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und ohne Benutzung anderer als der angegebenen Hilfsmittel angefertigt habe; die
aus fremden Quellen direkt oder indirekt übernommenen Gedanken sind als solche
kenntlich gemacht.
Bei der Auswahl und Auswertung des Materials sowie bei der Herstellung des
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11 Introduction
Fig. 1.1: The proposed machine learning approach enables different robot platforms to generate ac-
curate force estimates for physically demanding tasks.
An important vision of research in robotics and artificial intelligence is the devel-
opment of robot capabilities which allow to flexibly support humans under changing
environmental conditions. Examples are robotic assistants that can help to trans-
port heavy objects, utilize custom tools or explore unstructured environments (see
Figure 1.1). However, close-contact of this kind requires significant sensing capabili-
ties in order to ensure safe and meaningful physical interactions with humans or the
environment. Here, humans often rely on force feedback during physical activities.
In order for a robot to engage in similar activities, it needs to be able to sense external
forces. This usually requires special purpose sensors which induce several drawbacks
such as increased costs and reduced payload. Furthermore, such sensors often return
noisy non-zero readings when the robot executes a motor task. Hence, it is difficult
to distinguish regular from perturbed behavior execution based on these sensors only.
In contrast, humans are capable to estimate forces by utilizing prior proprioceptive
experiences. These estimates can then be used to adapt the behavior in an adequate
manner.
This thesis presents a machine learning approach which generates experience-based
models of robotic proprioception. During training, the robot executes a behavior while
gathering information about the fluctuations of its proprioceptive sensors and the corre-
sponding forces. Sensors which are strongly correlated to these forces are then utilized
to learn behavior-specific proprioceptive models. As a result, the approach estimates
forces without the need of special purpose sensors. The amount and direction of the de-
tected forces can then be utilized to adapt the robot’s behavior by appropriate reaction
rules.
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1.1 Biological Motivation
During the learning of any new skill, sport, or art, it is usually necessary to
become familiar with some proprioceptive tasks specific to that activity. Without
the appropriate integration of proprioceptive input, an artist would not be able to
brush paint onto a canvas without looking at the hand as it moved the brush over
the canvas; it would be impossible to drive an automobile because a motorist would
not be able to steer or use the foot pedals while looking at the road ahead; a person
could not touch type or perform ballet; and people would not even be able to walk
without watching where they put their feet. [10]
Humans are able to recognize and compensate unexpected extrinsic perturbations
during behavior execution. For example, performing the same lifting behavior for sim-
ilar shaped but different weighted objects requires the adaptation of muscle tensions.
In contrast, most robots are still explicitly programmed to perform the same behavior
over and over again. While this may be sufficient for various industrial settings, real
world applications are a much greater challenge. Here, changing environmental condi-
tions can have long-term consequences on a continuously executed behavior which also
restricts the complexity of reasonable analytical models.
In contrast, the sense of self or proprioception allows humans to learn and adapt
a skill by becoming familiar with the particular task. Here, no analytical model is
required to adapt the walking gait to environmental constraints, apply an adequate
amount of forces to surroundings or to estimate the weight of a lifted object. In-
stead, experience about the own body gathered during previous behavior executions is
generalized with regard to the actual state of the body.
1.1.1 Learning from Experience
Various species are able to imitate a demonstrated behavior. For example, human
children learn walking through the haptic influence of their parents [11] and further
try to imitate close to all observed behaviors. Bandura and Walters [12] also found
that such kind of imitation learning is a crucial factor for the cognitive development
of children. Different configurations of body characteristics, environmental conditions
and task situations inhibit the behavior from being copied directly. Therefore, applying
such kind of imitation learning to humanoid robots [13] usually requires direct task
transfer and an additional optimization process. For example, haptic interaction is
used by Ben Amor et al. [14] to teach a small sized humanoid robot various complex
motor skills, e.g., standing-up and walking. Without the stabilizing assistance of the
human interactant a successful execution of the recorded motion is not possible. Hence,
inside a physical simulation, the motion is optimized and transferred to the robot
afterwards. However, the main advantage of this data-driven method is that it starts
from a ’bootstrapped’ motion which is already close to an optimal solution.
Similar to this, a being which aims to solve a task for unknown environmental condi-
tions rarely begins from scratch. In most of the cases the individual has an initial idea
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Tab. 1.1: Biological proprioceptors compared to robotic sensors with related functionality.
Biological Proprioceptors Robotic Proprioceptors
muscle length joint angle
muscle tension joint current
muscle spindle joint velocity/acceleration
Golgi tendon organ joint torque
Pacinian corpuscle force/pressure sensors
vestibular system inertial measurement unit
which is obtained from previously behavior executions and similar situations. Develop-
ing such cognitive capabilities requires to gather experience during body-environment
interaction [15]. In order to perform and evaluate such interactions an idea about the
sensory-motor integration of the body need to be given. More precisely, this means a
mapping from proprioception to visual and haptic stimuli.
Proprioception refers to the sense of the (1) relative position of one’s own parts of
the body and (2) strength of effort being employed in movement [16]. For example,
(1) humans are able to locate their limbs without the need of visual feedback and (2)
produce the needed strength to hold objects. For this, muscle lengths and tensions
are compared to previous experienced sensations which allow estimating the actual
position, movement and exerted forces. Following Sherrington [17], proprioception
is distinguished from interoception and exteroception. Exteroception refers to senses
that provide information originating outside the body, such as sight and hearing while
interoception provides information about the stretching of internal organs and pain.
In humans, proprioceptive receptors or proprioceptors are able to recognize compres-
sion, traction and elongation of muscles where body movement is usually needed to
activate them. These are sensors which gather information about the own body config-
uration and allow to have a sense of self. The most relevant biological proprioceptors
are summarized in the left column of Table 1.1. The muscle spindles [18] recognize
variations in the muscle length while the so called Golgi tendon organ [19] measures
changes of tension. Similar to this, the Pacinian corpuscles [20] are mechanorecep-
tors which measure pressure and are primarily contained in the skin. In contrast,
the vestibular system provides the main contribution to body orientation and balance
which also contributes to the measurement of body movement. This makes it diffi-
cult to separate the vestibular information from the proprioception and vice versa.
State-of-the-art robotic systems provide access to a rich set of sensor readings. The
right column of Table 1.1 summarizes commonly used robotic proprioceptors which are
related to the biological ones.
In the real world a motor skill is never executed twice in exactly the same way.
One way to accommodate such uncertainties is to get familiar with behavior-specific
sensor feedback. Utilizing proprioceptive information, this thesis aims to apply the
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benefits of experience based learning to implement adaptive robotic behavior. More
precisely, a novel machine learning approach is presented for deriving behavior-specific
proprioceptive models from previous behavior executions. During training, the behav-
ior is executed several times with different task parametrizations or may be subjected
to different extrinsic perturbations. For example, a pick-and-place operation may be
executed with objects of different weights or a tool may be used with different forces
being applied to external objects. During execution of each behavior example, the
proprioceptors are continuously experienced. The resulting time series of sensor read-
ings serves as training data of the robot’s proprioception. This experience is used to
estimate the proprioceptive state or the executed action of a robot.
1.1.2 The Reafference Principle
The fundamental idea behind the reafference principle is introduced in the research of
Steinbuch about the tactile recognition of objects [21]. Here, the central observation is
that humans are capable to identify objects by grasping them while a passive collision
with the object is insufficient for accurate object recognition. More precisely, the hy-
pothesis is that the human brain combines knowledge about the executed motion with
its consequences on the sensor perception which Steinbuch referred to as ’Bewegidee’
[21, p. 30].
This idea is further refined by Charles Bell [22] and his observations of how humans
perceive a stable world from the images of the eye. He demonstrates that the brain
utilizes information about the active eye movement (the eye muscles) to predict changes
in the image received by the retina. By combining both, the human brain is able
to stabilize the images. Furthermore, he enhanced the former concept by the idea
that copied actuator commands are used to predict changes in the sensor perception.
This idea is proven by Helmholtz who utilizes the acquired knowledge to describe the
functionality of visual object localization [23].
The reafference principle, introduced by Holst and Mittelstaedt [24], describes the
concept of a prediction correction procedure. They also formulate a basic model which
is simplified illustrated in Figure 1.2 left. Here, an effector command (efference), e.g.,
a signal to an actuator or muscle, is received from the Central Nervous System (CNS).
This efference is duplicated and stored as efference copy. Next, the efference generates
an action which is executed by the effector. During this action execution, the sensory
receptors make measurements referred to as afference. Here, the values contained in
the afference originate from two different sources: reafference and exafference. A reaf-
ference occurs due to regular intrinsic fluctuations which are caused by the execution of
the efference and depend on the corresponding action and the properties of the system.
In contrast, the exafference determines the influence of the surrounding world and is
triggered by extrinsic perturbations.
The main problem is that the system’s sensory receptors measure the sum of both
and cannot differentiate between them. Instead, the afference is compared with the
previously created efference copy. More precisely, the difference between afference and
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Fig. 1.2: Different processing models for an effector command (efference). Here, an efference is re-
ceived from the CNS. First, a copy of this efference is created. Next, the effector performs the action
contained in the efference resulting in an afference which contains the sensor perception at the effector.
Left: In the basic approach, extrinsic perturbations are detected by comparing the efference copy with
the afference where a deviation between both cause the control logic contained in the CNS to generate
a new efference which is fed back to the circulation. Middle: In contrast, the forward model predicts
the afference from the efference copy to allow handling different afference/efference spaces. Right:
Similar to this, the inverse model transforms the afference to an estimate of the performed efference.
efference copy determine the exafference. A successful action execution is confirmed
when the exafference is zero. Otherwise, a new efference which compensates the exaf-
ference is created by the control logic and consequently compensates the corresponding
extrinsic perturbations. Broadly speaking, the effector is controlled by comparing the
setpoint (efference) with the actual value (afference) in a feedback-loop. This is close
to PID controller approaches developed in the field of automation and control technol-
ogy [25]. Here, the desired setpoint of a process is compared to the actually measured
process value where the controller adapts the process based on proportional, integral,
and derivative terms in a feedback loop. Therefore, properties such as dimensionality
and value-range of the efference motor commands and the sensor afference are assumed
to be identical in the basic approach (see Figure 1.2 left).
However, as first taken into account by Roger Wolcott Sperry [26] and his studies
about the optokinetic reflex these properties can also differ. In more detail, when
following a moving object the efference of the eye muscle generates an afference which
is an image perceived at the retina. Hence, efference and afference have different
dimensionality and ranges of values. Therefore, motor commands need to be mapped
to the corresponding sensor pattern or vice versa. There are two different model-based
methods which can be applied to unify the efference and afference spaces: a forward
(see Figure 1.2 middle) and an inverse model (see Figure 1.2 right).
A forward model predicts the expected intrinsics from the efference copy and conse-
quently converts motor commands to the particular sensor perception. The difference
between the actual perception and the predicted one is used as an estimate of the extrin-
sic perturbation. This has the advantage that the extrinsic perturbation is measured
in the sensor space what therefore allows to implement very specific control rules.
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In contrast to such a kind of predictor, the inverse model utilizes the total afference
to generate an estimate of the executed efference. The difference between estimated
efference and efference copy is used to derive the extrinsic perturbation which therefore
is measured in the effector space. Hence, an inverse model is more similar to a controller
where extrinsic perturbations correspond to effector commands which can be directly
applied to compensate them. Inspired by this, Kawato [27] proposed internal forward
and inverse models for the application in robotics. In particular, forward models make
use of the robot’s measured proprioception and the actuator command to predict the
expected proprioception while inverse models generate an actuator command which
causes a desired change in the robot’s proprioception.
As mentioned above, some actuator command may have an influence on the par-
ticular sensor perception, e.g., image stabilization benefits from actuator commands
of the eyes rather than the fingers or arms. An adequate mapping therefore requires
knowledge about the sensory-motor integration of the system. More precisely, what
consequences does an action performed by the motors have on the perception received
by the particular sensor? To solve this question, one could implement an accurate
analytical model which takes into account kinematic structure, mass distribution and
the dynamics of the system. The complexity of the resulting model and its missing
adaptation capabilities actually restricts applications to rigid systems with just a few
joints. For example, most of todays robotic arms support direct and inverted kinemat-
ics but cannot automatically adapt to changing environmental conditions. Hence, an
automatic extraction of such sensory-motor dependencies is discussed in the following.
1.1.3 Sensory-Motor Dependencies
The adequate selection of motor commands and sensors which are relevant to learn
the particular task is a core component of the presented machine learning approach.
For example, a forward model usually makes use of locally connected muscles which
are close to the effector or the particular sensor. Such local correlations are sufficient
for a subset of motion sequences but not for more complex tasks which may involve
various distal dependencies. To illustrate this, the sense of balance is considered in the
following. For humans the main contribution to the prediction of balance is given by the
vestibular system in the ears while distal dependencies to the muscles in the eyes, neck,
legs, arms and the visual perception are also relevant. A popular example of how the
visual perception can disturb the sense of balance is the simulator sickness [28]. Here,
the eyes perceive a moving world that cannot be measured by the vestibular sensor
system. These contradictory perceptions result in incompatible predictions which are
the cause for the sickness.
In this context it is important to note that, in addition to motors (i.e. muscles), also
sensors (e.g. visual perception) can contain relevant information and therefore can be
used as input to predict other sensors (e.g. balance). Hence, actuator commands and
sensor readings can be used as input for the computational model developed in this
thesis. Here, the behavior-specific selection of inputs, whether originating from the
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actuator or sensory system, is referred to as sensor selection. A major advantage of
utilizing only the relevant subset of sensors is the decreased complexity of the model.
In robotic behaviors, such sensory-motor dependencies might be complex and far from
obvious. A common solution is to execute a behavior several times under varying con-
ditions while recording the sensory and motor system. The recorded set of behavior
examples represents the training data which is utilized to detect sensory-motor depen-
dencies. In the presented approach, statistical methods such as information theory
and dimensionality reduction are applied to extract behavior-specific sensory-motor
dependencies.
Furthermore, a major challenge is to distinguish statistical correlations from spurious
correlations. Correlations describe a statistical relationship, whether causal or not,
between two processes that are beneficial for prediction purposes. In contrast, spurious
correlations describe wrong correlations which are inferred by coincidence or unknown
background processes and are only correct for a limited number of observations. To
avoid learning from spurious correlations, the number and heterogeneity of behavior
examples contained in the training data are crucial. A common solution to this problem
can be achieved by recording an independent validation data set. The validation data
can be used to evaluate the accuracy of the learned model where the usage of spurious
correlations usually results in large prediction errors.
1.2 Methodology
This thesis is a study of force-estimation with Behavior-Specific Proprioception Mod-
els (BSPMs) which allows robots to flexibly interact with their environment. The
biological motivation of the proposed methodology is given by the reafference principle
which was introduced above. This concept describes how experience about previous
behavior executions enables natural beings to distinguish between self-generated and
environmental influences. In order to achieve similar capabilities on a robot, the pro-
posed machine learning approach builds on data-driven methods related to the fields
of imitation learning and information theory.
First, a behavior which consists of a sequence of motor commands is repeatedly
demonstrated and stored together with available proprioceptive readings. The result-
ing training data therefore contains behavior-specific information about sensory-motor
dependencies. By means of statistical methods, this information helps to uncover si-
multaneous and time delayed correlations in the behavior of the robot. Sensors with a
strong proprioceptive correlation are automatically selected for model learning. Here,
machine learning algorithms are applied to infer BSPMs which can be configured in
three different modes:
∙ A Behavior-Specific Proprioception Model in Forward Mode (F-BSPM) predicts
the reafference or intrinsic proprioception.
∙ A Behavior-Specific Proprioception Model in Inverse Mode (I-BSPM) estimates
an executed efference or behavior parameter configuration.
1 Introduction 8
∙ In contrast, a Behavior-Specific Proprioception Model in Virtual Mode (V-BSPM)
augments the proprioception by combining available information to a virtual sen-
sor which is not addressed in the original formulation of the reafference principle.
For this, machine learning algorithms examined in this thesis include: lazy learners,
probabilistic models, classical neural networks and deep learning techniques. Further-
more, different preprocessing methods such as principal component analysis, autoen-
coders, transfer entropy and mutual information are examined.
As a result, BSPMs enable a robot to distinguish between intrinsic sensor readings
from extrinsic perturbations without the need of special purpose sensors. In particular,
intrinsic fluctuations are caused by regular behavior execution while extrinsic pertur-
bations are induced by application of external forces. Robotic applications examined
in this thesis include:
∙ Make robotic walking behaviors robust against being pushed or pulled by an
adversary or forces exerted by a collaborator during joint transportation tasks.
∙ Calculate quantitative estimates of forces applied by the interaction with external
objects during tool usage.
∙ Accurately classify an object’s weight which is being lifted under rough environ-
mental conditions.
∙ Implement pick-and-place operations which safely detect the influence of inten-
tional physical human-robot interactions and unintended collisions.
Here, the deviation between predicted and measured proprioception is attributed to the
influence of extrinsic perturbations. In the absence of external stimuli, this difference
is about zero while fluctuations in the proprioception originate from behavior-specific
intrinsics only. As emphasized earlier, human perception such as the sense of balance
relies on the combination of various information sources and therefore is less sensitive
to errors. This is also a main advantage of the presented BSPM approach. For instance,
when affected by noise or even defect, a single special purpose sensor would result in
failure. Instead, multiple sensors are combined to one higher level of functionality. Con-
sequently, negative effects which occur partially can be compensated by the combined
information and still result in meaningful estimates of extrinsic perturbations.
The estimated amount and direction of extrinsic perturbations is then used to per-
form an appropriate behavior adaption where the robot’s reaction rules depend on
the particular field of application. The generalizability of the approach presented in
this thesis is shown in a variety of applications involving physically interacting robots.
For instance, one application utilizes prediction-correction schemes in physical human-
robot collaboration on a humanoid robot platform. Here, the robot iteratively cor-
rects its behavior configuration and consequently compensates extrinsic perturbations.
Other applications, implemented on an industrial robotic arm, aim on force feedback
for tool-usage, physical human-robot interaction and state classification tasks. The
basic idea is that providing a robot with accurate force sensing capabilities enables it
to safely interact with human participants and technical equipment.
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1.3 Contributions
This thesis investigates how proprioceptive feedback can be used for robotic force es-
timation using a machine learning approach. In doing so, various conceptual, method-
ological and application-oriented contributions to the state of the art are presented.
Conceptual Contributions
The main contributions of this thesis are Behavior-Specific Proprioception Models
(BSPMs) which generate estimates of the expected proprioception from prior expe-
rience. In contrast to classical learning of motion commands, these models enable
robots to flexibly interact with their environment by adding expected sensations to the
received feedback. Here, safe and meaningful physical interactions require distinguish-
ing self-generated sensations from environmental influences. Motivated by propriocep-
tive models in humans, different BSPM variants are proposed to equip robots with a
proprioceptive sense of self.
In particular, an F-BSPM predicts the behavior-specific intrinsic proprioception.
This allows estimating the amount and direction of external forces in the space of the
particular proprioceptor for a concrete situation. In contrast, an I-BSPM estimates
high-level behavior parameters from the measured proprioception. By comparing this
estimate with the executed behavior, extrinsic perturbations can be detected in be-
havior space. Furthermore, V-BSPMs augment robotic proprioception with virtual
sensors. These sensors are generated by combining available but usually hidden infor-
mation from the robot’s proprioceptors. As will be shown, the force estimates of these
models significantly increase the interaction capabilities of different robot platforms.
Methodological Contributions
The main methodological contribution is the operationalization of the BSPM approach
via data-driven machine learning techniques. For this, behavior-specific proprioceptive
experiences are acquired from demonstrations. Here, the wear and tear of the robot
and the effort spent by the user is reduced by learning from only a few training ex-
amples. To further increase the practical applicability of the proposed approach, no
expert knowledge about the particular robot platform, e.g., kinematic chains or mass
distribution, is required. Instead, various information-theoretic measurements are ap-
plied to automatically identify the most relevant sensor readings for force estimation
of a specific behavior. To the best knowledge of the author, this is the first time that
such information-theoretic measurements are applied in the context of sensor selection
in robotic proprioception.
Furthermore, this thesis compares advantages and disadvantages of various lazy and
eager machine learning approaches. The precision of lazy learners such as time series
alignment algorithms usually depends on a large number of training examples. This
thesis introduces a novel interpolation technique which extracts the underlying dynam-
ics of a behavior by utilizing methods from the field of fluid dynamics. Here, a small
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set of training examples is sufficient to accurately interpolate sensor readings for so
far unknown situations. In contrast, eager learning has the possibility to generalize
outputs for arbitrary inputs. Here, the information-theoretic sensor selection method
is crucial for learning efficiency. Furthermore, several techniques reaching from statis-
tical methods over classical neural networks up to modern deep learning techniques are
compared.
Application-Oriented Contributions
The BSPM approach is applied to different robot platforms which do not possess ded-
icated force sensing capabilities to fulfill various physically demanding tasks. Here,
proprioceptors, behavior parameter configurations and context descriptions can be se-
lected as learning target of the corresponding proprioceptive model. Hence, the pre-
sented machine learning approach in general is applicable to any kind of sequential
quantity, i.e., regression for continuous values or classification of discrete labels.
One platform is the humanoid NAO robot where the BSPM approach is applied to
make walking robust against extrinsic forces which are triggered by the environment
rather than the behavior execution itself. As a result, the biped robot can stabilize its
walking gait and follow the guidance of a human interactant.
Furthermore, an industrial robotic arm learns to estimate torque values during the
usage of a custom tool and classifies weight even more precisely than a special purpose
sensor. During performing a pick-and-place task this robot is also enabled to accurately
detect collisions with the environment and a human interactant. The resulting force
estimates and interaction capabilities are comparable to the usage of state-of-the-art
force-torque sensors.
1.4 Thesis Outline
Chapter 2 presents the fundamental concepts and basic terms of machine learning
which are widely used in the field of robotics and computer science. Furthermore,
related work on data preprocessing, force estimation and neural networks is introduced.
Chapter 3 introduces the mathematical background for detecting sensory-motor
dependencies. For this, measures in the field of information theory, which allow
detecting correlations within huge data sets, are examined. In particular, mutual
information and transfer entropy are introduced and evaluated on the basis of a simple
example. Furthermore, the fundamentals of biologically inspired neural networks to
state-of-the-art deep learning technologies are introduced.
Chapter 4 introduces the new concept of BSPMs to equip robots with accu-
rate force estimation capabilities. Here, one goal is to distinguish self-generated forces
from perturbations which originate from the surrounding environment.
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Chapter 5 gives a comparative depiction of the F-BSPM and I-BSPM approach
for the application on a humanoid robot. Here, the goal is to infer guidance infor-
mation during human-robot collaboration from the robot’s integrated sensors. The
direction of guidance is then used to adapt the robotic behavior in an adequate manner.
Chapter 6 introduces two applications which implement V-BSPMs to augment
the proprioception of an industrial robot arm with accurate force sensing capabilities.
Here, force related context descriptions are manually assigned to training examples
which are then approximated during runtime. In particular, the robot learns to
accurately perceive and distinguish torque values applied to a wrench and to estimate
the weight of a self-contained water extraction station.
Chapter 7 presents an application that combines multiple BSPMs to accu-
rately detect extrinsic perturbations from force-torque measurements. To this end, a
state-of-the-art force-torque sensor is trained in combination with an industrial robotic
arm. During runtime, this special purpose sensor is replaced by its virtual counterpart
which further allows to distinguish intrinsic fluctuations from extrinsic perturbations.
Chapter 8 concludes this thesis by highlighting the most important findings
and contributions made. Finally, some promising directions for future research are
given.
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2 Related Work on Machine Learning
In this chapter, the fundamental concepts and basic terms of machine learning are
introduced. Next, the benefits of data preprocessing for efficient model learning and
runtime application are highlighted. Furthermore, several proprioception based appli-
cations for adaptive systems which focus on the use of neural network architectures are
discussed. In turn, the general applicability, current research and promising directions
of Artificial Neural Networks (ANNs) are given. Finally, it is presented how this thesis
extends previous work.
2.1 Machine Learning Fundamentals
The field of machine learning is a combination of different disciplines such as statis-
tics, information theory and optimization. As noted by Carbonell, Michalski, and
Mitchell [29] it is usually applied to simulate human learning, explore novel learning
techniques or to implement learning capabilities in artificial systems. In this thesis,
the term ’machine learning’ is utilized in the context of the latter and therefore allows
a system to ’learn without being explicitly programmed’ [30].
A major advantage of machine learning is its general applicability across domains.
Beside well-known implementations for recommender systems [31] and self-driving
cars [32], machine learning is widely spread in other fields of research such as geol-
ogy [33], medicine [34] and physics [35]. For all of these applications the basic idea
is to train a mapping with ground truth information. This ground truth is usually
given by a set of training data which contains information about input variables and
their corresponding output. Here, the output is distinguished between regression and
classification applications. In particular, regression approximates a function which
returns real numbers while classification identifies a specific group membership. How-
ever, depending on the particular type of training data, there are mainly three learning
methods to be distinguished [36]:
∙ Unsupervised learning algorithms are trained to find hidden structures from input
data without a predefined output. For this, output patterns are extracted during
training and recognized for similar inputs during run-time, e.g., clustering.
∙ Reinforcement learning assigns a reward value to a sequence of input samples.
The reward value can be understood as a simplified output, e.g., good-bad.
∙ Supervised learning techniques continuously generate discrete output estimates
from the input variables and are also in the core of the presented machine learning
approach.
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Machine learning is further divided into lazy and eager learning algorithms [37].
Here, lazy learning is the comprehensive term for approaches where data processing
is delayed until a query is made to the system. Once received, an answer is gener-
ated by a combination of the training data. The answer and intermediate results are
discarded after this process. More precisely, lazy learner techniques fit real-time data
to the training data, e.g., k-nearest neighbors, locally weighted regression or spline
interpolation. This allows generating an answer for unknown situations from familiar
ones. In the context of this thesis a novel interpolation scheme from fluid dynamics,
the so called Dynamic Mode Decomposition (DMD) [38], is utilized. For example, this
method is applied to generate a highly accurate stability model of a humanoid robot’s
walking gait (see Section 5.2). In contrast to that, eager learning algorithms generate
an abstract model during a training phase. For example, Artificial Neural Networks
(ANNs) learn to approximate the input/output function and discard the training data
afterwards. Future requests are answered by generating a reply from the generated
model.
Consequently, lazy learning requires less computational power than training an eager
algorithm but usually have greater storage requirements. Furthermore, the response
time of a lazy learner depends on the amount of training data while eager learning
utilizes a compact model which usually replies in constant time. This thesis makes use
of both eager and lazy algorithms to evaluate pros and cons of the presented BSPM
approach in real world applications. Here, learning an accurate model usually involves
the preprocessing of training data.
2.2 Preprocessing
The efficiency of machine learning algorithms primarily depends on the quality of
the training data where a sufficient amount of heterogeneous training samples for the
particular task need to be given. Here, sensor selection and dimensionality reduction
techniques help to single out the most important features. To apply these techniques
it is important that the data is in a useful scale and a unified format. This is usually
achieved by performing two subsequent steps: normalization and discretization.
2.2.1 Normalization and Discretization
At present, robotic systems can acquire a rich set of sensor readings. These include joint
angles, force-torque values or motor currents which rely on diverse measurement units.
Depending on its particular position, the same kind of sensor can further have varying
measuring ranges. For example, a humanoid robot’s knee joint usually has a range of
90∘ while the shoulder has about 270∘. This is solved by means of normalization [39]
where the most popular methods are: min-max and z-score scaling. More precisely,
min-max normalization linearly transforms a value 𝑥 to the scaled value ?̂?, which is in
a range of [0, 1], by
?̂? =
𝑥− 𝑥𝑚𝑖𝑛
𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛 .
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Here, 𝑥𝑚𝑖𝑛 and 𝑥𝑚𝑎𝑥 determine the possible minimum and maximum boundaries of
the original data. In order to apply min-max normalization on robotic sensor streams,
𝑥𝑚𝑖𝑛 and 𝑥𝑚𝑎𝑥 of the particular sensor device need to be contained in the training
data. Otherwise, larger or smaller real-time values would exceed the boundaries which
requires to recalculate the normalization for all values and consequently to rerun the
learning phase. One could also argue to utilize the particular hardware device limits
to fix 𝑥𝑚𝑖𝑛 and 𝑥𝑚𝑎𝑥 only once. This requires a fair degree of knowledge about the
robot’s hardware. In contrast, the z-score scaling introduced by Larsen and Marx [40]
normalize the data based on the mean ?̄? and standard deviation 𝜎
?̂? =
𝑥− ?̄?
𝜎
.
Here, the particular sensor limits are not relevant to normalize the data. The authors
also prove that data which follows any Gaussian distribution is transformed into a
standard normal one.
Unfortunately, a wide variety of sensors return measurements in a noisy continuous
space. For example, common force sensors return real numbers and are still prone
to error. Therefore, they measure varying non-zero readings even if in rest. In turn,
such slightly different values make a probability analysis less efficient. This problem is
addressed by several quantization techniques which discretize the continuous space.
A popular method is the so called binning [41]. Here, the continuous space is por-
tioned to a discrete one with a fixed number of uniform states. However, a further
problem is that different sensors have distinct and even irregular frame rates. This is
particularly critical for time dependent machine learning approaches which are trained
with time-discrete sets of data. Hence, training and runtime data need to be acquired
with identical frame rates or need to be synched by means of timestamps and interpo-
lation schemes.
Finally, the preprocessed training data is analyzed for feature detection purposes.
More precisely, information-theoretic measures or dimensionality reduction methods
are applicable to select the important parts of the training data.
2.2.2 Information-Theoretic Sensor Selection
The use of information theory in sensor management was first proposed by Hintz [42]
and found several applications in robotics.
In particular, Manyika and Durrant-Whyte [43] utilize information-theoretic mea-
sures to implement a data fusion and sensor management framework. Here, multiple
sonar sensors of a mobile robot are analyzed and selected depending on their actual
attention level. As a result the framework increases the overall navigation capabilities
of the robot.
Moreover, Liu, Reich, and Zhao [44] present an information-driven vehicle tracking
approach. They utilize a mobile platform which is equipped with an acoustic sensor
network. This allows estimating the distance and direction to a given target. Here,
mutual information is used to extract collaboration between the different sensors and
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the target position. According to the authors, their approach is more energy efficient
since less relevant sensors can be switched off temporarily.
Similar to this, Dame and Marchand [45] apply mutual information to a visual servo-
ing task. More precisely, they control a six degree of freedom robotic arm from image
data only. In contrast to other techniques, mutual information is insensitive to changes
of lighting. This makes it suitable for detecting similar visual features which are used
to align images under varying environmental conditions. As shown by the authors, the
accuracy of the visual servoing approach benefits from the usage of mutual information
and is also robust against large illumination variations.
Another possible technique to detect important correlations is to apply dimension-
ality reduction methods. In contrast to information theory, dimensionality reduction
methods do not rely on the selection of raw data. Instead, the complete data is prepro-
cessed to a compact representation which maintains the more important parts stronger
than the less relevant.
2.2.3 Dimensionality Reduction
Dimensionality reduction involves a mapping from high-dimensional input points to
low-dimensional manifolds and vice versa. This allows increasing the efficiency of the
corresponding lazy or eager learning technique.
For example, Ciocarlie, Goldfeder, and Allen [46] applies dimensionality reduction for
grasps performed by a robotic hand. Here, the grasp is controlled by a highly reduced
configuration space which is built upon Principal Component Analysis (PCA). More
precisely, PCA extracts the latent structure of training data based on eigenanalysis of
covariances and applies a linear mapping between the different dimensionalities. The
generalizability of the generated low-dimensional configuration space is shown by the
implementation of a grasp planner which is applied to significantly different hands.
Similar to this, Artemiadis and Kyriakopoulos [47] utilize PCA to generate a low-
dimensional embedding from high-dimensional electromyographic signals. These sig-
nals are measured at the upper limb of a human and therefore represent muscle syn-
ergies and motion primitives. A three-dimensional projection to Cartesian coordinates
is then utilized for the continuous control of a robotic arm. The overall approach is
implemented in the context of a human-robot teleoperation interface.
In contrast, Bitzer, Howard, and Vijayakumar [48] make use of a nonlinear extension
to PCA based on Gaussian processes. Here, inherent structures are extracted from the
training data and used as compact state representation. These states are then utilized
to learn policies which enable a humanoid robot to solve bi-manual reaching tasks.
Following Hinton and Salakhutdinov [49], also ANNs are a promising technique for
reducing the dimensionality of data efficiently. In particular, an autoencoder network
contains multiple layers with a small central layer. These autoencoders are trained to
reconstruct high-dimensional inputs where the central layer is used as low-dimensional
representation. According to Hinton and Salakhutdinov and similar to previous find-
ings, the accuracy of autoencoders increase with their depth and can even outperform
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the accuracy of PCA.
However, Ben Amor [50] compared a number of dimensionality reduction techniques
used to extract relevant manifolds from motion data. As proven by the author, PCA
does not achieve the highest accuracies but generalizes well for various motions and sig-
nificantly different dimensionality while requiring less computational effort than most
other methods.
2.3 Force Estimation in Robotics
Robot platforms, which assist or replace humans in physically demanding tasks,
need precise force sensing capabilities. As noted by Haddadin, De Luca, and Albu-
Schäffer [51], safe and efficient interaction further requires to detect and handle colli-
sions for the entire robot platform. Instead of utilizing a large number of special purpose
sensors, this can be achieved by generating force estimates from the robot’s integrated
proprioceptors. For example, industrial robot manipulators such as the UR5 utilize an-
alytical machine learning approaches to estimate forces acting at the end-effector. Such
analytical approaches are usually built upon an accurate mathematical representation
of the system dynamics.
For example, Stolt et al. [52] utilize the robot’s control loop architecture during
performing assembly tasks. In particular, the robot’s joint position control errors are
utilized for force estimation at its gripper. As stated by the authors, the accuracy of
these estimates depends on a task-specific modification of the control loop mechanism.
This requires an adequate configuration of an empirically determined scaling parameter.
Furthermore, unknown environmental constraints, e.g., friction, decrease the accu-
racy of the force estimates when the robot is not moving. Erhart, Sieber, and Hirche [53]
present a related impedance-based control architecture for a cooperative robot-robot
transportation task. Here, both robots and the rigidly grasped object are considered
as a closed kinematic chain where position/orientation of the end-effectors and the in-
ertia/mass of the object need to be known. Given an accurate configuration, undesired
forces within the closed kinematic chain can be limited by real-time adaptation of the
end-effectors.
Wahrburg et al. [54] estimate contact forces for a redundant robotic manipulator.
The redundant joints of the robot allow reaching the same end-effector position with
different joint-configurations which influences the quality of the force estimation. Here,
the momentum is analyzed from the robot’s joint angles/speeds, motor torques and the
manipulator dynamics. This enables the robot to find an optimal joint configuration
for a given end-effector position.
In general, the quality of such analytical approaches depends on an accurate con-
figuration and precise knowledge about system dynamics. The required amount of
expert-knowledge is even intensified for more complex nonlinear systems which is a
major limitation of analytical approaches. In contrast, humans do not rely on such
precise mathematical models and instead learn to approximate highly nonlinear sys-
tem dynamics from prior experience. Similar to this, data-driven machine learning
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approaches involve a training phase where the task is demonstrated to the robot. The
acquired training data is then utilized to learn an abstract model which approximates
the system dynamics.
For instance, Colomé et al. [55] learn an inverse model of the robot dynamics where
only the inertia matrix of the robot needs to be given. Here, locally weighted projection
regression [56] is utilized to map desired joint positions/velocities to the required motor
torque commands for a predefined trajectory. Comparing the predicted torque values
with the actually applied ones allows extracting the amount and direction of external
forces. This enables a robotic arm to measure the weight attached to its end-effector.
However, only a single trajectory is learned while the generalizability to other end-
effector positions is not proven by the authors.
He et al. [57] utilize a learning procedure for physical human-robot interaction in re-
habilitation. Here, neural networks are trained to approximate the unknown dynamics
of the robot and to adapt the behavior with regard to the forces applied by the human
interaction partner. However, the approach is verified inside a simulated environment
while its validity in real world applications still needs to be proven.
Schröder-Schetelig, Manoonpong, and Wörgötter [58] present a dynamic walking
application on a biped robot platform. The motor commands are used as input to the
forward model which predicts the intrinsic acceleration during walking. The robot’s
actual acceleration is then compared with the predictions made and used to control
the upper body component. This allows compensating external forces which originate
from altered terrain and consequently stabilizes the walking gait.
To summarize, data-driven approaches are capable to learn robot dynamics without
the need of expert-knowledge about the particular robot but are usually restricted to
manual sensor selection, a single trajectory and are demonstrated for only one specific
robot platform. In contrast, this thesis presents a data-driven approach which is appli-
cable to a wide range of robot platforms, provided sufficient access to proprioceptive
sensors is given. The approach has been applied to different behaviors, e.g., walking,
tightening, lifting, and is also flexible to environmental conditions such as different
lifting positions or force sources. Here, the most relevant proprioceptors are selected
automatically which increases the efficiency of the utilized model learning techniques,
e.g., neural networks.
2.4 Artificial Neural Networks
The presented machine learning approach is based on the fundamental idea of giving a
robotic system the ability to learn from previous demonstrations. A common technique
to learn from a set of training data in a supervised fashion are ANNs. This is due to
several advantages over lazy and other eager learning approaches:
∙ They are able to approximate the underlying linear or nonlinear function con-
tained in the training data.
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∙ They can easily handle a huge amount of training data and can be scaled to any
number of input variables.
∙ Once training is finished, the network’s computational demand is independent
from the particular input and respond in constant time.
Hence, ANNs are a promising technique for the implementation of the presented BSPM
approach. In the following, a historical perspective to the field of ANNs is given. Next,
the general applicability of ANNs in various fields of research is examined. Finally,
several state-of-the-art deep neural architectures up to the extraction of indefinite tem-
poral delays are discussed.
2.4.1 Historical Perspective
Such ANNs found their first practical application by the research of Rosenblatt and
its definition of perceptrons in 1957 [59][60]. The perceptron was actually planned to
be implemented directly in a custom-built neurocomputer, the so called Mark 1 per-
ceptron [61]. This machine utilizes 400 photocells (input neurons) which are randomly
connected to output neurons. The generated estimates are used for image recognition,
e.g., to classify numbers. For evaluation purposes it was, in parallel, implemented as
software which therefore was finished even earlier then the hardware version. This
perceptron contains exactly one layer of adaptable weights and is also referred to as
Single-Layer Perceptron (SLP). Furthermore, SLPs contain the basic building blocks:
neurons, connections and weights and therefore are still the base of nowadays ANN
research.
However, after a period of growth the research was abruptly slowed down after in
1969 Minsky and Papert published a precise mathematical analysis about SLPs [62].
They proved that a SLP is not capable of representing nonlinear functions as the XOR
problem. Hence, they forecasted that the entire field of research is a dead end. In
1986 Rumelhart, Hinton, and Williams [63] disproved these negative evaluations. For
this, they proposed Multi-Layer Perceptrons (MLPs) which are capable of solving also
nonlinearly separable problems. The main advantage of MLPs is that they can have
an unlimited number of layers which are hidden from the outside. With an increasing
number of such hidden layers the network structure gets deeper and more complex. The
challenges and improvements arising from organizing and learning such structures are
referred to as deep learning [64]. A detailed explanation of SLPs, MLPs and deep neural
network architectures is given in Section 3.2. Starting from the functional discoveries
of MLPs, the field of ANNs are almost grown and found applications in many fields of
research.
2.4.2 General Applicability
A common application of ANNs is to forecast a sequence of successively measured points
in time. Such kind of time series data can be found in different fields of application
such as mathematical finance, econometrics and earthquake prediction.
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For example, Zhang and Hu [65] present an ANN based approach to forecast the
exchange rate of the British pound and the US dollar. Based on a huge set of financial
data, they examined the effects of the network configuration and the amount of training
samples on the prediction accuracy. As a result, they found that the prediction accuracy
benefits from an increase of input variables and a large number of training samples.
Osman, Awad, and Mahmoud [66] make use of ANNs for short-term load forecast-
ing for the Egyptian Unified System. Such predictions are essential for electric power
system planning and are strongly depending on the actual weather, temperature and
seasonal variations. In contrast to previous approaches, the authors utilize a correla-
tion based selection scheme of actual weather data. By utilizing this subset of input
variables for the ANN results in accurate predictions and makes the approach robust
against rapid temperature changes.
Panakkat and Adeli [67] are using seismicity indicators to forecast location, time of
occurrence and the magnitude of earthquakes. A large seismic data of Southern Cali-
fornia is preprocessed by (1) dividing into subregions or (2) splitting it into temporal
subsets. For (1) seismicity indicators are derived from the magnitude of the largest
earthquake while (2) make use of the latitude and longitude of the epicenter. These
indicators are used as the input variables of an ANN where (2) is found to produce
more accurate results than (1). According to the authors, the final indicators produce
the best results in regions with intense seismic activity since also more seismic data is
available.
Even if located in very different fields of research, all of these applications came to
very similar conclusions where the crucial factors for accurate and robust forecasting
of ANNs rely on
∙ the availability and selection of relevant input variables
∙ and the amount and heterogeneity of training samples.
Similar to the introduced applications, robotic platforms are also providing time series
sensor readings such as joint angles, motor currents or force-torque values. There-
fore, data acquisition and input selection schemes are also at the core of the proposed
machine learning approach.
Besides applications related to time series prediction, ANNs are also widely applied
to control robotic behavior [68]. For example, Velagic, Osmic, and Lacevic [69] present
a motion controller for mobile robots. Here, the goal is to follow a given trajectory
while feedback is obtained from the robot’s odometry. The position errors are used as
input variables of a MLP and are mapped to the velocity which fixes the particular
position errors. However, the results are only demonstrated inside a simulation while
applicability and validity still has to be proven in real world experience.
Tsai, Huang, and Lin [70] apply ANNs to control the balancing of a two-wheeled
robotic platform. They decompose the overall vehicle system into two adaptive MLP
controllers where (1) regulates the yaw motion and (2) balances roll and pitch. (1)
makes use of potentiometer measurements while (2) utilize a gyroscope and a tilt
sensor as input data. The overall system allows maintaining the human body on the
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footplate without falling and is even taken into account two-dimensional friction. Due
to an inconvenient reaction time, the proposed approach is limited to low velocities.
Another application presented by Kumar et al. [71] makes use of an ANN for the
adaptive control of robot manipulators. For this, they determine the robot’s dynamics
by means of force, position and redundant joint subspaces. The given dynamics is
then used to preset the parameters of a MLP where the errors of force, position and
velocity are used as input. In their experiments they apply the presented approach on
a simulated two link robotic manipulator with known and unknown dynamics. The
authors show that by utilizing knowledge about the robot’s dynamics can increase the
learning curve but requires quite a lot expert knowledge and intense user effort.
Similar to these applications, the proposed machine learning approach makes use
of sensor readings to generate an adequate reaction. Concluding from the drawbacks
of the presented applications this thesis aims on the implementation of self-adaptable
behaviors in
∙ real world applications,
∙ with a constantly low reaction time
∙ and without the need of expert knowledge.
In order to equip robots with accurate interaction capabilities they need to perceive
their environment [15]. Hence, a common problem in computer vision is the detection
of patterns, e.g., detecting faces or finding objects in the environment.
The first rotation invariant face detection approach was introduced 1998 by Rowley
et al. [72]. By splitting the image into small sized windows a first MLP is utilized to
determine the orientation angle of faces. The derotated image window is preprocessed
by means of lighting and contrast before send to another framework of MLPs. These
return a value in range between plus one (face) and minus one (no face). However, for
rotations within the image plan the accuracy of the proposed approach is about 80%
which was a major advance at that time.
Viola and Jones [73] achieve similar accuracies but further allow to detect arbitrary
objects more rapidly. For this, an image is decomposed into sub-images and regions
of interest. The smaller images are used for calculating a set of features in constant
time. The most important features are selected as input for a cascade structure of
ANN classifiers. Here, promising regions receive more attention which increases the
performance of the presented approach.
To sum up, the introduced applications highlight the importance of feature selection.
In contrast to the introduced pattern detection/recognition in computer vision, this
thesis aims on the relation between motion and haptic stimuli. Since cognitive skills
involve the visual as the haptic sense, it is assumed that deep learning architectures
are also beneficial for the presented machine learning approach. Therefore, several
state-of-the-art deep ANNs are introduced in the following.
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Fig. 2.1: An overview of the GoogLeNet architecture with nine inception modules, twenty-two se-
quential layers performs about one hundred parallel operations. The utilized inception modules allow
implementing parallel units which have the ability to perform multiple operations at once. adopted
from [75, p. 6]
2.4.3 Deep Neural Network Architectures
In order to achieve a better comparability between the increasing number of approaches
Deng et al. introduced ImageNet [74], which is a hierarchical database with meanwhile
more than 14 million static images. This database contains a wide variety of objects,
e.g., animals, plants, devices, tools, structures, vehicles and persons making it appli-
cable for most fields of research. ImageNet therefore is used for evaluation purposes of
state-of-the-art classification architectures.
Namely, Krizhevsky, Sutskever, and Hinton [76] utilize it to evaluate AlexNet, a
deep Convolutional Neural Network (CNN) architecture. Such CNNs have outstand-
ing classification capabilities [77] but are not specifically designed to handle temporal
relations. Hence, they are usually applied to static data. Therefore, AlexNet is trained
to classify 1000 categories from the 1.2 million high-resolution images contained in
ImageNet. Its structure contain an overall of 60 million parameters and 650 thousand
neurons distributed among eight weight layers and requires an overall of 6GB memory.
After six days of training, the resulting network is capable to classify objects with a
top-5 error of 15.4%. Here, the top-5 error is the rate at which the correct object is
not contained in the five most probable results. To give an idea about the complexity
of this problem, humans in general achieve accuracies within between 5− 10%.
However, according to the authors the depth of AlexNet is vital for achieving high
classification accuracies and is limited by two factors: the amount of memory and the
time spend for training. The importance of depth is further proven by the studies of
Zeiler and Fergus [78] who also introduced the ZF Net architecture. ZF Net is a slightly
adapted version of AlexNet and achieves a top-5 error rate of 11.2% for the ImageNet
classification task. Inspired by this discoveries, very deep convolutional networks and
the VGG Net architecture was introduced by Simonyan and Zisserman [79]. The VGG
Net is constructed of 19 weight layers and has a memory demand of 24GB. The
resulting top-5 error rate after about two weeks of training is 7.3%. Therefore, its
accuracy is comparable to the cognitive capabilities of humans. The authors further
investigated the beneficial effects of depth on the accuracy of visual representations
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Tab. 2.1: A summary of the reviewed methodologies. Here, the error rate is defined by the top-5
error rate when applied to high-resolution images contained in the ImageNet [74] data set. Following
Krizhevsky, Sutskever, and Hinton [76], depth is the crucial factor for the classification capabilities
of a network which therefore is restricted by means of memory and computational power spent for
training.
year layers error rate hardware training
AlexNet 2012 8 15.4 2×GPU ∼ 6 d
ZF Net 2013 8 11.2 1×GPU ∼ 12 d
VGG Net 2014 19 7.3 4×GPU ∼ 14 d− 21 d
GoogLeNet 2015 22 6.7 CPU cluster1 —
MicrosoftResNet 2015 152 3.6 8×GPU ∼ 14 d− 21 d
and confirmed the assumptions of Krizhevsky, Sutskever, and Hinton [76].
In 2015 Szegedy et al. [75] introduced and applied inception module to build the
GoogLeNet architecture. These modules contain a number of parallel units. Hence,
in contrast to the naive sequential processing of information, multiple operations can
be performed at once. GoogLeNet utilizes nine of these modules with a depth of 22
sequential and about 100 parallel units and is illustrated in Figure 2.1. The authors
state that the resulting model requires a notable amount of memory and power usage.
Therefore, training was performed on the DistBelief [80] CPU cluster achieving a top-5
error rate of 6.7%.
Later in 2015, He et al. achieved a further breakthrough by introducing Microsoft’s
Residual Network also termed MicrosoftResNet [81]. Their fundamental contribution
is given by the introduction of so called residual blocks. Such blocks allow information
to skip a series of layers. Hence, the input received by lower layers is also available to
a node in a higher layer. In contrast to previous approaches, this architecture is easier
to train which allows increasing the number of layers incredibly. More precisely, Mi-
crosoftResNet is constructed by 152 layers but required a comparatively little training
effort of two to three weeks on a cluster of eight graphical processing units. This has
a huge impact on the classification capabilities which for the top-5 error rate achieve
an accuracy of 3.6%. Consequently, the achieved image recognition capabilities of this
artificial intelligence approach are beyond human cognition.
Table 2.1 summarizes the reviewed methodologies. Given those developments, one
can clearly see the ongoing progress in the field which further highlights the impor-
tance of depth. This is also mathematically proven by recent research of Eldan and
Shamir [82] who show that depth the key for such ANNs. Due to the restrictions of
CNNs, the introduced approaches do not take into account image sequences which may
provide beneficial temporal relations. Such temporal relations are the fundamental idea
behind Long Short-Term Memorys (LSTMs) [83] which are discussed in the following.
1The DistBelief software framework [80] allows utilizing large-scale computing clusters.
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2.4.4 Temporal Delays
The ability to remember past information is the core idea behind Recurrent Neural
Networks (RNNs). These networks contain recurrent connections which provide time
delayed information about the network’s inputs, outputs or neuron states. This allows
the network to combine the actual inputs with its past and is substantial for temporal
related input data, e.g., image sequences. One of the most commonly used recurrent
network architecture is the so called LSTM. In contrast to spreading neurons over
a huge amount of layers, LSTM consists of more complex blocks which are usually
distributed among one or two layers. A major advance of these blocks over classical
neurons is that they are able to maintain information indefinitely. Hence, achieving
similar capabilities with a CNN would require an infinite number of layers.
As found by Srivastava, Greff, and Schmidhuber [84], residual blocks are a simplified
implementation of LSTM blocks. Hence, findings related to CNNs can be beneficial for
the development of LSTM applications. Beside its adaptation for image classification,
LSTMs are usually applied to temporal structured data such as text, audio and video.
For example, recent research of Venugopalan et al. [85] combines CNN and LSTM
techniques to extract video descriptions. Here, static image information is extracted
from a sequence of frames by utilizing a CNN. The resulting outputs are used as
sequential input for an LSTM which therefore generates a sequence of words. This
sequence is trained to describe the actual scene of the video sequence, e.g., ’A man is
cutting a bottle’. As noted by the authors, this is the first sequence to sequence model
for generating video descriptions.
Furthermore, Eck and Schmidhuber [86] apply LSTM to find temporal structures in
blues music. Here, the main problem is that the style of the music is given by the global
structure of the overall signal. The network therefore needs to keep track of temporal
distant events which is also the core motivation for using LSTM. Given several blues
music training sets the network was trained to predict the probability for a note. By
applying the learned structure, the LSTM is able to constantly generate blues music
from its own previous compositions. According to the authors, the generated music is
following the structure of blues and does not drift away.
Moreover, Sundermeyer, Schlüter, and Ney [87] utilize LSTM for modeling the French
and English language. The proposed network is able to take into account the given
context to estimate the probability for each word and also to predict the next word.
Here, a CNN would only take into account a fixed context length while LSTMs are
able to handle all previous words. Such capabilities are important to understand the
meaning of words and phrases depending on their particular sequence. Therefore,
related fields of application include handwritten text recognition, speech recognition
and machine translation.
To summarize, LSTM is capable of remembering information indefinitely. This allows
to analyze a complete sequence of time series for its
∙ underlying core structure and
∙ correlations between time delayed events.
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Learned from sequences of training data, these networks can be used for regression and
classification purposes and already found diverse applications in robotics.
In particular, Förster, Graves, and Schmidhuber [88] utilize LSTM for robot local-
ization. Here, the training data is derived from a set of two-dimensional laser range
distance sensors and roughly generated labels of the environment. The obtained data
streams are used as network input while a specific area label is used as output. De-
spite the lack of real world implementations, it enables a simulated robot to accurately
localize itself.
The work of How et al. [89] make use of LSTM to recognize behaviors performed by
a real world humanoid robot. The input to the network is derived from sequences of
joint angle data while the output applies a probability distribution to behavior-specific
classes. A major challenge of this task is to correctly classify behaviors which are
constructed of similar parts. For instance, behaviors with similar endings require a
model which is capable to bridge long time lags. As shown by the authors, this was
accurately achieved by the possibly infinite time delay of LSTM.
Besides that, Otte et al. [90] utilize an LSTM network to human trajectory pre-
diction. Such trajectories are important for the deployment of socially-aware robots
[91]. More precisely, robots need to be able to forecast the position of pedestrians
to adapt its own path and behavior. Especially in crowed spaces, this is essential for
collision avoidance and human-robot interaction tasks. For this, one LSTM is trained
for each person in a scene. As a result, the corresponding LSTM fits the particular
constraints of the person, e.g., velocity, acceleration and gait style and predicts the
future position for the particular person. By connecting the different LSTM networks
the overall model is able to imply trajectory relations, such as collision avoidance, into
the corresponding predictions.
In contrast to recent work, this thesis implements LSTM for proprioception tasks.
For example, this enables a robotic arm to precisely classify weight without the need
of a special purpose sensor (see Section 6.2).
2.5 Conclusion
In this thesis, biological inspired concepts such as proprioception and neural networks
are combined with probability and information theory. Similar to the human sense of
self a training phase is required to acquire behavior-specific ground truth data from the
robot’s sensor readings. After experiencing a behavior, the most relevant information
is used as training data for learning supervised models of proprioception.
Here, the learning efficiency depends on the quality and size of training examples
but also on an appropriate preprocessing. In particular, this thesis applies different
information-theoretic measures for sensor selection and feature extraction purposes.
Furthermore, dimensionality reduction can be applied to generate a low-dimensional
embedding from high-dimensional training data. The preprocessed training data is
then applied to a lazy or eager learning technique which represents the corresponding
BSPM. As a result, the presented approach equips robots with a sense of self.
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The goal of the presented approach is to achieve similar or even better force esti-
mation capabilities as experienced workers where the following goals and restrictions
highlight the difference to previous research:
∙ The approach is not restricted to a particular platform and can be applied to
arbitrary robotic behaviors.
∙ A minimum of expert knowledge about the particular hardware and the executed
behavior is required.
∙ To ensure interactivity and safety issues a reaction need to be triggered within a
constantly low reaction time.
∙ The approach is practicable for real world applications without the need of an
additional simulated environment.
∙ The learning efficiency is increased by making use of correlations within the
robot’s sensory-motor integration.
∙ The approach is built upon the robot’s integrated proprioceptors, utilize a min-
imum of special purpose hardware and requires no extraordinary computational
power to make a low-cost implementation possible.
∙ Only a small number of training examples is required which shortens the training
phase and consequently reduces the wear and tear of the robotic hardware as well
as the effort spend by the user.
In general, these requirements ensure the applicability of the presented approach. The
following chapter examines the mathematical foundations of the utilized information-
theoretic measures and neural network architectures in more detail.
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3 Mathematical Foundations
This chapter introduces the mathematical fundamentals for the presented BSPM ap-
proach. First, information measures, which can be applied to detect simultaneous
and delayed dependencies between a robot’s proprioception and the behavior-specific
context, are introduced. Next, the usage of Artificial Neural Networks (ANNs) for
function approximation is described and successively extended to state-of-the-art deep
learning techniques. Finally, a conclusion about these techniques and their application
for BSPMs is given.
3.1 Information Measure
The field of information theory was proposed by Claude Elwood Shannon [92] with the
primarily goal to determine the amount of information which can be transmitted by a
particular communication channel. Meanwhile, this powerful theory is widely spread in
other research areas, e.g., anomaly detection, pattern recognition and model selection.
Therefore, it is generally applied to detect correlations between arbitrary processes.
In the following, the most relevant basics of the information theory are introduced
(Section 3.1.1). Furthermore, two techniques, which allow to measure shared informa-
tion (Section 3.1.2) and information transfer (Section 3.1.3), are presented.
3.1.1 Shannon Entropy
A straightforward way to acquire knowledge about a discrete random variable 𝒳 (or
process) is to measure its average information content. For this, the probability function
𝑝(𝒳 ) for each possible state {𝑥1, . . . , 𝑥𝑛} ∈ 𝒳 needs to be given. In practice, this is
usually done by sampling 𝒳 until a statistically significant amount is reached. For each
possible state of 𝒳 the information content is determined as
𝐼(𝑥) = − log𝑎 𝑝(𝑥), (3.1)
where 𝑝(𝑥) is the probability of the particular state and 𝑎 describes the unit measuring
the information content. In particular, for 𝑎 = 2 the information content is measured
in bits or shannon and is usually used in the field of information theory. The resulting
information content 𝐼(𝑥) specifies the minimal number of bits needed to represent the
particular state 𝑥 ∈ 𝒳 . Figure 3.1 left illustrates the relation between probability and
information content of a state. Rare states have a low probability and therefore high
information content while more frequent states have a higher probability and therefore
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Fig. 3.1: The relations between probability, information content and Shannon entropy. Left: The
relation between probability and information content of a state. For decreasing probabilities the
information content of a state converges toward infinite. A state contains no information if it has a
probability of one. Right: The relation between the probabilities of tossing a coin and the Shannon
entropy. The Shannon entropy decreases the stronger the probabilities differ what therefore simplifies
the prediction of future states.
lower information content.
Depending on the particular probability, the weighted summation of the information
content for all states of X is given by the Shannon entropy:
H(X ) =
n∑
i=1
p(xi)I(xi) = −
n∑
i=1
p(xi) loga p(xi). (3.2)
Hence, the Shannon entropy describes the average number of bits needed to encode a
state of X . In the following, this is exemplified by tossing a coin where the state of X
is either heads or tails.
For a fair coin the probability for head (phead) or tail (ptail) is both
1
2
. Utilizing
Equation 3.2, the corresponding Shannon entropy is
Hfair = −[(phead log2 phead) + (ptail log2 ptail)]
= −[(1
2
log2
1
2
) + (1
2
log2
1
2
)]
= −[(−1
2
) + (−1
2
)]
= 1 bit.
(3.3)
Thus, the Shannon entropy of tossing a fair coin is one bit and therefore at least one
bit is required for the encoding.
A further advantage of the Shannon entropy is that it can be interpreted as the
magnitude of uncertainty about the future state of the process. This is illustrated by
another coin experiment with ’unfair’ probabilities qhead =
3
4
and qtail =
1
4
. Obviously,
the future state of the unfair coin should be easier to predict than the fair one. The
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(a) Shannon Entropy (b) Joint Entropy (c) Conditional Entropy (d) Mutual Information
Fig. 3.2: The relations between two not independent processes 𝒳 and 𝒴. The joint entropy is the
union of 𝐻(𝒳 ) and 𝐻(𝒴) while the conditional entropy is the independent part of the particular
process. In contrast to that, mutual information is the amount of information both processes share
and therefore is interpreted as the reduction of uncertainty about the processes when the other is
known.
Shannon entropy for the unfair coin is
𝐻𝑢𝑛𝑓𝑎𝑖𝑟 = −[(𝑞ℎ𝑒𝑎𝑑 log2 𝑞ℎ𝑒𝑎𝑑) + (𝑞𝑡𝑎𝑖𝑙 log2 𝑞𝑡𝑎𝑖𝑙)]
= −[(3
4
log2
3
4
) + (1
4
log2
1
4
)]
= −[(−0.3112) + (−1
2
)]
= 0.8112 bit.
(3.4)
The unfair coin carries less information than the fair one and therefore is easier
to predict. Figure 3.1 right illustrates the relationship between the probability for
𝑝(ℎ𝑒𝑎𝑑) = 1− 𝑝(𝑡𝑎𝑖𝑙) and the Shannon entropy. As can be seen, the Shannon entropy
decreases when the future state of the coin gets easier to predict. Hence, Shannon
entropy can be used as a measurement of predictability of a process.
However, Shannon entropy only takes into account the state probabilities of one in-
dependent process while the actual state of the process and other processes are omitted.
In order to determine the predictability of a process more accurately, the following two
extensions are substantial and need to be taken into account:
1. influences from simultaneous processes
2. time delayed dependencies
(1) is investigated by measuring shared information as explained in the following sec-
tion while (2) is taken into account by utilizing information transfer described in Sec-
tion 3.1.3.
3.1.2 Mutual Information
In the following, dependencies between simultaneous processes are uncovered. The
main idea is to identify processes which are influencing other processes and therefore
are not independent. A process 𝒳 is called independent if the knowledge about an-
other process 𝒴 does not reduce the uncertainty about 𝒳 , where 𝑝(𝒳 ) and 𝑝(𝒴) are
the corresponding probability functions. The amount of information remaining for a
process 𝒳 when knowing a process 𝒴 is quantified by the conditional entropy
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Tab. 3.1: 20 repetitions of tossing a coin. 𝒳 is the result of the coin (heads are zeroes and tails are
ones) while process 𝒴 is a trigger to manipulate the flip of the coin which always result in tails for
process 𝒳 .
𝒳 0 1 1 1 0 1 0 1 0 1 0 1 1 0 0 0 1 0 1 1
𝒴 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 1 1
𝐻(𝒳|𝒴) = 𝐻(𝒳 ,𝒴)−𝐻(𝒴), (3.5)
where 𝐻(𝒳 ,𝒴) defines the joint entropy of a set of processes
𝐻(𝒳 ,𝒴) = 𝐻(𝒴 ,𝒳 ) = −
∑︁
𝑥∈𝒳
∑︁
𝑦∈𝒴
𝑝(𝑥, 𝑦) log𝑎 𝑝(𝑥, 𝑦). (3.6)
The relations between Shannon entropy, joint entropy and conditional entropy are
illustrated in Figure 3.2(a) to 3.2(c). As can be seen, the joint entropy 𝐻(𝒳 ,𝒴) is
the union of 𝐻(𝒳 ) and 𝐻(𝒴) while conditional entropy describes the independent
part. Consequently, process 𝒳 completely depends on 𝒴 when 𝐻(𝒳|𝒴) = 0 and is
independent from 𝒴 when 𝐻(𝒳|𝒴) = 𝐻(𝒳 ). The reduction of uncertainty about a
process 𝒳 when 𝒴 is known is described by the mutual information
𝐼(𝒳 ;𝒴) = 𝐻(𝒳 )−𝐻(𝒳|𝒴)
= 𝐻(𝒳 ) +𝐻(𝒴)−𝐻(𝒳 ,𝒴)
=
∑︁
𝑥∈𝒳
𝑝(𝑥) log𝑎
1
𝑝(𝑥)
+
∑︁
𝑦∈𝒴
𝑝(𝑦) log𝑎
1
𝑝(𝑦)
+
∑︁
𝑥∈𝒳
∑︁
𝑦∈𝒴
𝑝(𝑥, 𝑦) log𝑎 𝑝(𝑥, 𝑦)
=
∑︁
𝑥∈𝒳
∑︁
𝑦∈𝒴
𝑝(𝑥, 𝑦) log𝑎
𝑝(𝑥, 𝑦)
𝑝(𝑥)𝑝(𝑦)
.
(3.7)
Thus, mutual information measures the amount of information produced by the premise
that the processes 𝒳 and 𝒴 are independent. Or to put it more simply, mutual in-
formation quantifies the amount of information both processes share (Figure 3.2(d)).
As a result, the amount of mutual information increases with the Shannon entropy as
well as with the dependency of the processes and will be zero if the processes are inde-
pendent. However, a main drawback of mutual information is its symmetric property
𝐼(𝒳 ;𝒴) = 𝐼(𝒴 ;𝒳 ). To show this, a slightly adapted coin experiment is considered.
This time the result of the coin, represented as process 𝒳 , is manipulated by a trigger
process 𝒴 . Whenever the state 𝑦 ∈ 𝒴 equals one, a trigger is activated which flips
𝑥 ∈ 𝒳 to one. As long as the trigger is not activated, the coin behaves like a fair one.
Table 3.1 shows 20 repetitions of this experiment while the corresponding probability
distributions are listed in Table 3.2. For the manipulated coin the probability for head
( 9
20
) or tail (11
20
) is still close to a fair one. In contrast to that, the mutual information
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Tab. 3.2: The corresponding probabilities of the 20 coin tossing repetitions shown in Table 3.1.
𝑥 𝑦 𝑝(𝑥, 𝑦) 𝑝(𝑥) 𝑝(𝑦)
0 0 9
20
9
20
15
20
0 1 0 9
20
5
20
1 0 6
20
11
20
15
20
1 1 5
20
11
20
5
20
calculated by Equation 3.7 uncovers the influence of the manipulating process 𝒴
𝐼(𝒳 ;𝒴) =
(︂
9
20
· log2
9
20
9
20
· 15
20
)︂
+
(︂
6
20
· log2
6
20
11
20
· 15
20
)︂
+
(︂
5
20
· log2
5
20
11
20
· 5
20
)︂
=
(︂
9
20
· 0.415
)︂
+
(︂
6
20
· −0.4594
)︂
+
(︂
5
20
· 0.8625
)︂
= 0.2646 bit.
Hence, if the state of the trigger is known, the uncertainty about the state of the coin (its
Shannon entropy) is reduced by 0.2646 bit. Broadly speaking, it is easier to determine
the actual state of 𝒳 when the actual state of 𝒴 is known. Since 𝐼(𝒳 ;𝒴) = 𝐼(𝒴 ;𝒳 ),
also the uncertainty about the state of the trigger is reduced by the same amount if the
state of the coin is known. This missing directional sense disables mutual information
to identify either the coin is influenced by the trigger or vice versa and therefore cannot
distinguish between causal dependencies and spurious correlations.
However, so far only the mutual information between two processes was taken into
account. In order to detect correlations between an arbitrary number of simultaneous
processes, the concepts of Multivariate Mutual Information (MMI) and Conditional
Mutual Information (CMI) are introduced. As illustrated in Figure 3.3, a Venn diagram
is utilized to illustrate the relations between these information-theoretic measures in
a simplified manner. Here, the MMI, quantifies the amount of information shared
between arbitrary processes. In the context of this thesis, it is sufficient to determine
the dependencies between three processes
𝐼(𝒳 ;𝒴 ;𝒵) = 𝐼(𝒳 ;𝒴)− 𝐼(𝒳 ;𝒴|𝒵)
= 𝐼(𝒳 ;𝒵) + 𝐼(𝒴 ;𝒵)− 𝐼(𝒳 ,𝒴 ;𝒵), (3.8)
where 𝐼(·; ·|·) denotes the CMI. More precisely, the CMI quantifies the amount of
information shared between the processes {𝒳 ,𝒴} when 𝒵 is known
𝐼(𝒳 ;𝒴|𝒵) = 𝐻(𝒳 ,𝒵) +𝐻(𝒴 ,𝒵)−𝐻(𝒳 ,𝒴 ,𝒵)−𝐻(𝒵). (3.9)
Hence, the MMI 𝐼(𝒳 ;𝒴 ;𝒵) describes the information gained by taking into account
𝐼(𝒳 ,𝒴 ;𝒵) instead of a pairwise combination 𝐼(𝒳 ;𝒵) + 𝐼(𝒴 ;𝒵).
As stated above, Figure 3.3 gives a simplified insight of potentially complex depen-
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Fig. 3.3: A Venn diagram is utilized to explain the correlations between three partially dependent
processes {𝒳 ,𝒴,𝒵}. The MMI 𝐼(𝒳 ;𝒴;𝒵) (highlighted gray) defines the information gained by taking
into account 𝐼(𝒳 ,𝒴;𝒵) instead of a pairwise combination 𝐼(𝒳 ;𝒵)+𝐼(𝒴;𝒵). For this, the CMI 𝐼(·; ·|·)
determines the information shared between two processes when a third one is known.
dencies between multiple processes. One important exception not taken into account by
this diagram is further explained in the following. Consider two independent processes
{𝒳 ,𝒴} which do not share mutual information, i.e., 𝐼(𝒳 ;𝒴) = 0. Regarding Figure 3.3,
the CMI with another process 𝒵 is 𝐼(𝒳 ;𝒴|𝒵) ≤ 𝐼(𝒳 ;𝒴). Hence, with knowledge about
𝒵 the information shared between {𝒳 ,𝒴} is usually reduced. In terms of information
theory this is referred to as redundancy effect. For this, independent processes {𝒳 ,𝒴}
should not share information, i.e., 𝐼(𝒳 ;𝒴|𝒵) = 0. Unfortunately, this is not necessar-
ily true since the CMI, also for independent processes, can be 𝐼(𝒳 ;𝒴|𝒵) > 𝐼(𝒳 ;𝒴).
Broadly speaking, due to the interaction with 𝒵, {𝒳 ,𝒴} starts to share information.
Omitted by the simplified illustration of the Venn diagram, such synergistic effects
occur when the MMI becomes negative. More precisely, the information implied by
a process 𝒵 for two corresponding processes {𝒳 ,𝒴} is interpreted with regard to the
sign of the MMI
𝐼(𝒳 ;𝒴 ;𝒵) = 𝐼(𝒳 ;𝒴)− 𝐼(𝒳 ;𝒴|𝒵) =
⎧⎪⎪⎨⎪⎪⎩
redundancy for > 0
no effect for = 0
synergy for < 0
. (3.10)
As mentioned before the information shared between processes is quantified without
taking into account time delayed dependencies. Hence, mutual information as well
as the multivariate modification have no directional sense. This is tolerable when
estimating the states of simultaneous processes, e.g., the unfair coin experiment in
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which the coin is influenced by the trigger without any lag of time. Obviously, such
simultaneous influences are rather the exception than the norm but give a first estimate
of correlations between processes. How to detect time delayed information transfer
between processes is introduced in the following section.
3.1.3 Transfer Entropy
In the previous section, it was shown that mutual information has no directional sense
when determining the amount of information two processes share and therefore can-
not be applied to detect delayed correlations. The general form of the corresponding
Equation 3.7 is given by the Kullback-Leibler divergence
𝐷(𝑝||𝑞) =
∑︁
𝑥∈𝒳
𝑝(𝑥) log𝑎
𝑝(𝑥)
𝑞(𝑥)
. (3.11)
where 𝑝 and 𝑞 are two probability distributions with the same state space {𝑥1, . . . , 𝑥𝑛} ∈
𝒳 and 𝐷(𝑝||𝑞) ≥ 0. Thus, the Kullback-Leibler divergence measures the amount of
information lost when using 𝑞 instead of 𝑝 and is only zero if 𝑝 equals 𝑞. Generally
speaking, it is a measure of dissimilarity between two probability distributions.
To give a better understanding of the Kullback-Leiber divergence the probability
distribution for a fair and an unfair coin from Section 3.1.1 are compared. On the
one hand, for a fair coin the probability for head (𝑝ℎ𝑒𝑎𝑑) or tail (𝑝𝑡𝑎𝑖𝑙) is both
1
2
and
the corresponding Shannon entropy is 𝐻𝑓𝑎𝑖𝑟 = 1bit (see Equation 3.3 p. 27). On
the other hand, a unfair coin with probabilities 𝑞ℎ𝑒𝑎𝑑 =
3
4
and 𝑞𝑡𝑎𝑖𝑙 =
1
4
contains
𝐻𝑢𝑛𝑓𝑎𝑖𝑟 = 0.8112 bit Shannon entropy (see Equation 3.4 p. 28). Consequently, by
utilizing Equation 3.11 for the case of the unfair coin, the amount of information lost
when using 𝑞 to approximate values of 𝑝 is
𝐷(𝑝||𝑞) =
(︂
𝑞ℎ𝑒𝑎𝑑 · log2
𝑞ℎ𝑒𝑎𝑑
𝑝ℎ𝑒𝑎𝑑
)︂
+
(︂
𝑞𝑡𝑎𝑖𝑙 · log2
𝑞𝑡𝑎𝑖𝑙
𝑝𝑡𝑎𝑖𝑙
)︂
=
(︂
3
4
· log2
3
4
1
2
)︂
+
(︂
1
4
· log2
1
4
1
2
)︂
=
(︂
3
4
· 0.585
)︂
+
(︂
1
4
· −1
)︂
= 0.1887 bit,
which is equivalent to the difference of the particular Shannon entropies 𝐷(𝑝||𝑞) =
𝐻𝑓𝑎𝑖𝑟 −𝐻𝑢𝑛𝑓𝑎𝑖𝑟 = 0.1887 bit.
However, an advantage of the Kullback-Leibler divergence, in contrast to the more
specific mutual information, is its non-symmetric property. This is shown by swapping
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𝑝 and 𝑞. The amount of information lost when utilizing 𝑝 to approximate values of 𝑞 is
𝐷(𝑞||𝑝) =
(︂
𝑝ℎ𝑒𝑎𝑑 · log2
𝑝ℎ𝑒𝑎𝑑
𝑞ℎ𝑒𝑎𝑑
)︂
+
(︂
𝑝𝑡𝑎𝑖𝑙 · log2
𝑝𝑡𝑎𝑖𝑙
𝑞𝑡𝑎𝑖𝑙
)︂
=
(︂
1
2
· log2
1
2
3
4
)︂
+
(︂
1
2
· log2
1
2
1
4
)︂
=
(︂
1
2
· −0.585
)︂
+
(︂
1
2
· 1
)︂
= 0.2075 bit.
Obviously, 𝐷(𝑞||𝑝) differs from 𝐷(𝑝||𝑞) what proves the non-symmetric property of the
Kullback-Leibler divergence.
Next, time delayed relations are taken into account by utilizing the entropy rate
which for a process 𝒳 with states {𝑥1, . . . , 𝑥𝑛} ∈ 𝒳 is defined by
ℎ(𝒳 ) = −
𝑛∑︁
𝑖=1
𝑝(𝑥𝑖+1, 𝑥𝑖) log𝑎
𝑝(𝑥𝑖+1, 𝑥𝑖)
𝑝(𝑥𝑖)
= −
𝑛∑︁
𝑖=1
𝑝(𝑥𝑖+1, 𝑥𝑖) log𝑎 𝑝(𝑥𝑖+1|𝑥𝑖),
(3.12)
where 𝑝(·|·) describes the conditional probability of two probability distributions and
(𝑥𝑖, 𝑥𝑖+1) are two consecutive states in a temporal sequence. In contrast to the Shannon
entropy, the entropy rate determines the average amount of information which is needed
to encode the next state of the system when all previous states are known. Hence, the
entropy rate can be interpreted as the magnitude of how strong previous states of a
process {𝑥1, . . . , 𝑥𝑚} are influencing its next state 𝑥𝑚+1. A process which only depends
on the previous state 𝑥𝑚 is called a Markov process
𝑝(𝑥𝑚+1|𝑥1, . . . , 𝑥𝑚) = 𝑝(𝑥𝑚+1|𝑥𝑚) (3.13)
and therefore its transition probabilities are independent from the past.
This can be generalized to multiple processes by taking into account another simul-
taneous process 𝑦1, . . . , 𝑦𝑚 ∈ 𝒴
𝑝(𝑥𝑚+1|𝑥1, . . . , 𝑥𝑚, 𝑦1, . . . , 𝑦𝑚) = 𝑝(𝑥𝑚+1|𝑥𝑚), (3.14)
where 𝒳 and 𝒴 share the same state space. Broadly speaking, it is assumed that
process 𝒴 has no effect on the transition probability of process 𝒳 . This is quantified
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Tab. 3.3: 20 repetitions of tossing a coin. 𝒳 is the result of the coin (heads are zeroes and tails are
ones) while process 𝒴 is the perfect prediction of 𝒳 with a delay of one.
𝒳 0 1 1 1 0 1 0 1 0 1 0 1 1 0 0 0 1 0 1 1
𝒴 1 1 1 0 1 0 1 0 1 0 1 1 0 0 0 1 0 1 1 0
Tab. 3.4: The relevant probability distributions for calculating the entropy rate and TE of the coin
tossing experiment shown in Table 3.3.
𝑥+ 1 𝑥 𝑦 𝑝(𝑥+ 1, 𝑥, 𝑦) 𝑝(𝑥, 𝑦) 𝑝(𝑥+ 1, 𝑥) 𝑝(𝑥)
0 0 0 2
19
2
19
2
19
9
19
0 1 0 6
19
6
19
6
19
10
19
1 0 1 7
19
7
19
7
19
9
19
1 1 1 4
19
4
19
4
19
10
19
by Transfer Entropy (TE) [93],
𝑇𝐸𝒴→𝒳 =
∑︁
𝑥∈𝒳 ,𝑦∈𝒴
𝑝(𝑥+ 1, 𝑥, 𝑦) log𝑎
𝑝(𝑥+1,𝑥,𝑦)
𝑝(𝑥,𝑦)
𝑝(𝑥+1,𝑥)
𝑝(𝑥)
=
∑︁
𝑥∈𝒳 ,𝑦∈𝒴
𝑝(𝑥+ 1, 𝑥, 𝑦) log𝑎
𝑝(𝑥+ 1|𝑥, 𝑦)
𝑝(𝑥+ 1|𝑥) ,
(3.15)
which, as mutual information, is a kind of Kullback-Leibler divergence. The resulting
amount of information specifies how strong the future states of 𝒳 are influenced by the
past of 𝒴 or more precisely the average decrease in uncertainty about the future state
of 𝒳 when 𝒴 is known.
For a better understanding of the relations between entropy rate and TE another coin
example is given. As shown in Table 3.3 the process 𝒴 is a perfect predictor for the
next state of process 𝒳 which again represents the state of the coin. The corresponding
probability distribution is shown in Table 3.4. Due to the perfect prediction from
𝒴 → 𝒳 the TE is expected to be maximal. To prove this assumption, the entropy rate
of the coin is calculated by utilizing Equation 3.12:
ℎ(𝒳 ) = −
[︂(︂
2
19
· log2
2
19
9
19
)︂
+
(︂
6
19
· log2
6
19
10
19
)︂
+
(︂
7
19
· log2
7
19
9
19
)︂
+
(︂
4
19
· log2
4
19
10
19
)︂]︂
= −
[︂(︂
2
19
· −2.1699
)︂
+
(︂
6
19
· −0.737
)︂
+
(︂
7
19
· −0.3626
)︂
+
(︂
4
19
· −1.3219
)︂]︂
= 0.873 bit.
Thus, an average of 0.873 bit is required to encode the next state of the coin. In
more detail, the uncertainty for the prediction of the coin’s next state is 0.873 bit. By
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utilizing Equation 3.15, the corresponding TE from 𝒴 → 𝒳 is calculated
𝑇𝐸𝒴→𝒳 =
⎛⎝ 2
19
· log2
2
19
2
19
2
19
9
19
⎞⎠+
⎛⎝ 6
19
· log2
6
19
6
19
6
19
10
19
⎞⎠+
⎛⎝ 7
19
· log2
7
19
7
19
7
19
9
19
⎞⎠+
⎛⎝ 4
19
· log2
4
19
4
19
4
19
10
19
⎞⎠
=
(︂
2
19
· 2.1699
)︂
+
(︂
6
19
· 0.737
)︂
+
(︂
7
19
· 0.3626
)︂
+
(︂
4
19
· 1.3219
)︂
= 0.873 bit.
As can be seen, the TE from 𝒴 → 𝒳 equals the entropy rate. This is due to the fact
that with knowledge about process 𝒴 the average magnitude of uncertainty about the
prediction of the next state of 𝒳 is eliminated. Hence, given process 𝒴 , no additional
information is required to predict 𝒳 .
In contrast to that, the next state of 𝒴 cannot be predicted from the actual state of
𝒳 for all cases. Accordingly, the resulting TE differs 𝑇𝐸𝒴→𝒳 ̸= 𝑇𝐸𝒳→𝒴 . This shows
the non-symmetric property of TE.
However, one could argue that such information transfer is not detected if it influ-
ences another than the next state of a process, e.g., the manipulated coin experiment
in Section 3.1.2 which is influenced instantaneously. In order to address arbitrary tem-
poral divergences, a time delay 𝑑 is added to the TE resulting in the equation for the
so called delayed TE [94]
𝑇𝐸𝒴→𝒳 (𝑑) =
∑︁
𝑥∈𝒳 ,𝑦∈𝒴
𝑝(𝑥+ 1, 𝑥, 𝑦 + 1− 𝑑) log𝑎
𝑝(𝑥+ 1|𝑥, 𝑦 + 1− 𝑑)
𝑝(𝑥+ 1|𝑥) . (3.16)
Hence, 𝑇𝐸𝒴→𝒳 (1) is suitable to detect the information transfer for the previous ex-
ample while 𝑇𝐸𝒴→𝒳 (0) can be applied to detect the dependencies between trigger and
coin for the experiment given in Section 3.1.2. More precisely, by utilizing its direc-
tional sense, delayed TE is able to recognize preponed (𝑑 < 0), instantaneous (𝑑 = 0)
and postponed (𝑑 > 0) correlations.
To further take into account the history of the involved processes, higher order
TE [95] builds patterns from a time window of past states
𝑇𝐸𝒴→𝒳 (𝑑, 𝑘, 𝑙) =
∑︁
𝑥∈𝒳 ,𝑦∈𝒴
𝑝(𝑥+ 1, 𝑥(𝑘), 𝑦(𝑙) + 1− 𝑑) log𝑎
𝑝(𝑥+ 1|𝑥(𝑘), 𝑦(𝑙) + 1− 𝑑)
𝑝(𝑥+ 1|𝑥(𝑘)) .
(3.17)
Here, 𝑘 and 𝑙 are the number of past states taken into account to build patterns
contained in the processes 𝒳 and 𝒴 . However, the amount of patterns increase ex-
ponentially 𝑠𝑘+𝑙, where 𝑠 is the number of possible states. Hence, for the previous
coin experiment (Table 3.3) the number of patterns is 21+1 = 4 what is also shown in
Table 3.4. More precisely, higher order TE generates new states by building patterns
from the original ones. In return, the increased number of states results in a clearer
detection of correlations but has the drawback of an increased computational demand.
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3.1.4 Summary
Based on the field of information theory, several methods for measuring dependencies
between discrete random variables (processes) were introduced. As shown, correlations
are identified by utilizing mutual information (see Equation 3.7 p. 29) which measures
the shared amount of Shannon entropy. By further taking into account multiple condi-
tional processes, MMI (see Equation 3.8 p. 30) allows to detect redundant and syner-
gistic effects. Since no temporal relations are taken into account, these measurements
are limited to the detection of simultaneous correlations. Time delayed correlations can
be discovered by considering the corresponding entropy rates. More precisely, given
its whole past, the uncertainty about the future state of a process is measured. The
reduction of uncertainty resulting from the knowledge about another process is quan-
tified by TE (see Equation 3.15 p. 34) which in contrast to mutual information has a
directional sense. Utilizing different delays, TE (see Equation 3.16 p. 35) is also able
to detect preponed, instantaneous and postponed correlations.
Mutual information and TE are both a kind of Kullback-Leibler divergence. Hence,
as proven by Hlavkov-Schindler et al. [41], TE can be written in terms of CMI
𝑇𝐸𝒴→𝒳 = 𝐼(𝒳 + 1;𝒴|𝒳 ). (3.18)
Here, given the actual state of 𝒳 , the amount of information shared between the future
of 𝒳 and the actual state of 𝒴 is measured. This is equivalent to the definition of TE.
Therefore knowing 𝒴 reduces the uncertainty about the future of 𝒳 while 𝒴 is not
necessarily a good predictor for actual states of 𝒳 .
The resulting amount of information strongly depends on the corresponding processes
and therefore a uniform measure is given by
𝐼
(𝒳 ;𝒴;𝒵)
𝑟𝑎𝑡𝑖𝑜 = 1−
(︂
𝑚𝑖𝑛(𝐻(𝒳 ), 𝐻(𝒴), 𝐻(𝒵))− 𝐼(𝒳 ;𝒴 ;𝒵)
𝑚𝑖𝑛(𝐻(𝒳 ), 𝐻(𝒴), 𝐻(𝒵))
)︂
,
∀𝑚𝑖𝑛(𝐻(𝒳 ), 𝐻(𝒴), 𝐻(𝒵)) > 0.
(3.19)
Thus, 𝐼
(𝒳 ;𝒴;𝒵)
𝑟𝑎𝑡𝑖𝑜 = 0 implies that no information is shared between the processes
{𝒳 ,𝒴 ,𝒵}. In contrast to that, 𝐼(𝒳 ;𝒴;𝒵)𝑟𝑎𝑡𝑖𝑜 = 1 means that they completely share the
same information. Furthermore, if one of the involved processes has no Shannon en-
tropy then no potentially shared information is contained at all.
To apply these information-theoretic measures, the corresponding processes need to
share the same state space and therefore must be discrete sets. This is often not the
case for real world setups which instead provide continuous time series data. Hence, the
process states are discretized utilizing a so called binning estimator. More precisely, the
underlying continuous value is estimated by quantifying the process states with a fixed
number of bits what results in limited number of levels. The calculated information
measures are then approximating the corresponding probability distributions [41].
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Fig. 3.4: Inspired by their biological origin, ANNs implement multiple layers of interconnected neu-
rons. Left: An ANN is constructed of an input, up to multiple hidden and one output layer. In
order to process information each of these layers contains at least one neuron. Right: A neuron’s
structure located in the hidden or output layer. First, the arriving information (input) is combined
by the propagation function. Then, the overall stimulus is used to calculate the activation state of
the neuron. The level of activation determines the amount of output information which is transferred
to further connected neurons (hidden neurons) or is utilized as an estimate of the particular function
(output neurons). In contrast to that, input layer variables directly receive sensory feedback and are
used to feed information into the neural network.
3.2 Artificial Neural Networks
The goal of an Artificial Neural Network (ANN) is to approximate an unknown linear
or non-linear function 𝑓 in order to calculate the corresponding value 𝑦 for a set of
parameters x
𝑦 = 𝑓(x).
In a complex dynamic environment often not all parameters are given and therefore x
is only a subset of the influencing parameters which may also contain noise. Hence, a
neural network is approximating the underlying function resulting in an estimate for
the corresponding value and is defined as sorted triple
(𝒩 , 𝒞,W), (3.20)
where 𝒩 is a set of neurons and (𝑖, 𝑗) ∈ 𝒞 is a set of directed connections between
two neurons from 𝑖 → 𝑗. Furthermore, each of these connections is weighted by the
corresponding entry of a square matrixW𝑖,𝑗 ∈W, where connections with zero weight
does not exist. Whether excited or inhibited, the task of connections is to transfer
information between the processing neurons.
More precisely, as illustrated in Figure 3.4 left, such networks are commonly divided
into three kind of layers. The first is an input layer ℐ ∈ 𝒩 which is containing values
of the available variables. In general, these inputs can be understood as the sensory
feedback that is representing the state of the environment. Next, the information
is transferred to the processing layers ℋ ∈ 𝒩 . These layers are representing the
approximated function and are usually referred to as hidden layers. This is due to the
fact that they are not directly accessed from the outside. Instead they are influenced
by the particular learning technique. Finally, the result of the approximated function
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is returned by output neurons contained in the output layer 𝒪 ∈ 𝒩 .
Such neural networks are inspired by the principles of biological neural networks,
e.g., the CNS of humans, and are well suited to give an estimate about a situation also
when some parameters are unknown or affected by noise. This is due to their ability
to remember familiar situations and generalize from experience. In order to implement
such learning capabilities also ANNs require a training phase. For this, similar to their
biological origin, training data is utilized to adjust the network weights accordingly.
However, the training mechanism strongly depends on the particular topology and will
be clarified later. First of all, the basic principles of artificial neurons and different
types of connections are introduced.
3.2.1 Neurons
The human brain consists of about 86 billion neurons [96]. These biological neurons
have a complex structure and high interaction capabilities which are not practicable
for the implementation on state-of-the-art computational systems. Hence, they are
drastically simplified to the structure illustrated in Figure 3.4 right. This reduced
model is processing multiple input values from other neurons utilizing the following
successive pattern:
1. propagation function
2. activation function
3. output function
These functions are applied to each neuron except for variables contained in the input
layer. In particular, (1) is used to transform the information received from other
neurons to an adequate input. Stimulated by these inputs, (2) represents the internal
activation state of a neuron. Finally, (3) generates a neuron’s output which again can
be used as input for other neurons. Below, each component is explained in detail.
Propagation Function
Biological neurons can have multiple input connections from other neurons which are
accumulated to one stimulus. Similar to this, artificial neurons have a vectorial input
x = (𝑥1, . . . , 𝑥𝑛). The network input for the 𝑗-neuron is then determined by the
accumulated weighted sum
𝑖𝑛𝑝𝑗 =
𝑛∑︁
𝑖=1
𝑥𝑖W𝑖,𝑗, (3.21)
where W𝑖,𝑗 is the weight of the connection from 𝑖 → 𝑗. Depending on the particular
task also other functions, e.g., minimum, maximum or product can be useful. However,
the resulting network input is influencing the internal state of the neuron which is
determined by the following activation function.
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Fig. 3.5: The activation function fact transforms a neuron’s combined input inp to an activation state
act. Depending on the particular function, this state has its inflection point at a specific threshold
Θ. Here, the binary Heaviside function is non-differentiable at Θ and therefore is not suitable for a
gradient based learning technique. To approximate its functionality a parametrized sigmoidal function
called Fermi function is applied.
Activation Function
In biology, a neuron has an activation state which depends on the overall external
stimulus and starts firing after the potential reaches a threshold. In contrast to that,
a usual artificial neuron generates always an output which strongly depends on its
activation value. For this, the activation function fact maps a neuron’s accumulated
inputs inpj to the activation value
actj = fact(inpj,Θj), (3.22)
where Θj is an adjustable threshold defined by the maximum gradient of the cor-
responding activation function. Typically, the activation value of a neuron reacts
strongest close to the particular threshold of the activation function. Figure 3.5 illus-
trates various popular activation functions. The most simple one is a binary threshold
function which is also called Heaviside-function (Figure 3.5(a)) that has two possible
activation states 0, 1 switching at Θj (usually Θj = 0). As a matter of fact, this func-
tion is not differentiable at Θj which is a major disadvantage for the later introduced
learning technique. In contrast to that, a linear function as illustrated in Figure 3.5(b)
is differentiable. The main drawback of linear functions is that, for multiple layers,
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they can be composed to only one function. Therefore, they are inappropriate for
neural networks with more than one layer of adaptable weights. To solve this, more
common functions are utilizing the hyperbolic tangent 𝑡𝑎𝑛ℎ(𝑖𝑛𝑝𝑗) which, as shown in
Figure 3.5(c) is in a range of (−1, 1). Furthermore, parameter dependent sigmoidal
functions as the so called Fermi-function illustrated in Figure 3.5(d)
1
1 + e
−𝑖𝑛𝑝𝑗
𝑇
,
where 𝑇 is an additional ’temperature’ parameter, are used to achieve an adaptable
behavior in a range of (0, 1). Here, 𝑇 = 1 equals the usual sigmoid function (highlighted
dark blue) while 𝑇 < 1 gets closer to the usage of a Heaviside-function and 𝑇 > 1 is
more similar to a linear function. Depending on the chosen activation function, the
resulting activation value is utilized to calculate an appropriate output as follows.
Output Function
The output function 𝑓𝑜𝑢𝑡 makes use of the neuron’s activation value 𝑎𝑐𝑡𝑗 to determine
the output value
𝑜𝑢𝑡𝑗 = 𝑓𝑜𝑢𝑡(𝑎𝑐𝑡𝑗), (3.23)
which represents the final output of a neuron and is transferred to all connected output
neurons. Such an additional mapping of the activation value is relevant if the range of
the activation function is not sufficient for a desired output. However, in practice the
output function is often the identity of the activation function 𝑓𝑜𝑢𝑡(𝑎𝑐𝑡𝑗) = 𝑎𝑐𝑡𝑗.
How single neurons are combined to a neural network depends on their particular
connections where the resulting network topology influences the efficiency of learning
as well as the quality of the results. Hence, different types of connections are examined
in the following section.
3.2.2 Connections
As previously stated, the human brain contains about 86 billion neurons which need
to transfer information at a certain level of activation. For this, each neuron has
an average of 1000 synapses resulting in a minimum of 43 trillion connections. The
underlying complex biological structure of these synapses is simplified by the already
defined connections 𝒞. Figure 3.6 illustrates the most relevant types of connections.
Most familiar are direct connections which are restricted from one layer to the next one.
If one layer is skipped this is referred to as second order direct connections or shortcut
connections. Connections within a layer are called lateral connections and can cause
loops which consequently lead to recurrence. Broadly speaking, recurrence means that
a neuron is influenced by its own past. Hence, the highest level of recurrence is direct
recurrence which is generated by self-connections. Also indirect connections towards a
previous layer can result in recurrence.
Depending on the permitted connection types different network topologies can be
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(a) Direct (b) Shortcut (c) Lateral (d) Self (e) Indirect
Fig. 3.6: ANNs transfer information by different types of connections which specify their topology.
For example, only direct and shortcut connections are allowed for the construction of FNNs. In
contrast, RNNs have no such restrictions and therefore are able to remember past information where
recurrences are implied by lateral, self and indirect connections.
constructed. The most popular are the so called feed forward and recurrent network
architectures. On the one hand, the FNN utilizes only direct and shortcut connections
and but does not allow recurrences. Hence, an FNN cannot remember its past and
consequently predict values independent from its previous states. On the other hand,
an RNN utilize recurrent connections which enable it to remember previous inputs in
its internal states. Therefore, the output of an RNN is influenced by its past. As will
be shown later, RNNs usually outperform the estimation accuracy of FNNs but are
more complex to learn. The information flow between two neurons further depends on
the weight of a particular connection. Here, a large weight increases the transmitted
information while small ones inhibit the information flow. The learning ability of a
neural network is then realized by adjusting the overall connection weights W.
3.2.3 Learning
In order to learn a prediction of the actual output of a system, an ANN is trained by a
set of training samples 𝑠 ∈ 𝒮. Such ground truth data contains pairs of training samples
𝑠 = (in,out), where in = (𝑖𝑛1, . . . , 𝑖𝑛𝑛)
T is the input data and out = (𝑜𝑢𝑡1, . . . , 𝑜𝑢𝑡𝑚)
T
is the corresponding output. This is similar to the definition of supervised learning (see
Section 2.1) and enables the resulting neural network to generate continuous estimates
for arbitrary inputs. Hence, in is utilized to initialize the input layer ℐ while out is the
desired correct output. Furthermore, the connection weights W between these layers
are randomly initialized. Then, a sample’s input data in is propagated forward through
the neural network resulting in an estimated output ̂out contained in the output layer
𝒪. The difference between the correct output and those estimates yields the estimation
error
𝐸𝑠 = out− ̂out =
⎛⎜⎝ 𝑜𝑢𝑡1 − ̂𝑜𝑢𝑡1...
𝑜𝑢𝑡𝑚 − ̂𝑜𝑢𝑡𝑚
⎞⎟⎠ (3.24)
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and is utilized as quality criterion of the corresponding neural network. In order to
minimize 𝐸𝑠, the neural network’s connection weights W and the neurons threshold
values Θ need to be adapted. To unify the adaptation process, the latter is realized
by utilizing bias neurons [97, p. 43–45]. More precisely, neurons receive an additional
input from a bias neuron whose output value is always one while the connection between
both neurons is weighted utilizing the neuron’s negative threshold value −Θ. As a
result, threshold values can be handled like connection weights and therefore are usually
omitted.
The adaptation of the connection weights can be done online for each training sample
separately or offline for all training samples at once. Also splitting the training samples
into batches is a common technique. The network is learning by subsequently adapting
the connection weights and therefore increasing the estimation accuracy. Here, each
adaptation of the network’s connection weights is called an epoch. In the following, the
ability of neural networks to learn from experience is explained in more detail.
Each training sample 𝑠 yields an estimation error as determined in Equation 3.24.
The learning curve specifies the evolution of this error over a period of epochs and
therefore is an indicator for the network’s progress. As mentioned above, the training
samples can be processed online, offline or in batches. Hence, also the estimation
error for one epoch is calculated depending on the particular partitioning. In case of
online learning the weights are adapted based on a single training sample 𝑠 = (in,out)
while, for offline learning, the weights are adapted after all training samples 𝒮 are
processed by the neural network. The total error is then accumulated by the particular
error function 𝐸𝒮 =
∑︀
𝑠∈𝒮 𝐸𝑠. Similar to offline learning, a subset of training samples
𝒮𝑏 ∈ 𝒮 is used to calculate the error for batch learning 𝐸𝒮𝑏 =
∑︀
𝑠∈𝒮𝑏 𝐸𝑠.
There are three error functions which are commonly used to calculate the estimation
error. Usually, the Mean Squared Error (MSE) is utilized since it requires less computa-
tional effort than the Euclidean Distance (EUD). Furthermore, the Root Mean Square
Error (RMSE) is a popular solution to take into account outliers more accurately.
𝐸𝑀𝑆𝐸𝑠 =
1
𝑚
∑︁𝑚
𝑖=1
(𝑜𝑢𝑡𝑖 − ̂𝑜𝑢𝑡𝑖)2 (3.25)
𝐸𝐸𝑈𝐷𝑠 =
√︂∑︁𝑚
𝑖=1
(𝑜𝑢𝑡𝑖 − ̂𝑜𝑢𝑡𝑖)2 (3.26)
𝐸𝑅𝑀𝑆𝐸𝑠 =
√︃∑︀𝑚
𝑖=1(𝑜𝑢𝑡𝑖 − ̂𝑜𝑢𝑡𝑖)2
𝑚
(3.27)
The resulting error values can be understood as a normalized measure of distance
between estimated and correct output.
Another error function builds on the Kullback-Leibler divergence 𝐷(𝑝||𝑞) which was
introduced in the previous section (see Equation 3.11 p. 32). Here, 𝑞 is the probability
distribution of the estimated output values while 𝑝 is the correct probability distribution
determined from the training samples. The additional amount of bits required to
encode the training samples with 𝑞 instead of 𝑝 is then used to evaluate the network’s
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Fig. 3.7: Estimating accurate outputs for arbitrary inputs is a desirable strength of neural networks.
Left: An ANN is learned for a simple classification task with two input variables. After learning
a few epochs the network is still underfitted which results in erroneous classifications (blue area).
The classification after a sufficient number of epochs contains all classes correctly while the green
area shows its ability to generalize also for novel inputs between them. After continuing learning for
numerous epochs, the ANN is overfitted and perfectly memorizes the given training classes (orange
area) but lost its ability to generalize. Right: In order to stop learning before memorizing begins, the
data set is divided into training and validation samples. Training samples are utilized by the learning
algorithm (blue curve) while validation samples are not influencing the weight adaptation. Instead
they are used to evaluate the network’s ability to generalize outputs for unknown data (green curve).
An increasing estimation error for validation samples indicates that learning swapped from under to
overfitting and therefore the network starts memorizing the training samples.
estimation accuracy. In particular, the Cross Entropy Error (CEE) is determined by
𝐸𝐶𝐸𝐸𝑠 = 𝐻(𝒮) +𝐷(𝑝||𝑞), (3.28)
where 𝐻(𝒮) denotes the Shannon entropy (see Equation 3.2 p. 27) of all training
samples. One drawback of this error function is that (as stated in Section 3.1.1) the
Shannon entropy can only be calculated for discrete sets of data. Hence, CEE functions
are commonly applied to various kind of classification problems.
During training, the error function is applied to stop learning at a certain level
of accuracy or generalizability. Estimating accurate outputs for arbitrary inputs is a
desirable strength of neural networks. As mentioned earlier this is close to the idea of
approximating a systems output or function for previously unknown inputs. Hence, the
goal of the learning process is not to exactly reproduce the training data but instead
to approximate the underlying function. This ability is corrupted when the training is
done with homogeneous data for too many epochs since the weights may be perfectly
adapted to the particular training samples. In more detail, also small changes of so far
unknown input data may result in strong fluctuations and wrong estimation results.
The corresponding effect of perfectly memorizing the training samples, while losing the
ability to generalize outputs for arbitrary inputs, is also known as overfitting. Figure 3.7
left shows the output of an overfitted compared to a well-trained neural network for
a simple classification task. As can be seen, the overfitted network memorizes the
given examples very accurately but loses its ability to generalize for inputs which are
unknown during training.
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In order to stop learning before memorizing begins, the training samples 𝒮 are com-
monly divided into two disjoint sets {𝒮𝑡,𝒮𝑣}. As before, the samples in 𝒮𝑡 are used to
subsequently optimize the connection weights while samples in 𝒮𝑣 are used to validate
the estimation accuracy. Hence, data which is not involved in the learning process is
utilized to evaluate the network’s estimation accuracy. For this, 𝒮𝑣 is propagated for-
ward through the network after each epoch. This results in an estimation error which
is comparable to the error produced by 𝒮𝑡.
The learning curves for both, training (blue curve) and validation samples (green
curve), are illustrated in Figure 3.7 right. As can be seen, the estimation accuracy of
the validation samples is usually worse than for the training samples. This is due to the
fact that deviations contained in the validation data are not considered by the learning
process. The network is called underfitted as long as the error for both sets of samples
decreases and therefore the estimation accuracy can still be increased. When the error
of the validation samples increases it can be assumed that the neural network starts
losing its ability to generalize for arbitrary inputs and instead begins to memorize the
training samples. Hence, the learning procedure should be stopped when overfitting
begins or even earlier, e.g., after reaching a predefined number of epochs or achieving
a sufficient level of accuracy.
However, the core component to generate an accurate and generalizing neural net-
work is the adequate adaptation of its connection weights. To solve this, the backprop-
agation of error technique is introduced in the following section.
Backpropagation of Error
The basic idea to optimize a neural network is realized by adapting its connection
weights. For this, the connection weights are randomly initialized before the first epoch.
This has the advantage that the neural network always has different but similar initial
solutions. As will be shown later, this is a major advantage when searching for an
optimal solution.
To keep it simple, a classical Single-Layer Perceptron (SLP) with input, output but
no hidden layers and a linear activation function is utilized in the following. Such a
neural network contains exactly one layer of connection weights that are stored in a the
vector w. In contrast to that, the input and output neurons as well as the connections
between them are predefined and do not change during training. Consequently, the
particular error function 𝐸(w) is influenced by the network’s weight configuration
only. In order to minimize 𝐸(w), the gradient descent procedure is applied. Hence,
the weights are adapted with regard to the gradient of the error function ∇𝐸(w). This
procedure is independent from the dimensionality of the function and therefore can be
applied to ANNs with an arbitrary number of connections. More precisely, for each
epoch, the magnitude of the network’s weight configuration is calculated by
Δw = −𝜂∇𝐸(w), (3.29)
where 𝜂 is a constant of proportionality which is also referred to as learning rate.
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Fig. 3.8: The gradient descent technique is demonstrated for different learning rates and varying initial
weight configurations (green/blue path). Left: High learning rates have a low probability of getting
stuck in local minima but are less accurate. Right: Low learning rates are more accurate but have
a higher probability of getting stuck in local minima. Consequently, the gradient descent technique
does not guarantee to find the global minimum and depends on the particular learning rate and the
initial weight configuration.
In particular, 𝜂 can be used to balance between speed and accuracy of the learning
procedure.
Figure 3.8 illustrates the gradient descent approach for different learning rates and
one adaptable weight starting from varying initial configurations. On the one hand,
high learning rates increase the search speed at the cost of decreasing accuracy. As
illustrated in Figure 3.8 left, independent from the initial weight, for a large 𝜂 the
learning process is not able to get closer to the global minimum. On the other hand,
as illustrated in Figure 3.8 right, a small 𝜂 finds the global minimum but, depending
on the initial weight, risks to remain in the local one. Here, the learning procedure
has to be repeated more frequently which increases the computational effort. Hence,
both methods are not guaranteed to find the global minimum. To solve this, dynamic
learning rates combine the advantages of both by iteratively decreasing the learning
rate during training. More precisely, 𝜂 starts with a large value and is decreased several
times during the learning procedure.
In order to adapt each weight separately, instead of the gradient of all weights Δw,
the first partial derivative for a single weight 𝜕𝑤 is utilized
Δ𝑤 = −𝜂𝜕𝐸(w)
𝜕𝑤
. (3.30)
Broadly speaking, every weight is adapted with regard to its influence on the error
function. For offline learning, which considers all given training samples 𝑠 ∈ 𝒮 during
one epoch, the corresponding magnitude of change is calculated by
Δ𝑤𝒮 = −𝜂
∑︁
𝑠∈𝒮
𝜕𝐸𝑠(w)
𝜕𝑤
. (3.31)
Utilizing linear activation functions further allows to apply the computationally less
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extensive delta rule which is also known as Widrow-Hoff rule [98]
Δ𝑤𝒮 = 𝜂
∑︁
𝑠∈𝒮
𝑖𝑛𝑝𝑠 · (𝑜𝑢𝑡𝑠 − ̂𝑜𝑢𝑡𝑠)
= 𝜂
∑︁
𝑠∈𝒮
𝑖𝑛𝑝𝑠 · 𝛿𝑠.
(3.32)
Here, the weights are adapted regarding the amount of input data 𝑖𝑛𝑝𝑠 and compared to
the difference between correct and estimated output 𝛿𝑠 = (𝑜𝑢𝑡𝑠− ̂𝑜𝑢𝑡𝑠). This procedure
can also be applied to online or batch learning by utilizing only a single sample or a
subset of 𝒮.
So far only neural networks with one layer of adaptable connection weights w are
taken into account. As proven by Winder [99] the functionality of such SLPs is re-
stricted to a subset of linearly separable functions. In contrast to that, a Multi-Layer
Perceptron (MLP), which contains additional hidden layers, is able to solve more com-
plex tasks. In particular, a MLP with two hidden layers and consequently three layers
of adaptable weights is able to classify sets of any form and therefore is also termed
universal function approximator [100]. In order to extend the concept introduced in
Equation 3.32 to an arbitrary number of hidden layers, the network’s weight config-
uration is represented by a square matrix W. As mentioned before, each connection
between neurons 𝑖→ 𝑗 is weighted by the corresponding entry W𝑖,𝑗 ∈W. In contrast
to SLPs, a MLP contains inner neurons ℎ ∈ ℋ which are connected to neurons of the
previous layer 𝑘 ∈ 𝒦 and the following layer 𝑙 ∈ ℒ. Hence, adapting the weight of an
inner neuron connection is influencing subsequent neurons which are connected directly
or indirectly. Additionally, MLPs contain output neurons which are only connected to
neurons of the previous layer 𝑘 ∈ 𝒦 and, similar to SLPs, do not influence any further
neurons. For any monotonous and differentiable activation function, both cases are
taken into account by utilizing the delta rule resulting in
Δ𝑤𝑘,ℎ = 𝜂
∑︁
𝑠∈𝒮
̂𝑜𝑢𝑡𝑠,𝑘 · 𝛿𝑠,ℎ, (3.33)
where ̂𝑜𝑢𝑡𝑠,𝑘 is the output of the previous neuron 𝑘 and therefore a partial amount of
the input of the actual neuron ℎ. Depending on whether the learning process is dealing
with inner or output neurons 𝛿𝑠,ℎ distinguishes between
𝛿𝑠,ℎ =
{︃
̂𝑜𝑢𝑡
′
𝑠,ℎ · (𝑜𝑢𝑡𝑠,ℎ − ̂𝑜𝑢𝑡𝑠,ℎ) (output)
̂𝑜𝑢𝑡
′
𝑠,ℎ ·
∑︀
𝑙∈ℒ(𝛿𝑠,𝑙 · 𝑤ℎ,𝑙) (inner)
, (3.34)
where ̂𝑜𝑢𝑡
′
𝑠,ℎ is the first derivative of the neuron’s actual output. More precisely, the
magnitude of change Δ𝑤𝑘,ℎ for the weight of a connection between the neurons 𝑘 → ℎ
is adapted with regard to
1. the learning rate 𝜂
2. the output of the previous neuron ̂𝑜𝑢𝑡𝑠,𝑘
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Fig. 3.9: Unfolding in time is utilized to allow the backpropagation through time algorithm being
applied to RNNs. For this, each recurrent connection is replaced by the network before its connection.
The multiple instances of the network are then traded as FNN where each layer share the same
weight configuration. The resulting architecture is truncated after a predefined number of recurrent
repetitions 𝑡 to prevent the generation of an infinite deep FNN.
3. a) (output neurons) the change of activity within the particular neuron com-
pared to its estimation error 𝛿𝑠,ℎ = ̂𝑜𝑢𝑡
′
𝑠,ℎ · (𝑜𝑢𝑡𝑠,ℎ − ̂𝑜𝑢𝑡𝑠,ℎ)
b) (inner neurons) the change of activity within the particular neuron com-
pared to its influence on the estimation error by accounting for the change of
activity of any subsequently connected neurons 𝛿𝑠,ℎ = ̂𝑜𝑢𝑡
′
𝑠,ℎ ·
∑︀
𝑙∈ℒ(𝛿𝑠,𝑙 ·𝑤ℎ,𝑙).
This generalization of the delta rule is also referred to as backpropagation of error [101]
and can only be utilized for monotonous and differentiable activation functions. Hence,
binary threshold functions such as the Heaviside-function and other non-differentiable
activation functions are not supported. In order to approximate the functionality of
such functions, the Fermi-function with an appropriate temperature parameter 𝑇 can
be used.
As shown for the different learning rates (Figure 3.8), gradient descent and therefore
the backpropagation technique is not guaranteed to find the global minimum. This
problem is addressed by repeating the learning procedure multiple times with ran-
domly chosen initial weight configurations W. Hence, the gradient descent algorithm
starts from different position which results in a variety of solutions. This process can
be adapted with regard to the available time, computational power and the required
accuracy but is still not guaranteed to find the optimal solution.
One problem of the backpropagation procedure is that recurrent connections would
result in an infinite loop. To avoid this, the network is usually unfolded in time [63]
and truncated after a predefined number of repetitions 𝑡. As a result, the short-term
memory of the corresponding RNN is limited to a sequence of 𝑡 time steps. In more
detail, recurrent connections are replaced by a network which is similar to the network
before the connection and therefore is one instance of the original network. As illus-
trated in Figure 3.9, the resulting network consists of multiple copies of the original
one where each one passing its output to the particular successor. This architecture is
similar to a large FNN with the difference that each layer share the same weight con-
figuration. Hence, a slightly adapted procedure, the so called backpropagation through
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time, is applied for learning unfolded RNNs. For a detailed description, the interested
reader is referred to [102].
However, a major drawback of both backpropagation procedures is that layers closer
to the input layer are learning slower than later ones. This is due to the fact that
the gradients of the activation functions are multiplied with the ones of further con-
nected neurons. For instance, the gradient of the hyperbolic tangent is 𝑡𝑎𝑛ℎ(𝑖𝑛𝑝𝑗)
′ ≤ 1
and for a non-parametrized sigmoid function 1
1+e−𝑖𝑛𝑝𝑗
≤ 0.25. This results in an ex-
ponential decrease of the error signal while gradients bigger than one are flipping this
phenomenon. The corresponding effects are referred to as vanishing/exploding gradient
problems [103] which increase the probability of getting stuck in a local minimum. Due
to the increased number of layers, these problems are even intensified for unfolded re-
current networks. For example, vanishing gradients reduce the influence of past inputs
on the error signal which prevents the network from learning long-term dependencies.
3.2.4 Long Short-Term Memory
As stated above, the vanishing/exploding gradient problem is a major disadvantage
of the proposed gradient based learning technique. Hence, time delayed dependencies
between input and output cannot be learned efficiently by the introduced network
architectures. This problem is taken into account by the concept of the Constant
Error Carrousel (CEC) which, as proven by Hochreiter [103], enforces constant error
flow at any time 𝑡
𝑓 ′𝑎𝑐𝑡(𝑖𝑛𝑝𝑗(𝑡),Θ𝑗(𝑡))W𝑗,𝑗 = 1.0, (3.35)
where W𝑗,𝑗 is the weight of a recurrent self-connection to the activation function 𝑓𝑎𝑐𝑡
which is also an identity function. Consequently, a linear identity function with a
derivative of one is required. Furthermore, the weight of the self-connection needs to
be fixed to one and is not adaptable at all. As a result, the gradient does remain
constant and does not vanish or explode.
Based on this constant error flow, Hochreiter and Schmidhuber developed the Long
Short-Term Memory (LSTM) [83]. Such LSTM neural networks are explicitly designed
to retain information for long time periods and release it when relevant. Similar to
classical neural networks, the LSTM maps data from an input to an output layer, with
the difference that the hidden layers are constructed by memory blocks. As illustrated
in Figure 3.10, these blocks are significantly extended versions of the previously in-
troduced neurons. Here, the 𝑖-th memory block consists of 𝑗 cells where each block
contains the following functional elements:
∙ 𝑓𝑔(𝑖𝑛𝑝𝑔𝑖𝑗): The cell inputs 𝑖𝑛𝑝𝑔𝑖𝑗, which are derived from the neural network’s
input layer or another memory cell’s output, are utilized by a sigmoidal activation
function 𝑓𝑔.
∙ 𝑐𝑖𝑗: The internal state of a cell is determined by a linear activation function and
has a self-recurrent connection with weightW𝑗,𝑗 = 1.0 (the central concept of the
CEC).
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Fig. 3.10: An LSTM memory block consists of one or multiple memory cells and an input, forget and
output gate which control input (orange), memorizing (green) and output (blue) information flow. By
utilizing the constant error flow technique, such cells are able to remember information indefinitely
unless the forget gate 𝑓𝜙 resets it. For this, the internal state of a cell 𝑐 is implemented by a linear
identity function with a constant recurrent self-connection. Furthermore, the input gate prevents the
internal state from getting perturbed by useless inputs 𝑓𝑔 while the output gate 𝑓𝑜𝑢𝑡 can prevent other
cells, blocks or neurons from getting influenced by this cell’s output 𝑓ℎ. The cell’s output 𝑜𝑢𝑡 can be
connected to arbitrary cells, blocks or neurons.
∙ 𝑓ℎ(𝑐𝑖𝑗): The output of a cell primarily depends on its internal state 𝑐𝑖𝑗 which
is utilized by a sigmoidal activation/identity function 𝑓ℎ before possibly getting
transmitted to another cell or output neuron.
The information processing for each cell contained in one block is further influenced
by three gates which utilize the inputs 𝑖𝑛𝑝𝑖𝑛𝑖 , 𝑖𝑛𝑝
𝜙
𝑖 , 𝑖𝑛𝑝
𝑜𝑢𝑡
𝑖 and sigmoidal functions:
∙ 𝑓𝑖𝑛(𝑖𝑛𝑝𝑖𝑛𝑖 ): The input gate protects the cell states from being perturbed by irrel-
evant inputs.
∙ 𝑓𝜙(𝑖𝑛𝑝𝜙𝑖 ): The forget gate [104] is able to reset the internal cell states.
∙ 𝑓𝑜𝑢𝑡(𝑖𝑛𝑝𝑜𝑢𝑡𝑖 ): The output gate prevents the cells from transmitting irrelevant out-
puts.
Each block consists of a number of cells which share input, output and forget gate.
Hence, cells contained in the same block are written, erased or read at once. As stated
above, each cell includes a CEC which allows to indefinitely maintain information in its
cell state 𝑐𝑖𝑗 except the forget gate resets it. This allows utilizing recurrent connections
without the need of an unfolding procedure and solves the vanishing/exploding gradient
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problem. Furthermore, the stored information is protected from irrelevant inputs by
the input gate and forwarded through the output gate after an arbitrary lag of time.
The internal cell state is updated for discrete time steps 𝑡
𝑐𝑖𝑗(𝑡) = 𝑓𝜙(𝑖𝑛𝑝
𝜙
𝑖 (𝑡))𝑐𝑖𝑗(𝑡− 1) + 𝑓𝑖𝑛(𝑖𝑛𝑝𝑖𝑛𝑖 (𝑡))𝑓𝑔(𝑖𝑛𝑝𝑔𝑖𝑗(𝑡)), (3.36)
where 𝑐𝑖𝑗(0) = 0. The cell output is then determined by its internal state and the
inputs to the output gate
𝑜𝑢𝑡𝑖𝑗(𝑡) = 𝑓ℎ(𝑐𝑖𝑗(𝑡))𝑓𝑜𝑢𝑡(𝑖𝑛𝑝
𝑜𝑢𝑡
𝑖 (𝑡)). (3.37)
Hence, when utilizing the backpropagation algorithm (see Equation 3.34 p. 46), the
fixed gradients cannot vanish or explode while remembering information for unlimited
periods of time. Since its introduction, the LSTM architecture was frequently extended
and actually exists in several slightly different variants. However, as proven by Greff
et al. [105] none of them improve the introduced standard approach and therefore are
not further considered by this thesis.
3.2.5 Summary
This section introduced the biological inspired concept of ANNs. Here, the simplified
idea of neurons which gather information (propagation function) and in turn transfer
their state (activation function) to other neurons is the core concept to approximate
linear and nonlinear functions.
For this, a set of training data is used to adapt the connection weights by a gradient
based learning technique called backpropagation. Consequently, the estimation error of
the entire network is iteratively minimized and therefore gets closer to the underlying
function of the training data. This procedure is stopped after a predefined number of
epochs, when reaching a certain level of accuracy or when overfitting occurs. The latter
can be avoided by monitoring the network’s generalizability with an additional set of
validation data. The neural network is further enabled to remember past information
by utilizing recurrent connections. For training, such RNNs are unfolded in time which
increases the number of layers and consequently the computational demand.
Furthermore, depending on the particular number of layers the vanishing/exploding
gradient problem occurs. As a result, the overall optimization risks to get stuck in
a local minimum and therefore RNNs are usually limited to the usage of short-term
dependencies. To avoid this, the concept of constant error flow and its state-of-the-
art implementation called LSTM was presented. In contrast to classical RNNs, these
LSTMs utilize blocks which are capable of extending, retrieving, erasing or remember
information for indefinite periods of time.
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3.3 Conclusion
The approach presented in the next chapter builds on the introduced mathematical
fundamentals of information theory and neural networks. Here, a robot executes a
task under well-known contextual conditions while recording its sensor readings. The
resulting training data contain the robot’s behavior-specific proprioception where a
subset of the proprioception, behavior parameters or context conditions can be used
as learning target when generating BSPMs.
For this, behavior-specific sensor selection is applied based on correlations between
the proprioceptors and the learning target by three different information measures. (1)
CMI measures the information shared between a proprioceptor and the learning target
under the condition that other proprioceptors are already known. (2) MMI allows to
detect synergistic and redundant effects on the information shared between proprio-
ceptors and the learning target. (3) TE can be used as a measure of predictability
from the proprioceptors to the learning target and vice versa. This allows detecting
proprioceptors which are important for the behavior execution in a specific context.
These proprioceptors can then be utilized to generate BSPMs by different machine
learning techniques, i.e., lazy and eager learning.
This chapter introduced the mathematical background of ANNs which are con-
structed of neurons and weighted connections. These networks aim to approximate
the function which maps proprioceptive inputs to target outputs. For this, learning is
achieved by backpropagation of error which iteratively adapts the connections weights
with regard to the estimated and correct output of the training data. Usually, this
is repeated until the approximation is close to the underlying function of the target.
As will be shown, the efficiency and accuracy of this learning procedure benefits from
selecting strongly correlated proprioceptors and achieves a precision comparable to ex-
perienced workers. In the context of this thesis, the ability to continuously perform
sensor regression and classification tasks in constant time is a further advantage of
ANNs over other model learning techniques.
As a result, the presented BSPM approach learns accurate force estimates from prior
experience only. This enables different robot platforms to adapt their behavior during
human-robot collaboration, tool-usage and state classification tasks.
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4 A Machine Learning Approach:
Behavior-Specific Proprioception
Models
The sense of self or proprioception enables humans to distinguish self-generated forces
from perturbations which originate from the surrounding environment. This chapter
introduces a novel machine learning concept which enhance robots with Behavior-
Specific Proprioception Models (BSPMs). These models are used for force estimation
and therefore find applications in human-robot collaboration, tool-usage and explo-
ration of unstructured environments.
4.1 Behavior-Specific Proprioception Models
A BSPM establishes a link between behavior execution and the expected propriocep-
tion. By utilizing knowledge about the behavior-specific sensory-motor integration of
the robot, BSPMs can be used to
1. given high-level behavior parameters, predict the expected proprioception for un-
perturbed behavior execution (forward mode)
2. estimate high-level behavior parameters from measured proprioceptions, possibly
obtained under perturbed execution conditions (inverse mode)
3. augment a robot’s proprioception (virtual sensor mode).
By comparing the actual proprioception with the behavior-intrinsic expected proprio-
ception, BSPMs can further be used to estimate the presence and amount of extrinsic
perturbations. In the following, intrinsics denotes the expected sensor evolution which
is induced by a regular behavior execution. In contrast, extrinsics is the summariz-
ing term for influences which originate from unexpected changes in the environment.
Hence, the extrinsics can be estimated by the difference between the intrinsics and
the actual sensor evolution. Inspired by principles of human proprioception (see Sec-
tion 1.1.2 p. 4), different BSPM modes are proposed.
(1) A Behavior-Specific Proprioception Model in Forward Mode (F-BSPM) is utilized
to predict the expected proprioception. While performing the behavior, the predicted
intrinsics is subtracted from the measured proprioception. This allows extracting the
extrinsics.
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(a) F-BSPM (b) I-BSPM
Fig. 4.1: A comparative view on the forward and inverse mode of BSPMs. Left: The F-BSPM utilizes
the measured proprioception together with behavior-specific knowledge to predict the intrinsics. The
difference between expectation and measured proprioception is used to estimate the amount and
direction of extrinsic perturbations. Right: In contrast, the I-BSPM estimates the behavior parameter
which corresponds best to the measured proprioception. Therefore, extrinsic perturbations are defined
by the difference between estimated and actually configured behavior parametrization.
Fig. 4.2: The V-BSPM augments a robot’s proprioception by combining available proprioceptive in-
formation. In contrast to the F-BSPM and I-BSPM, extracting the extrinsics is not addressed by the
V-BSPM.
(2) The Behavior-Specific Proprioception Model in Inverse Mode (I-BSPM) is used
to estimate behavior parameters that correspond best to the measured proprioception
(rather than the expected proprioception). Here, the extrinsics is obtained by dif-
ferentiating this estimate with the actual behavior configuration. Figure 4.1 gives a
comparative depiction on the F-BSPM and I-BSPM modes. The main differences lie in
their chronological sequence and the corresponding output spaces. Here, the F-BSPM
predicts intrinsic values of a proprioceptor. For example, the expected measurements
of an accelerometer or a force sensor. In contrast, the output of the I-BSPM is re-
lated to the behavior configuration. Hence, parameters which control the behavior are
estimated, e.g., step length of a humanoid robot’s walking behavior.
(3) Furthermore, this thesis proposes a V-BSPM. The corresponding model architec-
ture is illustrated in Figure 4.2. Here, instead of detecting the extrinsics, a V-BSPM
is applied to augment a robot’s proprioception. More precisely, a V-BSPM estimates
proprioceptive information by combining underlying correlations from the available
proprioceptors. A V-BSPM therefore is applicable to augment the proprioception also
in the absence of real world feedback, e.g., derive force information from joint currents.
One goal of the proposed BSPMs is to be applicable to arbitrary robot platforms
without the need of expert knowledge, e.g., mass distribution or kinematic chains.
In the following, a purely data-driven learning is proposed to extract sensory-motor
experiences of the robot with regard to the particular behavior.
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4.2 Learning BSPMs
The proposed BSPM approach is implemented by a purely data-driven training phase.
First, a robotic behavior, which is defined by a sequence of motor commands, is ex-
ecuted under various conditions. Simultaneously, all available quantities such as (1)
proprioceptors, (2) behavior parameters and (3) context state descriptions are recorded
and stored as training examples. The acquired data therefore contains behavior-specific
sensory-motor experiences, possible variances and correlations.
Among the available quantities, a target value is designated which is to be predicted
from the other values by the BSPM. This target is directly related to the corresponding
BSPM mode and can be chosen from any available quantity. In the following, one
example for each kind of target is given and assigned to the particular BSPM mode:
1. F-BSPMs predict proprioceptors: Walking with a configured step length influ-
ences the center of mass of a humanoid robot.
2. I-BSPMs estimate behavior parameters: Joint configurations and motor torques
contain information about the actual rather than the configured step length of a
humanoid robot’s walking gait.
3. V-BSPMs estimate context state: By monitoring the power consumption of its
joints, a robot can estimate the weight attached to it.
As can be seen in these examples, targets are usually correlated to other parts of the
proprioception. Therefore, the remaining quantities can be used as possible inputs to
the BSPM while the target is defined as its output.
Not all of the recorded quantities are equally important for the execution of a spe-
cific behavior and therefore also contain different amounts of information about the
particular target. For example, the step length of walking depends stronger on leg and
hip joints than on fingers while this is vice versa for grasping behaviors. Therefore,
the presented approach selects a subset of quantities, which are strongly correlated
to the target, as inputs to the BSPM. In the following sections, the successive data
acquisition, sensor selection and model learning steps are explained in more detail.
4.2.1 Data Acquisition
As stated above, the presented approach is purely data-driven which therefore requires
the acquisition of training examples. To ensure the heterogeneity of these examples, the
behavior needs to be executed under varying target configurations. However, depending
on the particular type and application of the BSPM, this procedure differs significantly.
More precisely, during data acquisition, the behavior may be executed under varying
conditions:
1. Regular execution: the behavior is executed under controlled environmental con-
ditions where no extrinsic perturbations affect it.
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2. Perturbed execution [optional]: the robot’s behavior is intentionally perturbed,
e.g. by a human supervisor.
3. Augmentation with training-only sensor data or context descriptions [optional]:
additional sensors1 or contextual knowledge about the task environment may be
available.
As a result, regular training examples contain only correlated information between the
target and the intrinsics. This is vital when learning an F-BSPM or I-BSPM since it
allows to derive the extrinsics from the measured proprioception.
In contrast, a V-BSPM does not differentiate between intrinsics and extrinsics.
Hence, optional recordings from perturbed and augmented behavior executions can
be added to the training examples. The contained intrinsic and extrinsic correlations
enable the V-BSPM to estimate the overall proprioception rather than the intrinsics
only.
For example, a V-BSPM can be used to approximate the functionality of a force sen-
sor. Therefore, information about the forces occurring during regular and perturbed
behavior executions need to be acquired. Later is achieved by manually applying forces
to the robot during behavior execution. Learning the V-BSPM with these examples
therefore allows to generalize forces during regular and perturbed behavior executions.
Hence, the real force sensor can be replaced by its virtual counterpart. While main-
taining accurate force estimates, this reduces costs and is beneficial for the robot’s
payload.
Furthermore, a V-BSPM can learn to assign context descriptions. For this, the
user needs to enrich the recorded examples with contextual information, e.g., the user
attaches a specific weight to the robot’s end-effector. The corresponding context de-
scriptions are stored as additional labels in the training examples and are used as target
for learning. As a result, the V-BSPM automatically assigns the most reliable context
description during runtime.
In order to keep the memory requirements of the proposed approach as low as pos-
sible only a small base of relevant training examples is acquired. More precisely, the
applications presented in this thesis require one to three minutes of training data. The
hardware used in these applications has frame rates within between 60Hz and 125Hz
which further need to be synchronized by means of data preprocessing. Depending
on complexity of the particular platform (number of joints and amount of sensors)
one minute of training data may contain millions of values. These values represent
the underlying sensory-motor dynamics of the behavior but also contain noise, redun-
dancy and less relevant information. Furthermore, it is often unclear which of these
sensory-motor readings need to be taken into account. Consequently, a preprocessing
step which extracts the sensor readings with a high correlation to the target is vital to
learn a well generalizing model from a small set of training examples.
1E.g. expensive, high-precision sensors that cannot be used in field operations due to logistical
reasons
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Fig. 4.3: The target process 𝒳 (blue) with regard to simultaneous proprioception processes 𝒴 (green).
The Shannon entropy of the target process 𝒳 continuously increases over time. By utilizing its past
states the target process can predict its future state 𝒳𝑡+1. The target process is only certain about
its own past (inside the dotted line) but is still uncertain about its future (outside the dotted line).
Here, the proprioceptors {𝒴2𝑡 ,𝒴3𝑡 } share information with the state of the target 𝒳𝑡 while {𝒴1𝑡 ,𝒴2𝑡 ,𝒴3𝑡 }
contain information about the future of the target.
4.2.2 Sensor Selection
In the context of this thesis, correlated proprioceptors are automatically selected based
on a data-driven approach or simply by a manual selection performed by the user. The
latter is always a good choice when the user has a fair degree of knowledge about the
platform, its environment and the behavior. However, with increasing complexity this
also requires more and more user experience what therefore makes the approach less
applicable. For instance, mutual interactions, indirect dependencies and delayed corre-
lations are difficult to detect within millions of values. Reducing the dimensionality of
the training data is a common solution to this problem and therefore is also utilized in
several applications of this thesis. Here, dimensionality reduction methods reduce the
training data while maintaining as much overall information as possible. However, the
main drawback is that these methods do not examine correlations between the pro-
prioception and the particular target. Consequently, a proprioceptor which contains
important information about the target but less overall information may be erased
from the data.
Therefore, a relation based method which automatically selects the most relevant
proprioceptors is presented. More precisely, the following information-theoretic mea-
sures (see Section 3.1) are examined:
∙ Conditional Mutual Information (CMI)
∙ Transfer Entropy (TE)
∙ Multivariate Mutual Information (MMI)
These methods are based on the definition of Shannon entropy (see Equation 3.2 p. 27)
and are only applicable for discrete sets of data. Therefore, all training examples need
to be preprocessed. First, normalization is applied to unify the different data ranges
of all sensor streams. Next, the continuous data space of these values is discretized
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Fig. 4.4: Different information-theoretic measures between simultaneous processes. Left: TE (orange)
measures the amount of information shared between {𝒴1𝑡 ,𝒴2𝑡 ,𝒴3𝑡 } and the future of 𝒳 . Middle: CMI
(orange) measures the amount of information shared with the actual state of 𝒳 . Here, {𝒴2𝑡 ,𝒴3𝑡 } share
information with 𝒳𝑡 while 𝒴1𝑡 is independent. Right: The redundant information shared between
{𝒴2𝑡 ,𝒴3𝑡 } and 𝒳𝑡. MMI (orange) allows to measure additional and already contained information and
therefore determines redundant or synergistic effects.
to a fixed number of states. As a result, correlations between the target and the
proprioceptors can be analyzed efficiently (see Section 2.2).
In the context of this thesis, a proprioceptor is considered as a process 𝒴 while
the target is defined as process 𝒳 . Figure 4.3 illustrates a simple example where past
information𝐻(𝒳𝑡) is beneficial to predict the next state𝐻(𝒳𝑡+1). Here, the information
inside the dotted line is already contained in the past of the target 𝒳𝑡 while the area
outside describes its uncertainty about the future.
The basic idea behind the usage of TE is to take into account the past of the propri-
oceptors {𝒴1𝑡 ,𝒴2𝑡 ,𝒴3𝑡 } to resolve this uncertainty. Figure 4.4 left highlights the areas
where the target receives information about its own future from the proprioceptors
𝑇𝐸{𝒴1,𝒴2,𝒴3}→𝒳 (see Equation 3.15 p. 34). As described in Section 3.1.4, TE can be
written in terms of mutual information 𝐼(𝒳𝑡+1; {𝒴1𝑡 ,𝒴2𝑡 ,𝒴3𝑡 }|𝒳𝑡) (see Equation 3.18
p. 36). Therefore, TE determines the amount of proprioceptive information shared
with the future of the target which is not contained in its own past. To improve the
accuracy of target predictions, sensor selection prefers proprioceptors which transfer
information to the future of the target. In contrast, 𝑇𝐸𝒳→{𝒴1,𝒴2,𝒴3} determines the
information transfer between the target and the future of the proprioceptors. For ex-
ample, proprioceptors which are strongly influenced by changes of the target can be
useful to estimate its actual state. This non-symmetric property is utilized to apply
an adequate sensor selection with regard to the particular task.
However, a proprioceptor with high TE does not necessarily contain simultaneous
information. This fact is illustrated in Figure 4.4 middle. Here, 𝒴1𝑡 is independent
from the actual state of the target 𝒳𝑡. Measuring such simultaneous effects is the
core ability of mutual information. For example, the mutual information between the
proprioceptor 𝒴1𝑡 and the target is 𝐼(𝒳𝑡;𝒴1𝑡 ) = 0 (see Equation 3.7 p. 29). In contrast,
{𝒴2𝑡 ,𝒴3𝑡 } have overlapping areas with the target and therefore 𝐼(𝒳𝑡; (𝒴2𝑡 ,𝒴3𝑡 )) ̸= 0.
Furthermore, the detection of redundant proprioceptive information about the target
can be beneficial for sensor selection. Hence, a closer look is taken on CMI and MMI.
One possibility is to extract the amount of shared information by utilizing CMI
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(see Equation 3.9 p. 30). In particular, the information between the target and 𝒴2𝑡
under the condition that 𝒴3𝑡 is known is defined by 𝐼(𝒳𝑡;𝒴2𝑡 |𝒴3𝑡 ). As depicted in
Figure 4.4 middle, the information simultaneously shared between the target and the
proprioceptors is determined by
𝐼(𝒳𝑡;𝒴1𝑡 ) + 𝐼(𝒳𝑡;𝒴2𝑡 |𝒴1𝑡 ) + 𝐼(𝒳𝑡;𝒴3𝑡 |(𝒴1𝑡 ,𝒴2𝑡 )).
As an alternative MMI quantifies the relation between the information growth and
redundancy (see Equation 3.8 p. 30). Therefore, the redundant information depicted
in Figure 4.4 right is determined by
𝐼(𝒳𝑡;𝒴2𝑡 ;𝒴3𝑡 ) = 𝐼(𝒳𝑡;𝒴2𝑡 )− 𝐼(𝒳𝑡;𝒴2𝑡 |𝒴3𝑡 ).
Here, a positive MMI indicates a redundant relation while negative values imply a
growth of information or synergistic effect (see Equation 3.10 p. 31). Hence, both
measurements are able to detect proprioceptors which contain shared information with
the actual state of the target. This is appropriate for simultaneous effects but does not
take into account delayed correlations. For this, the definitions of CMI and MMI are
extended with a time delay 𝛿
CMI(𝒳 ,𝒴 ,𝒵, 𝛿) = 𝐼(𝒳 ;𝒴 − 𝛿|𝒵), (4.1)
MMI(𝒳 ,𝒴 ,𝒵, 𝛿) = 𝐼(𝒳 ;𝒴 − 𝛿;𝒵), (4.2)
where 𝛿 = 0 determines simultaneous influences. The resulting iterative sensor selec-
tion procedure with CMI is shown in Algorithm 1. Here, the proprioceptors 𝒴 are used
to select the subset of sensors 𝒵 with maximal information about the target 𝒳 where
𝛿 = (𝛿1, . . . , 𝛿𝑛) determines 𝑛 possible time delays. For this, the CMI between the tar-
get and the temporally shifted proprioceptors is computed. Since the condition 𝒵 is an
empty set at the beginning, the first computation of CMI is equivalent to calculating
the mutual information between the target 𝒳 and the proprioceptors 𝒴 . However, the
Algorithm 1 Sensor Selection utilizing Conditional Mutual Information
1: procedure SensorSelectionCMI(𝒳 ,𝒴 , 𝛿)
2: 𝒵 ← {}
3: while 𝑡𝑟𝑢𝑒 do
4: for all 𝛿 ∈ 𝛿 do
5: 𝑐𝑚𝑖← CMI(𝒳 ,𝒴 ,𝒵, 𝛿)
6: end for
7: if max(𝑐𝑚𝑖) > 0 then
8: 𝒵 ← 𝒵 ∪ 𝒴argmax(𝑐𝑚𝑖)
9: else
10: break
11: end if
12: end while
13: end procedure
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proprioceptor which results in the highest amount of CMI is added to the condition
𝒵 by merging it with the already contained proprioceptors on line 8. The resulting
condition is equivalent to the joint intersection of the particular sensor streams. To
give a simple example, two sensors {[1, 0, 1, 1, 0]; [1, 1, 1, 0, 0]}, which contain four state
patterns {[1; 1], [0; 1], [1; 0], [0; 0]}, are merged to the condition [1, 2, 1, 3, 4]. By repeat-
ing this process, the information in 𝒵 about 𝒳 is iteratively growing and therefore has
a maximum of mutual information with the target. The procedure ends when no more
additional information is contained in the remaining proprioceptors. The sequence
of proprioceptors contained in 𝒵 therefore reflects the relevance about the target. A
similar procedure is also applicable for the sensor selection with TE and MMI.
However, the reliability of these methods is usually restrained to the amount and
quality of the training data. More precisely, a homogeneous set of training examples
has a high probability to extract spurious correlations which are only correct for the
space of training data but fail for runtime data. There are two possibilities to avoid
this phenomenon. The first is to increase the user effort during data acquisition by
regulating the amount and heterogeneity of the training examples. The second is
to acquire an additional set of examples which are used for cross validation during
learning.
4.2.3 Model Learning
The presented approach utilizes the sensory-motor experiences contained in the training
examples to learn BSPMs. As stated above, the data acquisition phase intentionally
kept short by recording only a small base of relevant examples. Therefore, in addition
to accuracy, a major challenge of the learning procedure is to generalize target values
for arbitrary proprioceptive measurements. To solve this, the model needs to extract
the underlying sensory-motor dependencies of the robot with regard to the behavior.
This process is aided by the previously discussed sensor selection approach but is also
crucial for model learning. In the context of this thesis, different eager and lazy learning
techniques (see Section 2.1) are evaluated empirically.
Lazy learning algorithms are based on a direct comparison between runtime and
training data. A lazy learning technique presented in this thesis therefore makes use
of Dynamic Time Warp (DTW). As introduced by Sakoe [106], DTW is a time series
alignment algorithm for measuring the similarity between two temporal sequences. In
this regard, the goal of the proposed approach is to find the optimal correspondence
between training and currently observed sensations (see Figure 4.5 left). Here, a se-
quence of proprioceptive measurements is warped into the space of training data where
the Euclidean Distance (EUD) determines their relative position. The target of the
training example with the closest proximity is then used as an estimate of the actual
one. Instead of a direct comparison, eager learning techniques generate an abstract
model. After training, this model is used for predictions while the training examples
are discarded. For the implementation of BSPMs, two eager learning approaches are
utilized: Gaussian Process Regression (GPR) and Artificial Neural Networks (ANNs).
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Fig. 4.5: Lazy learning and eager learning techniques are applied to generate BSPMs. Left: A lazy
learner approach utilizes the DTW algorithm to align training and runtime data. The training data
of the closest proximity is used as an estimate of the actual target. Right: ANNs are eager learning
techniques which generate an abstract model by means of interconnected neurons. By iteratively
adapting the connection weights with regard to the training data the network learns to generalize
target values X for arbitrary proprioceptive inputs Y.
GPR utilizes Gaussian Processs (GPs) to generate probabilistic models which specify
a distribution over functions with one or more inputs. Therefore, they are feasible to
perform a non-linear regression from some input space to an output space. In the
context of this thesis, they are applied to map proprioceptive measurements to the
most probable target values. As noted by Quin˜onero-Candela and Rasmussen [107], one
limitation is the cubic growth of computational complexity O(n3). Hence, restraining
the number of training examples is crucial for learning these models efficiently.
As extensively described in Section 3.2, ANNs have no such limitations. Here, a
function is described by a network of interconnected neurons. The connection weights
between neurons therefore determine the network’s information processing. Neurons
are further divided into an input, hidden and output layer. In the context of this,
proprioceptors are used as input neurons while the target’s dimensionality is assigned
to the output neurons (see Figure 4.5 right). The hidden layers between input and
output are also referred to as black box [108]. This is not because of ’hidden’ or missing
information about the network’s configuration or functionality. In fact, an ANN is a
fully defined deterministic function which approximates a more complex one. The term
is utilized because the information flow is usually not relevant for the user and can be
omitted. In particular, input and output are defined by the particular task while the
number of hidden layers and neurons is potentially unrestricted and may greatly vary
between concrete Learning is achieved by iteratively adapting the connection weights
with regard to the particular inputs and outputs contained in the training examples.
Here, the computational demand increases with the number of adaptable weights rather
than the number of training examples. Hence, learning benefits from a large amount
of training data and can be automatically stopped when a certain level of accuracy
(see Section 3.2.3 p. 41) is reached. As a result, the network generalizes outputs for
arbitrary inputs.
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Fig. 4.6: An overview about the proposed BSPM approach. First, the behavior is executed while
recording all available information during a training phase. Here, the most beneficial sensors are
selected to increase the efficiency of BSPM learning. During runtime the data stream is preprocessed
with regard to the selected sensors what therefore allows to apply the trained BSPM. Finally, reaction
rules are implemented to adapt the behavior with regard to the predictions made by the BSPM.
4.3 Summary
The proposed machine learning approach is constructed as illustrated in Figure 4.6.
First, a behavior is executed while continuously recording the proprioceptors together
with the particular target. This is repeated for various target configurations to en-
sure the heterogeneity of the training examples. Depending on the particular type
of model it is important to provide regular or perturbed executions of the behavior.
More precisely, the F-BSPM and I-BSPM require training examples from regular be-
havior executions only. In contrast, a V-BSPM can also handle training examples
which are recorded under perturbed circumstances. Next, the dimensionality of the
proprioceptors is reduced by erasing redundant, noisy and spurious correlated data.
Hence, sensors which are highly correlated to the future (TE) or the actual state of the
target (CMI/MMI) are selected. This is beneficial for prediction purposes and ensures
accurate and efficient model learning from few training examples. Here, the behavior-
specific target parameter and the particular application determine which kind of model
need to be applied.
F-BSPMs are utilized to predict intrinsic fluctuations where the target is part of
the robot’s proprioception. Therefore, the intrinsics of the target are estimated in
the corresponding sensor space. For instance, when utilizing a force sensor the F-
BSPM predicts the expected regular force. This prediction is compared to the actually
measured force what therefore allows to estimate the amount and direction of extrinsic
forces. The definition of adequate reaction rules further allows adapting the behavior
with regard to the detected extrinsics. For example, the direction of the extrinsics
can be used to swap the walking direction of a humanoid robot. Furthermore, an
emergency stop could be implemented by comparing the amount of extrinsic forces
with a predefined threshold. Hence, F-BSPMs are beneficial to implement applications
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which require accurate sensing capabilities but require some user effort when adapting
the behavior.
Similar to this, I-BSPMs reflect the intrinsics but estimate extrinsic perturbations
in the behavior-specific space of possible actions. Hence, the target is an action or pa-
rameter which influences the execution of the behavior. For example, when performing
a walking behavior the inverse model generates an estimate of the configured step
length. The difference between this estimate and the actually configured step length
is attributed to extrinsic forces which perturb the execution of the walking behavior.
While the amount and direction of extrinsic perturbations are omitted, this is ben-
eficial when implementing a control loop mechanism which automatically adapts the
behavior to the given constraints. More precisely, no additional mapping from sensor
readings to an adequate reaction needs to be provided by the user.
In contrast, V-BSPMs do not distinguish between intrinsics and extrinsics but
augment the robot’s proprioception by combining available proprioceptive informa-
tion. This enables the robot to approximate the functionality of expensive, heavy or
power-intensive devices with a V-BSPM. Furthermore, the user can manually assign
context descriptions to the training examples. During runtime, the so far manually
assigned descriptions are estimated by the V-BSPM and therefore augment the robot’s
proprioception. Similar to the F-BSPM, the augmented proprioception can be used to
adapt the behavior by means of predefined reaction rules.
In the following, the proposed BSPM approach is applied to robots which require
reliable and accurate force sensing capabilities. As discussed in Section 2.3 this, in
general, is beneficial for the implementation of self-adapting behavior and a wide variety
of tasks. In particular, this thesis focuses on robots which have to physically interact
with their environment. Due to the inherent heterogeneity of robotics [109], it is
important that an approach is applicable for different implementations and scales to
various platforms and tasks. Therefore, the presented approach is independent from the
size and sensor equipment of the robot and applies various model learning techniques.
More precisely, the BSPM approach is applied to highly diverse robot platforms, e.g., a
humanoid robot and an industrial robot arm which further have to solve very different
tasks:
∙ The following chapter introduces F-BSPM and I-BSPM applications that infer
guidance information during physical human-robot collaboration.
∙ Chapter 6 applies V-BSPMs to augment a robot’s proprioception with accurate
force sensing capabilities regarding tool usage and weight classification tasks.
∙ A combination of multiple BSPMs is utilized to accurately detect perturbing
forces/torques during task execution in Chapter 7.
Also, the pros and cons of lazy and eager learning techniques as well as different BSPM
modes (forward/inverse/virtual) will be discussed.
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5 Inferring Guidance Information in
Human-Robot Collaboration
Fig. 5.1: A NAO robot is following the human guidance during a collaborative transportation task
(left) or adapts its behavior to direct touch (right). The strength and direction of the corresponding
extrinsic perturbations is measured by utilizing the proposed experience based BSPM approach.
In this chapter, the BSPM approach is applied to physical human-robot collaboration
tasks where the goal is to give the robot similar capabilities as the human it replaces.
Concretely, a transportation task and guidance through touch scenario are realized
utilizing a NAO robot. The humanoid structure of this platform has the advantage that
the human transfers his knowledge about human-human interactions to the human-
robot setup. Hence, the human partner can apply his part of the interaction with some
minor adaptations to the hardware constraints of the robot what ensures an intuitive
interaction with the artificial assistant.
As shown in Figure 5.1, the human guides the robot, which continuously has to
appropriately react to the exerted forces, e.g., walk forward or backward and perform
side-steps. Here, it is assumed that the human forces cannot be directly measured using,
for example, force-torque sensors but has to rely on the robot’s standard proprioceptors
instead. In particular, the NAO robot provides various proprioceptive measurements
such as joint angles, positions, currents and foot pressure sensors. Furthermore, higher
level stability parameters such as the center of pressure can be calculated from these
measurements.
As proposed in Section 4.3, a BSPM is constructed in a process involving training
data acquisition, correlation analysis and model learning. In the following sections,
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two different BSPM implementations are presented:
1. An eager F-BSPM generates a statistical model to predict the most probable
stability parameter intrinsics.
2. A lazy I-BSPM interpolates training examples to estimate the most similar be-
havior parameter configurations.
Here, the input to both BSPMs is derived from the measured proprioception which
results from the execution of the particular behavior parameter configuration. Both
implementations can be used to identify extrinsic perturbations in the proprioceptors,
which are caused by the human. These extrinsics are then used to intuitively adapt
the humanoid robot’s behavior to the human guidance.
5.1 Eager F-BSPM Learning
The F-BSPM proposed in this section derives extrinsic forces from the prediction of
higher-level stability parameters. To this end, the NAO robot provides access to the
center of mass and further allows computing the center of pressure from its foot pressure
sensors. Deviations between predicted and actually measured stability parameters are
treated as indications for the guidance of the human, e.g., a push backwards signals
the human’s intention to move backwards.
For this, an F-BSPM is trained by regular proprioceptive measurements which are
also referred to as intrinsics. This requires executing and recording the behavior under
controlled environmental conditions where no extrinsic perturbations affect it. Utilizing
the recorded data, a low-dimensional embedding is extracted by means of correlated
information. The F-BSPM then learns a statistical model which maps low-dimensional
projections to stability parameters for the particular behavior.
At runtime, the F-BSPM predicts the stability parameter intrinsics which occur due
to the execution of the behavior. If the deviation between predicted and actually mea-
sured stability parameter value cannot be explained by the predictive uncertainty, the
robot attributes this effect to an extrinsic perturbation caused by the human interac-
tion partner. The sign of this deviation is then used to infer the human guidance and
control the robot adequately. In the following, each step is explained in more detail.
5.1.1 Data Acquisition: Behavior Examples
In order to learn a predictive F-BSPM, representative data sets are collected for the
relevant behaviors, e.g., knee bending and walking. The goal of this process is to
gather intrinsic patterns of the proprioceptors and possible conditions to behavior
parameters. Hence, behavior parameter specific intrinsics need to be recorded for a
variety of configurations. For example, the NAO robot’s walking behavior can be
configured by a step length parameter which influences multiple joint angles. Hence,
the training data need to include behavior executions for different step lengths. This
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enables the F-BSPM to predict accurate intrinsics also for varying behavior parameter
configurations.
The NAO robot provides various proprioceptors which include 24 joint angles, cur-
rents and positions as well as eight foot pressure sensors at a sampling rate of 100Hz.
To increase the robustness of the later model learning method, additional propriocep-
tors, so called higher-level stability parameters, are calculated. In particular, these are
the robot’s three-dimensional center of mass c𝑚 = (𝑐𝑚𝑥 , 𝑐
𝑚
𝑦 , 𝑐
𝑚
𝑧 ) and center of pressure
c𝑝 = (𝑐𝑝𝑥, 𝑐
𝑝
𝑦, 𝑐
𝑝
𝑧) where 𝑐𝑥 determines the longitudinal, 𝑐𝑦 the lateral and 𝑐𝑧 the vertical
axis. The center of mass is calculated internally by utilizing the position p = (𝑝𝑥, 𝑝𝑦, 𝑝𝑧)
and mass 𝑚 of each body part
c𝑚 =
1∑︀24
𝑖=1𝑚𝑖
24∑︁
𝑖=1
p(𝑖)𝑚𝑖. (5.1)
In contrast to that, the robot’s center of pressure is derived from the position p and
measurement 𝑟 of the foot pressure sensors
c𝑝 =
1∑︀8
𝑖=1 𝑟𝑖
8∑︁
𝑖=1
p(𝑖)𝑟𝑖. (5.2)
The main advantages of generating such higher-level stability parameters are their
comprehensible manner, general usability for various behaviors and the reduced number
of output values of the corresponding F-BSPM where the latter is also important for
the model’s input.
5.1.2 Feature Space
While it is often possible to utilize a large number of different proprioceptors these
typically contain significant redundancy and noise. Additionally, it is often unclear
which proprioceptor is most relevant to the particular behavior. Correlation analysis
helps to single out important parts of the recorded training data.
It is generally known that human motion in principle is based on low-dimensional
manifolds [50, 110, 111]. Hence, dimensionality reduction can be applied to recorded
behaviors in order to remove redundant information. In particular, the recorded joint
angles, which are the potential inputs for the predictive model, are reduced in di-
mensionality by utilizing manifold statistical procedures. Such procedures search for
correlations between sets of joint angles.
The found correlations are then transformed into uncorrelated sets of variables, which
are referred to as Principal Components (PCs). Contained in a so called feature space,
the result is a set of low-dimensional points which represent the dynamics of the exe-
cuted behavior. In the following, PCA [112], Locally Linear Embedding (LLE) [113]
and Manifold Charting (MC) [114] are applied to a 60 second recording of the walking
behavior. Figure 5.2 left shows the first PC of these procedures for the NAO robot’s 24
joint angles. Here, the behavior parameter of the step length and therefore the walking
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Fig. 5.2: The joint angle dimensionality of a walking behavior is reduced to a subset of PCs. Left: The
PC with the highest information content for various dimensionality reduction methods. All methods
extracted a clear periodic behavior from the walking behavior while PCA best matches the proportion
to the walking step length. Right: Resulting from the robot’s 24 joint angles, the two-dimensional
PCA feature space of the walking behavior with regard to its corresponding normalized velocity. Here,
positive velocities are highlighted red while negative ones are marked blue. These two PCs still contain
more than 95% of the overall information content and therefore are utilized for learning the F-BSPM.
velocity is gradually decreased beginning from the maximum forward velocity to the
maximum backward velocity. As can be seen for all methods, the executed motor be-
havior exhibits a clear periodic behavior what will be exploited during the later model
learning process. Furthermore, for the usage of PCA, the amplitude of the first PC
best matches the proportion to the robot’s walking velocity while a less salient effect
can be observed when utilizing LLE and MC.
This corresponds to the findings of Ben Amor [50] who intensively discusses the pros
and cons of various dimensionality reduction methods for humanoid motions. Also,
PCA does not require any kind of hyper-parameters and further achieves a better
tradeoff between computational demands and quality of results. Here, the PCs are ex-
tracted using an eigenvector decomposition of the sensor data matrix. The eigenvalues
define how much variance each eigenvector carries and therefore the highest eigenvalue
is the direction with highest variance. Hence, in traditional PCA the relevance of a
sensor stream is defined by the observed variance along that dimension.
However, after utilizing PCA, the 24 joint angles are replaced by the PC trajectories
with the highest eigenvalue. Figure 5.2 right shows the resulting two-dimensional
feature space with regard to the normalized walking velocity parameter. These two
PCs contain more than 95% of the variance in the recorded training data. This has
the benefit of significantly reducing the complexity of the learning task, while at the
same time dampening the effect of noise and outliers, as these are often cut out from
these PCs.
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Fig. 5.3: The F-BSPM predicts stability parameter intrinsics. Left: The F-BSPM predicts the longi-
tudinal cpx and lateral position c
p
y of the center of pressure. The deviation between measured values
and the learned prediction is located inside the allowed variance which is given by the predictive
uncertainty of the Gaussian process. Right: The robot stands up while inferring that the human
is pulling at its arms. The execution of the corresponding knee bending behavior is driven by the
difference in the predicted and measured vertical center of mass cmz .
5.1.3 Learning a Probabilistic Model
Subsequently, the acquired training data is used to learn the F-BSPM. For this, the
PCA features and the actual behavior parameter configuration are used as input while
the F-BSPM predicts stability parameters such as the center of mass. Here, Gaussian
Process Regression (GPR) [115], a widely used method for generating a probabilistic,
non-linear mapping between two data sets, is applied. Figure 5.3 left compares learned
and measured pressure values for longitudinal walking while no extrinsic perturbations
occur. As can be seen, only small deviations between predicted (blue trajectory) and
measured pressure (red trajectory) are detected. These deviations are caused by the
predictive uncertainty of the GPR model. One advantage of GPR is the ability to
calculate the variance (highlighted gray) for any predicted value of the behavior. This
allows to distinguish between model induced variability and extrinsic perturbations
which are detected when the prediction exceed the variance.
In more detail, a Gaussian Process (GP) models a distribution p(f) over functions,
where f is a function mapping some input space to an output space. Given a set of
training data (X,y) = ((x(i), yi)|i = 1, . . . , n), containing n samples of proprioceptive
input values x resulting in a stability parameter output y, a non-linear regression can
be written as
y = f(x) +  ∼ N (0, σ2). (5.3)
Here, it is assumed that the variability follows a Gaussian distribution with zero mean
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and variance 𝜎2. The prior of 𝑓 is a GP
𝑝(𝑓) = 𝒢𝒫(𝜇,K), (5.4)
which is specified by its mean 𝜇 and covariance matrix K. The training data (X,y) is
used to adjust these parameters by performing Bayesian regression
𝑝(𝑓 |(X,y)) = 𝑝(𝑓)𝑝((X,y)|𝑓)
𝑝(X,y)
. (5.5)
The resulting parameter configurations of the GP specify the posterior of 𝑓 . Hence,
the stability parameter prediction 𝑦 ∼ 𝒩 (𝜇(x̂), 𝜎2(x̂)) for a new proprioceptive input
x̂ has Gaussian probability distribution with mean 𝜇(x̂) and variance 𝜎2(x̂)
𝜇(x̂) = K(x̂,X)[K+ 𝜎2I]−1y
𝜎2(x̂) = K(x̂, x̂)−K(x̂,X)[K+ 𝜎2𝐼]−1K(X, x̂). (5.6)
Since offsets and simple trends can be subtracted out from data, e.g., by performing
PCA, a zero mean prior of the GP can be used. Thus, the key quantity is the covariance
matrix K, whose elements are the output of the covariance function or kernel. In
the context of this thesis, the squared exponential kernel is utilized. For a detailed
mathematical derivation of GPR the interested reader is referred to [115, p. 7-31].
5.1.4 Stability Parameter Estimation
During human-robot interaction the actual joint angles of the robot are measured
and projected into the feature space. The resulting low-dimensional features and the
actually configured behavior parameter, e.g., the walking step length, are mapped
to the desired stability parameter via the F-BSPM. This predicted reference value
represents the intrinsics which occur due to actual execution of the behavior. An
extrinsic perturbation is assumed if the measurement is located outside the predictive
variance of the Gaussian process.
Here, an extrinsic perturbation is perceived by the human interaction partner who
is guiding the robot. The robot has to react to the strength and direction of this
perturbation by continuously adapting its behavior parameters or changing its pose.
For instance, the robot decreases the walking velocity when the human pushes it or the
robot stands up while pulling at its arms. More precisely, a feedback loop, based on
the difference between the predicted intrinsic and the measured stability parameters is
utilized to adapt the behavior. As a result, the robot reacts to the human guidance.
In the following section, the proposed F-BSPM implementation is evaluated for the
introduced cooperative transportation task.
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5.1.5 Evaluation
Two different tasks are taken into account to illustrate the functionality of this eager
F-BSPM implementation: a collaborative transportation task and guidance through
touch scenario. The former enables both interactants to carry an object while the
latter allows direct manipulation of the robotic behavior. Hence, the human guides the
robot in both scenarios by direct (touch) or indirect (transportation) forces.
In order to realize the desired interaction capabilities different F-BSPMs need to be
learned. In particular, the transportation task and the direct guidance scenario are
both realized by the following behaviors:
1. knee bending
2. longitudinal walking
3. lateral walking
Behavior (1) allows the robot to move from a kneeling to an upright pose and vice
versa. In contrast to that, behavior (2) enables the robot to walk forward/backward
while behavior (3) is implementing the left/right walking direction. For (2) and (3) the
behavior is adapted by a step length parameter which is influencing the corresponding
walking velocity. While (2) and (3) can also be realized using a multivariate output
GP, a better accuracy is experienced when using separate models.
A video presenting the overall results of the conducted experiments in this section
can be found under the following link: https://youtu.be/48y0hEix2fY.
Knee Bending F-BSPM
In contrast to the two walking behaviors, knee bending is only a sequence of motor
commands and is not configured by a behavior parameter. This simplifies the proposed
model learning approach. More precisely, the robot moves from a kneeling to an upright
pose and vice versa three times in a loop. During this, its 24 joint angles and the
proposed stability parameters are recorded resulting in 2000 proprioceptive samples.
Next, the dimensionality of the joint angles is reduced to the first PC (the one with
the highest eigenvalue) by utilizing PCA. The resulting one-dimensional trajectory is
used as input to the predictive F-BSPM. For measuring the strength and direction of
the human guidance during knee bending, e.g., lifting an object, the vertical position
of the center of mass 𝑐𝑚𝑧 is most suitable. Hence, it is manually selected as the target
of the F-BSPM.
At runtime, the learned model is used to predict 𝑐𝑚𝑧 from the corresponding low-
dimensional projection of the actual joint angle configuration. Figure 5.3 right illus-
trates the measured 𝑐𝑚𝑧 (red) and predicted center of mass 𝑐
𝑚
𝑧 (blue) when utilizing
this model during pulling the robot by direct touch. Here, the robot is controlled by
the manually defined reaction rules below:
∙ 𝑐𝑚𝑧 > 𝑐𝑚𝑧 + 𝜎2: the robot moves to the next pose of the knee bending motion.
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Fig. 5.4: The human directly guides the robot through longitudinal physical interaction. An F-BSPM
is utilized to predict the intrinsic longitudinal center of pressure. Deviations between measured and
predicted values are then utilized to infer the intended walking direction. Accordingly, the robot
adapts the longitudinal step length parameter of the corresponding walking behavior.
∙ (𝑐𝑚𝑧 ≤ 𝑐𝑚𝑧 + 𝜎2) ∧ (𝑐𝑚𝑧 ≥ 𝑐𝑚𝑧 − 𝜎2): the robot does not change its pose.
∙ 𝑐𝑚𝑧 < 𝑐𝑚𝑧 − 𝜎2: the robot moves to the previous pose of the knee bending motion.
These rules can also be extended to the lifting and placing of objects by additionally
taken into account a fixed offset of the object’s weight. To further transport an object
the direction and velocity of the robot’s walking behavior need to be adapted. For
this, predictive models of the lateral and longitudinal walking behavior are generated
as follows.
Longitudinal Walking F-BSPM
In contrast to the knee bending motion, the walking behavior is configured by a step
length parameter which adapts the robot’s walking velocity and direction. To find
dependencies between such behavior parameters and the joint angles of the robot, they
need to be adapted and recorded during data acquisition. Here, the robot starts with
the maximum forward walking velocity and, during one minute, decreases its speed
until walking backward with the maximum velocity. While doing so, the robot’s joint
angles, stability parameters and the step length parameter are recorded resulting in an
overall of 6000 samples.
In order to learn an efficient predictive model the PCA is utilized. For the recorded
data, two PCs which contain more than 95% of the variance are calculated. Together
with the actually configured behavior parameter, these two dimensions are utilized as
input to the F-BSPM. Furthermore, the longitudinal center of pressure 𝑐𝑝𝑥 is selected
as the model’s output.
In this experiment, direct physical interaction between a human and robot through
touch, as shown in Figure 5.4, is realized. More precisely, the human guides the robot
by applying forces to its hands which are influencing the pressure measured at its
feet. For this, the low-dimensional projection of the proprioceptors together with the
actually configured step length is used to predict the center of pressure via the F-
BSPM. Figure 5.5(a) shows the measured 𝑐𝑝𝑥 (red) and predicted longitudinal center
of pressure 𝑐𝑝𝑥 (blue) when utilizing this model during direct physical interaction. In
order to respond to these forces, the step length of the walking behavior is controlled
as described below:
∙ 𝑐𝑝𝑥 > 𝑐𝑝𝑥 + 𝜎2: the robot increases the longitudinal step length.
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(a) Longitudinal Walking (b) Lateral Walking
Fig. 5.5: The difference between measured and F-BSPM predicted intrinsic stability parameter indi-
cate extrinsic perturbations during human-robot interaction. Left: The longitudinal walking behavior
is adapted by comparing the measured and predicted longitudinal center of pressure. The marked
region indicates the time period where the human directly pulls the robot. Consequently, the robot
increases its longitudinal walking step length. Right: The lateral walking behavior is adapted by the
difference between measured and predicted lateral center of mass during performing a cooperative
transportation task. The prediction differs from the measured value whenever the robot is pushed to
the left or to the right. The robot responds by adapting the lateral step length accordingly.
∙ (𝑐𝑝𝑥 ≤ 𝑐𝑝𝑥 + 𝜎2) ∧ 𝑐𝑝𝑥 ≥ 𝑐𝑝𝑥 − 𝜎2): the robot does not change the longitudinal step
length.
∙ 𝑐𝑝𝑥 < 𝑐𝑝𝑥 − 𝜎2: the robot decrease the longitudinal step length.
These intuitive rules are also applicable for the transportation task. For this, the weight
of the transported object and the corresponding forces are evenly distributed on the
robot’s feet. Hence, the carried mass is influencing the amount but not the position of
the pressure and therefore the learned F-BSPM is independent from the weight.
Up to second two the velocity remains constant because the measurement is located
inside the envelope. Between second two and four the measured center of pressure
is outside of the allowed deviation, which triggers an increase of the step length and
consequently a higher walking velocity. As a result, the robot follows the human
guidance. It can be observed, that the prediction is adapted to the new walking
velocity after a short delay. Since the human permanently interacts with the robot,
also small variations are measured throughout the entire interaction.
Lateral Walking F-BSPM
Next, as shown in Figure 5.6, the proposed approach is applied to lateral walking
in which the human applies forces to the robot via a carried object. Similar to the
longitudinal walking model, also a one minute recording is utilized for different side
stepping parameter configurations. The first two PCs, together with the step length,
are utilized as input for the F-BSPM. In contrast to longitudinal walking, the lateral
center of mass 𝑐𝑚𝑦 is most suitable to detect lateral perturbations. This is related to
the observation that the robot’s hands and arms are not completely stiff. Hence, any
forces of the human induce slight changes to their position and influence the 𝑐𝑚𝑦 .
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Fig. 5.6: The human applies lateral forces on the robot via a carried object during performing a
cooperative human-robot transportation task. The robot utilizes an F-BSPM to predict the intrinsics
of the lateral center of mass. These predictions are compared with the actually measured values where
deviations are compensated by adequate adaptation of the lateral step length parameter.
By utilizing reaction rules similar to the ones for longitudinal walking the robot
adapts its lateral step length parameter accordingly:
∙ 𝑐𝑚𝑦 > 𝑐𝑚𝑦 + 𝜎2: the robot increases the lateral step length.
∙ (𝑐𝑚𝑦 ≤ 𝑐𝑚𝑦 + 𝜎2) ∧ (𝑐𝑚𝑦 ≥ 𝑐𝑚𝑦 − 𝜎2): the robot does not change the lateral step
length.
∙ 𝑐𝑚𝑦 < 𝑐𝑚𝑦 − 𝜎2: the robot decrease the lateral step length.
The resulting measured 𝑐𝑚𝑦 (red) and predicted lateral center of mass 𝑐
𝑚
𝑦 (blue) are
shown in Figure 5.5(b). Here, the human first guides the robot to the right and then to
the left where an adaptation of the step length can be seen by the changing predictive
variance.
5.1.6 Conclusion
In this section, the F-BSPM approach was applied to collaborative human-robot inter-
action tasks where an overview can be seen in Figure 5.7. First, training examples are
gathered from a few regular executions of the particular behavior. For example, the
walking behavior F-BSPM was learned with only one minute of training data. This
ensures that training can be applied with a minimum effort and without the need of
an additional simulated environment.
Next, the dimensionality of the recorded proprioceptors is reduced to a low-
dimensional feature space by utilizing PCA. The trajectories along the most relevant
PCs and the corresponding behavior parameter configuration are then used to learn an
abstract model. More precisely, GPR was utilized to learn F-BSPMs of a humanoid
robot’s knee bending and two walking behaviors. These intrinsic proprioception mod-
els are then used to predict intrinsic stability parameters from the projection of the
measured proprioception during behavior execution. Deviations between the predicted
and measured stability pattern are attributed to the influence of human guidance. Fi-
nally, intuitive reaction rules need to be defined for an adequate behavior adaptation.
It is shown that the F-BSPM approach in general can be used to realize collaborative
tasks involving a human and a robot.
A drawback of the proposed implementation is the amount of knowledge required for
the calculation and selection of the introduced stability parameters. For instance, the
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Fig. 5.7: Overview of the presented eager F-BSPM with regard to the methodology introduced in
Section 4.3. During training, proprioceptors and stability parameters are recorded during regular be-
havior executions. Next, PCA is applied to the recorded training data resulting in a low-dimensional
feature space. The poses contained in this feature space are then used to learn a mapping to the
corresponding stability parameter configuration by utilizing GPR. At runtime, the measured proprio-
ception is projected into the feature space. The corresponding low-dimensional pose allows predicting
the most probable stability parameter. The difference between predicted and actually measured sta-
bility parameter is used to adapt the behavior by utilizing intuitive reaction rules.
robot’s center of mass requires detailed information about the mass distribution and
kinematic structure of the particular platform. This makes the approach less applicable
for non-experts.
A further drawback concerns in the difference of the measurement spaces. More
precisely, the intrinsics are predicted for the corresponding stability parameter while
the behavior is controlled by a parameter configuration such as the step length of the
walking behavior. Hence, the human needs to define task-specific interaction rules what
reduces the overall applicability of the approach. This can be addressed by utilizing
an I-BSPM since it directly estimates behavior parameter configurations.
Furthermore, an important advantage of utilizing GPR as core component of the pre-
sented approach, is its ability to learn a probabilistic model from a small set of training
examples. However, as noted by Quiñonero-Candela and Rasmussen [107], when pro-
cessing large data sets, training a GP often becomes computationally intensive. This
is due to its cubic growth of computational complexity 𝒪(𝑛3). Various solutions have
been proposed in the literature to cope with these situations such as pseudo-inputs [116]
and sample selection [117] with moderate success. Hence, restraining the number of
training examples is crucial for learning these eager F-BSPMs efficiently.
In the following, the benefit of utilizing a lazy learning technique which does not rely
on an abstract model is introduced.
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5.2 Lazy I-BSPM Learning
In order to reduce the computational demand for large data sets, the previously in-
troduced eager approach is replaced by a lazy learning technique. The lazy structure
of the algorithm therefore does not require computing an abstract model. Hence, a
compact description of raw sensor readings into stability parameters is not necessary
anymore. Furthermore, an I-BSPM is utilized that estimates perturbations directly
in the corresponding behavior parameter space. This allows performing an adequate
behavior adaptation without the need of predefined reaction rules.
In particular, it will be shown that a lazy I-BSPM algorithm can be applied to the in-
troduced human-robot interaction tasks. Here, proprioceptors include only raw sensor
readings such as joint angles and pressure sensors which are utilized to generate a low-
dimensional space. To generalize outputs for arbitrary inputs additional examples are
generated from a small set of original training examples. For this, a novel interpolation
method from the field of fluid dynamics is utilized. Furthermore, information theory
is applied in order to weight each PC by its relevance on the behavior parameter. The
resulting scaled low-dimensional space is used to compare the actual proprioception
with the proprioception perceived during training. The parameter configuration which
results in the most similar proprioception is then used as an estimate of the actual
behavior parameter.
5.2.1 Data Acquisition: Behavior Examples
One goal of the proposed BSPM approach is to be applicable without the need of
expert knowledge about the particular robot platform. E.g., utilizing information about
a robot’s mass distribution or kinematic structure delimits the applicability of the
proposed approach. The introduced stability parameters of the above F-BSPM make
use of such information and therefore are excluded from the training data. Instead,
only the 24 joint angles and the eight foot pressure sensors will be utilized for I-BSPM
learning.
As stated in Section 2.1, lazy learning techniques do not generate an abstract model.
Instead, generalization needs to be addressed by a wide variety of training examples
which requires recording a behavior under a large set of possible parameter config-
urations. Since the parameter space may have a dynamic range, this can lead to a
time-consuming recording phase, which in consequence leads to wear and tear of the
robot hardware. To avoid a lengthy training session, a novel interpolation method is
applied to only a few training examples.
Similar to the proposed F-BSPMs, regular behavior executions are recorded for an
equidistant set of behavior parameters. For example, different step lengths of the
NAO robot’s walking behavior. In particular, recording a behavior for one parameter
5 Inferring Guidance Information in Human-Robot Collaboration 75
configuration 𝑦 results in
X1 =
⎡⎢⎣x1...
x𝑛
⎤⎥⎦ ,y1 =
⎛⎜⎝𝑦1 = 𝑦...
𝑦𝑛 = 𝑦
⎞⎟⎠ , (5.7)
where 𝑛 is the number of samples and 𝑚 is the number of proprioceptors. Hence,
X1 is composed of 𝑛 row vectors x = (𝑥1, . . . , 𝑥𝑚) which contain 𝑚 proprioceptive
measurements while y1 contains the corresponding behavior parameter configuration.
The training data for 𝑘 equidistant parameter configurations then comprises a total of
𝑛 · 𝑘 samples
X =
⎡⎢⎣X1...
X𝑘
⎤⎥⎦ ,y =
⎛⎜⎝y1...
y𝑘
⎞⎟⎠ . (5.8)
Since the behavior was executed under regular environmental conditions (without ex-
trinsic perturbations) the training data contains correlations between the behavior’s
intrinsics X and the behavior parameter configuration y. As will be shown later, these
correlations are utilized to strengthen the mapping between training and runtime mea-
surements. Furthermore, the exact equidistance of recorded parameter configurations
is vital for the interpolation scheme which is introduced in the following.
5.2.2 Interpolation
The proposed lazy I-BSPMs do not learn an abstract model to generalize outputs for
arbitrary inputs. Instead, training examples and runtime data are compared where
the closest match is used to estimate the actual behavior parameter. The accuracy of
this procedure strongly depends on the number of training examples where a lengthy
training session would decrease the applicability and further increase the wear and tear
of the robot’s hardware.
An efficient way to expand the amount of training data can be achieved by using
interpolation schemes. To this end, a novel interpolation method from fluid dynam-
ics, so called Dynamic Mode Decomposition (DMD) [118][38] is applied. This method
presents a modal decomposition for non-linear flows and allows the extraction of co-
herent structures oscillating at a single frequency and growth/decay rate. The basic
idea is that DMD computes a linear model which approximates the underlying non-
linear dynamics of an unknown system. Similar to the periodic nature of flows, it is
assumed that DMD is applicable to the proprioception of periodic robotic behaviors,
e.g., walking. Hence, DMD is used to obtain the behavior specific dynamics which can
be used to interpolate proprioceptive measurements for arbitrary behavior parameter
configurations.
Here, a recording for one behavior parameter is reconstructed by z = (x1, . . . ,x𝑚)
T
where 𝑚 is the number of proprioceptors and x = (𝑥1, . . . , 𝑥𝑛) contains 𝑛 samples. The
overall training data for 𝑘 equidistant behavior parameter configurations is given by
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Z = [z0, . . . , z𝑘−1]. Hence, each column of Z contains the stacked temporal evolution of
all proprioceptors for one of the equidistant behavior parameter configurations. This
data is divided into two matrices Z1 = [z0, . . . , z𝑘−2] and Z2 = [z1, . . . , z𝑘−1]. Con-
sequently, these matrices are shifted by one sample and can be linked via a system
matrix. Since the data is obtained from experiments, this system matrix is unknown
and needs to be calculated for a very large system. As noted by Bagheri [119] it is
computationally impossible to solve the eigenvalue problem directly as well as to fulfill
the storage demand. Instead, the idea is to approximate the eigenvalue problem such
as proposed by Chen, Tu, and Rowley [120] who project the system matrix onto a
Krylow subspace.
In contrast, Schmid [118] describes a more robust calculation referred to as General
Dynamic Mode Decomposition (GDMD). The GDMD is based on the linearization
of the last snapshot, which is assumed to correspond to the underlying non-linear
dynamics. This is achieved by applying a singular value decomposition on Z1 such
that Z1 = UΣW
*. The full-rank matrix S is determined on the subspace spanned
by the orthogonal basis vectors U of Z1, described by S = U
*Z2WΣ−1. Solving
the eigenvalue problem S𝜇 = 𝜆𝜇 leads to a subset of complex eigenvectors 𝜇. The
GDMD modes are then defined by Φ = U𝜇 where the complex eigenvalues 𝜆 contain
growth/decay rates and frequencies of the corresponding modes. The discrete temporal
evolution of the GDMD modes is determined by the Vandermonde matrix
V𝑎𝑛𝑑 =
⎡⎢⎣1 𝜆1 · · · 𝜆
𝑘−2
1
...
...
. . .
...
1 𝜆𝑘−1 · · · 𝜆𝑘−2𝑘−1
⎤⎥⎦ . (5.9)
In order to perform an interpolation, Φ is scaled by 𝛼 = (𝛼1, . . . , 𝛼𝑘−1). The analysis
of V𝑎𝑛𝑑 shows that the first sample z0 is independent of the temporal evolution. Hence,
the scaling factors 𝛼 can be calculated by solving ΦD𝛼 = z0, where
D𝛼 =
⎡⎢⎣𝛼1 0. . .
0 𝛼𝑘−1
⎤⎥⎦ . (5.10)
Finally, the training data is reconstructed by Z1 = ΦD𝛼V𝑎𝑛𝑑 and an arbitrary accurate
interpolation is achieved by adding additional 𝜆 to V𝑎𝑛𝑑. In particular, adding v𝑎𝑛𝑑 =
(𝜆1.51 , . . . , 𝜆
1.5
𝑘−1)
T interpolates a new sequence of samples within between the second and
third measurement of Z.
The GDMD algorithm provides a rank-(𝑘 − 1) solution, which means that the ap-
proximate eigenvalues agree with the number of snapshots in Z1. By adding additional
snapshots which do not increase the vector space (they do not contribute any new in-
formation to the system) the number of approximate eigenvalues still increases. Hence,
the key challenge is to identify a subset of modes which capture the most important
dynamic structures in order to achieve a good quality approximation. To solve this,
the Sparsity-Promoting Dynamic Mode Decomposition (SDMD) was developed by Jo-
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Fig. 5.8: The SDMD regularization parameter γ and its influence on non-zero amplitudes where the
black cross marks γ = 0.36. Left: The curve progression of the regularization parameter γ. Right: The
number of non-zero amplitudes (Nz) as function of γ. Here, γ = 0.36 results in 22 non-zero amplitudes.
Here, a low number of non-zero amplitudes in α helps to reduce the influence of disturbances in the
approximation.
vanovi, Schmid, and Nichols [121]. Instead of scaling the whole spectrum of available
modes, the SDMD only concentrates on the most dominant modes for the entire series
by setting the amplitudes of the negligible modes to zero. For this, the problem is
brought into the following constellation
min
α
J(α) + γ
k−1∑
i=1
|αi| , (5.11)
where γ denotes a regularization parameter that indicates the focus on sparsity of α.
Larger values of γ increase the focus on sparsity (less extracted modes) as illustrated
in Figure 5.8 for an exemplary robot data set with 51 examples. The higher the value
of γ (green curve), the lower the number of non-zero amplitudes Nz (blue curve) and
the more SDMD concentrates on the low-frequency modes. For the example presented
here, γ = 0.36 which results in Nz = 22, compared to 50 GDMD-modes. An optimal
configuration of γ requires some knowledge about the particular sensor and its noise
component. In particular, error prone sensors benefit from smaller γ values while
reliable measurements can utilize higher values. As a rule of thumb, γ ≈ 1.0 has
proven to produce relatively good results for most of the sensors utilized in the context
of this thesis. A more detailed depiction of various DMD implementations can be found
in previous publications [6][4].
In order to investigate the applicability of DMD to robotic behavior the GDMD and
SDMD are compared to several classical interpolation schemes. For this, the NAO
robot’s longitudinal walking behavior is executed with five equidistant step lengths
〈−4,−2, 0, 2, 4〉[cm] and recorded for four seconds. The resulting 400 samples of propri-
oceptive measurements are separately stored in Z. For example, Zcmx has five columns
where each column contains 400 measurements of the cmx and is visualized in Figure 5.9
left. Given these samples, the goal was to generate cmx measurements for step lengths
that were not recorded during training with an accuracy of 0.01 [cm].
To this end, the GDMD and SDMD are compared with classical methods, e.g., near-
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Fig. 5.9: GDMD is used to generate a model of the NAO robot’s longitudinal center of mass 𝑐𝑚𝑥 for
its walking behavior. Hence, new 𝑐𝑚𝑥 patterns are generated for unknown parameter settings. Left:
The training data which consists of five equidistant 𝑐𝑚𝑥 patterns during walking. Right: The 𝑐
𝑚
𝑥 is
interpolated with an interval of 0.01 [cm] resulting in approximated patterns for 800 possible step
length configurations.
est neighbor, spline and bicubic interpolation. The accuracy of the interpolated data
is evaluated by recording an additionally set of validation examples. These exam-
ples contain proprioceptive measurements for the so far unknown walking step lengths
⟨−3,−1, 1, 3⟩ [cm].
The first row of Table 5.1 summarizes the resulting Mean Relative Errors (MREs)
for the 𝑐𝑚𝑥 . As can be seen, the GDMD, which utilizes the maximum of four modes,
scores the lowest MRE among all methods. In contrast, SDMD considers the influence
of noise and reduces the number of modes to three. This results in a less accurate
model but still outperforms the classical interpolation schemes. Figure 5.9 right shows
the interpolation result achieved by utilizing GDMD.
As already mentioned, the training data originates from a robot’s standard proprio-
ceptors which may be affected by strong noise. Hence, forcing a low number of non-zero
amplitudes in 𝛼 can reduce the influence of disturbances in the approximation. To give
an example of a noisy low-cost proprioceptor, the robot’s longitudinal acceleration1 𝑎𝑥
is interpolated. The MRE of the interpolation results can be seen in the second row of
Table 5.1. Again, GDMD uses all of the extracted modes. Since some of these modes
mainly contain noise this results in a corrupted interpolation what deteriorates the
performance to a similar MRE as for the classical interpolation schemes. In contrast,
SDMD concentrates on the modes that best approximates the underlying dynamics of
the intrinsic proprioception. In this case, one mode was set to zero which apparently
contained strong noise. Hence, SDMD exhibits a better interpolation quality than the
GDMD approach for rather noisy sensors.
1The acceleration is measured by an inertial measurement unit integrated in the NAO robot’s chest.
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Tab. 5.1: The MRE of the validation examples with regard to the corresponding interpolation re-
sults of GDMD, SDMD and several classical interpolation schemes. Here, GDMD shows the highest
accuracy for the 𝑐𝑚𝑥 while SDMD performs best for the noisy 𝑎𝑥.
nearest neighbor spline bicubic GDMD SDMD
𝑐𝑚𝑥 4.42 4.62 4.25 2.43 3.36
𝑎𝑥 11.23 16.95 15.3 16.78 7.4
5.2.3 Scaled Feature Space
First, a low-dimensional feature space is computed from the non-interpolated training
data. Here, PCA is applied to the recorded proprioceptive measurements X. In order
to dampen noisy proprioceptors, the PCs with the lowest eigenvalues are erased. The
acquired training data X is then projected into this feature space which results in a
set of low-dimensional trajectories
X′ =
⎡⎢⎣ 𝑋
′
1,1 · · · 𝑋 ′1,𝑚′
...
. . .
...
𝑋 ′𝑛·𝑘,1 · · · 𝑋 ′𝑛·𝑘,𝑚′
⎤⎥⎦ , (5.12)
where 𝑛 · 𝑘 is the overall amount of training samples and 𝑚′ ≤ 𝑚 is defined by the
remaining PCs. Hence, each column x′[1], . . . ,x′[𝑚′] represents the temporal evolu-
tion of one low-dimensional trajectory. A drawback of this procedure is that possibly
beneficial dependencies between proprioceptors and behavior parameters, e.g., correla-
tions between joint angles and the walking step length, are neglected. In the following,
correlations between the proprioceptors and the behavior parameter are uncovered by
means of information theory.
For this, PCs with a strong statistical coherence to the behavior parameter configura-
tion are detected. To this end, the information transfer between the behavior parameter
y and the projected training data trajectoriesX′ is taken into account. A PC is deemed
relevant, if changes in the behavior parameter configuration are a good predictor for
the activity of the corresponding trajectory. From an information-theoretic point of
view, this type of relationship can be detected by using Transfer Entropy (TE) (see
Section 3.1.3 p. 32). More precisely, 𝑇𝐸y→X′ = 𝐼(X′ + 1;y|X′) quantifies the incor-
rectness of the assumption, that in the absence of information transfer from y to X′,
the state of y has no influence on the transition probabilities on X′.
Computing the TE requires the calculation of the conditional as well as joint proba-
bility of co-occurrences in y and X′. To estimate these probabilities, without resorting
to density estimation, the projected trajectories of X′ are preprocessed by two subse-
quent steps: normalization and discretization (see Section 2.2). Figure 5.10 shows a
simple example for the preprocessing of the first PC trajectory (blue) with regard to
the step length parameter (green) of walking. For this, a total of twenty-one equidis-
tant step lengths was recorded. First, the original range of each PC trajectory is
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Fig. 5.10: The projected training data trajectory of the first PC is normalized and discretized to in-
crease the efficiency of information-theoretic measures. Left: The original PC of a 60 second longitu-
dinal walking behavior are configured with twenty-one equidistant step lengths. Middle: The training
data trajectory is normalized by utilizing the z-score. Right: The continuous space of the normalized
values is further discretized to a fixed number of states. Here, the number of states is equivalent to
the states of the particular behavior parameter, e.g., the twenty-one step length configurations.
normalized by utilizing the standard score which is also known as z-score. Next, the
continuous space of the normalized dimension is discretized. Here, the number of quan-
tization levels is equivalent to the corresponding behavior parameter space to result in
twenty-one states. This has the advantage of stability and independence of input value
transformations.
Variations of the robot’s behavior parameter configuration could possibly have a
time delayed impact on proprioceptors and consequently on the projected trajectories.
The so far utilized TE algorithm only allows to draw conclusions based on transitions
of a one-step delay between y and X′. A more general approach is implemented by
using delayed TE TEy→X′(δ) (see Equation 3.16 p. 35) which introduces multiple
possible delays δ = (δ1, . . . , δj). Here, the peak values between the particular behavior
parameter y and the projected trajectories x′[1], . . . ,x′[m′] are calculated by
TE∗y→x′[i](δ) = argmax∀j TEy→x′[i](δj). (5.13)
Each original PC is then scaled by the calculated peak values such that components
with higher TE are stretched and those with lower TE are shrunk. The resulting scaled
feature space, is utilized to project original and interpolated training data as well as
actual measurements and is in the core of this lazy I-BSPM implementation.
5.2.4 Behavior Parameter Estimation
During task execution the measured proprioception xˆ is projected into the scaled fea-
ture space. The resulting low-dimensional point is defined as xˆ′. In contrast to the
previous implementation, the estimated behavior parameter cannot be derived from
these projections directly. This is due to the fact, that DMD techniques interpolate
unknown proprioceptive measurements from the training data but provide no mapping
technique. Instead, a separate approach which finds the optimal mapping between the
actual proprioception and the training data is introduced. More precisely, a nˆ-length
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sequence of the actual proprioceptive measurements X̂ is projected into the scaled fea-
ture space upon online behavior execution. The resulting low-dimensional trajectory
X̂′ is compared with the trained and interpolated trajectories in order to identify the
best matching and therefore most similar behavior parameter. The basic idea is that
the I-BSPM maps the behavior parameter, which was configured for the most similar
training data, as an estimate of the perceived proprioception.
For this, Dynamic Time Warp (DTW) [106] a time series alignment algorithm for
measuring the similarity between two temporal sequences, is utilized. In particular, the
goal is to find the optimal correspondence between projected training X′ and runtime
data X̂′ which have the following structure
X′ =
⎡⎢⎣x
′(1)
...
x′(𝑛)
⎤⎥⎦ , X̂′ =
⎡⎢⎣x̂
′(1)
...
x̂′(?̂?)
⎤⎥⎦ . (5.14)
Due to the significant difference in length ?̂? ≪ 𝑛 the task is formulated as finding a
subsequence
X′(𝑠* : 𝑒*) = (x′(𝑠*),x′(𝑠* + 1), . . . ,x′(𝑒*)) (5.15)
with 1 ≤ 𝑠* ≤ 𝑒* ≤ 𝑛, where 𝑠* is the starting index and 𝑒* is the end index that
optimally fits to the corresponding subsequence X̂′. This technique is also known as
Subsequence Dynamic Time Warping (SDTW) [122]. To find the optimal subsequence
the accumulated cost matrix D is determined as
D𝑖,1 =
𝑖∑︁
𝑔=1
𝑐(x̂′(𝑔),x′(1)), 𝑖 ∈ [1 : ?̂?]
D1,𝑗 = 𝑐(x̂
′(1),x′(𝑗)), 𝑗 ∈ [2 : 𝑛]
D𝑖,𝑗 = 𝑚𝑖𝑛{D𝑖−1,𝑗−1,D𝑖−1,𝑗,D𝑖,𝑗−1}+ 𝑐(x̂′(𝑖),x′(𝑗)),
(5.16)
where 𝑐 is a local distance measure which usually is defined as the Euclidean Distance
(EUD). As a result the SDTW algorithm is able to determine the path with minimal
costs ending at (𝑒*, 𝑛), where 𝑒* is given by
𝑒* = argmin
𝑒∈[1:𝑛]
D?̂?,𝑒. (5.17)
To determine the warping path p* = (𝑝1, . . . , 𝑝𝐿), which starts at 𝑝1 = (1, 𝑠*) and
ends at 𝑝𝐿 = (?̂?, 𝑒
*), a dynamic programming recursion is used. The resulting path p*
represents the optimal subsequence of X̂′ in X′.
The behavior parameter which was configured while producing these similar pro-
prioceptive measurements during training 𝑦𝑝𝐿 defines the output of the I-BSPM. An
extrinsic perturbation is then inferred from the difference between this estimate and
the actually configured behavior parameter. This has the advantage that a perturba-
tion is measured in the behavior parameter space what simplifies an adequate behavior
adaptation. In particular, the estimated behavior parameter represents an appropriate
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behavior adaptation and is utilized as setpoint. Hence, no predefined reaction rules are
required anymore.
In the following, the interaction scenario with the humanoid NAO robot, as already
examined in the previous experiments (Section 5.1.5), is investigated. This shows that
an I-BSPM achieves similar and even superior results while requiring less user effort
and minor knowledge about the particular robot platform. A video presenting some
of the experiments conducted in this section can be found under the following link:
https://youtu.be/wHZYx6Dzswk.
Afterwards, the usability of the human-robot interaction task is analyzed by con-
ducting a user study. For this, a questionnaire which is suitable for small sets of test
users is utilized. Two groups which divide users depending on their experience with
humanoid robots are analyzed. By comparing the results, this allows to analyze the
intuitive applicability of the proposed I-BSPM implementation.
5.2.5 Evaluation
In this section several experiments are conducted without the use of higher level sta-
bility parameters, e.g., center of mass. This increases the applicability of the presented
I-BSPM approach to non-experts. Furthermore, the lazy I-BSPM implementation does
not contain an abstract proprioception model and instead requires a large number of
training examples. Here, arbitrary accurate training examples are generated from few
examples by utilizing the examined GDMD method for interpolation purposes.
The objective of the presented application is to estimate the strength and direction
of extrinsic perturbations caused by a human interaction partner during longitudinal
walking. The I-BSPM utilizes 54 seconds of raw sensor readings rather than stabil-
ity parameters. More precisely, recorded proprioceptors include 24 joint angle values
and raw foot pressure measurements for nine equidistant step length configurations:
⟨4, 3, 2, 1, 0,−1,−2,−3,−4⟩ [cm]. By utilizing the proposed GDMD interpolation tech-
nique, the overall accuracy of the training examples is increased to 0.01 [cm]. In con-
trast to SDMD, no additional user effort for an adequate configuration is required what
ensures independence from expert knowledge about the particular sensor readings. Fur-
thermore, SDMD is less beneficial since the subsequent PCA procedure already damp-
ens noisy inputs by erasing less variant components. In particular, a four-dimensional
feature space of the angle sensors and a six-dimensional feature space of the pressure
sensors is calculated retaining 95 % of the variance contained in the non-interpolated
training examples.
These feature spaces are scaled by their information transfer received from the step
length parameter. This is necessary since PCA extracts the most characteristic prop-
erties of a behavior but does not utilize dependencies with the behavior parameter
configuration. TE therefore measures how strong each PC depends on the configured
step length parameter. Here, only the trajectories of the non-interpolated PCs are
normalized and discretized to nine states and utilized for computing the TE. In order
to include delayed dependencies, the peak TE values for a time window which con-
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Fig. 5.11: The original PC trajectories of longitudinal walking are scaled by their information transfer
received from the step length parameter. Left: The third PC has the highest TE value and is stretched
while the first and second PC are dampened. The scaled PCs comprise the feature space of the
I-BSPMangle. Right: The vector length of PC · TE∗ compared to the measured stability parameter
cmx . In contrast to utilizing such higher level stability parameters, the proposed I-BSPM does not need
any knowledge about the robot’s kinematics or mass distribution to generate a comparable result.
siders the last ten measurements are calculated (see Equation 5.13 p. 80). PCs that
have a high TE w.r.t. the robot’s behavior are deemed more influential and relevant.
Figure 5.11 left shows some of the original (blue) and scaled (green) PCs which are
calculated from the recorded joint angle values. While the first, second component are
dampened, the third one is stretched. The resulting scaled feature spaces represent the
corresponding I-BSPM and are referred to as I-BSPMangle and I-BSPMpressure. During
runtime behavior execution, these I-BSPMs are applied to estimate the presence and
amount of extrinsic perturbations.
For this, an extrinsic perturbation is detected by comparing the low-dimensional
training examples with the projection of the measured proprioception. SDTW is used
as a distance function in order to include the temporal pattern for this comparison.
For the I-BSPMangle, the influence of the third PC on the SDTW algorithm is increased
while decreased for the other components. Furthermore, Figure 5.11 right shows the
vector length of each PC scaled with its particular TE |PC · TE∗| compared to the
longitudinal center of mass cmx . As can be seen, the properties of I-BSPMangle are
remarkably similar to the cmx , without actually having to provide prior knowledge about
the robot kinematics or mass distributions.
Both I-BSPMs are utilized for the detection of human guidance during runtime exe-
cution of the walking behavior. In order to ensure better comparability, perturbations
are applied to different parts of the robot. Figure 5.12 shows the parameter estimations
of I-BSPMangle and I-BSPMpressure for a constant parameter configuration and various
perturbations. Perturbation (a) is recognized by both I-BSPMs, because the angles as
well as the pressure sensors are affected. If no extrinsic perturbation is recognized dur-
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Fig. 5.12: Strength and direction of extrinsic perturbations are measured by the difference between
estimated and configured behavior parameter. Certain I-BSPMs help to recognize and qualify a variety
of perturbations. (a) is detected by the I-BSPMangle and the I-BSPMpressure while perturbations in
(c) and (d) are detected by only one of these models.
ing (b), the parameter estimations of both I-BSPMs give a close approximation of the
configured parameter value. However, in (c) the perturbation affects the pressure sen-
sors rather than angles and in consequence can only be measured by the I-BSPMpressure.
Finally, perturbation (d) leads to a measurement of flat zeros for the pressure sensors.
This is not part of the training data and, consequently, cannot be recognized by the
I-BSPMpressure. Hence, multiple I-BSPMs which are trained for different proprioceptive
measurements are suitable to qualify certain perturbations, allowing conclusions about
perturbation characteristics.
It can be argued that the interpolation and mapping technique is applicable with-
out the need of PCA and TE. Hence, mapping a sequence of proprioceptive runtime
measurements can be done directly in the original (high-dimensional) proprioception
space. Indeed, this is possible but as will be shown results in a significant loss of ac-
curacy. Here, a validation data set was recorded while the robot frequently reduced
its step length. More precisely, the robot walked for one minute and step lengths
within between (4, . . . ,−4)[cm] resulting in 6000 validation samples. Table 5.2 sum-
marizes the Mean Absolute Error (MAE) of these samples when utilizing I-BSPMangle
or I-BSPMpressure.
As can be seen, both I-BSPMs are not applicable in the high-dimensional space of
the original measured proprioceptors. Here, I-BSPMangle achieves clearly better results
when utilizing exclusively PCA. This is due to the fact that the joint angles are espe-
cially influenced by spurious relationships, which are strongly dampened by PCA, even
without TE. By combing PCA and TE the lowest MAE is achieved. Furthermore, as
shown by I-BSPMpressure, using only PCA can obfuscate behavior parameter correla-
tions. After appropriate scaling of the corresponding PCs the I-BSPMpressure mapping
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Tab. 5.2: The MAE of the I-BSPM estimation results (in [cm]) when utilizing joint angles or pressure
values for all permutations of PCA and TE. The I-BSPMangle accuracy strongly benefits from PCA
while the usage of TE is vital for the I-BSPMpressure. As can be seen, combining PCA and TE results
in the lowest MAEs.
¬PCA¬TE ¬PCATE PCA¬TE PCATE
I-BSPMangle 0.29 0.28 0.06 0.02
I-BSPMpressure 0.25 0.32 0.3 0.04
accuracy increases. To conclude, a combination of PCA and TE results in the lowest
MAE for both I-BSPMs and therefore is vital for the applicability of the presented
implementation.
5.2.6 Usability Analysis
A user study is conducted in order to investigate the usability of the presented I-BSPM
implementation. For this, the well-known System Usability Scale (SUS) created by
Brooke [123] is used. SUS is a ten-item questionnaire for quickly measuring a system’s
usability with a score in range from 0 to 100. As noted by Bangor, Kortum, and
Miller [124], the SUS questionnaire further is a method to effectively determine a
system’s usability even with a smaller number of test subjects.
In particular, 20 male and 9 female subjects (ages 13−18, mean = 15.28) participated
in this user study. All participants were high-school students and were divided into two
groups. The first group consisted of 21 students who had never before interacted with
the NAO robot. This group is referred to as beginners. The second group containing 8
students had participated on an one day NAO workshop before and, thus, is referred
to as experts. The total time per participant including instructions, experiment and
questionnaire was about ten minutes.
In this experiment, the I-BSPMangle, which derives proprioception only from angle
values, was evaluated. Subjects had to steer the robot by physically touching and
guiding it to several target positions. As starting condition, the robot is walking
in place with a step length of zero centimeters. Next, the subjects were asked to
steer the robot along its longitudinal axis to three specified points on the floor by
physically pushing the robot forwards and backwards, as illustrated in Figure 5.13
left. In order to accomplish this task, a forward-to-backward and a backward-to-
forward transition had to be completed. While walking towards the target points, the
robot could be accelerated and decelerated by the difference between the estimated
and actually configured step length parameter.
While walking backwards, the center of gravity is strongly moved towards the front
of the robot. Moreover, this effect is further increased by the human guidance. In
consequence, a backward-to-forward transition stronger influences the robot’s stability
and is more challenging than a forward-to-backward transition. Considering this, the
first waypoint was defined in the front of the robot, the second behind it and the third
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Fig. 5.13: The usability of the presented I-BSPM implementation is investigated by conducting a user
study. Left: The experimental conditions. First the subjects have to lead the robot forward to the
blue marker and fulfill a forward-to-backward transition. Next, they have to lead the robot backward
to another blue marker and fulfill a backward-to-forward transition. Finally, they have to lead the
robot back to its initial position. Right: The results of the SUS questionnaire. The usability depends
on the user’s knowledge about the robot platform. The overall rating is between good and excellent
what confirms the intuitivity and usability of the proposed approach.
was the robot’s start point. This design results in an increasing interaction difficulty
during the experiment.
As suspected most of the participants perceived the backward-to-forward transition
as more challenging what often led to falling over of the robot. In this case, the subject
was allowed to try the complete experiment once again. During the second execution
nearly all subjects were able to successfully execute both walking transitions. This fast
learning curve is attributed to a high intuitivity of the proposed approach.
Statistical analysis of the SUS questionnaire further underlines this conclusion. For
this, the mean and standard deviation of the SUS score for the beginners, the experts
and all participants is computed and compared in respect to the rating proposed by
Bangor, Kortum, and Miller [124]. Hence, the SUS score of 0 to 100 is assigned to
values between worst and best imaginable. As shown in Figure 5.13 right the experts
assign an excellent mean score while the beginners evaluate the approach with a good
mean score. The better rating by the experts can be explained by their familiarity with
the robot hardware and that they have less fear of contact than the beginners. This
observation is confirmed by the measured standard deviation which is smaller for the
experts than for the beginners. In general, this user study confirms a good to excellent
usability and a steep learning curve.
5.2.7 Conclusion
In this section, an I-BSPM was applied to accurately identify human physical influences
on a robot. An overview of the proposed lazy learning is given in Figure 5.14. Here,
no abstract model is utilized to map arbitrary inputs to their most probable outputs.
Instead, the similarity between training examples and runtime data is used to estimate
the actual behavior parameter.
More precisely, regular training examples are acquired for a few equidistant param-
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Fig. 5.14: Overview of the presented lazy I-BSPM approach with regard to the methodology intro-
duced in Section 4.3. Training data, acquired from proprioceptors during regular execution of the
behavior, is processed to a scaled feature space by utilizing PCA and TE subsequently. Here, DMD is
utilized to interpolate unknown proprioceptive measurements for arbitrary behavior parameter con-
figurations. During runtime, a sequence of the measured proprioception is being projected into the
scaled feature space and mapped to the nearest training samples by utilizing the SDTW algorithm.
The behavior parameter configuration of the most similar training example is then used as an estimate
of the behavior parameter. Utilizing this estimate as setpoint results in a direct behavior adaptation.
eter configurations. The recorded proprioceptors are then projected into a feature
space by utilizing the most relevant components (PCA). Here, each component is fur-
ther scaled by the information transfer (TE) received from the particular behavior
parameter. Hence, the influence of more relevant components on the utilized mapping
technique is strengthened. At runtime, the measured proprioception is projected into
the scaled feature space and compared to the training samples by utilizing the SDTW
algorithm. In particular, the training example with the smallest EUD to the measured
proprioception is detected. The parameter configuration of the closest match is then
used as an estimate of the actual behavior parameter.
As stated above, only a few training examples for equidistant parameter configura-
tions are recorded what, without further interpolation, would result in a limited output
accuracy. In order to generalize outputs for arbitrary inputs the DMD, a novel method
from the field of fluid dynamics, was applied. DMD isolates the dynamics of a non-
linear system and in consequence is well suited to separate noise from intrinsics. For
this, periodic robot behaviors, e.g., walking, are considered to have similar properties
as flows. One can argue that not all behaviors have a periodic nature. In most of the
cases, this can be solved by periodically performing an inverse behavior execution after
the original one, e.g., knee bending. As a result, the recorded proprioceptive measure-
ments can be interpolated arbitrarily between equidistant training examples. During
runtime, a sequence of the measured proprioception is compared to the recorded and
interpolated training data. This enables the proposed approach to function with only
few training examples while providing sufficient estimation accuracy.
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5.3 Summary
In order to infer guidance information during cooperative human-robot interaction, two
BSPM applications for measuring extrinsics during behavior execution were presented.
For this, the expected proprioception, which is estimated from knowledge about regular
behavior executions, is compared to the measured proprioception. The amount and
direction of extrinsic perturbations can then be used to adapt the robotic behavior
accordingly. More precisely, the goal was to adapt a humanoid robot’s behavior to the
forces induced by the human interactant such that the robot is following the human
guidance. For this,
1. an eager approach which applies F-BSPMs and
2. a lazy approach which utilizes I-BSPMs were presented.
Here, the abstract model of (1) generalizes outputs by modeling a probability distribu-
tion over functions (GPR) while (2) introduces a non-linear interpolation scheme over
periodic training data (DMD). As a result, both implementations required only few
training examples with a maximum recording length of one minute. This is vital to
ensure the practical applicability of the BSPM approach.
The acquired training data is then used to learn the particular BSPM. The F-BSPM
predicts the proprioception of the most probable stability parameter where extrinsics
are defined by the difference between measured and expected stability. The I-BSPM
utilizes the configuration of the most similar training example in interpolated space
as an estimate of the actual behavior parameter. Here, extrinsic influences on the
proprioception are derived from the difference between the actually configured and
estimated behavior parameter.
Hence, (1) measures the strength and direction of perturbations inside the stability
parameter space. This requires the definition of precise rules which map a perturbation
to an adequate behavior adaptation. In contrast, (2) measures perturbations inside the
parameter space. This allows utilizing the estimated behavior parameter as setpoint
for a direct behavior adaptation.
A further advantage of (2) is the automatic identification of relevant training data
by utilizing the information transfer between the behavior parameter and the propri-
oceptors. Here, available proprioceptive information is leveraged resulting in patterns
which are similar to the utilized stability parameters. Hence, information-theoretic
measures are proved beneficial for the application in BSPMs and are further investi-
gated in the following chapters. Furthermore, the generalizability of the proposed lazy
I-BSPM approach will be demonstrated by investigating a tool usage application for
an industrial robot platform.
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6 Augmenting Robotic Proprioception
with Virtual Force Sensors
This chapter investigates the applicability of the proposed BSPM approach on an in-
dustrial robot where the presented applications are focusing on the physical interaction
with the environment. The idea is to give the robot similar capabilities as skilled human
workers who are able to estimate exact forces from prior experience only. Concretely,
the proprioception of a UR5 robotic arm is augmented with accurate force sensing
capabilities without the need of special purpose sensors.
In practice, the firmware of such industrial robots often provides some kind of force-
torque estimation interface where a major drawback is its limited accuracy. Here, the
estimation accuracy depends on a precise configuration of the underlying mathematical
model which needs to be provided by the user. For example, the UR5 robot includes
a built-in firmware which estimates force-torque values acting at its Tool Center Point
(TCP). The manufacturer specifies a force accuracy of ±25N if dimensions, orientation,
and weight of the tool are configured correctly. Furthermore, the manufacturer warns
that the utilized force estimation algorithm provides no protection against momentum.
While not relying on a manual configuration, one goal of the proposed V-BSPMs is to
achieve higher estimation accuracy than this built-in firmware.
Another possible solution is to expand the robot with a dedicated sensor that mea-
sures Force-Torque (FT) values at its TCP. These FT sensors are appropriate to solve
a wide variety of tasks but also have a negative impact on costs. Furthermore, the
additional weight limits the robot’s payload. With regard to rough environmental con-
ditions, such FT sensors usually provide no protection against dust and spray water
where an additional external cover intensifies these issues. Hence, utilizing built-in
firmware or FT sensors results in major restrictions which reduce the general and in-
tuitive applicability of the particular robot platform. To solve this without the need of
additional hardware or expert knowledge, the BSPM approach can be applied in the
virtual sensor mode. The corresponding V-BSPM augments the robot’s propriocep-
tion but does not detect extrinsic perturbations (see Section 4.3). In particular, two
different implementations of the V-BSPM are presented and applied to specific tasks:
1. A lazy V-BSPM estimates the tightening torque of a custom wrench by detecting
the most similar training example.
2. An eager V-BSPM approximates the weight of a water extraction station by
memorizing long-term dependencies between proprioceptive measurements.
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Fig. 6.1: A V-BSPM is applied to augment the proprioception of a UR5 robotic arm with tool usage
capabilities. Left: A three-fingered gripper mounted on a UR5 robotic arm is utilizing a usual torque
wrench. The torque exerted to a screw nut is estimated from the robot’s standard proprioceptors.
Right: The robot turns the torque wrench about 45∘. The exerted torque (blue) results in a preload
force (green) which is countered by the force conducted by a pressure spring (orange).
For this, training examples of the UR5 robot’s standard proprioceptors are further
augmented by context descriptions or labels. At runtime, the robot utilizes the V-
BSPM to classify the actual context label, e.g., the torque or weight exerted to the
TCP. As will be shown, these V-BSPMs achieve an accuracy which is comparable to
and even beyond state-of-the-art FT sensors.
6.1 Lazy V-BSPM Learning
In this section, the V-BSPM approach is applied to the UR5 robotic arm which conducts
the physical interaction of tightening a screw nut (see Figure 6.1 left). Here, a three-
fingered gripper is mounted on the UR5 robotic arm to limit a given tightening torque
when configuring the screw nut with a custom wrench. This is motivated by a trained
mechanics ability to estimate a screw nut’s tightening torque from prior experience only.
The elaborated setup is further explained in Figure 6.1 right. Here, the exerted torque
(blue) results in a preload force (green) which is countered by the force conducted by
a pressure spring (orange).
The first step of the V-BSPM is to acquire a small set of training examples which
represent the intrinsics of the behavior. For this, a 45∘ tightening movement is recorded
multiple times for equidistant torque configurations. Here, the configured torque is used
as label of the corresponding training example. This ensures that correlations between
proprioceptors and the torque are contained in the training data. The V-BSPM is an
expanded version of the lazy algorithm which was introduced in Section 5.2. Hence,
the number of training examples can be increased by utilizing the introduced DMD
interpolation scheme from the field of fluid dynamics (see Section 5.2.2 p. 75).
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The recorded behavior examples are used to generate two particularly different fea-
ture spaces. One focuses on temporal correlations while the other utilizes correlations
to the labels of the torque exerted to the screw nut. For the proposed task, the first
feature space is used to identify the actual phase of the behavior execution. Here,
the phase determines the actual state of the behavior which is strongly related to the
relative execution time. One could even argue that the relative execution time can be
used to determine the robot’s state. This may be possible when a behavior is always
guaranteed to be executed in exactly the same way. In the case of the UR5 robot, each
behavior execution has a varying onset and consequently the relative execution time
does not precisely describe the state of the behavior. Hence, a precise phase estimation
procedure is vital. The second feature space then determines the exerted torque which
benefits from a search space reduction of the selected phase. To this end, runtime mea-
surements are projected into the corresponding feature spaces and compared to the
training trajectories. Finally, the label which is assigned to the training example with
the highest similarity is used as an estimate of the exerted torque. In the following,
each step of the lazy V-BSPM implementation is explained in more detail.
6.1.1 Data Acquisition: Behavior Examples with Context Labels
The real-time interface of the UR5 robot provides access to 105 sensor readings. As
commonly provided by most robot platforms, these can be read in a constant interval.
In particular, the UR5 robot provides equidistant measurements every 8ms, i.e., at a
frequency of 125Hz. The proprioceptors provide a wide range of measurements which
also contain less useful information such as the main board voltage and redundant data
as control, target and actual joint values.
As stated above, the interface also provides estimates of the force-torque values at
its TCP where alleged benefits depend on a task-specific configuration. With a correct
configuration the firmware’s torque accuracy for the utilized wrench is ±25N ·0.23m =
±5.75Nm. To reduce the user effort and to ensure independence from expert knowledge
this configuration is not provided in the context. This further confuses the firmware
and results in unreliable torque estimates. Hence, all sensor readings are recorded for
a subsequent selection of the most significant proprioceptors.
For this, the𝑚 = 105 proprioceptors are recorded during performing the 45∘ tighten-
ing movement. The behavior execution took two seconds resulting in 𝑛 = 250 equidis-
tant samples x = (𝑥1, . . . , 𝑥𝑚). Additionally, the relative time 𝑤 and the configured
torque 𝑣 are used to label the context for each 𝑚-dimensional recording. Hence, a
recording for one torque configuration has the following appearance
X1 =
⎡⎢⎣x1...
x𝑛
⎤⎥⎦ ,v1 =
⎛⎜⎝𝑣1 = 𝑣...
𝑣𝑛 = 𝑣
⎞⎟⎠ ,w1 =
⎛⎜⎝𝑤1...
𝑤𝑛
⎞⎟⎠ (6.1)
In contrast to the constant torque v1, the relative time w1 increases during behavior
execution and is reset at the beginning of each behavior execution. Consequently, the
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temporal pattern is uniform for different repetitions of the behavior.
Here, the tightening motion was recorded for ten different torque configurations.
First, the screw nut was tightened with 6.0Nm and equidistantly increased by 1.0Nm
up to 15.0Nm. Hence, the overall training data for 𝑘 = 10 different torque configura-
tions is defined by
X =
⎡⎢⎣X1...
X𝑘
⎤⎥⎦ ,v =
⎛⎜⎝v1...
v𝑘
⎞⎟⎠ ,w =
⎛⎜⎝w1...
w𝑘
⎞⎟⎠ . (6.2)
Hence, the training data contains 𝑛 · 𝑘 = 2500 samples of the robot’s regular proprio-
ception X together with the torque labels v and the relative execution time w.
6.1.2 Proprioceptor Selection
The training data is investigated in order to detect phase and torque specific corre-
lations with the proprioceptors. For this, two relevance values 𝜐 = (𝜐1, . . . , 𝜐𝑚) and
𝜔 = (𝜔1, . . . , 𝜔𝑚) are computed for each proprioceptor.
∙ 𝜐 describes how strong the proprioceptors are influenced by the torque v.
∙ 𝜔 describes how strong the proprioceptors are affected by the relative time w.
In Section 5.2, Transfer Entropy (TE) has been used to solve related tasks for low-
dimensional trajectories and achieved promising results. To this end, TE (see Sec-
tion 3.1.3 p. 32) is used as a measure of predictability and information transfer between
the relative time w or torque v to 𝑗 ∈ [1 . . .𝑚] proprioceptors x[𝑗] by
𝜐𝑗 = 𝑇𝐸v→x[𝑗]
𝜔𝑗 = 𝑇𝐸w→x[𝑗].
(6.3)
For this, each proprioceptive measurement needs to be preprocessed by means of nor-
malization (z-score) and discretization to a fixed number of states. Here, the calculation
of 𝜐 is based on the proprioceptive measurements x[𝑗] which are discretized with ten
states. In contrast, 𝜔 makes use of a discretization with 250 states. This is due to the
number of states in the corresponding recordings where v contains 𝑘 = 10 labels of the
torque and w the continuously increasing values for 𝑛 = 250 time steps.
The proprioceptors which receive a high amount of TE depend stronger on the time
or torque and are assumed to be beneficial for estimation purposes. Figure 6.2 left
shows the resulting TE for the actual angle, velocity and current sensors contained in
𝜐33, . . . , 𝜐50 and 𝜔33, . . . , 𝜔50. For 𝜐, the highest correlations are found in the group
of proprioceptors which measure the actual joint currents while the joint angles and
velocity sensors receive likewise less information. The joint current x[49] with peak TE
value 𝜐49 is visualized in the top of Figure 6.2 right. As can be seen, the proprioception
differs for varying torques after a short time lag. This onset can be explained by the
fact that the torque wrench is loosely connected to the gripper of the robot. Hence,
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Fig. 6.2: Left: The normalized TE from the exerted torque υ (blue) and the relative time ω (green)
to the robot’s angle, velocity and current sensors. Right: The raw readings of the sensors with peak
information transfer. Exerting different torques results in varying proprioceptive readings such as the
current measurements of x[49] shown in the top. In contrast, the joint angle values of x[35] are not
affected by the torque but instead continuously increase over time.
the torque wrench slightly yields and consequently exerts no torque at the beginning
of the tightening motion.
In contrast, ω contains the information transfer received by the proprioceptors from
the relative time. Here, the received information is almost completely contained in
two proprioceptors which measure different joint angles. The joint angle x[35] with
peak TE value ω35 is visualized in the bottom of Figure 6.2 right. As can be seen, the
proprioception is not affected by different exerted torques and continuously increases
over time. Hence, this proprioceptor is suitable for estimating the actual phase of the
tightening motion. Furthermore, it can be observed that the angle values are slightly
shifted (up to ten time steps) for different repetitions of the behavior. This confirms
that the relative time is not sufficient to precisely describe the state of the behavior
execution.
The particular amount of TE is then used to select the most relevant propriocep-
tors from the overall training data X. Here, the proprioceptors with at least 90%1 of
the information transfer are selected and stored in separate matrices Xυ and Xω. In
particular, Xυ comprises torque related proprioceptors while Xω contains propriocep-
tive measurements which belong to the phase of the tightening motion. An interesting
observation is that the estimates of the integrated force-torque firmware receives close
to no information and are contained in neither of them. This can be attributed to an
inaccurate configuration which confuses the estimates of the integrated firmware.
Next, two feature spaces are computed by performing PCA. Here, noisy propriocep-
tors are dampened by erasing the PCs with the lowest eigenvalues. In particular, the
resulting Phase Feature Space (PFS) focuses on temporal correlations while the Torque
Feature Space (TFS) emphasizes correlations to the torque. The projected trajectories
1The threshold is determined empirically but can be changed in order to adapt the computational
demand.
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of the corresponding training data are defined as
X′𝜐 = TFS(X𝜐)
X′𝜔 = PFS(X𝜔).
(6.4)
Here, X′𝜐 = [x
′
𝜐[1], . . . ,x
′
𝜐[𝑚
′
𝜐]] contains 𝑚
′
𝜐 ≤ 𝑚 low-dimensional trajectories while
X′𝜔 = [x
′
𝜔[1], . . . ,x
′
𝜔[𝑚
′
𝜔]] is composed of 𝑚
′
𝜔 ≤ 𝑚 trajectories. Hence, proprioceptors
which are not influenced by the relative time are ignored during phase estimation while
proprioceptors not related to the torque are ignored during the subsequent torque
estimation. During the further procedure, the PFS and the corresponding projected
training data X′𝜔 are used for phase estimation. Here, knowledge about the actual
phase helps to increase the accuracy of the subsequent torque estimation which is
based on the TPS and the projection X′𝜐.
6.1.3 Phase Estimation
The first step of this lazy V-BSPM implementation is to calculate the most similar
phase for each of the given behavior examples. Due to small time shifts, occurring
between multiple executions of a behavior, the relative time is not able to precisely
estimate the actual state of the behavior execution. Instead, the actual phase is es-
timated from the PFS which is primarily depending on two of the robot’s joint an-
gles (as shown in Figure 6.2 left). Here, a sequence of the measured proprioception
X̂ = [x̂(1); . . . ; x̂(𝑡)] is projected into the PFS, where 𝑡 is the number of samples or
sequence length. The resulting low-dimensional trajectory
X̂′𝜔 =
⎡⎢⎣x̂
′
𝜔(1)
...
x̂′𝜔(𝑡)
⎤⎥⎦ (6.5)
is used to estimate the phase of the behavior execution. For this, the most similar
sequence of X̂′𝜔 in X
′
𝜔 needs to be detected.
Here, the Subsequence Dynamic Time Warping (SDTW) algorithm introduced in
Section 5.2.4 can be adapted with regard to two beneficial properties of the acquired
training data. (1) the proprioceptors which represent the temporal evolution of the
behavior execution are independent from the 𝑘 torque configurations (as shown for the
joint angle proprioception in Figure 6.2 right). Therefore, only one instead of 𝑘 behavior
executions is sufficient to calculate a first estimate of the most similar sequence. (2)
the interface of the UR5 robot provides an equidistant temporal interval. This reduces
the number of possible warping paths to 𝑛− 𝑡. This reduces the SDTW optimization
problem to finding the optimal path p*1 = (𝑠
*
1, . . . , 𝑒
*
1)
T, where 𝑒*1 = 𝑠
*
1 + 𝑡− 1 and 𝑠*1.
Hence, only the start point 𝑠*1 of the most similar sequence between 𝑛 training samples
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and 𝑡 runtime samples need to be calculated by
𝑠* = argmin
𝑠∈[1:(𝑛−𝑡)]
𝑡∑︁
𝑖=1
𝑐(x̂′𝜔(𝑖),x
′
𝜔(𝑠+ 𝑖)). (6.6)
As a result, the computational complexity of the SDTW algorithm is reduced from
𝒪(𝑛𝑘𝑡) (see Equation 5.17 p. 81) to 𝒪((𝑛− 𝑡) · 𝑡) and no warping is required. A first
estimate of the actual phase is determined by the relative time which is stored for the
end point of the corresponding training data 𝑤𝑒*1 .
So far, only the most similar phase for one behavior execution was taken into account.
Due to the similarity of the phases, the search space for the 𝑘 − 1 other examples is
reduced by applying a hill climbing approach. The starting point of the search space
for the remaining training sets is at 𝑠*1. By applying Equation 6.6, the hill climbing
method is searching the neighbors of 𝑠*1 and stops when no smaller EUD can be found.
Since p*1 contains the global minimum for one behavior execution it can be assumed
that, due to their similarity, p*2, . . . ,p
*
𝑘 also contain global minima. Finally, the most
similar phases for all of the recorded behavior examples are stored in P* = [p*1, . . . ,p
*
𝑘].
6.1.4 Torque Estimation
Based on the previous phase estimation procedure, the TFS is utilized to identify the
most similar torque configuration which then is used to augment the robot’s proprio-
ception. For this, the sequence of the actually measured proprioception X̂ is projected
into the TFS. The resulting low-dimensional trajectory has the following appearance
X̂′𝜐 =
⎡⎢⎣x̂
′
𝜐(1)
...
x̂′𝜐(𝑡)
⎤⎥⎦ . (6.7)
Usually, the actual projection X̂′𝜐 needs to be compared with all training samples X
′
𝜐.
The computational complexity of this procedure 𝒪((𝑛 − 𝑡) · 𝑘𝑡) (see Equation 5.17
p. 81) is time consuming. In order to decrease the number of possible comparisons, the
procedure is reduced to a similarity analysis for the training samples with the most
similar phases P*. The training sequence x′𝜐(p
*
𝑙*) with the highest correspondence to
the actual sequence X̂′𝜐 is calculated by
𝑙* = argmin
𝑙∈[1:𝑘]
𝑡∑︁
𝑖=1
𝑐(x̂′𝜐(𝑖),x
′
𝜐(p
*
𝑙 )), (6.8)
where 𝑙* ∈ [1 . . . 𝑘]. This reduces the computational complexity to 𝒪(𝑘𝑡). Finally, the
torque value contained in the label of the training data v𝑙* defines the V-BSPM output.
To generalize outputs for arbitrary inputs, these training sets are interpolated with
an accuracy of 0.01Nm (as described in Section 5.2.2). For this, a two second inverse
tightening motion was executed after finishing the original one. Here, the previously
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introduced DMD interpolation technique is applied to extract the underlying dynam-
ics of the cyclic movement pattern. This avoids a time consuming training phase but
increases the number of behavior examples and consequently the computational de-
mand. The resulting data set contains 𝑘 = 901 equidistant examples for torques in
between (6.0Nm, . . . , 15.0Nm). This affects the computational demand of the torque
estimation (𝒪(𝑘𝑡)) but has no influence on the phase estimation (𝒪((𝑛− 𝑡) · 𝑡)).
As the robot performs the movement repeatedly, the torque continuously increases.
Hence, stopping the behavior execution at a certain level of torque requires a real-
time approach. In order to ensure constant computational demand, a first estimate
is calculated based on the non-interpolated behavior examples. The torque accuracy
is then increased by searching the neighborhood of this estimate with the previously
mentioned hill climbing method. This procedure has a maximal computation time
which can be set to a value less than the data rate provided by the robot, e.g., 125Hz
for the UR5. This ensures the real-time capability of the V-BSPM and allows stopping
the behavior execution when reaching a certain torque value.
6.1.5 Evaluation
First, the usage of TE with regard to the phase and torque estimation of the V-BSPM
is evaluated. For this, three different proprioception groups are proposed for the PFS:
∙ PFSte utilizes eight proprioceptors which receive at least 90% of the information
transfer from the relative time.
∙ PFS¬te makes use of the remaining 97 proprioceptors which receive less than 10%
of the information transfer.
∙ PFS∀ does not apply TE and instead make use of all 𝑚 = 105 proprioceptors for
phase estimation.
The torque is randomly chosen and a sequence of low-dimensional projections for the
last 25 proprioceptive measurements is provided. Figure 6.3 left shows the resulting
phase estimation for the different proprioception groups. Here, only the PFSte is able to
estimate the actual phase accurately but is slightly shifted to the relative time. This can
be explained by the different offsets at the beginning of a behavior execution. Instead
of using the relative time, the PFSte detects this offset and continuously estimates the
correct phase. Furthermore, there is nearly no difference between the results of PFS¬te
and PFS∀ since suitable sensors are excluded or form only a small part. This shows
that the PFSte contains the most relevant sensors to estimate the actual phase of the
behavior execution.
Next, the quality of the selected proprioceptors for V-BSPM torque estimation is
evaluated by three different proprioception groups:
∙ TFSte is generated from 18 proprioceptors which receive at least 90% of the
information transfer from the exerted torque.
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Fig. 6.3: The phase and subsequent torque estimation step of the V-BSPM. Left: V-BSPM phase
estimation for different proprioception groups. PFSte is generated from the proprioceptors receiving
90% of the overall TE from the relative time while PFS¬te is generated from the remaining sensors
and PFS∀ utilizes all sensors. As can be seen, only PFSte is able to accurately estimate the actual
phase which is strongly correlated to the relative time. Right: V-BSPM torque estimation during
real-time behavior execution. The screw nut is configured with 9.6Nm. The TFSte torque estimation
results fail at the beginning because of the small sequence length of the recorded samples and the less
accurate output of the phase estimation. The accuracy of the estimation directly depends to the size
of the recorded real-time samples and gets closer to the configured torque after half a second.
• TFS¬te utilizes the remaining 87 proprioceptors which receive less than 10% of
the information transfer.
• TFS∀ does not apply TE and instead make use of all m = 105 proprioceptors.
Furthermore, the training data which was executed for a torque of 8.0Nm is utilized
as validation data Y. To prove the robustness of the V-BSPM torque estimation, Y is
projected into the different TFSsY′υ and disturbed. In particular, each low-dimensional
trajectory is disturbed by white noise of the following signal-to-noise ratio
SNR =
σ2Y′υ
σ2noise
, (6.9)
where σ is the standard deviation calculated from ten repetitions of the tightening
motion with 8.0Nm. Table 6.1 summarizes the resulting MAEs for different levels of
noise. Similar to phase estimation, the highest accuracy is achieved by utilizing TFSte
while TFS¬te and TFS∀ result in incorrect estimations. This demonstrates that the
proprioceptors which receive the highest amount of information transfer are a suitable
choice for accurate torque estimation of the V-BSPM.
Finally, the V-BSPM real-time accuracy for an interpolated torque configuration is
evaluated. More precisely, the robot performs the tightening of the nut which was
configured with a torque of 9.6Nm. In order to avoid an additional tightening, the
goal is to identify this torque as fast as possible. For this, each sample is projected
into the PFSte and appended to a sequence of the previous projections. The sequence
length of this low-dimensional trajectory is set to 25 which, as evaluated in the previous
section, results in accurate phase estimation results. As illustrated in Figure 6.3 left,
before this trajectory contains 25 elements, no phase estimation is solved. Instead,
the relative time is utilized to approximate the actual phase at the beginning of the
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Tab. 6.1: The MAEs in N m resulting from different proprioception groups and signal-to-noise ratios.
The error signal is generated utilizing white noise.
𝑆𝑁𝑅 = 20 𝑆𝑁𝑅 = 10 𝑆𝑁𝑅 = 5 𝑆𝑁𝑅 = 2.5 𝑆𝑁𝑅 = 1
TFSte 0.0 0.0 0.0 0.01 0.07
TFS¬te 1.05 1.34 1.42 1.74 2.51
TFS∀ 0.53 0.89 1.03 1.18 1.75
behavior execution.
As illustrated in Figure 6.3 right, this negatively influences the subsequent torque
estimation procedure. Here, the sequence length 𝑡 of the corresponding TFSte is not
limited and continuously increases. Consequently, also the computational costs increase
but still require less than 8ms for a maximum sequence length of 250. After containing
25 time steps, the estimated torque is equivalent to the configured one. Taking a closer
look at the results, the offset after half a second is 0.3Nm and after two seconds still
about 0.1Nm. The length of the torque wrench from the original TCP is exactly 0.23m.
This results in an accuracy of 0.3Nm
0.23m
= 1.3N after half a second and 0.1Nm
0.23m
= 0.43N
at the end of the behavior execution. Thus, the proposed lazy V-BSPM augments the
robot’s proprioception with accurate torque estimates which outperform the precision
of the UR5’s integrated firmware (±25N) by an order of magnitude.
In contrast to this experiment, the configured torque value is usually not known to
the V-BSPM during runtime. Without a comparison between ground truth and esti-
mated torque value extrinsic perturbations remain hidden and obfuscate the estimation
results. Hence, the user has to guarantee a regular runtime execution of the behavior
to ensure the applicability of the V-BSPM. By specifying adequate reaction rules, the
augmented proprioception can then be utilized for behavior adaptation. For example,
to avoid an additional tightening of the screw nut, the robot may stop the behavior
execution or perform a reverse motion to configure the screw nut to the initial value.
6.1.6 Conclusion
In this section, a V-BSPM was applied to estimate the exerted torque during a ma-
nipulation task where an overview is given in Figure 6.4. Here, training examples
contain proprioceptive patterns which are recorded from regular behavior executions
for varying contexts. These patterns represent the context specific intrinsics and are
assigned with corresponding numeric labels in a torque range from 6Nm − 15Nm.
For the introduced tool usage scenario, the context is defined by the relative execution
time and different torque configurations. Here, TE and PCA are utilized to extract the
most relevant features for phase and torque estimation from the overall set of proprio-
ceptors. In contrast to the I-BSPM introduced in the previous section, TE is directly
applied to the raw proprioceptive measurements. The proprioceptors which receive
the highest amount of information transfer are selected for PCA. The resulting low-
dimensional PFS and TFS are strongly correlated to the corresponding time/torque
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Fig. 6.4: Overview of the presented lazy V-BSPM approach with regard to the methodology intro-
duced in Section 4.3. Regular behavior examples containing the proprioception together with context
specific torque labels are utilized to build a PFS and a TFS. Here, DMD is applied to interpolate
unknown proprioceptive patterns for arbitrary torque configurations. At runtime, a sequence of the
measured proprioception is projected into the PFS and mapped to the nearest training example by
utilizing an adapted SDTW algorithm. Here, the most similar phase is utilized to increase the ef-
ficiency of the subsequent TFS mapping procedure. The torque which was configured for the most
similar training example is then used as an estimate of the actual torque. This estimate augments the
robot’s proprioception and can be used to adapt the behavior execution by specific reaction rules.
specific selection. These feature spaces are the central point of the presented V-BSPM.
At runtime, a mapping of the measured proprioception to the most similar in-
terpolated training examples is achieved by utilizing an adapted SDTW algorithm.
The adapted algorithm reduces the computational complexity of the classical SDTW
method (see p. 95). This ensures the real-time applicability of the given tool usage task.
In particular, the mapping is computed in two subsequent steps: (1) phase estimation
which reduces the search space of (2) torque estimation. The label of the training
example with the most similar proprioceptive pattern as the actually measured one is
used as output of the V-BSPM. Here, a torque accuracy of 0.3Nm is achieved after
half a second. This compares to the capabilities of an experienced mechanic.
To this end, a drawback of the proposed V-BSPM are the dependencies between the
amount of training data and the required computational effort. Here, with increasing
data size also the computation time increases. This leads to a delayed reaction and
consequently negatively impacts the robot’s safety. Restricting the procedure to a
maximum computation time may result in a constant reaction time but decreases
the estimation accuracy and also has a negative impact on safety. Solving this by
scaling the provided computational power contradicts the motivation of the proposed
approach. Hence, as for most lazy learning techniques the amount of training data
adversely affects the scalability of the proposed implementation. In the following, a
neural network is used to implement an eager V-BSPM. Here, a main advantage is the
constantly low reaction time which is independent from the amount of training data.
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Fig. 6.5: A mobile robot platform equipped with a UR5 robotic arm and a 3-fingered gripper. The
robot is deployed in an underground mine in order to conduct various monitoring and exploration tasks.
Here, one application is to draw water samples by utilizing a self-contained water extraction station.
Hence, the fill level of the sample vessel cannot be obtained from the station directly. Furthermore,
a FT sensor is not applicable because of problems related to roughness, load capacity and accuracy.
Instead, a V-BSPM is utilized to augment the robot’s proprioception with the ability to classify the
weight and consequently the fill level of the sample vessel.
6.2 Deep Learning V-BSPM
This application aims to learn a neural network based V-BSPM for a weight classifi-
cation task of the UR5 robotic arm. More precisely, as shown in Figure 6.5, the UR5
robot is mounted on a mobile robot platform which is used for mapping and monitoring
in underground mines [125][126]. One goal of this platform is to collect water samples
from its environment [127]. For this, the robot is equipped with a low-cost water ex-
traction station [128] which has a sample vessel with a maximum fill volume of 250ml
but no capacity sensor. When the robot is requested to take a water sample it grasps
the station from a fixed docking position and puts it on the ground. The extraction
process is automatically started when the station is getting in contact with liquid. Due
to various reasons [128], the station is self-contained and therefore cannot communicate
with the robot. Hence, the extraction process is stopped after a predefined duration
of 25 seconds which was hopefully long enough to extract a relevant amount of water.
Next, the robot performs a five second behavior which lifts the station 50 cm about
the ground. Consequently, there is no pre-built solution to classify the fill level of the
sample vessel (empty, half-full, full).
One could argue that the fill level corresponds to the station’s weight which can
be determined by utilizing a FT sensor. Because of the following reasons this is not
feasible for the applications of the proposed robot platform:
∙ Roughness: A major challenge of the robot platform is its application under rough
environmental conditions. For the examined underground mine all electronic
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parts need to provide protection against dust and spray water (IP67 1). Hence,
an adequate FT sensor requires the same level of protection. This can be achieved
by a costly external cover which adds additional weight to the robot.
∙ Load capacity: As specified by the manufacturer, the load capacity of the UR5 is
limited to 5 kg. The utilized gripper together with the filled water station already
requires 4.1 kg. The FT150 adds an additional weight of 0.65 kg. Together with
the protective cover and power cables this result in a marginal overall weight.
∙ Accuracy: The manufacturer of the FT150 specifies an accuracy of ±0.5N which
is a common value for state-of-the-art FT sensors. For the elaborated setup, this
corresponds approximately to ±50ml which as will be shown in the later data
acquisition step, is not sufficient.
Instead, a V-BSPM is applied to augment the robot’s proprioception with the ability
to estimate the weight of the station, i.e., to classify its fill level.
For this, the robot performs regular lifting behaviors under different contexts while
recording the raw sensor readings of the UR5 robot. By utilizing information-theoretic
measures, a subset of proprioceptors is selected from this training data. The remaining
proprioceptors are investigated by an ANN which utilizes a state-of-the-art deep learn-
ing technique to estimate the weight of the water extraction station and consequently
the fill level of the sample vessel. General advantages of ANNs are their scalability to
the amount of training data, their ability to estimate values in constant time and the
generalization of outputs for arbitrary inputs. An detailed description of ANNs and
their functionality is given in Section 3.2. In the following, each step of this neural
network based V-BSPM implementation is explained in more detail.
6.2.1 Data Acquisition: Behavior Examples with Context Labels
The proposed classification task does not rely on additional hardware and therefore
focuses on learning a V-BSPM from manually labeled data. Here, the robot needs
to place the water extraction station (shown in Figure 6.6 left) which was developed
by Gebel [128]. After a predefined extraction time, the robot lifts the station where
the basic idea is to distinguish between an empty, half-full and full sample vessel
for arbitrary locations within the robot’s workspace. The workspace of the robot is
illustrated in Figure 6.6 right (green area) where the markers describe several predefined
lifting positions. Similar to a human guessing motion, the robot gathers experience by
performing the same behavior under varying well-known conditions. More precisely, for
each of the illustrated positions, the robot performs a behavior which lifts the station
50 cm within exactly five seconds resulting in 625 equidistant measurements.
Hence, one recording for the blue positions results in 𝑛𝑋 = 9375 measurements where
each x = (𝑥1, . . . , 𝑥𝑚) contains the UR5 robot’s 𝑚 = 105 proprioceptors. The resulting
1IEC standard 60529
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Fig. 6.6: A water extraction station is utilized by the mobile robot platform. Left: The self-contained
water extraction station is constructed to automatically start and stop the extraction process but
provides no communication interface. adopted from [128, p. 15–17] Right: A lifting behavior is
performed at several positions inside the robot’s workspace which is approximately limited by the
green area. Blue markers describe lifting positions which are utilized for the training data set. The
red one is not contained in the training data and therefore is suitable for validation purposes.
training data for a constant fill level 𝑦 has the following appearance
X1 =
⎡⎢⎣ x1...
x𝑛𝑋
⎤⎥⎦ ,y1 =
⎛⎜⎝ 𝑦1 = 𝑦...
𝑦𝑛𝑋 = 𝑦
⎞⎟⎠ . (6.10)
As stated above, the task is to enable the robot to distinguish between an empty,
partially-filled and filled sample vessel. Hence, the lifting behavior is recorded for
𝑘 = 3 manually configured fill levels ⟨0, 125, 250⟩ [ml] on the blue positions. The total
training data is then defined by
X =
⎡⎢⎣X1...
X𝑘
⎤⎥⎦ ,y =
⎛⎜⎝y1...
y𝑘
⎞⎟⎠ . (6.11)
For validation, the sample vessel was filled with 100ml and lifted four times at the
red position. The corresponding recording contains 𝑛𝑉 = 2500 measurements and is
referred to as validation data V. It is notable that the lifting position and the weight
of V are not contained in X, what makes it suitable for evaluating the later learning
process. Finally, the measured proprioception in X and V is preprocessed by means of
normalization (z-score) and quantization (a four bit binning estimator). This increases
the efficiency of the subsequent correlation and learning procedure.
As stated above, the manual labels are required since the accuracy of state-of-the-art
FT sensors is not sufficient to solve this task. To show this, the measurements of the
FT150 are recorded during the conducted acquisition process of the training examples.
6 Augmenting Robotic Proprioception with Virtual Force Sensors 103
0 25 50 75 100 125 150 175 200
Time [s]
-100
0
100
Fo
rc
e 
[N
]
0
125
250
Fi
ll 
Le
ve
l [
m
l]
Fig. 6.7: The mobile robot platform utilizes a FT150 which is attached to the TCP of the UR5 robotic
arm to measure the three-dimensional forces f = (𝑓1, 𝑓2, 𝑓3) and the corresponding overall strength
|f |. The recorded training data X is concatenated where 0 s-75 s represent empty, 75 s-150 s half-full
and 150 s-225 s full lifting behaviors. The force measurements are disturbed by the inertia of the water
and the acceleration of the robot. Hence, the fill level is not evident from these measurements and
the FT150 is not applicable to solve the corresponding classification task.
Figure 6.7 shows the acquired three-dimensional forces f = (𝑓1, 𝑓2, 𝑓3) and their overall
strength |f |, compared to the actual fill level of the sample vessel. Here, the training
examples are concatenated as follows:
∙ 0 s-75 s: Empty sample vessel with a fill level of 0ml.
∙ 75 s-150 s: Half-full sample vessel with a fill level of 125ml.
∙ 150 s-225 s: Full sample vessel with a fill level of 250ml.
Hence, the weight applied to the TCP |f | should highlight the difference between these
examples. As can be seen, the fill level is not evident from the measurements of the
FT150. This is due to the fact that the inertia of the water together with the accel-
eration of the robot causes additional noise. One could argue that with some further
effort the accuracy of the measurements can be increased. For example, the robot
can stop the behavior execution for a few seconds and calculate the mean value of the
forces. However, this additional routine needs to be implemented by the user, requires
interrupting the behavior execution and is still no guarantee for precise measurements.
Hence, without any further effort, the accuracy of this state-of-the-art FT sensor is not
sufficient to solve the proposed task.
Instead of using a FT sensor, a virtual force sensor is learned from the acquired
behavior examples. To this end, the fill level y is utilized as learning target of the
V-BSPM while the proprioceptive measurements X are used as input. After finishing
a runtime extraction process, the robot has to put the station back to its docking
position. For this, the station is lifted by a five second behavior which is similar to the
ones contained acquired for training. This has the advantage that no additional routine
need to be specified by the user. The resulting continuous proprioceptive measurements
are then used for weight estimation which allows classifying the fill level of the station.
As will be shown, the V-BSPM already generates a precise decision after less than half
a second of lifting.
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Due to the small number of behavior examples, spurious correlations within the
proprioceptors and the fill level can result in an overfitting of the learning procedure.
In more detail, the spurious correlated information allows the ANN to learn an pre-
cise mapping of the training examples while losing the ability to generalize outputs
for arbitrary inputs (see p. 43). To avoid this, the learning procedure monitors the
generalizability of the V-BSPM by utilizing the validation data V. This allows stop-
ping learning when overfitting begins. Furthermore, following the BSPM approach (see
p. 58), information-theoretic measures are applied to erase less relevant and redundant
proprioceptors.
6.2.2 Iterative Proprioceptor Selection
In the previous lazy V-BSPM approach, TE was utilized to select a subset of proprio-
ceptors which receive information transfer from the target. For this, the proprioceptors
with the highest information transfer were directly selected without taking into account
each other, e.g., two or more proprioceptors with a high TE may contain similar infor-
mation and therefore are in parts or completely redundant. The previous task benefits
from such redundancies since one of the proprioceptors may be temporarily influenced
by noise. Hence, redundancy in proprioceptive information helps to compensate the
disturbed proprioceptor which ensures meaningful results. However, such redundancy
is less relevant for the present classification task since only one decision has to be
made after finishing the behavior execution. For this, a minimal subset of proprio-
ceptors which contain the maximum of mutual information with the learning target,
e.g., the fill level, is selected by utilizing Conditional Mutual Information (CMI) and
Multivariate Mutual Information (MMI) (Section 3.1.2).
The basic idea is to iteratively select a subset of proprioceptors X̃ with relevant
information about the actual state of the fill level y. On the one hand, the CMI
𝐼(y;x[𝑖] − 𝛿𝑗|X̃) determines the information shared between the fill level y and the
𝑖th proprioceptor x[𝑖] which is not already contained in the selection X̃. Here, 𝛿 =
(𝛿1, . . . , 𝛿𝑗) defines multiple possible time lags which allows to recognize time delayed
dependencies. On the other hand, the MMI 𝐼(y;x[𝑖] − 𝛿𝑗; X̃) quantifies the amount
of information gained compared to the already contained information. Consequently,
a positive MMI indicates a predominant portion of redundancy while negative values
imply synergistic effects (see Equation 3.10 p. 31). The resulting iterative selection
procedure was already introduced in Algorithm 1 (see p. 58).
As it turns out, the proprioceptors selected with MMI contain less redundancy, while
proprioceptors selected with CMI maximize the mutual information. For this reason,
the selection procedure usually provides better results when utilizing CMI rather than
MMI. Then, the CMI and a similar MMI algorithm are applied for different time de-
lays 𝛿 = (0, . . . , 10). Figure 6.8 shows the increasing ratio of mutual information and
Shannon entropy 𝐼(X̃;y) ·𝐻(y)−1. Both measurements require ten proprioceptors in
the subset X̃ to gather about 99% of mutual information with the fill level y. As ex-
pected, due to ignoring the amount of redundancy, the information gain when utilizing
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Fig. 6.8: Utilizing the proposed iterative proprioceptor selection procedure (Algorithm 1 p. 58), CMI
and MMI are applied to the training data. The CMI selection grows faster and requires less pro-
prioceptors X˜ to obtain 100% mutual information with the fill level y. This is due to the fact that
MMI relies on the relation between redundancy and synergy while CMI focuses on the overall mutual
information.
CMI is growing faster than MMI and requires only 15 instead of 17 proprioceptors
to completely obtain y. Consequently, less proprioceptors are required to completely
obtain the actual state of the fill level. This makes CMI to the method of choice for
the proposed task. In the following, the ten proprioceptors with the highest combined
CMI X˜cmi10 are utilized for training while V˜cmi10 is used for validation purposes.
6.2.3 Deep Learning Classifier
In this section, a deep neural network classifier is learned by the V-BSPM approach
from the previously selected subset of proprioceptors X˜cmi10 . More precisely, an ANN
architecture is applied which (1) implements an indefinitely memory and (2) provides
a categorical probability distribution as output.
The first is realized by implementing Long Short-Term Memory (LSTM) blocks,
which was depicted in Section 3.2.4. In contrast to classical recurrent architectures,
these blocks provide an indefinite memory. More precisely, these blocks have the ability
to remember information for an infinite delay. Each repetition of the lifting behavior
is represented by time series data of 625 equidistant measurements. For each time
step, the classifier provides an estimate of the station’s fill level. Here, the usage of
LSTM blocks allows remembering the past proprioception for the complete sequence
of time series data. As a result, the classifier gets more confident with each additional
proprioceptive measurements of the behavior execution. This further has the advantage
that spontaneous noise is filtered automatically.
The second is achieved by utilizing a softmax activation function [129] inside the
output neurons of the corresponding network. This function squashes inputs inp =
(inp1, . . . , inpr) to the same size of outputs out = (out1, . . . , outr) in the range between
(0, 1) by
outj = fsoftmax(inp, j) =
einpj∑r
i=1 e
inpi
, j ∈ [1 . . . r]. (6.12)
In contrast to the usage of a sigmoidal or linear activation function, the sum of the soft-
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max outputs
∑︀𝑟
𝑖=1 𝑜𝑢𝑡𝑖 = 1 and therefore out is equivalent to a categorical probability
distribution.
To provide a probability based output, the fill levels 𝑦 ∈ {0ml, 125ml, 250ml} are
categorized in classes 𝑦 ∈ {(1, 0, 0), (0, 1, 0), (0, 0, 1)}. The indefinite memory is then
implemented by an LSTM network architecture which is constructed of:
∙ Input layer: for each time step, the selected proprioceptors X̃cmi10 are utilized as
input neurons. These ten neurons are fully connected to the cell inputs and gate
units contained in the hidden layer what results in 400 connections.
∙ Hidden layer: there is one hidden layer which is composed of ten LSTM blocks.
In turn, each block contains its gate units and exactly one cell. The cell outputs
are transmitted to the output layer but are also fed back to all cell inputs and
gate units what results in 430 additional connections.
∙ Output layer: the number of output neurons is equivalent to the dimensionality
of the fill level classes. Hence, three output neurons are used as an estimate of
the actual class. Finally, these neurons utilize a softmax activation function and
therefore return a categorical probability distribution.
The resulting network consists of 830 connections and is referred to as LSTMcmi. Fur-
thermore, each connection contains a bias neuron which doubles the number of weighted
connections to 1720. Due to this large amount of connections, a visual representation
of LSTMcmi is omitted.
Training the proposed LSTMcmi requires a deep learning process which adapts the
connection weights with regard to the training data. More precisely, the 45 behavior
examples X̃cmi10 are separated into sequences with a length of 625 equidistant measure-
ments. Here, each sequence is iteratively fed into the input layer of LSTMcmi where
softmax function returns a discrete set of 625 × 3 elements. This set describes the
categorical probability distribution for the different fill levels and is evaluated by uti-
lizing the Cross Entropy Error (CEE) (see Equation 3.28 p. 43) The weights are then
adapted by utilizing offline learning and the backpropagation procedure introduced in
Section 3.2.3. This process is repeated for various epochs and is usually stopped when
overfitting occurs or the classification accuracy is sufficient.
To this end, the class with the highest probability is utilized as the estimate of the
actual class. An estimate which is not equivalent to the correct class contained in y is
interpreted as classification error. The percentage of classification errors with regard
to the learning epoch is shown in Figure 6.9(a). Here, the ten most beneficial proprio-
ceptors X̃cmi10 are compared to all sensors X and to the less beneficial ¬X̃cmi10 . As can
be seen, the proposed selection approach outperforms the usage of the less beneficial
sensors. This is due to the fact that most of the useful information is discarded from
¬X̃cmi10 . Similar results are achieved by the usage of all sensors, but the increased size
of input neurons also requires considerably more computational effort.
Another drawback of utilizing all sensors is shown in Figure 6.9(b). Here, the valida-
tion data V is utilized to monitor the models generalizability for arbitrary inputs. As
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(a) Training (b) Validation
Fig. 6.9: The evolution of classification errors during deep learning of LSTM networks with mea-
surements of the most beneficial, less beneficial and all proprioceptors. Left: X̃cmi10 contain 99%
information about the fill level y and therefore the network learns to accurately map the correspond-
ing class. The remaining proprioceptors ¬X̃cmi10 contain minor information about the fill level and
result in frequent classification errors. Utilizing all proprioceptors X requires the network to extract
dependencies between the proprioceptors and the fill level itself. The resulting estimates are similar
to the usage of X̃cmi10 but require considerably more computational effort. Right: After 300 learning
epochs the most beneficial proprioceptors accurately estimate the correct class of the validation data
Ṽcmi10 . This outperforms the usage of the less beneficial proprioceptors ¬Ṽcmi10 . Furthermore, the
network trained with all proprioceptors is utilizing spurious correlations which are only contained in
the training data and cannot generalize an accurate classification for the validation data V.
stated above, the position and fill level (100ml) of V are not contained in the training
data X. Hence, an accurate classifier should assign the highest probability to the class
which is equivalent to the closest fill level (0, 1, 0) ≡ 125ml. The classification errors
for all sensors X reflect a major problem of learning with few behavior examples. More
precisely, the network utilizes dependencies between the proprioceptors and the fill
level which are only correct within the limited size of training data. The corresponding
spurious correlations are not contained in V what therefore distracts the estimates.
The resulting classification error is even higher than for the less beneficial propriocep-
tors ¬Ṽcmi10 . Latter does only contain less relevant information and also results in
a high classification error. In contrast to that, Ṽcmi10 achieves good results after 300
epochs and the most accurate estimate after 700 epochs. Here, repeating the learning
process for 1000 epochs is slightly deteriorating the classifier’s generalizability. As a
result, the LSTMcmi is adjusted with the deep network’s weight configuration learned
after 700 epochs.
6.2.4 Fill Level Classification
At runtime, the measured proprioception is preprocessed in the same manner as the
training data and subsequently processed by the classifier LSTMcmi. Here, the net-
work’s processing time for one runtime measurement is 1.2ms with a standard devia-
tion of 0.2ms. This is far less than the 8ms provided by the interface of the UR5 robot
and ensures the real-time applicability of the V-BSPM approach.
Each behavior execution results in a sequence containing 625 proprioceptive mea-
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Fig. 6.10: The LSTMcmi estimates the fill level by transforming each of the 625 inputs to a categorical
probability distribution. Here, the output generated for four behavior executions with varying fill
levels are shown. The classifier is getting more confident with each additional input and a correct
decision can be usually met after half a second. As shown for the validation sequence, LSTMcmi is
also generalizing adequate estimates for arbitrary inputs.
surements of time series data. This sequence is used as the network’s input which
returns a categorical probability distribution. Due to its indefinite memory, the classi-
fier is getting more confident about the fill level with each additional input. Figure 6.10
shows this fact for three different sequences contained in the training data X˜cmi10 and
one sequence of the validation data V˜cmi10 . Here, a high certainty about the fill level
is achieved after less than half a second. Hence, the lifting behavior does not need to
be finished to meet an accurate decision.
The most probable class is then used to adapt the extraction process. For the
proposed task three classes are sufficient to enable the robot to distinguish between a
correct, partially successful and incorrect extraction process. More precisely, the robot
can utilize its augmented proprioception to implement a set of reaction rules:
• 0ml ≡ (1, 0, 0): in case of an incorrect extraction it is assumed that that the
station was not in contact with water and therefore the robot has to adapt its
lifting position.
• 125ml ≡ (0, 1, 0): a partially filled station indicates that an adequate position
was selected but the process need to be repeated for a longer period.
• 250ml ≡ (0, 0, 1): in case of a successful extraction process the station is returned
to its docking position.
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In the following several experiments are conducted to further evaluate the accuracy,
parameter configuration and robustness of the proposed V-BSPM classifier.
6.2.5 Evaluation
One could argue that a classical recurrent structure together with a softmax layer may
be sufficient to solve the proposed task. In the following, the advantages of LSTM over
classical Recurrent Neural Network (RNN) is demonstrated for the given classification
task. For this a recurrent architecture is constructed with regard to the definitions in
Section 3.2.2.
To ensure a high comparability, this RNN is constructed with a similar complexity
as the LSTMcmi. In particular, the input and output layer are equivalent to that
contained in LSTMcmi. Furthermore, the network contains two hidden layers which
are fully connected with each other. The first hidden layer consists of ten and the
second of five neurons where all neurons utilize a sigmoid activation function. Both
layer outputs are fed back as input to itself with a maximal delay of ten. This enables
the network to remember its internal activation which corresponds to the received
inputs of proprioceptive measurements. In contrast to the indefinite memory of LSTM
blocks, this limitation dampens the vanishing gradient problem which was extensively
discussed in Section 3.2.3. Finally, the cell outputs of the second hidden layer are
transmitted to the output layer. The resulting network contains an overall of 2830
weights and is referred to as RECcmi.
Backpropagation is utilized to adapt the connection weights by an offline learning
procedure on the training data X̃cmi10 . Hence, the complexity and the computational
effort spent for learning RECcmi is similar to that required for LSTMcmi. The learning
process is repeated from ten initial weight configurations for a maximum of 1000 epochs.
The weight configuration which achieves the highest classification accuracy is then
utilized as the final RECcmi. Figure 6.11 compares the classification capabilities of both
network architectures with regard to the training data X̃cmi10 . Here, RECcmi results
in 32.45% wrongly assigned classes while LSTMcmi has an overall classification error
of 2.53%. The less accurate results of the RECcmi can be explained by the vanishing
gradient problem. In particular, the network is unfolded in time what results in an
increased number of hidden layers. As a result, backpropagation achieves only a low
learning curve which requires much more epochs for an adequate adaptation of the
network weights. In contrast to that, the usage of LSTM blocks almost eliminates the
vanishing gradient problem and enables LSTMcmi to remember the proprioception for
the complete execution of the behavior. The remaining classification errors are, if at
all, periodically contained at the beginning of a sequence. This corresponds to the
effects observed in Figure 6.10. Consequently, LSTMcmi is well suited for the proposed
classification task while RECcmi is confronted with the vanishing gradient problem.
A further difference to the previous lazy V-BSPM implementation is the iterative
usage of CMI rather than TE. As stated above, TE does not take into account con-
ditional information between multiple proprioceptors and therefore contain redundant
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Fig. 6.11: The classification capabilities of RECcmi and LSTMcmi with regard to the training data.
After a maximum of thousand epochs, RECcmi wrongly assigns 32.45% of the overall inputs while
LSTMcmi has a classification error of 2.53%. For LSTMcmi the remaining errors are periodically
contained at the beginning of the behavior execution. This corresponds to the effects observed in
Figure 6.10.
Tab. 6.2: The mean and best classification errors resulting from different selection schemes and net-
work architectures. The particular networks were trained ten times from randomly chosen initial
weights configurations where the learning process was repeated for a maximum of thousand epochs.
RECcmi RECte LSTMcmi LSTMte
Mean 40.32 35.83 2.73 15.01
Lowest 32.45 22.16 1.46 6.23
parts of information. To prove this assumption, TE is applied to detect a subset of
ten proprioceptors which receive the highest information transfer from the fill level y.
These proprioceptors are selected from the training data X̃te10 and utilized for learn-
ing an LSTM and a classical recurrent network classifier for a maximum of thousand
epochs. The corresponding networks are referred to as LSTMte and RECte. Table 6.2
compares the achieved classification capabilities for the proposed network architec-
tures. More precisely, the mean and best classification errors for a set of ten randomly
initialized weight configurations are computed. In fact, RECte achieves more accurate
results than RECcmi but is still confronted with the vanishing gradient problem. As
expected, the indefinite memory of the LSTM networks overcomes this problem and
perform much better. Here, the best results are achieved by LSTMcmi which is learned
by X̃cmi10 rather than X̃te10 . Hence, the proposed iterative selection procedure is ben-
eficial for the usage of LSTM blocks while a redundant selection is applicable for the
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Fig. 6.12: The number of proprioceptors utilized as input variables are influencing the mean learning
curve (blue) and standard deviation (gray area) of the particular LSTM. Left: The fill level share
63% information with a selection of five proprioceptors. Therefore, the learning curve converges early.
Middle: Ten proprioceptors contain more than 99% information and therefore learn an adequate
classifier in less than thousand epochs. Right: Utilizing fifteen proprioceptors with 100% mutual
information results in the fastest learning curve but has an increased risk of containing less relevant
information such as redundancy or add spurious correlations.
short-term memory of classical RNNs.
As stated above, the proprioception X˜cmi10 shares more than 99% information with
the fill level y. This causes the question: how much information is required to learn an
accurate network? Hence, the learning curve when utilizing another amount of infor-
mation and consequently a different number of proprioceptors is evaluated. Figure 6.12
illustrates the mean CEE (blue curve) of the softmax layer and the corresponding stan-
dard deviation (gray area) for five, ten and fifteen proprioceptive inputs. Each of these
three different LSTM networks were trained twenty times to achieve meaningful re-
sults. As already shown (see Figure 6.8), five proprioceptors contain 63% information
while fifteen proprioceptors share 100% information with the fill level. Since important
information is missing, the learning curve when utilizing five proprioceptors converges
to a mean CEE of about hundred. The resulting classifiers are not able to generate es-
timates with an adequate accuracy. In contrast to that, the estimation accuracy when
utilizing ten or more proprioceptors converges to zero. Here, fifteen proprioceptors
provide the fastest learning curve but also an increased risk of containing less relevant
information. In particular, the five additional proprioceptors contain less than 1% of
so far unknown information while increasing redundancy or add spurious correlations.
Consequently, ten proprioceptors result in an appropriate trade-off between the input
dimensionality and the learning curve.
Finally, the number of blocks contained in the LSTM network is evaluated. Utiliz-
ing more blocks allows remembering more information at once but also increases the
number of connections. In turn, the effort for learning the adaptable weights of these
connections is rising what strongly influences the computational demand. Here, a to-
tal of 20 LSTM networks with varying block configurations were learned for thousand
epochs from the acquired training data X˜cmi10 . Each of these configurations is trained
ten times from randomly chosen initial weight configurations resulting in an overall of
200 learning procedures. The blue bars in Figure 6.13 represent the mean CEE over
all epochs while the green bars represent the mean of the lowest CEE found. As can
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Fig. 6.13: The number of blocks is adapted in order to evaluate its influence on the overall learning
curve. For this, the particular network’s weight configuration was randomly initialized and trained
for exactly thousand epochs. This was repeated ten times for each block configuration resulting in an
overall of 200 learning procedures. The mean CEE over all epochs and repetitions (blue bars) and the
mean of the lowest CEE for all repetitions (green bars) are shown. Less than four blocks are not able
to store all relevant information. Utilizing seven blocks results in a similar learning curve as for ten
blocks and further reduced the computational demand. The lowest CEEs are achieved by utilizing
eleven blocks.
be seen, the block size strongly influences the learning curves of the corresponding
networks which is explained as follows:
• Block size < 4: The memory of the network is too small to store all import
information what therefore limits the accuracy of the results. This is similar to
the usage of five proprioceptors which do not provide enough information (see
Figure 6.12 left).
• Block size 4−7: The learning curves are systematically increasing, whereby seven
blocks already achieve results comparable to the usage of ten blocks contained in
LSTMcmi.
• Block size 8− 11: With eight blocks the network has a high probability to store
irrelevant information which has a negative impact on the overall learning curve.
This disturbing influence is slowly remedied by adding additional blocks. The
highest accuracy of the overall evaluation is found for the networks constructed
of eleven blocks.
• Block size > 11: The results are further oscillating and the accuracies are getting
worse. This is due to storing irrelevant information but also to the increased net-
work size which disables the learning algorithm to finish training within thousand
epochs.
To summarize, the lowest CEE is achieved by the networks which utilize eleven blocks
while seven blocks already produce good results. Latter has the advantage that the
network is constructed of fewer connections which reduces the learning effort. Hence,
the user has to define the block size with regard to the required accuracy and the
available computing power.
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Fig. 6.14: Overview of the presented neural network based V-BSPM approach with regard to the
methodology introduced in Section 4.3. Regular training data of the proprioception together with
context specific labels of a water extraction station’s fill level are recorded. To erase less relevant
and redundant information, an optimal set of proprioceptors is selected iteratively. To this end, the
mutual information between the proprioceptors and the weight is measured by means of CMI. This
increases the deep learning efficiency of an LSTM network. Similar to a human guessing motion,
the augmented proprioception gets more certain about the actual weight or fill level the longer the
behavior is executed. As a result, the extraction process can be adapted by specific reaction rules.
6.2.6 Conclusion
This section applied the V-BSPM approach to classify the fill level of a self-contained
water extraction station where an overview can be seen in Figure 6.14. Here, state-
of-the-art FT sensors are not applicable due to various reasons, e.g., measurement
accuracy and load capacity. These restrictions are intensified by the rough environ-
mental conditions in the application area of underground mines. Instead, a neural
network based V-BSPM is learned to augment the robot’s measured proprioception
with manually labeled context descriptions. In particular, a mobile robot platform
equipped with a UR5 robotic arm places and lifts the water extraction station at ar-
bitrary locations. Here, the regular proprioception of a five second lifting behavior at
various positions and different fill levels is utilized for learning. For this, each behavior
execution is assigned with a symbolic label which corresponds to the station’s fill level
(empty, half-full, full). At runtime, the V-BSPM augments the robot’s proprioception
with the most probable label where a certain decision can be met after half a second.
This enables the robot to successfully complete the extraction procedure at arbitrary
positions.
One advantage of such a classification task is that a final decision needs to be taken
only after finishing the behavior. Hence, the deep learning classifier has the possibility
to utilize all measurements gathered during behavior execution to increase its certainty.
In particular, past measurements are taken into account by the indefinite memory of
LSTM blocks. This allows the LSTM network to increase its accuracy the longer the
behavior is executed which is a major advantage over classical RNNs. As a result, the
V-BSPM can meet a certain decision about the fill level of the station after less than
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half a second. To this end, the learning efficiency is increased by erasing less relevant
and redundant information from the training data. Here, CMI in combination with an
iterative proprioceptor selection procedure was applied. The remaining proprioceptors
contain the maximum of mutual information with the target, i.e., the label of the fill
level. This reduces the computational effort and allows learning of an accurate and
generalizing V-BSPM from a small set of behavior examples.
A major advantage of the model-based V-BSPM is given by its constantly low reac-
tion time which is also independent from the number of training examples. In particu-
lar, only the amount of network connections is influencing the computational demand
required for input to output mapping. Hence, utilizing an adequate network configu-
ration ensures the real-time augmentation of the robot’s proprioception with a virtual
force sensor. However, the conducted experiments highlight the immense effort spent
for finding an accurate and generalizing LSTM configuration. Without any knowledge
about such state-of-the-art deep learning architectures the user risks to generate an
underfitted or overfitted network. This can be easily avoided by increasing the num-
ber of training and validation examples but requires an extended data acquisition and
training phase. Hence, an adequate ratio of user experience and training effort is vital
for efficiently learning the proposed V-BSPM.
6.3 Summary
This chapter presented two V-BSPM applications which augmented a robot’s pro-
prioception with virtual force sensors. For this, training examples of the measured
proprioception are manually extended with context specific labels. The runtime pro-
prioception is then augmented with an estimate of the actual label. This provides a
UR5 robotic arm with force estimation capabilities which are comparable and even
beyond state-of-the-art FT sensors. The robot can then physically interact with its
environment by utilizing specified reaction rules. To this end, two applications were
presented:
1. A lazy learning V-BSPM was applied for measuring the tightening torque exerted
by the use of a custom torque wrench.
2. A deep learning V-BSPM was utilized for weight classification which corresponds
to the fill level of a self-contained water extraction station.
Here, both applications benefit from the usage of information-theoretic measures which
are applied to select a subset of proprioceptors for learning. More precisely, (1) uti-
lizes information transfer while (2) is based on the mutual information between the
particular target and the proprioceptors.
Furthermore, the lazy implementation of (1) utilizes an adapted SDTW algorithm
which detects the most similar training data for a measured sequence of runtime data.
In contrast, (2) utilizes the training data to learn a neural network which maps the
robot’s measured proprioception to the context labels. This network further benefits
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from the indefinite memory of LSTM blocks. In particular, the sequence length of
the SDTW algorithm is configured manually while LSTM blocks have the ability to
memorize previous proprioceptive states indefinitely. A further drawback of (1) is that
the computational complexity for the real-time augmentation depends on the size of
training data. This limits the robot’s interaction with the torque wrench to a predefined
TCP position. In contrast, the real-time augmentation of (2) is independent from the
amount of training data. Hence, regular behavior executions can be spread over the
robot’s workspace. The increased number of training examples enables the V-BSPM to
generalize context labels for arbitrary TCP positions while still providing a constantly
low reaction time.
So far, the recorded behavior examples were manually labeled by the user. This re-
quires a fair degree of knowledge about the particular task, e.g., accurately configuring
a torque wrench at a consistent grasping position. Here, a FT sensor can be utilized
to simplify the acquisition phase which, due to the low-cost motivation, needs to be
disassembled after training for regular operation. A further drawback of the presented
V-BSPMs is that they are trained for regular behavior executions only. Hence, the
user has to ensure that the runtime execution of the behavior is not influenced by
extrinsic perturbations. This may be applicable when interaction takes place a static
environment but is a major risk for safe physical interaction with humans. To address
this challenge, learning a combination of multiple BSPMs for regular and perturbed
behavior executions is introduced in the following.
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7 Force/Torque-Estimation and
Perturbation Detection in Physical
Human-Robot Interaction
The ability to sense the environment is a vital requirement for intelligent and safe
robotics. For instance, FT sensors can be used to measure external influences on a
robot and, in turn, generate adequate responses. As mentioned before, such sensors
are often expensive, require additional power supply and have a negative impact on the
payload. Furthermore, they are not able to separate behavior-specific intrinsics from
extrinsic perturbations.
The setup, in which the six-dimensional FT sensor FT150 is mounted within between
the UR5 robotic arm and the three-fingered gripper, is shown in Figure 7.1. Here,
the presented application focuses on safety in physical human-robot interaction. In
particular, the robot picks and places three different shapes which need to be provided
in the correct order by a human coworker. The FT values are utilized to trigger the
handover of the objects and to detect collisions. The latter mostly occur due to a
wrong order of the shapes but can also be triggered by a haptic misconduct of the
human coworker.
The BSPM approach is applied to learn a FT sensor which provides similar and even
more accurate sensing capabilities without the drawbacks of additional hardware. For
this, two particularly different BSPMs are combined. An F-BSPM which predicts the
behavior-specific intrinsics and a V-BSPM which approximates the total measurements
of a FT sensors. First allows to detect extrinsic perturbations while second augments
the robot’s proprioception with a virtual FT sensor. For this, training examples from
regular and perturbed behavior executions are recorded. Next, the dimensionality of
the proprioceptors is reduced by means of information theory. The BSPMs are then im-
plemented by utilizing ANNs which among other advantages also provide a constantly
low reaction time. This is vital for the safety of the presented application. Here, the ap-
plicability of the presented approach is demonstrated by utilizing only well-known ANN
architectures with very limited complexity. In contrast to deep learning techniques (see
Section 6.2), these networks require less parametrization effort which makes it easier to
use by non-experts. At runtime the FT sensor is unplugged and instead the F-BSPM
and V-BSPM are utilized to implement a collision detection approach which allows
an intuitive and safe physical interaction with the human coworker. In the follow-
ing sections, the proposed combination and the particular details of both BSPMs are
explained in more detail.
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Fig. 7.1: A human coworker is handing over different shapes to the robot which therefore picks and
places them in a predefined order (1, 2, 1, 3, 1, 4, 1). For safe behavior execution, the robot must be able
to reliably detect perturbations resulting from unexpected physical interactions with the environment
and the human coworker. For training, a three-dimensional FT sensor is mounted within between
the UR5 robotic arm and the three-fingered gripper. The basic idea is to learn a combination of
multiple BSPMs from this FT sensor. At runtime, the functionality of the FT sensor is replaced by
these models. Besides accurate FT measurements, this further enables the robot to accurately detect
unexpected collisions.
7.1 Data Acquisition: Regular and Perturbed Behavior
Examples
The behavior is designed with regard to the task shown in Figure 7.1. Here, the
human coworker is handing over different shapes which are picked and placed by the
robot. In order to provide training data, the behavior is conducted without performing
the interaction. Instead, the robot moves from the handover position (1) to the first
placing position (2) and back to position (1) after a short offset. This is also done
for position (3) and (4) and results in a behavior with the following motion trajectory
(1, 2, 1, 3, 1, 4, 1).
This trajectory is repeatedly executed for 60 seconds resulting in a total of 𝑛 = 7500
samples x = (𝑥1, . . . , 𝑥𝑚) which contain about two executions of the trajectory. Here,
each sample contains the 𝑚 = 105 raw proprioceptive readings of the UR5 robot. For
the presented task, the learning target is derived from the simultaneously recorded
six-dimensional output of the FT sensor y = (𝑦1, . . . , 𝑦6) where {𝑦1, 𝑦2, 𝑦3} are force
measurements and {𝑦4, 𝑦5, 𝑦6} contain torque values. The FT150 data rate is about
100Hz which is less than the UR5 robot’s 125Hz. Hence, intermediate values are
generated by utilizing the introduced DMD interpolation procedure (see Section 5.2.2
p. 75). Furthermore, the continuously increasing relative time 𝑤 is recorded for the
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later correlation analysis. The resulting training data has the following appearance.
X =
⎡⎢⎣x1...
x𝑛
⎤⎥⎦ ,Y =
⎛⎜⎝y1...
y𝑛
⎞⎟⎠ ,w1 =
⎛⎜⎝𝑤1...
𝑤𝑛
⎞⎟⎠ . (7.1)
In contrast to the previous applications, this data acquisition process is repeated
three times under very specific circumstances.
1. Regular training data {X𝑅,Y𝑅,w𝑅}: No extrinsic perturbations are influencing
the behavior execution of the robot and therefore the recording contains only
intrinsics.
2. Perturbed training data {X𝑃 ,Y𝑃 ,w𝑃}: the robot is almost permanently per-
turbed by manually applied forces during behavior execution to result in a com-
bination of intrinsics and extrinsics.
3. Validation data {X𝑉 ,Y𝑉 ,w𝑉 }: the first half of the recording is executed under
regular conditions while the human continuously applies forces during the second
half.
These different sets of training data are required to learn and evaluate the learning
process. In particular, only regular training data is utilized to learn the F-BSPM
while a combination of regular and perturbed training data is required for the V-
BSPM. The latter enables the V-BSPM to approximate the total proprioception which
combines intrinsic and extrinsic influences. This is a major advantage to previous V-
BSPM applications (see Chapter 6) which was learned from regular training examples
only. To increase the efficiency of the corresponding learning process, the recorded
proprioceptive measurements are normalized by utilizing the introduced z-score (see
Section 2.2).
7.2 Proprioceptor Selection
As stated above, the interface of the UR5 provides 𝑚 = 105 proprioceptive measure-
ments, containing a variety of different information sources such as set, control and
actually measured values of the robot’s joints. Some of these sources are relevant for
learning the corresponding BSPMs while others are non-informative. Here, propriocep-
tors which are beneficial for predicting the FT values are detected by utilizing Transfer
Entropy (TE). To achieve meaningful TE results, the behavior examples are converted
to the same level of magnitude by applying a four bit binning estimator.
As stated above, two different BSPMs are generated which also involve different
sets of training data. In particular, the F-BSPM is learned from regular examples
{X𝑅,Y𝑅,w𝑅} where the proprioceptive measurements X𝑅 and the FT values Y𝑅
represent the intrinsics of the behavior. These intrinsics depend on the actual phase of
the behavior execution which is represented by the relative execution time w𝑅. Here,
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Fig. 7.2: The normalized and ordered TE values are utilized to select the most beneficial propriocep-
tors. Left: The information transfer TER from the proprioceptors to the relative time is utilized to
select ten proprioceptors for learning the F-BSPM. Right: The information transfer TERP from the
proprioceptors to the FT values identifies nine proprioceptors which are assumed to be beneficial for
learning the V-BSPM.
TE is used to measure the information transfer between the proprioceptors and the
relative time by
TER = TXR→wR . (7.2)
In contrast to that, the V-BSPM is learned from a combination of the regular and per-
turbed training data. Here, the UR5 robot’s proprioception {XR,XP} and the FT150
FT values {YR,YP} contain influences from intrinsics and extrinsic perturbations.
Their combination therefore does not exclusively depend on the phase of the behavior
execution. Consequently, instead of applying TE with respect to the relative time, it is
important to extract proprioceptors which contain information about intrinsics and ex-
trinsics. In particular, TE is applied to detect correlations between the proprioceptors
and the FT values by
TERP = T{XR,XP }→{YR,YP }, (7.3)
where the six-dimensional FT measurements {y1, . . . , y6} are represented by their joint
intersection.
Figure 7.2 shows the normalized and ordered TE values of TER (left) and TERP
(right). Here, ten proprioceptors which combine more than 50% of the overall TE
contained in TER are selected for learning the F-BSPM. The remaining training data
X˜R contain the control values of the robot’s joint states (e.g. position and velocity),
which are independent from extrinsics and are good predictors for the actual phase of
the behavior. In contrast, TERP identifies nine proprioceptors which account for more
than 50% of the overall TE. Here, the combination of the regular X˜R and perturbed
X˜RP training data X˜RP includes 120 seconds of measured values such as the robot’s
motor currents. These proprioceptors are affected by intrinsics and extrinsic perturba-
tions which enables the V-BSPM to estimate FT measurements for both regular and
perturbed behavior executions.
TE is utilized to identify information about future changes of the time wR and
regular/perturbed FT values {YR,YP}. Here, the selected proprioceptors X˜R increase
the predictability of intrinsic FT values whileTERP is beneficial for estimating the total
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(a) FF (b) TD (c) REC (d) NARX
Fig. 7.3: Utilizing the same basic configuration, different network architectures are employed for learn-
ing the BSPMs. FF does not contain recurrent connections and therefore has no short-term memory
while TD remembers information by utilizing a constant amount of previous inputs. In contrast to
that, REC supports layer internal recurrence while NARX extend the advantages of TD by utilizing
previous predictions to increase the accuracy of the actual one.
FT values. In contrast to the previous application, no iterative selection procedure is
applied where the selected proprioceptors can contain redundant parts of information.
For the proposed task, redundant parts of information help to filter spontaneous noise
during continuously estimating FT values. This increases the accuracy of the utilized
ANN architectures.
7.3 Learning Neural Networks
The FT values strongly differ during behavior execution. These fluctuations occur due
to the behavior execution but are also triggered by spontaneous influences of extrinsic
perturbations. Hence, an accurate short-term memory is required while an indefinite
memory is less beneficial. This has the advantage that the complexity of the network
architecture can be reduced. In particular, deep learning approaches such as LSTM
blocks are not required for learning the BSPMs. This reduces the configuration effort
and therefore increases the applicability of the overall approach.
As illustrated in Figure 7.3, several well-known ANN architectures are constructed to
map the 105-dimensional proprioceptive input data to the six-dimensional FT values.
According to Heaton [130], one hidden layer is sufficient to solve such a continuous
mapping between two finite spaces. Hence, each network contains one hidden layer
and is further generated with the same basic settings:
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∙ One hidden layer which is fully connected with the input and output layer.
∙ Six hidden neurons with sigmoid activation functions.
∙ Six output neurons with linear activation functions.
This ensures the comparability of the results while the straightforward configuration
increases the reproducibility by non-experts.
To this end, a feed-forward (FF), time-delay (TD), recurrent (REC) and nonlinear
autoregressive network with exogenous inputs (NARX) are employed. FF and REC
are similar to the definition of FNNs and RNNs introduced in Section 3.2.2 while
TD [131] and NARX [132] are shortly examined here. A TD supports no recurrent
connections and therefore is most is similar to classical feed-forward neural networks.
In contrast to FF, it has additional connections to a constant amount of previous inputs
where the activation value of neurons is calculated by the weighted sum of previous
activations. Consequently, neurons have the ability to react with a certain time delay
what gives the entire network a finite memory. NARX networks require recurrent
connections by definition and therefore are a special kind of RNN. In more detail,
together with an independent (exogenous) input, a NARX utilize a finite amount of
its own outputs (autoregressive) to predict the actual output. This kind of recurrence
allows the network to take into account short-term dependencies which prevents the
prediction from sudden changes and results in smooth outputs. Independent from the
particular architecture, expect for FF, the time delay 𝛿 defines a network’s memory.
Here, the delay is set to 𝛿 = 2 by default what enables the particular networks to
remember the last two inputs (TD), internal states (REC) or outputs (NARX).
The basic idea is that this short-term memory benefits from the application of the
applied proprioceptor selection. In particular, the recurrent connections allow the
network to take into account several past states. The uncertainty about its future state
is then reduced by the proprioceptors which transfer the highest amount of information
to its future. Hence, the network architecture is motivated by the prediction task which
needs to resolve the uncertainty about the future. This is related to the definition of
TE. Furthermore, redundant proprioceptive information allows filtering spontaneous
noise what is less relevant for an indefinite memory. In the following, the benefits of
proprioceptor selection are evaluated for learning the F-BSPM and V-BSPM.
7.3.1 F-BSPM Learning
The F-BSPM has the goal to predict the intrinsics of the FT sensor also in the pres-
ence of extrinsic perturbations. Hence, the prediction needs to be independent from
the amount of extrinsic perturbations. For now, all proprioceptors X𝑅 are utilized for
learning the F-BSPM by applying the gradient based backpropagation of error tech-
nique on regular training data. In particular, a maximum of 100 epochs is conducted
by means of offline learning.
The accuracy of the trained networks is then evaluated by utilizing the semi-
perturbed validation data X𝑉 . Utilizing all proprioceptors results in the F-BSPM
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Fig. 7.4: The F-BSPM predictions of y2 ∈ YV for network architectures which was trained with XR.
Using all proprioceptors (top), autoencoder features (middle), or the proposed TE based proprioceptor
selection (bottom) influences the accuracy of the predictions. Here, only the TE selection is able to
suppress the extrinsic perturbations which occur in the second half of the recording XV .
predictions for y2 ∈ YV shown in Figure 7.4 top. As long as no perturbation oc-
curs, all networks are approximately predicting the correct value. However, during the
perturbed half of the behavior execution, all networks fail to predict the correct in-
trinsics. This is due to the fact that the 105 input proprioceptors contain non-relevant
information that obfuscate important relations. Instead, the subset of proprioceptors
which was obtained from the proposed selection procedure is compared to the usage of
autoencoders [133].
Autoencoders are a special kind of ANNs which are gaining popularity in the field
of dimensionality reduction and feature extraction. Such an autoencoder consists of
an encoder and a decoder component, where both of which are neural networks. More
precisely, the encoder maps the input data to a smaller set of hidden neurons while
the decoder tries to reconstruct the original input. This process can be stacked to
reduce the dimensionality of the input data through a stepwise layering. Here, the
regular training data XR is reduced from 105 input dimensions to 50 dimensions by
the first encoder while stacking a second one results in a subset of ten dimensions.
Similar to the proposed ANN architectures, the encoding process utilizes a sigmoid
function while a linear function was implemented in the decoders. As a result, the 105-
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Tab. 7.1: The MSEs of the V-BSPM resulting from different inputs and neural network architectures.
Here, the REC network trained with the submatrix X̃𝑅𝑃 achieves the most accurate predictions of
Y𝑉 for a validation with the semi-perturbed recording X̃𝑉 .
All Proprioceptors Autoencoder TE Selection
FF 155.24 72.62 25.14
TD 95.48 81.45 14.82
NARX 22.43 62.34 7.33
REC 13.74 42.48 3.41
dimensional training data is reduced to a ten-dimensional feature data set. This feature
data is then used to train the different neural networks. The resulting predictions for
𝑦2 ∈ Y𝑉 can be seen in Figure 7.4 middle. Especially during the perturbation phase, the
accuracy increases compared to all proprioceptors. Another advantage is the decrease
of computational effort spent for learning which is induced by the reduced amount of
inputs. Similar to the usage of the PCA, a drawback of autoencoders is that temporal
influences and correlations to the learning target are not taken into account. As a
result, potentially useful information is discarded.
Finally, the submatrix X̃𝑅 which was selected by means of TE is utilized for learning
the F-BSPM. In contrast to the previous results, as shown in Figure 7.4 bottom, most
of the proposed networks are able to accurately predict the intrinsics for 𝑦2 ∈ Y𝑉 from
the ten remaining proprioceptors. Also during extrinsic perturbations the estimated
intrinsics is not influenced. Here, the highest accuracy is achieved by utilizing the REC
architecture which results in a MSE of 0.05N for the first half of the recording. In the
following, this network is referred to as F-BSPMrec.
At runtime, the F-BSPMrec predicts the FT sensor intrinsics from the selected pro-
prioceptors of the UR5 robot. These predictions can be compared to the actually
measured FT values what allows to distinguish intrinsics from extrinsics and further
gives an estimate of the amount and direction of extrinsic perturbations. To further
avoid the usage of the FT150 during runtime, the V-BSPM is learned in the following.
7.3.2 V-BSPM Learning
The V-BSPM aims at predicting absolute FT values of the FT150 whether the mea-
surements are triggered by behavior-intrinsics or extrinsic perturbations. For this, the
combination of regular and perturbed data {X𝑅,X𝑃}, which combines intrinsics and
extrinsics, is used for training with a maximum of 100 offline learning epochs. The
estimation accuracy of the different ANN networks is then evaluated by utilizing the
semi-perturbed recording X𝑉 . The resulting MSE for the different ANN predictions of
𝑦2 ∈ Y𝑉 are shown in Table 7.1.
As can be seen, the best results are achieved when utilizing the proprioceptors se-
lected with TE. This is due to the fact that TE measures additional information which
is not already contained in the FT measurements of the training data (Section 3.1.3).
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Fig. 7.5: The predictions of y2 ∈ YV for the recurrent network REC trained with the TE selection of
the regular and perturbed training data X˜RP . Using all proprioceptors (top), autoencoder features
(middle), or the proposed TE based selection (bottom) influences the accuracy of the V-BSPM. Only
the proprioceptors selected by utilizing TEf are able to correctly estimate the total force during
regular and perturbed execution of the behavior.
Hence, the selected proprioceptors are good predictors when the actual FT measure-
ments are known. Since the FT sensor is not available during, this can be achieved
by utilizing recurrent connections in the neural network. For example, NARX predicts
FT measurements by combining δ previous predictions with the actually measured
proprioception. As a result, REC and NARX utilize previous state information about
virtual FT measurements and perform better than FF and TD.
Furthermore, the accuracies of REC and NARX are decreased when using autoen-
coder features as input. A possible explanation for this effect is that the objective
function of autoencoders only focuses on the amount of information retained by using
the generated features. This is detrimental in various physical tasks in which some
proprioceptors have limited variability but strong influence on the task.
However, the best result is obtained by using the training data obtained by the
TE based selection procedure X˜RP and the REC network architecture. Predictions of
y2 ∈ YV generated by REC are compared to using all proprioceptors and autoencoder
features in Figure 7.5. Given these results, REC is utilized to determine the output of
the V-BSPM and is referred to as V-BSPMrec.
At runtime, V-BSPMrec augments the robot’s proprioception with estimates of the
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total FT measurements. In particular, actual FT values are approximated from past
proprioceptive measurements of the UR5 robot. This enables the approach to be
independent from additional hardware such as the FT150.
7.4 Virtual Force Sensor and Perturbation Detection
The FT150 is unplugged and replaced by a virtual counterpart during runtime. For
this, the subsets of proprioceptors are selected from the real-time interface of the UR5
robot and fed into the corresponding BSPMs. In particular, the virtualized sensor
is constructed by the V-BSPMrec and F-BSPMrec. The V-BSPMrec augments the
robot’s proprioception with approximated FT values while the F-BSPMrec predicts
the phase dependent intrinsics. The amount and direction of extrinsic perturbation
can then be determined by
BSPMext = VBSPMrec − FBSPMrec. (7.4)
As a result, the proposed method can be applied during runtime without making use
of the FT sensor in order to estimate total, intrinsic and in consequence external FT
values from previous experience. This reduces costs, power consumption, etc. but
is no mandatory prerequisite. For example, an additional failure protection can be
implemented by comparing the FT150 measurements to the V-BSPMrec.
The resulting estimates represent extrinsic perturbations which are applied by hu-
mans, collisions or other external factors and need to be treated with specified reaction
rules. For instance, safely detecting these collisions enables the human coworker to
intuitively interact with the robot or can be utilized to implement an emergency stop.
A video of training and utilizing these BSPMs for the introduced shape placing task
can be found under the following link: https://youtu.be/60ue0X25S6k.
To this end, the virtualized FT sensor is used to substantially increase the UR5
robot’s interaction capabilities by the following reaction rules.
∙ 𝑦2 ∈ BSPMext > 10N: Pick the object and start the placing behavior when
the human coworker slightly pushes the gripper while resting in the handover
position.
∙ |𝑦1, 𝑦2, 𝑦3| ∈ BSPMext > 10N: Return the object to the initial position whenever
colliding with the environment during behavior execution.
∙ 𝑦2 ∈ BSPMext < −10N: Release the object when the human coworker slightly
pulls the gripper while resting in the handover position.
Furthermore, the virtual FT sensor is utilized for the implementation of an emergency
stop approach which outperforms the pre-built solution of the UR5. In the following,
different experiments are conducted to evaluate the proposed combination of F-BSPM
and V-BSPM.
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7.5 Evaluation
Fig. 7.6: The intrinsic predictions compared to the total approximations of the force measure-
ments contained in the semi-perturbed validation data X𝑉 . Left: The intrinsic force predictions
of F-BSPMrec are accurately approximating the unperturbed periods of the behavior execution
and are further not influenced by extrinsic perturbations. Right: The total force approximations
of V-BSPMrec provide a more accurate approximation of the FT150 force measurements than the
firmware of the UR5 robot.
First, the accuracy of the virtualized FT sensor is evaluated and compared to the
build-in FT estimator of the UR5 which is referred to as firmware. More precisely, the
firmware makes use of joint torques and a kinematic model of the robot to predict the
FT values at the TCP. In order to get comparable results, the firmware is calibrated to
the mass and size of the FT150. Based on this calibration, the manufacturer specifies a
TCP force accuracy of 25N and a detection time of 250ms for their pre-built solution.
First, V-BSPMrec is evaluated by investigating the MAE in comparison to the ground
truth of the FT150 and the firmware. The resulting three-dimensional forces for the
semi-perturbed validation data X𝑉 are shown in Figure 7.6 right. The estimates pro-
vided by the firmware follow the general trend but exhibit significant noise. In contrast,
the V-BSPMrec approximations are close to the measured ground truth of the FT150.
The accuracy of the firmware sensor resulted in a MAE of 26.74N which is slightly
worse than the 25N specified by the manufacturer. Even considering a time delay of
250ms did not decrease the MAE score. In comparison, the MAE of the V-BSPMrec
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is 3.83N with an average computation time of 5ms (conducted on a dual core with
3.2GHz). Also the torque estimates of the V-BSPMrec achieve a MAE of 1.07Nm
what outperforms the firmware MAE of 5.67Nm.
Due to safety issues and to keep the robot reactive from the beginning, a minimal
delay of 𝛿 = 2 was utilized. To achieve a higher accuracy, the short-term memory of the
network needs to be expanded. This results in an increased computational effort for
training and runtime predictions. In particular, the short-term memory of the REC
network is set to 𝛿 = 125. This reduces the MAE of the force estimates to 1.94N
but also requires an adapted selection procedure. More precisely, the most relevant
proprioceptors with a maximal delay of one second are selected by means of delayed
TE (see Equation 3.16 p. 35)
TE𝑅 = 𝑇X𝑅→w𝑅(125),
TE𝑅𝑃 = 𝑇{X𝑅,X𝑃 }→{Y𝑅,Y𝑃 }(125).
(7.5)
As a result, the trained model requires an initial offset of one second to start the
prediction while the detection time increases to an average of 10ms.
In contrast to the proposed approach, the firmware of the UR5 and also the FT150
have no possibility to distinguish between intrinsics and extrinsics. The F-BSPMrec
predicts the FT intrinsics in order to differentiate extrinsic perturbations from the
V-BSPMrec FT approximations. Here, the F-BSPMrec is applied to the semi-perturbed
data set X𝑉 . Figure 7.6 left shows the resulting intrinsic force predictions for
{𝑦1, 𝑦2, 𝑦3} ∈ Y𝑉 . As can be seen, the intrinsics are accurately predicted during the
unperturbed half of the recording and are also not affected by extrinsic perturbations
in its second half.
Extrinsic perturbations BSPMext are then derived by the difference between
VBSPMrec and FBSPMrec. Figure 7.7 shows the amount and direction of extrinsic
forces during the execution of the semi-perturbed validation data X𝑉 . The fluctuations
in the first half of the execution are originated by the noise of both BSPMs which has
an overall MSE of about 4N. The particular accuracy can be used to define a threshold
value. Here, a threshold of 10N results in a precise distinction between model induced
noise and extrinsic perturbations. This further allows neglecting the weight of the
carried objects, which for the proposed shapes is about 0.6N. Heavier objects can be
taken into account by additional offsets or by extending the learning phase for objects
of different weights.
Finally, the correct assignment and the particular reaction to these perturbations
depend on task-specific reaction rules. For the proposed shape placing application
several predefined reaction rules and an emergency stop approach are implemented
and shown in the mentioned video.
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Fig. 7.7: The amount and direction of extrinsic forces during the execution of the semi-perturbed
validation data X𝑉 . These three-dimensional forces are defined by the difference between V-BSPMrec
and F-BSPMrec. This enables the UR5 robot to interact with the human coworker by utilizing specified
reaction rules.
7.6 Conclusion
A combination of F-BSPM and V-BSPM was applied to augment the robot’s propri-
oception with a virtual FT sensor. This virtual FT Sensor outperforms the firmware
of the UR5 robot which is based on an integrated mass acceleration model. More pre-
cisely, the resulting perturbation estimation approach is five times more accurate and
significantly faster. Unlike the integrated firmware and the original hardware (FT150),
their virtual counterpart further distinguishes intrinsic fluctuations from extrinsic per-
turbations.
One could argue that removing the hardware of the FT sensor results in an increase
of the estimation error of the V-BSPM. That is certainly true but can be easily solved
depending on the particular objective. For example, removing the FT150 changes
the weight and kinematic chain of the robot and is detected as a constant extrinsic
perturbation. This offset can be eliminated by a single initialization step or by adding
a placeholder to the robot which has the same size and weight as the FT sensor.
An overview about this combined BSPM approach is given in Figure 7.8. Here,
the behavior is executed under regular conditions while recording the measurements of
the FT150 and the proprioceptors of the UR5 robotic arm. Hence, the recorded data
contains only behavior-specific intrinsics. This data is used to learn the F-BSPM from
the subset of proprioceptors containing the highest amount of information about the
actual phase of the behavior execution. The intrinsic predictions of the F-BSPM are
then deducted from runtime FT measurements to extract the amount and direction
of extrinsic perturbations. To further remove the FT150 during runtime, the total
sensor measurements are augmented by learning a V-BSPM. In contrast to intrinsic
predictions, this V-BSPM is trained from data recorded during regular and perturbed
behavior executions. The amount and direction of extrinsic perturbations is then de-
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Fig. 7.8: Overview of the presented combination of F-BSPM and V-BSPM with regard to the method-
ology introduced in Section 4.3. Here, regular and perturbed behavior executions together with FT
measurements are recorded as training data. Proprioceptors which are good predictors for the phase
and FT values are then selected by means of TE. The remaining proprioceptors are used for neural
network based learning of short-term memories. In particular, the F-BSPM predicts the intrinsics
from the phase related proprioceptors while relations to FT values are beneficial for learning the V-
BSPM. The latter allows estimating the total proprioception of the virtual FT sensor. At runtime, the
difference between intrinsics and total FT values can be used to detect the amount and direction of
extrinsic perturbations. This enables the robot to apply task-specific reaction rules and consequently
increases its safety and interaction capabilities.
rived from the difference between the V-BSPM and F-BSPM predictions. Hence, a
virtual replacement of the FT sensor is learned. The BSPMs further enable the ap-
proach to distinguish between intrinsics and extrinsics what is an advantage over the
original FT sensor and the integrated firmware of the UR5. For the proposed shape
placing task, the FT150 is unplugged while the virtual FT sensor is utilized to safely
detect collisions. As a result, the robot is augmented with force sensing capabilities
which allow safe and intuitive human-robot interaction.
To this end, classical recurrent network architectures provide the best results. This
is attributed to the TE based proprioceptor selection procedure which involves a re-
lated information processing. In contrast to the previous application of deep learning,
the approach was exclusively implemented by well-known short-term memory archi-
tectures. Here, limiting the complexity of these networks decreases the computational
effort required for the corresponding learning procedure and ensures the comparabil-
ity and reproducibility of the results. This further decreases the effort and knowledge
required for defining an adequate network configuration. I.e., applying more complex
architectures, larger time delays or even state-of-the-art deep learning architectures are
promising to improve the proprioception capabilities but would decrease the applica-
bility to non-experts.
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8 Conclusion
This chapter summarizes the objectives and results of the presented thesis. First, the
main contributions made to the field of proprioception models for robotic force estima-
tion are recapitulated. Then, future directions and possible extensions are discussed
before concluding with several final remarks.
8.1 Main Contributions
Robots that support humans in physically demanding tasks require accurate force
sensing capabilities. A common way to achieve this is by monitoring the interaction
with the environment directly with dedicated force sensors. Major drawbacks of such
special purpose sensors are the increased costs and the reduced payload of the robot
platform. Instead, this thesis investigated how the functionality of such sensors can
be approximated by utilizing force estimation approaches. Most of todays robots are
equipped with rich proprioceptive sensing capabilities where even a robotic arm, e.g.,
the UR5, provides access to more than hundred sensor readings. Following this trend,
it is getting feasible to utilize a wide variety of sensors for force estimation purposes.
Human proprioception allows estimating forces such as the weight of an object by
prior experience about sensory-motor patterns. Applying a similar approach to robots
enables them to learn from previous demonstrations without the need of dedicated
force sensors.
This thesis introduces behavior-specific proprioception models, a novel concept for
enhancing robotic behavior with estimates of the expected proprioceptive feedback.
These models extend classical programming by demonstrations methods where only
movement data is learned and enable robots to estimate forces during behavior execu-
tion. In the neurobiological literature proprioceptive forward and inverse models are
considered. The introduced concepts of F-BSPMs and I-BSPMs can be understood
as an operationalization of these proprioceptive models for the application in robotics.
F-BSPMs predict the expected proprioception which can be compared to the mea-
sured proprioception. This allows extracting extrinsic perturbations in the space of
the particular proprioceptor. For example, during walking a robot predicts its stabil-
ity which continuously changes due to the execution of walking itself. Hence, guiding
forces of a human interactant can be derived from the difference between the expected
and actually measured stability. In contrast, I-BSPMs are used to directly estimate
behavior parameter such as the step length of the walking behavior. This simplifies the
formulation of the corresponding reaction rules where the exact amount and direction
of forces is not relevant for the compensation of extrinsic perturbations.
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In addition, this thesis introduced V-BSPMs which augment the robot’s proprio-
ception with virtual sensors. This resembles the capabilities of skilled mechanics who
can estimate forces from previously experienced effects on their proprioception. For
example, virtual sensors are able to estimate force values from their effects on the
robot’s joint currents. Furthermore, multiple BSPMs can be combined to enhance the
functionality of special purpose sensors. This was shown by replacing a FT sensor by a
combination of an F-BSPM and a V-BSPM. The F-BSPM predicts the expected intrin-
sic measurements while the V-BSPM estimates the overall FT values. The difference
between both determines the amount and direction of extrinsic FT values. As a result,
the robotic arm is equipped with accurate FT sensing capabilities which outperform
the integrated analytical firmware.
A main methodological contribution is the operationalization of the BSPM approach
using data-driven machine learning techniques. During a training phase, the behavior
is continuously executed while recording proprioceptive sensor readings. The training
data acquired from these demonstrations represents ground truth about the behavior-
specific sensory-motor integration of the robot, i.e., the influence of performed actions
and environmental conditions on the perceived proprioception. This data acquisition
procedure does not require expert knowledge about the particular robot platform, e.g.,
kinematic chains or mass distribution, which is a major advantage over analytical
approaches. As a result, the practical applicability of the BSPM approach is increased
also for non-experts. Furthermore, the effort spent by the user as well as the wear and
tear of the robot are reduced by learning from only a small set of training examples.
Dimensionality reduction and sensor selection schemes were utilized to automatically
identify the most beneficial proprioceptors from the wide variety of sensor readings.
Confirming previous findings, the well-known PCA performs well for robotic movement
data. However, PCA does not take into account correlations with the learning target.
This shortcoming is overcome by various sensor selection algorithms which are based
on information-theoretic measures. In particular, TE was found to be beneficial to
measure temporal information transfer from proprioceptors to the learning target and
vice versa. Here, the direction needs to be chosen with regard to the particular ap-
plication. More precisely, predicting the information transfer from the proprioceptors
to the learning target is beneficial when selecting proprioceptors which influence the
learning target. In contrast, the information transfer from the learning target to the
proprioceptors needs to be taken into account when selecting proprioceptors which are
influenced by the learning target. Instead of calculating information transfer, MMI
and CMI are used to measure the shared information between proprioceptors and the
learning target. Here, an iterative selection procedure was presented which subse-
quently selects proprioceptors by their additional amount of information where CMI
performs slightly better than MMI. This allows selecting a minimal subset of less re-
dundant proprioceptors which contains complete knowledge about the learning target
and was demonstrated for weight classification. Here, ten proprioceptors was identified
to share more than 99% of mutual information with the fill level of a self-contained
water extraction station.
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The most relevant sensor readings are then utilized to learn the particular BSPM in
a supervised fashion where a mapping is typically achieved by lazy or eager machine
learning. The main advantage of utilizing lazy learning is that a minimum of user effort
is required. At runtime, a behavior is compared to the training examples detecting
the most similar sequence of proprioceptive measurements. The main challenges here
are to generate accurate outputs from a small number of training examples and to
ensure a constantly low computation time. In this thesis, a novel interpolation scheme
which extracts the underlying nonlinear dynamics of cyclic movement data by utilizing
methods from the field of fluid dynamics (DMD) was presented. As a result, a finely
sampled database of training examples was generated from about one minute of training
data. Furthermore, an algorithmic approach with reduced computational complexity
and constantly low computation time was introduced. In contrast, eager learning
techniques generate an abstract model where the acquired data can be erased after
training. Here, neural networks such as classical RNNs up to modern LSTMs were
found to scale best with the number of training examples. In particular, the training
effort can be scaled by reducing the complexity of the topology or limiting the number
of learning epochs. Here, a runtime output is generated in constantly low time where
more complex recurrent architectures and deep learning algorithms were found to be
promising to increase the precision of BSPMs.
The BSPM approach was applied to different robot platforms where a wide variety of
robotic applications were enhanced with accurate force sensing capabilities. As a result,
these robots are enabled to flexibly interact with their environment during human-robot
collaboration, tool-usage, exploration of unstructured environments and human-robot
interaction. In particular, changes in the stability of a walking humanoid robot were
monitored and related to the amount and direction of human guidance commands,
e.g., pushing or pulling on the transported object. Both the F-BSPM or I-BSPM
approaches were demonstrated to successfully solve the task. In another scenario, a
V-BSPM was applied to an industrial robot arm to identify the torque exerted by a
custom wrench. Furthermore, the weight of an object was classified where a sequence
of 60 proprioceptive measurements (about half a second) was required to meet a certain
decision. Here, the precision of the utilized LSTM classifier outperforms the usage of a
dedicated FT sensor. Finally, the F-BSPM and V-BSPM approach were combined to
generate accurate force estimates for human-robot interaction during performing pick-
and-place operations. The difference between the force estimates of both models allows
detecting deviations which are triggered by collisions with the environment. Here,
forces applied while the robot stands still are interpreted as intended interactions of
the human and used to trigger robotic behavior, e.g., grasping and releasing of objects.
In contrast, extrinsic forces during behavior execution are attributed to unintended
collisions with the environment or the human interactant which is used to implement
a reliable fault detector and emergency stop. The generated force estimates are more
accurate than the analytical firmware, require no precise configuration and further
distinguish between intrinsic and extrinsic forces.
Summarizing, the presented BSPMs equip robots with precise force estimation capa-
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bilities which often outperform dedicated FT sensors. These BSPMs are applicable to
arbitrary robot platforms where at least some proprioceptive measurements are avail-
able, e.g., joint angles and motor currents. The information-theoretic sensor selection
increases the learning efficiency and robustness of the corresponding models while be-
ing applicable without the need of expert knowledge. These are major advantages as
compared to analytical models and related data-driven approaches for robotic force
estimation.
8.2 Future Directions
To achieve accurate force estimation capabilities the weight classification task intro-
duced in Section 6.2 uses an LSTM architecture for learning a mapping between pro-
prioceptive sensor readings and weight of the lifted object. As experienced during the
conducted evaluation, a well-chosen LSTM configuration, e.g., block and input size,
is required to achieve meaningful force estimates. Here, finding a good configuration
could be automatized by utilizing a hyperparameter optimizer algorithm. Such al-
gorithms repeat the learning procedure for different configurations and search for an
optimal hyperparameter configuration. This was not addressed in this thesis since it
usually requires a lot of computational performance and therefore would have reduced
the applicability of the BSPM approach in many settings. However, assuming the avail-
ability of a high-performance computer system this is promising to further automatize
the learning procedure.
In order to generate BSPMs, only supervised learning techniques were investigated
in this thesis. Here, the proprioception model is trained with labeled input-output
training data which is then utilized to generate an estimate for runtime measurements.
In future work, a reinforcement learning BSPM approach could be considered for tasks
where no exact solution about the particular output is available. For this, the user
may continuously reward the proprioceptive model with regard to the precision of the
generated estimates. Involving such direct user feedback is independent from labeling
training data and could allow the user to intuitively stop the learning procedure, i.e.,
when satisfied with the precision of the results or if no improvement is noticeable
anymore.
Major contributions of this thesis are the selection methods of the most relevant
sensors for the specific behavior. The presented selection schemes utilize TE and CMI
which cannot distinguish between correlated and spurious correlated information. This
problem was addressed by acquiring a sufficient amount of heterogeneous training data
or monitoring the particular learning procedure with an additional set of validation
data. The latter procedure could also be applied to the sensor selection step where the
measured correlations are compared to unseen data. In this way, spurious correlations
could be detected in an earlier step of the BSPM approach to prevent a time-consuming
learning procedure with erroneous training data.
Thus far, the BSPM approach is applied from scratch for each new behavior. In fu-
ture research, several BSPMs may be combined in a mixture-of-experts approach. This
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would allow generalizing force estimation to new, unseen behaviors from a combination
of similar ones. For this, it is important to implement a lifelong learning procedure
which subsequently increases the database and consequently the number and precision
of BSPMs.
The presented applications measure the overall extrinsic forces (e.g., the whole body
during a cooperative transportation task) or were learned for behavior-specific contact
points (e.g., the TCP while utilizing a custom torque wrench). Another interesting
field of future work is to extend collision detection for a localization of environmental
contact points. With some expert-knowledge about the kinematic structure and sen-
sor positions various BSPMs could be learned hierarchically for different body parts.
Hence, external forces could be estimated for each body part separately which would
allow to estimate the contact point with the environment. This could also reduce the
reaction time since the model could focus on a smaller set of sensors which are related
to the particular body part. Finally, such a hierarchical structure would allow to apply
the BSPM approach to swarms of robots which need to estimate forces for different
environmental conditions. For example, this would allow carrying an object together
while the swarm behavior is adapted with regard to the object’s mass, the terrain and
the transportation goal.
8.3 Concluding Remarks
Humans are able to recognize and compensate external forces by familiarizing them-
selves with task-specific proprioceptive feedback, e.g., muscle tensions. In contrast,
robots are usually programmed by experts who have a precise analytical understand-
ing of the task-specific dynamics. To overcome these divergences, this thesis introduced
a novel machine learning concept which enhance robots with Behavior-Specific Propri-
oception Models (BSPMs). These models utilize data gathered from previous behavior
demonstrations to estimate proprioceptive sensations during runtime. Differences be-
tween estimated and actually measured sensations are then utilized to estimate the
amount and direction of extrinsic forces. As shown by various applications, the BSPM
approach provides accurate force sensing capabilities for robots that do not have ded-
icated FT sensors.
Moreover, also robots with dedicated FT sensors may benefit from the proposed
approach. Here, BSPMs could be utilized as an additional safeguard and failure pro-
tection. For example, when the real FT sensor is defective the virtual one could be used
as fallback solution. In industrial settings, this would allow to maintain the production
chain until a technician arrives to repair the hardware. The additional possibilities and
application domains arising from the usage of BSPMs are manifold.
135
Bibliography
[1] Erik Berger, David Vogt, Christian Pönisch, Heni Ben Amor, and Bernhard
Jung. Cooperative human-robot manipulation tasks. IEEE/RSJ International
Conference on Intelligent Robots and Systems (IROS), Workshop on Beyond
Robot Grasping - Modern Approaches for Learning Dynamic Manipulation,
2012.
[2] Erik Berger, David Vogt, Heni Ben Amor, and Bernhard Jung. Behavior adapta-
tion in cooperative human-robot transportation tasks. IEEE International Confer-
ence on Robotics, Automation (ICRA), Workshop on Semantics, Identification,
and Control of Robot-Human-Environment Interaction, 2013.
[3] Erik Berger, David Vogt, Nooshin Haji-Ghassemi, Bernhard Jung, and Heni Ben
Amor. “Inferring guidance information in cooperative human-robot tasks”. In:
Humanoid Robots (Humanoids), 2013 13th IEEE-RAS International Conference
on. IEEE. 2013, pp. 124–129.
[4] Erik Berger, Mark Sastuba, David Vogt, Bernhard Jung, and Heni Ben Amor.
“Dynamic mode decomposition for perturbation estimation in human robot in-
teraction”. In: Robot and Human Interactive Communication, 2014 RO-MAN:
The 23rd IEEE International Symposium on. IEEE. 2014, pp. 593–600.
[5] Erik Berger, David Müller, David Vogt, Bernhard Jung, and Heni Ben Amor.
“Transfer entropy for feature extraction in physical human-robot interaction:
Detecting perturbations from low-cost sensors”. In: Humanoid Robots (Hu-
manoids), 2014 14th IEEE-RAS International Conference on. IEEE. 2014,
pp. 829–834.
[6] Erik Berger, Mark Sastuba, David Vogt, Bernhard Jung, and Heni Ben Amor.
“Estimation of perturbations in robotic behavior using dynamic mode decom-
position”. In: Advanced Robotics 29.5 (2015), pp. 331–343.
[7] Erik Berger, Steve Grehl, David Vogt, Bernhard Jung, and Heni Ben Amor.
Learning to estimate forces for safe tool usage. IEEE/RSJ International Confer-
ence on Intelligent Robots and Systems (IROS), Workshop on Safety for Human-
Robot Interaction in Industrial Settings, 2015.
Bibliography 136
[8] Erik Berger, Steve Grehl, David Vogt, Bernhard Jung, and Heni Ben Amor.
“Experience-based torque estimation for an industrial robot”. In: Robotics and
Automation (ICRA), 2016 IEEE International Conference on. IEEE. 2016,
pp. 144–149.
[9] Erik Berger, David Vogt, Steve Grehl, Bernhard Jung, and Heni Ben Amor.
“Estimating perturbations from experience using neural networks and infor-
mation transfer”. In: Intelligent Robots and Systems (IROS), 2016 IEEE/RSJ
International Conference on. IEEE. 2016, pp. 176–181.
[10] New World Encyclopedia. Proprioception — New World Encyclopedia, [Online;
accessed 24-April-2018]. 2008. url: http://www.newworldencyclopedia.org/
p/index.php?title=Proprioception&oldid=682500.
[11] Regina Yando, Victoria Seitz, and Edward Zigler. Imitation: A developmental
perspective. Lawrence Erlbaum, 1978.
[12] Albert Bandura and Richard H Walters. “Social learning and personality devel-
opment.” In: (1963).
[13] Stefan Schaal. “Is imitation learning the route to humanoid robots?” In: Trends
in cognitive sciences 3.6 (1999), pp. 233–242.
[14] Heni Ben Amor, Erik Berger, David Vogt, and Bernhard Jung. “Kinesthetic
bootstrapping: Teaching motor skills to humanoid robots through physical in-
teraction”. In: KI 2009: Advances in Artificial Intelligence. Springer Berlin Hei-
delberg, 2009, pp. 492–499.
[15] Rolf Pfeifer and Christian Scheier. Understanding intelligence. MIT press, 2001.
[16] Kenneth Anderson, Lois E Anderson, and Walter D Glanze. Mosby’s medical,
nursing, & allied health dictionary. CV Mosby, 1998.
[17] Charles Sherrington. The integrative action of the nervous system. CUP Archive,
1910.
[18] PBC Matthews. “Muscle spindles and their motor control”. In: Physiological
Reviews 44.2 (1964), pp. 219–288.
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