Abstract. A set of lines in R n is called equiangular if the angle between each pair of lines is the same. We address the question of determining the maximum size of equiangular line sets in R n , using semidefinite programming to improve the upper bounds on this quantity. Improvements are obtained in dimensions 24 ≤ n ≤ 136. In particular, we show that the maximum number of equiangular lines in R n is 276 for all 24 ≤ n ≤ 41 and is 344 for n = 43. This provides a partial resolution of the conjecture set forth by Lemmens and Seidel (1973) .
Introduction
A set of lines in a metric space is called equiangular if the angle between each pair of lines is the same. We are interested in upper bounds on the number of equiangular lines in R n . In other words, if we have a set of unit vectors S = {x i }
M i=1
and there is a constant c > 0 such that | x i , x j | = c for all 1 ≤ i = j ≤ M , what is the maximum cardinality of S? Denote this quantity by M (n). The problem of determining M (n) looks elementary but a general answer has so far proved elusive: Until recently the maximum number of equiangular lines in R n was known only for 16 values of the dimension n. The history of this problem started with Hanntjes [8] who found M (n) for n = 2 and 3 in 1948. Van Lint and Seidel [11] found the largest number of equiangular lines for 4 ≤ n ≤ 7. In 1973, Lemmens and Seidel [10] used linear-algebraic methods to determine M (n) for most values of n in the region 8 ≤ n ≤ 23. Gerzon (see [10] ) gave the following upper on M (n).
Theorem 1.1 (Gerzon). If there are M equiangular lines in R
n , then (1.1) M ≤ n(n + 1) 2 Gerzon's upper bound can be attained only for a very small number of values of n. Currently, such constructions are known only for n = 2, 3, 7, and 23. Neumann (see [10] , Theorem 3.2) proved a fundamental result in this area: Note that if M attains the Gerzon bound, then (n + 2)α 2 = 1 [10, Thm.3.5]. Therefore, if the cardinality of an equiangular line set attains the Gerzon bound, then n has to be 2 or 3 or an odd square minus two and the angle between pairs of lines is arccos 1/( √ n + 2). A set of unit vectors S = {x 1 , x 2 , . . . } ⊂ R n is called two-distance if x i , x j ∈ {a, b} for some a, b and all i = j. Theorem 1.3 (Larman, Rogers, and Seidel [9] ). Let S be a spherical twodistance set in R n . If |S| > 2n + 3 and a > b, then b =
The condition |S| > 2n + 3 was improved to |S| > 2n + 1 by Neumaier [13] . He also gave an example of a two-distance set with cardinality 2n + 1 that violates the integeraity condition of k. This example is obtained from the spherical embedding of the conference graph.
If the spherical two-distance set gives rise to equiangular lines, then a = −b, so Theorem 1.3 implies that a = 1/(2k − 1), which is the statement of the Neumann theorem. The assumption of Theorem 1.3 is more restrictive than of Theorem 1.2, but in return we obtain an upper bound on k. For instance, if n = 40, then k can be only 2 or 3, so the angle has to be arccos α, where α = 1/3 or 1/5. The assumption of Theorem 1.3 is satisfied since there exist equiangular line sets with M ≥ 2n + 4 for all n ≥ 15.
The known bounds on M (n) for small dimensions are summarized in Table  1 [10], [15] (the latter for the upper bound on M (17)); in particular, M (n) was known exactly only if 2 ≤ n ≤ 13; n = 15, 21, 22, 23. In the unsettled cases the best known upper bound on M (n) is usually the Gerzon bound. Lemmens and Seidel [10, Thm. 4.5] further showed that
where M α (n) is the maximum size of an equiangular line set when the value of the angle is arccos α. They also conjectured that M 1/5 (n) = 276 for 23 ≤ n ≤ 185, observing that if this conjecture is true, then M (n) = 276 for 24 ≤ n ≤ 41 and 
valid for all α such that the denominator is positive. This inequality is sometimes called the relative bound as opposed to the "absolute bound" of (1.1).
In this paper we use the semidefinite programming (SDP) method to derive some new bounds on M (n). Our main results are summarized in Table 2 . In particular, exact values of M (n) are obtained for 24 ≤ n ≤ 41 and for n = 43 where previous results gave divergent bounds: we show that M (n) = 276 for 24 ≤ n ≤ 41 and M (43) = 344. These results are established by performing computations with SDP. We also show that M 1/5 (n) = 276 for 23 ≤ n ≤ 60. These results resolve a part of the Lemmens-Seidel conjecture and enable us to obtain the results in Table  2 . For 44 ≤ n ≤ 136, we also obtain new upper bounds on M (n), improving upon the Gerzon bound, although no new exact values are found in this range. Below in the paper we give a more complete table of the computation results.
An interesting question relates to the asymptotic behavior of M (n) for n → ∞. For a long time the best known constructions were able to attain the growth order of M (n) = Ω(n), until D. de Caen [6] constructed a family of 2 9 (n + 1) 2 equiangular lines in R n for n = 3 · 2 2t−1 , t ∈ N. Thus, currently the best asymptotic results are summarized as follows:
where the upper bound is from (1.1). The question of the correct order of growth represents a difficult unresolved problem. Contributing to the study of the asymptotic bounds, we show that for n = 3(2k − 1)
(Added in proof) After this paper was accepted, C. Greaves et al. posted a preprint [16] in which the upper bounds for n = 14, 16 were improved to M (14) ≤ 29 and M (16) ≤ 41, respectively.
SDP bounds for equiangular lines
Many problems in operations research, combinatorial optimization, control theory, and discrete geometry can be modelled or approximated as semidefinite programming. SDP optimization problems are usually stated in the following form:
where c ∈ R m is a given vector of coefficients, F i , i = 0, 1, . . . are n × n symmetric matrices, and " " means that the matrix is positive semidefinite. SDP problems fall in the class of convex optimization problems since the domain of feasible solutions is a convex subset of R m . For the case of diagonal matrices F i , SDP turns into a linear programming (LP) problem. Properties of SDP problems and algorithms for their solution are discussed, for instance, in [5] . Most SDP solvers such as CSDP, Sedumi, SDPT3 use interior point methods originating with Karmarkar's celebrated algorithm (we used CVX toolbox in Matlab).
Let
As shown by Bachoc and Vallentin [1] , the problem of estimating the maximum size of C can be stated as an SDP problem. In particular, for a = 1/2, this is the famous "kissing number problem", i.e., the question about the maximum number of nonoverlapping unit spheres that can touch a given unit sphere. A particular case of the main result in [1] was used in [4] to find new bounds on the maximum cardinality of spherical two-distance sets.
Let us introduce some notation. Let G (n) k (t), k = 0, 1, . . . denote the Gegenbauer polynomials of degree k, i.e., a family of polynomials defined recursively as follows:
where p ∈ N, and a matrix S n k (u, v, t) by setting
where the sum is over all permutations of 3 elements. Note that (S n k (1, 1, 1)) ij = 0 for all i, j and all k ≥ 1. Let C be a spherical code. As shown in [7] , (2.1)
and as shown in [1] ,
Inequalities (2.1) and (2.2) can be used to formulate a general SDP problem for upper bounds on the cardinality of spherical codes in R n [1] .
Using the approach of [4] , we obtain the following SDP bound on M (n). 
subject to
where k = 0, 1, · · · , p and
To compute bounds on M (n), we found solutions of the SDP problem (2.3)-(2.6), restricting our calculation to the case p = 5. In Table 3 we list the values of SDP bounds for all possible angles except the angle arccos Improvements of the Gerzon upper bound (1.1) are obtained for n ≤ 136. The last 3 entries in Table 3 produced no improvements, and are marked by an asterisk because of that. Similarly, the SDP problem yielded no improvements for higher dimensions.
An interesting, unexplained observation regarding this table is that the SDP bound for M α (n) has long stable ranges for dimensions starting with the value Note that the SDP bound gives the same value as the Gerzon bound for n = 47, 79 and 119, and that these three dimensions are of the form n = (2k − 1) 2 − 2, where k ≥ 2 is a positive integer. Bannai, Munemasa, and Venkov [2] showed that for n = 47, 79 the maximum possible size M (n) cannot attain this value while the case n = 119 is still open. The result of [2] relies on the fact that an equiangular line set in R n with cardinality
gives rise to a spherical two-distance set of size (n − 1)(n + 2)/2 in R n−1 , and such sets are related to tight spherical 4-designs whose existence can be sometimes ruled out. If this conjecture is true, then M (n) = 1128 for 48 ≤ n ≤ 75 and M (n) = 3160 for 80 ≤ n ≤ 116.
Tight spherical designs of harmonic index 4 and equiangular lines
Definition 3.1. Let t be a natural number. A finite subset X of the unit sphere S n−1 is called a spherical t-design if, for any polynomial f (x) = f (x 1 , x 2 , . . . , x n ) of degree at most t, the following equality holds :
A spherical t-design is called tight if it attains the LP bound of [7] , also called the absolute bound.
An equivalent definition of spherical designs can be given in terms of harmonic polynomials. Let Harm t (R n ) be the set of homogeneous harmonic polynomials of degree t on R n . Then the set X is a spherical design [7] if
The following definition was recently proposed by Bannai, Okuda, and Tagami [3] : A spherical design of harmonic index t is a finite subset X ⊂ S n−1 such that
An LP bound for spherical designs of harmonic index t was derived in [3] . Similarly, if this bound is attained, then the design is called tight. Our interest in tight spherical designs of a fixed harmonic index is motivated by a result in [3] which shows that a tight design of index 4 gives rise to an equiangular line set in R n with angle arccos a = 3/(n + 4). Since a = 1 2k−1 for some integer k ≥ 2, we find that n = 3(2k − 1) 2 − 4. These considerations motivate the following result.
The cardinality N of any equiangular line set in R n with inner product a = 1/(2k − 1) satisfies the inequality
Proof. To prove this result we use the LP bound of [7] that has the following form:
Consider the polynomial f (t) = (t 2 − a 2 ) t 2 + a 2 n + 4a 2 − 6 n + 4 .
Proof. Let k be even, then G n k (t) is an even function, so inequalities (3.4) take the form (3.6) 1 + G n k (a)(x 1 + x 2 ) ≥ 0, k = 2m, m ∈ N. These inequalities define a set of half-planes whose boundaries are parallel to the objective function. The inequalities for odd k are bounded by lines that are perpendicular to the boundaries of the even-indexed constraints, and therefore can be disregarded. We conclude that the maximum is attained on the line 1+G n k (a)(x 1 +x 2 ) = 0 for some even k. The inequalities with k such that G n k (a) ≥ 0 are trivially satisfied, therefore, we consider only those values of k when G n k (a) < 0. Eq. (3.6) implies that, for all even k,
This completes the proof.
To give an example of using this theorem, take n = 71 and a = (1/5) = −1/875. Thus, we obtain M 1/5 (71) ≤ 876. Of course, it could be possible that for greater k we obtain a smaller value of the bound, but this is not supported by our experiments (although we do not have a proof that k = 4 is the optimal choice).
Experiments also suggest that k = 4 may be the universal optimal choice for infinitely many values of n and a. Indeed, we have G n 4 (x) = (n + 2)(n + 4)x 4 − 6(n + 2)x 2 + 3 n 2 − 1 .
Taking n = 3(2t − 1) 2 − 4 and a = 1/(2t − 1), where t ≥ 2, we obtain the expression 1 G n 4 (a) + 1 = 2t(t − 1)(12t 2 − 12t + 1) = (n + 1)(n + 2) 6 which coincides with the LP bound (3.1).
