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ABSTRACT
The degree of visibility of any kind of stimulus is largely determined by the background on which it is shown,
a property commonly known as masking. Many psychophysical experiments have been carried out to date to
understand masking of sinusoids or Gabor targets by similar maskers and by noise, and a variety of masking
models have been proposed. However, these stimuli are artiﬁcial and quite simplistic compared to natural scene
content. Masking models based on such experiments may not be accurate for more complex cases of masking.
We investigate the visibility of noise itself as a target and use natural images as the masker. Our targets are
Gaussian white noise and band-pass ﬁltered noise of varying energy. We conducted psychophysical experiments
to determine the detection threshold of these noise targets on many diﬀerent types of image content and present
the results here. Potential applications include image watermarking or quality assessment.
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1. INTRODUCTION
The visibility of any kind of stimulus is largely determined by the background on which it is shown, a property
commonly known as masking. In the context of compression, for example, it is helpful to think of the compression
artifacts being masked by the original image. Masking explains why the artifacts are disturbing in certain regions
of an image while they are hardly noticeable elsewhere. The same is true for a watermark signal inserted into
an image. One of the main goals in the design and implementation of compression and watermarking systems
is minimizing the visibility of these artifacts (“visually lossless compression” tries to suppress them completely)
while maximizing the compression ratio or the capacity and robustness of the watermark. Therefore, it is
important to understand the sensitivity of the human visual system to these artifacts under diﬀerent conditions
and in diﬀerent masking situations.
Masking eﬀects are usually quantiﬁed by means of detection experiments, where the contrast threshold for
the detection of a target stimulus is measured for a range of masker contrasts. As masker contrasts increase, the
detection threshold of the target grows as a function of the masker contrast. The exact masking behavior depends
to a great extent on the types of target and masker stimuli and their relationship to each other (e.g. relative
frequency and orientation). Many psychophysical experiments have been carried out to date to investigate
masking of sinusoids or Gabor patches by similar maskers1–4 and by noise,5–7 and a variety of masking models
have been proposed.8 However, these stimuli are artiﬁcial and quite simplistic compared to natural scene
content. Therefore, masking models based on such experiments may not be accurate for more complex cases of
masking. Nonetheless, only few studies exist that investigate masking in natural images.
Eckstein et al.9 studied signal detection on complex backgrounds in the presence of noise for medical images
and measured defect detectability as a function of signal contrast.
Watson et al.10 coined the term “entropy masking” to emphasize that the diﬀerence between contrast masking
with regular structures such as sinusoidal or Gabor masks on one hand and noise masking (also referred to as
texture masking) with unstructured noise-like stimuli on the other lies mainly in the familiarity of the observer
with the stimuli. Natural images are somewhere in between these two extremes.
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Kutter and Winkler11 proposed a weighting mask for a spread-spectrum watermark based on masking experi-
ments with natural images. The masking model used was still based on data from contrast masking experiments.
Nadenau et al.12 compared masking models for the visibility of wavelet compression artifacts in natural
images. Their experiments are quite speciﬁc to the application, but represent one of the ﬁrst comparative
studies of masking in natural images.
In this paper, we investigate the visibility of noise itself as a target on structured backgrounds such as natural
images. Noise is introduced in many imaging operations — it can be due to the image sensor, quantization
noise from compression, watermarking information inserted into an image, etc. We conducted psychophysical
experiments to determine the detection threshold of noise targets on diﬀerent types of image content. The test
images and the types of noise used are presented in Section 2. The experimental setup and procedures are
described in Section 3. Finally, the data we obtained are analyzed and discussed in Sections 4 and 5.
2. TEST MATERIAL
2.1. Test Images
The test images were chosen from various collections, including the JPEG2000 test set and the VisTex texture
database.∗ We cropped square regions of 400×400 pixels from the original images and converted them to gray
scale. In the selection process, we attempted to include images with various characteristics such as ﬂat areas,
complex textures, strong contours, and faces. We also added a uniform gray image to the test set to determine
the noise visibility threshold in the absence of masking. The complete set of test images is shown in Figure 1.
2.2. Noise Insertion
The basis for noise insertion is additive white Gaussian noise (AWGN). To test the frequency dependence of
noise visibility, we also use band-pass ﬁltered noise. All noise patterns are shaped in the spatial domain with a
Gaussian envelope to limit the image region aﬀected by noise and at the same time to avoid any border eﬀects
of a sharp cutoﬀ.
In the white noise case, two envelope sizes are used to test the eﬀect of the spread of the noise over the image,
one with a σe of 1/10 of the image width (40 pixels or 1.3 degrees of the visual ﬁeld for the given viewing setup,
see Section 3), and one with a σe of 1/5 of the image width (80 pixels or 2.6 degrees). The second ﬁlter thus
retains four times the total noise energy of the ﬁrst.
For band-pass ﬁltering, we use the ﬁlters proposed by Daly for his Visible Diﬀerences Predictor.13 They are
deﬁned using a hierarchy of low-pass ﬁlters with the following radial frequency characteristics:
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where fc is the cutoﬀ frequency and wt is the transition width. A band-pass ﬁlter is created by subtracting two
such low-pass ﬁlters. We chose cutoﬀ frequencies of 5 and 10 cycles per degree (cpd) for the ﬁrst and 10 and
20 cpd for the second band-pass ﬁlter. The transition width was wt = 23fc in all cases. The frequency-domain
representations of these two ﬁlters for the given image size and viewing setup (see Section 3) are shown in
Figure 2. Note that the second ﬁlter is almost high-pass. After ﬁltering the noise, it is again shaped with a
Gaussian envelope with a σe of 1/10 of the image width.
The resulting test conditions are summarized in Table 1; Figure 3 shows examples for each case after insertion
into a test image.
∗ http://www-white.media.mit.edu/vismod/imagery/VisionTexture/vistex.html
Figure 1. Test images, ordered from left to right and top to bottom by the visibility threshold of the unﬁltered noise with σe = 1.3◦
(cf. Section 4). The top left image is uniform gray of the same luminance as the screen background in the experiments.
Figure 2. Band-pass ﬁlters with 5-10 cpd (left) and 10-20 cpd (right).
# Filter Envelope
1 none σe = 1.3◦
2 none σe = 2.6◦
3 5-10 cpd σe = 1.3◦
4 10-20 cpd σe = 1.3◦
Table 1. Noise parameters.
3. EXPERIMENTS
3.1. Presentation Structure
The presentation of the test images was based on a two alternatives forced choice (2AFC) design, i.e. subjects
were shown the image with and without noise and had to choose which one contained the noise. The two images
with and without noise were displayed on the left side of the screen, one in the top half, the other in the bottom
half (in our display setup, we additionally showed the original image on the right side of the screen throughout
the entire trial). The subjects were also given the possibility of answering “don’t know” if they could not detect
the noise in either of the two images. While this works against the 2AFC idea of eliminating diﬀerences in
conscious decision criteria between subjects, we introduced it to reduce the number answers needed in a trial to
converge toward the threshold.
We used the PEST (Parameter Estimation and Sequential Testing)14 procedure to steer the noise level
sequence for an image trial. PEST is an adaptive staircase procedure that uses maximum likelihood estimation
to determine the threshold. The threshold is typically found as follows: from a given initial noise level chosen by
the experimenter, the noise level is decreased by a certain step size until a wrong answer is given by the subject.
When this happens, the step size is halved, and the noise level is increased again, until the right answer is given,
and so on. The PEST procedure ends when the step size drops below a speciﬁed limit. In our case, a “don’t
know” response was treated just like a wrong answer for the choice of the next noise level.
The images were shown on a uniform gray background. The observers did not have a time limit for answering.
The maximum number of responses per trial was restricted to 40 as a precaution against cases were no convergence
toward a threshold could be achieved. On average, it took subjects about 2 minutes per image to arrive at the
threshold. After each response, the background was displayed without the images for approximately one second.
Two separate experiments were conducted. The ﬁrst experiment contained the test images with white noise
and two envelope sizes, and the second experiment contained the test images with band-pass ﬁltered noise. In
order to minimize contextual eﬀects, the order of the test images was randomized such that every observer
viewed them in a diﬀerent order. The experiments were divided into separate sessions with at most 7 test
images. Instructions were given to the participants in written form. After they had read the instructions, a
training session was run to demonstrate the task that viewers had to perform.
3.2. Observers and Viewing Conditions
A total of 13 observers participated in the experiments, but not everyone viewed all test images. All observers
had normal or corrected to normal vision. Four of them were experienced with psychophysical experiments.
The screen was a calibrated 21” Barco PCD 321+ monitor with a resolution of 1280×1024 pixels. There
was no additional light source in the viewing room. During the experiments, the observers were positioned at
a distance of 50 cm from the screen. This setup implies a sampling grid of 30 pixels per degree of visual angle,
with an image extending over approximately 13 degrees of the ﬁeld of view.
(a) White noise, envelope σe = 1.3◦ (b) White noise, envelope σe = 2.6◦
(c) Band-pass noise 5-10 cpd, envelope σe = 1.3◦ (d) Band-pass noise 10-20 cpd, envelope σe = 1.3◦
Figure 3. Test image with four diﬀerent types of noise (see Section 2.2).
4. RESULTS
4.1. Subjective Data
We ﬁrst examine the eﬀects of envelope width and noise ﬁltering on the visibility threshold of the noise. Figure 4
shows the global noise energy at threshold for all test images. The images are ordered according to the visibility
threshold of the white noise with σe = 1.3◦ as in Figure 1. The general eﬀects of widening the noise envelope
or noise ﬁltering can be seen. The wider envelope leads to an increased energy necessary for detection. This is
an indication that detection is not governed by the entire image, but focuses instead on small subregions of an
image. In that sense, the additional noise energy is actually “wasted” as it does not help detection.
Band-pass ﬁltering has diﬀerent eﬀects depending on the frequency range of the ﬁlter. For the lower-frequency
ﬁlter (5-10 cpd), the noise energy threshold is reduced compared to the unﬁltered case. This indicates that our
visual system is indeed more sensitive to this “structured” noise. It is quite consistent with contrast sensitivity
measurements for sinusoids,15 which show that our visibility threshold is lowest for frequencies in that range.
The other band-pass ﬁlter (10-20 cpd) has the opposite eﬀect – it increases the noise energy threshold compared
to the unﬁltered case. This can again be explained with the frequency dependence of human vision as evidenced
by contrast sensitivity measurements, which decreases rapidly toward higher frequencies. The white Gaussian
noise lies between these two cases as it comprises all frequencies.
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Figure 4. Noise energy at detection threshold for the diﬀerent noise types and test images.
The absence of facilitation eﬀects can also be observed. Facilitation describes a decrease of the detection
threshold at low masker contrasts, which implies that the target can be easier to perceive in the presence of the
masker than without in some cases. In our experiments, the uniform gray test image always has the lowest noise
threshold; any image content only increases this threshold. As facilitation occurs mainly when target and masker
have very similar properties, this could be due to noise and images not being similar enough, even though some
images do appear noise-like in the region of interest. A more probable cause could be that our test set did not
include images with suﬃciently low activity for facilitation eﬀects to become apparent.
4.2. Modeling
In order to predict the noise visibility for a given image, it is important to determine a well-deﬁned functional
relationship between the image and noise descriptors. Previous masking experiments yielded an approximately
log-linear relationship. The diﬃculty with ﬁnding models for masking in natural images is the mathematical
description of the image content. We try to avoid a complex ﬁltering approach based on human vision here and
give preference to simple image analysis methods. However, we found that global image descriptors such as the
overall energy are not useful for modeling our masking data.
During the experiments, subjects pointed out that they were focusing on particular spots in the image where
the noise was easiest to detect. To account for this behavior, we propose the following model of masking: we
compute the standard deviation of a small square region as a local measure of image activity and slide the square
over the entire image to obtain a value at every pixel location. Assuming the noise visibility is highest where the
image activity is lowest, we search for the square with the lowest standard deviation. To limit the search to the
region with noise, it is restricted to the central part of the image deﬁned by a circle with a radius of one tenth
of the image width. This procedure is illustrated in Figure 5(a). We refer to the resulting standard deviation
as minσimage. For the band-pass noise data, the image is pre-ﬁltered with the same ﬁlter as the inserted noise
prior to the calculation.
(a) Central region and optimal square size.
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Figure 5. Modeling image activity. The standard deviation of a small square is computed at every pixel. Its lowest value inside
the relevant image region is used as the image activity descriptor (a). Correlations between this descriptor and the threshold noise
level reach their peak at a square size of around 9×9 pixels (b).
To test the validity of these assumptions, we compute the linear correlation as well as the rank-order correla-
tion between the logminσimage and log σnoise of the threshold noise level for the diﬀerent experiments. Figure 5(b)
shows the resulting curves as a function of the square size used for calculating σimage, which gives an indication
of the approximate area actually used by the observers for detecting the noise. The highest correlations are
obtained for squares of 9×9 pixels and above, which corresponds quite well to the observer experience in the
experiments.
The relationship between our image activity descriptor and the noise variance at threshold is shown in Figure 6
for white noise with σe = 1.3◦. As can be seen, a linear ﬁt describes the relationship quite well; note again the
absence of facilitation eﬀects.
The parameters of the ﬁt for all four noise types are shown in Table 2. Our model works best for white noise;
the number of outliers increases for the band-pass noise cases. The slopes of the ﬁtted lines are comparable
to what was observed in masking experiments with Gabor patches and sinusoids1, 2 as well as some of our
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Figure 6. Masking of white Gaussian noise with σe = 1.3◦. The noise variance at threshold is shown as a function of the smallest
standard deviation of a square in a central region (both on logarithmic scales). The error bars indicate the 95% conﬁdence intervals
of the observer data. The leftmost data point (denoted with a star) refers to the uniform gray image, for which σimage ≡ 0; its true
x-axis location in this plot would thus be at −∞.
previous noise masking experiments.11 The data indicate that the masking eﬀect is least pronounced for the
high-frequency band-pass noise.
Noise Correlation Slope
White, σe = 1.3◦ 95% 0.74
White, σe = 2.6◦ 93% 0.67
5-10 cpd, σe = 1.3◦ 86% 0.69
10-20 cpd, σe = 1.3◦ 87% 0.46
Table 2. Summary of masking model ﬁts.
5. CONCLUSIONS
We conducted psychophysical experiments on the visibility of diﬀerent types of noise in natural images. We
analyzed the data and presented a simple modeling approach for activity masking. The results we obtained are
consistent with data from other masking experiments in a number of ways: detection ability is higher on a plain
background, and a clear masking eﬀect was observed. In particular, noise thresholds increased signiﬁcantly with
image activity. Our model is able to ﬁt the data quite well, and its parameters match previous measurements.
Nonetheless, this can only be a ﬁrst step. The noise thresholds for our test images are clustered in the medium
noise threshold and image activity range – we only have few data points for high masking, which can have a
large inﬂuence on the slope of the ﬁtted line. Likewise, we did not observe any facilitation eﬀects, which may be
due to a lack of test images with very little activity. The proposed masking model could be useful in selecting
additional test images in these ranges. The fact that observers seem to use only a small part of the image for
making their decision is reﬂected in the model and should be veriﬁed in experiments with smaller noise patterns
and images.
Additional work is needed with respect to our model as well. As it is, it only accounts for image activ-
ity/texture masking; we have not investigated luminance masking here, which may also play an important role.
Also, it incorporates knowledge about the noise characteristics (through the image pre-ﬁltering) and only achieves
individual ﬁts to each noise type; a more general model would be preferable. In the end, the design was driven
mainly by observer feedback and data analysis. It would be interesting to compare its performance with existing
masking models based on the human visual system to see if better predictions could be obtained.
Finally, we have only considered luminance images and luminance noise. Studying the interactions of colored
noise and natural color images will be necessary before the models can be applied in real-life applications.
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