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Abstract Four simple conceptual daily rainfall-runoff models are applied to a 25-
basin data set. The drainage basins are all from the UK, covering a range of sizes, 
topographies, soils and climates. The quality of the simulation of the observed 
response is classically quantified by a minimized objective function. However, in this 
instance, model performance is judged by a range of quantitative and qualitative 
measures of fit, applied to both the calibration and validation periods. These include 
efficiency, mean annual runoff, basefiow index, the synthetic monthly and daily flow 
regimes, and the flow duration curve. The main conclusion is that the quantitative 
criteria used alone are rarely sufficient to determine the quality of the model 
performance. It is usually necessary to include some qualitative indication of 
goodness-of-fit, such as the quality of the synthetic daily flow hydrograph. However, 
assessment of the quality of daily flow regimes can be highly subjective. 
Critère d'évaluation de modèles conceptuels simples pluie-débit au 
pas de temps journalier 
Résumé Quatre modèles conceptuels simples pluie-débit au pas de temps journalier 
ont été appliqués à de séries de données de 25 bassins versants. Ces bassins versants, 
de taille, topographie, sol et climat variés, sont tous situés au Royaume Uni. La qualité 
de la simulation des observations est quantifiée en minimisant une fonction objective 
classique. Cependant, dans notre exemple, la performance d'un modèle est jugée en 
mesurant qualitativement et quantitativement l'ajustement, à la fois sur la période de 
calage et sur la période de validation. Ces mesures comprennent l'efficacité, 
l'écoulement moyen annuel, l'indice de débit de base, les régimes synthétiques des 
débits mensuels et annuel et la courbe débit-durée-fréquence. La conclusion 
principale est que les critères quantitatifs utilisés seuls sont rarement suffisants pour 
déterminer la qualité du modèle. Il est en général nécessaire d'inclure des indications 
qualitatives sur l'ajustement, telles que la qualité de l'hydrogramme synthétique 
journalier. Cependant, l'évaluation de la qualité des régimes de débit journalier peut 
être très subjective. 
INTRODUCTION 
Conceptual daily rainfall-runoff models are common in hydrology. They typically 
represent the drainage basin as a number of soil moisture stores, with mathematical 
functions symbolizing the hydrological processes by which water moves in and out of 
the stores. They are designed to closely simulate the basin hydrological response, with 
the primary intention of generating sequences of synthetic flow data from rainfall data. 
The classical approach to fitting a rainfall-runoff model to observed data to obtain 
an optimum parameter set involves minimizing an objective function of observed and 
simulated flows, using a automatic optimization technique. This is often a purely 
mathematical calculation, where the optimization algorithm has no knowledge of the 
model structure, or of what constitutes a sensible parameter set, though constraints are 
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usually placed on the values parameters may take and a reasonable starting set selected; 
furthermore, the objective function itself can be as varied and detailed as required. The 
difficulties of such an approach are described by many authors, including Johnston & 
Pilgrim (1973) and Pickup (1977a), and more recently Gan & Biftu (1996) and Yapo 
et al. (1996). 
One focus of research over the past four decades has been the development of 
powerful and robust automatic calibration procedures comprising appropriate objective 
functions and optimization algorithms. The least squares objective function (e.g. Dawdy 
& O'Donnell, 1965) is probably one of the most widely used in model calibration: 
Xfeobs, - gsim,)
2 
OBJ(LS) = -& (1) 
where gobs, is the observed flow on day /, gsim, is the simulated flow on day i, and 
JVis the total number of days. 
Most optimization algorithms invoke local search procedures e.g. Rosenbrock 
(1960), so are influenced by the starting point, and can fail to locate the global 
minimum in a parameter space that contains numerous local minima. Recent research 
has focused on the development of global search procedures (Duan et al., 1992). 
Whilst such global optimization techniques can be efficient, their reliability remains to 
be proved (Franchini et al., 1998). 
This paper addresses the relatively neglected topic of the assessment of model 
performance. There have been several recent studies on this subject (e.g. Gan & 
Burges, 1990a,b; Franchini & Pacciani, 1991; Chiew et al, 1993). However, syste-
matic application and comparison of different models on one or more drainage basins 
is relatively rare (e.g. WMO, 1986). The analysis supporting this paper entailed fitting 
four simple, conceptual rainfall-runoff models, with just three to five parameters, to 
25 basins. Model calibration used an automatic Rosenbrock (1960) optimization 
procedure minimizing the least squares objective function, starting with reasonably 
sensible parameter values chosen by the user based on an understanding of the 
behaviour of both the model and the basin type. Rather than relying solely on a 
minimized objective function, a selection of different quantitative (objective) and 
qualitative (subjective) features of the observed and simulated flows during the 
calibration and validation periods were examined, with the aim of identifying a set of 
criteria which signify what might be regarded as "good" model performance. 
METHODOLOGY 
Model calibration and assessment used the microcomputer-based interactive model 
identification and calibration (MIMIC) package of Bonvoisin & Boorman (1992a). 
MIMIC minimizes an objective function within specified parameter ranges, but gives the 
user the opportunity to judge the results of the optimization process by eye, as well as by 
the value of the objective function. It may be that visual examination of the fit between 
the observed and simulated flows shows the well-established optimization processes to 
be deficient. For instance, the optimized model parameters might imply that baseflow Assessment criteria for simple conceptual daily rainfall-runoff models 239 
contributes an unrealistically small proportion of the total runoff in an essentially 
groundwater-dominated drainage basin. MIMIC gives the user the opportunity to adjust 
the parameters accordingly, to achieve a better fit between the observed and simulated 
flows. Manual adjustment is very much a subjective process, but MIMIC allows the user 
to observe the effect of any adjustment on the objective function and other performance 
indicators. For the most part, MIMIC was used in automatic mode, though occasionally 
the fitting procedure comprised several cycles of automatic optimization and manual 
adjustment before the "optimal" model fit was obtained. Table 1 sets out the various 
criteria which were selected for assessment of model performance. 
Table 1 Model performance assessment criteria. 
Abbreviation Meaning 
Quantitative criteria: 
COBJQLS) Least squares objective function for calibration period 
COBJ(LSL) Least squares of logarithms objective function for calibration period 
CEFF Nash-Sutcliffe efficiency criterion for calibration period 
C/aMAR Percentage error in mean annual runoff for calibration period 
CàBFI Relative error in BFI for calibration period 
VOBJ(LS) Least squares objective function for validation period 
VOBJ(LSL) Least squares of logarithms objective function for validation period 
VEFF Nash-Sutcliffe efficiency criterion for validation period 
V/oMAR Percentage error in mean annual runoff for validation period 
Vt\BFl Relative error in BFI for validation period 
Qualitative criteria: 
MON Quality of simulated monthly flow regime* 
HYD Quality of simulated daily flow regime for 1982 and 1987* 
FDC Quality of simulated flow duration curve* 
* highest marks awarded to best fits from consideration of calibration and validation periods together. 
Quantitative measures of assessment 
Five quantitative measures of model performance were investigated. The least squares 
objective function (described in the previous section) evaluates the sum of the squares 
of the flow residuals, and may give good fits to long periods of low flows, but poor fits 
to higher and more peaky portions of the hydrograph. Another option is the least 
squares of logarithms objective function (e.g. Lichty et al, 1968), which evaluates the 
sum of the squares of the residuals of the logarithms of the flows and prevents the 
optimization becoming biased towards the largest flows: 
]T (loggobs, - loggsim,)
2 
OBJ(LSL) = -s (2) 
The two objective functions are not normalized, and the function values, which are 
dependent on flow volumes, can differ by several orders of magnitude. This means that 
it is not possible to compare relative model performance between different basins. An 
alternative approach to optimization is to maximize an efficiency criterion, e.g. the 
Nash-Sutcliffe (1970) efficiency criterion: 240  H. A. Houghton-Carr 
£(ôobs,-ôsim,.)
2 
EFF = 1.0 - •& (3) 
Xfoobs,-Ôbar)
2 
where gbar is the observed mean daily flow over the N day period. 
The efficiency criterion is a form of normalized least squares objective function. A 
perfect agreement between the observed and simulated flows yields an efficiency of 
1.0, whilst a negative efficiency represents a lack of agreement worse than if the 
simulated flows were replaced with the observed mean daily flow. However, the value 
of the efficiency depends strongly upon the initial variance of the observed flow record, 
so it is still not entirely valid to use it to compare model performances between basins. 
Other quantitative criteria considered were the percentage error in the mean annual 
runoff, MAR: 
%MAR =
 MARska "
 MÀR^x 100.0 (4) 
MARobs 
and the relative error in the baseflow index, BFI (Gustard et al, 1992): 
ABFI = BFIsmi-BFIohs (5) 
The BFI indicates the proportion of the river's runoff that is derived from stored 
sources. Calculation of BFI involves an objective separation of the naturalized flow 
hydrograph into its rapid response runoff and baseflow components. BFI is then the 
ratio of the baseflow volume to the volume of the complete flow hydrograph. It 
typically ranges from 0.1 for relatively impermeable clay drainage basins, to 0.99 for 
highly impermeable chalk basins. 
Qualitative measures of assessment 
Three qualitative measures of model performance were used. These comprised visual 
comparisons of observed and simulated flow duration curves, observed and simulated 
monthly flow histograms, and observed and simulated daily flow hydrographs for two 
randomly selected years: from the calibration period, 1982, and from the validation 
period, 1987. Although it would have been possible to quantify these measures of 
model performance, examination of the contrast between independent visual 
assessments was regarded as a potentially interesting element of the study. 
Relationships between the results from the three criteria were also investigated. 
TOOLS 
Models 
Four simple, conceptual daily rainfall-runoff models, A to D, with inputs of basin 
average daily rainfall and daily potential evaporation, were used. Each model consists Assessment criteria for simple conceptual daily rainfall-runoff models 241 
of a number of soil moisture stores, with the three to five model parameters controlling 
the store sizes and the rate of flow to and from the stores. The models have four basic 
components: 
(a) a procedure to determine actual evaporation (AE) from potential evaporation (PE); 
(b) a storage accounting procedure to determine the content of each soil moisture 
store; 
(c) a runoff generation procedure to convert precipitation into runoff; and 
(d) a procedure to route the outflow from soil moisture stores into flow in the river. 
There are a great many permutations and combinations of these four components 
to represent hydrological processes in the different models. The key features of the 
models are summarized in Table 2, and more details are provided in the Appendix. Full 
descriptions of the models are given in Houghton-Carr & Arnell (1994). 
Fig. 1 Locations of basins used in this study. 242 
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Basins 
The 25 drainage basins used in the study are listed in Table 3 and their locations are 
shown in Fig. 1. The basins were chosen to cover a variety of sizes (25-1616 km
2), 
topographies (high and low altitude), soils (permeable and impermeable soils) and 
climates (Standard Average Annual Rainfall, SAAR, from 595 to 2162 mm), and 
collectively represent a wide range of hydrological regimes throughout the UK. The 
basins have good coverage of long-term daily raingauges, and have complete mean 
daily flow records for the 10-year period 1980-1989, with low and average flows 
measured to acceptable accuracy and minimal artificial influences. The 10-year period 
was split into a 3-year calibration period from 1981 to 1983 (with 1980 used as a 
warm-up year), and a 6-year validation period from 1984 to 1989 (with 1983 used as 
the warm-up year). The time split was intended to reflect real situations, where there is 
often a requirement to generate long flow series from rainfall data, but where there is 
usually only a short flow record for model calibration. Use of warm-up years made the 
starting conditions of the soil moisture stores irrelevant. Mean annual runoffs (MAR) 
range from 157 to 1666 mm, and baseflow indices (BFI) from 0.210 to 0.971. 
Table 3 Basins used in this study. 
Station 
no. 
11001 
19001 
21018 
24004 
25006 
28008 
29003 
32003 
34004 
37005 
38021 
39008 
39019 
40007 
42003 
43005 
47001 
48004 
54008 
54016 
57004 
58009 
66011 
76005 
79006 
Basin 
Don at Parkhill* 
Almond at Craigiehall* 
Lyne Water at Lyne Station* 
Bedburn Beck at Bedburn* 
Greta at Rutherford Bridge* 
Dove at Rochester Weir 
Lud at Louth 
Harpers Brook at Old Mill Bridge 
Wensum at Cotessey Mill 
Colne at Lexden 
Turkey Brook at Albany Park 
Thames at Eynsham 
Lambourn at Shaw 
Medway at Chafford Weir 
Lymington at Brockenhurst Park 
Avon at Amesbury 
Tamar at Gunnislake 
Warleggan at Trengoffe 
Teme at Tenbury 
Roden at Rodington 
Cynon at Abercynon* 
Ewenny at Keepers Lodge* 
Conwy at Cwm Llanerch* 
Eden at Temple Sowerby* 
Nith at Drumlanrig* 
AREA 
(km
2) 
1273.0 
369.0 
175.0 
74.9 
86.1 
399.0 
55.2 
74.3 
561.0 
238.2 
42.2 
1616.2 
234.1 
255.1 
98.9 
323.7 
916.9 
25.3 
1134.4 
259.0 
106.0 
62.5 
344.5 
616.4 
471.0 
SAAR 
(mm) 
964 
909 
1007 
950 
1259 
1020 
729 
620 
668 
595 
661 
755 
737 
852 
872 
768 
1240 
1512 
878 
713 
1759 
1382 
2162 
1216 
1579 
AMR 
(mm) 
490 
488 
525 
513 
826 
590 
269 
174 
242 
138 
157 
265 
230 
390 
316 
333 
775 
1002 
398 
243 
1236 
913 
1666 
731 
1091 
BFI 
0.67 
0.38 
0.59 
0.46 
0.21 
0.61 
0.90 
0.49 
0.73 
0.53 
0.21 
0.68 
0.96 
0.50 
0.36 
0.91 
0.46 
0.72 
0.57 
0.61 
0.42 
0.58 
0.29 
0.37 
0.34 
* indicates snow-prone basins; AREA is basin area, SAAR is average annual rainfall over standard period 
1941-1970, MAR is mean annual runoff, BFI is baseflow index. Figures from Institute of Hydrology 
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Basin average daily rainfall was derived from long-term daily raingauges on and 
near the basin by the triangle method of Jones (1983). Daily potential evaporation was 
obtained from the monthly MORECS (Thompson etal, 1981) data set for grass using 
the appropriate 40 km grid square; where a drainage basin covered two squares, the 
area-weighted average potential evaporation was used. Ten snow-prone basins, all in 
the north and west of the UK and indicated by an asterisk in Table 3, were identified by 
reference to the UK Meteorological Office annual snow reports (Met. Office, 
1946/1947 onwards). Daily temperature data for these basins were used to adjust the 
derived basin rainfalls using a snowmelt model with parameters from the Yorkshire 
river flow forecasting system (Harding & Moore, 1992). 
RESULTS 
Quantitative measures of assessment 
Figure 2 shows plots of both the percentage error in mean annual runoff (V/oMAR) and 
the relative error in BFI (VABFI) against efficiency, and also the relative error in BFI 
against the percentage error in mean annual runoff, for each of the four models for the 
validation period. Figure 3 shows all the quantitative criteria for the validation period 
plotted against the corresponding values for the calibration period for each of the four 
models. Correlation coefficients are given, where significant at the 95% level, in both 
figures (in Fig. 2 for absolute values of the errors). Table 4 shows the distribution of 
the percentage errors in mean annual runoff and the relative errors in BFI for each of 
the four models for the validation period. This information can be used to address a 
number of questions: 
For a basin with a high efficiency, are the other quantifiable errors small? For 
all the models, there is generally a spread of efficiencies from around 0.50 to 0.90, with 
a few exceptions, in both the calibration and validation periods. Figure 2 provides 
conflicting information about relationships between efficiency and either percentage 
error in mean annual runoff or relative error in BFI. The low negative correlation 
coefficients between efficiency and percentage error in mean annual runoff for models 
B, C and D, and between efficiency and relative error in BFI for model A, imply that 
basins with the highest efficiencies tend to be those where errors are smallest, whilst 
those with the lowest efficiencies tend to have the largest errors. However, visual 
examination of the plots suggests that these correlations, though significant at the 95% 
level, may be influenced by one or more outlying points. Hence, the results are 
inconclusive: for a basin with a high efficiency, the other quantifiable errors can be 
large or small. 
Was there a tendency for the models to consistently overpredict or under-
predict the flow? The range of values of percentage errors in mean annual runoff is 
-21.1% (model D) to 40.8% (model D) in the calibration period, and -30.2% 
(model C) to 32.5% (model D) in the validation period. The range of values of relative Assessment criteria for simple conceptual daily rainfall-runoff models 245 
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Table 4 Distribution of percentage errors in mean annual runoff and relative errors in BFI for validation 
period (figures are numbers of basins). 
Model 
A 
B 
C 
D 
Model 
A 
B 
C 
D 
Percentage error in mean annua 
<-
4 
1 
2 
5 
10%* 
Relative 
<-0.2
+ 
0 
0 
0 
0 
-10% to 
7 
2 
5 
2 
error in BFI: 
-0.2 to -
0 
2 
0 
3 
-5% 
-0.1 
il runoff: 
-5% to 0% 
6 
8 
8 
6 
-0.1 to 0.0 
1 
6 
10 
5 
0% to 5% 
6 
8 
5 
5 
0.0 to 0.1 
11 
12 
11 
13 
5% to 10% 
2 
4 
1 
5 
0.1 to 0.2 
12 
5 
4 
4 
>10% 
0 
2 
4 
2 
>0.2 
1 
0 
0 
0 
* % error underestimation of more than 10%; 
% error underestimation of more than 0.2%. 
errors in BFI is -0.119 (model D) to 0.258 (model A) in the calibration period, and -
0.152 (model D) to 0.220 (model A) in the validation period. Table 4 shows that the 
majority of percentage errors in mean annual runoff are generally within ±5-10% and, 
except for model B, the mean annual runoffs tend to be underestimated on the majority 
of basins. The majority of relative errors in BFI are generally within ±0.1 and, for all 
the models, BFI tended to be overestimated on the majority of basins. 
Are the results consistent between the calibration and validation periods? 
Figure 3 shows that in almost all cases the calibration and validation values are highly 
correlated. Exceptions include model C for the least squares of logarithms objective 
function (0.48), where the relationship is strongly influenced by a single point. This is 
basin 48004 where the validation simulation failed to reproduce several of the large 
winter peaks, and often showed no flow at all in the summer. The percentage errors in 
the mean annual runoff are also not particularly highly correlated between the 
calibration and validation periods for model B, and model A shows no significant 
correlation. However, for the most part, the results from the quantitative criteria are 
consistent between the calibration and validation periods. 
Qualitative measures of assessment 
All the models simulate the mean monthly flows reasonably well. There are a few 
instances of overestimation and underestimation, usually in the spring and autumn. 
Figure 4 shows some examples of observed and simulated daily flow hydrographs 
from the validation period. All the models simulate the daily flows less well than the 
monthly flows; the models do produce regimes that differ from basin to basin, but details 
tend to be poorly simulated. The extent to which they manage to reproduce the general 
regime varies considerably both between models, and between basins for a particular 
model. The models, with the exception of model B, appear to overestimate the lower 
flows, and underestimate the peak flows; some peaks are missed entirely, but in most Assessment criteria for simple conceptual daily rainfall-runoff models 249 
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Fig. 4 Examples of observed and simulated daily flow hydrographs. 
cases peaks exist but are too small, and the underestimation of high flow peaks is 
particularly bad in summer and autumn. Intermediate flows can be overestimated or 
underestimated. Additionally, regular day-to-day fluctuations are sometimes not repro-
duced at all well. 
Figure 5 shows some examples of observed and simulated flow duration curves from 
the validation period. The flow duration curves confirm that models A, C and D have a 
tendency to overestimate lower flows and underestimate high flows, and that intermediate 
flows can be overestimated or underestimated. However, in many cases, the models 
actually underestimate the very low flows (exceeded more than 99% of the time) as well. 
Model B performs exceedingly badly on the majority of basins: the simulated flow duration 
curves are often characterized by a distinct and abrupt bend somewhere in the middle of the 
curve, caused by the flow receding too quickly, as discussed further later in the paper. 
The quality of the simulation of the daily flow regime and the flow duration curve 
for each basin was independently assessed by two judges, with no prior guidance 
given, with the highest marks being awarded to what were regarded as the best 
performances. The quality of the simulated monthly flow regime was assessed jointly 
by the two judges because there was relatively little variation. Figure 6 shows plots of 
the relationship between scores from judge 1 and judge 2 for the daily flow regime 
(HYD) and the flow duration curve (FDC) for each of the four models. 
Figure 7 shows plots of the relationships between monthly flow regime (MON), daily 
flow regime and flow duration curve for each of the four models. Correlation 250  H. A. Houghton-Carr 
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Fig. 5 Examples of observed and simulated flow duration curves. 
coefficients are shown, where significant at 95% level, in both figures. Again, a 
number of questions can be addressed: 
How subjective are the qualitative criteria? Figure 6 shows that, for assessment 
of the simulated daily flow regime, one judge tended to be slightly more conservative 
in marking than the other, on average marking higher for poor performances, but lower 
for good performances. Both judges agreed that model B was worst, but whilst one 
judge regarded model A as the best (in terms of overall marks awarded), the other 
considered models C and D to be better than A. Significant correlation between the two 
sets of marks is obtained only for model A (0.58) suggesting that even though the 
actual assigned marks may have differed between the judges, there was reasonable 
agreement on the relative quality of performances on individual basins. However, for 
models B, C and D there are no significant correlations, suggesting that the judges' 
views in these instances differed quite considerably. 
Figure 6 also shows that, for assessment of the simulated flow duration curve, one 
judge again appeared sometimes more conservative in marking than the other, i.e. on 
average, one marked higher than the other for poor performances, though marks for 
high performances were very similar. Both judges agreed that model D was best, 
followed by model A, and then by models B and C. Significant correlations are 
obtained between the marks awarded to each model by each judge, ranging from 0.59 
for model B, 0.65 for model D, 0.77 for model C to 0.87 for model A, indicating more 
similarity in the judges' views on quality of performance. 
These results suggest that assessment of the simulated daily flow regime is more 
subjective than assessment of the simulated flow duration curve. Assessment criteria for simple conceptual daily rainfall-runoff models 251 
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regime; and (b) flow duration curve. 
Does a basin with a well-simulated monthly flow regime also have a well-
simulated daily flow regime and flow duration curve, and vice versa? Figure 7 and 
examination of the results from individual basins show that basins where the monthly 
flow regime is simulated well can have, but do not necessarily have, a well-simulated 
daily flow regime. Similarly, basins where the daily flow regime is simulated well can 252  H. A. Houghton-Carr 
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Fig. 7 Comparison plots of qualitative criteria for calibration and validation periods 
combined. 
have a well-simulated flow duration curve (e.g. model D on basin 19001 in Figs 4 
and 5), but this is not always the case (e.g. model A on basin 66011). Furthermore, 
basins with a well-simulated flow duration curve do not necessarily have well-
simulated daily and monthly flows (e.g. model A on basin 34004). 
Are the results consistent between the calibration and validation periods? In 
general, the discussion above describes how the simulated monthly flows were of 
similar good quality in the calibration and validation periods, the simulated daily flows 
were sometimes better in the calibration period and sometimes better in the validation Assessment criteria for simple conceptual daily rainfall-runoff models 253 
period, and the simulated flow duration curves tended to be much better in the 
calibration period. So, although in some instances, the qualitative criteria can be 
consistent between the calibration and validation periods, for the most part, they tend 
to be less consistent than the quantitative criteria, 
DISCUSSION 
Ideally, for a model to be judged to perform well, it should closely reproduce the basic 
characteristics of the observed flow regime, characterized by the mean annual runoff, 
BFI, monthly flow, daily flow and flow duration curve, on a large number of drainage 
basins of varied sizes, topographies, soils and climates. However, in real situations, the 
choice of model will depend on the purpose for which it is required, so that assessment 
of the model performance will be judged by how well it meets the original objective 
(Klemes, 1986). 
Quantitative measures of assessment 
Of the quantitative measures, the efficiency tended to agree more closely with the 
percentage error in the mean annual runoff than with the relative errors in the BFI. The 
nature of the BFI calculation is the most likely reason for this behaviour. The BFI 
calculation depends on the ratio of the baseflow to the total flow. If the low flows are 
over or underestimated relative to the high flows and total flow, the BFI will be 
correspondingly overestimated or underestimated, even though the efficiency and the 
percentage error in the mean annual runoff may be indicating a good model 
performance. The quality of the simulations of the daily flows probably does explain 
many of the inconsistent BFI results, because calculation of BFI depends on objective 
separation of the daily flow hydrograph, which used a standard algorithm (Gustard 
et ai, 1992), rather than being carried out as part of the modelling. 
Qualitative measures of assessment 
One of the most interesting results to come out of this part of the study was the variance 
between the judges' views of the daily flows, and their views of the flow duration curves. 
This suggests that assessment of the former requires consideration of a greater number of 
factors, and the difference between the judges depends on which factors they eventually 
assign most weight. For instance, when assessing daily flows it is necessary to compare 
the baseflow, all the peaks and the speed of rise and fall of the hydrographs, whilst for 
flow duration curves there are just the extreme flows and the middle range of flow to 
consider. Hence, there is likely to be more agreement between different judges. Pickup 
(1977b) proposes that comparison of observed and simulated flow duration curves is 
probably the most effective test of model performance. Flow duration curves are useful in 
providing an indication of the distribution of daily flows, as might be required for 
licensing abstractions or effluents, and other design applications. However, they cannot 254  H. A. Houghton-Carr 
show whether a particular flow estimate is simulated on the same day on which it is 
recorded, as might be required for operational matters such as flow forecasting; for this it 
is necessary to compare observed and simulated daily flow hydrographs. 
For simulation of the daily flow regime, the tendency of all the models to 
underestimate high flow peaks in summer and autumn (reflected in simulation of the 
monthly flow regime) may be due to the models failing to simulate the runoff 
generation process adequately: too little of the basin may be assumed to be saturated 
and able to respond rapidly to rainfall. Alternatively, it may be caused by problems 
with the input rainfall which is assumed to be falling evenly throughout the day over 
the whole basin, i.e. in reality the rainfall may be localized in one part of the basin, or 
may have fallen in just a few hours. In practice, the answer is probably a combination 
of both these factors. Failure to reproduce the day-to-day fluctuations is most likely 
caused by the models missing any rapid runoff that occurs, usually from the limited 
saturated area adjacent to the river channel. Furthermore, poor model performances 
with respect to both timing and magnitude on basins in the north and west may be 
caused, not by inadequacies in the models, but by inappropriate adjustment of 
estimated basin rainfalls for snowmelt. 
For simulation of the flow duration curve, the underestimation of very low flows 
for models A, C and D suggests that the models are not simulating the slow release of 
water during dry periods particularly well. The overestimation or underestimation of 
the higher flows for the same models reflects the poor simulation of flood peaks, as 
already described for the daily flows. In particular, the quality of the flow duration 
curves for model B reflects the poor quality of the simulated daily flows. 
Overall assessment 
The analysis of the results enables comparison between the different methods of 
assessment, and conclusions about relative model performance, both overall and on 
different types of drainage basin. Table 5 shows the ranks (on the basis of mean value 
from all 25 basins) of the quantitative and qualitative criteria for the calibration and 
validation periods. The two remaining issues to address are: 
Table 5 Relative model performance in terms of quantitative and qualitative criteria for calibration and 
validation periods (best model/highest rank = 1, worst model/lowest rank = 4). 
Model EFF 
Calibration period: 
A 2 
B 4 
C 1 
D 3 
Validation period: 
A 2 
B 3 
C 1 
D 4 
%MAR 
1 
3 
2 
4 
2 
1 
3 
4 
ABFI 
4 
2 
1 
3 
4 
2 
1 
3 
MON* 
-
-
-
-
1 
4 
3 
2 
HYD* 
-
-
-
-
1 
4 
2 
3 
FDC* 
-
-
-
-
2 
4 
3 
1 
* assessment for calibration and validation periods combined. Assessment criteria for simple conceptual daily rainfall-runoff models 255 
Did all the quantitative measures give the same results, and all the 
qualitative measures give the same results, and did those results agree? For the 
quantitative criteria, the only consistency is between the efficiency and the 
percentage error in mean annual runoff, which suggests that models A and C 
generally perform better than models B and D. The efficiency is consistent between 
the calibration and validation periods, but the percentage error in mean annual runoff 
is quite different in the validation period, suggesting that models A and B perform 
better than models C and D. The relative error in BFI is also consistent between the 
calibration and validation periods, and suggests that models B and C perform better 
than models A and D. Overall, it is clear that model C is performing best, and model 
D worst, though it is difficult to make a clear distinction between models A and B; 
on the basis of efficiency, model A is better, and on the basis of BFI, model B is 
better, but on the basis of mean annual runoff, there is little difference between the 
two models. 
For the qualitative criteria, the model average rank order is more consistent 
between the different measures of fit. All the criteria agree that model B is the worst. 
Models A, C and D all perform well, though overall model A appears slightly better. 
On the basis of monthly flow regime and flow duration curve model D performs 
slightly better than model C, whilst for daily flow regime, the reverse is true. 
From these apparently conflicting results, it is clear that, when considering the 
criteria individually, there is little, if any, consistency. For example, model B, which 
performed relatively well on the basis of the quantitative criteria, particularly in the 
validation period, was by far the worst model on the basis of the qualitative criteria. 
The probable reason for the relatively poor performance with regard to the 
qualitative criteria of model B is the lack of a routing component; models A and D 
each have one linear reservoir, and model C has two reservoirs in cascade. In 
model B, flow on a particular day depends solely on the store contents on that day, 
with no reference to the flow or store contents the previous day. The resulting daily 
flow hydrograph has consequent sudden rises and falls, which affect the quality of 
the flow duration curve. However, the volumes of simulated flow are approximately 
correct over a monthly and annual time period, so the model performs reasonably 
well in the quantitative categories. 
However, from examination of the full set of assessment criteria, some patterns 
are apparent. Of models A, C and D, where one model performed acceptably, with 
respect to both basin and assessment criterion, all tended to perform well, though 
models A and C tended to perform slightly better than model D. The variable 
contributing area of the soil moisture store in model D means that, when there is 
excess rainfall, part of the basin will always saturate and generate direct runoff. This 
may partly explain the tendency of the model to underestimate very low flows and 
overestimate intermediate flows, and the relatively poor performance assessed by the 
quantitative criteria. Furthermore, model D has only three parameters, compared to 
five parameters for models A and C, which may account for the slightly better 
performances of models A and C over model D. These findings are in line with the 
results from efficiency, mean annual runoffs, and the quality of monthly and daily 
flow regimes. Indeed, Table 6 shows that there are some significant correlations 
between these criteria. 256 H. A. Houghton-Carr 
Table 6 Significant correlations (at 95% level) between quantitative and qualitative criteria for 
validation period. 
Model Qualitative criteria Quantitative criteria: 
VEFF V/oMAR VABFI 
HYD 
FDC 
B MON 0.50 
HYD 
FDC 
C MON 0.58 
HYD 
FDC 
D MON 0.53 
HYD 
FDC 
Were there certain basin types on which none of the models performed well, 
and others on which all of the models gave good results? The quantitative criteria 
suggest that the best model performances tend to be achieved on the baseflow-
dominated basins. The qualitative criteria are more variable about the types of basin 
upon which the best model performances occur. The quality of the simulated mean 
monthly flows tends to be reasonably good on all basins. However, the quality of the 
simulated flow duration curve suggests better model performance on the baseflow-
dominated basins, whilst the quality of the daily flow regime shows better performance 
on the more quickly responding, impervious basins. 
The probable reasons for the apparent better model performance on the baseflow-
dominated basins include the smaller variability in flow regime of the baseflow-
dominated basins, and the fact that the flashier basins may be less well represented by a 
model with a daily time step. The inability of the models to reproduce the daily flow 
hydrographs properly on the baseflow-dominated basins is probably the result of a 
combination of factors: it is likely that the models fail to simulate the runoff generation 
process properly, particularly the slow release of water during dry periods, and 
additionally there may be problems with the input rainfall (spatially, temporally or 
through conversion to and from snow). These reasons would also account for the 
failure of the models to simulate the larger flow peaks properly. 
Basins 29003, 38021 and 42003 show consistently bad results for all the models. 
There are specific reasons why these basins may not have been suitable for such a 
modelling exercise: 29003 is a chalk basin with a highly unusual anthropogenic flow 
regime (short-term spikes caused by mill regulation upstream); 38021 is a very 
responsive partly urbanized basin; 42003 is a basin where there may be problems 
with the observed water balance as comparison of the observed rainfall, potential 
evaporation and runoff suggests that the rainfall input is too high. However, these 
basins did fulfil the selection criteria presented earlier in the paper, and were 
included because the study aimed to test models on a range of different, yet typical, 
basins. 
-0.47 
-0.44 
-0.67 
-0.47 
-0.58 
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CONCLUSION 
The model that gives the best performance in terms of the quantitative criteria can be, 
but is not necessarily, the same model that performs best in terms of the qualitative 
measures. In this study, neither conventional objective functions alone, nor indeed 
quantitative criteria generally, provide enough information about model performance. 
Of the assessment categories considered, no model performed well in all of the 
categories and, similarly, no single category seemed suitable for describing how well a 
particular model performed. 
It is not possible to identify which of the performance criteria are the most 
important, since ultimately the choice of performance criteria will depend on what the 
model will be used for, e.g. whether emphasis is on floods or low flows, or on design 
or operation. 
The contrast between the two judges' assessments of the quality of the daily flow 
regimes and flow duration curves serves to illustrate the subjective nature of 
interpreting hydrological model performance. Not only do different judges have 
different perceptions of what constitutes a good or bad fit, but it is also necessary 
somehow to quantify that fit within the judgement process. Assessment of daily flow 
regimes appears more subjective than assessment of flow duration curves. 
There are certain "problematic" basins on which none of the models performs well. 
On the baseflow-dominated drainage basins, all the models tended to show good 
performances, except sometimes for simulation of the daily flow regime. The more 
impervious drainage basins had better simulations of the daily flow regime. It is 
unlikely that one single model will perform well on all types of basin. 
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APPENDIX 
Model A 
Model A (Fig. Al) uses a soil moisture deficit (with only one bound of zero), rather 
than a soil moisture store (with bounds of zero and some maximum). Precipitation is 
added to the soil decreasing the deficit. Evaporation and subsurface flow occur from 
the soil increasing the deficit. If the soil becomes saturated the excess precipitation 
becomes overland flow. The subsurface and overland flows are summed and routed 
through a linear reservoir to become the catchment outflow. The model has five 
parameters: an évapotranspiration coefficient Ca, subsurface flow coefficients Cb and 
Cc, and routing coefficients Cr\ and Cr2. 
Model B 
Model B (Fig. A2) comprises two soil moisture stores, the lower with a limiting 
capacity. Precipitation is added to the upper store, and évapotranspiration occurs from Assessment criteria for simple conceptual daily rainfall-runoff models  259 
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the upper store at potential rate. Infiltration occurs from the upper store to the lower 
store, limited by the content of the upper store and the capacity of the lower store. 
Unsatisfied potential évapotranspiration occurs from the lower store at a rate 
proportional to store content. Runoff occurs from the upper and lower stores in 
proportion to their content. Catchment losses to groundwater are assumed to be zero. 
There is no channel routing component. The model has four parameters: the capacity of 
the lower soil moisture store smax, the infiltration rate Ci, a runoff coefficient K\, and 
a baseflow coefficient K2. 
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Model C 
Model C (Fig. A3) is based on Moore's probability-distributed model (PDM—Moore, 
1985) which has a soil moisture store, with a capacity varying across the basin, and a 
groundwater store. The distribution of the soil moisture capacity is represented by the 
reflected power (or Pareto) distribution: 
F(c)=l- 1-
cmax 
for 0 < c < cmax  (Al) 
where cmax is the maximum storage capacity at any point within the basin and b is a 
dimensionless parameter which defines the degree of spatial heterogeneity. The 
maximum amount of water that can be held in storage in the basin, smax, for the 
reflected power distribution is: 
r i, w w, cmax  smax= (l-Ficiac--. r  (A2) 
In the model, precipitation is added to the soil moisture store, and excess precipitation 
becomes direct runoff which is routed through two cascading linear reservoirs. 
Evapotranspiration from the soil moisture store occurs at a rate proportional to store 
content, as does drainage from the soil moisture store to the groundwater store. 
Baseflow occurs from the groundwater store and is added to the direct runoff to 
become the catchment outflow. The model has five parameters: the maximum storage 
capacity at any point within the basin cmax, the average maximum amount of water 
that could be held in storage over the whole basin smax, a soil drainage coefficient Kb, 
a groundwater discharge coefficient Grout, and a channel routing coefficient Srout. 
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Model D 
Model D (Fig. A4) uses the concept of contributing areas, with a range of soil moisture 
store capacities from zero to some maximum. The total contents of all the stores 
translate to a level in the largest store. Precipitation is immediately subject to 
évapotranspiration at the potential rate, and remaining rainfall is added to the soil 
moisture stores. Remaining rainfall is also added to a linear channel storage at a rate 
proportional to the content of the soil moisture stores. Unsatisfied potential evaporation 
and subsurface flow from the soil moisture stores are again at rates proportional to 
store content. The subsurface flow is added to the channel storage. The catchment 
outflow from the channel storage is also at a rate proportional to store content. The 
model has three parameters: the capacity of the largest soil moisture store smax, a 
subsurface flow coefficient K\, and a routing coefficient K2. 
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Fig. A4 Model D. 
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