Spatial cueing of transient attention has recently been shown to reduce temporal sensitivity. We investigated how the size of the sustained attentional focus influences double-pulse resolution (DPR) thresholds mapped across the visual field in a sample of 95 healthy subjects using a 9-fold interleaved adaptive algorithm (YAAP). Peripheral DPR thresholds increased for measurements between 2.5°a nd 20°eccentricity. Additionally, central DPR thresholds increased at a similar rate when measured with increasingly larger stimulus displays for peripheral measurements. This latter effect suggests that temporal resolution decreases with a larger sustained attention focus and cannot be explained by retinal characteristics only.
Introduction
The visual system is confronted with a continuous, complex stream of data from the environment. The required efficiency of processing the incoming information is achieved not only by sensory networks providing adequate sensitivity specific to that information, but also by flexibly adjusting the level of this sensitivity in an optimal manner for the task at hand. In part, this flexibility is grounded in the functional anatomy of the earliest stages of visual information processing, e.g., in the remarkable range of photoreceptor light adaptation. However, optimal adjustment of the processing parameters to task demands depends not only on such bottom-up mechanisms, but to a similar degree on top-down regulation like the increase of processing efficiency within the focus of visuo-spatial attention. Extensive research has shown the effects of visual attention on processing of spatial and wavelength information (Parasuraman, 1998 ). In contrast, the dimension of temporal information until recently has been largely neglected in studies of visuo-spatial attention.
Since perceptual processes take place over time-and not only over space-the evaluation of the duration, simultaneity, temporal frequency, and other temporal stimulus characteristics are essential for a valid and reliable interpretation of the percept. Nevertheless, the relationship between temporal-information processing and other perceptual processes is still largely unknown or poorly understood. The flexibility of the mechanisms which process temporal information, and their universality and supramodality suggests that their basis could be distributed cortical and subcortical brain mechanisms (Wittmann, 1999) , conceptually similar to networks of attention (Parasuraman, 1998) . Even though we know little about the internal mechanisms of temporal-information processing, psychophysical measurements can impose constraints on theorizing by determining human performance with respect to temporal variables, like reaction time, flicker fusion frequency, and double-pulse resolution. Information on how performance measures of temporal-information processing are related with one another and with the functional characteristics of the visual pathway and basic variables of visual perception can be extracted from topographical maps of temporal and non-temporal variables of visual information processing, i.e., from their distribution across the visual field (Poggel & Strasburger, 2004) .
First observations of a ''sluggishness'' of the visual system in processing light stimuli were already reported in ancient history, e.g., Aristotle's remark on the visual persistence of afterimages (3rd century BC) or Ptolemy's description (150 AD) that light impressions last longer than the actual stimulus (see Otto, 1987; Treutwein & Rentschler, 1992) . However, lacking a proper technology for precise measurement of visual temporal functions, these observations remained singular until stroboscopic devices were developed in the early 19th century (Otto, 1987) . In the 1880s, the Critical Flicker Frequency (CFF), i.e., the threshold frequency at which perception of a fluctuating light changes from flicker to constant light, was determined for the first time, which triggered a vast amount of research on temporal sensitivity over the following decades. Using CFF measurements and related methods, the effects of parameters like stimulus size, waveform, background and stimulus intensity, spatial frequency of periodic patterns, status of light adaptation, target duration, and monocular vs. binocular stimulation were determined (for reviews see Otto, 1987; Treutwein & Rentschler, 1992; Tyler, 1985; Watson, 1986 ). Ferry (1892 and Porter (1902 , cited after Watson, 1986 ) established a special case of Weber's law for CFF in a middle range of test field luminance, stating in what is now called the ''Ferry-Porter law'' that the CFF depends linearly on the logarithm of stimulus intensity, the function parameters (offset and slope) depending in turn on surrounding luminance, spectral content, retinal area, and several individual factors (Otto, 1987) . Similarly, Granit and Harper (1930, cited after Tyler, 1985) found a linear dependency of CFF on the logarithm of test field size, or, more precisely, the number of stimulated receptors (''Granit-Harper-Law,'' see Otto, 1987) .
Interestingly, temporal sensitivity was for a long time exclusively determined in the fovea, and there were no attempts to study its characteristics across the visual field. The few investigations that compared temporal sensitivity in the center with that in the periphery emphasized the special sensitivity of the fovea to flicker stimulation. From summarizing topographical research, Otto (1987) concluded that there is a pronounced decrease of flicker sensitivity beyond 2°eccentricity. Similarly, Ross (1936) , Creed and Ruch (1932) , Alpern and Spencer (1952) and Monnier and Babel (1952; cited after Hartmann, Lachenmayr, & Brettel, 1979) all found a lower temporal sensitivity with increasing eccentricity in the visual field. In contrast, Hylkema (1942 ), Phillips (1933 ), Riddell (1936 , Mayer and Sherman (1938) and Miles (1950; cited after Hartmann et al., 1979) showed increasing CFF towards the periphery. However, the measurements and experimental settings varied widely between these studies. In a more systematic approach, varying luminance, area, and waveform, and using staircase threshold measurement, Hartmann et al. (1979) obtained a pronounced increase of CFF from the fovea to the periphery up to approximately 30°-60°eccen-tricity, and, beyond a certain individually variable boundary, a decrease towards the far periphery on the horizontal meridian. Koenderink, Bouman, Bueno de Mesquita, and Slappendel (1978) measured the temporal contrast sensitivity function (TCSF) for small grating targets with a dark surround and showed little variation of the TCSF between 1°and 8°eccentricity. With a larger test grating that was displayed up to 50°of eccentricity, the authors reported a slightly stronger attenuation of the TCSF in the fovea than at the peripheral stimulus locations. Virsu, Rovamo, Laurinen, and Näsänen (1982) presented stimuli in the fovea and M-scaled peripheral targets, i.e., magnified such that by estimates of the cortical magnification factor they project onto equal areas in primary visual cortex. With this type of stimuli, the sensitivity to foveal and peripheral targets was approximately similar. The authors concluded that the characteristics of temporal processing were homogeneous across the retina, as had been shown before for spatial processing (Koenderink et al., 1978; Rovamo & Virsu, 1979) . However, Tyler (1987) mapped the complete visual field using scaled stimuli and found a pronounced increase of CFF up to 60°of eccentricity.
Relative to other visual performance parameters which decline markedly with eccentricity, the decline of temporal resolution, when present, is more gradual. Perhaps it is thus that-despite these contradictory results-it is generally held that the peripheral visual field possesses a better temporal resolution, conceivably as a trade-off for the lower spatial resolution in this region. The notion of a periphery that is more sensitive to flicker and motion also concurs with subjective experience, e.g., with the observation that a 50-Hz TV screen that seems to be constantly illuminated, flickers when viewed peripherally (Welde & Cream, 1972 , cited after Treutwein & Rentschler, 1992 . The measurement of temporal resolution, as Kietzman and Sutton (1968) remark, seems to be more difficult than varying the temporal interval between light pulses.
Treutwein (Treutwein & Rentschler, 1992 , see also Treutwein, 1989) suggested using double pulses to measure temporal resolution as had been done earlier by Rashbass (1970) and Mahneke (1958) because this reflects the transient rather than the steady-state response characteristics as in CFF measurements. Moreover, the methodological problem of adaptation to flicker during the measurement (see Tyler, 1985 Tyler, , 1987 Tyler & Hamer, 1990 , 1993 plays no role in double-pulse resolution [DPR; see, however, Swanson's (1993) findings on altered sensitivity after long-wavelength adaptation]. Early criticisms (Dunlap, 1915 , cited after Treutwein & Rentschler, 1992 stated that thresholds of DPR depend on the psychophysical method of measurement, e.g., that in the method of constant stimuli the subject may confuse duration and ''doubleness.'' Hence, Treutwein (Treutwein & Rentschler, 1992 , see also Treutwein, 1989 ) developed a method of measuring DPR thresholds where he employed a forced-choice task which allows to monitor, what cues the subject had used for the decision (e.g., duration) and which also reduces criterion effects. Moreover, an adaptive psychophysical measurement interleaved at nine locations permits an efficient mapping of temporal performance characteristics across the visual field that does not suffer from serial effects (e.g., fatigue and training). By rescaling stimulus intensity of the distractors for pulse durations below the critical duration in Bloch's law (Hood & Finkelstein, 1986;  i.e., by (t leading + t trailing )/(t leading + t gap + t trailing )), unwanted cues like brightness differences or asynchrony were removed that interfere with the subject's decision. Treutwein (1989 , Treutwein & Rentschler, 1992 systematically explored the parameter space of DPR to test the characteristics and reliability of this method, in particular the influence of the duration of the leading and trailing pulses. They reported that temporal resolution improves monotonically with increasing duration of the leading pulse, but is virtually indifferent to variation of the trailing pulse. During all trials, DPR thresholds in the central fovea were better than off the center (up to 3.4°visual angle). This latter result was confirmed in four observers whose visual field of DPR was mapped up to an eccentricity of 6° (Sachs, 1995) . Treutwein and Rentschler (1992) state that their results cannot be explained by visual persistence (Boynton, 1972; Di Lollo, 1980) .
The few studies where temporal sensitivity is mapped not only along a meridian but in two dimensions across the visual field suggest a close relationship with the architecture of the retina (e.g., Tyler, 1987) . However, while the characteristics of retinal structures certainly place important constraints on basic visual processing of temporal information, they cannot fully explain the topographical pattern of performance in mapping studies, nor the partial impairment of temporal functions after lesions of the visual cortex (Poggel, 2002; Poggel, Treutwein, & Strasburger, 2006) . In particular, there is evidence that temporal-information processing is modulated by top-down influences like spatial attention.
Recently, Yeshurun and Levy (2003) reported that spatial cueing of transient attention reduces temporal resolution in the visual system-while improving spatial resolution-i.e., cueing reduced the detection of a temporal gap between two stimuli. The authors explained this counterintuitive effect by a selective facilitation of the parvocellular and simultaneous inhibition of the magnocellular system. This, the authors suggest, results in the activation of neurons with smaller receptive fields such that spatial resolution is enhanced, while processing of temporal information is hindered due to the reduced summation capacity of those neurons. The hypothesis that this effect was mediated by a facilitation of the parvocellular system was supported in a series of experiments (Yeshurun, 2004 ) that employed stimulation conditions favoring the parvocellular system. However, Hein, Rolke, and Ulrich (2004) , when they measured the effect of a cue on temporal-order judgment which replicated the negative cueing effect found by Yeshurun and Levy (2003) , showed in a second control experiment which included an uncued condition and a double-cue control condition, that there was an unspecific inhibitory effect of the cue flash on the perception of the target stimuli. Hence, it is not clear from Yeshurun and Levy's (2003) results, whether the effects are specific to the functional anatomy of the visual system and the proposed trade-off between spatial and temporal resolution in the parallel parvocellular/magnocellular processing streams, or whether the effects result from an unspecific artifact of the cue.
The purpose of our study was to investigate whether DPR is influenced by top-down processes without relying on a spatial cue. In our paradigm, the size of the attention focus was manipulated by varying the size of the overall stimulus display for a given block of DPR trials. We show that temporal resolution increases with a narrower attention focus and that the distribution of visuo-spatial attention in the visual field has a massive influence on the topography of temporal-information processing variables. This effect can serve to explain discrepancies to other studies on temporal resolution in the visual field.
Methods

Sample
A sample of 95 subjects (26 male, 69 female) was recruited for a normative study on topographical maps of visual functions and their development over the life span (Toelz Temporal Topography Study, Poggel & Strasburger, 2004; Poggel, Calmanti, Treutwein, & Strasburger, 2005) . The age range of the sample was 10 to 90 years (mean age: 47.8 years). All subjects had normal or corrected-to-normal vision. Severe dementia, impairments of attention or other cognitive functions, depression and other psychiatric disorders as well as brain lesions and/or visual impairment were exclusion criteria for the study. All subjects gave their informed consent for participation (or their parents for subjects under 18, respectively) and were paid for taking part in the study. The experimental design had been approved by the local ethics committee.
Double-pulse resolution
Using an apparatus and psychophysical technique developed by Treutwein (1989 , 1997 , Treutwein & Rentschler, 1992 , we measured thresholds of double-pulse resolution (DPR). The test employs a nine-alternative forced-choice task in which the observer identifies a non-continuous stimulus in the array, thereby determining the minimal duration of a gap between two light pulses that the subject can just detect. Testing conditions were standardized across subjects, with the examination performed in a darkened room, i.e., under mesopic light conditions at a room illuminance of 1.5 lx. Subjects viewed the screen at a distance of 30 cm (background luminance: 0.01 cd/m 2 ) with the eyes located opposite the center of the stimulus display. Viewing was binocular in all cases. The subject's position was kept constant by using a chin rest. In all subjects and throughout all tests, the subject's fixation was monitored by the experimenter observing the eye position in a mirror. In addition, in a subset of the sample we monitored eye position with an eyetracking device (iView, SensoMotoric Instruments, Teltow, Germany). Both methods confirmed a good quality of fixation.
Before the beginning of a trial, the subject saw a dim cross-hair on black background that indicated the center of the display and also showed the main meridians (horizontal, vertical, and the 45°oblique meridians) where the stimuli were to be presented. Trial onset was triggered by the experimenter. A trial consisted of the simultaneous presentation of nine rectangular white light stimuli (luminance: 215 cd/m 2 , size: 1.15°visual angle each), one stimulus located in the center of the display and the other eight arranged on a circle around it, at the intersections with the main meridians (see Fig. 1 ), i.e., the peripheral stimuli were presented all at the same eccentricity in the stimulus array that was defined by the radius of the circle.
Within a trial, eight stimuli were presented continuously, and one stimulus, the target, was presented as a double pulse (Fig. 1) , i.e., the pulse was interrupted by a gap interval of defined duration (with microsecond accuracy, see below). When the gap duration was above threshold, the subject perceived the difference between the target and the other eight stimuli as a short flicker of the target. The subject's task was to verbally indicate the target position, either in terms of directions on the display (middle, left, upper right etc.) or as positions on a clock face (middle, nine o'clock, two o'clock etc.). The subject's responses were entered by the experimenter on the computer keyboard, and the next trial was started by the experimenter when the subject was ready. Subjects were instructed to keep their eyes fixated at the central position of the cross hair displayed between trials, and to indicate the target position on each trial. They were asked to guess when they were not sure of the answer or had not perceived the flicker.
The gap duration between the two light pulses of the target stimulus was controlled by the YAAP-algorithm, a Bayesian adaptive procedure (Treutwein, 1989 (Treutwein, , 1995 . The algorithm's starting point was set to 80 ms gap duration for all trials and subjects. To gather an initial a priori response distribution (as a means of stabilizing the adaptive procedure), the first 10 trials of a block were presented according to the method of constant stimuli. After that, the YAAP algorithm proper started, and the threshold at each stimulus position was determined independently of the other locations. The target position was selected randomly for each trial so that the subjects could not focus attention on the target location, but had to monitor all nine stimulus positions simultaneously. The two light pulses of the target were presented in a temporally asymmetric configuration: the duration of the first pulse was 80 ms, and that of the second 280 ms (Fig. 1B) . The non-target stimuli were presented simultaneously with the target so that their complete duration matched that of the double-pulse of the target, i.e., non-target duration was 80 ms + gap duration + 280 ms. Target and non-targets appeared equal in brightness since they were longer than the summing duration in Bloch's law (Hood & Finkelstein, 1986; Treutwein & Rentschler, 1992) , such that brightness differences were excluded as a cue. This pattern of stimulation had been tested in earlier experiments (Sachs, 1995; Treutwein, 1989) and was chosen in this study for its reliability and robustness, and suitability for topography.
Stimuli were presented on a 17 00 screen of an x-y-z-oscilloscope (HP 1310) that was controlled by a so-called point plot buffer (G. Finlay, Edmonton, Canada) which in turn received its input from an IBM compatible PC. With this setup stimulus presentation and adaptation of the gap duration can be controlled with microsecond accuracy since it circumvents raster-scan technology (see Bach, Meigen, & Strasburger, 1997; Treutwein, 1989) .
A block was ended when all nine thresholds were determined to a previously specified confidence interval, defined as containing the threshold at 85% probability; this took approximately 140-280 trials (test duration ranged between 10 and 20 min). Ten blocks of trials were performed per subject. Within a block, the eccentricity of the peripheral stimuli, i.e., the ring radius was constant. Five blocks with ascending ring radius, 2.5°, 5°, 10°, 15°, and 20°, respectively, were conducted (Fig. 1C) , followed by another five blocks in reverse order of eccentricities, such that each eccentricity block occurred twice. In most subjects, the two series of five blocks were done in separate sessions, within an interval of a few days. This series was used to balance-out sequence effects and to increase reliability by using more trials. Prior to the first trial of each block, the positions of the stimuli in that block were shown to the subjects.
Test speed and duration were under the control of the subjects by answering in a self-paced manner. Participants were also free to take breaks whenever they wished. Except for an initial set of practice trials that was not included in data analysis, no feedback was given once the subject had learned to recognize a target.
Raw threshold values (of individual subjects or averaged over the complete sample, see Section 3) were entered into statistical software for data analysis (Microsoft Excel and SPSS). The 3-D plots were prepared with a Matlab script originally programmed by K. Lutz (see Gothe, Strasburger, Lutz, Kasten, & Sabel, 2000; and modified for the present purpose to get a graphic display of the double-pulse resolution map by means of linear interpolation between average values at all target positions (Mathworks, Version 5.3).
Results
Eccentricity effect
Thresholds of double-pulse resolution (DPR) were systematically measured across the visual field so that the topography of DPR could be determined [ Fig. 2 ; individual maps are provided in Poggel and Strasburger (2004) ].
DPR thresholds increased (i.e., temporal resolution decreased) systematically and significantly towards the periphery of the visual field (GLM/MANOVA; F = 59.6, df = 4; p < 0.001). In all blocks, the best threshold was observed in the fovea, i.e., performance for the central position of the display was significantly better than that for the peripheral positions (mean central DPR threshold over all blocks and subjects: 32.0 ms, mean peripheral DPR thresholds over all blocks and subjects: 51.5 ms; Wilcoxon test: Z = À8.014, p < 0.001). Between the central position and 2.5°eccentricity there was a particularly steep increase of DPR thresholds (Fig. 3) . Beyond 5°, the increase was shallow and at a steady rate up to the most peripheral test positions at 20°eccentricity. The average rate of the increase of peripheral DPR thresholds across the visual field was approximately 1.2 ms per degree eccentricity of the test ring.
We compared DPR-thresholds of the first and second measurement with a specific display size to test for possible sequence effects as could have been induced by learning or fatigue or by the fact that the ring size was increasing over test runs in the first series but decreasing in the second series. Mean DPR-thresholds (±SEM) in the first series (51.28 ± 1.51 ms) were not different from performance in the second series (51.64 ± 1.58 ms; Wilcoxon test Z = À0.657, p = 0.511).
Variation of central DPR threshold with display size
In each block of trials the DPR thresholds were determined for all nine positions of the stimulus display; i.e., the foveal threshold was always measured along with the peripheral thresholds. The central position was thus identical in all blocks of trials while the eccentricity of the peripheral stimuli was changed between blocks. Central sensory thresholds would therefore be expected to be constant over all conditions. The results of measuring central DPR thresholds for different sizes of the display are shown in Fig. 4 . Increasing the radius of the test ring, i.e., the circle on which the peripheral stimuli were positioned, while keeping the central position constant, led to a systematic and significant increase of the central threshold (GLM/ MANOVA; F = 34.3, df = 4; p < 0.001). Similarly as for the peripheral thresholds in Fig. 3 , the increase of the central DPR thresholds was most pronounced between 2.5°a nd 5°eccentricity of the peripheral test positions. The average rate of increase of central DPR thresholds with increasing eccentricity of peripheral test positions was approximately 1.3 ms per degree. Hence, not only the pattern of threshold increase but also the average rate of increase over eccentricity was strikingly similar for peripheral and central DPR-thresholds. We interpret this as a top-down attentional effect as discussed below.
Discussion/conclusions
Two effects reported above need to be discussed: (a) the decrease of temporal sensitivity with increasing eccentricity in our DPR measurements, and, separate from that our main finding, (b) the role of attention in the modulation of DPR-thresholds across the visual field, inferred from the variation of foveal thresholds.
Eccentricity effect
Everyday wisdom deems temporal sensitivity to be greater in the periphery of the visual field than in the center, which was confirmed by some of the earlier mapping studies of temporal-information processing across the visual field. In contrast, we report a decreasing sensitivity (increasing DPR thresholds) with increasing eccentricity in the visual field. However, stimulus size plays a critical role and the effects of spatial summation on temporal resolution are well known, as already observed in the classical laws of summation (Hood & Finkelstein, 1986) . Tyler (1987) , for instance, who used targets scaled in size to stimulate a constant number of cones at each retinal location, showed an increase of CFF towards the periphery up to 50°eccentricity. With small, constant-size stimuli, Hartmann et al. (1979) reported an inverse-U shaped function, with a steep increase of CFF from the fovea to intermediate eccentricities (the inner 5°-10°) followed by an almost level performance and a decrease beyond 20°-40°, the point of maximum varying widely between subjects. Larger stimulus sizes yielded a similar course of CFF over eccentricity but with the maxima shifted towards higher CFF values and to more eccentric positions. Similarly, Yeshurun and Levy (2003) who measured temporal resolution over a large range of eccentricities with constant-size stimuli, reported a decrease of sensitivity towards the periphery of the visual field. We therefore believe that the difference in eccentricity dependence between our data and earlier studies can be partially accounted for by spatial summation as quantified in the Granit-Harper-law, stating that the CFF is linearly related to log stimulus area: CFF = R * log a (Otto, 1987; Watson, 1986) . Since, with constant-size stimuli, stimulus size decreases towards the periphery relative to receptive field size, the expected DPR thresholds for M-scaled stimuli in our setting are approximately constant across the visual field for eccentricities beyond 5°(see Fig. 5 and model in the Appendix A). However, the decrease of temporal sensitivity toward the periphery is still smaller than that expected based on the modeling of our data with hypothetical M-scaled stimulus sizes. We hypothesize that the additional effect of increasing DPR thresholds further out in the periphery is caused by sustained visual attention as discussed below. Thus, the increase of DPR thresholds towards the periphery which we have observed in our study would seem an additive effect of constant stimulus size and changes in the distribution of visuo-spatial attention across blocks with different sizes of stimulus displays.
This eccentricity effect of the DPR thresholds was uniformly found for all subject age groups, i.e., even the youngest and oldest subjects showed a similar course of increase of DPR thresholds with retinal eccentricity (see also Poggel et al., 2005) .
Attention effect
Within a block of trials, subjects knew the position of the stimuli and the size of the overall display but had no information which particular dot would flicker. So in order to solve the task, subjects had to attend to the complete display, i.e., the ring and the center. They were thus in a state of ''diffuse'' attention where the size of the attentional focus was presumably determined by the diameter of the ring. Several studies have shown that visual processing capacity is reduced when the size of the attention focus is increased, i.e., when the distribution of attention becomes more ''diffuse'' (e.g., Castiello & Umilta, 1990; Ito, Westheimer, & Gilbert, 1998) . Moreover, many subjects in our study spontaneously reported that the blocks with the most eccentric peripheral stimuli were the most difficult, whereas the 2.5°condition was considered the easiest. They stated, for example, that the stimuli in the far periphery were ''more difficult to watch'' or that is was ''more challenging to attend to all stimulus positions with the larger circles (of 15°-20°) than with a small (2.5°) circle.'' Temporal sensitivity for the central target indeed decreased with a larger attentional focus, i.e., with more diffuse attention. This result was achieved with unchanged characteristics of the targets, i.e., using same stimulus size and (central) location, and unchanged psychophysical procedures, i.e., the same adaptive thresholding algorithm and forced-choice tasks such that effects of guessing behavior and other response strategies are accounted for (see Treutwein, 1989; Treutwein & Rentschler, 1992) . It can thus be ruled out that the effect was an artifact of the psychophysical method.
Whereas spatial attention is generally believed to improve performance at the attended location and our results extend this for the perceptual domain of temporal resolution, Yeshurun and Levy report an opposite result for the latter case (Yeshurun, 2004; Yeshurun & Levy, 2003) . Two differences between their and our study could account for the opposite findings. First, these authors used a cueing technique to manipulate attention which can induce a masking artifact, as Hein et al. (2004) point out (see Section 1). Our control of attention was indirect so that masking cannot have played a role. Second, in our study subjects attended to the target display in a sustained manner-whereas the sudden-onset cue in Yeshurun's experiment (Yeshurun & Levy, 2003) can be expected to have triggered transient attention. In this line, Yeshurun and Levy argue that focusing attention at the location where a pulse occurs facilitates processing in the parvocellular system, which is suggested to decrease the average receptive field size and thereby increase spatial resolution, and at the same time decrease the area of summation and thus reduce temporal resolution. In our study, the sustained focusing of attention at a target position (the central stimulus location) had a facilitatory effect upon temporal sensitivity, opposite to Yeshurun's findings but in line with many reports of a facilitatory effect of attention on visual perception (Parasuraman, 1998) . In terms of Yeshurun's (2004) hypothesis of a dual-attention system acting in opposite directions on temporal and spatial resolution, this could mean that the dual-system hypothesis does not hold for sustained attention. Alternatively, sustained attention could trigger a separate mechanism leading to better temporal resolution. There are, however, many reports of facilitatory influences of transient attention on visual perception (see Parasuraman, 1998 for a review), and the inhibition which Yeshurun and Levy (2003) find could after all be due to masking, as Hein et al. (2004) assume.
Whether cortical attentional networks identified so far (e.g., Yantis & Serences, 2003) are related to the influence on gap detection reported here, or at what stage the influence occurs, will need to be answered by future research. We see two possible scenarios: On the cortical level, the mechanism deciding on whether a gap was present in the signal could be more efficient when prior information about the likely location is provided (i.e., when the location is attended to). Alternatively, the signal-to-noise ratio of the afferent pathway could be raised through backprojections onto retinotopically organized, lower-level structures, e.g., the thalamus or area V1. The latter assumption would be in accordance with many studies which have shown that spatial attention improves signal detection without biasing the observer's criterion (Bashinski & Bacharach, 1980; Downing, 1988; Heinze & Mangun, 1995) . It would also concur with recent evidence of modulatory effects of attention on early visual areas including the geniculate body (O'Connor, Fukui, Pinsk, & Kastner, 2002) . Within the attention focus, the signal-to-noise ratio is better than under unattended conditions or in a state of diffuse distribution of attention over a large area. At a low level, the light pulses are represented by pulses of neuronal activation (Fain & Cornwall, 1993, Fig. 1.3 ). In the area representing the attended region, neuronal activity should be increased so that the two consecutive peaks of neuronal activation elicited by the two pulses of the target would stand out more than under unattended conditions. Alternatively, the noise level would be reduced for these neurons, again leading to a better detection of the gap between the two pulses, as the activity elicited by each pulse would stand out more clearly against the background noise. Fig. 6 illustrates such a mechanism schematically. Interestingly, while the attention effect at the central stimulus location was pronounced and highly significant for the total group of subjects, it was absent for the youngest subjects (10-20 years) and only slight in subjects between 20 and 40 years of age (see Fig. 7 ). For all other age groups, i.e., from 40 to 90 years, the increase of central DPR thresholds with increasing radius of the test display was highly significant. This finding is concurrent with other reports of a change of attentional capacity with age (Li & Lindenberger, 2002) . As yet, little is known about the effects of aging upon spatial and temporal attention and this seems to be a promising field of research.
Interaction between the attention and the eccentricity effect
If diffuse spatial attention indeed reduces temporal sensitivity, the same effect as found for the central location should affect sensitivity at the peripheral locations. Hence, we suggest that an attentional effect is superimposed onto a sensory component at the peripheral locations. Although the attention effect in the periphery can be expected to be different in magnitude, we assume for the sake of simplicity that it is approximately equal for the central and for the peripheral locations. Since the attention effect and the effect of eccentricity are of nearly the same size, we get, when taking the attention effect into account, for the sensory component an almost level performance of temporal resolution. This, taken together with the effect of spatial summation discussed above, predicts that the sensory component of peripheral DPR-sensitivity, with stimuli scaled to receptive field size, would actually increase instead of decrease towards the periphery of the visual field! Since in most topographical measurements of CFF (e.g., Tyler, 1987 ) the subjects always knew at which stimulus position the target would appear next, they will have focused attention specifically at this visual field location and achieved a better performance than in our display where attention was diffuse due to the uncertain target position.
In summary, our results show that temporal resolution can be influenced by top-down processes. While the retinal properties certainly pose important constraints on temporal resolution and many of the topographical characteristics found in earlier studies reflect anatomical and physiological characteristics of the early visual processing stages, we suggest, based on our findings, that the topography of temporal sensitivity in the visual field is pronouncedly shaped by influences from higher processing stages, presumably in the visual cortex. This observation is confirmed by the comparison of topographical maps of various visual functions in healthy subjects (Poggel & Strasburger, 2004; Poggel et al., 2005) and also in patients with visual system lesions (Poggel et al., 2006) . Although there are numerous findings of centrifugal fibers from higher visual processing levels all the way down to the retina in various species, including non-human and human primates (Brooke, Downer, & Powell, 1965; Labandeira-Garcia, Guerra-Seijas, Gonzales, Perez, & Acuna, 1990; Noback & Mettler, 1973; Wolter & Knoblich, 1965) , we do not believe that our findings, especially the attention effect, can be primarily attributed to retinal processes, because the main structures in the visual pathway for the connection of bottom-up and top-down processes are the visual cortex. We thus propose that a brain mechanism evaluating and categorizing incoming temporal information from the visual pathway (and also for other sensory modalities) is located at the cortical level and is modulated by attentional processes or receives input which is at a lower level modulated by attentional processes. Fig. 6 . Schematic representation of how gap detection could be influenced by the level of attention. Attention is assumed to change the noise level or the signal-to-noise ratio. The y axis represents neuronal signal strength, e.g., spike rate in afferent visual fibers. The dotted area signifies gap duration. A decreased noise floor will increase that area, thus enhancing the probability of detecting the gap. Fig. 7 . Size of the attention effect across the age groups. Bar graphs show the thresholds of double-pulse resolution at the central test position for display (ring) sizes of 2.5 degrees (gray) and 20 degrees (black), for each age group. p values above each pair of bars refer to the results of the MANOVAs for each age group which take into account all display sizes from 2.5 to 20 degrees. Note that the central stimulus and its location were identical over all subjects and test runs and that only the peripheral stimulus positions were changed.
The Ferry-Porter law describes the dependency of CFF on stimulus luminance,
where f is the CFF in Hz, k is a parameter that is constant with stimulus luminance but depends on other stimulus characteristics, and L and L 0 are luminance and luminance threshold, respectively. The Ferry-Porter law plays only a limited role here since stimulus luminance is constant (at 215 cd/m 2 ) in our experimental conditions. However, threshold luminance L 0 (at which f = 0) depends on stimulus diameter and on eccentricity, by which areal summation is introduced into Eq. (1). By interpolation between the two respective L 0 values provided at the foveola [Tyler and Hamer (1990, Fig. 6 
where d E is the diameter of the stimulus presented at eccentricity E. The slope coefficient k in the Ferry-Porter law Eq. (1) depends, according to Tyler and Hamer, on eccentricity E but not on stimulus size. From the two slope values provided there (k = 19 Hz/decade at E = 35°and k = 10.5 Hz/ decade at E = 0°) we obtain, again by interpolation, k ¼ 0:24E þ 10:5ðHz=decadeÞ.
With Eqs. (1), (2), (4a), and (5), the data in Tyler and Hamer (1990, Fig. 6 ) can thus be summarized by f ¼ f ðE; L; dÞ ¼ ð0:24E þ 10:5Þðlog L þ 1:39 log d E À 0:0426E þ 1:09ÞðHzÞ ð 6Þ
where f is the CFF in Hz, E is the eccentricity in degrees, L is the retinal illuminance in Troland, and d E is the stimulus diameter in deg (at eccentricity E). Fig. 8 shows the dependency on log illuminance L ill by Eq. (6), for verification with Tyler and Hamer (1990, Fig. 6 ). Up to this point, the calculations were to verify that the interpolation parameters agree with the results of Tyler and Hamer. Now, for an approximate conversion from retinal illuminance L ill (T d ) (for which the parameters in Tyler and Hamer are specified) and luminance L, we use L ill = -L AE A and assume a mean constant pupillary area A of 13 mm 2 (using Reeves,' 1920 formula with an observer dark-adapted to 1 cd/m 2 ), (with k 1 = 1.39 k, and k 2 = k (log L À 0.0426 E + 2.2)) (k as in Eq. (5)) for a formal comparison with the GranitHarper law of areal summation. The law is violated since k, as we have seen above, is not a constant but depends on eccentricity. Fig. 9 shows Eq. (9) for the luminance (and corresponding retinal illuminance) used in our experiment and a number of eccentricities, i.e., the areal summation functions.
In our experiments stimulus size is constant at 1.15°visual angle. The cortical projection area d cortex = M AE d of our stimulus will thus decrease with stimulus eccentricity E by
where M 0 is the foveal magnification factor and E 2 is the model parameter introduced by Denis Levi. We assume E 2 = 0.75, based on anatomical data by Horton and Hoyt (1991) The effect of using scaled stimuli is given by (f scaled /f): f scaled =f ¼ ðlog L þ 1:39 logðð1 þ E=E 2 Þd 0 Þ À 0:0426E þ 2:2Þ=ðlog L þ 1:39 log d 0 À 0:0426E þ 2:2Þ. ð13Þ Now let s = s(E) denote the empirically found value of double-pulse resolution at eccentricity E. We assume s as inversely related to f, and thus model
At the fovea, E = 0 and [from Eqs. (13) and (14)] s scaled is equal to s . 
