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This thesis develops image segmentation methods for the application of automated
cervical cancer screening. The traditional approach to automating this task has been
to emulate the human method of screening, where every one of the hundreds of thou-
sands of cells on each slide is analysed for abnormality. However, due to the complexity
of cervical smear images and the low error tolerance imposed upon the segmentation
stage, only limited success has previously been found. A different approach is to de-
tect malignancy associated changes (MACs) in a relatively small sample of the total
population of cells. Under this paradigm, the requirement to segment every cell is
loosened, but delineation accuracy and error checking become essential.
Following a review of generic and cervical smear segmentation, it is concluded
that prior work on the traditional approach to automation is not suitable for a MACs
solution. However, the previously proposed framework of a dual-magnification system
is found to be relevant and is therefore adopted. Here, scene images are first captured
at low resolution in order to rapidly locate the cells on a slide. Cells that are deemed
to be suitable for further analysis are then imaged at high resolution for the more
accurate segmentation of their nuclei.
A water immersion algorithm is developed for low resolution scene segmentation.
This method achieves a rapid and robust initial segmentation of the scene without the
requirement of incorporating extensive a priori knowledge of the image objects. A
global minimum searching contour is presented as a top-down method for segmenting
the high resolution cell nucleus images where the image objects are well characterised
by shape and appearance. This latter method is tested upon 20,000 images and found
to achieve an accurate segmentation rate of 99.47%. An error checking method, that
uses segmentation stability as an indicator of segmentation success, is developed that
is capable of detecting 100% of the failures of the nucleus segmenter, at the expense
of discarding only 9% of the data.
Throughout this work, contemporary issues in the field of generic image segmenta-
v
tion are presented and some of these are addressed for the cervical smear application.
Finally, an avenue of future work is proposed which may lead to the much wider
proliferation of computer vision solutions to everyday problems.
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