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Abstract
In this paper, we make connections between two apparently different concepts. The ﬁrst concept is
the (linear) monotonicity of a given matrix which is usually used in order to compare Markov chains.
This concept is involved in the simpliﬁcation of complex stochastic systems in order to control the
approximation error made. The second concept is the positive invariance of sets by a (linear) map.
The properties of positively invariant sets are involved in many different problems in classical control
theory, such as constrained control, robustness analysis, optimisation, and also in aggregation of
Markov chains (namely strong lumpability and coherency).
In the context of linear dynamical systems over semirings which play an important role in the study
of discrete event systems, we establish links between monotone (or isotone) linear maps and linear
maps which admit some special families of positively invariant sets.
© 2005 Published by Elsevier B.V.
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1. Introduction
It is now almost classical that (∨, ·)-linear systems over dioids (S,∨, ·, 0, 1) deﬁned
by x(0) ∈ Sd , x(n + 1) = A · x(n),∀n ∈ N, where A ∈ Sd×d and (A · x(n))i the ith
component of A · x(n) is expended as ∨dj=1 ai,j · xj (n), model discrete events systems
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(DES) of practical interest (e.g. some manufacturing systems, communication protocols
(TCP), transmission of ﬂows in networks, etc).
In this paper, we study two apparently different concepts, which have been used in
different research areas.
The ﬁrst concept is the monotonicity which is deﬁned as follows. Let g:E → F ,
where (F, ) is a poset. Then E may be endowed with a preorder by setting ∀x, y ∈
E , xgy ⇐⇒ g(x)g(y) . The g-monotonicity of a map h:E → E , is deﬁned by
∀x, y ∈ E, [xgy ⇒ h(x)gh(y)].
Note that comparing vectors componentwise makes Sd a poset. In our setting, and with
linear maps, these classical concepts are deﬁned by
• the K-comparison between vectors of x, y ∈ Sd endowed with the preorder deﬁned by
xKy def⇔K · xK · y, (1)
where K ∈ Sm×d , adopting the convention that all -relations between matrices and
vectors are meant coefﬁcientwise.
• the K-monotonicity of a linear operator A, given by
∀x, y ∈ Sd , [xKy ⇒ A · xKA · y]. (2)
This concept plays an important role in the simpliﬁcation of complex stochastic dynamical
systems in order to control the approximation error made (see e.g. [8,9]).
The second concept is the positive invariance of linear systemswhich has been intensively
studied in the classical automatic control literature. This concept is of particular importance
because it leads to control strategies (see, e.g. a surveypaper on this subject [4] and references
therein). Positive invariance is deﬁned as follows. Letf : Sd → Sd be amap.A setE ⊂ Sd
is said to be positively invariant by f if f (E) ⊂ E. In this paper, f will be a linear map, i.e.
f (x)
def= A · x, where A ∈ Sd×d . In this case, we also say that E is A-invariant.
The results of the paper are the following.
(1) We characterise the (linear) K-monotonicity. We give the detailed proofs of [10].
(2) We characterise positive invariance for the sets of the form
{x : K · x}.
(3) We show that positive invariance of sets of the form {x : K · x} implies the
existence of a series {(n)}n∈N deﬁned by (0) ∈ Sd ,(n + 1) =  · (n) which is
K-monotone, and such that K · x(0)K · (0) ⇒ ∀n,K · x(n)K · (n). The set {x :
K · x} is also positive invariant by x → · x .
As further work, it will be interesting to investigate how these results can be transposed
in the classical algebra. To the best of the knowledge of the authors these results are not yet
known.
The paper is organised as follows. In the section below, we recall the basic properties of
dioids and residuation theory.
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In Section 3, we analyse some properties of K-comparisons of systems on dioids.
Then, in Section 4, we study the positive invariance of some sets. Some ﬁnal comments
making links between the two above-mentioned concepts are added as conclusion of the
paper.
2. Preliminaries
In this section, we recall basic statements on dioids and residuation theory needed in the
paper. More details can be found in, e.g. [1,5,7].
2.1. Ordered sets and elements of residuation theory
Let (X, ) be a poset. (X, ) is a sup-semilattice (resp. inf-semilattice) if any set
{x1, x2} ⊂ X has a supremum ∨{x1, x2} (an inﬁmum ∧{x1, x2}). (X, ) is a lattice
iff (X, ) is a sup- and inf-semilattice. (X, ) is complete if any set A ⊂ X has a
supremum
∨
A. A complete ordered set is also a complete lattice since
∧
A
def= ∨{x ∈ X :
∀a ∈ A, xa}. A lattice is distributive if ∧ and ∨ are distributive w.r.t. one another.
For posets (X, ) and (Y,), we say that a morphism of posets f : (X, )→ (Y,)
which is compatible with the order relations  and  is said to be isotone. The map
f : (X, ) → (Y,) is residuated if there exists a map f  : (Y,) → (X, ) such
that:
∀x ∈ X, ∀y ∈ Y, f (x)y ⇔ xf (y).
Then, for a residuated map, we may set the following deﬁnition:
f (·) def=
∨
{x ∈ X : f (x) · }.
An isotone map f : (X, )→ (Y,), where (X, ) and (Y,) are complete posets
is said to be lower semicontinuous if ∀A ⊂ X, f (∨ A) =∨ f (A), where the sup ∨
is taken w.r.t.  in X and w.r.t.  in Y, and f (A) def={f (a) : a ∈ A}. The next result
provides simple characterisation of residuated map over complete posets.
Result 2.1 (Baccelli et al. [1]). Let (X, ) and (Y,) be complete sets. A mapf :
(X, )→ (Y,) is residuated iff f is lower semicontinuous.
2.2. Basic algebraic structures
For any set S, (S,∨, ·, 0, 1) is a semiring if (S,∨, 0) is a commutative monoid. Also,
· distributes over ∨, and 0 is the neutral element for ∨ which is also absorbing for ·, i.e.
∀a ∈ S, 0 · a= a · 0= 0, and 1 is the neutral element for ·. (S,∨, ·, 0, 1) is an idempotent
semiring or a dioid if (S,∨, ·, 0, 1) is a semiring whose ﬁrst composition law ∨ is idem-
potent, i.e. ∀a ∈ S, a ∨ a = a. (S,∨, ·, 0, 1) is a semiﬁeld (resp. idempotent semiﬁeld)
iff (S,∨, ·, 0, 1) is a semiring (resp. idempotent semiring) and (S\{0}, ·, 1) is a group,
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i.e. (S\{0}, ·, 1) is a monoid such that every element has an inverse (∀a ∈ S, ∃a−1 :
a · a−1 = a−1 · a = 1).
(S,∨, ·, 0, 1) is said to be a commutative (idempotent) semiring or semiﬁeld if
(S,∨, ·, 0, 1) is a (idempotent) semiring or semiﬁeld such that · is commutative.
Let (S,∨, ·, 0, 1) denote any arbitrary semiring. Each element of Sn is a n dimensional
column vector. We equip Sn with the laws ∨ and .: ∀x, y ∈ Sn, (x ∨ y)i = xi ∨ yi,∀s ∈
S, (s.x)i
not.= (s · x)i def= s · xi, i = 1, . . . , n. Thus, s.x will be denoted s x or s · x. This
makes (Sn,∨, .) a left S-semimodule freely generated with basis e1, . . . , en, where ei =
({k=i})k=1,...,n; {·} = 1 if assertion {·} is true and 0 otherwise. The addition ∨ and the
multiplication · are naturally extended to matrices with compatible dimension. Any n× p
matrix A is associated with a (∨, ·)-linear map A : Sp → Sn. Ai,j , Al,· and A·,k denote
the (i, j) entry, the lth row (rows vector) and the kth column of matrix A, respectively.
Let us consider any dioid (S,∨, ·, 0, 1). We can equip the idempotent commutative
monoid (S,∨, 0) with the natural order relation  deﬁned by
∀a, b ∈ S, ab def⇔ a ∨ b = b. (3)
We say that the dioid (S,∨, ·, 0, 1) is complete if the poset (S, ), where  is deﬁned
by (3), is a complete lattice and if the left and right multiplications, a,a : S → S,
a(x)= a · x, a(x)= x · a are lower semicontinuous, for all a ∈ S. In such case, we adopt
the following notations: a\b = a(b), and b/a = a(b), ∀a, b ∈ S. Note that if a ∈ S is
invertible we have a\b = a−1 · b and b/a = b · a−1. If · is commutative, a\b = b/a.
The operations / , \ are easily extended to all matrices with suitable size assuming these
matrices are elements of a complete S-semimodule in a natural way:
(A\B)i,j def=
(∨
{X : A ·XB}
)
i,j
=
∧
k
Ak,i\Bk,j , (4a)
(D/C)i,j
def=
(∨
{X : X · CD}
)
i,j
=
∧
l
Di,l/Cj,l . (4b)
Also, since (D/C) · CD, we have the following useful well-known result.
Proposition 2.1. Let us consider two matrices C and D with entries in a complete
dioid S. Then
∃X, X · C =D ⇔ D(D/C) · C. (5)
Let us mention the following useful order properties of idempotent semiﬁelds.
Proposition 2.2. Let (S,∨, ·, 0, 1) be an idempotent semiﬁeld equipped with the natural
(partial) order  deﬁned by (3).
(i) (S, ) is a lattice.
(ii) The lattice (S, ) is distributive, i.e.,
∀a, b, c ∈ S, a ∨ (b ∧ c)= (a ∨ b) ∧ (a ∨ c). (6)
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(iii) · distributes over ∧, i.e.,
∀a, b, c ∈ S, a · (b ∧ c)= (a · b) ∧ (a · c),
(b ∧ c) · a = (b · a) ∧ (c · a). (7)
Proof. To prove (i), we just have to remark that
∧{a, b} =
{
(a−1 ∨ b−1)−1 if {a, b} ⊂ S\{0},
0 otherwise.
The proof of (ii) is in [2, Chapter 12, Theorem 25]. (This reference was pointed to the
authors by Gaubert and we thank him for this.)
Let us prove (iii). Let a, b, c be three elements of S\{0}, then the left-distributivity is
proved as follows:
a · (b ∧ c)= a · (b−1 ∨ c−1)−1 (by deﬁnition of ∧)
= ((b−1 ∨ c−1) · a−1)−1
= ((a · b)−1 ∨ (a · c)−1)−1
= (a · b) ∧ (a · c).
If at least one of the three elements is zero, the previous equality is obvious.We use similar
arguments to prove the right distributivity. 
3. K-comparison of linear systems on dioids
In this section we recall results of [10] on isotonicity and comparison of linear systems
over dioids.
Consider a complete dioid (S,∨, ·, 0, 1), three (∨, ·)-linear systems (x(0), A), (y(0), B)
and (z(0), C), with x(0), y(0), z(0) elements of Sd , A, B and C elements of Sd×d , and the
rectangular matrix K ∈ Sm×d . Let K be the preorder deﬁned by (1) in Introduction.
Theorem 3.1 (K-comparison). Let us assume that B is K-monotone in the sense of
(2, in the Introduction with A= B). If
(i) x(0)Ky(0)Kz(0),
(ii) K · AK · BK · C,
then
∀n, x(n)= An · x(0)KCn · z(0)= z(n).
Proof. The proof is mainly based on the compatibility of the natural order  w.r.t. ∨
and ·. Since ∨ and · are increasing, (ii) implies
(a) K · A · x(0)K · B · x(0),
(b) K · B · z(0)K · C · z(0).
34 L. Truffet, E. Wagneur / Discrete Applied Mathematics 150 (2005) 29–39
TheK-monotonicity ofB and (i) and (a) impliesK ·A·x(0)K ·B ·y(0).TheK-monotonicity
of B and (i) and (b) impliesK ·B · y(0)K ·B · z(0). Thus, we proved the induction step:
x(n)Ky(n)Kz(n) ⇒ x(n+ 1)Ky(n+ 1)Kz(n+ 1).
The result follows from the transitivity of K and the induction step. 
The main difﬁculty is then to give a simpler characterisation of the K-monotonicity.
K-monotone linear operator. Next results characterise monotonicity of matrices in the
sense deﬁned by (2) in the Introduction. The necessity part of the proof is based on the
following result which is stated using our settings.
Result 3.1 (Cohen et al. [6], Corollary 6). Let F andG be twom×d matrices with entries
in an idempotent semiﬁeld (S,∨, ·, 0, 1). The following assertions are equivalent:
(1) ∀x, y ∈ Sd , (G · x =G · y)⇒ (F · x = F · y).
(2) ∃H ∈ Sm×m : F =H ·G
Theorem 3.2 (K-monotonicity). Let S be an idempotent semiﬁeld. A necessary and sufﬁ-
cient condition for a matrix A ∈ Sd×d to be K-monotone, with K ∈ Sm×d is
K · A((K · A)/K) ·K . (8)
Proof (Necessity). Let us assume that A is K-monotone. Then, by the antisymmetry of 
we have
∀x, y, (K · x =K · y) ⇒ (K · A · x =K · A · y).
Because of Result 3.1 with G(x) = K · x and F(x) = K · A · x there exists a linear map
H(x) = H · x, with H ∈ Sm×m, such that G = H ◦ F , or equivalently, K · A = H · K .
Using (5), Proposition 2.1, this is equivalent to K · A((K · A)/K) ·K .
(Sufﬁciency) Conversely, let us assume thatK ·A((K ·A)/K) ·K . Because of Propo-
sition 2.1 (with C =K and D =K · A), it means that ∃X, X ·K =K · A. Now, consider
x, y ∈ Sd such that K · xK · y . Then,
K · A · x =X ·K · x
X ·K · y (∨ and · are increasing)
=K · A · y.
and the proof is complete. 
4. Positive invariance of some sets
We ﬁrst consider the following sets:
P(K,,)= {x ∈ Sd : K · x},
, ∈ Sm : ,
K ∈ Sm×d . (9)
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In the usual algebraP(K,,) is called a polyhedral set. In the sequel, we assume that K
is a given m× d matrix.
Lemma 4.1. Let us assume that m = d and K = Id , where Id denotes the d × d identity
matrix.P(Id,,) is positively invariant by x −→ A · x, A ∈ Sd×d , if and only if
(). (A · ) and (A · ).
Proof. If P(Id,,) is positively invariant by x −→ A · x then it is sufﬁcient to note
that , ∈ P(Id,,). Conversely, assume that A ·  and A · . Then, for all
x, noticing that x −→ A · x is -isotone. Then
A · A · xA · .
By assumption, it implies that A · x. 
Proposition 4.1. For every matrix X ∈ Sd×m such that X ·KId , we have
P(K,,) ⊂ P(Id,X · ,K\).
Proof. By deﬁnition of ·\· we have
∀x ∈ Sd , K · x ⇔ xK\.
Because  is compatible w.r.t. ∨ and ·, for every matrix X ∈ Sd×m such that X ·KId ,
we have
∀x ∈ Sd , K · x ⇒ X · X ·K · x,
and
X ·KId ⇒ ∀x ∈ Sd , X ·K · xId · x = x.
By transitivity of  the result is proved. 
Proposition 4.2. Let us consider any arbitrary matrix X ∈ Sd×m such that X · KId .
Then,
K ·X ·  ⇒ P(Id,X · ,K\) ⊂ P(K,,).
Proof. Assume that K · X · . Let us consider x ∈ P(Id,X · ,K\), i.e. X ·
xK\. Then, because  is compatible w.r.t. ∨ and ·,
K ·X · K · xK · (K\),
which is equivalent to
K ·X · K · x.
Result is now proved by transitivity of relation  . 
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Now, we can establish the main result of this section.
Theorem 4.1. Let us consider X ∈ Sd×m and  ∈ Sm such that:
X ·KId ,
K ·X · .
Then, the setP(K,,) is positively invariant by x −→ A · x iff
(A · (K\)K\) and (X · A ·X · ).
Proof. By Proposition 4.2, we haveP(K,,)=P(Id,X ·,K\). We conclude using
Lemma 4.1 with the changes ← X · , ← K\. 
The following proposition is a semimodule version of [3], Proposition 1.
Proposition 4.3. Let (S,∨, ·, 0, 1) be an idempotent commutative semiﬁeld. The set
P(K, 0,), with i = 0, ∀i = 1, . . . , m, is positively invariant by x −→ A · x iff ∀x ∈
S , v(A · x)v(x), where v : Sd → S , x → v(x) def= K · x, with K def= −T · K ,
− def= (−11 , . . . ,−1m )T and (·)T denotes transpose operator.
Proof (Necessity). If P(K, 0,) is positively invariant, then (R1): P(K, 0, c · ), for all
c = 0 is positively invariant. Let us also remark that, by deﬁnition of v(·), we have (R2):
P(K, 0, c ·)= {x : v(x)c}, ∀c = 0. Now, for all x:K · xv(x) , by deﬁnition of v.
Then, (R1) implies K · A · xv(x) , which implies using (R2) that v(A · x)v(x).
(Sufﬁciency) x ∈ P(K, 0,)⇔ v(x)1. Thus, v(A · x)v(x)1 which is equivalent
to A · x ∈ P(K, 0,). 
We study the positive invariance of the particular set P(K, 0,) by x −→ A · x,
A ∈ Sd×d .
Lemma 4.2. Let (S, ·,∨, 0, 1) be a naturally ordered idempotent semiring. Let  ∈ Sd
such that ∀i (1 id) ,i = 0.
A ·  ⇔ A,
where  ∈ Sd×d is deﬁned by
∀i, j,∈ {1, . . . , d} i,j = i/j . (10)
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Proof. The proof is based on residuation theory and developed as follows:
A · ⇔ ∀i ∈ {1, . . . , d},
d∨
j=1
ai,j · ji
⇔∀i, j ∈ {1, . . . , d}, ai,j · ji
⇔∀i, j ∈ {1, . . . , d}, ai,ji/j (by deﬁnition of · /·)
⇔A. 
Lemma 4.3. Let (S,∨, ·, 0, 1) be an idempotent commutative semiﬁeld. The matrix
= [i/j ]i,j=1,...,d satisﬁes the following properties:
(i)  · , where = (1, . . . ,d)T.
(ii) For all =K\ ∈ Sd − {0},  ∈ Sm,  is K-monotone.
Proof. Assertion (i) is a direct consequence of Lemma 4.2 with A = . Let us prove (ii).
In order to simplify the proof and to exhibit main arguments we assume that K is such that
∀i = 1, . . . m, ∀j = 1, . . . , d, Ki,j = 0.
Using equivalent characterisation of the K-monotonicity (see Theorem 3.2), we have to
prove that ∃H ∈ Sm×m : K ·=H ·K . Thus, we develop the computation of (K ·)i,j ,
∀i = 1, . . . m, j = 1, . . . , d as follows:
(K · )i,j =
d∨
k=1
Ki,k · k,j
=
d∨
k=1
Ki,k · (k/j )
=
d∨
k=1
Ki,k · k · −1j
= (Ki,· · ) · −1j (by distributivity)
= (Ki,· · ) ·
(
m∧
k=1
K−1k,j · k
)−1
(by deﬁnition of j )
= (Ki,· · ) ·
m∨
k=1
(K−1k,j · k)−1 (by deﬁnition of ∧)
=
m∨
k=1
((Ki,· · ) · −1k ) ·Kk,j (· distributes over ∨).
Deﬁning matrix H by
∀i, j ∈ {1, . . . , m}, Hi,j = (Ki,· · ) · −1j , (11)
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we have
∨m
k=1 ((Ki,· ·) ·−1k ) ·Kk,j =
∨m
k=1Hi,k ·Kk,j = (H ·K)i,j . The result is now
proved. 
Remark 4.1. The inequality  ·  where  is deﬁned by (10) holds in semimodules
deﬁned on idempotent semiring. It is easy to see that for semimodules deﬁned on a com-
mutative idempotent semiﬁeld we have  ·  =  which means that  is a ﬁxed-point of
matrix .
5. Main result and conclusion
In this concluding section, we provide the main result of the paper which links K-
comparison of linear systems over idempotent semirings and A-invariance.
Theorem 5.1. Let us assume that (S,∨, ·, 0, 1) is an idempotent commutative semiﬁeld.
Let us consider the setP(K, 0,) where  ∈ Sm is such that
∀i, j,Ki,j = 0 and K\ ∈ (S\{0})d .
Let us deﬁne the matrix  by
 def= K\/K\= [(K\)i/(K\)j ]i,j=1,...,d , (12)
and the series {(n)}n∈N by (0) ∈ Sd , (n+ 1)= ·(n). Let us consider any d × d
matrix A and the series {x(n)}n∈N by x(0) ∈ Sd , x(n + 1) = A · x(n). We consider the
following assertions:
(I) P(K, 0,) is A-invariant,
(II) ∀x(0), w(0) [x(0)Kw(0)⇒ x(n)Kw(n)].
Then, we have the following noticeable results:
(I) ⇒ (II),
and
(II) and w(0) ∈ P(K, 0,)⇒ (I).
Proof. Let us prove (I)⇒ (II). Assume thatP(K, 0,) is A-invariant. Then A · (K\)
K\ (Theorem 4.1 with  = 0), and A · (K\)K\ ⇔ A def=[(K\)i/
(K\)j ]i,j=1,...,d (Lemma 4.2 with =K\).
Based on (Lemma 4.3(i)) we obviously see thatP(K, 0,) is also-invariant. Based on
(Lemma 4.3(ii)) we know that the above-deﬁned matrix  is K-monotone. Thus applying
result of Theorem 3.1, we easily deduce that
x(0)K(0)⇒ ∀n, x(n)(n).
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Now, let us prove (II) and (0) ∈ P(K, 0,) ⇒ (I). The assertion (II) implies that the
following implication
∀x, K · xK · w(0)⇒ K · A · xK ·  · (0)
is true. Because (0) ∈ P(K, 0,), we have K · (0) or equivalently (0)K\.
Thus, because x →  · x is (Lemma 4.3(i)) -increasing and using result (Lemma 4.3(i))
we have:  · (0)K\ which is equivalent to K ·  · (0). The result is easily
achieved by transitivity of  . 
Some further investigations are needed to transpose previous result in the classical
algebra, i.e. for discrete time linear systems. This further work will be of relevant inter-
est for both research areas: automatic control and stochastic comparison.
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