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ABSOLUTELY CONTINUOUS AND SINGULAR
SPECTRAL SHIFT FUNCTIONS
NURULLA AZAMOV
Abstract. Given a self-adjoint operator H0, a self-adjoint trace-class operator V and
a fixed Hilbert-Schmidt operator F with trivial kernel and co-kernel, using the limit-
ing absorption principle an explicit set of full Lebesgue measure Λ(H0;F ) ⊂ R is de-
fined, such that for all points λ of the set Λ(H0 + rV ;F ) ∩ Λ(H0;F ), where r ∈ R, the
wave w±(λ;H0 + rV,H0) and the scattering matrices S(λ;H0 + rV,H0) can be defined
unambiguously. Many well-known properties of the wave and scattering matrices and
operators are proved, including the stationary formula for the scattering matrix. This
version of abstract scattering theory allows, in particular, to prove that
detS(λ;H0 + V,H0) = e
−2piiξ(a)(λ), a.e. λ ∈ R,
where ξ(a)(λ) = ξ
(a)
H0+V,H0
(λ) is the so called absolutely continuous part of the spectral
shift function defined by
ξ
(a)
H0+V,H0
(λ) :=
d
dλ
∫ 1
0
Tr(V E
(a)
H0+rV
(λ)) dr
and where E
(a)
H (λ) = E
(a)
(−∞,λ)(H) denotes the absolutely continuous part of the spectral
projection. Combined with the Birman-Krein formula, this implies that the singular part
of the spectral shift function
ξ
(s)
H0+V,H0
(λ) :=
d
dλ
∫ 1
0
Tr(V E
(s)
H0+rV
(λ)) dr
is an almost everywhere integer-valued function, where E
(s)
H (λ) = E
(s)
(−∞,λ)(H) denotes
the singular part of the spectral projection.
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1. Introduction
1.1. Short summary. In this paper a new approach is given to abstract scattering
theory. This approach is constructive and allows to prove new results in perturbation
theory of continuous spectra of self-adjoint operators which the conventional scattering
theory is not able to achieve.
Among the results of this paper are: for trace-class perturbations of arbitrary self-
adjoint operators:
• A new approach to the spectral theorem for self-adjoint operators (without singular
continuous spectrum) via a special constructive representation of the absolutely contin-
uous part (with respect to a fixed self-adjoint operator) of the Hilbert space as a direct
integral of fiber Hilbert spaces.
• A new and constructive proof of existence of the wave matrices and of the wave
operators.
• A new proof of the multiplicativity property of the wave matrices and of the wave
operators.
• A new and constructive proof of the existence of the scattering matrix and of the
scattering operator.
• A new proof of the stationary formula for the scattering matrix.
• A new proof of the Kato-Rosenblum theorem.
This paper does not contain only new proofs of existing theorems.
• A new formula (to the best knowledge of the author) for the scattering matrix in
terms of chronological exponential.
The main result of this paper is the following
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Theorem. Let H0 be a self-adjoint operator and let V be a trace-class self-adjoint
operator in a Hilbert space H. Define a generalized function
ξ(s)(ϕ) =
∫ 1
0
Tr
(
V ϕ(H(s)r )
)
dr, ϕ ∈ C∞c (R),
where Hr := H0 + rV, and H
(s)
r is the singular part of the self-adjoint operator Hr. Then
ξ(s) is an absolutely continuous measure and its density ξ(s)(λ) (denoted by the same
symbol!) is a.e. integer-valued.
Note that in the case of operators with compact resolvent this theorem is well known,
and the function ξ(s)(λ) in this case coincides with spectral flow [APS, APS2, Ge, Ph, Ph2,
CP, CP2, ACDS, ACS, Az7]. Spectral flow is integer-valued just by definition as a total
Fredholm index of a path of operators. In the case of operators with compact resolvent
instead of H
(s)
r one writes Hr, since in this case the continuous spectrum is absent, so
that H
(s)
r = Hr.
The above theorem strongly suggests that the function ξ(s)(λ), which I call the singular
part of the spectral shift function, calculates the spectral flow of the singular spectrum
even in the presence and inside of the absolutely continuous spectrum.
Finally, it is worth to stress that the new approach to abstract scattering theory given in
this paper has been invented with the sole purpose to prove the above theorem. Existing
versions of scattering theory turned out to be insufficient for this purpose. At the same
time, this approach seems to have a value of its own. In particular, I believe that, properly
adjusted, this approach may allow to unify the trace-class and smooth scattering theories,
— a long-standing problem mentioned in the introduction of D.Yafaev’s book [Y].
1.2. Introduction. Let H0 be a self-adjoint operator, V be a self-adjoint trace-class
operator and let H1 = H0 + V. The Lifshits-Kre˘ın spectral shift function [?, Kr] is the
unique L1-function ξ(·) = ξH1,H0(·), such that for all f ∈ C∞c (R) the trace formula
Tr(f(H1)− f(H0)) =
∫
f ′(λ)ξH1,H0(λ) dλ
holds. The Birman-Solomyak formula for the spectral shift function [BS2] asserts that
(1) ξH1,H0(λ) =
d
dλ
∫ 1
0
Tr(V EHrλ ) dr, a.e. λ,
where
Hr = H0 + rV,
and EHrλ is the spectral resolution of Hr. This formula was established by V.A. Javrjan
in [J] in the case of perturbations of the boundary condition of a Sturm-Liouville opera-
tor on [0,∞), which corresponds to rank-one perturbation of H0. The Birman-Solomyak
formula is also called the spectral averaging formula. A simple proof of this formula was
found in [S2]. There is enormous literature on the subject of spectral averaging, cf. e.g.
[GM2, GM, Ko] and references therein. A survey on the spectral shift function can be
found in [BP].
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Let S(λ;H1, H0) be the scattering matrix of the pair H0, H1 = H0 + V (cf. [BE], see
also [Y]). In [BK] M. Sh.Birman and M.G.Kre˘ın established the following formula
(2) detS(λ;H1, H0) = e
−2πiξ(λ) a.e. λ ∈ R
for trace-class perturbations V = H1 − H0 and arbitrary self-adjoint operators H0. This
formula is a generalization of a similar result of V. S. Buslaev and L.D. Faddeev [BF] for
Sturm-Liouville operators on [0,∞).
In [Az] I introduced the absolutely continuous and singular spectral shift functions by
the formulae
(3) ξ
(a)
H1,H0
(λ) =
d
dλ
∫ 1
0
Tr
(
V EHrλ P
(a)(Hr)
)
dr, a.e. λ,
(4) ξ
(s)
H1,H0
(λ) =
d
dλ
∫ 1
0
Tr
(
V EHrλ P
(s)(Hr)
)
dr, a.e. λ,
where P (a)(Hr) (respectively, P
(s)(Hr)) is the projection onto the absolutely continuous
(respectively, singular) subspace of Hr. These formulae are obvious modifications of the
Birman-Solomyak spectral averaging formula, and one can see that
ξ = ξ(s) + ξ(a).
In [Az] it was observed that for n-dimensional Schro¨dinger operators Hr = −∆ + rV
with quickly decreasing potentials V the scattering matrix S(λ;Hr, H0) is a continuous
operator-valued function of r and it was shown that
(5) − 2πiξ(a)Hr,H0(λ) = log detS(λ;Hr, H0),
where the logarithm is defined in such a way that the function
[0, r] ∋ s 7→ log detS(λ;Hs, H0)
is continuous. It was natural to conjecture that some variant of this formula should hold
in general case. In particular, this formula, compared with the Birman-Krein formula
(2), has naturally led to a conjecture that the singular part of the spectral shift function
is an a.e. integer-valued function. In case of n-dimensional Schro¨dinger operators with
quickly decreasing potentials this is an obvious result, since these operators do not have
singular spectrum on the positive semi-axis. In [Az2] it was observed that even in the
case of operators which admit embedded eigenvalues the singular part of the spectral
shift function is also either equal to zero on the positive semi-axis or in any case it is
integer-valued.
In this paper I give positive solution of this conjecture for trace-class perturbations of
arbitrary self-adjoint operators.
The proof of (5) is based on the following formula for the scattering matrix
(6) S(λ;Hr, H0) = Texp
(
−2πi
∫ r
0
w+(λ;H0, Hs)ΠHs(V )(λ)w+(λ;Hs, H0) ds
)
,
where ΠHs(V )(λ) is the so-called infinitesimal scattering matrix (see (101)). If λ is fixed,
then for this formula to make sense, the wave matrix w+(λ;Hs, H0) has to be defined for
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all s ∈ [0, r], except possibly a discrete set. In the case of Schro¨dinger operators
H = −∆+ V
in Rn with short range potentials (in the sense of [Ag]), the wave matrices w±(λ;Hs, H0)
are well-defined, since there are explicit formulae for them, cf. e.g. [Ag, BY, Ku, Ku2,
Ku3]. For example, if λ does not belong to the discrete set e+(H) of embedded eigenvalues
of H, then the scattering matrix S(λ) exists as an operator from L2(Σ) to L2(Σ), where
Σ = {ω ∈ Rn : |ω| = 1} (cf. e.g. [Ag, Theorem 7.2]).
The situation is quite different in the case of the main setting of abstract scattering
theory [BW, BE, RS3, Y], which considers trace-class perturbations of arbitrary self-
adjoint operators. A careful reading of proofs in [BE, Y] shows that one takes an arbitrary
core of the spectrum of the initial operatorH0 and during the proofs one throws away from
a core of the spectrum several finite and even countable families of null sets. Furthermore,
the nature of the initial core of the spectrum and the nature of the null sets being thrown
away are not clarified. They depend on arbitrarily chosen objects. This is in sharp
contrast with potential scattering theory, where non-existence of the wave matrix or the
scattering matrix at some point λ of the absolutely continuous spectrum means that λ is
an embedded eigenvalue, cf. e.g. [Ag].
So, in the case of trace-class perturbations of arbitrary self-adjoint operators, given a
fixed λ (from some predefined full set Λ) the existence of the wave matrix for all r ∈ [0, 1],
except possibly a discrete set, cannot be established by usual means. In order to make
the argument of the proof of (6), given in [Az], work for trace-class (to begin with)
perturbations of arbitrary self-adjoint operators, one at least needs to give an explicit set
of full measure Λ, such that for all λ from Λ all the necessary ingredients of scattering
theory, such as w±(λ;Hr, H0), S(λ;Hr, H0) and Z(λ;G) exist. One of the difficulties
here is that the spectrum of an arbitrary self-adjoint operator, unlike the spectrum of
Schro¨dinger operators, can be very bad: it can, say, have everywhere dense pure point
spectrum, or a singular continuous spectrum, or even both.
To the best knowledge of the author, abstract scattering theory in its present form
(cf. [BW, BE, RS3, Y]) does not allow to resolve this problem. In the present paper a
new abstract scattering theory is developed (to the best knowledge of the author).
In this theory, given a self-adjoint operator H0 on a Hilbert space H with the so-called
frame F and a trace-class perturbation V, an explicit set of full measure Λ(H0;F ) is defined
in a canonical (constructive) way via the data (H0, F ), such that for all λ ∈ Λ(H0;F ) ∩
Λ(Hr;F ) the wave matrices w±(λ;Hr, H0) exist, and moreover, explicitly constructed.
Definition 1.1. A frame F in a Hilbert space H is a sequence
((ϕ1, κ1), (ϕ2, κ2), (ϕ3, κ3), . . . , ) ,
where (κj)
∞
j=1 is an ℓ2-sequence of positive numbers, and (ϕj)
∞
j=1 is an orthonormal basis
of H.
In other words, a frame is a fixed orthonormal basis such that norms of the basis
vectors form an ℓ2-sequence. It is convenient to encode the information about a frame in
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a Hilbert-Schmidt operator with trivial kernel and co-kernel
F : H → K, F =
∞∑
j=1
κj 〈ϕj, ·〉ψj ,
where K is another Hilbert space and (ψj)∞j=1 is an orthonormal basis in K. The nature
of the Hilbert space K and of the basis (ψj)∞j=1 is immaterial, so that one can actually
take K = H and (ψj)∞j=1 = (ϕj)∞j=1.
Once a frame (operator) F is fixed in H, given a self-adjoint operator H0 on H, the
frame enables to construct explicitly:
(1) an explicit set of full measure Λ(H0;F ), which depends only on H0 and F ;
(2) for every λ ∈ Λ(H0;F ), an explicit (to be fiber) Hilbert space hλ ⊂ ℓ2;
(3) a measurability base {ϕj(·)} , j = 1, 2, . . . , where all functions ϕj(λ) ∈ hλ, j =
1, 2, . . . , are explicitly defined for all λ ∈ Λ(H0;F );
(4) (as a consequence) a direct integral of Hilbert spaces
H :=
∫ ⊕
Λ(H0;F )
hλ dλ,
where the case of dim hλ = 0 is not excluded.
(5) Further, considered as a rigging, a frame F generates a triple of Hilbert spaces
H1 ⊂ H = H0 ⊂ H−1 with scalar products
〈f, g〉Hα =
〈|F |−α f, |F |−α g〉 , α = −1, 0, 1
and natural isomorphisms
H−1 |F |−→ H |F |−→ H1.
(6) For any λ ∈ Λ(H0;F ) we have an evaluation operator
Eλ = Eλ+i0 : H1 → hλ;
E : H1 → H.
The operator Eλ : H1 → hλ is a Hilbert-Schmidt operator, and the operator E,
considered as an operator H → H, extends continuously to a unitary isomorphism
of the absolutely continuous part (with respect to H0) of H to H, and, moreover,
the operator E diagonalizes the absolutely continuous part of H0.
Here is a quick description of this construction.
Definition 1.2. A point λ ∈ R belongs to Λ(H0;F ) if and only if
(i) the operator FRλ+iy(H0)F
∗ has a limit in the uniform (norm) topology as y → 0+,
and
(ii) the operator F ImRλ+iy(H0)F
∗ has a limit in the trace-class norm as y → 0+.
It follows from the limiting absorption principle (cf. [B, BE] and [Y, Theorems 6.1.5,
6.1.9]), that Λ(H0;F ) has full Lebesgue measure, and that for all λ ∈ Λ(H0;F ) the
matrix
ϕ(λ) := (ϕij(λ)) =
1
π
(κiκj 〈ϕi, ImRλ+i0(H0)ϕj〉)
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exists and is a non-negative trace-class operator on ℓ2 (Proposition 3.4). The value ϕj(λ)
of the vector ϕj at λ ∈ Λ(H0;F ) is defined as the j-th column ηj(λ) of the Hilbert-Schmidt
operator
√
ϕ(λ) over the weight κj of ϕj :
ϕj(λ) = κ
−1
j ηj(λ).
It is not difficult to see that if f ∈ H1(F ), so that
f =
∞∑
j=1
κjβjϕj ,
where (βj) ∈ ℓ2, then the series
f(λ) :=
∞∑
j=1
κjβjϕj(λ) =
∞∑
j=1
βjηj(λ)
absolutely converges in ℓ2. The fiber Hilbert space hλ is by definition the closure of the
image of H1 under the map
Eλ : H1 ∋ f 7→ f(λ) ∈ ℓ2.
The image of the set of frame vectors ϕj under the map E form a measurability base of a
direct integral of Hilbert spaces
H :=
∫ ⊕
Λ(H0;F )
hλ dλ,
and the operator
E : H1 → H
is bounded as an operator from H to H, vanishes on the singular subspace H(s)(H0)
of H0, is isometric on the absolutely continuous subspace H(a)(H0) of H0 with the range
H (Propositions 4.11, 4.17) and is diagonalizing for H0 (Theorem 4.19), that is,
Eλ(H0f) = λEλf for all λ ∈ Λ(H0, F ).
* * *
So far, we have had one self-adjoint operator H0 acting in H. Let V be a self-adjoint
trace-class operator. Let a frame F be such that V = F ∗JF, where J : K → K is a
self-adjoint bounded operator. Clearly, for any trace-class operator such a frame exists.
This means that the operator V can be considered as a bounded operator
V : H−1 →H1.
By definition, if λ ∈ Λ(H0;F ), then the limit
Rλ+i0(H0) : H1 →H−1
exists in the Hilbert-Schmidt norm and the limit
ImRλ+i0(H0) : H1 →H−1
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exists in the trace-class norm. So, if λ ∈ Λ(H0;F )∩Λ(H1;F ), then the following operator
is a well-defined trace-class operator (from H1 to H−1)
a±(λ;H1, H0) :=
[
1− Rλ∓i0(H1)V
]
· 1
π
ImRλ+i0(H0).
Let λ ∈ Λ(H0;F ) ∩ Λ(H1;F ), where H1 = H0 + V, so that both fiber Hilbert spaces h(0)λ
and h
(1)
λ are well-defined. Then there exists a unique (for each sign ±) operator
w±(λ;H1, H0) : h
(0)
λ → h(1)λ
such that for any f, g ∈ H1 the equality
〈Eλ(H1)f, w±(λ;H1, H0)Eλ(H0)g〉 = 〈f, a±(λ;H1, H0)g〉1,−1
holds, where 〈·, ·〉1,−1 is the pairing of the rigged Hilbert space (H1,H,H−1). The operator
w±(λ;H1, H0)
is correctly defined, and, moreover, it is unitary and satisfies multiplicative property. The
operator w±(λ;H1, H0) is actually the wave matrix, which is thus explicitly constructed
for all λ from the set of full Lebesgue measure Λ(H0;F ) ∩ Λ(H1;F ).
So far we considered a pair of operators H0 and H1. But if the aim is to prove the
formula (6), then one needs to make sure that the wave matrix w±(λ;Hr, H0) exists for
all, with a possible exception of some small set, values of r ∈ [0, 1]. It turns out that,
indeed, the wave matrix w±(λ;Hr, H0) is defined for all r except a discrete set, as follows
from the following simple but important property of the set Λ(H0;F ) (Theorem 5.9):
if λ ∈ Λ(H0;F ), then λ ∈ Λ(Hr;F ) for all r /∈ R(λ,H0, V ;F ),
where R(λ,H0, V ;F ) is a discrete set of special importance called resonance set (see the
picture below).
✲
✻
λ
r
Crosses denote resonance
points r ∈ R(λ,H0, V ;F ).
R(λ0, H0, V ;F )
λ0
 ❅
 ❅
 ❅
 ❅
 ❅
If λ is an eigenvalue ofHr = H0+rV, then r ∈ R(λ,H0, V ;F ) for any F. ButR(λ,H0, V ;F )
may contain other points as well, which may depend on F. This partly justifies the ter-
minology “resonance points” and gives a basis for classification of resonance points into
two different types.
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So, the set {(λ, r) : λ ∈ Λ(Hr;F )} behaves very regularly with respect to r, but
it does not do so with respect to λ : while for fixed r0 ∈ R and λ0 ∈ R
the set {λ ∈ R : λ /∈ Λ(Hr0;F )} can be a more or less arbitrary null set, the set
{r ∈ R : λ0 /∈ Λ(Hr;F )} is a discrete set, i.e. a set with no finite accumulation points.
Further, the multiplicative property of the wave matrix
w±(λ;Hr2, Hr0) = w±(λ;Hr2, Hr1)w±(λ;Hr1, Hr0)
is proved (Theorem 6.16), where r2, r1, r0 do not belong to the above mentioned discrete
resonance set R(λ,H0, V ;F ). As is known (cf. [Y, Subsection 2.7.3]), the proof of this
property for the wave operatorW±(H1, H0) composes the main difficulty of the stationary
approach to the abstract scattering theory. A bulk of this paper is devoted to the definition
of w±(λ;Hr, H0) for all λ ∈ Λ(Hr;F ) ∩ Λ(H0;F ) and to the proof of the multiplicative
property. This is the main feature of the new scattering theory given in this paper.
Further, for all λ ∈ Λ(Hr;F ) ∩ Λ(H0;F ) the scattering matrix S(λ;Hr, H0) is defined as
an operator from h
(0)
λ to h
(0)
λ by the formula
S(λ;Hr, H0) = w
∗
+(λ;Hr, H0)w−(λ;Hr, H0).
The scattering operator S(Hr, H0) : H(a)(H0)→H(a)(H0) is defined as the direct integral
of scattering matrices:
S(Hr, H0) :=
∫
Λ(H0;F )∩Λ(Hr ;F )
S(λ;Hr, H0) dλ.
For all λ ∈ Λ(Hr;F ) ∩ Λ(H0;F ) the stationary formula for the scattering matrix
S(λ;Hr, H0) = 1λ − 2πiEλrV (1 + rRλ+i0(H0)V )−1E♦λ
is proved (Theorem 8.5). Though the scattering matrix S(λ;Hr, H0) does not exist for
resonance points r ∈ R(λ,H0, V ;F ), a simple but important property of the scattering
matrix is that it admits analytic continuation to the resonance points (Proposition 8.8).
The stationary formula enables to show that for all λ ∈ Λ(H0;F ) and all r not in the
resonance set R(λ,H0, V ;F ), the formula (6) holds (Theorem 8.12), where for all non-
resonance points r the infinitesimal scattering matrix is defined as
ΠHr(V )(λ) = Eλ(Hr)V E
♦
λ (Hr) : h
(r)
λ → h(r)λ
and where E♦λ = |F |−2 E∗λ.
The main object of the abstract scattering theory given in [BE, Y], the wave operator
W±(Hr, H0), is defined as the direct integral of the wave matrices
W±(Hr, H0) =
∫ ⊕
Λ(Hr ;F )∩Λ(H0;F )
w±(λ;Hr, H0) dλ.
The usual definition
W±(Hr, H0) = s- lim
t→±∞
eitHre−itH0P
(a)
0
of the wave operator becomes a theorem (Theorem 7.4). The formula
S(Hr, H0) = W
∗
+(Hr, H0)W−(Hr, H0),
which is usually considered as definition of the scattering operator, obviously holds.
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This new scattering theory has allowed to prove (5) for all λ ∈ Λ(H0;F ) (Theorem
9.11). Combined with the Birman-Krein formula (2) this implies that the singular part
of the spectral shift function is an a.e. integer-valued function for arbitrary trace-class
perturbations of arbitrary self-adjoint operators (Theorem 9.13):
ξ
(s)
H1,H0
(λ) ∈ Z for a.e. λ ∈ R.
Theorem 9.13 is the main result of this paper. This result is to be considered as unex-
pected, since the definition (4) of the singular part of the spectral shift function does not
suggest anything like this.
In section 10 another proof of Theorem 9.13 is given which does not use the Birman-
Krein formula (2), so that the Birman-Krein formula itself becomes a corollary of Theorem
9.13 and (5). This proof uses the so-called µ-invariant introduced by Alexander Pushnitski
in [Pu]. Pushnitski µ-invariant measures spectral flow of scattering phases (eigenvalues
of the scattering matrix) through a given point eiθ on the unit circle T. In section 10 it
is shown that there is another natural way to measure spectral flow of scattering phases.
It is shown that the difference of these two µ-invariants does not depend on the angle
variable θ and is equal (up to a sign) to the singular part of the spectral shift function.
I would like to stress that even though the scattering theory presented in this paper
is different in its nature from the conventional scattering theory given in [BE, Y], many
essential ideas are taken from [BE, Y] (cf. also [BW, RS3]), and essentially no new results
appear until subsection 8.2, though most of the proofs are original (to the best of the
author’s knowledge). At the same time, this new approach to abstract scattering theory
is simpler than that of given in [Y], and it is this new approach which allows one to prove
main results of this paper.
2. Preliminaries
In these preliminaries I follow mainly [GK, RS, S, Y]. Details and (omitted) proofs can
be found in these references. A partial purpose of these preliminaries is to fix notation
and terminology.
2.1. Notation. R is the set of real numbers. C is the set of complex numbers. C+ is the
open upper half-plane of the complex plane C.
2.2. Functions holomorphic in C+. Proof of the following theorem can be found in
[Pr] (see also [Y, §1.2]).
Theorem 2.1. (a) If f : C+ → C is a bounded holomorphic function, then for a.e. λ ∈ R
the angular limit f(λ+ i0) exists.
(b) If the function f(λ + i0) is equal to zero on a set of positive Lebesgue measure then
f = 0.
This theorem has a much stronger version, but it is all we need.
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2.3. Measure theory. Here we collect some definitions from measure theory. Details
can be found in D.Yafaev’s book [Y].
The σ-algebra B(R) of Borel sets is generated by open subsets of R. By a measure
on R we mean a locally-finite non-negative countably additive function m defined on the
σ-algebra of Borel sets. Locally-finite means that the measure of any compact set is finite.
By a Borel support of a measure m we mean any Borel set X whose complement has zero
m-measure: m(R \X) = 0. By the closed support of a measure m we mean the smallest
closed Borel support of m. The closed support exists and is unique.
By |X| we denote the Lebesgue measure of a Borel set X. A Borel set Z is called a
null set, if it has zero Lebesgue measure: |Z| = 0. A Borel set Λ is called full set, if the
complement of X is a null set: |R \ Λ| = 0. Full sets will usually be denoted by Λ, with
indices and arguments, if necessary.
A Borel support X of a measure m is called minimal, if for any other Borel support X ′
the equality |X\X ′| = 0 holds. Note that the closed support of a measure is not necessarily
minimal. A minimal Borel support exists, but it is not unique. Two minimal supports
can differ by not more than a null set.
A measure m is called absolutely continuous, if for any null set Z the equality m(Z) = 0
holds. The Radon-Nikodym theorem asserts that a measure m is absolutely continuous
if and only if there exists a locally-summable non-negative function f such that for any
Borel set X
m(X) =
∫
X
f(λ) dλ.
A measure m is called singular, if there exists a null Borel support of m, that is, a Borel
support of zero Lebesgue measure. Any measure m admits a unique decomposition
m = m(a) +m(s)
into the sum of an absolutely continuous measure m(a) and a singular measure m(s).
Two measuresm1 andm2 have the same spectral type, if they are absolutely continuous
with respect to each other, that is, if m1(X) = 0 for some Borel set X, then m2(X) = 0,
and vice versa.
The abbreviation a.e. will always refer to the Lebesgue measure.
Two measures are mutually singular, if they have non-intersecting Borel supports.
A signed measure is a locally finite countably-additive function m defined on bounded
Borel sets. Every signed measure m admits a unique Hahn decomposition:
m = m+ −m−,
where non-negative measures m− and m+ are mutually singular. The measure |m| :=
m+ +m− is called total variation of m.
2.3.1. Vitali’s theorem. Apart of Lebesgue’s dominated convergence theorem, we shall
need Vitali’s theorem. This is the following theorem (for a proof see [Nat]).
Theorem 2.2. Let X be a Borel subset of R. Suppose for functions fy ∈ L1(R), y > 0,
the integrals ∫
X
fy(λ) dλ
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tend to zero uniformly with respect to y as |X| → 0. Suppose also the same for X =
(−∞, N) ∪ (N,∞) as N →∞. If for a.e. λ ∈ R
lim
y→0
fy(λ) = f(λ),
then the function f is summable and
lim
y→0
∫ ∞
−∞
fy(λ) dλ =
∫ ∞
−∞
f(λ) dλ.
2.3.2. Poisson integral. Let F be a function of bounded variation on R. Poisson integral
PF of F is the following function of two variables:
PF (x, y) =
y
π
∫ ∞
−∞
dF (t)
(x− t)2 + y2 .
The function
(7) Py(x) =
1
π
y
x2 + y2
is the kernel of the Poisson integral and
PF (x, y) = Py ∗ dF (x).
The family {Py(x), y > 0} form an approximate unit for the delta-function, that is, all
these functions are non-negative, an integral of each of the functions Py is equal to 1 and
Py converge in distributions sense to the Dirac’s delta function δ.
In case when F is the distribution function of a summable function f ∈ L1(R), allowing
an abuse of terminology, we also say that Py∗f(x) is the Poisson integral of the function f.
Lemma 2.3. Let g ∈ L1(R) and let gy be the Poisson integral of g. If X is a Borel set,
then the integral ∫
X
|gy(λ)| dλ
converges to zero as |X| → 0 and as N →∞ in X = (−∞,−N)∪ (N,∞) uniformly with
respect to y ∈ (0, 1).
2.3.3. Fatou’s theorem. The following Fatou’s theorem plays an important role in this
paper. For a discussion of this theorem see [Y].
Theorem 2.4. Let F be a function of bounded variation on R. If at some point x0 ∈ R
the function F has the symmetric derivative
F ′sym(x0) := lim
h→0+
F (x0 + h)− F (x0 − h)
2h
,
then the limit of the Poisson integral of F
lim
y→0+
PF (x0, y)
exists and is equal to F ′sym(x0). In particular, the limit exists for a.e. x0.
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2.3.4. Privalov’s theorem. Let F : R → C be a function of bounded variation. The
Cauchy-Stieltjes transform of F is a function holomorphic in both the upper and the
lower complex half-planes C±; this function is defined by the formula
CF (z) =
∫ ∞
−∞
(x− z)−1 dF (x).
The following theorem is known as Privalov’s theorem (cf. [Pr], [Y, Theorem 1.2.5]). This
theorem can be formulated for an upper half-plane or, equivalently, for a unit disk. Proof
of the theorem can also be found in [AhG, Chapter VI, §59, Theorem 1].
Theorem 2.5. Let F : R→ C be a function of bounded variation. The limit values
CF (λ± i0) := lim
y→0+
CF (λ± iy)
of the Cauchy-Stieltjes transform CF (z) of F exist for a.e. λ ∈ R, and for a.e. λ ∈ R the
equality
CF (λ± i0) = ±πidF (λ)
dλ
+ p.v.
∫ ∞
−∞
(µ− λ)−1 dF (µ)(8)
holds, where the principal value integral on the right-hand side also exists for a.e. λ ∈ R.
Since the imaginary part of the Cauchy-Stieltjes transform of F is the Poisson kernel
of F :
(9)
1
π
Im CF (λ+ iy) = PF (λ, y),
the convergence of 1
π
Im CF (λ± iy) to ±F ′(λ) for a.e. λ follows from Fatou’s theorem 2.4.
2.3.5. The set Λ(f). It is customary to consider a summable function f ∈ L1(R) as a
class of equivalent functions, where two functions are considered to be equivalent if they
coincide everywhere except a null set. So, a summable function is defined up to a set
of Lebesgue measure zero. In this way, in general one cannot ask what is the value of
a summable function f at, say,
√
2. In this paper we take a different approach. By a
summable function we mean a complex-valued summable function f which is explicitly
defined on some explicit set of full Lebesgue measure.
Given a summable function f ∈ L1(R) there are two (among many other) natural ways
to assign to the function a canonical set of full Lebesgue measure Λ, so that f is in some
natural way defined at every point of Λ (see the first paragraph of [AD, p. 384]).
The first way is this. If f ∈ L1(R), then one can define a set of full Lebesgue measure
Λ′(f) as the set of all those numbers x at which the function∫ x
0
f(t) dt
is differentiable. Lebesgue’s differentiation theorem says this set is a full one. If x ∈ Λ′(f),
then one can define f(x) by the formula
f(λ) :=
d
dλ
∫ λ
0
f(x) dx.
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However, there is another canonical set of full Lebesgue measure, associated with f :
Λ(f) :=
{
λ ∈ R : lim
y→0+
Im CF (λ+ iy) exists
}
,
where F (λ) =
∫ λ
0
f(x) dx and CF (z) is the Cauchy-Stieltjes transform of F. That Λ(f) is
a full set follows from Theorem 2.4. For any λ ∈ Λ(f) one can define the value f(λ) of
the function f at λ by the formula
(10) f(λ) :=
1
π
Im CF (λ+ i0) := 1
π
lim
y→0+
Im CF (λ+ iy) = lim
y→0+
f ∗ Py(λ).
Since 1
π
Im CF (λ + iy) is the Poisson kernel of F (see (9)), it follows from Theorem 2.4
that the two explicit summable functions defined in this way are equivalent.
It is clear that two elements f and g of L1(R) (as equivalence classes) coincide if and
only if Λ(f) = Λ(g) and f(λ) = g(λ) for all λ ∈ Λ(f).
So, from now on, all summable functions f are understood in this sense (if not stated
otherwise): f is a function on the full set Λ(f) defined by (10). Probably, it is worth to
stress again that in this definition by a function we mean a function.
2.3.6. De la Valle´e Poussin decomposition theorem. This is the following theorem (see
e.g. [Sa, Theorem IV.9.6], [Ru]):
Theorem 2.6. Let m be a finite signed measure. Let |m| be the total variation of m. Let
E−∞ (respectively, E+∞) be the set where the derivative of the distribution function Fm
of m is −∞ (respectively, +∞). If X is a Borel subset of R, then
m(X) = m(X ∩ E−∞) +m(X ∩ E+∞) +
∫
X
F ′m(t) dt
and
|m| (X) = |m(X ∩ E−∞)|+m(X ∩ E+∞) +
∫
X
|F ′m(t)| dt.
Remark. The formulation of [Sa, Theorem IV.9.6] contains an additional condition
that Fm is continuous at every point of X. This condition is obviously redundant.
2.3.7. Standard supports of measures. If m is a finite signed measure, then its Cauchy-
Stieltjes transform Cm(z) is defined as the Cauchy-Stieltjes transform of its distribution
function
Fm(x) = m((−∞, x)).
That is,
Cm(z) :=
∫ ∞
−∞
m(dx)
x− z .
A finite signed measure has a natural decomposition
m = m(a) +m(s)
into the sum of an absolutely continuous measure m(a) and a singular measure m(s). The
signed measures m(a) and m(s) are mutually singular. It is desirable to split the set of real
numbers R in some natural way, such that the first set is a Borel support of the absolutely
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continuous part m(a), while the second set is a Borel support of the singular part m(s) of
the measure m.
It is possible to do so in several ways. The choice which suits our needs in the best way
is the following. To every finite signed measure m we assign the set
Λ(m) := {λ ∈ R : a finite limit Im Cm(λ+ i0) ∈ R exists} ,
This set was introduced by Aronszajn in [Ar].
The following theorem belongs to Aronszajn [Ar].
Theorem 2.7. Let m be a finite signed measure. The set Λ(m) is a full set. The com-
plement of the set Λ(m) is a minimal Borel support of the singular part of m.
The main point of this theorem is that it gives a natural splitting of the set of real
numbers R into two parts such that the first part supports m(a) and the second part
supports m(s). Actually, the support of the singular part R \ Λ(m) can be made smaller.
Namely, the set of all points λ ∈ R for which Im Cm(λ+ i0) equals +∞ or −∞ is a Borel
support of the singular part of m.
The function Im Cm(λ+ iy) cannot grow to infinity faster than C/y. If it grows as C/y,
then the point λ has a non-zero measure equal to C. The set of points where Im Cm(λ+ iy)
grows as C/y form a Borel support of the discrete part of m. The set of points where
Im Cm(λ + iy) grows to infinity slower than C/y form a Borel support of the singular
continuous part of m. These Borel supports were also introduced in [Ar]. Though these
supports of the singular part(s) of m are more natural and finer than R \ Λ(m), for the
purposes of this paper the last support suffices.
Also, imposing different growth conditions on Im Cm(λ + iy), such as Im Cm(λ + iy) ∼
C/yρ, where ρ ∈ (0, 1), one can get further finer classification of the singular continuous
spectrum, see [Ro] for details.
The set Λ(m) is not a minimal Borel support of m(a), but it is not difficult to indicate
a natural minimal Borel support of m(a) (see [Ar]):
(11) A(m) = {λ ∈ Λ(m) : Im Cm(λ+ i0) 6= 0} .
This follows from the fact that for a.e. λ ∈ Λ(m)
F ′m(λ) =
1
π
Im Cm(λ+ i0)
and form the fact that the function λ 7→ F ′m(λ) is a density of the absolutely continuous
part ofm. The number F ′m(λ) will be considered as a standard value of the density function
at points of Λ(m).
Corollary 2.8. Let F be a function of bounded variation on R and let m be the corre-
sponding (signed) measure. For any Borel subset ∆ of Λ(m) the equalities∫
∆
dF (λ) =
∫
∆
F ′(λ) dλ =
1
π
∫
∆
Im CF (λ+ i0) dλ = 1
π
∫
∆
Im CF (a)(λ+ i0) dλ
hold.
There is another canonical full set associated with a function of bounded variation,
namely, the Lebesgue set of all points where F is differentiable. But the set Λ(F ) is easier
to deal with, and it seems to be more natural in the context of scattering theory.
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2.4. Bounded operators. Let H be a separable Hilbert space with scalar product 〈·, ·〉 ,
anti-linear in the first variable (all Hilbert spaces in this paper are complex and separable).
Let T be a bounded operator on H. The (uniform) norm ‖T‖ of a bounded operator T is
defined as
‖T‖ = sup
f∈H, ‖f‖=1
‖Tf‖ .
A bounded operator T in H is non-negative, if 〈Tf, f〉 > 0 for any f ∈ H.
The algebra of all bounded operators in H is denoted by B(H). Let α run through some
net of indices I.
A net of operators Tα ∈ B(H) converges to T ∈ B(H) in the strong operator topology, if
for any f ∈ H the net of vectors Tαf converges to Tf. In other words, the strong operator
topology is generated by seminorms T 7→ ‖Tf‖ , where f ∈ H.
A net of operators Tα ∈ B(H) converges to T ∈ B(H) in the weak operator topology, if
for any f, g ∈ H the net 〈Tαf, g〉 converges to 〈Tf, g〉 . In other words, the weak operator
topology is generated by seminorms T 7→ |〈Tf, g〉| , where f, g ∈ H.
The adjoint T ∗ of a bounded operator T is the unique operator which for all f, g ∈ H
satisfies the equality 〈T ∗f, g〉 = 〈f, Tg〉 . A bounded operator T is self-adjoint if T ∗ = T.
If T is a bounded self-adjoint operator, then for any bounded Borel function f there
is a bounded self-adjoint operator f(T ) (the Spectral Theorem), such that, in particular,
the map f 7→ f(T ) is a homomorphism.
The real Re(T ) and the imaginary Im(T ) parts of an operator T ∈ B(H) are defined
by
Re(T ) =
T + T ∗
2
and Im(T ) =
T − T ∗
2i
.
The real and imaginary parts are self-adjoint operators.
The absolute value |T | of a bounded operator T is the operator
|T | =
√
T ∗T .
An operator T ∈ B(H) is Fredholm, if (1) the kernel of T
ker(T ) := {f ∈ H : Tf = 0}
is finite-dimensional, (2) the image of T
im(T ) := {f ∈ H : ∃g ∈ H f = Tg}
is closed and (3) the orthogonal complement (that is, co-kernel coker(T )) of im(T ) is
finite-dimensional. If T is Fredholm, then the index ind(T ) of T is the number
ind(T ) := dimker(T )− dim coker(T ) = dim ker(T )− dimker(T ∗).
Theorem 2.9. (Fredholm alternative) If K is a compact operator, then 1+K is Fredholm
and ind(1 +K) = 0.
In particular, if K is compact and if 1 +K has trivial kernel, then 1 +K is invertible.
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2.5. Self-adjoint operators. For details regarding the material of this subsection
see [RS].
Let H be a separable Hilbert space with scalar product 〈·, ·〉 , anti-linear in the first
variable.
By a linear operator T on H one means a linear operator from some linear manifold
D(T ) ⊂ H to H. The set D(T ) is called the domain of T. A linear operator T is symmetric
if its domain D(T ) is dense and if for any f, g ∈ D(T ) the equality 〈Tf, g〉 = 〈f, Tg〉
holds. A linear operator S is an extension of a linear operator T, if D(T ) ⊂ D(S) and
Sf = Tf for all f ∈ D(T ). In this case one also writes T ⊂ S (this inclusion can be
considered as inclusion of sets, if one identifies an operator with its graph). A linear
operator T is closed if f1, f2, . . . ∈ D(T ), fn → f and Tfn → g as n → ∞ imply that
f ∈ D(T ) and Tf = g. An operator T is closable, if it has a closed extension. For every
closable operator T there exists a minimal (with respect to order ⊂) closed extension T .
The adjoint T ∗ of a densely defined operator T is a linear operator with domain
D(T ∗) := {g ∈ H : ∃h ∈ H ∀f ∈ D(T ) 〈Tf, g〉 = 〈f, h〉} ;
such a vector h is unique and by definition T ∗g = h. For every densely defined closable
operator T its adjoint T ∗ is closed. For every densely defined operator T the inclusion
T ⊂ T ∗∗ holds. A symmetric operator T satisfies T ⊂ T ∗. A symmetric operator T is
called self-adjoint if T = T ∗. So, self-adjoint operator is automatically closed.
The resolvent set ρ(H) of an operator H in H consists of all those complex numbers
z ∈ C, for which the operator H − z has a bounded inverse with domain dense in H. The
resolvent of an operator H is the operator
Rz(H) = (H − z)−1, z ∈ ρ(H).
The spectrum σ(H) of H is the complement of the resolvent set ρ(H), i.e. σ(H) =
C \ ρ(H).
A closed symmetric operator H is self-adjoint if and only if ker (H − z) = {0} for any
non-real z ∈ C. The spectrum of a self-adjoint operator is a subset of R.
Let H0 be a self-adjoint operator with domain D(H0) in H. By EX = EH0X we denote
the spectral projection of the operator H0, corresponding to a Borel set X ⊂ R (cf. [RS]).
Usually, dependence on the operator H0 will be omitted in the notation of the spectral
projection. If X = (−∞, λ), then we also write Eλ = E(−∞,λ).
By a subspace of a Hilbert space H we mean a closed linear subspace of H.
If f, g ∈ H, then the spectral measure associated with f and g is the (signed) measure
mf,g(X) = 〈f, EXg〉 .
We also write mf = mf,f .
A vector f is called absolutely continuous (respectively, singular) with respect to H0, if
the spectral measure mf(X) = 〈EXf, f〉 is absolutely continuous (respectively, singular).
The set of all vectors, absolutely continuous with respect to H0, form a (closed) subspace
of H, denoted by H(a)(H0). The subspace H(a)(H0) is called the absolutely continuous
subspace (with respect to H0). Similarly, the set of all vectors, singular with respect
to H0, form a subspace of H, denoted by H(s)(H0). The subspace H(s)(H0) is called the
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singular subspace (with respect to H0). If there is no danger of confusion, dependence on
the self-adjoint operator H0 is usually omitted.
The absolutely continuous and singular subspaces of H0 are invariant subspaces of H0.
That is, if f ∈ H(a)(H0)∩D(H0) then H0f ∈ H(a)(H0); similarly, if f ∈ H(s)(H0)∩D(H0)
then H0f ∈ H(s)(H0). Also, H(a)(H0) and H(s)(H0) are orthogonal, and their direct sum
is the whole H :
H(a) ⊥ H(s)
and
H(a) ⊕H(s) = H.
The absolutely continuous (respectively, singular) spectrum σ(a)(H0) (respectively,
σ(s)(H0)) of H0 is the spectrum of the restriction of H0 to H(a)(H0) (respectively, to
H(s)(H0)).
By P (a)(H0) we denote the orthogonal projection onto the absolutely continuous sub-
space of H0. If f ∈ H, then by f (a) we denote the absolutely continuous part of f with
respect to H0, i.e. f
(a) = P (a)f.
The set of all densely defined closed operators on H will be denoted by C(H).
2.6. Trace-class and Hilbert-Schmidt operators.
2.6.1. Schatten ideals. Let H and K be Hilbert spaces. A bounded operator T : H → K is
finite-dimensional, if its image im(T ) is finite-dimensional. A bounded operator T : H →
K is compact, if one of the following equivalent conditions hold: (1) T is the uniform limit
of a sequence of finite-dimensional operators; (2) the closure of the image T (B1) of the
unit ball B1 := {f ∈ H : ‖f‖ 6 1} is compact in K.
By L∞ (H,K) we denote the set of all compact operators from a Hilbert space H to a
possibly another Hilbert space K. If K = H, then we write L∞ (H) . The same agreement
is used in relation to other classes of operators.
The set of compact operators L∞ (H) is an involutive norm-closed two-sided ideal of
the algebra B(H).
Let T be a compact operator in H. If λ ∈ C is an eigenvalue of T, then the root
space of this eigenvalue is the vector space of all those vectors f for which there exists
an integer k = 1, 2, . . . , such that (T − λ)kf = 0. Root space of any non-zero eigenvalue
of a compact operator is finite-dimensional. The dimension of this root space is called
(algebraic) multiplicity of the corresponding eigenvalue. Spectral measure νT of a compact
operator T is a measure in C \ {0} which to every subset X of C \ {0} assigns the sum
of algebraic multiplicities of all eigenvalues λ from the set X. If two bounded operators
A : H → K and B : K → H are such that the operators AB and BA are compact, then
(12) νAB = νBA.
Also,
(13) νT ∗ = νT .
Let T be a compact operator from H to K. The absolute value of T is the self-adjoint
compact operator
|T | :=
√
T ∗T .
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Singular numbers (or s-numbers)
s1(T ), s2(T ), s3(T ), . . .
of the operator T are eigenvalues of |T | , listed as a non-increasing sequence, and such that
the number of appearances of each eigenvalue is equal to the multiplicity of that eigenvalue.
Every compact operator T ∈ L∞(H,K) can be written in the Schmidt representation:
T =
∞∑
n=1
sn(T ) 〈ϕn, ·〉ψn,
where (ϕn) is an orthonormal basis in H, and (ψn) is an orthonormal basis in K.
Singular numbers of a compact operator T have the following property: for any A,B ∈
B(H)
(14) sn(ATB) 6 ‖A‖ ‖B‖ sn(T ).
Also, sn(A) = sn(A
∗).
Let p ∈ [1,∞). By Lp(H) we denote the set of all compact operators T in H, such that
‖T‖p :=
(
∞∑
n=1
spn(T )
)1/p
<∞.
The space (Lp(H), ‖·‖p) is an invariant operator ideal ; this means that
(1) Lp(H) is a Banach space,
(2) Lp(H) is a ∗-ideal, that is, if T ∈ Lp(H) and A,B ∈ B(H), then T ∗, AT, TA ∈
Lp(H),
(3) for any T ∈ Lp(H) and A,B ∈ B(H) the following inequalities hold:
‖T‖p > ‖T‖ , ‖T ∗‖p = ‖T‖p and ‖ATB‖p 6 ‖A‖ ‖T‖p ‖B‖ .
A norm which satisfies the above three conditions is called unitarily invariant norm. The
ideal Lp(H) is called the Schatten ideal of p-summable operators.
Note that for the definition of the singular numbers s1(T ), s2(T ), . . . of an operator T it
is immaterial whether T acts from H to H, or maybe from H to another Hilbert space K.
In the latter case we write T ∈ Lp(H,K).
Proofs of the following lemmas can be found in [Y, §6.1].
Lemma 2.10. If A ∈ Lp(H), then A = BT (or A = TB) for some B ∈ Lp(H) and some
compact operator T.
Lemma 2.11. Let A1, A2, . . . be a sequence of bounded operators converging to A in
the strong operator topology and let p ∈ [1,∞]. If V ∈ Lp(H), then AnV → AV and
V An → V A in Lp(H).
Lemma 2.12. Let A1, A2, . . . be a sequence of operators from Lp(H) converging to A in
the weak operator topology and such that ‖An‖ 6 C < ∞. Then A ∈ Lp(H) and for any
compact operators T, Y
lim
n→∞
‖T (An −A)Y ‖p = 0.
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2.6.2. Trace-class operators. Operators from L1(H) are called trace-class operators. For
trace-class operators T one defines the trace Tr(T ) by the formula
(15) Tr(T ) =
∞∑
j=1
〈Tϕj, ϕj〉 ,
where {ϕj}∞j=1 is an arbitrary orthonormal basis ofH. Sometimes we write TrH(T ) instead
of Tr(T ) to indicate the Hilbert space which T acts on. For a trace-class operator T the
series above is absolutely convergent and is independent from the choice of the basis
{ϕj}∞j=1 . The trace Tr : L1(H) → C is a continuous linear functional, which satisfies the
equality
Tr(AB) = Tr(BA),
whenever both products AB and BA are trace-class. In particular, the above equality
holds, if A is trace-class and B is a bounded operator.
The norm ‖·‖1 is called trace-class norm. For any trace-class operator T the following
equality holds:
‖T‖1 = Tr(|T |).
More generally,
‖T‖p = (Tr(|T |p))1/p .
The Lidskii theorem asserts that for any trace-class operator T
(16) Tr(T ) =
∞∑
j=1
λj ,
where λ1, λ2, λ3, . . . is the list of eigenvalues of T counting multiplicities.
1
The dual of the Banach space L1(H) is the algebra of all bounded operators B(H) with
uniform norm ‖·‖ : every continuous linear functional on L1(H) has the form
T 7→ Tr(AT )
for some bounded operator A ∈ B(H), and, vice versa, any functional of this form is
continuous.
2.6.3. Hilbert-Schmidt operators. Operators from L2(H) are called Hilbert-Schmidt oper-
ators. The norm
‖T‖2 =
√
Tr(|T |2)
is also called Hilbert-Schmidt norm. For a Hilbert-Schmidt operator T ∈ L2(H) and any
orthonormal basis (ϕj) of H the following equality holds:
(17) ‖T‖22 =
∞∑
j=1
‖Tϕj‖2 .
1By multiplicity of an eigenvalue λj of T we always mean algebraic multiplicity; that is, the dimension
of the vector space
{
f ∈ H : ∃ k = 1, 2, . . . (T − λj)kf = 0
}
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If S, T are Hilbert-Schmidt operators, then the product ST is trace-class and the following
inequality holds:
(18) ‖ST‖1 6 ‖S‖2 ‖T‖2 .
This assertion is a particular case of the more general Ho¨lder inequality which follows. Let
p, q ∈ [1,+∞] such that 1
p
+ 1
q
= 1. If S ∈ Lp(H) and T ∈ Lq(H), then ST is trace-class
and
‖ST‖1 6 ‖S‖p ‖T‖q ,
where ‖·‖∞ means the usual operator norm. This inequality implies that
(19) if ‖Sn − S‖p → 0 and ‖Tn − T‖q → 0 then ‖SnTn − ST‖1 → 0.
The ideal L2(H) is actually a Hilbert space with scalar product
〈S, T 〉 = Tr(S∗T ).
So, the dual of L2(H) is L2(H) itself.
2.6.4. Fredholm determinant. Let (ϕj) be an orthonormal basis in H. If T is a trace-class
operator, then one can define the determinant det(1 + T ) of 1 + T by the formula
det(1 + T ) = lim
n→∞
det
( 〈(1 + T )ϕi, ϕj〉 )ni,j=1,
where the determinant in the right hand side is the usual finite-dimensional determinant.
For any trace-class operator T the limit in the right hand side exists and it does not
depend on the choice of the orthonormal basis (ϕj).
We list some properties of the determinant.
The determinant has the product property: for any trace-class operators S, T the equal-
ity holds:
(20) det
(
(1 + S)(1 + T )
)
= det(1 + S) det(1 + T ).
If 0 6 S 6 T ∈ L1(H), then
(21) det(1 + S) 6 det(1 + T ).
Also,
(22) det(1 + T ∗) = det(1 + T ).
If 0 6 T ∈ L1(H), then
(23) Tr(T ) 6 det(1 + T ).
The non-linear functional
(24) L1(H) ∋ T 7→ det(1 + T ) is continuous.
The following Lidskii formula holds:
(25) det(1 + T ) =
∞∏
j=1
(1 + λj),
where λ1, λ2, λ3, . . . is the list of eigenvalues of T counting multiplicities.
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2.6.5. The Birman-Koplienko-Solomyak inequality. The following assertion is called the
Birman-Koplienko-Solomyak inequality2 (cf. [BKS]).
Theorem 2.13. If A and B are two non-negative trace-class operators, then∥∥∥√A−√B∥∥∥
2
6
∥∥∥√|A−B|∥∥∥
2
.
In [BKS] a more general inequality is proved:
‖Ap − Bp‖S 6 ‖|A− B|p‖S ,
where p ∈ (0, 1] and ‖·‖S is any unitarily invariant norm.
In [An], T.Ando (who was not aware of the paper [BKS] at the time of writing [An])
proved the following inequality
‖f(A)− f(B)‖S 6 ‖f(|A− B|)‖S ,
where f : [0,∞) → [0,∞) is any operator-monotone function, that is, a function with
property: if A > B > 0, then f(A) > f(B) > 0. Ando’s inequality implies the Birman-
Koplienko-Solomyak inequality, since f(x) = xp with p ∈ (0, 1] is operator-monotone.
Ando’s inequality was generalized to the setting of semifinite von Neumann algebras in
[DD].
Lemma 2.14. If An > 0, An ∈ L1 for all n = 1, 2 . . . , and if An → A in L1, then√
An →
√
A in L2.
Proof. It follows from Theorem 2.13, that∥∥∥√An −√A∥∥∥
2
6
∥∥∥√|An −A|∥∥∥
2
=
√
‖An − A‖1 → 0,
as n→∞. The proof is complete. 
2.7. Direct integral of Hilbert spaces. In this subsection I follow [BS, Chapter 7].
Let Λ be a Borel subset of R with a Borel measure ρ (we do not need more general
measure spaces here), and let
{hλ, λ ∈ Λ}
be a family of Hilbert spaces, such that the dimension function
Λ ∋ λ 7→ dim hλ ∈ {0, 1, 2 . . . ,∞}
is measurable. Let Ω0 be a countable family of vector-functions (or sections) f1, f2, . . .
such that to each λ ∈ Λ fj assigns a vector fj(λ) ∈ hλ.
Definition 2.15. A family Ω0 = {f1, f2, . . .} of vector-functions is called a measurability
base, if it satisfies the following two conditions:
(1) for a.e. λ ∈ Λ the set {fj(λ) : j ∈ N} generates the Hilbert space hλ;
(2) the scalar product 〈fi(λ), fj(λ)〉 is ρ-measurable for all i, j = 1, 2, . . .
2I thank Prof. P.G.Dodds for pointing out to this inequality
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A vector-function Λ ∋ λ 7→ f(λ) ∈ hλ is called measurable, if 〈f(λ), fj(λ)〉 is measurable
for all j = 1, 2, . . . . The set of all measurable vector-functions is denoted by Ωˆ0.
A measurability base {ej(·)} is called orthonormal, if for ρ-a.e. λ the system {ej(λ)}—
after throwing out zero vectors out of it — forms an orthonormal base of the fiber Hilbert
space hλ. (This definition of an orthonormal measurability base slightly differs from the
one given in [BS]).
If we have a sequence f1, f2, . . . of vectors in a Hilbert space, then by Gram-Schmidt
orthogonalization process we mean the following procedure: for n = 1, 2, . . . we replace
the function fn by zero vector if fn is a linear combination (in particular, if fn = 0) of
f1, . . . , fn−1, otherwise, we replace fn by the unit vector en which is a linear combination
of f1, . . . , fn, which is orthogonal to all f1, . . . , fn−1 and which satisfies the inequality
〈en, fn〉 > 0. Obviously, the systems {fj} and {ej} generate the same linear subspace of
the Hilbert space.
Lemma 2.16. [BS, Lemma 7.1.1] If Ω0 is a measurability base, then there exists an
orthonormal measurability base Ω1 such that Ωˆ0 = Ωˆ1, that is, sets of measurable vector-
functions generated by Ω0 and Ω1 coincide.
Lemma 2.17. [BS, Corollary 7.1.2] (i) If f(·) and g(·) are measurable vector-functions,
then the function Λ ∋ λ 7→ 〈f(λ), g(λ)〉hλ is also measurable.
(ii) If f(·) is a measurable vector-function, then the function Λ ∋ λ 7→ ‖f(λ)‖hλ is
measurable.
Two measurable functions are equivalent, if they coincide for ρ-a.e. λ ∈ Λ. d The direct
integral of Hilbert spaces
(26) H =
∫ ⊕
Λ
hλ ρ(dλ)
consists of all (equivalence classes of) measurable vector-functions f(λ), such that
‖f‖2
H
:=
∫
Λ
‖f(λ)‖2hλ ρ(dλ) <∞.
The scalar product of f, g ∈ H is given by the formula
〈f, g〉
H
=
∫
Λ
〈f(λ), g(λ)〉hλ ρ(dλ).
The set of square-summable vector-functions with this scalar product is a Hilbert space.
Lemma 2.18. [BS, Lemma 7.1.5] Let {hλ : λ ∈ Λ} be a family of Hilbert spaces with an
orthogonal measurability base {ej(·)} , let f0 ∈ L2(Λ, dρ) be a fixed function, such that
f0 6= 0 for ρ-a.e. λ. Then the linear span of the set of functions
{f0(λ)χ∆(λ)ej(λ) : j = 1, 2, . . . ,∆ is a Borel subset of Λ}
is dense in the Hilbert space (26).
There is an example of the direct integral of Hilbert spaces relevant to this paper (cf.
e.g. [BS, Chapter 7]). Let h be a fixed Hilbert space, let {hλ, λ ∈ Λ} be a family of
subspaces of h and let Pλ be the orthogonal projection onto hλ. Let the operator-function
Pλ, λ ∈ Λ, be weakly measurable. Let (ωj) be an orthonormal basis in h. The family of
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vector-functions fj(λ) = {Pλωj} is a measurability base for the family of Hilbert spaces
{hλ, λ ∈ Λ} . The direct integral of Hilbert spaces (26) corresponding to this family is
naturally isomorphic (in an obvious way) to the subspace of L2(Λ, h), which consists
of all measurable square integrable vector-functions f(·), such that f(λ) ∈ hλ for a.e.
λ ∈ Λ [BS, Chapter 7].
One of the versions of the Spectral Theorem says that for any self-adjoint operator H
in H there exists a direct integral of Hilbert spaces (26) and an isomorphism
F : H → H,
such that H0 is diagonalized in this representation:
F(Hf)(λ) = λF(f)(λ), f ∈ dom(H),
for ρ-a.e. λ ∈ Λ.
2.8. Operator-valued holomorphic functions. In this subsection I follow mainly
Kato’s book [Ka2]. Proofs and details can be found in this book of Kato. See also
[HPh, Chapter III].
Let X be a Banach space. Let G be a region (open connected subset) of the complex
plane C. A vector-function f : G→ X is called holomorphic (or strongly holomorphic), if
for every z ∈ G the limit
f ′(z) := lim
h→0
f(z + h)− f(z)
h
exists. A vector-function f : G→ X is holomorphic is and only if it is weakly holomorphic;
that is, if for any continuous linear functional l on X the function l(f(z)) is holomorphic
in G. The proof can be found in [Ka2, Theorem III.1.37] (see also [Ka2, Theorem
III.3.12], [RS]).
A vector-function f : G → X is holomorphic at z0 ∈ G if and only if f is analytic at
z0, that is, if f admits a power series representation
f(z) = f0 + (z − z0)f1 + (z − z0)2f2 + . . .+ (z − z0)nfn + . . .
with a non-zero radius of convergence, where f0, f1, . . . ∈ X.
In this paper we consider only holomorphic families of compact operators on a Hilbert
space. In one occasion we consider also a holomorphic family of operators of the form
1 + T (z), where T (z) is a holomorphic family of compact operators.
Let T : G→ L∞(H) be a holomorphic family of compact operators. Let z ∈ G and let
Γ be a piecewise smooth contour in the resolvent set ρ(T (z)) of T (z). Assume that there
is only a finite number of eigenvalues (counting multiplicities) λ1(z), λ2(z), . . . , λh(z) of
T (z) inside of Γ. The operator
(27) P (z) =
1
2πi
∫
Γ
(ζ − T (z))−1 dζ.
is an idempotent operator3 (an idempotent operator is a bounded operator E which satis-
fies the equality E2 = E), corresponding to the set of eigenvalues λ1(z), λ2(z), . . . , λh(z).
The idempotent P (z) is called the Riesz idempotent operator. By the Cauchy theorem,
3We do not use the word projection here, since by projection we mean an orthogonal idempotent.
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P (z) does not change, if Γ is changed continuously inside the resolvent set of T. The range
of P (z) is the direct sum of root spaces of eigenvalues λ1(z), λ2(z), . . . , λh(z).
Let z ∈ G. If λj(z) is a simple (that is, of algebraic multiplicity 1) non-zero eigenvalue
of T (z), then in some neighbourhood of z it depends holomorphically on z and remains to
be simple. So does the idempotent operator Pj(z) associated with the eigenvalue λj(z).
In particular, the eigenvector vj(z), corresponding to λj(z), is also a holomorphic function
in a neighbourhood of z.
The situation is not so simple, if the eigenvalue λj(z) is not simple at some point z0 ∈ G.
In this case in a neighbourhood of z0 the eigenvalue λj(z) splits (more exactly, may split
and most likely does split) into several different eigenvalues λz0,1(z), λz0,2(z), . . . , λz0,p(z),
where p is the multiplicity of λj(z0). The functions λz0,1(z), λz0,2(z), . . . , λz0,p(z) represent
branches of a multi-valued holomorphic function with branch point z0. So, they can have
an algebraic singularity at z0, though they are still continuous at z0. The idempotent of the
whole group of eigenvalues λz0,1(z), λz0,2(z), . . . , λz0,p(z) is holomorphic in a neighbourhood
of z0; but the idempotent of a subgroup of the group firstly is not defined at z0 and secondly
as z → z0 it (more exactly, its norm) may go to infinity — that is, it can have a pole at
z0 (see e.g. [Ka2, Theorem II.1.9]). Note that this is possible since an idempotent is not
necessarily self-adjoint.
All these potentially “horrible” things cannot happen, if the holomorphic family of
operators T (z) is symmetric. This means that the region G has a non-empty intersection
with the real-axis R and for Im z = 0 the operator T (z) is self-adjoint, or — at the
very least — normal. Fortunately, in this paper we shall deal only with such symmetric
families of holomorphic functions. Namely, if the family T (z) is symmetric, then (1)
eigenvalues λ1(z), λ2(z), λ3(z), . . . of T (z) are analytic functions for real values of z (more
exactly, they can be enumerated at every point z in such a way that they become analytic)
(2) the eigenvectors v1(z), v2(z), v3(z), . . . of T (z) corresponding to those eigenvalues are
analytic as well. The eigenvectors admit analytic continuation to any real point z0, where
some eigenvalue is not simple, since in this case all Riesz idempotents of the group of
isolated eigenvalues are orthogonal, and — as a consequence — bounded. So, the Riesz
idempotents cannot have a singularity at z0 and thus are analytic at z0. It follows that
the eigenvalues are also analytic.
For details see Kato’s book.
Lemma 2.19. Let A : [0, 1) ∋ y 7→ Ay ∈ L1(H), Ay > 0.
(i) If Ay is a real-analytic function for y > 0 with values in L1, then
√
Ay is a
real-analytic function for y > 0 with values in L2.
(ii) If, moreover, Ay is continuous at y = 0 in L1, then
√
Ay is continuous at y = 0
in L2.
Theorem 2.20. Let Ay, y ∈ [0, 1), be a family of non-negative Hilbert-Schmidt (respec-
tively, compact) operators, real-analytic in L2 (respectively, in ‖·‖) for y > 0. Then there
exists a family {ej(y)} of orthonormal bases, consisting of eigenvectors of Ay, such that
all vector-functions (0, 1) ∋ y 7→ ej(y), j = 1, 2, . . . , are real-analytic functions, as well
as the corresponding eigenvalue functions αj(y). Moreover, if Ay is continuous at y = 0
in the Hilbert-Schmidt norm, then all eigenvalue functions αj(y) are also continuous at
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y = 0, and if αj(0) > 0, then the corresponding eigenvector function ej(y) can also be
chosen to be continuous at y = 0.
2.8.1. Operator-valued meromorphic functions. Let G be a region in C. Let z0 ∈ G and
let T : G \ {z0} → B(H) be a holomorphic family of bounded operators in a deleted
neighbourhood of z0. Then T admits a Laurent expansion:
T (z) =
∞∑
n=−∞
(z − z0)nTn,
where Tn are bounded operators.
Let N = min {n : Tn 6= 0} . If N > −∞, then T (z) is said to have a pole of order N at
z0.
2.8.2. Analytic Fredholm alternative. This is the following theorem (see e.g. [RS, Theo-
rem VI.14], [Y, Theorem 1.8.2]).
Theorem 2.21. Let G be an open connected subset of C. Let T : G → L∞(H) be a
holomorphic family of compact operators in G. If the family of operators 1 + T (z) is
invertible at some point z1 ∈ G, then it is invertible at all points of G except the discrete
set
N := {z ∈ G : 1 ∈ σ(T (z))} .
Further, the operator-function F (z) := (1 + T (z))−1 is meromorphic and the set of its
poles is N. Moreover, in the expansion of F (z) in a Laurent series in a neighbourhood
of any point z0 ∈ N the coefficients of negative powers of z − z0 are finite dimensional
operators.
2.9. The limiting absorption principle. We recall two theorems from [Y] (cf.
also [BW]), which are absolutely crucial for this paper. They were established by
L. de Branges [B] and M. Sh.Birman and S.B. E`ntina [BE].
Because of importance of these two theorems for what follows, we shall give their proofs,
even though they follow verbatim those in [Y].
Theorem 2.22. [Y, Theorem 6.1.5] Let H and K be two Hilbert spaces. Suppose H0 is a
self-adjoint operator in the Hilbert space H and F : H → K is a Hilbert-Schmidt operator.
Then for a.e. λ ∈ R the operator-valued function FEH0λ F ∗ ∈ L1(K) is differentiable in
the trace-class norm, the operator-valued function F ImRλ+iy(H0)F
∗ has a limit in the
trace-class norm as y → 0, and
(28)
1
π
lim
y→0
F ImRλ+iy(H0)F
∗ =
d
dλ
(FEλF
∗),
where the limit and the derivative are taken in the trace-class norm.
Proof. Let Tz = FRz(H0)F
∗ and let Im z > 0.
(A) Let D be a dense set of linear combinations of some basis in H. Let f, g ∈ D. The
function 〈
f,
1
π
ImTzg
〉
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is the Poisson integral of the measure ∆ 7→ 〈f, EH0∆ g〉 . By Theorem 2.4, there exists
a set of full measure Λ1 such that for any f, g ∈ D and for any λ ∈ Λ1 the limit of〈
f, 1
π
Im Tλ+iyg
〉
as y → 0+ exists. For any
(B) The function Tr
(
1
π
ImTλ+iy
)
is the Poisson integral of the measure ∆ 7→
Tr(FEH0∆ F
∗). By Theorem 2.4, there exists a set Λ2 of full measure, such that for all
λ ∈ Λ2 there exists a limit of Tr( 1π ImTλ+iy) as y → 0+. Since the operator ImTλ+iy is
non-negative, it follows that for any λ ∈ Λ2 there exists numbers C(λ), y0(λ) > 0, such
that
‖ImTλ+iy‖1 6 C(λ)
for all y < y0(λ).
(C) It follows from (A) and (B) that for all λ from the full set Λ = Λ1∩Λ2, the operator
ImTλ+iy has weak limit as y → 0+.
(D) By Lemma 2.10, the operator F can be written in the form F = TG, where
T is a compact operator and G ∈ L2(H). By (B), for a.e. λ ∈ R the operator
‖G ImRλ+iy(H0)G∗‖1 6 C(λ) as y → 0+, and by (C) for a.e. λ ∈ R the operator
G ImRλ+iyG
∗ weakly converges as y → 0+. Combining this with Lemma 2.12, it follows
that F ImRλ+iyF
∗ = T (GRλ+iyG
∗)T ∗ converges in L2(H) for a.e. λ ∈ R.
(E) Proof of L1-differentiability of the function λ 7→ FEλF ∗ and of (28) is similar and
we omit the details which can be found in [Y, §6.1]. 
Another reason for omitting the second part of the proof of this theorem is that, while
for this paper it is crucial that the L1-limit of F ImRλ+iy(H0)F ∗ exists for a.e. λ, differ-
entiability of the function λ 7→ FEλF ∗ and the equality (28) are not so important. In
fact, as Fatou’s Theorem 2.4 shows, the derivative of a function and the limit value of its
Poisson integral are in some sense identical notions, that is, the limit of Poisson integral
can be considered as a modified definition of the derivative, and one can choose to work
with either of them. In the framework of scattering theory, the limit of Poisson integral
is much more convenient. On the other hand, theorems of analysis are proved for usual
derivative, and Fatou’s theorem allows to exploit properties of the usual derivative.
Theorem 2.23. [Y, Theorem 6.1.9] Suppose H0 is a self-adjoint operator in a
Hilbert space H and F ∈ L2(H,K). Then for a.e. λ ∈ R the operator-valued function
FRλ±iy(H0)F
∗ has a limit in L2(K) as y → 0.
Proof. Let Tz = FRz(H0)F
∗ and let Im z > 0.
(A) Claim: |det (1− iTz)| > 1.
Proof. We have, using (22) and (20),
|det (1− iTz)|2 = det ((1− iTz)∗) det (1− iTz)
= det (1 + iTz¯) det (1− iTz)
= det
[
(1 + iTz¯) (1− iTz)
]
= det (1 + iTz¯ − iTz + Tz¯Tz) .
Since iTz¯ − iTz = 2 ImTz > 0 and Tz¯Tz > 0, it follows from (21) that
det (1 + iTz¯ − iTz + Tz¯Tz) > 1. Hence, |det (1− iTz)| > 1.
(B) Claim: for a.e. λ ∈ R the limit limy→0+ det (1− iTλ+iy) exists.
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Proof. Let f(z) = det (1− iTz) . The function g(z) = 1/f(z) is holomorphic in the
upper-half plane C+, and by (A) it is bounded. It follows from Theorem 2.1(a) that
g(λ + i0) exists for a.e. λ and by Theorem 2.1(b) this limit is non-zero for a.e. λ. It
follows that f(λ+ i0) exists and is finite for a.e. λ.
(C) Claim: for a.e. λ ∈ R ‖Tλ+iy‖2 6 C(λ) as y → 0+.
Proof. Using (23), we have
‖Tz‖22 = Tr(Tz¯Tz) 6 det (1 + Tz¯Tz) .
Since iTz¯ − iTz = 2 ImTz > 0, it follows from (21) that
‖Tz‖22 6 det (1 + Tz¯Tz) 6 det (1 + iTz¯ − iTz + Tz¯Tz) = |det (1− iTz)|2 .
Now (B) completes the proof.
(D) Claim: for a.e. λ the operator Tλ+iy weakly converges as y → 0+.
Proof. Let D be a dense set in H of linear combinations of some basis. By Theorem
2.5, there exists a set of full measure Λ such that for any f, g ∈ D and for any λ ∈ Λ
the limit of 〈f, Tλ+iyg〉 as y → 0+ exists. It follows from this and (C) that Tλ+iy weakly
converges as y → 0+.
(E) By Lemma 2.10, the operator F can be written in the form F = TG, where T is a
compact operator and G ∈ L2(H). By (C), for a.e. λ ∈ R the operator ‖GRλ+iyG∗‖2 6
C(λ) as y → 0+ and by (D) for a.e. λ ∈ R the operator GRλ+iyG∗ weakly converges as
y → 0+. Combining this with Lemma 2.12, it follows that FRλ+iyF ∗ = T (GRλ+iyG∗)T ∗
converges in L2(H) for a.e. λ ∈ R. 
S.N.Naboko has shown that in this theorem the convergence in L2(K) can be replaced
by the convergence in Lp(K) with any p > 1. In general, the convergence in L1(K) does
not hold (cf. [N, N2, N3]).
Theorem 2.22 plays a more key role in this paper compared to Theorem 2.23. Moreover,
existence of the limit of FRλ±iy(H0)F
∗ in the Hilbert-Schmidt norm is not necessary at all
for what follows, — existence of the limit in the usual norm will suffice. For the purposes
of this paper, in the second condition of Definition 1.2 of the full set Λ(H0, F ) one can
replace norm convergence by Lp-convergence with any p ∈ (1,∞], — the set Λ(H0, F )
will still have the full Lebesgue measure. Since the norm-topology is weaker than the
Hilbert-Schmidt topology, the set Λ(H0, F ) becomes larger, if we use norm convergence
in Definition 1.2(ii), but this is not a point. It turns out that for generalization of the
results of this paper to the case of non-compact perturbations norm convergence is more
preferable: this allows to enlarge the set of non-compact perturbations covered by the
theory.
3. Framed Hilbert space
3.1. Definition. In this section we introduce the so called framed Hilbert space and
study several objects associated with it. Before giving formal definition, I would like to
explain the idea which led to this notion.
Let H0 be a self-adjoint operator on a Hilbert space H, and let H1 be its trace-class
perturbation. Our ultimate purpose is to explicitly define the wave matrix w±(λ;H1, H0)
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at a fixed point λ of the spectral line. The wave matrix w±(λ;H1, H0) acts between fiber
Hilbert spaces hλ(H0) and hλ(H1) from the direct integrals of Hilbert spaces∫ ⊕
σˆ(H0)
hλ(H0) dλ and
∫ ⊕
σˆ(H1)
hλ(H1) dλ,
diagonalizing absolutely continuous parts of the operators H0 and H1, where σˆ(Hj) is a
core of the spectrum ofHj . Before defining w±(λ;H1, H0), one should first define explicitly
the fiber Hilbert spaces hλ(H0) and hλ(H1).Moreover, given a vector f ∈ H, it is necessary
to be able to assign an explicit value f(λ) ∈ hλ of the vector f at a single point λ ∈
R. Obviously, the vectors f(λ) generate the fiber Hilbert space hλ. So, one of the first
important questions to ask is:
(29) What is f(λ)?
Actually, since the measure dλ in the direct integral decomposition of the Hilbert space
can be replaced by any other measure ρ(dλ) with the same spectral type, it is not difficult
to see, that f(λ) does not make sense, as it is. Indeed, let us consider an operator of
multiplication by a continuous function f(x) on the Hilbert space L2([−π, π]). The Hilbert
space L2([−π, π]) can be represented as a direct integral of one-dimensional Hilbert spaces
hλ ≃ C :
L2([−π, π]) =
∫ ⊕
[−π,π]
C dx.
(As a measurability base one can take here the system which consists of only one function,
say, einx, where n is any integer; in particular, a non-zero constant function will do). Since
f(x) is continuous we can certainly say what is, say, f(0). But the measure dθ can be
replaced by any other measure of the same spectral type; for example, by
dρ(x) =
(
2 + sin
1
x
)
dx.
The Spectral Theorem says, that the operator of multiplication Mf by f(x) does not
notice this change of measure; that is, the operator Mf will stay in the same unitary
equivalence class. At the same time, now it is difficult to say what f(0) is. That is, the
value f(λ) ∈ hλ of a vector f at a point λ of the spectral line is affected by the choice
of a measure in its spectral type. As a consequence, the expression f(λ) does not make
sense. The measure ρ defined by the above formula is far from being the worst scenario:
instead of sin 1
x
one can take, say, any L∞-function bounded below by −1. In this case,
we have a difficulty to define the value of f at any point.
In order to give meaning to f(λ), one needs to introduce some additional structure.
(One can see that fixing a measure dρ in the spectral type does not help). There are
different approaches to this problem. Firstly, if we try to single out what enables to
give meaning to f(x) for all x in the case of the measure dx, we see that this additional
structure is of geometric character: it is the (Riemannian) metric. The problem is that
in the setting of arbitrary self-adjoint operators we don’t have a metric. But the metric
is fully encoded in the Dirac operator 1
i
d
dθ
(see [C, Chapter VI]). The operator 1
i
d
dθ
on
L2(T) has discrete spectrum and so it is identified by a sequence of its eigenvalues and
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by the orthonormal basis of its eigenvectors. This type of data consisting of numbers and
vectors of the Hilbert space can be easily dealt with in the abstract situation.
So, to see in another way what kind of additional structure can allow to define f(λ),
let us assume, to begin with, that there is a fixed unit vector ϕ1 ∈ H. In this case, it is
possible to define the number
〈f(λ), ϕ1(λ)〉
for a.e. λ, by formula (10), since the above scalar product is a summable function of λ.
Note, that neither f(λ), nor ϕ1(λ) are yet defined, but their scalar product is defined.
If there are many enough (unit) vectors ϕ1, ϕ2, . . . , then one can hope that the knowl-
edge of all the scalar products 〈f(λ), ϕj(λ)〉 will allow to recover the vector f(λ) ∈ hλ.
(Note, that we don’t know yet what exactly hλ is). But this is still not the case. Note
that the scalar product 〈ϕj(λ), ϕk(λ)〉 should satisfy the formal equality
(30) 〈ϕj(λ), ϕk(λ)〉 = 〈ϕj|δ(H0 − λ)|ϕk〉 = 1
π
〈ϕj| Im(H0 − λ− i0)−1|ϕk〉,
where 〈ϕ|A|ψ〉 is physicists’ (Dirac’s) notation for 〈ϕ,Aψ〉 . That this equality must hold
for the absolutely continuous part H
(a)
0 can be seen from〈
ϕj , jε(H
(a)
0 − λ)ϕk
〉
=
∫
R
jε(µ− λ) 〈ϕj(µ), ϕk(µ)〉 dµ,
where jε is an approximate unit for the Dirac δ-function. In order to satisfy this key
equality, we use an artificial trick. We assign to each vector ϕj a weight κj > 0 such that
(κj) = (κ1, κ2, . . .) ∈ ℓ2. Now, we form the matrix
ϕ(λ) :=
(
κjκk
1
π
〈ϕj| Im(H0 − λ− i0)−1|ϕk〉
)
.
Using the limiting absorption principle (Theorem 2.22), it can be easily shown that this
matrix is a non-negative trace-class matrix. Now, if we define ϕj(λ) as the jth column
of the square root of the matrix ϕ(λ) over κj , then ϕj(λ) will become an element of ℓ2
and the equality (30) will be satisfied. For all λ from some explicit set of full Lebesgue
measure, which depends only on H0 and the data (ϕj, κj), this allows to define the value
f(λ) at λ for each f = ϕj , j = 1, 2, . . . and, consequently, for any vector from the dense
manifold of finite linear combinations of ϕj. Finally, the fiber Hilbert space hλ can be
defined as a linear subspace of ℓ2 generated by ϕj(λ)’s.
Evidently, the data (ϕj, κj) can be encoded in a single Hilbert-Schmidt operator F =
∞∑
j=1
κj 〈ϕj , ·〉ψj , where (ψj) is an arbitrary orthonormal system in a possibly another
Hilbert space. Actually, in the case of H = L2(M) discussed above, where M is a
Riemannian manifold, F can be chosen to be the appropriate negative power of the
Laplace-Beltrami operator ∆.
This justifies introduction of the following
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Definition 3.1. A frame in a Hilbert space H is a Hilbert-Schmidt operator F : H → K,
with trivial kernel and co-kernel, of the following form
(31) F =
∞∑
j=1
κj 〈ϕj, ·〉ψj ,
where K is another Hilbert space, and where (κj) ∈ ℓ2 is a fixed decreasing sequence of
s-numbers of F, all of which are non-zero, (ϕj) is a fixed orthonormal basis in H, and
(ψj) is an orthonormal basis in K.
A framed Hilbert space is a pair (H, F ), consisting of a Hilbert space H and a frame F
in H.
Throughout this paper we shall work with only one frame F, with some restrictions
imposed later on it, and κj , ϕj and ψj will be as in the formula (31).
What is important in the definition of a frame is the orthonormal basis (ϕj) and the ℓ2-
sequence of weights (κj) of the basis vectors. The Hilbert space K is of little importance,
if any. For the most part of this paper, one can take K = H and F to be self-adjoint, but
later we shall see that the more general definition given above is more useful.
A frame introduces rigidity into the Hilbert space. In particular, a frame fixes a measure
on the spectrum of a self-adjoint operator by the formula µ(∆) = Tr(FEH∆F
∗). In other
words, a frame fixes a measure in its spectral type.
For further use, we note trivial relations
(32) Fϕj = κjψj , F
∗ψj = κjϕj .
3.2. Spectral triple associated with an operator on a framed Hilbert space. To
the pair (H0, F ) consisting of a self-adjoint operator H0 and a frame operator F one can
assign a spectral triple [C]. The involutive algebra A of a spectral triple (A,H, |F |−1) is
given by
A = {ϕ(H) : ϕ ∈ Cb(R), [|F |−1 , ϕ(H)] ∈ B(H)} .
Here the class Cb of all continuous bounded functions on R can be replaced by L∞. Let
us check that A is an algebra. If ϕ1(H), ϕ2(H) ∈ A and α1, α2 ∈ C, then obviously
ϕ1(H)
∗ = ϕ¯(H) ∈ A and α1ϕ1(H) + α2ϕ2(H) ∈ A. Now, if ϕ1(H), ϕ2(H) ∈ A, then the
operator
[|F |−1 , ϕ1(H)ϕ2(H)] = [|F |−1 , ϕ1(H)]ϕ2(H) + ϕ1(H)[|F |−1 , ϕ2(H)]
is also bounded, so that ϕ1(H)ϕ2(H) ∈ A. Consequently, A is an involutive algebra. The
second axiom of the spectral triple is satisfied obviously, that is the resolvent (|F |−1−z)−1
of the operator |F |−1 is compact for non-real z.
3.3. Non-compact frames. In the pair (H0, F ), consisting of a self-adjoint operator H0
and a frame operator F, H0 and F are independent of each other. One can consider more
general pairs (H0, F ) which, I believe, may be useful in generalizing the present work to
the case of non-trace-class (non-compact) perturbations V.
A generalized frame operator F for a self-adjoint operatorH0 is an operator F : H → K,
such that (1) domain of F contains all subspaces EH0∆ H with bounded Borel ∆, (2) for
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any bounded Borel ∆ the operator FEH0∆ is Hilbert-Schmidt, and (3) the kernel of FE
H0
∆
as an operator on EH0∆ H is trivial.
For such pairs one can construct a sheaf of Hilbert spaces over R which diagonalizes
H0. Details of this construction and its applications to scattering theory for non-compact
perturbations appear elsewhere.
3.4. The set Λ(H0;F ) and the matrix ϕ(λ). Let H0 be a self-adjoint operator in a
framed Hilbert space (H, F ).
By Eλ = E
H0
λ , λ ∈ R, we denote the family of spectral projections of H0. For any
(ordered) pair of indices (i, j) one can consider a finite (signed) measure
(33) mij(∆) := 〈ϕi, EH0∆ ϕj〉.
We denote by
(34) Λ0(H0, F )
the intersection of all the sets Λ(mij), i, j ∈ N (see subsection 2.3.7), even though it
depends only on H0 and the vectors ϕ1, ϕ2, ϕ3, . . . So, for any λ ∈ Λ0(H0, F ) the limit
ϕij(λ) :=
1
π
κiκj〈ϕi, ImRλ+i0(H0)ϕj〉
exists. It follows that, for any λ ∈ Λ0(H0, F ), one can form an infinite matrix
ϕ(λ) = (ϕij(λ))
∞
i,j=1 .
Our aim is to consider ϕ(λ) as an operator on ℓ2. Evidently, the matrix ϕ(λ) is sym-
metric in the sense that for any i, j = 1, 2, . . .
ϕij(λ) = ϕji(λ).
But it may turn out that ϕ(λ) is not a matrix of a bounded, or even of an unbounded,
operator on ℓ2. So, we have to investigate the set of points, where ϕ(λ) determines a
bounded self-adjoint operator on ℓ2. As is shown below, it turns out that ϕ(λ) is a trace-
class operator on a set of full measure.
In the following definition one of the central notions of this paper is introduced.
Definition 3.2. The standard set of full Lebesgue measure Λ(H0;F ), associated with a
self-adjoint operator H0 acting on a framed Hilbert space (H, F ), consists of those points
λ ∈ R, at which the limit of FRλ+iy(H0)F ∗ (as y → 0+) exists in the uniform norm and
the limit of F ImRλ+iy(H0)F
∗ exists in L1-norm.
In other words, a number λ belongs to Λ(H0;F ) if and only if it belongs to both sets of
full measure from Theorems 2.22 and 2.23.
Proposition 3.3. For any self-adjoint operator H0 on a framed Hilbert space (H, F ) the
set Λ(H0;F ) has full Lebesgue measure.
Proof. This follows from Theorems 2.22 and 2.23. 
The following proposition gives one of the two main properties of the set Λ(H0;F ).
Proposition 3.4. Let H0 be a self-adjoint operator acting on a framed Hilbert space
(H, F ). If λ ∈ Λ(H0;F ), then the matrix ϕ(λ) exists, is non-negative and is trace-class.
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Proof. Let λ ∈ Λ(H0;F ). Since for λ ∈ Λ(H0;F ) the limit
FRλ±i0(H0)F
∗ = lim
y→0+
FRλ±iy(H0)F
∗
exists in the Hilbert-Schmidt norm, it follows that for any pair (i, j) the limit
P ∗i FRλ±i0(H0)F
∗Pj = lim
y→0+
P ∗i FRλ±iy(H0)F
∗Pj
also exists in the Hilbert-Schmidt norm, where Pj = 〈ϕj, ·〉ψj . This is equivalent to the
existence of the limit
〈ϕi, Rλ±i0(H0)ϕj〉 = lim
y→0+
〈ϕi, Rλ±iy(H0)ϕj〉.
Hence, Λ(H0;F ) ⊂ Λ0(H0, F ); so ϕ(λ) exists for any λ ∈ Λ(H0;F ).
The matrix ϕ(λ) is unitarily equivalent to the non-negative trace-class operator
F 1
π
ImRλ+iy(H0)F
∗. Hence, ϕ(λ) is also non-negative and trace-class.

Lemma 3.5. The operator function Λ(H0;F ) ∋ λ 7→ ϕ(λ) ∈ L1(ℓ2) is measurable.
Indeed, ϕ(λ) is an a.e. point-wise limit of matrices ϕ(λ + iy) with continuous matrix
elements.
3.5. A core of the singular spectrum R\Λ(H0, F ). We call a null set X ⊂ R a core of
the singular spectrum of H0, if the operator E
H0
R\XH0 is absolutely continuous. Evidently,
any core of the singular spectrum contains the pure point spectrum. Apart of it, a core of
the singular spectrum contains a null Borel support of the singular continuous spectrum.
Lemma 3.6. Let H0 be a self-adjoint operator on H and let Λ be a full set. If R \ Λ is
not a core of the singular spectrum of H0, then there exists a null set X ⊂ Λ, such that
EX 6= 0.
Proof. Let Za be a full set such that EZa is the projection onto the absolutely continuous
subspace of H0EΛ. Such a set exists by [Y, Lemma 1.3.6]. If R \ Λ is not a core of
the singular spectrum, then the operator H0EΛ is not absolutely continuous. So, the set
X := Λ \ Za is a null set and EX 6= 0. 
Proposition 3.7. For any self-adjoint operator H0 on a framed Hilbert space (H, F ), the
set R \ Λ0(H0, F ) is a core of the singular spectrum of H0.
Proof. Assume the contrary. Then by Lemma 3.6 there exists a null subset X of Λ0(H0, F )
such that EX 6= 0. Since (ϕj) is a basis, there exists ϕj, such that EXϕj 6= 0. Hence,
〈EXϕj , ϕj〉 6= 0, that is,
m
(s)
jj (X) = mjj(X) 6= 0,
where mjj is the spectral measure of ϕj (see (33)). Since X ⊂ Λ(mjj), this contradicts
the fact that the complement of Λ(mjj) is a Borel support of m
(s)
jj (see Theorem 2.7). 
Since Λ(H0;F ) ⊂ Λ0(H0, F ), it follows that
Corollary 3.8. For any self-adjoint operator H0 on a framed Hilbert space (H, F ), the
set R \ Λ(H0;F ) is a core of the singular spectrum of H0.
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Since Λ(H0;F ) has full measure, this corollary means that the set Λ(H0;F ) cuts out
the singular spectrum of H0 from R. Given a frame operator F ∈ L2(H,K), we consider
the set R \ Λ(H0;F ) as a standard core of the singular spectrum of H0, associated with
the given frame F.
3.6. The Hilbert spaces Hα(F ). Let α ∈ R. In analogy with Sobolev spaces W 2α (see
e.g. [RS2, §IX.6], [C2]), given a framed Hilbert space (H, F ), we introduce the Hilbert
spaces Hα(F ). By definition, Hα(F ) is the completion of the linear manifold
(35) D = D(F ) :=
{
f ∈ H : f =
N∑
j=1
βjϕj , N <∞
}
in the norm
‖f‖Hα(F ) =
∥∥|F |−α f∥∥ ,
with the scalar product
〈f, g〉Hα(F ) =
〈|F |−α f, |F |−α g〉 .
That is, if f =
N∑
j=1
βjϕj , then
(36) ‖f‖Hα(F ) =
(
N∑
j=1
|βj |2 κ−2αj
)1/2
.
Since F has trivial kernel, ‖·‖Hα(F ) is indeed a norm. The scalar product of vectors
f =
N∑
j=1
αjϕj and g =
N∑
j=1
βjϕj in Hα(F ) is given by the formula
〈f, g〉Hα(F ) =
N∑
j=1
α¯jβjκ
−2α
j .
The Hilbert space Hα(F ) has a natural orthonormal basis (καj ϕj). Since
|F |γ (καj ϕj) = κα+γj ϕj,
it follows that
Lemma 3.9. For any α, γ ∈ R the operator |F |γ : D → D is unitary as an operator
from Hα(F ) to Hα+γ(F ).
It follows that all Hilbert spaces Hα(F ) are naturally isomorphic, the natural isomor-
phism being the appropriate power of |F | .
Plainly, H0(F ) = H. Let α, β ∈ R. If α < β, then Hβ(F ) ⊂ Hα(F ). The inclusion
operator
iα,β : Hβ(F ) →֒ Hα(F )
is compact with Schmidt representation
iα,β =
∞∑
j=1
κβ−αj
〈
κβjϕj , ·
〉
Hβ
καj ϕj.
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It follows that the s-numbers of the inclusion operator i are sj(i) = κ
β−α
j . In particular,
the inclusion operator
iα,α+1 : Hα+1(F ) →֒ Hα(F )
is Hilbert-Schmidt with s-numbers sj = κj .
Since we shall work in a fixed framed Hilbert space (H, F ), the argument F of the
Hilbert spaces Hα(F ) will be often omitted.
Proposition 3.10. Let {Aι ∈ B(H), ι ∈ I} be a net of bounded operators on a Hilbert
space with frame F. The net of operators
|F |Aι |F | : H → H
converges in B(H) (respectively, in Lp(H)) if and only if the net of operators
Aι : H1 → H−1
converges in B(H1(F ),H−1(F )) (respectively, in Lp(H1,H−1)).
Elements of H1 are regular (smooth), while elements of H−1 are non-regular. In this
sense, the frame operator F increases smoothness of vectors.
Remark 1. If α > 0, then the triple (Hα,H,H−α) forms a rigged Hilbert space. So, a
frame in a Hilbert space generates a natural rigging. At the same time, a frame evidently
contains essentially more information, than a rigging.
3.6.1. Diamond conjugate. Let α ∈ R. On the product Hα × H−α there exists a unique
bounded form 〈·, ·〉α,−α such that for any f, g ∈ H|α|
〈f, g〉α,−α = 〈f, g〉 .
Let K be a Hilbert space. For any bounded operator A : Hα → K, there exists a unique
bounded operator A♦ : K → H−α such that for any f ∈ K and g ∈ Hα the equality〈
A♦f, g
〉
−α,α
= 〈f, Ag〉K
holds. In particular, if A : H1 → K and f, g ∈ H1, then
(37)
〈
f, A♦Ag
〉
1,−1
= 〈Af,Ag〉K .
There is a connection between the diamond conjugate and usual conjugate
A♦ = |F |−2αA∗
where A∗ : K → Hα and |F |−2α : Hα →H−α. It follows from Lemma 3.9, that if A belongs
to Lp(Hα,K), then A♦ belongs to Lp(K,H−α).
3.7. The trace-class matrix ϕ(λ+ iy). Let H0 be a self-adjoint operator on a framed
Hilbert space (H, F ). Let λ be a fixed point of Λ(H0;F ). For any y > 0, we introduce the
matrix
(38) ϕ(λ+ iy) =
1
π
(κiκj 〈ϕi, ImRλ+iy(H0)ϕj〉)
and consider it as an operator on ℓ2.
We note several elementary properties of ϕ(λ+ iy).
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(i) For all y > 0, ϕ(λ+ iy) is a non-negative trace-class operator on ℓ2 and its trace
is equal to the trace of 1
π
F ImRλ+iy(H0)F
∗.
This follows from Theorem 2.22 and the fact that ϕ(λ+iy) is unitarily equivalent
to 1
π
F ImRλ+iy(H0)F
∗.
(ii) For all y > 0, the kernel of ϕ(λ+ iy) is trivial.
This follows from the fact that the kernel of F ImRλ+iy(H0)F
∗ is trivial. Indeed,
otherwise for some non-zero f ∈ K F ImRλ+iy(H0)F ∗f = 0 ⇒ kerRλ+iy(H0) ∋
F ∗f 6= 0, which is impossible.
(iii) The matrix ϕ(λ+ iy) is a real-analytic function of the parameter y > 0 with values
in L1(ℓ2), and it is continuous in L1(ℓ2) up to y = 0, as it follows from Theorem
2.22.
(iv) The estimate sn(ϕ(λ + iy)) 6 y
−1κ2n holds. This follows from the equality
sn(A
∗A) = sn(AA
∗) and the estimate (14).
3.8. The Hilbert-Schmidt matrix η(λ + iy). Let λ ∈ Λ(H0;F ). For any y > 0, we
also introduce the matrix
(39) η(λ+ iy) =
√
ϕ(λ+ iy).
We list elementary properties of η(λ+ iy).
(i) For all y > 0, η(λ+ iy) is a non-negative Hilbert-Schmidt operator on ℓ2.
(ii) If y > 0, then the kernel of η(λ+ iy) is trivial.
(iii) The matrix η(λ+ iy) is a real-analytic function of the parameter y > 0 with values
in L2(H).
(iv) The matrix η(λ+ iy) is continuous in L2(H) up to y = 0.
(v) The estimate sn(η(λ+ iy)) 6 y
−1/2κn holds.
3.9. Eigenvalues αj(λ+ iy) of η(λ+ iy). Let λ ∈ Λ(H0;F ).
We denote by αj(λ+ iy) the j-th eigenvalue of η(λ+ iy) (counting multiplicities).
We list elementary properties of αj(λ+ iy).
(i) For y > 0, all eigenvalues αj(λ+ iy) are strictly positive.
(ii) For y > 0, the sequence (αj(λ+ iy)) belongs to ℓ2.
(iii) The functions (0,∞) ∋ y 7→ αj(λ + iy) can be chosen to be real-analytic (after
proper enumeration). This follows from Theorem 2.20 and 3.8(iii).
(iv) All αj(λ+ iy) converge as y → 0. This follows from Theorem 2.20 and 3.8(iv).
3.10. Zero and non-zero type indices. Let λ ∈ Λ(H0;F ).While the eigenvalues αj(λ+
iy) of the matrix η(λ+ iy) are strictly positive for y > 0, the limit values αj(λ) of some of
them can be equal to zero. We say that the eigenvalue function αj(λ+ iy) is of non-zero
type, if its limit is not equal to zero. Otherwise we say that it is of zero type. We denote
the set of non-zero type indices by Zλ.
Though it is not necessary, we agree to enumerate functions αj(λ+ iy) in such a way,
that the sequence {αj(λ+ i0)} is decreasing.
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3.11. Vectors ej(λ+ iy). For any λ ∈ Λ(H0;F ) we consider the sequence of normalized
eigenvectors
ej(λ+ iy) ∈ ℓ2, j = 1, 2, . . .
of the non-negative Hilbert-Schmidt matrix η(λ+ iy). These vectors are also eigenvectors
of ϕ(λ+ iy). We enumerate the functions ej(λ+ iy) in such a way that
(40) η(λ+ iy)ej(λ+ iy) = αj(λ+ iy)ej(λ+ iy), y > 0,
where enumeration of αj(λ+ iy) is given in subsection 3.10.
We list elementary properties of ej(λ+ iy)’s.
(i) If y > 0, then the sequence ej(λ+ iy) ∈ ℓ2, j = 1, 2, . . . is an orthonormal basis of
ℓ2.
(ii) The functions (0,∞) ∋ y 7→ ej(λ + iy) ∈ ℓ2 can be chosen to be real-analytic.
This follows from Theorem 2.20 and the item 3.8(iii).
(iii) For indices j of non-zero type, the functions [0,∞) ∋ y 7→ ej(λ + iy) ∈ ℓ2 are
continuous up to y = 0. This follows from Theorem 2.20 and 3.8(iv).
(iv) We say that ej(λ+iy) is of (non-)zero type, if the corresponding eigenvalue function
αj(λ+ iy) is of (non-)zero type. Non-zero type vectors ej(λ+ iy) have limit values
ej(λ + i0), which form an orthonormal system in ℓ2, as it follows from Theorem
2.20.
Note that zero-type vectors ej(λ+ iy) may not converge as y → 0.
(v) For non-zero type indices j the vectors ej(λ+ i0) are measurable.
3.12. Vectors ηj(λ+iy). Let λ ∈ Λ(H0;F ).We introduce the vector ηj(λ+iy) as the j-th
column of the Hilbert-Schmidt matrix η(λ+ iy) (see (39)). This definition implies that
(41) 〈ηj(λ+ iy), ηk(λ+ iy)〉 = ϕjk(λ+ iy).
We list elementary properties of ηj(λ+ iy)’s.
(i) For all y > 0, all vectors ηj(λ+ iy) belong to ℓ2.
(ii) For all y > 0, the norms of vectors ηj(λ+ iy) constitute a sequence
(‖η1(λ+ iy)‖ , ‖η2(λ+ iy)‖ , ‖η3(λ+ iy)‖ , . . .),
which belongs to ℓ2. This follows from the fact that η(λ+ iy) is a Hilbert-Schmidt
operator for all y > 0
(iii) If y > 0, then the set of vectors {ηj(λ+ iy)} is complete in ℓ2.
Proof. We have,
(42) ej(λ+ iy) = α
−1
j (λ+ iy)
∞∑
k=1
ekj(λ+ iy)ηk(λ+ iy), y > 0.
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Indeed, it follows from (40) that
ej(λ+ iy) = α
−1
j (λ+ iy)η(λ+ iy)ej(λ+ iy)
= α−1j
 η11 η12 . . .η21 η22 . . .
. . . . . . . . .
 e1je2j
. . .
 = α−1j
 η11e1j + η12e2j + . . .η21e1j + η22e2j + . . .
. . .

= α−1j (λ+ iy)
∞∑
k=1
ekj(λ+ iy)ηk(λ+ iy), y > 0,
where, in case of y = 0, the summation is over indices j of non-zero type. Hence,
the set of vectors {η1(λ+ iy), η2(λ+ iy), . . .} is complete. Note also, that the
linear combination above is absolutely convergent, according to (ii).
(iv) Let y > 0. If for some β = (βj) ∈ ℓ2 the equality
∞∑
j=1
βjηj(λ+ iy) = 0
holds, then (βj) = 0.
Assume the contrary. We have
η(λ+ iy)β =

β1η11(λ+ iy) + β2η12(λ+ iy) + . . .
. . .
β1ηi1(λ+ iy) + β2ηi2(λ+ iy) + . . .
. . .

= β1η1(λ+ iy) + β2η2(λ+ iy) + . . .
= 0,
where the second equality makes sense, since the series
∞∑
j=1
βjηj(λ+iy) is absolutely
convergent by 3.12(ii). It follows that β is an eigenvector of η(λ+iy) corresponding
to a zero eigenvalue. Since, by 3.8(ii), for y > 0 the matrix η(λ + iy) does not
have zero eigenvalues, we get a contradiction.
(v) Vectors ηj(λ + iy) converge to ηj(λ) in ℓ2 as y → 0. This follows from property
3.8(iv) of η(λ+ iy).
3.13. Unitary matrix e(λ+ iy). Let λ ∈ Λ(H0;F ). We can form a matrix
e(λ+ iy) = (ejk(λ+ iy)),
whose columns are ej(λ+ iy), j = 1, 2, . . . . Since vectors ej(λ+ iy), j = 1, 2, . . . , form an
orthonormal basis of ℓ2, this matrix is unitary and it diagonalizes the matrix η(λ+ iy) :
e(λ+ iy)∗η(λ+ iy)e(λ+ iy) = diag(α1(λ+ iy), α2(λ+ iy), . . .),
where (αj(λ+ iy)) ∈ ℓ2 are eigenvalues of η(λ+ iy), see subsection 3.9.
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3.14. Vectors ϕj(λ+ iy). Let λ ∈ Λ(H0;F ). Now we introduce vectors
(43) ϕj(λ+ iy) = κ
−1
j ηj(λ+ iy) ∈ ℓ2.
It may seem to be more consistent to denote by ϕj(λ+ iy) the j-th column of the matrix
ϕ(λ+ iy). But, firstly, we don’t need columns of ϕ(λ+ iy), secondly, there is an advantage
of this notation. Namely, ϕj(λ) can be considered as the value of the vector ϕj ∈ H at
λ ∈ Λ(H0;F ), as we shall see later (see Section 4).
Some properties of ϕj(λ+ iy).
(i) All vectors ϕj(λ+ iy) belong to ℓ2. This follows from ηj(λ+ iy) ∈ ℓ2, see 3.12(i).
(ii) If y > 0, then the set of vectors {ϕj(λ+ iy)} is complete in ℓ2. This follows from
a similar property of {ηj(λ+ iy)} , see 3.12(iii).
(iii) Let y > 0. If (κ−1j βj) ∈ ℓ2 and∑
j
βjϕj(λ+ iy) = 0,
then (βj) = 0.
(iv) The following equality holds
(44) 〈ϕj(λ+ iy), ϕk(λ+ iy)〉 = 1
π
〈ϕj , ImRλ+iy(H0)ϕk〉 .
This immediately follows from the definition of ϕj(λ + iy)’s. Indeed, using (43),
(41) and (38),
〈ϕj(λ+ iy), ϕk(λ+ iy)〉 = κ−1j κ−1k 〈ηj(λ+ iy), ηk(λ+ iy)〉
= κ−1j κ
−1
k ϕjk(λ+ iy)
=
1
π
〈ϕj, ImRλ+iy(H0)ϕk〉 .
(v) It follows from (42) and (43), that each ej(λ + iy) can be written as a linear
combination of ϕj(λ+ iy)’s with coefficients of the form κjβj , where (βj) ∈ ℓ2 :
(45) ej(λ+ iy) = α
−1
j (λ+ iy)
∞∑
k=1
κkekj(λ+ iy)ϕk(λ+ iy).
Moreover, this representation is unique, according to (iii).
(vi) For all j = 1, 2, . . . ‖ϕj(λ+ iy)‖ℓ2 6 (yπ)−1/2.
(vii) ϕj(λ + iy) converges to ϕj(λ) in ℓ2, as y → 0 (recall that λ ∈ Λ(H0, F )). This
follows from 3.12(v).
(viii) The equality
〈ϕj(λ), ϕk(λ)〉ℓ2 =
1
π
〈ϕj, ImRλ+i0(H0)ϕk〉H
holds.
Proof. Since for λ ∈ Λ(H0;F ) the limit on the right hand side exists by 3.7(iii),
this follows from (vii) and (iv).
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3.15. The operator Eλ+iy. Let λ ∈ Λ(H0;F ). Let
Eλ+iy : H1 → ℓ2
be a linear operator defined on the frame vectors by the formula
(46) Eλ+iyϕj = ϕj(λ+ iy).
We list some properties of Eλ+iy, which more or less immediately follow from the defi-
nition.
(i) For y > 0, the equality
〈Eλ+iyϕj,Eλ+iyϕk〉ℓ2 =
1
π
〈ϕj , ImRλ+iy(H0)ϕk〉H
holds. It follows that
(47) E∗λ+iyEλ+iy =
1
π
ImRλ+iy(H0).
(ii) Let y > 0. The operator Eλ+iy is a Hilbert-Schmidt operator as an operator
from H1 to ℓ2. Moreover,
‖Eλ+iy‖2L2(H1,ℓ2) =
1
π
TrK (F ImRλ+iy(H0)F
∗) .
Indeed, evaluating the trace of E∗λ+iyEλ+iy in the orthonormal basis {κjϕj} of H1,
we get, using (i) and (32),
∞∑
j=1
〈
E
∗
λ+iyEλ+iyκjϕj , κjϕj
〉
H1
=
∞∑
j=1
κ2j 〈Eλ+iyϕj,Eλ+iyϕj〉ℓ2
=
1
π
∞∑
j=1
κ2j 〈ϕj , ImRλ+iy(H0)ϕj〉H by (i)
=
1
π
∞∑
j=1
〈F ∗ψj , ImRλ+iy(H0)F ∗ψj〉H by (32)
=
1
π
TrK(F ImRλ+iy(H0)F
∗). by (15)
(iii) The norm of Eλ+iy : H1 → ℓ2 is 6 ‖η (λ+ iy)‖2 . Indeed, if β = (βj) ∈ ℓ2, then
f :=
∞∑
j=1
κjβjϕj ∈ H1 with ‖f‖H1 = ‖β‖ , and, using (46), (43) and Schwarz
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inequality, one gets
‖Eλ+iyf‖ =
∥∥∥∥∥
∞∑
j=1
κjβjϕj(λ+ iy)
∥∥∥∥∥ =
∥∥∥∥∥
∞∑
j=1
βjηj(λ+ iy)
∥∥∥∥∥
6 ‖β‖ ·
(
∞∑
j=1
‖ηj(λ+ iy)‖2
)1/2
= ‖f‖H1 · ‖η(λ+ iy)‖2 .
(iv) For all y > 0, the operator Eλ+iy : H1 → ℓ2 has trivial kernel.
Indeed, otherwise for some non-zero vector f ∈ H1,
0 = 〈Eλ+iyf,Eλ+iyf〉 = 1
π
〈f, ImRλ+iy(H0)f〉 .
Combining this equality with the formula
ImRλ+iy(H0) = yRλ−iy(H0)Rλ+iy(H0),
one infers that Rλ+iy(H0) has non-trivial kernel. But this is impossible.
(v) The operator Eλ+iy : H1 → ℓ2 as a function of y > 0 is real-analytic in L2(H1, ℓ2).
(vi) The operator Eλ+iy : H1 → ℓ2 converges in the Hilbert-Schmidt norm to Eλ, as
y → 0.
Proof. We have, in the orthonormal basis {κjϕj} of H1,
‖Eλ+iy − Eλ‖2L2(H1) =
∞∑
j=1
‖(Eλ+iy − Eλ) (κjϕj)‖2 by (17)
=
∞∑
j=1
‖κjϕj (λ+ iy)− κjϕj (λ)‖2 by (46)
=
∞∑
j=1
‖ηj (λ+ iy)− ηj (λ)‖2 by (43)
= ‖η (λ+ iy)− η (λ)‖22 → 0, by (17)
where the convergence holds by 3.8(iv).
(vii) It follows that the equality in (i) holds for y = 0 as well
〈Eλϕj,Eλϕk〉ℓ2 =
1
π
〈ϕj, ImRλ+i0(H0)ϕk〉H .
Moreover, the operator Eλ : H1 → ℓ2 is also Hilbert-Schmidt and
‖Eλ‖2L2(H1,ℓ2) =
1
π
TrK (F ImRλ+i0(H0)F
∗) .
3.16. Vectors bj(λ + iy) ∈ H1. Let y > 0 and λ ∈ Λ(H0, F ). For each j = 1, 2, 3 . . . we
introduce the vector bj(λ + iy) ∈ H1 as a unique vector from the Hilbert space H1 with
property
(48) Eλ+iybj(λ+ iy) = ej(λ+ iy).
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Property 3.14(v) of ϕj(λ+ iy) = Eλ+iyϕj implies that the vector
(49) bj(λ+ iy) = α
−1
j (λ+ iy)
∞∑
k=1
κkekj(λ+ iy)ϕk
satisfies the above equation, where ekj(λ+ iy) is the k’s coordinate of ej(λ+ iy). Property
3.14(iii) of ϕj(λ+ iy) implies that such representation is unique.
The representation (49) shows that the functions (0,∞) ∋ y 7→ bj(λ + iy) ∈ H1 are
continuous, since, by Schwarz inequality and ‖ej(λ+ iy)‖ = 1, the series in the right hand
side of (49) absolutely converges locally uniformly with respect to y > 0.
We list some properties of the vectors bj(λ+ iy).
(i) The relations
‖bj(λ+ iy)‖H 6 α−1j (λ+ iy) ‖F‖2 ,
‖bj(λ+ iy)‖H1 = α−1j (λ+ iy)
hold.
(ii) Vectors bj(λ+ iy), j = 1, 2, . . . , are linearly independent.
(iii) The system of vectors {bj(λ+ iy)} is complete in H1 (and, consequently, in H as
well).
Proof. This follows from the equality
(50) ϕl = κ
−1
l
∞∑
j=1
e¯lj(λ+ iy)αj(λ+ iy)bj(λ+ iy), l = 1, 2, . . .
This equality itself follows from (49) and from the unitarity of the matrix (ejk(λ+
iy)).
(iv) The equality
(51) 〈Eλ+iybj(λ+ iy),Eλ+iybk(λ+ iy)〉 = δjk
holds.
(v) The equality
y
π
〈Rλ±iy(H0)bj(λ+ iy), Rλ±iy(H0)bk(λ+ iy)〉 = δjk
holds.
Proof. We have
y
π
〈Rλ+iy(H0)bj(λ+ iy), Rλ+iy(H0)bk(λ+ iy)〉
=
y
π
〈bj(λ+ iy), Rλ−iy(H0)Rλ+iy(H0)bk(λ+ iy)〉
=
〈
bj(λ+ iy),
1
π
ImRλ+iy(H0)bk(λ+ iy)
〉
=
〈
bj(λ+ iy),E
∗
λ+iyEλ+iybk(λ+ iy)
〉
by (47)
= 〈Eλ+iybj(λ+ iy),Eλ+iybk(λ+ iy)〉
= δjk. by (51)
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(vi) The set of vectors
√
y
π
{Rλ+iy(H0)bj(λ+ iy)} is an orthonormal basis in H.
Proof. By (v), it is enough to show that this set is complete. If for a non-zero
vector g
〈Rλ+iy(H0)bj(λ+ iy), g〉 = 0
for all j, then
〈bj(λ+ iy), Rλ−iy(H0)g〉 = 0
for all j. By completeness (iii) of the set {bj(λ+ iy)} , one infers from this that
Rλ−iy(H0)g = 0. This is impossible, since Rλ−iy(H0) has trivial kernel.
(vii) The set of vectors
√
y
π
{Rλ+iy(H0)bj(λ+ iy)} form an orthonormal basis of H for
each choice of the sign ±. This follows from previous items.
(vii) If j is of non-zero type, then bj(λ+ iy) ∈ H1 converges in H1 to bj(λ+ i0) ∈ H1.
This follows from the convergence of ej(λ+ iy) in ℓ2 (see item 3.11(iii)) and (49).
4. The evaluation operator Eλ
As it was mentioned before, a frame in a Hilbert space H, on which a self-adjoint
operator H0 acts, allows to define explicitly the fiber Hilbert space hλ of the direct integral
of Hilbert spaces diagonalizing H0, with the purpose to define f(λ) as an element of hλ for
a dense set H1 of vectors and any λ from a fixed set of full Lebesgue measure Λ(H0;F ).
In this section we give this construction.
Let H0 be a self-adjoint operator on a fixed framed Hilbert space (H, F ), where the
frame F is given by (31). For λ ∈ Λ(H0;F ) (see Definition 3.2), we have a Hilbert-Schmidt
operator (see item 3.15(vi))
Eλ : H1 → ℓ2,
defined by the formula
(52) Eλf =
∞∑
j=1
βjηj(λ),
where f =
∞∑
j=1
βjκjϕj ∈ H1, (βj) ∈ ℓ2 (see item (v) of subsection 3.12 for definition of
ηj(λ)). (Remark: the formula (52) is one of the most important definitions in this paper).
Since, by 3.12(ii), (‖ηj(λ)‖) ∈ ℓ2, the series above converges absolutely: by the Schwarz
inequality
∞∑
j=1
‖βjηj(λ)‖ℓ2 6 ‖β‖ℓ2
(
∞∑
j=1
‖ηj(λ)‖2ℓ2
)1/2
= ‖β‖ℓ2 ‖η(λ)‖2 .
The set EλH1 is a pre-Hilbert space. We denote the closure of this set in ℓ2 by hλ :
(53) hλ := EλH1.
It is clear that the dimension function Λ(H0;F ) ∋ λ 7→ dim hλ is Borel measurable, since,
by definition,
dim hλ = rank(η(λ)) ∈ {0, 1, 2, . . . ,∞} ,
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and it’s clear that the matrix η(λ) is Borel measurable. Since the matrix ϕ(λ) is self-
adjoint, it is also clear that
dim hλ = rank(ϕ(λ)).
One can give one more formula for dim(λ)
Card {j : j is of non-zero type} = dim hλ.
Lemma 4.1. The system of vector-functions {ϕj(λ), j = 1, 2, . . .} satisfies the axioms of
the measurability base (Definition 2.15) for the family of Hilbert spaces {hλ}λ∈Λ(H0;F ) ,
given by (53).
Proof. For any fixed λ ∈ Λ(H0;F ), vectors ϕ1(λ), ϕ2(λ), . . . generate hλ by definition.
Measurability of functions Λ(H0;F ) ∋ λ 7→ 〈ϕj(λ), ϕk(λ)〉 follows from 3.14(viii). So,
both axioms of the measurability base hold. 
The field of Hilbert spaces
{hλ : λ ∈ Λ(H0;F )}
with measurability base
(54) λ 7→ Eλϕj = ϕj(λ), j = 1, 2, . . .
determines a direct integral of Hilbert spaces (see subsection 2.7)
(55) H :=
∫ ⊕
Λ(H0;F )
hλ dλ.
The vector ϕj(λ) is to be interpreted as the value of the vector ϕj at λ, as we shall see
later. Note that though the vectors ϕj(λ) ∈ hλ, j = 1, 2, . . . depend on the sequence (κj)
of weights of the frame F, their norms and scalar products
‖ϕj(λ)‖hλ , 〈ϕj(λ), ϕk(λ)〉
are independent of weights, as directly follows from 3.14(viii). This also means that if two
frames F1 and F2 have different weights, but the same frame vectors, and if λ belongs to
both full sets Λ(H0, F1) and Λ(H0, F2), then the Hilbert spaces hλ(H0, F1) and hλ(H0, F2)
are naturally isomorphic. The isomorphism is given by the correspondence
ϕ
(1)
j (λ)←→ ϕ(2)j (λ), j = 1, 2, . . . ,
where ϕ
(k)
j (λ), k = 1, 2, is the vector constructed using the frame Fk.
Example 4.2. Let λ ∈ [0, 2π). Let H = L2(T)⊖ {constants} and let
F =
∑
j∈Z∗
|j|−1 〈ϕj, ·〉ϕj ,
where ϕj = e
−ijλ and Z∗ = {±1,±2, . . .} . Let H0 be the multiplication by λ on [0, 2π) ≡
T. In this case
ϕ(λ) =
(|jk|−1 ei(j−k)λ)
j,k∈Z∗
and Λ(H0;F ) = R. For all λ ∈ [0, 2π), this matrix has rank one, so that there is only one
index of non-zero type and dim hλ = 1. This corresponds to the fact that H0 has simple
spectrum. Vectors f from H1 are absolutely continuous functions with L2 derivative. The
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value of ϕj at λ should be interpreted as the jth column of η(λ) =
√
ϕ(λ) over |j| . For
the only non-zero type index 1 we have
α1(0)
2 = 2
∞∑
n=1
n−2.
The matrix η(λ) is usually difficult to calculate, but in this case it can be easily calculated.
Since ϕ(λ) is one-dimensional, it follows that
η(λ) = α−11 (0)ϕ(λ).
So, in this case it is possible to write down an explicit formula for the evaluation opera-
tor Eλ. If f ∈ H1, then the Fourier series of f is
f =
∑
j∈Z∗
|j|−1βje−ijλ,
where (βj) ∈ ℓ2(Z∗) and by (52)
Eλf = η(λ)β = α1(0)
−1
∑
k∈Z∗
|k|−1 βke−ikλ
(|j|−1 eijλ)
j∈Z∗
= f(λ)ψ(λ),
where ψ(λ) = α1(0)
−1
(|j|−1 eijλ)
j∈Z∗
is a normalized vector from ℓ2(Z
∗). The one-
dimensional Hilbert space hλ is spanned by ψ(λ).
Lemma 4.3. For any j = 1, 2, . . . , the function Eϕj belongs to H and ‖Eϕj‖H 6 1.
Proof. We only need to show that ϕj(λ) = Eλϕj is square summable and that the estimate
holds. It follows from 3.14(viii) that
〈Eϕj,Eϕj〉H =
∫
Λ(H0;F )
〈ϕj(λ), ϕj(λ)〉 dλ
=
1
π
∫
Λ(H0;F )
〈ϕj, ImRλ+i0(H0)ϕj〉 dλ =: (E).
Since 1
π
〈ϕj , ImRλ+iy(H0)ϕj〉 is the Poisson integral of the function
〈
ϕj, E
H0
λ ϕj
〉
, it follows
from Theorem 2.4 that
1
π
〈ϕj , ImRλ+i0(H0)ϕj〉 = d
dλ
〈
ϕj, E
H0
λ ϕj
〉
for a.e. λ. Consequently,
(E) =
∫
Λ(H0;F )
d
dλ
〈
ϕj , E
H0
λ ϕj
〉
dλ 6 1.

Corollary 4.4. For any pair of indices j and k the function
Λ(H0;F ) ∋ λ 7→ 〈ϕj(λ), ϕk(λ)〉hλ
is summable and its L1-norm is 6 1.
Proof. This follows from Schwarz inequality and Lemma 4.3. 
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A function Λ(H0;F ) ∋ λ → f(λ) ∈ ℓ2 will be called H-measurable, if f(λ) ∈ hλ for
a.e. λ ∈ Λ(H0;F ), if f(·) is measurable with respect to the measurability base (54) and
if f ∈ H (i.e. if f is square summable).
We can define a linear operator E : H1 → H with dense domain D, by the formula
(56) (Eϕj)(λ) = ϕj(λ),
where D is defined by (35).
One can define a standard minimal coreA(H0, F ) of the absolutely continuous spectrum
of H0, acting on a framed Hilbert space, by the formula
A(H0, F ) =
∞⋃
i,j=1
A(mij),
where mij(∆) = 〈E∆ϕi, ϕj〉 is a (signed) spectral measure, and A(m) is a minimal support
of the absolutely continuous part of m, defined by (11).
Proposition 4.5. The dimension of the fiber Hilbert space hλ is not zero if and only if
λ ∈ A(H0, F ).
Proof. (⇐). If λ ∈ A(H0, F ), then for some pair (i, j) of indices λ ∈ A(mij). This means
that the limit Cmij (λ+ i0) exists and is not zero. This implies that ϕ(λ) = (ϕij(λ)) 6= 0,
as well as η(λ) 6= 0. So, the Hilbert space hλ is generated by at least one non-zero vector
ϕj(λ).
(⇒). If dim hλ 6= 0, then by definition (53) of hλ for some index j the vector ϕj(λ) =
κ−1j ηj(λ) is non-zero. Hence, the matrix η(λ) is non-zero. It follows that ϕ(λ) is non-zero.
If ϕij(λ) 6= 0, then λ ∈ A(mij). So, λ ∈ A(H0, F ). 
It follows from this Proposition that the direct integral (55) can be rewritten as
(57) H =
∫ ⊕
A(H0,F )
hλ dλ.
Hence, instead of the full set Λ(H0;F ) one can use A(H0, F ). However, since the set
Λ(H0;F ) has full Lebesgue measure, it is more convenient to work with.
Recall that the vectors ej(λ), j = 1, 2, . . . , corresponding to non-zero type indices j, are
the limit values of the non-zero type eigenvectors ej(λ + iy), j = 1, 2, . . . of η(λ + iy) =√
ϕ(λ+ iy).
Lemma 4.6. The system of ℓ2-vectors {ej(λ) : j is of non-zero type} is an orthonormal
basis of hλ.
Proof. Firstly, by 3.11(iv), the system of vectors {ej(λ) : j is of non-zero type} is or-
thonormal. In part (A) it is shown that this system is a subset of hλ; in part (B) it
is shown that the system is complete in hλ.
(A) By definition (53) of hλ, it is generated by {ϕ1(λ), ϕ2(λ), . . .} , or, which is the
same, by {η1(λ), η2(λ), . . .} . For a non-zero type index j, one can take the limit y → 0+
in (42) to get
ej(λ) = αj(λ)
−1
∞∑
k=0
ekj(λ)ηk(λ).
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It follows that {ej(λ) : j is of non-zero type} ⊂ hλ.
(B) For any index i the following formula holds
(58) ηi(λ+ iy) =
∞∑
k=1
αk(λ+ iy)eik(λ+ iy)ek(λ+ iy).
Indeed, this equality is equivalent to the following one
〈ηi(λ+ iy), ej(λ+ iy)〉 = αj(λ+ iy)eij(λ+ iy).
This equality follows from (40). Passing to the limit in (58), one gets
ηi(λ) =
∞∑
k=1,k∈Zλ
αk(λ)eik(λ)ek(λ).
It follows that the system {ej(λ), j is of non-zero type} is complete in hλ. 
This lemma implies that {ej(λ)} is an orthonormal measurability base for the direct
integral H.
Let Pλ ∈ B(ℓ2) be the projection onto hλ.
Lemma 4.7. There exists a measurable operator-valued function Λ(H0;F ) ∋ λ 7→ ψ(λ) ∈
C(ℓ2) such that ψ(λ) is a self-adjoint operator and
ψ(λ)ϕ(λ) = Pλ.
Proof. Since ϕ(λ) is a non-negative compact operator, this follows from the spectral the-
orem. We just set ψ(λ) = 0 on kerϕ(λ) and ψ(λ) = ϕ(λ)−1 on kerϕ(λ)⊥. 
Corollary 4.8. The family of orthogonal projections Pλ : ℓ2 → hλ is weakly measurable.
Proof. This follows from Lemmas 3.5 and 4.7. 
Lemma 4.9. A function f : Λ(H0;F ) ∋ λ 7→ f(λ) ∈ hλ is H-measurable if and only if it
is measurable as a function Λ(H0;F )→ ℓ2 and is square summable.
Proof. (If) Since the functions ϕj(λ) are measurable, if a function f : Λ(H0;F ) → ℓ2 is
measurable and f(λ) ∈ hλ, then all the functions 〈f(λ), ϕj(λ)〉hλ = 〈f(λ), ϕj(λ)〉ℓ2 are
measurable. Hence, f is H-measurable.
(Only if) Let f(λ) ∈ hλ be H-measurable, i.e. be such that for any j
〈ϕj(λ), f(λ)〉
is measurable and ‖f(λ)‖hλ ∈ L2(Λ, dλ). This implies that the vector
(κj 〈ϕj(λ), f(λ)〉) = (〈ηj(λ), f(λ)〉) = η(λ)f(λ)
is measurable. So, the function η2(λ)f(λ) = ϕ(λ)f(λ) is also measurable. Since by Lemma
4.7 there exists a measurable function ψ(λ), such that ψ(λ)ϕ(λ) = Pλ, the function f(λ)
is also measurable. 
Proposition 4.10. Let χ∆(·) be the characteristic function of ∆. The set of finite linear
combinations of functions
Λ(H0;F ) ∋ λ 7→ χ∆(λ)ϕj(λ) ∈ ℓ2,
where ∆ is an arbitrary Borel subset of Λ and j = 1, 2, . . . , is dense in H.
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Proof. This follows from Lemma 2.18. 
4.1. E is an isometry. Note that the system
{
ϕ
(a)
j
}
is complete in H(a), though it is,
in general, not linearly independent.
Proposition 4.11. Let H0 be a self-adjoint operator on a framed Hilbert space (H, F ).
The operator E : H1 → H, defined by (56), is bounded as an operator from H to H, so that
one can define E on the whole H by continuity. The operator E : H → H, thus defined,
vanishes on H(s) and is isometric on H(a).
Proof. Firstly, we show that E is bounded. It follows from the item 3.14(viii) that
〈Eϕj,Eϕk〉H =
∫
Λ
〈Eλϕj,Eλϕk〉hλ dλ
=
∫
Λ
〈ϕj(λ), ϕk(λ)〉hλ dλ =
1
π
∫
Λ
〈ϕj, ImRλ+i0(H0)ϕk〉 dλ.
Since by Theorem 2.4
(59)
1
π
〈ϕj, ImRλ+i0(H0)ϕk〉 = d
dλ
〈ϕj, Eλϕk〉 for a.e. λ ∈ Λ,
it follows that
〈Eϕj,Eϕk〉H =
∫
Λ
d〈ϕj, Eλϕk〉
dλ
dλ.
This implies that
〈Eϕj,Eϕk〉H =
∫
Λ
d〈ϕj, E(a)λ ϕk〉
dλ
dλ = 〈ϕj, E(a)Λ ϕk〉 = 〈ϕ(a)j , ϕ(a)k 〉.(60)
This equality implies that for any f ∈ D (see (35) for the definition of D) ‖Ef‖ =∥∥f (a)∥∥ 6 ‖f‖ , and so, E is bounded. Since also ‖Ef‖ = ∥∥P (a)f∥∥ for all f from the
dense set D, it follows that for any f ∈ H ‖Ef‖ = ∥∥P (a)f∥∥ . This implies that E vanishes
on H(s) and it is an isometry on H(a). The proof is complete. 
This Proposition implies that for any f ∈ H we have a vector-function f(λ) = Eλ(f) as
an element of the direct integral (55). The function f(λ) is defined for a.e. λ ∈ Λ, while
for regular vectors f ∈ H1 f(λ) is defined for all λ ∈ Λ(H0;F ).
Lemma 4.12. For any f, g ∈ H(a) the equality
〈f, g〉 =
∫
Λ
〈f(λ), g(λ)〉 dλ
holds.
Proof. Indeed, the right hand side of this equality is, by definition, 〈Ef,Eg〉
H
, which by
(60) is equal to 〈f, g〉H . 
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4.2. E is a unitary. The aim of this subsection is to show that the restriction of the
operator E : H → H to H(a) is unitary.
Lemma 4.13. Let ∆ be a Borel subset of Λ = Λ(H0;F ). If f ∈ EΛ\∆H, then f(λ) is
equal to zero on ∆ for a.e. λ ∈ ∆.
Proof. (A) If g =
N∑
j=1
αjϕj ∈ D (see (35)), then ‖E∆g‖2 =
∫
∆
〈g(λ), g(λ)〉 dλ.
Proof of (A).∫
∆
〈g(λ), g(λ)〉 dλ =
N∑
j=1
N∑
k=1
α¯jαk
∫
∆
〈ϕj(λ), ϕk(λ)〉 dλ
=
N∑
j=1
N∑
k=1
α¯jαk
∫
∆
d
dλ
〈ϕj, Eλϕk〉 dλ by Thm. 2.5
=
N∑
j=1
N∑
k=1
α¯jαk
∫
∆
d
dλ
〈
ϕj, E
(a)
λ ϕk
〉
dλ by Cor. 2.8
=
N∑
j=1
N∑
k=1
α¯jαk
〈
ϕj, E
(a)
∆ ϕk
〉
=
∥∥∥E(a)∆ g∥∥∥2 .
Since ∆ ⊂ Λ(H0;F ), it follows from Corollary 3.8 that E(a)∆ = E∆. It follows that∥∥∥E(a)∆ g∥∥∥2 = ‖E∆g‖2 .
(B) Proof of the lemma. Note that f ∈ EΛ\∆H implies that f is an absolutely continu-
ous vector for H0. Consequently, there exists a sequence f1, f2, . . . of vectors from P
(a)D
converging to f (in H). Then by Lemma 4.12∫
Λ(H0;F )
〈f(λ)− fn(λ), f(λ)− fn(λ)〉 dλ = ‖f − fn‖2 → 0.
Since by (A)∫
∆
〈fn(λ), fn(λ)〉 dλ = ‖E∆fn‖2 = ‖E∆(f − fn)‖2 6 ‖f − fn‖2 → 0,
it follows that ∫
∆
〈f(λ), f(λ)〉 dλ = 0.
So, f(λ) = 0 for a.e. λ ∈ ∆. 
Corollary 4.14. Let ∆ be a Borel subset of Λ(H0, F ) and let f, g ∈ H. If E∆f = E∆g,
then f(λ) = g(λ) for a.e. λ ∈ ∆.
Corollary 4.15. For any Borel subset ∆ of Λ(H0;F ) and any f ∈ H
E(E∆f)(λ) = χ∆(λ)f(λ) a.e. λ ∈ R.
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Corollary 4.16. Let ∆ be a Borel subset of Λ(H0;F ). For any f, g ∈ H,
〈E∆f, E∆g〉 =
∫
∆
〈f(λ), g(λ)〉 dλ.
Proposition 4.17. The map E : H(a) → H is unitary.
Proof. It has already been proven (Proposition 4.11) that E is an isometry with initial
space H(a). So, it is enough to show that the range of E coincides with H. Corollary
4.15 implies that the range of E contains all functions of the form χ∆(·)ϕj(·), where ∆ is
an arbitrary Borel subset of Λ(H0;F ) and j = 1, 2, 3 . . . Consequently, Proposition 4.10
completes the proof. 
4.3. Diagonality of H0 in H. The aim of this subsection is to prove Theorem 4.19, which
asserts that the direct integral H is a spectral representation of H for the operator H(a)0 .
Using standard step-function approximation argument, it follows from Corollary 4.15
that
Theorem 4.18. For any bounded Borel function h on Λ(H0;F ) and any f ∈ H
Eλ(h(H0)f) = h(λ)Eλf for a.e. λ ∈ Λ.
This theorem implies the following result.
Theorem 4.19. H
(a)
0 is naturally isomorphic to the operator of multiplication by λ on H
via the unitary mapping E : H(a) → H :
Eλ(H0f) = λEλf for a.e. λ ∈ R.
Nonetheless, we give another proof of this theorem.
Lemma 4.20. [Y, (1.3.12)] Let H be a self-adjoint operator on Hilbert space H, and let
f, g ∈ H. Then for a.e. λ ∈ R
λ
d
dλ
〈f, Eλg〉 = d
dλ
〈H0f, Eλg〉,
Proof of Theorem 4.19. It is enough to show that for any f ∈ E∆H, and for a.e. λ ∈ ∆
the equality Eλ(H0f) = λf(λ) holds, where ∆ is any bounded Borel subset of Λ.
This is equivalent to the statement: for any g ∈ E∆H∫
∆
〈Eλ(H0f), g(λ)〉 dλ =
∫
∆
λ 〈f(λ), g(λ)〉 dλ.
By continuity of H0E
H0
∆ and of the multiplicator λχ∆(λ), it is enough to consider the case
of f = E∆ϕj ∈ H(a) and g = E∆ϕk ∈ H(a). Then, by (59) and Corollary 4.14, the right
hand side of the previous formula is∫
∆
λ
d
dλ
〈ϕj , Eλϕk〉 dλ =
∫
∆
d
dλ
〈H0ϕj , Eλϕk〉 dλ = 〈H0ϕj , E∆ϕk〉 ,
where Lemma 4.20 has been used. Now, Corollary 4.16 completes the proof. 
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A complete set of unitary invariants of the absolutely continuous part H
(a)
0 of the
operator H0 is given by the sequence (Λ0,Λ1,Λ2, . . .), where
Λn = {λ ∈ Λ(H0;F ) : dim hλ = n} .
One of the versions of the spectral theorem says that there exists a direct integral
representation
H(a) ∼=
∫ ⊕
σˆ
hλ ρ(dλ),
of the Hilbert space H(a), which diagonalizes H(a)0 , where σˆ is a core of the spectrum of H0,
and ρ is a measure from the spectral type of H0. Actually, instead of changing the measure
ρ in its spectral type, it is possible to change (renormalize) the scalar product of the fiber
Hilbert spaces hλ. In the construction of the direct integral, given in this section, a frame
in H in particular fixes a renormalization of scalar products in fiber Hilbert spaces.
The operator Eλ is the evaluation operator which answers the question (29). As we have
seen, for any vector f ∈ H1 and any point λ of the set of full Lebesgue measure Λ(H0;F ),
one can define the value of the vector f at λ by the formula
f(λ) = Eλf.
Vectors f, which belong to H1, can be defined at every point of the set Λ(H0;F ), since
they are regular; or, rather the contrary, vectors of H1 should be considered regular, since
they can be defined at every point of Λ(H0;F ). If a vector f is not regular, that is, if
f /∈ H1, then one can define its value only at almost every point of Λ(H0;F ). Results of
this section fully justify this interpretation of the operator Eλ.
Remark 2. Recall that a vector f is called cyclic for a self-adjoint operator H0, if vectors
Hk0 f, k = 0, 1, 2, . . . generate the whole Hilbert space H. The construction of the direct
integral obviously implies that if H0 has a cyclic vector then dim hλ 6 1 for all λ ∈
Λ(H0;F ).
Remark 3. Clearly, the family Ω1 := {ej(λ)} is a measurability base and it generates the
same set of measurable vector-functions as the measurability base Ω0 := {ϕj(λ)} ; that is
Ωˆ0 = Ωˆ1. The family Ω1 is an orthonormal measurability base.
5. The resonance set R(λ; {Hr} , F )
In the previous section we have defined the evaluation operator Eλ. The evaluation
operator is defined on the set Λ(H0;F ). Since eventually the operator H0 is going to
be perturbed, one needs to investigate what happens to the set Λ(H0;F ) when H0 is
perturbed. Clearly, the complement of Λ(H0;F ) consists of points where the operator H0
behaves in some sense badly. Indeed, by Corollary 3.8 the set R \ Λ(H0;F ) is a core of
the singular spectrum of H0. So, one of the reasons, for which a vector f ∈ H cannot be
defined at some point λ ∈ R is that λ can be an eigenvalue of H0.
Many results of this section are generally well-known (for rank-one perturbations), cf.
e.g. [Ar, Ag, SW, S3]. I do not claim any originality for them.
So far we have considered a single fixed self-adjoint operator H0 on a Hilbert space H
with a frame F. Now we are going to perturb H0 by self-adjoint trace-class operators.
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We say that an operator-function R ∋ r 7→ A(r) is piecewise analytic in appropriate
norm, if there is a finite or infinite increasing sequence of numbers rj, j ∈ Z with no
finite accumulation points, such that the restriction of A(r) to any interval [rj−1, rj] has
analytic continuation in the norm to a neighbourhood of that interval. We do not assume
continuity of a piecewise-analytic path.
Given a frame F ∈ L2(H,K) in a Hilbert space H, we introduce a vector space A(F )
of trace-class operators by
(61) A(F ) = {FJF ∗ : J ∈ B(K)} .
For an operator FJF ∗ ∈ A(F ) we define its norm by
‖FJF ∗‖A(F ) = ‖J‖ .
Obviously, the vector space A(F ) with such a norm is a Banach space.
Assumption 5.1. Let F : H → K be a frame operator in a Hilbert space H. We assume
that the path
R ∋ r 7→ Hr
of self-adjoint operators in H satisfies the following conditions:
(i) Hr = H0 + Vr,
(ii) Vr = F
∗JrF, where Jr is a bounded self-adjoint operator on the Hilbert space K,
(iii) the path
R ∋ r 7→ Jr ∈ B(K)
is continuous and piecewise real-analytic.
In other words, Hr ∈ H0 +A(F ) and the path {Hr} is A(F )-analytic.
Clearly, V0 = 0. Obviously, the path {Vr} is continuous and piecewise real-analytic with
values in L1(K), so that the trace-class derivative
V˙r = F
∗J˙rF
exists and it is trace-class. Since the derivative V˙r belongs to A(F ), it can be considered
as an operator H−1 → H1. Clearly, V˙r satisfies the following condition:
(62) V˙r : H−1 →H1 is a bounded operator.
Assumption 5.1 is not too restrictive, as the following lemma shows.
Lemma 5.2. Let H be a self-adjoint operator in H and let V be a self-adjoint trace-
class operator in H. There exists a frame F ∈ L2(H,K) and a path {Hr} which satisfies
Assumption 5.1, such that H0 = H and H1 = H + V.
Proof is obvious.
Let
Tz(Hr) = FRz(Hr)F
∗.
Lemma 5.3. If operators Aα, A ∈ B(H) are invertible and Aα → A uniformly, then
A−1α → A−1 uniformly.
The following lemma and its proof are well-known (cf. e.g. [Ag, Theorem 4.2], [Y,
Lemma 4.7.8]). They are given for completeness.
54 NURULLA AZAMOV
Lemma 5.4. The operator 1 + JrTz(H0) is invertible for all r ∈ R and all z ∈ C \ R.
Proof. The second resolvent equality implies that (Aronszajn’s equation [Ar], cf. also [SW,
S3])
(63) Tz(Hr)(1 + JrTz(H0)) = Tz(H0).
Since Tz(H0) is compact, if 1 + JrTz(H0) is not invertible, then there exists a non-zero
ψ ∈ K, such that
(64) (1 + JrTz(H0))ψ = 0.
Combining this equality with (63) gives Tz(H0)ψ = 0. Combining this equality with (64)
gives ψ = 0. This contradiction shows that 1 + JrT0(z) is invertible. 
While the operator 1+JrTz(H0) is invertible for all non-real values of z, the operator 1+
JrTλ+i0(H0) may not be invertible at some points. The set of points where 1+JrTλ+i0(H0)
is not invertible is of special importance.
Proposition 5.5. Let {Hr, r ∈ [a, b]} be a path of self-adjoint operators on H with
frame F, which satisfies Assumption 5.1. Let λ ∈ Λ(H0;F ). For any s ∈ [a, b] the following
assertions are equivalent:
(1±) the operator 1 + JsTλ±i0(H0) is not invertible;
(2±) the operator 1 + Tλ±i0(H0)Js is not invertible;
(3±) the operator 1 + VsRλ±i0(H0) is not invertible in H1;
(4±) the operator 1 +Rλ±i0(H0)Vs is not invertible in H−1.
Proof. The condition (1±) is equivalent to (2±) by (12). The condition (1±) is equivalent to
(2∓) since a bounded operator T is invertible if and only if T
∗ is invertible. Equivalence of
(1±) to (3±) and equivalence of (2±) to (4±) follow from the fact that F
∗ is an isomorphism
of K and H1 and F is an isomorphism of H−1 and K. 
Definition 5.6. We denote by
(65) R(λ; {Hr} , F )
the set of all those real numbers s for which any (and hence all) of the conditions of
Proposition 5.5 holds. We call this set the resonance set at λ.
Lemma 5.7. The set R(λ; {Hr} , F ) is discrete, i.e. it has no finite accumulation points.
Proof. Since Vr is a piecewise analytic function, this directly follows from the analytic
Fredholm alternative (Theorem 2.21). 
Lemma 5.8. Let λ ∈ R be such that the limit Tλ+i0(H0) exists in the norm topology.
Then the limit Tλ+i0(Hr) exists in the norm topology if and only if r /∈ R(λ; {Hr} , F ).
Proof. (Only if) Assume that Tλ+i0(Hr) exists. Taking the norm limit y = Im z → 0 in
(63), one gets
Tλ+i0(Hr)(1 + JrTλ+i0(H0)) = Tλ+i0(H0).(66)
Since Tλ+i0(H0) is compact, 1 + JrTλ+i0(H0) is not invertible if and only if there exists a
non-zero ψ ∈ H, such that (1+JrTλ+i0(H0))ψ = 0. This and (66) imply that Tλ+i0(H0)ψ =
0. Hence ψ = 0. This contradiction shows that 1 + JrTλ+i0(H0) is invertible.
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(If) By (63) and Lemma 5.4,
(67) Tλ+iy(Hr) = Tλ+iy(H0)
[
1 + JrT0(λ+ iy)
]−1
.
If 1 + JrT0(λ + i0) is invertible, then by Lemma 5.3 the limit of the right hand side as
y → 0+ exists in the norm topology. 
Theorem 5.9. Let {Hr} be a path of self-adjoint operators on H with frame F, which
satisfies Assumption 5.1. Let λ ∈ Λ(H0;F ). For all r /∈ R(λ; {Hr} , F ) the inclusion
λ ∈ Λ(Hr;F ) holds, where R(λ; {Hr} , F ) is a discrete subset of R, defined in (65).
Proof. (A) Since λ ∈ Λ(H0, F ), the limit Tλ+i0(H0) exists in the norm topology. It follows
from Lemma 5.8, that the norm limit of
Tλ+iy(Hr) = FRλ+iy(Hr)F
∗
also exists.
Now, in order to prove that λ ∈ Λ(Hr, F ), we need to show that the limit of
F ImRλ+iy(Hr)F
∗ exists in L1-norm.
(B) The formula
(68) ImTz(Hr) = (1 + Tz¯(H0)Jr)
−1 ImTz(H0) (1 + JrTz(H0))
−1
holds. This follows from (67).
(C) Since r /∈ R(λ; {Hr} , F ), it follows from Lemmas 5.3 and 5.4 that
(1 + Tz¯(H0)Jr)
−1 and (1 + JrTz(H0))
−1
converge in ‖·‖ as y = Im z → 0+. Since, by definition of Λ(H0;F ), ImTz(H0) converges
to ImTλ+i0(H0) in L1(K), it follows from (68) that ImTz(Hr) also converges in L1(K) as
Im z → 0+. Hence, λ ∈ Λ(Hr;F ).
That R(λ; {Hr} , F ) is a discrete subset of R follows from Lemma 5.7. 
Theorem 5.9 shows that the resonance subset of the plane (λ, r) behaves differently with
respect to the spectral parameter λ and with respect to the coupling constant r. While
for a fixed r the resonance set is a more or less arbitrary null set, and, consequently, can
be very bad, for a fixed λ the resonance set is a discrete subset of R.
The discreteness property of the resonance set R(λ; {Hr} , F ) for a.e. λ is used in an
essential way in subsection 8.2.
Proposition 5.10. If λ ∈ Λ(H0;F ) is an eigenvalue of Hr, then r ∈ R(λ; {Hr} , F ).
Proof. Since, by Corollary 3.8, the complement of Λ(Hr;F ) is a support of the singular
spectrum of Hr, which includes all eigenvalues of Hr, it follows that if λ ∈ Λ(H0;F ) is an
eigenvalue of Hr, then λ /∈ Λ(Hr;F ), so that by Theorem 5.9 r ∈ R(λ; {Hr} , F ). 
This proposition partly explains why elements of R(λ; {Hr} , F ) are called resonance
points. Note that the inclusion r ∈ R(λ; {Hr} , F ) does not necessarily imply that λ is an
eigenvalue of Hr.
Theorem 5.11. Let λ ∈ Λ(H0;F ). Then λ /∈ Λ(Hr;F ) if and only if r ∈ R(λ; {Hr} , F ).
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Proof. The only if part has been established in Theorem 5.9. The if part says that
λ ∈ Λ(Hr;F ) implies r /∈ R(λ; {Hr} , F ). This follows from Lemma 5.8. 
Remark 4. As can be seen from the proofs, existence of Tλ+i0(H0) in L∞(K) or existence
of ImTλ+i0(H0) in L1(K) is not essential for the above theorem. In the definition of
Λ(H0, F ) the ideals L1(K) and L∞(K) can be replaced by any Lp(K), p ∈ [1,∞], or even
by any pair of invariant operator ideals S1 and S2. That is, one can consider sets
Λ(H0, F ;S1,S2) = {λ ∈ R : F ImRλ+i0(H0)F ∗ exists in S1&FRλ+i0(H0)F ∗ exists in S2} ,
so that, in particular, Λ(H0, F ) = Λ(H0, F ;L1,L∞). What the last theorem is saying is
that, as long as r0 is not a resonance point, the regularity of λ is the same for r = 0 and
r = r0.
5.1. Essentially regular points. Let A = H0+A(F ) be the affine space of self-adjoint
operators associated with a pair (H0, F ). Theorem 5.11 shows that regularity of a point
λ ∈ R with respect to an operator H ∈ A does not depend on the path {Hr} . This
observation suggests the following definition.
Let us fix a frame operator F on a Hilbert space H and an affine space A = H0+A(F )
of self-adjoint operators.
Definition 5.12. We say that a real number λ is essentially regular, if there exists an
operator H ∈ A such that λ ∈ Λ(H,F ).
The set of essentially regular numbers we shall denote by Λ(A, F ). So, by definition,
Λ(A, F ) =
⋃
H∈A
Λ(H,F ).
We say that a real number λ is essentially singular, if it is not essentially regular. Ob-
viously, the set Λ(A, F ) of essentially regular points has full Lebesgue measure. By def-
inition, essentially singular spectrum of a pair (A, F ) is the set of all essentially singular
points. Essentially singular spectrum is a null set.
Definition 5.13. If a real number λ is essentially regular, then an operator H ∈ A will be
called resonant at λ, if λ /∈ Λ(H,F ). Otherwise, we say that H is regular or non-resonant
at λ operator.
We denote the set of regular at λ operators by
Γ(λ;A, F ) = Γ(λ).
The complement of Γ(λ;A, F ) in A will be called the resonance set and will be denoted
by R(λ;A, F ).
Note that if λ is essentially singular, then every operator H ∈ A is resonant at λ,
though formally in this case the notion of a resonant at λ operator does not make sense.
The following reformulation of Theorem 5.11 will be useful.
Theorem 5.14. Let λ be an essentially regular point, and let H0 be an operator regular
at λ. Let V = F ∗JF and let H = H0 + V. The operator H is regular at λ if and only if
the operator
1 + JTλ+i0(H0)
is invertible.
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Definition 5.15. Let λ be an essentially regular point, and let H0 be an operator resonant
at λ. An operator V ∈ A(F ) is regularizing, if the operator H0 + V is regular at λ. An
operator V is a regularizing direction, if the H0 + rV is regular at λ for some r ∈ R.
Theorem 5.16. For every essentially regular point λ ∈ R, the resonance set R(λ;A, F )
is a closed nowhere dense subset of A. Moreover, intersection of any real-analytic path (in
particular, a straight line) in A with R(λ;A, F ) is either a discrete set or coincides with
the path itself.
Proof. Since λ is an essentially regular point, there exists an operator H0 ∈ A regular
at λ. If H is another operator regular at λ and if F ∗JF = H − H0, then it follows from
Theorem 5.11 that the operator
1 + JTλ+i0(H0)
is invertible. Since for small norm-perturbations of J the latter operator remains to be
invertible, it follows from Theorem 5.11 that some neighborhood of H in A also belongs
to Γ(λ;A, F ). It follows that Γ(λ;A, F ) is an open set, that is, R(λ;A, F ) is closed.
Now, assume that R(λ;A, F ) contains an open ball U. Since λ is essentially regular,
there exists H0 ∈ Γ(λ;A, F ). Let l be the straight line which passes through H0 and the
center of the ball U. By Theorem 5.11, the intersection U ∩ l must be a discrete set, which
is is clearly impossible. This proves that R(λ;A, F ) has empty interior and hence it is
nowhere dense (since it is closed).
Let l be a real-analytic path in A. That R(λ;A, F ) either contains l or intersects l at
a discrete set follows from Theorem 5.11. 
6. Wave matrix w±(λ;Hr, H0)
In the main setting of the abstract scattering theory, which considers trace-class per-
turbations V of arbitrary self-adjoint operators H0, one first shows existence of the wave
operators (Kato-Rosenblum theorem, [Ka, R], cf. also [Y, §6.2])
W±(H1, H0) : H(a)(H0)→H(a)(H1),
where H1 = H0 + V, and after that one shows existence of the wave matrices
(69) w±(λ;H1, H0) : hλ(H0)→ hλ(H1)
for almost every λ ∈ R, where hλ(Hj) is a fiber Hilbert space from a direct integral,
diagonalizing the absolutely continuous parts H
(a)
j , j = 1, 2, of the operators Hj. A draw-
back of this definition is that, for a given point λ ∈ R, it is not possible to say whether
w±(λ;H1, H0) is defined or not. This is because the fiber Hilbert spaces hλ(Hj) are not
explicitly defined: they exist for almost every λ, but for a fixed λ the space hλ(Hj) is not
defined.
But if we fix a frame F in the Hilbert space H, then for λ ∈ Λ(H0;F ) ∩ Λ(H1;F )
it becomes possible to define the wave matrices w±(λ;H1, H0) as operators (69),
where hλ(Hj), j = 1, 2, are the fiber Hilbert spaces associated with the fixed frame by
(53).
While the original proof of Kato and Rosenblum used time-dependent methods, the
method of this paper is based on the stationary approach to abstract scattering theory
from [BE, Y]. Combination of ideas from [BE, Y] with the construction of the direct
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integral, given in section 4, allows to define wave matrices w±(λ;Hr, H0) for all λ from
the set of full Lebesgue measure Λ(H0;F )∩Λ(Hr;F ) and prove all their main properties,
including the multiplicative property.
In this section H0 is a self-adjoint operator on H with frame F, V is a trace-class self-
adjoint operator, for which the path Vr = rV satisfies the condition (62). We note again,
that for any trace-class self-adjoint operator V there exists a frame F, such that (62) holds
for Vr = rV. Consequently, the condition (62) does not impose any additional restrictions
on the perturbation V, except the trace-class condition.
6.1. Operators a±(λ;Hr, H0). In [Ag], instead of sandwiching the resolvent, it is consid-
ered as acting on appropriately defined Hilbert spaces. Following this idea, we consider
the limit value Rλ+i0(H0) of the resolvent as an operator
Rλ+i0(H0) : H1 →H−1.
Recall that all Hilbert spaces Hα, α ∈ R, are naturally isomorphic with the isomorphism
being
|F |β−α : Hα → Hβ.
So, if we have an operator-function A(y), y > 0, with values in some subclass of B(H),
such that the limit
lim
y→0
|F |αA(y) |F |β
exists in the topology of that class, then the limit
lim
y→0
A(y)
exists in the topology of the corresponding subclass of B(Hβ,H−α). In this way we write
A(0), meaning by this an operator from Hβ to H−α. It is not necessary to use this con-
vention, but otherwise we would need to write a lot of F ’s in the subsequent formulas,
thus making them cumbersome.
Thus, in an expression such as
Rλ∓iy(H0)Vr
with y > 0, both operators Rλ∓iy(H0) and Vr can be understood as operators from H to
H, or the operator Vr can be understood as an operator from H−1 to H1 and the operator
Rλ∓iy(H0) can be understood as an operator from H1 to H−1. But when we take the limit
y → 0 and write
Rλ∓i0(H0)Vr
both operators should be understood in the second sense, so that the product above is an
operator from H−1 to H−1. That is, in the product the operator Vr : H−1 → H1 means
actually the operator |F |Vr |F | , acting in the following way:
H1
|F |
←−−−−− H Vr←−−−−− H
|F |
←−−−−− H−1.
In the Hilbert space H the operator Rλ∓i0(H0)Vr (if one wishes) should be written as
|F |Rλ∓i0(H0) |F |Vr,
where Vr is understood as acting from H to H.
In the sequel we constantly use this convention without further reference.
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Lemma 6.1. If λ ∈ Λ(Hr;F ), then
Rλ±iy(Hr)→ Rλ±i0(Hr)
in L∞(H1,H−1) as y → 0+.
Proof. This follows from Proposition 3.10 and definition of Λ(H0, F ). 
Lemma 6.2. If λ ∈ Λ(Hr;F ), then
ImRλ+iy(Hr)→ ImRλ+i0(Hr)
in L1(H1,H−1) as y → 0+.
Proof. This follows from Theorem 2.22 and Proposition 3.10. 
We now investigate the forms (cf. [Y, Definition 2.7.2])
a±(Hr, H0; f, g;λ) := lim
y→0+
y
π
〈Rλ±iy(Hr)f, Rλ±iy(H0)g〉 .
Unlike [Y, Definition 2.7.2], we treat a±(Hr, H0;λ) not as a form, but as an operator
from H1 to H−1. In [Y, §5.2] it is proved that this form is well-defined for a.e. λ ∈ R. In
the next proposition we give an explicit set of full measure on which a±(Hr, H0;λ) exists.
Proposition 6.3. If λ ∈ Λ(Hr;F ) ∩ Λ(H0;F ), then the limit
(70) lim
y→0+
y
π
Rλ∓iy(Hr)Rλ±iy(H0)
exists in L1(H1,H−1).
Proof. We have (cf. e.g. [Y, (2.7.10)])
y
π
Rλ∓iy(Hr)Rλ±iy(H0)
=
1
π
ImRλ+iy(Hr)
[
1 + VrRλ±iy(H0)
]
=
[
1− Rλ∓iy(Hr)Vr
]
· 1
π
ImRλ+iy(H0).
(71)
Since λ ∈ Λ(H0;F ) ∩ Λ(Hr;F ), by Lemma 6.2, the limits of ImRλ+iy(H0) and
ImRλ+iy(Hr) exist in L1(H1,H−1). Also, by Lemma 6.1, the limits of Rλ±iy(H0) and
Rλ±iy(Hr) exist in L∞(H1,H−1), while Vr : H−1 → H1 is a bounded operator (see (62)).
It follows that the limit (70) exists in L1(H1,H−1). 
Definition 6.4. Let λ ∈ Λ(Hr;F ) ∩ Λ(H0;F ). The operators
a±(λ;Hr, H0) : H1 → H−1
are the limits (70) taken in L1(H1,H−1) topology.
Proposition 6.5. If λ ∈ Λ(Hr;F ) ∩ Λ(H0;F ), then, in L1(H1,H−1), the equalities
a±(λ;Hr, H0) =
[
1− Rλ∓i0(Hr)Vr
]
· 1
π
ImRλ+i0(H0)
=
1
π
ImRλ+i0(Hr)
[
1 + VrRλ±i0(H0)
](72)
hold.
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Proof. This follows from (71), Lemmas 6.1, 6.2, Proposition 6.3 and (62). 
Note that products such as Rλ∓i0(Hr)Vr · 1π ImRλ+i0(H0) should be and are understood
as acting in the following way:
H−1
Rλ∓i0(Hr)←−−−−−−− H1
Vr←−−−− H−1
1
pi
ImRλ+i0(H0)←−−−−−−−−−− H1.
Lemma 6.6. Let λ ∈ Λ(Hr;F ) ∩ Λ(H0;F ) and let f ∈ H1. If Eλ(H0)f = 0, then
a±(λ;Hr, H0)f = 0.
Proof. This follows from (see 3.15(vii) and (37))
(73) E♦λ (H0)Eλ(H0) =
1
π
ImRλ+i0(H0)
(as equality in L1(H1,H−1)) and Proposition 6.5. 
6.2. Definition of the wave matrix w±(λ;Hr, H0). Since from now on we need direct
integral representations (55) for different operators Hr = H0 + Vr, we denote the fiber
Hilbert space, corresponding to Hr by h
(r)
λ or by hλ(Hr).
In this section we define the wave matrix w±(λ;Hr, H0) as a form and prove that it is
well-defined and bounded, so that it defines an operator.
Definition 6.7. Let λ ∈ Λ(Hr;F )∩Λ(H0;F ). The wave matrix w±(λ;Hr, H0) is a densely
defined form
w±(λ;Hr, H0) : h
(r)
λ × h(0)λ → C,
defined by the formula
(74) w±(λ;Hr, H0) (Eλ(Hr)f,Eλ(H0)g) = 〈f, a±(λ;Hr, H0)g〉1,−1 ,
where f, g ∈ H1.
It is worth to note that this definition depends on endpoint operators H0 and Hr, but
it does not depend on the path {Hs}s∈[0,r] connecting the endpoints.
One needs to show that the wave matrix is well-defined.
Proposition 6.8. For any λ ∈ Λ(Hr;F ) ∩ Λ(H0;F ) the form w±(λ;Hr, H0) is well-
defined, and it is bounded with norm 6 1.
Proof. That w±(λ;Hr, H0) is well-defined follows from Lemma 6.6.
Further, by Schwarz inequality, for any f, g ∈ H1,
y
π
|〈f, Rλ−iy(Hr)Rλ+iy(H0)g〉|
=
y
π
|〈Rλ+iy(Hr)f, Rλ+iy(H0)g〉|
6
y
π
|〈Rλ+iy(Hr)f, Rλ+iy(Hr)f〉|1/2 |〈Rλ+iy(H0)g, Rλ+iy(H0)g〉|1/2
=
1
π
|〈f, ImRλ+iy(Hr)f〉|1/2 · |〈g, ImRλ+iy(H0)g〉|1/2 .
(75)
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Taking the limit y → 0+, one gets, using Lemma 6.2, Proposition 6.3 and (73),∣∣∣〈f, a±(λ;Hr, H0)g〉1,−1∣∣∣ 6 ‖Eλ(Hr)f‖h(r)
λ
· ‖Eλ(H0)g‖h(0)
λ
.
It follows that the wave matrix is bounded with bound less or equal to 1. 
So, the form w±(λ;Hr, H0) is defined on h
(r)
λ × h(0)λ . We will identify the form w±(λ)
with the corresponding operator from h
(0)
λ to h
(r)
λ , so that
w±(λ;Hr, H0)(Eλ(Hr)f,Eλ(H0)g) = 〈Eλ(Hr)f, w±(λ;Hr, H0)Eλ(H0)g〉 ,
where f, g ∈ H1. Note that it follows from the definition of w±(λ;Hr, H0) that
(76) E♦λ (Hr)w±(λ;Hr, H0)Eλ(H0) = a±(λ;Hr, H0).
The following proposition follows immediately from the definition of w±(λ;Hr, H0).
Proposition 6.9. 1. Let λ ∈ Λ(H0;F ). Then
w±(λ;H0, H0) = Id.
2. Let λ ∈ Λ(Hr;F ) ∩ Λ(H0;F ). Then
(77) w∗±(λ;Hr, H0) = w±(λ;H0, Hr).
Proof. 1. For any f, g ∈ H1, one has
〈Eλ(H0)f, w±(λ;H0, H0)Eλ(H0)g〉)h(0)
λ
= 〈f, a±(λ;H0, H0)g〉1,−1 by (74)
=
1
π
〈f, ImRλ+i0(H0)g〉1,−1 by (72)
=
〈
f,E♦λ (H0)Eλ(H0)g
〉
1,−1
by (73)
= 〈Eλ(H0)f,Eλ(H0)g〉h(0)
λ
, by (37)
where (73) has been used. Since EλH1 is, by definition, dense in hλ (see (53) ) and since,
by Proposition 6.8, the wave matrix w±(λ;Hr, H0) is bounded, it follows from the last
equality that w±(λ;H0, H0) = 1.
2. This follows directly from the definition of w±(λ;Hr, H0). The details are omitted
since later we derive this property of the wave matrix from the multiplicative property. 
6.3. Multiplicative property of the wave matrix. We have shown that the wave
matrix is a bounded operator from h
(0)
λ to h
(r)
λ . The next thing to do is to show that
it is a unitary operator. Unitary property of the wave matrix is a consequence of the
multiplicative property and the norm bound ‖w±‖ 6 1.
In this subsection we establish the multiplicative property of the wave matrix. We shall
intensively use objects such as ϕj(λ+ iy), bj(λ+ iy) and so on, associated to a self-adjoint
operator Hr on a fixed framed Hilbert space (H, F ). Which self-adjoint operator these
objects are associated with will be clear from the context. For example, if one meets an
expression Rλ+iy(Hr)bj(λ+ iy), then this means that bj(λ+ iy) is associated with Hr.
Lemma 6.10. Let λ ∈ Λ(H0;F ). If f =
∞∑
k=1
βkκkϕk ∈ H1 (so that (βj) ∈ ℓ2), then
〈Eλ+iy(H0)f, ej(λ+ iy)〉ℓ2 = αj(λ+ iy) 〈β, ej(λ+ iy)〉ℓ2 .
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Proof. One has
〈Eλ+iy(H0)f, ej(λ+ iy)〉 =
〈
Eλ+iy(H0)
∞∑
k=1
βkκkϕk, ej(λ+ iy)
〉
=
〈
∞∑
k=1
βkκkEλ+iy(H0)ϕk, ej(λ+ iy)
〉
=
〈
∞∑
k=1
βkηk(λ+ iy), ej(λ+ iy)
〉
by (43)
=
∞∑
k=1
β¯k 〈ηk(λ+ iy), ej(λ+ iy)〉
=
∞∑
k=1
β¯kαj(λ+ iy)ekj(λ+ iy)
= αj(λ+ iy) 〈β, ej(λ+ iy)〉ℓ2 .
The second equality holds, since Eλ+iy is a bounded operator from H1 to ℓ2. The fourth
equality holds, since the series
∞∑
k=1
βkηk is absolutely convergent. The fifth equality holds,
since ej(λ+iy) is an eigenvector of the matrix η(λ+iy) with the eigenvalue αj(λ+iy). 
For definition of an index of type zero see subsection 3.10.
Lemma 6.11. Let λ ∈ Λ(H0;F ) and f ∈ H1. If j is an index of zero-type, then
〈Eλ+iy(H0)f, ej(λ+ iy)〉 → 0,
as y → 0.
Proof. Using Lemma 6.10 (and its representation for f) and the definition of ej(λ + iy)
we have
|〈Eλ+iy(H0)f, ej(λ+ iy)〉| = αj(λ+ iy)
∣∣〈β, ej(λ+ iy)〉ℓ2∣∣
6 αj(λ+ iy) ‖β‖ ‖ej(λ+ iy)‖ = αj(λ+ iy) ‖β‖ .
If j is an index of zero type, then, by definition, αj(λ + iy) → 0 as y → 0. The proof is
complete. 
Lemma 6.12. Let λ ∈ Λ(Hr;F ) ∩ Λ(H0;F ). If j is of zero-type, then for any f ∈ H1,
(78)
y
π
〈Rλ±iy(Hr)f, Rλ±iy(H0)bj(λ+ iy)〉 → 0,
as y → 0.
Proof. The first equality in (71) and 3.15(i) imply that
y
π
〈Rλ±iy(Hr)f,Rλ±iy(H0)bj(λ+ iy)〉
= 〈Eλ+iy(H0)[1 + VrRλ±iy(Hr)]f,Eλ+iy(H0)bj(λ+ iy)〉
= 〈Eλ+iy(H0)[1 + VrRλ±iy(Hr)]f, ej(λ+ iy)〉,
(79)
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where the second equality follows from the definition (48) of bj(λ+iy). Since by Lemma 6.1
the resolvent Rλ±iy(Hr) converges as an operator from H1 to H−1, and since V maps H−1
to H1 (see (62) ), it follows that the vector V Rλ±iy(Hr)f converges in H1 as y → 0. Now,
applying Lemma 6.10 and using the fact that for indices of zero type j the eigenvalues
αj(λ + iy) converge to 0, we conclude that the expression in (78) converges to 0 as
y → 0. 
The following lemma is well-known and therefore its proof is omitted.
Lemma 6.13. If a non-increasing sequence f1, f2, . . . of continuous functions on [0, 1]
converges pointwise to 0, then it also converges to 0 uniformly.
Lemma 6.14. Let λ ∈ Λ(H0;F ). The sum
∞∑
j=N
αj(λ+ iy)
2
converges to 0 as N →∞ uniformly with respect to y ∈ [0, 1].
Proof. Let fN (y) be this sum. Since f1(y) = ‖η(λ+ iy)‖22 , it follows from 3.8(iii) and
(iv), that f1(y), and, consequently, all fN(y) are continuous functions of y in [0, 1]. So, we
have a non-increasing sequence fN (y) of continuous non-negative functions, converging
pointwise to 0 as N →∞. It follows from Lemma 6.13 that the sequence fN(y) converges
to 0 as N →∞ uniformly with respect to y ∈ [0, 1]. 
Lemma 6.15. Let λ ∈ Λ(Hr;F ) ∩ Λ(H0;F ). If f ∈ H1, then the sequence( y
π
)2 ∞∑
j=N
|〈Rλ±iy(Hr)f, Rλ±iy(H0)bj(λ+ iy)〉|2 , N = 1, 2, . . .
converges to 0 as N →∞, uniformly with respect to y > 0.
Proof. We prove the lemma for the plus sign. The formula (79) and Lemma 6.10 imply
that
(E) :=
(y
π
)2 ∞∑
j=N
|〈Rλ+iy(Hr)f, Rλ+iy(H0)bj(λ+ iy)〉|2
=
∞∑
j=N
|〈Eλ+iy(H0)[1 + VrRλ+iy(Hr)]f, ej(λ+ iy)〉|2
=
∞∑
j=N
|αj (λ+ iy) 〈β(λ+ iy), ej(λ+ iy)〉|2 ,
where β(λ+ iy) = (βk(λ+ iy)) ∈ ℓ2, and
[1 + VrRλ+iy(Hr)]f =
∞∑
k=1
βk(λ+ iy)κkϕk ∈ H1.
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Since [1 + VrRλ+iy(Hr)]f converges in H1 as y → 0, the sequence (βk(λ + iy)) converges
in ℓ2 as y → 0. It follows that ‖β(λ+ iy)‖ℓ2 6 C for all y ∈ [0, 1]. Hence,
(E) 6 C2
∞∑
j=N
αj(λ+ iy)
2.
By Lemma 6.14, the last expression converges to 0 uniformly. 
In the following theorem we prove the multiplicative property of the wave matrix.
This is a well-known property [Y], but the novelty is that we give an explicit set of full
measure, such that for all λ from that set the wave matrices are explicitly defined and
the multiplicative property holds.
Theorem 6.16. Let {Hr} be a path satisfying Assumption 5.1. If λ ∈ Λ(H0;F ) and
if r0, r1, r2 are not resonance points of the path {Hr} for this λ (that is, if r0, r1, r2 /∈
R(λ; {Hr} , F )), then
w±(λ;Hr2, Hr0) = w±(λ;Hr2, Hr1)w±(λ;Hr1, Hr0).
Proof. We prove this equality for + sign. Let f, g ∈ H1. It follows from 3.16(vi) that
y
π
〈Rλ+iy(Hr2)f,Rλ+iy(Hr0)g〉
=
(y
π
)2 ∞∑
j=1
〈Rλ+iy(Hr2)f, Rλ+iy(Hr1)bj(λ+ iy)〉
· 〈Rλ+iy(Hr1)bj(λ+ iy), Rλ+iy(Hr0)g〉 ,
(80)
where the series converges absolutely, since the set of vectors
{√
y
π
Rλ+iy(Hr1)bj(λ+ iy)
}
is orthonormal and complete (see 3.16(vi)). Applying Schwarz inequality to (80) and
using Lemma 6.15, one can take the limit y → 0 in this formula. By Lemma 6.12, the
summands with zero-type j disappear after taking the limit y → 0.
It follows from this and Definition 6.4 of a±, that
〈f,a+(λ;Hr2, Hr0)g〉1,−1
=
∞∑
j=1
〈f, a+(λ;Hr2, Hr1)bj(λ+ i0)〉1,−1 〈bj(λ+ i0), a+(λ;Hr1, Hr0)g〉1,−1,
(81)
where the summation is over indices of non-zero type. By definition (74) of w±, it follows
from (81) that
〈E(r2)λ f, w±(λ;Hr2, Hr0)E(r0)λ g〉
=
∞∑
j=1
〈E(r2)λ f, w±(λ;Hr2, Hr1)E(r1)λ bj(λ+ i0)〉 〈E(r1)λ bj(λ+ i0), w±(λ;Hr1, Hr0)E(r0)λ g〉
=
∞∑
j=1
〈E(r2)λ f, w±(λ;Hr2, Hr1)ej(λ+ i0)〉 〈ej(λ+ i0), w±(λ;Hr1, Hr0)E(r0)λ g〉
= 〈E(r2)λ f, w±(λ;Hr2, Hr1)w±(λ;Hr1, Hr0)E(r0)λ g〉,
(82)
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where in the last equality Lemma 4.6 was used. Since the set EλH1 is dense in hλ, the
proof is complete. 
Corollary 6.17. Let λ ∈ Λ(Hr;F )∩Λ(H0;F ). Then w±(λ;Hr, H0) is a unitary operator
from h
(0)
λ to h
(r)
λ and (77) holds.
Proof. Indeed, using the first part of Proposition 6.9 and the multiplicative property of
the wave matrix (Theorem 6.16), one infers that
w±(λ;H0, Hr)w±(λ;Hr, H0) = w±(λ;H0, H0) = 1
and
w±(λ;Hr, H0)w±(λ;H0, Hr) = w±(λ;Hr, Hr) = 1.
Since by Proposition 6.8 ‖w±(λ;Hr, H0)‖ 6 1, it follows that w±(λ;Hr, H0) is a unitary
operator and
w∗±(λ;Hr, H0) = w±(λ;H0, Hr).

Remark 6.18. There is an essential difference between
√
y
π
Rλ+iy(H0) (or
√
y
π
Rλ−iy(H0))
and Eλ+iy(H0). While they have some common features (see formulae 3.16(iv) and
3.16(v)), the second operator is better than the first one. Actually, as it can be seen from
the definitions of
√
y
π
Rλ+iy(H0) and Eλ+iy(H0), these operators “differ” by the phase part.
This statement is enforced by the fact that the L2(H1,H) norm of the difference√
y
π
Rλ+iy(H0)−
√
y1
π
Rλ+iy1(H0)
remains bounded as y, y1 → 0, even though it does not converge to 0. Convergence is
hindered by the non-convergent phase part, which is absent in Eλ+iy(H0).
6.4. The wave operator. Recall that a family of operators Aλ : hλ(H0) → hλ(H1) is
measurable, if it maps measurable vector-functions to measurable vector-functions. Recall
that if
A =
∫ ⊕
Λ
A(λ) dλ and B =
∫ ⊕
Λ
B(λ) dλ,
then
AB =
∫ ⊕
Λ
A(λ)B(λ) dλ.
We define the wave operator W± as the direct integral of wave matrices:
(83) W±(Hr, H0) :=
∫ ⊕
Λ(Hr ;F )∩Λ(H0;F )
w±(λ;Hr, H0) dλ.
It is clear from (74) that the operator-function
Λ(Hr;F ) ∩ Λ(H0;F ) ∋ λ 7→ w±(λ;Hr, H0)
is measurable, so that the integral above makes sense.
The following well-known theorem (cf. [Y, Chapter 2]) is a direct consequence of the
definition (83) of the wave operator W±, Theorem 6.16 and Corollary 6.17.
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Theorem 6.19. Let {Hr} be a path of self-adjoint operators which satisfies Assump-
tion 5.1. The wave operator W±(Hr, H0) : H(a)(H0) → H(a)(Hr) possesses the following
properties.
(i) W±(Hr, H0) is a unitary operator.
(ii) W±(Hr, H0) = W±(Hr, Hs)W±(Hs, H0).
(iii) W ∗±(Hr, H0) = W±(H0, Hr).
(iv) W±(H0, H0) = 1.
If we define W±(Hr, H0) to be zero on the singular subspace H(s)(H0), then the part
(iv) becomes
W±(H0, H0) = P
(a)(H0).
That is, W±(Hr, H0) becomes a partial isometry with initial space H(a)(H0) and final
space H(a)(Hr). So,
W±(Hr, H0) = W±(Hr, H0)P
(a)(H0) = P
(a)(Hr)W±(Hr, H0).
Theorem 6.20. (cf. [Y, Theorem 2.1.4]) For any bounded measurable function h on R
(84) h(Hr)W±(Hr, H0) =W±(Hr, H0)h(H0).
Also,
(85) HrW±(Hr, H0) =W±(Hr, H0)H0.
Proof. This follows from the definition (83) of W± and Theorem 4.18. 
As a consequence, we also get the Kato-Rosenblum theorem.
Corollary 6.21. The operators H
(a)
0 and H
(a)
1 , considered as operators on absolutely
continuous subspaces H(a)(H0) and H(a)(H1) respectively, are unitarily equivalent.
This follows from (85).
7. Connection with time-dependent definition of the wave operator
In this section we show that the wave operator defined by (83) coincides with the clas-
sical time-dependent definition. In this subsection I follow [Y]. Though the proofs follow
almost verbatim those in [Y] (in [Y] the proofs are given in a more general setting), they
are given here for reader’s convenience and completeness. On the other hand, availability
of the evaluation operator Eλ allows to simplify the proofs slightly.
In abstract scattering theory the wave operator is usually defined by the formula (cf.
e.g. [Y, (2.1.1)])
(86) W±(Hr, H0) = lim
t→±∞
eitHre−itH0P (a)(H0) =:
s
W±(Hr, H0),
where the limit is taken in the strong operator topology. Since we define the wave operator
in a different way, this formula becomes a theorem.
We denote by P
(a)
r the projection P (a)(Hr).
The weak wave operators
w
W± are defined, if they exist, by the formula
(87)
w
W±(Hr, H0) := lim
t→±∞
P (a)r e
itHre−itH0P
(a)
0 ,
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where the limit is taken in the weak operator topology.
Proof of the existence of the wave operator in the strong operator topology uses the
existence of the weak wave operator and the multiplicative property of it. The proof of
the latter constitutes the main difficulty of the stationary approach.
The following lemma is taken from [Y, Lemma 5.3.1].
Lemma 7.1. If g ∈ H is such that ‖Eλg‖hλ 6 N for a.e. λ ∈ Λ(H0;F ), then∫ ∞
−∞
∥∥∥Fe−itH0P (a)0 g∥∥∥2 dt 6 2πN2 ‖F‖22 .
Proof. (A) For any frame vector ϕj the following estimate holds:∫ ∞
−∞
∣∣∣〈e−itH0P (a)0 g, ϕj〉∣∣∣2 dt 6 2πN2.
Proof. Note that g(λ) is defined for a.e. λ ∈ Λ(H0;F ) as an element of the direct
integral H. It follows from Theorem 4.18 and Lemma 4.12 that〈
e−itH0P
(a)
0 g, ϕj
〉
=
∫
Λ(H0;F )
e−iλt 〈g(λ), ϕj(λ)〉 dλ
=
√
2πfˆj(t),
where fj(λ) = 〈g(λ), ϕj(λ)〉 and fˆj is the Fourier transform of fj . It follows that
(E) :=
∫ ∞
−∞
∣∣∣〈e−itH0P (a)0 g, ϕj〉∣∣∣2 dt
= 2π
∫ ∞
−∞
∣∣∣fˆj(t)∣∣∣2 dt = 2π ∫
Λ(H0;F )
|fj(λ)|2 dλ
= 2π
∫
Λ(H0;F )
|〈g(λ), ϕj(λ)〉|2 dλ 6 2πN2
∫
Λ(H0;F )
‖ϕj(λ)‖2 dλ
6 2πN2.
We write here Λ(H0;F ) instead of R, but since Λ(H0;F ) has full Lebesgue measure, it
makes no difference. The proof of (A) is complete.
(B) Using the Parseval equality one has (recall that (ψj) is the orthonormal basis from
the definition (31) of the frame operator F )
(E) :=
∫ ∞
−∞
∥∥∥Fe−itH0P (a)0 g∥∥∥2 dt = ∫ ∞
−∞
∞∑
j=1
∣∣∣〈Fe−itH0P (a)0 g, ψj〉∣∣∣2 dt
=
∫ ∞
−∞
∞∑
j=1
κ2j
∣∣∣〈e−itH0P (a)0 g, ϕj〉∣∣∣2 dt
=
∞∑
j=1
κ2j
∫ ∞
−∞
∣∣∣〈e−itH0P (a)0 g, ϕj〉∣∣∣2 dt.
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Now, it follows from (A) that
(E) 6
∞∑
j=1
κ2j · 2πN2 = 2πN2 ‖F‖22 .
The proof is complete. 
For the following theorem, see e.g. [Y, Theorem 5.3.2]
Theorem 7.2. The weak wave operators (87) exist.
Proof. (A) For any f, f0 ∈ H the estimate∣∣∣ 〈e−it2Hre−it2H0f0, f〉− 〈e−it1Hre−it1H0f0, f〉 ∣∣∣
6 ‖Jr‖
(∫ t2
t1
∥∥Fe−it2H0f0∥∥2 dt)1/2(∫ t2
t1
∥∥Fe−it2Hrf∥∥2 dt)1/2 .
holds.
Proof. For any f, f0 ∈ H,
d
dt
〈
e−itH0f0, e
−itHrf
〉
=
〈
(−iH0)e−itH0f0, e−itHrf
〉
+
〈
e−itH0f0, (−iHr)e−itHrf
〉
= −i 〈(Hr −H0)e−itH0f0, e−itHrf〉
= −i 〈Vre−itH0f0, e−itHrf〉
= −i 〈JrFe−itH0f0, F e−itHrf〉 ,
where in the last equality the decomposition Vr = F
∗JrF was used. It follows that〈
e−it2Hre−it2H0f0, f
〉− 〈e−it1Hre−it1H0f0, f〉
= −i
∫ t2
t1
〈
JrFe
−it2H0f0, F e
−it2Hrf
〉
dt.
Using the Schwarz inequality, this implies that∣∣∣ 〈e−it2Hre−it2H0f0, f〉− 〈e−it1Hre−it1H0f0, f〉 ∣∣∣
6 ‖Jr‖
∫ t2
t1
∥∥Fe−it2H0f0∥∥ ∥∥Fe−it2Hrf∥∥ dt
6 ‖Jr‖
(∫ t2
t1
∥∥Fe−it2H0f0∥∥2 dt)1/2(∫ t2
t1
∥∥Fe−it2Hrf∥∥2 dt)1/2 .
(B) Let N ∈ R. Let g, g0 ∈ H be such that for a.e. λ ∈ Λ(H0;F )
(88)
∥∥∥Eλ(H0)P (a)0 g0∥∥∥
h
(0)
λ
6 N and
∥∥Eλ(Hr)P (a)r g∥∥h(r)
λ
6 N.
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Applying the estimate (A) to the pair of vectors f = P (a)(Hr)g and f0 = P
(a)(H0)g0, it
now follows from the estimates (88) and Lemma 7.1, that∣∣∣ 〈e−it2Hre−it2H0P (a)(H0)g0, P (a)(Hr)g〉− 〈e−it1Hre−it1H0P (a)(H0)g0, P (a)(Hr)g〉 ∣∣∣
6 ‖Jr‖ · 2πN2 ‖F‖22 .
Consequently, the right hand side vanishes, when t1, t2 → ±∞. It follows that the limits
lim
t→±∞
〈
P (a)r e
−itHre−itH0P
(a)
0 g0, g
〉
exist. Since the set of vectors g0, g, which satisfy the estimate (88) for some N, is dense
in H, it follows from the last estimate that the weak wave operators (87) exist. 
The following theorem and its proof follow verbatim [Y, Theorem 2.2.1]
Theorem 7.3. If the weak wave operators
w
W±(Hr, H0) exist and
(89)
w
W±(Hr, H0)
∗
w
W±(Hr, H0) = P
(a)
0 ,
then the strong wave operators
s
W±(Hr, H0) exist and coincide with the weak wave opera-
tors
w
W±(Hr, H0).
Proof. We have
E±(t) :=
∥∥∥eitHre−itH0P (a)0 f− wW±f∥∥∥2
=
〈
eitHre−itH0P
(a)
0 f−
w
W±f, e
itHre−itH0P
(a)
0 f−
w
W±f
〉
=
〈
P
(a)
0 f, f
〉
− 2Re
〈
eitHre−itH0P
(a)
0 f,
w
W±f
〉
+
〈 w
W±f,
w
W±f
〉
.
Since
w
W± = P
(a)
r
w
W±, it follows from (87) that the second term on the right-hand side
of this equality converges to −2
〈 w
W±f,
w
W±f
〉
as t→ ±∞. It follows from this and (89)
that
lim
t→±∞
E±(t) =
〈
P
(a)
0 f, f
〉
−
〈 w
W
∗
±
w
W±f, f
〉
= 0.
That is, the strong wave operators
s
W± exist and are equal to
w
W±. 
The next theorem is taken from [Y, Chapter 2].
Theorem 7.4. The strong wave operators
s
W± exist and coincide with W±.
Proof. (A) Let f, g ∈ H1 and let Λ = Λ(Hr;F ) ∩ Λ(H0;F ). For every λ ∈ Λ the vectors
f (r)(λ) = Eλ(Hr)f and g
(0)(λ) = Eλ(H0)g are well-defined and the functions f
(r)(·) and
g(0)(·) are H-measurable in the corresponding direct integrals, so that
f˜ := P (a)r f =
∫ ⊕
Λ
f (r)(λ) dλ, g˜ := P
(a)
0 g =
∫ ⊕
Λ
g(0)(λ) dλ.
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It follows from the definitions (83) and (74) of the wave operatorW± and the wave matrix
w±(λ) that 〈
f˜ ,W±(Hr, H0)g˜
〉
=
∫
Λ
〈
f (r)(λ), w±(λ;Hr, H0)g
(0)(λ)
〉
h
(r)
λ
dλ
=
∫
Λ
〈
f˜ , a±(λ;Hr, H0)g˜
〉
1,−1
dλ.
By definition (6.4) of the operators a±(λ), it follows from the last equality that
(90)
〈
f˜ ,W±(Hr, H0)g˜
〉
=
∫
Λ
lim
y→0
y
π
〈
Rλ±iy(Hr)f˜ , Rλ±iy(H0)g˜
〉
dλ.
(B) Claim: the limit and the integral can be interchanged.
Let Y be a Borel subset of Λ and let
fy =
y
π
〈
Rλ±iy(Hr)f˜ , Rλ±iy(H0)g˜
〉
.
The Schwarz inequality implies∫
Y
|fy| dλ 6 y
π
∫
Y
∥∥∥Rλ±iy(Hr)f˜∥∥∥ ‖Rλ±iy(H0)g˜‖ dλ
6
(
y
π
∫
Y
∥∥∥Rλ±iy(Hr)f˜∥∥∥2 dλ)1/2( y
π
∫
Y
‖Rλ±iy(H0)g˜‖2 dλ
)1/2
6
(
1
π
∫
Y
〈
ImRλ+iy(Hr)f˜ , f˜
〉
dλ
)1/2(
1
π
∫
Y
〈ImRλ+iy(H0)g˜, g˜〉 dλ
)1/2
Since f˜ is an absolutely continuous vector for Hr and since g˜ is an absolutely continuous
vector forH0, the functions
1
π
〈
ImRλ+iy(Hr)f˜ , f˜
〉
and 1
π
〈ImRλ+iy(H0)g˜, g˜〉 are Poisson in-
tegrals of summable functions d
dλ
〈
EHrλ f˜ , f˜
〉
and d
dλ
〈
EH0λ g˜, g˜
〉
respectively. From Lemma
2.3 and from the above estimate it now follows that for fy the conditions of Vitali’s
Theorem 2.2 hold. Hence, Vitali’s theorem completes the proof of (A).
(C) Claim:
w
W±(Hr, H0) = W±(Hr, H0).
Proof. Using [Y, (2.7.2)], it follows from (90) and (B) that〈
f˜ ,W±(Hr, H0)g˜
〉
= lim
ε→0
2ε
∫ ∞
0
e−2εt
〈
e∓itHr f˜ , e∓itH0 g˜
〉
dt.
Since, by Theorem 7.2, the function t 7→
〈
e∓itHr f˜ , e∓itH0 g˜
〉
has a limit, as t→∞, equal
to
〈
f˜ ,
w
W±(Hr, H0)g˜
〉
, it follows that the right hand side of the last equality is also equal
to
〈
f˜ ,
w
W±(Hr, H0)g˜
〉
. Hence,〈
f˜ ,W±(Hr, H0)g˜
〉
=
〈
f˜ ,
w
W±(Hr, H0)g˜
〉
.
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Since for any self-adjoint operator H the set P (a)(H)H1 is dense in H(a)(H) and since
both operators
w
W±(Hr, H0) and W±(Hr, H0) vanish on singular subspace H(s)(H0) of H0,
it follows that W±(Hr, H0) =
w
W±(Hr, H0).
(D) Since for W± the multiplicative property holds (Theorem 6.19(ii)), it follows from
(C) that the multiplicative property holds also for the weak wave operator
w
W±. Further,
by Theorem 7.3 existence of the weak wave operator and the multiplicative property imply
that the strong wave operator
s
W± exists and coincides with the wave operator as defined
in (83). 
Remark 7.5. The operator
s
W±(Hr, H0) acts on H, while the operator W±(Hr, H0) acts
on the direct integralH. In Theorem 7.4 byW±(Hr, H0) one, of course, means the operator
E
∗(Hr)W±(Hr, H0)E(H0) : H → H.
Theorem 7.4, in particular, shows that the operators W±(Hr, H0) are independent from
the choice of the frame F in the sense that the operators E∗(Hr)W±(Hr, H0)E(H0) are
independent from F.
8. The scattering matrix
In [Y] the scattering matrix S(λ;H1, H0) is defined via a direct integral decomposition
of the scattering operator S(H1, H0). In our approach, we first define S(λ;H1, H0), while
the scattering operator S(H1, H0) is defined as a direct integral of S(λ;H1, H0).
Definition 8.1. For λ ∈ Λ(Hr;F )∩Λ(H0;F ) we define the scattering matrix S(λ;Hr, H0)
by the formula
(91) S(λ;Hr, H0) := w
∗
+(λ;Hr, H0)w−(λ;Hr, H0).
We list some properties of the scattering matrix which immediately follow from this
definition (cf. [Y, Chapter 7]).
Theorem 8.2. Let {Hr} be a path of operators which satisfy Assumption 5.1. Let
λ ∈ Λ(H0;F ) and r /∈ R(λ; {Hr} , F ). The scattering matrix S(λ;Hr, H0) possesses the
following properties.
(i) S(λ;Hr, H0) : h
(0)
λ → h(0)λ is a unitary operator.
(ii) For any h such that r + h /∈ R(λ; {Hr} , F ) the equality
S(λ;Hr+h, H0) = w
∗
+(λ;Hr, H0)S(λ;Hr+h, Hr)w−(λ;Hr, H0)
holds.
(iii) For any h such that r + h /∈ R(λ; {Hr} , F ) the equality
S(λ;Hr+h, H0) = w
∗
+(λ;Hr, H0)S(λ;Hr+h, Hr)w+(λ;Hr, H0)S(λ;Hr, H0)
holds.
Proof. (i) By Corollary 6.17 the operators w∗+(λ;Hr, H0) and w−(λ;Hr, H0) are unitary.
It follows that their product S(λ;Hr, H0) = w
∗
+(λ;Hr, H0)w−(λ;Hr, H0) is also unitary.
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(ii) From the definition of the scattering matrix (91) and multiplicative property of the
wave matrix (Theorem 6.16) it follows that
S(λ;Hr+h, H0) = w
∗
+(λ;Hr+h, H0)w−(λ;Hr+h, H0)
= (w+(λ;Hr+h, Hr)w+(λ;Hr, H0))
∗w−(λ;Hr+h, Hr)w−(λ;Hr, H0)
= w+(λ;Hr, H0)
∗w+(λ;Hr+h, Hr)
∗w−(λ;Hr+h, Hr)w−(λ;Hr, H0)
= w+(λ;Hr, H0)
∗S(λ;Hr+h, Hr)w−(λ;Hr, H0).
Note that since r, r + h /∈ R(λ; {Hr} , F ), all the operators above make sense.
(iii) It follows from (ii) and unitarity of the wave matrix (Corollary 6.17), that
S(λ;Hr+h, H0) = w+(λ;Hr, H0)
∗S(λ;Hr+h, Hr)w−(λ;Hr, H0)
= w+(λ;Hr, H0)
∗S(λ;Hr+h, Hr)w+(λ;Hr, H0)(w
∗
+(λ;Hr, H0)w−(λ;Hr, H0))
= w∗+(λ;Hr, H0)S(λ;Hr+h, Hr)w+(λ;Hr, H0)S(λ;Hr, H0).
The proof is complete. 
We define the scattering operator by the formula
(92) S(Hr, H0) :=
∫ ⊕
Λ(Hr ;F )∩Λ(H0;F )
S(λ;Hr, H0) dλ.
It follows from the definition of the wave operator (83) and the definition of the scattering
matrix that
S(Hr, H0) = W
∗
+(Hr, H0)W−(Hr, H0),
which is a usual definition of the scattering operator.
By Remark 7.5, the definition of the scattering operator (92) is independent from the
choice of the frame operator F.
Theorem 8.3. [Y, Chapter 7] The scattering operator (92) has the following properties
(i) The scattering operator S(Hr, H0) : H(a)(H0)→H(a)(H0) is unitary.
(ii) The equality
S(Hr+h, H0) =W+(H0, Hr)S(Hr+h, Hr)W−(Hr, H0)
holds.
(iii) The equality
S(Hr+h, H0) = W+(H0, Hr)S(Hr+h, Hr)W+(Hr, H0)S(Hr, H0)
holds.
(iv) The equality
S(Hr, H0)H0 = H0S(Hr, H0)
holds.
Proof. (i) This follows from Theorem 8.2(i).
(ii) This follows from Theorem 8.2(ii).
(iii) This follows from Theorem 8.2(iii).
(iv) follows from the definition of the scattering operator (91) and Theorem 4.18. 
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8.1. Stationary formula for the scattering matrix. The aim of this subsection is to
prove the stationary formula for the scattering matrix.
Lemma 8.4. If λ ∈ Λ(Hr;F ) ∩ Λ(H0;F ), then
(1 +Rλ−i0(H0)Vr) · ImRλ+i0(Hr) · (1 + VrRλ−i0(H0))
= ImRλ+i0(H0)
[
(1− 2iVr[1− Rλ+i0(Hr)Vr]) ImRλ+i0(H0)
](93)
as equality in L1(H1,H−1).
Proof. We write
R0 = Rλ+i0(H0), R
∗
0 = Rλ−i0(H0), Rr = Rλ+i0(Hr), R
∗
r = Rλ−i0(Hr).
Then the last formula becomes
(94) (1 +R∗0Vr) · ImRr · (1 + VrR∗0) = ImR0
[
1− 2iVr(1− RrVr) ImR0
]
.
Note that by the second resolvent identity
Rr = (1− RrVr)R0.(95)
Using (72), one has
(1 +R∗0Vr) ImRr = ImR0(1− VrRr).
Further, using (95),
1− 2iVr(1−RrVr) ImR0 = 1− Vr(1− RrVr)(R0 − R∗0)
= 1− Vr(1− RrVr)R0 + Vr(1− RrVr)R∗0
= 1− VrRr + Vr(1− RrVr)R∗0
= (1− VrRr)(1 + VrR∗0).
Combining the last two formulae completes the proof. 
In the following theorem, we establish for trace-class perturbations well-known station-
ary formula for the scattering matrix (cf. [Y, Theorems 5.5.3, 5.5.4, 5.7.1]).
Theorem 8.5. For any λ ∈ Λ(Hr;F )∩Λ(H0;F ) the stationary formula for the scattering
matrix
(96) S(λ;Hr, H0) = 1λ − 2πiEλ(H0)Vr(1 +Rλ+i0(H0)Vr)−1E♦λ (H0)
holds.
(The meaning of notation 1λ is clear, though the subscript λ will be often omitted).
Proof. For λ ∈ Λ(Hr;F ) ∩ Λ(H0;F ), the second resolvent identity
Rz(Hr)− Rz(H0) = −Rz(Hr)VrRz(H0) = −Rz(H0)VrRz(Hr),
implies that the stationary formula can be written as
(97) S(λ;Hr, H0) = 1− 2πiEλ(H0)Vr(1−Rλ+i0(Hr)Vr)E♦λ (H0).
It follows that it is enough to prove the equality
w∗+(λ;Hr, H0)w−(λ;Hr, H0) = 1− 2πiEλ(H0)Vr(1− Rλ+i0(Hr)Vr)E♦λ (H0).
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Since the set Eλ(H0)H1 is dense in h(0)λ = hλ(H0), it is enough to show that for any
f, g ∈ H1 〈
Eλ(H0)f, w
∗
+(λ;Hr, H0)w−(λ;Hr, H0)Eλ(H0)g
〉
h
(0)
λ
=
〈
Eλf,
(
1− 2πiEλVr(1− Rλ+i0(Hr)Vr)E♦λ
)
Eλg
〉
h
(0)
λ
.
In other words, using Lemma 8.4 and (73), it is enough to show that
(E) := 〈w+(λ;Hr, H0)Eλ(H0)f, w−(λ;Hr, H0)Eλ(H0)g〉h(r)
λ
=
〈
f, (1 +Rλ−i0(H0)Vr)
1
π
ImRλ+i0(Hr) (1 + VrRλ−i0(H0)) g
〉
1,−1
.
(98)
Let ε > 0. Since Eλ(Hr)H1 is dense in h(r)λ (see (53)), there exists h ∈ H1 such that the
vector
(99) a := w+(λ;Hr, H0)Eλ(H0)f − Eλ(Hr)h ∈ h(r)λ
has norm less than ε. Definition (74) of w−(λ;Hr, H0) implies that
(E) = 〈w+(λ;Hr, H0)Eλ(H0)f, w−(λ;Hr, H0)Eλ(H0)g〉h(r)
λ
= 〈Eλ(Hr)h+ a, w−(λ;Hr, H0)Eλ(H0)g〉h(r)
λ
= 〈h, a−(λ;Hr, H0)(λ)g〉1,−1 + 〈a, w−(λ;Hr, H0)Eλ(H0)g〉h(r)
λ
.
So, by the second equality of (72)
(E) =
〈
h,
1
π
ImRλ+i0(Hr)[1 + VrRλ−i0(H0)]g
〉
+ 〈a, w−(λ;Hr, H0)Eλ(H0)g〉 .
Further, by (73) and (99),
(E) = 〈Eλ(Hr)h,Eλ(Hr)[1 + VrRλ−i0(H0)]g〉
+ 〈a, w−(λ;Hr, H0)Eλ(H0)g〉
= 〈w+(λ;Hr, H0)Eλ(H0)f − a,Eλ(Hr)[1 + VrRλ−i0(H0)]g〉
+ 〈a, w−(λ;Hr, H0)Eλ(H0)g〉
= 〈Eλ(H0)f, w+(λ;H0, Hr)Eλ(Hr)[1 + VrRλ−i0(H0)]g〉
− 〈a,Eλ(Hr)[1 + VrRλ−i0(H0)]g〉+ 〈a, w−(λ;Hr, H0)Eλ(H0)g〉 .
By definition (74) of w+(λ;Hr, H0), it follows that
(E) = 〈f, a+(λ;H0, Hr)[1 + VrRλ−i0(H0)]g〉+ remainder,
where
remainder := 〈a, w−(λ;Hr, H0)Eλ(H0)g − Eλ(Hr)[1 + VrRλ−i0(H0)]g〉 .
By the first equality of (72),
(E) =
〈
f, [1 +Rλ−i0(H0)Vr]
1
π
ImRλ+i0(Hr)[1 + VrRλ−i0(H0)]g
〉
+ remainder.
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Since the norm of the remainder term can be made arbitrarily small, it follows that
(E) =
〈
f, [1 +Rλ−i0(H0)Vr]
1
π
ImRλ+i0(Hr)[1 + VrRλ−i0(H0)]g
〉
.
The proof is complete. 
As it can be seen from the proof, the remainder term in the proof of the last theorem
is actually equal to zero and so it does not depend on a choice of the vector h ∈ H1; that
is, for any f, g ∈ H
〈w+(λ;Hr, H0)Eλ(H0)f, w−(λ;Hr, H0)Eλ(H0)g − Eλ(Hr)[1 + VrRλ−i0(H0)]g〉 = 0.
Since the set w+(λ;Hr, H0)Eλ(H0)H1 is dense in hλ(Hr), it follows that
Corollary 8.6. For any λ ∈ Λ(Hr;F ) ∩ Λ(H0;F ) the following equality holds:
w−(λ;Hr, H0)Eλ(H0) = Eλ(Hr)[1 + VrRλ−i0(H0)].
From this equality and (98) it also follows that
w+(λ;Hr, H0)Eλ(H0) = Eλ(Hr)[1 + VrRλ+i0(H0)].
These equalities are analogues of Lippmann-Schwinger equations for scattering states (see
e.g. [T]).
Corollary 8.7. If λ ∈ Λ(Hr;F ) ∩ Λ(H0;F ), then S(λ;Hr, H0) ∈ 1 + L1(h(0)λ ).
Proof. Since E♦λ ∈ L2(h(0)λ ,H−1), V ∈ B(H−1,H1), Rλ+i0(H0) ∈ L∞(H1,H−1) and Eλ ∈
L2(H1, h(0)λ ), this follows from (97). 
Physicists (see e.g. [T]) write the stationary formula in a form as it looks in (96). As it
is often the case with notation used by physicists, the stationary formula, as it is written
by physicists, does not have a rigorous mathematical sense.
In the paper [BE], M. Sh.Birman and S.B. E`ntina created a mathematically rigorous
stationary scattering theory for trace-class perturbations. In order to give the stationary
formula a rigorous meaning, they factorized the perturbation V in a form G∗JG with
Hilbert-Schmidt operator G : H → K and a bounded operator J : K → K, and rewrote
the stationary formula for the scattering matrix in the form (see also [Y])
(100) S(λ;H0 + V,H0) = 1− 2πiZ(λ;G)(1 + JTλ+i0(H0))−1JrZ∗(λ;G),
where
Z(λ;G)f = F(G∗f)(λ), Tz(H0) = GRz(H0)G
∗,
and where F is an isomorphism of the absolutely continuous (with respect to H0) subspace
of H to a direct integral of Hilbert spaces∫ ⊕
σˆ
hλ dρ(λ),
such that
F(H0f)(λ) = λF(f)(λ) a.e. λ ∈ R.
Existence of such an isomorphism is a consequence of the spectral theorem. The stationary
formula has been rewritten in the form (100), since all ingredients of this formula can be
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given a rigorous sense (see [BE, Y]): Tλ+i0(H0) exists for a.e. λ by Theorem 2.23, and,
while the operator F does not make sense at a given point λ of the spectral line, combined
with a Hilbert-Schmidt operator G∗ in Z(λ;G), it defines a bounded operator for a.e. λ.
In this way, the stationary formula is given a rigorous sense for a.e. λ. One drawback
of the classical approach of [BE] to stationary scattering theory is that it is impossible
to keep track of the set of full Lebesgue measure for which the stationary formula holds
(already because the isomorphism F is intrinsically defined for a.e. λ, but it cannot be
defined at a given point λ).
In the approach to stationary scattering theory given in this paper, all the ingredients
of the stationary formula — as it is written by physicists — are given a rigorous sense;
as a consequence, there is no need to consider operators such as Z(λ;G). The function of
these operators is performed by the frame operator F.
One can also note here that, while factorizations such as V = G∗JG have no physical
meaning (at least I am not aware of them), the background frame operator F may have
a physical meaning, since, as it was discussed in subsection 3.1, in the case of the Hilbert
space L2(M, g) with (M, g) a Riemannian manifold, F bears the same information as the
Laplace operator ∆, which in its turn is determined by the metric, that is, by gravitation4.
Proposition 8.8. The scattering matrix S(λ;Hr, H0) is a meromorphic function of r
with values in 1 + L1(h(0)λ ), which admits analytic continuation to all resonance points of
the path {Hr} .
Proof. Since Rλ+i0(H0) is compact, the function
R ∋ r 7→ S(λ;Hr, H0) ∈ 1 + L1(h(0)λ )
admits meromorphic continuation to C by (96) and the analytic Fredholm alternative
(see Theorem 2.21). Since S(λ;Hr, H0) is also bounded (unitary-valued) on the set
{r ∈ R : λ ∈ Λ(Hr;F )} , which by Theorem 5.9 has discrete complement in R, it follows
that S(λ;Hr, H0) has analytic continuation to R ⊂ C, that is, the Laurent expansion
of S(λ;Hr, H0) (as a function of the coupling constant r) in a neighbourhood of any
resonance point r0 ∈ R(λ; {Hr} , F ) does not have negative powers of r − r0. 
Though this proposition is quite straightforward it seems to be new (to the best knowl-
edge of the author). Proposition 8.8 asserts that the scattering matrix does not notice,
in a certain sense, resonance points. There is a modified “scattering matrix”
S˜(λ+ i0;Hr, H0) = 1− 2ir
√
ImTλ+i0(H0)J(1 + rTλ+i0(H0)J)
−1
√
ImTλ+i0(H0),
introduced in [Pu], which, unlike the scattering matrix, does notice the resonance points.
This has some implications which have been discussed in [Az2] and in the setting of this
paper they will be discussed in section 10.
8.2. Infinitesimal scattering matrix. Let {Hr} be a path of operators which satisfies
Assumption 5.1.
4I am not a physicist, and this is a purely speculative remark
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If λ ∈ Λ(H0;F ), then, by 3.15(vi), the Hilbert-Schmidt operator Eλ : H1 → hλ is
well defined. Hence, for any λ ∈ Λ(H0;F ), it is possible to introduce the infinitesimal
scattering matrix
ΠH0(H˙0)(λ) : h
(0)
λ → h(0)λ
by the formula
(101) ΠH0(H˙0)(λ) = Eλ(H0)H˙0E
♦
λ (H0),
where E♦λ : hλ → H−1 is a Hilbert-Schmidt operator as well (see Subsection 3.6.1). Here
by H˙0 we mean the value of the trace-class derivative H˙r at r = 0. Since Eλ(H0) and
E
♦
λ (H0) are Hilbert-Schmidt operators, and H˙0 : H−1 → H1 is bounded, it follows that
ΠH0(H˙0)(λ) is a self-adjoint trace-class operator on the fiber Hilbert space h
(0)
λ .
The notion of infinitesimal scattering matrix was introduced in [Az].
We note the following simple property of ΠH(V )(λ).
Lemma 8.9. The operator (transformator)
A(F ) ∋ V 7→ ΠH(V )(λ) ∈ L1 (hλ(H0))
is bounded.
Proof. This follows from the estimate∥∥Eλ(H0)V E♦λ (H0)∥∥L1(hλ) 6 ‖Eλ‖L2(H1,hλ) ‖V ‖B(H−1,H1) ∥∥E♦λ ∥∥L2(hλ,H−1) .

Dependence of ΠH(V )(λ) on H does not make an exact sense, since for different H the
infinitesimal scattering matrix acts in different Hilbert spaces hλ(H). But given an analytic
path {Hr} of operators, we can identify Hilbert spaces hλ(Hr) and hλ(Hs) in a natural
way via the unitary operator w±(λ;Hr, Hs). So, one can ask how the operator-function
R ∋ r 7→ w±(λ;H0, Hr)ΠHr(V )(λ)w±(λ;Hr, H0) ∈ L1 (hλ(H0))
depends on r. It turns out that this function is very regular, as we shall see.
As for dependence on λ, in the context of arbitrary self-adjoint operators, the depen-
dence of ΠH(V )(λ) on λ has to be very bad.
Lemma 8.10. Let {Hr} be a path as above. Let r0 be a point of analyticity of Hr. If
λ ∈ Λ(Hr0;F ), then λ ∈ Λ(Hr;F ) for all r close enough to r0 and
d
dr
S(λ;Hr, Hr0)
∣∣
r=r0
= −2πiΠHr0 (H˙r0)(λ),
where the derivative is taken in L1(h(0)λ )-topology.
Proof. By Theorem 5.9, if λ ∈ Λ(Hr0;F ), then λ ∈ Λ(Hr;F ) for all r from some neigh-
bourhood of r0. Without loss of generality we can assume that r0 = 0. We have
d
dr
Vr(1 +Rλ+i0(H0)Vr)
−1 = V˙r(1 +Rλ+i0(H0)Vr)
−1
− Vr(1 +Rλ+i0(H0)Vr)−1Rλ+i0(H0)V˙r(1 +Rλ+i0(H0)Vr)−1,
(102)
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where the derivative is taken in B(H−1,H1). Since V0 = 0 and H˙r = V˙r, this and Theorem
8.5 imply that
d
dr
S(λ;Hr, H0)
∣∣
r=r0
=
d
dr
(
1λ − 2πiEλ(H0)Vr(1 +Rλ+i0(H0)Vr)−1E♦λ (H0)
) ∣∣
r=0
= −2πiEλ(H0) · d
dr
(
Vr(1 +Rλ+i0(H0)Vr)
−1
) ∣∣
r=0
· E♦λ (H0)
= −2πiEλ(H0)H˙(0)E♦λ (H0).
(103)
This and (101) complete the proof. 
Theorem 8.11. If λ ∈ Λ(Hr;F ) ∩ Λ(H0;F ), then
d
dr
S(λ;Hr, H0) = −2πiw+(λ;H0, Hr)ΠHr(H˙r)(λ)w+(λ;Hr, H0)S(λ;Hr, H0),(104)
where the derivative is taken in the trace-class norm.
Proof. By Theorem 5.9, for all small enough h the inclusion λ ∈ Λ(Hr+h;F ) holds. It
follows from Theorem 8.2(iii) and unitarity of w±(λ;Hr, H0) (Corollary 6.17) that
S(λ;Hr+h, H0)− S(λ;Hr, H0)
= w+(λ;H0, Hr)
[
S(λ;Hr+h, Hr)− 1λ
]
w+(λ;Hr, H0)S(λ;Hr, H0).
Dividing this equality by h and taking the trace-class limit h→ 0 in it we get
d
dh
S(λ;Hr+h, H0)
∣∣
h=0
= w+(λ;H0, Hr)
d
dh
S(λ;Hr+h, Hr)
∣∣
h=0
w+(λ;Hr, H0)S(λ;Hr, H0).
So, Lemma 8.10 completes the proof. 
Definition of the chronological exponential Texp, used in the next theorem, is given in
Appendix A.
Theorem 8.12. Let {Hr} be a path of operators which satisfies Assumption 5.1. If
λ ∈ Λ(Hr;F ) ∩ Λ(H0;F ), then
(105) S(λ;Hr, H0) = Texp
(
−2πi
∫ r
0
w+(λ;H0, Hs)ΠHs(H˙s)(λ)w+(λ;Hs, H0) ds
)
,
where the chronological exponential is taken in the trace-class norm.
Proof. By Theorem 5.9, by the definition (101) of the infinitesimal scattering matrix and
by Proposition 6.8, the expression under the integral in (105) makes sense for all s except
the discrete resonance set R(λ; {Hr} , F ). By Proposition 8.8 and (102), the derivative
d
dr
S(λ;Hr, H0) is piecewise L1(h(0)λ )-analytic. Since R ∋ r 7→ S(λ;Hr, H0) is also piecewise
L1(h(0)λ )-analytic, by the formula (104) the function
(106)
r 7→ w+(λ;H0, Hr)ΠHr(H˙r)(λ)w+(λ;Hr, H0) = −
1
2πi
[ d
dr
S(λ;Hr, H0)
]
S(λ;Hr, H0)
−1
A.C. AND SINGULAR SPECTRAL SHIFT FUNCTIONS 79
is also piecewise L1(h(0)λ )-analytic. Hence, integration of the equation (104) by Lemma
A.1 gives (105). 
Corollary 8.13. Let {Hr} be a path of operators which satisfies Assumption 5.1 and let
λ ∈ Λ(H0;F ). The function
R ∋ r 7→ Tr
(
ΠHr(H˙r)(λ)
)
is piecewise analytic (not necessarily continuous). Analyticity of this path may fail only
at those points where r 7→ S(λ;Hr, H0) is not analytic.
Proof. This follows from (106), unitarity of the wave matrix w+(λ;H0, Hr) (Corollary
6.17) and unitarity and analyticity of the scattering matrix S(λ;Hr, H0) as a function of
r (Proposition 8.8). 
One can also prove the following formula
(107) S(λ;Hr, H0) =
−→exp
(
−2πi
∫ r
0
w−(λ;H0, Hs)ΠHs(H˙s)(λ)w−(λ;Hs, H0) ds
)
.
where the right chronological exponential −→exp is defined by
−→exp
(
1
i
∫ t
a
A(s) ds
)
= 1 +
∞∑
k=1
1
ik
∫ t
a
dtk
∫ tk
a
dtk−1 . . .
∫ t2
a
dt1A(t1) . . . A(tk).
9. Absolutely continuous and singular spectral shift functions
9.1. Infinitesimal spectral flow. In this subsection we prove a theorem, which asserts
that the trace of the infinitesimal scattering matrix is a density of the absolutely contin-
uous part of the infinitesimal spectral flow.
We recall that if A : H → K and B : K → H are two bounded operators, such that AB
and BA are trace-class operators in Hilbert spaces K and H respectively, then
(108) TrK(AB) = TrH(BA).
Let {Hr} be a path of self-adjoint operators which satisfies Assumption 5.1. In addition
to this assumption, the condition
(109)
∞∑
j,k=1
κjκkJ
r
jk is absolutely convergent
will be used, where Vr = F
∗JrF, and
(
Jrjk
)
is the matrix of Jr in the basis (ψk), that is,
Jrjk = 〈ψj , Jrψk〉 .
Obviously, for a straight line path Hr = H0+ rV, there exists a frame F such that this
additional condition holds.
Remark 5. V.V.Peller constructed an example of a trace-class operator A = (aij) and
a bounded operator B = (bij) on ℓ2, such that the double series
∞∑
i,j=1
|aijbij |
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diverges5.
Lemma 9.1. Let F be a frame operator on a Hilbert space H. Let {Hr} be a path of
operators on H, such that Assumption 5.1 and (109) hold. For any r the double series
∞∑
j=1
∞∑
k=1
κjκkJ
r
jk 〈ϕj(λ), ϕk(λ)〉
is absolutely convergent for a.e. λ ∈ Λ(H0;F ) and the function
Λ(H0;F ) ∋ λ 7→
∞∑
j=1
∞∑
k=1
κjκk
∣∣Jrjk 〈ϕj(λ), ϕk(λ)〉∣∣
is integrable.
Proof. It follows from the assumption (109) and Corollary 4.4 that it is enough to prove
the following assertion.
If a non-negative series
∑∞
j=1 an is convergent (to A) and if a sequence of integrable
functions f1, f2, . . . is such that ‖fj‖L1 6 1 for all j = 1, 2, . . . , then the series
∞∑
j=1
ajfj
is absolutely convergent a.e. and its sum is integrable.
The series g(x) :=
∑∞
j=1 aj |fj| (x) is convergent (so far, possibly to +∞) a.e. Since∫ N∑
j=1
aj |fj| (x) dx 6 A
for allN, the series
∑∞
j=1 aj |fj | is absolutely convergent a.e. and its sum g(x) is integrable.
Since
N∑
j=1
aj |fj | (x) 6 g(x),
it follows that, by the Lebesgue Dominated Convergence theorem, the series above is
absolutely convergent and its sum is integrable. 
Proposition 9.2. Let H0 be a s.a. operator on a framed Hilbert space (H, F ). The non-
negative function
Λ(H0;F ) ∋ λ 7→ Trϕ(λ) = 1
π
Tr (F ImRλ+i0(H0)F
∗)
is summable and ∫
Λ(H0;F )
Trϕ(λ) dλ = Tr(FE(a)F ∗).
5Private communication
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Proof. Indeed,
∫
Trϕ(λ) dλ =
1
π
∫ ∑
j
κ2j 〈ϕj, ImRλ+i0(H0)ϕj〉 dλ
=
1
π
∑
j
∫
κ2j 〈ϕj, ImRλ+i0(H0)ϕj〉 dλ
=
1
π
∑
j
∫
〈F ∗ψj , ImRλ+i0(H0)F ∗ψj〉 dλ
=
1
π
∑
j
〈
ψj , FE
(a)F ∗ψj
〉
= Tr(FE(a)F ∗).

Theorem 9.3. Let H0 be a self-adjoint operator on a Hilbert space with a frame F. Let
V be a trace-class operator such that for Vr = rV the condition (62) holds. Then for any
bounded measurable function h the equality
Tr(V h(H
(a)
0 )) =
∫
Λ(H0;F )
h(λ) Trhλ(ΠH0(V )(λ)) dλ
holds.
Proof. (A) Here we prove the claim assuming (109).
Since V satisfies (62), it has the representation
(110) V = F ∗JF,
where J : K → K is a bounded self-adjoint operator (not necessarily invertible). We recall
that the frame operator F is given by (31). Let (Jjk) be the matrix of J in the basis (ψj)
(see (31)), i.e.
(111) Jψj =
∞∑
k=1
Jjkψk.
Using (108) and (110), we have
TrH(V h(H
(a)
0 )) = TrK(JFh(H
(a)
0 )F
∗).
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Calculation of the trace in the right hand side of this formula in the orthonormal basis
(ψj) of K, together with (111) and (32) give
TrH(V h(H
(a)
0 )) =
∞∑
j=1
〈
JFh(H
(a)
0 )F
∗ψj , ψj
〉
=
∞∑
j=1
〈
h(H
(a)
0 )F
∗ψj , F
∗Jψj
〉
=
∞∑
j=1
〈
h(H
(a)
0 )F
∗ψj , F
∗
∞∑
k=1
Jjkψk
〉
=
∞∑
j=1
κj
〈
h(H
(a)
0 )ϕj ,
∞∑
k=1
Jjkκkϕk
〉
=
∞∑
j=1
∞∑
k=1
κjκkJjk
〈
h(H
(a)
0 )ϕj , ϕk
〉
.
This double sum is absolutely convergent by the assumption (109) and the estimate∣∣∣〈h(H(a)0 )ϕj , ϕk〉∣∣∣ 6 |h|∞ .
Now, combining the last equality with Theorem 4.18 and Corollary 4.16 implies
TrH(V h(H
(a)
0 )) =
∞∑
j=1
∞∑
k=1
κjκkJjk
∫
Λ(H0;F )
h(λ) 〈ϕj(λ), ϕk(λ)〉hλ dλ.
It follows from Lemma 9.1, that the integral and summations in the last equality can be
interchanged:
(112) TrH(V h(H
(a)
0 )) =
∫
Λ(H0;F )
h(λ)
∞∑
j=1
∞∑
k=1
κjκkJjk 〈ϕj(λ), ϕk(λ)〉hλ dλ.
On the other hand, by (108) and (110), for any λ ∈ Λ(H0;F )
Trhλ(EλV E
♦
λ ) = TrK(JFE
♦
λEλF
∗).
Similarly, evaluation of the last trace in the orthonormal basis (ψj) of K gives
Trhλ(ΠH0(V )(λ)) = Trhλ(EλV E
♦
λ ) =
∞∑
j=1
〈
E
♦
λEλF
∗ψj , F
∗Jψj
〉
−1,1
=
∞∑
j=1
〈EλF ∗ψj ,EλF ∗Jψj〉hλ
=
∞∑
j=1
κj
〈
Eλϕj,Eλ
∞∑
k=1
Jjkκkϕk
〉
hλ
=
∞∑
j=1
∞∑
k=1
κjκkJjk 〈Eλϕj ,Eλϕk〉hλ .
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(The last equality here holds, since
∑∞
k=1 converges absolutely). Combining this equality
with (112) completes the proof of (A).
(B) Plainly, the set of operators J which satisfy the condition (109) is dense in B(K)
in the strong operator topology. So, let J ∈ B(K) and let J1, J2, . . . be a sequence of
operators converging to J in the strong operator topology and such that all Jn satisfy
(109). Convergence in strong operator topology implies that operators J1, J2, . . . are
uniformly bounded.
We have
Trhλ(ΠH0(V )(λ)) = TrH1(V E
♦
λEλ) = TrH1
(
V
1
π
ImRλ+i0(H0)
)
= TrH
(
J
1
π
F ImRλ+i0(H0)F
∗
)
.
It follows from this and Lemma 2.11 that for all λ ∈ Λ(H0, F )
Trhλ(ΠH0(Vn)(λ))→ Trhλ(ΠH0(V )(λ))
as n→∞, where Vn = F ∗JnF. Since norms of operators J1, J2, . . . are uniformly bounded
(by, say, C > 0) , the summable functions λ 7→ Trhλ(ΠH0(Vn)(λ)) are dominated by a
single summable (by Proposition 9.2) function C TrH
(
1
π
F ImRλ+i0(H0)F
∗
)
.
It follows from this and the Lebesgue dominated convergence theorem that
‖Trhλ(ΠH0(Vn)(·))− Trhλ(ΠH0(V )(·))‖1 → 0.
(C) Combining (A), (B) and Lemma 2.11 completes the proof. 
The infinitesimal spectral flow ΦH0(V ) is a distribution on R, defined by the formula
ΦH0(V )(ϕ) = Tr(V ϕ(H0)).
This notion was introduced in [ACS] and developed in [AS, Az]. The terminology “infin-
itesimal spectral flow” is justified by the following classical formula from formal pertur-
bation theory (see e.g. [LL, (38.6)])
E(1)n = Vnn,
where Vnn = 〈n|V |n〉 is the matrix element of the perturbation V, E(1)n denotes the first
correction term for the n-th eigenvalue E
(0)
n (corresponding to |n〉) of the unperturbed
operator H0 perturbed by V. If the support of ϕ contains only the eigenvalue E
(0)
n and
ϕ
(
E
(0)
n
)
= 1, then Tr(V ϕ(H0)) = Vnn. So, ΦH0(V )(ϕ) measures the shift of eigenvalues
of H0. Another justification is that, according to the Birman-Solomyak formula (1), the
spectral shift function is the integral of infinitesimal spectral flow ΦHr(V )(δ).
Remark 9.4. From now on, for an absolutely continuous measure µ we denote its density
by the same symbol. So, in µ(ϕ), ϕ ∈ Cc(R), µ is a measure, while in µ(λ), λ ∈ R, µ is
a function.
Actually, ΦH0(V ) is a measure [AS]. So, one can introduce the absolutely continuous
and singular parts of the infinitesimal spectral flow:
Φ
(a)
H0
(V )(ϕ) = Tr(V ϕ(H
(a)
0 )),
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and
Φ
(s)
H0
(V )(ϕ) = Tr(V ϕ(H
(s)
0 )).
Recall (see (101)) that for every λ ∈ Λ(H0;F ) and any V ∈ A(F ) (see (61) for the
definition of A(F )), we have a trace class operator
ΠH0(V )(λ) : h
(0)
λ → h(0)λ .
We define the standard density function of the absolutely continuous infinitesimal spectral
flow by the formula
(113) Φ
(a)
H0
(V )(λ) := Tr(ΠH0(V )(λ)) for all λ ∈ Λ(H0;F ),
where V ∈ A(F ), and where, allowing a little abuse of notation6, we denote the density
of the infinitesimal spectral flow Φ
(a)
H0
(V ) by the same symbol Φ
(a)
H0
(V )(·). Since Φ(a)H0(V )
is absolutely continuous, the usage of this notation should not cause any problems. This
terminology and notation are justified by Theorem 9.3.
The absolutely continuous part Φ
(a)
H0
(·)(λ) of infinitesimal spectral flow can be looked
at as a one-form on the affine space of operators
H0 +A(F ),
where A(F ) is defined by (61).
The standard density Φ
(a)
H0
(V )(·) of the absolutely continuous part of the infinitesimal
spectral flow may depend on a frame operator F. But, as Theorem 9.3 shows, for any two
frames the corresponding standard densities are equal a.e.
Corollary 9.5. Let H0 be a self-adjoint operator and let V be a trace-class self-adjoint
operator. For any two frame operators F1 and F2, such that V ∈ A(F1) ∩ A(F2), the
standard densities (113) of the absolutely continuous part of the infinitesimal spectral flow
coincide a.e.
Proof. Indeed, the left hand side of the formula in Theorem 9.3 does not depend on F. 
Recall that A(F ) is a vector space of trace-class self-adjoint operators, associated with
a given frame F, (see (61)).
Lemma 9.6. Let H be a self-adjoint operator on a Hilbert space with frame F and let
V ∈ A(F ). The function Λ(H,F ) ∋ λ 7→ Φ(a)H (V )(λ) is summable and its L1-norm is
6 ‖V ‖1 .
Proof. By Theorem 9.3, this function is a density of an absolutely continuous finite mea-
sure ϕ 7→ Φ(a)H (V )(ϕ). By the same theorem, L1-norm of this function is 6 ‖V ‖1 . 
One can consider the resonance set as a set-function of two variables r and λ :
γ({Hr} ;F ) :=
{
(λ, r) ∈ R2 : λ ∈ Λ(Hr;F )
}
.
6See Remark 9.4
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Lemma 9.7. Let {Hr} be a path of self-adjoint operators, which satisfy Assumption 5.1.
The set γ({Hr} ;F ) ⊂ R2 is Borel measurable and the function (see (113))
(114) γ({Hr} ;F ) ∋ (λ, r) 7→ Φ(a)Hr(H˙r)(λ)
is also measurable. Moreover, the complement of γ({Hr} ;F ) is a null set in R2.
Proof. The set γ({Hr} ;F ) is Borel measurable since it is the (intersection of two) set of
points of convergence of a family of continuous functions
FRz(Hr)F
∗
of two variables r and z = λ + iy (see Definition 3.2), as y → 0+.
The function (λ, r) 7→ Φ(a)Hr(H˙r)(λ) is measurable since
Φ
(a)
Hr
(H˙r)(λ) = Tr(ΠHr(H˙r)(λ)) = Tr
(
Eλ(Hr)H˙rE
♦
λ (Hr)
)
= lim
y→0+
Tr
(
Eλ+iy(Hr)H˙rE
♦
λ+iy(Hr)
)
,
where the last equality follows from the fact that E♦λ+iy(Hr) : h
(r)
λ → H−1 is Hilbert-
Schmidt (see subsection 3.15), H˙r : H−1 → H1 is bounded and Eλ+iy(Hr) : H1 → h(r)λ
is also Hilbert-Schmidt, and the operators E♦λ+iy(Hr), Eλ+iy(Hr) converge to E
♦
λ+i0(Hr),
Eλ+i0(Hr) in the Hilbert-Schmidt norm, so that the product Eλ+iy(Hr)H˙rE
♦
λ+iy(Hr) con-
verges to Eλ(Hr)H˙rE
♦
λ (Hr) in the trace-class norm, as y → 0+.
That the complement of γ({Hr} ;F ) is a null set in R2 now follows from Fubini’s
Theorem, from the discreteness property of the resonance set with respect to r (Theorem
5.9) and from the fact that Λ(Hr;F ) is a full set (Proposition 3.3). 
9.2. Absolutely continuous and singular spectral shift functions. Let
γ = {Hr : r ∈ [0, 1]}
be a continuous piecewise real-analytic path of operators.
For the given path γ, we define the spectral shift function ξ and its absolutely continuous
ξ(a) and singular ξ(s) parts as distributions by the formulae
(115) ξγ(ϕ;H1, H0) = ξ(ϕ;H1, H0) =
∫ 1
0
ΦHr(H˙r)(ϕ) dr, ϕ ∈ C∞c (R),
(116) ξ(a)γ (ϕ;H1, H0) =
∫ 1
0
Φ
(a)
Hr
(H˙r)(ϕ) dr, ϕ ∈ C∞c (R),
(117) ξ(s)γ (ϕ;H1, H0) =
∫ 1
0
Φ
(s)
Hr
(H˙r)(ϕ) dr, ϕ ∈ C∞c (R).
For the straight path {Hr = H0 + rV } , the first of these formulae is the Birman-Solomyak
spectral averaging formula [BS2], which shows that the definition of the spectral shift
function, given above, coincides with the classical definition of M.G.Kre˘ın [Kr]. It was
shown in [AS] that the integral in (115) is the same for all continuous piecewise analytic
paths connecting H0 and H1
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While ξ does not depend on the path γ connecting H0 and H1, the distributions ξ
(a)
and ξ(s) depend on the path (see subsection 9.3).
Lemma 9.8. Let γ = {Hr} be a path which satisfies Assumption 5.1. The distribution
ξ
(a)
γ is a finite absolutely continuous measure with density7
(118) ξ(a)γ (λ;H1, H0) :=
∫ 1
0
Φ
(a)
Hr
(H˙r)(λ) dr, λ ∈ Λ(H0;F ).
Proof. (A) The function Φ
(a)
Hr
(H˙r)(λ) is summable on [0, 1]× R. Indeed, by Lemma 9.7
this function is measurable and by Lemma 9.6 the L1-norm of Φ
(a)
Hr
(V )(λ) is uniformly
bounded (by ‖V ‖1) with respect to r ∈ [0, 1].
(B) It follows from (A) and Fubini’s theorem, that for any bounded measurable func-
tion h, in the iterated integral∫ 1
0
∫
R
h(λ)Φ
(a)
Hr
(H˙r)(λ) dλ dr
one can interchange the order of integrals. It follows from this and Theorem 9.3 that for
any ϕ ∈ Cc(R)
ξ(a)γ (ϕ) =
∫ 1
0
Φ
(a)
Hr
(H˙r)(ϕ) dr by (116)
=
∫ 1
0
∫
R
Φ
(a)
Hr
(H˙r)(λ)ϕ(λ) dλ dr by Thm. 9.3
=
∫
R
ϕ(λ)
∫ 1
0
Φ
(a)
Hr
(H˙r)(λ) dr dλ
=
∫
R
ϕ(λ)ξ(a)γ (λ) dλ.
It follows that ξ
(a)
γ is absolutely continuous. Lemma 9.6 implies that ξ
(a)
γ is a finite
measure. 
Corollary 9.9. The measure ξ(s) is also absolutely continuous and finite.
Proof. Since ξ and ξ(a) are finite and absolutely continuous, the claim follows from ξ(s) =
ξ − ξ(a). 
In the last lemma we again denote by the same symbol ξ
(a)
γ an absolutely continuous
measure and its density. We call the function ξ
(a)
γ (λ) the standard density of ξ
(a)
γ with
respect to the frame F. Note that ξ
(a)
γ is explicitly defined for all λ ∈ Λ(H0;F ). It is not
difficult to see that, for the straight line path Hr = H0 + rV, the function ξ
(a)
γ (λ), thus
defined, coincides a.e. with the right hand side of the formula (3).
For further use, we note the following
7See Remark 9.4
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Proposition 9.10. Let λ be an essentially regular point. Let γ = {Hr, r ∈ [a, b]} be an
analytic path. The function [a, b] ∋ r 7→ ξ(a)γ (λ;Hr, H0) is analytic in a neighbourhood of
[a, b].
Proof. The function r 7→ Φ(a)Hr(H˙r)(λ) is analytic as the trace of the analytic function
r 7→ ΠHr(H˙r)(λ) (see Corollary 8.13). Therefore, the function r 7→ ξ(a)γ (λ;Hr, H0) is
analytic as the definite integral of an analytic function r 7→ Φ(a)Hr(Hr)(λ). 
If T is a trace-class operator, then by det(1 + T ) we denote the classical Fredholm
determinant of 1+T (see subsection 2.6.4). Since, by Corollary 8.7, the scattering matrix
S(λ;Hr, H0) takes values in 1 + L1(h(0)λ ), the determinant detS(λ;Hr, H0) makes sense.
Let λ ∈ Λ(H0;F ). Note that, by Proposition 8.8, the function
R ∋ r 7→ S(λ;Hr, H0) ∈ 1 + L1(h(0)λ )
is continuous in L1(h(0)λ ). Hence, the function
R ∋ r 7→ detS(λ;Hr, H0) ∈ T
is also continuous (see (24)), where T = {z ∈ C : |z| = 1} . So, it is possible to define a
continuous function
R ∋ r 7→ − 1
2πi
log detS(λ;Hr, H0) ∈ R
with zero value at 0.
Theorem 9.11. Let F be a frame operator on H and let γ = {Hr}r∈[0,1] be a path
of operators, which satisfies the Assumption 5.1. For all λ ∈ Λ(Hr;F ) ∩ Λ(H0;F ) the
equality
(119) ξ(a)γ (λ;Hr, H0) = −
1
2πi
log detS(λ;Hr, H0)
holds, where the logarithm is defined in such a way that the function
[0, r] ∋ s 7→ log detS(λ;Hs, H0)
is continuous.
Proof. By definitions (118) and (113) of ξ(a) and Φ(a) we have
(120) ξ(a)γ (λ;Hr, H0) =
∫ r
0
Φ
(a)
Hs
(H˙r)(λ) ds =
∫ r
0
Tr
h
(s)
λ
(ΠHs(H˙r)(λ)) ds.
By Theorem 5.9 and by the definition (101) of the infinitesimal scattering matrix
ΠHs(V )(λ), the integrand of the last integral is defined for all s ∈ [0, r] except the discrete
resonance set R(λ; {Hr} , F ), (see (65)). Moreover, by Corollary 8.13, the function
R ∋ s 7→ Tr
h
(s)
λ
(ΠHs(V )(λ))
is piecewise analytic. Consequently, the integral (120) is well defined.
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Since, by Corollary 6.17, the operator w+(λ;Hs, H0) : h
(0)
λ → h(s)λ is unitary for all
s /∈ R(λ; {Hr} , F ), it follows from (120) that
ξ(a)γ (λ;Hr, H0) =
∫ r
0
Tr
h
(0)
λ
(w+(λ;H0, Hs)ΠHs(V )(λ)w+(λ;Hs, H0)) ds.
Theorem 8.12 and Lemma A.3 now imply
−2πiξ(a)γ (λ;Hr, H0) = log detS(λ;Hr, H0),
where the branch of the logarithm is chosen as in the statement of the theorem. 
Corollary 9.12. Let F be a frame operator on H, let γ = {Hr}r∈[0,1] be a path of opera-
tors, which satisfies Assumption 5.1. If λ ∈ Λ(Hr;F ) ∩ Λ(H0;F ), then
e−2πiξ
(a)
γ (λ;Hr,H0) = detS(λ;Hr, H0).
Let ξ
(s)
γ (λ;Hr, H0) (respectively, ξ(λ;Hr, H0)) be the density of the absolutely continu-
ous measure8 ξ
(s)
γ (ϕ;Hr, H0) (respectively, ξ(ϕ;Hr, H0)). Since V is trace-class, Corollary
9.12 and the Birman-Krein formula (2)
e−2πiξ(λ) = detS(λ;Hr, H0) a.e. λ ∈ R
imply the following result.
Theorem 9.13. For any path of operators γ = {Hr}r∈[0,1] , which satisfies Assumption
5.1, the singular part ξ
(s)
γ (λ;H0 + V,H0) of the spectral shift function is an a.e. integer-
valued function.
Theorem 9.13 suggests that the singular part of the spectral shift function measures
the “spectral flow” of the singular spectrum regardless of its position with respect to
absolutely continuous spectrum.
The following corollary is the result mentioned in the introduction.
Corollary 9.14. Let H0 be a self-adjoin operator and let V be a self-adjoint trace-class
operator. Let Hr = H0 + rV. The density ξ
(s)(λ;H1, H0) of the absolutely continuous
measure
ξ
(s)
H1,H0
(ϕ) =
∫ 1
0
Tr(V ϕ(H(s)r )) dr
is a.e. integer-valued function.
Proof. By Lemma 5.2, for the straight line path {Hr = H0 + rV, r ∈ [0, 1]} , which con-
nects H0 and H0+V, there exists a frame F, such that Assumption 5.1 holds. So, Theorem
9.13 completes the proof. 
8See Remark 9.4
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9.3. Non-additivity of the singular spectral shift function. In the previous version
of this paper (in arXiv) and in [Az4] I mistakenly claimed that the singular part of
the spectral shift function was additive. In development of an example of a non-trivial
singular spectral shift function given in [Az5] I found a contradiction. Looking for source
of this contradiction I found a gap in the proof of additivity of the singular part of the
spectral shift function. Since the example was based on additivity of singular spectral shift
function, the example is also wrong, but it allows to give a counter-example to additivity
of the singular spectral shift function. An example of a non-trivial singular spectral shift
function will be given in [Az6].
Theorem 9.15. The singular part of the spectral shift function is not additive. That is,
there exist self-adjoint operators H0, H1, H2 with trace class differences such that
ξ
(s)
H2,H0
6= ξ(s)H2,H1 + ξ
(s)
H1,H0
,
where the paths connecting the operators are assumed to be straight lines. As a conse-
quence, the absolutely continuous part of the spectral shift function is also not additive:
ξ
(a)
H2,H0
6= ξ(a)H2,H1 + ξ
(a)
H1,H0
.
The rest of this subsection is devoted to the proof of this theorem.
Lemma 9.16. Let H a Hilbert space, let v ∈ H and let D be a self-adjoint operator on H.
If
H =
(
D v
〈v, ·〉 α
)
is a self-adjoint operator on H⊕ C, where α ∈ R, then the resolvent of H is
Rz(H) = (H − z)−1 =
(
Rz(D) + A 〈Rz¯(D)v, ·〉Rz(D)v −ARz(D)v
−A 〈Rz¯(D)v, ·〉 A
)
,
where A = (α− z − 〈v, Rz(D)v〉)−1 .
Proof. Direct calculation. 
Note also that if V = 〈v, ·〉 v, then (see e.g. [Y, (6.7.3)])
(121) Rz(D + rV ) = Rz(D)− r
1 + r 〈v, Rz(D)v〉 〈Rz¯(D)v, ·〉Rz(D)v.
Lemma 9.17. Let
Hr,α :=
(
D + r 〈v, ·〉 v rv
r 〈v, ·〉 α
)
be a self-adjoint operator on the Hilbert space L2(R)⊕ C, where r, α ∈ R and
D =
1
i
d
dx
and v =
1
4
√
π
e−
x2
2 .
If r 6= 0, then the operator Hr,α is absolutely continuous.
90 NURULLA AZAMOV
Proof. (A) Here we show that the pure point part of Hr,α is zero.
Assume that there is a non-zero vector f =
(
f
f0
) ∈ H such that Hr,αf = λf for some
λ ∈ R. This implies that f belongs to the domain of D. Further, we have
Hr,αf =
(
Df + r 〈v, f〉 v + rf0v
r 〈v, f〉+ αf0
)
=
(
λf
λf0
)
.
This implies that Df = λf − r 〈v, f〉 v − rf0v, so that f ′ ∈ L2(R). Taking the Fourier
transform of the last equality gives
ξfˆ(ξ) = λfˆ(ξ)− r 〈v, f〉 vˆ(ξ)− rf0vˆ(ξ).
Since vˆ = v, it follows that
fˆ(ξ) = −r (〈v, f〉+ f0) · v(ξ)
ξ − λ.
Since v(ξ)
ξ−λ
is not L2, it follows that f = 0 and f0 = 0; that is, f = 0.
This contradiction completes the proof of (A).
(B) It is left to show that the singular continuous part of Hr,α is also empty.
Let (ϕj, κj) be a frame in L2(R) consisting of, say, Hermite polynomials ϕj ; numbers
κ1, κ2, . . . can be chosen arbitrarily as long as they satisfy definition of frame. Using
Lemma 9.16 and (121) one can show that the set Λ0(Hr,α, F ), given by (34), is finite. By
Proposition 3.7, it follows that the singular continuous part of the operator Hr,α is also
zero. This completes the proof. 
Proof of Theorem 9.15. In notation of Lemma 9.17, let H0 = H0,−1, H1 =
H1,0 and H2 = H0,1. It is easy to see that ξ
(s)
H2,H0
= χ[−1,1]. At the same time, by Lemma
9.17, operators, which connect H0 with H1 and H1 with H2, have zero singular parts.
Hence, ξ
(s)
H2,H1
= ξ
(s)
H1,H0
= 0. 
This proof also shows that the pure point part of the spectral shift function (defined in
an obvious way) is also not additive.
10. Pushnitski µ-invariant and singular spectral shift function
Though Theorem 9.13 shows that ξ(s)(λ) is an a.e. integer-valued, it leaves a feeling
of dissatisfaction, since the set of full measure, on which ξ(s) is defined, is not explicitly
indicated.
In fact, it is possible to give another proof of Theorem 9.13, which uses a natural
decomposition of Pushnitski µ-invariant µ(θ, λ) (cf. [Pu], cf. also [Az2]) into absolutely
continuous µ(a)(θ, λ) and singular µ(s)(θ, λ) parts, so that the Birman-Krein formula be-
comes a corollary of this result and Theorem 9.11, rather than the other way.
In this section it will be shown that µ(s)(θ, λ) does not depend on the angle variable
θ and coincides with −ξ(s)(λ). Since the µ-invariant is integer-valued (it measures the
spectral flow of partial scattering phase shifts), it follows that ξ(s)(λ) is integer-valued. The
invariants µ(θ, λ), µ(a)(θ, λ) and µ(s)(θ, λ) can be explicitly defined on Λ(Hr;F )∩Λ(H0;F ).
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10.1. Spectral flow for unitary operators. Spectral flow for unitary operators of
the class 1 + L∞(H) was studied in [Pu]. Here we suggest a different approach to the
definition of spectral flow for unitary operators. It is based on the following intuitively
obvious theorem, proof of which is nevertheless lengthy and tedious.
We denote by {a, b, . . .}∗ sets in which elements may appear more than once, and these
multiple appearances are counted, so that, say, {7, 7}∗ 6= {7}∗ , unlike usual sets. We call
such sets rigged sets.
For p ∈ [1,∞], let
Up(H) = {U ∈ 1 + Lp(H) : U is unitary}
with the topology of convergence in Lp(H)-norm.
Theorem 10.1. Let −∞ 6 a < b 6 +∞. Let
U : [a, b]→ U1(H)
be a continuous path of unitary operators. There exists a sequence of continuous functions
θj : [a, b]→ R, j = 1, 2, . . . ,
such that for any r ∈ [a, b] the rigged set
(122)
{
eiθ1(r), eiθ2(r), . . .
}∗
coincides with the spectrum of U(r) (counting multiplicities), excepting possibly the point 1.
Definition 10.2. The µ-invariant of the path U is a function
µ(θ;U) : (0, 2π)→ Z ∪ 1
2
Z
defined by the formula
µ(θ;U) =
∞∑
j=1
[θ; θj(a), θj(b)],
where
[θ; θ1, θ2] =
1
2
(
# {k ∈ Z : θ1 < θ + 2πk < θ2}+# {k ∈ Z : θ1 6 θ + 2πk 6 θ2}
)
.
When U(a) = 1, so that θj(a) = 0 for all j = 1, 2, . . . , the last formula can be written
as
µ(θ;U) = −
∞∑
j=1
[θ − θj(b)
2π
]
.
The µ-invariant µ(θ, U) counts the number of times eigenvalues of U(r) cross a point
eiθ ∈ T in anticlockwise direction as r moves from a to b. In other words, µ-invariant is
the spectral flow of a path of unitary operators.
Theorem 10.3. (1) The µ-invariant is correctly defined, that is, it does not depend on
the choice of continuous enumeration from Theorem 10.1.
(2) The µ-invariant is homotopically invariant: if two continuous paths U1, U2 : [a, b] →
1 + L1(H) of unitary operators with the same end-points are homotopic, then µ(θ;U1) =
µ(θ;U2) for all θ ∈ (0, 2π).
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(3) If two continuous paths U1 : [a, b] → U1(H) and U2 : [a, b] → U1(K) are such that
U1(a) = 1H and U2(a) = 1K and spectra of U1(b) and U2(b) coincide (counting multiplici-
ties, and possibly excepting 1), then the difference
µ(θ;U1)− µ(θ;U2)
is constant (does not depend on θ).
(4) If U(a) = 1, then the equality∫ 2π
0
µ(θ;U) dθ =
∞∑
j=1
θj(b).
holds. In particular, the right hand side of this equality does not depend on the choice of
continuous enumeration (122).
We introduce the following definition.
Definition 10.4. Let
U : [a, b]→ U1(H)
be a continuous path of unitary operators, such that U(a) = 1. The ξ-invariant of this
path is the number
ξ(U) = − 1
2π
∫ 2π
0
µ(θ;U) dθ = − 1
2π
∞∑
j=1
θj(b).
It follows from Theorem 10.3 that ξ-invariant is homotopically invariant.
Proposition 10.5. Let U be as in Theorem 10.1. The function
[a, b] ∋ r 7→ ξ(Ur) ∈ U1(H)
is continuous, where Ur is the restriction of the path U to the interval [a, r].
Proofs of Theorems 10.1 and 10.3 and of Proposition 10.5 can be found in [Az3].
10.2. Absolutely continuous part of Pushnitski µ-invariant. Let λ ∈ Λ(H0;F ).
Let γ = {Hr} be a path of operators which satisfies Assumption 5.1.
We denote by
eiθ
∗
1(λ,r), eiθ
∗
2(λ,r), eiθ
∗
3(λ,r), . . . ∈ T,
the eigenvalues of the scattering matrix S(λ;Hr, H0). Since, by Proposition 8.8, the scat-
tering matrix S(λ;Hr, H0) is a meromorphic function, which is analytic for real r’s, by
Theorem 10.1 for a given path {Hr} the arguments
θ∗1(λ, r), θ
∗
2(λ, r), θ
∗
3(λ, r), . . .
may and will be chosen to be continuous functions of r, such that θ∗j (λ, 0) = 0.
Definition 10.6. Let λ ∈ Λ(H0, F ). Let γ = {Hr} be a path of operators which sat-
isfies Assumption 5.1. The absolutely continuous part µ(a)(θ, λ;Hr, H0) of Pushnitski
µ-invariant is the µ-invariant of the path
(123) [0, 1] ∋ r 7→ S(λ;Hr, H0).
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In other words,
(124) [0, 2π)× Λ(H0;F ) ∋ (θ, λ) 7→ µ(a)(θ, λ;Hr, H0) = −
∞∑
j=1
[θ − θ∗j (λ, r)
2π
]
.
Recall that the vector space A(F ) is defined in (61).
Theorem 10.7. Let γ = {Hr} be a path of operators which satisfies Assumption 5.1. For
every λ ∈ Λ(H0;F ) the equality
(125) ξ(a)γ (λ;H1, H0) = −
1
2π
∫ 2π
0
µ(a)(θ, λ;H1, H0) dθ
holds, where H1 = H0 + V. That is, ξ
(a)
γ (λ;H1, H0) is equal to the ξ-invariant of the path
(123).
Recall that ξ
(a)
γ (λ;H1, H0) is defined by the formula (118).
Proof. By the Lidskii theorem (see (25))
detS(λ;Hr, H0) =
∞∏
j=1
eiθ
∗
j (λ,r) = exp
(
i
∞∑
j=1
θ∗j (λ, r)
)
.
It follows from this, Proposition 10.5 and Theorem 10.3(4) that
− 1
2πi
log detS(λ;Hr, H0) = − 1
2π
∞∑
j=1
θ∗j (λ, r) = −
1
2π
∫ 2π
0
µ(a)(θ, λ;Hr, H0) dθ,
where all functions of r are continuous. Now, Theorem 9.11 completes the proof. 
10.3. Pushnitski µ-invariant. Let H0 be a self-adjoint operator on H, let F be a frame
operator on H, let
Vr ∈ F ∗JrF,
where Jr ∈ B(K), and let {Hr = H0 + Vr} satisfy Assumption 5.1.
Let z ∈ C, Im z > 0. Following [Pu], we define the S˜-function by the formula
S˜(z, r) = S˜(z;Hr, H0;F )
= 1− 2i
√
ImTz(H0)Jr(1 + Tz(H0)Jr)
−1
√
ImTz(H0) ∈ 1 + L1(K),
(126)
where
Tz(H0) = FRz(H0)F
∗.
It is not difficult to verify that S˜(z;Hr, H0;F ) is a unitary operator, so that
S˜(z;Hr, H0;F ) ∈ U1(K).
Lemma 10.8. Let {Hr} be a path which satisfies Assumption 5.1 The function
(z, r) 7→ S˜(z;Hr, H0;F )
is L1-continuous on C+ × R.
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Proof. By Lemma 5.4, the operator 1 + JrTz(H0) is invertible on C+ × R. Since, by
Lemma 2.14,
√
ImTz(H0) is L2-continuous, it follows from Ho¨lder’s inequality (18) that
S˜(z;Hr, H0;F ) is L1-continuous C+ × R. 
Lemma 10.9. If λ ∈ Λ(H0, F ) ∩ Λ(Hr, F ), then the limit
S˜(λ+ i0, r) = S˜(λ+ i0;Hr, H0;F )
= 1− 2i
√
ImTλ+i0(H0)Jr(1 + Tλ+i0(H0)Jr)
−1
√
ImTλ+i0(H0) ∈ U1(K)
(127)
exists in L1(K)-norm.
Proof. Since λ ∈ Λ(H0, F ), the limit ImTλ+i0(H0) exists in L1(H). By Lemma 2.14, the
limit
√
ImTλ+i0(H0) exists in L2(K)-norm and from λ ∈ Λ(Hr, F ) it follows that the
operator (1 + Tλ+i0(H0)Jr)
−1 is invertible. So, again Ho¨lder’s inequality (18) completes
the proof. 
When y → +∞, the operator S˜(λ+ iy, r) goes to 1. So, we have a continuous (in fact,
real-analytic) path of unitary operators in U1(K) :
(128) [−∞, 0] ∋ y → S˜(λ− iy;Hr, H0) ∈ U1(K).
Definition 10.10. Let λ ∈ Λ(H0;F ) ∩ Λ(Hr;F ). Pushnitski µ-invariant of the pair
(H0, Hr) is the µ-invariant of the continuous path (128).
Pushnitski µ-invariant will be denoted by µ(θ, λ;Hr, H0).
10.4. M-function. Let z ∈ C \R and let H0, H1 be two self-adjoint operators on H with
bounded difference V = H1−H0. Following [Pu, (4.1)], we define the M-function by the
formula
(129) M(z;H1, H0) = (H1 − z¯)Rz(H1) (H0 − z)Rz¯(H0) ∈ B(H).
The M-function can be considered as a product of the Cayley transforms of operators H1
and H0, and its values are unitary operators.
Let γ = {Hr} , Hr = H0 + Vr, be a continuous piecewise real-analytic path.
Evidently, the multiplicative property
(130) M(z;Hr2 , Hr0) =M(z;Hr2 , Hr1)M(z;Hr1 , Hr0)
holds.
One can also easily check that (see [Pu, (4.4)])
(131) M(z;Hr, H0) = 1− 2iyRz(Hr)VrRz¯(H0).
This equality, the estimate ‖Rz(H)‖ 6 1|Im z| and the norm continuity of the function
C+ × R ∋ (z, r) 7→ Rz(Hr) imply the following lemma.
Lemma 10.11. (i) The function
(z, r) ∈ C+ × R 7→M(z;Hr, H0)
takes values in 1 + L1(H) and is continuous in L1(H)-norm.
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(ii) When y → +∞
‖M(λ+ iy,Hr, H0)− 1‖1 → 0
locally uniformly with respect to r ∈ R.
Indeed, it follows from (131) that
‖M(λ + iy,Hr, H0)− 1‖1 6
2 ‖Vr‖1
y
.
Since ‖Vr‖1 is locally bounded, the claim follows.
Theorem 10.12. [Pu, Theorem 4.1] Spectral measures of operators M(z;Hr, H0) and
S˜(z;Hr, H0;F ) coincide.
This proposition means that in the definition of Pushnitski µ-invariant one can replace
S˜-function by M-function.
Corollary 10.13. The µ-invariant (and, consequently, the ξ-invariant as well) of the
path
(132) [−∞, 0] ∋ y →M(λ− iy;Hr, H0) ∈ U1(K)
coincides with the µ-invariant (respectively, the ξ-invariant) of the path (128). The as-
sertion holds also, if the interval [−∞, 0] is replaced by [−∞, y0] with y0 > 0.
Proof. This follows immediately from Theorem 10.12 and Lemmas 10.11 and 10.8. 
The following formula is taken from [Az2].
Theorem 10.14. Let {Hr} be a continuous piecewise analytic path of operators and let
z ∈ C+. The formula
(133) M(z;Hr, Hr0) = Texp
(
−2iy
∫ r
r0
Rz(Hs)V˙rRz¯(Hs) ds
)
,
holds.
Proof. It follows from (131) that in L1(H)
d
dr
M(z;Hr, Hs)
∣∣∣
r=s
= −2iyRz(Hs)V˙rRz¯(Hs).
This equality and the multiplicative property (130) of the M-function imply that
d
dr
M(z;Hr, Hs) = −2iyRz(Hr)V˙rRz¯(Hr)M(z;Hr, Hs).
Combining this with Lemma A.1 we obtain (133). 
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10.5. Smoothed spectral shift function. We define the smoothed spectral shift func-
tion ξ(λ+ iy;H1, H0) of a pair of operators H1 and H0 as the ξ-invariant of the path
(134) [−∞,−y] ∋ y˜ 7→ S˜(λ− iy˜;H1, H0) ∈ U1(K).
This means by definition that (z ∈ C+)
(135) ξ(z;H1, H0) = − 1
2π
∞∑
j=1
θj(z) = − 1
2πi
log det S˜(z;H1, H0),
where functions
θ1(z, r), θ2(z, r), θ3(z, r), . . .
are chosen as in Theorem 10.1 for the continuous path (134).
Proposition 10.15. Let {Hr} be a continuous path which connects H0 and H1. The
smoothed spectral shift function ξ(z;H1, H0) is equal to the ξ-invariant of the path
[0, 1] ∋ r 7→M(z;Hr, H0).
Proof. Let z0 = λ+iy0 and let y0 < y1. Consider a path which connectsM(λ+iy0;Hr, H0)
with 1 and which consists of two arcs: the first arc connectsM(λ+iy0;Hr, H0) withM(λ+
iy1;Hr, H0) as y changes from y0 to y1, and the second arc connects M(λ + iy1;Hr, H0)
with 1 as r changes from 1 to 0. Now we let y1 to move from y0 to +∞. It follows from
Lemma 10.11 that this gives a homotopy of the two paths connecting M(λ+ iy0;Hr, H0)
with the identity operator, where in the first path y goes from y0 to +∞ and in the second
path r goes from 1 to 0. It follows from Theorem 10.3 that the ξ-invariants of these two
paths coincide. 
Lemma 10.16. If λ ∈ Λ(H0, F ) ∩ Λ(H1, F ), then the limit
ξ(λ+ i0;H1, H0) := lim
y→0+
ξ(λ+ iy;H1, H0)
exists and
(136) ξ(λ+ i0;H1, H0) = − 1
2π
∫ 2π
0
µ(θ, λ;H1, H0) dθ.
Proof. Existence of ξ(λ+ i0) follows from Lemma 10.9 and Proposition 10.5. Proposition
10.5 also implies that ξ(λ+ i0) is the ξ-invariant of the path (128), so that equality (136)
holds by Definition 10.10 of the µ-invariant and Definition 10.4 of the ξ-invariant. 
Theorem 10.12 and the proof of Proposition 10.15 imply the following
Corollary 10.17. Let λ ∈ Λ(H0, F ) ∩ Λ(H1, F ). The number ξ(λ + i0;H1, H0) is the
ξ-invariant of a continuous path of unitary operators which consists of the following two
pieces:
[0, 1] ∋ r 7→ S˜(λ+ iy0;Hr, H0)
and
[−y0, 0] ∋ y 7→ S˜(λ− iy;H1, H0).
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Meaning of this corollary is simple: we cannot directly connect the unitary operator
S˜(λ+ i0;H1, H0) with the identity operator by sending r from 1 to 0 because of possible
resonance points in [0, 1], but we can do this after shifting the point λ+ i0 out of the real
axis.
Proposition 10.18. The formula
(137) ξ(λ+ iy;H1, H0) =
∫ 1
0
Tr
[
V
1
π
ImRλ+iy(Hs)
]
ds
holds.
Proof. It follows from (135), Corollary 10.13, Theorem 10.14 and Lemma A.3 that
ξ(λ+ iy;H1, H0) = − 1
2πi
log detM(λ+ iy;H1, H0)
=
y
π
∫ 1
0
Tr(Rλ+iy(Hs)V Rλ−iy(Hs)) ds
=
∫ 1
0
Tr
[
V
1
π
ImRλ+iy(Hs)
]
ds.

10.6. Pushnitski formula. The following theorem was proved in [Pu]. Here we give
another simpler proof of this formula. This proof follows that of from [Az2].
Theorem 10.19. (Pushnitski formula) For a.e. λ ∈ Λ(H0;F ) ∩ Λ(Hr;F ) the equality
ξ(λ;Hr, H0) = − 1
2π
∫ 2π
0
µ(θ, λ;Hr, H0) dθ
holds.
Proof. By Lemma 10.16, it is enough to show that for a.e. λ ∈ Λ(H0;F ) ∩ Λ(Hr;F )
(138) ξ(λ+ i0;H1, H0) = ξ(λ;H1, H0).
The trace in the right hand side of (137) is the Poisson integral of the measure ∆ 7→
Tr
(
V EHs∆
)
. It follows from (137) and Fubini’s theorem (see e.g. [Ja, VI.2] or [ACS,
Lemma 2.4]) that ξ(λ+ iy;H1, H0) is the Poisson integral of the measure
∆ 7→
∫ 1
0
Tr(V EHs∆ ) ds,
which is the absolutely continuous spectral shift measure ξ (see (115)). Hence, by Theorem
2.4, for a.e. λ ∈ R (138) holds. 
This theorem allows to define explicitly the spectral shift function on the full set
Λ(H0;F ).
Definition 10.20. Let λ ∈ Λ(H0;F )∩Λ(H1;F ). The Lifshits-Krein spectral shift function
ξ(λ) is by definition
ξ(λ;H1, H0) = − 1
2π
∫ 2π
0
µ(θ, λ;H1, H0) dθ.
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In other words, ξ(λ) is the ξ-invariant of the path (128). The advantage of this definition
of the spectral shift function is that it gives explicit values of ξ on an explicit set of full
Lebesgue measure.
Remark 10.21. The functions ξ and ξ(a) are summable. As such one can consider full
sets Λ(ξ) and Λ(ξ(a)) and standard values of ξ and ξ(a) on these sets. However, the above
definitions of ξ(λ) and ξ(a)(λ) and of the corresponding sets of full Lebesgue measure differ
from the standard definition of f(λ) for a general summable function f. In particular, it
may be that ξ(λ) 6= 0 at some regular point λ, while ξ = 0 as an element of L1(R).
It is known that ξ is additive in the sense that ξ(λ;H2, H0) = ξ(λ;H2, H1)+ξ(λ;H1, H0)
for a.e. λ ∈ R. Definition 10.20 poses a question of whether this equality holds for every
λ from the full set Λ(H0;F ) ∩ Λ(H1;F ) ∩ Λ(H2;F ). The answer is affirmative.
Lemma 10.22. If U, V : [a, b] → U1(H) are two continuous paths such that U(a) =
V (a) = 1, then
ξ(UV ) = ξ(U) + ξ(V ).
Proof. By (20), for every r ∈ [a, b]
det(U(r)V (r)) = det(U(r)) det(V (r)).
Also, by Proposition 10.5 and (24), the equality
det(U(r)) = e−2πiξ(U(r))
holds. It follows that
ξ(U(r)V (r)) = ξ(U(r)) + ξ(V (r)) mod Z.
Since both sides are continuous function of r and since ξ(U(0)V (0)) = ξ(U(0))+ξ(V (0)) =
0, the claim follows. 
Theorem 10.23. Let H1, H2 ∈ H0+A(F ). For every λ ∈ Λ(H0;F )∩Λ(H1;F )∩Λ(H2;F )
the equality
ξ(λ;H2, H0) = ξ(λ;H2, H1) + ξ(λ;H1, H0)
holds.
Proof. Since the M-function is multiplicative (130), the claim follows from Lemma 10.22,
and Corollary 10.13. 
10.7. Singular part of µ-invariant. Let γ = {Hr, r ∈ [0, 1]} be a continuous piecewise
analytic path of operators which satisfy Assumption 5.1. Let λ ∈ Λ(H0, F ) ∩ Λ(Hr, F ).
Definition 10.24. The singular part of Pushnitski µ-invariant is the function
µ(s)γ (θ, λ;Hr, H0) := µ(θ, λ;Hr, H0)− µ(a)γ (θ, λ;Hr, H0).
Note that while µ(θ, λ;Hr, H0) and µ
(a)
γ (θ, λ;Hr, H0) are µ-invariants of some paths of
unitary operators, the singular part µ
(s)
γ (θ, λ;Hr, H0) of µ-invariant is not.
Also, for every λ ∈ Λ(H0, F ) ∩ Λ(Hr, F ) we define the standard density ξ(s)γ (λ) of the
singular part of the spectral shift function ξ
(s)
γ by the formula
ξ(s)γ (λ;Hr, H0) = ξ(λ;Hr, H0)− ξ(a)γ (λ;Hr, H0),
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where ξ(λ;Hr, H0) is defined by (10.20) and ξ
(a)
γ (λ;Hr, H0) is defined by (120).
Lemma 10.25. [Pu] Let λ ∈ Λ(H0, F ) ∩ Λ(Hr, F ). The eigenvalues of S˜(λ + i0;Hr, H0)
coincide with the eigenvalues of the scattering matrix S(λ;Hr, H0) (counting multiplici-
ties); that is, spectral measures of these operators coincide.
Proof. The stationary formula for the scattering matrix (Theorem 8.5), definition (126)
of S˜(λ+ i0;H1, H0) and the equality (73), combined with (12), imply that the spectra of
operators S(λ;Hr, H0) and S˜(λ;Hr, H0;F ) coincide counting multiplicities. 
Theorem 10.26. Let γ = {Hr, r ∈ [0, 1]} be a continuous piecewise analytic path of oper-
ators which satisfy Assumption 5.1. The singular part of Pushnitski µ-invariant µ
(s)
γ (θ, λ)
does not depend on the angle variable θ. Thus defined function of the variable λ is equal
to minus the density ξ
(s)
γ (λ) of the singular part of the spectral shift function. That is, for
all λ ∈ Λ(H0, F ) and for all r /∈ R(λ; {Hr} , F ),
(139) ξ(s)γ (λ;Hr, H0) = −µ(s)γ (λ;Hr, H0).
Consequently, the singular part of the spectral shift function ξ
(s)
γ (λ) is integer-valued.
Proof. It follows from Lemma 10.25 and Theorem 10.3(3) that the singular part of the µ-
invariant does not depend on θ. The equality (139) now follows from (125) and Definition
10.20. 
The last theorem deserves some comment. The scattering matrix S(λ;Hr, H0) for
λ ∈ Λ(H0;F )∩Λ(Hr;F ) is a unitary operator of the class 1+L1(hλ). So, the spectrum of
S(λ;Hr, H0) is a discrete subset of the unit circle T with only one possible accumulation
point at 1. The eigenvalues of S(λ;Hr, H0) (called scattering phases) can be send to
1 in two essentially different ways. The first way is to connect S(λ;Hr, H0) with the
identity operator by letting the coupling constant r move from 1 to 0. This is possible to
do, since S(λ;Hr, H0) is continuous for all r ∈ R. Now, the operators S(λ;Hr, H0) and
S˜(λ+i0;Hr, H0) have the same eigenvalues (counting multiplicities). So, the second way to
send scattering phases to 1 is to move y from 0 to +∞ in S˜. In both ways, scattering phases
go to 1 continuously. Nevertheless, it is possible that these two ways are not homotopic;
that is, some eigenvalue can make a different number of windings around the unit circle
as it is sent to 1. Pushnitski µ-invariant µ(θ, λ;Hr, H0) and its absolutely continuous
part µ
(a)
γ (θ, λ;Hr, H0) measure the spectral flow of the scattering phases through e
iθ in
two different ways, corresponding to the above mentioned two ways of connecting the
scattering phases with 1, and the difference µ(θ, λ;Hr, H0) − µ(a)γ (θ, λ;Hr, H0) does not
depend on θ. This difference measures the difference of winding numbers.
Combined with Corollary 9.12, Theorem 10.26 gives a proof of
Theorem 10.27. (Birman-Kre˘ın formula) Let H0 be a self-adjoint operator and V be a
trace-class self-adjoint operator. Then for a.e. λ ∈ R
e−2πiξ(λ;H1,H0) = detS(λ;H1, H0),
where H1 = H0 + V.
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This theorem holds for all λ from the set of full Lebesgue measure Λ(H0, F )∩Λ(H1, F ),
provided that there is some fixed frame F such that V ∈ A(F ). By Lemma 5.2, for every
trace-class operator V such a frame exists, and consequently, the Birman-Kre˘ın formula
holds for a.e. λ ∈ R. Also, in this theorem the scattering matrix S(λ;H1, H0) is defined
by the formula (91), but as is shown in Section 7, this definition coincides with classical
definition of the scattering matrix via the direct integral decomposition of the scattering
operator.
Let λ be a fixed essentially regular point. We consider the singular spectral shift
function ξ(s)(r) = ξ(s)(λ;Hr, H0) as a function of r. Theorem 10.26 tells us that ξ
(s)(r)
is an integer number. It turns out that ξ(s)(r) is a locally constant function, and it can
jump only at resonance points of the path {Hr} . In the rest of this section we prove this
assertion.
Lemma 10.28. If λ ∈ Λ(H0;F ), then S˜(λ+ iy;Hr, H0) converges to S˜(λ+ i0;Hr, H0) in
L1(H) locally uniformly with respect to r outside of the resonance set R(λ;H0, V ;F ) as
y → 0.
Proof. (A) If I is a closed interval which does not contain resonance points of the path
{Hr} , then the function
[0, 1]× I ∋ (y, r) 7→ (1 + Tλ+iy(H0)Jr)−1
is bounded.
Proof. Since λ is regular, Tλ+iy(H0) is continuous on [0, 1] and so 1 + Tλ+iy(H0)Jr is
continuous on [0, 1] × I. Since the map A 7→ A−1 is also continuous, the image of the
function (1 + Tλ+iy(H0)Jr)
−1 on the compact rectangle [0, 1]× I is bounded.
(B) We have
(1 + Tλ+iy(H0)Jr)
−1 − (1 + Tλ+i0(H0)Jr)−1
= (1 + Tλ+iy(H0)Jr)
−1 · [Tλ+i0(H0)− Tλ+iy(H0)]Jr · (1 + Tλ+i0(H0)Jr)−1.
Since, by (A), (1 + Tλ+iy(H0)Jr)
−1 is locally uniformly bounded outside of the resonance
set R(λ,H0, V ;F ) times {y ∈ [0, 1]} , it follows from the last equality that
(1 + Tλ+iy(H0)Jr)
−1 → (1 + Tλ+i0(H0)Jr)−1 as y → 0
in ‖·‖ locally uniformly with respect to r /∈ R(λ;H0, V ;F ). Since by Lemma 2.14√
ImTλ+iy(H0) converges to
√
ImTλ+i0(H0) in L2(H), the claim follows from the defi-
nition (126) of S˜(λ+ iy, r) and the Ho¨lder inequality (18). 
Theorem 10.29. Let {Hr} be a path which satisfies Assumption 5.1. Let λ be a fixed
essentially regular point. The singular spectral shift function ξ(s)(λ;Hr, H0) is a locally
constant function of r and discontinuity points of this function of r are resonance points
of the path {Hr} .
Proof. Since both ξ and ξ(a) are path additive, it is enough to show that if there are no
resonance points, then ξ = ξ(a) as function of r under fixed λ. In this case, it follows from
Lemma 10.28, that the function [0,∞)× [0, 1] ∋ (y, r) 7→ S˜(λ+ iy;Hr, H0) is continuous.
A.C. AND SINGULAR SPECTRAL SHIFT FUNCTIONS 101
It follows from Corollary 10.17 and Theorem 10.3(2) that ξ(λ) is equal to the ξ-invariant
of the continuous path
[0, 1] ∋ r 7→ S˜(λ+ i0, r).
By Lemma 10.25, this path and the continuous path
[0, 1] ∋ r 7→ S(λ;Hr, H0)
have the same spectral measures. It follows that they have the same ξ-invariants. 
Corollary 10.30. Let γ = {Hr} be a real-analytic path which satisfies Assumption 5.1.
Let λ be a fixed essentially regular point. The value ξ(λ;Hr, H0) of the spectral shift
function at λ as a function of r ∈ R is a locally analytic function, with (necessarily
integer) jumps only at resonance points of the path γ.
Corollary 10.31. Let λ be an essentially regular point. If a path γ = {Hr} which satis-
fies Assumption 5.1 does not intersect the resonance set R(λ;A, F ), then ξ(λ;H1, H0) =
ξ
(a)
γ (λ;H1, H0).
Using point-wise additivity of ξ(λ;H1, H0) (Theorem 10.23) and the last corollary, it
can be shown that for a fixed essentially regular point λ one-forms ΦH(·)(λ) and Φ(a)H (·)(λ)
are locally exact and, as a consequence, are also closed on the manifold Γ(λ;A, F ).
Appendix A. Chronological exponential
In this appendix an exposition of the chronological exponential is given. See e.g. [AgG,
G] and [BSh, Chapter 4].
Let p ∈ [1,∞] and let a < b. Let A(·) : [a, b]→ Lp(H) be a piecewise continuous path
of self-adjoint operators from Lp(H). Consider the equation
dX(t)
dt
=
1
i
A(t)X(t), X(a) = 1,(140)
where the derivative is taken in Lp(H). Let 0 6 t1 6 t2 6 . . . 6 tk 6 t. By definition, the
left chronological exponent Texp =←−exp is
Texp
(
1
i
∫ t
a
A(s) ds
)
= 1 +
∞∑
k=1
1
ik
∫ t
a
dtk
∫ tk
a
dtk−1 . . .
∫ t2
a
dt1A(tk) . . . A(t1),(141)
where the series converges in Lp(H)-norm.
Lemma A.1. The equation (140) has a unique continuous solution X(t), given by formula
X(t) = Texp
(
1
i
∫ t
a
A(s) ds
)
.
Proof. Substitution shows that (141) is a continuous solution of (140). Let Y (t) be another
continuous solution of (140). Taking the integral of (140) in Lp(H), one gets
Y (t) = 1 +
1
i
∫ t
a
A(s)Y (s) ds.
Iteration of this integral and the bound supt∈[a,b] ‖A(t)‖p 6 const show that Y (t) coincides
with (141). 
102 NURULLA AZAMOV
A similar argument shows that Texp
(
1
i
∫ t
a
A(s) ds
)
X0 is the unique solution of the
equation
dX(t)
dt
=
1
i
A(t)X(t), X(a) = X0 ∈ 1 + Lp(H).
Lemma A.2. The following equality holds
Texp
(∫ u
s
A(s) ds
)
= Texp
(∫ u
t
A(s) ds
)
Texp
(∫ t
s
A(s) ds
)
.
Proof. Using (141), it is easy to check that both sides of this equality are solutions of the
equation (in Lp(H))
dX(u)
du
=
1
i
A(u)X(u)
with the initial condition X(t) = Texp
(∫ t
s
A(s) ds
)
. So, Lemma A.1 completes the proof.

By det we denote the classical Fredholm determinant (cf. e.g. [GK, S3, Y]).
Lemma A.3. If p = 1 then the following equality holds
det Texp
(
1
i
∫ t
a
A(s) ds
)
= exp
(
1
i
∫ t
a
Tr(A(s)) ds
)
.
Proof. Let F (t) and G(t) be the left and the right hand sides of this equality respec-
tively. Then d
dt
G(t) = 1
i
Tr(A(t))G(t), G(a) = 1. Further, by Lemma A.2 and the product
property of det
d
dt
F (t) = lim
h→0
1
h
(
det Texp
(
1
i
∫ t+h
t
A(s) ds
)
− 1
)
F (t) =
1
i
Tr(A(t))F (t),
where the last equality follows from definitions of determinant [S3, (3.5)], Texp and
piecewise continuity of A(s). 
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