Abstract-We study the problem of sampling and reconstructing bandlimited graph signals where the objective is to select a subset of nodes of pre-specified cardinality that ensures interpolation of the original signal with the lowest possible reconstruction error. First, we consider a non-Bayesian scenario and propose an efficient iterative sampling procedure that in the noiseless case enables exact recovery of the original signal from the set of selected nodes. In the case of noisy measurements, a bound on the reconstruction error of the proposed algorithm is established. Then, we consider the Bayesian scenario where we formulate the sampling task as the problem of maximizing a monotone weak submodular function, and propose a randomized-greedy algorithm for finding a sub-optimal subset. We derive the worstcase performance guarantee on the mean-square error achieved by the randomized-greedy algorithm for general non-stationary graph signals. We further study the problem of identifying unknown support of bandlimited signals and show that under a pragmatic sufficient condition, the proposed framework perfectly discovers the support using a small number of samples. The efficacy of the proposed methods is illustrated through numerical simulations on synthetic and real-world graphs.
I. INTRODUCTION
Network data that is naturally supported on vertices of a graph is becoming increasingly ubiquitous, with examples ranging from the measurements of neural activities at different regions of the brain [3] to vehicle trajectories over road networks [4] . Predicated on the assumption that the properties of a network process relate to the underlying graph, the goal of graph signal processing (GSP) is to broaden the scope of traditional signal processing tasks and develop algorithms that fruitfully exploit this relational structure [5] , [6] . Consider a network represented by a graph G consisting of a node set N of cardinality N and a weighted adjacency matrix A ∈ R N ×N whose (i, j) entry, A ij , denotes weight of the edge connecting node i to node j. A graph signal x ∈ R N is a vertex-valued network process that can be represented by a vector of size N supported on N , where its i th component denotes the signal value at node i.
A cornerstone problem in GSP that has drawn considerable attention in recent years pertains to sampling and reconstruction of graph signals [7] - [14] . The task of selecting a subset of nodes whose signals enable reconstruction of the information in the entire graph with minimal loss is known to be NPhard. Conditions for exact reconstruction of graph signals from noiseless samples were put forth in [7] - [10] . Existing approaches for sampling and reconstruction of graph signals can be categorized in two main groups -selection sampling [10] and aggregation sampling [12] . The focus of the current paper is on the former.
Sampling of noise-corrupted signals using randomized schemes including uniform and leverage score sampling is studied in [15] ; there, optimal sampling distributions and performance bounds are derived. Building on the ideas of variable density sampling from compressed sensing, [16] derives random sampling schemes and proves that O(k log k) samples are sufficient to recover all k-band-limited signals with high probability. Moreover, [16] provides a fast technique for accurate estimation of the optimal sampling distribution. Recent work [17] relies on loop-erased random walks on graphs to speed up sampling of band-limited signals. In [11] , [14] , reconstruction of graph signals and their power spectrum density is studied and schemes based on the greedy sensor selection algorithm [18] , [19] are developed. However, the performance guarantees in [14] , [15] are restricted to the case of stationary graph signals, i.e., the covariance matrix in the nodal or spectral domains is required to have a certain structure (e.g., diagonal; see also [20] - [22] ).
An influential work [23] presents a method that enables recovery of some band-limited functions on a simple undirected unweighted graph using the signal values observed on the socalled uniqueness sets of vertices; see also [24] and [25] . An iterative local set-based algorithm based on graph partitioning that improves the convergence rate of band-limited graph signals reconstruction is proposed in [26] . Another sampling approach relies on collecting observations at a single node instead of a subset of nodes via successive applications of the so-called graph shift operator and aggregating the results [12] . Specifically, shifted versions of the signal are sampled at a single node which, under certain conditions, enables recovery of the signal at all nodes. While the aggregation sampling in [12] reduces to classical sampling for time signals, the required inspection of the invertibility of the submatrix of eigenvectors is computationally expensive. Moreover, the recovery of graph signals from their partial samples collected via the aggregation scheme requires the first k components (signal bandwidth) to be distinct, which may not be the case in certain applications.
A main challenge in sampling and reconstruction is the problem of identifying the support of bandlimited graph signals [9] , [12] , [24] , [27] , [28] . In [9] , [24] , support identification of smooth graph signals is studied. However, the techniques in [9] , [24] rely solely on a user-defined sampling strategy and the graph Laplacian, and disregard the availability of observations of the graph signal. A similar scheme is developed in [12] for aggregation sampling where under established assumptions on the topology of a graph, conditions for exact support identification from noiseless measurements are established. In particular, the aggregation sampling method of [12] requires twice as many samples as the bandwidth of the graph signal (i.e., k) to guarantee perfect recovery in the noiseless setting. An alternating minimization approach that jointly recovers unknown support of the signal and designs a sampling strategy in an iterative fashion is proposed in [27] . However, the convergence of the alternating scheme in [27] is not guaranteed and the conditions for exact support identifications are unknown [27] .
In this paper, we consider the task of sampling and reconstruction of bandlimited graph signals in various settings.
We first study the non-Bayesian scenario where no prior information about signal covariance is available. Based on ideas from compressed sensing, we develop a novel and efficient iterative sampling approach that exploits the lowcost selection criterion of the orthogonal matching pursuit algorithm [29] to recursively select a subset of nodes of the graph. We theoretically demonstrate that in the noiseless case the original k-bandlimited signal can be recovered exactly from the set of selected nodes with cardinality k. In the case of 2 -norm bounded noise, we establish a bound on the worst-case reconstruction error of the proposed algorithm that turns out to be proportional to the bound on the 2 -norm of the noise term. The proposed scheme requires only the normal adjacency matrix, a regularly made assumption in prior works on sampling of graph signals. Therefore, the proposed iterative algorithm guarantees recovery for a wide class of graph structures.
Next, we study the Bayesian scenario where the graph signal is a non-stationary network process with a known nondiagonal covariance. Following [14] , [18] , [19] , we formulate the sampling task as the problem of maximizing a monotone weak submodular function that is directly related to the mean square error (MSE) of the linear estimator of the original graph signal. To find a sub-optimal solution to this combinatorial optimization problem, we propose a randomized-greedy algorithm that is significantly faster than the greedy sampling method developed in [14] , [18] , [19] . We theoretically analyze performance of the proposed randomized-greedy algorithm and demonstrate that the resulting MSE is a constant factor away from the MSE of the optimal sampling set. Unlike the prior work in [14] , our results do not require stationarity of the graph signal. Furthermore, in contrast to existing theoretical works, we do not restrict our study to the case of additive white noise. Instead, we assume that the noise coefficients are independent but the power of noise is different for individual nodes of the graph.
We then extend our results to the case where the support of the bandlimited signal is unknown. In particular, we show that in the noiseless scenario the proposed framework still requires sampling k nodes to exactly identify the unknown support and recover the entire graph signal. In the noisy scenario, we derive a sufficient condition for the exact identification of the support. Specifically, we demonstrate that if the smallest entry of the sampled graph signal satisfies a certain sufficient condition, the proposed framework can perfectly identify unknown support from k sampled nodes.
Finally, simulation studies on both synthetic and real world graphs verify our theoretically findings and illustrate that the proposed sampling framework compares favorably to competing alternatives in terms of both accuracy and runtime.
The rest of the paper is organized as follows. Section II reviews the relevant background and concepts. In Section III, we formally state the sampling problem and develop the proposed iterative selection sampling method. In Section IV, we study the Bayesian setting and introduce the randomizedgreedy algorithm for the sampling task and theoretically analyze its performance. Extension of proposed frameworks to the case of unknown support are developed in Section V. Section VI presents simulation results while the concluding remarks are stated in Section VIII.
II. PRELIMINARIES
In this section, we briefly overview notation, concepts, and definitions that are used in the development of the proposed algorithmic and theoretic frameworks.
A. Notations
Bold capital letters denote matrices while bold lowercase letters represent vectors. Sets are denoted by calligraphic letters, [n] := {1, 2, . . . , n}, and |S| denotes the cardinality of set S. A ij denotes the (i, j) entry of A, a j (a j ) is the j th row (column) of A, A S,r (A S,c ) is the submatrix of A that contains rows (columns) indexed by the set S, and λ max (A) and λ min (A) are the largest and the smallest eigenvalues of A, respectively. P ⊥ S = I n − A S,r (A S,r ) † is the projection operator onto the orthogonal complement of the subspace spanned by the rows of A S,r , where A † = A A −1 A denotes the Moore-Penrose pseudo-inverse of A and I n ∈ R n×n is the identity matrix. Finally, supp(x) returns the support of x.
B. Bandlimited Graph signals
Let x be a graph signal which is k-bandlimited in a given basis V ∈ R N ×N . This means that the signal's so-called graph Fourier transform (GFT)x = V −1 x is k-sparse. There are several choices for V in the literature with most aiming to decompose a graph signal into different modes of variation with respect to the graph topology. For instance,
can be defined via the Jordan decomposition of the adjacency matrix [30] , [31] , through the eigenvectors of the Laplacian when G is undirected [5] , or it can be obtained as the result of an optimization procedure [32] , [33] . In this paper, we assume that the adjacency matrix A = VΛV −1 is normal which in turn implies V is unitary and V −1 = V . Recall that since x is bandlimited,x is sparse with at most k nonzero entries. Let K be the support set ofx, where |K| = k. Then one can write x = Ux K , where U = V K,c . In the sequel, without a loss of generality we assume U does not contain all-zero rows; otherwise, one could omit the all-zero rows of U and their corresponding nodes from the graph as they provide no meaningful information about the graph signal. Moreover, we start by assuming that the support set K is known. In Section V, we discuss how to tackle sampling scenarios where K is unknown or only a probabilistic prior on K is available.
C. Submodularity concepts
An important concept in contemporary combinatorial optimization is the notion of submodular functions that has recently found applications in many signal processing tasks. Relevant concepts are formally defined below.
Definition 1 (Submodularity and monotonicity). Let X be a ground set. Set function f : 2
for all subsets S ⊆ T ⊂ X and j ∈ X \T . The term f j (S) := f (S ∪ {j}) − f (S) is the marginal value of adding element j to set S. Furthermore, f is monotone if f (S) ≤ f (T ) for all S ⊆ T ⊆ X .
In many applications, the objective function of the combinatorial optimization problem of interest is not submodular. The notion of set functions with bounded curvature captures these scenarios by generalizing the concept of submodularity.
Definition 2 (Curvature). The maximum element-wise curvature of a monotone non-decreasing function f is defined as
The maximum element-wise curvature essentially quantifies how close the set function is to being submodular. It is worth noting a set function f (S) is submodular if and only if its maximum element-wise curvature satisfies C f ≤ 1. When C f > 1, f (S) is called a weak submodular function.
III. SAMPLING OF BANDLIMITED GRAPH SIGNALS
In this section, we study the problem of sampling bandlimited signals with known support. In particular, we assume that a graph signal x is sparse given a basis V and that A = VΛV where A is the adjacency matrix of the undirected graph G; alternatively, we may use the Laplacian matrix L to characterize the undirected graph. We can also consider any orthogonal basis for the most general directed graphs; see e.g., [32] . We first consider the noise-free scenario (Section III-A) and then extend our results to the case of sampling and reconstruction from noisy measurements (Section III-B).
A. Sampling bandlimited graph signals
In selection sampling (see, e.g. [10] ), sampling a graph signal amounts to finding a matrix C ∈ {0, 1} k×N such that x = Cx, wherex denotes the sampled graph signal. Since x is bandlimited with support K and x = Ux K , it holds that x = CUx K . The original signal can then be reconstructed aŝ
According to (1), a necessary and sufficient condition for perfect reconstruction (i.e.,x = x) from noiseless observations, is guaranteed by the invertibility of matrix CU. Set S ← S ∪ {i s }
8:
r i = P ⊥ S u 9: end while 10: return S.
However, as argued in [7] , [12] (see, e.g. Section III-A in [12] ), current random selection sampling approaches cannot construct a sampling matrix to ensure CU is invertible for an arbitrary graph; moreover, invertibility of CU is examined by inspection which for large graphs requires intensive computational effort. To overcome these issues, motivated by the well-known OMP algorithm in compressed sensing [29] , we propose a simple iterative scheme with complexity O(N k 2 ) that with probability one guarantees perfect recovery of x from the sampled signalx.
The proposed approach (see Algorithm 1) works as follows. First, the algorithm chooses an arbitrary node of the graph with index for some ∈ [N ] as a residual node. Then, in the i th iteration the algorithm identifies a node with index j s to be included in the sampling set S according to
where r i = P ⊥ S u is a residual vector initialized as r 0 = u . This procedure is repeated for k iterations to construct the sampling set S.
Theorem 1 demonstrates that Algorithm 1 returns a sampling set that ensures perfect recovery of the graph signal x in the noise-free scenario. Theorem 1. Let S denote the sampling set constructed by Algorithm 1 and let C be the corresponding sampling matrix such that |S| = k. Then, the matrix CU is always invertible.
Proof. See Appendix A.
Theorem 1 states that as long as the adjacency matrix A is normal, the proposed selection scheme guarantees perfect reconstruction of the original signal from its noiseless samples. Therefore, in contrast to existing random selection sampling and aggregation sampling schemes [10] , [12] , [16] that require strong conditions on A (e.g., eigenvalues of A to be distinct), Algorithm 1 guarantees recovery for a wider class of graphs.
The worst-case computational complexity of Algorithm 1 is analyzed next. In the i th iteration, step 6 costs O(k(N − i)) as one needs to search over N − i rows of U and compute inner-product of k-dimensional vectors in order to evaluate the selection criterion.
Step 8 is a matrix-vector product whose complexity is O(k 2 ). Note that in our implementations we use the modified Gram-Schmidt (MGS) algorithm to update the residual vector with a significantly lower complexity of O(ki). Thus the total cost of the i th iteration is O(k(N − i) + ki) = O(k(N −i)). Since i ≤ k and there are k iterations, the overall complexity of Algorithm 1 is O(N k 2 ).
B. Sampling in the presence of noise
Here we provide an extension of the proposed selection sampling scheme to scenarios where only noisy observations of the graph nodes are available. Note that because of the noise, perfect reconstruction is no longer possible. Nevertheless, we provide an upper bound on the reconstruction error of the proposed sampling scheme as a function of the noise covariance and the sampling matrix C. Another distinguishing aspect of sampling and reconstruction in the presence of noise is that, to achieve better reconstruction accuracy, it may be desirable to select m ≥ k nodes as the sampling set. This stands in contrast to the noiseless case where, as we proved, m = k sampling nodes are sufficient for perfect reconstruction if the sampling set is constructed by Algorithm 1.
Let y = x+n be the noise-corrupted signal, where n ∈ R N denotes the zero-mean noise vector with covariance matrix E[nn ] = Q. We also assume that the support K is known. Therefore, since x = Ux K , the samplesx and the non-zero frequency components of x are related via the linear model
where U S,r = CU, y S = Cy, and n S = Cn. The reconstructed signal in the Fourier domain satisfies the normal equation [34] ,
where Q S = CQC is the covariance of n S . If the matrix U S,r Q −1 S U S,r is invertible, we can recover the original graph signal up to an error term as stated in the following theorem. Proposition 1. Let S be the sampling set constructed by Algorithm 1 and let C be the corresponding sampling matrix. Moreover, let us denote U S,r = CU. Then with probability one the matrix U S,r Q −1 S U S,r is invertible. Furthermore, if n 2 ≤ n , the reconstruction error of the signal reconstructed from S satisfies
Proposition 1 states an explicit bound on the reconstruction error of the proposed sampling scheme for general noise models with bounded 2 -norm. In addition to the performance bound stated in Proposition 1, another advantage of the proposed selection sampling scheme is that, unlike the aggregation sampling strategy, it preserves structural properties of noise. More specifically, if n is white with Q = σ 2 I N , the effective noise term in aggregation sampling becomes correlated (see Section IV-A in [12] ) while under the proposed sampling method the noise term remains unchanged and hence white. In aggregation sampling, on the other hand, whiteness of the noise term in the above model is not preserved.
Remark. Compared to the noiseless scenario where the main challenge is to ensure CU is invertible, in the presence of noise a sampling scheme with the lowest reconstruction error is desired. Although Proposition 1 states a performance bound for any sampling matrix C constructed by Algorithm 1, the statistics of noise is not exploited in the process of constructing C. This issue also arises in state-of-the-art random selection sampling and aggregation sampling schemes [10] , [12] , [16] , where one resorts to an exhaustive search over the space of all sampling matrices to find one that results in the lowest meansquare error. In the Bayesian setting studied in Section IV where one assumes a prior distribution on x, the original signal can be reconstructed up to an error term for any C ∈ R m×N with m ≥ k. Therefore, invertibility of CU is not a concern in the Bayesian case and there we focus on constructing a sampling set S with the lowest reconstruction error.
IV. BAYESIAN SAMPLING OF GRAPH SIGNALS
So far we have considered the problem of sampling in scenarios where the graph signal is not stochastic. In this section, we consider the problem of sampling and interpolation in a Bayesian setting where the graph signal is a non-stationary network process. To this end, we adopt the following definition of stationarity, recently proposed in [21] .
Definition 3. A stochastic graph signal x is graph wide-sense stationary (GWSS) if and only if the matrix
is diagonal.
In addition to our novel algorithmic contributions, the setting we consider in this section is more general than those considered in [14] , [35] - [37] . Specifically, in contrast to the prior work in [14] , we assume that the signal in not necessarily stationary with respect to G and thatx is a zeromean random vector with (generally non-diagonal) covariance matrix E[xx ] = P. Furthermore, we do not restrict our study to the case of additive white noise. Rather, we consider a more practical setting where the noise coefficients are independent but the power of noise is different for individual nodes of the graph. That is, if y = x+n denotes the noise-corrupted signal, n ∈ R N is the zero-mean noise vector with covariance matrix
Note that this particular scenario is not explored in the prior work [14] or the related sensor selection and experimental design schemes [35] - [37] .
Let S denote a sampling set of m ≥ k graph nodes. Since x = Ux K , the samples y S and the non-zero frequency components of x are related via the Bayesian linear model
As before, in order to findx it suffices to estimatex K based on y S . The least mean-square estimator ofx K , denoted byx K , satisfies the Bayesian counterparts of the normal equations in the Gauss-Markov theorem (see, e.g. [34, Ch. 10] ). Accordingly, it is given bŷ
whereΣ
is the error covariance matrix ofx K . Therefore,x = Ux K and its error covariance matrix can be obtained as Σ S = UΣ S U . The problem of sampling for near-optimal reconstruction can now be formulated as the task of choosing S so as to minimize the mean square error (MSE) of the estimatorx. Since the MSE is defined as the trace of the error covariance matrix, we obtain the following optimization problem,
Using trace properties and the fact that U U = I m , (10) simplifies to
The optimization problem (11) is NP-hard and evaluating all ( N m ) possibilities to find the exact solution makes it intractable even for relatively small graphs. To this end, we propose an alternative to find a near-optimal solution in polynomial time.
In [14] , following the greedy sensor selection approach of [18] , [19] , a greedy algorithm is proposed for the described Bayesian setting and its performance is analyzed under the assumption that the graph signal is stationary and the noise is white. In application dealing with extremely large graphs, the greedy algorithm proposed in [14] , [18] , [19] might be computationally infeasible. Moreover, the graph signal is not necessary stationary and, perhaps more importantly, different nodes of the graph experience different levels of noise. To address these challenges, motivated by the algorithm recently developed in [38] for maximization of strictly submodular functions, we develop a randomized-greedy algorithm for Bayesian sampling of graph signals that is significantly faster than the greedy algorithm. In addition, by leveraging the notion of weak submodularity, we establish performance bounds for the general setting of non-stationary graph signals.
A. Randomized-greedy selection sampling
Following [14] , [18] , [19] , we start by formulating (11) as a set function maximization task. Let f (S) = Tr(P −Σ S ). Then (11) can equivalently be written as
In Proposition 2 below, by applying the matrix inversion lemma [39] we establish that f (S) is monotone and weakly submodular. Moreover, we derive an efficient recursion to find the marginal gain of adding a new node to the sampling set S.
Proposition 2. f (S) = Tr(P −Σ S ) is a weak submodular, monotonically increasing set function, f (∅) = 0, and for all j ∈ N \S
, and
Algorithm 2 Randomized-greedy Graph Sampling
Choose R by sampling s = N m log (1/ ) indices uniformly at random from N \S 6:
Set S ← S ∪ {j s } 9: end while 10: return S.Σ
Proof. See Appendix C.
Proposition 2 enables efficient construction of the sampling set in an iterative fashion. To further reduce the computational cost, we propose a randomized-greedy algorithm for selection sampling with minimal MSE that selects a sampling set in the following way. Starting with S = ∅, at iteration (i + 1) of the algorithm, a subset R of size s is sampled uniformly at random and without replacement from N \S. The marginal gain of each node in R is found using (13) , and the one corresponding to the highest marginal gain is added to S. Then, the algorithm employs (14) to updateΣ S for the subsequent iteration. This procedure is repeated until some stopping criteria, e.g., a condition on the cardinality of S is met. Regarding s, we follow the suggestion in [38] and set s = N m log 1 where e −m ≤ < 1 is a predetermined parameter that controls the trade-off between the computational cost and MSE of the reconstructed signal; randomized-greedy algorithm with smaller produces sampling solutions with lower MSE while the one with larger requires lower computational costs. Note that if = e −m , the randomized-greedy algorithm in each iteration considers all the available nodes and hence matches the greedy scheme proposed in [14] , [18] , [19] . However, as we illustrate in our simulation studies, the proposed randomizedgreedy algorithm is significantly faster than the greedy method in [14] , [18] , [19] for large while returning essentially the same sampling solution. The randomized-greedy algorithm is formalized as Algorithm 2.
B. Theoretical analysis
To start performance analysis of the proposed randomized greedy algorithm, we first we state Lemma 1 [40] that upperbounds the difference between the values of the objective corresponding to two sets having different cardinalities.
Lemma 1.
[40] Let f denote a monotone set function with the maximum element-wise curvatures C max . Let S and T be any two sampling sets such that S ⊂ T ⊆ N with |T \S| = r. Then, it holds that
where
Lemma 2. (Weyl's inequality [39] ) Let A and B be two N ×N real positive definite matrix matrices. Then it holds that (16) where λ l (A) denotes the l th largest eigenvalue of A.
Theorem 2 below states that if f (S) is characterized by a bounded maximum element-wise curvature, Algorithm 2 returns a sampling subset yielding an MSE that is on average within a multiplicative factor of the MSE associated with the optimal sampling set.
Theorem 2. Let C f denote the maximum element-wise curvature of f (S) = Tr(P−Σ S ), the objective function in (12) 
Proof. The proof of Theorem 2 relies on the argument that if s = N m log 1 , then with high probability the random set R in each iteration of Algorithm 2 contains at least one node from O. See Appendix D for the complete proof.
Compared to the results of [38] where the maximization of strictly submodular and monotone functions is considered, Theorem 2 relaxes the submodularity assumption and states that submodularity is not required for near-optimal performance of the randomized greedy algorithm. Rather, if the set function is weak submodular, Algorithm (2) still selects a sampling set with an MSE near that of the optimal sampling set. In addition, even if the function is submodular (e.g., when the objective is log det(.) function instead of the MSE), the approximation factor in Theorem 2 is tighter than that of [38] as the result of analysis presented in the proof of Theorem 2. Moreover, a major assumption in [38] is that R is constructed by sampling with replacement. To the contrary, we assume R is constructed by sampling without replacement and carry out the analysis in this setting.
Next, we study the performance of the randomized greedy algorithm using the tools of probably approximately correct (PAC) learning theory [41] , [42] . That is, not only the sampling set selected by Algorithm 2 is on expectation near optimal, but the MSE associated with the selected sampling set is with high probability close to the smallest achievable MSE. The randomization of Algorithm 2 can be interpreted as an approximation of the marginal gains of the nodes selected by the greedy scheme [14] , [18] , [19] . More specifically, for the i th iteration it holds that f jrg (S rg ) = η i f jg (S g ), where subscripts rg and g indicate the sampling sets and nodes selected by the randomized greedy (Algorithm 2) and greedy algorithm in [14] , [18] , [19] , respectively, and 0 < η i ≤ 1 for all i ∈ [m] are random variables. Following this argument and by employing the Bernstein inequality [43] , we arrive Theorem 3 which states that the randomized greedy algorithm selects a near-optimal sampling set with high probability. 
are independent, for all 0 < q < 1 with probability at least 1 − e −Cm it holds that
Tr(P) (19) for some C > 0.
Proof. See Appendix E.
In our simulation studies (see Section VI), we empirically verify the results of Theorems 2 and 3 and illustrate that Algorithm 2 performs favorably compared to the competing greedy scheme both on average and for each individual sampling task.
Finally, in Theorem 4 we extend the results of [14] derived for stationary graph signals and show that the maximum element-wise curvature of f (S) = Tr(P −Σ S ) is bounded even for non-stationary graph signals and in the scenario where the statistics of the noise varies across nodes of the graph.
Theorem 4. Let C f be the maximum element-wise curvature of f (S) = Tr(P −Σ S ). Then it holds that
Proof. See Appendix F.
It was shown in [14] that if x is stationary and P = σ 2 for all j ∈ N , then the curvature of the MSE objective is bounded. However, Theorem 4 holds even in the scenarios where the signal is non-stationary and noise is not white.
V. EFFICIENT SUPPORT RECOVERY
In the previous sections, we assumed that the support of the bandlimited graph signal x (that is, the set of nonzero frequency components) is known. However, in many practical settings, the support of the signal might be unknown and one needs to recover it prior to or concurrent with the sampling step. In this section, we address this task and provide a novel framework to efficiently identify the support.
Existing selection and aggregation sampling methods capable of support identification (e.g. [12] ) require twice as many samples as the bandwidth of the graph signal (i.e., k) for perfect recovery of K and hence exact interpolation of x from the sampled signalx. Furthermore, the conditions needed to ensure exactness of aggregation sampling may be challenging to meet in practical setting where the graph is arbitrary. See Fig. 1 for an illustrative example.
Here we propose a novel approach to recover support for a broad range of graphs. Then we combine support recovery and the sampling schemes of the previous sections into an adaptive graph sampling with support identification framework. 
A. Support recovery from historical signals
Suppose that for a given graph and its Fourier basis V, the observed P signals measured at all of the N vertices are collected in a matrix
The goal is to perform support recovery of the underlying bandlimited signals collected in
We assume that V has full rank and that GFTsx i share a common support. The latter assumption means that matrixX follows a block-sparse model having entire rows as zeros or nonzeros. Recall that K is the support set of GFTsx i with |K| = k. Then, upon defining
such that
the bandlimited signal recovery (and thus also finding the support K) boils down to solving
whereȲ = V Y. Note that support recovery is a byproduct of optimizing (22) . Inspired by [44] , we propose to use the (2, 0) mixed norm to reformulate (22) as
where the (p, q)-mixed norm of matrixX is defined as
It is obvious that the solutionX of (23) is obtained by the row-wise l 2 -norm thresholding ofȲ. Specifically, upon calculating the l 2 -norm of the rows ofȲ (i.e., ȳ i 2 ), we identify the k th largest l 2 -norm, ζ. Then, the solutionX has rows given byx
The running time of finding the solution to (23) according to (25) is O (N P +N logN ) . This consists of finding the l 2 norm t ← t + 1 6:X = argmin
Employ Algorithm 1 or Algorithm 2 on U to construct S t .
9: end while 10: return S T .
of the rows in O(N P ) and then performing an off-the-shelf sorting algorithm (e.g., merge sort) in O(N logN ).
Analyzing the support identifiability is challenging in the presence of noise. To render it manageable, we assume an energy constraint on the noise, i.e., impose a constraint that noise does not exceed a threshold δ. In the following theorem, we provide sufficient conditions for exact recovery of the support from the noisy observations assuming an energyconstrained noise model. 
Proof. See Appendix G.
Inspection of (26) shows that in the noiseless scenario (i.e., δ = 0), the support is identifiable even for P = 1. In the noisy case with P = 1, if the smallest entry of that one sampled graph signal is greater than 2δ, the proposed framework can still perfectly identify unknown support from k sampled nodes. Moreover, in the presence of noise, it is conceivable that as P grows, the chance of (26) being satisfied increases and the support is rendered identifiable as the number of observations grows; see also the numerical tests in Section VI.
B. Joint sampling and support recovery
In Section V-A we demonstrated that if (26) is met in the presence of noise, the support is identifiable from P historical samples of the graph signal. After the recovery of support, one can employ Algorithm 1 (Algorithm 2) to construct a sampling set in the non-Bayesian (Bayesian) scenario. In this section, we consider the noisy scenario where the sufficient condition in V-A is not satisfied. Since in this case exact identification of support is not guaranteed, we propose an alternating scheme to jointly identify the support and construct the sampling set in an iterative fashion. Specifically, in the first iteration we set S 0 = [N ] and identify an approximate support K 1 from the historical samples according to the results of Section V-A, i.e., solveX = argmin 27) and set K 1 = supp(X). Then, we perform either Algorithm 1 or Algorithm 2 on V K 1 ,c to construct a sampling set S 1 such that |S 1 | = m in non-Bayesian or Bayesian setting, respectively. This procedure is continued until convergence or meeting a stopping criteria, such as reaching the predetermined maximum number of iterations. This alternating scheme is formalized as Algorithm 3. Theoretical analysis of convergence properties of Algorithm 3 is of interest and is subject of our future work.
VI. NUMERICAL SIMULATIONS
To assess the proposed support recovery and sampling algorithms, we study their performance in recovery of signals supported on synthetic and real-world graphs.
A. Synthetic Erdős-Rényi random graphs
We first consider undirected Erdős-Rényi random graphs G of size N = 1000 with edge probability 0.15 and 0.25 [45] . Bandlimited graph signals x = Ux K are generated by forming U using k randomly selected eigenvectors of the graph adjacency matrix, where k = 150 or 300. The non-zero frequency componentsx K are drawn independently from a zero-mean Gaussian distribution with standard deviation 100. Measurements are formed by corrupting the signals with an additive Gaussian noise having 20dB power. Assuming unknown frequency support, we test the accuracy of support recovery via the proposed framework (23), (25) , using the measurements P collected across all nodes. Fig. 2(a) shows the support recovery error -measured by the ratio of the number of elements common between the true support and the identified frequency support to the bandwidth (k) -as a function of number of observations (P ). The results are obtained by averaging over 100 Monte-Carlo simulations. We notice that as P increases, the recovery error decreases monotonically [cf. Theorem 5] for different degrees of connectivity (p) and bandwidths (k). The recovery performance is not impacted by varying edge probabilities since we only need V to be full rank which is satisfied in all the undirected graphs considered in this study. Moreover, since with higher bandwidth the energy in GFT components and the chance of satisfying (26) increases, the support recovery task becomes easier, as predicted by the results of Theorem 5. Next, we consider the task of sampling and reconstruction of noise-corrupted bandlimited graph signals with known support. Specifically, we consider undirected Erdős-Rényi random graphs G of size N = 100 and edge probability 0.2. We generate x = Ux K by forming U using the first k eigenvectors of the graph adjacency matrix, where k is varied linearly from 2 to 99. The non-zero frequency componentsx K are drawn independently from a zero-mean Gaussian distribution with standard deviation 100. The signal is corrupted by a Gaussian noise term with Q = 0.02 2 I N . We compare the recovery performance of the proposed scheme in Algorithm 1 with state-of-the-art uniform, leverage score, and optimal random sampling schemes [10] , [15] , [16] . We define the recovery error as the ratio of the error energy to the true signal's energy. Furthermore, the success rate [10] is defined as the fraction of instances where CU is invertible [cf.
(1)]. The results, averaged over 100 independent instances are shown in Fig 1(b) . As we can see from Fig 1(b) (top) , the proposed scheme consistently achieves lower recovery error than competing schemes. Moreover, as shown in Fig 1(b) (bottom), when the bandwidth increases the success rate of random sampling schemes decreases while the success rate of the proposed scheme is always one, as formally established in Theorem 1.
B. Real graph: interpolation of industrial sectors' production
Next, we analyze data from the Bureau of Economic Analysis of the U.S. Department of Commerce which publicizes an annual table of input and outputs organized by economic sectors 1 . Specifically, we represent by nodes 62 industrial sectors as defined by the North American Industry Classification System, and construct weighted edges and the graph signal similar to [12] . The (undirected) edge weight between two nodes represents the average total production of the sectors, the first sector being used as the input to the other sector, expressed in trillions of dollars per year. This edge weight is averaged over the years 2008, 2009, and 2010. Also, two artificial nodes are connected to all 62 nodes as the added value generated and the level of production destined to the market of final users. Thus, the final graph has N = 64 nodes. The weights lower than 0.01 are thresholded to zero and the eigenvalue decomposition of the corresponding adjacency matrix A = VΛV is performed. A graph signal x ∈ R 64 can be regarded as a unidimensional total production -in trillion of dollars -of each sector during the year 2011. Signal x is shown to be approximately (low-pass) bandlimited in [12, Fig.  4 (a)(top)] with a bandwidth of 4.
We interpolate sectors' production by observing a few nodes using Algorithm 1 and assuming that the signal is low-pass (i.e., with smooth variations over the built network). Then, we vary the sample size and compare the recovery performance of the proposed scheme with state-of-the-art uniform, leverage score, and optimal random sampling schemes [10] , [15] , [16] averaged over 1000 Monte-Carlo simulations as shown in Fig.  2(c) (top) . As the figure indicates, the proposed algorithm outperforms uniform, leverage score, and optimal random sampling schemes [10] , [15] , [16] . However, Algorithm 1 does not achieve perfect recovery in this noiseless scenario because the signal is not truly bandlimited. Moreover, Fig. 2(c) (bottom) shows a realization of the graph signal x superimposed with the reconstructed signal obtained using Algorithm 1 with k = 2 for all nodes excluding two artificial ones. The recovery error of the reconstructed signal is approximately 1.32%; as Fig. 2(c) (bottom) illustrates,x closely approximates x. given images of multiple subjects, the goal is to find images that belong to the same subject (Examples from the EYaleB dataset [46] ). 
C. Synthetic graph: Localization of UAVs
We now tackle a UAV localization problem in which the goal is to estimate absolute positions of robots from on-board sensor measurements. Specifically, consider a network of N UAVs moving in a 2D plane and assume that each UAV is equipped with two systems: a laser scanner that measures the relative position of other UAVs within a sensing radius, and a GPS system that finds the absolute position of the UAV. While the laser system can find the relative position of nearby UAVs with minimal power consumption, the GPS system requires intensive power to receive the location of the UAV from the control unit located potentially far from the network of UAVs. Due to this intrinsic power constraint, we consider the case in which energy constraints prevent all UAVs to collect GPS data, i.e., only a subset of the UAVs can use the GPS. The objective is to compute the most representative subset the UAVs so to minimize the mean-squared error of the global positions of all UAVs. To this end, we employ the proposed randomizedgreedy scheme in Algorithm 2 with various values of to find a sampling set (a subset of UAVs) and compare its recovery error to that of the greedy sampling scheme [14] , [18] , [19] . Note that two graph signals, namely the x and y coordinate of UAVs, are supported on the network. Further, since UAVs that are close to each other have similar locations, both of these graph signals are smooth and hence bandlimited.
We run Monte Carlo simulations with 1000 instances where we consider 1000 UAVs distributed uniformly in a 10 × 10 grid; the range of the laser system is set to 0.3 and the power of noise affecting laser measurements is set to 10 −2 . The recovery error and running time results as a function of signals' bandwidth -which is also the size of the sampling set -are shown in Fig. 4(a) and Fig. 4(b) , respectively. As we see in Fig. 4(a) , performance of the proposed scheme and greedy algorithm are fairly similar and as bandwidth increases the recovery error decreases. Furthermore, as gets smaller, the gap between the performance of the proposed scheme and the greedy algorithm reduces until becoming negligible. The running time comparison illustrated in Fig. 4(b) reveals that for the largest sampling set considered (i.e. k = 50), the proposed scheme is more than 2x faster than the greedy method. Additionally, the complexity of the proposed scheme is linear in k, while that of the greedy method is quadratic, as predicted in our theoretical results.
D. Real graph: Semi-supervised face clustering
Clustering faces of individuals is an important task in computer vision [46] - [48] . In real-world settings, labeling all images is practically infeasible. However, acquiring labels even for a small subset of data that can represent all images may drastically improve the clustering accuracy. The proposed randomized-greedy selection sampling framework can be employed in this setting to acquire labels for a small number of images to achieve improved clustering accuracy. To this end, we test the randomized-greedy algorithm on EYaleB dataset [46] (see Fig. 3 ) which contains frontal face images of 38 individuals under 64 different illumination conditions. Similar to the prior works (see, e.g., [47] , [48] ), in our studies the images are down-sampled to 48 × 42 from the original size of 192 × 168. In each of 100 independent instances of the Monte Carlo simulation we randomly pick 8 subjects and all of their images as the data points to be clustered; this results in a clustering problem with N = 512 data points. To construct the underlying graph signal and capture similarity of data points, we employ the sparse subspace clustering (SSC) scheme recently proposed in [47] to find the adjacency matrix A and the Laplacian matrix L. The graph signal support on the constructed similarity graph is discrete valued and the value of each node is an integer in {1, . . . , 8}. Note that the graph signal supported on the constructed similarity graph is smooth and bandlimited as similar images are unlikely to correspond to different individuals. The performance comparison of Algorithm 2 with various values for , greedy sampling method, random sampling schemes, and the unsupervised clustering method are illustrated in Fig. 4(c) as a function of the sampling ratio (k/N ). For the sake of clarity of presentation, we only show the result of the best method among uniform, leverage score, and optimal random sampling approaches [10] , [16] . As we see in Fig. 4(c) , the greedy and randomized-greedy schemes deliver the best clustering performance; as we increase size of the sampling set, the accuracy of semi-supervised schemes improves and the gap between the performance of random sampling methods and the proposed scheme decreases. Furthermore, our simulation studies reveal that acquiring labels of only 8 data points using the proposed scheme results in more than 12% improvements in clustering accuracy as compared to the unsupervised method.
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VIII. CONCLUSION
We considered the task of sampling and reconstruction of bandlimited graph signals where the objective is to select a node subset of prescribed cardinality that ensures interpolation of the original signal with the lowest reconstruction error. We first studied the non-Bayesian scenario and proposed an efficient iterative sampling approach that exploits the lowcost selection criterion of the orthogonal matching pursuit algorithm to recursively select a subset of nodes of the graph. We also theoretically showed that in the noiseless case the original k-bandlimited signal is exactly recovered from the set of selected nodes with cardinality k. In the case of noisy measurements, we established a worst-case performance bound on the reconstruction error of the proposed algorithm. In the Bayesian scenario where the graph signal is a nonstationary random process, we formulated the task of sampling as the problem of maximizing a monotone weak submodular function that is directly related to the mean square error (MSE) of the linear estimator of the original signal. We proposed a randomized-greedy algorithm to find a sub-optimal subset of sampling nodes. We analyzed the performance of the randomized-greedy algorithm and showed that the resulting MSE is a constant factor away from the MSE of the optimal sampling set. Unlike prior work, our guarantees do not require stationarity of the graph signal and the study is not restricted to the case of additive white noise. Instead, the noise coefficients are assumed to be independent but the power of noise varies across individual nodes of the graph. We further extended these results to the case where the support of a bandlimited signal is unknown. In particular, we demonstrated that, under a certain sufficient condition, the proposed framework requires k samples to ensure exact recovery of signals with unknown support from historical samples of the graph signal. Simulations studies showed the efficacy of the proposed sampling algorithms in comparisons to competing alternatives.
APPENDIX A PROOF OF THEOREM 1 To prove the theorem, it suffices to show that Algorithm 1 selects a subset of rows of U which are linearly independent. Consider the i th iteration where u is is identified and assume that until this iteration S contains indices of a collection of linearly independent vectors {u 1s , . . . , u (i−1) s }. If |r i−1 u is | = 0, since r i−1 is orthogonal to the span of {u 1s , . . . , u (i−1) s }, u is is not in the span of these vectors. Hence, {u 1s , . . . , u is } is also a collection of linearly independent vectors and by an inductive argument we conclude that rows of U S,r are linearly independent. Now assume |r i−1 u is | = 0 for some i ≤ k. Since U does not have all-zero rows, this condition implies r i−1 = 0. Therefore, all the remaining rows of U which are not selected lie in the span of {u 1s , . . . , u (i−1) s }. Since by assumption i ≤ k, this condition implies that the rank of U is at most k − 1 which contradicts the fact that V is a basis and U has full column-rank. Therefore, r i−1 = 0 holds only for i > k and thus rows of U S,r are linearly independent. This completes the proof.
APPENDIX B PROOF OF PROPOSITION 1 According to Theorem 1, if m = k, U S,r = CU is invertible. Therefore, since Q S is positive definite and invertible it is easy to see that U S,r Q −1 S U S,r is also invertible. Now consider the case m ≥ k where U S,r ∈ R m×k is a tall full rank matrix. Let Q S is a positive definite matrix, L ∈ R m×m is full rank and invertible. Therefore, L u = L U S,r is also a full rank matrix. Thus, U S,r Q −1
is full rank and invertible. Hence, for any m ≥ k given a C constructed by Algorithm 1, (4) simplifies tô
Sx .
Since x = Ux K , the reconstructed signalx can be obtained according tô
Therefore,
where (a) and (b) follow by the assumption n S 2 ≤ n 2 ≤ n , (c) stems from submultiplicative property of 2 -norm, and (d) is by the fact that σ max (U) = 1 as it is a submatrix of an orthogonal matrix.
APPENDIX C PROOF OF PROPOSITION 2
We first verify that
Next, to show monotonicity, we establish a recursive relation for the marginal gain of selecting a new node on graph. More specifically, for j ∈ [n]\S it holds that
where (a) easily follows by applying Sherman-Morrison formula [39] on matrix (Σ −1
, and (b) is due to properties of the trace of a matrix. Finally, sinceΣ S is the error covariance matrix, it is symmetric and positive definite. Hence, f j (S) > 0, which in turn implies monotonicity.
APPENDIX D PROOF OF THEOREM 2
To prove the theorem, we first establish a bound on the expected value of the marginal gains of adding new nodes to the sampling set. Then, using the results of Lemma 1, we reduce the proof of approximation factor to that of the classical greedy algorithm introduced in [49] . More specifically, consider the i th iteration of Algorithm 2 and let S and (i + 1) s denote the current sampling set and the index of node selected at the (i + 1) st iteration of Algorithm 2. A necessary condition to achieve the optimal MSE is that set R at each iteration must contain at least one node from the optimal sampling set O. Let Φ = R ∩ (O\S). Since R is generated via sampling without replacement, it holds that
where (a) is by the inequality between arithmetic and geometric means and the fact that |N \S| ≤ N , and
in (b) is the p th harmonic number. The object γ in (33) 
for all integers p > q [50] . Therefore, using the identity (33) and the fact that (1 + x)
y ≤ e xy for any real number y > 0, we obtain
Let
Employing the inequality log(1− x) ≤ −x− 
Hence,
On the other hand, employing Lemma 1 with T = O ∪ S and invoking monotonicity of f yields
where |O\S| = r. Let c = max{C f , 1}. Applying the law of total expectation and the fact that C(r) ≤ c yields
With the established result, the proof simplifies to that of the classical greedy algorithm [49] . Therefore, by using a simple inductive argument,
where the last inequality is due to the facts that (1+x) y ≤ e xy for y > 0 and e ax ≤ 1+axe a for 0 < x < 1. Finally, the stated result follows by using the definition of f (S). This completes the proof.
APPENDIX E PROOF OF THEOREM 3
Consider the i th iteration of Algorithm 2. Let S denote the current sampling set and let (i + 1) g and (i + 1) rg denote indices of the nodes selected at the (i + 1) st iteration of the greedy sampling algorithm [14] , [18] , [19] and Algorithm (2), respectively. Similar to the proof of Theorem (2), we start by reducing the proof to that of the classical greedy algorithm. To this end, we employ Lemma 1 with T = O ∪ S and use monotonicity of f to obtain
Note that given the current sampling set S, from the selection criteria of greedy and randomized-greedy algorithms for all j it follows that
where we used the fact that |O\S| ≤ m. On the other hand, f (S ∪ {(i + 1) rg }) − f (S) = f (i+1)rg (S)
Combining (42) and (43) yields
Using a similar inductive argument as we did in the proof of Theorem 2 and due to the fact that (1 + x) y ≤ e xy for y > 0, it follows that
Note that if we assume {η i } are independent, the term m i=1 η i is a sum of independent bounded random variables. Since {η i } are bounded random variables, by Popoviciu's inequality [51] for all i ∈ [m] it holds that Var[η i ] ≤ 1 4 . Therefore, using Bernstein's inequality [51] it holds that for all 0 < q < 1 
with probability at least 1 − e C( ,q)m . Recalling the definition of f (S) leads to the stated bound which in turn completes the proof.
APPENDIX F PROOF OF THEOREM 4
To prove the stated result, we begin by exploiting the recursive formulation of the marginal gain derived in Proposition 2 to establish a sufficient condition for weak submodularity of f (S). More specifically, from the definition of the maximum element-wise curvature and (13), for all (S, T , j) ∈ X l we have
Next, we employ Courant-Fischer min-max theorem [39] to obtain
where (a) holds since
is a monotonically increasing function for x > 0 and u 
By Lemma 2, for all (S, T , j) ∈ X l it holds that λ min (Σ j I N ) and because the maximum eigenvalue of a positive definite matrix satisfies the triangle inequality. Note that the denominator of the last inequality is always strictly larger than σ 2 j , and that λ max (P) ≥ λ min (P). Following some straight-forward algebra, we obtain C max ≤ max 
which is the stated result. This completes the proof.
APPENDIX G PROOF OF THEOREM 5
Since we assume V is orthogonal, (23) amounts to
where the solution is obtained by (25) and
Due to the structure of the optimal solution, a sufficient condition to exactly identifyX (thus the support) is to have
Note that for the left-hand side of (56) it holds that min i∈K x i +n i ≥ min
where (a) is due to triangle inequality and (b) follows from the inequality n i ≤ √ P n i ∞ . Inequality (c) follows from the fact that n i = V n i ≤ δ due to the orthogonality of V which limits the entries ofN to δ. Similarly, for the right-hand side of (56), we have
(58) Thus, based on (57) and (58), assuming min i∈K x i > 2δ √ P ensures (56) is satisfied and the support is identifiable.
