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a b s t r a c t 
The Kobayashi–Warren–Carter (KWC) phase-ﬁeld model was originally conceived for two- 
dimensional systems to model grain boundary migration and grain rotation, which play 
a crucial role in nanocrystalline materials, and in phenomena such as superplasticity and 
recrystallization. Existing generalizations of the KWC model to three-dimensions construct 
the grain boundary energy as a function of misorientation angle between the grains, de- 
scribed as a scalar, and the inclination of the grain boundary. It is well-known that grain 
boundary energy is described on a ﬁve-dimensional space, where three dimensions de- 
scribe misorientations and two describe inclinations. In this work, we generalize the KWC 
model by constructing a frame-invariant energy density that is sensitive to all the ﬁve- 
dimensions of misorientations and inclinations. In addition, we derive representations for 
energy density that result in different forms of anisotropies in inclination and misorien- 
tation. The developed framework enables us to introduce the effect of material symme- 
try on the inclination-dependence. We demonstrate the richness of the model using vari- 
ous three-dimensional numerical examples that simulate anisotropic grain coarsening and 
grain rotation. 
Published by Elsevier Ltd. 
 
 
 
 
 
 
 
 1. Introduction 
Interest in microstructure evolution models capable of capturing grain boundary kinetics has surged in recent times due
to a renewed interest in dynamic phenomena in engineering materials mainly in the context of high-temperature appli-
cations. These developments have taken place at every scale, covering atomistic ( Bulatov et al., 2013; Frolov et al., 2018a;
2018b; Janssens et al., 2006; Molodov et al., 2003; Molodov and Molodov, 2018; Olmsted et al., 2011; 2009; Wolf et al.,
1992 ), mesoscopic ( Anderson et al., 1984; Chen, 2002a; Han et al., 2018; Holm et al., 1991; Khater et al., 2012; Thomas et al.,
2017; Upmanyu et al., 2006 ) and macroscopic continuum ( Belytschko et al., 2009; Ma et al., 2006; Simone et al., 2006; Wei
and Anand, 2004 ) scales, aided by critical advances in experimental characterization capabilities (e.g. Horita et al., 1998;
Inkson et al., 2001; Kacher et al., 2011; Taheri et al., 2004; Taheri et al., 2010 ). While there are important aspects of the∗ Corresponding author. 
E-mail address: admal@illinois.edu (N.C. Admal). 
https://doi.org/10.1016/j.jmps.2019.03.020 
0022-5096/Published by Elsevier Ltd. 
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 microstructure that require atomistic resolution to be studied properly, mesoscopic models are of particular interest because
they operate on time and length scales that (i) are statistically signiﬁcant to extract of mean ﬁeld behavior, and (ii) facilitate
direct comparison with experimental observations. These models typically subsume atomistic information into key parame-
ters of the formulation that deﬁne the characteristic time and length constants, which can typically be orders of magnitude
larger than those attainable directly by atomistic methods (ps and nm, respectively). 
Among the most successful approaches belonging to this class of models is the phase ﬁeld method, which tracks the evo-
lution of different phases – each characterized by its own ﬁeld variable – by following the principle of maximum dissipation
of a free energy functional describing the state of the system ( Chen, 2002a; Karma and Rappel, 1996; Steinbach et al., 1996 ).
A system of coupled equations of motion – one for each ﬁeld variable – discretized in space and time is then solved, leading
to simulations of microstructural evolution. Within the phase ﬁeld approach, otherwise sharp interfaces representing grain
boundaries are spread over some arbitrarily small distance, effectively regularizing sharp discontinuities in the phase ﬁeld
and making the system amenable to numerical simulation ( Chen, 2002a; Kobayashi et al., 1998; Krill Iii and Chen, 2002;
Reina et al., 2014 ). For polycrystalline materials, the main two phase ﬁeld approaches are the so-called multiphase ﬁeld (MF)
method ( Chen and Yang, 1994; Garcke et al., 1999; Steinbach and Pezzolla, 1999; Steinbach et al., 1996 ) and the dual-phase
method of Kobayashi et al. (1998, 20 0 0) and Kobayashi and Giga (1999) (referred onwards as ‘KWC’), and its variant de-
veloped by Henry et al. (2012) . The MF method provides a robust platform for modeling grain evolution due to a number
of advantageous features. For example, grain boundary energies and mobilities as functions of misorientation and inclina-
tion can be easily implemented ( Kim et al., 2014; Mecozzi et al., 2016; Moelans et al., 2008a ). As well, the method allows
complete ﬂexibility in terms of the number of orientation variables to capture arbitrary polycrystalline structures. Several
of these capabilities have been recently adopted in a number of works, augmenting the applicability of the technique to a
wide range of scenarios (e.g. see the review articles by Chen, 2002b; Hirouchi et al., 2012; Steinbach, 2009 ). 
However, the MF method is limited by several shortcomings, chief among which are (i) the fact that the free energy of
the system is not orientation invariant (which, for example, eliminates grain rotation as a feasible kinetic option) and (ii) the
large potential computational cost associated with large numbers of evolving grains ( Gránásy et al., 2004 ). These limitations
are trivially solved by the KWC method, which allows for grain rotation and motion using a frame-independent free energy
functional that depends only on two phase ﬁeld variables, a structural one distinguishing between crystalline and disordered
phases, and another that represents the crystal orientation ﬁeld ( Kobayashi et al., 1998; 20 0 0 ). As well, we have recently
showed that the KWC approach affords more ﬂexibility for deﬁning a uniﬁed variational framework within which to merge
grain boundary kinetic processes with grain deformation (plastic) phenomena ( Admal et al., 2018 ). A similar framework
based on Cosserat crystal plasticity and the KWC constitutive model has been recently developed by Ask et al. (2018a,b) .
However, the KWC constitutive model is somewhat more rigid than MP methods when it comes to deﬁning generalized free
energies as a function of both grain misorientation and inclination, which limits its use to systems without anisotropic grain
boundary energies. Indeed, to our knowledge, these extensions have thus far only been accomplished in the framework of
the MP approach ( Miyoshi and Takaki, 2016; Moelans et al., 2008b; Steinbach, 2009; Sursaeva and Straumal, 2005; Suwa
and Saito, 2005 ), which prevents us from taking advantage of the beneﬁcial aspects of the KWC model to simulate realistic
microstructures. 
Detailed constitutive information in the form of ﬁve-dimensional (5D) space of misorientation and inclination (i.e. align-
ment) dependent grain boundary energies has recently been produced by a number of computational studies ( Bulatov et al.,
2013; Kim et al., 2014; Olmsted et al., 2009; Runnels et al., 2016; Runnels, 2016 ). This points to the need to extend the
KWC framework to account for this 5D space in a manner consistent with the key features of the model, i.e. maintaining
frame indifference and restricting the number of phase ﬁeld variables to the same two of the standard formulation. This is
precisely the objective of this work. 
Work augmenting KWC’s capabilities to account for these extra complexities includes a three-dimensional general-
ization of the isotropic (i.e. the GB energy depending only on the misorientation angle) model using quaternions ( Dorr
et al., 2010; Kobayashi and Warren, 20 05a; 20 05b; Pusztai et al., 20 05 ), and early consideration of the inclination de-
pendence in the 2D model version ( Kobayashi et al., 20 0 0 ). However, to our knowledge, a full generalization in 3D of
a model sensitive to the entire ﬁve-dimensional GB energy landscape has not been yet developed. In this paper, we
provide such generalization by constructing a KWC functional where the expression for misorientation, described by the
gradient of the scalar misorientation order parameter in the original model, is replaced by a frame-invariant tensorial
quantity that encodes the misorientation axis, angle and the inclination of the grain boundary. Interestingly, from a
crystal plasticity viewpoint, this tensor turns out to be the geometrically necessary dislocation (GND) tensor that results
in a stress-free polycrystal. Therefore, our generalization preserves frame independence and introduces anisotropy in the
misorientation axis between grains, effectively extending the free energy of the polycrystal to the combined 5D space of
orientation/inclination. 
The paper is organized as follows. First, we brieﬂy review the KWC model and proceed to a three-dimensional gen-
eralization by expressing grain orientations using a rotation ﬁeld. Beginning with a free energy density with an arbitrary
dependence on the rotation ﬁeld and it gradients, we arrive at constitutive restrictions on the functional form using the
principle of material frame invariance. This result in the most general anisotropic KWC energy density that is sensitive to
the ﬁve-dimensional space of misorientations and inclinations. In addition, we show further restrictions on the functional
form of the generalized KWC energy density result in different ﬂavors of anisotropy. We continue by demonstrating our
approach in a few selected simulations of grain structure evolution, and ﬁnalize with a discussion and the conclusions. 
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 Notation: In this paper, we use direct and indicial notation whenever appropriate. In direct notation, we use uppercase
and lowercase letters in bold to denote tensors and vectors respectively. R n denotes the n -dimensional Euclidean space
equipped with the standard inner product, and e i (i = 1 , . . . , n ) denote the standard basis vectors. The dot products are de-
ﬁned using the Einstein summation convention as A ·B := A ij B ij and u · v = u i v i , where A and B are tensors, while u and v
are vectors. The transpose and determinant of a second-order tensor A are denoted by A T and det A respectively. We use
the notation α, i and α, ij to denote the partial derivatives ∂ α/ ∂ X i and ∂ α/ ∂ X i ∂ X j respectively. The gradient, divergence and
Laplacian operators are denoted by ∇ , Div and  respectively. Gradients of a scalar ﬁeld α, a vector ﬁeld v , and tensor ﬁeld
T are ﬁrst-, second- and third-order tensors deﬁned as [ ∇α] i := α, i , [ ∇v ] ij := v i, j and [ ∇T ] ijm := T ij,m respectively. The tensor
product of two vectors a and b is a second-order tensor [( a b )] ij := a i b j . The second-order antisymmetric tensor with axial
vector w, denoted by [ w×] is deﬁned as [ w×] i j := i jm w m . SO(3) denotes the set of all rotation tensors in three dimensions.
The products T T and T T of a second-order tensor T and a third-order tensor T result in third-order tensors deﬁned as
[ T T ] i jm := T ip T pjm and [ T T ] i jm := T i jp T pm respectively. The product of a fourth-order tensor T and a second-order tensor T
is a second-order tensor given by [ T T ] i j = T i jkl T kl .  ijk denotes the three-dimensional Levi-Civita symbol. 
2. The KWC model and the resulting grain boundary energy 
The Kobayashi–Warren–Carter model proposed by Kobayashi et al. (1998, 20 0 0) is a phase-ﬁeld model to study grain
evolution in polycrystalline materials. For two-dimensional polycrystals, the approach consists of two scalar order parame-
ters φ and θ , representing, respectively, phase state and crystal orientation. φ ranges between 0 (disordered phase) and 1
(crystalline state), while θ represents the orientation of a crystal. The KWC free energy functional W KWC is given by 
W KWC [ φ, θ ] = 
∫ 

ψ KWC (φ, ∇φ, ∇θ ) dX , (1) 
where  ⊂ R 2 , and 
ψ KWC = α
2 
2 
|∇φ| 2 + f (φ) + sg(φ) |∇ θ | + 
2 
2 
|∇ θ | 2 , (2) 
with 
f ( φ) = e ( 1 − φ) 2 , (3) 
and g ( φ) is an increasing function with g(0) = 0 . Interestingly, a strikingly similar model was studied by
Alicandro et al. (1999) , albeit in a completely different context of fracture mechanics. In this paper, we choose 
g(φ) = −2( ln (1 − φ) + φ) , (4) 
which was originally proposed by Kobayashi et al. (20 0 0) in order to obtain a Read–Shockley type grain boundary en-
ergy dependence on the misorientation angle. In Appendix B , we demonstrate that g(φ) = φ2 , as chosen by Kobayashi
et al. (1998, 20 0 0) , results in an incorrect evolution of grain boundaries, which may be reconciled using the results by
Alicandro et al. (1999) . 
The resulting rate equations are given by 
b φ ˙ φ = α2  φ − sg ′ (φ) |∇θ | − f ′ (φ) , (5a) 
b θ ˙ θ = Div 
[
2 ∇ θ + sg(φ) ∇ θ|∇ θ | 
]
. (5b) 
The steady state solution of Eq. (5) in 1D with Dirichlet boundary conditions on θ and φ describes a bicrystal with a ﬂat
grain boundary. As shown in Fig. 1 , it is characterized by a constant θ in the bulk of the grains with a transition region at
the grain boundary, and φ attains its minimum at the grain boundary signifying maximum disorder. Due to the presence
of | ∇θ | in the denominator, and |∇θ | = 0 in the bulk of the grains, Eq. (5) is referred to as a singular diffusive equation.
Therefore, solving Eq. (5) numerically requires that we approximate the total variation term g ( φ)| ∇θ | in Eq. (2) to avoid the
singularity mentioned above. In this paper, we use the approximation 
g(φ) |∇θ | ≈ g(φ) 
√ 
|∇θ | 2 + ρ2 , (6) 
where ρ is a constant with units of inverse length, and numerically solve the resulting Euler–Lagrange equations. See
ref. ( Admal et al., 2018 ) for a physical interpretation of ρ . 
Since the aim of this paper is to generalize the KWC model to describe a three-dimensional polycrystal with arbitrary
grain orientations in SO(3), it is instructive to take a closer look at each term of the energy density given in Eq. (2) . For
simplicity assume  = 0 . For a one-dimensional boundary-value problem in θ , a functional with integrand consisting of only
the linear term | ∇θ | (without g ( φ)) does not have a unique minimizer. On the other hand, for a given continuous function
φ with a unique minimum in the interior of the domain, a functional constructed using g ( φ)| ∇θ | has a unique minimizer
N.C. Admal, J. Segurado and J. Marian / Journal of the Mechanics and Physics of Solids 128 (2019) 32–53 35 
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 in the set of all integrable functions on [0,1] with ﬁnite number of jumps. 1 This can be seen by noting that if φ( x 0 ) is the
minimum of φ, then ∫ 1 
0 
g(φ(x )) |∇θ | dx ≥ g(φ0 ) 
∫ 1 
0 
|∇θ | dx 
= g(φ0 ) | θ (1) − θ (0) | , (7)
with equality occurring only when θ is a step function with jump at x 0 . In the presence of a non-zero , the steady state
solution for θ is a smoothened step function, resulting in ﬁnite-sized grain boundary thickness. In addition to being a
regularization parameter, Lobkovsky and Warren (2001) have shown that  also plays an important role in furnishing a
positive mobility to the grain boundary. 
In what follows, we present a three-dimensional generalization of the KWC model with the orientation ﬁeld θ of the
2D model replaced by a rotation ﬁeld R ( X ) ∈ SO(3). As mentioned in the introduction, existing works towards this goal are
restricted to special cases, and to our knowledge, a generic model that is sensitive to the ﬁve-dimensional grain boundary
space of misorientation and inclination has not yet been developed. 
3. Generalization of the KWC functional to three-dimensional polycrystals 
In this section, we generalize the KWC model to three dimensions. We begin by describing grain orientations using a
smooth rotation ﬁeld R ( X ) ∈ SO(3), and constructing a frame-invariant free energy density density ψ( φ, ∇φ, R , ∇R ). 
3.1. Material frame invariance 
Let  ⊂ R 3 represent a polycrystal domain positioned in a Euclidean space R 3 , and X denotes an arbitrary point in .
In this section, we write the free energy density as ψ( R , ∇R ), and suppress its dependence on φ and its gradients. Under a
change of frame 
X 
 = QX , Q ∈ SO (3) , (8)
the rotation ﬁeld transforms as 
R 
 (X ) = QR(X ) . (9)
Therefore, frame-invariance of ψ implies 
ψ(R, ∇R) = ψ(R 
 , ∇ 
 R 
 ) , (10)
where ∇ 
 denotes the gradient operator with respect to X 
 . This implies 
ψ(R, ∇R) = ψ(Q R, Q (∇R) Q T ) ∀ Q ∈ SO (3) . (11)
For a ﬁxed point X ∈ , choosing Q = R T (X ) , we have 
ψ(R, ∇R) = ψ(I, R T (∇R) R) . (12)
Therefore, material frame invariance dictates that ψ is a function of the third-order tensor 
B i jm = [ R T (∇R) R] i jm = R ki R k j,p R pm . (13)1 In higher dimensions, this set of functions is referred to as special functions of bounded variation originally proposed by De Giorgi and Ambrosio (1988) . 
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 Since R ∈ SO(3), we have the identity R T R ≡ I , which results in 
R ki,p R k j + R ki R k j,p = 0 . (14) 
Eq. (14) implies that B is antisymmetric in its ﬁrst two indices, which enables us to contract B to a second-order tensor B
as 
B lm = li j B i jm . (15) 
Alternately, let 
G i jm := 
1 
2 
[
R ki R km,p R pj − R ki R k j,p R pm 
]
, (16) 
i.e. G is the anti-symmetric part of R T ( ∇R ) R in the last two indices. The following one-to-one relationships exist between G
and B: 
B i jm = G jim − G i jm − G mji , (17a) 
G i jm = 
B im j − B i jm 
2 
. (17b) 
Moreover, since G in anti-symmetric in two of its indices, it can be reduced to a second-order tensor G as 
[ G] li := l jm G i jm = 
1 
2 
l jm 
[
R ki R km,p R pj − R ki R k j,p R pm 
]
= −1 
2 
l jm 
[
R ki,p R km R pj − R ki,p R k j R pm 
]
= −1 
2 
R ki,p 
⎡ ⎢ ⎣ l jm R km R pj ︸ ︷︷ ︸ 
qpk R ql ( det R) 
− l jm R k j R pm ︸ ︷︷ ︸ 
qkp R ql ( det R) 
⎤ ⎥ ⎦ 
= −R T lq qpk R T ik,p 
= −[ R T Curl R T ] li . (18) 
From the above results, it follows that the third-order tensor R T ( ∇R ) R is completely described by the second-order tensor
R T Curl R T . Consequently, we have the following theorem 
Theorem 1. A function ψ( R , ∇R ) is frame-invariant if and only if it can be expressed as functions of any one of the second-order
tensors B or G , or the third-order tensors B or G deﬁned in Eqs. (15) , (18) , (13) and (16) respectively. 
Interestingly, within the framework of crystal plasticity, G may be interpreted, as discussed in Appendix A , as the geo-
metrically necessary dislocation density that results in a stress-free polycrystal. In the rest of the paper, a free energy density
function is assumed to be frame-invariant. 
3.2. Representation theorems for misorientation- and inclination-dependence 
The results of the previous section describe an energy density that is material-frame indifferent. In this section, we
explore different anisotropies of the grain boundary energy that result in different functional forms of R T Curl R T . 
A sharp-interface grain boundary between two grains is described by the orientations R 1 and R 2 ∈ SO(3) of two adjoining
grains and the orientation of the grain boundary normal. Clearly, this representation is not unique as it is dependent on
the choice of the observer. A grain boundary is uniquely described on a ﬁve-dimensional space characterized by the misori-
entation between the grains and the inclination of the grain boundary plane which we will now deﬁne such that they are
frame-invariant. The misorientation between two adjoining grains with orientations R 1 and R 2 is given by ( R 1 ) T R 2 , 2 which
is frame-invariant. On the other hand, inclination is described by the orientation of the grain boundary plane relative to the
adjoining grains. Note the word relative , as it is incorrect to identify the grain boundary normal as a measure of inclination
since it is not frame-invariant. Since misorientation is an arbitrary rotation, it accounts for three of the ﬁve dimensions of
the GB space. On the other hand, since the orientation of the grain boundary plane can be described by a point on the unit
sphere in R 3 , it accounts for the remaining two dimensions. In practice, the misorientation and inclination coordinates of
the ﬁve-dimensional GB space are commonly used to describe grain boundary energies. 
Mathematically, a ﬂat grain boundary with a sharp-interface deﬁned by a scalar misorientation angle θ0 , a misorientation
axis represented as a unit vector w¯ ∈ R 3 , and a grain boundary inclination ı¯ can be described by a piecewise-constant
rotation ﬁeld given by 
R(X ; θ0 , w¯ , ¯ı ) = exp { θ (X ; θ0 , ¯ı )[ w×] } , (19) 2 The misorientation can equivalently be described by ( R 2 ) T R 1 . 
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Fig. 2. Diffuse-interface counterpart of a sharp-interface grain boundary, with a GB width of ε (see Eq. (23) ). 
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 where θ (X; θ0 , ¯ı ) is a piecewise-constant scalar-valued function 
θ (X ; θ0 , ¯ı ) = 
{
−θ0 / 2 if X · ı¯ < 0 , 
θ0 / 2 if X · ı¯ ≥ 0 . (20)
Eq. (19) describes a grain boundary located at the origin. Then, the grain boundary normal is given by the unit vector n that
is parallel to ∇θ . The representation given in Eq. (19) results in n = ¯ı , but this is certainly not true for a different frame. 3
Therefore, it is important to identify ı¯ with inclination and not the grain boundary normal. 
A diffuse-interface counterpart of the above-mentioned sharp-interface grain boundary, with a GB width of ε is repre-
sented in Fig. 2 and described by a smooth ﬁeld R ( X ) given by 
R(X ; , θ0 , w¯ , ¯ı ) = exp { θ (X ; θ0 , ¯ı )[ w(X ) ×] } , (22)
where θ (X; θ0 , ¯ı ) is a smoothened version of Eq. (20) , given by 
θ (X ; ε, θ0 , ¯ı ) = 
{ 
f 
(
2 X ·ı¯ 
ε 
)
θ0 
2 
if 2 X · ı¯ ∈ [ −ε, ε] , 
−θ0 / 2 if 2 X · ı¯ < −ε, 
θ0 / 2 if 2 X · ı¯ > ε, 
(23)
constructed using a smooth continuous function f : [ −1 , 1] → [ −1 , 1] with f (1) = − f (−1) = 1 , and w : R 3 → S 2 is a unit
vector-valued function such that w(X ) = w¯ if 2 X · ı¯ ∈ R \ (−ε , ε ) . By construction, the rotation ﬁeld in Eq. (22) converges
pointwise to Eq. (19) in the sharp-interface limit  → 0. While the constant vectors w¯ and ı¯ serve as non-local measures
of misorientation and inclination, the ﬁelds w ( X ) and R T ∇ θ /| ∇ θ | qualify to be their respective local measures as they are
frame-invariant. 
From Section 3.1 , we know that G serves as an invariant measure of grain boundary energy density. Therefore, we con-
struct a grain boundary energy functional deﬁned on the ﬁve-dimensional grain boundary space as 
W KWC [ R(X ; , θ0 , w¯ , n¯ )] = 
∫ 
ψ(B) dX , (24)
where B is deﬁned in Eq. (13) . In order to construct a constitutive law from GB energy data obtained from an atomistic
calculation, it is useful to identify the independent misorientation and inclination parts of B, or equivalently B or G , which
enable us to explore anisotropic effects in misorientation and inclination independently. In other words, we are interested
in exploring different invariance conditions, such as misorientation- or inclination-independence on W KWC that result in
corresponding constitutive restrictions on ψ . 
We begin with a transformation of the form 
R → R ✩ := R(X ; θ0 , w¯ , Q ¯ı ) , (25)
here Q ∈ SO(3) is a constant rotation, which results in a rotation of the grain boundary plane while the misorientation
remains ﬁxed. The third-order tensor B transforms as 
B ✩ = BR T Q T R, (26)
and its second-order counterpart deﬁned in Eq. (15) transforms as 
B ✩ = BR T Q T R. (27)
By construction, a free energy functional that satisﬁes 
W KWC [ R ✩ ] = W KWC [ R] 3 Note that under a change of frame X 
 = QX for some Q ∈ SO(3), and Eq. (19) transforms to 
R 
 (X 
 ) = Q R(Q X ) , (21) 
resulting in a grain boundary normal Qn . 
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 is inclination-independent. Moreover since Q is arbitrary, R T Q T R in Eq. (27) is an arbitrary rotation. This motivates the
following deﬁnition for the energy density. 
Deﬁnition 1. A free energy density is said to be inclination-independent if it satisﬁes the condition 
ψ(B ) = ψ(BQ ) ∀ Q ∈ SO (3) , (28) 
where B is deﬁned in Eq. (15) . 
The following theorem characterizes the restrictions on the functional forms of an inclination-independent free energy
density. 
Theorem 2. A free energy density ψ is inclination-independent if and only if it can be expressed as a function of BB T or G G 
T 
,
where 
G := G − 1 
2 
Tr (G) I. (29) 
Proof. From Eq. (28) , it is clear that any function of BB T is inclination-independent. Conversely if a function ψ( B ) satisﬁes
Eq. (28) , then using the polar decomposition of B = V B R B , we have 
ψ(B ) = ψ(V B R B Q ) ∀ Q ∈ SO (3) , (30) 
where V B := 
√ 
BB T and R B ∈ SO(3). Note that if B is singular, then R B is not unique. Nevertheless, a polar decomposition
always exists. Choosing Q = R T B , we obtain 
ψ(B ) = ψ(V B ) . (31) 
The rest of the proof is simple to complete if we show that B = −2 G . From the deﬁnition of B , and the relationship between
B and G given in Eq. (17a) , we have 
B lm = li j B i jm 
= li j (G jim − G i jm − S mji ) . (32) 
Using the relation 
G i jm = −
1 
2 
 jmn G ni , (from Eq. (18)) (33) 
Eq. (32) simpliﬁes as 
B lm = 
1 
2 
li j (−imn G n j +  jmn G ni +  jin G nm ) 
= 1 
2 
[(δlm G nn − G lm ) + (δlm G nn − G lm ) + (G lm − G lm δii )] 
= [ −2 G + ( Tr G) I] lm 
= −2 G lm . (34) 

We next proceed to explore misorientation axis-independent energy functionals using the transformation 
R → R ✩ ✩ (X ) := R(X ; θ0 , Q w¯ , ¯ı ) , (35) 
which rotates the misorientation axis keeping the grain boundary inclination ﬁxed. Under the transformation given in
Eq. (35) , B transforms as 
B ✩ ✩ = Q BR T Q RQ T . (36) 
nalogous to Deﬁnition 1 , we may now deﬁne a misorientation axis-independent free energy density with a function that
satisﬁes the condition 
ψ(B ) = ψ(Q BR T Q RQ T ) ∀ Q ∈ SO (3) . (37) 
Unlike in Theorem 2 , Eq. (37) does not result in an explicit restriction on ψ in terms of B . Nevertheless, we propose an
inclination-dependent functional form for ψ in Section 3.5 that ‘weakly’ depends on the misorientation axis. On the other
hand, a grain boundary energy functional that is invariant with respect to transformations in Eqs. (25) and (35) is indepen-
dent of the misorientation axis and inclination. The respective transformations of B given in Eqs. (28) and (37) motivate the
following deﬁnition. 
Deﬁnition 2. A grain boundary free energy density is said to be isotropic if it satisﬁes the condition 
ψ(B ) = ψ(QB ) = ψ(BQ ) ∀ Q ∈ SO (3) . (38) 
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 From Eq. (38) , the following characterization of an isotropic grain boundary energy density follows. 
Theorem 3. A free energy density ψ is isotropic if and only if it can be expressed as a function of the invariants of BB T , or
equivalently B T B . 
Finally, we explore a mixed degree of freedom which we refer to as the tilt angle , deﬁned as the angle between the
misorientation axis and the grain boundary inclination. Interestingly, a result analogous to Theorem 2 exists for a KWC
functional that only depends on the tilt and the misorientation angles. We see this by noting that such a KWC functional is
invariant with respect to the transformation 
R → R(X ; θ0 , Q w¯ , Q ¯ı ) . (39)
The transformation in Eq. (39) transforms B as 
B → Q BQ T , (40)
which motivates the following deﬁnition. 
Deﬁnition 3. A grain boundary free energy density is said to be tilt-anisotropic if it satisﬁes the condition 
ψ(B ) = ψ(Q BQ T ) ∀ Q ∈ SO (3) , (41)
where B is deﬁned in Eq. (15) . 
By deﬁnition, every isotropic grain boundary is trivially tilt-anisotropic. From Eq. (39) , we have the following characterization
of a tilt-anisotropic grain boundary energy density. 
Theorem 4. A free energy density ψ is tilt-anisotropic if and only if it can be expressed as a function of the invariants of B or
G , where G is deﬁned in Eq. (29) . 
3.3. A three-dimensional isotropic KWC energy functional 
In this section, we construct an isotropic KWC energy functional. From Theorem 3 , we know that an isotropic grain
boundary energy density is a function of the invariants of G G 
T 
. Since the co-existence of a linear and a quadratic term in
the gradient of rotation is the essential feature of the KWC energy density (see Eq. (2) ) that results in grain boundaries, we
begin by considering the following function for the energy density: 
ψ KWC = α
2 
2 
|∇φ| 2 + f (φ) + sg(φ) 
√ 
G · G + 
2 
2 
G · G , (42)
where G is deﬁned in Eq. (29) . In order to explicitly see the misorientation axis- and inclination-independence, we ﬁrst note
that 
G · G = 1 
4 
B · B 
= 1 
2 
B · B 
= 1 
2 
∇ R · ∇ R. (43)
Using the rotation ﬁeld given in Eq. (22) , we have 
R i j,m R i j,m = R ik [ θw×] k j,m R il [ θw×] l j,m 
= [ θw×] k j,m [ θw×] k j,m 
= k jl (θw l ) , m k jm (θw m ) , m 
= 2 |∇(θw) | 2 
= 2(|∇θ | 2 + θ2 |∇w| 2 ) , (44)
where in the last equality we used the condition ∇w T w ≡0 since | w| = 1 . Substituting Eq. (44) into Eq. (43) , we have 
G · G = |∇θ | 2 + θ2 |∇w | 2 . (45)
The energy density simpliﬁes to a function of φ, θ , ∇θ and ∇w as follows ˜ ψ KWC (φ, θ, ∇θ, ∇w) = 
α2 |∇φ| 2 + f (φ) + sg(φ) 
√ 
|∇θ | 2 + θ2 |∇w | 2 + 
2 
(|∇θ | 2 + θ2 |∇w | 2 ) . (46)
2 2 
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 It is straightforward to see that a solution of the resulting Euler–Lagrange equation with boundary conditions 4 θ (0) = 0 ,
θ (L ) = θ and w(0) = w(L ) = w is in fact given by φ( X ) and θ ( X ) (see equations A.10 and A.11 in Admal et al., 2018 ) that
solve the Euler–Lagrange equations of the 1D KWC problem given in Eq. (5), with 
w(X ) ≡ w . (47) 
The energy functional given in Eq. (46) was ﬁrst constructed by Kobayashi and Warren (2005a,b) and Pusztai et al. (2005) ,
and implemented using Rodrigues vectors and quaternion representations of orthogonal tensors respectively. We now make
the following interesting observations: 
• The steady-state 1D solution given in Eq. (47) is a geodesic in SO(3) connecting R 1 and R 2 . It is well-known that the
linear term | ∇w | (without the coeﬃcient sg ( φ)) in Eq. (46) determines the geodesic uniquely up to parametrization,
while the remaining terms in Eq. (46) determine the parametrization uniquely. 
• A geodesic on a Riemannian manifold is determined by its metric. The metric on the tangent space of SO(3) in the above
one-dimensional example is given by Eq. (45) . This metric is commonly referred to as a bi-invariant metric due to its
invariance with respect to the transformations in Eq. (25) (left-invariance) and a transformation (right-invariance) of the
form R → RQ . 
• Using Eq. (47) , we have the following expression for G 
G = R T Curl R T 
= R T ( ∇θ × ) RW 
= 
[(
R T ∇θ)× ]W 
= w  R T ∇θ − (w · R T ∇θ)I, (48) 
which implies 
G = w  R T ∇θ . (49) 
Note that the above expression is valid only for a uniform w . 
3.4. A misorientation-anisotropic and inclination-isotropic KWC functional 
In this section, we generalize the constitutive law given in Eq. (42) to include anisotropy in misorientation-axis while
being isotropic in inclination. From Section 3.2 , we know that such a free energy density should be a function of G G 
T 
.
Therefore, we consider the following KWC free energy density: 
ψ KWC = α
2 
2 
|∇φ| 2 + f (φ) + sg(φ) 
√ 
T G · G + 
2 
2 
T G · G , (50) 
where T is a fourth-order positive-deﬁnite symmetric tensor. T characterizes the anisotropy in the choice of misorientation
axis. If T is an identity tensor, then Eq. (50) reduces to the isotropic case given in Eq. (42) . 
In 1D, the term 
√ 
T G · G reduces to a metric on SO(3). Due to its invariance with respect to the transformation R → QR
( Q ∈ SO(3)), it is commonly referred to as a left-invariant metric on the Lie group SO(3). 5 It is well known, and succinctly
shown by Zefran et al. (1996) , that geodesics in SO(3) are of the form exp ( θ ( X )[ w × ]), where w is a constant unit vector,
if and only if the metric is a biinvariant metric of the form G G 
T 
. Therefore, we do not expect the minimizer of Eq. (50) for
a given boundary value problem to have a constant w unlike in Eq. (47) . This observation also highlights the generality of
the approach used to obtain the characterization given in Theorem 2 , as one may conclude the same for a special case of
constant w by noting from Eq. (49) that G G 
T = |∇θ | 2 w w is independent of n . In this paper, we do not pursue any ana-
lytical solutions. Instead, we will demonstrate certain features of the solutions of boundary value problems using numerics
in Section 4 . 
3.5. A KWC energy functional with anisotropy in inclination 
In this section, we explore the possibility of constructing a misorientation-axis independent free energy density. From
Section 3.2 , recall that our framework does not give rise to a restriction on ψ as a function of B or G . Nevertheless, for a
constant misorientation axis, Eq. (49) implies 
G 
T 
G / G · G = R T n  R T n , (51) 4 These boundary condition are equivalent to the boundary conditions R(0) = I, and R(L ) = exp ([ θw ×]) , where θ ∈ R and w are constant scalar and unit 
vector respectively. 
5 Geodesics of left-invariant metrics were ﬁrst studied by Vladimir Arnold in a famous article ( Arnold, 1966 ) which demonstrates similarities between 
the motion of a rigid body and the motion of an incompressible inviscid ﬂuid. 
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 which describes inclination-dependence with a weak dependence on the misorientation axis. By weak, we mean that in the
sharp interface limit, θ ( X ) converges to a step function which results in R T ∇n → δX= 0 n , which is independent of the choice
of w . Therefore, although R T n depends on w through R , its dependence vanishes in the sharp-interface limit. Assuming
constant w , Eq. (51) results in 
R T n = 
√ 
diag ( G 
T 
G ) / G · G , (52)
which implies R T n is frame-invariant as it can be expressed as a function of G . Note that we arrived at Eq. (52) assuming a
constant w . For a non-constant w , we view Eq. (52) as a deﬁnition. 
Therefore, we propose the following KWC energy density that depends weakly on the misorientation-axis: 
ψ KWC (φ, ∇φ, G ) = α
2 
2 
|∇φ| 2 + f (φ) + sg(φ) h (R T n ) | G | + 
2 
2 
| G | 2 , (53)
where R T n is given by Eq. (52) . The function h : S 2 → R describes the anisotropy in inclination with R T n being the measure
of inclination. To better understand the inclination measure R T n , consider a tilt boundary with misorientation axis along the
e 3 direction constructed using a smooth rotation ﬁeld R(X 1 ) = exp (θ (X 1 ) e 3 ) , where θ ( X 1 ) transitions from −θ0 / 2 to θ0 /2
across the grain boundary. Although the grain boundary normal ∇ θ/ |∇ θ = (1 , 0 , 0) is constant, the inclination measure
R T ∇ θ /| ∇ θ | indicates the inclination is diffused in a neighborhood of (1,0,0) in S 2 . On the other hand, in the case of a pure
twist boundary, since R T n = n , the inclination does not get diffused. We will revisit this observation in Section 4.2 . 
3.6. A tilt-anisotropic KWC energy functional 
In this section, we construct a tilt-anisotropic KWC energy density. From Section 3.2 , recall that a tilt-anisotropic grain
boundary energy depends on the misorientation axis and the grain boundary inclination only through the angle between
them, and it is characterized by an energy density that is a function of the invariants of B or G . Therefore, we consider the
following energy density with anisotropy described by the trace of G : 
ψ KWC = α
2 
2 
|∇φ| 2 + f (φ) + sg(φ) ¯h () 
√ 
G · G + 
2 
2 
G · G . (54)
where the  represents the tilt angle. From Eq. (49) , we know that G · I = w · n whenever w ( X ) is uniform. Therefore, we
deﬁne the tilt angle in the non-uniform setting as 
 := 
{ 
arccos 
(
G ·I 
| G | 
)
if | G |  = 0 , 
0 otherwise. 
(55)
Note that although  in Eq. (55) is deﬁned by identifying the tilt angle for a specialized case of uniform w , the energy
density given in Eq. (54) is applicable for the general case where w may be varying across the grain boundary. This is
because, we know from Theorem 4 that the energy density in Eq. (54) is tilt-anisotropic as it depends on the two invariants,
G · I and | G | , of G . We refer to the function h¯ as a tilt-anisotropy function. 
We end Section 3 by noting the following striking differences between the current model and those developed by
Kobayashi et al. (20 0 0) and Pusztai et al. (2005) . In our model the anisotropy is completely described by the rotation ﬁeld
through the functions 
√ 
T G · G or h ( G ), whereas the inclination anisotropy in Kobayashi et al. (20 0 0) was constructed using
the gradients of φ. In addition, we do not take into account crystal symmetries. 6 For their part, Pusztai et al. (2005) incor-
porate crystal symmetries into their 3D isotropic model that simulates solid crystals nucleating and growing in a liquid melt
by having  = 0 and using the ﬁnite difference method. Since taking  = 0 results in discontinuities in the orientation of the
order parameter, it was possible for Pusztai et al. (2005) to incorporate crystal symmetries into the model by accounting for
the jump in orientation. However, it is well known that  = 0 results in zero mobility for grain boundaries in the absence
of liquid melt. Since the current paper is focused on grain boundary motion in solids, such an approach cannot be adopted
into our framework. 
4. Numerical examples 
In this section, we numerically study the isotropic and the various anisotropic models developed in Section 3 . We use
the angle-axis representation to express an arbitrary rotation ̂ R as a three dimensional vector q , where 
̂ R (q ) = I + sin | q | | q | W + 1 2 
[
sin (| q | / 2) 
(| q | / 2) 
]2 
W 2 , (56)6 For example, a misorientation of 90 ◦ in a cubic crystal does not result in a grain boundary. 
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Table 1 
KWC parameters used in the implementation of various 
models used in the paper. 
g(φ) = −2( log (1 − φ) + φ) 
2 / χ 3 . 1999 × 10 −10 Jm −1 
α2 / χ 7 . 95 × 10 −9 Jm −1 
s 0 . 85 Jm −1 
e χ 3 . 5 × 10 8 Jm −3 
b φ 1 ×10 12 Js/m 3 
m q max 1 × 10 −15 m 3 / ( Js ) 
m q 
min 
1 × 10 −21 m 3 / ( Js ) 
ρ2 1 × 10 13 m −2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 and W is the skew-symmetric tensor associated with q , i.e. W = [ q ×] / | q | . In this representation, the magnitude and direction
of q represent the misorientation angle and axis respectively. The representation in Eq. (56) allows us to express the rotation
ﬁeld in terms of the ﬁeld q ( X ) as 
R(X ) = ̂ R (q (X )) . (57) 
Substituting Eq. (57) into the functionals developed in Section 3 recasts them into functionals of q ( X ) and φ( X ). Subse-
quently, taking variations with respect to q and φ, results in the following Euler–Lagrange equations: 
b q ˙ q = δq W KWC , 
b φ ˙ φ = δφW KWC , (58) 
where b φ and b q are scalar inverse mobilities for the order parameters φ and q respectively, and δ denotes variation with
respect to . Recall that the weighted total residual term that appears in the two-dimensional KWC model, discussed in
Section 2 , results in a singular diffusive equation. Analogously, the weighted linear term 
√ 
G · G appearing in Eqs. (42) and
(54) , or 
√ 
T G · G appearing in Eq. (50) also result in singular-diffusive equations. Therefore, we use Eq. (6) to approximate
the square root function as discussed in Section 2 . The material parameters common to all the models are listed in Table 1 .
These material parameters are chosen and scaled 7 to result in a GB thickness that can be supported by a ﬁnite element
mesh. 
The Euler–Lagrange equations resulting from Eq. (58) along with appropriate boundary conditions are numerically solved
for using the ﬁnite element method. The initial condition on φ in all simulations that follow is chosen as 
φ(X , 0) ≡ 1 , (59) 
while the function 
θ (X ; θ0 ) = −θ0 
(
1 
2 
+ 1 
1 + exp (−2 . 5 X 1 ) 
)
, (60) 
where θ0 denotes the misorientation angle, is used to construct an appropriate initial condition on q in simulations involving
bicrystals. Boundary conditions on φ and q , whenever applicable, are chosen as 
φ(∂, t) = 1 , q (∂, t) = q (∂, 0) , (61) 
unless otherwise noted. The unknown ﬁelds φ and q = (q 1 , q 2 , q 3 ) are interpolated using triangular (in 2D) or tetrahedral
(in 3D) Lagrange quadratic ﬁnite elements. Eq. (58) are solved using the MUMPS direct solver with Anderson acceleration,
and BDF (Backward Differential Formula) time stepping algorithm implemented in COMSOL5.2 . 
4.1. A parametric study of an inclination-independent energy functional 
In order to demonstrate the anisotropy in misorientation-axis resulting due to Eq. (50) , we perform a parametric study
of the steady-state grain boundary energy resulting in a one-dimensional bicrystal with a ﬁxed misorientation angle θ0 =
60 ◦, and misorientation axis parametrized by angles γ a ∈ [0, π /2] and γ p ∈ [0, 2 π ] representing the azimuth (with z -axis
describing the zenith) and polar angles respectively. The 1D bicrystal is represented by the segment [ −10 nm , 10 nm ] , with
a diffused grain boundary of misorientation angle 40 ◦ positioned at the origin. The initial conditions for q are expressed in
terms of the parameters γ a and γ p as 
q 1 (X 1 , 0) = θ (X 1 ; θ0 ) cos (γp ) sin (γa ) , 
q 2 (X 1 , 0) = θ (X 1 ; θ0 ) sin (γp ) sin (γa ) , 
q 3 (X 1 , 0) = θ (X 1 ; θ0 ) cos (γa ) , 7 See Lobkovsky and Warren (2001) for scaling of the KWC material parameters that preserves GB energy but changes the GB thickness. 
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Fig. 3. A spherical polar plot of the steady-state grain boundary energy in Jm −2 of a 1D bicrystal computed using the energy density, given in Eq. (50) , 
with T shown in Eq. (63) . (For interpretation of the references to color in the text, the reader is referred to the web version of this article.) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 which essentially imply that the misorientation axis is parametrized by the angles γ a and γ p while the inclination of the
grain boundary at the origin is ﬁxed. The anisotropy in misorientation is ﬁxed using the form 
T i jkl = T ik I jl , (62)
where T is a second-order positive-deﬁnite symmetric tensor, 
T = 
[ 
1 . 0 0 0 
0 0 . 8 0 
0 0 1 . 2 
] 
, (63)
and I is the second-order identity tensor, resulting in T G = T G . The degree of anisotropy depends on the condition number
of T which ultimately decides the stability of the descretized problem. In this paper, we choose a mild anisotropy as our
focus is not on addressing the stability of the numerical method. 8 The domain is discretized using a uniform mesh of 50
elements, and the system is evolved for 1s. 
A polar plot of the resulting grain boundary energy is shown in Fig. 3 , where a vector joining the origin to a point in the
hemisphere describes the misorientation axis, and the color scale describes the GB energy. In this paper, we do not pursue
the precise relationship between the anisotropies in T and the grain boundary energy, but it is clear from Eq. (63) and
Fig. 3 that the eigenvectors and the anisotropy of the eigenvalues of T correspond to the misorientation axis and grain
boundary energy anisotropy respectively. We did not explore inclination isotropy in this section since the free energy density
in Eq. (50) results in inclination isotropy by construction. 
4.2. Simulations demonstrating inclination anisotropy 
In this section, we present a numerical study of the KWC energy given in Eq. (53) which describes inclination anisotropy
with a weak-dependence on misorientation-axis. Recall from Section 3.5 , by weak-dependence, we mean that in the absence
of variations in the misorientation axis across the grain boundary, the sharp-interface limit of the model is independent of
the choice of the misorientation axis. 
We begin with two parametric studies, one exploring inclination anisotropy, and the other the extent of misorientation
axis-anisotropy since the model, as noted in Section 3.5 , is not strictly isotropic with respect to the misorientation axis. We
consider a 1D bicrystal which is represented by the segment [10 nm, 10 nm], with a diffused grain boundary of misorienta-
tion angle θ0 = 40 ◦ positioned at the origin. The inclination anisotropy function h chosen for this study is 
h (n ) = 1 . 2 − 0 . 2 sin 2 (2 φ) sin 2 (2 θ ) , (64)
where θ and φ are the azimuth and polar angles (with z -axis describing the zenith) given by cos θ = n 1 / 
√ 
n 2 
1 
+ n 2 
2 
and
cos φ = n 3 respectively. See Fig. 4 for a polar plot of h . 
In order to explore inclination anisotropy, we compute the grain boundary energies of bicrystals with varying inclinations,
and a ﬁxed misorientation axis. A bicrystal with a ﬂat grain boundary is constructed with grain boundary normal described
by a unit vector on S 2 , and parametrized using an azimuth angle γ a (with z -direction chosen as the zenith), and a polar
angle γ p . The above-mentioned construction can be equivalently conceived in 1D by changing the reference frame to ﬁx the
grain boundary normal parallel to the x -axis, and expressing the rotation ﬁeld (instead of Eq. (57) ) as 
R(X , t) = Q (γa , γp ) ̂  R (q (X , t)) , (65)
where Q is a rotation that maps the unit vector described by the angles γ a and γ p to e 1 . Initial conditions on q are chosen
as 
q 3 (X 1 ) = θ (X 1 ; θ0 ) ; q 1 ≡ q 2 ≡ 0 , (66)8 We would like to thank one of the Reviewer for identifying this challenge. 
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Fig. 4. A polar plot of the anisotropic function h given in Eq. (64) . It is symmetric about the xy, yz and the xz planes. (For interpretation of the references 
to color in the text, the reader is referred to the web version of this article.) 
Fig. 5. Polar plots of grain boundary energies in Jm −2 computed using the inclination-dependent grain boundary model given in Eq. (53) . In (a), the 
misorientation axis is ﬁxed along the z -direction while the varying GB inclination is described as a unit vector on the sphere. (b) corresponds to a grain 
boundary with ﬁxed inclination R T (0, t ) n , with varying misorientation axis described as a unit vector on the sphere. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 which ensure the misorientation axis is along the z -axis. For example, (γa , γp ) = (π/ 2 , 0) results in Q = I, and corresponds
to a tilt grain boundary, while (γa , γp ) = (0 , 0) 9 results in a twist boundary. Also note the distinction between inclination,
described by a unit vector in terms of the azimuth and polar angles, and the grain boundary normal. 
Substituting Eq. (65) into the energy density given in Eq. (53) results in an inclination-dependent energy functional in
1D that is parametrized by γ a ∈ [0, π /2] and γp = [0 , 2 π ] . The domain in discretized using a uniform mesh of 50 elements,
and the parametric space is discretized uniformly with a grid size of 5 ◦. For each pair of parametric angles discretized in
steps of 5 ◦, we evolve the resulting Euler–Lagrange equations subject to the initial conditions given in Eqs. (66) and (59) ,
and boundary conditions given in Eq. (61) for 1s in order to reach the corresponding steady states. Fig. 5 a shows a polar plot
of the grain boundary energy with the unit vector on the sphere describing the grain boundary inclination. The plot clearly
shows that the patterns of maxima and minima in the polar plot match that of the polar plot of the anisotropic function.
We also note that the anisotropy in the grain boundary energy is not as pronounced as in the anisotropic function which
may be reasoned by an analytical study of the grain boundary energy. 10 We do not pursue this further in this paper. 
We next perform a parametric study of the 1D bicrystal described above by ﬁxing the inclination at the origin to be
along the x -axis and misorientation angle at 40 ◦ while varying the misorientation-axis. The aim here is to explore the
extent of anisotropy in misorientation. The misorientation axis is parametrized using the azimuth and polar angles γ a and
γ p . Using the representation given in Eq. (57) , we solve the Euler–Lagrange equations resulting from the energy density in
Eq. (53) with initial conditions 
q 1 (X 1 ) = θ (X 1 , θ0 ) cos (γp ) sin (γa ) , 
q 2 (X 1 ) = θ (X 1 , θ0 ) sin (γp ) sin (γa ) , 
q 3 (X 1 ) = θ (X 1 , θ0 ) cos (γa ) , 
on q and Eq. (59) on φ, for each pair of parameters. Discretizing the parameter space with a grid of 5 ◦, we obtain a polar plot
of grain boundary energy shown in Fig. 5 b, where a unit vector on the sphere depicts a misorientation axis. Clearly, Fig. 5 b
shows negligible anisotropy of GB energy with respect to misorientation axis reinforcing the notion of weak-dependence. 
In order to demonstrate grain boundary faceting resulting from inclination-dependence due the anisotropic function 
given in Eq. (64) , we consider a 3D simulation of a bicrystal with a spherical grain of radius 30 nm embedded inside a9 In fact, γa = 0 corresponds to the unit vector along the z-axis irrespective of what γ p is. 
10 This is analogous to the observation that the KWC energy density with  = 0 is linear in ∇θ , but the steady state grain boundary energy is concave 
function (as opposed to a linear function) of the misorientation due to the presence of g ( φ). 
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Fig. 6. (a) The xy and diagonal planes for which color density plots of q 1 are shown in (b) and (c) respectively. (For interpretation of the references to 
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 cubic grain of size 80 nm. The misorientation angle and axis are chosen as 40 ◦ and (1 , 1 , 0) / 
√ 
2 respectively. The domain is
decomposed into 31,384 tetrahedral ﬁnite elements as shown in Fig. 7 a. Fig. 6 b and c show a color density plot of q 1 at the
 = 1s in the xy and diagonal planes (as shown in Fig. 6 a) respectively. Fig. 6 c clearly shows grain boundary faceting while
it is not as pronounced in Fig. 6 a. This observation is in agreement with the anisotropy of h , which exists in the diagonal
plane, while it is nonexistent in the xy plane. A isosurface plot of the level set q 1 = 0 at t = 1s in Fig. 7 , clearly shows the
formation of eight facets. A color density plot of h ( R T n ), where R T n is deﬁned in Eq. (52) , is also shown on the isosurface.
The patterns of maxima and minima in the color plot are consistent with those of the function h plotted in Fig. 4 . The
noise observed in Fig. 6 arises from the coarseness of the mesh, the degree of anisotropy in the energy density, and the
parameter ρ that is used to regularize the singular diffusive term in the differential equations associated to the orientation
order parameter. 
Next, we focus our attention on a comment made at the end of Section 3.5 which says that in a pure twist boundary if
the misorientation axis is constant, then the inclination remains constant, while in the presence of a tilt character, the incli-
nation gets diffused. We explore the above-mentioned observation in two simulations of a 2D bicrystal of size 20 nm ×30 nm
in the x − y plane with a normal parallel to the x axis, and a misorientation angle of 40 ◦. In one case we consider a pure tilt
grain boundary with misorientation axis along the z -axis, and in the other a pure twist boundary with misorientation axis
along the x -axis. Since the simulation is in 2D, the energy density in Eq. (53) is expressed in terms of the unknown ﬁelds
φ and θ (as opposed to q ), while q is expressed in terms of θ as 
q 1 = q 2 = 0 ; q 3 = θ pure tilt 
q 3 = q 2 = 0 ; q 1 = θ pure twist 
The initial conditions on φ and θ are given by Eq. (59) and Eq. (60) respectively. The isotropic function chosen for this
simulation is h (n ) = 1 + 0 . 5 sin 2 (4 θ ) , where sin θ = n 2 . The domain is decomposed into 4268 triangular ﬁnite elements with
168 boundary elements. The system is evolved for 1s until it reaches a steady state. Fig. 8 show level set color density plots
of θ at t = 1s for a subdomain around the grain boundary, wherein Fig. 8 a and b correspond to the pure twist and tilt cases
respectively. It is clear from Fig. 8 a that the contours of constant θ are along the y -axis, which implies the diffused grain
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Fig. 7. (a) A 3D mesh of tetrahedral ﬁnite elements. (b) An isosurface plot of the level set q 1 = 0 at t = 1s with color density plot of h ( R T n ), where R T n is 
deﬁned in Eq. (52) . (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.) 
Fig. 8. Color density isosurface plots of θ at steady state resulting from an inclination-dependent model. (a) Corresponds to twist boundary, while (b) 
corresponds to a tilt boundary demonstrating faceting of the diffused grain boundary away from the origin. Note that the above plot is for a smaller 
subdomain in the vicinity of the grain boundary. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web 
version of this article.) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 boundary normal ( := ∇ θ /| ∇ θ |) is along the x -axis. On the other hand, Fig. 8 b shows that the contours of θ are faceted away
from the origin, suggesting that the diffused grain boundary normal varies across the grain boundary. In order to identify the
reason behind the above-stated difference, we ﬁrst note that the argument of the function h in the inclination-dependent
model is the inclination R T n , and therefore the above-mentioned choice of h attains its minimum when R T n is parallel to
the x axis. In the twist case, since R T n = n , it follows that the diffused grain boundary prefers to remain ﬂat. In the tilt
case, if the contours were uniformly parallel to the x -axis, then the inclination varies from exp 
(
−π9 [ e 3 ×] 
)
to exp 
(
π
9 [ e 
3 ×] 
)
.
Therefore, the system adjusts the normals of the contours such that the inclination is as close to e 1 as possible, resulting in
faceting away from the origin. We note that on an average across the grain boundary, there is no faceting in Fig. 8 b. This can
also be seen by noting that the mid-plane remains ﬂat. Therefore, the pointwise faceting observed in Fig. 8 b is an artifact
of the diffuse interface model, and only its average, or the faceting of the mid-plane corresponds to the faceting of a sharp
grain boundary. Moreover, Fig. 8 b depicts a length scale associated to the facets which should ultimately be related to the
length scales in the materials parameters  and α. Further study in this direction is deferred to future work. 
Finally, we demonstrate inclination anisotropy under periodic boundary conditions on φ and θ in a two-dimensional
polycrystal shown in Fig. 9 . The orientations of the grains in the polycrystal are in the range 0 ◦ − 60 ◦, and misorientation
between grains is at most 15 ◦. 11 The domain is discretized using 6282 triangular ﬁnite elements, with 200 boundary ele-
ments. In Fig. 10 , we present results of three simulations: (a) full isotropy with h ( n ) ≡1, (b) small inclination-anisotropy with
h (n ) = 1 − 0 . 2 sin 2 (2 θ ) , and (c) large inclination-anisotropy with h (n ) = 1 − 0 . 5 sin 2 (2 θ ) , where sin θ = n 2 . The effect of in-
creasing the inclination anisotropy is clear from the third column of Fig. 10 which shows grain boundaries with preferential
inclination dictated by the anisotropic function. Recall from Section 3.2 the distinction we made between GB inclination and
normal. In order to see the distribution of inclination in the polycrystal, we plot in Fig. 11 scaled version of the vector R T n11 See Admal et al. (2017) for a description of the algorithm used to generate the polycrystal. 
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Fig. 9. A color density plot of q 1 for a random polycrystal at t = 0 . (For interpretation of the references to color in this ﬁgure legend, the reader is referred 
to the web version of this article.) 
Fig. 10. Color density plots of q 1 corresponding to three simulations: (a) full isotropy with h ( n ) ≡1, (b) small inclination-anisotropy with h (n ) = 
1 − 0 . 2 sin 2 (2 θ ) , and (c) large inclination-anisotropy with h (n ) = 1 − 0 . 5 sin 2 (2 θ ) , where sin θ = n 2 . The legend for the color plots is shown in Fig. 9 . 
(For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.) 
 
 
 
 
 deﬁned in Eq. (52) at t = 0 and t = 3s . The norm of the plotted vector is chosen to be equal the expression sg(φ) h (R T n ) | G |
occurring in the energy density. It is clear from Fig. 11 a that the initial inclination is quite random. On the other hand, the
scaled alignment vector in Fig. 11 b is preferentially distributed along the ±45 ◦ and ±135 ◦ directions as dictated by the
anisotropic function. 
4.3. Simulation demonstrating tilt-dependency 
In this section, we study the evolution of a tilt-anisotropic grain boundary energy density deﬁned in Section 3.6 . Recall
that a tilt-anisotropic energy density depends on the misorientation axis and inclination angle only through the tilt angle
48 N.C. Admal, J. Segurado and J. Marian / Journal of the Mechanics and Physics of Solids 128 (2019) 32–53 
Fig. 11. A plot of the distribution of a scaled alignment vector ﬁeld R T n deﬁned in Eq. (52) . The magnitude of the vector ﬁeld is equal to the term 
sg(φ) h (R T n ) | G | contributing to the energy density. The scaled inclination vector ﬁeld in (b) clearly demonstrates preferential directions along the ±45 ◦
and ±135 ◦ angles as opposed to in (a) where it is randomly distributed. 
Fig. 12. Simulation of a spherical bicrystal with a tilt-anisotropic grain boundary energy density: Dirichlet boundary conditions, q (X, t) = 
(1 , 1 , 0) θ (X 1 ; θ0 ) / 
√ 
2 and φ( X , t ) ≡1 are imposed on parts of the spherical boundary shown in blue. 
 
 
 
 
 
 
 
 between them. The tilt-anisotropic function chosen for this study is 
h¯ () = (0 . 5 + 2 cos 2 (1 − | cos | ) 2 , (67) 
where the tilt angle  is expressed in term of G using Eq. (55) . h¯ attains its minima when the inclination is either 0 or 90 ◦.
In order to explore the anisotropy of h¯ , we consider a spherical bicrystal of radius 50 nm with a misorientation angle of
40 ◦, misorientation axis along the (1, 1, 0) direction, and grain boundary normal along the x -axis. In other words, we begin
with a bicrystal whose tilt angle is equal to 45 ◦. The spherical bicrystal is constructed using the initial conditions 
q 1 (X , 0) = θ (X 1 ; θ0 ) / 
√ 
2 , 
q 2 (X , 0) = θ (X 1 ; θ0 ) / 
√ 
2 , 
q 3 (X 1 , 0) = 0 . 
on q . The boundary conditions on φ and q are of mixed type as depicted in Fig. 12 . Fig. 13 shows the color density plots
of q 1 at t = 0 and 5s. Fig. 13 b shows the grain boundary normal rotated counterclockwise by 41 ◦ about the z -axis from
its original conﬁguration in Fig. 13 a. This is close to the expected rotation of 45 ◦ as predicted by the anisotropic function
given in Eq. (67) . In our simulation, we have noted that beyond t = 5s , the grain boundary stops rotating and starts slipping
away from the equatorial plane. We attribute this to the decrease in the grain boundary area contributing to the energy
minimization. 12 12 Since there is no preferential direction for grain boundary motion away from the equatorial plane, we attribute the observed slipping behavior to 
symmetry breaking due to the asymmetry in the mesh. 
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Fig. 13. Color density plot of q 1 in the (a) initial state with grain boundary normal parallel to the x -axis, and (b) at t = 5s with normal rotated by ≈41 ◦
about the z -axis. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Before ending this section on numerics, we note that the 3D simulations described here are quite expensive which re-
quired us to use a coarse mesh. Although mesh adaptivity may have improved the eﬃciency, we believe that alternate
numerical methods than can handle singular diffusive equations in a more robust manner and take crystal symmetries into
account have to be explored. For example, sharp-interface models provide a far more natural framework to describe inter-
faces. In particular, the works of Gupta and co-workers ( Basak and Gupta, 2015a; 2015b; 2016; 2017; Gupta and Steigmann,
2012 ) (and references therein) serve as an excellent introduction to such models. On the other hand, sharp interface models
are traditionally believed to be computationally more demanding. Interestingly, new methods ( Esedoglu and Jacobs, 2017;
Esedoglu and Otto, 2015; Esedoglu et al., 2017; Ruuth et al., 2001 ) inspired in image processing are beginning to change this
situation. 
5. Summary 
The KWC model developed by Kobayashi et al. (1998, 20 0 0) is a two-dimensional phase ﬁeld model used to simulate si-
multaneous grain boundary motion and grain rotation. Its simplicity in describing grain microstructure using only two phase
ﬁeld variables, φ and θ that describe local disorder and grain orientation, respectively, is one of it most salient features
compared to well-known multiphase ﬁeld methods. Existing generalizations of the KWC model are restricted to modeling
three-dimensional polycrystals with inclination anisotropy. However, it is known that the GB energy depends not only on
the misorientation angle and inclination of the grain boundary but also on the misorientation axis. 
In this paper, we have developed a fully-anisotropic three-dimensional KWC model that describes grain boundary ener-
gies characterized by misorientation angle, axis and the inclination of the grain boundary. Replacing the order parameter θ
that describes orientations in the two-dimensional KWC model with an arbitrary rotation ﬁeld R ( X ) ∈ SO(3), we show using
material frame invariance that the KWC energy density should necessarily depend on the tensor G := R T Curl R T , that encodes
misorientation and inclination, and on φ. In addition, we have derived frame-invariant non-local deﬁnitions of misorienta-
tion axis and grain boundary inclination (which is not the same as grain boundary normal) in terms of G which enables
us to explore different ﬂavors of anisotropies which include misorientation-axis dependence with inclination-independence
and vice versa. In addition, we explore a third kind of anisotropy, referred to as tilt-anisotropy , where the grain boundary
energy depends only on the misorientation angle and the angle between the misorientation axis and inclination. Using 2D
and 3D simulations on bicrystals and polycrystals, we demonstrate all the anisotropies developed in this paper. 
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Appendix A. Interpretation of G from crystal plasticity 
The frame-invariant tensor G obtained in Section 3.1 has an interesting interpretation in crystal plasticity. It is in fact the
geometrically necessary dislocation (GND) density tensor corresponding to a stress-free polycrystal, which also explains the
choice of our notation. 
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Fig. A.14. An interpretation of G = R T Curl R T from crystal plasticity: G describes the GND density that results in an undeformed stress-free polycrystal at 
all times due to the special elastic-plastic decomposition F (X, t) = F L F P with F P = F LT , and F L ∈ SO(3), a piecewise constant rotation ﬁeld describing grain 
orientation, resulting in F ( X , t ) ≡ I . 
 
 
 
 
 
 
 
 
 
 
 
 
 The construction of a stress-free polycrystal is given by Admal et al. (2017, 2018) where a uniﬁed framework for poly-
crystal plasticity with grain boundary evolution is proposed. This construction begins with a multiplicative decomposition
of the deformation gradient F = F L F P , where F L is the elastic distortion of the lattice, and F P is the plastic distortion due to
crystallographic slip. The construction of the initial stress-free polycrystals is depicted in Fig. A.14 , where F L ( X , 0) is taken to
be the piecewise constant rotation ﬁeld describing lattice orientations, while F P (X, 0) = F LT (X, 0) , resulting in F (X, 0) = I
and the initial lattice Lagrangian strain F LT F L − I = 0 . Unlike in Admal et al. (2018) where F and F P are the independent
variables, restricting F L ( X , t ) to belong to SO(3) and F P = F LT for all time, results in the current model describing grain evo-
lution with no deformation. Moreover, from the above interpretation, it is clear that the third-order tensors G and B are the
torsion and contorsion tensors (see Noll, 1967 ) respectively. 
Appendix B. Choice of g ( φ) in the KWC model 
In this section we highlight our reasons for choosing a logarithmic function for g ( φ) as opposed to g(φ) = φ2 . In
Kobayashi and Giga (1999) , the authors note that the grain boundary energy as a function of misorientation is of the Read–
Shockley type when g is logarithmic, while GB energy is concave for both the choices. In addition, both choices result in a
steady state solution for a tricrystal that satisﬁes the Herring relation, and their sharp interface limits result in motion by
curvature. 
Despite the above similarities, we now demonstrate using the known analytical grim-reaper ( Garcke et al., 1999 ) solution
of a tricrystal under periodic boundary condition as shown in Fig. B.15 . The KWC parameters used in the simulation are
listed in Table B.2 . The orientations are chosen such that the horizontal grain boundaries have equal energy densities. UnderTable B.2 
KWC parameters used in the model with 
g(φ) = φ2 . 
g(φ) = φ2 
2 / χ 2 . 1333 × 10 −10 Jm −1 
α2 / χ 5 . 3 × 10 −9 Jm −1 
s 1 . 7 Jm −2 
e χ 2 . 1 × 10 9 Jm −3 
b φ 1 × 10 −3 m 3 / ( Js ) 
m q max 1 × 10 −12 m 3 / ( Js ) 
m q 
min 
1 × 10 −3 m 3 / ( Js ) 
ρ2 1 × 10 13 m −2 
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Fig. B.15. A contour plot of the θ ( X , 0) in radians. 
Fig. B.16. Contour plot of evolution of θ with g(φ) = φ2 . 
Fig. B.17. Contour plot of evolution of θ with g(φ) = −2 ln (1 +  − φ) + φ. In order to avoid the singularity g(1) = ∞ when  = 0 , we choose  = 0 . 2 . 
 
 
 
 
 
 
 
 
 
 
 
 
 this constraint, a deﬁning feature of the grim-reaper solution is that the vertical boundaries remain vertical until they shrink
to a point, and subsequently the elliptical grains shrink. This feature is demonstrated in Fig. B.17 with a logarithmic g , while
a quadratic g shows a completely different evolution as seen in Fig. B.16 . 
A rigorous study of the above-mentioned differences in grain evolutions is beyond the scope of this paper. Instead, we
note form the work of Alicandro et al. (1999) (see Theorem 4.1 in Alicandro et al., 1999 ) that the KWC functional converges
(in the sense of -convergence) to a surface energy function only when g(1) = ∞ . On the other hand, if g (1) is ﬁnite, then
the functional converges to a sum of surface and bulk energies. It is remarkable that the above observation is evident only
in a -convergence argument as opposed to in the method of matched asymptotics ( Lobkovsky and Warren, 2001 ) to obtain
a sharp interface limit. 
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