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ON THE REPRESENTATIONS OF
THE INFINITE SYMMETRIC GROUP
Andrei Okounkov
Abstract. We classify all irreducible admissible representations of three Olshanski
pairs connected to the infinite symmetric group S(∞). In particular, our methods
yield two simple proofs of the classical Thoma’s description of the characters of S(∞).
Also, we discuss a certain operation called mixture of representations which provides
a uniform construction of all irreducible admissible representations.
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2 ANDREI OKOUNKOV
0. Introduction
0.1 Tame representations and factor-representations.
Denote by S(n) the group of permutations of the set {1, ..., n} and let
S(∞) =
⋃
n
S(n)
be the union of groups S(n) over all n. The group S(∞) is one of the simplest
examples of a wild group (see, for example, the book [23] for the definitions of
tame and wild groups, as well as for other basic notions of infinite-dimensional
representation theory). This means that the study of all irreducible representations
of S(∞) does not seem to be a reasonable problem.
There is probably a unique natural simple topology on the group S(∞) induced
by the weak (as well as by the strong) operator topology in the representation by
permutations of basis vectors
(0.1) S(∞) → U(l2) ,
where U(l2) denotes the group of unitary operators in the coordinate Hilbert space
l2. Denote by
Sn(∞) , n = 1, 2, 3, . . . ,
the subgroup of S(∞) which fixes the numbers 1, 2, ..., n. The subgroups Sn(∞)
form a fundamental neighborhood base of identity in this topology. A unitary
representation
(0.2) π : S(∞) → U(H) ,
where U(H) is the group of unitary operators in a Hilbert space H, is called tame
if it is continuous with respect to this topology on S(∞) and the weak topology on
U(H). All tame representations were described by Lieberman [27] (see also [39]).
In particular, it is known that:
(1) any tame representation is a direct sum of irreducible ones;
(2) irreducible tame representations are labeled by all Young diagrams µ;
(3) the kth tensor power of the representation (0.1) decomposes into irreducible
representations labeled by all Young diagrams µ such that k ≥ |µ| > 0.
These properties make the topological group S(∞) look similar to a compact
group. One expects the group S(∞) to be a good combinatorial model of a big
infinite-dimensional group. It is clear that the supply of tame representations is
much too small for a unitary dual of anything truly infinite-dimensional.
Denote by S(∞) the group of all bijections of the set of natural numbers. One
can introduce a similar topology on this group and in this topology S(∞) is a dense
subgroup. Tame representations are precisely those representations of the group
S(∞) that can be extended by continuity to the entire group S(∞).
We conclude the discussion of tame representations by one more technically
useful definition of a tame representation. Denote by
Hn = H
Sn(∞) , n = 1, 2, . . . ,
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the subspace of invariants for the action of the group Sn(∞) in the representation
(0.2). As shown in [39], the representation (0.2) is tame if and only if
H =
⋃
n
Hn .
Another approach to the representation theory of the group S(∞) focuses on the
study of its factor-representations of finite type (or, more generally, of semi-infinite
type). A beautiful theory of these representations was developed by Thoma [49],
and Vershik and Kerov [6,7,9,10].
Any finite type factor representation π is uniquely determined, up to quasi-
equivalence, by its trace, that is, the restriction of the trace in the factor on the
image of the group. The traces of finite type factor-representations of the group G
are precisely the characters of the group G. A character of the the group G is, by
definition, a function φ on the group G which is
(1) central, that is, φ(g1g2) = φ(g2g1) for all g1, g2 ∈ G;
(2) positive definite, that is, for all g1, . . . , gn ∈ G the matrix (φ(gig
−1
j )) is
Hermitian and non-negatively definite;
(3) indecomposable, that is, it cannot be represented as a sum of two linearly
independent functions satisfying (1) and (2);
(4) normalized by φ(e) = 1.
If the group G is compact then its characters are precisely the functions
φπ(g) =
trπ(g)
dimπ
,
where π runs over the set of equivalence classes of irreducible representations of
the group G. The character theory of compact groups is a classical chapter of
representation theory. The characters of wild groups were the subject of intense
recent studies, see, for example, [3, 6-11, 13-15, 25, 44, 49-52].
In the paper [49], Thoma obtained the following description of all characters
of the group S(∞). The characters of the group S(∞) are labeled by a pair of
sequences of real numbers {αi}, {βi}, i = 1, 2, . . . , such that
α1 ≥ α2 ≥ α3 ≥ · · · > 0 , β1 ≥ β2 ≥ β3 ≥ · · · > 0 ,∑
αi +
∑
βi ≤ 1 .
The value of the corresponding character on a permutation with a single cycle of
length k is ∑
i
αki + (−1)
k−1
∑
i
βki .
Its value on a permutation with several disjoint cycles equals the product of the
values on each cycle. As usual, it is assumed that an empty product equals 1. In
particular, the character of the regular representation of the group S(∞) corre-
sponds to the sequences αi ≡ 0, βi ≡
4 ANDREI OKOUNKOV
The heart of the Thoma’s proof is the classification of so called totally positive
sequences. Recall that a sequence of real numbers {ai}, i = 0, 1, 2, . . . is said to be
totally positive if all minors of the following infinite Toeplitz matrix


a0 a1 a2 a3 . . .
0 a0 a1 a2
. . .
0 a0 a1
. . .
0 a0
. . .
. . .
. . .


are non-negative. Thoma obtained the description of all totally positive sequences
using some deep results about entire functions. He established that a totally positive
sequence
a0, a1, a2, . . .
has generating function of the following form
∑
i
ait
i = eγt
∏
i
1 + βit
1− αit
for some non-negative {αi}, {βj}, γ such that∑
αi +
∑
βi <∞ .
We shall briefly explain below the connection between totally positive sequences
and representation theory and show how simple representation theoretical con-
siderations allow one to simplify Thoma’s original argument significantly and, in
particular, to avoid entire functions entirely.
As a matter of fact, Thoma’s description of totally positive sequences was found
earlier in the papers [1, 17]. Totally positive sequences arise in many problems
of analysis (such as approximation theory or small oscillations), geometry (convex
curves), and probability. An important role is played, for instance, by the following
characteristic property of totally positive sequences: the convolution of an arbitrary
sequence with a totally positive sequence contains no more changes of sign than the
original sequence. This is a classical result by I. Schoenberg [43] which he obtained
in the course of his studies of various generalizations of the Descartes rule. Totally
positive sequences and their continuous analogs were studied by F. R. Gantmakher,
M. G. Krein, D. Polya, I. Schoenberg and his collaborators, A. Edrei, S. Karlin,
and others. See, for example, [1, 16-18, 21] and especially [42] where one can
find references to the most recent applications of the theory of totally positive
sequences. Among the papers discussing the relations between total positivity and
representation theory we mention [6-11, 12].
An explicit construction of all corresponding factor-representations of the group
S(∞) was given later by A. M. Vershik and S. V. Kerov [6]. A. M. Vershik and
S. V. Kerov have also found another proof of Thoma theorem based on the so called
ergodic method; see [5,7] and also [57].
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For the group S(∞), the general ergodic method specializes to the following
procedure. One starts with a sequence λn of Young diagrams such that |λn| = n.
Let
χn(g) =
trπλn(g)
dimπλn
be the normalized character of the symmetric group S(n) corresponding to the
irreducible representation πλn .
We say that a sequence of characters χn converges, as n → ∞, to a function χ
on the group S(∞) if
χn(g)→ χ(g), n→∞
for every element g ∈ S(∞). Note that the expression χn(g) makes sense for all
sufficiently large n.
It follows from the general approximation theorems [5, 12, 33] that every char-
acter χ of the infinite symmetric group S(∞) is a limit of a suitable sequence of
characters χn of finite symmetric groups. A. M. Vershik and S. V. Kerov proved
that a sequence χn has a limit if and only if the following limits exist:
lim
n→∞
i-th row of λn
n
= αi,
lim
n→∞
i-th column of λn
n
= βi .
If these limits exist then the characters χn converge to the Thoma character with
parameters {αi}, {βi}. In other words, the parameters {αi}, {βi} have the meaning
of asymptotic lengths of rows and columns of a Young diagram.
0.2 Olshanski pairs and admissible representations.
In [32], G. Olshanski initiated the study of a more general class of representations
of the infinite symmetric group S(∞). Before giving a definition, let us consider an
example. Let
π : S(∞) → U(M)
be a finite type factor-representation of the group S(∞). Here U(M) is the group
of unitary operators in a finite factorM . Let the Hilbert space H be the completion
of M with respect to the following Hermitian inner product
(A,B) = trAB∗ .
The group
(0.3) G = S(∞)× S(∞) ,
acts in this space by left and right multiplications and this representation is irre-
ducible. The identity operator
1 ∈M ⊂ H
is the unique vector invariant under the action of the diagonal subgroup
(0.4) K = diagS(∞) ⊂ S(∞)× S(∞) ,
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and the corresponding matrix element
(π(g)1, 1) = trπ(g)
is exactly the trace of the factor representation π.
Let us check that the irreducibility of the action of the group (0.3) and the
existence of a vector invariant under the action of the subgroup (0.4) implies that
the action of the subgroup (0.4) in the space H is tame [32]. Indeed, the subgroups
S(n)× S(n) and Kn = diagSn(∞)
commute. Therefore, the subspace
1 ∈
⋃
n
HKn
is G-invariant, and also closed and non-trivial, hence, equal to H.
As this example suggests, one should study unitary representations of the group
(0.3) such that their restrictions to the subgroup (0.4) are tame. Such representa-
tions are called admissible representations of the pair (0.4) or simply representations
of the pair (0.4).
Olshanski’s general idea was that, in the infinite-dimensional situation, it takes
two groups to produce a good representation theory. Namely, one should study the
unitary representations not of a single group G, but rather unitary representations
of a pair
(0.5) K ⊂ G ,
where K is a subgroup of G designated to play the role of a maximal compact
subgroup of G. A unitary representation
G → U(H)
of the group G is said to be a representation of the pair (0.5) if its restriction on the
subgroup K belongs to a given simple class of representations of the group K (for
example, the class of tame representations). Recall that tame representations do
resemble in many aspects representations of a compact group. In addition to the
pair (0.4), two other pairs closely connected to the group S(∞) were considered by
G. Olshanski in [32] and will be studied in the present paper.
Equivalently, admissible representation can be viewed as continuous unitary rep-
resentations of a certain not locally-compact group G containing G as a dense
subgroup, see [32] or the next subsection.
The spherical representations which, by definition, are irreducible unitary rep-
resentations of G with a non-zero K-fixed vector, form a distinguished subclass
of admissible representations. It is known (see [32] or below) that in case case
dimHK = 1 and also that the above correspondence between finite factor repre-
sentations of S(∞) and spherical representations of (G,K) is a bijection.
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One of the advantages of the class of admissible representations is that it is closed
under all natural operations on representations such as restriction to the subgroup
Sn(∞) × Sn(∞), induction from such subgroups, taking direct sums and tensor
products.
As it was shown by Olshanski, every representation of the pair (0.4) is of von
Neumann type I. It follows that the study of general representations of the pair (0.4)
can be essentially reduced to the study of its irreducible representations. Olshanski
obtained this result using his so called semigroup method, which is a very powerful
and beautiful tool for the study of admissible representations [34,32]. This method
is a far reaching generalization of the multiplicativity property of characters of
S(∞) found by Thoma (see also [15, 19-20, 31]). It can be compared to the use
of Hecke algebras in the p-adic representation theory; the subgroups Kn play the
role of the principal congruence subgroups. The main difference between the p-adic
groups and the groups like (0.4) is that Kn are not compact. Consequently, the
definition of the convolution product for Kn-biinvariant functions on G involves a
certain limit transition. On the bright side, in this limit, the multiplication greatly
simplifies and one obtains an actual semigroup and not just a hypergroup.
As another application of the semigroup machinery one obtains a way of labeling
the irreducible admissible representations. All irreducible admissible representation
of the pair (0.4) are indexed by continuous parameters (namely, parameters used
in the Thoma theorem) and some discrete parameters. More precisely, to every ele-
ment of the set {αi}∪{−βj}∪{0} one assigns two Young diagrams in such a way that
all but finitely many diagrams are empty. Conversely, any such data correspond, in
general, to a representation in a vector space with an invariant sesquilinear scalar
product, not necessarily positive definite. The classification problem for irreducible
admissible representation this way can be reformulated as finding all values of the
parameters which correspond to unitary representation. One can compare this with
the problem of describing the unitary highest weight modules of a Lie algebra.
We shall give a brief summary of the semigroup method and the resulting labeling
of representations in Section 1.
In the same paper [32], G. Olshanski has constructed a large supply of irre-
ducible admissible representations. His construction generalizes, on the one hand,
that of factor-representations of the infinite symmetric group by A. M. Vershik and
S. V. Kerov, and, on the other hand, it is an infinite-dimensional generalization
of the classical Hermann Weyl’s duality for representations in traceless tensors.
Using this construction and the ergodic method, G. Olshanski obtained two-sided
estimates for the set of parameters corresponding to irreducible admissible repre-
sentations.
In the present paper we shall prove, and this is our main result, that the lower
bound from [32] is actually the correct answer.
0.3 The statement of the problem and of the results.
We study irreducible representations of three similar Olshanski pairs related to
the infinite symmetric group.
By definition, a bijection g : Z→ Z is called finite if the set
{i ∈ Z | g(i) 6= i}
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is finite. Define a group GO as the group of all finite bijections Z→ Z. Set
GE = {g ∈ GO | g(0) = 0}
GD = {g ∈ GO | g(0) = 0, g(N) = N}
The superscripts O, E, D mean “odd”, “even” and “double”. We write simply G
if the formulas are valid for all three groups. Set
G(n) = {g ∈ G | g(i) = i, |i| > n}
Gn = {g ∈ G | g(i) = i, |i| ≤ n}
The group G is the union of an increasing chain of its subgroups G(n)
{e} = G(0) ⊂ G(1) ⊂ G(2) ⊂ . . .
⋃
n
G(n) = G.
The subgroups Gn form a decreasing chain of subgroups,
G0 ⊃ G1 ⊃ G2 ⊃ . . . ,⋂
n
Gn = {e}.
The subgroups G(n) and Gn commute.
There is a natural involution i 7→ −i on the set Z. Using this involution, one can
define a subgroup of the group G which shall play the role of a maximal compact
subgroup. Let
K = {g ∈ G | g(−i) = −g(i)}.
The pairs (G,K) are Gelfand pairs in the sense of [32]. Define an increasing and
decreasing chains of subgroups
K(n) = K ∩G(n),
Kn = K ∩Gn
in the subgroup K.
The group GD is isomorphic to a direct product of two copies of the group S(∞)
(one permutes the positive numbers, the other — negative ones). The group KD is
isomorphic to S(∞).
The groups GO and GE are isomorphic to S(∞), and the subgroups KO, KE
are isomorphic to a semi-direct product of S(∞) and the group Z∞2 . In this case
the Olshanski pairs differ by the way of embedding of the subgroup into the group
(and the resulting representation theory is also different).
We have GDn
∼= GD and GEn
∼= GOn
∼= GE. Also GD(n) ∼= S(n)× S(n), GE(n) ∼=
S(2n), and GO(n) ∼= S(2n+ 1).
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Let π be a unitary representation of the group G in a Hilbert spaceH(π). Denote
by H(π)n the subspace formed by Kn-invariant vectors. This subspace is invariant
under the action of the group G(n). Furthermore, the subspaces H(π)n form an
increasing sequence of subspaces
H(π)0 ⊂ H(π)1 ⊂ H(π)2 . . .
Hence, their union ∪nH(π)n is an algebraically invariant subspace in H(π). A
representation π is called (see [32]) admissible representation of the pair (G,K), if
H(π) =
⋃
n
H(π)n.
It is known [32] that any admissible representation is of von Neumann type I.
The notion of admissible representation can also be stated in topological terms.
Namely, as shown in [32], for every one of the three pairs (G,K) there exists
some topological group G which is not locally compact and contains G as dense
subgroup. The admissible representations of the pair (G,K) are exactly unitary
representations of G admitting an extension by continuity to the group G. As
a result, the theory of admissible representations is equivalent to the theory of
unitary representations of non locally-compact groups G. Since every admissible
representation generates a von Neumann algebra of type I, non locally-compact
topological groups G are actually tame groups.
The construction of the group G is as follows. Embed the group G into the group
of all (not necessarily finite) bijections
g : Z→ Z.
Consider subgroups
Kn = {g|g(i) = −g(−i), g(i) = i, i > n} ∩G , n = 0, 1, . . .
and let
G = G ·K .
Finally, define a topology on the group G such that a fundamental neighborhood
system of unity is formed by the subgroups Kn, n = 0, 1, . . . .
The viewpoint of unitary representations of the groups G is convenient for the
constructions of representations, see Section 3. Still, the viewpoint of admissible
representations of (G,K) pairs is more convenient for the proof of classification
theorems.
The main result of this paper is a complete description of all irreducible ad-
missible representations of the three pairs (G,K) given for the pair (GD, KD) in
Theorem 3, Section 2.5, and for the other two pairs in Theorem 5, Section 2.8.
The sufficiency of the conditions of given in these theorems was known before;
it follows from Olshanski’s explicit construction of irreducible admissible represen-
tations [32]. We devote the entire Section 3 to the discussion of the construction of
admissible representations. However, in that section, our improvement upon [32] is
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only a very modest one. It follows from our classification theorems that the repre-
sentations constructed in [32] form actually an open subset of the admissible dual.
Here we introduce the notion of a mixture of admissible representations which gives
a uniform construction of all irreducible admissible representation. This mixture is
a kind of an induced representation as discussed in Section 3.2.
Another known result which we discuss at length in the present paper is the
Thoma’s description of characters of S(∞). Traditionally, this result was considered
as a very hard one. Our methods allow to give an new simple proof (see Section
2.3) and also to very much simplify Thoma’s original proof (see Section 2.4).
The analog of Thoma theorem for the pair (GE, KE) is obtained in Theorem 4,
Section 2.7.
A brief account of the most important results of this paper was published in [55].
1. Olshanski semigroups
1.1 Definition and Olshanski’s theorem.
In this section we describe semigroups which shall play a prominent role in the
sequel. These semigroups were introduced by G. Olshanski in [32]; they are similar
to the Brauer semigroups. A more detailed exposition can be found in [32, 34].
Given two disjoint finite sets S and S′, we consider the following set. An element
of B(S, S′) is by definition the following data
(1) a partition of the set S ∪ S′ into pairs together with a nonnegative real
number assigned to each pair, and
(2) a finite unordered collection of nonnegative real numbers.
Geometrically, this data can be visualized as a compact 1-dimensional manifold M
such that
(1) the boundary ∂M of M is S ∪ S′, and
(2) each connected component of M is equipped with a non-negative real num-
ber (which can be thought of as its length).
The connected components with boundaries give a partition of S∪S′ into pairs and
the lengths of the cycles ofM (by which we mean the loops inM , that is, connected
components homeomorphic to S1) give an array of nonnegative numbers.
It is convenient to position the elements of S and S′ on two horizontal lines,
one above the other. An example of an element of B(S, S′) with |S| = |S′| = 5 is
depicted in the following figure:
0
2
5
0
7
3
2
There is a natural map
B(S, S′)×B(S′, S′′)→ B(S, S′′)
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which glues a manifold M1 ∈ B(S, S
′) to a manifold M2 ∈ B(S
′, S′′) along S′. The
lengths of the two glued components, naturally, add up. Note that the resulting
manifold may have more cycles than M1 and M2 combined. This operation makes
B(S, S), where the two S’s are considered as two disjoint copies of the same set, a
noncommutative semigroup. For example, if |S| = 5, then
1
32 0
1
times
5
1 1
0
53
equals
1
3 4
35
6
0
In more technical terms, one can think of an element of B(S, S′) as of a wiring dia-
gram with inputs/outputs indexed by S ∪ S′ and a nonnegative resistance (instead
of length) assigned to each wire. When one multiplies (that is, connects) two such
objects, the resistances of the connected wires add up. We shall occasionally refer
to the elements of B(S, S′) as (wiring) diagrams. By analogy with a computer chip,
the term chip was used in [22,32].
The group Aut(S) is naturally a subgroup of
Aut(S) ⊂ B(S, S)
formed by all diagrams with no cycles and all other components of length zero.
Namely, a bijection
g : S → S
corresponds to such diagram that each element s ∈ S in the first copy of S is
connected to the element g−1(s) in the second copy of S by a segment of length
zero. Recall that we consider the length as just a formal number assigned to a each
connected component; in particular, components of length zero are still non-trivial.
Our next goal is to make some sense out of the object “B(Z,Z)”. The above
multiplication rule can fail for infinite diagrams because one can get infinitely many
loops, which is what we want to avoid.
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However, we shall need only the semigroup generated by a certain special set of
infinite diagrams; in that semigroup the multiplication will be indeed well defined.
First, we take all diagrams with no cycles and no components of positive length.
They form a group isomorphic to GO. We add to them the following diagrams Ak,
k ∈ Z. The diagram Ak is defined in the following figure:
. . . . . .
kk-1 k+1
0010 0
All but one segments of Ak have zero length and the only segment of length 1 joins
k ∈ Z from the first copy of Z with k in the second copy. Clearly, the semigroup
〈GO, A1〉 ∼= S(∞)⋉ Z
∞
≥0
generated by GO and A1 contains also all other A’s. Now, let Ck, k = 1, 2, 3, . . . ,
be following pure cycles. The diagram Ck is, by definition,
k
. . . . . . 000
In our semigroup, we wish to to mod out by the relation
C1 = 1 .
The purpose of doing this is to make the following diagrams Pk, k = 0, 1, 2, . . . ,
into idempotents. The diagram Pk is depicted in the following picture:
-k k
0
. . . . . . 
. . . . . . 
0
0 0
1/21/2 1/2
1/21/21/2
It has 2k + 1 vertical segments of length 0 and all the remaining components are
arcs of length 1/2. Clearly, P 2k = Pk mod C1.
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Definition. Denote by ΓO the semigroup generated by the following diagrams
ΓO =
〈
GO, A1, Cj, Pk
〉
j≥1,k≥0
/〈
C1 = 1
〉
modulo the relation C1 = 1. Similarly, set
ΓE =
〈
GE, A1, Cj, Pk
〉
j≥1,k≥0
/〈
C1 = 1
〉
.
ΓD =
〈
GD, A1, Cj, Pk
〉
j≥1,k≥0
/〈
C1 = 1
〉
.
We call these semigroups the Olshanski semigroups. They are slightly smaller
than the ones defined by Olshanski in [32], Sections 2.8 and 3.10. Those defined in
[32] are topological semigroups which contain ours as dense subsemigroups.
There is a natural involution ∗ in these semigroups, namely, the reflection in the
horizontal axis. This involution fixes all A’s, C’s, and P ’s and takes a permutation
g to the inverse permutation g∗ = g−1.
The importance of Olshanski semigroups for the theory of admissible represen-
tations lies in the following fundamental
Theorem (Olshanski, [32]). Every admissible representation π of a pair (G,K) ex-
tends canonically to a ∗-representation by contractions (that is, operators of norm
≤ 1) of the corresponding semigroup Γ in H(π). In this representation, the idem-
potent Pn maps to the orthogonal projection onto H(π)n.
This canonical extension we shall denote with the same letter π.
Let us say a few words about how this canonical extension is constructed. We
have to specify the action of the A’s and C’s. For simplicity, consider the pair
(GO, KO); the other pairs are very similar. Consider the transposition (i, n) ∈ GO
and consider the limit of the operators
lim
n→∞
π((i, n)) ,
which exists in the weak operator topology. To see this, it suffices to check that
the limits
lim
n→∞
(π((i, n))ζ, η)
do exist, where the vectors ζ and η belong to the dense subspace
∞⋃
m=1
H(π)m .
Let ζ and η belong to the subspace H(π)m and assume that the numbers n1, n2
are chosen big enough, n1, n2 > m. Then the permutation
(n1, n2)(−n1,−n2) ∈ Km
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belongs to the subgroup Km and, by the definition of the subspace H(π)m, we have(
π((i, n1))ζ, η
)
=
=
(
π((n1, n2)(−n1,−n2)(i, n2)(n1, n2)(−n1,−n2))ζ, η
)
=(
π((i, n2))π((n1, n2)(−n1,−n2))ζ, π((n1, n2)(−n1,−n2))η
)
=
=
(
π((i, n2))ζ, η
)
.
Therefore, the number (
π((i, n))ζ, η
)
does not depend on n provided that n > m, hence coincides with the limit(
π((i, n))ζ, η
)
= lim
n→∞
(
π((i, n))ζ, η
)
, n > m .
By definition, one sets
π(Ai) = lim
n→∞
π((i, n)) ,
and, similarly,
π(Ck) = lim
n1,...,nk→∞
π((n1, n2, . . . , nk)) ,
where we assume that the numbers n1, . . . , nk are pairwise distinct.
Sometimes, it is convenient to replace the limits in the definition of the operators
π(Ai), π(Ci) by the corresponding Cesaro limits
π(Ai) = lim
n→∞
1
n
n∑
j=1
π((i, j)) ,
which exist in the strong operator topology. This formula be interpreted as saying
that Ai is the transposition of i and a “random” number j. The cycle Ck can be
thought of as a “random” cyclic permutation of length k.
The operator π(Pm) may be represented in a similar form
π(Pm) = lim
n→∞
1
n!
∑
g∈Km(n)
π(g) ,
where Km(n) = Km ∩K(n). Indeed, the operator
1
n!
∑
g∈Km(n)
π(g)
is the projection onto the subspace of Km(n)-invariants. Denote this subspace by
H(π)m;n. Clearly,
H(π)m;0 ⊃ H(π)m;1 ⊃ H(π)m;2 ⊃ . . .
and
H(π)m =
⋂
n
H(π)m;n .
Hence, in the strong operator topology, the projection onto the subspace H(π)m is
the limit of those onto the subspaces H(π)m;n.
For the convenience of the future references we list some useful identities. Given
a permutation σ, denote by [σ] the array of numbers formed by the lengths of
non-trivial cycles of σ. One easily checks the following equalities:
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Proposition 1.
AiAj = AjAi,(1.1)
gAig
−1 = Ag(i), g ∈ G
O,(1.2)
AiPn = PnAi, |i| ≤ n,(1.3)
AiPn = A−iPn, |i| > n,(1.4)
PnAiPn = Pn(i, k)Pn, |i| ≤ n, |k| > n,(1.5)
PnA
k1
i1
Ak2i2 . . .A
kr
ir
Pn = Pn
r∏
j=1
Ckj+1, n < ij , im 6= il,(1.6)
P0σP0 = P0
∏
k∈[σ]
Ck, σ ∈ S(∞) .(1.7)
All these identities are straightforward to check. As a visual aid for the proof
of the last equality we provide the following figure (where P0(123)P0 = P0C3 is
depicted):
1/2 1/2 1/2
1/21/21/2
1/2 1/2 1/2
1/21/21/2
0 0 0
0
0
0
000
1.2 Parameterization of representations.
Let π be an irreducible admissible representation of a pair (G,K) in a Hilbert
space H(π). Let d = d(π) denote the least integer k, such that H(π)k 6= 0; it is
called the depth of π. Denote the subspace H(π)d by R(π) and call it the root of π.
Let ζ be a vector in the subspace R(π). The representation π is uniquely deter-
mined by any matrix element, in particular by the one corresponding to ζ:
ψ(g) = (π(g)ζ, ζ).
The operator π(Pd) is the orthogonal projection onto the subspace R(π), hence
(1.8) (π(g)ζ, ζ) = (π(PdgPd)ζ, ζ).
The set
Γ(d) = Pd ΓPd ⊂ Γ
is a subsemigroup which acts in R(π). The following proposition is due to G. Ol-
shanski:
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Proposition 2. Let π be an admissible representation of the group G. Choose n
so that H(π)n 6= 0. Denote by πn the representation of the semigroup Γ(n) in the
subspace H(π)n. Then
(1) if the representation π is irreducible, then the representation πn is irre-
ducible;
(2) if the representation πn is irreducible and the subspace H(π)n is cyclic then
π is also irreducible.
Proof. Assume that π is irreducible. Let B denote an arbitrary bounded operator
in the subspace H(π)n. Denote by B˜ the operator in the subspace H(π) which
coincides with B on the subspace H(π)n and equals zero on its orthogonal compli-
ment H(π)⊥n . Clearly, this operator is bounded. Since π is irreducible, there exists
a sequence b(i) of elements in the group algebra C[G], such that
π(b(i))→ B˜, i→∞
in the weak operator topology. But this implies that
π(Pnb
(i)Pn)→ π(Pn) B˜ π(Pn), i→∞ .
Hence,
πn(Pnb
(i)Pn)→ B , i→∞ .
Therefore, the representation πn is irreducible.
In the opposite direction, let us argue by contradiction. Let W be a non-trivial
closed invariant subspace. For any ζ ∈ H(π)n, its orthogonal projections onto W
and W⊥ are also Kn-invariant vectors. Therefore, at least one of Γ(n)-invariant
subspaces
H(π)n ∩W 6= 0 , or H(π)n ∩W
⊥ 6= 0
is non-trivial. Since πn is irreducible, we conclude that
H(π)n ⊂W , or H(π)n ⊂W
⊥ .
Since the subspace H(π)n is cyclic,
H(π) =W , or H(π) = W⊥ ,
which contradicts the non-triviality of W . 
By virtue of (1.8), we need only to know the representation πd of the subgroup
Γ(d) in the subspace R(π) in order to reconstruct the representation π.
By definition of the number d, we have H(π)d−1 = 0. Hence,
π(Pd−1) = 0.
Set
Γ(d)× = Γ(d) \ Γ(d)Pd−1Γ(d) .
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One can check [32] that Γ(d)× is the subsemigroup of Γ(d) generated by the elements
gPd , g ∈ G(d) ,
AiPd , |i| ≤ d ,
CkPd , k ≥ 2 .
It is clear that only the elements of this subsemigroups can act inH(π)d by non-zero
operators.
The semigroup Γ(d)× is very simple and its representations can be easily de-
scribed. In case of ΓO, it is isomorphic to
ΓO(d)× ∼= (S(2d+ 1)⋉Z2d+1+ )× Z
∞
+ .
Here the three factors correspond to the three sets of generators of ΓO(d)×. To
simplify notation, set
Σ(m) = S(m)⋉ Zm+ .
All irreducible ∗-representations of Σ(m) by contraction operators are the following.
Given a point x ∈ [−1, 1] and a partition λ of m, denote by Vλ,x the Σ(m)-
module in which Zm+ acts by multiplication by x and S(m) acts by the irreducible
representation corresponding to λ. This is an irreducible ∗-representation. More
general representation will be induced from the subsemigroups of the form
Σ(ρ) =
∏
i
Σ(ρi) ,
where ρ is a partition of m and the the product is direct.
By definition, a Young distribution Λ(x) is a function from [−1, 1] to the set of
Young diagrams such that Λ(x) = ∅ for all but finitely many x. We set
|Λ| =
∑
x
|Λ(x)| ,
suppΛ = {x,Λ(x) 6= ∅} .
One can visualize a Young distribution as a collection of Young diagrams growing
out of various points of the interval [−1, 1]:
By ordering the numbers |Λ(x)|, x ∈ suppΛ, one obtains a partition of |Λ| which
we denote by ρ(Λ). If |Λ| = m then⊗
x∈suppΛ
VΛ(x),x
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is an irreducible module over the semigroup Σ(ρ(Λ)) ⊂ Σ(m). Denote by TΛ the
representation of Σ(m) in the following induced module
VΛ = C[Σ(m)]⊗C[Σ(ρ(Λ))]

 ⊗
x∈suppΛ
VΛ(x),x

 .
This is an irreducible ∗-representation. All irreducible ∗-representations of Σ(m)
by contractions are precisely the representations in VΛ.
The C’s are central and ∗-stable, therefore
π(Ci) = ci,
for some numbers ci ∈ [−1, 1].
Similarly, we have
ΓE(d)× ∼= (S(2d)⋉ Z2d+ )× Z
∞
+ ,
ΓD(d)× ∼= (S(d)⋉ Zd+)× (S(d)⋉ Z
d
+)× Z
∞
+ .
The representations ΓE(d)× are labeled by a Young distribution Λ such that |Λ| =
2d and by a sequence {ci} ⊂ [−1, 1]. The representations of Γ
D(d)× are indexed
by a pair of Young distributions Λ,M such that |Λ| = |M| = d and numbers ci,
i = 2, 3, . . . .
The classification problem of admissible irreducible representations of the group
G can now be reformulated as the problem of description of all parameters Λ, {ci}
(respectively, Λ, M, {ci}) such that an admissible irreducible representation with
these parameters does exist. Equivalently, one has to describe all parameters for
which the matrix element (1.8) is a positive definite function on the group G.
1.3 An example: Thoma multiplicativity.
Let π be a spherical representation of the pair (GD, KD), which is, by definition,
an irreducible unitary representation of GD such that H(π)0 6= 0. By Olshanski’s
theorem, the subspace H(π)0 carries an irreducible ∗-representation of the semi-
group ΓD(0). This semigroup consists of the elements of the form
∏
i
Ckii P0.
It is commutative, and has, therefore, only 1-dimensional irreducible representa-
tions. Whence,
dimH(π)0 = 1.
In other words, there exists a unique, up to a scalar factor, KD-invariant vector
ξ. We normalize it by the condition ‖ξ‖ = 1 and call the spherical vector. Such a
vector is determined up to multiplication by a complex number of absolute value
1. The spherical function
φπ(g) = (π(g)ξ, ξ)
does not depend on the choice of the spherical vector.
ON THE REPRESENTATIONS OF THE INFINITE SYMMETRIC GROUP 19
Since the spherical vector ξ is KD-invariant, the spherical function is constant
on the double cosets KD\GD/KD:
φπ(k1gk2)=(π(k1gk2)ξ, ξ)=
(
π(g)π(k2)ξ, π(k
−1
1 )ξ
)
=(π(g)ξ, ξ)=φπ(g) ,
where k1 and k2 are two arbitrary permutations in K
D.
Every double coset in KD\GD/KD intersects with the subgroup S(∞) by a
conjugacy class in S(∞). If σ ∈ S(∞) and σ has just one non-trivial cycle of length
k then
φπ(σ) = (π(σ)ξ, ξ) = (π(P0σP0)ξ, ξ)
(1.7)
= (π(Ck)ξ, ξ) = (ckξ, ξ) = ck .
For arbitrary σ, we have
(1.9) (σξ, ξ) = (P0σP0ξ, ξ)
(1.7)
=

∏
k∈[σ]
Ckξ, ξ

 = ∏
k∈[σ]
ck .
In other words, any spherical function of (GD, KD) is multiplicative in the following
sense: its value on any permutation σ equals the product of its values on the disjoint
cycles of σ. This multiplicativity property was first established by Thoma in [49].
Olshanski’s theorem is, therefore, a generalization of this Thoma multiplicativity.
2. Classification of irreducible admissible representations
2.1 Spectra of the Ai’s in spherical representations of (G
D, KD).
Fix a spherical representation π of the pair (GD, KD) and write simply g instead
of π(g).
Let µ denote the spectral measure for the operator A1 and the spherical vector
ξ. Since ‖Ai‖ ≤ 1, this measure is supported at the segment [−1, 1]. The numbers
ck are the moments of µ
(2.1)
∫
tkµ(dt) = (Ak1ξ, ξ) = (P0A
k
1P0ξ, ξ)
(1.6)
= ck+1 .
Therefore, the spherical function of the pair (GD, KD) is uniquely determined by
the measure µ. We denote the spherical function corresponding to the measure µ
by φµ
φµ(σ) =
∏
k∈[σ]
∫
[−1,1]
tk−1 µ(dt).
Let λ be the measure on [−1, 1]∞ which is the spectral measure for the operators
A1, A2, . . . and the vector ξ. The claim of the following lemma is parallel to the
Thoma multiplicativity.
Lemma 1. λ = µ⊗∞.
Proof. Is suffices to check the identity∫
tk11 . . . t
kl
l dλ = (A
k1
1 . . .A
kl
l ξ, ξ)
= (P0A
k1
1 . . .A
kl
l P0ξ, ξ)
(1.6)
=
∏
i
cki+1 =
∏
i
∫
tkidµ
for the integrals of all monomials. 
Now we can prove the following
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Theorem 1. The measure µ is discrete and its atoms can only accumulate to zero
0 ∈ [−1, 1].
Proof. Denote by s the transposition (12) ∈ S(∞). Let E be a Borel subset in [ε, 1]
where ε > 0. Denote by χE its characteristic function. We claim that
εµ(E) ≤ µ(E)2 .
To this end, we prove two inequalities
εµ(E) ≤ (sχE(A1)ξ, χE(A1)ξ) ≤ µ(E)
2.
The expression in the middle is real because
s−1 = s .
On the one hand, by (1.3) and (1.5), we have
(sχE(A1)ξ, χE(A1)ξ) = (sχE(A1)P1ξ, χE(A1)P1ξ)
(1.3)
= (χE(A1)P1sP1χE(A1)ξ, ξ)
(1.5)
= (χE(A1)P1A1P1χE(A1)ξ, ξ)
(1.3)
= (A1χE(A1)ξ, ξ) =
∫
E
t dµ ≥ εµ(E) .
On the other hand, since A1 and A2 are commuting projections,
χE(A1)sχE(A1) = χE(A1)
2sχE(A1)
2 (1.2)= χE(A1)
2χE(A2)sχE(A1)
(1.1,2)
= χE(A1)χE(A2)sχE(A1)χE(A2) .
Therefore,
(sχE(A1)ξ, χE(A1)ξ) = (sχE(A1)χE(A2)ξ, χE(A1)χE(A2)ξ)
≤ (χE(A1)χE(A2)ξ, χE(A1)χE(A2)ξ) = µ(E)
2,
where the last step relies on Lemma 1.
It follows from the inequality εµ(E) ≤ µ(E)2 that either µ(E) = 0 or µ(E) ≥ ε.
An similar estimate holds for for E ⊂ [−1,−ε]. This implies that the measure µ is
discrete. Since µ is a probability measure, there are no more than 1/ε of its atoms
in the interval [ε, 1]. This implies the second claim of the theorem. 
We denote by suppµ the set of atoms of the measure µ.
2.2 Spectra of the Ai’s in admissible representations of (G
D, KD).
Now let π denote an irreducible admissible representation of depth d > 0 corre-
sponding to some Young distributions Λ, M and some numbers {ci}.
Let µ be the the spectral measure µ of the operator Ad+1 with respect to some
unit vector ζ in the subspace R(π). The measure µ is independent of the choice of
ζ because the numbers {ci} are the moments of µ. By construction, the measure µ
corresponds to a spherical representation of the pair
(GDd , K
D
d )
∼= (GD, KD) .
Therefore, µ is discrete. Let suppµ denote the set of its atoms.
By definition of the distribution Λ, the spectrum of any of the operators Ai,
i = 1, . . . , d in the space R(π) is suppΛ.
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Proposition 3. suppΛ ⊂ suppµ ∪ {0}, suppM ⊂ suppµ ∪ {0}.
Proof. Take x ∈ suppΛ \ {0}. Let ζ be a vector in the subspace R(π), such that
‖ζ‖ = 1 and A1ζ = xζ. Denote by δx the function equal to 1 at the point x, and
to 0 at all other points. Then
ζ = δx(A1)ζ .
Denote by s the permutation (1, d+ 1) ∈ S(∞). Then
0 < |x| = |(A1ζ, ζ)|
(1.5)
= |(PdsPdζ, ζ)| = |(sζ, ζ)| = |(sδx(A1)ζ, δx(A1)ζ)|
(1.1,2)
= |(sδx(Ad+1)ζ, δx(Ad+1)ζ)| ≤ (δx(Ad+1)ζ, δx(Ad+1)ζ) = µ(x),
i.e., x ∈ suppµ. The argument for M is analogous. 
This proposition was previously proved in [32, Theorem 4.6] in a more compli-
cated way.
2.3 The Thoma theorem.
Let π be a spherical representation and µ the corresponding spectral measure.
Denote by αi, −βi, αi > 0, βi > 0 the non-zero elements in suppµ. For x 6= 0 we
set ν(x) = µ(x)/|x|. By virtue of (2.1),
(2.2) ck =
∑
i
αk−1i µ(αi) +
∑
i
(−βi)
k−1µ(−βi)
=
∑
i
αki ν(αi) + (−1)
k−1
∑
i
βki ν(−βi)
for every k > 1.
Theorem 2. The numbers ν(αi), ν(−βi) are positive integers.
In the proof of this theorem we shall need the following lemma. Let σ ∈ S(∞)
be an arbitrary permutation. Denote by N/σ the set of orbits of σ on the set N.
For an orbit p ∈ N/σ, denote by |p| its cardinality.
Lemma 2. Let fi(t), gi(t), i = 1, 2, . . . be continuous functions on [−1, 1], all but
finitely many identically equal to 1. Then
a)
(
σ
∞∏
i=1
fi(Ai)ξ, ξ
)
=
∏
p∈N/σ
∫
t|p|−1
∏
j∈p
fj(t) dµ,
b)
(
σ
∞∏
i=1
fi(Ai)ξ,
∞∏
i=1
gi(Ai)ξ
)
=
∏
p∈N/σ
∫
t|p|−1
∏
j∈p
fj(t)gj(t) dµ ,
for σ ∈ S(∞).
Proof. a) One can assume that fi(t) = t
ki , i = 1, 2, . . . , and that ki = 0 for i≫ 1.
For p ∈ N/σ set Σ(p) =
∑
j∈p kj. Then
∏
j∈p fj(t) = t
Σ(p). The following identity
P0σ
∏
Akii P0 = P0
∏
p∈N/σ
C|p|+Σ(p)
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generalizes the identities (1.6) and (1.7) and is proved similarly. It follows from this
identity that
(
σ
∞∏
i=1
fi(Ai)ξ, ξ
)
=
(
σ
∏
Akii ξ, ξ
)
=
∏
p∈N/σ
c|p|+Σ(p)
=
∏
p∈N/σ
∫
t|p|+Σ(p)−1dµ =
∏
p∈N/σ
∫
t|p|−1
∏
j∈p
tkjdµ .
Part b) follows from a), equation (1.2), and from the obvious equality
∏
j∈p
fj(t) =
∏
j∈p
fσ(j)(t) . 
Remark. The above lemma holds for a larger class of functions, for example, for
functions which are pointwise limits of uniformly bounded sequences of continuous
functions. This follows from the functional calculus of operators, cf. [41, v.1,
Theorem VII.2(d)]. The function δx(t),
δx(t) =
{
1 , t = x ,
0 , t 6= x ,
belongs to this class. Alternatively, by Theorem 1, we can take instead of δx a
continuous function equal to 1 at the point x, and to zero at other points in suppµ.
Proof of Theorem 2. Fix some α = αi and set ν = ν(αi). Consider the vector
ζ(m) =
m∏
i=1
δα(Ai)ξ .
By Lemma 2,
(σζ(m), ζ(m)) =
∏
p∈N/σ
α|p|−1µ(α) = αm−ℓ(σ)µ(α)ℓ(σ) = αmνℓ(σ)
for σ ∈ S(m), where ℓ(σ) denotes the number of cycles of the permutation σ ∈
S(m). Effectively, what the consideration of the vectors ζ(m), m = 1, 2, . . . , allows
us is to single out just one point α from the set suppµ.
Let Alt(m) be the operator of antisymmetrization over the group S(m). Then
(Alt(m)ζ(m), ζ(m)) =
1
m!
∑
σ∈S(m)
sgn(σ)(σζ(m), ζ(m)) =
=
αm
m!
∑
σ∈S(m)
sgn(σ)νℓ(σ) =
αm
m!
∑
σ∈S(m)
(−1)m+ℓ(σ)νℓ(σ) =
=
αm
m!
ν(ν − 1) . . . (ν −m+ 1),
(2.3)
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where we have applied the equality sgnσ = (−1)m+ℓ(σ) and the well known identity
(2.4)
∑
σ∈S(m)
xℓ(σ) = x(x+ 1) . . . (x+m− 1)
(cf. [45, Proposition 1.3.4]). Since Alt(m) is a projection, the last product in (2.3)
should be nonnegative for all m which is only possible if it is terminating, i.e., if
ν = ν(α) ∈ N.
If we replace the representation T by its tensor product with the representation
sgn⊗ sgn, then the measure µ(x) is replaced by the measure µ(−x). It follows that
ν(−βi) ∈ N. 
We call to a discrete probability measure µ on [−1, 1] satisfying
µ(x)
|x|
∈ Z+ , x 6= 0 ,
a Thoma measure.
The theorem just proved provides a necessary condition for the existence of
representations. It follows from the explicit construction of representations [6, 32]
(see also Chapter 3), or else from a direct verification of the positive definiteness
[49], that this condition is sufficient as well. Therefore the description of spherical
functions for the pair (GD, KD) is established. In order to state it in the classical
form, it is convenient to treat the set suppµ as a multiset in which every element
x is repeated µ(x)/|x| times.
Theorem (Thoma, [49]). The characters of the group S(∞) are precisely the func-
tions of the form
φ(σ) =
∏
k∈[σ]
(∑
i
αki + (−1)
k−1
∑
i
βki
)
,
where
α1 ≥ α2 ≥ α3 ≥ · · · > 0 β1 ≥ β2 ≥ β3 ≥ · · · > 0∑
αi +
∑
βi ≤ 1 .
2.4 Another proof of Thoma theorem.
In this Section we show how the presentation
ck =
∫
tk−1dµ
simplifies the original proof of the Thoma theorem. Throughout the section, except
for the very last punch-line, we closely follow Thoma’s original exposition [49].
Let φ be a character of S(∞). Consider the restriction of φ to a finite symmetric
group S(n). The characters of finite symmetric group S(n) are labeled by Young
diagrams with n boxes. Let χλ be the (non normalized) character corresponding
to an irreducible representation λ. Since the function φ is positive definite, its
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restriction φ|S(n) to the group S(n) is a non-negative linear combination of the
functions χλ
φ|S(n) =
∑
λ,|λ|=n
m(λ)χλ, m(λ) ≥ 0 .
We call the numbers m(λ) the Fourier coefficients of the function φ. One can
compute them using the orthonormality of characters with respect to the Hermitian
inner product
〈f1, f2〉S(n) =
1
n!
∑
g∈S(n)
f1(g)f2(g) .
Evidently, the numbers m(λ) have to satisfy some coherency conditions. Namely,
consider the representation of the group S(n+ 1) determined by a Young diagram
Λ, |Λ| = n+ 1. According to the Young branching rule
(2.5) χΛ|S(n) =
∑
λ,Λցλ
χλ ,
where the notation Λց λ means that the diagram λ is obtained from the diagram
Λ by removing a box. By virtue of (2.5), the numbers m(λ) have to satisfy the
conditions
m(λ) =
∑
Λ,Λցλ
m(Λ) .
Conversely, every collection of non-negative numbers m(λ) satisfying the above
coherence condition determines some positive definite function on the group S(∞).
The function is normalized if and only if
m(∅) = 1 .
By Proposition 2 (see also Section 1.3) this function is indecomposable if and only
if it is multiplicative in the cycles a of permutation. This multiplicativity imposes
severe restrictions on the numbers m(λ). Our next goal is to obtain a precise form
of these restrictions.
Recall the definition of the external product of characters of symmetric groups.
Let Z(S(n)) denote the linear space of central functions on the groups S(n) and
suppose f1 ∈ Z(S(n1)) and f2 ∈ Z(S(n2)) are some central functions. Consider the
following function on S(n1)× S(n2)
(f1 ⊗ f2)(g1, g2) = f1(g1)f2(g2) .
The external product of f1 and f2 is, by definition,
f1 ◦ f2 = Ind
S(n1+n2)
S(n1)×S(n2)
f1 ⊗ f2 ∈ Z(S(n1 + n2)) .
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Denote by ηk the trivial character of S(k) if k ≥ 0, and zero otherwise. The
Frobenius formula [23] asserts that
χλ =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ηλ1 ηλ1+1 ηλ1+2 . . . . . . . . .
ηλ2−1 ηλ2 ηλ2+1 ηλ2+2 . . . . . .
... ηλ3−1 ηλ3 ηλ3+1 . . . . . .
...
...
...
... . . . . . . ηλi−i+j . . .
...
...
...
...
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
◦
where the multiplication is to be understood as the external one. The Frobenius for-
mula expresses the character χλ of the irreducible representation of the symmetric
group as a linear combination of the functions ηλ
ηλ = ηλ1 ◦ ηλ2 ◦ . . . .
The following lemma is straightforward.
Lemma 3. A function φ ∈ Z(S(n)) is multiplicative in the cycles of a permutation
if and only if for all n1, n2 such that n1 + n2 = n, and for all functions f1 ∈
Z(S(n1)), f2 ∈ Z(S(n2)) we have
(2.6)
〈φ|S(n1)×S(n2), f1 ⊗ f2〉S(n1)×S(n2) =
= 〈φ|S(n1), f1〉S(n1)〈φ|S(n2), f2〉S(n2) .
Remark. The equality (2.6) is antilinear in f1 and f2. Therefore, it sufficient to
check it for f1 and f2 ranging independently over some linear bases of the spaces
Z(S(n1)) and Z(S(n2)).
Proposition 4. The coefficients m(λ) correspond to a multiplicative central func-
tion on the group S(∞) if and only if we have
(2.7) m(λ) = det
[
m(λi − i+ j)
]
i,j
for any Young diagram λ. Herem(k), k ≥ 0, stands form((k)) and we setm(k) = 0
for k < 0.
Proof. Let φ ∈ Z(S(∞)) be a multiplicative function. By the Frobenius reciprocity,
〈φ|S(|λ|), η
λ〉S(|λ|) = 〈φ|S(λ1)×···×S(λs), 1〉S(λ1)×···×S(λs) .
By the multiplicativity of φ this equals∏
i
〈φ|S(λi), 1〉S(λi) =
∏
i
m(λi) .
Therefore, by the Frobenius formula,
m(λ) = 〈φ|S(|λ|), χ
λ〉S(|λ|) = det
[
m(λi − i+ j)
]
.
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In the opposite direction, assume (2.7). Fix some n and consider the following
dominance ordering of all partitions of n
µ ≤ λ ⇔ ∀i µ1 + · · ·+ µi ≤ λ1 + · · ·+ λi .
Then (it is clear from Frobenius formula) the transition matrix from the basis {χλ}
to the basis {ηλ} is triangular. The equality
(2.8) 〈φ, ηλ〉 =
∏
i
m(λi)
is evident if λ = (n). Assume that the equality is proved for all partitions µ of n,
such that µ > λ. Then it follows from (2.7) and Frobenius formula that it is also
true for λ. Therefore, the equality (2.8) is true for all partitions λ.
Now let λ, µ be two arbitrary partitions. Set |λ| = n1, |µ| = n2. Denote by λ∪µ
the union of parts of λ and µ. Then
〈φ|S(n1)×S(n2), η
λ ⊗ ηµ〉S(n1)×S(n2) = 〈φ|S(n1+n2), η
λ∪µ〉S(n1+n2)
=
∏
i
m(λi)
∏
j
m(µj) = 〈φ|S(n1), η
λ〉S(n1)〈φ|S(n2), η
µ〉S(n2) .
Since the functions ηλ form a basis in the space of central functions, the multiplica-
tivity of φ is established. 
Recall that a sequence of real numbers {ai}, i = 0, 1, 2, . . . is said to be totally
positive if all the minors of the following infinite Toeplitz matrix

a0 a1 a2 a3 . . .
0 a0 a1 a2
. . .
0 a0 a1
. . .
0 a0
. . .
. . .
. . .


are non-negative. In particular, all the numbers ai are non-negative.
A shift of indices and the multiplication of the entries by a positive number
preserve the total positivity, hence we can always assume that a0 = 1. Assume
that for some i > 0 we have ai = 0. Then it follows from the inequality
det
[
ai ai+1
a0 a1
]
≥ 0
that aj = 0 for all j ≥ i. Hence either all entries of a totally positive sequence are
positive or there exist such N that
ai = 0⇔ i ≥ N .
One easily checks that the multiplication by a positive geometric series preserves
total positivity. Therefore, if a sequence {ai} has at least two positive entries, we
can assume that
a0 = a1 = 1 .
We call such a sequence normalized totally positive.
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Proposition 5. The map
φ→ {m(i)}, i = 0, 1, . . .
is a bijection of the set of the characters of the group S(∞) onto the set of normal-
ized totally positive sequences.
Proof. Let φ be a character of the group S(∞). Clearly, m(0) = m(1) = 1. The
inner product of φ|S(n) with the trace of any representation of S(n) is always non-
negative. In particular, this is true for the trace χλ/µ of the representation corre-
sponding to the skew Young diagram λ/µ. By multiplicativity of φ and the analog
of the Frobenius formula for χλ/µ [28, §1.5, (5.4)],
〈φ|S(|λ/µ|), χ
λ/µ〉S(|λ/µ|) = det
[
m(λi − µj − i+ j)
]
ij
≥ 0 .
One can easily see that all the minors involved in the definition of total positivity
can be obtained in this way.
In the opposite direction, assume that we are given a normalized totally positive
sequence {m(i)}, i = 0, 1, . . . . Define a central function φn on every symmetric
group S(n) by the formula
〈φn, η
λ〉 =
∏
i
m(λi) , |λ| = n .
Because of m(1) = 1 we have
〈φn+1|S(n), η
λ〉 = 〈φn+1, η
λ∪1〉 = m(1)
∏
i
m(λi) = 〈φn, η
λ〉 .
This yields the coherence of {φn}
φn+1|S(n) = φn .
The multiplicativity of φ is clear, its positive definiteness follows from the Frobenius
formula, and m(0) = 1 implies φ(1) = 1. 
It is convenient to form a generating series
H(t) = 1 +m(1) t+m(2) t2 + . . .
for the numbers m(i), i = 0, 1, . . . . As we already know, eitherH(t) is a polynomial,
or all the terms of H(t) are non-zero. The series H(t) has the following expression
in terms of the numbers ci, i = 1, 2, . . . . Recall that
ck = φ((12 . . . k)) .
Suppose that λ = 1ρ12ρ2 . . . . We have
m(k) = 〈φ|S(k), 1〉S(k)
=
1
k!
∑
λ,|λ|=k
k!∏
i ρi!i
ρi
∏
i
cρii
=
∑
λ,|λ|=k
∏
i
1
ρi!
(ci
i
)ρi
.
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Therefore,
H(t) =
∞∑
k=0
tk
∑
ρ1+2ρ2+3ρ3···=k
∏
i
1
ρi!
(ci
i
)ρi
=
∞∏
i=1
∞∑
j=0
1
j!
(
cit
i
i
)j
=
∞∏
i=1
exp
(
cit
i
i
)
= exp
(
∞∑
i=1
ci
i
ti
)
.
Vice versa, the numbers ci can be easily obtained from the series H(t),
c1 + c2t+ c3t
2 + · · · =
H ′(t)
H(t)
.
We shall state the Thoma theorem in the following form.
Theorem (Thoma [49]). The generating functions for Fourier coefficients {m(i)},
i = 0, 1, . . . of the characters of the group S(∞) have the form
H(t) = eγt
∏
i
1 + βit
1− αit
where
αi ≥ 0, βi ≥ 0, γ ≥ 0,
∑
αi +
∑
βi + γ = 1 .
This is equivalent to the following:
Theorem (Edrei [17]). The generating functions of totally positive sequences have
the form
H(t) = eγt
∏
i
1 + βit
1− αit
where
αi ≥ 0, βi ≥ 0, γ ≥ 0,
∑
αi +
∑
βi <∞ .
Proof of the Thoma theorem. First, assume that H(t) is not a polynomial. Then it
follows from the inequalities
det
[
m(i) m(i+ 1)
m(i− 1) m(i)
]
≥ 0
that
(2.9) 1 =
m(1)
m(0)
≥
m(2)
m(1)
≥
m(3)
m(2)
≥ · · · ≥ 0 .
Therefore, there exists a limit
α = lim
m(n+ 1)
m(n)
, n→∞
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Obviously, 0 ≤ α ≤ 1 and 1/α is the convergence radius of the series H(t).
If α = 1 then by (2.9) we have m(i) ≡ 1 and
H(t) =
1
1− t
.
This H-series corresponds to the trivial representation. We denote it by H1(t).
Assume now that 0 < α < 1. Then we construct, starting from the character φ,
a new character φ˜ with Fourier coefficients
m˜(λ) = (1− α)−|λ| lim
m(n ∪ λ)
m(n)
, n→∞ .
It is easy to compute these limits explicitly. One has
lim
m(n ∪ λ)
m(n)
= lim
1
m(n)
det


m(n) m(n+ 1) m(n+ 2) . . .
m(λ1 − 1) m(λ1) m(λ1 + 1) . . .
m(λ2 − 2) m(λ2 − 1) m(λ2) . . .
...
...
...
. . .


= limdet


1 m(n+ 1)m(n)−1 m(n+ 2)m(n)−1 . . .
m(λ1 − 1) m(λ1) m(λ1 + 1) . . .
m(λ2 − 2) m(λ2 − 1) m(λ2) . . .
...
...
...
. . .


= det


1 α α2 . . .
m(λ1 − 1) m(λ1) m(λ1 + 1) . . .
m(λ2 − 2) m(λ2 − 1) m(λ2) . . .
...
...
...
. . .


= det


1 0 0 . . .
m(λ1 − 1) m(λ1)− αm(λ1 − 1) m(λ1 + 1)− αm(λ1) . . .
m(λ2 − 2) m(λ2 − 1)− αm(λ2 − 2) m(λ2)− αm(λ2 − 1) . . .
...
...
...
. . .


= det


m(λ1)− αm(λ1 − 1) m(λ1 + 1)− αm(λ1) . . .
m(λ2 − 1)− αm(λ2 − 2) m(λ2)− αm(λ2 − 1) . . .
...
...
. . .

 .
In particular,
(2.9) m˜(k) = (1− α)−k(m(k)− αm(k − 1)) .
Therefore,
m˜(λ) = det
[
m˜(λi − i+ j)
]
i,j
.
We see that the Fourier coefficients {m˜(λ)} determine a multiplicative positive
definite function on the group S(∞). Set
H˜(t) =
∑
m˜(k) tk .
30 ANDREI OKOUNKOV
Then the equality (2.9) means that
H(t) = H1(αt) H˜((1− α)t) .
The representation-theoretical meaning of this factorization will be made clear in
Section 3. Note that the convergence radius of the series H˜((1 − α)t) is not less
than that of the series H(t). Iterating this factorization, we obtain the following
factorization
H(t) = Hent
((
1−
∑
αi
)
t
) ∏
i
H1(αit) ,
where
αi ≥ 0,
∑
αi ≤ 1 ,
and Hent is an entire function which is also an H-series for a character of the group
S(∞).
Now, instead of φ, consider the character φ−,
φ−(g) = sgn(g)φ(g), g ∈ S(∞) .
In particular,
c−k = (−1)
k−1ck .
Therefore, the character φ− is associated with the H-series
H−(t) = exp
(
∞∑
i=1
(−1)i−1
ci
i
ti
)
= exp
(
−
∞∑
i=1
ci
i
(−t)i
)
= H(−t)−1 .
Now factoring the function Hent(−t)
−1 we obtain
H(t) = H∗(γt)
∏
H1(αit)
∏
Hsgn(βit)
∑
αi +
∑
βi + γ = 1 ,
where
Hsgn(t) = 1 + t ,
and H∗(t) is an H-series for a character of the group S(∞) which is an entire
function with no zeros. Hence the series
c1 + c2t+ c3t
2 + · · · =
H ′(t)
H(t)
represents an entire function. Now, and this is the whole point of this section, we
shall show that this is only possible if
c1 = 1, c2 = c3 = · · · = 0 .
Indeed, we have
ck =
∫
tk−1dµ .
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Assume that the measure µ is not concentrated at t = 0. Then for some ε > 0 we
have µ([−1, 1] \ [−ε, ε]) = const > 0, hence
c2k+1 =
∫
t2kdµ ≥ const ε2k
for all k, and hence the convergence radius of the series
∑
ckz
k−1 does not exceed
1/ε. Therefore, the measure µ should be supported at zero, which implies c2 =
c3 = · · · = 0. In other words,
H∗(t) = et . 
Remark. The case of entire function without zeros and poles was actually the
most difficult part in the original proof [17,49].
2.5 Classification of the irreducible admissible representations of the pair
(GD, KD).
Let π be an irreducible admissible representation of depth d determined by a
Thoma measure µ and Young distributions Λ, M.
Denote by s and t the permutations (1, d+ 1), (−1,−d− 1) ∈ GD.
Lemma 4. Suppose x ∈ suppΛ and suppose a vector ζ ∈ R(π), ‖ζ‖ = 1, satisfies
A1ζ = xζ. Set ζ
(x) = δx(Ad+1)ζ. Then
a) (ζ(x), ζ(x)) = µ(x),
b) (sζ(x), ζ(x)) = x,
c) (stζ(x), ζ(x)) = 0 .
If, in addition, x ∈ suppM and A−1ζ = xζ then
d) (tζ(x), ζ(x)) = x .
Proof. Part a) follows from the definition of the spectral measure. By Proposition
3, µ(x) 6= 0 if x 6= 0. Part b) has actually been already established in the proof of
Proposition 3. Part d) then follows from the fact that, by virtue of (1.4),
Ak−d−1ζ = A
k
d+1ζ , k = 1, 2, . . . ,
and hence
ζ(x) = δx(A−d−1)ζ .
Let us check part c). The operator PdstPd is conjugate to Pd−1, and therefore
equals zero since H(π)d−1 = 0 by assumption. Hence,
0 = (PdstPdζ, ζ) = (stζ, ζ) = (stδx(A1)ζ, δx(A1)ζ)
(1.1),(1.2)
= (stδx(Ad+1)ζ, δx(Ad+1)ζ) = (stζ
(x), ζ(x)) . 
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Theorem 3. An irreducible admissible representation of depth d with the Thoma
measure µ and Young distributions Λ, M, |Λ| = |M| = d exists if and only if for all
x ∈ [−1, 1] we have
ℓ(Λ(x)) + ℓ(M(x)) ≤ µ(x)/|x|, x > 0,
ℓ(Λ′(x)) + ℓ(M′(x)) ≤ µ(x)/|x|, x < 0,
where the prime denotes the transposition of Young diagrams and ℓ stands for the
number of rows in a Young diagram.
Proof. The sufficiency was proved in [32] using an explicit construction of the rep-
resentation. We shall give the explicit construction of all corresponding represen-
tations in Section 3.
Let us prove the necessity. Assume that
x ∈ suppΛ ∪ suppM and x > 0 .
Set
l1 = ℓ(Λ(x)), l2 = ℓ(M(x)) .
We shall assume that l1, l2 > 0. The case where l1 = 0 or l2 = 0 is more simple,
and can be dealt with analogously. Denote by S(l1) × S(l2) the subgroup in the
group GD(d) which permutes the numbers {1, . . . , l1} and {−1, . . . ,−l2}.
By the branching rule for the representations of finite symmetric groups and the
definition of Λ and M, there exists a vector ζ ∈ R(π) which is anti-invariant with
respect to the group S(l1)× S(l2) and also satisfies
Aiζ = xζ, i = 1, . . . , l1,−1, . . . ,−l2 .
Then the vector ζ(x) is S(l1)× S(l2)-anti-invariant, too.
Let Alt be the operator of anti-symmetrization over the group S(l1+1)×S(l2+1)
permuting {1, 2, . . . , l, d+ 1} and {−1,−2, ..,−l,−d− 1}. The function
(sgn(g)gζ(x), ζ(x))
is invariant with respect to right and left translations by the elements of the group
S(l1) × S(l2). The group S(l1 + 1) × S(l2 + 1) consists of four double cosets with
respect to subgroup S(l1) × S(l2); their representatives are 1, s, t, st, and their
cardinalities are l1! l2!, l1l1! l2!, l2l1! l2!, l1l2l1! l2!. Hence, by the above lemma we
have
(Alt ζ(x), ζ(x)) =
l1! l2!µ(x)− l1l1! l2!x− l2l1! l2!x+ l1l2l1! l2!0
(l1 + 1)!(l2 + 1)!
=
x(µ(x)/x− l1 − l2)
(l1 + 1)(l2 + 1)
.
Since the operator Alt is a projection, the result is non-negative, and therefore
l1 + l2 ≤ µ(x)/x .
The case x < 0 can be reduced to that of x > 0 by replacing T with T ⊗
(sgn⊗ sgn). 
Remark. From the point of view of the figure in Section 1.2, the use of spectral
projectors δx(Ai) allows one to get rid of all Young diagrams but those growing
from the point x. In Section 3, we shall be concerned with the opposite problem:
how to plant a Young diagram at a given point of the interval [−1, 1].
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2.6 Description of KE\GE/KE.
In this section G stands the group GE(n) and K denotes the subgroup KE(n).
We shall recall basic facts about the cosets K\G/K which we shall need in the next
section. Denote by S(n) ⊂ GE(n) the subgroup fixing the points {−1, . . . ,−n}.
The set K\G/K clearly coincides with the set of orbits of the group K on the
set G/K. The set G/K is naturally identified with the set Π of partitions of the
set {±1,±2, . . . ,±n} into pairs (note the difference between partitions of a set and
partitions of a number). The group K is the stabilizer of the partition σ
σ = {{±1} , . . . , {±n}} .
For any two partitions τ , υ let τ ∨ υ denote their least upper bound, that is, the
finest partition consisting of whole blocks of τ and υ. If τ and υ were partitions into
pairs (more generally, into even blocks), then the partition τ ∨ υ is also a partition
into even blocks. Therefore the block cardinalities of τ ∨ υ, divided by two, form a
partition of n which we denote by τ▽υ. The function f(τ) = τ▽σ with values in
the set of partitions of n is an invariant of the action of the group K on the space
Π. The following proposition is well known [46, 32].
Proposition. The function f(τ) = τ▽σ separates the orbits of the group K in Π.
Corollary.
(1) The set K\G/K is parameterized by partitions λ of the number n.
(2) The intersection of the double coset corresponding to a partition λ with
the subgroup S(n) consists of permutations with the cycle structure λ. In
particular, this intersection is non-empty.
Let λ = 1m12m2 . . . be the partition with mi parts of size i. Denote by ℓ(λ)
the number of parts in the partition λ. Set zλ =
∏
imimi! . Denote by KλK the
double coset corresponding to the partition λ. The following proposition can be
established by a direct combinatorial argument [46]:
Proposition 7.
|KλK| = 22n−ℓ(λ)
(n!)2
zλ
Corollary. For an element g ∈ GE(n), let ℓ(g) be the number of parts in the
partition corresponding to the double coset KgK. If t is a formal variable, then
∑
g∈GE(n)
tℓ(g) = n! 2nt(t+ 2)(t+ 4) · · · (t+ 2n− 2) .
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Proof. We have
∑
g∈GE(n)
tℓ(g) =
∑
λ⊢n
22n−ℓ(λ)(n!)2z−1λ t
ℓ(λ)
= n! 22n
∑
λ⊢n
n! z−1λ
(
t
2
)ℓ(λ)
By the identity (2.4) for the Stirling numbers [45] already employed in the proof
of Theorem 2, this is
= n! 22n
t
2
(
t
2
+ 1
)(
t
2
+ 2
)
· · ·
(
t
2
+ n− 1
)
= n! 2nt(t+ 2)(t+ 4) · · · (t+ 2n− 2) . 
2.7 Spherical representations of the pair (GE, KE).
Let π be a spherical representation of the pair (GE, KE) and let φ be the cor-
responding spherical function. We know from the previous section that the group
GE is the product of its subgroups KES(∞)KE. Hence φ, as a KE-biinvariant
function, is completely determined by its restriction to the subgroup S(∞). This
restriction is a normalized positive definite function. Just as in the case of spherical
representations of the pair (GD, KD), one checks that
φ(σ) =
∏
k∈[σ]
ck , σ ∈ S(∞) .
That is, the function φ is multiplicative in the cycles of a permutation and, hence,
by Proposition 2, φ is indecomposable. Therefore, it has the form φµ, for some
Thoma measure µ. Since for any g ∈ S(∞) the intersection
S(∞) ∩KEgKE
is the conjugacy class of g in the group S(∞), every function φµ has a unique
KE-biinvariant extension to the group GE. We denote this extension by φ˜µ.
To summarize, the spherical functions of the pair (GE , KE) are precisely those
functions φ˜µ that are positive definite on GE. The description of this set is given
by the following
Theorem 4. The function φ˜µ is a spherical function of the pair (GE, KE) if and
only if
µ(x)
|x|
∈ 2Z+
for every x ∈ [−1, 0).
Proof. The sufficiency of the condition follows from the explicit constructions of
representations (see Chapter 3). Let us prove the necessity.
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Let π be the spherical representation of the pair (GE, KE) corresponding to the
spherical function φ˜µ. Let ξ be the spherical vector of the representation π. Take
some x ∈ [−1, 0). In the same way as we already did it in the proof of Theorem 2,
by replacing the vector ξ by the vectors
ξ(m) =
m∏
i=1
δx(Ai)ξ , m = 1, 2, 3, . . . ,
one can effectively reduce the case of a general Thoma measure µ to that of Thoma
measure supported at a single point x. Thus, we can assume that
suppµ = {x}, µ(x) = 1 .
In this case the value of the function φ˜µ at the element g ∈ GE(n) is
φ˜µ(g) = xn−ℓ(g) .
Consider the non-negative expression∑
g∈GE(n)
φ˜µ(g) =
∑
g∈GE(n)
xn−ℓ(g) .
By the Corollary to Proposition 7 it equals
n! 2nxn
1
x
(
1
x
+ 2
)(
1
x
+ 4
)
· · ·
(
1
x
+ 2n− 2
)
=
= n! 2n1(1 + 2x)(1 + 4x) · · · (1 + (2n− 2)x) .
Since x < 0, this product can be non-negative for all n only if it terminates, which
happens if
x = −
1
2k
for some k ∈ N. That is,
ν(x) = 2k . 
This result is parallel to the following well known result from representation
theory of finite symmetric groups. Namely, an irreducible admissible representation
of the group GE(n) corresponding to a Young diagram λ, |λ| = 2n, contains a
KE(n)-invariant vector if and only if all the parts of λ are even [28, §1.8, Example
6].
2.8 Classification of irreducible admissible representations of the pairs
(GO, KO), (GE, KE).
Let π be an irreducible admissible representation of depth d of the Gelfand pair
(GE, KE). The case of the pair (GO, KO) is entirely analogous. The representation
π is determined by a Young distribution Λ, such that |Λ| = 2d, and a Thoma
measure µ. By the results of the previous section, µ(x)/|x| ∈ 2Z+ for all x < 0.
The proof of the next proposition is a word for word copy of that of Proposition
3 in Section 2.2.
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Proposition 8. suppΛ ⊂ suppµ ∪ {0} .
The description of irreducible admissible representations of the pair (GE, KE) is
provided by the following theorem.
Theorem 5. An irreducible admissible representation if the pair (GE, KE) (respec-
tively, of the pair (GO, KO)) with depth d, Thoma measure µ, and Young distribu-
tion Λ, where |Λ| = 2d (resp. 2d + 1), exists if and only if µ(x)/|x| ∈ 2Z+ for all
x < 0 and
Λ′(x)1 + Λ
′(x)2 ≤µ(x)/|x|, x > 0,
Λ(x)1 ≤µ(x)/2|x|, x < 0
for all x ∈ [−1, 1].
Proof. The sufficiency follows from the explicit construction of representations [32]
to be discussed in Section 3.
Let us prove the necessity. Suppose x > 0 and set
l1 = Λ
′(x)1, l2 = Λ
′(x)2 .
Consider the main case when l1, l2 > 0. Other cases are similar. Denote by S(l1)×
S(l2) the subgroup in the group G
E(d) which permutes the numbers {d − l1 +
1, . . . , d} and {−d, . . . ,−d+ l2 − 1}.
By the branching rule for representations of finite symmetric groups and the
definition of Λ, there exists a vector ζ ∈ R(π) which is antiinvariant under the
action of the group S(l1)× S(l2) and satisfies
Aiζ = xζ, i = d− l1 + 1, . . . , d,−d, . . . ,−d+ l2 − 1 .
Then the vector
ζ(x) = δx(Ad+1)ζ
is also S(l1)× S(l2)-antiinvariant.
Let Alt be the antisymmetrization over the group S(l1 + 1) × S(l2 + 1) which
permutes the numbers {d− l1 + 1, . . . , d, d+ 1} and {−d− 1,−d, . . . ,−d+ l2 − 1}.
The function
(sgn(g)gζ(x), ζ(x))
is S(l1)×S(l2)-biinvariant. Denote by s and t the permutations (d, d+1), (−d,−d−
1) ∈ GE. Arguing as in the proof of Lemma 4 we obtain
(2.10)
(ζ(x), ζ(x)) = µ(x)
(sζ(x), ζ(x)) = x
(tζ(x), ζ(x)) = x
(stζ(x), ζ(x)) = 0 .
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The group S(l1 + 1) × S(l2 + 1) consists of four double cosets of the subgroup
S(l1)×S(l2); their representatives are 1, s, t, st and the corresponding cardinalities
are l1! l2!, l1l1! l2!, l2l1! l2!, l1l2l1! l2!. Therefore, by virtue of (2.10),
(Alt ζ(x), ζ(x)) =
l1! l2!µ(x)− l1l1! l2!x− l2l1! l2!x+ l1l2l1! l2!0
(l1 + 1)!(l2 + 1)!
=
x(µ(x)/x− l1 − l2)
(l1 + 1)(l2 + 1)
.
Since the result should be non-negative, we conclude that
l1 + l2 ≤ µ(x)/x .
Now suppose that x < 0 and set
l = Λ(x)1 .
Denote by S(l) the subgroup in the group GE(d) which permutes the numbers
{d− l + 1, . . . , d}.
Again, there exists a vector ζ ∈ R(π) invariant under the action of the group
S(l) and such that
Aiζ = xζ, i = d− l + 1, . . . , d .
Then the vector
ζ(x) = δx(Ad+1)ζ
is also S(l)-invariant. The permutation r = (d + 1,−d − 1) belongs to the group
KEd . By the definition of the subspace R(π), the vector ζ ∈ R(π) will be invariant
under r, hence with respect to the group S(l)× S(2) which permutes the numbers
{d − l + 1, . . . , d} and {d + 1,−d − 1}. Let Sym be the symmetrization over the
group S(l+2) which permutes the numbers {d− l+1, . . . , d, d+1,−d−1}. Denote
by s and t the permutations (d, d+ 1), (d− l + 1,−d− 1) ∈ GE. As usual,
(ζ(x), ζ(x)) = µ(x)
(sζ(x), ζ(x)) = x
(stζ(x), ζ(x)) = 0 .
The group S(l+2) consists of three double cosets of S(l)×S(l2); their representatives
are 1, s, st and the cardinalities are 2l!, 4l l!, l(l − 1)l!. Therefore,
(Sym ζ(x), ζ(x)) =
2l!µ(x) + 4l l!x+ l(l − 1)l!0
(l + 2)!
=
2|x|(µ(x)/|x| − 2l)
(l + 1)(l + 2)
.
The result should be non-negative, whence
l ≤ µ(x)/2|x| . 
Remark. The cases x > 0 and x < 0 for the pairs (GE, KE) and (GO, KO) are
not symmetric. This is because the function sgn on the group S(∞) cannot be
extended to a KE-invariant positive definite function on the group GE.
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3. Construction of representations
The main object considered in this section is a certain operation on admissible
representations which we call mixing the representations. This construction is very
much parallel to the Olshanski’s construction in [32] and only slightly more general
(see also [6,56]). It yields an explicit construction of actually all irreducible admis-
sible representations whereas the methods of [32] produce only an open subset in
of the admissible dual. The mixture of representations is, essentially, a special sort
of an induced representation as we shall see in Section 3.2.
In Sections 3.1–3.3 we shall deal with the pairs GE and GO (mainly with GE).
We shall comment briefly on the case of GD in Section 3.4.
3.1 Mixtures of representations.
Let π1 and π2 be two admissible representations of the pair (G
E, KE). Let p1
and p2 be two numbers, such that p1 > 0, p2 > 0, p1 + p2 = 1. We shall define
the mixture of representations π1 and π2 with the weights p1 and p2. One can
similarly define the mixture of admissible representation of the pair (GE, KE) with
an admissible representation of the pair (GO, KO) or the mixture of two admissible
representations of the pair (GO, KO). Set di = d(πi), i = 1, 2.
In the set of all functions f : Z \ {0} → {1, 2} consider the following subset X ,
X = {f |f (i) = f (−i) for almost all i} ,
where “almost all” means “all but finitely many”. The set X is a union of an
increasing sequence of subsets
X0 ⊂ X1 ⊂ X2 ⊂ . . .
where
Xn = {f ∈ X |f (i) = f (−i) , |i| > n} .
The map
Xn ∋ f 7→ (f(−n), . . . , f(−1), f(1), . . .) ∈ {1, 2}
∞
is a bijection. We transfer the product topology from {1, 2}∞ to Xn via this map
and endow the set X with the direct limit topology. Consider the following measure
ωp1,p2 on X ,
ωp1,p2 ({f |f (i) = fi, |i| ≤ n, f (i) = f (−i) , i > n}) =
∏
|i|<n
p
1/2
fi
.
On each set Xn the measure ωp1,p2 is finite. The group G
E acts on X and preserves
the measure ωp1,p2 .
It follows from the definition of the space X that for every f ∈ X the parity
of the number |f−1(1) ∩ {−N, . . . , N}| stabilizes as N → ∞. Consider the subset
Y ⊂ X ,
Y =
{
f, |f−1(1) ∩ {−N, . . . , N}| ∈ 2Z, N ≫ 0, |f−1(i)| =∞, i = 1, 2
}
.
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This subset is measurable and ωp1,p2(Y ) > 0, since the condition |f
−1(i)| = ∞,
i = 1, 2 means deletion of a countable set of zero measure. It is also clear that this
subset is GE-invariant. We set Yn = Y ∩Xn.
For every f ∈ Y there exist unique bijections ηi : f
−1(i) → Z \ {0}, such that
ηi(−a) = −ηi(a) for almost all a and a < b if and only if ηi(a) < ηi(b). Define a
cocycle
c : GE × Y → GE ×GE
on the generators (i, i+ 1) of the group GE by the formula
c ((i, i+ 1), f) =


(e, e), f(i) 6= f(i+ 1)
((η1(i), η1(i+ 1)) , e) , f(i) = f(i+ 1) = 1
(e, (η2(i), η2(i+ 1))) , f(i) = f(i+ 1) = 2 .
Denote by H the Hilbert space of maps
F : Y → H (π1)⊗H (π2)
with inner product
(F1, F2)H =
∫
Y
(F1(f), F2(f))H(π1)⊗H(π2) ωp1,p2(df) .
Define a representation of the group GE in the space H by the formula
[g · F ] (f) = π1 ⊗ π2
(
c(g, g−1 · f)
)
F (g−1 · f) .
This representation is unitary.
Now, our next goal is to compute the subspaces of invariants Hn. Fix two
numbers a, b ∈ Z+. Set K = 2a+ 2b and define
Ya,b = {f ∈ Y ,|f
−1(1) ∩ {−K, . . . , K}| = 2a
|f−1(2) ∩ {−K, . . . , K}| = 2b
f(i) = f(−i), |i| > K} .
Let D range over all subsets of cardinality 2a of the set {−K, . . . , K} \ 0. Set
Ya,b,D =
{
f ∈ Ya,b|f
−1(1) ∩ {−K, . . . , K} = D
}
.
Denote by suppF the complement to the largest open subset where F is equal
to zero almost everywhere. Denote by H(Ya,b) the space of maps F , such that
suppF ⊂ Ya,b. Denote by Ha,b ⊂ H(Ya,b) the subspace of maps with the support
in Ya,b, which are constant on all of Ya,b,D and take the values in H (π1)a⊗H (π2)b.
Proposition 9.
Hn =
⊕
a+b=n
Ha,b .
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Proof. The inclusion
⊕
a+b=nHa,b ⊂ Hn is obvious. Let us check the inverse
inclusion. Assume that F ∈ Hn, and let the numbers r, s be such that s ≥ r > n.
Set
Wr,s = {f ∈ Y |f(r) 6= f(−r), f(i) = f(−i), |i| > s} .
The sets Wr,s are open. Let l1, l2 be two distinct integers, such that l1, l2 > s.
Consider the action of permutations (r, li)(−r,−li) ∈ K
E
n on the sets Wr,s. We
have
(r, l1)(−r,−l1) ·Wr,s ∩ (r, l2)(−r,−l2) ·Wr,s = ∅
ωp1,p2 ((r, l1)(−r,−l1) ·Wr,s) = ωp1,p2 ((r, l2)(−r,−l2) ·Wr,s) .
Since the map F is square summable, it should vanish almost everywhere on each
set Wr,s. This means that
suppF ⊂ Y \
⋃
n<r≤s
Wr,s =
⋃
a+b=n
Ya,b .
In other words, F ∈
⊕
a+b=nH(Ya,b).
All the subspaces H(Ya,b) are invariant with respect to K
E
n . The subspaces of
invariants are always consistent with decompositions in a direct sum, hence
F ∈
⊕
a+b=n
(H(Ya,b))n .
Let F ∈ (H(Ya,b))n for some a, b. For every g ∈ K
E
n the equality [g · F ] (f) = F (f)
holds for almost all f with respect to the measure ωp1,p2 . Since the group K
E
n is
countable, for almost all f the equality [g · F ] (f) = F (f) holds for all g ∈ KEn .
Consider the stabilizer Stab(f) ⊂ KEn of a point f ∈ Ya,b. The image of the
group Stab(f) under the map g 7→ c(g, f) is the subgroup KEa ×K
E
b ⊂ K
E ×KE.
Therefore, for almost all f ∈ Ya,b we have F (f) ∈ H(π1)a ⊗H(π2)b.
For every ζ ∈ H(π1)a ⊗ H(π2)b the set F
−1(ζ) is a measurable and a KEn -
invariant mod 0 subset. Consider an arbitrary set Ya,b,D. The action of the group
KEn on the set Ya,b,D is clearly isomorphic to the action of the symmetric group
by permutations of factors on {1, 2}∞ with a Bernoulli measure. The ergodicity of
this latter action is well known. Hence the set F−1(ζ) is, up to a subset of measure
zero, a union of the sets Ya,b,D.
Therefore, (H(Ya,b))n = Ha,b. 
Corollary. The representation of the group GE in the space H is admissible. Its
depth is d = d1 + d2 and
Hd = Hd1,d2 ,
dimHd =
(
2d
2d1
)
dimH(π1)d1 dimH(π2)d2 .
Definition. Let π be the representation of the group GE in the cyclic span of
Hd1,d2 . We call the representation π the mixture of representations π1, π2 with the
weights p1, p2.
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Proposition 10. Suppose that the representations π1, π2 are irreducible and that
µi, i = 1, 2 are their Thoma measures. Then the representation of the pair (G
E
d , K
E
d )
in the cyclic span of R(π) is a multiple of the spherical representation with the
Thoma measure
µ (x) = p1µ1 (x/p1) + p2µ2 (x/p2) .
Proof. We have to prove that
π
(∏
i
Ci
)
=
∏
i
π(Ci)
and
π(Ck) = p
k
1π1(Ck) + p
k
2π2(Ck) .
Let us prove the second equality. The proof of the first one is similar. Denote by
zk ∈ G
E
d the permutation
zk = (d+ 1, . . . , d+ k) .
Choose a vector ξ ∈ H(π1)d1 ⊗ H(π2)d2 , ‖ξ‖ = 1. Consider the following map
F ∈ R(π),
F (f) =
{
(ωp1,p2 (Yd1,d2))
−1
ξ, f ∈ Yd1,d2
0, otherwise .
It is clear that ‖F‖ = 1. Consider two subsets
(1)Yd1,d2 = {f ∈ Yd1,d2 |f(i) = 1, |i| = d+ 1, . . . , d+ k, }
(2)Yd1,d2 = {f ∈ Yd1,d2 |f(i) = 2, |i| = d+ 1, . . . , d+ k, } .
in Yd1,d2 . Clearly, the two inclusions f ∈ Yd1,d2 and zk · f ∈ Yd1,d2 occur simultane-
ously only if f ∈ (1)Yd1,d2 or f ∈
(2)Yd1,d2 . Therefore,
π(Ck) = (π(zk)F, F )H
=
1
ωp1,p2 (Yd1,d2)
[
π1(Ck)ωp1,p2
(
(1)Yd1,d2
)
+ π2(Ck)ωp1,p2
(
(2)Yd1,d2
)]
= π1(Ck)p
k
1 + π2(Ck)p
k
2 . 
Now consider the action of the operators Ai, |i| = 1, . . . , d in the space R(π).
Set mi = dimR(πi), i = 1, 2. Let {ζ
(i)
1 , . . . , ζ
(i)
mi} ∈ R(πi) be the eigenbases of the
operators Ak, |k| = 1, . . . , d. Let D run over the subsets of cardinality 2d1 in the
set {−d, . . . , d} \ 0. Then the maps Fi,j,D, i = 1, . . . , m1, j = 1, . . . , m2, where
Fi,j,D(f) =
{
ζ
(1)
i ⊗ ζ
(2)
j , f ∈ Yd1,d2,D
0, otherwise
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form a basis in the space R(π). This basis consists of eigenvectors of the operators
Ak. Indeed, let P be the orthogonal projector of the space H onto the subspace
R(π). Then by (1.5), for every F ∈ R(π) and every k, |k| = 1, . . . , n, we have the
following equality
π(Ak) · F = Pπ ((k, d+ 1)) · F .
Therefore
π(Ak) · Fi,j,D(f) =


p1π1(Aη1(k))ζ
(1)
i ⊗ ζ
(2), f ∈ Yd1,d2,D, k ∈ D
p2ζ
(1)
i ⊗ π2(Aη2(k))ζ
(2), f ∈ Yd1,d2,D, k /∈ D
0, otherwise .
Let Λ1 and Λ2 denote the Young distributions of representations π1 and π2. Let
TΛi , I = 1, 2, denote the corresponding representations of the semigroups
S(di)⋉ Z
di
+
in the spaces R(πi). Denote by Λ(·/p1) the Young distribution which equals Λ(x/p1)
at the point x. Then the above formulas for the action of operators Ai imply that
the representation of the semigroup S(d)⋉ Zd+ in the space R(π) is
Ind
S(d)⋉Zd+(
S(d1)⋉Z
d1
+
)
×
(
S(d2)⋉Z
d2
+
) TΛ1(·/p1) ⊗ TΛ2(·/p2) .
This representation is irreducible if and only if suppΛ1 (·/p1) ∩ suppΛ2 (·/p2) = ∅.
In this case the representation π is also irreducible and has the Young distribution
Λ equal to Λ (x) = Λ1 (x/p1) ∪ Λ2 (x/p2).
We summarize this discussion as follows:
Theorem 6. Let π1 and π2 be two irreducible admissible representations of the
pair (GE, KE) with Thoma measures µi, i = 1, 2, and with Young distributions Λi,
i = 1, 2. Let the representation π be the mixture of representations π1 and π2 with
the weights p1 and p2, where p1 > 0, p2 > 0, p1 + p2 = 1.
The representation π is admissible. It is a sum of irreducible admissible repre-
sentations with Thoma measure
µ (x) = p1µ1 (x/p1) + p2µ2 (x/p2) .
It is irreducible if and only if
suppΛ1 (·/p1) ∩ suppΛ2 (·/p2) = ∅ .
In this case it has the Young distribution Λ, where
Λ (x) = Λ1 (x/p1) ∪ Λ2 (x/p2) .
The mixture of any finite number of representations may be defined in the same
way. Moreover, one can define a mixture of finitely many admissible representations
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and countably many spherical representations πi, i = 1, . . . of the pair (G
E, KE).
In this case
⊗∞
1 H (πi) denotes the direct limit of Hilbert spaces
lim ind
N⊗
1
H (πi)
with respect to the inclusions
N⊗
1
H (πi)→
N⊗
1
H (πi)⊗ ξN+1 ,
where ξi ∈ H (πi) is the spherical vector of the representation πi. In this case
Theorem 6 can be generalized as follows.
Theorem 7. Let πi, i = 1, 2, . . . , be irreducible admissible representations of the
pair (GE, KE) with Thoma measures µi, i = 1, 2, . . . , and Young distributions Λi,
i = 1, 2, . . . , such that the sum ∑
i
|Λi| <∞
is finite. Define the representation π as the mixture of representations πi, i =
1, 2, . . . , with the weights pi, i = 1, 2, . . . , where pi > 0,
∑
i pi = 1.
The representation π is admissible. It is a sum of irreducible admissible repre-
sentations with Thoma measure
µ (x) =
∑
i
pi µi (x/pi) .
It is irreducible if and only if
suppΛi (·/pi) ∩ suppΛj (·/pj) = ∅ , i 6= j .
In this case it has the following Young distribution:
Λ (x) =
⋃
i
Λi (x/pi) .
3.2 Mixtures and induction.
In this Section we show that the operation of mixing the representations is in-
timately related to that of inducing of representations. In the group of all (not
necessarily finite) bijections g : Z \ {0} → Z \ {0} consider the subgroups
K
E
n = {g|g(i) = −g(−i), g(i) = i, i > n} , n = 0, 1, . . . .
As usual, write K
E
= K
E
0 . Set
G
E
= GE ·K
E
.
Define a topology in the group G
E
in which a fundamental neighborhood system
of unity is formed by the subgroups K
E
n, n = 0, 1, . . . . In this topology the group
GE is a dense subgroup of the group G
E
. The representations of the group GE
which admit a continuous extensions onto the group G
E
are exactly the admissible
representations of the pair (GE, KE) [32].
A mixture of representations is an induced representation in the following sense.
The space Y is a homogeneous space of the group G
E
. The stabilizer of a point is
isomorphic to the group G
E
× G
E
. The cocycle c(·, ·) is exactly the usual cocycle
on the homogeneous space. We have the following
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Proposition 11. The measures ωp1,p2 are, up to a factor, exactly the measures on
Y which are
(1) invariant with respect to the action of the group GE;
(2) finite on all the sets Yn, n = 0, 1, . . . ;
(3) extreme in the class of measures with the properties (1)–(2).
Proof. Consider the set Yk. For every function f ∈ Yk there is an element g ∈ G
E(k)
such that g · f ∈ Y0. In other words, Yk ⊂
⋃
g∈GE(k) g · Y0. This means that a G
E-
invariant measure on Y is determined by its restriction to Y0.
Let ν be a measure satisfying the conditions (1)–(3). If ν(Y0) = 0, then also
ν(Y ) = 0. Therefore we can assume that ν(Y0) = 1. The set Y0 is embedded in
X0 ∼= {1, 2}
∞. The group KE acts on X0 by permutations of the factors. It follows
from the de Finetti theorem [53, p. 256] that the measure ν on X0 has the form
ωp1,p2 for some p1, p2 ≥ 0, p1 + p2 = 1. It is also clear that ν(Y0) 6= 0 if p1 > 0 and
p2 > 0. 
Let us now consider the GE-invariant measures supported on Y \ Y , where Y is
the closure of the set Y in the space X :
Y =
{
f, |f−1(1) ∩ {−N, . . . , N}| is even for almost all N
}
.
The set Y coincides with the orbit of the set X0 under the action of the group G
E.
The set Y \Y consists of a countable number of GE-orbits Z
(i)
2k , i = 1, 2, k = 0, 1, . . .
Z(i)r =
{
f ∈ X, |f−1(i)| = r
}
.
It suffices to consider the sets Z
(1)
2k . The set Z
(1)
2k is a single orbit of a countable
group GE. It supports a unique, up to a factor, GE-invariant measure ν2k which
is just the counting measure. The stabilizer of a point in Z
(1)
2k is isomorphic to the
group GE(k)×GEk
∼= GE(k)×GE.
Let ρ be an irreducible representation of the group GE(d1), and π2 be an irre-
ducible admissible representation of the group GEd2
∼= GE. Let µ2, Λ2 be the Thoma
measure and the Young distribution corresponding to the representation π2. The
representation π,
π = IndG
E
GE(d1)×GEd2
ρ⊗ π2 ,
can be realized in the space of maps F : X → H(ρ) ⊗ H(π2) which are square
summable with respect to the measure ν2d1 .
Assume that Λ2(0) = ∅. Then, the same argument we used for mixtures yields
that the representation π is admissible and irreducible. Its Thoma measure is
µ = µ2 ,
and the Young distribution is
Λ(x) =
{
Λ2(x), x 6= 0
ρ, x = 0 .
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This conventional induction of representations may be considered as a limit case
of mixtures. Recall the definition of the topology in the space of unitary repre-
sentations of a discrete group G [23]. Let T0 be a unitary representation. Given
a finite subset M ∈ G and an array of vectors ξ1, . . . , ξk ∈ H(T0), we denote by
U(T0,M, ξ1, . . . , ξk; ε) the set of unitary representations T of the group G, for which
the corresponding space contains the vectors ζ1, . . . , ζn such that
|(T (g)ζi, ζj)− (T0(g)ξi, ξj)| < ε , g ∈M, i, j = 1, . . . , n .
The sets U(T0,M, ξ1, . . . , ξk; ε) form a neighborhood base of the representation
T0. If the representation T0 is irreducible then in order to check the convergence
Tn → T0 it suffices to check that a certain matrix element (T0(·)ξ, ξ), ξ ∈ H(T0)
can be approximated by the matrix elements of representations Tn.
Let π1 be an irreducible admissible representation of the group G
E with the
Young distribution Λ1 such that suppΛ1 is a one point set {y}, y ∈ [−1, 1] and
Λ1(y) = ρ. Denote by π(p1, p2) the mixture of representations π1, π2 with the
weights p1, p2.
Proposition 12.
π(p1, p2)→ π as p1 → 0 .
Proof. It follows from Theorem 6 that, as p1 → 0, the representations of the semi-
group Γ(d) in the spaces R(π(p1, p2)) converge to the representation of this semi-
group in R(π). Hence, the matrix coefficients of representations π(p1, p2) corre-
sponding to vectors in subspaces R(π(p1, p2)) converge to the matrix coefficients
of the representation π. Since the representation π is irreducible, the proposition
follows. 
The indecomposable invariant measures on X supported by the set X \ Y have
the following meaning. The restriction of a measure ωp1,p2 onto X \ Y corresponds
to the representations of the group GE which are the mixtures of two representa-
tions of the group GO with the weights p1, p2. The measures ν2k+1 correspond to
representations of the group GE which are induced from a subgroup isomorphic to
GO(k)×GO.
3.3 Elementary representations.
Let π be an irreducible admissible representation of GE or GO with Thoma
measure µ and Young distribution Λ. Call this representation elementary if
suppµ = suppΛ = {y}
for some point y ∈ [−1, 1]. It follows from the classification of irreducible represen-
tations and the results of the two previous sections that in order to construct all
irreducible admissible representation it remains to give a construction of elementary
ones.
We shall briefly describe the realization of elementary representations of the
groups GE and GO obtained in [32]. One has to distinguish between three cases:
y = 0, y > 0 and y < 0.
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Suppose y = 0. Then the corresponding elementary representation is
IndGG(d)×Kd Λ(0)⊗ 1 .
Suppose y > 0. By Theorem 4, y has to be of the form y = 1/n, n ∈ N. Consider
the space Cn with the standard basis {e1, . . . , en} and set, by definition,
ξ = n−1/2
n∑
i=1
ei ⊗ ei ∈ C
n ⊗ Cn .
Consider the direct limit
H = lim ind
2N⊗
1
C
n
of Hilbert spaces with respect to inclusions
2N⊗
1
C
n →
2N⊗
1
C
n ⊗ ξ .
Using the bijection Z \ {0} → N,
i 7→
{
2i− 1, i > 0
−2i, i < 0 ,
we can define the action of the group GE in the space H. (In case of GO one should
consider lim ind
⊗2N
0 C
n.)
The group of orthogonal matrices O(n) preserves the vector ξ, hence its action
on the space H is well defined. As explained in [54], the irreducible representations
of the group O(n) are labeled by Young diagrams λ such that
(λ)′1 + (λ)
′
2 ≤ n .
One has the following:
Theorem (Olshanski, [32]).
(1) The representation of the group GE in the space H is admissible.
(2) The representations of the groups GE and O(n) generate the commutant of
each other.
(3) The space H, as an GE×O(n)-module, decomposes into the following direct
sum
H =
⊕
λ, (λ)′
1
+(λ)′
2
≤n
π1/n,λ ⊗ Tλ ,
where Tλ is the representation of the group O(n) corresponding to a diagram
λ, and π1/n,λ is the irreducible admissible representation of the group G
E,
such that suppµ=suppΛ={1/n}, Λ(1/n)=λ.
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There is a little inaccuracy in the paper [32] in case of y < 0, indicated by
G. Olshanski. The correct construction of representations is as follows. By Theorem
4, in case of y < 0 we are forced to take y = −1/2n, n ∈ N. Consider a basis
{e1, . . . , e2n} in the space C
2n. Consider the vector
ξ = (2n)−1/2
n∑
i=1
(ei ⊗ ei+n − en+i ⊗ ei)
in the space C2n ⊗ C2n and let
H = lim ind
2N⊗
1
C
2n
be the direct limit of Hilbert spaces with respect to inclusions
2N⊗
1
C
2n →
2N⊗
1
C
2n ⊗ ξ .
Define the representation of the group GE in the space H as the tensor product
of the representation by permutations of tensor factors, and the one dimensional
representation sgn.
The group Sp(n) of symplectic matrices preserves the vector ξ, hence its action
on the space H is well defined. Again, as explained in [54], the representations of
the group Sp(n) are labeled by Young diagrams λ, such that
λ1 ≤ n .
One has the following
Theorem (Olshanski).
(1) The representation of the group GE in the space H is admissible.
(2) The representations of groups GE and Sp(n) generate the commutant of
each other.
(3) The space H, as an GE×Sp(n)-module, decomposes into the following direct
sum
H =
⊕
λ, λ1≤n
π−1/2n,λ ⊗ Tλ ,
where Tλ is the representation of the group Sp(n) corresponding to a diagram
λ, and π−1/2n,λ is an irreducible admissible representation of the group G
E,
such that suppµ=suppΛ={−1/2n}, Λ(1/2n)=λ.
3.4 Mixtures in the case of GD.
The definition of a mixture of representations can be easily extended to the case
of the pair (GD, KD). In fact, it is natural to consider the following “unbalanced”
groups
GDm1,m2 = {g ∈ G
D|g(i) = i,−m2 ≤ i ≤ m1} ,
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where m1, m2 are integers, and define mixtures of representations of these groups.
Since the inclusion KDn ⊂ G
D
m1,m2 is valid, given m1, m2, for all n but finitely many,
the definition of admissible representation also works for the groups GDm1,m2 . All
the theory of admissible representations can be transferred word-for-word to this
“unbalanced” case. In particular, such representations are labeled by a Thoma
measure and a pair of Young distributions Λ,M, for which it is now possible that
|Λ| 6= |M|.
The construction of elementary representations can be taken from [32].
Remark that in the language ofH-series from Section 2.4 the mixture of spherical
representations corresponds to the product of H-series.
4. Concluding remarks
This paper is the English version of the author’s PhD thesis (1995, Moscow State
University). I did not try to update anything in it. For some related recent results
the reader is referred to [57,58] and references therein.
I am very grateful to my advisor A. A. Kirillov, A. M. Vershik, R. S. Ismagilov,
S. V. Kerov, and Yu. A. Neretin for their constant interest, encouragement, and
help. My very special thanks are due to G. Olshanski, who not only laid the
foundations of the whole subject, thus making this paper possible in the first place,
but also was of absolutely indispensable help to me from the very beginning of my
work to the proofreading stage of the present paper.
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