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RESUMO
Este trabalho tem por objetivo apresentar uma abordagem integrada para diagno´stico,
investigac¸a˜o e tratamentos, permitindo organizar os va´rios tipos de informac¸a˜o gerados
nestas etapas durante processo de racioc´ınio cl´ınico. Nesta nova abordagem, denominada
Teoria das Coberturas Nebulosas (TCN), o conhecimento e´ basicamente modelado
atrave´s de associac¸o˜es causais e a infereˆncia e´ abdutiva. Conceitos de Parsimonious
Covering Theory (PCT), lo´gica nebulosa e teoria de decisa˜o sa˜o tambe´m integrados,
de maneira a tratar os va´rios aspectos inerentes aos processos envolvidos em racioc´ınio
cl´ınico, tais como a possibilidade de diversas desordens estarem conjuntamente causando
um conjunto de manifestac¸o˜es, a manipulac¸a˜o de informac¸o˜es temporais, a consider-
ac¸a˜o de condic¸o˜es favora´veis ao desenvolvimento de uma desordem, a incapacidade
do especialista em oferecer conhecimento generalizado desprovido de incerteza e/ou
imprecisa˜o, a manipulac¸a˜o de fatores cruciais na tomada de decisa˜o nas tarefas de
investigac¸a˜o e tratamento como o custo e o risco. A validac¸a˜o do modelo teo´rico
foi realizada em fitopatologia, abordando especificamente a diagnose, investigac¸a˜o e
tratamento de doenc¸as de milho. Entretanto, devido a sua generalidade, espera-se que
os desenvolvimentos teo´ricos obtidos possam ser aplicados para resolver problemas de
diagno´stico em outras a´reas de conhecimento.

A FUZZY COVERING THEORY FOR DIAGNOSIS, INVESTIGATION
AND TREATMENT
ABSTRACT
This work presents an integrated framework for diagnosis, investigation and treatment,
allowing the organization of various pieces of information generated in these tasks during
a clinical problem-solving process.In this new framework, called Fuzzy Covering Theory
(FCT), knowledge is basically modeled through causal associations and inference is ab-
ductive. Concepts of Parsimonious Covering Theory (PCT), fuzzy sets logic and decision
theory are also integrated, in order to address the various inherent aspects envolved in
clinical reasoning, such as the possibility of several disorders to conjunctively cause a
series of manifestations, the manipulation of temporal information, the consideration
of favorable conditions for the development of a disorder, the incapacity of an expert
to yield generalized knowledge devoid of uncertainty/imprecision, the manipulation of
crucial factors in decision making in investigation and treatment tasks like cost and
risk. The validation of the theoretical model has been performed in phytopathology,
specifically, at the diagnosis, investigation and treatment of the corn plants diseases.
However, due to its generality, it is expected that the theoretical developments obtained
in this work can successfully employed to solve diagnosis problems in other domains.
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CAPI´TULO 1
INTRODUC¸A˜O
O problema de diagno´stico consiste em encontrar as explicac¸o˜es para a presenc¸a de
um conjunto de manifestac¸o˜es (sintomas, falhas) utilizando o conhecimento sobre o
mundo. O racioc´ınio de diagno´stico pode ser visto como um processo cognitivo que
abrange conhecimento gene´rico sobre falhas e explicac¸o˜es para estas falhas (um modelo
de diagno´stico), o conhecimento sobre um domı´nio particular e heur´ısticas espec´ıficas do
domı´nio.
Os problemas de diagno´stico podem ser encontrados em diversas a´reas, como o
diagno´stico dos sintomas de um paciente, de uma planta ou de um animal, a determinac¸a˜o
de falha de um programa de um computador, a causa de ru´ıdos em um sistema hidra´ulico,
a localizac¸a˜o de falhas num dispositivo eletroˆnico em um sate´lite, dentre outros. Os
sistemas de diagno´stico tambe´m sa˜o usados em indu´strias e tem sido uma a´rea ativa de
pesquisa em Inteligeˆncia Artificial (IA).
Esta a´rea tem gerado muitas metodologias, teorias e aplicac¸o˜es nas duas u´ltimas de´cadas.
Sistemas de diagno´sticos variam desde sistemas baseados em regras e racioc´ınio baseado
em casos, a teorias baseadas em conjuntos e teorias baseadas em lo´gicas. Entretanto, foi
somente em meados dos anos 80 que os aspectos conceituais e formais do processo de
diagno´stico comec¸aram a ser investigados por va´rios autores (Peng e Reggia, 1990).
Nos primeiros sistemas de diagno´stico, o conhecimento dos especialistas eram capturados
na forma de regras de classificac¸a˜o emp´ırica. Em seguida, cresceram os sistemas baseados
em modelos, isto e´, modela-se o comportamento normal do sistema e detectam-se as
falhas a partir de comportamentos na˜o esperados. Embora a introduc¸a˜o da abordagem
baseada em modelos para construc¸a˜o de sistemas de diagno´stico tenha causado um
impacto significativo no campo de diagno´stico, o entendimento fundamental da natureza
de diagno´stico comec¸ou a ser esclarecido com as pesquisas sobre os aspectos formais do
diagno´stico.
Uma das primeiras teorias formais de diagno´stico foi proposta por Peng e Reggia em
termos de teoria de conjuntos, denominado set-covering theory ou parsimonious covering
theory, traduzido para Teoria das Coberturas Parcimoniosas (TCP). Resumidamente, no
modelo TCP, o conhecimento do domı´nio e´ representado por uma relac¸a˜o causal bina´ria
que e´ comparada com os fatos observados para se determinar um diagno´stico. Va´rios
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algoritmos teˆm sido propostos nesta linha de trabalho embora este problema tenha sido
geralmente classificado como NP-d´ıficil (Peng e Reggia, 1990).
Uma modelagem formal de diagno´stico empregando conhecimento causal utiliza a lo´gica
abdutiva como ferramenta ba´sica (MCIlraith, 1998). Na teoria lo´gica de diagno´stico
abdutivo, o racioc´ınio de diagno´stico e´ formalizado dos efeitos para as causas, com
conhecimento causal representado com implicac¸o˜es lo´gicas do tipo causas → efeitos
onde as causas sa˜o geralmente anormalidades ou falhas mas tambe´m podem incluir
situac¸o˜es normais. Na maioria das vezes o racioc´ınio abdutivo na˜o gera concluso˜es
so´lidas, pois somente encontra (e eventualmente classifica) as causas plaus´ıveis para
efeitos observados. No entanto, o racioc´ınio abdutivo pode ser muitas vezes empregado
como paliativo para casos onde o racioc´ınio dedutivo na˜o e´ poss´ıvel.
A teoria lo´gica do diagno´stico abdutivo e´ mais expressiva que a da TCP, pois permite
representar va´rios tipos de interac¸o˜es que na˜o sa˜o poss´ıveis na TCP original. Va´rios
autores teˆm investigado tanto a teoria quanto a implementac¸a˜o da teoria abdutiva (Peng
e Reggia, 1990; MCIlraith, 1998; Lucas, 1996).
Informalmente, a abduc¸a˜o e´ um forma de racioc´ınio hipote´tico e ajuda na caracterizac¸a˜o
de va´rias tarefas de racioc´ınio humano. Embora a abduc¸a˜o tenha sido mais empregada na
a´rea de diagno´stico por pesquisadores de IA, este mecanismo de infereˆncia tambe´m tem
sido aplicado em outros domı´nios, tais como, processamento de imagens, reconhecimento
de padro˜es, entendimento da linguagem natural e atualizac¸a˜o de base de dados.
Por outro lado, tomadas de decisa˜o pelos especialistas e´ outro ponto importante na
a´rea de diagno´stico e tratamentos. Por exemplo, um me´dico tem que decidir que
exames laboratoriais deve pedir ao paciente visando confirmar um diagno´stico. Apo´s
o diagno´stico, o me´dico tem que decidir dentre os poss´ıveis tratamentos recomendados.
Um agroˆnomo, por sua vez, tem que decidir dentre os poss´ıveis tratamentos, aqueles
que podem controlar melhor uma determinada desordem em uma cultura. Para tal, ele
tem que considerar algumas varia´veis, como a e´poca do aparecimento dos sintomas,
sua severidade e as condic¸o˜es ambientais (temperatura e umidade). No primeiro caso a
tomada de decisa˜o e´ utilizada para auxiliar na gerac¸a˜o das hipo´teses mais plaus´ıveis. No
segundo caso, a tomada de decisa˜o e´ utilizada para auxiliar na selec¸a˜o dos tratamentos
mais plaus´ıveis para controlar a desordem.
Embora tarefas para diagno´stico e tratamentos estejam fortemente relacionadas, elas
na˜o sa˜o frequentemente investigadas juntas. Mecanismos de tomada de decisa˜o usados
para tratamentos tem sido estudados mais detalhamente na a´rea de Teoria de Decisa˜o
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(matrizes de ”payoffs”, a´rvores de decisa˜o, diagramas de influeˆncia entre outros) enquanto
mecanismos de infereˆncia usados em diagno´stico teˆm sido mais pesquisados na a´rea de
IA.
O objetivo deste trabalho e´ apresentar uma abordagem integrada para diagno´stico,
investigac¸a˜o e tratamentos permitindo organizar os va´rios tipos de informac¸a˜o gerados
nestas etapas. Esta nova abordagem, denominada Teoria das Coberturas Nebulosas
(TCN), contempla a descric¸a˜o de um novo modelo para soluc¸a˜o de problemas de
diagno´stico, investigac¸a˜o e tratamento que integra conceitos de infereˆncia abdutiva, lo´gica
nebulosa e tomada de decisa˜o.
1.1 Motivac¸a˜o do Trabalho
A a´rea de Diagno´stico, explorada no domı´nio da Medicina, tem permitido grandes
avanc¸os para a Inteligeˆncia Artificial atrave´s da gerac¸a˜o de muitas metodologias, teorias
e aplicac¸o˜es, nas duas u´ltimas de´cadas dentre as quais se destaca a de sistemas
especialistas (SE). Entretanto, as tecnologias dispon´ıveis na a´rea de IA para formalizac¸a˜o
e representac¸a˜o do conhecimento dos especialistas e, consequ¨entemente, implementac¸a˜o
atrave´s de um SE na˜o sa˜o triviais e, muitas vezes, tambe´m na˜o sa˜o aderentes a` outros
domı´nios, tais como, diagno´stico de plantas, diagno´stico de falhas de computador,
diagno´stico de falhas de sate´lite entre outros.
Por exemplo, e´ nota´vel a crescente demanda por tecnologias de IA na agricultura, mais
especificamente de SEs, na a´rea de diagno´stico de doenc¸as de plantas e animais, dada
a escassez de informac¸o˜es na literatura especializada sobre a identificac¸a˜o de doenc¸as e
me´todos de controle (Fernandes e Oliveira, 1997). Devido a` falta de informac¸a˜o, muitas
vezes produtores e te´cnicos agr´ıcolas se utilizam de um arsenal de produtos qu´ımicos
para combater uma doenc¸a, com resultados duvidosos, ale´m de colocar em risco a sau´de
dos pro´prios aplicadores e causar danos ao ecossistema.
A utilizac¸a˜o de SE em geral na agricultura ja´ vem sendo explorada em va´rios trabalhos.
Dentre os tipos de problemas que sa˜o resolvidos com SE, encontra-se em primeiro
lugar a a´rea de Diagno´sticos. Entretanto, a maioria dos sistemas desenvolvidos se
baseiam no paradigma de regras de produc¸a˜o do tipo efeito → causa, onde o
mecanismo de infereˆncia utilizado e´ o modelo dedutivo, que torna tais sistemas dif´ıceis
de desenvolver e muito pouco reutiliza´veis. Tais problemas puderam ser observados
durante o desenvolvimento de um SE para diagno´stico de doenc¸as do milho (dispon´ıvel
em http://diagnose.cnptia.embrapa.br) que foi desenvolvido na Embrapa Informa´tica
Agropecua´ria em parceria com a Embrapa Milho e Sorgo (Massruha´ et al., 1999).
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1.1.1 Diagno´stico de Doenc¸as de Milho
O sistema para diagno´stico de doenc¸as do Milho de Massruha´ et al. (1999) e´ baseado
em regras do tipo ”se efeito enta˜o causa”, possui um mecanismo de infereˆncia dedutivo
e sua base teo´rica e´ a lo´gica de primeira ordem. A base de conhecimento deste sistema e´
constitu´ıda de regras de produc¸a˜o geradas a partir de uma a´rvore de decisa˜o, gerada a
partir de entrevistas com especialistas e da literatura na a´rea. Os especialistas descrevem
o conhecimento do domı´nio em direc¸a˜o oposta das regras de produc¸a˜o, isto e´, ”se uma
doenc¸a esta´ presente enta˜o algumas manifestac¸o˜es ocorrem”.
Para fins ilustrativos, abaixo esta´ uma para´grafo correspondente a` descric¸a˜o de uma
doenc¸a de milho denominada Ferrugem Comum (d3) retirado de Fernandes e Oliveira
(1997).
A Ferrugem Comum, sob condic¸o˜es favora´veis, pode causar seca prematura das plantas,
comprometendo a produc¸a˜o. Essa ferrugem pode ser encontrada em qualquer fase do
desenvolvimento das plantas de milho, inicialmente nas folhas baixeiras. Ferrugem
Comum forma pu´stulas predominantemente alongadas, de cor marrom-clara em plantas
jovens que tornam-se marrom-escuro a` medida em que a planta se aproxima da fase de
maturac¸a˜o. Essas pu´stulas podem ser encontradas em ambas as faces das folhas, e devido
ao rompimento da epiderme, apresentam caracteristicamente uma fenda. E´ uma doenc¸a
favorecida por temperaturas entre 16 e 23oC e umidade relativa alta.
O sistema de diagno´stico de doenc¸as do milho de Massruha´ et al. (1999) foi baseado em
regras de produc¸a˜o que geralmente teˆm a forma ba´sica:
IF <manifestac¸o˜es> THEN <causas>
Um exemplo das regras de produc¸a˜o utilizadas na implementac¸a˜o do sistema e´:
B1: IF local=’folhas’ AND apareˆncia = ’Lesa˜o’ AND forma=’individualizadas’
AND tipo=’pu´stula’ AND cor=’marrom’ AND formato = ’alongada’ THEN desor-
dem=’ferrugem comum’;
E´ interessante observar que na implementac¸a˜o destas regras de produc¸a˜o, na˜o foram
consideradas caracter´ısticas temporais bem como condic¸o˜es favora´veis para o desen-
volvimento da doenc¸a, tais como temperatura e umidade. Incertezas das manifestac¸o˜es
causadas por determinadas doenc¸as e dos fatos observados tambe´m na˜o sa˜o contemplados
neste sistema, o que o torna bastante limitado.
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A versa˜o atual do sistema para diagno´stico de doenc¸as de milho (dispon´ıvel em
http://diagnose.cnptia.embrapa.br) foi desenvolvida com a ferramenta ServCLIPS que
possibilita a construc¸a˜o e execuc¸a˜o de sistemas especialistas via Internet. Maiores
detalhes podem ser encontrados em Cruz et al. (2001). A base de conhecimento de
doenc¸as de milho deste SE esta´ sendo utilizada como estudo de caso no presente trabalho.
1.1.2 Diagno´stico de Falhas em Sate´lite
Uma outra a´rea de aplicac¸a˜o e´ o diagno´stico de falhas de sate´lites, que e´ um ponto
crucial na a´rea espacial. Os sate´lites em o´rbita se comunicam com seus centros de controle
atrave´s de telemetria (sate´lite para terra) e telecomandos (terra para sate´lite). Parte da
telemetria e´ dedicada ao monitoramento do sate´lite. Quando uma falha e´ detectada pelos
servic¸os de monitoramento em tempo-real dos centros de controle, e´ necessa´rio localizar o
mais ra´pido poss´ıvel a origem da falha de modo a tomar as ac¸o˜es corretivas para garantir
a continuidade da missa˜o (A822007-ANL-61/D1, 2001).
Quanto ao racioc´ınio de diagno´stico de falhas de sate´lite, o mecanismo de infereˆncia
abdutivo pode ser utilizado para encontrar as explicac¸o˜es poss´ıveis para os fatos
observados (manifestac¸o˜es presentes e ausentes). Na maioria das vezes, estas informac¸o˜es
sa˜o incompletas o que leva os usua´rios expressarem incertezas sobre os fatos observados.
A preocupac¸a˜o por parte de engenheiros e te´cnicos e´ ta˜o grande que existe uma metodolo-
gia detalhada de ana´lise de risco e gerenciamento para a plataforma multi-missa˜o (MMP)
do INPE (A822007-ANL-61/D1, 2001). Esta ana´lise de risco do sistema e´ desenvolvida
na fase de especificac¸a˜o do projeto.
Para ilustrar um problema de diagno´stico aplicado neste domı´nio e´ apresentado um
pequeno exemplo. Baseado na ana´lise de risco existe uma lista de itens cr´ıticos:
• Tanque de hidrazina (d1);
• Propulsores do sate´lite - Thrusters (d2);
• Va´lvulas de enchimento e drenagem (d3);
• Filtros (d4);
• Rodas de reac¸a˜o (d5);
• Partes ele´tricas dos paine´is solares - EPSA (d6);
• Mecanismo de retenc¸a˜o, liberac¸a˜o e abertura (d7);
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• Bateria (d8);
• Unidade de condicionamento e distribuic¸a˜o de poteˆncia - PCDU (d9).
TABELA 1.1 – Exemplo de falhas em sate´lites.
Cena´rios de risco Equipamentos
Perda da func¸a˜o de propulsa˜o (m1) Tanque de Hidrazina e Va´lvulas (d1, d3)
Perda da velocidade mı´nima (m2) Propulsores e filtros (d2, d4)
Deteriorac¸a˜o da ce´lula solar devido ao ambiente espacial (m3) EPSA (d6)
Reduc¸a˜o da capacidade de armazenamento de energia (m4) Bateria (d8)
Perda da distribuic¸a˜o e condicionamento de energia (m5) PCDU (d9)
Baseado na ana´lise de risco, e´ recomendado manter o gerenciamento de riscos como
descrito na tabela 1.1. Por exemplo, uma falha m1 no equipamento em que ha´ perda da
func¸a˜o de propulsa˜o pode ser causada pelo tanque de hidrazina (d1) ou pelas va´lvulas de
enchimento e drenagem (d3). Ja´ para a perda de velocidade mı´nima (m2), existem duas
poss´ıveis causas: d2 e d4.
Estas falhas sa˜o detectadas atrave´s de telemetria e para cada uma delas existe um
formula´rio onde e´ preenchido a falha, suas prova´veis causas e as ac¸o˜es corretivas que
devem ser tomadas para cada falha atrave´s de telecomandos. Entretanto, este modelo
de falhas tambe´m pode contemplar incertezas na associac¸a˜o entre os equipamentos e as
falhas. Estas incertezas tambe´m devem ser representadas para uma melhor soluc¸a˜o de
diagno´stico. Um exemplo do problema diagno´stico de falhas em sate´lite sera´ apresentado
no cap´ıtulo 8.
1.2 Escopo do Trabalho
A motivac¸a˜o inicial deste trabalho estava na a´rea de diagno´stico. Entretanto, no
decorrer da pesquisa observou-se que embora as tarefas para diagno´stico e tratamentos
estejam fortemente relacionadas, elas na˜o sa˜o frequentemente investigadas juntas. Con-
sequentemente, aspectos relevantes para diagno´stico e tratamentos na˜o sa˜o considerados.
Adicionalmente, a tarefa de investigac¸a˜o (ex., obtenc¸a˜o de exames complementares)
tambe´m deveria ser tratada de maneira integrada a`s tarefas de diagno´stico e tratamentos,
pois quando a investigac¸a˜o e´ bem feita, obte´m-se maior efica´cia e eficieˆncia no diagno´stico,
ale´m de reduc¸a˜o de custos e riscos.
No presente trabalho e´ apresentado uma abordagem integrada para diagno´stico, in-
vestigac¸a˜o e tratamentos permitindo organizar os va´rios tipos de informac¸a˜o gerados
nestas etapas durante o processo de racioc´ınio cl´ınico. Esta nova abordagem, denominada
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Teoria das Coberturas Nebulosas (TCN), contempla a descric¸a˜o de um novo modelo para
soluc¸a˜o de problemas de diagno´stico, investigac¸a˜o e tratamento que integra conceitos de
infereˆncia abdutiva, lo´gica nebulosa e tomada de decisa˜o.
Inicialmente, antes de apresentar esta nova abordagem, que e´ o cerne deste trabalho, e´
apresentado um breve resumo dos modelos computacionais mais utilizados para suportar
o processo de racioc´ınio cl´ınico e tomada de decisa˜o, bem como a modelagem de
incertezas, durante o processo de decisa˜o diagno´stica e terapeˆutica sob o ponto de
vista de Inteligeˆncia Artificial (IA) e Teoria de Decisa˜o (TD). Aspectos conceituais do
mecanismo de infereˆncia abdutivo que sera´ utilizado como fundamento teo´rico para
o modelo proposto bem como conceitos ba´sicos da TCP e suas extenso˜es tambe´m
sa˜o apresentados. Na sequeˆncia, e´ apresentada a Teoria das Coberturas Nebulosas
propriamente dita bem como a abordagem adotada para diagno´stico, investigac¸a˜o e
tratamentos que incorpora conceitos de infereˆncia abdutiva, lo´gica nebulosa e teoria de
decisa˜o. Para tanto, primeiramente sa˜o apresentadas as etapas do processo de racioc´ınio
cl´ınico bem como as tarefas de tomada de decisa˜o inerentes a cada etapa.
Neste trabalho tambe´m e´ apresentada a experieˆncia da aplicac¸a˜o da TCN a um problema
real de diagno´stico e controle de doenc¸as de milho. Finalmente, sa˜o apresentadas as
principais contribuic¸o˜es do modelo proposto e suas limitac¸o˜es bem como poss´ıveis
trabalhos futuros a partir dos resultados obtidos. Uma s´ıntese dos cap´ıtulos da tese
esta˜o descritos a seguir.
1.3 Esboc¸o Geral
Este trabalho foi dividido em mais oito cap´ıtulos onde:
• CAPI´TULO 2 - Revisa˜o de Literatura: Este cap´ıtulo contempla a descric¸a˜o
de alguns mecanismos de infereˆncia, modelos de incerteza e tomada de decisa˜o
para suportar deciso˜es de natureza diagno´stica e terapeˆutica.
• CAPI´TULO 3 - Modelos abdutivos: Conceitos ba´sicos e formais de infereˆncia
abdutiva sa˜o apresentados neste cap´ıtulo.
• CAPI´TULO 4 - Formalizac¸a˜o do modelo proposto: Neste cap´ıtulo sa˜o
apresentados os limites do problema a ser abordado bem como o modelo
formal para suportar o ambiente abdutivo para racioc´ınio cl´ınico que engloba
diagno´stico, investigac¸a˜o e tratamentos.
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• CAPI´TULO 5 - Ambiente abdutivo para diagno´stico: Neste cap´ıtulo e´ descrito
detalhadamente o modelo formal para suportar o ambiente abdutivo para
diagno´stico.
• CAPI´TULO 6 - Ambiente abdutivo para investigac¸a˜o: Neste cap´ıtulo e´
descrito detalhadamente o modelo formal para suportar o ambiente abdutivo
para investigac¸a˜o.
• CAPI´TULO 7 - Ambiente abdutivo para tratamentos: Neste cap´ıtulo e´
descrito detalhadamente o modelo formal para suportar o ambiente abdutivo
para tratamentos.
• CAPI´TULO 8 - Estudo de caso: Neste cap´ıtulo e´ apresentado um exemplo
completo no domı´nio de diagno´stico de doenc¸as de milho utilizando a
abordagem proposta e um pequeno exemplo no diagno´stico de falhas de
sate´lite.
• CAPI´TULO 9 - Concluso˜es: Contribuic¸o˜es, limitac¸o˜es e perspectivas de
trabalhos futuros.
Adicionalmente aos 9 cap´ıtulos acima, no apeˆndice A sa˜o apresentados alguns conceitos
ba´sicos da teoria de conjuntos nebulosos e teoria de possibilidades que sera˜o utilizados no
decorrer do trabalho. No apeˆndice B esta´ descrita a implementac¸a˜o do modelo proposto
onde sa˜o apresentados os algoritmos desenvolvidos para suportar o ambiente gene´rico
para racioc´ınio cl´ınico. No apeˆndice C e´ apresentada a especificac¸a˜o completa da base de
conhecimento para diagno´stico, investigac¸a˜o e tratamentos de doenc¸as de milho.
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CAPI´TULO 2
MODELOS COMPUTACIONAIS PARA SOLUC¸A˜O DE PROBLEMAS
DE DIAGNO´STICO E TRATAMENTOS
Neste cap´ıtulo e´ apresentado um breve resumo dos modelos computacionais mais
utilizados para suportar o processo de racioc´ınio e tomada de decisa˜o, bem como a
modelagem de incertezas, durante o processo de decisa˜o diagno´stica e terapeˆutica sob o
ponto de vista de Inteligeˆncia Artificial (IA) e Teoria de Decisa˜o (TD). As tecnologias
oferecidas por ambas as a´reas visam suportar o racioc´ınio humano e a tomada de decisa˜o
pela formalizac¸a˜o e automatizac¸a˜o do conhecimento do especialista do domı´nio. Cada
vez mais, nota-se a integrac¸a˜o das tecnologias desenvolvidas em cada uma destas a´reas
embora sejam baseadas em pr´ıncipios diferentes.
Primeiramente, na pro´xima sec¸a˜o sa˜o descritos alguns conceitos ba´sicos de sistemas
baseados em conhecimento onde se enquadra o problema de diagno´stico e tratamento.
Na sec¸a˜o (2.2) esta˜o descritos suscintamente os principais me´todos de IA utilizados
em sistemas de diagno´sticos: sistemas de classificac¸a˜o estat´ıstica, sistemas baseados em
regras e sistemas abdutivos baseados em associac¸o˜es. Na sec¸a˜o (2.3) esta˜o descritos os
principais me´todos de TD utilizados para expressar conhecimento qualitativo na a´rea de
tomada de decisa˜o terapeˆutica: a´rvores de decisa˜o e diagramas de influeˆncia.
2.1 Sistemas para Soluc¸a˜o de Problemas Baseados em Conhecimento
O projeto e o uso de sistemas (especialistas) baseados em conhecimento tem sido uma
a´rea importante de IA. Segundo Peng e Reggia (1990), a caracter´ıstica principal destes
sistemas, ale´m de seu alto n´ıvel de desempenho, e´ a separac¸a˜o do conhecimento do
mecanismo de infereˆncia. O conhecimento do programa abstra´ıdo do especialista sobre
o domı´nio e´ armazenado na base de conhecimento. O mecanismo de infereˆncia utiliza a
informac¸a˜o da base de conhecimento para gerar concluso˜es sobre os dados de entrada.
Existem va´rios problemas que devem ser resolvidos no desenvolvimento de um sistema
baseado no conhecimento. Estes incluem problemas de representac¸a˜o de conhecimento
(que tipo de representac¸a˜o e´ o melhor para armazenar conhecimento na base de conhec-
imento), aquisic¸a˜o de conhecimento (como capturar o conhecimento dos especialistas do
domı´nio), modelos de racioc´ınio (que tipo de mecanismo de infereˆncia usar) e justificativa
de respostas (como mostrar as respostas de uma maneira amiga´vel aos usua´rios). Soluc¸o˜es
para estes problemas sa˜o interdependentes e teˆm variado de aplicac¸a˜o para aplicac¸a˜o
(Peng e Reggia, 1990).
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Geralmente, as aplicac¸o˜es na a´rea de diagno´stico englobam 3 tarefas principais:
• Tarefa de Diagno´stico: Como pode ser inferido as causas mais prova´veis
de problemas observados (doenc¸as ou falhas em ma´quinas) a partir de
um conjunto de evideˆncias (sintomas, carater´ısticas do paciente, condic¸o˜es
operacionais ou resultados de teste)?
• Tarefa de Aquisic¸a˜o de Informac¸a˜o: Que tipo de informac¸o˜es ou testes
adicionais devem ser requeridos?
• Tarefa de Tomada de Decisa˜o de Tratamentos: O que pode ser feito para
controlar ou tratar o problema?
Mecanismos de infereˆncia e tomada de decisa˜o, bem como mecanismos para expressar
a incerteza inerente a estas tarefas, teˆm sido amplamente investigados na a´rea de
Inteligeˆncia Artificial e Teoria de Decisa˜o. Nas pro´ximas sec¸o˜es esta˜o descritos os
principais modelos computacionais em IA e em TD utilizados para suportar as tarefas
acima.
2.1.1 Representac¸a˜o do Conhecimento
Segundo Peng e Reggia (1990), existem pelo menos dois tipos de conhecimento que sa˜o
usados pelos diagnosticadores humanos e pelos sistemas de diagno´stico mais avanc¸ados
de IA: conhecimento estrutural e probabil´ıstico.
O conhecimento estrutural (usualmente na forma simbo´lica) nos sistemas de diagno´stico
baseados em conhecimento especifica quais sa˜o as entidades do domı´nio da aplicac¸a˜o,
quais entidades sa˜o associadas entre si e quais sa˜o os tipos de associac¸a˜o entre elas.
Dentre os diferentes tipos de associac¸a˜o, relac¸o˜es de causa-efeito sa˜o provavelmente o
mais importante em sistemas para soluc¸a˜o de problemas de diagno´stico. Por exemplo,
em diagno´stico me´dico, a frase ”a doenc¸a di pode ser a causa da manifestac¸a˜o mj”ou ”mj
pode ser uma manifestac¸a˜o de di”associa di com mj. Um outro exemplo de associac¸a˜o
em medicina e´ a frase ”o tratamento tk e´ o mais apropriado para o paciente X com uma
desordem di”ou ”o exame Ex deve ser solicitado para confirmar di”. Estas associac¸o˜es sa˜o
obtidas da compilac¸a˜o do conhecimento em profundidade (p.ex., em medicina, por certas
razo˜es fisiolo´gicas, di e mj, tk e di esta˜o associadas) ou da extrac¸a˜o de regularidades da
experieˆncia passada (p.ex., di e mj sa˜o casualmente associadas porque o sintoma mj tem
sido encontrado em certos casos de pacientes com a doenc¸a di ou tk e di esta˜o associadas
porque o tratamento tk tem mostrado eficiente em pacientes com a doenc¸a di).
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O conhecimento chamado de probabil´ıstico pelos autores, por outro lado, reflete a
incerteza em tais associac¸o˜es. No entanto, este conceito pode ser visto de uma maneira
mais geral, como a modelagem de incerteza que pode ser feita pela utilizac¸a˜o da teoria
de probabilidade, da teoria de possibilidades (Dubois e Prade, 1988) ou teoria de
Dempster-Shafer e fatores de certeza. O conhecimento de incerteza (usualmente, em
forma nume´rica em sistemas baseados em conhecimento) especifica a forc¸a das associac¸o˜es
e quantifica as evideˆncias individuais dos casos. A incerteza pode ser representada
diretamente atrave´s de nu´meros de dentro da modelagem de incerteza ou na forma
simbo´lica na˜o-nume´rica (”muito comum”, ”moderado”, ”muito raro”, etc.), termos estes
que podem ser tratados como tal, no que se chama atualmente de ”computing with
words”ou traduzidos em nu´meros.
A maioria dos sistemas de diagno´stico que utilizam te´cnicas de IA tem utilizado medidas
probab´ılisticas ou outros esquemas de peso para um bom desempenho. Entretanto,
como isto e´ realizado de uma maneira informal e heur´ıstica, muitas vezes na˜o pode
ser justificado rigorosamente ou formalmente em situac¸o˜es gerais.
Um modelo consistente e unificado que incorpora ambos os tipos de conhecimento
(estrutural e probabil´ıstico) e´ muito deseja´vel no desenvolvimento de lo´gica abdutiva
formal em geral, e nos sistemas de diagno´stico baseados em conhecimento em particular.
Uma grande variedade de sistemas de diagno´stico automatizados tem sido desenvolvido
durante as u´ltimas de´cadas. Embora muitos destes sistemas tenham alcanc¸ado alto n´ıvel
de desempenho em va´rias aplicac¸o˜es, eles teˆm uma se´rie de limitac¸o˜es.
2.1.2 Mecanismos de Infereˆncia
Ale´m da representac¸a˜o do conhecimento, o mecanismo de infereˆncia utilizado pelo
especialista para gerar concluso˜es a partir da base de conhecimento tambe´m tem sido
muito investigado nas u´ltimas de´cadas . Os 3 tipos de mecanismos de infereˆncia mais
utilizados em sistemas baseados em conhecimento sa˜o:
• Dedutivos;
• Indutivos;
• Abdutivos.
Simplificadamente, dada a premissa a → b, a premissa menor a e a conclusa˜o b tem-se
que na:
• Deduc¸a˜o raciocina-se a partir de a→ b e a produz a conclusa˜o b;
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• Induc¸a˜o raciocina-se a partir de a e b para produzir a regra plaus´ıvel a→ b;
• Abduc¸a˜o infere-se a explicac¸a˜o a, a partir da premissa a→ b e b.
A partir desta descric¸a˜o simplista, abduc¸a˜o aparece como uma regra de infereˆncia
modus ponens reversa. Peirce (MCIlraith, 1998) viu isto como a selec¸a˜o de uma melhor
explicac¸a˜o para ocorreˆncia de b que deveria ser confirmada pelo processo cient´ıfico.
Em IA, abduc¸a˜o e´ definida como infereˆncia para a melhor explicac¸a˜o, sem confirmac¸a˜o
subsequente.
Os mecanismos de infereˆncia dedutivos a partir do conhecimento representado atrave´s de
regras de produc¸a˜o, sa˜o os mais utilizados no desenvolvimento de sistemas na a´rea de IA.
Recentemente, os mecanismos de infereˆncia abdutiva teˆm sido amplamente incorporados
nos sistemas. Antes de apresentar os modelos abdutivos baseados em associac¸o˜es,
sera˜o introduzidos alguns conceitos ba´sicos de modelos estat´ısticos de classificac¸a˜o, cuja
infereˆncia e´ realizada atrave´s do ca´lculo das probabilidades posteriores e sistemas de
produc¸a˜o baseados em regras.
2.2 Modelos Computacionais na A´rea de Diagno´stico
2.2.1 Sistemas Estat´ısticos de Classificac¸a˜o: Redes Bayesianas
A classificac¸a˜o Bayesiana e´ o modelo estat´ıstico mais utilizado na soluc¸a˜o de problemas
de diagno´stico desde o advento de computadores digitais, a`s vezes atingindo excelentes
resultados (Peng e Reggia, 1990). O conhecimento dos sistemas de diagno´sticos que uti-
lizam classificac¸a˜o Bayesiana e´ representado por probabilidades anteriores de desordens
e probabilidades condicionais entre desordens e manifestac¸o˜es. Por exemplo, na medicina
ha´ situac¸o˜es em que cada uma das n desordens podem individualmente ser a causa dos
sintomas de um paciente.
Suponhamos um conjunto H de n hipo´teses poss´ıveis, onde H = {h1, h2, ...hn} e
um conjunto M de m manifestac¸o˜es onde M = {m1,m2, ...,mm}. Em uma aplicac¸a˜o
me´dica, as hipo´teses sa˜o as desordens poss´ıveis e as manifestac¸o˜es incluem histo´ria do
paciente, sinais f´ısicos, sintomas e resultados de exames laboratoriais. Para simplicac¸a˜o
do problema e´ assumido que todas as var´ıaveis (hipo´teses e manifestac¸o˜es) assumem
somente dois valores (verdadeiro ou falso). Um diagno´stico ou uma explicac¸a˜o D e´ um
subconjunto de H. Assim, D e´ um conjunto de hipo´teses que devem estar presentes
implicando que todas as outras desordens de H esta˜o ausentes. P (D, s) representa a
probabilidade anterior de D a partir do conhecimento do especialista s. Seja E o conjunto
de evideˆncias contemplando todas as manifestac¸o˜es presentes, ausentes ou na˜o observadas
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de um paciente em particular, e seja P (E|D, s) a probabilidade condicional de E na
presenc¸a de D. O teorema de Bayes pode ser aplicado para calcular a probabilidade
posterior de cada explicac¸a˜o D a partir uma evideˆncia E observada:
P (D|E, s) = P (E|D, s)P (D, s)
Σ∀D⊆HP (E|D, s)P (D, s) (2.1)
Esta fo´rmula geral e´ muito complexa para calcular, pois, um paciente pode ter mais
de uma desordem das n poss´ıveis. Assim, o nu´mero de explicac¸o˜es poss´ıveis seria 2n
e o nu´mero de paraˆmetros independentes necessa´rios para especificar uma distribuic¸a˜o
anterior completa seria 2n − 1. Para m pedac¸os de evideˆncia, a distribuic¸a˜o condicional
geral tem 2m−1 para cada hipo´tese. Portanto, este problema requer uma especificac¸a˜o de
2n(2m−1) paraˆmetros independentes para todas diagnoses. O que torna esta abordagem
impratica´vel para problemas com muitas hipo´teses e manifestac¸o˜es.
Duas simplicac¸o˜es sa˜o assumidas para aplicac¸a˜o desta abordagem bayesiana: que as
desordens sa˜o mutuamente exclusivas e exaustivas. Por exemplo, considera´-las mutu-
amente exclusivas garante que um paciente na˜o pode ter mais que uma desordem e
considera´-las exaustivas garante a independeˆncia condicional de cada manifestac¸a˜o(i.e,
P (mi|s) = P (mi|mj, s)).
Em uma rede bayesiana onde sa˜o assumida estas duas simplificac¸o˜es, a distribuic¸a˜o da
probabilidade condicional da evideˆncia E para cada desordem hi pode ser decomposta no
produto das probabilidades condicionais das manifestac¸o˜es como representado a seguir:
P (E|hi, s) =
∏
P∀mi∈E(mi|hi, s) (2.2)
Enta˜o, considerando-se que as desordens sa˜o mutuamente exclusivas e exaustivas,
somente m × n probabilidades condicionais e n − 1 probabilidades anteriores sa˜o
necessa´rias.
Desta forma, o teorema de Bayes pode ser diretamente aplicado para obter P (di/Mj),
isto e´, a probabilidade posterior de cada di para um dado paciente, atrave´s da fo´rmula
2.3
P (di/Mj) =
P (Mj/di)P (di)
P (Mj
=
P (Mj/di)P (di)∑n
k=1 P (Mj/dkP (dk)
(2.3)
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A probabilidade posterior P (di/Mj) fornece a probabilidade de cada doenc¸a di ocorrer na
presenc¸a das manifestac¸o˜es Mj. A doenc¸a com maior probabilidade posterior calculada
pode ser escolhida como diagnose.
Esta abordagem atingiu alta performance em domı´nios espec´ıficos como na diagnose
da causa da dor abdominal aguda, da doenc¸a card´ıaca congeˆnita e hemorragia cerebral
(Henrion e Horvitz, 1992). Embora um sistema de classificac¸a˜o Bayesiana seja capaz
de calcular a probabilidade posterior de um dado conjunto de hipo´teses mu´ltiplas, este
me´todo tornou-se falho devido algumas limitac¸o˜es dos sistemas tais como: a pro´pria
restric¸a˜o de exclusividade e independeˆncia condicional e, principalmente, devido a
abordagem quantitativa, formal e rigorosa da infereˆncia probabil´ıstica que e´ muito
distante da abordagem qualitativa e informal do especialista humano.
2.2.2 Sistemas de Produc¸a˜o Baseados em Regras
O golpe decisivo nos modelos estat´ısticos de classificac¸a˜o foi o aparecimento dos sistemas
de produc¸a˜o baseado em regras (SPBR) como uma abordagem alternativa derivada de
IA que utiliza regras de produc¸a˜o e lo´gica para representar e inferir o conhecimento. O
mecanismo de infereˆncia mais comum em SPBR e´ o dedutivo.
Os sistemas de diagno´stico baseado em regras produziram importantes resultados nas
u´ltimas de´cadas. O MYCIN , para doenc¸as infecciosas e´ o mais conhecido (Shortliffe,
1976). Neste modelo o conhecimento e´ representado por um conjunto de regras ou
produc¸o˜es. Associado a cada regra pode haver estimativas de certeza que sa˜o combinadas
para produzir uma estimativa final das concluso˜es destes sistemas.
Na Figura 2.1, esta´ apresentada uma rede de infereˆncia para um sistema baseado em
regras. A direc¸a˜o das setas indicam a direc¸a˜o das regras de diagno´stico, das observac¸o˜es
para desordens e para a decisa˜o de tratamento (Henrion e Horvitz, 1992).
O primeiro problema de sistemas baseados em regras e´ o de representar o conhecimento
atrave´s de regras, ja´ que os especialistas usualmente descrevem o conhecimento do
domı´nio em direc¸a˜o oposta das regras de produc¸a˜o.
Por exemplo, seja d1 a causa das manifestac¸o˜es m1,m2 e m3 e d2 a causa de m1,m2,m3
e m4. Para modelar tais situac¸o˜es, um sistema baseado em regras teria usualmente duas
regras:
R1 : IF m1,m2,m3 THEN d1
40
m1 m2 mn
PHYTO Lab testdesordem ou doença
 di
Tratamento Tj?
FIGURA 2.1 – Uma rede de infereˆncia para um sistema baseado em regras.
R2 : IF m1,m2,m3,m4 THEN d2
Suponhamos o caso particular em que as manifestac¸o˜es m1, m2 e m3 esta˜o presentes.
O diagnosticador deveria considerar d1 e d2 como hipo´teses. Entretanto, em um sistema
baseado em regras que contemple R1 e R2, somente d1 seria considerado como hipo´tese.
Dado que m4 na˜o esta´ presente a regra R2 na˜o seria disparada.
Ou seja, em SPBR usualmente usa-se manifestac¸o˜es nas premissas das regras e causas
nas concluso˜es, ao contra´rio da maneira com que ocorre na natureza.
Ale´m disso, os especialistas nem sempre conseguem ser precisos e nem teˆm certeza
absoluta sobre a informac¸a˜o que fornecem. Devido a essas limitac¸o˜es, muitas vezes o
mecanismo de infereˆncia abdutivo parece mais adequado ao racioc´ınio de diagno´stico.
2.2.3 Sistemas Abdutivos Baseado em Associac¸o˜es
2.2.3.1 Representac¸a˜o do Conhecimento
As redes associativas, ou semaˆnticas, tem sido estudadas extensamente como me´todo
de representac¸a˜o de conhecimento em IA. Uma rede associativa consiste usualmente de
no´s, representando entidades como objetos, conceitos e eventos, e arcos representando
inter-relac¸o˜es associac¸o˜es entre no´s. O significativo poder das redes associativas as
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torna particularmente adequadas para representac¸a˜o das associac¸o˜es causais em diversas
aplicac¸o˜es de racioc´ınio abdutivo.
2.2.3.2 Infereˆncia Abdutiva
Conforme apresentado em Peng e Reggia (1990), o uso das associac¸o˜es simbo´licas
causa-efeito entre entidades individuais e um processo repetitivo de formac¸a˜o de hipo´tese
e teste como mecanismo ba´sico de infereˆncia, sa˜o as caracter´ısticas dos modelos abdutivos
baseados em associac¸o˜es para a soluc¸a˜o do problema de diagno´stico.
Alguns sistemas de diagno´stico auxiliados por um computador podem ser classificados
nesta categoria, como o INTERNIST-1 para medicina interna, o NEUROLOGIST
para neurologia, o PIP para edema, IDT para diagnose de problemas de hardware
de computador, o KMS.HT para sistemas independentes de domı´nio, e outros (Peng
e Reggia, 1990).
Dado o conjunto de uma ou mais caracter´ısticas iniciais do problema, o mecanismo de
infereˆncia gera um conjunto de hipo´teses plaus´ıveis potenciais ou ”causas”que possam
explicar as caracter´ısticas do problema dado. Estas hipo´teses sa˜o testadas enta˜o de duas
maneiras.
A primeira utiliza diversos procedimentos que medem suas habilidades em explicar
as caracter´ısticas presentes, enquanto a segunda gera novas questo˜es cujas respostas
auxiliara˜o na discriminac¸a˜o das hipo´teses mais prova´veis. Este ciclo de formac¸a˜o de
hipo´tese e teste e´ enta˜o repetido com a informac¸a˜o adicional adquirida. As hipo´teses
anteriores podem ser atualizadas formando novas hipo´teses. Uma vez que este mecanismo
de infereˆncia e´ um modelo direto do processo de racioc´ınio de diagno´stico humano, o
processamento feito por estes sistemas e´ relativamente de fa´cil entendimento para os
usua´rios.
Os modelos abdutivos baseados em associac¸o˜es, usando conhecimento associativo
causa-efeito sa˜o bastante promissores. No entanto, esta te´cnica esta´ ainda em um
esta´gio inicial de desenvolvimento em relac¸a˜o aos modelos estat´ısticos de classificac¸a˜o
e aos sistemas baseados em regras. Diversos dos modelos abdutivos desenvolvidos sa˜o
dependentes do domı´nio, como INTERNIST-1, PIP e IDT.
A representac¸a˜o do conhecimento nestes sistemas esta´ relacionada a uma aplicac¸a˜o
espec´ıfica, e o mecanismo de infereˆncia conta intensamente com heur´ısticas extra´ıdas
das caracter´ısticas destes domı´nios espec´ıficos. Estes modelos de domı´nios espec´ıficos
obtiveram sucesso em suas respectivas aplicac¸o˜es, auxiliaram no esclarecimento das ide´ias
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ba´sicas da natureza abdutiva da infereˆncia diagno´stica e, consequentemente, ocasionaram
a diminuic¸a˜o do interesse pelos modelos tradicionais de classificac¸a˜o estat´ıstica e baseados
em regras.
Por outro lado, a natureza do domı´nio espec´ıfico destes modelos limitou suas gener-
alizac¸o˜es e aplicac¸o˜es a outros problemas. Os modelos mais recentes desta categoria
incluem aplicac¸o˜es independentes do domı´nio, como no sistema KMS.HT (Peng e Reggia,
1990). Claramente, separando os aspectos independentes de domı´nio da representac¸a˜o
do conhecimento e o processo de infereˆncia da informac¸a˜o espec´ıfica da aplicac¸a˜o, estes
sistemas usufruem de grande generalidade, mas continuam estaciona´rios na formulac¸a˜o
teo´rica do racioc´ınio abdutivo.
Resumidamente, enquanto os modelos estat´ısticos de classificac¸a˜o e os sistemas baseados
em regras possuem teorias bem definidas, isto e´, teoria da probabilidade e lo´gica dedutiva,
respectivamente, os modelos abdutivos baseado em associac¸o˜es, no momento, necessitam
de uma base teo´rica para suporta´-los.
A Teoria das Coberturas Parcimoniosas (TCP) e´ uma tentativa de formalizar o racioc´ınio
de diagno´stico para os modelos abdutivos baseados em associac¸o˜es. Em outras palavras,
a TCP e´ uma tentativa de remover pelo menos em parte a interrogac¸a˜o da tabela 2.1
conforme descrito em Peng e Reggia (1990).
TABELA 2.1 – Modelos para construc¸a˜o de sistemas automatizados.
Modelo Representac¸a˜o Mecanismo de Infereˆncia Base Teo´rica
Modelo estat´ıstico de classificac¸a˜o Probabilidades anteriores e condicionais Ca´lculo das probabilidades posteriores Teoria da probabilidade
Deduc¸a˜o baseada em regras Regras condicionais (produc¸a˜o) Deduc¸o˜es (com melhoramentos) Lo´gica de primeira ordem
Abduc¸a˜o baseado em associac¸o˜es Frames e redes semaˆnticas Formac¸a˜o de hipo´teses e testes ?
2.3 Modelos Computacionais na A´rea de Tratamentos
Deciso˜es devem ser tomadas por indiv´ıduos e organizac¸o˜es constantemente e, apesar
de muitas vezes serem tomadas sob condic¸o˜es adversas (pouca informac¸a˜o, incertezas,
escassez de tempo, etc .), elas podem ter consequeˆncias cruciais. Por exemplo, na a´rea
de diagno´stico me´dico, uma decisa˜o pode comprometer a vida de um paciente. Ja´ no
domı´nio agr´ıcola, uma tomada de decisa˜o pode vir a comprometer toda uma produc¸a˜o
ou um replanejamento agr´ıcola de uma maneira geral. A utilizac¸a˜o de predic¸o˜es durante
um processo de diagno´stico e´ de vital importaˆncia pois viabiliza a investigac¸a˜o de
manifestac¸o˜es priorita´rias mesmo que na˜o se tenha informac¸a˜o completa sobre elas de
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modo a selecionar e reduzir hipo´teses. Esta funcionalidade pode ser incorporada no
processo de diagno´stico atrave´s de mecanismos de teoria de decisa˜o.
A teoria de decisa˜o tem um papel importante em va´rias a´reas tais como estat´ıstica,
economia, teoria de jogos, engenharia, medicina entre outros. A motivac¸a˜o dos trabalhos
nesta a´rea e´ baseada em duas aplicac¸o˜es principais: modelagem de agentes e tomada de
decisa˜o. Recentemente, a a´rea de teoria de decisa˜o tem se tornado de grande interesse
na comunidade de Inteligeˆncia Artificial (IA), principalmente na a´rea de modelagem de
agentes inteligentes. Na a´rea de tomada de deciso˜es, a eˆnfase principal em IA esta´ nos
princ´ıpios ba´sicos dos procedimentos para tomada de decisa˜o.
A a´rea de planejamento e controle e´ outra a´rea de aplicac¸a˜o de teoria de decisa˜o. Va´rios
autores teˆm proposto incorporar teoria de decisa˜o dentro do paradigma de planejamento
utilizando modelos cla´ssicos de teoria de decisa˜o, tais como, Processos de Decisa˜o de
Markov (MDP).
Uma decisa˜o importante durante um processo de racioc´ınio cl´ınico e´ o conjunto de
medidas de controle que devem ser adotadas imediatamente apo´s o diagno´stico. Na
medicina, estas medidas referem-se ao tratamento do paciente propriamente dito.
No domı´nio agr´ıcola sa˜o adotadas medidas como: eliminac¸a˜o das plantas hospedeiras
infectadas, aplicac¸a˜o de fungicidas entre outras. Neste domı´nio, as condic¸o˜es ambientais
de temperatura (alta, me´dia, baixa) e umidade relativa do ar (alta, baixa) interferem
diretamente na tomada de deciso˜es para controle de doenc¸as. A tomada de decisa˜o sob
incertezas e´ um problema frequentemente encontrado em aplicac¸o˜es reais. Va´rios crite´rios
de decisa˜o para tomada de decisa˜o considerando incertezas tem sido propostos.
Nesta sec¸a˜o e´ apresentado um breve resumo dos principais mecanismos de tomada
de decisa˜o que sa˜o utilizados em processos de diagno´stico e tratamentos durante um
problema de racioc´ınio cl´ınico.
A teoria de decisa˜o e´ baseada nos axiomas de teoria de probabilidade e utilidade (Savage,
1972). A teoria de probabilidade fornece a infraestrutura para representac¸a˜o de incertezas
e a teoria de utilidade adiciona um conjunto de pr´ıncipios para consisteˆncia entre
crenc¸as, prefereˆncias e deciso˜es. Dentre os me´todos mais tradicionais de representac¸a˜o de
problemas em teoria de decisa˜o tem-se matrizes de payoff (matrizes de retorno), a´rvores
de decisa˜o e diagramas de influeˆncia.
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2.3.1 Matrizes de Retorno
A representac¸a˜o das matrizes de retorno teve sua origem no trabalho de von Neumann e
Morgenstern (1953) em jogos e tornou-se popular por Savage (1972). Esta representac¸a˜o
e´ adequada para problemas onde uma decisa˜o deve ser tomada e existe uma incerteza
comum em todas as ac¸o˜es. Um dos crite´rios de decisa˜o mais utilizados e´ o maximin que
define que para escolher uma alternativa de ac¸a˜o deveria ser considerado o maior payoff
mı´nimo. Por exemplo, suponhamos uma decisa˜o entre duas ac¸o˜es A1 e A2 sobre treˆs
estados (s1, s2, s3) com os respectivos payoffs, conforme apresentado na tabela 2.2.
TABELA 2.2 – Exemplo de matriz de retorno.
Ac¸o˜es/Estados s1 s2 s3
A1 99 30 3
A2 90 60 0
Neste caso, a alternativa A1 deveria ser selecionada em relac¸a˜o a A2, pois seu retorno
mı´nimo (3) e´ maior que o de A2 (0).
Outro crite´rio de decisa˜o e´ maximax, onde a escolha da ac¸a˜o deve se baseasr no retorno
ma´ximo. Suponhamos uma situac¸a˜o onde um produtor agr´ıcola diagnosticou uma doenc¸a
denominada Ferrugem Comum (d3) em sua plantac¸a˜o de milho e precisa decidir sobre a
aplicac¸a˜o de fungicida como uma medida de controle (A1) ou na˜o (A2). A aplicac¸a˜o do
fungicida pode inibir a evoluc¸a˜o da doenc¸a causando impacto na produtividade.
Entretanto, va´rios fatores podem interferir na decisa˜o de aplicar fungicida, tais como:
e´poca do aparecimento dos sintomas, intensidade dos sintomas (incideˆncia/severidade),
taxa de evoluc¸a˜o, condic¸o˜es ambientais e o custo propriamente dito do nu´mero de doses.
Em me´dia, o custo de uma dose de aplicac¸a˜o de fungicida corresponde a 10 sacas/hectare.
E´ va´lido lembrar que a produtividade do produtor e´ medida em nu´mero de sacas/hectare.
Portanto, considerando que o valor da saca seja R$20, 00, o custo da aplicac¸a˜o sera´
de R$200, 00. Caso o produtor decida pela aplicac¸a˜o (A1), existem treˆs consequ¨eˆncias
poss´ıveis: um aumento da produtividade (c1), pequeno aumento da produtividade (c2)
ou nenhuma alterac¸a˜o na produtividade gerando um preju´ızo devido o custo da aplicac¸a˜o
(c3). Caso o produtor decida por na˜o aplicar o fungicida (A2) a produtividade pode na˜o
ter nenhuma alterac¸a˜o (c0). Suponhamos que o produtor tenha os retornos esperados
como apresentado na tabela 2.3.
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TABELA 2.3 – Exemplo de matriz de retorno com aplicac¸a˜o de fungicidas.
Consequeˆncias/Ac¸o˜es A1(R$) A2(R$) Probabilidade de ocorreˆncia
c1 500,00 200,00 0.4
c2 300,00 200,00 0.3
c3 0,00 200,00 0.3
Valores Moneta´rios Esperados(EMV) 290,00 200,00 1.0
O valor moneta´rio esperado (EMV) de A2 e´ R$200, 00, entretanto, o valor EMV de A1 e´
(R$500, 00 ∗ 0.4) + (R$300, 00 ∗ 0.3) + (R$0, 00 ∗ 0.3) = R$290, 00. Sob estes resultados,
a melhor opc¸a˜o para o produtor seria A1, pois, e´ a opc¸a˜o que lhe da´ um maior retorno.
Uma desvantagem da matriz de retorno e´ que cada vez que aumenta o nu´mero de
deciso˜es, isto e´, em problemas de decisa˜o multiesta´gio, uma matriz de retorno requer a
enumerac¸a˜o de todas as estrate´gias poss´ıveis e ca´lculo probabil´ıstico de todas as varia´veis
aleato´rias. Dependendo do tamanho do problema estas duas tarefas podem tornar-se
computacionalmente intrata´veis devido a explosa˜o combinato´ria.
Um me´todo alternativo mais flex´ıvel para representar problemas de decisa˜o multiesta´gio
e´ a a´rvore de decisa˜o.
2.3.2 A´rvores de Decisa˜o
As a´rvores de decisa˜o tambe´m teˆm sua origem no trabalho de von Neumann e
Morgenstern. Uma vantagem da a´rvore de decisa˜o e´ que uma estrate´gia o´tima pode
ser identificada utilizando me´todos de programac¸a˜o dinaˆmica, portanto, na˜o precisando
enumerar todas as estrate´gias poss´ıveis. Raiffa (1970) chama o me´todo de programac¸a˜o
dinaˆmica para a´rvores de decisa˜o de averaging out and folding back.
Na a´rvore de decisa˜o o problema e´ decomposto em no´s e arcos, onde as alternativas de
ac¸o˜es sa˜o os ramos iniciais principais e os outros eventos que podem interferir no problema
de decisa˜o va˜o sendo apresentados nos outros ramos da a´rvore com suas respectivas
probabilidades de ocorreˆncia.
De modo a clarificar a representac¸a˜o por a´rvore de decisa˜o sera´ aplicado o exemplo de
tomada de decisa˜o do produtor de milho (tabela 2.3), conforme Figura 2.2.
No exemplo acima, o EMV de A1 e´ maior que de A2 enta˜o A1 deve ser selecionada
como a melhor opc¸a˜o. A a´rvore de decisa˜o se torna mais interessante quando se tem que
representar mais eventos poss´ıveis interferindo na decisa˜o. Suponhamos um problema
mais complexo, onde o produtor tem que considerar as condic¸o˜es de temperatura. Se as
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Alternativas Probabilidades Cons. Econômicas(R$)        Consequências
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FIGURA 2.2 – Exemplo de a´rvore de decisa˜o.
condic¸o˜es ambientais forem favora´veis (CF) ou na˜o (¬CF ) para evoluc¸a˜o da desordem.
Caso seja positivo (CF), a aplicac¸a˜o do fungicida se torna mais necessa´ria, caso contra´rio
(¬CF ), na˜o necessariamente e´ preciso aplicar fungicida. Na Figura 2.3 esta´ representado
uma nova versa˜o do problema de decisa˜o do produtor de milho considerando as condic¸o˜es
ambientais.
Segundo Shenoy (1992), as a´rvores de decisa˜o teˆm algumas desvantagens embora sejam
mais expressivas e computacionalmente mais eficientes que matrizes de retorno. Na
representac¸a˜o das a´rvores de decisa˜o e´ necessa´rio representar todas as ac¸o˜es e eventos,
portanto, em alguns problemas as a´rvores de decisa˜o crescem muito rapidamente. Por
exemplo, um problema de decisa˜o com n esta´gios ou estados com m escolhas ou eventos
tem no mı´nimo mn consequeˆncias (no´s folha). Outra desvantagem em a´rvore de decisa˜o e´
que as probabilidades dos eventos podem na˜o estar dispon´ıvel na forma necessa´ria. Nestes
casos, e´ necessa´rio calcular estas probabilidades a partir das probabilidades dispon´ıveis
atrave´s das leis da teoria de probabilidade. Esta e´ o maior desvantagem da a´rvore de
decisa˜o. Elas deveriam separar claramente a representac¸a˜o do problema de sua soluc¸a˜o.
A`rvores de decisa˜o misturam estas duas tarefas tornando d´ıficil sua automatizac¸a˜o.
Uma terceira desvantagem da a´rvore de decisa˜o e´ que sua representac¸a˜o demanda uma
distribuic¸a˜o de probabilidade condicional para cada varia´vel randoˆmica. Esta demanda
frequentemente necessita de operac¸o˜es de diviso˜es (no processamento de probabilidades)
que podem na˜o ser necessa´rias o que torna a soluc¸a˜o de a´rvores de decisa˜o ineficientes.
Diagramas de Influeˆncia foram inicialmente propostos como alternativa ou complementar
a`s a´rvores de decisa˜o para representar problemas de decisa˜o (Shenoy, 1992).
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FIGURA 2.3 – Exemplo de a´rvore de decisa˜o.
2.3.3 Diagramas de Influeˆncia
Nas u´ltimas de´cadas, segundo Henrion e Horvitz (1992), os diagramas de influeˆncia teˆm
se tornado mais populares como me´todos para representac¸a˜o de problemas de decisa˜o
por na˜o apresentar algumas das desvantagens das a´rvores de decisa˜o. Nos diagramas
de influeˆncia, as ac¸o˜es e os eventos na˜o sa˜o representados graficamente, portanto, na˜o
crescem ta˜o rapidamente como as a´rvores de decisa˜o. As probabilidades condicionais
nos diagramas de influeˆncia podem ser calculadas diretamente sem ter que calcular as
probabilidades posteriores. O ca´lculo das probabilidades posteriores faz parte do processo
de soluc¸a˜o dos diagramas de influeˆncia. Embora este processo seja mais complexo
que o processo de soluc¸a˜o das a´rvores de decisa˜o, este processo pode ser facilmente
automatizado (Shenoy, 1992).
Na Figura 2.4, esta´ apresentado um diagrama de influeˆncia correspondente a parte
apresentada na Figura 2.1. O diagrama de influeˆncia pode ser visto como um grafo ac´ıclico
direcionado. Os arcos denotam influeˆncias representando relac¸o˜es causais incertas. O
diagrama de influeˆncia inclui um modelo de custo expl´ıcito para relac¸o˜es causais incertas.
Os losaˆngos representam os no´s de valor, os retaˆngulos representam os no´s de decisa˜o e
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os no´s de probabilidade sa˜o representados por figuras ovais. Os no´s de valor e decisa˜o
diferenciam diagramas de influeˆncia das redes de crenc¸a, que e´ um diagrama de influeˆncia
que conte´m somente no´s de probabilidade. As redes de crenc¸a permitem executar a
infereˆncia probabil´ıstica, entretanto, na˜o permitem avaliac¸a˜o de deciso˜es ou modelos de
utilidade.
m1 m2 mn
PHYTO Lab test
desordem ou doença
 di
Tratamento Tj?
Evolução
da
Desordem
Custo do
Tratamento
Rede de custo
Severidade da
desordem
FIGURA 2.4 – Diagrama de Influeˆncias.
Neste cap´ıtulo foram apresentadas as principais te´cnicas em IA e TD para tomada
de decisa˜o diagno´stica e terapeˆutica, respectivamente. Embora estas duas a´reas sejam
baseadas em pr´ıncipios diferentes, elas tem como objetivo comum suportar o processo
de racioc´ınio e tomada de decisa˜o de especialistas humanos. No pro´ximo cap´ıtulo sera˜o
detalhados alguns conceitos ba´sicos de abduc¸a˜o que sera˜o utilizados posteriormente no
modelo proposto no cap´ıtulo 4 para suportar tanto as tarefas de tomada de decisa˜o
diagno´stica quanto terapeˆutica de um processo de racioc´ınio cl´ınico.
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CAPI´TULO 3
MODELOS ABDUTIVOS
Este cap´ıtulo descreve sobre aspectos conceituais do mecanismo de infereˆncia abdutivo
que sera´ utilizado como fundamento teo´rico para o modelo proposto no pro´ximo cap´ıtulo.
Primeiramente, na sec¸a˜o 3.1, sa˜o discutidos resumidamente os 3 tipos de definic¸o˜es
mais comuns de infereˆncia abdutiva: abordagem baseada em lo´gica, abordagem de
cobertura por conjuntos e abordagem probabil´ıstica. Na sec¸a˜o 3.2, sa˜o apresentados
os conceitos ba´sicos da Teoria das Coberturas Parcimoniosas (TCP) como base teo´rica
para a abordagem de cobertura por conjuntos, bem como suas limitac¸o˜es e extenso˜es
propostas por outros autores. Na sec¸a˜o 3.3 sa˜o apresentadas algumas definic¸o˜es ba´sicas
da TCP temporal/catego´rica nebulosa que sera˜o utilizadas na Teoria das Coberturas
Nebulosas proposta no cap´ıtulo 4.
3.1 Ambiente Abdutivo
Em IA, tal como descrito em MCIlraith (1998), abduc¸a˜o e´ definida como infereˆncia para
a melhor explicac¸a˜o, sem confirmac¸a˜o subsequente.
No escopo de IA, existem 3 abordagens principais de infereˆncia abdutiva que diferem em
suas definic¸o˜es no que constitui uma explicac¸a˜o abdutiva e, consequentemente, no que
constitui uma melhor explicac¸a˜o (MCIlraith, 1998):
• abordagem baseada em lo´gica (logic-based account);
• abordagem de cobertura por conjuntos (set-covering account);
• abordagem probabil´ıstica (probabilistic account).
A principal definic¸a˜o de infereˆncia abdutiva e´ a caracterizac¸a˜o baseada em lo´gica
de abduc¸a˜o como uma teoria. Dada uma teoria e uma observac¸a˜o, uma infereˆncia
abdutiva conjectura uma ou mais explicac¸o˜es para a observac¸a˜o a partir da teoria.
Cada explicac¸a˜o deve ser consistente com a teoria e a melhor explicac¸a˜o depende do
domı´nio da aplicac¸a˜o. Geralmente, alguma noc¸a˜o de minimalidade e simplicidade deve
ser incorporada nos crite´rios de prefereˆncia. Um ponto importante na infereˆncia abdutiva
e´ que ela pode ser uma explicac¸a˜o consistente com a teoria em um determinado momento
t e tornar-se inconsistente quando novas observac¸o˜es sa˜o adicionadas. As definic¸oes 3.1 e
3.2 contemplam a descric¸a˜o formal de um ambiente abdutivo gene´rico, conforme descrito
em MCIlraith (1998).
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Definic¸a˜o 3.1 Um ambiente abdutivo gene´rico e´ uma dupla (Σ, ξ), onde Σ e´ uma teoria
e ξ e´ um conjunto do qual explicac¸o˜es sa˜o retiradas. Os elementos de ξ sa˜o a`s vezes
referenciados como abdut´ıveis.
Definic¸a˜o 3.2 Explicac¸a˜o abdutiva - dado um ambiente abdutivo (Σ, ξ) e uma
observac¸a˜o O, E ∈ξ e´ uma explicac¸a˜o abdutiva para O sse Σ ∪ E |= O e Σ ∪ E e´
consistente.
Alguns pesquisadores tem investigado as propriedades da infereˆncia abdutiva para
uma classe de teorias restrita sintaticamente, referenciada na literatura como teorias
causais (ou em alguns casos como teoria de falhas)(MCIlraith, 1998). Embora limitado,
o ambiente abdutivo causal e´ suficiente para algumas aplicac¸o˜es como na a´rea de
diagno´stico. Este tipo de infereˆncia abdutiva caracteriza a abordagem de cobertura
por conjuntos.
Esta abordagem e´ melhor representada pela Teoria de Coberturas Parcimoniosas (TCP)
que utiliza redes causais para representar o relacionamento entre desordens (explicac¸o˜es
potenciais) e manifestac¸o˜es (observac¸o˜es potenciais). A partir de uma observac¸a˜o (uma
ou mais manifestac¸o˜es), a TCP infere explicac¸o˜es que contemplam aquela observac¸a˜o
segundo algum crite´rio de cobertura ou parcimoˆnia.
Formalmente, seja λ uma linguagem proposicional padra˜o. Tem-se as seguintes definic¸o˜es
para um ambiente abdutivo causal.
Definic¸a˜o 3.3 O ambiente abdutivo causal e´ uma tripla (C,E,Σ) onde: C (um
conjunto de sentenc¸as atoˆmicas de λ) e´ o conjunto de causas; E (um conjunto de
sentenc¸as atoˆmicas de λ) e´ o conjunto de efeitos que sa˜o observados e cujas causas
sa˜o procuradas como explicac¸o˜es; Σ, e´ a teoria causal.
Definic¸a˜o 3.4 Dado um ambiente causal (C,E,Σ), uma explicac¸a˜o abdutiva para O,
uma conjunc¸a˜o de literais a partir dos E, e´ K, uma conjunc¸a˜o de literais a partir das C,
tal que Σ ∪K |= O e Σ ∪K e´ consistente.
O ambiente abdutivo causal difere do gene´rico baseado em lo´gica na˜o somente pela
restric¸a˜o sinta´tica em Σ, mas tambe´m pelo conjunto de efeitos E a partir do qual todas
as observac¸o˜es O sa˜o retiradas. O conjunto de causas C corresponde ao ξ do ambiente
gene´rico.
Uma desvantagem potencial da abordagem baseada em lo´gica, bem como da abordagem
de cobertura por conjuntos para abduc¸a˜o, e´ que elas podem gerar um nu´mero muito
grande de explicac¸o˜es.
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A abordagem probabil´ıstica para abduc¸a˜o ataca este problema atrave´s da integrac¸a˜o
de redes causais com alguma noc¸a˜o de plausibilidade. A TCP tem sido estendida para
incorporar noc¸o˜es de plausibilidade definido como modelo causal probabil´ıstico conforme
descrito em Peng e Reggia (1990).
Informalmente, a abduc¸a˜o e´ um forma de racioc´ınio hipote´tico que ajuda na carac-
terizac¸a˜o de va´rias tarefas de racioc´ınio humano. Embora a abduc¸a˜o tenha sido mais
empregada na a´rea de diagno´stico por pesquisadores de IA, este mecanismo de infereˆncia
tambe´m tem sido aplicado em outros domı´nios, tais como, processamento de imagens,
reconhecimento de padro˜es, entendimento da linguagem natural e atualizac¸a˜o de base de
dados (MCIlraith, 1998).
Para ilustrar a aplicac¸a˜o de infereˆncia abdutiva no domı´nio de diagno´stico, tem-se que
a teoria Σ pode ser criada para representar as desordens e as manifestac¸o˜es que elas
causam. A partir de um conjunto de observac¸o˜es (manifestac¸o˜es presentes), utilizando
o mecanismo de infereˆncia abdutiva, pode-se obter as desordens que explicam aquelas
observac¸o˜es.
Neste trabalho, e´ apresentado um modelo em que a infereˆncia abdutiva ale´m de ser
aplicada para tarefas de diagno´stico, tambe´m pode ser aplicada para tarefas de tomada
de decisa˜o em tratamentos e testes durante o processo de racioc´ınio cl´ınico. No escopo de
tratamentos, a teoria pode ser criada para representar os tratamentos e as desordens que
eles controlam. A partir de um conjunto de explicac¸o˜es para um diagno´stico, utilizando
o mecanismo de infereˆncia abdutiva, pode-se obter os tratamentos indicados para tais
desordens.
Antes de apresentar o modelo propriamente dito, sera˜o apresentados alguns fundamentos
da TCP que sa˜o importantes para o entendimento do modelo proposto no pro´ximo
cap´ıtulo.
3.2 Teoria das Coberturas Parcimoniosas (TCP)
A TCP e´ um modelo formal de infereˆncia de diagno´stico para os modelos abdutivos
baseados em associac¸o˜es (Peng e Reggia, 1990). A TCP e´ uma tentativa de formalizar o
racioc´ınio de diagno´stico, com a vantagem que o conhecimento do domı´nio, as heur´ısticas
do domı´nio e a metodologia de resoluc¸a˜o do problema de diagno´stico geral sa˜o separados
claramente um do outro.
A versa˜o ba´sica da TCP define o conhecimento do domı´nio como um conjunto de
desordens (causas), um conjunto de manifestac¸o˜es (efeitos) e uma relac¸a˜o causal entre
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desordens e manifestac¸o˜es. A relac¸a˜o causal associa cada desordem com as manifestac¸o˜es
que ela pode causar. Se uma ou mais destas manifestac¸o˜es esta˜o presentes em um caso,
enta˜o a desordem pode ser usada para explicar estas manifestac¸o˜es.
Um problema de diagno´stico particular e´ definido por um conjunto de manifestac¸o˜es que
sa˜o observadas em um paciente e a soluc¸a˜o para aquele problema consiste em encontrar
um conjunto de desordens que explica o conjunto de manifestac¸o˜es presentes.
O conhecimento associativo usado em problemas de diagno´stico gerais podem envolver
estados intermedia´rios e cadeias de arcos causais. Por exemplo, usualmente no diagno´stico
de falhas em sate´lite e´ necessa´rio representar a relac¸a˜o causal entre os equipamentos
e as falhas que eles podem causar bem como as falhas que os componentes de cada
equipamento podem causar. Entretanto, estes problemas que envolvem hierarquias de
arcos causais sa˜o muito extensos e complexos (Peng e Reggia, 1990).
Neste trabalho esta´ sendo considerada a versa˜o simplificada da TCP, onde o problema de
diagno´stico e´ restrito apenas a`s entidades desordens e manifestac¸o˜es, e as relac¸o˜es causais
entre estes dois tipos de entidades. Os estados intermedia´rios (patolo´gicos ou s´ındromes)
sa˜o desconsiderados.
3.2.1 Formulac¸a˜o do Problema de Diagno´stico
A TCP utiliza-se de dois conjuntos finitos que definem o escopo de problemas de
diagno´stico (veja Figura 3.1).
D d1 d2 d4 d5d3
M m1 m2 m3 m4 m5
FIGURA 3.1 – Modelo de uma rede causal em TCP.
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O conhecimento do domı´nio e´ representado por um conjunto de desordens D, um conjunto
de manifestac¸o˜es M e uma relac¸a˜o causal C ⊆ D ×M . Um associac¸a˜o < di,mj > em
C significa que di pode causar diretamente mj. Portanto, os conjuntos D, M e C juntos
constituem a base de conhecimento KB de um problema de diagno´stico. Formalmente,
uma base de conhecimento e´ definida como uma tripla KB =< D,M,C >.
Para completar a formulac¸a˜o do problema necessita-se de um caso particular. Utiliza-se
M+ como um subconjunto de M para denotar o conjunto de manifestac¸o˜es presentes,
isto e´, as manifestac¸o˜es conhecidas para um determinado caso.
A partir das ide´ias acima, define-se formalmente um problema de diagno´stico.
Definic¸a˜o 3.5 Um problema de diagno´stico P e´ definido como um par <KB,CA> em
que:
• KB =< D,M,C > e´ a base de conhecimento composta por:
– D = {d1, d2, ..., dn} que e´ um conjunto finito, na˜o vazio, de elementos
denominados desordens;
– M = {m1,m2, ...,mk} que e´ um conjunto finito, na˜o vazio, de
elementos denominados manifestac¸o˜es;
– C ⊆ D ×M que e´ uma relac¸a˜o causal;
• CA =< M+ > e´ o caso, e M+ ⊆M e´ o conjunto de manifestac¸o˜es presentes
no caso.
Pela definic¸a˜o, os conjuntos D, M, C juntos especificam o ambiente do problema em
que o processo de diagno´stico e´ conduzido. Por exemplo, para o problema simples de
diagno´stico da Figura 3.1, D e´ o conjunto formado por cinco desordens d1, d2,..., d5,
enquanto M por cinco manifestac¸o˜es m1, m2,..., m5. O produto cartesiano D ×M , na
definic¸a˜o 3.5, representa um conjunto de pares < di,mj > para cada desordem distinta
di em D e para cada manifestac¸a˜o distinta mj em M. Para o problema da Figura 3.1, ha´
no total 5×5 = 25 pares em D×M . A relac¸a˜o C e´ tipicamente um pequeno subconjunto
de D ×M , conforme ilustrado na Figura 3.1. Por exemplo, d1 e m1 esta˜o casualmente
associados, o que na˜o ocorre com d1 e m3. Assim, < d1,m1 > pertence a C, o que na˜o
e´ o caso de < d1,m3 >. Na Figura 3.1, ha´ dez pares do tipo desordem-manifestac¸a˜o na
relac¸a˜o C.
A informac¸a˜o sobre um caso particular e´ descrita por um conjunto de manifestac¸o˜es M+
que um indiv´ıduo (p.ex., uma planta ou um paciente) apresenta em um dado per´ıodo
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de tempo (ao contra´rio de D, M e C, M+ e´ o conhecimento de um caso espec´ıfico ou
instaˆncia). Este conjunto corresponde a entrada de um sistema baseado em conhecimento.
Um problema de diagno´stico particular e´ definido por uma base de conhecimento descrita
pelos conjuntos D, M e C, e pelas informac¸o˜es descritas em M+.
Na definic¸a˜o do problema acima, e´ importante ressaltar que na˜o ha´ nenhuma restric¸a˜o na
relac¸a˜o causal C, e na entrada do problemaM+: qualquer desordem pode estar associada
potencialmente a qualquer manifestac¸a˜o, e qualquer manifestac¸a˜o pode pertencer a` M+.
Para um problema de diagno´stico P, e´ conveniente e u´til definir os conjuntos ou func¸o˜es
baseadas na relac¸a˜o C:
Definic¸a˜o 3.6 Para todo di ∈ D e mj ∈M num problema de diagno´stico P,
• efeitos(di) = {mj| < di,mj >∈ C}, o conjunto dos elementos diretamente
causados por di;
• causas(mj) = {di| < di,mj >∈ C}, o conjunto dos elementos que podem
diretamente causar mj.
Os conjuntos definidos acima podem facilmente ser generalizados de desordens e
manifestac¸o˜es individualmente para conjuntos de desordens e manifestac¸o˜es conforme
apresentado a seguir.
Definic¸a˜o 3.7 Para todo DL ⊆ D e MJ ⊆M num problema de diagno´stico P,
• efeitos(DL) =
⋃
di∈DL efeitos(di),e
• causas(MJ) =
⋃
mj∈MJ causas(mj).
Assim, os efeitos de um conjunto de desordens sa˜o apenas a unia˜o dos efeitos individuais
de cada desordem do conjunto. Por exemplo, no problema de diagno´stico apresentado na
Figura 3.1 tem-se:
efeitos(d1) = {m1,m2,m4}, efeitos(d4) = {m3,m5},
causas(m4) = {d1, d2, d3, d5} e causas(m5) = {d4, d5}.
Assim,
efeitos(d1, d4) = {m1,m2,m3,m4,m5} e causas(m4,m5) = {d1, d2, d3, d4, d5}.
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3.2.2 Soluc¸o˜es para o Problema de Diagno´stico
Uma vez caracterizado os problemas de diagno´stico, caracteriza-se agora suas soluc¸o˜es.
Para isto, define-se a noc¸a˜o de ”cobertura”, conforme descrito a seguir.
Definic¸a˜o 3.8 O conjunto DL ⊆ D e´ dito ser uma cobertura de MJ ⊆ M se
MJ ⊆ efeitos(DL).
Baseado na noc¸a˜o de ”cobertura”, que formaliza o termo impreciso ”causalmente explica”,
define-se o conceito de explicac¸a˜o diagno´stica.
Definic¸a˜o 3.9 Um conjunto E ⊆ D e´ dito ser uma explicac¸a˜o para M+ para um
problema de diagno´stico, se somente se, E cobre M+ e satifaz um certo crite´rio de
parcimoˆnia.
Os crite´rios de parcimoˆnia mais comuns esta˜o descritos a seguir:
• Uma cobertura DL deMJ e´ dita sermı´nima se sua cardinalidade for a menor
de todas as coberturas de MJ .
• Uma cobertura DL de MJ e´ dita ser irredundante se nenhum de seus
subconjuntos pro´prios for tambe´m uma cobertura de MJ ; caso contra´rio a
cobertura e´ dita ser redundante.
• Uma cobertura DL de MJ e´ dita ser relevante se for um subconjunto de
causas(MJ); caso contra´rio, a cobertura e´ dita ser irrelevante.
Ha´ outros crite´rios de cobertura poss´ıveis. Entretanto, por razo˜es conceituais, a
irredundaˆncia e´ a escolha prefer`ıvel. O principal motivo e´ que atrave´s do conjunto de
todas as coberturas irredundantes e´ poss´ıvel gerar todas as coberturas. Assim, a na˜o ser
que se afirme ao contra´rio, no escopo deste trabalho quando se falar de coberutra ou
explicac¸a˜o parcimoniosa, estar-se-a´ se referindo a uma cobertura irredundante.
Em diversos problemas de diagno´stico, tal como ocorrem na medicina e na fitopatologia,
o diagnosticador esta´ geralmente interessado em conhecer todas as explicac¸o˜es plaus´ıveis
para um caso. Estas explicac¸o˜es, como alternativas, podem interferir no andamento das
ac¸o˜es a serem tomadas pelo diagnosticador. Este fato conduz a´ seguinte definic¸a˜o de
soluc¸a˜o do problema:
Definic¸a˜o 3.10 A soluc¸a˜o de um problema de diagno´stico P =< KB,CA >,
denotado por Sol(P ), e´ o conjunto de todas as explicac¸o˜es para M+.
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Considerando o exemplo da Figura 3.1, tem-se 2d o nu´mero de subconjuntos que pode
ser gerado a partir de D = {d1, d2, d3, d4, d5} onde |D| = 5. Para M+ = {m1,m2,m3}
tem-se que {d1, d4} e´ um cobertura mı´nima. Se for considerado {d2, d3, d4} ale´m de
{d1, d4} tem-se as u´nicas coberturas irredundantes de M+. Portanto, as duas coberturas
irredundantes {d1, d4} e {d2, d3, d4} sa˜o as u´nicas explicac¸o˜es plaus´ıveis, isto e´, constituem
a soluc¸a˜o do problema.
Ale´m dessas duas, existem mais 3 coberturas relevantes {d1, d4, d2}, {d1, d4, d3} e
{d1, d2, d3, d4}, geradas pela adic¸a˜o das desordens extras nas coberturas irredundantes.
Desde que a desordem d5 e´ casualmente irrelevante para M
+, adicionando d5 para
qualquer cobertura relevante resulta em uma cobertura irrelevante. Assim existe um
total de 10 coberturas, em que 5 sa˜o irrelevantes. Os outros 22 subconjuntos restantes
de D na˜o sa˜o coberturas (como por exemplo ({}, {d1}, {d2, d4}, etc...).
Esta ferramenta separa claramente o conhecimento do domı´nio (conjuntos M, D e relac¸a˜o
C), o papel do racioc´ınio de diagno´stico geral (crite´rio de parcimoˆnia e a definic¸a˜o da
cobertura), e heur´ısticas do domı´nio diferentemente dos sistemas baseados em regras.
As incertezas tambe´m devem ser representadas para o sucesso de um problema de
diagno´stico. Em Peng e Reggia (1990), a teoria de probabilidade e´ integrada a TCP
para modelar estas incertezas gerando o que e´ denominado pelos autores de modelo
causal probabil´ıstico.
Neste modelo, uma probabilidade anterior pi e´ associada com cada desordem di. Cada
relac¸a˜o causal < di,mj > tem associada uma forc¸a causal cij que representa a frequeˆncia
que di causa mj. Assim, o grau de verossimilhanc¸a L(DI ,M
+) de qualquer explicac¸a˜o
abdutiva potencial dada a presenc¸a de M+ pode ser calculada atrave´s dos p′is e c
′
ijs
relevantes. Embora o modelo causal probabil´ıstico ter sido desenvolvido para a versa˜o
ba´sica do TCP, ele tem sido estendido por outros pesquisadores para ser aplicado em
redes causais com estados intermedia´rios.
3.2.3 Algoritmos
Basicamente, existem duas abordagens para o desenvolvimento de algoritmos em TCP
dependendo da forma em que o conjunto M+ e´ apresentado. O conjunto pode ser
apresentado na˜o interativamente ou interativamente.
A primeira abordagem parece mais apropriada em situac¸o˜es que se pode monitorar
todas as manifestac¸o˜es poss´ıveis. Na segunda abordagem, as observac¸o˜es em M+ sa˜o
apresentadas uma de cada vez como respostas as questo˜es do sistema de diagno´stico.
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Esta abordagem parece mais adequada em situac¸o˜es onde o custo para se obter todas
observac¸o˜es e´ muito alto.
Os algoritmos tambe´m podem diferir pelo crite´rio de parcimoˆnia utilizado para definir
uma explicac¸a˜o: irredundaˆncia ou cardinalidade mı´nima. Peng e Reggia (1990) apresen-
tam dois algoritmos que utilizam cardinalidade mı´nima como crite´rio de parcimoˆnia:
HT, uma algoritmo interativo e SOLVE um algoritmo na˜o interativo. Em Peng e Reggia
(1990) tambe´m e´ apresentado o algoritmo BIPARTITE que usa irredundaˆncia como
crite´rio de parcimoˆnia e que sera´ utilizado como nu´cleo dos algoritmos para suportar o
novo modelo proposto no trabalho corrente.
O BIPARTITE utiliza uma a´lgebra de geradores, uma representac¸a˜o compacta de
explicac¸o˜es alternativas para o caso. Algumas definic¸o˜es ba´sicas das operac¸o˜es que
compo˜em a a´lgebra de geradores sera˜o apresentadas, entretanto, maiores detalhes podem
ser encontrados em Peng e Reggia (1990).
Se g1, g2, g3, ...gm sa˜o subconjuntos disjuntos dois a dois e na˜o vazios de D, enta˜o GI =
{g1, g2, g3, ...gm} e´ um gerador, e a classe gerada por GI e´ [GI ] = {{d1, d2, d3, ...dm}|di ∈
gi}. G = {G1, G2, G3, ...Gn} e´ um conjunto gerador se cada GI e´ um gerador, e
[GI ]
⋂
[GJ ] = ∅.
As operac¸o˜es res, div, augres e revise sa˜o definidas onde G e Q sa˜o conjunto geradores,
GI ∈ G e QJ ∈ Q sa˜o geradores, SD ⊆ D e´ um conjunto de desordens, e qj ∈ QJ e´
tambe´m um conjunto de desordens. De maneira a explicar melhor as operac¸o˜es acima,
estas sera˜o apresentadas em termos de um conjunto de explicac¸o˜es para um problema de
diagno´stico.
Dado um conjunto de explicac¸o˜es para um conjunto de manifestac¸o˜es (M+), representada
como um conjunto gerador, e as desordens evocadas por uma nova manifestac¸a˜o m,
representada como um conjunto de desordens, o operador div retorna as explicac¸o˜es da
original M+ que tambe´m podem explicar a nova manifestac¸a˜o m.
div(G,SD) =
⋃
GI∈G
div(GI , SD)
div(GI , SD) = {Qk|Qk = {qk1, qk2, ..., qkn}}
onde,
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qkj ={ gj − SD se j < k;gj ∩ SD se j = k;
gj se j > k
A operac¸a˜o res e´ o dual de div, dado um conjunto de explicac¸o˜es M+ e as desordens
evocadas pela nova manifestac¸a˜o m, o operador res retorna as explicac¸o˜es de M+ que
na˜o explicam a nova manifestac¸a˜o m.
res(G,SD) =
⋃
GI∈G res(GI , SD)
res(GI , SD) ={ {{g1 − SD, ..., gn − SD}} se gi − SD 6= ∅, 1 ≤ i ≤ n∅ cc
As operac¸o˜es div e res sa˜o estendidas para trabalhar com conjuntos de conjuntos de
desordens (geradores e conjuntos geradores) como seu segundo argumento.
div(G,QJ) =
⋃
GI∈G div(GI , QJ)
div(GI , QJ) ={ {GI} se QJ = ∅
div(div(GI , qj), QJ − {qj})
res(G,Q) ={ G se Q = ∅
res(res(G,QJ), Q− {QJ})
res(G,QJ) =
⋃
GI∈G res(GI , QJ)
res(GI , QJ) ={ ∅ se Q = ∅
res(GI , qj) ∪ res(div(GI , qj), QJ − {qj}) cc
O operador augres e´ uma modificac¸a˜o do operador res que ao inve´s de retornar o conjunto
de explicac¸o˜es de M+, que na˜o explicam uma nova manifestac¸a˜o m, adiciona novas
desordens para o conjunto de explicac¸o˜es que explica M+ ∪ {m}.
augres(G,SD) =
⋃
GI∈G augres(GI , SD)
augres(GI , SD) ={ {{g1 − SD, ..., gn − SD, A}} se gi − SD 6= ∅, A 6= ∅∅ cc
onde,
A = SD −
n⋃
i=1
gi
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Portanto, dado um conjunto de explicac¸o˜es deM+ e um conjunto de desordens evocadas
por uma nova manifestac¸a˜o m, o conjunto de explicac¸o˜es M+ ∪ {m} pode ser obtido da
combinac¸a˜o dos operadores div e augres em uma operac¸a˜o denominada revise:
revise(G,SD) = Q ∩ res(Q′, Q), onde Q = div(G,SD) e Q′ = augres(G,SD)
O algoritmo BIPARTITE, aqui denominado BIPARTIDO, trabalha de forma sequencial
e construtiva. A rede causal do problema de diagno´stico definida na sec¸a˜o 3.2.1 pode
ser vista como um grafo bipartido e da´ı a origem do nome do algoritmo. O algoritmo
BIPARTIDO representa suas tentativas de soluc¸a˜o (explicac¸o˜es) e soluc¸a˜o final na forma
de conjunto gerador e se baseia nas operac¸o˜es div, res e augres apresentadas acima.
A func¸a˜o revise que e´ o nu´cleo do algoritmo e´ definida para construir as novas hipo´teses
atrave´s das hipo´teses existentes e das desordens evocadas pela nova manifestac¸a˜o,
conforme descrito abaixo.
function BIPARTIDO(D,M,C)
variables
mnova: manifestation;
hipoteses: generator-set;
begin
hipoteses={ };
while Maismanifs do
mnova=Proxman;
hipoteses=revise(hipoteses,causas(mnova));
endwhile;
return hipoteses;
end.
3.2.4 Limitac¸o˜es e Extenso˜es da TCP
Embora a TCP seja uma ferramenta simples e poderosa para racioc´ınio de diagno´stico,
o modelo original tem algumas limitac¸o˜es (Peng e Reggia, 1990). Uma de suas limitac¸o˜es
e´ para representar formas mais complexas de relacionamento causal entre desordens e
manifestac¸o˜es. Por exemplo, a TCP assume que as manifestac¸o˜es de duas desordens
na˜o interferem uma na outra. Na˜o e´ poss´ıvel representar a interfereˆncia da presenc¸a
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de uma desordem nas manifestac¸o˜es de outra desordem, ou que se duas desordens
ocorrem simultaneamente pode acontecer uma manifestac¸a˜o na˜o prevista em uma dessas
desordens isoladamente.
Outro problema da TCP e´ que a soluc¸a˜o de um problema tende a ter muitas explicac¸o˜es
alternativas. Irredundaˆncia como crite´rio de parcimoˆnia e´ muito fraco para reduzir
significativamente o nu´mero de explicac¸o˜es alternativas. Uma abordagem para reduzir
o tamanho da soluc¸a˜o do problema de diagno´stico e´ adicionar informac¸a˜o probabil´ıstica
na relac¸a˜o causal como apresentado em Peng e Reggia (1990).
No entanto, este conceito pode ser visto de uma maneira mais geral, como na modelagem
de incerteza que pode ser feita pela utilizac¸a˜o da teoria de probabilidade, da teoria de
possibilidades ou da teoria de Dempster-Shafer e fatores de certeza. O conhecimento
de incerteza (usualmente, em forma nume´rica em sistemas de diagno´stico baseados em
conhecimento) especifica a forc¸a das associac¸o˜es e quantifica as evideˆncias individuais
dos casos. A incerteza pode ser representada diretamente atrave´s de nu´meros de dentro
da modelagem de incerteza ou na forma simbo´lica na˜o-nume´rica (”muito comum”,
”moderado”, ”muito raro”, etc.), termos estes que podem ser tratados como tal, no que
se chama atualmente de ”computing with word”ou traduzidos em nu´meros.
Outra soluc¸a˜o para reduzir o tamanho da soluc¸a˜o do problema de diagno´stico e´ usar
heur´ısticas espec´ıficas do domı´nio que ajudam a selecionar dentro de um subconjunto de
explicac¸o˜es irredundantes as mais plaus´ıveis e, consequentemente, gerando uma soluc¸a˜o
mais eficiente.
Va´rios autores teˆm investigado tanto a teoria quanto a implementac¸a˜o da teoria da
diagnose e proposto outros modelos. Lucas (1996) permite representar va´rios tipos de
interac¸o˜es que na˜o sa˜o poss´ıveis na TCP original.
Dubois e Prade (1995) propo˜em uma extensa˜o possibilista a` TCP para modelar as
incertezas. Wainer e Rezende (1997) propo˜em uma extensa˜o temporal a` TCP de modo
que informac¸o˜es catego´rica e temporal possam ser incorporadas na base de conhecimento.
A informac¸a˜o temporal permite representar a evoluc¸a˜o esperada das manifestac¸o˜es
causadas por determinada desordem. A informac¸a˜o catego´rica permite distinguir entre
manifestac¸o˜es que sa˜o somente poss´ıveis daquelas que sa˜o necessa´rias durante a evoluc¸a˜o
de uma desordem.
O trabalho de Wainer e Sandri (1998) mostra que melhor do que representar informac¸a˜o
temporal como intervalos bem definidos (crisp) e´ representa´-los como intervalos nebu-
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losos. Na sec¸a˜o 3.3 sera˜o apresentados os conceitos de extensa˜o nebulosa a` TCP propostos
em Wainer e Sandri (1998) que posteriormente sera˜o utilizados no cap´ıtulo 4.
No apeˆndice A sa˜o introduzidas algumas definic¸o˜es ba´sicas de conjuntos nebulosos e
teoria de possibilidades que sera˜o utilizadas na pro´xima sec¸a˜o e no decorrer dos pro´ximos
cap´ıtulos.
3.3 Extensa˜o Nebulosa a` TCP Temporal
A representac¸a˜o da informac¸a˜o temporal proposta em Wainer e Rezende (1997) e´ feita
atrave´s de um grafo Gl =< Vl, Al > para cada desordem dl no qual os no´s Vl representam
as manifestac¸o˜es e os arcos Al a precedeˆncia temporal. A informac¸a˜o quantitativa sobre
a durac¸a˜o de uma dada manifestac¸a˜o esta´ associada com seu no´ correspondente e a
informac¸a˜o quantitativa relacionada ao tempo entre o in´ıcio de duas manifestac¸o˜es
esta´ associada com o arco correspondente. A informac¸a˜o quantitativa e´ modelada por
intervalos I = [I−, I+] definidos em uma escala de tempo onde I− e I+ sa˜o pontos
extremos do intervalo I. A Figura 3.2 ilustra o grafo associado com uma desordem
di. Neste exemplo, a manifestac¸a˜o m2 ocorre de ”24 a 48 horas” apo´s a ocorreˆncia da
manifestac¸a˜o m1, a manifestac¸a˜o m3 ocorre de ”36 a 48 horas” apo´s a ocorreˆncia da
manifestac¸a˜o m2 e assim sucessivamente.
m1
1
m2 m3
m4
[24,48] [36,48]
[48,72]
FIGURA 3.2 – Modelo de um grafo temporal associado a uma desordem.
O trabalho de Wainer e Sandri (1998) mostra que melhor do que representar infor-
mac¸a˜o temporal como intervalos bem definidos (crisp) e´ representa´-los como intervalos
nebulosos. Na maioria dos domı´nios, as restric¸o˜es temporais no modelo usualmente
representam o conhecimento acumulado destes intervalos para um grande nu´mero de
casos.
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Cada um desses pedac¸os de informac¸a˜o temporal pode ser modelado como um intervalo
bem definido, entretanto, estes intervalos podem ser muito pequenos para conter casos
falsos ou muito grandes para conter informac¸a˜o u´til. Intervalos nebulosos podem auxiliar
a definir melhor os casos t´ıpicos e poss´ıveis de um determinado domı´nio.
Por exemplo, seja d1 uma doenc¸a na qual o sintoma m1 ocorre ’por volta de 24 a 48
horas’ antes do sintoma m2 como representado na Figura 3.2. Seja um caso X onde o
sintomam1 precedeu o sintomam2 ’por volta de 21 horas’. Em um sistema automatizado
em que o intervalo fosse modelado por I = [24, 48], d1 seria descartado para este caso.
Entretanto, isto na˜o deveria acontecer em certos domı´nios. Seja agora um intervalo I1
mais amplo tal como [21, 52] para modelar ’por volta de 24 a 48 horas’ para d1 e um
intervalo I2 = [18, 26] usado para modelar ’por volta de 20 a 24 horas’ entre m1 e
m2 em d2. O sistema na˜o perceberia que d2 e´ uma melhor explicac¸a˜o para X do que d1.
Entretanto, isto na˜o deveria acontecer se intervalos nebulosos fossem usados para modelar
estas informac¸o˜es temporais. Atrave´s da extensa˜o nebulosa, ale´m das explicac¸o˜es para
um determinado caso serem melhor definidas em relac¸a˜o a um modelo, tambe´m se pode
classificar melhor as explicac¸o˜es mais plaus´ıveis.
3.3.1 Base de Conhecimento e o Caso Particular
A base de conhecimento proposta em Wainer e Sandri (1998) para um problema de
diagno´stico temporal nebuloso e´ a informac¸a˜o sobre uma desordem particular e como ela
evolui.
Definic¸a˜o 3.11 A base de conhecimento e´ dada por < θ,D,M,N, P, V, T > onde:
• θ e´ a escala de tempo;
• D e´ o conjunto de desordens;
• M e´ o conjunto de manifestac¸o˜es;
• N e´ a func¸a˜o de efeitos necessa´rios que associa a cada desordem dl um
conjunto Ml ⊆ M de manifestac¸o˜es que dl necessariamente causa. Por
exemplo, se N(d1) = {m4,m5,m7} enta˜o na˜o e´ poss´ıvel ter a desordem d1
sem ter eventualmente os sintomas m4,m5 e m7;
• P e´ a func¸a˜o de efeitos poss´ıveis que associa a cada desordem dl um conjunto
Ml ⊆M de manifestac¸o˜es que dl pode causar;
• V associa a cada desordem d um conjunto de eventos. Estes eventos sera˜o
usados para descrever a evoluc¸a˜o da desordem. Em V(d), devem ser inclu´ıdos
os eventos que correspondem ao in´ıcio de todas as manifestac¸o˜es em E(d)
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onde E(d) = N(d) ∪ P (d) e´ a func¸a˜o derivada que produz todos os efeitos de
uma desordem. Adicionalmente, V(d) pode incluir eventos que correspondem
ao final de algumas manifestac¸o˜es em E(d) e pode incluir outros eventos que
tambe´m na˜o sa˜o observa´veis. Por exemplo, um evento na˜o observa´vel em
medicina e´ a pro´pria ingesta˜o de um alimento contaminado.
• T e´ uma func¸a˜o que associa a alguns pares de eventos ei, ej ∈ V (d) um
intervalo temporal nebuloso T (d)(ei, ej) = p que representa que o tempo entre
a ocorreˆncia de ei e ej devem estar dentro de um intervalo temporal nebuloso
p (se ei ocorre antes de ej enta˜o T (d)(ei, ej) e´ um conjunto nebuloso positivo).
As func¸o˜es V(d) e T(d) podem ser melhor representadas em termos de um grafo de
eventos como descrito na definic¸a˜o 3.12.
Definic¸a˜o 3.12 O grafo temporal de eventos de uma desordem di ∈ D, Gi = (V, T ), e´
um grafo direcionado ac´ıclico e transitivo (veja Figura 3.3), onde:
• V(d) sa˜o os no´s do grafo que representam os eventos de in´ıcio ou te´rmino de
uma manifestac¸a˜o mj ∈M rotulados por (mb1,me1);
• T(d) e´ definido sobre o par de eventos (ei, ej) constituindo os arcos do grafo
rotulados de pi(e1, ej) que representam os intervalos nebulosos mı´nimos entre
quaisquer dois eventos que possam ocorrer na progressa˜o de uma doenc¸a di.
Para ilustrar o grafo temporal de eventos, consideremos a seguinte base de conhecimento
para a desordem d1 apresentada na Figura 3.1:
• θ e´ a escala de tempo em horas;
• D={d1} ;
• M={m1,m2,m4};
• N={m1};
• P={m2,m4};
Na Figura 3.3 esta´ representado um modelo simplificado do grafo temporal de eventos
G(V,T) da desordem d1. Os intervalos ’menos de 24 horas’, ’por volta de 6 a 24 horas’
e ’por volta de 24 a 48 horas’ sa˜o dados fict´ıcios que correspondem aos intervalos
<0,24>,<6,24> e <24,48>, respectivamente.
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m2
em2
b
e0
m1
em1
b
e0
<0,2>
<0,24> <24,48>
m4
b
<6, 4>
<6,24>
<0,24>
FIGURA 3.3 – Modelo de um grafo de eventos associado a uma desordem no
escopo da TCN.
Na Figura 3.3 esta˜o representados os intervalos nebulosos entre alguns eventos. Entre-
tanto, em Wainer e Sandri (1998) e´ proposto como representar o intervalo mı´nimo entre
todos os pares de eventos de uma desordem di. Dado um conjunto de intervalos entre
alguns eventos como apresentado na Figura 3.3, a rede mı´nima e´ uma maneira de calcular
os intervalos mı´nimos entre quaisquer dois eventos.
O grafo mı´nimo para cada desordem di pode ser calculado pelo algoritmo de
Floyd-Warshall, que calcula o caminho mı´nimo entre todos os pares como descrito em
Wainer e Sandri (1998).
E´ assumido que para todo d os eventos em V (d) sa˜o numerados, e que |V (d)| = n. O
algoritmo calcula cada valor tij que e´ o intervalo entre os eventos ei e ej na rede mı´nima
de uma desordem d espec´ıfica.
1) for i = 1 to n do
2) for j = 1 to n do
3) if i = j then tii = I=0
4)else if T (dl)(ei, ej) then tij = T (dl)(ei, ej)
5)else if T (dl)(ej, ei) then tij = −T (dl)(ei, ej)
6)else tij = Ianytime
7) for k = 1 to n do
8) for i = 1 to n do
9) for j = 1 to n do
10) tij = tij ∩ (tik ⊕ tkj)
Em Wainer e Sandri (1998) e´ proposta uma func¸a˜o pi(ei, ej) que retorna o valor de tij
na rede mı´nima para a desordem dl. Em termos da analogia do grafo de V e T , a rede
mı´nima calcula o fecho transitivo do grafo. A principal restric¸a˜o do grafo mı´nimo de
66
eventos Gi = (V, T ) e´ a impossibilidade de definir ciclos, assim na˜o e´ poss´ıvel representar
eventos recorrentes. Por outro lado, uma grande vantagem e´ que a transitividade do
grafo e´ garantida atrave´s da func¸a˜o T (d). Por exemplo, seja pi1 =< a1, b1, c1, d1 > e
pi2 =< a2, b2, c2, d2 >, T (d)(ei, ej) = pi1 e T (d)(ej, ek) = pi2 enta˜o T (d)(ei, ek) = pi1 ⊕
pi2 =< a1 + a2, b1 + b2, c1 + c2, d1 + d2 >.
A Figura 3.4 representa parte do grafo mı´nimo de eventos para a desordem (d1).
Nesta Figura esta˜o representados apenas os intervalos nebulosos que sera˜o utilizados
nos exemplos desta sec¸a˜o.
<-18,42><-18,18>
e0
m1
b
e0
<0,24>
<0,4>
<24,48> mb
<6,24>
<6,24>
<0,24>
<-42,42>
m1
e
m2
b
m2
e
m4
b
FIGURA 3.4 – Modelo parcial de um grafo mı´nimo associado a uma desordem
di.
Em um problema de diagno´stico, ale´m da base de conhecimento, precisa-se definir a
informac¸a˜o sobre um caso particular. A informac¸a˜o sobre um caso particular no escopo
de Wainer e Sandri (1998) precisa informar sobre as manifestac¸o˜es que ocorreram, quando
elas comec¸aram e finalizaram, e sobre manifestac¸o˜es que na˜o ocorreram. Formalmente,
a informac¸a˜o sobre um dado caso pode ser definida como a seguir.
Definic¸a˜o 3.13 A informac¸a˜o sobre um dado caso e´ modelada por uma qu´ıntupla
Ca =< M
+,M−, EV +, T IME+, θ0 >, onde:
• M+ e´ o conjunto de manifestac¸o˜es presentes conhecidas no caso;
• M− e´ o conjunto de manifestac¸o˜es ausentes conhecidas no caso;
• EV + e´ o conjunto de eventos de ı´nicio e fim de cada manifestac¸a˜o em M+;
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• TIME+ e´ uma func¸a˜o que associa para cada evento ei ∈ EV + um intervalo
nebuloso que representa os momentos poss´ıveis no qual o evento ocorreu;
• θ0 e´ o momento do diagno´stico.
Um exemplo de um caso particular para exemplificar como diagnosticar a desordem d1 no
escopo do trabalho de Wainer e Sandri (1998) poderia ser modelado como M+ = {m2},
M− = {m1}, e EV + = {mb2,me2}. Se for considerado o momento do diagno´stico θ0 = 120
enta˜o, TIME+(mb2) =< 96, 96 > eTIME
+(me2) =< 101, 102 >.
3.3.2 Consisteˆncia entre o Modelo de Desordens e o Caso
Segundo Wainer e Sandri (1998), a consisteˆncia temporal entre o caso e o modelo e´
calculada pela comparac¸a˜o do tempo transcorrido entre os eventos do caso (os eventos
em EV +) e os intervalos nebulosos correspondentes no modelo.
Primeiramente, deve ser calculada a distaˆncia temporal entre pares de todos os eventos
de EV + como descrito na definic¸a˜o a seguir.
Definic¸a˜o 3.14 Dado que ei e ej ∈ EV + de um caso particular Ca, calcula-se a
distaˆncia temporal nebulosa entre as ocorreˆncias reais dos eventos ei e ej atrave´s da
fo´rmula DIST+(ei, ej) = TIME
+(ej)	 TIME+(ei).
Na sequeˆncia, para comparar como estes dois eventos se encaixam no modelo de uma
desordem particular di deve-se comparar a DIST
+(ei, ej) com pi(ei, ej). Um caso e´
consistente temporalmente com o modelo de uma desordem se seu grau de consisteˆncia
for maior que zero. O grau de consisteˆncia temporal de dois eventos ei e ej e´ a altura da
intersecc¸a˜o de DIST+(ei, ej) com pi(ei, ej). Formalmente, a consisteˆncia temporal entre
um caso Ca e uma desordem di e´ definido como a seguir.
Definic¸a˜o 3.15 Um caso particular Ca e´ consistente temporalmente com o modelo de
uma desordem di se seu grau de consisteˆncia temporal for maior que zero, isto e´, se
α(di) = minei,ej∈EV +∩V (di)[h(DIST
+(ei, ej) ∩ pii(ei, ej))] > 0.
Para exemplificar a consisteˆncia temporal consideremos novamente o conjunto de
manifestac¸o˜es M = {m1,m2,m4} que caracterizam a desordem (d1).
Suponhamos o caso hipote´tico 1 em que M+ = {m1,m2}; EV + = {me1,me2};
TIME+(me1) =< 101, 102 >; TIME
+(me2) =< 57, 58 > e DIST
+(me1,m
e
2) =<
43, 45 >.
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A partir do grafo mı´nimo (Figura 3.4) tem-se pi(me1,m
e
2) =< −42, 42 > e consequente-
mente α(di) = h(DIST
+(me1,m
e
2) ∩ pi(me1,me2)) = h(< 43, 45 > ∩ < −42, 42 >) = 0.
Portanto, o modelo e o caso sa˜o completamente incompat´ıveis em termos temporais.
Realmente, se considerarmos o TIME+(me1) de m1, o evento e0 deveria ter ocorrido no
intervalo < 53, 96 > e considerando o TIME+(me2), e0 deveria ter ocorrido no intervalo
< 9, 52 >, o que os torna totalmente incompat´ıveis.
Consideremos um segundo exemplo em que M+ = {m1,m2}; EV + = {me1,me2};
TIME+(me1) =< 100, 101, 102, 103 >; TIME
+(me2) =< 56, 57, 58, 59 > e
DIST+(me1,m
e
2) =< 41, 43, 45, 47 >.
A partir do grafo mı´nimo (Figura 3.4) tem-se pi(me1,m
e
2) =< −42, 42 > e consequente-
mente α(di) = h(DIST+(me1,m
e
2)∩pi(me1,me2)) = h(< 41, 43, 45, 47 > ∩ < −42, 42 >) =
0.5 (veja Figura 3.5).
mA(x)
0.5
1
q
41 43 45 47-42
FIGURA 3.5 – Exemplo do grau de consisteˆncia temporal.
Assim, a desordem (d1) poderia ser considerada uma explicac¸a˜o plaus´ıvel para M
+.
Adicionalmente, conforme apresentado em Wainer e Sandri (1998), a consisteˆncia
catego´rica esta´ intimamente ligada a` consisteˆncia temporal, pois, um caso e´ categorica-
mente inconsistente com ummodelo caso uma manifestac¸a˜o necessa´ria na˜o tenha ocorrido
e ja´ na˜o ha´ mais tempo suficiente para que ela ocorra. Uma manifestac¸a˜o mj e´ dita ter
tempo suficiente para ter ocorrido em di se:
• existe um evento ej que deveria ocorrer apo´s mj e ele ja´ ocorreu;
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• ou existe um evento ej que era previsto ocorrer antes de mj, ele ocorreu e o
tempo previsto para ocorrer mj apo´s ej ja´ estourou.
Assim, o ı´ndice de consisteˆncia temporal α(di) refletira´ ambos, consisteˆncia temporal e
catego´rica, e sera´ denominado αct(di)(definic¸a˜o 3.15).
Wainer e Sandri (1998) propuseram o uso de quatro intervalos nebulosos para descrever
o momento de ocorreˆncia de um evento que sera˜o utilizados neste trabalho.
Definic¸a˜o 3.16 Seja θ0 o momento do diagno´stico Θ. Os intervalos nebulosos de-
screvem a possibilidade de um evento ocorrer a qualquer momento, exatamente no
momento θ0, apo´s o momento do diagno´stico, ou antes do momento do diagno´stico,
que sa˜o definidos respectivamente por:
• Ianytime = A, tal que ∀x ∈ Θ, µA(x) = 1;
• II=θ0 = A, tal que µA(x) = 1 se x = θ0, e µA(x) = 0 caso contra´rio;
• Iafternow = II≥θ0 = A, tal que ∀x ∈ θ, se x ≥ θ0, µA(x) = 1 caso contra´rio
µA(x) = 0;
• Ibeforenow = II≤θ0 = A, tal que ∀x ∈ θ, se x ≤ θ0, µA(x) = 1 caso contra´rio
µA(x) = 0.
Agora, ja´ se pode definir quando um caso particular e´ consistente temporal e categori-
camente com o modelo de uma desordem como definido a seguir.
Definic¸a˜o 3.17 Um caso particular Ca e´ consistente temporal e categoricamente com
o modelo de uma desordem di se:
• tiver a seguinte inicializac¸a˜o, ∀mj ∈M− ∩N(d), TIME+(mbj) = Iafternow =
II≥0 (veja apeˆndice A)
Para exemplificar a consisteˆncia catego´rica, consideremos o caso hipote´tico em que o
momento de diagno´stico e´ igual a 120 (semanas): M+ = m2,m4; M
− = m1; EV + =
me2,m
b
4; TIME
+(me2) =< 91, 92 > e TIME
+(mb4) =< 114, 116 > DIST
+(me2,m
b
4) =<
22, 25 > e pi1(m
e
2,m
b
4) =< 24, 48 >.
a) Se forem considerados m2 e m4 sem considerar m1, tem-se que o caso e´ compat´ıvel
com a desordem d1 conforme apresentado abaixo:
α(d1) = h(DIST
+(me2,m
b
4) ∩ pil(me2,mb4)) = h(< 22, 25 > ∩ < 24, 28 >) = 1.0.
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b) Se for considerada a auseˆncia da manifestac¸a˜o m1, com TIME
+(mb1) = Iafternow =<
120,∞ >, o caso ja´ na˜o e´ compat´ıvel com o modelo de d1, conforme apresentado abaixo:
α(d1) = min { (h(DIST
+(me2,m
b
4) ∩ pil(me2,mb4))),
(h(DIST+(mb1,m
e
2) ∩ pil(mb1,me2))),
(h(DIST+(mb1,m
b
4) ∩ pil(mb1,mb4)))
α(d1) = min { h(< 22, 25 > ∩ < 24, 48 >),h(< −∞,−28 > ∩ < −18,−42 >),
h(< −∞,−4 > ∩ < 6, 90 >),
α(d1) = min(1, 0, 0) = 0.
Adicionalmente a` consiteˆncia temporal e catego´rica, em algumas desordens e´ importante
quantificar a intensidade com que a manifestac¸a˜o ocorre. Por exemplo, para uma
determinada doenc¸a a temperatura tem que ser alta para que ela se desenvolva. Portanto,
em um caso em que a temperatura e´ baixa talvez diminua a possibilidade de ser aquela
desordem a explicac¸a˜o para os sintomas apresentados pelo caso.
Em Wainer e Sandri (1998), para obter consisteˆncia de intensidade, utiliza-se uma func¸a˜o
INT na base de conhecimento que atribui para cada no´ m de E(d) um conjunto nebuloso
INT(m) descrevendo a intensidade com que aquela manifestac¸a˜o deve ocorrer. Cada
conjunto nebuloso INT (m) e´ definido sobre um domı´nio particular ΩINT (m).
Quando a intensidade na˜o e´ relevante para um determinado problema, INT(m) e´ :
∀x ∈ Ω, µINT (m)(x) = 1 (3.1)
Quando a intensidade pode ser quantificada por uma constante precisa x∗ em X, enta˜o
INT(m) e´:
µINT (m)(x) = 1sex = x
∗µINT (m)(x) = 0cc (3.2)
Do mesmo modo, para a informac¸a˜o do caso existe uma func¸a˜o INT+ que atribui para
cada mj ∈ CA = {M+} um conjunto nebuloso INT+(m) descrevendo a intensidade do
qual a manifestac¸a˜o ocorreu.
Portanto, a consisteˆncia de intensidade de uma manifestac¸a˜omj em relac¸a˜o a uma doenc¸a
di e´ medida por:
γ(mj) = h(INT (mj) ∩ INT+(mj)) (3.3)
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Finalmente, para uma determinada doenc¸a di a consisteˆncia de intensidade e´:
γ(di) = infmj∈KBdγ(mj) (3.4)
Para exemplificar o ı´ndice de intensidade, seja o caso em que a manifestac¸a˜o m1
corresponde a´ alta temperatura do paciente. Seja ΩINT (m1) = [0, 10] um domı´nio para
intensidade de temperatura e seja m1 modelado por INT (m1) =< 7.5, 8.5, 9.5, 10 >.
Suponhamos o caso modelado pelo intervalo nebuloso INT+(m1) =< 4, 5, 7, 8 > sobre o
mesmo domı´nio ΩINT (m1). Assim, o grau de consisteˆncia para m1 e´
γ(m1) = h < 7.5, 8.5, 9.5, 10 > ∩ < 4, 5, 7, 8 >= 1.0
Aplicando a fo´rmula 3.4 tem-se que as manifestac¸o˜es presentes em Ca sa˜o consitentes
com a evoluc¸a˜o da desordem d1.
3.3.3 Explicac¸a˜o para o Diagno´stico
A melhor explicac¸a˜o para o diagno´stico assumida em Wainer e Sandri (1998) e´ uma
doenc¸a que tem consisteˆncia temporal, catego´rica e de intensidade com todos os sintomas
e explica todos os sintomas presentes no caso. Assim, dl e´ um diagno´stico para o caso
Ca =< M
+,M−, EV +, T IME+, θ0 >, se:
• αct(dl) > 0,
• γct(dl) > 0 e
• ∀mi ∈M+ ∈ E(dl).
3.3.4 Limitac¸o˜es
No modelo de Wainer e Sandri (1998) descrito acima e´ proposta a incorporac¸a˜o de
conjuntos nebulosos em alguns conceitos de TCP temporal. Entretanto, este trabalho
esta´ simplificado em relac¸a˜o ao modelo temporal original (Wainer e Rezende, 1997), pois
esta´ somente interessado em verificar como uma desordem u´nica cobre um conjunto de
manifestac¸o˜es ao inve´s de construir uma teoria de diagno´stico completa.
Um outro ponto em aberto no modelo de Wainer e Sandri (1998) e´ como os va´rios
ı´ndices de consisteˆncia podem ser usados em uma situac¸a˜o pra´tica de diagno´stico. Por
exemplo, se os ı´ndices de consisteˆncia para uma desordem na˜o sa˜o todos iguais a 1 existe
mais de uma maneira de usa´-los: combina´-los em um u´nico ı´ndice, definir qual ı´ndice e´
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mais importante (este grau de importaˆncia pode depender de heur´ısticas do domı´nio).
Ale´m disso, estes ı´ndices podem ser usados para classificar hipo´teses, utilizando alguma
heur´ıstica.
Um outra limitac¸a˜o do modelo apresentado se refere a´ informac¸a˜o catego´rica nebulosa.
E´ necessa´rio investigar melhor a informac¸a˜o catego´rica nebulosa, como por exemplo
’na doenc¸a dl a manifestac¸a˜o mi raramente ocorre’. Isto faria com que N e P fossem
substitu´ıdos por distribuic¸o˜es de possibilidades. Outro ponto e´ modelar a incerteza de um
determinada manifestac¸a˜o ter ocorrido ou na˜o, que e´ diferente de modelar a intensidade
da manifestac¸a˜o como foi apresentado neste trabalho (Dubois e Prade, 1995).
Um outro ponto interessante de ser investigado em diagno´stico, e na˜o contemplado pelo
modelo de diagno´stico de Wainer e Sandri (1998), sa˜o as condic¸o˜es favora´veis para
evoluc¸a˜o de uma desordem. Em fitopatologia, por exemplo, temperatura, umidade bem
como a e´poca do aparecimento dos sintomas podem favorecer o desenvolvimento de uma
determinada desordem di. No diagno´stico de sate´lites, temperatura e n´ıveis de radiac¸a˜o
podem favorecer a ocorreˆncia de determinadas falhas.
Um ponto tambe´m crucial em diagno´stico, que na˜o esta´ contemplado no modelo
de Wainer e Sandri (1998), e´ identificar quais as manifestac¸o˜es priorita´rias a serem
investigadas para obter um diagno´stico mais ra´pido. No domı´nio agr´ıcola, isto pode ser
vital, inclusive podendo vir a comprometer toda uma produc¸a˜o ou um replanejamento
agr´ıcola. Isto pode ser feito atrave´s de uma func¸a˜o de utilidade em cima das manifestac¸o˜es
de modo a reduzir hipo´teses.
Ale´m das etapas de diagno´stico e investigac¸a˜o, um outro ponto crucial no processo
de racioc´ınio cl´ınico que na˜o e´ suportado pelo modelo de Wainer e Sandri (1998) e´
o mapeamento correto do diagno´stico em tratamentos. No cap´ıtulo 4 e´ apresentado o
modelo proposto no presente trabalho para suportar uma teoria de diagno´stico completa
englobando investigac¸a˜o e tratamentos ale´m de incorporar algumas das funcionalidades
na˜o suportadas nos modelos de TD e IA apresentados nos cap´ıtulos 2 e 3.
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CAPI´TULO 4
MODELO PROPOSTO
Neste cap´ıtulo e´ apresentada a Teoria das Coberturas Nebulosas (TCN) proposta
para suportar a abordagem integrada para diagno´stico, investigac¸a˜o e tratamentos
que incorpora conceitos de infereˆncia abdutiva, lo´gica nebulosa e teoria de decisa˜o.
Primeiramente, na sec¸a˜o 4.1 e´ definido o escopo do problema de racioc´ınio cl´ınico que
engloba diagno´stico, investigac¸a˜o e tratamentos. Na sec¸a˜o 4.2 e´ apresentada uma breve
revisa˜o da abordagem adotada na literatura para este problema. Em seguida, na sec¸a˜o
4.3 e´ apresentada a infraestrutura geral proposta no presente trabalho para suportar
o problema de racioc´ınio cl´ınico. Na sec¸a˜o 4.4 e´ apresentada a definic¸a˜o formal para
o problema. Finalmente, na sec¸a˜o 4.5 esta´ caracterizada formalmente a soluc¸a˜o de um
problema de racioc´ınio cl´ınico que sera´ detalhada posteriormente nos cap´ıtulos 5, 6 e 7.
4.1 Escopo do Problema
Nas u´ltimas de´cadas, tem havido um grande crescimento na capacidade das pessoas de
compreender o racioc´ınio humano e, em particular, o racioc´ınio cl´ınico. As pesquisas
realizadas nas disciplinas da cieˆncia cognitiva, teoria de decisa˜o e cieˆncia da computac¸a˜o
teˆm fornecido uma ampla visa˜o do processo cognitivo que forma a base das deciso˜es
diagno´sticas e terapeˆuticas que explicam um processo de racioc´ınio cl´ınico, onde
• a decisa˜o diagno´stica e´ realizada quando uma hipo´tese atinge uma certo grau
de verossimilhanc¸a (grau de verdade ou falsidade de uma hipo´tese);
• a decisa˜o terapeˆutica (medidas de controle) depende dos objetivos pretendidos
e da efetividade esperada.
Segundo Re´a-Neto (1998), o racioc´ınio cl´ınico e´ uma func¸a˜o essencial da atividade me´dica
e a eficieˆncia de um atendimento me´dico e´ altamente dependente da ana´lise e s´ıntese
adequada dos dados cl´ınicos e da qualidade das deciso˜es envolvendo riscos e benef´ıcios
dos testes e tratamento.
Conforme apresentado em Re´a-Neto (1998), o sucesso de um problema cl´ınico depende
de 2 fatores: diagno´stico correto e tratamento efetivo. A soluc¸a˜o para estes dois objetivos
envolve duas grandes fases de tomada de decisa˜o:
• a designac¸a˜o de um diagno´stico num n´ıvel de especificidade adequado para
as considerac¸o˜es terapeˆuticas;
• selec¸a˜o de um tratamento que afete o problema de modo a resolveˆ-lo ou
alivia´-lo.
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Ale´m dessas 2 fases macros, existem outros esta´gios de tomada de decisa˜o de menor
ordem:
• selecionar perguntas a fazer;
• decidir que respostas sa˜o confia´veis ;
• interpretar um sinal f´ısico;
• selecionar um ou mais testes de laborato´rio;
• escolher uma ou mais das alternativas de tratamento.
Resumidamente, o processo de soluc¸a˜o dos problemas cl´ınicos e´ constitu´ıdo por dois
grandes componentes que usualemente sa˜o considerados separadamente, embora eles
provavelmente na˜o possam ser separados na pra´tica, no caso de especialistas humanos:
• uma base de conhecimento rica e extensa;
• um mecanismo de infereˆncia, que e´ o me´todo de aplicac¸a˜o do conhecimento
utilizado pelo diagnosticador na busca da soluc¸a˜o do problema.
O me´todo de aplicac¸a˜o do conhecimento utilizado pelo diagnosticador pode ser descrito
segundo va´rios me´todos, dentre os mais utilizados tem-se: o me´todo hipote´tico-dedutivo
e o me´todo abdutivo. No escopo deste trabalho o processo de utilizac¸a˜o do conhecimento
e´ descrito segundo o me´todo abdutivo, conforme sera´ apresentado no sec¸a˜o 4.3 em
contrapartida ao me´todo hipote´tico-dedutivo.
Na pro´xima sec¸a˜o esta´ descrito detalhamente o processo de soluc¸a˜o para problemas
cl´ınicos visando facilitar o entendimento dos pro´ximos ca´pitulos.
4.1.1 Processo de Soluc¸a˜o de Problemas Cl´ınicos
Conforme apresentado em Re´a-Neto (1998), o processo de racioc´ınio para tomada de
decisa˜o diagno´stica e terapeˆutica e´ constitu´ıdo das seguintes tarefas:
• Formulac¸a˜o do conceito inicial (percepc¸a˜o), a partir de informac¸o˜es do
paciente (entrevista, anamnese);
• Gerac¸a˜o de mu´ltiplas hipo´teses diagno´sticas: 1 a 5 hipo´teses iniciais a partir
da base de conhecimento (centrada no dado ou centrada no modelo de
desordens);
• Avaliac¸a˜o e regenerac¸a˜o de hipo´teses (refinamento das hipo´teses iniciais) ;
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• Formulac¸a˜o de uma estrate´gia de avaliac¸a˜o (investigac¸a˜o ou rastreamento);
• Desenvolvimento da s´ıntese do problema;
• Decisa˜o diagno´stica: princ´ıpio lo´gico do diagno´stico e validac¸a˜o diagno´stica
(coereˆncia, adequac¸a˜o e parcimoˆnia);
• Decisa˜o terapeˆutica: o tratamento deve levar em conta o diagno´stico em
si (conjunto de desordens que explicam as manifestac¸o˜es), mas tambe´m
caracter´ısticas do paciente (por exemplo, no caso me´dico, idade, sexo, etc.)
E´ va´lido lembrar que embora as tarefas acima tenham sido descritas no domı´nio de
aplicac¸a˜o me´dica, no contexto deste trabalho estendeu-se o conceito de racioc´ıinio
cl´ınico tanto para o racioc´ınio de um me´dico, fitopatologista ou veterina´rio quanto
para o racioc´ıinio de um engenheiro ou te´cnico no diagno´stico e controle de falhas em
computadores, sate´lites, entre outros.
Na Figura 4.1, esta´ apresentado o processo de racioc´ınio para tomada de decisa˜o diag-
no´stica e terapeˆutica, no escopo do presente trabalho. Na Figura 4.1 esta´ representado,
atrave´s de um fluxograma, o mecanismo de infereˆncia que e´ utilizado pelo diagnosticador
durante o processo de racioc´ınio cl´ınico onde as tarefas acima esta˜o descritas em um
contexto mais geral. Na Figura, os retaˆngulos representam tarefas e os losaˆngos as tarefas
de tomada de decisa˜o. No lado esquerdo da Figura 4.1 esta˜o descritas as etapas que
agrupam estas tarefas em subconjuntos que aqui sera˜o denominadas: pre´-diagno´stico,
investigac¸a˜o, diagno´stico e tratamentos.
4.1.2 Pre´-diagno´stico
A etapa de pre´-diagno´stico abrange as tarefas iniciais do processo de racioc´ınio cl´ınico.
O primeiro elemento na tentativa de solucionar um problema cl´ınico e´ obter informac¸o˜es
relacionadas ao problema (do paciente, da plantac¸a˜o ou do computador) atrave´s de
entrevistas ou anamnese (termo utilizado em medicina e em fitopatologia) e exames f´ısicos
ou inspec¸a˜o no local (termo usado na a´rea agr´ıcola). Neste momento o diagnosticador
coleta, ale´m dos sintomas presentes, outras informac¸o˜es que lhe parec¸am importantes na
busca de uma soluc¸a˜o. Essa e´ a s´ıntese inicial do problema.
Logo que o diagnosticador completa sua s´ıntese inicial, va´rias hipo´teses iniciais surgem
na sua mente. As hipo´teses geradas nesta etapa dependem da natureza da s´ıntese
inicial e da capacidade do diagnosticador em conceber explicac¸o˜es plaus´ıveis. A base
de conhecimento utilizada pelo diagnosticador nesta etapa pode ser dividida em
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conhecimento centrado no dado e conhecimento centrado na doenc¸a segundo Re´a-Neto
(1998). O conhecimento centrado no dado capacita o diagnosticador a avaliar um sintoma,
ou um sinal, ou um resultado laboratorial em particular. Com esse conhecimento, quando
um determinado dado ou sintoma e´ observado, suas poss´ıveis causas sa˜o lembradas
e avaliadas. O conhecimento centrado na doenc¸a permite o diagnosticador conhecer
as manifestac¸a˜oes clin´ıcas que, tipicamente, caracterizam uma desordem (como por
exemplo, descrito nos livros textos).
Devido a` grande incerteza que caracteriza esta fase inicial do processo, as hipo´teses
teˆm uma func¸a˜o primordial: elas estruturam o problema cl´ınico, restringem o nu´mero
de explicac¸o˜es poss´ıveis, limitam as ac¸o˜es na busca da soluc¸a˜o para o problema e
fornecem uma base para as expectativas. Essas expectativas sa˜o predic¸o˜es de achados
cl´ınicos baseados no modelo mental das desordens consideradas plaus´ıveis. Por isso, a
representac¸a˜o mental que o diagnosticador tem das desordens ou doenc¸as e´ um fator
cr´ıtico na eficieˆncia do processo de soluc¸a˜o dos problemas cl´ınicos.
Cada hipo´tese diagno´stica evoca um modelo com o qual as manifestac¸o˜es cl´ınicas
observadas podem ser comparadas. Dentro deste contexto, tambe´m novos dados podem
ser coletados e avaliados, preservando e refinando a hipo´tese ou rejeitando-a.
No in´ıcio do processo de avaliac¸a˜o das hipo´teses, quando apenas um pequeno nu´mero de
dados cl´ınicos significativos esta˜o dispon´ıveis, as hipo´teses tendem a ser mais numerosas
e abertas. Nesse esta´gio a entropia diagno´stica (incerteza) e´ alta e a diferenciac¸a˜o entre
as hipo´teses e´ pequena.
Assim, apo´s ter constru´ıdo a s´ıntese inicial e va´rias hipo´teses terem surgido na cabec¸a
do diagnosticador, e´ necessa´rio iniciar um processo de avaliac¸a˜o ou investigac¸a˜o das
hipo´teses (advindas de entrevistas, de inspec¸a˜o, do laborato´rio ou de procedimentos)
para estabelecer uma hipo´tese apropriada. Neste ponto, inicia-se a etapa de investigac¸a˜o.
4.1.3 Investigac¸a˜o
Durante o processo de investigac¸a˜o, novas hipo´teses podem ser geradas e novas estrate´gias
elaboradas em direc¸a˜o a` decisa˜o diagno´stica e terapeˆutica. Quando uma nova informac¸a˜o
relevante e´ obtida, positiva ou negativa, ela deve ser adicionada a` s´ıntese do problema.
Essa adic¸a˜o de um novo dado ao conceito pre´vio aumenta e modifica o conteu´do
significativo do problema cl´ınico. Com um processo cont´ınuo e c´ıclico de racioc´ınio,
a adic¸a˜o de novas manifestac¸o˜es ou sintomas transformam o conjunto de hipo´teses
plaus´ıveis.
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4.1.4 Diagno´stico
A s´ıntese do problema e´ a primeira tarefa da terceira etapa denominada diagno´stico.
Mesmo que a s´ıntese do problema seja muito sugestiva de um diagno´stico, a hipo´tese desse
diagno´stico e´ somente um ro´tulo conveniente. A s´ıntese do problema, neste momento, e´
a verdadeira representac¸a˜o do problema (do paciente, da plantac¸a˜o, etc.).
Apo´s estabelecer a s´ıntese do problema, o diagnosticador deve decidir qual das hipo´teses
ativas tem maior poder explicativo para solucionar o problema cl´ınico. Para se chegar
a essa decisa˜o, o diagnosticador avalia se a s´ıntese do problema se encaixa em uma das
hipo´teses ativas. Esse “encaixe” ocorre quando o caso apresenta um nu´mero suficiente de
achados positivos e negativos esperados em uma determinada hipo´tese diagno´stica, para
dar ao diagnosticador a seguranc¸a na hipo´tese que explica o problema do paciente.
Antes que um diagno´stico seja aceito como base para uma ac¸a˜o (progno´stica ou
terapeˆutica), ele deve ser submetido a uma avaliac¸a˜o de sua validade. Esse processo
de verificac¸a˜o da validade diagno´stica compo˜e-se de uma comparac¸a˜o entre os achados
cl´ınicos (presentes e ausentes) e a(s) desordem(s) suspeitas. Quando o problema
cl´ınico e´ ideˆntico a uma entidade cl´ınica conhecida, pouca ou nenhuma investigac¸a˜o
diagno´stica futura, geralmente, e´ necessa´ria e uma ac¸a˜o pode ser tomada. Quando alguma
manifestac¸a˜o difere do padra˜o cl´ınico conhecido, uma decisa˜o sobre se a manifestac¸a˜o e´
meramente uma variac¸a˜o cl´ınica ou se ela invalida o diagno´stico deve ser feita pelo
diagnosticador. Para diminuir as possibilidades de erro, o diagnosticador deve buscar,
enta˜o, uma validac¸a˜o do seu diagno´stico.
Este teste de validade envolve avaliar a coereˆncia, adequac¸a˜o e parcimoˆnia de cada
hipo´tese. A coereˆncia busca uma consisteˆncia entre as manifestac¸o˜es e o modelo da
desordem hipote´tica. A adequac¸a˜o requer uma hipo´tese que explique todos os achados
cl´ınicos normais e anormais do problema. A parcimoˆnia e´ a procura da hipo´tese mais
simples para explicar todos os achados cl´ınicos. Uma vez feita a decisa˜o diagno´stica, o
diagnosticador deve selecionar o tratamento apropriado dando, in´ıcio a` u´ltima etapa da
Figura 4.1.
4.1.5 Progno´stico e Tratamento
Conforme esta´ descrito em Re´a-Neto (1998), apesar dos esforc¸os da medicina moderna
em procurar estabelecer o melhor tratamento para cada doenc¸a em particular, a escolha
terapeˆutica e´ influenciada por diversos fatores, tais como:
• condic¸o˜es cl´ınicas do paciente;
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• presenc¸a de doenc¸as intercorrentes;
• poss´ıveis complicac¸o˜es;
• riscos terapeˆuticos;
• disponibilidade de recursos;
• custos;
• experieˆncia do me´dico.
Portanto, antes de finalizar sua decisa˜o quanto ao tratamento, o diagnosticador deve
tentar estreitar suas poss´ıveis deciso˜es terapeˆuticas, que sa˜o lanc¸adas e testadas de
modo semelhante a avaliac¸a˜o das hipo´teses diagno´sticas. Durante o processo de decisa˜o
terapeˆutica duas perguntas sa˜o u´teis.
• Qual o objetivo do tratamento: cura, correc¸a˜o do estado patolo´gico, al´ıvio dos
sintomas, prevenc¸a˜o de complicac¸o˜es, prolongamento da vida?
• Qual e´ o grau de efetividade esperada: prolongar a vida (e neste caso, por
quanto tempo), aliviar totalmente ou parcialmente os sintomas ? Neste caso,
qual a base de conhecimento que permite esperar tal efetividade, os estudos
que mostraram efetividade foram feitos em pacientes semelhantes ao seu?
Ale´m das questo˜es anteriores, relacionadas com o benef´ıcio potencial da escolha
terapeˆutica, o diagnosticador tambe´m precisa levar em considerac¸a˜o seus custos e riscos.
Teoricamente, a decisa˜o terapeˆutica com menores custos e riscos e com maiores benef´ıcios
deve ser escolhida. Muitas vezes, isso na˜o e´ ta˜o simples e o diagnosticador tem de avaliar
se benef´ıcios adicionais compensam maiores custos e riscos. Ainda, respeitadas outras
considerac¸o˜es, quando a efica´cia do tratamento dispon´ıvel para uma dada condic¸a˜o
cl´ınica e´ baixa ou o risco do tratamento e´ alto, esse tratamento so´ deve ser dado se a
probabilidade da desordem for alta. Se o risco do tratamento e´ insignificante e sua efica´cia
e´ muito grande, a decisa˜o pode ser iniciar o tratamento mesmo quando a probabilidade
da desordem na˜o e´ muito alta. Nestes casos, a experieˆncia pre´via do diagnosticador e´
essencial para a escolha.
Segundo Re´a-Neto (1998), em complementac¸a˜o a` decisa˜o terapeˆutica deve-se ter um
plano educacional do paciente e um procedimento de monitoramento (efeitos do trata-
mento na progressa˜o da desordem). Os resultados do monitoramento devem modificar
constantemente a s´ıntese do problema como um processo c´ıclico e dinaˆmico.
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4.2 Abordagens Adotadas na Literatura para o Problema
Conforme apresentado na sec¸a˜o 4.1, o sucesso de um problema cl´ınico depende de
2 fatores: diagno´stico correto e tratamento efetivo. Ale´m disso, quando a tarefa de
investigac¸a˜o (ex., obtenc¸a˜o de exames complementares) e´ bem feita, obte´m-se maior
efica´cia e eficieˆncia no diagno´stico ale´m de reduc¸a˜o de custos e riscos.
No cap´ıtulo 2 foi apresentado um breve resumo dos principais modelos computacionais
mais utilizados para suportar o processo de racioc´ınio e tomada de decisa˜o, bem como a
modelagem de incertezas, durante o processo de decisa˜o diagno´stica e terapeˆutica sob o
ponto de vista de Inteligeˆncia Artificial (IA) e Teoria da Decisa˜o (TD). Os mecanismos
de infereˆncia utilizados na etapa de diagno´stico tem sido mais pesquisados na a´rea de IA
enquanto os mecanismos de tomada de decisa˜o teˆm sido estudados mais detalhamente
na a´rea de Teoria de Decisa˜o.
Na de´cada de 80 foram desenvolvidos va´rios sistemas em IA para automatizar a etapa de
diagno´stico. Uma das caracter´ısticas em comum destes sistemas e´ a de se comparar um
modelo estabelecido para cada desordem com os dados do caso particular. Usualmente,
estes sistemas sa˜o baseados em regras, onde as manifestac¸o˜es aparecem nas premissas
e as causas nas concluso˜es (i.e. efeitos → causas). Em consequeˆncia, o racioc´ınio
adotado para a infereˆncia nestes sistemas e´ do tipo dedutivo; a partir das regras
(efeitos → causas) e fatos (efeitos), deduzem-se novas informac¸o˜es (causas). Como
as causas dificilmente podem ser deduzidas com certeza a partir de um conjunto de
manifestac¸o˜es, estes sistemas geralmente adotam algum modelo de representac¸a˜o de
incerteza para permitir ao especialista exprimir sua confianc¸a regra.
O MYCIN (Shortliffe, 1976), o sistema mais representativo desta abordagem, foi criado
para o diagno´stico e tratamento de doenc¸as infecciosas no sangue. As regras sa˜o
modeladas a partir das manifestac¸o˜es para as desordens (i.e, efeitos → causas) e das
desordens para os tratamentos. Ale´m disso, um coeficiente de certeza e´ associado a cada
regra.
Os sistemas baseados nesta abordagem tiveram um grande sucesso na e´poca de seu
surgimento, e geraram uma grande expectativa sobre a aplicac¸a˜o deste tipo de abordagem
em qualquer a´rea de conhecimento. No entanto, muitos desenvolvedores de aplicac¸o˜es se
frustraram na tentativa de modelar o conhecimento de seus especialistas no formato
adotado por estes sistemas, e o interesse neste tipo de abordagem diminuiu, tendo como
consequeˆncia levado a uma diminuic¸a˜o de interesse na a´rea de IA em si, tanto no mundo
acadeˆmico quanto nos outros setores.
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Pode-se argumentar que o problema principal com este tipo de abordagem e´ que o
conhecimento do tipo efeitos → causas e´ contra´rio a` maneira com que os fenoˆmenos
ocorrem na natureza (causas → efeitos). Embora seja poss´ıvel a criac¸a˜o de regras
que concluem uma causa plaus´ıvel para um conjunto de efeitos, os especialistas nem
sempre conseguem ser precisos e raramente tem certeza absoluta sobre a informac¸a˜o que
fornecem.
O conhecimento modelado atrave´s de regras do tipo causas→ efeitos e´ pois mais fa´cil
de ser obtido, mesmo que algum tipo de incerteza/imprecisa˜o permeie este conhecimento.
Na de´cada de 90, o conhecimento na forma causas → efeitos passou a ser modelado,
com o consequente uso de racioc´ınio do tipo abdutivo; a partir das associac¸o˜es (causas→
efeitos) e fatos (efeitos), criam-se novas hipo´teses (causas).
A Teoria das Coberturas Parcimoniosas (TCP) (Peng e Reggia, 1990), conforme descrito
no cap´ıtulo 2, representou uma primeira tentativa para formalizar o racioc´ınio causal
abdutivo de diagno´stico. Embora a TCP original apresentasse como vantagem em relac¸a˜o
a´ abordagem anterior, a capacidade de modelar regras do tipo causas → efeitos e a
auseˆncia de um modelamento de incerteza faziam com que a soluc¸a˜o de um problema
tendesse a ter muitas explicac¸o˜es alternativas. Uma versa˜o posterior do sistema, permitiu
o uso de informac¸a˜o probabil´ıstica na relac¸a˜o causal, possibilitando reduzir o tamanho
das soluc¸o˜es do problema de diagno´stico, ale´m de ordena´-las, como apresentado em Peng
e Reggia (1990).
No entanto, a modelagem da imperfeic¸a˜o da informac¸a˜o fornecida por especialistas na˜o
deveria necessariamente se limitar ao modelo de representac¸a˜o probabilista. Por exemplo,
especialistas muitas vezes quantificam o quanto uma desordem esta´ associada a uma
desordem de uma forma simbo´lica na˜o-nume´rica (”muito comum”, ”moderado”, ”muito
raro”, etc.), termos estes que podem ser tratados como tal, no que se chama atualmente
de ”computing with words”, ou traduzidos em nu´meros, usando seja probabilidade, seja
outros modelos alternativos, como teoria de possibilidades, teoria de Dempster-Shafer ou
fatores de certeza.
Desde o advento da TCP, va´rios autores teˆm investigado teorias da diagnose alternativas,
ou extenso˜es/modificac¸o˜es da TCP. Lucas (1996) permite representar va´rios tipos de
interac¸o˜es que na˜o sa˜o poss´ıveis na TCP original. Dubois e Prade (1995) propo˜em
uma extensa˜o possibilista a` TCP para modelar as incertezas. Wainer e Rezende (1997)
propo˜em uma extensa˜o a` TCP de modo que informac¸o˜es do tipo catego´rica e temporal
possam ser incorporadas na base de conhecimento.
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Conforme descrito no cap´ıtulo 2, o trabalho de Wainer e Sandri (1998) mostra que e´
melhor representar informac¸a˜o temporal como como intervalos nebulosos. Entretanto,
este trabalho se limita em verificar como uma desordem u´nica cobre um conjunto de
manifestac¸o˜es, ao inve´s de construir uma teoria de diagno´stico completa. O modelo
proposto em Wainer e Rezende (1997) tem ainda algumas outras limitac¸o˜es, descritas a
seguir.
• A representac¸a˜o da informac¸a˜o catego´rica se limita a classificar uma dada
manifestac¸a˜o como efeito necessa´rio ou poss{ıvel de uma dada desordem.
Por exemplo, na˜o e´ poss´ıvel distinguir-se uma informac¸a˜o catego´rica do tipo
“na doenc¸a dl a manifestac¸a˜o mi raramente ocorre” de outra do tipo “na
doenc¸a dl a manifestac¸a˜o mi frequentemente ocorre”. Em ambos os casos, a
manifestac¸a˜o e´ tratada como simplesmente poss´ıvel, na˜o permitindo assim
um melhor aproveitamento da informac¸a˜o dispon´ıvel.
• As condic¸o˜es favora´veis para evoluc¸a˜o de uma desordem na˜o sa˜o contempladas
pelo modelo. Em fitopatologia, por exemplo, temperatura, umidade bem como
a e´poca do aparecimento dos sintomas podem favorecer o desenvolvimento de
uma determinada desordem di. No diagno´stico de sate´lites, temperatura e
n´ıveis de radiac¸a˜o podem favorecer que determinadas falhas acontec¸am.
• O modelo na˜o identifica quais as manifestac¸o˜es priorita´rias a serem in-
vestigadas para completar um diagno´stico. No domı´nio agr´ıcola, isto pode
ser vital, inclusive podendo vir a comprometer toda uma produc¸a˜o ou um
replanejamento agr´ıcola.
• O modelo trata da intensidade com que uma manifestac¸a˜o ocorre mas na˜o
trata da incerteza em si de uma determinada manifestac¸a˜o ter ocorrido ou
na˜o.
• Um ponto crucial no processo de racioc´ınio cl´ınico que na˜o e´ suportado pelo
modelo e´ o mapeamento de diagno´sticos em tratamentos.
Os trabalhos citados acima teˆm apresentado soluc¸o˜es parciais na a´rea de diagno´stico e
na˜o uma soluc¸a˜o completa para o problema de racioc´ınio cl´ınico. As tecnologias oferecidas
em TD (matrizes de ´payoffs´, a´rvores de decisa˜o, diagramas de influeˆncia entre outros),
por sua vez, propo˜em soluc¸o˜es para as tarefas de tomada de decisa˜o nas a´rea de
investigac¸a˜o e tratamentos. Entretanto, cada vez mais nota-se a necessidade de integrac¸a˜o
das tecnologias desenvolvidas nas a´reas de IA e TD, embora sejam baseadas em pr´ıncipios
diferentes, para suportar as etapas de diagno´stico, investigac¸a˜o e tratamentos de um
processo de racioc´ınio cl´ınico.
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Resumidamente, as tecnologias oferecidas pelas a´reas de IA e TD visam suportar
o racioc´ınio humano e a tomada de decisa˜o pela formalizac¸a˜o e automatizac¸a˜o do
conhecimento do especialista do domı´nio. Apesar de objetivos comuns, estes dois
paradigmas teˆm divergeˆncias e diferenc¸as fundamentais nos pr´ıncipios e na pra´tica.
Consequentemente, a integrac¸a˜o das tecnologias desenvolvidas em cada uma destas a´reas
na˜o e´ trivial.
No presente trabalho e´ apresentada uma nova abordagem para tomada de decisa˜o no
processo de racioc´ınio cl´ınico que engloba diagno´stico, investigac¸a˜o e tratamentos que
sera´ descrita a seguir.
4.3 Abordagem Integrada para Diagno´stico e Tratamento
Neste trabalho, propo˜e-se uma teoria integrada para diagno´stico, investigac¸a˜o e trata-
mento, denominada Teoria das Coberturas Nebulosas (TCN), que utiliza conceitos de
infereˆncia causal abdutiva, lo´gica nebulosa e teoria de decisa˜o, conforme apresentado na
Figura 4.2.
A TCN contempla a possibilidade de se ter um conjunto de desordens para explicar as
manifestac¸o˜es de um caso particular, e na˜o somente uma desordem, como proposto em
Wainer e Sandri (1998). Ale´m da classificac¸a˜o de hipo´teses mais plaus´ıveis para explicar
um conjunto de manifestac¸o˜es, a TCN tambe´m classifica os exames priorita´rios para
completar um diagno´stico e, dado um diagno´stico, classifica os tratamentos mais efetivos
para ele.
Na Figura 4.3 esta´ apresentada a estrutura geral da TCN. A arquitetura proposta para
suportar o modelo apresentado acima e´ composta por 3 mo´dulos principais conforme
apresentado na Figura 4.3. Em todos os 3 mo´dulos da TCN, o conhecimento envolvido
e´ do tipo causal e todo o raciocinio e´ abdutivo. Na tarefa de diagno´stico, as associac¸o˜es
que modelam o conhecimento sa˜o do tipo desordem → manifestac¸o˜es, que, como visto
anteriormente, sa˜o mais naturais que a associac¸a˜o reversa, o que facilita a interac¸a˜o com
o especialista e que garante resultados mais confia´veis. Como o conhecimento sobre o caso
e´ dado pelas manifestac¸o˜es presentes (ou ausentes) o racioc´ınio e´ naturalmente abdutivo.
Na tarefa de investigac¸a˜o, as associac¸o˜es sa˜o do tipo exames → manifestac¸o˜es, pois
cada exame e´ criado para verificar um conjunto de manifestac¸o˜es. Como o conhecimento
sobre o caso e´ dado pelas manifestac¸o˜es cuja presenc¸a se pretende verificar, o racioc´ınio
e´ tambe´m abdutivo.
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Finalmente, na tarefa de tratamento, as associac¸o˜es sa˜o do tipo tratamentos →
desordens pois cada tratamento e´ criado visando ser u´til para um conjunto de desordens
(ou manifestac¸o˜es causadas por desordens). Como o conhecimento sobre o caso e´ dado
pelas desordens presentes no caso, o racioc´ınio e´ mais uma vez abdutivo.
A etapa de pre´-diagno´stico apresentada na sec¸a˜o 4.1, geralmente utilizada por diag-
nosticadores humanos, envolve dois aspectos principais: o levantamento de informac¸o˜es
pertinentes ao problema em questa˜o e a criac¸a˜o de um subconjunto de hipo´teses iniciais
que, aparentemente, sa˜o obtidas atrave´s da utilizac¸a˜o de regras intuitivas do tipo
manifestac¸o˜es → desordens. A criac¸a˜o de um subconjunto de hipo´teses inicial pode ser
extremamente u´til para um diagnosticador humano, que assim na˜o tera´ a necessidade de
comparar os dados de um caso com os modelos de todas as desordens poss´ıveis, ganhando
desta forma tempo e evitando confuso˜es. Esta heur´ıstica humana de focalizac¸a˜o, no
entanto, na˜o e´ necessa´ria em um sistema computacional no qual todo o conhecimento
esta´ modelado na forma de associac¸o˜es causais. Isto porque na˜o existe restric¸a˜o efetiva
para um sistema varrer toda a base de conhecimento, comparando todos os modelos
com os dados do caso. Na TCN, por exemplo, ao contra´rio do diagnosticador humano,
o tempo dispendido nesta tarefa e´ pouco relevante e o desempenho do sistema na˜o se
degrada com o aumento de hipo´teses. Por estas razo˜es, a fase de pre´-diagno´stico na TCN
se resume ao levantamento de informac¸o˜es relevantes.
Conforme apresentado na Figura 4.3, o ciclo inicia com a obtenc¸a˜o das manifestac¸o˜es
presentes ou ausentes coletada atrave´s de entrevistas (ou anamnese), exames f´ısicos
ou inspec¸a˜o no local na fase de pre´-diagno´stico. A partir das manifestac¸o˜es presentes
e ausentes com suas poss´ıveis informac¸o˜es temporais, o mo´dulo de Diagno´stico evoca
as causas potenciais atrave´s da infereˆncia abdutiva, isto e´, seleciona as desordens das
manifestac¸o˜es presentes e ausentes a partir da base de conhecimento.
E´ importante lembrar que este mo´dulo deve suportar tanto a associac¸a˜o gradual entre
desordens e manifestac¸e˜s na base de conhecimento como a incerteza dos fatos observados
em um caso espec´ıfico. Em seguida, sa˜o calculados os ı´ndices de consisteˆncia temporal,
catego´rica e intensidade para as desordens evocadas no mo´dulo de Diagno´stico. As
informac¸o˜es nebulosas da base de conhecimento, das manifestac¸o˜es presentes (M+) com
seus intervalos temporais nebulosos e das manifestac¸o˜es ausentes (M−) sa˜o utilizadas
para calcular estes ı´ndices. O conjunto de desordens inconsistentes e´ atualizado por este
mo´dulo. As hipo´teses evocadas que na˜o se tornaram inconsistentes sa˜o incorporadas
a´s hipo´teses resultantes. As hipo´teses geradas por este mo´dulo sa˜o consistentes com a
informac¸a˜o nebulosa do caso particular apresentado.
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A partir de um conjunto de observac¸o˜es e das desordens mais plaus´ıveis, utilizando o
mecanismo de infereˆncia abdutiva, um conjunto de exames laboratoriais sa˜o selecionados
de modo a investigar melhor os sintomas presentes para confirmar as hipo´teses. Nesta
etapa e´ fundamental a selec¸a˜o de um ou mais testes de laborato´rio que contribuam para
diminuir a entropia inicial e aumentar a diferenciac¸a˜o entre as hipo´teses. Para tal, no
escopo deste trabalho e´ proposta uma func¸a˜o para selec¸a˜o das manifestac¸o˜es priorita´rias
a serem investigadas que e´ implementada no mo´dulo de Investigac¸a˜o.
Como se trata de um processo cont´ınuo e c´ıclico de racioc´ınio, o processo se repete
enquanto existir manifestac¸o˜es presentes ou ausentes para serem investigadas. Ao final
de todas as manifestac¸o˜es, o sistema fornecera´ todas as explicac¸o˜es consistentes com o
caso.
Antes que um diagno´stico seja aceito como base para uma ac¸a˜o (progno´stica ou
terapeˆutica), ele deve ser submetido a uma avaliac¸a˜o de sua validade. O resultado final do
processo de validac¸a˜o diagno´stica deve englobar dois objetivos principais como descrito
em Peng e Reggia (1990):
• objetivo de cobertura: o objetivo de explicar todas as manifestac¸o˜es que esta˜o
presentes com coereˆncia e adequac¸a˜o.
• objetivo de parcimoˆnia: o objetivo de minimizar a complexidade da expli-
cac¸a˜o.
Estes objetivos sa˜o suportados pela abordagem abdutiva, atrave´s do formalismo da TCP
e de suas extenso˜es apresentadas no cap´ıtulo 3.
Neste trabalho sa˜o propostas algumas extenso˜es ao modelo de diagno´stico de Wainer
e Sandri (1998) que propo˜em a incorporac¸a˜o de conjuntos nebulosos em alguns
conceitos de TCP temporal. Uma das funcionalidades incorporadas a` TCN, refere-se a
informac¸a˜o catego´rica nebulosa onde a relac¸a˜o causal entre as desordens e manifestac¸o˜es
e´ representada por uma distribuic¸a˜o de causalidades.
Uma outra funcionalidade da TCN e´ a incorporac¸a˜o de um ı´ndice de consisteˆncia relativo
a`s condic¸o˜es favora´veis a` existeˆncia de uma desordem. Por exemplo, em fitopatologia
existem algumas condic¸o˜es favora´veis de temperatura, umidade e e´poca do ano que
podem influenciar o desenvolvimento de uma desordem. No diagno´stico me´dico, sexo,
idade e hereditariedade sa˜o condic¸o˜es que podem influenciar no desenvolvimento de
uma doenc¸a. No diagno´stico de falhas em sate´lite existem algumas condic¸o˜es favora´veis
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para determinadas falhas como temperatura, n´ıveis de radiac¸a˜o e e´poca do ano.
Adicionalmente, no escopo da TCN e´ proposta uma combinac¸a˜o dos va´rios ı´ndices de
consisteˆncia (temporal, de intensidade) de modo que possam ser usados na classificac¸a˜o
e reduc¸a˜o de hipo´teses.
Uma vez feita a decisa˜o diagno´stica, conforme apresentado na Figura 4.3, o diagnosti-
cador deve executar a tarefa de selecionar o tratamento mais apropriado.
Quanto ao mo´dulo de Tratamento e´ utilizado para extrair informac¸a˜o da base de con-
hecimento sobre as condic¸o˜es favora´veis para evoluc¸a˜o de uma desordem (temperatura,
umidade) de modo auxiliar na tomada de decisa˜o das medidas de controle. Mais uma
vez, o conhecimento do diagnosticador pode ser representado pelo modelo abdutivo, isto
e´, a partir dos tratamentos para as desordens (i.e, tratamentos→ desordens).
No contexto deste trabalho, e´ proposto um ı´ndice de consisteˆncia relativo a`s condic¸oes
favora´veis a` efica´cia de um tratamento que devem ser levadas em conta durante uma
decisa˜o terapeˆutica ale´m de outras varia´veis como CUSTO e RISCO. Por exemplo, em
fitopatologia condic¸o˜es de temperatura, umidade, severidade e e´poca do aparecimento
dos sintomas podem influenciar na efica´cia do tratamento. Ale´m disso, em uma decisa˜o
terapeˆutica para plantas devem ser considerados o CUSTO da aplicac¸a˜o do tratamento e
o RISCO na produtividade da colheita. Em um outro exemplo, no diagno´stico de falhas
em sate´lite a temperatura e os n´ıveis de radiac¸a˜o podem interferir na ac¸a˜o corretiva a
ser tomada para uma determinada falha no sate´lite. Adicionalmente, deve-se levar em
conta o CUSTO e o RISCO da ac¸a˜o corretiva para a missa˜o do sate´lite.
Conforme apresentado na sec¸a˜o 4.1, em complementac¸a˜o a uma decisa˜o terapeˆutica
deve-se ter um procedimento de monitoramento dos efeitos do tratamento na progressa˜o
da desordem. Os resultados do monitoramento devem modificar constantemente a s´ıntese
do problema como um processo c´ıclico e dinaˆmico. Entretanto, a automatizac¸a˜o do
procedimento de monitoramento na˜o esta´ inclu´ıdo no escopo deste trabalho.
Uma s´ıntese do processo de tomada de decisa˜o diagno´stica e terapeˆutica em fitopatologia
suportado pela TCN esta´ representada na Figura 4.4.
Os no´s m1,m2, ..mn representam as va´riaveis de observac¸a˜o que correspondem a´s
manifestac¸o˜es causadas por uma desordem di. Os arcos representam as influeˆncias das
relac¸o˜es causais incertas. A relac¸a˜o causal R(di,mj) entre desordens e manifestac¸o˜es
pode ser observada no diagrama assim como a relac¸a˜o causal R(Ac, di) onde o no´ (Ac) e´
o agente que causa a desordem di. A relac¸a˜o entre tratamentos e desordens esta´ expressa
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na relac¸a˜o Z(tk, di). Os retaˆngulos representam as varia´veis de decisa˜o de tratamentos
e testes laboratoriais. A relac¸a˜o entre um teste e uma desordem e´ expressa atrave´s da
confirmac¸a˜o de um resultado de teste que confirma se o agente causal da desordem esta´
presente. Caso seja confirmada a hipo´tese da desordem, um tratamento e´ selecionado
considerando algumas outras varia´veis de observac¸a˜o, tais como, severidade, e´poca ou
idade, condic¸o˜es favora´veis e custo. O no´ losaˆngulo representa amedida de valor calculada
para esta tomada de decisa˜o.
E´ va´lido lembrar que as incertezas nas relac¸o˜es causais acima podem ser representadas
por modelos probabil´ısticos. Muitas vezes, no entanto, e´ d´ıficil obter informac¸o˜es
quantitativas ou estat´ısticas dos diagnosticadores. No escopo deste trabalho, a teoria
de possibilidades e´ usada como alternativa para a representac¸a˜o de incertezas.
Para dar suporte a` teoria acima e obter uma soluc¸a˜o para o problema racioc´ınio cl´ınico,
o modelo TCN contempla algumas caracter´ısticas principais:
• um mecanismo de infereˆncia abdutivo para representar o conhecimento do
diagnosticador;
• um mecanismo de representac¸a˜o de incertezas inerentes ao processo de
racioc´ınio cl´ınico;
• um modelo para classificac¸a˜o de hipo´teses em uma situac¸a˜o pra´tica de
diagno´stico que pode ser incorporado atrave´s de uma generalizac¸a˜o do modelo
TCP temporal-catego´rico nebuloso proposto por Wainer e Sandri (1998)
de modo a combinar os va´rios ı´ndices de consisteˆncia visando usa´-los na
classificac¸a˜o de hipo´teses em uma situac¸a˜o pra´tica de diagno´stico;
• uma ou mais func¸o˜es de utilidade associadas a outros conceitos de teoria
da decisa˜o de modo a auxiliar na selec¸a˜o e classificac¸a˜o de manifestac¸o˜es
priorita´rias para investigac¸a˜o;
• um modelo para identificar casos onde a associac¸a˜o entre desordens e
manifestac¸o˜es sa˜o incompletas;
• um mecanismo de identificac¸a˜o de condic¸o˜es favora´veis a` evoluc¸a˜o de uma
desordem visando previso˜es futuras e tomada de deciso˜es para tratamento.
Na pro´xima sec¸a˜o e´ apresentado um ambiente abdutivo nebuloso proposto para dar
suporte a`s funcionalidades acima.
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4.4 Formalizac¸a˜o do Problema
O ambiente abdutivo gene´rico proposto no escopo da TCN para representar o conheci-
mento do diagnosticador esta´ apresentado na Figura 4.5.
O conhecimento utilizado na TCN e´ representado como uma rede associativa de relac¸o˜es
bina´rias. Uma rede associativa consiste de no´s, usualmente representando entidades como
objetos, conceitos e eventos, e arcos representando associac¸o˜es entre no´s. O significativo
poder das redes associativas as torna particularmente adequadas para representac¸a˜o das
associac¸o˜es causais em diversas aplicac¸o˜es de racioc´ınio abdutivo.
Os no´s da Figura 4.5 representam os diversos tratamentos, desordens, manifestac¸o˜es e
exames. Os tratamentos (conjunto T) esta˜o relacionados com as desordens (conjunto D)
que eles podem tratar ou controlar. As desordens (conjunto D) esta˜o relacionadas com
os efeitos ou as manifestac¸o˜es que eles podem causar. Por outro lado, cada manifestac¸a˜o
tem associada os exames ou testes laboratoriais (conjunto E) que podem confirmar sua
existeˆncia ou confirmar o agente causal que as ocasionou.
A associac¸a˜o causal R(Ac, di) esta´ impl´ıcita em di, isto e´, esta relac¸a˜o na˜o esta´ expl´ıcita
na Figura 4.5. Por exemplo, no domı´nio de doenc¸as de milho existe uma desordem
denominada ´Mancha por Cercospora ou Cerscosporiose´ cujo agente causal e´ o fungo
´Cercospora zeae-maydis´. Portanto, quando e´ inferido que a plantac¸a˜o esta´ com
´Cercosporiose´ implicitamente infere-se que a plantac¸a˜o esta´ contaminada pelo fungo
´Cercospora zeae-maydis´. Similarmente, quando em medicina um paciente esta´ com
uma desordem di infere-se que ele esta´ contaminado por algum agente causal (fungo,
bacte´ria,etc.).
Da mesma maneira, o conhecimento sobre as desordens e os efeitos que elas causam pode
ser representado por uma teoria criada para suportar a relac¸a˜o causal R(di,mj). A partir
de um conjunto de observac¸o˜es em um caso particular (um paciente, uma plantac¸a˜o ou um
sate´lite), utilizando-se o mecanismo de infereˆncia abdutiva, pode-se obter as desordens
mais plaus´ıveis que explicam aquelas observac¸o˜es. A partir deste conjunto de observac¸o˜es
e das desordens mais plaus´ıveis, tambe´m utilizando o mecanismo de infereˆncia abdutiva,
um conjunto de exames laboratoriais sa˜o selecionados de modo a investigar melhor os
sintomas presentes para confirmar as hipo´teses utilizando a relac¸a˜o bina´ria I(ek,mj).
Similarmente, os tratamentos (fungicidas, reme´dios, determinado comando por teleme-
tria) dispon´ıveis para determinadas desordens ou falhas em um domı´nio espec´ıfico
(doenc¸as de milho, doenc¸as card´ıacas, falhas em sate´lite, etc ...) podem ser representados
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por uma teoria que suporte esta relac¸a˜o Z(tk, di). A partir de um conjunto de hipo´teses
(um conjunto de desordens), utilizando-se o mecanismo de infereˆncia abdutiva, pode-se
obter os tratamentos mais plaus´ıveis que explicam aquelas hipo´teses. Portanto, o
mecanismo de infereˆncia abutiva pode ser utilizado tanto para tomada de decisa˜o
diagno´stica quanto terapeˆutica.
A partir das ide´ias acima, define-se formalmente o problema de racioc´ınio cl´ınico.
As definic¸o˜es apresentadas neste cap´ıtulo constituem a base teo´rica para esta nova
abordagem.
Definic¸a˜o 4.1 Um problema de racioc´ınio cl´ınico P para diagno´stico, investigac¸a˜o e
tratamentos e´ uma quadru´pla P =< KBd, KBe, KBt, CA > em que:
• KBd e´ a base de conhecimento para representar informac¸a˜o correspondente
a`s desordens e os efeitos que elas causam;
• KBe e´ a base de conhecimento para representar informac¸a˜o correspondente
aos testes laboratoriais e a`s desordens ou manifestac¸o˜es que eles identificam;
• KBt e´ a base de conhecimento para representar informac¸a˜o correspondente
aos tratamentos e a`s desordens que eles controlam;
• CA e´ a especificac¸a˜o de um caso particular (um paciente, uma cultura, um
sate´lite, etc.).
O conhecimento associativo usado em problemas de diagno´stico, investigac¸a˜o e trata-
mentos e´ usualmente muito extenso e complexo. Portanto, neste trabalho o problema de
racioc´ınio cl´ınico e´ divido em treˆs subproblemas. Cada subproblema e´ representado por
um ambiente abdutivo que conte´m uma rede associativa com apenas duas entidades e
uma relac¸a˜o bina´ria entre elas.
A base de conhecimento para diagno´stico KBd e´ representada pela sextupla <
D,M,R,G,CC, θ > onde: D e´ um conjunto de desordens ou causas; M, e´ o conjunto de
efeitos que sa˜o observados e cujas causas ou desordens sa˜o procuradas como explicac¸o˜es;
R e´ a teoria causal; G corresponde ao grafo que representa a informac¸a˜o temporal das
desordens, CC e´ um conjunto de varia´veis que representa as condic¸o˜es favora´veis para
existeˆncia de uma desordem e θ corresponde a escala de tempo utilizada.
A base de conhecimento para investigac¸a˜o KBe e´ representada pela qu´ıntupla <
E,M,D, I, R > onde: E e´ um conjunto de exames ou testes laboratoriais; M e´ o conjunto
de efeitos observados, I e´ a teoria que associa o conjunto de efeitos que sa˜o observados
com os exames que os confirmam, D e R correspondem ao conjunto de desordens e a
teoria causal, respectivamente.
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A base de conhecimento para tratamento KBt e´ representada pela qu´ıntupla <
T,D,Z,CC, V > onde: T e´ um conjunto de tratamentos; D, e´ o conjunto de desordens
que sa˜o gerados como hipo´teses; e Z, e´ a teoria que associa o conjunto de desordens
geradas como hipo´teses com os tratamentos que as controlam, CC corresponde a certas
condic¸o˜es que visam garantir a efica´cia de um tratamento e V corresponde as varia´veis
CUSTO e RISCO.
4.5 Soluc¸a˜o Final para o Problema de Racioc´ınio Cl´ınico
Dado um problema de racioc´ınio P (4.1), pode-se definir a soluc¸a˜o final para o problema
de racioc´ınio cl´ınico como descrito a seguir.
Definic¸a˜o 4.2 (Soluc¸a˜o abdutiva): Dada uma base de conhecimento Θ =
{KBd, KBe, KBt} para o problema de racioc´ınio cl´ınico P e um caso particular
CA, SOL(P ) = {SOLd, SOLe, SOLt} e´ uma soluc¸a˜o abdutiva para o caso particular
CA sse Θ ∪ SOL(P ) cobre CA com adequac¸a˜o, coereˆncia e parcimoˆnia e Θ ∪ SOL(P )
e´ consistente.
Nos cap´ıtulos 5, 6 e 7, as definic¸o˜es de cada base de conhecimento (KBd, KBe, KBt) bem
como de cada soluc¸a˜o {SOLd, SOLe, SOLt} sera˜o detalhadas de modo a representar
os problemas do mundo real nas a´reas de diagno´stico, investigac¸a˜o e tratamentos,
respectivamente. Para facilitar o entendimento dos pro´ximos cap´ıtulos, na Figura 4.6 esta´
apresentada uma s´ıntese do mecanismo de infereˆncia do processo de racioc´ınio cl´ınico da
TCN onde e´ representada cada etapa do processo e o cap´ıtulo correspondente.
Os retaˆngulos da Figura 4.6 correspondem aos mo´dulos de Diagno´stico, Investigac¸a˜o
e Tratamentos. A partir de um caso particular CA, a soluc¸a˜o SOLd corresponde a
soluc¸a˜o abdutiva para o problema de diagno´stico gerada no mo´dulo de Diagno´stico. No
escopo da TCN, quando uma soluc¸a˜o SOLd na˜o atinge um certo grau de verossimilhanc¸a
(i.e, SOLd < ∆) pode ser assumido que os efeitos causados por cada di tal que
di ∈ SOLd devem ser melhor investigados (i.e, atrave´s de exames complementares
ou testes laboratoriais) visando um refinamento das hipo´teses. A partir de SOLe um
conjunto de manifestac¸o˜es sa˜o confirmadas ou refutadas, consequentemente, atualizando
os conjuntos de manifestac¸o˜es de M+ e M− que pertencem a CA gerando um novo
caso Catual. Dado a base de conhecimento KBd e o caso particular Catual, infere-se um
nova explicac¸a˜o abdutiva SOLd. Para nova soluc¸a˜o SOLd pode-se inferir os melhores
tratamentos, atrave´s de um ambiente abdutivo para tratamentos, gerando uma soluc¸a˜o
abdutiva para Tratamentos denominada SOLt.
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Os exemplos utilizados no decorrer dos pro´ximos cap´ıtulos referem-se a` diagnose,
investigac¸a˜o e tratamento de doenc¸as de plantas, mais especificamente, doenc¸as de milho.
Entretanto, espera-se que os desenvolvimentos teo´ricos obtidos possam ser aplicados para
outros problemas de diagno´stico dinaˆmico, conforme apresentado no cap´ıtulo 8.
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FIGURA 4.1 – As deciso˜es diagno´stica e terapeˆutica.
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CAPI´TULO 5
AMBIENTE ABDUTIVO PARA DIAGNO´STICO
Neste cap´ıtulo e´ apresentado detalhamente o ambiente abdutivo para diagno´stico que
incorpora conceitos de infereˆncia abdutiva, lo´gica nebulosa e teoria de decisa˜o no
escopo da TCN. Primeiramente, na sec¸o˜es 5.1 e 5.2 sa˜o apresentados detalhamente os
mecanismos para representac¸a˜o do conhecimento do problema de diagno´stico e de um
caso particular, bem como das incertezas inerentes a estes problemas, no escopo desta
nova abordagem. Na sec¸a˜o 5.3 sa˜o apresentados os mecanismos de infereˆncia e tomada
de decisa˜o utilizados para diagno´stico.
5.1 Representac¸a˜o do Conhecimento em Diagno´stico
No escopo da TCN, sa˜o utilizados dois conjuntos finitos e discretos (veja Figura 5.1) para
modelar o subproblema de diagno´stico. O conjunto D representa o conjunto de todas as
desordens poss´ıveis di que podem ocorrer em um domı´nio e o conjunto M representa
todas as manifestac¸o˜es mj que podem suprir quando uma ou mais desordens estiverem
presentes. Assume-se que D e M na˜o possuem elementos em comum. Para modelar
a noc¸a˜o intuitiva de causa utiliza-se uma relac¸a˜o causal R, de D para M, associando
individualmente desordens e manifestac¸o˜es.
m6
d1 d2 d3 d4 d5 d6 d7 d8 d9
m1 m2 m3 m4 m5 m6
D
M
R
FIGURA 5.1 – Um ambiente abdutivo causal para diagno´stico.
Conforme descrito na sec¸a˜o 4.4, o problema de diagno´stico pode ser modelado por
um ambiente abdutivo causal (D,M,R) onde a relac¸a˜o causal R entre manifestac¸o˜es
e desordens corresponde a teoria Σ restrita sintaticamente a`s teorias causais.
5.1.1 Teoria causal
A representac¸a˜o do ambiente abdutivo causal adotada neste trabalho e´ a TCP apresen-
tada na sec¸a˜o 3.2. No contexto deste trabalho, sera´ utilizado o modelo TCP mais simples
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que na˜o utiliza estados intermedia´rios na rede causal conforme apresentado na Figura
5.1.
Uma associac¸a˜o < di,mj > em R significa que ´di pode diretamente causar mj´. Em
outras palavras, a probabilidade associada a uma associac¸a˜o causal e´ suposta na˜o ser
zero (nenhuma associac¸a˜o causal neste caso) mas algum valor intermedia´rio entre ]0, 1].
Este fato reflete a situac¸a˜o do mundo real para va´rios casos. Em Peng e Reggia (1990)
e´ apresentado um modelo causal probabil´ıstico para representar as noc¸o˜es nume´ricas
de plausibilidade da relac¸a˜o causal R. No escopo da TCN, sera´ utilizado um modelo
baseado em teoria de possibilidades e conjuntos nebulosos para manipular as incertezas
desta associac¸a˜o causal.
Conforme apresentado na tabela 5.1, os tipos de causalidade existentes entre < di,mj >
sa˜o aqui dividas em cinco classes : ´di necessariamente causamj´, ´di predominantemente
causa mj´, ´di possivelmente causa mj´, ´di raramente causa mj´ e ´di na˜o causa
mj´ e esta˜o aqui respectivamente associados aos pesos 1, .5, 0, 5,−1. Estes valores foram
derivados a partir da interpretac¸a˜o dos tipos em termos de possibilidades e necessidades
atrave´s da fo´rmula:
R(di,mj) =
Π(A)− Π(∼ A)− linferior
lsuperior − linferior
TABELA 5.1 – Associac¸a˜o causal nebulosa < di,mj >.
C =< di,mj > Π(A) Π(∼ A) N(A) N(∼ A) pij R(di,mj) = Norm(pij)
”di necessariamente causa mj” 1.0 0 1.0 0 1.0 1.0 + |-1.0|/2 =1.0
”di predominantemente causa mj” 1.0 0.5 0.5 0 0.5 0.5 + |-1.0|/2 = 0.75
”di possivelmente causa mj” 1.0 1.0 0 0 0 0 + |-1.0|/2 = 0.5
”di raramente causa mj” 0.5 1.0 0 1.0 -0.5 -0.5 + |-1.0| = 0.25
”di na˜o causa mj” 0 1.0 0 1.0 -1.0 -1.0 =+ |-1.0| = 0
Nas colunas 2 e 3 esta˜o calculadas as medidas de possibilidades da associac¸a˜o < di,mj >
ocorrer ou na˜o, respectivamente. As colunas 4 e 5 representam as medidas de necessidade
para cada classe de associac¸a˜o e no caso do evento contra´rio, respectivamente. Na coluna
6 e´ calculada a func¸a˜o pij = Π(A)−Π(∼ A) = N(A)−N(∼ A) que se refere a`s diferenc¸as
entre as medidas de possibilidades (colunas 2 e 3) e as medidas de necessidade (colunas
4 e 5). Finalmente, na coluna 7 e´ apresentado o grau nebuloso associado a cada classe
de < di,mj > que corresponde a` normalizac¸a˜o de pij.
Um exemplo de como representar a associac¸a˜o causal nebulosa no escopo da TCN pode
ser vista na Figura 5.2 que representa a desordem ´ferrugem comum(d3)´ (descrita na
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sec¸a˜o 1.1.1) e da ´ferrugem polysora (d4)´ que tem caracter´ısticas similares a` desordem
d3.
d3
[.75]
m1 m2 m3 m4 m5
[1.0] [1.0] [.75] [.5]
d4
[1.0]
m6
[1.0] [.75] [.5] [.75]
FIGURA 5.2 – Associac¸a˜o causal da ferrugem comum (d3) e da ferrugem
polysora (d4).
As manifestac¸o˜es m1,m2,m3,m4,m5,m6 correspondem a` formac¸a˜o de pu´stulas individ-
ualizadas marrom-claro, formac¸a˜o de fendas, formac¸a˜o de pu´stulas marrom-escuro, seca
prematura das plantas, baixa produc¸a˜o e adquirem aspecto pulvurulento, respectiva-
mente (retiradas da descric¸a˜o na sec¸a˜o 1.1.1).
5.1.2 Evoluc¸a˜o Temporal
Ale´m da associac¸a˜o causal entre desordens e manifestac¸o˜es, e´ importante representar a
evoluc¸a˜o temporal das manifestac¸o˜es para uma determinada desordem. No escopo da
TCN, a informac¸a˜o temporal tambe´m e´ definida como intervalos nebulosos e pode ser
representada atrave´s de um grafo temporal de eventos G = (V, T ) como descrito na
definic¸a˜o 3.12 em 3.3.1. Na Figura 5.3 esta´ representado um modelo simplificado do
grafo temporal de eventos para a ferrugem comum d3 apresentada na Figura 5.2. Os
intervalos ´menos de 24 semanas´, ´por volta de 8 a 32 semanas´, ´em menos de 4
semanas´ e ´por volta de 16 a 20 semanas´ sa˜o dados fict´ıcios que correspondem aos
intervalos <0,24>,<8,32>,<0,4> e <16,20>, respectivamente.
Na Figura 5.3 esta˜o representados os intervalos nebulosos entre alguns eventos. En-
tretanto, e´ necessa´rio representar o intervalo mı´nimo entre todos os eventos de uma
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FIGURA 5.3 – Modelo de um grafo de eventos associado a uma desordem no
escopo da TCN.
desordem di no escopo da TCN. Dado um conjunto de intervalos entre alguns eventos
como apresentado na Figura 5.3, a rede mı´nima e´ uma maneira de calcular os intervalos
mı´nimos entre quaisquer dois eventos. O grafo mı´nimo para cada desordem di pode ser
calculada pelo algoritmo de Floyd-Warshall, que calcula o caminho mı´nimo entre todos
os pares como descrito em Wainer e Sandri (1998). A Figura 5.4 representa parte do
grafo mı´nimo de eventos para a desordem ferrugem comum (d3). Os intervalos nebulosos
que aparecem nos arcos do grafo mı´nimo representam os intervalos de tempo no melhor
caso.
5.1.3 Condic¸o˜es de Controle
Outra propriedade caracter´ıstica de um ambiente de diagno´stico sa˜o as condic¸o˜es de
controle que interferem na evoluc¸a˜o de uma desordem. Por exemplo, as condic¸o˜es
favora´veis de temperatura e umidade, a intensidade ou severidade de uma desordem
e a e´poca ou idade que favorece a evoluc¸a˜o da desordem. No escopo da TCN, este tipo
de informac¸a˜o tambe´m e´ representada atrave´s de intervalos nebulosos como apresentado
no apeˆndice A. A tabela 5.2 exemplifica os intervalos assumidos para temperatura e
umidade.
TABELA 5.2 – Graus de temperatura e umidade.
Graus Temperatura(T) Umidade(U)
alta T > 25oC U > 85%
me´dia 15oC < T < 25oC 70% < U < 80%
baixa T < 15oC U < 70%
A Figura 5.5 mostra graficamente os intervalos nebulosos trapezoidais para os graus de
temperatura (alta, me´dia e baixa) expressos na tabela 5.2.
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FIGURA 5.4 – Modelo parcial de um grafo mı´nimo associado a uma desordem
no escopo da TCN.
Similarmente, as varia´veis de severidade e e´poca sa˜o representadas como intervalos
nebulosos trapezoidais. A partir das ide´ias acima, pode-se definir formalmente as
condic¸o˜es de controle de uma desordem di.
Definic¸a˜o 5.1 As condic¸o˜es de controle CC de uma desordem di e´ representada pela
tripla (CF, SEV,EP ) onde:
• o par CF corresponde aos intervalos nebulosos trapezoidais que representam
as condic¸o˜es favora´veis a` evoluc¸a˜o de uma desordem di(ex. Temperatura e
Umidade no domı´nio agr´ıcola CF =< TEMP,UMID > );
• SEV corresponde a um grau nebuloso trapezoidal de intensidade ou severidade
de uma desordem di
• EP correponde a um intervalo nebuloso que representa a fase de
desenvolvimento ou idade de um determinado paciente ou planta que
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FIGURA 5.5 – Representac¸a˜o nebulosa para os graus de temperatura.
favorece a evoluc¸a˜o de uma determinada desordem.
5.1.4 Base de Conhecimento
Para suportar as ide´ias acima, a base de conhecimento KBd deve englobar informac¸a˜o
possibil´ıstica. A definic¸a˜o formal da base de conhecimento possibil´ısticaKBd esta´ descrita
a seguir.
Definic¸a˜o 5.2 A base de conhecimento KBd e´ representada por uma sextupla <
D,M,R,G,CC, θ > onde:
• D e´ o conjunto de desordens;
• M e´ o conjunto de manifestac¸o˜es;
• R : D ×M → [0, 1] e´ uma relac¸a˜o nebulosa que modela a associac¸a˜o gradual
entre desordens e manifestac¸o˜es como apresentado na tabela 5.1;
• G e´ o grafo mı´nimo de eventos associado a cada desordem para representar
a evoluc¸a˜o de uma desordem (sec¸a˜o 5.1.2).
• CC e´ representada pela tripla CC = (CF, SEV,EP ) (definic¸a˜o 5.1);
• θ e´ a escala de tempo.
Para um problema de diagno´stico representado por KBd, e´ conveniente e u´til definir os
conjuntos ou func¸o˜es baseadas na relac¸a˜o C:
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Definic¸a˜o 5.3 Para todo di ∈ D e mj ∈M em uma base de conhecimento KBd,
• efeitos(di) = {mj| < di,mj >∈ C}, o conjunto dos elementos diretamente
causados por di;
• causas(mj) = {di| < di,mj >∈ C}, o conjunto dos elementos que podem
diretamente causar mj.
Os conjuntos definidos acima podem facilmente ser generalizados de desordens e
manifestac¸o˜es individualmente para conjuntos de desordens e manifestac¸o˜es conforme
apresentado a seguir.
Definic¸a˜o 5.4 Para todo DL ⊆ D e MJ ⊆M em uma base de conhecimento KBd,
• efeitos(DL) =
⋃
di∈DL efeitos(di),e
• causas(MJ) =
⋃
mj∈MJ causas(mj).
Assim, os efeitos de um conjunto de desordens sa˜o apenas a unia˜o dos efeitos individuais
de cada desordem do conjunto. Por exemplo, no problema de diagno´stico apresentado na
Figura 5.1 tem-se:
efeitos(d1) = {m1,m4},
efeitos(d2) = {m1,m3,m4,m6},
causas(m1) = {d1, d2, d3, d4},
causas(m2) = {d5, d6, d7, d9}.
Utilizando estes dados tem-se que:
efeitos(d1, d2) = {m1,m3,m4,m6}.
causas(m1,m2) = {d1, d2, d3, d4, d5, d6, d7, d9}.
5.2 Especificac¸a˜o do Caso particular
Para complementar a formulac¸a˜o do problema de diagno´stico necessita-se de um caso
particular. Utilizando a terminologia da TCP, M+ e´ utilizado como subconjunto de M
para referenciar as manifestac¸o˜es presentes que correspodem as observac¸o˜es do caso eM−
refere-se tambe´m a um subconjunto de M que corresponde as manifestac¸o˜es ausentes no
caso.
A informac¸a˜o sobre um caso particular deve contemplar observac¸o˜es adicionais, ale´m
das manifestac¸o˜es presentes e ausentes, tais como, em que e´poca estas manifestac¸o˜es
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ou sintomas ocorreram, quando elas comec¸aram e como evoluiram, a severidade e
intensidade de cada uma bem como condic¸o˜es ambientais em que elas ocorreram.
Normalmente, a informac¸a˜o sobre o caso particular e´ coletada atrave´s de um processo
denominado anamnese em que o especialista do domı´nio (me´dico, fitopatologista
ou engenheiro) coleta as informac¸o˜es do pro´prio paciente, produtor ou computador.
Formalmente, a informac¸a˜o sobre um dado caso pode ser definida como a seguir.
Definic¸a˜o 5.5 A informac¸a˜o sobre um caso particular e´ modelada por uma qu´ıntupla
CA =< M+,M−, EV +, T IME+, CC+ > onde:
• M+ e´ o conjunto de manifestac¸o˜es presentes conhecidas no caso;
• M− e´ o conjunto de manifestac¸o˜es ausentes conhecidas no caso;
• EV + e´ o conjunto de eventos de ı´nicio e fim de cada manifestac¸a˜o em M+;
• TIME+ e´ uma func¸a˜o que associa para cada evento ei ∈ EV + um intervalo
nebuloso que representa os momentos poss´ıveis no qual o evento ocorreu;
• CC+ = (CF+, SEV +, EP+) sa˜o as condic¸o˜es externas em que ocorreram
os sintomas, onde no domı´nio agr´ıcola CF+ e´ uma func¸a˜o que associa as
condic¸o˜es de temperatura e umidade (TEMP+, UMID+) no momento do
diagno´stico, SEV + e EP+ sa˜o as func¸o˜es que associam a severidade de cada
mj ∈M+ e a fase em que elas ocorreram, respectivamente.
Uma vez caracterizado o problema de diagno´stico (P =< KBd, CA >), caracteriza-se
agora sua soluc¸a˜o, denominado Sold(P ). Para isto, ale´m da noc¸a˜o de ”cobertura”(sec¸a˜o
3.2.2), utiliza-se outros ı´ndices de consisteˆncia e coberturas nebulosas que sera˜o descritos
a seguir.
5.3 Soluc¸a˜o para o Problema de Diagno´stico
Nesta sec¸a˜o descreve-se as soluc¸o˜es para os problemas de diagno´stico definidos na sec¸a˜o
5.1. Inicialmente, define-se a noc¸a˜o de consisteˆncia entre um modelo desordens (sec¸a˜o
5.1) e um caso particular (sec¸a˜o 5.2). Na sequeˆncia, uma explicac¸a˜o plaus´ıvel para um
problema de diagno´stico e´ definida formalmente.
5.3.1 Consisteˆncia entre o Modelo de Desordens e o Caso
As explicac¸o˜es ou hipo´teses mais plaus´ıveis Dl (desordens ou falhas) devem ser inferidas
abdutivamente a partir da consisteˆncia entre a informac¸a˜o sobre o caso particular
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CA (sintomas ou resultados de testes) coletada atrave´s da anamnese e a base de
conhecimento KBd . Para tal, e´ utilizada a noc¸a˜o de coberturas irredundantes da TCP
apresentada na sec¸a˜o 3.2.2. O crite´rio de parcimoˆnia irredundante garante a noc¸a˜o de
minimalidade e simplicidade explicitada na sec¸a˜o 3.1.
No escopo da TCN, antes de aplicar o crite´rios de parcimoˆnia de irredundaˆncia, e´
necessa´rio verificar a consisteˆncia temporal, catego´rica e das condic¸o˜es de controle do
caso particular em relac¸a˜o ao modelo de desordens. Para isto, sa˜o utilizados os ı´ndices de
consisteˆncia temporal, catego´rica e de intensidade propostos em Wainer e Sandri (1998).
5.3.1.1 Consisteˆncia Temporal
Segundo Wainer e Sandri (1998), a consisteˆncia temporal entre o caso e o modelo e´
calculada pela comparac¸a˜o do tempo transcorrido entre os eventos do caso (os eventos
em EV +) e os intervalos nebulosos correspondentes no modelo. Primeiramente, deve ser
calculada a distaˆncia temporal entre pares de todos os eventos de EV + como descrito
na definic¸a˜o 3.14 (sec¸a˜o 3.3.1).
Na sequeˆncia, para comparar como estes dois eventos se encaixam no modelo de uma
desordem particular di deve-se comparar a DIST
+(ei, ej) com pi(ei, ej). Um caso e´
consistente temporalmente com o modelo de uma desordem se seu grau de consisteˆncia
for maior que zero. O grau de consisteˆncia temporal de dois eventos ei e ej e´ a altura da
intersecc¸a˜o de DIST+(ei, ej) com pi(ei, ej). Formalmente, a consisteˆncia temporal entre
uma caso CA e uma desordem di e´ definido como descrito na definic¸a˜o 3.15.
Para exemplificar a consisteˆncia temporal sera˜o apresentados dois casos hipote´ticos
de produtores de milho. Consideremos novamente o conjunto de manifestac¸o˜es M =
{m1,m2,m3,m4,m5} que caracterizam a desordem ferrugem comum (d3) apresentada
na sec¸a˜o 5.1.1.
Seja o caso hipote´tico 1 em que M+ = {m1,m4}; EV + = {mb1,mb4}; TIME+(mb1) =<
49, 50 >; TIME+(mb4) =< 23, 24 > e DIST
+(mb1,m
b
4) =< 25, 27 >. A partir
do grafo mı´nimo (Figura 5.4) tem-se pi(mb1,m
b
4) =< −24, 24 > e consequentemente
α(di) = h(DIST
+(mb1,m
b
4) ∩ pi(mb1,mb4)) = h(< 25, 27 > ∩ < −24, 24 >) = 0.5
Portanto, o modelo e o caso sa˜o completamente incompat´ıveis em termos temporais.
Realmente, se considerarmos o TIME+(mb1) de m1, o evento e0 deveria ter ocorrido no
intervalo < 25, 50 > e considerando o TIME+(mb4), e0 deveria ter ocorrido no intervalo
< −1, 24 >, o que os torna totalmente incompat´ıveis.
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Seja o caso hipote´tico 2 em que M+ = {m1,m4}; EV + = {mb1,mb4}; TIME+(mb1) =<
48, 49, 50, 51 >; TIME+(mb4) =< 22, 23, 24, 25 > e DIST
+(mb1,m
b
4) =< 23, 25, 27, 29 >.
A partir do grafo mı´nimo (Figura 5.4) tem-se pi(mb1,m
b
4) =< −24, 24 > e consequente-
mente α(di) = h(DIST+(mb1,m
b
4)∩pi(mb1,mb4)) = h(< 23, 25, 27, 29 > ∩ < −24, 24 >) =
0.5 (veja Figura 5.6).
mA(x)
0.5
1
q
23 25 27 29-24
FIGURA 5.6 – Exemplo do grau de consisteˆncia temporal.
Assim, a desordem ferrugem comum (d3) poderia ser considerada como uma explicac¸a˜o
plaus´ıvel para M+. Adicionalmente, conforme apresentado em Wainer e Sandri (1998),
a consisteˆncia catego´rica esta´ intimamente ligada a` consisteˆncia temporal, pois, um caso
e´ categoricamente inconsistente com um modelo caso uma manifestac¸a˜o necessa´ria na˜o
tenha ocorrido e ja´ na˜o ha´ mais tempo suficiente para que ela ocorra. Uma manifestac¸a˜o
mj e´ dita ter tempo suficiente para ter ocorrido em di se:
• existe um evento ej que deveria ocorrer apo´s mj e ele ja´ ocorreu;
• ou existe um evento ej que era previsto ocorrer antes de mj, ele ocorreu e o
tempo previsto para ocorrer mj apo´s ej ja´ estourou.
Assim, o ı´ndice de consisteˆncia temporal e catego´rica α(di) no escopo da TCN pode ser
definido como descrito na definic¸a˜o 5.6 que e´ uma extensa˜o das definic¸o˜es 3.15 e 3.17
apresentadas na sec¸a˜o 3.3.1.
Definic¸a˜o 5.6 Um caso particular CA e´ consistente temporal e categoricamente com
o modelo de uma desordem di se:
• tiver a seguinte inicializac¸a˜o, ∀mj ∈ M− ∩ R(di,mj) = 1, TIME+(mbj) =
Iafternow = II≥0;
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• e seu grau de consisteˆncia temporal e catego´rica for maior que zero, isto e´,
se α(di) = minei,ej∈EV +∩V (di)[h(DIST
+(ei, ej) ∩ pii(ei, ej))] > 0.
Para exemplificar a consisteˆncia catego´rica no escopo da TCN, consideremos o caso
hipote´tico em que o momento de diagno´stico e´ igual a 80 (semanas):M+ = m4,m5;M
− =
m1; R(d1,m1) = 1.0; EV
+ = me4,m
b
5; TIME
+(me4) =< 49, 50 > e TIME
+(mb5) =<
48, 52 > DIST+(me4,m
b
5) =< −2, 3 > e pi1(me4,mb5) =< 0, 4 >. Se forem considerados
m4 e m5 sem considerar m1, tem-se que o caso e´ compat´ıvel com a doenc¸a d3 conforme
apresentado abaixo: α(d1) = h(DIST
+(me4,m
b
5)∩pil(me4,mb5)) = h(< −2, 3 > ∩ < 0, 4 >
) = 1.0.
Se for considerada a auseˆncia da manifestac¸a˜o m1 onde R(d3,m1) = 1.0, com
TIME+(mb1) = Iafternow =< 80,∞ >, o caso ja´ na˜o e´ compat´ıvel com o modelo de
d3, conforme apresentado abaixo:
α(d3) = min { (h(DIST
+(me4,m
b
5) ∩ pil(me4,mb5))),
(h(DIST+(mb1,m
e
4) ∩ pil(mb1,me4))),
(h(DIST+(mb1,m
b
5) ∩ pil(mb1,mb5)))
α(d3) = min { h(< −2, 3 > ∩ < 0, 4 >),h(< −∞,−30 > ∩ < −8, 44 >),
h(< −∞,−28 > ∩ < −8, 48 >),
α(d3) = min(1, 0, 0) = 0.
5.3.1.2 Consisteˆncia das Condic¸o˜es de Controle
Adicionalmente, ao grau de consisteˆncia temporal, e´ necessa´rio calcular o grau de
consisteˆncia das varia´veis que compo˜em as condic¸o˜es de controle. No escopo deste
trabalho, sa˜o utilizados os ı´ndices de consisteˆncia de intensidade propostos em Wainer e
Sandri (1998).
Em Wainer e Sandri (1998), para obter consisteˆncia de intensidade, utiliza-se uma
func¸a˜o INT na base conhecimento que atribui para cada no´ m de E(d) um conjunto
nebuloso INT(m) descrevendo a intensidade com que aquela manifestac¸a˜o deve ocorrer.
Cada conjunto nebuloso INT(m) e´ definido sobre um domı´nio particular ΩINT (m). Do
mesmo modo, para a informac¸a˜o do caso existe uma func¸a˜o INT+ que atribui para
cada mj ∈ CA = {M+} um conjunto nebuloso INT+(m) descrevendo a intensidade do
qual a manifestac¸a˜o ocorreu. As equac¸o˜es 3.3 e 3.4 definidas na sec¸a˜o 3.3.1 formalizam
a consisteˆncia de intensidade de uma manifestac¸a˜o mj em relac¸a˜o a uma desordem di.
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Para exemplificar o ı´ndice de intensidade no domı´nio de doenc¸as de milho, suponhamos
o caso em que as manifestac¸o˜es manchas marrom claro (m1) e manchas marrom escuro
(m3) da ferrugem comum sa˜o caracterizadas por se encontrar em densamente distribu´ıdas
por ambos os lados das folhas. Seja ΩINT (m1,m3) = [0, 10] um domı´nio para intensidade
de pu´stulas nas folhas de plantac¸a˜o de milho e que pu´stulas densamente distribu´ıdas seja
modelado por INT (m1,m3) =< 7.5, 8.5, 9.5, 10 >.
Suponhamos o caso em que o produtor diz que apareceram muitas pu´stulas marrom-claro
distribu´ıdas pelas folhas da plantac¸a˜o e apo´s quatro semanas a quantidade de pu´s-
tulas aumentou e escureceram. Este caso pode ser modelado pelo intervalo nebuloso
INT+(m1) =< 4, 5, 7, 8 > e INT
+(m3) =< 6, 7, 8, 9 > sobre o mesmo domı´nio
ΩINT (m1,m3). Assim, os graus de consisteˆncia para m1 e m3, ao aplicar a equac¸a˜o 3.3,
sa˜o γ(m1) = h < 7.5, 8.5, 9.5, 10 > ∩ < 4, 5, 7, 8 >= 1.0eγ(m3) = h < 7.5, 8.5, 9.5, 10 >
∩ < 6, 7, 8, 9 >= 1.0, respectivamente.
Aplicando a fo´rmula 3.4 tem-se que as manifestac¸o˜es presentes em CA sa˜o consitentes
com a evoluc¸a˜o da desordem d3: γ(d3) = inf(γ(m1), γ(m3)) = 1.0. Similarmente, e´
definido o ı´ndice de intensidade das condic¸o˜es de controle no diagno´stico de doenc¸as de
milho.
Definic¸a˜o 5.7 O grau de consisteˆncia das condic¸o˜es de controle de uma varia´vel
ck ∈ CC e um caso particular CA e´ calculado atrave´s da fo´rmula γ(di) = infck∈CCγ(ck)
de modo que γ(ck) = h(INT (ck) ∩ INT+(ck)), INT (ck) corresponde a intensidade de
ck ∈ CCemKBd e INT+(ck) corresponde a intensidade de cada ck ∈ CC+.
Primeiramente, define-se a fo´rmula para consisteˆncia das condic¸o˜es favora´veis a partir
das equac¸o˜es 3.3 e 3.4 :
ωCF (di) = sup(γ(TEMP ), γ(UMID)) (5.1)
Para exemplificar o ı´ndice de intensidade das condic¸o˜es de controle no
diagno´stico de doenc¸as de milho, suponhamos novamente o caso hipote´tico 1
CA1 =< M
+,M−, EV +, T IME+, CC+ > onde CC+ = CF+, SEV +, EP+
onde EP+ =< 7, 8, 9, 10 >, SEV + =< 3, 4, 5, 6 > e CF+ =
TEMP+ =< 10, 15, 15, 20 >,UMID+ =< 80, 85, 90, 95 >.
Aplicando a fo´rmula 3.3 tem-se o grau de consisteˆncia de intensidade de temperatura e
umidade como descrito abaixo. γ(TEMP ) = h < 15, 20, 25, 30 > ∩ < 10, 15, 15, 20 >=
0.5γ(UMID) = h < 85, 90, 95, 100 > ∩ < 80, 85, 90, 95 >= 1.0.
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Ao aplicar a fo´rmula 7.2 tem-se o grau de consisteˆncia de das condic¸o˜es favora´veis:
ωCF (d3) = 1.0.
Observemos que o domı´nio de intensidade da varia´vel CF ∈ V e´ ΩINT (CF ) = [0, 1] tal que
ΩINT (CF ) = [0, 0.5] = ¬CF (quando CF e´ falsa) e ΩINT (CF ) = [0.5, 1.0] = CF (quando
CF e´ verdadeira).
No exemplo acima, as condic¸o˜es de temperatura e umidade do caso CA sa˜o compat´ıveis
com as condic¸o˜es favora´veis da desordem d3. Em um segundo passo, conforme descrito
na definic¸a˜o 5.7, calcula-se o grau de consisteˆncia entre uma varia´vel de controle ck ∈ CC
e um caso particular ck ∈ CC em CA e´ atrave´s da fo´rmula γ(di) = infck∈V γ(ck). No
exemplo dado acima, calcula-se o grau de consisteˆncia para a desordem d3 ((d3)):
γ(EP ) = h < 2, 4, 10, 12 > ∩ < 7, 8, 9, 10 >= 1.0
γ(SEV ) = h < 1, 3, 5, 7 > ∩ < 3, 4, 5, 6 >= 1.0
ω(CF ) = 1.0
γ(d3) = inf(γ(EP ), γ(SEV ), ω(CF )) = 1.0
Portanto, no exemplo dado as condic¸o˜es de controle do caso sa˜o compat´ıveis com as
condic¸o˜es de controle do modelo de uma desordem d3. Agora, o ı´ndice de consisteˆncia
das condic¸o˜es de controle γ(di) no escopo da TCN pode ser definido como descrito na
definic¸a˜o 5.8.
Definic¸a˜o 5.8 Um caso particular CA e´ consistente com as condic¸o˜es de controle do
modelo de uma desordem di se:
• se seu grau de consisteˆncia de intensidade das condic¸o˜es de controle for maior
que zero, isto e´, se γ(di) > 0.
5.3.2 Soluc¸a˜o para o Diagno´stico
No escopo da TCN, uma explicac¸a˜o para o diagno´stico assumida e´ uma desordem que
tem consisteˆncia temporal e catego´rica com todos os sintomas e explica todos os sintomas
presentes no caso com certo grau de verossimilhanc¸a, como definido a seguir.
Definic¸a˜o 5.9 Um conjunto SOLd ⊆ D e´ uma explicac¸a˜o plaus´ıvel para um problema
P =< KBd, CA > onde CA =< M
+,M−, EV +, T IME+, CC+ > se
• SOLd cobre M+,e
• SOLd satisfaz algum crite´rio de parcimoˆnia,e
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• ∀di ∈ SOLd, α(di) > 0, isto e´, di e´ consistente temporalmente e categorica-
mente,e
• ∀Dl ⊆ SOLd, α(Dl) = min(α(di))|{di ∈ Dl}, isto e´, o grau de certeza de uma
hipo´tese Dl e´ igual ao menor grau de consisteˆncia de uma desordem di ∈ Dl
tal que Dl ∈ SOLd.
A melhor explicac¸a˜o para um caso particular CA e´ uma uma cobertura Dl com maior
grau de certeza, isto e´, ∀Dl ∈ SOLd existe uma classificac¸a˜o onde as hipo´teses com os
mais altos graus de certeza constituem as hipo´teses mais plaus´ıveis. O grau de certeza
das hipo´teses mais plaus´ıveis e´ calculado pelo menor grau de consisteˆncia temporal e
catego´rica das desordens que a compo˜em, como definido acima. Entretanto, quando
existir duas desordens com mesmo grau de certeza (α(Dl)), e´ considerada a hipo´tese
mais plaus´ıvel e´ a hipo´tese com maior grau de compatibilidade com as condic¸o˜es de
controle (γ(Dl)) como definido a seguir.
Definic¸a˜o 5.10 Dado que γ(Dl) = min(γ(di))|{di ∈ Dl}, uma cobertura
Dx ∈ SOLd e´ uma explicac¸a˜o mais plaus´ıvel para um caso particular CA se
∀Dl ⊆ SOLd|Dl 6= Dx, α(Dl) = α(Dx) e γ(Dx) > γ(Dl).
No escopo da TCN, quando uma hipo´teseDl na˜o atinge um certo grau de verossimilhanc¸a
(i.e, α(Dl) < ∆) pode ser assumido que os efeitos causados por cada di tal que
di ∈ Dl devem ser melhor investigados (i.e, atrave´s de exames complementares ou
testes laboratoriais) visando um refinamento das hipo´teses. O ambiente abdutivo para
investigac¸a˜o sera´ detalhado no pro´ximo cap´ıtulo.
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CAPI´TULO 6
AMBIENTE ABDUTIVO PARA INVESTIGAC¸A˜O
Neste cap´ıtulo e´ apresentado detalhamente o ambiente abdutivo para investigac¸a˜o no
escopo da TCN, que incorpora conceitos de infereˆncia abdutiva, lo´gica nebulosa e
teoria de decisa˜o. Primeiramente, nas sec¸o˜es 6.1 e 6.2 sa˜o apresentados detalhamente
os mecanismos para representac¸a˜o do conhecimento do problema de investigac¸a˜o e de
um caso particular, bem como das incertezas inerentes a estes problemas, no escopo
desta nova infraestrutura. Na sec¸a˜o 6.3 sa˜o apresentados os mecanismos de infereˆncia e
de tomada de decisa˜o utilizados para investigac¸a˜o.
6.1 Representac¸a˜o do Conhecimento em Investigac¸a˜o
O ambiente abdutivo para investigac¸a˜o e´ similar ao ambiente abdutivo definido para
diagno´stico no escopo da TCN. Na Figura 6.1 esta˜o representados os dois conjuntos
finitos e discretos para modelar o subproblema de investigac¸a˜o. O conjunto M representa
todas as manifestac¸o˜es mj (sintomas, falhas,etc.) que podem ocorrer quando uma ou
mais desordens estiverem presentes. O conjunto E representa todos os exames poss´ıveis
el para verificar a existeˆncia de manifestac¸o˜es em um determinado domı´nio de aplicac¸a˜o.
A relac¸a˜o I : E×M → {0, 1} e´ utilizada para modelar a associac¸a˜o que parte dos exames
para as manifestac¸o˜es; se (el,mj) ∈ I enta˜o el e´ um exame apropriado para a detecc¸a˜o
da existeˆncia de mj.
Por exemplo, quando um dado paciente tem uma dor no joelho, o me´dico pode solicitar
um raio-X, uma ecografia, uma ressonaˆncia magne´tica ou uma tomografia para confirmar
o sinal f´ısico que esta´ provocando o efeito de dor no joelho. Entretanto, estes exames na˜o
sa˜o necessariamente espec´ıficos a uma u´nica desordem; eles podem ser utilizados para
confirmar manifestac¸o˜es causadas por va´rias desordens. A solicitac¸a˜o de exames na˜o
depende apenas da manifestac¸a˜o em si mas tambe´m de qual e´ a hipo´tese dominante
(conjunto de desordens), obtida por exemplo atrave´s de anamnese.
Durante o processo de diagno´stico, e´ importante selecionar quais as manifestac¸o˜es
priorita´rias para completar o diagno´stico e, consequentemente, quais os exames a
serem solicitados para confirmar a existeˆncia destas manifestac¸o˜es. Este ciclo diagno´s-
tico/investigac¸a˜o pode ser repetido ate´ que um diagno´stico final seja encontrado. A
pro´xima definic¸a˜o formaliza a base de conhecimento para exames em um dado momento
no tempo.
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FIGURA 6.1 – Um ambiente abdutivo para investigac¸a˜o.
Definic¸a˜o 6.1 A base de conhecimento para investigac¸a˜o e´ representada pela qu´ıntupla
KBe =< E,D,M, I,R >, onde:
• E e´ o conjunto de exames ou testes laboratoriais;
• D e´ o conjunto de desordens;
• M e´ o conjunto de manifestac¸o˜es ou efeitos observados;
• I : E ×M → {0, 1} e´ uma relac¸a˜o bina´ria que modela a associac¸a˜o entre
exames e manifestac¸o˜es;
• R : D ×M → [0, 1] e´ uma relac¸a˜o nebulosa que modela a associac¸a˜o gradual
entre desordens e manifestac¸o˜es como apresentado na tabela 5.1.
Para um problema de investigac¸a˜o representado por KBe, e´ conveniente e u´til definir os
seguintes conjuntos obtidos atrave´s da relac¸a˜o I:
Definic¸a˜o 6.2 Para todo el ∈ E e mj ∈M em uma base de conhecimento KBe, temos
• resultados(el) = {mj| < el,mj >∈ I} e´ o conjunto das manifestac¸o˜es
diretamente identificados pelo exame el;
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• exames(mj) = {el| < el,mj >∈ I} e´ o conjunto dos exames que podem
diretamente identificar a manifestac¸a˜o mj.
Os conjuntos definidos acima sa˜o facilmente generalizados de exames e manifestac¸o˜es
individuais para conjuntos de exames e manifestac¸o˜es, conforme apresentado a seguir.
Definic¸a˜o 6.3 Para todo EL ⊆ E e MJ ⊆ M em uma base de conhecimento KBe,
temos
• resultados(EL) =
⋃
el∈EL resultados(el),
• exames(MJ) =
⋃
mj∈MJ exames(mj).
Por exemplo, no problema de investigac¸a˜o apresentado na Figura 6.1 tem-se
resultados(e1) = {m1,m4}, resultados(e2) = {m1,m3,m4}, exames(m1) = {e1, e2, e3}
e exames(m2) = {e4, e5}. Consequentemente, resultados({e1, e2}) = {m1,m3,m4} e
exames({m1,m2}) = {e1, e2, e3, e4, e5}.
6.2 Especificac¸a˜o do Caso particular
Para completar a formulac¸a˜o do problema de investigac¸a˜o e´ necessa´rio formalizar os
casos particulares. No escopo de investigac¸a˜o, a informac¸a˜o sobre um caso particular
deve contemplar apenas observac¸o˜es sobre manifestac¸o˜es presentes e ausentes.
Definic¸a˜o 6.4 A informac¸a˜o sobre um caso particular na etapa de investigac¸a˜o e´
modelada por uma tripla CA =< D+,M+,M− > onde:
• D+ ⊆ ℘(D) e´ o conjunto de hipo´teses para o caso;
• M+ e´ o conjunto de manifestac¸o˜es certamente presentes no caso;
• M− e´ o conjunto de manifestac¸o˜es certamente ausentes no caso.
O conjunto D+ pode ter sido derivado a partir da aplicac¸a˜o do mo´dulo de diagno´stico,
e neste caso, portanto, D+ = SOLd. O conjunto de desordens presentes nas coberturas
em D+ e´ dado por D∗ = ∪Dk∈D+Dk. Por exemplo, para D+ = {{d1}, {d2, d3}}, temos
D∗ = {d1, d2, d3}. O conjunto de manifestac¸o˜es cuja investigac¸a˜o e´ pertinente ao caso
apresentado e´ dado por M∗ = efeitos(D∗) − (M+ ∪ M−). Por exemplo, para M+ ∪
M− = {m3}, D+ = {{d1}, {d2, d3}}, efeitos(d1) = {m1,m3}, efeitos(d2) = {m2,m3} e
efeitos(d3) = {m4} temos M∗ = {m1,m2,m3,m4} − {m3} = {m1,m2,m4}. O conjunto
de coberturas em D+ que podem causar uma manifestac¸a˜o mj e´ dado por D
+
j = {Dk |
Dk ∈ D+, Dk ∩ causas(mj) 6= ∅}. Por exemplo, no exemplo anterior, se causas(m2) =
{d2, d5} enta˜o temos D+2 = {{d2, d3}}.
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6.3 Tomada de Decisa˜o para Investigac¸a˜o
Nesta sec¸a˜o e´ descrita a soluc¸a˜o SOLe(P ) para um dado problema de investigac¸a˜o.
Inicialmente, define-se a noc¸a˜o de consisteˆncia entre um modelo de exames (sec¸a˜o 6.1)
e as informac¸o˜es de um caso particular (sec¸a˜o 6.2). Na sequeˆncia, uma soluc¸a˜o plaus´ıvel
para um problema de investigac¸a˜o e´ definida formalmente.
6.3.1 Consisteˆncia entre o Modelo de Exames e o Caso
Neste trabalho, uma classificac¸a˜o em termos de prioridade para o conjunto de exames
plaus´ıveis E (exames ou testes laboratoriais) e´ obtida a partir da verificac¸a˜o da
consisteˆncia entre a base de conhecimento KBe e a informac¸a˜o dispon´ıvel num dado
momento sobre um caso particular CA. A classificac¸a˜o dos exames e´ feita da seguinte
maneira:
• Para cada manifestac¸a˜o mj ∈ M∗, encontra-se uma distribuic¸a˜o δj : D+j →
[0, 1], que indica o quanto a confirmac¸a˜o da manifestac¸a˜o mj e´ importante
para a confirmac¸a˜o de cada hipo´tese Dk ∈ D+j .
• Para cada manifestac¸a˜o mj ∈ M∗ calcula-se um ı´ndice f(mj), obtido em
func¸a˜o da distribuic¸a˜o δj, que mede a importaˆncia geral de mj em termos do
quanto a comprovac¸a˜o de sua existeˆncia (ou auseˆncia) diminui a dificuldade
de se escolher, dentre as hipo´teses em D+, qual a mais adequada para explicar
o caso.
• A partir da classificac¸a˜o das manifestac¸o˜es, obtida atrave´s do ı´ndice f ,
encontram-se quais os exames sa˜o os mais priorita´rios para o caso. Os exames
que verificam a existeˆncia de mj sera˜o tanto mais priorita´rios quanto melhor
for a classificac¸a˜o de mj.
Eventualmente, em uma u´ltima etapa de classificac¸a˜o poderiam ser considerados fatores
como custo e risco (no caso de exames intrusivos) que poderiam ajudar a refinar a escolha
do melhor conjunto de exames a serem feitos.
Por exemplo, suponhamos que D+ = {{d1}, {d2, d3}} M+ = {m3}, efeitos(d1) =
{m1,m3}, efeitos(d2) = {m2,m3} e efeitos(d3) = {m4} temos M∗ ∪ M− =
{m1,m2,m3,m4} − {m3} = {m1,m2,m4}. Suponhamos que os ı´ndices calcula-
dos para {m1,m2,m4} sejam {f(m1) = .2, f(m2) = .4, f(m4) = .5}. Supon-
do que se deseje minimizar f , os exames devem ser solicitados na seguinte or-
dem < exames(m1), exames(m2), exames(m4) >. Suponhamos que exames(m1) =
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{e1, e2},exames(m2) = {e2, e3} e exames(m4) = {e2, e3}. Se considerarmos a mani-
festac¸a˜o m1 como priorita´ria, poder´ıamos executar os exames e1 ou e2 para confirmar
sua presenc¸a. Se considera´ssemos {m1,m2} como priorita´rias, somente com o exame e2
ja´ cobrir´ıamos as duas manifestac¸o˜es.
Entretanto, se considerarmos, por exemplo, o custo associado aos exames, poder´ıamos
obter outro resultado. Na tabela 6.1, e2 esta´ associado ao custo de R$500, 00; ja´ o custo
associado com os outros dois exames {e1, e3} que poderiam identificar {m1,m2} juntos
somariam R$200, 00. Portanto, neste caso, o especialista poderia optar por fazer os
exames e1 e e3 ao inve´s do exame e2. Este aspecto, embora simples de ser tratado,
ainda na˜o foi formalmente considerado neste trabalho.
TABELA 6.1 – Exemplos de custos associados aos exames.
Manifestac¸o˜es mj f(mj) Exames(mj) Custo(el)
m1 .2 e1 100,00
e2 500,00
m2 .3 e2 500,00
e3 100,00
m4 .5 e2 500,00
e3 100,00
Na pro´xima subsec¸a˜o sera˜o discutidas duas func¸o˜es que implementam o ı´ndice de entropia
f , e na sec¸a˜o seguinte sera´ discutido como as distribuic¸o˜es δj podem ser obtidas. Na
u´ltima subsec¸a˜o sera˜o apresentados exemplos do uso desta abordagem.
Em relac¸a˜o a` questa˜o do racioc´ınio abdutivo, parte-se aqui do princ´ıpio que sa˜o os exames
que sa˜o adequados a` determinac¸a˜o da existeˆncia de uma dada manifestac¸a˜o (exames →
manifestac¸o˜es). Como o que se tem (ou supo˜e-se ter) sa˜o manifestac¸o˜es, o racioc´ınio e´ pois
abdutivo. Para tal, e´ utilizada a noc¸a˜o de coberturas irredundantes da TCP apresentada
na sec¸a˜o 3.2.2. O crite´rio de parcimoˆnia irredundante garante a noc¸a˜o de minimalidade
e simplicidade explicitada na sec¸a˜o 3.1. No entanto, na tarefa de investigac¸a˜o quando se
considerar somente coberturas unita´rias de exames em E, o crite´rio de parcimoˆnia na˜o
e´ significativo.
6.3.2 Func¸o˜es de Entropia
A Figura 6.2 traz duas distribuic¸o˜es de plausibilidade de hipo´teses considerando-se m1
e m2 respectivamente. Observa-se nessa Figura que, mesmo que m1 seja confirmada,
isso na˜o nos auxiliara´ a distinguir qual a mais plaus´ıvel dentre as diversas hipo´teses
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poss´ıveis. No entanto, se m2 for confirmada existe uma diferenciac¸a˜o maior entre as
diversas hipo´teses. Esta diferenciac¸a˜o entre as hipo´teses estamos chamando de“entropia”
em um abuso de linguagem.
(a) (b)
{d4} {d6}{d1} {d2,d3} {d4}
d1 d2
.8 .8 .8 .8
.4
D1
+ D2
+
FIGURA 6.2 – Distribuic¸a˜o da plausibilidade das hipo´teses, supondo-se a
confirmac¸a˜o de (a) m1 e de (b) m2.
Neste trabalho estudamos duas func¸o˜es (fowa e fU) para medir a entropia de uma
distribuic¸a˜o de valores δj : Ω → [0, 1], sem quaisquer restric¸o˜es. Antes de apresentar as
func¸o˜es, definimos uma propriedade que consideramos deseja´veis no contexto da tarefa
de investigac¸a˜o. Utilizamos a notac¸a˜o mA ≺ mB para indicar que a investigac¸a˜o de ma
e´ priorita´ria em relac¸a˜o a mb. Sejam as distribuic¸o˜es δa e δb associadas a`s manifestac¸o˜es
ma e mb.
• Suponhamos que |D+a | = |D+b | = q, δa(Dk) = δb(Dk), 1 ≤ l ≤ q− 1, δa(Dq) =
r, e δb(Dq) = s:
se max(δa) < r < s enta˜o mB ≺ mA;
se max(δa) < s < r enta˜o mA ≺ mB;
se max(δa) > r > s enta˜o mB ≺ mA;
se max(δa) > s < r enta˜o mA ≺ mB.
Ao longo deste cap´ıtulo, uma dada distribuic¸a˜o δ sera´ tambe´m representada por um
vetor A.
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6.3.2.1 Func¸a˜o Baseada na Famı´lia de Operadores OWA
A primeira func¸a˜o (fowa) proposta e´ baseada na famı´lia dos operadores de me´dias
ponderadas OWA (Ordered Weighted Averaging) (Yager, 1993) como definida a seguir.
Definic¸a˜o 6.5 Seja A = [a1, ..., an] um vetor com valores em R. Seja W = [w1, ...wn]
um vetor de pesos tal que ∀k, wk ∈ [0, 1] e
∑n
k=1wk = 1. Cada vetor W determina um
operador OWA, dado por
ψW (A) =
n∑
k=1
wkuk,
onde uk e´ o k-e´simo maior elemento de [a1, ..., an].
Sejam A = [a1, ..., an] e B = [b1, ..., bn] dois vetores. Os operadores OWA teˆm as
seguintes propriedades de operadores de me´dia:
• Comutatividade: Se o vetor B for formado por uma permutac¸a˜o dos elementos
de A, enta˜o ψW (A) = ψW (B);
• Monotocidade: Se ∀k, ak ≥ bk, enta˜o ψW (A) ≥ ψW (B);
• Idempoteˆncia: Se ∀k, ak = a, enta˜o ψW (A) = a.
Treˆs casos especiais de operadores OWA sa˜o:
Max: ψmax(A) =Max(a1, ...an) para W = [10...0],
Min: ψmin(A) =Min(a1, ...an) para W = [00...1],
Me´dia aritme´tica: ψma(A) = (a1 + ...+ an)/n para W = [1/n1/n...1/n].
Suponhamos que queiramos utilizar um operador OWA no ca´lculo da forc¸a de mj.
Suponhamos que cada ak ∈ ]0, 1] em Aj e´ tal que ak = δj(Dk), Dk ∈ D+j e n = |D+j |. Para
isso, primeiramente, transformamos a distribuic¸a˜o de valores em Aj em uma distribuic¸a˜o
normalizada A′j = [a1/s, ..., an/s], com s =
∑
1≤k≤n ak e depois acrescentamos o valor
(1− amax), onde amax = max{a1, ..., an}).
fowa(Aj) = ψW (n)(A
′
j) ∗ n+ (1− amax)), (6.1)
onde, por definic¸a˜o, ψW (1)(A) = 0
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O vetor de pesos W (n) e´ o reverso do vetor P (n), dado por
p
(n)
i =
g(i)
kn
, kn =
n∑
i=1
g(i),
onde g(.) e´ qualquer func¸a˜o estritamente monotoˆnica crescente com g(1) > 0. Portanto,
como os elementos de P (n) esta˜o em ordem crescente, o vetor W (n), sendo seu reverso,
tem seus elementos em ordem descrescente. Por exemplo, para g(i) = i, tem-se
W (2) = reverso([1/3, 2/3]) = [.67, .33]
W (3) = reverso([1/6, 2/6, 3/6]) = [.5, .34, .16]
W (4) = reverso([1/10, 2/10, 3/10, 4/10]) = [.4, .3, .2, .1]
e para fi = i
2 tem-se
W (2) = reverso([1/5, 4/5]) = [.8, .2]
W (3) = reverso([1/14, 4/14, 9/14]) = [.6, .3, .1]
W (4) = reverso([1/30, 4/30, 9/30, 16/30]) = [.53, .3, .13, .03]
A Figura 6.3 ilustra o uso das func¸o˜es g(i) = i e g(i) = i2.
(a) (b)
p(2)
1.0
p(3)
p(4)
         1         2         3       4
p(2)
1.0
p(3)
p(4)
         1                2            3           4
FIGURA 6.3 – Vetores OWA criados usando: (a) g(i) = i (b) g(i) = i2.
] Vetores OWA criados usando: (a) g(i) = i (b) g(i) = i2.
Pode-se tambe´m definir a func¸a˜o g analisando-se a relac¸a˜o entre os elementos pi e pj de
um dado vetor P . Por exemplo, g(i) = i pode ser obtido com a restric¸a˜o pi/pj = i/j;
consequentemente, neste caso a relac¸a˜o entre o primeiro e o u´ltimo elemento do vetor e´
dada por p1/pn = 1/n. A func¸a˜o ψW (n)(A) comporta-se de maneira similar a` entropia de
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Shannon, pois ela representa o produto de 2 vetores, sendo um com valores crescentes
(A ordenado) e o outro com valores decrescentes (W (n))1.
A func¸a˜o g apresentaria alguns inconvenientes caso fosse aplicada ao vetor A (que
representa a distribuic¸a˜o δ):
• Suponhamos que os vetores A e B relativos ama emb tenham respectivamente
na e nb elementos, tal que na ≤ nb. Se a1 = ... = ana = 1 = b1 = ... = bnb enta˜o
ψW (n)(A) = ψW (n)(B). Como o vetor A e´ menor que B, a investigac¸a˜o de ma
deve ser mais priorita´ria que mb. Por esta raza˜o estes vetores sa˜o distinguidos
na fo´rmula 6.1 multiplicando-se fW (n) por n.
• Suponhamos que os vetores A e B relativos a ma e mb tenham na = nb = n
elementos, que ψW (n)(A) = ψW (n)(B), que max{a1, ..., an} = amax = 1 e
que max{b1, ..., bn} = bmax < 1. Como a distribuic¸a˜o A e´ normalizada e a
distribuic¸a˜o B e´ subnormalizada, a investigac¸a˜o de A deveria ter a prioridade
sobre a de B. Por esta raza˜o, a prioridade de mb e´ penalizada na fo´rmula
6.1 com o acre´scimo de 1− bmax ao valor ψW (n)(B) ∗ n. Isso tambe´m faz com
que seja poss´ıvel distinguir dois vetores A e B relativos a ma e mb quando
na = nb = 1 com amax = 1 e bmax < 1, ja´ que sem este acre´scimo, a forc¸a de
ma seria considerada igual a` de mb.
Para ilustrar a aplicac¸a˜o da fo´rmula 6.1, consideremos as distribuic¸o˜es A = [.5, 1, .2, .2]
e B = [1, .9, .8, .7] associadas a`s manifestac¸o˜es ma e mb (Figura 6.4). Seja W
(4) =
[.1, .2, .3, .4]. A partir da definic¸a˜o 6.5, tem-se que ψW (4)(A) = .1× 1+ .2× .5+ .3× .2+
.4×.2 = .34 e ψW (4)(B) = .1×1+.2×.9+..3×.8+.4×.7 = .8. Finalmente, ao aplicarmos
a fo´rmula 6.1 obte´m-se fowa(ma) = .34∗4+0 = 1.36 e fowa(mb) = .8∗4+0 = 3.2. Como
fowa(ma) < fowa(mb), enta˜o, a investigac¸a˜o de ma e´ considerada priorita´ria em relac¸a˜o a`
mb (mA ≺ mB).
6.3.2.2 Func¸a˜o Baseada na Medida de Na˜o-especificidade
A segunda func¸a˜o (fU) proposta e´ baseada na medida de incerteza U (eq. 6.2),
apresentada em Klir e Folger (1988).
Definic¸a˜o 6.6 Seja Ω um domı´nio qualquer e A = [a1, ..., an] um vetor com n posic¸o˜es,
onde ai ∈ Ω. Suponhamos que ∃ak ∈ A, ak = 1, ou seja, que a distribuic¸a˜o modelada
1A entropia de Shannon e´ definida como −∑ni=1 pilog(pi), onde ∑i=1,n pi = 1; se os valores de pi
forem colocados em um vetor em ordem crescente, o vetor de −log(pi) correspondente tera´ seus valores
em ordem decrescente.
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         {d1}      {d3}     {d1,d4}    {d5}
(a) (b)
.5
.2
1.0
.9
.8
.7
1.0
.2
      {d1,d2}   {d2,d3}  {d3,d4}    {d5}
da db
Da
+ Db
+
FIGURA 6.4 – Exemplos de distribuic¸o˜es δ.
por A e´ normalizada em termos possibil´ısticos. Seja T (A) = {ρ | ∃ak = ρ, ak ∈ A} o
conjunto dos valores dos elementos de A (imagem de A). Seja < σ1, ..., σq >, q = |T (A)|
a sequeˆncia obtida atrave´s da ordenac¸a˜o decrescente dos valores em T (A); portanto,
σ1 = 1. Seja σq+1 = 0. Enta˜o, temos
U(A) =
∑
1≤i≤n
(σi − σi+1) log |Ai|, (6.2)
onde Ai = {ak | ak ≥ σi}.
Klir e Folger (1988) mostram que a equac¸a˜o 6.2 atende algumas propriedades ba´sicas
como: expansibilidade, subaditividade, aditividade, continuidade, monotocidade, mı´n-
imo, ma´ximo, branching e normalizac¸a˜o. Para ilustrar a aplicac¸a˜o da fo´rmula 6.2,
consideremos novamente as distribuic¸o˜es de valores apresentadas na Figura 6.4. Para
A = [.5, 1, .2, .2] temos σ =< 1, .5, .2, 0 > e A1 = {{d3}}, A2 = {{d3}, {d1}}, A3 =
{{d3}, {d1}, {d1, d4}, {d5}}. Para B = [1, .9, .8, .7] temos σ =< 1, .9, .8, .7, 0 > e
A1 = {{d1, d2}}, A2 = {{d1, d2}, {d2, d3}}, A3 = {{d1, d2}, {d2, d3}, {d3, d4}}, A4 =
{{d1, d2}, {d2, d3}, {d3, d4}, {d5}}.
A partir da definic¸a˜o 6.6, aplicando-se a fo´rmula 6.2 obtemos U(A) = .5 log 1+ .3 log 2+
..2 log 4 = 0+ .3+ .4 = .7 e U(B) = .1 log 1+ .1 log 2+ ..1 log 3+ .7 log 4 = 0+ .1+ ..17+
1.4 = 1.67. Portanto, temos ma ≺ mb. No exemplo acima, todas as distribuic¸o˜es es a˜o
normalizadas. Como isso nem sempre ocorre, como sera´ visto adiante, na˜o e´ poss´ıvel a
utilizac¸a˜o de U(A) obtido como mostrado acima diretamente para obter a forc¸a de uma
manifestac¸a˜o mj qualquer, sendo necessa´ria uma adaptac¸a˜o.
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Suponhamos que queiramos utilizar a medida de na˜o especificidade acima no ca´lculo da
forc¸a de mj. Suponhamos que cada ak ∈ ]0, 1] em Aj e´ tal que ak = δj(Dk), Dk ∈ D+j
e n = |D+j |. Para isso, primeiramente, transformamos a distribuic¸a˜o de valores em Aj
em uma distribuic¸a˜o normalizada A′j = [a1/s, ..., an/s], com s =
∑
1≤k≤n ak e depois
acrescentamos o valor (1−max{a1, ..., an}).
Definic¸a˜o 6.7 A func¸a˜o fU(Aj) especifica a forc¸a de mj para investigac¸a˜o atrave´s da
fo´rmula a seguir:
fU(Aj) = U(A
′
j) + (1−max{a1, ..., an}) (6.3)
Treˆs casos especiais na aplicac¸a˜o da fo´rmula 6.3 sa˜o:
• Se σ1 = ... = σq = 1 enta˜o fU(Aj) = U(A′j) = log q;
• Se σ1 = 1, σ2 = ... = σq = α enta˜o fU(Aj) = U(A′j) = α log q;
• Se σ1 = ... = σq = α enta˜o U(A′j) = log q e fU(Aj) = (1− α) + log q.
6.3.2.3 Comparac¸a˜o das Func¸o˜es
Consideremos a aplicac¸a˜o das fo´rmulas 6.1 (fowa) e 6.3 (fU) para as distribuic¸o˜es
apresentadas na Figura 6.5. No caso desta Figura, todas as distribuic¸o˜es Ai, 1 ≤ i ≤ 7,
esta˜o normalizadas, no sentido possibil´ıstico do termo (∃ω ∈ Ω, A(ω) = 1). Pode-se
observar na tabela 6.2 que as duas func¸o˜es geram praticamente a mesma classificac¸a˜o;
para ambas func¸o˜es temos mi  mi+1, onde mi  mi+1 se a entropia de Ai for menor
que a entropia de Ai+1. No entanto, a func¸a˜o fU classifica igualmente m4 e m5, enquanto
que fowa e´ capaz de distingui-las.
TABELA 6.2 – Comparac¸a˜o das medidas fowa e fU para distribuic¸o˜es normalizadas.
Ak fowa fU
A1 0 0
A2 .76 .2
A3 1.65 .75
A4 2.0 1.0
A5 2.2 1.0
A6 3.6 1.8
A7 4.0 2.0
Na Figura 6.6 sa˜o apresentados exemplos de distribuic¸o˜es na˜o normalizadas. Nas colunas
2 e 3 da tabela 6.3 sa˜o apresentados os resultados de fowa e fU para cada distribuic¸a˜o
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da Figura 6.6. Tambe´m neste caso, pode-se observar que as duas func¸o˜es teˆm o mesmo
comportamento para distribuic¸o˜es na˜o normalizadas com mi  mi+1, 8 ≤ i ≤ 9.
TABELA 6.3 – Comparac¸a˜o das medidas fowa e fU para distribuic¸o˜es na˜o normalizadas.
Ak fowa fU
A8 1.3 .5
A9 1.4 .6
A10 1.8 1.0
6.3.3 Modelo das Distribuic¸o˜es
Apresentadas as func¸o˜es de entropia a serem aplicadas em distribuic¸o˜es de valores, resta
ainda definir o que representam exatamente estas distribuic¸o˜es. As definic¸o˜es seguintes
apresentam duas poss´ıveis alternativas.
Definic¸a˜o 6.8 Uma distribuic¸a˜o de valores δj : D
+
j → [0, 1], que indica o quanto
mj ∈ efeitos(D+), tal que mj /∈ M+ ∪ M−, e´ importante para uma dada cobertura
Dk ∈ D+j , pode ser calculada como:
(a) δj(Dk) = ⊥di∈DkR(di,mj),
(b) δ+j (Dk) = ⊥di∈Dk>(R(di,mj), α+j (di,mj)),
δ−j (Dk) = ⊥di∈Dk>(R(di,mj), α−j (di,mj))
onde R(di,mj) refere-se ao grau de associac¸a˜o causal nebulosa de cada desordem di para
cada manifestac¸a˜o mj (tabela 5.1), α
+
j (di) refere-se ao grau de consisteˆncia temporal de
di dado que a presenc¸a da manifestac¸a˜o mj e´ confirmada e α
−
j (di) refere-se ao grau de
consisteˆncia temporal de di dado que a auseˆncia da manifestac¸a˜o mj e´ confirmada, > e´
uma t-norma e ⊥ e´ uma t-conorma.
No caso (b), as entropias de δ+j e δ
−
j sa˜o posteriormente agregadas atrave´s da fo´rmula
6.4:
fj = >(f(δ+j ), f(δ−j )) (6.4)
onde > e´ uma t-norma e f(.) refere-se a uma das func¸o˜es de entropia fowa ou fU .
Exemplos de t-conormas que podem ser utilizadas para modelar ⊥ sa˜o, por exemplo,
⊥′(a, b) = max(a, b) e ⊥′′(a, b) = (a + b − ab) que sa˜o as duais das t-normas min
e produto (∗), respectivamente. Por exemplo, sejam as distribuic¸o˜es A1 = [.5, .7] e
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A2 = [.3, .7]. Para A1 temos enta˜o ⊥′(.5, .7) = .7 e ⊥′′(.5, .7) = .85. Para A2 temos
⊥′(.5, .7) = .7 e ⊥′′(.5, .7) = .79. Neste trabalho, foi adotada a t-conorma ⊥′′ porque ela
produz resultados mais diferenciados do que a t-conorma max usualmente empregada em
aplicac¸o˜es envolvendo conjuntos nebulosos. Pelo mesmo motivo, neste trabalho, utiliza-se
a t-norma produto (*) para modelar > ao inve´s da t-norma usual min, tanto na definic¸a˜o
6.8(b) quanto na fo´rmula 6.4. Maiores detalhes das definic¸o˜es de t-norma e t-conorma
podem ser encontradas no apeˆndice A.
Suponhamos que durante o processo de diagno´stico, o fitopatologista tenha o seguinte
conjunto de hipo´teses iniciaisD+ = {{d1, d2}} para um caso no qualM+ = {m1,m2,m3},
TIME+(mb1) =< 6, 7, 8, 9 >, TIME
+(mb2) =< 8, 9, 10, 11 >, e TIME
+(mb3) =<
16, 17, 18, 19 >.
A partir da KBe temos efeitos(d1) = {m1,m2,m4,m5} e efeitos(d2) =
{m1,m3,m4,m5}. Neste caso, as manifestac¸o˜es M∗ = {m4,m5}, precisam ser investi-
gadas (por exemplo atrave´s de testes laboratoriais) para que um diagno´stico correto
possa ser formulado. Suponhamos que:
D+4 = {{d1, d2}} com R(d1,m4) = .75, R(d2,m4) = .75,
D+5 = {{d1, d2}} com R(d1,m5) = .5, R(d2,m5) = .5.
No caso (a), considera-se somente o grau de associac¸a˜o causal R(di,mj) para calcular δj
e, em seguida, calcula-se a entropia de mj, atrave´s de fowa(δj) ou de fU(δj).
Para utilizar a definic¸a˜o 6.8(a) no exemplo, temos pois que considerar somente as relac¸o˜es
causais R(di,mj) para a cobertura {d1, d2}. Obtemos enta˜o a seguinte distribuic¸a˜o:
δ4({d1, d2}) = 0.75+0.75−(0.75∗0.75) = .9325 e δ5({d1, d2}) = 0.5+0.5−(0.5∗0.5) = .75.
Finalmente, poder´ıamos calcular a entropia final para m4 e m5 aplicando uma func¸a˜o de
entropia (fowa ou fU) a δ4 e δ5.
Para utilizar a definic¸a˜o 6.8(b) no exemplo, na˜o se considera apenas a associac¸a˜o
causal R(di,mj), mas tambe´m a consisteˆncia temporal entre os modelos e o caso. A
consisteˆncia hipote´tica α+j e´ obtida supondo-se a confirmac¸a˜o da presenc¸a demj enquanto
a consisteˆncia hipote´tica α−j e´ obtida supondo-se a confirmac¸a˜o da auseˆncia de mj.
Conforme descrito na definic¸a˜o 6.8(b), a partir da agregac¸a˜o de R(di,mj) com α
+
j e
α−j gera-se as distribuic¸o˜es δ
+
j e δ
−
j , respectivamente.
Por exemplo, caso a presenc¸a ou auseˆncia de m4 e m5 sejam confirmadas, obte´m-se a
seguinte consisteˆncia temporal: α+4 ({d1, d2}) = min(α+4 (d1), α+4 (d2)) = .7, α−4 ({d1, d2}) =
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min(α−4 (d1), α
−
4 (d2)) = .6, α
+
5 ({d1, d2}) = min(α+5 (d1), α+5 (d2)) = .5, e α−5 ({d1, d2}) =
min(α−5 (d1), α
−
5 (d2)) = .6.
Na definic¸a˜o 6.8(b), temos que utilizar a t-norma > para agregar as relac¸o˜es causais
com a consisteˆncia temporal. Seja >+i,j = (R(di,mj)∗α+j (di) e >−i,j = (R(di,mj)∗α−j (di).
Assim, >+1,4 = .75∗.7 = .52, >+2,4 = .75∗.7 = .52,>−1,4 = .75∗.6 = .45, >−2,4 = .75∗.6 = .45,
>+1,5 = .5 ∗ .5 = .25, >+2,5 = .5 ∗ .5 = .25, >−1,5 = .5 ∗ .6 = .3 e >−2,5 = .5 ∗ .6 = .3.
Em seguida, como a cobertura e´ {d1, d2} utilizamos a t-conorma ⊥ para agregar d1 e d2.
Temos enta˜o δ+4 ({d1, d2}) = 0.52+0.52− (0.52 ∗ 0.52) = 1.04− .27 = .77, δ−4 ({d1, d2}) =
0.45+0.45−(0.45∗0.45) = .90− .20 = .7, δ+5 ({d1, d2}) = 0.25+0.25−(0.25∗0.25) = .44,
δ−5 ({d1, d2}) = 0.3 + 0.3− (0.3 ∗ 0.3) = .51.
Finalmente, pode-se calcular a entropia final para m4 e m5 atrave´s da fo´rmula 6.4 (sec¸a˜o
6.3.3):
f(m4) = (f(δ
+
4 ) ∗ f(δ−4 ))
f(m5) = (f(δ
+
5 ) ∗ f(δ−5 ))
onde f refere-se as func¸o˜es de entropia fowa ou fU .
6.3.4 Estudo de Caso
Nesta sec¸a˜o esta´ descrito um exemplo de hipo´tese diagno´stica no domı´nio de doenc¸as de
milho onde sera˜o aplicadas as fo´rmulas 6.1 e 6.3 apresentadas nas sec¸o˜es 6.3.2.1 e 6.3.2.2.
Para ilustrar as func¸o˜es que calculam a importaˆncia de uma manifestac¸a˜o no contexto
de investigac¸a˜o, consideremos novamente como exemplo as manifestac¸o˜es causadas pelo
fungo Ferrugem Comum. Estas manifestac¸o˜es sa˜o muito similares a`s manifestac¸o˜es
causadas por outros fungos como Ferrugem Polysora (d4) e Ferrugem Branca (d5).
Suponhamos que durante o processo de diagno´stico, o fitopatologista tenha o seguinte
conjunto de hipo´teses iniciais D+ = {{d3}, {d4}}, onde α({d3}) = α({d4}) = 0.75
para um caso no qual M+ ∪ M− = {m1,m3}, TIME+(mb1) =< 6, 7, 8, 9 > e
TIME+(mb3) =< 16, 17, 18, 19 > (o modelo de d3 e d4 esta˜o na Figura 5.2). Dado
que efeitos(d3) = {m1,m2,m3,m4,m5} e efeitos(d4) = {m1,m3,m4,m5,m6}, as
manifestac¸o˜es M∗ = {m2,m4,m5,m6}, precisam ser investigadas (por exemplo atrave´s
de testes laboratoriais) para que um diagno´stico correto possa ser formulado. A partir
da KBe temos que:
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• D+2 = {d3} com R(d3,m2) = .5.
• D+4 = {d3, d4} com R(d3,m4) = .75, R(d4,m4) = .75.
• D+5 = {d3, d4} com R(d3,m5) = .5, R(d4,m5) = .5.
• D+6 = {d4} com R(d4,m6) = .5.
Para cada fo´rmula sera˜o apresentados dois casos, considerando-se as definic¸o˜es 6.8(a) e
6.8(b). No caso (a) considera-se somente o grau de associac¸a˜o causal R(di,mj) enquanto
que no caso (b) considera-se este grau mas tambe´m o grau de consisteˆncia temporal.
No caso(a), utilizando-se a definic¸a˜o 6.8(a), obtemos enta˜o a seguinte distribuic¸a˜o de
valores: δ2({d3}) = 0.5, δ4({d3}) = 0.75, δ4({d4}) = 0.75, δ5({d3}) = 0.5 , δ5({d4}) = 0.5
e δ6({d4}) = 0.5.
Para utilizar a definic¸a˜o 6.8(b), necessitamos tambe´m levar em conta a consisteˆncia
temporal entre os modelos e o caso, dado que a presenc¸a ou auseˆncia de uma manifestac¸a˜o
mj e´ confirmada (m
+
j ,m
−
j ).
Por exemplo, seja α+2 (d3) = .5, α
+
4 (d3) = α
+
4 (d4) = .75, α
+
5 (d3) = α
+
5 (d4) = .75, α
+
6 (d4) =
.5, α−4 (d3) = α
−
4 (d4) = .75, α
−
5 (d3) = α
−
5 (d4) = .75, e α
−
6 (d4) = .5.
No caso (b), a partir da definic¸a˜o 6.8(b) obtemos enta˜o as seguintes distribuic¸o˜es para δ+j
(i.e. presenc¸a de mj confirmada): δ
+
2 ({d3}) = 0.5 ∗ 0.5 = 0.25, δ+4 ({d3}) = 0.75 ∗ 0.75 =
0.5625, δ+4 ({d4}) = 0.75 ∗ 0.75 = 0.5625, δ+5 ({d3}) = 0.5 ∗ 0.75 = 0.375, δ+5 ({d4}) =
0.5 ∗ 0.75 = 0.375 e δ+6 ({d4}) = 0.5 ∗ 0.5 = 0.25.
Ainda no caso (b), a partir da definic¸a˜o 6.8(b) temos enta˜o as seguintes distribuic¸o˜es para
δ−j (i.e. auseˆncia demj confirmada): δ
−
2 ({d3}) = 0.5∗0.75 = 0.375,δ−2 ({d4}) = 0∗0.75 = 0,
δ−4 ({d3}) = 0.75∗0.75 = 0.5625, δ−4 ({d4}) = 0.75∗0.75 = 0.5625, δ−5 ({d3}) = 0.5∗0.75 =
0.375, δ−5 ({d4}) = 0.5∗0.75 = 0.375, δ−6 ({d4}) = 0.5∗0.75 = 0.375 e δ−6 ({d3}) = 0∗0.75 =
0.
Neste exemplo, como as coberturas sa˜o conjuntos unita´rios ({d3} e {d4}), na˜o foi
necessa´ria a utilizac¸a˜o de uma t-conorma para agregar os resultados. A partir das
distribuic¸o˜es acima, calcula-se a entropia de {m2,m4,m5,m6} atrave´s das func¸o˜es fowa
e fU .
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6.3.4.1 Me´todo fowa
Neste exemplo sera´ apresentado como selecionar a manifestac¸a˜o priorita´ria utilizando
a func¸a˜o fowa apresentada na sec¸a˜o 6.3.2.1, onde a manifestac¸a˜o com menor grau deve
ser investigada prioritariamente. A fo´rmula 6.1 pode ser utilizada como exemplificado
abaixo para selecionar as manifestac¸o˜es priorita´rias a serem investigadas, para os casos
(a) e (b), considerando-se as definic¸o˜es 6.8(a) e 6.8(b), respectivamente.
Sejam os vetores de pesos dados por W (2) = [.33, .67] e W (3) = [.15, .35, .5]. Aplicando-se
a definic¸a˜o 6.5, obte´m-se que ψW (1)(A2) = ψW (1)([.5]) = ψW (1)([1]) = 0, ψW (2)(A4) =
ψW (2)([.75, .75]) = ψW (2)([1, 1]) = (1 ∗ .33) + (1 ∗ .67) = .33 + .67 = 1.0, ψW (2)(A5) =
ψW (2)([.5, .5]) = ψW (2)([1, 1]) = 1.0 e ψW (1)(A6) = ψW (1)([.5]) = 0.
Finalmente, ao aplicar-se a fo´rmula 6.1 tem-se que fowa(A2) = 0 + .5 = .5, fowa(A4) =
(1.0) ∗ 2 + .25 = 2.0 + .25 = 2.25, fowa(A5) = (1.0) ∗ 2 + .5 = 2.0 + .5 = 2.5 e fowa(A6) =
0 + .5 = .5.
Assim, os exames que identificam as causas das manifestac¸o˜es em M∗ na KBe,
considerando-se somente as associac¸o˜es causais, devem ser solicitados na ordem <
m2,m6,m4,m5 >, visando confirmar ou refutar as hipo´teses que causam estes efeitos.
Neste caso, portanto, a investigac¸a˜o deve comec¸ar pelas manifestac¸o˜es m2 ou m6. Nos
modelos de SOLd = {d3, d4} (vide Figura 5.2), observa-se que, embora m2 e m6 tenha
uma baixa associac¸a˜o causal (0.5) com as desordens d3 e d4,m2 em6 sa˜o muito espec´ıficas
(|D+2 | = 1,|D+6 | = 1), fazendo com que a forc¸a de m2 e m6 seja maior que a forc¸a de m4
e m5. Por outro lado, a forc¸a de m4 e´ maior que a forc¸a de m5, pois embora m5 e m4
aparec¸am no mesmo nu´mero de desordens da hipo´tese, m4 tem uma associac¸a˜o causal
mais alta para as desordens.
No caso (b), supondo-se a presenc¸a da manifestac¸a˜o, obte´m-se ψW (1)(δ
+
2 ) = ψW (1)([.25]) =
ψW (1)([1]) = 0, ψW (2)(δ
+
4 ) = ψW (2)([.5625, .5625]) = ψW (2)([1, 1]) = 1.0, ψW (2)(δ
+
5 ) =
ψW (2)([.375, .375]) = ψW (2)([1, 1]) = 1.0 e ψW (1)(δ
+
6 ) = ψW (1)([.25]) = ψW (1)([1]) = 0.
Em seguida, ao aplicar-se a fo´rmula 6.1 tem-se que fowa(A2) = 0+ .75 = .75, fowa(δ
+
4 ) =
(1.0) ∗ 2+ .4375 = 2.4375, fowa(δ+5 ) = (1.0) ∗ 2+ .625 = 2.625 e fowa(δ+6 ) = 0+ .75 = .75.
Ainda no caso(b), supondo-se a auseˆncia das manifestac¸o˜es, obte´m-se: ψW (1)(δ
−
2 ) =
ψW (1)([.375]) = ψW (1)([1]) = 0, ψW (2)(δ
−
4 ) = ψW (2)([.5625, .5625]) = ψW (2)([1, 1]) = 1.0,
ψW (2)(δ
−
5 ) = ψW (2)([.375, .375]) = ψW (2)([1, 1]) = 1.0 e ψW (1)(δ
−
6 ) = ψW (1)([.375]) =
ψW (1)([1]) = 0.
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Em seguida, ao aplicar-se a fo´rmula 6.1 tem-se que fowa(δ
−
2 ) = 0+.625 = .625, fowa(δ
−
4 ) =
(1.0)∗2+ .4375 = 2.4375, fowa(δ−5 ) = (1.0)∗2+ .625 = 2.625 e fowa(δ−6 ) = 0+ .75 = .625.
Finalmente, a entropia final de mj e´ calculada atrave´s da fo´rmula 6.4 como apresentada
na tabela 6.4.
TABELA 6.4 – Ca´lculo da entropia fowa para manifestac¸o˜es mj.
mj fowa(δ
+
j ) fowa(δ
−
j ) >(fowa(δ+j ), fowa(δ−j ))
m2 .75 .625 .468
m4 2.4375 2.4375 5.94
m5 2.625 2.625 6.89
m6 .75 .625 .468
Assim, os exames que identificam as causas das manifestac¸o˜es em M∗ na KBe,
considerando-se tanto as associac¸o˜es causais quanto a consisteˆncia temporal, devem ser
solicitados na ordem < m2,m6,m4,m5 >, visando confirmar ou refutar as hipo´teses que
causam estes efeitos. Observa-se, neste caso, que na˜o houve alterac¸a˜o nos resultados
obtidos na utilizac¸a˜o das definic¸o˜es 6.8(a) e 6.8(b), considerando-se o fowa.
6.3.4.2 Me´todo fU
Neste exemplo sera´ apresentado como selecionar a manifestac¸a˜o priorita´ria utilizando
a func¸a˜o fU apresentada na sec¸a˜o 6.3.2.2, onde a manifestac¸a˜o com menor grau
deve ser investigada prioritariamente. Conforme apresentado na sec¸a˜o 6.3.4, tem-se
que as manifestac¸o˜es {m2,m4,m5,m6} devem ser investigadas de modo a auxiliar no
diagno´stico.
Para ilustrar a aplicac¸a˜o da fo´rmula 6.2 para o mesmo exemplo apresentado na sec¸a˜o
anterior, consideremos novamente as distribuic¸o˜es de valores do caso(a) (veja sec¸a˜o 6.3.4):
δ2({d3}) = .5, δ4({d3}) = .75, δ4({d4}) = .75, δ5({d3}) = .5 , δ5({d4}) = .5 e δ6({d4}) =
.5.
A partir da definic¸a˜o 6.6, para A2 = [.5], A4 = [.75, .75], A5 = [.5, .5] e A6 = [.5]. Apo´s a
normalizac¸a˜o temos A′2 = [1], A
′
4 = [1, 1], A
′
5 = [1, 1] e A
′
6 = [1]. Aplicando-se a fo´rmula
6.2 obtemos U(A′2) = 1 log 1 = 0, U(A
′
4) = 1 log 2 = 1, U(A
′
5) = 1 log 2 = 1 e U(A
′
6) =
1 log 1 = 0. Finalmente, a partir da definic¸a˜o 6.3 temos fU(A2) = 0 + (1 − .5) = .5,
fU(A2) = 1 + (1− .75) = 1.25, fU(A5) = 1 + (1− .5) = 1.5 e fU(A6) = 0 + (1− .5) = .5
Finalmente, temos que m2  m6 ≺ m4 ≺ m5.
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No caso (b) temos enta˜o a seguinte distribuic¸a˜o de valores para m+j (veja sec¸a˜o 6.3.4):
δ+2 ({d3}) = .25, δ+4 ({d3}) = .5625, δ+4 ({d4}) = .5625, δ+5 ({d3}) = .375, δ+5 ({d4}) = .375 e
δ+6 ({d4}) = .25.
Para A2 = [.25], A4 = [.5625, .5625], A5 = [.375, .375] e A6 = [.25], apo´s a normalizac¸a˜o
A′2 = [1], A
′
4 = [1, 1], A
′
5 = [1, 1] e A
′
6 = [1], aplicando-se a fo´rmula 6.2, obtemos U(A
′
2) =
1 ∗ log 1 = 0, U(A′4) = 1 ∗ log 2 = 1, U(A′5) = 1 ∗ log 2 = 1eU(A′6) = 1 ∗ log 1 = 0.
Finalmente, a partir da definic¸a˜o 6.3 temos fU(A2) = 0 + (1 − .25) = .75, fU(A2) =
1+(1− .5625) = 1.4375, fU(A5) = 1+(1− .375) = 1.625 e fU(A6) = 0+(1− .25) = .75.
Caso a auseˆncia de mj seja confirmada temos enta˜o a seguinte distribuic¸a˜o (veja sec¸a˜o
6.3.4): δ−2 ({d3}) = .375,δ−2 ({d3}) = 0, δ−4 ({d3}) = .5625, δ−4 ({d4}) = .5625, δ−5 ({d3}) =
.375, δ−5 ({d4}) = .375 e δ−6 ({d4}) = .375 e δ−6 ({d3}) = 0.
Para A2 = [.375], A4 = [.5625, .5625], A5 = [.375, .375] e A6 = [.375], apo´s a normalizac¸a˜o
A2 = [1], A4 = [1, 1], A5 = [1, 1] e A6 = [1], aplicando-se a fo´rmula 6.2 obtemos U(A
′
2) =
1 ∗ log 1 = 0, U(A′4) = 1 ∗ log 2 = 1, U(A′5) = 1 ∗ log 2 = 1 e U(A′6) = 1 ∗ log 1 = 0.
Finalmente, a partir da definic¸a˜o 6.3 temos fU(A2) = 0 + (1 − .375) = .625, fU(A2) =
1+(1−.5625) = 1.4375, fU(A5) = 1+(1−.375) = 1.625 e fU(A6) = 0+(1−.375) = .625.
Assim, a entropia final de mj e´ calculada atrave´s da fo´rmula 6.4 como apresentada na
tabela 6.5.
TABELA 6.5 – Ca´lculo da entropia fU para manifestac¸o˜es mj.
mj fU(δ
+
j ) fU(δ
−
j ) >(fU(δ+j ), fU(δ−j ))
m2 .75 .625 .468
m4 1.4375 1.4375 2.066
m5 1.625 1.625 2.68
m6 .75 .625 .468
Finalmente, temos que m2  m6 ≺ m4 ≺ m5. Assim, os exames laboratoriais (E)
devem ser solicitados na ordem {exames(m2), exames(m6), exames(m4), exames(m5)}
na KBe visando confirmar ou refutar as hipo´teses que causam estes efeitos. Portanto,
a investigac¸a˜o deve comec¸ar pelas manifestac¸o˜es m2 ou m6 assim como apresentado no
me´todo fowa.
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6.3.4.3 Ana´lise Comparativa dos Resultados Obtidos
Pode-se observar que as duas func¸o˜es fowa e fU geraram a mesma classificac¸a˜o no caso
(a) e no caso (b); para ambas func¸o˜es temos mi  mi+1, onde mi  mi+1 se a entropia de
Ai for menor que a entropia de Ai+1. No entanto, a func¸a˜o fU pode classificar igualmente
algumas manifestac¸o˜es, como m4 e m5 na tabela 6.2, enquanto que fowa foi capaz de
distingui-las.
Quanto a distribuic¸a˜o de valores (δj), no caso (a) em que se considerou somente o grau
de associac¸a˜o causal (R(di,mj)), os ca´lculos sa˜o mais simples. Enquanto que no caso
(b) em que se considerou o grau de associac¸a˜o causal e o grau de consisteˆncia temporal
dado que a presenc¸a ou auseˆncia de uma manifestac¸a˜o mj e´ confirmada (m
+
j ,m
−
j ) e´
mais trabalhoso. Ale´m disso, o grau da consisteˆncia temporal apresentado no caso (b) e´
hipote´tico e os intervalos temporais assumidos para cada manifestac¸a˜o sa˜o aleato´rios.
Dado que uma manifestac¸a˜o mj e´ confirmada, os valores temporais considerados esta˜o
no intervalo do melhor caso. Adicionalmente, poderia ser necessa´rio calcular para cada
manifestac¸a˜o a ser investigada todos os intervalos temporais poss´ıveis. Diante dos
resultados obtidos, optou-se por utilizar a func¸a˜o de entropia fowa no contexto de
mu´ltiplas desordens como apresentada na sec¸a˜o 6.3.2.1 e pela distribuic¸a˜o de valores
(δ) como apresentada no caso (a) pela maior simplicidade nos ca´lculos (veja no apeˆndice
B).
6.3.5 Soluc¸a˜o para Investigac¸a˜o
A partir das ide´ias acima, pode-se definir formalmente a selec¸a˜o de exames ou testes
laboratoriais para investigac¸a˜o.
Definic¸a˜o 6.9 (Soluc¸a˜o abdutiva) Dado uma base de conhecimento KBe =<
E, I,D,M,R > e uma hipo´tese Dl ∈ SOLd para um conjunto de observac¸o˜es M+ tal
que α(Dl) < ∆, SOLe, e´ uma soluc¸a˜o abdutiva a partir de E para M
+ ordenadas sse
I ∪ SOLe cobre M+ e I ∪ SOLe e´ consistente.
A partir de SOLe um conjunto de manifestac¸o˜es sa˜o confirmadas ou refutadas, conse-
quentemente, atualizando os conjuntos de manifestac¸o˜es de M+ e M− que pertencem a
CA gerando um novo caso Catual. Dado a base de conhecimento KBd e o caso particular
Catual, infere-se um nova explicac¸a˜o abdutiva SOLd a partir da definic¸a˜o 5.9. Para toda
Dl ∈ SOLd onde α(Dl) > ∆ pode-se inferir os melhores tratamentos atrave´s de um
ambiente abdutivo para tratamentos como sera´ apresentado no pro´ximo cap´ıtulo.
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FIGURA 6.5 – Distribuic¸o˜es δ normalizadas.
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FIGURA 6.6 – Distribuic¸o˜es δ na˜o normalizadas.
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CAPI´TULO 7
AMBIENTE ABDUTIVO PARA TRATAMENTOS
Neste cap´ıtulo e´ apresentado detalhamente o ambiente abdutivo de tratamentos da TCN
que incorpora conceitos de infereˆncia abdutiva, lo´gica nebulosa e teoria de decisa˜o no
escopo da TCN. Primeiramente, na sec¸o˜es 7.1 e 7.2 sa˜o apresentados respectivamente a
representac¸a˜o do conhecimento dos mo´dulos de tratamentos e dos casos particulares. Nas
sec¸a˜o 7.3 sa˜o apresentados os mecanismos de infereˆncia e tomada de decisa˜o utilizados
para inferir os tratamentos mais adequados para um dado caso particular.
7.1 Representac¸a˜o do Conhecimento para Tratamentos
O conhecimento do especialista ou diagnosticador em um dado domı´nio na˜o se resume
apenas em fazer classificac¸o˜es corretas mas tambe´m se baseia no mapeamento correto do
diagno´stico em tratamentos efetivos.
No modelo proposto no escopo da TCN, modela-se a relac¸a˜o entre os conjuntos partindo
dos tratamentos para as desordens porque e´ o tratamento que influi na desordem (ex.
tratamentos→ desordens). Como o que se tem em um caso particular e´ uma desordem,
a especificac¸a˜o de um tratamento adequado caracteriza enta˜o um raciocinio do tipo
abdutivo. (veja Figura 7.1)
O subproblema de tratamentos pode ser modelado por uma qu´ıntupla <
T,D,Z,CC, V > onde: T e´ um conjunto de tratamentos; D, e´ o conjunto de desordens
que sa˜o gerados como hipo´teses; e Z ⊆ T × D, e´ a teoria que associa o conjunto de
desordens com os tratamentos que as controlam. Uma dupla < tk, di > em Z significa
que tk pode tratar diretamente di. Adicionalmente, cada dupla < tk, di > em Z esta´
associada a` um conjunto de condic¸o˜es de controle CC e um conjunto de varia´veis V. As
condic¸o˜es de controle CC devem ser satisfeitas pelo caso para que um tratamento tk para
uma desordem di possa ser garantido. O conjunto V auxiliara´ os especialistas (me´dicos,
fitopatologistas ou te´cnicos) na tomada de decisa˜o para escolher o melhor tratamento
para uma desordem.
No escopo da TCN e´ proposto representar as condic¸o˜es de controle de cada dupla Z =<
tk, di > atrave´s de um conjunto CC = {EP, SEV,CF}, como descrito na definic¸a˜o 7.1.
Definic¸a˜o 7.1 As condic¸o˜es de controle de uma dupla < tk, di > e´ representada pelo
conjunto CC = {CF, SEV,EP} onde:
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FIGURA 7.1 – Um ambiente abdutivo para tratamentos.
• CF corresponde a`s condic¸o˜es que favorecem a efica´cia de um tratamento tk
para uma desordem di, no contexto de fitopatologia CF = (TEMP,UMID)
sa˜o intervalos nebulosos relativos a` temperatura e umidade favora´veis para
tratar uma desordem di usando tratamento tk;
• SEV corresponde a um grau nebuloso trapezoidal de intensidade ou severidade
de uma desordem di que favorece a efica´cia de um tratamento tk para uma
desordem di;
• EP corresponde a um intervalo nebuloso que representa a fase de
desenvolvimento ou idade de um determinado paciente ou planta que
favorecem a efica´cia de um tratamento tk para uma desordem di.
Similarmente a`s condic¸o˜es de controle, neste trabalho e´ proposto representar as
varia´veis auxiliares de cada dupla Z =< tk, di > atrave´s de um conjunto V =
{GCONT,GEV OL,CUSTO,RISCO}, como definido a seguir.
Definic¸a˜o 7.2 O conjunto V de uma dupla Z =< tk, di > e´ formado pelo conjunto de
varia´veis V = {GCONT,GEV OL,CUSTO,RISCO}, onde:
• GCONT ∈ [0, 1] corresponde ao grau efetivo de controle de um tratamento
tk para uma desordem di caso as condic¸o˜es em CC sejam satisfeitas;
• GEV OL ∈ [0, 1] corresponde ao grau de evoluc¸a˜o de uma determinada
desordem di quando aplicado um tratamento tk em determinadas condic¸o˜es
de controle CC;
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• CUSTO e´ o custo associado ao tratamento tk para uma desordem di;
• RISCO corresponde aos riscos associados a um determinado tratamento (por
ex. efeitos colaterais).
Todas as varia´veis do conjunto CC, conforme apresentado no cap´ıtulo 5, ale´m do CUSTO
e do RISCO, sa˜o representadas por intervalos nebulosos trapezoidais. Observemos ainda
que estamos supondo que os intervalos nebulosos das var´ıaveis RISCO e CUSTO esta˜o
no mesmo universo de discurso (ex. sacas/ha). Entretanto, os valores dos intervalos
nebulosos devem ser mapeados para [0,1] quando estes na˜o estiverem no mesmo universo
de discurso. As varia´veis GCONT e GEVOL correspondem a possibilidade de um
tratamento tk ser efetivo (Πe) ou a possibilidade de um tratamento tk na˜o ser efetivo
(Πe).
Formalmente, uma base de conhecimento KBt pode ser definida como descrito na
definic¸a˜o 7.3.
Definic¸a˜o 7.3 A base de conhecimento KBt e´ representada por uma qu´ıntupla <
T,D,Z,CC, V >, onde:
• T e´ o conjunto de tratamentos ou medidas de controle;
• D e´ o conjunto de desordens (doenc¸as,falhas);
• Z e´ uma relac¸a˜o para modelar associac¸o˜es entre tratamentos e desordens como
apresentadas nos cata´logos farmaceˆuticos ou fitopatolo´gicos;
• CC e´ representada pelo conjunto CC = {CF, SEV,EP} (definic¸a˜o 7.1)
• V e´ o conjunto de varia´veis {GCONT,GEV OL,CUSTO,RISCO}
(definic¸a˜o 7.2).
Para um problema de tratamentos representado por KBt, e´ conveniente e u´til definir os
conjuntos ou func¸o˜es baseadas na relac¸a˜o Z:
Definic¸a˜o 7.4 Para todo tk ∈ T e di ∈ D em uma base de conhecimento KBt,
• indicac¸o˜es(tk) = {di| < tk, di >∈ Z}, o conjunto dos elementos diretamente
controlados por tk;
• tratamentos(di) = {tk| < tk, di >∈ Z}, o conjunto dos elementos que podem
diretamente controlar ou tratar di.
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Os conjuntos definidos acima podem facilmente ser generalizados de tratamentos
e desordens individualmente para conjuntos de tratamentos e desordens conforme
apresentado a seguir.
Definic¸a˜o 7.5 Para todo TL ⊆ T e DI ⊆ D em uma base de conhecimento KBt,
• indicac¸o˜es(TL) =
⋃
tk∈TL controles(tk),e
• tratamentos(DI) =
⋃
di∈DI tratamentos(di).
Assim, os resultados de um conjunto de tratamentos sa˜o apenas a unia˜o dos resultados
individuais de cada tratamento do conjunto. Por exemplo, no problema de tratamento
apresentado na Figura 7.1 tem-se:
indicac¸o˜es(t1) = {d1, d4},
indicac¸o˜es(t2) = {d1, d3, d4},
indicac¸o˜es(t3) = {d1, d3},
indicac¸o˜es(t4) = {d2},
indicac¸o˜es(t5) = {d2, d3},
tratamentos(d1) = {t1, t2, t3},
tratamentos(d2) = {t4, t5}.
Utilizando estes dados tem-se que:
indicac¸o˜es(t1, t2) = {d1, d3, d4}.
tratamentos(d1, d2) = {t1, t2, t3, t4, t5}.
7.2 Especificac¸a˜o do Caso Particular
Para complementar a formulac¸a˜o do problema de tratamentos e´ necessa´rio formalizar
os casos particulares. No escopo de tratamentos, a informac¸a˜o sobre um caso particular
deve contemplar apenas observac¸o˜es sobre as hipo´teses e as condic¸o˜es de controle em que
esta˜o ocorrendo as desordens (temperatura,umidade,severidade e e´poca).
Formalmente, a informac¸a˜o sobre um caso particular e´ modelada por uma 5-tupla CA =<
M+,M−, EV +, T IME+, CC+ >= (CF+, SEV +, EP+), como apresentada na definic¸a˜o
5.5 (sec¸a˜o 5.2). A partir da definic¸a˜o 5.5, pode-se extrair a informac¸a˜o sobre um caso
particular na etapa de tratamentos.
Definic¸a˜o 7.6 A informac¸a˜o sobre um caso particular na etapa de tratamentos e´
modelada por uma dupla CA =< D+, CC+ > onde:
• D+ e´ o conjunto de desordens presentes conhecidas no caso;
• CC+ = (CF+, SEV +, EP+) sa˜o as condic¸o˜es externas em que ocorreram os
sintomas, onde CF+ e´ uma func¸a˜o que associa as condic¸o˜es de temperatura
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e umidade (TEMP+, UMID+) no momento do diagno´stico, SEV + e EP+
sa˜o as func¸o˜es que associam a severidade de cada mj ∈M+ e a fase em que
elas ocorreram, respectivamente.
Uma vez caracterizado os problemas de diagno´stico, investigac¸a˜o e tratamentos (P =<
KBd, KBe, KBt, CA >), caracteriza-se agora as soluc¸o˜es para o problema de trata-
mentos, denominado SOLt(P ). Para isto, ale´m da noc¸a˜o de ”cobertura” (sec¸a˜o 3.2.2),
utiliza-se outros ı´ndices de consisteˆncia e coberturas nebulosas que sera˜o descritos a
seguir.
7.3 Tomada de Decisa˜o em Tratamentos
Nesta sec¸a˜o descreve-se as soluc¸o˜es para os problemas de tratamentos definidos na sec¸a˜o
7.1. Inicialmente, define-se a noc¸a˜o de consisteˆncia entre o modelo de tratamentos (sec¸a˜o
7.1) e um caso particular (sec¸a˜o 7.2). Na sequeˆncia, uma explicac¸a˜o plaus´ıvel para um
problema de tratamentos e´ definida formalmente.
7.3.1 Consisteˆncia entre o Modelo de Tratamentos e o Caso
Os tratamentos mais plaus´ıveis T (reme´dios, fungicidas), para um dado caso, devem ser
inferidas abdutivamente a partir da consisteˆncia entre a informac¸a˜o sobre as hipo´teses
mais plaus´ıveis Dl ∈ SOLd ⊆ D (desordens potenciais) e uma base de conhecimento
KBt =< T,D,Z,CC, V >. Para tal, e´ utilizada a noc¸a˜o de coberturas irredundantes da
TCP apresentada na sec¸a˜o 3.2.2. O crite´rio de parcimoˆnia irredundante garante a noc¸a˜o
de minimalidade e simplicidade explicitada na sec¸a˜o 3.1.
Primeiramente, e´ necessa´rio verificar a consisteˆncia das hipo´teses em relac¸a˜o ao modelo
de tratamentos utilizando as condic¸o˜es de controle CC, ale´m dos crite´rios de parcimoˆnia
de irredundaˆncia. No escopo deste trabalho, sa˜o utilizados os ı´ndices de consisteˆncia de
intensidade propostos em Wainer e Sandri (1998). O grau de consisteˆncia das condic¸o˜es
de controle de um tratamento tk ∈ KBt e um caso particular CA e´ definido de maneira
similar ao diagno´stico (definic¸a˜o 5.7).
Definic¸a˜o 7.7 O grau de consisteˆncia das condic¸o˜es de controle de uma dupla
< tk, di >∈ KBt e um caso particular CA e´ calculado atrave´s da fo´rmula
γ(tk, di) = infck∈CCγ(ck) de modo que γ(ck) = h(INT (ck) ∩ INT+(ck)), INT (ck)
corresponde a intensidade de ck ∈ CC em KBt =< T,D,Z,CC, V > e INT+(ck)
corresponde a intensidade de cada ck ∈ CC+.
Adicionalmente, no escopo da TCN e´ poss´ıvel estreitar as poss´ıveis deciso˜es terapeˆuticas
atrave´s do conjunto de varia´veis V = {GCONT,GEV OL,CUSTO,RISCO} como
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definido a seguir.
Definic¸a˜o 7.8 Um determinado tratamento tk para uma determinada desordem di que
explica um caso particular CA e´ mais plaus´ıvel se:
• a consisteˆncia de CF, SEV,EP e´ ma´xima,
• o GONT (tk) e´ ma´ximo,
• o GEV OL(tk) e´ mı´nimo, e
• o Retorno(tk) e´ max´imo onde Retorno(tk) e´ calculado em func¸a˜o das
varia´veis CUSTO(tk) e RISCO(tk) como definido na equac¸a˜o 7.1.
Retorno(tk) = RISCOprodutividade(tk)	 CUSTO(tk) (7.1)
A seguir e´ apresentado um exemplo visando ilustrar as definic¸o˜es 7.7 e 7.8. Suponhamos
o exemplo em que se tem a seguinte qu´ıntupla da base de conhecimento KBt =<
T,D,Z,CC, V >, onde T = {t1, t2} e D = {d3}. Para cada Z tem-se os seguintes
valores para CC e V:
• Z =< t1, d3 > tem-se CC = (EP =< 2, 12 >,SEV =< 1, 3, 5, 7 >,CF =<
0, 1 >) e V = (GCONT =< 1.0 >,GEV OL =< 0.5 >,CUSTO =<
10, 20, 30, 40 >,RISCO =< 100, 112, 118, 120 >)
• Z =< t2, d3 > tem-se CC = (EP =< 10, 22 >,SEV =< 7, 8, 9, 10 >
,CF =< 0, 1 >) e V = (GCONT =< 1.0 >,GEV OL =< 0 >,CUSTO =<
10, 10, 20, 20 >,RISCO =< 100, 112, 118, 120 >)
Consideremos o caso particular CA1 =< M
+,M−, EV +, T IME+, CC+ > com CC+ =
{CF+, SEV +, DS+} onde DS+ =< 8, 9 >, SEV + =< 3, 4, 5, 6 >, CF+ =
TEMP+ =< 22, 23, 25, 26 > e UMID+ =< 80, 85, 90, 95 >.
Suponhamos que a partir da infereˆncia abdutiva (sec¸a˜o 5.3), tem-se o diagno´stico para
o caso particular CA1, onde αct({d3}) > 0.5, tal que {d3} ⊆ Dl ⊆ SOLd . A partir da
KBd, tem-se que as condic¸o˜es favora´veis para evoluc¸a˜o de d3 sa˜o: CF (d3) = (TEMP =<
25, 30, 35, 45 >,UMID =< 85, 90, 95, 100 >).
Agora suponhamos que a partir da infereˆncia abdutiva (sec¸a˜o 7.3) em KBt tem-se os
poss´ıveis tratamentos para d3 representados por tratamentos(d3) = {t1, t2}. O processo
de infereˆncia para a selec¸a˜o do tratamento mais adequado deve seguir alguns passos.
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Primeiramente, aplica-se a fo´rmula para consisteˆncia das condic¸o˜es favora´veis:
ωCF ({d3}) = sup(γ(TEMP ), γ(UMID)) (7.2)
Aplicando a fo´rmula 3.3 encontra-se o grau de consisteˆncia de intensidade de temperatura
e umidade como descrito abaixo.
γ(TEMP ) = h(< 25, 30, 35, 45 > ∩ < 22, 23, 25, 26 >) = 1.0
γ(UMID) = h(< 85, 90, 95, 100 > ∩ < 80, 85, 90, 95 >) = 1.0
Ao aplicar a fo´rmula 7.2 tem-se o grau de consisteˆncia das condic¸o˜es favora´veis:
ωCF (d3) = 1.0.
Observemos que o domı´nio de intensidade da varia´vel CF ∈ V e´ ΩINT (CF ) = [0, 1] tal que
ΩINT (CF ) = [0, 0.5] = ¬CF (quando CF e´ falsa) e ΩINT (CF ) = [0.5, 1.0] = CF (quando
CF e´ verdadeira).
No exemplo acima, tanto o tratamento t1 quanto t2 sa˜o aplicave´is em quaisquer condic¸o˜es
de temperatura e umidade. Em um segundo passo, conforme descrito na definic¸a˜o 7.7,
calcula-se o grau de consisteˆncia entre um tratamento tk ∈ KBt e um caso particular
CA e´ atrave´s da fo´rmula γ(tk) = infck∈CCγ(ck). Primeiramente, calcula-se o grau de
consisteˆncia para t1:
γ(EP ) = h < 2, 12 > ∩ < 8, 9 >= 1.0
γ(SEV ) = h < 1, 3, 5, 7 > ∩ < 3, 4, 5, 6 >= 1.0
ω(CF ) = 1.0
γ(t1) = inf(γ(EP ), γ(SEV ), ω(CF )) = 1.0
Similarmente, calcula-se o grau de consisteˆncia para t2:
γ(EP ) = h < 10, 22 > ∩ < 8, 9 >= 0
γ(SEV ) = h < 7, 8, 9, 10 > ∩ < 3, 4, 5, 6 >= 0
ω(CF ) = 1.0
γ(t2) = inf(γ(EP ), γ(SEV ), ω(CF )) = 0
No exemplo acima, t1 e´ o tratamento mais plaus´ıvel para d3 em relac¸a˜o as condic¸o˜es de
controle. Entretanto, neste caso na˜o e´ necessa´rio utilizar as varia´veis V pois encontrou-se
somente um tratamento como soluc¸a˜o para o caso CA.
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Suponhamos agora o caso particular CA2 =< M
+,M−, EV +, T IME+, CC+ > tal
que CC+ = CF+, SEV +, DS+ onde DS+ =< 10, 12 >, SEV + =< 6, 8 > e
CF+ = TEMP+ =< 23, 25 >,UMID+ =< 85, 90 >. Neste caso γ(t1) = γ(t2) = 1.0.
No entanto, como o grau de controle do tratamento de t1 e´ 1.0 (GCONT=<1.0>) e o
grau de controle de t2 e´ 0 (GCONT=<1.0>), t1 ou t2 sa˜o plaus´ıveis no caso CA2.
Assim, o diagnosticador deve considerar na sua tomada de decisa˜o outras varia´veis
como o custo e o risco de perda da produtividade. Para o exemplo acima, o custo de t1
e´ < 20, 40 > e o de t2 e´ < 10, 20 > e a produtividade esperada para os dois e´ em torno
de < 100, 120 >. Assim sendo, deve-se escolher aquele tratamento que da´ um maior
retorno que e´ calculado atrave´s da fo´rmula 7.1:
Retorno(t1) =< 100, 112, 118, 120 > 	 < 10, 20, 30, 40 >=< 60, 82, 98, 110 >
Retorno(t2) =< 100, 12, 118, 120 > 	 < 10, 10, 20, 20 >=< 80, 92, 108, 110 >
Assim, max(Retorno(t1), Retorno(t2)) = t2.
Neste u´ltimo caso, t2 e´ o tratamento mais plaus´ıvel.
Para obter max(Retorno(t1), Retorno(t2)) e´ necessa´rio utilizar um me´todo para orde-
nac¸a˜o de intervalos nebulosos. Neste trabalho esta´ sendo utilizado os ı´ndices globais de
exceedance propostos por Dubois e Prade (1988).
Um ı´ndice global de exceedance pode ser definido pela avaliac¸a˜o do grau que um intervalo
Mi domina todos os outros intervalosMj para j 6= i. Dado um intervaloMi e um intervalo
Mj, a ordem de Mi e Mj pode ser calculada atrave´s de 4 ı´ndices que sa˜o calculados pela
comparac¸a˜o de Mi e m˜axMj|j 6= i como definido a seguir:
• PSE(Mi) =
∏
Mi
([m˜axj 6=iMj,+∞)) (exceedance possibility)
• PS(Mi) =
∏
Mi
(]m˜axj 6=iMj,+∞)) (strict exceedance possibility)
• NSE(Mi) = NMi([m˜axj 6=iMj,+∞)) (exceedance necessity)
• NS(Mi) = NMi(]m˜axj 6=iMj,+∞)) (strict exceedance necessity)
onde, ΠMi eNMi sa˜o as medidas de possibilidade e necessidade (veja apeˆndice A) definidas
em termos da distribuic¸a˜o µMi , respectivamente;
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m˜ax(Mj) significa uma extensa˜o do operador max no contexto de pr´ıncipio de extensa˜o
de conjuntos nebulosos e Mj um intervalo nebuloso, dado por
max
j
Mj(U) = supα ∈]0, 1]/U ∈ max
j
(Mj)α
onde max([a, b], [c, d]) = [max(a, c),max(b, d)];
[m˜axj 6=iMj,+∞) e ]m˜axj 6=iMj,+∞) referem-se ao conjunto de nu´meros que pode e ao
conjunto que e´ necessariamente maior ou igual ao maior valor do intervalo nebuloso Mj,
respectivamente.
Dado dois intervalos nebulosos do tipo LR (Dubois e Prade, 1988), isto e´, P =
(p, p, α, β)LR e Q = (q, q, γ, δ)LR, o ca´lculo dos 4 ı´ndices se reduzem a encontrar os
intervalos e os valores modais dos intervalos nebulosos como descrito a seguir:
(PSE): Pos(X > Y = max(0,min(1, 1 + (p−q)
(β+γ)
))
(NSE): Nes(X > Y = max(0,min(1, (p−q+γ)
(α+γ)
))
(PS): Pos(X > Y = max(0,min(1, 1 + (p−q=β)
(β+δ)
))
(NS): Nes(X > Y = max(0,min(1, (p−q)
(α+δ)
)).
Para exemplificar como os ı´ndices PSE, PS, NSE e NS podem ser utilizados para
classificar intervalos nebulosos, consideremos os intervalos nebulosos trapezoidais
<60,82,98,110> e <80,92,108,110> referentes a` Retorno(t1) e Retorno(t2) respectiva-
mente (veja Figura 7.2).
mA(x)1
q
60 70 80 90 100 110
FIGURA 7.2 – Intervalos nebulosos referentes a` Retorno(t1) e Retorno(t2).
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Dado que um intervalo trapezoidal e´ representado pela quadru´pla < a, b, c, d >, tem-se
que P = (p, p, α, β)LR =< b, c, b − a, d − c >=< 82, 98, 22, 12 > e Q = (q, q, γ, δ)LR =<
b, c, b− a, d− c >=< 92, 108, 12, 2 > referentes aos intervalos nebulosos Retorno(t1) =<
60, 82, 98, 110 > e Retorno(t2) =< 80, 92, 108, 110 > e aqui denominados R1 e R2,
respectivamente.
Os valores dos 4 ı´ndices sa˜o calculados como apresentado na tabela 7.1. Pelos ı´ndices
PSE e PS na˜o e´ poss´ıvel diferenciar os dois intervalos, entretanto, pelos ı´ndices NSE e
NS torna-se claro que R2 e´ maior que R1.
TABELA 7.1 – Resultados do exemplo.
PSE NSE PS NS
R1 1 2/34 12/14 -26/24
R2 1 32/34 12/14 1/4
7.3.2 Soluc¸a˜o para Tratamentos
A partir das ide´ias acima, pode-se definir formalmente a selec¸a˜o de tratamentos atrave´s
da infereˆncia abdutiva.
Definic¸a˜o 7.9 (Soluc¸a˜o abdutiva) Dado uma base de conhecimento KBt =<
T,D,Z,CC, V > e uma hipo´tese Dl ∈ SOLd ⊆ D, SOLt e´ uma soluc¸a˜o abdutiva para
Dl a partir de T sse Z ∪ SOLt cobre Dl, Z ∪ SOLt, CC ∪ SOLt sejam consistente e V
e´ ma´ximo.
A partir das definic¸o˜es 5.9, 6.9 e 7.9, completa-se a formalizac¸a˜o da definic¸a˜o 4.2, onde
dada uma base de conhecimento Θ = {KBd, KBe, KBt} para o problema de racioc´ınio
cl´ınico P e um caso particular CA, SOL(P ) = {SOLd, SOLe, SOLt} e´ uma soluc¸a˜o
abdutiva para caso particular CA.
No apeˆndice B esta˜o apresentados os algoritmos desenvolvidos para implementar os
mecanismos de infereˆncia dos ambientes abdutivos para diagno´stico, investigac¸a˜o e
tratamentos apresentados nos cap´ıtulos 5, 6 e 7, respectivamente. No pro´ximo cap´ıtulo
sera˜o apresentados alguns resultados obtidos na validac¸a˜o da TCN.
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CAPI´TULO 8
VALIDACA˜O DA ABORDAGEM PROPOSTA
Neste cap´ıtulo esta´ descrita a experieˆncia da aplicac¸a˜o da Teoria das Coberturas
Nebulosas (TCN) proposta nesta dissertac¸a˜o a um problema real de diagno´stico e controle
de doenc¸as de plantas. O problema de racioc´ınio cl´ınico investigado neste trabalho esta´
relacionado a`s doenc¸as de milho.
Conforme descrito no cap´ıtulo 1, a base de conhecimento de um sistema especialista para
para diagno´stico de doenc¸as do milho, que foi desenvolvido na Embrapa Informa´tica
Agropecua´ria em parceria com a Embrapa Milho e Sorgo, esta´ sendo utilizada como
estudo de caso no presente trabalho (dispon´ıvel em http://diagnose.cnptia.embrapa.br).
A base de conhecimento original conte´m 41 doenc¸as de milho com suas respectivas
manifestac¸o˜es ou efeitos. No escopo deste trabalho foi necessa´rio coletar informac¸a˜o
adicional das 41 doenc¸as de milho para representar o conhecimento da base KB =
{KBd, KBe, KBt}. O conhecimento utilizado para complementar a base de conhecimento
foi obtido atrave´s de entrevistas com fitopatologistas da Embrapa e me´dicos, ale´m
de literatura correspondente na a´rea (Reis e Casa, 1996; Fernandes e Oliveira, 1997;
Malcolm, 1980; Agrofit-OnLine, 2003). A especificac¸a˜o completa da base de conhecimento
esta´ apresentada no apeˆndice C e os algoritmos que implementam a TCN no apeˆndice
B.
Os programas desenvolvidos para a soluc¸a˜o dos problemas de racioc´ınio clin´ıco correspon-
dem a implementac¸a˜o dos algoritmos apresentados no apeˆndice B. A linguagem utilizada
na implementac¸a˜o dos algoritmos da TCN foi o AMZI PROLOG devido a sua sintaxe
e adereˆncia ao problema (http://www.amzi.com). Adicionalmente, a implementac¸a˜o em
PROLOG facilitou a comparac¸a˜o da TCN com o TCP original e TCP temporal atrave´s
das ferramentas que tambe´m foram desenvolvidas em Prolog no escopo do trabalho de
Wainer e Rezende (1997).
Este cap´ıtulo esta´ organizado da seguinte forma. Na sec¸a˜o 8.1 esta´ apresentado um
exemplo completo para diagno´stico, investigac¸a˜o e tratamentos na a´rea de doenc¸as
de plantas, mais especificamente, doenc¸as de milho. Embora o exemplo utilizado no
decorrer deste cap´ıtulo seja para diagnose e tratamento de doenc¸as de milho, espera-se
que os desenvolvimentos teo´ricos obtidos possam ser aplicados para outros problemas
de diagno´stico dinaˆmico. Na sec¸a˜o 8.2 e´ apresentado um pequeno exemplo na a´rea de
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diagno´stico e controle de falhas de sate´lite. Finalmente, na sec¸a˜o 8.3 esta´ descrita uma
ana´lise dos resultados obtidos nas etapas de diagno´stico, investigac¸a˜o e tratamentos.
8.1 Diagno´stico e Controle de Desordens em Cultura de Milho
Nesta sec¸a˜o esta´ descrita a representac¸a˜o da base de conhecimento da cultura de
milho contemplando os modelos de representac¸a˜o das desordens bem como de suas
manifestac¸o˜es, da evoluc¸a˜o temporal e das condic¸o˜es favora´veis ao desenvolvimento de
cada desordem. Ale´m disso, sa˜o descritos como representar os testes laboratorias e as
medidas de controle que devem ser adotadas para cada desordem.
Os programas em Prolog que compo˜em a TCN sa˜o claramente divididos em 3 partes:
base de conhecimento, mecanismo de infereˆncia e especificac¸a˜o do caso particular.
O mecanismo de infereˆncia abdutivo foi implementado atrave´s dos algoritmos do
apeˆndice B: bipartido nebuloso, exames nebulosos e tratamentos nebulosos. A base
de conhecimento e o caso particular esta˜o apresentados a seguir.
Antes de apresenta´-los, na sec¸a˜o 8.1.1 tem-se uma breve descric¸a˜o do desenvolvimento
da cultura de milho desde a germinac¸a˜o ate´ a fase de maturac¸a˜o fisiolo´gica, pois, a
evoluc¸a˜o temporal das manifestac¸o˜es de cada desordem sa˜o descritas referindo-se a escala
de desenvolvimento da cultura.
8.1.1 Descric¸a˜o do Problema
A Fenologia e´ o estudo dos eventos perio´dicos da vida da planta em func¸a˜o da sua reac¸a˜o
a`s condic¸o˜es do ambiente. Engloba todas as etapas do crescimento e desenvolvimento
da vida vegetal como a germinac¸a˜o, emergeˆncia, elaborac¸a˜o do aparato fotossinte´tico,
florescimento, aparecimento de estruturas reprodutivas e maturac¸a˜o de sementes.
O conhecimento da fenologia da cultura possibilita a determinac¸a˜o das relac¸o˜es e do
grau de influeˆncia dos fatores envolvidos no processo produtivo, favorecendo a previsa˜o
de problemas, estabelecimento de estrate´gias de manejo e tomada de decisa˜o. A escala
fenolo´gica de uma plantac¸a˜o de milho esta´ representada na tabela 8.2 e ilustrada na
Figura 8.1.
Observemos na Figura 8.1 que os intervalos de dias ou semanas correspondente a
cada esta´gio de desenvolvimento sa˜o intervalos aproximados, portanto, eles podem ser
representados como intervalos nebulosos trapeizodais (coluna 4 da tabela 8.2).
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TABELA 8.1 – Etapas de desenvolvimento da cultura de milho.
Esta´gios Descric¸a˜o Intevalos (em dias) Intervalo Nebuloso (em semanas)
e0 Germinac¸a˜o 0 a 10 <0,1,1,2>
e1 Crescimento Vegetativo 10 a 55 <2,4,6,8>
e2 Pendoamento 55 a 70 <8,9,9,10>
e3 Florescimento 70 a 80 <9,10,11,12>
e4 Frutificac¸a˜o 80 a 120 <12,13,16,17>
e5 Maturac¸a˜o 120 a 150 <17,18,21,22>
FIGURA 8.1 – Escala fenolo´gica da cultura do milho.
Os esta´gios de desenvolvimento de uma cultura podem ser tambe´m representados por um
grafo onde os esta´gios correspondem aos no´s e os intervalos nebulosos entre os esta´gios
correspondem aos arcos como apresentado na Figura 8.2.
Ale´m do esta´gio de desenvolvimento da cultura, a intensidade ou a severidade da
desordem no momento do diagno´stico interfere na tomada de decisa˜o diagno´stica. Va´rios
autores tem proposto modelos e escalas para medir estas varia´veis (Bergamin e L., 1996).
A escala diagrama´tica a ser utilizada nos exemplos de doenc¸as de milho esta´ representada
na tabela 8.3 adaptada de Morandi (2002).
8.1.2 Representac¸a˜o e Implementac¸a˜o da Base de conhecimento KBd
Nesta sec¸a˜o sera´ exemplificado como representar o conhecimento sobre um problema de
diagno´stico no domı´nio de doenc¸as de plantas sob o escopo da TCN. Um subconjunto
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TABELA 8.2 – Etapas de desenvolvimento da cultura de milho.
Esta´gios Descric¸a˜o Intevalos (em dias) Intervalo Nebuloso (em semanas)
e0 Germinac¸a˜o 0 a 10 <0,1,1,2>
e1 Crescimento Vegetativo 10 a 55 <2,4,6,8>
e2 Pendoamento 55 a 70 <8,9,9,10>
e3 Florescimento 70 a 80 <9,10,11,12>
e4 Frutificac¸a˜o 80 a 120 <12,13,16,17>
e5 Maturac¸a˜o 120 a 150 <17,18,21,22>
TABELA 8.3 – Nı´veis de severidade da cultura do milho.
Nı´vel de severidade Descric¸a˜o do n´ıvel Grau nebuloso
s1 Sem leso˜es (antes do aparecimento dos sintomas) -
s2 Leso˜es esparsas na planta, restritas ao terc¸o inferior <1,2,3,4>
s3 Ate´ 50% das folhas com leso˜es; severas nos 25% das folhas inferiores <3,4,5,6>
s4 Ate´ 75% das folhas com leso˜es; severas nos 50% das folhas inferiores <5,6,7,8>
s5 100% das folhas com leso˜es; leso˜es severas nos 75% das folhas inferiores <7,8,9,10>
s6 Planta morta -
da base de conhecimento de doenc¸as de milho que conte´m 10 desordens foliares como
listadas na tabela 8.4 sera´ utilizado como exemplo. A especificac¸a˜o completa da base de
conhecimento de doenc¸as de milho KBd esta´ descrita no apeˆndice C.
TABELA 8.4 – Exemplo de doenc¸as foliares de milho.
Refereˆncia Desordem Agente Causal
d1 PODRIDa˜O do CARTUCHO por Erwinia Erwinia chrysanthemi
d2 QUEIMA POR Pseudomonas Pseudomonas alboprcipitans
d3 FERRUGEM COMUM Puccinia sorghi
d4 FERRUGEM POLYSORA Puccinia polysora
d5 FERRUGEM BRANCA OU TROPICAL Physopella zeae
d6 MANCHA POR Physoderma Physoderma maydis
d7 ANTRACNOSE Colletotrichum gramnicola
d8 MANCHA POR Helminthosporium maydis - Rac¸a O Helminthosporium maydis
d9 MANCHA POR Helminthosporium maydis - Rac¸a T Helminthosporium maydis
d10 MANCHA POR Cercospora Cercospora zeae-maydis
Primeiramente, um resumo das principais caracter´ısticas de uma das doenc¸as da tabela
8.4, denominada Mancha por Cercospora (d10), esta´ apresentado na tabela 8.4. Estas
caracter´ısticas foram obtidas atrave´s de entrevistas com fitopatologistas (Morandi, 2002)
e literatura na a´rea (Fernandes e Oliveira, 1997; Malcolm, 1980). Em seguida, na tabela
8.6 esta´ apresentada a 6-tupla da base de conhecimento KBd =< θ,D,M,R,G,CC >
correspondente a desordem d10 que ilustra como estas caracter´ısticas podem ser
representadas em KBd.
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TABELA 8.5 – Principais caracter´ısticas da Cercosporiose.
MANCHA POR Cercospora(d10)
Sintomas -A reac¸a˜o de susceptibilidade e´ caracterizada por leso˜es retangulares,
limitadas pelas nervuras, inicialmente de cor palha passando a cinza.
Podem ocorrer na bainha, colmo e palhas das espigas.
A Cercosporiose, sob condic¸o˜es favora´veis, pode causar seca prematura das plantas e geralmente causam tombamento.
Essa doenc¸a pode ser encontrada em qualquer fase do desenvolvimento das plantas de milho,
inicialmente nas folhas baixeiras.
Condic¸o˜es favora´veis - temperatura entre 23 e 35oC,
e a´gua livre na superf´ıcie das folhas.
Medidas de Controle - aplicac¸a˜o de fungicidas,
utilizac¸a˜o de cultivares resistentes; rotac¸a˜o de cultura; arac¸a˜o e gradagem.
TABELA 8.6 – Eˆnupla correspondente a representac¸a˜o da desordem Cercospora (d10)
em KBd >.
θ D M R=< d10,mj > G(V,T) CC=(CF,SEV,EP)
<0,22> semanas d10 m1: folhas se coalescem 0.5 grafo de eventos (Figura 8.4) CF=(TEMP=<25,30,35,40>,UMID=<85,90,95,100>)
m2 : seca em grandes areas foliares 0.75 SEV=<1,10> (Tabela 8.3)
m13: seca prematura das plantas 0.75 EP=<0,22> (Tabela 8.2)
m19: lesoes necroticas palha 1.0
m23: lesoes necroticas cinzas 1.0
m56: geralmente tombam 0.75
A primeira coluna da tabela 8.6, θ refere-se a escala de tempo representada na tabela
8.2. A segunda coluna D refere-se as desordens que compo˜em a base de conhecimento
(neste exemplo d10). Na coluna M esta´ representado o conjunto de manifestac¸o˜es causadas
por d10: (efeitos(d10) = {m1,m2,m13,m19,m23,m56}). Na coluna R esta´ representada
a associac¸a˜o gradual entre desordens e manifestac¸o˜es como apresentado na Figura 8.3.
Na coluna G esta´ referenciado o grafo mı´nimo de eventos associado a desordem d10
(Figura 8.4). A u´ltima coluna, CC, representada pela tripla CC = (CF, SEV,EP ) onde
o par CF = (TEMP,UMID) corresponde aos intervalos nebulosos trapezoidais que
representam as condic¸o˜es favora´veis de temperatura e umidade que favorecem a evoluc¸a˜o
da desordem d10 (veja Tabela 5.2). A varia´vel SEV corresponde a um intervalo nebuloso
trapezoidal de intensidade ou severidade em que d10 pode aparecer (Tabela 8.3) e a
varia´vel EP correponde a um intervalo nebuloso que representa a fase de desenvolvimento
ou idade de um determinado paciente ou planta que favorece a evoluc¸a˜o de d10 (Tabela
8.2).
A Figura 8.3 apresenta um grafo simplificado que representa a desordem d10 com suas
respectivas manifestac¸o˜es e relac¸a˜o causal R(d10,mj).
8.1.3 Representac¸a˜o e Implementac¸a˜o da Base de conhecimento KBe
Nesta sec¸a˜o sera´ exemplificado como representar o conhecimento sobre um problema de
investigac¸a˜o no domı´nio de doenc¸as de plantas sob o escopo da TCN. Um subconjunto
da base de conhecimento de testes laboratoriais para identificac¸a˜o de doenc¸as de milho
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que conte´m 9 testes laboratoriais listados na tabela 8.7 sera´ utilizado como exemplo. A
especificac¸a˜o completa da base de conhecimento de doenc¸as de milho KBd esta´ descrita
no apeˆndice C.
TABELA 8.7 – Exemplo de testes laboratoriais.
Refereˆncia Exames Tipos de desordens
e1 Ana´lise Macrosco´pica fu´ngicas
e2 Microscopia o´tica fu´ngicas, bacterianas
e3 Isolamento em cultura pura fu´ngicas
e4 Testes bioqu´ımicos bacterianas
e5 Ana´lise Perfil a´cidos Graxos bacterianas
e6 Ana´lise de Ribossomo bacterianas
e7 Testes Sorolo´gicos bacterianas,viroses,enfezamentos e fu´ngicas
e8 Ana´lise de DNA viroses,enfezamentos
e9 Microscopia eletroˆnica viroses,enfezamentos
Os principais sintomas e as condic¸o˜es favora´veis para a evoluc¸a˜o da Cercosporiose (d10)
representados na tabela 8.6 exemplificam como as desordens podem ser representadas
no escopo do ambiente abdutivo (Kbd). Similarmente, sera´ mostrado como os exames
ou testes laboratoriais para desordens de milho podem ser representados no escopo da
TCN.
Na tabela 8.8 esta´ apresentada um exemplo da 6-tupla da base de conhecimentoKBe =<
θ,E, I,D,M,R > correspondente aos testes laboratoriais que podem identificar d10.
TABELA 8.8 – Tupla correspondente a representac¸a˜o dos testes laboratoriais que iden-
tificam (d10) em KBe >.
θ E I D M R=< d10,mj >
<0,22> semanas ex1 < ex1, d10 > d10 m1: folhas se coalescem 0.5
ex2 < ex2, d10 > m2 : seca em grandes areas foliares 0.75
ex3 < ex3, d10 > m13: seca prematura das plantas 0.75
ex7 < ex7, d10 > m19: lesoes necroticas palha 1.0
ex8 < ex8, d10 > m23: lesoes necroticas cinzas 1.0
m56: geralmente tombam 0.75
A primeira coluna da tabela 8.8, θ refere-se a escala de tempo representada na tabela
8.2. A segunda coluna E refere-se aos testes laboratoriais que compo˜em a base de
conhecimento (tabela 8.7). Na coluna I esta´ representada a associac¸a˜o entre os testes
laboratorias e as desordens. Na coluna D esta´ representado as desordens em que aparecem
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as manifestac¸o˜es (neste exemplo somente d10).Na coluna M esta´ representado o conjunto
de manifestac¸o˜es causadas por d10: (efeitos(d10) = {m1,m2,m13,m19,m23,m56}. Na
coluna R esta´ representada a associac¸a˜o gradual entre desordens e manifestac¸o˜es como
apresentado na Figura 8.3.
8.1.4 Representac¸a˜o e Implementac¸a˜o da Base de conhecimento KBt
Nesta sec¸a˜o sera´ exemplificado como representar o conhecimento sobre um problema de
tratamentos no domı´nio de doenc¸as de plantas sob o escopo da TCN.
Os principais sintomas e as condic¸o˜es favora´veis para a evoluc¸a˜o da Cercosporiose (d10)
representados na tabela 8.6 exemplificam como as desordens podem ser representadas no
escopo do ambiente abdutivo (Kbd). Similarmente, sera´ mostrado como as medidas de
controle para desordens de milho podem ser representadas no escopo da TCN.
Dentre as medidas de controle citadas na tabela 8.4, somente a aplicac¸a˜o de fungicidas
e´ um tratamento corretivo enquanto as outras medidas sa˜o preventivas. Portanto,
os exemplos de tratamentos considerados aqui sera˜o, principalmente, aplicac¸a˜o de
fungicidas. Na tabela 8.9 esta˜o descritos os 10 principais fungicidas ja´ registrados
no Ministe´rio da Agricultura. A base de conhecimento completa esta´ apresentada no
apeˆndice C.
TABELA 8.9 – Exemplo de fungicidas.
Refereˆncia Tratamentos
t1 Priori
t2 Opera
t3 Palisade
t4 Juno (propicanazole)
t5 Folicur
t6 Folicur 200CE (tebuconazole)
t7 Tilt (propicanazole)
t8 Maxim (fluxiaxomil)
t9 Tecto 100 (thiabendazole)
t10 Tecto 600 (thiabendazole)
Durante o processo de racioc´ınio cl´ınico, o diagnosticador tem que tomar a decisa˜o de
quando aplicar (A) ou na˜o aplicar(¬A) um fungicida. Na Figura 8.5 esta´ apresentado um
exemplo de uma a´rvore de decisa˜o utilizada por um fitopatologista para decidir sobre a
aplicac¸a˜o de um fungicida.
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Os c´ırculos representam as varia´veis de estado (EP,SEV,CF), os arcos que saem de cada
um destes no´s representam os valores poss´ıveis que estas varia´veis podem assumir. Os
no´s losaˆngos representam as varia´veis de decisa˜o (A) e os arcos que saem destes no´s
correspondem as ac¸o˜es que podem ser executadas (A - aplicar ou ¬A - na˜o aplicar).
As folhas correspondem as poss´ıveis consequeˆncias (c1, c2, ..., c10) de cada decisa˜o. Neste
exemplo, cada consequeˆncia ci mostra que cada decisa˜o envolve maximizar o controle da
desordem e, consequentemente, a produtividade (tabela 8.10).
TABELA 8.10 – Consequeˆncias da a´rvore de decisa˜o da Figura 8.5.
Consequeˆncia Desordem Produtividade
c1 controle alto normal
c2 evoluc¸a˜o ra´pida reduc¸a˜o baixa
c3 evoluc¸a˜o lenta normal
c4 controle me´dio-alto reduc¸a˜o baixa
c5 evoluc¸a˜o lenta-intermedia´ria reduc¸a˜o baixa
c6 controle baixo reduc¸a˜o me´dia-alta
c7 evoluc¸a˜o ra´pida reduc¸a˜o alta
c8 evoluc¸a˜o lenta-intermedia´ria reduc¸a˜o me´dia-alta
c9 controle nulo reduc¸a˜o alta
c10 evoluc¸a˜o lenta-intermedia´ria reduc¸a˜o alta
Na Figura 8.5 tem-se apenas a representac¸a˜o dos eventos e ac¸o˜es para a decisa˜o de um
tratamento para uma determinada etapa de desenvolvimento da plantac¸a˜o de milho.
Entretanto, a representac¸a˜o de todas as a´rvores de decisa˜o para todos os tratamentos de
todas desordens e´ muito trabalhosa e d´ıficil.
No escopo da TCN e´ proposta uma soluc¸a˜o alternativa na a´rea de tomada de decisa˜o
em tratamentos. A TCN separa claramente o conhecimento do domı´nio (conjuntos T,
D e relac¸a˜o Z), o papel do racioc´ınio abdutivo (crite´rio de parcimoˆnia e a definic¸a˜o da
cobertura), e heur´ısticas do domı´nio (varia´veis CC e V) diferentemente dos sistemas
baseados em regras.
No escopo da TCN, pode-se a qualquer momento entrar com novos tratamentos e
varia´veis auxiliares na base de conhecimento incrementalmente a partir da experieˆncia
do diagnosticador, independente do mecanismo de infereˆncia abdutivo.
Para ilustrar a representac¸a˜o de conhecimento em KBt =< T,D,Z,CC, V > sera˜o
considerados 5 fungicidas que podem ser aplicados como tratamentos alternativos
para Cercosporiose (d10)(tabela 8.11). Os intervalos nebulosos das varia´veis auxiliares
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correspondentes a cada um destes fungicidas foram obtidos de um experimento com
estes fungicidas (Morandi, 2002). Na tabela 8.11 esta˜o representadas as tuplas referentes
a cada tratamento em KBt.
TABELA 8.11 – Tupla correspondente a representac¸a˜o dos tratamentos para a desordem
Cercospora (d10) em KBt >.
T D Z=< tk, d10 > CC=(EP,SEV,CF) V=(GCONT,GEVOL,CUSTO,RISCO)
T1: PRIORI d10 < t1, d10 > =([0,17],[1,4],[0,1]) (1.0,0,[10,40],[145,150])
T2: OPERA < t2, d10 > ([0,17],[1,4],[0,1]) (1.0,0,[10,40],[140,150])
T3: PALISADE < t3, d10 > ([0,17],[1,4],[0,1]) (1.0,0.5,[10,40],[130,140])
T4: JUNO < t4, d10 > ([0,17],[1,4],[0,1]) (1.0,0.5,[10,40],[130,140])
T5: FOLICUR < t5, d10 > ([0,17],[1,4],[0,1]) (1.0,0.5,[10,40],[140,150])
T15: TESTEMUNHA < t15, d10 > ([0,17],[1,4],[0,0.5]) (0.5,1.0,[0,0],[100,120])
Para complementar a formulac¸a˜o do problema necessita-se da representac¸a˜o do caso
particular que sera´ apresentada na pro´xima sec¸a˜o.
8.1.5 Representac¸a˜o de um Caso Particular
Suponhamos um caso hipote´tico em que um produtor de milho procura um fitopatologista
na de´cima oitava semana de plantio, pois sua lavoura apresentou algumas manifestac¸o˜es.
Apo´s uma entrevista com o produtor, o fitopatologista coletou algumas observac¸o˜es
adicionais:
• por volta da oitava a` nona semana comec¸aram aparecer os sintomas;
• por volta da oitava a` nona semana apareceram nas folhas, algumas leso˜es
necro´ticas palha (m19 da tabela 8.6);
• 50% das folhas apresentam leso˜es e 25% das folhas apresentam em maior
intensidade (s3 da tabela 8.3);
• por volta da de´cima primeira e de´cima segunda semana aproximadamente
apo´s a germinac¸a˜o as folhas comec¸aram a coalescer (m1) e algumas
tornaram-se secas em grandes a´reas foliares (m2 da tabela 8.6);
• as condic¸o˜es clima´ticas da regia˜o oscilam com uma temperatura entre 23 e 25
oC e com uma alta umidade relativa do ar;
• foi notado que as leso˜es na˜o estavam circundadas por halo amarelado
(corresponde a m20 na KBd no apeˆndice C).
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Conforme apresentado na sec¸a˜o 5.2, o caso particular acima pode ser repre-
sentado atrave´s do formalismo proposto na definic¸a˜o 5.5 pela 5-tupla Ca =<
M+,M−, EV +, T IME+, CC+ > onde,
M+ = {m1,m2,m19}, M− = m20,
EV + = {mb1,mb13,mb19,mb56},
TIME+(mb1) =< 10, 11, 12, 14 >, TIME
+(mb2) =< 10, 11, 12, 15 >,
e TIME+(mb19) =< 7, 8, 9, 10 >.
CC+ = {CF+, SEV +, DS+} onde
DS+ =< 8, 9 >, SEV + =< 3, 4, 5, 6 > e CF+ = {TEMP+ =< 22, 23, 25, 26 >
,UMID+ =< 80, 85, 90, 95 >}.
Apo´s a definic¸a˜o da representac¸a˜o do caso, pode-se definir como se obter a soluc¸a˜o para
um caso particular que sera´ apresentada na pro´xima sec¸a˜o.
8.1.6 Soluc¸a˜o para o Problema de Racioc´ınio Cl´ınico
Nesta sec¸a˜o sa˜o apresentados os resultados obtidos durante a soluc¸a˜o do caso descrito
na sec¸a˜o 8.1.5. No escopo da TCN, o diagnosticador busca a soluc¸a˜o do problema de
racioc´ınio cl´ınico apresentada na Figura 4.1 atrave´s da execuc¸a˜o dos mo´dulos bipartido -
nebuloso, exames nebulosos e tratamentos nebulosos como representado na Figura 4.6.
EXEMPLO 1: Conforme apresentado na sec¸a˜o 8.1.5, a lista abaixo mostra a forma com
que foi fornecida a informac¸a˜o do caso ao programa em prolog bipartido nebuloso.pro
(apeˆndice B).
bipartido([m1,m13,m19,m56, [m20]], [[m1b, [10, 11, 12, 14]],
[m13b, [10, 11, 12, 15]], [m19b, [7, 8, 9, 10]], [m56b, [12, 13, 14, 15]]],
[[[x, [0, 0, 0, 0]]], [], [], [], [], [], Hipoteses, Indices)
Observemos que a sintaxe desta lista corresponde a ([M+, [M−]], [[evbi , [TIME
+]], [evbj ,
[TIME+]]], [[[e0, [0, 0, 0, 0]]], [], [], [], [], [], Hipoteses, Indices).
Note que embora a pseudo-manifestac¸a˜o ’x’ na˜o pertenc¸a a´ M+, o instante 0 e´ associado
ao seu ı´nicio para representar o momento da semeadura (e0).
Apo´s processar a informac¸a˜o acima, conforme descrito na sec¸a˜o 5.3, obte´m-se o seguinte
resultado:
[10]
[18,2]
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[10 - mancha_por_cercospora, 0.75]\\
Grau de Certeza da Hipotese:0.75
[18 - mancha_por_phaeosphaeria, 0.33]\\
[2 - queima_por_pseudomonas, 0.666666666666667]\\
Grau de Certeza da Hipotese: 0.33
Dado que o fator de certeza da hipo´tese [d10] e´ igual a 0.75 e o grau de certeza da outra
hipo´tese e´ igual a 0.33, enta˜o a explicac¸a˜o mais plaus´ıvel para este caso e´ [d10].
Observemos que na segunda hipo´tese acima ([18, 2]), a v´ırgula representa um ∧, portanto,
a hipo´tese [18, 2] representa d18 e d2 ocorrem simultaneamente. Como d18 e´ uma desordem
fu´ngica e d2 e´ uma doenc¸a bacteriana, e´ muito baixa a possibilidade das duas desordens
estarem ocorrendo simultaneamente. Entretanto, somente atrave´s de testes laboratoriais
as hipo´teses poder´ıam ser confirmadas.
Para selecionar as manifestac¸o˜es priorita´rias a serem investigadas utiliza-se a fo´rmula 6.1
implementada no programa exames − nebuloso.pro, conforme apresentado no cap´ıtulo
6.
investigacao([m1,m2,m19], [2, 10, 18], [], Resexpd]).
Ao executar exames nebuloso.pro para o caso acima obte´m-se o seguinte resultado:
[m23,m27,m56,m28,m13,m3]
[analise_macroscopica]
[microscopia_otica]
[isolamento_em_cultura_pura]
[testes_sorologicos]
[analise_DNA]
Observemos que m23 e {m27} sa˜o manifestac¸o˜es necessa´rias para confirmac¸a˜o das
desordens d10 e d18 respectivamente. Portanto, durante a investigac¸a˜o, a confirmac¸a˜o
da presenc¸a ou auseˆncia de m23 auxilia na confirmac¸a˜o ou na refutac¸a˜o da desordem
d10 na hipo´tese diagno´stica. Similarmente, a confirmac¸a˜o da presenc¸a ou auseˆncia de
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m27 auxilia na confirmac¸a˜o ou na refutac¸a˜o da desordem d18 na hipo´tese diagno´stica.
Enquanto as manifestac¸o˜es {m56,m28,m13,m3} na˜o necessariamente contribuira˜o para
otimizac¸a˜o da hipo´tese diagno´stica, pois, sa˜o manifestac¸o˜es poss´ıveis de acontecer com
diferentes graus de importaˆncia.
Assim, os exames laboratoriais (E) que identificam as manifestac¸o˜es
{m3,m13,m23,m27,m28,m56} na KBe devem ser solicitados na ordem exames(m23) ≺
exames(m27) ≺ exames(m2) ≺ exames(m1) ≺ exames(m56) ≺ exames(m13) visando
confirmar ou refutar as hipo´teses que causam estes efeitos. Portanto, a investigac¸a˜o
deve comec¸ar pela m23 que e´ uma manifestac¸a˜o espec´ıfica da desordem d10, pois a
confirmac¸a˜o de sua presenc¸a garante que a hipo´tese d10 e´ a desordem que cobre o
caso particular apresentado na sec¸a˜o 8.1.5. Como aprsentado no resultado acima, a
confirmac¸a˜o desta manifestac¸a˜o pode ser obtida atrave´s de uma ana´lise-macrosco´pica.
Caso na˜o seja poss´ıvel identificar a manifestac¸a˜o ’in loco’, pode-se executar outros
exames descritos na lista acima, como microscopia ’otica, testes sorolo´gicos para tentar
identificar a causa dos sintomas apresentados no caso.
Apo´s a confirmac¸a˜o de m23, com a informac¸a˜o completa do caso particular, pode-se
executar novamente o programa bipartido nebuloso.pro:
bipartite([lesoes necroticas cinzas, lesoes necroticas palha,
seca em grandes areas foliares, folhas se coalescem],
[[m23b, [10, 11, 13, 14]], [m19b, [7, 8, 9, 10]], [m2b, [10, 11, 12, 13]],
[m1b, [10, 11, 12, 14]]], [[x, [0, 0, 0, 0]]], [], [], [], [], [], Resultado, Indices)
Apo´s processar a informac¸a˜o acima, conforme descrito na sec¸a˜o 5.3, obte´m-se o seguinte
resultado:
[10]
10 - mancha_por_cercospora Grau = 0.5\\
Grau de Certeza da Hipotese: 0.5
Observe que o grau de certeza da hipo´tese d10 abaixou de 0.75 para 0.5 apo´s o refinamento
da informac¸a˜o e o grau de certeza da hipo´tese {d18, d2} tornou-se incompa´tivel (grau
de certeza = 0) como consequeˆncia da diminuic¸a˜o do grau de entropia diagno´stica
(incerteza). Por outro lado, obteve-se uma maior diferenciac¸a˜o das hipo´teses que
pertencem a soluc¸a˜o abdutiva SOLd.
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Supondo que d10 e´ a explicac¸a˜o para o caso particular acima, isto e´, d10 ∈ SOLd,
calcula-se abdutivamente os tratamentos mais plaus´ıveis para d10. No caso do programa
tratamentos nebuloso.pro, este caso particular e´ fornecido como a seguir.
([d10], [8, 9], [3, 6], [[23, 25], [85, 90]], Resultado).
Observemos que a sintaxe desta lista corresponde a
([SOLd], [EP
+], [SEV +], [[TEMP+], [UMID+]], Resultado).
Ao executar tratamentos nebuloso.pro para o caso acima tem-se:
[PRIORI]
[OPERA]
t1 - 1 - priori Grau = 0.5 \\
t1 - 2 - priori Grau = 1\\
t1 - 3 - priori Grau = 0.5
Grau de Certeza da Hipotese: 1
Grau de Controle:1
Grau de Evolucao da desordem: 0.5
Retorno esperado:[110,122,128,140] sa/ha
t2 - 1 - opera Grau = 0.5\\
t2 - 2 - opera Grau = 1\\
t2 - 3 - opera Grau = 0.5
Grau de Certeza da Hipotese: 1
Grau de Controle:1
Grau de Evolucao da desordem:0.5
Retorno esperado:[110,122,128,140] sa/ha
Observemos que foram apresentados como resultado 2 fungicidas dos 5 aplica´veis a`
Cercosporiose (d10).
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EXEMPLO 2: Suponhamos um outro exemplo que corresponde ao exemplo descrito
no cap´ıtulo 5. Observemos que {m6,m7,m13} correspondem aos ı´ndices de refereˆncia
da base de conhecimento (apeˆndice C) para as manifestac¸o˜es {m1,m3,m4} do exemplo
apresentado no cap´ıtulo 5.
bipartite([pustulas individualizadas marrom claro,
pustulas individualizadas marrom escuro,
rompimento da epiderme, seca prematura das plantas],
[[m6b, [6, 7, 8, 9]], [m7b, [16, 17, 18, 19]], [m8b, [7, 8, 9, 10]],
[[x, [0, 0, 0, 0]]], [], [], [], [], [], Hipoteses, Indices),
Apo´s rodar o bipatido nebuloso.pro, obteve-se o seguinte resultado:
[ferrugem_comum]
[ferrugem_polysora]
[3 - ferrugem_comum, 0.75]
Grau de Certeza da Hipotese: 0.75
[4 - ferrugem_polysora, 0.75]
Grau de Certeza da Hipotese: 0.75
Embora na˜o se tenha certeza se o diagno´stico e´ d3 ou d4, isto e´, se a plantac¸a˜o foi
atacada pelo fungo Puccinia sorghi ou Puccinia polysora, o diagnosticador pode optar por
identificar diretamente os tratamentos mais plaus´ıveis neste caso Ca pois αct([d3], [d4]) >
0.5.
Consideremos o caso abaixo, caso ele opte por investigar novas manifestac¸o˜es de {d3, d4}:
investigacao([m6,m7,m8], [3, 4], [], Resexpd]).
Ao executar o programa exames nebuloso.pro para o caso acima obte´m-se que:
efeitos(d3) = [m6,m7,m8,m9,m13,m14] e
efeitos(d4) = [m6,m7,m8,m10,m13,m14].
A ordem das manifestac¸o˜es a serem investigadas e os exames mais plaus´ıveis para este
caso sa˜o:
[m9,m10,m14,m13]
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[analise_macroscopica]
[microscopia_otica]
[isolamento_em_cultura_pura]
[testes_sorologicos]
[analise_DNA]
As manifestac¸o˜es m9 e m10 que teˆm forc¸a maior sa˜o espec´ıficas de d3 e d4, respecti-
vamente. Entretanto, d3 e d4 na˜o necessariamente precisam causar m9 e m10 pois a
associac¸a˜o causal R(d3,m9) = .5 e R(d4,m10) = .5. Assim, o diagnosticador pode optar
por tentar identificar diretamente os tratamentos mais plaus´ıveis ao inve´s de continuar
na investigac¸a˜o.
Pela KB, tem-se que as condic¸o˜es favora´veis para evoluc¸a˜o de d3 e d4 sa˜o: {TEMP =<
15, 20, 25, 30 >,UMID =< 85, 90, 95, 100 >} e {TEMP =< 25, 30, 35, 45 >
eUMID =< 85, 90, 95, 100 >}, respectivamente. Sabe-se tambe´m que CC+ =
{CF+, SEV +, DS+} ondeDS+ =< 12, 17 >, SEV + =< 7, 8 > e CF+ = {TEMP+ =<
15, 16 >,UMID+ =< 85, 90 >}.
No caso do programa tratamentos nebuloso.pro, este caso particular e´ fornecido como
a seguir.
main : −decisao([d3, d4], [12, 17], [7, 8], [[15, 16], [85, 90]]).
Ao executar o programa tratamentos nebuloso.pro para o caso acima tem-se:
[folicur_200_ce_tebuconazole]
t6 - 1 - folicur_200_ce_tebuconazole
Grau = 0.714285714285714
Grau de Certeza da Hipotese: 0.714285714285714
Grau de Controle:1
Grau de Evolucao da desordem:0.5
Retorno esperado:[100,112,128,140] sa/ha
Embora na˜o se tenha certeza se o diagno´stico e´ d3 ou d4, pode-se usar o tratamento T6
- FOLICUR 200 CE pois este fungicida serve para controlar as duas desordens.
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8.2 Diagno´stico e Controle em Falhas de Sate´lite
Nesta sec¸a˜o sera´ dado um pequeno exemplo na a´rea de diagno´stico e controle de falhas
de sate´lite de modo a ilustrar como a TCN pode ser utilizada em outros problemas de
diagno´stico dinaˆmico. Primeiramente, no item 8.2.1 e´ apresentada uma breve descric¸a˜o
do problema, retirada de A822007-ANL-61/D1 (2001). Em seguida, e´ apresentado como
este problema pode ser representado no escopo da TCN. Finalmente, no item 8.2.3 e´
apresentada a soluc¸a˜o do problema no escopo da TCN.
8.2.1 Descric¸a˜o do Problema
Conforme descrito no cap´ıtulo 4.1, o diagno´stico de falhas de sate´lite e´ um ponto crucial
na a´rea espacial. Os sate´lites em o´rbita comunicam-se com seus centros de controle
atrave´s de telemetria (sate´lite para terra) e telecomandos (terra para sate´lite). Parte da
telemetria e´ dedicada ao monitoramento do sate´lite. Quando uma falha e´ detectada pelos
servic¸os de monitoramento em tempo-real dos centros de controle, e´ necessa´rio localizar o
mais ra´pido poss´ıvel a origem da falha de modo a tomar as ac¸o˜es corretivas para garantir
a continuidade da missa˜o.
A preocupac¸a˜o por parte de engenheiros e te´cnicos e´ ta˜o grande que existe uma metodolo-
gia detalhada de ana´lise de risco e gerenciamento para a plataforma multi-missa˜o (MMP)
do INPE (A822007-ANL-61/D1, 2001). Esta´ ana´lise de risco do sistema e´ desenvolvida
na fase de especificac¸a˜o do projeto.
Estas falhas sa˜o detectadas atrave´s de telemetria e para cada uma delas existe um
formula´rio onde e´ preenchido a falha, suas prova´veis causas e as ac¸o˜es corretivas que
devem ser tomadas para cada falha atrave´s de telecomandos.
Para ilustrar como a TCN pode ser aplicada neste domı´nio e´ apresentado um pequeno
exemplo retirado de (A822007-ANL-61/D1, 2001), onde os nomes dos equipamentos, das
falhas, dos me´todos de detecc¸a˜o e das ac¸o˜es corretivas foram mantidos em ingleˆs em
conformidade com o documento original.
8.2.2 Representac¸a˜o do Conhecimento
Nesta sec¸a˜o sera´ exemplificado como representar o conhecimento sobre um problema de
diagno´stico e controle de falhas de sate´lite sob o escopo da TCN. Conforme apresentado
nas sec¸o˜es 8.1.2, 8.1.3 e 8.1.4, a representac¸a˜o do conhecimento e´ suportada pela base de
conhecimento KB = {KBd, KBe, KBt} em PROLOG.
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A base de conhecimento Kbd conte´m 28 itens cr´ıticos (equipamentos) e 51 falhas que
estes equipamentos podem causar. Um subconjunto da Kbd contendo 8 componentes e
16 falhas sera´ utilizado como exemplo (tabela 8.12 e 8.13).
TABELA 8.12 – Exemplo de itens cr´ıticos que podem causar falhas em sate´lite.
Refereˆncia Equipamentos Agente Causal
d9 Rodas de reac¸a˜o Falhas mecaˆnicas e eletroˆnicas
d12 Tanque de Hidrazina Reac¸a˜o qu´ımica , Falha Mecaˆnica, Falha do Controle Te´rmico e Decomposic¸a˜o do Catalisador
d13 Propulsores do sate´lite (Thrusters) Operac¸a˜o em baixa temperatura, Part´ıculas de poeira nos tubos
d14 Va´lvulas de enchimento e drenagem Aberta
d16 Filtros Excesso de part´ıculas no flu´ıdo ou entupimento parcial
d18 Parte Ele´tricas dos Paine´is Solares - EPSA Manufatura, Curto Circuito ou Circuito aberto
d19 Bateria Manufatura, Curto Circuito ou Circuito aberto
d20 Unidade de Condicionamento e Distribuic¸a˜o de Poteˆncia - PCDU Falha eletroˆnica da interface do PCDU
TABELA 8.13 – Exemplo de falhas em um missa˜o de sate´lite.
Refereˆncia Falhas Causas
m1 perda dos servic¸os de telecomunicac¸o˜es [1,2,3,4]
m4 perda de redundaˆncia [1,4,5,6,8,9,26]
m16 perda de determinac¸a˜o de altitude [5,6,7,8,9,11]
m18 perda da dessaturac¸a˜o das rodas de reac¸a˜o [10]
m19 perda da func¸a˜o de propulsa˜o [12,14]
m20 ruptura da membrana [12]
m21 perda de pressa˜o [12,14]
m22 aumento da pressa˜o [12]
m23 congelamento de propelante [12,14]
m27 perda do incremento da velocidade mı´nima [13,16]
m29 reduc¸a˜o da capacidade de gerac¸a˜o de energia [18]
m30 reduc¸a˜o da capacidade de armazenamento de energia [19]
m31 queda do cabo principal voltagem [19]
m32 perda de controle e condicionamento de poteˆncia [20]
m33 perda de distribuic¸a˜o de poteˆncia e func¸o˜es de protec¸a˜o [20]
Fazendo o mapeamento de um subconjunto de itens cr´ıticos acima para a TCN, tem-se
o conjunto D = {d12, d13, d14, d16, d18, d19, d20}, o conjunto de efeitos ou falhas M tal
que M = {m19,m27,m29,m30,m32,m33} e a relac¸a˜o causal C denotada pela rede causal
apresentada na Figura 8.6.
A representac¸a˜o das bases de conhecimento Kbe e Kbt sa˜o similares a base de
conhecimento Kbd. A base de conhecimento Kbe conte´m 16 me´todos de detecc¸a˜o de
falhas que podem ser utilizados durante o processo de diagno´stico e controle de falhas. A
base de conhecimento Kbt conte´m 15 ac¸o˜es corretivas que podem ser executadas durante
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o processo de controle de falhas. Um resumo dos principais me´todos de detecc¸a˜o e das
principais ac¸o˜es corretivas esta˜o descritos nas tabelas 8.14 e 8.15, respectivamente.
TABELA 8.14 – Exemplo de me´todos de detecc¸a˜o de falhas em sate´lite.
Refereˆncia Me´todos de Detecc¸a˜o
e1 telemetria
e2 estac¸a˜o recebendo sinais degradados ou sinais perdidos totalmente
e3 detecc¸a˜o de circuito aberto e alarme operacional no paine´l do computador
e4 status do equipamento por telemetria
e5 ana´lise de telemetria da terra
e6 telemetria em modo de seguranc¸a
e7 monitoramento por computador
e8 alarme
e9 teste de consisteˆncia lo´gica
e10 falha de alarme do modo de seguranc¸a
TABELA 8.15 – Exemplo de ac¸o˜es corretivas para controle de falhas em sate´lite.
Refereˆncia Ac¸o˜es Corretivas
t1 comutac¸a˜o para unidade redundante atrave´s de telecomando da terra
t2 modo de seguranc¸a
t3 telecomando enviado da estac¸a˜o da terra
t4 chaveamento para equipamento redundante por telecomando
t5 ana´lise da terra
t6 telecomando por modo de seguranc¸a
t7 recalibrac¸a˜o dos propulsores
t8 mudanc¸a do modo de operac¸a˜o mmp
t9 degradac¸a˜o dos requisitos operacionais de mmp
t10 chaveamento automa´tico
t15 na˜o tem ac¸a˜o corretiva
Para complemetar a formulac¸a˜o do problema P =< KBd, KBe, KBt, CA >, consider-
emos um caso particular CA onde obteve-se por telemetria que ocorreu uma perda da
func¸a˜o de propulsa˜o do sate´lite por volta da quarta semana do sate´lite em o´rbita.
8.2.3 Soluc¸a˜o do Problema
Nesta sec¸a˜o sa˜o apresentados os resultados obtidos para alguns casos de falha do sate´lite.
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EXEMPLO 3: Consideremos o caso da perda da func¸a˜o de propulsa˜o como descrito
abaixo.
bipartite([perda funcao propulsao], [[m19b, [0, 12, 12, 24]]],
[[x, [0, 0, 0, 0]]], [], [], [], [], [], Hipoteses, Indices).
Apo´s processar o bipartido− nebuloso.pro obte´m-se o seguinte resultado:
[12 - tanque_de_hidrazina, 0.5]
Grau de Certeza da Hipotese: 0.5
[14 - valvulas_de_enchimento_e_drenagem, 0.5]\\
Grau de Certeza da Hipotese:0.5
Enta˜o o pro´ximo passo do investigador e´ tentar identificar a causa da falha ou outras
falhas que possam estar acontecendo. Na fase de investigac¸a˜o obte´m-se o seguintes
resultados:
investigacao([m19], [12, 14], [], Resexpd]).
Ao executar exames − nebuloso.pro para o caso acima tem-se que os efeitos(d12) =
[m19,m20,m21,m22,m23] e efeitos(d14) = [m19,m21,m23].
Assim, obte´m-se que a ordem das manifestac¸o˜es a serem investigadas e os exames mais
plaus´ıveis para este caso sa˜o:
[m20,m22,m19,m21,m23]
[telemetria]
[monitoramento_por_computador]
Observemos que a manifestac¸a˜o m20,m21,m22 e m23 na˜o esta˜o contempladas
em M+. Assim, os exames laboratoriais (E) que identificam as manifestac¸o˜es
{m19,m20,m21,m22,m23} na KBe devem ser solicitados na ordem exames(m20) 
exames(m22) ≺ exames(m19) = exames(m21) = exames(m23) visando confirmar ou
refutar as hipo´teses que causam estes efeitos. Portanto, a investigac¸a˜o deve comec¸ar
pelas manifestac¸o˜es m20 ou m22. Observemos que m20 e´ uma manifestac¸a˜o espec´ıfica da
desordem d12, portanto, a confirmac¸a˜o de sua presenc¸a confirma a hipo´tese que d12 e´ a
desordem que cobre o caso particular apresentado acima.
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A confirmac¸a˜o desta manifestac¸a˜o pode ser obtida atrave´s de telemetria. Apo´s a
confirmac¸a˜o de m20 e m22, com a informac¸a˜o do caso completa, pode-se executar
novamente o programa bipartido-nebuloso.pro:
bipartite([perda funcao propulsao, ruptura da mebrana, aumento da pressao],
[[m19b, [0, 12, 12, 24]], [m20b, [12, 14, 18, 24]], [m21b, [12, 14, 18, 24]]],
[[x, [0, 0, 0, 0]]], [], [], [], [], [], R,R2)
Apo´s processar a informac¸a˜o acima, conforme descrito na sec¸a˜o 5.3, obte´m-se o seguinte
resultado:
[10 - tanque_de_hidrazina, 0.75]\\
Grau de Certeza da Hipotese: 0.75
Supondo que d12 e´ a explicac¸a˜o para o caso particular acima, isto e´, d12 ∈
SOLd, calcula-se abdutivamente os tratamentos mais plaus´ıveis para d12. Ao executar
tratamentos nebuloso.pro para o caso acima tem-se:
[nao_tem_acao_corretiva]\\
Portanto, para este item cr´ıtico na˜o ha´ ac¸a˜o corretiva e e´ um risco de severidade muita
alta que pode acabar com a missa˜o do sate´lite.
8.3 Considerac¸o˜es Finais sobre a Abordagem Proposta
Na sec¸a˜o 8.1 sa˜o descritos os resultados obtidos durante a soluc¸a˜o de um problema
de diagno´stico, investigac¸a˜o e tratamentos na a´rea de doenc¸as de milho no escopo da
TCN. Na sec¸a˜o 8.2 sa˜o descritos os resultados obtidos em um outro exemplo na a´rea de
diagno´stico e controle de falhas de sate´lite. Nesta sec¸a˜o esta´ descrita uma ana´lise dos
resultados obtidos na a´rea de diagno´stico, investigac¸a˜o e tratamentos.
No escopo da etapa de diagno´stico, pode-se comparar e comentar os resultados obtidos
pelo algoritmo Bipartido−Nebuloso que e´ baseado no algoritmo bipartite apresentado na
sec¸a˜o 3.2. Entretanto, no bipartido−nebuloso antes de aplicar os crite´rios de parcimoˆnia
de irredundaˆncia atrave´s da func¸a˜o revise verifica-se a consisteˆncia temporal e catego´rica
do caso particular em relac¸a˜o ao modelo de desordens que e´ implementado atrave´s da
func¸a˜o VNCD - Verificador Nebuloso de Consisteˆncia para Diagno´stico.
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TABELA 8.16 – Comparac¸a˜o de algoritmos na fase de diagno´stico.
Bipartido Bipartido-temporal Bipartido-nebuloso
[10] [] [10, [0.75]]
[8, 1] [18, 2, [0.33]]
[8, 2]
[10, 1]
[10, 2]
[18, 1]
[18, 2]
Na tabela 8.16 sa˜o apresentados os resultados obtidos com os algoritmos
bipartido-nebuloso, bipartido e bipartite-temporal proposto em Wainer e Rezende (1997).
Na terceira coluna da tabela 8.16 sa˜o descritos os resultados obtidos apo´s processar
a informac¸a˜o do caso descrita na sec¸a˜o 8.1.5 pelo programa bipartido − nebuloso.pro.
Na primeira coluna esta˜o descritos os resultados obtidos ao rodarmos o mesmo caso
particular sem considerar informac¸a˜o temporal e nebulosa no programa (bipartido.pro).
Na segunda coluna sa˜o descritos os resultados obtidos ao rodar o caso no programa
temporal − pct.pro que utiliza intervalos bem definidos.
Observemos na tabela 8.16 que no escopo do TCP original (bipartido) foram geradas 7
explicac¸o˜es plaus´ıveis para este caso particular e debaixo da ferramenta que implementa
o bipartido-temporal.pro nenhuma hipo´tese foi encontrada dentre as 7 apresentadas para
o mesmo caso no bipartido.pro. Ja´ no contexto do TCP-nebuloso foram geradas apenas 2
explicac¸o˜es plaus´ıveis dentre as 7 apresentadas inicialmente no TCP original. Portanto,
no escopo do bipartido nebuloso.pro obteve-se 86% de reduc¸a˜o das hipo´teses em relac¸a˜o
ao bipartido.pro.
Adicionalmente, o grau de certeza associado a cada hipo´tese no bipartido nebuloso.pro
tambe´m auxilia o diagnosticador na tomada de decisa˜o durante o diagno´stico. Nos
resultados obtidos, observa-se que d10 e´ a explicac¸a˜o mais plaus´ıvel. Portanto, o
diagnosticador investiga outras manifestac¸o˜es de d10. Ao confirmar novas manifestac¸o˜es
presentes o diagnosticador pode rodar novamente o bipartido-nebuloso e obter os
resultados apresentados na tabela 8.17.
TABELA 8.17 – Comparac¸a˜o de algoritmos na fase de diagno´stico.
Bipartido Bipartido-temporal Bipartido-nebuloso
[10] [] [10, [0.5]]
[10, 1]
[10, 2]
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Observemos na tabela 8.17 que no escopo do TCP original foram geradas 3 explicac¸o˜es
plaus´ıveis para especificac¸a˜o completa do caso particular e debaixo da ferramenta que
implementa o TCP-temporal nenhuma explicac¸a˜o foi encontrada para o mesmo caso.
Ja´ no contexto do TCP-nebuloso foi gerada apenas 1 explicac¸a˜o plaus´ıvel dentre as 2
apresentadas inicialmente no TCP original (reduc¸a˜o de 50% das hipo´teses). Portanto,
a utilizac¸a˜o de intervalos nebulosos para modelar informac¸a˜o temporal mostrou-se mais
eficiente do que o modelo TCP-temporal que utiliza intervalos bem definidos ale´m de
auxiliar na investigac¸a˜o e na reduc¸a˜o do conjunto de hipo´teses.
No escopo da investigac¸a˜o, pode-se comentar os resultados obtidos pelo algoritmo
exames nebulosos que e´ baseado no algoritmo bipartido apresentado na sec¸a˜o 3.2.
Entretanto, o algoritmo exames nebulosos antes de aplicar os crite´rios de parcimoˆnia de
irredundaˆncia atrave´s da func¸a˜o revise permite selecionar as manifestac¸o˜es priorita´rias
a serem investigadas dentro do contexto das hipo´teses consistentes. Esta funcionalidade
e´ implementada atrave´s da func¸a˜o VNCI - Verificador Nebuloso de Consisteˆncia para
Investigac¸a˜o. Na tabela 8.18 pode-se observar os resultados obtidos com o algoritmo
exames nebulosos nos exemplos 1 e 2 apresentados na sec¸a˜o 8.1.6.
TABELA 8.18 – Ana´lise dos algoritmos na fase de investigac¸a˜o.
Exemplos M+ ordenadas SOLd SOLe
EXEMPLO 1 [m23,m27,m28,m56,m13,m3] [d10] [analise−macroscopica]
[microscopia− otica]
[isolamento− em− cultura− pura]
[testes− sorologicos]
[analise−DNA]
EXEMPLO 2 [m9,m10,m14,m13] [d3, d4] [analise−macroscopica]
[microscopia− otica]
[isolamento− em− cultura− pura]
[testes− sorologicos]
[analise−DNA]
Observemos que a classificac¸a˜o de manifestac¸o˜es auxilia na tomada de decisa˜o para
diagno´stico como apresentado no EXEMPLO 1. Entretanto, a classificac¸a˜o de hipo´teses
na˜o contribuiu muito para a reduc¸a˜o de hipo´teses no EXEMPLO 2. Tais resultados sa˜o
coerentes com o racioc´ınio do diagnosticador na fase de investigac¸a˜o e mostram como
esta etapa pode contribuir para a tomada de decisa˜o na etapa de diagno´stico.
No escopo da etapa de tratamentos, pode-se comentar os resultados obtidos pelo
algoritmo tratamentos nebulosos que e´ baseado no algoritmo bipartido apresentado na
sec¸a˜o 3.2. Entretanto, o algoritmo tratamentos nebulosos antes de aplicar os crite´rios de
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parcimoˆnia de irredundaˆncia atrave´s da func¸a˜o revise permite selecionar os tratamentos
mais plaus´ıveis dentro do contexto das hipo´teses consistentes. Esta funcionalidade e´
implementada atrave´s da func¸a˜o VNCT - Verificador Nebuloso de Consisteˆncia para
Tratamentos. Na tabela 8.19 pode-se observar os resultados obtidos com o algoritmo
tratamentos nebulosos nos exemplos 1 e 2 apresentados na sec¸a˜o 8.1.6.
TABELA 8.19 – Ana´lise dos algoritmos na fase de tratamentos.
Exemplos SOLd SOLt
EXEMPLO1 [d10] [t1, t2]
EXEMPLO2 [d3, d4] [t6]
Observemos que no primeiro exemplo, os fungicidas OPERA E PRIORI sa˜o mais
indicados para controle da Cercosporiose quando se considera varia´veis como epo´ca
do aparecimento da desordem, condic¸o˜es clima´ticas e a severidade da desordem.
Inicialmente, no escopo do programa bipartido.pro aparecem 5 tipos de fungicidas
indicados para controlar d10: OPERA, PRIORI, PALISADE, JUNO e FOLICUR.
Portanto, no escopo do tratamentos nebulosos conseguiu-se reduzir 3 hipo´teses.
Estes resultados correspondem aos resultados obtidos atrave´s de um experimento em
campo (Morandi, 2002) onde foram aplicados os 5 tipos de fungicidas para combater o
fungo Cercospora zeae-maydis e os fungicidas OPERA E PRIORI foram mais eficientes
ao considerar as varia´veis epo´ca do aparecimento da desordem, condic¸o˜es clima´ticas e a
severidade da desordem.
No segundo exemplo, tambe´m os resultados sa˜o coerentes com o racioc´ınio do diagnosti-
cador. Embora ele na˜o tenha certeza se o diagno´stico e´ d3 ou d4, pode-se usar tratamento
T6 - FOLICUR 200 CE, pois e´ um fungicida que serve para controlar as duas desordens.
Ale´m dos dois exemplos apresentados neste cap´ıtulo, os algoritmos da TCN foram
aplicados para as outras 38 desordens de milho e os resultados obtidos foram coerentes
com o racioc´ınio do diagnosticador.
Finalmente, pode-se concluir que foram satisfato´rios os resultados obtidos na validac¸a˜o
da TCN no domı´nio de doenc¸as de milho. A TCN atende os requisitos de infereˆncia,
incertezas e tomada de decisa˜o necessa´rios para suportar o processo de racioc´ınio cl´ınico.
Adicionalmente, a TCN se mostra adequada a` soluc¸a˜o dos problemas de diagno´stico,
investigac¸a˜o e tratamentos em outros domı´nios de diagno´stico dinaˆmico, como por
exemplo, no diagno´stico e controle de falhas de sate´lite.
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FIGURA 8.2 – Grafo temporal da cultura do milho.
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FIGURA 8.3 – Associac¸a˜o gradual R =< d10,mj >.
FIGURA 8.4 – Grafo mı´nimo de eventos de d10.
169
DS
e0
SEV
e'
e2
FC
e3
e4
e5
s2
s3
s4
s5
FC
FC
FC
F
¬F
A
A
A1
¬A1
A1
¬A1
c1
c2
c1
c3
F
¬F
A
A
A1
¬A1
A1
¬A1
c4
c2
c4
c5
F
¬F
A
A
A1
¬A1
A1
¬A1
c6
c7
c6
c8
F
¬F
A
A
A1
¬A1
A1
¬A1
c9
c7
c9
c10
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FIGURA 8.6 – Rede causal de um problema de diagno´stico de falhas em sate´lite
<D,M,C>.
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CAPI´TULO 9
CONCLUSO˜ES
Primeiramente, neste cap´ıtulo sa˜o apresentadas as principais contribuic¸o˜es do modelo
proposto e suas limitac¸o˜es. Na sequeˆncia sa˜o apresentadas as extenso˜es futuras que devem
ser suportadas pela TCN.
9.1 Contribuic¸o˜es
Neste trabalho foi proposta a Teoria das Coberturas Nebulosas (TCN) que utiliza
infereˆncia abdutiva e lo´gica nebulosa para solucionar um problema de racioc´ınio cl´ınico
envolvendo tanto diagno´stico e investigac¸a˜o quanto tratamentos. Atrave´s da TCN foi
poss´ıvel mostrar que o processo de racioc´ınio cl´ınico como um todo pode ser automatizado
utilizando-se uma abordagem abdutiva causal. De fato, todo o conhecimento do
diagnosticador pode ser representado atrave´s de associac¸o˜es causais e os diagno´sticos,
exames e tratamentos mais plaus´ıveis para o processo de racioc´ınio cl´ınico podem ser
inferidos abdutivamente.
Embora tarefas para diagno´stico e tratamentos estejam fortemente relacionadas, elas
na˜o sa˜o frequentemente investigadas juntas. Consequentemente, aspectos relevantes para
diagno´stico e tratamentos na˜o sa˜o considerados. Mecanismos de tomada de decisa˜o
necessa´rios na etapa de tratamentos teˆm sido estudados mais detalhamente na a´rea
de Teoria de Decisa˜o enquanto mecanismos de infereˆncia em diagno´stico teˆm sido mais
pesquisados na a´rea de Inteligeˆncia Artificial.
Neste trabalho foi poss´ıvel mostrar que todos estes aspectos podem ser abordados de
maneira integrada, permitindo-se a organizac¸a˜o dos va´rios tipos de informac¸a˜o gerados
nas va´rias tarefas.
A incorporac¸a˜o de conceitos de lo´gica nebulosa e teoria de decisa˜o a` TCN, minimizou
uma das principais limitac¸o˜es da teoria TCP, que e´ a possibilidade de incluir um grande
nu´mero de hipo´teses.
Neste trabalho, tambe´m foi feita a validac¸a˜o da abordagem proposta utilizando-se um
exemplo real em fitopatologia. Os resultados obtidos foram satisfato´rios tanto no escopo
de diagno´stico e investigac¸a˜o quanto no escopo de tratamentos.
No escopo de diagno´stico, a TCN permitiu a justificativa de respostas na soluc¸a˜o
do problema ale´m da reduc¸a˜o de hipo´teses. A justificativa de resposta refere-se a`
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habilidade de um sistema baseado em conhecimento em explicar como e porque chegou a`s
concluso˜es como diagnose. E´ muito importante desenvolver me´todos para justificativa de
respostas, pois, estudos demonstram que, por exemplo, na medicina e na fitopatologia,
ha´ necessidade de boas explicac¸o˜es por sistemas de diagno´stico para aceitac¸a˜o pelos
diagnosticadores. Na TCN, por exemplo, o grau de consisteˆncia entre uma hipo´tese
(conjunto de desordens) e um caso, permitem aos usua´rios quantificar o quanto aquela
hipo´tese e´ plaus´ıvel para explicar o caso.
No escopo de investigac¸a˜o, pode-se destacar as func¸o˜es de entropia desenvolvidas na
TCN que permitem selecionar as manifestac¸o˜es priorita´rias mesmo que na˜o se tenha
informac¸o˜es completas sobre elas. Esta funcionalidade que esta´ sendo incorporada atrave´s
das func¸o˜es de entropia propostas no cap´ıtulo 6, ale´m de contribuir na selec¸a˜o de
manifestac¸o˜es priorita´rias e reduc¸a˜o de hipo´teses, pode ser u´til em um mo´dulo de gerac¸a˜o
de perguntas. A habilidade de gerar boas perguntas a partir da informac¸a˜o dispon´ıvel
pode ser crucial na eficieˆncia do problema.
Na literatura sa˜o encontrados muitos trabalhos na a´rea de teoria de decisa˜o para
problemas de tomada de decisa˜o como selec¸a˜o de tratamentos. Entretanto, a abordagem
abdutiva integrada a conjuntos nebulosos gera um me´todo alternativo para soluc¸a˜o de
problemas na a´rea de tratamentos mais vantajoso porque aproveita os resultados gerados
pelo mo´dulo de diagno´stico para reduzir a complexidade de determinar um tratamento.
No escopo geral da TCN, a integrac¸a˜o dos processos de diagno´stico, investigac¸a˜o e
tratamentos em uma abordagem abdutiva integrada a lo´gica nebulosa consolida uma
nova abordagem em IA para o processo de racioc´ınio cl´ınico.
E´ importante destacar como o formalismo proposto na TCN para representar o
conhecimento e o caso considera aspectos importantes como o conhecimento incerto e
incompleto inerentes ao processo de racioc´ınio cl´ınico, ale´m do formalismo proposto para
suportar o mecanismo de infereˆncia cujo o fundamento teo´rico esta´ bem sedimentado na
lo´gica abdutiva.
Finalmente, e´ va´lido ressaltar que este trabalho trouxe contribuic¸o˜es tanto para o avanc¸o
cient´ıfico na a´rea da cieˆncia computac¸a˜o (Massruha´ et al., 2001, 2002a, 2002b), quanto
em a´reas de diagno´stico dinaˆmico como por exemplo, na a´rea agr´ıcola (Massruha´ et al.,
2003).
Na a´rea agr´ıcola, espera-se que este trabalho de pesquisa contribua para melhorar o
processo de aquisic¸a˜o, formalizac¸a˜o e representac¸a˜o do conhecimento dos fitopatologistas
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e veterina´rios, e, consequentemente, o desenvolvimento de sistemas de suporte a` decisa˜o
em duas a´reas priorita´rias na agricultura, a saber: fitossanidade (Agronomia) e sanidade
animal (Veterina´ria).
9.2 Limitac¸o˜es
Embora a TCN seja uma ferramenta simples e poderosa para racioc´ınio de diagno´stico,
investigac¸a˜o e tratamentos, o modelo proposto tem algumas limitac¸o˜es.
Uma de suas limitac¸o˜es esta´ no escopo do problema apresentado na figura 4.1. Conforme
descrito no cap´ıtulo 4.1, em complementac¸a˜o a` decisa˜o terapeˆutica deve-se ter um plano
educacional do paciente e um procedimento de monitoramento dos tratamentos (efeitos
do tratamento na progressa˜o da desordem). Como se trata de um processo c´ıclico e
dinaˆmico, os resultados do monitoramento devem modificar constantemente a s´ıntese do
problema. Entretanto, a retroalimentac¸a˜o do processo de racioc´ınio cl´ınico atrave´s da
automatizac¸a˜o do procedimento de monitoramento na˜o esta´ inclu´ıdo no escopo deste
trabalho.
Outra limitac¸a˜o encontra-se na incapacidade de representar formas mais complexas de
relacionamento causal tanto no diagno´stico e na investigac¸a˜o quanto nos tratamentos.
Por exemplo, na TCN assume-se que as manifestac¸o˜es de duas desordens na˜o interferem
uma na outra. Na˜o e´ poss´ıvel representar a interfereˆncia da presenc¸a de uma desordem
nas manifestac¸o˜es de outra desordem, ou que se duas desordens ocorrem simultaneamente
pode acontecer uma manifestac¸a˜o na˜o prevista em uma dessas desordens isoladamente.
Similar a etapa de diagno´stico, a TCN assume que os testes laboratoriais e os tratamentos
de duas desdordens na˜o interferem um no outro, isto e´, na˜o trata incompatibilidades entre
desordens, exames ou tratamentos.
Os outros problemas da TCN esta˜o relacionados com a sua implementac¸a˜o. A gerac¸a˜o
da base de conhecimento KB = {KBd, KBe, KBt} demanda muito tempo e atenc¸a˜o.
Portanto, seria interessante uma ferramenta que pudesse auxiliar na gerac¸a˜o automa´tica
da base de conhecimento. Outro ponto que poderia ser melhor tratado seria a integrac¸a˜o
bem como a interface dos 3 mo´dulos em Prolog que compo˜em a TCN (bipartido −
nebuloso.pro,exames−nebulosos.pro e tratamentos−nebulosos.pro) que sa˜o executados
separadamente.
9.3 Trabalhos Futuros
As futuras extenso˜es deste trabalho poderiam ser divididas em treˆs n´ıveis de atuac¸a˜o:
especificac¸a˜o, implementac¸a˜o e validac¸a˜o.
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No n´ıvel de especificac¸a˜o e´ importante estender a TCN para incorporar o procedimento
de monitoramento, isto e´, os efeitos do tratamento na progressa˜o da desordem. Outra
extensa˜o importante ao modelo da TCN seria incorporar incompatibilidades entre
desordens, exames e tratamentos.
Em relac¸a˜o a´ implementac¸a˜o seria importante desenvolver uma interface que integre
os 3 mo´dulos que compo˜em a TCN. No escopo deste trabalho ja´ foram realizados
testes iniciais para integrac¸a˜o de uma interface JAVA aos programas em PROLOG, sem
necessidade de alterar os mo´dulos ja´ implementados. Um outra extensa˜o interessante seria
a gerac¸a˜o automa´tica da base de conhecimento a partir de entrevistas com usua´rios. Esta
ferramenta poderia ser desenvolvida, por exemplo, em uma dissertac¸a˜o de mestrado.
Quanto a´ validac¸a˜o, seria interessante utilizar a TCN na soluc¸a˜o de problemas de
racioc´ınio cl´ınico em outros domı´nios, como por exemplo em medicina, veterina´ria e
mais profundamente na a´rea de sate´lites. Neste sentido pode-se formalizar projetos entre
instituic¸o˜es como Embrapa, Unicamp e INPE de modo a viabilizar estas aplicac¸o˜es.
Um outro projeto interessante que poderia ser apresentado futuramente seria um trabalho
da Embrapa junto ao Ministe´rio da Agricultura e Abastecimento de modo a utilizar a
TCN para integrar as bases de conhecimento de desordens e testes laboratoriais da
Embrapa com a base de fungicidas, acaricidas, bactericidas dispon´ıveis no Ministe´rio.
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APEˆNDICE A
CONCEITOS BA´SICOS DA TEORIA DE CONJUNTOS NEBULOSOS E
TEORIA DE POSSIBILIDADES
A.1 Teoria de Conjuntos Nebulosos
Primeiramente, um conjunto nebuloso e´ definido formalmente conforme descrito em
Dubois e Prade (1988):
Definic¸a˜o A.1 Um conjunto nebuloso (normalizado) A em Θ e´ caracterizado pela
func¸a˜o de pertineˆncia µA : θ → [0, 1], tal que ∃x ∈ Θ,µA(x) = 1.
Sejam A e B conjuntos nebulosos em θ, onde θ e´ um domı´nio para o qual as operac¸o˜es
+, min e - sa˜o definidas.
Definic¸a˜o A.2 A soma A ⊕ B, a subtrac¸a˜o A 	 B, a negac¸a˜o −A, e a intersecc¸a˜o
A ∩B sa˜o respectivamente caracterizadas pelas func¸o˜es de pertineˆncia (Dubois e Prade,
1988):
mA⊕B(z) = sup{(x,y)/z=x+y}min(µA(x), µB(y))
mA	B(z) = sup{(x,y)/z=x−y}min(µA(x), µB(y))
µ−A(z) = µA(−z)
mA∩B(z) = min(µA(z), µB(z)).
Assim, a altura de um conjunto nebuloso pode ser definida como a seguir.
Definic¸a˜o A.3 A altura de um conjunto nebuloso A na˜o-normalizado e´ calculado
como: h(A) = supx∈θµA(x).
Outra definic¸a˜o importante no contexto deste trabalho, um conjunto nebuloso A tal que
µA e´ convexo, e´ chamado de intervalo nebuloso. A definic¸a˜o de convexo e positivo retirada
de Dubois e Prade (1988) esta˜o descrita a seguir .
Definic¸a˜o A.4 A e´ convexo se somente se:
∀x1 ∈ X,∀x2 ∈ X,∀λ ∈ [0, 1]
µA(λx1 + (1− λ)x2) ≥ min(µA(x1), µA(x2))
Definic¸a˜o A.5 Um intervalo sera´ positivo se θ e´ a linha real, e ∀x < 0, µ(x) = 0.
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Em alguns casos sera´ assumido que o intervalo nebuloso e´ trapezoidal. Neste caso o
intervalo sera´ representado por uma quadru´pla < a, b, c, d >, como representado na
Figura A.1.
mA(x)1
q
a b c d
FIGURA A.1 – Intervalo nebuloso trapeizodal.
Definic¸a˜o A.6 Em um intervalo trapezoidal A =< a1, a2, a3, a4 > o intervalo [a2, a3],
onde µA(x) = 1, e´ chamado de nu´cleo (core) de A. O intervalo [a1, a4], onde µA(x) > 0,
e´ chamado de suporte de A. Um intervalo < a, a, b, b > e´ dito ser bem definido e e´
representado por < a, b >.
Definic¸a˜o A.7 Sejam A e B dois intervalos trapezoidais definidos por
A =< a1, a2, a3, a4 > e B =< b1, b2, b3, b4 >. As operac¸o˜es ⊕ e 	 correspondem a
A⊕B =< a1+ b1, a2+ b2, a3+ b3, a4+ b4 > e A	B =< a1− b4, a2− b3, a3− b2, a4− b1 >,
respectivamente.
Finalmente, um intervalo A e´ definido ser mais espec´ıfico que um intervalo B, se µA(x) ≤
µB(x) para todo x ∈ Θ. Se A e B sa˜o trapezoidais enta˜o A =< a1, a2, a3, a4 > e´ mais
espec´ıfico que B =< b1, b2, b3, b4 >, se somente se a1 ≥ b1, a2 ≥ b2, a3 ≤ b3, a4 ≤ b4.
A seguir, sa˜o apresentadas algumas definic¸o˜es baseadas nas operac¸o˜es em conjuntos
nebulosos.
Definic¸a˜o A.8 Sejam A e B conjuntos nebulosos definidos em Ω. A a intersecc¸a˜o
destes conjuntos, E = A ∩ B, e´ implementada por uma famı´lia de operadores
denominados de t − normas e a unia˜o F = A ∪ B e´ implementada por uma famı´lia de
180
operadores denominados de t− conormas ou S − normas.
Uma func¸a˜o ∇ : [0, 1]2 → [0, 1], e´ dita ser comutativa, associativa e monotoˆnica se ∇
satisfaz as seguintes propriedades, respectivamente, para ∀a, b ∈ [0, 1]:
Comutatividade: ∇(a, b) = ∇(b, a);
Associatividade: ∇(a,∇(b, c)) = ∇(∇(a, b), c);
Monotonicidade: ∇(a, b) ≤ ∇(c, d) se a ≤ c e b ≤ d.
Um operador> : [0, 1]2 → [0, 1] e´ denominado de t−norma se> e´ comutativo, associativo
e monotoˆnico e verifica a seguinte propriedade, para ∀a ∈ [0, 1]:
Elemento neutro = 1: >(a, 1) = a.
Da mesma maneira, uma t−conorma⊥ e´ uma func¸a˜o⊥: [0, 1]2 → [0, 1] que e´ comutativa,
associativa e monotoˆnica e verifica a propriedade, para ∀a ∈ [0, 1]:
Elemento neutro = 0: ⊥(a, 0) = a.
Uma t-norma > e uma t-conorma ⊥ sa˜o duais em relac¸a˜o a uma operac¸a˜o de negac¸a˜o
¬ : [0, 1] → [0, 1] se elas satisfazem as relac¸o˜es de De Morgan, dadas por, para ∀a, b ∈
[0, 1]:
Leis de De Morgan:
¬(>(a, b)) = ⊥(¬a,¬b);
¬(⊥(a, b)) = >(¬a,¬b).
O principal operador de negac¸a˜o e´ dado por ¬a = 1− a, mas outros operadores podem
ser encontrados na literatura (Klir e Folger, 1988).
E´ importante notar que as t-normas e t-conormas se reduzem aos operadores cla´ssicos
de unia˜o e intersecc¸a˜o quando os conjuntos sa˜o “crisp”.
A Tabela A.1 indica as t-normas e t-conormas mais utilizadas em relac¸a˜o a dois conjuntos
nebulosos A e B. Estes operadores satisfazem as leis de De Morgan em relac¸a˜o ao
operador de negac¸a˜o ¬a = 1− a.
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TABELA A.1 – Principais >-normas e >-conormas duais.
t− norma t− conorma nome
min(a, b) max(a, b) Zadeh
a . b a+ b− ab probabilista
max(a+ b− 1, 0) min(a+ b, 1) Lukasiewicz
a, se b = 1
b, se a = 1
0, sena˜o

a, se b = 0
b, se a = 0
1, sena˜o
Weber
A maior (respec. a menor) t-norma e´ o min (respec. a t-norma de Weber); a maior
(respec. a menor) t-conorma e´ a t-conorma de Weber (respec. o max). Os operadores
mais usualmente utilizados sa˜o os operadores de Zadeh e os probabilistas.
No decorrer deste trabalho, ale´m de alguns conceitos de conjuntos nebulosos, e´ necessa´rio
alguma noc¸a˜o de teoria de possibilidades para representar incertezas. A seguir, sera˜o
descritas as definic¸o˜es das medidas de possibilidade e necessidade para conjuntos
bem-definidos e para conjuntos nebulosos segundo Dubois e Prade (1988).
A.2 Teoria de Possibilidades
Definic¸a˜o A.9 Dado um conjunto finito (crisp) Ω , a medida de possibilidades Π pode
ser definida em termos de uma distribuic¸a˜o de possibilidades pi : Ω→ [0, 1], onde
∀A,Π(A) = sup{pi(x)|x ∈ A}
e Π(A) e´ normalizado, isto e´,
∃x ∈ Ω, pi(x) = 1|Π(Ω) = 1
.
Definic¸a˜o A.10 Dado um conjunto finito (crisp) Ω , a medida de necessidade N e´ o
dual de Π e pode ser definida em termos de uma distribuic¸a˜o de possibilidades pi : Ω →
[0, 1], onde
∀A,N(A) = inf{1− pi(x)|x /∈ A}
.
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Definic¸a˜o A.11 Dado um conjunto nebuloso (normalizado) A em Ω caracterizado
pela func¸a˜o de pertineˆncia µA : Ω → [0, 1], tal que ∃x ∈ Θ,µA(x) = 1, a medida de
possibilidade Π pode ser definida em termos de uma distribuic¸a˜o de possibilidades tal
que:
∀A,Π(A) = maxx∈Amin(µA(x), pi(x))
.
Definic¸a˜o A.12 Dado um conjunto nebuloso (normalizado) A em Ω caracterizado pela
func¸a˜o de pertineˆncia µA : Ω→ [0, 1], tal que ∃x ∈ Θ,µA(x) = 1, a medida de necessidade
N pode ser definida em termos de uma distribuic¸a˜o de possibilidades tal que:
∀A,N(A) = 1−maxx∈Amin(µA(x), pi(x)) = minx∈Amax(µA(x), 1− pi(x))
.
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APEˆNDICE B
IMPLEMENTACA˜O DO MODELO PROPOSTO
Nesta cap´ıtulo esta˜o descritos os algoritmos para a soluc¸a˜o do processo de racioc´ınio
cl´ınico. Primeiramente, e´ descrito o algoritmo principal TCN que implementa a execuc¸a˜o
apresentada na figura 4.6 e executa os outros algoritmos. Na sequeˆncia e´ apresentado
o algoritmo Bipartido − Nebuloso que e´ baseado no algoritmo bipartido apresentado
na sec¸a˜o 3.2 e o algoritmo V NCD− Verificador Nebuloso de Consisteˆncia para
Diagno´stico que implementa a soluc¸a˜o para problemas de diagno´stico apresentada
na sec¸a˜o 5.3. Em seguida, sa˜o apresentados os algoritmos Exames − Nebulosos e
V NCI− Verificador Nebuloso de Consisteˆncia para Investigac¸a˜o que implementam a
soluc¸a˜o para Investigac¸a˜o apresentada na sec¸a˜o 6.3. Finalmente, sa˜o apresentados os
algoritmos Tratamentos−Nebulosos e V NCT− Verificador Nebuloso de Consisteˆncia
para Tratamentos que implementam a soluc¸a˜o para tomada de decisa˜o em tratamentos
apresentada na sec¸a˜o 7.3.
B.1 Algoritmos
O primeiro algoritmo para implementac¸a˜o do problema de racioc´ınio cl´ınico descrito
e´ a func¸a˜o TCN que executa todos os outros algoritmos necessa´rios para soluc¸a˜o do
problema.
function TCN(KB = (KBd, KBe, KBt), CA)
variables
SOLd: generator-set;
SOLe: generator-set;
SOLt: generator-set;
begin
SOLd = { };
SOLe = { };
SOLt = { };
SOLd = Bipartido−Nebuloso(θ,D,M,R,G(V, T ), CC(CF, SEV,EP ), CA)
while prompt 6= ”Tratamento”do
if INV EST 6= ∅
SOLe = exames− nebulosos(Ex, I, INV EST,M,R)
Catual = atualizarcaso(SOLe, result)
SOLd = Bipartido−Nebuloso(θ,D,M,R,G(V, T ), CC(CF, SEV,EP ), Catual)
endif;
endwhile;
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SOLt = tratamentos− nebulosos(T,D,Z, V, SOLd)
return SOLd,SOLt;
end.
A rotina acima corresponde a implementac¸a˜o da figura 4.6. Observe que o usua´rio tem a
opc¸a˜o de executar diretamente o mo´dulo de tratamentos apo´s obter as hipo´teses iniciais
na execuc¸a˜o do mo´dulo de diagno´stico ou ele pode investigar melhor as manifestac¸o˜es no
mo´dulo de investigac¸a˜o se houver alguma desordem onde α(di) < ∆.
B.1.1 Algoritmos para Diagno´stico
O pro´ximo algoritmo a ser apresentado e´ o Bipartido − Nebuloso que e´ baseado no
algoritmo bipartido apresentado na sec¸a˜o 3.2. Entretanto, antes de aplicar os crite´rios de
parcimoˆnia de irredundaˆncia atrave´s da func¸a˜o revise e´ necessa´rio verificar a consisteˆncia
temporal e catego´rica do caso particular em relac¸a˜o ao modelo de desordens que e´
implementada atrave´s da func¸a˜o VNCD apresentada a seguir.
function Bipartido−Nebuloso(θ,D,M,R,G(V, T ), CC(CF, SEV,EP ), CA)
variables
mnova: manifestation;
Hipoteses: generator-set;
begin
Hipoteses = { };
while Maismanifs do
mnova=Proxman;
H = causas(mnova);
Eventos (mnova) = (Ev
+, T ime+);
VNCD(H,G,Ev+, T ime+,mj);
hipoteses=revise(Hipoteses, (H - DI));
endwhile;
return Hipoteses, IND, INVEST;
end.
O algoritmo VNCD que implementa a soluc¸a˜o para problema de diagno´stico esta´ descrita
abaixo.
function VNCD(D,G,Ev+, T ime+,mj)
variables
DI: set− of − disorders;
eventos− antecessores, eventos− sucessores, eventos− vizinhos: set− of − arcs;
IND,INVEST: set− of − disorders− index;
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inconsistente: boolean;
begin
DI = ∅;
Ind = ∅;
while D 6= ∅ do
d ∈ D;
evj ∈ Ev+;
Gd = (V (d), T (d)) ∈ G
α(d)anterior, α(d)atual, α(d)t = 0;
eventos− antecessores = (evi, evj)|(evi, evj) ∈ T (d) e Time+ (evi)existe;
eventos− sucessores = (evj, evk)|(evj, evk) ∈ T (d) e Time+ (Evk)existe;
eventos− vizinhos = eventos− antecessores ∪ eventos− sucessores;
inconsistente = false;
while eventos− vizinhos 6= ∅ and not inconsistente do
(ev1, ev2) ∈ eventosvizinhos;
pi(ev1, ev2) ∈ T (d);
Dist+(ev1, ev2) = Time
+(ev2)	 Time+(ev1);
if ((Dist+(ev1, ev2) ∩ pi(ev1, ev2)) = ∅ then
inconsistente = false;
DI = DI ∪ {d};
else
α(d)anterior = α(d)t
α(d)t = (h(Dist
+(ev1, ev2) ∩ pi(ev1, ev2)))
α(d)atual = min(α(d)anterior, α(d)t)
endif
eventos− vizinhos = eventos− vizinhos− (ev1, ev2);
endwhile;
D = D - d;
If α(d)atual > 0 then IND = IND ∪ α(d)atual;
If α(d)atual < ∆ then INV EST = INV EST ∪ d;
endwhile
return DI,IND,INVEST;
end.
Na sequeˆncia sa˜o apresentados os algoritmos Exames − Nebulosos e VNCI que
implementam a soluc¸a˜o para problema de investigac¸a˜o.
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B.1.2 Algoritmos para Investigac¸a˜o
function Exames−Nebulosos((Ex, I,D,M,R))
variables
mnova: manifestation;
Exames: generator-set;
begin
Exames = { };
Manifs = efeitos(di)|di ∈ D;
Ordmanifs = VNCI(Manifs,D,R);
while Ordmanifs do
mnova = Proxman;
Ex = exames(mnova);
Exames=revise(Exames, Ex));
endwhile;
return Exames;
end.
function VNCI(Manifs,D,R)
variables
mforca: set-of-manifestations;
begin
mforca = { };
while Manifs 6= ∅ do
forcaant = forca(mj);
forca(mj) = [f(p1, ..., pn) ∗ nj(p)] + (1−max(pi=1,..,n));
forcamaior = min(forcaant, forca(mj)) ;
mforca = mforca ∪mj ← forcamaior;
endwhile;
return mforca;
end.
Finalmente, sa˜o apresentados os algoritmos Tratamentos − Nebulosos e VNCT que
implementam a soluc¸a˜o para problema de tratamentos.
B.1.3 Algoritmos para Tratamentos
function Tratamentos−Nebulosos((T,D,Z, V,Hipoteses, CA))
variables
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dnova: disorder;
Tratamentos: generator-set;
begin
Tratamentos = { };
while Hipoteses do
dnova=Proxhip;
trats = tratamentos(dnova);
V NCT (dnova, trats, Z, V, CA);
Tratamentos = revise(Tratamentos, (Tratamentos - TI));
endwhile;
while Tratamentos do
tmax=Proxtrat;
γ(tmax)=Proxind;
Retorno(tmax) = RISCO(tmax)	 CUSTO(tmax);
endwhile;
return (max(Retorno(Tratamentos),max(GCONT(Tratamentos)));
end.
function V NCT (dnova, T rats, Z, V, CA))
variables
TI: set-of-treatments;
begin
TI = { };
γ(TEMP ) = h(INT (TEMP ) ∩ INT+(TEMP ));
γ(UMID) = h(INT (UMID) ∩ INT+(UMID));
ωCF (dnova) = sup(γ(TEMP ), γ(UMID));
while Trats do
tnova=Proxtrat;
vnova=ProxV;
∀vnova ∈ V do
γ(vnova) = h(INT (vnova) ∩ INT+(vnova));
γ(tnova) = infvnova∈V ;
if γ(tnova) < 0 then
TI = TI ∪ tnova;
else
Tratamentos = Tratamentos ∪ γ(tnova);
endwhile;
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return Tratamentos,TI ;
end.
Estes algoritmos esta˜o sendo implementados em PROLOG devido a sua fa´cil sintaxe
e adereˆncia ao problema. No pro´ximo cap´ıtulo tem um exemplo de como uma base de
conhecimento bem como um caso particular sa˜o representados em Prolog. Tambe´m e´
apresentado o resultado de diagno´stico para o caso particular apresentado. E´ importante
lembrar que este exemplo foi executado atrave´s dos programas bipartido−nebuloso.pro,
exames−nebuloso.pro e tratamentos−nebuloso.pro que contemplam a implementac¸a˜o
da TCN.
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APEˆNDICE C
ESPECIFICAC¸A˜O DA BASE DE CONHECIMENTO
Neste apeˆndice sa˜o apresentadas as informac¸o˜es utilizadas na implementac¸a˜o do proble-
ma de racioc´ınio cl´ınico para desordens de milho do cap´ıtulo 8 retiradas de Fernandes e
Oliveira (1997) e (Malcolm, 1980).
FIGURA C.1 – Escala Fenolo´gica da Cultura do Milho.
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TABELA C.1 – Etapas de desenvolvimento da cultura de milho.
Esta´gios Descric¸a˜o Intevalos (em dias) Intervalo Nebuloso (em semanas)
e0 Germinac¸a˜o 0 a 10 <0,1,1,2>
e1 Crescimento Vegetativo 10 a 55 <2,4,6,8>
e2 Pendoamento 55 a 70 <8,9,9,10>
e3 Florescimento 70 a 80 <9,10,11,12>
e4 Frutificac¸a˜o 80 a 120 <12,13,16,17>
e5 Maturac¸a˜o 120 a 150 <17,18,21,22>
TABELA C.2 – Nı´veis de severidade da cultura do milho.
Nı´vel de severidade Descric¸a˜o do n´ıvel Grau nebuloso
s1 Sem leso˜es (antes do aparecimento dos sintomas) -
s2 Leso˜es esparsas na planta, restritas ao terc¸o inferior <1,2,3,4>
s3 Ate´ 50% das folhas com leso˜es; severas nos 25% das folhas inferiores <3,4,5,6>
s4 Ate´ 75% das folhas com leso˜es; severas nos 50% das folhas inferiores <5,6,7,8>
s5 100% das folhas com leso˜es; leso˜es severas nos 75% das folhas inferiores <7,8,9,10>
d6 Planta morta -
TABELA C.3 – Graus de temperatura e umidade.
Graus Temperatura(T) Umidade(U)
alta T > 25oC U > 85%
me´dia 15oC < T < 25oC 70% < U < 80%
baixa T < 15oC U < 70%
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TABELA C.4 – Tabela das principais desordens da cultura de milho.
I´ndice Descric¸a˜o
d1 podridao cartucho por erwinia
d2 queima por pseudomonas
d3 ferrugem comum
d4 ferrugem polysora
d5 ferrugem branca ou tropical
d6 mancha por physoderma
d7 antracnose
d8 mancha por helminthosporium maydis(racaO)
d9 mancha por helminthosporium maydis(raca T)
d10 mancha por cercospora
d11 mancha por diplodia macrospora
d12 mancha por helminthosporium turcicum
d13 mancha por physoderma
d14 mancha por Curvularia
d15 mancha por helminthosporium carbonum(raca1)
d16 mancha por helminthosporium carbonum(raca2)
d17 mancha por helminthosporium carbonum(raca3)
d18 mancha por phaeosphaeria
d19 queima por herbicida
d20 mildio do sorgo
d21 virose rayado fino
d22 mosaico comum do milho
d23 efeito de frio
d24 deficiencia de fosforo
d25 enfezamento vermelho)
d26 enfezamento palido
d27 carvao comum da espiga
d28 causas diversas(mildio do sorgo ou carvao do topo ou problemas nutricionais)
d29 podridao rosada da espiga(fusarium)
d30 podridao da espiga por gibberella)
d31 podridao branca da espiga(diplodia maydis)
d32 podridao da espiga(helminthosporium maydis)
d33 podridao do colmo por pythium
d34 podridao do colmo por erwinia carotovora
d35 antracnose do colmo
d36 podridao do colmo por rhizoctonia
d37 podridao do colmo por fusarium(gibberella))
d38 podridao do colmo por diplodia
d39 podridao do colmo por macrophomina
d40 carvao do pendao
d41 mildio do sorgo no pendao
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TABELA C.5 – Tabela das principais manifestac¸o˜es da cultura de milho.
I´ndice Descric¸a˜o I´ndice Descric¸a˜o
m1 folhas se coalescem m39 reducao crescimento plantas
m2 seca em grandes areas foliares m40 manchas amareladas
m3 podridoesaquosas m41 manchas avermelhadas
m4 odor desagradavel m42 manchas arroxeadas
m5 folhas se desprendem facilmente m43 nao ha formacao graos
m6 pustulas individualizadas marrom claro m44 espigas raquiticas
m7 pustulas individualizadas marrom escuro m45 graos frouxos
m8 rompimento da epiderme m46 encurtamento internodios
m9 formacao de fendas m47 proliferacao espigas
m10 adquirem aspecto pulvurulento m48 presenca galhas
m11 pustulas individualizadas branca m49 massa de esporos negros
m12 pustulas circundadas com halo escuro avermelhado m50 ausencia de galhas
m13 seca prematura das plantas m51 graos bem formados
m14 reducao da producao m52 recobertos com micelio cotonoso rosa
m15 lesoes necroticas amareladas m53 presenca micelio branco entre graos
m16 lesoes necroticas marrom m54 presenca de numerosos pontinhos negros
m17 lesoes necroticas marrom avermelhada m55 graos mal formados
m18 murchamento folhas apicais m56 tombamento
m19 lesoes necroticas palha m57 podridao seca
m20 lesoes necroticas circundadas com halo amarelado m58 sintomas internos
m21 lesoes necroticas circundadas com halo avermelhado m59 sintomas externos
m22 lesoes necroticas escuras(pretas) m60 presenc¸a de folhas rudimentares
m23 lesoes necroticas cinzas m61 excesso de brotacoes
m24 ponto de infeccao visivel m62 coloracao avermelhada
m25 lesoes necroticas circundadas com halo dourado m63 coloracao marrom claro
m26 presenc¸a micelio negro sobre graos m64 coloracao marrom escuro
m27 reducao ciclo da planta m65 sintomas esparsos
m28 reducao tamanho dos graos m66 sintomas iniciais ponta da espiga
m29 lesoes necroticas branca m67 sintomas primeiro entreno
m30 deformacao no pendao m68 sintomas varios entreno
m31 nao ha formacao do pendao m69 lesoes alongadas
m32 folhas pequenas m70 lesoes irregulares
m33 folhas eretas estreitas m71 lesoes arredondadas
m34 estrias esbranquicadas m72 lesoes estreitas
m35 nao ha formacao de espigas m73 lesoes retangulares
m36 folhas com pontuacoes cloroticas m74 lesoes centro escuro
m37 manchas verde claro escuro m75 coloracao cinza
m38 reducao tamanho espigas
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TABELA C.6 – Principais testes laboratoriais.
Testes Doenc¸as
Doenc¸as bacterianas d1, d2, d34
Testes bioqu´ımicos
Testes sorolo´gico
Ana´lise de perfil de a´cidos graxos
Ana´lise de ribossomo
Doenc¸as Fu´ngicas d3, d4, d5,
Ana´lise macrosco´pica (sintomas) d6, d7, d8, d9, d10,
Ana´lise microsco´pica (microscopia o´tica) d11, d12, d13,
isolamento em cultura pura d14, d15, d16, d17,
identificac¸a˜o sorolo´gica d18, d20, d27, d29
Ana´lise de DNA d30, d31, d32,
d33, d35, d36, d37,
d38, d39, d40, d41
Viroses e enfezamentos d21, d22, d25, d26
Testes sorolo´gicos, especialmente ELISA
Ana´lise de DNA/RNA
Microscopia eletroˆnica
pode ser usado para complementar, pore´m na˜o e´ usado como rotina de diagnose
TABELA C.7 – Fungicidas para milho fornecidos pelo Ministe´rio da Agricultura.
Nome comercial Ingrediente ativo Registrante
Brometila Methyl bromide BROMISA
Bromex Methyl bromide CASA BERNARDO
Bromo Fersol Methyl bromide FERSOL
Bromo Flora Methyl bromide FERSOL
Captan 200FungicidaAgroceres captan AGRICUR
Captan 750 TS captan HOKKO
Comet pyraclotrobin BASF
Constant tebuconazole BAYER
Elite tebuconazole BAYER
Euparen M 500 PM tolyfluanid BAYER
Folicur 200 CE tebuconazole BAYER
Kumulus DF enxofre BASF
Maxim fluxioxonil SYNGENTA
Maxim XL fluxioxonil SYNGENTA
Mayran thiram ENRO
Opera epoxiconazole BASF
Tecto 100 thiabendazole SYNGENTA
Tecto 600 thiabendazole SYNGENTA
Thiram 480 TS Thiram CROMPTON
Tilt Propiconazole SYNGENTA
Triade tebuconazole BAYER
Vitavax-Thiram 200 SC Carboxim+thiram CROMPTOM
Vitavax-Thiram PM Uniroyal Carboxim+thiram CROMPTOM
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TABELA C.8 – Fungicidas sisteˆmicos X desordens.
Refereˆncia Tratamentos Desordens
t1 Priori d10, d11, d12
t2 Opera d10, d11, d12
t3 Palisade d10, d11, d12
t4 Juno (propicanazole) d10, d11, d12
t5 Folicur d10, d11, d12
t6 Folicur 200CE (tebuconazole) d3, d4, d12
t7 Tilt (propicanazole) d5, d12
t8 Maxim (fluxiaxomil) d29, d37
t9 Tecto 100 (thiabendazole) d29, d37
t10 Tecto 600 (thiabendazole) d29, d37
t11 fungicida com mancozeb d18
t12 fungicida com metalaxil d29, d41
t13 fungicida com marbofuran d25, d26
t14 fungicida com imidacloprid d25, d26
t15 na˜o aplicar fungicida) todas
Grafos associados a cada desordem di(Associac¸a˜o causal, Temporal, Varia´veis
de Decisa˜o)
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TABELA C.9 – Consequeˆncias da a´rvore de decisa˜o de cada desordem di.
Consequeˆncia Desordem Produtividade
c1 controle alto normal
c2 evoluc¸a˜o ra´pida reduc¸a˜o baixa
c3 evoluc¸a˜o lenta normal
c4 controle me´dio-alto reduc¸a˜o baixa
c5 evoluc¸a˜o lenta-intermedia´ria reduc¸a˜o baixa
c6 controle baixo reduc¸a˜o me´dia-alta
c7 evoluc¸a˜o ra´pida reduc¸a˜o alta
c8 evoluc¸a˜o lenta-intermedia´ria reduc¸a˜o me´dia-alta
c9 controle nulo reduc¸a˜o alta
c10 evoluc¸a˜o lenta-intermedia´ria reduc¸a˜o alta
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Modelo da desordem D1
Grafo temporal  de D1 - G(V,T)
FIGURA C.2 – PODRIDA˜O DO CARTUCHO POR Erwinia (d1).
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Modelo da desordem D2
Grafo temporal  de D2 - G(V,T)
FIGURA C.3 – QUEIMA POR Pseudomonas(d2).
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Modelo da desordem D3
Grafo temporal  de D3 - G(V,T)
FIGURA C.4 – FERRUGEM COMUM (d3).
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FIGURA C.5 – FERRUGEM COMUM - Varia´veis de Decisa˜o (d3).
201
Modelo da desordem D4
Grafo temporal  de D4 - G(V,T)
FIGURA C.6 – FERRUGEM polysora (d4).
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FIGURA C.7 – FERRUGEM polysora - Varia´veis de Decisa˜o (d4).
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Modelo da desordem D5
Grafo temporal  de D5 - G(V,T)
FIGURA C.8 – FERRUGEM BRANCA OU TROPICAL (d5).
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FIGURA C.9 – FERRUGEM BRANCA OU TROPICAL - Varia´veis de De-
cisa˜o (d5).
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Modelo da desordem D6
Grafo temporal  de D6 - G(V,T)
FIGURA C.10 – MANCHA POR Physoderma (d6).
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Modelo da desordem D7
Grafo temporal  de D7 - G(V,T)
FIGURA C.11 – ANTRACNOSE (d7).
207
Modelo da desordem D8
Grafo temporal  de D8 - G(V,T)
FIGURA C.12 – MANCHA POR Helminthosporium maydis Rac¸a O (d8).
208
Modelo da desordem D9
Grafo temporal  de D9- G(V,T)
FIGURA C.13 – MANCHA POR Helminthosporium maydis Rac¸a T (d9).
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Modelo da desordem D10
Grafo temporal  de D10 - G(V,T)
FIGURA C.14 – MANCHA POR Cercospora (d10).
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FIGURA C.15 – MANCHA POR Cercospora - Varia´veis de Decisa˜o (d10).
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Modelo da desordem 11
Grafo temporal  de D11 - G(V,T)
FIGURA C.16 – MANCHA POR Diplodia Macrospora (d11).
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FIGURA C.17 – MANCHA POR Diplodia Macrospora - Varia´veis de Decisa˜o
(d11).
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Modelo da desordem D12
Grafo temporal  de D12 - G(V,T)
FIGURA C.18 – MANCHA POR Helminthosporium Turcicum (d12).
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FIGURA C.19 – MANCHA POR Helminthosporium Turcicum - Varia´veis de
Decisa˜o(d12).
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Modelo da desordem 13
Grafo temporal  de D13 - G(V,T)
FIGURA C.20 – MANCHA POR Physoderma (d13).
216
Modelo da desordem 14
Grafo temporal  de D14 - G(V,T)
FIGURA C.21 – MANCHA POR Curvularia(d14).
217
Modelo da desordem 15
Grafo temporal  de D15 - G(V,T)
FIGURA C.22 – MANCHA POR Helminthosporium Carbonum(rac¸a 1) (d15).
218
Modelo da desordem 16
Grafo temporal  de D16 - G(V,T)
FIGURA C.23 – MANCHA POR Helminthosporium Carbonum(rac¸a 2) (d16).
219
Modelo da desordem 17
Grafo temporal  de D17 - G(V,T)
FIGURA C.24 – MANCHA POR Helminthosporium Carbonum(rac¸a 3) (d17).
220
Modelo da desordem 18
Grafo temporal  de D18 - G(V,T)
FIGURA C.25 – MANCHA POR Phaeosphaeria (d18).
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FIGURA C.26 – MANCHA POR Phaeosphaeria (d18) - Varia´veis de Decisa˜o.
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Modelo da desordem 19
Grafo temporal  de D19 - G(V,T)
FIGURA C.27 – Queima por Herbicida (d19).
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Modelo da desordem 20
Grafo temporal  de D20 - G(V,T)
FIGURA C.28 – Mı´ldio do Sorgo (d20).
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Modelo da desordem 21
Grafo temporal  de D21 - G(V,T)
FIGURA C.29 – Virose Rayado Fino(d21).
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Modelo da desordem 21
Grafo temporal  de D21 - G(V,T)
FIGURA C.30 – Virose Rayado Fino(d21).
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Modelo da desordem 22
Grafo temporal  de D22 - G(V,T)
FIGURA C.31 – Mosaico Comum do Milho(d22).
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Modelo da desordem D23
Grafo temporal  de D23 - G(V,T)
FIGURA C.32 – Efeito de Frio(d23).
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Modelo da desordem D24
Grafo temporal  de D24 - G(V,T)
FIGURA C.33 – Deficieˆncia de Fo´sforo (d24).
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Modelo da desordem D25
Grafo temporal  de D25 - G(V,T)
FIGURA C.34 – Enfezamento Vermelho(d25).
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FIGURA C.35 – Enfezamento Vermelho(d25) - Varia´veis de Decisa˜o.
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Modelo da desordem D26
Grafo temporal  de D26 - G(V,T)
FIGURA C.36 – Enfezamento Pa´lido(d26).
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FIGURA C.37 – Enfezamento Pa´lido(d26) - Varia´veis de Decisa˜o.
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Modelo da desordem D27
Grafo temporal  de D27 - G(V,T)
FIGURA C.38 – Carva˜o Comum da Espiga(d27).
234
Modelo da desordem D28
Grafo temporal  de D28 - G(V,T)
FIGURA C.39 – Causas Diversas(d28).
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Modelo da desordem D29
Grafo temporal  de D29 - G(V,T)
FIGURA C.40 – Podrida˜o Rosada da Espiga (Fusarium) (d29).
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FIGURA C.41 – Podrida˜o Rosada da Espiga (Fusarium) (d29) - Varia´veis de
Decisa˜o.
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Modelo da desordem D30
Grafo temporal  de D30 - G(V,T)
FIGURA C.42 – Podrida˜o da Espiga por Gibberella (d30).
238
Modelo da desordem D31
Grafo temporal  de D31 - G(V,T)
FIGURA C.43 – Podrida˜o Branca da Espiga (Diplodia Maydis) (d31).
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Modelo da desordem D32
Grafo temporal  de D32 - G(V,T)
FIGURA C.44 – Podrida˜o da Espiga (Helminthosporium Maydis) (d32).
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Modelo da desordem 33
Grafo temporal  de D33 - G(V,T)
FIGURA C.45 – Podrida˜o do Colmo por Pythium (d33).
241
Modelo da desordem D34
Grafo temporal  de D34 - G(V,T)
FIGURA C.46 – Podrida˜o do Colmo por Erwinia Carotovora (d34).
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Modelo da desordem D35
Grafo temporal  de D35 - G(V,T)
FIGURA C.47 – Antracnose do Colmo (d35).
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Modelo da desordem D36
Grafo temporal  de D36 - G(V,T)
FIGURA C.48 – Podrida˜o do Colmo por Rhizoctonia (d36).
244
Modelo da desordem D37
Grafo temporal  de D37 - G(V,T)
FIGURA C.49 – Podrida˜o do Colmo por Fusarium(Gibberella) (d37).
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FIGURA C.50 – Podrida˜o do Colmo por Fusarium(Gibberella) (d37) - Varia´veis
de Decisa˜o.
246
Modelo da desordem D38
Grafo temporal  de D38 - G(V,T)
FIGURA C.51 – Podrida˜o do Colmo por Diplodia (d38).
247
Modelo da desordem D39
Grafo temporal  de D39 - G(V,T)
FIGURA C.52 – Podrida˜o do Colmo por Macrophomina (d39).
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Modelo da desordem D40
Grafo temporal  de D40 - G(V,T)
FIGURA C.53 – Carva˜o do Penda˜o (d40).
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Modelo da desordem D41
Grafo temporal  de D41 - G(V,T)
FIGURA C.54 – Mı´ldio do Sorgo no Penda˜o (d41).
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FIGURA C.55 – Mı´ldio do Sorgo no Penda˜o (d41) - Varia´veis de Decisa˜o.
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