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This paper considers a host-vector mathematical model for the spread of malaria that
incorporates recruitment of human population through a constant immigration, with
a fraction of infective immigrants. The model analysis is carried out to ﬁnd the steady
states and their stability. It is found that in the presence of infective immigrant humans,
there is no disease-free equilibrium point. However, the model exhibits a unique endemic
equilibrium state if the fraction of the infective immigrants φ is positive. When the fraction
of infective immigrants approaches a small value, there is sharp threshold for which the
disease can be reduced in the community. The unique endemic equilibrium for which there
is a fraction of infective immigrants is globally asymptotically stable.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Malaria remains the world’s most prevalent vector-borne disease. Despite decades of global eradication and control ef-
forts, the disease is reemerging in areas where control efforts were once effective and emerging in areas thought free of the
disease. This has been attributed to a number of factors and most importantly human migration and travel [26,14,20,13]
from malaria-endemic regions of the world to malaria-free zones. The spread of infectious diseases such as malaria has
been enhanced by modern transport systems that have increased human travel over longer distances. This has enabled the
movement of pathogens and their vector further, faster and in greater numbers than ever before [22]. This has led to intro-
duction of pathogens into areas in which they had been absent, for example malaria is the most common imported disease
in the United States of America, where Anopheles mosquito vectors still exist [28]. It is reported in Newman et al. [17] that
about 1500 malaria cases occur each year in the United States, of which approximately 60% are among the United States
travellers (imported malaria cases). This may be due to infected immigrants from malaria-endemic areas act as a source of
malaria when they move to a malaria-free zone that has uninfected mosquitoes.
There has been rural-urban movements in search for jobs: this currently is a major phenomenon and a major deter-
minant of disease spread in Africa. This has resulted into unregulated urban growth that leads to an increase in malaria
transmission because of poor housing and sanitation, improper drainage of surface water and use of unprotected water
reservoirs that increase human–mosquito contact and mosquito breeding. This has been compounded by wars, natural dis-
asters such as droughts and ﬂoods that have resulted in displacement of communities into environmental refugees [19].
Frequent military conﬂicts and civil unrest in many countries have created large refugee populations, who often are forced
to settle in malarious areas. Malaria has been identiﬁed as one of the major causes of morbidity and mortality in refugee
camps [3]. The problem of malaria is further aggravated by seasonal migration of workers. The non-immune immigrant
workers are exposed to the disease when they move from malaria-free areas to malaria-endemic areas. Thus, identifying and
understanding the inﬂuence of population movement can improve prevention measures and malaria control programs [14].
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malaria depends on their levels of immunity, origin and destination. This may be done in the following ways: In the ﬁrst
case, they may harbour the malaria parasites and transmit the disease through their movement to areas of low or sporadic
transmission. In the second case, they may move from areas of low and sporadic transmission and expose themselves to the
disease through their movements to areas of high transmission. In addition to this, they may have a low level of immunity
or they may not be immune at all if never exposed to malaria before, and this increases their chance of acquiring the
disease [18]. Migrants that move from areas where the resistant strains of the parasite have been identiﬁed will introduce
the strains to areas where resistance has not been acquired yet. This poses a major and an increasing problem in malaria
control as it complicates malaria treatment [8].
Mathematical models have long provided important insights into disease dynamics and control. General epidemiolog-
ical compartmental models that include infective immigrants but with no age structure have been studied in [1,11,27].
McCluskey and van den Driessche [16] studied the transmission of tuberculosis in which both latently infected individuals
and individuals with active disease can immigrate. Age-structured models with infective immigrants have been studied in
Franceschetti and Pugliese [5], and Iannelli and Manfredi [9] that are mainly applicable to childhood infectious diseases such
as measles. However, most of the host-vector mathematical models used have focused on the dynamics of the disease in the
absence of infective immigrants. They consider the immigration of susceptible humans (see [21], for a mass action model,
and [2], for standard incidence) for the horizontal transmission of malaria. The Chitnis et al. [2] model does not include
immigration of infectious humans, as they assume that sick people do not travel. However, some of the immigrants from
malaria-endemic areas are infected with malaria parasites and can be a source of malaria when they move to a malaria-free
zone that has uninfected mosquitoes. Thus, the role of infective migrants cannot be ignored in the spread of malaria.
The model considered here differs from those previously used because it allows recruitment of individuals through
immigration of infective immigrants. It is an extension of the model proposed in Tumwiine et al. [23] in which recruitment
into the population was only through birth. We assume a constant inﬂux at a rate Λ per unit time, of which a fraction φ
is infective. Since malaria is mainly transmitted horizontally, the recruited infectives are mainly through immigration. The
remaining fraction (1− φ) are susceptible to malaria infection. Immunity due to malaria is strain speciﬁc, needs continuous
exposure to the infection, may wane over time (temporary immunity) or may not be fully protective (partial immunity) and
is lost when one changes location. Thus, our models assumed there are no immigrants that enter the immune class.
The organisation of this paper is as follows. In Section 2, an explanation of the meaning of parameters and variables, and
the assumptions they satisfy and model formulation are done. In Section 3, we establish the existence of the equilibrium
points of the model. In Section 4, we obtain the local and global stability of the endemic equilibria. In Section 5, we give a
brief discussion of results and make conclusions.
2. Formulation of the model
The total population sizes for the female mosquitoes and humans hosts are denoted by NH (t) and NV (t), respectively.
The human population N(t) is divided into the epidemiological subclasses: susceptible, infected and temporary immune
denoted by SH (t), IH (t) and RH (t), respectively. Thus, NH (t) = SH (t) + IH (t) + RH (t).
The mosquito vector population NV (t) has the subclasses denoted by SV (t) and IV (t) for the susceptible and infected
subclasses, respectively. Thus, NV (t) = SV (t) + IV (t).
Under the assumption that individuals are born uninfected with malaria, we now consider a model in which the new
members that ﬂow into the population are either infective or susceptible. This ﬂow is assumed to occur through birth or
immigration at constant rate Λ. A fraction φ is infective and the remaining fraction (1 − φ) is susceptible. The horizontal
transmission of malaria is modelled using the standard incidence terms abSH IVNH that denotes the rate at which the human
hosts SH get infected by infected mosquitoes IV and
acSV IH
NH
that refers to the rate at which the susceptible mosquitoes SV
are infected by the infected human hosts IH .
Infected humans recover from malaria at a constant rate ν to become susceptible again while others acquire temporary
immunity at a rate r to join the immune class. The recovered individuals lose their immunity at a constant rate, γ , and
return to the susceptible class. There is a non-disease related per capita natural death rate μh in each human subclass and
an additional disease-related death rate constant δ in the infective class. However, the disease-induced death rate is very
small in comparison with the recovery rate.
The mosquito vector population is recruited at a constant birth rate λv . Susceptible mosquitoes become infected by biting
infected humans at a rate a, a proportion b of these bites lead to infection and c is the probability that a mosquito becomes
infectious. The terms ab and ac are a measure of the conservation of bites through the biting rate a. Deaths occurs at a
constant rate, μv , in each of the classes.
These assumptions lead to the following coupled system of ordinary differential equations which describe the progress
of the disease
dSH
dt
= (1− φ)Λ − abSH IV
NH
+ ν IH + γ RH − μh SH ,
dIH = φΛ + abSH IV − (ν + r + δ + μh)IH ,dt NH
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dt
= r IH − (γ + μh)RH ,
dSV
dt
= λvNV − acSV IH
NH
− μv SV ,
dIV
dt
= acSV IH
NH
− μv IV , (1)
which together with NH = SH + IH + RH and NV = SV + IV , imply
dNH
dt
= Λ − μhNH − δ IH
and
dNV
dt
= (λv − μv)NV .
We note that the total human and mosquito population sizes NH and NV , respectively are variable. In the absence of the
disease, the total human population size, NH , approaches a carrying capacity, Λ/μh . However, the total population size of
the female mosquitoes, NV , is stationary for λv = μv , declines for λv < μv , and grows exponentially for λv > μv .
3. Existence of the equilibria
In this section, we investigate the existence of the equilibrium points. For convenience, we rewrite these equations in
terms of proportions of the individuals in each class. Deﬁne sh = SHNH , ih = IHNH , rh = RHNH , sv = SVNV and iv = IVNV as the
proportions for the classes SH , IH , RH , SV and IV , respectively and let m = NVNH be the female mosquito–human ratio deﬁned
as the number of female mosquitoes per human host. Note that the ratio m is taken as a constant because a mosquito
vector takes a ﬁxed number of blood meals per unit time independent of the population density of the host [25]. Then
differentiating with respect to time t , it is easy to verify that sh, ih, rh, sv , iv and NH satisfy the system of differential
equations
dsh
dt
= (1− φ) Λ
NH
−
[
Λ
NH
− δih
]
sh − abmshiv + νih + γ rh,
dih
dt
= φ Λ
NH
+ abmshiv −
[
Λ
NH
+ ν + r + δ − δih
]
ih,
drh
dt
= rih −
[
Λ
NH
+ γ − δih
]
rh,
dsv
dt
= λv(1− sv) − acihsv ,
div
dt
= acsv ih − λv iv ,
sh + ih + rh = 1, sv + iv = 1 and dNHdt =
[
Λ
NH
− μh − δih
]
NH . (2)
We observe that system (2) involves the total human population size, NH , in the proportions for the human population.
We now reduce system (2) to a four-dimensional system by eliminating sh and sv since rh = 1 − sh − ih and sv = 1 − iv ,
respectively in the feasible region, Γ (i.e. where the model makes biological sense):
dsh
dt
= γ + (1− φ) Λ
NH
−
[
Λ
NH
+ abmiv + γ − δih
]
sh + (ν − γ )ih,
dih
dt
= φ Λ
NH
+ abmshiv −
[
Λ
NH
+ ν + r + δ − δih
]
ih,
div
dt
= ac(1− iv)ih − λv iv ,
dNH
dt
=
[
Λ
NH
− μh − δih
]
NH , (3)
where
Γ = {(sh, ih, iv ,NH ) ∈ R4+: 0 sh, 0 ih, sh + ih  1, 0 iv  1, NH Λ/μh}.
142 J. Tumwiine et al. / J. Math. Anal. Appl. 361 (2010) 139–149From system (3), we notice that the ﬁrst and second equations depend on the total human population, NH . So substituting
for ΛNH = uh + δih into the ﬁrst and second equations of the system gives the following system
dsh
dt
= γ + (1− φ)(μh + δih) − [abmiv + μh + γ ]sh + (ν − γ )ih,
dih
dt
= φ(μh + δih) + abmshiv − [ν + r + μh + δ]ih,
div
dt
= ac(1− iv)ih − λv iv . (4)
It can be veriﬁed that the region
T = {(sh, ih, iv) ∈ R3+: 0 sh, 0 ih, sh + ih  1, 0 iv  1}
is positively invariant with respect to system (4), where R3+ denotes the non-negative cone of R3 including its lower dimen-
sional faces. We denote the boundary and the interior of T by ∂T and
◦
T respectively. Thus, system (4) is bounded.
To compute the steady states of system (4), we set the derivatives with respect to time in system (4) equal to zero, and
then on simpliﬁcation, the following algebraic expressions are obtained
sh = (λv + acih)[γ + (1− φ)(μh + δih) + (ν − γ )ih]a2bmcih + (λv + acih)(μh + γ ) ,
ih = φμh + abmshiv
μh + ν + r + δ(1− φ) ,
iv = acih
λv + acih , (5)
and eliminating iv from the second and third expressions of system (5) gives
φ(μh + δih)(λv + acih) + a2bmcshih = (λv + acih)[ν + r + μh + δ]ih, (6)
that simpliﬁes to the quadratic expression
ac(ν + r + μh + δ − φδ)i2h +
[
λv(ν + r + μh + δ − φδ) − φμhac − a2bmcsh
]
ih − φμhλv = 0. (7)
We consider the following cases:
For the case φ = 0, Eq. (7) reduces to
ac(ν + r + μh + δ)i2h +
[
λv(ν + r + δ + μh) − a2bmcsh
]
ih = 0. (8)
Eq. (8) has one root ih = 0 (for which the disease is absent), and the second root
ih = [a
2bmcsh − λv(ν + r + μh + δ)]
ac(ν + r + μh + δ) (9)
(when the disease persists) which is positive provided
σ = a2bmcsh − λv(ν + r + μh + δ) > 0. (10)
Thus, we note that if φ = 0, the model reduces to a model with disease-free and endemic equilibrium points. From the
relations in system (5), we obtain the disease-free equilibrium point given by E0 = (1,0,0) and the endemic equilibrium
point E1, with the coordinates
sh = (λv + acih)[μh + γ + (ν + δ − γ )ih]
a2bmcih + (λv + acih)(μh + γ ) ,
ih = λv(ν + r + μh + δ)[R
2
0sh − 1]
ac(ν + r + μh + δ) ,
iv = acih
λv + acih , (11)
where
R0 =
√
a2bmc
λ (ν + r + μ + δ) .v h
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ondary infections produced by one newly infective individual entering the population at the disease-free equilibrium point
(i.e. into a completely susceptible population) during its average infective period [24] since there are no infectious individ-
uals entering (i.e., φ = 0) the population at the disease-free equilibrium, E0 = (1,0,0).
For the case φ > 0, Eq. (7) is written as
ac(ν + r + μh + δ − φδ)i2h −
[
σ + φ(λvδ + μhac)
]
ih − φμhλv = 0. (12)
Eq. (12) has two roots, one positive and one negative (biologically meaningless). The positive root is given by
i˜h = σ + φ(λvδ + μhac) +
√
(σ + φ(λvδ + μhac))2 + 4φμhλvac(ν + r + μh + δ − φδ)
2ac(ν + r + μh + δ − φδ) . (13)
The unique endemic equilibrium is given by E˜1 = (s˜h, i˜h, ˜iv), where s˜h, i˜h, ˜iv are determined from the system (5) with the
following coordinates:
s˜h = (λv + aci˜h)[γ + (1− φ)(μh + δ i˜h) + (ν − γ )i˜h]
a2bmci˜h + (λv + aci˜h)(μh + γ )
,
i˜h = σ + φ(λvδ + μhac) +
√
(σ + φ(λvδ + μhac))2 + 4φμhλvac(ν + r + μh + δ − φδ)
2ac(ν + r + μh + δ − φδ) ,
˜iv = aci˜h
λv + aci˜h
. (14)
From Eq. (13), we note that as φ → 0, the positive root i˜h becomes
lim
φ→0 i˜h =
σ + |σ |
2ac(ν + r + μh + δ) =
{
0 for σ < 0,
σ
ac(ν+r+μh+δ) for σ > 0.
(15)
For φ suﬃciently small, we use the binomial approximation (1+ x)1/2 = 1+ x2 (see [1]). So, from Eq. (13) we have
2ac(ν + r + μh + δ)i˜h = σ + |σ |
[
1+ 2φμhλvac(ν + r + μh + δ)
σ 2
]
. (16)
From Eq. (16), it is clear that if R0 < 1, so that σ < 0, we have
i˜h ≈ μhλvφ|σ | , (17)
while if R0 > 1, so that σ > 0, then
i˜h ≈ σac(ν + r + μh + δ) +
μhλvφ
σ
. (18)
This establishes the fact that at least for φ close to zero, the model has a threshold R0 = 1. For φ > 0, system (4) has
exactly one endemic equilibrium point for all parameter values for which the disease will always persist in the population.
The model does not have a disease-free equilibrium, and hence no basic reproduction number. However, it is noted from
Eqs. (17) and (18) that there is a threshold-like behaviour in the following sense as the value of φ goes to zero. If R0 < 1,
then endemic equilibrium tends to the disease-free equilibrium point as φ goes to zero, otherwise if R0 > 1, then for φ  0
the model has a unique endemic equilibrium.
4. Stability of the equilibrium points
In this section, we establish the stability of the disease-free equilibrium E0 when φ = 0, and the endemic equilibria E1
and E˜1 that correspond to the cases φ = 0 and R0 > 1, and 0 < φ < 1, respectively. Firstly, we prove the stability of the
disease-free equilibrium point E0.
4.1. Global stability of the disease-free equilibrium point E0
The following theorem is used in order to investigate the global stability of the disease-free equilibrium point E0.
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(i) the disease-free equilibrium E0 = (1,0,0) ∈ T , exists for all non-negative values of its parameters and it is globally asymptotically
stable when R0  1 and it is unstable when R0 > 1,
(ii) if R0 > 1, solutions to system (4) starting suﬃciently close to E0 in T move away from E0 except those starting close to the
invariant sh-axis which approach E0 along this axis,
(iii) R0 > 1, system (4) has a unique endemic equilibrium E1 = (sh, ih, iv) and its coordinates are given by system (11).
Proof. Consider the Lyapunov function
L = acih + (ν + μh + r + δ)iv .
It is easy to show that L → +∞ as t → ∞ [6,10,7]. Its derivative along the solutions to the system (4) is
L′ = aci′h + (ν2 + μh + r + δ)i′v
= a2bmcshiv − ac[ν + μh + r + δ]ih + (ν2 + μh + r + δ)
[
acih(1− iv) − λv iv
]
= a2bmcshiv − (ν + μh + r + δ)(acih + λv)iv
 a2bmcshiv − λv(ν + μh + r + δ)iv
= λv(ν + μh + r + δ)iv
[
R20sh − 1
]
 0 if R0  1.
Since sh  1, then L′  0 if R0  1. Further more, L′ = 0 only if iv = ih = 0. The maximum invariant set in {(sh, ih, iv):
L′ = 0} is the singleton E0. The global stability of E0 when R0  1 follows from the Lyapunov–LaSalle theorem (see [6]). 
4.2. Local stability of the endemic equilibria E1 and E˜1
Theorem 4.2.1.
(i) If φ = 0 and R0 > 1, the unique endemic equilibrium E1 of system (4) is locally asymptotically stable in
◦
T .
(ii) If 0 < φ < 1, the unique endemic equilibrium E˜1 of system (4) is locally asymptotically stable in
◦
T .
Proof. The Jacobian of the system (4) is given by
J =
⎡
⎣−(abmiv + μh + γ ) (1− φ)δ + ν − γ −abmshabmiv −(ν + r + μh + δ − δφ) abmsh
0 ac(1− iv) −(λv + acih)
⎤
⎦ . (19)
The characteristic polynomial for the Jacobian matrix (19) is
λ3 + a1λ2 + a2λ + a3 = 0, (20)
where
a1 = abmiv + μh + γ + ν + r + μh + (1− φ)δ + λv + acih,
a2 = a2bmcshiv + φμhaciv + (abmiv + μh + γ )
(
ν + r + μh + (1− φ)δ + λv + acih
)+ ((1− φ)δ + ν − γ )abmiv ,
a3 = (abmiv + μh + γ )
(
a2bmcshiv + φμhaciv
)
+ (λv + acih)abmiv
(
(1− φ)δ + ν − γ )+ a3b2m2cshiv(1− iv).
It is clear that the constants a1,a2 and a3 are positive. Now, we compute
a1a2 − a3 = (abmiv + μh + γ )
[
(abmiv + μh + γ )
(
ν + r + μh + (1− φ)δ + λv + acih
)
+ ((1− φ)δ + ν − γ )abmiv]
+ (λv + acih)
[
a2bmcshiv + φμhaciv + (abmiv + μh + γ )
(
ν + r + μh + (1− φ)δ + λv + acih
)]
+
[
a2bmcshiv + φμhac + (abmiv + μh + γ )
(
ν + r + μh + (1− φ)δ + λv + acih
)
iv
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](
ν + r + μh + (1− φ)δ
)− a3b2m2cshiv(1− iv)
> 0.
Therefore, the Routh–Hurwitz conditions (a1 > 0, a2 > 0, a3 > 0, a1a2 > a3) for a polynomial of degree three are satisﬁed
and hence the unique endemic equilibria E1 and E˜1 for φ = 0 and R0 > 1, and 0 < φ < 1, respectively for system (4) are
locally asymptotically stable. 
4.3. Global stability of the endemic equilibria E1 and E˜1
We investigate the global stability of the endemic equilibria E1 and E˜1 by ﬁrst stating the following lemma:
Lemma 4.3.1.
(a) Suppose φ = 0. Then,
(i) for R0  1, the endemic equilibrium E0 of system (4) is the only equilibrium in T and is globally asymptotically stable. If
R0 > 1, then E0 becomes unstable whereas E1 emerges as a unique endemic equilibrium in
◦
T .
(ii) for R0 > 1, the solutions of system (4) starting suﬃciently close to E0 in T move away from E0 except those starting on the
invariant sh-axis.
(b) Suppose 0 < φ < 1. Then, system (4) has the only equilibrium E˜1 in the interior of the feasible region T . System (4) is uniformly
persistent if either 0 < φ < 1 or φ = 0 and R0 > 1 holds.
Proof. When 0 < φ < 1, the vector ﬁeld of system (4) is transversal to the boundary of T on all its faces. It is seen that when
φ = 0, the vector ﬁeld of system (4) is transversal to the boundary of T and on all its faces except sh , which is invariant
with respect to system (4). The equation for sh is now given by s′h = (μh + γ )(1− sh) so that sh(t) = (1+ e−(μh+γ )t) → 1 as
t → ∞. Therefore, the singleton E0 is the only limit point on the boundary T when φ = 0 (i.e. in the absence of the disease).
The system (4) has a compact set which is absorbing if it can be shown that it is uniformly persistent in
◦
T . This implies
that there exists a constant c, 0 < c < 1, such that any solution (sh(t), ih(t), iv (t)) with (sh(0), ih(0), iv (0)) ∈
◦
T satisﬁes
lim inf
t→∞
∣∣(sh(t), ih(t), iv(t))∣∣ c. (21)
It has already been noted that the maximum invariant set on the boundary ∂T of T when 0 < φ < 1 is an empty set and E0
when φ = 0 and R0 > 1. The condition for uniform persistence is equivalent to E0 being unstable when φ = 0 and R0 > 1.
This implies system (4) is uniformly persistent in
◦
T when the condition φ = 0 and R0 > 1 or 0 < φ < 1 hold. The global
stability of the system is established from the theorem below. 
Theorem 4.3.1.
(i) If φ = 0 and R0 > 1, the unique endemic equilibrium E1 of system (4) is globally asymptotically stable in
◦
T .
(ii) If 0 < φ < 1, the unique endemic equilibrium E˜1 of system (4) is globally asymptotically stable in
◦
T .
It has already been established that a model in which a fraction of the new members are infective cannot have a disease-
free equilibrium point except when this fraction approaches a suﬃciently small value. This implies that the disease always
exists for R0  1, and for R0 > 1, the disease will persist at an endemic equilibrium level if it initially exists.
In the next section, we need to establish the global stability of our system using the geometric global approach. The
geometrical approach of Li and Muldowney [12] is used to obtain the necessary and suﬃcient conditions that the endemic
equilibria E1 and E˜1 are globally asymptotically stable. Let us ﬁrst give a brief outline of this geometrical approach.
Let f (x) → x ∈ Rn be C ′ function for x in an open set D ⊂ Rn. Consider the differential equation
x′ = f (x). (22)
Denote by x(t, x0) the solution to Eq. 22 such that x(0, x0) = x0. We make the following three assumptions:
(H1) D is simply connected.
(H2) There exists a compact absorbing set K ⊂ D.
(H3) Eq. (22) has a unique equilibrium x˜ in D.
The equilibrium x˜ is said to be globally stable in D if it is locally stable and all trajectories in D converge to x˜. For n 2, by
a Bendixson criterion we mean a condition satisﬁed by f which precludes the existence of non-constant periodic solutions
of Eq. (22). The classical Bendixson’s condition, div f (x) < 0 for n = 2 is robust under C ′ local perturbations of f . For higher
dimensional systems, the C ′ robust properties are discussed in Li and Muldowney [12].
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is empty for all t > T . Thus, for example, all equilibria and limit points are non-wandering. The following global-stability
principle is established in Li and Muldowney [12] for ﬁnite systems in any ﬁnite dimension.
Theorem 4.3.2. Suppose that assumptions (H1), (H2) and (H3) hold. Assume that Eq. (22) satisﬁes a Bendixson criterion that is
robust under C ′ local perturbations of f at non-equilibrium non-wandering points for Eq. (22). The x˜ is globally stable in D provided
it is stable.
The following Bendixson criterion is given in Li and Muldowney [12] and shown to have the robustness required in
Theorem 4.3.3. Let x → P (x)( n2) × ( n2) be matrix-valued function that is C ′ for x ∈ D. Assume that P−1(x) exists and is
continuous for x ∈ K , the compact absorbing set. A quantity q˜2 is deﬁned as
q˜2 = limsup
t→∞
sup
x0∈K
1
t
t∫
0
ρ
(
B
(
x(s, x0)
))
ds, (23)
where
B = P f P−1 + P J [2]P−1, (24)
the matrix P f is obtained by replacing each entry pij of P by its derivative in the direction of f , pij and the quantity ρ(B)
is the Lozinskii˘ measure of B with respect to a vector norm |.| in RN , N = ( n2), and is deﬁned by
ρ(B) = inf
h→0+
|I + hB| − 1
h
.
For a simply connected D, the condition q˜2 < 0 rules out the presence of any orbit that gives rise to a simple closed
rectiﬁable curve that is invariant for Eq. (22), such as closed orbits, homoclinic orbits and heteroclinic cycles. Moreover, it is
robust under C ′ local perturbations of f near any non-equilibrium point that is non-wandering. The global stability analysis
follows from the following global-stability result proved in Li and Muldowney [12].
Theorem 4.3.3. Assume that the assumptions (H1), (H2) and (H3) hold. Then, the unique endemic equilibrium point x˜ of Eq. (22) is
globally stable in D if q˜2 < 0.
Let x = (sh, ih, iv) and let f (x) denote the vector ﬁeld of system (4). The Jacobian matrix J = ∂ f /∂x associated with a
general solution x(t) of system (4) is given by
J =
⎡
⎣−(abmiv + μh + γ ) (1− φ)δ + ν − γ −abmshabmiv −(ν + r + μh + δ − δφ) abmsh
0 ac(1− iv) −(λv + acih)
⎤
⎦ (25)
and its second compound matrix by (see [15])
J [2] =
⎡
⎣ J11 abmsh abmshac(1− iv) J22 (1− φ)δ + ν − γ
0 abmiv J33
⎤
⎦ , (26)
where
J11 = −
(
abmiv + 2μh + γ + ν + r + (1− φ)δ
)
,
J22 = −(abmiv + μh + γ + λv + acih),
J33 = −
(
ν + r + μh + (1− φ)δ + λv + acih
)
.
In order to prove the theorem, we choose a suitable vector norm |.| in R3 and a 3 × 3 matrix-valued function P (x), such
that the quantity q¯2 < 0. We set P as the following diagonal matrix
P (sh, ih, iv) = diag
(
1,
ih
,
ih
)
.iv iv
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′
h
ih
− i′viv ,
i′h
ih
− i′viv ) and the matrix B = P f P−1 + P J [2]P−1 is given by
B =
⎡
⎢⎢⎢⎣
J11
abmshiv
ih
abmshiv
ih
ac(1−iv )ih
iv
J22 + i
′
h
ih
− i′viv (1− φ)δ + ν − γ
0 abmiv J33 + i
′
h
ih
− i′viv
⎤
⎥⎥⎥⎦ . (27)
This can be written in the following block form
B =
[
B11 B12
B21 B22
]
, (28)
where
B11 = −
(
abmiv + 2μh + γ + ν + r + (1− φ)δ
)
,
B12 =
[
abmshiv
ih
,
abmshiv
ih
]
, B21 =
[ ac(1−iv )ih
iv
0
]
,
B22 =
⎡
⎣ i
′
h
ih
− i′viv + J22 (1− φ)δ + ν − γ
abmiv
i′h
ih
− i′viv + J33
⎤
⎦ .
As in Li and Muldowney [12], and Fan et al. [4], we let (u, v,w) denote the vectors in R3 ∼= R
( 3
2
)
for the norm |.| in R3
chosen as∣∣(u, v,w)∣∣= max{|u|, |v| + |w|},
and let ρ denote the Lozinskii˘ measure with respect to this norm. The estimate for the Lozinskii˘ measure ρ(B) with respect
to |.| is given by
ρ(B) sup{g1, g2},
where
g1 = ρ1(B11) + |B12|,
g2 = |B21| + ρ1(B22).
Note that |B12| and |B21| are operator norms of B12 and B21 with respect to the l1 vector norm when they are regarded as
mappings from R2 to R, and R2 to R, respectively. ρ1(B) denotes the Lozinskii˘ measure of the 2×2 matrix B22 with respect
to the l1 norm in R2 . To compute ρ1(B22), we add the absolute value of the off-diagonal elements to the diagonal one in
each column of B22, and then take the maximum of two sums. This gives the following expressions
ρ1(B11) = −
(
abmiv + 2μh + γ + ν + r + (1− φ)δ
)
, ρ1(B22) = i
′
h
ih
− i
′
v
iv
− μh − γ − λv − acih,
|B12| = max
{
abmshiv
ih
,
abmshiv
ih
}
= abmshiv
ih
, |B21| = |acih − aciv ih|
iv
.
Therefore, for t > t˜,
g1 = −
(
abmiv + 2μh + γ + ν + r + (1− φ)δ
)+ abmshiv
ih
, (29)
g2 = i
′
h
ih
− i
′
v
iv
− μh − γ − λv − acih + ac(1− iv)ihiv . (30)
The equations in system (4) can be written as
i′h
ih
+ ν + r + μh − φμhih = −(1− φ)δ +
abmshiv
ih
, (31)
i′v + λv = ac(1− iv)ih . (32)
iv iv
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ρ(B) = i
′
h
ih
− μh − γ + sup
{−φμh
ih
− abmiv ,−acih
}
= i
′
h
ih
− M˜,
for t  t˜, where M˜ = min{μh + γ + φμhih + abmiv ,μh + γ + acih} = μh + γ + acih. Since the epidemic persists in the com-
munity when R0 > 1, then the solution (sh(t), ih(t), iv(t)) to system (4) with (sh(0), ih(0), iv (0)) in the compact absorbing
set K that is in
◦
T exists for all values of t > 0.
Thus, we have
1
t
t∫
0
ρ(B)ds = 1
t
t˜∫
0
ρ(B)ds + 1
t
t∫
t˜
ρ(B)ds 1
t
log
ih(t)
ih(t˜)
− M˜,
which implies that q˜2 −M˜/2 < 0, which completes the proof of Theorem 4.3.3.
5. Discussion
In this paper, we propose a mathematical model that tracks the dynamics of host-vector diseases such as malaria. Our
model incorporates immigration of infective humans and ignores vertical transmission. The model is analysed for the exis-
tence of disease-free and endemic equilibrium points. It is found that due to immigration of infective individuals, a steady
state with a positive fraction of infectives always exists. Thus, the model cannot have a disease-free equilibrium state and
has only the endemic equilibrium point in which the disease persists in the population for a long time. This is in agreement
with the Brauer and van den Driessche [1] general SIR model with infective immigrants. Thus, the basic reproduction num-
ber R0 will have very little utility in the eradication of the disease only except when the fraction of infective immigrants
approaches zero.
However, when the fraction of infective immigrants approaches a small value, the model attains a threshold value for
which the infection can be eliminated since reduction of the infective population reduces the transmission of the disease to
the susceptibles. The inﬂux of infective immigrants into the population does not alter the value of the basic reproduction
number, R0, and in this case, R0 is irrelevant and has limited application in the transmission of malaria and its control
in the population. However, if there is a small fraction of infectious migrants, there exists exactly one equilibrium point.
The geometric approach developed in Li and Muldowney [12] is used to demonstrate the global stability of the endemic
equilibrium point. It is established that for R0 > 1, the unique endemic equilibrium point is globally stable and the disease
will remain in the population.
Human migration plays an important role in the transmission and spread of malaria. It contributes to the transmission
and spread of malaria infection and exposes the non-immune to the risk of infection and complicates the control measures.
It should be noted that small migratory inﬂux of infected individuals plays a prominent role in the transmission of malaria.
They contribute to the sustainability of the malaria epidemic either directly (infected immigrants) or indirectly (healthy
immigrants susceptible to infection by locals), thus public health control measures must be carefully planned.
The signiﬁcance of human migration and travel needs to be recognised in the spread and transmission of malaria, and
should receive attention comparable to that given to malaria parasites and their mosquito vectors. Thus, as human migration
and travel are becoming a global issue at an unprecedented rate, transmission factors must be closely monitored to ensure
the health and well-being of everyone in the community.
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