In this paper we propose a new receiver architecture for multi-layered space-time block codes based on the QR decomposition and compare its performance to an alternative solution proposed by the authors based on MMSE. Both these algorithms use an iterative method based on soft decision statistics to cancel out interference from subsequent decoded layers and reduce the effect of error propagation (EP). We also compare the performance results with a sorted QRmethod and discuss the complexity, rate and diversity tradeoffs.
Introduction
The VBLAST (Vertical Bell Labs Layered Space Time) architecture proposed in [1] can exploit the capacity advantage of using multiple transmit antennas. However, due to the lack of joint substream encoding and decoding at the transmitter and receiver respectively, the diversity advantage is not exploited to its full potential. This degrades system performance significantly in the medium to high SNR regime due to estimation errors in the first decoded layer which has the lowest diversity order [2] . These errors propagate through the subsequent decoded layers based on the nature of successive interference cancellation.
Using a multi-user detection approach (MUD) as in [3] , Tarokh proposed a group interference suppression approach in [4] , which requires the computation of a null space matrix. Similarly, in [5] , an orthogonal projection matrix is used to suppress interference by nulling out interference groups except the desired one. Furthermore the requirement of determining an optimal power allocation in [5] adds to the computational complexity at the transmitter.
Sub-optimal receiver algorithms such as the zero-forcing (ZF) VBLAST in [6] with optimum ordering and the minimum mean square error (MMSE) VBLAST in [7] are based on serial interference cancellation (SIC). ZF-VBLAST enhances the noise at the receiver by multiplying the received signal with the pseudo-inverse of the channel matrix. However, its performance is still better than the QR decomposition approach used in [8] , which is less computationally intensive. The MMSE-VBLAST algorithm provides a more suitable balance between, complexity and performance [9] . None the less all the above algorithms are known to be susceptible to the effects of error propagation (EP) which is inherent in MUD-SIC.
In [10] we proposed a novel algorithm which combines space-time block codes (STBC) with VBLAST called Layered Space-Time Block Codes (LSTBC). It was shown to mitigate the effect of EP by increasing the diversity order of the first decoded layer which deploys STBC. The use of a single iteration was shown to provide a performance matching that of a Genie-BLAST system [11] which assumes no EP. In this paper we compare the MMSE approach in [10] to a QR decomposition approach which is less computationally intensive. We also compare the performance of a sorted QR decomposition method to show that overall, the MMSE approach in [10] provides the best complexity, rate and diversity trade-off.
The rest of the paper is outlined as follows: in Section 2 we describe the system model of the transmitter which is common to all the three algorithms. In Section 3 we provide the receiver algorithms and in Section 4 we provide performance analysis and discuss the simulation results. Finally conclusions are drawn in Section 5.
Transmitter System Model
We consider a system with M T transmit and M R receive antennas. A configuration of M R ≥ M T is assumed. The input bit stream is mapped to symbols using a M-PSK modulator where
and n is the number of bits per symbol. For the purposes of simplification we assume that all the antennas transmit information symbols from the same constellation map. A block diagram of the transmitter is depicted in Figure  1 . Here, we limit our analysis to the case where M T -2 antennas are used to transmit independent symbol streams and the remaining 2 antennas are used to transmit the Alamouti code given by the generator matrix G in Equation (1) .
We use this generator matrix as it provides a full rate and full diversity code. At time t=1, symbols s 1 and s 2 are transmitted from antennas 1 and 2 respectively and at t=2 -s 2 * and s 1 * are transmitted from antennas 1 and 2 respectively. We define the code interval l as the number of symbol intervals occupied by the STBC code which is 2 in this case. At each code interval, the l×M T -2 symbols are mapped to the antennas to form the transmitted code word X given in Equation (2) . Column X t is transmitted at time t.
The signals transmitted on antennas 1 and 2 are jointly regarded as a single STBC layer (Layer 1). The average energy of each transmitted symbol is given as
It is a general notion that the layer to be decoded first is shown at the bottom of the antennas (or layer) stack. In this case the STBC layer is shown at the top and is decoded first. For the MMSE-LSTBC system, it does not matter where the two STBC antennas are placed. They can be placed at either end of the antenna stack. However, for the QR decomposition algorithms, it is required that the antennas in any one STBC group are place adjacent to each other. 
L-STBC Receiver Model
The M T signals are transmitted through a rich-scattering environment. The channel is modelled as a Rayleigh fading channel and is assumed to remain static within one code interval. Perfect channel state information (CSI) is assumed at the receiver and all antennas transmit with the same power. The channel matrix H has dimensions M R × M T with elements h ij , denoting the channel fading coefficient between transmit antenna j and receive antenna i. The coefficients h ij are modelled as independent, identically distributed Gaussian random variable with mean of zero and a variance of 0.5 per real dimension. The signal received in the l th code interval is given in Equation (3). 
MMSE-LSTBC Algorithm

A. Iteration One
The independent symbols transmitted in the l th code interval are estimated using by multiplying the signal Y l by the MMSE weighting function w as given in Equation (4),
where w is given as,
represents a matrix composed of all columns from the 3 rd to the M T th column of H.
No is the noise power given as, The interference caused by the independent symbols in the l th code interval is subtracted from the received signal and the result is a new signal Y l † given as
Finally the two signals Y 1 † and Y 2 † are passed to a maximum likelihood ML decoder. Ideally, in the absence of any noise, these two signals would contain only components of symbols s 1 and s 2 . In order to estimate s 1 and s 2 , the ML decoder minimizes the decision metric given in (9) and (10) respectively. 
B. Iteration Two
Using the estimates provided by Equations (9) and (10) we create a new generator matrix G † which is given in Equation (11) 
QR-LSTBC Algorithm
At the receiver the channel matrix H is decomposed such that
H = QR
where Q is an orthonormal matrix and R is an upper right triangular matrix. Multiplying Equation ( † are passed to a maximum likelihood ML decoder and the processes from Equation (9) to (12) are repeated as part of the second iteration. Equation (13) 
Sorted QR Algorithm
In order to achieve the best performance with QRdecomposition, it is optimal to choose the layer with the highest post-detection SNR. This helps to reduce the effect of EP. We define ρ as the Frobenius norm of H.
The SNR of each layer is proportional to thus the layers are ordered such that the layer with the lowest SNR is decoded last and the layer with the highest SNR is decoded first. We re-order the structure of the layers and the channel matrix based on as shown in [12] to obtain a new QR decomposition which we represent as Q s and R s . As the receiver knows the order in which the symbols were transmitted and the order to which they have been changed, the decision metric required to decode a certain layer is selected based on if it was used for STBC or not.
The received signal in Equation (3) is multiplied by Q s to obtain
We use the same processes as in Equation (14) and (15) (9) and (10) 
Performance Analysis and Simulation Results
In order to define the spectral efficiency of a system we define a and b as the number of bits/symbol for the independent layers and STBC layers respectively. We also define the STBC code rate c as c=u/l, where u is the number of independent symbols transmitted by the STBC code. The spectral efficiency • is given as •=ma+(c×m s ×b) bits per second per Hertz (b/s/Hz).
The iterative scheme with MMSE presented in Section 3.1 is shown to provide a higher order of diversity and performance than those suggested in Section 3.2, 3.3 and other VBLAST systems. The general aim is to improve the diversity order of the layer detected first. As STBCs are known to provide the best order of diversity with simple linear decoding, they are selected as the best choice to keep the overall complexity of the system low. However, the performance of STBC's in the presence of interference is very poor as shown in Figure 2 . Hence Equation (8) attempts to remove the interference of the independent layers at both code intervals based on Equation (4), using the MMSE filter in Equation (5). Assuming perfect cancellation of the interfering signals, the new received vectors Y l † are passed to the STBC decoder. As a result, we have an STBC system with 2 transmit and M R receive antennas with a high diversity order of 2M R . Any residual error present in Y l † can be overcome due to the high order of diversity. this method has been shown in [10] to provide a good performance on the STBC layer at medium to high SNR's. Figure 3 shows the performance of a (2,1,1) MMSE-LSTBC system a=2 and b=1 compared with the performance of the same system with a=3 and b=1. It can be observed that stepping up the modulation level of the independent layers from QPSK to 8PSK has caused a very insignificant loss in the BER performance. They both have the same diversity order. This is due to the fact that the robustness of the STBC layer and the detection method employed allows very little residual error to propagate through the subsequent detected layers.
We present the simulated systems as (m,m s ,k), where m is the number of independent layers, m s is the number of STBC layers and k is the number of antennas per STBC layer. The system model in Section 2 and the corresponding receiver algorithms in Section 3 have been presented for a 2×2 Alamouti code with only one STBC layer. The model can very easily be extended for m s >1 and k>2 with the chosen generator matrix in place of Equation (1) and the corresponding minimization terms in place of Equations (9) and (10). Figure 4 shows simulation results for a (2, 1, 1) MMSE-LSTBC system with a (2, 1, 1) QR-LSTBC and a (2, 1, 1) sorted QR-LSTBC system. The modulation scheme is QPSK for all three systems and they have a spectral efficiency of • =6b/s/Hz. We also show the results of a (2, 1, 1) MMSE-LSTBC system with an 8-PSK modulation scheme and • =9/s/Hz. Comparing the BER performances at a value of 10 -2 , we observe that the sorted QR-LSTBC system performs approximately 3.5dB better than the QR-LSTBC system. The MMSE-LSTBC system has the best performance with a gain of approximately 7dB at 6b/s/Hz and a gain of approximately 0.7dB at 9b/s/Hz over sorted QR-LSTBC.
The diversity order of the QR-LSTBC system is given as M R -M T + m s k + 1 = 3 and the remaining systems have a higher diversity order of k(M R -M T ) + k 2 = 4. The QR-LSTBC system suffers due to the higher level of residual error propagating through the system. In order to discuss the rate-performance trade-offs, we compare the performance of a M T =M R =4QPSK MMSE-VBLAST system with optimal ordering as proposed in [8] to three configurations of the MMSE-LSTBC system all with b=1 and with a=2, 3 and 4 with the same number of transmit and receive antennas. The performance curves are shown in Figure 5 . The MMSE-VBLAST system has a spectral efficiency of 8b/s/Hz. Although this is higher than the 6b/s/Hz provided by MMSE-LSTBC with b=1 and a=2, we can increase the spectral efficiency to 8 or 14 b/s/Hz using 8-PSK and 16-PSK respectively and still outperform the MMSE-VBLAST system. Hence the MMSE-LSTBC provides the best rate-diversity trade-off at the expense of a minimal increase in complexity due to the iteration. 
Conclusions
In this paper we compare the performance of three different LSTBC schemes used to improve the diversity order of the first decoded layer. Due to the fact that the iterative loop is only performed once, the complexity of the system is kept low. The performance of the STBC layer as the first decoded layer is shown to dominate the overall performance of the scheme and significantly mitigate the effects of error propagation. Hence the loss in spectral efficiency can be very easily overcome by using higher modulation schemes on the independent layers. The higher layers in the successive interference cancellation order are affected by a very small residual error from the previous layers and hence perform better than systems with higher spectral efficiencies using either more transmit antennas or higher modulation schemes.
