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PARTIAL TRACE IDEALS AND BERGER’S CONJECTURE
SARASIJ MAITRA
Abstract. Let R be a commutative one-dimensional domain whose integral closure is a
DVR. We assume further that R is a complete k-algebra where k is any perfect field. Under
this hypothesis, there is a long standing conjecture of R.W. Berger which states that R is
regular if and only if the (universally finite) differential module ΩR/k is torsionfree. We
introduce an invariant of ΩR/k based on a partial trace ideal, and discuss lower bounds on
it which give new cases of this conjecture. In particular, we can generalize the quasihomo-
geneous case proved by Scheja. Finally, we explore some relations between this invariant
and the colength of the conductor.
Introduction
Let k be a perfect field and let R be a reduced local k-algebra of dimension one. There
is a long standing conjecture of R.W. Berger that R is regular if and only if the universally
finite differential module ΩR/k is torsion-free. The difficult part is to show that for a singular
R there is a nonzero torsion element in ΩR/k.
A lot of results, all supporting the conjecture, exist in the literature. We mention some
of the instances below to emphasize the fact that the problem has been extensively studied
using different approaches.
• [Her78, Satz 3.2 and Satz 3.3] show that the conjecture is true for R a domain with
embedding dimension 3 and also R Gorenstein domain of embedding dimension 4.
• [Iso91, Theorem 1] provides a proof for the case when the Hilbert- Samuel multiplicity
of R is at most
(
n
2
)
− 1 where n is the embedding dimension. A more general result
can be found in [Gu¨t90, Satz 5 and Satz 5
′
]. In particular, it was shown in [Gu¨t90,
Satz 6] that the conjecture is true for R a domain of multiplicity at most 9 and also
if R is Gorenstein domain of multiplicity at most 13.
• In [Ber63] the cases of deviation at most 1 were solved if R is a domain. This was
generalized to deviation at most 3 in the reduced case in [Ulr81]. Another such
discussion can be found in [H9¨0].
• The conjecture has also been studied from the point of view of linkage. The conjecture
was shown to be true if R is in the linkage class of a complete intersection (i.e., if
the defining ideal of R is licci) and k is algebraically closed ( [HW84, Corollary 3],
[HW86, Theorem 4.5]).
• In [CnGW98], the authors study an Artinian version of Berger’s conjecture and prove
that this version implies the original conjecture [CnGW98, Main Theorem 0.1]). The
paper also proves the conjecture in the case where the cube of the maximal ideal of
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R is inside the conductor of R [CnGW98, Theorem 2.3 ]. In [CnK99], the authors
discuss cases when the Artinian Berger Conjecture is true.
• The conjecture is known to be true when R is a graded domain and char(k) = 0 (Satz
9.8, [Sch70]).
Other techniques also have been used such as smoothability ([Bas77], [BG80], [HW86],
[Koc83]), maximal torsion [Poh91, Theorem 1], equisingularity [Poh89b], quadratic trans-
forms [Ber88] etc. A very nice summary of most of the the above mentioned results, along
with the main ideas of proofs, can be found in [WB92].
In this paper, we will focus on the case when R is a complete local domain. We will
introduce an invariant h(ΩR/k) (see Definition 3.1) and study the conjecture in terms of
bounds of this invariant. The definition itself will give a lower bound on h(ΩR/k) in terms
of the trace ideal (see Definition 5.1) of ΩR/k. The motivation for the definition came from
Scheja’s proof of the Berger’s conjecture in the graded setup. Our main result is the following
(see Theorem 3.5):
Theorem A. Let (R,m, k) be a Noetherian complete local 1 dimensional domain such that
R = S/I where S = k[[X1, ..., Xn]], k is perfect and n > 2. Let n be the maximal ideal of S
and I ⊂ ns+1 for s > 1. If h(ΩR/k) 6
(
n+ s
s
)(
s
s+ 1
)
, then ΩR/k has torsion. So, Berger’s
Conjecture is true.
This provides a generalization to a proof due to Scheja (see Corollary 3.11). We eventually
relate h(ΩR/k) with the colength of the conductor.
The structure of the paper is as follows. In Section 2, we shall warm up by proving a few
lemmas that will be useful to us. In Section 3, we define the invariant h(ΩR/k) and get the
main result of this paper. In Section 4, we will study further properties of the invariant. In
Section 5, we relate the invariant to the trace ideal of ΩR/k and privide a lower bound on
h(ΩR/k). In Section 6, we provide upper bounds and relate h(ΩR/k) with the colength of the
conductor. Even though we state most of the results for only ΩR/k, the invariant can also
be used to study modules over certain local rings (see (1) in Conclusion). We conclude by
mentioning a few further questions.
1. Preliminaries
Throughout the paper, R will be a commutative ring with unity. By (R,m, k), we denote
a Noetherian local ring with maximal ideal m and residue field k. For any module M , we
will denote by λ(M), the length of M (whenever length makes sense) and µ(M) will denote
the minimal number of generators of M . The Hilbert Samuel multiplicity of M with respect
to any m−primary ideal I will be denoted by e(I;M). A module M is Maximal Cohen
Macaulay (MCM) if depth(M) = dim(M) = dim(R).
Let k be a perfect field. For the majority of this paper we will assume that (R,m, k)
is a k-algebra which is a complete local one dimensional domain of embedding dimension
n. Hence, by Cohen structure theorem, R =
k[[X1, X2, ..., Xn]]
I
for some prime ideal I in
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S = k[[X1, ..., Xn]] with I in the square of the maximal ideal of S. For convenience, we
isolate the main situation which we will refer to frequently in the subsequent sections.
We say that (R,m, k) is a complete curve if
– k is a perfect field.
– R = S/I where S = k[[X1, ..., Xn]],
– I is a prime ideal in S with I ⊂ n2 where n is the maximal ideal of S,
– height(I) = n− 1,
Let K = Frac(R) and R be the integral closure of R in K.
For any reduced ring R with total ring of fractions K, let C denote the conductor of R
in R where the integral closure is taken in K. Let ω denote the canonical module of R
(which exists if we assume that R is the quotient of a regular local ring as above) and can
be identified with some ideal of R. (Chapter 3, [BH98]).
Remark 1.1. Let R be a domain with fraction field K. For any two R−submodules I1, I2 of
K, we know by [HS06, Lemma 2.4.2], I1 :K I2 ∼= HomR(I2, I1) where the isomorphism is as
R-modules. The proof of the above isomorphism shows that the identification is as follows:
Any φ ∈ HomR(I2, I1) corresponds to multiplication by
φ(x)
x
for some non-zero divisor x in I2.
Henceforth in this paper, we are going to identify these two R-submodules of K and use
them interchangeably by abuse of notation.
Remark 1.2. C is the largest common ideal of R and R; C = R :K R. By Remark 1.1, we
have C = HomR(R,R).
Our object of interest is the module of differentials of R. For a very detailed description
of this module, we refer the reader to [Kun86]. In particular, the ‘universally finite module
of differentials’ and the module of differentials are not the same in general. However, for the
purpose of this paper, we can work with the following definition.
Definition 1.3. Let R = S/I where S = k[[X1, ..., Xn]] or S = k[X1, ..., Xn] where k is
any field. The universally finite module of differentials of R, denoted ΩR/k, is the finitely
generated R-module which has the following presentation:
Rµ(I)
A
−→ Rn → ΩR/k → 0
where A is the Jacobian matrix of I.
Remark 1.4. The above definition can be derived from the general definition of the module
of differentials, see e.g. [Kun86, Exercise 1, Page 136].
Remark 1.5. If I = (f1, ..., fm), then ΩR/k =
⊕n
i=1RdXi
U
where U is generated by the
elements
n∑
i=1
∂fj
∂Xi
dXi, j = 1, ..., m. Here dXi are the formal partial derivations.
Example 1.6. Let R = k[[t3, t4, t5]] be a monomial curve where k has characteristic 0. The
defining ideal I = (X22−X1X3, X
2
1X2−X
2
3 , X
3
1−X2X3). So, ΩR/k =
RdX1 ⊕ RdX2 ⊕ RdX3
U
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where U is the R-module generated by the three elements u1, u2, u3 which are as follows:
u1 = 2X2dX2 −X3dX1 −X1dX3,
u2 = 2X1X2dX1 +X
2
1dX2 − 2X3dX3,
u3 = 3X
2
1dX1 −X2dX3 −X3dX2
Remark 1.7. When k is a perfect field, the following results are known.
a) µ(ΩR/k) = n ( [Kun86, Corollary 6.5]);
b) rankR(ΩR/k) = 1 (follows from Corollary 4.22, Proposition 5.7b and Theorem 5.10c,
[Kun86]).
Let τ denote the torsion submodule of ΩR/k. We now explicitly state the Berger’s conjec-
ture in the case when R is a domain.
Berger’s Conjecture. Let R be a complete curve. Then R is regular if and only if τ = 0.
Remark 1.8. The more general statement of the conjecture only requires I to be reduced.
For the general version, see [WB92] introduction.
Remark 1.9. From Definition 1.3, it is clear that if R is a regular complete curve, then
n = 1 and hence ΩR/k becomes free. So τ = 0. It is the converse direction that we need to
study. Hence, from now on we assume that n > 2 for a complete curve.
We shall also require the notion of Matlis dual which is defined as follows.
Definition 1.10. Let (R,m, k) be a local ring and E be the injective hull of k. Then for
any module M , the Matlis Dual of M is defined by
M∨ := HomR(M,E).
Remark 1.11. For a zero-dimensional local ring R, we have the following properties (see
[BH98])
a) E becomes the canonical module of R;
b) For any R-module M , we have λ(M) = λ(M∨);
c) AnnR(M) = AnnR(M
∨)
As we proceed through the paper, in every section we will set up additional notations
whenever necessary.
2. Some Lemmas
In this section, we are going to prove a few lemmas. Some of the results are known already.
We still add proofs for the sake of completeness whenever possible.
Lemma 2.1. Let R be any Noetherian domain with integral closure R and conductor C.
Then R = R :K C. In particular by Remark 1.1, we can write R = HomR(C, R).
Proof. R ⊂ R :K C since CR ⊂ R. For the other inclusion, note that for any α ∈ R :K C, we
have αC ⊂ R =⇒ αCR ⊂ R =⇒ αR ⊂ R =⇒ α ∈ R.

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Lemma 2.2. Let R be a complete curve. After identifying ω with an ideal of R, we have(
R
R
)∨
∼=
ω
Cω
where ∨ denotes the Matlis dual. Hence, we have λ
(
R
R
)
= λ
( ω
Cω
)
.
Proof. Applying HomR( , ω) to the exact sequence
0→ R→ R→ R/R→ 0
we get
0→ HomR(R, ω)→ ω → Ext
1
R(R/R, ω)→ 0
using the properties of ω. By local duality, we have Ext1R(R/R, ω)
∼=
(
R/R
)∨
. Hence, it is
enough to show that HomR(R, ω) ∼= Cω. Using Lemma 2.1 and also the properties of the
canonical module, we have
HomR(R, ω) = HomR(HomR(C, R), ω)
∼= HomR(HomR(C,HomR(ω, ω)), ω) [BH98, Theorem 3.3.10]
∼= HomR(HomR(C⊗R ω, ω), ω) (Hom-tensor adjointness)
∼= HomR(HomR(Cω, ω), ω)
∼= Cω
The second to last isomorphism follows since the kernel of the natural map from C⊗R ω
onto Cω is a torsion module, and any homomorphism C ⊗R ω → R automatically sends
torsion elements to zero. The last statement follows from Remark 1.11. This finishes the
proof.

Remark 2.3. The proof of the last statement of Lemma 2.2 appears as a part of proof in
[BH92, Theorem 3] and also [Del94, Proposition 2.1]. However, we did not find the above
mentioned isomorphism recorded anywhere.
Lemma 2.4. Let (R,m, k) be a one dimensional Cohen Macaulay ring and J be an ideal
such that it contains a non-zero divisor. Then
AnnR
( ω
Jω
)
= x :R (x :R J)
for every non zero divisor x in J .
Proof. First choose a non-zero divisor x ∈ J . Then we have
ω
Jω
∼=
ωR/xR
JωR/xR
∼=
E
JE
where E denotes the injective hull of k as an R/xR module. We have used the fact that
ω/xω ∼= ωR/xR and since R/xR is 0 dimensional, its canonical module can be identified with
E by Remark 1.11.
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Hence we can reduce the problem to R being 0 dimensional. It is enough to show now that
the annihilator is 0 : (0 : J) (we are using J again instead of writing J, for convenience).
Ann
(
E
JE
)
= Ann
((
E
JE
)∨)
(Remark 1.11)
= Ann (HomR(E ⊗R/J,E))
= Ann (HomR(R/J,HomR(E,E)) (Hom-tensor adjointness)
= Ann(HomR(R/J,R))
= 0 : (0 : J)
This finishes the proof.

3. Studying an Invariant of ΩR/k
As discussed in the introduction, Berger’s Conjecture has been studied from different
viewpoints and using different techniques. In this section, we are going to define an invariant
and study the conjecture in terms of bounds on this invariant.
Definition 3.1. Let R be a local Noetherian one dimensional domain. For any R-module
M , let
h(M) := min{λ(R/J) | M → J → 0, J ⊂ R}.
We say that an ideal J realizes M if M surjects to J and h(M) = λ(R/J).
The assumption that R is a one dimensional domain ensures that h(M) is finite whenever
M is not a torsion-module. As we shall see in Section 5, the ideal J can be thought of as
partial trace ideal of M .
Remark 3.2. Suppose h(ΩR/k) = 0. Then one can clearly see that R splits out of ΩR/k. In
fact, we have the exact sequence
0→ τ → ΩR/k → R→ 0.
If R is non-regular, this clearly shows that τ 6= 0 as otherwise, we must have m is principally
generated, a contradiction. However, whenever R is complete and char(k) = 0, any such
surjection from ΩR/k to R implies that R is regular. This can be found, for instance in the
Nordic Summer School Lecture notes of B. Teissier: [Tei76, discussion on pages 586-587].
This is essentially a generalization of the proof with k = C which can be found for instance in
the works of H. Hironaka [Hir83, Lemma 5] Both the authors attribute the proofs to Zariski.
We can get some cases of Berger’s conjecture using upper bounds on h(ΩR/k) as the
following results will now show. We start by proving two lemmas which will be crucial to
the proof of the main theorem.
Lemma 3.3. Let R be a complete curve. Suppose J realizes h(ΩR/k). If I ⊂ n
s+1 for some
s > 1 and τ = 0, then J ⊂ ms.
Proof. As in the proof of Proposition 5.6, we have the exact sequence
0→ τ → ΩR/k → J → 0.
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Hence, by assumption, ΩR/k ∼= J . By Definition 1.3, any relation between the generators of
J must come from the Jacobian matrix of I. Suppose if possible, there exists y1, y2, ..., yn
generators of J such that y1 6∈ m
s. There exists the Koszul relation, −y2y1 + y1y2 = 0.
Hence, the column vector [−y2 y1 0 ... 0]
t must be written as an R-linear combination
of the columns of the Jacobian matrix of I (say A). By assumption, the entries of A are in
n
s, which is a contradiction to the choice of y1. 
The proof of the next lemma is along the exact same lines as [BH98, Theorem 2.3.2].
Lemma 3.4. Let (R,m, k) be a Noetherian local ring, x = x1, ...,xn is a minimal system of
generators of m. (S, n, k) is a regular local ring such that R = S/I. Assume that I ⊂ ns+1
for some s > 1. Then
dimk
(
TorR1 (m
s, k)
)
= s
(
n + s− 1
s+ 1
)
+ µ(I).
Proof. Let y1, y2, ..., yn be a regular s.o.p. in S such that yi = xi where ·¯ denotes going
modulo I. Let A : Sn+s−1 → Ss be given by


y1 y2 ... yn 0 ... 0
0 y1 y2 ... yn ... 0
...
...
...
...
...
...
...
0 ... 0 y1 y2 ... yn


It is known that the Eagon-Northcott complex (see below) resolves Is(A), the ideal of s×s
minors of A (see [Eis05, Corollary 11.36]).
EN(A) : · · · (Ss)∗ ⊗ ∧s+1Sn+s−1 ∧sSn+s−1 ∧sSs S/Is(A) 0
d2 ∧sA
Let Is(A) = (Yj)16j6(n+s−1s )
. Let I be minimally generated by a1, ..., am. Since I ⊂ n
s+1 we
can write ai =
(n+s−1s )∑
j=1
ajiYj with aji ∈ n. Also, we have µ(m
i) =
(
n + i− 1
i
)
for 1 6 i 6 s.
Let B := (aji) : S
m → S(
n+s−1
s ). We get a map between K.(a1, ..., am) → EN(A) induced
from the following commutative diagram (K.() is the Koszul complex):
∧sSn+s−1 ∧sSs
Sm S
∧
sA
B
[a1...am]
≃
Under this diagram, let ui = Bei where ei are the generators of S
m. Finally, let vj, 1 6
j 6 s
(
n+ s− 1
s+ 1
)
denote the basis vectors of (Ss)∗ ⊗ ∧s+1Sn+s−1.
We are trying to find µ(Z1(m
s)) where Z1(m
s) is the first syzygy of the minimal resolution
of ms, which starts as follows:
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. · · · → ∧sRn+s−1 → R→ 0.
Let b ∈ Z1(m
s) with b ∈ ∧sSn+s−1. We have ∧sA (b) ∈ I, so using the above setup we have
∧sA (b) =
m∑
i=1
ciai =
m∑
i=1
ci ∧
s A (ui) which implies b −
m∑
i=1
ciui ∈ ker(∧
sA) = Im(d2). This
shows that µ(Z1(m
s)) 6 µ(I) + s
(
n+ s− 1
s+ 1
)
. Next, let
s(n+s−1s+1 )∑
i=1
αid2(vi) +
m∑
j=1
βjuj = 0. We
are done if we show that all the αi and βj are in m. The given equation implies that
(3.1)
s(n+s−1s+1 )∑
i=1
αid2(vi) +
m∑
j=1
βjuj ∈ I ∧
s Sn+s−1
Applying ∧sA, we have
m∑
j=1
βjaj ∈ n
sI which by the choice of aj implies that βj ∈ n
s. Since,
I ⊂ ns+1, from eq. (3.1), we get
s(n+s−1s+1 )∑
i=1
αid2(vi) ∈ n
s+1 ∧s Sn+s−1. Since, d2 is linear in the
entries of A (see e.g., [Eis05, 11H.3, Example 5]), we have αi ∈ n
s. This completes the proof.

The following theorem is the main result of this paper. It identifies an upper bound of
h(ΩR/k) which will give some cases of the conjecture.
Theorem 3.5. Let R be a complete curve. Suppose I ⊂ ns+1 for some s > 1. If τ = 0, then
h(ΩR/k) >
⌈(
n+ s
s
)(
s
s+ 1
)⌉
.
Proof. Choose an ideal J which realizes ΩR/k; by Lemma 3.3, J ⊂ m
s. Using additivity of
length, we have
λ
(
m
s
J
)
= h(ΩR/k)− 1−
s−1∑
i=1
µ(mi).
As in the proof of Lemma 3.4, we have µ(mi) =
(
n + i− 1
i
)
for 1 6 i 6 s. Thus we have
(3.2) λ
(
m
s
J
)
= h(ΩR/k)−
(
n + s− 1
s− 1
)
.
Using a composition series for ms/J , we get
dimk Tor
R
1
(
m
s
J
, k
)
6 λ
(
m
s
J
)
dimk Tor
R
1 (k, k)
(each simple module in the composition series is isomorphic to k). Thus from Equation (3.2)
we get,
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(3.3) dimk Tor
R
1
(
m
s
J
, k
)
6 n
(
h(ΩR/k)−
(
n+ s− 1
s− 1
))
.
Tensoring the exact sequence
0→ J → ms →
m
s
J
→ 0
with k, we get
TorR1 (J, k)→ Tor
R
1 (m
s, k)→ TorR1
(
m
s
J
, k
)
→ J ⊗ k → ms ⊗ k →
m
s
J
⊗ k
as part of a long exact sequence. Hence, we get
(3.4) dimk Tor
R
1
(
m
s
J
, k
)
> −dimk Tor
R
1 (J, k)+dimk Tor
R
1 (m
s, k)+µ(J)−µ(ms)+µ
(
m
s
J
)
As in the proof of Proposition 5.6, we have the exact sequence
0→ τ → ΩR/k → J → 0
and so, by assumption, ΩR/k ∼= J . Hence, dimk Tor
R
1 (J, k) 6 µ(I) (this can be seen for
example from the statement of [Her94, Theorem 1.5]). Also, note that
µ
(
m
s
J
)
> µ(ms)− µ(J).
From these and from Lemma 3.4, Equation (3.3) and Equation (3.4), we get
n
(
h(ΩR/k)−
(
n+ s− 1
s− 1
))
> s
(
n + s− 1
s+ 1
)
Upon simplification, we get the required lower bound.

Remark 3.6. It is clear from the above proof that whenever ΩR/k surjects onto an ideal J
which is generated by less than edim(R) elements, then τ 6= 0.
Remark 3.7. We can do better in certain cases as we will see in the proof of Corollary 3.8.
We can repeat the proof of Theorem 3.5 upto Equation (3.4) and plug in the numbers directly
to get
n
(
h(ΩR/k)−
(
n + s− 1
s− 1
))
> −µ(I) + s
(
n+ s− 1
s+ 1
)
+ µ(I) + n−
(
n + s− 1
s
)
+ µ
(
m
s
J
)
=⇒ h(ΩR/k) >
(
n+ s− 1
s− 1
)
s2 + s(n− 1)− 1
s(s+ 1)
+ 1 +
1
n
µ
(
m
s
J
)
From existing results in the literature, we can get the following results upon combining
with the above discussion.
Corollary 3.8. Let R be a complete curve.
(a) τ 6= 0 if h(ΩR/k) = 1, 2.
(b) If R is Gorenstein, then τ 6= 0 if h(ΩR/k) = 1, 2, 3.
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Proof. We can always assume that n > 4 due to [Her78, Satz 3.3].
(a) Follows immediately from Theorem 3.5 by taking s = 1.
(b) By [Her78, Satz 3.2], we can always assume n > 5 in this case. From (a), we only
need to take care of h(ΩR/k) = 3. Take s = 1, n = 5 in Remark 3.7 and note that
J 6= m by assumption. This finishes the proof.

We have thus obtained a proof of Berger’s conjecture due to Scheja in the graded setup.
Graded rings have an Euler derivation which is defined as follows.
Definition 3.9. Let R =
⊕
n∈Z
Rn be a graded ring. For r ∈ R, let r =
∑
n∈Z
rn be the
decomposition into homogeneous elements rn ∈ Rn. The Euler derivation of R is the map
δ : R→ R,
(
r 7→
∑
n∈Z
nrn
)
.
Example 3.10. Let R = k[[t3, t4, t5]] with char(k) = 0 Then δ : R→ R is given by
δ(t3) = 3t3, δ(t4) = 4t4, δ(t5) = 5t5
So δ(R) = (t3, t4, t5). Note that if char k = 5 say, then δ(R) = (3t3, 4t4). Hence, one can
see already that the image of δ becomes the homogeneous maximal ideal if char(k) = 0.
For prime characteristic, it depends on the graded degrees of the generators of the maximal
ideal. If char(k) is coprime to all the degrees of the generators of the maximal ideal, then
δ(R) becomes the homogeneous maximal ideal again.
Corollary 3.11. [Sch70, Satz 9.8] Let R be a positively graded domain and assume that
char(k) = 0. Then τ 6= 0.
Proof. The image of the Euler derivation δ : R→ R is the graded maximal ideal m and hence
we have an induced epimorphism δ∗ : ΩR/k → m: the Euler homomorphism. This follows
from the universal lifting property of ΩR/k (see e.g., discussion following [Her94, Theorem
1.1]) Hence, h(ΩR/k) = 1. The proof now follows from Corollary 3.8.

Remark 3.12. In [Sch70], the term quasi homogeneous was coined for any such R where
a surjective R-module homomorphism ΩR/k → m exists. If I is generated by polynomials,
then R is quasi homogeneous if and only if I is generated by quasi homogeneous polynomials
in the standard sense. [WB92, Remark 3.3]). In the case of I being generated by quasi
homogeneous polynomials, an alternate proof for Berger’s conjecture can also be found in
[Poh89a, Theorem 2]. Kunz and Ruppert [KR77] showed that any quasi homogeneous ana-
lytic k-algebra is the completion of a graded (not necessarily standard) k-algebra.
4. Some Properties of h(−)
In this section, we shall study some properties of h(−) in which will help us to explore
the link with the colength of the conductor and also establish some bounds on h(ΩR/k) (see
Section 6).
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It is clear that we can restrict our study of h(−) to ideals. More explicitly, for any ideal
I in a one dimensional Noetherian local domain R with quotient field K, we have
h(I) := min{λ(R/J) | I ∼= J}.
Remark 4.1. Two ideals I, J are isomorphic means that there exists α ∈ K such that
I = αJ . [HS06, Lemma 2.4.1].
Remark 4.2. Note that for any R-module M , if J realizes M for some ideal J , then
h(J) = h(M).
Lemma 4.3. Let (R,m, k) be a one dimensional Noetherian local domain with integral
closure R, both having the same field of fractions. Further assume that Rˆ is reduced and let
x ∈ R. Then λ
(
R
xR
)
= λ
(
R
xR
)
.
Proof. Under the hypothesis, R is module finite over R by [HS06, Theorem 4.3.4]. Also note
that since R and R have the same fraction field, rankR(R) = 1. Since R is MCM over R, we
have
λ
(
R
xR
)
= e(x;R) = e(x;R) rankRR = e(x;R) = λ
(
R
xR
)
.

Theorem 4.4. Let (R,m, k) be a one dimensional Noetherian local domain with integral
closure R and fraction field K. Further assume that Rˆ is reduced and R is a DV R. Then
for any ideal J of R, the following statements are equivalent:
(a) h(J) = λ
(
R
J
)
;
(b) R :K J ⊂ R ;
Proof. First, let R :K J ⊂ R. Suppose on the contrary that h(J) = λ(R/I) < λ(R/J) for
some ideal I ∼= J . By Remark 4.1, there exists a, b ∈ R such that I = abJ , or equivalently
bI = aJ . Now, a
b
J ⊂ I ⊂ R, and hence by assumption we have a
b
∈ R. We have
(4.1) λ
(
R
J
)
+ λ
(
R
aR
)
= λ
(
R
aJ
)
= λ
(
R
bI
)
= λ
(
R
I
)
+ λ
(
R
bR
)
Since, λ(R/I) < λ(R/J), we have λ(R/a) < λ(R/b). By Lemma 4.3, we have λ(R/aR) <
λ(R/bR) but this is a contradiction as a
b
∈ R. This finishes one direction of the proof.
For the other direction, suppose h(J) = λ(R/J) and let a
b
∈ R :K J . Suppose a 6∈ bR.
Since, R is a DVR, we have bR ( aR. Set I = a
b
J . By assumption we have λ(R/I) >
λ(R/J). Hence, from Equation (4.1), we get λ(R/a) > λ(R/b) which by Lemma 4.3 implies
λ(R/aR) > λ(R/bR), a contradiction to bR ( aR. This completes the proof.

Remark 4.5. By Remark 1.1, we can equivalently refer to statement (b) in Theorem 4.4 as
HomR(J,R) ⊂ R as R-submodules of K.
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Corollary 4.6. Let the hypothesis of Theorem 4.4 be satisfied. Then h(C) = λ(R/C).
Proof. The proof follows immediately from Theorem 4.4 and Lemma 2.1.

Corollary 4.7. Let R be as in Theorem 4.4 and let M be an R-module. Choose ideal J
that realizes M . Then for any ideal I which contains J , we have h(I) = λ
(
R
I
)
.
Proof. By Remark 4.2, we have h(M) = h(J). By Theorem 4.4, we have R :K J ⊂ R. Since
J ⊂ I, we have R :K I ⊂ R :K J ⊂ R. Another application of Theorem 4.4 finishes the
proof.

Next we establish another important property of h(−).
Theorem 4.8. Let R be as in the hypothesis of Theorem 4.4. For any ideal J of R, the
following statements are equivalent.
(a) h(J) = λ
(
R
J
)
;
(b) C ⊂ x :R (x :R J) for some x ∈ J ;
(c) Cω ⊂ Jω.
Proof. Assume that statement (a) holds. By Theorem 4.4, R :K J ⊂ R. Let a ∈ x :R J .
Now, aJ ⊂ (x) implies that a
x
J ⊂ R and hence by assumption, a
x
∈ R. Hence, by Lemma 2.1,
we have a
x
C ⊂ R which implies statement (b).
Next assume (b) holds. By Lemma 2.4, we get C ⊂ AnnR
( ω
Jω
)
. Hence, Cω ⊂ Jω
implying statement (c).
Next let statement (c) hold. Then we have ω :K Jω ⊂ ω :K Cω and this implies (ω :K
ω) :K J ⊂ (ω :K ω) :K C by properties of colons. Since, R = ω :K ω as submodules of K, we
have R :K J ⊂ R :K C. This implies statement (a) by Theorem 4.4 and Lemma 2.1. This
finishes the proof.

Note that if R is a complete curve, then R is a DV R with same fraction field and we can
apply Theorem 4.4, Theorem 4.8 along with Remark 4.2.
Corollary 4.9. Let R be a complete curve. Let J be an ideal that realizes ΩR/k. Then the
following hold:
(a) C ⊂ x :R (x :R J) for some x ∈ J ;
(b) Cω ⊂ Jω.
Proof. The proof follows immediately from Theorem 4.8 and Remark 4.2.

Corollary 4.10. Let R be a complete curve. Assume further that R is Gorenstein. For any
ideal J that realizes ΩR/k, we get C ⊂ J .
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Proof. Since ω can be identified with R, the proof follows from Corollary 4.9.

5. Relationship With The Trace Ideal
Note that if J realizes ΩR/k, we can discuss a relationship of J to the trace ideal of ΩR/k.
We recall the definition of trace ideal.
Definition 5.1. The trace ideal of an R-module M , denoted trR(M), is the ideal
∑
α(M)
as α ranges over M∗ := HomR(M,R).
Notice that J is the image of one such map which justifies thinking of it as a partial trace
ideal of M .
Remark 5.2. The trace map is the following:
TrM : M ⊗R M
∗ → R
TrM(m⊗ α) = α(m)
Note that the image of the trace map is trR(M). This can be seen as follows:
Im(TrM) =
{∑
i
αimi
∣∣∣ αi ∈M∗, mi ∈M}
=
∑
α∈M∗
α(M)
= trR(M)
An ideal I is called a trace ideal if I = trR(M) for some R-module M . For a summary of
some of the standard properties of trace ideals, the reader can refer to [Lin17, Proposition
2.8] and [KT19, Proposition 2.4].
Remark 5.3. One can calculate the trace ideal of a module from its presentation matrix
as follows. Suppose Φ is a presentation matrix for a module M and Ψ is a matrix whose
columns generate the kernel of Φt. Then there is an equality:
trR(M) = I1(Ψ)
where I1(Ψ) is the ideal generated by the entries of Ψ; see, [Vas91, Remark 3.3], and [HHS19,
Proposition 3.1].
Example 5.4. Let R = k[x, y, z]. Let I = (xz, yz). The resolution of I looks like
R

−z
x


−−−−→ R2
[
xy yz
]
−−−−−−→ R→ 0
Following notation of Remark 5.3, Φt = [−z x]; so Ψ = [x z]t. Hence, trR(I) = (x, z). In
fact, this is an example where I 6= trR(I) and hence is not a trace ideal [Lin17, Proposition
2.8]; however, I ∼= trR(I).
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Proposition 5.5. Let R,M be as in Definition 3.1. Then h(M) > λ
(
R
trR(M)
)
. In partic-
ular, whenever, R is a complete curve, h(ΩR/k) > λ
(
R
trR
(
ΩR/k
)
)
.
Proof. Choose an ideal J which realizesM . Let fJ :M → J be the corresponding surjection.
By Remark 5.2, J = Im(fJ) ⊂ trR(M). This finishes the proof.

Proposition 5.6. Let R,M be as in Definition 3.1 and assume that M has rank one. Then
for any ideal J such that M surjects onto J , we have
trR(J) = trR(M).
In particular, if R is a complete curve and an ideal J realizes ΩR/k, we have trR(J) =
trR(ΩR/k).
Proof. For any ideal J such that M surjects onto J , we have the following exact sequence:
(5.1) 0→ τ(M)→M
fJ
−→ J → 0
where τ(M) is the torsion submodule of M . This is because J is torsion free and rank(J) =
1 = rank(M). Applying HomR( , R) to (5.1), we have the isomorphism f
∗
J : J
∗ → M∗. By
the proof of Proposition 5.5, we have trR(J) ⊂ trR(M). For the other containment, observe
that
trR(M) =
∑
α∈M∗
α(M)
=
∑
g∈J∗
α=f∗
J
(g)
f ∗J (g)(M)
=
∑
g∈J∗
α=f∗
J
(g)
g(fJ(M))
=
∑
g∈J∗
α=f∗
J
(g)
g(J)
⊂ trR(J).
The last statement now follows by Remark 1.7.

Remark 5.7. Let R be a complete curve. If R is non-regular and quasi homogenous, then
trR(ΩR/k) = m.
Proof. Since R is not regular, m = trR(m). Since R is quasi homogeneous, we are done by
Proposition 5.6.

Example 5.8. Let R = k[[t6, t7, t8, t9, t10]]. Then one can compute trR(ΩR/k) using Re-
mark 5.3. However, since R is non-regular and quasi homogeneous, we can directly apply
Remark 5.7 to conclude that trR(ΩR/k) = m.
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Corollary 5.9. Let R be as in Theorem 4.4. Then for all R modules M we have,
h(M) > h(trR(M)).
Proof. Let M be an R-module and choose an ideal J that realizes M . As in the proof of
Proposition 5.5, we have J ⊂ trR(M). The proof is now complete by Corollary 4.7.

Remark 5.10. Let R be a complete curve. Then h(ΩR/k) > h(trR(ΩR/k)).
Proof. This is just a restatement of Proposition 5.5 using Corollary 5.9 with M = ΩR/k.

6. Some Upper Bounds on h(ΩR/k)
We already found some lower bounds on h(ΩR/k) in Section 5. Proposition 5.5 gives us a
lower bound on h(ΩR/k). Proposition 5.6 gives complete information about the trace of any
ideal J which realizes ΩR/k and hence the lower bound can be computed using Remark 5.3.
We now direct our attention at trying to obtain some upper bounds on h(ΩR/k). We have
already brought the conductor ideal into the picture. We state some of the consequences.
Corollary 6.1. Let R be a complete curve. Identifying ω with some ideal of R, we have
h(ΩR/k) 6 h(C) + λ
(
C
Cω
)
.
.
Proof. Let J realize ΩR/k. We get
h(ΩR/k) = λ (R/J)
= λ (R/Jω)− λ (J/Jω)
= λ (R/Cω)− λ (Jω/Cω)− λ (J/Jω) (by Corollary 4.9)
= λ (R/C) + λ (C/Cω)− (λ (Jω/Cω) + λ (J/Jω))
= λ (R/C) + λ (C/Cω)− λ (J/Cω)
= h (C) + λ (C/Cω)− λ (J/Cω) (by Corollary 4.6)
This finishes the proof.

Corollary 6.2. Let R be a complete curve. Assume further that R is Gorenstein. Then
h(ΩR/k) 6 h(C).
Proof. The proof follows immediately from Corollary 6.2 with the identification ω = R.

Corollary 6.3. Let R be a complete curve. Identifying ω with some ideal of R, we have
h(ΩR/k) 6 h(ω) + λ
(
R
R
)
.
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Proof. Let J realize ΩR/k. We have
h(ΩR/k) = λ (R/J)
= λ (R/Jω)− λ (J/Jω)
= λ (R/Cω)− λ (Jω/Cω)− λ (J/Jω) (by Corollary 4.9)
= λ (R/ω) + λ(ω/Cω)− (λ(Jω/Cω) + λ(J/Jω))
= λ (R/ω) + λ
(
R/R
)
− λ (J/Cω) (by Lemma 2.2)
The proof is complete by Definition 3.1 since we have identified ω with an ideal of R.

We point out that h(ω) is an invariant of the ring and by itself can be an interest for
further inquiry.
Corollary 6.4. Suppose R is a Gorenstein complete curve and also assume that I ⊂ ns+1
for s > 1. If
h(C) = λ
(
R
C
)
6
(
n + s− 1
s− 1
)
s2 + s(n− 1)− 1
s(s+ 1)
+ 1,
then τ 6= 0.
Proof. Follows immediately from Corollary 6.2 and Remark 3.7.

Remark 6.5. In general, however the conductor colength may not be so small. In fact,
most of the examples we have tried have conductor colength not small enough.
Conclusion
We conclude with the following observations and questions.
1) We should mention here that the proofs above clearly show that Corollary 4.9, Corol-
lary 4.10, Corollary 6.1, Corollary 6.2 and Corollary 6.3 are all valid for any module
M over a ring R that satisfies the hypotheses of Theorem 4.4. So h(−) provides a
tool to study modules over such rings.
2) The natural question is whether we can get an efficient algorithm to compute h(ΩR/k).
We know ΩR/k surjects onto D where D = (x
′
1(t), ..., x
′
n(t)) is the ideal of derivatives
of the maximal ideal m = (x1(t), x2(t), .., xn(t)) of R when identified inside R = k[t].
This follows from chain rule of derivatives (see, for example, the discussion at the
beginning of [Ulr81, Section 3]). Multiplying by a high enough power of t, we can
make D an ideal of R and hence we have constructed an ideal of R onto which ΩR/k
surjects. This provides a basis of computing examples to get an upper estimate of
h(ΩR/k).
3) Since, we know Berger’s Conjecture to be true in the case when R is a complete
intersection or is in the linkage class of a complete intersection, it would be interesting
to find estimates of h(ΩR/k) on these classes.
4) Remark 5.7 gives a necessary condition for a complete curve R to be quasi homoge-
neous. It is natural to ask if this condition is also sufficient.
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5) As we had already pointed out after Corollary 6.3, h(ω) itself can be an interesting
object of study. Since, it is an invariant of the ring, a further study of h(ω) may help
in classification problems.
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