Abstract: Electroencephalogram (EEG) signals represent the neuronal activity of brain. These signals are recorded by placement of multiple electrodes over the scalp or from cortex of the brain under the skull. These signals have important applications in biomedical and clinical field but most applications fail to take benefit of all the data's available from the information, particularly about the location of dynamic sources in the brain. Localisation of sources of brain signal is important for the study of brain physiological, mental, pathological, and functional abnormalities, and problems related to various body disabilities. Their ultimate aim is to specify the sources of abnormalities such as tumours and epilepsy. This paper provides comprehensive overview of the different traditional and latest methods used for the EEG source localisation.
Introduction
Brain is divided into a large number of regions. Of all these regions, an active region generates a local magnetic field or synaptic electric current. The brain activities constitute spontaneous signal sources that correspond to the normal rhythms of the brain (Vidal, 1977) . Electroencephalogram (EEG) represents these extracranial and intracranial recordings that measures difference in electric potential generated by the electrical activity of neural cells called neurons. These recordings offer direct, real-time, monitoring of spontaneous and evoked brain activity and allow for spatiotemporal localisation of underlying neuronal generators (Speckmann and Elger, 1999) .
Understanding of the EEG source localisation is important for clinician and researchers for detection, diagnosis, and treatment of brain disorders. It found important applications in cognitive neuroscience research, clinical neuroscience such as neurology, psychiatry and psychopharmacology, etc. (Sanei and Chambers, 2007) . But EEG signals measured from the scalp surface unfortunately do not directly indicate the location of the active neurons in the brain because of the uncertainty of the underlying static electromagnetic inverse problem (Pascual-Marqui, 1999) . Prior knowledge and assumptions of overall physiology of the brain and the status of the subject is a major requirement for the selection of a particular solution to this inverse problem. More appropriate these assumptions are, more trustable is the source estimation. These assumptions particularly range from single equivalent current dipole estimations to the calculation of three-dimensional (3D) current density distributions (Miltner et al., 1994) . This paper reviews the advancements in these source localisation techniques over the years. For all the different EEG applications, the issue of source localisation is somewhat same but pre-processing of EEG data is different. The paper describes and discusses each of this technique that uses different mathematical, biophysical, statistical, anatomical or functional constraints (Scherg et al., 1999) .
EEG source localisation
Localisation of source EEG signals sources have been an active area of research. Figure 1 illustrates the necessary steps that are performed in the EEG source localisation procedure.
Over the years, different source localisation methods have been developed to directly link the scalp potentials with the brain activities. In the field of clinical diagnosis, it is becoming an important and required tool for healthcare providers to localise the EEG signal source with powerful and advanced methodologies. Two general approaches that have been proposed by researchers in order to localise multiple sources within the brain are as follows:
a over-determined model b underdetermined model.
The over-determined model is also known as current dipole model in which the signals are assumed to be generated by a relatively small number of focal sources (Phillips et al., 2002b) . Sources are considered as a number of discrete magnetic dipoles that have fixed orientations and variable amplitudes and are located in certain places in a 3D space within the brain (Michel et al., 2004b) . On the other hand, the under determined model is also known as linear distributed model in which all possible source locations are considered simultaneously (Wendel et al., 2009) . In this approach, there is no need for any knowledge about the number of sources (Phillips et al., 2002a) . 
Non-parametric/underdetermined method

Minimum norm
Minimum norm (MN) solution was discovered by Hamalainen in 1984. It is a method to estimate the 3D brain source distribution in the absence of any a priori information Ilmoniemi, 1984, 1994) . This method works on the assumption that the overall intensity of 3D current distribution should be minimum. It provides a unique solution in such a way that only one combination of intracranial sources can have both the lowest overall intensity and at the same time exactly fit the data (Hamalainen and Ilmoniemi, 1984) . However, the overall intensity should be as low as possible that might not necessarily physiologically valid Hamalainen and Ilmoniemi, 1994 . This method provides good initial results in terms of resolution and current estimation but it fails to address the issue of deep source localisation. This method has more localisation error as compared to LORETA, WMN, etc. and incapability of localising non-boundary Sources. Source: Menendez and Gonzalez Andino (2002) 
Weighted mean norm solution
MN solution has a tendency to favour superficial sources which can be compensated by different weighting strategies. In 1974, Lawson and Hanson proposed the simplest possible weighting strategy which is based on the norm of the columns of the lead field matrix. Figure 3 shows an example of source localisation with WMN of the temporal lobe of the patient with temporary epilepsy (Menendez and Gonzalez Andino, 2002) . In 1993, Greenblatt proposed the PROMS solution in which the covariance data matrix is used to construct a weighting function within the source space. In 1994, Fuchs et al. proposed the regularised location-wise normalisation called the focal underdetermined system solution (FOCUSS) algorithm. Gorodnitsky et al. in 1995 proposed to iteratively change the weight according to the solutions estimated in previous step, leading to a nonlinear solution. In 1998, de Peralta et al. developed radially weighted minimum norm (WMN) solution also known as RWMN. WMN method provides better estimation and less erroneous but it has large computations and repeated iterations due to which computational time is high. It is more sensitive to noise.
FOCUSS algorithm
FOCUSS is a focal undetermined system algorithm developed by in 1994 by Fuchs et al. It is recursive in nature such that the weights are iterated at each step from the solution of previous step. The mathematical calculations for the recursive steps in FOCUSS are done with the help of WMN method. This means it is a high resolution iterative WMN method that uses the information from the previous iterations as shown in equation (1): 2 2 Min || AS || subject to X LS =
where A= (Q -1 ) T Q -1 . The iterations will stop when there is no significant change in the estimation. The result of FOCUSS is highly dependent on the initialisation of the algorithm (Gorodnitsky et al., 1995) . It has better localisation with capability to handle non-uniquely defined localised energy sources.
This method provides stable outputs but involves large mathematical calculations due to continuous iteration of weight matrix that results in large computational time.
LORETA
LORETA is the acronym given for low-resolution electromagnetic tomography algorithm. It is widely used for localisation of brain sources. This algorithm was designed by Pascual et al. in 1994 at The KEY Institute for Brain-Mind Research and has been distributed as open source. In this method, the electrode potentials and matrix X are considered to be related as shown in equation (2):
where S represents the current source amplitudes and L represents the system response kernel or the lead field matrix (LFM) represented by me × 3n matrix that corresponds to the forward transmission coefficients from each source to array of sensors (Pasqual-Marqui et al., 1994) . Each column of L contains the potentials observed at the electrodes when the source vector has unit amplitude at one location and orientation and is zero at all others (Buchner et al., 1997; Pasqual-Marqui et al., 1994) . It has fairly good accuracy in localising test sources even when they are deep. The particular constraint is that this method selects the solution with a smooth spatial distribution by minimising the Laplacian of the weighted sources, a measure of spatial roughness (Pasqual-Marqui et al., 1994) . This software is also used to calculate microstates from the EEG signals and resting state microstate networks (RMN). This method has high localisation capability for localising of boundary sources and deep sources. The main disadvantage is that it has got low spatial resolution with blurred images which are undesirable in feature extraction of spatio-temporal pattern recognition.
Bayesian approach
Bayesian approach is a statistical method to incorporate convert provided/priori information into the estimation of the sources (Schmidt et al., 1999) . The output estimator can be linear or nonlinear. This technique consists in finding an estimator z′ of z that maximises the posterior distribution of a given the measurements Z as represented by equation (3):
where p (z | Z) denotes the conditional probability density of z given the measurements Z. The conditional probability is given by Bayes theorem as shown in equation 4:
It includes different types of a priori information such as information on the neural current (Phillips et al., 1997) and the sparse focal nature of the sources (Baillet and Garnero, 1997) . This method allows for a more detailed description of the functional a priori information. The main disadvantage is that it does not necessarily converge to a set of dipoles if the simulated sources are distributed.
Standardised LORETA
Despite all previous efforts, linear solutions at best produced images with systematic non-zero localisation errors. In 2002, Pascual-Marqui proposed standardised low resolution brain electromagnetic tomography (sLORETA) which has the ability to produce images of standardised current density with zero localisation error. It uses a zero order Tikhonov-Phillips regularisation (Tikhonov and Arsenin, 1997) , which provides a possible solution to the ill-posed inverse problems. The reconstruction of multiple sources performed by the final iteration of sLORETA is used as an initialisation for the WMN such as FOCUSS algorithms. Liu et al. (2004) applied an approach called shrinking standard LORETA-FOCUSS (SSLOFO) in which sLORETA is used for initialisation. This method then uses the re-WMN of FOCUSS to further improve localisation results (Liu et al., 2004) . This method has exact zero error localisation as compared with MN and Dale method. The problem with this method is that it exhibits the poor performance in recovering multiple sources when the point-spread functions of sources overlap. Also, due to instability of EEG inverse problem, there is increase in the spatial blurring of sLORETA solutions.
EPIFOCUS
In 2002, Grave de Peralta proposed linear inverse method EPIFOCUS for the analysis of focal epileptic activity where a single source with a certain spatial extent can be assumed (Grave de Peralta et al., 2001) . It scans the solution space (the total number of solution points) and then calculates the current density vector by projecting the scalp potential data on each solution point. This technique is particularly well suited for realistic MRI-based head models (Grave de Peralta and Gonzalez Andino, 2002) . EPIFOCUS makes it possible to visualise an activity with a certain spatial distribution and still retrieve the maximum within this distributed activity. Figure 4 shows an example of source localisation with EPIFOCUS of the temporal lobe of the patient with temporary epilepsy.
Figure 4 Source localisation with EPIFOCUS technique (see online version for colours)
Source: Menendez and Gonzalez Andino (2002) This method is simple and useful for finding the probability of a single source at each specific point but it fails when several sources at different places are simultaneously active which the disadvantage of this method is.
LAURA
LAURA stands for local auto regressive average used for modelling of the unknown current density in the brain. It belongs to the class of distributed inverse solutions which are capable of dealing with multiple simultaneously active sources. This method was developed by Menendez et al. in 2004 . It attempts to incorporate biophysical laws into the MN solution (Menendez et al., 2004) . According to Maxwell's laws of electromagnetic field, the strength of each source falls off with the reciprocal of the cubic distance for vector fields and with the reciprocal of the squared distance for potential fields. LAURA method assumes that the electromagnetic activity will occur according to these two laws. Consequently, the activity at one point depends upon two contributions-one fixed by the biophysical laws and another free to be determined from the data.
In this method, there is no assumption made about the number of activated sources but this method reported to yield blurred results (Xu et al., 2007) .
eLORETA
This method was developed and recorded as working project in the University of Zurich in March 2005 (Pascual-Marqui, 2007 . This method gives more importance to the deeper sources with reduced localisation error. It is a genuine inverse solution which provides exact localisation with zero error in the presence of measurement and structured biological noise. Figure 5 shows results of source localisation N1 with eLORETA technique that depicted three-dimensionally localisation of the cortical regions that were responsible for the differences observed in the anterior portion of brain by influence of positive distracter words (Hinojosa et al., 20015) . eLORETA is standardised method with theoretical expected variance as unity. It has authentic localisation technique with zero localisation error. The low resolution feature of eLORETA cause blurring in the images when the space is subjected to regularisations. Source: Hinojosa et al. (2015) 2.2 Parametric/over determined method Figure 6 provides an overview of important techniques used for EEG source localisation based on the over determined model.
MUSIC algorithm
MUSIC is multiple signal classification used for localisation of the magnetic dipoles within the brain by employing EEG signals (Mosher and Leahy, 1998) . This method was developed by Mosher and Leahy in 1998 . In this algorithm, a signal subspace is first estimated from the data and the algorithm then scans a single dipole model through the 3D head volume and computes projections onto this subspace. User must search the head volume for local peaks in the projection metric to locate the source. RAP-MUSIC is the extension of this algorithm that automates this search, extracting the location of the sources through a recursive use of subspace projection (Mosher and Leahy, 1999) .
Initially, this method was applied only for the localisation of the magnetoencephalogram (MEG). In a recent study, Xu et al. (2004) proposed EEG 3D dipole source localisation using a non-recursive subspace algorithm called FINES. Instead of employing the entire estimated noise-only subspace as in the case of classic MUSIC, this approach employs projections on to a subspace which is spanned by a small set of particular vectors in the estimated noise-only subspace (Xu et al., 2004) . This method provides better estimation with low localisation error but model estimation includes random error and noise which causes difficulties for true signal estimation.
Beamformer
In recent years, new method for EEG source localisation has been introduced which is beamformer. This method provide a form of spatial filtering suitable for processing data from an array of sensors and are applied to any location in brain (Gross et al., 2001 ). It particularly works by attenuating the effects from all other locations and concentrating on a particular location to estimate the source at that location from a segment of EEG. These were originally applied in array signal processing which includes sonar, radar and seismic exploration (Sekihara et al., 2001) . It is basically of two types: a scalar beamformer b vector beamformer.
In scalar beamformer, the orientation of dipole is assumed while in vector beamformer the dipole time course is reconstructed in three orthogonal directions and assumption of dipole orientation is not required. Minimum variance, Borgiotti-Kaplan, standardised minimum variance, etc. are some general scalar beamformer used for source localisation (Mohamadi and Poudel 2012) . A recent work done in this regard is in 2014 by Ravan et al. (2014) by developing fast fully adaptive (FFA) approach for source localisation. Its inspiration is butterfly structure of the fast Fourier transform (FFT) and can be represented as shown in Figure 7 .
This approach works by dividing the N channels that are basically sensors into groups of several channels of smaller dimension and then by using the fully adaptive approach within each group computes an intermediate statistic. The idea behind this is that the outputs from each stage form the input data matrix of the subsequent stage. The advantage of the FFA over traditional low-complexity beam-forming methods is that all the adaptive degree of freedoms is used at every stage. Ravan et al. (2014) This method provides versatile form of spatial filtering. Resolution kernel is associated to the estimation in the target point. This resolution kernel predicts the influence of the other simultaneously active sources on the target point.
BESA
BESA stands for brain electric source analysis. In this method, a set of consecutive time points is considered in which dipoles are assumed to have fixed position and fixed or varying orientation (Baillet, 1998) . It involves the minimisation of a cost function that is a weighted combination of four criteria described as follows: This method is operator dependent, i.e., the user has control over the results. The disadvantage in this technique is that there is no mathematically principled means of quantifying the accuracy of a solution. Crucial issue in this spatiotemporal model is to assume the correct number of dipoles. Figure 8 shows discrete multiple source analysis and individual MN image with help of BESA technique (BESA, http://www.besa.de/products/besaresearch/features/sourceanalysis-and-imaging/).
Blind source separation technique
Recently, blind source separation (BSS) technique is introduced for source localisation of EEG signals. In this technique, the locations of the known sources, such as some normal brain rhythms, have been used as information in order to find the location of the abnormal or the other brain source signals using constrained BSS (Latif et al., 2006) . Through this information, cost function of the BSS algorithm is constrained and known sources are iteratively calculated.
A generalised block diagram of BSS techniques is shown in Figure 9 . In this figure, S(t) are the sources, X(t) are the recordings Ŝ (t) are the estimated sources, A is the mixing matrix, and W is the un-mixing matrix. It can be represented by equation (5): x As =
where A is mixing matrix, s is source vector and x is mixtures. Spyrou et al. (2007) used a simple approach in which independent component analysis (ICA) is used to separate the EEG sources. The correlation values calculated from estimated sources and mixtures are then used to build up the model of the mixing medium. This method has been applied to separate and localise the sources of P3a and P3b subcomponents for five healthy subjects and five patients. Source location, amplitude, and latency of these components have to be quantified and used in the classification process. Zhukov et al. (1999) suggested a spatio-temporal method for sources localisation, taking advantage of the entire EEG time series to reduce the configuration space we must evaluate. In this method, EEG data is first decomposed into signal and noise subspaces using principal component analysis (PCA) decomposition. This partitioning discards the noise subspace. After PCA, ICA is applied on the signal subspace. The ICA algorithm separates multichannel data into activation maps due to temporally independent stationary sources. For each activation map, an EEG source localisation procedure is applied that looks for a single dipole per map. By localising multiple dipoles independently, search complexity is reduced and the likelihood of efficiently converging on the correct solution is increased (Zhukov et al., 1999) .
Independent component analysis
This method allows weak sources to be identified and reconstructed in the presence of stronger sources but the computation is complex.
Computational Intelligence techniques
Artificial neural network (ANN) and genetic algorithms are the computational intelligence techniques that may also be employed to solve the inverse problem associated with the source localisation of EEG.
Artificial neural network
The optimisation for source localisation in EEG can be performed with an ANN-based system. The main advantage of neural network approaches (Robert et al., 2002) is that once trained, no further iterative process is required. It also performs best in noise free environments and low signal to noise ratio environments. 
Genetic algorithms
The best alternative way to solve the inverse source localisation problem as a minimisation problem is to use genetic algorithms. In this method, case dipoles are modelled as a set of parameters that determine the orientation and the location of the dipole and the error between the projected potential and the measured potentials is minimised by genetic algorithm evolutionary techniques. The minimisation operation can be performed in order to localise multiple sources either in the brain or in independent component back projections (McNay et al., 1996) . For this, an initial population is created, this being a set of potential solutions. Every solution of the set is encoded with binary code and then a new population is created with the application of three operators: selection, crossover and mutation. The procedure is repeated until convergence is reached. The same is explained through Figure 10 .
Recent developments
Some of the recent developments in EEG source localisation methods that are under consideration of researchers are discussed as follows.
Reduced conductivity dependence method
In 2011, Yitembe et al. introduced reduced conductivity dependence (RCD) method. In this method, the localisation error in EEG source analysis is decreased by limiting the propagation of the uncertain conductivity values to the solutions of the inverse problem (Yitembe et al., 2011) . The main idea behind this method lies in selecting the set of electrodes that are minimally affected by the unknown conductivity in the forward model evaluation. The main advantage of this method is that it enhances the source localisation accuracy ranging 2-4 but for implementing it global minimisation techniques are needed that becomes major disadvantage.
Wavelet based method
Zerouali et al. in 2013 proposed a novel algorithm based on localisation of synchronous cortical neural sources. It specifically aims at localising synchronous brain regions and reconstructing the time course of their activity. In this method, signals capturing the synchronous events buried in the EEG are extracted using multivariate wavelet ridge analysis, and then the inverse problem on these signals is solved. Another method of EEG source localisation based on wavelet was introduced by Lina et al. in 2014. This method is based on maximum entropy on the mean (MEM) principle that combines time-frequency representation and an entropic regularisation technique by assuming that brain activity is sparse in time and space.
Modified particle swarm optimisation (MPSO)
This method was introduced by Shirvany et al. in 2014 which was a modified version of particle swarm optimisation method. In this approach, optimisation of positions and orientations of dipoles is done to obtain the best least squares that fit between the measured EEG signals and simulations. However, the segmentation process in this method is laborious, time-consuming, and subjective.
Transfer-function-based calibration of sparse EEG systems for brain source localisation
In 2015, Zarghami et al. proposed transfer function based calibration technique for sparse EEG source localisation system. This approach minimises the difference between the modelled and measured steering vectors using the least squares criterion (Zarghami et al., 2015) . It offers improvement in the localisation of active sources in interested region when a calibration error exists. The main limitation to implement this method is that it requires approximate knowledge of the guide source locations.
Summary/discussion
This study described the various methods for EEG source localisation starting from traditional MUSIC algorithm to recent developments. EEG source localisation is important in many applications like study of brain function abnormalities, pathology and so on. reliability and robustness are two important features of these methods that able them for localisation of EEG. The main findings of this study are that the dipole source methods are used in various studies but are suitable only when single source is there. In order to model multiple sources, multiple dipole methods were developed but the disadvantage is that these methods cannot determine the accurate location of all the sources (Phillips et al., 2002b) . Distributed source models have the ability to determine current distribution of brain activity (Wendel et al., 2009 ). The problem with the evaluation of inverse solutions either for dipole models or for distributed source models is the difficulty of obtaining evidence about the true location of the sources. The dipole localisation error in simulated data is most commonly used feature to evaluate the accuracy of distributed inverse solutions and for the comparison of newly proposed methods with the already available traditional methods. In 1999, Pascual-Marqui compared some general classes of inverse solutions such as MN, column weighted MN and LORETA by using the dipole localisation error in which the smallest localisation errors were obtained for LORETA (Pascual-Marqui, 1999 They showed a strong noise-dependency of the LORETA algorithm. The conclusion from these simulation studies on distributed inverse solutions is that their basic limitation is the incorrect estimation of the source strength. Grave de Peralta et al. in 2004 suggested that this limitation might be alleviated by introducing posterior analysis of the reconstruction in the temporal domain invariant to factor scales (Michel et al., 2004a) . Another appropriate way to evaluate and compare linear distributed inverse solutions suggested by Backus and Gilbert in 1970 and de Peralta et al. in 1999 is the resolution matrix. The rows of the resolution matrix also called as resolution kernels give direct information about how all other active sources influence the reconstruction of a source at a given point (de Peralta et al., 1999) . In 1998, de Peralta et al. used this framework to evaluate different inverse solutions such as MN, LORETA and an averaged solution and revealed that LORETA along with the average solution were better than the MN because of their ability to localise the position of a single source (Lina et al., 2014) . The recent techniques developed for EEG source localisation that are also discussed in this paper ranging from RCD to transfer function based calibration are not much popular and are not used as extensively by researchers as the traditional methods.
From above discussion, it can be concluded that there is no established gold standard that would allow judging the goodness of the result of the different inverse solutions. Before implementing any of the method discussed in the paper, care must be taken of their advantages and disadvantages. Fusion of the different methodologies can also be helpful and will be able to develop a hybrid system that seems to give better results.
Conclusions
Source localisation of EEG signals is an optimisation problem that is to be overcome with the help of powerful and advanced methodologies. This is emerging as the most important requirement for healthcare providers in the field of clinical diagnosis and medical research of neurological and neurocognitive research. The main aim of this paper is to provide researchers with detailed information about the various methodologies for localisation of EEG signals so that they can analyse the different methods critically and use any of them to extract out the relevant information. This review emphasises the advancements in these methodologies having potential applications in the area of brain source localisation including ERP localisation, brain-computer interfacing, and seizure source localisation. It will help the researchers to determine the perfect method for source localisation in wide range of medical end-user applications.
