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This thesis summarizes the works related to 
three different aspects of resource 
allocation at the radio access nework, which 
are useful in the design of ﬁfth generation 
(5G) wireless networks. 
  
First, the random access procedure of LTE is 
analyzed when massive number of machine-
to-machine (M2M) users are present. The 
causes of congestion are investigated and 
possible remedies using heterogeneous 
networks (HetNets) is suggested. 
  
The problem of intercell coordination 
between interfering base stations is then 
considered. In different problem settings, 
various policies to mitigate to this 
interference that aid in minimizing delays of 
the users are studied. 
  
Finally, the problem of scheduling downlink 
users in a cell is analyzed when the station is 
fully aware of the channel conditions of the 
users and the size of their jobs. The 
aim again is to minimize the delay. 
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queueing theory and stochastic control. Also, simulations are extensively used to gain further 
insights. 
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a time-slotted system. 
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Therefore, we utilize the framework of the restless-multi-armed-bandit (RMAB) problems 
employing the so-called Whittle index approach. The Whittle index approach, by relaxing the 
scheduling constraints, makes the problem separable, and thereby provides an exact solution 
to the modiﬁed problem. Our simulations suggest that when this solution is applied as a 
heuristic to the original problem, it gives good performance, even with dynamic job arrivals. 
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1. Introduction
Increasing the data rate has been the primary focus in the development
of each new generation of cellular wireless networks. As high-speed wire-
less Internet has become more ubiquitous with the deployment of the
Long Term Evolution (LTE), the fourth generation (4G) wireless network,
new communication applications like the Internet of Things (IoT) and
Machine-to-machine (M2M) communications are emerging. To support
these new services, the network needs to be scalable and should ensure
features such as low latency, the ability to support a massive number of
connected users, low power consumption, overall energy efﬁciency, ultra
reliability, seamless mobility, etc. These features should be supported in
addition to the capability for high data rates, whose demand is predicted
to grow exponentially in the foreseeable future [2, 39].
To cope with the new service needs, advanced features are being incorpo-
rated into the standards with each new release of LTE. However, support-
ing all the services predicted to exist may not be possible just by adding
a few enhancements to the existing technology. Therefore, a newer 5th
generation wireless network (5G) is envisioned to be standardized by the
year 2020 that is able to provide these services [46, 62]. This upgrade of
technology is primarily aimed at the Radio Access Network (RAN), which
is directly connected to the user equipments (UEs) [66]. As the Core Net-
work (CN) is already packet switched and uses the Internet Protocol (IP)
in most of the cases, moderate changes may be sufﬁcient there to cope
with the additional demand.
Methods such as extending wireless communication to the currently
unused frequencies [71] and using cooperative communication [96] tech-
niques in the unlicensed frequency bands are being proposed for 5G radio
access. The proposed newer frequencies are higher than the ones cur-
rently in use (can extend up to several tens of Gigahertz), have wider
21
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bandwidth, and, together with the existing frequencies, support higher
data rates. Additionally, developments in cognitive radio also allow spec-
trum sensing in the unlicensed bands. This helps to efﬁciently utilize
these bands for providing additional data capacity, while the signaling is
carried out in the licensed band [39].
Moreover, the use of lean design and zero overhead communications [39]
to exchange M2M messages, which are typically very small, are also be-
ing considered to be incorporated in 5G. This can help to achieve the low-
latency requirements also necessary for certain applications like emer-
gency services. Short range Device-to-device (D2D) [84] communications
also aids in achieving the low latency target. In D2D, the network may
assist the devices to establish a link using which they can communicate
with each other directly without using the network resources.
One of the most promising techniques to address the increased need of
data capacity is the deployment of Heterogeneous networks (HetNet) [41],
in which there are multiple low-power small cells (also called microcells,
picocells, femtocells or phantom cells in different contexts [42, 64]), inside
the coverage areas of high-power macrocells. Consequently, the small cells
are able to serve only the local trafﬁc hotspots, while the macro serves the
whole area. Furthermore, these smaller cells may or may not be based on
the same technology as the larger cell. Therefore, seamless integration of
these two is one of the main challenges in future network design.
Similarly, ﬂexible duplex transmission methods such as dynamic time
division duplexing (TDD) can also be used to meet service demands [64].
In dynamic TDD, the number of uplink and downlink timeslots can be
dynamically changed depending on uplink and downlink trafﬁc conditions
[85]. Consequently, the transmission powers of the stations and the UEs
should be tightly controlled, especially in small cells, where the terminals
and the base stations are transmitting at almost the same power levels.
Technologies such as Cloud-RAN [32] or Centralized-RAN (CRAN) [78]
have been proposed as a way of operating these 5G base stations. They
help in mitigating possible interference, where a CRAN controls many Ra-
dio Access Points (RAPs). With the development of Network Service Vir-
tualization and Software Deﬁned Network technologies, the CRANs can
be constructed from non-specialized commodity hardware [91]. Moreover,
these technologies also aid the development of RAN as a service (RANaaS)
[78] concept, whereby the network functions implemented in CRAN and
the RAPs may be easily transferred to one another depending on deploy-
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ment scenario.
Such enhancements help to meet some of the challenges posed in the vi-
sions of 5G. On the other hand, when massive number of machines try to
communicate, the current random access technique quickly leads to con-
gestion, partly due to passing many messages prior to sending the actual
data [3, 54]. The actual messages they send may even be smaller than
these overhead messages, and zero overhead communication certainly
helps. With the use of CRAN, a central control over the whole network
can be maintained and users can be instructed to join the appropriate cell
in HetNet depending on the congestion conditions thereby reducing the
access delay. Moreover, CRAN also allows for proper intercell coordina-
tion, where the transmission powers of the base stations are strategically
controlled. This aids in mitigating the intercell interference and thereby
enhances the data rate. In addition, using good scheduling policies even
in a single cell environment can increase the data rate for the users [61].
If the scheduling policies can exploit more information such as the chan-
nel condition, the size of data, the type of data, etc., to select the user that
can be best served then it is obvious they may provide better performance.
At the same time maintaining fairness, i.e., not completely ignoring the
users with unfavorable scheduling conditions, like those at the cell-edge,
is also an important issue.
In this thesis, we focus on the features that are potentially available in
the next generation network to optimize the trafﬁc performance at an ab-
stract level using various mathematical tools. The trafﬁc consists of users
that wish to utilize the access network’s resources to fulﬁll their service
demands. The service demand can be just the entry to the network, or
it may involve the transmission of some data in either uplink or down-
link directions. We use techniques from queueing theory and stochastic
control to construct mathematical models of different aspects of modern
wireless communications systems. These generic models are then applied
to either the standardized 4G or the future 5G networks, to learn about
some speciﬁc aspects of the network resource allocation. The models are
useful in analyzing the possible shortcomings of these allocations. More-
over, by using different optimization techniques on these models, we are
able to suggest potential improvements.
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1.1 Research problems
We mostly focus on the operation and optimization of the access network
in modern or possibly future wireless systems from the trafﬁc point of
view. More precisely, we delve into three trafﬁc-related aspects of the
operation of these networks.
Random access in LTE
First, we study the congestion problem at the LTE random access, which
is faced by all the users wishing to enter the LTE network. However, the
problem becomes more prominent only when a large number of machines
attempt to enter the network for M2M communications [54]. Tradition-
ally, research has mostly focused on increasing data rate, assuming that
there are enough signaling resources that make the data transfer possi-
ble.
In LTE, a number of messages are exchanged between the UEs and the
base station using the signaling channel, PDCCH, during the random ac-
cess stage [40]. The system may have enough capacity to handle the data
requests from these machines as they are very small and intermittent.
However, due to the limitations of PDCCH, there is not enough capacity
to allow all of them into the network, making any subsequent data trans-
fer impossible [3, 54]. In this thesis, we attempt to ﬁnd the limitations of
the random access process in LTE due to the limited capacity of the signal-
ing channel, taking into account the various messages that are exchanged
between the UE and the base station. We seek to ﬁnd the maximum rate
of the random access requests that can be sustained under the PDCCH
limitations. When the resource constraints make the random access re-
quests unsuccessful, we try to identify the exact causes of such failures
and calculate their respective probabilities as well. The ﬁndings can also
help us to dimension the network for the number of users that the system
can reliably sustain.
HetNets have been proposed to enhance the network capacity [41]. They
also aid in relieving the random access congestion. In HetNets, femtocells
serve the local trafﬁc hotspots and the rest of the users are served by the
macrocell alone. Since the macrocell behaves as a kind of overﬂow chan-
nel, which every user of the femtocells can also access, we attempt to ﬁnd
the best decision a user coming to the femtocell can make, i.e., should it
attach itself to the femto or the macro so that the access delay is mini-
mized? The answer depends on the amount of information we have. In
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general, better performing policies can be devised with more information.
Thus, we can construct various heuristic policies that appear intuitively
good and systematic policies suggested by the theory of Markov Decision
Processes (MDP). These policies need different amounts of information
about the network conditions. The information includes the arrival rates
of trafﬁc in different cells, the service rate of trafﬁc there, and even the
instantaneous congestion condition given by the number of users queued
to obtain service from the cells. Depending on the technologies used at
the macro and the femtos, we can experiment with various policies and
attempt to ﬁnd out which of them performs the best for minimizing the
access delay.
Intercell coordination
After studying the issues related with the access, we shift attention to
the data transfer stage. To study the transmission of elastic trafﬁc, such
as the downloads of ﬁles from servers, ﬂow-level models are used [21, 25,
28, 29, 43, 94]. Such models characterize the dynamic behavior of the
system at the time-scale of ﬂow arrivals and departures. In this case, the
processor-sharing (PS) queueing models provide a very useful abstraction
of the resource allocation among the ﬂows in a wireless systems.
These models are used to study the intercell coordination problem in a
multicell environment, i.e., how to gain from jointly controlling the activ-
ities of the base stations? We speciﬁcally consider two neighboring cells
that interfere with each other. This means that each cell operates at a
higher rate if the other is turned off. This situation with elastic trafﬁc is
analyzed using a set of interacting PS queues.
First we consider users distinguished by their location in the cell, i.e.,
there are near and far users, and the near ones are served at a rate higher
than the ones far-off. We seek to ﬁnd an optimal dynamic coordination
policy, which takes into account the location of users, to operate the cells
so that the average ﬂow-level delay is minimized. Such policies can be
determined using the MDP approach.
In addition, we consider two base stations using dynamic TDD, where
the users are differentiated by their service directions (uplink and down-
link) so that there are four different operating modes. We seek different
dynamic coordination strategies between the cells, so that the average
ﬂow-level delay is minimized, using MDP and other approaches.
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Opportunistic scheduling
Finally we consider the problem of combining channel and ﬂow-size infor-
mation for scheduling in a single cell. The system is again analyzed at
the ﬂow-level for elastic trafﬁc. When multiple ﬂows are present in a cell,
the base station’s resources can be scheduled by taking the stochastically
varying channel conditions of the ﬂows into account. Thus, when a large
number of users with randomly varying channels are present, it is very
likely that there is at least one user with good channel conditions, whose
ﬂow can then be opportunistically scheduled for service. Clearly, this kind
of multiuser diversity increases the throughput of the system and leads to
opportunistic scheduling gain. On the other hand, scheduling ﬂows based
on the information about their sizes is also useful in reducing the ﬂow-
level delay. Most notably, a classic result [80] from the queueing theory
suggests that, in a system with constant service rate, always serving the
ﬂow with the smallest remaining size is the optimal way to schedule.
Thus, we have a clear trade-off between size-based scheduling and op-
portunistic scheduling in a wireless system: Scheduling the ﬂow with the
smallest remaining size at all times deprives the system of the possible op-
portunistic gain because the smallest ﬂow may not always have the best
channel conditions. On the other hand, a purely opportunistic scheduler,
that takes into account the channel states of all the users and serves the
ﬂow with the best channel conditions, forfeits the possible gain that can
be extracted from the size information. Now, the research problem is to
ﬁnd the best possible ways to combine the two scheduling principles by
making the appropriate trade-offs.
A ﬂow-level description of the problem naturally leads to the answers
about optimal scheduling of the ﬂows at the time scale of the arrival and
the departure of the ﬂows. However, the systems actually work in a much
shorter time scale called timeslot. Thus, we also need to translate the op-
timal ﬂow-level scheduling rules to the timeslot level, at which the sched-
ulers actually work.
1.2 Methodology
We study these problems related to the application of queueing theory and
stochastic control to optimize the operation of RAN in a modern wireless
system. We mainly apply the classic techniques and results from queueing
and scheduling theories to deﬁne, as well as to solve these problems.
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We make use of ﬂow-level models [28] to study the intercell coordination
problem in neighboring cells and the opportunistic scheduling of users in
single cell. The request of service to a network arrives in the form of ﬂows
from users, and we are mostly interested only in the end-to-end delay
time of ﬂows. Additionally, we also assume that such ﬂows consist of elas-
tic trafﬁc, i.e., protocols such as TCP are governing the transfer of these
ﬂows in the network, and therefore, they permit considerable variability
in service rates. The assumption of time-scale separation [28] plays a cen-
tral role in such ﬂow-level models. In timeslotted wireless systems, we
have a clear distinction between two different time scales—the interval
between the successive arrivals and departures of ﬂows, where the ﬂow-
level dynamics occur, and the duration a ﬂow is scheduled at a time, i.e.
the timeslot during which the ﬂuctuation of the channel is relatively low.
We assume that these two time scales are separated by several orders
of magnitude. This allows us to consider the average service rate of the
ﬂows, instead of instantaneous service rates, and therefore paves the way
for using PS-type queueing models to study the behavior of the system.
In many of the cases, we describe our system using Markov processes
or chains with multi-dimensional state-spaces, which are then solved ei-
ther analytically, or numerically or through simulations to study the be-
havior of the modeled system. We also apply the dynamic programming
techniques in the context of Markov Decision Processes (MDP) [70], to
optimally control the system. In particular, we apply the Policy Itera-
tion (PI) algorithm from the MDP theory. In multidimensional Markov
processes, we observe that the ﬁrst step of PI (called the ﬁrst policy it-
eration or FPI) is relatively easy to apply, if the the multi-dimensional
chain is decomposed into a group of independent one-dimensional chains.
In many cases, it has been observed that FPI is able to provide good re-
sults. However, after the ﬁrst iteration, the curse of dimensionality can
no longer be avoided. Thus, to fully carry out the PI algorithm, we make
use of numerical methods for truncated Markov processes, and obtain an
approximately optimal policy in certain cases. Although these techniques
are accurate only up to a certain extent, they provide good insights about
the actual optimal policies. We also consider various priority policies, like
the well known Max-Weight [86], from the literature to study our schedul-
ing problems in interacting queues.
Since we model rather complex systems using different approaches, the
study is often carried out using dynamic simulations. The tool that is
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used mostly throughout the thesis is Wolfram Mathematica, which has
also been utilized to obtain certain analytical results.
1.3 Contributions of the thesis
This thesis summarizes the work done in three aspects of the access part
of a modern wireless network:
Random access in LTE
We provide a model of the four-steps of LTE random access procedure
using Markov chains. The stability analysis of the chain reveals the bot-
tleneck of the procedure in PDCCH. We further determine the maximum
throughput of the random access process, and calculate the probabilities
of failure of the random access procedure due to the different causes.
For M2M communications in HetNets, we explore different load balanc-
ing strategies. We provide a Markov model of the random access step in
such HetNets. The methods from MDP are used to determine the (near)
optimal load balancing policies. Moreover, we also test various heuristic
policies that can balance the load among the stations so that the access
delay in the network is minimized. We ﬁrst study these load balancing
techniques when both the macrocells and the femtocells are based on the
same LTE technology. We also extend the results to HetNets where the
macro is LTE-based while the femtos operate with WLAN.
Intercell coordination
We use the ﬂow-level models assuming the separation of time-scales be-
tween ﬂow dynamics and scheduling decisions to investigate the intercell
coordination problem between neighboring base stations. We analyze the
problem using PS queues when there are various classes of users based
on location or service direction.
In a setting with two neighboring base-stations with identical service
rates and low interference, which serve their users at a rate based on
their locations in the cells, we show that using both the stations as much
as possible is a very good strategy. We provide evidence that this strategy
performs better than a systematic optimization technique from the MDP
theory.
In a setting involving two neighboring base stations, which use dynamic
TDD to serve uplink and downlink users, we provide a ﬂow-level model
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with interacting queues and characterize the maximal stability region.
We explore methods to control these interacting queues so that the ﬂow-
level average delay of uplink and downlink ﬂows is minimized. We prove
that certain priority based policies are stochastically optimal, under some
assumptions. However, in general, we notice that such policies perform
poorly and become unstable quite quickly. Therefore, we investigate other
policies, which are, e.g., based on the MDP theory or known to give good
performance in similar contexts.
Opportunistic scheduling
We consider the problem of scheduling users in a transient setting, where
no new user arrives. We use ﬂow-level models to derive policies that give
the minimum average delay under different channel conditions and vari-
ous scheduling assumptions. These results are then applied as heuristics
in a dynamic setting, where new users can arrive at any time.
More speciﬁcally, we ﬁrst consider a symmetric case where users have
identical channels. Using the time-scale separation assumption and ﬂow-
level models, we characterize the optimal trade-off between opportunistic
scheduling and size-based scheduling at the ﬂow level. We also give a
corresponding timeslot-level implementation technique for making such
trade-offs. The performance of this method is tested in a system with
dynamic ﬂow arrivals, where we observe that this method, although no
longer optimal, nevertheless provides good performance.
Secondly, we provide a heuristic size-aware opportunistic scheduler in
a system that has users with heterogeneous channels. We ﬁrst approxi-
mate the job sizes by the shifted Pascal distribution, and then formulate
the scheduling problem as a restless-multiarmed-bandit (RMAB) prob-
lem. This is then solved using the Whittle-index approach. The resulting
policy is provably optimal in a transient setting with relaxed scheduling
constraints. The relaxed constraints allow us to schedule one user on
average instead of exactly one user in one timeslot. However, through
simulations, we observe that a heuristic policy based on the Whittle index
approach provides very good performance even in the dynamic setting for
the original problem, where exactly one user is scheduled in one timeslot.
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1.4 Structure of the thesis
The thesis is organized as follows: In Chapter 2, we discuss the topic
of M2M random access. In Chapter 3, we discuss the topics relevant to
intercell coordination between neighboring cells. In Chapter 4, we discuss
opportunistic scheduling. Finally we draw the conclusions of the thesis in
Chapter 5.
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2. Machine-to-machine random access
2.1 Introduction
Machine-to-machine (M2M) communications refers to the technology that
allows autonomous communication between various machines which are
usually low-power sensors [33]. With the introduction of the Internet of
Things (IoT) [38] billions of such devices will start to use the existing
network infrastructure in the near future [1], and as LTE is the standard
for the fourth generation cellular wireless network, it has to be able to
accommodate all the users that want to use the network, including the
M2M devices.
M2M communication presents additional challenges to the design of the
network. The network has been optimized to handle more and more data
trafﬁc with each successive generation. However, the M2M trafﬁc and
its service requirements are fundamentally different [83] from the tradi-
tional human-to-human (H2H) trafﬁc that is historically more data-and-
voice-centric than that the current network is primarily expected to han-
dle. The M2M devices tend to be static, may access the network periodi-
cally or in bursts and have very low power available for communications.
Although each one of them has a very small service requirement, when
they are present in extremely large numbers, they can easily overwhelm
the network, which can render the network unusable due to congestion.
The problem of congestion originates from the so-called random access
stage. It is the ﬁrst step that a device must go through if a wireless device
desires to establish a connection with the base station. More interestingly,
the random access process makes use of the signaling channel (PDCCH)
in LTE and due to the large number of random access attempts, this chan-
nel may become congested. Traditionally, much research has focused on
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optimizing the usage of the data channel assuming that enough signaling
resources are available. However, with the advent of M2M communica-
tions, the congestion in the signaling channel also has to be taken into
account for the proper operation of the network.
The basis of random access is the Slotted Aloha protocol, which has been
studied very actively since its invention [76]. However, Slotted Aloha
is fundamentally unstable, and it has to be stabilized to make it work
[16]. If a transmission attempt fails in Slotted Aloha due to simultane-
ous transmissions from two or more devices, then all of them can make
retransmission attempts, which further increases the trafﬁc and worsens
the network performance. Multichannel Slotted Aloha (MCSA) has been
suggested as a remedy in which more than one Slotted Aloha channel
work in parallel. However, the fundamental problem of instability still
remains. Moreover, there are more steps following the Slotted Aloha step
in LTE random access, which can further limit the network’s capability to
handle the M2M devices, especially when their number is very high.
To alleviate the problem of congestion, the future networks have envi-
sioned the so-called Heterogeneous networks (HetNets), in which inside
the coverage area of a high power macro station (called the macrocell)
there are other transceivers that provide the coverage for local trafﬁc
hotspots called the femtocells. They can relieve the RACH congestion
problem to some extent if they are operated properly and the trafﬁc is di-
rected to the macro or the femtocell depending on the congestion situation
of the network.
In this chapter, we ﬁrst show how the PDCCH of LTE gets congested
when a large number of devices attempt to access the network which is the
topic of Publication I. Then we study the operation of HetNets which can
help the network to handle the random access channel (RACH) congestion
issues by diverting an appropriate amount of the trafﬁc from the femtos to
the macro. This is the topic of Publication II and Publication III where we
deal with the HetNets with similar RATs (LTE in this case) and different
RATs (LTE for macro and WLAN for femto), respectively.
2.2 Related work
Aloha was ﬁrst developed at the University of Hawaii in the late 1960s by
Abramson [7] and the Slotted Aloha protocol was then introduced a few
years later [76]. The Markov model and the method of stabilization of
32
Machine-to-machine random access
Slotted Aloha is discussed in [16]. The techniques for stabilizing Slotted
Aloha for random access have also been proposed in [75, 97]. We can see
from the 3GPP speciﬁcation [4] that Slotted Aloha is the basis of the ﬁrst
stage of the random access procedure in LTE. The issue with the conges-
tion of the random access overload in LTE, in which Slotted Aloha plays
a big role, is studied in [59, 54]. Moreover, the use of different backoff
mechanisms and their performance analysis have been done in [81, 82],
which have been proposed as a way to relieve congestion in LTE random
access.
In [59], the authors have presented a nice overview of the problems
associated with allowing a large number of machines to access the net-
work. Various methods to overcome the problem have also been proposed
including dynamic sharing of preambles between H2H and M2M trafﬁc
[57], dividing the trafﬁc into different classes and giving priority of ran-
dom access according to the classes (access class barring scheme) [35],
increasing the frequency of the random access subframes [37], the use of
capillary network approach [34], sending the small data without the need
of much signaling [11], etc. Most of these studies focus just on the ﬁrst
step of the random access procedure—the Slotted Aloha. There are more
steps in the random access process and only a few studies [54, 3] have
been done to assess the effects of the latter stages of the random access
procedure on the overall access throughput. These studies mainly focus
on system-level simulation. To augment their approach, we propose a rel-
atively simple model that takes into account these later steps as well in
this thesis, which has been published as a part of Publication I.
When we move from single cell to multiple cells in the HetNet environ-
ment, the research has only recently started as most of the analysis tend
to focus on single-cell environment. The Markov model of the backlogs
needed for analysis in such cases have been studied in [53, 44, 77, 88]
and more recently in [81, 45, 8] for LTE’s RACH. We use, in Publication
II, similar techniques to model the backlog of the LTE-operated cell that
can then be used to perform various optimizations. Moreover, the use of
WLANs as femtos is appearing to be a more viable option as suggested by
[72, 10]. To study the load balancing with WLAN femtos, in Publication
III we use a model of CSMA algorithm similar to those that have been
used in [17, 22, 20].
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Figure 2.1. LTE resource structure
2.3 PDCCH congestion
The congestion in the Physical Downlink Control Channel (PDCCH) of
LTE during the random access attempt by a large number of machines is
the main topic of Publication I, where we discuss the bottleneck and the
limitations of PDCCH during the random access (RA) procedure in LTE.
The details of the operation of LTE are outside of the scope of the thesis
and in what follows we discuss the aspects of LTE pertinent to our work.
The detailed explanation of the whole LTE system can be found in [40].
In LTE, OFDM is the basic scheme of transmission for both the downlink
and uplink directions. The basic OFDM subcarrier spacing is 15 kHz and
transmissions are organized into frames of length 10 ms, each of which is
further subdivided into ten 1 ms long subframes. A resource block con-
sists of 12 consecutive resource subcarriers in frequency domain and one
0.5 ms time slot in the time domain. The basic time-domain unit for dy-
namic scheduling in LTE is one subframe (consisting of two consecutive
0.5 ms slots). The carrier can consist of any number of resource blocks
between six and 110 in the frequency domain according to speciﬁcations.
This is illustrated in Figure 2.1. Additionally, various logical and physical
channels used for signaling and data transfer in LTE are also illustrated.
2.3.1 Research problem
Random access allows a terminal to setup a connection with the network
through the eNB. It is also performed in LTE for reestablishing a radio
link after failure, performing handover between cells, and various other
reasons. To establish the initial access, as discussed later in Section 2.3.3,
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the UE and the eNB exchange a number of messages, which consume
some resource of the data and signaling channel (and ultimately consist
of some LTE time-frequency resources). Since the messages used in the
random access utilize the same pool of resources, when a large number of
devices attempt to enter the network, the signaling channel may get con-
gested. Naturally, the presence of a very large number of M2M devices
can easily overwhelm the network because the random access process has
been designed primarily to accommodate the human trafﬁc. This conges-
tion causes the random access to fail and reduces the access throughput.
In this section, we analyze the random access process from the limita-
tion of the signaling channel’s point of view. For the analysis of the PD-
CCH, we mainly use a discrete-time Markov chain model. We determine,
analytically and through simulations, the probability of the occurrence of
various failure events and the average throughput of the access requests
as a function of the arrival rate of these requests. The analysis also re-
veals the cause of the bottleneck and allows us to observe the extent of
deterioration of throughput caused by the increase in the rate of random
access requests.
2.3.2 LTE random access procedure
For uplink data transmission, the contention based random access proce-
dure is used in LTE. This consists of the exchange of different messages—
Message 1–Message 4—between the UE and the eNB as illustrated in Fig-
ure 2.2. The process is said to be successful if these messages are success-
fully sent and received within some deadline speciﬁed by the standards. A
successful random access process ensures that the UE can transmit data
using the network’s resources as described in detail in [40]. The aspects of
the procedure that are relevant to our model are brieﬂy described below.
In Step 1, the UE randomly chooses one of the K available Random
Access Channel (RACH) preambles and sends it as a Message 1 over the
Physical Random Access Channel (PRACH). A preamble is a Zardoff-Chu
sequence [40], and 64 of them are potentially available for the UEs to
use. The network, using the broadcast channel, informs the UEs about
the location of PRACH (in the time-frequency resource) to be used for
random access. A collision occurs if two or more users transmit the same
preamble, and such preambles are called collided preambles. However,
we later see that the collisions are detected only in Step 3.
In Step 2, the eNB detects a preamble transmission from the UE and
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Figure 2.2. LTE RA procedure sequence
immediately responds with the Random Access Response (Message 2) in
the PDCCH and uplink grants, i.e., the schedule for sending Message 3 in
the Physical Downlink Shared Channel (PDSCH) for every used preamble
(collided or uncollided).
In Step 3, after receiving the Message 2, the UE sends a Message 3 over
the Physical Uplink Shared Channel (PUSCH). The collisions in Step 1,
if any, are now realized as all the UEs that chose the same preamble in
Step 1 try to use the same uplink grant to send their Message 3’s. As a
result, the Message 3’s belonging to the UEs that chose the same pream-
ble cannot be decoded by the eNB. The eNB does not send the subsequent
Message 4 to these UEs.
Finally, in Step 4, after receiving Message 3’s related to the uncolliding
preambles the eNB replies with Message 4’s using the PDCCH. A buffer
is used by the eNB to queue messages that cannot be immediately sent
back to the UE.
After the successful reception of Message 4, the UE proceeds to send the
data using the data channel. The unsuccessful UEs attempt a retransmis-
sion after some backoff time, which typically increases with the failure of
every retransmission attempt. If the retransmission is unsuccessful even
after many attempts, the request is dropped.
2.3.3 Model and analysis
We proceed to model the evolution of Message 4 buffer, with a few more as-
sumptions, taking into account all the four steps described in Section 2.3.2
using a two-dimensional Markov chain. This model can then be used to
determine the maximum throughput θmax of the random access requests
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that a system can sustain. We deﬁne a timeslot1 as the duration of one
random access opportunity that consists of b subframes. One preamble
corresponds to one Slotted Aloha channel which can be accessed only at
the beginning (the ﬁrst subframe) of a timeslot. We assume that there
are K preambles which are randomly selected by the UEs, making the
ﬁrst step of the random access process effectively a Multichannel Slotted
Aloha (MCSA) system with K parallel channels. Every preamble which
has been used by just one UE is referred to as a successful preamble while
the ones used by at least one UE are referred to as the chosen preambles.
Their numbers in timeslot n are denoted by Y (1)n and Y˜
(1)
n , respectively
and obviously Y (1)n ≤ Y˜ (1)n ≤ K. Furthermore, we assume that the fresh
requests arrive according to a Poisson process with λ arrivals per sub-
frame. Although we do not explicitly model the backlog mechanism, the
aggregate random access requests, which comprises of both the fresh and
the retransmitted requests, is assumed to form a Poisson stream2 of rate
a arrivals per subframe.
In Step 2, we consider that c uplink (UL) grants can be provided in a
Message 2 which consumes NMsg2 Control Channel Elements (CCEs) in
PDCCH. Since these messages/UL grants are not queued, they are lost
if not sent in the timeslot immediately following the timeslot when Mes-
sage 1 was sent because of small value of c. Failure to do so fails the
random access process, and a backoff period begins before a retransmis-
sion attempt is made. Again, analogously as in Step 1, we denote by Y (2)n
and Y˜ (2)n the numbers of the successful and the chosen UL grants, respec-
tively, sent in timeslot n. In a timeslot, at most bc UL grants can be sent.
If Y˜ (1)n−1 ≤ bc then we do not have any loss in Step 2, i.e., Y˜ (2)n = Y˜ (1)n−1 and
Y
(2)
n = Y
(1)
n−1. On the other hand, if Y˜
(1)
n−1 > bc, then Y˜
(2)
n = bc and the UL
grants are sent corresponding to the randomly selected chosen preambles.
In Step 3, all the users that received a Message 2 corresponding to their
chosen preamble send a Message 3. Thus, the number of successful Mes-
sage 3 in timeslot n is Y (3)n = Y
(2)
n−1.
A Message 4 is generated by the eNB for every successful Message 3
received from the previous timeslot. Each Message 4 uses NMsg4 CCEs.
These messages can be queued, and they should be received by the UE
1Note that this deﬁnition of a timeslot is different from the deﬁnition of a
time slot described in the LTE standards and mentioned at the beginning of Sec-
tion 2.3, which is always 0.5ms long.
2The evidence for the validity of the Poisson assumption in provided in Ap-
pendix B of Publication I.
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Figure 2.3. Random variable dependence graph for the variables in (2.1).
before the expiration of the retransmission timer. Otherwise the random
access process fails. Let N be the size of PDCCH resource (in CCEs).
Then a maximum of either M = N
NMsg4
or m = N−N
Msg2
NMsg4
Message 4’s can be
sent in a subframe depending on the presence or absence of a Message 2
in the PDCCH. Additionally, if c ≤ m, a Message 4 buffer need not be
formed as there is enough capacity in the PDCCH to send a Message 4
corresponding to all the successful Message 3’s. Under this condition, the
process fails due to one of two reasons—either there is a collision in Step 1
or there is a loss in Step 2 because c is too small. On the other hand, if
c > m, due to the limited capacity of PDCCH, a buffer may have to be
used to keep Message 4’s at the eNB before sending them. This may lead
to the failure of the random access process, even if the two aforementioned
failure events do not happen, due to a long buffering delay of Message 4.
With these assumptions, we observe that the Message 4 buffer evolves
as
Xn+1 = Xn − Y (4)n + Y (3)n = Xn − Y (4)n + Y (2)n−1, with (2.1)
Y (4)n = min{Xn,m}1{Y˜ (2)n >0
} +min{Xn,M}1{Y˜ (2)n =0
}, (2.2)
where Xn and Y
(4)
n denote the length of the Message 4 buffer and the
number of Message 4’s sent in timeslot n, respectively. The pair
(
Xn, Y
(3)
n
)
is an aperiodic and irreducible Markov chain. The Markov property can
be veriﬁed from the dependence tree of different variables as shown in
Figure 2.3; aperiodicity and irreducibility follow from the construction of
the chain.
Let the average throughputs of Message 1, Message 2 and the total
number of uplink grants be denoted by θ1(a), θ2(a) and θ˜2(a), respectively.
Furthermore, let the average leftover capacity for serving the Message 4
buffer per timeslot be denoted by σ(4)(a). In Publication I, § V, we de-
scribe in detail the method to calculate these quantities from the system
parameter values. As the main theoretical contribution, we prove that the
Message 4 buffer is stable if and only if
θ(2)(a) < σ(4)(a)
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in Appendix B of Publication I. That is, the Message 4 buffer is stable if
and only if the throughput of Message 2’s, which is sent in the PDCCH
and possibly generate Message 4’s, is less than the capacity of sending
Message 4’s in the PDCCH. Furthermore, let a∗2 and a∗4 represent the max-
imum arrival rate at which the Message 2’s and Message 4’s can be sus-
tained, respectively, and θ∗ = θ(2)(a∗4) be the maximum throughput of the
random access requests. Finally, we reiterate that the input parameter of
our model is the aggregate arrival rate a. However, when the system is
stable, the average arrival rate λ of the fresh requests is the same as the
average throughput θ(2)(a) of Message 2’s. Therefore, the relation
λ(a) = θ(2)(a), (2.3)
can be used to infer the arrival rate of fresh requests from the knowledge
of the average throughput.
2.3.4 Numerical results
We explore the properties of the LTE random access process using the
model described in Section 2.3.3. We focus mainly on calculation of the
probabilities of various failure events and the overall throughput of the
random access requests, when a large number of machines are present
and PDCCH has a limited capacity.
The throughput of different messages for c = 3 and c = 6 are shown in
Figure 2.4 as a function of a. Clearly, we observe that when c = 3 = m,
curves σ(4)(a) and θ(2)(a) do not intersect, no buffer is needed for Mes-
sage 4’s and the maximum throughput of the random access requests
is the maximum throughput of Message 2’s. On the other hand, when
m = 3 < c = 6, σ(4)(a) and θ(2)(a) intersect at the point that corresponds
to maximum throughput θ∗, and a buffer for Message 4’s is needed.
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Figure 2.4. Throughput of various messages as a function of the aggregate arrival rate a
when no queue for Message 4’s is formed (left panel) and queue for Message 4
is formed (right panel).
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We recall that the access attempts fail due to one of three reasons—
collision, loss and long buffering delay. In Publication I, § VI.B we describe
the methods to calculate the probabilities of the occurrence of the ﬁrst two
events. The probability of the occurrence of the third event is either zero
when c ≤ m, or when c > m, can be estimated using the simulation of the
system dynamics as described in Publication I, § VII.C. The corresponding
breakdown of the failure probability components are shown in Figure 2.5
where we clearly observe that Slotted Aloha is mostly responsible for ran-
dom access failure.
By choosing different values of the parameters b, c,M and m we can
generate various scenarios to study the behavior of the Message 4 buffer
as shown in Publication I, Table 1. The buffer explodes only very close
to the capacity limit, as seen in Figure 6 of Publication I, causing the
probability of failure due to the delay to become more signiﬁcant only
very close to this stability limit (Figure 2.5, right panel).
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Figure 2.5. Different components of failure probability as a function of the fresh random
access requests arrival rate λ when no queue for Message 4’s is formed (left
panel) and queue for Message 4 is formed (right panel). Note that for a stable
system the arrival rate λ is the same as the access throughput θ(2)(a) as
mentioned in (2.3).
We also observe a clear dependence of the throughput and the stabil-
ity of the random access requests on parameter c, the number of uplink
grants sent in Message 2 from Figure 2.4. Increasing c necessitates the
use of a buffer and raises the throughput of Message 2 and the random
access requests. However, it is not always possible to raise the access
throughput by increasing c indeﬁnitely. The maximum throughput satu-
rates after a certain value of c as the PDCCH is not able to accommodate
more random access requests after a certain maximum throughput value
(see Figure 4 in Publication I).
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Figure 2.6. A heterogeneous network.
2.4 Load balancing in heterogeneous systems
From Section 2.3 we observe that a severe limitation on the operation of
M2M devices is posed by the random access part of LTE. To overcome this
limitation and sustain a large number of users in a cell, heterogeneous
networks (HetNets) have been proposed [41], where inside the coverage
area of a macrocell we have smaller femtocells serving the local trafﬁc
hotspots. They may be operating using the same radio technology (e.g.,
LTE), or the macro and the femto may use two different technologies (LTE
in the macro and WLAN in the femto).
We assume that the femtos are the primary service providers. The
macro handles the excess arrivals from the femtos, including its own back-
ground trafﬁc as shown in Figure 2.6 and as studied in Publication II and
Publication III for two different types of femtos. Each cell has its own
backlog, which is the number of UEs whose access attempt has failed. We
aim to select a part of fresh femto trafﬁc to divert to the macro so that the
aggregate mean backlog is minimized.
Let there be m + 1 cells indexed by i = 0, 1, 2, . . . ,m where i = 0 is the
macro while the rest are the femtos, λi be the arrival rate of the random
access requests in cell i and Xi(t) be the backlog process in cell i. We
assume that the femto cells are all homogeneous and have the same sys-
tem parameters for operation, although the request arrival rates among
them can be different. We consider just the ﬁrst step of the random access
process and not the data-transfer stage. This means that if the access to
the network has multiple steps, as we have seen in the case of LTE in
Section 2.3.3, we consider only the ﬁrst step (i.e., for LTE it would mean
the Slotted Aloha step where one of the preamble sequence is randomly
selected and transmitted). Ignoring the later steps of the access process
simpliﬁes the model and allows us to extend the analysis to a multicell
scenario.
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Figure 2.7. An illustration of the load-balancing problem.
The question we are interested to explore now is as follows: What is the
optimal decision for a user coming to the femto—should it be served by
the femto or the macro—so that the long-term mean aggregate backlog
(and the access delay) is minimized? The decision is made at the arrival
instant of the request. It can depend on the system parameters, which
are assumed to be constant, and the time-varying instantaneous backlog
(also called the state). However, once a user is assigned to a cell, it stays in
the same cell until it is served, i.e., the backlogged UEs are not rerouted
for retransmission. Mathematically, the optimization problem can be ex-
pressed as
min
m∑
i=0
E[Xi(t)],
where the minimization is done over all the policies for operating the cells.
These policies, which take the parameters and the state of the system
into account, decide whether a new user goes to the macro or stays at the
femto cell (see Figure 2.7). We study the effect of applying several load-
balancing policies in a heterogeneous wireless network, based on different
heuristics that try to minimize the mean backlog and by Little’s law, the
mean access delay.
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2.4.1 Stability issues
The load balancing is relevant only if all the cells are stable, i.e., the back-
log of any of the cells does not explode. This is possible if and only if the
service rate in each femto is larger than the arrival rate of random access
requests there after balancing the load through the diversion of trafﬁc.
We consider cases where the excess trafﬁc is sent to the macro from the
femto. For stability, the macro must remain stable after the excess trafﬁc
from the femtos is sent to it. Therefore, the stability condition reads as
λ0 +
m∑
i=1
max{λi − μ, 0} < μ0, (2.4)
where μ and μ0 represent the average service rates of the femtos and the
macro, respectively.
2.4.2 Static load balancing
The static load balancing policies do not take the state of the system into
account. For such policies, we assume that a fraction 0 < pi < 1 of traf-
ﬁc arriving to femtocell i at rate λi is kept in the cell and the rest of it,
(1 − pi)λi, is diverted to the macro. Under the assumptions of our model
(see Sections 2.5.3 and 2.6.3) the average backlog length in each cell is
a continuous and monotonously increasing function of the arrival rate of
the access requests. Therefore, by suitably choosing pi, we can minimize
the backlog. This is equivalent to solving the optimizing problem
argmin
(p1,...,pm)
X¯0
(
λ0 +
∑m
i=1(1− pi)λi
)
+
m∑
i=1
X¯i(piλi), (2.5)
s.t. 0 ≤ pi ≤ 1,
piλi < μ, ∀i ∈ {1, . . . ,m},
λ0 +
m∑
i=1
(1− pi)λi < μ0.
(2.6)
Note that in (2.5), X¯i(·) represents the average backlog in cell i which
depends on the arrival rate of requests in that cell. The policy that solves
the optimization problem (2.5) subject to the conditions (2.6) is called the
optimal static policy.
In our studies, we use the optimal static policy as the baseline policy
and attempt to devise other policies that can potentially outperform it.
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2.4.3 Dynamic load balancing
In dynamic load balancing, we utilize the information about the state (i.e.,
the backlog) and possibly the parameter values of the system to assign
UEs to a cell. A number of dynamic policies can be deﬁned that can main-
tain maximal stability. We discuss a few of them and their characteristics.
MDP-PI-based policies
The random access of LTE and WLAN can be modeled using Markov
Chains and Markov Processes, respectively (see Sections 2.5.3 and 2.6.3).
Assigning a new UE in the macro or the femto affects the future evolu-
tion of the backlog process in both the macro and the femto. This process
can be optimized, i.e., the cost or the average backlog can be minimized,
using the Policy Iteration (PI) algorithm from the theory of Markov Deci-
sion Processes (MDP) [70]. In this technique, for a discrete-time system,
starting from the initial policy π we choose an action ai in state i such that
ai = argmax
a
⎧⎨⎩ri(a)− r(π) +∑
j
pi,j(a)vj(π)
⎫⎬⎭ .
Here the terms inside the braces is the future cost of the system if action
a is chosen at current decision instant and the policy π is used thereafter,
ri(a) is the immediate cost of the current state with action a, r(π) is the
average cost with initial policy π, pi,j(a) is the transition probability from
state i to j for action a, and vi(π) is the relative value of state i which
is the difference of the average cost of a process starting in state i and
a stationary process under policy π. The relative values of states can
be calculated by solving the so-called Howard equations which is a set
of linear equation obtained for each state. The solutions of the Howard
equations also provide the average cost of policy π.
By choosing an action ai associated with each state i, we obtain a new
policy π′ which is guaranteed to be not worse than the initial policy π.
The PI can be further continued to get better policies until the conver-
gence to the optimal policy is achieved. Typically, policy iterations con-
verge rapidly (within a few iterations). For continuous time systems, an
analogous formulation can be devised, which is presented in Section 3.3.5.
Moreover, when we begin from the optimal static policy, all the backlog
processes in the cells are independent of each other. Therefore, we have
a combination of m + 1 one-dimensional processes to optimize. After the
ﬁrst iteration, we obtain an (m+1)-dimensional process and the complete
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policy iteration is numerically feasible to perform only for small values of
m. In many problems, however, it has been observed that the ﬁrst iterated
policy is close to the optimal policy.
JSQ-based policies
Join shortest queue (JSQ) is a load-balancing heuristic which suggests
that each incoming user should choose the station that has the shortest
backlog. It is a very intuitive policy, and in the task assignment problems
for parallel servers, it has been shown to be optimal under certain condi-
tions. It should be noted that our problems, which are similar to the load
balancing problem using an overﬂow channel, are qualitatively different
from such dynamic task assignment problems, where the load is balanced
by properly selecting any of the available servers. However, a suitable
JSQ policy and its variants can nevertheless be applied. So, with JSQ a
user arriving at time t is assigned to the femto cell i if and only if
Xi(t) ≤ X0(t). (2.7)
Besides these broad classes of dynamic policies, various other dynamic
policies can be deﬁned based on other heuristics and the knowledge of the
behavior of the system with the information of instantaneous state and
system parameters. They are discussed in detail in Sections 2.5 and 2.6,
where we study the system-speciﬁc load balancing problems.
2.5 LTE-LTE HetNet load balancing
2.5.1 Research problem
The load balancing principles discussed in Section 2.4 are studied in Pub-
lication II in the context of a network that has LTE cells for both the
macro and the femto, operating independently of each other. This allows
the backlogs in all cells to be modeled by MCSA, as discussed below in
Section 2.5.3. The aim again is to minimize the average backlog length
and thereby average access delay using various dynamic policies.
2.5.2 Multichannel Slotted Aloha
Multichannel Slotted Aloha (MCSA) is the Slotted Aloha protocol where
multiple parallel channels are available for data transmission. It is used
45
Machine-to-machine random access
as the ﬁrst part of the random access process in systems such as LTE.
The user selects one of K available channels and attempts to transmit
data in it. In LTE, a channel corresponds to a preamble. If no other user
selects the same preamble at the same time, then the user is said to be
successful. Otherwise, if two or more users select the same channel at
the same time, then a collision occurs and both the users are said to be
backlogged. The backlogged users may attempt a retransmission, in a
randomly selected channel after some time called the backoff duration.
To overcome the inherent instability of the protocol, the backoff duration
of a request typically increases after every collision. Moreover, a user
makes some maximum number of retransmission attempts, after which
the request is dropped if the collision still persists.
2.5.3 MCSA model
We model the evolution of backlog in a MCSA by a Markov chain as ex-
plained in Publication II and Publication III. We assume that there are
K channels (preambles). The duration of one random access timeslot is
denoted by τ for the Slotted Aloha. Let An denote the number of access
requests arriving during timeslot n and Dn denote the number of non-
colliding requests. The backlog Xn+1 at the beginning of timeslot n + 1
evolves as
Xn+1 = Xn +An −Dn, (2.8)
which is a Markov chain. Additionally, we assume that An is Poisson
distributed with mean λτ .
The state-dependent retransmission probability of a backlogged request
is denoted by rn = r(Xn), which models the backoff time of a backlogged
user. It assumes that the backlog mechanism is aware of the total back-
log. A state-dependent retransmission probability that keeps the system
stable should be devised because the chain (2.8) is unstable when rn is a
constant [53]. In Publication II and Publication III, we choose r(n) as
r(n) = min
{
K − λτ
n− λτ/K , 1
}
,
which also ensures that the system is stable whenever
λ < K/(τe). (2.9)
Furthermore, we assume that both the arriving users and the retrans-
mitting users independently and randomly select one of the K available
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preambles. The state transition probability from state i to j is then
pij =
K+j−i∑
k=0
(λτ)
k!
e−λτ
i∑
=0
p(K, k + l, i+ k − j)
(
i

)
r(i)i(1− r(i))(i−),
where p(K,n,m) is the probability to assign n balls into K boxes so that
m of them have exactly one ball, and is calculated in Publication II. From
this state transition probabilities, the steady state probabilities and the
mean backlog X¯ readily follow.
2.5.4 Operating policies
Now, we discuss the various policies that we use to operate the cells in
the case when both the macro and the femtos are based on the MCSA
protocol. Since all the cells are homogeneous, we have μ0 = μ = K/(eτ),
in the stability condition (2.4), which is the maximum arrival rate for
which a MCSA cell with K preambles can be stabilized as seen from (2.9).
Optimal static policy
As discussed in Section 2.4.2, it is possible to ﬁnd the optimal probabil-
ity vector (p1, . . . , pm) that minimizes the total mean backlog. In the Ap-
pendix of Publication II, we give an efﬁcient algorithm to arrive at a solu-
tion of this optimization problem. For this particular case with symmetric
cells, the static optimal policy is quite intuitive—it attempts to make the
load as equal as possible in all the cells. This policy is used as the baseline
policy for comparison with other policies.
Min-max policy
The Min-max policy attempts to mimic the JSQ-heuristic and minimize
the maximum number of users (fresh and backlogged) in all the cells in
every timeslot by diverting the fresh femto arrivals to the macro. We pro-
pose a ‘reverse-waterﬁlling’ algorithm to do this allocation assuming that
we know the backlogs in all the cells at the beginning of the timeslot and
the number of arrivals during the timeslot. Initially we make the allo-
cations to the respective cells, and then from the femto with the largest
backlog we put new arrivals to the macro, one at a time, until macro’s po-
tential backlog is larger than the femto’s potential backlog. This is a very
simple approach and takes at most
∑m
i=1 ai steps where ai is the number
of new arrivals in cell i. It should be noted that such allocation may not
be unique. The details of the algorithm are discussed in Publication II,
§ IV.B.
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Max-throughput policy
In the Max-throughput policy, using the knowledge of instantaneous back-
log and the number of arrivals during a timeslot, we attempt to make al-
locations such that the total immediate random access throughput in all
cells is maximized. All the possible allocations are exhaustively tried to
ﬁnd the one that gives the maximum possible throughput in all cells as
discussed in Publication II, § IV.C.
Dyn-prob policy
The Dyn-prob policy uses only the information about the backlogs at the
beginning of the timeslots in all the cells to calculate the probabilities p˜i
of keeping an incoming user in femtocell i at the same femto. It is robust
as it does not need to estimate values of the arrival rate and the system
parameters. This policy is inspired from the algorithm for calculating the
optimal static policy and described in Publication II, § IV.D.
MDP-based policy
As discussed in Section 2.4.3, MDP based policy iteration is performed
to determine the optimal policy. The details about determining the value
functions and the cost functions are discussed in Publication II, § V. For
a small system (m = 1), we can perform the full policy iteration, while
for a larger system (m > 1), only the ﬁrst policy iteration is numerically
feasible. It provides an estimate of the performance bound.
To implement the optimal static policy, only the arrival rates and sys-
tem parameter values at different cells need to be estimated. Among the
dynamic policies, only the robust Dyn-prob policy is implementable as it
does not need the information about the future arrivals. The other dy-
namic policies need, in addition to the state information, the prediction
from an oracle about future arrivals to make allocation and possibly an
estimate of the arrival rate and system parameters.
2.5.5 Numerical results for MCSA-based femtos
We study through simulations different scenarios to gain an insight into
the performance of various policies in our system. A complete list of sce-
narios and assumptions is presented in Publication II, § VI. A general
observation from the scenarios is that the dynamic policies that use all
the possible information (Max-throughput, MDP) can improve the perfor-
mance over the static optimal policy especially at lighter loads and when
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Figure 2.8. Scenario 3 in Publication II: Performance ratios of the dynamic policies with
two femtocells (m = 2) having asymmetric arrival rates for the overall mean
backlog (top, left), macrocell (top, right), heavily loaded femtocell (bottom,
left) and lightly loaded femtocell (bottom, right). Note that the Min-max and
Max-throughput curves overlap here.
the macro is not loaded. However, even the robust Dyn-prob policy ap-
pears stable and performs as good as the optimal static policy when the
macro and the femtos are equally loaded. Moreover we can also speculate
that Min-max, which is computationally feasible even for a large system
and does not need any information about the arrival rates, is performing
very close to the optimal policy and can be used as an estimate of the
optimal performance.
Here we show one of the asymmetric scenarios (Scenario 3 in Publication
II) for reference. We choose m = 2 and λ0 = Kτ/(2e), and the arrival rates
in the femtos are chosen as λ1 = (1 + c)K/(τe) and λ2 = (1 − c)K/(τe),
where c ∈ (0, 0.5) so that the system is always stable. We plot the ra-
tio of the total mean backlog with different policies to the same with the
optimal static policy as a function of parameter c. The dynamic policies
except Dyn-prob consistently provide a gain of 10% or more as seen in Fig-
ure 2.8a. The robust Dyn-prob performs very close to the optimal static
policy. In fact, in the macro (Figure 2.8b) Dyn-prob is the best perform-
ing policy, while in the lightly loaded femto (Figure 2.8d) it is performing
very badly compared to the others as well as the optimal static policy.
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With high values of c, the performance of all the dynamic policies become
worse at the lightly loaded femto, while in the heavily loaded femto the
performance of the near-optimal dynamic policies improve (Figure 2.8c).
2.6 LTE-WLAN HetNet load balancing
2.6.1 Research problem
The load balancing policies discussed in Section 2.4 are studied in Publi-
cation III for a network that has LTE cells in the macro and the WLANs
in the femto, operating independently of each other. This means that
now the backlog of the macro can be modeled by MCSA, as discussed in
Section 2.5.3, while the Markov model for the femtos is provided in Sec-
tion 2.6.3. The aim again is to minimize the average backlog and thereby
average access delay using various dynamic policies.
2.6.2 CSMA protocol
The femtos are WLAN based and thus use the Carrier Sense Multiple
Access (CSMA) protocol for data transmission. CSMA is a media access
control (MAC) protocol in which a user ﬁrst makes sure that the channel is
free (i.e., no other user is transmitting data using the same medium) and
only after that it transmits its own data to avoid collision. The channel
is said to be busy when any user is transmitting its data. Otherwise it is
said to be idle. When a user senses channel as busy, it backs off and waits
some random time before sensing the channel. Only when the channel is
sensed as idle, it transmits the data. The sensing of CSMA is said to be
perfect or ideal if it can detect a transmission by other users immediately,
i.e., with no propagation delay.
2.6.3 CSMA model
When the femtocells are based on the CSMA protocol, we use a continuous
time Markov model similarly as done in [17, 22, 20] to study the behavior
of the femtos.
We assume that the random access requests arrive at the femto accord-
ing to a Poisson process with rate λ. If the channel is sensed idle at arrival,
then the packet transmission begins immediately. This time is assumed to
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Figure 2.9. The Markov model for the CSMA in WLAN used in Publication III.
be exponentially distributed with mean 1/μ. If the channel is in the busy
state and a new arrival occurs, the user is backlogged for a time which is
exponentially distributed with mean 1/α. After the backlog timer expires,
the user transmits if it senses the channel as free. Otherwise, a new back-
log phase with exponentially distributed time with the same mean 1/α is
started. We assume that the UEs are so close to the base station that the
sensing is perfect and there are no collisions.
Let X(t) denote the total number of users (backlogged as well as the one
in transmission) at time t and B(t) the state of the channel which is 1 or 0
depending on whether the channel is busy or free, respectively. The pair
(X(t), B(t)) is a Markov process whose state-transition diagram is shown
in Figure 2.9, from which the steady-state probabilities, π(x, b), and the
mean number of users, X¯, are calculated as
π(x, b) =
(
λ
μ
)x(
1− λ
μ
)1+ λ
α
x−1∏
y=1
(
1 +
λ
yα
)(
λ
xα
)1−b
and (2.10)
X¯ =
∞∑
x=1
x(π(x, 0) + π(x, 1)) =
λ
(
1 + λα
)
μ− λ , (2.11)
respectively, whenever the chain is stable, i.e.,
λ < μ.
2.6.4 Operating policies
We now discuss various policies we have used to balance the load from the
femtos to the macro. Note that the overall stability condition (2.4) should
still be satisﬁed with μ0 = K/(eτ), which is the maximum arrival rate for
which the macro with K preambles can be stabilized as seen from (2.9).
Optimal static policy
As in the case of MCSA-based femtos, we can deﬁne the static and the
optimal static policies in a similar way. The optimization problem is now
more difﬁcult than that for the case with LTE in both macro and the fem-
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tos, which is described in the Appendix of Publication III. The basic princi-
ple of the algorithm is that due to symmetry of the femtos, for any amount
of overﬂow trafﬁc in the macro, it is possible to easily determine the opti-
mal share of the trafﬁc from each femto. This reduces the m-dimensional
optimization problem to a one-dimensional optimization problem of ﬁnd-
ing the optimal total overﬂow trafﬁc in the macro. Again, this policy is
used as the baseline policy for comparing the other dynamic policies.
JSQ-based policies
With JSQ a user arriving at time t is assigned to the femto cell i if and only
if it does not have longer backlog than the macro, i.e., (2.7) is satisﬁed. To
account for the difference in the service capacities of the macro and the
femtos, the JSQ policy can be modiﬁed to the JSQ-μ policy which selects
the femto cell i if and only if
Xi(t)
μ
≤ X0(t)τe
K
.
Finally the improved version of JSQ called the JSQ-I, will always put a
new user to the femto if it senses the channel as free. If the channel is
busy, the user is assigned to the femto if the JSQ heuristic (2.7) is true.
Otherwise it is put in the femto.
We note that in all the JSQ-based policies, the ties are broken in the
favor of the femtos, which operate in continuous time and where service
can possibly begin immediately at arrival.
FPI policy
We can deﬁne the MDP based policy for this system as well. The details
for determining the value and the cost functions are provided in Publi-
cation III, § 3.3. Note that we begin from the optimal static policy and
perform only the ﬁrst policy iteration to get a new policy. Performing fur-
ther iterations even for a small system is restricted by the fact that we are
dealing with mixed system with discrete and continuous time elements.
Again, we note that the dynamic policies mentioned above are non-
implementable as they utilize the information about the access requests
arriving in future from an oracle and possibly an estimate of the access
request arrival rates and the system parameters. Only the JSQ-I policy
is implementable as it needs only the state information.
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2.6.5 Numerical results for CSMA-based femtos
We again use simulations to explore the dependence of the access delay
on different policies. Due to computational limitations, we restrict our
study to K = 20 preambles. We construct various scenarios in Publication
III by changing different system parameters. A selection of these results
is presented here (for Scenarios 1–3 in Publication III). Scenario 1 is the
basic scenario with two femtos (m = 2), μ = K/(τe) and α = μ. Scenarios 2
and 3 have femtos with half and double capacities, respectively, compared
to the femtos in Scenario 1. The performance is measured as the ratio of
the total average backlog in all the cells using the dynamic policy to the
same using the optimal static policy, which by Little’s result, is the same
as the ratio of access delays using the same two policies. These ratios are
plotted in Figure 2.10 as a function of normalized load.
A clear message from these results is that FPI-based policy is outper-
forming all the other policies, and as expected, is always better than the
optimal static policy. As the policy iteration algorithm is known to rapidly
converge to the optimal policy, we can speculate that the results from the
FPI policy are close to the optimal results. Moreover, the JSQ-based poli-
cies which are far simpler and use much less information, in general, than
FPI, are also showing good performance.
In Scenario 1 (Figure 2.10, left panel), we see that using a JSQ-based
policy, it is always possible to get performance gain at relatively high
loads and it can be as much as 30% better than the optimal static pol-
icy. Since both the macro and femto have the same capacities, JSQ and
JSQ-μ are identical here. When the service rate of the femtos is halved,
JSQ-μ is consistently performing better than the other two JSQ based
policies (Figure 2.10, center panel) and the optimal static policy. When
we double the service rate of the femtos compared to that of the macro
(Scenario 3, Figure 2.10, right panel), we have gains only at the high val-
ues of the load, and now JSQ-I is the best performing JSQ-based policy.
Moreover, the service-completion rate aware JSQ-μ shows the worst per-
formance at higher loads. When we look at the pictures of the absolute
backlog in this scenario, as shown in Figure 2.11, we observe that at high
loads JSQ-μ tends to keep users at the femtos and as a consequence, the
performance of the whole system suffers. Clearly, modeling the hetero-
geneity of the system by just taking into account the service capacities of
the macro and the femtos does not always work and may even prove to be
53
Machine-to-machine random access
counterproductive in certain occasions.
0.0 0.2 0.4 0.6 0.8
0.6
0.8
1.0
1.2
1.4

E
[X Dyn
]/E[X
O
pt
S
ta
t]
Scenario 1
FPI
JSQ
JSQ-I
0.0 0.2 0.4 0.6 0.8
0.6
0.8
1.0
1.2
1.4

E
[X Dyn
]/E[X
O
pt
S
ta
t]
Scenario 2
FPI
JSQ
JSQ-I
JSQ-
0.0 0.2 0.4 0.6 0.8
0.6
0.8
1.0
1.2
1.4

E
[X Dyn
]/E[X
O
pt
S
ta
t]
Scenario 3
FPI
JSQ
JSQ-I
JSQ-
Figure 2.10. Ratio of total backlog using the dynamic policy to backlog using the optimal
static policy for Scenario 1 (left), Scenario 2 (center) and Scenario 3 (right)
in Publication III.
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the backlog of the macro while the right panel shows the backlog of the
femto.
2.7 Summary
In this chapter, we have described the issues related to the random access
in a modern LTE system especially in the context of M2M communica-
tion. First we saw that the signaling channel PDCCH acts as a bottleneck
when a large number of devices attempt to enter the network. The model
we present is useful for analyzing this bottleneck. We are able to deter-
mine the maximum throughput of the random access requests and even
determine the probability of failure of these requests due to different rea-
sons.
Next we looked at how the congestion in M2M random access be al-
leviated using a heterogeneous network. We studied two types of het-
erogeneous networks—LTE-LTE and LTE-WLAN—HetNets and devised
various load balancing policies that help to minimize the access delay to
the network. Our results show that the dynamic policies that take into
account the current backlog do perform better than the static policies in
most of the cases.
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3. Intercell coordination in wireless
systems
3.1 Introduction
The signal transmitted by a base station or any of its users appears as
noise to the users of the other cells. Thus, the base station and the UEs
present in one cell can adversely affect the performance of the other cells
due to what is called intercell interference. With the increasingly denser
deployment of wireless networks, the issue of intercell interference is one
of the most important problems that needs to be addressed at the access
network.
By taking into account the operation of neighboring base stations and
the actions of the users present there, the eNBs can collaborate with each
other to combat the intercell interference and provide better services to
their UEs. The harmful interference from neighboring stations can there-
fore be mitigated through proper coordination of transmission power lev-
els among the eNBs. With the development of technologies like CRAN,
it is even possible to implement coordination schemes that are centrally
controlled. Such schemes generally have a more global view of the net-
work. Thus, they are able to exploit the available information about the
arrival rates, the service rates, the congestion levels, etc., more effec-
tively than the distributed schemes which have only local information,
ultimately leading to better performance.
The trafﬁc that we consider here are called ﬂows. They are elastic, which
permits considerable variation in the service rate during the ﬂow’s trans-
mission, allowing less stringent constraints for operation. The dynamics
of such elastic trafﬁc are better manifested at the ﬂow level. Assuming
the timeslots are fairly shared among the ﬂows and time-scale between
ﬂow-level dynamics and timeslot-level channel dynamic are separated by
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a few orders of magnitude, we can use PS queues to model the service of
the base stations.
Moreover, there may be various categories of users in a cell that have
service demands of different nature. These are modeled by using multiple
PS queues with independent arrivals, and, where applicable, assigning
different classes to various users in the same queue. Thus, we have a
system with multiple interacting queues where the coordination scheme
affects the service rates of the queues in a complex way. Such coordination
schemes, in effect, lead to the selection of the service rates of the different
queues from the so-called abstract capacity region. The geometry of the
capacity region depends on the number of queues and the nature of cou-
pling of the service rates of the queues in the different operation modes.
In this chapter, we study the problem of coordination of two interfer-
ing base stations so that the ﬂow-level delay is minimized. We consider
just two neighboring cells because it leads to models that are tractable
to analysis, are not too computationally taxing even for simulation-based
studies, and at the same time provide useful results relevant to the real
systems as well.
To this end, we begin by noting that in a single-class system with sym-
metric service rates, the policy that uses both the stations as much as
possible for downlink transmissions has a very strong optimality property
when the interference is low [95]. Thus, we investigate the effectiveness
of similar schemes when there are multiple location-based classes of users
in a cell, as presented in Publication IV. This scheme is tested against a
policy developed using the techniques from the theory of Markov Decision
Processes (MDP), which systematically improves a given baseline policy.
In Publication V and Publication VI, we study the coordination in a dy-
namic TDD system, where the fraction of timeslots given to UL and DL
can dynamically vary depending on the load conditions. The problem is
then formulated as a dynamic control problem of operating four interact-
ing queues. We study various static and dynamic policies of operating
these stations so that the average queue length and ﬂow-level delay is
minimized, leading to higher system throughput.
3.2 Related work
The exponential increase of data demand and the need for dense deploy-
ment of cells is discussed in [41], and the solutions offered by CRAN is
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also discussed in detail in [39]. The challenges related to base stations
coordination is a classic problem in cellular systems and is well studied
in [65, 85].
The ﬂow-level models and PS queues are generally used to study the
performance in wireless system. They are mostly discussed for either the
uplink or the downlink in a single cell in [5, 25, 28, 29, 43, 94]. The is-
sues of jointly controlling two or more coupled queues in different cells
is more complex, and in works such as [29, 30, 60], the stability of such
coordination problems are studied.
The literature related to the optimization in interacting queueing sys-
tem is scarce. For two parallel queues, that includes independent as well
as interacting servers, an optimal control in the form of a switching curve
in two dimension has been derived in [47] that minimizes the average de-
lay. In [95], the authors have been able to derive a stochastically optimal
policy for a system with two interacting processor-sharing queues. This
policy always serves with both the stations if there are users in both of
them. They, however, consider single-class users and symmetric service
rates, and such a stochastically optimal policy for multiple user classes is
not known in general.
For a case of a cellular system with multiple base stations with sectors
facing in different direction, [73, 74] discuss optimal scheduling rules for
the users. The multiple users classes in the cells and the different trans-
mission power levels of the stations are modeled using interacting queues.
Processor sharing models have been used to study different static and dy-
namic scheduling rules in this context.
The dynamic TDD system has been discussed in [85], and the strict
power control necessary for its operation is mentioned in [64]. The time-
slot-level resource allocation in dynamic TDD is studied in [36, 87]. In [56],
the optimization of TDD scheme in single cell is presented at the ﬂow
level. For multiple cells, dynamic TDD resource allocation is analyzed
in [9] at the timeslot level.
In this chapter, we study various ﬂow-level scheduling rules that can be
jointly applied to neighboring base stations. The Max-Weight rule studied
here is introduced in [92]. It has been shown to be maximally stable [92]
and asymptotically optimal for interacting queues in discrete time [86]
with a ﬁxed number of ﬂows.
Another scheduling scheme we study here is the Balanced Fair rule,
which is insensitive to the distribution of the service time of the ﬂows.
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Figure 3.1. Interfering base stations with near and far users.
It is introduced in the context of ﬁxed networks in [23, 24]. It has been
expanded to include wireless networks in [68].
The theory of Markov Decision Processes gives a well known method
for optimizing the scheduling decision when the ﬂow service times are ex-
ponentially distributed. In particular, the policy iteration algorithm [70]
that we use here has been used in a wide variety of contexts for optimizing
scheduling decisions. To use this algorithm, the relative values of state for
each state should be known [48], which, in general do not have a closed
form expression, and need to be calculated numerically in many contexts.
We use a technique provided in [58] to determine the value functions of a
multi-class PS queue, which allows to carry out the optimization.
3.3 Coordination with location-based user classes
We start with the coordination problem in a system with two interfering
base stations, which serve the users according to their location in the cell.
The study of this problem is the main topic of Publication IV.
3.3.1 Research problem
We take a case where there are two neighboring base stations, where the
users are classiﬁed according to their locations. The users can either be
near to the station or far from it, as shown in Figure 3.1. The stations
serve the users in a fair way, e.g., by using round-robin scheduling. How-
ever, because of the path loss effects, the near users are served at a higher
rate than the far users.
For a single class of users, it has been shown in [95] that when the base
stations have the same service rates (symmetric), and the interference is
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low1, it is stochastically optimal2 to serve with both the stations if there
are users in both the cells, and use only one station when the other has
no user. However, when we have two classes of users in each station, this
strategy does not always simultaneously maximize the service rate and
departure rate of the ﬂows. This can occur, e.g., when one cell has only
far users and the other has only near users as explained in Section 3.3.5.
Thus, the strong optimality property of this policy may be lost, although
it may still show good performance. We explore the performance of the
“Both Stations On” policy in a setting with two user classes in each cell,
and compare it with an MDP-based policy.
3.3.2 System model
We consider the downlink operation of two neighboring base stations, la-
beled 1 and 2, respectively. Both stations, in their respective cells,3 serve
the elastic ﬂows4 of the downlink users that are near (n) to the station or
far (f) from it. Thus, there are four classes of ﬂows, which are identiﬁed
by their location l ∈ {n, f}, and the station i ∈ {1, 2} they are attached
to. In each class (l, i), the ﬂows arrive according to independent Poisson
processes of rate λli, which are the components of λ = (λ
n
1 , λ
f
1, λ
n
2 , λ
f
2). The
ﬂows in class (l, i) have random sizes Bli (bits), which are assumed to be
independent and identically distributed with an arbitrary distribution.
Furthermore, since each station can either be turned on for downlink or
turned off, there are three operating modes m ∈ {0d, d0, dd}5, when at
least one of the stations is serving. The ﬁrst letter of the mode denotes
the operating state of Station 1, while the second letter denotes the oper-
ating state of Station 2. For example, m = 0d indicates that Station 1 is
turned off, while Station 2 is turned on for downlink.
Let rm,li denote the service rate (in bits per second) received by a user of
class (l, i) when operated in mode m if it is the only user present in the
system and μm,li denote the corresponding average service completion rate
deﬁned as
μm,li =
rm,li
E[Bli]
.
When more users are present, the station provides equal share of time to
1The low interference condition is deﬁned precisely in Section 3.3.2.
2The deﬁnition of stochastic optimality is provided in Section 3.4.6.
3‘Base station’, ‘cell’ and ‘station’ are used interchangeably in this chapter.
4‘Flow’ and ‘user’ are used interchangeably in this chapter.
5Note that there can be an additional ‘00’ mode in which both the stations are
turned off. But, since the system is non-idling this mode is not used at all.
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all the users associated with it. Furthermore, we deﬁne
kmi =
μm,fi
μm,ni
,
such that kmi < 1 for all modes m, i.e., the far users are served at a slower
rate than the near users in any mode by both stations.
Furthermore, we focus only in the scenario where the service rates of
the stations are identical and kmi is constant. This service rate symmetry
between the stations in every mode implies that
μd0,n1 = μ
0d,n
2 = μ0, μ
dd,n
1 = μ
dd,n
2 = μ1, k
m
i = k
μd0,f1 = μ
0d,f
2 = kμ0, μ
dd,f
1 = μ
dd,f
2 = kμ1,
and obviously, μ0d,n1 = μ
d0,n
2 = μ
0d,f
1 = μ
d0,f
2 = 0, as there is no service when
a station is turned off. The service rate of a station when the other is
turned on is lower than when it is turned off, i.e.,
μ1 < μ0.
We also assume the aggregate service rate when both stations are turned
on is higher than the same when only one is turned on, i.e.,
μ1 < μ0 ≤ 2μ1,
which is also called the low interference condition and is depicted in Fig-
ure 3.2 (left panel).
We denote the instantaneous state of the system at time t by vector
X(t) = (Xn1 (t), X
f
1(t), X
n
2 (t), X
f
2(t)) where X li(t) is the number of ﬂows in
class (l, i). Within each station, the ﬂows are fairly served, e.g., in round-
robin manner, whereby each ﬂow receives equal time share from the sta-
tion, irrespective of their location in the cell, at the timeslot level. With
the additional assumption of time-scale separation between the schedul-
ing time and the ﬂow-level dynamics, we can say that the users are served
according to the two-class PS queueing discipline [28]. Thus, we have four
ﬂow classes with independent arrivals, served in two queues with coupled
service rates, represented by different operating modes.
3.3.3 Optimal coordination problem
The optimal coordination problem is to select the different modes of the
stations so that the average ﬂow-level delay is minimized, using infor-
mation such the arrival rates, the service rates and queue lengths. We
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begin by describing a class of static coordination policies and then, in Sec-
tion 3.3.5 we discuss the dynamic policies.
A static policy is deﬁned by the vector p = (pd0, p0d, pdd) whose compo-
nents pm represent the probability that modem is used to operate the base
stations in a timeslot. They can also be interpreted as the time fractions
the different modes are used in the long run. Thus,
0 ≤ p ≤ 1 and (3.1)
|p| ≤ 1, (3.2)
where the vector operations are deﬁned as follows: For a vector v, |v| de-
notes the sum of the components of v, while an inequality involving a vec-
tor and a scalar means that the inequalities are to be taken component-
wise in relation to the scalar. Note the strict inequality in (3.2) can occur
if the system is idling, i.e., the mode ‘00’ can also be used in addition to the
three modes described in Section 3.3.2. The equality holds for a non-idling
system.
Since p is constant, the two PS queues in the two stations are no longer
coupled, and thus, we get two independent parallel PS queues, each with
two classes of location-based users. The service rate φi of Station i is then
given by
φ1 = p
d0μ0 + p
ddμ1 and φ2 = p0dμ0 + pddμ1, (3.3)
which comprise the components of φ = (φ1, φ2). Therefore, the total aver-
age queue length is
E[|X|] = λ
n
1 + λ
f
1/k
pd0μ0 + pddμ1 − λn1 − λf1/k
+
λn2 + λ
f
2/k
p0dμ0 + pddμ1 − λn2 − λf1/k
. (3.4)
The set of all service rates φ that satisfy (3.1), (3.2) and (3.3) is called the
capacity region and is denoted by C. In this case, the capacity region can
be explicitly characterized by the inequalities
0 ≤ φ1 ≤ μ0 − μ0 − μ1
μ1
φ2 and 0 ≤ φ2 ≤ μ0 − μ0 − μ1
μ1
φ1, (3.5)
which is also depicted in Figure 3.2.
The optimal static policy is obtained by properly selecting the compo-
nents of p that minimizes the average number of ﬂows calculated in (3.4),
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Figure 3.2. The left panel shows the feasible rate region C while the right panel shows
the stability region of the model described in Section 3.3.2.
and by Little’s result the average ﬂow-level delay, as well, i.e.,
p∗ = argmin
(pd0,p0d,pdd)
{
λn1 + λ
f
1/k
pd0μ0 + pddμ1 − λn1 − λf1/k
+
λn2 + λ
f
2/k
p0dμ0 + pddμ1 − λn2 − λf1/k
}
,
s.t. 0 ≤ p ≤ 1, |p| ≤ 1,
pd0μ0 + p
ddμ1 − λn1 − λf1/k < 0,
p0dμ0 + p
ddμ1 − λn2 − λf2/k < 0,
which is a convex optimization problem. Let φ∗ = (φ∗1, φ∗2) be the allo-
cation of the service rate of the optimal static policy. In Publication IV,
the optimization problem is formulated in a slightly different way, which
allows us to explicitly solve the problem using elementary optimization
techniques.
3.3.4 Stability issues
The maximal stability region characterizes the set of arrival rates for
which a static policy can keep all the queues of the system stable. Clearly
for static policies, we have two independent PS queues, each with two
classes of users. Therefore a system speciﬁed by an arrival rate vector
λ = (λn1 , λ
f
1, λ
n
2 , λ
f
2) ≥ 0 can be stabilized by a static policy with service
rates φ = (φ1, φ2) if and only if λni +
λfi
k < φi for all i, which is equivalent
to the conditions
1
μ0
(
λn1 +
λf1
k
)
+
(
1
μ1
− 1
μ0
)(
λn2 +
λf2
k
)
< 1 and
1
μ0
(
λn2 +
λf2
k
)
+
(
1
μ1
− 1
μ0
)(
λn1 +
λf1
k
)
< 1.
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This is the maximal stability region for the static policies and is shown
in Figure 3.2. This is also the maximal stability region of the dynamic
policies [86]. Note that the stability region is the same as the interior of
the feasible rate region C, when the axes are labeled as arrival rates.
3.3.5 Dynamic policies
In a dynamic policy, π, we choose an action aπ(x) that depends on the
state x of the system, and perhaps on other system parameters. The per-
formance of these policies is then compared against the optimal static
policy. We describe two such policies here.
Both Stations On policy
Both Stations On (BSO) is a dynamic policy that utilizes just the state
information. We use the ‘dd’ mode when there are ﬂows present in both
the cells. If ﬂows are present in just one cell, then either ‘0d’ or ‘d0’—
whichever turns off the station without any ﬂows—is utilized. More pre-
cisely, we choose action aBSO(x) such that
aBSO(x) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
dd, if xn1 + xf1 = 0 and xn2 + xf2 = 0,
d0, if xn1 + xf1 = 0 and xn2 + xf2 = 0,
0d, if xn1 + xf1 = 0 and xn2 + xf2 = 0
When only one class of users is present in both cells, this policy maximizes
both the service rates and ﬂow departure rates, and is even known to
be stochastically optimal [95]. However, when two classes of users are
present, although it maximizes the service rates, the ﬂow departure rates
are not necessarily maximized. This can be seen in a case when only near
users are present in Station 1 and only far users are present in Station 2
and μ0μ1 > 1 + k. Under such conditions, the ﬂow departure rate in the ‘dd’
mode μ1(1 + k) < μ0, the ﬂow departure rate in the ‘d0’ mode.
FPI policy
In the MDP-based approach, a baseline policy is improved by the method
of policy iteration which follows from the theory of Markov Decision Pro-
cesses [70]. We discussed a similar approach for a discrete-time system
in Section 2.4.3. Here we present the continuous-time counterpart of the
same technique.
In the policy iteration algorithm, the initial policy π is used to construct
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a new policy π′, for which the action, aπ′(x), in state x is given by
aπ
′
(x) = argmin
a∈A
⎧⎨⎩rx(a)− r(π) +∑
y =x
qx,y(a)
(
vy(π)− vx(π)
)⎫⎬⎭ . (3.6)
The expression inside the braces gives the future cost rate of the system
when the action a is chosen at the current decision instant and policy π
is followed thereafter. Here rx(a) is the instantaneous cost rate of state
x with the newly chosen action a, r(π) is the average cost rate under the
initial policy π, qx,y(a) is the transition rate from state x to state y with
the newly chosen action a, and vx(π) is the relative value of state x under
the initial policy π, which describes the expected cumulative difference
in costs between a system starting from state x and a stationary system
with the initial distribution equal to the equilibrium distribution under
policy π.
We take the optimal static policy as our initial policy π and derive an im-
proved dynamic policy π′ (FPI) by applying the policy iteration algorithm
once. The state is given by x, and the action space consists of the three
operation modes, A = {0d, d0, dd}. The instantaneous cost rate rx(a) is
equal to the total number of ﬂows in the whole system, |x|, and is thus
independent of the chosen action a. As we have two parallel PS queues,
the relative value of state of the system is the sum of the relative values
of each PS queue.
To ﬁnd the relative values of states of M/M/1-PS queue with two user-
classes, we use the value function extrapolation technique using polyno-
mial functions as described in [58]. This method allows the calculation
of the exact relative values of states in a discriminatory processor shar-
ing system. In Publication IV, we provide the details of the method used,
where the coefﬁcients of these polynomial value functions are determined
by substituting them in the Howard equations. The FPI policy chooses an
action aFPI(x) in the following way:
aFPI(x) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0d, if t(x) ≤ β,
dd, if β ≤ t(x) ≤ α,
d0, if t(x) ≥ α,
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Figure 3.3. Asymmetric user arrivals with k = 0.1 (left) and k = 0.01 (right). The solid
line represents the FPI policy and the dotted line represents the BSO pol-
icy. In the horizontal axis, the arrival rates are plotted normalized to the
maximum possible arrival rate that keeps the system stable.
where,
t(x) =
(1 + k)(xn1 + x
f
1)− (xn1 + kxf1)ρ∗1
(1 + k)(xn2 + x
f
2)− (xn2 + kxf2)ρ∗2
,
α =
c1
c0 − c1
1− ρ∗1
1− ρ∗2
(1 + k)φ∗1 − λn1 − λf1
(1 + k)φ∗2 − λn2 − λf2
,
β =
c0 − c1
c1
1− ρ∗1
1− ρ∗2
(1 + k)φ∗1 − λn1 − λf1
(1 + k)φ∗2 − λn2 − λf2
,
ρ∗i =
λni +
λfi
k
φ∗i
.
It should be noted that the switching curves of the policy turn out to
be simple linear functions of the state variables x. This is because the
relative values of states in this case are second-degree polynomials on the
state of the system, and the difference of these functions are taken while
determining the switching curves.
3.3.6 Numerical results
We now observe numerically the performance of the FPI policy compared
to the optimal static policy, and then compare this improvement with the
BSO policy. For the optimal static policy, the total average number of
users is determined analytically, while for the two other policies we have
conducted extensive simulations to estimate the corresponding mean val-
ues. The ratio between the total average number of users of the two dy-
namic policies and that of the optimal static policy is plotted in Figure 3.3
for two different values for the path loss parameter k. The arrival rates
are set λf1 = λn2 = 0 and λn1 = λf2 = λ with λ varying from 0 to the stability
limit. The service rates are μ0 = 5 and μ1 = 3. Note that we have taken
an extreme case with only the near users in the ﬁrst station and only the
far users in the second station. In such a case, FPI is as good as BSO at
lower values of arrival rates. At higher arrival rates, BSO is better but
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Figure 3.4. Interfering base stations with uplink and downlink users.
not by very much.
In a more general scenario with more balanced arrivals in all classes of
both stations, we observe that BSO is again performing relatively better
than FPI. This is true even for low values of the load. The results are
presented in Publication IV.
3.4 Coordination in dynamic TDD-LTE systems
In Publication V and Publication VI, we consider two neighboring base
stations operating in dynamic TDD mode serving uplink and downlink
trafﬁc as illustrated in Figure 3.4. Therefore, it is possible to dynamically
change the number of subframes allocated to the uplink and the downlink
data transmissions. We now have two queues in each station—an uplink
queue and a downlink queue—making a total of four queues which need
to be coordinated. Again we use ﬂow-level models and PS queues to study
the coordination problem.
3.4.1 Research problem
We study the problem of optimally coordinating the activities of two neigh-
boring base stations operating in dynamic TDD conﬁguration that inter-
fere with each other. Each base station has two classes of users, viz., the
uplink users and the downlink users with elastic trafﬁc. In dynamic TDD
conﬁguration, a base station can dynamically allocate its resources either
for the uplink or the downlink transmission. However, this decision of
allocating transmission direction by one station affects the service of the
users in the other cell. Based on the information about various system
parameters and load conditions of the cells, the activities of the two base
stations can be controlled. This can ensure that the operation of one does
not adversely affect the other. The research problem we focus on here is
the evaluation of the performance of various strategies, which are either
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systematic techniques or heuristic policies, that aid in solving this coordi-
nation problem, as well as possible.
3.4.2 System model
We describe a model similar to the one described in Section 3.3.2 that is
useful to formulate the problem in this setting. Consider two neighboring
base stations, labeled 1 and 2 respectively, operating in the dynamic TDD
conﬁguration. Both stations, in their respective cells, serve the uplink (u)
and the downlink (d) users with elastic ﬂows. Thus, there are a total of
four classes of ﬂows, labeled by the pair (δ, i) where δ ∈ {u, d} is the ser-
vice class of the ﬂow while i ∈ {1, 2} is the station the ﬂow is attached
to. In each class (δ, i), the ﬂows arrive according to independent Poisson
processes of rate λδi and have random sizes B
δ
i (bits) which are assumed to
be independent and identically distributed with an arbitrary distribution.
Furthermore, since each station can operate in either the ‘u’-direction or
the ‘d’-direction, the operating mode6 of the system, m, can take any value
in {dd, du, ud, uu}7, where the ﬁrst letter of the mode denotes the operat-
ing direction of Station 1 while the second letter denotes the operating
direction of Station 2. For example, when m = ud, Station 1 is operating
in the uplink mode while Station 2 is operating in the downlink mode.
Let rmi denote the service rate (in bits per second) provided by Station i
operating in mode m to the ﬂows in class (mi, i), where mi ∈ {u, d} is the
direction of the Station i ﬂows in mode m, given by ith letter of m. We
deﬁne the corresponding service completion rates μmi as
μmi =
rmi
E [Bmii ]
(3.7)
with the following assumptions:
• Because of uplink/downlink power asymmetry the downlink power ef-
fectively destroys the uplink transmission on neighboring cell due to
interference when operated in either the ‘ud’ or the ‘du’ modes, i.e.,
μdu2 = μ
ud
1 = 0.
• The intercell interference for downlink is higher in the ‘dd’ mode com-
6‘Operating mode’ is frequently shortened to ‘mode’.
7There can be an extra ‘00’ mode if none of the queues are served. Since the
system is non-idling, it is never used whenever there is at least one user in the
system.
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Figure 3.5. Interacting queues with uplink and downlink users. The service rate of each
queue (μmi ) depends on the selected mode m ∈ {dd, du, ud, uu}.
pared to that in either the ‘ud’ or ‘du’ modes in both cells. Thus, the
downlink service rates are higher in ‘du’ or ‘ud’ than in ‘dd’ i.e.,
μdu1 > μ
dd
1 , μ
ud
2 > μ
dd
2 .
• We again deﬁne the low interference condition in the downlink as
μdd1
μdu1
+
μdd2
μud2
≥ 1. (3.8)
We also deﬁne a symmetric service case where the stations have identi-
cal service rates, i.e.,
μdd1 = μ
dd
2 = μ
dd,
μdu1 = μ
ud
2 = μ
d,
μuu1 = μ
uu
2 = μ
uu.
(3.9)
for which the low interference condition (3.8) becomes 2μdd ≥ μd.
We denote the instantaneous state of the system at time t by vector
X(t) = (Xd1 (t), X
u
1 (t), X
d
2 (t), X
u
2 (t)) where Xδi (t) is the number of ﬂows in
class (δ, i). Within each class the ﬂows are fairly served, e.g., in a round-
robin manner, which attempts to provide an equal number of timeslots
to all ﬂows. With the additional assumption of time-scale separation be-
tween the ﬂow dynamics and timeslot-level channel dynamics, the users
are served according to the PS queueing discipline [30]. Thus, we have
four interacting queues (see Figure 3.5) with independent but random
arrivals and coupled service rates, which depend on different operating
modes.
3.4.3 Optimal coordination problem
The optimal coordination problem is to ﬁnd the ways to operate the dif-
ferent modes of the stations, based on the information about the arrival
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rates, the service rates and the queue lengths, so that the average ﬂow-
level delay is minimized. We again start with the static coordination
policies which choose constant probability pm to operate mode m in ev-
ery timeslot. Then, in Section 3.4.5, we discuss the dynamic policies.
Let p = (pdd, pdu, pud, puu) be a vector whose components pm represent
the probability that the system is run in mode m in any timeslot. These
components can also be interpreted as the long-term fraction the system
is run in the respective mode. Thus we have
0 ≤ p ≤ 1 and (3.10)
|p| ≤ 1. (3.11)
Again, the strict inequality in (3.11) can occur if the system is idling. The
equality holds for a non-idling system.
Since p is constant, the four PS queues in the two stations are no longer
coupled, and thus, we get four independent PS queues. The service rate
φδi of class (δ, i), is then given by
φd1 = p
ddμdd1 + p
duμdu1 , φ
u
1 = p
uuμuu1 ,
φd2 = p
ddμdd2 + p
udμud2 , φ
u
2 = p
uuμuu2 ,
(3.12)
and these service rates are collected together as the component of the
vector φ = (φd1 , φu1 , φd2 , φu2). Note that these relations are valid only if rmi
is constant for class (mi, i) when the stations are operated exclusively in
mode m. In Section 3.4.7 we discuss a physical model in which the service
rates are based on the locations of the users in the cell for all modes.
Therefore, the total average queue length is calculated as
E[|X|] = λ
u
1
puuμuu1 − λu1
+
λd1
pduμdu1 + p
ddμdd1 − λd1
+
λu2
puuμuu2 − λu2
+
λd2
pudμud2 + p
ddμdd2 − λd2
.
(3.13)
The set of all service rates φ that satisfy (3.10), (3.11) and (3.12) is called
the capacity region and is denoted by C. In this case, the service rate vec-
tor φ satisﬁes the following set of inequalities as mentioned in Publica-
tion VI:
a1φ
d
1 + b1φ
d
2 + c1φ
u
1 ≤ 1, a1φd1 + b1φd2 + c2φu2 ≤ 1,
b2φ
d
1 + a2φ
d
2 + c1φ
u
1 ≤ 1, b2φd1 + a2φd2 + c2φu2 ≤ 1,
(3.14)
where
a1 =
1
μdu1
, b1 =
μdu1 − μdd1
μdu1 μ
dd
2
, c1 =
1
μuu1
,
a2 =
1
μud2
, b2 =
μud2 − μdd2
μud2 μ
dd
1
, c2 =
1
μuu2
,
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which is a four-dimensional polytope in the service rate space.
The optimal static policy is obtained by properly selecting the compo-
nents of p that minimizes the average number of ﬂows calculated in (3.13),
and by Little’s result the average ﬂow-level delay, as well, i.e.,
p∗ =argmin
p
{
λu1
puuμuu1 − λu1
+
λd1
pduμdu1 + p
ddμdd1 − λd1
+
λu2
puuμuu2 − λu2
+
λd2
pudμud2 + p
ddμdd2 − λd2
}
,
s.t. 0 ≤ p ≤ 1, |p| ≤ 1,
puuμuu1 − λu1 > 0, pduμdu1 + pddμdd1 − λd1 > 0,
puuμuu2 − λu2 > 0, pudμud2 + pddμdd2 − λd2 > 0.
(3.15)
We can observe that (3.15) is a convex optimization problem whose solu-
tion for a general case has to be calculated numerically. However, for a
few symmetric cases it is possible to determine the explicit expression of
p∗, as has been shown in Publication V. From p∗, we can determine the
optimal static service rates φ∗ using (3.12).
3.4.4 Stability issues
We now discuss the nature of the maximal stability region for the static
policies. The maximal stability region characterizes the set of arrival
rates for which a static policy can keep all the queues of the system stable.
In Publication VI, (Theorem 1 in §4), we prove the following characteriza-
tion the maximal stability region for a static policy:
For λd1/μdd1 > λd2/μdd2 , there exists a stable static policy if and only if
max
{
λu1
μuu1
,
λu2
μuu2
}
+
λd2
μdd2
+
1
μdu1
(
λd1 − μdd1
λd2
μdd2
)
< 1. (3.16)
If λd1/μdd1 ≤ λd2/μdd2 , there exists a stable static policy if and only if
max
{
λu1
μuu1
,
λu2
μuu2
}
+
λd1
μdd1
+
1
μud2
(
λd2 − μdd2
λd1
μdd1
)
< 1. (3.17)
Intuitively, the ﬁrst term of (3.16) implies that for stability, as the two
uplink arrivals are served only by the ‘uu’ mode, the ‘uu’ mode should have
enough time to serve the larger of the two uplink arrival rates. Moreover,
since λd1/μdd1 > λd2/μdd2 , the second term implies that the ‘dd’ mode should
have enough time to serve the downlink arrivals in Station 2. Finally,
since this ‘dd’ mode also serves the downlink arrivals in Station 1, after
it is used long enough to clear the downlink arrivals in Station 2, the
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remaining fraction of time can then be allocated to the ‘du’ mode to serve
only the downlink arrivals in Station 1 at a higher rate. Clearly, all these
fractions of time should add up to 1 or less for a feasible allocation. This
is also the maximal stability region even for the dynamic policies [86].
Note that when λd1/μdd1 > λd2/μdd2 , the ﬁrst term in the left hand side
of (3.16) is deﬁned as the total uplink load, ρu, while the remaining terms
are together deﬁned as the total downlink load ρd. The loads are analo-
gously deﬁned when λd1/μdd1 ≤ λd2/μdd2 using (3.17).
Finally, we again observe that the stability region (3.16) or (3.17) is the
interior of the rate region given by (3.14), where the service rates φδi are
replaced by the arrival rates λδi .
3.4.5 Dynamic policies
In a dynamic policy π, we choose an action aπ(x) that depends on the
state x of the system, and perhaps on other parameters. We classify the
dynamic policies into three broad categories—the policies based on pri-
ority, the policies based on systematic techniques, and the policies based
on well-performing heuristics. The priority based policies, HU and HD,
that are inspired by the BSO policy, deﬁned in Section 3.3.5, but adapted
to dynamic TDD, are stochastically optimal in some cases. Techniques
like MDP-based policy iteration algorithm and Balanced Fairness come
from well-established principles and provide systematic ways to optimize
the resource allocation. Among the heuristic policies, Max-Weight is well
known for being maximally stable and even asymptotically optimal in
discrete-time queues, and the Robust Policy attempts to equalize the two
queues operating in two directions as much as possible, without using
any information about the trafﬁc parameters. This classiﬁcation is also
presented in Table 3.1.
Uplink priority policy (HU)
In HU, the uplink queues are served with the highest priority. Only when
both the uplink queues are empty, either the ‘dd’ mode or one of the ‘du’ or
‘ud’ modes is used depending on the presence of the ﬂows in both or just
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Table 3.1. Classiﬁcation of the dynamic policies
Classiﬁcation of policies Name of policies
Priority policies Uplink priority policy (HU),
Downlink priority policy (HD)
Policies based on systematic
techniques
Markov Decision Processes based
policy (MDP), Balanced Fair
policy (BF)
Heuristic policies Max-Weight policy (MW), Robust
Policy (RP)
one of the downlink queues, respectively, i.e.,
aHU(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
uu, if xu1 + xu2 > 0,
dd, if xu1 + xu2 = 0, xd1xd2 > 0,
du, if xu1 + xu2 = 0, xd1xd2 = 0, xd1 > 0,
ud, if xu1 + xu2 = 0, xd1xd2 = 0, xd2 > 0.
Clearly, it is a good heuristic when the uplink ﬂow service rates μuu1 , μuu2
are high compared to the downlink ﬂow service rates, μdu1 , μud2 , μdd1 , μdd2 ,
and the trafﬁc load is sufﬁciently small. Indeed, we will later observe
that HU is even stochastically optimal under some conditions with large
enough μuu1 and μuu2 . However the absolute priority given to the uplink
may render the downlink queues unstable at high loads.
Downlink priority policy (HD)
In HD, the downlink is given the highest priority, and the uplink (‘uu’)
mode is chosen only when both the downlink queues are empty. The ‘dd’
mode is used when both downlink queues have ﬂows, while one of ‘du’ or
‘ud’ is used only if one of the downlinks has ﬂows. Thus,
aHD(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
dd, if xd1xd2 > 0,
du, if xd1xd2 = 0, xd1 > 0,
ud, if xd1xd2 = 0, xd2 > 0,
uu, if xd1 + xd2 = 0.
It is reasonable to assume that this policy will give good performance
when the downlink ﬂow completion rates, μdu1 , μud2 , μdd1 , μdd2 , are high com-
pared to the uplink ﬂow completion rate, μuu1 and μuu2 . It turns out to be
stochastically optimal in some cases where the downlink service rates are
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high enough, but may suffer from the instability of the downlink queues
at high loads.
Max-Weight policy (MW)
In this policy, the mode that has the maximumweight for a state is chosen.
The weight is deﬁned as the sum of the product of the service completion
rate of the queues in the chosen mode and the queue lengths of the same
queues. Thus, in the MW policy, the action chosen in state x is deﬁned by
aMW(x) = argmax
α∈{uu,du,ud,dd}
wα(x),
where,
wdd(x) = μdd1 x
d
1 + μ
dd
2 x
d
2 , w
du(x) = μdu1 x
d
1 ,
wuu(x) = μuu1 x
u
1 + μ
uu
2 x
u
2 , w
ud(x) = μud2 x
d
2 .
Robust Policy (RP)
The robust policy we propose here relies solely on the information about
the state of the system and is not purely priority based. It attempts to
equalize the total queue lengths at the uplink and downlink as much as
possible by choosing appropriate modes deﬁned as
aRP(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
uu, if xu1 + xu2 > xd1 + xd2 ,
dd, if xu1 + xu2 < xd1 + xd2 , xd1 > 0, xd2 > 0
du, if xu1 + xu2 < xd1 + xd2 , xd1 > 0, xd2 = 0,
ud, if xu1 + xu2 < xd1 + xd2 , xd1 = 0, xd2 > 0,
with an additional tie-breaking rule if xu1 +xu2 = xd1 +xd2 . This rule chooses
the uplink mode (‘uu’) or an appropriate downlink mode (‘dd’, ‘ud’ or ‘du’),
depending on the queue lengths at different downlink queues, with equal
probabilities.
MDP-based policies (FPI and MDP)
In the MDP-based approach, a baseline policy is improved by the method
of policy iteration which follows from the theory of Markov Decision Pro-
cesses [70], and has been discussed in Section 3.3.5. We note that, to apply
this approach, we have to assume that the service times in each mode are
exponentially distributed.
We take the optimal static policy as our initial policy π and derive an im-
proved dynamic policy π′ (FPI) by applying the policy iteration algorithm
once. The state is given by x, and the action space consists of the four
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operation modes, A = {uu, ud, du, dd}. The instantaneous cost rate rx(a)
is equal to the total number of ﬂows in the whole system, |x|. As we have
parallel PS queues, the relative value of state of the system is the sum
of the relative values of each PS queue. The relative value of state of an
M/M/1-PS queue with service rate μ and arrival rate λ when there are n
customers present is (see, e.g., [48])
v(n) = v(0) +
n(n+ 1)
2(μ− λ) .
The chosen action only affects the future departures from the system and
has no effect on the average cost rate r(π), the instantaneous cost rate
rx(a) and the future cost rate only due to the arrivals in the optimality
equation (3.6). Thus, in each state x the action aFPI(x) that minimizes
the future cost rate related to the departure of a ﬂow from the state is
chosen, i.e.,
aFPI(x) = argmin
α∈{dd,du,ud,uu}
wα(x),
where
wdd(x) = − μ
dd
1 x
d
1
φ∗d1 − λd1
− μ
dd
2 x
d
2
φ∗d2 − λd2
, wdu(x) = − μ
du
1 x
d
1
φ∗d1 − λd1
,
wuu(x) = − μ
uu
1 x
u
1
φ∗u1 − λu1
− μ
uu
2 x
u
2
φ∗u2 − λu2
, wud(x) = − μ
ud
2 x
d
2
φ∗d2 − λd2
,
and the components of φ∗ = (φ∗u1 , φ∗d1 , φ∗u2 , φ∗d2 ) are the optimal static ser-
vice rates of the different queues.
Note that, initially, when the optimal static policy is used, all the queues
are independent and the relative values of the states have simple expres-
sions, which are then added together. The process obtained after the ap-
plication of the policy iteration algorithm for the ﬁrst time couples the
system, and thus, the four queues are no longer independent. Conse-
quently, the relative values of the states for this coupled system no longer
have simple explicit expressions after the ﬁrst iterated policy is applied.
However, the policy iteration algorithm can be continued numerically, for
a truncated system, until convergence, when the policy does not change
with each successive iteration. Naturally, these numerical evaluations
are prone to inaccuracies, as those for the truncated systems consistently
underestimate the average queue lengths. These inaccuracies are more
prominent at high loads than at the low loads. This policy, obtained by
running the policy iteration algorithm to its convergence, is labeled as
‘MDP’.
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Optimal balanced dynamic policy (BF)
We deﬁne the optimal balanced dynamic policy based on the notion of
Balanced Fairness [23, 24, 26, 27, 68]. A coordination policy is said to
be balanced if, for any classes (δ, i) and (δ′, i′) and any state x such that
xδi ,x
δ′
i′ > 0,
φδi (x− eδ
′
i′ )
φδi (x)
=
φδ
′
i′ (x− eδi )
φδ
′
i′ (x)
,
where eδi is the state with only one ﬂow in (δ, i) class and no ﬂows in any
other class. It is shown in [23] that a coordination policy is balanced if
and only if there is a so-called balance function Φ(x), which is a bounded
and non-negative function satisfying, for any class (δ, i) and any state x
such that xδi > 0,
φδi (x) =
Φ(x− eδi )
Φ(x)
. (3.18)
From (3.18), we get the so-called detailed balance equations
λδiπ(x− eδi ) = φδi (x)π(x), (3.19)
where we have deﬁned
π(x) =
1
G
(λd1)
xd1 (λu1)
xu1 (λd2)
xd2 (λu2)
xu2Φ(x),
and normalization constant G is chosen so that π(x) is a proper distri-
bution in the state space. As an immediate consequence of (3.19), we
observe that π(x) is the equilibrium distribution of the system state if
the service times are exponential. However, due to the insensitivity prop-
erty of balanced allocations, the result is even valid for any service time
distribution [23, 24].
The balanced fair (BF) coordination policy is deﬁned by (3.18), where
the corresponding balance function Φ(x) is given as the solution of the
following recursion: Φ(0, 0, 0, 0) = 1, and for any state x = (0, 0, 0, 0),
Φ(x) = max
{
α > 0
∣∣∣∣∣
(
Φ(x−ed1)
α ,
Φ(x−eu1)
α ,
Φ(x−ed2)
α ,
Φ(x−eu2)
α
)
∈ C
}
,
where Φ(x) = 0 if x does not belong to the state space. The BF coordina-
tion policy is the optimal balanced coordination policy in the sense that
all the constraints are taken into account as tight as possible.
In Theorem 2 of Publication VI, we show that the four-dimensional re-
cursion needed for BF calculation for our model can be reduced to a sim-
pler 2-dimensional recursion, and calculate the BF balance function Φ(x)
for any state x recursively as
Φ(x) =
(
xd1 + x
u
1 + x
d
2 + x
u
2
xu1 + x
u
2
)(
1
μuu1
)xu1 (
1
μuu2
)xu2
Φ(xd1 , x
d
2),
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where Φ(0, 0) = 1, Φ(u, v) = 0 if u < 0 or v < 0, and for any state
(u, 0, v, 0) = (0, 0, 0, 0),
Φ(u, v) =max
{
1
μdu1
Φ(u− 1, y) + μ
du
1 − μdd1
μdu1 μ
dd
2
Φ(u, v − 1),
μud2 − μdd2
μud2 μ
dd
1
Φ(u− 1, v) + 1
μud2
Φ(u, v − 1)
}
.
which can then be used to determine the balanced fair allocation in (3.18).
For a symmetric system (3.9), we have explicit expressions for the balance
functions given by
Φ(x) = Φ(xd1 , x
u
1 , x
d
2 , x
u
2) =
(
xd1 + x
u
1 + x
d
2 + x
u
2
xu1 + x
u
2
)(
1
μuu
)(xu1+xu2)
Φ(xd1 , x
d
2)
where Φ(0, 0) = 1, for any state (u, 0, v, 0) = (0, 0, 0, 0) such that u > v,
Φ(u, v) = Φ(v, u)
=
v∑
i=0
(
u− 1 + v − 1
v − i
)(
1
μd
)u( 1
μdd
− 1
μd
)v−i( 1
μdd
)i u− v + i
u
.
3.4.6 Stochastic optimality results
When the service times are symmetric (3.9) and exponentially distributed,
under certain special conditions of the arrival rates of the ﬂows, we can
prove two results related to stochastically optimal policies. These can
be seen as extensions of a similar result for single class user presented
in [95].
A policy π∗ is said to be stochastically optimal if for any s,x and t,
π∗ = argmin
π∈Π
P
{∣∣Xπ(t)∣∣ > s | Xπ(0) = x}
where Xπ(t) is the state of the system under policy π at time t. This
means that, starting from any state x, the total queue length process has
the minimum tail probability when the stochastically optimal policy is
used. For a general case, the stochastically optimal policy in our system is
not known. We state the results related to stochastic optimality for some
special cases in Theorem 3 and Theorem 4 of Publication VI, which are
stated below as well.
When there are no uplink arrivals in one of the stations (λu1 > 0 and
λu2 = 0), and the downlink service rates are sufﬁciently high (μuu ≥ 2μdd ≥
μd), then the HU policy is stochastically optimal.
The HU policy is stochastically optimal if
λu1 > 0, λ
u
2 = 0 and μ
uu ≥ 2μdd ≥ μd.
76
Intercell coordination in wireless systems
On the other hand, when there are no downlink streams in one of the
stations (λd1 > 0, λd2 = 0) and the downlink service completion rates are
sufﬁciently high (μd ≥ 2μuu), then the HD policy, that prioritizes the down-
link, is stochastically optimal.
The HD policy is stochastically optimal if
λd1 > 0, λ
d
2 = 0 and μ
d ≥ 2μuu.
The proofs are based on induction and are detailed in Publication VI.
They are obtained by uniformizing the Markov process and then using
dynamic programming techniques to arrive at the result.
3.4.7 Physical model
We now describe a physical model in a wireless system that serves as a
motivation for studying the abstract problem presented in Section 3.4.2.
The ﬂows are all assumed to arrive for service according to independent
Poisson processes inside the cell. Thus, for a given number of ﬂows in a
cell, the users are uniformly distributed in the cell.
When a dynamic policy is used, the operating modes can change only at
the arrival or departure of the ﬂows. Thus, the operating modes change
at a much slower rate than the time slots are scheduled. Due to this time-
scale separation, each Station i has a well deﬁned mean transmission rate
cmi (r) for a user located at a distance r from the station in mode m. When
a user is at random distance Ri from Station i, the service time Smi of its
ﬂow, assuming that it is the only user present and the system operates
exclusively in mode m, is given by
Smi =
Bmii
cmi (Ri)
.
Recall that mi ∈ {u, d} is the service direction of Station i in mode m. If
any station is not transmitting in a particular mode (cmi (Ri) = 0) then the
service times are deﬁned to be inﬁnite, implying that the corresponding
service rates are 0. Assuming that the size of the ﬂowBmii and the location
Ri are independent of each other we get
E[Smi ] = E[B
mi
i ]E
[
1
cmi (Ri)
]
. (3.20)
Thus the service completion rate provided by Station i operating in mode
m under a dynamic policy is given by
μmi =
1
E[Smi ]
=
E[ 1cmi (Ri)
]−1
E[Bmii ]
,
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which is equivalent to the deﬁnition (3.7) when the constant transmission
rate rmi is replaced by the harmonic mean of the transmission rates with
respect to the spatial distribution of the ﬂows.
However, a static policy p = (pdd, pdu, pud, puu) chooses probabilistically
a mode at every time slot that leads to a very fast switching of the modes
compared with the time scale at which the ﬂow-level events occur. This
implies that a user at any location receives a time-averaged bit rate that
depends on the distribution of the different modes in a time slot. The
mean service rate of the whole class is then determined by taking into
account the spatial distribution of the users. The mean service times of
Station i under static policy p = (pdd, pdu, pud, puu) are given by (cf. [73,
74])
1
φui
= E[Bδi ]E
[
1
puucuui (Ri)
]
=
1
puu
E[Bδi ]E
[
1
cuui (Ri)
]
, (3.21a)
1
φd1
= E[Bδi ]E
[
1
pddcdd1 (R1) + p
ducdu1 (R1)
]
, (3.21b)
1
φd2
= E[Bδi ]E
[
1
pddcdd2 (R2) + p
udcud2 (R2)
]
. (3.21c)
We see that the uplink service rates φui in (3.12) are exactly the same as
in (3.21a) since there is just one mode that serves the uplink queues. On
the other hand, since two modes can possibly serve the downlink queues,
the downlink service rates φdi in (3.12) are only approximates of those in
(3.21b) and (3.21c). In fact, it appears that φdi given by (3.12) underes-
timate those calculated from (3.21b) and (3.21c). Note that from these
deﬁnitions, a capacity region can be deﬁned by choosing the components
of p such that the inequalities (3.10) and (3.11) are satisﬁed. This capac-
ity region appears to be a superset of the one described by (3.14) as can be
observed in Figure 3.6, which has been obtained for Scenario 2 using the
parameters in Table 3.3.
3.4.8 Numerical results
We study the performance of different policies discussed in Section 3.4.5
against each other through simulation. The performance of a policy is
measured as the ratio of the average ﬂow-level delay using the dynamic
policy to the same when the optimal static policy is used. We deﬁne vari-
ous scenarios by ﬁxing the service rates of the different modes.
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Figure 3.6. The capacity region from the physical model and the same obtained
from (3.14) when puu = 0.5 for Scenario 2 described in Section 3.4.8. Note
that the difference is discernible only in the magniﬁed picture (seen in the
right panel). We can also see that the capacity region obtained from the
physical model is clearly a superset of the one approximated by (3.14).
Table 3.2. Summary of Scenario 1
Scenario
Service rates
Arrival rates
μdd1 = μ
dd
2 = 3,
μdu1 = μ
ud
2 = 5
1a μuu1 = μuu2 = 7 λd1 = λd2 , λu2 = 0
1b μuu1 = μuu2 = 1 λu1 = λu2 , λd2 = 0
In Scenario 1, we study the performance of the different priority based
policies by explicitly ﬁxing the values of service rates μδi and assuming
that the service times are symmetric (3.9) and exponentially distributed.
These results are reported in Publication IV and we present here the cases
that demonstrate performance of the stochastic optimality results. For
this, we choose two Subscenarios 1a and 1b, which have their service rates
ﬁxed in such a way that HU and HD are stochastically optimal under the
appropriate arrival rates at the uplink and the downlink, respectively, as
seen from the results in Section 3.4.6.
To vary the trafﬁc, we change the arrival rates so that the uplink load
(ρu) and the downlink load (ρd) are the same and the total load, ρ = ρu+ρd,
is varied from 0 to 1, where ρu and ρd are deﬁned as
ρu =
max{λu1 , λu2}
μuu1
, ρd =
min{λd1 , λd2}
μdd1
+
|λd1 − λd2 |
μdu1
,
which naturally follow from (3.16) and (3.17) for these scenarios with sym-
metric base stations.
The performance of Scenarios 1a and 1b is shown in Figure 3.7. In Sce-
nario 1a (Figure 3.7, left panel), RP is consistently providing 60% or more
gain compared to the optimal static policy, and both RP and BF are better
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Figure 3.7. Performance of Scenario 1a (left) and Scenario 1b (right). The vertical axes
represent the ratio of the average delay using the dynamic policy to the same
using the optimal static policy while the horizontal axes denote the system
load.
rmax 2rmax
BS
1
BS
2
r
Figure 3.8. Linear sectorized network with two base stations.
than either of MW or FPI. However, the performance of all these policies
is not anywhere close to that of the optimal policy, HU, especially at higher
loads. In Scenario 1b (Figure 3.7, right panel), RP and BF are the worst
performing dynamic policies while MW performs almost as good as the
optimal dynamic policy for ρ ≤ 0.5. In both these scenarios, the stochas-
tically optimal dynamic policy is known, which is veriﬁed by the policy
iteration algorithm (the MDP policy in the ﬁgure) when the values of load
are small. At higher values of the load, the MDP policy suffers from trun-
cation errors and underestimates the average delay as explained earlier.
In Scenario 2, we determine the service rates using a physical chan-
nel model, discussed in Section 3.4.7, in a linear network with two base
stations which are 2rmax distance apart as shown in Figure 3.8. By us-
ing (3.20) and the Shannon capacity theorem, the mean service times are
calculated as
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Table 3.3. Summary of Scenario 2
Physical parameters Service completion rates
α = 3, rmax = 400 [m],
Cumax = 50 [Mbps],
Cdmax = 150 [Mbps], P ue = 0.2 [W],
P bs = 20 [W],
Iuu1 /2 = I
uu
2 = I
dd
1 /2 = I
dd
1 =
Idu1 /2 = I
ud
2 = 1.0 × 10−7 [W],
Bu1 = B
u
2 = B
d
1/3 =
Bd2/3 = 100 [KiB]
μuu1 = 1.07 [1/s], μuu2 = 2.09 [1/s],
μdd1 = 9.36 [1/s], μdd2 = 11.10 [1/s],
μdu1 = 13.10 [1/s], μud2 = 17.50 [1/s]
1/μuui = E[B
u
i ]E
[
1
cuui (R)
]
=
rmax∫
0
r−1maxE[Bui ] dr
min
{
W log2
(
1 + P
ue/rα
Iuui
)
, Cumax
} ,
1/μdu1 = E[B
d
1 ]E
[
1
cdu1 (R)
]
=
rmax∫
0
r−1maxE[Bd1 ] dr
min
{
W log2
(
1 + P
bs/rα
Idu1
)
, Cdmax
} ,
1/μud2 = E[B
d
2 ]E
[
1
cud2 (R)
]
=
rmax∫
0
r−1maxE[Bd2 ] dr
min
{
W log2
(
1 + P
bs/rα
Iud2
)
, Cdmax
} ,
1/μddi = E[B
d
i ]E
[
1
cddi (R)
]
=
rmax∫
0
r−1maxE[Bdi ] dr
min
⎧⎨⎩W log2
(
1 + P
bs/rα
Pbs
(2rmax−r)α+I
dd
i
)
, Cdmax
⎫⎬⎭
whereW denotes the bandwidth of the system, α the path loss exponent,
Cumax and Cdmax the up/downlink maximum rates, P ue and P bs the trans-
mission powers of the user equipment and the base station, and ﬁnally
Imi the external interference. The capacity functions reﬂect our interfer-
ence modeling assumptions: in the ‘uu’ mode and ‘ud’/‘du’-modes the other
base station is not causing additional interference and only external in-
terference I limits the rates, but in the ‘dd’ mode, the other base station
is causing additional interference (dashed arrow) from distance 2rmax − r.
Note that in this scenario, each job is served at a rate that is based on its
location in the cell and the service times are non exponential, unlike in
Scenario 1, where the service times were exponentially distributed.
We set the values as shown in Table 3.3 and obtain the values of the
corresponding service rates.
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Figure 3.9. Performance of Scenario 2 where the panels (a), (b), (c) and (d) represent the
Scenarios 2a, 2b, 2c and 2d, respectively. The vertical axes represent the ratio
of the average delay using the dynamic policy to the same using the optimal
static policy while the horizontal axes denotes the fraction of maximum pos-
sible λδi that can be stabilized where the pair (i, δ) is (1, u), (1, d), (2, u) and
(2, d) for panels (a), (b), (c) and (d), respectively.
For this scenario, we choose the nominal values of the arrival rates as
λu1 = 0.2, λ
d
1 = 2, λ
u
2 = 0.5, λ
d
2 = 3.2 [1/s]. In Scenario 2a, we increase λu1
from 0 until the stability conditions (3.16) and (3.17) are satisﬁed while
the rest of the arrival rates are held to their nominal values. In Scenar-
ios 2b, 2c and 2d, only λd1 , λu2 and λd2 , respectively are changed similarly
while the rest of the arrival rates are set to the nominal values.
In Scenario 2a, MW is the best performing policy at low loads. At high
load value, the uplink queue length becomes very large and the perfor-
mance of MW suffers. Throughout the load region BF consistently pro-
vides a gain of 50 % or more over the optimal static policy while RP and
FPI perform slightly worse than BF.
In Scenario 2b, as shown by Figure 3.9 (b), we again observe that MW
is again the best performing policy throughout the load region while FPI
and BF provide about 50% gain over the optimal static policy throughout
the load region. The performance of RP becomes better with increasing
load and at higher values of load, it provides as much as 65% gain over
the optimal static policy.
In Scenario 2c (Figure 3.9 (c)), the performance of the policies is almost
identical to Scenario 2a (Figure 3.9 (a)), except for MW at the highest load
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values as μuu2 is relatively higher than μuu1 . In Scenario 2d (Figure 3.9 (d)),
we observe the policies perform almost identically as in Scenario 2b (Fig-
ure 3.9 (b)).
Note that we have used the approximate service rates as deﬁned in
(3.12) instead of the rates, (3.21), obtained from the physical model to cal-
culate the optimal static delays. We also plot the ratio of the delay from
physical model rates to the ones obtained from the approximated values
for the optimal static policy which are identiﬁed by the label ‘Phy-Opt-
Static’ in Figure 3.9. The physical model values are obtained by conduct-
ing a local search around the approximated values. The approximated val-
ues tend to underestimate the service rates of the queues, and therefore
the average queue lengths are smaller when the physical model service
rates are used. The approximation error tends to grow with increasing
load values and appears to be very small when the fraction of the arrival
rate that can be stabilized is less than 0.8 in the scenarios considered.
3.5 Summary
In this chapter, we considered the intercell coordination schemes for two
neighboring base stations at the ﬂow level. We have considered two cat-
egories of users which need to be scheduled by the base station. The ob-
jective in all cases is to minimize the ﬂow-level delay so that the average
throughput of the system can be maximized.
The ﬁrst category of users is identiﬁed by the location from the base
station, which affects their service rate. Based on the information about
the trafﬁc parameters, the service rate and the queue length, we have
devised three policies to run the stations. Under the low interference
conditions, we have observed that, a simple dynamic policy that uses both
the stations as much as possible, provides good performance. In most
of the cases, this policy is better than the one obtained by applying the
systematic improvement algorithm, policy iteration, from MDP theory.
In the second case, the users are classiﬁed by their transmission di-
rection in a dynamic TDD setting, and the service rates of the different
queues are coupled with each other. We have identiﬁed the maximal sta-
bility region of such system. Even in such complex systems, we discovered
that simple priority policies can be stochastically optimal, albeit only by
imposing severe restrictions on system parameters. However, if the con-
ditions for the stochastic optimality are not met, then the priority policies
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become bad very quickly and may not even be maximally stable. The
policies that are not based on priority, like MW and RP, show very good
performance relative to the optimal static policy, even when more realistic
channel models are used. Thus, while designing future wireless systems,
these simple state-dependent scheduling policies may be used to provide
good system throughput.
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4. Opportunistic scheduling in wireless
systems
4.1 Introduction
In a cellular wireless system, due to different path-loss and fading phe-
nomena, the downlink transmission power at the user rapidly changes at
different locations at various times. This leads to large variation in the
rate of downlink data transmission by the base station, which typically
operates in very short timeslots. By harnessing the information received
from the users in the form of Channel Quality Index (CQI), the base sta-
tion can predict the data rate that a user can support and then serve it
accordingly. Thus, if there are many users in the system, the base station
can schedule the data transfer to the user with a relatively good channel
at any time.
Opportunistic scheduling is the method by which the station can sched-
ule data transmission to users by taking their channel conditions into
account. The station can exploit the multiuser diversity by serving the
users with the best channel conditions, and thus, achieve the opportunis-
tic scheduling gain. In practice, fair opportunistic schedulers are fre-
quently used, that do not starve the users with bad channel conditions.
For example, the Proportionally Fair (PF) scheduler has nice fairness
properties and is widely used.
The opportunistic schedulers should operate at the same time scale in
which the channel variation occurs. However, when dealing with the elas-
tic trafﬁc, i.e, TCP-controlled ﬁle transfers, it is again more worthwhile
to consider the problem at the ﬂow level. The arrival and the departure
of the service demands from the users, called the ﬂow-level dynamics, is
typically much slower than the ﬂow scheduling rate.
Indeed, if the time scales between the scheduling rate and the ﬂow dy-
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namics are separated by some orders of magnitude (time-scale separa-
tion), we can abstract the average long-term service received by the users
from an opportunistic scheduler as the points in the so-called capacity re-
gion. Recall from Chapter 3, capacity region is the set of all possible long-
term service rates with which the users can be served by the station. The
capacity region depends on the number of users and the channel statis-
tic of each user. We can deﬁne an opportunistic scheduler by properly
selecting the operating point in the capacity region so that some system
parameter is optimized. These rates can then be implemented using some
weight based scheduler.
Besides the geometry of the capacity region, other information, such as
the size of the ﬂow, can also be exploited to ﬁnd an optimal operating point
in the capacity region. An example of utilization of the size information
of the ﬂows in a non-opportunistic system, such as the M/G/1 queue, is
the so-called shortest-remaining-processing-time (SRPT) scheduling pol-
icy, which leads to the minimum ﬂow-level delay [80] among all possible
scheduling policies.
The opportunistic gain, however, is completely lost when a purely SRPT-
like policy is used to schedule users in time-varying channels. On the
other hand, we observe that the rate of increase of opportunistic gain
typically slows down with the increasing number of users. Thus, when
enough users are simultaneously served, it could be worthwhile to har-
ness the gain from an SRPT-like policy, even if it means giving up the
additional opportunistic gain. This can be done, e.g., by serving only a
subset of users in the system that have the smallest remaining process-
ing times. The scheduler could also provide more service timeslots to the
smaller ﬂows compared to the larger ﬂows, even if the former have rel-
atively worse channel conditions. This could lead to an SRPT-FM-like
policy that is optimal in a transient system (i.e., a system where there are
no new arrivals) with many heterogeneous servers [69, 79]. These issues
are primarily studied in Publication VII. Then in Publication VIII, we dis-
cuss the way such ﬂow level-policies can be implemented at the timeslot
level, at which the system actually works. The optimality results derived
for the transient cases are then applied as heuristics in a system with
dynamic ﬂow arrivals in both the publications.
At the timeslot level, for a transient case, the opportunistic scheduling
problem can also be formulated as a restless-multiarmed-bandit (RMAB)
problem. Whereas the earlier ﬂow-level approach was applicable only to
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the homogeneous channels, where all users have identical channel pro-
cesses, the RMAB approach can also tackle the heterogeneity of the users’
channels. Although the original RMAB cannot be solved exactly, by re-
laxing the constraints of the problem, and following the so-called Whittle
index approach [98], the problem can potentially be solved. This solu-
tion leads to the heuristic policies that are applicable even to the original
scheduling problem in the asymmetric case with heterogeneous channels.
This study is performed as a part of Publication IX.
4.2 Related work
The idea of scheduling users based on their channel conditions is as old
as wireless system. For modern wireless systems such as Evolution-Data
Optimized (EVDO)/High Data Rate (HDR), it is shown [50, 14] that a cer-
tain channel-aware opportunistic scheduling algorithm leads to Propor-
tionally Fair (PF) allocation as deﬁned in [51]. PF is an α-fair [63] sched-
uler, which exploits the channel information. Similar rate-based sched-
ulers have been discussed in [15, 18, 67], which consider only the channel
state information while making scheduling decisions. Other opportunis-
tic schedulers, such as the Max-Weight scheduler [92], utilize service rate
and the queue length. The Max-Weight scheduler has been shown to be
throughput optimal (maximally stable) in [86].
In [28], we see that with the time-scale separation assumption, processor-
sharing abstraction can be used to model PF scheduling in opportunistic
systems. Moreover, capacity region is also introduced, which is the collec-
tion of the long-term throughputs achieved by all possible opportunistic
policies. In fact, the time-scale separation and ﬂow level models have been
used in a number of works to study the performance of various schedul-
ing policies [19, 28, 79]. The policies based on the utility functions of the
throughput have been shown to be maximally stable in [30], while rate-
based schedulers could get unstable quite quickly [6]. However, giving
priority to the user which has its best possible channel has been observed
to be maximally stable [6]. This has been proved for i.i.d. arrivals and ge-
ometric ﬂow sizes for i.i.d. channels in [13], and for Markovian channels
in [52].
The SRPT queueing discipline is shown to be optimal in [80]. This clas-
sic result is applicable only for a single server system working at a con-
stant rate. In a transient system with heterogeneous servers, SRPT-FM
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(shortest-remaining-processing-time-to-fastest-machine) policy is known
to be optimal [69]. In [79], by assuming the capacity region to be a nested
polymatroid, the authors show that the optimal scheduling policy allo-
cates the service rates to the ﬂows in the capacity region that follow the
SRPT-FM principle.
In a transient system, the timeslot level optimal scheduling problem can
be formulated as a dynamic program that can be numerically solved [93].
Moreover, [12] formulates the problem of opportunistically scheduling a
user in a time varying channel as the restless multi-armed bandit (RMAB)
allocation problem. RMAB is a generalization of the classic multi-armed
bandit problem and has been introduced in [98]. It has been shown [12]
that if the scheduling constraint, which requires only one user to be served
in one timeslot, is replaced by a looser constraint that only one user on
average needs to be served, then the Lagrangian version of the problem
becomes separable. This may lead to the solution of the relaxed problem,
if it is indexable. This, in turn, can provide a good heuristic to solve the
original problem.
In [12], the relaxed opportunistic scheduling problem has been shown to
be indexable for geometric job sizes and i.i.d. channels, and in [13] the cor-
responding Whittle-index based policy has been proven to be maximally
stable and ﬂuid optimal. In [49], the problem is generalized to a Marko-
vian channel with two states.
In [31], the authors provide good index-based policies for a Markovian
channel with multiple states and geometric job sizes. In [89], similar poli-
cies are derived for non-geometric job sizes in i.i.d. channels with two
states, and in [90], the results are extended to i.i.d. channels with mul-
tiple states. In all three works, however, the authors do not prove that
the problem is indexable and only consider the non-anticipating policies,
which are not aware of the exact size of the remaining job when the deci-
sions are made. The non-anticipating policies, instead, use the informa-
tion about the attained service.
4.3 Size-aware opportunistic scheduling problem
We ﬁrst deﬁne the opportunistic scheduling problem in a transient sys-
tem, and then continue to discuss the strategies to solve the problem by
taking into account the sizes of the jobs to be scheduled. In our numeri-
cal studies, these strategies are used as heuristics applied to a dynamic
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system, where they are tested against other known scheduling policies.
We consider a timeslotted system where each timeslot is τ units long
and they are indexed by t = 0, 1, . . .. In the beginning (at t = 0), there
are K ﬂows1 in the system. The system is said to be transient or static
if new ﬂows do not arrive after t > 0. Otherwise, the system is said to
be dynamic. In the sequel, we focus exclusively on the transient systems
starting with K users. When we study a dynamic system, it is explicitly
stated.
The channel state of a user i at the beginning of timeslot time t is de-
noted by Ri(t), where Ri(t) is a stationary stochastic process associated
with user i and indexed by t, which takes values in Ri ⊂ R+. We assume
that user i, if scheduled, can be served at rate Ri(t) during time interval
[t, t+τ). Furthermore, Ri(t) are assumed to be independent across users i.
The channels are homogeneous (symmetric setting) if Ri(t) have identical
distributions for all users i. We collect the channels of all the users as
the components of R(t) = (R1(t), . . . , Rn(t)) when there are n users in the
system.
In timeslot t, an opportunistic scheduler schedules user i, to be served
at rate Ri(t), taking into account the channel states of all n users at that
time. Such schedulers exploit the multiuser diversity, and therefore can
potentially provide good scheduling gain. We deﬁne the opportunistic gain
γn as
γn = E[max{R1(t), . . . , Rn(t)}] (4.1)
when there are n users in the system. An opportunistic scheduling policy
(or scheduling policy) π is a well deﬁned rule, using which the scheduler
selects only one user to schedule in timeslot t. Let Πn be the set of all such
policies when there are n users. If a user i is scheduled under a policy
π ∈ Π in timeslot t, we deﬁne Aπi (t) = 1. Otherwise Aπi (t) = 0. Clearly,
since only one user can be served in one timeslot
K∑
i=1
Aπi (t) ≤ 1, (4.2)
where the equality is achieved in a non-idling system. Moreover, we as-
sume that the trafﬁc is elastic and the data buffer is always non-empty so
that the station can schedule any user it likes.
We further assume that at t = 0, user i has a job of size xi (in bits). As
the users are served according some policy π, the job sizes decrease (or
1In this chapter, ‘jobs’, ‘users’ and ‘ﬂows’ are used interchangeably.
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remain the same) as t increases. We denote the remaining size of jobs at
time t by Y πi (t). Thus, if a user j is scheduled in timeslot t, its job size
decreases by Rj(t)τ bits, while the remaining sizes of all other jobs stay
unchanged, i.e.,
Aπj (t) = 1 ⇒ Y πi (t+ 1) =
⎧⎪⎨⎪⎩
max(Y πi (t)−Ri(t)τ, 0), if i = j,
Y πi (t), if i = j.
A user i exits the system at time t if and only if Aπi (t) = 1 and R
π
i (t)τ ≥
Y πi (t), and therefore is no longer scheduled after that. Before it exits, user
i accrues a holding costs at rate ci. The average of the total holding cost
of all users is then given by
E
⎡⎣ ∞∑
t=0
K∑
i=1
ci1{Y πi (t)>0}
⎤⎦ . (4.3)
Our original problem (OP) is to ﬁnd an opportunistic scheduling policy
π∗ which minimizes (4.3), that also utilizes the size information Y πi (t),
besides the channel information Ri(t), so that the scheduling constraint
(4.2) is satisﬁed.
4.4 Homogeneous user population
For a the symmetric setting with homogeneous channels and unity hold-
ing cost for all users (ci = 1 for all i), OP becomes considerably simpler.
We can also use the ﬂow-level models to arrive at optimal operating points
that can then be mapped to the optimal timeslot-level scheduling policy.
4.4.1 Flow-level problem description
We begin by presenting the ﬂow-level version (FP) of OP described in Sec-
tion 4.3. We assume that the trafﬁc is elastic and the decisions about
scheduling the ﬂows are made much more frequently than the trafﬁc ar-
rives to and departs from the system (time-scale separation) as in Chap-
ter 3. This allows to use the long-term throughput of a user, instead of
instantaneous service rates, for analyzing the system. The problem of de-
termining a good scheduling policy that minimizes the holding costs at the
timeslot level is now manifested as the one of ﬁnding the operating points
in the capacity region, which is the set of all the possible long-term ser-
vice rates at which the different ﬂows are served using an opportunistic
scheduler.
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When there are n user in the system, in each timeslot the channel state
of user i takes some value in ﬁnite set Ri, i.e., R(t) takes values in R =
R1 × · · · × Rn, and p(r) = P{R(t) = r}, where r = (r1, . . . , rn) ∈ R.
The long-term average service rate of user i is represented by cn,i when
there are n users in the system.2 The set Cn ∈ Rn+, which is the set of all
achievable long-term data rate vectors, is given by [28]
Cn = {θ = (θ1, . . . , θn) ∈ Rn+ : z(θ) ≥ 1}, (4.4)
where z(θ) is the optimal value of the following linear program
max z
s.t. z ≤ zi =
∑
r∈Rn
p(r)xi(r)ri
θi
, i ∈ {1, . . . , n}
n∑
i=1
xi(r) ≤ 1, r ∈ Rn,
xi(r) ≥ 0, i ∈ {1, . . . , n}.
Here, Cn is called the opportunistic capacity region or the capacity region.
The capacity region is symmetric if, for any vector c ∈ C, any other vector,
whose components are a permutation of the components of c, is also in C.
From the complementary slackness condition of the above linear program,
we see that by properly choosing the weight vector w = (w1, . . . , wn) =
(0, . . . , 0), where wi is the weight for ﬂow i, and allocating the timeslot t to
user
i∗ = argmax
i
wiRi(t),
any non-dominated rate vector in the capacity region as the long-term
service rate can be achieved.3 Such schedulers are called weight-based
schedulers.
When there are K jobs in the system, whose initial sizes are xi for user
i ∈ {1, . . . ,K}, the indexing is done in the descending order of their sizes.
We choose a point cK = (cK,1, . . . , cK,K) ∈ CK , whose component cK,i is the
long-term rate user i is served by the system. Thus, the job i decreases
at rate cK,i, and when any user departs from the system, the remaining
K − 1 jobs are again reindexed based on their sizes, and a new operating
2Note that in this section, we assume the holding costs of the jobs are all unity,
the symbol c is now used to denote the operating points in the capacity region.
This is done so that the notation is in line with what we have used in Publica-
tions VII and VIII.
3If argmaxi wiRi(t) is not unique, a well deﬁned tie-breaking rule has to be used
to select just one ﬂow.
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point cK−1 is chosen. The jobs are now denoted by xK−1,1, . . . , xK−1,K−1
with xK−1,1 ≥ · · · ≥ xK−1,K−1. Thus, the vector of the original job sizes
is (x1, . . . , xK) = (xK,1, . . . , xK,K). We deﬁne a vector of operating points
φ = (cK , . . . , c1) ∈ CK × · · · × C1 as an operating policy, and Φ as the set of
all such policies. Since each job accrues a holding cost at rate 1 as long as
it remains in the system, the total holding cost (total ﬂow-level delay) of
all jobs under an operating policy φ is
T φ =
K∑
i=1
T φi , (4.5)
where T φi is the time job i stays in the system under policy φ. In FP,
we seek an operating policy φ∗ ∈ Φ that minimizes T φ utilizing the size
information xi,j , where i ∈ {1, . . . ,K} and j ∈ {1, . . . , i}, i.e.,
φ∗ = argmin
φ∈Φ
T φ. (4.6)
This operating policy φ∗ then has to be mapped to a scheduling policy
π∗, which can then be actually implemented at the timeslot level to oppor-
tunistically schedule the users.
4.4.2 Optimization at the ﬂow level
We begin by solving the FP in a symmetric setting for users with homoge-
neous channels, where Cn has the following properties:
• Cn is a compact subset of Rn, i.e., Cn is closed and bounded.
• Cn is symmetric, i.e., if c ∈ Cn, then any permutation c˜ of its components
is also in Cn.
• Cn is convex.
Note that the capacity region abstracts the opportunistic nature of the
scheduling policy, and the best trade-off between size-based and the op-
portunistic scheduling can be achieved by the optimal operating policy
which selects a sequence of operating points in Cn.
Let g1, . . . , gK be a sequence of real valued functions with gk(ck) deﬁned
on Ck, G∗1, . . . , G∗K , be a sequence of scalars, and c∗1, . . . , c∗K be a sequence
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of operating points with c∗k ∈ Ck, which are deﬁned recursively as follows:
g1(c1) =
1
c1
, G∗1 = min
c1∈C1
g1(c1), g1(c
∗
1) = G
∗
1, (4.7)
gk(ck) =
1
ck,k
⎛⎝k − k−1∑
j=1
ck,jG
∗
j
⎞⎠ , G∗k = min
ck∈Ck
gk(ck), gk(c
∗
k) = G
∗
k, (4.8)
for all k ∈ {1, . . . ,K}. The existence of the minimum values of gk(·) is
guaranteed by the compactness property. Moreover, for gk(·) and G∗k to be
well deﬁned, it is sufﬁcient that the capacity regions Ck be nested. Then
in Theorem 2 of Publication VII, we solve FP as follows:
If the capacity regions C1, . . . , CK are such that G∗1 < · · · < G∗K , then the
optimal operating policy is π∗ = (c∗1, . . . , c∗K) for all sizes xK,1 ≥ · · · ≥ xK,K .
The cumulative delay T π∗ satisﬁes
T π
∗
=
K∑
k=1
xK,kG
∗
k. (4.9)
In addition, c∗k,j+1 ≥ c∗k,j for all k = 2, . . . ,K and j = 1, . . . , k−1 so that the
optimal policy applies the SRPT-FM principle.
From this result we can see that to calculate the optimal operating
points, the exact job sizes are not necessary; the share of the service rates
for different jobs are determined based solely on the sizes of the jobs rel-
ative to each other. Also, the optimization is carried out over a single
variable in each step, which makes the process relatively simple, compu-
tationally. Finally, as seen in (4.9) G∗k represents delay cost per unit size
for ﬂow k under the optimal operating policy.
Moreover, a sufﬁcient condition for the existence of such an optimal pol-
icy is satisﬁed if we deﬁne a capacity region as follows. Let π be the policy
in which the opportunistic scheduler selects ﬂow i for transmission with
probability pπi (r) when the channel state R(t) = r ∈ R. Let Πn be the
set of all such scheduling policies when there are n ﬂows. The long-term
throughput for user i under scheduler π is
θπi =
∑
r∈Rn
rip
π
i (r)P{(R1(t), . . . , Rn(t)) = r}. (4.10)
Then, the opportunistic capacity region, deﬁned as the set of all feasible
throughput vectors, is given by
Cn = {(θπ1 , . . . , θπn) ∈ Rn+ : π ∈ Πn} (4.11)
This deﬁnition of the capacity region is equivalent to (4.4). As proved in
Proposition 3 of Publication VIII, with this capacity region, we have, G∗1 <
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Figure 4.1. The capacity region for n = 2 ﬂows. The solid line represents the α-ball
region with α = 2, while the inner and the outer dashed lines represent the
OPS-limited polytope and polymatroid capacity regions.
· · · < G∗K , implying that an optimal operating policy can be determined by
the preceding result.
When the capacity regions have explicit expressions, these results are
used to obtain the optimal operating policy φ∗. In Publication VII, we
have deﬁned three such capacity regions—symmetric and nested polyma-
troids, symmetric and nested OPS-limited polytopes and α-ball capacity
regions—for which the optimal operating policy φ∗ has been character-
ized.
For a simple case of just two users, these capacity regions are depicted
in Figure 4.1. We see that the α-ball capacity region, cα1 + cα2 ≤ 1, whose
border is shown by the solid line, is underestimated by the OPS-limited
polytope capacity region, while the symmetric polymatroid capacity re-
gion overestimates it. Moreover, from the results in Publication VII, we
obtain the rate vectors
(
1
2 ,
√
3
2
)
,
(√
2− 1, 1
)
and
(√
2
2 ,
√
2
2
)
, respectively,
associated with the optimal operating policy for the α-ball, the symmetric
polymatroid and the OPS-limited polytope capacity regions, respectively.
On the other hand, if the explicit expression of the capacity region is
not available, a more direct approach to determine the optimal operating
points by calculating G∗k from the channel model of the users is shown in
Corollary 1 of Publication VIII:
G∗1 =
1
γ1
,
G∗k = f
−1
k (k), k = 2, . . . , n, where
fk(a) =
∫ ∞
0
⎛⎝1− k−1∏
i=1
P{G∗iRi ≤ r}P{aRk ≤ r} dr
⎞⎠ .
(4.12)
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Here fk(a) is strictly increasing with fk(0) = k − 1 and fk(a) → ∞ as
a → ∞. Thus, the inverse function f−1k (a) is well deﬁned on [k − 1,∞).
This approach is used to calculate the optimal operating policy for the
exponential and two-state channels as follows:
Exponential channel model
When the channel model is exponential, i.e., Ri(t) ∼ Exp(1), we do not
have the explicit expression of the capacity region. The opportunistic gain
γk when there are k users is given by
γk =
k∑
i=1
1
i
,
which is unbounded as k → ∞. Thus, fk(a) is given by,
fk(a) =
∫ ∞
0
⎛⎝1− (1− e− ra ) k−1∏
i=1
(
1− e−
r
G∗
i
)⎞⎠ dr, (4.13)
which is then inverted to calculate G∗i . The corresponding optimal ﬂow-
level operating point c∗k is then calculated as
c∗ki =
∫ ∞
0
re−r
∏
j =i
⎛⎝1− e−G∗iG∗j r
⎞⎠ dr. (4.14)
Two-state channel model
In two-state channel models, we assume that the probability the channel
takes one of two discrete values, r1 and r2 (r2 > r1), respectively, is
P{Ri(t) = r1} = 1− p, P{Ri(t) = r2} = p. (4.15)
The opportunistic gain γk is then given by
γk = r1(1− p)k + r2(1− (1− p)k), (4.16)
which converges to r2 as k → ∞. To compute G∗k, we deﬁne m(a), a > 0, as
the maximumm ∈ {0, . . . , k−1} for whichG∗mr2 < ar1, with the convention
G∗0 = 0. Recursion (4.12) is now
fk(a) = a(r1(1− p)k−m(a) + r2p) + r2
k−1∑
i=m(a)+1
G∗i p(1− p)k−i, (4.17)
which can be used to ﬁnd G∗k. Let mk = m(G
∗
k), using which the optimal
operating point c∗k = (ck,1, . . . , ck,k) is obtained as:
c∗k,i =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, i ≤ mk,
r2p(1− p)k−i, mk < i < k,
r1(1− p)k−mk + r2p, i = k.
(4.18)
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4.4.3 Solving OP at the timeslot level
The optimal operating points at the ﬂow level can be easily mapped to a
timeslot-level opportunistic scheduler π∗, which follows from Theorem 2
of Publication VIII stated below:
The optimal operating policy φ∗ = (c∗1, . . . , c∗K) can be implemented by
a sequence of weight-based schedulers that, when there are k users in the
system use a weight vector wk = (G∗1, . . . , G∗k) and break the ties by giving
the timeslot t to the ﬂow with the highest index i∗ such that
G∗i∗Ri∗(t) = max{G∗1R1(t), . . . , G∗kRk(t)}.
4.4.4 Numerical results
We now study the performance of the optimal policy in a transient system,
TR-OPT, using simulations in a dynamic system. We assume that the new
ﬂows arrive according to a Poisson process of rate λ. We utilize a ﬂow-level
simulator as well as a packet level simulator for our studies, which serve
the ﬂows at the long-term service rate and the instantaneous rates, re-
spectively. Naturally, if the time-scale separation assumption holds, then
the two should provide identical performance.
We deﬁne three scheduling rules—PF, SRPT-P, OPS*—when there are
n users as follows:
The Proportionally Fair (PF) operating point is deﬁned as
cPF = (γn/n, . . . , γn/n)
which can be implemented at the timeslot level by the weight based sched-
uler
wPF = (1, . . . , 1).
The SRPT-OPS(k) operating point [79] is deﬁned as
cSRPT-OPS(k) =
⎧⎪⎨⎪⎩(0, . . . , 0, γk/k, . . . , γk/k), k < n,(γn/n, . . . , γn/n), k ≥ n.
which is achieved by a weight based scheduler deﬁned by
wSRPT-OPS(k) =
⎧⎪⎨⎪⎩(0, . . . , 0, 1, . . . , 1), k < n,(1, . . . , 1), k ≥ n.
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It serves the min{k, n} smallest ﬂows according to PF, and thus, both the
vectors deﬁned above have min{k, n} non-zero elements. It is possible to
vary the performance of this rule by varying the value of k. When the
value of k is chosen in such a way that the average delay is minimized
using this policy, then this policy is referred to as OPS*.
The SRPT-P operating point [55] is deﬁned as
cSRPT-P = (θSRPT-P1 , . . . , θ
SRPT-P
1 ),
where
θSRPT-Pi =
∑
r∈R
rP{R1 ≤ r}i−1P{R1 = r}P{R1 < r}n−i,
which prioritizes the ﬂow with the highest instantaneous rate, with the
ties are broken according to the SRPT principle.
The TR-OPT operating point, corresponding to the transient optimal
policy, is deﬁned as
cTR-OPT = (c∗1, . . . , c
∗
n),
which is achieved by the weight based scheduler
wTR-OPT = (G∗1, . . . , G
∗
n),
where c∗i and G
∗
i are deﬁned in (4.7) and (4.8).
For the study, we consider the exponential channel model, the two-sate
channel model, and the channel model taken from HDR speciﬁcations [12,
Table 1] in Scenarios A, B and C, respectively. In the ﬁrst two scenarios,
the mean ﬁle sizes are exponentially distributed with mean 1 and timeslot
duration of 0.001. In Scenario C, the ﬂows are exponentially distributed
with mean 50 KB, while the timeslot duration is 1.67 ms as speciﬁed in
the speciﬁcations for HDR system. We deﬁne the performance of a policy
as the mean number of ﬂows under the policy, and the performance ratio
of a policy as the ratio of the performance of a policy to the performance
of PF under identical parameter setting.
Scenario A
For the scenario with the exponential channel model, the mean number
of ﬂows for different policies, and the performance ratio of TR-OPT are
shown as a function of arrival rate λ in the left and the right panels of
Figure 4.2, respectively. The continuous lines show the results from the
ﬂow-level simulator while the dots indicate the results from the timeslot-
level simulator.
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Figure 4.2. Mean number of ﬂows with different policies (left) and ratio of the mean
number of ﬂows relative to PF (right) as a function of arrival rate for Scenario
A.
Figure 4.3. Mean number of ﬂows with different policies (left) and ratio of the mean
number of ﬂows relative to PF (right) as a function of load for Scenario B.
PF and SRPT-P are identical in this scenario. Even OPS* provides al-
most the same (though, not identical) performance. Since the channel
model is exponential, the opportunistic gain grows without bounds for PF.
Consequently, the TR-OPT policy is becoming increasing worse than the
rest of the policies, as the former cannot achieve the total service rate as
seen from Publication VIII, Figure 2 (right panel). However, as evident
from Figure 4.2 (right panel) TR-OPT is able to achieve slight gain over
other policies at light loads.
Scenario B
For Scenario B, the mean number of ﬂows for different policies and the
performance ratios of these policies are shown as a function of load ρ in
the left and the right panels of Figure 4.3, respectively. The load is deﬁned
as ρ = λX¯/r2, where X¯ is the mean size of the ﬂows. The maximum
capacity of the system is r2 and the system is stable as long as ρ < 1. We
take r1/r2 = 1/10 and p = 0.5.
The continuous lines show the results from the ﬂow-level simulator while
the dots indicate the results from the timeslot-level simulator. Clearly,
SRPT-P and TR-OPT have almost identical performances, and they per-
form better than PF and OPS* throughout the load region.
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Figure 4.4. Mean number of ﬂows with different policies (left) and ratio of the mean
number of ﬂows relative to PF (right) as a function of load for Scenario C.
Scenario C
For Scenario C, the mean number of ﬂows for different policies, and the
performance ratios of these policy are shown as a function of load ρ in the
left and the right panels of Figure 4.4, respectively. The load ρ is deﬁned
in an identical way as in Scenario B, where r2 is replaced by the maximum
rate possible in the HDR system.
The continuous lines show the results from the ﬂow-level simulator while
the dots indicate the results from the timeslot-level simulator. Again we
observe that SRPT-P performs better than all other policies, especially at
high loads. The performance of TR-OPT degrades rapidly with increasing
loads. The OPS* is almost the same as PF and at high loads, the perfor-
mance degrades due to the local optimization of the k parameter.
4.5 Heterogeneous user population
A heterogeneous user population may have different channel models, hold-
ing costs or job size distributions. Even with the heterogeneity in the
channel model alone, the capacity region becomes asymmetric. Thus, the
problem is not solvable by the ﬂow-level techniques of Section 4.4.2.
Therefore, we reformulate the problem, for a case of two-state channel
model and job sizes approximated by the shifted Pascal distribution, as
the restless-multiarmed-bandit (RMAB) problem in Section 4.5.1. We use
the so-called Whittle index approach [98] to solve the problem. This re-
laxes the scheduling constraint making the problem separable for each
user, and thus, tractable even to a heterogeneous user population. The
solution obtained for the relaxed problem is applied as a heuristic in the
original unrelaxed problem.
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4.5.1 Relaxed opportunistic scheduling problem
We assume that the channels of the users are independent of each other,
and take two discrete values with point probabilities
P{Ri(t) = ri,1} = 1− qi and P{Ri(t) = ri,2} = qi, (4.19)
with ri,2 > ri,1 for user i. The mean value of channel state for user i is
r¯i = E[Ri(t)] = (1− qi)ri,1 + qiri,2. (4.20)
We approximate each job size xi by a random variable Xi that has J
consecutive phases,
xi ≈ Xi = Xi,1 + · · ·+Xi,J ,
and size Xi,j of the jth phase of Xi is geometrically distributed,
P{Xi,j = n} = (1− pi)n−1pi, n ∈ {1, 2, . . .},
pi = J/xi. Thus Xi has the so-called shifted Pascal distribution with
P{Xi = n} = (n− 1)!
(n− J)!(J − 1)!(1− pi)
n−JpJi , n ∈ {J, J + 1, . . .},
E[Xi] = xi and
Var[Xi]
E[Xi]2
=
1
J
− 1
xi
.
Note that the relative variance of random variable Xi is very small when
xi and J are large. Under these conditions, Xi, whose mean is xi, provides
a reasonably good approximation of the original job of size xi. Moreover,
if job i is scheduled at time t, then it is served at rate Ri(t) = r, and thus,
has probability Jr/xi of completing its current phase at the end of the
timeslot.4
Let Zπi (t) denote the remaining number of phases of a job i at time t
under some policy π. Thus, the state of a job i under policy π at time
t is described by the pair (Zπi (t), Ri(t)), which the scheduler takes into
account while making the scheduling decision. The expected total cost
under policy π is given by
fπ = E
⎡⎣ ∞∑
t=0
K∑
i=1
ci1{Zπi (t)>0}
⎤⎦ , (4.21)
which is the modiﬁed objective function to be minimized by selecting an
appropriate policy π∗. This minimization problem is an RMAB problem if
4We assume τ = 1 in the sequel.
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the strict constraints (4.2) are used. However, as suggested in [98], when
the same problem is considered under the relaxed scheduling constraints
gπ = E
⎡⎣ K∑
i=1
Aπ(t)
⎤⎦ ≤ 1, (4.22)
it becomes tractable. This is called the relaxed problem (RP).
The key observation for RP is that the Lagrangian version
fπ + νgπ =
K∑
i=1
⎛⎜⎝E
⎡⎣ ∞∑
t=0
ci1{Zπi (t)>0}
⎤⎦+ ν E [Aπ(t)]
⎞⎟⎠ ,
where ν > 0 is the Lagrange multiplier of the relaxed problem, is sepa-
rable. This means that, for each user i, we can separately ﬁnd a policy i
that minimizes the objective function
fπii + νg
πi
i , (4.23)
where
fπii = E
⎡⎣ ∞∑
t=0
ci1{Zπii (t)>0}
⎤⎦ , gπii = E
⎡⎣ ∞∑
t=0
Aπi(t)
⎤⎦ .
These subproblems can then be considered in the context of MDP as de-
scribed in Publication IX.
Additionally, we deﬁne the indexability property as follows: The opti-
mization problem (4.23) is said to be indexable if for any j ∈ {1, . . . , J}
and r ∈ {ri,1, ri,2}, there exists ν∗(j, r) ∈ [0,∞] such that
(i) it is optimal to schedule job i in state (j, r) if ν∗(j, r) ≥ ν;
(ii) it is optimal not to schedule job i in state (j, r) if ν∗(j, r) ≤ ν.
The quantity ν∗(j, r)is called the Whittle index. Following this deﬁnition,
in Theorem 1 of Publication IX, we prove the following:
The optimization problem (4.23) is indexable, and the Whittle indices are
given by
ν∗(j, ri,1) =
ci
qi
(
ri,2
ri,2
− 1
) , ν∗(j, ri,2) = ∞. (4.24)
Thus, we observe that it is always optimal to serve a user if it is in its
best possible channel state as its Whittle index is inﬁnite in that state.
However, this rule cannot be directly extended to the original scheduling
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problem where only one user can be scheduled at a time. Therefore, we
need a tie-breaking rule when there are multiple users in their best pos-
sible channel states so that only one user may be selected. To ﬁnd such
a tie-breaking rule, we consider the discounted version of RP, with the
objective function
fπii,β + νg
πi
i,β , (4.25)
where β ∈ (0, 1), is the discount factor and
fπii,β = E
⎡⎣ ∞∑
t=0
βtci1{Zπii (t)>0}
⎤⎦ , gπii,β = E
⎡⎣ ∞∑
t=0
βtAπi(t)
⎤⎦ .
This discounted problem can also be considered in the context of Markov
decision processes as discussed in Publication IX. Furthermore, analo-
gously as in the undiscounted case, we can deﬁne the indexability of this
problem using Whittle index ν∗i,β ∈ [0,∞]. We again show that the prob-
lem is indexable in Theorem 2 of Publication IX:
The optimization problem with objective function (4.25) is indexable. In
addition, for all j ∈ {1, . . . , J},
ν∗i,β(j, ri,2) ≥ ν∗i,β(j, ri,1),
and, for all j ∈ {2, . . . , J} and r ∈ {ri,1, ri,2},
ν∗i,β(j − 1, r) ≥ ν∗i,β(j, r).
The Whittle indices are then determined according to Theorem 3 of Pub-
lication IX:
There is β˜ < 1 such that, for any β ∈ (β˜, 1), the Whittle index for the opti-
mization problem with the objective function (4.23) is given by
ν∗i,β(j, r1) =
ri,1
r¯i
(βpir¯i)
jci
(1− β + βpir¯i)j − ri,1r¯i (βpir¯i)j
,
ν∗i,β(j, r2) =
1
qi
(βpiqiri,2)
jci
(1− β + βpiri,2)j − (βpiqiri,2)j ,
for any j ∈ {1, . . . , J}.
Additionally, we also note that
lim
β→1
ν∗i,β(j, ri,1) =
ci
qi
(
ri,2
ri,1
− 1
) = ν∗i (j, ri,1),
lim
β→1
ν∗i,β(j, ri,2) = ∞ = ν∗i (j, ri,2),
lim
β→1
(1− β)ν∗i,β(j, ri,1) = 0,
lim
β→1
(1− β)ν∗i,β(j, ri,2) =
cipiri,2
j
.
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The last result is used to deﬁne the secondary index for the original job
which has J phases at t = 0, as
lim
β→1
(1− β)ν∗i,β(J, ri,2) =
ciri,2
xi
,
This is used as the secondary index for making scheduling decisions for a
job of size xi in the heuristic policy we deﬁne next.
4.5.2 Heuristic for OP at the timeslot level
Inspired by the results for the relaxed problem when jobs are distributed
according to a phase-type distribution, we deﬁne a heuristic size-aware
Whittle index policy (SW) for OP as follows:
Assume that there areK jobs with remaining sizes yi. For any r ∈ {ri,1, ri,2},
the primary index of job i is deﬁned by
νSWi (yi, ri,1) =
ci
qi
(
ri,2
ri,1
− 1
) , νSWi (yi, ri,2) = ∞, (4.26)
and the secondary indices by
ν˜SWi (yi, ri,1) = 0, ν˜
SW
i (yi, ri,2) =
ciri,2
yi
. (4.27)
The scheduling rule that
(i) gives an absolute priority to the jobs whose channel state is “good”,
breaking ties among these jobs by choosing the job i with the highest
secondary index ν˜SWi (yi, ri,2), and
(ii) if there are no jobs whose channel state is “good”, chooses the job i with
the highest primary index νSWi (yi, ri,1), breaking ties among these jobs
randomly,
is called the size-aware Whittle index (SW) policy.
Note that for a homogeneous user population, SW always selects the
user in its highest channel state, with the ties broken according to the
SRPT principle. If none of the user is in its highest possible state, then
one is chosen randomly for service.
4.5.3 Numerical results
In this section, we evaluate, by simulations, the performance of the pro-
posed size-aware scheduler SW in a dynamic system with randomly vary-
ing number of jobs and i.i.d. channel variations. We demonstrate that SW
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gives systematically better performance than other opportunistic schedul-
ing policies like PF and PI deﬁned below. Each of these policies can be
deﬁned by their own index rules, analogously as SW.
Consider a job i with a random size of Xi with mean E[Xi] = 1/μi. Let
ai denote the attained service of job i (in bits) and di the time that it has
already spent in the system (at the decision time). Thus, the throughput of
job i at that time is equal to ai/di. The PF rule uses only a single (primary)
index, which depends on the current channel state and the throughput as
νPFi (ai, di, ri,1) =
ri,1
ai/di
, νPFi (ai, di, ri,2) =
ri,2
ai/di
.
Note that this is the timeslot-level version of the ﬂow-level PF operating
point deﬁned in Section 4.4.4. The PI policy [12] uses both the primary
and the secondary indices. The primary index of this job under the PI
policy is given by
νPIi (ri,1) =
ci
qi(
ri,2
ri,1
− 1) , ν
PI
i (ri,2) = ∞,
and the secondary index by
ν˜PIi (ri,1) = 0, ν˜
PI
i (ri,2) = ciμiri,2.
In what follows, we construct various scenarios for the study of SW and
compare its performance against other scheduling rules discussed above.
To validate our implementations of the other policies, we include two ex-
periments, which coincide with earlier work ([12, Scenario 1] and [90,
Scenario 2]). For each load value, the simulations are conducted for a du-
ration that corresponds to approximately 1 000000 job arrivals. Unless
otherwise stated, the holding costs are assumed to accrue with rate c = 1
and the timeslot duration is 1ms.
Two-state channels
Our following three scenarios are related to heterogeneous users with
two different job classes k = 1, 2. In this case, subscript k refers to the job
class. Here we assume that the job sizes are exponential.
For each class k, jobs are i.i.d. and the job size distribution is exponential
with mean E[Xk]. The two-state channel model for class k = 1 is speciﬁed
by parameters
rk,1 = 8.4 kb, rk,2 = 33.6 kb, qk = 0.5. (4.28)
These rates have been taken from [90, Table 1]. Moreover, new class-k jobs
arrive according to a Poisson process with rate λk (arrivals per timeslot),
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Figure 4.5. Mean holding cost incurred by both classes at different system load values,
ρ, for scenarios S2a, S2b and S2c with heterogeneous users. Note that the
Attained Service dependent Potential Improvement (ASPI) policy [90] is the
same as PI in this case.
and the system load is denoted by ρ = ρ1 + ρ2, where
ρk = λkE[Xk]/rk,2.
When the load is varying, we choose the arrival rates in the two classes
so that the classwise loads remain equal (ρ1 = ρ2).
In our ﬁrst scenario (S2a), we study the effect of the mean job size by
having E[X1] = 0.5 Mb and E[X2] = 5.0 Mb. The channel model for class
k = 2 is the same (4.28) as for class 1, as well as the holding cost rate
(c1 = c2 = 1).
In our second scenario (S2b), we study the effect of different holding cost
rates by having c1 = 5 and c2 = 1. The channel model for class k = 2 is
again the same (4.28) as for class 1, as well as the mean job size (E[X1] =
E[X2] = 5.0 Mb).
In our third scenario (S2c), we study the effect of different channel mod-
els by letting
r2,1 = 8.4 kb, r2,2 = 16.8 kb, q2 = 0.5, (4.29)
while the mean job sizes (E[X1] = E[X2] = 5.0 Mb) and the holding cost
rates (c1 = c2 = 1) are the same in both classes. Again, the rates have
been taken from [90, Table 1].
The results are given in Figure 4.5, which shows the mean holding costs
as a function of the system load ρ for the three schedulers. We observe
that SW is consistently better than the other two policies.
Multiple channel states
Our last scenario (S3) is the same as Scenario 1 in [12]. We consider
heterogeneous users with two different job classes k = 1, 2, but now the
channel state in each class has more than two possible states. The job
sizes are geometric.
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Let qk,n = P{Rk(t) = rk,n}, where n ∈ {1, . . . , Nk} and
rk,1 < . . . < rk,Nk .
We assume that N1 = 5, N2 = 3, and rk,n, qk,n are taking values as given in
[12, Table 1]. For each class k, jobs are i.i.d. and the job size distribution
is geometric with mean E[Xk] = 1/μk = 102.57 kb. New class-k jobs arrive
according to a Poisson process with rate λk (arrivals per timeslot), and the
system load is denoted by ρ = ρ1 + ρ2, where
ρk = λkE[Xk]/rk,Nk .
The load of class 2 is kept constant ρ2 = 0.5, while the load of class 1 is
changed. In this experiment, the length of the timeslot is 1.67 ms.
Since there are now multiple possible channel states, we need to enlarge
the deﬁnitions of the scheduling policies. The PF rule uses still a single
(primary) index deﬁned, for any k ∈ {1, 2} and n ∈ {1, . . . , Nk}, as follows:
νPFk (ai, di, rk,n) =
rk,n
ai/di
,
where ai and di are deﬁned as earlier for a job i belonging to class k. The
primary index of the PI policy [12] is given, for each class k, by
νPIk (rk,n) =
ck∑
m>n qk,m(
rk,m
rk,n
− 1) , ν
PI
k (rk,Nk) = ∞,
and the secondary index by
ν˜PIk (rk,n) = 0, ν˜
PI
k (rk,Nk) = ckμkrk,Nk ,
where n ∈ {1, . . . , Nk − 1}. A natural extension of SW is deﬁned by letting
the primary index take values
νSWk (yi, rk,n) =
ck∑
m>n qk,m(
rk,m
rk,n
− 1) , ν
SW
k (yi, rk,Nk) = ∞,
and the secondary index values
ν˜SWk (yi, rk,n) = 0, ν˜
SW
k (yi, rk,Nk) =
ckrk,Nk
yi
,
where n ∈ {1, . . . , Nk − 1} and yi is the remaining size of job i belonging to
class k (as earlier).
The results are given in Figure 4.6. Figure 4.6(a) shows the mean hold-
ing costs (i.e., the mean number of jobs in this case) as a function of the
system load ρ for the three schedulers. Again, we observe that SW is
performing better than both PF and PI for any load ρ. The gain comes
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Figure 4.6. Performance of scenario S3 with multiple channel states. Panel (a) shows the
mean holding cost or equivalently, in this case, the mean number of jobs at
various values of system load, ρ. Panel (b) shows the plot of mean number of
jobs in class 2 as a function of the mean number of jobs in class 1. Panel (c)
shows the mean delay of class-2 jobs as a function of the mean delay of class-
1 jobs. In panels (b) and (c), the isolines in gray color are drawn to indicate
the same value of system load ρ. Note that the Attained Service dependent
Potential Improvement (ASPI) policy [90] is the same as PI in this case.
mainly from the class that has fewer possible service rates (class 2 in this
scenario). However, in the class with the larger number of possible service
rates (class 1 in this scenario), the performances of these three schedulers
are very close to each other except at very high loads, as seen from Fig-
ure 4.6(b).
In Figures 4.6(b) and 4.6(c), we show the indifference maps of the mean
number of jobs and the mean delay of jobs, respectively, in the two classes
of this scenario. The points in the dotted gray line are the values of mean
number of jobs or delays corresponding to the same values of the load ρ.
From Figure 4.6(b), we see that both PF and PI keep the number of jobs in
both the classes fairly balanced, while the differences in the mean delays
in the two classes are clearly the smallest for SW, as seen in Figure 4.6(c).
Finally we note that the results for PI in Figures 4.6 coincide with those
in [12, Figures 1&3]. PF has not been evaluated in [12].
4.6 Summary
In this chapter, we considered the problem of scheduling the resources
for data transmission to the users in a wireless system by taking into
account their channel conditions, which can lead to opportunistic gain.
However, maximizing such gain alone, when we also have the size infor-
mation of the ﬂows, will prevent the scheduler from taking advantage of
gain from any SRPT-like policy. We have devised a policy that can provide
the optimal trade-off between opportunistic gain and the gain obtained
by prioritizing the user with smaller ﬂow sizes, in a transient homoge-
neous system. This trade-off can be made at the ﬂow level, assuming time
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scale separation between ﬂow-level dynamics and timeslot-level channel
dynamics. Although, these optimality results apply for a transient sys-
tem, they can be applied as heuristics to the system with dynamic ar-
rivals, as well. However, we observe that the optimality property of such
a policy is sometimes lost in dynamic systems, especially if the the op-
portunistic gain does not saturate quickly. Moreover, a simple policy that
serves the users in their best possible channel state and breaks ties based
on the SRPT principle appears to perform very well in a dynamic system.
When we have an asymmetric setting, where users have independent
and heterogeneous two-state channels, the aforementioned optimality re-
sults do not hold anymore. In this case, by approximating the job sizes by
a phase-type shifted Pascal distribution, we are able to deﬁne the prob-
lem as an RMAB problem and solve it using the Whittle index approach,
which requires the scheduling constraints to be relaxed.
This approach, called the SW policy, is then applied as a heuristic to
our original scheduling problem. SW schedules the user in its best pos-
sible channel state, and breaks the tie, if there are more than one users
with such a channel state, using a secondary index. The secondary index,
which applies the SRPT principle, is obtained by solving the discounted
version of the relaxed scheduling problem. If none of the users is in its
best possible state, one user is chosen randomly by SW. We observe that
SW outperforms all other reference policies. Interestingly, with homoge-
neous users, SW is identical to SRPT-P when at least one user in its best
channel. It outperforms even the TR-OPT policy in the dynamic system.
The computation involved in applying this policy is very simple, and thus,
if implemented, is able to provide gains even in the existing systems, if
the system has perfect knowledge of the channel states.
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In this thesis, we have studied three different aspects of the operation
of the Radio Access Network (RAN) in a modern wireless system. With-
out going into very speciﬁc details about the operation of the network,
we deal mainly with the abstract mathematical models of the network,
making some simplifying assumptions that preserves the essence of the
studied problems. Based on these studies, we have contributed some very
general results, and even provided useful modeling techniques that are
applicable to these networks. The results and some techniques used here
can be applied, perhaps in the design of future networks, to provide better
services to the user and to efﬁciently utilize the resources available to the
network.
We started by studying the problem of congestion caused by the poten-
tially massive amount of M2M trafﬁc in LTE systems. Although LTE has
been designed to handle large volumes of data trafﬁc, we see that the
signaling channel, PDCCH, becomes a bottleneck, and the random ac-
cess process quickly becomes overwhelmed. Clearly, the current network
design is unable to handle the deluge of service requests from billions
of devices that are predicted to exist in future. Thus, future networks
would have to take this fact into account for designing new random ac-
cess protocols. For these networks, less complex implementation of the
random access procedure or some form of hierarchical access scheme (e.g.,
the capillary network) could be a suitable option.
However, the congestion problem in LTE can be alleviated by using Het-
Nets, which adds more capacity to the system. The low-powered femtos
are able to serve the local trafﬁc hotspots which could either be LTE or
even WLANs. Thus, it is possible to reduce the access congestion by using
various load balancing schemes, where the macro can take the excess traf-
ﬁc from the congested femto. We have seen that using dynamic policies,
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which take the level of congestion in the cells into account, we can reduce
the access delay. However, in this thesis, we have assumed that the level
of congestion is always known to the load balancer. This may not always
be a realistic assumption. On the other hand, with the development of
software-based CRAN, which can maintain some form of central control
over the network, it may be possible to estimate these quantities. The
future research can be directed to these issues.
After the random access stage, the different base stations can coordi-
nate their activities to transfer the actual data to users so that some gain
is achieved by serving the right user by the right station. To study such
coordination schemes, e.g., in dynamic TDD systems, we have utilized the
ﬂow-level models. By constructing policies based on different heuristics,
we observe that coordinating the activities of neighboring bases stations
does aid in reducing the ﬂow level delays, especially if such policies take
the number of users in the system into account. Again, we assume that
the stations can share information for deciding the best policy. This form
of information exchange should be possible between the stations with
the advent of CRANs. Although it may be theoretically intractable, fu-
ture work could consider such coordination between more than two cells
through simulations.
When considering the downlink scheduling by just one base station to
its users, we have seen that taking into account the size information of
the user’s ﬂow to be sent, in addition to the channel state information,
can be very advantageous. In such opportunistic scheduling problems, we
have seen that relatively simple rules, with size information, are able to
provide good gain over the non-anticipating policies. There are still much
unanswered questions of both theoretical as well as practical nature. Al-
though we have provided the optimal size-based policy in systems with
homogeneous users and no user arrivals, we observe that these policies
are not optimal when new users arrive. Characterizing the optimal pol-
icy in systems with dynamic arrivals is indeed a very hard problem, and
the policy could be very sensitive to the channel model, which affects the
geometry of the rate region.
We have also observed that the relaxation technique used to tackle the
RMAB problem can also be applied to devise scheduling policies when the
user population has heterogeneous channels. Although these optimal poli-
cies are developed for the system with the relaxed constraints and no new
arrivals, they tend to provide good performance even in systems where
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there are new arrivals. Surprisingly, with homogeneous users that have
multi-state channels, the Whittle index-based heuristic can provide even
better performance than the policy adapted from the optimality results
with no user arrivals. We note that these policies ﬁrst prioritize the users
in their better channel states, and then use the size information only to
break the ties. It will be interesting to observe if similar rule applies in
general even when we have a more complicated channel model in future
research.
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Errata
Publication IV
• The ﬁrst sentence of the caption of Figure 2 should read:
Plot of the optimal rate pair (r∗1, r∗2) against the distance parameter k
for asymmetrical arrival rates (λ11 = 10, λ12 = 1, λ21 = 19, λ22 = 1, c0 =
50, c1 = 30).
• In Section V, the maximum service rates are c0 = 50, c1 = 30, for all
cases.
Publication V
• The last sentence of the caption of Figure 3 should read:
The legend in panel (a) shows the dynamic policies involved in Sce-
nario 2 and the legend in panel (c) shows the different dynamic policies
involved in Scenario 3.
Publication VI
• Equation (1) is valid only when the modes change very slowly compared
to the rate at which the time slots to the ﬂows are allocated. In any
dynamic operating mode, this time-scale separation assumption is valid,
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and thus (1) is strictly applicable only in the dynamic modes.
• Equation (7) gives the service rates of the different queues in a static
mode. In a static policy the operating modes are probabilistically cho-
sen in each time slot. As the modes change very quickly compared to the
ﬂow-level dynamics, these ﬂows receive an average service rate that de-
pends on the probability distribution of the different modes. Since there
are two possible modes that serve the downlink queues, the expressions
presented in (7) are approximates of the actual downlink service rate in
this case. The actual expression of the downlink service rates φdi are as
follows1
1
φd1
= E[Bδi ]E
[
1
pddcdd1 (R1) + p
ducdu1 (R1)
]
,
1
φd2
= E[Bδi ]E
[
1
pddcdd2 (R2) + p
udcud2 (R2)
]
.
However, since the uplink queues are served by only one mode, the ex-
pressions for the uplink service rates φui are the same as presented in (7).
When these actual service rates of the physical model are used, the
resulting capacity region seems to be larger than when the approximate
values are used. This can be observed from an example in Figure 5.1.
The physical model optimal static service rate values can be obtained
by conducting a local search around the approximated values. For the
scenarios considered in the paper, the approximated values tend to un-
derestimate the service rates of the queues, and therefore the average
queue lengths are smaller when the physical model service rates are
used. The approximation error tends to grow with increasing load val-
ues and appears to be very small when the fraction of the arrival rate
that can be stabilized is small.
1cf. B. Rengarajan and G. de Veciana. Architecture and abstractions for
environment and trafﬁc-aware system-level coordination of wireless networks.
IEEE/ACM Transactions on Networking, 19(3):721–734, 2011.
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Figure 5.1. The capacity region from the physical model and the same obtained
from (3.14) when puu = 0.5 for Scenario 3 described in Section 8.5. Note that
the difference is discernible only in the magniﬁed picture (seen in the right
panel). We can also see that the capacity region obtained from the physical
model is clearly a superset of the one approximated by (7).
Publication IX
• In p. 60 the left side of the third equation from last should read:
c1 + (1− qi)(ν − piri,1Δi(ν)) + qi(ν − piri,2Δi(ν))
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This thesis summarizes the works related to 
three different aspects of resource 
allocation at the radio access nework, which 
are useful in the design of ﬁfth generation 
(5G) wireless networks. 
  
First, the random access procedure of LTE is 
analyzed when massive number of machine-
to-machine (M2M) users are present. The 
causes of congestion are investigated and 
possible remedies using heterogeneous 
networks (HetNets) is suggested. 
  
The problem of intercell coordination 
between interfering base stations is then 
considered. In different problem settings, 
various policies to mitigate to this 
interference that aid in minimizing delays of 
the users are studied. 
  
Finally, the problem of scheduling downlink 
users in a cell is analyzed when the station is 
fully aware of the channel conditions of the 
users and the size of their jobs. The 
aim again is to minimize the delay. 
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