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style.	 As	 such,	 any	 technologies,	 which	 relate	 to	 helping	 people	 achieve	 a	 better	 life	 style,	 have	
gained	great	attention	and	popularity.		
Taking	 advantage	 of	 the	 advancement	 in	 both	mobile	 technology	 and	 sensor	 technology,	mobile	
devices	offer	a	unique	niche	in	applying	these	technologies	to	people’s	daily	life	and	provide	a	new	
possibility	 of	 helping	 ordinary	people	 be	more	proactive	 in	monitoring	 and	maintaining	 good	or	








development	of	 innovative	mobile	 applications	 that	 are	 context‐aware	 in	 processing	 of	 real‐time	




architecture	 for	 data‐intensive	 mobile	 applications,	 in	 order	 to	 extend	 processing	 capability	 by	
using	 an	 additional	 backend	 server.	We	develop	 context‐aware	monitoring	models	with	 the	pur‐
pose	 of	 relating	 real‐time	 personal	 data	 with	 personal	 context	 and	 domain	 knowledge.	 The	 ap‐
proach	of	data	collaboration	enables	collaborative	personal	data	processing.	We	develop	methods	




















































































































































































































introduction	 of	 ubiquitous	 computing,	 there	 has	 been	 significant	 progress	 towards	 his	 vision.	
During	the	past	decade,	the	growing	success	of	the	new	generation	mobile	technologies	leads	to	an	
expansion	of	mobile	devices,	 including	smartphones	and	tablets.	We	have	witnessed	skyrocketing	
increases	 in	 the	 sales	 and	 uses	 of	 smartphones	 and	 tablets.	 For	 example,	 in	 the	 third	 quarter	 of	
2013,	211.6	million	android	devices	were	sold,	 representing	a	growth	of	51.3%	compared	 to	 the	





mobile	 devices.	 	 In	 the	 end,	 this	 development	 has	 ensured	 that	mobile	 devices	 have	 become	 an	
integral	part	of	our	daily	life.	
Meanwhile,	due	to	the	popularization	and	wider	availability	of	sensor	technology	through	cheaper	
embedded	 sensor	 devices,	 electronic	 sensors	 especially	 the	 wearable	 physiological	 sensors	 are	
used	more	and	more	in	our	daily	life	rather	than	only	in	lab	environment	[Fran13,	Agga13].	Accord‐
ing	to	[Bbcr13]	the	global	market	for	sensors	reached	$68.2	billion	in	2012	and	is	expected	to	reach	


















health	 related	 problems	 such	 as,	 high‐blood	 pressure,	 stress	 [Nocc92],	 anxiety,	 diabetes	 and	 de‐
pression	[Fox99,	GBHF89].		Positive	health	effects	can	be	observed	when	these	wellbeing	indicators	
(e.g.,	sleep,	physical	activity)	are	kept	in	healthy	ranges.	Hence,	there	has	been	a	need	for	monitor‐
ing	 the	health	 status	of	peoples’	daily	 life.	 Indeed	 the	 interest	of	health	monitoring	on	aspects	of	







































































It	 is	 obvious	 that	 the	 nature	 of	 such	 conditions	 is	 dynamic,	 since	 the	 current	 health	 status	 of	 a	
patient	is	a	very	important	factor	and	it	can	be	obtained	through	some	other	real‐time	sensing	data,	
like	the	breathing‐level	data.	The	main	issue	is	to	enable	the	adaptive	processing	on	a	mobile	de‐




be	 processed	 leads	 to	 constraining	 the	 usefulness	 of	 application	 potential	 of	 mobile	 computing.	
Furthermore,	 so	 far	 the	monitoring	 applications	 have	 focused	 only	 on	 one	 individual	 person.	 In	






In	 addition,	 while	 the	 innovations	 in	 such	 key	 components	 as	 processor,	 memory	 and	 wireless	
technologies	 are	 ever	 fast	paced,	 it	 remains	widely	 agreed	 that	mobile	 applications	 are	 still	 con‐
fined	by	 the	 limited	computation	resources	of	mobile	devices.	To	make	 it	even	worse,	 the	power	
source	of	most	mobile	devices,	the	battery,	has	seen	relatively	slow	improvement	in	the	past	dec‐
ade.	 Battery	 capacity	 is	 growing	 only	 5	 percent	 annually	 [Robi09],	 which	 has	 become	 a	 major	
impediment	to	providing	reliable	and	sophisticated	mobile	applications	to	meet	the	real‐time	data	
processing	requirements	from	mobile	applications.	
In	 this	 thesis,	we	 propose	 a	 foundation	 for	 the	development	 of	 an	 innovative	mobile	 application	
enabling	efficient	context‐aware	processing	of	real‐time	personal	data	streams	taking	into	account	
the	 resource	 limitation	 on	mobile	 devices.	 The	 research	 combines	mobile	 computing,	 intelligent	
complex	 event	 processing,	 semantic	 technologies	 and	 real‐time	 big	 data,	 in	 order	 to	 achieve	 an	

























As	mentioned,	real‐time	personal	data	 is	difficult	 to	 interpret	without	additional	 information	and	




large	 amount	 of	 users	 over	 different	 parts	 of	 the	 world.	 However,	 the	 mainstream	 monitoring	












protocol.	However,	 the	 quality	 of	wireless	 connection	 is	 not	 stable	 and	 can	 be	 affected	 by	many	
factors	 such	 as	 radio	 frequency	 interference,	 out	 of	 communication	 range	 and	 etc.	 [Gibs12].	 In	
addition	the	 limited	battery	capacity	of	wearable	constraints	the	usage	time	of	wearable	sensors.	
Consequently,	 the	 availabilities	 of	 personal	 data	 streams	 can	 be	 interrupted	during	 the	 run‐time	









In	 this	 research,	 we	 firstly	 develop	 a	 hybrid	 software	 architecture	 (as	 shown	 in	 Figure	 1‐1)	 for	






Network	 (MGN)	 to	 realize	 context	 awareness	 in	 our	 solution,	 which	 enables	 the	 correlation	 be‐
tween	 real‐time	data	 and	various	users’	 context	 and	domain	 knowledge.	 The	MGN	also	provides	
dynamic	adaptivity	of	processing	tasks	(patterns)	according	to	the	changes	of	the	user’s	situation.	
Afterwards	we	use	dynamic	pattern	distribution	to	achieve	resource‐aware	pattern	distribution	for	
efficient	 data	 processing	 on	 resource	 limited	 mobile	 devices.	 In	 order	 to	 efficiently	 manage	 the	





tions	 to	extend	 the	computation	capacity	with	purpose	of	solving	 the	resource	 limitation	
problem.	 The	 software	 architecture	 is	 based	 on	 hybrid	 architecture	 combining	 both	 the	
mobile	 component	 and	 its	 backend	 server	 part.	 It	 uses	 Complex	 Event	 processing	 (CEP)	
technology	 [Luck01]	on	both	mobile	devices	and	backend	server	 to	achieve	 scalable	and	
reliable	 real‐time	 personal	 data	 processing.	 Publish/subscribe	 middleware	 and	 Google	
































been	 developed	 for	 managing	 the	 patterns	 and	 event	 resources	 of	 users.	 The	 available	
event	resources	of	users	are	updated	dynamically	during	run‐time.	By	pattern	deployment	












which	 are	 the	 most	 important	 hardware	 and	 software	 foundation	 of	 this	 thesis.	 The	 Chapter	 4	
provides	a	 literature	survey	of	 the	related	work	 in	different	domains	and	comparing	them	to	our	














about	 the	 MGN.	 Chapter	 8	 introduces	 the	 intelligent	 resource‐aware	 processing	 distribution.	 It	
shows	the	pattern	distribution	model	of	our	solution.	The	algorithm	for	pattern	distribution	based	
on	 the	 current	 resource	 of	 mobile	 device	 is	 described	 in	 detail.	 We	 again	 provide	 examples	 to	






pattern	 distribution	 algorithm	 and	 performance	 of	 pattern	 adaptation.	 In	 addition,	 two	 use	 case	











dation,	 including	 mobile	 technology,	 sensor	 technology,	 CEP	 technology,	 and	 related	 work	 and	
existing	solutions,	which	are	described	in	Chapter	2	to	Chapter4.		










The	 first	 raw	 idea	 of	 this	 thesis	 was	 described	 in	 [XWSH10].	 I	 discuss	 the	 approach	 about	 pro‐
cessing	sensor	data	using	complex	event	processing	in	the	AAL	(Ambient	Assisted	Living)	domain.	
Afterwards	I	introduce	semantic	technology	into	CEP‐based	sensor	data	processing.	An	approach	of	





wearable	 sensors.	 I	 combined	 CEP,	 semantic	 technologies	 and	mobile	 computing	 to	 process	 the	
sensor	data	from	wearable	sensors	to	conduct	the	attention	of	visitors	in	museum	environment	in	
real‐time	 [XSSC+12].	 Some	 demos	 have	 been	 designed	 and	 shown	 in	 the	 conferences	 [XSSS12a,	
XSSS12b,	and	XSSS12c].	
Finally	 I	 integrated	my	past	 ideas	and	develop	the	current	approach	 for	using	mobile	computing,	
intelligent	 complex	 event	processing,	 semantic	 technologies	 and	 real‐time	big	 data	 to	 achieve	 an	
efficient	processing	of	real‐time	personal	data	from	sensors	on	mobile	devices.	An	overview	of	this	
approach	 and	 some	 features	were	 initially	 proposed	 in	 [XSSK13].	 [SXSS14a]	 has	 described	 some	
technical	 features	 in	 the	 scope	of	 a	 collaborative	 remote	monitoring	use	 case.	 In	 addition	demos	
based	on	 this	 approach	were	published	and	 shown	 in	 [StRX13,	 SXSS14b]	and	a	 tutorial	of	 this	ap‐









devices,9	 including	 smartphones	 and	 tablets,	 are	 becoming	 increasingly	 ubiquitous	 and	 provide	
ever	 richer	 functionalities	 through	 numerous	 mobile	 applications.	 The	 increasing	 popularity	 of	
mobile	devices	with	their	embedded	sensors	and	various	wearable	sensors	leads	to	an	expansion	of	







Mobile	 device	 is	 a	 small	 handheld	 computing	 device,	 which	 is	 also	 called	 handheld	 device	 or	


























mobile	 phone	 appeared	 in	 1973	Motorola	 [CDML+75].	 The	 first	 call	was	made	 on	 April	 3,	 1973,	
when	 Dr.	 Martin	 Cooper,	 a	 senior	 engineer	 at	 Motorola,	 called	 Dr.	Joel	 S.	 Engel	of	Bell	 Labs	 and	
informed	him	he	was	speaking	via	a	mobile	phone.	This	 first	handheld	mobile	phone	weighed	1.1	
kg	and	measured	23	 cm	long,	13	 cm	deep	and	4.45	 cm	wide	and	could	offer	 a	 talk	 time	of	 just	30	













introduced	 by	 J‐Phone	 and	 the	 Sharp	 Corporation	 in	 Japan	 [Kjel13].	 The	 J‐SH04	 had	 an	 110,000	
pixel	 resolution	 (0.1	 megapixels),	 a	 color	 LCD	 screen,	 one‐touch	 Internet	 access	 and	 a	 speaker	
phone.		
















On	 October	 22,	 2008	 the	 first	 publicly	 available	 smartphone	 running	 Android	 system,	 the	HTC	















Microsoft	 introduced	 its	 first	 tablet	 in	 2000	 and	 released	 in	 2002,	which	had	a	 version	of	 its	 XP	
operating	system	designed	for	it.	Afterwards	there	are	lots	of	tablets	with	Windows	system	on	the	
market,	such	as	LS800	from	Motion	Computing,	which	was	the	smallest	tablet	at	that	time.	However	









The	 iPad	provides	a	user‐friendly	 interface	 for	multimedia	playing	and	performing	 Internet	 func‐








live.	The	 smartphones	have	become	a	ubiquitous	 companion	 for	many	people	and	 the	numerous	
mobile	Applications	(Apps)	extend	the	functionality	of	mobile	devices	in	various	domains.		































Desktop PC 134.4 8.6% 123.11 5% -8.4% 
Portable PC 180.9 11.6% 196.6 8% 8.7% 
Tablet 227.3 14.6% 406.8 16.5% 78.9% 
Smartphone 1,013.2 65.1% 1,733.9 70.5% 71.1% 























Android 211.6 81.0% 139.9 74.9% 51.3% 
iOS 33.8 12.9% 26.9 14.4% 25.6% 
Windows 
Phone 
9.5 3.6% 3.7 2.0% 156.0% 
BlackBerry 4.5 1.7% 7.7 4.1% -41.6% 
Others 1.7 0.6% 8.4 4.5% -80.1% 














The	growth	of	mobile	device	market	 leads	 to	a	corresponding	 increase	 in	mobile	app	market.	As	
shown	in	the	chart	above	according	to	[Gart13]	in	2013	mobile	app	downloads	have	increased	by	




















electrical	 devices.	 Sensors	 are	 widely	used	 in	 everyday	 objects	 such	 as	 touch‐sensitive	 elevator	
buttons	(tactile	sensor)	and	lamps	which	dim	or	brighten	by	touching	the	base.	





Taking	 advantage	 of	 rapid	 innovation	 in	 wireless	 technology	 and	 miniaturization	 technology,	





































erometer	 and	 provides	 algorithm‐derived	 speed,	 distance	 and	 stride	 count.	 The	 sensor	 carries	 a	





























Luckham	 [Luck01]	 defines	 an	 Event	 as	 an	 object	 that	 is	 a	 record	of	 an	 activity	 in	 a	 system	with	
three	aspects:	


























rate	 sensor.	 The	measurement	 contains	 the	 following	 data	 fields:	 sensor	 id,	measurement	 value,	






	 	 	 																				String																															user_id;	
	 	 	 																				String																															sensor_id;	
	 	 	 																			Measurement																	value;	
	 	 	 																			Time																																		measurement_time	









							 	 	 <xs:element	name="event_id"	type="xs:string"/>	
							 	 	 <xs:element	name="user_id"	type="xs:string"/>	
							 	 	 <xs:element	name="sensor_id"	type="xs:string"/>	
							 	 	 <xs:element	name="measurementValue"	type="xs:integer"/>	
							 	 	 <xs:element	name="measurementTime"	type="xs:date"/>	











intent	 and	 same	 structure;	 every	 event	 object	 is	 considered	 to	 be	 an	 instance	 of	 an	 event	 type	
[EtNi10].			
Furthermore,	 an	 event	 can	 be	 either	 simple	 or	 complex	 [ChEA11].	 A	 simple	 event	 is	 atomic	 and	
does	not	contain	further	events.	In	comparison	to	a	simple	event,	a	complex	event	is	composed	of	
other	simple	or	complex	events.	In	[ChEA11]	complex	events	are	also	described	as	summary‐level	
facts.	 In	 [Luck01]	Luckham	defines	 that	a	complex	event	signifies	an	activity	that	happens	over	a	
time	 interval	 where	 a	 set	 of	 other	 events	 happened	 before.	 	 Moreover,	 there	 are	 relationships	
between	 these	 events.	 For	 instance,	 time,	 causality	 and	 aggregation	 are	 described	 as	 three	most	






Pattern	 or	 called	Event	Pattern	 is	 another	 important	 definition	 in	 event	 processing,	 which	 de‐
scribes	 the	event	processing	 logic.	The	detection	of	patterns	over	events	 is	 the	 core	 in	 the	event	
processing	[EtNi10],	[Luck01],	and	[ChEA11].	An	event	pattern	is	a	template	that	matches	certain	
sets	of	events,	which	you	want	to	find.	Furthermore	it	describes	precisely	not	only	the	events	but	





tern	 can	 continuously	 trigger	 complex	 events	of	 the	 same	 type.	A	pattern	describes	 the	 concrete	
occurrence	context	of	such	event	set.	This	context	contains	the	event	parameter	of	each	event	and	
the	relationship	between	the	events	in	the	set	using	event	operators.	Event	patterns	are	described	


















 Basic	 patterns:	 These	 are	 simple	 patterns	 that	 relate	 to	 basic	 operations,	 including	 logical	
operations,	threshold	operations,	subset	selection	operations,	on	event	types	or	on	collec‐






Logical	 operations	 are	 the	 most	 frequently	 used	 pattern	 operations	 in	 CEP.	 Traditional	 logical	

















participant	events.	The	result	of	 the	aggregation	 is	 then	compared	against	a	 threshold	value.	The	







value	 of	 a	 special	 attribute	 over	 all	 participant	 events,	 and	 compares	 the	 value	 against	
threshold	value.	
Temporal	order	operations	are	operations	 in	which	 time	plays	a	major	 role.	The	most	 common	
temporal	order	operation	is	sequence	operation.	
Sequence	operation	 is	 satisfied	 if	 the	participant	 event	 set	 contains	 at	 least	 one	 instance	of	 each	



















tions.	 Complex	 Event	 Processing	 (CEP)	 indicates	 the	 same	 operations	 as	 event	 processing,	 but	
performs	on	complex	events	[LSAB+11].	In	this thesis event processing and CEP are used synonymous-
ly. Since	1990s	CEP	has	already	become	the	foundation	of	modern	real‐time	information	systems	in	
the	 research	 field.	 The	 CEP	 area	 has	 roots	 in	discrete	 event	 simulation	 and	active	 database	area.	









Figure	 3‐1	 shows	 a	 basic	 event	 processing	 architecture	with	 the	 common	 components	 including	
event	 producers,	 event	 processing	 agent	 (normally	 called	 event	 processing	 engine)	 and	 event	




tion	of	event	processing	agents,	producers,	 consumers,	 and	global	 state	elements	connected	by	a	
collection	of	channels.	
Figure	 3‐2	 displays	 an	 example	 of	 EPN	with	 all	 of	 its	 components.	 The	main	 components:	 event	




architecture.	A	 state	 component	 refers	 to	 data	 that	 is	 available	 for	 use	 both	by	 event	 processing	
agents	 and	 by	 contexts	 [EtNi10].	 This	 data	may	 be	 system‐wide	 global	 variables,	 reference	 data	
used	to	enrich	events	and	event	stores	that	hold	past	events.	An	event	channel	receives	events	from	





















 Hardware	event	producer:	 Event	producers	 in	 this	 category	detect	 physical	 signals	 (e.g.,	
temperature,	light	and	etc.)	and	generate	events	that	indicate	activities	in	the	physical	en‐
vironment,	where	 it	 is	 integrated.	 Sensors	 like	 temperature	 sensors	or	humidity	 sensors	
are	typical	hardware	event	producers.	Hardware	event	producers	are	widely	used	in	medi‐
cal	applications,	device	management,	security	applications	and	etc.	


















 Filtering:	 It	 selects	 the	 input	 events	 that	 participate	 in	 the	 processing.	 The	 filtering	 step	
takes	each	incoming	event	as	an	input,	and	applies	the	filter	conditions.	In	general	it	elimi‐
nates	any	event	instance	that	does	not	meet	these	conditions.	
 Matching:	 It	 finds	patterns	 among	 events	 and	creates	 sets	 of	 events	 that	 satisfy	 the	 same	
pattern.	 The	matching	 step	 takes	 all	 events	 that	 have	been	 left	 by	 the	 filtering	 step,	 and	
looks	for	matches	between	them,	using	an	event	processing	pattern	or	some	other	kind	of	
matching	criterion.	
 Derivation:	 It	 uses	 the	 output	 from	 the	matching	 step	 to	derive	new	events	 and	 set	 their	











the	 specified	pattern	 in	 the	 input	 events.	 For	 example	 it	may	detect	 the	 temperature	 in‐
crease	when	two	certain	temperature	events	are	input,	while	the	latter	has	a	higher	tem‐
perature	value	than	the	value	in	the	previous	event.	
Transformation	 agents	 can	 further	 be	 divided	 into	 four	 sub‐types	 according	 to	 transformation	
operators:	



































One	 of	 the	 most	 important	 characters,	 which	 distinguish	 event‐driven	 systems	 from	 traditional	
information	systems,	is	the	way	of	the	information	interaction	between	information	producers	and	
information	consumers.	In	event‐driven	system	the	interaction	of	information	(events)	is	based	on	
Publish/Subscribe	 mechanism,	 which	 means	 information	 is	 pushed.	 While	 in	 traditional	 infor‐
mation	systems	using	request‐response	mechanism,	information	is	pulled.	







 Events	 are	 often	 sent	 as	 one‐way	messages.	 In	 other	words,	 after	 a	 producer	 has	 sent	 an	
event	message,	it	can	get	on	with	other	things	without	having	to	wait	for	responses.	







tional	 database	 and	 data‐mining	 tasks	 like	 data	 validation,	 cleaning,	 enrichment,	 and	 analysis	 in	
real‐time	without	persisting	the	data	[Ober11].	With	sensor	and	mobile	devices	proliferating	in	the	
modern	world,	we	now	have	the	ability	to	consolidate	large	volumes	of	sensor	data	about	ourselves	










Mobile	Computing	 and	Semantic	Web.	 In	 this	 chapter	we	will	 conduct	 a	 literature	 survey	on	 the	
state‐of‐the‐art	technologies	and	theories	that	are	the	main	focus	of	our	work.	The	research	work	
that	is	related	to	our	approach	mainly	fit	into	the	following	research	fields:	mobile	and	distributed	










We	start	 the	survey	 from	existing	event	processing	systems.	Within	 the	 last	 few	years	event	pro‐
cessing	has	been	developed	rapidly	with	a	number	of	academic	and	commercial	projects.	The	most	
notable	work	is	Esper	and	Etalis.	
Esper	 [BeVa07]	 is	 an	 open	 source	 CEP	 engine.	 Esper	 uses	 Event	 Processing	 Language	 (EPL)	 to	
define	patterns,	which	provides	rich	event	conditions,	correlation,	possibly	spanning	time	windows.	
The	 performance	 reports	 on	 Esper	 [Espe07]	 show	 very	 good	 performance.	 It	 is	 implemented	 in	
both	Java	and	.NET,	and	can	be	integrated	into	other	applications	using	Java	or	.NET.	
ETALIS	[AFRS+10]	is	a	framework	for	complex	event	processing	and	stream	reasoning	including	a	
CEP	engine.	ETALIS	uses	ETALIS	Language	 for	pattern	modelling	 supporting	 rule‐based	syntaxes	
and	a	formal	declarative	semantics.	Besides	event	processing,	ETALIS	also	provides	functionality	of	




















authors	 have	 created	 a	 distributed	 correlation	 event	 processing	 network	 by	 integrating	 several	
centralized	CEP	systems.	The	main	issue	of	this	work	is	the	configuration	of	connecting	the	correla‐
tion	 nodes,	 especially	 input	 and	 output	 nodes,	 and	 deciding	 which	 correlation	 tasks	 should	 be	
deployed	at	which	node.	
In	[SKPR12]	DHEP	project	(Distributed	Heterogeneous	Event	Processing)	is	described.		The	project	
has	 been	used	 to	 develop	a	 distributed	CEP	 system	 for	 industry.	 It	 developed	a	 framework	with	
DHEP	Meta	language	and	configuration	tool	to	realize	interoperability	between	heterogeneous	CEP	
engines	that	are	deployed	in	different	system	nodes.	







The	most	 relevant	 work	 to	 our	 research	 is	 [DuBS13,	 StBD13],	 which	 describes	 an	 approach	 for	
using	CEP	to	process	sensor	data	on	smartphone	for	AAL	(Ambient	Assisted	Living)	monitoring.	It	
uses	 Esper	 on	 smartphones	 and	 processes	 the	 data	 from	 smartphone	 sensors	 correlatively	 to	
achieve	 situation	 awareness	 and	 context	 awareness.	 In	 comparison	 to	 our	 approach,	 however,	 it	













ties	of	 sensor	 streams.	This	work	 focuses	only	on	energy	efficiency	without	using	external	 infor‐
mation	or	providing	context	aware	monitoring.					
Another	related	work	 is	described	 in	 [KLCC+09].	The	authors	have	 introduced	an	embedded	CEP	
system	in	mobile	device,	combining	DDS	(data	distribution	service)	to	provide	the	mobile	patient	
healthcare	 service	 to	 users.	 The	work	 uses	 one	 CEP	 engine	 on	mobile	 device	 and	 provides	 data	
















Therefore	 efficient	 mobile	 processing	 should	 be	 achieved	 regarding	 the	 existing	 resource	 re‐
strictions	on	mobile	devices.	In	this	section	we	provide	a	survey	of	existing	approaches	for	achiev‐
ing	efficient	mobile	processing.	












has	 been	 regarded	as	 the	best	 solution	 to	 solving	 the	problem	of	 resource	 limitations	 on	mobile	
devices.	Basically	MCC	combines	 the	strength	of	clouds	and	the	convenience	of	mobile	 terminals,	
while	clouds	provide	high	performance	computation	ability	and	 large	storage	and	mobile	devices	
provide	 their	mobility	 and	usability.	 Therefore	 the	processing	 tasks	 of	mobile	 devices	 can	be	 of‐
floaded	to	cloud	infrastructure.		
In	 [MZZW+13]	 the	authors	 introduced	two	methods	of	using	cloud	service	 to	support	 the	mobile	
applications	to	achieve	the	distributed	mobile	processing.	The	first	method	uses	cloud	as	computa‐












has	 introduced	 another	 extreme	 of	 mobile	 cloud	 computing,	 which	 the	 remote	 computation	 re‐
sources	are	also	mobile	devices	instead	of	traditional	high	performance	server.			
Cloudlets	 are	 a	 new	 technology,	 which	 provides	 another	 possibility	 to	 achieve	 the	 computation	
offloading	for	mobile	computing.	The	traditional	cloud	computing	mobile	apps	require	WAN	laten‐
cy,	which	makes	 apps	 insuﬃcient	 for	 real‐time	 applications.	 The	 cloudlets	 technologies	 [Saty10,	
FGNW12]	 enable	 the	 cloud	 computing	 technologies	 helping	mobile	 devices	 to	 overcome	 the	 re‐






virtual	 machines	 (VMs)	 on	 the	 cloudlet	 running	 the	 required	 software	 in	 a	 thin	 client	 fashion	
[SBCD09].	However	 the	 cloudlets	 technology	depends	heavily	on	additional	hardware	 infrastruc‐
ture	in	each	LAN,	which	needs	time	and	investment	to	upgrade	the	current	mobile	infrastructure.						
In	 summary,	 similar	 to	 our	 approach,	 in	 order	 to	 solve	 the	 problem	 of	 resource	 limitations	 on	
mobile	devices,	additional	infrastructure	is	required,	which	can	be	remote	server,	cloud	infrastruc‐
ture	or	cloudlets	servers	in	local	networks.		However,	the	existing	approaches	are	not	applicable	to	








authors	present	an	ontology	 for	modelling	events	 for	policies	and	 rules	 for	 the	 compliance	man‐
agement.	An	event	can	be	either	used	for	input	or	output.	Each	Event	can	be	implemented	either	as	
complex	event	or	event	stream.	An	event	can	be	an	event	expression	which	combines	events	using	

















In	 terms	of	 sensor	ontology,	 the	most	 famous	model	 is	 SSN	(Semantic	Sensor	network)	ontology	
[CBBG+12],	 which	 is	 the	 most	 widely	 used	 ontology	 in	 semantic	 sensing	 domain.	 It	 defines	 an	
ontology	using	OWL2	[MPPB+09]	to	describe	the	capabilities	and	properties	of	sensors,	the	act	of	
sensing	and	the	resulting	observations.	The	SSN	ontology	supports	the	description	of	the	physical	
and	 processing	 structure	 of	 sensors.	 The	 sensors	modeled	 in	 SSN	 are	 not	 only	 physical	 sensing	











gy	 is	 compatible	with	 SensorML.	 ISTAR	 [GPJD+08,	 PGDV+08]	 is	 a	 set	 of	 ontologies,	which	model	
sensors,	mission	 tasks	and	deployment	platforms.	The	collections	of	 types	of	 sensors	can	be	 rec‐
ommended	for	a	particular	task	by	using	semantic	reasoning.	Ontonym	[SKDN09]	has	defined	a	set	




















in	order	to	determine	some	parameters	of	the	user’s	healthy	status	(e.g.	 fitness	 level,	stress	 level,	
cardio	arrhythmias,	…).	In	this	section	we	present	only	the	most	important	systems	related	to	using	
smartphones	and	wearable	(nonintrusive)	sensors.	
Recently,	 much	 research	 effort	 is	 put	 into	 more	 sophisticated	 approaches	 of	 using	 smartphone	




achieve	 real‐time	 sensor	data	processing.	The	UbiFit	Garden	 [CMTC+08],	 a	 joint	project	between	
Intel	and	 the	University	of	Washington,	 captures	 levels	of	physical	activity	and	relates	 this	 infor‐
mation	to	personal	health	goals	when	presenting	feedback	to	the	user.	Another	smartphone	appli‐














ty,	 allowing	 users	 to	 track	 sports	 activities	 in	 real‐time	 and	 to	 compare	 themselves	 with	 other	











ShapeUp18	 is	an	app	 that	helps	co‐workers	 to	compete,	 support,	 and	challenge	each	other	with	a	
shared	goal	of	better	health.	 It	 supports	 three	steps:	1)	 tracking	progress:	 it	enables	 to	set	goals,	








as	Mobile	 Cardiac	 Outpatient	 Telemetry™	 (MCOT™).	 Through	 its	 Cardio	 core	 division,	 CardioNet	
offers	 core	 lab	 services	 to	 pharmaceutical	 and	 devise	 sponsors	 as	 they	 provide	 new	 products	
through	the	development	process.	However,	while	wearable	are	better	than	24h	medical	holters21,	






wireless	 and	 remote	 physiological	monitoring,	 including	 research,	 training	 and	 tele‐health	 situa‐
tions.	 The	 most	 important	 features	 are	 very	 complex	 measurements,	 including	 Heart	 Rate,	 R‐R	
Interval,	Breathing	Rate,	ECG,	Posture,	Activity	Level	and	Peak	Acceleration.	
In	 summary,	 the	most	 existing	mobile	 sensing	 applications	provide	 only	 simple	processing	 func‐
tions	 using	 static	 rules	 and	 have	 no	 context‐awareness.	 Some	 research	 approaches	 also	 use	 CEP	






















In	 this	 chapter	 we	 describe	 why	 having	 innovative	 software	 architecture	 for	 real‐time	 personal	


















The	first	 issue	 is	 the	 limited	computation	resources	on	mobile	devices.	Although	the	hardware	of	




the	processors	used	 in	 the	desktop	or	 server	 systems.	According	 to	 the	benchmark	study	 in	 [Ra‐
hu13]	a	standard‐voltage	Intel	Core	i5	laptop	processor	is	about	8	times	faster	than	the	best	mobile	





Of	 course,	 the	 computation	 capability	 (mainly	 the	 processor	 performance)	 of	 mobile	 device	 has	
historically	 increased	 at	 a	 rapid	pace	 and	 it	 is	 promising	 to	 have	 huge	 improvement	 in	 the	 near	
future.	 	But	 another	key	 issue	of	mobile	devices	 restricts	 the	 computation	 capability	potential	 of	
mobile	devices:		battery	capacity.		In	comparison	with	the	development	of	other	hardware,	such	as	
processor,	 memory	 and	 communication	 bandwidth,	 as	 the	 main	 power	 source	 of	 most	 mobile	
devices,	battery	has	seen	relatively	slow	improvement	in	the	past	decade.	Battery	capacity	is	grow‐
ing	 only	 5	 percent	 annually	 [Robi09].	 Because	 the	 high	 usage	 of	 processor	 and	memory	 lead	 to	
quick	battery	drain,	battery	capacity	has	become	a	major	impediment	for	mobile	devices	to	provide	
high	computation	capability	for	reliable	and	sophisticated	real‐time	data	processing.	
Hence,	 there	 is	 a	 gap	 between	 the	 limited	 (although	 ever	 increasing)	 computation	 capability	 of	
mobile	devices	and	unlimited	application	potential	of	mobile	devices.	On	one	hand	the	huge	amount	
of	 real‐time	mobile	data	processed	by	data‐intensive	mobile	 applications	 require	more	 computa‐
tion	 capabilities.	 Additionally,	 the	 development	 of	 mobile	 devices	 is	 going	 very	 strongly	 in	 the	
direction	 of	 having	 more	 and	 more	 “features”,	 like	 new	 sensors,	 new	 specialized	 cameras,	 new	
software	for	gaze‐driven	control,	etc.,	which	require	more	computation	capability	and	meanwhile	
generate	more	data,	which	increases	the	need	for	an	extended	processing.	On	the	other	hand	alt‐
hough	 the	 fast	 innovation	 in	 key	 components	 of	mobile	 devices	 such	 as	 processor,	memory	 and	
wireless	 technologies,	 it	 remains	widely	agreed	 that	mobile	 applications	are	 still	 confined	by	 the	
limited	computation	capability	of	mobile	devices.		
Since	 the	purpose	of	 this	 thesis	 is	 to	process	 the	personal	data	and	environment	data	of	users	 in	
real‐time,	considering	the	flow	of	huge	real‐time	data	going	through	the	system	at	any	given	points	
in	 time,	 the	 proposed	 system	 is	 also	 required	 to	 have	 high	 computation	 capability	 available	 to	
undertake	the	processing	tasks	for	huge	amount	of	real‐time	data.		This	may	not	always	be	feasible	
in	most	mobile	devices.	Therefore,	it	is	necessary	for	the	proposed	system	to	extend	the	computa‐
tion	 capability	 of	mobile	 devices	 to	meet	 the	 requirements	 of	 processing	 huge	 amount	 real‐time	
data	 by	 off‐loading	 the	 processing	 tasks	 from	 mobile	 devices	 to	 remote	 infrastructure	 such	 as	
backend	server	or	cloud	infrastructure.	
In	 addition,	 the	modern	mobile	 device	 operating	 systems	 such	 as	Android	 are	 typical	multi‐task	
















Another	 important	 issue	 for	 the	 wireless	 sensors	 is	 the	 quality	 of	 the	 wireless	 communication.	





In	 the	 case	 that	 the	 sensor	 events	 provided	by	 such	wireless	 sensors	 are	 used	 in	 the	processing	




environment	 much	 more	 easily.	 The	 new	 generation	 mobile	 devices	 combining	 the	 integrated	




Most	 of	 the	 mobile	 applications	 in	 the	 m‐Health	 domain	 or	 m‐Fitness	 are	 oriented	 toward	 the	
detection	 of	 the	 particular	 real‐time	 situations,	which	 are	 relevant	 for	 users.	 	 As	 for	 the	 current	

































Therefore,	 the	 context	 awareness	 should	 be	 achieved	 for	 the	 real‐time	 personal	 data	 processing	
with	 integration	 of	 user’s	 context	 and	 additional	 domain	 knowledge,	 such	 as	 medical	 domain	
knowledge	or	sport	domain	knowledge,	and	the	processing	method	should	be	dynamically	adapted	
to	the	current	situations	of	user.	
The	 integration	 of	 user’s	 context	 and	 using	 additional	 domain	 knowledge	 ensure	 the	 real‐time	
personal	data	 to	be	processed	correctly	and	results	are	 insightful	and	meaningful.	So	 far	the	per‐
sonal	 data	 processing	 has	 focused	 on	 one	 individual	 only,	 i.e.,	 the	 personal	 data	 of	 each	 user	 is	
processed	separately.	However,	 for	some	special	cases,	the	result	cannot	be	readily	 inferred	from	







Based	 on	 the	 analyses	 described	 in	 the	 previous	 sections	 and	 the	 research	 questions	 defined	 in	
Chapter	1,	we	 conclude	 that	 the	 following	 requirements	 are	necessary	 for	developing	 innovative	










and	additional	 domain	 knowledge	 in	 personal	 data	processing	 and	achieves	dynamically	
adaptation	to	current	situation	of	user.	(Q3)	










In	 this	 chapter	 we	 introduce	 the	 software	 architecture	 for	 realizing	 the	 mobile	 application	 de‐
scribed	 in	our	approach.	Considering	 the	 limitation	of	mobile	devices,	 the	proposed	event‐driven	





Taking	 advantage	 of	 popularity	 and	 quickly	 developed	 mobile	 and	 sensor	 technology,	 mobile	
devices	are	enabled	to	collect	much	personal	information	and	environment	information	of	user	in	






























The	whole	 conceptual	 architecture	 consists	of	 two	parts:	mobile	device	part	 and	backend	 server	
part,	 corresponding	 to	 the	mobile	 device	 and	 backend	 server	 infrastructure	 as	mentioned	 early.	
Each	part	has	two	units:	processing	unit	and	storage	unit,	containing	several	components.		
The	 processing	 units	 are	 in	 charge	 of	 processing	 the	 real‐time	 data.	 They	 process	 the	 real‐time	
personal	data	dynamically	 to	detect	 the	 situations	of	 interest	 for	 a	user	according	 to	 the	 current	
situation	of	user	and	user’s	context.	
The	 storage	 units	 store	 the	 events	 including	 real‐time	 events	 and	 complex	 events.	 The	 stored	
events	can	be	used	for	off‐line	analysis	or	as	historical	information	of	users,	which	is	used	as	user’s	
context	in	the	future	data	processing.		In	order	to	avoid	the	high	communication	workload	caused	















connected	 to	mobile	 devices	 through	 different	 communication	 protocols,	 such	 as	 	 Blue‐
tooth	[BSIG07]	or	infrared	[InDA99].	However,	the	information	sensed	by	these	sensors	is	
represented	 in	different	data	 formats	and	cannot	be	directly	used	 in	 the	proposed	MCEP	

















Event	 stream	manager	 provides	 also	 the	 Publish/Subscribe	 function,	 which	 enables	 the	
mobile	device	part	(mobile	application)	to	exchange	real‐time	events	with	backend	server	
through	publish/subscribe	middleware.		
 Mobile	system	monitoring:	Considering	 the	 limited	 resource	 on	mobile	 devices,	we	 pro‐
pose	 to	 use	hybrid	 architecture	 to	 extend	 the	 computation	 capacity	 of	 the	MCEP	 system	
and	use	resource‐aware	pattern	distribution	(described	 in	Chapter	8)	to	achieve	efficient	
processing	 tasks	assignment.	Therefore,	 the	 information	about	 the	real‐time	workload	of	






























o CEP	engine:	This	 is	 the	CEP	engine	on	 the	backend	server.	 It	provides	 the	addi‐
tional	processing	capacity	to	support	the	CEP	engine	on	mobile	devices.		
o Situation	analyzer:	This	component	provides	the	dynamic	adaptation	to	real‐time	





o Context	knowledge	bases:	 They	provide	 information,	 such	as	user’s	 static	 con‐
text,	 user’s	 historical	 records	 and	 special	 domain	 knowledge	 like	 health	 and	 fit‐
ness,	for	the	situation	analyzer	to	achieve	dynamic	adaptation.			
 Server	Stream	manager:	This	component	 is	 in	charge	of	 the	communication	of	 the	whole	
backend	server.	Externally,	it	communicates	with	the	mobile	applications	of	users	through	






















 Server	pattern	manager:	This	component	 is	 in	charge	of	 the	management	of	patterns,	 in‐


















action	 handler	 performs	 pre‐defined	 actions	 on	 the	 backend	 server,	 when	 the	 assigned	
trigger	event	is	received.	
 Pattern	and	event	resource	ontology:	This	ontology	stores	all	patterns	that	are	required	















driven	 systems	 from	 traditional	 information	 systems,	 is	 the	 publish/subscribe	 mechanism.	 The	
publish/subscribe	mechanism	ensures	the	event	communication	between	different	components	in	
real‐time.	 In	 the	 proposed	 MCEP	 system,	 the	 communication	 middleware	 provides	 the	 pub‐
lish/subscribe	 function	 to	 enable	 the	 real‐time	 event	 exchange	 between	mobile	 device	 part	 and	
backend	server	part.	
As	stated	 in	the	Chapter	1,	 the	proposed	MCEP	can	be	used	 in	various	use	cases.	Considering	the	
requirements	 of	 possible	 use	 cases,	 the	 communication	 middleware	 is	 required	 to	 realize	 the	
following	functions:	
 Basic	topic‐based	publish	and	subscribe	function.	
















Message	broker:	 	 it	 is	 the	 core	 of	 the	 communication	middleware	 providing	 publish/subscribe	
function.	It	receives	the	events	from	different	connected	clients	and	sends	the	events	to	clients,	who	
subscribes	to	the	events.	There	exist	many	different	implementations	of	message	brokers,	including	





from	 mobile	 devices	 using	 MQ	 Telemetry	 Transport	(MQTT)	 protocol	 [Lock10],	 which	 is	
a	publish/subscribe	based	 light	weight	messaging	protocol	 for	use	on	 top	of	 the	TCP/IP	protocol.	
Because	MQTT	 is	 designed	 for	 connections	with	 network	 bandwidth	 limitation,	 it	 is	 used	 in	 the	

























Since	 the	 MCEP	 is	 an	 event‐driven	 system,	 events	 play	 an	 important	 role	 in	 the	 whole	 system.	
Events	are	not	only	used	to	transmit	the	information,	but	also	used	to	control	the	system.	An	event	




rence	 [Luck01,	 EtNi10].	 Events	 from	 different	 event	 sources	 can	 be	 described	 in	 different	 event	
formats,	which	 is	 an	 obstacle	 for	 achieving	 efficient	 event	 processing.	 In	 order	 to	 overcome	 this	
obstacle,	we	define	a	standard	MCEP	event	model	for	all	events	used	in	the	MCEP	system.	
The	 MCEP	 event	 model	 consists	 of	 two	 objects:	 Event	 Type	 and	 Event	Message.	 Event	 Type	







information	 that	 is	 carried	 by	 the	 events	 of	 this	 type.	 Attribute	 definition	 defines	 the	 name	 and	
value	 type	 of	 each	 attribute.	 In	 the	 implemented	 prototype,	 the	MCEP	 event	model	 supports	 all	
JAVA	primitive	data	types	and	more	attribute	types	can	be	easily	added	in	the	future.	
Considering	 that	 the	 event	 types	 are	 tightly	 associated	 with	 patterns,	 the	 event	 types	 are	 also	



















ing	 current	 CPU	 usage,	 current	 memory	 usage	 and	 current	 battery	 volume.	 The	 information	 of	
workload	is	used	in	the	dynamic	pattern	distribution	algorithm	(introduced	in	chapter	8)	to	achieve	














An	event	stream	is	a set of associated events, which are temporally ordered [EtNi10]. An event stream 
can contain events, which have different event types. The events of the same event type can belong to 
different event streams as well. In the proposed MCEP system, event streams are not only used to indicate 
the associations of events, but also used to manage the dispatch of MCEP events. 
As shown in the Figure	6‐4, each MCEP event message belongs to an MCEP stream, which is defined in 
the event head. The stream manager (including mobile stream manager in mobile device part and server 
























The	 full‐version	variant	 consists	of	 both	mobile	device	part	 and	backend	 server	part.	Taking	 ad‐
vantage	 of	 the	 extended	 computation	 capacity	 by	 using	 backend	 server,	 the	 full‐version	 MCEP	
system	variant	is	able	to	undertake	the	complex	monitoring	tasks,	which	require	high	computation	
capacity.	 In	 addition,	 the	 backend	 server	 enables	 the	 context‐aware	 personal	 data	 processing,	
which	 provides	 dynamic	 adaptation	 to	 the	 current	 situation	 of	 user	 based	on	 user’s	 context	 and	
additional	domain	knowledge.	The	feature	of	data	collaboration	is	available	in	this	variant.	The	full‐
version	MCEP	 system	 variant	 is	 able	 to	 use	 external	 event	 resources	 using	 backend	 server.	 The	
feature	 of	 resource‐aware	 dynamic	 pattern	 distribution	 ensures	 the	 optimal	 pattern	 distribution	
considering	the	available	resource	on	mobile	device.		
The	mobile‐only	 variant	 is	 a	 light	weight	 system	using	 only	 the	mobile	 device	 part	 of	 the	MCEP	
system	and	 focusing	on	 the	 real‐time	event	processing.	Due	 to	 the	 resource	 limitation	on	mobile	
devices,	 this	variant	 can	only	 run	 limited	number	of	processing	 tasks	 simultaneously.	 It	 can	only	
provide	limited	context‐aware	adaptation	based	on	the	dynamic	user	context	produced	in	run‐time,	
without	using	the	static	user	context	and	additional	domain	knowledge	on	the	backend	server.	The	
































In	 this	 chapter	 we	 have	 introduced	 event‐driven	 hybrid	 system	 architecture	 for	 data	 intensive	
mobile	applications,	which	provides	a	basis	for	efficient	personal	data	processing	on	mobile	devic‐
es.	 The	 proposed	 hybrid	 system	 architecture	 uses	 external	 backend	 server	 to	 extend	 processing	
capacity	with	 the	 purpose	 of	 solving	 the	 issue	 of	 the	 resource	 limitation	 on	mobile	 devices.	 The	
backend	server	part	of	the	proposed	architecture	also	provides	functionality	of	context	awareness	
using	additional	knowledge	bases.	The	event	and	stream	model	enables	personal	data	processing	
through	 CEP	 technologies	 on	 mobile	 devices.	 The	 communication	 middleware	 provides	 various	
communication	types	through	publish/subscribe	mechanism	to	enable	efficient	event	transmission	




























training	but	 is	 sitting	 in	a	 chair.	These	 redundant	processing	 tasks	can	 increase	 the	 computation	














Network	 (MGN)	 for	 defining	 the	 processing	 tasks	 in	 each	 monitoring	 procedure	 and	 systems’	
reactions	to	situations.	The	idea	of	MGN	is	taken	from	Hierarchical	Task	Networks	(HTNs)	[Mitc97,	
HoLM05],	 Behavior	 Trees	 (BTs)	 [Drom06,	 BeTG07]	 and	 Situation	 Action	 Network	 (SAN)	
[PPVA+13].		
MGN	 is	 used	 to	 define	 the	 processing	 tasks	 (i.e.	 patterns)	 of	 the	monitoring	 procedure,	 possible	
situations	that	can	happen	during	the	monitoring	procedure	and	reactions	to	them	at	design	time,	
where	it	correlates	the	real‐time	personal	data	with	user’s	context	and	domain	knowledge	that	will	








Definition	 7.1:	 A	Monitoring	Goal	 is	 a	 set	 of	 rules	 that	 define	 the	 situations,	 the	 condition	 of	
situations	and	the	reactions	to	adapt	to	such	situations.	The	situations	in	the	same	monitoring	goal	












































Each	 monitoring	 goal	 might	 have	 several	 predecessors	 and	 successors,	 which	 make	 the	 MGN	 a	
directed	graph.	Each	MGN	has	one	and	only	one	staring	monitoring	goal,	which	indicates	the	start‐













Figure	7‐2	 illustrates	 the	execution	procedure	of	 an	active	monitoring	goal.	The	whole	execution	
process	consists	of	five	phases:	start	phase,	event	validation,	condition	check,	action	execution	and	
end	phase.	













































nects	 to	 these	 three	 parts	 through	 three	 object	 properties:	 hasSubject,	 hasObject	 and	
hasOperator.	When	the	expression	is	asserted	as	true,	the	condition	is	 fulfilled.	The	sub‐
ject	and	object	are	instances	of	Value	class.	
 Action:	 this	 class	 indicates	 the	 action	 of	 situations.	 We	 predefine	 three	 concrete	 actions,	
which	are	most	important	for	the	proposed	system.	
o Goal	Change	Action:	as	already	 introduced,	 this	action	changes	the	active	moni‐
toring	goal	of	the	MGN.		
o Save	User	 Context	Action:	 this	 action	 saves	 the	 information	 from	 the	 current	
trigger	event	of	the	detected	situation	as	user	context,	which	can	be	used	later	in	
the	situation	analysis.	
o Create	 Event	 Action:	 this	 action	 creates	 a	 new	 real‐time	 event	 and	 sends	 the	



































































problem	 that	 has	 been	 sensed	 from	 one	 patient	 can	 be	 better	 analyzed	 by	 having	 some	 values	















X	 is	 a	user	of	 the	proposed	 system.	The	predefined	monitoring	procedure	 in	MGN	 for	User‐X	 re‐
quests	data	from	other	users,	who	are	similar	to	User‐X,	in	some	special	situations	(i.e.,	data	collab‐
oration).	The	whole	data	collaboration	procedure	contains	8	phases:	
1. Monitoring:	 in	 this	 phase	 the	 mobile	 application	monitors	 user‐X	 in	 a	 normal	 mode	 pro‐
cessing	real‐time	data	only	from	user‐X.		
2. Situation	 analysis:	 the	 system	 analyzes	 the	 detected	 situations	 of	 user‐X	 using	 predefined	
MGN	and	reacts	to	the	detected	situations.	
3. Request	data	collaboration:	 In	the	case	the	monitoring	requests	additional	data	from	other	
user	 in	 some	special	 situations	 (defined	 in	MGN),	MGN	sends	an	action	event	 to	 indicate	
such	data	collaboration	request.	The	action	handler	on	the	backend	server	processes	this	
request	and	initiates	data	collaboration.	


























































implemented	and	provided	by	 the	proposed	 system.	The	user‐defined	 context‐based	 search	uses	







In	 this	 chapter	 we	 have	 introduced	 context‐aware	 data	 processing	 and	 data	 collaboration.	 The	












monitoring	 goal	 network,	 the	 proposed	 system	 uses	 different	 patterns	 for	 different	 monitoring	
purposes.	In	this	chapter	we	describe	the	dynamic	pattern	distribution	for	efficient	pattern	distri‐
bution.	We	develop	a	pattern	distribution	model	regarding	the	proposed	hybrid	software	architec‐















enables	 the	proposed	 system	 to	 efficiently	 process	 personal	 data	on	mobile	 devices	 in	 real‐time,	
and	at	the	same	time	to	extend	the	processing	capacity	by	offloading	processing	tasks	(patterns)	to	
backend	server.		
Secondly	we	use	Monitoring	Goal	network	 (MGN)	 to	model	 the	monitoring	procedure	 to	achieve	




Although	 the	 adaptivity	 of	 data	 processing	 reduces	 the	 redundant	 patterns,	 due	 to	 the	 resource	












In	 addition,	 a	 pattern	 uses	 several	 events	 as	 input	 for	 detection	 of	 a	 situation	 of	 interest.	 In	 the	
proposed	system	one	event	can	have	multiple	different	Event	Resources.		
Definition	8.1:	 An	Event	Resource	 can	 be	 defined	 as	 a	 stream	 of	 events,	 which	 have	 identical	
event	type	and	are	from	identical	source.		
For	example,	a	temperature	event	can	be	gathered	either	from	the	sensor	that	is	equipped	by	the	










that	 the	 pattern	 also	 has	more	 than	 one	 pattern	 bindings.	 By	 pattern	 distribution	 the	 proposed	
system	should	also	decide	which	pattern	binding	will	be	used.	Since	different	event	resources	have	
different	 attributes,	 different	 pattern	 bindings	 also	 lead	 to	 different	 execution	 requirements.	 For	
example,	a	pattern	binding	may	require	more	communication	capacity	than	all	other	pattern	bind‐





























Figure	 8‐1	 shows	 the	model	 of	 dynamic	 pattern	 distribution.	 The	 whole	 model	 consists	 of	 four	


















In	 the	 previous	 section	we	 introduced	 the	 general	 idea	 of	 dynamic	 pattern	 distribution	 and	 de‐
scribed	 the	 dynamic	 pattern	 distribution	 model.	 In	 this	 section	 we	 explain	 the	 implementation	
details	of	the	proposed	dynamic	pattern	distribution	focusing	on	the	fitness	calculation.	
We	implement	a	dynamic	pattern	distribution	algorithm	to	realize	the	dynamic	pattern	distribution	













































fitness	 values	 for	 all	 combinations	 of	 pattern	 bindings	 and	 deployment	 positions.	 The	 calculate	










Before	 explaining	 the	 formulas	 we	 introduce	 some	 definitions	 in	 order	 to	 describe	 pattern	 in	 a	
formal	way.		According	to	[SeSt10]	a	pattern	can	be	presented	as	a	tuple	object	P	(E,	EO),	where	E	is	
the	collection	of	the	events	used	in	pattern	and	EO	is	the	collection	of	the	pattern	operators	used	in	
pattern.	 Each	 event	 ܍	 ∈	 E	 can	 have	 several	 different	 event	 resources:	܁܍ ൌ 	 ሼܛ૚, ܛ૛, …	ܛܖሽ.	 For	
example,	a	temperature	event	can	be	obtained	from	either	a	wearable	sensor	equipped	by	the	user	
or	a	web	service	of	weather	station.	Due	to	the	different	allocations	of	event	resources,	each	pattern	


















resources	 in	 the	 distribution	 calculation.	 The	 cost	 of	 the	 event	 e	 regarding	 the	 different	 event	
resources	Se	can	be	presented	as	۱܍ ൌ 	 ሼ܋ܛ૚, ܋ܛ૛, … ܋ܛܖሽ.	
The	distribution	fitness	of	a	pattern	binding	and	a	deployment	position	can	be	calculated	by	follow‐
ing	formula:	












as	 0).	 For	 different	 users/systems	 the	 importance	 of	 both	 parts	 can	 vary	 using	 different	weight	
coefficients	w1	and	w2.		
The	 cost	 factor	 indicates	 the	expense	of	 a	 certain	pattern	binding	 comparing	 to	all	 other	pattern	
bindings.	The	concrete	value	of	cost	factor	can	be	calculated	as	following:	
࡯࢕࢙࢚࢖࢈ 	ൌ ൜ ૚,																		࢏ࢌ	 ∑ ࢓ࢇ࢞ ࢉࢋ 	ൌ ૙ࢋ	ࣕ	ࡱᇱ	૚ െ ሺ∑ ࢉ࢙࢙	ࣕ	ࡿᇱ 		 	∑ ࢓ࢇ࢞ ࢉࢋ	ሻ,			࢕࢚ࢎࢋ࢘࢝࢏࢙ࢋࢋ	ࣕ	ࡱᇱ⁄ 																																																								(2)	
 E’	is	the	set	of	all	events	used	in	the	current	pattern,		
 S’	is	the	set	of		event	resources	used	in	the	current	pattern	binding,	
 ∑ ࢉ࢙࢙	ࣕ	ࡿᇱ 		is	sum	of	costs	of	the	event	resource	used	in	pattern	binding	pb,	
 ∑ ࢓ࢇ࢞ ࢉࢋࢋ	ࣕ	ࡱᇱ	 		is	the	sum	of	the	max	cost	of	the	events	used	in	pattern	p.	
The	value	of	cost	factor	is	between	0	and	1.	The	higher	value	of	cost	factor	means	that	the	pattern	
binding	 performs	 better	 on	 the	 financial	 aspect.	 If	 the	 cost	 factor	 of	 a	 pattern	 binding	 is	 1,	 the	
pattern	binding	is	totally	free	and	uses	no	paid	information	provider.	In	contrast,	if	the	cost	factor	







certain	position	 considering	both	 computation	workload	and	communication	workload.	The	 con‐
crete	value	of	deployment	fitness	is	calculated	using	following	formula:	









The	 deployment	 fitness	 contains	 two	 parts:	 communication	 workload	 fitness	 and	 computation	
workload	fitness.	The	influences	of	both	parts	can	be	varied	by	different	weight	coefficients	w3	and	














tern	binding	on	 the	 server	 is	better	 than	deploying	 it	 on	a	mobile	device,	 since	 fewer	events	are	
required	 to	be	 forwarded	 to	 the	mobile	device.	The	 frequency	of	 event	 resources	 that	 should	be	



















ۖۓ1,																													݂ݎ݁ݍݑ݁݊ܿݕ ൑ 1	݁ݒ݁݊ݐ	݌݁ݎ	݄݋ݑݎ																																	2,															1	݁ݒ݁݊ݐ	݌݁ݎ	݄݋ݑݎ ൑ ݂ݎ݁ݍݑ݁݊ܿݕ ൑ 1	݁ݒ݁݊ݐ	݌݁ݎ	݉݅݊ݑݐ݁			
3, 1	݁ݒ݁݊ݐ	݌݁ݎ	݉݅݊ݑݐ݁ ൑ ݂ݎ݁ݍݑ݁݊ܿݕ ൑ 10	݁ݒ݁݊ݐ	݌݁ݎ	݉݅݊ݑݐ݁	






















The	 computation	 workload	 is	 calculated	 depending	 on	 CPU	 usage,	 memory	 usage	 and	 current	
battery	volume	(for	the	backend	server	the	battery	volume	is	always	100%)	and	can	be	presented	
by	the	following	formula:	
ࡸࢊ ൌ ࢝ࢉ࢖࢛ 	ൈ ࡯ࡼࢁ	ࢁ࢙ࢇࢍࢋ ൅࢝࢓ࢋ࢓࢕࢘࢟ 	ൈ ࡹࢋ࢓࢕࢘࢟	ࢁ࢙ࢇࢍࢋ ൅ ࢝࢈ࢇ࢚࢚ࢋ࢘࢟ 	ൈ ሺ૚ െ ࡮ࢇ࢚࢚ࢋ࢘࢟	ࢂ࢕࢒࢛࢓ࢋሻ			(6)	
For	 different	 configuration	 of	 system	 hardware,	 different	 weight	 coefficients	wcpu,	wmemory	 and	
wbattery	can	be	used	to	correspond	with	current	hardware.	
Therefore	 according	 to	 formulas	 presented	 in	 (1),	 (2),	 (3),	 (4),	 (5)	 and	 (6)	 for	 a	 pattern	with	N	








Let’s	 continue	 the	 Peter’s	 scenario	 described	 in	 Chapter	 1:	 Peter	 uses	 the	 proposed	 system	 to	
monitoring	his	health	status	during	his	fitness	training.	Considering	the	historical	data	and	Peter’s	
health	 records,	 a	 special	 Monitoring	 Goal	 Network	 (MGN)	 has	 been	 defined	 to	 monitor	 Peter’s	
health	status,	especially	 for	arrhythmia	 risk.	 	As	predefined	 in	MGN,	 two	patterns	P1	 and	P2	 are	
required	for	jogging	monitoring:					
 P1	uses	speed,	 temperature	and	humidity	events	to	detect	 the	situation,	which	 is	a	danger	
for	a	person,	who	has	arrhythmia,	
 P2	detects	the	symptoms	that	can	be	an	indicator	of	an	arrhythmia	using	heart	rate	event.	
In	 the	 first	step	of	pattern	distribution,	P1	and	P2	will	be	retrieved	 from	the	pattern	&	event	re‐
source	 ontology	 by	 a	 pattern	 query.	 In	 the	 second	 step	 the	 system	 finds	 all	 the	 available	 event	
resources	 for	Peter	 to	build	 the	pattern	bindings.	A	 total	of	 four	different	events	are	 required	by	











ER‐1	 Speed	event 4 free Sensor	on	smartphone














patterns.	 In	addition,	 the	 temperature	event	and	humidity	event	can	be	provided	by	 the	backend	
server	 through	 a	web	 service	 of	 the	weather	 station.	However,	 Peter	 should	pay	3	 euros	 for	 the	
















Pattern	binding	 Speed	event	 Temperature	event	 Humidity	event	
Pb‐11	 ER‐1	 ER‐3	 ER‐4	
Pb‐12	 ER‐1	 ER‐3	 ER‐6	
Pb‐13	 ER‐1	 ER‐5	 ER‐4	
Pb‐14	 ER‐1	 ER‐5	 ER‐6	























ࡸࡲ ൌ 100% െ 10% ൌ 90%	
Based	on	CF	and	LF,	the	deployment	fitness	can	be	calculated:	
ࡰࡲ ൌ 0.2	 ൈ 0%൅ 0.8	 ൈ 90% ൌ 72%	
Finally,	the	distribution	fitness	of	Pb‐11‐server	is:	















1	 0	 0.1	 0.9	 0.72	 0.86	
Pb‐11‐mobile
1	 1	 0.3	 0.7	 0.76	 0.88	
Pb‐12‐server
0.5	 0.22	 0.1	 0.9	 0.764	 0.632	
Pb‐12‐mobile
0.5	 0.78	 0.3	 0.7	 0.716	 0.608	
Pb‐13‐server
0.5	 0.22	 0.1	 0.9	 0.764	 0.632	
Pb‐13‐	mobile
0.5	 0.78	 0.3	 0.7	 0.716	 0.608	
Pb‐14‐server
0	 0.5	 0.1	 0.9	 0.82	 0.41	
Pb‐14‐	mobile


















1	 0	 0.1	 0.9	 0.72	 0.86	
Pb‐2‐mobile	
1	 1	 0.36	 0.64	 0.712	 0.856	
The	results	of	the	distribution	fitness	calculation	are	shown	in	Table	8‐4.	The	value	of	distribution	
fitness	 for	 Pb‐2‐server	 is	 higher	 than	 the	 value	 for	 Pb‐2‐mobile.	 Therefore	 pattern	 P2	 will	 be	
deployed	on	the	backend	server.	
8.4 Conclusion	
In	 this	 chapter	 we	 described	 the	 dynamic	 pattern	 distribution,	 which	 enables	 resource‐aware	
pattern	 distribution	 between	 user’s	 mobile	 device	 and	 the	 backend	 server.	 Using	 a	 four	 steps	
distribution	model	 the	proposed	MCEP	 finds	 the	best	event	 resources	allocation	and	deployment	
position	for	the	required	pattern.	The	distribution	model	has	been	implemented	and	the	examples	















patterns	play	an	 important	 role	 in	 the	 real‐time	personal	data	processing.	As	 the	 core	 feature	of	











events	 used	 in	 patterns	 are	mostly	 sourced	 from	 sensors	 connecting	 to	 users’	mobile	 devices	 or	
from	external	event	sources	(such	as	web	service)	on	the	backend	server.	Different	event	sources	
can	provide	the	same	events	in	different	streams,	and	each	of	them	is	defined	as	a	separate	event	










former	 situation	makes	 the	 pattern	 unable	 to	 be	 deployed,	whereas	 the	 latter	 situation	 leads	 to	
failure	of	pattern	execution.		
Hence,	 in	 order	 to	 ensure	 the	 deployment	 and	 execution	 of	 patterns,	 the	 information	 of	 event	
resources	of	each	user	should	be	stored	and	dynamically	updated	in	run	time.	
According	to	the	requirement	R6	defined	in	5.3,	we	propose	to	use	semantic	technologies	to	achieve	














for	 defining	 patterns	 in	 a	 common	 format,	 in	 order	 to	 reduce	 the	 costs	 of	 defining	 patterns	 for	
different	CEP	engines	 in	different	pattern	 languages.	We	develop	a	tree	structured	model	for	pat‐
terns	based	on	the	pattern	model	described	in	[SeSt10].	It	supports	the	common	functions	for	most	
CEP	 engines,	 such	 as	 logic	 operators	 (i.e.,	 AND,	OR,	NOT	 and	 etc.),	 temporal	 operators	 (i.e.,	 SEQ,	
time	window	and	etc.)	and	condition	customization.	
In	addition,	 the	 information	of	event	resources	of	users	 is	required	to	be	modeled	and	stored	for	















the	 figure:	 “goal”	 indicates	 the	 purpose	 of	 the	 pattern.	 “useEvent”	 is	 an	 abstract	 object	
property34	 and	 indicates	 the	 input	 events	 of	 the	 current	 pattern.	 “output”	 is	 also	 an	 ab‐
stract	object	property,	which	 is	used	 to	 indicate	 the	output	event	of	 the	 current	pattern.	
Each	pattern	has	a	unique	id	of	a	string	value	and	is	indicated	by	data	property	“id”.	
 Goal:	This	class	specifies	the	purpose	of	patterns.	Different	patterns	can	perform	the	same	
detection	using	different	 input	events	or	expressions.	For	example,	 to	detect	 the	average	
















the	 source	 of	 current	 event	 resource.	 A	 set	 of	 data	 properties	 indicate	 the	metadata	 of	
event	 resources.	 For	 example,	 the	 data	 property	 “available”	 indicates	 the	 availability	 of	
current	event	resource	using	a	Boolean	value.	The	other	metadata	of	event	resources	men‐
tioned	in	the	chapter	8,	such	as	cost	and	frequency	are	indicated	by	other	data	properties.	
We	don’t	 list	 all	 these	properties	here,	 since	 the	metadata	of	 event	 resources	 can	be	 ex‐
tended	later.	







o Sensing	Device:	 This	 class	 denotes	 the	 sensors,	 which	 are	 connected	 to	 users’	
mobile	device	and	sense	the	personal	data	of	users.	Based	on	the	existing	approach	
for	 the	 sensor	 model,	 we	 model	 the	 sensors	 in	W3C	 Semantic	 Sensor	 Network	
(SSN)	ontology	[CBBG+12].	This	class	is	equivalent	to	“Sensing	Device”	in	SSN	on‐
tology.	






the	pattern	 can	 then	be	 found	 in	 the	ontology	by	query	with	 the	 id	of	 the	pattern.	However,	 the	













tor.	 For	 each	 CEP	 engine	 that	 uses	 special	 pattern	 language,	 a	 pattern	 translator	 is	 required	 to	
translate	the	pattern	from	MCEP	format	into	engine	specified	pattern	language.	In	the	prototype	of	









ment.	 Furthermore	 the	 availability	 of	 event	 resources	 can	 change	 during	 run	 time	 for	 various	
reasons.	Since	the	change	of	the	availability	of	event	resources	can	affect	the	execution	of	patterns,	
















that	most	of	 time	 information	 is	related	to	each	other,	which	enables	some	events	 to	be	deduced	
from	other	events	using	CEP	technology.	For	example,	the	current	running	speed	of	a	user	can	be	
deduced	from	the	real‐time	GPS	events.	The	relations	between	the	events	provide	the	possibility	of	







Since	 patterns	 and	 event	 resource	 are	modeled	 in	 semantic	model,	 the	 search	 for	 an	 additional	
pattern	 can	 be	 easily	 done	 with	 queries	 and	 reasoning.	 Figure	 9‐3	 shows	 an	 example	 of	 using	
additional	 patterns	 to	 solve	 the	 problem	 of	 missing	 event.	 According	 to	 pre‐defined	monitoring	
procedure,	Pattern‐1,	which	uses	Event‐1	as	the	input	event,	should	be	deployed	to	perform	some	
monitoring	tasks	for	User	X.	However,	Event	Resource‐1of	User	X,	which	provides	Event‐1,	is	not	








be	performed	 through	different	methods,	which	use	different	patterns	 and	 require	 also	different	
input	events.	Hence,	 for	such	monitoring	 tasks	 the	replacement	patterns	can	be	used,	 in	 the	case	
that	the	pre‐defined	pattern	cannot	be	deployed	duo	to	missing	events.	



















which	are	provided	by	his	 smartphone	and	sensor.	The	multiple	event	 resources	enable	 the	pro‐




Figure	9‐5	 illustrates	 the	example	of	using	alternative	event	 resource.	 	User	X	 has	 two	event	 re‐
sources,	which	can	produce	Event‐1.	Event‐1		is	used	as	input	event	by	Pattern‐1.	According	to	the	
monitoring	procedure,	Pattern‐1	 is	 required	 to	be	deployed.	By	deploying	Pattern‐1,	Event	Re‐
source‐1	 is	selected	to	be	used	by	pattern‐1.	During	the	monitoring	Event	resource‐1	becomes	
































10:	 	 Pattern	p	=	getAvailablePattern	(event_additional_patterns,	user_ID);	 	 	
11:	 	 if	(p	==	null)	 //	if	no	available	additional	pattern	for	one	of	the	missing	events																											





17:	 if	(hasAditionalPattern)		 //	if	additional	patterns	for	all	missing	events	are	found	 	
18:	 	 deployPattern	(additional_patterns);		 //	deploy	additional	pattern	
19:	 							deployPattern	(pattern_ID);		 //	deploy	original	pattern	 	








24:	 if	(p	==	null)		 //	if	no	replacement	pattern	is	found,	throw	exception	and	finish	adaptation	algorithm	 																											















tional	 pattern,	 the	 code	 in	 line	 13	 stops	 the	 loop	 of	 searching	 for	 additional	 patterns,	 since	 the	
method	doesn’t	work.		
The	method	of	using	replacement	pattern	is	used	in	 lines	22	through	27.	The	function	searchRe‐
placementPattern	 searches	 for	 the	 replacement	 patterns	 of	 the	 required	 pattern.	 The	 found	























04:	 	 assignResource	(resource,	user_ID);		 //assign	alternative	event	resource																											




08:	 Pattern	p	=	getAvailablePattern	(event_additional_patterns,	user_ID);	 	 	
09:	 if	(p	!=	null)	 //	additional	pattern	is	found																											
10:	 	 deployPattern	(p);		 //	deploy	additional	pattern																											





15:	 if	(p	==	null)		 //	if	no	replacement	pattern	is	found,	throw	exception	and	finish	adaptation	algorithm	 																








Algorithm	9‐2	 shows	 the	 concrete	 code	of	 algorithm	 to	 adapt	 to	 the	 change	of	 availability	 of	 as‐
signed	event	resource	in	run	time.	The	inputs	include	the	event	resource	that	becomes	unavailable,	
the	 id	of	 the	pattern	using	such	event	resource	and	the	 id	of	the	user.	The	code	 in	 line	1	gets	the	
event	type	that	is	provided	by	the	event	resource.	The	method	of	alternative	event	resource	is	used	
firstly	in	line	2	to	6.		The	function	searchAvailableEventResource	searches	for	the	current	availa‐
ble	 event	 resources	 for	 a	 certain	 event	 type.	 If	 there	 is	 available	 alternative	 event	 resource,	 it	 is	




through	 19.	 If	 the	 replacement	 pattern	 is	 found,	 the	 original	 pattern	 will	 be	 taken	 out	 and	 the	





















In	 this	 chapter	we	present	 some	experimental	 results	obtained	with	 the	proposed	MCEP	system.	








ware	 architecture	 and	 several	 useful	 features.	 It	 is,	 however,	 quite	 a	 challenge	 to	 evaluate	 the	
performance	of	the	proposed	approach,	as	the	performance	of	the	whole	personal	data	processing	
system	 relies	 not	 only	 upon	 the	 approach	 itself,	 but	 also	 on	 the	 patterns	 for	 the	 personal	 data	
processing	and	the	monitoring	procedure	modeling	(i.e.,	MGN).	The	quality	of	pattern	modeling	and	
MGN	modeling	 can	heavily	 affect	 the	performance	of	 the	whole	personal	data	processing	 system	
and	at	the	same	time	the	quality	of	pattern	modeling	and	MGN	modeling	is	difficult	to	measure	and	
control	as	well.		




























In	 the	 experiment	 we	 adopt	 the	 input	 throughput.	 The	 whole	 outputs	 from	 all	 tests	 have	 been	
validated	and	it	ensures	that	the	system	produces	the	consistent	and	correct	results.	
In	the	experiment	we	have	implemented	an	experimental	mobile	application	by	using	the	proposed	
MCEP	 system	 along	with	 an	 event	 stream	 generator	 and	 a	 pattern	 generator.	 The	 event	 stream	
generator	produces	random	events	belonging	to	several	streams,	where	the	generated	numbers	can	









10‐2	 shows	 the	 event	 throughputs	 grouped	 by	 stream	 numbers.	 The	 Y‐axis	measures	 the	 event	
throughput	 achieved	 by	 the	mobile	 CEP.	 The	 X‐axis	 in	 Figure	 10‐1	 indicates	 the	 number	 of	 the	
deployed	 patterns.	 The	 X‐axis	 in	 Figure	 10‐2	 shows	 the	 number	 of	 the	 event	 streams.	 For	 each	


























measured	 event	 throughputs	 don’t	 show	 further	 noticeable	 variation	 of	 the	 stream	 numbers.	 In	
general,	the	number	of	event	streams	doesn’t	seem	to	affect	the	performance	of	mobile	CEP	engine.				
However,	 due	 to	 the	 resource	 limitation	 of	 mobile	 devices	 the	 event	 throughput	 of	 mobile	 CEP	
engine	 is	 relatively	 low	comparing	 to	 the	CEP	engines	 that	are	running	on	desktop	computers	or	
servers.	As	shown	in	the	figure	the	average	event	throughput	of	mobile	CEP	engine	is	only	about	50	
events	 per	 second.	 The	 mobile	 CEP	 engine	 with	 such	 throughput	 can’t	 afford	 the	 complex	 pro‐
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tern	 for	missing	 event	 executes	 very	 efficiently	by	 small	 data	 sets.	 It	 uses	only	approximately	30	
milliseconds	 for	 less	 than	 1000	 event	 resources.	 For	 the	 data	 sets	 that	 contain	 more	 event	 re‐
sources	(1000	up	to	3000	event	resources),	the	adaptation	method	uses	more	time	in	around	40	to	




























time	for	small	data	sets	 is	approximately	100	milliseconds.	As	 the	number	of	 the	event	resources	
increases,	 the	execution	time	of	 the	algorithm	 increases	correspondingly	but	slowly.	The	average	
execution	time	for	the	large	data	sets	is	about	300	milliseconds.		
Figure	10‐4	(b)	shows	the	results	of	experiments	for	the	algorithm	of	adaptation	to	change	of	event	














performed	 two	 experiments	 in	 order	 to	 evaluate	 the	 algorithm	 from	 different	 aspects:	 the	 first	
























only	¼	 remaining	 capacity	 (CPU	usage	 is	 about	50%,	Memory	usage	 is	 about	60%,	25%	
battery).	
























Figure	10‐5	 shows	 the	experiment	 results	using	 the	 low	workload	setting.	The	X‐axis	 shows	 two	





random	 distribution	 algorithm	 shows	 the	 best	 performance	 among	 all	 three	 algorithms,	 which	





In	 the	 experiment	 of	 30‐patterns	 group,	 the	 source‐based	 distribution	 algorithm	 has	 performed	
best	among	three	algorithms.	The	proposed	dynamic	pattern	distribution	algorithm	follows	up	with	
only	 very	 little	 difference	 and	 the	 random	 distribution	 algorithm	 has	 the	 highest	workload.	 The	
source‐based	 distribution	 algorithm	 distributes	 fewer	 patterns	 on	 the	 mobile	 device	 than	 our	
algorithm	and	has	 the	 least	communication	workload.	Due	 to	 the	 low	computation	workload,	 the	
proposed	 dynamic	 pattern	 distribution	 algorithm	 distributes	 the	 most	 patterns	 to	 the	 mobile	
device	and	the	correlated	event	communication	causes	additional	workload.	Although	the	random	





Figure	 10‐6	 shows	 the	 results	 from	 the	 experiment	 using	 the	 high	 workload	 setting.	 It	 is	 very	
obvious	that	the	proposed	dynamic	pattern	distribution	algorithm	has	performed	the	best	in	both	






considering	 the	high	computation	workload	of	 the	mobile	device,	while	 the	other	 two	algorithms	
don’t	change	their	distributions.	In	the	30‐patterns	group	the	source‐based	distribution	algorithm	
has	 performed	 better	 than	 the	 random	 distribution	 algorithm,	 since	 it	 requires	 the	 least	 event	
communication.	






execution.	Considering	 that	 the	pattern	distribution	should	be	calculated	 in	real‐time,	 the	perfor‐
mance	of	algorithm	execution	also	plays	an	 important	role.	 	 In	order	to	assess	the	execution	per‐
formance	of	 the	algorithm	we	perform	the	experiment	measuring	the	execution	time	of	 the	algo‐
rithm	regarding	different	complexities	of	patterns.	
In	 the	 experiment	we	 have	 implemented	 a	 pattern	 generator,	 which	 generates	 random	 patterns	





















evaluate	our	approach	 in	real	use	cases,	which	mean	that	the	approach	 is	being	evaluated	 in	real	
mobile	 applications.	 We	 evaluate	 the	 mobile	 applications	 in	 order	 to	 assess	 the	 advantage	 and	
performance	 of	 our	 approach	 for	 developing	 real‐time	 personal	 data	 processing	mobile	 applica‐
tions.	Firstly	we	introduce	the	concrete	use	cases,	in	which	our	approach	is	used.	Then	we	describe	





two	 mobile	 applications	 have	 been	 developed	 by	 Nissatech	 innovation	 center35.	 There	 are	 also	
several	deployments	of	these	mobile	applications	in	real‐world	settings.	
10.2.1.1 My	Cardio	Advisor	(MCA)	
My	Cardio	Advisor	 (MCA)36	 is	 an	 intelligent	 interconnected	mobile	 solution	 to	 the	dynamic,	 real‐
time	monitoring	of	complex	health	situations.	It	combines	wearable	and	mobile	sensing,	linked	both	
open	data	 and	 social	 network	data	 to	 enable	 the	 real‐time	monitoring	 for	 cardio	patients.	 In	 the	







































alarm	creation	view	and	 the	 setting	view.	As	 shown	 in	 the	alarm	creation	view,	users	 can	create	
their	own	 individual	alarms	using	a	combination	of	different	conditions	 including	 fitness	activity,	























the	 performance	 of	 the	 mobile	 applications	 depends	 on	 the	 integrated	 components	 including	
proposed	MCEP	system,	we	evaluate	the	whole	mobile	applications	in	order	to	assess	the	quality	of	
our	approach.		
Since	 the	 both	 MCA	 and	 AlarMe	 applications	 are	 developed	 and	 tested	 by	 the	 partner	 outside	
Germany,	 it	 is	difficult	 for	us	 to	 set	up	complex	use	case	evaluations.	So	we	have	 to	evaluate	 the	
applications	very	preliminary	using	questionnaire.	We	have	designed	a	questionnaire	(see	Appen‐
dix	 III)	 for	the	users	of	 the	 two	mobile	applications,	 in	order	 to	evaluate	 the	mobile	applications.	











Software	 Reliability	 is	 an	 important	 attribute	 of	 software	 quality.	 According	 to	 [ANSI91]	 and	























































tion	 setting.	 The	 issue	may	 be	 caused	 by	 additional	 sensor	 connection,	which	 is	 required	 by	 the	
MCA	application	(heart	rate	sensor	 is	required	for	cardio	monitoring).	The	MCA	scores	better	 for	
question	4,	 indicating	that	MCA	provides	better	feedback	interface.	As	the	AlarMe	application	has	











which	 means	 that	 the	 personal	 data	 streams	 have	 been	 successfully	 processed	 in	 real‐time.	 In	
comparison	 to	 the	 timeliness,	 the	 correctness	 and	 usefulness	 of	 the	 alarms/recommendations	
(question	6	and	question	7)	have	been	doubted	by	the	participants.	However	the	correctness	and	
usefulness	depend	mainly	on	the	quality	of	patterns,	which	are	used	to	process	the	personal	data	
and	 the	 monitoring	 procedure	 definition	 (in	 MGN),	 rather	 than	 depend	 on	 the	 proposed	 MCEP	












Both	 applications	 get	 high	 scores	 from	question	 9,	which	 indicate	 that	 the	 quality	 of	 application	
implementation	 is	good.	Question	10	concerns	 the	 run‐time	 issue,	which	 is	not	caused	by	errors.	































The	 objective	 of	 this	 thesis	 is	 to	 develop	 a	 foundation	 for	 the	development	 of	 innovative	mobile	





The	main	motivation	 behind	 this	 thesis	 came	 from	 two	 sources:	 firstly	 the	 expansion	 of	mobile	
devices	and	 the	 rise	of	 sensors,	 especially	 the	wearable	 sensors	 like	Zephyr	BioHarness	3	 sensor	
[Zeph12],	Nike+	Fuelband38,	Apple	 iWatch39,	and	many	similar	products.40	 	This	development	has	
profoundly	impacted	life	as	 it	enables	ordinary	people	to	collect	their	personal	 information	much	






user’s	 data,	 and	 the	 processing	method	 is	 not	 dynamically	 adapted	 to	 the	 changes	 of	 the	 user’s	
concurrent	 situation.	 Such	 mobile	 applications	 cannot	 be	 satisfactory	 as	 they	 don’t	 incorporate	
users’	 most	 current	 data	 into	 their	 calculations.	 In	 order	 to	 overcome	 the	 shortcomings	 of	 the	
existing	approaches,	we	combine	the	mobile	computing,	 intelligent	complex	event	processing	and	
semantic	 technologies	 to	 develop	 a	 foundation	 of	 innovative	mobile	 applications	 for	much	more	




















engines,	 which	 are	 executed	 on	 both	 mobile	 devices	 and	 backend	 servers.	 The	 communication	




In	 order	 to	 achieve	 context	 awareness	 for	 real‐time	 personal	 data	 processing,	 we	 develop	 the	




ic	purpose,	assigns	 the	patterns	regarding	 the	monitoring	purpose,	and	defines	 the	adaptation	 to	
the	detected	situations.	The	MGN	was	 implemented	 in	RDF/XML	 format	and	an	executor	of	MGN	
has	been	implemented	in	our	MCEP	prototype.	
In	Chapter	7	we	introduce	the	data	collaboration	mechanism	that	enables	our	approach	to	process	





distribution	 (see	 Chapter	 8)	 to	 find	 the	 optimal	 pattern	 distribution	 between	mobile	 device	 and	
backend	 server.	 The	pattern	distribution	model	we	develop	 consists	 of	 four	 steps	 to	 achieve	 the	
dynamic	 pattern	 distribution.	 Employing	 a	 distribution	 fitness	 algorithm,	 for	 each	 pattern	 we	
calculate	the	fitness	of	all	pattern	bindings	and	deployment	positions	regarding	the	current	work‐








the	 patterns	 and	 event	 resources	 of	 users.	 The	 availabilities	 of	 event	 resources	 are	 dynamically	
updated	during	run‐time.	We	define	 three	basic	adaptation	methods	using	queries	and	reasoning	
functions	of	semantic	technologies.	Two	algorithms	are	developed	for	real‐time	pattern	adaptation.	









and	 processing	 real‐time	 information	 and	 other	 relevant	 time‐series	 and	 cross‐sectional	
data.	
 We	employ	the	MGN	for	context‐aware	monitoring	procedure	modeling.	







This	 thesis	 describes	 a	 first	 step	 towards	 using	 CEP	 for	 real‐time	 personal	 data	 processing	 on	
mobile	devices.	We	developed	a	software	prototype	based	on	the	described	software	architecture,	
methods	and	algorithms.	However	the	system	can	be	further	improved	in	many	areas:	




server,	mobile	 applications	 can	 only	 provide	 very	 limited	 functions.	 Although	we	 also	 provide	 a	
mobile‐only	 variant,	 the	 important	 features	 such	 as	 context	 awareness,	 data	 collaboration	 and	
dynamic	pattern	distribution	 are	not	 supported	 in	 the	mobile‐only	 variant.	 In	 order	 to	 solve	 the	





part	 would	 be	 able	 to	 download	 parts	 of	 MGN,	 patterns,	 context	 and	 domain	 knowledge	 from	
backend	server	and	provide	parts	of	functions	of	the	backend	server.	In	the	case	of	disconnection	










personal	 data	 processing,	 due	 to	 the	waiting	 time	 for	 the	 data	 collaboration.	 The	 proactive	 data	
collaboration	processes	the	data	from	other	users,	who	have	the	similar	context	and	who	are	active	













from	mobile	 device	 or	 backend	 server,	 in	 the	 current	 pattern	 execution	model	 some	 events	 are	
required	to	be	transferred	to	the	position	(mobile	device	or	backend	server),	where	the	pattern	is	
deployed.	 Pattern	 decomposition	 can	 decompose	 a	 pattern	 according	 to	 the	 event	 sources.	 Each	








ogies	 to	 model	 monitoring	 goal	 network	 and	 pattern	 model	 for	 formal	 modeling	 and	 efficient	
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