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for the set S j X ij = 1 if i ∈ S j 0 otherwise.
Therefore, the set cardinality constraints are given by X T e = m; while the constraints that each 77 vertex appears in exactly one set is given by Xe = e.
78
The set of partition matrices can be represented using various linear and quadratic constraints.
79
We present several in the following. In particular, we phrase the linear equality constraints as 80 quadratics for use in the Lagrangian relaxation below.
81
Definition 2.1. We denote the set of zero-one, nonnegative, linear equalities, doubly stochastic type, m-diagonal orthogonality type, e-diagonal orthogonality type, and gangster constraints as, respectively, Z := {X ∈ R n×k : X ij ∈ {0, 1}, ∀ij} = {X ∈ R n×k : X 2 ij = X ij , ∀ij} N := {X ∈ R n×k : X ij ≥ 0, ∀ij} E := {X ∈ R n×k : Xe = e, X T e = m} = {X ∈ R n×k : Xe − e 2 + X T e − m 2 = 0} D := {X ∈ R n×k : X ∈ E ∩ N } D O := {X ∈ R n×k : X T X = Diag(m)} D e := {X ∈ R n×k : diag(XX T ) = e} G := {X ∈ R n×k : X :i • X :j = 0, ∀i = j} the extreme points of a convex set K.
84
There are many equivalent ways of representing the set of all partition matrices. Following are 85 a few.
86
Proposition 2.2. The set of partition matrices in R n×k can be expressed as the following.
Proof. The first equality follows immediately from the definitions. The second equality follows from We let δ(S i , S j ) denote the set of edges between the sets S i , S j , and we denote the set of edges with endpoints in distinct partition sets S 1 , . . . , S k−1 by δ(S) = ∪ i<j<k δ(S i , S j ).
(2.
2)
The minimum of the cardinality |δ(S)| is denoted cut(m) = min{|δ(S)| : S ∈ P m }. (2.3)
That the graph G has a vertex separator corresponds to the existence of S ∈ P m such that δ(S) = ∅,
i.e., cut(m) = 0. Otherwise, cut(m) > 0. 1
91
We define the k × k matrix
where S k denotes the vector space of k × k symmetric matrices equipped with the trace inner- 
100
In this paper we focus on the following problem given by (2.4) to minimize the cut (over all partition matrices): min here d ∈ R n . Though any choice of d ∈ R n is equivalent for (2.5) on the feasible set M m , this does 101 not mean that they are equivalent on the relaxations that we look at below. Also, note that the 102 feasible set is the same as that of the graph partitioning problem, see e.g., [18, 23] for the projected 103 eigenvalue bound and the SDP bound, respectively. So the approach for this problem is similar to 104 the one for graph partitioning but has a different objective function |δ(S)|.
3 Eigenvalue Based Lower Bounds

106
We now present bounds on cut(m) based on X ∈ D O , the m-diagonal orthogonality type constraint X T X = Diag(m). For notational simplicity, from now on, we define M := Diag(m), m := √ m 1 , . . . , √ m k T andM := Diag(m). For a real symmetric matrix C ∈ S t , we let
denote the eigenvalues of C in nonincreasing order, and set λ(C) = (λ i (C)) ∈ R t .
Basic Eigenvalue Lower Bound
108
The Hoffman-Wielandt [13] bound can be applied to get a simple eigenvalue bound. In this approach, we solve the relaxed problem
where
We first introduce the following definition.
109
Definition 3.1. For two vectors x, y ∈ R n , the minimal scalar product is defined by
Theorem 3.2 ( [13] ). Let C and D be symmetric matrices of orders n and k, respectively, with k ≤ n. Then
The minimum on the left is attained for
eigenvector to λ φ(i) (C), the columns of Q = q 1 . . . q k consist of the normalized eigenvectors
, and φ is the permutation of {1, . . . , n} attaining the minimum in the minimal scalar 112 product.
113
Proof. For completeness we include an optimization based proof.
114
Let F (X) := X T X − I k = 0 denote the orthogonality constraint in the minimization problem in (3.2). Then the derivative acting on H ∈ R n×k is ∇F (X)(H) = X T H + H T X. We note that vec(X T H) = (I ⊗ X T ) vec(H) and that the Kronecker product (I ⊗ X T ) has full row rank at the minimizer X since X T has full row rank. Therefore the standard linear independence constraint qualification (LICQ) that ∇F (X) is onto holds. We can now apply the Lagrange multiplier approach to the minimization problem in (3.2). Recall that the Lagrangian is defined as
where S ∈ S k . From the LICQ, there exists a Lagrange multiplier S ∈ S k so that the minimizer X satisfies the stationarity condition
Therefore, X T CXD = S = S T . This implies that at the optimum X, the matrices X T CX and D commute and hence are mutually orthogonally diagonalizable by a k × k orthogonal matrix Q. We can then write the optimal value at the optimum X to be 
Proof. We include the proof for completeness. The matrix ee T − I k−1 has eigenvalues
Therefore, these are also the eigenvalues of B along with one 0 eigenvalue due to the last row 120 and column of B. The conclusion forB follows from the Sylvester Law of Inertia for nonsingular 121 congruences.
122
Theorem 3.4.
Proof. We use the substitution X = ZM , i.e., Z = XM −1 , to (3.1). Then the constraint on X implies that Z T Z = I. We now solve the equivalent problem to (3.1):
The optimal value is obtained using the minimal scalar product of eigenvalues as done in the
124
Hoffman-Wielandt result, Theorem 3.2. From this we conclude immediately that cut(m) ≥ p * eig (G).
125
Furthermore, the explicit formula for the minimal scalar product follows immediately from Lemma 3.3.
126
We now show that p * eig (G) < 0. Note that traceM BM = trace M B = 0. Thus the sum of the eigenvalues ofB =M BM is 0. Let φ be a permutation of {1, . . . , n} that attains the minimum value min
. Then for any permutation ψ, we have
Now if T is the set of all permutations of {1, 2, . . . , n}, then we have
is independent of i. This means that there exists at least one permutation
≤ 0, which implies that the minimal scalar product must satisfy
Moreover, in view of (3.4) and (3.5), this minimal scalar product is zero 129 if, and only if,
.
130
Moreover, if all eigenvalues of G were equal, then necessarily G = βI for some β ∈ R and A must be and change the value of the scalar product on the left in (3.4). Thus p * eig (G) is strictly negative.
134
Finally, the concavity follows by observing from (3.3) that
is a function obtained as a minimum of a set of functions affine in d, and recalling that the minimum 135 of affine functions is concave.
136
Remark 3.5. We emphasize here that the eigenvalue bounds depend on the choice of d ∈ R n . Though the d is irrelevant in Proposition 2.3, i.e., the function is equivalent on the feasible set of partition matrices M m , the values are no longer equal on the relaxed set D O . Of course the values are negative and not useful as a bound. We can fix d = Ae ∈ R n and consider the bounds
From our empirical tests on random problems, we observed that the maximum occurs for γ closer 137 to 0 than 1, thus illustrating why the bound using G = A is better than the one using G = −L. 
Projected Eigenvalue Lower Bounds
139
Projected eigenvalue bounds for the quadratic assignment problem, QAP, and for graph partitioning are presented and studied in [9, 11, 18] . They have proven to be surprisingly stronger than the basic eigenvalue bounds. These are based on a special parametrization of the affine span of the linear equality constraints, E. Rather than solving for the basic eigenvalue bound using the program in (3.1), we include the linear equality constraints E, i.e., we consider the problem 6) where
140
We define the n × n and k × k orthogonal matrices P, Q with
Lemma 3.6. [18, Lemma 3.1] Let P, Q, V, W be defined in (3.7). Suppose that X ∈ R n×k and Z ∈ R (n−1)×(k−1) are related by
Then the following holds:
1 n em T ∈ R n×k . Then X ∈ E, and Lemma 3.6 states that Q is an invertible transformation between R (n−1)×(k−1) and E − X. Moreover, from (3.8), we see that X ∈ E if, and only if,
for some Z. Thus, the set E can be parametrized using X + V ZW TM .
146
We are now ready to describe our two projected eigenvalue bounds. We remark that (3.11) and 147 the first inequality in (3.14) were already discussed in Proposition 3, Theorem 1 and Theorem 3 in
148
[17]. We include them for completeness.
150
Then: 151 1. For any X ∈ E and Z ∈ R (n−1)×(k−1) related by (3.9), we have where
(3.12)
2. We have the following lower bounds:
(3.14)
3. The eigenspaces of V T LV correspond to the eigenspaces of L that are orthogonal to e.
153
Proof. After substituting the parametrization (3.9) into the function trace GXBX T , we obtain a constant, quadratic, and linear term:
These together with (3.12) yield the two equations in (3.10). Since Le = 0 and hence L X = 0, we 154 obtain (3.11) on replacing G with −L in the above relations. This proves Item 1.
155
We now prove (3.13), i.e., Item 2a. To this end, recall from (2.5) and (2.1) that
Combining this with (3.10), we see further that
where Z and X are related via (3.9), and the last equality follows from Lemma 3.6 and Theorem 3.2. Furthermore, notice that 16) where the second equality follows from Lemma 3.6, and the last equality follows from the definition of C in (3.12). Combining this last relation with (3.15) proves the first two equalities in (3.13).
The last equality in (3.13) follows from the fact that Next, we prove (3.14). Recall again from (2.5) and (2.1) that
Using (3.11), we see further that
where Z and X are related via (3.9). The last inequality follows since the constraint X ∈ E is 158 dropped.
159
Since Le = 0 and the columns of V are orthogonal to e, the last conclusion of the theorem 160 follows immediately.
161
Remark 3.8. Let Q ∈ R (k−1)×(k−1) be the orthogonal matrix with columns consisting of the eigenvectors of B, defined in (3.12), corresponding to eigenvalues of B in nondecreasing order; let P G , P L ∈ R (n−1)×(k−1) be the matrices with orthonormal columns consisting of k − 1 eigenvectors of G, L, respectively, corresponding to the largest k − 2 in nonincreasing order followed by the smallest. From (3.17) and Theorem 3.2, the minimal scalar product terms in (3.13) and (3.14), respectively, are attained at
respectively, and two corresponding points in E are given, according to (3.9), respectively, by
The linear programming problem, LP , in (3.13) can be solved explicitly; see Lemma 3.10 below.
162
Since the condition number for the symmetric eigenvalue problem is 1, e.g., [8], the above shows 163 that we can find the projected eigenvalue bounds very accurately. In addition, we need only find
Hence, if the number of sets k is small relative to the number of nodes 165 n and A is sparse, then we can find bounds for large problems both efficiently and accurately; see
166
Section 7.2.
167
Remark 3.9. We emphasize again that although the objective function in (2.5) is equivalent for 168 all d ∈ R n on the set of partition matrices M m , this is not true once we relax this feasible set. 
Explicit Solution for Linear Term
The constant term α and eigenvalue minimal scalar product term of the bound p * projeig (G) in (3.13)
175
can be found efficiently using the two quadratic forms for G, B and finding k − 1 eigenvalues 176 from them. We now show that the third term, i.e., the linear term, can also be found efficiently.
177
Precisely, we give an explicit solution to the linear optimization problem in (3.13) in Lemma 3.10,
178
below.
179
Notice that in (3.13), the minimization is taken over X ∈ D, which is shown to be the convex 180 hull of M m in Theorem 6.1. Thus, to solve the linear programming problem in (3.13), it suffices 181 to consider minimizing the same objective over the nonconvex set M m instead.
182
Lemma 3.10.
where e j ∈ R j is the vector of ones of dimension j. Then
Proof. Let X 0 denote the feasible partition matrix
Then it is clear that X ∈ M m if, and only if, there exists a permutation matrix P on {1, . . . , n} so that X = P X 0 . Using this observation and letting S N denote the set of permutation matrices on {1, . . . , n}, we have
where the last equality follows from the definition of minimal scalar product.
4 Quadratic Programming Lower Bound
184
A new successful and efficient bound used for the quadratic assignment problem (QAP) is given in 185 [1, 5] . In this section, we adapt the idea described there to obtain a lower bound for cut(m The main idea in [1, 5] is to use the zero duality gap result for a homogeneous QAP [2, Theorem 3.2] on an objective obtained via a suitable reparametrization of the original problem. Following this idea, we consider the parametrization in (3.10) where our main objective in (2.5) is rewritten as:
with X and Z related according to (3.8), and G = A − Diag(d) for some d ∈ R n . We next look at the homogeneous part:
This problem has a zero duality gap with the following Lagrange dual problem, which is obtained by adding the redundant constraint ZZ T I: 
are eigenvalue orthogonal decompositions of B and G, respectively. From an optimal solution (s * , t * ) of (4.4), we can recover an optimal solution of (4.3) as
Next, suppose that the optimal value of the dual problem (4.3) is attained at (S * , T * ). Let Z be such that the X defined according to (3.8) is a partition matrix. Then we have
where the last inequality uses S * 0 and ZZ T I.
Recall that the original nonconvex problem (2.5) is equivalent to minimizing the right hand side of (4.1) over the set of all Z so that the X defined in (3.8) corresponds to a partition matrix. From the above relations, the third equality in (2.1) and Lemma 3.6, we see that
We also recall from (4.3) that 
191
A lower bound can now be obtained by relaxing the constraints in (4.7). For example, by dropping the orthogonality constraints, we obtain the following lower bound on cut(m):
Notice that this is a QP with (n − 1)(k − 1) variables and nk constraints. 
195
Theorem 4.1. Let S * , T * be optimal solutions of (4.3) as defined in (4.6). A lower bound on cut(m) is obtained from the following QP:
The QP in (4.9) is implicitly convex sinceQ is positive semidefinite on the tangent space of E.
196
Proof. We start by rewriting the second-order term of q 1 in (4.8) using the relation (3.8). Since V T V = I n−1 and W T W = I k−1 , we have from the definitions of B and G that
On the other hand, from (3.9), we have
Hence, the second-order term in q 1 can be rewritten as
whereQ is defined in (4.10). Next, we see from V T e = 0 that
Similarly, since W Tm = 0, we also have
Combining the above two relations with (4.12), we obtain further that
For the first two terms of q 1 , proceeding as in (3.16), we have
Furthermore, recall from Lemma 3.6 that with X and Z related by (3.8), X ∈ D if, and only if,
197
V ZW TM ≥ − X.
198
The conclusion in (4.9) now follows by substituting the above expressions into (4.8). In this section, we study the SDP relaxation constructed from the various equality constraints in 214 the representation in (2.1) and the objective function in (2.4).
One way to derive an SDP relaxation for (2.5) is to start by considering a suitable Lagrangian relaxation, which is itself an SDP. Taking the dual of this Lagrangian relaxation then gives an SDP relaxation for (2.5); see [24] for the development for the QAP case. More precisely, we start with the following equivalent quadratically constrained quadratic problems to (2.5):
Xe − x 0 e 2 = 0,
Here:
• is the Hadamard (elementwise) product, G = A − Diag(d), d ∈ R n , the first equality follows from the fifth equality in (2.1), and the second equality follows from homogenization. The Lagrangian of the second optimization problem in (5.1) is the sum of the objective function along with inner-products of the Lagrange multipliers and the corresponding constraints.
Then we use the implicit constraint that the Hessian of the Lagrangian must be positive semidefinite in the Lagrangian relaxation
The inner minimization is attained at x 0 = 0 and X = 0. Plugging this in, we obtain a maximization SDP in the Lagrange multipliers.
Finally, we take the dual, using the adjoints of the linear transformations in the relaxation in (5.2)
216
and obtain an SDP relaxation of (5.1).
217
We can also obtain the same SDP relaxation directly using the well-known lifting process, e.g., [3, 15, 19, 23, 24] . This is done by linearizing the quadratic terms in (5.1) using the matrix
where vec(X) is the vector formed from the columns of X. Then Y X 0 and is rank one. The objective function becomes 1 2 trace
Removing the rank one restriction on Y X and using a general symmetric matrix variable Y rather than Y X , we obtain the following SDP relaxation and its properties:
where the rows and columns of Y ∈ S kn+1 are indexed from 0 to kn. We now describe the 218 constraints in detail. 
220
The arrow constraint represents X ∈ Z, and e 0 is the first (0th) unit vector.
221
2. The norm constraints for X ∈ E are represented by the constraints with the two (kn + 1) × (kn + 1) matrices
3. By abuse of notation, we use the Lagrange multiplier symbol and let G J represent the gangster operator on S kn+1 , i.e., it shoots holes in a matrix, 
Therefore, the adjoint of D O is made up of a zero row/column and k 2 blocks that are multiples of the identity:
If Y is blocked appropriately as
with eachȲ (ij) being a n × n matrix, then
Therefore we get the sum of the diagonal parts
(5.9)
Final SDP Relaxation
225
We present our final SDP relaxation (SDP f inal ) in Theorem 5.1 below and discuss some of its 
230
Since both D 1 and D 2 are positive semidefinite and trace D i Y = 0, i = 1, 2, we conclude that the feasible set of (5.4) has no strictly feasible (positive definite) points, Y ≻ 0. Numerical difficulties can arise when an interior-point method is directly applied to a problem where strict feasibility, Slater's condition, fails. Nonetheless, we can find a very simple structured matrix in the relative interior of the feasible set to project (and regularize) the problem into a smaller dimension. As in [23], we achieve this by finding a matrix V with range equal to the intersection of the nullspaces of D 1 and D 2 . This is called facial reduction, [4, 7] . Let V j ∈ R j×j−1 , V T j e = 0, e.g., . and let
Then the range of V is equal to the range of (any) Y ∈ relint F , the relative interior of the minimal face. And, we can facially reduce (5.4) using the substitution
The facially reduced SDP is then
(5.10)
We letJ := J ∪ (0, 0). Our main, simplified, SDP relaxation is as follows.
231
Theorem 5.1. The facially reduced SDP (5.10) is equivalent to the single equality constrained problem
The dual program is max
Both primal and dual satisfy Slater's constraint qualification and the objective function is indepen-232 dent of the d ∈ R n chosen to form G. ) and E n−1 is the n − 1 square matrix of ones, is a strictly feasible point for (SDP f inal ). The right-hand side of the dual (5.11) differs from the dual of the SDP relaxation of the graph partitioning problem. However, let
From the proof of [23, Theorems 4.2] we see that GJ (Ŵ ) =Ŵ and
for sufficiently large − α. ) . Surprisingly, the answer is yes, they are both redundant.
241
We next present two useful properties for finding/recovering approximate solutions X from a 242 solution Y of (SDP f inal ). Moreover, if v 0 = 0, then X 2 := Mat(
Proof. The fact that X 1 ∈ E was shown in the proof of Theorem 5.1. That X 1 ∈ N follows from the arrow constraint. We now prove the results for X 2 . Suppose first that v 0 = 0. Then
Using this and the definitions of D i and X 2 , we see further that
(5.12)
Since λ 1 (Y ) = 0 and v 0 = 0, it follows that X 2 ∈ E. 
251
From these claims, it would follow immediately that X 2 = Mat(v 2 /v 0 ) ∈ N .
252
To prove these claims, we note first from the classical Perron-Fröbenius theory, e.g., [6] , that the vector |v 0 | |v 2 | T T is also an eigenvector corresponding to the largest eigenvalue. 2 Letting χ := Mat(v 2 ) and proceeding as in (5.12), we conclude that χe − v 0 e 2 = 0 and |χ|e − |v 0 |e 2 = 0.
The second equality implies that v 0 = 0. If v 0 > 0, then for all i = 1, · · · , n, we have
showing that χ ij ≥ 0 for all i, j, i.e., v 2 ≥ 0. If v 0 < 0, one can show similarly that v 2 ≤ 0. Hence,
253
we have also shown v 0 v 2 ≥ 0. This completes the proof.
254
Finally, we note that when Slater's condition fails for the relaxation in (5.2), one can also apply 255 a suitable facial reduction to obtain an SDP that satisfies the Slater's condition. However, when 256 a duality gap exists between (5.2) and (5.4), the optimal value of the dual of this facially reduced 257 SDP can in general be different from that of (5.4). Indeed, (5.4) always has a larger optimal value.
6 Feasible Solutions and Upper Bounds
259
In the above we have presented several approaches for finding lower bounds for the vertex separator problem. In addition, we have found matrices X that approximate the bound and satisfy some of 261 the graph partitioning constraints. Specifically, we obtain two approximate solutions X A , X L ∈ E in (3.19), an approximate solution to (4.8) which can be transformed into an n × k matrix via (3.9), and the X 1 , X 2 described in Proposition 5.2. We now use these to obtain feasible solutions
264
(partition matrices) and thus obtain upper bounds. We first prove the following extension of the 265 fact that the extreme points of the set of doubly stochastic matrices are the permutation matrices.
266
This follows from the transportation type constraints of our problem.
267
Theorem 6.1. The extreme points of the doubly stochastic type matrices
that is, any extreme point of D is a partition matrix for our graph.
268
Proof. It is clear that M m ⊆ ext D. We prove the converse inclusion by contrapositive.
269
LetX ∈ D have a non-integral entry. We show that it can be written as a non-trivial convex combination of partition matrices, and hence is not extremal. To this end, consider the linear map h(D) = DX 0 , where X 0 is defined in (3.20). Then for any doubly stochastic matrix D, h(D) ∈ D. Moreover, for any permutation matrix P , it is easy to check that h(P ) ∈ M m . Now, consider the n × n matrixX defined bȳ SinceX is doubly stochastic, by the Birkhoff-von Neumann theorem, there exists λ i > 0 and permutation matrices P i , i = 1, ..., l, such that
Applying the linear map h on both sides, we arrive atX
SinceX has at least one non-integral entry and h(P i ) are zero-one matrices, it follows that at least 273 one of the λ i has to be non-integral, and there has to be at least two distinct h(P i )'s. Hence,X 274 can be written as a nontrivial convex combinations of extreme points of D, and thus is itself not 275 extremal.
276
We can now use linear programming to find the closest feasible partition matrix X to a given 277 approximate matrixX, e.g.,X is found using the projected eigenvalue, QP or SDP lower bounds.
278
Note that (6.1) is a transportation problem and therefore the optimal X in (6.1) can be found in 279 strongly polynomial time (O(n 2 )), see e.g., [20, 21] .
280
Theorem 6.2. LetX ∈ E be given. Then the closest partition matrix X toX in Frobenius norm can be found by using the simplex method to solve the linear program
Xe = e, X T e = m, X ≥ 0.
Proof. Observe that for any partition matrix X, trace X T X = n. Hence, we have
The result now follows from this and Theorem 6. In this section, we provide empirical comparisons for the lower and upper bounds presented above.
283
All the numerical tests are performed in MATLAB version R2012a on a single node of the COPS 284 cluster at University of Waterloo. It is an SGI XE340 system, with two 2.4 GHz quad-core Intel 285 E5620 Xeon 64-bit CPUs and 48 GB RAM, equipped with SUSE Linux Enterprise server 11 SP1. 
Random Tests with Various Sizes
287
In this subsection, we compare the bounds on two kinds of randomly generated graphs of various Consequently, an edge is chosen with probability 0.75.
300
First, we note the following about the eigenvalue bounds. Figures 1 and 2 show the difference 301 in the projected eigenvalue bounds from using A−γ Diag(d) for a random d ∈ R n on two structured 302 graphs. This is typical of what we saw in our tests, i.e. that the maximum bound is near γ = 0.
303
We had similar results for d = Ae. This empirically suggests that using A would yield a better 304 projected eigenvalue lower bound. This phenomenon will also be observed in subsequent tests.
305
In Tables 1 and 2 , we consider small instances where k = 4, 5, p = 20% and imax = 10. We consider the projected eigenvalue bounds with G = −L (eig −L ) and G = A (eig A ), the QP bound with G = A, the SDP bound and the doubly nonnegative programming (DNN) bound. 3 For each approach, we present the lower bounds (rounded up to the nearest integer) and the corresponding upper bounds (rounded down to the nearest integer) obtained via the technique described in Section 6. 4 We also present the relative gap (Rel. gap), defined as
Rel. gap = best upper bound − best lower bound best upper bound + best lower bound .
In terms of lower bounds, the DNN approach usually gives the best lower bounds. While the SDP 306 approach gives better lower bounds than the QP approach for random graphs, they are comparable 307 for structured graphs. Moreover, the projected eigenvalue lower bounds with A always outperforms the ones with −L. On the other hand, the DNN approach usually gives the best upper bounds. significant cost is the evaluation of the largest k − 2 eigenvalues and the smallest eigenvalue of G.
337
In our test below, we use G = A for simplicity. This choice is also justified by our numerical results
338
in the previous subsection and the observation from Figures 1 and 2.
339
We use the MATLAB eigs command for the k − 1 eigenvalues of V T AV for the lower bound.
Since the corresponding (6.1) has much larger dimension than we considered in the previous sub- 
345
We use two different choices V 0 and V 1 for the matrix V in (3.7). Thus we never form the matrix A and we preserve the structure of V 0 and sparsity of A when 347 doing the matrix-vector multiplications.
2. An alternative approach uses i.e., the block matrix consisting of t blocks formed from kronecker products along with one 349 block V to complete the appropriate size so that V T V = I n−1 , V T e = 0. We take advantage 350 of the 0, 1 structure of the Kronecker blocks and delay the scaling factors till the end. Thus 351 we use the same type of operation as in (7.2) but with V 1 and the new scaling vector s.
352
The results on large scale problems using the two choices V 0 and V 1 are reported in Tables 7, 8 353 and 9. For simplicity, we only consider random graphs, with various imax and k. We generate m we present the number of nodes, sets, edges (n, k, |E|), the true density of the random graph 358 density := 2|E|/(n(n − 1)), the lower and upper projected eigenvalue bounds, the relative gap 359 (7.1), and the cputime (in seconds) for computing the bounds.
360
The results using the matrix V 0 are in Tables 7. Here the cost for finding the lower bound using 361 the eigenvalues becomes significantly higher than the cost for finding the upper bound using the 362 simplex method. The results using the matrix V 1 are shown in Tables 8 and 9 . We can see the obvious improve-364 ment in cputime when finding the lower bounds using V 1 compared to using V 0 , which becomes 365 more significant when the graph gets sparser.
366
In all three tables, we note that the relative gaps deteriorate as the density decreases. Also, the 367 cputime for the eigenvalue bound is significantly better when using V 1 suggesting that sparsity of 368 V 1 is better exploited in the MATLAB eigs command. Table 9 : Large scale random graphs; imax 500; k ∈ [75, 80], using V 1
369
Conclusion
370
In this paper, we presented eigenvalue, projected eigenvalue, QP, and SDP lower and upper bounds 371 for the vertex separator problem. In particular, we looked at a variant of the projected eigenvalue 372 bound found in [17] and showed numerically that our variant is stronger. We also proposed a 373 new QP bound following the approach in [1] , making use of a duality result presented in [16] . In 374 addition, we studied an SDP relaxation and demonstrated its strength by showing the redundancy 375 of quadratic (orthogonality) constraints, answering a question posed in [23] . Finally, we compared 376 these bounds numerically on randomly generated graphs of various sizes.
377
Our numerical tests illustrate that the projected eigenvalue bounds can be found efficiently for 378 large scale sparse problems and that they compare well against other more expensive bounds on 379 smaller problems. It is surprising that the projected eigenvalue bounds using the adjacency matrix
380
A are both cheap to calculate and strong. 
