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ON THE ARITHMETIC OF POWER MONOIDS
AND SUMSETS IN CYCLIC GROUPS
AUSTIN A. ANTONIOU AND SALVATORE TRINGALI
Abstract. Let H be a multiplicatively written monoid with identity 1H (in particular, a group). We
denote by Pfin,×(H) the monoid obtained by endowing the collection of all finite subsets of H containing
a unit with the operation of setwise multiplication (X, Y ) 7→ {xy : x ∈ X, y ∈ Y }; and study fundamental
features of the arithmetic of this and related structures, with a focus on the submonoid, Pfin,1(H), of
Pfin,×(H) consisting of all finite subsets X of H with 1H ∈ X.
Among others, we show that Pfin,1(H) is atomic (i.e., each non-unit is a product of irreducibles) if
and only if 1H 6= x
2 6= x for every x ∈ H r {1H}. Then we obtain that Pfin,1(H) is BF (i.e., it is atomic
and every element has factorizations of bounded length) if and only if H is torsion-free; and show how
to transfer these conclusions from Pfin,1(H) to Pfin,×(H) through the machinery of equimorphisms.
Next, we introduce a suitable notion of “minimal factorization” (and investigate its behavior with re-
spect to equimorphisms) to account for the fact that monoids may have non-trivial idempotents, in which
case standard definitions from Factorization Theory degenerate to the point of losing their significance.
Accordingly, we obtain necessary and sufficient conditions for Pfin,×(H) to be BmF (meaning that each
non-unit has minimal factorizations of bounded length); and for Pfin,1(H) to be BmF, HmF (i.e., a
BmF-monoid where all the minimal factorizations of a given element have the same length), or mini-
mally factorial (i.e., a BmF-monoid where each element has an essentially unique minimal factorization).
Finally, we prove how to realize certain intervals as sets of minimal lengths in Pfin,1(H).
Many proofs come down to considering sumset decompositions in cyclic groups, so giving rise to an
intriguing interplay with Arithmetic Combinatorics.
1. Introduction
By and large, Factorization Theory is about generalizations of the Fundamental Theorem of Arithmetic
to much more abstract settings than the integer: Slightly more precisely, it can be understood as the study
of (unital) rings and, more generally, monoids where factorization of elements into irreducibles may be
non-unique, see the proceedings [1,6–8], the surveys [4,5,11], or the volumes [10,12]. While the focus has
been so far on integral domains and commutative cancellative monoids, the field has recently witnessed
an increasing interest for settings where cancellativity or commutativity may not be satisfied, see [2, 20],
Geroldinger and Zhong’s survey [15], and references therein. Here, we further contribute to this line of
research, by inquiring into the arithmetic of a new class of “highly non-cancellative” monoids recently
introduced in [9] to serve as a bridge between Factorization Theory and Arithmetic Combinatorics, with
emphasis on the “structural theory” of sumsets and product sets in groups [14, 17–19].
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More precisely, let H be a monoid (in particular, a group) with identity 1H (see § 2 for basic notation
and terminology). The set of all non-empty finite subsets of H is then also a monoid, denoted by Pfin(H)
and called the power monoid of H , when endowed with the operation of setwise multiplication
(X,Y ) 7→ XY := {xy : x ∈ X, y ∈ Y }.
In addition, the set Pfin,×(H) of all finite subsets X of H such that X ∩H
× 6= ∅ is a submonoid of H ,
and so is the set Pfin,1(H) of all finite subsets of H containing 1H : We will refer to the former as the
restricted power monoid of H , and to the latter as the reduced power monoid of H .
After recalling some central ideas and objects from Factorization Theory in § 2, we begin considering
power monoids in § 3. We explore the interplay between the restricted and the reduced power monoids,
and we conclude that, under mild assumptions on H , their arithmetic is essentially the same. Then we
give necessary and sufficient conditions under which Pfin,1(H) is atomic (Theorem 3.9). Consequently, a
combinatorial argument (based on the Pigeonhole Principle) yields that Pfin,1(H) is BF if and only if H is
torsion-free (parts (i) and (ii) of Theorem 3.11). Lastly, we discuss how to transfer these conclusions from
Pfin,1(H) to Pfin,×(H) through the machinery of equimorphisms (Definition 3.3), under the assumption
that H is Dedekind-finite (Proposition 3.5, Example 3.6, and Theorem 3.11(iii)).
In § 4, we address a well-known limitation of Factorization Theory as developed in the classical setting:
Finer arithmetic properties (e.g., boundedness of factorization lengths) are completely precluded by the
existence of non-trivial idempotent elements. In the setting of power monoids this issue is nearly unavoid-
able (Example 3.10). We are thus motivated to introduce a tighter notion of factorization (Definitions
4.1 and 4.3), which, on the one hand, circumvents the problem, and on the other, is no different from the
usual notion of factorization in the commutative, cancellative setting (Proposition 4.4(v)).
In particular, we first investigate how minimal factorizations behave with respect to equimorphisms
(Propositions 4.6 and 4.7 and Example 4.8). Then we obtain necessary and sufficient conditions for
Pfin,1(H) to be BmF (meaning that each non-unit has minimal factorizations of bounded length), HmF
(i.e., a BmF-monoid where all the minimal factorizations of a given element have the same length), or
minimally factorial (i.e., a BmF-monoid where each non-unit element has an essentially unique minimal
factorization); and for Pfin,×(H) to be BmF (Theorems 4.10 and 4.11 and Corollary 4.12).
Finally in § 5, we focus on Pfin,1(H) for the special case when H is a finite cyclic group or is isomorphic
to (N,+). This will allow us to show (Theorem 5.7) that, for general H , certain intervals can be always
realized as “sets of minimal lengths” in Pfin,1(H).
2. Preliminaries
In this short section, we fix some definitions that we will need as we inquire into the algebraic and
arithmetic structure of power monoids.
2.1. Generalities. Unless noted otherwise, we reserve the letters ℓ,m, and n (with or without subscripts)
for positive integers; and the letters i, j, and k for non-negative integers.
We use N for the natural numbers (in particular, 0 ∈ N) and Sn for the symmetric group on J1, nK,
where for a, b ∈ R∪{∞} we define Ja, bK := Z∩ [a, b]. If X is a set and E an equivalence on X , we denote
by P(X) the power set of X and by JxKE the class of an element x ∈ X in the quotient X/E .
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When n is understood from context, k will denote the residue class of k modulo n. Occasionally, we
will also need to lift residues modulo n back to the integers. So, if a ∈ Z/nZ and there is no risk of
confusion, we set aˆ := min(a ∩N) ∈ J0, n− 1K, and for A ⊆ Z/nZ we define Aˆ := {aˆ : a ∈ A}.
Given a set U , we denote by F ∗(U ) the free monoid with basis U , and by εU the identity of F
∗(U ).
We assume U ⊆ F ∗(U ), and adopt the symbol ∗ for the operation of F ∗(U ). We call an element of
F ∗(U ) an U -word, and εU the empty U -word. For all z ∈ F
∗(U ) and n ∈ N+, we take z∗0 = εU ,
z∗1 = z, and z∗n := z∗(n−1) ∗ z; and we define the word length, ‖z‖U , of z (relative to the basis U ) as
follows: If z = εU , then ‖z‖U := 0; otherwise, there are (uniquely) determined z1, . . . , zn ∈ U such that
z = z1 ∗ · · · ∗ zn, and we let ‖z‖X := n. Lastly, we say a U -word y is a subword of a U -word z if y = εU ,
or z = z1 ∗ · · · ∗ zn and y = zi1 ∗ · · · ∗ zim for some i1, . . . , im ∈ J1, nK with ij < ij+1 for each j ∈ J1,m− 1K.
Further terminology and notations, if not explained, are standard, should be clear from the context,
or are borrowed from [9].
2.2. Basic definitions for monoids. Below and in the subsequent sections, we let H be a (multiplica-
tively written) monoid with identity 1H : Note that, unless differently specified, H need not have any
special property (e.g., commutativity). We will systematically drop the subscript ‘H ’ from the notations
we are going to introduce whenever H is implied from the context and there is no risk of ambiguity.
We denote by H× the set of units (or invertible elements) of H , and by A (H) the set of atoms (or
irreducible elements) of H , where a ∈ H is an atom if a /∈ H× and there do not exist x, y ∈ H r H×
such that a = xy. We say that H is reduced if H× = {1H}; cancellative if xz = yz or zx = zy, for
some x, y, z ∈ H , implies x = y; Dedekind-finite if there do not exist x, y ∈ H with xy = 1H 6= yx; and
unit-cancellative provided that xy 6= x 6= yx for all x, y ∈ H with y /∈ H×.
Given x, y ∈ H , we write x |H y if uxv = y for some u, v ∈ H . We use x ≃H y, and we say that x is
associate to y (in H), if y ∈ H×xH×. We set 〈x〉H := {x
n : n ∈ N+}, and we let ordH(x) be the order
of x (relative to H), that is, the cardinality of 〈x〉H (when x is a unit, this coincides with the common
group-theoretic sense of “order”). Lastly, we call x an idempotent element (of H) if x2 = x, and we take
a submonoid M of H to be divisor-closed if x ∈M whenever x |H y and y ∈M .
2.3. Factorizations and lengths. We let the factorization homomorphism ofH be the unique (monoid)
homomorphism πH : F
∗(H) → H such that πH(x) = x for all x ∈ H , and we write CH for the smallest
monoid congruence on F ∗(A (H)) for which the following holds:
• If a = a1 ∗ · · · ∗ am and b = b1 ∗ · · · ∗ bn are, respectively, non-empty A (H)-words of length m
and n, then (a, b) ∈ CH if and only if πH(a) = πH(b), m = n, and a1 ≃H bσ(1), . . . , an ≃H bσ(n)
for some permutation σ ∈ Sn.
So, if a = a1 ∗ · · · ∗ an is a non-empty A (H)-word of length n and H is reduced and commutative, then
JaKCH =
{
aσ(1) ∗ · · · ∗ aσ(n) : σ ∈ Sn
}
.
In addition, we define, for every x ∈ H , the set of factorizations of x by
ZH(x) := π
−1
H (x) ∩F
∗(A (H)) ⊆ F ∗(A (H));
consequently, we take
ZH(x) := ZH(x)/CH =
{
JaKCH : a ∈ ZH(x)
}
and LH(x) :=
{
‖a‖H : a ∈ ZH(x)
}
⊆ N
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to be the sets of factorization classes and factorization lengths of x, respectively. Then we say that H is
• atomic if ZH(x) 6= ∅ for every x ∈ H rH
×;
• FF (respectively, BF) if H is atomic and ZH(x) (respectively, LH(x)) is finite for each x ∈ H ;
• HF (respectively, factorial) if |LH(x)| = 1 (respectively, |ZH(x)| = 1) for all x ∈ H rH
×.
Of course, we have that
HF
factorial BF atomic
FF
Finally, we let the system of sets of lengths of H be the family L (H) := {LH(x) : x ∈ H}r{∅} ⊆ P(N).
3. Atomicity and bounded factorization in power monoids
Here we embark on the study of the (arithmetic and algebraic) structure of power monoids. We begin
with some elementary but helpful observations we will often use without comment.
Proposition 3.1. Let H be a monoid. The following hold:
(i) If u, v ∈ H× then uv ∈ H×, and the converse is also true if H = H× or A (H) = ∅.
(ii) If a ∈ A (H) and u, v ∈ H×, then uav ∈ A (H).
(iii) If x ∈ H rH× and u, v ∈ H×, then LH(uxv) = LH(x).
Proof. See parts (i), (ii), and (iv) of [9, Lemma 2.2]. 
Proposition 3.2. Let H be a monoid. The following hold:
(i) If X1, . . . , Xn ∈ Pfin,1(H), then X1 ∪ · · · ∪Xn ⊆ X1 · · ·Xn.
(ii) If u, v ∈ H× and X1, . . . , Xn ∈ Pfin,×(H), then |uX1 · · ·Xnv| = |X1 · · ·Xn| ≥ max1≤i≤n |Xi|.
(iii) If K is a submonoid of H, then Pfin,1(K) is a divisor-closed submonoid of Pfin,1(H).
(iv) Pfin,1(H) is a reduced monoid and Pfin(H)
× = Pfin,×(H)
× =
{
{u} : u ∈ H×
}
.
(v) A (Pfin,×(H)) ⊆ H
×A (Pfin,1(H))H
×.
Proof. (i) is trivial, upon considering that (X · 1H) ∪ (1H · Y ) ⊆ XY for all X,Y ∈ Pfin,1(H); (ii) is a
direct consequence of (i) and the fact that the function X → H : x 7→ uxv is injective for all u, v ∈ H×
and X ⊆ H ; and (iii) and (iv) are immediate from (i) and (ii).
As for (v), let A ∈ A (Pfin,×(H)). Because A contains a unit of H , there is u ∈ H
× such that 1H ∈ uA.
Then uA is an element of Pfin,1(H), and by Proposition 3.1(ii) it is also an atom of Pfin,×(H). Thus, if
X,Y ∈ Pfin,1(H) ⊆ Pfin,×(H) and uA = XY , then X or Y is the identity of Pfin,1(H). This means that
uA is an atom of Pfin,1(H), and hence A = u
−1(uA) ∈ H×A (Pfin,1(H)), as wished. 
Our ultimate goal is, for an arbitrary monoid H , to investigate factorizations in Pfin(H). However, this
is a difficult task in general, due to a variety of “pathological situations” that might be hard to classify
in a satisfactory way, see, for instance, [9, Remark 3.3(ii)].
In practice, it is more convenient to start with Pfin,1(H) and then lift arithmetic results from Pfin,1(H)
to Pfin,×(H), a point of view which is corroborated by the simple consideration that Pfin(H) = Pfin,×(H)
whenever H is a group (i.e., in the case of greatest interest in Arithmetic Combinatorics).
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In turn, we will see that studying the arithmetic of Pfin,×(H) is tantamount to studying that of
Pfin,1(H), in a sense to be made precise presently. To do so in as all-encompassing a way as possible, we
recall from [20, Definition 3.2] a notion which formally packages the idea that, under suitable conditions,
arithmetic may be transferred from one monoid to another.
Definition 3.3. Let H and K be monoids, and ϕ : H → K a monoid homomorphism. We denote by
ϕ∗ : F ∗(H) → F ∗(K) the (unique) monoid homomorphism such that ϕ∗(x) = ϕ(x) for every x ∈ H ,
and we call ϕ an equimorphism if the following hold:
(E1) ϕ−1(K×) ⊆ H×;
(E2) ϕ is atom-preserving, meaning that ϕ(A (H)) ⊆ A (K);
(E3) If x ∈ H and b ∈ ZK(ϕ(x)) is a non-empty A (K)-word, then ϕ
∗(a) ∈ JbKCK for some a ∈ ZH(x).
Moreover, we say that ϕ is essentially surjective if K = K×ϕ(H)K×.
Proposition 3.4. Let H and K be monoids and ϕ : H → K an equimorphism. The following hold:
(i) LH(x) = LK(ϕ(x)) for all x ∈ H rH
×.
(ii) If ϕ is essentially surjective, then for all y ∈ K rK× there is x ∈ H rH× with LK(y) = LH(x).
Proof. See [9, Theorem 2.22(i)] and [20, Theorem 3.3(i)]. 
Proposition 3.5. Let H be a Dedekind-finite monoid. The following hold:
(i) The natural embedding  : Pfin,1(H) →֒ Pfin,×(H) is an essentially surjective equimorphism.
(ii) A (Pfin,×(H)) = H
×A (Pfin,1(H))H
×.
(iii) LPfin,1(H)(X) = LPfin,×(H)(X) for every X ∈ Pfin,1(H).
(iv) L (Pfin,×(H)) = L (Pfin,1(H)).
Proof. In view of Proposition 3.4, parts (iii) and (iv) are immediate from (i). Moreover, the inclusion
from left to right in (ii) is precisely the content of Proposition 3.2(v), and the other inclusion will follow
from (i) and Propositions 3.1(ii) and 3.2(iv). Therefore, we focus on (i) for the remainder of the proof.
(i) By Proposition 3.2(iv),  satisfies (E1). Moreover,  is essentially surjective, as any X ∈ Pfin,×(H)
contains a unit u ∈ H×, so u−1X ∈ Pfin,1(H) and X = u(u
−1X) is associate to an element of Pfin,1(H).
To prove (E2), let A ∈ A (Pfin,1(H)). We aim to show that A is an atom of Pfin,×(H). For, suppose
that A = XY for some X,Y ∈ Pfin,×(H). Then there are x ∈ X and y ∈ Y with xy = 1H ; and using
that H is Dedekind-finite, we get from [9, Lemma 2.30] that x, y ∈ H×. It follows that
A = XY = (Xx−1)(xY ) and Xx−1, xY ∈ Pfin,1(H).
But then Xx−1 = {1H} or xY = {1H}, since Pfin,1(H) is a reduced monoid and A is an atom of Pfin,1(H).
So, X or Y is a 1-element subset of H×, and hence A ∈ A (Pfin,×(H)).
It remains to show that  satisfies (E3). For, pick X ∈ Pfin,1(H). If X = {1H}, the conclusion holds
vacuously. Otherwise, let b := B1 ∗ · · · ∗ Bn ∈ ZPfin,1(H)(X). Then there are u1 ∈ B1, . . . , un ∈ Bn such
that 1H = u1 · · ·un; and as in the proof of (E2), it must be that u1, . . . , un ∈ H
×. Accordingly, we take,
for every i ∈ J1, nK, Ai := u0 · · ·ui−1Biu
−1
i · · ·u
−1
1 , where u0 := 1H . Then
A1 · · ·An = X and 1H ∈ A1, . . . , 1H ∈ An;
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and by Propositions 3.1(ii) and 3.2(v), A1, . . . , An are atoms of Pfin,1(H). This shows that a := A1 ∗ · · · ∗
An ∈ ZPfin,1(H)(X); and since Ai ≃Pfin,×(H) Bi for each i ∈ J1, nK (by construction), we conclude that a
is CPfin,×(H)-congruent to b, as wished. 
The next example shows that Dedekind-finiteness is, to some extent, necessary for Proposition 3.5(ii),
and hence for the subsequent conclusions.
Example 3.6. Let B be the set of all binary sequences s : N+ → {0, 1}, and let H denote the monoid
of all functions B → B under composition: We will write B multiplicatively; so, if f, g ∈ B then fg is the
map B → B : s 7→ f(g(s)). Further, let n ≥ 5 and consider the functions
L : B → B : (a1, a2, . . . ) 7→ (a2, a3, . . . ) (left shift);
R : B → B : (a1, a2, . . . ) 7→ (0, a1, a2, . . . ) (right shift);
P : B → B : (a1, a2, . . . ) 7→ (an, a1, . . . , an−1, an+2, an+3, . . . , ) (cycle the first n terms).
In particular, P ∈ H×. Also, LR = idB but RL 6= idB; whence H is not Dedekind-finite, and neither R
nor L is invertible. With this in mind, we will prove that A := {L, P} · {R,P} = {idB, LP, PR, P
2} is an
atom of Pfin,1(H), although it is not, by construction, an atom of Pfin,×(H).
Indeed, assume A = XY for some X,Y ∈ Pfin,1(H). Then X,Y ⊆ A, and it is clear that P
2 6= PRLP ,
or else RL = idB (a contradiction). Similarly, PRPR 6= P
2 6= LPLP ; otherwise, P = RPR and hence
R is invertible, or P = LPL and L is invertible (again a contradiction). Lastly, we see that P 2 6= LP 2R
(by applying both functions to the constant sequence 1, 1, . . .).
It follows that P 2 must belong to X or Y , but not to both (which is the reason for choosing n ≥ 5).
Accordingly, let P 2 ∈ X r Y (the other case is analogous). Then Y = {idB}, since one can easily check
that that P 2LP, P 3R /∈ A, by noting that the action of P 2LP and P 3R differ from that of A on the
sequences (1, 1, . . .) and (1, 0, 1, 1, . . .). This makes A an atom of Pfin,1(H).
We get from Proposition 3.5 that studying factorization properties of Pfin,1(H) is sufficient for study-
ing corresponding properties of Pfin,×(H), at least in the case when H is Dedekind-finite. Thus, as a
starting point in the investigation of the arithmetic of Pfin,1(H), one might wish to give a comprehensive
description of the atoms of Pfin,1(H). This is however an overwhelming task even in specific cases (e.g.,
when H is the additive group of the integers), let alone the general case. Nevertheless, we can obtain
basic information about A (Pfin,1(H)) in full generality.
Lemma 3.7. Let H be a monoid and x ∈ H r {1H}. The following hold:
(i) The set {1H , x} is an atom of Pfin,1(H) if and only if 1H 6= x
2 6= x.
(ii) If x2 = 1H or x
2 = x, then {1H , x} does not factor into a product of atoms neither in Pfin,1(H)
nor in Pfin,×(H).
Proof. (i) If x2 = 1H or x
2 = x, then it is clear that {1H , x} = {1H , x}
2, and therefore {1H , x} is not an
atom of Pfin,1(H). As for the converse, assume that {1H , x} = Y Z for some non-units Y, Z ∈ Pfin,1(H).
Then we get from Proposition 3.2 that Y and Z are 2-element sets, namely, Y = {1H , y} and Z = {1H , z}
with y, z ∈ H r {1H}. Hence {1H , x} = Y Z = {1H , y, z, yz}, and immediately this implies x = y = z.
Therefore, {1H , x} = {1H , x, x
2}, which is only possible if x2 = 1H or x
2 = x.
On the Arithmetic of Power Monoids 7
(ii) Suppose that x2 = 1H or x
2 = x. Then the calculation above shows that {1H , x} = {1H , x}
2 and
there is no other decomposition of {1H , x} into a product of non-unit elements of Pfin,1(H). So, {1H , x}
is a non-trivial idempotent (hence, a non-unit) and has no factorization into atoms of Pfin,1(H).
It remains to prove the analogous statement for Pfin,×(H). For, assume to the contrary that {1H , x}
factors into a product of n atoms of Pfin,×(H) for some n ∈ N
+. Then n ≥ 2, since {1H , x} is a non-trivial
idempotent (and hence not an atom itself). Consequently, we can write {1H , x} = Y Z, where Y is an
atom and Z a non-unit of Pfin,×(H). In particular, we get from parts (i), (ii), and (iv) of Proposition 3.2
that both Y and Z are 2-element sets, say, Y = {u, y} and Z = {v, z}. It is then immediate that there
are only two possibilities: 1H is the product of two units from Y and Z, or the product of two non-units
from Y and Z. Without loss of generality, we are thus reduced to considering the following cases.
Case 1: uv = 1H . Then uz 6= 1H (or else z = u
−1 = v, contradicting the fact that Z is a 2-element
set). So uz = x, and similarly yv = x. Then y = xu = uzu and z = xv = vyv, and therefore
{u, y} = {u, uzu} = {1H , uz} · {u} = {1H , x} · {u} = {u, y} · {vu, zu}
However, this shows that {u, y} is not an atom of Pfin,×(H), in contrast with our assumptions.
Case 2: yz = 1H and y, z ∈ H rH
×. Then u, v ∈ H×, by the fact that {u, y}, {v, z} ∈ Pfin,×(H);
and we must have uz = x, for uz = 1H would yield z = u
−1 ∈ H×. In particular, x = uz is not a unit in
H , so uv = 1H and we are back to the previous case. 
We have just seen that, to even hope for Pfin,1(H) to be atomic, we must have that the “bottom
layer” of 2-element subsets of H consists only of atoms, and it will turn out that such a condition is also
sufficient. Before proving this, it seems appropriate to point out some structural implications of the fact
that every non-identity element of H is neither an idempotent nor a square root of 1H .
Lemma 3.8. Let H be a monoid such that 1H 6= x
2 6= x for all x ∈ H r {1H}. The following hold:
(i) H is Dedekind-finite.
(ii) If x ∈ H and 〈x〉H is finite, then x ∈ H
× and 〈x〉H is a cyclic group of order ≥ 3.
Proof. (i) Let y, z ∈ H such that yz = 1H . Then (zy)
2 = z(yz)y = zy, and since H has no non-trivial
idempotents, we conclude that zy = 1H . Consequently, H is Dedekind-finite.
(ii) This is an obvious consequence of [21, Ch. V, Exercise 4, p. 68], according to which every finite
semigroup has an idempotent. The proof is short, so we give it here for the sake of self-containedness.
Because 〈x〉H is finite, there exist n, k ∈ N
+ such that xn = xn+k, and by induction this implies that
xn = xn+hk for all h ∈ N. Therefore, we find that
(xnk)2 = x2nk = x(k+1)nx(k−1)n = xnx(k−1)n = xnk.
But H has no non-trivial idempotents, thus it must be the case that xnk = 1H . That is, x is a unit of
H , and we have x−1 = xnk−1 ∈ 〈x〉H . So, 〈x〉H is a (finite) cyclic group of order ≥ 3. 
Theorem 3.9. Let H be a monoid. Then Pfin,1(H) is atomic if and only if 1H 6= x
2 6= x for every
x ∈ H r {1H}.
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Proof. The “only if” part is a consequence of Lemma 3.7(ii). As for the other direction, assume that
1H 6= x
2 6= x for each x ∈ H r {1H}, and fix X ∈ Pfin,1(H) with |X | ≥ 2. We wish to show that
X = A1 · · ·An, for some A1, . . . , An ∈ A (Pfin,1(H)).
If X is a 2-element set, the claim is true by Lemma 3.7(i). So let |X | ≥ 3, and suppose inductively that
every Y ∈ Pfin,1(H) with 2 ≤ |Y | < |X | is a product of atoms. If X is an atom, we are done. Otherwise,
X = AB for some non-units A,B ∈ Pfin,1(H), and by symmetry we can assume |X | ≥ |A| ≥ |B| ≥ 2.
If |A| < |X |, then both A and B factor into a product of atoms (by the inductive hypothesis), and so
too does X = AB. Consequently, we are only left to consider the case when |X | = |A|.
For, we notice that A∪B ⊆ AB = X (because 1H ∈ A∩B), and this is only possible if A = X (since
|A| = |X | and A ⊆ X). So, to summarize, we have that
|X | ≥ 3, |B| ≥ 2, and B ⊆ AB = X = A. (1)
In particular, since B is not a unit of Pfin,1(H), we can choose an element b ∈ B r {1H} ⊆ A. Hence,
taking Ab := A r {b}, we have |Ab| < |A|, and it is easy to check that AbB = A = X (in fact, 1H is in
Ab ∩B, and therefore we derive from (1) that AbB ⊆ A = Ab ∪ {b} ⊆ AbB ∪ {b} ⊆ AbB ∪B = AbB).
If |B| < |A|, then we are done, because Ab and B are both products of atoms (by the inductive
hypothesis), and thus so is X = AB = AbB. Otherwise, it follows from (1) and the above that
X = A = B = AbB and |A| ≥ 3, (2)
so we can choose an element a ∈ Ar {1H , b}. Accordingly, set Ba := Br {a}. Then |Ba| < |B| (because
A = B and a ∈ A), and both Ab and Ba decompose into a product of atoms (again by induction). But
this finishes the proof, since it is straightforward from (2) that X = A = AbBa (indeed, 1H ∈ Ab ∩ Ba
and b ∈ Ba, so we find that AbBb ⊆ A = Ab ∪ {b} ⊆ AbBa ∪ {b} ⊆ AbBa ∪Ba = AbBa). 
Now with Proposition 3.4 and Theorem 3.9 in hand, we can engage in a finer study of the arithmetic
of power monoids; in particular, we may wish to study their (systems of) sets of lengths. However, we
are immediately met with a “problem” (i.e., some sets of lengths are infinite in a rather trivial way):
Example 3.10. Let H be a monoid with an element x of finite odd order m ≥ 3, and set X := {xk : k ∈
N}. Then it is clear that X is the setwise product of n copies of {1H , x} for every n ≥ m. This shows
that the set of lengths of X relative to Pfin,1(H) contains Jm,∞K (and hence is infinite), since we know
from Lemma 3.7 that {1H , x} is an atom of Pfin,1(H).
The nature of this problem is better clarified by our next result, and we will more thoroughly address
it in § 4.
Theorem 3.11. Let H be a monoid. The following hold:
(i) If H is torsion-free and X ∈ Pfin,1(H), then sup LPfin,1(H)(X) ≤ |X |
2 − |X |.
(ii) Pfin,1(H) is BF if and only if H is torsion-free.
(iii) Pfin,×(H) is BF if and only if H is torsion-free.
Proof. (i) Set n := |X | ∈ N+, let ℓ be an integer > (n − 1)n, and suppose for a contradiction that X =
A1 · · ·Aℓ for some A1, . . . , Aℓ ∈ A (Pfin,1(H)). By the Pigeonhole Principle, there is an element x ∈ X
and a subset I ⊆ J1, ℓK such that m := |I| ≥ n and x ∈ Ai for each i ∈ I. So, writing I = {i1, . . . , im},
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we find that xk ∈ Ai1 · · ·Aik ⊆ A1 · · ·Aℓ = X for every k ∈ J1,mK, i.e., {1H , x, . . . , x
m} ⊆ X . However,
since H is torsion-free, each power of x is distinct, and hence n = |X | ≥ m+ 1 > n (a contradiction).
(ii) First suppose for a contradiction that Pfin,1(H) is BF and has an element x of finite order m; then
Pfin,1(H) is also atomic, and we know by Theorem 3.9 and Lemma 3.8(ii) that x
m = 1H . Ifm is even then
(xm/2)2 = 1H , contradicting the atomicity of Pfin,1(H) since, by Theorem 3.9, no non-identity element
of H can have order 2. If m is odd then Example 3.10 shows us that the set of lengths of {xk : k ∈ N}
is infinite, a contradiction to the assumption that Pfin,1(H) is BF.
Conversely, suppose H is torsion-free; then all powers of non-identity elements are distinct, so Theorem
3.9 implies that Pfin,1(H) is atomic, and (i) gives an explicit upper bound on the lengths of factorizations.
(iii) By part (ii), it is sufficient to show that Pfin,×(H) is BF if and only if Pfin,1(H) is BF. The “only
if” direction follows from [9, Theorem 2.28(iv) and Corollary 2.29], so suppose that Pfin,1(H) is BF.
Then Pfin,1(H) is atomic, and hence, by Theorem 3.9, 1H 6= x
2 6= x for all x ∈ H r {1H}. In view of
Lemma 3.8(ii), this implies that H is Dedekind-finite, so the natural embedding Pfin,1(H) →֒ Pfin,×(H)
is an essentially surjective equimorphism by Proposition 3.5(i). The result then follows from Proposition
3.5(iv). 
4. Minimal factorizations and conditions for bounded minimal lengths
Example 3.10 seems to indicate that, in the presence of torsion in the ground monoid H , the sets of
lengths in Pfin,1(H) can blow up in a predictable fashion. In the commutative setting, we could counteract
such phenomena directly by considering only factorizations involving “sufficiently low” powers of atoms
(cf. the notion of “index” and the corresponding sets of factorization classes defined in [13]). We strive
instead to axiomatize an approach which responds to all non-cancellative phenomena in a general monoid,
spurring us to introduce a refinement of our notion of factorization (recall that, given a set X , we let εX
be the identity of F ∗(X), the free monoid with basis X).
Definition 4.1. Let H be a monoid. We denote by H the binary relation on F
∗(A (H)) determined
by taking a H b, for some A (H)-words a and b of length h and k respectively, if and only if
• b = εA (H) and πH(a) = 1H , or
• a and b are non-empty words, say a = a1 ∗ · · · ∗ ah and b = b1 ∗ · · · ∗ bk, and there is an injection
σ : J1, hK → J1, kK such that bi ≃H aσ(i) for every i ∈ J1, hK.
We shall write a ≺H b if a H b but b 6H a, and say that a word a ∈ F
∗(A (H)) is H-minimal (or
simply minimal) if there does not exist any A (H)-word b such that b ≺H a.
The next result highlights a few basic properties of the relation introduced in Definition 4.1.
Proposition 4.2. Let H be a monoid, and let a, b ∈ F ∗(A (H)). The following hold:
(i) H is a preorder (i.e., a reflexive and transitive binary relation) on F
∗(A (H)).
(ii) If a H b then ‖a‖H ≤ ‖b‖H.
(iii) εA (H) H a if and only if a = εA (H).
(iv) a H b and b H a if and only if a H b and ‖a‖H = ‖b‖H , if and only if (a, b) ∈ CH .
Proof. Points (i) and (ii) are straightforward from our definitions, and for (iii) it suffices to note that, by
Proposition 3.1(i), πH(a) = 1H if and only if a = εA (H).
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As for (iv), set h := ‖a‖H and k := ‖b‖H. By part (ii), a H b and b H a only if a H b and h = k;
and it is immediate to check that (a, b) ∈ CH implies a H b and b H a.
So, to finish the proof, assume that a H b and h = k. We only need to show that (a, b) ∈ CH . For, we
have (by definition) that a H b if and only if πH(a) = πH(b) and there is an injection σ : J1, hK → J1, kK
such that ai ≃H bσ(i) for every i ∈ J1, hK. But σ is actually a bijection (because h = k), and we can thus
conclude that (a, b) ∈ CH . 
Definition 4.3. Let H be a monoid and x ∈ H . An H-word a is a H-minimal factorization of x, or
simply a minimal factorization of x (in or relative to H), if a ∈ ZH(x) and a is H-minimal. Accordingly,
ZmH(x) := {a ∈ ZH(x) : a is H -minimal} and Z
m
H(x) := Z
m
H(x)/CH
shall denote, respectively, the set of H -minimal factorizations and the set of H -minimal factorization
classes of x (cf. the definitions from § 2.3). In addition, we take
L
m
H(x) := {‖a‖H : a ∈ Z
m
H(x)} ⊆ N
to be the set of H-minimal factorization lengths of x, and
L
m(H) := {LmH(x) : x ∈ H} ⊆ P(N)
to be the system of sets of H-minimal lengths of H . Lastly, we say that the monoid H is
• BmF or bounded-minimally-factorial (respectively, FmF or finite-minimally-factorial) if LmH(x)
(respectively, ZmH(x)) is finite and non-empty for every x ∈ H rH
×;
• HmF or half-minimally-factorial (respectively, minimally factorial) if LmH(x) (respectively, Z
m
H(x))
is a singleton for all x ∈ H rH×.
Note that we may write Zm(x) for ZmH(x), L
m(x) for LmH(x), etc. if there is no likelihood of confusion.
It is helpful, at this juncture, to observe some fundamental features of minimal factorizations.
Proposition 4.4. Let H be a monoid and let x ∈ H. The following hold:
(i) Any A (H)-word of length 0, 1, or 2 is minimal.
(ii) ZH(x) 6= ∅ if and only if Z
m
H(x) 6= ∅.
(iii) If a ∈ ZmH(x) and (a, b) ∈ CH , then b ∈ Z
m
H(x).
(iv) If K is a divisor-closed submonoid of H and x ∈ K, then ZmK(x) = Z
m
H(x) and L
m
K(x) = L
m
H(x).
(v) If H is commutative and unit-cancellative, then ZmH(x) = ZH(x), and hence L
m
H(x) = LH(x).
Proof. (i), (ii), and (iii) are an immediate consequence of parts (ii)-(iv) of Proposition 4.2 (in particular,
note that, if a is an A (H)-word of length 1, then πH(a) is an atom of H , and therefore πH(a) 6= πH(b) for
every A (H)-words b of length ≥ 2); and (iv) follows at once from considering that, if K is a divisor-closed
submonoid of H and x ∈ K, then ZK(x) = ZH(x) and LK(x) = LH(x), see [9, Proposition 2.21(ii)].
(v) AssumeH is commutative and unit-cancellative. It suffices to check that no non-empty A (H)-word
has a proper subword with the same product. For, suppose to the contrary that there exist a1, . . . , an ∈
A (H) with
∏
i∈I ai = a1 · · · an for some I ( J1, nK. Since H is commutative, we can assume without loss
of generality that I = J1, kK for some k ∈ J0, n − 1K. Then unit-cancellativity implies ak+1 · · · an ∈ H
×,
and we get from [9, Proposition 2.30] that ak+1, . . . , an ∈ H
×, which is however impossible (by definition
of an atom). 
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To further elucidate the behavior of minimal factorizations, we give an analogue of Proposition 3.1(iii)
showing that multiplying a non-unit by units does not change its set of minimal factorizations.
Lemma 4.5. Let H be a monoid, and fix x ∈ H rH× and u, v ∈ H×. Then there is a length-preserving
bijection ZmH(x)→ Z
m
H(uxv), and in particular L
m
H(x) = L
m
H(uxv).
Proof. Given w, z ∈ H and a non-empty word z = y1 ∗ · · · ∗ yn ∈ F
∗(H) of length n, denote by wzz the
length-n word y¯1 ∗ · · · ∗ y¯n ∈ F
∗(H) defined by taking y¯1 := wy1z if n = 1, and y¯1 := wy1, y¯n := ynz,
and y¯i := yi for all i ∈ J2, n− 1K otherwise. We claim that the function
f : ZmH(x) → Z
m
H(uxv) : a 7→ uav
is a well-defined length-preserving bijection. In fact, it is sufficient to show that f is well-defined, since
this will in turn imply that the map g : ZmH(uxv) → Z
m
H(x) : b 7→ u
−1bv−1 is also well-defined (observe
that uxv ∈ H rH× and x = u−1uxvv−1), and then it is easy to check that g is the inverse of f .
For the claim, let a ∈ ZmH(x), and note that, by Proposition 3.1(i), ‖a‖H is a positive integer, so that
a = a1 ∗ · · · ∗ an for some a1, . . . , an ∈ A (H). In view of Proposition 3.1(ii), uav is a factorization of uxv,
and we only need to verify that it is also H -minimal. For, suppose to the contrary that b ≺H uav for
some b ∈ F ∗(A (H)). Then πH(b) = πH(uav) = uxv and, by Proposition 4.2(iv), k := ‖b‖H ∈ J1, n− 1K
(recall that uxv /∈ H×). So, b = b1 ∗ · · · ∗ bk for some atoms b1, . . . , bk ∈ H , and there exists an injection
σ : J1, kK → J1, nK such that bi ≃H aσ(i) for each i ∈ J1, kK. Define c := u
−1bv−1.
By construction and Proposition 3.1(ii), there are c1, . . . , ck ∈ A (H) such that c = c1 ∗ · · · ∗ ck; and it
follows from the above that πH(c) = u
−1πH(b)v
−1 = x and ci ≃H aσ(i) for every i ∈ J1, kK. Since k < n,
we can thus conclude from Proposition 4.2(iv) that c ≺H a, contradicting the H -minimality of a. 
We saw in the previous section that equimorphisms transfer factorizations between monoids (Proposi-
tion 3.4). Equimorphisms have a similar compatibility with minimal factorizations, in the sense that an
equimorphism also satisfies a “minimal version” of condition (E3) from Definition 3.3.
Proposition 4.6. Let H and K be monoids and ϕ : H → K an equimorphism. The following hold:
(i) If x ∈ H rH× and b ∈ ZmK(ϕ(x)), then there is a ∈ Z
m
H(x) with ϕ
∗(a) ∈ JbKCK .
(ii) LmK(ϕ(x)) ⊆ L
m
H(x) for every x ∈ H rH
×.
(iii) If ϕ is essentially surjective then, for all y ∈ K rK×, there is x ∈ H rH× with LmK(y) ⊆ L
m
H(x).
Proof. (i) Pick x ∈ H rH×, and let b ∈ ZmK(ϕ(x)). Then b 6= εA (K), otherwise ϕ(x) = πK(b) = 1K and,
by (E1), x ∈ ϕ−1(ϕ(x)) = ϕ−1(1K) ⊆ H
× (a contradiction). Consequently, (E3) yields the existence of
a factorization a ∈ ZH(x) with ϕ
∗(a) ∈ JbKCK , and it only remains to show that a is H -minimal.
For, note that n := ‖a‖H = ‖ϕ
∗(a)‖K = ‖b‖K ≥ 1, and write a = a1 ∗ · · ·∗an and b = b1 ∗ · · ·∗bn, with
a1, . . . , an ∈ A (H) and b1, . . . , bn ∈ A (K). Then suppose to the contrary that a is not H -minimal, i.e.,
there exist a (necessarily non-empty) A (H)-word c = c1 ∗ · · · ∗ cm and an injection σ : J1,mK → J1, nK
such that πH(c) = πH(a) = x and ci ≃H aσ(i) for every i ∈ J1,mK. Then
πK(ϕ
∗(c)) = ϕ(c1) · · ·ϕ(cm) = ϕ(x) and ϕ(c1) ≃K ϕ(aσ(1)), . . . , ϕ(cm) ≃K ϕ(aσ(m))
(recall that monoid homomorphisms map units to units; so, if u ≃H v, then ϕ(u) ≃K ϕ(v)); and together
with Proposition 4.4(iii), this proves that ϕ∗(c) ≺K b, contradicting the K-minimality of b.
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(ii) Fix x ∈ H rH×, and suppose LmK(ϕ(x)) 6= ∅ (otherwise there is nothing to prove). Accordingly,
let k ∈ LmK(ϕ(x)) and b ∈ Z
m
K(ϕ(x)) such that k = ‖b‖K. It is sufficient to check that k ∈ L
m
H(x), and this
is straightforward: Indeed, we have by (i) that ϕ∗(a) is CK-congruent to b for some a ∈ Z
m
H(x), which
implies in particular that k = ‖ϕ∗(a)‖K = ‖a‖H ∈ L
m
H(x).
(iii) Assume ϕ is essentially surjective, and let y ∈ K r K×. Then y = uϕ(x)v for some u, v ∈ K×
and x ∈ H , and neither x is a unit of H nor ϕ(x) is a unit of K (because ϕ(H×) ⊆ K× and y /∈ K×).
Accordingly, we have by Lemma 4.5 and part (ii) that LmK(y) = L
m
K(ϕ(x)) ⊆ L
m
H(x). 
LetH be a monoid. As in § 3, we would like to simplify the study of minimal factorizations in Pfin,×(H)
as much as possible by passing to consideration of the reduced monoid Pfin,1(H). For, we have to make
clear the nature of the relationship between minimal factorizations in Pfin,×(H) and those in Pfin,1(H).
We shall see that this is possible under some circumstances.
Proposition 4.7. Let H be a commutative monoid, and let X ∈ Pfin,1(H). The following hold:
(i) Zm
Pfin,1(H)
(X) ⊆ Zm
Pfin,×(H)
(X).
(ii) Lm
Pfin,1(H)
(X) = Lm
Pfin,×(H)
(X).
(iii) L m(Pfin,1(H)) = L
m(Pfin,×(H)).
Proof. (i) Let a be a minimal factorization of X relative to Pfin,1(H). In light of Proposition 4.4(i), a is
a non-empty A (Pfin,1(H))-word, i.e., a = A1 ∗ · · · ∗An for some atoms A1, . . . , An ∈ Pfin,1(H).
Assume for the sake of contradiction that a is not a minimal factorization relative to Pfin,×(H). Then
there exist a non-empty A (Pfin,×(H))-word b = B1 ∗ · · · ∗Bm and an injection σ : J1,mK → J1, nK with
X = A1 · · ·An = B1 · · ·Bm and B1 ≃Pfin,×(H) Aσ(1), . . . , Bm ≃Pfin,×(H) Aσ(m),
and on account of Proposition 4.2(iv) we must have 1 ≤ m < n. Since H is a commutative monoid, this
means in particular that, for each i ∈ J1,mK, there is ui ∈ H
× such that Bi = uiAσ(i). Thus we have
A1 · · ·An = B1 · · ·Bm = (u1Aσ(1)) · · · (umAσ(m)) = u · Aσ(1) · · ·Aσ(m),
where u := u1 · · ·um ∈ H
×. In view of Proposition 3.2(ii), it follows that
|A1 · · ·An| =
∣∣Aσ(1) · · ·Aσ(m)
∣∣ ,
which is only possible if
X = A1 · · ·An = Aσ(1) · · ·Aσ(m),
because 1H ∈ Ai for every i ∈ J1, nK, and hence Aσ(1) · · ·Aσ(m) ⊆ A1 · · ·An (note that here we use again
that H is commutative). So, letting a′ be the A (Pfin,1(H))-word Aσ(1) ∗· · ·∗Aσ(m) and recalling from the
above that m ≤ n−1, we see by Proposition 4.2(iv) that a′ ≺Pfin,1(H) a, which contradicts the hypothesis
that a is a minimal factorization of X in Pfin,1(H).
(ii) It is an immediate consequence of part (i) and Propositions 3.5(i) and 4.6(ii), when considering
that every commutative monoid is Dedekind-finite.
(iii) We already know from part (ii) that L m(Pfin,1(H)) ⊆ L
m(Pfin,×(H)). For the opposite inclusion,
fix X ∈ Pfin,×(H). We claim that there exists Y ∈ Pfin,1(H) with L
m
Pfin,×(H)
(X) = Lm
Pfin,1(H)
(Y ). Indeed,
pick x ∈ X ∩H×. Then x−1X ∈ Pfin,1(H), and we derive from Lemma 4.5 and part (ii) that
L
m
Pfin,×(H)
(X) = LmPfin,×(H)(x
−1X) = LmPfin,1(H)(x
−1X),
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which proves our claim and suffices to finish the proof (since X was arbitrary). 
We will now discuss an instance in which equality in Proposition 4.7(ii) does not necessarily hold true
in the absence of commutativity, and the best we can hope for is the containment relation implied by
Proposition 4.6(ii) when ϕ is the natural embedding of Proposition 3.5(i).
Example 4.8. Let n be a (positive) multiple of 105, and p a (positive) prime dividing n2 + n+ 1; note
that p ≥ 11 and 3 ≤ n mod p ≤ p − 3 (where n mod p is the smallest non-negative integer ≡ r mod p).
Following [16, p. 27], we take H to be the metacyclic group generated by the 2-element set {r, s} subject
to ordH(r) = p, ordH(s) = 3, and s
−1rs = rn. Then H is a non-abelian group of (odd) order 3p, and by
Theorem 3.9 and Propositions 3.4(ii) and 3.5(i), Pfin,1(H) and Pfin,×(H) are both atomic monoids.
We claim that X := 〈r〉H has minimal factorizations of length p− 1 in Pfin,1(H) but not in Pfin,×(H).
For, pick g ∈ X r {1H}. Clearly ordH(g) = p, and thus we get from Lemma 3.7(i) that {1H , g} is an
atom of Pfin,1(H). Then it is immediate to see that ag := {1H , g}
∗(p−1) is a minimal factorization of X in
Pfin,1(H); most notably, ag is minimal since otherwise there should exist an exponent k ∈ J1, p− 2K such
that gp−1 = gk, contradicting that ordH(g) = p. Yet, ag is not a minimal factorization of X in Pfin,×(H).
Indeed, Proposition 3.5(ii) and Lemma 3.7(i) guarantee that {1H , g} and {1H , g
n} are associate atoms of
Pfin,×(H), because s
−1gns = g and, hence, s−1{1, g}s = {1H , g
n}. So, in view of Proposition 4.2(iv), it
is straightforward that
{1H , g}
∗(p−2) ∗ {1H , g
n} ≺Pfin,×(H) ag,
In particular, note here that we have used that 3 ≤ n mod p ≤ p− 3 to obtain
{1H , g, . . . , g
p−2} ∪ {gn, gn+1, . . . , gn+p−2} = {1H , g, . . . , g
p−1} = X.
Given that, suppose for a contradiction that X has a minimal factorization c of length p− 1 in Pfin,×(H).
Then by Propositions 3.5(i) and 4.6(i), c is CPfin,×(H)-congruent to a Pfin,1(H)-minimal factorization
a = A1 ∗ · · · ∗Ap−1 of X of length p− 1; and we aim to show that a is CPfin,1(H)-congruent to ag for some
g ∈ X r {1H}, which is however impossible as it would mean that ag is a minimal factorization of X in
Pfin,×(H), in contradiction to what established in the above.
Indeed, let Bi be, for i ∈ J1, p−1K, the image of {k ∈ J0, p−1K : r
k ∈ Ai} ⊆ Z under the canonical map
Z→ Z/pZ. Then a is a minimal factorization of X in Pfin,1(H) only if b := B1 ∗ · · · ∗Bp−1 is a minimal
factorization of Z/pZ in the reduced power monoid of (Z/pZ,+), herein denoted by Pfin,0(Z/pZ).
We want to show that b is Pfin,0(H)-minimal only if there is a non-zero x ∈ Z/pZ such that Bi = {0, x}
or Bi = {0,−x}, or equivalently Ai = {1H , r
xˆ} or Ai = {1H , r
−xˆ}, for every i ∈ J1, p− 1K (for notation,
see § 2.1). By the preceding arguments, this will suffice to conclude that p− 1 /∈ Lm
Pfin,×(H)
(X), because
it implies at once that a is CPfin,1(H)-congruent to ag with g := r
xˆ ∈ X r {1H}.
To begin, let K be a subset of J1, p− 1K, and define SK :=
∑
k∈K Bk and sK := {k ∈ K : |Bk| ≥ 3}.
Then we have by the Cauchy-Davenport inequality (see, e.g., [17, Theorem 6.2]) that
SK = Z/pZ or |SK | ≥ 1 +
∑
k∈K
(
|Bk| − 1
)
≥ 1 + |K|+ sK . (3)
Now, let I and J be disjoint subsets of J1, p− 1K with |I ∪ J | = |I|+ |J | = p− 2. We claim sI = sJ = 0.
Indeed, it is clear that SI∪J 6= Z/pZ, otherwise b would not be a minimal factorization in Pfin,0(Z/pZ).
So, another application of the Cauchy-Davenport inequality, combined with (3), yields
|SI∪J | = |SI + SJ | ≥ |SI |+ |SJ | − 1 ≥ 1 + |I|+ |J |+ sI + sJ = p− 1 + sI + sJ . (4)
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This suffices to prove that |SI + SJ | = p− 1 and sI = sJ = 0, or else SI∪J = Z/pZ (a contradiction).
It follows |B1| = · · · = |Bp−1| = 2. So, taking I in (4) to range over all 1-element subsets of J1, p− 1K
and observing that, consequently, |SJ | ≥ p− 1− |SI | = p− 3 ≥ 8 > |SI |, we infer from Vosper’s theorem
(see, e.g., [17, Theorem 8.1]) that there exists a non-zero x ∈ Z/pZ such that, for every i ∈ J1, p− 1K, Bi
is an arithmetic progression of Z/pZ with difference x, i.e., Bi = {0, x} or Bi = {0,−x} (as wished).
We proceed with an analogue of Theorem 3.11(i) and then prove the main results of the section.
Proposition 4.9. Let H be a monoid and X ∈ Pfin,×(H). The following hold:
(i) If X ∈ Pfin,1(H), then a minimal factorization of X in Pfin,1(H) has length ≤ |X | − 1.
(ii) If H is Dedekind-finite, then a minimal factorization of X in Pfin,×(H) has length ≤ |X | − 1.
Proof. (i) The claim is trivial if X = {1H}, when the only factorization of X is the empty word; or if
X ∈ A (Pfin,1(H)), in which case |X | ≥ 2 and X has a unique factorization (of length 1). So, assume that
X is neither the identity nor an atom of Pfin,1(H), and let a be a minimal factorization of X (relative to
Pfin,1(H)). Then a = A1 ∗ · · · ∗An, where A1, . . . , An ∈ A (Pfin,1(H)) and n ≥ 2; and we claim that
A1 · · ·Ai ( A1 · · ·Ai+1, for every i ∈ J1, n− 1K.
In fact, let i ∈ J1, n− 1K. Since 1H ∈ Ai+1, it is clear that A1 · · ·Ai ( A1 · · ·Ai+1; and the inclusion must
be strict, or else A1 ∗ · · · ∗Ai ∗ b ≺Pfin,1(H) a, where b := εA (Pfin,1(H)) if i = n− 1 and b := Ai+2 ∗ · · · ∗An
otherwise (contradicting the minimality of a). Consequently, we see that 2 ≤ |A1 · · ·Ai| < |A1 · · ·Ai+1| ≤
|X | for all i ∈ J1, n− 1K, and this implies at once that n ≤ |X | − 1.
(ii) The conclusion is immediate from part (i) and Propositions 3.5(i) and 4.6(iii). 
Theorem 4.10. Let H be a monoid. Then the following are equivalent:
(a) 1H 6= x
2 6= x for every x ∈ H r {1H}.
(b) Pfin,1(H) is atomic.
(c) Pfin,1(H) is BmF.
(d) Pfin,1(H) is FmF.
(e) Every 2-element subset X of H with 1H ∈ X is an atom of Pfin,1(H).
(f) Pfin,×(H) is atomic.
(g) Pfin,×(H) is BmF.
(h) Pfin,×(H) is FmF.
(i) Every 2-element subset X of H with X ∩H× 6= ∅ is an atom of Pfin,×(H).
Proof. We already know from Theorem 3.9 and Lemma 3.7 that (b) ⇔ (a) ⇔ (e) and (i) ⇒ (a); while it
is straightforward from our definitions that (h) ⇒ (g) ⇒ (f). So, it will suffice to prove that (b) ⇒ (c)
⇒ (d) ⇒ (h) and (f) ⇒ (i).
(b)⇒ (c): If X ∈ Pfin,1(H) is a non-unit, then ZPfin,1(H)(X) is non-empty, and by Propositions 4.4(ii)
and 4.9(i) we have that ∅ 6= Lm
Pfin,1(H)
(X) ⊆ J1, |X | − 1K. So, Pfin,1(H) is BmF.
(c) ⇒ (d): Let X ∈ Pfin,1(H) be a non-unit. By Proposition 3.2(i), any atom of Pfin,1(H) dividing X
must be a subset of X , and there are only finitely many of these (since X is finite). Because a minimal
factorization of X is a bounded A (Pfin,1(H))-word (by the assumption that H is BmF), it follows that
X has finitely many minimal factorizations, and hence Pfin,1(H) is FmF (since X was arbitrary).
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(d) ⇒ (h): Pick a non-unit X ∈ Pfin,×(H), and let u ∈ H
× such that uX ∈ Pfin,1(H). Since Pfin,1(H)
is FmF (by hypothesis), it is also atomic. Hence, by Theorem 3.9 and Lemma 3.8(i), H is Dedekind-finite,
and so we have by Proposition 3.5(i) that the natural embedding Pfin,1(H) →֒ Pfin,×(H) is an essentially
surjective equimorphism. In particular, we infer from Proposition 4.6(i) that any minimal factorization
of uX in Pfin,×(H) is CPfin,×(H)-congruent to a minimal factorization of uX in Pfin,1(H). However, this
makes Zm
Pfin,×(H)
(uX) finite, whence Zm
Pfin,×(H)
(X) must also be finite as a consequence of Lemma 4.5.
(f) ⇒ (i): Let X be a 2-element subset of H with X ∩H× 6= ∅. Then X = uA for some unit u ∈ H×,
where A := u−1X is a 2-element subset of H with 1H ∈ H ; and since Pfin,×(H) is atomic (by hypothesis),
we are guaranteed by Lemmas 3.7 and 3.8(i) that A is an atom of Pfin,1(H) and H is Dedekind-finite.
Therefore, we conclude from Proposition 3.5(ii) that X ∈ A (Pfin,×(H)). 
Theorem 4.11. Let H be a monoid. Then Pfin,1(H) is HmF if and only if H is trivial or a cyclic group
of order 3.
Proof. The “if” part is an easy consequence of Theorem 4.10 and Propositions 4.9(i) and 4.4(i), when
considering that, if H is trivial or a cyclic group of order 3, then 1H 6= x
2 6= x for all x ∈ H r {1H} and
every non-empty subset of H has at most 3 elements.
As for the other direction, suppose Pfin,1(H) is HmF andH is non-trivial. Then Pfin,1(H) is atomic, and
we claim that H is a 3-group. By Theorem 3.9 and Lemma 3.8(ii), it suffices to show that x3 ∈ {1H , x, x
2}
for every x ∈ H , since this in turn implies (by induction) that 〈x〉H ⊆ {1H , x, x
2} and ordH(x) ≤ 3.
For, assume to the contrary that x3 /∈ {1H , x, x
3} for some x ∈ H , and set X := {1H , x, x
2, x3}. By
Theorem 4.10, a := {1H , x}
∗3 and b := {1H , x} ∗ {1H , x
2} are both factorizations of X in Pfin,1(H); and
in light of Proposition 4.4(i), b is in fact a minimal factorization (of length 2). Then a cannot be minimal,
because Pfin,1(H) is HmF and a has length 3. However, since Pfin,1(H) is a reduced monoid (and X is
not an atom), this is only possible if x3 ∈ X = {1H , x}
2, a contradiction.
So, H is a 3-group, and as such it has a non-trivial center Z(H), see e.g. [16, Theorem 2.11(i)]. Let z
be an element in Z(H)r {1H}, and suppose for a contradiction that H is not cyclic. Then we can choose
some element y ∈ H r 〈z〉H , and it follows from the above that K := 〈y, z〉H is an abelian subgroup of
H with ordH(y) = ordH(z) = 3 and |K| = 9. We will prove that K has Pfin,1(H)-minimal factorizations
of more than one length, which is a contradiction and finishes the proof.
Indeed, we are guaranteed by Theorem 4.10 that c := {1H , y}
∗2 ∗ {1H , z}
∗2 is a length-4 factorization
of K in Pfin,1(H); and it is actually a minimal factorization, because removing one or more atoms from
c yields an A (Pfin,1(H))-word whose image under πPfin,1(H) has cardinality at most 8 (whereas we have
already noted that |K| = 9). On the other hand, it is not difficult to check that A := {1H , y, z} is an
atom of Pfin,1(H): If {1H , y, z} = Y Z for some Y, Z ∈ Pfin,1(H) with |Y |, |Z| ≥ 2, then Y, Z ⊆ {1H , y, z}
and Y ∩Z = {1H}, whence Y Z = {1H , y} · {1H , z} = K 6= A. This in turn implies that A
∗2 is a length-2
factorization of K in Pfin,1(H), and it is minimal by Proposition 4.4(i). So, we are done. 
Corollary 4.12. Let H be a monoid. Then Pfin,1(H) is minimally factorial if and only if H is trivial.
Proof. The “if” part is obvious. For the other direction, assume by way of contradiction that Pfin,1(H) is
minimally factorial but H is non-trivial. Then Pfin,1(H) is HmF, and we obtain from Theorem 4.11 that
H is a cyclic group of order 3. Accordingly, let x be a generator of H . By Lemma 3.7(i) and Proposition
4.4(i), a := {1H , x}
∗2 and b := {1H , x
2}∗2 are both minimal factorizations of H in Pfin,1(H). However,
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(a, b) /∈ CPfin,1(H), because Pfin,1(H) is a reduced monoid. Therefore, Pfin,1(H) is not minimally factorial,
so leading to a contradiction and completing the proof. 
At this point, we have completely characterized the correlation between the ground monoid H and
whether Pfin,1(H) has factorization properties such as atomicity, BFness, etc., and their minimal counter-
parts. In most cases, this extends to a characterization of whether the same properties hold for Pfin,×(H),
with the exception of the gap suggested by Theorem 4.11 and Corollary 4.12. In particular, it still remains
to determine the monoids H which make Pfin,×(H) HmF or minimally factorial. However, what we have
shown indicates, we believe, that the arithmetic of Pfin,1(H) and Pfin,×(H) is robust and ripe for more
focused study.
5. Cyclic monoids and interval length sets
For those monoids H with Pfin,1(H) atomic, we have by Proposition 3.8 that the semigroup generated
by an element x ∈ H is isomorphic either to Z/nZ or to N under addition. As such, we will concentrate
throughout on factorizations in Pfin,0(Z/nZ) and also mention some results on Pfin,0(N) which are dis-
cussed in detail in [9, § 4]. At the end we will return to the general case, where the preceding discussion
will culminate in a realization result (Theorem 5.7) for sets of minimal lengths of Pfin,1(H).
We invite the reader to review § 2.1 before reading further. Also, note that, through the whole section,
we have replaced the notation Pfin,1(H) with Pfin,0(H) when H is written additively (cf. Example 4.8).
Definition 5.1. Let X ∈ Pfin,0(Z/nZ). We say that a non-empty factorization a = A1 ∗ · · · ∗Aℓ ∈ Z(X)
is a non-reducible factorization (or, shortly, an NR-factorization) if max Aˆ1 + · · ·+max Aˆℓ = max Xˆ.
This condition on factorizations will allow us to bring calculations up to the integers, where sumsets
are more easily understood. More importantly, NR-factorizations are very immediately relevant to our
investigation of minimal factorizations.
Lemma 5.2. Any NR-factorization in Pfin,0(Z/nZ) is a minimal factorization.
Proof. Let a = A1 ∗· · ·∗Aℓ be an NR-factorization in Pfin,0(Z/nZ) of length ℓ, and assume for the sake of
contradiction that a is not minimal. Since Pfin,0(Z/nZ) is reduced and commutative, the factorizations
which are CPfin,0(Z/nZ)-congruent to a are exactly the words Aσ(1) ∗ · · · ∗ Aσ(ℓ), where σ is an arbitrary
permutation of the interval J1, ℓK. So, on account of Proposition 4.4(i), the non-minimality of a implies
without loss of generality that ℓ ≥ 3 and X := A1 + · · ·+Aℓ = A1 + · · ·+Ak for some k ∈ J1, ℓ− 1K.
Now, let x ∈ X such that xˆ = max Xˆ. Using that a is an NR-factorization, and considering that, for
each i ∈ J1, ℓK, Ai is an atom of Pfin,0(Z/nZ) and hence max Aˆi ≥ 1, it follows from the above that
xˆ = max Aˆ1 +max Aˆ2 + · · ·+max Aˆℓ > max Aˆ1 + · · ·+max Aˆk, (5)
On the other hand, since X = A1 + · · ·+Ak, there are a1 ∈ A1, . . . , ak ∈ Ak such that a1 + · · ·+ ak = x,
from which we see that xˆ ≡ aˆ1+· · ·+aˆk mod n. But it follows from (5) that 0 ≤ aˆ1+· · ·+aˆk < xˆ < n, and
this implies xˆ 6≡ aˆ1+ · · ·+ aˆk mod n (recall that, by definition, Xˆ ⊆ J0, n−1K). So we got a contradiction,
showing that a was minimal and completing the proof. 
We are aiming to find, for every k ∈ J2, n− 1K, a set Xk ∈ Pfin,0(Z/nZ) for which L
m(Xk) = J2, kK, on
the assumption that n ≥ 5 is odd: Surprisingly, most of the difficulty lies in showing that 2 ∈ Lm(Xk).
To do this, we first need to produce some large atoms.
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Proposition 5.3. Let n ≥ 5 be odd. Then the following sets are atoms of Pfin,0(Z/nZ):
(i) Bh :=
{
0} ∪ {1, 3, . . . , h
}
for odd h ∈ J1, (n− 1)/2K.
(ii) C1 :=
{
0, 2
}
, C3 :=
{
0, 2, 3, 4
}
, and Cℓ := Bℓ ∪
{
ℓ+ 1
}
for odd ℓ ∈ J5, (n− 1)/2K.
Proof. (i) Let h ∈ J1, (n − 1)/2K be odd, and suppose that Bh = X + Y for some X,Y ∈ Pfin,0(Z/nZ).
Then X and Y are subsets of Bh, so
max Xˆ +max Yˆ ≤ 2max Bˆh = 2h ≤ n− 1.
Because 1 ∈ Bh, we must have 1 ∈ X ∪ Y . However, if 1 ∈ X and a ∈ Y for some a ∈ Bh r {0}, then
1 + aˆ ∈ Xˆ + Yˆ is even, which is impossible since max Xˆ +max Yˆ < n and Bˆh r {0} consists only of odd
numbers. Thus Y = {0}, and hence Bh is an atom.
(ii) C1 is an atom by Lemma 3.7(i) and it is not too difficult to see that so is C3. Therefore, let ℓ ≥ 5
and suppose Cℓ = X + Y for some X,Y ∈ Pfin,0(Z/nZ) with X,Y 6=
{
0
}
.
First assume that ℓ+ 1 /∈ X ∪ Y . Then Xˆ and Yˆ consist only of odd integers, so xˆ + yˆ is an even
integer in the interval J2, n − 1K for all x ∈ X r
{
0
}
and y ∈ Y r
{
0
}
. However, Xˆ + Yˆ = Cˆℓ and the
only non-zero even element of Cˆℓ is ℓ + 1. Thus, it must be that X =
{
0, x
}
and Y =
{
0, y
}
for some
non-zero x, y ∈ Z/nZ, with the result that |X + Y | ≤ 4 < |Cℓ|, a contradiction.
It follows (without loss of generality) that ℓ+ 1 ∈ Y . Then X ⊆
{
0, ℓ, ℓ+ 1
}
, for, if x ∈ X with
0 < xˆ < ℓ, then xˆ + ℓ + 1 ∈ Cˆℓ, which is impossible since xˆ + ℓ + 1 ∈ Jmax Cˆℓ + 1, n− 1K. This in turn
implies that Y ⊆
{
0, 1, ℓ, ℓ+ 1
}
for similar reasons. As a consequence,
X + Y ⊆
{
0, ℓ, ℓ+ 1
}
+
{
0, 1, ℓ, ℓ+ 1
}
=
{
0, 1, ℓ, ℓ+ 1, 2ℓ, 2ℓ+ 1, 2ℓ+ 2
}
However, ℓ+ 1 < 2ℓ ≤ n− 1, so we cannot have 2ℓ ∈ X + Y . Then 2ℓ+ 1 = n, in which case 2ℓ+ 1 = 0
and 2ℓ+ 2 = 1; or 2ℓ+ 1 < n, so that 2ℓ+ 1, 2ℓ+ 2 /∈ Ch (recall that ℓ ≤ (n − 1)/2). In either case, we
get X + Y ⊆
{
0, 1, ℓ, ℓ+ 1
}
, hence |X + Y | ≤ 4 < |Cℓ|, which is a contradiction and leads us to conclude
that Cℓ is an atom. 
Now that we have found large atoms in Pfin,0(Z/nZ), we can explicitly give, for each k ∈ J2, n − 1K,
an element Xk ∈ Pfin,0(Z/nZ) which has a (minimal) factorization of length 2.
Lemma 5.4. Fix an odd integer n ≥ 5 and let k ∈ J2, n − 1K. Then the set Xk = {0, 1, . . . , k} has an
NR-factorization into two atoms in Pfin,0(Z/nZ).
Proof. We will use the atoms Bh and Cℓ as defined in Proposition 5.3. We claim that, for every r ∈ {0, 1}
and all odd h ∈ J1, (n− 1)/2K,
Bˆh+2r + Cˆh = J0, 2h+ 2r + 1K and Cˆh+2r + Cˆh = J0, 2r + 2h+ 2K.
We will only demonstrate that Bˆh + Cˆh = J0, 2h + 1K (the other cases are an easy consequence). The
claim is trivial if h = 1 or h = 3, so suppose h ≥ 5. Then
Bˆh + Cˆh ⊇ {1, 3, . . . , h}+ {0, h+ 1} = {1, 3, . . . , 2h+ 1}
and
Bˆh + Cˆh ⊇ {1, 3, . . . , h}+ {1, h} = {2, 4, . . . , 2h},
so Bˆh + Cˆh ⊇ J0, 2h+ 1K. This gives that Bˆh + Cˆh = J0, 2h+ 1K, since max Bˆh +max Cˆh = h+ (h+ 1).
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Accordingly, we now prove that Xk can be expressed as a two-term sum involving Bh and Cℓ, for some
suitable choices of h and ℓ depending on the parity of k.
Case 1: k = 2m+ 1 (i.e., k is odd). Then it is immediate to verify that Xk = Bm + Cm if m is odd,
and Xk = Bm+1 + Cm−1 if m is even.
Case 2: k = 2m (i.e., k is even). Since X2 = B1 + B1 and X4 = B1 + B3, we may assume m ≥ 3.
Then it is seen that Xk = Cm + Cm−2 if m is odd, and Xk = Cm−1 + Cm−1 if m is even.
We are left to show that the decompositions given above do in fact correspond to minimal factorizations.
As an example, consider the case when k = 2m + 1 and m is odd (the computation will be essentially
identical in the other cases). Then max Bˆm+max Cˆm = 2m+1, so that Bm ∗Cm is an NR-factorization
of Xk, and is hence minimal by Proposition 5.2. 
Lemma 5.5. Fix an odd integer n ≥ 3 and, for each k ∈ J2, n−1K, let Xk := {0, 1, . . . , k} ∈ Pfin,0(Z/nZ).
Then Lm(Xk) = J2, kK.
Proof. We have already established in Lemma 5.4 that X2 has an NR-factorization of length 2. Now
fix k ∈ J3, n − 1K and suppose that, for all h ∈ J2, k − 1K and ℓ ∈ J2, hK, Xh has an NR-factorization of
length ℓ. Choose some ℓ ∈ J2, k − 1K; Xk−1 has an NR-factorization a, and it is straightforward to see
that {0, 1} ∗ a is an NR-factorization of Xk. Letting ℓ range over J2, k − 1K, this argument, Lemma 5.2,
and Lemma 5.4 imply that Lm(Xk) ⊇ J2, kK. Moreover, Proposition 4.9(i) yields the other inclusion and
so we have Lm(Xk) = J2, kK. 
Lemma 5.6. Let H be a non-torsion monoid. Then L (Pfin,0(N)) ⊆ L
m(Pfin,1(H)), and for every k ≥ 2
there exists Yk ∈ Pfin,1(H) with L
m(Yk) = J2, kK.
Proof. Suppose that y ∈ H has infinite order, and set Y := {yk : k ∈ N}. Clearly, Y is a submonoid
of H , and the (monoid) homomorphism (N,+) → Y : k 7→ yk determined by sending 1 to y induces an
isomorphism Pfin,0(N)→ Pfin,1(Y ). Since, by Proposition 3.2(iii), Pfin,1(Y ) is a divisor-closed submonoid
of Pfin,1(H), we thus have by parts (iv) and (v) of Proposition 4.4 that
L (Pfin,0(N)) = L
m(Pfin,0(N)) = L
m(Pfin,1(Y )) ⊆ L
m(Pfin,1(H)).
The rest of the statement now follows from the above and [9, Proposition 4.8]. 
Theorem 5.7. Assume H is a monoid such that 1H 6= x
2 6= x for all x ∈ H r {1H}, and set N :=
sup{ordH(x) : x ∈ H}. Then J2, kK ∈ L
m(Pfin,1(H)) for every k ∈ J2, N − 1K.
Proof. If H is non-torsion, this follows immediately from Lemma 5.6. Otherwise, let k ∈ J2, N − 1K and
y ∈ H with n := ordH(x) > k. Then Y := 〈y〉H ∼= Z/nZ, so we have by Proposition 3.2(iii), Lemma 5.5,
and Proposition 4.4(iv) that J2, kK ∈ L m(Pfin,1(Y )) ⊆ L
m(Pfin,1(H)). 
6. Closing remarks
This preliminary foray into minimal factorizations raises several questions. In particular, to what
extent can finite subsets of N≥2 be realized as sets of minimal lengths of some power monoid? Which
families of subsets can be simultaneously realized by a single power monoid?
There are also questions beyond sets of lengths that can be addressed; we should expect to be able
to formulate and study the “minimal versions” of other invariants commonly considered in Factorization
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Theory (unions of length sets, sets of distances, elasticities, catenary and tame degrees, etc.). The results
we have seen in the present paper suggest that the study of these types of invariants in power monoids
is almost never trivial.
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