Abstract: Based on a linear time-varying perturbation (LTVP) model, an integrated control strategy is proposed to track product quality trajectories of batch processes. To address the problem of model uncertainties occurring from batch to batch, the LTVP model is updated by using recursive discounted measurements (RDM) algorithm from the process operational data. Then batch-to-batch iterative learning control (ILC) can be feasibly combined with on-line model predictive control (MPC) within a batch. The integrated strategy can complement both methods to obtain good performance of tracking control. The proposed strategy is illustrated on a simulated batch polymerization reactor, and the results demonstrate that the performance of tracking product qualities can be improved under the proposed strategy when model uncertainties exist.
INTRODUCTION
The repetitive nature of batch processes allows information from previous batch runs to be able to refine the operating policy. Iterative learning control (ILC) uses information from previous batches to update the control trajectory for the next batch so that output trajectory converges asymptotically to a desired reference trajectory (Bristow, et al., 2006; Lee, et al., 2000) . Limitation of ILC is that it only improves control performance of the future batches instead of the current batch.
To improve the operation of the current batch, on-line control should be implemented to adjust the control policy for the remaining batch period while the batch is going on (Lee and Lee, 2003) . Because model predictive control (MPC) can respond to disturbances immediately and ILC can correct any bias left uncorrected by the on-line controller, it is natural to explore the possibility of combining both methods to obtain good control performance. It has been shown that an integrated strategy can combine the advantages of both methods (Lee, et al., 2002) . If model disturbances exist, the integrated control is expected to diminish more rapidly the effects of disturbances than the results by only implementing batch-to-batch ILC. Chin et al. (2004) presents a two-stage control framework by combining the quadratic criterionbased ILC (Q-ILC) and batch MPC. Under the stochastic framework, the real-time feedback control (eg. batch MPC) and the ILC can separately handle the real-time disturbance and the batch-wise persisting disturbance respectively.
In our previous work (Xiong and Zhang, 2003) , a batch-wise linear time varying perturbation (LTVP) model has been developed and identified by using least-square algorithm. An integrated control strategy has also been proposed in the deterministic case (Xiong, et al., 2005 (Xiong, et al., , 2007 , in which a new predictive LTV model within the ongoing batch is used in MPC to predict future values of product qualities. The LTVP model can also be utilized to provide the predictions after the model is directly partitioned according to time. When control actions in MPC are represented as the ILC control actions plus a correction term, MPC can be applied in a manner similar to the ILC formulation. And on-line control can be combined properly with the batch-to-batch control to form an integrated control strategy.
In this study, batch processes in the presence of model uncertainties are considered. In some cases, conditions of batch processes (such as impurities, raw material conditions, and so on) may be deteriorated from batch to batch, thus batch-to-batch variations take place. When model uncertainties occur in such way, the model-plant mismatch of LTVP model due to linearization of the nonlinear processes can not be neglected. To address this problem in the integrated tracking control, the LTVP model can be updated from batch to batch by using recursive discounted measurements algorithm (RDM) (Ljung and Soderstrom, 1983) , which can capture the up-to-date dynamics of the process quite well when process variations exist.
INTEGRATED CONTROL STRATEGY
The integrated batch-to-batch control and online control based on a batch-wise LTVP model (Xiong, et al., 2007) is reviewed in this section.
Batch-wise LTVP Model
The batch processes considered have fixed batch length and N sampling intervals, and all batches run from the same initial conditions. A batch-wise LTVP model can be obtained in a matrix form as (Xiong and Zhang, 2003) 
where
are perturbation variables of control and product quality variables derived from nominal trajectories, d k is the model error sequence, and G s is the LTVP model, respectively. Due to the causality, the structure of G s is restricted to a lower-block-triangular form:
where g ij ∈R
pxq
. G s can be obtained by linearizing the nonlinear batch processes with respect to the nominal (mean or reference) trajectories (Xiong and Zhang, 2003) . G s is batchwise linear time-varying in the sense that it varies with the nominal control trajectories, which usually varies from batch to batch when model disturbances occur. G s can also be estimated through direct identification from process operational data, such as the least squares and the Kalman filtering (Lee and Lee, 2003) .
After all parameters of model G s are estimated, model prediction in the kth batch run is obtained as
where G k is the estimate of G s at the kth batch run. Model prediction error is defined as .
Batch-to-batch Iterative Learning Control
Based on the LTVP model, an ILC strategy has been developed in our previous work (Xiong and Zhang, 2003) . Due to linearization of the nonlinear processes, model-plant mismatches of LTVP model always exist (Srinivasan, et al., 2003) . Then model errors of the immediate previous batch can be used to modify the LTVP model predictions. Model prediction and modified model prediction in the (k+1)th batch run is obtained as
where the superscript ILC represents batch-to-batch iterative learning control. Considering the aim of ILC is to track the desired reference trajectories of product quality, the tracking errors of process and modified prediction are defined as
where Y d is the specified reference trajectory and assumed to be set reasonably. Then an iterative relationship for along the batch index k is obtained as (Xiong, et al., 2007) ILC k
where is the input change between two adjacent batch runs.
Given above tracking error transition model, the objective of ILC is to design a learning algorithm to manipulate the control policy so that the product qualities follow the desired reference trajectories from batch to batch. The quadratic objective function to update the input trajectory for the (k+1)th batch run is defined as
where Q s and R s are, respectively, positive semi-definite and positive definitive matrices with appropriate dimensions. Through straightforward manipulation, the following ILC law can be obtained (Xiong, et al., 2007) ILC k
The formulation of above ILC law is similar to Q-ILC (Lee, et al., 2002; Chin, et al., 2004) . We focus on the perturbation values of the product qualities instead of the absolute values. The prediction errors in the kth batch are also incorporated into the (k+1)th batch. In the deterministic case, i.e. G k =G s , it has been shown that will nominally converge as k→∞ if has all its eigenvalues inside the unit circle, i.e. (Xiong and Zhang, 2003) .
On-line MPC within batch
On-line control within a batch can also be established in a manner similar to the batch-to-batch control formulation (Xiong, et al., 2007) . During on-line control, it is quite useful to update the control profile of the remaining batch period based on the calculated ILC profile. The remaining future control moves are represented as the ILC control action plus a correction term ) (
where the superscript OLC represents the on-line control,
T is a matrix of future m (m=N−t) control actions to be calculated, and
T has been already calculated by ILC, respectively.
Model predictive control (MPC) with shrinking horizon can be utilized within the current batch (Russell, et al., 1998) , in which the horizon of model prediction is equal to the control horizon and the both are shrinking with time as the batch progresses. During MPC, the future values from time t+1 to the end point N should be predicted by the future input sequence
. If model G k is partitioned according to time t as a block matrix, and then Eq(1) can be written in the matrix form as
where both and are obtained before time t,
Then the predictive model can be written as
Model predictions in the current batch run are also modified by adding predictive errors of the immediate previous batch, which is defined as
where (t+m|t)= .
The tracking error of modified prediction for remaining m input moves is defined as
Like batch-to-batch ILC, a quadratic objective function of online MPC is also defined as 
k+1 (t+m) can be obtained and only the first element is applied to the process. The same procedure is repeated with time t increased by 1 and control horizon m shrinked by 1 until time t reaches the end point N.
Integrated control for batch processes
The procedure of integrated control strategy by combining ILC and MPC is outlined as follows:
Step 1. Based on the historical process operation data set, select the nominal trajectories ( s U , s Y), and estimate model G s as the initial model. Set k=0 and G k = G s .
Step 2. Based on G k , and the modified predictions
for the next batch is calculated by using the ILC law Eq(8).
Step 3. During the (k+1)th batch, based on the calculated ILC policy, utilize MPC (or quadratic programming method if there are constraints) to obtain the remaining future input moves as follows: Set time t=1.
(i) Set m=N-t. Construct G k3 (t) and G k4 (t) from model G k according to time t;
(ii) Based on the calculated and (t+m|t), the remaining control policy (t+m) is obtained by using MPC method Eq(16);
Obtain U k+1 (t+m) according to Eq(9), and its first element is applied to the process; (iv) Set t=t+1 and return to step (i) until t=N. After completion of the (k+1)th batch, both the output profile Y k+1 and the control policy U k+1 are obtained. If necessary, the model G k can be updated and constructed by using these new data.
Step 4. Set and k=k+1, return to step 2 =
BATCH-WISE MODEL UPDATED BY RDM ALGORITHM
In our previous work, least-square algorithm with forgetting factor in a batch formulation is utilized to identify the model in the deterministic case (Xiong and Zhang, 2003) . Due to estimating all parameters of all time t, the batch calculation is quite time-consuming.
When model uncertainties exsit and model errors can be represented by a zero-frequency gain, i.e. ΔG k =αG s , where α is a scalar factor representing structured multiplicative uncertainty, the convergence of batch-to-batch ILC is still valid when α is bounded (Lee, et al., 2002) . However, when model uncertainties vary from batch to batch, there is no oneto-one correspondence between the product qualities and input variables. Hence, it is very difficult to present a formal condition that guarantees the existence of an input trajectory leading to the zero tracking error in batch-to-batch ILC (Lee, et al., 2002; Xiong and Zhang, 2003) . But the weighting matrices Q s and R s in Eq(7) can be used as tuning parameters to ensure that the convergence condition is still met. The tracking error will converge to a small positive value when the LTVP model is updated in each batch run (Xiong, et al., 2007) .
In some cases, some kinetic parameters are changed to different values due to different condition of batch processes and then are kept for next several batches. So model G k is not accurate any more and has to be updated. For those general structure uncertainties, the model can be updated by G k = G s +ΔG k (Lee, et al., 2000) . However, in other cases, model uncertainties occur from batch to batch. For example, raw material conditions may be deteriorated from batch to batch, and the kinetic parameters changes gradually. Then the model should be also renewed gradually in order to capture the upto-date process dynamics. To address this problem, the LTVP model is updated by using the RDM algorithm.
Considering the causality in Eq(1), the model prediction of the product quality at time t (t=1,2,…,N) is a function of all control actions up to time t, i.e.
The model parameters of time t are defined as
Then can be identified based on the operational data by using the following RDM algorithm (Ljung and Soderstrom, 1983) :
is the weighted factor, μ(k) is the time-varying forgetting factor, and μ 0 is usually set to 0.99, respectively.
From the above RDM algorithm, it can be found that it combines the recursive weighted least squares (RWLS) and the recursive forgetting factor (RFF) algorithm. When μ(k)=1, it is the same as the RWLS. And when Λ(k)=1, it is the same as the RFF. If μ(k) and Λ(k) are selected reasonably, the RDM can capture the up-to-date dynamics of the process quite well when process variations exist, and the identified model would be more accurate (Ljung and Soderstrom, 1983) .
The initial estimate of model G s is very crucial for the performance of the integrated control strategy. In this study, the initial model parameters are identified by the least squares algorithm, and then they are updated by the RDM algorithm from batch to batch.
APPLICATION TO A SIMULATED BATCH POLYMERIZATION REACTOR
This example involves a thermally initiated bulk polymerization of styrene in a batch reactor. The differential equations describing the polymerization process are given in (Kwon and Evans, 1975) through reaction mechanism analysis and laboratory testing and the model parameter values are reported in (Gattu and Zafiriou, 1999) . The product qualities include the conversion (y 1 ), the dimensionless numberaverage chain lengths (NACL, y 2 ) and the dimensionless weight-average chain lengths (WACL, y 3 ). (Xiong and Zhang, 2003) .
In this study, the model uncertainty is simulated by batch-tobatch parametric change. Here the scenario is that the kinetic parameter A m (the frequency factor of the overall monomer reaction) changes at the 10th batch as
(23) where A m0 is the nominal value. It represents that A m (k) varies from 1.0A m0 to 1.2A m0 as the batch index k increases.
To investigate the performance of the proposed tracking control strategy in the presence of process uncertainties, three cases were considered: Case 1 -integrated control using the updated model G k ; Case 2 -integrated control using the fixed model G s ; Case 3 -ILC using the updated model G k .
Parameters of ILC were set as Q s =I 3N and R s =0.1I N , while the parameters in on-line control were set as Q t =I 3m and R t =0.2I m , where m≤N and it shrinks with time t during a batch. The parameters for the RDM algorithm were set as the weighted factor Λ(k)=1, the initial value of time-varying forgetting factor μ(0)=0.95, and μ 0 =0.99. Fig. 1 shows the comparisons of root-mean-square-error (RMSE) of product quality tracking error e k in all three cases. It can be seen that based on the updated model in Case 1, RMSE of e k almost converges after about 6 batches under integrated control strategy when disturbances do not exist, and it converges after 8 batch runs when using the fixed model in Case 2. However, at the 10th batch run, the disturbance occurs and the parameter A m almost increases 20% at the 17th batch. If the LTVP model is still kept unchanged, the performance of the integrated control may be degraded due to the large model-plant mismatch as shown in the Case 2. On the contrary, in Case 1, because the batchwise LTVP model is updated gradually by RDM and the model can catch the changed dynamics of the batch reactor, the performance of tracking control has maintained well.
Corresponding input trajectories
at the 20th batch run in three cases are shown in Fig. 2 . The nominal control trajectory is also presented. Under batch-to-batch ILC in Case 3, because there are no effects of the real-time disturbances, the offset of tracking error is the highest among the three cases and the deviation even gradually increases after the model disturbance occurs. It can be seen that, under the integrated control strategy, the advantages of error correction within a batch offered by MPC are combined with the benefit of gradual reduction to the minimum error offered by the batch-to-batch control. Fig. 4 shows, respectively, the product quality profiles 
CONCLUSIONS
An integrated batch-to-batch ILC and on-line MPC strategy for the tracking control of product quality in batch processes is proposed based on an updated LTVP model. To address the problem of model uncertainties occurring from batch to batch, the LTVP model is identified by RDM from the process operational data. Based on the LTVP model, on line MPC within a batch is combined with the ILC, and the integrated strategy can complement each other to obtain good performance of tracking control. The results on a simulated batch polymerization reactor of the proposed method have demonstrated that the performance of tracking product qualities can be improved better under the integrated control strategy when disturbances occur from batch to batch.
