This paper proposes an information retrieval (IR) model based on possibilistic directed networks. The relevance of a document w.r.t a query is interpreted by two degrees: the necessity and the possibility. The necessity degree evaluates the extent to which a given document is relevant to a query, whereas the possibility degree evaluates the reasons of eliminating irrelevant documents. This new interpretation of relevance led us to revisit the term weighting scheme by explicitly distinguishing between informative and noninformative terms in a document. Experiments carried out on three standard TREC collections show the effectiveness of the model.
Introduction
The relevance of a document to a query is often interpreted by most information retrieval (IR) models, such as vector space [29] , probabilistic [26] , inference network [36] , LM [22] as a unique score computed using the term weights in the document and query. These weights are usually based on a combination of parameters like term frequency (tf), inverse document frequency (idf) and document length ðl d Þ. These parameters, by lack of deeper information, are estimated using frequentist measures based on term counting. The previous retrieval models do not consider the incompleteness and the ignorance that could result from exploiting these parameters only. The aim of this paper is to propose an IR model based on possibilistic logic, aiming at a more explicit handling of the incompleteness of information when evaluating both the relevance and the term weight. This model differs from existing proposals on three main points:
Instead of using a unique value that measures how relevant is a document to a query, our model distinguishes reasons for rejecting a document as irrelevant from reasons for selecting it, by means of two measures: possibility and necessity. The possibility of relevance is meant to eliminate irrelevant documents (small possibility degrees express weak plausibility). The necessity of relevance focuses attention on what looks very relevant. To support this interpretation of relevance, term weighting is also reconsidered. It is shown in early works [2, 18] that tuple of informative terms, called by Harter ''specialty" words, do not behave like non-informative ones called ''nonspecialty" terms over a test collection. Possibility theory offers a good framework to distinguish between these two notions. Indeed, our model assigns, to each index term, two values. The first one evaluates to what extent the term is an informative ''specialty word" for a document. This informativeness is evaluated by a necessity degree, i.e. the certainty that the term is good to represent the document content. The second evaluation, related to a degree of possibility, expresses to what extent a term is non-informative, a ''nonspecialty word" that may fail to represent the document content. 
Related works
Relevance is a fundamental concept in information retrieval since the formalisation of IR models relies on it. Several IR models have been proposed in the literature and can be organized in three categories [12] depending on the way they account for relevance.
In the first category, relevance is defined by the similarity between document and query representations. The vector space model [29, 30] is the best representative of that category.
In the second category, relevance is modeled by a Boolean random variable (a document is relevant or not to a query) and the aim of probabilistic models is to estimate its mean value. Several probabilistic models have been proposed by Robertson and co-workers [25, 27] , van Rijsbergen [24] , Fuhr [16] Ponte and Croft [22] . Their key-differences concern the way they estimate the probability of relevance. Other models use fuzzy logic [15, 4] .
Finally, for the third category, the relevance is related to the probability of logically inferring the query from document representations or conversely [37, 38] . We only focus here on Bayesian network models. We consider those models as a blending of logic and probabilistic models. The two known models are the inference networks model of Turtle and Croft [35, 36] and the Belief model of Ribeiro-Neto and Muntz [23, 32] . For those models, document, index terms and query are represented by Boolean variables and the relevance is seen either as the inference of the query from the documents (for Turtle and Croft), or the deduction of relevant documents given a query (for Ribeiro-Neto). Belief networks can thus generalize Boolean, vector space, probabilistic and inference models. Other extensions based on Bayesian networks have been proposed in the literature, either optimizing the computations of conditional probabilities [6, 17] , or integrating dependence between term pairs [10] or document pairs [9] , or dealing with heterogeneous documents [8, 11] . Whatever the proposed model, relevance is seen as a binary concept.
Our approach differs from such existing approaches in several points. It is important to see that previous models (probabilistic, inference) require that a probability distribution be completely specified from available data. In the setting of information retrieval, this data is basically term distribution in both documents and collection. It is clear that this information is useful to characterize the significance of terms in documents and to handle the notion of relevance. However, it is not exhaustive at all. This is only partial information about relevance. Assessing probabilities for probabilistic IR models is carried out by aggregating term frequency and document frequency, while part of information is missing. On the contrary, in a possibilistic framework, the weighting schemes can be more transparent for three reasons:
Term distributions in a given document and in the collection are separately used, and merged only where appropriate. When information is missing, it is easy to account for it in an explicit way, letting the corresponding possibility be 1. The use of arbitrary prior probabilities can be avoided, since uniform possibility distributions, contrary to uniform probability distributions, do not depend on the number of alternatives.
In a nutshell, possibilistic weighting schemes tend to be more natural because more faithful to the actual (partial) information. The use of two degrees (possibility and necessity) instead of a unique probability degree reflects the incompleteness of the actual relevance information: the larger the difference between possibility and necessity, the less information is expressed. Moreover, it also enables a separate handling of the elimination of surely irrelevant documents (with a low term frequency) and the search for surely relevant ones (with a high tf.idf value). These advantages are common to all approaches allowing for imprecise information (belief function, imprecise probabilities) possibility theory being the simplest among them.
Possibility theory and possibilistic networks
Possibility theory introduced by Zadeh [39] and developed by Dubois and Prade [13] , handles uncertainty in the interval [0,1], then called possibility scale. It is tailored to the representation of incomplete information, as opposed to probability theory. It lends itself to either a qualitative or a quantitative representation [14] . Our basic approach is based on the numerical setting. In this case, it can capture some kinds of imprecise probabilities.
Possibility distribution
A possibility distribution p is a mapping from U (universe of discourse) to [0, 1] . p(u) evaluates the plausibility that u is the actual value of some variable to which p is attached. p(u) = 0 means that u is impossible but p(u) = 1 only indicates a lack of surprise about u. The normalization condition is of the form max u2U pðuÞ ¼ 1:
It suggests that at least one value in U is fully possible, or totally unsurprizing. If max u2U pðuÞ < 1, there is an internal contradiction or conflict in the representation. It denotes a partial inconsistency.
Declaring an event impossible does not only imply that the opposite event is possible, but also that it is certain. Two adjoint evaluations are used: a possibility measure and a necessity measure. A proposition A is evaluated by its degree of possibility PðAÞ ¼ max u2A pðuÞ and its degree of necessity (or certainty) NðAÞ ¼ 1 À PðAÞ where A is the complement of A.
Possibilistic conditioning
A possibility scale can be interpreted in two ways. In the ordinal case, possibility values only reflect an ordering between possible states; in the numerical scale, possibility values often account for upper probability bounds. The combination of possibility distributions, expressed through triangular norms (t-norms), depends on the scaling. The ''minimum" operator only is used to combine distinct distributions in the ordinal setting while the ''product" operator may be used to aggregate independent numerical distributions.
A conditional possibility PðAjCÞ, where C -; is such that the equation PðA^CÞ ¼ PðAjCÞ Ã PðCÞ holds, where * is the product or the minimum [13] . Only the numerical setting is presented in this paper as the basic approach presented here uses a numerical setting. We thus use the product-based conditioning, which yields, if P(C) > 0 pðxj p CÞ ¼ pðxÞ
Note that this definition is similar to the one in probability theory. The only difference is that P(C) is computed according to the maximum rule instead of the sum.
Product-based possibilistic networks
Existing works on possibilistic networks are either a direct adaptation of the probabilistic approach [1] or a way to perform learning from imprecise data [3] . The two definitions of conditioning lead to two definitions of causal possibilistic networks. Product-based possibilistic networks are very similar to probability based networks. Minimum-based possibilistic networks differ from them. The key difference concerns the recovering of the initial data from the network, which is not ensured in minimum-based networks [1] . A directed possibilistic network on a variable set V is characterized by a graphical component and a numeric component. The first one is a directed acyclic graph. The graph structure encodes independence relation sets just like Bayesian nets. The second component quantifies distinct links of the graph and consists of the conditional possibility matrix of each node in the context of its parents. These possibility distributions should respect normalization. For each variable V If V is a root node and dom(V) is the domain of V, the prior possibility of V satisfies: max v2domðVÞ PðvÞ ¼ 1.
If V is not a root node, the conditional distribution of V in the context of its parents should satisfy:
where Par V : tuple of parent variables of V; domðPar V Þ: Cartesian product of domains of parents of V.
A product-based possibilistic graph is a possibilistic graph whose associated conditional possibility distribution is based on the product operator. The possibility distribution of product-based possibilistic networks, p p , obtained by the so-called chain rule is
The possibilistic information retrieval model
One main idea behind our possibilistic model concerns the interpretation of relevance. Instead of using a unique relevance value of a document with respect to a query, we propose a possibilistic approach to compute relevance. This model should be able to infer propositions like:
It is more or less plausible (to a certain degree) that the document is relevant for the user need; this is quantified by a degree of conditional possibility denoted by Pðd j jQ Þ.
It is almost certain (in possibilistic sense) that the document is relevant to the query; this is quantified by a degree of conditional necessity denoted by Nðd j jQ Þ ¼ 1 À Pðd j jQ Þ, by definition, where Pðd j jQ Þ is the degree of possibility that the document is not relevant to the query.
The first kind of evaluation should be understood negatively. A low value of Pðd j jQ Þ is meant to eliminate irrelevant documents (weak plausibility). If Pðd j jQ Þ ¼ 0, it is certain that document d j is not relevant to query Q. However, Pðd j jQ Þ ¼ 1 does not imply that the document is relevant, only that nothing prevents the document from being relevant. The second evaluation focuses attention on what looks very relevant. Under a possibilistic approach, given the query, we are thus interested in retrieving necessarily relevant documents; or at least possibly relevant ones if there are none of the first kind.
Model architecture
Our approach is based on product-based possibilistic directed networks where relations between documents, query and term nodes are quantified by possibility and necessity measures. The proposed network architecture, whose topology borrows from both Turtle and Ribeiro-Neto models, appears in Fig. 1 . From a qualitative point of view, the graphical component represents the query, index terms, document nodes and the (in)dependence relations existing between nodes. Document and query nodes have binary domains. A document D j is invoked or not, taking its values in the domain fd j ; d j g. The activation of a document node, i.e. D j ¼ d j (resp. d j ) means that a document is relevant (resp. or not). A query Q takes its values in the domain fq;
qg. As only the query instantiation is of interest, we consider Q = q only, and denote it as Q. The domain of an index term node T i , is ft i ; t i g. T i ¼ t i means a term t i is present in the document and thus is representative of the document to a certain degree. A non-representative term, denoted by t i , is a term absent from (or not important in) the document.
Let TðD j Þ (resp. TðQ Þ) be the set of terms indexed in document D j (resp. present in the query). The query expresses a request for documents containing some terms and possibly excluding other terms. Arcs are directed from document node to index term nodes defining dependence relations existing between index terms and documents. The values taken by index term nodes depend on the document node (parent) instantiation. The query instantiation only gives evidence to propagate through invoked terms. Thus, arcs are directed from term to query nodes. The terms appearing in the user query form the parent set of Q in the graph.
There is an instantiation of the parent set Par(Q) of the query Q that represents the query in its most demanding (conjunctive) form. Let h Q be such an instantiated vector. Any other instance of the parent set of Q is denoted h. In this paper we restrict to the case when h Q only contains positive instantiations of terms, terms appearing in the query. Nevertheless, our approach makes it possible to explicitly include negative instances of terms, with a view to reject documents containing these terms.
Query evaluation
The query evaluation consists in the propagation of the information conveyed by the query through activated arcs, so as to retrieve relevant documents. Two kinds of relevance will be evaluated given a query, the necessarily relevant documents measured by NðD j jQ Þ, and the possibly relevant documents measured by PðD j jQ Þ. The retrieved documents ranked first are necessarily relevant documents (if D j exists such that NðD j jQ Þ > 0) and then possibly relevant documents. The propagation process evaluates the following quantities: and
The possibility of Q can be expressed as PðQÞ ¼ maxðPðQ^d j Þ; PðQ^d j ÞÞ:
Eq. (2) uses definition (1) of conditional possibility, and Eq. (3) comes from duality between the possibility and the necessity. It implies
Given the model architecture on Fig. 1 , PðQ^D j Þ is of the form:
where H is the set of possible configurations h of the parent nodes (terms) of Q and h i is the instanciation of term variable T i in configuration h. For instance if node Q is related to nodes {T 1 ,
PðQ^D j Þ is computed by considering the two possible values of the document variable D j 2 fd j ; d j g and all possible instances h of the parent set of Q. An important point is that our model explicitly takes into account the absence of a query term in a document. It is measured by Pðh k Þ if term t k is present in the query but not in the document under study.
We detail in the following sections how the different parameters of the model are set: the query aggregation method for the computation of PðQjhÞ, the document term weighting, PðT i jD j Þ and the root terms: Pðh k Þ.
Illustration
Let 
The possibility of the query given the index terms is evaluated by the coefficients PðQ jT 2 T 3 Þ whose values depend on the chosen interpretation of the query, as seen now.
Estimating PðQjhÞ
Several interpretations of a query exist, whereby query terms are aggregated by conjunction, disjunction. . . or, like in Bayesian probabilistic networks, by sum and weighted sum as proposed for example in the works of [34] . The basic idea is that for any instantiation h, the conditional possibility PðQjhÞ is specified by some aggregation function merging elementary possibilistic likelihood functions PðQjh i Þ where h i is the instance of T i in h. Each PðQ jh i Þ is the weight of instance h i in view of its conformity with the instantiation of T i in the query (in h Q ). We do not consider relations that may exist between terms.
When the user does not give any information on the aggregation operators to be used, the only available evidence one can use is the importance of each query term in the collection. This evidence is available for single terms that have to be combined. PðQ jhÞ can be estimated using Boolean operators or Fuzzy OR.
Boolean aggregations
For a Boolean AND query only the configuration of all terms appearing in the query is considered, then
The possibility of the query Q given an instance h of all its parents, is given by
the latter means that the term T i in h is instantiated as in the query. The evaluation process puts emphasis on documents containing all query terms.
For a Boolean OR query, the document is already somewhat relevant if there exists a query term in it. The pure disjunctive query is handled by changing " into $ in the conjunctive query. But this interpretation is too weak to discriminate among documents.
Fuzzy counterpart of noisy OR
A possible query term combination can be based on the Noisy Or commonly used in probabilistic networks [21, 19] . The primitive terms in a possibilistic Noisy Or are of the form
In this case, PðQjhÞ is evaluated in terms of conditional possibilities of the form PðQ jt i^k-i t k Þ using a probabilistic sum, thus generalizing the Boolean OR. Then
Only positive terms common to the query configuration and the current configuration h appear. This equation computes a kind of degree of similarity between h Q and h. It makes sense when only positive terms appear in the query ðT i ¼ t i Þ. The
Noisy Or expresses the following behavior: the greater the number of positive terms common to the query and the term configuration of interest, and the more discriminant these terms, the higher the obtained value of PðQ jhÞ.
Next, we assume conditional independence between the query Q and t k ; k -i in the context of term t i . It comes down to letting
If we assume that a query contain only positive terms, this identity implicitly assimilates the absence of a term in a query to the negation of this term. In other words the similarity between configuration t i^k-i t k and h Q is the same as the similarity between a query containing only t i and h Q . This simplification can no longer be acceptable if negations of terms are allowed in queries.
Finally, in order to assess PðQ jt i Þ, it is natural to consider it all the greater as the term t i has more discriminative power. A factor that is usually used in IR to interpret a discriminative power of a term is idf (The Inverse Document Frequency). Instead of the idf coefficient, we propose a more refined factor based on the density distribution of a term in the collection. This density is computed using the entropy of the term given as follows:
Here tf kj is the term frequency in the document and dl j is the document length, dl j ¼ P i tf ij . Thus, Eðt k Þ is all the smaller as term t k is unequally distributed, hence having a good discrimination power. Then, the density qðt k Þ of a term t k is given by
A reasonable estimate of PðQ jT i Þ is thus given by the following formula:
Estimating the prior possibility of a document
In the absence of information, the prior possibility of a document node is uniform
It is the specificity of possibilistic networks to allow for an unbiased representation of ignorance in root nodes. Actually, we can obtain prior information on a document given the importance of its terms, its length. Indeed it is well known that long documents are likely to be more relevant to a query than short documents [27, 33] . We then use this evidence to evaluate this prior possibility as
where dl j is the length in frequency of document d j ; dl j ¼ P i tf ij . The shorter the document, the less possibly relevant it is.
Estimating
PðT i jD j Þ Our approach distinguishes between terms which are possibly (i.e. potentially) representative of document content (whose absence from a query would make this document irrelevant) and those which are necessarily representative of documents, i.e. terms which suffice to characterize documents. Here,''representative" (also called informative in this paper)
should not be necessarily understood in the general sense, but only as ''useful to retrieve this document in the collection". To estimate these parameters we propose two postulates:
Postulate 1: All the terms appearing in the document are possibly representative of this document. A term is all the more possibly representative of a document as it appears frequently in that document. Postulate 2: A term is all the more necessarily representative (can be considered as specialty term) of a document as it appears more frequently in that document while it appears fewer times in the entire collection.
According these two postulates, Pðt i jd j Þ can be estimated by considering all sources of evidence that are related to the document. It could have several formulations, but we retained the following simple form:
where tf ij is the term frequency in the document. A term weight 0 means that a term is not compatible with the document. If it is equal to 1, then the term is possibly representative or relevant to describe the document. Note that the possibility degree is normalized (its maximum is 1). A term not appearing in a document makes it irrelevant for a query 1 ; when this term appears with maximal frequency it is only considered as a possible candidate to represent it.
The necessity degree should distinguish discriminant terms from others terms. A discriminant term in a collection is a term which appears (often) in few documents of the whole collection (called by Harter [18] elite set). We assume that a discriminant term is a term which is necessarily representative (specialty) of a document thus crucially contributes to selecting it. We define the necessary degree, / ij , of term t i to represent a document d j as a weight that could be estimated using different sources of evidence related to the document and the collection. Thus, in order to take into account the fact that a term is discriminant in the collection and a good representative within the document, we propose to use the term density (Eq. (10)), combined with a within-document importance factor inspired by the Okapi's BM25 formula [27] . Thus, / ij could be estimated as follows:
where dl and avg_dl are document length and average document length, respectively, and qðt i Þ is the density of t i , h i are constants set to (h 1 = 0.1, h 2 = 0.1) in these experiments. This degree of representativeness is interpreted as the degree of necessity for a term to identify (imply) a document
using material implication. It is thus likely to retrieve a document. Since the prior possibility Pðd j Þ ¼ 1; Table 1 summarizes the conditional possibilities of term instantiations given the document instantiations. An interesting point that can be noticed, which differs from probabilistic approach, is that Pðt i jD j Þ ¼ 1 for both d j and d j . These values leave room for possible ignorance. Pðt i jd j Þ ¼ 1 is enforced because the frequency tf alone is not sufficient to claim a term is typical of a document (so, Nðt i jd j Þ ¼ 0). Moreover, Pðt i jd j Þ ¼ 1 because excluding document d j cannot highlight any term (it cannot make a term necessary).
Estimating Pðh k Þ
In the present approach, the absence of a query term from a given document will explicitly affect the relevance score of that document. Therefore, weights Pðt k Þ are assigned to such root term nodes. The more important a query term, t i , absent from a document, the smaller Pðt i Þ, and conversely. It ensures an attenuation of the relevance of the document. The importance of a term is again evaluated by its density distribution over the collection and measured by its entropy. All in all, the impact of the absence of a query term in a document is measured by Table 1 Conditional possibility PðTijDjÞ.
We recall that qðt i Þ is decreasing with the term importance.
Experiments
Experiments were carried out on three TREC collection 2 : TREC2, TREC3 and TREC10. The documents of TREC2 and TREC3 are issued from Disk1&2 and composed of newspapers articles. The queries are issued from the topics 101-150 (for TREC2) and 151-200 (TREC3). The collection of TREC10, named WT10G are composed of web page and we used the 501-550 topics. The topics are composed of three fields (title, description and narrative) only title field is used in our experiments. Title corresponds much more to a realistic query composed of two words in average. Table 2 summarizes the characteristics of these collections.
The evaluation of the proposed system follows the TREC protocol. Each query is submitted to the system. The 1000 first retrieved documents are evaluated in terms of precision and recall points. The precision at point x, P x , is the ratio evaluating the number of relevant documents retrieved among the x top retrieved documents. Moreover, to better evaluate whether the obtained results, mainly when comparing two methods, are statistically significant, we performed a statistical significance test, namely Student paired t-test. This t-test assigns a confidence value (p-value) to the null hypothesis. The typical null hypothesis is that there is no difference between the compared systems. When the p-value is low, typically, if p-value < 0.05, the null hypothesis is rejected (which means that the results are not obtained by chance).
Our aims in these experiments are twofold:
First we want to evaluate the general behavior of our model. Two sets of experiments are described. The first set evaluates the impact, in terms of performance, of two important parameters of the model, namely root terms and prior possibility of a document. The second set evaluates whether the combination of the different proposed parameters to measure the relevance is effective compared to two baseline models. Second, we want to show how our model behaves compared to the BM25 (Best Matching 25) of the probabilistic model OKAPI of Robertson and Walker [27] .
Impact of the root term and the document length
We focus our investigation here on evaluating the impact of two specific parameters of our model: root terms and document length. Table 3 summarizes how the different parameters of Eq. (4) are set in these experiments. These parameters are those for which our model obtained the best performance. We notice that for the query term aggregation both possibilities are set to 1. Indeed, we choose to consider only the configuration containing all the positive terms (the whole query under the conjunctive view) (i.e. the max is not needed in Eq. (4)). Table 4 shows the results when the prior possibility of a document and the root terms are not considered (labeled respectively ''without prior", which means Pðd j Þ ¼ Pðd j Þ ¼ 1Þ and ''without root", which means Pðt i Þ ¼ Pðt i Þ ¼ 1Þ). The row labeled P + N corresponds to our model with the parameters set as listed in Table 3 . The first important lesson one can draw form these results concerns the root terms. Indeed we notice that the performance, in all considered levels of precision and for the three collections, dramatically falls down when root terms are not explicitly involved (p-values < 0.01). We recall that the role of root term factor is to attenuate the relevance score of the documents that do not contain one or several query terms. And this decrease is all the more important as the term is very discriminant in the collection. One can also notice that the prior possibility, more specifically the document length, has also an impact depending on the collections. We notice that for TREC10 when this factor is not considered, the precision at all the considered levels is significantly less than that of the best model. However, for TREC2 and TREC3 this factor seems to have little impact. This result could be explained in part by the difference between the document length in the three collections. Indeed, the documents in TREC10 are much more heterogeneous in terms of length than those of the two other collections (see [20] for more details about this point). 
Comparison with two baseline models
The question to be asked in our model concerns the usefulness of conjointly exploiting two measures to evaluate the relevance and particularly the effectiveness of the combination of the different parameters in Eq. (4) . In other words the question is: if one uses a classical model based just on either the possibility or the necessity term weights proposed in this paper, would not it be sufficient to get as good performance as the proposed model?
In order to evaluate this point we compared our model to two models based on the two term weights used in our model. In the first model (labeled Model1) the relevance of a document d w.r.t. query q is evaluated as follows:
In the second model (labeled Model2) it is evaluated as follows:
where qtf i the term frequency of t i in q, n i the number of documents containing t i and N is the total number of documents in the collection. These experiments were conducted on the three considered collections (see Table 5 ). It is patent that whatever the collection the precisions of the P + N model are better, at all levels, than those of both baseline models. Most of the improvements (Impr(%) PN vs. M1 (M2)) are statistically significant. We notice that for TREC3 the improvement is clear at the MAP level which is the most reliable measure in IR [31] . This performance is surely correlated to the way the terms are weighted by their possibility and their necessity to represent the document, but it not the only reason. We believe that the main reason comes from the way we combine the different sources of evidence and the way we interpret the relevance. Table 3 Conditional and marginal possibilities of used parameters. 
Comparison with BM25
Before discussing further results, we give some clarification of these experiments. The results of BM25 are those obtained by the BM25 ranking formula on our inverted file, built with our own indexing method. The inverted file is built by means of the usual method, by considering the whole text of the document, without any specific tag processing, as done in OKAPI in different TREC experiments. This explains, for instance, why the results listed in Table 6 using BM25 on TREC10 collection are different from those reported by Robertson et al. in the TREC10 [28] . However, the results on TREC2 and TREC3 are similar to those obtained by OKAPI system. Furthermore, we choose to compare our model to BM25, instead of the probabilistic inference model (Inquery) [35] because of the superiority of BM25 in terms of performance to all other ranking functions. One could expect that if our model outperforms BM25 it would also outperforms the Inquery ranking function. The BM25 formula we used in these experiments is
where qtf i is the term frequency in the query, N is the number of documents in the collection, n the number of documents containing term t i , avg_dl, the average document length; b = 0.75, k 2 = 8, k 1 = 1.2. Notice the parameters values we used for BM25 are those defined by the authors for the same collections we used. Table 6 lists the results on the three considered collections. It shows that our model is better than BM25 at most precision levels and on the three collections, with more than 20% on MAP and 10% on P10 better than BM25 for TREC10. We notice also for collections the TREC2 and TREC3 significant improvements at least on MAP for TREC3 and on top level documents for TREC2. This to say that in all cases our model behaves differently from Okapi. Behind these results it seems, as we expected, that the necessity of relevance allows to better focus on a particular subset of relevant documents. These results can be partly explained by the fact that our model evaluates the certainty of relevance, modeled by a necessity degree. When a document is assigned a positive necessity degree, it strongly highlights its relevance to the query. We are much more confident in necessarily relevant documents (ranked on top of retrieved documents) than in possibly relevant documents (ordered after necessarily relevant documents if any). This result is patent when we carefully look at the queries retrieving necessarily relevant documents. Notice that only 10 queries among 50 of the TREC10 collection are concerned, six for TREC2 and eight for TREC3. Table 7 shows the precisions averaged over these queries. We notice that the improvements in average are much better than those observed when considering all queries. For instance, one observes that the improvement for TREC10 reaches 57% at MAP and 65% at P10 whereas, it is only (approx.) of 21% and 20% when all the queries are considered. Similar general improvements are observed for the other collections, particularly for TREC3, where P10 grows from (approx.) 0% to more than 20% and the MAP from 8% to 21%. 3 In general, the first interesting result one can draw from these preliminary experiments is the ability of our model to behave better than BM25 in the different considered situations. The second important result comes from the theoretical framework that supports our approach. The originality of the proposed model is its interpretation of the relevance and the term weighting. Our approach processes evidence extracted from documents differently from most IR models.
Conclusion
This paper presents a new IR model based on possibilistic networks. Possibilistic networks are a counterpart to Bayesian networks. The proposed model is defined in the quantitative setting of possibility theory. Generally, possibility measures are convenient to filter out documents (or index terms from the set of representative terms of documents) whereas necessity degrees express document relevance (based on index terms representativeness). The necessarily relevant documents are retrieved among top retrieved documents and are followed by the possibly relevant documents. The proposed modeling of relevance allows to consider more than one aspect related to this complex notion. Experiments carried out on three standard collections showed the potential effectiveness of this original approach.
The proposed approach can be improved by:
including negative terms in queries and distinguishing it from the absence of a term in a query. It opens the possibility of rejecting documents containing inappropriate terms, by adding knowledge from user judgments on retrieved documents or by iterating a blind relevance feedback on the five first retrieved documents. As we showed in the experiments section, the proposed model is very effective on top retrieved documents due to high precision.
Many other future works can be inspired by this approach. For instance, possibility theory offers the opportunity of devising a qualitative counterpart setting to this model. It would allow to handle preference relations between documents in terms of their relevance or between index terms as to their representativity in the context of the documents. It would be interesting to measure the performance loss incurred by turning to a qualitative setting. 
