Abstract. Suppose that G is a finite, unitary reflection group acting on a complex vector space V and X is the fixed point subspace of an element of G. Define N to be the setwise stabilizer of X in G, Z to be the pointwise stabilizer, and C = N/Z. Then restriction defines a homomorphism from the algebra of G-invariant polynomial functions on V to the algebra of C-invariant functions on X. Extending earlier work by Douglass and Röhrle for Coxeter groups, we characterize when the restriction mapping is surjective for arbitrary unitary reflection groups G in terms of the exponents of G and C, and their reflection arrangements. A consequence of our main result is that the variety of G-orbits in the G-saturation of X is smooth if and only if it is normal.
Introduction
Let G be a finite unitary reflection group acting on a finite dimensional complex vector space V and let X be a subspace of V . Define N X = { g ∈ G | g(X) = X }, the setwise stabilizer of X in G, Z X = { g ∈ G | g(x) = x ∀x ∈ X }, the pointwise stabilizer of X in G, and
Then C X acts faithfully on X. We frequently identify C X with its image in GL(X) and consider C X as a subgroup of GL(X). In this situation, restriction defines a surjective, degree preserving, algebra homomorphism ρ X : C[V ] → C[X] from the algebra of polynomial functions on V to the algebra of polynomial functions on X with ρ X (C [V ] G ) ⊆ C[X] C X . Let
be the algebra homomorphism from G-invariant polynomials on V to C X -invariant polynomials on X obtained by restriction. Note that ρ X is surjective if and only if every C X -invariant polynomial function on X extends to a G-invariant polynomial function on V . The main result of this paper, Theorem 2.1, is an elementary combinatorial characterization of when the map ρ X is surjective in the case when X is the fixed point space of an element (or equivalently a subgroup) of G. This characterization is in terms of (1) the exponents of G and the exponents of the subgroup of C X generated by the elements that act on X as reflections, and (2) the restriction of the arrangement of G to X. In addition, we show that when ρ X is surjective, the group C X always acts on X as a unitary reflection group. In the course of the proof of Theorem 2.1 we classify all pairs (G, X) where G is an irreducible unitary reflection group acting faithfully on V , X is the fixed point set of an element of G, and C X acts on X as a unitary reflection group. A corollary of the main result is a characterization of the surjectivity of ρ X in terms of the smoothness of the variety of G-orbits in the G-saturation of X in V . Theorem 2.1 in the present paper was stated and proved for finite Coxeter groups in [6] . The arguments in this paper are almost entirely independent of that paper and give a more uniform proof of [6, Theorem 2.3] .
Lehrer and Springer [10] show that if G acts on V as a reflection group and X is a subspace of V that is maximal among the eigenspaces of elements of G with a fixed eigenvalue, then the conclusions of Theorem 2.1 hold. Because we consider fixed point subspaces, that is, 1-eigenspaces, of elements of G, the only subspace covered by both our arguments and those in [10] is V itself.
The rest of this paper is organized as follows. In §2 we state the main theorem and outline the proof. We make some reductions and prove some preliminary results in §3, then we complete the proof of Theorem 2.1 for the infinite family G(r, p, n) in §4 and for the exceptional unitary reflection groups in §5. Tables containing the results of our computations for the exceptional groups that are used in the proof of the theorem are given in an appendix.
Statement of the main result and outline of the proof
Suppose V is an n-dimensional complex vector space and G is a finite subgroup of the general linear group GL(V ). A linear transformation r ∈ GL(V ) is a reflection if its fixed point subspace, Fix(r), is a hyperplane in V . Let G ref be the subgroup of G generated by the set of reflections in G. If G = G ref , then we say that G acts on V as a unitary reflection group, or simply as a reflection group. The group GL(V ) acts on the algebra C[V ] of polynomial functions on V with
, and v ∈ V , and one may consider the subalgebra C[V ] G of G-invariant polynomial functions on V . Obviously a polynomial function f is G-invariant if and only if it is constant on G-orbits in V . It follows from the well-known theorem of Chevalley-Shephard-Todd that the following statements are equivalent:
• G acts on V as a unitary reflection group.
G is a polynomial algebra.
• The orbit variety V /G is smooth.
When these conditions hold, it is known that the multiset of degrees of a set of homogeneous generators of C[V ]
G does not depend on the chosen set of generators. These positive integers are the degrees of G. If d 1 , . . . , d n are the degrees of G, then d 1 − 1, . . . , d n − 1 are the exponents of G. In general, define the exponents of a finite subgroup G of GL(V ) to be the multiset of exponents of the unitary reflection group G ref and denote this multiset by exp(G). By a hyperplane arrangement in V we mean a finite set of hyperplanes in V . The reflections in G determine a hyperplane arrangement in V , namely
is a reflection arrangement, and exp(G) = exp(G ref ). For a subspace X of V there are two natural hyperplane arrangements arising from the action of G on V . These are (1) the reflection arrangement A(X,
X , which consists of the intersections
X is not necessarily a reflection arrangement.
We can now state our main result.
The map ρ X is the comorphism of the finite morphism from the quotient variety X/C X to the quotient V /G that maps a C X -orbit in X to its G-orbit in V . The image of this morphism is the variety GX/G, the orbit variety of the G-saturation of X in V , and it factors as the composition
where the first morphism is surjective and the second is injective. The surjective morphism X/C X → GX/G is the normalization of the affine variety GX/G. Richardson [14, 2.2.1] has shown that if G is a unitary reflection group and X is any subspace of V , then ρ X is surjective if and only if GX/G is a normal variety, or equivalently, if and only if X/C X ∼ = GX/G. It follows from the Chevalley-Shephard-Todd Theorem that C X acts on X as a reflection group if and only if X/C X is a smooth variety. Together with Theorem 2.1, this proves the following corollary. Corollary 2.3. Suppose G acts on V as a unitary reflection group and X is the space of fixed points of an element of G. Then the following are equivalent:
(
The lattice of a hyperplane arrangement A, denoted by L(A), is the set of subspaces of the form H 1 ∩ · · · ∩ H m , where {H 1 , . . . , H m } is a subset of A. The next lemma is well-known.
Lemma 2.4. Suppose that G acts on V as a unitary reflection group and that X is a subspace of V . Then the following statements are equivalent:
(1) X is in the lattice of A(V, G).
(2) X is the fixed point space of an element of G.
(3) X is the fixed point space of a subgroup of G.
Proof. It is shown in [13, Theorem 6.27 ] that the first two statements are equivalent. The second statement implies the third because Fix(g) = Fix( g ) for g ∈ G. Finally, the third statement implies the first because if H is a subgroup of G, then Fix(H) =
h∈H Fix(h), and by the second statement each subspace Fix(h) is in L(A(V, G)).
In the following, we frequently refer to subspaces in the lattice of A(V, G) instead of fixed point subspaces of elements, or subgroups, of G. To simplify the notation, in the rest of this paper set
when G and V are fixed.
The proof of Theorem 2.1 proceeds as follows. First, it is shown in §3 that it is enough to prove the theorem when G acts faithfully on V as an irreducible unitary reflection group. Thus, when convenient, we may assume that this is the case.
Next, under the assumptions of the theorem, it is shown in Theorem 3.2 that if ρ X is surjective, then A(C X ) = A(G)
X . This focuses attention on subspaces X such that A(C X ) = A(G)
X . The subspaces in the lattice of A(G) with the property that A(C X ) = A(G) X are classified for the infinite family of irreducible unitary reflection groups in §4 and for the thirty-four exceptional unitary reflection groups in §5. One consequence of the classification is Theorem 3.5, which states that if either A(C X ) = A(G) X or exp(C X ) ⊆ exp(G), then C X acts on X as a reflection group. A second consequence of our computations, given in Corollary 4.9, is an elementary arithmetic characterization of the subspaces X ∈ L(A(G)) such that C X acts on X as a reflection group when G = G(r, p, n) is in the infinite family of reflection groups; and, in the appendix, a classification of these subspaces when G is an exceptional reflection groups.
Finally, the proof of the theorem is completed by showing that
(1) if ρ X is surjective and C X acts on X as a reflection group, then exp(C X ) ⊆ exp(G), and that
The first statement is proved in [6, Proposition 3.1] . For the convenience of the reader we reproduce the short argument in §3. The second statement is proved by direct computation, using the classification of subspaces X with A(C X ) = A(G) X , and is given in §4 and §5.
Reductions and preliminary results
For general information about hyperplane arrangements and reflection groups we refer the reader to [13] .
As above, suppose V is a finite dimensional complex vector space, G is a finite subgroup of GL(V ), and X is a subspace of V . We assume also that a positive, definite, hermitian form on V is given and that G is a subgroup of the unitary group of V with respect to this form.
In this section we make several reductions; state and prove Theorem 3.2, a preliminary result that may be viewed as a strengthening of [6, Proposition 3.1]; state a second preliminary result, Theorem 3.5; and complete the proof of the forward implication in Theorem 2.1, assuming the validity of Theorem 3.5. The proof of Theorem 3.5 and the completion of the proof of Theorem 2.1 are given in §4 for the infinite family of irreducible unitary reflection groups and in §5 for the exceptional irreducible unitary reflection groups.
Reductions
In this subsection we show that it is enough to prove Theorem 2.1 when X is chosen from a set of orbit representatives for the action of the normalizer of G in GL(V ) on L(A(G)) and that it is enough to prove Theorem 2.1 when G acts faithfully on V as an irreducible reflection group.
Furthermore, an element g ∈ N X acts on X as a reflection if and only if hgh −1 ∈ N h(X) acts on h(X) as a reflection. It follows that c h carries the set of elements in C X that act on X as reflections bijectively to the set of elements in C h(X) that act on h(X) as reflections, and so c h restricts to an isomorphism
The linear transformation h determines an algebra automorphism
be the restriction maps. It is straightforward to check that the diagram
commutes, and so ρ X is surjective if and only if ρ h(X) is surjective. If in addition G acts on V as a reflection group, then h permutes the hyper-
) and the restriction h| X : X → h(X) determines a bijection between the restricted arrangements A(G) X and A(G) h(X) in X and h(X), respectively. For later reference we summarize the observations in the preceding paragraphs in the following proposition.
is an isomorphism that restricts to an isomorphism of reflection groups
and L(A(C h(X) )), (3) h| X : X → h(X) determines a bijection between A(G) X and A(G) h(X) , and (4) ρ X is surjective if and only if ρ h(X) is surjective.
Consequently, the conclusions of Theorem 2.1 hold for X if and only if they hold for h(X).
In the rest of this subsection we assume that G is a finite unitary reflection group and X is in the lattice of A(G).
Set V f = Fix(G) and let V r be the orthogonal complement of V f in V . Obviously V f ⊆ X. Let X r be the orthogonal complement of V f in X. Notice that G acts faithfully on V r as a unitary reflection group and that C X acts naturally on X r . The restriction map ρ X :
where ρ Xr is given by restriction, and ρ X :
C X may be identified with
where ρ Xr is given by restriction. Clearly, ρ X is surjective if and only if ρ Xr is surjective.
Because V f is contained in every reflecting hyperplane of G in V , there are canonical bijections between A(V, G) and A(V r , G), and between A(V, G)
X and A(V r , G) Xr . Let O f denote the multiset containing 0 with multiplicity dim V f . Then
where exp(G, V ) denotes the multiset of exponents of G acting on V , exp(G, V r ) denotes the multiset of exponents of G acting on V r , and so on. Thus, A(C X ) = A(G)
It follows from the observations in the preceding two paragraphs that it is enough to prove Theorem 2.1 when G acts faithfully on V .
Finally, suppose G acts faithfully on V as a reducible reflection group. Then there are subgroups G 1 and G 2 of G and complementary orthogonal subspaces V 1 and V 2 of V such that G i acts faithfully on V i as a unitary reflection group for i = 1, 2, G ∼ = G 1 × G 2 , and the action of G on V may be identified with the action of
It is straightforward to check that Theorem 2.1 holds for V , G, and X if and only if it holds for V i , G i , and X i for i = 1, 2. Thus, it is enough to prove Theorem 2.1 when G acts on V as an irreducible reflection group.
Recall that the irreducible unitary reflection groups are classified in [16] as one infinite, three parameter family, the groups G(r, p, n), and 34 exceptional groups denoted by G 4 , . . . , G 37 .
In [6, §3] it is shown that if G and C X act as unitary reflection groups, A(C X ) ⊆ A(G) X , and ρ X is surjective, then A(G) X = A(C X ) and exp(C X ) ⊆ exp(G). In this subsection we prove a variant of this result that does not include the hypothesis that C X acts on X as a reflection group or the conclusion that exp(C X ) ⊆ exp(G). Theorem 3.2. Suppose G acts on V as a unitary reflection group, X is in the lattice of A(G), and the restriction map ρ X :
Before proving the theorem we need some preliminary results. Returning to the setup in the statement of the theorem, suppose that dim X = a, choose g ∈ G such that X = Fix(g), and choose a basis {b 1 , . . . , b n } of V consisting of eigenvectors for g, indexed so that {b 1 , . . . , b a } is a basis of X. Let {x 1 , . . . , x n } denote the dual basis of V * . Then the restrictions of x 1 , . . . , x a to X form a basis of X * .
Proof. Note that X = Fix(g) is the 1-eigenspace of g. Denef and Loeser [5] have shown that if h ∈ G, v 1 and v 2 are eigenvectors for h with eigenvalues λ 1 and λ 2 respectively, and
Proof of Theorem 3.2. As shown in [6] , it is always the case that
and choose a set of homogeneous generators {f
where the maps are defined as follows: π, π 1 , and π 2 are the natural quotient maps; i, i 1 , and i 2 are the inclusions; F (Gv) i = f i (v) for 1 ≤ i ≤ n; and F is obtained from F by restriction. Note that ρ X is the comorphism of i 1 • π 2 . Richardson [14, 2.2.1] has shown that ρ X is surjective if and only if π 2 is an isomorphism and so in our situation, π 2 is an isomorphism. It follows from the theorem of Chevalley-Shephard-Todd that F is an isomorphism, hence, so is F . Suppose x ∈ X. Then we have a commutative diagram of Zariski tangent spaces
The matrix of the composition dF π(x) • dπ x with respect to suitable bases is given by the n × n Jacobian matrix J(F π)(x), whose (i, j)-entry is [18] has shown that the nullity of J(F π)(x) is the maximum number of linearly independent hyperplanes in A(G) that contain x. Thus the rank of J(F π)(x) is at most a and is equal to a if and only if x ∈ X ram . It follows from Lemma 3.4 that the last n − a columns of J(F π)(x) are zero and so the matrix of the composition dF π(x) • dπ x • di x with respect to suitable bases is the n × a matrix obtained from J(F π)(x) by deleting the last n − a columns. It follows that the rank of d(π 1 ) x is at most a and equal to a if and only if x ∈ X ram . Therefore, d(π 1 ) x is injective if and only if x ∈ X ram and so it follows from Lemma 3.3(1) that π 1 is ramified at x if and only if x ∈ X ram . Now suppose that K ∈ A(G) X and let I(K) be the ideal of K in C[X]. Then I(K) is a prime ideal in C[X] with height one and it follows from Lemma 3.3 (2) 
C X if and only if p is the ideal of a reflecting hyperplane of C X . Thus, K ∈ A(C X ) as claimed. 
and thus C X acts on X as a unitary reflection group.
Proof. As in the previous subsection it is enough to prove the theorem when G acts faithfully on V as an irreducible reflection group. If G = G(r, p, n) for some r, p, n, then the result follows from Corollary 4.10 and Corollary 4.12. If G is one of the exceptional unitary reflection groups, then the result is proved in Proposition 5.1. 
The infinite family of irreducible unitary reflection groups
In this section we suppose that G is in the infinite family of irreducible unitary reflection groups and we classify the subspaces X ∈ L(A(G)) such that A(C X ) = A(G) X , we classify the subspaces X ∈ L(A(G)) such that C X acts on X as a reflection group, and we complete the proof of Theorem 2.1 for these groups.
For a positive integer k, let µ k denote the group of k th roots of unity in C and set [k] = {1, 2, . . . , k}. Throughout this section r is a positive integer, p is a positive divisor of r, and q = r/p. Our presentation in the next two subsections is a reformulation of the constructions in [13, §6.4] .
The groups G(r, p, n) and the arrangements A k n Let V = C n . Using the standard basis {e 1 , . . . , e n } of C n we identify GL(V ) with the matrix group GL n (C). For 1 ≤ i ≤ n, let x i : C n → C be projection on the i th coordinate. For σ in the symmetric group S n , let p σ be the permutation matrix defined by p σ e i = e σ(i) for 1 ≤ i ≤ n. Let W denote the set of permutation matrices in GL n (C) and let D denote the group of diagonal matrices in GL(V ) with entries in µ r . For t ∈ D and 1 ≤ i ≤ n, let t i denote the (i, i) entry of t. Similarly, for v ∈ V , v i denotes the i th coordinate of v.
Then ω is a generator of µ r and ω p is a generator of µ q . Note that the determinant map, det : D → µ r , is a group homomorphism. Define D p to be the preimage of the subgroup µ q . Then
Note that every element in G(r, p, n) has a unique factorization of the form p σ t where σ ∈ S n and t ∈ D p . As n and r are fixed, we denote G(r, p, n) simply by G p . Obviously,
Suppose 1 ≤ i = j ≤ n and ζ is in µ r . Define r ij (ζ) to be the n × n matrix whose (k, l)-entry is
It is easy to check that the characteristic polynomial of r ij (ζ) is (x − 1) n−1 (x + 1). It follows that r ij (ζ) is a reflection with order two. Define
It is easy to see that H ij (ζ) is the reflecting hyperplane of r ij (ζ).
Suppose 1 ≤ i ≤ n and ζ is in µ r with ζ = 1. Define r ii (ζ) to be the diagonal n × n matrix whose (k, k)-entry is
Then r ii (ζ) is obviously a reflection. Define
It is clear that H i is the reflecting hyperplane of r ii (ζ) for all ζ in µ r with ζ = 1. Obviously, r ij (ζ) is in G p for all ζ ∈ µ r and r ii (ζ) is in G p if and only if ζ ∈ µ q . It can be shown that these are all the reflections in G p . Note that G r contains no reflections of the form r ii (ζ). When p < r, the reflections in G p and their reflecting hyperplanes may be arranged in the arrays 
Hn
where ζ ij ∈ µ r for 1 ≤ i < j ≤ n and ζ i ∈ µ q \ {1} for 1 ≤ i ≤ n. Similarly, when p = r, the reflections in G r and their reflecting hyperplanes may be arranged in the arrays 
−
where ζ ij ∈ µ r for 1 ≤ i < j ≤ n.
It is proved in [13, §6.4] that
A(G p ) = A n n for p < r, and A(G r ) = A 0 n .
The lattice of the arrangement of G p and orbit representatives
To simplify formulas later, we extend the definition of H ij (ζ) to include all pairs (i, j) with 1 ≤ i, j ≤ n by defining
The proof of the next lemma is a straightforward computation and is omitted. 
If v ∈ C n , then v is in X N if and only if
(1) v i = 0 for all i ∈ N 0 and (2) v k = v l for all k, l such that k, l ∈ N j for some 1 ≤ j ≤ a. 
The subspaces t(X N ) in the theorem are not all distinct. For N ∈ N define D N to be the setwise stabilizer of X N in D:
Obviously, t(X N ) = X N if and only if tb i ∈ X N for 1 ≤ i ≤ a and so
If N ′ is another pair, then it is easy to see that X N = X N ′ if and only if N = N ′ and that for t, t ′ ∈ D,
The group G p acts on L(A n n ) and it follows from Lemma 4.1 that L(A 0 n ) is a G pstable subset. In the rest of this section we describe a subset of L(A n n ) that contains at least one representative from each G p -orbit. {N 1 , . . . , N a }) and σ ∈ S n . Then
Proof. This follows from Lemma 4.1(1) and Lemma 4.1(2). Now suppose k is an integer with 0 ≤ k ≤ n and λ = (n 1 , . . . , n a ) is a partition of k. Setn 0 = 0 and for i > 0 letn i = n 1 + · · · + n i denote the i th partial sum of λ.
Also, define δ λ = gcd(n 1 , . . . , n a ) and δ λ,p = gcd(p, n 1 , . . . , n a ), and set
, then there is an integer k with 0 ≤ k ≤ n, a partition λ of k, and a permutation σ ∈ S n so that p σ (X) is in the D-orbit of X λ .
Proof. Suppose X = t(X N ) where t ∈ D and N = (N 0 , {N 1 , . . . , N a }) ∈ N . Let λ be the partition of n − |N 0 | determined by {|N 1 |, . . . , |N a |}. Choose σ ∈ S n with σ(N) = N λ . Then by Lemma 4.3, p σ (t(X N )) = (p σ tp
It follows from the lemma that to find representatives of the orbits of the action of G p on L(A n n ), it is enough to decompose the D-orbit of X λ , DX λ , into D p -orbits when λ is a partition of k and 0 ≤ k ≤ n. Now D λ is the stabilizer of X λ in D and so the D p -orbits in DX λ are in bijection with D p , D λ -double cosets in D. Because D is abelian, these double cosets are simply the cosets of
Proposition 4.5. Suppose λ = (n 1 , . . . , n a ) is a partition of k with 0 ≤ k ≤ n.
Proof. Consider the determinant map det : D → µ r . Let K denote the kernel of the restriction of det to
and so it follows from (4.3) that |D :
In the rest of this section we specify the elements d u in the preceding lemma, and hence G p -orbit representatives in L(A n n ), as follows. Let t 0 be the diagonal matrix with
To simplify the notation, set
Then there is an integer k with 0 ≤ k ≤ n and a partition λ of k such that X is in the G 1 -orbit of X λ . If k < n, then X is in the G p -orbit of X λ . If k = n, then there is an integer u with 0 ≤ u < δ λ,p so that X is in the G p -orbit of X λ,u .
Note that t 0 normalizes G p . Thus, the next corollary follows from Proposition 3.1 and Corollary 4.6.
Corollary 4.7. Suppose X ∈ L(A(G p )) and X is in the G p -orbit of X λ,u . Then the conclusion of Theorem 2.1 holds for X if and only if it holds for X λ .
The groups C ref X
In this subsection we determine the groups C ref X as reflection subgroups of GL(X), we derive enough information about the groups C X to characterize the subspaces X ∈ L(A(G p )) such that C X acts on X as a reflection group, and we show that if exp(C X ) ⊆ exp(G p ), then C X acts on X as a reflection group.
The groups N X , Z X , and C X depend on the ambient group G p . We indicate this dependence with a superscript p, so 
where for an integer j, p j = lcm(j, p)/j.
Proof. By Proposition 3.1, without loss of generality we may assume that X = X λ .
Suppose σ ∈ S n and t ∈ D. Then
. It is shown in [13, Proposition 6 .74] that p σ t(X λ ) = X λ if and only if σ(N λ ) = N λ and p σ tp G(r, 1, a) of GL a (C). In particular, every reflection in C p X is one of the reflections listed in (4.1). Suppose ζ ∈ µ r . If 1 ≤ i = j ≤ a and n i = n j , define s ij (ζ) ∈ GL(V ) by
where as above,n 0 = 0
If 1 ≤ i = j ≤ n and n i = n j , then there is no σ ∈ S n such that p σ b i = b j and no
ref is generated by the reflections it contains, it follows that
Finally, suppose k = n and 1
and so ζ ∈ ω p i . Conversely, if ζ ∈ ω p i \ {1} and t ∈ GL(V ) is defined by
This completes the proof of the proposition.
Muraleedaran [12] has investigated the structure of the groups C X and shown that when C ref X = C X , the elements s ij (ζ) defined above generate a complement to Z X in N X .
Continuing the notation from the preceding proof it is straightforward to describe N p X and Z p X , to compute |C p X |, and hence to determine precisely when C p X acts on X as a reflection group.
First, W λ is the semidirect product of the subgroups Z λ and C λ , where
is a normal subgroup of W λ and
In addition,
Suppose σ ∈ S n and t ∈ D. Then N From this it is straightforward to check that if 
The next corollary follows from the preceding equation and Proposition 4.8.
, where λ is a partition of k for some 1 ≤ k ≤ n and u is an integer with 0 ≤ u < δ λ,p . Say λ = (i
.
In particular, 
,
Using this corollary we can prove the following result.
Proof. As in the proof of the proposition, we may assume that X = X λ where λ = (i It is well-known that exp(G(r, p, n)) = {r − 1, 2r − 1, . . . , (n − 1)r − 1, nr/p − 1} (see [13, Appendix B.4] ). First consider the special case when n = p. Then r = ln for some l ≥ 1 and exp(G n ) = {ln − 1, ln − 1, 2ln − 1, . . . , (n − 1)ln − 1}. Also, m 1 l · gcd(n, i 1 ) − 1 is an exponent of (C n X )
ref and so an exponent of G n . But then m 1 l · gcd(n, i 1 ) − 1 = qln − 1 for some q ≥ 1. Thus m 1 · gcd(n, i 1 ) = qn, and so q = 1 and m 1 i 1 = n. It follows that c = 1 as desired.
Next, just suppose that c > 1 and that there exists j 1 and j 2 such that j 1 = j 2 and m j 1 , m j 2 > 1. Then r − 1 occurs as an exponent of (C p X )
ref with multiplicity at least 2. But r − 1 is an exponent of G p with multiplicity greater than 1 if and only if p = n, and if p = n, then c = 1, a contradiction. Thus it cannot be the case that c > 1 and there exists j 1 and j 2 such that j 1 = j 2 and m j 1 , m j 2 > 1. Therefore, either c = 1, or c > 1 and there is an s such that m j = 1 for j = s.
Finally, just suppose that c > 1 and s is such that m j = 1 for j = s. Reordering λ if necessary we may assume that m j = 1 for j > 1. Suppose first that p ∤ i j for some j > 1. Then r/p i j − 1 = r · gcd(p, i j )/p − 1 < r − 1. The only exponent of G p that could be less than r − 1 is nr/p − 1, so nr/p − 1 = r/p i j − 1. But then n/p = 1/p i j = gcd(p, i j )/p and so n = gcd(p, i j ). Because c > 1, i j < n and so n = gcd(p, i j ), a contradiction. Suppose on the other hand that p|i j for all j ≥ 2. Then r − 1 is an exponent of (C p X )
ref , and hence of G p , with multiplicity c > 1. Again, r − 1 is an exponent of G p with multiplicity greater than 1 if and only if p = n, and if p = n, then c = 1, a contradiction. It follows that it must be the case that c = 1, as claimed.
X , then C X acts on X as a reflection group.
, where λ is a partition of k for some 0 ≤ k ≤ n and u is an integer with 0 ≤ u < δ λ,p .
X unless p = r, k = n, gcd(r, i) = 1, and i > 1.
Proof. As in the preceding subsection, we assume without loss of generality that X = X λ and that λ = (n 1 , . . . , n a ) = (i A
if p = r and k = n.
To prove the first statement, suppose that A(C p X ) = A(G p )
X . There are two cases depending on k, n, and r.
One case is when p < r or k < n. Then
By Proposition 4.8,
Notice that lcm(i l , p)/i l < r, because if k = n, then p < r. Thusp l < r for 1 ≤ l ≤ c and so
X , it must be that c = 1 and λ = (i m ), where im = k and m = dim X = a.
The second case is when p = r and k = n. Then A(G r ) X = A a is a reflection arrangement if and only if ψ 1 = 0 or ψ 1 = a, we have that either 
The next corollary follows from the theorem and Corollary 4.9. 
If im < n, or if im = n and p|i, then
, and so ρ X is surjective in this case.
If im = n and i|p, then
and so ρ X is surjective in this case as well. This completes the proof of Theorem 2.1 when G = G(r, p, n).
The exceptional irreducible unitary reflection groups
In this section we suppose that G is one of the thirty-four exceptional unitary reflection groups labeled G 4 , . . . , G 37 and we classify the subspaces X ∈ L(A(G)) such that A(C X ) = A(G) X , we classify the subspaces X ∈ L(A(G)) such that C X acts on X as a reflection group, and we complete the proof of Theorem 2.1 for these groups.
Classification of X with
, it is enough to consider one representative from each orbit of G on L(A(G)). For the exceptional unitary reflection groups, orbit representatives for the action of G on L(A(G)) are given in [13, Appendix C] . We use the labeling in those tables. Specifically, it is shown in [13, Lemma 6 .88] that for X, Y ∈ L(A(G)), X and Y are in the same G-orbit if and only if Z X and Z Y are conjugate, and that in most cases the reflection type of Z X uniquely determines X. Thus, the reflection type of the subgroups Z X is used to index the orbit containing X. When there are two orbits whose pointwise stabilizers have the same reflection type, we label the orbits as in [13 Table 2 . Exceptional groups of rank 4 N  D6  B2  N  Y  N  E6  G2  Y  Y  N  A1A2A4  A1  Y  Y  Y  A3A4  A1  Y  Y  Y  A1A6  A1  Y  Y  Y  A7  A1  Y  Y  Y  A2D5  A1  Y  Y  Y  D7  A1  Y  Y  Y  A1E6  A1  Y  Y  Y  E7  A1  Y  Y  Y  E8  A0  Y  Y  Y 
