We focus on the problem of minimizing a finite sum f (x) = n i=1 fi(x) of functions of n functions fi, where fi are convex and available only locally to an agent i. The n agents are connected in a directed network G(V, E), where each agent i can only communicate with agents in its neighborhood determined by G(V, E). In this article, we present the Directed-Distributed Alternating Direction Method of Multiplier (D-DistADMM) Algorithm, which is an Alternating Direction Method of Multiplier (ADMM) based scheme and utilizes a finite-time "approximate" consensus method to solve the above optimization problem distributively. At each iteration of the proposed scheme the agents solve their local optimization problem and utilize an approximate consensus protocol to update a local estimate of the global optimization variable. We show that for convex and notnecessarily differentiable objective functions fi's the proposed D-DistADMM method converges at a rate O(1/k). We further demonstrate the applicability of our algorithm by solving a distributed least squares problem.
I. INTRODUCTION
This article, focuses on a set of n agents with a directed interconnection topology determined by a directed graph G(V, E), where V and E are sets of vertices and directed edges respectively. The aim is to solve the following distributed optimization problem:
where, x ∈ R p is a global optimization variable, and each function f i : R p → R is a convex objective known only locally to agent i. Each agent can only communicate to any other agent that is connected to it through a directed edge in G(V, E). Different problems that arise in many fields of engineering such as sensor networks [1] , multiagent coordination and control [2] , machine learning [3] , and robotics [4] can be reduced to a form of the problem (1) . Early works on the distributed optimization problem can be found in [5] , [6] . Since then, the distributed optimization problem (1) has received significant attention [7] - [9] . The methods to solve (1) can be divided into two groups: primal based and the dual methods. The first group includes the (sub)-gradient based methods and a number of existing This work is supported by Advanced Research Projects Agency-Energy OPEN through the project titled "Rapidly Viable Sustained Grid" via grant no. de-ar0001016. 1 Vivek Khatana {khata010@umn.edu} and Murti V. Salapaka {murtis@umn.edu} are with Department of Electrical and Computer Engineering, University of Minnesota, Minneapolis, USA, schemes to minimize finite sum of convex function lie in this category with beginnings in the Distributed Gradient Descent (DGD) [7] , the stochastic and asynchronous versions of DGD [10] , [11] and [8] . Researchers have proposed schemes under different assumptions on the graph topology [12] - [16] . The works [17] and [18] have proposed fast gradient methods utilizing Nesterov's acceleration. A recent paper [19] provides a comprehensive survey on the first order primal methods. The work in the present article is mostly related to the second category of dual based methods. These methods are mostly based on the Lagrange multipliers. Particularly, Method of Multipliers (MM) [20] , [21] , based on augmented Lagrangian, is shown to have good convergence properties. The schemes using MM utilize an augmented Lagrangian minimization in the primal domain, followed by a dual variable update. The MM algorithms are not amenable for a distributed implementation due to the non-separable augmented term in the objective. In an attempt to find distributed implementation of dual methods, researchers have proposed variants of ADMM [22] - [30] . The reference [26] proposed a distributed ADMM algorithm to solve (1) with a O(1/k) rate of convergence for convex f i 's. The authors in [25] have established the linear convergence rate of distributed ADMM under strong convexity of the individual objective functions. However, the results in [26] and [25] are valid for undirected graph topologies which imply every communication channel is necessarily bidirectional. [24] has introduced a communication efficient ADMM scheme under restricted assumptions such as the underlying graph being bipartite or strongly convex objective functions. The reference [27] present a distributed ADMM scheme that converges at a rate of O(1/k), when objective functions are convex. However, the communication weight matrix require a system-wide information which makes it unsuitable for applications where distributed synthesis is required. The work in [29] is based on minimizing a proximal first-order approximation of the smooth and strongly convex function f i 's over an undirected network. The reference [30] presents a centralized parallel ADMM scheme which utilizes a master-slave architecture which allows for an asynchronous implementation. However, this scheme does not provide a distributed solution to solve (1) . In this article, we propose a novel Directed-Distributed ADMM D-DistADMM method to solve (1) over directed networks. The D-DistADMM scheme utilizes a finite-time ε-consensus protocol to along with an ADMM based optimization scheme, where ε > 0 is a pre-specified tolerance that is independent of the network topology and the problem (1) . At each iteration of the D-DistADMM algorithm every agent i, updates its local optimization variable using an ADMM update and then compute the global parameter update using the ε-consensus protocol. Under the assumption of the individual function f i 's being convex we prove that the proposed D-DistADMM algorithm converges at a rate O(1/k). Further, the numerical simulation results demonstrate the superior performance of the D-DistADMM algorithm over some of the existing methods in the literature.
A. Summary of contributions
The main contribution of this article, is fourfold. First, we develop a novel dual based distributed optimization algorithm, D-DistADMM for directed graph interconnections. At each iteration of D-DistADMM the agents perform an ADMM based local optimization variable update and update the estimate of the global variable using ε-consensus. The D-DistADMM is applicable to solve (1) in a distributed manner over directed networks, unlike [23] - [29] . To the best of our knowledge this is the first ADMM based algorithm that enjoy such property.
Second, we establish a O(1/k) rate of convergence for the proposed D-DistADMM algorithm under the assumption of individual function f i , for all i ∈ {1, 2, . . . , n} being convex and not-necessarily differentiable objective function. This is same as the best known rate estimate under these assumptions in the literature.
Third, we combine the techniques used in the dual based optimization methods design to exploit the separable structure of the problem with the methods utilize in the average consensus literature. This unification is useful as it builds underlying guidelines for further developments on distributed optimization algorithms.
Finally, our proposed D-DistADMM algorithm eliminates the need of the optimization step required to update the global variable in the standard ADMM setup and replaces it with a less computation intensive ε-consensus protocol. Further, the D-DistADMM does not require a central coordination node and thus, is amenable to distributed synthesis unlike the existing methods in the literature.
B. Paper Organization
The rest of the paper is organized as follows. In Section II, we provide the basic definitions and notation used in the article. Further, we present the framework to develop the D-DistADMM algorithm. The proposed D-DistADMM algorithm is discussed in Section III along with the εconsensus protocol used with D-DistADMM. We establish the convergence rate estimates for the proposed algorithm in Section IV. In Section V the results of numerical simulations utilizing D-DistADMM to solve a distributed least squares problem are presented. Section VI provides the concluding remarks and the future work of this article.
II. DEFINITIONS, PROBLEM FORMULATION AND ASSUMPTIONS A. Definition, Notations and Assumptions
In this section, we present definitions and notations that is used later in the analysis. Detailed description of these notions can be found in [31] and [32] .
where V is a set of vertices (or nodes) and E is a set of edges, which are ordered subsets of two distinct elements of V. If an edge from j ∈ V to i ∈ V exists then it is denoted as (i, j) ∈ E.
For the rest of this article, we will assume (i, i) / ∈ E, that is there are no self-loops in the interconnection. Definition 2. (Path) In a directed graph, a directed path from node i to j exists if there is a sequence of distinct directed edges of G of the form (e 1 , i), (e 2 , e 1 ), ..., (j, e m ).
Definition 3. (Strongly Connected Graph) A directed graph
is strongly connected if it has a directed path between each pair of distinct nodes i and j. 
Throughout the paper, we assume vectors to be column vectors unless stated otherwise. Each agent i ∈ {1, 2, . . . , n} maintains a local estimate x i (k) ∈ R p and a dual variable λ i (k) at any iteration k ≥ 0 of the D-DistADMM algorithm. Let X(k) = {x i (k) | 1 ≤ i ≤ n} denote the collection of estimates at the k th iteration of the algorithm. Define, the vectorization operation for a given collection X(k) as
Similarly, represent the collection of dual variables at the k th iteration of the algorithm as
We model the interconnection between the n agents using a directed graph G(V, E). We will consider D as an upper bound on the diameter of the graph G(V, E) throughout the rest of the article.
be the weighted adjacency matrix associated with the digraph G(V, E). P is a primitive, rowstochastic matrix with w ij ≥ 0 for all i, j ∈ V.
B. Problem Formulation
Consider the distributed optimization problem given in (1),
where, f i : R p → R is a convex objective function of agent i, and x ∈ R p is a (common) decision vector. The optimal solution x * of (2) is a common decision variable known to every agent in the network. To utilize the structure of the ADMM scheme at the same time impose this agreement in the solution of all the agents we express (2) as:
We reformulate (3) to relax the exact consensus constraint to a requirement of a ε-consensus among the estimates of all the agents as follows
For most applications such a relaxation poses no issues. Here, the ε-consensus constraint requires the estimate of each agent i to remain ε-close of each other. The parameter ε > 0 here can be interpreted as a specified tolerance bound on the quality of consensus among the agents, which can be chosen arbitrarily small according to the application; and a corresponding solution of (3) close to the optimal solution can be obtained. Let, x [1:n] = [x T 1 . . . x T n ] T ∈ R np represent the vector formed from the entries of X (by applying the vectorization operator discussed above to X).
The set C is a collection of vectors x [1:n] ∈ R np such that the norm of the difference between any two subvectors of x [1:n] with dimension n is less than ε. Using this description of set C and the vector x [1:n] , we write (4) as,
By using the indicator function for the set C we get,
where, g(y) is the indicator function of set C:
Let,
We denote the Lagrangian function as
where, λ ∈ R np is the Lagrange multiplier associated with the constraint x [1:n] − y = 0.
C. Standard ADMM Method
The standard ADMM method [22] solves the following optimization problem:
Consider, the augmented Lagrangian with the positive scalar γ and the Lagrange multiplier λ,
ADMM updates of the primal and dual variables are as follows: starting with the initial guess (x(0), y(0), λ(0)), at each iteration,
Note that step-size in the dual variable update is the same as the parameter γ in the augmented Lagrangian function.
III. THE PROPOSED D-DistADMM METHOD In this section, we present the proposed D-DistADMM method. The augmented Lagrangian associated with (6) at any iteration k ≥ 0 is,
The ADMM iterations (11)-(13) applied to (14) gives the following updates at each agent i (where, the quantities that do not affect the solution are omitted):
= argmin 
The update in (15) can be solved using a classical methods including gradient descent [33] and proximal gradient [34] . The y(k + 1) update in (16) is the projection of x [1:n] (k + 1) + 1 γ λ [1:n] (k) onto the set C, whereas (17) gives the dual update at each agent i. To find a solution of (16) we employ a distributed finite-time ε-consensus protocol in higher-dimensions [35] . The protocol was first introduced in [36] , [37] in relation to consensus among the agents on a scalar value.
A. Finite-time ε-consensus protocol
In this subsection, we will present a finite-time "approximate" consensus protocol which we call the ε-consensus protocol. Consider, a set of n agents with the interconnection between them modeled as a directed graph G(V, E). Each agent has a vector u i (0) ∈ R p . The agents' objective is to determine the average u = 1 n n i=1 u i (0), of the vectors distributively. To this end, the agents follow an iterative protocol, involving an additional scalar variable v i , and having the following updates for k = 0, 1, . . . 
Proof. Refer [38] , [39] and [35] for the proof.
As Theorem 1 suggests that 1 vi(k) u i (k) converges asymptotically to u, intuition suggests that for some large number of iteration t the agent states' will become close enough to u. The proposed ε-consensus protocol gives a distributed criterion to determine this iteration t such that the agent states' are ε-close to each other. Our ε-consensus algorithm is a distributed finite-time (global) termination protocol for consensus algorithms for vector states which was first introduced in [35] . Here, each agent maintains an auxiliary scalar value R i called the radius of the agent i. The motivation behind maintaining the radius variable is that as all the agent states' are coming close (Theorem 1) the radius of the minimal ball enclosing the states of all the agents' will also decrease and eventually converge to zero. The radius variable is designed to track the radius of this minimal ball enclosing the agent states' 1 vi(k) u i (k). Each agent updates its radius R i based on the states 1 vj (k) u j (k) of its neighbors as follows:
where, R i (0, ) := 0, for all i ∈ V. Denote, B(w i (k + ), R i (k + )) as the ball of radius R i (k + ) centered at w i (k + ). At each iteration k, R i is updated according to (21) . After D number of iteration starting at an iteration , the ball B(w i (D + ), R i (D + )) encloses the states 1 vi( ) u i ( ) of all the agents. This is stated formally in the following Lemma,
. . be the sequences generated by (18) , (19) , and (20) at each agent i ∈ V. Let R i (k, ) for a fixed ≥ 0 be updated as in (21), for all k ≥ 0 and i ∈ V. Then, under Assumption 1,
Proof. (Sketch) Given, ≥ 0 for all i ∈ V, 1, ) ). The result then follows from induction. Refer [35] for the complete proof.
Based on the update (21) and Lemma 1, Algorithm 1 suggest a protocol to determine the radius of the minimal enclosing ball distributively. Starting from the initial iteration k = 0 each agent follow (21) . At every iteration of the form D, for ≥ 0, R i (D, D) is compared to the parameter ε, if R i (D, D) < ε then the agent states are ε-close to u and the iteration stops else R i (D, D) is re-initialized and the protocol continues. Theorem 2 establishes that the εconsensus converges in finite number of iterations. Theorem 2. Let {u i (k)}, {v i (k)}, {w i (k)} for k = 1, 2, . . . and {R i (D, D)} for = 0, 1, 2, . . . be the sequences generated by (18) , (19) , (20) and (21) respectively by all agents i ∈ V. Under the Assumption 1, given ε > 0 there exists a finite t > 0 such that
Proof. Following the analysis in [35] , we get
Note from Lemma 1, if R i (D, D) < ε then w i ( D) − w j ( D) < 2ε. Therefore, from (22) given ε > 0, there exists a finite t > 0 such that R i (D, D) < ε/2, which then implies
This completes the proof.
We now summarize the ε-consensus in Algorithm 1. 
The ε−consensus protocol projects the input vector u = [u T 1 (0), . . . , u T n (0)] T ∈ R np onto the set C. This property of the ε-consensus protocol can be used to find a solution which is ε-close to the actual (optimal) solution of (16) in a distributed manner. The following Lemma establish this.
..,n be the estimates produced by the update rules (15) and (17) for k ≥ 0. Then, for any iteration k of the D-DistADMM algorithm, the ε-consensus protocol with the initialization u i (0) = x i (k +1)+ 1 γ λ i (k) and v i (0) = 1, for all i ∈ V and given ε > 0, generates a set of outputs {y i (k + 1)} i=1,...,n where y i (k + 1) ∈ R p , such that
Further, the vector y(k + 1) = [y 1 (k + 1) T , . . . , y n (k + 1) T ] T ∈ R np is ε-close to the (optimal) solution 1 n n i=1 [x i (k + 1) + λ i (k)] of the update (16) . Proof. It directly follows from Theorem 2, there exist t > 0 such that
Letting y i (k + 1) = 1 vi(t) u i (t) for all i ∈ V, gives the desired inequality. Since, y i (k + 1) − y j (k + 1) ≤ ε, for all i, j ∈ V therefore, the vector y(k + 1) = [y T 1 (k + 1), . . . , y T n (k + 1)] T ∈ C. Thus, by Theorem 1 and 2, This completes the proof. Note, thatỹ := 1 n n i=1 [x i (k + 1) + λ i (k)] is the actual (optimal) solution to (16) . Thus, Lemma 2 suggests that utilizing the finite-time ε-consensus protocol we can produce a solution y(k + 1) which is ε-close toỹ, that is, y = y(k + 1) + e(k + 1), with e(k + 1) ≤ ε.
The proposed D-DistADMM algorithm is presented in Algorithm 2.
Algorithm 2: D-DistADMM Algorithm
Input: choose γ > 0, ε > 0, k = 1 Initialize:
For all i ∈ V, pick x i (0), y i (0), λ i (0), ∈ R p Repeat for k = 0, 1, 2, . . .
for i = 1, 2, . . . n, (In parallel) do
In this section, we present the convergence result for the proposed D-DistADMM algorithm. Let, Ω * denote the set of solutions to (6) . The results in this paper holds under the following assumptions: Assumption 2. The optimal solution set Ω * is non-empty and compact. In what follows we will make use of the following identities: 1. Sub-gradient inequality: Let f : R p → R be a convex function. Let h(x) be a sub-gradient of f at x ∈ dom f , then for all z ∈ dom f ,
Theorem 3. Let {x i (k)}, {λ i (k)}, k = 1, 2, . . . for all i ∈ V, be the sequence of estimates and the dual variables generated by the D-DistADMM algorithm. Further, let {y(k) ∈ R np }, k = 1, 2, . . . be the outputs generated by the ε-consensus protocol as given in Corollary 2. Under Assumptions 2 and 3 for any fixed λ ∈ R np , the following holds for all > 0,
where, (x * , y * ) ∈ Ω * is any optimal solution of (6),x( ) := [40] ). This implies that F (x( ))− F (x * ) converges at a rate O(1/k) to a ε-neighborhood of the optimal solution. This result is in the same spirit as other works in the literature [7] , [9] , [26] , [27] .
Remark 3.2. In practice, the D-DistADMM algorithm can be implemented with additional variablesx i (k) andŷ i (k) at each agent i ∈ V to keep the ergodic averages of x i (k) and y i (k) respectively to achieve the O(1/k) rate of convergence. Note, that thex i (k) andŷ i (k) can be computed locally by each agent without any additional cost of communication and a negligible cost of computation.
V. NUMERICAL SIMULATIONS
In this section, we present the results of numerical simulations obtained by applying the D-DistADMM method of Algorithm 2 to solve distributed least squares problem. All the numerical simulations in this section are done on a directed network of containing 20 nodes. Consider the following distributed least squares problem
Here, each agent i ∈ V has a measured data b i ∈ R n a scaling matrix A i ∈ R n×p . The unknown quantity (or the true state) which is required to be estimated is x. The entries of the A i matrices, and the measured data b i are chosen from i.i.d samples of standard normal distribution N (0, 1). The underlying true signal x is also generated from an i.i.d sample of the standard normal distribution. Here, we set p = 10 and n = 20 in the distributed least squares problem (26) . Fig. 1 provides the trajectories of the residual f i (x i (k)) − f * versus the iteration counter k. The residual decreases continuously until reaching an O(ε) neighborhood. This agrees with result in Theorem 3. Also, as expected the error from the optimal value f * becomes less and less as a smaller value of the parameter ε is chosen. Next, in Fig. 2 we compare the performance of the proposed D-DistADMM algorithm to the distributed gradient descent method [7] , [12] .
We observe that the D-DistADMM algorithm with a moderately small value of ε = 0.01 converges significantly faster than DGD to a neighborhood of the optimal solution. In this article, we present a novel distributed ADMM based algorithm to solve the distributed optimization problem in directed networks in contrast to the existing schemes applicable only for undirected networks. Our scheme is based on a finite-time ε-consensus that enable the agents to find approximate optimal solution in a finite-number of iterations by just utilizing local communications. We prove that the proposed D-DistADMM algorithm converges at a O(1/k) rate even when the individual functions f i are convex but not necessarily differentiable. The D-DistADMM combine the techniques used in the dual optimization methods along with the ideas in the average consensus literature. The proposed D-DistADMM algorithm eliminates the need of the optimization step involving the global variable in the standard ADMM setup and replaces it with a less computation intensive ε-consensus protocol. The efficacy of the D-DistADMM algorithm is demonstrated by solving a distributed least squares problem. The numerical simulations show a superior performance of D-DistADMM compared to the distributed gradient descent in [7] , [12] .
A. Proof of Theorem 3
Suppose (x * , y * ) is an optimal solution of (6). At any iteration k + 1 of the D-DistADMM algorithm, by the optimality conditions [33] for all i ∈ V,
where, h i (x i (k + 1)) is a sub-gradient of f i at x i (k + 1).
Writing the above n inequalities compactly,
where, h(x [1:n] (k + 1)) = [h T 1 (x 1 (k + 1)), . . . , h T n (x n (k + 1))] T is a vector of subgradients h i (x i (k + 1)) stacked together. Let,ỹ denote the solution to (16) . By the optimality conditions we have for all y ∈ C,
where, d(ỹ) is the sub-gradient of g atỹ. Noticing, F and g are convex and using sub-gradient inequality (24) we have, Setting (x, y) = (x * , y * ) the previous inequality and noting that g(ỹ) = g(y(k + 1)) gives,
F (x [1:n] (k + 1)) − F (x * ) + g(y(k + 1)) − g(y * ) ≤ λ T [1:n] (k + 1)(y(k + 1) − x [1:n] (k + 1)) + γ(x * − x [1:n] (k + 1)) T (y(k + 1) − y(k)) + γε 2 + γε y * + γε x * + ε λ(0) + εγR d
For a fixed λ, we have Since, F and g are convex we have, −1 k=0 F (x [1:n] (k+1)) ≥ .F (x( )) and −1 k=0 g(y(k + 1)) ≥ .g(ŷ( )). Therefore, F (x( )) − F (x * ) + g(ŷ( )) − g(y * ) ≤ λ−λ [1:n] 
