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Abstract Finite element Galerkin solutions for three classes of nonlinear evolution
equations are considered. The existence, uniqueness and convergence of the fully dis-
crete Crank-Nicolson scheme are discussed. At last a linearized Galerkin approxima-
tion is presented, which is also second order accurate in time fully discrete scheme.
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1 Introduction
We consider three classes of nonlinear non stationary equations: The Kuramoto-
Tsuzuki equation describes the behavior of many two-component systems in a neigh-
borhood of the bifurcation point [10]. Reaction-diffusion type equations have been
applied in the study of broad class of nonlinear processes, including a well-known
synergetic model [2, 11] and the nonlinear heat equation. The problem of constructing
and validating difference schemes for these classes of problems has been taken in de-
tail up in [8, 9], see also [5, 6, 22, 24] and [17–19]. Let  =]0,1[ and Q = ×]0, T ].




+ f (u), (x, t) ∈ Q, (1.1.1)
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u(0, t) = u(1, t) = 0, 0 < t ≤ T , (1.1.2)
u(x,0) = u0(x), x ∈ ¯, (1.1.3)
where u = (u1, u2, . . . , ur ) is a complex vector-function, A is a complex diagonal
matrix, f is a complex vector-function and u0 is a given complex valued function.
Here we have the following cases:
(1) If Im(A) = 0 we have the reaction diffusion type equation.
(2) If Re(A) > 0 and Im(A) = 0 we have the Kuramoto-Tsuzuki equation.
(3) If Re(A) > 0 and Im(A) = 0 we have a heat equation.
Since the matrix A is diagonal, there is no essential difference between the study
of system (1.1.1) and the study of one equation. Therefore, we shall consider the
single equation:
ut = a ∂
2u
∂x2
+ f (u), (x, t) ∈ Q, (1.2.1)
u(0, t) = u(1, t) = 0, 0 < t ≤ T , (1.2.2)
u(x,0) = u0(x), x ∈ ¯. (1.2.3)
We assume that:
(i) a ∈ C, and Re(a) = α > 0, (1.2.4)
(ii) f (u) = b|u|2u, (1.2.5)
(iii) b ∈ C, and Re(b) = β < 0. (1.2.6)
The condition (1.2.4) means the positivity of the heat conduction coefficient.
An outline of the remaining part of the paper is as follows: In Sect. 2, after ex-
plaining notation, the numerical scheme is described in detail. The existence of the
fully discrete finite element is shown in Sect. 3. After some priori estimates presented
in Sect. 4, ones proves the uniqueness of the approximate solution in Sect. 5. Optimal
rates of convergence (second-order in time) are derived in Sect. 6. At last section, a
linearized Galerkin method is presented which is also convergent in the L∞-norm.
2 Crank-Nicolson Galerkin method
Throughout the paper, we use D to denote ∂
∂x
. The norms of L2(), L∞() and
Hs() are denoted by ‖.‖,‖.‖∞ and ‖.‖s . The semi-norm ‖Dsv‖ is denoted by |v|s ,
(v,w) = ∫

vw¯ dx denotes the inner product of L2().
Let r and l be integers with r ≥ 2 and 0 ≤ l ≤ r − 2, and consider a family of
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and Sh be the piecewise polynomial spline space:
Sh = {χ ∈ Cl[0,1], χ/Ji ∈ Pr−1(Ji), i = 1, . . . , I, χ(0) = χ(1) = 0},
where Pr−1(Ji) denotes the set of polynomials on Ji of degree less than or equal to
r − 1.
We first consider a discretization in time based on Crank-Nicolson Galerkin method.
For any given positive integer N , let k = T
N
denote the size of the time discretization




(φn − φn−1) and φn− 12 = 12 (φn + φn−1).
Our discrete time Galerkin approximation Un of u(tn) is now defined as a solution
of
(∂tU
n,χ) = −a(DUn− 12 ,Dχ) + b(ϕ(Un− 12 ),χ), ∀χ ∈ Sh, (2.1.1)
with
U0 = u0h, (2.1.2)
where u0h ∈ Sh is an appropriate approximation to u0 and ϕ(z) = |z|2z.
3 Existence
We shall next prove the existence of a sequence {Un}Nn=0 satisfying (2.1). For
this, we shall use the following variant of the well-known fixed point theorem of
Brouwer [3, 4].
Lemma 1 Let H be a finite dimensional space with inner product (., .)H , and
norm ‖.‖H . Let the map g : H → H be continuous. Suppose there exists α > 0 such
that Re(g(Z),Z)H ≥ 0 for all Z with ‖Z‖H = α. Then there exists Z∗ ∈ H, such
that g(Z∗) = 0 and ‖Z∗‖ ≤ α.
Theorem 1 The approximate solution Un of (2.1.1)–(2.1.2) exists.
Proof In order to prove the Theorem by the mathematical induction. Obviously U0
exists. Moreover assume {Uj }n−1j=0 exists.
For Z ∈ Sh, define g : Sh −→ Sh by
(g(Z),χ) = (Z − Un−1, χ) + k
2
[a(DZ,Dχ) − b(|Z|2Z,χ)], ∀χ ∈ Sh. (3.1)
Such a map exists by the Riesz representation theorem and g is obviously continuous.
Taking χ = Z, in (3.1) we obtain








Using the assumptions (1.2.4) and (1.2.6), we find
Re(g(Z),Z) ≥ ‖Z‖2 − ‖Un−1‖‖Z‖
= ‖Z‖(‖Z‖ − ‖Un−1‖).
With ‖Z‖ = ‖Un−1‖+1, we have Re(g(Z),Z) > 0. Now an application of Lemma 1
yields an existence of a Z∗ ∈ Sh such that g(Z∗) = 0. It is easily seen that Un =
2Z∗ − Un−1 satisfies (2.1). This completes the proof of existence. 
4 Stability
In this section, we will discuss the stability of numerical solution to (2.1).
Lemma 2 Suppose hypothesis (1.2.4), (1.2.5) and (1.2.6) are satisfied. Then for the
solution of problem (2.1) the following estimate holds:
‖Un‖ ≤ ‖U0‖, 1 ≤ n ≤ N.








Taking the real part, we find from (1.2.4) and (1.2.6)
1
2k
(‖Un‖2 − ‖Un−1‖2) ≤ 0.
Therefore,
‖Un‖2 ≤ ‖U0‖2.
This completes the proof. 
Next we will use the Nirenberg inequality [1].
Lemma 3 For j
m
≤ a ≤ 1, 1
p
= j
n′ + a( 1r − mn′ ) + (1 − a) 1q , there holds:
‖Djv‖Lp() ≤ C[‖Dmv‖aLr ()‖v‖1−aLq() + ‖v‖Lq()],
where  is a bounded domain in Rn′ .
Lemma 4 For any x ≥ 0, y ≥ 0 and p ≥ 1, there holds:
(x + y)p ≤ 2p−1(xp + yp).
Theorem 2 Let {Un}Nn=0 be the solution of (2.1). Assume that the initial approxi-
mation u0h ∈ H 10 (0,1). Then we have the following estimate for small k and n =
1,2, . . . ,N , ‖Un‖∞ ≤ c0, where c0 = c0(u0h,T , |b|, α).
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Proof Multiplying (2.1.1) by 1
a
and taking χ = ∂tUn, we get
1
a






Taking the real part, we find
α
|a|2 ‖∂tU
n‖2 = − 1
2k
















































2 ‖4|Un− 12 |21 + ‖Un−
1
2 ‖6]. (4.2)
Using (4.1), (4.2) and Lemma 2, we obtain
1
k
(|Un|21 − |Un−1|21) ≤ C|Un−
1
2 |21 + C′
≤ 1
2
C(|Un|21 + |Un−1|21) + C′.
For small k, we find by Gronwall’s inequality
|Un|21 ≤ C(T )|U0|21 + C′(T ). (4.3)
Using Lemma 3 with p = ∞ and Lemma 2 and (4.3), we obtain
‖Un‖∞ ≤ c0. (4.4)
This completes the proof. 
5 Uniqueness
We shall show global uniqueness of the approximations U1,U2, . . . ,UN satisfy-
ing (2.1). We assume that the initial approximation u0h is sufficiently regular.
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Theorem 3 The approximate solution Un of (2.1.1)–(2.1.2) is unique.
Proof Let V n ∈ Sh be another solution of (2.1) with V 0 = u0h. Then V n satisfies that
(∂tV
n,χ) = −a(DV n− 12 ,Dχ) + b(ϕ(V n− 12 ),χ), ∀χ ∈ Sh. (5.1)
Let Ei = Ui − V i , with E0 = 0. Then using (2.1.1) and (5.1), we have for χ ∈ Sh
(∂tE
n,χ) = −a(DEn− 12 ,Dχ) + b(ϕ(Un− 12 ) − ϕ(V n− 12 ),χ). (5.2)
The proof of uniqueness is with the induction method. Now, supposing En−1 = 0 and
choosing χ = En− 12 in (5.2), we obtain
1
2k
(‖En‖2 − ‖En−1‖2) = −a|En− 12 |21 + b(ϕ(Un−
1
2 ) − ϕ(V n− 12 ),En− 12 ).
Taking the real part, we have
1
2k
(‖En‖2 − ‖En−1‖2) = −α|En− 12 |21 + Re[b(ϕ(Un−
1
2 ) − ϕ(V n− 12 ),En− 12 )].
From (1.2.4), we get
1
2k
(‖En‖2 − ‖En−1‖2) ≤ |b||(ϕ(Un− 12 ) − ϕ(V n− 12 ),En− 12 )|. (5.3)
Using the inequality
||z1|2z1 − |z2|2z2| ≤ (|z1| + |z2|)2|z1 − z2|, ∀z1, z2 ∈ C. (5.4)
We have by Theorem 2,
|(ϕ(Un− 12 ) − ϕ(V n− 12 ),En− 12 )| ≤ 4c20‖En−
1
2 ‖2.
Substituting this inequality into (5.3), we obtain
‖En‖2 − ‖En−1‖2 ≤ 8kc20|b|‖En−
1
2 ‖2,









We see that En = 0. This completes the proof of uniqueness of solutions for (2.1). 
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6 Rate of convergence estimates
In order to discuss the convergence of the discretizations, it is useful to introduce the
auxiliary projection Ph : H 10 () → Sh defined by: for v ∈ H 10 ()
(D(Phv − v),Dχ) = 0, ∀χ ∈ Sh. (6.1)
Then, as is well-known, Phv enjoys the following properties [16]:
Lemma 5 With Ph defined by (6.1), we have
‖Phv − v‖ ≤ Chr‖v‖r , (6.2.1)
‖D(Phv − v)‖ ≤ Chr−1‖v‖r , (6.2.2)
‖Phv − v‖∞ ≤ Chr‖v‖Wr∞(). (6.2.3)
We shall want to estimate the error in the fully discrete problem (2.1), henceforth
the solution of (1.2) and u0 are sufficiently regular, similar results were obtained
in [12–15]. Our approach is based on the error decomposition with un = u(tn):
Un − un = (Un − Phun) + (Phun − un) = θn + ρn,
(see [20, 23, 24] for linear parabolic equations). Denote
c′0 = max0≤x≤1,0≤t≤T |u(x, t)|.
Theorem 4 Let Un and u be the solutions of (2.1) and (1.2) respectively. Suppose
that the solution u is sufficiently regular. If the initial data satisfy
Phu
0 = u0h, (6.3)
then, for h, k sufficiently small,
‖Un − u(tn)‖ ≤ C(hr + k2), (6.4)
where C = C(u,T ,α, |a|, |b|, c0, c′0).
Proof Since the estimates of ρn are obtained from (6.2.1), it is enough to estimate θn.
Using the elliptic projection (6.1) and equations (1.2.1) and (2.1.1), we obtain the
following error equation in θn:
(∂t θ
n,χ) = −a(Dθn− 12 ,Dχ) + b(ϕ(Un− 12 ) − ϕ(un− 12 ),χ)
− (∂tPhun − un−
1
2
















2 ) = −a|θn− 12 |21 + b(ϕ(Un−
1

















n− 12 ). (6.6)
Using Theorem 2 and (5.4), we obtain
|ϕ(Un− 12 ) − ϕ(un− 12 )| ≤ (|Un− 12 | + |un− 12 |)2|Un− 12 − un− 12 |
≤ (c0 + c′0)2|Un−
1
2 − un− 12 |,
Taking the real part in (6.6) and using the last inequality, we find
1
2k



































This yields by (1.2.4)
1
2k
(‖θn‖2 − ‖θn−1‖2) ≤ C[‖θn− 12 ‖2 + (σ n)2 + (δn)2 + (ξn)2], (6.7)
where
σn = ‖Un− 12 − un− 12 ‖,
















We have the following estimates:














≤ ‖θn− 12 ‖ + 1
2












≤ ‖θn− 12 ‖ + 1
2
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where C is a generic constant independent of step sizes h and k.








































































‖θn‖2 − ‖θn−1‖2 ≤ Ck(‖θn− 12 ‖2 + Rn).
Here the latter equality defines Rn, so that
(1 − Ck)‖θn‖2 ≤ (1 + Ck)‖θn−1‖2 + CkRn,











































‖θn‖ ≤ C(u,T )(hr + k2), 1 ≤ n ≤ N, (6.8)
which completes the proof. 
The main result of this paper is given in the following Theorem.
Theorem 5 Let the conditions of Theorem 4 be satisfied. Then, for h, k sufficiently
small
‖Un − u(tn)‖∞ ≤ C(hr + k2),
where C = C(u,T ,,α, |a|, |b|, c0, c′0).







































|a| (c0 + c
′
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‖∂t θn‖2 ≤ −12∂t |θ
n|21 +
|b|
|a| (c0 + c
′
0)


























n‖2 ≤ − 1
2k









|a|2 + αC() ‖U


































(|θn|21 − |θn−1|21) ≤ C[(σ n)2 + (δn)2 + (ξn)2]. (6.10)
Using the estimates of σn, δn and ξn, we obtain
1
2k
(|θn|21 − |θn−1|21) ≤ C
[
‖θn‖2 + ‖θn−1‖2 + ‖ρn‖2








(‖uttt (s)‖2 + ‖utt (s)‖2 + ‖Dutt (s)‖2)ds
]
.
By (6.8) and (6.2.1), we get






‖ρt (s)‖2ds + k3
∫ tn
tn−1
(‖uttt (s)‖2 + ‖utt (s)‖2 + ‖Dutt (s)‖2)ds.
Under the appropriate regularity assumptions for u, we have from (6.2.1) and (6.3)
|θn|21 ≤ nkC(u)(hr + k2)2 ≤ T C(u)(hr + k2)2,
or,
|θn|1 ≤ C(u,T )(hr + k2), 1 ≤ n ≤ N. (6.12)
Applying Lemma 3 with p = ∞ and (6.12) and (6.8), we obtain
‖θn‖∞ ≤ C(u,T )(hr + k2), 1 ≤ n ≤ N, (6.13)
and the result follows by (6.2.3). 
258 K. Omrani
7 The extrapolated Crank-Nicolson scheme
The above method has the disadvantage that a nonlinear system of algebraic equations
has to be solved at each time step, as a result of the presence of ϕ(Un). For this reason
we shall consider a linearized modification of the method in which the argument ϕ
is obtained by extrapolation from Un−1 and Un−2, or more precisely, with Uˆn =
3
2U
n−1 − 12Un−2 for n ≥ 2,
(∂tU
n,χ) = −a(DUn− 12 ,Dχ) + b(ϕ(Uˆn),χ), ∀χ ∈ Sh. (7.1)
This method will require a separate prescription for calculating U1, cf. e.g. [7] and
[21, p 163]. We analyze a predictor corrector method for this purpose, using as a first
approximation the value U1,0 determined by the case n = 1 of (7.1) with Uˆ1 replaced
by U0 and then as the final approximation the result of the same equation with Uˆ1
replaced by 12 (U
1,0 + U0), so that thus our starting procedure is defined by:
















+ b(ϕ(U0),χ), ∀χ ∈ Sh, (7.3)
and
(∂tU









, ∀χ ∈ Sh. (7.4)





un−2 = un− 12 + O(k2) as k → 0. (7.5)
Now we will prove that the proposed extrapolation will give the second order
accuracy.
Theorem 6 Let Un be the solution of (7.1) with U0 and U1 defined by (7.2), (7.3)
and (7.4). Assume that (6.3) is valid and that the solution u of (1.2) is sufficiently
smooth. Then, for h, k sufficiently small, we have the following estimate:
‖Un − u(tn)‖∞ ≤ C(hr + k2), (7.6)
where C = C(u,T ,,α, |a|, |b|, c0, c′0).
Proof First, we will prove that
‖θn‖ ≤ C(hr + k2), 1 ≤ n ≤ N. (7.7)
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For n ≥ 2 and χ ∈ Sh, we have
(∂t θ
n,χ) = −a(Dθn− 12 ,Dχ) + b(ϕ(Uˆn) − ϕ(un− 12 ),χ)
− (∂tPhun − un−
1
2











Setting χ = θn− 12 in (7.8) and taking the real part, by (4.4), (5.4) and (1.2.4), we find
1
2k
(‖θn‖2 − ‖θn−1‖2) ≤ C[‖θn− 12 ‖2 + (δn)2 + (ξn)2 + (ζ n)2], (7.9)
where
ζ n = ‖Uˆn − un− 12 ‖.
Note that by (7.5)
ζ n ≤ ‖θˆ n‖ + ‖ρˆn‖ + ‖uˆn − un− 12 ‖
≤ C(‖θn−1‖ + ‖θn−2‖) + C(u)(hr + k2).
Using the estimates of δn, ξn, ζ n, (6.2.1) and (7.9), we obtain
‖θn‖2 ≤ (1 + Ck)‖θn−1‖2 + Ck‖θn−2‖2 + C(u)k(hr + k2)2.
Therefore,
‖θn‖2 + Ck‖θn−1‖2 ≤ (1 + 2Ck)(‖θn−1‖2 + Ck‖θn−2‖2) + C(u)k(hr + k2)2.
The above becomes, for nk ≤ T and n ≥ 2,
‖θn‖2 ≤ C[‖θ1‖2 + k‖θ0‖2 + (hr + k2)2]. (7.10)
Next we shall estimate ‖θ1‖ from (7.3) and (7.4). We obtain instead of (6.7)
from (7.3), with θ1,0 = U1,0 − Phu1, θ0,0 = θ0
1
k
(‖θ1,0‖2 − ‖θ0‖2) ≤ C[‖U0 − u 12 ‖2 + (hr + k2)2]. (7.11)
It follows from (6.2.1) that
‖U0 − u 12 ‖ ≤ ‖θ0‖ + ‖ρ0‖ + ‖u0 − u 12 ‖
≤ ‖θ0‖ + C(hr + k).
Using (7.11) the above becomes
1
k
(‖θ1,0‖2 − ‖θ0‖2) ≤ C[‖θ0‖2 + h2r + k2].
Therefore,
‖θ1,0‖2 ≤ (1 + Ck)‖θ0‖2 + Ck(h2r + k2) ≤ C[‖θ0‖2 + h2r + k3]. (7.12)
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In the same way as above we obtain instead of (6.7) from (7.4)
1
k








































2 − u 12 ‖
≤ 1
2
(‖θ1,0‖ + ‖θ0‖) + C(u)(hr + k2)
≤ C‖θ0‖ + C(u)(hr + k 32 ).
Hence from (7.13)
‖θ1‖2 ≤ (1 + Ck)‖θ0‖2 + Ck(h2r + k3) ≤ C[‖θ0‖2 + (hr + k2)2]. (7.14)
It follows from (7.10) and (7.14), that from some constant C = C(u,T ) and 1 ≤
n ≤ N
‖θn‖ ≤ C[‖θ0‖ + hr + k2], (7.15)
from which the result (7.7) follows, in view of (6.3).
Second, we will prove that
|θn|1 ≤ C(hr + k2), 1 ≤ n ≤ N. (7.16)





































It follows from Theorem 2 and (6.9) that
1
2k




|a|2 + αC() ‖Uˆ





























(|θn|21 − |θn−1|21) ≤ C[(δn)2 + (ξn)2 + (ζ n)2]. (7.17)
Using the estimates of δn, ξn and ζ n we obtain, under the appropriate regularity
assumptions for u, and by (6.2.1), (6.3), (7.7)
1
k
(|θn|21 − |θn−1|21) ≤ C(u)(hr + k2)2.
Consequently, for n ≥ 2 and nk ≤ T , we have
|θn|1 ≤ C(u,T )[(hr + k2) + |θ1|1]. (7.18)
Next, we shall estimate |θ1|1. Similarly to the analysis given above, we obtain instead
of (6.10) from (7.3) and (7.4) respectively,
|θ1|1 ≤ C(u,T )(hr + k2). (7.19)
Together (7.18) and (7.19) show the estimate (7.16). Applying Lemma 3 with p = ∞
and using (7.7) and (7.16), we find
‖θn‖∞ ≤ C(u,T )(hr + k2), 1 ≤ n ≤ N. (7.20)
The proof of the Theorem is now concluded by (7.20) and (6.2.3). 
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