We expand on a previous study by offering a generalized wave function associated with the parabolic cylinder function and a connection with a two-particle position-space wave function. We also provide an explicit formula for a wave function associated with a recent work by the present author and M. Wolf.
Introduction
In [2, 9] Fourier integrals involving the Gaussian and hyperbolic functions are discussed in detail, offering evaluations and interesting transformation properties related to Gauss sums. Recall that (see [10] ) the solution to the time-dependent Schrödinger equation, which is iℎ ∂ψ(x, t) ∂t = − ℎ 2 2m
with ℎ being Planck's constant, is known to be ψ(x, t). That is, the function ψ(x, t) is the Fourier transform of ϕ(z)e −iℎz 2 t/(2m) , where ϕ(z) is a momentum amplitude.
In [7] we discussed the work of Glasser [4] , and offered more insight on transformation properties as well as asymptotic expansions for special instances of ψ(x, t). Our motivation for the paper is based on the observation that there are few examples in the literature of wave packets whose amplitude is non-Gaussian. The typical reason noted for this is the difficulty in explicitly evaluating the resulting integral analytically. Interestingly, we were also able to extend the work of Glaisher, Ramanujan and Glasser in evaluating the wave packets provided herein.
The paper is organized as follows. We first offer an explicit formula to a wave function (unnormalized), which had its asymptotic behavior established in [7] (using methods from [6] ), and accomplish this by using a recent work by the present author and M. Wolf. In the following section we offer a generalization of a wave function of Glasser by using known Laplace transforms. In the last section we establish an interesting twoparticle position-space wave function that may be expressed as a linear combination of the single-particle wave given in [4] .
We shall refer to the Laplace transform of f(z) throughout the paper to be, as usual, 
where c ∈ ℝ is chosen so that the complex integral contour is in the region where L f (p) converges.
A wave function associated with generalized Glaisher-Ramanujan type integrals
In a paper by the present author and M. Wolf [8] , we gave interesting integral evaluations which generalize those found in [3] . In [7] we gave the asymptotic formula (as well as a general method) for the b = 0 case of Theorem 2.1. In our proof we will use [8, Theorem I.1] and ideas from Ramanujan's work [9] . For the rest of this paper, the primitive Dirichlet character χ is defined as
All our infinite sums involving χ should be understood to be over n ≥ 1 throughout this paper.
Proof. First, we write down the needed integral evaluations (see [5] )
and (see [8, 
where
The reader may refer to [1] for a definition of Dedekind's eta function, but for our purposes in this article we need only to note that
Now Parseval's theorem for Fourier cosine transforms tells us that we may apply (2.1) and (2.2) to get that
(2.5) Equation (2.3) arises from applying the right-hand side of (2.1), while the sum over χ comes from the lefthand side of (2.2), and this is found after applying Fourier inversion to (2.1). Equation (2.5) is found from some elementary rearrangement of (2.4). We may now put β 2 = −ip and apply the inverse Laplace transform to (2.5). To evaluate the first sum using (1.1), we need an inverse transform that we were not able to locate in tables. First note the following well-known evaluation (see [5] ):
for ℜ(α) ≥ 0.
Hence, if we set L g (p) to be the right-hand side of (2.6), then we have our inverse
We now arrive at
We believe our proof is interesting in that one could make appropriate modifications to prove Ramanujan's wave function formulas [9] by using the Poisson summation formula for sine transforms.
Generalized wave function and the parabolic cylinder function
In this section we establish an interesting refinement to the non-Gaussian wave function discussed in [4] , which will involve the parabolic cylinder function, and therefore gives a subsequent connection with the harmonic oscillator. Recall that the parabolic cylinder function is a solution to the dimensionless form of the Schrödinger equation over a finite range, whereas over the whole range, it is the Hermite polynomial.
Recall that the parabolic cylinder function is given by
where U(a, b, z) is the Tricomi confluent hypergeometric function of the first kind [1] .
Theorem 3.1. Suppose that v is a complex parameter such that v
Then we have that
Proof. Consider the momentum space given by
where v ̸ = 2n + 1, n ∈ ℕ. Then ϕ(z) = ϕ(−z), and we get a Fourier cosine integral. If we put ℎt 2m = y and take the Laplace transform of the left-hand side of (3.1) relative to y, then we find that we have (e πiv + 1) times the integral 1 2i
If we evaluate this integral in the same manner as in [4] using the calculus of residues, then we find that (3.2) is equal to
).
Now from the tables in [5] , we know that for ℜ(p) > 0,
So taking the inverse Laplace transform of (3.3) gives the theorem, after noting (3.4) and that the inverse Laplace transform of (p − a) −1 is e at .
Note that when v = 0, we have [4, Equation (9)] for b = iℎt 2m , after using the fact that
), where H n (z) are the Hermite polynomials. Hence, if we select v = 2n, then Theorem 3.1 reduces to a series involving the Hermite polynomials.
It should be noted that another formula may be obtained using the integral formula in [5] , with ℜ(μ) > −1, ℜ(r) > 0 and a > 0, that is,
Two-particle position-space wave function
We shall consider a two-particle positions-space wave function that has a close relationship to the singleparticle wave function discussed in [4] . See [10, p. 384] for a discussion on multi-particle systems. We recall the two-particle Hamiltonian operator given bŷ
(We shall only concern ourselves with the case V(x 1 , x 2 ) = 0.) Then we may write the Schrödinger equation in the form iℎ ∂ψ ∂t =Ĥψ. We may also write the solution as
The momentum-space wavefunction ϕ corresponding to ψ(x 1 , x 2 , 0) is given by the Fourier inversion in the usual way. .
) cosh(
Proof. First we recall two integral formulas from the tables in [5] , namely,
valid for |ℑ(w 1 )| < ℜ(β ), w 2 > 0, and
Let t 1 , t 2 > 0. Then we can compute that This is now easily seen to be equivalent to the theorem once we put w 1 = x 1 and w 2 = x 2 .
