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In this work we explore the effects of a weak magnetic field on the decay process of a neutral scalar
boson into a pair of charged fermions in vacuum. Since the analytical computation of the decay
width needs of some approximation, following two different approaches, we study the low and high
transverse momentum limits. Our findings indicate that the magnetic field effect depends on the
kinematics of the scalar particle.
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I. INTRODUCTION
Scalar fields appear in several branches of physics, in different ways, as a fundamental or composite field. At different
energy scales, they can be present from condensed matter (superconductors [1]), compact astrophysical objects (color
superconductivity [2]), high energy physics (Higgs physics and heavy ion collisions [3–5]), up to cosmological events
(where the scalar field can be a matter [6] and energy [7] component of the dark sector, or the inflaton, see e.g., [8]).
On the other hand, in all these processes we can also expect the presence of a magnetic field. Thus, a natural
question that emerges is: how does this magnetic field change the physics in the phenomena driven by the scalar field?
Several authors have addressed this question, finding different answers and eventually discovering new phenomena
such as direct and inverse Magnetic Catalysis [9, 10]. Some of these works have been developed in Inflation [11];
Electroweak Phase Transition and Baryogenesis [12] and QCD phase diagram in high density [13] and temperature
[14] regions (for recent reviews, see [15]).
Other answers have also come from the study of the effect of a magnetic field on the particle decay process. This
effect has been studied in different situations: high intensity laser experiments [16], heavy ion collisions [5, 17, 18],
compact objets [19, 20] and early universe events [21–23].
In all these contexts, the decay processes take place in different external conditions like: temperature, density,
electromagnetic field strength and the nature of the progenitor and decay products [25].
In the cases of study presented in the literature, two limits are typically considered: strong magnetic fields, in which
case only the lowest Landau level (LLL) is taken into account, and weak magnetic fields, that allow to perform some
kind of expansion series in B (with B the magnetic field) and keep only the lowest terms. In addition, the methods
followed to calculate the decay rate and the approximations necessarily accomplished to go through the calculation
vary from a work to another.
Even though all these differences are expected to have a consequence on the process, it is nonetheless remarkable
that different results can be found in the literature for the same physical process.
Besides the first works on decay processes in the presence of an external magnetic field [26–32], nowadays, there is
an intense activity around this subject [17, 18, 23, 24, 33–36]. It is nonetheless important to further explore this area
in order to discern which are the relevant physical ingredients and make the results converge when they describe the
same physical situation. Moreover, to delimit the magnetic field effect on the collected data in experiments is crucial
since any deviation on the expected result could be misinterpreted as new physics.
In a recent publication [21], we have shown that the kinematics of the progenitor particle plays an important roˆle in
the decay process. This ingredient should be taken into account since, depending on the kinematic region of interest,
the decay width can be enhanced or inhibited by the external magnetic field. In the present work, we extend these
ideas by exploring another important aspect on the decay process: the spin.
In order to explore the effect of external magnetic fields on the decay process and its possible relation with spin, in
this work we shall study a heavy scalar boson decay into two charged fermions, in vacuum, with different approaches.
In particular, we are interested in weak field limit, in such a way that our study could be applied on particle production
during late stages of peripheral heavy ion collisions [37] and on the inflaton decay process in a warm inflation scenario
[38–40], considering that cosmic magnetic fields observed at all scales in the universe [41, 42] could be primordial [43–
45].
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2The outline of this work is as follows: in Sec.II we present the model and calculate the scalar self-energy in the
presence of an external homogeneous magnetic field by considering the interaction of a neutral scalar with a pair of
charged fermions, up to one loop; in Sec.III we get the heavy boson self-energy in the weak field limit through two
different approximations that take care of the kinematic along the transverse direction with respect to the magnetic
field, and obtain the decay width by invoking the optical theorem; results are presented in Sec.IV together with a
discussion on the physical differences between these two approaches and with respect to scenarios analyzed by other
authors. Finally, Sec.V contains our conclusions.
II. MODEL
Let us consider a model in which a neutral scalar boson φ interacts with two charged fermions ψψ. The simplest
form for a Lagrangian to account for this process is
L = gφψψ. (1)
This interaction term gives rise to the Feynman diagram shown in Fig.1, whose analytical expression reads
Σ
B
(x, y) = ig2tr
[
S
B
F (x, y)S
B
F (y, x)
]
. (2)
To consider the effect of an external magnetic field, we use the Schwinger’s proper-time method [46], that incorporates
the full magnetic contribution into the momentum dependent propagators, in such a way the propagator has the form
S
B
F (x, y) = Ω(x, y)
∫
d4k
(2pi)4
S
B
F (k)e
−ik(x−y), (3)
where
S
B
F (k) =
∫ ∞
0
ds
cos(eBs)
e−is(m
2−k2‖−k2⊥ tan(eBs)eBs )
[(
m+ 6k‖
)
e−ieBsΣ3 +
6k⊥
cos(eBs)
]
(4)
with
Ω(x′, x′′) = exp
(
−ie
∫ x′
x′′
Aµ(x)dx
µ
)
(5)
the well-known Schwinger’s phase which encodes the gauge dependence of the external magnetic field, and e and m
denote the charge and mass of the fermion fields ψ, respectively, B is the external magnetic field and Σ3 = iγ1γ2, with
γ’s the Dirac gamma matrices. Notice that this particular form for the propagator implies that we have considered
an external uniform magnetic field along z-direction, allowing us to adopt the notation (a · b)|| ≡ a0b0 − a3b3 and
(a · b)⊥ ≡ −a1b1 − a2b2.
In the momentum space, the self-energy reads
Σ(p) = ig2
∫
d4k
(2pi)4
tr
[
SBF (k)S
B
F (k − p)
]
, (6)
where the phase has canceled identically, due to a close loop of charged fermions. Once we replace the propagators
from Eq. (4) in Eq. (6), the scalar self-energy dressed with a magnetic field reads
Σ
B
(p) = ig2
∫
d4k
(2pi)4
∫ ∞
0
ds1
∫ ∞
0
ds2
e−im
2(s1+s2)
cos(eBs1) cos(eBs2)
e
is1
(
k2‖+k
2
⊥
tan(eBs1)
eBs1
)
e
is2
(
(k−p)2‖+(k−p)2⊥ tan(eBs2)eBs2
)
× tr
{[(
m+ 6k‖
)
e−ieBs1Σ3 +
6k⊥
cos(eBs1)
] [(
m+ 6k‖− 6p‖
)
e−ieBs2Σ3 +
6k⊥− 6p⊥
cos(eBs2)
]}
,
(7)
Now, by using the change of variables
s = s1 + s2 and v =
s1 − s2
s1 + s2
,
3ϕ
ψ ϕ
ψ
FIG. 1: Leading-order contribution to the neutral scalar φ boson self-energy in a magnetic field background. ψ′s are charged
fermions and the double dashed lines represent their propagators dressed with the magnetic field.
and performing the trace over Dirac’s gamma matrices as well as the Gaussian integrals over the momenta k, we
finally arrive at
Σ
B
(p) =
g2eB
8pi2
∫ ∞
0
ds
∫ 1
−1
dv e−ism
2
ei
s(1−v2)
4 p‖
2
e
i
eB
cos(eBsv)−cos(eBs)
2 sin(eBs)
p⊥2
×
[
1
tan(eBs)
(
m2 +
i
s
− 1− v
2
4
p‖2
)
+
ieB
sin2(eBs)
− cos(eBsv)− cos(eBs)
2 sin3(eBs)
p⊥2
]
,
(8)
which accounts for the effect of a magnetic field on the scalar self-energy due to a loop of charged fermions. Eq. (8) is
an exact result, since we have not made any approximation on the magnetic field strength. However, the remaining
integrals can not be calculated analytically because of the involved form of the self-energy. To gain some insight
about the magnetic field effect on the analytical structure of the self-energy, in what follows we shall explore two
approximations.
III. MAGNETIC FIELD EFFECT ON SCALAR DECAY INTO FERMIONS
Taking into account that in Eq. (8) the physical scales are the progenitor particle momentum p, the daughter particle
mass m and the magnetic strength interaction eB, the approximations that can be done depend on the hierarchy of
scales among these quantities. In particular, as we mentioned in the introduction, we are interested in weak magnetic
fields with respect to the mass m, i.e., eB  m2. In this regime, we still have two possibilities depending on the
third physical scale involved in the self-energy, the transverse momentum. As it can be seen in Eq. (8), there is an
exponential factor that involves the combination of the transverse momentum and the magnetic field. In this way, we
should be careful with the expansion of this term. In what follows, we study two different approximations depending
on the progenitor particle kinematics.
A. Weak magnetic field and low transverse momentum limit
Let us start by considering the limit in which both the magnetic field and the decaying particle transverse momentum
are low and of the same order of magnitude. In this case, all the factors in the integrand of Eq. (8) can be expanded
up to (eB)2 terms and the self-energy can be written as
Σ
B
(p) ' Σ(0) + Σ˜(p) + Σ˜B (p), (9)
where the first two terms correspond to the self-energy in vacuum and are given by
Σ(0) =
g2
4pi2
∫ ∞
0
ds
s
e−im
2s
[
2i
s
+m2
]
, (10)
which is the contribution that contains the divergencies associated with the mass m and the coupling constant g, and
4Σ˜(p) =
g2
8pi2
[(
p4
2
− 2m2p2
)∫ 1
−1
dv
v2
(1− v2)p2 − 4m2 +
p4
2
∫ 1
−1
dv
v4
(1− v2)p2 − 4m2 − p
2
∫ ∞
0
ds
s
e−ism
2
]
, (11)
that is composed by two finite terms (the first two terms) and a divergent term (the last one) related to the wave
function. Since these divergencies are related with physical scales, all of them are reals and will not affect the imaginary
part in which we are interested here.
Finally, the magnetic contribution in Eq. (9) is
Σ˜
B
(p) =
g2
8pi2
[
16
3
(eB)2m2
∫ 1
−1
dv
((1− v2)p2 − 4m2)2 −
4
3
(eB)2p‖2
∫ 1
−1
dv
1− v2
((1− v2)p2 − 4m2)2
+
8
3
(eB)2p⊥2m2
∫ 1
−1
dv
(1− v2)2
((1− v2)p2 − 4m2)3 −
2
3
(eB)2p2p⊥2
∫ 1
−1
dv
(1− v2)3
((1− v2)p2 − 4m2)3
+
1
3
(eB)2p⊥2
∫ 1
−1
dv
(1− v2)(7− 3v)
((1− v2)p2 − 4m2)2
]
.
(12)
Note that by doing this expansion we have taken into consideration that the main contribution to the integral comes
from the region eBs  1 [26, 27]. In Eqs. (10, 11, 12), the integrals over v or s have been performed when the
operation became trivial.
In order to calculate the decaying rate, we invoke the optical theorem that relates the imaginary part of the
self-energy and the decay rate as [47]
Γ = − = (Σ(p))√
~p2 +M2
. (13)
where the imaginary part of the self-energy up to one loop is represented by cutting the Feynman diagram, as shown
in Fig. 2.
ϕ
ψ ϕ
ψ
FIG. 2: Schematic representation of the imaginary part of the self-energy, obtained by cutting the one-loop Feynman diagram.
Replacing Eq. (9) into Eq. (13) and bearing in mind that the mass m has an i term that warranties the causality
in the propagator in Eq. (4), the calculation of the imaginary part can be easily done by using the identities [48, 49]
lim
→0
=
(
1
(x+ i)n
)
=
(−1)n+1
n!
dnδ(x)
dxn
, (14)
and
∫ ∞
.∞
dmδ(x− a)
dxm
f(x)dx = (−1)m d
mf(x)
dxm
∣∣∣∣
x=a
. (15)
5In such a way, we obtain for the decay rate
ΓB =
2g2
16pi
[
(p2 − 4m2)3/2
p
− 24(eB)
2m4p⊥2
p5(p2 − 4m2)3/2 −
16(eB)2m2p⊥2
3p5
12m4 − 7m2p2 + p4
(p2 − 4m2)5/2
+
4(eB)2
3p3
4m2p2 + 2m2p⊥2 + 2p2p⊥2 − p4
(p2 − 4m2)3/2
]
Θ(p2 − 4m2)√
~p2 +M2
,
(16)
In particular, for an on-shell scalar particle in its rest frame (p2 = M2), the decay width reads
ΓB =
2g2
16pi
[
(M2 − 4m2)3/2
M2
− 4(eB)
2
3M2
√
M2 − 4m2
]
Θ(M2 − 4m2). (17)
The apparent divergencies near the threshold p = 2m in the second term of this equation, as well as in several terms
of Eq. (16), are in fact not present since, in order to be consistent with the weak field limit expansion, it is required
that the magnetic field strength goes to zero faster than the terms that contain the threshold information. This
statement comes from the fact that in the expansion shown in Eq.(16), the expansion parameter is eB/(p2 − 4m2).
This follows from the fact that in Eq. (8), in the absence of a magnetic field, we have two different physical scales:
m2 and (p2 − 4m2), which correspond to the extreme values in the argument of the exponential. The last one is the
relevant scale for the development of the self-energy imaginary part (see also [23]).
B. Weak magnetic field and high transverse momentum limit
Let us now explore the other weak field limit: eB  m2  p2⊥. In this case we must carry out a Taylor expansion
with care [26]: the argument in the exponential that involves the magnetic field is expanded up to (eBs)2, however,
since there are terms that contain a factor p2⊥ that can be large (known as crossed field approximation), then, the
exponential itself cannot be expanded in powers of eBs. This argument does not apply to the coefficient in front of
the exponential since the transverse momentum is weighted by the total momentum, thus, the leading contribution
is of the order O(1). Bearing this in mind, we get
Σ
B
(p) ' g
2
8pi2
∫ ∞
0
ds
∫ 1
−1
dv e−ism
2
ei
s(1−v2)
4 p
2
eis
3 (eB)
2
48 (1−v2)2p⊥2
×
[
m2
s
+
2i
s2
− 1− v
2
4s
p2 − m
2(eB)2s
3
+
(eB)2s
12
(1− v2)p‖2 − (eB)
2s
48
(1− v2)(5− v2)p⊥2
]
.
(18)
In a similar way as we proceeded in the previous section, we can decompose the self-energy as
Σ
B
(p) ' Σ(0) + Σ˜B (p), (19)
with Σ(0) the same term as in Eq. (10), and
Σ˜
B
(p) =
g2
8pi2
[
− p2
∫ ∞
0
ds
s
e−ism
2 − (eB)
2
3
(
m2 − p‖
2
4
+
5p⊥2
16
)
V0S1
+
i
2
(
m2p2 − p
4
4
)
V2S0 − (eB)
2
12
(
p‖2 +
p⊥2
2
)
V2S1
+ i
(eB)2
12
p⊥2
(
m2 − p
2
4
)
V2S2 − ip
4
8
V4S0
+
7(eB)2
48
p⊥2V4S1 − im
2(eB)2
12
p⊥2V4S2 + i
(eB)2
48
p2p⊥2V6S2
]
,
(20)
where, for simplicity, we have introduced the notation
VnSm ≡
∫ 1
−1
dv vn
∫ ∞
0
ds sme
is
(
1−v2
4 p
2−m2+s2 (eB)248 (1−v2)2p⊥2
)
. (21)
It is worth to notice that in this case it was not possible to identify the Σ˜(p) term due to the fact that the integrals
include a new exponential factor.
6Once we replace Eq. (19) in Eq. (13), we arrive at
Γ
B
=
g2
16pi
8 3
√
2
(eB)2/3p⊥2/3
[
− p
2
2
∫ 1
√
1− 4m2
p2
dv(1− v2)−2/3v2
(
1 + v2
4
p2 −m2
)
Ai(x)
+
4
3
∫ 1
√
1− 4m2
p2
dv(1− v2)−5/3v2
(
1 + v2
4
p2 −m2
)(
1− v2
4
p2 −m2
)
Ai(x)
+
2 3
√
2(eB)4/3
3p⊥2/3
∫ 1
√
1− 4m2
p2
dv(1− v2)−4/3
(
1− v2
4
p‖2 − (1− v
2)(7v2 − 5)
16
p⊥2 −m2
)
Ai′(x)
]
× Θ(p
2 − 4m2)√
~p2 +M2
,
(22)
where the terms that involved the integration over s have been identified with the integral representation of the first
kind Airy functions
Ai(x) =
1
pi
∫ ∞
0
cos
(
xt+
t3
3
)
dt (23)
and its derivatives [50], with
x =
m2 − 1−v24 p2(−p2⊥(eB)2(1−v2)2
16
)1/3 . (24)
Note that the zero magnetic field limit can be recovered by using the Dirac delta representation [50]
δ(x) ≡ lim
ε→0
1
ε
Ai
(x
ε
)
with ε ≡
(
(eB)2
m4
) 1
3
.
It is worth to keep in mind that this approximation does not allow us to study the decay process in the particle
rest frame since, by construction, p⊥ is large.
In the next section we present our results and discuss the roˆle played by the decaying particle kinematics: p⊥ ∼ m
and p⊥  m.
IV. RESULTS AND DISCUSSION
The decay rate as a function of the magnetic field normalized with the fermion mass m, for different transverse
momentum values, in the low momentum approximation, given by Eq. (16), is shown In Fig. 3. In this figure and
the following ones we ignore the factor g2/16pi. We can notice that the magnetic field slightly suppresses the decay
process. The effect of the dilatation of time, through the Lorentz factor, can also be observed, and becomes evident at
zero magnetic field. It is worth to notice that each curve represents the decay rate measured by observers in different
reference frames.
In order to quantify the magnetic field effect on the decay process it is convenient to compare it with the decay
rate in vacuum,
∆Γ(p, p⊥,m, eB) ≡ Γ
B
(p, p⊥,m, eB)
Γvac(p, p⊥,m)
, (25)
where Γvac(p, p⊥,m) corresponds to the first term in Eq. (16). For definiteness, we dub this expression as the decay
response to the external magnetic field. In this way we also eliminate the relativistic effect due to dilatation of time
and the dependence on eB can more easily be seen. In Fig. 4, we show the behavior of ∆Γ as a function of eB, for
different values of the transverse momentum.
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FIG. 3: Decay rate (in units of energy), as a function of the magnetic field strength, for different values of the transverse
momentum, for the low momentum approximation, taking p/m = 5.
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FIG. 4: Decay response to the external magnetic field as a function of the magnetic field strength, for different values of the
transverse momentum, for the low momentum approximation, taking p/m = 5.
The behavior of the decay rate with the magnetic field, for the high momentum approximation, can be seen in
Fig. 5. We plotted a log-log graph, in order to remark the variation of the decay rate, which is highly affected by the
Lorentz factor in this regime. Here, we can notice that the decay process follows a different behavior: the increase of
the magnetic field enhances the decay width and this is magnified as the transverse momentum grows. From physical
grounds, this behavior is expected if the progenitor particle is considered as composed of a pair of charged fermions on
which the Lorentz force acts in oposite directions, promoting the breaking of the system. To separate the relativistic
effects on the decay width and highlight the pure magnetic field contribution, in Fig. 6, we plot ∆Γ as a function of
eB by using the high momentum approximation given by Eq. (22), for different values of the transverse momentum.
In order to explore the roˆle played by the spin of the particle products in the decay process, in Fig. 7, we compare
the ∆Γ for fermions, our Eq. (25) for the decay width in the high momentum approximation, with the ∆Γ for scalars
in the same approximation, obtained in a previous work [21], for p⊥/m = 103. The behavior in Fig. 7 seems to
indicate that, as the magnetic field grows, the progenitor scalar particle prefers to decay to a pair of charged fermions
than to a pair of scalars, for large momenta. More work is needed, in the different kinematical regimes, in order to
define the roˆle of the statistics of the decay products, in the presence of an external magnetic field. This work is in
progress and will be published elsewhere.
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FIG. 5: Decay width (in units of energy) as a function of the magnetic field for different values of the transverse momentum,
for the high momentum approximation, taking p/m = 5.
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FIG. 6: Decay response to the external magnetic field as a function of the magnetic field strength, for different values of the
transverse momentum, in the high momentum approximation, taking p/m = 5.
V. CONCLUSIONS
In this work we have studied the magnetic field effects on the decay process in vacuum of a neutral scalar boson
into two charged fermions. Focusing on a weak magnetic field, we carried out a perturbative approach and found
that, depending on the progenitor particle kinematics, the response is inhibited or enhanced by the magnetic field.
In the low transverse momentum approximation, which allows to explore the decaying particle rest frame, we observe
that the external field suppresses the decay width, meanwhile, for the high transverse momentum approximation, the
effect is the opposite: as the field strength increases, the pair creation rate is enhanced.
In the low momentum approximation we found that, for a fixed transverse momentum, the decay width Γ
B
, as well
as the response ∆Γ, decreases as the magnetic field strength grows. This effect could be associated with the phase
space reduction of the charged fermions which is caused by the increasing separation of the Landau levels with the
magnetic field strength.
In the high momentum regime, we found that Γ
B
increases with the magnetic field intensity, for a fixed transverse
momentum. This could be explained as follows: if we imagine that the decaying scalar particle were a two charged
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ΔΓ S
FIG. 7: Ratio of the decay responses to the external magnetic field for two different channels, φ → ψ¯ + ψ and φ → ϕ + ϕ,
where ψ and ϕ are charged fermions and scalars, respectively. We plot this ratio as a function of the magnetic field in the high
momentum approximation, for p⊥/m = 103, and, as usual, we take p/m = 5.
fermion composite particle, then the Lorentz force would act in opposite directions on each forming particle, promoting
the decay process. The magnetic field effect on the decay process was emphasized by considering the ratio between
the full expression (containing both the vacuum and magnetic contribution) and the pure vacuum expression (Fig. 6).
In this way, the relativistic effect related to the dilatation of time was also avoided.
As we mentioned in the introduction, many different results can be found in the literature for the effect of the
magnetic field on the decay process. Since an ingredient that could be important is the spin, in order to shed some
light on its roˆle, we compared the response of the system to the magnetic field in two different channels: φ→ ψ¯ + ψ
and φ→ ϕ+ϕ, where ψ and ϕ are charged fermions and scalars, respectively. This was done, in the high momentum
regime, by taking the ratio between the findings in the present work and the results in Ref. [21] and shown in Fig. 7. We
observed that, in this case, the magnetic field impact is more important on the decay process to charged fermions than
to charged scalars. This results may indicate that the spin-magnetic field interaction increases the pair production in
the fermion case.
The situation studied in this work could be relevant in different physical scenarios, in particular: dilepton production
in heavy-ion collisions, direct URCA processes in neutron stars, or during an early stage of the universe evolution.
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