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Abstract
Real-world data often presents itself in the form
of a network. Examples include social net-
works, citation networks, biological networks,
and knowledge graphs. In their simplest form,
networks represent real-life entities (e.g. peo-
ple, papers, proteins, concepts) as nodes, and
describe them in terms of their relations with
other entities by means of edges between these
nodes. This can be valuable for a range of pur-
poses from the study of information diffusion to
bibliographic analysis, bioinformatics research,
and question-answering.
The quality of networks is often problematic
though, affecting downstream tasks. This pa-
per focuses on the common problem where a
node in the network in fact corresponds to mul-
tiple real-life entities. In particular, we intro-
duce FONDUE, an algorithm based on network
embedding for node disambiguation. Given a
network, FONDUE identifies nodes that corre-
spond to multiple entities, for subsequent split-
ting. Extensive experiments on twelve bench-
mark datasets demonstrate that FONDUE is
substantially and uniformly more accurate for
ambiguous node identification compared to the
existing state-of-the-art, at a comparable com-
putational cost, while less optimal for determin-
ing the best way to split ambiguous nodes.
1 Introduction
Increasingly, data naturally takes the form of a network of
interrelated entities. Examples include social networks de-
scribing social relations between people (e.g. Facebook),
citation networks describing the citation relations between
papers (e.g. DBLP), biological networks e.g. describing
interactions between proteins (e.g. DIP), and knowledge
graphs describing relations between concepts or objects
(e.g. DBPedia). Thus new machine learning, data min-
ing, and information retrieval methods are increasingly
targeting data in their native network representation.
An important problem across all of data science, broadly
speaking, is data quality. For problems on networks, es-
pecially those that are successful in exploiting fine- as
well as coarse-grained structure of networks, ensuring
good data quality is perhaps even more important than
in standard tabular data. For example, an incorrect edge
can have a dramatic effect on the implicit representation
of other nodes, by dramatically changing distances on
the network. Similarly, mistakenly representing distinct
real-life entities by the same node in the network may
dramatically alter its structural properties.
The Node Disambiguation problem While identify-
ing missing edges, and conversely, identifying incorrect
edges, can be tackled adequately using link prediction
methods, prior work has neglected the other task: identify-
ing nodes that are ambiguous—i.e. nodes that correspond
to more than one real-life entity. We will refer to this task
as Node Disambiguation (ND).
In this paper, we address the problem of ND in the most
basic setting: given a network, unweighted, unlabeled,
and undirected, the task considered is to identify nodes
that correspond to multiple distinct real-life entities. We
formulate this as an inverse problem, where we want to
use the ambiguous network (which contains ambiguous
nodes) in order to retrieve the unambiguous network (in
which all nodes are unambiguous). Clearly, this inverse
problem is ill-posed, making it impossible to solve with-
out additional information, a prior, or another type of
inductive bias.
Such an inductive bias can be provided by the Net-
work Embedding (NE) literature, which has produced
embedding-based models that are capable of accurately
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<latexit sha1_base64="pjsNqRURIgFcv8JUF1nxoDX/WNM=">AAAHpnicddVbT9swFAdwwzbK2K1sj 3uJhiZ4Qi1Ug71xlYZUoLD1IkjV2a5LLJyksh1uUfZJ9rp9p32bOUmLQw5EquT4d5I6/+QkZCy40rXav5nZZ89fzFXmXy68ev3m7bvq4vuOCiNJWZuGIpQ9ghUTPGBtzbVgvbFk2CeCdcnlburdKyYVD4Mf+nbM+j6 +CPiIU6zN1KBadX2sPTKKb5JBzJeXk0F1qba6/mV9Y7PhmEFjs97YyAdrX9ed+mot25bQZGsNFud+ucOQRj4LNBVYqfN6baz7MZaaU8GSBTdSbIzpJb5g52YYYJ+pfpwtPXE+m5mhMwql+QXayWaLR8TYV+rWJ6YyX agqWzr5lGnPT5xH7DzSo81+zINxpFlA80WMIuHo0EkzcoZcMqrFrRlgKrm5Dod6WGKqTZILbsCuaej7OBjGLtlO4mmE20lSwh2LOwCpRQpw1+IuwJ7FHsAbizcAuxa7AK8tXgNUFhXAA4sHAIVFAbBpsQlwz+IewEO LhxAjq64fAW95vFCQ7pUrpHUJ8Du/8HHhBPk+uLam6cNhsW4yAVbzYDFwLSeWT8ooWXpn9pjQ2CXHAQMZpjKtKOMZk6E9dw38cSFFmGHbYhtgx2IH4J3FO4BnFs8Aphd4z3WYeDlwMQ38YaGX3l0P6+zWlohMLX0Gk jL27hF0npe1Xo6g87ys9XIEnedlrZcj6DwviytHkJaXPzu5Zk9OKRFyOk2DxKcgL9th5JEOI/tW98GpaWuiFIu4VT6YHhYU9Cc9KugR0GZBwVuBHhf02Kj5Yk0/S87Tg87aat2MTxpLWzuTb9c8+og+oRVURxtoC3 1DLdRGFF2h3+gP+ltZqRxV2pVuXjo7MznmA3qwVX7+B7yz2N4=</latexit><latexit sha1_base64="pjsNqRURIgFcv8JUF1nxoDX/WNM=">AAAHpnicddVbT9swFAdwwzbK2K1sj 3uJhiZ4Qi1Ug71xlYZUoLD1IkjV2a5LLJyksh1uUfZJ9rp9p32bOUmLQw5EquT4d5I6/+QkZCy40rXav5nZZ89fzFXmXy68ev3m7bvq4vuOCiNJWZuGIpQ9ghUTPGBtzbVgvbFk2CeCdcnlburdKyYVD4Mf+nbM+j6 +CPiIU6zN1KBadX2sPTKKb5JBzJeXk0F1qba6/mV9Y7PhmEFjs97YyAdrX9ed+mot25bQZGsNFud+ucOQRj4LNBVYqfN6baz7MZaaU8GSBTdSbIzpJb5g52YYYJ+pfpwtPXE+m5mhMwql+QXayWaLR8TYV+rWJ6YyX agqWzr5lGnPT5xH7DzSo81+zINxpFlA80WMIuHo0EkzcoZcMqrFrRlgKrm5Dod6WGKqTZILbsCuaej7OBjGLtlO4mmE20lSwh2LOwCpRQpw1+IuwJ7FHsAbizcAuxa7AK8tXgNUFhXAA4sHAIVFAbBpsQlwz+IewEO LhxAjq64fAW95vFCQ7pUrpHUJ8Du/8HHhBPk+uLam6cNhsW4yAVbzYDFwLSeWT8ooWXpn9pjQ2CXHAQMZpjKtKOMZk6E9dw38cSFFmGHbYhtgx2IH4J3FO4BnFs8Aphd4z3WYeDlwMQ38YaGX3l0P6+zWlohMLX0Gk jL27hF0npe1Xo6g87ys9XIEnedlrZcj6DwviytHkJaXPzu5Zk9OKRFyOk2DxKcgL9th5JEOI/tW98GpaWuiFIu4VT6YHhYU9Cc9KugR0GZBwVuBHhf02Kj5Yk0/S87Tg87aat2MTxpLWzuTb9c8+og+oRVURxtoC3 1DLdRGFF2h3+gP+ltZqRxV2pVuXjo7MznmA3qwVX7+B7yz2N4=</latexit><latexit sha1_base64="pjsNqRURIgFcv8JUF1nxoDX/WNM=">AAAHpnicddVbT9swFAdwwzbK2K1sj 3uJhiZ4Qi1Ug71xlYZUoLD1IkjV2a5LLJyksh1uUfZJ9rp9p32bOUmLQw5EquT4d5I6/+QkZCy40rXav5nZZ89fzFXmXy68ev3m7bvq4vuOCiNJWZuGIpQ9ghUTPGBtzbVgvbFk2CeCdcnlburdKyYVD4Mf+nbM+j6 +CPiIU6zN1KBadX2sPTKKb5JBzJeXk0F1qba6/mV9Y7PhmEFjs97YyAdrX9ed+mot25bQZGsNFud+ucOQRj4LNBVYqfN6baz7MZaaU8GSBTdSbIzpJb5g52YYYJ+pfpwtPXE+m5mhMwql+QXayWaLR8TYV+rWJ6YyX agqWzr5lGnPT5xH7DzSo81+zINxpFlA80WMIuHo0EkzcoZcMqrFrRlgKrm5Dod6WGKqTZILbsCuaej7OBjGLtlO4mmE20lSwh2LOwCpRQpw1+IuwJ7FHsAbizcAuxa7AK8tXgNUFhXAA4sHAIVFAbBpsQlwz+IewEO LhxAjq64fAW95vFCQ7pUrpHUJ8Du/8HHhBPk+uLam6cNhsW4yAVbzYDFwLSeWT8ooWXpn9pjQ2CXHAQMZpjKtKOMZk6E9dw38cSFFmGHbYhtgx2IH4J3FO4BnFs8Aphd4z3WYeDlwMQ38YaGX3l0P6+zWlohMLX0Gk jL27hF0npe1Xo6g87ys9XIEnedlrZcj6DwviytHkJaXPzu5Zk9OKRFyOk2DxKcgL9th5JEOI/tW98GpaWuiFIu4VT6YHhYU9Cc9KugR0GZBwVuBHhf02Kj5Yk0/S87Tg87aat2MTxpLWzuTb9c8+og+oRVURxtoC3 1DLdRGFF2h3+gP+ltZqRxV2pVuXjo7MznmA3qwVX7+B7yz2N4=</latexit><latexit sha1_base64="pjsNqRURIgFcv8JUF1nxoDX/WNM=">AAAHpnicddVbT9swFAdwwzbK2K1sj 3uJhiZ4Qi1Ug71xlYZUoLD1IkjV2a5LLJyksh1uUfZJ9rp9p32bOUmLQw5EquT4d5I6/+QkZCy40rXav5nZZ89fzFXmXy68ev3m7bvq4vuOCiNJWZuGIpQ9ghUTPGBtzbVgvbFk2CeCdcnlburdKyYVD4Mf+nbM+j6 +CPiIU6zN1KBadX2sPTKKb5JBzJeXk0F1qba6/mV9Y7PhmEFjs97YyAdrX9ed+mot25bQZGsNFud+ucOQRj4LNBVYqfN6baz7MZaaU8GSBTdSbIzpJb5g52YYYJ+pfpwtPXE+m5mhMwql+QXayWaLR8TYV+rWJ6YyX agqWzr5lGnPT5xH7DzSo81+zINxpFlA80WMIuHo0EkzcoZcMqrFrRlgKrm5Dod6WGKqTZILbsCuaej7OBjGLtlO4mmE20lSwh2LOwCpRQpw1+IuwJ7FHsAbizcAuxa7AK8tXgNUFhXAA4sHAIVFAbBpsQlwz+IewEO LhxAjq64fAW95vFCQ7pUrpHUJ8Du/8HHhBPk+uLam6cNhsW4yAVbzYDFwLSeWT8ooWXpn9pjQ2CXHAQMZpjKtKOMZk6E9dw38cSFFmGHbYhtgx2IH4J3FO4BnFs8Aphd4z3WYeDlwMQ38YaGX3l0P6+zWlohMLX0Gk jL27hF0npe1Xo6g87ys9XIEnedlrZcj6DwviytHkJaXPzu5Zk9OKRFyOk2DxKcgL9th5JEOI/tW98GpaWuiFIu4VT6YHhYU9Cc9KugR0GZBwVuBHhf02Kj5Yk0/S87Tg87aat2MTxpLWzuTb9c8+og+oRVURxtoC3 1DLdRGFF2h3+gP+ltZqRxV2pVuXjo7MznmA3qwVX7+B7yz2N4=</latexit>
 
<latexit sha1_base64="eyIwbP/OJufKuGkvvMHpIOa449U=">AAAHmnicddVbT9swFAdwwzbK2AXYHr eHaGjSnlBLq5W9QQFpaC0URi8qqZDtuk2Gk1S2My5R9hn2un2zfZs5SYtDDkSq5Ph3kjj/5DRkyl2pyuV/C4tPnj5bKi0/X3nx8tXr1bX1N10ZhIKyDg14IPoES8Zdn3WUqzjrTwXDHuGsRy73Eu/9ZEK6gX+mbqZs6O GJ745dipWe6tojxhW+WNsob1Y/V+vbNUsPatuVWj0bbH2pWpXNcrptoNnWvlhf+mWPAhp6zFeUYynPK+WpGkZYKJdyFq/YoWRTTC/xhJ3roY89JodRutzY+qhnRtY4EPrnKyudzR8RYU/KG4/oSg8rRxYtmXzMlOPF1 gN2Hqrx9jBy/WmomE+zRYxDbqnASnKxRq5gVPEbPcBUuPo+LOpgganS6a3YPruigedhfxTZZDeO7OQKZBztxnEBGwYbAKlBCnDP4B7AvsE+wGuD1wB7BnsArwxeAZQGJcBDg4cAuUEOsGmwCXDf4D7AlsEWxNCo7YXA2 46bK0j2ihXCuAD43Z14OHeCbB/cW1P33ihfN5sAq7m3GLiWE8MnRRQseTL7Seva5NhnIMNE5hVFHDARmHOXwYVzKcIMOwY7ALsGuwBvDd4CHBgcAExu8I4rMPFi4Hwe+P1CJ3m6Dlbpoy0QmVvyDsRF7N8h6Dwnbb0M Qec5aetlCDrPSVsvQ9B5ThpXhiAtJ3t3Mk3fnEIi5HSeBolOQV6mw8gDHUYOjB6AU9P2TCnmUbt4MG3lFPQnPcrpEdBmTsG/Aj3O6bFW/cWaf5asxwfdrc2KHp/UNnYas2/XMnqHPqBPqILqaAd9RW3UQRT9QL/RH/S3 9L7UKB2WvmWliwuzY96ie1vp7D+0ZtRj</latexit><latexit sha1_base64="eyIwbP/OJufKuGkvvMHpIOa449U=">AAAHmnicddVbT9swFAdwwzbK2AXYHr eHaGjSnlBLq5W9QQFpaC0URi8qqZDtuk2Gk1S2My5R9hn2un2zfZs5SYtDDkSq5Ph3kjj/5DRkyl2pyuV/C4tPnj5bKi0/X3nx8tXr1bX1N10ZhIKyDg14IPoES8Zdn3WUqzjrTwXDHuGsRy73Eu/9ZEK6gX+mbqZs6O GJ745dipWe6tojxhW+WNsob1Y/V+vbNUsPatuVWj0bbH2pWpXNcrptoNnWvlhf+mWPAhp6zFeUYynPK+WpGkZYKJdyFq/YoWRTTC/xhJ3roY89JodRutzY+qhnRtY4EPrnKyudzR8RYU/KG4/oSg8rRxYtmXzMlOPF1 gN2Hqrx9jBy/WmomE+zRYxDbqnASnKxRq5gVPEbPcBUuPo+LOpgganS6a3YPruigedhfxTZZDeO7OQKZBztxnEBGwYbAKlBCnDP4B7AvsE+wGuD1wB7BnsArwxeAZQGJcBDg4cAuUEOsGmwCXDf4D7AlsEWxNCo7YXA2 46bK0j2ihXCuAD43Z14OHeCbB/cW1P33ihfN5sAq7m3GLiWE8MnRRQseTL7Seva5NhnIMNE5hVFHDARmHOXwYVzKcIMOwY7ALsGuwBvDd4CHBgcAExu8I4rMPFi4Hwe+P1CJ3m6Dlbpoy0QmVvyDsRF7N8h6Dwnbb0M Qec5aetlCDrPSVsvQ9B5ThpXhiAtJ3t3Mk3fnEIi5HSeBolOQV6mw8gDHUYOjB6AU9P2TCnmUbt4MG3lFPQnPcrpEdBmTsG/Aj3O6bFW/cWaf5asxwfdrc2KHp/UNnYas2/XMnqHPqBPqILqaAd9RW3UQRT9QL/RH/S3 9L7UKB2WvmWliwuzY96ie1vp7D+0ZtRj</latexit><latexit sha1_base64="eyIwbP/OJufKuGkvvMHpIOa449U=">AAAHmnicddVbT9swFAdwwzbK2AXYHr eHaGjSnlBLq5W9QQFpaC0URi8qqZDtuk2Gk1S2My5R9hn2un2zfZs5SYtDDkSq5Ph3kjj/5DRkyl2pyuV/C4tPnj5bKi0/X3nx8tXr1bX1N10ZhIKyDg14IPoES8Zdn3WUqzjrTwXDHuGsRy73Eu/9ZEK6gX+mbqZs6O GJ745dipWe6tojxhW+WNsob1Y/V+vbNUsPatuVWj0bbH2pWpXNcrptoNnWvlhf+mWPAhp6zFeUYynPK+WpGkZYKJdyFq/YoWRTTC/xhJ3roY89JodRutzY+qhnRtY4EPrnKyudzR8RYU/KG4/oSg8rRxYtmXzMlOPF1 gN2Hqrx9jBy/WmomE+zRYxDbqnASnKxRq5gVPEbPcBUuPo+LOpgganS6a3YPruigedhfxTZZDeO7OQKZBztxnEBGwYbAKlBCnDP4B7AvsE+wGuD1wB7BnsArwxeAZQGJcBDg4cAuUEOsGmwCXDf4D7AlsEWxNCo7YXA2 46bK0j2ihXCuAD43Z14OHeCbB/cW1P33ihfN5sAq7m3GLiWE8MnRRQseTL7Seva5NhnIMNE5hVFHDARmHOXwYVzKcIMOwY7ALsGuwBvDd4CHBgcAExu8I4rMPFi4Hwe+P1CJ3m6Dlbpoy0QmVvyDsRF7N8h6Dwnbb0M Qec5aetlCDrPSVsvQ9B5ThpXhiAtJ3t3Mk3fnEIi5HSeBolOQV6mw8gDHUYOjB6AU9P2TCnmUbt4MG3lFPQnPcrpEdBmTsG/Aj3O6bFW/cWaf5asxwfdrc2KHp/UNnYas2/XMnqHPqBPqILqaAd9RW3UQRT9QL/RH/S3 9L7UKB2WvmWliwuzY96ie1vp7D+0ZtRj</latexit><latexit sha1_base64="eyIwbP/OJufKuGkvvMHpIOa449U=">AAAHmnicddVbT9swFAdwwzbK2AXYHr eHaGjSnlBLq5W9QQFpaC0URi8qqZDtuk2Gk1S2My5R9hn2un2zfZs5SYtDDkSq5Ph3kjj/5DRkyl2pyuV/C4tPnj5bKi0/X3nx8tXr1bX1N10ZhIKyDg14IPoES8Zdn3WUqzjrTwXDHuGsRy73Eu/9ZEK6gX+mbqZs6O GJ745dipWe6tojxhW+WNsob1Y/V+vbNUsPatuVWj0bbH2pWpXNcrptoNnWvlhf+mWPAhp6zFeUYynPK+WpGkZYKJdyFq/YoWRTTC/xhJ3roY89JodRutzY+qhnRtY4EPrnKyudzR8RYU/KG4/oSg8rRxYtmXzMlOPF1 gN2Hqrx9jBy/WmomE+zRYxDbqnASnKxRq5gVPEbPcBUuPo+LOpgganS6a3YPruigedhfxTZZDeO7OQKZBztxnEBGwYbAKlBCnDP4B7AvsE+wGuD1wB7BnsArwxeAZQGJcBDg4cAuUEOsGmwCXDf4D7AlsEWxNCo7YXA2 46bK0j2ihXCuAD43Z14OHeCbB/cW1P33ihfN5sAq7m3GLiWE8MnRRQseTL7Seva5NhnIMNE5hVFHDARmHOXwYVzKcIMOwY7ALsGuwBvDd4CHBgcAExu8I4rMPFi4Hwe+P1CJ3m6Dlbpoy0QmVvyDsRF7N8h6Dwnbb0M Qec5aetlCDrPSVsvQ9B5ThpXhiAtJ3t3Mk3fnEIi5HSeBolOQV6mw8gDHUYOjB6AU9P2TCnmUbt4MG3lFPQnPcrpEdBmTsG/Aj3O6bFW/cWaf5asxwfdrc2KHp/UNnYas2/XMnqHPqBPqILqaAd9RW3UQRT9QL/RH/S3 9L7UKB2WvmWliwuzY96ie1vp7D+0ZtRj</latexit>
(c)
<latexit sha1_base64="n8aemqRj8PQ2TsvWm9zr6ld3lmk=">AAAHm3icddVbT9 swFAdwwzbKuguwPU6ToqFJ7AW1tFrZG1CQxlSgZetFkArZrttEOEllO+MSZd9hr9sn27eZk7Q45ECkSo5/J4nzT05DptyVqlL5t7D45OmzpdLy8/KLl69er6yuvenJIBSUd WnAAzEgWDLu+qyrXMXZYCoY9ghnfXLZTLz/kwnpBv4PdTNlQw9PfHfsUqz0VN8mY2uDfrpYXa9s1j7XGtt1Sw/q29V6IxtsfalZ1c1Kuq2j2da+WFv6ZY8CGnrMV5RjKc+r lakaRlgol3IWl+1Qsimml3jCzvXQxx6Twyhdb2x91DMjaxwI/fOVlc7mj4iwJ+WNR3Slh5Uji5ZMPmbK8WLrATsP1Xh7GLn+NFTMp9kixiG3VGAlwVgjVzCq+I0eYCpcfR 8WdbDAVOn4yrbPrmjgedgfRTbZjSM7uQIZR7txXMA9g3sAqUEKsGmwCXBgcADw2uA1wL7BPsArg1cApUEJ8NDgIUBukANsGWwB3De4D/DI4BHE0KjthcDbjpsrSPaKFcK4A PjdnXg4d4JsH9xbSzffKF83mwCrubcYuJaO4U4RBUuezD7jCtvkxGcgw0TmFUU8YyIw566AC+dShBl2DXYB9gz2AN4avAV4ZvAMYHKDd1yFiRcD5/PA7xc6ydN1sEofbYHI 3JJ3IC7i4A5B5zlp62UIOs9JWy9D0HlO2noZgs5z0rgyBGk52buTafrmFBIhp/M0SHQK8jIdRh7oMHJg9ACcmrZnSjGP2sWD6VFOQX/S45weA23lFPwr0JOcnmjVX6z5Z8l 6fNDb2qzqcae+vrM3+3Yto3foA9pAVdRAO+graqMuougS/UZ/0N/S+1Kz9K3UykoXF2bHvEX3tlL3P8is0/8=</latexit><latexit sha1_base64="n8aemqRj8PQ2TsvWm9zr6ld3lmk=">AAAHm3icddVbT9 swFAdwwzbKuguwPU6ToqFJ7AW1tFrZG1CQxlSgZetFkArZrttEOEllO+MSZd9hr9sn27eZk7Q45ECkSo5/J4nzT05DptyVqlL5t7D45OmzpdLy8/KLl69er6yuvenJIBSUd WnAAzEgWDLu+qyrXMXZYCoY9ghnfXLZTLz/kwnpBv4PdTNlQw9PfHfsUqz0VN8mY2uDfrpYXa9s1j7XGtt1Sw/q29V6IxtsfalZ1c1Kuq2j2da+WFv6ZY8CGnrMV5RjKc+r lakaRlgol3IWl+1Qsimml3jCzvXQxx6Twyhdb2x91DMjaxwI/fOVlc7mj4iwJ+WNR3Slh5Uji5ZMPmbK8WLrATsP1Xh7GLn+NFTMp9kixiG3VGAlwVgjVzCq+I0eYCpcfR 8WdbDAVOn4yrbPrmjgedgfRTbZjSM7uQIZR7txXMA9g3sAqUEKsGmwCXBgcADw2uA1wL7BPsArg1cApUEJ8NDgIUBukANsGWwB3De4D/DI4BHE0KjthcDbjpsrSPaKFcK4A PjdnXg4d4JsH9xbSzffKF83mwCrubcYuJaO4U4RBUuezD7jCtvkxGcgw0TmFUU8YyIw566AC+dShBl2DXYB9gz2AN4avAV4ZvAMYHKDd1yFiRcD5/PA7xc6ydN1sEofbYHI 3JJ3IC7i4A5B5zlp62UIOs9JWy9D0HlO2noZgs5z0rgyBGk52buTafrmFBIhp/M0SHQK8jIdRh7oMHJg9ACcmrZnSjGP2sWD6VFOQX/S45weA23lFPwr0JOcnmjVX6z5Z8l 6fNDb2qzqcae+vrM3+3Yto3foA9pAVdRAO+graqMuougS/UZ/0N/S+1Kz9K3UykoXF2bHvEX3tlL3P8is0/8=</latexit><latexit sha1_base64="n8aemqRj8PQ2TsvWm9zr6ld3lmk=">AAAHm3icddVbT9 swFAdwwzbKuguwPU6ToqFJ7AW1tFrZG1CQxlSgZetFkArZrttEOEllO+MSZd9hr9sn27eZk7Q45ECkSo5/J4nzT05DptyVqlL5t7D45OmzpdLy8/KLl69er6yuvenJIBSUd WnAAzEgWDLu+qyrXMXZYCoY9ghnfXLZTLz/kwnpBv4PdTNlQw9PfHfsUqz0VN8mY2uDfrpYXa9s1j7XGtt1Sw/q29V6IxtsfalZ1c1Kuq2j2da+WFv6ZY8CGnrMV5RjKc+r lakaRlgol3IWl+1Qsimml3jCzvXQxx6Twyhdb2x91DMjaxwI/fOVlc7mj4iwJ+WNR3Slh5Uji5ZMPmbK8WLrATsP1Xh7GLn+NFTMp9kixiG3VGAlwVgjVzCq+I0eYCpcfR 8WdbDAVOn4yrbPrmjgedgfRTbZjSM7uQIZR7txXMA9g3sAqUEKsGmwCXBgcADw2uA1wL7BPsArg1cApUEJ8NDgIUBukANsGWwB3De4D/DI4BHE0KjthcDbjpsrSPaKFcK4A PjdnXg4d4JsH9xbSzffKF83mwCrubcYuJaO4U4RBUuezD7jCtvkxGcgw0TmFUU8YyIw566AC+dShBl2DXYB9gz2AN4avAV4ZvAMYHKDd1yFiRcD5/PA7xc6ydN1sEofbYHI 3JJ3IC7i4A5B5zlp62UIOs9JWy9D0HlO2noZgs5z0rgyBGk52buTafrmFBIhp/M0SHQK8jIdRh7oMHJg9ACcmrZnSjGP2sWD6VFOQX/S45weA23lFPwr0JOcnmjVX6z5Z8l 6fNDb2qzqcae+vrM3+3Yto3foA9pAVdRAO+graqMuougS/UZ/0N/S+1Kz9K3UykoXF2bHvEX3tlL3P8is0/8=</latexit><latexit sha1_base64="n8aemqRj8PQ2TsvWm9zr6ld3lmk=">AAAHm3icddVbT9 swFAdwwzbKuguwPU6ToqFJ7AW1tFrZG1CQxlSgZetFkArZrttEOEllO+MSZd9hr9sn27eZk7Q45ECkSo5/J4nzT05DptyVqlL5t7D45OmzpdLy8/KLl69er6yuvenJIBSUd WnAAzEgWDLu+qyrXMXZYCoY9ghnfXLZTLz/kwnpBv4PdTNlQw9PfHfsUqz0VN8mY2uDfrpYXa9s1j7XGtt1Sw/q29V6IxtsfalZ1c1Kuq2j2da+WFv6ZY8CGnrMV5RjKc+r lakaRlgol3IWl+1Qsimml3jCzvXQxx6Twyhdb2x91DMjaxwI/fOVlc7mj4iwJ+WNR3Slh5Uji5ZMPmbK8WLrATsP1Xh7GLn+NFTMp9kixiG3VGAlwVgjVzCq+I0eYCpcfR 8WdbDAVOn4yrbPrmjgedgfRTbZjSM7uQIZR7txXMA9g3sAqUEKsGmwCXBgcADw2uA1wL7BPsArg1cApUEJ8NDgIUBukANsGWwB3De4D/DI4BHE0KjthcDbjpsrSPaKFcK4A PjdnXg4d4JsH9xbSzffKF83mwCrubcYuJaO4U4RBUuezD7jCtvkxGcgw0TmFUU8YyIw566AC+dShBl2DXYB9gz2AN4avAV4ZvAMYHKDd1yFiRcD5/PA7xc6ydN1sEofbYHI 3JJ3IC7i4A5B5zlp62UIOs9JWy9D0HlO2noZgs5z0rgyBGk52buTafrmFBIhp/M0SHQK8jIdRh7oMHJg9ACcmrZnSjGP2sWD6VFOQX/S45weA23lFPwr0JOcnmjVX6z5Z8l 6fNDb2qzqcae+vrM3+3Yto3foA9pAVdRAO+graqMuougS/UZ/0N/S+1Kz9K3UykoXF2bHvEX3tlL3P8is0/8=</latexit>
(a)
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Figure 1: (a) A node that corresponds to two real-life entities that belongs to two communities. Links that connect the
node with different communities are plotted in either full lines or dashed lines. (b) an ideal split that aligns well with
the communities. (c) a less optimal split.
modeling the connectivity of real-life networks down to
the node-level, while being unable to accurately model
random networks (Fortunato and Barthelemy, 2007, Wang
et al., 2017). Inspired by this literature, we propose to use
as an inductive bias the fact that the unambiguous network
must be easy to model using a NE. Thus, we introduce
FONDUE (a Framework fOr Node Disambiguation Using
network Embeddings), a method that determines the ex-
tent to which splitting a node into distinct entities would
improve the quality of the resulting NE.
Example Figure 1(a) illustrates the idea of FONDUE
applied on a single node xi. In this example, node xi
corresponds to two real-life entities that belong to two
separate communities, visualized by either full or dashed
lines, to highlight the distinction. Because node xi is
connected to two different communities, this should be
reflected in the embedding space, given that network em-
beddings do model this relationship, thus xi would be
naturally located between both communities. Figure 1(b)
shows an ideal split where the two resulting nodes xi′ and
xi′′ are embedded close to their own respective commu-
nity. Figure 1(c) shows a less ideal split where the two
resulting nodes are still embedded in the middle of their
two distinct communities.
Related work The problem of ND differs from Named-
Entity Disambiguation (NED; also known as Named En-
tity Linking, NEL), a Natural Language Processing (NLP)
task where the purpose is to identify which real-life en-
tity from a list a named-entity in a text refers to. For
example, in the ArnetMiner Dataset (Tang et al., 2012)
‘Bin Zhu’ corresponds to more than 10+ authors. NED
in this context aims to match the author names to unique
(unambiguous) author identifiers (Parravicini et al., 2019,
Shen et al., 2015, Tang et al., 2012, Zhang and Al Hasan,
2017b). NED typically strongly relies on the text, e.g.
by characterizing the context in which the named entity
occurs (e.g. paper topic). In ND, in contrast, no natural
language is considered, and the goal is to rely on just the
network’s connectivity in order to identify which nodes
may correspond to multiple distinct entities. Moreover,
ND does not assume the availability of a list of known un-
ambiguous entity identifiers, such that an important part
of the challenge is to identify which nodes are ambiguous
in the first place.1
The research by (Hermansson et al., 2013, Saha et al.,
2015) is most closely related to ours. These papers also
only use topological information of the network for ND.
Yet, (Saha et al., 2015) also require timestamps for the
edges, while (Hermansson et al., 2013) require a training
set of nodes labeled as ambiguous and non-ambiguous.
Moreover, even though the method proposed by (Saha
et al., 2015) is reportedly orders of magnitude faster than
the one proposed by (Hermansson et al., 2013), it remains
computationally substantially more demanding than FON-
DUE (e.g. (Saha et al., 2015) evaluate their method on
networks with just 150 entities). Other recent work us-
ing NE for NED (Cavallari et al., 2017, Chen and Sun,
2017, Xu et al., 2018, Zhang and Al Hasan, 2017a) is only
related indirectly as they rely on additional information
besides the topology of the network.
Contributions In this paper we propose FONDUE,
which exploits the fact that naturally occurring networks
can be embedded well using state-of-the-art NE methods,
by identifying nodes as more likely to be ambiguous if
splitting them enhances the quality of an optimal NE. To
do this in a scalable manner, substantial challenges had to
be overcome. Specifically, through a first-order analysis
we derive a fast approximation of the expected NE quality
improvement after splitting a node. We implemented this
idea for CNE (Kang et al., 2019), a recent state-of-the-art
NE method, although we demonstrate that the approach
can be applied for a broad class of NE methods. Our
extensive experiments over a wide range of networks
demonstrate the superiority of FONDUE in comparison
with the best available baselines for ambiguous node iden-
1Note that ND could be used to assist in NED tasks, e.g. if
the natural language is used to create a graph of related named
entities. This is left for further work.
tification, and this at comparable computational cost. We
also empirically demonstrate that, somewhat surprisingly,
this increase in identification accuracy is not matched
by a comparable improvement in ambiguous node split-
ting accuracy. Thus, we recommend using FONDUE for
ambiguous node identification in combination with a state-
of-the-art approach for optimally splitting the identified
nodes.
2 Methods
Section 2.1 formally defines the ND problem. Section 2.2
introduces the FONDUE approach in a generic manner,
independent of the specific NE method it is applied to.
A scalable approximation of FONDUE is described in
Section 2.3. Section 2.4 then develops FONDUE in detail
for the embedding method CNE (Kang et al., 2019).
Notation. Throughout this paper, a bold uppercase letter
denotes matrix (e.g. A), bold lower case letter denotes
a column vector (e.g. xi), (.)> denotes matrix transpose
(e.g. A>), and ‖(.)‖ denotes the Frobenius norm of a
matrix (e.g. ‖A‖).
2.1 Problem definition
We denote an undirected, unweighted, unlabeled graph as
G = (V,E), with V = {1, 2, . . . , n} the set of n nodes
(or vertices), and E ⊆ (V2) the set of edges (or links)
between these nodes. We also define the adjacency matrix
of a graph G, denoted A ∈ {0, 1}n×n, as Aij = 1 iff
{i, j} ∈ E. We denote ai ∈ {0, 1}n as the adjacency vec-
tor for node i, i.e. the ith column of the adjacency matrix
A, and Γ(i) = {j | {i, j} ∈ E} the set of neighbors of
i.
To formally define the ND problem as an inverse problem,
we first need to define the forward problem which maps
an unambiguous graph onto an ambiguous one. To this
end, we define a node contraction:
Definition 2.1 (Node Contraction). A node contraction
c for a graph G = (V,E) with V = {1, 2, . . . , n} is
a surjective function c : V → Vˆ for some set Vˆ =
{1, 2, . . . , nˆ} with nˆ ≤ n. For convenience, we will
define c−1 : Vˆ → 2V as c−1(i) = {k ∈ V |c(k) = i}
for any i ∈ Vˆ . Moreover, we will refer to the cardinality
|c−1(i)| as the multiplicity of the node i ∈ Vˆ .
A node contraction defines an equivalence relation ∼c
over the set of nodes: i ∼c j iff c(i) = c(j), and the set
Vˆ is the quotient set V/ ∼c. The contraction can thus
be used to define the concept of an ambiguous graph, as
follows.
Definition 2.2 (Ambiguous graph). Given a graph G =
(V,E) and a node contraction c for that graph, the
ambiguous graph Gˆ is defined as Gˆ = (Vˆ , Eˆ) where
Eˆ = {{i, j}|∃{k, l} ∈ E : c(k) = i ∧ c(l) = j}. Over-
loading notation, we write Gˆ , c(G). We refer to G as
the unambiguous graph.
We can now formally define the ND problem as inverting
the contraction operation:
Definition 2.3 (The Node Disambiguation Problem).
Given an ambiguous graph Gˆ = (Vˆ , Eˆ) (denoted us-
ing hats to indicate this is typically the empirically ob-
served graph), ND aims to retrieve the unambiguous graph
G = (V,E) and associated node contraction c, i.e. for
which c(G) = Gˆ.
To be clear, it suffices to identify G up to an isomorphism,
as the actual identifiers of the nodes are irrelevant. Equiv-
alently, it suffices to identify the multiplicities of all nodes
i ∈ Gˆ, i.e. the number of unambiguous nodes that each
node in the ambiguous graph represents. The actual node
identifiers in c−1(i) are irrelevant.
Clearly, the ND problem is an ill-posed inverse problem.
Thus, further assumptions, inductive bias, or priors are
inevitable in order to solve the problem.
The key idea in FONDUE is that G, considering it is a
‘natural’ graph, can be embedded well using state-of-the-
art NE methods (which have empirically been shown to
embed ‘natural’ graphs well). Thus, FONDUE searches
for the graph G such that c(G) = Gˆ, while optimizing the
NE cost function.
Without loss of generality, the ND problem can be decom-
posed into two steps:
1. Estimating the multiplicities of all i ∈ Gˆ—i.e. the
number unambiguous nodes from G represented by
the node from Gˆ. Note that the number of nodes n
in V is then equal to the sum of these multiplicities,
and arbitrarily assigning these n nodes to the sets
c−1(i) defines c−1 and thus c.
2. Given c, estimating the edge set E. To ensure that
c(G) = Gˆ, for each {i, j} ∈ Eˆ there must exist
at least one edge {k, l} ∈ E with k ∈ c−1(i) and
l ∈ c−1(j).
As an inductive bias for the second step, we will addition-
ally assume that the graph G is sparse. Thus, FONDUE
estimates G as the graph with the smallest set E for which
c(G) = Gˆ. Practically, this means that an edge {i, j} ∈ Eˆ
results in exactly one edge {k, l} ∈ E with k ∈ c−1(i)
and l ∈ c−1(j), and that equivalent nodes k ∼c l with
k, l ∈ V are never connected by an edge, i.e. {k, l} 6∈ E.
This bias is justified by the sparsity of most ‘natural’
graphs, and our experiments indicate it is justified.
2.2 FONDUE as a generic approach
To address the ND problem 2.3, FONDUE uses an in-
ductive bias that the unambiguous network must be easy
to model using NE. This allows us to approach the ND
problem in the context of NE. Here we first introduce the
basic concepts in NE and then present FONDUE.
Network Embedding. NE methods find a mapping
f : V → Rd from nodes to d-dimensional real vectors.
An embedding is denoted asX = (x1,x2, . . . ,xn)> ∈
Rn×d, where xi , f(i) for i ∈ V is the embedding of
each node. All well-known NE methods aim to find an
optimal embeddingX∗G for given graph G that minimizes
a continuous differentiable cost function O(G,X).
Thus, based on NE, the ND problem 2.3 can be restated
as follows.
Definition 2.4 (NE based ND problem). Given an am-
biguous graph Gˆ, NE based ND aims to retrieve the un-
ambiguous graph G and the associated contraction c:
argmin
G
O (G,X∗G)
s.t. c(G) = Gˆ.
Ideally, this optimization problem can be solved by si-
multaneously finding optimal splits for all nodes (i.e., a
reverse mapping) that yield the smallest embedding cost
after re-embedding. However, this strategy requires to
(a) search splits in an exponential search space that has
the combinations of splits (with arbitrary cardinality) of
all nodes, (b) to evaluate each combination of the splits,
the embedding of the resulting network needs to be re-
computed. Thus, this ideal solution is computationally
intractable and more scalable solutions are needed.
FONDUE. We approach the NE based ND problem 2.4
in a greedy and iterative manner. At each iteration, FON-
DUE identifies the node that has a split which will result
in the smallest value of the cost function among all nodes.
To further reduce the computational complexity, FON-
DUE only split one node into two nodes at a time (e.g.
Figure 1(b)), i.e., it splits node i into two nodes i′ and i′′
with corresponding adjacency vectors ai′ ,ai′′ ∈ {0, 1}n,
ai′ + ai′′ = ai. For convenience, we refer to such a split
as a binary split. Once, the best binary split of the best
node is identified, FONDUE splits that node and starts
the next iteration.
However, the evaluation of each split requires recomput-
ing the embedding, which is still computationally demand-
ing. Instead of recomputing the embedding, FONDUE
performs a first-order analysis by investigates the effect
of an infinitesimal split of a node i around its embedding
xi, on the cost O(Gˆsi, Xˆsi) obtained after performing the
splitting. Specifically, FONDUE seeks the split of node i
that will result in embedding xi′ and xi′′ with infinitesi-
mal difference δi (where δi = xi′ − xi′′ , xi′ = xi + δi2 ,
xi′′ = xi − δi2 , and δi → 0, e.g. Figure 1(b)) such that
||∇δiO(Gˆsi, Xˆsi)|| is large. This can be done analytically.
Indeed, applying the chain rule, we find:
∇δiO(Gˆsi, Xˆsi)
= ∇xi′O(Gˆsi, Xˆsi) · ∇δixi′ +∇xi′′O(Gˆsi, Xˆsi) · ∇δixi′′
=
1
2
∇xi′O(Gˆsi, Xˆsi)−
1
2
∇xi′′O(Gˆsi, Xˆsi) (1)
We can continue the derivation by further realizing that
random-walk based and probabilistic model based NE
methods like node2vec (Grover and Leskovec, 2016),
LINE (Tang et al., 2015), CNE (Kang et al., 2019), aim
to embed similar nodes in the graph closer to each other
and vice versa. Thus their objective functions can be
decomposed as:
O(G,X) =
∑
j:{i,j}∈E
Op(Aij = 1,xi,xj)
+
∑
l:{k,l}/∈E
Op(Akl = 0,xk,xl),
where Op(Aij = 1,xi,xj) is the part of objective func-
tion that corresponds to node i and node j with an edge
between them (Aij = 1) and Op(Akl = 0,xk,xl) is the
part of objective function, where node k and node l are
disconnected.
Denote F 1i ∈ Rd×|Γ(i)| as the matrix with the j-th col-
umn corresponds to gradient ∇xiOp(Aij = 1,xi,xj)
and j ∈ Γ(i), F 0i ∈ Rd×|Γ(i)| as the matrix with the l-th
column corresponds to gradient ∇xiOp(Ail = 0,xi,xl)
and l ∈ Γ(i). Let bi ∈ {1,−1}|Γi| to be a vector where
each element corresponds to a neighbor of i, the “1” el-
ements correspond to the neighobrs of i′ and “−1” ele-
ments correspond to the neighbors of i′′. Then the gradi-
ent Eq. 1 can be further derived as
∇δiO(Gˆsi, Xˆsi) =
1
2
(F 1i − F 0i )bi (2)
Denote bi = ai′ − ai′′ , and
Mi = (F
1
i − F 0i )>(F 1i − F 0i ), (3)
the goal that FONDUE aims to achieve can be summa-
rized in are more compact form:
argmax
i,bi
b>i Mibi
b>i bi
(4)
Note thatMi  0 for all nodes and all splits, such that
this is an instance of Boolean Quadratic Maximization
problem (Luo et al., 2010, Nesterov, 1998). This problem
is NP-hard, thus we need an approximation solution.
2.3 Making FONDUE scale
In order to efficiently search for best split on a given node,
we developed two approximation heuristics.
First, we randomly split the neighborhood Γ(i) into two
and evaluate the objective Eq. 4. Repeat the randomiza-
tion procedure for a fixed number of times, pick the split
that gives the best objective value as output.
Second, we find the eigenvector v that corresponds to the
largest absolute eigenvalue of matrix Mi. Sort the ele-
ment in vector v and assigning top k corresponding nodes
to Γ(i′) and the rest to Γ(i′′). evaluating the objective
value for k = 1 . . . |Γ(i)| and pick the best split.
Finally, we combine theses two heuristics and use the
split that gives best objective Eq. 4 as the final split of the
node i.
2.4 FONDUE using CNE
We now apply FONDUE to Conditional Network Em-
bedding (CNE). CNE proposes a probability distribution
for network embedding and finds a locally optimal em-
bedding by maximum likelihood estimation. CNE has
objective function:
O(G,X) = log(P (A|X))
=
∑
ij:Aij=1
logPij(Aij = 1|X)
+
∑
ij:Aij=0
logPij(Aij = 0|X).
Here, the link probabilities Pij conditioned on the embed-
ding are defined as follows:
Pij(Aij = 1|X) =
PA,ijN+,σ1(‖xi − xj‖)
PA,ijN+,σ1(‖xi − xj‖) + (1− PA,ij)N+,σ2(‖xi − xj‖)
,
where N+,σ denotes a half-Normal distribution (Leone
et al., 1961) with spread parameter σ, σ2 > σ1 = 1,
and where PAˆ,ij is a prior probability for a link to exist
between nodes i and j as inferred from the degrees of the
nodes (or based on other information about the structure
of the network (van Leeuwen et al., 2016)). In order to
compute the FONDUE objective Eq. 4, first we derive the
gradient:
∇xiO(G,X)
= γ
∑
j:{i,j}∈E
(xi − xj) (P (Aij = 1|X)− 1)
+ γ
∑
l:{i,l}/∈E
(xi − xl) (P (Ail = 1|X)− 0) .
Datasets Description
FB-SC Facebook Social Circles network (Leskovec and Krevl, 2014)consists of anonymized friends list from Facebook
FB-PP
Page-Page graph of verified Facebook pages (Leskovec and Krevl, 2014).
Nodes represent official Facebook pages while the
links are mutual likes between pages.
email
Anonymized network generated using email data from a large
European research institution modelling the incoming and
outgoing email exchange between its members. (Leskovec and Krevl, 2014)
STD
A network of student database of the Computer Science department of the
University of Antwerp that represent the connections between students,
professors and courses. (Goethals et al., 2010)
PPI A subnetwork of the BioGRID Interaction Database(Breitkreutz et al., 2007), that uses PPI network for Homo Sapiens.
lesmis A network depicting the coappearance of characters inthe novel Les Miserables.(Knuth, 1993)
netscience A coauthorship network of scientists working on network theory andexperiment. (Leskovec and Krevl, 2014)
polbooks Network of books about US politics, with edges between booksrepresent frequent copurchasing of books by the same buyers.2
GrQc Collaboration network of Arxiv General Relativity (Newman, 2001)
CondMat03 Collaboration network of Arxiv Condensed Matter till 2003 (Newman, 2001)
CondMat05 Collaboration network of Arxiv Condensed Matter till 2005 (Newman, 2001)
AstroPh Collaboration network of Arxiv Astro Physics (Newman, 2001)
Table 1: The different datasets used in our experiments.
(Sec. 3.1).
where γ = 1
σ21
− 1
σ22
. Then the j-th column of term
F 1i − F 0i in gradient Eq. 2 reads(
F 1i − F 0i
)
:,j
= γ(xi − xj) (P (Aij = 1|X)− 1)
− γ(xi − xj) (P (Aij = 1|X))
= −γ(xi − xj)
This allows us to further compute vectorized gradient
Eq. 2:
∇δiO(Gˆsi, Xˆsi) = −
γ
2
(
... xi − xj
...
)
bi
Now we can compute matrixMi:
Mi = (F
1
i − F 0i )>(F 1i − F 0i )
= γ2
∑
k,l∈Γi
(xi − xk)(xi − xl)>
PlugMi into Eq. 4, and omitting the constant factor γ2,
the Boolean Quadratic Maximization problem based on
CNE has the following form:
argmax
i,bi
b>i
∑
k,l∈Γi(xi − xk)(xi − xl)>bi
b>i bi
(5)
3 Experiments
In this section, we investigate the following questions: Q1
Quantitatively, how does our method perform in identi-
fying ambiguous nodes compared to the state-of-the-art
Table 2: Various properties about each network used in our experiments
Email PPI GrQc lesmis netscience polbooks FB-SC FB-PP STD AstroPh CM05 CM03
# Nodes 986 3,852 4,158 77 379 105 4,039 22,470 395 14,845 36,458 27,519
# Edges 16,687 38,705 13,428 254 914 441 88,234 171,002 3,423 119,652 171,735 116,181
Avg degree 33.8 20.1 6.5 6.6 4.8 8.4 43.7 15.2 17.3 16.1 9.4 8.4
Density 3E-02 5E-03 2E-03 9E-02 1E-02 8E-02 1E-02 7E-04 4E-02 1E-03 3E-04 3E-04
Table 3: Performance evaluation (AUC score) on multiple datasets for our methods compared with other baselines.
Note that for some of the datasets with small number of nodes, we did not perform any contraction for 0.001 as the
number of contracted nodes in this case is very small, thus we replaced the values for those methods by ”-”.
% of ambiguous nodes 0.1% 1% 10%
Methods FONDUE NC CC degree FONDUE NC CC degree FONDUE NC CC degree
email - - - - 0.747 0.600 0.402 0.702 0.728 0.507 0.311 0.712
ppi 0.775 0.516 0.623 0.729 0.737 0.495 0.643 0.723 0.727 0.522 0.628 0.716
lesmis - - - - - - - - 0.799 0.513 0.412 0.733
netscience - - - - 0.918 0.839 0.802 0.818 0.897 0.841 0.720 0.792
polbooks - - - - 0.836 0.680 0.598 0.755 0.868 0.716 0.329 0.820
FB-SC 0.933 0.849 0.548 0.743 0.939 0.779 0.446 0.745 0.915 0.807 0.158 0.749
FB-PP 0.905 0.722 0.738 0.715 0.890 0.727 0.745 0.723 0.871 0.722 0.742 0.722
STD - - - - 0.740 0.438 0.466 0.701 0.712 0.574 0.528 0.710
GrQc 0.852 0.815 0.813 0.759 0.854 0.805 0.799 0.739 0.846 0.809 0.789 0.743
condmat05 0.880 0.845 0.823 0.746 0.881 0.852 0.815 0.750 0.865 0.852 0.813 0.755
condmat03 0.891 0.850 0.823 0.745 0.881 0.849 0.820 0.759 0.864 0.849 0.812 0.758
AstroPh 0.865 0.824 0.769 0.724 0.857 0.833 0.780 0.730 0.837 0.836 0.758 0.731
and other heuristics? (Sec. 3.2); Q2 Quantitatively, how
does our method perform in terms of splitting the am-
biguous nodes? (Sec. 3.3); Q3 How does the behavior of
the method change when the degree of contraction of a
network varies? (Sec. 3.4); Q4 Does the proposed method
scale? (Sec. 3.5).
3.1 Datasets
One main challenge for assessing the evaluation of dis-
ambiguation tasks is the the scarcity of availability of am-
biguous (contracted) graph datasets with reliable ground
truth. Thus we opted to create a contracted graph given
a source graph, and then use the latter as ground truth to
assess the accuracy of our method.
More specifically, for each network G = (V,E), a graph
contraction was performed to create a contracted graph
Gˆ = (Vˆ , Eˆ) (ambiguous) by randomly merging a fraction
r of total number of nodes, to create a ground truth to
test our proposed method. This is done by first specifying
the fraction of the nodes in the graph to be contracted
(r ∈ {0.001, 0.01, 0.1}), and then sampling two sets of
vertices, Vˆ i ⊂ Vˆ and Vˆ j ⊂ Vˆ , such that |Vˆ i| = |Vˆ j | =
br · |Vˆ |c and Vˆ i ∩ Vˆ j = ∅. Then, every element vj ∈ Vˆ j
is merged into the corresponding vi ∈ Vˆ i by reassigning
the links connected to vj to vi and removing vj from the
network. The node pairs (vi, vj) later serve as ground
truths.
We’ve tested the performance of FONDUE, as well as
that of the competing methods, on 12 different datasets
listed in Table 1, with their properties shown in Table 2.
3.2 Quantitative Evaluation of Node Identification
In this section, we focus on answering Q1, namely, given
a contracted graph, FONDUE aims to identify the list of
contracted (ambiguous) nodes present in it.
Baselines. As mentioned earlier in Sec. 1, most entity
disambiguation methods in the literature focus on the
task of re-assigning the edges of an already predefined
set of ambiguous nodes, and the process of identifying
these nodes in a given non-attributed network, is usu-
ally overlooked. Thus, there exists very few approaches
that tackle the latter case. In this section, we compare
FONDUE with three different competing approaches that
focus on the identification task, one existing method, and
two heuristics.
Normalized-Cut (NC) The work of (Saha et al., 2015)
comes close to ours, as their method also aims to identify
ambiguous nodes in a given graph by utilizing Markov
Clustering to cluster an ego network of a vertex u with
the vertex itself removed. NC favors the grouping that
gives small cross-edges between different clusters of u’s
neighbors. The result is a score reflecting the quality of
the clustering, using normalized-cut (NC).
NC =
k∑
i=1
W (Ci, Ci)
W (Ci, Ci) +W (Ci, Ci)
with W (Ci, Ci) as the sum of all the edges within cluster
Ci, W (Ci, Ci) the sum of the for all the edges between
cluster Ci and the rest of the network Ci, and k being the
number of clusters in the graph.
Connected-Component Score (CC) We also include an-
other baseline, Connected-Component Score (CC), rely-
ing on the same approach used in (Saha et al., 2015), with
a slight modification. Instead of computing the normal-
ized cut score based on the clusters of the ego graph of
a node, we account for the number of connected compo-
nents of a node’s ego graph, with the node itself removed.
Degree Finally, we use node degree as a baseline. As
contracted nodes usually tend to have a higher degree, by
inheriting more edges from combined nodes, degree is a
sensible predictor for the node amibguity.
Evaluation Metric. In the disambiguation literature,
there has been no clear consensus on the use of a specific
metric for the accuracy evaluation, but the most used ones
vary between Macro-F1 and AUC. We’ve performed eval-
uations for FONDUE using the area under the ROC curve
(AUC). A ROC curve is a 2D depiction of a classifier per-
formance, which could be reduced to a single scalar value,
by calculating the value under the curve (AUC). Essen-
tially, the AUC computes the probability that our measure
would rank a randomly chosen ambiguous node (positive
example), higher than a randomly chosen non-ambiguous
node (negative example). Ideally, this probability value
is 1, which means our method has successfully identi-
fied ambiguous nodes 100% of the time, and the baseline
value is 0.5, where the ambgiuous and non-ambiguous
nodes are indistinguishable. This accuracy measure has
been used in other works in this field, including (Saha
et al., 2015), which makes it easier to compare to their
work.
Evaluation pipeline. We first perform network contrac-
tion on the original graph, by fixing the ratio of ambiguous
nodes to r. We then embed the network using CNE, and
compute the disambiguity measure of FONDUE Eq. 5,
as well as the baseline measures for each node. Then the
scores yield by the measures are compare to the ground
truth (i.e., binary labels indicates whether a node is a
contracted node.). This is done for 3 different values of
r ∈ {0.001, 0.01, 0.1}. We repeat the processes 10 more
times using a different random seed to generate the con-
tracted network and average the AUC scores. For the
embedding configurations, we set the parameters for CNE
to σ1 = 1, σ2 = 2, with dimensionality limited to d = 8.
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Figure 2: Bar plots for the AUC accuracy score for each
dataset listed in Table 3, for each of the 4 meaures, FON-
DUE, Degree, NC, CC, for different percentage of con-
tracted nodes, 0.1%, 1%,10% respectively.
Results. Results are illustrated in Figure 2 and shown
in detail in Table 3. FONDUE outperforms the state-of-
the-art method as well as non-trivial baselines in terms
of AUC across all datasets. It is also more robust with
various sizes of the networks, and the fraction of the
ambiguous nodes in the graph. NC seems to struggle to
identify ambiguous nodes for smaller networks (Table 2).
The results for node identification indeed address Q1 and
confirm the main contribution of this paper.
% of ambiguous
nodes dataset FONDUE MCL
10%
fb-sc 0.375 0.776
email 0.054 0.239
student 0.150 0.124
lesmis 0.402 0.304
polbooks 0.300 0.338
ppi 0.025 0.122
netscience 0.503 0.777
GrQc 0.398 0.659
1%
fb-sc 0.465 0.847
email 0.019 0.281
student 0.050 0.183
ppi 0.016 0.096
netscience 0.609 0.809
GrQc 0.638 0.685
0.1%
fb-sc 0.453 0.917
ppi 0.030 0.281
GrQc 0.722 0.794
HepTh 0.475 0.569
Table 4: Adjusted Rand Index score for FONDUE and
MCL
3.3 Quantitative Evaluation of Nodes Splitting
Following the identification of the ambiguous nodes, how
well does FONDUE when it comes to partitioning the
set of edges into two separate ambiguous nodes. In this
section, we focus on answering Q2, node splitting. Sim-
ply put, given an ambiguous node vi, we refer to node
splitting the process of replacing this particular node with
two different nodes v′i, v
′′
i and re-assigning the edges of
vi such that Γ(v′i) ∪ Γ(v′′i ) = Γ(vi).
Baselines. For the node splitting task, the three baselines
previously discussed in Sec 3.2 are not immediately appli-
cable. However we adopt the Markov-Clustering (MCL)
approach utilised in Normalized-Cut measure for splitting.
Namely, a splitting is given by the MCL clustering on the
ego network of an ambiguous node, with the node itself
removed.
Evaluation Metric. Given a list of ambiguous nodes,
we evaluate the splitting given by FONDUE and MCL
against the ground truth (node splitting according to the
original network). This is quantified by computing the
Adjusted Rand Index (ARI) score between FONDUE and
the ground truth, as well as, between MCL and the ground
truth. ARI score is a similarity measure between two
clusterings. ARI ranges between −1 and 1, the higher the
score the better the alignment between the two compared
clusterings.
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Figure 3: Bar plots for the runtime performance for each
dataset listed in Table 5, for each of the 3 measures,
FONDUE, NC, CC for different percentage of contracted
nodes, 0.1%, 1%,10% respectively.
Pipeline. First we compute the ground truth. Then for
each ambiguous node, we evaluate the quality (based on
ARI) of the split from FONDUE and MCL compared to
the original partition. We repeat the experiments for three
different contraction ratios r ∈ {0.001, 0.01, 0.1} for
each dataset. For each ration, the experiment is repeated
three times with different random seeds.
Results. Despite outperforming MCL in ambiguous node
identification, FONDUE seems to underperform com-
Table 5: Execution time (in seconds) comparison table for the different datasets averaged over 10 different experiments
% of ambiguous nodes 0.1% 1% 10%
Methods FONDUE NC CC FONDUE NC CC FONDUE NC CC
email - - - 58.943 37.571 17.109 38.09 16.89 9.82
ppi 159.435 153.905 55.046 158.276 141.338 43.183 135.10 113.66 45.77
lesmis - - - - - - 0.29 0.21 0.04
netscience - - 3.539 2.622 0.305 1.04 0.73 0.09
polbooks - - - 1.073 0.789 0.136 0.30 0.23 0.03
FB-SC 818.305 231.161 282.695 826.875 212.404 287.885 422.67 525.24 173.79
FB-PP 687.646 315.580 228.774 686.974 416.386 63.914 705.78 272.13 111.84
STD - - - 9.712 11.357 1.693 6.07 4.93 1.15
GrQc 43.528 40.685 5.780 39.942 31.699 5.064 19.09 13.87 2.91
condmat05 642.233 141.127 30.969 838.534 340.682 90.976 354.83 106.89 26.97
condmat03 570.949 214.483 44.711 333.004 152.841 27.268 177.03 71.95 16.26
AstroPh 402.846 348.269 84.526 337.125 162.863 96.724 189.76 81.04 53.26
pared to MCL on nearly every dataset Table 4. The
next step is to understand and diagnose the cause of the
poor performance for node splitting. Our initial suspicion
veered towards either a poor optimization of the objective
function, or that the Rayleigh Quotient (equation 4) is not
a good objective function. Upon further investigations,
the latter seemed to be the cause of the poor performance
in node splitting.
We verified our hypothesis using two approaches. Em-
ploying the MCL splitting results to evaluate the objective
function, and computing the value of objective function
for the ground truth compared to random sampling of
the splitting on these nodes. Both experiments showed
that our approximation method can always find a split
with a higher Rayleigh Quotient objective value while the
ground truth and MCL splitting scored lower.
We also suspect that low embedding quality might con-
tribute to the underperfomance of FONDUE in the split-
ting task, as one embedding often gets stuck in a local
optimum. So our further investigations went into choos-
ing the best embedding that maximizes the CNE objective
function out of 30 different random starts. The results
showed that this can indeed, to a certain extent, improve,
but not outperform MCL on the splitting task.
3.4 Parameter sensitivity
In this section, we study the robustness of our method
against different network settings. Mainly how does the
percentage of ambiguous nodes in a graph affect the node
identification. In the previous experiments we’ve fixed
the ratio of ambiguous nodes to {0.001, 0.01, 0.10}. we
follow the same pipeline (generate, embed, evaluate for
10 different random seeds), for different ratios of ambigu-
ous nodes. As listed in Table 3 FONDUE outperforms
MCL and other baselines across nearly all networks with
different contraction ratios.
3.5 Execution time analysis
In Figure 3, we show the execution speed of FONDUE
and baselines in node identification and splitting. FON-
DUE is slower than NC, but still comparable. Note
that FONDUE approximates equation 4 by aggregating
two different approximation heuristics (i.e., randomized,
eigenvector thresholding Sec. 2.3). The runtime results re-
flect the sum of the execution time of two heuristics. This
is listed in details in Table 5. All the experiments have
been conducted on a Intel i7−7700K CPU 4.20GHz, run-
ning the Ubuntu 18.04 distribution of linux, with 32GB
of RAM.
4 Conclusion
In this paper we formalized the node disambiguation
problem as an ill-posed inverse problem. We presented
FONDUE, a novel method for tackling the node disam-
biguation problem, aiming to tackle both the problem of
identifying ambiguous nodes, and determining how to
optimally split them. FONDUE exploits the empirical
fact that naturally occurring networks can be embedded
well using state-of-the-art network embedding methods,
such that the embedding quality of the network after node
disambiguation can be used as an inductive bias.
Using an extensive experimental pipeline, we empirically
demonstrated that FONDUE outperforms the state-of-the-
art when it comes to the accuracy of identifying ambigu-
ous nodes, by a substantial margin and uniformly across
a wide range of benchmark datasets of varying size, pro-
portion of ambiguous nodes, and domain. While the
computational cost of FONDUE is slightly higher than
the best baseline method, the difference is moderate.
Somewhat surprisingly, the boost in ambiguous node iden-
tification accuracy was not observed for the node splitting
task. The reasons behind this (and potential approaches
to remedy it) are subject of our ongoing research. In the
meantime, however, a combination of FONDUE for node
identification, and Markov clustering on the ego-networks
of ambiguous nodes for node splitting, is the most accu-
rate approach to address the full node disambiguation
problem.
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