The Schriidinger equation in the adiabatic limit when the Hamiltonian depends analytically on time and possesses for any fixed time two nondegenerate eigenvalues e,(t) and e,(f) bounded away from the rest of the spectrum is considered herein. An approximation of the evolution called superadiabatic evolution is constructed and studied. Then a solution of the equation which is asymptotically an eigenfunction of energy e,(t) when t-, -co is considered. Using superadiabatic evolution, an explicit formula for the transition probability to the eigenstate of energy ez(t) when t+ + CO, provided the two eigenvalues are sufficiently isolated in the spectrum, is derived. The end result is a decreasing exponential in the adiabaticity parameter times a geometrical prefactor.
INTRODUCTION
During the last years several theoretical and experimental works have been devoted to different aspects of the adiabatic regime of quantum dynamics. We consider here two aspects of this physically important regime: the construction of approximate evolutions of the Schriidinger equation called "superadiabatic evolutions" and the explicit computation of the probability of a transition between two nondegenerate energy levels, isolated in the spectrum of the Hamiltonian. From the mathematical point of view the adiabatic limit for time-dependent systems is of the same kind as the semiclassical limit for stationary systems. It is a singular limit which cannot be tackled by usual perturbation methods. Recently a mathematical theory of the two considered aspects has been developed when the time-dependent Hamiltonian is analytic in time. The transition probability for two-level systems has been studied in Refs. l-3 and was shown to be exponentially small in the adiabaticity parameter for general systems in Ref. 4 . On the other hand, the existence of superadiabatic evolutions has been shown in Ref. 5 . However, no general formula for the transition probability between isolated levels in the adiabatic limit can be found in the literature. It is the goal of this paper to establish such a formula for general (unbounded) Hamiltonians.
The paper is divided into two parts. We first construct a superadiabatic evolution which approximates the true evolution of the Schrijdinger equation up to exponentially small correction terms with respect to the parameter controlling the adiabatic regime. Once the superadiabatic evolution is defined, we show that the computation of the transition probability of the initial problem reduces to an effective two-dimensional problem, which we analyze as in Ref. 1.
The concept of superadiabatic evolution can be traced back up to a paper of Garrido,6 who considered evolutions different from the usual adiabatic evolution which he used to obtain higher-order corrections to the adiabatic theorem of quantum mechanics. But it is Berry7V8 who emphasized the importance of such evolutions in the present problem and introduced the concept of superadiabatic evolutions. Independently of Berry's work, Nencit? introduced similar ideas, in a more general setting and controlled the correction terms, showing in this way the existence of these evolutions. We construct our superadiabatic evolution iteratively, as in Refs. 6-8, but using the simple iteration scheme of Ref. 2. The iterative schemes of Refs. 6-8 or 5 are equivalent to ours which is however more suitable for the kind of estimates we are doing. In particular, the dependence of our estimates with respect to the spectrum of the Hamiltonian is better than in Ref. 5. This improvement is important for the second part of the paper, in which we compute the transition probability between two nondegenerate energy levels by means of our superadiabatic evolution. The computation is done for the following scattering experiment: the system is prepared at time t= -CO in an eigenstate of one of the energy levels and the transition is measured at time t= 00. The transition probability is known to be exponentially small in this context,4 but here our result is an explicit formula for this transition probability, which has the same structure as our formula for two-level systems in Ref. 1: it is the product of an exponentially small term in E, which is expressed through the analytic continuation of the energy levels into the complex-time plane, with a factor independent of E, which has a geometrical origin similar to the Berry phase.9"t'0 The exponential decay rate is the same as for two-level systems but in the actual computation of the geometrical prefactor we must now take into account the global "rotation" in the Hilbert space of the spectral subspace spanned by the two eigenvectors associated with e,(t) and e,(t).
II. SUPERADlABATlC EVOLUTION
Let &" be a separable complex Hilbert space, and H(t), ER, a family of self-adjoint operators, bounded from below, defined on a common dense domain DC%. The timedependent Schrodinger equation in the adiabatic regime can be written as ie itqdt) =H(t)cp,(t), pJs) =p*eD. Here t is a resealed time and E a small positive parameter, which controls the adiabatic regime. The adiabatic limit corresponds to the singular limit e-0. We study this equation under the following two hypotheses:
(I) Analyticity: There is an open neighborhood a={t+is: 1 SI < r} of the real axis, such that for each z&, H(z) is a closed operator defined on D, and for each LED the function H(z)cp is analytic in z&.
(II) Separation of the spectrum: For each PER the spectrum o(t) of H(t) is divided into two parts u1 (I) and a*(t), ol (t) being bounded, so that the sets in R2
are disjoint. The distance between ol (t) and oz( t) is larger than some positive constant g. The spectral projector associated with the spectral subset o1 (t) is denoted by Q(t). The solution q(t) of the Schriidinger equation can be expressed as q(t) = w4sbp*, (2.3) where U( t,s) is a two-parameter family of unitary operators, strongly continuous in t and s and which leave the domain D invariant. For all t,, t2, t3
and U is strongly differentiable in t and s on the domain D, We call U the evolution associated with the Eq. (2.1) (see, e.g., Ref. 11, Chap. 2) .
Let P(t), be a smooth family of projectors, which decompose the Hilbert space A?=P(t)Xe(II--P(t))&4 (2.7)
We say that an evolution V is compatible with the decomposition of the Hilbert space if for all t and s
Under the assumption II the adiabatic evolution is compatible with the decomposition of the Hilbert space given by the spectral projectors Q(t) and I-Q(t). It is defined as the solution of the equation
where ' denotes the derivative with respect to t. It approximates the true evolution U up to correction terms of order O(E): for all t and s there exists a constant M such that IIU(t,s) -V(t,s)ll<Mlt-SIE.
(2.10)
Since the adiabatic evolution is compatible with the decomposition of the Hilbert space given by the spectral projections Q(t) and H-Q(t), a transition from one of these spectral subspaces into the other one is of order O(s). The main purpose of this section is to construct another smooth decomposition of X into &"=Q,(tWN--Q&M'
and another evolution V*( t,s) compatible with this decomposition,
and such that for all t and s there exist a constant M < CO and a constant r > 0 with the property
Such an evolution is called a superadiabatic evolution. The projector Q,(t) is a spectral projector of a Hamiltonian H,(t) which we define by iteration in the next section, starting with H(t). The evolution V* is the solution of (2.14) Note that both V* and the projector Q, are E dependent.
A. Iteration scheme
We study here the iteration scheme, which gives the operator H*(t) . The construction is local, and we consider it in an open fixed disc D(z,q) ={z '& 1 ]z'--21 < 7) CR. We make the hypothesis (III) There exists a simple closed path I' in the complex plane, counterclockwise oriented, such that for all z'@(z,q) the spectrum a(~') of H(z') can be divided into two disjoint parts ol(z') and oz(z'), with ol(z') in the interior of I'.
If R(z,A) =(H(z) -A)-', then we can write for all z'&(z,q) the spectral projector Q(z') associated with ol(z') as The idea is to find iteratively an approximate solution of the above equation. This can be done even for complex z&. The leading order in Eq. (2.18) will vanish if we replace QJ z) by the approximation Qc(z) =Q(z>, since we obviously have [H(z),Q(z)] =O. Thus we write formally Q,(z) =Qo(z> +ERI(z,E), (2.19) where R, (z,E) is a remainder. We are hopeful that it will be of order 1 in E. Inserting this expression for QJz) in Eq. (2.18), we obtain This definition makes sense since according to perturbation theory, assuming E to be small, the spectrum of H, (z,E) is still separated in two disjoint pieces, one of which is bounded. We define Qi (z,E) as the projector corresponding to the bounded part of the spectrum of Hi(z,e) which tends to Qo(z> as e-0. Again we are confident that R2(z,e) is of order 1 in E. Now we repeat the same procedure and we are led to the equation where Qz(z,e) is a well-defined spectral projector of Hz(z,e) =H(z) -ie[Q;(z,~),Q,(z,~)l, (2.25) when E is small and Rf(z,e) is a remainder. We can repeat the whole process as many times as we wish, which provides us with a hierarchy of Hamiltonians whose spectral projectors should solve the Heisenberg equation to an increasing accuracy. We define then an iterative scheme starting with H,(z) EH(z) by the equations
Q,-, (z,E) being the spectral projector associated with the bounded part of the spectrum of Hq-1 (z,E). As we shall see, this iterative scheme is generally not convergent, as those of Refs. 6-8. We now show how to use effectively this iterative method. In the sequel we drop the E dependence in the notation for quantities like Hp Qp etc. Proposition 2.1: Let hypothesis III be true. Let a, 6, and c be constants such that for all integers p, all z'ED(z,v)
If E is small enough, E<E* with E* given by Eq. (2.32), then there exists a constant d, given by Eq. (2.50), such that
for all z'~D(z,q), all integers p and q such that p+(I< GE I 1 zN*.
Here [x] is the integer part of x and e is the basis of the neperian logarithm. Moreover for all z'~D(z,rl) and p+q<N* II@) (z') II<2bcP P! Q (l+pf* Let us briefly comment on the content of this proposition. If we consider the difference between two consecutive terms of the sequence {H,),.,, we obtain
Hence, by the above proposition, we have, roughly speaking, a behavior of the type IH,+,W -Hq(-4 I -@(dc)qq!, (2.29) where dc is constant, provided q(N*. If we forget about this restriction, we see that we have the typical behavior of asymptotic series, converging at the first steps and then diverging as q+ co for fixed E. The natural idea, which we shall use in Sec. II B, is to stop the sequence at the step where the difference between consecutive terms is the least. Using Stirling formula, we get that the optimal truncation is at the Pth step, P= [l/ecde] yielding an exponentially small difference in l/e [see Eq. (2.78)]. These behaviors are common to the schemes used in Refs. 5, 7, and 8.
Prooj Let a be the best constant such that for all integers n c l l a nl,n2~N (l+Q2 (1+n2)2'(l+n)Z' n*+n*=n Let e be small enough so that 2gab < 1 and
We define E as the largest E so that c (2S( g)ga2ab)k<a,
where a is the constant of Eq. (2.30). From now on 0 < e < e* and 6 = 6 ( l *) > 1 is independent of e. Let us do the first iteration. Since 2abe < 1 we can define, for all z'~D(z,q) and all A&, and IIU-gR&d-'(I<--1 -!abgG6. where the factor ak-' comes from the summation over n l,..&t which is done iteratively as follows
We can define for A.& 1 1 The next step is to estimate II@"(z) -J$')(z)ll. We have + lltQo(Q;-Q;))'p'Il.
Since all iler are in the resolvent set of H, we can write 
The resolvent of H2(z) =H(z) --eKI(z) is given at AZE~ by
and thus for 1 +p<W' We now construct the superadiabatic evolution. Since we consider later on a scattering situation we add to the hypothesis I and II the hypothesis (IV) Behavior for large times: There exist two self-adjoint operators H+ and H-bounded from below and defined on D, and an integrable function b(t) on W, behaving like l/ I I I 1+a at infinity for some a > 0, such that Let t be some point of the real axis. Since H(t) is self-adjoint we have for all ;1 in the resolvent set of H(t), with dist(,l,a( t)) = distance of A. to the set a(t), (2.66) where a(t) is the spectrum of H( t). For each r we choose Ir as in Fig. 1 , so that for any AEI', dist(A,o(r) )>i dist(a, ( t),a2( t))$ . Remarks: ( 1) If the bounded part o1 (t) of the spectrum has a length which is uniformly bounded, then the decay rate 7=0(g) when g becomes large.
(2) In general, the projectors Q,(t) are a distance of order E away from the spectral projectors Q(t) of the Hamiltonian. But if H(t) has its n first derivatives equal to zero at t = to, then we easily see that QJto)=Q(to)+WE"+').
(2.81) (3) It follows from this theorem that a solution of the Schriidinger equation initially in the spectral subspace Q(s)% will follow this subspace up to an error of order E/ t-s1 . Nevertheless, there exist projectors Q,(t), close to Q(t), such that a solution initially in Q,(s)Z will be confined to the subspace Q,(t)&", for exponentially long times. Moreover, if hypothesis IV holds, this solution will be in Q* (t)X up to an exponentially small correction, and this for any time t. As a consequence, if we take s= -CO, t= + ~0 and use the fact that H* and H coincide at infinity, we can see that the transition probability from Q( -CO )&" to (I-Q( + CO ))X is of order exp( -T/E). Note also that we obtain the physically expected behavior of the transition probability as a function of the gap g since 7=0(g).
III. ADIABATIC TRANSITION PROBABILITY
Let H(t) be a time-dependent self-adjoint operator satisfying the hypothesis I, II, IV, and (V) Existence of complex eigenvalue crossings: The part of the spectrum o1 (t) consists of two separated eigenvalues el (t) < e2( t) for all t4R and there exists z*&, Im z* > 0, such that the energy-levels el and e2 have analytic (multivalued) continuations in n\{z*,p} and are equal at z* and z*. At the eigenvalue-crossings z* and .? the energy-levels e, and e2 have a square-root-type singularity. Remark: It is implicitly assumed that the parts of spectrum 'TV and 02(z) are disjoint for any ~4. Let P;(t), i= 1,2 be the spectral projector associated with ei( t), i= 1,2. We study the normalized solution qB( t) of the Schrodinger equation ie g %(t) =H(Ocp,(t), Q)JO) =~*ED, (3.1) subject to the boundary condition lim I(Pl(t)p,(t)ll=l, f---m (3.2) when t + + CO. The boundary condition means that the system is prepared at time t--t -CO in an eigenstate of energy el ( -CO ) of H( -CO ) = H-. We compute the transition probability 921(~) = lim IIP2(t)p,(t)l12, t-co (3.3) which gives the probability to measure the energy e2( + 03 ) at time c = + ~/3. We can obtain an asymptotic formula for 9 21 (E) when the distance between (pi = {el (t) ,e2( t)) and the rest of the spectrum az(r) is large enough, i.e., when g is large enough. To do this we need, as in our previous papers 1 and 2, an additional hypothesis. Let us make it explicit and give the formula for .Y2i(e).
Let y be a loop starting at to as in Fig. 2 . Here to is any fixed point of IX. Let r,!+ (to) and q/t2(to) be two normalized eigenvectors of H(t,), H(td$j(fo) =ej(to)$j(to>, j=1,2, whose phases are fixed by imposing the condition (3.4) ($j(t) l$/j(t)) iEO* i= 192 WtER. (3.5) We analytically continue el (to) and r/r ( to) along the path y and we denote by Z1 (to) and $, (to) the result of the analytic continuation when we come back to to. By hypothesis V we have ~~(to)=e2(to), ~l(to)=e-ie2~ctOlr)~2(fo), (3.6) where 021 (to I y) is in general a complex phase. We also define J, el (z)dz as the integral of the analytic continuation of el along y. Both quantities 8,, ( to I r) and l, ei (z)dz depend only on the homotopy class of the loop y based at to. Moreover, Im 8,, (to I r) and Im J y e, (z)dz do not depend on the choice of to and the choice of the phase of tlr2(to). By analytic continuation we also define the multivalued function An(z) = s ' (e,(f) -e*(z'))dz (3.7) r0 on a\{.?,,?}. The structure of the level lines of Im At2(z), near z* is as in Fig. 3 . There are exactly three level lines which meet at z *. They are called critical. It is not difficult to show that the three critical lines have no intersection point in sZ\{z*,z*}, and that they are always in the upper half plane. We have a similar situation at 2". The next hypothesis is a global condition on the behavior of the critical lines.
(VI) Existence of infinite critical lines: There exist two critical lines of A,,(z) in 0, one going from z* to -00, and the other one going from z* to + 03.
The condition VI is analyzed in details in Ref.
1. In particular, a geometrical formulation of this condition is given. We can now state our main result. Remark: The last condition on the spectrum of the Hamiltonian means that the decay rate r of theorem 2.1 is larger than 12 Im J ,, el (z)dz I. Physically this condition means that the probability to make a transition into the spectral subspace of 02( 00 ) is smaller than p2,.
Moreover, we have an explicit formula for Im e2t in terms of the matrix elements of the reduced Hamiltonian Q( t)H( t) in the time-dependent two-dimensional subspace Q( t)X Let rpl(z) and 4)*(z) form a basis of analytic vectors of Q(Z)%, Wz4 which are orthonormal when z= t&. Without loss of generality we assume that el (t) + e,( t) = 0 so that we can write for tdR H(t) Ip(t)x=B(f) 'S in the basis {cp, (t),~)*( t)} with si, j= 1,2,3, the spin-l/2 matrices, and with an analytic "magnetic field" B(t) defined by its components h(f)=2 Rebpl(d IH(t)q2(t)), B3(0 =2(9,(t) IW)q1W.
With these definitions, the eigenvalues of H(t)Q(t) are given by the relation ej(r)=(-l)Jj&G, j=1,2, where the loop 0 is based at the origin, encircles z* and contains no zero of B:(z) + B;(z) and (piI ai> (z> is th e analytic continuation of (qj( t) ( p;(t) ), &IL Remark: The first term in the above formula coincides with the expression of Im e2t given in Ref. 1 for two-level systems but the necessary time dependence of the basis of Q(t)X induces, in general, supplementary terms. Note that the "magnetic field" B(t) depends explicitly on the chosen basis in Q(t)%'. However, as explained in the Appendix, there exists a natural basis of Q(t)% given by the usual parallel transport operator [see Eq. (A16)] such that the expression of Im e2t in terms of the matrix elements of H in that basis contains no supplementary contributions. But it should be noted that there is, in general, no explicit formula giving the vectors of this particular basis. The proof of that proposition together with an explicit choice of basis vectors having the required properties can be found in the Appendix.
A. Reduction to an effective two-dimensional problem
We derive here an expression for the transition probability Y2, which shows that the asymptotics of P2, can be computed by solving an effective two-dimensional problem if r of proposition 2.1 is large enough. The exposition follows Sec. IV of Ref. . From now on s=O and we omit this index. The decomposition equation (3.14) is a generalization of the decomposition of the adiabatic evolution into a "parallel transport" W*(t) and a "dynamical phase factor" Q,(t). The operator Q,(t) is the solution of
The evolution IV* is compatible with the decomposition of Z into so that we have and a* satisfies Therefore we can write Q,(t) W,(t) = W,(t)Q*(O) (3.18) [@,,CO,Q,Wl =a (3.19) (3.17) U(t) = W*(r)@*(r)A*(r), (3.20) with A,(t) satisfying Eq. (2.71). From Eq. (2.78) we see that A,(t) has well-defined limits when t + f CO. The operator H,(t) commutes with Q,(O) and if E is small enough Q,(O) = e(t) + e(t) with iyt) = W,-'(t>Fp W*(t), i= 1,2, (3.21) where e(t) are spectral projectors of fi* ( t) . It is therefore possible to decompose the evolution a,(t) as we did for U(t). We introduce the evolution p.+(t) ie$ P*(t)= ( ri,(t)+ie i ?*(t)*(t) P*(t), j=l at J 1 F*(O) =I[ and we set (P*(t):= ?*(t)A^*(t).
By construction p*(t) is compatible with the decomposition of Q,( 0)X into Q,(O>&"=@(t)2%?'e~(t)Z since @y(t) P*(t) = P*(t)$O), j= 1,2.
The operator A,(t) is the solution of the equation
( j=* at J 1 Since Il~f=,(a/at)~(t)~(t)II is integrable as t+ f 03 the operator A",(t) has well-defined limits when t -+ f 03. We also have lim Ilq(t)-Pj(t)ll=O t-+*m The last assertion follows from proposition 2.1 and from
By proposition 3.2 we can write (3.32) and if T is large enough the dominant term of P21 as E tends to zero will be given by Il~co)~*c co )A^;'( -co )~(0)112. (3.33) But this expression is the transition probability of the following two-dimensional problem in Q,(O)%: Let $(t) be a normalized solution of the equation a n ie;i; tCt(t) =H,WW (3.34) such that lim Il*(t)$(t)ll=l. is the transition probability from e( -CO ) to e( + 03 ). We have therefore reduced the initial problem to an effective two-dimensional problem.
B. Asymptotic formula for the transition probability PSI in the adiabatic limit In this paragraph we compute an asymptotic expression for the transition probability &21 of the problem (3.34) and (3.35) . If the decay rate 7 is large enough, then 9,, has the same asymptotic expression. This is what we mean by the condition stating that the two levels must be sufficiently isolated in the spectrum. We assume that conditions V and VI are also satisfied. We recall that W,(t) is defined by a iz w,(t) =&dt) W,(t), WJO)=I (3.37) and that I;*(r) = W,-%)H*W W*(t), (3.38) with H*(t) =H(t) -eKm-l(t). (3.39) In this section we consider only the operator fi*( t) on the time-independent two-dimensional subspace Q,(O).Z. If E is small enough, then H,(t) has two separated eigenvalues et(t) and er( t). By the perturbation theory and proposition 2.1 ~(r)=ej(t)+O(~llK~-l(r)I()=ej(t)+O(~b(r)), j=L2, IsI<p,r>R} or {z= r + is I I s I (p,r < -R), by choosing R large enough. Indeed we can verify the hypothesis of this proposition using condition IV. Let us consider the compact set n =(z= r + is I Is I <p, ( r I <R}. For each z&I we can find a 77 (z) so that proposition 2.1 applies. Therefore the union of the open discs D(z,r)(z)) is a covering of CI and consequently we can cover CI by a finite number of discs D(z,q(z)). Thus there exists a nonzero e(p) so that, for all E <e(p), Ke _ , and Ke have analytic continuation in a neighborhood of {z= r + is I 1s I < p). 0 In the band R there is an eigenvalue-crossing point for el (z) and ez(z) at z* with Im z* > 0. Let 0 < r' -C r be given with Im z* < r'. By RouchC's theorem there is exactly one eigenvalue crossing point i* for e:(z) and e;(z) in the band {z=r+islO(sgr '}, which is near z* provided E is small enough. Moreover the singularity of e?(z) at is is of the same type as the one of e&z) at z*. Let y be a closed path as in Fig. n 4 . Let $ i(ro), i= 1,2 be two normalized eigenvectors of H(r,) with eigenvalues ej(ro). Let $(r,), resp. fl(ro), j= 1,2, be two normalized eigenvectors of g*( to), resp. H* ( to) with eigenvalues e: ( to). The phases of r@(r) are fixed as in Rq. (3.5) . We make an analytic continuation of all these objects along the path y and we denote with a -the result of the analytic continuation when we come back to r,,. We know that &(&I) =ez(ro) (3.43) (3.63) provided E is small enough. 0
IV. CONCLUSION
Let us briefly summarize the results and methods we used in this study of the adiabatic regime.
We first consider the construction of a superadiabatic approximation when the Hamiltonian possesses a gap in its spectrum by means of a local divergent iterative scheme. We make use of regular perturbation theory to control its terms in an efficient way and obtain their behavior as a function of both the parameter E and their index n. The superadiabatic evolution is then obtained by an optimal truncation at fixed E of the iterative scheme. An important point of this construction is that we get useful estimates on the accuracy of the superadiabatic approximation as a function of the gap. As a by-product we obtain the physically expected behavior of the exponentially small transition probability across the gap, as a function of gap: the exponential decay rate is proportional to the width of the gap (see the remarks below theorem 2.1) .
The second part of the paper is a combination of the above technique and previous techniques to compute the leading term of the transition probability between two nondegenerate levels e,(r) and e2( r) well separated from the rest of the spectrum. As a first step, we use our superadiabatic evolution to decouple the transitions between the two levels from the transitions out of the two-dimensional eigenspace Q(r)% they live in: we reduce the computation of the initial transition probability to the computation of the transition probability for an effective two-level system, up to corrections which are shown to be negligible if the two levels are sufficiently isolated in the spectrum. This last property which is expected on physical grounds comes from the estimates as functions of the gap in the first part of the paper. As a second step, we apply the results of Ref. 1 to the effective two-level problem. The end result is an explicit formula for the transition probability between e, and ez given by a decreasing exponential exp( --y/e), with y depending on the energy levels ej( r) only, multiplied by a geometric prefactor. We also give an explicit formula for the geometrical prefactor in terms of the matrix elements of the initial Hamiltonian in the two-dimensional eigenspace Q( r)X An important feature of the expression yielding the geometric prefactor is that it depends on the embedding in the total Hilbert space of the two-dimensional space spanned by the eigenvectors of energies e,(r) and ez(r).
QWh-CC% I Q(rh2Vh I Q(rh)hJ "(')= -h21 QWh2-(h I QWr12Mql 1 QU)q,))~d) .
(Al)
These vectors form an orthonormal basis of Q(r)A? for r close to 0 and they are analytic in r by assumptions I and V. It should be noticed that the basis {cp1(r),q2( r)} is time dependent because Q(r) is. Hence we have the representation ( 
Hence the factor Im e2i has the same expression in terms of the matrix elements of H( r) in the basis {@, (r),Q2(r)}, as in the two-level case.
