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Lay Summary
Robots that interact with the environment have to estimate their own internal
state in addition to the external state of the world. Traditionally, this problem
is approached by dedicated internal proprioceptive sensors. These sensors are
limited in sensing the external world and are not available at all in some scenarios.
This thesis is therefore concerned with the estimation of the internal state
of a robotic manipulator during grasping tasks, and focuses on the external
perception of a robot’s state using only visual sensors. Estimating the full state of
an articulated robot arm and its fingers from images is difficult since an observed
image of a robot manipulator will contain many additional distractions caused by
the environment, the objects that are manipulated and especially by occlusions.
The visual tracking methods that are developed throughout this thesis enable
the state estimation of an articulated robot manipulator in the presence of visual
distractions and when this manipulator is partially occluded. These methods use
machine learning techniques to detect parts and keypoints on the robot to support
the discrimination between the robot and irrelevant visual distractions.
The robustness to visual distractions and the training of the discriminative
methods is achieved without explicit prior knowledge about the environment, or
about the manipulated and occluding objects.

Abstract
This thesis is concerned with the state estimation of an articulated robotic
manipulator during interaction with its environment. Traditionally, robot state
estimation has relied on proprioceptive sensors as the single source of information
about the internal state. In this thesis, we are motivated to shift the focus from
proprioceptive to exteroceptive sensing, which is capable to represent a holistic
interpretation of the entire manipulation scene.
When visually observing grasping tasks, the tracked manipulator is subject
to visual distractions caused by the background, the manipulated object and by
occlusions from other objects present in the environment.
The aim of this thesis is to investigate and develop methods for the robust
visual state estimation of articulated kinematic chains in cluttered environments
which suffer from partial occlusions. To make these methods widely applicable to
a variety of kinematic setups and unseen environments, we intentionally refrain
from using prior information about the internal state of the articulated kinematic
chain, and we do not explicitly model visual distractions such as the background
and manipulated objects in the environment.
We approach this problem with model-fitting methods, in which an articulated
model is associated to the observed data using discriminative information. We
explore model-fitting objectives that are robust to occlusions and unseen environ-
ments, methods to generate synthetic training data for data-driven discriminative
methods, and robust optimisers to minimise the tracking objective.
This thesis contributes (1) an automatic colour and depth image synthesis
pipeline for data-driven learning without depending on a real articulated robot;
(2) a training strategy for discriminative model-fitting objectives with an implicit
representation of objects; (3) a tracking objective that is able to track occluded
parts of a kinematic chain; and finally (4) a robust multi-hypotheses optimiser.
These contributions are evaluated on two robotic platforms in different envi-
ronments and with different manipulated and occluding objects. We demonstrate
that our image synthesis pipeline generalises well to colour and depth observations
of the real robot without requiring real ground truth labelled images. While this
synthesis approach introduces a visual simulation-to-reality gap, the combina-
tion of our robust tracking objective and optimiser enables stable tracking of an
occluded end-effector during manipulation tasks.
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Estimating one’s own state is the most crucial capability when interacting with the
environment. Humans have evolved a set of proprioceptive senses to perceive the
internal state of our bodies and exteroceptive sensors to perceive the environment
in which we act. Of these sensors, vision is arguably the most complex but also
most versatile as it bridges the gap between the internal and the external state.
This becomes evident when trying to reach for and grasping an object with closed
eyes. Visual feedback is crucial for estimating our own state for manipulation
tasks in our environment.
In robot manipulation tasks, the ability to estimate the internal state is as
crucial as for humans. Traditionally, robotic manipulators rely on joint position
encoder sensing to report the position of each joint in the kinematic chain. This
reported joint state, together with forward kinematics of the kinematic chain,
provides the pose of robot links with respect to the base frame.
Joint position encoders have the inherent issue that if their single dimensional
perceived value is affected by a perturbation, they have no means to detect this
unreliability through redundancy and even a small perturbation close to the root
of the kinematic chain will have a large impact on the reported state of the
end-effector. Visual sensors on the other hand provide a high-dimensional signal
that contains sufficient redundancy to cope with low-dimensional perturbations.
Moreover, joint position encoders are incapable of sensing certain effects like
linkage bending and are difficult to employ in small links, like fingers for dexterous
manipulation, or soft-robots.
This approach to robotic manipulation has long been used for industrial
setups with sub-millimetre repeatability and precise calibration of the workspace.
As manipulators become smaller and more compliant and have to operate in
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Figure 1.1: BROKK BM3000 robot manipulator at Sellafield nuclear decommis-
sioning site [59]. Since the manipulator is devoid of joint encoder sensing, a human
operator (top left window) has to control each joint independently. Visual state
estimation could serve as as a safety system in this case and support the operator.
dynamic environments, purely proprioceptive manipulation approaches become less
applicable to underactuated manipulators, such as the Robotiq 3-Finger Adaptive
Robot Gripper and Kinova Jaco hand, and scenarios like nuclear decommissioning
[59] that are entirely devoid of joint encoder sensing and rely on exteroceptive
sensing (Figure 1.1).
This thesis therefore motivates the use of visual perception for articulated
state estimation and investigates methods to enable visual state estimation in
cluttered environments during manipulation tasks.
1.2 Problem Formulation
The observation of an articulated object is a function
f : RN 7→ RW ×H×D (1.1)
that projects the articulated state θ ∈ RN to an image I ∈ RW ×H×D. In the
real world, this projection is a physical process with many unknowns such as
unmodelled objects, material properties and lighting conditions, and can only be
approximated by a rendering process in the image domain that synthesises images.
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The aim of articulated tracking is to recover the model’s articulated state θ
from an observation I in a sequence of consecutive observations. That is, we need
to find the inverse function
g = f−1 : RW ×H×D 7→ RN . (1.2)
Since the original observation function f is unknown and therefore not invertible,
the problem is framed as finding the optimal state θ∗ that most likely explains
the observation I:
θ∗ = arg max
θ
p(θ | I) . (1.3)
The likelihood of a state θest being observed in Iobs can also be expressed by an
inversely related distance metric e(θ, I). Since the articulated state and the image
are represented in different domains, we have to find a common intermediate
representation h ∈ RO in which a distance between the estimated state and
observed image can be established. Both domains are mapped to this intermediate
representation by functions hest : RN 7→ RO and hobs : RW ×H×D 7→ RO.
Given a proper distance metric e(θ, I) and the mappings hest and hobs to this
intermediate representation, the problem then becomes the optimisation problem:
θ∗est = arg min
θ
e(θest, Iobs) , (1.4)
with the objective to minimise the distance:
e(θest, Iobs) = |hest(θ)− hobs(I)| . (1.5)
In the special case h = I, hest(θ) becomes a generative forward mapping process
that will entirely rely on image synthesis, and in the case h = θ, hobs(I) becomes
a discriminative backward mapping process that relies on data-driven methods.
This thesis focuses on the general case, where h is a representation between θ
and I, and will explore different representations of this distance metric space and
optimisation methods to find the optimal estimated state. For the mapping of an
observation to the metric space via hobs, this thesis will further explore different
data-driven methods.
While motivated by state estimation for robotic manipulation, the problem
formulation applies to any articulated object and the methods developed through-
out this thesis are theoretically applicable to any articulated tracking problem
where the state is observed by a sequence of images.
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1.3 Requirements and Assumptions
This thesis aims to provide methods for the state estimation of an articulated
robot manipulator with as few assumptions as possible to enable a wide range of
applications. The requirements on such methods are formulated as follows:
Plausibility
The estimated state has to be kinematically and visually plausible and needs
to obey physical properties. The estimator must not provide states that are
impossible to reach by the physical robot.
Applicability
To be generally applicable to scenarios with poor or no proprioception,
an articulated robot manipulator tracking approach needs to reduce the
dependency on joint position encoder sensing and ideally can be used entirely
without proprioception. The estimator should also generalise to different
manipulator configurations.
Accuracy
A manipulator estimation method must yield states that are as close to the
true observed state to allow manipulation of the objects. The end-effector
pose error must therefore be within the bounds of the manipulated object
(spatial accuracy). It is further important to maintain this accuracy over
time to prevent jumps in the estimated state (temporal accuracy).
Robustness
Manipulation scenes naturally contain additional untracked objects such as
the manipulated object and occlusions, as well as arbitrary backgrounds.
Tracking must be robust to visual distractions from unrelated objects and
specifically continue to operate if the tracked manipulator is partially oc-
cluded. This requires a robust visual feature extractor and distance metric,
and an optimiser that robustly converges based on this distance metric.
To enforce plausibility, we will assume that a kinematic and geometric model
of the tracked object is available. This is readily the case in robotic scenarios as
this model is needed for planning and control.
In a sequence of observations of a manipulation task, we assume temporal
coherency with relative small changes of the observed state between frames.
Instead of estimating the state independently for every observed image frame, the
optimisation of the current frame will be initialised at the estimated state of the
chronological previous frame.
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1.4 Research Questions
Researching methods for visual articulated tracking with the aforementioned
requirements needs to answer the following questions:
Representation
Which feature representation minimises ambiguity in the scene, is robust to
visual distractions and enables estimation of the state of a partially occluded
articulated manipulator?
Training
In the absence of the ground truth robot state in observations, how can
we make use of data-driven approaches to extract features as intermediate
representation?
Optimisation
How can we efficiently explore the state space to reliably find the optimum
without prior knowledge about the optimisation problem?
This thesis investigates different data-driven approaches for extracting an
intermediate representation from images, training of these approaches on synthetic
colour and depth images, and optimisation methods to minimise distances in this
intermediate space. To solve the problem of purely visual articulated tracking
without prior information, we have to find ways to train a data-driven method
without real labelled data, find a feature representation that is abstract enough
to be used without real data, and we have to find an optimisation method that
can handle these abstract and possibly ambiguous features.
To this end, this research work contributes methods for articulated tracking
and insight into the general optimisation problem on data-driven methods without
real labelled data. Throughout this thesis, we will develop and evaluate methods
to solve these problems with increasing complexity and while reducing limitations.
1.5 Outline of Contributions
The following chapter (Chapter 2) will introduce the concept of model-based
tracking that is used throughout this thesis, and also presents related work on
commonly used intermediate representations, data-driven methods and optimisa-
tion approaches for articulated tracking.
Our first contribution in Chapter 3 analyses the behaviour of state-of-the-art
ICP-like methods in the presence of visual distractions and under the assumption
of poor proprioception. With this insight into the problem of model-fitting
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with ambiguous correspondences from raw features, we propose a discriminative
model-fitting approach to unambiguously relate the estimated model to a depth
observation. To differentiate between observed robot parts, a random forest (RF)
is trained on synthesised depth images using abstract features that generalise well
to the real depth images in our test sequences. Without prior knowledge about
additional objects in the scene, we further propose a training strategy to make
extracted features robust to distractions from previously unseen objects.
This approach is further expanded on in Chapter 4 by extending the input
space to features from colour images to get a wider range of correspondences.
This chapter introduces a multi-task convolutional neural network (CNN) for the
simultaneous learning of low-level and semantic high-level depth image features
as basis for the tracking objective. We reuse the previous depth image synthesis
pipeline, but add a general object class to represent arbitrary manipulanda and
occluders in the scene. While the initial optimisation approach relied on joint
position readings for the very first image in a sequence, we explore in this chapter
the initialisation of such an optimiser using a predicted distribution of states.
While still relying on a classic gradient-based optimisation approach, we thereby
become independent of any proprioception during training or tracking.
The final contribution in Chapter 5 builds on the findings of Chapter 4,
primarily the beneficial use of colour and depth as the representation and the
optimisation using a distribution of states. Instead of independently extracting
features from colour and depth images as before, we combine both modalities as
single input to a data-driven feature extractor. We further make no assumptions
about the workspace and process the raw colour and depth images without
background filtering. This reduces the complexity of the processing pipeline and
has the advantage that no ad-hoc heuristics for the background model have to be
optimised. To process the raw images, we extend the image synthesis pipeline to
colour and provide insight into the generalisability of synthetic and real images
to real colour and depth sequences under varying synthetic and real properties.
Inspired by the initialisation of the optimiser from a distribution and related work
on particle-based optimisers, we propose a novel optimiser that uses multiple
hypotheses and resampling to robustly discover and avoid local minima.
In summary, this thesis provides (1) a fully automated image synthesis pipeline
to generate colour and depth training data for data-driven approaches that does
not rely on real labelled data; (2) insight into different representations as tracking
objective that are robust to visual distractions; (3) the ability to track a partially
occluded articulated model, without prior knowledge about specific objects in the
scene; and finally (4) an optimiser that can efficiently explore the state space and
robustly converge to the global optimum without using prior knowledge.
Chapter 2
Background
This chapter gives an overview of methods that are used for model-based and data-
driven articulated tracking. Related to the problem formulation in Section 1.2,
these methods are presented with a focus on how a distance metric between
observed and estimated state is established, and how this distance is minimised.
Since the minimisation of the distance metric is the objective of tracking, this
chapter will use both terms interchangeably.
Preliminary methods for mapping between the image and model state space,
and their notation, are introduced in Section 2.1. At this point, we will also relate
the imaging and kinematic processes to the robotic platforms and imaging sensors
that were used to evaluate our contributions.
Sections 2.2 and 2.3 gives an overview of different categories of tracking
objectives and optimiser approaches and how these are used in relevant state-
of-the-art literature. Additional more specific related work is provided in the
dedicated sections in Chapters 3 to 5.
Finally, Section 2.4 motivates model-based tracking and discusses the related
work and their choice of certain objectives and optimiser approaches, and thereby
relates the contributions of this thesis with the state-of-the-art.
2.1 Preliminaries
This section presents some of the basic principles that are used to map between
the underlying state that articulated tracking attempts to recover, and the image
representation of this state, which is externally observed. Processes for the
forward mapping from the state to the image are introduced in Section 2.1.1. The
approximated inverse processes that are required for recovering the state from an
image are introduced in Section 2.1.2.
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Since the forward observation process itself is not entirely invertible, we have
to find an intermediate representation h between the state θ and the image I,
and provide methods to map from those to this intermediate representation. In
model-based tracking, the forward mapping θ 7→ h and backward mapping I 7→ h
depend on the modelled kinematic and visual representation of the tracked object.
We will further discuss optimisation approaches to minimises the distances in
this intermediate representation.
2.1.1 Image Generation
The observation process (eq. 1.1) projects a model state θ to an observation.
Throughout this thesis, this observation is a 2D image I ∈ RW ×H×D, with width
W ∈ N+, height H ∈ N+ and D ∈ N+ colour and depth channels.
The observation process involves two individual processes (Figure 2.1). Firstly,
the state vector θ ∈ RN is mapped to a set of rigid 3D transformations T ∈ SE(3)
between a hierarchy of frames in a kinematic chain:
θ 7→ {Ti−1,i(θi) | i ∈ [1, N ]} . (2.1)
Secondly, the visual representation of the robot is transformed to the obser-
vation frame via these chained transformations, and projected from their 3D
representation x ∈ R3 to 2D representations x ∈ R2 onto the image plane:
{xj | j ∈ N+} 7→ {xj | j ∈ N+} . (2.2)
Forward Kinematics
A kinematic structure, such as a hand or arm, is represented by a tree structure,
where vertices represent coordinate frames and edges represent the transformation
between them. By selecting a root node, the tree becomes directed with parent
and child nodes.
A rigid, isometric, transformation combines an orthogonal rotation R ∈ SO(3)
and a translation t ∈ R3. To apply rotation and translation as a single matrix






















Figure 2.1: Image projection from model parameter θ. First, the tracked state θ
transforms the visual parts of the robot (blue) into a common 3D space. Second,
the 3D points x are projected to 2D points x on the image plane. In colour images,
these point coordinates on the image plane carry information about the amount
of red, green and blue colour; in depth images, these points additionally hold the
distance of x to the image plane. Objects (orange) are not explicitly modelled or
tracked.
that is applied to homogeneous coordinates x′ = (xx, xy, xz, 1) in place of the
Cartesian coordinates x = (xx, xy, xz). The transformation of a 3D point x′2 in
frame 2 to a 3D point x′1 in frame 1 is denoted as
x′1 = T1,2x′2 . (2.4)
For simplicity of notation, we drop the apostrophe and use Cartesian and homo-
geneous notation interchangeably, i.e. we will use x in place of x′.
A single joint in the kinematic tree joins two frames with a single degree of
freedom. Different types of joints affect different parts of the transformation


















with sϑ = sin(ϑ) and cϑ = cos(ϑ). The translation t of a revolute joint is fixed
and determined by its position in the parent frame. Prismatic joints describe a
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The rotation R of a revolute joint is fixed and determined by its orientation in the
parent frame. A full 6 DoF rigid pose transformation is represented by chaining 3
prismatic and 3 revolute joints.
Every individual single DoF in the state vector θ yields a single transformation
Ti−1,i(θi) : R 7→ SE(3) (2.7)
between the joint’s parent frame i− 1 and its dependant child frame i. In such
a chain, frame 0 is considered as the root frame. The transformation between
arbitrary frames in the kinematic tree that are connected via multiple vertices is
given by the chaining of the single transformations along the routed path between
the frames, e.g. T0,3 = T0,1T1,2T2,3.
Robotic manipulators may interact with a variety of rigid objects, whose
state is not explicitly estimated. These objects are categorised into two classes,
depending on how the robotic manipulator interacts with them. A manipulandum
is an object that is actively manipulated and whose state changes are caused by
the robot. An occluder is an object that is currently not manipulated and may
occlude the tracked robot. An object might change between those two roles. The
remaining observations are generally referred to as the environment or background,
and are considered static and do not occlude the robot or the objects. A scene is
the set of all tracked robot frames, manipulanda, occluders and the environment.
The entire scene can be considered as a graph of transformations between any rigid
visual entity, where articulated tracking is only concerned with the estimation of
the transformations between the observation frame and the robot frames.
Image Projection
A 2D imaging sensor perceives the 3D world by the projection of properties of
3D points x = (xc, yc, zc) in the camera frame to their corresponding 2D points
x = (xi, yi) on the 2D image plane. In the pinhole camera model, the physical
camera imaging plane is x-y-axes-aligned and located at distance z = f from the
camera origin and intersects the line from this origin to the 3D point x. Any point
λx, with λ ∈ R+, on this line will result in the same 2D projection. Hence, we can
arbitrarily set λ = 1
zc
and apply the projection on the point with homogeneous
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, 1) using the intrinsic camera matrix K:












The focal lengths fx and fy, and the camera centre c = (cx, cy) are expressed
in pixels and are related to their physical representation by the size of a physical
pixel on the camera sensor. These intrinsic parameters are obtained through
calibration of the physical sensor and used for image synthesis and back-projection.
For simplicity of notation, we will use the Cartesian instead of the homogeneous
notation when referring to the projection, i.e. we will use x = Kx to describe the
projection of a Cartesian 3D point x, via x′, to its 2D image pixel location x.
Robotic Platforms
Two robotic manipulator systems (Figure 2.2) with similar kinematic structures
are used for the experimental evaluation. The KUKA LWR4 arm (15kg) with the
Schunk SDH2 hand (1.95kg) is targeted towards industrial applications. The more
lightweight Kinova Jaco (5.2kg), on the other hand, targets assistive robotics with
manual end-effector pose control.
The KUKA LWR and Kinova Jaco setup both have an arm which consists of
a single kinematic path from the base frame to the palm frame, from where the
kinematic structure branches into three fingers each with two joints. We refer to
the base frame as the frame with which a robot is rigidly attached to the world
frame, and refer to the palm frame as the vertex in the kinematic tree where the
kinematic structure branches into paths for the finger frames. The camera frame
is connected to this transformation graph by the visually estimated 6D pose of
AprilTags [58], which are rigidly attached to the base frame of the kinematic tree.
In both setups, the fingers consist of two physical links each, which can also
be referred to by their medical name phalanges. These phalanges are further
separated into proximal phalanges, which have a small geodesic distance to the
palm frame, and distal phalanges, which have a larger geodesic distance to the
palm frame and at the same time define the leaf-vertices of the kinematic tree.
While the phalanges of the Schunk SDH2 are fully actuated by 7 DoF (2 degrees
per finger and one additional degree for longitudinal paired rotation about 2 of
the 3 finger axes), the Jaco fingers are each only actuated by a single degree. Each
of the 3 Jaco fingers is tendon-driven. The proximal and distal phalanges adapt
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(a) KUKA LWR4 (b) Schunk SDH2 [69] (c) Kinova Jaco [41]
Figure 2.2: Robotic manipulators. (a) The 7 DoF KUKA arm is rigidly attached
to a table with AprilTag markers for camera pose estimation. (b) The Schunk
SDH2 is a fully actuated 7 DoF hand that is mounted on the tip of the KUKA
arm. (c) The Kinova Jaco combines a 6 DoF arm with an underactuated 6 DoF
hand.
dynamically to the shape of a grasped manipulandum and cannot be actuated
individually. Further, since there is no unique relation between the state of the
tendon and the state of the phalanges, it is not possible to proprioceptively sense
the full state of the finger joints.
Imaging Sensors
The tracking approaches developed in this thesis are generally applicable to visual
sensors that provide a 2D image I ∈ RW ×H with intensity and depth information
per pixel. A variety of visual sensors exist that are able to sense depth directly via
time-of-flight or indirectly via triangulation. The Asus Xtion PRO LIVE sensor
(Figure 2.3), that is used during the experiments, combines a traditional colour
intensity sensor with a structured light sensor to provide an RGB-D observation
I ∈ RW ×H×4 of the manipulation scene.
The passive sensing of colour light intensity works according to the casting of
light rays as described in the pinhole camera’s projection equation (eq. 2.8). The
depth of a projected pixel is additionally actively sensed by the triangulation of
known patterns that are projected and sensed by an infrared (IR) projector and
sensor, respectively. Both visual sensors operate according to the same pinhole








Figure 2.3: Asus Xtion PRO LIVE RGB-D sensor [34]. The sensor combines a
colour sensor (middle), with depth estimation from structured infrared light (left,
right).
the colour and depth information about a pixel is expressed in different observation
frames. With the known transformation between both optical centres, the depth
information is registered with respect to the colour sensor frame. After this
depth-to-colour frame registration, the colour and depth information is expressed
in a common observation frame, using the same projection model.
Image Synthesis
The real image generation process, i.e. the mapping from an unknown state θ to
an observed image I, is a complex physical process that involves many unknowns
about the propagation of light through the environment. The research area of
computer graphics attempts to simulate these processes to generate synthetic
images, i.e. map a known state to a synthetic image, through a simulation process
that yields real visual properties.
While the geometric propagation of single rays of light is better understood
and easier to simulate, additional intensity and colour forming processes are more
difficult to simulate. Additional processes involve for example diffuse and specular
reflection, which affects the propagation of light intensities, and the filtering of
different wavelengths in the light spectrum, which affects the perception of colour.
These processes strongly depend on material properties and the light source, and
are in general difficult to simulate entirely realistically.
The geometric synthesis of an image, that is, the transformation of polygon
meshes from the local robot frames by the estimated state into a common obser-
vation frame (eq. 2.4), and the projection of 3D points on these meshes onto the
image plane (eq. 2.8), provides the estimated depth image ID,est.
By choosing this depth as an intermediate representation, the function hest(θ)
becomes the synthesis process and we already arrive at a simple way to map from
state to image. Such generative methods (Section 2.2.2), also called analysis-by-
synthesis, evaluate estimated states by comparing the estimated depth image with
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the observed depth image. However, since the estimated image is only generated
by the tracked state, it neglects any untracked objects in the scene and does not
benefit from colour information.
2.1.2 State Recovery
The previous section described image formation as a forward mapping from a lower
dimensional state to the higher dimensional image, by means of a real physical or
synthetic rendering process. The aim of articulated state estimation is to invert
this mapping (eq. 1.2), to recover the lower dimensional state θ from an image I.
Back-Projection
The forward image projection (eq. 2.8) is a linear relation that can be reversed.





















The back-projection of a 2D image coordinate x to the 3D space is then given by:
x′ = K ′−1x′ . (2.12)
With x′ = (xi, yi, zi), that incorporates the 2D image coordinate and its unknown















and it becomes clear that there is no unique solution to this inverse process, since
neither λ nor zi are known. This is because multiple points on the line-of-sight are
projected to the same image coordinates. Only with known depth zi can λ = zizc be
solved to recover the 3D point x = 1
λ
x′. To simplify the notation in later chapters,
2.1 Preliminaries 15
we will drop the apostrophe for homogeneous representations, and will denote the
back-projection as x = K−1x.
Inverse Kinematics
In contrast to the linear image projection, the forward kinematic mapping from
the state to frame poses is non-linear w.r.t. θ (eq. 2.5). However, very small
changes in the joint state δθ = θt+1 − θt can produce small changes in the task
space pose δT = T (θt+1)− T (θt), and this relation becomes linear.
The linear relation will be expressed by the 6 DoF pose p ∈ R6 (3 DoF position
p, and 3 DoF orientation o), p(θ) = (px(θ), py(θ), pz(θ), ox(θ), oy(θ), oz(θ)), instead
of T ∈ SE(3). The partial derivatives of δp
δθ
are arranged in matrix form as



















































= J(θ) · δθ , (2.15)
for a single Cartesian frame in the kinematic chain. For multiple Cartesian frames








In the general case J is not a square matrix and thus not invertible. We will
thus either use its Moore–Penrose inverse J† = (J⊤J)−1J⊤, if an inverse is directly
required, or indirectly and more efficiently solve for δθ numerically. In both cases,
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we will denote the inverse mapping as:
δθ = J†(θ) · δp . (2.17)
During visual tracking, the frame pose p is usually not directly observed.
Tracking objectives in later chapters will refer to local features in these frames.
When deriving task-specific gradients, by chaining the frame pose gradients
(eq. 2.14), a task-specific Jacobian is formed and used to linearly relate the
estimated state and the observed features in the same manner.
Optimisation Methods
The aforementioned intermediate representation provides a distance metric space,
to which we map from the observed image and the estimated state. The distance
metric (eq. 1.5) is the discrepancy between these two mapped representations and
the optimal estimated state is the one which minimises this distance (eq. 1.4).
This state is referred to as the global minimum of the objective. If the distance
metric is non-convex it will have multiple additional local minima, to which an
optimiser must not converge. This thesis will primarily discuss gradient-based
and particle-based approaches to minimise this distance e(θ, I).
gradient-based In its principal form, gradient approaches use the partial deriva-
tives ∂e
∂θ
of the objective as a linearised search direction. These objective gradients
are derived from the kinematic gradients of the frame poses (eq. 2.14), and are
arranged similarly in matrix form as Jacobian J . To minimise the distance in the
intermediate space by δe(θ, I), we would need to update the state by the gradient
descent step
δθ = J(θ)⊤ · δe(θ, I) . (2.18)
Since J is locally linearised, taking large steps δe(θ, I) will neglect non-
linearities and result in over- or under-estimated updates. It is therefore required
to apply this process iteratively using small steps: θi+1 = θi−λ · δθ. Further, since
we are taking small steps, the initial state θ0 has to be close to the minimum.
We will briefly derive the Gauss-Newton method, as a commonly applied
gradient-based minimisation approach, using the textbook notation x for the
parameter of a function f that is to be minimised.
The Gauss-Newton method is a generalisation of Newton’s method to non-
linear vector-valued functions [77]. Newton’s method is used to find the minimum
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of a scalar function, by the iterative process:








· f (1)(xi) (2.20)
where the ratio of the first- and second-order derivative serves as the search
direction for the minimum. The general formulation for vector-valued functions
f : Rn 7→ Rm,




· ∇f(xi) , (2.21)
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rj(x)2 = arg min
x
r(x)⊤r(x) (2.22)
with the residual vector r(x) = (r1(x), . . . , rm(x))⊤, the partial derivatives are
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which gives the first order gradient ∇f(x) = J(x)⊤r(x). For very small residuals r,
the Hessian matrix with the second order partial derivatives can be approximated
as H(x) = ∇2f(x) ≈ J(x)⊤J(x). With this, the non-linear least-squares problem
is solved by the iterative Gauss-Newton formulation:









= xi − J†(xi)r(xi) (2.25)
with the pseudo-inverse J† = (J⊤J)−1J⊤.
particle-based Without an analytic search direction, optimiser approaches
have to resort to a random sampling of the objective function at different states.
These approaches have to maintain a distribution of possible state hypotheses,
also called particles, to gather sufficient information about the objective. This is
typically inefficient but has the advantage that these approaches can be used for
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non-differentiable objectives, and since randomly initialised, are less likely to get
stuck in local minima.
The general process is to initialise a set of samples from the state space,
S = {θi | θi ∼ U} , (2.26)
evaluate the objective at every sample,
E = {ϵi | ϵi = e(θi, I)∀ θi ∈ S} , (2.27)
and update these states with local and global information about the performance
of the distribution. How these states are updated differs between types of particle-
based approaches. Most approaches share information between particles, either by
biasing them with the current globally best solution, or by weighted resampling,
to shape the distribution towards the global minimum.
Data-Driven Methods
While the intermediate representation h can be an arbitrarily chosen space, the
forward and backward processes need to be capable to map into this space. Ideally,
the distance in this space is differentiable. On one side, image synthesis with
controlled properties allows to map from the state space to a higher dimensional
geometric or visual space. On the other side, the inverse processes for back-
projection and inverse kinematics only account for geometric properties.
Image processing methods enable the extraction of more or less semantic
meaningful visual features from images. Data-driven methods allow to optimise
the mapping from the image space to a user-chosen intermediate representation,
on a distribution of data samples. Hence, the aim of data-driven methods is to
find the optimal function hobs(I) that maps from the visual observation to the
target intermediate space, such that the optimised function produces the same
mapping as the given target mapping from training samples.
With an unknown hidden state θ, this mapping cannot be provided for a
real image I. However, the image synthesis pipeline can be used to approximate
these images for a variety of states. In contrast to generative methods, where the
estimated observation is synthesised a posteriori from the estimated state (θest 7→
Iest,syn), data-driven methods synthesise observations a priori for a distribution of
possible expected observed states (θobs 7→ Iobs,syn). Since the synthesised images
are just an approximation of the real imaging process, this creates a gap in the
expected prediction performance.
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(a) part segmentation tree (b) frame pose regression tree
Figure 2.4: Illustrative examples for configurations of a decision trees. During
training, the input samples are partitioned at split nodes (circles) and accumulated
in leaf nodes (squares). During test, a single sample is routed along the split
nodes to a leaf node to recover its distribution. (a) A classification tree assembles
a distribution of discrete variables at its leaf nodes. This configuration can be
used for a discrete classification of segments in an image. (b) A regression tree
assembles a continuous distribution, here visualised by the mode. This can be
used to predict continuous real-valued variables like a 6D pose vector.
In the following, we will give a high-level overview of two data-driven ap-
proaches, random forests (RF) and convolutional neural networks (CNN), to relate
and contrast their properties for the application of mapping from observed images
to an intermediate representation in later chapters. These methods are in general
trained to minimise a loss that is defined within the targeted intermediate space.
These targets can be discrete (classification) or continuous (regression) variables.
Random Forest A random forest [18] is an ensemble of individually trained
decision trees (DT). Each DT consists of split nodes, that divide their input
set into two partitions, and leaf nodes that accumulate a discrete or continuous
probability distribution of the target property (Figure 2.4).
The input to these nodes is typically not the raw data such as pixel intensities
of an image, but post-processed low-level features like Scale-Invariant Feature
Transform (SIFT) or Histogram of Oriented Gradients (HoG). These features
are extracted for all training samples and randomly partitioned into subsets for
the individual DTs. The split nodes contain very simple trainable functions that
partition the feature space of the training sample subset, such that the two splits
of this subset maximise the information gain. With the hierarchical alignment of
these split nodes, the partitioning along a path in the DT becomes more specific
and confident in the mapping of input features to the output target.
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The outcome of the individual DTs in the RF is merged into a single discrete
or continuous distribution. This prevents overfitting of a single DT and also yields
smoother estimates. In the classic implementation of RF, each DT operates on a
single batch of training samples and split nodes are optimised in a single instance.
This has the disadvantage that the size of the training set is limited by the
available memory and that the RF cannot be further optimised once trained on a
training set. Further, the choice of input features is an input-data and output-task
specific decision which requires domain knowledge and is not transferable to other
modalities.
Convolutional Neural Network Convolutional neural networks [30] are a
hierarchically layered ensemble of convolutional kernels, whose filter weights are
optimised on the given training samples. These convolutions typically operate
on the raw input data in the first layer, and consecutively on the filter responses
in higher layers, with additional non-linear mappings of the filter responses by
activation functions.
Compared to RFs, this convolutional and non-linear mapping on raw input
data enables the simultaneous learning of the feature representation, without the
need for domain knowledge. The arbitrary arrangement of these layers enables
arbitrarily complex mappings between the image and the target intermediate
representation h. This includes multi-input and multi-output configurations, where
multiple image modalities, for example colour and depth, can simultaneously be
processed and mapped to multiple targets, such as classification and regression
tasks.
2.2 Distance Metric Representation
The distance metric is the space in which an estimated and observed state are
projected into. This space can take an arbitrary form but has to represent a
proper distance metric that can be minimised by the optimiser.
In this section we discuss three categories of intermediate representations:
direct, generative and data-driven; and how they are extracted and applied in
related work. Depending on the representation of the distance metric, related
literature uses the term joint position to refer to different spaces. We will use the
term model joint position to refer to the model parameters θ in the model state
space, and Cartesian joint position to refer to the Cartesian 3D coordinates x of
a joint in the task space or observation frame. The Cartesian joint position is
defined as the origin of the child frame that this 1 DoF joint directly affects.
2.2 Distance Metric Representation 21
2.2.1 Direct Methods
In direct methods, the distance metric is directly mapped to the state space of
the tracked object without an intermediate representation. These methods do
not involve any form of forward projection from the estimated state to the image
during the tracking, but entirely rely on the backward mapping.
In the literature, two common formulations of this problem can be found. The
problem is either framed as regressing from an image directly to the model joint
positions (joint space), or it is framed as regressing to the Cartesian joint positions
(task space). To some extent, both formulations are equivalent for rigid objects
since a single frame pose can be expressed by joints. Recovering the model state
from frame poses of articulated objects further requires an inverse kinematics (IK)
stage.
Since the geometric methods for the inverse image projection and kinematics
are not sufficient to map from a real observed image to the underlying state, finding
hobs(I) becomes a regression problem that can be approached with data-driven
methods.
Joint Space Regression
In joint space regression, the forward mapping hest becomes the identity function
hest : θ 7→ θ and the backward mapping hobs becomes the inverted projection
function hobs = g : I 7→ θ. The regression from the image domain to the model’s
joint positions requires a data-driven method to approximate the relations that are
otherwise given by the inverse image projection (eq. 2.12) and kinematic equations
(eq. 2.17).
Such a direct approach has been demonstrated for the regression of robotic arm
joint configurations, using a regression forest on a pre-segmented depth image [85],
and using a CNN on stereo-image pairs [54]. In such an approach the accumulation
of small joint space errors over the path within the kinematic chain might result
in large task space errors, but no task space errors have been reported for these
works.
Task Space Regression
Task space regression maps from the 2D image space to a 3D representation in the
task space. While such an approach does not need to model kinematic properties,
it still needs to infer the camera intrinsics.
A regression to 3D orientations, exemplarily for orientation estimation of rigid
3D objects from 2D images [47], using a similar architecture as [54], represents
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orientations as a single real-valued vector. However, 3D orientations do not
have a canonical form in which they can be expressed. Multiple representations
like rotation matrices (R3×3), quaternions (R4), axis-angle (R4) and Euler angle
(R3) representations exist, and a regression approach has to select one of these
representations. Further, these representations have a rather complex relation to
the raw image data.
The regression to multiple 3D Cartesian joint positions in a kinematic tree,
using the same approach of combining a CNN with a fully convolutional layer,
was shown by [56] for hand pose estimation. For a hand model with θ ∈ RN=14,
this increases the regression target size to R3·14. Through this model, the 48
Cartesian joint coordinates are kinematically related. An important finding of
this work is that a lower dimensional embedding (8 dimensions) of this regression
task provides better results than the direct regression to the 42 coordinates. This
work is further extended with a regression to Cartesian position updates, from the
distance of the synthesised estimated depth image to the observed depth image,
to iteratively update the initially regressed Cartesian joint positions [55].
Kinematic Prior
The regression to task space Cartesian coordinates in a kinematic chain captures
many redundancies due to the kinematic relation between these coordinates.
While this issue can be approached by the dimensionality reduction in a lower-
dimensional latent space [56], kinematic models, as commonly available in robotics,
directly model this relation between Cartesian frames through forward kinematics
(FK).
The integration of a kinematic model in the training of a regressor for model
joint positions can improve the regression model by forward modelling of the
model parameters to a loss based on the Cartesian position in the task space [90].
This is in line with findings from dimensionality reduction [56], but explicitly
models this relation. However, this particular application with humanoid sized
kinematic models reports average 3D position errors of above 10cm, which makes
this particular approach unsuitable for manipulation tasks. It is further noted
that the direct regression of model joint parameters did not work in their case.
2.2.2 Generative Metrics
As a generative metric, we categorise intermediate representations that are di-
rectly derived from the raw image data without using data-driven approaches.
Specifically, the function hobs that maps the input data to the intermediate space
is not automatically optimised on mappings provided by training data. These
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intermediate representations are usually less complex and therefore have less
discriminative power. We refer to this as generative, since these intermediate
representations are generated online during tracking by image synthesis in hest
and from the real observation in hobs.
Points ph = (x, f) in the space of this intermediate representation have a
spatial property that is given by the coordinates in the 2D image (x ∈ R2) or 3D
camera frame (x ∈ R3), and a visual property that encodes features (f ∈ RNF ) of
this data point and its neighbourhood.
Generative metrics can further be categorised by how the points ph in the
intermediate space are associated to each other. This association problem is:
Given a set of points {phobs,i | i ∈ Nobs} from mapping from the observed image to
the intermediate space, and a set of points {phest,j | j ∈ Nest} from the synthesised
estimated state, we have to find pairs (phobs,i, phest,j) to establish a distance between
the observation and estimation.
Association by Identical Coordinates
Between two images I ∈ RW ×H with the same dimensionality (W , H) and discrete
coordinates x ∈ N2>0, points in both images can directly be associated by their
identical 2D coordinates, i.e. where xobs = xest. That is, given an observed image
Iobs and a synthesised image of an estimated state Iest,syn, a distance of the form
|Iobs(x)− Iest,syn(x)| is established over the entire domain of W ×H. Since such a
metric does not consider alternative pairs of coordinates, it is entirely defined by
the visual features f .
Early approaches for 3D rigid pose estimation on 2D colour images used the
overlap of observed and estimated edges as a distance metric [3]. In such an
approach, the estimated edges are obtained by rendering the contour edges of an
estimated model state.
With the rise of commodity 3D sensors, these approaches shifted to the
comparison of raw depth readings with the synthesised depth image [86, 35, 27,
78]. This distance can take a simple form like ∑x∈I|ID,obs(x)− ID,est(x)|, with the
observed image ID,obs and the synthesised depth image ID,est.
Colour can be incorporated by weighting the scalar depth distance with a
simple skin colour mask [48], or by representing colour differences as L2 distance
in the RGB colour space [17].
Since such simple distance representations cover the entire image area, it is
typically required that the observed image does not contain any other observa-
tions than those caused by the tracked object. Limiting the area for distance
computation to a ROI [70] relaxes this constraint.
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The distance metric by matching coordinates provides a computational efficient
tracking objective that can be evaluated fast. Since the distance is established
between properties of coordinates that are already associated to each other in
the spatial space, this metric gives no information about potential alternative
associations that would result in better matches in the feature space. That is, there
is no information about how the estimated state has to be updated to minimise
this distance. As a consequence of this, approaches that rely on correspondences
by matching coordinates have to explore the model state space using particle-based
approaches.
Template Matching
Similar to differences from properties at identical coordinates, template matching
aims to establish this distance between a ROI in the reference image Iobs and a
synthesised template Iest,syn of the estimated state. In contrast, these templates
are not synthesised from an estimated state online during tracking, but offline for
a set of discrete model states {θt | t ∈ N}. The aim is then to find the template
configuration θt and the 2D location of the template in Iobs, or its matching ROI
respectively, such that the distance between features f of pixels with identical
coordinates x, within the template and ROI, is minimal. A template distance is
therefore defined in the feature space, but subject to its discrete configuration and
2D location in the image.
Early template methods for 3D pose estimation used gradient orientations [33]
in colour images which can then be extended by normals in depth images within the
same framework. While this was optimised for parallel computation, it still requires
an exhaustive online search over the template configurations and locations. A more
efficient method to find the matching template and its location in the observed
image was presented by [12]. The coverage of the space of object orientations
and scales yields a set of synthesised template patches, and all considered ROI
locations in Iobs yield a set of image patches. After transforming those patches by
Laplacian of Gaussian (LoG), they are vectorised and concatenated within their
set. The optimal template configuration and location is then given by the highest
response in the cross-correlation matrix.
Compared to optimisation approaches where a continuous state estimate is
maintained and the visual representation of an estimated state is synthesised online
during the optimisation, template matching approaches involve an exhaustive
search over discrete states. This is feasible for rigid object template configurations
with a 3 DoF orientation and 1 DoF scale, but it becomes intractable for articulated
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objects where each additional state variable increases the amount of templates
exponentially by the number of discrete values in a state variable.
Association by Closest Coordinates
A distance by closest coordinates is primarily defined in the spatial space of
2D coordinates x in the image plane or 3D coordinates x in the camera frame.
Contrary to the association by identical coordinates or template matching, points
in the intermediate space have to be associated during the optimisation. This
association can additionally use features f of these points as a secondary distance
metric. If these features are not sufficiently discriminative, only the coordinates
are considered and the distance is simply the L2 norm of the coordinates.
2D Distances Edges have long been used as simple binary feature for rigid pose
estimation [57, 16]. Intensity edges are simple to compute from an observed image
and contour edges are also simple to synthesise from an estimated state using
the kinematic and geometric forward model. While the extraction of semantic
meaningful edges works well on images with a low amount of structural information,
such as uniformly coloured objects without texture, they are easily impaired by
noise or texture. Further processed higher-level features such as SIFT [61] and
HoG [52] are used to partially resolve ambiguity as found in low-level features.
These higher-level representations encode a higher amount of information than
edges and are therefore computationally more expensive to extract. Synthesising
these features for an estimated model state requires structural visual models
to yield similar feature responses. Keypoint coordinates are associated by their
closest distance via a distance transform [57] or ICP [16], or by a robuster method
like RANdom SAmple Consensus (RANSAC) [61].
3D Distances In 3D observations as point clouds from back-projected depth
images, ICP-like relations between the point cloud and the model are commonly
the basis for a distance metric. Originally applied to estimate rigid transforms
between point clouds, this has since been extended to articulated objects.
With a known model configuration, excluding its 6 DoF rigid pose, an articu-
lated model can be assumed rigid [60] and traditional ICP metrics can be used.
Distance metrics for articulated objects that are represented as kinematically
connected rigid objects can be locally defined per link [67, 21]. However, models
that are represented as mesh [67], and not as rendered point cloud [21], can not
directly rely on point distances and need to resort to a dedicated mesh distance
function. This distance function can be defined for rigid meshes [67] or over
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smooth blended meshes [79], and for a given mesh configuration and a point in the
mesh frame provides the shortest Euclidean distance between them. In addition
to coordinates, points can have 3D features such as normals [79] which can better
discriminate them.
Distances in 3D can straightforwardly be related to the underlying kinematic
model state via the inverse kinematic equations. This enables differentiation of
this distance w.r.t. the state θ and provides analytic gradients for optimisation.
As a result, many approaches in this area apply gradient-based optimisation
approaches using an initial state close to the optimum.
2.2.3 Data-Driven Metrics
Encoding semantic meaningful features via hobs with a higher amount of informa-
tion requires more complex methods with tunable parameters. These parameters
are optimised offline with a secondary objective independently from our primary
tracking objective. Whereas in generative methods the extraction function hobs
is a design decision and the intermediate representation is a given, data-driven
metrics allow to design this intermediate representation and automatically find
hobs. Although it can be an arbitrarily chosen space, this secondary objective
needs to be a trainable mapping from the image and its representation must be
able to be synthesised from the estimated state.
As a design decision, a data-driven representation should be chosen to maximise
discrimination between points in the intermediate space, so as to minimise the
amount of local minima in a thereon building primary tracking objective. Tracking
objectives can use a combination of generative and data-driven metrics. While
semantic features provide the advantage to better discriminate between feature
points, they require training with a large amount of data.
Segmentation
In a segmentation task, regions of connected pixels are assigned with a segment
or class ID. This is represented by an one-hot vector f ∈ BNS , with B = {0, 1},
where the i-th segment is set to 1 (fi = 1) and the remaining segments are set to
0. In practice a predictor, such as a RF or CNN, will provide a real-valued vector
f ∈ RNS , with fi ∈ [0, 1], where the highest value, i∗ = arg maxi fi, determines the
segment of a pixel. Ideally, all pixels belonging to the same segmented area will
have high responses at their i∗-th segment, to confidently distinguish them from
unrelated pixels.
An indirect application of segmentation is the pre-filtering of tracked objects
from the unrelated background. Approaches relying on pre-segmentation may use
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a mask of the tracked objects, such as hands [80, 91] or robotic arms [85], to remove
unrelated data from the image, or to create a ROI bounding box [70] centred at
the tracked object. These approaches apply tracking on the filtered image data,
using a dedicated distance metric that is unrelated to the segmentation itself.
A distance metric that is applied on pre-segmented images does not have to
handle visual distractions. But a data-driven distance metric further down the
tracking pipeline will not be able to leverage low-level feature information about
the segmented object, and it will not be able to resolve ambiguities within the
masked area.
The pre-segmentation approach can be extended to segment parts within
the tracked object. Applications of this approach range from the clustering of
relative 3D [71, 6] or 2D offsets [88], to establishing direct point associations for
model-fitting approaches [73, 74, 42]. The within-object part segmentation is
especially useful for articulated objects to resolve ambiguities about shape similar
parts, like fingers or repeating visuals of robot links, and associate regions of the
image with individual parts of the tracked object.
Keypoints
The keypoint localisation task is concerned with recovering the 2D coordinates
of distinguishable points in an image. In contrast to a regression task where
coordinates are directly predicted as a real-valued coordinate vector, keypoints
can also be represented as a heatmap. A keypoint heatmap Hk, which is defined for
every keypoint ID k, represents how likely a pixel coordinate matches the keypoint
coordinate. This score s ∈ [0, 1] is therefore an indication about the distance of a
pixel to the keypoint, with 1 being an exact match. The advantage of heatmaps
over regression is that a heatmap can represent multimodal distributions of
keypoints and does not need to regress to a single coordinate without any measure
of confidence.
Per pixel, these Nk heatmaps result in a feature vector f ∈ RNK that, in
contrast to the segmentation task, is unique over the entire image. Segmentation
can discriminate between regions of an image, but does not discriminate between
pixels within this region which leaves ambiguity. Keypoints on the other hand
provide a direct association between point coordinates in the observed image and
the estimated model.
Heatmaps have been widely applied to hand and human joint position detection.
Early use of heatmaps [80] extracted heatmaps from depth images and used the
same depth to back-project the keypoint into the observation frame. A recursive
approach to refine these heatmaps was presented for single-person 2D skeleton
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estimation [83] on colour images. This approach was extended by an additional
relation between keypoints [13] to enable multi-person 2D skeleton detection. A
parallel detection of heatmap keypoints in stereo images [72] finally enables the
back-projection of 2D keypoints to 3D and estimate the articulation of real-scale
kinematic structures.
In combination with generative approaches, finger tips as keypoints [79, 81]
can provide a discriminative feature to resolve otherwise ambiguous relations.
Dense Features
Keypoints provide unique point features for data association but are usually
sparsely distributed. Dense features aim at providing unique discriminative
features for every pixel in an observation. This combines the density of segments
with the unique discrimination of keypoints. Dense features are represented by a
real-valued feature vector f ∈ RNF per pixel. In contrast to segments or heatmaps,
this feature vector does not encode the identity of a pixel. Conceptually, a feature
vector only relates to visual properties of a pixel and its neighbourhood and similar
properties result in very similar feature vectors.
In 3D coordinate regression [7], every 2D image pixel is associated with a rigid
object ID and the local 3D coordinate xl within that object’s local frame (NF = 4).
The back-projection of the pixel’s 2D coordinate x, together with the depth image,
provides the corresponding 3D coordinate xo in the observation frame. The set
of corresponding points in the local and observation frame ({(xl, xo)i | i ∈ N})
provides the distance metric. This type of orthogonal Procrustes problem is
solved by the optimal transformation that minimises the least-squares distance
when transforming coordinates from one frame to another. The dense nature
of this metric increases the probability of outliers and requires robust methods,
like RANSAC [7] or PF [43], to find the optimal transformation. An extension
to this approach was presented by [8] which uses uncertainty in the coordinate
prediction to improve the optimisation outcome. Commonly used for house-hold
sized objects, it has also been applied to car-scale transformation estimation [5],
albeit with reported average coordinate errors of 0.6m.
Whereas 3D coordinates on their own can only distinguish points within an
object, multi-dimensional dense features descriptors [68, 24] provide a higher
degree of discrimination between points of different objects and also carry some
degree of semantics.
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2.3 Optimisation Approaches
The distance metric defines the space in which a distance between the observed
and estimated state is established. Minimising this distance with respect to the
estimated state provides the state that best matches the observation. The distance,
as a function of the state, is often neither linear nor convex, and may have many
local minima for large articulated states. These local minima may be results of a
proper similarity of the estimated and observed state (i.e. the global minimum),
but can also be a result of ambiguous correspondences caused by indiscriminative
features.
The aim of an optimiser is to minimise this distance in such a way that local
minima are avoided and the global minimum is found. Often there is no closed-
form solution to this problem and non-linear objectives have to be linearised and
an optimiser has to take iterative steps towards a minimum. This linearised search
direction distinguishes the two categories of optimisers that will be discussed in
the following.
2.3.1 Gradient-Based
If the distance metric is differentiable with respect to the tracked state, then
gradient-based approaches can be used with the analytic gradients as the lin-
earised search direction. These kind of solvers fall into the broad category of
Newtonian-like solvers [4]. The Gauss-Newton algorithm [29] provides an exten-
sion of this approach to multi-dimensional search spaces and problems, and the
Levenberg–Marquardt algorithm [44] extends this for variable-specific damping.
The linearisation of the objective results in over- or under-estimation of classic
gradient decent update steps, which can be mitigated by adaptive step lengths
[73]. The Gauss-Newton approach, which uses the second order derivative to tune
this step length, has been applied to 6D pose [84] and articulated state [67, 81]
estimation. The use of the Levenberg–Marquardt for articulated tracking [79]
provides additional damping on top of the tuned Gauss-Newton step lengths.
With the local linearisation of the search direction, these solvers have to be
initialised close to the state of the global optimum. When estimating small relative
rigid pose changes [84], this initial state can be initialised to identity or via velocity.
The selection of this initial state is especially crucial for long kinematic chains
with a large nullspace. Assuming that accurate proprioception is available [67],
the optimiser can be initialised directly from joint encoder readings. For short
kinematic chains, such as kinematically independent fingers, the optimisation is
more robust to initialisation if distinct keypoints like finger tips [81] are available.
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A data-driven method can also be used to directly predict an initial state [79],
which is then updated by the actual tracking objective.
2.3.2 Particle-Based
If the distance metric is not differentiable, the search direction has to be approx-
imated. Gradients can be numerically approximated by finite differences. This
requires two evaluations of the objective per state variable but allows to reuse
gradient-based methods. Alternatively, the state space can be explored by evalu-
ating the tracking objective with multiple hypotheses, also called particles. The
global knowledge about the performance of this distribution of particles is then
used to update the local search direction of a hypothesis. Common approaches
to update these particles either resample them via their performance score, as in
Particle Filter (PF) [19], or update their state by a direction derived from the
performance score, such as in Particle Swarm Optimisation (PSO) [39].
In PF approaches, as used for 6 DoF object tracking [43], particle states are
updated by sampling from a distribution based on the motion of the previous state
(motion model). These particles are then resampled according to the likelihood
that their updated state matches the observation (observation model). This
resampling stage is dependent on an observation model derived from the tracking
objective. The motion model in a PF relates to the inertia term that is used in
some implementations of gradient-based approaches. PF approaches are widely
used for applications where the objective relies on raw depth comparisons [17, 86,
48, 27] or optical flow [61]. These raw distance metrics do not provide gradients
but are computational very efficient.
A PSO uses the velocity of a particle as a motion model like the PF, but
additionally combines this with the local best state of the particle and the global
best state of the swarm. The classic approach has been applied to hand tracking
[57, 80], and with resampling [70] to avoid collapsing to a local minimum.
All particle-based approaches have in common that the search direction has to
be determined from exploring the search space, while gradient-based approaches
directly rely on analytic gradients derived from the objective itself. As a result,
particle-based approaches inherently have to use multiple particles to find a search




Ideally, a function g (eq. 1.2) for mapping an observed image Iobs to the underlying
state θest would be available through data-driven methods, by simply providing
corresponding mappings from real training data.
However, the related work on direct model joint states and Cartesian joint
positions regression suggests that it is a complex task to learn a direct mapping
from the image space to the joint space, and to capture correlations of Cartesian
positions in the task space. It is evident that a kinematic prior, either as direct
kinematic model or as indirect dimensionality reduction, provides ways to reduce
this complexity by mapping between the task and joint space and to reduce
redundant dimensions.
A regression task to a real-valued vector of physical dimensions does not
provide additional error bounds or context to interpret the reliability of this
regressed state. In particular, learning the relation between image pixels and
model joint positions is highly complex, but a small error in these predicted model
joint positions can result in large errors in the task space. We further note that
orientations, and thus rotational joint states, are periodic projections to the task
space and therefore do not define a proper Euclidean distance metric, as often
used as regression loss.
In contrast to pure data-driven regression approaches, which have to learn
the relation between image and the state and thus implicitly model the imaging
process and kinematics, model-based approaches explicitly use known backward
models through the inverse imaging and kinematics (Section 2.1.2). A tracking
method should therefore make use of these models. The tracking approaches
presented in this thesis are therefore all model-based.
This thesis borrows ideas and methods from related work on articulated human
body and hand state estimation. Because of the variety of human body and hand
shapes, these works usually have to rely on an approximation of the tracked
geometric model [80, 70, 79] or they resort to a 2D [83, 13] or 3D [91] kinematic
skeleton representation. With the focus on keypoints, these works have established
evaluation metrics, such as the PCK (probability of correct keypoint) [89] and
the PCKh (PCK relative to the head length) [2], to quantify and compare the
performance of keypoint detection within a 2D (image frame) or 3D (camera
frame) threshold. As such, these metrics are only partially useful to quantify the
task space accuracy for manipulation tasks, as motivated by this thesis.
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Chapter 4 takes inspiration from work on model joint position regression and




The tracking objective, that defines the distance between the observed and esti-
mated state, takes a crucial part in model-based tracking. While simple compar-
isons between observed and synthesised images are obvious choices, they are not
differentiable and require more inefficient optimisation approaches. Objectives
that rely on the association between points in the observed and estimated space
on the other hand are differentiable but ambiguous.
The less discriminative and the more ambiguous these points are, the more has
the data association to rely on their position in the distance metric space. This has
the inherent issue that the association and the optimisation are cyclically related
which results in many local minima in the distance metric space. Especially for
kinematic chains with large nullspaces this results in many local minima and
becomes intractable without prior knowledge about the initial state.
Related work on articulated robot manipulator tracking that makes use of
indirect associations by the closest distance between data points, such as DART
[66] and SimTrack [61], avoid these local minima by modelling all observed objects
and using proprioception to gain knowledge about the internal robot state.
This thesis builds upon these methods but focuses on robustness to unmodelled
distractions and the applicability to scenarios with no proprioception. An explicit
goal is to enable articulated tracking without prior knowledge about a robot’s
internal state and specific objects in the scene.
Chapter 3 demonstrates that implicit data association results in an objective
function that is prone to initialisation errors and provides data-driven ways to
mitigate this ambiguity with an explicit association of correspondences. DART [66]
will be used here representative as a baseline for methods that require initialisation
and observations without distractions. Later chapters will focus on robustness to
visual distractions and improper initialisation and will not consider the constrained
settings in which DART operates.
Semantic Association
Data-driven approaches can provide strong semantic information to resolve ambi-
guity in tracking objectives. However, such approaches rely on training data as
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reference for the desired mapping from image to semantics, and all observations
in the image have to be modelled. In robotic applications, modelling specific
manipulanda and occluders is undesirable since a data-driven model has to be
retrained for every new combination of robotic manipulator and objects.
To overcome this limitation, Chapter 3 proposes a training strategy for a
segmentation-based objective that does not explicitly model manipulanda or
occluders in the environment. This implicit object modelling enables tracking
in the presence of visual distractions, without relying on prior knowledge about
objects present in the scene.
Many works that use keypoint heatmaps are only concerned with recovering the
2D projection of a kinematic configuration. While sufficient for tasks like behaviour
detection, this creates ambiguities in the back-projection to 3D, which have to
be resolved by additional depth or stereo information. Even then, unmodelled
occlusions prevent recovering the true 3D position of keypoints.
Chapter 4 therefore proposes a tracking objective that takes possible occluded
keypoints into account, and thereby explicitly enables data association and tracking
behind occlusions.
2.4.3 Optimisation
While data-driven augmented objectives reduce the amount of local minima, they
often do not entirely remove them. Especially for kinematic structures with large
nullspaces, a data-driven shaped objective may have less local minima but in
return have those located far off in the kinematic configuration. In such settings,
the initialisation of gradient-based optimisers is problematic.
This thesis explores two initialisation approaches to remove the dependency on
the initial state for gradient-based optimisers. Chapter 4 proposes an initialisation
from a predicted distribution of model states, to select an optimal starting state
for a gradient-based optimiser. Chapter 5 borrows ideas from particle-based
approaches and proposes an optimiser with multiple hypotheses that uses gradients
as search directions and a resampling strategy to efficiently explore the search
space with fewer hypotheses than required in classical PF or PSO implementations.

Chapter 3
Visual Articulated Tracking in
the Presence of Occlusions
This chapter introduces the approach of applying discriminative information to
a generative iterative model-fitting technique. The application focuses on visual
articulated tracking of a robotic manipulator during manipulation tasks. In typical
manipulation tasks, a robot manipulator interacts with a manipulandum and may
also be occluded by other objects in the scene. Visual tracking is prone to failure
in these scenarios due to the visual distraction created by a non-tracked object in
the environment.
Current state-of-the-art approaches, which typically rely on model-fitting using
Iterative Closest Point (ICP), fail in the presence of distracting data points and
are unable to recover. Meanwhile, discriminative methods which are trained only
to distinguish parts of the tracked object can also fail in these scenarios as data
points from the occlusions are incorrectly classified as being from the manipulator.
We instead propose to use the per-pixel data-to-model associations provided from
a random forest to avoid local minima during model-fitting. By training the
random forest with artificial occlusions we can achieve increased robustness to
occlusion and clutter present in the scene. We do this without specific knowledge
about the type or location of the manipulandum and occluders. Our approach
is demonstrated by using dense depth data from an RGB-D camera to track a
robotic manipulator during manipulation and in presence of occlusions.
The work presented in this chapter has been peer-reviewed and published as:
Visual Articulated Tracking in the Presence of Occlusions by Christian
Rauch, Timothy Hospedales, Jamie Shotton and Maurice Fallon in
2018 IEEE International Conference on Robotics and Automation
(ICRA)
https://doi.org/10.1109/ICRA.2018.8462873
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3.1 Introduction
When estimating the state of a robot during manipulation, a common approach
is to use joint sensing, forward kinematics (FK) and a complete description of
the kinematic model of the robot to compute the position of the end effector.
However, joint sensing can be affected by calibration inaccuracies, quantisation
noise and non-linearities, or may not be available at all for underactuated and
dexterous manipulators. This traditional industrial approach does not consider
tactile information nor does it incorporate visual sensing, which is of course
heavily used during human manipulation. Finally, it cannot track the state of the
manipulated object.
We are motivated to explore jointly visual tracking of a manipulator and an
object by the prior work of [57, 66]. A key challenge for visual tracking is the
presence of distractor objects. These objects occlude the manipulator and add
irrelevant visual information which can impair tracking.
Estimating the full and valid configuration of an articulated object directly
from images is a challenging problem. In this work we propose an approach
similar to [70, 79, 73, 42] to combine model-based tracking, which simplifies
the kinematically plausible state estimation, with discriminative information to
prevent failures due to the distracting visual information.
The core contribution of this chapter is the integration of pixel-wise predictions
from a random forest into a model-fitting framework that is robust to incorrect
initialisation and unmodelled occlusions, as illustrated in Figure 3.11.
3.2 Related Work
We categorise visual articulated tracking into generative model-fitting and
discriminative approaches as well as hybrid methods which combine generative
model-fitting with discriminative information. In the following we give a brief
overview of the relevant literature for each approach.
3.2.1 Generative Model-Fitting
Given a model of the tracked object, generative model-fitting aims to synthesise
a set of hypotheses of the model’s state and compare these hypotheses with the
observed state. These methods rely on a good metric to quantify the similarity
between the synthesised state and the real observation (the objective function),
and an efficient method for exploring the large state space of the articulated
model.
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Early work by Oikonomidis et al. [57] used colour and edge cues as a similarity
metric on 2D images for tracking a hand and an object in interaction. This
objective was minimised using particle swarm optimisation (PSO) over the com-
bined state space. This concept was later applied to data from depth sensors by
Schmidt et al. [67] which used the signed distance function (SDF) as the similarity
metric and gradient-based Gauss-Newton optimisation to minimise this objective.
Pauwels et al. [60] simplified articulated tracking as a 6D pose estimation
problem given proprioceptive sensing and an initial camera pose. After articulating
the manipulator according to the sensed joint positions, the manipulator is assumed
rigid and fitted to the depth observation.
Generative model-fitting methods can be extended to track multiple objects
in parallel and allow hypotheses rejection by applying kinematic and physical
constraints [66]. However, these methods have similar properties and disadvantages
as the iterative closest point (ICP) algorithm. Their similarity metric is typically
dependent upon local visual features such as edges and gradients and hence can
suffer from local minima, which is why tracking needs to be initialised close to
the optimal solution.
3.2.2 Discriminative Tracking
Meanwhile, discriminative methods learn the visual representation of a model with
respect to the true state or joint configuration. This requires an extensive amount
of labelled training images which show the tracked object in many different states.
In this problem domain, these states are synthesised using known articulated
models a priori.
A popular approach for depth-based tracking of articulated objects is to use
simple depth probe offset features in a random forest (RF) for segmentation and
keypoint localisation. This was used for human pose estimation [71] and more
recently was applied to robot manipulator configuration estimation [6]. In our
work we also use this type of feature and classification method, but our approach
uses the raw class probability for model-fitting instead of joint position prediction
or mean-shift.
Direct regression of the full manipulator configuration has been demonstrated
in [85], again using depth probe offset features. Tompson et al. [80] applied
convolutional neural networks to depth data to detect the locations of hand
keypoints on joints and to infer the joint configuration from inverse kinematics.
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3.2.3 Hybrid Objectives
Hybrid tracking methods use a combination of generative and discriminative
methods, so as to augment model-fitting with discriminative information.
The detection of fingertips was used by Tzionas et al. [81] and Taylor et al. [79]
in their objective function to guide optimisation towards the optimal hand pose.
In our work we propose to instead rely on a full segmentation of the image to
prevent cases where these specific keypoints are occluded, e.g. when reaching
behind an object.
Our work is related to Sridhar et al. [73] and Krejov et al. [42], where a RF
segmentation of depth images was used to support model-fitting of a human
hand. Compared to the Gaussian volumetric approximation in [73] we use the full
pixel-wise data-to-model association and a more realistic mesh model of the robot.
Compared to [42], our approach extends to cases when the tracked manipulator is
occluded by unmodelled objects.
Finally, approaches which simultaneously track hands and objects typically rely
on knowledge specific to the object of interest such as colour (Sridhar et al. [74])
or shape (Schmidt et al. [66]). In our proposed tracking approach we aim to track
the manipulator generally without knowledge of the object of interest, relying only
on the 3D model of the manipulator. Specifically we do not require a volumetric
representation of the object nor any specific properties of the object to enable
manipulator tracking near and behind distractions.
3.3 Proposed Method
3.3.1 The Signed Distance Function
Model-fitting approaches rely on the minimisation of an objective function e(·)
which contains a term for the discrepancy between the estimated and the observed
state, as well as other criteria which impose physical or kinematic constraints. For
depth-based model-fitting, the truncated signed distance function (SDF) has been
commonly used as the metric when minimising data-to-model discrepancy.
The SDF is the 3D distance transform, SDF(x) : R3 7→ R, in a 3D spatial grid
with binary voxel states and provides the Euclidean distance of a given data point
x to its closest active voxel [23]. For closed polygon model meshes, a voxel in
this 3D grid is active if it is occupied by the model mesh and inactive otherwise.
The SDF is positive outside the model, or when the query data point occupies
an inactive voxel, and negative inside the model, or when the query data point
occupies an active voxel, respectively.
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For articulated models, the objective can be represented by a single articulated




SDF(θ, x)2 , (3.1)




SDFi∗(T −1i∗ (θ)x)2 , (3.2)
for all M tracked model parts P = {i ∈ N | 0 ≤ i < M}, with Ti(θ) as the
transformation from the observation frame to the local link frame i. The choice
of the individual transformation Ti for every data point x depends on the optimal
association i∗ of the point to the individual SDFi (Section 3.3.2). In this model-
fitting objective the signed distance is used as a squared residual in a least-squares
problem formulation.
In both cases, the 2D depth readings z ∈ I are back-projected to the 3D points
x in the observation frame via the camera projection matrix K, hobs(I) = {x |
x = K−1zx∀ z ∈ I}, which is expressed by the shortened notation x ∈ I. The
SDF is truncated in a way that a data point x is not considered for the objective
if it exceeds a given distance threshold.
In the latter case, the 3D points are further transformed from the observation
frame to the individual SDFi frames by FK on the estimated state θ, hest(θ) =
{Ti(θ) | i ∈ P}. The locally rigid SDFi are defined by the model visuals. After the
optimal association of the data point x to i∗, the corresponding transformation
Ti∗ maps the estimation and observation into the same local coordinate frames to
establish a distance metric between the estimated state and the observed data.
3.3.2 Data Association
Without knowledge of the true identity of a data point, prior approaches, such as
[67], have assigned x to the closest SDFi∗ using
i∗ = arg min
i∈P
|SDFi(T −1i (θ)x)| . (3.3)
The optimal pose θ∗ ∈ R6+N of an articulated object is then the θ which
minimises the local data-to-model error when transforming each x to the SDFi∗
frames, according to the kinematic chain articulated by the N joints and the 6D
pose, and the optimal associations i∗ per x.
40 Visual Articulated Tracking in the Presence of Occlusions
So as to minimise this objective over the huge state space of articulated models,
it is common to use iterative gradient-based approaches such as the Gauss-Newton
algorithm initialised close to the true solution. The gradient of the SDF with
respect to θ is based on a temporary association between the data and model
parts which is re-evaluated with each iteration. This data association criteria
(minimal distance) is the same as the objective function which reinforces incorrect
data associations and can lead to irreversible tracking failure.
We propose to instead replace the implicit data association (eq. 3.3) with an
explicit association using a discriminative pixel-wise classifier to provide a class
probability distribution p(c | f) per class c, given a feature vector f , computed
per pixel in the depth image I. A data point is then explicitly assigned to the
part i with the highest class probability
i∗ = arg max
i∈P
p(c = i | f) . (3.4)
In what follows we refer to implicit data association using the shortest SDF





SDFi∗(T −1i∗ (θ)x)|i∗=arg mini∈P |SDFi(T −1i (θ)x)|
]2
, (3.5)
and refer to our proposed approach which uses explicit data association from





SDFi∗(T −1i∗ (θ)x)|i∗=arg maxi∈P p(c=i|f)
]2
. (3.6)
After carrying out data association, DA-SDF and DA-RF rely on the same
Gauss-Newton optimisation shown in Figure 3.1, to minimise the data-to-model
distance. After initialising the optimiser once at the reported robot state for the
very first image of a sequence, the algorithm iteratively converges to a minimum
(eq. 2.24). The image frames and their data association are updated continuously
at 30Hz and the optimisation on an image frame is initialised from the solution of
the optimisation on the previous image frame.
The objective is only differentiable within the association of a single image.
In an image sequence, these associations change between consecutive images
which can cause oscillation and jumps. In practice this is mitigated by damping.
Compared to [73], we evaluate only one hypothesis at a time but we use the
gradients for all pixel-wise associations for the optimisation.















Figure 3.1: Flow chart of iterative pose optimisation using either DA-SDF (shortest
distance) or DA-RF (predicted part).
3.3.3 Generating Training Data for Pixel Classification
To obtain a sufficiently large set of labelled training data, we synthesise depth
images using the Z-buffer of an OpenGL renderer. Each part of the robot is
associated to a dedicated class and its geometric appearance is represented by a
mesh. We do not add any sensor-specific noise. Importantly, to train an occlusion
robust segmentation we do not add a specific occlusion object class but instead
sample pixel-wise occlusions during the feature generation phase.
To generate the training data, the robot model is articulated using a set of joint
configurations which provide good coverage of the expected range of manipulation
poses. We initially sample 20000 target palm poses with a position within the
camera frustum in a distance range of [0.5, 1.5]m, and axes of the rotation matrix
such that the palm-face is in the direction of typical grasping. The arm joint
configurations for these palm poses is obtained via inverse kinematics (IK). Since
many of these initial target poses are kinematically infeasible, for example if they
are too far away or violate collision or joint limit constraints, we only accept valid
arm joint configurations that result in palm poses within 1mm and 1deg of the
initial target palm pose after convergence of the IK optimiser. This results in
4477 valid palm pose and arm joint configurations that are further combined with
four discrete finger grasping states between fully opened and closed, resulting in a
total of 17908 labelled training images (Figure 3.2).
3.3.4 Training
Pixel-Wise Segmentation of Robot Parts
To train the classification random forest (RF) for the task of pixel-wise labelling
of depth images we use the depth probe offset features presented in [71]:
dΘ(I, x) = dI
(
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Figure 3.2: Examples of colour-mapped depth (top) and label (bottom) images
for valid sampled joint configurations of the KUKA arm with Schunk SDH2 hand.
Through the depth buffer, self occlusions, such as the partially occluded yellow
ball link in columns two to four, are already part of the training set.
The function dI(·) gives the depth value at the queried pixel location x of a depth
image I. The relative offsets (u, v) ∈ R2 are randomly sampled on a plane in
world space and stored as individual feature configurations Θ = (u, v). After
projecting the offsets onto the image plane using the focal length f and depth at
queried pixel x, the feature response dΘ(I, x) is computed as the difference of the
depth at the two pixel-offset locations. Sampling offsets in world space makes the
feature responses independent from the depth.
We apply the same procedure as in [71] to train 30 randomised decision trees
to maximum depth. While deeper trees enable more complex decision functions,
larger forests provide a smoother prediction of the pixel’s class. In independent
experiments we observed an asymptotic convergence of the test accuracy towards
the full depth of these trees and thus observed no overfitting effects.
Since the training data is processed as a single batch which is processed at once,
the number of training samples and features is a trade-off between accuracy and
memory requirements. We empirically chose 1000 random feature configurations
Θ before the training. During training, a split node is then optimised over a
randomised subset of 32 (≈
√
1000) of these feature configurations. This smaller
randomised subset reduces the correlation between trees of the forest which in
turn increases the smoothness of the prediction.
For simplicity, we train and test without a background scene which we set
to the constant value of 3m. It has been demonstrated [85] that an additional
prepended RF stage can be used for foreground/background segmentation.
A qualitative example for the segmentation of the palm and finger links is
shown in Figure 3.9d.




Figure 3.3: Probing near the borders of occlusions (blue area) with a feature
configuration Θ = (u, v). Offset v is probing an occluded pixel. During training,
a surrogate depth value will be simulated at this location in the image which
generates a different feature response.
Occlusion Sampling
If a RF is only trained on the parts of a robot, this usually results in an over-
confident classification of unseen data, such as occlusions or objects, as parts of
the robot. Doing this would distract the data association of the model-fitting stage
by assigning model parts with irrelevant data and drawing the SDF optimisation
away from the true configuration. We address this problem by training the random
forest with generic and randomised occlusions so as to reduce the confidence of
predictions in the area of occlusions. The effect of this is that the RF becomes
less confident when classifying occlusions as robot parts. These less confident
classifications can then be rejected using a threshold on the class probability, with
only the more confident data associations then used for model-fitting.
At training time, this confidence can be shaped by randomly sampling occlusion
pixels when generating the feature responses. Each time a probe offset (eq. 3.7)
u or v accesses a pixel of the original synthetic training image, it is marked as
accessing an occluding pixel with a certain probability (Figure 3.3).
We temporarily replace the depth value at the probe offset that has been
marked as occluded by a simulated occlusion depth value. The reference pixel x
keeps its label but receives a different response from the same feature configuration.
In this manner, the RF is forced to learn a certain variance of the feature response
resulting from nearby occlusions.
The simulated occlusion depth value is drawn from a half-normal distribution
whose mean is placed in front of the occluded part (Figure 3.4). The half-normal















Figure 3.4: Adding robustness to occlusion: During training, the original depth
value dI(x) of a robot part (grey) is replaced by a depth value do(x) drawn from
the shifted probability density function of a half-normal distribution (blue).
distribution has been chosen because it has no support for points behind the
farthest occluded distance and allows the occluder to have a varying shape.
A depth value dI(x) of an occluded probe is replaced in eq. 3.7 by
do(x) ∼ |N (dI(x)− µ, σ)| (3.8)
with
µ ∼ U(0, µmax)
σ ∼ U(σmin, σmax)
where µ is sampled per image and σ is sampled per probe. The hyperparameters
µmax, σmin and σmax are constant during training.
We sample these simulated occlusions with a probability of 0.15 from a half-
normal distribution with µ = U(0, 0.1)m and σ = U(0.05, 0.15)m. These param-
eters reflect the expected object distances and dimensions. We only use pixels
that are classified with a class probability of more than 0.55 for tracking and refer
to the RF training with occlusions as DA-RF-OCCL. We will refer to the class
probability, which is visualised in Figures 3.14 and 3.16, also as confidence.
3.4 Evaluation
3.4.1 Platform
We tested the proposed approach using a KUKA LWR4 7 DoF arm with a Schunk
SDH2 7 DoF hand (Figure 3.5). The hand contains 3 fingers with 2 joints each and
an additional joint that allows two of the fingers to rotate around their longitudinal
axis. Depth images were collected using an Asus Xtion PRO LIVE structured
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Figure 3.5: KUKA LWR4 (7 DoF) with Schunk SDH2 (7 DoF) mounted on a
table with AprilTags for camera pose estimation.
light sensor. Since the depth sensor is not part of the kinematic chain, its pose in
the robot frame is estimated using an AprilTag [58] mounted on the robot’s base.
During our experiments, we only track a subset of the robot’s links which
contains the hand and the last 4 links of the arm. The tracked state therefore
consists of the 6D pose and 10 joints. The camera pose is chosen such that the
arm enters the scene from the right side of the image and the camera pose is held
static during a sequence.
3.4.2 Data Collection
We collected three different sequences with different degrees of visual distractions.
For all sequences, we manually define end-effector poses as task space waypoints
and use MoveIt to obtain their corresponding joint space configuration and to
interpolate between these joint space points. The selection and validation of these
waypoints have to be done manually to prevent collisions with the environment,
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such as the table and the object, and to prevent excessive movements of the arm
close to joint limits. The finger states are manually chosen to firmly grasp an
object.
Once a complete joint trajectory, including arm and finger states, has been
found and stored, it is replayed on the robot without further interaction through
MoveIt and recorded via the Asus Xtion.
Depth readings from the background are removed by manually defining planes
in the workspace of the robot and removing all depth readings behind these planes
as viewed from the camera. These planes are located above the table, in front
of the wall and on both sides. This effectively filters all depth readings but the
robot and the object in the workspace.
3.4.3 Tracking Error Metrics
The tracked state for the baseline algorithm (DA-SDF) and variants of our
approach (DA-RF with and without occlusion sampling) is compared to the robot
state as reported by joint position sensing. The reference pose of a frame is
obtained by forward kinematics using the reported joint positions.
We define the pose tracking error Terr as the transformation that needs to be
applied to the estimated pose Test to obtain the reference pose Tref in the camera
frame. Decomposing Terr = T −1est Tref into its translation part terr and rotation
part Rerr, the magnitude of the position error perr and orientation error oerr are
defined as







3.4.4 Experiment 1: Discriminative Tracking
In this experiment, we articulated the palm and the fingers of the manipulator
without any external occlusions. This is to show the general ability of our approach
to track palm pose and finger motions.
Palm Pose Tracking
Figure 3.6 shows that the selected scenario, with correct initialisation and obser-
vations of manipulator parts only, provides the optimal conditions for the implicit
data association (DA-SDF). Discriminative methods (DA-RF, DA-RF-OCCL) are








































Figure 3.6: Experiment 1: Palm pose tracking error. Average: DA-SDF: 0.8 ±
0.2cm, 0.06± 0.02rad; DA-RF: 1.3± 0.4cm, 0.09± 0.03rad; DA-RF-OCCL: 1.3±
0.6cm, 0.15± 0.07rad.
in scenarios like grasping, which require more robust visual tracking approaches
that can deal with distractions.
Convergence of Optimisation
To evaluate the convergence properties of Gauss-Newton optimisation using both
data association approaches, we selected a static palm pose with all fingers visible
(Figure 3.7). We initialised the optimisation with a perturbation applied to the
true palm pose. 100 of these pose perturbations were randomly sampled within
the range of ±0.1m per coordinate and ±π2 rad per Euler angle.
The estimated palm pose error after converging with 500 iterations is reported
in Figure 3.8 with cumulative histograms. Using DA-SDF as objective results in
many local minima, which are located far away from the original reference pose.
Only 25% of DA-SDF trials converge to palm poses with errors less than 1.5cm
and 0.3rad. The DA-RF objective has less local minima and 75% of trials converge
to poses within the same error bounds. The rejection of manipulator pixels in
DA-RF-OCCL removes gradients from the optimisation, that would otherwise
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(a) colour (b) depth
Figure 3.7: Experiment 1: A static pose showing all fingers. This posture is used
to analyse the convergence of the gradient-based optimiser.
prevent local minima in the original objective (DA-SDF). This is particularly
apparent through the high orientation errors of the local minima. In this scenario
without distractions, the proposed DA-RF-OCCL is therefore a trade-off between
the performance of the direct association in DA-RF and the robustness against
unmodelled distractions by reducing the confidence in these direct associations.
The example failure case in Figure 3.9 demonstrates the need to explicitly
associate data points to model parts (DA-RF) to avoid local minima caused by
implicit data association (DA-SDF).
3.4.5 Experiment 2: Grasping
A more realistic scenario is presented by the grasping task shown in Figure 3.10.
In this scenario, the manipulator: (1) approaches and grasps an object, (2) lifts
and moves the object, (3) places it back on the table and (4) moves away from
the object.
The baseline approach (DA-SDF) wrongly attaches the mis-tracked manipula-
tor to the data corresponding to the object after the initial grasp (Figure 3.11c).
This causes the palm pose estimate to be biased during subsequent tracking
(Figure 3.12, t > 4s). When retracting the hand, the tracked manipulator remains
associated to the object and tracking cannot recover (t > 40s).
By comparison, our approach (DA-RF) tracks the palm pose accurately
throughout as parts of the manipulator are correctly classified during the grasping
and therefore provides the correct data-to-model association.
3.4.6 Experiment 3: Tracking in the Presence of Occlu-
sions
We evaluate our main contribution in an experiment where the manipulator is
occluded by an object in the near table. This is different from the previous
3.4 Evaluation 49




























0 25 50 75 100
Figure 3.8: Experiment 1: Palm pose error after converging from a perturbed
initial pose. DA-SDF has many local minima which causes the majority of trials
to converge more than 1.5cm and 0.3rad away from the true reference pose, while
the majority of DA-RF trials converge within these bounds.
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(a) observed pose
(b) SDF data association (c) SDF converged pose
(d) RF data association (e) RF converged pose
Figure 3.9: Experiment 1: Example poses and data association after convergence.
(b) DA-SDF iteratively assigns the thumb (cyan) to both fingers, resulting in
(c) convergence to a local minima. (d) The segmentation by the RF correctly
distinguishes the fingers and the thumb and allows the optimisation to converge
to the correct pose (e).
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Figure 3.10: Experiment 2: Grasping and manipulating a bottle.
experiment as the occluding object is segmented into manipulator parts and the
actual part is hidden and must not be associated to the occluder.
In this sequence, we initialise the robot in a state where none of its parts are
occluded. The manipulator is then moved behind a green bottle such that it
occludes the palm and fingers during movement so as to investigate the ability
to fit the model to partial observations. The manipulator later moves back to a
non-occluded configuration to demonstrate the ability to recover from tracking
errors. Characteristic states of this sequence are shown in Figure 3.13.
Improved Data Association Through Occlusion Training
We wish to be implicitly robust to unknown objects and do not want to rely on
object tracking. To overcome the distraction of the occluding green bottle, we
train DA-RF-OCCL by adding a random sampling of occluding pixels as described
in Section 3.3.4.
This random occlusion sampling reduces the probability of incorrect assign-
ments of bottle pixels to palm parts (Figures 3.14a and 3.14b, left), while the
visible finger tip keeps most of its confidence (Figures 3.14a and 3.14b, right).
This improves model-fitting in that there are fewer gradients from bottle pixels
that move the actual palm away from its original position.
Since we can treat the acceptance and rejection of data associations via
thresholds as a binary classification problem, we can evaluate both RF data
association variants (DA-RF, DA-RF-OCCL) given the true segmentation of the
object. The Precision-Recall curve in Figure 3.15 shows that our proposed training
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(a) observed grasping
(b) baseline: SDF data associa-
tion
(c) baseline: tracking affected by
distractions
(d) proposed: RF data associa-
tion
(e) proposed: tracking via seg-
mentation
Figure 3.11: Data association with a generative and discriminative model-fitting
approach. (a) Observation of a manipulator grasping a bottle. (b) The baseline
generative approach assigns data points of the manipulated object to finger parts,
which (c) results in a shift of the estimated pose towards the bottle. (d) Our
discriminative approach correctly classifies palm and proximal finger pixels, and






































Figure 3.12: Experiment 2: Palm pose estimation when grasping and moving the
bottle (grey shaded phase). DA-SDF tracker is biased as the manipulated object
draws the palm away from its true position. Average tracking error: DA-SDF:
8.3± 9cm, 1.15± 0.39rad, DA-RF: 1.5± 0.6cm, 0.2± 0.15rad.
(a) initial (b) occluded (c) unoccluded
Figure 3.13: Sample images from Experiment 3. (a) Tracking is initialised at an
unoccluded configuration, (b) the hand moves behind the green bottle and (c)
returns to an unoccluded configuration.
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palm class finger class
(a) without occlusion sampling
palm class finger class
(b) with occlusion sampling
Figure 3.14: Class probabilities for the palm and a finger. (a) Training without
occlusions results in a high classification confidence for wrongly assigning the
occluded palm to the bottle (left) and assigning the finger tip to the robot’s actual
finger tip (right). (b) After introducing random occlusions during training, we can
reduce the confidence of assigning bottle pixels to the robot palm (left) but keep
the high confidence of the finger tip classification (right). The region around the
bottle has been manually selected for visualising the effect of occlusion sampling.
See Figure 3.15 for a quantitative comparison on the complete sequence.
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Figure 3.15: Precision-Recall curve for data association seen as binary classification,
averaged over all images of Experiment 3. DA-RF: training without occlusions
(AUC: 0.86), DA-RF-OCCL: training with occlusions (AUC: 0.89). The circled
locations mark the selected rejection threshold (0.55) for tracking.
approach (DA-RF-OCCL) improves classification performance independently from
the selected rejection threshold.
We found that the maximum depth probe distance is an important parameter
that affects the model-fitting performance in presence of occlusions. For small ma-
nipulator parts like fingers, a short probe distance is important. This is visualised
in Figure 3.16a where a large maximum probe distance ({∥u∥, ∥v∥} ≤ 15cm) re-
sults in similar finger tip probabilities for pixels on the bottle corner and the actual
finger. By enforcing learning only from local information ({∥u∥, ∥v∥} ≤ 5cm)
we can shift probability from the bottle to the actual finger tip (Figure 3.16b).
Baseline: Tracking with Known Object Pixels
As a baseline, we first use simple colour segmentation to remove the green bottle
leaving only the pixels corresponding to the arm and hand (albeit with missing
pixels). The idea being that this example can provide a baseline for what could be
achieved when trying to be robust to a more complex unknown distractor object.
The tracking error is reported for the DA-SDF, DA-RF and DA-RF-OCCL in
Figure 3.17.
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(a) maximum probe distance: 15 cm (b) maximum probe distance: 5 cm
Figure 3.16: Class probability of the finger tip for different offset distances. By
reducing the probe offset distance and providing more local information, we can





































Figure 3.17: Experiment 3 without occlusions: Palm pose tracking error after
object removal. Average: DA-SDF: 1.3±0.4cm, 0.07±0.04rad; DA-RF: 1.9±0.7cm,











































Figure 3.18: Experiment 3 with occlusion: Palm pose tracking error during
movement close to occlusion (grey shaded phase). Average: DA-SDF: 10.4±8.6cm,
0.8± 0.63rad; DA-RF: 6.8± 5.1cm, 0.44± 0.26rad; DA-RF-OCCL: 1.7± 0.8cm,
0.22± 0.14rad.
Occlusions: Pose Tracking Performance
Finally, Figure 3.18 shows the pose tracking error for DA-SDF (baseline), DA-RF
and DA-RF-OCCL (proposed) when rejecting pixels with a probability of less
than 0.55. There is a clear difference in performance after t > 18s when the
manipulator moves towards the bottle.
With DA-SDF, the model is fitted to the occluding object as it cannot distin-
guish between parts of the robot and the bottle. By assigning irrelevant points
to the manipulator, DA-SDF finally diverges and cannot recover. A similar be-
haviour can be observed for DA-RF, since those pixels of the bottle that have
been classified as palm (Figure 3.14a, left) distract the tracking.
Meanwhile, by rejecting these pixels, DA-RF-OCCL is able to track with a
similar performance as without occlusions (Figure 3.17). Without data association
of finger classes, tracking relies on the visible parts of the arm until the hand
becomes fully visible again.
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3.5 Conclusion
This chapter presented a discriminative model-fitting approach for depth-based
tracking of articulated objects in the presence of distracting visual information.
The approach is based on the explicit pixel-wise association of data points to
model parts.
In our experimental analysis we were able to avoid local minima which often
arise from distractions in currently existing tracking objectives. The proposed
random sampling of unspecified occlusions during training enabled us to reject
less confident data-to-model associations and provides a way of tracking partially
occluded manipulators. An advantage over comparable discriminative approaches
is that it does not rely on explicitly modelled manipulanda or occluders, and does
not even require a dedicated class to represent those visual distractions.
At present, our approach does not explicitly provide estimates for occluding
pixels, i.e. we can only indirectly infer occlusions from low class probabilities. In
Chapter 4 we will explore multi-label classification so as to classify robot parts
and occlusions so that we can independently access the occlusion probability of a
pixel and also which part it is occluding.
The Gauss-Newton approach only tracks a single state hypothesis provided by
the single gradient from the data-to-model association per pixel. This is feasible
since the tracking is initialised at the beginning from the reported joint encoder
values. To become further independent of proprioception at this stage, Chapter 4
proposes to initialise a gradient-based optimiser from a distribution of initial states
and Chapter 5 proposes an optimiser approach that maintains a distribution of
state hypotheses.
Finally, we note that many articulated tracking approaches only make use of
depth information, presumably because it is easier to synthesise and more directly
generalises to real sensor readings. We hypothesise that colour can provide much
stronger cues, in particular for small parts such as fingers. Chapter 4 will therefore
propose a tracking objective that combines generative colour and data-driven
depth information. Chapter 5 will further expand on this idea and explore colour




The initial discriminative tracking objective in Chapter 3 improved model-fitting
by removing many local minima found in standard generative objectives and
by making the data association robust to visual distractions. However, due to
the gradient-based optimiser that only uses a single hypothesis, tracking had to
be initialised from joint encoder readings for the very first observed image in a
tracking sequence. As a result, the approach presented in Chapter 3 cannot be
applied to systems that do not have proprioception at all.
This chapter presents work on articulated tracking that does not depend on
proprioception at any stage of the tracking pipeline and only relies on visual
cues from depth and colour images. We combine these cues in a novel objective,
that makes use of direct data association from depth keypoints and indirect data
association from colour edges, to associate the observations to the estimated
model. In addition to extracting these cues from the observed depth image, we
also predict a distribution of model states from which we initialise the optimiser.
As before, our application focuses on the articulated tracking of a robotic
manipulator during manipulation tasks that naturally contain visual distractions
caused by the manipulandum itself and other unrelated occluding objects. Unlike
with our previous approach of occlusion sampling, we use an explicit object class
that is modelled via general object shapes during training.
The work presented in this chapter has been peer-reviewed and published as:
Learning-driven Coarse-to-Fine Articulated Robot Tracking by Chris-
tian Rauch, Vladimir Ivan, Timothy Hospedales, Jamie Shotton and
Maurice Fallon in 2019 IEEE International Conference on Robotics
and Automation (ICRA)
https://doi.org/10.1109/ICRA.2019.8794359
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4.1 Introduction
Traditional robot manipulation requires a precisely modelled articulated robot
arm with accurate position and torque sensing to execute trajectories with high
precision. This approach has been most successful in industrial automotive
manufacturing but typically does not use any exteroceptive sensing. In this
chapter we focus on visually-driven manipulation where the scene is understood
through visual object detection and fitting. The articulated robot arm is tracked
purely visually. Many compliant robot arms suffer from structural bending and
are not precise while in some industrial scenarios manipulators are entirely devoid
of sensing such as in nuclear decommissioning [59]. In these scenarios vision-only
manipulator tracking would be useful.
We explore model-based articulated tracking based entirely on RGB-D cameras
passively detecting the arm. The goal is to determine the configuration of the
robot arm model which best matches the observed state. One particular challenge
is that a variety of different joint configurations can lead to visually similar
observations. We are motivated by the work of [70, 73, 42] (in the field of
human body tracking) to develop model-fitting approaches which leverage learned
discriminative information to fit kinematically plausible states to the observed
data.
Approaches such as [83] and [53] use 2D keypoint estimation to predict the 2D
pixel location of joints but do not leverage the kinematic and visual information
provided by the manufacturer’s 3D model of the robot. This kinematic information
is only learned indirectly from a large training set and therefore needs to be
explicitly enforced using an additional model-fitting stage. Although keypoints
can provide reliable constraints for articulated tracking, they are only sparsely
distributed. We therefore propose to use additional denser edge correspondences as
a secondary tracking objective. These two objectives are visualised in Figure 4.1 for
a cluttered environment. While edges provide densely distributed pixel-accurate
correspondences, they are impaired by textured objects and are therefore unreliable
as a sole tracking objective, in which case keypoints provide more stable cues.
Local optimisation algorithms leverage gradient information which, for kine-
matic models, can be easily obtained by differentiating the forward kinematics of
the articulated model. However, initialising such a local optimisation solely from
visual observations is challenging due to the visual ambiguity of shape symmetric
robot links and the large range of possible joint motions. We therefore consider
many possible candidates when initialising the optimisation. These candidates are
drawn from a coarse robot state distribution that is predicted from a single depth
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Figure 4.1: Grasping in a cluttered environment. Top row: left: colour image,
right: colourised depth image of the manipulator and objects in the scene with
the background removed. Bottom row: The combined tracking of keypoints
(left, yellow/green) and edges (right, blue) enables precise tracking (red) during a
grasping task even when parts of the manipulator are occluded. While keypoints
provide sparse but stable visual cues for the fingers, edges provide pixel-accurate
estimation of the upper arm. No joint encoder sensing was used here.
image. Sampling from this distribution allows us to consider many candidates
and select the one that provides the best visual cues.
In summary, this chapter contributes:
1. a tracker initialisation strategy using a coarse joint position distribution
predicted from a depth image,
2. a combined tracking objective that uses stable pixel-accurate cues from
colour and depth images in a single unified framework.
The combination of these stages makes our proposed tracking approach indepen-
dent of joint encoder sensing and consecutively refines the state from the initially
sampled configuration via keypoint tracking until the basin of convergence for
pixel-accurate edge correspondences is reached.
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We show that, while keypoints already provide good performance for tracking
a manipulator, the additional integration of edge information can reduce the
end-effector tracking error to 2.5cm during grasping scenarios.
4.2 Related Work
A large corpus of work [60, 6, 66, 59] has investigated visual tracking for robotic
manipulation in recent years. Visual tracking approaches ought to be able to
mitigate effects such as linkage elasticity or joint encoder inaccuracies and could
enable a more precise manipulation accuracy and a more holistic representation of
the manipulation scene, including the manipulandum and obstacles in the scene.
4.2.1 Joint Position Distribution Prediction
Inspired by previous work on predicting the state of an articulated model from
images in [70, 82], we propose to predict a distribution over the articulated state
space of a robot manipulator. Similar to [70], we represent this distribution as
discretised bins. Instead of training discrete state regressors for each of these
bins, we propose to directly sample from the distribution that is represented by
these bins. Compared to the discrete states provided by the retrieval forest in
[82], our proposed sampling approach provides continuous interpolated samples
from the state space and hence also includes samples that are not exactly part of
the training set.
4.2.2 Visual Features
Different sparse and dense visual features have been used in the tracking literature
to establish correspondences between the observed and estimated state of a 3D
model. Early work in this area used dense features like colour image edges
[57, 59, 52] and depth images [66]. These correspondences are based on the
local appearance of the estimated state and change with each iteration of the
optimisation. This results in many local minima which can be mitigated by
introducing discriminative information [63].
Sparse keypoint features, learned from data, are commonly used for human
pose estimation [83, 53] and used to estimate the skeleton configuration from
2D images. These approaches do not resolve 3D ambiguity, nor do they provide
the exact visual representation that is required for robotic grasping tasks. An
additional 3D pose estimation stage [91] can regress from these keypoint locations
to 3D joint coordinates. As proposed in [10], we resolve the ambiguity when
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mapping between a 2D keypoint to 3D pose by using a line-of-sight constraint
and the camera intrinsics to constrain the optimisation state space.
Due to their stability, we propose to rely on keypoint tracking as the base
objective. After initial optimisation, we then switch to dense but pixel-level
accurate edge correspondence for accurate registration. Compared to Chapter 3,
which used pixel-wise depth image segmentation as visual cues, the 2D keypoints
proposed in this chapter can be located behind occlusions (see Figure 4.1) while
intensity edges provide sharper contours than the imprecise edges in typical depth
images.
4.2.3 Kinematic Optimisation
Model-fitting approaches, such as [66, 52, 42], rely on accurate models to find
the optimal state that is kinematically and visually plausible. While global
optimisation methods are less prone to local minima, they are also more difficult
to tune and are computationally expensive. Local optimisation approaches on
the other hand are well established and make use of gradient information to
quickly converge to a minimum. We use the optimisation toolbox EXOTica [36],
which provides a modular way to exchange solvers and objectives, to fit our robot
model using the keypoint and edge objectives. Inspired by [78], we first optimise
the kinematic chain from the base of the robot to the palm or wrist, before
optimising the smaller finger links. This makes sure that the optimisation of
fingers, which have less visual features and are more likely occluded, is initialised
from a reasonable state.
4.3 Method
4.3.1 Overview
To find kinematically plausible robot configurations which match the observed
depth image, we propose a coarse-to-fine inverse kinematic optimisation in three
stages (Figure 4.2). First, we sample from a predicted distribution of joint values
to propose a set of possible initial configurations (Section 4.3.3). These coarse
samples are tested in the second stage to select the sample which minimises the
keypoint tracking objective on the first image in a sequence. In the third stage, we
minimise the combined keypoint and edge objective (Section 4.3.6) consecutively
on a sequence of images (Section 4.3.7). All three stages use visual cues that we
extract from the depth image using a multi-task convolutional neural network
(Section 4.3.2).







Figure 4.2: An overview of the sources of information extracted from an observed
RGB-D image pair. From left to right, they provide increasingly detailed visual
cues for the tracking system. (1) A broad joint position distribution provides
samples to initialise an optimiser, which (2) optimises the keypoint objective until
(3) we are close to the basin of convergence of the edge objective.
4.3.2 Multi-Task Prediction
Predicting the joint position distributions and keypoint heatmaps is done in
parallel on a depth image ID. Since these tasks share depth image features, they
are commonly trained in a multi-task setup (Figure 4.3). In our architecture, we
use a ResNet-34 [32] to extract 256 feature maps that are used by the task specific
branches. As the type of a keypoint relates to the link it belongs to, we train an
additional segmentation task to support the training of the keypoint task. The
segmentation provides a separation of the depth image into background and the
individual robot links, but is not used for the tracking objective.
The segmentation and keypoint heatmaps provide information in the image
space about pixels being occupied by a link or a 2D keypoint, respectively. The
feature maps are therefore individually upscaled by 3× 3 transposed convolutions
to 128 task specific feature maps of the original depth image resolution. For the
segmentation this is followed by a regular 2D 3 × 3 convolution and a softmax
layer for providing the probabilities for the NL = 18 robot links, the background
and the object (NC = NL + 2 = 20 classes in total). To reuse information about
the location of links for the keypoint localisation, we concatenate the upscaled
heatmap features with the segmentation features and apply 3× 3 2D convolution
with a sigmoid activation function.
The NK = 22 3D keypoints are manually placed on the surface of the 18 links
























































































Figure 4.3: Our approach uses multi-task prediction to obtain segments, keypoints
and joint estimates from a single depth image. All three tasks use common depth
features extracted by a ResNet-34 [32].
camera frame and projected via the camera projection matrix K onto the 2D image
plane. 2D Gaussians with σ = 3px are centred on each of the 22 keypoint pixel
locations to obtain the final heatmaps [83]. An additional background heatmap is
created to represent the probability of a pixel not being assigned to any keypoint
(NK + 1). During prediction, we can only recover the line-of-sight from the camera
origin to the 2D keypoint on the image plane. This ambiguity is resolved with the
point-to-line constraint in Section 4.3.5. A qualitative example of the resulting
keypoint scores above 0.5 is given in the green/yellow overlay in Figure 4.1 bottom
left. The visualised keypoint scores are allocated over all keypoint heatmaps.
Yellow indicates a high keypoint score, such as for the forearm and finger tips, and
green indicates a lower score, such as for the occluded keypoints on the wooden
box in front of the end-effector.
The third branch provides a joint state distribution to initialise the optimisation,
and the 6D robot pose as support. Since a regular regression of the joint state only
provides the state vector itself without a confidence measure, we train the network
to predict a distribution of joint states. For each of the NJ = 15 joint positions, we
place a 1D Gaussian with σ = 0.2πrad on the true joint position. This Gaussian
is then discretised in the value range [−π, +π)rad into NB = 60 histogram bins
(Figure 4.5) which results in a resolution of 6deg ≡ 0.1rad. Strictly speaking, this
Gaussian is not a probability distribution since it is not normalised but we will use
the term distribution since the histogram bars represent how likely a joint position
will occur in this value range. All discretised joint positions are serialised into a
single vector R(NJ NB)×1 and then reshaped into a matrix Iθ ∈ RNJ ×NB containing
the score values of discretised joint positions. After prediction we can treat the
scores of each joint as an unnormalised probability distribution function (PDF)
from which we can sample joint states. Since we are sampling from a continuous
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Figure 4.4: Manually selected 3D keypoints (red) on tracked robot links. These
22 keypoints are projected onto the image plane during training to obtain the
true 2D keypoints and their heatmap.
distribution, the resolution of the discretised bins does not directly affect the
sampled states, as long as it is small enough to represent multiple modes.
We will denote the extraction of segments IS ∈ RW ×H×NC , keypoint heatmaps
IK ∈ RW ×H×(NK+1), and joint position distribution Iθ ∈ RNJ ×NB from a depth
image ID ∈ RW ×H×1 (W = 320, H = 240) by this network as:
{IS, IK , Iθ} = extract(ID) . (4.1)
This inference function takes 0.07s per depth image.
4.3.3 Sampling of Initial Configuration
Robotic manipulators with long kinematic chains can have a large variety of
possible joint position configurations that are far away in joint space but lead to
the same end-effector pose with very similar local appearance. Trying to directly
predict the joint position from a single depth image is therefore an ambiguous
task. Although we provide a unimodal 1D Gaussian joint position distribution
as a training target, it is likely that a multimodal distribution is predicted for
visually similar appearing configurations of a link (Figure 4.6).
Since the mean or the strongest mode of such a distribution might not corre-
spond to the observed link state, we propose to sample independently from each
joint’s distribution to initialise the optimisation several times. To obtain samples



















Figure 4.5: Example of a discretised Gaussian of a single joint position for training.
The Gaussian (red) e
−(x−0.8rad)2
2(0.2πrad)2 has the highest score of 1 at the true joint position
of µ = 0.8rad. This function is discretised at 60 equidistant positions over the
interval of [−π, +π)rad to form the centres of the histogram bars (blue).














Figure 4.6: Example distribution (orange) and samples (green) of a lower arm joint
position, predicted and sampled from an image of the occluded bottle sequence
(Figure 4.13). The distribution shows two strong modes at +1.2rad and −1.8rad
since the link has a similar visual appearance for each half rotation.
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Figure 4.7: Subset of object meshes. Top: synthetic meshes of typical IKEA
objects, bottom: real 3D meshes acquired by an Artec Eva 3D scanner [1].
sum of the bin scores, which provides the cumulative distribution function (CDF),
and sample uniformly in U(0, 1) from the inverse CDF.
4.3.4 Training
The segmentation, keypoint localisation and joint distribution prediction is trained
using approximately 125000 synthetically rendered depth images in the manner
described in Section 3.3.3. These synthetic images show the robot at different
configurations sampled from a wide range of states where the palm is inside the
camera frustum (Figure 3.2). As proposed in [51], we randomly select one of 30
objects (Figure 4.7) and place the object at a random pose inside the hand to
simulate interaction with a manipulandum. We do not discriminate between these
30 objects, but treat them as a single object class.
During training we minimise a weighted cross entropy for the segmentation
task, the mean absolute error on the keypoint heatmaps, and the mean squared
error on the discretised joint scores. The pixel-wise cross entropy over NC classes
is defined as





between the true y ∈ {0, 1} and predicted ŷ ∈ [0, 1] outcome of the classification.
This cross entropy is weighted by median frequency balancing [22]:
wc =
median(f0, . . . , fNC )
fc
(4.3)






[x = c] (4.4)
over all N pixels in the training set. This class balancing increases the classification
accuracy for smaller links such as the proximal and distal finger phalanges.
4.3.5 Tracking Objective
The observed robot state is provided by the colour and depth images (IC , ID),
the additionally predicted keypoints IK , and the joint position distribution Iθ.
The estimated robot state is initially provided by the sampled configurations
and thereafter from the optimisation on consecutive image frames. The visual
representation of the estimated state θ is obtained by rendering the link meshes
at their estimated pose.
The objective for the optimisation is to minimise the distance between ob-
served 2D keypoints and edges, and their corresponding estimated visual 3D
representation. Since the depth of these observed keypoints and edges cannot be
fully determined, e.g. a keypoint might be occluded, the objective is formulated
using a line-of-sight constraint.
Keypoints
For each predicted heatmap,
Hk = (IK)i,j,k ∀ k ∈ [1, NK ] , (4.5)
we select the pixel coordinate x with the highest score s,
xk = arg max
s
Hk , (4.6)
and its associated depth reading, z = ID(xk), to obtain the line-of-sight start ls via
back-projection lz = K−1zxk. The corresponding 3D keypoint p is transformed
from its local coordinate frame to the camera frame via forward kinematics during
the optimisation. The keypoint correspondences k are established per observed
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image frame and stay constant during optimisation. Keypoints with a score of
less than 0.5 are ignored for tracking.
Edge Pixels
Estimated edge pixels are related to their closest observed edge pixel by the
distance transform of the Canny [11] edges, IE,obs = canny(IC), of the observed
colour image. The estimated edge pixels IE,est and their 3D coordinate are provided
by transforming, p = FK(θ), and projecting, x = Kp, the estimated state θ on
the image plane. We iterate through these estimated edge pixels and assign
them to the closest observed edge pixel xe if the angle between their normals is
smaller than 8 degrees, i.e. if they point roughly in the same direction, and if
their point-line distance is closer than 5cm. This is similar to the orthogonal line
search proposed in [52]. The edge-to-edge association provides multiple edge pixel
correspondences per link, which are updated at each iteration by rendering the
new estimated state.
Point-Line Distance
The lines-of-sight l in the camera frame are extracted from an observed colour and
depth image pair, I = (IC , ID), by extracting image coordinates x from predicted
keypoints (eq. 4.1, 4.5 and 4.6),
Xk = {xk | xk = arg max
s
Hk , Hk = (IK)i,j,k ∀ k ∈ [1, NK ] , IK = extract(ID)} ,
(4.7)
and Canny edges,
Xe = {x | IE,obs(x) = 1 , IE,obs = canny(IC)} , (4.8)
and back-projecting them using the camera projection matrix K,
hobs(I) = {lz | lz = K−1zx , x ∈ Xe ⊎Xk} , (4.9)
where lz is the point on the line l = le − ls with corresponding depth z. The
disjoint set union, denoted by ⊎, is used here since a single image coordinate x can
be part of Xe and Xk and thus provide an edge and keypoint point-line objective.
If valid depth readings (z > 0) are available, we can constrain the start of a line
as ls = lz, otherwise ls = 0. We cannot constrain the end of the lines-of-sight, le,
and thus can arbitrarily set le = alz|z=1 ∀ a ∈ (0,∞).
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The previously defined link keypoints and the link meshes are transformed
from the link to the camera frame at each optimisation iteration and provide the
corresponding estimated 3D visual representation,
hest(θ) = {p | p = FK(θ)} . (4.10)
The observed lines l and estimated points p are related to each other by their
keypoint identity (k in eq. 4.5) or the edge distance transform, and the tracking
objective is then to minimise the distance of p to its projection onto l,
projlp = ls + min
(




The magnitude and direction of the required updates are derived from the
point-line vector
d = projlp− p (4.12)
that points from the estimated point to its closest observed correspondence.






We want to find a state θ that minimises the combined point-line distances over
all keypoint and edge correspondences (eq. 4.13). The gradient of the point-line
distance ∥d∥ w.r.t. θ is derived from the gradient of the frame position ∂FK(θ)
∂θ
using the chain rule.
Point-Line Gradient
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The partial derivatives of the estimated keypoints and edge points, ∂p(θ)
∂θ
, in their




Each of the l ∈ [1, NL] links yields a set of point-line correspondences from
keypoints (kl ∈ [1, NK,l]) and edges (el ∈ [1, NE,l]). NK,l is the specific number
of detected keypoints per link l, hence ∑l NK,l ≤ NK . The relative contribution
of keypoints and edges is weighted by link specific binary weights αK,l ∈ B and
αE,l ∈ B, with B = {0, 1}. This binary weighting effectively switches between
the two objectives. Alternatively, a continuous weighting in [0, 1] can be used to
superimpose both objectives.




































The weights α are used to switch the tracking objective between keypoints
(αK = 1, αE = 0) and edges (αK = 0, αE = 1) individually per link.
With the formulation of link-specific point-to-line objectives through the
combination of individual keypoint and edge point-line correspondences (eq. 4.17),






We now have single objectives and gradients per link which we jointly minimise
































to form the vector function ϕ(θ) : RNJ 7→ RNL and the Jacobian J(θ) : RNJ 7→
RNL×NJ .
Given the pseudo-inverse Jacobian J†, the final objective (eq. 4.19) is iteratively
minimised w.r.t. θ by gradient update steps:
θi+1 = θi − J†ϕ . (4.23)
Since the root link of the robot is rotational symmetric and often not observed
in the depth image, we use the true 6D camera pose and do not optimise these
state variables.
4.3.7 Tracking Pipeline
The tracking operates on a continuous sequence of paired colour and depth images
It = (IC,t, ID,t). The colour and depth images are timestamp synchronised by
matching a colour image to the depth image with the lowest timestamp difference
using the depth as the reference time t. This can cause a misalignment of the
paired colour and depth image for up to 0.016s but can be neglected for low
joint speeds. The tracking is initialised once at the beginning (t = 0) from the
predicted distribution (Section 4.3.2), Iθ,0 = extract(ID,0), from which we sample
50 configurations as described in Section 4.3.3. From these samples we select
the initial configuration θ0 with the smallest keypoint objective (Section 4.3.5),
i.e. the forward kinematics state with the smallest average Euclidean distance
between the 3D keypoints and their corresponding line-of-sight. The optimisation
is then initialised at each new image pair using the previous solution and iterates
for 10 iterations (0.37s).
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The edge- and keypoint-weight configuration of the point-to-line objective is
updated during tracking individually for each link. A link l switches from keypoint
to edge tracking (αK,l = 0, αE,l = 1), if all of its keypoint distances are closer than
2cm (∥d∥kl ≤ 0.02) and vice versa. Finger links always use the keypoint objective.
We initially track only the arm and palm, and switch to full tracking when
the keypoint error of the upper links are smaller than 2cm, and switch back to
arm and palm tracking when this error becomes larger than 3cm. This hysteresis
thresholding has been chosen to minimise oscillation, that would otherwise occur
around a single threshold.
4.4 Evaluation
We evaluate our tracking approach on four sequences that show grasping of
different objects and occlusions, using a KUKA LWR4 7 DoF arm with a Schunk
SDH2 7 DoF end-effector, which is observed by a statically mounted Asus Xtion
PRO LIVE RGB-D camera. The arrangement of robot and camera is the same as
described in Section 3.4.1.
In the following, we report the tracking error as the distance between a reference
frame Tref , as reported by FK on the joint position encoders, and the estimated
frame Test as given by FK on the estimated state θ. If Terr = T −1est Tref is the
transformation that has to be applied to the estimated pose to obtain the reference
pose, and terr is the translational part of this transformation, then the reported
scalar tracking error is perr = ∥terr∥.
4.4.1 Sampling Robot States
We will evaluate the first stage of our proposed pipeline, which provides ini-
tial robot joint configurations using the predicted distribution (Section 4.3.3).
Figure 4.8 shows snapshots of two tracking sequences, each with three sampled
configurations. For these visualisations, we sampled 50 configurations from the
predicted distribution and automatically selected the three configurations with
the smallest average edge-to-edge distance. These configurations coarsely align
with the observed state and demonstrate that the predicted distribution provides
reasonable robot states to initialise the local optimisation.
Figure 4.9 additionally compares samples from our predicted distribution
with samples that are sampled uniformly between joint limits. This qualitative
comparison shows that the end-effector position of predicted states is closer to
the observed manipulandum, while states from the uniform distribution are much
broader distributed within the workspace.
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Figure 4.8: Sampling from the joint position distribution. Left: colour image
of the observed scene, Middle: depth image from which we predict the joint
position distribution, Right: observed edges (blue) overlaid with the contours of
three sampled configurations (green, orange, yellow).
This qualitative observation is confirmed by the quantitative evaluation of the
objective and end-effector position in task space (Figure 4.10). The convergence
of the keypoint objective (Figure 4.10a) shows that samples from the predicted
distribution start with a smaller initial error which eventually leads to a smaller
end-effector position error (Figure 4.10b) after 50 iterations.
4.4.2 Tracking
We apply the proposed tracking approach on the four sequences as described in
Section 4.3.7. To evaluate the contribution of edge tracking, we apply tracking
once with the keypoint-only objective (αE,l = 0) and once with the combined
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(a) uniform distribution (b) predicted distribution
Figure 4.9: Sampled states for 40 equidistant still images of a grasping sequence
(Figure 4.8, last two rows). 5 samples were drawn per still image from the uniform
or predicted distribution and the sampled state that would converge closest to
the predicted keypoints after 50 iterations is shown. Samples from the uniform
distribution (a) are spread across the workspace, while samples from our predicted
distribution (b) cluster in a banana-shaped area around the manipulandum.
keypoint and edge objective with the same sampled starting state. Apart from
this objective setup, we use the same configuration for all sequences. Figures 4.11
to 4.14 report the position tracking error for a forearm link and the palm (fifth and
ninth link in the kinematic chain) for the combined keypoint and edge objective
(top), and show snapshots of the estimated state overlaid as contours on top of
the observed colour images (bottom).
By using edges as an additional objective, the average palm position error in
the non-occluded grasping sequences (Figures 4.11 and 4.12) has reduced from
3.7cm to 2.7cm and 3.1cm to 2.5cm, respectively. Although the occluded bottle
sequence (Figure 4.13) shows improved tracking performance of the forearm link,
this is not propagated to the palm.
The grasping behind occlusions sequence (Figure 4.14) is the most challenging
of our sequences since it contains distractions of both types (manipulandum and
occlusion) and has a textured occluder with many edge responses. In this adverse
setting, we are still able to track the palm with an average position error of 4.5cm,
which is less than half of the palm length (9.38cm). The keypoint-only baseline
performs slightly better in this case.
Figure 4.15 provides a comparison of the point-line tracking with the SDF-
based tracking approach (Section 3.3). While the SDF-based approach provides
better palm pose estimates in the occlusion case, the performance of the point-line
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Robot State Sample Convergence
Uniform Distribution
Predicted Distribution
(a) keypoint objective convergence of sampled state distribution
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End-Effector Position Error of Sampled States
Uniform Distribution
Predicted Distribution
(b) distribution of end-effector positions error after 50 iterations
Figure 4.10: Performance of the keypoint objective with samples from a uniform
(blue) and the predicted (orange) distribution. (a) Convergence of the keypoint
error ( 1
NK
√∑NK∥dk∥2) of 200 samples (40 still images à 5 samples) over 50 itera-
tions, (b) final converged end-effector position error after 50 iterations. Samples
from the predicted distribution start with a smaller initial keypoint error and also
converge to end-effector positions closer to the true reference position.
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Figure 4.11: Grasping box. Using the additional edge objective reduces average
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Figure 4.12: Grasping bottle. Using additional edge objective reduces average
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Figure 4.13: Occluded bottle. The additional edge objective improves the forearm
error (3.1cm to 2.1cm), but marginally impairs the palm error (2.6cm to 2.8cm).
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Figure 4.14: Grasping Alpen box behind occlusion. The additional edge objective
impairs tracking (average palm position error increased from 4.3cm to 4.5cm),
when strong visual distractions are present.















































































Figure 4.15: Comparison of the point-line objective with DA-RF-OCCL via the
palm pose error on the bottle sequence.
approach is mostly similar or better when actually interacting with the object
in the grasping case. We note that the SDF-based approach still requires an
initialisation from proprioception in these cases, while the point-line tracking
cannot rely on the accurate initialisation and only relies on the visual input.
In summary, our proposed tracking approach is able to reliably track an
occluded manipulator when grasping, without making any assumptions on the
presence of objects or the availability of joint encoder readings. This solves a
common problem of articulated tracking approaches, which often need to be
initialised from a known robot state. Our approach is therefore more generally
applicable to scenarios where direct access to the robot is not available.
4.5 Conclusion
We presented a robotic manipulator tracking approach that relies solely upon visual
cues to initialise tracking. At each iteration it consecutively updates the estimated
state using a combination of colour edge and depth keypoint correspondences.
The proposed deep multi-task network learns common depth image features that
can be efficiently used in parallel for the coarse initialisation and the keypoint
tracking objective. Dense colour image edges are then further used to refine the
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estimated state. Our approach only requires an accurate kinematic and visual
model to generate training data and to provide the estimated visual representation
during tracking. No real robot data was required to train the network.
We evaluated our approach on four sequences showing the grasping of different
objects and varying occlusions, and found that the additional edge tracking
objective improves tracking of grasping scenes compared to only keypoint tracking.
Even in cases with large occlusions and distractions, which the approach presented
in Chapter 3 cannot handle, we are able to visually track the occluded palm
with an average position error of less than half of the physical palm dimension.
We note that we used the same tracking parameters for the sequences with and
without occlusions and recommend tuning of the combination of the objectives
depending on the expected amount of occlusions. In future work, we will investigate
alternative dense features to provide more robust pixel-level correspondences.
The proposed prediction of a joint position distribution provides samples
that are sufficient to initialise tracking. But the discrete bin scores and their
interpolated PDF are predicted and sampled independently which makes this
sampling approach inefficient. Chapter 5 proposes an optimisation approach that








In previous chapters, we implicitly made the assumption that we know enough
about the environment to be able to employ simple plane filtering for depth back-
ground removal (Section 3.4.2), and we assumed that once an initial configuration
for the optimiser is found, it will converge from thereon to the optimal state. In
this chapter, we are going to relax these assumptions and make the approach more
robust and wider applicable to cluttered environments. This will be evaluated on
a new dataset with a different robot model that, compared to the test sequences
of previous chapters, has much stronger background clutter and a larger variety
of visual distractions from objects.
The approach in Chapter 4 demonstrated the advantage of using multiple image
modalities from colour and depth images and provided an initial approach for using
multiple initial states to become independent of the proprioceptive initialisation
of a gradient-based optimiser. Although the problem was simplified by not
considering background as clutter, this increased the complexity of the method as
it involved (1) a parallel pipeline for colour edge extraction (Section 4.3.1), (2) a
dedicated prediction branch for the joint state distribution (Section 4.3.2), and
(3) a dedicated sampling and selection stage to select the best initial sample from
this distribution (Section 4.3.3).
To relax the assumption of a background model and the optimality of the
initial optimiser state, we will assume in this chapter that no background model is
available. The proposed tracking approach will therefore operate on the raw sensor
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data without preprocessing and assume that a single initial optimiser state will not
converge to the global optimum. To work under this more constrained scenario,
the prediction and optimisation pipeline has to be more robust to cluttered
background and non-optimal initialisation.
In the following, we propose to integrate colour and depth information into a
data-driven objective to make use of this additional modality, and to move the
tracking initialisation from the prediction network into the optimiser. While this
reduces the complexity of the feature extraction and sample selection stage, this
also increases the requirements on available training data to include colour images.
In the absence of reliable proprioception for real RGB-D image ground truth,
this chapter contributes an enhanced training data synthesis pipeline that only
requires the tracked model, a set of generic background images and objects, and the
bounds of the expected state space, to generate training data that simulates real
properties and outperforms a manually labelled but smaller real training set. For
tracker initialisation, this chapter further proposes an optimisation approach that
maintains multiple state hypotheses and which is able to reliably and efficiently
explore the search space to avoid converging at local minima.
5.2 Related Work
5.2.1 Synthetic Training Sets
Supervised learning and especially complex methods with a high capacity like deep
learning, require large datasets of labelled data to generalise well to unseen test
cases. Traditionally, large datasets like ImageNet [20], KITTI [28] and COCO [45]
with a huge amount of labelled real images have served as the backbone of the
machine learning research community. These standardised training sets are mainly
used to compare the prediction performance of different networks and one has to
gather task specific training data and labels to train a dedicated semantic feature
extractor.
An automated data collection pipeline for robot configurations in the spirit
of [24] would allow one to automatically cover a range of motions and gather
RGB-D sequences, but would still require accurate proprioception and calibration.
Additionally, it would still be difficult to cover dangerous states close to joint
limits and collisions.
With the increasing quality of computer graphics, the collection of training
data has shifted from manually labelled real data to synthetic rendered data
that naturally contains perfect ground truth. Early work on this has focused on
image properties that are easy to synthesise and that generalise well to real data
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like depth sensors [71]. The large variety of other image properties caused by
texture, lighting and the effect of material properties makes colour image synthesis
much more difficult than depth image synthesis. Synthetic colour datasets have
been used to train 3D hand pose estimation from RGB images [91] with 3D
rendered hand models and randomised backgrounds, and for hand pose estimation
in interaction with objects from RGB-D sequences [51] with additional randomised
object textures.
It has been shown that training on real and synthetic data can achieve similar
performance for segmentation of urban environments (cars, roads, pedestrians)
similar to KITTI [25]. Furthermore, pre-training on synthetic data and fine-tuning
on real data actually improves the performance over training on real data only.
Pre-training on a large amount of synthetic images (5M images) can additionally
outperform the same network trained on a smaller real dataset (ImageNet, 1M
images) [50].
The requirements for synthetic datasets for the specific task of disparity and
optical flow estimation are discussed in [49]. Their findings suggest that diversity,
which can be achieved with synthetic datasets more easily, is important for
generalisability and that realism is not important for performance improvements.
5.2.2 Optimisation with Multiple Hypotheses
Hybrid optimisation approaches that combine properties of particle-based and
gradient-based approaches have been proposed as a meta-optimiser that alternates
between converging from multiple initialisations and refining with gradients [62,
40], and as a variant that updates particles with gradient steps at every iteration
[9, 31]. The combination of multi-hypotheses solvers with gradient update steps
has not seen much application to the problem of articulated tracking in recent
years. This is surprising, given their advantage to avoid local minima that are
much more likely in articulated kinematic chains with large nullspaces.
Classic implementations of particle-based optimisation propagate particles
based on their previous state (Particle Swarm Optimisation) or within the particle
distribution (Particle Filter). For objectives with many local minima, this might
lead to a multimodal distribution of particles. For robot manipulator tracking,
we found that converged particles form a bimodal distribution and we therefore
propose as in [70] to resample particles to shape the distribution towards the
global optimum.




The tracking objectives in Chapter 4 – keypoints and edges – are directly derived
from features in the 2D image plane. The line-of-sight in the 3D camera frame
therefore provides the strongest cue in the x-y plane, while the z component is
only constrained by the depth.
We reuse the keypoint based point-to-line objective (Section 4.3.5) because
of its ability to directly associate the model with the observation and to enable
tracking behind occlusions. In cluttered environments with many distracting
edge responses in the background, the Canny edge objective (Section 4.3.5) is
not applicable and we therefore only rely on the keypoint tracking to restrict
the optimisation in the x-y space. To compensate for the missing colour-based
objective, the colour image is used in addition to the depth image as input to the
feature extraction network. To improve model-fitting in the z space of the camera
frame, a secondary tracking objective based on the observed and estimated depth
image is applied.
The network architecture (Figure 5.1) provides a common RGB-D feature
extractor with two branches for the segmentation and keypoint heatmap targets.
We use the second version of the MobileNet [65] as the feature extractor since
it is much smaller (0.6M parameters) than the previously used ResNet (21.3M
parameters) and thus provides a faster inference.
We built on an established network architecture as RGB-D feature extractor
to benefit from the research in that area and to remove the need to indepen-
dently evaluate a novel feature extractor. In the proposed multi-task architecture,
the common RGB-D feature extractor can be exchanged by any trainable func-
tion f(I) : RW ×H×4 7→ R20×15×ND , without the need to adapt the task-specific
hyperparameters.
The ND = 576 feature maps extracted from the RGB-D input are individually
upscaled by 4 transpose convolutions (0.9M parameters) to the original input
resolution per target branch. The final convolutions use a target specific number of
filters: The segmentation uses one filter for each of the three classes (background,
robot and object), and the keypoint localisation uses one filter per keypoint and
an additional filter for the background heatmap. In total the proposed network

















































































Figure 5.1: Network for segmentation and keypoint localisation. The segments
and keypoints are used to provide correspondences between the tracked model
and the observed image. The three predicted segments are background, robot and
objects. Each of the K keypoints is represented by a 2D heatmap and absence of
a keypoint is represented by an additional 2D background heatmap.
Similarly to the inference function in Chapter 4 (eq. 4.1), we formulate this
two-branch predictor as
{IS, IK} = extract(IC , ID) (5.1)
with 3-class segmentation IS ∈ RW ×H×3 and keypoint heatmaps IK ∈ RW ×H×(NK+1)
predicted using a pair of colour and depth images (IC , ID).
Keypoint Objective
This objective is identical to the previously used keypoint objective in Section 4.3.5.
For consistency and completeness, we will elaborate further on this objective and
provide details on how keypoint correspondences are established in the presence
of occlusions.
Every 2D keypoint heatmap Hk provides a scalar score s ∈ [0, 1] per pixel
that represents the likelihood that a pixel is occupied by a keypoint. These
heatmaps are created during training from a 2D Gaussian centred on the true
2D keypoint location, which is obtained by transforming the 3D keypoint p from
the mesh surface in the local frame to the camera frame and projecting it onto
the image plane. A value of 1 corresponds to the true location of the keypoint
and smaller values represent a measure of the distance of a pixel from the true
keypoint location.
During inference, the pixel with the highest score s is assumed to be the
2D location of the keypoint, xk = arg maxs Hk. The detected 2D location of
a keypoint is back-projected to a 3D lines-of-sight l in the camera frame and
associated to 3D keypoints p on the tracked model (Figure 5.2). Since the 3D
keypoints are placed on the mesh surface, we can constrain the 3D line-of-sight
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Figure 5.2: Keypoint objective. Predicted 2D keypoints (blue) are back-projected
to line-of-sight rays (grey). The corresponding 3D keypoints (orange circle) are
matched to the 3D lines beyond depth readings (orange line) and their minimal
orthogonal distance (orange arrow) is minimised. This keypoint objective has the
property that it can be established behind depth readings of occlusions.
to start at the depth reading. Still, a 3D keypoint might be occluded by an
object in the scene (external occlusion) or it might be occluded by the robot
itself (self occlusion) if the surface normal of the keypoint is facing away from
the camera origin (see rightmost keypoint in Figure 5.2). An externally occluded
keypoint is represented by a high heatmap score on occlusions, which could be
recognised by the object class from the segmentation task, while a self occluded
and a non-occluded keypoint will both be represented by a high score inside the
area of the robot class. The keypoint objective covers both occlusion cases by
associating a 3D keypoint p to its corresponding projection on line-of-sight l
(eq. 4.11), instead of associating it directly to the back-projected point ls. This
enables us to track links behind occlusions, in which case the 2D keypoint will be
located on an occlusion.
The keypoint objective is then to minimise the distances of 3D keypoints pk






for all detected keypoints k. pk(θ) denotes the transformation of a 3D keypoint
(compare Figure 4.4) from the link frame to the observation frame via the estimated
state θ and projlk(I)pk(θ) further denotes the projection of this transformed









(a) freespace in camera frame between






(b) depth-based objective with updates to
estimated model based on segmentation
Figure 5.3: Depth-based freespace objective. (a) The location of an estimated
visible robot link is constrained to be at or beyond the observed depth readings.
(b) This information is used to update the model’s state to move outside of the free
space in z-direction (blue), or the model can directly be fitted to the observation if
it is known that an observed depth reading belongs to the tracked model (yellow).
Freespace Objective
In a 2D depth image, every pixel stores the z component of the 3D line-of-sight
between the camera origin and any visible object in the camera frustum, or 0 for
invalid readings. Any estimated state that intersects with these line-of-sight rays
is therefore implausible [26]. We can use this information to evacuate the free
space between the camera frustum and the observed depth readings by moving
the estimated state beyond the depth readings (Figure 5.3).
Instead of computing a 3D signed distance function for the robot meshes
as in [67], we propose to solely update the orthogonal distance to the image
plane by pixel-wise comparison of the true observed depth image ID,obs with the
estimated depth image ID,est of the rendered robot model. The signed depth
distance ID,obs − ID,est is positive if the estimated state is between the camera
origin and the true observed depth, i.e. if it intersects with the lines-of-sight, and
negative if the estimated model does not violate the freespace constraint.
In the general case of raw depth readings, we assume that the observed
depth image also contains readings of untracked objects such as the background,
manipulanda and occluders, whereas the estimated depth image only contains
the rendered tracked objects. In this general case, only the positive distance
(Figure 5.3b, blue) induces an update with respect to the z-direction in the camera
frame to satisfy the freespace constraint. In the specific case where observed
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pixels of tracked objects are known, we can additionally use the negative distance
(Figure 5.3b, yellow) to directly minimise the distance of observed and estimated
depth readings of tracked objects.
The objective is only defined for validly observed and estimated depth readings,
hence it is only evaluated for the set of valid coordinates Xv = {x | ID,est(x) >
0 ∧ ID,obs(x) > 0}. The segmentation IS further provides a classification of
pixel coordinates into a set of coordinates where the predicted class c matches
the tracked object ID t, Xc=t = {x | arg maxc IS(x) = t}, and its disjoint set,
Xc ̸=t = {x | arg maxc IS(x) ̸= t}. These distinct areas of the image plane provide
different parts of the freespace objective formulation,
ef (θ, I) =
∑
x∈Xv∩Xc ̸=t






to account for coordinates where only the positive distance is minimised (c ̸= t),
and coordinates where the absolute distance is minimised (c = t).
5.3.2 Training Data Generation
To generate large amounts of labelled training images without relying on proprio-
ceptive sensing, we propose to synthesise colour and depth images by rendering
the robot model at different configurations and in different environments. This
has the advantage that we can sample a wider range of possible states than what
is typically achieved with normal grasping tasks.
It is crucial that the synthetic training set and the real test set have similar
visual properties to minimise the simulation-to-reality gap. For idealised depth
images, the visual variety of the image data is dependent on the articulated
geometric model, its state and the camera intrinsics. We assume that the model
and the camera intrinsics are constant between training and test set. Hence, the
variety of the depth image can be expressed by the 6D pose of the robot and its
articulation of N joint positions, i.e. 6+N dimensions. For RGB colour images, this
variety is greatly enlarged by textures and material properties, lighting conditions
and the background environment.
Since we are unable to synthesise the real images through a perfectly accurate
rendering process, we have to sample training images from a wider distribution
around the real properties. However, this sampling of training images has a





Figure 5.4: Illustration of sampling variance. The variance of kinematic states and
visual appearance for real observations (test) is typically very small compared to the
entire range of the colour and depth image domain. The training image synthesis
has to sample around the real image properties. This is a trade-off between a
narrow (orange) sampling with potential overfitting to synthetic properties and
an inefficient too wide coverage of the visual appearance (green).
a narrow distribution, and an inefficient wide sampling of images that are too far
away from the real images (Figure 5.4).
State Sampling
To efficiently sample training states that densely cover the test states, we propose to
sample states within bounds of the expected articulated states during manipulation.
This has the drawback that we need to have prior information about the test
cases, but it is much more efficient than the naive approach of sampling uniformly
from the entire state space of the articulated model. Hence, the training set is
biased towards the test set to allow a dense sampling around the test distribution.
Instead of defining limits in the state space of the articulated model, where
potentially multiple bounds are required as multiple joint states can map to the
same end-effector pose, we propose to first define bounds and sample within those
in the task space and then obtain joint states from inverse kinematics.
The task space bounds are defined by transformations between the camera
frame and the grasp frame (Figure 5.5): The static transformation between the
camera and base frame, and the articulated transformation from the base frame
to the grasp frame of the end-effector.
The static camera transform is uniformly sampled within ±5cm and ±0.1rad
of the corresponding transform in the test sequences. The translation part of
the articulated transform between the base and the grasp frame is sampled by
defining a box-volume in the base frame as the expected workspace. The rotation





Figure 5.5: Static and articulated transformations in the proposed sampling setup.
The camera frame is sampled with respect to the base frame within the bounds
of the original transformation in the test sequences. The grasp frame is sampled
within an expected workspace and orientation to yield the articulation with respect
to the base frame.
part is sampled as a coordinate frame axes from a unit sphere within spherical
coordinate system bounds (θ, ϕ).
The final joint state of the model is obtained by IK on the sampled transfor-
mation between base and grasp frame. While the camera frame is not used for
the state sampling, it is later used to add distractors within the camera frustum
and occluders between the robot and the camera origin.
The coverage of the resulting set of training transformations from camera to
grasp frame is visualised in Figure 5.6, alongside the transformations from all test
sequences. The sampled frame positions (Figure 5.6a) cover the test positions
within the box-volume sample bounds. Similarly, the orientation of the frame axes
(Figure 5.6b), cover the test orientations within the selected spherical bounds.
Since the task space poses are initially sampled without kinematic limits, and
these joint space limits are enforced after the task space sampling, it can be seen
that some samples are actually located outside of the original task space bounds.
As a consequence of sampling within defined bounds, a trained network can
only be applied to test sequences with the same range of viewpoints and robot
states. The real test sequences used for evaluation in later parts of this chapter
(Figure 5.12) show the robot reaching from the right into the workspace and the
camera view bounds have been chosen accordingly (Figure 5.5). The application
to test cases with multiple or wider camera view ranges has to be reflected by
sampling the training set from the same distribution of viewpoints and robot states
to obtain an accurate and efficient overlap of the training and test distribution.
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(a) Sampled training (grey) and test (red) grasp frame positions in camera frame (black
frustum with coloured frame axes).
(b) Sampled grasp frame orientations inside the camera frame (coloured axes). Orientations
are represented by the intersection points of their rotated frame axes (x: red, y: green, z:
blue) with a unit sphere. Training samples are shown in darker colours than the brighter
coloured test orientations.
Figure 5.6: Distribution of transformations between camera and grasp frame in
the training and test sets. Each sampled transformation is represented by its
translation as single point in the camera position frame (a), and by 3 intersection
points of its rotated frame axes with a unit sphere (b). The training set distribution
(darker coloured points) covers the space of test positions and orientations (brighter
coloured points) but also extends much further into areas outside of the test cases.











Figure 5.7: Subset of ShapeNet categories.
Image Domain Sampling
The second step in training data generation is the rendering, which transforms
our sampled states into colour and depth image pairs. The meshes associated
with the visible links of the robot model are transformed via FK on the sampled
joint configuration to the camera frame at the sampled camera pose.
Objects To simulate manipulated and occluding objects, we extend the scene
with randomly selected meshes from the ShapeNet 3D model database [15]. A
subset of medium-sized, graspable, categories were selected (Figure 5.7), with
9735 objects in total. An object mesh that has been selected as manipulandum or
occluder is transformed with a random orientation, scale and a position depending
on the type. The occluder orientation is sampled from the full range and the
position is sampled between camera origin and robot links. The manipulandum
is placed at the origin of the grasp frame and orientated and scaled in such a
way that the longest extend it vertically aligned, and the shortest extend fits the
grasping width of the hand. In addition, the manipulandum transformation is
randomly perturbed.
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Environment The scene is rendered by transforming all meshes (robot parts
and objects) with their sampled transform and 3D projecting the scene using the
camera intrinsics of the calibrated sensor in the real tracking scenario.
The depth images are obtained by reading the z-buffer and setting invalid
values to 0. For the colour images, the robot is rendered with its original texture
as defined by the model. The objects are rendered with randomly selected textures.
Further randomisation is added by varying the lighting conditions by randomly
sampling light poses and diffuse and specular colours. The background area, which
is masked by the initial invalid depth readings, is replaced by randomly sampled
colour and depth image pairs (Figure 5.8). We do not add depth specific noise to




The combined keypoint (eq. 5.2) and freespace (eq. 5.3) objective is:
















|ID,obs(x)− ID,est(θ, x)| . (5.6)
The gradients of this objective can be analytically derived and thus we intend to
use a gradient-based solver to most efficiently traverse its state space.
The gradients for ek (eq. 5.4) w.r.t. θ are directly given by the previously used
point-line constraint (eq. 4.16).
The freespace objective ef is piecewise defined as a positive distance (eq. 5.5)
for image segments that are not associated with tracked parts, and as an absolute
distance (eq. 5.6) for a direct association of tracked parts via the predicted
segmentation.
The gradient of this task is derived from the standard position gradients from
the kinematic Jacobian ∂FK(θ)
∂θ
. In particular, we want to minimise the distance
d between the two points pobs and pest, given by back-projecting x at depths
ID,obs(x) and ID,est(x). For a single coordinate x in the image, the gradient is
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Figure 5.8: Synthesised training images. The articulated robot model is rendered
with varying lighting conditions, randomised object models and textures, and real
as well as synthetic background patterns. The tum background category contains
real colour and depth images from the TUM RGB-D SLAM dataset [76]. The









· d∥d∥ if ID,obs(x) > ID,est(x) ∨ x ∈ Xv ∩Xc=t
0 otherwise
. (5.7)
That is, the gradient is the standard point-to-point task if the estimated part is
intersecting with the line-of-sight, or if that image region has been segmented as
a tracked part. Otherwise, the estimated state is not updated by the freespace
objective. This leads to a discontinuous objective function that combines a step
function for the discrete segmentation and an inverted ramp function for the point
distance. Similar to the changing associations in Section 3.3.2, this is mitigated
by damping in the optimiser. The rendering of ID,est also provides the association
between the point-line distances and the individual links l.



























are combined and stacked into ϕ ∈ RNL (eq. 4.20) and J ∈ RNL×NJ (eq. 4.21).
Optimising Multiple Hypotheses
Due to the high degree of articulation and the visual similarity of states, the
objective contains many local minima that do not coincide with the global optimum.
Apart from initialising the optimiser close to the optimum, optimisers with multiple
hypotheses have been proposed to explore the state space in parallel. Common
approaches, like variations of the classical PSO, randomly sample the state space
and update individual states using the global and local state of hypotheses. These
approaches do not make use of gradients for the state space exploration and
typically are motivated by using objectives that do not provide gradients. Hence,
these approaches require a large quantity of hypotheses to explore the state space
and find minima, and are also difficult to tune.
For this reason, and without the knowledge of an initial state close to the
optimum, we propose to evaluate multiple hypotheses and update their search
direction using the objective gradients. Tracking multiple potential model state
configurations in parallel enables a wider exploration of the objective landscape
and the discovery of multiple minima. Using gradients on the other hand enables
a much more efficient update of the search direction of individual states.
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Inspired by the re-randomisation of particles in [70], we resample states that
converged to a local minimum that is not the global minimum. We assume that
the distribution of converged states is bimodal (Figure 5.9), with one mode close
to the global optimum and one mode taking the opposite kinematic configuration.
A single-hypothesis gradient-based approach that takes small update steps will be
unable to traverse from one minimum to another, without dramatically increasing
the objective error. Moving a kinematic configuration from one minimum to its
opposite configuration requires direct resampling.
State Update The structure of the multi-hypotheses optimisation algorithm
is described in Algorithm 1. The state hypotheses of the estimated model are
randomly initialised by sampling uniformly between joint limits (line 9). The
diagonal matrix W (line 13) weights joints by their inverse geodesic distance to the
root of the kinematic chain. This effectively penalises updates of joints closer to
the root more to mitigate oscillation since those joints will also affect the objective
error for all their child joints. The tracking operates continuously on a stream
of RGB-D images. Once an image pair is received, the relevant features for the
objective are extracted (eq. 5.1). Each estimated state is evaluated by the objective
(line 21, incorporating eq. 5.8 and 5.9) on the extracted image features and updated
via the Levenberg–Marquardt algorithm (line 25). The Levenberg–Marquardt
algorithm uses an adaptive damping λ (line 23) that changes proportional to the
objective function error to allow a fast exploration of the state space far way from
the optimal solution and to prevent oscillation close to the optimal solution. The
Heaviside step function H(·) is hereby used in the step function
2H(∆e)− 1 =
−1 if ∆e < 0+1 if ∆e ≥ 0 (5.10)
to increase or decrease the damping by a factor of 10 depending on the error
convergence.
Resampling This approach alone would lead to the individual convergence to
multiple local minima (Figure 5.9). To use global information about the objective,
we resample states with a high objective error from the distribution of states with
low objective error.
The resampling process only considers a subset Sc of states with a gradient
updated step ∥∆θ∥ of less than ϵ = 0.05 (line 27). This subset of converged states
ensures that we only resample states in local minima.
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Figure 5.9: Bimodal distribution of converged hypotheses and their objective
error (colour legend: bright colours correspond to a low objective error). The
scene is observed from the left side of the image. The similar visual appearance
of different kinematic configurations leads to two modes of hypotheses that take
opposite kinematic configurations. local minimum: A set of hypotheses is formed
in a minimum closer to the image plane (left side, black to purple colours).
These states roughly align with observed keypoints in x-y space, but violate the
freespace constraint. global minimum: A second set of hypotheses is formed in a
minimum further away from the image plane (right side, orange to yellow colours).
Hypotheses from this set align better with the observed depth of the robot arm.
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The subset of converged states is further partitioned into disjoint sets S− and
S+ using k-means clustering. The clustering is initialised at the k = 2 extrema
points of Sc (line 28) and iterates until the cluster partitions do not change between
consecutive iterations. The partitioning into two clusters is motivated by our
bimodal assumption (Figure 5.9) and provides a set S− of states with low objective
error, which is assumed to represent the global minimum, and the set S+ of states
with high objective error, which is assumed to represent a local minimum.
The distribution of samples in S− is represented as a multivariate normal
















(S− − µ−)⊤(S− − µ−)
)
. (5.12)
The circular mean is used to represent the true statistical task space mean of the
periodic joint positions. This representation maps the joint positions from their
periodic interval to points on the unit circle, computes the arithmetic mean of
these points and maps the result back to the periodic interval.
Samples in the local minimum S+ are resampled from a mixture distribution
(line 31): The arm joint positions are sampled from N (µ−, Σ−) and the finger
joint positions are sampled uniformly between their joint limits.
The cluster centre of the samples with the lowest objective error, µ−, is also
the solution of this iteration. Finally, the solution of multiple iterations is filtered
with a mean-filter to yield the final estimated state, thereby using different filter
sizes per joint dimension.
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Algorithm 1 Optimiser
1: P ∈ N1 ▷ number of hypotheses
2: D ∈ N1 ▷ articulated dimensions
3: θ ∈ RD ▷ articulated state
4: S ∈ {θp | p ∈ [0, P )} ▷ set of optimised states
5: W ∈ RD×D ▷ joint space weights
6: T ∈ RD×D ▷ task space weights
7: procedure initialise(P ,D) → S ▷ randomly initialise states
8: for p ∈ [0, P ) do
9: θp ← {U(lower(d), upper(d)) | d ∈ [0, D)} ▷ sample within limits




|kinematic_chain(0, d)| ▷ maximum length of kinematic chain
13: W ← diag({L− |kinematic_chain(0, d)| | d ∈ [0, D)})
14: end procedure
15: I ∈ RW ×H×4 ▷ observed RGB-D image
16: Sc ∈ {θc | c ∈ [0, Pc), Pc ≤ P} ⇒ Sc ⊆ S ▷ subset of converged states
17: procedure optimise(I) → S ▷ optimise on single observation
18: for i ∈ [0, N) do ▷ iteration
19: for p ∈ [0, P ) do
20: λ ∈ R ▷ damping
21: ϕ, J ← objective(θp, I) ▷ model to observation association
22: ei ← ϕ⊤Tϕ
23: λ← 102H(ei−ei−1)−1λ ▷ adapt damping to error
24: JW ← TJW ▷ weighted gradients
25: ∆θp ← −(J⊤W JW + λI)−1J⊤W Tϕ ▷ Levenberg–Marquardt
26: end for
27: Sc ← {θp | ∥∆θp∥ < ϵ} ▷ create subset of converged states





29: µ− ← mean(S−)
30: Σ− ← covar(S−)
31: Sr ← {θp ← N (µ−, Σ−)∥U(lower(d), upper(d)) | θp ∈ S+, d ∈ [0, D)}
32: S ← (S \ S+) ∪ Sr ▷ replace resampled states
33: S ← {θp + ∆θp | θp ∈ S} ▷ update step for all samples
34: θ̂i ← µ− ▷ estimated state
35: end for
36: θ̂ ← 1
Nf
∑Nf
f=1 θ̂i−f ▷ mean filtering of state
37: end procedure
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5.4 Evaluation
This section will evaluate the generalisability of the image synthesis pipeline and
the multi-hypotheses tracking pipeline. Sections 5.4.1 to 5.4.3 provide an overview
of the synthetic training and the real test setup.
The generalisability of the image synthesis pipeline is evaluated independently
for varying input modality (Section 5.4.4), different background settings (Sec-
tion 5.4.5), and for reduced prediction complexity (Section 5.4.6) with a network
architecture like Figure 5.1 with an additional third branch for robot contour
prediction. The optimiser and the tracking pipeline are evaluated in Section 5.4.7.
5.4.1 Platform
Our evaluation setup consists of a Kinova Jaco (version 1) robot that is observed
by an Asus Xtion PRO LIVE RGB-D structured light sensor (Figure 5.10). Since
the camera frame is not part of the kinematic chain, its pose is estimated using
an AprilTag marker [58] fixed to the base frame of the robot.
The Jaco robot is a 6 DoF arm with a three finger hand with 2 DoF each
(12 articulated dimensions in total). The proximal and distal phalanges of a
single finger are actuated together by a single tendon and cannot be actuated
individually. The fingers adapt to the shape of the grasped object and their state
can therefore not directly be sensed through the tendon state.
In contrast to industrial-grade robots, like the KUKA LWR4, the Jaco is a
commodity assistive robot that is meant to be operated close to human operators
using a simple end-effector pose controller. It is therefore very lightweight (5.2kg)
and compliant, as the less rigid plastics will give way when in contact with a
human, but lacks the accurate proprioceptive sensing that is available on specialised
industrial robots.
This lightweight design in combination with a lack of accurate proprioception
leads a discrepancy between the internally and externally sensed state (Figure 5.11),
which makes it necessary to manually label images for quantitative evaluation.
5.4.2 Tracking Sequences
We collected test sequences with varying degrees of distractions from objects in the
same cluttered environment (Figure 5.12, Table 5.1). The background and objects
in the environment are not part of the synthetic training set (see Figure 5.8).
Out of these eight test sequences, two show grasping without occlusion, five show
grasping with additional occlusion and one sequence does not show distractions
from objects at all.
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Figure 5.10: Experimental setup with Jaco robot mounted on table (right), Asus
Xtion PRO LIVE structured light RGB-D sensor mounted on tripod (left) and an
AprilTag marker for camera pose estimation fixed on the table (middle).




oalu ✓ ✓ 63
oball_bowl ✓ ✓ 95
oball_pot ✓ ✓ ✓ 90
ospray ✓ ✓ ✓ 81
owbottle ✓ ✓ ✓ 49
Table 5.1: Test sequence properties.
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Figure 5.11: Effect of linkage bending. The robot model contours, as reported
by FK using the joint encoders, overlaid on top of the observed image, show a
significant discrepancy between the internally and externally sensed palm pose.
While the internal representation only relies on the joint encoders, the external
representation is affected by gravity that pulls the links downwards. Due to the
lever effect, this is more prominent the further away a link is from the base frame.
Four of these sequences have been manually labelled (Figure 5.13) to provide
ground truth for quantitative evaluation of the tracking error and for evaluation
of the generalisability of synthetic training.
5.4.3 Background Image Synthesis
To evaluate the ability to generalise from a synthetic training set to a real test
set, we will compare the effect of different background types on the prediction
performance on the real test sequences. The background images are only used
during training and do not reflect the true background in the real test sequences.
We generate synthetic colour backgrounds with different settings for the colour
and structure variation (Figure 5.14). These four categories have been chosen for
their distinct colour and texture properties:
tum realistic colour structure of objects in a scene, provides additional depth
smoke smooth texture with gradual change between two colours
wood strong edges and colour changes as proposed in [38]










Figure 5.12: Test sequences with varying degrees of distractions.





Figure 5.13: Manually labelled real image sequences for quantitative evaluation.
The true robot state is overlayed in red contours on top of the colour image.
The tum set contains colour and depth image pairs from the synthetic SceneNet
[50] and the real TUM-SLAM [76] RGB-D datasets. Originally, these datasets are
used for benchmarking Simultaneous Localization and Mapping (SLAM) systems.
They contain sequences of camera trajectories in room-sized environments and
therefore resemble the environment of the test sequences.
The wood background pattern is inspired by [38], where it is used to train a
mapping from an image and joint state sequence to joint velocity and gripper
actions. While this work concludes that domain randomisation is required for
generalisation to real data on a high-level task, it does not attempt to answer the
question how realistic the background has to be to improve the actual prediction
performance on real data. We use a very similar approach to generate the
synthetic backgrounds smoke, wood and pattern, and the additional more realistic
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tum background category to investigate their actual prediction performance and
generalisability to real data.
5.4.4 Generalisability by Input Modality
The same network architecture is trained with 20k and 100k training images
for 62500 iterations on colour-only, depth-only and RGB-D input with the tum
background. Our hypotheses are (1) that a larger number of sampled states
improves the generalisability to synthetic validation and real test sets, and (2)
that the combination of colour and depth improves prediction results over using
only one of the modalities.
We separately compare the synthetic training and validation loss (Figure 5.15)
and its generalisation to the real test loss (Figure 5.16). For quantitative evaluation
on real data, we used the manually labelled test sequences jaco, oball_pot and
ospray (see overview in Figures 5.12c, 5.12f and 5.12g). Table 5.2 provides an
additional overview and comparison of the training, validation and test loss at
62500 iterations.
Synthetic Validation Loss
For the comparison within the synthetic domain in Figure 5.15, we can make two
main observations. First, training on the small training set (20k) generally yields
a higher validation loss compared to a larger training set (100k). This indicates
that it is beneficial to use a larger variety of rendered states. Second, using both
modalities – colour and depth images – yields a lower validation loss, whereas
depth-only input provides the highest validation loss.
An exception from this general observation is the segmentation and contour
validation loss on the network trained with 20k depth-only images. In this setting,
extending the depth image with colour information does not improve the prediction
performance. These two targets are closely related since the contour of the robot
segment class largely coincides with the contour target. The edges of the lower
dimensional depth input also directly map to this contour prediction and robot
segment contour. We therefore explain this behaviour with the simpler task to
map from the lower dimensional depth images to the closely related contours.
Adding colour information to this setup only provides redundant information
about the contours and therefore impairs the prediction. In comparison, the
keypoint heatmaps, which do not directly relate to the edges in the depth images
benefit from additional colour information.





Figure 5.14: Example backgrounds from the RGB-D tum category and three syn-
thetic categories of colour-only images with varying colour and texture properties.
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train - RGB - 20k
validation - RGB - 20k
train - D - 20k
validation - D - 20k
train - RGBD - 20k
validation - RGBD - 20k
train - RGB - 100k
validation - RGB - 100k
train - D - 100k
validation - D - 100k
train - RGBD - 100k
validation - RGBD - 100k
Figure 5.15: Training and validation loss on synthetic data for three prediction
targets: segmentation, contours and keypoint heatmaps. The validation loss
(dashed line) is generally higher for the smaller 20k dataset (circle marker). The
combination of colour and depth images (RGBD, orange) provides better results
than the individual colour (RGB, red) or depth (D, blue) inputs.
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target input size loss
synthetic real





colour 20k 0.06029 0.08086 0.38616 0.41195 0.47835100k 0.03849 0.03825 0.93559 0.70842 1.08699
depth 20k 0.03305 0.05127 0.05570 0.08628 0.15513100k 0.03142 0.17935 0.32086 0.30464 0.40275





colour 20k 0.02241 0.02577 0.05083 0.04815 0.05059100k 0.01956 0.01968 0.04687 0.04115 0.04634
depth 20k 0.01986 0.02343 0.04733 0.04227 0.05044100k 0.01792 0.03974 0.06381 0.05880 0.07319






20k 0.00022 0.00052 0.00146 0.00192 0.00151
100k 0.00026 0.00028 0.00098 0.00082 0.00094
depth 20k 0.00024 0.00056 0.00053 0.00070 0.00092100k 0.00025 0.00066 0.00064 0.00066 0.00081
RGB-D 20k 0.00019 0.00047 0.00081 0.00088 0.00107100k 0.00025 0.00027 0.00055 0.00048 0.00073
Table 5.2: Loss of trained models at 62500 iterations for synthetic training and
validation set and for three real sequences. Lowest loss per training target is
marked in bold. The model that is trained on the larger synthetic colour and
depth dataset shows the smallest validation loss on the synthetic validation set,
and the smallest test loss for the contour and keypoint targets. Training on
synthetic colour-only images does not generalise well to real image sequences.
Real Test Loss
From the application of the synthetically trained network on real images (Fig-
ures 5.16 and 5.17), we can observe that the real test loss is overall higher than
the synthetic validation loss. This demonstrates the before mentioned simulation-
to-reality gap. It is also observable that the colour-only network is overfitting on
the synthetic data and badly generalises to the real data for the segmentation and
keypoint targets, while the depth-only network overall generalises better. This
effect can be explained because the lower dimensional depth data is easier to
synthesise than the higher dimensional colour data. Similarly to the synthetic
validation loss, the small depth-only network performs better at the segmentation
and contour prediction tasks than its larger counterpart.
Nevertheless, the network trained on the larger training set (100k) with both
input modalities (RGB-D) provides the lowest loss and best generalisability overall
compared to the individual input modalities. Figure 5.18 shows qualitative
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test - RGB - 20k
test - D - 20k
test - RGBD - 20k
test - RGB - 100k
test - D - 100k
test - RGBD - 100k
Figure 5.16: Average loss over three real test sequences. In comparison with the
synthetic validation loss (Figure 5.15), this demonstrates the visual simulation-
to-reality gap. The segmentation and keypoint prediction with colour-only input
(red) is most complex to synthesise and generalises most poorly to the real test
data. Overall, the large training set with a combination of colour and depth input
(orange) provides the best prediction performance.
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test - D - 20k
test - RGBD - 20k
test - RGB - 100k
test - D - 100k
test - RGBD - 100k
Figure 5.17: Average 2D keypoint localisation error for three real test sequences.
Similar to Figure 5.16, the colour-only input (red) generalises most poorly and
the largest training set with a combination of modalities (solid orange) provides
the best results.
segmentation and keypoint prediction results for this trained network on real test
sequences.
5.4.5 Generalisability by Background
The background covers a large area of the image data and therefore is crucial in
the generalisation from synthetic to real data. To study the effect of different
background settings, we train the same three-branch network architecture on the
same 100k configurations of sampled states, objects and lighting, but replace the
background with a colour image from one of the four background categories as
described and shown in Section 5.4.3.
The comparison of the synthetic validation and real test loss in Figure 5.19
shows that while the synthetic validation loss is similar between background
settings, it generalises differently to the real test sequences. It can be observed
that the randomised texture categories pattern, smoke and wood yield the highest
loss and that the realistically structured scenes in the tum category yield the lowest
loss and therefore better generalise to the real test sequences. This behaviour is
















Figure 5.18: Prediction results for selected sequence snapshots. Left: Segments
for robot (yellow), object (green) and background. Right: Keypoint score s > 0.5,
with colours identifying the individual link.
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Figure 5.19: Comparison of synthetic validation loss (dashed lines) and real test
loss (solid lines) for four different colour background categories (individual line
colours). The validation loss is closer to the training loss since the validation set
contains the same synthetic background images as the training set. The real test
sequences show a significant gap in the loss since the original real background is
not part of the training set. The realistic tum background (orange) in the training
set generalises best to the real test sequences.
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We conclude from this that synthetic training data has to contain similar visual
colour and textural properties, like those found in real image data, to achieve
generalisability of the trained model. Randomising background patterns from a
wide distribution of properties harms the generalisation to real data.
5.4.6 Reduced Prediction Complexity
The pipeline presented in Figure 5.1 operates on the full FoV of the camera and
predicts the full range of segments and keypoints for the tracking objective. This
has the disadvantage that the network needs to process parts at different scales
which has implications on the probability of being occluded and the density of
keypoints. It follows that small segments, such as the palm and fingers, only cover
a fraction of pixels in the image and additionally have a higher density of keypoints.
This is a trade-off between the computational performance requirements, related
to the input dimensionality, and being able to process all parts at once within a
single scene, potentially benefiting from context amongst these parts.
We hypothesise that the dedicated emphasis on small scale parts and the
reduction of the prediction targets reduces the task complexity and hence improves
the prediction performance in this limited scope. We are specifically interested
in improving the keypoint localisation for the palm and fingers by reducing the
dimensionality and variety of the input data.
Input and Output Reduction
To analyse this effect, we will vary the input and output dimensionality of the
baseline network. Specifically, we reduce the input FoV from the full scene at
320 × 240 pixel resolution to a 128 × 128 pixel ROI, I ∈ R128×128×4, covering
the palm and fingers, as well as any manipulanda and occluders during grasping.
This ROI is extracted from the original 640 × 480 pixel resolution image and
hence shows palm and fingers at double resolution of the full FoV image. The
dimensionality of the prediction targets is reduced to a single branch for the 3
palm and 6 finger keypoint heatmaps.
The visual variety within the input data can further be reduced by using
real sequences from the same environment as the training set. We compare
the synthetic 100k baseline training set with a real training set sampled from
the labelled sequences jaco, ospray and oball_pot (4027 samples in total) with
additional spatial data augmentation via random translation, rotation and flipping.
We evaluate the variation in these settings (input region, prediction target,
image source) via the average 2D keypoint localisation error on the additional
independently labelled real sequence owbottle. The keypoint errors are averaged
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synthetic - full - keypoint
real - full
real - full - keypoint
synthetic - roi
synthetic - roi - keypoint
real - roi
real - roi - keypoint
Figure 5.20: Average 2D palm and finger keypoint localisation error on owbottle
sequence. Overall, the synthetic training set (red) yields lower keypoint errors
than the real training set (blue). Constraining the input to a higher resolution
area of the hand ROI (dashed line) only improves the keypoint localisation when
exclusively predicting these hand keypoints (squared marker).
over the palm and finger keypoints. The pixel distances within the ROI are scaled
by 0.5 per dimension to yield the same extent among the robot parts as in the full
FoV images, i.e. the extent of a part will have the same pixel size in the 128× 128
ROI and the full 320× 240 FoV image.
Keypoint Predicton Performance
From the comparison in Figure 5.20 we can observe that, firstly, the synthetic
training set yields a lower keypoint prediction error than the corresponding settings
for the real training set. Secondly, the emphasis on the hand ROI only improves
the keypoint localisation in cases where the prediction task is limited to these
keypoint heatmaps.
In conclusion, we argue that a large training set with a wide coverage of the
simulated visual and kinematic state space provides a better generalisation to a real
test sequence, than a smaller training set with a tight coverage of the real properties.
Further, the reduction in complexity of the prediction task by decreasing the input
as well the target output dimension only shows an improvement on real training
data. Forcing the network to learn from a large variety and dimensionality of
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input to predict multiple related targets outperforms any attempts to reduce the
complexity of the task. Neither the reduction of the input size (from full FoV to
hand ROI) and variety (wide synthetic to tight real) nor the reduced dimension
of prediction targets (multiple branches to hand keypoint heatmaps) improves
the keypoint localisation compared to the baseline with full input and output
dimensionality.
5.4.7 Optimiser
The complete tracking pipeline, that combines the extraction of semantic keypoints
and segments from RGB-D images for the keypoint and freespace tracking objective
(Section 5.3.1) and the multiple-hypotheses optimiser (Section 5.3.3) is evaluated
via the pose tracking error, where labelled ground truth is available, and via the
depth synthesis error against the reported state.
Pose Tracking Error
As in the previous chapters, the pose tracking error is defined as the transformation
that needs to be applied to the estimated forearm and palm pose, to obtain the
labelled reference pose. The estimated state is then the filtered mean of the
estimated distribution (Algorithm 1, line 36). The pose tracking error is evaluated
on the labelled sequences jaco, oball_pot, ospray and owbottle.
The main property of the proposed optimiser is the use of multiple parallel
hypotheses and their resampling to avoid getting stuck at local minima. To
evaluate the robustness of parallel tracking and resampling, we run the optimiser
with three different amounts of hypotheses and 11 seeds. By running the tracking
with different seeds for the initialisation of hypotheses, we are able to evaluate
the robustness of convergence to the global optimum.
Figures 5.21 to 5.24 show the distribution of pose tracking errors for the four
labelled sequences, as their position and orientation components, with the mean
and standard deviation of this distribution as solid line and translucent area. A
high standard deviation typically indicates that the distribution of states has not
converged yet and that there are kinematically opposite configurations within
the distribution. This effect is particularly observable for the forearm pose with
only 2 hypotheses (Figures 5.21 to 5.24, blue shaded area in the bottom left plot).
Convergence of the full distribution on these four sequences is only achieved by 5
or more hypotheses.
Figure 5.25 additionally shows how the average tracking performance improves
with an increasing amount of hypotheses. While the palm position distribution
converges to 2 to 3 cm with only 2 hypotheses, the before mentioned bimodal
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Figure 5.21: Pose tracking error distribution on jaco sequence.
distribution of configurations is indicated by large forearm orientation error with
2 hypotheses. This bimodal distribution can be explained by the local minima
in the objective function (Figure 5.9). Smaller sets of hypotheses are more likely
to get stuck entirely in a single local minimum, without the ability to make
use of the proposed resampling strategy. The pose error distributions for the
four sequences demonstrate that the proposed multi-hypotheses optimiser with
gradients and resampling makes efficient use of as few as 5 samples to reliably
explore the objective function and can converge to a minimum close to the true
model configuration.
An additional qualitative overview of the tracking performance, as the mode
of the distribution, is given in Figure 5.26 and shows that the estimated state
aligns well with the observed robot.
Convergence Properties
To evaluate the optimiser independently from the performance of the trained
network, the tracking objective and optimiser are applied to the ground truth
keypoint heatmaps and segmentation of a synthetic dataset that contains 1000
images with randomly sampled robot state configurations, backgrounds and
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Figure 5.23: Pose tracking error distribution on ospray sequence.
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Figure 5.24: Pose tracking error distribution on owbottle sequence.
1000 images samples and optimises 10 hypotheses for 100 iterations on the true
association for the tracking objective.
Figure 5.27 shows the distribution of forearm and palm pose errors and the
cumulative histogram for the position and orientation error. Similar to previous
observations, the distribution shows a wider spread of the orientation error than
the position error. This can be explained that mismatching positions tend to
induce a higher objective error than mismatching orientations. Overall, around
75% of forearm and 50% of palm poses converge to less than 1cm and 116πrad
position and orientation error.
Depth Image Synthesis Error
In the following, we will compare the reported and estimated robot state by their
depth image synthesis error. The depth image synthesis error is the discrepancy
between the real observed depth image ID,obs and the synthesised depth image
















































































































































Figure 5.25: Average position (blue) and orientation (orange) error for a forearm
(dashed line) and the palm (solid line) link over duration of sequences. While the
average position error (blue) below 3cm indicates tracking success, the high forearm
orientation error (orange) with only 2 hypotheses suggests that the underlying
distribution partially converged to the wrong mode.
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(a) jaco (b) oalu
(c) oball_pot (d) owbottle
Figure 5.26: Observed robot with superimposed contour edges (red) of estimated
state. Contour edges on objects, e.g. the bottle in (d), visualise the estimated
state behind an occlusion.
with Xs as the set of valid synthesised pixel coordinates
Xs = {x | ID,syn(x) > 0} . (5.14)
To this end, the depth image synthesis error provides a measure of how well a
robot state explains the observed depth.
Table 5.3 provides an average of this measure over all sequences and shows
that the estimated state θest is typically closer to the observed state, than the
state θrep that is provided by the joint position encoders. Figure 5.28 additionally
shows that this improvement is constant over time.
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Figure 5.27: Distribution of converged forearm (orange) and palm (green) pose
errors on 1000 synthetic images with ground truth keypoints and segmentation.
Around 75% of forearm poses and 50% of palm poses converge within 1cm and
1
16πrad of pose error.










Table 5.3: Depth image synthesis error (eq. 5.13) in metres, averaged over the
whole sequence. The estimated state provides a lower error than the originally
reported joint position encoder state. Hence, the estimated state better explains
the observed depth image.






































































Figure 5.28: Improvement of the depth image synthesis error by the estimated
state, derr(θrep)− derr(θest) (y-axis), plotted against the sequence timestamp (x-
axis). Typically, the estimated state improves the depth synthesis error (green)
compared to the reported state. Only a few time intervals show a disimprovement




1 0.012 81.1 29.8
3 0.040 24.6 14.7
5 0.063 15.8 9.7
7 0.073 13.6 7.2
10 0.093 10.6 5.3
Table 5.4: Runtime performance of tracking with varying number of particles.
Optimisation: duration of objective evaluation and optimisation. Total: Final
measured time for model-fitting on single RGB-D image pair including prediction,
optimisation and overhead through the underlying message passing framework.
Runtime
Table 5.4 gives an overview of the runtime performance of the full tracking pipeline
and how it scales with varying number of particles. The tracking pipeline consists
of the predictor and the optimiser, which run in parallel in two dedicated threads.
The RGB-D sensor provides colour and depth images at 30Hz. From this
image pair, the predictor extracts segments and keypoints (eq. 5.1) within 17ms.
The optimiser sequentially evaluates each particle on the objective (Algorithm 1)
within 12ms per particle. Since all particles are evaluated on the same segments
and keypoints, the prediction network is a constant factor, while the duration of
model-fitting is linearly related to the number of particles.
5.5 Conclusion
In this chapter we relaxed some of our previous assumptions on the environment
and the initial optimiser state to make the proposed tracking approach more
widely applicable and robust to cluttered environments.
We proposed a pipeline for sampling a large variety of kinematic states and
rendering them in a variety of lighting conditions and environments. This pipeline
can be fully automated and easily adapted to other robot models without the
need to physically access the robot. The generalisability of this image synthesis
pipeline to real sequences was evaluated under different conditions for the input
modality and background images.
We found that, although synthetic colour images alone generalise worse to
real images than synthetic depth images, the combination of both modalities as
RGB-D image pairs generalises best and provides the best prediction performance
compared to the individual modalities. The comparison between a large synthetic
and a smaller real training set revealed that synthesised training images are
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capable to outperform manually labelled real data, despite the presence of the
simulation-to-reality gap. This indicates that a large variety of kinematic states
and visual properties is more important than having real but few training samples.
However, these visual properties need to simulate the same properties found in
the real application cases.
We proposed a parallel exploration of the search space with gradient-based
search directions which combines the advantages of particle-based optimisers,
avoiding convergence to a single local minimum, with the optimal update steps of
gradient-based optimisers. We demonstrated that this optimiser in combination
with the keypoint and freespace objective yields a robust tracking approach
that converges on average within 3cm of the desired optimum over multiple
trials and sequences. This was achieved despite strong background clutter and
visual distractions from occlusions of the tracked manipulator. Further, our
approach operates on the raw data without modelling the environment, and
without assuming explicit knowledge about the manipulated and occluding objects.
The resampling strategy enables an efficient use of as few as 5 hypotheses for
a large articulated kinematic chain such as the Jaco with 12 DoF. Compared to
the PF approach in [43], which uses 70 particles to estimate a rigid object pose,
and the PSO approach in [70], which uses 100 particles to estimate an articulated
hand state, our proposed approach uses less particles per tracked state dimension.
Similarly to [70, 79], we would like to extend the optimiser to partially resample
hypotheses from a distribution that is derived from the input image, to further
improve the efficiency of sampled hypotheses. Such a resampling distribution




The aim of this thesis was to develop methods for articulated tracking that make
minimal assumptions about available sensors and prior knowledge about the
environment. Chapter 1 motivated the application of articulated tracking to robot
manipulator state estimation using only visual sensing, with the explicit aim of
enabling tracking of occluded manipulators during grasping. This required the
development of these methods in such a way that they would be robust to visual
distractions caused by manipulated objects, occlusions and the environment.
The articulated state estimation problem was formulated as an optimisation
problem, where the solution can be found by minimising the distance between the
true observed state and the estimated state. Approaching this problem involved
investigating these three areas:
objective finding a robust representation of the distance between the observed
image and an estimated state that is differentiable,
synthesis generating labelled colour and depth image data for supervised training
of data-driven distance representations that generalise to real image data,
optimisation finding an optimisation approach that efficiently explores the state
space of the distance representation and reliably converges to the optimum.
Chapter 2 provided an overview of related methods and how these are applied
in state-of-the-art work. We concluded that:
• model-based approaches provide valuable prior knowledge about the kine-
matic, geometric and visual properties of the tracked object and facilitate
enforcing of plausibility constraints,
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• data associations establish correspondences in the 2D image or 3D obser-
vation frame and are therefore differentiable with respect to the estimated
state using the inverse model,
• data-driven approaches provide the discrimination of points in the distance
representation that is required to establish correspondences that are robust
to unmodelled objects and environments,
• gradient-based optimisation approaches efficiently explore the local state.
While state-of-the-art work individually used these properties, they often had
to make assumptions about the availability of proprioceptive sensing or the actual
models of manipulated and occluding objects, or they did not consider occlusions
at all, causing these approaches to break in the presence of visual distractions.
6.2 Contributions
We addressed some of the shortcomings of state-of-the-art work in Chapters 3
to 5 with respect to the main lines of research: robust objectives, robust image
synthesis and training, and robust optimisation.
Chapter 3 introduced the concept of discriminative model-fitting. This was
motivated by experiments on generative model-fitting objectives, which demon-
strated the fragility of indirect non-discriminative data associations with respect
to poor proprioception and visual distractions. We contributed a data-driven
objective to resolve ambiguities in the data association and demonstrated that
this mitigates effects of local minima in the objective.
While the depth image segmentation can provide a direct association between
an area of pixels to specific parts of the tracked robot manipulator, it does not
discriminate between these pixels and therefore leaves ambiguity. Furthermore,
it neglects any unmodelled observations, such as untracked manipulanda or
occluders, and would therefore fail in manipulation scenarios. To account for this,
we additionally contributed a training strategy that samples randomised occlusion
pixels during training and demonstrated that this makes the depth segmentation
more robust to occlusions.
At this stage, the gradient-based optimiser still relied on initialisation from
joint position encoder readings for the very first image of a sequence. The
tracking objective only relied on depth images, which are simpler to synthesise
and generalise more easily to real sensor readings, and had to handle typical
structured light sensor effects like missing depth readings and unsharp edges.
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Chapter 4 addressed the problem of optimiser initialisation and the indirect
associations of pixels within segments. To remove the requirements on propriocep-
tion for initialising the optimiser, we contributed an optimiser initialisation from
a predicted distribution and showed that this approach is superior to uniform
initialisation as used by some state-of-the-art approaches. However, the use of
the predicted state distribution was limited to the initialisation and the optimiser
would thereafter use a single state hypothesis with the same implications on
convergence towards local minima.
The data-driven tracking objective evolved around keypoints for a more di-
rect association of the image to the model, which was further augmented with
intensity edge information. This combined objective enabled tracking with strong
distractions from multiple manipulated and occluding objects at the same time.
Chapter 5 built on findings of the previous work on input modality and
multi-state optimisation. The objective combined colour and depth as input to a
data-driven semantic keypoint and segment extractor. This required an extension
of the image synthesis pipeline to colour, through which we contributed insight
into the problem of generalisability of synthetic colour and depth training images
to real test sequences.
The initial idea of using multiple possible states to avoid local minima at
initialisation of an optimiser was developed further into a gradient-based multi-
hypotheses optimiser which continuously maintains a distribution of possible
states. This contributed an optimiser for articulated kinematic chains that is
robust to random initialisation and local minima in the objective and at the same
time requires fewer particles than traditional particle-based approaches.
6.3 Discussion and Future Work
6.3.1 Objective
Different representations of model-fitting objectives have been presented and
evaluated in this thesis. The focus on data-driven methods enabled a free choice
of the intermediate representation, which was reflected by the evolution of the
objective from segmentation, to keypoints and edges, and finally the combination
of keypoints and segmentation.
We found that the latter combination of keypoints and segmentation provided
the strongest constraints in 3D space to fit a model to an observation and thus
recover its state. The deliberative choice of using 2D and 3D point correspondences
enabled the use of analytic gradients for an efficient exploration of the state space.
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The choice of objectives and the combination of their individual strengths is
a design decision which requires domain knowledge. This thesis explored these
designs, but did not answer questions about the optimal choice of meta-parameters,
such as the amount and placement of keypoints, the sub-segmentation of parts or
the choice of the truncation of distances.
Specifically for keypoints, unsupervised approaches can provide an automatic
way to learn the optimal location of meaningful keypoints [37], and remove the
need to manually select keypoints in the local link frames. A logical continua-
tion of the presented work on combining individual keypoint and segmentation
objectives would be the use of dense features [68]. Dense features combine the
pixel-level discrimination of keypoints with the density of segmentation into a
single representation. We assume that these features are less generalisable to
the currently employed model and increase the requirements on colour image
synthesis.
6.3.2 Image Synthesis
We found that the extension of depth image synthesis to the colour domain is a
non-trivial problem. The choice of pose coverage and visual variety is a trade-off
and greatly impacts the generalisability of a synthetically trained model to real
data. Articulated models of robotic manipulators largely focus on kinematic
and geometric correctness for planning and control, but neglect visual accuracy.
Additional effort has to be taken to align the visual representation of those models
with the observation. It was found that a synthesis of random background colours
and textures is not sufficient and that more realistic backgrounds are required.
The simulation-to-reality gap has implications on the accuracy of predictions
and thus limits the accuracy of the estimated state. This was especially evident
for tracking the small finger links that are also most likely affected by occlusions.
While our approach robustly tracks the arm and hand, it has limited abilities to
accurately track fingers.
Solving the image synthesis problem is necessary to provide the large amount of
data required for data-driven methods. Going further, solving the image synthesis
problem immediately enables access to arbitrary labels, that are otherwise difficult
to obtain manually.
Large realistic high-fidelity environment datasets like Matterport3D [14], Gib-
son Virtual Environment [87] and the Replica-Dataset [75] became available in
recent years and facilitate image synthesis for training. The problem of find-
ing proper visual representations of models can be approached by differentiable
rendering [46] to recover optimal texture properties from real images.
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6.3.3 Models
Methods developed in this thesis were trained and developed in such a way that
they did not require an explicit model of the manipulated or occluded objects, or
the environment in which they were applied. This was a deliberative choice to
become independent of prior knowledge about the grasping scene.
However, the proposed methods heavily relied on articulated models of the
tracked object. These models provided the backward relations that are required to
obtain gradients to explore the objective, and they provided the forward relations
that were used for image synthesis during tracking and training. The use of
articulated models was justified by the application to robotic manipulators, where
kinematic and geometric models are widely available.
By design, our approach is limited to applications where a kinematic, geometric
and visual model is available. Specifically the data-driven objectives are model-
specific and have to be retrained for new applications.
Other application domains, such as tracking the articulation of manipulated
objects where models may not be available would benefit from the simultaneous
online modelling and tracking of observed objects.
6.3.4 Optimisation
The problem of robust tracking concerns the design of the objective and the choice
of optimiser. Even with the augmentation of the objective with discriminate
information, we could not arrive at a convex objective that would converge from
arbitrary initial states to the global minimum. This is a predominant issue
for articulated models with many dependant chained transformations along a
kinematic path. The choice of initialisation is critical to avoid local minima.
This thesis eventually approached this issue from within the solver by consid-
ering many possible solutions to the objective optimum. We found this an elegant
way to mitigate the problem of initialisation and local minima to some extent.
The resampling approach assumed a bimodal distribution of states in minima
of the objective. This choice was motivated by the kinematic properties and
the visual appearance of the manipulator model but has limited applicability to
alternative kinematic structures, such as star-like hand structures.
Extensions of this work could investigate more general approaches to cluster
objective minima and further populate the distribution with random states to
enable recovering from collapses to local minima that may arise later in tracking.
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