We propose an adaptive, two steps strategy, for the estimation of mixed qubit states. We show that the strategy is optimal in a local minimax sense for the norm one distance as well as other locally quadratic figures of merit. Local minimax optimality means that given n identical qubits, there exists no estimator which can perform better than the proposed estimator on a neighborhood of size n −1/2 of an arbitrary state. In particular, it is asymptotically Bayesian optimal for a large class of prior distributions.
Introduction
State estimation is a central topic in quantum statistical inference [30, 29, 6, 26] . In broad terms the problem can be formulated as follows: given a quantum system prepared in an unknown state ρ, one would like to reconstruct the state by performing a measurement M whose random result X will be used to build an estimatorρ(X) of ρ. The quality of the measurement-estimator pair is given by the risk
where d is a distance on the space of states, for instance the fidelity distance or the trace norm, and the expectation is taken with respect to the probability distribution P M ρ of X. Since the risk depends on the unknown state ρ, one considers a global figure of merit by either averaging with respect to a prior distribution π (Bayesian setup) R π (M,ρ) = π(dρ)R ρ (M,ρ), (1.2) or by considering a maximum risk (pointwise or minimax setup)
An optimal procedure in either setup is one which achieves the minimum risk.
Typically, one measurement result does not provide enough information in order to significantly narrow down on the true state ρ. Moreover, if the measurement is "informative" then the state of the system after the measurement will contain little or no information about the initial state [33] and one needs to repeat the preparation and measurement procedure in order to estimate the state with the desired accuracy.
It is then natural to consider a framework in which we are given a number n of identically prepared systems and look for estimatorsρ n which are optimal, or become optimal in the limit of large n. This problem is the quantum analogue of the classical statistical problem [46] of estimating a parameter θ from independent identically distributed random variables X 1 , . . . , X n with distribution P θ , and some of the methods developed in this paper are inspired by the classical theory.
Various state estimation problems have been investigated in the literature and the techniques may be quite different depending on a number of factors: the dimension of the density matrix, the number of unknown parameters, the purity of the states, and the complexity of measurements over which one optimizes. A short discussion on these issues can be found in section 2.
In this paper we give an asymptotically optimal measurement strategy for qubit states that is based on the technique of local asymptotic normality introduced in [20, 21] . The technique is a quantum generalisation of Le Cam's classical statistical result [38] , and builds on previous work of Hayashi and Matsumoto [23, 27] . We use an adaptive two stage procedure involving continuous time measurements, which could in principle be implemented in practice. The idea of adaptive estimation, which has a long history in classical statistics, was first employed in the quantum set-up in [7] , and subsequently appeared in [19, 24, 28] . The aim there is similar: one wants to first localize the state and then to perform a suitably tailored measurement which performs optimally around a given state.
In the first stage, the spin components σ x , σ y and σ z are measured separately on a small portionñ ≪ n of the systems, and a rough estimatorρ n is constructed. By standard statistical arguments (see Lemma 2.1) we deduce that with high probability, the true state ρ lies within a ball of radius slightly larger than n −1/2 , say n −1/2+ǫ with ǫ > 0, centered atρ n . The purpose of the first stage is thus to localize the state within a small neighborhood as illustrated in Figure 1 (up to a unitary rotation) using the Bloch sphere representation of qubit states. This information is then used in the second stage, which is a joint measurement on the remaining n −ñ systems. This second measurement is implemented physically by two consecutive couplings, each to a bosonic field. The qubits are first coupled to the field via a spontaneous emission interaction and a continuous time heterodyne detection measurement is performed in the field. This yields information on the eigenvectors of ρ. Then the interaction is changed, and a continuous time homodyne detection is performed in the field. This yields information on the eigenvalues of ρ.
We prove that the second stage of the measurement is asymptotically optimal for all states in a ball of radius n −1/2+η aroundρ n . Here η can be chosen to be bigger that ǫ > 0 implying that the two stage procedure as a whole is asymptotically optimal for any state as depicted in Figure 2 . The optimality of the second stage relies heavily on the principle of local asymptotic normality or LAN, see [46] , which we will briefly explain below, and in particular on the fact that it holds in a ball of radius n −1/2+η aroundρ n rather than just n −1/2 as it was the case in [20] .
Let ρ 0 be a fixed state. We parametrize the neighboring states as ρ u/ √ n , where u = (u x , u y , u z ) ∈ R 3 is a certain set of local parameters around ρ 0 . Then LAN entails that the joint state ρ u n := ρ ⊗n u/ √ n of n identical qubits converges for n → ∞ to a Gaussian state of the form N u ⊗ φ u , in a sense explained in Theorem 3.1. By N u we denote a classical one-dimensional normal distribution centered at u z . The second term φ u is a Gaussian state of a harmonic oscillator, i.e. a displaced thermal equilibrium state with displacement proportional to (u x , u y ). We thus have the convergence
to a much simpler family of classical -quantum states for which we know how to optimally estimate the parameter u [30, 51] .
The idea of approximating a sequence of statistical experiments by a Gaussian one goes back to Wald [50] , and was subsequently developed by Le Cam [38] who coined the term local asymptotic normality. In quantum statistics the first ideas in the direction of local asymptotic normality for d-dimensional states appeared in the Japanese paper [25] , as well as [23] and were subsequently developed in [27] . In Theorem 3.1 we strengthen these results for the case of qubits, by proving a strong version of LAN in the spirit of Le Cam's pioneering work. We then exploit this result to prove optimality of the second stage.
From the physics perspective, our results put on a more rigorous basis the treatment of collective states of many identical spins, the keyword here being coherent spin states [31] . Indeed, it has been known since Dyson [12] that n spin-1 2 particles prepared in the spin up state | ↑ ⊗n behave asymptotically as the ground state of a quantum oscillator, when considering the fluctuations of properly normalized total spin components in the directions orthogonal to z. We extend this to spin directions making an "angle" of order n −1/2+η with the z axis, as illustrated in Figure 3 , as well as to mixed states. We believe that a similar approach can be followed in the case of spin squeezed states and continuous time measurements with feedback control [17] . In Theorem 4.1 we prove a dynamical version of LAN. The trajectory in time of the joint state of the qubits together with the field converges for large n to the corresponding trajectory of the joint state of the oscillator and field. In other words, time evolution preserves local asymptotic normality. This insures that for large n the state of the qubits "leaks" into a Gaussian state of the field, providing a concrete implementation of the convergence to the limit Gaussian experiment.
The punch line of the paper is Theorem 6.1 which says that the estimatorρ n is optimal in local minimax sense, which is the modern statistical formulation of optimality in the frequentist setup [46] . Also, its asymptotic risk is calculated explicitly.
The paper is structured as follows: in section 2, we show that the first stage of the measurement sufficiently localizes the state. In section 3, we prove that LAN holds with radius of validity n −1/2+η , and we bound its rate of convergence. sections 4 and 5 are concerned with the second stage of the measurement, i.e. with the coupling to the bosonic field and the continuous time field-measurements. Finally, in section 6, asymptotic optimality of the estimation scheme is proven.
The technical details of the proofs are relegated to the appendices in order to give the reader a more direct access to the ideas and results.
State estimation
In this section we introduce the reader to a few general aspects of quantum state estimation after which we concentrate on the qubit case.
State estimation is a generic name for a variety of results which may be classified according to the dimension of the parameter space, the kind or family of states to be estimated and the preferred estimation method. For an introduction to quantum statistical inference we refer to [6] . The collection [26] is a good reference on quantum statistical problems, with many important contributions by the Japanese school.
The dimension of the density matrix may be finite, such as in the case of qubits or d-levels atoms, or infinite as in the case of the state of a monochromatic beam of light. In the finite or parametric case one expects that the risk converges to zero as n −1 and the optimal measurement-estimator sequence (M n ,ρ n ) achieves the best constant in front of the n −1 factor. In the non-parametric case the rates of convergence are in general slower that n −1 because one has to simultaneously estimate an infinite number of matrix elements, each with rate n −1 . An important example of such an estimation technique is that of quantum homodyne tomography in quantum optics [49] . This allows the estimation with arbitrary precision [11, 40, 39] of the whole density matrix of a monochromatic beam of light by repeatedly measuring a sufficiently large number of identically prepared beams [45, 44, 52] . In [1, 9] it is shown how to formulate the problem of estimating infinite dimensional states without the need for choosing a cut-off in the dimension of the density matrix, and how to construct optimal minimax estimators of the Wigner function for a class of "smooth" states.
If we have some prior knowledge about the preparation procedure, we may encode this by parametrizing the possible states as ρ = ρ θ with θ ∈ Θ some unknown parameter. The problem is then to estimate θ optimally with respect to a distance function on Θ.
Indeed, one of the main problems in the finite dimensional case is to find optimal estimation procedures for a given family of states. It is known that if the state ρ is pure or belongs to a one parameter family, then separate measurements achieve the optimal rate of the class of joint measurements [43] . However for multi-dimensional families of mixed states this is no longer the case and joint measurements perform strictly better than separate ones [19] .
In the Bayesian setup, one optimizes R π (M n ,ρ n ) for some prior distribution π. We refer to [34, 42, 37, 14, 22, 2, 13, 5] for the pure state case, and to [10, 48, 41, 36, 3, 53, 4] for the mixed state case. The methods used here are based on group theory and can be applied only to invariant prior distributions and certain distance functions. In particular, the optimal covariant measurement in the case of completely unknown qubit states was found in [4, 27] but it has the drawback that it does not give any clue as to how it can be implemented in a real experiment.
In the pointwise approach [24, 28, 19, 7, 15, 43, 6, 27] one tries to minimize the risk for each unknown state ρ. As the optimal measurement-estimator pair cannot depend on the state itself, one optimizes the maximum risk R max (M n ,ρ n ), (see (1.3)), or a local version of this which will be defined shortly. The advantage of the pointwise approach is that it can be applied to arbitrary families of states and a large class of loss functions provided that they are locally quadratic in the chosen parameters. The underlying philosophy is that as the number n of states is sufficiently large, the problem ceases to be global and becomes a local one as the error in estimating the state parameters is of the order n −1/2 .
The Bayesian and pointwise approaches can be compared [18] , and in fact for large n the prior distribution π of the Bayesian approach becomes increasingly irrelevant and the optimal Bayesian estimator becomes asymptotically optimal in the minimax sense and vice versa.
Qubit state estimation: the localization principle
Let us now pass to the quantum statistical model which will be the object of our investigations. Let ρ ∈ M 2 (C) be an arbitrary density matrix describing the state of a qubit. Given n identically prepared qubits with joint state ρ ⊗n , we would like to optimally estimate ρ based on the result of a properly chosen joint measurement M n . For simplicity of the exposition we assume that the outcome of the measurement is an estimatorρ n ∈ M 2 (C). In practice however, the result X may belong to a complicated measure space (in our case the space of continuous time paths) and the estimator is a function of the "raw" datâ ρ n :=ρ n (X). The quality of the estimator at the state ρ is quantified by the risk
where d is a distance between states and the expectation is taken with respect to the measurement results. In our exposition d will be the trace norm
but similar results can be obtained using the fidelity distance. The aim is to find a sequence of measurements and estimators (M n ,ρ n ) which is asymptotically optimal in the local minimax sense: for any given ρ 0 lim sup
for any other sequence of measurement-estimator pairs (N n ,ρ n ). The factor n is inserted because typically R ρ (M n ,ρ n ) is of the order 1/n and the optimization is about obtaining the smallest constant factor possible. The inequality says that one cannot find an estimator which performs better thatρ n over a ball of size n −1/2+ǫ centered at ρ 0 , even if one has the knowledge that the state ρ belongs to that ball! Here, and elsewhere in the paper ǫ will appear in different contexts, as a generic strictly positive number and will be chosen to be sufficiently small for each specific use. At places where such notation may be confusing we will use additional symbols to denote small constants.
As set forth in the Introduction, our measurement procedure consists of two steps. The first one is to perform separate measurements of σ x , σ y and σ z on a fractionñ =ñ(n) of the systems. In this way we obtain a rough estimateρ n of the true state ρ which lies in a local neighborhood around ρ with high probability. The second step uses the information obtained in the first step to perform a measurement which is optimal precisely for the states in this local neighborhood. The second step ensures optimality and requires more sophisticated techniques inspired by the theory of local asymptotic normality for qubit states [20] . We begin by showing that the first step amounts to the fact that, without loss of generality, we may assume that the unknown state is in a local neighborhood of a known state. This may serve also as an a posteriori justification of the definition of local minimax optimality. 
Furthermore, for any 0 < κ < ǫ/2, ifñ = n 1−κ , the contribution to the risk E( ρ n − ρ 
Proof. For each spin component σ i we obtain i.i.d coin tosses X i with distribution P(X i = ±1) = (1 ± r i )/2 and average r i .
Hoeffding's inequality [47] then states that for all c > 0, we have P(|X i −X| 2 > c) ≤ 2 exp(− 1 2ñ c). By using this inequality three times with c = n 2ǫ−1 , once for each component, we get
which implies the statement for the norm distance since ρ n − ρ
The bound on conditional risk follows from the previous bound and the fact that ρ −ρ n 2 1 ≤ 4.
In the second step of the measurement procedure we rotate the remaining n −ñ qubits such that after rotation the vectorr is parallel to the z-axis. Afterwards, we couple the systems to the field and perform certain measurements in the field which will determine the final estimatorρ n . The details of this second step are given in sections 4 and 5, but at this moment we can already prove that the effect of errors in the the first stage of the measurement is asymptotically negligible compared to the risk of the second estimator. Indeed by Lemma 2.1 we get that ifñ = n 1−κ , then the probability that the first stage gives a "wrong" estimator (one which lies outside the local neighborhood of the true state) is of the order exp(− 1 2 n 2ǫ−κ ) and so is the risk contribution. As the typical risk of estimation is of the order 1/n, we see that the first step is practically "always" placing the estimator in a neighborhood of order n
of the true state ρ, as shown in Figure 2 . In the next section we will show that for such neighborhoods, the state of the remaining n −ñ systems behaves asymptotically as a Gaussian state. This will allow us to devise an optimal measurement scheme for qubits based on the optimal measurement for Gaussian states.
Local asymptotic normality
The optimality of the second stage of the measurement relies on the concept of local asymptotic normality [46, 20] . After a short introduction, we will prove that LAN holds for the qubit case, with radius of validity n −1/2+η for all η ∈ [0, 1/4). We will also show that its rate of convergence is O(n −1/4+η+ǫ ) for arbitrarily small ǫ.
Introduction to LAN and some definitions
Let ρ 0 be a fixed state, which by rotational symmetry can be chosen of the form
for a given 1 2 < µ < 1. We parametrize the neighboring states as ρ u/ √ n where u = (u x , u y , u z ) ∈ R 3 such that the first two components account for unitary rotations around ρ 0 , while the third one describes the change in eigenvalues
with unitary U (v) := exp(i(v x σ x + v y σ y )). The "local parameter" u should be thought of, as having a bounded range in R 3 or may even "grow slowly" as u ≤ n η .
Then, for large n, the joint state ρ
of n identical qubits approaches a Gaussian state of the form N u ⊗ φ u with the parameter u appearing solely in the average of the two Gaussians. By N u we denote a classical one-dimensional normal distribution centered at u z which relays information about the eigenvalues of ρ u/ √ n . The second term φ u is a Gaussian state of a harmonic oscillator which is a displaced thermal equilibrium state with displacement proportional to (u x , u y ). It contains information on the eigenvectors of ρ u/ √ n . We thus have the convergence
to a much simpler family of classical -quantum states for which we know how to optimally estimate the parameter u. The asymptotic splitting into a classical estimation problem for eigenvalues and a quantum one for the eigenbasis has been also noticed in [4] and in [27] , the latter coming pretty close to our formulation of local asymptotic normality.
The precise meaning of the convergence is given in Theorem 3.1 below. In short, there exist quantum channels T n which map the states ρ ⊗n u/ √ n into N u ⊗ φ u with vanishing error in trace norm distance, and uniformly over the local parameters u. From the statistical point of view the convergence implies that a statistical decision problem concerning the model ρ u n can be mapped into a similar problem for the model N u ⊗ φ u such that the optimal solution for the latter can be translated into an asymptotically optimal solution for the former. In our case the problem of estimating the state ρ turns into that of estimating the local parameter u around the first stage estimatorρ n playing the role of ρ 0 . For the family of displaced Gaussian states it is well known that the optimal estimation of the displacement is achieved by the heterodyne detection [30, 51] , while for the classical part it sufficient to take the observation as best estimator. Hence the second step will give an optimal estimatorû of u and an optimal estimator of the initial stateρ n := ρû / √ n . The precise result is formulated in Theorem 6.1
Convergence to the Gaussian model
We describe the state N u ⊗ φ u in more detail. N u is simply the classical Gaussian distribution
with mean u z and variance µ(1 − µ).
The state φ u is a density matrix on H = F (C), the representation space of the harmonic oscillator. In general, for any Hilbert space h, the Fock space over h is defined as
with ⊗ s denoting the symmetric tensor product. Thus F (C) is the simplest example of a Fock space.
be a thermal equilibrium state with |k denoting the k-th energy level of the oscillator and p = 1−µ µ < 1. For every α ∈ C define the displaced thermal state
where D(α) := exp(αa * −ᾱa) is the displacement operator, mapping the vacuum vector |0 to the coherent vector |α . Here a * and a are the creation and annihilation operators on F (C), satisfying [a, a * ] = 1. The family φ u of states in which we are interested is given by
with α u := −u y + iu x . Note that φ u does not depend on u z .
We claim that the "statistical information" contained in the joint state of n qubits
is asymptotically identical to that contained in the couple (N u , φ u ). More precisely: 
with T (H) the trace-class operators on H, such that, for any 0 ≤ η < 1/4 and any ǫ > 0,
Moreover, for each ǫ 2 > 0 there exists a function f (n) of order O(n −1/4+η+ǫ ) such that the above convergence rates are bounded by f (n), with f independent of ρ 0 as long as
Remark. The construction of the channels T n , S n in the case of fixed eigenvalues (u z = 0) is given in Theorem 1.1 of [20] . It is also shown that a similar result holds uniformly over u < C for any fixed finite constant C. In [21] , it is shown that such maps also exist in the general case, with unknown eigenvalues. A classical component then appears in the limit statistical experiment. In the above result we extend the domain of validity of these Theorems from "local" parameters u < C to "slowly growing" local neighborhoods u ≤ n η with η < 1/4. Although this may be seen as merely a technical improvement, it is in fact essential in order to insure that the result of the first step of the estimation will, with high probability, fall inside a neighborhood u ≤ n η for which local asymptotic normality still holds (see Figure 2 ).
Proof. Following [20] we will first indicate how the channels T n are constructed. The technical details of the proof can be found in Appendix A.
The space C 2 ⊗n carries two unitary representations. The representation π n of SU (2) is given by π n (u) = u ⊗n for any u ∈ SU (2), and the representationπ n of the symmetric group S(n) is given by the permutation of factors
As [π n (u),π n (τ )] = 0 for all u ∈ SU (2), τ ∈ S(n), we have the decomposition
The direct sum runs over all positive (half)-integers j up to n/2. For each fixed j, H j ∼ = C 2j+1 is an irreducible representation U j of SU (2) with total angular momentum J 2 = j(j + 1), and H j n ∼ = C nj is the irreducible representation of the symmetric group S(n) with n j = n n/2−j − n n/2−j−1 . The density matrix ρ u n is invariant under permutations and can be decomposed as a mixture of "block" density matrices
The probability distribution p n,u (j) is given by [4] :
with
where
is a binomial distribution, and the factor K(j, n, µ, u) is given by
) on the relevant values of j, i.e. the ones in an interval of order n 1/2+ǫ around j n , as long as µ u is bounded away from 1/2, which is automatically so for big n. As B n,µu (k) is the distribution of a sum of i.i.d. Bernoulli random variables, we can now use standard local asymptotic normality results [46] to conclude that if j is distributed according to p n,u , then the centered and rescaled variable
converges in distribution to a normal N u , after an additional randomization has been performed. The latter is necessary in order to "smooth" the discrete distribution into a distribution which is continuous with respect to the Lebesgue measure, and will convergence to the Gaussian distribution in total variation norm.
The measurement "which block", corresponding to the decomposition (3.11), provides us with a result j and a posterior state ρ u j,n . The function g n = g n (j) (with an additional randomization) is the classical part of the channel T n . The randomization consists of "smoothening" with a Gaussian kernel of mean g n (j) and variance 1/(2 √ n), i.e. with τ n,j :
Note that this measurement is not disturbing the state ρ u n in the sense that the average state after the measurement is the same as before.
The quantum part of T n is the same as in [20] and consists of embedding each block state ρ u j,n into the state space of the oscillator by means of an isometry V j : H j → F (C),
where {|j, m : m = −j, . . . , j} is the eigenbasis of the total spin component [20] . Then the action of the channel T n is
The inverse channel S n performs the inverse operation with respect to T n . First the oscillator state is "cut-off" to the dimension of an irreducible representation and then a block obtained in this way is placed into the decomposition (3.10) (with an additional normalization from the remaining infinite dimensional block which is negligible for the states in which we are interested).
The rest of the proof is given in Appendix A.
Time evolution of the interacting system
In the previous section, we have investigated the asymptotic equivalence between the states ρ u n and N u ⊗ φ u by means of the channel T n . We now seek to implement this in a physical situation. The N u -part will follow in section 5.2, the φ u -part will be treated in this section.
We couple the n qubits to a Bosonic field; this is the physical implementation of LAN. Subsequently, we perform a measurement in the field which will provide the information about the state of the qubits; this is the utilization of LAN in order to solve the asymptotic state estimation problem.
In this section we will limit ourselves to analyzing the joint evolution of the qubits and field. The measurement on the field is described in section 5.
Quantum stochastic differential equations
In the weak coupling limit [16] the joint evolution of the qubits and field can be described mathematically by quantum stochastic differential equations (QSDE) [32] . The basic notions here are the Fock space, the creation and annihilation operators and the quantum stochastic differential equation of the unitary evolution. The Hilbert space of the field is the Fock space F (L 2 (R)) as defined in (3.4 ). An important linearly complete set in F (L 2 (R)) is that of the exponential vectors
with inner product e(f ), e(g) = exp( f, g ). The normalized exponential states |f := e − f,f /2 e(f ) are called coherent states. The vacuum vector is |Ω := e(0) and we will denote the corresponding density matrix |Ω Ω| by Φ. The quantum noises are described by the creation and annihilation martingale operators A and a(f ) : e(g) → f, g e(g).
The increments dA t := a(χ [0,t+dt] ) − a(χ [0,t] ) and dA * t play the role of non-commuting integrators in quantum stochastic differential equations, in the same way as the one can integrate against the Brownian motion in classical stochastic calculus.
We now consider the joint unitary evolution for qubits and field defined by the quantum stochastic differential equation [32, 8] :
, and
As we will see later, the "coupling factor" 1/ √ j n of the order n −1/2 , is necessary in order to obtain convergence to the unitary evolution of the quantum harmonic oscillator and the field.
We remind the reader that the n-qubit space can be decomposed into irreducible representations as in (3.10) , and the interaction between the qubits and field respects this decomposition
where 1 is the identity operator on the multiplicity space H j n , and
is the restricted cocycle
with a j acting on the basis |j, m of H j as
Remark. We point out that the lowering operator for L z acts as creator for our cut-off oscillator since the highest vector |j, j corresponds by V j to the vacuum of the oscillator. This choice does not have any physical meaning but is only related with our convention µ > 1/2. Had we chosen µ < 1/2, then the raising operator on the qubits would correspond to creation operator on the oscillator.
By (3.11) the initial state ρ ⊗n decomposes in the same way as the unitary cocycle, and thus the whole evolution decouples into separate "blocks" for each value of j. We do not have explicit solutions to these equations but based on the conclusions drawn from LAN we expect that as n → ∞, the solutions will be well approximated by similar ones for a coupling between an oscillator and the field, at least for the states in which we are interested. As a warm up exercise we will start with this simpler limit case where the states can be calculated explicitly.
Solving the QSDE for the oscillator
Let a * and a be the creation and annihilation operators of a quantum oscillator acting on F (C). We couple the oscillator with the Bosonic field and the joint unitary evolution is described by the family of unitary operators U (t) satisfying the quantum stochastic differential equation
We choose the initial (un-normalized) state ψ(0) := e(z) ⊗ |Ω and we will find the explicit form of the vector state of the system and field at time t: ψ(t) := U (t)ψ(0).
We make the following ansatz: ψ(t) = e(α t ) ⊗ e(f t ), where
For each β ∈ C, g ∈ L 2 (R), define I(t) := e(β) ⊗ e(g), ψ(t) . We then have I(t) = exp(βα(t) + g, f t ), so that it satisfies
We now calculate d dt I(t) with the help of the QSDE. Since A t e(f ) = χ [0,t] , f e(f )
Equating (4.3) with (4.4) for all t, β and continuous g, we find f (s) = α(s),
In conclusion ψ(t) = e(ze 
QSDE for large spin
We consider now the unitary evolution for qubits and field:
It is no longer possible to obtain an explicit expression for the joint vector state ψ n (t) at time t. However we will show that for the states in which we are interested, a satisfactory explicit approximate solution exists.
The trick works for an arbitrary family of unitary solutions of a quantum stochastic differential equation dU (t) = G dt U (t), and the general idea is the following: if ψ(t) is the true state ψ(t) = U (t)ψ and ξ(t) is a vector describing an approximate evolution (ψ(0) = ξ(0)) then with U t t+dt := U (t + dt)U (t) −1 we get
By taking norms we get
The idea is now to devise a family ξ(t) such that the right side is as small as possible.
We apply this technique block-wise, that is to each unitary U j,n (t) acting on H j ⊗F(L 2 (R)) (see equation (4.2)) for a "typical" j ∈ J n (see equation (A.1) ). By means of the isometry V j we can embed the space H j into the first 2j + 1 levels of the oscillator and for simplicity we will keep the same notions as before for the operators acting on F (C). As initial states for the qubits we choose the block states ρ u j,n . 
Proof. From the proof of the local asymptotic normality Theorem 3.1 we know that the initial states of the two unitary evolutions are asymptotically close to each other
The proof consists of two estimation steps. In the first one, we will devise another initial stateρ u j,n which is an approximation of φ u and thus also of ρ u j,n :
In the second estimate we show that the evolved statesρ u j,n (t) and φ u (t) are asymptotically close to each other sup
This estimate is important because, the two trajectories are driven by different Hamiltonians, and in principle there is no reason why they should stay close to each other.
From (4.7), (4.8) and (4.9), and using triangle inequality we get
The following diagram illustrates the above estimates. The upper line concerns the time evolution of the block state ρ u j,n and the field. The lower line describes the time evolution of the oscillator and the field. The estimates show that the diagram is "asymptotically commutative" for large n.
For the rest of the proof, we refer to Appendix B.
We have shown how the mathematical statement of LAN (the joint state of qubits converges to a Gaussian state of a quantum oscillator plus a classical Gaussian random variable) can in fact be physically implemented by coupling the spins to the environment and letting them "leak" into the field. In the next section, we will use this for the specific purpose of estimating u by performing a measurement in the field.
The second stage measurement
We now describe the second stage of our measurement procedure. Recall that in the first stage a relatively small partñ = n 1−κ , 1 > κ > 0, of the qubits is measured and a rough estimatorρ n is obtained. The purpose of this estimator is to localize the state within a small neighborhood such that the machinery of local asymptotic normality of Theorem 3.1 can be applied.
In Theorem 4.1 the local asymptotic normality was extended to the level of time evolution of the qubits interacting with a bosonic field. We have proven that at time t the joint state of the qubits and field is
for u ≤ n η . The index j serves to remind the reader that the first exponential states live in different copies F (C) j of the oscillator space, corresponding to H j via the isometry V j . We will continue to identify H j with its image in F (C) j .
We can now approximate the above state by its limit for large t, since exp(−|z| 2 ) e(ze −t/2 ) j | j, j e(ze −u/2 χ [0,t] (u)) | e(ze −u/2 ) = exp(−|z| 2 e −t ). (5.1)
As we are always working with u ≤ n η , the only relevant z are bounded by n η+δ for small δ. (The remainder of the Gaussian integral has an exponentially decreasing norm, as discussed before). Thus, for large enough time (i.e. for t ≥ ln(n)), we can write ρ
Thus, the field is approximately in the state φ u depending on (u x , u y ), which is carried by the mode (u → e −u/2 χ [0,∞) (u)) ∈ L 2 (R) denoted for simplicity by e −u/2 . The atoms end up in a mixture of |j, j states with coefficients p n,u (j), which depend only on u z , and are well approximated by the Gaussian random variable N u as shown in Theorem 3.1. Moreover since there is no correlation between atoms and field, the statistical problem decouples into one concerning the estimation of the displacement in a family of Gaussian states φ u , and one for estimating the center of N u .
For the former problem, the optimal estimation procedure is known to be the heterodyne measurement [30, 51] ; for the latter, we perform a "which block" measurement. These measurements are described in the next two subsections.
The heterodyne measurement
A heterodyne measurement is a "joint measurement" of the quadratures Q := (a + a * )/ √ 2 and P := −i(a − a * )/ √ 2 of a quantum harmonic oscillator which in our case represents a mode of light. Since the two operators do not commute, the price to pay is the addition of some "noise" which will allow for an approximate measurement of both operators. The light beam passes through a beamsplitter having a vacuum mode as the second input, and then one performs a homodyne (quadrature) measurement on each of the two emerging beams. If Q v and P v are the vacuum quadratures then we measure the following output quadratures Q 1 := (Q + Q v )/ √ 2 and P 2 := (P − P v )/ √ 2, with [Q 1 , P 2 ] = 0. Since the two input beams are independent, the distribution of √ 2Q 1 is the convolution between the distribution of Q and the distribution of Q v , and similarly for √ 2P 2 .
In our case we are interested in the mode e −u/2 which is in the state φ u , up to a factor of order O(n η−1/4+ǫ , n 3η−1/2+ǫ ). From (3.6) we obtain that the distribution of Q is N ( 2(2µ − 1)u x , 1/(2(2µ − 1))), that of P is N ( 2(2µ − 1)u y , 1/(2(2µ − 1))), and the joint distribution of the rescaled output
We will denote by (ũ x ,ũ y ) the result of the heterodyne measurement rescaled by the factor √ 2µ − 1 such that with good approximation (ũ x ,ũ y ) has the above distribution and is an unbiased estimators of the parameters (u x , u y ).
Since we know in advance that the parameters (u x , u y ) must be within the radius of validity of LAN we modify the estimators (ũ x ,ũ y ) to account for this information and obtain the final estimator (û x ,û y ):
Notice that if the true state ρ is in the radius of validity of LAN aroundρ, then u ≤ n η , so that
We shall use this when proving optimality of the estimator.
Energy measurement
Having seen the φ u -part, we now move to the N u -part of the equivalence between ρ u n and N u ⊗ φ u . This too is a coupling to a bosonic field, albeit a different coupling. We also describe the measurement in the field which will provide the information on the qubit states.
The final state of the previous measurement, restricted to the atoms alone (without the field), is obtained by a partial trace of equation (5.2) (for large time) over the field
We will take this as the initial state of the second measurement, which will determine j.
A direct coupling to the J 2 does not appear to be physically available, but a coupling to the energyJ z is realizable. This suffices, because the above state satisfies j = m (up to order O(n η−1/4+ǫ , n 3η−1/2+ǫ )).
We couple the atoms to a new field (in the vacuum state |Ω ) by means of the interaction
Since this QSDE is 'essentially commutative', i.e. driven by a single classical noise B t = (A * t − A t )/i, the solution is easily seen to be
. For an initial state |j, m ⊗ |Ω , this evolution gives rise to the final state
where |f ∈ F(L 2 (R)) denotes the normalized vector exp(− f, f /2)e(f ). Applying this to the states |j, j j, j| in τ u n yields
The final state of the field results from a partial trace over the atoms; it is given by
We now perform a homodyne measurement on the field, which amounts to a direct measurement of (A t + A * t )/2t. In the state |(j/ √ nχ [0,t] , this yields the value of j with certainty for large time (i.e. t ≫ √ n). Indeed, for this state, E((A t + A * t )/2t) = j/ √ n, whereas Var(A t + A * t )/2t) = 1/(4t). Thus the probability distribution p n,u is reproduced up to order
The following is a remider from the proof of Theorem 3.1. If we start with j distributed according to p n (j) and we smoothen j √ n − √ n(µ − 1/2) with a Gaussian kernel, then we obtain a random variable g n which is continuously distributed on R and converges in distribution to N (u z , µ(1 − µ)), the error term being of order O(n η−1/2 ) + O(n ǫ−1/2 ). For j distributed according to the actual distribution, as measured by the homodyne detection experiment, we can therefore state that g n is distributed according to
As in the case of (û x ,û y ), we take into account the range of validity of LAN by defining the final estimatorû
Similarly, we note that if the true state ρ is in the radius of validity of LAN aroundρ, then u ≤ n η , so that |û z − u z | ≤ |ũ z − u z |.
Asymptotic optimality of the estimator
In order to estimate the qubit state, we have proposed a strategy consisting of the following steps. First, we useñ := n 1−κ copies of the state ρ to get a rough estimateρ n . Then we couple the remaining qubits with a field, and perform a heterodyne measurement. Finally, we couple to a different field, followed by homodyne measurement. From the measurement outcomes, we construct an estimatorρ n := ρû n/ √ n .
This strategy is asymptotically optimal in a global sense: for any true state ρ even if we knew beforehand that we are "near" ρ, it would be impossible to devise an estimator that could do better asymptotically, than our estimatorρ n on a small ball around ρ. More precisely: 
where the supremum is taken over states ρ in the neighborhood of ρ 0 . Let (µ 0 , 1 − µ 0 ) be the eigenvalues of ρ 0 with µ 0 > 1/2. Then the local asymptotic minimax risk is lim sup
Proof. We write the risk as the sum of two terms corresponding to the events E and E c thatρ n is inside or outside the ball of radius n −1/2+ǫ around ρ. Recall that LAN is valid inside the ball. Thus
We bound the first part by R 1 and the second part by R 2 as shown below.
R 1 equals P(E c ) times the maximum error, which is 4 since for any pair of density matrices ρ and σ, we
According to Lemma 2.1 this probability goes to zero exponentially fast, therefore the contribution brought by this term can be neglected.
We can now assume thatρ n is in the range of validity of local asymptotic normality and we can write ρ ⊗n = ρ u n with u the local parameter aroundρ n . We get the following inequalities for the second term in the risk.
The first two inequalities are trivial. In the third inequality we change the expectation from the one with respect to the probability distribution of our data P ρ u n (t) to the probability distribution P ρ u n (∞) . In doing so, an additional term P ρ u n (t) − P ρ u n (∞) 1 appears which is bounded from above by ρ u n (t) − ρ u n (∞) 1 . In the last inequality we can bound ρ n − ρ For the following, recall that all our LAN estimates are valid uniformly around any state ρ 0 =ρ as long as µ− 1/2 ≥ ǫ 2 > 0. As we are working with ρ different from the totally mixed state and ρ−ρ ≤ n −1/2+ǫ , we know that for big enough n,μ − 1/2 ≥ ǫ 2 for any possibleρ. We can then apply the uniform results of the previous sections.
The second term in R 2 is O(n −5/4+3η+δ , n −3/2+5η+δ ) where δ > 0 can be chosen arbitrarily small. Indeed in the end of section 4 we have proven that after time t ≥ ln n, the following holds:
). The contribution to nR(ρ,ρ n ) brought by this term will not count in the limit, as long as η and ǫ are chose such that 1/12 > η > ǫ.
We now deal with the first term in R 2 . We write ρ in local parametrization around ρ 0 =ρ as ρ un/ √ n . We have
The remainder term O( u −û n 3 n −3/2 ) is negligible. It is O(n 3η−3/2 ) which does not contribute to nR(ρ,ρ n ) for η < 1/6. This is because on the one hand we have asked for ρ n − ρ < n −1/2+ǫ , and on the other hand, we have bounded our estimatorû n by using (5.4) and (5.7).
We now evaluate E ρ u n (∞) d(u,û n ) 2 with the notation
Note that the risk ofû n is smaller than that ofũ n (see discussion below (5.4) and (5.7)). Under the law P ρ u n (∞) the estimatorũ n has a Gaussian distribution as shown in (5.3) and (5.6) with fixed and known variance and unknown expectation. In statistics this type of model is known as a Gaussian shift experiment [46] . Using (5.3) and (5.6), we get
2 ) for i = x, y. Substituting these bounds in (6.4), we obtain (6.2).
We will now show that the sequenceρ n is optimal in the local minimax sense: for any ρ 0 and any other sequence of estimators̺ n we have
We will first prove that the right hand side is the minimax risk R minimax (µ 0 ) for the family of states N u ⊗ φ u which is the limit of the local families ρ u n of qubit states centered around ρ 0 . We then extend the result to our sequence of quantum statistical models ρ u n .
The minimax optimality for N u ⊗ φ u can be checked separately for the classical and the quantum part of the experiment. For the quantum part φ u , the optimal measurement is known to be the heterodyne measurement. A proof of this fact can be found in Lemma 7.4 of [20] . For the classical part, which corresponds to the measurement of L z , the optimal estimator is simply the random variable X ∼ N u itself [46] .
We now end the proof by using the other direction of LAN. Suppose that there exists a better sequence of estimators̺ n such that
0 . We will show that this leads to an estimatorû of u for the family N u ⊗ φ u whose maximum risk is smaller than the minimax risk R minimax (µ 0 ), which is impossible.
By means of a beamsplitter one can divide the state φ u into two independent Gaussian modes, using a thermal state φ := φ 0 as the second input. If r and t are the reflectivity and respective transmitivity of the beamsplitter (r 2 + t 2 = 1), then the transmitted beam has state φ u tr = φ tu and the reflected one
By performing a heterodyne measurement on the latter, and observing the classical part N u , we can localize u within a big ball around the resultũ with high probability, in the spirit of Lemma 2.1. More precisely, for any smallǫ > 0 we can find a > 0 big enough such that the risk contribution from unlikelyũ's is small
Summarizing the localization step, we may assume that the parameter u satisfies u < a with anǫ loss of risk, where a = a(r,ǫ). Now let n be large enough such that n ǫ > a, then the parameter u falls within the domain of convergence of the inverse map S n of Theorem 3.1 and by (3.9) (with ǫ replacing η and δ replacing ǫ) we have
for some constant C.
Next we perform the measurement leading to the estimator̺ n and equivalently to an estimatorû n of u. Without loss of risk we can implement the condition u < a into the estimatorû n in a similar fashion as in (5.4) and (5.7). The risk of this estimation procedure for φ u is then bounded from above by the sum of three terms: the risk nR ρ (̺ n )/t 2 coming from the qubit estimation, the error contribution from the map S n which is a 2 n −1/4+ǫ+δ , and the localization risk contributionǫ. This risk bound uses the same technique as the third inequality of (6.3). The second contribution can be made arbitrarily small by choosing n large enough, for ǫ < 1/4. From our assumption we have R 0 < R minimax (µ 0 ) and we can choose t close to one such that R 0 /t 2 < R minimax (µ 0 ) and further chooseǫ such that R 0 /t 2 +ǫ < R minimax (µ 0 ).
In conclusion, we get that the risk for estimating u is asymptotically smaller that the risk of the heterodyne measurement combined with observing the classical part which is known to be minimax [20] . Hence no such sequence̺ n exists, andρ n is optimal.
Remark. In Theorem 6.1, we have used the risk function
However, the obtained results can easily be adapted to any distance measure d 2 (ρû, ρ u ) which is locally quadratic inû − u, i.e.
For instance, one may choose
For non-pure states, this is easily seen to be locally quadratic with
For the corresponding risk function R F (ρ,ρ n ) := E(1 − F 2 (ρ,ρ n )), this yields lim sup 6) with the same asymptotically optimalρ. The asymptotic rate R F ∼ 4µ0+1 4n
was found earlier in [4] , using different methods.
Conclusions
In this article, we have shown two properties of quantum local asymptotic normality (LAN) for qubits. First of all, we have seen that its radius of validity is arbitrarily close to n −1/4 rather than n −1/2 . And secondly, we have seen how LAN can be implemented physically, in a quantum optical setup.
We use these properties to construct an asymptotically optimal estimatorρ n of the qubit state ρ, provided that we are given n identical copies of ρ. Compared with other optimal estimation methods [4, 27] , our measurement technique makes a significant step in the direction of an experimental implementation.
The construction and optimality ofρ n are shown in three steps.
I In the preliminary stage, we perform measurements of σ x , σ y and σ z on a fractionñ = n 1−κ of the n atoms. As shown in section 2, this yields a rough estimateρ n which lies within a distance n −1/2+ǫ of the true state ρ with high probability.
II In section 3, it is shown that local asymptotic normality holds within a ball of radius n
around ρ (η > ǫ). This means that locally, for n → ∞, all statistical problems concerning the n identically prepared qubits are equivalent to statistical problems concerning a Gaussian distribution N u and its quantum analogue, a displaced thermal state φ u of the harmonic oscillator.
Together, I and II imply that the principle of LAN has been extended to a global setting. It can now be used for a wide range of asymptotic statistical problems, including the global problem of state estimation. Note that this hinges on the rather subtle extension of the range of validity of LAN to neighborhoods of radius larger than n −1/2 .
III LAN provides an abstract equivalence between the n-qubit states ρ ⊗n u/ √ n on the one hand, and on the other hand the Gaussian states N u ⊗ φ u . In sections 4 and 5 it is shown that this abstract equivalence can be implemented physically by two consecutive couplings to the electromagnetic field. For the particular problem of state estimation, homodyne and heterodyne detection on the electromagnetic field then yield the data from which the optimal estimatorρ n is computed.
Finally, in section 6, it is shown that the estimatorρ n , constructed above, is optimal in a local minimax sense. Local here means that optimality holds in a ball of radius slightly bigger than n −1/2 around any state ρ 0 except the tracial state. That is, even if we had known beforehand that the true state lies within this ball around ρ 0 , we would not have been able to construct a better estimator thanρ n , which is of course independent of ρ 0 .
For this asymptotically optimal estimator, we have shown that the risk R converges to zero at rate R(ρ,ρ n ) ∼ The risk is defined as R(ρ,ρ) = E(d 2 (ρ,ρ)), where we have chosen d(ρ, ρ) to be the L 1 -distance ρ−ρ 1 := Tr(|ρ − ρ|). This seems to be a rather natural choice because of its direct physical significance as the worst case difference between the probabilities induced byρ and ρ on a single event.
Even still, we emphasize that the same procedure can be applied to a wide range of other risk functions. Due to the local nature of the estimatorρ n for large n, its rate of convergence in a risk R is only sensitive to the lowest order Taylor expansion of R in local parametersû − u. The procedure can therefore easily be adapted to other risk functions, provided that the distance measure d 2 (ρû, ρ u ) is locally quadratic in
A Appendix: Proof of Theorem 3.1
Here we give the technical details of the proof of local asymptotic normality with "slowly growing" local neighborhoods u ≤ n η , with η < 1/4. We start with the map T n .
A.1 Proof of Theorem 3.1; the map T n Let us define, for 0 < ǫ < (1/4 − η) the interval
Notice that j ∈ J n satisfies 2j ≥ ǫ 2 n for all µ − 1/2 ≥ ǫ 2 and n big enough, independently of µ.
Then J n contains the relevant values of j, uniformly for µ − 1/2 ≥ ǫ 2 :
This is a consequence of Hoeffding's inequality applied to the binomial distribution, and recalling that
We upper-bound T n (ρ
The first two terms are "classical" and converge to zero uniformly over u ≤ n η : for the first term, this is (A.2), while the second term converges uniformly on µ − 1/2 ≥ ǫ 2 at rate n η−1/2 [35] . The third term can be analyzed as in Proposition 5.1 of [20] :
where P j := V j V * j is the projection onto the image of V j . We will show that both terms on the right side go to zero uniformly at rate n −1/4+η+ǫ over j ∈ J n and u ≤ n η . The trick is to note that displaced thermal equilibrium states are Gaussian mixtures of coherent states
The second term on the left side of (A.4) is bounded from above by
which after some simple computations can be reduced (up to a constant) to e −|z| 2 /2s
We now split the integral. the first part is integrating over |z| ≥ n η+δ with 0 < δ < 1/4 − η/2. The integral is dominated by the Gaussian and its value is O(e −n 2(η+δ) /(2s 2 ) ). The other part is bounded by the supremum over |z| ≤ 2n
uniformly on j ∈ J n , for any µ − 1/2 ≥ ǫ 2 since then 2j ≥ ǫ 2 n.
The same type of estimates apply to the first term
The first term on the right side does not depend on u. From the proof of Lemma 5.4 of [20] , we know that
with p = (1 − µ)/µ. Now the left side is of the order p 2j+1 which converges exponentially fast to zero
The second term of (A.7) can be bounded again by a Gaussian integral
where the operator ∆(u, z, j) is given by
Again, we split the integral along z ≥ n η+δ . The outer part converges to zero faster than any power of n, as we have already seen. The inner integral, on the other hand, can be bounded uniformly over u ≤ n η , µ − 1/2 ≥ ǫ 2 and j ∈ J n by the supremum of ∆(u, z, j) 1 over |z| ≤ 2n
j ∈ J n and u ≤ n η .
Letz ∈ R 2 be such that αz = z/ √ 2µ − 1, and denote ψ(n, j, v) = V j U j (v/ √ n)|j, j . Then, up to a √ 2 factor, ∆(u, z, j) 1 is bounded from above by the
This is obtained by adding and subtracting |ψ(n, j,z) ψ(n, j,z)| and |ψ(n, j, u +z) ψ(n, j, u +z)| and using the fact that |ψ ψ| − |φ φ| 1 = √ 2 ψ − φ for normalized vectors ψ, φ.
The two first terms are similar, we want to dominate them uniformly: we replace u +z byz with |z| ≤ 2n η+δ . We then write:
(A.10) If z = |z|e iθ then we have [27] k|ψ(n, j,z) = 2j
In (A.10) we choose r = n 2η+ǫ3 with ǫ 3 satisfying the conditions 2δ + 2η + ǫ < 2η + ǫ 3 + ǫ < 1/2 and η + ǫ 3 < 1/4. Then the tail sums are of the order
For the finite sums we use the following estimates which are uniform over all |z| ≤ 2n η+δ , k ≤ r, j ∈ J n :
where we have used on the last line that (1 + x/n) n = exp(x)(1 + O(n −1/2 x)) for x ≤ n 1/2−ǫ4 (cf. [35] ).
This is enough to show that the finite sum converges uniformly to zero at rate O(n 2η−1/2+ǫ+ǫ3 ) (the worst if ǫ 3 is small enough) and thus the first second terms in (A.9) as the square root of this, that is O(n η−1/4+ǫ/2+ǫ3/2 ).
Notice that the errors terms depend on µ only through j, and that 2j ≥ ǫn for µ − 1/2 ≥ ǫ 2 . Hence they are uniform in µ.
We pass now to the third term of (A.9). By direct computation it can be shown that if we consider two general elements exp(iX 1 ) and exp(iX 2 ) of SU (2) with
where the O(·) contains only third order terms in X 1 , X 2 . If X 1 , X 2 are in the linear span of σ x and σ y then all third order monomials are such linear combinations as well.
In particular we get that for z, u ≤ n η+ǫ3 :
Finally,using the fact that |j, j is an eigenvector of L z , the third term in (A.9) can be written as |j, j j, j| − U j (β)|j, j j, j|U j (β) * and both states are pure, so it suffices to show that the scalar product converges to to one uniformly. Using (A.12) and the expression of j|U j (β)|j [27] we get, as j ≤ n,
which implies that the third term in (A.9) is of order O(n −1+4η+4ǫ3 ). By choosing ǫ 3 and ǫ small enough, we obtain that all terms used in bounding (A.8) are uniformly O(n −1/4+η+ǫ ) for any ǫ > 0.
This ends the proof of convergence (3.8) from the n qubit state to the oscillator.
A.2 Proof of Theorem 3.1; the map S n
The opposite direction (3.9) does not require much additional estimation, so will only give an outline of the argument.
Given the state N u ⊗ φ u , we would like to map it into ρ u n or close to this state, by means of a completely positive map S n .
Let X be the classical random variable with probability distribution N u . With X we generate a random j ∈ Z as follows
This choice is evident from the scaling properties of the probability distribution p u n which we want to reconstruct. Let q u n be the probability distribution of j(X). By classical local asymptotic normality results we have the convergence
Now, if the integer j is in the interval J n then we prepare the n qubits in block diagonal state with the only non-zero block corresponding to the j'th irreducible representation of SU (2):
The transformation φ u → τ u n,j is trace preserving and completely positive [20] . If j / ∈ J n then we may prepare the qubits in an arbitrary state which we also denote by τ u n,j . The total channel S n then acts as follows
We estimate the error ρ u n − τ u n 1 as
The first term on the r.h.s. is O(n η−1/2 ) (see (A.13)), the second term is O(n ǫ−1/2 ) (see (A.2)). As for the third term, we use the triangle inequality to write, for j ∈ J n ,
The first term is O(e −n(1/2−η−2δ) ), according to the discussion following equation (A.6). The second term on the right is O(n −1/4+η+ǫ ) according to equations (A.7) through (A.12).
Summarizing, we have
, which establishes the proof in the inverse direction.
B Appendix: Proof of Theorem 4.1
First estimate. We build up the stateρ u j,n by taking linear combinations of number states |m to obtain an approximate coherent state |z , and finally mixing such states with a Gaussian distribution to get an approximate displaced thermal state. Consider the approximate coherent vector Pm|z , for some fixed z ∈ C andm = n γ , with γ to be fixed later. Define the normalized vector
We mix the above states to obtaiñ
Recall that s 2 = (1 − µ)(4µ − 2), and
From the definition of |ψ n z,j we have
),
for any ǫ > 0, for any γ ≥ 2(η + ǫ). Indeed we can split the integral into two parts. The integral over the domain |z| ≥ n η+ǫ is dominated by the Gaussian factor and is O(e −n 2(η+ǫ) ). The integral over the disk |z| ≤ n η+ǫ is bounded by supremum of (B.2) since the Gaussian integrates to one, and is O(e −(γ/2−η−ǫ)n γ ). In the last step we use Stirling's formula to obtain log (n η+ǫ ) n γ / √ n γ ! ≈ (η + ǫ − γ/2)n γ log n. Note that the estimate is uniform with respect to µ − 1/2 > ǫ 2 for any fixed ǫ 2 > 0.
Second estimate. We now compare the evolved qubits stateρ u j,n (t) and the evolved oscillator state φ u (t). Let |ψ n m,j (t) = U j,n (t) |m ⊗ |Ω be the joint state at time t when the initial state of the system is |m corresponding to |j, j − m in the L z basis notation. We choose the following approximation of |ψ In the second term of the right side of (B.5) we can replace c n (m, i) (m−i)(2j−m+i+1) 2jn(i+1)
by c n (m, i + 1) and thus we obtain the same sum as in the second term of the left side of (B.4). Thus Note that under the assumption γ < 1/3 − 2ǫ/3, the right side converges to zero at rate n 3γ/2−1/2+ǫ for all m ≤m = n γ . Summarizing, the assumptions which we have made so far over γ are 2η + 2ǫ < γ < 1/3 − 2ǫ/3. Now consider the vector |ψ n z,j as defined in (B.1) and let us denote |ψ Note that the vectors |ψ n k,j (t) and |ξ n k,j (t) live in the "k-particle" subspace of H j ⊗ F(L 2 (R)) and thus are orthogonal to all vectors |ψ We now compare the approximate solution ξ n z,j (t) with the "limit" solution ψ z (t) for the oscillator coupled with the field as described in section 4.2. We can write ψ z (t) = e := E(m, n, z)
We now integrate the coherent states over the displacements z as we did in the case of local asymptotic normality in order to obtain the thermal states in which we are interested Here again we cut the integral in two parts. On |z| ≥ n η+ǫ , the Gaussian dominates, and this outer part is less than e −n η+ǫ . Now the inner part is dominated by sup |z|≤n η+ǫ E(m, n, z). Now we wantm to be not too big for (B.7) to be small, on the other hand, we want z 2m /m! to go to zero. A choice which satisfies the condition is γ = 2η + 3ǫ. By renaming ǫ we then get E(m, n, z) = O(n η−1/4+ǫ , n 3η−1/2+ǫ ), for any small enough ǫ > 0. Hence we obtain (4.6).
