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UNIPOTENT REPRESENTATIONS OF REAL CLASSICAL GROUPS
JIA-JUN MA, BINYONG SUN, AND CHEN-BO ZHU
Abstract. Let G be a complex orthogonal or complex symplectic group, and let G
be a real form of G, namely G is a real orthogonal group, a real symplectic group, a
quaternionic orthogonal group, or a quaternionic symplectic group. For a fixed parity
p P Z{2Z, we define a set Nilp
G
pgq of nilpotent G-orbits in g (the Lie algebra of G).
When p is the parity of the dimension of the standard module of G, this is the set of
the stably trivial special nilpotent orbits, which includes all rigid special nilpotent orbits.
For each O P Nilp
G
pgq, we construct all unipotent representations of G (or its metaplectic
cover when G is a real symplectic group and p is odd) attached to O via the method of
theta lifting and show in particular that they are unitary.
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1. Introduction and the main result
A fundamental problem in representation theory is to determine the unitary dual of a
given Lie group G, namely the set of equivalent classes of irreducible unitary representa-
tions of G. A principal idea, due to Kirillov and Kostant, is that there is a close connection
between irreducible unitary representations of G and the orbits of G on the dual of its
Lie algebra. This is known as orbit method (or the method of coadjoint orbits). Due to
its resemblance with the process of attaching a quantum mechanical system to a classical
mechanical system, the process of attaching a unitary representation to a coadjoint orbit
is also referred to as quantization in the representation theory literature.
As it is well-known, the orbit method has achieved tremendous success in the context
of nilpotent and solvable Lie groups [5,36]. For more general Lie groups, work of Mackey
and Duflo [21, 47] suggest that one should focus attention on reductive Lie groups. As
expounded by Vogan in his writings (see for example [69,71,72]), the problem finally is to
quantize nilpotent coadjoint orbits in reductive Lie groups. The “corresponding” unitary
representations are called unipotent representations.
Significant developments on the problem of unipotent representations occurred in the
1980’s. We mention two. Motivated by Arthur’s conjectures on unipotent representations
in the context of automorphic forms [3,4], Adams, Barbasch and Vogan established some
important local consequences for the unitary representation theory of the group G of real
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points of a connected reductive algebraic group defined over R. See [2]. The problem
of finding (integral) special unipotent representations for complex semisimple groups (as
well as their distribution characters) was solved earlier by Barbasch and Vogan [13]. In a
similar vein, Barbasch outlined his proof of the unitarity of special unipotent representa-
tions for real classical groups in his 1990 ICM talk [6]. The second major development is
Vogan’s theory of associated varieties [70] in which Vogan pursues the method of coadjoint
orbits by investigating the relationship between a Harish-Chandra module and its asso-
ciate variety. Roughly speaking, the Harish-Chandra module of a representation attached
to a nilpotent coadjoint orbit should have a simple structure after taking the “classical
limit”, and it should have a specified support dictated by the nilpotent coadjoint orbit
via the Kostant-Sekiguchi correspondence.
Simultaneously but in an entirely different direction, there were significant develop-
ments in Howe’s theory of (local) theta lifting and it was clear by the end of 1980’s that
the theory has much relevance for unitary representations of classical groups. The rele-
vant works include the notion of rank by Howe [32], the description of discrete spectrum
by Adams [1] and the preservation of unitarity in stable range theta lifting by Li [43].
Therefore it was natural, and there were many attempts, to link the orbit method with
Howe’s theory, and in particular to construct unipotent representations in this formalism.
See for example [9, 14, 27, 29, 30, 57, 60, 62, 68]. Particularly worth mentioning were the
work of Przebinda [60] in which a double fiberation of moment maps made its appearance
in the context of theta lifting, and the work of He [27] in which an innovative technique
called quantum induction was devised to show the non-vanishing of the lifted represen-
tations. More recently the double fiberation of moment maps was successfully used by
a number of authors to understand refined (nilpotent) invariants of representations such
as associated cycles and generalized Whittaker models [22,45,52,54], which among other
things demonstrate the tight link between the orbit method and Howe’s theory.
In the present article we will demonstrate that the orbit method and Howe’s theory in
fact have perfect synergy when it comes to unipotent representations. (Barbasch, Mœglin,
He and Trapa pursued a similar theme. See [9, 27, 50, 68].) We will restrict our attention
to a real classical group G of orthogonal or symplectic type and we will construct all
unipotent representations of rG attached to O via the method of theta lifting. Here rG is
either G, or the metaplectic cover of G if G is a real symplectic group, and O is a member
of our preferred set of complex nilpotent orbits, large enough to include all those which are
rigid special. Here we wish to emphasize that there have been extensive investigations of
unipotent representations for real reductive groups by Barbasch and Vogan, in particular
on the related problems of classification of the primitive ideals and Fourier inversion of
unipotent orbit integrals [10, 11], only for unitary groups complete results are known
(cf. [12, 68]), in which case all such representations may also be described in terms of
cohomological induction.
We now proceed to our setup in order to state the main technical result of this article.
Let G be either a complex orthogonal group or a complex symplectic group. Put ǫ “ 1
or ´1, when G is respectively orthogonal or symplectic. Denote by g the Lie algebra of
G and let O be a nilpotent G-orbit in g˚. Unless otherwise specified, a superscript “ ˚ ”
indicates the dual space. By identifying g˚ with g via the trace form, O is also viewed as
a nilpotent G-orbit in g. Denote by NilGpgq the set of nilpotent G-orbits in g.
In the usual way, a nilpotent G-orbit O in g is parameterized by its Young diagram.
In this article, we will label a Young diagram d by its column partition rc0, c1, ¨ ¨ ¨ , cks,
where
(1.1) c0 ě c1 ě ¨ ¨ ¨ ě ck ą 0
3represent lengths of the columns of d. If G is a trivial group, then the only nilpotent
G-orbit is labeled by the empty sequence H, and we set k “ ´1 in this case.
Fix a parity p P Z{2Z throughout the paper. Let PG be the set of partitions/Young
diagrams parameterizing the set NilGpgq. Set ǫl “ ǫp´1ql for l ě 0 and consider the
following subset of PG:
(1.2) Pp
G
:“
$&% d “ rc0, c1, ¨ ¨ ¨ , cks P PG
ˇˇˇˇ
ˇˇ ‚ all ci’s have parity p;‚ cl ě cl`1 ` 2, if 0 ď l ď k ´ 1
and ǫl “ 1.
,.- .
Let Nilp
G
pgq be the subset of NilGpgq corresponding to partitions in PpG. Write V for
the standard module of G. Note that if the group G is orthogonal and nontrivial, then
there is no partition in PG satisfying the first condition in (1.2) unless p equals the parity
of dim V.
Remarks. 1. If p is the parity of dimV, then Nilp
G
pgq is precisely the set of stably trivial
special nilpotent orbits in NilGpgq. If G is a symplectic group, then all nilpotent orbits
in Nil1
G
pgq are metaplectic-special, as defined in [35]. See also [49].
2. All rigid special nilpotent orbits in NilGpgq are stably trivial. The reader is referred to
[9, Section 2] for facts on stably trivial special nilpotent orbits.
3. Every orbit O P Nilp
G
pgq is irreducible as an algebraic variety [66, IV 2.27].
Let m be the rank of G. We identify a Cartan subalgebra of g with Cm, using the
standard coordinates. Let a superscript group indicate the space of invariant vectors
under the group action. Then Harish-Chandra isomorphism yields an identification
UpgqG “ pSpCmqqWm ,
where “U” indicates the universal enveloping algebra, “S” indicates the symmetric algebra,
and Wm denotes the subgroup of GLmpCq generated by the permutation matrices and
the diagonal matrices with diagonal entries ˘1. We may thus parameterize algebraic
characters of UpgqG by pCmq˚{Wm – Cm{Wm. Unless G is an even orthogonal group,
UpgqG equals the center Zpgq of Upgq.
For any positive integer r, denote
(1.3) ρǫr “
#
p r
2
´ 1, r
2
´ 2, ¨ ¨ ¨ , r
2
´ t r
2
uq P p1
2
Zqt r2 u, if ǫ “ 1;
p r
2
, r
2
´ 1, ¨ ¨ ¨ , r
2
´ t r´1
2
uq P p1
2
Zqt r`12 u, if ǫ “ ´1.
Definition 1.1. For a nilpotent orbit O P NilGpgq given by the partition d “ rc0, c1, ¨ ¨ ¨ , cks,
define the following element λO of C
m:
λO :“ pρǫ0c0 , ρǫ1c1, ¨ ¨ ¨ , ρǫkckq P p12Zqm.
By abuse of notation, λO also represents its image in C
m{Wm, as well as the corresponding
algebraic character of UpgqG.
Remark. If p is the parity of dimV, then for every O P Nilp
G
pgq, λO equals the algebraic
character of UpgqG determined by 1
2
Lh as in [13, Equation (1.5)] (cf. [68, Proposition
1.12] and [65, Section 7]).
We will work in the category of Casselman-Wallach representations [15,74]. Recall that
a smooth Fre´chet representation of moderate growth of a real reductive group is called a
Casselman-Wallach representation if its Harish-Chandra module has finite length.
Let G be a real form of G, namely, G is the fixed point group of an anti-holomorphic
involutive automorphism of G. Thus G is a real orthogonal group, a real symplectic
4 J.-J. MA, B. SUN, AND C.-B. ZHU
group, a quaternionic orthogonal group, or a quaternionic symplectic group. When G is
a real symplectic group, write
1 // t1, εGu // rG // G // 1
for the metaplectic cover of G. It does not split unless G is trivial. We say that a
Casselman-Wallach representation π of rG is p-genuine if εG acts on π through the scalar
multiplication by p´1qp. In all other cases, we simply set rG :“ G, and all Casselman-
Wallach representations of rG are defined to be p-genuine. When no confusion is possible,
the notion of “p-genuine” will be used in similar settings without further explanation.
For a Casselman-Wallach representation π of rG, denote Annpπq its annihilator ideal in
Upgq. Let O P Nilp
G
pgq. Following Barbasch and Vogan [2, 13], we make the following
definition.
Definition 1.2. An irreducible Casselman-Wallach representation π of rG is said to be
O-unipotent if
‚ the associated variety of Annpπq is contained in the closure O of O,
‚ the action of UpgqG on π is given by the character λO, and
‚ π is p-genuine.
Remarks. 1. The first two conditions of Definition 1.2 may also be given in terms of a
certain primitive ideal IO of Upgq. We adopt a more direct approach.
2. We comment on the third condition of Definition 1.2 by the example of G “ Sp2pRq “
SL2pRq. Take O the principal nilpotent orbit, then up to isomorphisms, there are six
irreducible Casselman-Wallach representations of rG satisfying the first two conditions.
Four of these representations also satisfy the third condition and are thus O-unipotent in
our definition. They are the irreducible components of the two oscillator representations.
The other two descend to the two irreducible principal series representations of G with
infinitesimal character λO. One of them is unitarizable and the other is not. They are
not considered as unipotent representations.
Let ΠunipO p rGq denote the set of isomorphism classes ofO-unipotent irreducible Casselman-
Wallach representations of rG. Write KOp rGq for the Grothedieck group of the category of
Casselman-Wallach representations π of rG such that the associated variety of Annpπq is
contained in O. We view ΠunipO p rGq as a subset of KOp rGq.
Fix a maximal compact subgroup K of G. Write K for the Zariski closure of K in G,
which is a universal complexification of K. Write rK Ñ K for the one or two fold covering
map induced by the covering map rG Ñ G. Denote by rK the universal complexification
of rK.
Write
g “ k‘ p,
where k is the Lie algebra of K, and p is its orthogonal complement in g with respect to
the trace form. Under the adjoint action of K, the complex variety O X p is a union of
finitely many orbits, each of dimension dimCO
2
. For any K-orbit O Ă O X p, let KOprKq
denote the Grothedieck group of the category of rK-equivariant algebraic vector bundles
on O . Put
KOprKq :“ à
O is a K-orbit in O X p
KOprKq.
Following Vogan [70, Section 8], we make the following definition.
Definition 1.3. Let O be a K-orbit in O X p. An admissible orbit datum over O is an
irreducible rK-equivariant algebraic vector bundle E on O such that
5‚ EX is isomorphic to a multiple of p
Źtop
kXq 12 as a representation of kX ;
‚ E is p-genuine.
Here X P O, EX is the fibre of E at X, kX denotes the Lie algebra of the stabilizer of X
in K, and pŹtop kXq 12 is a one-dimensional representation of kX whose tensor square is
the top degree wedge product
Źtop
kX .
Note that in the situation of classical groups we consider here, all admissible orbit data
are line bundles. Denote by Kaod
O
prKq the set of isomorphism classes of admissible orbit
data over O , to be viewed as a subset of KOprKq. Put
KaodO prKq :“ ğ
O is a K-orbit in O X p
KaodO prKq Ă KOprKq.
According to Vogan [70, Theorem 2.13], we have a canonical homomorphism
(1.4) ChO : KOp rGq Ñ KOprKq.
The main result of this article is the following theorem.
Theorem 1.4. Let O P Nilp
G
pgq. The homomorphism (1.4) restricts to a bijective map
(1.5) ChO : Π
unip
O p rGq ÝÑ KaodO prKq.
Moreover, every representation in ΠunipO p rGq is unitarizable.
Remark. When G is a quaternionic orthogonal group or an quaternionic symplectic group,
the first assertion of Theorem 1.4 is proved in Theorems 6 and 10 of [48]. See also
[68, Theorem 3.1].
Key to the proof of Theorem 1.4 is the existence of unitarizable unipotent representa-
tions with the prescribed nilpotent admissible orbit data. More precisely we shall first
prove the following result (see Theorem 5.1):
‚ for every E P KaodO prKq, there exists a unitarizable O-unipotent representation π ofrG such that ChOpπq “ E .
Our construction of the O-unipotent representation π for a given E P KaodO prKq will
be guided by a geometric process which we call descent. We describe it briefly. Write
G “ GV, where V is the standard module of G as before, which is an ǫ-symmetric
bilinear space. From the pair pV,Oq, the decent process yields another pair pV1,O1q,
where V1 is an ǫ1-symmetric bilinear space, and O1 is a nilpotent G1-orbit in Nilp
G1
pg1q.
Here ǫǫ1 “ ´1, and G1 “ GV1 . The real form G of G is specified by an additional
structure on V, which we call pǫ, 9ǫq-space, where 9ǫ “ ˘1. Assume that O is a K-orbit
in O X p. In a similar way, the decent process yields from the pair pV,Oq another pair
pV1,O 1q, where V1 is an pǫ1, 9ǫ1q-space ( 9ǫ 9ǫ1 “ ´1), giving rise to a real form G1 of G1.
The geometric process inverse to the descent will be called lifting. Apart from lifting
a nilpotent orbit, one can in fact lift an equivariant algebraic vector bundle on the nilpo-
tent orbit which has the additional property of sending an admissible orbit datum over
O 1 to an admissible orbit datum over O . Moreover, by twisting with characters of the
component group of K if necessary, this lifting map of admissible orbit data is surjective
(see Lemma 2.21). A key observation here is that the geometric processes outlined are
completely governed by a double fiberation of moment maps mentioned earlier. (Some of
the basic facts about this double fiberation first appeared in a paper of Kraft and Procesi
on the geometry of conjugate classes in classical groups [38].) This summarises the geo-
metric preparations regarding our nilpotent orbits and concludes our discussion on the
contents of Section 2.
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To construct the O-unipotent representation π, we will apply theta lifting for the dual
pair pG1, Gq, starting from an O1-unipotent representation of ĂG1 with an associated char-
acter E 1 P KaodO1 prK1q. Our model of theta lifting is provided by matrix coefficient integrals
against the oscillator representation in the so-called convergent range. The critical task
before us is to show that the lifted representation will not vanish and furthermore the
associated character E of the lifted representation is simply the lift of E 1. As a first step,
we show an upper bound of E by the lift of E 1 by some largely geometric considerations.
To achieve the equality, we adapt the idea of He mentioned earlier, namely by applying
another theta lifting to an appropriate group (of the same type as G1) and then relating
the double theta lift, via a variant of the well-known doubling method (cf. [51, 61]), to a
certain degenerate principal series representation of an appropriately large classical group
(whose structure is explicitly described in [41, 42, 76]). The end result is that the lifted
representation must have the anticipated associated character, by comparing associated
cycles within the said degenerate principal series representation. To summarize the con-
tents, we take care of the analytic preparations, namely growth of matrix coefficients,
their integrals against oscillator representations as well as degenerate principal series in
Section 3, and we combine geometry and analysis to determine the associated characters
of theta lifts in the convergent range (in a general setting) in Section 4.
In Section 5, we complete the construction of unipotent representations by an iterative
procedure. For the exhaustion part of the main theorem, we use in a crucial way the
result of Barbasch [6, 8] counting unipotent representations for a real symplectic group
and a split real odd orthogonal group. Putting together our construction of unipotent
representations with the prescribed nilpotent admissible orbit data, the counting result of
Barbasch for the specific cases just mentioned, as well as a general technique of embedding
unitary representations (via stable range theta lifting), our main theorem follows for all
the cases considered in this article.
Finally the unitarizability of all O-unipotent representations is a consequence of the
exhaustion and the construction by our concrete models. Specifically we achieve this
by showing the nonnegativity of a certain matrix coefficient integral, using a general
technique of Harris, Li and Sun [25]. Note that the unitarizability of the constructed
representations also follows from the earlier work of He on theta lifting in the so-called
strongly semistable range ([27, Chapter 5] or [28]).
Notation. We adopt the following convention throughout the article. Boldface letters
denote objects defined over C such as a complex vector space or a complex Lie group.
If an object with “ 1” (e.g. V1) is defined, all related notions will be implicitly defined
by adding a prime (e.g. G1). Epsilons, e.g. ǫ, 9ǫ, ǫ1, always mean a sign taking values
in t˘1 u. A superscript “ t” indicates the transpose and “tr” the trace, of a matrix. A
superscript “ _” indicates the contragredient representation in the appropriate contexts.
Unless otherwise specified, “Ind” and “ind” indicate the normalized smooth and Schwartz
induction1, respectively. “x , y” denotes natural parings or Hermitian inner products in
the appropriate contexts. All measures appearing in integrals on real reductive groups are
the Haar measures. The largest integer less than or equal to a real number a is denoted
by tau. Let “id” indicate the identity map in various contexts. Let i denote a fixed
?´1.
2. Classical groups and their nilpotent orbits
2.1. Complex orthogonal and symplectic groups. Let ǫ P t˘1 u. Let V be a finite
dimensional complex vector space equipped with an ǫ-symmetric non-degenerate bilinear
1For Schwartz induction, see [16].
7form x¨, ¨y
V
, to be called an ǫ-symmetric bilinear space. Denote its isometry group by
G :“ GV :“ t g P EndCpVq | xg ¨ v1, g ¨ v2yV “ xv1, v2yV , for all v1, v2 P V u .
The Lie algebra of G is given by
g :“ gV :“ tX P EndCpVq | xX ¨ v1, v2yV ` xv1, X ¨ v2yV “ 0, for all v1, v2 P V u .
Note that GV is a trivial group if and only if V “ t0u.
2.2. Real form, Cartan involution, and pǫ, 9ǫq-space. We recall some facts about real
structures and Cartan involutions on the complex classical group G. See [55, Section 1.2-
1.3]. Let 9ǫ P t˘1 u.2
Definition 2.1. An 9ǫ-real form of V is a conjugate linear automorphism J of V such
that
J2 “ ǫ 9ǫ and xJv1, Jv2yV “ xv1, v2yV, for all v1, v2 P V.
For J as in Definition 2.1, write GJ for the centralizer of J in G (we will use similar
notation without further explanation). It is a real form of G as in Table 1.
ǫ
9ǫ
1 ´1
1 real orthogonal group quaternionic orthogonal group
´1 quaternionic symplectic group real symplectic group
Table 1. The real classical group GJ
Remarks. 1. The real form GJ may also be described as the isometry group of a 9ǫ-
Hermitian space over a division algebra D, where D is R if ǫ 9ǫ “ 1 and the quaternion
algebra H if ǫ 9ǫ “ ´1.
2. Every real form of G is of the form GJ for some J .
3. The conjugate linear map J is an equivalent formulation of Adams-Barbasch-Vogan’s
notion of strong real forms [2, Definition 2.13].
Definition 2.2. An 9ǫ-Cartan form of V is a linear automorphism L of V such that
L2 “ 9ǫ and xLv1, Lv2yV “ xv1, v2yV , for all v1, v2 P V.
Given an 9ǫ-Cartan form L of V, conjugation by L yields an involution of the algebraic
group G. Thus we have a symmetric subgroup GL of G.
We omit the proof of the following lemma (cf. [55, Section 1.3]).
Lemma 2.3. For every 9ǫ-real form J of V, up to conjugation by GJ , there exists a
unique 9ǫ-Cartan form L of V such that
(a) LJ “ JL;
(b) the Hermitian form pu, vq ÞÑ xLu, Jvy
V
on V is positive definite.
Similarly, for every 9ǫ-Cartan form L of V, up to conjugation by GL, there exists a unique
9ǫ-real form J of V such that the above two conditions hold.
For L as in Lemma 2.3, conjugation by L induces a Cartan involution on GJ .
Definition 2.4. An ǫ-symmetric bilinear space V with a pair pJ, Lq as in Lemma 2.3 is
called an pǫ, 9ǫq-space.
2In [55], 9ǫ is denoted by ω.
8 J.-J. MA, B. SUN, AND C.-B. ZHU
In view of Lemma 2.3 and when no confusion is possible, we also name the pairs pV, Lq
and pV, Jq as pǫ, 9ǫq-spaces. We define the notion of a non-degenerate pǫ, 9ǫq-subspace and
isomorphisms of pǫ, 9ǫq-spaces in an obvious way.
Definition 2.5. The signature of an pǫ, 9ǫq-space pV, J, Lq is defined by the following
recipe:
SignpVq :“ SignpV, Lq :“ pn`, n´q,
where n` and n´ are respectively the dimensions of `1 and ´1 eigenspaces of L if 9ǫ “
1, and the dimensions of `i and ´i eigenspaces of L if 9ǫ “ ´1. For every L-stable
subquotient E of V, the signature SignpEq is defined analogously.
For a fixed pair pǫ, 9ǫq, the isomorphism class of an pǫ, 9ǫq-space pV, J, Lq is determined
by SignpVq. In view of Lemma 2.3, we define the signatures of the pairs pV, Lq and
pV, Jq as that of pV, J, Lq. The value of SignpVq is listed in Table 2 for the real classical
group GJ .
GJ SignpVq
Opp, qq pp, qq
Spp2n,Rq pn, nq
O˚p2nq pn, nq
Sppp, qq p2p, 2qq
Table 2. Signature of pǫ, 9ǫq-spaces
2.3. Metaplectic cover. Let pJ, Lq be as in Lemma 2.3. Put G :“ GJ and K :“ GL.
Then K :“ G X K is a maximal compact subgroup of both G and K. As a slight
modification of G, we define
rG :“ #the metaplectic double cover of G, if G is a real symplectic group;
G, otherwise.
Here “G is a real symplectic group” means that pǫ, 9ǫq “ p´1,´1q, and similar terminologies
will be used later on. In the case of a real symplectic group, we use εG to denote the
nontrivial element in the kernel of the covering homomorphism rGÑ G. In general, we use
“r” over a subgroup of G to indicate its inverse image under the covering map rG Ñ G.
For example, rK is the a maximal compact subgroup of rG with a covering map rK Ñ K
of degree 1 or 2. Similar notation will be used for other covering groups similar to rG.
When there is a need to indicate the dependence of various objects introduced on the
pǫ, 9ǫq-space V, we will add the subscript V in various notations (e.g. rGV and rKVq.
2.4. Young diagrams and complex nilpotent orbits. Let NilGpgq be the set of nilpo-
tent G-orbits in g. For n P N :“ t0, 1, 2, ¨ ¨ ¨ u, let Pǫpnq be the set of Young diagrams of
size n such that
i) rows of even length appear in even times if ǫ “ 1;
ii) rows of odd length appear in even times if ǫ “ ´1.
In this paper, a Young diagram d will be labeled by a sequence rc0, c1, ¨ ¨ ¨ , cks of integers
enumerating its columns, where k ě ´1. By convention, rc0, c1, ¨ ¨ ¨ , cks denotes the empty
sequence H which labels the empty Young diagram when k “ ´1. It is easy to see that
9Pǫpnq consists of sequences of the form rc0, c1, ¨ ¨ ¨ , cks such that
(2.1)
$’&’%
c0 ě c1 ě ¨ ¨ ¨ ě ck ą 0,řk
l“0 cl “ n, andřk
l“i cl is even, when i ” 1`ǫ2 pmod 2q and 0 ď i ď k,
and Pǫp0q :“ tHu by convention.
Definition 2.6. For a nilpotent element X in g, set
(2.2) depthpXq :“
"
max t l P N | X l ‰ 0 u , if V ‰ t0u;
´1, if V “ t0u.
Given O P NilGpgq, pick any X P O. Set depthpOq :“ depthpXq and define the Young
diagram
dO :“ rc0, c1, ¨ ¨ ¨ , cks, pk :“ depthpOq ě ´1q
where
cl :“ dimpKerpX l`1q{KerpX lqq, for all 0 ď l ď k.
We have the one-one correspondence: ([17, Chapter 5])
(2.3) NilGpgq // Pǫpdim Vq,
O
✤ // dO.
Let
Nilǫ :“
˜ğ
V
NilGVpgVq
¸O
„
where V runs over all ǫ-symmetric bilinear spaces, and „ denotes the equivalence relation
induced by isomorphisms of ǫ-symmetric bilinear spaces. Let
Pǫ :“
ğ
ně0
Pǫpnq.
The correspondence (2.3) induces a bijection
D : Nilǫ ÝÑ Pǫ.
Definition 2.7. Define the descent of a Young diagram by
∇ : Pǫ // P´ǫ
rc0, c1, ¨ ¨ ¨ , cks ✤ // rc1, ¨ ¨ ¨ , cks,
namely by removing the left most column of the diagram. By convention, ∇pHq :“ H.
Fix p P Z{2Z as in the Introduction. As highlighted in the Introduction, we will
consider the following set of partitions/Young diagrams/nilpotent orbits.
Definition 2.8. Denote ǫl :“ ǫp´1ql, for l ě 0. Let
Ppǫ :“
$&% d “ rc0, ¨ ¨ ¨ , cks P Pǫ
ˇˇˇˇ
ˇˇ ‚ all ci’s have parity p;‚ cl ě cl`1 ` 2, if 0 ď l ď k ´ 1 and
ǫl “ 1.
,.- .
By convention, H P Ppǫ . Denote by NilpGpgq the subset of NilGpgq corresponding to
partitions in Pp
G
:“ Ppǫ X Pǫpdim Vq.
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2.5. Signed Young diagrams and rational nilpotent orbits. Recall that pV, J, Lq
is an pǫ, 9ǫq-space. Under conjugation by L, the complex Lie algebra g decomposes into
˘1-eigenspaces:
(2.4) g “ k‘ p “ kV ‘ pV.
Let NilKppq be the set of nilpotent K-orbits in p.
2.5.1. Parametrization. In this section, we explain the parameterization of NilKppq.
Definition 2.9. Let Z2ě0 be the set of pairs of non-negative integers, whose elements
are called signatures. For a signature n “ pn`, n´q, its dual signature is defined to be
nˇ :“ pn´, n`q. Define a partial order on Z2ě0 by
pn`1 , n´1 q ľ pn`2 , n´2 q if and only if n`1 ě n`2 and n´1 ě n´2 .
Recall that a signed Young diagram is a Young diagram in which every box is labeled
with a ` or ´ sign in such a way that signs alternate across rows. For a signed Young
diagram which contains n`i number of “`” signs and n´i number of “´” signs in the i-th
column, we will label it by the sequence of signatures rd0, d1, ¨ ¨ ¨ , dks, where k ě ´1 and
di “ pn`i , n´i q. By convention rd0, d1, ¨ ¨ ¨ , dks labels the empty diagram when k “ ´1.
The set of all signed Young diagrams will then correspond to the set
:P :“
ğ
kě´1
t rd0, ¨ ¨ ¨ , dks P pZ2ě0ztp0, 0quqk`1 | dl ľ dˇl`1 for all 0 ď l ď k ´ 1 u .
Similar to Definition 2.7, we define the descent map
(2.5) ∇ : :P ÝÑ :P , rd0, d1, ¨ ¨ ¨ , dks ÞÑ rd1, ¨ ¨ ¨ , dks.
Definition 2.10. Given O P NilKppq, pick any X P O. Set depthpOq :“ depthpXq (see
(2.2)) and define the signed Young diagram
:dO :“ rd0, ¨ ¨ ¨ , dks, pk :“ depthpOq ě ´1q
where
dl :“ SignpKerpX l`1q{KerpX lqq, for all 0 ď l ď k.
We parameterize NilKppq via the injective map (cf. [19])
:D : NilKppq ÝÑ :P , O ÞÑ :dO .
2.5.2. Stabilizers. Let sl2pCq be the complex Lie algebra consisting of 2 ˆ 2 complex
matrices of trace zero. Write
L˚ :“
ˆ
0 1
´1 0
˙
and X˚ :“
ˆ
1{2 i{2
i{2 ´1{2
˙
.
Let O P NilKppq with :DpOq “ rd0, ¨ ¨ ¨ , dks and pick any element X P O . By [63] (also see
[70, Section 6]), there is a Lie algebra homomorphism (unique up to K-conjugation)
φk : sl2pCq Ñ g
such that
‚ φk intertwines the conjugation of L˚ on sl2pCq and the conjugation of L on g; and
‚ φkpX˚q “ X ;
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We call φk an L-compatible sl2pCq-triple attached to X .
For each l ě 0, let φl : SL2pCq Ñ GLl`1pCq denote an irreducible representation of
SL2pCq realized on Cl`1. Fix an SL2pCq-invariant p´1ql-symmetric non-degenerate bilinear
form x , yl on Cl`1. As an sl2pCq-module via φk, we have
(2.6) V “
kà
l“0
lV ⊗C C
l`1, pk :“ depthpOq ě ´1q
where Cl`1 is viewed as an sl2pCq-module via the differential of φl, and
lV :“ Homsl2pCqpCl`1, Vq
is the multiplicity space.
Let
Ll :“ p´1qt l2 u φlpL˚q.
Then pCl`1, Llq is a pp´1ql, p´1qlq-space and the Ll-stable subspace
pCl`1qX˚ :“ tv P Cl`1 | X˚ ¨ v “ 0u
has signature p1, 0q.
Define the p´1qlǫ-symmetric bilinear form x , y lV on lV by requiring that
x , y
V
“à
l
x , y lV ⊗ x , yl .
Define
lLpT q :“ L ˝ T ˝ L´1l , for all T P lV “ Homsl2pCqpCl`1, Vq.
It is routine to check that p lV, lLq is a pp´1qlǫ, p´1ql 9ǫq-space and it has signature dl´ dˇl`1
if l is even and has signature dˇl ´ dl`1 if l is odd.
Let KX :“ StabKpXq be the stabilizer of X in K, and RX the stabilizer of φk in
K. Then KX “ RX ˙UX , where UX denotes the unipotent radical of KX . Using the
decomposition (2.6), we get the following lemma from the discussion above.
Lemma 2.11. There is a canonical isomorphism
RX –
kź
l“0
pG lVq lL.
Let A :“ G{G˝ be the component group of G, where G˝ denotes the identity connected
component of G. It is isomorphic to the component group of K and is trivial unless G is
a real orthogonal group.
Suppose we are in the case when G “ Opp, qq (p, q ě 0) is a real orthogonal group.
Then K “ Opp,Cq ˆ Opq,Cq is a product of two complex orthogonal groups. For every
pair η :“ pη`, η´q P Z{2ZˆZ{2Z, let sgnη denote the character detη` ⊠ detη´ of Opp,Cqˆ
Opq,Cq, where det denotes the sign character of an orthogonal group. It obviously induces
characters on Oppq ˆOpqq, Opp, qq and A, which are still denoted by sgnη. Then
Z{2Zˆ Z{2Ñ pA, η ÞÑ sgnη
is a surjective homomorphism. Here and henceforth, “p” indicates the group of characters
of a finite abelian group.
Let p lV, lLq be as before, and set lK :“ pG lVq lL. We record the following lemma.
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Lemma 2.12. Suppose G “ Opp, qq (p, q ě 0q. Write Signp lVq “ p lp`, lp´q for 0 ď l ď
k. Then there is an obvious isomorphism
(2.7) lK –
#
Op lp`,Cq ˆOp lp´,Cq, if l is even;
GLp lp`,Cq, if l is odd.
Moreover for η :“ pη`, η´q P Z{2ZˆZ{2Z, the character sgnη of K has trivial restriction
to UX , and with respect to the isomorphism (2.7),
sgnη | lK “
#
detη
`
⊠ detη
´
, if l is even;
1, if l is odd.
Proof. The first assertion follows by using Table 2. Since UX is unipotent, it has no
nontrivial algebraic character. Thus sgnη of K has trivial restriction to UX . The last
assertion of the lemma is routine to check, which we omit. 
2.6. Dual pairs, descent and lift of nilpotent orbits.
Definition 2.13 (Dual pair). (i) A complex dual pair is a pair consisting of an ǫ-
symmetric bilinear space and an ǫ1-symmetric bilinear space, where ǫ, ǫ1 P t˘1 u with
ǫǫ1 “ ´1.
(ii) A rational dual pair is a pair consisting of an pǫ, 9ǫq-space and an pǫ1, 9ǫ1q-space, where
ǫ, ǫ1, 9ǫ, 9ǫ1 P t˘1 u with ǫǫ1 “ 9ǫ 9ǫ1 “ ´1.
Let pV, V1q be a complex dual pair. Define a p´1q-symmetric bilinear space
W :“ HomCpV, V1q,
with the form
xT1, T2yW :“ trpT☆1 T2q, for all T1, T2 PW.
Here ☆ : HomCpV, V1q – // HomCpV1, Vq is the adjoint map induced by the non-
degenerate forms on V and V1:
xTv, v1y
V1
“ @v, T☆v1D
V
, for all v P V, v1 P V1, T P HomCpV, V1q.
The pair of groups pG, G1q :“ pGV, GV1q is a complex reductive dual pair in SppWq in
the sense of Howe [31].
Further suppose that pV, J, Lq and pV1, J 1, L1q form a rational dual pair. Then the
complex symplectic space W “ HomCpV, V1q is naturally a p´1,´1q-space by defining
JWpT q :“ J 1 ˝ T ˝ J´1 and LWpT q :“ 9ǫ L1 ˝ T ˝ L´1, for all T PW.
The pair of groups pG,G1q “ pGJ
V
, GJ
1
V1
q is then a (real) reductive dual pair in SppW q,
where W :“WJW .
For the rest of this section, we work in the setting of rational dual pairs and introduce
a notion of descent and lift of nilpotent orbits in this context.
2.6.1. Moment maps. We define the following moment maps M and M1 with respect to
a complex dual pair pV, V1q:
g W
M
oo
M
1
// g1,
T☆T T✤oo ✤ // TT☆.
When we have a rational dual pair, we decompose
(2.8) W “ X ‘ Y
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where X and Y are `i and ´i eigenspaces of LW, respectively. Restriction on X induces
a pair of maps (see (2.4) for the definition of p and p1):
p X
M :“M|X
oo
M 1:“M1|X
// p1,
which are also called moment maps (with respect to the rational dual pair). By classical
invariant theory (see [75] or [53, Lemma 2.1]), the image MpX q is Zariski closed in p, and
the moment map M induces an isomorphism
(2.9) K1zzX –MpX q
of affine algebraic varieties, where K1zzX denotes the affine quotient.3 Thus [58, Corollary
4.7] implies that M maps every K1-stable Zariski closed subset of X onto a Zariski closed
subset of p. Similar statement holds for M 1. We will use these basic facts freely.
2.6.2. Lifts and descents of nilpotent orbits. Let
W˝ :“ tT PW | T is a surjective map from V onto V1 u .
Clearly W˝ ‰ H only if dim V ě dim V1.
Suppose e P O P NilGpgq and e1 P O1 P NilG1pg1q. We call e1 (resp. O1) a descent of e
(resp. O), if there exits T PW˝ such that
MpT q “ e and M1pT q “ e1.
Put
X ˝ :“W˝ X X ,
and write K :“ KV and K1 :“ KV1. Suppose X P O P NilKppq and X 1 P O 1 P NilK1pp1q.
We call X 1 (resp. O 1) a descent of X (resp. O), if there exits T P X ˝ such that
MpT q “ X and M 1pT q “ X 1.
In all cases, we will say that T realizes the descent, and O (resp. O) is the lift of O1 (resp.
O 1). In the notation of Definition 2.7, we then have
∇pdOq “ dO1 and ∇p:dOq “ :dO1 .
Hence the notion of descent (for nilpotent orbits) defined here agrees with that of Definition 2.7
and (2.5) (for Young diagrams). We will thus write
O
1 “∇pOq “∇V,V1pOq and O 1 “ ∇pOq “ ∇V,V1pOq.
We record a key property on descent and lift:
(2.10) MpM1´1pO1qq “ O and MpM 1´1pO 1qq “ O ,
where “ ” means taking Zariski closure. This is checked by using explicit formulas in
[18, 38] (for complex dual pairs) and [55, Lemma 14] (for rational dual pairs).
In fact by [18, Theorem 1.1], the notion of lift can be extended to an arbitrary complex
dual pair and an arbitrary complex nilpotent orbit: for any O1 P NilG1pg1q, MpM1´1pO1qq
equals to the closure of a unique nilpotent orbit O P NilGpgq. We call O the theta lift of
O1, written as
(2.11) O “ ϑV1,VpO1q.
3See [58, Section 4.4] for the definition of affine quotient.
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2.6.3. Generalized descent of nilpotent orbits. Let
Wgen :“ tT PW | the image of T is a non-degenerate subspace of V1 u
and
X gen :“Wgen X X .
Suppose X P O P NilKppq and X 1 P O 1 P NilK1pp1q. We call X 1 (resp. O 1) a generalized
descent of X (resp. O), if there exits T P X gen such that
MpT q “ X and M 1pT q “ X 1.
As before, we say that T realizes the generalized descent.
It is easy to see that for each nilpotent orbit O P NilKppq, the following three assertions
are equivalent (cf. [19, Table 4]).
‚ The orbit O has a generalized descent.
‚ The orbit O is contained in the image of the moment map M .
‚ Write :dO “ rd0, d1, ¨ ¨ ¨ , dks P :P , then
SignpV1q ľ
kÿ
i“1
di.
When this is the case, O has a unique generalized descent O 1 P NilK1pp1q, and
(2.12) :dO1 “ rd1 ` s, d2, ¨ ¨ ¨ , dks, where s :“ SignpV1q ´
kÿ
i“1
di.
We write O 1 “ ∇gen
V,V1pOq. On the other hand, different nilpotent orbits may map to a
same nilpotent orbit under ∇gen
V,V1.
Analogously, suppose e P O P NilGpgq and e1 P O1 P NilG1pg1q. We call e1 (resp. O1) a
generalized descent of e (resp. O), if there exits an element T PWgen such that
MpT q “ e and M1pT q “ e1.
When this is the case, O1 is determined by O and we write O1 “∇gen
V,V1pOq.
Lemma 2.14. Assume that O P NilKppq has a generalized descent O 1 P NilK1pp1q. Let
X P O and T P X gen such that MpT q “ X. Then K1 ¨ T is the unique closed K1-orbit in
M´1pXq. Moreover,
(2.13) O 1 “M 1pM´1pOqq XO1 “M 1pM´1pOqq XO1,
where O1 :“ G1 ¨O 1, which is the generalized descent of O :“ G ¨O.
Proof. It is elementary to check that K1 ¨T is Zariski closed in X . Then the first assertion
follows by using the isomorphism (2.9). Note that O 1 is the only K1-orbit in O1Xp1 whose
Zariski closure contains O 1. Thus the first assertion implies the second one. 
In this article, we will need to consider the following special types of nilpotent orbits.
Definition 2.15. A nilpotent oribit O P NilGpgq with dO “ rc0, c1 ¨ ¨ ¨ , cks P Pǫ is said
to be good for generalized descent if k ě 1 and c0 “ c1. A nilpotent orbit O P NilKppq is
said to be good for generalized descent if the nilpotent orbit G ¨ O P NilGpgq is good for
generalized descent.
The following lemma exhibits a certain maximality property of nilpotent orbits which
are good for generalized descent.
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Lemma 2.16. If O P NilGpgq is good for generalized descent, and O1 “∇genV,V1pOq, then
MpM1´1pO1qq “ O. Consequently, if O P NilKppq is good for generalized descent and
O 1 “ ∇gen
V,V1pOq, then O is an open K-orbit in MpM 1´1pO 1qq.
Proof. This is easy to check using the explicit description of MpM1´1pO1qq in [18, Theo-
rem 5.2 and 5.6]. 
2.6.4. Map between isotropy groups. Suppose O P NilKppq admits a descent O 1 P NilK1pp1q.
According to [38, Proposition 11.1] and [55, Lemmas 13 and 14], M´1pOq is a single
K ˆ K1-orbit contained in X ˝ and M 1pM´1pOqq “ O 1. Moreover K1 acts on M´1pOq
freely.
Fix T PM´1pOq which realizes the descent from X :“MpT q P O to X 1 :“M 1pT q P O 1.
Denote the respective isotropy subgroups by
ST :“ StabKˆK1pT q, KX :“ StabKpXq and K1X1 :“ StabK1pX 1q.
Then there is a unique homomorphism
(2.14) α : KX ÞÑ K1X1
such that ST is the graph of α:
ST “ t pk, αpkqq P KX ˆK1X1 | k P KX u .
The homomorphism α is uniquely determined by the requirement that
αpkqpTvq “ T pkvq for all v P V, k P KX .
We recall the notation in Section 2.5.2 where φk is an L-compatible sl2pCq-triple at-
tached to X . Let H˚ :“
ˆ
0 ´i
i 0
˙
. Then there is a unique L1-compatible sl2pCq-triple φk1
attached to X 1 such that (see [22, Section 5.2])
φk1pH˚q ˝ T ´ T ˝ φkpH˚q “ T.
As an sl2pCq-module via φk1,
V1 “
k´1à
lě0
lV1 ⊗ Cl`1.
We adopt notations in Section 2.5.2 to X 1 P O 1, via φk1. In particular, we have KX “
RX ˙ UX and K1X1 “ RX1 ˙ UX1 . Here UX and U1X1 are the unipotent radicals, and
RX “
śk
l“0
lK and RX1 “
śk´1
l“0
lK1 are Levi factors of KX and K
1
X1, respectively.
For each irreducible sl2pCq-module Cl`1 fix a nonzero vector vl P pCl`1qX˚ . For each
l ě 0, the map ν ÞÑ νpvlq identifies lV “ Homsl2pCqpCl`1, Vq (resp. lV1) with a subspace
lV0 of V (resp.
lV10 of V
1). For 1 ď l ď k, T☆ induces a vector space isomorphism4
τl :
l´1V1 “ l´1V10
v ÞÑT☆pvq
// lV0 “ lV.
This results in an isomorphism (which is independent of the choices of vl and vl´1)
(2.15) αl :
lK
–ÝÝÝÑ l´1K1, hl ÞÑ pτlq´1 ˝ hl ˝ τl.
4In fact, it is a similitude between the two formed spaces and satisfis L ˝ τl “ i τl ˝ L
1.
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Lemma 2.17. The homomorphism α maps RX into RX1 and maps UX into UX1 . More-
over, the map α|RX is given by
α|RX :
śk
l“0
lK //
śk´1
l“0
lK1,
ph0, h1, ¨ ¨ ¨hkq ✤ // pα1ph1q, ¨ ¨ ¨ , αkphkqq, hl P lK,
where αl (1 ď l ď k) is given in (2.15).
Proof. Note that α is a surjection since M´1pXq is a K1-orbit (see Lemma A.1 (ii) or
[55, Lemma 13]). So αpUXq is a unipotent normal subgroup in K1X1 which must be
contained in UX1 . Note that (see [17, Lemma 3.4.4])
RX “ StabKpφkpX˚qq X StabKpφkpH˚qq.
By the defintion of α and φk1, we see
αpRXq Ă StabK1pφk1pX˚qq X StabK1pφk1pH˚qq “ RX1.
The rest follows from the discussions before the lemma. 
Let A, AX and A
1
X1 be the component groups of G, KX and K
1
X1 respectively. We will
identify A with the component group of K and let χ|AX denote the pullback of χ P pA via
the natural map AX Ñ A. The homomorphism α : KX ÞÑ K1X1 induces a homomorphism
α : AX ÞÑ A1X1 , which further yields a homomorphismyA1X1 Ñ xAX , ρ1 ÞÑ ρ1 ˝ α.
Lemma 2.18. The following map is surjective:
(2.16) pAˆyA1X1 // // xAX ,
pχ, ρ1q ✤ // χ|AX ¨ pρ1 ˝ αq.
Proof. This follows easily from Lemma 2.17 and Lemma 2.12. 
2.7. Lifting of equivariant vector bundles and admissible orbit data. Recall from
the Introduction the complexification rK of rK, which is K except when G is a real sym-
plectic group. For a nilpotent K-orbit O P NilKppq, let KpOprKq denote the Grothendieck
group of p-genuine rK-equivariant coherent sheaves on O . This is a free abelian group
with a free basis consisting of isomorphism classes of irreducible p-genuine rK-equivariant
algebraic vector bundles on O . Taking the isotropy representation at a point X P O yields
an identification
(2.17) Kp
O
prKq “ RpprKXq,
where the right hand side denotes the Grothendieck group of the category of p-genuine
algebraic representations of the stabilizer group rKX .
For O P NilGpgq, let KpOprKq denote the Grothendieck group of p-genuine rK-equivariant
coherent sheaves on O X p. Since O X p is the finite union of its K-orbits, we have
(2.18) KpOprKq “ à
O is a K-orbit in O X p
K
p
O
prKq.
There is a natural partial order ľ on KpOprKq and KpOprKq: we say c1 ľ c2 (or c2 ĺ c1)
if c1 ´ c2 is represented by a p-genuine rK-equivariant coherent sheaf. The same notation
obviously applies to other Grothendieck groups.
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2.7.1. An algebraic character. Attached to a rational dual pair pV, V1q, there is a dis-
tinguished character ςV,V1 of rKˆ rK1 arising from the oscillator representation, which we
shall describe.
When G is a real symplectic group, let XV denote the i-eigenspace of L. Then rK is
identified with
t pg, cq P GLpXVq ˆ Cˆ | detpgq “ c2 u .
It has a character pg, cq ÞÑ c, which is denoted by det
1
2
XV
.
When G is a quaternionic orthogonal group, still let XV denote the i-eigenspace of L.
Then rK “ GLpXVq. Let detXV denote its determinant character.
Write SignpV1q “ pn1`, n1´q. Then the character ςV,V1 | rK is given by the following
formula:
(2.19) ςV,V1 | rK :“
$’’’&’’’%
ˆ
det
1
2
XV
˙n1`´n1´
, if G is a real symplectic group;
det
n1`´n1´
2
XV
, if G is a quaternionic orthogonal group;
the trivial character, otherwise.
The character ςV,V1 | rK1 is given by a similar formula with n1` ´ n1´ replaced by n´ ´ n`,
where pn`, n´q “ SignpVq.
2.7.2. Lift of algebraic vector bundles. In the rest of this section, we assume that p is the
parity of dim V if ǫ “ 1, and the parity of dim V1 if ǫ1 “ 1. Then ςV,V1 | rK and ςV,V1 | rK1
are p-genuine.
Suppose T P X ˝ realizes the descent from X “ MpT q P O P NilKppq to X 1 “ M 1pT q P
O 1 P NilK1pp1q. Let α : KX Ñ K1X1 be the homomorphism as in (2.14).
Let ρ1 be a p-genuine algebraic representation of rK1X1. Then the representation ςV,V1 |ĂK1X1 ⊗
ρ1 of rK1X1 descends to a representation of K1X1. Define
(2.20) ϑT pρ1q :“ ςV,V1 | rKX ⊗ pςV,V1 |ĂK1X1 ⊗ ρ1q ˝ α,
which is a p-genuine algebraic representation of rKX .
Clearly ϑT induces a homomorphism from R
pprK1X1q to RpprKXq. In view of (2.17), we
thus have a homomorphism
(2.21) ϑO1,O : K
p
O1
prK1q // Kp
O
prKq.
This is independent of the choice of T .
Suppose O P NilGpgq and O1 “ ∇pOq P NilG1pg1q. Using decomposition (2.18), we
define a homomorphism
(2.22) ϑO1,O :“
ÿ
OĂOXp
O1“∇pOqĂp1
ϑO1,O : K
p
O1
prK1q // KpOprKq
where the summation is over all pairs pO ,O 1q such that O 1 Ă p1 is the descent of O Ă OXp.
Now suppose O 1 “ ∇gen
V,V1pOq P NilK1pp1q is the generalized decent of O P NilKppq. From
the discussion in Section 2.6.3, there is an pǫ1, 9ǫ1q-space decomposition V1 “ V11‘ V12 and
an element
T P X ˝1 :“ tw P HompV, V11q | w is surjectiveu X X Ď X gen
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such that O 11 :“ K11 ¨ X 1 P NilK11pp11q is the descent of O . Here X 1 :“ M 1pT q P O 1,
K1i :“ GL1V1i is a subgroup of K
1 for i “ 1, 2, and p11 :“ pV11.
Let X :“MpT q P O and
(2.23) α1 : KX Ñ K11,X1
be the (surjective) homomorphism defined in (2.14) with respect to the descent from O
to O 11. Then the stabilizer ST :“ StabKˆK1pT q of T is given by
(2.24) ST “ t pk, α1pkqk12q P KˆK1 | k P K and k12 P K12 u .
For a p-genuine algebraic representation ρ1 of rK1X1, define a representation
(2.25) ϑgenT pρ1q :“ ςV,V1 | rKX ⊗
´
pςV,V1 | rK1
X1
⊗ ρ1qK12
¯
˝ α1.
Clearly, (2.25) is a generalization of (2.20), as K12 is the trivial group in the latter case.
As in the descent case, ϑgenT induces a homomorphism
ϑO1,O : K
prK1pO 1q Ñ KprKpOq.
Furthermore, (2.22) is extended to the generalized descent case: for every pair pO,O1q P
NilGpgq ˆ NilG1pg1q with O1 “ ∇genV,V1pOq, we define a homomorhism
ϑO1,O :“
ÿ
OĂOXp,
O1“∇gen
V,V1
pOqĂp1
ϑO1,O : K
prK1pO1q Ñ KprKpOq.
2.7.3. Lift of admissible orbit data. Now let O be a K-orbit in OXp, where O P Nilp
G
pgq.
Let X P O . The component group AX :“ KX{K˝X is an elementary abelian 2-group by
Section 2.5.2. Let kX be the Lie algebra of KX . Denote by rKX Ñ KX the covering map
induced by the covering rKÑ K.
We make the following definition.
Definition 2.19 ([70, Definition 7.13]). Let γX denote the one-dimensional KX-moduleŹtop
kX and let dγX be its differential.
5 An irreducible representation ρ of rKX is called
admissible if
(i) its differential dρ is isomorphic to a multiple of 1
2
dγX , equivalently,
ρpexppxqq “ γXpexppx{2qq ¨ id, for all x P kX , and
(ii) it is p-genuine.
Let ΦX denote the set of all isomorphism classes of admissible irreducible representa-
tions of rKX .
Definition 2.19 is obviously consistent with Definition 1.3, since a representation ρ P ΦX
determines an admissible orbit datum E P Kaod
O
prKq, where E is a rK-equivariant algebraic
vector bundle onO whose isotropy representation EX atX is isomorphic to ρ. We therefore
have an identification
(2.26) Kaod
O
prKq “ ΦX .
From the structure of KX in Lemma 2.11 and Lemma 2.12, it is easy to see that ΦX
consists of one-dimensional representations.
Lemma 2.20. The tensor product yields a simply transitive action of the character groupxAX on the set ΦX .
5dγX is the same as dγk in [70, Theorem 7.11] since k is reductive.
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Proof. It is clear that we only need to show that ΦX is nonempty. Consider a rational dual
pair pV, V1q such that O 1 “ ∇pOq P NilK1pp1q is the descent of O P NilKppq. Suppose
that T P X ˝ realizes the descent from X to X 1 P O 1. The proof of [45, Proposition 6.1]
shows that if ρ1 P ΦX1 is admissible, then ϑT pρ1q is admissible. Therefore, we may do
reductions and eventually reduce the problem to the case when V is the zero space. It is
clear that ΦX is a singleton in this case. 
By the proof of Lemma 2.20, the homomorphism (2.21) restricts to a map
(2.27) ϑO1,O : K
aod
O1 prK1q Ñ KaodO prKq.
Lemma 2.21. Let A be the component group of G which is identified with the component
group of K. Then the following map is surjective:6
pA ˆKaod
O1
prK1q // Kaod
O
prKq,
pχ, E 1q ✤ // χ ⊗ ϑO1,OpE 1q.
In particular, Kaod
O
prKq is a singleton if G is a quaternionic group.
Proof. This follows from Lemma 2.18 and Lemma 2.20. 
3. Matrix coefficient integrals and degenerate principal series
In this section, we define the notion of a ν-bounded representation and investigate the
matrix coefficient integrals of such representations against the oscillator representation as
well as certain degenerate principle series.
3.1. Matrix coefficients: growth and positivity. In this subsection, let G be an
arbitrary real reductive group.
Definition 3.1. A (complex valued) function ℓ on G is said to be of logarithmic growth
if there is a continuous homomorphism σ : G Ñ GLnpRq for some n ě 1, and an integer
d ě 0 such that
|ℓpgq| ď `logp1` trppσpgqqt ¨ σpgqqq˘d for all g P G.
Assume that a maximal compact subgroup K of G is given. Let ΞG denote Harish-
Chandra’s Ξ-function on G associated to K.
Definition 3.2. Let ν P R. A function f on G is said to be ν-bounded if there is a
positive function ℓ on G of logarithmic growth such that
|fpgq| ď ℓpgq ¨ pΞGpgqqν for all g P G.
We remark that the definition is independent of the choice of K.
Lemma 3.3. Assume that the identity connected component of G has a compact center.
Then for all ν ą 2, every ν-bounded continuous function on G is integrable (with respect
to a Haar measure).
Proof. This follows easily from the well-known estimate of Harish-Chandra’s Ξ-function,
see [73, Theorem 4.5.3]. 
6Under the identification (2.26), the tensor product of a character χ P pA on Kaod
O
prKq is identified with
the tensor product of χ|AX with the isotropy representation.
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Definition 3.4. Let ν P R. A Casselman-Wallach representation π of G is said to be
ν-bounded if there is a ν-bounded positive function f on G, and continuous seminorms
| |π on π and | |π_ on π_ such that
|xg ¨ u, vy| ď fpgq ¨ |u|π ¨ |v|π_ ,
for all g P G, u P π, v P π_.
We also recall the following positivity result on diagonal matrix coefficients, which is a
special case of [25, Theorem A. 5].
Proposition 3.5. Let G be a real reductive group with a maximal compact subgroup K.
Let π1 and π2 be two unitary representations of G such that π2 is weakly contained in the
regular representation. Let
u :“
sÿ
i“1
ui ⊗ vi P π1 ⊗ π2.
Assume that
(a) for all i, j “ 1, 2, ¨ ¨ ¨ , s, the function g ÞÑ xg ¨ ui, ujyΞGpgq on G is absolutely
integrable with respect to a Haar measure dg on G;
(b) v1, v2, ¨ ¨ ¨ , vs are all K-finite.
Then the integral
(3.1)
ż
G
xg ¨ u, uy dg
absolutely converges to a nonnegative real number.
3.2. Theta lifting via matrix coefficient integrals. We return to the setting of
Section 2.6 so that V is an pǫ, 9ǫq-space, V1 is a p´ǫ,´ 9ǫq-space, and pW, JW, LWq is
a p´1,´1q-space with W :“ HomCpV, V1q. Recall that pG,G1q “ pGJV, GJ 1V1q is a dual
pair in SppW q, where W “WJW .
Let HpW q :“ W ˆR denote the Heisenberg group attached to W , with group multipli-
cation
pu, tq ¨ pu1, t1q :“ pu` u1, t` t1 ` xu, u1yWq, u, u1 PW, t, t1 P R.
Note that W is naturally identified with a subspace of the complexified Lie algebra of
HpW q. There is a totally complex polarization W “ X ‘ Y where X and Y are the `i
and ´i eigenspaces of LW respectively. We have a Cartan decomposition:
GW “ SppW q “ KW ˆ SW.
where SW :“
 
exppXq ˇˇ X P gJW
W
, XLW ` LWX “ 0
(
.
3.2.1. The oscillator representation. The group rGˆ rG1 acts on HpW q as group automor-
phisms through the natural action of G ˆ G1 on W . Using this, we form the semidirect
product p rGˆ rG1q ˙HpW q. As in Section 2.7, we assume that p is the parity of dim V if
ǫ “ 1, and the parity of dim V1 if ǫ1 “ 1.
Definition 3.6. A smooth oscillator representation associated to pV, V1q is a smooth
Fre´chet representation ωV,V1 of p rGˆ rG1q ˙ HpW q of moderate growth such that
‚ as a representation of HpW q, it is irreducible with central character t ÞÑ ei t;
‚ rK ˆ rK 1 acts on ωX
V,V1 (the space of vectors in ωV,V1 which are annihilated by X )
through the character ςV,V1 .
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Note that the first condition in Definition 3.6 implies that the space ωX
V,V1 is one-
dimensional. If G is a nontrivial real symplectic group, a quaternionic symplectic group, or
a quaternionic orthogonal group which is not isomorphic to O˚p2q, then the first condition
also implies that rK acts on ωX
V,V1 through the character ςV,V1 | rK . Similar result holds forrK 1. The smooth oscillator representation always exists and is unique up to isomorphism.
From now on we fix a smooth oscillator representation ωV,V1 for each rational dual pair
pV, V1q.
Let ΨW be the positive function on GW which is bi-KW-invariant such that
ΨWpgq “
ź
a
p1` aq´ 12 , for every g P SW,
where a runs over all eigenvalues of g, counted with multiplicities. By abuse of notation,
we still use ΨW to denote the pullback function through the covering map rGW Ñ GW.
Lemma 3.7. Extend the irreducible representation ωV,V1|HpW q to the group rGW˙HpW q.
Then there exists continuous seminorms | ¨ |1 on ωV,V1 and | ¨ |2 on ω_V,V1 such that
|xg ¨ φ, φ1y| ď ΨWpgq ¨ |φ|1 ¨ |φ1|2 , for all g P rGW, φ P ωV,V1 , φ1 P ω_V,V1 .
Proof. This is in the proof of [43, Theorem 3.2]. 
Define
(3.2) dim˝ V :“
$’’&’%
dim V, if G is real symplectic;
dim V ´ 1, if G is quaternionic symplectic;
dim V ´ 2, if G is real orthogonal;
dim V ´ 3, if G is quaternionic orthogonal.
Let ΨW| rGˆ rG1 denote the pull back of ΨW through the natural homomorphism rGˆ rG1 ÑrGW.
Lemma 3.8. Assume that both dim˝ V and dim˝ V1 are positive. Then the pointwise
inequality
ΨW| rGˆ rG1 ď pΞ rGq dim V1dim˝ V ¨ pΞ rG1q dim Vdim˝ V1
holds.
Proof. This is easy to check, by using the well-known estimate of Harish-Chandra’s Ξ-
function (cf. [73, Theorem 4.5.3].)

3.2.2. Matrix coefficient integrals against oscillator representations. Let π be a Casselman-
Wallach representation of rG.
Definition 3.9. Assume that dim˝ V ą 0. The pair pπ, V1q is said to be in the convergent
range if
‚ π is νπ-bounded for some νπ ą 2´ dim V1dim˝ V ;‚ if G is a real symplectic group, then εG acts on π through the scalar multiplication
by p´1qdim V1.
In the rest of this section, assume that dim˝ V ą 0 and the pair pπ, V1q is in the
convergent range. Consider the following integral:
(3.3) pπp⊗ωV,V1q ˆ pπ_p⊗ω_V,V1q // C,
pu, vq ✤ // ş rG xg ¨ u, vydg.
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Lemma 3.10. The integrals in (3.3) are absolutely convergent and yield a continuous
bilinear map.
Proof. This is implied by Lemma 3.8 and Lemma 3.3. 
In view of Lemma 3.10, we define
(3.4) Θ¯V,V1pπq :“ π
p⊗ωV,V1
the left kernel of (3.3)
.
This is a Casselman-Wallach representation of rG1, since it is a quotient of the full theta
lift pπp⊗ωV,V1qG (the Hausdorff coinvariant space).
Lemma 3.11. Assume that dim˝ V1 ą 0. Then the representation Θ¯V,V1pπq is dim Vdim˝ V1 -
bounded.
Proof. This is also implied by Lemma 3.8 and Lemma 3.3. 
3.2.3. Unitarity.
Theorem 3.12. Assume that dim V1 ě dim˝ V and π is νπ-bounded for some
νπ ą
#
2´ dim V1
dim˝ V
, if dim˝ V is even,
2´ dim V1´1
dim˝ V
, if dim˝ V is odd.
Then Θ¯V,V1pπq is unitarizable if π is unitarizable. Moreover, when π is irreducible and
unitarizable, and Θ¯V,V1pπq is nonzero, then Θ¯V,V1pπq is irreducible unitarizable.
Proof. Assume that π is unitarizable. For the first claim, it suffices to show that
(3.5)
ż
rG xg ¨ u, uydg ě 0 for all u in a dense subspace of πp⊗ωV,V1 .
Here x , y denotes a Hermitian inner product on πp⊗ωV,V1 which is invariant under rG ˆ
pp rGˆ rG1q ˙ HpW qq.
Take an orthogonal decomposition
(3.6) V1 “ V11 ‘ V12
which is stable under both J 1 and L1 such that
dim V12 “
#
dim˝ V, if dim˝ V is even.
dim˝ V ` 1, if dim˝ V is odd.
(When dim˝ V is odd, dim V1 is always even.) Write
πp⊗ωV,V1 “ pπp⊗ωV,V11qp⊗ωV,V12 .
Note that the Hilbert space completions of πp⊗ωV,V11 and ωV,V12 , viewed as unitary rep-
resentations of rG, satisfy the hypothesis for π1 and π2 in Proposition 3.5. For the latter,
see [43, Theorem 3.2]. Thus (3.5) follows by Proposition 3.5.
The second claim follows from the fact that Θ¯V,V1pπq is a quotient of pωV,V1p⊗πqG
which is of finite length and has a unique irreducible quotient [33]. 
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3.3. Degenerate principal series. Let pU, JU, LUq be a nonzero pǫ, 9ǫq-space which is
split in the sense that there is a JU-stable totally isotropic subspace E of U whose di-
mension equals half of that of U. Then we have a complete polarization
(3.7) U “ E‘ E1, where E1 :“ LUpEq is also totally isotropic.
Define notations as in Section 2.3, for example GU :“ GJUU . The parabolic subgroup PE
of GU stabilizing E, has a Levi decomposition
PE “ GLE ˙NE,
where NE is the unipotent radical and GLE – GLpEqJU is the stabilizer of the polarization
(3.7) in GU. Since the covering ĂPE Ñ PE uniquely splits over NE, we view NE as a
subgroup of ĂPE. Thus we have a decompositionĂPE “ĆGLE ˙NE.
In this section, we assume that p is the parity of dimE ` 1 if GU is real orthogonal
or real symplectic, and the parity of dimE if GU is quaternionic. Let χE be a character
of ĆGLE as in Table 3. In the real symplectic case, εU denotes the nontrivial element in
the kernel of the covering rGU Ñ GU, and there are two choices of χE if U is moreover
nonzero. In the quaternionic case, det : GLE Ñ Rˆ` denotes the reduced norm.
GU χE
real orthogonal 1
real symplectic χ4
E
“ 1, χEpεUq “ p´1qp
quaternionic orthogonal det
1
2
quaternionic symplectic det´
1
2
Table 3. The character χE
For each character χ of ĆGLE, define the degenerate principal series
Ipχq :“ Ind rGUĂPE χ.
We are particularly interested in IpχEq, which plays a critical role in the study of theta
correspondence.
Define a positive function on rGU by setting
ΞUpgq :“
ż
rKU f0pxgq dx, g P
rGU,
where f0 denotes the element of Ind
rGUrPE |χE| whose restriction to rKU is the constant func-
tion 1, and dx denotes the normalized Haar measure on rKU. This function is independent
of E.
Identify the representation IpχEq_ with Ipχ´1E q via the paring
pf1, f2q ÞÑ xf1, f2y :“
ż
rKU f1pxqf2pxqdx, f1 P IpχEq, f2 P Ipχ
´1
E
q.
The following lemma is clear from the definition of ΞU.
Lemma 3.13. For all f1 P IpχEq, f2 P Ipχ´1E q and g P rGU,
|xg ¨ f1, f2y| ď ΞUpgq ¨ max
xP rKU |f1pxq| ¨ maxxP rKU |f2pxq| . 
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3.4. Matrix coefficient integrals against degenerate principal series. Now we
assume that pV, J, Lq is a non-degenerate pǫ, 9ǫq-subspace of U so that
J “ JU|V and L “ LU|V.
Then rG :“ rGV is naturally a closed subgroup of rGU. Further assume that
dim V ď dimE.
We are interested in the growth of ΞU| rG.
Lemma 3.14. Assume that dim˝ V ą 0. Then ΞU| rG is νU,V-bounded, where
(3.8) νU,V :“
$’&’%
dimU´2
2 dim˝ V
, if G is real orthogonal;
dimU`2
2 dim˝ V
, if G is real symplectic;
dimU
2 dim˝ V
, if G is quaternionic.
Proof. In view of the estimate of Harish-Chandra’s Ξ-function as in [73, Theorem 4.5.3],
and the estimate of ΞU using [73, Corollary 3.6.8], the lemma is routine to check. 
Let π be a p-genuine Casselman-Wallach representation of rG. Further assume that
dim˝ V ą 0 and
(3.9) π is νπ-bounded for some νπ ą 2´ νU,V,
where νU,V is as in (3.8).
Let J be a subquotient of the degenerate principal series IpχEq.
Lemma 3.15. The integrals in
(3.10)
pπp⊗J q ˆ pπ_p⊗J _q Ñ C
pu, vq ÞÑ ş rG xg ¨ u, vydg,
are absolutely convergent and define a continuous bilinear map.
Proof. By Lemma 3.13, there is a continuous seminorm | ¨ |
J
on J and a continuous
seminorm | ¨ |
J_
on J _ such that
|xg ¨ v1, v2y| ď ΞUpgq ¨ |v1|J ¨ |v2|J_ , for all v1 P J , v2 P J _, g P rGU.
Take a positive function ℓ on rG of logarithmic growth, and continuous seminorms | |π
on π and | |π_ on π_ such that
|xg ¨ u1, u2y| ď ℓpgq ¨ pΞ rGpgqqνpi ¨ |u1|π ¨ |u2|π_ ,
for all g P rG, u1 P π, u2 P π_.
Let | ¨ |πp⊗J denote the continuous seminorm of πp⊗J which is the projective product of
| ¨ |π and | ¨ |J . Likewise let | ¨ |π_p⊗J_ denote the continuous seminorm of π_p⊗J _ which is
the projective product of | ¨ |π_ and | ¨ |J_ . Then it is easy to see that
(3.11) |xg ¨ w1, w2y| ď ℓpgq ¨ pΞ rGpgqqνpi ¨ ΞUpgq ¨ |w1|πp⊗J ¨ |w2|π_p⊗J_ ,
for all g P rG, w1 P πp⊗J , w2 P π_p⊗J _. Thus the lemma follows by Lemma 3.3 and
Lemma 3.14. 
The orthogonal complement VK of V in U is naturally an pǫ, 9ǫq-space with JVK :“
JU|VK and LVK :“ LU|VK. Define
(3.12) RJ pπq :“ π
p⊗J
the left kernel of the bilinear map (3.10)
.
It is a smooth Fre´chet representation of rGVK of moderate growth.
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Let pV´, JV´ , LV´q denote the pǫ, 9ǫq-space which equals V as a vector space, and is
equipped with the form ´x , y
V
, the conjugate linear map JV´ “ J , and the linear map
LV´ “ ´L. Then we have an obvious identification GV´ “ GV. We identify V´ with
an pǫ, 9ǫq-subspace of VK and fix a JU-stable subspace E0 in E such that
(3.13) VK “ V´ ‘ pE0 ‘ E10q, E “ V△ ‘ E0 and E1 “ V∇ ‘ E10,
where E10 “ LVKpE0q,
V△ :“ tpv, vq P V ‘ V´ | v P Vu and V∇ :“ tpv,´vq P V ‘ V´ | v P Vu.
In particular, G :“ GV is identified with a subgroup of GVK. Let GLE0 :“ GLpE0qJVK |E0
and let
PE0 “ME0 ˙NE0
denote the parabolic subgroup of GVK stabilizing E0, where NE0 denotes the unipotent
radical, and ME0 “ Gˆ GLE0 is the Levi subgroup stabilizing the first decomposition in
(3.13).
Let χE0 denotes the restriction of χE to
ĆGLE0 . Then π ⊗ χE0 , which is preliminarily a
representation of rGˆ ĆGLE0 , descends to a representation of ĂME0 .
The rest of this section is devoted to a proof of the following proposition.
Proposition 3.16. There is an isomorphism
RIpχEqpπq – Ind
rG
VKrPE0 pπ ⊗ χE0q
of representations of rGVK.
Identify IpχEq with the space of smooth sections of the line bundle
LpχEq :“ rPEzp rGU ˆ pχE ⊗ ρEqq
over rPEz rGU, where ρE denotes the positive character of rPE whose square is the modular
character.
Note that rG˝
U
:“ rPE rG rGVK is open in rGU. Put
I˝pχEq :“
"
f P IpχEq
ˇˇˇˇ pDfq| rGUz rG˝U “ 0 for all left invariant
differential operators D on rGU
*
.
It is identical to the space of Schwartz sections of LpχEq over rPEz rG˝U. Similarly we define
a subspace I˝pχ´1
E
q of Ipχ´1
E
q.
As in (3.10), we define a continuous bilinear map
(3.14) pπp⊗I˝pχEqq ˆ pπ_p⊗I˝pχ´1E qq Ñ C.
Using this map, we define a representation RI˝pχEqpπq of rGVK as in (3.12).
Put
(3.15) P 1
E0
:“ GLE0 ˙NE0 .
Lemma 3.17. There is a canonical isomorphism
(3.16) πp⊗I˝pχEq – ind rGVKrP 1
E0
pπ ⊗ χE0q
of representations of rG ˆ rGVK, where rG acts diagonally on the left hand side of (3.16),
and it acts on the right hand side of (3.16) by
pg ¨ fqpxq “ g ¨ pfpg´1xqq, f P ind rGVKrP 1
E0
pπ ⊗ χE0q, g P rG, x P rGVK.
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Proof. Note that rPEz rG˝U “ rP 1E0z rGVK
and thus
(3.17) I˝pχEq – ind
rG
VKrP 1
E0
χE0
as representations of rGˆ rGVK , where rG acts on the right hand side of (3.17) by
pg ¨ fqpxq “ fpg´1xq, f P ind rGVKrP 1
E0
χE0 , g P rG, x P rGVK .
The lemma then easily follows by (3.17). 
Lemma 3.18. The representation RI˝pχEqpπq is isomorphic to Ind
rG
VKrPE0 pπ ⊗ χE0q.
Proof. Similar to (3.16), we have a canonical isomorphism
(3.18) π_r⊗I˝pχ´1
E
q – ind rGVKrP 1
E0
pπ_ ⊗ χ´1
E0
q.
It is clear that the continuous linear map
ξ : ind
rG
VKrP 1
E0
pπ ⊗ χE0q ÝÑ Ind
rG
VKrPE0 pπ ⊗ χE0q,
f ÞÑ
´
x ÞÑ ş rPE0{ rP 1E0 pρE0pgqq ¨ pg ¨ pfpg´1xqqq dg¯ ,
is rGVK-intertwining and surjective, where ρE0 denotes the positive character of rPE0 whose
square is the modular character, and dg denotes a rPE0-invariant positive Borel measure
on rPpE0q{rP1pE0q. Similarly, we define a rGVK-intertwining surjective continuous linear
map
(3.19) ξ1 : ind
rG
VKrP 1
E0
pπ_ ⊗ χ´1
E0
q Ñ Ind rGVKrPE0 pπ_ ⊗ χ´1E0q.
It is elementary to see that, when the invariant measures are suitably normalized,
(3.20) xξpfq, ξ1pf 1qy “
ż
rG xg ¨ f, f
1y dg,
for all f and f 1 in the domains of ξ and ξ1, respectively. Note that under isomorphisms
(3.16) and (3.18), the paring between the domains of ξ and ξ1 as in the right hand side
of (3.20) agrees with the paring (3.14) between πp⊗I˝pχEq and π_p⊗I˝pχ´1E q. Thus the
lemma follows as the natural pairing between Ind
rG
VKrPE0 pπ ⊗ χE0q and Ind
rG
VKrPE0 pπ_ ⊗ χ´1E0q
is non-degenerate. 
Lemma 3.19. Let u P πp⊗IpχEq. If
(3.21)
ż
rGxg ¨ u, vy dg “ 0
for all v P π_p⊗I˝pχ´1
E
q, then (3.21) also holds for all v P π_p⊗Ipχ´1
E
q.
Proof. Take a sequence pη1, η2, η3, ¨ ¨ ¨ q of real valued smooth functions on rPEz rGU such
that
‚ for all i ě 1, supppηiq Ă rPEz rG˝U and 0 ď ηipxq ď ηi`1pxq ď 1 for all x P rPEz rGU;
‚ Ť8i“1 η´1i p1q “ rPEz rG˝U.
27
Let v P π_p⊗Ipχ´1
E
q. Note that ηiIpχ´1E q Ă I˝pχ´1E q. Thus ηiv P π_p⊗I˝pχ´1E q.
In the proof of Lemma 3.15, take J “ IpχEq and
|f1|J “ max
xP rKUt|f1pxq| | x P rKUu and |f2|J_ “ maxxP rKUt|f2pxq| | x P rKUu,
for all f1 P IpχEq, f2 P Ipχ´1E q. Then
|ηiv|π_p⊗J_ ď |v|π_p⊗J_ .
Thus by (3.11) and Lebesgue’s dominated convergence theorem,ż
rG xg ¨ u, vy dg “ limiÑ`8
ż
rG xg ¨ u, ηivy dg “ 0.

Lemma 3.20. Let u P πp⊗IpχEq. Then there is a vector u1 P πp⊗I˝pχEq such that
(3.22)
ż
rGxg ¨ u, vy dg “
ż
rGxg ¨ u
1, vy dg
for all v P π_p⊗I˝pχ´1
E
q.
Proof. Similar to Lemma 3.19, we know that for every v P π_p⊗I˝pχ´1
E
q, if
(3.23)
ż
rGxg ¨ u
1, vy dg “ 0 for all u1 P πp⊗I˝pχEq,
then (3.23) also holds for all u1 P πp⊗IpχEq. The proof of Lemma 3.18 shows that v satisfies
(3.23) if and only if it is in the kernel of ξ1. Here ξ1 is as in (3.19), and π_p⊗I˝pχ´1
E
q is
identified with ind
rG
VKrP 1
E0
pπ_ ⊗ χ´1
E0
q as in (3.18). Thus the continuous linear functional
π_p⊗I˝pχ´1
E
q // C,
v ✤ //
ş rG xg ¨ u, vy dg
descents to a continuous linear functional
ϕu : Ind
rG
VKrPE0 pπ_ ⊗ χ´1E0q ÝÑ C.
Using the theorem of Dixmier-Malliavin [20, Theorem 3.3], we write
u “
sÿ
i“1
ż
rG
VK
φipgqg ¨ ui dg,
where φi’s are compactly supported smooth functions on rGVK , and ui’s are elements of
πp⊗IpχEq. Here rGVK acts on πp⊗IpχEq through the restriction of the action of rGU on IpχEq.
Then it is easily checked that for every v1 P Ind rGVKrPE0 pπ_ ⊗ χ´1E0 q,
ϕupv1q “
sÿ
i“1
ϕui
˜ż
rG
VK
φipg´1qg ¨ v1 dg
¸
.
This equals the evaluation at v1 of the linear functional
sÿ
i“1
ż
rG
VK
φipgqg ¨ ϕui dg.
By [67, Lemma 3.5], the above functional equals the pairing with an element of Ind
rG
VKrPE0 pπ ⊗
χE0q, and the lemma then follows by the proof of Lemma 3.18. 
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Now Proposition 3.16 follows by Lemmas 3.18, 3.19 and 3.20.
3.5. Degenerate principal series and Rallis quotients. We are in the setting of
Section 3.2 and Section 3.3. Assume that dim˝ V1 ą 0. Recall U “ E ‘ E1 from (3.7)
and assume that
(3.24) dimE “ dim V1 ` δ, where δ :“
$’&’%
1, if GU is real orthogonal;
´1, if GU is real symplectic;
0, if GU is quaternionic.
The Rallis quotient pωV1,Uq rG1 is an irreducible unitarizable representation of rGU (cf.
[39, 61, 76]). Let 1V1 denote the trivial representation of rG1. Then p1V1,Uq is in the
convergent range.
Lemma 3.21. One has that
Θ¯V1,Up1V1q – pωV1,Uq rG1.
Proof. Since pωV1,Uq rG1 is irreducible and Θ¯V1,Up1V1q is obviously a quotient of pωV1,Uq rG1,
it suffices to show that Θ¯V1,Up1V1q is nonzero.
Write V 10 for the standard real or quaternionic representation of G
1. As usual, realize
both ωV1,U and ω
_
V1,U on the space of Schwartz functions on V
1
0
d, where d “ dimE if G1 is
real orthogonal or real symplectic, and d “ 1
2
dimE if G1 is quaternionic. Take a positive
valued Schwartz function φ on V 10
d. Then
xg ¨ φ, φy “
ż
V 10
d
φpg´1 ¨ xq ¨ φpxq dx ą 0, for all g P rG1.
Thus ż
rG1 xg ¨ φ, φydg ‰ 0,
and the lemma follows. 
Let χE be as in Section 3.3. The relationship between the degenerate principle series
representation IpχEq and Rallis quotients is summarized in the following lemma (see [40,
Theorem 2.4], [41, Introduction], [42, Theorem 6.1] and [76, Sections 9 and 10]).
Lemma 3.22. (a) If GU is real orthogonal, then
IpχEq – pωV1,Uq rG1 ‘ ppωV1,Uq rG1 ⊗ sgnUq,
where sgnU denotes the sign character of the orthogonal group rGU.
(b) If GU is real symplectic, then
IpχEq ‘ Ipχ1Eq –
à
V2
pωV2,Uq rG
V2
,
where χ1
E
‰ χE is the character which also satisfies the condition in Table 3, and V2 runs
over the isomorphism classes of p1, 1q-spaces whose dimension equals that of V1.
(c) If GU is quaternionic symplectic, then
IpχEq – pωV1,Uq rG1.
(d) If GU is quaternionic orthogonal, then there is an exact sequence
0 //
À
V2
pωV2,Uq rG
V2
// IpχEq //
À
V3
pωV3,Uq rG
V3
// 0,
where V2 runs over the isomorphism classes of p´1, 1q-spaces whose dimension equals
that of V1, and V3 runs over the isomorphism classes of p´1, 1q-spaces whose dimension
equals dim V1 ´ 2. 
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Thanks to Lemma 3.21, pωV1,Uq rG
V1
and pωV2,Uq rG
V2
in Lemma 3.22 can be replaced by
Θ¯V1,Up1V1q and Θ¯V2,Up1V2q respectively.
4. Associated characters of theta lifts
In this section we will prove Theorem 4.4 which gives a formula for the associated
character of a certain theta lift in the convergent range.
Throughout this section, we fix a rational dual pair pV, V1q and we retain the notation
in Section 2.6 and Section 3.2. As in Section 2.7, we also assume that p is the parity of
dim V if ǫ “ 1, and the parity of dim V1 if ǫ1 “ 1.
4.1. An upper bound on the associated character of certain theta lift.
4.1.1. Associated characters and associated cycles. We recall fundamental results of Vogan
[70]. Suppose O P NilGpgq is a nilpotent orbit. A finite length pg, rKq-module π is said to
be O-bounded (or bounded by O) if the associated variety of the annihilator ideal Annpπq
is contained in O. It follows from [70, Theorem 8.4] that π is O-bounded if and only if its
associated variety AVpπq is contained in OX p. LetMpOpg, rKq denote the category of p-
genuineO-bounded finite length pg, rKq-modules, and write KpOpg, rKq for its Grothendieck
group. Recall the group KpOprKq from Section 2.7. From [70, Theorem 2.13], we have a
canonical homomorphism
ChO : K
p
Opg, rKq // KpOprKq.
For a p-genuine O-bounded pg, rKq-module π of finite length, we call ChOpπq the associ-
ated character of π.
Let µ : KpOprKq Ñ ZrpOX pq{Ks be the map of taking dimensions of the isotropy repre-
sentations. Post-composing µ with ChO gives the associated cycle map:
ACO : M
p
Opg, rKq // ZrpO X pq{Ks.
For any π in MpOpg, rKq and a nilpotent K-orbit O Ă O X p, let cOpπq denote the
multiplicity of O in ACOpπq. For a p-genuine Casselman-Wallach representation of rG,
the notion of O-boundedness, and its associated character is defined by using its Harish-
Chandra module.
4.1.2. Algebraic theta lifting. Write YV,V1 for the subspace of ωV,V1 consisting of all the
vectors which are annihilated by some powers of X . This is a dense subspace of ωV,V1
and is naturally a ppgˆg1q˙hpW q, rKˆ rK 1q-module. Here hpW q denotes the complexified
Lie algebra of HpW q.
Definition 4.1. For each p-genuine pg1, rK 1q-module π1 of finite length, define
ΘˇV1,Vpπ1q :“ pYV,V1 ⊗ π1qg1, rK 1 , (the coinvariant space).
For each p-genuine finite length pg1, rK 1q-module π1, the pg, rKq-module ΘˇV1,Vpπ1q, also
abbreviated as Θˇpπ1q, is p-genuine and of finite length [33]. Recall the notations in
Section 2.6.2, in particular the map ϑV1,V in (2.11). We have the following estimate of
the size of ΘˇV1,Vpπ1q.
Lemma 4.2 ([45, Theorem B and Corollary E]). For each p-genuine pg1, rK 1q-module π1
of finite length,
AVpΘˇpπ1qq ĂMpM 1´1pAVpπ1qqq.
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Consequently, if π is O1-bounded for a nilpotent orbit O1 P NilG1pg1q, then Θˇpπ1q is
ϑV1,VpO1q-bounded.
4.1.3. The bound in the descent and good generalized descent cases. We will prove an
upper bound of associated characters in the descent and good generalized descent cases.
Theorem 4.3. Let O P NilGpgq and O1 P NilG1pg1q . Suppose that
(a) O1 is a descent of O, that is, O1 “∇pOq, or
(b) O is good for generalized descent (see Definition 2.15) and O1 “∇gen
V,V1pOq.
Then for every p-genuine O1-bounded pg1, rK 1q-module π1 of finite length, Θˇpπ1q is O-
bounded and
ChO Θˇpπ1q ĺ ϑO1,OpChO1pπ1qq.
Proof. With the geometric properties investigated in Appendix A.1, the proof to be given
is similar to that of [45, Theorem C].
We recall some results in [45]. There are natural good filtrations on π1 and Θˇpπ1q
generated by the minimal degree rK 1-types and rK-types, respectively. Define
A :“ Grπ1 ⊗ ςV,V1 | rK 1 and B :“ Gr Θˇpπ1q ⊗ ς´1V,V1 | rK .
We view A and B as a K1-equivariant coherent sheaf on p1˚ – p1 and a K-equivariant
coherent sheaf on p˚ – p, respectively. Moreover, AVpπ1q “ SupppA q and AVpΘˇpπ1qq “
SupppBq.
Recall the moment maps defined in Section 2.6.1. Define the following right exact
functor
L : F ÞÑ pM˚pM 1˚pF qqqK1
from the category of K1-equivariant quasi-coherent sheaves on p1 to the category of K-
equivariant quasi-coherent sheaves on p, where F is a K1-equivariant quasi-coherent
sheave on p1, and M 1˚ and M˚ denote the pull-back and push-forward functors respec-
tively. There is a canonical surjective morphism of K-equivariant sheaves on p as follows:
(cf. [45, Equation (16)])
(4.1) Q : LpA q // // B.
Note that the first equality of (2.10) and the first assertion of Lemma 2.16 imply that
SupppLpA qq is contained in MpM 1´1pSupppA qqq Ă O X p. In particular, Θˇpπq is O-
bounded.
According to [45, Proposition 4.3], we may fix a finite filtration
0 “ A0 Ă ¨ ¨ ¨ Ă Al Ă ¨ ¨ ¨ Ă Af “ A pf ě 0q
of A by K1-equivariant coherent sheaves on p1 such that for any 1 ď l ď f , the space
of global sections of A l :“ Al{Al´1 is an irreducible pCrO 1ls,K1q-module for a nilpotent
K1-orbit O 1l in O
1 X p1.
Let O be a K-orbit in O X p. If O does not admit a generalized descent, then
O XMpX q “ H,
and O does not appear in the support of ChOpΘˇpπqq.
Now suppose that O admits a generalized descent O 1 :“ ∇gen
V,V1pOq P NilK1pp1q. Retain
the notation in Section 2.7.2 where an pǫ1, 9ǫ1q-space decomposition V1 “ V11‘ V12 and an
element
T P X ˝1 :“ t w P HompV, V11q | w is surjective u X X Ď X gen
is fixed such that X :“MpT q P O and X 1 :“M 1pT q P O 1.
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For 1 ď l ď f , if O 1l “ O 1, then Lemma A.2 and Lemma A.4 ensure that there exists
a Zariski open set U in p such that U XMpM 1´1pO 1qq “ O and the quasi-coherent sheaf
LpA lq|U descends to a quasi-coherent sheaf on the closed subvariety O of U . (Thus LpA lq
is generically reduced around X in the sense of [70, Proposition 2.9].)
Claim. Assume that O 1l “ O 1 (1 ď l ď f). Then we have the following isomorphism of
algebraic representations of KX :
(4.2) i˚XpLpA lqq – pi˚X1pA lqqK
1
2 ˝ α1.
Here α1 is defined in (2.23), iX : tX u ãÑ p and iX1 : tX 1 u ãÑ p1 are the inclusion maps,
and i˚X and i
˚
X1 are the associated pull-back functors of the quasi-coherent sheaves.
Let mppXq be the maximal ideal of Crps associated to X , and κpXq :“ Crps{mppXq be
the residual field at X . Let
ZX,O1 :“
 
w P X ˇˇMpwq “ X,M 1pwq P O 1 ( .
Then T P ZX,O1 and
CrZX,O1s “ CrX s ⊗Crps⊗Crp1s pκpXq ⊗ CrO 1sq
by Lemma A.1 and Lemma A.3.
Let Al be the module of global sections of A l. We have
i˚XpLpA lqq “ κpXq ⊗Crps
´
CrX s ⊗Crp1s CrO 1s ⊗CrO1s Al
¯
K
1
“
´
CrX s ⊗Crps⊗Crp1s pκpXq ⊗ CrO 1sq ⊗CrO1s Al
¯K1
“ pCrZX,O1s ⊗CrO1s AlqK
1
.
Let ρ1 :“ i˚X1pA lq be the isotropy representation of A l at X 1. Since ZX,O1 is the
K1 ˆKX-orbit of T by Lemma A.1 (iii) and Lemma A.3 (ii), by considering the diagram
(cf. [45, Section 4.2])
tX 1 u
 _

tT uoo
##●
●
●
●
●
●
●
●
● _

O 1 ZX,O1
M 1
oo
M
// tX u ,
we know that CrZX,O1s ⊗CrO1s Al is isomorphic to the algebraically induced representation
IndK
1ˆKX
ST
ρ1, where ST is the stabilizer group as in (2.24), and ρ
1 is viewed as an ST -module
via the natural projection ST Ñ K1X1 . Now by Frobenius reciprocity, we have
i˚XpLpA lqq – pIndK
1ˆKX
ST
ρ1qK1 “ pIndK1ˆKX
K12ˆpK
1
1,X1
1
ˆα1KXq
ρ1qK1 “ pρ1qK12 ˝ α1.
This finishes the proof of the claim.
On the other hand, if O 1l ‰ O 1, then (2.13) implies that
O XMpM 1´1pO 1lqq “ H,
and hence O is not contained in SupppLpA lqq. In conlcusion, the following inequality
holds in the Grothedieck group of the category of algebraic representations of KX :
χpX,Bq ĺ χpX,LpA qq ĺ
fÿ
l“1
χpX,LpA lqq “
fÿ
l“1
pi˚X1pA lqqK
1
2 ˝ α1 “ χpX 1,A qK12 ˝ α1,
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where χpX, ¨ q indicates the virtual character of KX attached to a K-equivariant coherent
sheaf on p whose support is contained in O X p, and similarly for χpX 1, ¨ q (cf. [70,
Definition 2.12]). This finishes the proof of the theorem. 
4.2. An equality of associated characters in the convergent range. In this sub-
section, we assume that dim˝ V ą 0. The purpose of this section is to prove the following
theorem.
Theorem 4.4. Let O P NilGpgq and O1 P NilG1pg1q such that O is the descent of O1.
Write DpO1q “ rc0, c1, ¨ ¨ ¨ , cks (k ě 1). Assume that c0 ą c1 when G is a real symplectic
group. Then for every O-bounded Casselman-Wallach representation π of rG such that
pπ, V1q is in the convergent range (see Definition 3.9), Θ¯V,V1pπq is O1-bounded and
(4.3) ChO1pΘ¯V,V1pπqq “ ϑO,O1pChOpπqq.
Remark. When pV, V1q is in the stable range, Theorem 4.4 is proved for unitary repre-
sentations π in [45].
We keep the setting of Theorem 4.4. First observe that the Harish-Chandra module
of Θ¯V,V1pπq is isomorphic to a quotient of Θˇpπalq, where πal denotes the Harish-Chandra
module of π. Thus Theorem 4.3 implies that Θ¯V,V1pπq is O1-bounded and
(4.4) ChO1 Θ¯V,V1pπq ĺ ϑO,O1pChOpπqq.
We will devote the rest of this section to prove that the equality in (4.4) holds.
4.2.1. Doubling. We consider a two-step theta lifting. Let U be as in (3.24). We realize
V as a non-genenerate pǫ, 9ǫq-subspace of U and write VK for the orthogonal complement
of V in U, which is also an pǫ, 9ǫq-space.
Note that dim˝ V1 ą 0 and Lemma 3.11 implies that pΘ¯V,V1pπq, VKq is in the conver-
gent range. Comparing (3.8) with (3.24), we have νU,V “ dim V1dim˝ V . Thus (3.9) holds and
RΘ¯Up1V1 qpπq is defined by Lemma 3.15.
Lemma 4.5. One has that
(4.5) Θ¯V1,VKpΘ¯V,V1pπqq – RΘ¯
V1,Up1V1 q
pπq.
Proof. Note that the integral in
(4.6) pπp⊗ωV,V1p⊗ωV1,VKq ˆ pπ_p⊗ω_V,V1p⊗ω_V1,VKq // C
pu, vq ✤ // ş rGˆĂG1 xg ¨ u, vy dg
is absolutely convergent and defines a continuous bilinear map. In view of Fubini’s theorem
and Lemma 3.21, the lemma follows as both sides of (4.5) are isomorphic to the quotient
of πp⊗ωV,V1p⊗ωV1,VK by the left radical of the pairing (4.6). 
We will use (4.5) freely in the rest of this section.
4.2.2. On certain induced orbits. The main step in the proof of Theorem 4.4 consists of
comparison of bound of the associated cycle of Θ¯V1,VKpΘ¯V,V1pπqq with the formula (due
to Barbasch) of the wavefront cycle of a certain parabolically induced representation.
In this section, let gR “ gJ be the Lie algebra of G, which is identified with its dual
space g˚R under the trace from. Let NilGpigRq denote the set of nilpotent G-orbits in igR.
Similar notation will be used without further explanation. For example, for every Levi
subgroup M of G, mR denotes its Lie algebra, which is identified with the dual space m
˚
R
by using the trace form on g.
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Let
KS : NilGpigRq Ñ NilKppq
be the natural bijection given by the Kostant-Sekiguchi correspondence (cf. [64, Equa-
tion (6.7)]). By abuse of notation, we also let :D denote the map :D ˝KS : NilGpigRq Ñ :P .
See Section 2.5 for the parametrization map :D : NilKppq Ñ :P.
Theorem 4.6 (cf. Barbasch [7, Corollary 5.0.10]). Let G1 be an arbitrary real reductive
group and let P1 be a real parabolic subgroup of G1, namely a closed subgroup of G1 whose
Lie algebra is a parabolic subalgebra of g1,R. Let N1 be the unipotent radical of P1 and
M1 :“ P1{N1. Write
r1 : ipg1,R{n1,Rq˚ ÝÑ im˚1,R
for the natural map. Let π1 be a Casselman-Wallach representation of M1 with the wave-
front cycle
WFpπ1q “
ÿ
ORPNilM1 pim
˚
1,R
q
cORrORs.
Then
WFpIndG1P1 πq “
ÿ
pOR,O
1
R
q
cOR
#CG1pv1q
#CP1pv1q
rO 1Rs,
where the summation runs over all pairs pOR,O 1Rq such that OR P NilM1pim˚1,Rq and O 1R P
NilG1pig˚1,Rq is an induced orbit of OR, v1 is an element of O 1RX r´11 pORq, and CG1pv1q and
CP1pv1q are the component groups of the centralizers of v1 in G1 and P1, respectively.
Remarks. 1. While Barbasch proved the theorem when G1 is the real points of a connected
reductive algebraic group, his proof still works in the slightly more general setting of
Theorem 4.6.
2. The notion of induced nilpotent orbits was introduced by Lusztig and Spaltenstein
for complex reductive groups [46]. For a real reductive group G1, a nilpotent orbit O
1
R P
NilGpig˚1,Rq is called an induced orbit of a nilpotent orbit OR P NilM1pim˚1,Rq if O 1RXr´11 pORq
is open in r´11 pORq (see [7, Definition 5.0.7] or [56]). We write IndG1P1 OR for the set of all
induced orbits of OR. Similar notation applies for a complex reductive group.
3. According to the fundamental result of Schimd-Vilonen [64], the wave front cycle and
the associated cycle agree under the Kostant-Sekiguchi correspondence. We thank Pro-
fessor Vilonen for confirming that their result extends to nonlinear groups. Therefore
the associated cycle of a parabolically induced representation as in the above theorem of
Barbasch is also determined.
We now consider induced orbits appearing in our cases. Retain the setting in Section 3.4
(see (3.13) and onwards), where
VK “ E0 ‘ V´ ‘ E10,
ME0 “ GˆGLE0 and the parabolic subgroup of GVK stabilizing E0 is PE0 “ME0 ˙NE0 .
Recall that DpO1q “ rc0, ¨ ¨ ¨ , cks and DpOq “ rc1, ¨ ¨ ¨ , cks. Put l :“ dimE0. In the
notation of (3.24), we have
(4.7) l “ c0 ` δ ě c1.
Note that if G is an orthogonal group, then c0 ´ c1 is even. Hence l ´ c1 is odd if G is
real orthogonal and l ´ c1 is even if G is quaternionic orthogonal. View O as a nilpotent
orbit in mE0 via inclusion. The following lemma is clear (cf. [17, Section 7.3]).
Lemma 4.7. (i) If G is a real orthogonal group, then
DpIndGVK
PE0
Oq “ rl ` 1, l ´ 1, c1, ¨ ¨ ¨ , cks.
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(ii) Otherwise,
DpIndGVK
PE0
Oq “ rl, l, c1, ¨ ¨ ¨ , cks.
By [18, Theorem 5.2 and 5.6], the complex nilpotent orbit
OK :“ ϑV1,VKpO1q “ ϑV1,VKpϑV,V1pOqq
is given by
DpOKq “
$’&’%
rc0 ` 2, c0, c1, ¨ ¨ ¨ , cks, if G is a real orthogonal group;
rc0 ´ 1, c0 ´ 1, c1, ¨ ¨ ¨ , cks, if G is a real symplectic group;
rc0, c0, c1, ¨ ¨ ¨ , cks, otherwise.
This implies that
O
K “ IndGVK
PE0
O.
View each orbit in NilGpigRq as an orbit in NilME0 pimJE0q via inclusion. We state the
result for the induction of real nilpotent orbits in the following lemma. The proof will be
given in Appendix A.2, which is by elementary matrix manipulations.
Lemma 4.8. Let OR P NilGpigRq be a real nilpotent orbit in O with :DpORq “ rd1, ¨ ¨ ¨ , dks.
(i) Suppose G is a real orthogonal group. Then Ind
G
VK
PE0
OR consists of a single orbit O
K
R
with
:DpOKR q “ rd1 ` s ` p1, 1q, dˇ1 ` sˇ, d1, ¨ ¨ ¨ , dks,
where s :“ p l´c1´1
2
, l´c1´1
2
q P Z2ě0. Moreover, the natural map CPE0 pXq Ñ CGVK pXq is
injective and its image has index 2 in CG
VK
pXq for X P OKR X pOR ` i nJE0q.
(ii) Otherwise, Ind
G
VK
PE0
OR equals the set#
O
K
R P NilGVK pigJVKq
ˇˇˇˇ
ˇ :DpOKR q “ rd1 ` s, dˇ1 ` sˇ, d1, ¨ ¨ ¨ , dks for a signatures of a p´ǫ,´ 9ǫq-space of dimension l ´ c1
+
.
Moreover, the natural map CPE0 pXq Ñ CGVK pXq is an isomorphism for X P OKR X pOR`
i nJ
E0
q.
Here CPE0 pXq and CGVK pXq are the component groups as in Theorem 4.6. Under the
setting of Lemma 4.8, we see that Ind
G
VK
PE0
OR consists of a single orbit when G is a real
orthogonal group or a quaternionic symplectic group.
For each O P NilKppq, let
Ind
G
VK
PE0
O :“
!
KSpORq
ˇˇˇ
OR P IndGVKPE0 pKS
´1pOqq
)
.
4.2.3. Finishing the proof when G is a real orthogonal group. Let sgnV and sgnVK be the
sign character of the orthogonal groups G and GVK respectively. By Proposition 3.16,
Lemma 3.22 (a) and Lemma 3.21, we have
Ind
rG
VKrPE0 pπ ⊗ χE0q
– RIpχEqpπq – RΘ¯V1,Up1V1 qpπq ‘RΘ¯V1,Up1V1q⊗sgnUpπq
– Θ¯V1,VKpΘ¯V,V1pπqq ‘ pΘ¯V1,VKpΘ¯V,V1pπ ⊗ sgnVqqq ⊗ sgnVK .
(4.8)
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By Theorem 4.6, Lemma 4.7, Lemma 4.8 (i) and [64, Theorem 1.4], the representation
Ind
rG
VKrPE0 pπ ⊗ χE0qq is OK-bounded, and
(4.9) ACOKpInd
rG
VKrPE0 pπ ⊗ χE0qq “ 2
ÿ
O
cOpπqrOKs,
where the summation runs over all K-orbits O in OX pV, and OK is the unique induced
orbit in Ind
G
VK
PE0
O .
On the other hand, by the explicit formula for the descents of nilpotent orbits, we have
∇V1,Vp∇VK,V1pOKqq “ O .
Applying Theorem 4.3 twice, we have
ACOKpΘ¯V1,VKpΘ¯V,V1pπqqq ĺ
ÿ
O
cOpπqrOKs, and
ACOKpΘ¯V1,VKpΘ¯V,V1pπ ⊗ sgnVqqq ⊗ sgnVKq ĺ
ÿ
O
cOpπqrOKs
(4.10)
where the summations run over the same set as the right hand side of (4.9).
In view of (4.8) to (4.10), we conclude that both inequalities in (4.10) are equalities.
Thus (4.3) follows.
4.2.4. Finishing the proof when G is a real symplectic group. Let V11, V
1
2, ¨ ¨ ¨ , V1s be a
list of representatives of the isomorphic classes of all p1, 1q-spaces with dimension dim V1.
By Proposition 3.16, Lemma 3.22 (b) and Lemma 3.21, we have
Ind
rG
VKrPE0 pπ ⊗ χE0q ‘ Ind
rG
VKrPE0
`
π ⊗ χ1
E0
˘
– RIpχEqpπq ‘RIpχ1Eqpπq
–
sà
i“1
RΘ¯
V1
i
,Up1V1
i
qpπq –
sà
i“1
Θ¯V1
i
,VKpΘ¯V,V1ipπqq.
(4.11)
By Theorem 4.6, Lemma 4.7, Lemma 4.8 (ii) and [64, Theorem 1.4], Ind
rG
VKrPE0 pπ ⊗ χE0q
and Ind
rG
VKrPE0
`
π ⊗ χ1
E0
˘
are OK-bounded, and
(4.12) ACOKpInd
rG
VKrPE0 pπ ⊗ χE0qq “ ACOKpInd
rG
VKrPE0
`
π ⊗ χ1
E0
˘q “ ÿ
O,OK
cOpπqrOKs,
where the summation runs over all pairs pO ,OKq, where O is a K-orbit in O X pV and
OK P IndGVKPE0 O .
Applying Theorem 4.3 twice, we see that Θ¯V1i,VKpΘ¯V,V1ipπqq is OK-bounded (1 ď i ď
s), and
sÿ
i“1
ACOKpΘ¯V1
i
,VKpΘ¯V,V1ipπqqq ĺ
sÿ
i“1
ÿ
O,OK
cOpπqrOKs,
where the inner summation runs over all pairs of orbits pO ,OKq such that
(4.13) ∇V1i,Vp∇genVK,V1ipO
Kqq “ O .
By Lemma 4.8 (ii) and (2.12), such kind of pairs pO ,OKq are the same as those of the right
hand side of (4.12). Suppose :DpOKq “ rd, dˇ, d1, ¨ ¨ ¨ , dks, then :DpOq “ rd1, ¨ ¨ ¨ , dks and
36 J.-J. MA, B. SUN, AND C.-B. ZHU
(4.13) holds for exactly two V1i, having signature dˇ`SignpVq` p1, 0q and dˇ`SignpVq`
p0, 1q respectively. Hence we have
(4.14)
sÿ
i“1
ACOKpΘ¯V1i,VKpΘ¯V,V1ipπqqq ĺ
ÿ
O,OK
2cOpπqrOKs,
where the summation is as in the right hand side of (4.12).
In view of (4.11), (4.12) and (4.14), the equality holds in (4.14). Thus (4.3) holds.
4.2.5. Finishing the proof when G is a quaternionic symplectic group. Using Proposition 3.16,
Lemma 3.22 (c), Lemma 3.21, Theorem 4.6, Lemma 4.8 (ii), [64, Theorem 1.4] and Theorem 4.3,
and a similar argument as in Section 4.2.3 shows that
Ind
rG
VKrPE0 pπ ⊗ χE0q – RIpχEqpπq – Θ¯V1,VKpΘ¯V,V1pπqq(4.15)
ACOKpInd
rG
VKrPE0 pπ ⊗ χE0qq “
ÿ
O
cOpπqrOKs, and(4.16)
ACOKpΘ¯V1,VKpΘ¯V,V1pπqqq ĺ
ÿ
O
cOpπqrOKs,(4.17)
Here the summations run over all KV-orbit O in OX pV, and OK is the unique induced
orbit in Ind
G
VK
PE0
O . Note that
∇V1,Vp∇VK,V1pOKqq “ O .
Now (4.15), (4.16) and (4.17) imply that (4.17) is an equality and so (4.3) holds.
4.2.6. Finishing the proof when G is a quaternionic orthogonal group. Let V11, V
1
2, ¨ ¨ ¨ , V1s
be a list of representatives of the isomorphic classes of all p´1, 1q-spaces with dimension
dim V1.
Lemma 4.9. One has that
ChOKpRIpχEqpπqq “
sÿ
i“1
ChOKpRΘ¯
V1
i
,Up1V1
i
qpπqq.
Proof. For simplicity, write 0Ñ I1 Ñ I2 Ñ I3 Ñ 0 for the exact sequence in Lemma 3.22 (d).
Note thatRI2pπq is OK-bounded by Proposition 3.16, Theorem 4.6 and [64, Theorem 1.4].
By the definition in (3.12), we could view RI1pπq as a subrepresentation of RI2pπq which
is also OK-bounded.
Since G acts on RI2pπq trivially, the natural homomorphism
πp⊗I3 – πp⊗I2{πp⊗I1 ÝÑ RI2pπq{RI1pπq
descents to a surjective homomorphism
pπp⊗I3qG ÝÑ RI2pπq{RI1pπq.
For each p´1, 1q-space V3 of dimension dim V1 ´ 2, by applying Lemma 4.2 twice, we
see that
pπp⊗pωV3,UqG
V3
qG – ppπp⊗ωV,V3qGp⊗ωV3,VKqGV3
is bounded by ϑV3,VKpϑV,V3pOqq. Using formulas in [18, Theorem 5.2 and 5.6], one
checks that the latter set is contained in the boundary of OK. Hence
ChOKpRI2pπq{RI1pπqq “ 0
and the lemma follows. 
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Using Theorem 4.6, Lemma 4.8 (ii), [64, Theorem 1.4], Theorem 4.3 and a similar
argument as in Section 4.2.4, we have
ACOKpInd
rG
VKrPE0 pπ ⊗ χE0qq “
ÿ
O,OK
cOpπqrOKs, and(4.18)
sà
i“1
ACOKpΘ¯V1i,VKpΘ¯V,V1ipπqqq ĺ
ÿ
O,OK
cOpπqrOKs.(4.19)
Here the summations run over all pairs pO ,OKq such that OK is aKVK-orbit in OKXpVK
and O “ ∇V1i,Vp∇VK,V1ipOKqq for a unique p´1, 1q-space V1i.
In view of Proposition 3.16, Lemma 4.9, (4.18) and (4.19), we see that the equality
holds in (4.19). Thus (4.3) holds.
5. The unipotent representations: construction and exhaustion
In this section, we will prove Theorem 1.4. Recall that V is an pǫ, 9ǫq-space and O P
Nilp
G
pgq. Since Theorem 1.4 is obvious when O is the zero orbit, we assume without loss
of generality that O is not the zero orbit.
5.1. The construction. Suppose there is a K-orbit O P O X p. Define a sequence
pV0,O0q, pV1,O1q, ¨ ¨ ¨ , pVk,Okq (k ě 1) such that
‚ Vj is a nonzero pp´1qjǫ, p´1qj 9ǫq-space for all 0 ď j ď k;
‚ pV0,O0q “ pV,Oq, and Oj “ ∇Vj´1,Vj pOj´1q P NilKVj ppVj q for all 1 ď j ď k;
‚ Ok is the zero orbit.
Let Oj denote the nilpotent GVj -orbit containing Oj (0 ď j ď k). To ease the notation,
we also let Vk`1 be the zero pp´1qk`1ǫ, p´1qk`1 9ǫq-space and let Ok`1 P NilKVk`1 ppVk`1q
and Ok`1 P NilGVk`1 pgVk`1q be t 0 u.
Let
(5.1) η “ χ0 ⊠ χ1 ⊠ ¨ ¨ ¨ ⊠ χk
be a character of GV0 ˆGV1 ˆ ¨ ¨ ¨ ˆGVk . For 0 ď j ď k, put
ηj :“ χj ⊠ χj`1 ⊠ ¨ ¨ ¨ ⊠ χk.
For 0 ď j ă k, write
ωOj :“ ωVj ,Vj`1p⊗ωVj`1,Vj`2p⊗ ¨ ¨ ¨ p⊗ωVk´1,Vk ,
and one checks that the integrals in
(5.2) pωOj ⊗ ηjq ˆ pω_Oj ⊗ η´1j q // C,
pu, vq ✤ //
ż
rGVj`1ˆ rGVj`2ˆ¨¨¨ˆ rGVk xg ¨ u, vy dg,
are absolutely convergent and define a continuous bilinear map using Lemma 3.7. Define
(5.3) πOj ,ηj :“
ωOj ⊗ ηj
the left kernel of (5.2)
,
which is a Casselman-Wallach representation of rGVj , as in (3.4). Set πOk ,ηk :“ χk by
convention.
For 0 ď j ď k, let χi| rKVi denote the algebraic character whose restriction to rKVi
equals the pullback of χi through the natural homomorphism rKVi Ñ GVi. Let EOk,χk
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denote the rKVk-equivariant algebraic line bundle on the zero orbit Ok corresponding to
χk| rKVk . Inductively define
EOj ,ηj :“ χj| rKVj ⊗ ϑOj`1,Oj pEOj`1,ηj`1q, 0 ď j ă k.
This is an admissible orbit datum over Oi by (2.27).
Theorem 5.1. For each 0 ď j ď k, πOj ,ηj is an irreducible, unitarizable, Oj-unipotent
representation whose associated character
(5.4) ChOj pπOj ,ηjq “ EOj ,ηj .
Moreover,
(5.5) Θ¯Vj`1,Vj pπOj`1,ηj`1q ⊗ χj “ πOj ,ηj for all 0 ď j ă k ´ 1.
Proof. Since O P Nilp
G
ppq, one verifies that
‚ dim˝ Vj ą 0 for 0 ď j ă k,
‚ dim Vj`1 ` dim Vj´1 ą 2 dim˝ Vj for 1 ď j ď k, and
‚ πOj ,ηj is p-genuine for 0 ď j ď k.
The representation πOk ,ηk clearly satisfies all claims in the theorem. For j “ k ´ 1,
πOk´1,ηk´1 is the twist by χk´1 of the theta lift of character χk in the stable range. It
is known that the statement of Theorem 5.1 holds in this case (cf. [43, Section 2] and
[45, Section 1.8]).
We now prove the theorem by induction. Assume the theorem holds for j ` 1 with
1 ď j ` 1 ď k ´ 1. Applying Lemma 3.10 and Lemma 3.11, we see that pπOj`1,ηj`1 , Vjq
is in the convergent range. Thus (5.5) holds by Fubini’s theorem. By [59, Theorem
1.19], UpgVj qGVj acts on πOj ,ηj through the character λOj . By Theorem 4.4, πOj ,ηj
is Oj-bounded and (5.4) holds. The unitarity and irreducibility of πOj ,ηj follows from
Theorem 3.12.
By Definition 1.2, πOj ,ηj is thus Oj-unipotent. This finishes the proof of the theorem.

5.2. The exhaustion. In this section, we will complete the proof of Theorem 1.4.
Put
UO :“ t πO,η | O is a K-orbit in O X p, η is a character as in (5.1) u .
By Theorem 5.1 and Lemma 2.21, we have a containment and a surjection:
ΠunipO p rGq Ą UO // // KaodO prKq.
Thus in order to complete the proof of Theorem 1.4, it suffices to show that
(5.6) #pΠunipO p rGqq ď #KaodO prKq.
We will prove this case by case.
5.2.1. The case of quaternionic groups. Recall the following result for quaternionic groups.
Proposition 5.2 ([48, Theorems 6 and 10], see also [68, Theorem 3.1]). Assume that G
is a quaternionic orthogonal group or a quaternionic symplectic group. Then
#pΠunipO pGqq “ the number of K-orbits in O X p.
Note that Kaod
O
pKq is a singleton for each K-orbit O P O X p. Hence, the equality in
(5.6) holds.
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5.2.2. The case of real symplectic and real orthogonal groups. Now we consider the real
symplectic groups and real orthogonal groups. First recall the following result.
Proposition 5.3. Assume that G is a real symplectic group and p is even, or G is a split
real odd orthogonal group and p is odd. Then
#pΠunipO p rGqq “ #KaodO prKq.
Proof. In view of Lemma 2.20, this is equivalent to the assertion in [6, Theorem 5.3],
which is proved in [8, Proposition 9.5]. 
By Proposition 5.3, Theorem 1.4 holds if G is a real symplectic group and p is even, or
G is a split real odd orthogonal group and p is odd.
Lemma 5.4. The inequality (5.6) holds when G is a real even orthogonal group.
Proof. Let V1 be a p´1,´1q-space of dimension 2 dim V. Then pG,G1q is in the stable
range. Let O1 :“ ϑV,V1pOq and
Π1˝ :“
#
π1 P Πunip
O1
p rG1q ˇˇˇˇˇ ChO1pπ1q P à
O1PNil
K1 pp
1q, O1 descends to a K-orbit in O X p
K
p
O1
prK1q+ .
Then by Theorem 1.4 for pG1,O1q and the discussions in Section 2.7.3, we have that
#pΠ1˝q “ #KaodO pKq.
By Theorem 4.3, we see that the stable range theta lifting [43]
π ÞÑ the unique irreducible quotient of pπp⊗ωV,V1qG
yields an injective map
ΠunipO pGq 

// Π1˝.
Thus the lemma follows. 
Lemma 5.5. The inequality (5.6) holds when G is a real symplectic group and p is odd.
Proof. Let V1 be a p1, 1q-space of dimension 2 dim V ` 1 such that G1 is a split real
orthogonal group. Then pG,G1q is in the stable range.
Let O1 “ ϑV,V1pOq. Then each K1-orbit O 1 in O1 X p1 has a descent O in O X p. Fix
an element X 1 P O 1 and a compatible sl2pCq-triple attached to X 1 as in Section 2.5.2.
Under the notation of Section 2.5.2, we write K1X1 “ RX1 ˙ UX1 and RX1 “
śk`1
l“0
lK1.
Let Kp,˝
O1
pK1q denote the subgroup of Kp
O1
pK1q generated by all p-genuine K1-equivariant
algebraic vector bundles E on O 1 such that 0K1 acts trivially on the fibre EX1.
Put
Π1˝ :“
#
π1 P Πunip
O1
pG1q
ˇˇˇˇ
ˇ ChO1pπ1q P à
O1 is a K1-orbit O1 in O1 X p1
K
p,˝
O1
pK1q
+
.
Then by Theorem 1.4 for G1 and the discussions in Section 2.7.3, we have that
#pΠ1˝q “ #KaodO prKq.
The rest of the proof is the same as that of Lemma 5.4. 
Lemma 5.5 implies that Theorem 1.4 holds when G is a real symplectic group and p is
odd. Then the same proof as that of Lemma 5.4 implies that (5.6) holds when G is a real
odd orthogonal group.
The inequality (5.6) and therefore Theorem 1.4 are now proved in all cases. 
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5.3. Concluding remarks. We record the following result, which is a form of automatic
continuation.
Proposition 5.6. Retain the setting in Section 5.1. The representation πO,η is isomor-
phic to
(5.7) pωV0,V1p⊗ωV1,V2p⊗ ¨ ¨ ¨ p⊗ωVk´1,Vk ⊗ ηq rGV1ˆ rGV2ˆ¨¨¨ˆ rGVk ,
and its underlying Harish-Chandra module is isomorphic to
(5.8) pYV0,V1 ⊗ YV1,V2 ⊗ ¨ ¨ ¨ ⊗ YVk´1,Vk ⊗ ηqpgV1ˆgV2ˆ¨¨¨ˆgVk , rKV1ˆ rKV2ˆ¨¨¨ˆ rKVk q.
Proof. Note that the representation πO,η is a quotient of the representation (5.7), and the
underlying Harish-Chandra module of (5.7) is a quotient of (5.8). Thus it suffices to show
that (5.8) is irreducible. We prove by induction on k. Assume that k ě 1 and
π1 :“ pYV1,V2 ⊗ ¨ ¨ ¨ ⊗ YVk´1,Vk ⊗ η1qpgV1ˆgV2ˆ¨¨¨ˆgVk , rKV1ˆ rKV2ˆ¨¨¨ˆ rKVk q
is irreducible. Then π1 is isomorphic to the Harish-Chandra module of πO1,η1 . The
representation (5.8) is isomorphic to
π0 :“ χ0 ⊗ pYV0,V1 ⊗ π1qpgV1 , rKV1q.
We know that UpgqG acts on πO,η through the character λO (cf. [59]), and by Lemma 4.2,
π0 is O-bounded. Thus every irreducible subquotient of π0 is O-unipotent. Theorem 4.3
implies that ACOpπ0q is bounded by 1 ¨ rOs. Now Theorem 1.4 implies that π0 must be
irreducible. 
Finally, we remark that the Whittaker cycles (attached to G-orbits in O X igR) of all
unipotent representations in ΠunipO p rGq can be calculated by using [22, Theorem 1.1]. These
agree with the associated cycles under the Kostant-Sekiguchi correspondence.
Appendix A. A few geometric facts
A.1. Geometry of moment maps. In this section, let pV, V1q be a rational dual
pair.We use the notation of Section 2.6. Write p˘ :“ p‘ p1 and
M˘ :“M ˆM 1 : X // p˘ “ pˆ p1.
When there is a morphism f : AÑ B between smooth algebraic varieties, let dfa : TaAÑ
TfpaqB denote the tangent map at a closed point a P A, where TaA and TfpaqB are the
tangent spaces. For a sub-scheme S of B, let Aˆf S denote the scheme theoretical inverse
image of S under f , which is a subscheme of A. Along the proof, we will use the Jacobian
criterion for regularity in various places (see [44, Theorem 2.19]).
A.1.1. Scheme theoretical results on descents.
Lemma A.1 (cf. [55, Lemma 13 and Lemma 14]). Suppose O 1 P NilK1pp1q is the descent
of O P NilKppq. Fix X P O and let
ZX :“ X ˆM tX u
be the scheme theoretical inverse image of X under the moment map M : X Ñ p. Then
(i) ZX is smooth (and hence reduced);
(ii) ZX is a single free K
1-orbit in X ˝;
(iii) M 1pZXq “ O 1 and ZX “ X ˆM˘ ptX u ˆ O 1q.
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Proof. Fix a point w P X ˝ such that Mpwq “ X . It is elementary to see that
M´1pXq “ K1 ¨ w
is a single K1-orbit. This orbit is clearly Zariski closed and the stabilizer StabK1pwq of w
under the K1-action is trivial. This proves part (ii) and the first assertion of part (iii).
We identify the tangent space TwX with X . Let N Ă X be a complement of TwpK1 ¨wq
in TwX . By [58, Section 6.3], there is an affine open subvariety N
˝ of N containing 0
such that the diagram
K1 ˆN˝ pk
1,nqÞÑk1¨pw`nq
//
projection

X
M

N˝
n ÞÑMpw`nq
// MpX q
is Cartesian and the horizontal morphisms are e´tale. Therefore the scheme X ˆM tX u
is a smooth algebraic variety. This proves part (i), and the second assertion of (iii) then
easily follows. 
Remark. Retain the setting of Lemma A.1. Suppose w P X ˝ realizes the descent from
X to X 1 P p1. Let X˘ :“ pX,X 1q P p ‘ p1 and K1X1 be the stabilizer of X 1 under the
K1-action. By the K1-equivariance, the map ZX Ñ O 1 is a smooth morphism between
smooth schemes. Hence the scheme theoretical fibre
ZX˘ :“ X ˆM˘ t X˘ u “ ZX ˆM 1|ZX tX 1 u
is smooth and equals the orbit K1X1 ¨ w. Consequently, we have an exact sequence by the
Jacobian criterion for regularity:
(A.1) 0 // TwZX˘
// TwX
dM˘w
// TXp‘ TX1p1.
Lemma A.2. Retain the setup in Lemma A.1. Let
U :“ pzppO X pqzOq
and ZU,O1 :“ X ˆM˘ pU ˆ O 1q. Then
(i) U is a Zariski open subset of p such that U XMpM 1´1pO 1qq “ O;
(ii) ZU,O1 is smooth and it is a single KˆK1-orbit.
Proof. Part (i) is clear by (2.10). It is also clear that the underlying set of ZU,O1 is a single
KˆK1-orbit by Lemma A.1 (iii).
Note that M 1|X ˝ is smooth because dM 1w : TwX ˝ ÝÑ TM 1pwqp1 is surjective for each
w P X ˝ (cf. [26, Proposition 10.4]). Since smooth morphisms are stable under base
changes and compositions, the scheme X ˝ˆM 1 O 1 is a smooth algebraic variety. Also note
that ZU,O1 is an open subscheme of X
˝ ˆM 1 O 1. Thus it is smooth. 
Remark. Suppose w P X ˝ realizes the descent from X P O to X 1 P O 1 Ă p1. By the proof
of Lemma A.2,
ZU,X1 :“ X ˆM˘ pU ˆ tX 1uq “ KK1X1 ¨ w
is smooth. Similar to the remark of Lemma A.1, this yields an exact sequence:
(A.2) k‘ k1X1 pA,A1qÞÑA1w´wA // X
dM 1w
bÞÑbw☆`wb☆
// p1.
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A.1.2. Scheme theoretical results on generalized descents of good orbits.
Lemma A.3. Suppose O P NilKppq is good for generalized descent (see Definition 2.15)
and O 1 “ ∇gen
V,V1pOq P NilK1pp1q. Fix X P O and let ZX :“ X ˆM˘ ptX u ˆ O 1q. Then
(i) ZX is smooth;
(ii) ZX is a single K
1-orbit;
(iii) ZX is contained in X
gen and M 1pZXq “ O 1.
Proof. Part (ii) follows from [19, Table 4]. Part (iii) follows from part (ii). By the generic
smoothness, in order to prove part (i), it suffices to show that ZX is reduced. Note that
theK1-equivariant morphism ZX
M 1
// O 1 is flat by generic flatness [23, The´ore`me 6.9.1].
By [24, Proposition 11.3.13], to show that ZX is reduced, it suffices to show that
ZX˘ :“ ZX ˆM 1|ZX tX 1 u “ X ˆM˘ t X˘ u
is reduced, where X 1 P O 1 and X˘ :“ pX,X 1q. Let w P ZX˘ be a closed point. Then K1 ¨ w
is the underlying set of ZX , and ZX˘ :“ K1X1 ¨ w is the underlying set of ZX˘ . By the
Jacobian criterion for regularity, to complete the proof of the lemma, it remains to prove
the following claim.
Claim. The following sequence is exact:
(A.3) 0 // TwZX˘
// TwX
dM˘
// TXp‘ TX1p1.
We prove the above claim in what follows. Identify TwX , TXp and TX1p
1 with X , p and
p1 respectively and view TwZX˘ as a quotient of k
1
X1. It suffices to show that the following
sequence is exact:
(A.4) k1X1 A1 ÞÑA1w
// X
dM˘w
bÞÑpb☆w`w☆b,bw☆`wb☆q
// p‘ p1 “ p˘.
In fact, we will show that the following sequence
(A.5) g1X1
//W // g‘ g1
is exact, where g1X1 is the Lie algebra of the stabilizer group StabG1pX 1q and the arrows
are defined by the same formulas in (A.4). Then the exactness of (A.4) will follow since
(A.5) is compatible with the natural pL, L1q-actions.
We now prove the exactness of (A.5). Let V11 :“ wV and V12 be the orthogonal
complement of V11 so that
V1 “ V11 ‘ V12.
LetWi :“ HompV, V1iq and g1i :“ gV1i for i “ 1, 2. Let ˚ : HompV11, V12q Ñ HompV12, V11q
denote the adjoint map. We have W “W1 ‘W2 and g1 “ g11 ‘ g12 ‘ g1⧄, where
g⧄ :“
" ˆ
0 ´E˚
E 0
˙ ˇˇˇˇ
E P HompV11, V12q
*
.
Now w and X 1 are naturally identified with an element w1 in W1 and an element X
1
1 in
g11, respectively. We have g
1
X1 “ g11,X11 ‘ g
1
2 ‘ g1⧄X11 , where
g⧄X11
“
" ˆ
0 ´E˚
E 0
˙ ˇˇˇˇ
E P HompV11, V12q, EX 11 “ 0
*
.
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Now maps in (A.5) have the following forms respectively:
g1X1 Q A1 “ pA11, A12,
´
0 ´E˚
E 0
¯
q ÞÑ A1w “ pA11w1, Ew1q PW and
W Q pb1, b2q ÞÑ
ˆ
b☆1 w1 ` w☆1 b1,
ˆ
b1w
☆
1 ` w1b☆1 w1b☆2
b2w
☆
1 0
˙˙
P g‘ g1.
Applying (A.1) to the complex dual pair pV, V11q, we see that the sequence
g1
1,X11
A11 ÞÑA
1
1w1
//W1
b1 ÞÑpb
☆
1 w1`w
☆
1 b1,b1w
☆
1 `w1b
☆
1 q
// g‘ g11
is exact. The task is then reduced to show that the following sequence is exact:
(A.6) g⧄
X11
ˆ
0 ´E˚
E 0
˙
ÞÑEw1
①
//W2
b2 ÞÑb2w
☆
1
②
// HompV11, V12q.
Note that w1 is a surjection, hence ① is an injection. We have
dim g⧄X11 “ dim V
1
2 ¨ dimKerpX 11q
and
dimKerp②q “ dim V12 ¨ pdim V ´ dim Impw1qq “ dim V12 ¨ pdim V ´ dim V11q.
Note that dimKerpX 11q “ c1, and dim V ´ dim V11 “ c0. Since we are in the setting of
good generalized descent (Definition 2.15), we have c0 “ c1. Now the exactness of (A.6)
follows by dimension counting. 
Remark. Suppose O is not good for generalized descent. Then the underlying set of ZX
may not be a single K1-orbit. Even if it is a single orbit, the scheme ZX may not be
reduced.
Lemma A.4. Retain the notation in Lemma A.3. Let
U :“ pzppO X pqzOq
and ZU,O1 :“ X ˆM˘ pU ˆ O 1q. Then
(i) U is a Zariski open subset of p such that U XMpM 1´1pO 1qq “ O;
(ii) ZU,O1 is smooth and it is a single KˆK1-orbit.
Proof. Part (i) is follows from Lemma 2.16. By Lemma A.3 (ii), the underlying set of
ZU,O1 is a single K ˆ K1-orbit whose image under M 1 is contained in O 1 . By generic
flatness [23, The´ore`me 6.9.1], the morphism ZU,O1 ÝÑ O 1 is flat. To prove the scheme
theoretical claim in part (ii), it suffices to show that
ZU,X1 :“ X ˆM˘ pU ˆ tX 1 uq
is reduced, where X 1 P O 1.
Let w P ZU,X1 be a closed point. As in the proof of Lemma A.3, by the Jacobian
criterion for regularity, it suffices to show that the following sequence is the exact:
k‘ k1X1 pA,A1qÞÑA1w´wA // X
dM 1w
bÞÑbw☆`wb☆
// p1.
The proof of the exactness follows the same line as the proof of Lemma A.3 utilizing (A.6)
and the established exact sequence (A.2) in the descent case. We leave the details to the
reader. 
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A.2. Proof of Lemma 4.8. We will use notations of Section 3.3 and Section 4.2.2. Let
HomJ denote the space of homomorphisms commuting with the 9ǫ-real from J , and nR
denote the Lie algebra of NE0 .
We first explicitly construct some elements in the induced orbits in Ind
G
VK
PE0
OR. Fix
an element iX P OR and a J-invariant complement V` of ImpXq in the vector space
V´ “ V so that
V´ “ V` ‘ ImpXq.
Fix any J-invariant decompositions
E0 “ L1 ‘ L0 and E10 “ L11 ‘ L10
such that dimL1 “ dim V`, and pL1 ‘ L11q K pL0 ‘ L10q. (This is possible due to the
dimension inequality in (4.7).)
Fix a linear isomorphism
S P HomJpL11, V`q,
and view it as an element of HomJpE10, V´q via the aforementioned decompositions. Put
T :“ tT P HomJpL10,L0q | T ˚ ` T “ 0 u and
T
˝ :“ tT P T | T has maximal possible rank u
to be viewed as subsets of HomJpE10,E0q as before, where T ˚ P HomJpL10,L0q is specified
by requiring that
(A.7) xT ¨ u, vy
VK
“ xu, T ˚vy
VK
, for all u, v P L10,
and x , y
VK
denotes the ǫ-symmetric bilinear form on VK.
Each T P T defines a p´ǫq-symmetric bilinear form x , yT on L10 where
xv1, v2yT :“ ´xv1, T v2y , for all v1, v2 P L10.
Put
(A.8) XS,T :“
¨˝
0 S˚ T
X S
0
‚˛P X ` nR
according to the decomposition VK “ E0 ‘ V´ ‘ E10, where S˚ P HomJpV´,E0q is
similarly defined as in (A.7).
Now suppose that T P T ˝.
In case (ii) of Lemma 4.8, the form x , yT must be non-degenerate and ppL10, x , yT q, J |L10q
becomes a p´ǫ,´ 9ǫq-space. Conversely, up to isomorphism, every p´ǫ,´ 9ǫq-space of dimen-
sion l ´ c1 is isomorphic to ppL10, x , yT q, J |L10q for some T P T .
Let s be the signature of ppL10, x , yT q, J |L10q and let GT :“ GJL10 denote the corresponding
real group. Then iXS,T generates an induced orbit of OR with signed Young diagram
rd1 ` s, dˇ1 ` sˇ, d1, ¨ ¨ ¨ , dks.7 One checks that the reductive quotient of StabPE0 piXS,T q
and StabG
VK
piXS,T q are both canonically isomorphic to RˆGT , where R is the reductive
quotient of StabGpXq. Hence CPE0 piXS,T q – CGVK piXS,T q.
In case (i) of Lemma 4.8, x , yT is skew symmetric, and T has rank dimL0´1 “ l´c1´1
since l´c1 is odd. One checks that iXS,T generates an induced orbit of OR with the signed
Young diagram prescribed in (i) of Lemma 4.8.
Fix decompositions
L0 “ L2 ‘ L3 and L10 “ L12 ‘ L13
7The signed Young diagram may be computed using the explicit description of Kostant-Sekiguchi
correspondence in [19, Propositions 6.2 and 6.4].
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which are dual to each other such that KerpT q “ L13 and x , yT |L12ˆL12 is a non-degenerate
skew symmetric bilinear form on L12. Let GT :“ GJL12 . Then GT is a real symplectic group.
The reductive quotient of StabPE0 piXS,T q is canonically isomorphic to RˆGT ˆGLpL3qJ
and the reductive quotient of StabG
VK
piXS,T q is canonically isomorphic to R ˆ GT ˆ
GJ
L3‘L13
, where R is the reductive quotient of StabGpiXq and GJL3‘L13 – Op1, 1q. The
homomorphism
CPE0 piXS,T q ÝÑ CGVK piXS,T q
is therefore an injection whose image has index 2.
To finish the proof of the lemma, it suffices to show that
(A.9) Ind
G
VK
PE0
OR “ tGVK ¨ iXS,T | T P T ˝ u .
Consider the set
A :“
$&%
¨˝
0 B˚ C
X B
0
‚˛P X ` nR
ˇˇˇˇ
ˇˇ X ‘B P HomJpV´ ‘ E10, V´q is surjective
,.- .
Clearly P 1
E0
:“ GLE0 ˙NE0 acts on A (cf. (3.15)). By suitable matrix manipulations, one
sees that every element in A is conjugated to an element in tXS,T | T P T u under the
P 1
E0
-action. Hence P 1
E0
¨ tXS,T | T P T ˝ u is open dense in A. Now (A.9) follows since
PE0 ¨ iA is open dense in OR ` inR, 
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