We have studied stationary and dynamical properties of finite N -unit Langevin model subjected to additive and multiplicative noises, by using the Fokker-Planck equation and the augmented moment method (AMM) which was previously proposed by the author. The probability distribution in the stationary states may have much variety when multiplicative noises and external inputs are taken into account. Time dependences of average and fluctuations in local and global variables calculated by the AMM are in good agreement with those of direct simulations. It is demonstrated that the Langevin model applied to neuronal ensembles may yield the interspike-interval distributions which are non-Gaussians including gamma, inverseGaussian-like and log-normal-like distributions.
INTRODUCTION
The Langevin equation has been recognized as a useful model for wide-range phenomena in physics, biology, chemistry, economics and networks. Much study has been made on the Langevin model for a single unit as well as coupled systems (for a recent review, see Refs.
[1], related references therein). The Langevin equation has been commonly solved by using the Fokker-Planck equation (FPE) method [2] . For N-unit Langevin equations, the FPE method leads to (N + 1)-dimensional partial equations to be solved with proper boundary conditions, which is usually very difficult. Direct simulation (DS) requires the computational time which grows as N 2 with increasing N. As a useful semi-analytical method for stochastic equations, Rodriguez and Tuckwell [3] proposed the moment method in which the first and second moments of variables are taken into account. In this approach,
original N-dimensional Langevin equations are transformed to (N/2)(N + 3)-dimensional deterministic equations. For example, this figure becomes 65 and 5150 for N = 10 and N = 100, respectively. Hasegawa [4] proposed the augmented moment method (AMM), in which the dynamics of coupled Langevin equations is described by the three quantities:
averages and fluctuations of local and global variables. The AMM has been successfully applied to a study on the dynamics of coupled stochastic systems described by Langevin, FitzHugh-Nagumo and Hodgkin-Huxley models subjected to additive noises with global, local or small-world couplings (with and without transmission delays) [5] .
In recent years, much attention has been paid to multiplicative noises in addition to additive noises [6] . Interesting phenomena caused by the two noises have been intensively investigated. It has been realized that the property of multiplicative noises is different from that of additive noises in some respects. (1) Multiplicative noises induce the phase transition, creating an ordered state, while additive noises are against the ordering [7] - [11] . (2) Although the probability distribution in stochastic systems subjected to additive Gaussian noise follows the Gaussian, it is not the case for multiplicative Gaussian noises which generally yield non-Gaussian distribution [12] - [15] . (3) The scaling relation of the effective strength for additive noise given by β(N) = β(1)/ √ N is not applicable to that for multiplicative noise: α(N) = α(1)/ √ N , where α(N) and β(N) denote effective strengths of multiplicative and additive noises, respectively, in the N-unit system [16] .
The AMM was originally developed by expanding variables around their mean values in order to obtain the second-order moments both for local and global variables in stochastic systems [4] . In a recent paper [16] (which is hereafter referred to as I), we have reformulated the AMM with the use of the FPE, in order to avoid the difficulty due to the Ito versus Stratonovich calculus inherent for multiplicative noise. We have pointed out in I, the item (3) discussed above from the stationary solution of the Langevin equation with the AMM. It has been also shown that a naive approximation of the scaling relation for multiplicative noise: α(N) = α(1)/ √ N, as adopted by Muñoz et al. [11] , leads to the result which violates the central-limit theorem.
The purpose of the present paper is to supplement the previous paper I on the following three points: (1) to discuss the probability distribution of local and global variables in the stationary states, (2) to discuss dynamical property of the Langevin model with the use of the AMM, and (3) to discuss the difference and similarity between the diffusive and sigmoid couplings, both of which are widely adopted in modeling coupled ensembles.
In particular, we have shown that although the Langevin model with only additive noises yields the Gaussian distribution, the model with multiplicative noises and external inputs has much variety, yielding non-Gaussian distributions including the q-Gaussian [17, 18] , gamma, inverse-Gaussian-like and log-normal-like distributions. This has augmented the item (2) discussed above of the characteristic property of multiplicative noises. We have adopted the finite N-unit Langevin model given by
where F (x) and G(x) denote arbitrary functions of x, J the strength of diffusive couplings,
(e) an external input, α and β denote the strengths of multiplicative and additive noises, respectively, and η i (t) and ξ i (t) express zero-mean Gaussian white noises with correlations given by
The Fokker-Planck equation for the distribution ofp({x i }, t) is given by [19] ∂ ∂tp
where In the case of no couplings (I
where p(x i , t) expresses the distribution for a local variable x i satisfying the FPE given
For a constant input of I (e) (t) = I, the stationary distribution p(x i ) in the Stratonovich representation is expressed by
with
For the linear Langevin model with F (x) = −λx and G(x) = x, Eqs. (9)- (11) yield
We examine the some limiting cases of Eqs. (12) and (13) as follows.
(a) Equation (12) in the case of I = Y (x) = 0 expresses the q-Gaussian [13, 14, 17, 18] , which becomes, in the limit of large x (≫ β/α),
The expectation value of x 2 is given by
which requires α 2 < λ for non-divergent x 2 .
(b) For α = 0 and β = 0, we get from Eq. (12),
(c) For β = 0 and α = 0, Eq. (12) becomes
Distributions for more general forms of F (x) and G(x) will be discussed in Sec. III. show that p(x) is much modified by the presence of I.
Distribution of a global variable
When we consider the averaged, global variable X(t) given by
the Fokker-Planck equation P (X, t) for X is formally given by
The stationary distribution for a global variable X given by Eq. (20), is analytically expressed only for limited cases.
(a) For β = 0 and α = 0, P (X) is given by
which arises from the central-limit theorem for β.
(b) For I = 0, we get
where φ(k) is the characteristic function for p(x) given by [21] 
K ν (x) expressing the modified Bessel function.
The asymptotic form of P (X) for large X and large N is obtained as follows. By using the relation:
with c = 1
we get, for large N,
Equations (22), (23), (31)- (34) yield, for large X,
It is interesting that Eq. (37) with N = 1 coincides with Eq. (16) and that the index of δ given by Eq. (38) is the same as that given by Eq. (15) for N = 1. The case of ν = 1, excluded in the above analysis, will be numerically studied below. The stable distribution of P (X ′ ) for 0 < ν < 1 was discussed by Abe and Rajagopol [21] where This trend is more significant for a larger I.
Dynamical property 2.2.1 Diffusive couplings
Next we discuss the dynamical property of the coupled Langevin model with the use of the AMM, which is the second-moment theory for local and global variables [4, 16] . The kth moments of local and global variables are defined by
By using Eqs. (1), (6) and (39), we get equations of motions for mean, variance and covariance of local variable (x i ) given by
where
. Equations of motions of mean and variance of global variable (X) are obtainable by using Eqs. (19) and (40):
The mean-field approximation employs only Eq. (41) [8] . Equations (41) and (42) are adopted for a discussion on the fluctuation-induced phase transition in infinite-N stochastic systems [10] . Equations (43) and (44) play a crucial role in discussing finite-N systems, as will be shown below.
In the AMM [4] , we define the three quantities, µ, γ and ρ, given by
It is noted that γ expresses the averaged fluctuations in local variables (x i ) while ρ denotes fluctuations in global variable (X). Expanding x i in Eqs. (41)- (44) around the average value of µ as
and retaining up to the order of δx i δx j , we get equations of motions for µ, γ and ρ given by
Original N-dimensional stochastic equations given by Eq. (1) is transformed to threedimensional deterministic equations given by Eqs. (49)-(51).
It is easy to see that the stationary solutions of γ and ρ for J = 0 and I (e) = I satisfy the central-limit theorem:
It is noted that even for N = ∞, local fluctuations exist (γ = 0), although global fluctuations vanish (ρ = 0).
For the linear Langevin model given by F (x) = −λx and G(x) = x, we get equations of motions for µ, γ and ρ given by
We note that equations for µ and ρ do not include the term of J.
The stationary solutions for I (e) = I are given by
Equations (58) and (60) require that α 2 < λ.
Sigmoid couplings
The sigmoid-type coupling given by
has been adopted in modeling the coupled networks, where H(x) stands for the sigmoid function and K coupling strength. For the sigmoid couplings given by Eq. (63), we get equations of motions for µ, γ and ρ given by
We will make an analysis of the linear Langevin model with F (x) = −λx and G(x) = x, adopting the simple form given by
It is noted that Eq. (2) is the same as Eq. (63) with Eq. (67) except its second (feedback) term: we easily make a comparison between results for sigmoid couplings with those for diffusive couplings [22] . In the Stratonovich representation, equations of motion for µ, γ and ρ become
The stationary solutions of Eqs. (68)- (70) for I (e) = I are given by
Equations (72) and (74) impose the condition that K + α 2 < λ.
When we compare Eqs. (54)- (56) for the diffusive couplings with Eqs. (68)- (70) for the sigmoid couplings, we note the following difference and similarity in µ, γ and ρ.
(i) µ for the diffusive coupling is independent of the coupling strength (J) while µ for the sigmoid coupling depends on it (K).
(ii) When the (positive) coupling is introduced, γ for the diffusive coupling is decreased while γ for the sigmoid coupling is almost independent of it because ρ ∼ γ/N for small K in the second term of Eq. (69).
(iii) When the (positive) coupling is introduced, ρ for the diffusive coupling is independent of it while ρ for the sigmoid coupling is increased.
(iv) With increasing the (positive) coupling strength, the ratio of ρ/γ is increased for both couplings, which expresses an increased synchronization [23] . [20] . We note that items (i)-(iii) are realized also in dynamical solutions; µ in Fig. 5(a) is larger than that in Fig. 4(a) 
DISCUSSION
The interspike interval (ISI) histogram obtained from neuronal systems has been analyzed by using various methods (for a recent review, see Refs. [24, 25] ). It has been tried to fit experimental data by a superposition of some known probability densities such as the gamma, inverse-Gaussian and log-normal distributions. The gamma distribution is derived from a simple stochastic integrate-and-fire (IF) model with additive noises for
Poisson inputs [26] . The inverse Gaussian distribution is obtained from a stochastic IF model in which the membrane potential is represented as a random walk with drift [27] .
The log-normal distribution is adopted when the log of ISI is assumed to follow the Gaussian [28] . We will show below that such distributions may be simply derived from the Langevin model with multiplicative noises and additional inputs.
The property of neuronal ensembles has been discussed by using the two basic models:
the spiking model and the rate model. Spiking models like IF model describe the dynamics of the membrane potential of neurons, taking into account the conductance-based mechanism by differential equations. In contrast, rate models like the Hopfield model [29] describe the activity of neurons in terms of firing rate. There has been controversy between the two models. It is difficult to analytically express the ISI from the activity of the membrane potential in spiking models, even in the simplest IF model. The use of rate models has been limited by a lack of a clear biophysical interpretation of parameters in the model. It has been shown, however, that the rate model may be derived from the spiking model [30] . A bridge between the rate and temporal spike codes on which the two models are based, has been discussed [31] .
Based on the rate-code hypothesis, we have assumed that the firing rate r i (t) (≥ 0) of a given neuron i in the finite N-unit neuron networks is described by the Langevin model:
where w expresses the coupling strength, θ threshold level and d width. We will make a study on the stationary distribution p(r) for the above model with w = 0 for more general forms of F (x) and G(x) than was made in Sec. II.
[1] In the case of F (x) = −λx a and G(x) = x b (a, b ≥ 0, x > 0), the probability distribution p(r) given from Eqs. (9)- (11) becomes
Y (r) = 2Mr β 2 F 1,
where F (a, b, c; z) is the hypergeometric function. Some limiting cases of Eqs. (80)- (82) are shown in the following.
(a) The case of M = Y (r) = 0 was previously studied in Ref. [14] .
(b) For α = 0 and β = 0, we get
(c) For β = 0 and α = 0, we get
The case of a = 1 and b = 1 has been discussed in Eqs. (12)- (18).
(e) In the case of a = 1 and b = 1/2, we get
which reduces, in the limit of α = 0, to
When the temporal ISI s is simply defined by s = 1/r, its distribution π(s) is given
For a = 1, b = 1 and β = 0, Eq. (86) yields
which expresses the gamma distribution [12, 26] . For a = 2 and b = 1, Eq. (85) yields
which is similar to the inverse Gaussian distribution [27] . Equation (91) becomes
which is similar to the log-normal distribution [28] . When an external input I (e) (= I) has the distribution given by p(I), the resultant distribution P (r) becomes
where p(r | I) is given by Eqs. (80)-(91). Because ρ < γ in general, the population rate code is more efficient than the single-neuron rate code.
CONCLUSION
The (22), (23) and (25) are plotted in (a) with a shift of X = −2 for a clarity of the figure. 
