A discontinuous Galerkin finite element method for an optimal control problem having states constrained to semilinear parabolic PDE's is examined. The schemes under consideration are discontinuous in time but conforming in space. It is shown that under suitable assumptions, the error estimates of the corresponding optimality system are of the same order to the standard linear (uncontrolled) parabolic problem. These estimates have symmetric structure and are also applicable for higher order elements.
1. Introduction. The optimal control problem considered here, is associated to the minimization of the tracking functional subject to semi-linear parabolic PDEs. In particular, we seek states y and controls g (of distributed type) such that J(y, g) = 1 2
is minimized subject to the constraints,
in Ω.
(1.
2)
The physical meaning of the optimization problem under consideration is to seek states y and controls g such that y is as close as possible to a given target U . Here, Ω denotes a bounded domain in R 2 , with Lipschitz boundary Γ, y 0 , f denote the initial data and the forcing term respectively, and α is a penalty parameter which measures the size of the control. The nonlinear mapping ϕ satisfies certain continuity and monotonicity properties, and A(x) ∈ C 1 (Ω) is a symmetric matrix valued function that is uniformly positive definite. The scope of this work is the error analysis of the first order necessary conditions (optimality system) of the above optimal control problem by using a discontinuous (in time), Galerkin (DG) scheme. The corresponding optimality system consists of a primal (forward in time) equation and an adjoint (backwards in time) equation which are coupled through an optimality condition, and nonlinear terms (see, e.g [26, 29, 38, 47, 53] ).
The main aim is to show that the DG approximations of the optimality system exhibit similar approximation properties to the standard linear (uncontrolled) parabolic equation. In particular, it is shown that the error of the DG approximations is as good as the regularity of the solutions and the approximation properties of the subspaces enables it to be, for suitable data f, y 0 , U . This is achieved by proving the following symmetric estimate, which states that,
∥in. data error∥ L 2 (Ω) + ∥best approx. error∥ X + ∥subsp. error∥ X1
) .
, and ∥.∥ X1 denotes a norm related to a possible change of finite element subspaces every other (or every few) time steps and can be omitted when the same subspaces are being used in every time step. The term ∥best approx. error∥ X is posed in terms of suitable local L 2 projections and allows optimal rates of convergence when the solution is sufficiently smooth. The constant C does not depend exponentially on quantities of the form 1/α. The dependance upon α of various constants appearing in these estimates is essential to the underlying optimal control problem and hence it should be carefully tracked. In particular, in most computational and practical engineering examples, we are interested for small values of the parameter α, and in certain cases even comparable to the discretization parameter h.
The structure of the estimate is similar to the work of [11] which concerns the DG approximations of linear (uncontrolled) parabolic PDE's, and it leads to optimal error estimates in terms of the regularity of the solutions and the approximation theory of the chosen subspaces.
The proof of the main estimate, is based on estimates of an auxiliary and essentially uncoupled system together with a "boot-strap" argument and stability estimates at arbitrary time-points under minimal regularity assumptions. The key element of the proposed methodology is the use of a "duality" type of argument for discontinuous time-stepping schemes, to facilitate the decoupling of the optimality system. In particular, using the adjoint variable as test function in the primal equation, and the primal variable as test function in the adjoint equation, we first show that Then, for α suitably small, we apply a "boot-strap" argument to obtain the desired symmetric estimate. To our best knowledge the above symmetric estimates and their particular structure are new within our optimal control setting.
The motivation for using a DG approach, stems from its performance in a vast area of problems where the given data satisfy low regularity properties, such as optimal control problems. Furthermore, the concept of symmetric error estimates can be effectively capture the interplay between regularity of solutions and approximation properties of the subspaces. Such estimates are also recently applicable to a variety of problems such as error analysis of moving meshes, Lagrangian moving mesh methodologies (see e.g. [18, 42] ) and can be viewed as generalization of the classical Céa Lemma (see e.g. [15] ). In addition, discontinuous (in time) schemes accommodate the use of different subspaces in each time step, and hence basic adaptivity ideas, in a natural way. In the recent works of [7, 8, 40, 41, 44, 45] discontinuous Galerkin schemes were analyzed for distributed optimal control problems constrained to linear parabolic PDE's, while the case of semi-linear constraints is analyzed in [9, 48] . In [9] , convergence of discontinuous time-stepping schemes for optimal control problems (without control constraints) related to semi-linear parabolic PDE's is studied, under minimal regularity assumptions on the data and growth assumptions on the semilinear term. In the very recent work of [48] first order (in time) error estimates for the controls are presented for an optimal control problem related to semi-linear parabolic PDE, with control constraints, in case that the initial data belong to H 1 0 (Ω) ∩ L ∞ (Ω) under weak hypothesis on semi-linear term. The controls are discretized by piecewise constants in time and space, however the analysis is also applicable when piecewise constants (in time) piecewise linears (in space) are being used. For the state equation, the lowest order (k = 0) discontinuous Galerkin (in time) combined with standard conforming finite elements (in space), are being used. The first-order (in time) estimates presented in [48] successfully address a variety of difficulties due to the presence of control constraints, and the corresponding nonconvexity. The estimates and the analysis of [48] are different compared to the ones presented here. Our work primarily focuses on the development of estimates that possess the symmetric structure (and their advantageous features described above) for the associated optimality system. Our work is concluded by presenting a simple numerical experiment, which validates our basic estimate. 
Preliminaries.
The set of all continuous functions v :
and by
The bilinear form associated to our operator, is defined by
and satisfies the standard coercivity and continuity conditions
A weak formulation of (1.2) is then defined as follows: Given f, g, y 0 we seek y ∈ W (0, T ) such that
for all v ∈ W (0, T ). The data satisfy the minimal regularity assumptions which guarantee the existence of a weak solution y ∈ W (0, T ), i.e.,
while the distributed control g will be sought in
Note that under the above regularity assumptions one can only show convergence of the discrete schemes see [9, Section 3] (even in the uncontrolled case). For error estimates, additional regularity assumptions are needed in order to guarantee rates of convergence. In particular, we will assume that y ∈ L ∞ [0, T ; L 4 (Ω)], which typically requires that
The choice of the control space significantly simplifies the implementation of the finite element algorithm, since it leads to an algebraic optimality condition. Hence, it avoids the use of spaces of fractional order, or the solution of an extra PDE which typically occurs when other norms of g are included in the functional (see e.g. [29] ).
For the subsequent analysis it suffices that the target
. However in most cases U is actually smoother, since the target typically corresponds to the solution a parabolic PDE, and hence it can be assumed that U ∈ W (0, T ). For the analysis of our discrete schemes, the semi-linear term is required to fulfill the following structural assumptions. [48] , provided that the initial data belong to
Assumption 2.1. (a) For convergence of the state variable: The semi-linear term
We refer the reader to [53] (see also references within) for a detailed analysis of possible assumptions on the semi-linear term and on the regularity of the data. Here, we have chosen to impose the minimal regularity assumptions that guarantee the existence on the corresponding discrete solution on the space
. We close this preliminary section, by recalling generalized Hölder's and Young's inequalities which will be used subsequently. Generalized Hölder's Inequality: For any measurable set E, of any dimension and for
3. The continuous optimal control problem. In this section, we formulate the optimal control problem and state results regarding the existence of (an) optimal solution(s) and of the corresponding optimality system (first order necessary conditions). We refer the reader to [53] (see also references within) for an excellent overview regarding existence / uniqueness and issues related to first and second order necessary and sufficient conditions.
Existence of optimal solution.
First, we quote a result regarding the solvability of the weak problem (2.1) on the natural energy space under minimal regularity assumptions.
Then, there exists a unique solution y ∈ W (0, T ) which satisfies the following energy estimate
Proof. The proof is standard (see e.g. [14, 24, 57] ).
Next, we state the definition of the set of admissible solutions A ad and of the (local) optimal pair.
Below, we state the main result concerning the existence of an optimal solution for the minimization of the functional (1.1).
Proof. Similar to [14, 26, 38, 53] . 3.2. The continuous optimality system. Suppose now that (y, g) ∈ A ad is a (local) optimal solution in the sense of Definition 3.2. Then, an optimality system corresponding to the optimal control problem of Definition 3.2 can be easily derived based on well known Lagrange multiplier techniques (see e.g. [14, 26, 38, 47] ). Given f, y 0 , U satisfying the assumptions of Definition 3.2, we seek
) dt 
4.
The discrete optimal control problem.
4.1. The fully-discrete optimal control problem. The fully-discrete approximations are constructed on a partition 0 = t
(Ω) is specified, and it is assumed that each U n h satisfies the classical approximation theory results (see e.g. [15] ). We also assume that the time-steps are quasi-uniform, i.e., there exists 0 ≤ θ ≤ 1, such that min n=1,...,N τ n ≥ θ max n=1,...,N τ n . Now, we seek approximate solutions who belong to the space
Here
] denotes the space of polynomials of degree k or less having values in U n h . We also use the following notational abbreviation,
The discretization of the control can be effectively achieved through the discretization of the adjoint variable µ. However, we point out that the only regularity assumption on the discrete control is
By convention, the functions of U h are left continuous with right limits and hence will subsequently write (abusing the notation) y n for y h (t n ) = y h (t n − ), and y n + for y(t n + ). The above notation will also be used for the error e = y − y h function. Due to a well known embedding result 
for n = 1, ..., N . The discrete admissible set A d ad and the discrete (local) optimal control problem is now defined analogously to the continuous problem. 
Letỹ h be the solution of 4.1 without control. Without loss of generality, it is understood that the pair (ỹ h , 0) ∈ A d ad , and δ ′ are chosen in a way to guarantee that
The proof of existence of optimal solution of the discrete problem and its corresponding discrete optimality system of equations (first order necessary conditions) require stability estimates for the solution of (4.1), under minimal regularity assumptions (see e.g. [9, Section 3] ). These stability estimates are also needed for the derivation of error estimates. The
norm is used as the natural energy norm associated to the DG formulation, since the discrete time-derivative does not possesses any meaningful regularity due to the presence of discontinuities.
4.2.
Stability estimates. Now we are ready to state stability estimates for the discrete optimal control problem. Under an additional assumption on the semi-linear term, we derive a stability bound, which improves the dependence of τ upon the penalty parameter α compared to the result of [ 
where C is a constant depending only on Ω. In addition, for all n = 1,
, then the following estimate holds:
where C depends on (C c /η), C k and Ω but not on α, τ, h.
Proof. For the first two estimates we simply note that
dt, whereỹ h corresponds to the solution of (4.1) without control. The estimate onỹ h follows from [11, Section 2] . For the second estimate, we set v h = y h into (4.1), and use Young's inequality to obtain
The estimate now follows by adding the above inequalities and using the first estimate.
For the estimate at arbitrary points, the proof uses ideas of [12] . For completeness, we sketch the proof. Set v h =ȳ h into (4.1), whereȳ h is the exponential interpolant of e
−ρ(t−t
n−1 ) y h of y h (for some ρ > 0) and defined as in Appendix A.1. Then, the definition ofȳ h allows to obtain
Hence, integrate by parts with respect to time in (4.1), and using (4.2), we obtain
Using Lemma A.2, we may boundȳ h in terms of y h in various norms. In particular, using Young's inequalities, we obtain
It remains to bound the semi-linear term. For this purpose, using Assumption 2.1, we obtain,
Moving the last integral on the right hand side of (4.3) we obtain a bound as follows: Lemma A.2, implies that the difference y h −ȳ h remains small. In particular, using the previously derived estimate on
st . Therefore, we deduce from Assumption 4.2, and Hölder's inequality
Collecting the above inequalities into (4.3), we obtain
Hence, selecting ρ = 1/τ n and using the inverse estimate
, we observe that the last term on the left hand side can be bounded from below by,
. It remains to bound the last term at the right hand side. Choosing τ n > 0 in a way hide this term on the left hand side, at the right hand side, i.e., C
The estimate now follows by using the previously derived estimates at the energy norm and at partition points.
Remark 4.5. The Assumption 4.2 is also helpful in order to minimize technicalities in the subsequent derivation of symmetric error estimates. However, we note that if the growth condition is satisfied with exponent
Similar to the case of [9, Theorem 3.8] , (where ϕ satisfies growth and monotonicity conditions) the following convergence result can be established when the same subspaces are being used at every time interval, i.e., U
.., N , under minimal regularity assumptions.
Theorem 4.6. Given fixed h and partition
0 = t 0 < t 1 < ... < t N = T of [0, T ], with τ = max i=1,...,N τ i ,
satisfying the assumptions of Lemma 4.4, and let the Assumption
(Ω) and for quasi-uniform time-steps, we obtain,
• The discrete pair (y h , g h ) converges as τ, h → 0 to solution (y, g) of the continuous optimal control problem, in the following sense:
Proof. See [9, Theorem 3.8]. 
4.3.
The fully-discrete optimality system. The fully-discrete optimality system is defined as follows: We seek y h , µ h ∈ U h such that for n = 1, ..., N and for every
Here, y 0 = y h0 , µ N + = 0, f, U are given data, and y h0 denotes an approximation of y 0 . Remark 4.8. For low order schemes (k = 0, or k = 1) the proof of existence of the discrete optimality system can be derived by standard techniques. For high order schemes, we refer the reader to [10, Section 4] .
Remark 4.9. Note that testing the optimality condition (4.6) with functions of polynomial in time structure, we may easily see that (4.6) is equivalent to
, and n = 1, ..., N . The remaining of this section is devoted to stability estimates on the adjoint variable µ h . These estimates will play a crucial role in the subsequent analysis of error estimates for the fully-discrete optimality system.
and for n = 1, ..., N , ∥µ Lemma 4.4 
and defined as in Appendix A.1 (suitably modified to handle the backwards in time problem). Then, the analog of (4.3), takes the form
It remains to treat the semi-linear term. Note that adding and subtracting µ h , the semi-linear term takes the form,
Hence, we may drop the last term due to the monotonicity of ϕ, and move the first term at the right hand side. Then, using the Lipschitz continuity of ϕ
Hölder's inequality, and Appendix A.1, we obtain,
Therefore, using Young's inequality with δ > 0, we deduce that
Then, combining the last three relations into (4.7) and selecting ρ = (1/τ n ), we obtain the desired estimate working identical to Lemma 4.4. The rest of the paper is devoted in proving that the DG approximations of the optimality system exhibit the same rate of convergence to the related (uncontrolled) linear parabolic PDE, for appropriate data f, u 0 , U and the parameter α.
5.
Error estimates for the optimality system. The key ingredient of the proof will be the stability estimate at arbitrary time-points of section 4, along with estimates for an auxiliary optimality system (based on suitable L 2 projection techniques), and a "duality argument" in order to treat the nonlinear terms. In order to obtain an actual rate of convergence more regularity is needed.
Assumption 5.1. Let (y, g) be an optimal pair in the sense of Definition 3.2. In addition, let 
1. An auxiliary optimality system. First, we define an auxiliary optimality system which will help uncoupling the discrete optimality system. Let w h , z h ∈ U h be defined as the solutions of the following system. Given data f, U, y 0 , and initial conditions w h0 = y h0 , where y h0 denote the initial approximation of y 0 , z
, due to Assumptions 2.1-4.2 and the regularity of y, µ ∈ W (0, T ). The solutions of the auxiliary optimality system play the role of "global projections" onto U h . The basic estimate on the energy norm of y − w h , µ − z h will be derived in terms of local L 2 projections using techniques of [11, Section 2] into the auxiliary system (3.1)-(3.2),(5.1)-(5.2). A key feature of these estimates is that they are valid under minimal regularity assumptions. The following standard projections associated to DG method (see e.g. [50] ) are needed.
, and
Here we have used the convention (P
For the backwards in time problem a modification of the above projection (still denoted by P loc n ) will be needed. In particular, in addition to relation (5.3), we need to impose the "matching condition" on the left, i.e., (P loc n v)
+ ) instead of imposing the condition on the right. Note that the projection of Definition 5.3 can be viewed as the one step DG approximation of v t = f on the interval (t n−1 , t n ] with exact initial data v(t n−1 ) and f = v t specified, while the modified projection for the backwards in time stems from the one step DG approximation of the backwards in time ODE, with given terminal data. Recall that due to [50, Theorem 12.1] or [13] these projections satisfy the expected approximation properties. Below, we state the main result for the auxiliary problem. 
Here, w 0h = y 0h , where y 0h denotes an approximation of y 0 ,
and we have used the convention P 0 ≡ P 1 , P N +1 ≡ P N . Proof. Throughout this proof, we denote by e 1 = y−w h , r 1 = µ−z h and we split e 1 , r 1 to e 1 ≡ e 1h + e p ≡ (P
where P loc h is defined in Definition 5.3. Using the above notation, and subtracting (5.1) from (3.1), and (5.2) from (3.2) we obtain the orthogonality condition:
Note that the orthogonality condition (5.4) is essentially uncoupled and identical to the orthogonality condition of [11, Relation (2.6)].
Hence applying [11, Theorem 2.2], we derive the first estimate. In a similar way, the orthogonality condition (5.5) is equivalent to:
Here, we have used the definition of the projection. Setting v h = r 1h into (5.6), using the bounds,
and standard algebra, we obtain
Finally for the last term, observe that r n h+ ∈ U n+1 h and hence,
An alternative bound can be obtained by using the inverse estimate ∥r
where at the last step we have also used Young's inequality. Collecting the last two estimates and equation (5.7) we obtain the desired estimate upon summation and standard algebra. 
Ω) then we observe that there is no contribution from the summation term in Theorem 5.4. Indeed, inspecting the above proof, we note that for
i = 1, ..., N the local L 2 (Ω) projection P i ≡ P i+1 ≡ P L 2 : L 2 (Ω) → U h is the same at each time step. Therefore, r n h+ ∈ U h implies that ( (I − P n+1 )µ(t n + ), r n 1h ) ≡ ( (I − P L 2 )µ(t n + ), r n 1h ) ≡ 0.
Hence, (5.7) takes the form
Working similarly for the forward (in time) problem, we obtain th following estimates:
Subsequently, an estimate on the L
] norm is derived, using the approximation of the discrete characteristic (see Appendix B, and the subsequent Theorem 5.12). Since, an estimate on the L 2 [0, T ; H 1 (Ω)] norm is already obtained, and the auxiliary optimality system is now essentially uncoupled, the techniques of [11, Section 2] can be applied directly.
Theorem 5.6. Let w h , z h ∈ U h be the solutions of (5.1)-(5.2) computed using the DG scheme. Denote by e 1 = y − w h , r 1 = µ − z h and suppose that the assumptions of Theorem 5.4 hold. Then there exists a constant C depending on
Proof. Splitting the error as in the previous theorem, i.e., e 1 = e 1h + e p it suffices to bound the term sup
. This is done in [11, Theorem 2.5] (note that the orthogonality condition is uncoupled).
The estimate for the adjoint variable can be derived similarly starting from orthogonality condition (5.5), and using a suitable approximation for the discrete characteristic for the backwards in time problem.
Remark 5.7. Similar to Remark 5.5 an improved bound holds when
Remark 5.8. The combination of the last two Theorems implies the "symmetric" structure of our estimate. In particular, let ∥(., .)∥ X , ∥(., .)∥ X1 be defined by
and
Then, using Theorems 5.4, 5.6 we obtain an estimate of the form
) . 
The above estimate indicates that the error is as good as the approximation properties enables it to be, and it is applicable for higher order elements under the natural parabolic regularity assumptions. If
U n h ≡ U h for n = 1, .
.., N then the subspace error can be dropped, and thus we obtain symmetric estimate of the form
∥error∥ X ≤ C ( ∥in. data error∥ L 2 (Ω) + ∥best approx. error∥ X ) ,(5.
5.2.
The nonlinear optimality system. It remains to compare the discrete optimality system (4.4)-(4.5) to the auxiliary system (5.1)-(5.2). In the remaining of this work, we denote by e 2h ≡ w h − y h , and by r 2h ≡ z h − µ h . We begin by establishing an auxiliary bound for
and projection terms e 1 , r 1 . Here, we note that without loss of generality we assume α < 1, which corresponds to the physical case. 
Lemma 5.9. Suppose that Assuptions 2.1-4.2-5.1 hold. Let y h , µ h ,w h ,z h ∈ U h be the solutions the optimality system (4.4)-(4.5) and of the auxiliary system (5.1)-(5.2) respectively, computed using the discontinuous Galerkin scheme. Denote by e
Proof. Subtracting (4.5) from (5.2) we obtain the equation,
Subtracting (4.4) from (5.1) we obtain the equation:
We will obtain an auxiliary bound for
and projection terms. For this purpose we set v h = e 2h into (5.9) to obtain
and v h = r 2h into (5.10) 
We need to bound the three terms of the right hand side. We begin by estimating the last two terms. For this purpose, note that, 
Furthermore, for the final term, we may bound
For integral I 1 nl , adding and subtracting ϕ ′ (0),
Hence, using the Lipschitz continuity of ϕ ′ , the uniform bound on ϕ ′ (0), the embedding
, and Young's inequality with suitable δ > 0, we obtain
where at the last inequality we have used Assumption 5.1. Here C(C L , C d ) denote constant depending upon C L , the data f, y 0 , U, η and Ω. In addition, the Lipschitz continuity of ϕ ′ and the generalized Hölder's inequality, imply that
The first part of I 2 nl can be bounded by using the embedding
where here we denote by D µst the stability constant of Lemma 4.10. Finally, observe that interpolation inequality ∥.∥
, the stability inequality of µ h of Lemma 4.10 and Young's inequality with appropriate δ, imply that
Substituting the above bounds into (5.13) and adding the resulting inequalities from 1 to N , noting that 
, will require to impose additional regularity assumptions on the data, in particular,
, but not additional regularity on the control and the target.
Estimates follow using projection techniques of Theorem 5.4 which allow to treat the forward and backward (in time) coupled PDE's together with a "boot-strap" argument. 
Here the constant D is independent of τ, h, α. 
For the first term on the right hand side, note that
Next we focus on the nonlinear terms. Notice that the monotonicity of ϕ implies that
and hence we moving the above term on the right hand side, we may bound the term by using Assumption 4.2, Poincaré inequality, and Young's inequality, as follows:
Therefore collecting the above bounds into (5.14) and multiplying by α 1/2 we obtain:
Step 2: Preliminary estimates for the adjoint: Setting v h = r 2h into (5.9), we obtain
Using the monotonicity of ϕ, and noting that µ − µ h = r 1 + r 2h , the nonlinearity of the adjoint equation can be written as:
Moving the last two integrals on the right hand side, we derive appropriate bounds. For the first integral, using the Lipschitz continuity of ϕ ′ , the uniform bound on ϕ ′ (0), the generalized Hölder's inequality and the embedding
where
and the domain. Similarly, for the second integral, the Lipschitz continuity of ϕ ′ , the generalized Hölder inequality and the fact that y − y h = e 1 + e 2h imply,
It remains to bound the last two integrals. Starting from II 2 nl , using the interpolation
and stability estimates on µ h , we obtain:
where we have used the stability bound of Lemma 4.10. For II 1 nl , using the Hölder's inequality and the embedding
, we obtain,
Inserting the bounds on II 
where D depends upon CC L C st /η, and C y /η.
Step 3: Combination of (5.15)-(5.17): Next we will form the convex combination of (5.15)-(5.17) by multiplying 1− ρ equation (5.17) and by ρ equation (5.15), 0 < ρ < 1, (ρ to be determined later), and we add the resulting equations:
) dt
There are two distinct cases. If 0 < ρ ≤ (1/2), then ρ ≤ (1−ρ) and we may bound the last two terms, by 2(1−ρ)/α r 2h )|dt, and hence using Young's inequality,
Substituting the last inequality into (5.18), and summing from 1 to N we deduce
where D depends only upon the stability constant C st , η, C L . Note that we may use Lemma 5.9 to replace, the last two integrals, by projection terms e 1 , r 1 and
Here, C denotes the constant of Lemma 5.9. Then, choosing ρ in order to hide the term ∥e 2h ∥ L 2 [0,T ;H 1 (Ω)] on the left, i.e.,
(noting that ρ is independent of α) we arrive at the desired estimate. We also note that so far we have treated the case 0 < ρ ≤ (1/2), which implies an assumption on the size of data, and in particular, CC 2 st /η + 3C < η/4. It remains to treat the case where (1/2) < ρ < 1. Again, we are interested in treating the last two terms of (5.18). For this purpose, note that
|(e 2h , r 2h )|dt.
Since, (1/2) < ρ < 1, we deduce
The remaining of the proof remains the same. The analog of (5.20) takes the form,
Then, choosing ρ (independent of α) in order to hide the last two terms on the left hand side, i.e, for
we obtain the desired estimate. Based on the estimates at the energy norms, we proceed to derive estimates at arbitrary times. Since, an estimate on the energy norm ∥r 1 ∥ L 2 [0,T ;H 1 (Ω)] is already obtained in Theorem 5.11, the optimality system is now essentially uncoupled. An estimate at arbitrary time points for the forward in time equation can be derived by applying the approximation of the discrete characteristic technique of [11] into the semi-linear case. Here, the stability estimate at arbitrary time-points will be also needed. 
Here,D is also independent of τ, h, α.
Proof. We begin by integrating by parts with respect to time in (5. 
Recall also that the continuity properties on a(., .), ϕ and Proposition B.1, imply
while the coupling term can be bounded as:
Here we have used Young's inequality with appropriate δ > 0 and Proposition B.1. For the semilinear term, recall that the growth condition, and generalized Hölder inequality, the embedding
Using Young's inequality, we finally arrive at:
. Hence, substituting the above estimates into (5.21), we obtain an inequality of the form, (1 − Cτ n )a n ≤ a n−1 + f n , where a n = sup s∈(
) the desired estimate follows by the discrete Grönwall Lemma, upon using the previous bounds of Lemma 5.9, Theorems 5.4, 5.11, and standard algebra.
Estimate on the adjoint variable µ, follow using similar techniques and the previously derived estimates on the primal variable. Below, we state the relevant estimate. 
Proof. The first estimate follows by using triangle inequality and previous estimates of Theorems 5.4-5.11. The second estimate follows by Remark 5.5.
Using now standard regularity and approximation theory results we obtain convergence rates. Below, we state convergence rates in two distinct cases, depending on the available regularity. 
Assume that piecewise polynomials of degree l are being used to construct the subspaces U n h ⊂ H 1 (Ω) in each time step, where h denotes the spacial discretization parameter. Then the following estimate holds:
Here the constantC denotes the constant of Theorem 5. 16 . In case that U n h = U h then the following estimate is valid
Proof. It remains to estimate e p , r p . Using [13, Corollary 4.8] , and the standard approximation properties of P n , we obtain,
Therefore,
Working similarly, we also obtain that
Similar estimates also hold for r p . It remains to bound the error terms due to the change of subspaces. For that purpose, it is easy to see that
while a similar estimates also holds for the terms involving the adjoint variable.
Our last result concerns error estimates under more restrictive regularity assumptions on the solution, and in particular on the time-derivative. 
whereC denote the constant of Theorem 5.16.
Proof. Working similar to the previous theorem, and an inverse estimate lead to
The projection error in L
can be treated similarly. The adjoint variable can be treated similarly. Thus, using the stability of the orthogonal projection, we obtain the desired estimate. 
Numerical Experiments.
In this section, we are going to validate numerically the proven a priori error estimates for k = 0, l = 1, in the cases τ = h 2 and τ = h for the error in the control, state, and adjoint state.
We consider the following numerical example for the model problem with known analytical exact solution on Ω × (0, T ) = (0, 1)
2 × (0, 0.1) and homogenous Dirichlet boundary conditions, similar to the one presented in [48] . In particular, we minimize the functional
We will chose regularization parameter α = π −4 , right-hand side 2 T )sin(πx 1 )sin(πx 2 ).
The optimal control problem is solved by the finite element toolkit FreeFem++ (see [2, 32] ) using a conjugate gradient algorithm method. The mesh-generator and the linear algebra solver is the standard one provided by the toolkit. Two different experiments are being performed, with modest values of the discretization parameters τ, h.
The first one, for τ ≈ h, while the second one requires a more restrictive time-step approach τ ≈ h 2 , which is typically more standard. In both cases the expected rates of convergence are being computed for the L 2 [0, T ; H 1 (Ω)] norms for the the state and adjoint variables, i.e., O(h), while in the second experiment we also recover the expected quadratic rate of convergence in L 2 [0, T ; L 2 (Ω)] norm for the control. 6. Conclusion. We conclude this work by noting that the above symmetric estimates imply that the error will be as good as the approximation theory of the subspaces and the regularity theory of the underlying control problem will allow it to be. A key feature of the analysis is that there is no exponential dependence upon the parameter (1/α) which captures the information about the size of the control. The estimates are still applicable for time-steps that are chosen independent of the spacial discretization parameter h. Other type of controls and some computational results will be studied elsewhere.
Appendix A. Quotation of results related to an exponential interpolant.
The polynomial interpolant of functions e −ρ(t−t n−1 ) v, where v ∈ P k [t n−1 , t n ; V ] and V is any linear space, is needed in the proof of the main stability estimate. Here, we quote the definition and the main results from [12] . Note that the computation of the error at arbitrary times t ∈ [t n−1 , t n ) can be facilitated by substituting v h = χ [t n−1 ,t) y h into the discrete equations. However, this choice is not available since χ [t n−1 ,t) y h is not a member of U h , unless t is actually a partition point. Therefore approximations of such functions need to be constructed. This is done in [11, Section 2.3] . For completeness we state the main results. The approximations are constructed on the interval [0, τ ), where τ = t n − t n−1 and they are invariant under translations.
Let t ∈ (0, τ ). We consider polynomials s ∈ P k (0, τ ), and we denote the discrete approximation of χ [0,t) s by the polynomialŝ ∈ {ŝ ∈ P k (0, τ ),ŝ(0) = s(0)} which satisfies
The motivation for the above construction stems from the elementary observation that for q = s ′ we obtain ∫ τ Finally, we quote the main result from [11] .
Proposition B.1. Suppose that V is a (semi) inner product space. Then the mapping
where C k is a constant depending on k. 
