Introduction
When does an ample line bundle on a smooth projective variety have a nonzero global section? In this paper, we show that this question is equivalent to a fundamental problem in commutative algebra regarding the equality of core and graded core for a certain associated homogeneous ideal. This builds on the project begun in [16] , where it was shown that a sufficiently good algebraic understanding of the graded core can be used to show the existence of global sections of line bundles. This paper essentially treats the converse: we show the existence of nonzero sections gives rise to nice formulas for cores.
The core of an ideal in a Noetherian commutative ring is the intersection of all its reductions-that is, the intersection of all subideals having the same integral closure. The core first arose in the work of Rees and Sally [25] because of its connection with Briançon-Skoda theorems, and has recently been the subject of active investigation in commutative algebra; see [11, 2, 3, 16, 24, 13] .
For a homogeneous ideal in a graded ring, it is also natural to consider its graded core, namely, the intersection of all its homogeneous reductions. The core and graded core of a homogeneous ideal are both homogeneous ideals and there is an obvious inclusion of the core in the graded core. A natural question is: when does equality hold? This question arose in the work [16] in finding sections of line bundles, and has also been considered by Huneke and Trung in [13] for purely algebraic reasons.
Quite generally, the core and graded core are equal for homogeneous ideals generated by elements of the same degree (see Lemma 3. 3 for a precise statement). On the other hand, there are examples of ideals having so few homogeneous reductions that it is easy to see the core is strictly smaller. But what can be said for ideals having many graded reductions?
In this paper we answer this question for a specific type of ideal in a section ring, while providing one answer to the opening question about sections of line bundles. Specifically, we prove a formula for the graded core (see Theorem 3.1 and Corollary 3.10) which, when combined with the formula for core from [16] , yields the following result. where d is the dimension of S and a is its a-invariant.
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This theorem makes it easy to construct examples of homogeneous ideals with abundant homogeneous reductions where core and graded core differ. On the other hand, one might also hope to use the theorem to algebraically prove the existence of global sections of particular line bundles-indeed, this is our motivation for studying core. Theorem 1.1 follows from a more general result which is valid without the Gorenstein assumption on S. To motivate this, recall that in [16] it was shown that from the point of view of projective geometry, one should really look at cores inside the canonical module of S. That is, the object in which we are interested is the module gradedcore(Jω S ), defined as the intersection in ω S of the submodules Jω S as J ranges over all homogeneous reductions of I. With this definition, we prove the following, which specializes immediately to Theorem 1.1 if S happens to be Gorenstein. Our methods also yield the following formula for core in standard graded rings of arbitrary characteristic. Similar formulas appear in [16, §6] , [24] and [13] . Note that Theorem 1.3 does not require the ground field to have characteristic zero, as in these other formulas. Indeed, according to [24, Example 5.9] , in general, the core of the maximal ideal can depend on the characteristic.
Our original motivation for studying core was the following remarkable conjecture of Kawamata
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: an ample line bundle L on a smooth variety X always has a non-zero global section provided that L ⊗ ω −1 X is also ample. In [16] , we showed that this conjecture follows from a conjectured formula for graded core generalizing a formula due to Huneke and Swanson. As a corollary to the main theorem of the current paper, we see that in fact this conjectured formula for the graded core is equivalent to Kawamata's Conjecture; see Conjecture 3.12.
The contents of the paper are as follows. Section 2 contains a list of properties about section rings. The main work is done in Section 3, where the main result, Theorem 3.1, is proven. Section 4 contains the proof of Theorem 1.3. Section 5 contains a list of commutative algebra questions and detailed remarks motivating them. Progress towards any of these questions may lead to progress towards Kawamata's conjecture or a number of other related conjectures in birational algebraic geometry. We believe that commutative algebraists ought to be studying section rings more, and we hope our questions help stimulate research in this direction. We also hope that the geometric connections will help other researchers to appreciate the core.
Section Rings
Let X be a projective scheme over a field and let L be an ample invertible sheaf on X. The section ring of the pair (X, L) is the N-graded ring
This is a finitely generated graded ring, and there is a natural isomorphism Proj S ∼ = X under which the sheaves on Proj S given by the graded module S(n) correspond to the invertible sheaves L n . (Here S(n) denotes the graded cyclic S-module generated in degree −n.) The ring S is reduced if and only if X is reduced, and is a domain if and only if X is reduced and irreducible. In this case, furthermore, S is normal if and only if X is normal. Moreover, the sheaf given by the graded canonical module ω S of S corresponds to ω X . Section rings are much nicer than arbitrary graded rings. They share many of the properties of standard graded rings (that is, those generated in degree one) and should be thought of as a natural generalization of this standardly considered case. A normal section ring is standard graded if and only if the line bundle L is very ample and projectively normal; thus the passage from standard graded to section rings in commutative algebra is analogous to the passage from very ample to ample line bundles in algebraic geometry. Under this analogy, the powers of the homogeneous maximal ideal of a standard graded ring correspond to the ideals generated by elements of degrees at least N in a section ring. It is these ideals whose cores are crucial in understanding sections of L.
For future reference, we summarize here a few of the nice properties of section rings. All of these properties can fail for an arbitrary graded ring. (5) For any homogeneous element x and any n ∈ Z, the n-th graded piece of S x is a rank one projective module over the subring [S x ] 0 . (6) For all n ≫ 0, the elements of degree n generate an m-primary ideal. Proof. We only sketch the proofs since all can be found in the literature. The original source for section rings is [9, Section 4.5] . In [5] , normal graded rings are studied quite generally and shown to be rings of sections for ample Q-Cartier Weil divisors-the section ring case corresponds to the divisor actually being Cartier. Property 1 follows by computing H i m (S) from the extendedČech complex 0 −→ S −→ ⊕S xi −→ ⊕ i<j S xixj −→ . . . where x 0 , . . . , x d is a homogeneous system of parameters for S. This leads to an exact sequence Properties 2 and 3 are immediate since the sheaf associated to S(n) is isomorphic to L n , which is invertible. These properties characterize section rings by the main theorem of [5] .
Property 4 is essentially a restatement of 3. The x i are chosen so that the open sets U i = Spec[S xi ] 0 in Proj S where x i does not vanish are a trivializing cover for
0 -module of rank one. Letting t be a generator for L(U i ), it follows that t n is a generator for L n . The isomorphism follows. Conversely, if the isomorphism holds, then each L n (U i ) is clearly free of rank one. Property 5 is essentially Property 4 stated for any arbitrary cover of Proj S rather than only for a cover that trivializes L. See also [29] . Properties 6, 7 and 8 follow from the definition of ampleness. In particular, Property 6 follows because L n is globally generated for all large n: then L n has a set of global sections that do not simultaneously vanish, which means that the ideal of S they generate is m-primary. Property 7 follows since L n is very ample and projectively normal for all large n. Property 8 follows from the Künneth formula; see, for example, [21 Property 10 follows from Serre Vanishing. Indeed, the function n → χ(X, L n ) is polynomial in n (its precise form being given by the Riemann-Roch formula), where χ(X, We will use most of these properties without explicit mention in the next section. In fact, the only properties we really use are (6), (7) and (8), but because section rings are a natural and important class, we prefer to state our results for them.
The Main Theorem
For a ring S, recall that core(Iω S ) denotes the intersection of all submodules Jω S of ω S where J is a reduction of I. Similarly, when I is a homogeneous ideal in a graded ring S, gradedcore(Iω S ) is the corresponding intersection over all homogeneous reductions J of I. Our goal is to prove the following theorem. Theorem 3.1. Let S be an equidimensional section ring of dimension d ≥ 2 and characteristic zero, and assume that Proj S is Cohen-Macaulay. Fix N ≫ 0, and let I = S ≥N be the ideal generated by all elements of degree at least N . 3 Then,
as a graded submodule of ω S .
Note that in particular (taking negative values of i), gradedcore(Iω S ) contains the submodule [ω S ] ≥N d+1 generated by elements of degrees at least N d + 1. By [16, Corollary 6.4 .1], this submodule is precisely core(Iω S ). But if S is "missing" a component of degree i, then the graded core picks up elements of degree N d − i. In particular, Theorem 1.2 from the introduction is an immediate corollary of Theorem 3.1.
We now turn to the proof of Theorem 3.1. We begin with a lemma that reduces this problem to a core computation for a slightly different ideal. Proof. Because N ≫ 0, we know that S has systems of parameters of degree N . In particular, I
′ is a reduction of I, and we must have gradedcore(Iω S ) ⊂ gradedcore(I ′ ω S ). On the other hand, every homogeneous minimal reduction J of I is generated by elements of degree N (see [16, Proposition 2.1.3] ). So gradedcore(Iω S ) = gradedcore(I ′ ω S ). But as I ′ is generated by homogeneous elements of the same degree N , Lemma 3.3 below ensures that core(I ′ ω S ) = a 1 ω S ∩ . . . ∩ a r ω S where a 1 , . . . , a r are homogeneous minimal reductions of I. To apply Lemma 3.3, note that since both modules are m-primary, we can check equality after localization. The hypothesis that S m is a generalized Cohen-Macaulay ring is satisfied because S is equidimensional with (at worst) an isolated non-Cohen-Macaulay point. The proof that gradedcore( 
λ hij a j with λ hij ∈ k for h = 1, . . . , t; i = 1, . . . , d.
A similar statement holds also for cores of ideals rather than cores inside the canonical module.
Proof. This is a slight generalization of a special case of [2, Theorem 4.5]. We must remove the hypothesis there that A is Cohen-Macaulay and make some minor adjustments to replace the core ideal by the core submodule in ω A . Because there exists an r such that every reduction of I contains I r+1 , it follows that ω A / core(Iω S ) has finite length. So there are in any case finitely many reductions 
We will instead establish this equality under the assumption that A is a generalized Cohen-Macaulay ring.
Let M be a generalized Cohen-Macaulay A-module, meaning that the local cohomology modules H i m (M ) are all of finite length, for i < dim M . Recall (see, for example, [31] ) that an m-primary ideal b of A is called standard with respect to M if every system of parameters (
By [10, Satz 3.3] , there always exists an N ≫ 0 such that every ideal b contained in m N is standard with respect to M. Our assumption that N is large, together with [8, Theorem 3.17] , imply that I is standard with respect to ω A . So
as needed.
To compute core(I ′ ω S ), we will apply the main technical theorem of [16] . First, we need to recall some notation from Section 3.1 of that paper. 
Note that the adjoint type modules depend on the ideal I, although this dependence is suppressed from the notation. Clearly, Ω p+1 ⊂ Ω p and IΩ p ⊂ Ω p+1 for all p ∈ Z. Recall that Ω 0 can be considered as a submodule of ω A by means of the trace homomorphism Ω 0 −→ ω A for the blowing up map Y → Spec A. (When I has height at least two, the trace homomorphism can be defined in an elementary way as follows: Let U ⊂ Y be the non-empty open set of Y isomorphic under the blowing up to Spec A \ V(I). Then
with the first arrow being the restriction map and the last equality holding because ω A satisfies Serre's S 2 condition.) In particular, we get an I-filtration ω A ⊃ Ω 1 ⊃ Ω 2 . . . The proof of Theorem 3.1 is based on the following result: Theorem 3.4. Let S be a finitely generated N-graded domain of dimension d ≥ 2 containing the rational numbers, and let m denote its homogeneous maximal ideal. Let I be an m-primary ideal generated by elements of all the same degree. Assume that for any homogeneous reduction J of I,
as submodules of ω S , where Ω p is the p-th adjoint type module of I as defined in (1) .
Proof. This is a graded version of the main technical theorem of [16] and is direct consequence of Lemma 3.3.1 and Theorem 3.4.1 there.
Thus combining Lemma 3.2 and Theorem 3.4 we see that to compute the graded core of Iω S , we need to verify (2) for the adjoint type modules associated to I ′ , where I ′ is the ideal of S generated by the elements of degree N . We use the notation Ω
where
Notation 2 (S ♮ and S † ). Recall the "natural" construction from [9, Section 8.7.3] . Given a graded ring S, we form the graded ring
where S ≥p is the ideal generated by all elements of S of degrees at least p. The ring S ♮ is the Rees ring corresponding to the "natural" filtration {S ≥p } p≥0 , and the corresponding associated graded ring recovers S. Note that if I = S ≥N where N ≫ 0 is chosen in such a way that S ≥pN = (S ≥N ) p for all p ≥ 1, then the Veronese subring (S ♮ ) (N ) coincides with the Rees algebra S[It]. We define a graded subring S † of S ♮ by setting
where S p S denotes the ideal of S generated by elements of degree precisely p. If N ≫ 0 is chosen as above, then the Veronese subring (S † ) (N ) coincides with the Rees ring S[I ′ t], where I ′ is the ideal of S generated by the elements of degree exactly N .
Note that S ♮ is finite and birational over S † (and if S is normal, then S ♮ is the normalization of S † ). Both rings have dimension d + 1, where d is the dimension of S. Furthermore, both rings have natural bigradings:
We will make much use of these bigradings. There is also a third grading, namely, the "total degree," whose n graded components are defined as follows:
We compute the p-th adjoint type module Ω ′ p of I ′ by interpreting it as the appropriate graded piece of the graded canonical module of S † . With this in mind, the point is prove the following theorem.
Theorem 3.5. Let S be an equidimensional section ring of dimension d ≥ 2, with Proj S Cohen-Macaulay. Let G denote the set of (positive and negative) integers n for which S n is zero. Then for any positive p such that
Furthermore, if S has negative a-invariant, then we also get the following description for non-positive p: (When Proj S has rational singularities, this follows from the Kodaira Vanishing Theorem; see [12] .) Furthermore, when Proj S is Cohen-Macaulay, it is satisfied for all sufficiently large p.
Proof. We will study the graded pieces of ω S † by comparison with those of ω S ♮ , which are easier to understand.
First note that the finite birational map S † ֒→ S ♮ induces a natural inclusion (the trace map) ω S ♮ ֒→ ω S † . We wish to understand the cokernel. We do this by studying the kernel of the dual map.
Let M and N denote the homogeneous maximal ideals of S ♮ and S † respectively. Note that the radical of
This surjection is dual to the trace map ω S ♮ ֒→ ω S † . Thus we need to understand the kernel of ψ.
To this purpose, set
The Mayer-Vietoris sequences for the cohomology of S † and S ♮ respectively yield the commutative diagram
vanishes in negative p-degrees (and hence in negative q-degrees by symmetry). Indeed, the Sancho de Salas sequence (see [23] or [16, Paragraph 2.6]) yields an exact sequence of graded modules
where Y = Proj S ♮ and E is the closed fiber of the blowing up map Y −→ Spec S. Also, the middle vertical arrow in the commutative diagram above is an isomorphism. Indeed, because S p+q = S p S q for all p, q ≫ 0, we have (
A look at the long exact cohomology sequence corresponding to the exact sequence
We are now in a position to use the snake lemma to compute the cokernel of ψ in degree p < 0. For p < 0, we get an isomorphism
Thus we need to understand the map ϕ in degree p negative.
To understand ϕ, we first look at the local cohomology modules of S † and S ♮ with supports in N ′ and N ′′ . Note that the homogeneous maximal ideal m of S extends to N ′ under the homomorphism S −→ S † obtained by considering S as the subring of the bigraded ring S † concentrated in degrees (p, 0), for p ≥ 0. Thus
where S ♮ •,q denotes the graded S-module p≥0 S p+q = S ≥q . Now using the long exact sequence of cohomology corresponding to the exact sequence
and so by symmetry also
So the cokernel of ϕ in degrees p < 0 is isomorphic to the cokernel of the natural map
induced by the inclusion of
Hence, in degree (p, q), we have
It thus follows that for positive p there is an exact sequence
Finally, Lemma 3.7 below ensures that the p-th graded piece of ω S ♮ is [ω S ] ≥p+1 , so this formula for the cokernel Q p immediately implies the desired formula for the positively graded pieces of ω S † . The proof of Theorem 3.5 in the case of positive values of p is complete.
To
Proof. First note that in the important special case where Proj S has rational singularities and is defined over a field of characteristic zero, the result follows immediately from the Grauert-Riemenschneider vanishing theorem. Indeed, in this case Y = Proj S ♮ has rational singularities. Let Z ν → Y be a resolution. By the Grauert-Riemenschneider vanishing theorem, the direct image sheaves
Thus the corresponding spectral sequence degenerates, and we have an isomorphism
for all i ≥ 0. Now because Y has rational singularities, ν * ω Z = ω Y and so the required vanishing follows from standard vanishing theorem applied to the resolution Z −→ Spec S (see [4] ). We now assume that Proj S is Cohen-Macaulay and H 
By duality, this module vanishes by our assumption that H Proof. Recall that for any filtration {I i } i∈N of a ring S we have two fundamental short exact sequences
where R is the Rees ring i∈N I i , R + is its irrelevant ideal i>0 I i , and G is the associated graded ring I i /I i+1 . In particular, applying this to the natural filtration of S, we get short exact sequences
where in the first sequence, the module S is viewed as concentrated in degree zero, while in the second sequence it has its usual grading. The long exact sequence arising from the first sequence yields an isomorphism
for all p ≥ 0. This completes the proof since evidently
We now have all the ingredients we need to prove Theorem 3.1.
Proof of Theorem 3.1. For each integer p, set Ω
, where I ′ is the ideal of S generated by all elements of degree N and
Note here that i ranges through all integers such that S i is zero, including all negative integers. The grading is not given by i, but by the inherited grading from ω S .
To see why the claim is true, for each p ≥ 1, we can identify Ω ′ p with the p-th homogeneous component of the graded canonical module of
. Now by Theorem 3.5, we have
(The required vanishing needed for Theorem 3.5 holds by taking N to be very large.) We first show the inclusion gradedcore(Iω S ) ⊂ Ω 
is an equality. Similarly, for any N ≫ i,
is an equality if and only if
Proof. The first statement is essentially [16, Lemma 6.1.2]. The second is proved similarly: Consider the Koszul complex determined by the x i on X, where
Since the x i do not all simultaneously vanish on X, this complex is exact. Now tensor with the invertible sheaf O X (N d + i) to get an exact sequence
Using the same argument as in [16, Lemma 6.1.2], we see that the map
is surjective if and only if
(Here, we are using that for large enough N , Proof. To prove gradedcore(I) ⊂ i∈Z;Si=0 S N d+a−i , take any z ∈ gradedcore(I). Without loss of generality, we may assume that z is homogeneous, say of degree b. Take any w ∈ ω S of degree precisely −a, the minimal possible. Then zw ∈ gradedcore(Iω S ) is an element of degree b − a. Thus by Theorem 3.1, b − a = N d− i for some i such that S i = 0. This degree restriction on z forces z in S N d+a−i . Thus the one inclusion is proved.
The inclusion S ≥dN +a+1 ⊂ gradedcore(I) follows immediately from the second part of Lemma 3.9. Fix any homogeneous system of parameters x 1 , . . . , x d of degree N . To see that S N d+i ⊂ (x 1 , . . . , x d ), we need the vanishing of Putting together our Theorem 3.4 with the results of [16] , we arrive at the following corollary. Thus, using [16] , Kawamata's Conjecture [18] is equivalent to the following conjecture. [21] ; see also [22] ).
Finally, for completeness, we also include the following result valid for graded rings of dimension one. The argument is different. Proof. We know by [16 
In particular, if J is an ideal of S generated by a non-zero divisor x of degree N , then
where I = S ≥N is the ideal generated by all elements of degree at least N and I ′ = S N S is the ideal generated by the elements of degree precisely N . Now observe that, as submodules of ω S tensored with the full ring of quotients of S,
So gradedcore(Iω S ) = core(Iω S ) if and only if Hom S (I r , ω S ) = Hom S (I ′ r , ω S ). But as S is Cohen-Macaulay, this is equivalent to I r = I ′ r . Suppose now that gradedcore(Iω S ) = core(Iω S ). Then I r = I ′ r , and so I r is generated in degrees precisely N r. In particular, S rN +1 = S 1 S rN . This means that S rN +1 is contained in the ideal generated by S 1 . Now as there are non-zero-divisors of degree rN + 1, there must be a non-zero-divisor of degree one. Otherwise, S N r+1 is contained in a minimal prime and consists only of zero-divisors.
Conversely, if S admits a non-zero-divisor y of degree one, then there exists a q such that S ≥n = y n−q S ≥q for all n ≥ q. In particular, for each p ≥ 0 and N ≥ q,
Since I r = ⊕ p≥0 [I r ] N r+p , we conclude that I r = I ′ r and so the core and graded core modules are equal.
For the final statement, assume that core(Iω S ) = gradedcore(Iω S ), and let z ∈ gradedcore(I). Then zω S ∈ gradedcore(Iω S ) = core(Iω S ), so that for every reduction J of I, we have z ∈ (Jω S : S ω S ). As any such J is generated by a nonzero-divisor, it follows that z ∈ J for all reductions J of I, and so z ∈ core(I).
The core of powers of m in a standard graded ring
We now turn to the proof of Theorem 1.3 from the introduction, giving a formula for core in a reduced standard graded ring of arbitrary characteristic. 
Note that there is no restriction on the characteristic of the ground field on Theorem 4.1. This is especially interesting in light of examples from [24] , which show in general that the core depends on the characteristic.
Proof. By [2, Theorem 4.5], we know that core(m n ) = gradedcore(m n ), so we consider only the graded core. Lemma 3.9 shows that m nd+a+1 ⊂ gradedcore(m n ), for all n (not just large n). (Note that because S has depth at least two, S n = H 0 (X, O X (n)) for all n.) It remains to prove the other inclusion. The point is to prove the analogous statement inside the canonical module of S, namely that (5) gradedcore
This will imply that gradedcore(m n ) ⊂ S ≥nd+a+1 as follows. Suppose that z ∈ gradedcore(m n ) has degree less than nd + a + 1. Choose any w ∈ ω S of degree −a. Then zw ∈ gradedcore(m n ω S ) is an element of degree less than nd+1, contradicting (5).
To see that gradedcore(m
, we use Lemma 4.2 below applied to the ideal I = m. The hypothesis is satisfied by easy degree reasons: since
, and J is generated by elements of degree n, it follows immediately that Ω nd−n ∩ Jω S = JΩ nd−2n . Note that the associated graded ring G is simply again S. So to show that
it suffices to show the vanishing of
where the intersection is taken over all homogeneous systems of parameters of degree n. Now letting T = S (n) denote the n-th Veronese subring of S, we have that
Thus we need to prove the vanishing of ∩Jω T in degree d as J ranges over all homogeneous systems of parameters of T of degree one. But since T is a reduced Cohen-Macaulay ring of dimension d generated in degree one, the vanishing of this intersection is an immediate consequence of Lemma 4.3 below. Proof. By induction on d (see [16, Proof of Theorem 3.4.1]), we reduce immediately to the case where T has dimension one. Note that in doing this induction, we can kill d − 1 generic one-forms, so that the resulting one dimensional ring can be assumed to be reduced. The scheme Proj T is a finite set of reduced points in some projective space P n = P(T * 1 ). Say there are e points. Now, by Lemma 4.4 below, it suffices to prove the dual statement, namely that the module H 1 mT (T ) is generated in degree −1 as a k-vector space by elements of the form 1 x , where x ranges through non-zero divisors in T of degree one. Now let y be any non-zero-divisor of degree e. Then thinking of H 1 mT (T ) as the direct limit T /y −→ T /y 2 −→ . . . whose maps are given by multiplication by y, it is easy to check that
y .
We now claim that we can find non-zero-divisors x 1 , . . . , x e of degree one such that span T e−1 . (Here, the notationx i means that x i has been omitted.) To find such x i , just let x i be any linear form on P n vanishing at the point P i but not at any other point of Proj T . Then ℓ i vanishes at all the points except P i and so the ℓ i are linearly independent elements of T e−1 . On the other hand, since the dimension of T e−1 is e, these elements ℓ i span T e−1 . The proof is complete. Proof. We use the natural duality pairing
where k is the residue field of G (and G 0 ), sending
More explicitly, making the identification, . Consider the exact sequence
Taking the Matlis dual over the zero dimensional ring G 0 , we obtain
We now compute the kernel of the map
). An element w is sent to the zero map H −→ ω G0 if and only if for all η ∈ H, the pairing η, w = 0. But this occurs if and only if for all (x 1 , . . . , x d ) ∈ R, the element
Since ω G is Cohen-Macaulay, this in turn means that w ∈ (x * 1 , . . . ,
The proof is complete.
Questions
In this final section, we gather together a few commutative algebra questions whose positive solutions would solve Kawamata's Conjecture, at least in special cases. To keep things simple, we will focus on the case where H i (X, O X ) vanishes for i > 0, which simplifies statements considerably. This has the effect of allowing us to assume that the section rings S have rational singularities (see [16, §6] ). All of these questions are interesting if we furthermore assume that S is Gorenstein with isolated singularity and a-invariant -1; this corresponds to the important special case where L is the anti-canonical divisor on a smooth Fano variety. An affirmative answer to Question 1 is equivalent to the existence of a non-zero element in S of degree one. Indeed, we know that the core module of I is Note that when S 1 = 0, the map (7) is an isomorphism by Theorem 3. Proof. By Theorem 3.5 and Lemma 3.7, we see that if S 1 = 0, the inclusion ω S ♮ ⊂ ω S † is an isomorphism in positive degrees. This forces ν * ω Y ∼ = ω Y ′ . In particular, we have an isomorphism (ν * ω Y ) E ′ ∼ = (ω Y ′ ) E ′ along the reduced exceptional divisor E ′ . This means that the induced trace map for the map of one-dimensional local rings O Y ′ ,E ′ ֒→ O Y,E is an isomorphism. Let Q be the cokernel of the injection O Y ′ ,E ′ ֒→ O Y,E ; note that Q has dimension zero. We have an induced exact sequence of local cohomology modules , it follows that I r = I ′ r for r sufficiently large. Thus S ≥N r = S N r S for large r. In particular, S N r+1 = S N r S 1 , which means that the ideal generated by S N r+1 is contained in the ideal generated by S 1 . Since S N r+1 generates an m-primary ideal, it follows that so does S 1 . The proof is complete. Another possible approach to Question 1 is the following. The interest in Question 3 stems from the following. Proof. Consider ω S † as a bigraded module; its homogeneous components are given by Theorem 3.5. In particular, if S 1 = 0, then for p > 0, the degree (p, −1) component of ω S † is [ω S ] p−1 , and so in particular is non-zero. By p-q symmetry, then also the degree (−1, p) component of ω S † is non-zero. Thus ω S † does not vanish in p-degree −1, and so a(S † ) ≥ 1. Conversely, if a(S † ) < 0, then ω S † vanishes in p degree -1. In particular, [ω S † ] −1,q is zero and by symmetry then [ω S † ] q,−1 is zero as well. From Theorem 3.5, it follows that S 1 must be non-zero. The proof is complete. , we might as well ask the analogous question for F . On the other hand, it is easy to check that F red (and G red ) is isomorphic to S (N ) , the N -th Veronese subring of the section ring S. Now because F red is a reduced standard graded Cohen-Macaulay algebra, Lemma 4.3 ensures that an affirmative answer to Question 7 will imply one for Question 6.
