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Abstract
We consider the one-dimensional discrete linear Schro¨dinger (DLS) equation per-
turbed by a conservative stochastic dynamics, that changes the phase of each
particles, conserving the total norm (or number of particles). The resulting total
dynamics is a degenerate hypoelliptic diffusion with a smooth stationary state.
We will show that the system has a hydrodynamical limit given by the solution
of the heat equation. When it is coupled at the boundaries to two Langevin ther-
mostats at two different chemical potentials, we prove that the stationary state,
in the limit as N →∞, satisfies the Fourier’s law.
Keywords: hydrodynamic limit, Fourier’s law, Schro¨dinger equation
1. Introduction
Discrete Schro¨dinger equation, besides being viewed as a toy model for its
continuous counterparts, has itself a physical application as a discrete systems:
it serves as a model for electronic transport through crystals. In the realm of
the physics of cold atomic gases, the equation is an approximate semiclassical
description of bosons trapped in periodic optical lattices, and experimentally,
discrete solitons have been observed in a nonlinear optical array [26].
In the past years much attention has been paid on the non linear case (DNLS)
for which the first analysis of the equilibrium statistical mechanics has been per-
formed in [65]. It has been osserved [64] the relaxation of localized modes (dis-
crete breathers) in the presence of phonon baths has been discussed in. Only
recently, [43], the non equilibrium properties have been explored, considering an
open system that exchanges energy with external reservoirs, for which the result-
ing stationary states are investigated in the limit of low temperatures and large
particle densities, mapping the dynamics onto a coupled rotator chain.
Here we are interested in proving the hydrodynamic limit and Fourier’s law for
the DS equation in the simplified linear case. The linear case equation is interest-
ing as one of the most commonly employed methods for solving one-dimensional
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quantum problems, for which many characteristics are still poorly understood.
The natural applications are in the context of solid-state physics, which links the
discrete model to realistic semiconductor quantum wells and nanoelectric devices.
In the present paper we study a chain of particles, for which the Hamilto-
nian dynamics is perturbed by a random continuous phase-changing noise. The
resulting total dynamics of the system is a degenerate hypoelliptic diffusion on
the phase space, which assures good ergodic properties, it conserves the total
norm and destroy the other conservation laws. The system is considered under
periodic boundary conditions. In the first part of the article we will prove the
hydrodynamic limit using standard arguments. In the second part we will add
an interaction between the system and external reservoirs, modeled by Ornstein-
Uhlenbeck processes at the corresponding chemical potentials. We prove that in
the stationary state Fourier’s law is valid for the density flow. The main tool
used in the proof is the bound of the entropy production as in [7]. Then in order
to obtain Fourier’s law, we need to control the expected values of the densities
respect to the stationary measure, which results in a bound of the expected total
density proportional to the size of the system.
The article is structured in the following way. In section 2 we define the
dynamics. In section 3 we state and prove the result of hydrodynamic limit. In
section 4 we prove the Fourier’s law by means of entropy bounds.
2. The model
Atoms are labeled by x ∈ TN where TN = 1, ..., N is the lattice torus of lenght
N, corresponding to periodic boundary conditions. The configuration space is
ΩN = CTN and a generic element is {ψ(x)}x∈TN , where ψ(x) characterize the
amplitude of the wave function of each particle. The Hamiltonian of the system
writes
HN =
N∑
x=1
|ψ(x)− ψ(x+ 1)|2 + 1
p+ 1
N∑
x=1
|ψ(x)|p+1 (1)
where |ψ(x)|2 is the number of particle or the “mass” at site x, at the boundary
the conditions are fixed: ψN+1 = ψ0 = 0.
The linear case is for p = 1:
HN =
N−1∑
x=1
(ψ(x)ψ(x+ 1)∗ + ψ(x)∗ψ(x+ 1)) + 2
N∑
x=1
|ψ(x)|2 (2)
the corresponding equations of motion are
dψ(x)
dt
= i
∂H
∂ψ∗(x)
= −i△ψ(x)
dψ∗(x)
dt
= −i ∂H
∂ψ(x)
= +i△ψ∗(x).
(3)
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Here ∆ψ(x) = ψ(x+ 1) + ψ(x− 1)− 2ψ(x).
We denote ψ(x) = ψr(x) + iψi(x) = |ψ(x)|eiθ(x), and define the operator (on
local functions F : TN → C)
∂θ(x)F (ψ) = iψ(x)∂ψF (ψ) = ψi(x)∂ψr(x)F − ψr(x)∂ψi(x)F. (4)
We look for a stochastic perturbation which change randomly the phase of
the wave function, such that the total ”mass”
MN(ψ) =
∑
x∈TN
|ψ(x)|2 (5)
is still a conserved quantity. The total “mass” is linear in the number of particles
MN (ψ) ∼ N .
The dynamics is described by the following system of stochastic differential
equation for x = 1, ..., N

dψ(x, t) =− i△ψ(x, t)dt− γ
2
ψ(x, t)dt+ iψ(x, t)
√
γdwx
dψ∗(x, t) = +i△ψ∗(x, t)dt− γ
2
ψ∗(x, t)dt− iψ∗√γdwx
(6)
where wx(t) are real independent standard Brownian motions and γ is the noise
intensity parameter.
Let LN be the generator of the system. A core for LN is given by the space
C∞(ΩN) of smooth functions on ΩN endowed with the product topology. On
C∞(ΩN), the generator is defined by
LN = AN + SN (7)
where
AN =
∑
x∈TN
{i△ψ∗∂ψ(x) − i△ψ∂ψ∗(x)} (8)
is the Liouville operator of a chain of interacting and
SN = γ
2
∑
x∈TN
∂2θ(x) (9)
is the diffusive operator corresponding to the noise part of eq. (6) Since the total
mass is conserved by the stochastic perturbation, we have
SNMN(ψ) = 0. (10)
In the infinite volume case, the family of product measures:
dµλ(dψ) =
∏
x∈TN
e−λ|ψ(x)|
2
Z(λ)
dψ (11)
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are stationary for the dynamics, the parameter λ > 0 correspond to the conserved
quantity of the dynamics, the total “mass”, while Z(λ) is the normalization
constant. Here dψ =
∏N
x=1 dψ(x)dψ
∗(x).
The Lie algebra, generated by the Hamiltonian vector field and the noise fields,
has full rank at every point of the state space CN , so the stationary measure has a
smooth density. We denote by 〈·〉 the expectation with respect to the stationary
measure.
Let us define the density of particle x as
ρx = |ψ(x)|2, (12)
locally the conservation of mass generates an instantaneous current
LNρx = jx−1,x − jx,x+1 (13)
with
jx,x+1 = −i{ψxψ∗x+1 − ψ∗xψx+1}. (14)
3. Hydrodynamic limit in the diffusive scaling
3.1. Notation
Let’s introduce some notation and definitions.
We will denote by (ωN(t))t≥0 = (ψ
N(t), ψ∗N(t))t≥0 the process on the torus TN
whose evolution time is given by N2LN . The factor N2 corresponds to the accel-
eration of time by N2 in the stochastic differential equations (6). The associated
semigroup is denoted by (SNt )t≥0.
Fix a time T > 0. Let M+ be the space of finite positive measures on TN
endowed with the weak topology. Consider a sequence of probability measures
(QN)N on D([0, T ],M+) corresponding to the Markov process πNt defined as the
density of the empirical measure
πN(ω, du) :=
1
N
∑
x∈TN
ρxδx/N (du) (15)
where δa(du) is the Dirac measure localized on the point a ∈ TN . The time
evolution of the empirical measure will be
πNt := π
N(ωNt ) =
1
N
∑
x∈TN
ρx(t)δx/N (du) (16)
starting from (µN)N , a sequence of probability measures on Ω
N associated to a
fixed initial deformation profile ρ0 : T
N → [0,∞).
We will assume that the system is close to a local equilibrium. More precisely
we have the following definition:
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Definition 1. A sequence (µN)N of probability measures on TN is associated to a
deformation profile ρ0 : TN → [0,∞), if for every continuous function G : TN →
[0,∞) and for every δ > 0
lim
N→∞
µN
[∣∣∣∣∣ 1N
∑
x∈TN
G(x/N)ρx −
∫
TN
G(v)ρ0(v)dv
∣∣∣∣∣ > δ
]
= 0. (17)
Our goal is to show that, if at a time t = 0 the empirical measures are
associated to some initial profile ρ0, at a macroscopic time t they are associated
to a profile ρt which is the solution of an hydrodynamic equation.
Theorem 3.1. Let (µN)N be a sequence of probability measures on Ω
N associated
to a bounded initial density profile ρ0. Then for every t > 0, the sequence of
random measures
πNt (du) =
1
N
∑
x∈T
ρt(x)δx/N (du) (18)
converges in probability to the absolutely continuous measure πt(du) = ρ(t, u)du
whose density is the solution of the heat equation:{
∂tρ =
1
γ
△ρ
ρ(0, ·) = ρ0(·).
(19)
For any function w : TN → C, we denote ∇w the discrete gradient of w
defined by
(∇w)(x) = w(x+ 1)− w(x) (20)
and ∇∗ is the adjoint on L2(TN) endowed with the standard inner product
(∇∗w)(x) = w(x− 1)− w(x). (21)
The discrete Laplacian is △ = −∇∇∗. For a discrete function w, △w is given by
(△w)(x) = w(x+ 1) + w(x− 1)− 2w(x). (22)
If G is a smooth local function on TN and x ∈ TN , the discrete gradient is related
to the continuous one by:
(∇NG)(x/N) = N
[
G(
x
N
)−G(x− 1
N
)
]
= G′(x/N) + o(N−1) (23)
and the discrete Laplacian to the continuous one by:
(△NG)(x/N) = N
[
G(
x+ 1
N
)− 2G( x
N
)−G(x− 1
N
)
]
= G′′(x/N) + o(N−1).
(24)
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3.2. Limit identification
Under the empirical measure QN for every smooth function G : TN → C, the
quantity
〈πNt , G〉 =
1
N
∑
x∈TN
G(
x
N
)ρt(x), (25)
the noise conserves ponctually the density so
〈πNt , G〉 = 〈πN0 , G〉 −
∫ t
0
N2LN〈πNs , G〉ds. (26)
We do now some manipulation on the integrand of the previous equation, first
using the definition of the empirical measure we have
N2LN〈ΠN , G〉 = 1
N
N∑
x=1
G(x/N)N2LNρt(x). (27)
Substituting in it the explicit continuity equation (13) we get
N2LN〈ΠN , G〉 = 1
N
N∑
x=1
G(x/N)N2LN(jx−1,x(t)− jx,x+1(t)). (28)
Now we perform a summation by part
N2LN〈ΠN , G〉 = 1
N
∑
x
(∇NG)(x/N)Njx,x+1. (29)
A second summation by parts is also possible, substituting the current by his
fluctuation-dissipation relation
jx,x+1 = − 1
2γ
LNjx,x+1 + 1
γ
(ρt(x+ 1)− ρt(x))− 1
γ
(Ex+1,x−1 − Ex,x−2) (30)
where Ex+1,x−1 is given by
Ex+1,x−1 = ψ(x+ 1)ψ∗(x− 1) + ψ∗(x+ 1)ψ(x− 1). (31)
Then
1
N
∑
x
(∇NG)(x/N)Njx,x+1 = − 1
N
∑
x
(∇G)(x/N)N 1
2γ
Ljx,x+1+
+
1
N
∑
x
(∇NG)(x/N)N 1
γ
∇(ρs(x+ 1)− Es(x+ 1, x− 1)) =
= − 1
N
∑
x
(∇NG)(x/N)N 1
2γ
Ljx,x+1+
− 1
N
∑
x
(△NG)(x/N) 1
γ
(ρs(x+ 1)− Es(x+ 2, x)).
(32)
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we then obtain
0 = 〈πNt , G〉 − 〈πN0 , G〉 −
∫ t
0
1
γN
∑
x
(△NG)(x/N)(ρs(x)− Es(x+ 1, x− 1))ds
− N
2γ
∫ t
0
1
N
∑
x
(∇NG)(x/N)Ljx,x+1.
(33)
It remains to study two terms, the first one is the contribution of the energy
between second neighbors and the other one is the contribution of the dissipative
term. We study now the former one which is∫ t
0
1
N
∑
x
(△NG)(x/N) 1
γ
Es(x+ 1, x− 1)ds, (34)
we remark that
Es(x+ 1, x− 1) = −∂θ(x+1)jx+1,x−1 (35)
and the fluctuation-dissipation relation for the current jx+1,x−1 is
jx+1,x−1 = − 1
2γ
LNjx+1,x−1 + 1
γ
∇{Ex+2,x−1 − Ex+1,x}. (36)
The commutator [∂θ(x+1),LN ] is
[∂θ(x+1),LN ] = 2∇
[
(ψr(x+ 2)∂ψr(x+1) − ψr(x+ 1)∂ψi(x+2))
+ (ψi(x+ 2)∂ψr(x+1) − ψi(x+ 1)∂ψr(x+2))
]
,
(37)
which applied to jx+1,x−1 gives
[∂θ(x+1),LN ]jx+1,x−1 =4ψi(x− 1) (ψi(x+ 2) + ψi(x))
− 4ψr(x− 1) (ψr(x+ 2) + ψr(x))
(38)
The term ∂θ(x+1)∇{Ex+2,x−1 − Ex+1,x} is
∂θ(x+1)∇{Ex+2,x−1 − Ex+1,x} =2ψi(x+ 1) (ψi(x) + ψi(x− 2))
− 2ψr(x+ 1) (ψr(x) + ψr(x− 2))
(39)
so that
Es(x+ 1, x− 1) = 1
γ
LN∂θ(x+1)jx+1,x−1 − 2∇(Fx+2,x−1 −Fx+1,x) (40)
where
Fx+2,x−1 = 2{ψr(x+ 2)ψr(x− 1)− ψi(x+ 2)ψi(x− 1)}. (41)
7
DRAFT  --  DRAFT  --  DRAFT  --  DRAFT  --  DRAFT  --  
We substitute this last expression in (34) and perform some manipulations∫ t
0
1
N
∑
x
(△NG)(x/N) 1
2γ2
(LN∂θ(x+1)jx+1,x−1 − 2∇(Fx+2,x−1 − Fx+1,x)) ds
=
1
2γ2N2
∫ t
0
1
N
∑
x
(△NG)(x/N)N2LNEx+1,x−1(s)ds
− 1
2Nγ2
∫ t
0
1
N
∑
x
(∇NG)(x/N)2∇(Fx+2,x−1 −Fx+1,x)ds
=
1
2N2γ
1
N
∑
x
(∇NG)(x/N) (Ex+1,x−1(t)− Ex+1,x−1(0))+
+
1
γ2N2
∫ t
0
1
N
∑
x
(∇3NG)(x/N)(Fx+2,x−1 − Fx+1,x)ds+NGt .
(42)
Where the quadratic variation of the martingale NGt is
[NGt ]
2 =
N2
N6
∑
x
∫ t
0
((△NG)(x/N))2
(
∂θ(x+1)Ex+1,x−1
)2
=
=
N2
N6
∑
x
∫ t
0
((△NG)(x/N))2 j2x+1,x−1.
(43)
So then, the contribution of the total term studied here, (34), can be neglected
considering the following bounds
1
N3
∑
x∈TN
Ex,x+p(t) ≤ 1
2N3
∑
x∈TN
(|ψ(x, t)|2 + |ψ(x+ p, t)|2) = MN (ψ)
N3
→ 0,
1
N2
∑
x∈TN
Fx,x+p(t) ≤ 1
2N2
∑
x∈TN
(|ψ(x, t)|2 + |ψ(x+ p, t)|2) = MN (ψ)
N2
→ 0,
1
N4
∑
x∈TN
j2x,x+p(t) ≤
1
N4
∑
x∈TN
|ψ(x, t)|4 ≤ 1
N4
(∑
x∈TN
|ψ(x, t)|2
)2
≤ M
2
N (ψ)
N4
→ 0.
(44)
We expect then the following characterization of the hydrodynamic limit:
〈πNt , G〉 = 〈πN0 , G〉+
1
γN
∑
x∈TN
∫ t
0
(△NG)(x/N)ρs(x)ds+ o(N). (45)
3.3. A rigorous proof
Let G ∈ C2(TN ), then under QN the quantity
〈πNt , G〉 =
1
N
∑
x∈T
G(
x
N
)ρt(x) (46)
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has an associated process
〈πNt , G〉 = 〈πN0 , G〉+
∫ t
0
(∂s +N
2LN )〈πNs , G〉ds (47)
with respect to the filtration Ft = σ(ρs, s ≤ t).
In order to prove the convergence of the sequence, we need first to show its
relatively compactness, then that all converging subsequences converge to the
same limit.
3.4. Relative Compactness
To show that (QN )N is relatively compact, it suffices to prove that the se-
quence of laws of the real processes (〈πNt , G〉)t≥0 is relatively compact for any
fixed G in C2(TN ). We can repeat the same arguments as in [49] (Theorem 2.1,
pag. 55). Let us denote QGN the probability QNG
−1 on C([0, T ],R), and define
for any function x ∈ C([0, T ],R) and any δ > 0, the modulus of continuity of x
by w(x, γ) = sup{|x(s)− x(t)|; s, t ∈ [0, T ], |s− t| ≤ δ}. The criterion for relative
compactness of probabilities is:
Lemma 3.2. The sequence QGN is relatively compact if
• ∀t ∈ [0, T ], ∀ǫ > 0 ∃A = A(t, ǫ) > 0, supN QGN [|〈πNt , G〉| ≥ A] ≤ ǫ
• lim supδ→0 lim supN→∞QGN [w(〈πN , G〉, δ) > ǫ] = 0
Proof. The first condition of the lemma is satisfied thanks to the conservation of
the total “mass” and the following bound
|〈πNt , G〉| ≤ ‖G‖∞
1
N
∑
x∈TN
ρt(x) = ‖G‖∞MN (ψ)
N
≤ C(G) (48)
where C(G) is a constant depending only on G. Then
QGN
[|〈πNt , G〉| ≥ A] = QGN
[
|〈πN0 , G〉+
1
γN
∑
x∈TN
∫ t
0
(△NG)(x/N)ρs(x)ds| ≥ A
]
≤
≤ 1
A
EµN
[
|〈πN0 , G〉+
1
γN
∑
x∈TN
∫ t
0
(△NG)(x/N)ρs(x)ds|
]
≤ C(G, t)
γA
.
(49)
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The first condition is satisfied choosing A ≥ C(G,t)
γǫ
. Also the second condition is
verified:
QGN [ sup
|t−s|≤δ
|〈πNt , G〉 − 〈πNs , G〉|] ≤
1
ǫγN
EµN [ sup
|t−s|≤δ
|
∫ t
s
∑
x∈TN
(△NG)(x/N)ρu(x)du|]
≤ C(G)δMN (ψ)
Nγǫ
(50)
which goes to zero for N →∞ and δ → 0.
3.5. Uniqueness of limit points
After proving the relatively compactness of (QN )N , we want to characterize
the limit points of QN .
Lemma 3.3. Let Q∗ be a limit point of the sequence (QN)N , then Q
∗ is concen-
trated on trajectories πt ∈ C([0, T ],M) satisfying
〈πt, G〉 = 〈π0, G〉+ 1
γ
∫ t
0
〈πs, G′′〉ds (51)
Proof. Let Q∗ be a limit point and let QNk be a sub-sequence converging to Q
∗.
We can replace de discrete Laplacian by the continuous one, since (△NG)(x/N) =
G′′(x/N)+o(N−1), uniformly in N , in eq. (47). We fix t ∈ [0, T ]. The application
from C([0, T ],M) to R, which associates |〈πt, G〉 − 〈π0, G〉 − 1γ
∫ t
0
〈πs, G′′〉ds| to a
path {πt; 0 ≤ t ≤ T}, is continuous. So
lim inf
k→∞
QNk
(
〈|πt, G〉 − 〈π0, G〉 − 1
γ
∫ t
0
〈πs, G′′〉ds| > ǫ
)
≥ Q∗
(
〈|πt, G〉 − 〈π0, G〉 − 1
γ
∫ t
0
〈πs, G′′〉ds| > ǫ
) (52)
since the set is open. Then simply observing that
QN [ sup
0≤t≤T
|MGt |] = 0, (53)
we can conclude that all limit points Q∗ are concentrated on trajectories πt sat-
isfying
〈πNt , G〉 = 〈πN0 , G〉+
1
γ
∫ t
0
〈πNs , G′′〉ds (54)
It remains to prove that the limit trajectories are absolutely continuous respect
to the Lebesgue measure.
10
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Lemma 3.4. All limit points Q∗ of (QN )N are concentrated on absolutely contin-
uous measures, with respect to the Lebesgue measure, π(du) = ρ(u)du such that
π ∈ L2(TN , du) :
Q∗ {π : π(du) = ρ(u)du} = 1 (55)
Proof. Since
Q∗
(
〈|πt, G〉 − 〈π0, G〉 − 1
γ
∫ t
0
〈πs, G′′〉ds| = 0
)
= 1 (56)
then choosing π0 = ρ0(u)du it implies that πt = ρt(u)du.
3.6. Uniqueness of weak solutions of the heat equation and convergence in prob-
ability at fixed time
We need to show that there exists only one weak solution of the hydrodynamic
equation. There are different methods to prove that there exists only one weak
solution of the heat equation. We refer to [49] for the proof.
The limiting probability measure is concentrated on weakly continuous tra-
jectories, thus πNt converges in distribution to the deterministic measure πt(u)du.
Since convergence in distribution to a deterministic variable implies convergence
in probability, the theorem is proved.
4. Physical implications
The model is composed of x ∈ {1, ..., N} atoms attached at their extremities
to particle reservoirs of Langevin type at two different densities µl and µr. The
interaction between the reservoirs is modeled by two Ornstein Uhlenbeck process
at the corresponding chemical potentials.
The stationary state is given by the law of independent Gaussian variables if
the two reservoirs have the same chemical potentials.
We prove that the Fourier’s law is valid in the stationary state for the density
flow, that the total mass is proportional to its size and that the average density
per volume, in the infinite volume limit is given by the average of the chemical
potentials at the boundaries.
We attach the first particle 1 and the last N to two Langevin thermostats,
the dynamics is then described by the following system of stochastic differential
11
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equation

dψ(x, t) =− i△ψ(x, t)dt− γ
2
ψ(x, t)dt + iψ(x, t)
√
γdwx
dψ∗(x, t) = +i△ψ∗(x, t)dt− γ
2
ψ∗(x, t)dt− iψ∗√γdwx
x = 2, ..., N − 1
dψ(1, t) =− i△ψ(1, t)dt− 1
2
(δ + γ)ψ(1, t)dt+ iψ
√
γdw1 +
√
δµldwµl,1
dψ∗(1, t) = +i△ψ∗(1, t)dt− 1
2
(δ + γ)ψ∗(1, t)dt− iψ∗(1, t)√γdwx +
√
δµldw
∗
µl,1
dψ(N, t) =− i△ψ(N, t)dt− 1
2
(δ + γ)ψ(N, t)dt+ iψ
√
γdwN +
√
δµrdwN,µr
dψ∗(N, t) = +i△ψ∗(N − 1, t)dt− 1
2
(δ + γ)ψ∗(N − 1, t)dt− iψ∗(N)√γdwN +
√
δµrdw
∗
N,µr
(57)
Where wx(t) are real independent standard Brownian motions, and w0,1(t) and
wN−1,N(t) are complex independent standard Brownian motions.
The generator of the dynamics is L = LN + LL + LR where LN is (8), and
LL =+ δ
2
{µl(∂2ψr(1) + ∂2ψi(1))− (ψr(1)∂ψr(1) + ψi(1)∂ψi(1))},
LR =δ
2
{µr(∂2ψr(N) + ∂2ψi(N))− (ψr(N)∂ψr(N) + ψi(N)∂ψi(N))}
(58)
The currents are
jx,x+1 = −i{ψxψ∗x+1 − ψ∗xψx+1} for x = 2, ..., N − 1,
j0,1 = (2µl − ρ1),
jN,N+1 = −(2µr − ρN )
(59)
Because of the presence of reservoirs we have stationarity, for any x = 1, .., N−1,
we have
〈jx,x+1〉 = 〈j0,1〉 = 〈jN−1,N〉. (60)
4.1. Entropy production
Denote by gµr(ψ1, ψ
∗
1, ...ψN , ψ
∗
N ) the density of the product of Gaussians with
mean 0 and variance µr
gµr(ψ1, ψ
∗
1 , ...ψN , ψ
∗
N ) = e
−
∑N
x=1
|ψ(x)|2
2µr (61)
and by fN the density of the stationary measure with respect to gµr
〈·〉 =
∫
fNgµrdψ (62)
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where dψ =
∏N
x=1 dψ(x)dψ
∗(x), by hypoellipticity this density is smooth. By
stationarity
0 = −2〈LN log fN〉
= γ
N∑
x=1
∫
(∂θ(x)fN)
2
fN
gµrdψ +
δ
2
µr
∫
(∂ψ(N)fN)
2
fN
gµrdψ − 2〈Ll log fN 〉
(63)
for the left thermostat entropy production, let h = gµl/gµr and we rewrite the
last term as
−2〈Ll log fN 〉 =− 2
∫
fN
h
Ll log(fN
h
)gµldψ − 2
∫
fN
h
Ll log(h)gµrdψ
=
δ
2
µl
∫
(∂ψ(1)(fN/h))
2
fN/h
gµldψ + δ(µl − µr)(2µl − 〈ρ1〉)
(64)
Recognizing the last term as the current 〈j0,1〉 = (2µl − 〈ρ1〉) we can have the
following bound
γ
N∑
x=1
∫
(∂θ(x)fN )
2
fN
gµrdψ+
+
δ
2
µr
∫
(∂ψ(N−1)fN )
2
fN
gµrdψ +
δ
2
µl
∫
(∂ψ(1)(fN/h))
2
fN/h
gµldψ =
= δ(µl − µr)〈jx,x+1〉 ≥ 0
(65)
The right sign for the density current is then 〈jx,x+1〉 ≤ 0 (resp. 〈jx,x+1〉 ≥ 0)
if µl ≤ µr (resp. µl ≥ µr).
4.2. Scaling of the average current
In order to recover the Fourier’s law we need to bound the instantaneous
current. From the stationarity, (59) and (60), we have
〈ρ1〉+ 〈ρN〉 = 2(µl + µr) (66)
By (30) we have:
jx,x+1 =
1
γ
{(ρx+1 − ρx)− 1
2
(Ex,x+2 − Ex−1,x+1)} − 1
2γ
LNjx,x+1 for x = 2, ..., N − 2,
j1,2 =
4
4γ + δ
{(ρ2 − ρ1)− 2
4γ + δ
E1,3 − 2
4γ + δ
LNj1,2
jN−1,N =
4
4γ + δ
(ρN − ρN−1) + 2
4γ + δ
EN,N−2 − 2
4γ + δ
LNjN−1,N ,
(67)
13
DRAFT  --  DRAFT  --  DRAFT  --  DRAFT  --  DRAFT  --  
where
Ex,x+2 = ψ(x)ψ∗(x+ 2) + ψ∗(x)ψ(x+ 2). (68)
Using the stationarity of the current we obtain
〈jx,x+1〉 = 1
N − 3
N−2∑
x=2
〈jx,x+1〉
=
1
(N − 3)γ (〈ρN−1〉 − 〈ρ2〉)−
1
2(N − 3)γ 〈(EN−2,N − E1,3)〉
(69)
and by the relation 〈j1,2〉 = 〈jN−1,N 〉, we get
〈ρN−1〉 = −〈ρ2〉+ 2(µl + µr) + 1
2
〈(EN−2,N − E1,3)〉. (70)
we substitute the expression for 〈ρN−1〉 in (69) and obtain
〈jx,x+1〉 = 1
(N − 3)γ (2(µl + µr)− 2〈ρ2〉+ 〈E1,3〉).
By (67) we get 〈E1,3〉 as function of the densities and currents
〈E1,3〉 = −4γ + δ
2
〈j1,2〉+ 2(〈ρ2〉 − 〈ρ1〉), (71)
and then
〈jx,x+1〉 = 1
(N − 3)γ
(
2(µl + µr)− 2〈ρ2〉 − 4γ + δ
2
〈jx,x+1〉+ 2(〈ρ2〉 − 〈ρ1〉
)
=
1
(N − 3)γ
(
2(µl + µr)− 4γ + δ
2
〈jx,x+1〉 − 〈ρ1〉
)
=
2
γ(N − 3) + 4γ + δ ((µl + µr)− 〈ρ1〉) .
Given that ρ ≥ 0, we can bound the current by the external chemical potential
as
〈jx,x+1〉 ≤ 2(µl + µr)
γ(N − 3) + 4γ + δ . (72)
So there exists a constant C, which depends on µr and µl, such that
〈jx,x+1〉 ≤ C
N
.
for µl > µr, and
〈jx,x+1〉 ≥ −C
N
for µl > µr, such that
|〈jx,x+1〉| ≤ C
N
. (73)
. Thanks to this bound to the current we are able now to claim the result in the
following theorems.
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Theorem 1. For any γ > 0
lim
N→∞
N〈jx,x+1〉 = 2
γ
(µr − µl) (74)
Theorem 2.
lim
N→∞
〈MN(ψ)〉
N
= (µr + µl) (75)
4.3. Fourier’s law
Proposition 4.1. For x = 1 and x = N − 2 we have
lim
N→∞
〈ψxψ∗x+2〉 = 0 (76)
Proof. The proof for x = 1 and x = N − 2 are similar. Let’s do it for x = 1. We
make use of Cauchy-Schwarz inequality.
〈ψ1ψ∗3〉 =
∫
ψ1ψ
∗
3
fN
h
gµldψdψ
∗ =
= µl
∫
ψ∗3∂ψ∗1 (
fN
h
)gµldψdψ
∗
≤ µl
√
〈ρ3〉
√∫ (
∂ψ∗1 (fN/h)
fN/h
)2
gµldψdψ
∗
≤ C√
N
.
(77)
Proposition 4.2. For x = 1 and x = N − 1
lim
N→∞
(〈ρx〉 − 〈ρx+1〉) = 0. (78)
Proof. By (67)
γ〈j12〉+ 1
2
〈(E2,4 − E1,3)〉 = 〈ρ2〉 − 〈ρ1〉 (79)
then by (73) and (76) we have
lim
N→∞
(〈ρ1〉 − 〈ρ2〉) = 0 (80)
and similarly for x = N − 1.
Then we have
lim
N→∞
〈ρ1〉 = 2µl
lim
N→∞
〈ρN 〉 = 2µr
(81)
and the Fourier’s law is
lim
N→∞
N〈jx,x+1〉 = 2
γ
(µr − µl). (82)
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4.4. Average “mass” density
We define a function
φ(x) =
1
γ
(〈ρx〉 − 1
2
〈Ex−1,x+1〉), (83)
by the continuity equation for x = 2, ..., N − 1
Lρx = jx−1,x − jx,x+1 (84)
and the fluctuation-dissipation equation
〈jx,x+1〉 = −∇∗φ(x) (85)
we can write
△φ(x) = 0 for x = 2, ..., N − 1. (86)
By the discrete maximum principle |φ(x)| ≤ max{φ(2), φ(N − 1)} and using the
definition of currents (67)
φ(2) = (
4γ + δ
4γ
)〈j12〉+ 〈ρ1〉
φ(N − 1) = −(4γ + δ
4γ
)〈jN−1,N〉+ 〈ρN〉
(87)
both with (66), so, given that 〈ρx〉 ≤ 2(µl + µr) for x = 1, N − 1 it follows
|φ(x)| ≤ 4γ + δ
4γ
|〈jx,x+1〉|+ 2(µl + µr)
In view of (73), it follows that
|φ(x)| ≤ C
N
+ 2(µl + µr) for x = 1, ..., N − 1. (88)
Furthermore, given the results of the previous section, propositions 76 and 78,
and the explicit expression of φ
lim
N→∞
1
N
N−1∑
x=1
φ(x) =
1
γ
(µl + µr) : (89)
then for
MN(ψ) =
N−1∑
x=1
ρx
we obtain the result
lim
N→∞
1
N
N−1∑
x=1
〈MN(ψ)〉 = (µl + µr). (90)
We can verify that, at equilibrium, the two thermostats must have the same
chemical potentials.
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Proposition 4.3. If 〈jx,x+1〉 = 0 then µl = µr.
Proof. By the stationarity and by (59), we can write the average densities at the
extremities in x = 1 and x = N
〈ρ1〉 = 2µl
〈ρN〉 = 2µr
(91)
and by (67) in the bulk, x = 1, ..., N − 1
〈ρx+1〉 − 〈ρx〉 = 1
2
(〈Ex,x+2〉 − 〈Ex−1,x+1〉) (92)
Then substituting recursively the extremity density value in 1, we find
〈ρx〉 = 2µr + 1
2
〈Ex−1,x+1〉 (93)
and similarly when substituting the N density value
〈ρx〉 = 2µl + 1
2
〈Ex−1,x+1〉 (94)
so that µr = µl.
4.5. Non Linear Case
When the Hamiltonian is nonlinear, p > 1, the current doesn’t decompose in
fluctuation-dissipation terms:
jx,x+1 = −LNjx,x+1 +∇ρx + Ex−1,x+1 + Ex,x+1 + Ex,x+1|ψx|p−1. (95)
Being a non gradient system a correction term in the second order approximation
of a local Gibbs measure in the relative entropy method should be added. Unfor-
tunately the non linearity made it for us impossible to find the proper correction
term which would gauge the system in the local averages.
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