We can compute |K(φ)| = (1 − φ 2 ) n−1 , and plugging (3) and (4) into (2) 15 we have, if we call W = X t K(φ)
which is the profile likelihood (see e.g. [1] ch.4) and is a function only of the 17 parameters ρ and φ and can be easily and quickly maximized.
18
If more than one scenario/realization is present, the approach can be easily Table S1 gives the parameter estimates for the temperature emulator (1) 24 along with their standard errors, based on large sample approximations when 25 the emulator is trained with one realization each of the fast and jump sce-26 nario. Specifically, the variability of (β 0 ,β 1 ,β 2 ) is computed conditionally 27 on (ρ,φ,σ 2 ) via generalized least squares, whereas the variability of (ρ,φ) is Table S1 : Parameter estimates for (1) in all regions, with their standard deviations in parentheses. In several regions (ARO, CNA, NEU, NAS and NNA),ρ is numerically equal to 1, which implies that 
