This is called the period for the PMMCG. When the modulus m is fixed, the multiplier a changes the period J. The period A is at most m -1, which is the maximum period for the PMMCG.
Later in Section 3.1.1, we shall see that it is not necessary that each of the PMMCG's composing the Wichmann-Hill method has its maximum period, for the Wichmann-Hill method to have its maximum period. Thus, we consider the period~that need not reach the maximum.
Let a designate a primitive element modulo m. Each multiplier a can then be expressed in the form
where i is a uniquely determined positive integer less than m. The period A when a in (3) is used for the PMMCG is given bỹ
The greatest common divisor gcd(i, m -1) can be evaluated efficiently by Euclid's algorithm. Equation (4) states that A is a divisor of m -1, and implies that the maximum period m-1 is attained if and only if gcd(i, m -1) = 1.
Consider the case where m is a safe prime number, i.e., where the prime factorization of m -1 is expressed as 2. [(m-1)/2]. If the exponent i = m-1 or (m -1)/2, then A = 1 or 2, respectively; otherwise A = m -1 for i odd and } = (m -1)/2 for i even: Approximately half of all the candidate values for the multiplier of the MCG satisfy the maximumperiod condition; besides, no multiplier except 1 and m -1 has its period less than half of the maximum (Marsaglia and Zaman 1994) .
2.1.2
The Period of the Sequence of NonOverlapping t-tuples
Factors of the maximum period of a random-number sequence are undesirable; they provide periodic subsequences of a maximum-period sequence (Marsaglia and Zaman 1994) . The number of prime factors of the maximum period m-1 of a PMMCG with modulus m is minimized to be two, if the (prime) modulus m is safe prime. In this case, the period of the sequence of non-overlapping t-tuples from the maximum-period sequence by the PMMCG is equal to m -1, the maximum period, for t odd, or equal to (m -1)/2, half of the maximum period, for t even, unless t is divisible by (m -1)/2.
Consider an example where the modulus of a PMMCG for 32-bit computers is the greatest safe prime number 2147483579 less than 231. The maximum period for the PMMCG has the prime factorization 2. 1073741789; the period of the sequence of non-overlapping t-tuples from the maximum-period sequence by the PMMCG is equal to the maximum period for t odd, or equal to half of the maximum period for t even, unless t is a multiple of 1073741789.
Serial Correlations
If the serial correlation (sometimes called the serial correlation coefficient)
at lag s of the maximum-period sequence { Un I n > 0 } of random numbers obtained by an PMMCG is large in absolute value, then U. and Un+. are not to be regarded as independent. It is necessary to have serial correlations small in absolute value, though it is not sufficient (Section 3.3.3 of Knuth 1969; Section 7.2 of Niederreiter 1992).
The serial correlation c1 at lag one can be calculated efficiently: The correlation at lag one has an expression (equation (For a definition of the Dedekind sum a(a, m), see Knuth's (1969) definition of a generalized Dedekind sum, with the integer c equal to zero. ) Therefore, the correlation at lag one can be evaluated efficiently.
The serial correlation C$ at lag s > 2 can be calculated efficiently by a method for evaluating a serial correlation at lag one; the lag-s correlation for the multiplier a is equal to the lag-one correlation for another multiplier as mod m.
Multidimensional Lat t ice Structure
As George Marsaglia (1968) has indicated, an MCG has a defect that, if overlapping t-tuples (U~, tl~, . . . . U~-~), (U~, UZ, . . . . /lt), (u2, u3,..., ut+l) ,... of random numbers obtained by the MCG are viewed as points in the unit cube of -t-dimensional space, then all the points lie in a relatively small number of (t -1)-dimensional equidistant parallel hyperplanes. The set of all such points is called a lattice.
The spectral test quantifies the defect of an MCG. In the t-dimensional spectral test to an MCG with the modulus m and the multiplier a, we calculate the maximum dist ante dt (a, m) between adj scent hyperplanes, taken over all families of parallel hyperplanes that cover the points in t-dimensional space, and conclude that, the smaller the value of dt(a, m) is, the more uniformly distributed in t-dimensional space the points are.
Given m, we cannot find a value of a that will make dt (a, m) less than the right-hand member of the inequality
where yt is Hermite's constant (see equation (47) suggested by Fishman and Moore (1986) , which is the worst case of the normalized measures of the spectral tests in up-to-T-dimensional space. The value of the Fishman-Moore measure MT (a, m) lies in the interval (O, 1] , and the closer to 1 it is, the better the MCG is thought to be.
The exact value of yt when t~8 is known, but the exact value when t >8 is unknown, which means that we cannot calculate the exact value of d;(m) when t > 8; however, we can calculate a considerably tight lower bound on d:(m) when 8< t <24, with the value of C. A. Rogers's (1958) upper bound on the maximum center density of lattice packing, which has been computed by John Leech (1967) . (Page 20 of Conway and Sloane (1988) says that, the Rogers bound was the best known for t <42 at the time of publication of the book; it seems to the authors that the state of mathematics on the topic has remained the same.)
The values of lower bounds on the maximum center density shown in table 1.2 of Conway and Sloane (1988) affirm that the lower bound on d;(m) when 8< t~24 has a relative error less than 6.5 Yo; hence, the bounds on d: (m)'s lead to an estimator of (lower bound on) MT (a, m) whose relative error is also less than 6.5 yo, when 8< T <24.
The spectral test was invented by Coveyou and McPherson (1967) . Their procedure for performing the test has been improved in Section 3.3.4 of the second edition (1981) of Knuth (1969) . His procedure for performing the tests in up-to-T-dimensional space takes a time that grows superexponentially as T increases; therefore, when T > 8, it is quite slow. Faster procedures have been proposed by Fincke and Pohst (1985) and by Holger Grothe (1988) ; however, they are numerically unstable, when they are implemented unwarily (L' Ecuyer 1992). The authors wrote a Fortran-77 code for performing the spectral tests by Knuth's procedure, which is numerically stable. Consider an example where two PMMCG'S for 32-bit computers are combined. When the two modulĩ (1) and~(2) are the two greatest safe prime numbers 2147483579 and 2147483123 less than 231, the maximum period for the Wichmann-Hill method has the prime factorization 2.1073741561.
1073741789; the period of the sequence of non-overlapping t-tuples from a maximum-period sequence by the WichmannHill method is equal to the maximum period for t odd, or to half of the maximum period for t even, if t is neither a multiple of 1073741561 nor a multiple of 1073741789.
Serial Correlations
The Wichmann-Hill method possesses 2J -1 different maximum-period sequences. When the modulus rn(~) and the multiplier a(~) of the jth component PMMCG are fixed for each j, choice of the ini-(1) X$2),..., tial values XO , X$) determines the realized sequence. A maximum-period sequence obtained by the Wichmann-Hill method might as well be regarded aa a random sample from a population with size 2J-1, under a natural assumption that the initial value X$) of the jth component is chosen at random for each j. When all the 2J -1 samples, i.e., all the 2J -1 maximum-period sequences, are collectively taken into account, their serial correlation el at lag one has an expression for it in terms of 2J -1 Dedekind sums: are the multiplier and the modulus, respect ively, of the MCG equivalent to the Wichmann-Hill method (Section 3.3). The Dedekind sums can be calculated efficiently (Section 2.2). Accordingly, the correlation el at lag one can be evaluated efficiently.
The serial correlation e, at lag s~2 can be calculated by an efficient method for evaluating a serial correlation at lag one; the lag-s correlation for the multiplier a of the MCG equivalent to the Wichmann-Hill method is equal to the lag-one correlation for another multiplier as mod m.
3.3
Multidimensional Lattice Structure
