Affective computing is an emerging research area which provides insights on human's mental state through human-machine interaction. During the interaction process, bio-signal analysis is essential to detect human affective changes. Currently, machine learning methods to analyse bio-signals are the state of the art to detect the affective states, but most empirical works mainly deploy traditional machine learning methods rather than deep learning models due to the need for explainability. In this paper, we propose a deep learning model to process multimodal-multisensory bio-signals for affect recognition. It supports batch training for different sampling rate signals at the same time, and our results show significant improvement compared to the state of the art. Furthermore, the results are interpreted at the sensor-and signal-level to improve the explainaibility of our deep learning model.
INTRODUCTION
Affective computing is a highly interdisciplinary field related to psychology, neuroscience, signal processing, and computer science [6] [7] [8] . It is a significant part of human-computer interaction since a computer should understand human affective state to provide the corresponding service [8] . In the affective analysis literature, most of the works have focused on analysing the text, audio, and visual modalities [8] . Recently, bio-signals collected by wearable sensors have received increasing attention due to wearable mobility and Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. CIKM '19, November 3-7, 2019, Beijing, China © 2019 Copyright held by the owner/author(s). Publication rights licensed to ACM. ACM ISBN 978-1-4503-6976-3/19/11. . . $15.00 https://doi.org/10.1145/3357384.3358160 applicability in human life. In this paper, we focus on an affective recognition task using bio-signals A significant study on affective analysis by Schmidt et al. [7] implemented an experiment about amusement, neutral, and stress state detection. They collected multimodal signals from 15 participants and classified the affective states. The description of collected signals are introduced as follows. Electrocardiogram (ECG) can illustrate the human heart activity, which is considered as a reliable source for heart disease diagnosis; Electromyography (EMG) can present the activity cycle, amplitude and other features of the muscle. When the muscle cells are activated, the surface electrodes can record the muscle physiological changes; Respiration (RESP) is utilized to record human inhalation and exhalation activity [7] ; Electrodermal activity (EDA) is utilized to measure electrical changes on the surface of the skin such as wrist or palm; Blood Volume Pulse (BVP) is used to measure heart rate based on the volume of blood; Temperature (TEMP) records temperature of the human body which is measured by the temperature-dependent resistors; Accelerometer (ACC) records human movement in space of X, Y, and Z axis, which can measure physical activity, and range of motion.
Schmidt et al. [7] utilized machine learning algorithms including Decision tree, K-nearest-neighbour, Adaboosting, Linear discriminant analysis, and Random forest to perform classification. Although they achieved 80% classification accuracy for multiclass detection, classification performance can be potentially improved by other methods such as deep learning models. Deep learning models have achieved better performance than traditional models in processing a large dataset [5] . Additionally, traditional models rely on a feature engineering step. This step requires knowledgeable domain expertise to define and select potential features. Therefore, this paper introduces an accurate and explainable multimodalmultisensory sequential fusion (MMSF) model to detect affective states. The deep learning model that we built has provided higher classification accuracy and F 1 score than the empirical works. However, a big issue in deep learning is that it is hard to explain the variables or features which influence the results [2] . To address this limitation of deep learning methods, we have also conducted explainability analyses for better interpretation of our results.
As outlined above, there is a lack of empirical work using deep learning for affect detection using multiple inputs of physiological signals. The main contributions of this paper are detailed as follows:
(1) We propose an effective and efficient deep learning algorithms to a multimodal dataset for affect recognition. (2) We provide explainable classification results at both sensorand signal-level, which will be introduced in Section 4. (3) The experiment results show that our model outperforms the benchmark in classification accuracy and F 1 score.
RELATED WORK
Many empirical works implement different traditional machine learning models to elicit and detect human affective states. The most relevant work to ours is the work of Schmidt et al. [7] that experimented on five models to classify stress, amusement and neutral states. They obtained 0.80 for classification accuracy and 0.74 for F 1 score. However, these models heavily rely on feature extraction and selection steps. The classification performance has the potential to be improved by adopting a deep learning model. Amer et al. [1] proposed a hybrid deep learning model for emotion detection. However, they only used audio instead of biological signals as the model input, which might not reveal emotion as accurately as multimodal input. Additionally, they only provided the model performance with empirical works, but do not give an explanation for the results. Hwang et al. [3] utilised a hybrid deep learning framework to detect stress state by using an ECG signals. However, they only have one modality, ECG, for training. Deep learning has achieved leading performance in many classification tasks, but it is hard to explain influence or correlation from various features, which is referred to as a "black-box" model [2] . The current challenge is to obtain a trade-off between accuracy and explainability. Explainability has been considered as an important evaluation metric of machine learning algorithms that can interpret understandable terms to human [2, 4] . There are three types of explainable methods summarised by [4] : 1) Before building any model utilizes exploratory data analysis to visualize the data for exploring intuitive patterns; 2) Building a new model is about implementing a model structure from scratch with the consideration of explainability, which includes rule-based, example-based, and model distillation methods; 3) After building a model improves the explainability without changing the model, which includes ablation test, input-feature importance, and investigation on hidden layers of neural networks.
In this paper, we propose a deep learning model with effective and explainable performance for multiple bio-signals to detect three affective states. The model achieves better performance than the state of the art, and the After building a model method is discussed in details at sensor-and signal-level.
METHOD 3.1 Data and Pre-processing
This paper adopted the WESAD (Wearable Stress and Affect Detection data set) provided by [7] for an affect recognition task. There are 15 subjects' data in the the WESAD dataset that contains the chest and wrist bio-signal, labels and subject's information. The sampling rate of various signals is different (ACC in 32 HZ; BVP in 64 HZ; EDA and Temp in 4 HZ). The ground truth was encoded as neutral -1, stress -2. amusement -3. The conditions of obtaining these labels have been detailed in [7] . The signal filtering techniques were also applied to the raw signals with the details of the filter selection refer in [8] . Since different subjects have different responses on the signal values, min-max normalisation was conducted across different signals to normalize them to the same scale.
After processing these signals at point level, they were segmented into sliding windows as the input. Since the signal sampling rates are different for chest and wrist sensors, these signals have to be synchronized into the same window for compatibility with the model input. We define 1 second as the window size and the window shift is 0.25 seconds because some human activity patterns normally happen on a short time scale so a window size less than 5 seconds is commonly used [7] . The 1 second window is composed of all chest modalities, BVP, ACC, and EDA & Temp.
Fusion Schemes
Since the model's input shape is different, the data fusion schemes were applied to feed them to a deep learning model. Generally, there are two fusion schemes: early fusion and late fusion for merging heterogeneous signals [6] . They are different in the way of integration from various streams, which are described details as follows.
Early fusion -merges unimodal features at the concatenated layer before being fed into a classifier [6] . The extracted features from each stream are concatenated horizontally into a fused representation. Then, the fully connected layers are appended to process the fused representation and classify the affective states.
Late fusion -trains multiple submodels individually and then the outputs from the separated submodels are concatenated as the input for the final supervised classifier. [6] . The learning process of late fusion is completed in two steps: 1) training the submodel classifiers, and 2) training the final fused classifier.
Multistream Deep Learning Model
After comparing the classification performance between early and late fusion, we decided to use the deep learning architecture based on the late fusion scheme which is much better than the one using early fusion. Here, we mainly introduce the details of each submodel in late fusion as follows:
Submodel 1 for Chest -The input shape for submodel 1 is a 700 × 8 matrix of signals (ACC has 3 directional signals), and the input modalities are shown in follows:
Two 1D convolutional layers are adopted to extract features, and then a LSTM layer was added to process the sequence from the previous layer's output. Subsequently, a 1D convolutional layer is added again to extract the features from LSTM output. Finally, the matrix is flattened into a vector delivering to the fully connected neural networks for classification. The submodel 1 structure is presented in Table. 1.
Submodel 2 for wrist EDA and Temp -The input shape for submodel 2 is 4 × 2, and the input modalities are shown in follows:
Since the sampling points in each window are not plentiful, the submodel 2 is designed as the shallowest structure compared with the other submodels (shown in Table. 1). The 1D convolutional layer is adopted to extract features, and then a denser layer is added to process the feature vector. Finally, the matrix is flattened and delivered to one dense layer for classification.
Submodel 3 for wrist BVP -The input shape for submodel 3 is 64 × 1, and the input modality is shown in follows: After tuning the hyper-parameters, the optimal architecture for submodel 3 consists of stacking alternatively the dense layers and batch normalisation layers (shown in Table 1 ). Submodel 4 for wrist ACC -The input shape for submodel 4 is 32 × 3 (ACC has 3 directional signals), and the input modality is shown in follows: X 4 = {X ACC } The architecture design is similar to the submodel 3, but there is an 1D convolutional layer added at the 5th position. The submodel 4 structure is presented in Table 1 . An overview of our model is displayed in Figure 1 , which is named multimodal-multisensory sequential fusion model (MMSF). Based on the mechanism of late fusion, each submodel was trained on the training set individually and then generated the classification results as the input for the final supervised learner. Random Forest (RF) was selected as the optimal supervised learner after comparing the performance with other classifiers such as Support Vector Machine (SVM) and Logistic Regression (LR).
Evaluation Protocol
The metrics to evaluate model performance are classification accuracy and weighted F1 score. The weighted F1 score accounts for label imbalance, which calculates the scores for each label, and then weights averages the scores. There are 7 subjects in the test set, and the experiment is performed using the Leave-One-Subject-Out (LOSO) cross-validation on data from 7 folds. Therefore, one round for the experiment is composed of 7 folds. To minimise the random bias, this paper has implemented 5 trials for every model. The experiment logic is shown in Figure 2 . 
RESULTS

Classification Results
Schmidt et al. [7] adopted a set of shallow machine learning models such as Adaboosting, KNN, and Linear Discriminant Analysis (LDA) to classify the affective states. They defined 60 seconds as a window with 0.25 seconds as the sliding stride, and trained models by the extracted features in that window. The results are shown in Table 2 . They obtained 0.80 accuracy in all chest modalities and all modalities by AdaBoosting; 0.74 and 0.72 F 1 score in all chest modalities and all modalities respectively by LDA.
In comparison, we defined 1 second as a window with 0.25 second as the sliding slide. The optimal results for classification accuracy and F 1 score are presented in Table 2 . Our model obtained 0.83 accuracy and 0.81 F 1 score in all chest modalities by submodel 1; 0.85 accuracy and 0.86 F 1 score in all modalities by the MMSF (RF) model. Our method outperforms the state of the art significantly. 
Explainability at Sensor Level
There are four submodels in the MMSF model, and each one generates classified scores. These scores are then set as the input for the final supervised learner built by the random forest model. The weight or feature importance from the random forest model is calculated based on entropy criterion. One feature f i importance on a decision tree is calculated as shown in Equation 1.
Then, f i is normalised to a value between 0 and 1 (shown in Equation 2 ).
Finally, the feature importance of f i in random forest is averaged over all the trees (shown in Equation 3 ).
Where f i means the ith feature in the feature set; w j means the weighted number of samples reaching node j; W c j means the weighted number of samples reaching child nodes from node j; V j is the impurity value of node j; V c j is the impurity value of child node from node j; ∥ f i ∥ means the normalized f i ; Q means the set of features. N means all nodes in a decision tree.
As shown in Table 3 , the result explains the importance of each submodel contribution. All chest modalities are 0.595, wrist EDA and Temp 0.001, wrist BVP 0.122, and wrist ACC 0.281. At the sensor level, the chest and wrist models provide around 60% versus 40% contribution, respectively. 
Explainability at Signal Level
Explainability at the signal level was conducted by an ablation experiment to assess the effect for each signal on the model performance. After removing one type of signal, we used the same evaluation protocol (shown in Figure 2 ) to record classification performance. Since weights for modalities involving the wrist sensor show that chest modalities are more important than wrist sensor, we focused on exploring the ablation experiment for chest modalities, and the result is shown in Table 4 . After removing the EDA signal, the accuracy and weighted F 1 score present a significant decrease. This indicates that the chest EDA signal has a large influence on correct classification results. However, Resp and EMG do not display any significant changes.
CONCLUSION
We introduce a multimodal-multisensory sequential fusion model (MMSF) for affect detection based on bio-signals. The model applies a multimodal fusion scheme to deep learning architectures, and is evaluated by cross-validation which provides better classification performance than the empirical work. The classification results from MMSF are interpreted at the sensor-and signal-level. The sensor-level results explain that the chest modalities contribute more to the correct classification than the wrist modalities, while the signal-level results explain that the chest EDA has significant influence on the model.
