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UNIFORM BOUNDS FOR CONVOLUTION AND RESTRICTED
X-RAY TRANSFORMS ALONG DEGENERATE CURVES
SPYRIDON DENDRINOS AND BETSY STOVALL
Abstract. We establish endpoint Lebesgue space bounds for convolution and
restricted X-ray transforms along curves satisfying fairly minimal differentia-
bility hypotheses, with affine and Euclidean arclengths. We also explore the
behavior of certain natural interpolants and extrapolants of the affine and
Euclidean versions of these operators.
1. Introduction
This article deals with the basic problem of determining the precise amount of
Lp-improving for certain weighted averaging operators associated to curves in Rd.
In the unweighted case, this problem has been studied by Tao and Wright in wide
generality, and in [22], they completely describe (except for boundary points) the
set of (p, q) for which these operators map Lp boundedly into Lq, under certain
smoothness hypotheses and in the presence of a cutoff. This set of (p, q) depends
on the torsion (and appropriate generalizations thereof), but if instead the average
is taken against an ‘affine arclength measure,’ the effects of vanishing torsion are
mitigated, and the (p, q) region is larger. In fact (excepting boundary points), the
new region is essentially independent of the curves [20].
We are interested in the questions of whether the endpoint estimates hold,
whether there is a natural way to relate the weighted and unweighted versions of
these operators, and to what extent the regularity hypotheses in previous articles
(often C∞) can be relaxed.
Endpoint bounds have been established in a number of special cases. A more
extensive list of references is given in [5, 7]; we will focus here on the most recent
results. In [12], Gressman proved that in the polynomial case of the Tao–Wright
theorem, endpoint restricted weak type estimates hold, but left open the question
of strong type bounds. In the translation-invariant case, more tools are available,
and correspondingly, more is known. In [5, 13, 19], endpoint strong type estimates
for convolution with affine arclength measure on polynomial curves were proved.
These estimates depend only on the dimension and polynomial degree and require
no cutoff function. In [7], an analogous result was proved for the restricted X-ray
transform.
For the low regularity case, much less is known. We are primarily motivated by
the recent [14] and [6]. In [14], Oberlin proved bounds along the sharp line for con-
volution with affine arclength measure along low-dimensional ‘simple’ curves satis-
fying certain monotonicity and log-concavity hypotheses. In particular, there exist
infinitely flat curves satisfying these hypotheses. This provides further motivation
for the consideration of affine arclength measure, because in these cases there are
simply no nontrivial estimates for the unweighted operators. In [6], the first author
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and Mu¨ller proved that restriction to certain Cd perturbations of monomial curves
with affine arclength measure satisfies the same range of Lp → Lq inequalities as
restriction to nondegenerate curves.
Our purpose here is to generalize, to the extent possible, the endpoint results
mentioned above to more general classes of curves of low regularity. To address
the question of the natural relationship between the weighted and unweighted op-
erators, we show how, by a simple interpolation argument, ‘weaker’ estimates for
operators with ‘larger’ weights (including the optimal estimates in the unweighted
case) can be deduced from the optimal estimates for the affine arclength case. Fi-
nally, motivated by similarities between restriction operators and generalized Radon
transforms, we prove an analogue of the main result of [6] for convolution with affine
arclength measure along monomial-like curves with only d derivatives.
2. Results and methods
Let I ⊂ R be an interval and γ ∈ Cdloc(I;R
d); that is, γ : I → Rd is a curve in
Cd(K) for every compact sub-interval K ⊆ I. We define the torsion Lγ and affine
arclength measure λγ dt by
Lγ = det(γ
′, . . . , γ(d)), λγ = |Lγ |
2
d(d+1) .
Since λγ◦φ = |φ′|λγ ◦ φ, λγ dt is naturally interpreted as a measure on the image
of γ. The behavior of affine arclength measure under affine transformations of γ
(especially in contrast to Euclidean arclength measure) make it particularly well-
suited to harmonic analysis.
We are primarily interested in the convolution operator
Tγf(x) =
∫
I
f(x− γ(t))λγ(t) dt, x ∈ R
d,
and the X-ray transform,
Xf(x, y) =
∫
R
f(s, x+ sy) ds, (x, y) ∈ Rd+d.
The latter averages f along each line parallel to (1, y), and we restrict y to lie along
the image of γ:
Xγ(t, x) := X(x, γ(t)).
It is known that, aside from the trivial case Lγ ≡ 0, the natural endpoint Lp →
Lq bounds for these operators are
‖Tγf‖Lqd(Rd) . ‖f‖Lpd(Rd), (pd, qd) = (
d+1
2 ,
d(d+1)
2(d−1) ) (2.1)
‖Xγf‖Lsd(R1+d;dxλγdt) . ‖f‖Lrd(R1+d), (rd, sd) = (
(d+1)(d+2)
d2+d+2 ,
d+2
d ), (2.2)
and the interest is in obtaining these bounds with implicit constants that are uni-
form over some large class of curves. Such estimates have been established for
polynomial curves of bounded degree [5, 7, 13, 19]; our primary goal is to relax that
regularity assumption to the extent possible.
It is clear, however, that some further restrictions must be made. Indeed, simple
examples show that for (2.1) or (2.2) to hold, we must have∫
I′
λγ(t) dt . |ch(γ(I
′))|
2
d(d+1) , for all intervals I ′ ⊆ I, (2.3)
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where ‘ch’ indicates the convex hull. For sufficiently small intervals I ′ and finite
type curves γ, both sides of this inequality are comparable, as discussed in [15],
but without these hypotheses on the interval and curve, this may fail. Consider the
examples
γ1(t) = (t, sin(t−k) exp(−t−2)), 0 < t ≤ 1
γ2(t) = ((1 + exp(−t)) cos t, (1 + exp(−t)) sin t), t > 0
γ3(t) = (t, sin t, cos t), t ∈ R,
where k is taken to be sufficiently large in the case of γ1. (This first example is due
to Sjo¨lin [16].) Even though each γj is an injective immersion, and γ2 and γ3 have
nonvanishing torsion, none of these satisfy (2.3) globally.
2.1. Log-concave torsions. The examples γ2 and γ3 show that it is necessary to
control the oscillation of lower dimensional projections of γ, and not just Lγ . We
define
Ljγ = L(γ1,...,γj)
and
Bkγ = Lγ(L
d−k−1
γ )
k(Ld−kγ )
−(k+1), 1 ≤ k ≤ d;
here we are using the convention that L0γ = L
−1
γ = 1, so, for example, B
d
γ = Lγ .
Our most general results are restricted weak type analogues of (2.1) and (2.2),
which we prove in Section 3. For simplicity, we summarize these in somewhat
less than their full generality; the more general hypotheses in Section 3 will be
analogous to those in [14]. We say that a function f : I → [0,∞) is log-concave if
f(θt1 + (1 − θ)t2) ≥ f(t1)θf(t2)1−θ.
Theorem 2.1. Let γ ∈ Cdloc(I;R
d). Assume that the Bkγ are log-concave for 1 ≤
k ≤ d. Then we have the restricted weak type estimates
〈TγχE , χF 〉 ≤ Cd|E|
1
pd |F |
1
q′
d , (pd, qd) = (
d+1
2 ,
d(d+1)
2(d−1) ) (2.4)
〈λγ(t)
1
sdXγχG, χH〉 ≤ Cd|G|
1
rd |H |
1
s′
d , (rd, sd) = (
(d+1)(d+2)
d2+d+2 ,
d+2
d ), (2.5)
for all positive measure Borel sets E,F ⊆ Rd, G,H ⊆ R1+d.
Because T ∗γχF (y) = Tγχ(−F )(−x) this implies that Tγ is also of restricted weak
type (q′d, p
′
d), so Tγ is of strong type (p, q) for all interpolants of (pd, qd) and (q
′
d, p
′
d).
The proof consists of two parts. In Section 3, we prove Propositions 3.1 and 3.2,
which roughly state that if Lγ = B
d
γ is log-concave and the geometric inequality
| det(γ′(t1), . . . , γ
′(td))| ≥ c
d∏
j=1
|Lγ(tj)|
1
d
∏
i<j
|ti − tj |, (t1, . . . , td) ∈ I
d (2.6)
holds, then the restricted weak type estimates (2.4) and (2.5) hold (with constants
depending on d and c). We note that the left hand side of (2.6) is the Jacobian of∑d
j=1 γ(tj), so this may be thought of as a stronger, more quantitative version of
(2.3).
For the proof of the restricted weak type estimates, we use the method of re-
finements, but with a twist in the case of Proposition 3.1: by ordering certain
parameters (this idea was suggested by Phil Gressman, personal communication),
we avoid the complicated band structure argument of [2].
4 SPYRIDON DENDRINOS AND BETSY STOVALL
The other half of the argument is the proof of the geometric inequality. The
following is a simplified but weaker version of Proposition 3.5, which is proved in
Section 6.
Proposition 2.2. Let γ ∈ Cdloc(I;R
d). If Bkγ is log-concave for each 1 ≤ k ≤ d−1,
we may decompose I =
⋃Cd
j=1 Ij, where each Ij is an interval and (t1, . . . , td) ∈ I
d
j
implies that (2.6) holds, with a constant depending only on d.
We note that in two dimensions, if γ ∈ C3, γ′1 6= 0, and Lγ 6= 0, we may
reparametrize γ so that B1γ ≡ 1, and hence (2.6) holds for the reparametrization.
In higher dimensions, it seems harder to determine whether a given curve has a
parametrization that satisfies the geometric inequality.
As an example, consider the monomial curve γ(t) = (ta1 , . . . , tad) with ai ∈ R,
a1 < · · · < ad. Then
Bkγ = cat
ad−k+1+···+ad−kad−k−
k(k+1)
2
(we interpret a0 as 0), which is log-concave if and only if the exponent is nonneg-
ative. In particular the hypothesis of Theorem 2.1 holds for a reparametrization
of γ (by either t 7→ tN or t 7→ t−N for some large N). In this way, we obtain
endpoint restricted weak type estimates that are completely independent of the ai.
By contrast, the geometric inequality (2.6) is not parametrization invariant. By
considering simple configurations (take one ti very small and the others moderate),
we see that log-concavity of B1γ is actually necessary for the geometric inequality to
hold. In two dimensions, this is both necessary and sufficient (by Proposition 2.2).
In higher dimensions, it is clear that further inequalities relating the exponents
should be necessary, but it is possible that a slightly weaker condition than log-
concavity of the Bkγ suffices in the monomial case. We mention this in part because
it seems to be suggested in [11] (though no argument is given in the case of non-
integer powers) that a geometric inequality essentially of the form (2.6) holds for
monomial curves with sufficiently large but otherwise arbitrary real powers. This
is not the case.
There is a close connection between generalized Radon transforms and Fourier
restriction operators, and it would be interesting to see whether improved restriction
estimates could be obtained for curves satisfying the hypotheses of Theorem 2.1.
In the case of simple curves γ(t) = (t, . . . , td−1, φ(t)), such estimates were obtained
in [1]. In the general case, Proposition 2.2 and its proof may be useful, but current
technology for Fourier restriction estimates requires additional geometric inequali-
ties (see [6, 8, 9]).
2.2. Interpolation. In Section 4, we give a simple interpolation argument that
can be used in conjunction with the restricted weak type results of Section 3.
In the special case |Lγ(t)| ∼ tk, for some real number k 6= −
d2+d
2 , these give
fractional integral analogues of (2.4). In particular, when k ≥ 0, we can recover the
unweighted endpoint restricted weak type estimates (and hence strong type bounds
on the interior of a line segment for the convolution operator). We will obtain the
corresponding strong type bounds in Section 5, but (as will be seen) interpolation
yields a simpler argument and gives better bounds in the interior.
In more general cases, some of the operators and estimates that arise in this way
seem a little surprising (or did to the authors).
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2.3. Strong type bounds. In Section 5, we turn our attention to the endpoint
strong type bounds for the convolution operator Tγ and related operators with
different weights. We are not yet able to address these at the same level of generality
as in Theorem 2.1, so in the spirit of [6, 9] we consider the following family of
monomial-like curves, which contains all curves of finite type.
Let a1 < a2 < · · · < ad be nonzero (but possibly negative) real numbers and
consider the monomial-like curve γ(t) = (ta1θ1(t), . . . , t
adθd(t)), 0 < t < T . Here
θi ∈ Cdloc((0, T )) and satisfies
lim
tց0
θi(t) = θi(0) ∈ R \ {0}, lim
tց0
tmθ
(m)
i (t) = 0, 1 ≤ i,m ≤ d. (2.7)
We prove the following partial analogue of the main theorem in [6].
Theorem 2.3. For each monomial-like curve γ as above, there exists δ = δγ > 0
such that for each 0 < θ ≤ 1, the operator
T θγ f(x) =
∫ δ
0
f(x− γ(t))λγ(t)
θ dt
t1−θ
satisfies
‖T θγ f‖Lqd/θ(Rd) . ‖f‖Lpd/θ(Rd), (pd, qd) =
(
d+1
2 ,
d(d+1)
2(d−1)
)
, (2.8)
for all compactly supported Borel functions f . If θ = 1, the implicit constant in
(2.8) may be chosen to depend only on d and an upper bound for |a1+···+ad|ad−a1 , and if
0 < θ < 1, the implicit constant may be taken to depend on d, θ, |a1 + · · · + ad|,
and ad − a1.
Since the operator T θγ is essentially self-adjoint, it follows that (2.8) also holds
with (pdθ ,
qd
θ ) replaced by the dual pair ((
qd
θ )
′, (pdθ )
′), with the same bounds, so it
also holds for all interpolants of these pairs. We note that the limiting operator as
θ ց 0 is the one-sided (and hence very unbounded) Hilbert transform.
There is a related result in [11], but we obtain strong-type (rather than restricted
weak type) bounds up to the natural affine arclength (rather than unweighted)
endpoint for a larger class of curves.
It should be possible to obtain an analogous theorem for the restricted X-ray
transform via similar techniques, but the authors have not undertaken to verify
this.
For the proof, motivated by [6], we use the exponential parametrization t 7→ e−t;
this also avoids the issues discussed above about the rate of increase of the ai and
geometric inequalities. Curiously, in this parametrization, the standard geometric
inequality (2.6) is insufficient to obtain strong type bounds via our methods, so
in Section 6, we establish an exponential improvement, Proposition 5.1. We prove
Theorem 2.3 in Section 5 using the method of refinements. Again we order certain
parameters to avoid the band structure argument. Though the ordering is a bit
more difficult for the strong type bounds than restricted weak type bounds, it still
results in a substantially shorter argument than appeared in related articles (cf.
[18, 19]).
A potentially interesting line of further questioning would be the precise de-
pendence of the implicit constant in (2.8) on the ai. If A :=
∑
ai = 0, applying
Theorem 2.3 to a reparametrization by t 7→ t1/(ad−a1) implies that (2.8) actually
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holds with implicit constant equal to Cd,θ(ad−a1)θ−1. This seems to be essentially
optimal because it scales in the right way under reparametrizations t 7→ tk.
If A 6= 0, applying the methods of Section 3 to the exponential parametrization,
we see that the restricted weak type version of (2.8) holds with a constant depending
only on d, in the case θ = 1. Using this and applying the interpolation in Section 3
to the reparametrization by t 7→ t1/|A|, the restricted weak type version of (2.8)
holds with implicit constant Cd,θ|A|θ−1, which again seems essentially optimal.
In the case of strong type bounds, however, the authors have not been able to
remove the dependence on |A|ad−a1 or to show that it is necessary, even in the very
simple case γn(t) = (t
n, tn+1).1 This sequence of examples is closely related to the
curve γ(t) = (e−
1
t , te−
1
t ), for which the authors have not been able to prove or
disprove strong type bounds. It would be somewhat surprising if endpoint strong
type bounds do not hold for the latter curve because, unlike all known counter-
examples, it displays no oscillatory behavior.
Acknowledgements. The first author was supported by Deutsche Forschungsge-
meinschaft grant DE1517/2-1. The second author was partially supported by NSF
DMS 0902667 and 1266336.
Notation. If A and B are two nonnegative quantities, we will write A . B if
A ≤ CB for some innocuous constant C, which will be allowed to change from line
to line. The meaning of ‘innocuous’ will be allowed to change from proof to proof,
but will always be clear from the context (or explicitly given). By A ∼ B we mean
A . B . A.
3. Restricted weak type bounds
We now state our restricted weak type results in their full generality. We
are interested in curves γ for which the torsion and Jacobian determinant Jγ of
Φγ(t1, . . . , td) :=
∑d
j=1(−1)
jγ(tj) are related by the geometric inequality
|Jγ(t1, . . . , td)| ≥ Cγ
d∏
j=1
|Lγ(tj)|
1
d
∏
1≤i<j≤d
|tj − ti|. (3.1)
Our main results are conditioned on the validity of this geometric inequality, to-
gether with a log-concavity assumption on λγ .
Proposition 3.1. Let I be an open interval and γ : I → Rd a d-times continuously
differentiable curve. Assume that Lγ satisfies the geometric inequality (3.1) on I
d.
Assume further that λγ(t) ∼ f(t) for some log-concave function f on I. Then for
all Borel sets E,F ⊆ Rd having finite measures,
〈TγχE , χF 〉 . |E|
1
pd |F |
1
q′
d , (pd, q
′
d) =
(
d+1
2 ,
d(d+1)
d2−d+2
)
. (3.2)
The implicit constant in (3.2) depends only on d, the constant Cγ in (3.1), and the
implicit constants bounding λγ in terms of f .
1We would like to point out that the ratio |A|/(ad−a1) is invariant under the above power-type
reparametrizations. We also note that this dependence does not seem to simply be an artifact of
the exponential parametrization, and also seems to arise when one uses the methods of previous
articles on the subject, such as [5, 13, 19].
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Proposition 3.2. Suppose γ : I → Rd satisfies the same hypotheses as in Propo-
sition 3.1. Then for all finite measure Borel sets E,F ⊆ R1+d,
〈λγ(t)
1
qdXγχE , χF 〉 . |E|
1
pd |F |
1
q′
d , (pd, q
′
d) =
(
(d+1)(d+2)
d2+d+2 ,
d+2
2
)
. (3.3)
The implicit constant in (3.3) has the same dependence as that in (3.2).
This raises the question of when the geometric inequality (3.1) holds. It is known
in the case when γ is a polynomial ([8]), when γ is monomial-like ([6]), and for simple
curves (i.e. those of the form (t, . . . , td−1, φ(d)(t))) satisfying certain monotonicity
and almost log-concavity hypotheses ([1, 14]). We will show that it holds for much
more general curves, under hypotheses analogous to the latter case. To state our
result, we need a couple of definitions.
Definition 3.3. Given a positive constant C, we call a non-negative function f :
I ⊆ R → R C-almost increasing if f(t1) ≤ Cf(t2) whenever t1 ≤ t2. We define
C-almost decreasing analogously and also say that a function is C-almost monotone
if it is either C-almost increasing or C-almost decreasing.
Following Oberlin [14], we also make the following definition.
Definition 3.4. Given a positive constant M , we call a function f : R → R
M-almost log-concave if
M
∣∣∣f( t1 + t2
2
)∣∣∣ ≥ |f(t1)|1/2|f(t2)|1/2,
for all t1, t2 ∈ I.
The following proposition, which will be used in the proof of Propositions 3.1
and 3.2, will be proved in Section 6. Such geometric inequalities have been key
ingredients in most of the recent proofs of endpoint estimates [7, 14, 19], because a
good lower bound for the Jacobian of the mapping Φ, which arises from an iteration
procedure, is a central feature of the method of refinements, which originated in
Christ [2]. These geometric inequalities were first proved in the context of Fourier
restriction to curves (see [6, 8, 9]). The curves γ considered here are direct gener-
alizations of the curves considered by Oberlin [14]. However, our proof resembles
more the one in [6].
Proposition 3.5. Let I be an open interval and γ : I → Rd a d-times continuously
differentiable curve. Assume that the Ljγ, 1 ≤ j ≤ d, never vanish on I and that
the functions
Lγ(L
d−k−1
γ )
k(Ld−kγ )
−k−1, 1 ≤ k ≤ d− 1,
are C-almost monotone and M -almost log-concave for some C,M > 0. Then, for
all (t1, . . . , td) ∈ Id,
|Jγ(t1, . . . , td)| &
d∏
j=1
|Lγ(tj)|
1
d
∏
1≤i<j≤d
|tj − ti|. (3.4)
The implicit constants in (3.4) only depend on C, M , and d.
The hypotheses on the functions Lγ(L
d−k−1
γ )
k(Ld−kγ )
−k−1, 1 ≤ k ≤ d − 1, are
a direct generalization of the conditions in [1, 14] for simple curves of the form
(t, t2, . . . , td−1, φ(t)). For these curves, all the Lkγ , 1 ≤ k ≤ d − 1, are identically
constant and Lγ is a constant multiple of φ
(d). In that case, our hypotheses amount
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to a condition on the d-th derivative of φ, not any lower derivatives, so they are
slightly weaker than the hypotheses in [1, 14]. For non-simple curves, easy examples
in low dimensions (such as γ(t) = (cos t, sin t) and γ(t) = (cos t, sin t, t)) show
that conditions only on Lγ are not sufficient. One can check that for I = R the
geometric inequality (3.4) fails, and the corresponding convolution and restricted
X-ray transforms are unbounded.
We devote the bulk of this section to the proof of Proposition 3.1, and we will
indicate what changes need to be made in order to prove Proposition 3.2 at the end
of the section.
Proof of Proposition 3.1. By standard approximation arguments, we may assume
that I is a compact interval and that γ ∈ Cd(I;Rd). Since f is log-concave, we
may split I into two open intervals IL and IR such that f is increasing on IL and
decreasing on IR. We can reparametrize t 7→ −t on IR, and therefore without loss
of generality we assume that f is increasing on I. Since the restricted weak type
inequality is trivial on any interval on which λγ is identically zero, and since f is
increasing, we may assume that λγ is nonvanishing on I. Thus we may assume that
f ∈ C1. Finally, by a reparametrization, we may assume that I = [0, 1]. These
assumptions will remain in force for the remainder of the argument.
The following will be helpful later on.
Lemma 3.6. For 0 ≤ ρ ≤
∫ 1
0
λγ(t) dt, define h(ρ) to be the unique element of I
satisfying ∫ h(ρ)
0
λγ(t) dt = ρ.
Then for all 0 ≤ a, b ≤
∫ 1
0
λγ(t) dt and 0 ≤ θ ≤ 1,
λγ ◦ h((1− θ)a+ θb) & (1− θ)λγ ◦ h(a) + θλγ ◦ h(b). (3.5)
Proof of Lemma 3.6. We compute
(f ◦ h)′(ρ) = f ′ ◦ h(ρ)h′(ρ) =
f ′ ◦ h(ρ)
λγ ◦ h(ρ)
∼
f ′ ◦ h(ρ)
f ◦ h(ρ)
= (log f)′ ◦ h. (3.6)
Since λγ > 0, h is strictly increasing and log f is concave, (log f)
′ ◦ h is decreasing.
Therefore by (3.6), f ◦ h is concave, and since λγ ∼ f , (3.5) follows. 
Define quantities
α =
〈TγχE ,χF 〉
|F | , β =
〈TγχE ,χF 〉
|E| .
By simple arithmetic, (3.2) is equivalent to
|F | & βdα
d2−d
2 . (3.7)
The key step in the proof is the next lemma.
Lemma 3.7. If d is even, there exist x0 ∈ F and a Borel set Ω ⊂ I
d with the
following properties: ∫
Ω
d∏
i=1
λγ(ti) dt & α
d
2 β
d
2 ;
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if (t1, . . . , td) ∈ Ω, then 0 < t1 < t2 < · · · < td < 1, and furthermore,
x0 +
d∑
i=1
(−1)iγ(ti) ∈ F, (3.8)
∫ t1
0
λγ(t) dt & max{α, β},
∫ ti
ti−1
λγ(t) dt &
{
α, if i > 1 is odd,
β, if i is even.
(3.9)
If d is odd, there exist a point y0 ∈ E and a Borel set Ω ⊂ Id satisfying:∫
Ω
d∏
i=1
λγ(ti) dt & β
d+1
2 α
d−1
2 ;
and moreover, if (t1, . . . , td) ∈ Ω, then 0 < t1 < t2 < · · · < td < 1, and
y0 −
d∑
i=1
(−1)iγ(ti) ∈ F
∫ t1
0
λγ(t) dt & max{α, β},
∫ ti
ti−1
λγ(t) dt &
{
β, if i > 1 is odd,
α, if i is even.
Before proving the lemma, we show how to complete the proof of the proposition.
This portion of the argument is much simpler than previous arguments such as [2]
because the ordering of the ti means that we can avoid the band structure argument.
That the ti might be ordered was suggested to the second author by Phil Gressman.
We assume for now that the dimension d is even; the completion of the proof in
the odd dimensional case is similar and will be left to the reader.
Recall that we may assume that Lγ is never zero on I. This plus the ordering
implies that Φγ is one-to-one on Ω (see [9, Section 3]). From (3.8), this injectivity,
and the geometric inequality, we have
|F | &
∫
Ω
d∏
i=1
|Lγ(ti)|
1
d
∏
i<j
|ti − tj | dt. (3.10)
Let (t1, . . . , td) ∈ Ω. Let i > 1 be odd. By (3.9), there exists an si with
ti−1 < si < ti such that ∫ si
ti−1
λγ(t) dt ∼ α.
By (3.9) and the fact that ti−1 ≥ t1, this implies that∫ si
0
λγ(t) dt = θ
∫ ti−1
0
λγ(t) dt,
for some θ ∼ 1. Thus by Lemma 3.6,
λγ(si) ∼ f(si) ≥ f(ti−1) ∼ λγ(ti−1) = λγ ◦ h
( ∫ ti−1
0
λγ(t)dt
)
& λγ ◦ h
(∫ si
0
λγ(t)dt
)
= λγ(si).
Therefore
|ti − ti−1| ≥ |si − ti−1| ∼ λγ(si)
− 12λγ(ti−1)
− 12
∫ si
ti−1
λγ(t) dt
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& αλγ(ti−1)
− 12λγ(si)
− 12 & αλγ(ti−1)
− 12λγ(ti)
− 12 .
Similar arguments show that if i is even,
|ti − ti−1| & βλγ(ti−1)
− 12λγ(ti)
− 12
and if 1 ≤ i ≤ j − 2 ≤ d− 2, then
|tj − ti| & αλγ(tj)
− 12λγ(ti)
− 12 .
Thus if (t1, . . . , td) ∈ Ω,
∏
1≤i<j≤d
|tj − ti| & α
d(d−1)
2 −
d
2 β
d
2
d∏
i=1
λγ(ti)
− d−12 ,
so by (3.10) and some arithmetic (recall that λγ = |Lγ |
2
d(d+1) ),
|F | & α
d(d−1)
2 −
d
2 β
d
2
∫
Ω
d∏
i=1
λγ(ti) dt & α
d(d−1)
2 βd,
which is just (3.7). Therefore, all that is needed to establish Proposition 3.1 is to
prove Lemma 3.7.
Proof of Lemma 3.7. Let
U = {(x, t) ∈ F × I : x− γ(t) ∈ E}.
Then
〈TγχE , χF 〉 =
∫
χU (x, t)λγ(t) dt dx. (3.11)
Define projections π1 : U → E and π2 : U → F by
π1(x, t) = x− γ(t), π2(x, t) = x.
This means that U = π−11 (E) ∩ π
−1
2 (F ).
We will make several refinements to U . Define
B0 = {(x, t) ∈ U : 0 < t < h(
1
4α)}, B
′
0 = {(x, t) ∈ U : 0 < t < h(
1
4β)}.
Then by Fubini and the change of variables formula,∫
χB0(x, t)λγ(t) dt dx =
∫
χF (x)
∫ h( 14α)
0
χE(x− γ(t))λγ(t) dt dx
≤
∫
χF (x)
1
4αdx =
1
4α|F | =
1
4 〈TγχE , χF 〉,
∫
χB′0(x, t)λγ(t) dt dx =
∫
χE(y)
∫ h( 14β)
0
χF (y + γ(t))λγ(t) dt dy
< 14β|E| =
1
4 〈TγχE , χF 〉.
Therefore by (3.11),∫
χU\(B0∪B′0)λγ(t) dt dx ≥
1
2
∫
χU (x, t)λγ(t) dt dx.
Set U0 = U \ (B0 ∪B′0). Then
1
2 〈TγχE , χF 〉 ≤
∫
χU0(x, t)λγ(t) dt dx ≤ 〈TγχE , χF 〉, (3.12)
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∫ t
0
λγ(s) ds ≥
1
4 max{α, β}, for all (x, t) ∈ U0. (3.13)
Define
B1 = {(x, t) ∈ U0 :
∫ 1
0
χU0(x− γ(t) + γ(s), s)λγ(s) ds <
1
8β}.
Then by the change of variables formula and (3.13),∫
χB1(x, t)λγ(t) dt dx =
∫
χB1(y + γ(t), t)λγ(t) dt dy
≤
∫
{y∈E:T∗χF (y)<
1
8β}
T ∗χF (y) dy <
1
8β|E| <
1
2
∫
χU0(x, t)λγ(t) dt dx.
Up to now, this has been the usual procedure in the method of refinements. We
must take further care to ensure that the ti are ordered by removing points (x, t)
for which t is too large. To this end, let U ′1 = U0 \B1 and define
B′1 = {(x, t) ∈ U
′
1 :
∫ 1
t
χU ′1(x − γ(t) + γ(s), s)λγ(s) ds <
1
16β}.
If y ∈ π1(U ′1),∫
χU ′1(y + γ(s), s)λγ(s) ds =
∫
χU0(y + γ(s), s)λγ(s) ds ≥
1
8β,
and ∫
χB′1(y + γ(s), s)λγ(s) ds =
1
16β ≤
1
2
∫
χU ′1(y + γ(s), s)λγ(s) ds.
Therefore if U1 := U
′
1 \B
′
1,∫
χU1(x, t)λγ(t) dt dx =
∫
π1(U1)
∫
χU1(y + γ(s), s)λγ(s) ds dy
≥ 12
∫
π1(U ′1)
∫
χU ′1(y + γ(s), s)λγ(s) ds dy
= 12
∫
χU ′1(x, t)λγ(t) dt dx ≥
1
16
∫
χU (x, t)λγ(t) dt dx.
In short, if (x, t) ∈ U1, then there is a set A(x, t) ⊂ (t, 1) such that∫
A(x,t)
λγ(s)ds ≥
1
16β, and s ∈ A(x, t)⇒ (x− γ(t) + γ(s), s) ∈ U0.
It is the fact that A(x, t) ⊂ (t, 1) that will allow us to ensure that the ti are
increasing when we form the set Ωd.
To continue this process, we define
B2 = {(x, t) ∈ U1 :
∫ 1
0
χU1(x, s)λγ(s) ds <
1
32α}, U
′
2 = U1 \B2,
B′2 = {(x, t) ∈ U
′
2 :
∫ 1
t
χU ′2(x, s)λγ(s) ds <
1
64α}, U2 = U
′
2 \B
′
2.
Arguing as above,∫
χU2(x, t)λγ(t) dt dx ≥
1
64
∫
χU (x, t)λγ(t) dt dx.
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We iterate. Assume that the set Uk ⊂ U satisfying∫
χUk(x, t)λγ(t) dt dx ≥
1
4k+1
∫
χU (x, t)λγ(t) dt dx
has been constructed. If k is even, we define
Bk+1 = {(x, t) ∈ Uk :
∫ 1
0
χUk(x − γ(t) + γ(s), s)λγ(s) ds <
1
4k+3/2
β},
U ′k+1 = Uk \Bk+1,
B′k+1 = {(x, t) ∈ U
′
k+1 :
∫ 1
t
χU ′
k+1
(x − γ(t) + γ(s), s)λγ(s) ds <
1
4k+2
β},
Uk+1 = U
′
k+1 \B
′
k+1,
so if (x, t) ∈ Uk+1,∫ 1
t
χUk(x− γ(t) + γ(s), s)λγ(s) ds ≥
1
4k+2
β, k even.
If k is odd, we define
Bk+1 = {(x, t) ∈ Uk :
∫ 1
0
χUk(x, s)λγ(s) ds <
1
4k+3/2
α},
U ′k+1 = Uk \Bk+1,
B′k+1 = {(x, t) ∈ U
′
k+1 :
∫ 1
t
χU ′k+1(x, s)λγ(s) ds <
1
4k+2α},
Uk+1 = U
′
k+1 \B
′
k+1,
so if (x, t) ∈ Uk+1, ∫ 1
t
χUk(x, s)λγ(s) ds ≥
1
4k+2α, k odd.
Similar arguments to those for k = 1, 2 show that∫
χUk(x, t)λγ(t) dt dx ≥
1
4k+1
∫
χU (x, t)λγ(t) dt dx, for all k.
In particular, Ud is nonempty.
If the sets E and F are Borel, then U is Borel, as are each of the refinements
Uk, so measurability is not an issue.
At this point, the arguments when d is even and d is odd diverge. We give
the details when d is even; the proof when d is odd is essentially the same. Let
(x0, t0) ∈ Ud. We will construct a sequence of sets, Ω1 ⊂ I, Ωk ⊂ Ωk−1 × I,
2 ≤ i ≤ d; Ω = Ωd will be the set whose existence was claimed in Lemma 3.7.
We construct the Ωk inductively. Let (t1, . . . , tk) ∈ Ωk, and define
(xk, tk) =
{
(x0 +
∑k−1
j=1 (−1)
jγ(tj), tk), k odd;
(x0 +
∑k
j=1(−1)
jγ(tj), tk), k even.
The Ωk will be defined so that (xk, tk) ∈ Ud−k, 0 ≤ k ≤ d. In particular, x0 ∈ F
and if (t1, . . . , td) ∈ Ωd, then xd = x0 +
∑d
j=1(−1)
jγ(tj) ∈ F .
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Since (xk, tk) ∈ Ud−k (and since d is even),∫ 1
tk
χUd−k−1(xk, s)λγ(s) ds ≥
1
4d−k+1
α, k even,
∫ 1
tk
χUd−k−1(xk − γ(tk) + γ(s), s)λγ(s) ds ≥
1
4d−k+1β, k odd.
(3.14)
Choose sk+1 ≥ tk such that∫ sk+1
tk
λγ(s) ds =
{
1
4d−k+3/2
α, k even,
1
4d−k+3/2
β, k odd.
Define
Ωk+1(xk, tk) =
{
{tk+1 ≥ sk+1 : (xk, tk+1) ∈ Ud−k−1}, k even,
{tk+1 ≥ sk+1 : (xk − γ(tk) + γ(tk+1), tk+1) ∈ Ud−k−1}, k odd.
By (3.14), ∫
Ωk+1(xk,tk)
λγ(tk+1) dtk+1 ≥
{
1
4d−k+3/2
α, k even,
1
4d−k+3/2
β, k odd.
Finally, define Ω1 = Ω1(x0, t0), and if k ≥ 1, define
Ωk+1 = {(t1, . . . , tk, tk+1) : (t1, . . . , tk) ∈ Ωk, tk+1 ∈ Ωk+1(xk, tk)}.
The final set, Ω = Ωd now has all of the properties claimed in the lemma. This
completes the proof of Lemma 3.7. 
The proof of Proposition 3.1 is also now complete. 
We now turn to the restricted X-ray transform. In establishing bounds for
X via the method of refinements, the maps that arise are slightly more com-
plicated. Given base points (s0, x0), (t0, y0) ∈ R1+d, we define maps Φk(s0,x0),
Ψk(t0,y0) : R
k → R1+d (k = 1, 2, . . . , d+ 1) by
Φ2K(s0,x0)(t1, s1, . . . , tK , sK) =
(
sK , x0 −
K∑
j=1
(sj−1 − sj)γ(tj)
)
, (3.15)
Φ2K+1(s0,x0)(t1, s1, . . . , tK+1) =
(
tK+1, x0 −
K∑
j=1
(sj−1 − sj)γ(tj)− sKγ(tK+1)
)
, (3.16)
Ψ2K(t0,y0)(s1, t1, . . . , sK , tK) =
(
tK , y0 +
K∑
j=1
sj(γ(tj−1)− γ(tj))
)
, (3.17)
Ψ2K+1(t0,y0)(s1, t1, . . . , sK+1) =
(
sK+1, y0 + s1γ(t0)−
K∑
j=1
(sj − sj+1)γ(tj)
)
. (3.18)
We have the following geometric inequalities.
Proposition 3.8. Let γ : I → Rd be a Cd curve satisfying the geometric inequality
(3.1) on Id.
14 SPYRIDON DENDRINOS AND BETSY STOVALL
(i) If d+1 = 2D is an even integer, (s0, s1, . . . , sD) ∈ RD+1 and (t0, t1, . . . , tD) ∈
ID+1j , then
| det
(
DΨd+1(t0,y0)(s1, t1, . . . , sD, tD)
)
| (3.19)
&
D−1∏
i=1
{
|si+1 − si||Lγ(ti)|
2
d+1
∏
0≤j≤D
j 6=i
|tj − ti|
2
}
|Lγ(t0)|
1
d+1 |Lγ(tD)|
1
d+1 |tD − t0|
| det
(
DΦd+1(s0,x0)(t1, s1, . . . , tD, sD)
)
|
&
D∏
i=1
{
|si − si−1||Lγ(ti)|
2
d+1
∏
1≤j≤D
j 6=i
|tj − ti|
2
} (3.20)
(ii) If d + 1 = 2D + 1 is odd, then analogous statements hold, only we must
modify the bounds in (3.19), (3.20) to
| det
(
DΨd+1(t0,y0)(s1, t1, . . . , sD+1)
)
|
&
D∏
i=1
{
|si+1 − si||Lγ(ti)|
2
d+1
∏
0≤j≤D
j 6=i
|tj − ti|
2
}
|Lγ(t0)|
1
d+1
(3.21)
| det
(
DΦd+1(s0,x0)(t1, s1, . . . , tD+1)
)
|
&
D∏
i=1
{
|si − si−1||Lγ(ti)|
2
d+1
∏
1≤j≤D+1
j 6=i
|tj − ti|
2
}
|Lγ(tD+1)|
1
d+1 .
(3.22)
Here again, ti ∈ Ij, while si ∈ R.
(Technically, only two of these arise, but we give all inequalities for the possible
convenience of the reader.)
We also need an almost-injectivity result for the maps in (3.15-3.16). It will be
easier to state if we abuse notation and write Φd+1(s0,x0)(t1, s1, . . .) = Φ
d+1
(s0,x0)
(t, s),
Ψd+1(t0,y0)(s1, t1, . . .) = Φ
d+1
(t0,y0)
(t, s).
Proposition 3.9. Let γ : I → Rd be a C1 curve and assume that Jγ is nonzero on
{t ∈ Id : t1 < · · · < td}. Then each map Φ
d+1
(s0,x0)
, Ψd+1(t0,y0) is at most (D+1)!-to-one
on
∆ := {(t, s) : t0, t1, . . . ∈ I are distinct, and s0, s1, . . . ∈ R are distinct}
We note in particular that the hypotheses are satisfied whenever γ is a Cd curve
satisfying the geometric inequality (3.1) on Id and Lγ 6= 0 on I.
We will prove Propositions 3.8 and 3.9 in Section 6. Assuming their validity for
now, we outline the changes that must be made to the proof of Proposition 3.1 in
order to establish Proposition 3.2. By a simple arithmetic argument, the key step
in the proof by refinements is the following.
Lemma 3.10. If d+ 1 = 2D ≥ 4 is even, then there exist a point (t0, y0) ∈ F and
a Borel set Ω ⊂ Rd+1 such that∫
Ω
D∏
i=0
λγ(ti) dtD dsD . . . dt1 ds1 & α
DβD
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and such that if (s1, t1, . . . , sD, tD) ∈ Ω, then 0 < t0 < t1 < · · · < tD < 1,
s1 < · · · < sD and, for 2 ≤ i ≤ D,
Ψd+1(t0,y0)(Ω) ∈ F, λγ(ti−1)(si − si−1) & α,∫ t0
0
λγ(t) dt & β,
∫ t1
t0
λγ(t) dt & β,
∫ ti
ti−1
λγ(t) dt & β.
If d+ 1 = 2D + 1 ≥ 3 is odd, then there exist a point (s0, x0) ∈ F and a Borel set
Ω ⊂ Rd+1 such that∫
Ω
D+1∏
i=1
λγ(ti) dtD+1 dsD dtD . . . ds1 dt1 & α
DβD+1
and such that if (t1, s1, . . . , tD, sD, tD+1) ∈ Ω, then 0 < t1 < t2 < · · · < tD+1 < 1,
s0 < · · · < sD, and for 2 ≤ i ≤ D,
Φd+1(s0,x0)(Ω) ∈ F, λγ(t1)(s1 − s0) & α, λγ(ti)(si − si−1) & α,∫ t1
0
λγ(t) dt & β,
∫ ti
ti−1
λγ(t) dt & β.
Sketch of proof. Lemma 3.10 may be proved similarly to Lemma 3.7, but with some
adjustments. Define
U := {(s, t, y) ∈ R× I × Rd : (s, y + sγ(t)) ∈ E, (t, y) ∈ F}.
Then
〈XγχE , χF 〉 =
∫
U
λγ(t) ds dt dy.
We define
B0 := {(s, t, y) ∈ U : t < h(
1
2β)}
U0 := U \B0.
It is easy to check that
∫
U0
λγ(t) ds dt dy ≥
1
2
∫
U
λγ(t) ds dt dy.
We will again iteratively construct a sequence of sets U0 ⊃ U1 ⊃ U2 ⊃ · · · .
Assume that Uk satisfying
∫
Uk
λγ(t) ds dt dy ≥
1
4k+1
∫
U λγ(t) ds dt dy is given. We
define bad sets to be excised. If k is even, these are
Bk+1 = {(s, t, y) ∈ Uk :
∫ 1
0
χUk(s, τ, y + sγ(t)− sγ(τ))λγ(τ) dτ <
1
22k+3β}
B′k+1 = {(s, t, y) ∈ Uk \Bk+1 :
∫ 1
t
χUk(s, τ, y + sγ(t)− sγ(τ))λγ(τ) dτ <
1
22k+4
β}.
If k is odd, we define
Bk+1 = {(s, t, y) ∈ Uk :
∫ 1
0
χUk(σ, t, y)λγ(t) dσ <
1
22k+3α}
B′k+1 = {(s, t, y) ∈ Uk \Bk+1 :
∫ 1
s
χUk(σ, t, y)λγ(t) dσ <
1
22k+3α}.
In either case, the next set is Uk+1 := Uk \ (Bk+1 ∪ B′k+1). It may be veri-
fied as in the proof of Lemma 3.7 that Uk+1 satisfies the inductive hypothesis∫
Uk+1
λγ(t) ds dt dy ≥
1
4k+2
∫
U
λγ(t) ds dt dy.
We leave the remaining details to the reader. 
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The rest of the proof of Proposition 3.2 uses Lemma 3.6 and the same argument
as the proof of Proposition 3.1.
4. A simple interpolation argument
In this section, we show how restricted weak type endpoint bounds for differently
weighted operators may be deduced from the restricted weak type endpoint bounds
operators with affine arclength measure. We work with restricted weak type esti-
mates; somewhat related arguments may be found in [10, 17]. The general form of
our result follows.
Proposition 4.1. Let I be an interval and let γ ∈ Cdloc(I;R
d), and assume that
{t ∈ I : Lγ(t) = 0} has measure 0. If 〈TγχE , χF 〉 ≤ C|E|
1
pd |F |
1− 1qd for Borel sets
E,F ⊂ Rd, then
〈T θγχE , χF 〉 .C,θ |E|
θ
pd |F |
1− θqd , 0 < θ ≤ 1,
where
T θγ f(x) :=
∫
I
f(x− γ(t))|φγ(t)|
θ−1λγ(t) dt, (4.1)
and φγ(t) :=
∫ t
t0
λγ(s) ds for some arbitrary t0 ∈ I.
The proof is elementary.
Proof. We may assume that t0 = 0 ∈ I ⊆ [0,∞). Since (4.1) is completely
parametrization invariant, we reparametrize by φ−1γ , so λγ ≡ 1. Thus
T θγ f(x) =
∫
I
f(x− γ(t)) dtt1−θ .
Let In = I ∩ [2n, 2n+1] and Tnf(x) =
∫
In
f(x− γ(t)) dt. Then
〈T θγχE , χF 〉 ≤ 2
∑
n
2−n(1−θ)〈TnχE , χF 〉
≤ 2
∑
n
min{C2−n(1−θ)|E|
1
pd |F |
1− 1qd , 2n|F |}
.C,θ |E|
θ
pd |F |
1− θqd .

A similar result can easily be deduced for the restricted X-ray transform. This
raises the question of what the natural interpolants would be in the general trans-
lation non-invariant case considered in [20, 22], and whether it is possible to obtain
the unweighted estimates from the weighted ones using a similarly simple interpo-
lation argument.
Examples. Let γ(t) = (ta1θ1(t), . . . , t
adθd(t)) be a monomial-like curve as de-
scribed in 2.3 of the introduction, and let A =
∑
i ai. It is proved in [6] (cf.
Proposition 5.1 in this article) that there exists τ ∈ R such that the exponential
parametrization
Γ(t) = γ(e−t) = (e−a1tΘ1(t), . . . , e
−adtΘd(t))
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satisfies the following for all t ∈ (τ,∞) and (t1, . . . , td) ∈ (τ,∞)d:
|LΓ(t)| ∼ c(a, θ)e
−At, c(a, θ) :=
d∏
i=1
|aiθi(0)|
∏
i<j
(aj − ai)
|JΓ(t1, . . . , td)| &
d∏
j=1
|Lγ(tj)|
1
d
∏
i<j
|tj − ti|,
with implicit constants depending only on d. By Proposition 3.1, we obtain end-
point restricted weak type estimates with implicit constants depending only on
d. By the above interpolation argument we therefore obtain restricted weak type
endpoint bounds for
T θγ f(x) =
∫ e−τ
0
f(x− γ(t))λγ(t)
θ
(
A
t
)1−θ
dt if A 6= 0
T θγ f(x) =
∫ e−τ
0
f(x− γ(t))λγ(t)
θ(t| log t|)θ−1 dt if A = 0,
with constants depending only on d.
We will give strong type endpoint bounds for these operators in the next section,
but those obtained by interpolation are more uniform in the case A 6= 0 (they are
actually weaker in the case A = 0). In the special case A ≥ d
2+d
2 , θ =
d2+d
2A we
recover the restricted weak type endpoint bounds for the unweighted operator. (In
the case of monomial curves with positive integer powers, the estimates below the
unweighted endpoint were already seen in [11], with an additional dependence on
the degree.)
Let γ(t) = (e−1/t, te−1/t). For sufficiently small δ, γ satisfies the hypotheses
of Proposition 3.1 on (0, δ), so the restricted weak type estimate (3.2) holds. We
compute
T θγ f(x) ∼
∫ δ
0
f(x− γ(t))t
2
3 θ−2e−
2θ
3t dt,
for f ≥ 0, and by the proposition, we can bound this for 0 < θ ≤ 1. Reparametriz-
ing, γ˜(s) = (s, (log s−1)−1s) and
T θγ f(x) =
∫ e−1/δ
0
f(x− γ˜(s)) (log s−1)−2θ/3s2θ/3−1 ds.
This parametrization is somewhat more natural from a geometric viewpoint since
γ˜′(0) 6= 0.
Now we consider the opposite extreme. The curve γ(t) = (t, e−
1
t ) is infinitely
flat at 0 (and may be viewed as a limiting case for the sequence of curves (t, tn)).
For f ≥ 0, we estimate
T θγ f(x) ∼
∫ δ
0
f(x− γ(t)) t
2θ
3 −2e−
θ
t dt.
By Propositions 3.1 and 3.5, T 1γ does satisfy the restricted weak type estimate (3.2)
for sufficiently small δ. By the proposition, we can bound T θγ for all 0 < θ ≤ 1.
In the limiting case θ ց 0, pθ = qθ = ∞ and q′θ = p
′
θ = 1. For certain curves,
the limiting operator is the one-sided (and hence ill-defined) Hilbert transform, but
it seems interesting that other, even more singular integrals arise in this way.
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5. Strong type bounds
We now turn to the proof of Theorem 2.3. Recall that γ(t) = (ta1θ1(t), . . . ,
tadθd(t)), 0 < t < T , for nonzero (but possibly negative) real numbers a1 < · · · < ad
and θi ∈ Cdloc((0, T )), satisfying
lim
tց0
θi(t) = θi(0) ∈ R \ {0}, lim
tց0
tmθ
(m)
i (t) = 0, 1 ≤ i,m ≤ d.
We use the exponential parametrization from [6]. Set
Γ(t) = γ(e−t), Θi(t) = θi(e
−t), Θi(∞) = θi(0).
Changing variables and setting τ = − log δ,
T θγ f(x) =
∫ ∞
τ
f(x− Γ(t))λΓ(t)
θ dt. (5.1)
Our main tool in bounding this operator will be the following geometric inequality.
Proposition 5.1. There exists a constant cd > 0 such that for each γ as above,
there exists τ = τγ ∈ R such that
|LΓ(t)| ∼ e
−t
∑d
j=1 ai
d∏
j=1
|ajΘj(∞)|
∏
1≤i<j≤d
(aj − ai) (5.2)
on [τ,∞) and such that for all (t1, . . . , td) ∈ (τ,∞)d,
|JΓ(t1, . . . , td)| &
d∏
i=1
|LΓ(ti)|
1
d
∏
1≤i<j≤d
(|ti − tj |e
cd(ad−a1)|ti−tj |). (5.3)
The implicit constants in (5.2) and (5.3) depend only on d.
This represents a small improvement over the corresponding lower bound in [6]
because of the presence of the exponential term on the far right of (5.3). Though
slight, this extra growth will be essential for our argument. We will prove this
proposition in Section 6. Now we concentrate on the proof of Theorem 2.3, to
which we devote the remainder of the section.
By rescaling t in (5.1) and using the parametrization invariance, we may assume
that
∑d
i=1 ai = A ∈ {−
d(d+1)
2 , 0,
d(d+1)
2 } and that if A = 0, ad − a1 = 1. This
assumption will remain in force for the remainder of the section. The quantity
A
ad−a1
is invariant under rescaling, so our goal is now to prove (2.8) with implicit
constants depending on d, θ, and an upper bound for (ad − a1)−1.
For τ ≤ j + 1 ∈ Z and 0 ≤ θ ≤ 1, we define
T θj f(x) =
∫ j+1
j
f(x− Γ(t))λΓ(t)
θ dt,
with the natural modification (which we will gloss over) when j ≤ τ ≤ j + 1.
Using an extended method of refinements (in the spirit of [3]), we will show at
the end of this section that Theorem 2.3 follows from the next two lemmas.
Lemma 5.2. Let E1, E2, F ⊂ Rd be Borel sets and let j1, j2 > τ be integers. For
i = 1, 2, let β1 =
〈T 1j1χEi ,χF 〉
|E1|
and assume that T 1jiχEi(x) ≥ αi for x ∈ F . Then
|E2| & e
cd(ad−a1)|j1−j2|α
(d−1)2
2 +δ
1 β
d−1
1 α
d+1
2 −δ
2 , (5.4)
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where δ = C−1d min{1,
ad−a1
|A| }, and we interpret
ad−a1
0 to be +∞. The implicit
constant may be taken to depend only on d.
Lemma 5.3. Let E,F1, F2 ⊂ Rd be Borel sets and let j1, j2 > τ be integers. For
i = 1, 2, let αi =
〈T 1ji
χE ,χFi 〉
|Fi|
and assume that (T 1ji)
∗χFi(y) ≥ βi for y ∈ E. Then if
|j1 − j2| ≤ 1,
|F2| & α
d(d−1)
2
1 β
d− 32+η
1 β
3
2−η
2 , (5.5)
where η = 12 if d = 2, 3 and η = 0 if d ≥ 4, while if |j1 − j2| ≥ 2,
|F2| & e
cd(ad−a1)|j1−j2|α
d(d−1)
2 −
d−2
2
1 α
d−2
2
2 β
d− 32
1 β
3
2
2 . (5.6)
The implicit constants in (5.5) and (5.6) may be taken to depend only on d.
Lemmas 5.2 and 5.3 will be shown to follow from the geometric inequality, careful
counting, and the following two lemmas. Let
w(a) =
d∏
j=1
|ajΘj(∞)|
2
d(d+1)
∏
i<j
(aj − ai)
2
d(d+1)
(which we recall is the constant in front of the affine arclength).
Lemma 5.4. Under the hypotheses of Lemma 5.2, there exists a Borel set Ωd ⊂
[j1, j1 + 1]
d−1 × [j2, j2 + 1] with∫
· · ·
∫
χΩd(t1, · · · , td)λΓ(t1) · · ·λΓ(td) dt1 · · · dtd & α
⌈ d2 ⌉−1
1 α2β
⌊ d2 ⌋
1 (5.7)
and Φ(Ωd) ⊂ E2, where Φ is a translate of
∑d
j=1(−1)
d−j+1Γ(tj). Furthermore, if
(t1, . . . , td) ∈ Ωd, −
1
2 ≤ η ≤
1
2 , and i < j, then
|tj − ti| &


w(a)−1α
1
2+η
1 α
1
2−η
2 e
A
d(d+1)
(td+ti)−
2ηA
d(d+1)
(td−ti), if j = d,
w(a)−1β1e
A
d(d+1) (tj+ti), if i+ 1 = j ≡ d− 1 (mod 2),
w(a)−1α1e
A
d(d+1)
(tj+ti), otherwise.
(5.8)
The implicit constants depend only on d.
Lemma 5.5. Under the hypotheses of Lemma 5.3, there exists a Borel set Ωd ⊂
[j1, j1 + 1]
d−1 × [j2, j2 + 1] with∫
· · ·
∫
χΩd(t1, · · · , td)λΓ(t1) · · ·λΓ(td) dt1 · · · dtd & β
⌈ d2 ⌉−1
1 β2α
⌊ d2 ⌋
1
and Φ(Ωd) ⊂ F2, where Φ is translate of
∑d
j=1(−1)
d−jΓ(tj). Furthermore, if
(t1, . . . , td) ∈ Ωd, −
1
2 ≤ η ≤
1
2 , and i < j, then
|tj − ti| &


w(a)−1β
1
2+η
1 β
1
2−η
2 e
A
d(d+1)
(td+ti)e−
2ηA
d(d+1)
(td−ti), i+ 1 = j = d,
w(a)−1(α1α2)
1
2 e
A
d(d+1)
(td+ti), i+ 1 < j = d, |j1 − j2| ≥ 2,
w(a)−1β1e
A
d(d+1)
(tj+ti), i+ 1 = j < d, j ≡ d (mod 2),
w(a)−1α1e
A
d(d+1)
(tj+ti), otherwise.
(5.9)
Again, the implicit constants depend only on d.
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We now prove Lemmas 5.2 and 5.3, assuming Lemmas 5.4 and 5.5. The form
of the lower bounds in (5.8) and (5.9) (which is made possible by ordering the ti
in the proofs of the lemmas) allows us to give an extremely short proof compared
with e.g. [5, 18, 19].
Proofs of Lemmas 5.2 and 5.3 from Lemmas 5.4 and 5.5. The argument is fairly
standard, so we will be brief. For (5.4),
|E2| &
∫
Ωd
JΓ(t1, . . . , td) dt
&
∫
Ωd
d∏
i=1
|LΓ(ti)|
1
d
∏
1≤i<j≤d
(|ti − tj |e
cd(ad−a1)|ti−tj |) dt
(5.10)
Furthermore, on Ωd,∏
1≤i<j≤d
|tj − ti| (5.11)
& w(a)−
d(d−1)
2 e
2A(d−1)
d(d+1)
(t1+···+td)α
d(d−1)
2
1
(
β1
α1
)⌈ d2 ⌉−1(α2
α1
)(d−1)( 12−η) d−1∏
i=1
e−
2ηA
d(d−1)
(td−ti)
&
d∏
j=1
|LΓ(tj)|
− d−1
d(d+1)α
d(d−1)
2
1
(
β1
α1
)⌈ d2 ⌉−1(α2
α1
)(d−1)( 12−η) ∏
1≤i<j≤d
e−
2|ηA|
d(d−1)
|tj−ti|.
Thus by taking η = C−1d min{1,
ad−a1
|A| }, the loss in (5.11) is compensated for by
the gain in (5.10). Since
|LΓ(t)|
1
d−
d−1
d(d+1) = |LΓ(t)|
2
d(d+1) = λΓ(t),
(5.4) follows by (5.7) and some arithmetic.
The deductions of (5.5) and (5.6) from Lemma 5.5 are essentially the same, with
the small exception that if |j1 − j2| ≥ 2, or if |j1 − j2| ≤ 1 and d ≥ 4, then we use
(5.9) with η = 0. We omit the details. 
Now we give the proofs of Lemmas 5.4 and 5.5. In both cases, we only give the
full details when the dimension is even; the odd dimensional case is similar.
Proof of Lemma 5.4. As in the proof of the restricted weak type inequality, we
manage to avoid the “band structure” argument entirely by ordering. Matters are
more delicate for the strong type bounds because of the presence of the set E2, but
we nonetheless arrive at a vastly shorter proof than that in e.g. [19].
To simplify the notation somewhat, we define
α˜i = w(a)
−1e
2A
d(d+1)
jiαi, β˜i = w(a)
−1e
2A
d(d+1)
jiβi, i = 1, 2. (5.12)
Then for i = 1, 2,
x ∈ F =⇒
∫ ji+1
ji
χEi(x− Γ(t)) dt ≥ α˜i, (5.13)
|Ei|
−1
∫
Ei
∫ ji+1
ji
χF (y + Γ(t)) dt dy ≥ β˜i, (5.14)
α˜i, β˜i ≤ 1. (5.15)
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Furthermore, for (t1, . . . , td) ∈ [j1, j1 + 1]d−1 × [j2, j2 + 1] and 1 ≤ i < j ≤ d, (5.8)
would follow from
|tj − ti| &


(α˜1 + α˜2), if j = d
β˜1, if i+ 1 = j ≡ d− 1 (mod 2)
α˜1, otherwise,
(5.16)
since α˜1 + α˜2 ≥ (α˜1)
1
2+η(α˜2)
1
2−η for all η ∈ [− 12 ,
1
2 ].
As in the proof of Proposition 3.1, our argument is very much inspired by ideas
from [22], and matters are much clearer in the double-fibration formulation. We
define
Ui = {(t, x) ∈ [ji, ji + 1]× R
d : x ∈ F, x − Γ(t) ∈ Ei}, i = 1, 2.
Given a measurable set U ⊂ Rd+1, we define set-valued functions
EU (x) = {t : (t, x) ∈ U}, FU (y) = {t : (t, y + Γ(t)) ∈ U}.
Observe that for every x, y ∈ Rd,
EUi(x),FUi(y) ⊂ [ji, ji + 1].
Furthermore,
EUi(x) = ∅ if x /∈ F, FUi(y) = ∅ if y /∈ Ei,
and
|EUi(x)| =
∫
χEi(x− Γ(t)) dt if x ∈ F,
|FUi(y)| =
∫
χF (x+ Γ(t)) dt, if y ∈ Ei.
If S ⊂ R is a measurable set with |S| > 0, we define
m(S) = inf{t : |(t,∞) ∩ S| < 12 |S|}.
We define
F 1,2 = {x ∈ F : m(EU1(x)) ≤ m(EU2(x))}, U
1,2
1 = {(t, x) ∈ U1 : x ∈ F
1,2}
F 2,1 = {x ∈ F : m(EU2(x)) ≤ m(EU1(x))}, U
2,1
1 = {(t, x) ∈ U1 : x ∈ F
2,1}.
For example, if j1 < j2, F
1,2 = F and F 2,1 = ∅, and vice-versa if j1 > j2.
The functions x 7→ m(EUi(x)) are Borel, and hence the F
i,j and U i,j are Borel
sets. Since U1 = U
1,2
1 ∪ U
2,1
1 ,
|U1,21 | ≥
1
2 |U1|, or |U
2,1
1 | ≥
1
2 |U1|.
We consider first the case when |U1,21 | ≥
1
2 |U1|.
We define
U0 = {(t, x) ∈ U2 : x ∈ F
1,2, t ≥ m(EU2(x)) +
α˜2
4 } (5.17)
U1 = {(t, x) ∈ U1,21 : t ≤ m(EU1(x)) −
α˜1
4 }. (5.18)
Then if (t, x) ∈ U1 and (t′, x) ∈ U0, t′ ≥ 14 (α˜1+α˜2). Furthermore, for any x ∈ F
1,2,
|EU0(x)| ≥
1
2 |EU2(x)| −
1
4 α˜2 ≥
1
4 α˜2.
If x ∈ F 1,2, EU1,21
(x) = EU1(x), so if (t, x) ∈ U
1,2
1 ,
|EU1(x)| ≥
1
2 |EU1,21
(x)| − α˜14 ≥
1
4 |EU1,21
(x)|.
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Thus by Fubini,
|U1| ≥ 14 |U
1,2
1 | ≥
1
8 |U1|.
To continue, we define two refinement procedures for a set U ⊆ U1. Let
UE = {(t, x) ∈ U : |EU (x)| ≥
1
2
|U|
|F |}
UF = {(t, x) ∈ U : |FU (x− Γ(t))| ≥
1
2
|U|
|E|}.
Then UE and UF are measurable sets. Moreover,
|UE | = |U | − |U \ UE | = |U | −
∫
{x∈F :|EU (x)|<
1
2
|U|
|F |
}
|EU (x)| dx ≥
1
2 |U |.
Similarly, |UF | ≥
1
2 |U |. We refine further, defining
〈U〉E = {(t, x) ∈ UE : t ≤ m(EU (x))−
1
8
|U|
|F |}
〈U〉F = {(t, x) ∈ UF : t ≤ m(FU (x− Γ(t))) −
1
8
|U|
|E|}.
We claim that |〈U〉E | ≥
1
8 |U | and |〈U〉F | ≥
1
8 |U |. Indeed, the former follows
from the fact that if (t, x) ∈ UE ,
|E〈U〉E (x)| ≥
1
2 |EU (x)| −
1
8
|U|
|F | ≥
1
4 |EU (x)| =
1
4 |EUE (x)|,
and so |〈U〉E | ≥
1
4 |UE |; that |〈U〉F | ≥
1
4 |UF | follows by a similar argument.
If (t, x) ∈ 〈U〉E ,
|{s ≥ t+ 18
|U|
|F | : (s, x) ∈ U}| ≥ |(m(EU (x)),∞) ∩ EU (x)| =
1
2 |EU (x)| ≥
1
4
|U|
|F | ,
and similarly, if (t, x) ∈ 〈U〉F ,
|{s ≥ t+ 18
|U|
|E| : (s, x− Γ(t) + Γ(s)) ∈ U}| ≥
1
2 |FU (x− Γ(t))| ≥
1
4
|U|
|E| .
With U1 as in (5.18), for 2 ≤ i ≤ d, we define recursively
U i =
{
〈U i−1〉F , i even
〈U i−1〉E , i odd.
Then |U i| & |U1,21 | & |U1| for 1 ≤ i ≤ d, and so by (5.13) and (5.14), if (t, x) ∈ U
i
and cd > 0 is sufficiently small,
|{s ≥ t+ cdβ˜1 : (s, x− Γ(t) + Γ(s)) ∈ U
i−1}| ≥ cdβ˜1, if i is even,
|{s ≥ t+ cdα˜1 : (s, x) ∈ U
i−1}| ≥ cdα˜1, if i is odd.
Let (t0, x0) ∈ Ud. For 1 ≤ k ≤ d and (t1, . . . , tk) ∈ Rk, define
x(t1, . . . , tk) =
{
x0 −
∑k
j=1(−1)
jΓ(tj), if k is odd,
x(t1, . . . , tk), if k is even.
Recalling that d is even, we define
Ω1 = {t : t ≥ t0, (t, x(t)) ∈ U
d−1},
and for 2 ≤ k ≤ d− 1,
Ωk = {(t1, . . . , tk) ∈ Ωk−1 × R : tk ≥ tk−1 + cdρk, (tk, x(t1, . . . , tk)) ∈ U
d−k},
where ρk equals α˜1 if k is even and β˜1 if k is odd. Finally, we define
Ωd = {(t1, . . . , td) ∈ Ωd−1 × R : td ≥ td−1 + cd(α˜1 + α˜2), (td, x(t1, . . . , td)) ∈ U
0}.
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That Ωd ⊂ [j1, j1+1]d−1× [j2, j2+1] and Φ(Ωd) ⊂ E2 follow from the definitions
of U1, U2. By construction,
|Ωd| & α˜
d
2−1
1 α˜2β˜
d
2
1 ,
which, by the definition of the α˜i and β˜i implies (5.7).
Finally, we must verify (5.16). Since ti ∈ [j1, j1 + 1] if 1 ≤ i ≤ d − 1 and
td ∈ [j2, j2+1], the second lower bound is trivial. The first, third, and fourth lower
bounds follow from the fact that
t1 + cdα˜1 ≤ t2, . . . , td−2 + cdβ˜1 ≤ td−1, td−1 + cd(α˜1 + α˜2) ≤ td. (5.19)
This completes the proof in the case when |U1,21 | ≥
1
2 |U1|. If instead |U
2,1
1 | ≥
1
2 |U1|, we define
U0 = {(t, x) ∈ U2 : x ∈ F
1,2, t ≤ m(EU2(x)) −
α˜2
4 }
U1 = {(t, x) ∈ U2,11 : t ≥ m(EU1(x)) +
α˜1
4 }.
Then a similar argument to that given above yields a set Ωd on which the mono-
tonicity noted in (5.19) is reversed, so
t1 − cdα˜1 ≥ t2, . . . , td−2 − cdβ˜1 ≥ td−1, td−1 − cd(α˜1 + α˜2) ≥ td,
and from that it is easy to show that Ωd satisfies the conclusions of the lemma. 
Proof of Lemma 5.5. Define α˜j , β˜j as above, that is,
α˜i = w(a)
−1e
2A
d(d+1)
jiαi, β˜i = w(a)
−1e
2A
d(d+1)
jiβi.
Then for (t1, . . . , td) ∈ [j1, j1 + 1]d−1 × [j2, j2 + 1], (5.9) would follow from
|tj − ti| &


β˜1 + β˜2, i+ 1 = j = d
α˜1 + α˜2, i+ 1 < j = d, |j1 − j2| ≥ 2,
β˜1, i+ 1 = j < d, j ≡ d(mod 2)
α˜1, otherwise.
(5.20)
The proof would be almost exactly the same as the proof of Lemma 5.4, with the
roles of α˜ and β˜ reversed, were it not for the second case above, |tj − ti| & α˜1+ α˜2,
if i+ 1 < j = d and |j1 − j2| ≥ 2. But this lower bound is actually trivial, because
if |j1 − j2| ≥ 2 and i + 1 < j = d, then |tj − ti| ≥ |j1 − j2| − 1 ≥ 1 & α˜1 + α˜2.
Assuming that the dimension d is even, we argue as in the proof of Lemma 5.4
to construct our parameter set Ωd ⊂ [j1, j1+1]
d−1× [j2, j2+1] so that exactly one
of the following holds for every (t1, . . . , td) ∈ Ωd:
t1 + cdβ˜1 ≤ t2, t2 + cdα˜1 ≤ t3, . . . , td−2 + cdα˜1 ≤ td−1, td−1 + cd(β˜1 + β˜2) ≤ td,
or
t1 − cdβ˜1 ≥ t2, t2 − cdα˜1 ≥ t3, . . . , td−2 − cdα˜1 ≥ td−1, td−1 − cd(β˜1 + β˜2) ≥ td.
The lower bound (5.20) is immediate, and so the lemma is proved. 
The remainder of the section will be devoted to the proof of Theorem 2.3.
Proof of Theorem 2.3. The rough outline of our argument follows that of Christ in
[2], but some substantial modifications are made to deal with the weight and the
variability of θ. Some of these modifications are similar to those made in [7], and
some are new.
24 SPYRIDON DENDRINOS AND BETSY STOVALL
We let pθ = pd/θ, qθ = qd/θ and begin by proving that T
θ is of weak type (pθ, qθ)
for each 0 < θ ≤ 1. Since T θ is a positive operator, it suffices to show that
〈T θf, χF 〉 .d,θ,A,ad−a1 |F |
1
q′
θ ,
whenever F is a Borel set, f =
∑
k 2
kχEk , with the Ek disjoint Borel sets, and
1
2 < ‖f‖Lpθ ≤ 1. The subscripts denote the dependence of the implicit constants;
this will always be as described in the statement of Theorem 2.3.
We write
〈T θf, χF 〉 =
∑
j,k
2k〈T θj χEk , χF 〉.
For η ∈ 2Z, define
Kη = {k ∈ Z :
1
2η < 2
kpθ |Ek| ≤ η}.
For k ∈ Z and ε ∈ 2Z, define
Jε(k) = {j :
1
2ε|Ek|
1
pθ |F |
1
q′
θ < 〈T θj χEk , χF 〉 ≤ ε|Ek|
1
pθ |F |
1
q′
θ }.
We claim that
〈T θf, χF 〉 =
∑
0<η≤1,
∑
0<ε≤Cd
∑
k∈Kη
∑
j∈Jε(k)
2k〈T θj χEk , χF 〉,
where the outer sums are taken over dyadic values of ε, η. That we may take η ≤ 1
follows from our assumption that
∑
2kpθ |Ek| ≤ 1. That we may take ε ≤ Cd would
follow if we knew that each T θj was of restricted weak type (pθ, qθ) with uniform
constants. That T 1j is of restricted weak type (p1, q1) follows from Lemma 5.2 with
α1 = α2, β1 = β2, and j1 = j2 = j, and that T
0
j is of strong type (∞,∞) is
elementary. Thus T θj is indeed of restricted weak type (pθ, qθ) by interpolation.
For each pair (j, k), define
F (j,k) = {x ∈ F : T θj χEk(x) ≥
〈T θj χEk ,χF 〉
2|F | }
E(j,k) = {y ∈ Ek : (T
θ
j )
∗χF (j,k)(y) ≥
〈T θj χEk ,χF (j,k) 〉
2|Ek|
}.
Standard arguments show that
〈T θj χEk , χF 〉 ≥ 〈T
θ
j χE(j,k) , χF (j,k)〉 ≥
1
4 〈T
θ
j χEk , χF 〉. (5.21)
Lemma 5.6. For all ε > 0, and k ∈ Z,
#Jε(k) . (log(1 + ε
−1))4ε
− 1
1+p
−1
θ
−q
−1
θ . (5.22)
Furthermore, ∑
j∈Jε(k)
|E(j,k)| . (log(1 + ε−1))3|Ek|,
∑
k∈Kη
∑
j∈Jε(k)
|F (j,k)| . (log(1 + ε−1))4|F |.
(5.23)
The implicit constants depend only on d, θ, and an upper bound for |ad − a1|−1.
Proof of Lemma 5.6. Define
Jε,ρ1,ρ2(k) = {j ∈ Jε(k) :
1
2ρ1|Ek| < |E
(j,k)| ≤ ρ1|Ek|,
1
2ρ2|F | < |F
(j,k)| ≤ ρ2|F |}.
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If j ∈ Jε,ρ1,ρ2(k), by the restricted weak type bound noted above,
1
2ε|Ek|
1
pθ |F |
1
q′
θ ≤ 〈T θj χEk , χFk〉 ≤ 4〈T
θ
j χE(j,k) , χF (j,k)〉 ≤ Cdρ
1
pθ
1 ρ
1
q′
θ
2 |Ek|
1
pθ |F |
1
q′
θ .
Thus if #Jε,ρ1,ρ2(k) 6= 0,
C−1d ε ≤ ρ
1
pθ
1 ρ
1
q′
θ
2 ≤ min{ρ
1
pθ
1 , ρ
1
q′
θ
2 }. (5.24)
We claim that if J ⊂ Jε,ρ1,ρ2(k) is a finite
Cd,θ
|ad−a1|
log(1 + ε−1)-separated set,
then ∑
j∈J
|E(j,k)| ≤ 4|Ek|, (5.25)
and furthermore that if
L ⊂ {(j, k) : k ∈ Kη, j ∈ Jε,ρ1,ρ2(k)},
is a finite set with the property that (j1, k1), (j2, k2) ∈ L implies |k1 − k2| ≥
Cd,θ log(1 + ε
−1) or k1 = k2 and |j1 − j2| ≥
Cd,θ
ad−a1
log(1 + ε−1), then∑
(j,k)∈L
|F (j,k)| ≤ 4|F |. (5.26)
Here Cd,θ is a large constant, to be determined in a few paragraphs. Inequalities
(5.25) and (5.26) certainly imply (5.23) by summing on dyadic values of ρ1, ρ2
satisfying (5.24).
We start with (5.25), which we will prove by contradiction. We know that
1
2#J ρ1|Ek| ≤
∑
j∈J
|E(j,k)| ≤ 2#J ρ1|Ek|.
By Cauchy–Schwarz,∑
j∈J
|E(j,k)| =
∫
Ek
∑
j∈J
χE(j,k) ≤ |Ek|
1
2 (
∫
(
∑
j∈J
χE(j,k))
2)
1
2
= |Ek|
1
2 (
∑
j∈J
|E(j,k)|+
∑
j1 6=j2
|E(j1,k) ∩ E(j2,k)|)
1
2 ,
so if
∑
j∈J |E
(j,k)| > 4|Ek|,
(#J ρ1|Ek|)
2 .d |Ek|
∑
j1 6=j2
|E(j1,k) ∩ E(j2,k)| .d |Ek|(#J )
2 sup
j1 6=j2
|E(j1,k) ∩ E(j2,k)|.
Hence there exist j1 6= j2 such that
ρ21|Ek| .d |E
(j1,k) ∩ E(j2,k)|.
Assuming the conclusion of the previous paragraph, let G = E(j1,k) ∩ E(j2,k).
Since λΓ(t) is almost constant on each interval [j, j+1], T
θ
j χE ∼d λΓ(j)
θT 0j χE , for
any set E. Thus
〈T θj χEk , χF 〉 ∼d (〈T
1
j χEk , χF 〉)
θ(〈T 0j χEk , χF 〉)
1−θ .d (〈T
1
j χEk , χF 〉)
θ|F |1−θ.
Thus if j ∈ Jε(k), with a little more arithmetic, we arrive at
〈T 1j χEk , χF 〉 &d,θ ε
1
θ |Ek|
1
p1 |F |
1
q′
1 .
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By the containment F (j,k) ⊆ F , the definition of E(j,k), the near constancy of λΓ
on [j, j + 1], and the previous observations, for y ∈ G
(T 1ji)
∗χF (y) &d,θ
〈T 1ji
χEk ,χF (j,k) 〉
|Ek|
&d,θ
〈T 1ji
χEk ,χF 〉
|Ek|
&d,θ ε
1
θ
|F |
1
q′
1
|Ek|
1
p′1
=: βi.
Additionally,
αi :=
〈T 1jiχG, χF 〉
|F |
&d,θ
βi|G|
|F |
= ε
1
θ
|G|
|F |
1
q1 |Ek|
1
p′
1
&d,θ ε
1
θ ρ21
|Ek|
1
p1
|F |
1
q1
&d,θ ε
1
θ+2pθ
|Ek|
1
p1
|F |
1
q1
.
By Lemma 5.3 and a little algebra, if |j1 − j2| ≥ 2,
1 &d,θ ε
d(d+1)
2θ +d(d−1)pθecd(ad−a1)|j1−j2|.
Since ad > a1 by assumption, this gives a contradiction if the constant C in the sep-
aration condition above (5.25) is larger than a dimensional constant times 1|ad−a1| .
Thus we must have that
∑
j∈J |E
(j,k)| ≤ 4|Ek|.
Now we turn to (5.26). Arguing as before, if
∑
(j,k)∈L |F
(j,k)| > 4|F |, there exist
(j1, k1) 6= (j2, k2) such that
ρ22|F | .d |F
(j1,k1) ∩ F (j2,k2)|.
Let H = F (j1,k1) ∩ F (j2,k2). Arguing in a similar manner as before, for x ∈ H ,
T 1jiχEki (x) &d,θ ε
1
θ
|Eki |
1
p1
|F |
1
q1
=: αi
and
βi :=
〈T 1jiχEki , χG〉
|Eki |
&d,θ ε
1
θ+2q
′
θ
|F |
1
q′
1
|Eki |
1
p′1
.
Applying Lemma 5.2 this time, and performing the necessary arithmetic,
|Ek2 |
δ
p1 &d,θ e
(ad−a1)|j1−j2|ε
d(d+1)
2θ +2(d−1)q
′
θ |Ek1 |
δ
p1
|Ek1 |
δ
p1 &d,θ e
(ad−a1)|j1−j2|ε
d(d+1)
2θ +2(d−1)q
′
θ |Ek2 |
δ
p1 .
If |k1−k2| ≥ Cd,θ log(1+ε−1), we ignore the exponential terms (which only help us
find a contradiction), and derive a contradiction from the fact that |Ekj | ∼ η2
−kjpθ .
Therefore k1 = k2 and |j1 − j2| ≥
Cd,θ
ad−a1
, so
1 &d,θ e
(ad−a1)|j1−j2|ε
1
θ (
d(d+1)
2 +2(d−1)q
′
θ ,
and again, we arrive at a contradiction for Cd,θ sufficiently large, so (5.26) must
hold.
Finally, we prove (5.22). Inequalities (5.25) and (5.26) imply that∑
j∈Jε,ρ1,ρ2 (k)
|E(j,k)| .d,θ
1
ad−a1
log(1 + ε−1)|Ek|,
∑
j∈Jε,ρ1 ,ρ2 (k)
|F (j,k)| .d,θ
1
ad−a1
log(1 + ε−1)2|F |.
(5.27)
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This implies that (ρ1 + ρ2)#Jε,ρ1,ρ2(k) .d,θ
1
ad−a1
log(1 + ε−1)2. Since
2 ≥ (ρ1 + ρ2) ≥ (ρ
1
pθ
1 ρ
1
q′
θ
2 )
1
1+p
−1
θ
−q
−1
θ &d,θ ε
1
1+p
−1
θ
−q
−1
θ ,
this implies that
#Jε,ρ1,ρ2(k) .d,θ
1
ad−a1
log(1 + ε−1)2ε
− 1
1+p
−1
θ
−q
−1
θ , (5.28)
and, in light of (5.24), inequality (5.22) follows by summing (5.28) over dyadic
values of ρ1 and ρ2.
This completes the proof of Lemma 5.6. 
Now we finish proving the weak type bound. Fix η, ε. By the definitions of Jε(k)
and Kη, (5.22), and the trivial estimate #Kη ≤ 2η−1,∑
k∈Kη
∑
j∈Jε(k)
2k〈T θj χEk , χF 〉 ∼d
∑
k∈Kη
∑
j∈Jε(k)
∼ εη
1
pθ |F |
1
q′
θ
.d,θ,ad−a1
∑
k∈Kη
(log(1 + ε−1))3ε
p
−1
θ
−q
−1
θ
1+p
−1
θ
−q
−1
θ η
1
pθ |F |
1
q′
θ
.d,θ,ad−a1 (log(1 + ε
−1))3ε
p
−1
θ
−q
−1
θ
1+p
−1
θ
−q
−1
θ η
− 1
p′
θ |F |
1
q′
θ .
Next, by (5.21) and the restricted weak type bound, Ho¨lder’s inequality, inequality
(5.23), Ho¨lder’s inequality and the fact that pθ < qθ, and the definition of Kη,∑
k∈Kη
∑
j∈Jε(k)
2k〈T θj χEk , χF 〉 .d
∑
k∈Kη
∑
j∈Jε(k)
2k|E(j,k)|
1
pθ |F (j,k)|
1
q′
θ
.d
( ∑
k∈Kη
∑
j∈Jε(k)
2kqθ |E(j,k)|
qθ
pθ
) 1
qθ
( ∑
k∈Kη
∑
j∈Jε(k)
|F (j,k)|
) 1
q′
θ
.d,θ,ad−a1 (log(1 + ε
−1))cd,θ sup
k∈Kη,j∈Jε(k)
(2kpθ |Ek|)
1
pθ
− 1qθ
×
( ∑
k∈Kη
2kpθ |Ek|
) 1
qθ |F |
1
q′
θ
.d,θ,ad−a1 (log(1 + ε
−1))cd,θη
1
pθ
− 1qθ |F |
1
q′
θ .
(5.29)
Combining the previous two estimates,∑
k∈Kη
∑
j∈Jε(k)
2k〈T θj χEk , χF 〉 . ε
aηb|F |
1
q′
θ , (5.30)
for some a = ad,θ > 0, b = bd,θ > 0. Summing on dyadic values of η ≤ 1 and
ε .d,θ 1 gives the weak type bound.
Now we turn to the strong type bound. The argument is similar, so we simply
sketch it. It suffices to prove that 〈T θf, g〉 .d,θ,ad−a1 1 when f =
∑
k 2
kχEk and
g =
∑
l 2
lχFl , where the Ek, and likewise the Fl, are pairwise disjoint Borel sets
and 12 < ‖f‖Lpθ ≤ 1,
1
2 < ‖g‖Lq
′
θ
≤ 1.
For η1, η2, ε > 0, we define Kη2 as above, and define
Lη1 = {l ∈ Z : η1 < 2
lq′θ |Fl| ≤ η1},
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Jε(k, l) := {j ∈ Z :
1
2ε|Ek|
1
pθ |Fl|
1
q′
θ < 〈T θj χEk , χFl〉 ≤ ε|Ek|
1
pθ |Fl|
1
q′
θ }.
Then
〈Tf, g〉 =
∑
η1,η2,ε
∑
l∈Lη1
∑
k∈Kη2
∑
j∈Jε(k,l)
2k+l〈T θj χEk , χFl〉,
where the sum is taken over dyadic values of η1, η2, ε with 0 < η1, η2 ≤ 1 and
0 < ε .d,θ 1.
By (5.30), then the definition of Lη1 combined with the trivial bound #Lη1 .d
η−11 , ∑
l∈Lη1
∑
k∈Kη2
∑
j∈Jε(k,l)
2k+l〈T θj χEk , χFl〉 .d,θ,ad−a1
∑
l∈Lη1
εaηb12
l|Fl|
1
q′
θ
.d,θ,ad−a1 ε
aη
− 1
q′
θ
1 η
b
2.
Now we seek a bound with a positive power of η1. Define
F (j,k,l) = {x ∈ Fl : T
θ
j χEk(x) ≥
1
2
〈T θj χEk ,χFl 〉
|Fl|
}
E(j,k,l) = {y ∈ Ek : (T
θ
j )
∗χF (j,k,l)(y) ≥
1
2
〈T θj χEk ,χF (j,k,l) 〉
|Ek|
}.
By Lemma 5.6, for each l,∑
k∈Kη1
∑
j∈Jε(k,l)
|F (j,k,l)| .d,θ,ad−a1 (log(1 + ε
−1))4|Fl|.
Similar arguments show that∑
l∈Lη2
∑
j∈Jε(k,l)
|E(j,k,l)| .d,θ,ad−a1 (log(1 + ε
−1))4|Ek|.
Arguing similarly to (5.29),∑
l∈Lη1
∑
k∈Kη2
∑
j∈Jε(k,l)
2k+l〈T θj χEk , χFl〉
.d,θ
( ∑
l∈Lη1
∑
k∈Kη2
∑
j∈Jε(k,l)
2lp
′
θ |F (j,k,l)|
p′θ
q′
θ
) 1
p′
θ
×
( ∑
k∈Kη2
∑
l∈Lη1
∑
j∈Jε(k,l)
2kpθ |E(j,k,l)|
) 1
pθ
.d,θ,ad−a1 (log(1 + ε
−1))cd,θη
1
q′
θ
− 1
p′
θ
1 ,
which has the positive power of η1 that we wanted.
Combining our two upper bounds,∑
l∈Lη1
∑
k∈Kη2
∑
j∈Jε(k,l)
2k+l〈T θj χEk , χFl〉 .d,θ,ad−a1 ε
aηb1η
c
2,
for constants a = ad,θ > 0, b = bd,θ > 0, c = cd,θ > 0. Summing on dyadic values
of η1, η2, ε gives the strong type bound. 
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Special case: polynomial curves. In [5, 13, 19], uniform endpoint strong type
bounds are obtained for convolution with affine arclength measure on polynomial
curves. We can use the techniques of this section together with a geometric inequal-
ity for polynomial curves from [8] to prove uniform fractional integral analogues.
Proposition 5.7. Let γ : R → Rd be a polynomial curve of degree N and let Zγ
be any finite set containing the real parts of the complex zeroes of Lγ. Then the
operator
T θγ f(x) =
∫
R
f(x− γ(t))λγ(t)
θ dt
dist(t,Zγ)1−θ
satisfies
‖T θγ f‖Lq(Rd) . ‖f‖Lp(Rd), (5.31)
for all 0 < θ ≤ 1 and (p−1, q−1) on the line segment with endpoints ( θpd ,
θ
qd
) and
(1− θpd , 1−
θ
qd
). The implicit constant in (5.31) depends only on d, θ, and N , and
#Zγ.
A related estimate will also appear in [21].
Proof. It was proved in [8] that we may decompose R as a union of intervals R =⋃Cd,N
j=1 in such a way that for each j and (t1, . . . , td) ∈ I
d
j ,
|Jγ(t1, . . . , td)| &
d∏
j=1
|Lγ(tj)|
1
d
∏
i<j
|ti − tj |,
with implicit constants depending only on d,N . By the triangle inequality, it
suffices to prove the estimates for γ|I for a single interval I = Ij as above. We will
use the following simple and widely-known polynomial lemma (cf. [8]).
Lemma 5.8. We may decompose I =
⋃C(#Zγ)
j=1 Ij so that for t ∈ Ij , dist(t, Zγ) =
|t − a(Ij)| and |Lγ(t)| ∼ Cγ(Ij)|t − a(Ij)|k(Ij). Here a(Ij) ∈ Zγ and 0 ≤ k(Ij) ≤
degLγ, and the implicit constants depend only on the degree of Lγ.
The proof is very short, so we include it here.
Proof. Making an initial decomposition if necessary, we may assume that dist(t, Zγ)
= |t − a0|, t ∈ I. Translating if needed, we may assume that a0 = 0, and by
reordering, Zγ = {a0, a1, . . . , aM}, where 0 = |a0| ≤ |a1| ≤ · · · ≤ |aM |. For
convenience, set aM+1 =∞. Define
Aj = {t ∈ I :
1
2 |aj | ≤ |t| ≤
1
2 |aj+1|}, 0 ≤ j ≤M,
and observe that I =
⋃
Aj .
Repeating some of the aj if necessary, we may write P (t) = C
∏M
j=1(t − zj)
kj ,
where aj = Re zj and the kj are allowed to be zero. Set bj = Imzj. Since |t− zj | ∼
|t−aj |+ |bj |, |P (t)| ∼
∑C(#Zγ)
i=1 Ci
∏M
j=1 |t−aj |
kj,i . Decomposing further if needed,
we may assume that a single one of the polynomials on the right is largest on I,
P (t) ∼ C
∏M
j=1 |t− aj|
kj . But then on Aj ,
|P (t)| ∼ C
j∏
i=1
|t|ki
M∏
i=j+1
|ai|
ki .

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It now suffices to prove the estimates in the proposition on a single one of the
intervals from the lemma, which we also denote I. Translating and reflecting if
necessary, we may assume that b(I) = 0 and I ⊆ [0,∞). In summary, on I,
|Lγ(t)| ∼ Cγt
k, |Jγ(t1, . . . , td)| & Cγ
d∏
j=1
|tj |
k/d
∏
i<j
|ti − tj |.
Reparametrizing so that Γ(t) = γ(e−t), these estimates immediately imply that on
J := e−I ,
|LΓ(t)| ∼ Cγe
−(k+
d2+d
2 )t, |JΓ(t1, . . . , td)| & Cγ exp[−(
k
d+d)
∑
i
ti]
∏
i<j
|e−ti−e−tj |.
Using the elementary estimate
|e−ti − e−tj | & exp[− ti+tj2 ] exp[
1
4 |ti − tj |]|ti − tj |,
we obtain the lower bound in Proposition 5.1, except without the gain of ad−a1 in
the exponent. Nevertheless, this is sufficient to apply the techniques of this section
and obtain the proposition. 
One could also obtain analogues of the above proposition and lemma for γ a
rational curve.
Proposition 5.7 gives a simple result bounding the unweighted operator
Sγf(x) =
∫
R
f(x− γ(t)) dt.
Let Nloc equal the maximum order of vanishing of Lγ on R and Nglob equal the
degree of Lγ . Let θ• = (1 +
2N•
d(d+1))
−1. Observe that θglob ≤ θloc and that if
θglob ≤ θ ≤ θloc,
|λγ(t)|
θ dist(t, Zγ)
θ−1 &γ 1.
Thus we obtain the following.
Corollary 5.9. Let γ : R→ Rd be a polynomial curve of degree N . The unweighted
operator
‖Sγf‖Lq(Rd) .γ ‖f‖Lp(Rd),
for all (p−1, q−1) in the convex hull of the points
( θlocpd ,
θloc
qd
), (
θglob
pd
,
θglob
qd
), (1 − θlocqd , 1−
θloc
pd
), (1− θglobqd , 1−
θglob
pd
).
The dependence of the implicit constant on γ is unavoidable because of the lack of
scale invariance. This is the sharp Lebesgue space result. One could use a similar
argument obtain optimal Lebesgue space bounds for convolution with Euclidean
arclength on γ, but the exponents would not be quite as simple.
6. Proofs of the geometric inequalities and other loose ends
Finally, we give the promised proofs of Propositions 3.5, 3.8, 3.9, and 5.1.
We begin with Proposition 3.5. Recalling that Ljγ := L(γ1,...,γj) for 1 ≤ j ≤ d
and that L0γ ≡ L
−1
γ ≡ 1, we define
Akγ :=
Ld−k−1γ L
d−k+1
γ
(Ld−kγ )2
.
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We note that the quantities whose almost log convexity and monotonicity we had
assumed are
Ldγ(L
d−k−1
γ )
k
(Ld−kγ )k+1
=
k∏
j=1
(Ajγ)
j . (6.1)
It was proved in [4] (see also [8]) that if we define J1γ := A
1
γ and, for 2 ≤ k ≤ d,
Jkγ (t1, . . . , tk) :=
k∏
i=1
Akγ(ti)
∫ t2
t1
· · ·
∫ tk
tk−1
Jk−1γ (s1, . . . , sk−1) dsk−1 · · · ds1, (6.2)
then if each Ljγ is non-vanishing on some interval I and if (t1, . . . , td) ∈ I
d, we have
the identity
Jdγ (t1, . . . , td) = det(γ
′(t1), . . . , γ
′(td)). (6.3)
(The result is only claimed for polynomial curves, but the proof under our hypothe-
ses is unchanged.)
We want to establish the geometric inequality
|Jdγ (t1, . . . , td)| &
d∏
j=1
|Ldγ(tj)|
1
d
∏
i<j
|tj − ti|;
this is just the case k = d of the following lemma.
Lemma 6.1. Under the hypotheses of Proposition 3.5, if 1 ≤ k ≤ d and (t1, . . . , tk)
∈ Ik satisfies t1 < · · · < tk, then
|Jkγ (t1, . . . , tk)| &
k∏
i=1
k∏
j=1
|Ajγ(ti)|
j
k
∏
1≤i<j≤k
|tj − ti|. (6.4)
Proof of Lemma 6.1. Multiplying appropriate coordinates of γ by −1 if necessary,
we may assume that the Lkγ , and hence the A
k
γ , are all positive on I. Since t1 <
· · · < tk, it is easy to check that the variables in the integrand of (6.2) are also
ordered: s1 < · · · < sk−1, and similarly for the dummy variables used in defining
all previous Jjγ . From this and positivity of the A
k
γ , it follows that the integrand in
the definition of Jjγ for j ≤ k is non-negative on the domain of integration.
The lemma is trivial when k = 1. Let us assume that the estimate for Jk−1γ is
valid. Reparametrizing (t 7→ −t) if necessary and applying our almost monotonicity
hypothesis if needed, we may assume that
Ldγ(L
d−k
γ )
k−1
(Ld−k+1γ )k
(t1) ≤ C
Ldγ(L
d−k
γ )
k−1
(Ld−k+1γ )k
(t2), for all t1 ≤ t2. (6.5)
By the induction hypothesis and the positivity remarked above,
Jkγ (t1, . . . , tk) =
k∏
j=1
Akγ(tj)
∫ t2
t1
· · ·
∫ tk
tk−1
Jk−1γ (s1, . . . , sk−1) dsk−1 · · · ds1
&
k∏
j=1
Akγ(tj)
∫ t2
t1
· · ·
∫ tk
tk−1
k−1∏
i=1
k−1∏
j=1
Ajγ(si)
j
k−1
∏
1≤i<j≤k−1
(sj − si) dsk−1 · · · ds1.
Let Bk−1γ (s) :=
∏k−1
j=1 A
j
γ(s)
j
k−1 . By the computation in the previous paragraph
and positivity of the integrand,
Jkγ (t1, . . . , tk) (6.6)
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&
k∏
j=1
Akγ(tj)
∫ t′′2
t′1
∫ t′′3
t′2
· · ·
∫ t′′k
t′k−1
k−1∏
i=1
Bk−1γ (si)
∏
1≤i<j≤k−1
(sj − si) dsk−1 · · · ds1,
where
t′j =
k−j
k tj +
j
k tj+1, 1 ≤ j ≤ k − 1, t
′′
j =
1
2 (t
′
j−1 + tj), 2 ≤ j ≤ k.
By (6.1) and our parametrization, we know that Bk−1γ is almost increasing and
almost log-concave. Using these facts, it can be shown (see [14, Proof of Lemma
2.1]) that
Bk−1γ (θs1 + (1− θ)s2) & B
k−1
γ (s1)
θBk−1γ (s2)
1−θ, s1, s2 ∈ I,
for all θ of the form k−jk , 1 ≤ j ≤ k− 1. Therefore on the domain of integration in
(6.6),
k−1∏
i=1
Bk−1γ (si) &
k−1∏
i=1
Bk−1γ (t
′
i) &
k−1∏
i=1
Bk−1γ (ti)
k−i
k Bk−1γ (ti+1)
i
k =
k∏
i=1
Bk−1γ (ti)
k−1
k
and if 1 ≤ i < j ≤ k − 1 (since t1 ≤ t2 ≤ · · · ≤ tk),
sj − si = (sj − tj) + (tj − ti+1) + (ti+1 − si)
& (tj+1 − tj) + (tj − ti+1) + (ti+1 − ti) = tj+1 − ti.
Thus
Jkγ (t1, . . . , tk) &
k∏
j=1
Akγ(tj)B
k−1
γ (tj)
k−1
k
∏
1≤i<j−1≤k−1
(tj − ti)
∏
2≤j≤k
(tj − tj−1)
=
k∏
i=1
k∏
j=1
Ajγ(ti)
j
k
∏
1≤i<j≤k
(tj − ti).
This completes the proof of the lemma and thereby Proposition 3.5. 
Now we turn to Proposition 3.8. Recall that we assume that γ : I → Rd is a Cd
curve and that the geometric inequality relating Jγ and Lγ holds. We want to prove
that the geometric inequalities (3.19-3.21) hold. These estimates were proved in the
polynomial case in [7], but certain aspects of that proof do not readily generalize.
We give the details for (3.19) only, which we restate for the convenience of the
reader. Assume that d+ 1 = 2D and recall that
Ψ2D(t0,y0)(s1, t1, . . . , sK , tK) =
(
tK , y0 +
K∑
j=1
sj(γ(tj−1)− γ(tj))
)
,
and that (3.19) is the inequality
| det
(
DΨd+1(t0,y0)(s1, t1, . . . , sD, tD)
)
|
&
D−1∏
i=1
{
|si+1 − si||Lγ(ti)|
2
d+1
∏
0≤j≤D
j 6=i
|tj − ti|
2
}
|Lγ(t0)|
1
d+1 |Lγ(tD)|
1
d+1 |tD − t0|.
Proof of (3.19) of Proposition 3.8. The identity
det
(
DΨd+1(t0,y0)(t1, s1, . . . , tD, sD)
)
= (6.7)
UNIFORM BOUNDS FOR AVERAGES ALONG DEGENERATE CURVES 33
±
{D−1∏
i=1
(si+1 − si)
}{ 2D−1∏
j=D+1
∂j |tj=tj−D
}
det
(
1 · · · 1
γ(t0) · · · γ(t2D−1)
)
may be proved using Gaussian elimination; for details, see Lemma 4.3 of [7]. We
will ignore the sj for the remainder of the argument.
Using elementary matrix manipulations, we may write
det
(
1 · · · 1
γ(t0) · · · γ(t2D−1)
)
=
2D−1∏
j=D+1
(tj − tj−D)
× det
(
1 · · · 1 0 · · · 0
γ(t0) · · · γ(t0) δ(t1, tD+1) · · · δ(tD−1, t2D−1)
)
=:
2D−1∏
j=D+1
(tj − tj−D)F (t0, . . . , t2D−1), (6.8)
where
δ(s, t) :=
{
1
t−s (γ(t)− γ(s)), t 6= s
γ′(s), t=s.
Since d ≥ 2 and γ ∈ Cd, δ ∈ C1, which implies that F ∈ C1 as well.
We use the product rule and apply the derivatives in (6.7) to the right side of
(6.8), but the contribution from any term in which the derivative falls on F is zero.
Thus
{ 2D−1∏
j=D+1
∂j |tj=tj−D
}
det
(
1 · · · 1
γ(t0) · · · γ(t2D−1)
)
= F (t0, . . . , tD, t1, . . . , tD−1).
On the set where tj 6= tj−D, for all D + 1 ≤ j ≤ 2D − 1, by our assumption that
(3.1) holds,
|F (t0, . . . , t2D−1)| &
2D−1∏
i=0
|Lγ(tj)|
1
2D
∏
0≤i<j≤2D−1 |tj − ti|∏2D−1
j=D+1 |tj − tj−D|
,
so (3.19) follows from the continuity of both sides of this inequality and a careful
accounting of the ti. 
Next we prove Proposition 3.9, which asserts the near-injectivity of the iteration
maps for the restricted X-ray transform under the hypothesis that Jγ(t1, . . . , td) is
nonzero whenever the ti are distinct.
Proof of Proposition 3.9. The argument is very much inspired by an argument in
[9]. We will give the details for Φd+1(s0,x0) in the case d + 1 = 2D. Recalling (3.20)
and fixing (τ, ξ) ∈ R1+d, we estimate
#{(t, s) ∈ ∆ : Φd+1(s0,x0)(t, x) = (τ, ξ)} ≤ #{(t, u) ∈ ∆˜ : Φ˜(t, u) = (τ, ξ)}, (6.9)
where
Φ˜(t, u) :=
D∑
j=1
ujγ(tj),
∆˜ = {(t, u) ∈ ID × RD : ti 6= tj ∀ i 6= j, ui 6= 0 ∀ i,
D∑
i=1
ui = τ − s0}.
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If the cardinality of the right side of (6.9) is greater than D!, there exist distinct
points (t, u), (t′, u′) ∈ ID × RD such that Φ˜(t, u) = Φ˜(t′, u′), t1 < · · · < tD, t
′
1 <
· · · < t′D, ui, u
′
i 6= 0 for all i, and
∑
ui =
∑
u′i. By collecting like terms, we may
rewrite the equation Φ˜(t, u) = Φ˜(t′, u′) as
ℓ∑
j=1
vjΦ˜(wj) = 0,
for some 2 ≤ ℓ ≤ 2D = d + 1, {w1, . . . , wℓ} ⊂ {t1, . . . , tD, t′1, . . . , t
′
D} with w1 <
· · · < wℓ, and nonzero vj satisfying
∑
j vj = 0.
By inserting extra points between w1 and w2, allowing some of the vj to be zero,
and relabeling if needed,
d+1∑
j=1
vjΦ˜(wj) = 0,
for some w1 < · · · < wd in I and vj ∈ R, not all zero, with
∑
j vj = 0. Let
αk =
∑k
j=1 vj , 1 ≤ j ≤ d; then
d∑
j=1
αj(γ(wj)− γ(wj+1)) = 0.
By our assumption on the vj , the αj are not all zero, so
{γ(wj)− γ(wj+1)}
d
j=1
is linearly dependent. Combining this with the fundamental theorem of calculus
and multilinearity of the determinant,
0 = det
( ∫ w2
w1
γ′(t1) dt1, . . . ,
∫ wd−1
wd
γ′(td) dtd
)
=
∫ w2
w1
· · ·
∫ wd+1
wd
det(γ′(t1), . . . , γ
′(td)) dt1 · · · dtd.
But since t1 < · · · < td on the domain of integration, our assumption on Jγ implies
that the right side is nonzero, a contradiction. Tracing back, this implies that
Φd+1(s0,x0) has the claimed almost-injectivity.
We leave the details in the remaining cases to the interested reader. 
Finally, we prove Proposition 5.1, which asserts that the estimates
|LΓ(t)| ∼ e
−t
∑d
j=1 ai
d∏
j=1
|ajΘj(∞)|
∏
1≤i<j≤d
(aj − ai)
|JΓ(t1, . . . , td)| &
d∏
i=1
|LΓ(ti)|
1
d
∏
1≤i<j≤d
(|ti − tj |e
cd(ad−a1)|ti−tj |).
hold on [τ,∞) and [τ,∞)d, respectively, for some sufficiently large τ > 0, provided
Γ(t) = (e−a1tΘ1(t), . . . , e
−adtΘd(t))
for nonzero real numbers a1 < · · · < ad and Θi ∈ Cdloc((τ,∞) with Θi(∞) :=
limtր∞Θi(t) 6= 0 and limtր∞Θ
(m)
i (t) = 0, 1 ≤ i,m ≤ d.
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Proof of Proposition 5.1. To avoid repetition from [6], we merely sketch the details
for arguments that already appear there. Using a continuity argument and (2.7),
we may choose τ sufficiently large that the LkΓ do not change sign on (τ,∞) and
satisfy
|LkΓ(t)| ∼ e
−t
∑k
j=1 aj
k∏
j=1
|ajΘj(∞)|
∏
1≤i<j≤k
(aj − ai), 1 ≤ k ≤ d.
Applying an affine transformation, we may assume that the LkΓ are all positive on
(τ,∞). Thus the Akγ satisfy
Akγ(t) ∼ CΓ,k
{
e−t(ad−k+1−ad−k), 1 ≤ k ≤ d− 1,
e−ta1 , k = d,
where
CΓ,k =


ad−k+1Θd−k+1(∞)
∏d−k
i=1 (ad−k+1−ai)
ad−kΘd−k(∞)
∏d−k−1
j=1 (ad−k−aj)
, 1 ≤ k ≤ d− 1,
a1Θ1(∞), k = d.
For 1 ≤ k ≤ d and τ < t1 < · · · < tk, define
Ik(t1, . . . , tk) =


e−t1(ad−ad−1), k = 1
e−(t1+···+tk)(ad−k+1−ad−k)
×
∫ t2
t1
· · ·
∫ tk
tk−1
Ik−1(s1, . . . , sk−1) ds, 2 ≤ k ≤ d− 1
e−(t1+···+td)a1
∫ t2
t1
· · ·
∫ td
td−1
Id−1(s1, . . . , sd−1) ds, k = d.
Then by (6.2), if τ < t1 < · · · < td,
|JdΓ(t1, . . . , td)| ∼
( d∏
j=1
CjΓ,j
)
Id(t1, . . . , td),
and since
d∏
j=1
CjΓ,j =
k∏
j=1
ajΘj(∞)
∏
1≤i<j≤k
(aj − ai),
to prove (5.3), it suffices to show that whenever τ < t1 < · · · < td,
Id(t1, . . . , td) &
d∏
i=1
e−
1
d (t1+···+td)(a1+···+ad)ecd(ad−a1)(td−t1)
∏
1≤i<j≤d
(tj − ti).
This is just the case k = d of the following.
Lemma 6.2. If 1 ≤ k ≤ d, and τ < t1 < . . . < tk,
Ik(t1, . . . , tk) &k


e−(
1
k (ad+···+ad−k+1)−ad−k)(t1+···+tk)
∏
1≤i<j≤k(tj − ti), k < d
e−
1
d (a1+···+ad)(t1+···+td)ecd(ad−a1)(td−t1)
×
∏
1≤i<j≤d(tj − ti), k = d.
Proof of Lemma 6.2. When 1 ≤ k < d, this is shown in [6] (it also follows from the
proof of Proposition 3.5), so we only prove the lower bound on Id.
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Let B = ad + · · ·+ a2 − (d − 1)a1. Since the aj are increasing, B ≥ ad − a1, so
by some arithmetic, the lower bound on Id will follow from∫ t2
t1
· · ·
∫ td
td−1
e−
1
d−1B(s1+···+sd−1)
∏
1≤i<j≤d−1
(sj − si) ds
& e−
1
dB(t1+···+td)ecdB(td−t1)
∏
1≤i<j≤d
(tj − ti).
(6.10)
For 1 ≤ j ≤ d− 1, define
mj =
d−j
d tj +
j
d tj+1, t
′
j+1 = mj +
(tj+1−tj)
2d , t
′′
j = mj −
(tj+1−tj)
2d .
Then for each j, tj < t
′′
j < t
′
j+1 < tj+1 and
1
2 (t
′′
j + t
′
j+1) = mj . Therefore∫ t2
t1
· · ·
∫ td
td−1
e−
1
d−1B(s1+···+sd−1)
∏
1≤i<j≤d−1
(sj − si) ds
≥
∫ t′2
t′′1
· · ·
∫ t′d
t′′d−1
e−
1
d−1B(s1+···+sd−1)
∏
1≤i<j≤d−1
(sj − si) ds
∼
∏
1≤i<j≤d−1
(tj+1 − ti)
d∏
j=2
d−1
B (e
− Bd−1 t
′′
j−1 − e−
B
d−1 t
′
j )
= e−
B
d−1 (m1+···+md−1)
∏
1≤i<j≤d−1
(tj+1 − ti)
×
d∏
j=2
d−1
B (e
− B
2(d−1)
(t′′j−1−t
′
j) − e−
B
2(d−1)
(t′j−t
′′
j−1)).
We turn now to this last term. It is elementary to show that for any t ∈ R and
0 ≤ θ < 1, |et − e−t| ≥ |t|(1− θ)eθ|t|, and furthermore
(t′d − t
′′
d−1) + (t
′
d−1 − t
′′
d−2) + · · ·+ (t
′
2 − t
′′
1) &d td − t1.
Therefore
d∏
j=2
d−1
B (e
− B
2(d−1)
(t′′j−1−t
′
j) − e−
B
2(d−1)
(t′j−t
′′
j−1)) &d e
cdB(td−t1)
d∏
j=2
(tj − tj−1).
The claimed estimate (6.10) follows. 
This completes the proof of Proposition 5.1. 
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