1. Introduction {#sec1-sensors-19-00771}
===============

Unmanned aerial vehicles (UAVs) are drawing significantly increasing attention in recent years due to their convenience and flexibility in executing various tasks compared to manned aircrafts, however, the accident rate of UAVs is much higher than that of manned aircraft because of the immature equipment technology and the lack of effective on-board system health management and diagnostic technology \[[@B1-sensors-19-00771],[@B2-sensors-19-00771]\]. Due to the high altitude and long flight time requirements of UAVs, their airborne equipment must be as light as possible to load more fuel, which restricts the complexity of the UAV diagnosis systems. In addition, the extension of flight time also increases the possibility of failure. Therefore, there is a critical requirement for the application of effective fault detection approaches.

The flight control system, which is responsible for the accomplishment of flight tasks, is the core of the UAV. Through comparing the actual state of the UAV indicated by the sensor data with the desired state, it sends commands to actuators to make the actual state follow the desired state, completing the closed-loop control process \[[@B3-sensors-19-00771],[@B4-sensors-19-00771]\]. Sensors provide sensing data for the flight control system to make analysis and generate control commands, and faulty sensor data will cause erroneous commands and undesirable consequences. Also, flight sensors are often exposed to the rapidly changing pressure and temperature of the air, increasing its possibility of breakdown. Therefore, fault detection for UAV sensors is quite essential for ensuring flight security.

Many fault detection approaches for sensors have been developed in recent years, which are mainly divided into two categories: model-based approaches and data-driven approaches \[[@B5-sensors-19-00771],[@B6-sensors-19-00771]\]. Model-based approaches can achieve high detection performance and meanwhile provide detailed interpretable fault information under the condition that accurate physical model of the monitored system can be obtained \[[@B7-sensors-19-00771],[@B8-sensors-19-00771],[@B9-sensors-19-00771]\]. However, accurate physical models for UAVs are quite difficult to set up, which has limited their application \[[@B10-sensors-19-00771],[@B11-sensors-19-00771]\]. In comparison to model-based approaches, data-driven methods do not require recognition of the complex physical mechanism, and take full advantage of the information contained in sensor data \[[@B12-sensors-19-00771],[@B13-sensors-19-00771]\]. Faults can be accurately detected by various data-driven approaches based on the variation in data characteristics \[[@B14-sensors-19-00771],[@B15-sensors-19-00771],[@B16-sensors-19-00771]\].

Data-driven fault detection methods are mainly divided into three different classes: supervised detection approaches, semi-supervised detection approaches and unsupervised detection approaches, as shown by Wang et al. \[[@B17-sensors-19-00771]\], Zhang et al. \[[@B18-sensors-19-00771]\] and Zhang et al. \[[@B19-sensors-19-00771]\]. In the supervised case, the training dataset contains both normal and faulty instances, and the detection model is applied on the test dataset for differentiating the normal from the faulty as illustrated by Yuan et al. \[[@B20-sensors-19-00771]\]. In the semi-supervised situation, the approach only models normal instances and the instances that do not comply with the established model are labeled as faults as shown by Kittler et al. \[[@B21-sensors-19-00771]\]. For unsupervised detection method, a boundary enclosing all possible normal data points is set up, which is utilized as a decision principle for judging the property of a test point shown by Jiang et al. \[[@B22-sensors-19-00771]\]. As for the UAV, faulty instances are difficult to acquire and limited in amount, and often without label information \[[@B23-sensors-19-00771],[@B24-sensors-19-00771]\]. Therefore, unsupervised fault detection techniques appeal more attractive for conducting fault detection of UAV sensors.

Three categories of unsupervised fault detection algorithms have been developed for dealing with the challenge of only using intrinsic information about normal data as shown by Liu et al. \[[@B25-sensors-19-00771]\]: (i) *Density-based methods*. Density-based methods measure the density of the instances and treat low-density area points as faults, like one-class Gaussian mixture model (OCGMM) approach as shown by Ilonen et al. \[[@B26-sensors-19-00771]\] and local outlier factor (LOF) approach proposed by Song et al. \[[@B27-sensors-19-00771]\]. (ii) *Reconstruction-based methods*. Reconstruction-based methods assume that the points are dense enough and the instances deviating from the reconstructed model will be regarded as faulty, like K-means given by Capozzoli et al. \[[@B28-sensors-19-00771]\] and principle component analysis (PCA) given by Zhou et al. \[[@B29-sensors-19-00771]\]. (iii) *Boundary-based methods*. Boundary-based methods, such as one-class support vector machine (OCSVM) presented by Yan et al. \[[@B30-sensors-19-00771]\], are capable of establishing a tight and smooth boundary enclosing normal data with kernel tricks, and can cope with complex nonlinear dataset. Compared to the two former categories, OCSVM has better performance in detecting sensor faults with small amplitude in nonlinear conditions by establishing a close enclosure of the instances. Also, it can monitor multi parameters simultaneously with well-established features and the correlation between the flight parameters of the UAV can be well considered.

In UAV sensor data, there often exist outliers that deviate from the majority of the data, which have significant influence on the decision boundary of OCSVM \[[@B31-sensors-19-00771],[@B32-sensors-19-00771]\]. To maintain high detection accuracy in UAV sensor fault detection when there exist outliers, it requires a special mechanism for dealing with them, which is not provided by OCSVM itself. A robust one-class SVM approach was proposed to solve the problem of the influence caused by outliers in fault detection by Xiao et al. \[[@B33-sensors-19-00771]\]. The probable outliers were identified and removed so that the decision boundary would enclose the core of the cluster. The method was validated on online public dataset. However, the outliers were directly removed and a hard classification of the instances was unavoidable in the preprocessing stage. The performance of OCSVM was subjected to the accuracy of judging outliers. The proposed algorithm shared the common defect of sequential model fusion that the accuracy of the latter algorithm is always limited by the former one. Two approaches were raised to make OCSVM robust to outliers in the training data by taking the effects of outliers into consideration while establishing the decision boundary by Amer et al. \[[@B34-sensors-19-00771]\]. The outliers were assigned different coefficients during the training process to decrease their effects and the approaches were validated on UCI datasets. However, the original structure of OCSVM was largely changed in both the two methods, and all the instances were allocated new coefficients. The performance improvement of the former approach was not quite obvious, and the latter one required a prejudgment of the outliers to accomplish its training process. Therefore, dealing with the outliers in UAV sensor fault detection is still a challenging issue.

In this paper, an optimized OCSVM approach regulated by local density is proposed for UAV sensor fault detection. By selecting and constructing appropriate features, the proposed approach can achieve high detection performance for UAV sensor fault. The training dataset is first divided into internals and externals according to their distances to the center and the application scope of the density theory is narrowed to keep the internals unchanged. Then the tolerance coefficients of the externals are reassigned according to their extent of abnormality and a rule is raised for measuring it based on their local densities. The influence of the outliers on the monitoring model is thus mitigated and the principle structure of OCSVM is reserved. The proposed approach can achieve robust performance to outliers without requiring priori knowledge of the instances and do not need to make a prejudgment of the outliers before the training process. Comparison experiments with several representative unsupervised fault detection approaches are conducted on UAV sensor data to prove its effectiveness.

The rest of this paper is organized as follows: the theorem of the proposed approach is illustrated in details in [Section 2](#sec2-sensors-19-00771){ref-type="sec"}. In addition, the motivation for improving OCSVM is illustrated and a rule for regulating the tolerance coefficients of the outliers is raised. A framework for detecting UAV sensor faults using the proposed approach is also given. [Section 3](#sec3-sensors-19-00771){ref-type="sec"} presents comparison experiments on UAV sensor data and two different types of sensor fault are considered. The results have proved the performance of the proposed approach. Conclusions and future works are discussed in [Section 4](#sec4-sensors-19-00771){ref-type="sec"}.

2. UAV Sensor Fault Detection with Optimized Classifier Regulated by Local Density {#sec2-sensors-19-00771}
==================================================================================

In this section, the influence of outliers on the performance of the OCSVM approach in detecting UAV sensor faults is first illustrated. The theorem of the proposed optimized classifier to mitigate the influence of the outliers on the decision boundary is then presented. In addition, a rule for regulating the tolerance coefficients of the instances based on local density theory is proposed. The application scope of the local density theory is further narrowed to avoid useless computation and keep the internal points unchanged. Finally, a framework for detecting UAV sensor faults using the proposed approach is proposed.

2.1. Problem Statement {#sec2dot1-sensors-19-00771}
----------------------

In UAV sensor data, there often exist outliers that deviate from the majority of the data, which have significant influence on the decision boundary of OCSVM. As shown in [Figure 1](#sensors-19-00771-f001){ref-type="fig"}, the original decision boundary of OCSVM is represented by the dashed line and the grey circles above surrounded by dash lines are the corresponding support vectors of the decision model. After the outliers represented by the black circles near the origin are mixed into the training dataset, they become new support vectors and the new decision boundary represented by the solid line has been shifted towards the origin, leading to the degradation in detection accuracy.

The common approach for dealing with this issue is to identify and eliminate the outliers before training the OCSVM, however, this requires an additional preprocessing stage to label them as normal or abnormal. The problem is that the preprocessing stage also depends on a particular anomaly detection approach for labeling abnormal instances, and it seems not reasonable to apply OCSVM based on the former because its accuracy is limited by the former approach. Therefore, dealing with the outliers still remains a challenging issue.

2.2. Optimized Classifier without Negative Samples {#sec2dot2-sensors-19-00771}
--------------------------------------------------

Given the training dataset $\mathbf{X} = \left\{ \mathbf{x}_{i} \right\}_{i = 1}^{n},\mathbf{x}_{i} \in R^{m}$, a nonlinear mapping $\phi$ from the original space $R^{m}$ to a high dimensional feature space $\chi$ is implicitly defined for dealing with nonlinear characteristics of the dataset by a kernel function:$$K\left( {\mathbf{x}_{i},\mathbf{x}_{j}} \right) = \left( {\phi\left( \mathbf{x}_{i} \right) \cdot \phi\left( \mathbf{x}_{j} \right)} \right)$$ such as the Gaussian kernel $K\left( {\mathbf{x}_{i},\mathbf{x}_{j}} \right) = e^{- {\|{\mathbf{x}_{i} - \mathbf{x}_{j}}\|}^{2}/\gamma}$, where $\gamma$ is the coefficient for modulating the performance of the Gaussian kernel. The purpose of basic OCSVM is to establish a compact hyperplane:$$\mathbf{w} \cdot \phi\left( \mathbf{x} \right) - \rho = 0$$ which encloses the training instances tightly in $\chi$ to linearly separate the mapped samples $\phi\left( \mathbf{x}_{i} \right),i = 1,\ldots,n$ from the origin with maximum Euclidean distance $\rho/\left\| \mathbf{w} \right\|$. $\mathbf{w}$ is the coefficient vector of the decision hyperplane, and $\rho$ is the intercept of the hyperplane. To solve the problem of hard classification, a slack factor $\xi_{i} \geq 0$ is introduced to each sample point so that the training samples are allowed to fall on the other side of the classification boundary. The optimization problem for basic OCSVM described above can be formulated as follows:$$\begin{array}{l}
{\min\limits_{\mathbf{w},\mathbf{\mathbf{\xi}},\rho}\left( {\frac{1}{2}\left\| \mathbf{w} \right\|^{2} + \frac{1}{vn}{\sum\limits_{i = 1}^{n}\xi_{i}} - \rho} \right)} \\
{s{.t}{.~}\left( {\mathbf{w} \cdot \phi\left( \mathbf{x}_{i} \right)} \right) \geq \rho - \xi_{i}{~{and}~}\xi_{i} \geq 0~\forall i} \\
\end{array}$$ where $v \in \left( {0,\left. 1 \right\rbrack} \right.$ is a predefined percentage parameter for controlling the performance of basic OCSVM that represents the upper bound on the fraction of outliers and the lower bound on the fraction of support vectors simultaneously \[[@B35-sensors-19-00771]\].

In order to mitigate the influence of the outliers on the decision boundary, tolerance coefficients $c_{i}$ are integrated into the convex quadratic programming problem of basic OCSVM represented by Equation (3) according to their local densities, and the formulation for the optimized classifier becomes:$$\begin{array}{l}
{\min\limits_{\mathbf{w},b,\xi_{i}}\left( {\frac{1}{2}\left\| \mathbf{w} \right\|^{2} + \frac{1}{vn}{\sum\limits_{i = 1}^{n}\xi_{i}} - \rho} \right)} \\
{s{.t}{.~}\left( {\mathbf{w} \cdot \phi\left( \mathbf{x}_{i} \right)} \right) \geq \rho - c_{i}\xi_{i}{~,}\xi_{i} \geq 0,~\forall i} \\
\end{array}$$

The theorem of regulating $c_{i}$ for different sample points is briefly illustrated here and details are given in the next section to make the logic clear. $c_{i}$ will be set to 1 for the internal instances to reserve the original optimization problem, and for the externals, they are assigned different values according to their extents of abnormality, i.e., their extents of differences to their neighbors. The instance with significant difference to its neighbors will be assigned a large value and a large $c_{i}$ will allow $\mathbf{x}_{i}$ to fall between the origin and the decision boundary with a large distance to the boundary. This will reduce of the influence of the instance on solving the decision boundary. The Lagrange function for the problem represented by Equation (4) is introduced as follows by utilizing multipliers $\alpha_{i},\beta_{i} \geq 0$:$$L\left( {\mathbf{w},\mathbf{\mathbf{\xi}},\rho,\mathbf{\mathbf{\alpha}},\mathbf{\mathbf{\beta}}} \right) = \frac{1}{2}\left\| \mathbf{w} \right\|^{2} + \frac{1}{vn}{\sum\limits_{i = 1}^{n}\xi_{i}} - \rho - {\sum\limits_{i = 1}^{n}{\alpha_{i}\left( {\left( {\mathbf{w} \cdot \phi\left( \mathbf{x}_{i} \right)} \right) - \rho + c_{i}\xi_{i}} \right)}} - {\sum\limits_{i = 1}^{n}{\beta_{i}\xi_{i}}}$$

By setting the partial derivatives of variables $\mathbf{w}$, $\xi_{i}$ and $\rho$ to zero, i.e., $\frac{\partial L}{\partial\mathbf{w}} = \frac{\partial L}{\partial\xi_{i}} = \frac{\partial L}{\partial\rho} = 0$, the following formulas can be obtained as: $$\mathbf{w} = {\sum\limits_{i = 1}^{n}{\alpha_{i}\phi\left( \mathbf{x}_{i} \right)}}$$ $$c_{i}\alpha_{i} = \frac{1}{vn} - \beta_{i}$$ $${\sum\limits_{i = 1}^{n}\alpha_{i}} = 1$$

In Equation (6), all the instances $\mathbf{x}_{i} \in R^{m},i = 1,\ldots,n$ satisfying $\alpha_{i} > 0$ are called support vectors, which lie on the decision boundary. From Equation (7), it can be seen that $c_{i}$ proposed in this paper has direct influence on coefficient $\alpha_{i}$, which determines the final decision model. Together with Equations (1) and (2), the parameter $\rho$ in Equation (5) can be figured out by each support vector mentioned above as:$$\rho = \left( {\mathbf{w} \cdot \phi\left( \mathbf{x}_{i} \right)} \right) = {\sum\limits_{j = 1}^{n}{\alpha_{j}K\left( {\mathbf{x}_{j},\mathbf{x}_{i}} \right)}}$$

By combining Equations (6)--(8) with Equation (5), the dual form of Equation (5) can be expressed as: $$\begin{array}{l}
{\min\limits_{\mathbf{\alpha}}\frac{1}{2}{\sum\limits_{i = 1}^{n}{\sum\limits_{j = 1}^{n}{\alpha_{i}\alpha_{j}K\left( {\mathbf{x}_{i},\mathbf{x}_{j}} \right)}}}} \\
{s{.t}{.~0} \leq \alpha_{i} \leq \frac{1}{c_{i}vn},{\sum\limits_{i = 1}^{n}\alpha_{i}} = 1} \\
\end{array}$$

By solving the problem of Equation (10), the coefficients $\alpha_{i},i = 1,\ldots,n$ can be obtained, and the decision boundary can be expressed as:$$f\left( \mathbf{x} \right) = {sgn}\left( {\sum\limits_{i = 1}^{n}{\alpha_{i}K\left( {\mathbf{x}_{i},\mathbf{x}} \right) - \rho}} \right)$$

The merits of the proposed approach lie in the following three aspects: (i) By regulating the tolerance coefficients of the instances, the influence of the outliers is mitigated in a soft way. While most existing algorithms require a preprocessing stage to eliminate the outliers or a filtering process, the proposed algorithm is well integrated in the basic level and the judgment of the properties of the outliers is not required. (ii) The proposed method does not demand a priori knowledge of the instances and is applicable with a small amount of training instances available. (iii) The basic structure of OCSVM approach is reserved and therefore its advantages are inherited, and therefore it is computationally efficient because its detection model is just determined by the support vectors.

2.3. Rule for Computing the Tolerance Coefficients {#sec2dot3-sensors-19-00771}
--------------------------------------------------

For UAV sensor data, the densities of the externals are generally lower than the internals, and the outliers belonging to the externals have much smaller local densities. Therefore, the extent of abnormality of an instance can be well indicated by its local density, and based on this characteristic, a rule for reassigning the instances continuous tolerance coefficients is proposed to mitigate the influence of the outliers.

Because OCSVM mainly focuses on figuring out a tight enclosure for the instances, its boundary will only be determined by the external instances in the dataset and the internals have little effect on the decision boundary. Therefore, the application scope of the local density theory is narrowed to keep the internals unchanged and avoid worthless computation. The local density theory can be utilized specifically to deal with the externals in their neighborhoods, without involving the internals, which deeply fits the idea of OCSVM, modeling all the instances with only the externals.

As shown in [Figure 2](#sensors-19-00771-f002){ref-type="fig"}, the grey circles inside the internal circle with a radius of $R_{1}$ are named the internals and the black squares between the internal circle and the external circle with a radius of $R_{3}$ are named the externals. For the instances shown in [Figure 2](#sensors-19-00771-f002){ref-type="fig"}, the classical OCSVM approach will construct a classification boundary with some externals selected as support vectors, without taking advantage of the internals. Therefore, it is not necessary to apply the local density theory on the internals, which do not contribute to the decision model, and only the externals are focused on in the proposed approach to avoid worthless computation. An important issue that requires attention is how to define the value of $R_{1}$ to control the proportion of the externals. The proportion of externals cannot be accurately defined according to the theory of OCSVM, and thus it is set to a minimum value large enough to contain all the possible instances that may contribute to the decision boundary, so that the maximum amount of samples can be kept unchanged.

In order to compute the tolerance coefficients of the externals, their local densities are first calculated. Assume $\mathbf{x}_{1}$, $\mathbf{x}_{2}$ and $\mathbf{x}_{3}$ are three arbitrary externals in the training dataset $\mathbf{X} = \left\{ \mathbf{x}_{i} \right\}_{i = 1}^{n},\mathbf{x}_{i} \in R^{m}$, and $k$ represents the number of neighbors for them. $d\left( {\mathbf{x}_{1},\mathbf{x}_{2}} \right)$ denotes the distance between instances $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$. Then the local density of $\mathbf{x}_{1}$ can be figured out by the following four steps:

*Step 1*. Calculating the k-distance of $\mathbf{x}_{1}$.

The k-distance of $\mathbf{x}_{1}$, denoted as $\text{k-distance}\left( \mathbf{x}_{1} \right)$, is equal to $d\left( {\mathbf{x}_{1},\mathbf{x}_{2}} \right)$ when the following two conditions are satisfied:for at least $k$ instances $\mathbf{x}_{i} \in \mathbf{X}\backslash\left\{ \mathbf{x}_{1} \right\}$, it holds that $d\left( {\mathbf{x}_{1},\mathbf{x}_{i}} \right) \leq d\left( {\mathbf{x}_{1},\mathbf{x}_{2}} \right)$, andfor at most $k - 1$ instances $\mathbf{x}_{i} \in \mathbf{X}\backslash\left\{ \mathbf{x}_{1} \right\}$, it holds that $d\left( {\mathbf{x}_{1},\mathbf{x}_{i}} \right) < d\left( {\mathbf{x}_{1},\mathbf{x}_{2}} \right)$.

*Step 2*. Finding the k-distance neighborhood of $\mathbf{x}_{1}$.

The k-distance neighborhood of $\mathbf{x}_{1}$, denoted as $N_{\text{k-distance}{(\mathbf{x}_{1})}}\left( \mathbf{x}_{1} \right)$, contains each instance with a distance from $\mathbf{x}_{1}$ not greater than its k-distance, i.e.,$$N_{\text{k-distance}{(\mathbf{x}_{1})}}\left( \mathbf{x}_{1} \right) = \left\{ \mathbf{x}_{j} \in \mathbf{X}\backslash\left\{ \mathbf{x}_{1} \right\} \middle| d\left( {\mathbf{x}_{j},\mathbf{x}_{1}} \right) \leq \text{k-distance}\left( \mathbf{x}_{1} \right) \right\}$$

Later in this paper, $N_{\text{k-distance}{(\mathbf{x}_{1})}}\left( \mathbf{x}_{1} \right)$ is simplified as $N_{k}\left( \mathbf{x}_{1} \right)$ for conciseness.

*Step 3*. Calculating the reachability distance of instance $\mathbf{x}_{1}$ w.r.t. instance $\mathbf{x}_{3}$.

The reachability distance of instance $\mathbf{x}_{1}$ w.r.t. instance $\mathbf{x}_{3}$ is defined as $$\text{reach-dist}_{k}\left( {\mathbf{x}_{1},\mathbf{x}_{3}} \right) = \max\left\{ {\text{k-distance}\left( \mathbf{x}_{3} \right),d\left( {\mathbf{x}_{1},\mathbf{x}_{3}} \right)} \right\}$$ which indicates that if instance $\mathbf{x}_{1}$ is far from instance $\mathbf{x}_{3}$, the reachability distance between them is equal to their actual distance. However, if instance $\mathbf{x}_{1}$ is close to instance $\mathbf{x}_{3}$, the actual distance will be replaced by the k-distance of $\mathbf{x}_{3}$ to reduce the fluctuation of $\text{reach-dist}_{k}\left( {\mathbf{x}_{1},\mathbf{x}_{3}} \right).$

*Step 4*. Measuring the local reachability density of instance $\mathbf{x}_{1}$.

In order to measure the local reachability density of instance $\mathbf{x}_{1}$, the reachability distances of the instances within the k-distance neighborhood of $\mathbf{x}_{1}$ are utilized. Its formulation is defined as $${lrd}_{k}\left( \mathbf{x}_{1} \right) = 1/\left\lbrack \frac{\sum\limits_{\mathbf{x}_{i} \in N_{k}{(\mathbf{x}_{1})}}{\text{reach-dist}_{k}\left( {\mathbf{x}_{1},\mathbf{x}_{i}} \right)}}{\left| {N_{k}\left( \mathbf{x}_{1} \right)} \right|} \right\rbrack$$

By executing the four steps given above sequentially, we can acquire the local reachability density of each external in the dataset, which equals the inversion of the average reachability distance of $\mathbf{x}_{1}$ in its k-distance neighborhood. Before supplementing the local density information of the instances into OCSVM, there still requires a mapping rule for transforming the densities of the instances into tolerance coefficients with reasonable values. The exponential function is adopted here to compute the corresponding coefficients for the externals, which is gently in the initial part and steep in the latter part so that the externals with large extent of abnormality can be severely punished with the normal externals nearly unchanged. The rule for computing the tolerance coefficient of each external based on ${lrd}_{k}\left( \mathbf{x}_{1} \right)$ is:$$c_{i} = \exp\left( {\mu/\left( {{lrd}_{k}\left( \mathbf{x}_{1} \right) - \eta} \right)} \right)$$ in which $\mu$ and $\eta$ are coefficients regulating the mapping scale of each external $\mathbf{x}_{1}$, and the value of them can be confirmed through optimization. $c_{i}$ is the tolerance coefficient that we need to regulate the tolerance coefficients of the externals. For the internals, their tolerance coefficients are set to 1 to keep the optimization problem unchanged.

2.4. Framework for the Proposed UAV Sensor Fault Detection Approach {#sec2dot4-sensors-19-00771}
-------------------------------------------------------------------

Fault detection for UAV sensors adopting the proposed approach can be accomplished in the following three major stages as shown in [Figure 3](#sensors-19-00771-f003){ref-type="fig"}:

*Stage 1. Preprocessing*.

The sensor data of the UAV are first standardized to eliminate the influence of parameters with large value ranges on the others. Then, the features appropriate for training OCSVM are selected and further constructed by computing the derivatives of the parameters to provide more information of the UAV.

*Stage 2. Improving the robustness of OCSVM to outliers.*

To mitigate the influence of outliers on the decision boundary of OCSVM, the application scope of the local density theory is narrowed and the local densities of the externals are calculated to regulate their tolerance coefficients, so that the robustness of OCSVM to outliers can be improved. An optimized classifier without negative samples is established.

*Stage 3. Fault detection for UAV sensors*.

UAV sensor data with injected faults are tested adopting the optimized classifier to validate its detection performance. The proposed approach can learn the multidimensional space distribution of the features for the UAV through sensor data without negative sample points, and meanwhile does not require large amount of training data, making it superior in UAV sensor fault detection.

3. Experiments and Results {#sec3-sensors-19-00771}
==========================

In this section, the performance of the proposed approach is compared with several other approaches on UAV sensor data generated from the simulation model of a real UAV under different fault modes. The characteristics of the generated sensor data are illustrated in details. Experimental results are analyzed and discussed.

3.1. UAV Data Description {#sec3dot1-sensors-19-00771}
-------------------------

Because real UAV faulty instances are hard to acquire and limited in amount, current research work on UAV fault detection still heavily rely on simulation for validating and comparing the performance of fault detection approaches \[[@B36-sensors-19-00771],[@B37-sensors-19-00771],[@B38-sensors-19-00771]\]. In this paper, for the purpose of verifying the effectiveness of the proposed approach, the UAV simulation model from the UAV lab of University of Minnesota as shown in [Figure 4](#sensors-19-00771-f004){ref-type="fig"} is adopted for conducting validation experiments, which is established according to a real UAV named Ultra Stick 120 as shown in [Figure 5](#sensors-19-00771-f005){ref-type="fig"} \[[@B39-sensors-19-00771]\]. The flight control law in the simulation model is used in real flights of the UAV and its effectiveness has been validated \[[@B40-sensors-19-00771]\]. Because real UAV flight data do not contain faulty instances, its simulation model is adopted for evaluating the performance of fault detection approaches by artificially injecting sensor faults into the model. Two common types of sensor faults, constant deviation fault and drift fault, are considered. The outputs of the model under different fault modes are analyzed adopting the proposed approach and other typical unsupervised methods, and the detection results are compared.

There are in total 13 parameters in the simulation model of the UAV flight control system, and their definitions are given in [Table 1](#sensors-19-00771-t001){ref-type="table"} for better understanding. The sample time for the simulation model is set to 0.02 s. Generally, the UAV system is decoupled into the longitudinal and the lateral subsystems to execute flight control commands. The two subsystems are equal for validating the performance of the flight control system, therefore, the lateral subsystem is adopted for conducting validation experiments in this paper. The parameters selected for monitoring the status of the lateral subsystem are given in [Table 2](#sensors-19-00771-t002){ref-type="table"}. Furthermore, the derivatives for them are also constructed and adopted as extra variables because they contain extra fault information, which can be utilized to improve the detection rate of sensor faults.

The UAV is commanded to fly straight and level approximately with all the attitude parameters mentioned in [Table 2](#sensors-19-00771-t002){ref-type="table"} around 0. This is a typical flying status of the UAV, which occupies its most flight time. Therefore, it is taken as the fault-free flight condition in this paper. Two typical types of sensor faults are considered in this paper, i.e., constant deviation fault and drift fault. The roll rate $p$ is selected to inject faults to simulate actual faults in the gyroscope, which is an important flight sensor adopted to measure the attitude angles and the attitude angular velocities of the UAV. The advantage of injecting fault on the simulation model of the UAV is that it is not a simple addition on a single parameter, but its influence on the other parameters is also well reflected through the closed-loop control process. The aerodynamic characteristics of the flight control system are considered while establishing the simulation model, which makes the fault injection process more significant.

The faults of the sensor are modeled as follows:$$y_{m}\left( k \right) = s\left( k \right)y_{c}\left( k \right) + d\left( k \right)$$ where $y_{c}\left( k \right)$ and $y_{m}\left( k \right)$ represent the expected output and the real output of the sensor, respectively. $d\left( k \right)$ is the deviation of the output and $s\left( k \right)$ is the gain coefficient. Then the constant deviation fault and drift fault mentioned above can be expressed as follows:Constant deviation fault. $s\left( k \right) = 1$ and $d\left( k \right)$ is a constant value.Drift fault. $s\left( k \right) = 1$ and the value of $d\left( k \right)$ increases or decreases gradually along with time.

For full validation, two constant deviation faults are injected on $p$, respectively, from the 87th to the 110th and the 347th to the 370th sample point. The amplitude of the injected fault is 2°. The results of the lateral outputs are given in [Figure 6](#sensors-19-00771-f006){ref-type="fig"} and their values are transformed to degrees for illustrating. The faulty characteristics of the curves are intuitively shown in [Figure 6](#sensors-19-00771-f006){ref-type="fig"}. It can be seen that after constant deviation fault is injected to $p$, the other three parameters are also influenced. $\phi$ and $\psi$ have presented obvious fault information with large variation in their values, while the change in $r$ is relatively small, indicating that $r$ is not quite sensitive to the change of $p$. It also can be seen that the sample points outside the fault injection intervals have also shown faulty characteristics, i.e., the values of the parameters require a transition stage to return back to the normal area. The samples before the faulty curve catches up with the normal curve are all regarded as faulty samples and adopted for testing the performance of fault detection approaches. Furthermore, the outliers are recognized by utilizing the $3\sigma$ criterion and expert knowledge, which is commonly adopted in practical engineering of UAV. Some approximation is made to simulate enough outliers. The derivatives of $\phi$, $\psi$, $p$ and $r$, are shown below in [Figure 7](#sensors-19-00771-f007){ref-type="fig"}, which are expected to improve the performance of the proposed approach because they can provide more spatial correlation information for the sensors according to the mechanism of the UAV. It can be seen that $\overset{˙}{\phi}$ and $\overset{˙}{\psi}$ are quite sensitive to constant deviation sensor fault, and have presented obvious fault information, while the change in $\overset{˙}{p}$ and $\overset{˙}{r}$ are not quite large. They are all adopted for supplementing the information to achieve higher fault detection performance.

A drift fault is injected on $p$ from the 175th to the 275th sample point, with a step increase of 0.0115°. The results of the lateral outputs are given in [Figure 8](#sensors-19-00771-f008){ref-type="fig"} and their values are transformed to degrees for illustrating. The faulty characteristics of the curves are intuitively shown by the figures in [Figure 8](#sensors-19-00771-f008){ref-type="fig"}. It can be seen that the drift fault injected does not have an obvious influence on the parameters until the 190th sample point, because the amplitude of the fault is quite small in the initial stage. The changes of the curves seem gentler comparing with those obtained under constant deviation fault. The value of the fault reaches its peak at the 275th sample point, and the following sample points have also exhibited faulty characteristics until the end of the process. $\phi$ and $\psi$ have presented obvious faulty information while the change in $r$ is relatively small, indicating that $r$ is not quite sensitive to the change in $p$, which agrees with the experiment results under constant deviation fault. The samples are all regarded as faulty samples until the later outputs catch up with the normal outputs, which are then adopted for testing the performance of fault detection approaches. No additional outliers are identified. The derivatives of $\phi$, $\psi$, $p$ and $r$, are shown below in [Figure 9](#sensors-19-00771-f009){ref-type="fig"}, which are expected to improve the performance of the proposed approach because they can provide more spatial correlation information for the sensors according to the mechanism of the UAV.

It can be seen that $\overset{˙}{\psi}$ is quite sensitive to drift sensor fault, and has presented obvious fault information from the 210th sample point. $\overset{˙}{\phi}$ and $\overset{˙}{p}$ have obvious change at the end of the drift fault, while the change in $\overset{˙}{r}$ is quite small. Comparing to constant deviation fault, the change in $\overset{˙}{\phi}$ and $\overset{˙}{p}$ are both weakened, because of different faulty characteristics. They are all adopted for supplementing the information to achieve higher fault detection performance.

3.2. Performance Validation Indices {#sec3dot2-sensors-19-00771}
-----------------------------------

Fault detection results can generally be divided into four different types, True Positive, False Positive, False Negative and True Negative, as shown in [Table 3](#sensors-19-00771-t003){ref-type="table"}. To evaluate the fault detection performance of the fault detection approaches, True Positive rate (TPR) and False Positive Rate (FPR) are adopted in the experiments. Large TPR and small FPR values represent satisfactory detection performance of the detection approach. The definitions for TPR and FPR are given in Equations (17) and (18). $${{TPR} =}\frac{TP}{{TP} + {FN}}$$ $${{FPR} =}\frac{FP}{{TN} + {FP}}$$

In addition, the Receiver Operating Characteristic (ROC) curve and the Area Under the Curve (AUC) value are also utilized for evaluating the performance of the proposed approach, which are evaluation indices generally adopted for fault detection. The ROC curve takes the FPR as the x-coordinate and the TPR as the y-coordinate, and can offer more performance information for the detection approaches with different pairs of TPRs and FPRs. The detection performance of the approaches with various detection thresholds can be compared using the ROC curves. The AUC values offer an overall performance evaluation of the detection approaches by computing their integral areas under the ROC curves.

3.3. Fault Detection Results of the Proposed Approach {#sec3dot3-sensors-19-00771}
-----------------------------------------------------

The fault detection results adopting the proposed approach under two different fault modes are given in [Figure 10](#sensors-19-00771-f010){ref-type="fig"}. As can be seen from [Figure 10](#sensors-19-00771-f010){ref-type="fig"}, the constant deviation fault of the sensors can be detected immediately without time delay, which starts from the 87th sample point. In addition, the overall detection rate is quite satisfactory with the anomaly scores of the fault sample points far above the decision threshold and those of the normal points below. There exist some false alarms and missed detections, but the amount is small and acceptable. It can be concluded that through constructing the derivatives of the parameters and establishing the decision boundary adopting multiple dimensional variables, the detection performance of the proposed approach is quite satisfactory. Comparing to the constant deviation fault, the drift fault starts from the 175th sample point and is detected by the proposed approach from the 180th sample point, with a time delay of 5 sample points. This is because the influence of the drift fault is quite small at the initial stage and very difficult to be detected. With the increase in its fault amplitude, its fault feature becomes obvious and is then captured by the proposed approach. In addition, the detection rate of the proposed approach is also high in this fault mode with few false alarms and missed detections. We have also observed a decrease in anomaly score from the 210th sample point to the 280th sample point in the constant deviation fault mode and from the 400th sample point in the drift fault mode. This is because the fault extent is simulated to decrease and the flight control system will control the states to return back to the normal state. In conclusion, the proposed approach has presented favorable performance in both the two fault modes, with quick fault detection and high detection rate. Detailed detection performance indices of the proposed approach are compared with other typical approaches in the next section for further analysis and comparison.

Furthermore, the computational efficiency of the proposed approach is high because the detection model is just composed of some support vectors and only some simple multiplication operations are required to calculate the property of a testing sample. Therefore, the proposed approach is expected to be conducted online for real-time monitoring tasks.

3.4. Comparison Results with Other Approaches {#sec3dot4-sensors-19-00771}
---------------------------------------------

For illustrating the effectiveness of the proposed approach, comparison experiments with four other typical unsupervised fault detection approaches on two different types of sensor faults are conducted, using the flight sensor data acquired above. In addition to OCSVM, principle component analysis (PCA), kernel principle component analysis (KPCA) and local outlier factor (LOF) are also adopted for conducting comparison experiments, which are the representative of boundary-based, reconstruction-based and density-based approaches, respectively. The principle categories of unsupervised fault detection approaches are all contained to provide thorough comparison results for the proposed approach.

The parameter $v$ in OCSVM and the proposed approach is set to 0.01. The Gaussian kernel function is adopted in the proposed approach, which is the same for OCSVM and KPCA. The width parameter for the kernel function and the parameters $\mu$ and $\eta$ in the proposed approach are all optimized through the gird search method. The confidence level for PCA and KPCA is set to 0.99, and the number of neighbors for LOF is 8. The variables are selected to achieve better performance.

The TPR, FPR and AUC values for the approaches under two different fault modes are given in [Table 4](#sensors-19-00771-t004){ref-type="table"} and the ROC curves for them are plotted in [Figure 11](#sensors-19-00771-f011){ref-type="fig"}. By comparing the results given in [Table 4](#sensors-19-00771-t004){ref-type="table"} and [Figure 11](#sensors-19-00771-f011){ref-type="fig"}, it can be seen that the proposed approach outperforms all the other approaches, with higher TPR, lower FPR and larger AUC values. It has obvious improvement in the three adopted performance indices in both the two fault modes comparing to OCSVM. The reason is that the influence of the outliers is mitigated by the proposed approach, and therefore, its decision boundary is more compact comparing with that of OCSVM, leading to an increase in detection accuracy. Also, the ROC curve of the proposed approach is always above that of OCSVM, indicating that it can obtain a higher positive detection rate with the same false alarm rate. The small decrease in detection performance of the proposed approach in the drift fault mode is because the faulty instances in this mode are small in amplitude in the initial stage and hard to detect. The problem is worse for the other approaches. Overall, the two algorithms have both achieved satisfactory performance on the two datasets, with low false alarm rates in the initial stage of the ROC curves.

The AUC values for PCA and KPCA on constant deviation fault are 0.8655 and 0.8849, respectively. However, they decrease to 0.7671 and 0.7903 in the case of drift fault, which indicates that PCA and KPCA have worse performance on detecting faults with small amplitude. This is because the influence of drift fault on the parameters is quite small in the initial stage and it requires the algorithms to be capable of detecting small faults. The decreases are much larger than those of the proposed approach and OCSVM, indicating that boundary based approaches can achieve better performance in detecting small faults. Besides, KPCA has achieved better performance comparing to PCA with its kernel parameter optimized through the grid search method, because the nonlinear characteristics of the sensor data are more properly dealt with. The outliers may have also influenced the detection performance in the constant deviation fault condition. For the LOF approach, its performance is not quite satisfactory in both the two cases, with its AUC values being 0.5677 and 0.5644, respectively, which is because LOF is intended primarily for detecting scattered fault samples and consecutive fault instances with high local densities will be judged as normal, leading to a high FPR. For continuous faulty instances, LOF is not quite appropriate.

In conclusion, the proposed approach has achieved the best detection performance among all the approaches by comparing the FPR, TPR and AUC indices with other approaches, which has illustrated its superior capability of detecting small faults and dealing with the outliers. Also, boundary based algorithms, represented by the proposed approach and OCSVM, have outperformed the reconstruction based algorithms, represented by PCA and KPCA, and the density based approach represented by LOF in both the two fault cases. The experimental results have emphasized the effectiveness of the proposed approach.

4. Conclusions {#sec4-sensors-19-00771}
==============

In this paper, an unmanned aerial vehicle sensor fault detection approach using classifier without negative samples is proposed, which can be seen as a local density regulated optimization in one-class support vector machine approach. The proposed approach can handle the effect of outliers effectively and obtain a compact boundary for detecting flight sensor faults with small amplitude. By regulating the coefficients of the outliers according to their local densities through a well-established rule, the influence of them is mitigated in the proposed approach. Also, by narrowing the application scope of the local density theory, the basic structure of one-class support vector machine is reserved and unnecessary computation is avoided. Comparison experiments with other four approaches belonging to three different categories on two different types of common sensor faults for the unmanned aerial vehicle are conducted. Three performance indices are adopted to thoroughly evaluate the performance of the proposed approach and the detection results have proved its effectiveness. In the future, we plan to investigate the online update strategy for the proposed approach to extend its application area. In addition, we will validate the performance of our approach on real unmanned aerial vehicle fault data to improve its creditability.
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![The illustration for the influence of outliers on the decision boundary of OCSVM.](sensors-19-00771-g001){#sensors-19-00771-f001}
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###### 

Illustration of the influence of constant deviation fault on $p$ to the lateral system. The curves of lateral outputs before and after injecting constant deviation fault are presented, respectively. (**a**) Roll Angle $\phi$; (**b**) Roll Rate $p$; (**c**) Yaw Angle $\psi$; (**d**) Yaw Rate $r$.
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###### 

The illustration for the derivatives of the monitored lateral parameters. The curves of the derivatives of the lateral outputs before and after injecting constant deviation fault are presented, respectively. (**a**) Derivative of $\phi$; (**b**) Derivative of $p$; (**c**) Derivative of $\psi$; (**d**) Derivative of $r$.
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###### 

Illustration of the influence of drift fault on $p$ to the lateral system. The curves of lateral outputs before and after injecting drift fault are presented, respectively. (**a**) Roll Angle $\phi$; (**b**) Roll Rate $p$; (**c**) Yaw Angle $\psi$; (**d**) Yaw Rate $r$.
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###### 

Illustration for the derivatives of the monitored lateral parameters. The curves of the derivatives of the lateral outputs before and after injecting drift fault are presented, respectively. (**a**) Derivative of $\phi$; (**b**) Derivative of $p$; (**c**) Derivative of $\psi$; (**d**) Derivative of $r$.
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![Fault detection results of the proposed approach under two different fault modes. (**a**) Constant deviation fault; (**b**) Drift fault.](sensors-19-00771-g010){#sensors-19-00771-f010}

![ROC curves for the proposed approach against other typical unsupervised fault detection approaches on two different types of sensor faults. (**a**) Constant deviation fault; (**b**) Drift fault.](sensors-19-00771-g011){#sensors-19-00771-f011}
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###### 

Parameters for the UAV simulation model.

  Parameter   Definition            Unit
  ----------- --------------------- --------
  $\phi$      Roll Angle            rad
  $\theta$    Pitch Angle           rad
  $\psi$      Yaw Angle             rad
  $p$         Roll Rate             rad/s
  $q$         Pitch Rate            rad/s
  $r$         Yaw Rate              rad/s
  $a_{x}$     X-axis Acceleration   m/s^2^
  $a_{y}$     Y-axis Acceleration   m/s^2^
  $a_{z}$     Z-axis Acceleration   m/s^2^
  $v_{s}$     Air Speed             m/s
  $\alpha$    Angle of Attack       rad
  $\beta$     Angle of Sideslip     rad
  $h$         Altitude              m
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###### 

Parameters for monitoring the lateral subsystem.

  Parameter             Definition                 Unit
  --------------------- -------------------------- ----------
  $\phi$                Roll Angle                 rad
  $\psi$                Yaw Angle                  rad
  $p$                   Roll Rate                  rad/s
  $r$                   Yaw Rate                   rad/s
  $\overset{˙}{\phi}$   Derivative of Roll Angle   rad/s
  $\overset{˙}{\psi}$   Derivative of Yaw Angle    rad/s
  $\overset{˙}{p}$      Derivative of Roll Rate    rad/s^2^
  $\overset{˙}{r}$      Derivative of Yaw Rate     rad/s^2^

sensors-19-00771-t003_Table 3

###### 

The types of detection results.

  Detection Results   Normal Data           Faulty Data
  ------------------- --------------------- ---------------------
  Normal              True Positive (TP)    False Positive (FP)
  Faulty              False Negative (FN)   True Negative (TN)

sensors-19-00771-t004_Table 4

###### 

Performance indices for the proposed approach against other typical fault detection approaches on two different types of sensor faults.

  Fault Type                 Performance Index   Proposed Approach   OCSVM    PCA      KPCA     LOF
  -------------------------- ------------------- ------------------- -------- -------- -------- --------
  Constant deviation fault   AUC                 0.9943              0.9899   0.8655   0.8849   0.5677
  TPR                        0.9629              0.9526              0.8725   0.8840   0.9406   
  FPR                        0.0508              0.0539              0.4734   0.5266   0.8533   
  Drift fault                AUC                 0.9893              0.9715   0.7671   0.7903   0.5644
  TPR                        0.9796              0.9512              0.7278   0.8353   0.8678   
  FPR                        0.0404              0.0525              0.4006   0.5321   0.8073   

[^1]: This paper is an extended version of the paper published in Wang, L.; Li, M.; Liu, L.; Liu D. Exhaust gas temperature sensing data anomaly detection for aircraft auxiliary power unit condition monitoring. In Proceedings of the 2018 International Conference on Sensing, Diagnostics, Prognostics, and Control (SDPC), Xi'an, China, 15--17 August 2018. (in press).
