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1. INTR~DDCD~N 
This is an interdisciplinary paper, as it addresses a question in computer 
science using ideas from statistics. My theme is a comparison between paral- 
lel and sequential computation. 
I begin by defining an overall measure of the extent to which a problem, 
algorithm, and program make use of parallel architecture. I then explore the 
class of problems, which I call decomposable, in which I think parallel 
architecture makes any sense at all. Next I introduce some ideas from statis- 
tics, especially the Bayesian viewpoint, which supports average-case anal- 
ysis, and the sequential design of experiments. These ideas are exploited to 
give perspective to recent results in computer science giving conditions under 
which parallel architectures can be used with no loss of efficiency. Finally I 
give conclusions about parallelism in computation, and about how the general 
viewpoint proposed here might affect the design and analysis of algorithms. 
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2. MEASURING PARALLELISM 
Anything that can be done using parallel architecture can be done se- 
quentially, if need be by having the single machine do each of the parallel 
tasks. Conversely anything that can be done sequentially can be done in 
parallel, if need be using only one of the parallel machines. Thus, properly 
posed, we should be asking ourselves not which architecture should be used 
for all problems, but rather, perhaps, given the availability of both kinds of 
machines, which problems we should think about solving sequentially and 
which in parallel. If we have k machines in parallel, for algorithms that can 
take full advantage of parallelism, the same problem would take a factor of 
k times as long to solve sequentially. Conversely, an algorithm that takes no 
advantage of parallelism would take a factor of one times as long to solve 
sequentially. Thus I am asking, For which sorts of problem-algorithm pairs 
are factors close to k likely, and for which are factors close to one likely? 
3. DECOMPOSABILITY 
The problems that one might consider for parallel computation are prob- 
lems that allow a simple decomposition of tasks. It is a deep problem, which 
I acknowledge but do not address: How might one recognize the problems for 
which decomposable algorithms exist? Without a decomposition, the lower 
bound of one for the advantage of parallelism is likely to be exact. This paper 
is limited to decomposable problems. The following is an example of such a 
problem, drawn from work I have been doing in statistical computing. 
Maximum likelihood estimation is an important technique for statisticians. 
When the distribution is of an especially tractable form, or has only one or 
two parameters, these give easily computed estimates. However, when the 
form is not tractable, and there are many parameters, serious computational 
difficulties can ensue. Programs constructed for hill-climbing arbitrary func- 
tions can be used, but the results often depend radically on the starting values 
supplied. 
The approach Larkin and I are taking (Larkin and Kadane, 1984) begins 
with the observation that likelihood functions are not arbitrary functions; 
instead they have special structure. A theorem of Lecam and Walker (see 
Walker, 1969) says that likelihoods tend, for large samples of independent 
observations, to be asymptotically normal, centered at the maximum like- 
lihood estimate &, with covariance matrix 2 equal to the inverse of the Fisher 
information. Thus we may write 
-  2 log Ai = K + (0, -  &)'I$-'(& -  &), (3.1) 
where Ai is the likelihood at Oi, the vector of parameters. Relation (3.1) may 
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be used to estimate &, and I; by evaluating the likelihood at many points, and 
running a quadratic regression. 
However, (3.1) applies only locally around the maximum. Hence it makes 
sense to estimate $ and Z from (3. l), learning where the high likelihood 
region is, and then take a new sample of points in that region and reestimate 
iteratively. In the main application of this work to date, to a problem in 
developmental psychology (Sophian, Larkin, and Kadane, 1985), much of 
the computational work in using this idea comes from the likelihood evalu- 
ations, which are a call to a subroutine. These calls could be done in parallel, 
since in fact no use is made of the results of the likelihood evaluations until 
a reestimation of (3.1) is done. Thus decomposability applies to this problem. 
One could ask whether the iterations could be done in parallel, and here the 
answer is negative. Without knowing the results of the last iteration, and 
hence where the likelihood is 1ikeIy to be highest, a next iteration would not 
know where to concentrate its effort. In this sense, iterative methods gener- 
ally seem inherently sequential. 
4. IDEAS FROM STATISTICS: How TO ASSESS ALGORITHMS AND 
ARCHITECTURES 
Much of the recent history of statistics has concerned criteria for measuring 
how good a decision is in an uncertain environment. I believe that this 
discussion is relevant to algorithmic analysis as well, since, as Traub and 
Wolniakowski (1984) have argued, most problems in computation are solved 
with uncertainty. 
The approach to uncertainty I take in this paper, and more generally, is 
Bayesian. There are other schools of statisticians, sometimes known as sam- 
pling theorists, frequentists, or classical statisticians. 
To me, and to nearly all modem Bayesians, probability is subjective; that 
is, it represents my uncertainty about the way the world was, is, or will be. 
Someone else may legitimately have a probability distribution different from 
mine, without either of us having made an obvious error. 
For example, suppose I wish to integrate a function f( * ) that I have 
available to me only as a subroutine. Thus I can supply the input X, say for 
any real number x, and can find outf(x) at that value of x. What else do I know 
or believe aboutf? I might know thatfhas two continuous derivatives, I might 
know that it is bounded, that it is positive and unimodal, etc. Each such piece 
of knowledge serves to put zero probability on large spaces of functions that 
do not satisfy the constraints. Among those that are left, I am assumed to have 
a probability distribution (here it would be a stochastic process) describing my 
belief about the function in question. It may be very difficult for me to state 
these beliefs explicitly. In statistics, work on how to help people state their 
beliefs explicitly goes by the name of “elicitation” (see Kadane et al., 1980; 
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Lindley, Tversky, and Brown, 1979), and in decision analysis by the name 
of probability encoding (see Spetzler and Stael von Holstein, 1975; Wallsten 
and Budescu, 1983), but I am assumed to be willing to answer questions like 
“What is my probability that f( l/2) is greater than 5?” for example. Putting 
together such answers with a model of my beliefs can yield a probability 
distribution for it. 
If I have such a probability distribution, and am faced with a decision 
problem, such as “estimate .fbf(t)dt,” I am assumed to have a loss function 
L (a, (3) describing the loss I suffer when my decision is Q and the true function 
is 8. Under very general conditions about rationality of decision making, 
theory (Savage, 1954) says that I should choose a to minimize my expected 
loss. This corresponds to average case analysis in algorithmic analysis. 
I appreciate that this prescription does not come to algorithmic analysis with 
an unambiguous welcome. The older tradition here is “worse-case” analysis. 
To believe in the direct applicability of worst-case analysis, one has to believe 
that “nature,” or the gremlins that determine what function factually occurs, 
makes its choices deliberately in order to make life hard for the algorithmic 
analyst. 
Of course, if the worst case is pretty good, then any average-case optimum 
will be at least as good, so we can be pleased. But for many problems, such 
as the NP-complete and NP-hard problems, the worst cases are suspected to 
be quite bad indeed. Examples come to mind in which a lot is at stake in 
which, some might argue, worst-case analysis is appropriate. For example, 
suppose one wanted to construct a nuclear power plant. The best method of 
avoiding a catastrophic accident is, of course, not to build the plant, or not to 
fuel it. Suppose we are not that anxious to avoid the worst case, so we build 
and fuel a plant anyway. How should it be designed? Whatever “scenario” can 
be developed as a “worst case,” there is a worse “worst case” that might be 
imagined. And under worst-case analysis, all attention is devoted to making 
the worst case not quite so bad. Even here I would recommend an approach 
that starts from what the reasonable probabilities are, taking due account of 
the huge losses that could attend certain outcomes. And this is precisely the 
paradigm used by risk analysts who study nuclear power plant construction. 
Consequently, an average-case analysis seems called for even in those prob- 
lems . 
A general view of the relationship between Bayesian analysis and certain 
models of the information-based complexity approach of Traub and his co- 
workers is given in Kadane and Wasilkowski (1985). 
5. IDEAS FROM STATISTICS: SEQUENTIAL DESIGN OF EXPERIMENTS 
Let us suppose now that the principal computing work to be done is in 
function evaluations, either for assessing the value of an integral, for exam- 
ple, or for maximizing a likelihood as in Section 3. Thus the problem is 
260 JOSEPH B. KADANE 
decomposable, in that different machines could be set, simultaneously, to do 
function evaluation. When would such parallelism pay in the sense of having 
a factor close to k? 
Statistically, to choose the arguments at which to evaluate a function is to 
design an experiment. Just as Fisher (1935) chose where to plant, what kinds 
of seeds to plant, and what fertilizer to use in order to estimate the yield of 
different varieties of grain, researchers in information-based complexity 
choose arguments at which to evaluate functions. The question is how much 
we would pay (perhaps in units of the number of evaluations we may perform) 
to learn the answers to past evaluations before assigning new ones. To a 
statistician, this is the question of when the sequential design of experiments 
pays. 
Sequential analysis was created at Columbia during World War II by 
Abraham Wald (1947) and others (see Wallis, 1980). Its first use was in 
sampling inspection of war material. Suppose bullets are produced in large 
batches, and each bullet is either good or a dud. If a batch has too high a 
proportion of duds, the batch should not be used. A fixed sample size design 
would draw a sample of size n, and accept the batch if fewer than k defectives 
were found, and reject the batch if more than k defectives were found. Wald 
proposed instead that bullets be sampled and inspected one by one. If very 
few defectives were found, the batch could be accepted early. If many 
defectives were found, it might be rejected early. In ambiguous cases, more 
bullets could be examined. Wald showed how to find sequential procedures 
of this sort with the same statistical properties as fixed sample size designs, 
but whose expected sample sizes are substantially smaller. This work was 
regarded as so important that it was kept secret until the war was over. 
Since then sequential analysis has seen rather substantial theoretical ad- 
vancement, much of which has been published in the Annals of Mathematical 
Statistics and its successor, the Annals of Statistics. However, it has not been 
applied very much outside of its original sampling-inspection context. The 
reasons for this include the extra difficulty of analysis and the fact that in 
many instances the cost of observation is not high. 
Also there are instances in which sequential design is known not to offer 
advantages over nonsequential design. 
A simple example may help to show this. Consider the statistical model 
yi = (Y + Xip + ei, where ei - N(O,r?), independently. 
The statistician can choose the value of Xi (in the range [ - 1, 11)) and can 
observe the resulting value yi. How should the statistician choose the values 
of xi in order to learn as much as possible about /3? Clearly choosing xi = 0 
is not sensible, since the resulting yi will not depend on /3 at all. Elfving 
(1952) showed that under certain conditions the optimal fixed sample design 
is, not surprisingly, to take half the observations at Xi = - 1 and half at 
Xi = 1. It is also the case (see, for example, Chaloner, 1984) that this is the 
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optimal sequential design as well. Thus the privilege of seeing the past results 
y before deciding the next value of x is worthless. One should put half the x’s 
at minus one and half at one, regardless of the values of y being observed. 
A general review of the statistical literature on the sequential design of 
experiments is given by Chemoff (1972). 
6. PARALLEL AND SEQUENTIAL COMPUTATION 
There has been a series of papers showing that for certain problems and 
models, the privilege of designing sequentially is worthless (Traub and Woi- 
niakowski, 1980; Traub, Wasilkowski, and Woiniakowski, 1984; Lee and 
Wasilkowski, 1985; Wasilkowski and Woiniakowski, 1984; Kadane, Was- 
ilkowski, and Woiniakowski, 1984). The key assumption made here is 
“orthogonal invariance” of the underlying measure, which amounts, in the 
finite-dimensional case, to constant probability on ellipsoids (see Dickey and 
Chen, 1985). For the infinite-dimensional case, see Crawford (1977). 
Perhaps it would clarify matters to give an example in which you would pay 
to see the results of a first test before doing a second test. Suppose that we 
wish to find the integral Jlf(x) dx, but we do not knowf. However, we do 
know that f has one of three forms, as follows: 
fi(x) = 3 (x < 0.5) + 5 (x > 0.5) 
f*(x) = 3 (0 < x < 1) 
A(x) = 5 (0 < x < 1). 
Suppose your probabilities are that each of these forms is equally likely; that 
is, each has probability l/3. Suppose I decide to test first at x = 0.2. If the 
test result is that f(0.2) = 5, which it will be with probability l/3, I would 
choose to stop. But if the result isf(0.2) = 3, then I would have to proceed 
with a second test, at x = 0.8, say. If testing costs me, I would pay to know 
the test result at x = 0.2 before proceeding. The privilege of sequential 
testing is worth something here. 
7. SOME CONCLUDING REMARKS 
I have discussed a point of contact between algorithmic analysis and 
statistics-the analysis of parallel and sequential computation. But the vision 
of computer algorithms operating in a stochastic world that animates my 
analysis has broader implications. 
The current shift from worst-case to average-case analysis which is now 
going on is, in my view, much to be applauded. But sometimes the probabilty 
distributions used for average-case analysis are chosen with little eye for their 
realism. “Random” does not necessarily imply the uniform distribution. 
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For example, suppose one wants to write a plotting routine to handle the 
traveling salesman problem of touring each of the points to be plotted. The 
worst-case analysis is NP-complete. One might then go to a uniform distribu- 
tion of points on the graph. But are real plots well approximated by such a 
distribution? For example, suppose one divided the area of a graph into the 
periphery and the center, with boundaries chosen to make them of equal area. 
Should I believe that these two areas will have equal numbers of points in 
typical graphs? I doubt it. What does the real distribution of points look like, 
and how can we find an algorithm that does well against such a distribution? 
Finally, can we build an algorithm that analyzes the kind of problems it is 
being fed, and changes itself adaptively as its input changes character? Per- 
haps the artificial intelligence community could help in thinking about such 
algorithms. 
Statistics can be thought of as a set of tools used in making decisions and 
inferences in the face of uncertainty. Algorithms typically operate in such an 
environment. Perhaps then, statisticians might join the teams of scholars 
addressing algorithmic issues. 
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