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“Who said: Two are enough?” 
-Giinter Grass, The Flounder 
1. INTRODUCTION 
This work is devoted to the solution of the two-point boundary-value 
problem 
y”-y’-/3y+w=o, o<x< 1, 
y(0) - y’(0) = 0, (1.1) 
Y’(l) = 0, 
in which /I and 1 are positive parameters. This problem was posed by Kapila 
and Poore [3]. Its solutions are scaled steady-state temperature profiles for 
the low-conversion regime of the nonadiabatic tubular reactor. Kapila and 
Poore found by numerical computation that for certain values of the 
parameters /J, 1 the problem (1.1) could have up to six solutions. It will be 
shown here that the number of solutions may be made arbitrarily large by 
appropriate choice of 3, and p. 
The full range of multiplicities is presumably not achievable by the reactor 
described by the differential equation, for jl and /3 are not arbitrary but are 
determined by physical properties of reactants, and geometry and operating 
conditions of the reactor itself. Nonetheless it is significant to see that there 
is no mathematical limitation on the number of solutions which may appear. 
From the analyst’s point of view this problem is of interest because the 
nonlinearity is positive, increasing and convex, and it is well known that one 
requires much more specific information about the problem to determine the 
multiplicity of solutions in this case (some of the possibilities are illustrated 
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in the survey [ 1 I). So this problem is a new addition to the zoo, belonging at 
the opposite extreme from the “exactly two solutions”cases identified up to 
now. 
2. THE PHASE PLANE 
Rewrite the differential equation (1.1) in the standard way as a first-order 
system with yi := y, yz := y’: 
Yi = Y2, 
(2.la) 
The boundary conditions are 
YIP) - Y*(O) = 09 (2.lb) 
Y,(l) = 0. (2.lc) 
Although the independent variable in the original problem is a spatial 
coordinate, it will be convenient, suggestive, and not confusing to refer to it 
as “time.” In the (y,, yz) phase plane, then, a solution of the boundary 
problem (2.la, b, c) is a trajectory of (2.la) which goes from the 45” line to 
the y,-axis in unit “time.” 
Critical points of the system (2.la) satisfy 
Y2 = 0, 
y, e-” = A//?. 
Hence the system has: 
no critical point if L/b > l/e, 
one critical point at (1,O) if L/p = l/e, and 
two critical points if L//I < l/e. 
(2.2a) 
(2.2b) 
For reasons that will soon become clear, impose now the condition p > Ae 
on the parameters p, 1 so that the system has two critical points. The 
Jacobian at a critical point (y, , 0) is 
0 1 I I 0 1 
/?-AeY* 1 = /I(1 -y,) 1 ’ I 
where Eq. (2.2b) has been used. The eigenvalues of the Jacobian are 
,uf := f rt &/I + 4/?(1 - yl). (2.3) 
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We are assuming that Eq. (2.2b) for the critical points has two solutions. 
In this case both are positive, and one is less than 1, the other greater than 1. 
By Eq. (2.3) the critical point with y, < 1 is always a saddle. 
Denote by a the larger solution of Eq. (2.2b). Thus 
and 
a> 1, 
and these conditions determine a uniquely so long as A/p < l/e. Now write 
Q := log@/A); (2.4) 
we find for large Q: 
P-5) 
The square root in Eq. (2.3) determines the critical point (a, 0) to be 
an unstable, two-tangent node if a < 1 + (4/I- ‘; (2.6a) 
an unstable, one-tangent node if a = 1 + (48))‘; (2.6b) 
an unstable spiral if a > 1 + (4/?-r. (2.6~) 
It is the condition (2.6~) that is significant for this analysis, and you see 
from Eqs. (2.4) and (2.5) that (a, 0) is an unstable spiral for any fixed 1 if p 
is large enough, or for every fixed /I if A is small enough. 
To see how this leads to multiple solutions of the boundary problem, 
transform the system (2.1) to canonical coordinates at (a, 0). First translate 
by 
to obtain 
with 
A= 0 
+(a-1) :’ 1 N(z) = 0 -ap(e’I -zl - 1) 
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The eigenvalues of A, given by (2.3), may be written as 
,uf = + i io, 
where the imaginary part is given by 
w2=(cf- 1)/3-i. 
Now make the substitution 
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(2.7) 
z=Pu, 
where 
P= 
0 1 
I I --co $ 
has columns which are real and imaginary points of an eigenvector of A for 
1 
2- ice, to obtain the system 
Under the same transformation of coordinates the line of initial values 
y, - y2 = 0 becomes 
2wu, + u2 + 2a = 0, (2.9) 
and the line of final values y, = 0 is 
2wu, - u2 = 0. (2.10) 
Now the features of the phase portrait which lead to multiple solutions of 
the boundary problem can be explained. Let 0 be the angle measured from 
the positive y,-axis with (a, 0) as pole. Let 6(y,, t) be the angular position so 
measured at time t (0 < t < 1) along the trajectory which at time 0 was at 
the point (y,, y,) on the 45” line. (Choose the branch of the arc tangent so 
that rz > B(y,, 0) > 0.) 
First look at the saddle point. Eigenvectors corresponding to the eigen- 
values ,u* of this linearized system there are 
It is now easy to see that the “northwest” branch of the stable manifold of 
the saddle crosses the 45” line above the saddle and to its left. Call this point 
409/101/1-2 
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of crossing y,,, : then 0 < 8(y,,, 1) < R. Take y, > 0 but far enough to the left 
of the crossing point to get B(y,, 1) > 7~; then infer from continuous depen- 
dence and the intermediate value theorem the existence of a y1 with 
8( y, , 1) = 7c, giving a solution of the boundary problem. Next, points on the 
45” line corresponding to large y, lie far below the nullcline 
so it is clear that trajectories beginning at such points reach the fourth or 
even the third quadrant in unit time. Thus for large y, , 0( y, , 1) < 0 and the 
same reasoning as before shows that there is a y, to the right of y,, with 
19(yi, 1) = 0, giving a second solution to the boundary problem. 
To discover more solutions, look more closely at the spiral. In the 
linearization of Eq. (2.8), phase points travel around the spiral with angular 
speed -cu, which increases in magnitude without bound as either /I increases 
or A decreases, by Eqs. (2.5) and (2.7). Consider the point (a, a), i.e., the 
point on the 45” line directly above the spiral. We seek to show that 
B(a, 1) 1 - co as o T co. Once this is established, we obtain multiple 
solutions of the boundary problem by the following argument. Recall that 
8(y,, 1) > 71 for y, small, and --71< B(y,, 1) < 0 for y, large. Continuous 
dependence and the intermediate value theorem may now be applied both to 
the left and to the right of a to obtain initial points, say { yl,k}F=l and 
{z1,,lL17 with 
and 
N := [-eta, iy7~1, 
o<Yl,k<a<z’,k k = 1, 2 ,..., N, 
fwl,k, i)=e(z,,,, 1)=-kr, k = 1, 2 ,..., N. 
Of course, there may be more than the 2N + 2 solutions of the boundary 
problem found here if t9(., 1) does not take on its minimum at a, or if it is 
not a unimodal function of y,. We do not consider these questions here. The 
next section is devoted to showing how &a, 1) can be made large and 
negative by suitable choice of /3 and A. 
From now on we work with the transformed Eqs. (2.8). From (2.4), (2.5), 
and (2.7), the angular speed o about the spiral is 
w - [/3 log(L?/A)] I’*. (2.11) 
The initial point (y,, y2) = (a, a) has coordinates (-a/w, 0) in the (u, , uJ- 
plane; thus the size of the initial spiral is 
a/w - Pok@/~YPl 1’2. (2.12) 
MULTIPLE STEADY STATES 17 
With L fixed and /I T co, then, the initial spiral shrinks in size; provided 
that the nonlinear term in (2.8) can be treated as a small perturbation, at 
least for some At large enough that o At + co, an arbitrarily large number of 
revolutions about the spiral may be achieved. This is the case, and the proof 
is given in the next section. 
On the other hand, with p fixed and A 1 0, the size of the initial spiral 
(2.10) is of the same order of magnitude as the speed (2.9). This leads to the 
suspicion that the number of revolutions, hence the number of solutions of 
the boundary problem, remains bounded as L 10 with fixed j3. We sketch a 
proof of this, too, in Section 4 to corroborate results obtained by asymptotic 
means in [3]. 
3. THE SPIRAL POINT 
Write 
u(t) =u,(t) ( ) u*(t) ’ 
B=[y t2]7 
and 
j-(u) = $ (eU* -0”’ - l ), 
so that our system is 
u’ = Bu + f(u). 
Then any solution u of Eq. (3.1) satisfies the integral equation 
(3.1) 
u(t) = e%(O) + 1’ eBcfpS’ f(u(s)) ds, (3-Z) 
and there is a constant c independent of /3 and A such that for any t such that 
1 u(s)1 < 1 for 0 < s < t, 
1 u(t)1 < e(“‘jt 1 u(O)1 + c $e(li2)’ 1’ e-‘1/2’S 1 u(s)12 ds. 
0 
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v(t) := e-(l’*)’ ) u(t)J, 
K := c afifw. 
Then for any t such that e(“‘)‘v(s) < 1 for 0 < s < t we have 
v(t) < v(0) + K ji e(“*)’ v*(s) ds. 
Let 
R(t) := K ji e’1/2’S v*(s) ds. 
Then by inequality (3.4) 
R’(t) < 2K(v, + R)*, o<t<t,, 
for some 0 < to < 1, and clearly R(0) = 0. 
The solution of the differential equation 
r’ = 2Kr*, r(O) = vo 3 
is 
1 
‘= (l/v,) - 2Kt ’ 
From the differential inequality 
(v, + R)’ < X(v, + I?)* 
deduce by [2, Corollary 4.4, p. 291 that 
vw~vo+w)~ 1 -;Kv t, 
1 
0 o’t’2Kvo’ 
or 
I u(t)1 < e(l’*jt 110 
1 - 2Ku,t ’ 
O<t<& 
0 
Hence there is no escape for say 0 < t < t, with 
(3.3) 
(3.4) 
1 
Cl := 4Kuo (3.5) 
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and by Eqs. (3.3), (2.7), (2.4), and (2.5) we have 
1 1 
t1 = a (cal3lo)(alo) 
> const l/a 
> const( l/log(/?/A)) 
as /3 ] co with A fixed. 
To find a lower bound on the number of revolutions about the spiral 
during 0 < t < t,, transform the system (2.8) to polar coordinates: 
u,=rcose 
u2 = r sin 0, 
and derive 
aP i=~r+wCOSe(e”i”o -rsin8- 1) 
a/? sin 8 B=-cc,---((e*sine-rsine- 1). 
0 r 
Now for /? large enough we have (with r0 < a/w, 6(O) = n/2) 
r(t) < 2a/w for O<t<t,, 
hence 
B<-w+const*.2a 
0 w 
a2B 
G --w + const (a _ 1)/j _ l/4 
< --w + const a 
if /3 is large enough, since 
w > const [/3 log(jI/A)] I/* 
and 
a < const[log(jI/A)] “2, 
by Eqs. (2.11~(2.12). 
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It follows that (with t, given by Eq. (3.5)) 
= Ji - const J P 2 log(@) + --OO as/ITco. 
This completes the proof that making /I large makes as many solutions as 
we want. 
4. THE LIMIT A 10 
When /3 is fixed it is not possible to obtain an arbitrarily large number of 
solutions by making L small. This may be shown by an argument which we 
now briefly sketch. 
We continue to work in the (u,, Q-plane and use (r, 19) as polar coor- 
dinates there. From (2.5) and (2.7) note that /? fixed and I + 0 the size of the 
initial spiral beginning at (-a/w, 0) is 
a/o = O(j/m + 03. 
Now it may be shown that any trajectory beginning on the line of initial 
values (2.9) which reaches the sector -7r/4 < 8 < -37r/4 must satisfy 
r > const a/o 
in that sector, with a constant independent of A. Hence the system (2.8) is 
well approximated in this sector by the linear inhomogeneous system 
Ul 
I 
0 L 
l/2 w-a/?/w = 
u2 --o 
1/Z 1(::) +$)y (4-l) 
which differs from Eq. (2.8) only in that the small term (a/I/o)e’* has been 
deleted. 
The homogeneous part of this approximating system has a saddle at the 
origin; the substitution 
d=v 
2W 
1 I 
(4.2) 
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transforms (3.4) to 
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(4.3) 
with 
A point with polar coordinates (rO, -n/4) in the (u, , u2) plane has coor- 
dinates 
in the (<, &) plane, as J --) 0. This point moves along a trajectory to a 
certain point whose polar coordinates are (r,, -37c/4) in the (u,, UJ plane 
which has coordinates 
in the (<, &) plane. 
If we now make the scale change (<, &) = (a~, , a~~), the differential 
equation (4.2) becomes, after a factor (r is cancelled, 
(4.6) 
Recall now that for the initial and final conditions (4.4) and (4.5) along this 
piece of trajectory we have rO, r, > const a/co. Hence the initial point has 
(q, , qz) coordinates 
const 1 (-i) +0(l){, 
and the (r,, qz) coordinates of the final point are 
const 1 (-i) +o(l)[. 
(4.7) 
The differential equation (4.6) and the constants in (4.7), (4.8) are 
independent of 1 as I 1 0, so it is clear that the time required to traverse the 
piece of trajectory from (4.7) to (4.8) does not tend to zero with ;1. Thus 
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there is an upper bound on the number of solutions of the boundary problem 
obtainable for any fixed p. The argument sketched here confirms results 
derived by asymptotic means in [3]. 
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