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ABSTRACT
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Low-cost depth-cameras have been used in many agricultural applications with reported advantages of low cost,
reliability and speed of measurement. However, some problems were also reported and seem to be technologyrelated, so understanding the limitations of each type of depth camera technology could provide a basis for
technology selection and the development of research involving its use. The cameras use one or a combination of
two of the three available technologies: structured light, time-of-flight (ToF), and stereoscopy. The objectives
were to evaluate these different technologies for depth sensing, including measuring accuracy and repeatability
of distance data and measurements at different positions within the image, and cameras usefulness in indoor and
outdoor settings. Then, cameras were tested in a swine facility and in a corn field. Five different cameras were
used: (1) Microsoft Kinect v.1, (2) Microsoft Kinect v.2, (3) Intel® RealSense™ Depth Camera D435, (4) ZED
Stereo Camera (StereoLabs), and (5) CamBoard Pico Flexx (PMD Technologies). Results indicate that there were
significant camera to camera differences for ZED Stereo Camera and Kinect v.1 camera (p < 0.05). All cameras
showed an increase in the standard deviation as the distance between camera and object increased; however, the
Intel RealSense camera had a larger increase. Time-of-flight cameras had the smallest error between different
sizes of objects. Time-of-flight cameras had non-readable zones on the corners of the images. The results indicate
that the ToF technology is the best to be used for indoor applications and stereoscopy is the best technology for
outdoor applications.

1. Introduction
Low-cost depth cameras have been used as an alternative to expensive laser scanners (Khoshelham & Elberink, 2012) in various areas,
such as mapping and 3D reconstruction (Izadi et al., 2011), indoor
robotics (Benavidez and Jamshidi, 2011; Correa et al., 2012; Ganganath
and Leung, 2012), objects’ detection and recognition (Hernandez-Lopez
et al., 2012), and gesture recognition (Chang et al., 2011a, 2011b).
Most of these research areas were originally approached using standard
digital image processing and analysis, but problems such as lighting,
color distinction and excess of equipment; led to the use of depth
cameras for image acquisition.
There are several technologies used for depth acquisition.
Stereoscopy (SC) was the first one used to acquire information on the
objects’ geometry. The structured light technology (SL) was introduced
to overcome some of the problems with the stereoscopy and, after that,

the time-of flight (ToF) cameras started being used.
The depth images provided by these cameras are composed of a
numeric map containing the distances, most commonly in metric units,
between the sensor and each pixel that makes up the image.
Khoshelham and Elberink (2012) examined the accuracy and precision
of the depth data provided by a structure-light sensor (Microsoft Kinect
v.1) and provided an explanation of various errors. The random error of
measurements increased with distance between sensor and object and
fluctuated between a few millimeters to 4 cm. In addition, the errors in
the distance data originated from three sources: (1) calibration errors,
(2) configuration of the measuring area (improper lighting or image
geometry), and (3) smooth or bright surfaces. While lighting is generally not a problem with depth cameras for indoor applications, intense lighting can generate low contrast in the infrared image and,
therefore, result in gaps on the depth image. These gaps can also occur
when the distance from the object to the sensor is outside of the
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1.2. Objectives

operating range of the camera, or when the orientation of the object
surface is such that the emitter does not illuminate some regions, or the
camera fails to capture information. Surfaces that are too bright or
smooth are very reflective and can also prevent measurement.
Generally, the depth cameras’ error is low (Dutta, 2012); however,
the standard deviation of the distance data increases with increasing
distance between sensor and object, and is greater on the corners of the
image. In addition, depth data has been reported to be unusable or
inaccurate on the object’s edges because, in these areas, the depth map
is obtained through interpolation of the projections of the reflected
infrared light on two different regions, the edge and the background
(Gottfried et al., 2011). For studies that use more than one depth
camera there is a need to understand the need for calibration between
cameras of the same type.
Depth cameras have been used in a variety of agricultural applications (Condotta et al., 2018a; Guo et al., 2017; Hao et al., 2014;
Kongsro, 2014; Kulikov et al., 2014; Lao et al., 2016; Lee et al., 2016;
Stavrakakis et al., 2015; Wang et al., 2018; Zhu et al., 2015), with reported advantages of low cost, reliability and speed of measurement.
However, some problems were also reported, such as occlusion; difficulty of acquiring reliable data on environments with excess light,
preventing its use for outdoor applications; shape distortion; motion
blur; and noise. Some of these issues seem to be technology-related, so
understanding the limitations of each type of depth camera technology
could provide a basis for technology selection and the development of
research involving its use.

The objective of this study was to evaluate different technologies for
depth sensing in agricultural applications, including (1) measure the
accuracy and repeatability of distance data, (2) measure the accuracy
and repeatability of dimensions data with respect to positions within
the image, size of objects, and distance from the camera, (3) determine
the maximum and minimum useful distance and the associated errors
for each camera in indoor and outdoor settings, (4) test each camera to
evaluate its usefulness in collecting plant and animal phenotypic data.
2. Materials and methods
Five different depth sensing cameras were tested: (1) Microsoft
Kinect v.1, (2) Microsoft Kinect v.2, (3) Intel® RealSense™ Depth
Camera D435, (4) ZED Stereo Camera (StereoLabs), and (5) CamBoard
Pico Flexx (PMD Technologies) (Fig. 1). Each of these cameras represent one of three different technologies, or a combination of technologies (ToF, SC combined with SL, SL, ToF and SC, respectively). Two
ToF cameras were tested because Microsoft Kinect v.2 has being discontinued but has been one of the most used depth cameras in agricultural research, so another commercially available ToF camera was
also evaluated (CamBoard Pico Flexx) along with Kinect v.2.
Image acquisition and image processing programs were developed.
For image acquisition, different programing environments were used
for each camera. For CamBoard Pico Flexx and the Kinect cameras v.1
and v.2, a numerical computing software (MATLAB, R2018a) on a
Windows computer was used. For Intel® RealSense™ camera, a C++
program was developed on an UP-Core board with an Ubuntu kernel
using Intel® RealSense™ SDK, and, for ZED camera, a C++ program
was developed on a NVIDIA Jetson TX2 board, also with an Ubuntu
kernel, using ZED SDK. All the images were processed using the same
image processing program to ensure consistency of analysis; this program was developed using MATLAB, R2018a.

1.1. Technologies’ principles
There is a variety of commercial depth cameras that have being used
in agricultural applications (Table 1). Currently, Kinect (v.1 and v.2)
and Xtion PRO Live are not available on market. Technology used by
these depth cameras can be divided into three different principles:
stereoscopy (SC), structured light (SL), and Time-of-flight (ToF).
To form the depth image, stereoscopy cameras use two RGB cameras
to acquire images from the same scene at slightly different positions and
the 3-dimensional position of a point on the scene is calculated by
triangulation between correspondent points on both images (Berkovic
& Shafir, 2012; Keselman et al., 2017). Structured light cameras form
the depth image by using the IR emitter to project a beam of light that is
divided into multiple beams when reflected on the objects, forming a
pattern of points which are captured by the IR camera. This pattern is
compared with a standard of predetermined distance from the camera.
The distance from each pixel to the camera is calculated by triangulation (Andersen et al., 2012; Berkovic and Shafir, 2012; Sarbolandi et al.,
2015; Zhang, 2018). The time-of-flight (ToF) cameras use a technology
that is based on measuring the time that the light emitted by the IR
emitter requires to travel to a scene and back to the camera. The IR light
is, then, captured by the IR camera, and, knowing the fixed speed of
light, it is possible to calculate the distance traveled (Sarbolandi et al.,
2015).

2.1. Distance accuracy and repeatability
A total of fifteen depth cameras, three of each type, were tested.
Each group of three sensors of the same type was compared amongst
each other. Different cameras were not compared against each other.
Each camera was used to collect images of a wall at five distances (from
1.0 to 3.0 m, every 0.5 m) (Fig. 2). Five depth images and five RGB
images (except for Pico Flexx, that doesn’t have an RGB camera) from
each camera were collected.
Depth images were processed with an algorithm developed to extract a fixed area of 11 × 11 pixels at the center of the wall. These
points were recorded and, then, the average and the standard deviation
were calculated.
To evaluate the repeatability of the depth data provided by different
cameras of the same type, a multiple linear regression model was developed in Excel® software, using dummy variables (Draper and Smith,
2014) to include the effects of all three the cameras of each type in the

Table 1
Comparison of commercial depth cameras currently used in agricultural research. SL = structured light, ToF = time-of-flight, SC = stereoscopy.
Camera

Principle

Measuring Range (m)

Depth Resolution

RGB Max Resolution

Frame Rate (FPS)

FoV Depth (H × V)

Price (US$)

Kinect v.1
Xtion PRO Live
Xtion 2
Kinect v.2
CamBoard Pico Flexx
CamBoard Pico Monstar
ZED
RealSense D415
RealSense D435

SL
SL
SL
ToF
ToF
ToF
SC
SL + SC
SL + SC

0.4–3.5
0.8–3.5
0.8–3.5
0.5–4.5
0.1–4.0
0.5–6.0
0.5–20
0.16–10
0.11–10

640 × 480
640 × 480
640 × 480
512 × 424
224 × 171
352 × 287
2208 × 621
1280 × 720
1280 × 720

640 × 480
1280 × 1024
2592 × 1944
1920 × 1080
–
–
2208 × 621
1920 × 1080
1920 × 1080

15/30
30/60
30
15/30
45
60
15/30/60/100
90
90

57° × 43°
58° × 45°
74° × 52°
70° × 60°
62° × 45°
100° × 85°
90° × 60°
63° × 40°
85.2° × 58°

250
140
236
140
390
1930
450
150
180

2
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Fig. 1. Components of commercial depth cameras being used in this study (out of scale). (a) Microsoft Kinect v.1, (b) Microsoft Kinect v.2, (c) Intel® RealSense™
Depth Camera D435, (d) ZED Stereo camera (StereoLabs) and (e) CamBoard Pico Flexx (PMD Technologies).

equation. Zeros and ones are attributed for the two dummy variables
(IsCamera1 and IsCamera2) generated. By analyzing the three possible
combinations, all three cameras are included on the regression, like
illustrated bellow:

F (n , d ) =

(SSr

SSg )/(DFr

DFg )

SSg /DFg

(1)

where

SSr = sum of the squares of the residue of the reduced model;
SSg = sum of the squares of the residue of the global model;
DFr = degrees of freedom of the residue of the global model;
DFg= degrees of freedom of the residue of the reduced model.

If isCamera1 = 1 and IsCamera2 = 0, then Camera = 1
If isCamera1 = 0 and IsCamera2 = 1, then Camera = 2
If isCamera1 = 0 and isCamera2 = 0, then Camera = 3
This model was compared with a reduced model (simple linear regression between actual distances and camera-acquired distances) that
did not include the individual effects of each camera.
This comparison was made by using the Efroymson’s algorithm
(“stepwise” regression) (Efroymson, 1960) for comparing two regression models, with null hypothesis given the reduced model equivalent
to the global model and with alternative hypothesis, considering the
models non-equivalent. The test statistic is given in Eq. (1).

2.2. Dimension accuracy and repeatability
Three cameras of each type were used, totaling fifteen cameras.
Three sizes of poster board squares (10 × 10, 20 × 20, and
30 × 30 cm) were recorded at five distances (1.0–3.0 m; every 0.5 m)
and four different positions on the image (center, edge on the horizontal
axis, edge on the vertical axis, and corner; Fig. 3). A total of five depth
and RGB images (except CamBoard Pico Flexx) from each camera were

Fig. 2. Positioning of the components of the experiment: (a) table with depth cameras and computer for data acquisition and (b) markings on the floor (0.5 m from
each other) to capture images of the wall at different distances (from 0.5 m to 3.0 m, every 0.5 m).
3
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squares (either 100, 400 or 900 cm2).
These ratios were analyzed using the General Linear Procedure
(proc GLM) of SAS software, testing the effects of the use of different
positions (center, edge on the horizontal axis of the image, edge on the
vertical axis of the image, and corner) and different sizes (10 × 10 cm,
20 × 20 cm and 30 × 30 cm) of foam board squares used. Then, regression models were generated for length ratio (px cm−1) versus distance, and for area ratio (px cm−2) versus distance. The models for
length ratio (px cm−1) were compared with equations generated from
each of the cameras’ specifications for field of view (FoV) and resolution, Eq. (2).

lpx
lcm

Fig. 3. Positions used for images acquisition: (a) center of image, (b) edge on
the horizontal axis of image, (c) edge on the vertical axis of image and (d)
corner of image.

= 2 × Respx × cot

FoV
2

×Z

1

(2)

where

lpx = length, in pixels;
lcm = length, in cm;
Respx = resolution, in pixel – either vertical or horizontal;
FoV = field of view, in degrees – either vertical or horizontal;
Z = distance between camera and scene, in cm.

collected.
The data was analyzed to obtain three different parameters: length,
area, and projected volume of the poster board squares. The length of
the square (in pixels) was obtained both for the RGB and the depth
images. For the RGB images, a manual measure process was performed,
using the Image Viewer application from MATLAB R2018a. An algorithm for pre-processing the depth image was developed in order to
eliminate the background and keep only the foam board square. This
was done by automatic selecting a region of interest on the image and
applying a threshold based on distances.
After the pre-processing step, the dimensions of the foam board
square were automatically acquired. To measure both the length and
the area of the square, the image was first transformed into binary. The
maximum sum of the columns on the image was collected as being the
length in pixels and, then, the total sum of the image was acquired,
obtaining the area of the square, in pixels.
To measure the projected volume (cube) of the square being analyzed (e.g. a cube of 10 × 10 × 10 cm for the 10 × 10 cm square), the
pre-processed image was used to obtain values of the third dimension of
the square. This was performed by subtracting the image from the
theoretical distance from the base of the cube to the camera (Fig. 4).
After obtaining the values of depth for each pixel of the theoretical
cube, these values were added to obtain the volume of the cube, in pixel
cm.
The length ratio, in pixel cm−1, was calculated dividing the length,
in pixels, obtained for both RGB (when available) and depth images, by
the actual length of the foam board square (either 10, 20 or 30 cm).
Furthermore, the area ratio, in px cm−2, was also calculated by dividing
the area obtained on the depth image, in pixels, by the actual area of the

Unit transformation equations were assessed in order to eliminate
the need for the presence of an object with predetermined size to acquire dimensions on an image, as has been used by several authors
(Phillips and Dawson, 1936; Zaragoza, 2009). To obtain these equations, the metric unit (either cm or cm2) from the regression models
developed were isolated.
2.3. Maximum useful distance
With one of each type of camera tested, five depth and RGB (except
CamBoard Pico Flexx) images of foam board squares were collected at
each tested distance, ranging from 1.0 to 20.0 m, every 1.0 m, both
indoors and outdoors. For distances 1.0–10.0 m, a 30 × 30 cm square
was used, while a 60 × 60 cm square was used from 11.0 to 20.0 m.
The squares were placed at the center of the image with a tripod.
The foam board square on each image was selected using the same
algorithm used on the second experiment. The values of distance from
camera to square were averaged. The residuals between actual distance
and camera-provided distance were calculated and a regression model
of residuals versus actual distance was calculated when possible (e.g.
when the square was within the acquisition range of the camera). The
maximum distance of useful data (image with no missing regions and
reliable distance date) for each camera was recorded.
2.4. Minimum useful distance
Similarly, five depth images of foam board squares were collected at
each tested distance, ranging from 0.1 m to 1.0 m, every 0.1 m. For
distances 0.1 m to 0.5 m, a 5 × 5 cm square was used, while a
10 × 10 cm square was used from 0.6 to 1.0 m. The squares were
placed at the center of the image with a small tripod. When camera had
a close-range mode available, the same was selected for these measurements. Images were processed in the same way used for determining the maximum useful distance. Finally, the minimum distance
of useful data (image with no missing regions and reliable distance
date) for each camera was recorded.
2.5. Field test of cameras
2.5.1. Animal phenotypic data evaluation
The livestock experiment was conducted in a grow-finish building at
the USDA-ARS Meat Animal Research Center (USMARC) in Clay Center,
Nebraska (40°31′20″N 98°3′18″W). Digital RGB color images, depth
images, and masses were collected on a population of grow-finish pigs

Fig. 4. Top-view diagram of the positioning of the depth cameras and the object
being analyzed for the calculation of the volume of the theoretical cube with the
same size of the square being analyzed.
4
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Fig. 5. Mass and images were captured on individual pigs using a standard swine scale (b) and five different depth cameras. The cameras were mounted to the wall
directly above the center of the scale (a).

at three different time-points.
Top-view images were acquired of fifteen grow-finish pigs randomly
sampled at three time-points, five different animals at each time.
Animals were approximately 8, 12, and 16 weeks old. A balance of
barrows and gilts (Landrace and Yorkshire cross) during each measurement period was evaluated. A total of five depth and RGB (when
available) images from each type of camera was collected. The cameras
were mounted on a bracket above the scale and images were collected
as the animals were being weighed (Fig. 5). Weights and pigs’ identification numbers were manually recorded.
The images were processed and analyzed using methods proposed
by Condotta et al. (2018a) and Condotta et al. (2018b) to acquire the
pig’s projected volume (px cm) (Fig. 6). The unit was transformed (from
px cm to cm3) using equations developed on the second experiment.
Linear regressions of mass (kg) versus volume (cm3) were generated for
each of the cameras used.

of MATLAB R2018a to manually select two points, one on the left-side
corn row and one on the right-side corn row. A red tape was used to
mark plants at 1.0 m distance from the cameras on both left and right
rows for validation purposes. The actual spacing between the marked
plants was manually measured to be 75 cm). After that, unit transformation of the measurements, from pixels to meters, was performed.
Absolute percentage residuals were calculated between actual and
image-acquired spacing in between rows.
3. Results and discussion
3.1. Distance accuracy and repeatability
The average pixel values of distances obtained for the region of the
wall in the picture, as well as their average standard deviations, for
three cameras of each type tested, are shown in Table 2. The result of
the Efroymson’s algorithm showed that the behavior of different cameras of the same type is the same (p < 0.05) for cameras that use the
time-of-flight (ToF) principle, CamBoard Pico Flexx (P = 0.18710) and
Microsoft Kinect v.2 (P = 0.70697), but different for the other cameras,
Intel® RealSense™ D435 (P = 0.02538), Microsoft Kinect v.1
(P = 0.00002), and ZED Stereo Camera (P = 0.00007). From Table 2 it
can be noticed that there is an increase in the standard deviation of
pixels with increasing distance from camera to wall, corroborating with
the data obtained by Khoshelham & Elberink (2012), that, when developing a theoretical random error model for depth data, found that
the random error of depth measurements increased with increasing
distance to the sensor, ranging from a few millimeters to 4 cm.
These results indicate that Intel RealSense cameras had a higher
average standard deviation of pixel values when compared with the
other cameras. This is probably due to the lack of consistency between
cameras, given that the standard errors for the three cameras analyzed
were 0.000, 0.002, and 0.004 at 1.00 m; 0.000, 0.000, and 0.037 at
1.50 m; 0.000, 0.022, and 0.044 at 2.00 m; 0.044, 0.000, and 0.062 at
2.50 m; and 0.024, 0.038, and 0.046 at 3.00 m, with no visible best
camera.

2.5.2. Camera evaluation in simulated and crop field environments
The plant experiment was conducted at an 8093 m2 (2 acres) set of
maize yield test plots in a research field on the east campus of the
University of Nebraska-Lincoln, in Lincoln, Nebraska (40°48′24″N and
96°40′54″W).
All five cameras tested were evaluated for crop sensing applications
aimed at autonomous vehicle operation or plant phenotyping applications. The cameras were tested in an experimental corn field planted on
June 10, 2019, with scheduled harvesting date in October. Fig. 7 shows
the corn field setup, with corn row spacing at approximately 80 cm (30
in.) and 15 cm (6 in.) between plants. Both RGB and depth images were
collected for all five cameras (except Pico Flexx that does not provide
RGB images). Distance, in pixels, between the crop rows on both RGB
and depth images, was determined using the Image Viewer application

3.2. Dimension accuracy and repeatability
Unit transformation equations were generated from regression
models between the area (px cm−2) and length (px cm−1) ratios and
the distance (m) from the camera to the foam board square. To transform px to cm, the equations are on the form shown by Eq. (3), and, to
transform px to cm2, the equations are on the form shown by Eq. (4).
Equations for transformation from depth images and from color images
(when available) were also generated. Tables 3 and 4 contain the

Fig. 6. Projected volume of a pig.
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Fig. 7. Field setup for acquisition of (a) RGB and (b) depth images. Corn rows spacing, in pixels, were manually collected on both RGB and depth images for all
cameras tested.

coefficients for Eq. (3) generated with both experimental data and
theoretical data (from camera specifications and Eq. (2)), for depth and
color images, respectively. Table 3 also contains the coefficients for Eq.
(4) for the experimental data. Because depth cameras provide the distance between camera and objects being measured, units’ transformations can be automatically performed, without the need to use a scale
on the image.

need to be calibrated for image distortion when performing dimensions
acquisition, especially if objects are not positioned on the center of the
image.
Besides the image distortion errors, other sources of errors also
exist. Camera-to-camera FoV variation is one of these sources, e.g.
Intel® specifications for RealSense™ D435′s FoV for both depth and
color images has ± 3° camera-to-camera variation, and an assessment
of the true FoV of the camera should be performed in other to obtain
more precise dimension acquisitions. Another source is the distortion
on the object’s border, e.g. the foam board square sides definition is
dependent on the depth technology used and, therefore, can generate a
smaller/greater number of pixels on the object’s edges. This error
doesn’t occur for the measurements on the color images and it is possible to observe on Table 4 that the deviation between coefficients for
experimental and theoretical coefficients for these images is smaller
than for depth images.
In order to calculate true volume from a depth map, unit conversions from pixels to measurement units is needed, since the volume is
calculated by the sum of the distance data from object to its support
surface ('height of the object') for the whole object area. As the distance
data provided by the sensors are in cm and the area of the object is
given in number of pixels, the volume is retrieved in an unwanted unit
(px cm). Another problem is the fact that the area of the object in the
image varies with its distance from the sensor. This generates the need
for correction of the value obtained to perform any comparison between volumes. In other words, for the same object, different values of
volumes, lengths and areas can be acquired if the distance from the
sensor varies. As what changes to the calculation of the volume is the
area of the object and not its depth (distance between the square and
the wall), this value can be adjusted using Eq. (4), obtained for correcting the area unit.
Testing the effects of using different sizes of foam board squares on
the length (px cm−1) and area (px cm−2) ratios, showed (Table 6) that
the 10 cm × 10 cm square is different (p < 0.05) from the others for
all cameras, except for the acquisition of the area ratio with CamBoard

(3)

lcm = lpx × a × Z b
where

lcm = length, in cm;
lpx = length, in pixels;
Z = distance from depth camera to object being measured, in m;
a = coefficient;
b = coefficient.
(4)

Scm2 = Spx × a × Z b
where

Scm2 = area, in cm2;
Spx = area, in pixels;
Z = distance from depth camera to object being measured, in m;
a = coefficient;
b = coefficient.
It is possible to verify that, the coefficients obtained for theoretical
and experimental data are different. This difference is either larger or
smaller depending on the camera used. The errors between theoretical
and experimental data are presented on Table 5 for each of the positions
on the image tested. Fig. 8 presents the length ratio (px cm−1) for both
experimental and theoretical data. From these, it is possible to note that
for all cameras, except ZED stereo camera, the deviation between experimental and theoretical data is smaller for objects located on the
center of the image (position 1). This is an indication that all cameras

Table 2
Average distances (m) and standard deviation (m) obtained by five depth cameras, for the five analyzed distances with their respective standard deviations. One
hundred and twenty-one points (N = 121) were used for each image to gather each value, and three cameras of each type were used.
Distances from sensor to wall (m)
Camera

1.00

CamBoard Pico Flexx
Intel® RealSense™ D435
Microsoft Kinect v.1
Microsoft Kinect v.2
ZED Stereo Camera

0.99
0.99
0.99
1.00
0.99

1.50
±
±
±
±
±

0.001
0.002
0.002
0.001
0.001

1.48
1.47
1.49
1.50
1.48

2.00
±
±
±
±
±

0.002
0.012
0.003
0.001
0.001

1.99
1.97
1.99
2.01
1.99

6

2.50
±
±
±
±
±

0.003
0.022
0.006
0.001
0.002

2.50
2.46
2.49
2.51
2.48

3.00
±
±
±
±
±

0.004
0.035
0.008
0.002
0.004

3.00
2.97
3.00
3.01
2.99

P-value
±
±
±
±
±

0.006
0.036
0.013
0.003
0.003

0.18710
0.02538
0.00002
0.70697
0.00007
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Table 3
Coefficients for unit transformation equations from px to cm (length) and from px to cm2 (area) on depth images provided by five different depth cameras.
Theoretical length coeficientes1
Camera

a

b

CamBoard Pico Flexx
Intel® RealSense™ D435
Microsoft Kinect v.1
Microsoft Kinect v.2
ZED Stereo Camera

0.484
0.154
0.164
0.268
0.071

1.000
1.000
1.000
1.000
1.000

1
2

R2

Experimental length coefficients1

1.000
1.000
1.000
1.000
1.000

a

b

0.505
0.143
0.163
0.268
0.061

0.927
0.862
0.937
0.927
0.999

a

b

0.257
0.023
0.029
0.074
0.004

1.934
1.866
1.941
1.950
2.033

R2

0.977
0.824
0.984
0.972
0.955

areacm2 = areapx × a × (Distance from the camera)b .

Theoretical length
coefficients1
Camera2

a

b

Intel® RealSense™
D435
Microsoft Kinect v.1
Microsoft Kinect v.2
ZED Stereo Camera

0.162

1.000

0.188
0.094
0.071

1.000
1.000
1.000

2

0.950
0.807
0.965
0.928
0.956

Area coefficients2

lengthcm = lengthpx × a × (Distance from the camera)b .

length (px cm−1) and area (px cm−2) ratios showed (Table 7) a different behavior for each type of camera used. For the ToF cameras
(CamBoard Pico Flexx and Microsoft Kinect v.2), all positions presented
different (p < 0.05) length ratios amongst the four positions tested.
Additionally, for these cameras, the depth images presented unusable
regions on the corner of the images, so the foam board squares had to be
moved to the area closest to the corner where the camera would acquire
useful distance information. The area ratio for CamBoard Pico Flexx
camera is the same (p < 0.05) between positions 1 and 3 (center and
edge on vertical axis) and between positions 2 and 4 (edge on horizontal axis and corner). The area ratio for Microsoft Kinect v.2 is the
same (p < 0.05) between positions 1 and 2, and between 1 and 4;
position 3 (edge on vertical axis) differs (p < 0.05) from the others.
For acquiring length ratio with Intel® RealSense™ D435, position 1
(center) differs (p < 0.05) from the others, position 3 (edge on vertical
axis) has the same effect as positions 2 (edge on horizontal axis) and 4
(corner). The effect of positions on the area ratio for this camera was
the same presented by Microsoft Kinect v.1 for both length and area
ratios: positions 1 and 2 have the same (p < 0.05) behavior and positions 3 and 4 have the same behavior.
Dutta (2012), showed that the standard deviation of the distance
data increases on the corners of the image. Thus, the ideal for data
comparison of length and area of objects acquired with depth cameras
is positioning them at a fixed region of the image, preferably in the
center. If offsets need to be made, the ideal is to make them on the
horizontal direction of the image for all cameras, except for CamBoard
Pico Flexx (PMD Technologies); in which the differences are smaller,
reducing distortion of values and enabling data comparison. ZED Stereo
Camera (StereoLabs) did not present any effect of positions on the
length and area ratios acquisition and, thus, the objects can be positioned in any place on the image. Additionally, for ToF cameras, objects
should not be positioned on the corner of images, as these regions do
not present useful distance data.
CamBoard Pico Flexx (PMD Technologies), Intel® RealSense™ D435,
and Microsoft Kinect v.2 showed no significant effect (p < 0.05) on
the length ratio (px cm−1) and on the area ratio (px cm−2) when using
different cameras to acquire those dimensions (Table 8).
Microsoft Kinect v.1 camera showed significant (p < 0.05) interaction between position and size of the foam board square for length
ratio. Microsoft Kinect v.2 showed significant interaction between position and size of the foam board square for both area ratio and length
ratio estimation. ZED Stereo Camera showed significant (p < 0.05)
interaction between camera and size of the foam board square for
length ratio estimation. For both Kinect cameras, it appears that the
source of interaction is the 10 × 10 cm foam board square and for the
ZED camera it appears that the source is the 30 × 30 cm square.

Table 4
Coefficients for unit transformation equations from px to cm (length) on RGB
images provided by four depth cameras.

1

R2

R2

Experimental length
coefficients1

R2

a

b

1.000

0.166

1.011

0.983

1.000
1.000
1.000

0.194
0.092
0.068

0.988
1.020
1.030

0.987
0.990
0.978

lengthcm = lengthpx × a × (Distance from the camera)b .

CamBoard Pico Flexx is not equipped with an RGB camera.

Table 5
Averages and standard errors (N = 45) obtained for length ratio (px cm−1)
deviation, for the four positions on image (1 - center, 2 - edge on the horizontal
axis, 3 - edge on the vertical axis, 4 - corner) and fifteen depth cameras (three of
each type).
Camera

Position

Length ratio deviation (px cm−1)

CamBoard Pico Flexx

1
2
3
4

0.04
0.10
0.08
0.09

±
±
±
±

0.03
0.08
0.06
0.08

Intel® RealSense™ D435

1
2
3
4

0.47
0.69
0.69
0.75

±
±
±
±

0.36
0.57
0.56
0.60

Microsoft Kinect v.1

1
2
3
4

0.13
0.13
0.21
0.23

±
±
±
±

0.13
0.11
0.20
0.27

Microsoft Kinect v.2

1
2
3
4

0.06
0.08
0.28
0.19

±
±
±
±

0.06
0.05
0.18
0.19

ZED Stereo Camera

1
2
3
4

1.28
1.22
1.34
1.43

±
±
±
±

0.89
0.83
0.78
1.10

Pico Flexx (PMD Technologies). That could be explained by the fact that
very small objects suffer from edge deformation effect, as indicated by
Gottfried et al. (2011). Microsoft Kinect v.1 showed differences
(p < 0.05) between all sizes of squares used for both length ratio and
area ratio, and ZED Stereo Camera (StereoLabs) showed differences
(p < 0.05) between all sizes of square used when measuring length
ratio. This could indicate that a square of 20 × 20 cm is still too small
for these cameras and suffer from edge effect.
The test of the effect of the objects’ positions in the image (center,
edge on the horizontal axis, edge on the vertical axis, and corner) on the

3.3. Maximum useful distance
Average distance from camera to the foam board square (m) was
plotted against actual distance (Fig. 10a, Fig. 11a, Fig. 12a, Fig. 13a,
and Fig. 14a) for both indoors and outdoors for all cameras. Table 9
7
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Fig. 8. Length ratio (px cm−1) varying with distance (m) from camera to objects for all cameras used: (a) Microsoft Kinect v.1, (b) Microsoft Kinect v.2, (c) CamBoard
Pico Flexx (PMD Technologies), (d) ZED Stereo camera (StereoLabs) and (e) Intel® RealSense™ Depth Camera D435. Dots represent the experimental data and the
dashed line represents the theoretical data. Black markers are the squares on the center of the image (position 1).

shows the maximum distance of useful depth data on both environments and classifies the usability of the data for performing measurements outdoors.
The cameras that use stereoscopy (Intel® RealSense™ and ZED
Stereo Camera) could provide useful data on an outdoor environment
up to 12 m (Intel, Fig. 11a) or 20 m (ZED, Fig. 14a). For the ToF
cameras, some data can be acquired outdoors if the distance from the
objects being analyzed is small (1 m for CamBoard Pico Flexx, Fig. 12a
and 2 m for Microsoft Kinect v.2, Fig. 15a), which prevents their use for
autonomous robotic navigation, for example. Kinect v.1 did not present
useful data on an outside environment at any distance (Fig. 12a).
The residuals between actual distance and camera-provided distance were calculated and plotted (Fig. 9b, Fig. 10b, Fig. 11b, Fig. 12b,
and Fig. 13b) against distance. Intel® RealSense™ D435 (Fig. 10b) and
ZED Stereo Camera (Fig. 13b) presented the highest residuals, up to 3.0
and 5.0 m, respectively, while the other cameras (Flexx, Fig. 9b; Kinect
v.1, Fig. 11b, and Kinect v.2, Fig. 12b) presented errors ranging from
−0.2 to 0.2 m. Also, the residuals for those two cameras increased with
increasing distances, differently from the other cameras, that presented
a more constant residual with no visible pattern. A power regression
model of residuals versus actual distance was calculated for both Intel®
RealSense™ D435 and ZED Stereo Camera, which presented residuals
with a visually non-random behavior. The power regression equations

present form shown in Eq. (5), and the coefficients for these equations
are presented on Table 10.

Res = a × Z b

(5)

where

Res = residuals, in m;
Z = distance from camera to object being measured, in m;
a = coefficient;
b = coefficient.
3.4. Minimum useful distance
Average distance from camera to the foam board square (m) was
acquired and is presented on Table 11. Intel® RealSense™ D435 and
CamBoard Pico Flexx performed the best for close range applications
(as close as 0.20 m for Intel and 0.30 m for Flexx). Both Kinect cameras
could sense objects as close as 0.80 m, but in order to have the correct
shape of objects on the scene, the 1.0 m distance is more advisable. ZED
Stereo camera showed the same shape problems as encountered on the
previous tests, but with the square as close as 0.70 m the region where
the object should be had too many holes, so the shape got even more
compromised.

Fig. 9. Average distance from camera to the foam board square (m) versus actual distance (m) and residuals of the measurements for CamBoard Pico Flexx (PMD
Technologies).
8
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Table 6
Averages and standard errors (N = 60) obtained for length ratio (px cm−1) and
area ratio (px cm−2), for the three sizes of square used (10 × 10 cm,
20 × 20 cm and 30 × 30 cm) and fifteen depth cameras (three of each type).

Table 8
Averages and standard errors obtained (N = 60) for length ratio (px cm−1) and
area ratio (px cm−2), for the three sizes of square used (10 × 10 cm,
20 × 20 cm and 30 × 30 cm) and fifteen depth cameras (three of each type).

Camera

Square Size
(cm)

Length Ratio (px
cm−1)

Area Ratio (px
cm−2)

Camera

Camera #

Length Ratio (px
cm−1)

Area Ratio (px cm−2)

CamBoard Pico Flexx

10 × 10
20 × 20
30 × 30

1.20 ± 0.01a
1.17 ± 0.01b
1.17 ± 0.01b

1.54 ± 0.02
1.54 ± 0.02
1.55 ± 0.02

CamBoard Pico Flexx

1
2
3

1.18 ± 0.01
1.18 ± 0.01
1.18 ± 0.01

1.55 ± 0.02
1.55 ± 0.02
1.53 ± 0.02

Intel® RealSense™
D435

10 × 10
20 × 20
30 × 30

4.84 ± 0.06a
4.24 ± 0.06b
4.11 ± 0.06b

21.58 ± 0.39a
17.65 ± 0.39b
16.85 ± 0.39b

Intel® RealSense™
D435

1
2
3

4.44 ± 0.06
4.44 ± 0.06
4.30 ± 0.06

19.29 ± 0.40
18.82 ± 0.40
17.96 ± 0.40

Microsoft Kinect v.1*

10 × 10
20 × 20
30 × 30

3.92 ± 0.17a
3.61 ± 0.17b
3.50 ± 0.17c

15.08 ± 0.14a
13.84 ± 0.14b
13.16 ± 0.14c

Microsoft Kinect v.1

1
2
3

3.65 ± 0.02a
3.66 ± 0.02a
3.72 ± 0.02b

13.79 ± 0.14a
13.99 ± 0.14ab
14.30 ± 0.14b

Microsoft Kinect v.2*

10 × 10
20 × 20
30 × 30

2.33 ± 0.15a
2.19 ± 0.15b
2.15 ± 0.15b

5.56 ± 0.05a
5.25 ± 0.05b
5.11 ± 0.05b

Microsoft Kinect v.2

1
2
3

2.22 ± 0.01
2.23 ± 0.01
2.23 ± 0.01

5.29 ± 0.05
5.31 ± 0.05
5.32 ± 0.05

ZED Stereo Camera*

10 × 10
20 × 20
30 × 30

9.87 ± 0.07a
9.34 ± 0.07b
9.04 ± 0.07c

90.50 ± 1.77a
85.43 ± 1.77b
83.18 ± 1.77b

ZED Stereo Camera*

1
2
3

9.84 ± 0.07a
9.41 ± 0.07b
9.01 ± 0.07c

94.89 ± 1.77a
87.97 ± 1.77b
76.24 ± 1.77c

a,b,c

a,b,c
Rows for each column of each camera section, with different superscripts
are significantly different (p < 0.05).
* ZED Stereo Camera showed significant interaction between camera and
size of the foam board square for length ratio.

Rows for each column of each camera section, with different superscripts,
are significantly different (p < 0.05).
* Microsoft Kinect v.1 showed significant interaction between position and
size of the foam board square for length ratio. Microsoft Kinect v.2 showed
significant interaction between position and size of the foam board square for
both area ratio and length ratio. ZED Stereo Camera showed significant interaction between camera and size of the foam board square for length ratio.

3.5. Field test of cameras
3.5.1. Animal phenotypic data evaluation
Top view images were taken on a group of pigs as they were being
weighed. Fig. 14 shows the sample of the images captured with all five
depth cameras used. As the images are evaluated, all the pigs’ shapes
are easily visible in all the images except the image captured from the
ZED Stereo Camera. For this camera, the main body of the animal is
easily seen, but the head and the tail are difficult to discern from the
background. The image taken with Kinect v.1 has rough edges on the
pig. The slightly rough edges are also observed on the image taken with
the RealSense™ camera. Both Time-of-Flight cameras had a clear image,
and Kinect v.2 have the smoothest outline of the pigs, probably due to
its higher resolution.
The projected volumes (cm3) acquired from the body of the animals,
without the head and tail regions, were plotted against the mass (kg) of
the animals (Fig. 15). Linear regressions were fitted, and equations
were generated with the form presented on Eq. (6) and coefficients
presented on Table 11. The best correlations between projected volume
and mass was obtained for the Time-of-Flight technology (Microsoft
Kinect v.2 and CamBoard Pico Flexx). Cameras that use the structured
light technology (Intel® RealSense™ and Microsoft Kinect v.1) also had
a good correlation (R2 higher than 0.9) between those two variables.
The camera that uses stereoscopy-only (StereoLabs ZED) had the lowest
correlation (R2 = 0.798) between projected volume and mass. Considering both the shapes provided and the depth information, the
cameras that use ToF technology would be more advisable to be used
for indoor applications, such as animal phenotyping, followed by
cameras that use structured light technology. Stereoscopy-based technology presented the worst performance for this application.

Table 7
Averages and standard errors obtained (N = 45) for length ratio (px cm−1) and
area ratio (px cm−2), for the four positions on image (1 – center, 2 - edge on the
horizontal axis, 3 - edge on the vertical axis, 4- corner) and fifteen depth
cameras (three of each type).
Area Ratio (px cm−2)

Camera

Position

Length Ratio (px
cm−1)

CamBoard Pico Flexx

1
2
3
4

1.21
1.08
1.28
1.14

±
±
±
±

0.01a
0.01b
0.01c
0.01d

1.69
1.41
1.68
1.40

Intel® RealSense™
D435

1
2
3
4

4.16
4.38
4.46
4.58

±
±
±
±

0.07a
0.07b
0.07bc
0.07c

16.98
17.85
19.60
20.34

±
±
±
±

0.45a
0.45a
0.45b
0.45b

Microsoft Kinect v.1*

1
2
3
4

3.56
3.61
3.78
3.76

±
±
±
±

0.02a
0.02a
0.02b
0.02b

13.44
13.82
14.48
14.37

±
±
±
±

0.17a
0.17a
0.17b
0.17b

Microsoft Kinect v.2*

1
2
3
4

2.14
2.09
2.42
2.27

±
±
±
±

0.02a
0.02b
0.02c
0.02d

5.13
5.03
5.86
5.21

ZED Stereo Camera

1
2
3
4

9.35
9.28
9.46
9.59

±
±
±
±

3.89
3.77
3.64
3.93

86.70
82.41
86.81
89.56

±
±
±
±

±
±
±
±

0.03a
0.03b
0.03a
0.03b

0.06ab
0.06a
0.06c
0.06b

±
±
±
±

75.07
67.40
67.09
73.07

a,b,c,d

Rows for each column of each camera section, with different superscripts
are significantly different (p < 0.05).
* Microsoft Kinect v.1 showed significant interaction between position and
size of the foam board square for length ratio. Microsoft Kinect v.2 showed
significant interaction between position and size of the foam board square for
both area ratio and length ratio.

V=a×M+b
where

V = volume, in cm3;
M = mass, in kg;
a = coefficient;
b = coefficient.
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Fig. 10. Average distance from camera to the foam board square (m) versus actual distance (m) and residuals of the measurements for Intel® RealSense™ D435. Note
the predictable and repeatable pattern in the residuals.

3.5.2. Camera evaluation in simulated and crop field environments
Depth images of corn rows obtained with all cameras can be seen in
Fig. 16. The structured light camera (Microsoft Kinect v.1) was the only
camera that did not provide useful information in the field. Because the
plants were tall enough to provide shade, the ToF cameras (CamBoard
Pico Flexx and Microsoft Kinect v.2) generated useful information.
However, taking in to consideration their performance on the outdoor
section of experiment 3 of this paper, it is likely these cameras would
have difficulties generating images in certain situations in the field.
The corn rows and the gap between them were discernable on the
images, especially for Microsoft Kinect v.2 and Intel® RealSense™ Depth
Camera D435. The manually acquired row spacing, in pixels, for both
the RGB and depth images were transformed to metric units using Eq.
(3) and theoretical coefficients presented in Tables 3 and 4 of the
second experiment. These values are presented on Fig. 17 and the absolute percentage residuals of these measurements are provided on
Table 12. All cameras, but Pico Flexx presented acceptable residuals.
The smallest residuals for depth images were obtained for ZED Stereo
Camera, followed by Microsoft Kinect v.2 and Intel® RealSenseTM. For
the RGB images, ZED Stereo Camera also presented the smallest residuals, followed by Kinect v.1 and Intel® RealSenseTM. Because ZED
did not show any differences between the different positions for dimensions’ acquisition, camera calibration concerning image distortion
on the borders of the image is less important and, therefore, it was
expected that the unit transformation equations for this camera would
show smaller errors without a previous calibration. Because the spacings were manually selected in the images, further investigation is
needed in how these points could be automatically selected for row
spacing acquisition on depth images. When looking into automatic
image processing and segmentation, it is visible (Fig. 17) that Kinect v.2

presented the most discernible shapes, followed by RealSense™. Taking
into consideration that the ToF cameras would likely have difficulties in
certain field situations, i.e. with less shadows and in a more open space
(younger plants), RealSenseTM would be the best camera for this application. This preliminary investigation indicated the potential uses of
off-the-shelf depth cameras for autonomous applications given that
estimating the distance between the crop rows could allow a small
robotic machine to autonomously navigate for under the canopy sensing (see Table 13).
3.6. Final considerations
In this section, overall observations about the cameras are pointed
out:
i. For outdoor use, both ZED Stereo camera (StereoLabs) and
Microsoft Kinect v.1 generate overexposed RGB initial images
(Fig. 18).
ii. When acquiring single images, Intel® RealSense™ Depth Camera
D435 can produce non-usable images after camera is triggered a few
times (Fig. 19). With this, the camera has to be restarted in order to
produce useful images again.
iii. Time-of-flight cameras produce unreadable zones on the corner of
images (Fig. 20), so positioning of objects should be carefully considered.
i. Some of these cameras are not available for commercialization
across the globe. User has to consider costs for international shipping if camera is not available in their country. Microsoft Kinect v.2
is not being produced anymore.

Fig. 11. Average distance from camera to the foam board square (m) versus actual distance (m) and residuals of the measurements for Microsoft Kinect v.1.
10
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Fig. 12. Average distance from camera to the foam board square (m) versus actual distance (m) and residuals of the measurements for Microsoft Kinect v.2.

Fig. 13. Average distance from camera to the foam board square (m) versus actual distance (m) and residuals of the measurements for ZED Stereo Camera
(StereoLabs). Note the predictable and repeatable nature of the residuals.

Fig. 14. Sample depth images acquired from the grow-finish pigs for all five cameras used: (a) Microsoft Kinect v.1, (b) Microsoft Kinect v.2, (c) CamBoard Pico Flexx
(PMD Technologies), (d) ZED Stereo camera (StereoLabs) and (e) Intel® RealSense™ Depth Camera D435. Cameras were firmly mounted at a distance of 1.70 m above
the floor.
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Table 9
Maximum distance (m) that depth cameras can acquire data for both indoor and outdoor environments and possibility of performing dimensions’ measures outdoor.
Camera

CamBoard Pico Flexx

Intel® RealSense™ D435

Microsoft Kinect v.1

Microsoft Kinect v.2

ZED Stereo Camera

Max. Distance Indoor (m)
Max. Distance Outdoor (m)
Measurement Outdoor

7.0
1.0
No

20.0
20.0
Yes

4.0
0.0
No

7.0
2.0
No

20.0
20.0
Yes

Fig. 15. Linear regressions of volume versus pig mass obtained with 5 different depth cameras: (a) Microsoft Kinect v.1, (b) Microsoft Kinect v.2, (c) CamBoard Pico
Flexx (PMD Technologies), (d) ZED Stereo camera (StereoLabs) and (e) Intel® RealSense™ Depth Camera D435. A total of 15 pigs were used develop equations;
coefficients are shown in Table 11.
Table 10
Coefficients of residuals power curves for Intel® RealSense™ D435 and ZED Stereo Camera, indoor and outdoor.
Coefficients indoor1

R2

Camera

a

b

Intel® RealSense™ D435
ZED Stereo Camera

0.054
0.019

1.466
1.766

1

0.991
0.993

Coefficients outdoor1

R2

a

b

0.049
0.008

1.597
1.049

0.991
0.978

residualsm = a × (Distance from the camera)b .

Table 11
Average distances (m) and standard deviation (m) of points within foam board square obtained by five depth cameras, for the ten analyzed distances. “-” indicates
that the camera did not generate an image of the square at the specific distance.
Camera Distance (m)
Actual Distance (m)

CamBoard Pico Flexx

Intel® RealSense™ D435

Microsoft Kinect v.1

Microsoft Kinect v.2

ZED Stereo Camera

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

–
–
0.28
0.39
0.49
0.59
0.68
0.78
0.88
0.98

–
0.20
0.30
0.41
0.51
0.61
0.71
0.81
0.91
1.02

–
–
–
–
–
–
–
0.80 ± 0.09*
0.90 ± 0.10*
1.00 ± 0.11

–
–
–
–
–
–
–
0.81 ± 0.05*
0.91 ± 0.06*
1.01 ± 0.07

–
–
–
–
–
–
0.71
0.80
0.90
0.99

±
±
±
±
±
±
±
±

0.04
0.05
0.06
0.11
0.11
0.11
0.11
0.11

±
±
±
±
±
±
±
±
±

0.03
0.03
0.03
0.04
0.07
0.07
0.08
0.07
0.08

±
±
±
±

0.08*
0.10
0.09
0.09

* These images, although showed some parts of the foam board square with reliable distance information, did not contain reliable shape information, i.e. square
was partially on the picture.

4. Conclusions

different cameras were tested for their suitability to be used in agriculture applications. Significant, but small camera to camera differences were found for ZED Stereo Camera and Kinect v.1 camera
(p < 0.05). Increases in measurements standard deviation were found

Low-cost depth-cameras use one or a combination of three technologies: structured light, time-of-flight (ToF), and stereoscopy. Five
12
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Fig. 16. Depth images acquired from the corn field for all five cameras used: (a) Microsoft Kinect v.1, (b) Microsoft Kinect v.2, (c) CamBoard Pico Flexx (PMD
Technologies), (d) ZED Stereo camera (StereoLabs) and (e) Intel® RealSense™ Depth Camera D435. Note figure a has no useful data because Kinect v.1 does not
provide depth images outdoors.
Table 13
Absolute percentage residual (%) for corn rows’ spacing collected, in pixels, on
RGB and Depth images provided by five cameras tested - CamBoard Pico Flexx
(PMD Technologies), Intel® RealSense™ Depth Camera D435, Microsoft Kinect
v.1, Microsoft Kinect v.2, and ZED Stereo camera (StereoLabs) - and transformed to cm using Eq. (2) developed on this paper. CamBoard Pico Flexx does
not provide RGB images, and Kinect v.1 did not provide useful depth data on
the corn field.

Fig. 17. Corn rows’ spacing acquired with all five cameras tested: CamBoard
Pico Flexx (PMD Technologies), Intel® RealSense™ Depth Camera D435,
Microsoft Kinect v.1, Microsoft Kinect v.2, and ZED Stereo camera (StereoLabs);
for both the RGB images and depth images. Distance information for the RGB
data unit transformation was manually acquired. CamBoard Pico Flexx does not
provide RGB images, and Kinect v.1 did not provide useful depth data on the
corn field.

R2

Camera

a

b

CamBoard Pico Flexx
Intel® RealSense™ D435
Microsoft Kinect v.1
Microsoft Kinect v.2
ZED Stereo Camera

1281.5
1679.1
1411.0
1347.0
606.5

12599.0
11146.0
3497.6
3643.9
35054.0

1

Absolute Percentage
Residual RGB

Absolute Percentage
Residual Depth

CamBoard Pico Flexx
Intel® RealSense™ D435
Microsoft Kinect v.1
Microsoft Kinect v.2
ZED Stereo Camera

–
1.50
0.82
2.20
0.57

14.81
5.12
–
3.56
0.47

for all cameras as the distance between camera and object increased;
however, Intel® RealSense™ camera had a much larger increase. Timeof-flight cameras had the smallest error between different sizes of objects but had non-readable zones on the corners of the images. Errors in
area and length measurements were found to differ at different positions in the image for all cameras except ZED. This distortion is greater
in the vertical axis of the image for all cameras, except CamBoard Pico
Flexx. Cameras that use stereoscopy-based technology can be used for
outdoors applications. Cameras that use ToF technology, although
provide some data on outside environments, should be used outside
only if necessary and in a close range (up to 1.0–2.0 m). All cameras
provide useful distance data indoors, and the stereoscopy cameras have
both a larger range of operation and larger errors, that increase with
increasing distances in a predictable and repeatable way. Considering
both the smoothness of the shape provided and the error associated
with the depth information, the ToF cameras will work best for housedanimal phenotyping, followed by cameras that use structured light
technology. For outdoor applications, stereoscopic cameras provided
the widest range of operation and more reliable data on extremely lit
environments, i.e. the sun light. The errors associated with those
cameras were predictable and repeatable, which is an indication that a
calibration is possible to guarantee the most accurate measurements.

Table 12
Coefficients and determination coefficient (R2) of linear regression equations
for predicting mass (kg) from volume (cm3).
Coefficients1

Camera

0.960
0.953
0.901
0.979
0.798

volumecm3 = a × masskg + b .
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Fig. 18. Overexposed initial RGB images (a–f) before stabilization (g and h).

Fig. 19. Intel® RealSense™ Depth Camera D435 can produce non-usable images after camera is triggered a few times for single pictures. (a) shows an unusable image
and (b) shows an image of the same scene after the camera was restarted.

Fig. 20. Unreadable zones on the corner of images generated by time-of-flight cameras: (a) Microsoft Kinect v.2, (b) Camboard Pico Flexx (PMD Technologies).

Some depth cameras have added features that allow for position of the
camera to be recorded. These added features are helpful for autonomous applications to capture plant phenotypic data or crop growth
data; in addition, these cameras can be used to provide input for autonomous robot navigation.
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