In this paper, we consider a finite-dimensional approximation scheme combined with Tikhonov regularization for solving ill-posed problems. Error estimates are obtained by an a priori parameter choice strategy and the results show that the amount of discrete information required for solving the problem is far less than the traditional finite-dimensional approach.  2005 Elsevier Inc. All rights reserved.
Introduction
It is well known (cf. [4] ) that Tikhonov regularization is one of the useful tools for solving an ill-posed problem of the form Ax = y, (1.1) where A is a bounded linear operator between suitable function spaces. In Tikhonov regularization, what one solves is a family of well-posed equations (A * A + αI )x α = A * y, α > 0, (1.2) and if the data y is not available exactly, but an approximation of it, namelyỹ, is available, then one solves (A * A + αI )x α = A * ỹ , α > 0, (1.3) instead of (1.2). The necessity of regularization procedures for the problem (1.1) arise from the fact that even the problem of finding the generalized solutionx = A † y, where A † is the Moore-Penrose generalized inverse of A, can be ill-posed if R(A) is not closed. One of the well-known examples for (1.1) is the Fredholm integral equations of the first kind.
In the sequel, we assume that A : X → X is a linear compact operator acting on a Hilbert space X. If one employs Tikhonov regularization as a tool for solving (1.1), it can be seen using spectral results that (cf. [4] )
x − x α → 0 as α → 0 and x α −x α y −ỹ 2 √ α .
Moreover, ifx ∈ R((A * A) ν ), 0 < ν 1 and y −ỹ δ, for some δ > 0, then by choosing α ∼ δ 2/(2ν+1) we have
It is known (cf. [4] ) that the above rate is optimal and the best rate possible for Tikhonov regularization is O(δ 2/3 ) which is achieved for ν = 1. In applications, Eq. (1.3) is usually solved using numerical procedures. In such cases, one considers an approximated form of (1.3), namely, (A * n A n + αI )x α,n = A * nỹ , α > 0, (1.4) with A n − A → 0 as n → ∞. For example, in projection method, one looks for an elementx α,n in a finite-dimensional subspace X n of X such that A * Ax α,n + αx α,n , u = A * ỹ , u ∀u ∈ X n . (1.5) This is equivalent to solving the equation (P n A * AP n + αI )x α,n = P n A * ỹ , (1.6) where P n : X → X is the orthogonal projection onto X n . If X is separable and {e 1 , e 2 , . . .} is an orthonormal basis of X, then P n may be given by
x, e j e j , x ∈ X.
Since each P n is of finite rank, Eq. (1.6) can be reduced to a matrix equation which can be solved numerically. Recent works of P. Maass et al. [5] shows that proper choice of the approximation schemes can result in better advantage in terms of computational complexity than the traditional approaches. One can construct a finite-dimensional operator in such a way that it not only preserves the optimality properties but also has computational advantage with respect to the amount of discrete information required for computing the solution. In the following, for r > 0, let X r be a dense subspace of the Hilbert space X with the norm
where L r : X ⊂ X r → X is a closed linear operator. If A : X → X, B : X r → X and C : X → X r are bounded operators, we shall denote their norms by A , B r,0 , C 0,r , respectively. We assume that the operator A : X → X has certain smoothness properties. We consider two sets of properties namely,
and
where γ 1 , γ 2 , γ 3 are positive real numbers, and carry out our analysis in two cases with respect to these smoothness properties. An approximation scheme under our consideration is
where (P j ) defined by P j x = dimV j j =1 x, e j e j , x ∈ X, is a sequence of orthogonal projections on the finite-dimensional subspaces
Further we assume that the sequence of projections has the approximation property, I − P j r,0 κ r 2 −rj for all j ∈ N, r > 0, (1.10) where κ r 1 is independent of j and each (i, j ) corresponds to (e i , Ae j ) and (e i ,ỹ) lie in a finite plane
The left-hand side of (1.9) should be treated as a notation. The advantage of these kind of schemes in comparison with traditional projection schemes is that instead of using all the discrete information on a plane with m × m points, one only needs a portion of these discrete information for computation of the solution (see the figure below). The basic idea of these type of construction comes from the wavelet analysis (cf. [1] ). Apart from discussing the computational advantage of our scheme over the traditional schemes, the significance of the consideration of two smoothness properties for our analysis is two-fold. First, we want to emphasise the fact that with the specific smoothness property, our scheme can be considered as an approximation of A with the weak condition
Secondly, we want to point out that the smoothness of the operator can result in better estimates and really exploits the specific structure of the discretization scheme.
The smoothness assumptions and approximation property can be illustrated through an example by taking A as an integral operator,
dt and P j be the orthogonal projection onto the span of {e 1 , e 2 , . . . , e j }, where {e i } is an orthonormal basis of Haar-wavelet functions in X, namely, e 1 (t) = 1 for all t ∈ [0, 1], and for m
In such situations, it can be shown that I −P j r,0 κ r 2 −rj . Moreover, if the kernel k(s, t) of the integral operator has mixed partial derivatives and 
Error estimate
In this section, we carry out the convergence analysis of the proposed scheme and obtain the error estimate under specific smoothness assumptions. In order to carry out our analysis, we require few results which will be derived as follows.
Lemma 2.1. Suppose A satisfies the smoothness property S 1 , then for every m ∈ N ,
1)
and, in addition, to the above results, if A satisfies the property S 2 , we have
Proof. Proof follows from the smoothness assumptions and the approximation property. 2
Lemma 2.2. If A satisfies the smoothness property
S 2 , then, for i, j ∈ N , A * (P i − I )A(P j − I ) = O 2 −(2i+j)r .
Proof. We observe that
Therefore, by using Lemma 2.1, we get
The following result shows that our scheme does not satisfy A − A m → 0 but satisfies (A − A m )A → 0 as m → ∞ with specific smoothness assumption.
Lemma 2.3. Suppose A satisfies the smoothness property S 1 then
A − A m = O(1) and (A − A m )A = O(m2 −mr ).
Proof. We observe that
Also,
Hence, by using the relation (1.10) and the result in Lemma 2.1 with property S 1 , we have
Thus, we have
Thus, we have (A −
We also want to point out that one can have the strong convergence, A m − A → 0 as m → ∞, with the smoothness property S 2 . It is an easy exercise to show that A m − A = O(m2 −mr ) with the property S 2 .
Lemma 2.4. If A satisfies the smoothness property S 1 , then
If A satisfies the smoothness property S 2 , then
Proof. We will give the estimate for (A * m −A * )A , and the estimates for A * A−A * m A m can be derived in a similar manner. The second estimate is given only for reference purpose and not for computing the error estimate. Since
we have
Hence,
Therefore,
By using Lemma 2.1, we now have
We have
We observe that
By taking i = k and j = m − k in Lemma 2.2 and using S 2 , we have
Hence, by using the estimates (2.8) and (2.9), we have
Hence the proof is completed. 2 Lemma 2.5. If A satisfies the smoothness property S 1 , then
Proof. From the definition of A m , we have
Now,
so that using (1.10) and Lemma 2.1,
If A satisfies the smoothness property S 2 then, using (2.10), (2.11) and Lemma 2.1, we see that
For α > 0 and m ∈ N , let One can obtain an error estimate using the estimates (A * m − A * )A and A * m A m − A * A as shown in [5] but to get a better estimate we follow a different approach.
Recall from Schock [7] that, ifx
Using the spectral theory result,
with A m in place of A, we have
Thus, 
Proof. We observe that
Since y = Ax,
Using the property A * m (I − P m ) = 0, we have
Hence, by using Lemmas 2.4 and 2.5 and the relations (AA * + αI ) −1
Now by the assumptionx ∈ R((A * A) ν ), 0 < ν 1, and the spectral theory results
whereû andv are such that
We see that if A satisfies the smoothness property S 1 , then
and if A satisfies the smoothness property S 2 , then
We now state the main theorem, giving an estimate for x −x α,n which is crucial for the result in the next section as well.
Theorem 2.7. Suppose y ∈ R(A) and A satisfies the smoothness property S
where ω = min{ν + 1/2, 1}.
In particular, if 0 < ν 1/2, then
Proof. Recall from (2.12) that
Hence by using the estimate for (R α − R α,m )y given in (2.14), we get the required result. 2
From the above theorem, we derive the following result with an a priori choice of the regularization parameter. Proof. Proof follows from the estimate given in Theorem 2.7. 2
If one uses the second set of smooth properties S 2 , one can get a better result as given below.
Theorem 2.9. Suppose y ∈ R(A), A satisfies the smoothness property S 2 and ifx ∈ R((A
In particular, if 0 < ν 1/2, then 
Discussion on computational complexity
In this section, we discuss the advantage of the method (1.9) over the known projection methods in terms of their computational complexities. The system to be solved in each case has the form
where A N is a finite rank approximation of A, obtained using projections. We compare the computational complexity in terms of number of inner products required to solve the above system with different A N 's. For convenience, we use the following notation:
Card I.P: number of inner products.
Case I.
A N = P m AP m . In this case, we will be solving an m × m system and the number of inner products used for computation is
Ifx ∈ R((T * T ) ν ), then from Theorem 3.1 of Plato and Vainikko [6] and Lemma 2.1, it follows that
(2ν+1)r . Therefore, solving (3.1) with P m AP m x i e i by solving (3.1) with A N = AP m . This is equivalent to solving a system
Here inner products of the form Ae j , Ae i and ỹ, Ae i are used and the total number of inner products required are
Ifx ∈ R((A * A) ν ), then using the relation (2.10) of George and Nair [2] and Lemma 4.3 of Plato and Vainikko [6] , it is seen that for getting the optimal order O(δ 2ν/(2ν+1) ), the condition required on m with A satisfying the smoothness property (1.7) is that 2 m ∼ δ −2ν r(2ν+1)p , where p = min{2ν, 1}. If 0 < ν 1/2, then p = 2ν and when 1/2 < ν 1, p = 1. Hence,
In this case, the inner products involved are e i ,ỹ and e i , Ae j for 
Ifx ∈ R((A
*
Numerical experiments
Though our main purpose was to study the convergence analysis of the discretization scheme, we carry out some numerical experiments in this section to illustrate that the proposed scheme is implementable.
Consider the Hilbert space X = L 2 [0, 1] and {e 1 , e 2 , . . .}, the Haar orthonormal basis of piecewise constant functions, where e 1 (t) = 1 for all t ∈ [0, 1], and for m
with the kernel
We take X r with r = 1 as the Sobolev space of functions f with derivative f ∈ L 2 [0, 1]. We consider two examples for our discussion. In the first example, we take ν = 1/2 and hence by Theorem 2.8, choosing α ∼ δ and m2 −m ∼ δ, we get the optimal rate x −x α,m = O(δ 1/2 ).
In the second example, we take ν = 1 and hence by Theorem 2.8, choosing α ∼ δ 2/3 and m2 −m ∼ δ, we get the optimal order x −x α,m = O(δ 2/3 ).
For illustration, we take s = 1 and a randomly perturbed dataỹ with ỹ − y δ. We consider two cases with data error as 10% and 15%. For computing the solution, we followed LU decomposition techniques. Probably, one could use an iterative method for implementation. The numerically computed x −x α,m is denoted byẽ α,m . Actual data for Examples 1 and 2 are shown in Figs. 1 and 2 , respectively. Perturbed data with an error of 10% and 15% for Example 1 is shown in Figs. 3 and 4 and, for Example 2 is given in Figs. 5 and 6, respectively. Numerical results of Example 1 are given in Table 1 and that of Example 2 is given in Table 2 . The number of inner products used for solving a 64 × 64 system in the case of new scheme is 256 whereas that of the other two cases is 4096. Similarly, for solving a 128 × 128 system, the new scheme used 576 inner products and in other cases, it is 16384. In the case of new scheme, computed solution plotted against the actual solution when data error is 10% is shown in Fig. 7 for Example 1 and that for Example 2 is given in Fig. 8 . A combined solution obtained in different cases for Examples 1 and 2 are respectively given in Figs. 9 and 10. Such solutions are obtained by solving a system of size 64×64. Similarly when data error is 15%, the new scheme solution for Examples 1 and 2 are given in Figs. 11 and 12. The respective combined solutions are shown in Figs. 13 and 14. In the this case, solutions are obtained by solving a system of size 128 × 128. During the numerical experiments, it is observed that choice of α is very significant for getting a more accurate solution. We have chosen α depends on δ namely, α ∼ δ in Example 1 and α ∼ δ 2/3 in Example 2. One pertinent question is that in practice, if one does not have the actual knowledge about the data error, how one would choose the parameter α? In such cases, it is desirable to choose α that depends on m. This fact is more clear from Theorem 2.8 where we can choose α depends on m too. Had α been chosen depending on m in our examples namely, α ∼ m2 −m in Example 1 and α ∼ (m2 m ) 2/3 in Example 2 we would have obtained similar results. This is illustrated in Table 3 . From the numerical results, it is evident that our scheme achieves the same result with less discrete information compared with other traditional schemes. 
Conclusion
In this paper, we carried out the convergence analysis of a finite-dimensional approximation scheme and compared it with traditional projection schemes. From our theoretical as well as numerical investigation, it is evident that this scheme has an edge over other traditional schemes in terms of the amount of discrete information for solving the problem. Though we carried out the complexity analysis only with the smoothness property S 1 , similar conclusions can also be drawn if one uses the smoothness property S 2 . Extending this work to a class of regularization methods and a posteriori parameter choice strategy is under investigation.
