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I N T R O D U C T I O N
In the advancement of scientific knowledge, due to the great development of
computer resources occurred in the past 40 years and to the continuous im-
provement of algorithms and methods, computational simulations are playing
an increasingly important role. For the study of the complex systems, the com-
putational methodologies use mathematical models to get the quantities of
interest. Computer simulations have multiple functions: the calculated results
are useful in interpreting the experimental data; systems that are not accessible
through experiments can be studied by simulations; calculations allow to pre-
dict unobserved behaviours and can suggest new experimental investigations.
The computational approach is therefore complementary to the theoretical and
experimental ones.
Chemistry is a complex science whose theoretical foundations are very solid.
Quantum and statistical mechanics provide a very satisfactory conceptual ba-
sis, rationalizing large part of the chemical phenomena. Unfortunately, analyt-
ical solutions of the equations of these theories are unavailable even for very
simple molecular systems. For these reasons, the computational approach in
chemistry is particularly fruitful. One of the fundamental goals of computa-
tional chemistry is the solution of the time-independent Schrödinger equation:
HΨ(R) = EΨ(R) (1)
For a molecular system, the Hamiltonian, H, in the electrostatic approximation
is
H = −
∑
i
 h2
2me
∇2i −
∑
N
 h2
2MN
∇2N −
∑
i
∑
N
ZNe
2
riN
+
∑
i<j
e2
rij
+
∑
N<M
ZNZMe
2
rNM
(2)
where i and j run over electrons, M and N run over nuclei, me is the mass of
the electron, MN is the mass of the nucleus N, ZN is the charge of the nucleus
N, ∇2 is the Laplacian operator, and rab is the distance between particles a
and b. When possible, the Schrödinger equation can be treated within Born-
Oppenheimer approximation in which the motion of electrons and nuclei is
decoupled. That is, the wave function is factorized into the electronic and nu-
clear part. The solution of the electron equation (eq. 3) provides a wealth of
information: molecular geometries, thermodynamic and kinetics quantities, ex-
citation energies, electrical, magnetic, and optical properties, etc.
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(Hel + VN)Ψel(Ri;RN) = Eel(RN)Ψel(Ri;RN) (3)
Solving it for a full set of nuclear geometries, a potential energy hypersurface
(PES) over which the nuclei move is defined. The knowledge of the PES for a
given chemical system allows to perform dynamic simulations that provide
decisive informations on the chemical reactivity.
A large variety of approximate methods have been developed to calculate the
PES or at least the energies of the critical points, namely the local minima and
the saddle points. Currently, among the many methods available, two emblem-
atic ones are density functional theory (DFT) and coupled-cluster with single
and double plus perturbative triple excitations (CCSD(T)). CCSD(T) provides
very accurate results, when used with large basis sets it is able to approach
the so-called chemical accuracy. The chemical accuracy means that the results
obtained are affected by errors smaller than 1 kcal/mol when energy differ-
ences are computed. However, CCSD(T) is a very expensive method, has a
bad scaling (N7) with respect to the size of the systems and therefore it has a
limited applicability. On the other hand, the DFT methods are much less com-
putationally expensive and have a more favourable scaling (N3 - N4). However,
they do not provide the same accuracy of CCSD(T) and the results are highly
dependent on the type of functional used.
In the last years, the quantum Monte Carlo (QMC) methods have been used
in an increasing number of applications in quantum chemistry. In particular,
Diffusion Monte Carlo in the fixed node approximation (FN-DMC) has proven
to be very reliable. Accurate results were obtained in calculations on com-
pounds of transition metals, in atomization energies of small molecules, in
the excitation energies of molecules of biological interest, in the calculation
of intermolecular forces. In order to extend the applicability of the method,
pseudopotentials specifically developed for QMC were introduced. Despite FN-
DMC is a very time-consuming method, it has a favourable scaling (N3 - N4)
and takes full advantage of parallel computing. Thus, the field of applicability
of QMC is potentially wider than that of CCSD(T) and it is a candidate to be
considered as the gold standard for systems of medium size. FN-DMC, however,
still poses some open issues from the methodological point of view. In par-
ticular, the choice of the trial function is a fundamental aspect for the proper
functioning of the method that has not yet found an optimal solution. Most
of the calculations performed so far with QMC have used single determinant
Jastrow-Slater (J-S) wave function as trial function. Wave functions of this type
have given good performances in some applications, but they can not describe
in a balanced way all the critical points of a PES of a complex chemical system.
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In order to correctly describe transition states, dissociation of bonds, excited
states, it is necessary to resort to multideterminantal J-S wave functions.
The aim of this thesis is to identify a procedure allowing us to use QMC in
the balanced description of a complex PES. In addition to get accurate results,
we aspire to maintain a favourable scaling and to respect the size-extensivity,
because we intend to apply the recipe to systems of biological interest. We
conducted an exploratory study on PES of the NH2NO molecule using trun-
cated complete active space self consistent field (CASSCF) J-S wave functions.
The results were not satisfactory. The truncation presents problems of arbitrari-
ness, the size-extensivity is not satisfied and the CASSCF calculations become
the bottleneck when the size of the molecules increases. We then developed a
new class of J-S trial functions constructed with localized orbitals. These wave
functions are size-extensive and have a number of configuration state functions
(CSFs) that scales linearly with the size of the system. We assessed the perfor-
mances of our trial functions by calculating the binding energies and height
barriers of chemical reactions with excellent results. Finally, we have applied
the proposed methodology to the study of the mechanism of activation of a
potent carcinogen: the dimethylnitrosamine (NDMA).
The accuracy of our results is comparable to that of CCSD(T) data calculated
with a large basis set, but the applicability of our QMC methodology is wider
than CCSD(T) calculations. Despite the DFT calculations are much less expen-
sive than QMC, in all comparisons carried out, the functionals tested do not
give performances as good as QMC.
The thesis is structured as follows:
• Chapter 1: In this chapter, we introduce briefly the theoretical founda-
tions of variational Monte Carlo (VMC) and diffusion Monte Carlo (DMC)
methods.
• Chapter 2: In this chapter, we test the use of truncated CASSCF wave func-
tions as trial functions for QMC. We intend to verify whether these wave
functions can describe consistently all the critical points of a complex po-
tential energy surface. As a study model, we choose the NH2NO system,
because there are available data in the literature calculated with methods
at a high level of theory and that can be used as a reference. The system
is also sufficiently complex. It includes three dissociative channels, transi-
tion states with stretched bonds, isomerizations, torsional equilibria; the
system is small enough so that the calculations are not too heavy; the sys-
tem is preparatory to the study of organic nitrosamines, molecules having
a significant biological interest as potential carcinogens; the potential en-
ergy surface of NH2NO is interesting because it is related to the thermal
De-NOx process. The results we present show that the truncated CASSCF
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wave functions are accurate for the calculation of the isomerizations and
torsional energy barriers. On the other hand, they are less able to describe
the fragmentations and energies barrier where a strong bond stretching
is involved. Due to the problems encountered in the fragmentations, we
have deepened the study of the dissociative channels of NH2NO, analyz-
ing the use of basis sets of increasing size. We also explored the use of
trial functions with different types of orbitals and different selections of
the determinants.
• Chapter 3: In this chapter we assess the use of pseudopotentials as source
of error in QMC calculations. We analyse[1] three different pseudopoten-
tials specifically designed for QMC calculations, namely those proposed
by Ovcharenko et al. [2] (OAL), Trail and Needs [3] (TN) and Burkatzki
et al. [4] (BFD). In particular, we study the error introduced by such ef-
fective potentials due to the neglect of all kind of response that the inner
electrons show when the chemical environment changes. The basic ansatz
for the use of effective core potentials (ECP) is that any polarization of
the core is negligible. In the literature, several studies of this kind can
be found with the attention posed essentially to systems with large cores
(see, for example, [5, 6]). For the first-row atoms, we have only two elec-
trons in the K shell and it is commonly accepted that their polarization is
negligible. Nevertheless, if we want to deal with chemical accuracy this
is not completely true and some attention should be given especially con-
sidering that carbon, oxygen an nitrogen are the main constituents of the
molecules involved in biological processes. In order to evaluate the errors
introduced by the pseudopotentials we analyse the atomization energy of
the diatomic molecules constituted by the B, C, N, O, F atoms. For this
study we used the CCSD(T) method and atomic gaussian basis sets large
enough to ensure high quality non relativistic electronic energies.
• Chapter 4: This is the core of the thesis. We propose a new class of
multideterminantal Jastrow-Slater wave functions designed to describe
complex potential energy surfaces of molecular systems for use in quan-
tum Monte Carlo (QMC). The determinantal part of the wave function
is inspired by the Generalized Valence Bond - Perfect Pair (GVB-PP)
form [7, 8] but the number of configuration state functions (CSFs) scales
linearly with the size of the system. In order to achieve linear scaling,
we exploit the localization of the orbitals, which emerges naturally in the
GVB method when the wave function is optimized. The localization of
the orbitals allows us to classify the CSFs according to the electron pairs
they correlate. Since we find that the correlation between adjacent pairs
is the most important, we adopt a geometric criterion for truncation of
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the wave function that respects size-extensivity. We further classify the
CSFs according to the occupations of the bonding and antibonding or-
bitals of the electron pairs and, for a representative set of molecular sys-
tems, we identify a hierarchy of importance for these classes by analysing
the CISDTQ wave functions built with localized orbitals. The gradual
introduction of these classes of CSFs allows the construction of an or-
dered set of wave functions of increasing complexity. We called these
wave functions J-LGVBn, where n is the order in the hierarchy. To as-
sess the performance of our wave functions, we compute the dissociation
energy of N2H4, HNO2, CH3OH, and CH3NH2. The fragmentation of
these molecules requires a balanced description of the N-N, N-O, C-O,
and C-N bonds, which are among the most common bonds in biological
molecules. In all cases, we find that, already with the simplest forms of
our wave functions, we satisfy chemical accuracy and obtain dissociation
energies in excellent agreement with experiments and with the CCSD(T)
results computed with the large cc-pV5Z basis set.
• Chapter 5: In this chapter, we test the J-LGVBn wave functions, intro-
duced in chapter 4, for the calculation of barrier heights of chemical reac-
tions. The knowledge of the barrier height is fundamental to understand
the mechanisms of chemical reactions. On the other hand, the correct pre-
diction of barrier heights represents a major challenge for the methods
of quantum chemistry since the transition states have usually stretched
bonds. In these circumstances, generally a multireference approach is nec-
essary to obtain good results. So far, QMC has been applied to the study
of barrier heights only in very few cases. We recall (i) the pioneering work
of Barnett et. al.[9] and Anderson et al.[10, 11] on the reaction H + H2 →
H2 + H; (ii) the study of the reactions OH + H2 → H2O + H, the de-
composition of tetrazine and the isomerization of vinyl alcohol by Mitas
and Grossman [12]; (iii) the dissociation of the H2 molecule on silicon
surface[13]; (iv) the dissociation of the tetraoxygen molecule in molecular
oxygen[14]. This work is therefore an opportunity to extend the knowl-
edge on the performances of QMC and to compare it with the other meth-
ods of quantum chemistry. In order to obtain our goal, we considere three
hydrogen exchange reactions, a heavy atom exchange reaction, and a re-
action of association. All the selected reactions are included in standard
databases.
• Chapther 6: In this chapter, we apply the FN-DMC method to the study
of activation mechanism of a potent carcinogen: the dimethylnitrosamine
(NDMA). We use the J-LGVBn trial functions, introduced in the chapter
4. The J-LGVBn wave functions allow to deal with high accuracy systems
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large enough to be no longer treatable with CCSD(T) with large basis sets.
This interesting example is an opportunity to show a particular capabil-
ity of the J-LGVBn wave functions. The modular nature of the J-LGVBn
wave functions allows to treat at a different level of the theory the dif-
ferent parts of a molecule. We can treat at a low level of the theory the
zones that remain unchanged during the process we are studying, while
we can concentrate computational efforts on the parts where the chemi-
cal changes occur (formation and breaking of bonds). The results remark
the importance of a multideterminantal approach to obtain good perfor-
mances.
1
Q U A N T U M M O N T E C A R L O .
The quantum Monte Carlo (QMC) methods are a set of stochastic techniques
used in the solution of the Schrödinger equation[15, 16]. The most interesting
and most used in quantum chemistry are the variational Monte Carlo (VMC)
and diffusion Monte Carlo (DMC) methods. In the VMC method, the expecta-
tion values are calculated via Monte Carlo integration over the 3N-dimensional
space of electron coordinates. The DMC method is a projector approach where
a stochastic imaginary-time evolution is used to get a statistical representation
of the ground state wave function. The DMC method, in the fixed-node ap-
proximation, provides very good molecular electronic energies. It can recover
over the 90-95% of the correlation energy[17] and can approach the chemical
accuracy for the energy differences[18] in several applications.
1.1 variational monte carlo
VMC is the simplest of the QMC methods. It is based on the variational prin-
ciple in analogy to many ab initio methods, with the important difference that
the integrals are evaluated using a stochastic algorithm.
EVMC =
∫
Ψ∗T (R)HΨT (R)dR∫
Ψ∗T (R)ΨT (R)dR
(4)
Once selected a trial function, ΨT (R), the expectation value EVMC is calcu-
lated by means of the Metropolis algorithm[19]. If we write the equation 4 in
the following form:
EVMC =
∫
|ΨT (R)|2
(
HΨT (R)
ΨT (R)
)
dR∫
|ΨT (R)|2dR
(5)
the term HΨT (R)ΨT (R) is equal to the so-called local energy, EL(R), and the equation
4 becomes
EVMC =
∫
|ΨT (R)|2EL(R)dR∫
|ΨT (R)|2dR
(6)
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If we consider the ratio |ΨT (R)|
2∫
|ΨT (R)|2
as a probability density, P(R), we can eval-
uate EVMC through the simple average
EVMC ≈ 1
M
M∑
m=1
EL(Rm) (7)
provided that the Rm configurations (or walkers) are sampled consistently with
P(R). Here, Rm = (r1, r2, ..., rN) is a 3N-dimensional vector defining the coor-
dinates of the N electrons. In order to sample from P(R), the Metropolis algo-
rithm is used.
1.1.1 The Metropolis algorithm.
The Metropolis algorithm is a sampling method based on generation of a
Markov chain, used to obtain a sequence of configurations from a probabil-
ity distribution. It does not require the knowledge of the normalization of the
probability distribution. This is a great advantage, because in general the nor-
malization is not known or is difficult to calculate exactly.
The sufficient condition to get a sampling from a stationary probability den-
sity is the respect of the detailed balance: the probability to be in the walker R
and transit to R’ must be the same as to be in the walker R’ and transit to R
P(R)pi(R→ R’) = P(R’)pi(R’→ R) (8)
In order to achieve the condition of the detailed balance, it is useful to de-
compose the transition probability pi into a probability to sample the transition,
T , and a probability to accept the transition, A,
pi(R→ R’) = T(R→ R’)A(R→ R’) (9)
Substituting this relation in the equation 8, we get
A(R→ R’)
A(R’→ R) =
P(R’)T(R’→ R)
P(R)T(R→ R’) (10)
Thus, this expression does not uniquely define the acceptance probability,
but only a ratio. The Metropolis algorithm satisfies this condition by choosing
the following acceptance probability:
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A(R→ R’) =Min
(
1,
P(R’)T(R’→ R)
P(R)T(R→ R’)
)
(11)
The Markov chain, in VMC, is then generated according to the following
algorithm:
1. Put the walker at a random position R.
2. Move randomly the walker to a new position R’. The move is performed
using a Gaussian distribution function centred at R. The variance of the
Gaussian is chosen to obtain an acceptance around 50%. In the VMC
formalism the variance of the Gaussian is called "timestep", although it is
a time-independent quantity.
3. Accept or reject the move with probability Min
(
1, |ΨT (R’)|
2
|ΨT (R)|2
)
.
4. Accumulate the contribution to the local energy computed at the new
position if the move was accepted or at the old position if the move was
rejected.
5. Return to the step 2 and repeat.
To increase the efficiency of the simulation, it is possible to adopt the im-
portance sampling, i.e., to sample more in regions where the wave function is
large. In this case T(R’→ R) 6= T(R→ R’), thus in the point 3. of the algorithm
the acceptance probability of the moves must be set equal to the more general
expression Min
(
1, T(R’→R)|ΨT (R’)|
2
T(R→R’)|ΨT (R)|2
)
.
1.1.2 Statistics in Variational Monte Carlo.
The VMC energy is the average value of the local energy, EL(R), sampled ac-
cording to P(R) (eq. 7). Thus, an error is associated to this average value:
EVMC = 〈EL〉 ± σEVMC (12)
The variance of the local energy can be estimated from the relationship
σ2EL =
∑M
i=1 (Ei − 〈EL〉)2
M− 1
(13)
But 〈EL〉 computed from a sampling of M values is not the mean value of
the distribution. However, if M is large enough, as a consequence of the central
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limit theorem, 〈EL〉 is normally distributed around the mean value and the
uncertainty on the estimate is
σ2EVMC =
∑M
i=1 (Ei − 〈EL〉)2
M(M− 1)
=
σ2EL
M
(14)
Therefore, the error in the estimate of the integral decreases with 1√
M
. The
relationship 14 is valid for a set of uncorrelated energies. The serial correlation
leads to the underestimation of the error. A correct estimate can be obtained
from the expression:
σuncorr =
σcorr√
τ
(15)
where σcorr is calculated from the equation 14 and τ, the time-correlation, is
a measure of the rate of decay in the correlation between the sampled local
energies.
1.1.3 The trial functions.
The performance of the method is decisively influenced by the quality of the
trial function, which is also reflected by the value of σ2EVMC in equation 13. A
good trial function ensures high accuracy and increases the efficiency of the
calculation. We remind that for the exact wave function, EL is a constant and
consequently σEL = 0.
The stochastic integration allows considerable freedom in the choice of the
functional form of the wave function. The unique properties that they must
satisfy are:
1. ΨT and ∇ΨT must be continuous wherever the potential is finite.
2. The integrals
∫
Ψ∗TΨT and
∫
Ψ∗THΨT must exist.
3. The integral
∫
Ψ∗TH
2ΨT must exist to keep the variance of the energy
finite.
4. ΨT has to satisfy the Pauli principle.
We do not dwell further in the discussion of the trial functions, as it will be
the subject of the next two chapters.
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1.2 diffusion monte carlo.
Diffusion Monte Carlo (DMC) is a method that exploits the formal analogy
between the Schrödinger equation in imaginary time
∂Ψ(R, τ)
∂τ
= D∇2Ψ(R, τ) − VΨ(R, τ) (16)
and the generalized diffusion equation
∂C
∂t
= D∇2C− kC (17)
The general solution of the equation 16 is
Ψ(R, τ) =
∞∑
i=0
aie
−Eiτφi(R) (18)
where {φi} and {Ei} are the complete sets of eigenfunctions and eigenvalues of
H. For a system with a time-independent potential, for τ→∞ the unique term
that survives in the linear combination is that relative to the ground state:
Ψ(R, τ→∞) = a0e−E0τφ0(R) (19)
If we interpret the wave function as a probability density, we can simulate
the time evolution as in a physical process of diffusion. In order to propagate
the wave function in the imaginary time, the general method is the application
of the Green’s function. The Schrödinger equation in imaginary time can be
expressed in the integral form
Ψ(R’,∆τ) =
∫
G(R→ R’;∆τ)Ψ(R, 0)dR (20)
where G, the Green’s function, is defined as
G(R→ R’;∆τ) = 〈R’|e−∆τH|R〉 (21)
if we use the spectral expansion
〈R’|e−∆τH|R〉 =
∑
i
φ∗i (R’)e
−τEiφi(R) (22)
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In DMC, we do not have an analytical form of the wave function, instead,
it is represented by a set of walkers. If the initial state is not orthogonal to
the ground state, the propagation of the walkers provides a statistical repre-
sentation of the exact wave function of the ground state. However, we need an
explicit form of the Green’s function which is unknown. To solve this problem
the short-time approximation is used.
1.2.1 The short-time approximation.
In DMC, to obtain an explicit form of the Green’s function, the theorem of
Trotter[20] is exploited. It states that in the limit of a short time we can consider
the terms of the kinetic energy and the potential energy independently. Namely,
for ∆τ→ 0
〈R’|e−∆τH|R〉 = 〈R’|e−∆τTe−∆τV |R〉 (23)
While the exact form of the Green function for the Hamiltonian is not known,
we know the analytical solutions for the T and V operators individually, namely
GT (R→ R’;∆τ) = 1
(4piD∆τ)
3N
2
e
−|R’−R|2
4D∆τ (24)
GT being the Green’s function of the pure diffusion process, and
GB(R→ R’;∆τ) = e−V(R)∆τ (25)
or in a more accurate symmetrical form
GB(R→ R’;∆τ) = e− 12 [V(R−V(R’])∆τ (26)
GB is the Green’s function of a first-order rate equation that can be simulated
by a branching process.
This factorization of the Green’s function allows to perform sequentially the
simulation of the diffusive and the branching terms.
The diffusive process is simulated by moving the walkers for a random num-
ber extracted from a Gaussian distribution (χ) centered in R and with variance
∆τ
2D , where ∆τ is the time step of the simulation:
R’ = R+χ (27)
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After each step of diffusion, the potential, V(R), of each walker is calculated.
The value of the potential determines the probability that the walker is moved
to the next generation, or killed, or reproduced. The branching process is sim-
ulated by keeping a number of copies of the walker equal to the integer part of
the number
m = u+ e−∆(V(R)−Eref) (28)
where u is a random number extracted from a uniform distribution between
0 and 1. As a result of the branching, the population of the walkers fluctuates
from generation to generation. The potential is expressed as a difference with
respect to a reference energy, Eref, to avoid that fluctuations of the population
of walkers diverge. From the physical point of view, this is a perfectly legal
artifice as the zero of potential is arbitrary. Fluctuations in the population of
walkers are much smaller if Eref approaches the exact energy of the ground
state. To optimize the stabilizing effect, the value of the reference energy is
updated during the simulation as the estimate of E0 becomes gradually better.
With the shift of the potential, the Scrödinger equation becomes
∂Ψ(R, τ)
∂τ
= D∇2Ψ(R, τ) − (V − Eref)Ψ(R, τ) (29)
To determine the energy, different estimators can be used. The most conve-
nient is the mixed estimator:
E0 =
∫
φ0(R)HΨT (R)dR∫
φ0(R)ΨT (R)dR
(30)
where ΨT is a trial function and φ0 is the exact solution of the ground state. We
know the analytical form of ΨT , while φ0 is unknown. The equation 30 is valid
if ΨT and φ0 are not orthogonal and they satisfy the same boundary conditions.
As the simulation proceeds, the walkers arrange themselves according to the
exact distribution, then the energy can be calculated by the expression
E0 ≈
∑M
i=1HΨT (Ri)∑M
i=1 ΨT (Ri)
(31)
The short-time approximation is good if ∆τ is small. In order to obtain the
correct result, the simulation is performed for different values of ∆τ and the
value of the energy for ∆τ → 0 is extrapolated. Alternatively, ∆τ is chosen
small enough to obtain an acceptance greater than 99%. In this way, the error
introduced from the short-time approximation is negligible.
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1.2.2 The importance sampling.
The method described above, encounters difficulties when applied to systems
in which the potential is not limited inferiorly. In such circumstances it may
have large fluctuations due to the points where V → −∞. The molecular sys-
tems fall into this category, and the problem is overcome using the importance
sampling[21, 22].
In importance sampling, a new function is introduced:
f(R, τ) = Ψ(R, τ)ΨT (R) (32)
where Ψ(R, τ) is the exact solution of the Scrödinger equation and ΨT (R) is the
trial function used to guide the diffusion process. If f(R, τ) is entered into the
equation 29, the result is
∂f(R, τ)
∂τ
= D∇2f(R, τ) +D∇f(R, τ)F(R) − (EL − Eref)f(R, τ) (33)
where F(R) is called "the quantum force" and is given by
F(R) = ∇lnΨ2T =
2∇ΨT
ΨT
(34)
With the importance sampling, the diffusion process becomes the following
drift-diffusion process:
R’ = R+D∆τF(R) +χ (35)
1.2.3 The fixed-node approximation.
The wave function can be interpreted as a probability density only if it main-
tains the same sign in all the space of the configurations. If this requirement is
not met, the analogy with the diffusion falls. This is known as the sign problem.
To overcome the problem, the exact nodes of the wave function must be known.
The nodes are the hypersurfaces where the wave function vanishes. The nodes
separate the regions of the wave function of opposite sign. If the simulation
is carried out preventing the walkers from crossing the nodes, the sign of the
function would always remain the same and the analogy with the diffusion
would be kept safe. The exact nodes, however, are known only for some simple
cases, and in general, are unknown.
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One way to address the sign problem is to use the nodes of the approximated
trial function. This is known as the fixed-node approximation[23, 24, 22]. The
energy obtained in a fixed-node diffusion Monte Carlo (FN-DMC) simulation
is an upper bound of the exact ground state energy. The FN-DMC calculation
provides the lowest energy state with the given nodal surfaces. The difference
between the FN-DMC energy and the exact energy is called the nodal error.
1.2.4 The FN-DMC algorithm.
The algorithm of a FN-DMC simulation is simple. Its main steps are shown
below:
1. Initialization of the walkers: start from a distribution representative of
the trial function generated with a VMC calculation.
2. Simulation of the diffusion process: the importance sampling is used by
applying the equation 35.
3. If a walker crosses a node, the move is rejected or the walker is killed.
4. Brenching: n copies of each walker are created, where n is the integer
part of the number m = u+ e−∆τ(Eloc−Eref)
5. The energy is calculated as the average of the local energies of the walk-
ers.
6. The reference energy is updated to keep the number of walkers under
control. The equation Eref = E0 + 1∆τ ln
(
M
N
)
is used, where M is the
number of the walkers at the time τ + ∆τ and N is the number of the
walkers at the time τ.
7. Return to the step 2 and repeat.

2
C H E M I S T RY O F N I T R O S A M I N E : A Q M C S T U D Y O F
T H E R M A L D E - N O X P R O C E S S .
In this chapter we test the use of truncated CASSCF wave functions as trial
functions for QMC. We intend to verify whether these wave functions can de-
scribe consistently all the critical points of a complex potential energy surface.
As a study model, we choose the NH2NO system, for the following reasons:
• there is data available in literature, calculated with methods at a high
level of theory, that can be used as a reference.
• the system is sufficiently complex. It includes three dissociative channels,
transition states with stretched bonds, isomerizations, torsional equilib-
ria.
• the system is small enough so that the calculations are not too heavy.
• the system is preparatory to the study of organic nitrosamines, molecules
having a significant biological interest as potential carcinogens.
• the potential energy surface of NH2NO is interesting because it is related
to the thermal De-NOx process.
The results we present show that the truncated CAS wave functions are accu-
rate for the calculation of the isomerizations and torsional energy barriers. On
the other hand, they are less able to describe the fragmentations and barrier
energies where a strong bond stretching is involved.
Due to the problems encountered in the fragmentations, we have deepened
the study of the dissociative channels of NH2NO, analyzing the use of basis
sets of increasing size. We also explored the use of trial functions with different
types of orbitals and different selections of the determinants.
2.1 the jastrow-casscf wave functions .
The selection of the trial function is a critical aspect of the QMC methods.
Contrary to other theoretical methods of quantum chemistry, in QMC there is
greater freedom in the choice of the functional form for the electronic wave
function. However, from a practical point of view, this freedom is strongly lim-
ited by the computational cost. The time of computation in the VMC and DMC
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calculations is mainly determined by the evaluation of the wave function, and
its derivatives, at the points where it is sampled. Even for small molecules,
if we use pseudopotentials, the number of samplings to be performed to ob-
tain statistical errors of about 10−4 Hartree is greater than 106. In all electron
calculations, the number of samplings increases much further. Due to this it
follows that, in order to make feasible QMC calculations, the wave function
must be as compact as possible. In the history of the QMC methods, several
trial functions have been proposed in an attempt to meet the requirements of
accuracy and compactness. One type of function that has proven convenient is
the Jastrow-Slater form.
The Jastrow-Slater wave function is a product of a Jastrow correlation factor
[25] and a Slater determinant:
Ψ = J(rij)D
αDβ (36)
where J is the Jastrow factor and Ds is a Slater determinant for the electrons
in the s spin state. The Jastrow factor allows to treat explicitly the electron-
electron correlation. In particular it allows to satisfy the cusp condition. When
the electron-electron distance tends to zero, it is necessary that the wave func-
tion becomes singular so as to remove the singularity of the potential energy
and providing a constant HΨ/Ψ:
1
Ψ
∂Ψ
∂rij
∣∣∣∣∣
rij=0
=

1
4 if i, j are like spins
1
2 if i, j are unlike spins
(37)
Such a behaviour of the wave function is not easily described by a determi-
nantal expansion. Only linear combinations that include a very large number
of determinants satisfy the correct behaviour of the wave function. These wave
functions converge very slowly because they attempt to reproduce the electron-
electron cusp with functions that do not have a cusp. The simplest function that
respects the cusp condition and has the correct asymptotic behaviour when the
distance goes to infinity, is
Je−e(rij) =
∏
i<j
exp
(
brij
1+ b ′rij
)
(38)
where the product is over all pairs of electrons. In order to respect the cusp
condition, the b parameter must be set as
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b =

1
4 if i, j are like spins
1
2 if i, j are unlike spins
(39)
since for rij → 0, Ψ ∝ exp(brij). The two possible values for the b involve
a spin dependence in the Jastrow factor. This implies a small amount of spin
contamination, i.e., the resulting Jastrow-Slater wave function is no longer an
eigenfunction of S2. However, tests on the Li and Be atoms have shown that
the effect of contamination is very small. The use of a symmetrical Jastrow, that
eliminates the above contamination, does not respect the parallel-spin cusp con-
dition and implies wave functions with 20-40% larger root mean square devia-
tions in the local energy. It is possible to use more complex functions to meet
both requirements, but they have a very high computational cost. Ultimately, it
is convenient to use different Jastrow factors for parallel and antiparallel-spin
[26]. The b ′ parameter, unlike b, can be obtained instead from the variational
optimization.
The Hamiltonian of a molecular system becomes singular also when an elec-
tron is on a nucleus position. Therefore, the wave function must also satisfy the
nucleus-electron cusp condition:
1
Ψ
∂Ψ
∂riα
∣∣∣∣∣
riα=0
= −Zα (40)
Usually, the nuclear cusp is more easily treated within the orbital approx-
imation, since we can build the orbitals as a linear combination of exponen-
tial functions. However, the cusp condition can be imposed by an appropriate
electron-nuclear Jastrow factor J(riα), leading a greater freedom in the choice
of the atomic orbital basis set (for example Gaussian functions),
Jn−e(riα) =
∏
iα
exp
(
ariα
1+ a ′riα
)
(41)
To satisfy the cusp condition a must be set to:
a = −Zα (42)
while a ′ is a variational parameter.
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However, in QMC calculation it is common practice to employ smooth pseu-
dopotentials. This tool greatly increases the efficiency of the calculation and
limits the problems of instability.
The explicit introduction of the correlation between electrons precludes the
analytical solution of the integrals needed to calculate the expectation values
of the energy. The stochastic integration overcomes this difficulty. In VMC and
DMC calculations, the imposition of the cusp conditions is very important not
only to achieve high accuracy, but also to prevent poor statistical behaviour
and instabilities in the simulation of the diffusion process.
The Jastrow-Slater wave functions were introduced in the QMC calculations
by Ceperley et al. [27, 28] in the early 1980s. Since then they have been tested
for the calculation of several properties and have undergone some significant
developments.
The use of orbitals of different nature for the construction of the determinant
has been investigated by several authors[29, 30].
The introduction of more sophisticated and variationally flexible Jastrow
factors has made possible to increase the ability to recover the correlation
energy[31, 32, 33, 34]. For example, a more convenient form for the electron-
electron Jastrow factor is found be
Je−e(Rij) =
∏
i<j
exp
(
bRij
1+ b ′Rij
+
N∑
n=2
bnR
n
ij
)
(43)
where b ′ and bn are the variational parameters, and Rij replace the distance
rij to obtain the correct asymptotic behavior. The scaling relation between Rij
and rij being
Rij =
1− e−λrij
λ
(44)
An analogous form can be employed for the electron-nucleus Jastrow factor.
Moreover, the use of the generalized Jastrow factor including higher order cor-
relations improves the expectation value of the variational energy and reduces
the fluctuation of the local energy. The most important of the higher order
terms is the three-body electron-electron-nucleus Jastrow factor:
Jn−e−e(Riα,Rjα,Rij) =
∏
α,i<j
exp
[
C
(
Riα,Rjα,Rij
)]
(45)
where C is an n-order polynomial in the inter-particle distances and terms
motivated by the Fock expansion[35].
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Finally, the complete Jastrow factor can be written as
J(Riα,Rjα,Rij) = Je−e(Rij)Jn−e(Riα)Jn−e−e(Riα,Rjα,Rij) (46)
At this point, to improve the quality of the trial functions, a further step is
the adoption of a multi-determinant Jastrow-Slater form of this type:
Ψ = J(Riα,Rjα,Rij)
(∑
n
cnD
α
nD
β
n
)
(47)
It is important remark that, while the Jastrow factor is able to recovery very
efficiently the dynamic correlation, a linear combination of a selection of deter-
minants can account for the non-dynamic correlation. A wave function of this
form thus has the potential to provide very accurate results in QMC calcula-
tions. One of the most important question is how to choose the determinants to
be included in the linear combination. A possibility is to use a CASSCF wave
function. If the full valence active space (FVCAS) is considered, the wave func-
tion should incorporate almost all non-dynamic correlation. Calculations for
the first-row atoms and homonuclear diatomic molecules at DMC and J × FV-
CAS level have provided excellent results [36]. Unfortunately, the FVCAS wave
function has a computational cost that grows exponentially with the size of the
molecule. Therefore smaller active spaces should be used, but even with this
arrangement, the number of determinants is generally too large for the use in a
QMC calculation. For this reason the truncation of the CASSCF wave function
is necessary, and only the most significant determinants are preserved. The
usual criterion is based on the magnitude of the CSF coefficients in the MCSCF
wave function. Similar wave functions were employed in several applications
with good outcomes [14, 37, 18].
A multideterminantal Jastrow-Slater wave function is defined in term of
many parameters: the coefficients of the CSFs, the parameters of the Jastrow
factor and the expansion coefficients of the orbitals. The global optimization
of the wave function is generally carried out by the VMC energy minimization
[38]. It should be noted that the Jastrow factor is a totally symmetric function
with respect to the interchange of the electron coordinates, therefore, it does
not affect directly the nodal structure of the wave function. Thus, the fixed-
node DMC energy is solely determined by the determinantal part of the wave
function. Nevertheless, the efficiency of the DMC simulation is affected by the
quality of the Jastrow factor. Moreover, the simultaneous optimization of the
parameters of the Jastrow factor with the others that define the wave function
has an important indirect effect on the nodes themselves.
16 chemistry of nitrosamine : a qmc study of thermal de-nox process .
2.2 the potential energy surface of the nh2no system .
Humans can be exposed to N-nitrosamines because they are contained in cer-
tain foods, synthesized in vivo by gastric acid in the reaction of nitrite with
amines, following the action of macrophages in inflammatory processes, or
when present in the water as contaminants. Nitrosamines by themselves are
not carcinogenic: their mutagenic properties emerge as a result of the inter-
vention of oxidative enzymes. It is therefore very important to find the cor-
rect triggers and study them in detail to carry out prevention strategies. More
precisely, we want to study the activation of dimethylnitrosamine (NDMA).
NDMA is the most common nitrosamine detected in food samples. From the
studies conducted so far it emerged that the metabolism of NDMA has to be
viewed as a competition between at least two enzymatic pathways. The alpha-
hydroxylation by cytochrome P450-related enzymes is the major metabolic
pathway to produce formaldehyde and the extremely reactive methanediazo-
nium ion(CH3N+2 ). Methanediazonium ion, a strong methylating agent, is pre-
sumed to be the ultimate carcinogen which reacts with DNA to form the bases
of products like N7-methylguanine and O6-methylguanine promutagenic. Metabolic
conversion of NDMA via an alternative pathway and radical denitrosation pro-
duces nitric oxide and the imine (CH3NCH2) which rapidly hydrolyzes to give
formaldehyde and methylamine. Denitrosation is considered to be a detoxifi-
cation metabolic pathway of NDMA.
Computational studies on this case were performed at the B3LYP level of
the theory, a method that cannot guarantee the same degree of accuracy of
QMC. The use of the CCSD(T) method to study the chemical processes where
NDMA is involved, nowadays is possible but it is at the limit of the applicabil-
ity and it requires powerful computer capabilities. Before addressing the study
of NDMA, we want to calibrate our approach. For this purpose we use the PES
of NH2NO as a model.
The nitrosamine, NH2NO, is the simplest molecule of the family of the ni-
trosamines. It has not been isolated due to the relatively low energy barriers
which lead to fast decomposition into N2 and H2O. However, some of its vibra-
tional frequencies were detected in solid neon matrix at 4.3 K[39]. Despite the
high lability of the molecule, it is believed to play an important role as an inter-
mediate in atmospheric chemistry and in combustion processes[40]. NH2NO
is generated by the reaction between the amine radical and nitrous oxide:
NH2 + NO −−→ NH2NO (48)
This reaction has a practical interest because it is the first step of the thermal
De-NOx process. Thermal De-NOx was developed by Richard Lyon at Exxon in
the early 1970s[41]. It is an after-treatment scheme used on stationary combus-
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tion system at atmospheric pressure to control NOx emission. The process is a
selective, non-catalytic, gas-phase reaction employing ammonia as an additive.
The reaction requires oxygen and occurs at a temperature ranging between
1100 and 1400 K. In the presence of water (i.e. in normal combustion products)
ammonia is converted to NH2 by reaction with hydroxyl
NH3 + OH −−→ NH2 + H2O (49)
The NH2 radical reacts with NO proceeding through two primary channels:
NH2 + NO −−→ N2 + H2O (50)
and
NH2 + NO −−→ N2H + OH (51)
The first channel is energetically more favourable and constitutes the final
product of the reaction. Anyway, the second channel is very important because
is chain branching. The dissociation to N2H and OH must constitute at least
25% of the total reaction to obtain a self-sustaining process. In fact a hydrogen
atom formed from N2H leads to three OH radicals in the presence of O2:
H + O2 −−→ OH + O (52)
O + H2O −−→ OH + OH (53)
The second channel thus provides four OH groups for every OH consumed,
and each of the hydroxyl produced can then give a NH2 radical.
The commonly accepted mechanism[42] of the dissociation of NH2NO is il-
lustrated in Figure 1. In Figure 2 we show the geometries of the critical points
of the PES of the ground state. NH2NO and its isomers are denoted Mn, while
the transition states are denoted TSn. The first step, in the NH2NO decompo-
sition, is the tautomerization to trans-HNNOH (M2). The torsions around the
N=N and N-O bonds give rise to an equilibrium between four isomers.
To validate this hypothesis, we performed a scan of the surface energy, vary-
ing the HNNO and NNOH dihedral angles by 30o. As a method of calculation
we used QCISD/6-311++G**. In figure 3 we show the results. The four minima
are shown and we can see that all the geometries are planar. The barriers for
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Figure 1.: Graphical representation of the critical points for the NH2 + NO → H2O +
N2 reaction along the reaction coordinate.
the rotation around the N=N bond are quite high, while they are quite shallow
around the N-O bond.
All four isomers can dissociate to give the fragments N2H and OH:
HNNOH −−→ N2H + OH (54)
while only one of them, namely the cis-HNNOH (M5), has the correct geometry
to dissociate to N2 and H2O:
cis−HNNOH −−→ N2 + H2O (55)
The dissociations to N2H and OH occur without transition states, while there
is a transition state (TS6) for the dissociation to N2 e H2O.
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Critical point M1 TS1 M2 M3 M4 Point group C1 Cs Cs Cs Cs 
Structure 
   
   Critical point M5 TS2 TS3 TS4 TS5 Point group Cs C1 C1 C1 C1 
Structure 
 
   
  Critical point TS6 
 
Point group Cs 
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Figure 2.: Conventional codes, point groups and molecular structures for the critical
points of the PES of the NH2NO system.
The NH2 + NO system is small and it can be studied with the coupled cluster
and CASPT2 methods, using large basis set, so that we have the possibility to
compare the results with those from QMC.
2.2.1 Computational details.
We adopted a combined approach to study the critical points of the NH2NO
ground state potential energy surface. We determined the critical point geome-
tries at the QCISD/6-311++G** level of theory and calculated the single point
energies with QMC methodologies. In the QMC calculation we employed the
BFD pseudopotentials[4] and the DTZ basis set, specifically developed for these
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Figure 3.: Rapresentation of the potential energy surface for the torsional equilibrium
around the α(NNOH) and β(HNNO) dihedral angles in the HNNOH sys-
tem.
pseudopotentials. As trial functions we used multideterminantal Jastrow-Slater
type of wave functions. The CSFs for the multideterminantal expansions were
selected by truncating different type of CASSCF functions. The corresponding
active spaces for each critical point geometry are shown in table 1.
The full valence active space for this system would be (18,14), however to
describe the above chemical process, a (16,12) active space is sufficient. In order
to respect the size extensivity, in the dissociations the sum of the electrons and
orbitals of the fragments are equal to (16,12). The resulting CASSCF expansions
are very large for Mn and TSn systems (more than 70000 CSFs). For this reason
it is necessary to truncate them for their use in QMC calculations. We kept only
the CSFs with the larger coefficients in the CASSCF wave function. As a criteria
for this purpose, we required that the sum of the squares of the coefficients of
the selected CSFs is greater than a given threshold,
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Table 1.: The active spaces employed in the CASSCF calculations on the critical points
of the NH2NO ground state potential energy surface.
Molecule Active Space N determinants
NH2 (5,4) 6
NO (11,8) 48
M1 (16,12) 181
TS1 (16,12) 166
M2 (16,12) 113
M3 (16,12) 137
M4 (16,12) 124
M5 (16,12) 112
TS2 (16,12) 173
TS3 (16,12) 128
TS4 (16,12) 169
TS5 (16,12) 123
TS6 (16,12) 121
H2O (6,4) 6
N2 (10,8) 80
OH (5,3) 1
N2H (11,9) 180
∑
k
|ck|
2 > 0.97 (56)
The threshold of 0.97 is conventional and has been chosen in order to obtain
wave functions with less than 200 determinants. The size of the linear combi-
nations after the truncation for each molecule is shown in table 1.
In order to get the trial functions for the QMC calculations we optimized the
CSFs coefficients simultaneously with the parameter of the Jastrow factor. The
orbitals were not changed, we used the CASSCF orbitals. The optimization was
carried out minimizing the VMC energy. For the DMC calculations we used a
time step of 0.05 a.u.
We calculated the zero point energies in the harmonic approximation with
QCISD/6-311G(d,p)++.
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2.2.2 Results.
In table 2 we show the VMC and DMC results. The energies are reported with
respect to the NH2NO (M1) molecule. For comparison we also report the data
from CCSD(T), B3LYP, G2M, PMP4 and CASPT2 calculations taken from the
literature. To better appreciate the differences between the different methods,
in table 3 we show the discrepancies between the results with respect to the
DMC data. It is reasonable here to take the coupled cluster data as the best
reference. We see that, as regards the energies of tautomerization (M2) and cis-
trans isomerization (M3, M4, M5), the differences are less than 1 kcal mol−1.
There are small discrepancies also for the torsional energy barriers (TS2, TS3,
TS4, TS5). We notice, instead, larger errors in the description of the transition
states with stretched bonds (TS1 and TS6). However, the largest discrepancies
are related to the dissociations. For the NH2NO → NH2 + NO reaction, the
DMC data differs by 4.5 kcal mol−1 from the CCSD(T) data. The difference is
even higher for the NH2NO→ H2O + N2 reaction, in this case the discrepancy
is of 9.8 kcal mol−1. For the third dissociative channel, that leading to N2H and
OH, we find a difference of 2.9 kcal mol−1. In all cases, DMC underestimates
the dissociation energy with respect to CCSD(T). This means that DMC, in
these calculations, describes better the fragments than the aggregate system.
The truncation of the multideterminatal expansions may be unbalanced and
determining problems of size extensivity.
The only experimental data available on the potential energy surface is the
∆H(0 K) of the NH2 + NO → H2O + N2 reaction. In table 4 we compare the
QMC data with the experimental and calculated data obtained with other com-
putational methods. The difference of the DMC result with the experimental
data is 2.8 kcal mol−1. The B3LYP and MP4 methods give higher errors, 9.2 and
6.2 kcal mol−1 respectively, while CCSD(T) gives an error comparable with the
DMC data, namely 2.5 kcal mol−1.
2.3 developments to overcome the problems related to the frag-
mentations .
The main problem encountered in the investigation of the critical points of the
potential energy surface of NH2NO was the correct description of the dissocia-
tions. In this section, therefore, we deepen the study of the two dissociations in
which we found the largest errors, namely NH2NO→ H2O + N2 and NH2NO
→ NH2 + NO. We try to identify potential sources of error by testing different
basis sets, various types of orbitals, different criteria for the selection of CSFs
included in the linear combinations. The role of the pseudopotentials as a po-
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Table 2.: Relative energies of reactants, products, intermediates, and transition states
for the NH2 + NO reaction at various levels of theory. The zero is placed in
correspondence of the M1 (NH2NO) molecule. All energies are in units of
kcal mol−1 including zero-point energy (ZPE) corrections. Zero-point energy
corrections were calculated at the QCISD/6-311G(d,p)++ level of theory. Vari-
ances for VMC and DMC energies are 0.1 kcal mol−1. a: Ref. [42]. b: Ref. [43].
c: Ref. [44].
Critical point ZPE VMC DMC CCSD(T)a G2Mb B3LYPb MP4b CASPT2c
NH2 + NO 14.6 33.2 37.2 41.7 46.7 44.2 38.3 42.8
M1 20.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0
TS1 17.6 32.3 31.4 29.6 31.9 31.6 29.6 28.4
M2 21.0 -1.1 -1.2 -1.8 0.1 1.5 0.5 -0.6
M3 20.2 5.2 4.7 4.5 6.5 7.7 6.9
M4 21.1 -0.9 -1.1 -1.0 0.7 2.6 2.3 1.0
M5 20.6 -1.4 -2.0 -1.4 0.4 1.3 0.7
TS2 20.3 8.1 7.5 8.3 8.9 11.2 10.5
TS3 18.3 38.7 37.7 37.3 38.6 37.1 41.5
TS4 19.8 9.7 8.0 7.7 9.3 11.2 10.4
TS5 18.3 35.9 34.6 33.9 35.8 34.5 39.6
TS6 16.5 17.5 17.6 19.6 21.8 24.3 22.0
H2O + N2 16.7 -95.0 -89.5 -79.7 -77.6 -70.5 -79.4
N2H + OH 13.7 36.3 41.3 44.2 50.3 45.4 45.0
tential source of error is addressed in a systematic way in the next chapter, and
it is not discussed here.
2.3.1 The NH2NO→ H2O + N2 reaction.
In order to find a reliable benchmark with which to compare our results, we
performed CCSD(T) calculations for NH2NO, H2O, N2, using a larger basis
set than those used so far in the papers appeared in the literature. The results
are shown in table 5.
A first way to refine the trial functions is by selecting an more appropriate
basis set. In the investigation of the NH2NO PES we chose a small basis set
(DZV), supposing this good enough for our purpose. To verify this assumption,
we perform QMC calculations by increasing the size of the basis set. As trial
function for the test we choose a function constituted by a single determinant
constructed with B3LYP orbitals. The results are shown in table 6. We note
that, both in terms of the absolute values and for the reaction energies, there is
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Table 3.: Differences between the DMC results and those of the other methods consid-
ered in table 2. The data are in kcal mol−1.
Critical point VMC CCSD(T) G2M B3LYP MP4 CASPT2
NH2 + NO -4.0 4.5 9.5 7.0 1.1 5.6
M1 0.0 0.0 0.0 0.0 0.0 0.0
TS1 0.9 -1.8 0.5 0.2 -1.8 -3.0
M2 0.1 -0.6 1.3 2.7 1.7 0.6
M3 0.5 -0.2 1.8 3.0 2.2
M4 0.3 0.1 1.8 3.7 3.4 2.1
M5 0.6 0.6 2.4 3.3 2.7
TS2 0.6 0.8 1.4 3.7 3.0
TS3 1.1 -0.4 0.9 -0.6 3.8
TS4 1.8 -0.3 1.3 3.2 2.4
TS5 1.1 -0.9 1.0 -0.3 4.8
TS6 0.0 2.1 4.3 6.8 4.5
H2O + N2 -5.5 9.8 11.9 19.0 10.1
N2H + OH -5.0 2.9 9.0 4.1 3.7
Table 4.: Experimental and calculated data for the ∆H(0 K) of the NH2 + NO → H2O
+ N2 reaction, in kcal mol−1. a: Ref. [45, 46].
Exp.a VMC DMC CCSD(T) G2M B3LYP MP4
-123.93 -128.2 -126.7 -121.4 -124.3 -114.7 -117.7
a significant improvement in passing from the VDZ basis set to the VTZ one,
while further expansion of the basis set does not seem to be equally important.
Therefore for all subsequent calculations we will employ the VTZ basis set.
In Table 7 are collected the calculated results using trial functions generated
with different types of orbitals. We performed tests both with single determi-
nant wave functions and multideterminatal wave functions. The single deter-
minant wave functions are constructed with Hartree-Fock, B3LYP and orbitals
(CHAMP, from the name of the QMC program package[48] used in the opti-
mization) simultaneously optimized with the Jastrow factor by minimization of
the VMC energy. We observe a significant reduction of the absolute energies in
passing from HF orbitals to B3LYP orbitals. The lowering is more pronounced
at the VMC level, but is also visible at the DMC level. We get a further improve-
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Table 5.: CCSD(T) energies for the NH2NO → H2O + N2 reaction. The absolute ener-
gies are in Hartree, the reaction energies are in kcal mol−1. The calculations
are performed with the cc-pVNZ basis set[47].
Basis set Energy (NH2NO) Energy (H2O) Energy (N2) ∆E (kcal/mol)
cc-pVDZ -185.402270 -76.243138 -109.279181 -75.3
cc-pVTZ -185.624410 -76.345767 -109.399880 -76.1
cc-pVQZ -185.732515 -76.391085 -109.463793 -76.8
cc-pV5Z -185.771600 -76.407418 -109.486479 -76.7
Table 6.: DMC and VMC energies for NH2NO, N2 and H2O molecules, using single
determinant trial functions built with B3LYP orbitals. The calculations are
performed increasing the VNZ BFD basis set[4]. For the VQZ basis set we
don’t use the h functions. The absolute energies are in Hartree, the reaction
energies are in kcal mol−1. The errors for the QMC energies are 0.1 mHartree,
while for the ∆E 0.1 kcal mol−1.
Basis set E(NH2NO) E(N2) E(H2O) ∆E
VMC
VDZ -36.9977 -19.8999 -17.2367 -87.2
VTZ -37.0121 -19.9064 -17.2411 -85.0
VQZ -37.0134 -19.9072 -17.2417 -85.0
DMC
VDZ -37.0572 -19.9317 -17.2529 -79.9
VTZ -37.0620 -19.9337 -17.2532 -78.4
VQZ -37.0630 -19.9343 -17.2538 -78.5
ment by using CHAMP orbitals. The trend is also similar for the dissociation
energy.
The size of the multideterminantal wave functions is shown in table 8. The
wave functions denoted t-CAS(n,n) are truncated CASSCF wave functions
with (n,n) active space, where n is the number of valence electrons of the
molecule. The determinants are constructed with the orbitals of the CASSCF
wave function. In this test the truncation was performed in two steps. In the
first step we performed a relatively mild thinning of the (n,n) CASSCF wave
functions keeping only the CSFs with coefficients greater than 0.002. The re-
sulting linear combinations were constituted by 962, 482 and 672 determinants
for NH2NO, N2 and H2O respectively. We performed a second truncation after
the optimization of the CSFs coefficients simultaneously with the parameters
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Table 7.: DMC and VMC energies for NH2NO, N2 and H2O molecules, using single
determinant (RHF, B3LYP, CHAMP) and multideterminant (J-LGVB-MCSCF,
J-LGVB-CHAMP, CAS(n,n)) trial functions. For all the calculations we use the
VTZ basis set. ∆CCSD(T) is the difference between the QMC the CCSD(T)/cc-
pV5Z results. The absolute energies are in Hartree, ∆E and ∆CCSD(T) are in
kcal mol−1. The errors for the QMC energies are 0.1 mHartree, while for the
∆E 0.1 kcal mol−1.
Wave function E(NH2NO) E(N2) E(H2O) ∆E ∆CCSD(T)
VMC
RHF -36.9993 -19.9014 -17.2406 -89.5 -12.8
B3LYP -37.0121 -19.9064 -17.2411 -85.0 -8.3
CHAMP -37.0205 -19.9085 -17.2432 -82.3 -5.6
J-LGVB-MCSCF -37.0166 -19.9146 -17.2442 -89.2 -12.5
J-LGVB-CHAMP -37.0379 -19.9192 -17.2469 -80.5 -3.8
CAS(n,n) -37.0331 -19.9309 -17.2460 -90.2 -13.5
DMC
RHF -37.0562 -19.9327 -17.2541 -82.0 -5.3
B3LYP -37.0620 -19.9337 -17.2532 -78.4 -1.7
CHAMP -37.0655 -19.9346 -17.2554 -78.1 -1.4
J-LGVB-MCSCF -37.0620 -19.9387 -17.2562 -83.4 -6.7
J-LGVB-CHAMP -37.0742 -19.9401 -17.2578 -77.6 -0.9
CAS(n,n) -37.0748 -19.9507 -17.2581 -84.1 -7.4
of the Jastrow factor to obtain the final trial functions. As a criterion we used
again the value of the coefficient, but with a threshold of 0.05. This procedure is
based on the idea that the Jastrow factors are able to recover almost completely
the dynamic correlation and that the multideterminantal part is necessary to
recover almost exclusively the non-dynamic correlation. If this assumption is
true, the selection based on the importance of the CSFs in the original CASSCF
wave function is not a good criterion for the truncation since the CSFs relevant
to the description of the non-dynamic correlation are mixed with the CSFs im-
portant for the description of the dynamic correlation. The latter CSFs can be
neglected in the presence of the Jastrow factor. From the analysis of the CSFs co-
efficients obtained from the optimization, we indeed observe that many impor-
tant CSFs in the CASSCF wave function become irrelevant in the Jastrow-Slater
wave function. On the other hand we notice a significant increase of other CSF
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coefficients. In Figure 4 we show the displacement in the importance of each
CSF after the simultaneous optimization with the Jastrow factor.
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Figure 4.: Graphical representation of the displacement in the rank of the CSFs of a
multideterminantal wave function subsequently the simultaneous optimiza-
tion of the coefficients of CSFs with the parameters of the Jastrow factor. The
graph refers to a wave function consisting of 1248 CSFs built with CAS(10,10)
orbitals for the N2 molecule. Along the abscissa axis are placed the CSFs ac-
cording to the order, for absolute magnitude of the relative coefficient, in
the optimized wave function. Along the ordinate axis is represented the dis-
placement of the position, for each CSF, with respect to the CAS(10,10) wave
function.
The result of the energy of dissociation shows still a high discrepancy with
the best CCSD(T) data, 7.4 kcal mol−1, although this is lower than that obtained
previously with the truncation based on equation 57.
Tables 7 and 8 display the data also for the Jastrow-Slater wave functions
called J-LGVB-MCSCF and J-LGVB-CHAMP. As it can be seen from Table 8,
the J-LGVB-MCSCF wave functions are constituted by a very small number of
CSFs. They include double excitations that allow the correlation of all valence
electrons. The selection of the CSFs is inspired by the GVB wave function. In
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Table 8.: Number of determinants for the multideterminantal wave functions em-
ployed in the calculations for the NH2NO→ H2O + N2 reaction.
Wave function Ndet(NH2NO) Ndet(N2) Ndet(H2O)
J-LGVB-MCSCF 10 5 6
J-LGVB-CHAMP 10 5 6
t-CAS(n,n) 176 65 48
general, for the J-LGVB-MCSCF wave functions, the number of CSFs, NCSF, is
given by the following equation:
NCSF =
Nv
2
+ 1 (57)
where Nv is the number of the valence electrons of the molecule. The orbitals
of these wave functions are obtained from a MCSCF calculation that includes
the same CSFs present in the J-LGVB-MCSCF one. The resulting orbitals are
localized and can be classified into bonding and antibonding orbitals. Actually,
all the Nv2 double excitations are the excitations from the bonding orbitals to
the corresponding antibonding orbitals.
In order to obtain the J-LGVB-MCSCF trial functions for the QMC calcula-
tions, we optimize the parameters of the Jastrow factors and the coefficients of
the CSFs, without changing the MCSCF orbitals. The J-LGVB-CHAMP wave
function has the same form of the J-LGVB-MCSCF function, the only differ-
ence is that the orbitals are optimized simultaneously with the coefficients of
the CSFs and with the parameters of the Jastrow factors.
The DMC result for the J-LGVB-MCSCF wave functions relative to the disso-
ciation energy gives a discrepancy of 6.7 kcal mol−1 compared to the CCSD(T)
reference. The optimization of the orbitals in CHAMP provides a great im-
provement, and actually the J-LGVB-CHAMP result gives a difference of only
0.9 kcal mol−1 with respect to the CCSD(T) data.
2.3.2 The NH2NO→ NH2 + NO reaction.
Again, for this dissociation, we performed CCSD(T) calculations to have a reli-
able benchmark.
The results reported in table 10 confirm the trends obtained for the NH2NO
→ H2O + N2 reaction. The optimization of the orbitals reduces the errors both
for the single determinant wave functions and for the GVB-like wave functions.
At DMC level, the discrepancy between the J-LGVB-CHAMP and CCSD(T)
data is 1.8 kcal mol−1.
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Table 9.: CCSD(T) energies for the NH2NO→ NH2 + NO reaction. The absolute ener-
gies are in Hartree, the reaction energies are in kcal mol−1. The calculations
are performed with the cc-pVNZ basis set[47].
Basis set Energy (NH2NO) Energy (NH2) Energy (NO) ∆E
cc-pVDZ -185.402270 -55.734824 -129.601776 41.2
cc-pVTZ -185.624410 -55.806957 -129.741959 47.4
cc-pVQZ -185.732515 -55.840765 -129.814203 48.7
cc-pV5Z -185.771600 -55.852693 -129.839869 49.6
The collected data on the two dissociation channels allow a new comparison
with the experimental data of the H2O + N2 → H2O + N2 reaction. The results
are shown in table 11. Also in this case, the J-LGVB-CHAMP wave function
provides excellent results at the DMC level: the error is only 0.4 kcal mol−1.
The optimization of the orbitals for the GVB-type functions is fundamental as,
the error for the J-LGVB-MCSCF wave function is considerably higher, namely
2.7 kcal mol−1.
2.4 conclusions .
In this chapter we have shown the results of a QMC study on the critical points
of a complex potential energy surface for the ground state of the NH2NO
molecule. The CAS truncated Jastrow-Slater trial functions have proved suc-
cessful for the description of the energies of isomerization and the calculation
of the torsional barriers. On the other hand, for the calculation of the dissoci-
ation energies and barrier heights regarding breaking of bonds, the CAS trun-
cated wave functions gave poor results. In particular, we showed the difficulty
of finding a balanced truncation that satisfies the size extensivity property. In
order to overcome this obstacle, we performed more detailed tests, evaluating
alternative trial functions, on the dissociation of the nitrosamine. From the tests
we have drawn useful considerations. The use of the VTZ basis set has been
recognized as the best choice for the construction of the wave functions. The
optimization of the orbitals, simultaneously with the parameters of the Jastrow
factor and the coefficients of the CSFs, is crucial to get accurate results. Wave
functions built with localized orbitals and excitations inspired by GVB-type
wave functions have provided encouraging results. These Jastrow-Slater func-
tions consist of a small number of CSFs and will be used as a starting point for
the generation of a new class of wave functions in the chapter 4.
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Table 10.: DMC and VMC energies for the NH2NO, NH2 and NO molecules, using sin-
gle determinant (B3LYP, CHAMP) and multideterminant (J-LGVB-MCSCF,
J-LGVB-CHAMP) trial functions. For all the calculations we use the VTZ ba-
sis set. ∆CCSD(T) is the difference between the QMC the CCSD(T)/cc-pV5Z
results. The absolute energies are in Hartree, ∆E and ∆CCSD(T) are in kcal
mol−1.
Wave function E(NH2NO) E(NH2) E(NO) ∆E ∆CCSD(T)
VMC
B3LYP -37.0121 -11.0628 -25.8817 42.4 -7.2
CHAMP -37.0203 -11.0651 -25.8860 43.4 -6.2
J-LGVB-MCSCF -37.0166 -11.0642 -25.8839 43.0 -6.6
J-LGVB-CHAMP -37.0379 -11.0679 -25.8952 46.9 -2.7
DMC
B3LYP -37.0620 -11.0744 -25.9127 47.0 -2.6
CHAMP -37.0655 -11.0765 -25.9154 46.2 -3.4
J-LGVB-MCSCF -37.0620 -11.0760 -25.9138 45.3 -4.3
J-LGVB-CHAMP -37.0742 -11.0778 -25.9203 47.8 -1.8
Table 11.: Comparison of the VMC and DMC ∆H(0 K) for the NH2 + NO → H2O +
N2 reaction with the experimental data. a: Ref. [45, 46].
Method Wave function ∆H (0 K)
VMC CAS(16,12)/VDZ -128.2
B3LYP -125.3
CHAMP -123.7
J-LGVB-MCSCF -130.1
J-LGVB-CHAMP -125.3
DMC CAS(16,12)/VDZ -126.7
B3LYP -123.2
CHAMP -122.2
J-LGVB-MCSCF -126.6
J-LGVB-CHAMP -123.5
Exp.a -123.93
3
O N A C C U R A C Y O F P S E U D O P O T E N T I A L S D E S I G N E D F O R
Q M C .
Our aim is the achievement of the chemical accuracy with the QMC method
for applications of biological interest. For chemical accuracy we intend a pre-
cision in calculated energy differences, like, for example, reaction or activation
energies, of less than 1 kcal mol−1. In the DMC calculations in the fixed-node
approximation, the main source of error is consequence of the selection of the
trial function. This point was considered in the previous chapter where we col-
lected useful hints for the development of a new class of trial functions. This
aspect will be deepened in the next chapter. In this chapter, we focus instead
on another potential source of error arising from the use of pseudopotentials.
Here, after a brief introduction on the theory of effective core potentials,
we analysed[1] three different pseudopotentials specifically designed for QMC
calculations, namely those proposed by Ovcharenko et al. [2] (OAL), Trail and
Needs [3] (TN) and Burkatzki et al. [4] (BFD). In particular, we studied the error
introduced by such effective potentials due to the neglect of all kind of response
that the inner electrons show when the chemical environment changes. The
basic ansatz for the use of effective core potentials (ECP) is that any polarization
of the core is negligible. In the literature, several studies of this kind can be
found with the attention posed essentially to systems with large cores (see, for
example, [5, 6]). For the first row atom, we have only two electrons in the K
shell and it is commonly accepted that their polarization is really negligible.
Nevertheless, if we want to deal with chemical accuracy this is not completely
true and some attention should be given especially considering that carbon,
oxygen an nitrogen are the main constituents of the molecules involved in
biological processes.
In order to evaluate the errors introduced by the pseudopotentials we anal-
ysed the atomization energy of the diatomic molecules constituted by the B, C,
N, O, F atoms. For this study we used the CCSD(T) method and atomic gaus-
sian basis sets large enough to ensure high quality non relativistic electronic
energies.
3.1 theory of the pseudopotentials .
In the pseudopotential technique, the electrons are partitioned into valence and
core electrons.
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The theory of the pseudopotentials[49, 50] is based on the generalized Phillips
and Kleinman (GPK) equation[51]:
(
Hν + V
GPK
)
| Φp〉 = Eν | Φp〉 (58)
where | Φp〉 is a many-electron pseudo-valence eigenfunction, Hν is the
valence-only electron Hamiltonian and Eν is the total valence energy. VGPK
is a nonlocal operator that depends on the energy, on a projection operator P
and on the valence-only electron Hamiltonian:
VGPK = −HνP− PHν + PHνP+ EνP (59)
The projection operator, P, is defined as
P =
nv∏
i
P(i) (60)
P(i) being, the one-electron operator
P(i) =
∑
c
| φc〉〈φc | (61)
where φc are the core orbitals. The P operator, therefore, projects out from
| Φp〉 any core components. The application of the P operator to the function
| Φp〉 provides the effective valence eigenfunction, | Φv〉, of the valence-only
electron Hamiltonian Hν in the form
| Φv〉 = (1− P) | Φp〉 (62)
The GPK equation proves that is possible to write the Schördinger equation
for the valence electrons without the variational energy collapse to the core
energy levels.
For a molecule with nν valence electrons, the valence-only Hamiltonian is
Hν = −
1
2
nν∑
i
∇2i +
nν−1∑
i
nν∑
j>i
1
rij
+
nν∑
i
Vcv(i) + Vcc (63)
Vcc is the repulsive term between the cores, while Vcv(i) is a one-electron
operator that accounts for the interaction of the nν valence electrons with the
cores.
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Vcv(i) =
∑
λ
Vλcv(i) (64)
Vλcv(i) = −
Qλ
riλ
+∆Vλcv(i) (65)
where Qλ is the charge of the λ-th core, calculated as Q = Z− nc, nc be-
ing the number of the electrons of the core. ∆Vλcv is the pseudopotential which
simulates the core-valence interaction and accounts for the core-valence orthog-
onality:
∆Vλcv(i) = V
λ
loc(rλi) +
lmax(λ)∑
l=0
Vλl (rλi)P
λ
l (i) (66)
Vλcv(i) is constituted by a local part, Vλloc(rλi), and by a non-local part that
projects the Vλl (rλi) potential on the spherical harmonics with angular momen-
tum l centred on the nucleus λ.
For computational convenience, generally, the Vλloc(rλi) and V
λ
l (rλi) poten-
tials are written as linear combinations of Gaussian type functions multiplied
by powers of rλi:
Vλ(rλi) =
∑
k
aλkr
nλk
λi exp
(
−bλkr
2
λi
)
nλk > −2 (67)
The aλk and b
λ
k parameters can be obtained following the energy-consistent
scheme or the shape-consistent scheme.
In the energy-consistent scheme[52], for each atom, the above parameters
are obtained by considering the excitations energies of the valence electrons,
the ionization potentials and the electron affinities calculated with all electron
Hamiltonian and with pseudopotentials. The parameters of the pseudopoten-
tial are optimized in order to minimize the deviations with the all electron
observables.
In the shape-consistent scheme[53, 54], the parameters of the pseudopoten-
tial are optimized to generate pseudo-orbitals that reproduce the all electron
valence orbitals and the relative orbital energies for the lowest configuration of
the atom. For the core region, the pseudo-orbitals are constructed to retain the
shape of a nodeless and smooth function.
The pseudopotentials can incorporate relativistic contributions implicitly by
adjusting the parameters with respect to the relativistic all electrons reference
data.
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3.1.1 Pseudopotentials for QMC.
The treatment of the core (inner shell) electrons is a very important aspect of
QMC computation. The energy of the core electrons is orders of magnitude
larger than that of the valence electrons and the fluctuations of the local energy
in the proximity of the nuclei are large. Also the value of the wave function
is much more sensitive to the position of the core electrons with respect to
that of the valence electrons. As a consequence, the sampling near the nuclei
is problematic. In order to avoid that the moves are rejected with a very high
frequency, it is necessary to use a very small time step. This has an heavy
impact on the efficiency of the QMC calculations: the length in the Monte
Carlo simulation scales approximately as Z6 [55], Z being the nuclear charge.
By replacing the core electrons by adequate pseudopotential, it is possible to
reduce the overall simulation time to something proportional to Z4eff, where
Zeff is the screened nuclear charge, for a given atom. Thus, in order to apply
the QMC techniques to the study of chemical processes, it is important to resort
to this special kind of pseudopotentials.
Several choices of pseudopotentials can be found in all the standard pack-
ages for quantum chemistry calculations. However, with QMC such pseudopo-
tentials are not used because, in this case, there is a further request which
concerns the behaviour of the potential at the nuclear centre. The discontinuity
of the potential at the nucleus needs to be mathematically accounted for by
introducing in the trial wave function the appropriate cusp condition [56] oth-
erwise the local energy can have very large fluctuations reducing the efficiency
of the simulation. Once the pseudopotential is introduced to suppress the core
electrons, it is convenient to remove also the discontinuity at the atom centre
positions by adding further contributions to the pseudopotentials. Of course,
in the region of outer electrons, the most involved in the formation of chemical
bonds, nothing is changed with respect to the situation with all the electrons.
The presence of non-local operators in the pseudopotentials, however, poses
a problem in the FN-DMC calculations. In DMC we haven’t an analytical form
for the wave function, therefore we cannot evaluate the projection in the equa-
tion 66. One way to address the FN-DMC calculations with non-local operators
is to make the locality approximation[57]. The true Hamiltonian is replaced
with an effective Hamiltonian, where the non-local part of the pseudopoten-
tial is evaluated using the trial function. As a consequence, the solution is no
longer an upper bound to the ground state of the energy of the true Hamilto-
nian. Casula[58] proposed the T-moves approximation to considerate non-local
pseudpotentials in DMC respecting the variational principle.
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3.2 computational method.
Here we consider three different kinds of pseudopotentials, namely those pro-
posed by Ovcharenko et al [2] (OAL), Trail and Needs [3] (TN) and Burkatzki
et al [4] (BFD). All the three have the same general form expressed in the equa-
tions 65 66 67. So, the pseudopotentials differ for the choice of the parameters
aλk and b
λ
k and for the number of terms in the two summations of 66 and 67.
For the atoms of the first row Q = Z− 2 and lmax > 0. TN and BDF po-
tentials include to some extent relativistic effects, while lmax = 1 for TN and
lmax = 0 for BFD and OAL. BFD potential must be used with a set of own
correlated consistent atomic basis sets. TN and OAL ECPs have been obtained
with a shape-consistent method while the BFD one is energy-consistent. All the
three aforementioned pseudopotentials have been extensively used in QMC
studies. Among many applications, it is worth mentioning the studies of clus-
ters [59, 60, 61], of Van der Waals complexes [62, 63, 64], of solids [65, 66, 67]
and of spectroscopic properties [68, 69, 70]. To our knowledge, this is the first
time that these pseudopotentials are compared in a systematic way in a study
involving the potential energy surface (PES) of a given class of molecules.
Since parametrization of such pseudopotentials is performed on isolated
atoms, it is not possible, in principle, to predict the behavior of a given ef-
fective core potential in the description of chemical bonding in a molecular
environment. In order to study such behavior for the selected effective core
potentials, we have performed a study of the distance dependent atomization
energy, namely the quantity
∆EXY(RXY) = EX + EY − EXY(RXY) , (68)
where E and R indicate energies and distances respectively, for a set of di-
atomic molecules XY made with atoms of the first row (X, Y = B,C,N,O, F).
We have omitted Li and Be because bond distances in Li2 and Be2 are consid-
erably greater than in covalent XY systems and do not allow significant core
polarization effects. For this study we used the CCSD(T) method and atomic
Gaussian basis sets large enough to ensure high quality non relativistic elec-
tronic energies. We had in mind two ideal limiting cases, the "optimal" values
and the values corresponding to the "perfect non polarizable core potential". To
simulate the first limit, we used all electron correlated calculations with a cc-
pwCV5Z set [71] while, for the second limit, we performed all electron frozen
core calculations with the same basis set for consistency. We remark that the
cc-pwCV5Z set contains explicit polarization atomic core functions that are
not important in a frozen core calculation. We made some test by performing
also frozen core calculations with the cc-pV5Z set [72] (no core polarization)
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and we found essentially the same results. This fact led us to conclude that,
in the case of K shell electrons, the static polarization of the core is negligi-
ble. In recent papers on F2 and O2, Bytautas et al. [73, 74] made a detailed
analysis of the interatomic potential finding that the main contributions to the
core polarization come from the core-valence interaction correlation. Finally, in
all cases we included the scalar relativistic correction named MVD1 from the
perturbation theory based on mass-velocity and Darwin terms [75]. The differ-
ence between the two sets of data, namely all electron correlated and frozen
core, gives directly an estimate of the core correlation contribution to the above
atomization energy apart for some very small basis set superposition error
(BSSE). All CCSD(T) calculations have been performed by using the CFOUR
computer package [76] in a range of distances of ±20% of the equilibrium one.
At this point, similar calculations have been carried out for the three effective
core potentials by using the cc-pV5Z basis set for the TN and OAL cases and
the suggested V5Z set [4] for BFD pseudopotentials. For a better comparison,
one more set of calculations has been performed for the BFD case with the
same basis set used for the other two.
3.3 results and discussions .
The deviations of the atomization energies obtained with pseudopotentials
from all electrons correlated and frozen core results are displayed in the fig-
ures 5 - 20. The mean average deviations (MAD) are also reported in tables
12 and 13. Furthermore, it is interesting to compare the three effective core
potentials considered with some other of the most used in standard quantum
chemistry calculations. To this aim, we have chosen the Stuttgart semilocal,
adjusted to reproduce atomic valence-energy spectra, quasi relativistic pseu-
dopotentials [77, 78] and related data, obtained with the cc-pV5Z basis set, are
displayed in Figure 3 and in Tables 12 and 13. Finally, we show also in Table 14
the computed all electron correlated CCSD(T)/cc-pwCV5Z atomization ener-
gies at equilibrium distance (well depth) and the corresponding experimental
values. As we can see, from this table it is clear that our all electron CCSD(T)
calculations are very close to the experimental values. The small differences
can be explained mainly by the fact that here we consider a single reference
function for the construction of the CCSD(T) wave function and that we also
neglect the spin orbit coupling. Also the neglect of quadruple and higher exci-
tations in the coupled cluster expansion could be a source of such a small error.
We remark that such discrepancies, although sometimes of the same order of
magnitude of the core correlation contribution, do not affect the present study
on pseudopotentials.
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Figure 5.: Deviation of CCSD(T) binding energy, calculated by using three different
effective core potentials, from the all electrons correlated result against the
internuclear distance for the B2 molecule.
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Figure 6.: Deviation of CCSD(T) binding energy, calculated by using three different
effective core potentials, from the frozen core result against the internuclear
distance for the B2 molecule.
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Figure 7.: Deviation of CCSD(T) binding energy, calculated by using three different
effective core potentials, from the all electrons correlated result against the
internuclear distance for the C2 molecule.
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Figure 8.: Deviation of CCSD(T) binding energy, calculated by using three different
effective core potentials, from the frozen core result against the internuclear
distance for the C2 molecule.
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Figure 9.: Deviation of CCSD(T) binding energy, calculated by using three different
effective core potentials, from the all electrons correlated result against the
internuclear distance for the CN molecule.
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Figure 10.: Deviation of CCSD(T) binding energy, calculated by using three different
effective core potentials, from the frozen core result against the internuclear
distance for the CN molecule.
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Figure 11.: Deviation of CCSD(T) binding energy, calculated by using three different
effective core potentials, from the all electrons correlated result against the
internuclear distance for the CO molecule.
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Figure 12.: Deviation of CCSD(T) binding energy, calculated by using three different
effective core potentials, from the frozen core result against the internuclear
distance for the CO molecule.
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Figure 13.: Deviation of CCSD(T) binding energy, calculated by using three different
effective core potentials, from the all electrons correlated result against the
internuclear distance for the N2 molecule.
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Figure 14.: Deviation of CCSD(T) binding energy, calculated by using three different
effective core potentials, from the frozen core result against the internuclear
distance for the N2 molecule.
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Figure 15.: Deviation of CCSD(T) binding energy, calculated by using three different
effective core potentials, from the all electrons correlated result against the
internuclear distance for the NO molecule.
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Figure 16.: Deviation of CCSD(T) binding energy, calculated by using three different
effective core potentials, from the frozen core result against the internuclear
distance for the NO molecule.
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Figure 17.: Deviation of CCSD(T) binding energy, calculated by using three different
effective core potentials, from the all electrons correlated result against the
internuclear distance for the O2 molecule.
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Figure 18.: Deviation of CCSD(T) binding energy, calculated by using three different
effective core potentials, from the frozen core result against the internuclear
distance for the O2 molecule.
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Figure 19.: Deviation of CCSD(T) binding energy, calculated by using three different
effective core potentials, from the all electrons correlated result against the
internuclear distance for the F2 molecule.
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Figure 20.: Deviation of CCSD(T) binding energy, calculated by using three different
effective core potentials, from the frozen core result against the internuclear
distance for the F2 molecule.
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Let us look first at the core correlation as it results from our all electron cal-
culations. This term is displayed against the internuclear separation for each
selected diatomic molecule in figure 21. By fixing a given distance, for instance
1.3 Å, one can see that the magnitude of this core correlation is strictly related
to the core polarizability itself, being the highest for B2 and the lowest for
F2. In all cases, the dependence with the distance is monotonic and rapidly
decreasing. At the largest distances, when the absolute values is small and ap-
proaching zero, there is, in some case, a change in the sign. This change can be
seen also from F2 and O2 results of Bytautas et al. [73, 74] and it is probably
due to a slightly different treatment of the quadrupole-quadrupole contribu-
tion to the interatomic potential in the all electron and frozen core calculations.
From a pure theoretical point of view, the core correlation is thus an energy
contribution that can be efficiently handled by some mathematical formalism
in order to complement a frozen core description. Such kind of theoretical
developments have been proposed in the past [81, 82, 83] and practical appli-
cations have also been discussed in the literature especially for metal clusters
and for soft cores [5, 6]. Nevertheless, in order to reduce the lack of descrip-
tion of core polarization in common pseudopotentials, it is not sufficient to
add some extra terms, but it is also necessary that the pseudopotential itself
must behave in a well defined way, namely as in a frozen core framework. The
accuracy of employing effective core polarization potentials to account for the
effect of core-valence correlation in frozen core calculations has been studied
by Nicklass and Peterson [84] on selected molecules containing atoms of the
first row. Nicklass and Peterson performed the calculations at the CCSD(T)/cc-
pVQZ level of the theory concluding that the use of effective core polarization
potentials is a valid way to recover the effects of intershell correlation. With
this background, now we can look at the effective core potentials considered in
this work more in details.
3.3.1 OAL pseudoptential
The OAL pseudopotential does not include relativistic effects. We have checked
the importance of these terms in comparing all electron and frozen core calcu-
lations and we noticed that is very small, namely lower than 0.2 kcal mol−1 at
the smallest distances. Looking at Figures 5 - 20, we note that OAL pseudopo-
tentials show, correctly, larger deviations from all electron than for frozen core
calculations. The mean value of the deviations for the atomization energies is
1.61 and 1.08 kcal mol−1 from the all electron correlated and frozen core atom-
izations respectively. The deviations are positive and negative and the zero is in
some proximity of the equilibrium distances. The best agreement is for C2, CO,
O2 and F2, where the error with respect to the frozen core reference is within
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Figure 21.: Deviation of CCSD(T) binding energy, calculated by using Stuttgart effec-
tive core potentials [77], from all electrons correlated (squares) and from
frozen core (filled triangle) results. The curve with crosses shows the core
correlation contribution as the difference between all electrons correlated
and frozen core binding energy.
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Table 12.: Mean average deviations (kcal mol−1) from all electrons correlated
CCSD(T)/cc-pwCV5Z atomization energies calculated with the effective
core potentials considered in this work.
Molecule BFD/V5Z TN/cc-pV5Z OAL/cc-pV5Z BFD/cc-pV5Z Stutt/cc-pV5Z
B2 0.88 2.48 2.44 0.94 0.75
C2 0.53 3.53 1.35 0.50 1.79
CN 0.48 2.56 1.56 0.56 1.28
CO 0.66 2.90 1.50 1.38 3.84
N2 0.76 3.02 2.31 0.68 0.81
NO 0.69 2.33 1.59 0.66 0.82
O2 0.45 1.90 1.08 0.93 0.83
F2 0.08 1.06 1.04 0.69 1.56
mean 0.57 2.47 1.61 0.79 1.46
Table 13.: Mean average deviations (kcal mol−1) from frozen core CCSD(T)/cc-
pwCV5Z atomization energies calculated with the effective core potentials
considered in this work.
Molecule BFD/V5Z TN/cc-pV5Z OAL/cc-pV5Z BFD/cc-pV5Z Stutt/cc-pV5Z
B2 1.79 1.57 1.52 1.85 1.67
C2 1.54 2.40 0.70 1.24 2.88
CN 0.73 1.81 1.13 1.13 2.13
CO 1.38 2.30 0.83 2.27 4.73
N2 1.17 2.41 1.70 1.42 1.60
NO 0.65 1.98 1.12 1.10 1.50
O2 0.10 1.64 0.69 1.00 1.12
F2 0.15 0.96 0.97 0.70 1.57
mean 0.94 1.88 1.08 1.34 2.15
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Table 14.: Calculated all electrons correlated CCSD(T)/cc-pwCV5Z and experimental
atomization energy (well depth) for the systems considered in this work (in
kcal mol−1). Computed data include scalar relativistic corrections.
Molecule De(calc) De(exp)
B2 65.50 65.29, 69.2
C2 145.14 145.21, 146.7
N2 225.96 228.42, 228.5, 228.55
O2 118.71 120.1
F2 37.49 38.24, 38.3, 39.04
CN 177.70 178.44, 179.2
CO 258.24 259.2, 259.27, 259.72
NO 150.34 152.4
Experimental values from [79], [80]
1.5 kcal mol−1 in the interval of distances considered here. In the other cases
we have, instead, much larger discrepancies, approaching –3 kcal mol−1 by
shortening the internuclear distance. When the bonds are stretched, the behav-
ior of the OAL pseudopotentials is correct for the B2 and F2 molecules, while
for the C2, CN, CO, N2, NO and O2 molecules there are important errors at
the dissociation limit.
3.3.2 TN pseudoptential
This pseudopotential is the unique of the three with a non local l = 1 term.
Relativistic effects are included. The mean value of the deviations is 2.47 and
1.88 kcal mol−1 from the all electron correlated and frozen core atomizations
respectively. The best agreement is for the O2 and F2 molecules. In our analysis,
we find again that the lowest deviations are from the frozen core calculations
but with a strong effect of the dependence with the interatomic distance. At
the equilibrium distances, the deviations are, in modulus, within 2 kcal mol−1,
with the best agreement for CN, but become rapidly negative at shorter dis-
tances and positive at larger distances. We can go from about -6 kcal mol−1
of C2 at 1 Å to about 3 kcal mol−1 of N2 at 1.5 Å. Except for the C2 and
B2 molecules, the behavior of the TN pseudopotentials is very poor when the
bonds are stretched. It should be of interest to analyze in more detail such a be-
havior in order to understand the possible connection with the above non local
extra term. This term, in fact, could be sensitive to the diffuse and polarization
functions on the neighbour atom.
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3.3.3 BFD pseudopotential
This includes relativistic effects and should be used with its own set of con-
tracted Gaussian atomic functions. Looking at figures 5 - 20, it appears clear
that is the effective core potential with the best performance. The discrepan-
cies with the frozen core reference are always in modulus smaller than 1.5 kcal
mol−1 at equilibrium and at larger distances with very good agreement for CO,
O2 and F2. The mean value of the deviations is 0.57 and 0.94 kcal mol−1 from
the all electron correlated and frozen core atomizations respectively. At short
distances, the BFD pseudopotential shows an opposite behavior with respect
to the other two reaching, now positive, deviations of some kcal mol−1. In this
region of distances, the largest deviations are for the more polarizable cores (B
and C). Tables 5 - 20 show that the BFD ECP, at least from B2 to N2, gives results
closer to the all electron correlated case than to that with the frozen core. In our
opinion, this unexpected behavior is fortuitous and does not mean that BFD
ECP includes core correlation. The BFD pseudopotentials behave excellently
when the bonds are stretched. This feature makes the BFD pseudopotentials
the recommended choice when one wants to study the transition states. The
use of a standard cc-pV5Z basis set instead of the supported V5Z one leads
to worse results. CO is the molecule with the largest deviation. The general
worsening is evident from the plots of Figures 5 - 20 and is roughly quantified
in tables 12 and 13. The performance of BFD ECP with the cc-pV5Z basis set is
similar to that of OAL ECP.
3.3.4 Stuttgart pseudoptential
For this study, we have chosen the semilocal quasi-relativistic pseudopoten-
tials [77]. Deviations from all electron and frozen core calculations are both
presented in Figure 21 together with the core correlation contribution as cal-
culated in this work. The corresponding mean average deviations are then
reported in tables 12 and 13 as the previous three ECPs. Apart for the CO
molecule, for which there is a high deviation from both all electron and frozen
core references, the general performance of these Stuttgart pseudopotentials
is between that of OAL and TN. In this respect, we can say that the three
pseudopotentials designed for QMC calculations considered in this work are
of comparable or of better quality of the other existing ECPs commonly used
for standard quantum chemistry applications.
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3.4 conclusions
In this chapter, we have studied the error on atomization energies due to the
use of three existing pseudopotentials, specifically designed for QMC calcu-
lations, in some selected diatomic molecules. We have considered a wide in-
terval of internuclear separations because the behavior of such effective core
potentials with the interatomic distance is, in general, unpredictable. Here we
report the deviation of these atomization energies from the same property cal-
culated at the CCSD(T)/cc-pwCV5Z level of the theory for both all electrons
correlated and frozen core cases. All pseudopotentials, apart BFD ECP for B2
to N2 molecules, show a better agreement with the frozen core results but
the so-called chemical accuracy, namely an agreement within 1 kcal mol−1,
is achieved only for some of the systems considered and only at distances
greater or equal to the equilibrium one. The pseudopotential with the best per-
formance has been that proposed by Burkatzki et al (BFD) [4]. This effective
core potential includes a relativistic correction and should be used in combi-
nation with an own basis set. The other two pseudopotentials, namely that
of Trail and Needs (TN) [3] and of Ovcharenko et al (OAL) [2] lead to larger
deviations which sometimes are bigger than 1 kcal mol−1 also at the largest
distances considered in the present study. TN and OAL pseudopotentials have
not an own basis set. OAL pseudopotential does not include relativistic effects
and TN pseudopotential contains a non local extra term. It is important to re-
mark that the supported basis set is determinant for the BFD ECP to reach the
best performance. At the shortest distances, in all cases smaller than the bond
length, TN and OAL results show high negative deviations from the frozen
core binding energies while BFD pseudopotential leads to smaller and posi-
tive differences. These observations indicate that, in order to use these effective
core potentials in the study of potential energy surfaces in molecular systems
containing the atoms considered in this work, TN and OAL pseudopotentials
could bring to some loss of accuracy. With BFD potential, these errors should be
much smaller although, in all the three cases, some attention should be paid for
processes occurring in the condensed state involving shortening of interatomic
distances (for example the migration of an impurity into a crystal structure). In
principle, such pseudopotentials can be improved by changing their parame-
ters and, for TN and OAL, by supporting the ECP with some adapted basis set.
In this respect, we remark that the simple fitting of the atomization energies
obtained at the frozen core level and the equilibrium geometry is not sufficient
because one has to take into account a much larger portion of a PES. The ac-
curate reproduction of the frozen core binding energies is important in order
to complement the pseudopotential calculation by adding an explicit effective
core polarization potential which is able to account for core correlation effects.
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For a more general overview, we have also complemented the present cal-
culations by analogous computations performed with the Stuttgart pseudopo-
tentials [77] as an example of ECP used in standard quantum chemistry ap-
plications. This comparison proves the good quality level of the three ECPs
designed for QMC calculations studied here.

4
S I Z E - E X T E N S I V E WAV E F U N C T I O N S F O R Q U A N T U M
M O N T E C A R L O : A L I N E A R S C A L I N G G E N E R A L I Z E D
VA L E N C E B O N D A P P R O A C H .
In this chapter, we deepen and extend the study of the J-LGVB-CHAMP trial
functions tested in chapter 2. We propose a new class of multideterminantal
Jastrow-Slater wave functions[85] designed to describe complex potential en-
ergy surfaces of molecular systems for use in quantum Monte Carlo (QMC).
The determinantal part of the wave function is inspired by the GVB-PP form [7,
8] but the number of configuration state functions (CSFs) scales linearly with
the size of the system. In order to achieve linear scaling, we exploit the local-
ization of the orbitals, which emerges naturally in the GVB method when the
wave function is optimized. The localization of the orbitals allows us to classify
the CSFs according to the electron pairs they correlate. Since we find that the
correlation between adjacent pairs is most important, we adopt a geometric
criterion for truncation of the wave function that respects size-extensivity. We
further classify the CSFs according to the occupations of the bonding and anti-
bonding orbitals of the electron pairs and, for a representative set of molecular
systems, we identify a hierarchy of importance for these classes by analysing
the CISDTQ wave functions built with localized orbitals. The gradual intro-
duction of these classes of CSFs allows the construction of an ordered set of
wave functions of increasing complexity. To assess the performance of our wave
functions, we compute the dissociation energy of N2H4, HNO2, CH3OH, and
CH3NH2. The fragmentation of these molecules requires a balanced descrip-
tion of the N-N, N-O, C-O, and C-N bonds, which are among the most common
bonds in biological molecules. In all cases, we find that, already with the sim-
plest forms of our wave functions, we satisfy chemical accuracy and obtain
dissociation energies in excellent agreement with experiments and with the
CCSD(T) results computed with the large cc-pV5Z basis set.
4.1 historical background.
The intuition of Lewis [86] to describe the molecular structures in terms of
electron pairs on bonds or lone pairs represents one of the most important
ideas of chemistry. The Lewis structures are still to the present day a fun-
damental part of the chemical language. After the development of quantum
mechanics, the description of chemical bonding as the sharing of an electron
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pair has found a justification in the formulation of the VB theory by Heitler-
London[87], Pauling [88], Slater [89] and others. The valence bond (VB) theory
has the advantage of giving a correct description of bond breaking, provides
easily interpretable results in chemical terms, and was the basis for many inter-
esting theoretical developments. Its application to obtain quantitative results
instead did not have immediate success and the implementation of the VB
code had to face the considerable obstacle of the non-orthogonality of the or-
bitals. This feature makes the calculation of the integrals needed to obtain the
values of the desired observables extremely inconvenient. On the other hand,
the molecular orbitals (MO) theory, based on the Hartree-Fock (HF) method,
gained increasing attention because it can be more easily generalized to any
system and adapted to numerical applications. The increasing power of com-
puters has made it possible to apply more and more sophisticated MO methods
capable of taking into account the electron correlation. The more refined meth-
ods are now able, for small molecules, to satisfy the criterion of the chemical
accuracy. While providing excellent quantitative results, these methods give a
non-local description of the molecule and the power of interpretation of the VB
vision, purely local, is lost. For this reason, tools have been developed that can
reconcile the two views. The most significant ones are the localization of the
orbitals (LMO)[90][91] and the topological study of the electron density in the
theory of atoms in molecules (AIM)[92]. In a VB framework, the localization
of the orbitals occurs in a natural way. The analysis of complicated CASSCF
wavefunctions in terms of VB structures has been the object of research of
several groups in the past [93, 94, 95]. It should be noted that a CASSCF mul-
tideterminantal function can be projected, in general, over a simple and com-
pact classical VB form by a linear transformation of the active orbitals which
leads to localized and not orthogonal atomic hybrid orbitals. This transforma-
tion can be achieved either by maximizing the overlap between the CASSCF
and VB forms or by minimizing the energy associated to the VB wavefunc-
tion. Studies like these have been used with success in practical applications
(see, for example, [96, 97, 98, 99]). However, in this kind of approach, the ac-
tive space is generated only by considering the electrons which participate
directly to a given chemical process and an extension to all the electrons of the
whole molecular system is still beyond the possibilities of modern computers.
Currently, however, a comeback of a local view of the molecular systems in
quantum chemistry is imposed not only by reasons of interpretation, but also
of computation. Increasing the size of the systems treated, a global description
based on the canonical molecular orbitals leads to increasing inefficiency, the
number of electron pairs to be correlated increases quadratically despite the
fact that dynamic electron correlation is a short-range effect. It is therefore pos-
sible to significantly cut the number of pairs to be correlated, if we switch to
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a local description. In recent years many interesting local approximations to
MO methods (LCCSD, LMPn, LCEPA)[100][101][102][103][104][105][106][107]
have been suggested, that promise favourable scaling with the size of the sys-
tems with small errors. New theoretical developments and the increase in com-
puting power have allowed in the years 1970-80s to overcome the obstacle of
non-orthogonality of VB orbitals and brought back interest around the compu-
tational applications of the VB theory. Among the various methods proposed,
the one known as generalized valence bond (GVB)[7][108] has the advantage
of providing an emerging non-arbitrary localization, i.e., the localization of the
orbitals is not imposed a priori, but is the result of an MCSCF-like optimization.
GVB-type functions have the characteristic to describe well the non-dynamic
correlation for all the chemical bonds of the molecule. In addition, GVB wave
functions are size-extensive.
Wave functions constructed following the principle of the electron pairs have
been recently introduced in QMC calculations. Anderson et al. [109] have used
perfect pair generalized valence bond (GVB-PP) determinantal components in
Jastrow-Slater wave functions while Braida et al. [110] have employed valence
bond (VB) functions constructed with non-orthogonal orbitals localized on the
atoms. Both approaches have produced promising results but the number of
determinants in these wave functions scales exponentially with respect to the
number of electron pairs of the molecular system. Other pairing wave func-
tions employed in QMC are the Pfaffians[111], of which the antisymmetrized
geminals power (AGP) [112] is a particular case.
The pairing wave functions allow one to perform a balanced truncation for
the treatment of complex chemical systems. We focus our attention on the wave
functions of this type in order to overcome the difficulties encountered in chap-
ter 2 in the description of the dissociations.
4.2 method
4.2.1 Linear scaling GVB wave functions
For a molecular system with an even number N of electrons, the GVB-PP wave
function can be expressed as the antisymmetrized product of geminal func-
tions:
ΨGVB−PP =| (ϕ1uϕ1v −ϕ1uϕ1v)(ϕ2uϕ2v −ϕ2uϕ2v)...(ϕN
2 u
ϕN
2 v
−ϕN
2 u
ϕN
2 v
) | , (69)
where each geminal j is a pairing function constructed with the Coulson-Fisher
orbitals [113], ϕju and ϕjv. These orbitals are semilocalized atomic orbitals, i.e.
they are localized on an atom but have small delocalization tails on other close
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atoms. In the most common formulation of the GVB-PP theory, the Coulson-
Fisher orbitals of two different electron pairs are constrained to be orthogonal:
〈ϕju | ϕjv〉 6= 0 ,
〈ϕju | ϕiv〉 = δij〈ϕju | ϕjv〉 . (70)
This restriction is known as the strong orthogonality.
Each geminal can be rewritten in terms of orthogonal bonding and anti-
bonding orbitals which are a linear combination of the Coulson-Fisher orbitals,
namely,
{φjb,φja} = {ϕju,ϕjv}
 1√2(1+Sj) −1√2(1−Sj)
1√
2(1+Sj)
1√
2(1−Sj)
 , (71)
where
Sj = 〈ϕju | ϕjv〉 (u 6= v) . (72)
In this form, the wave function above becomes
ΨGVB−PP = |Φ0〉+
1
2N∑
j=1
qj|Φ
jaja
jbjb
〉+
1
2N∑
i<j
qiqj|Φ
iaia,jaja
ibib,jbjb
〉+ ... , (73)
where the indices b and a denote bonding and antibonding orbitals and the
sum is extended to all possible pair-excitation determinants. The qj parameters
define the mixing of bonding and antibonding geminals in each pair and are
given by
qj =
Sj − 1
1+ Sj
. (74)
If we truncate the expansion of eq. 73 to the double excitations, we obtain a
function consisting of 12N+ 1 determinants:
ΨLGVB1 = c0|Φ0〉+
1
2N∑
i=1
ci|Φ
ibib
iaia
〉 . (75)
This wave function is extremely compact, scales linearly with respect to the size
of the system, and can correlate all valence electrons of the molecule. We denote
this function as LGVB1 and we use it as starting point to generate Jastrow-
Slater wave functions of increasing complexity. Through the use of localized
orbitals, we develop a coupling scheme between electron pairs which progres-
sively includes new classes of excitations in the determinantal component of
the wave function. In the most extended formulation, our wave functions cor-
relate each couple of adjacent electron pairs in a CAS(4,4) form transcending
the perfect pair approximation.
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4.2.2 Theory
If we perform a MCSCF calculation including the CSFs of LGVB1 wave func-
tion, the localization of orbitals (bonding, antibonding, lone pair function, and
diffuse lone pair function with nodes) emerges naturally. We find that the or-
bitals localized through this procedure are more suitable for our purposes than
those obtained through Boys [90], Ruedenberg [91], or other similar localization
schemes. The LGVB1 orbitals are in fact the result of a variational optimization
in a wave function similar to the one we will use in our QMC calculations.
If we now use these orbitals in a CISDTQ calculation, the orbital localiza-
tion allows us to classify excitations according to the mutual relations between
the occupied bonding and antibonding orbitals. If we order the CSFs of the
CISDTQ wave function with respect to decreasing absolute values of the coef-
ficients, we observe a hierarchy in the classes of excitations. In tests performed
on a representative set of molecules (N2H4, NH2, H2O2, OH, and H2O), we
find that this hierarchy is roughly the same among the systems considered.
The most important excitations are the double excitations from the bonding
orbitals to the corresponding antibonding orbitals (E1). This is not surprising
since the orbitals were generated in a MCSCF calculation which includes only
the E1 excitations. As already mentioned, the number of E1 excitations grows
linearly with the number of electron pairs. In hierarchical order emerging from
the CISDTQ wave function, the second class of excitations are double excita-
tions constructed as pairs of single excitations from bonding orbitals to the
corresponding antibonding orbitals (E2). The number of E2 excitations grows
quadratically with respect to the number of electron pairs. However, the CI
calculations show that only excitations involving adjacent pairs, (i.e., sharing
at least one atom) have significant coefficients. Excluding the non-adjacent cou-
plings between electron pairs, the number of CSFs increases linearly also for
this class of excitations.
The importance of the E1 and E2 excitations is common to all performed
tests, regardless of the spin state of the molecules considered. For the subse-
quent classes, a hierarchy continues to be present but differs depending on the
spin state of the molecule. The single excitations from bonding orbitals to the
corresponding antibonding orbital (E3) are important for molecules in doublet
states but to a lesser extent for molecules in singlet states. The E3 excitations
grow linearly with respect to the size of the system. Both for singlet and dou-
blet states, an important class of excitations consists of double excitations in
which both electrons in the same bonding orbital in the reference are promoted
to the same antibonding orbital of another pair (E4). The E4 excitations grow
quadratically with respect to the number of electron pairs but, as in the case
of E2, not all pairs give a significant contribution. Also in this case, the most
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 Npair = 3n + 1 Npair_int = (9n2+3n)/2 Npair_close_int = 6n 
 
Figure 22.: Generic linear alkane with n carbon atoms. We list the number of the elec-
tronic pairs (Npair), the global number of the interactions between the elec-
tron pairs (Npair_int), and the number of interactions between adjacent elec-
tron pairs (Npair_close_int). The number of CSFs in the LGVB wave functions
increases linearly because they depend on Npair_close_int and not Npair_int.
important E4 excitations are those in which the antibonding orbital is from an
adjacent pair. If we consider only these excitations, the number of E4 excita-
tions grows linearly with respect to the size of the system. For singlet states,
the next class of excitations in order of importance consists of the quadruple
in which two pairs of electrons are excited to their antibonding orbitals (E5).
The E5 excitations grow quadratically but, again, only the couplings between
adjacent pairs give rise to excitations whose coefficients are important. We can
then keep only adjacent pairs to obtain linear scaling also for the E5 excitations.
Similarly, we can proceed with the triple excitations built as a double excitation
to the respective antibonding orbital coupled to a single excitation towards its
antibonding orbital (E6). Using the modular truncation based on the contiguity
of electron pairs, we are then dividing the global valence active space into a set
of smaller active spaces, each consisting of a couple of electron pairs. The size
of these active spaces is given by 4 electrons in 4 orbitals. If we now include
the excitations E7, E8, E9, and E10 (see table 15) in addition to the ones al-
ready considered, we are correlating each couple of adjacent electron pairs in a
CAS(4,4). In table 15, we collect all the excitations En. Each class of excitations
scales linearly with the number of atoms in the molecule. Therefore, a function
which uses any combination of these excitations also scales linearly.
In the following, we consider the aliphatic alkanes shown in figure 22 to
discuss the size and scaling of the wave function by means of quantitative
relations. The number of CSFs for the alkanes is listed as function of the num-
ber of carbon atoms in table 15 and these relations are valid for all molecules
containing elements of the second period and hydrogen, not cyclic, and not
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Table 15.: Classes of excitations (E1-E10) that complete a CAS(4,4) for two electron
pairs. The excitations with respect to the reference (E0) are labelled as sin-
gle (S), double (D), triple (T), and quadruple (Q). In the occupation number,
the order of orbitals is bonding for the pair 1 (b1), bonding for the pair 2
(b2), antibonding for the pair 2 (a2), and antibonding for the pair 1 (a1). We
consider the most common case of a reference (E0) where all the bonding
orbitals (or lone pairs functions) are doubly occupied and all antibonding or-
bitals (or diffuse lone pairs functions with nodes) are empty. We also list the
total number of CSFs [N(CSCF)] for all adjacent electron pairs of a molecule
consisting of n atoms of the second period, not cyclic, which does not contain
unsaturations.
Code Type Occupation Numbers N(CSF)
b1b2a2a1
E0 Reference 2200 1
E1 D 0202 + 2020 3n + 1
E2 D 1111 12n
E3 S 1201 + 2110 3n + 1
E4 D 0220 + 2002 12n
E5 Q 0022 6n
E6 T 1021 + 0112 12n
E7 S 1210 + 2101 12n
E8 D 0211 + 2011 12n
E9 D 1120 + 1102 12n
E10 T 1012 + 0121 12n
containing unsaturations. Both the presence of multiple bonds and cycles re-
duces the number of adjacent electron pairs and therefore the number of CSFs
to be considered, while the presence of hypervalent atoms increases the num-
ber of adjacent electron pairs and therefore the number of CSFs. In general,
the deviations from the relations obtained for the alkanes are minimal and the
proportionality constants are the same or change slightly.
The inclusion of all En excitations gives rise to a wave function which can be
written as
ΨLGVB10 =
6n∑
ij
Cij|Φij〉CAS(4,4) , (76)
where ij are adjacent electron pairs in an alkane molecule. As shown in figure
22, the number of adjacent electron pairs is equal to 6n while the total number
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of interactions between the electron pairs is equal to (9n2 + 3n)/2, where n
is the number of carbon atoms. For every interaction between electron pairs,
the number of CSFs which completes the CAS(4,4) is 19, so the total number
of CSFs is 114n + 1. In this way, we have however counted more times than
necessary the E1 and E3 excitations, whose number does not depend on the
interaction between pairs but only on the number of pairs. If we correct for
this, the number of CSFs is equal to 96n + 3.
The description of electronic correlation between adjacent pairs with a CAS(4,4)
allows us to construct a modular wave function, balanced with respect to frag-
mentation, and able to properly account for non-dynamical correlation. If we
combine this determinantal component with a Jastrow factor to account for dy-
namical correlation, we can build accurate Jastrow-Slater wave functions to use
in QMC calculations. These Jastrow-Slater wave functions are here denoted as
J-LGVBn and include progressively the En excitations, according to the hier-
archy identified in the CISDTQ calculations, up to the complete CAS(4,4) for
each couple of adjacent electron pairs:
Ψtrial = JΨLGVBn . (77)
We obtain therefore ten Jastrow-Slater wave functions and report the composi-
tion of each wave function and the number of CSFs in table 16. Importantly, our
formulation of LGVBn wave functions is different from the original GVB-PP
scheme already at the fourth order, since we include excitations from bonding
orbitals of an electron pair to antibonding of another electron pair (E4, E7, E8,
E9, E10). Moreover, the linear parameters of all CSFs are completely free, while
in the GVB-PP scheme the parameters of the higher excitations are related to
those of the double excitations (eq. 73). A further important difference is the
removal of any orbital orthogonality constraint.
The use of localized orbitals and the modular scheme of the excitations il-
lustrated above ensures the size-extensivity of the wave function. For the same
reason, size-consistency is always respected if the dissociation does not lead to
breaking of chemical bonds (e.g. Van der Waals, hydrogen bond). In breaking
single bonds, size-consistency is satisfied by the use of J-LGVB3 and higher
wave functions since these functions include a CAS(2,2) for each bond. The
correct dissociation of the double bonds is achieved with the J-LGVB10 wave
functions because they include all the CAS(4,4) between couple of adjacent
electron pairs. The breaking of a triple bond is instead properly described with
a CAS(6,6) which is not included in the J-LGVB10 function, which only corre-
lates the six electrons of the triple bond with three CAS(4,4) generated by the
three possible pairings among the three electron pairs pix, piy and σ.
The J-LGVBn wave functions can be applied to all molecular systems that
can be described by a dominant Lewis structure. In addition, they are also
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suitable for molecules characterized by multicentric bonds, which are common
in transition states and electron-deficient systems. However, when resonance
between different Lewis structures is important, our formulation must be mod-
ified to include all the relevant pairing schemes. This change will lead to an
increased number of CSFs but will not spoil the linear scaling of the method.
For chemical systems where the concept of electronic pair fails (e.g. a cluster
of Li atoms where the directionality of the bonds is lost), the method requires
to be thoroughly reviewed.
Table 16.: Composition of the LGVBn wave functions. The excitations En are defined
in table 15. We consider a molecule consisting of n atoms of the second pe-
riod, not cyclic, which does not contain unsaturations and where all bonding
orbitals (or lone pair) are doubly occupied and all antibonding orbitals (or
diffuse lone pair with nodes) are empty in the reference (E0).
Ψ CSFs N(CSF)
LGVB1 E0 + E1 3n + 2
LGVB2 LGVB1 + E2 15n + 2
LGVB3 LGVB2 + E3 18n + 3
LGVB4 LGVB3 + E4 30n + 3
LGVB5 LGVB4 + E5 36n + 3
LGVB6 LGVB5 + E6 48n + 3
LGVB7 LGVB6 + E7 60n + 3
LGVB8 LGVB7 + E8 72n + 3
LGVB9 LGVB8 + E9 84n + 3
LGVB10 LGVB9 + E10 96n + 3
The excitation scheme shown in table 15 is not the only one possible. If a
bonding orbital is singly occupied, we have the scheme shown in table 17 while
the scheme in table 18 holds when an antibonding orbital is singly occupied.
In these cases, we do not have a CAS(4,4) for adjacent electron pairs but a
CAS(3,4) and CAS(5,4), respectively. In the molecules considered here, only
these three types of pairings are present but, in general, others are possible
if the occupation numbers of a couple of bonding-antibonding orbitals in the
reference is 1100, 2211, 2220, 2221, 1110, 1111, or 2110, where the order of
orbitals is bonding of the first electron pair, bonding of the second electron pair,
antibonding of the first electron pair, and antibonding of the second electron
pair.
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Table 17.: Classes of excitations (En) that complete a CAS(3,4) for three electrons oc-
cupying two bonding orbitals in the reference (2100). The excitations are
labelled as single (S), double (D), triple (T), and quadruple (Q) with respect
to the reference (E0). In the occupation numbers, the order of the orbitals is
bonding 1 (b1), bonding 2 (b2), antibonding 2 (a2), and antibonding 1 (a1).
For each 2100 coupling, the corresponding CAS(3,4) produces 16 CSFs.
Code Type Occupation Numbers
b1b2a2a1
E0 Reference 2100
E1 D 0102
E2 D 1011
E3 S 1101 + 2010
E4 D 0120
E5 Q -
E6 T 0012
E7 S 1110 + 2001
E8 D 0111
E9 D 1020 + 1002
E10 T 0021
4.2.3 Computational details
In the construction of the Jastrow-Slater LGVB1 wave functions (J-LGVB1), we
optimize the orbitals, the coefficients of the CSFs, and the parameters of Jas-
trow factor by energy minimization within VMC using the linear method [114].
As initial guess for the orbitals, we use the orbitals obtained in a MCSCF calcu-
lation that includes the same CSFs present in LGVB1, and perform the MCSCF
calculations with the package GAMESS-US [115, 116]. As discussed above, the
MCSCF calculations with this selection of CSFs yield localized orbitals and
the localization of the orbitals is preserved also after the optimization in the
presence of the Jastrow factor without imposing any symmetry constraints. We
generate the J-LGVBn wave functions by adding progressively the En excita-
tions, according to the hierarchy that emerges from the CISDTQ calculations
(table 15). For the J-LGVBn (n > 1) wave functions, we do not further opti-
mize the orbitals but use the orbitals obtained in the J-LGVB1 wave functions.
For the monodeterminantal wave functions, we optimize the orbitals and the
parameters of the Jastrow factor by energy minimization within VMC, using
B3LYP orbitals as initial guess. We use energy minimization within VMC also
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Table 18.: Classes of excitations (En) that complete a CAS(5,4) for 5 electrons occupying
a couple of bonding-antibonding orbitals in the reference (2210). The excita-
tions are labelled as single (S), double (D), triple (T), and quadruple (Q) with
respect to the reference (E0). In the occupation numbers, the order of orbitals
is bonding 1 (b1), bonding 2 (b2), antibonding 2 (a2), antibonding 1 (a1). For
each 2210 coupling, the corresponding CAS(5,4) produces 19 CSFs.
Code Type Occupation Numbers
b1b2a2a1
E0 Reference 2210
E1 D 0212
E2 D 1121
E3 S 1211 + 2120
E4 D 2012
E5 Q -
E6 T 0122
E7 S 1220 + 2111
E8 D 0221 + 2021
E9 D 1112
E10 T 1022
to simultaneously optimize the CSF coefficients, the orbitals, and the Jastrow
factor parameters of the CAS wave functions, starting from canonical orbitals.
In the optimization of the orbitals in both the monodeterminantal and CAS
wave functions, we maintain the constraints of symmetry on the orbitals.
The QMC calculations are performed with the CHAMP program [48]. We
employ the BFD pseudopotentials [4, 117] and the VTZ basis set specifically
developed for these pseudopotentials. The pseudopotentials are treated be-
yond the locality approximation [118]. For the fragmentation of N2H4, we
also perform tests with the VQZ basis set without the g functions on the ni-
trogen atoms. The Jastrow factors contain electron-nuclear, electron-electron,
and electron-electron-nuclear terms [119]. We use a time step of 0.05 a.u. in the
DMC fixed-node calculations and verify that a time step of 0.025 a.u. yields
the same energy differences in the dissociation of N2H4 with the J-LGVB1 and
J-LGVB2 wave functions.
The coupled cluster calculations are performed in the frozen-core approxi-
mation with the CFOUR code [76]. The DFT results with the B3LYP [120, 121,
122, 123], PBE0 [124, 125, 126], M06-2X [127], and M08-HX [128] functionals
are obtained with GAMESS-US, while, for the double-hybrid B2PLYP [129]
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functional, we use Gaussian09 [130]. For the coupled cluster calculations, we
employ the cc-pVNZ (N = T, Q, 5) basis set and, for the DFT calculations, the
aug-cc-pVQZ basis set. The molecular geometries are taken from the work by
Martin et al. [131], and were optimized within CCSD(T)/cc-pV(Q + d)Z.
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The accurate estimate of the energy in an homolytic bond breaking is a severe
challenge for all methods in quantum chemistry. Since the number of electronic
pairs is not conserved in the reaction, we cannot rely on error cancellations to
accurately compute the energy of reaction and it is therefore essential that
the computational method is capable to provide a good estimate of the elec-
tron correlation. Moreover, since these reactions involve the fragmentation of a
molecule, the method must also be size-extensive [132]. If we want to extend
the applicability of QMC to molecules of biological interest, the respect of size-
extensivity is crucial. In a non-periodic context, it is appropriate to adopt as
definition of size-extensivity the one proposed by Nooijen et al. [133]: “One has
to grow a repeating unit in the form of a rigid chain and show that the change
in energy becomes independent of the chain length in the limit.” The modu-
lar structure of the J-LGVBn wave functions ensures size-extensivity. Here, we
verify the size-extensivity of our J-LGVBn wave functions by calculating the
QMC dissociation energy of the N-N, N-O, C-N, and C-O bonds in the N2H4,
HNO2, CH3NH2, and CH3OH molecules. Bonds of this type are among the
most common ones in molecules of biological interest. For comparison, we also
perform the same calculations using CCSD(T) and various DFT methods.
For the fragmentation of N2H4 in two NH2 molecules, we present a com-
prehensive analysis of the performance of the J-LGVBn wave functions and
summarize the results in table 19.
The VMC and DMC energies of both NH2 and N2H4 converge rapidly with
increasing order of the wave function. For the N2H4 molecule, the difference
between the VMC energies of the J-LGVB4 and J-LGVB10 wave functions is
only 0.5 mHartree. Clearly, the excitations En for n > 4 are not important to
describe non-dynamical correlation, except for E9 responsible for almost all
of the energy difference between J-LGVB4 and J-LGVB10. The DMC energies
display the same trend as VMC. The rapid convergence of the dissociation
energy of the N-N bond, with increasing the order of the wave function is even
more evident. The binding energy obtained with the J-LGVBn wave function
remains unchanged passing from n=4 to n=10. Moreover, already for n=2, the
dissociation energy is comparable to the CCSD(T)/cc-pV5Z result (see table
23).
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Figure 23.: Orbitals of N2H4 obtained in the optimization of the J-LGVB1 wave func-
tion. The (a) pair represents the bonding and antibonding orbitals for the
N-N bond. The (b) and (c) pairs are the bonding and antibonding orbitals
for the two types of N-H bonds in the molecule. The (d) pair represents
the lone pair on the nitrogen and its relative diffuse orbital. We show only
four of the seven pairs of orbitals because the remaining three pairs can be
generated by rotation of the (b), (c) and (d) pairs with respect to the C2 axis
of symmetry of the molecule.
Since simple one-determinant Jastrow-Slater wave functions are often used
within QMC, we also report the energies obtained with a single determinant.
We observe that the absolute energies obtained with the J-LGVBn wave func-
tions are significantly lower than the energies of the monodeterminantal wave
functions. For N2H4, the difference between the VMC energy obtained with
J-LGVB1 is 10 mHartree lower than the value obtained with 1 determinant,
while the difference at the DMC level is 4 mHartree. Compared to the mon-
odeterminantal wave functions, J-LGVB1 yields an improvement of 1 kcal/mol
at the DMC level and more than 2 kcal/mol at VMC level for the dissociation
energy of the N-N bond.
Another wave function widely used in QMC calculations is a CAS expan-
sion in the determinantal component. Therefore, we also compare our results
to those obtained with different choices of CAS space. For the N-N bond break-
ing in N2H4, we test three types of CAS functions: i) a minimum active space
of (2,2) for N2H4 and a single determinant for NH2, ii) an intermediate active
space of (6,6) for N2H4 and (3,3) for NH2, and iii) an active space including
all valence electrons and an equal number of orbitals [135], namely, (14,14) for
N2H4, and (7,7) for NH2. We perform a truncation only on the CSF coeffi-
cients for the largest active space. The dissociation energy obtained with the
small CAS is comparable with the value of J-LGVB1. This finding can be ex-
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Table 19.: VMC and DMC dissociation energies (∆E, kcal/mol) of hydrazine in amino
radicals, computed with several trial wave functions. We also report the total
energies (Hartree) and do not include zero-point-energy correction. The ex-
perimental reference is Active Thermochemical Tables (ATcT) [134] data cor-
rected for zero-point energy, spin-orbit interaction, and Born-Oppenheimer
approximation [131]. The statistical error on the VMC and DMC total ener-
gies is 0.0001 a.u. while the statistical error on the corresponding dissociation
energies is 0.1 kcal/mol. Unless explicitly stated, we use the VTZ basis set.
Wave function VMC DMC
NH2 N2H4 NH2 N2H4 ∆E NH2 N2H4 ∆E
1 det 1 det -11.0683 -22.2438 67.3 -11.0798 -22.2724 70.8
1 det CAS(2,2) -11.0683 -22.2460 68.7 -11.0798 -22.2738 71.6
CAS(3,3) CAS(6,6) -11.0707 -22.2502 68.3 -11.0812 -22.2754 70.9
CAS(7,7) CAS(14,14) -11.0707 -22.2558 71.8 -11.0806 -22.2780 73.3
J-LGVB1 J-LGVB1 -11.0715 -22.2538 69.5 -11.0809 -22.2762 71.8
J-LGVB2 J-LGVB2 -11.0718 -22.2565 70.8 -11.0812 -22.2777 72.4
J-LGVB3 J-LGVB3 -11.0719 -22.2566 70.8 -11.0813 -22.2777 72.2
J-LGVB4 J-LGVB4 -11.0723 -22.2580 71.2 -11.0814 -22.2787 72.7
J-LGVB5 J-LGVB5 -11.0723 -22.2580 71.1 -11.0815 -22.2788 72.6
J-LGVB6 J-LGVB6 -11.0724 -22.2581 71.2 -11.0815 -22.2789 72.7
J-LGVB7 J-LGVB7 -11.0724 -22.2581 71.1 -11.0816 -22.2789 72.6
J-LGVB8 J-LGVB8 -11.0724 -22.2581 71.2 -11.0816 -22.2790 72.6
J-LGVB9 J-LGVB9 -11.0724 -22.2584 71.3 -11.0817 -22.2792 72.6
J-LGVB10 J-LGVB10 -11.0726 -22.2585 71.1 -11.0817 -22.2794 72.8
1 det/VQZ 1 det/VQZ -11.0695 -22.2494 69.2 -11.0798 -22.2740 71.8
1 det/VQZ CAS(2,2)/VQZ -11.0695 -22.2511 70.3 -11.0798 -22.2748 72.3
J-LGVB1/VQZ J-LGVB1/VQZ -11.0721 -22.2583 71.6 -11.0811 -22.2776 72.4
J-LGVB2/VQZ J-LGVB2/VQZ -11.0726 -22.2592 71.6 -11.0815 -22.2792 72.9
Experimental 73.39 73.39
plained with the fact that the two orbitals of the active space (2,2) of N2H4
have substantially the shape of the bonding and antibonding orbitals of the N-
N bond. This wave function is therefore capable to describe the dissociation of
this particular bond but no other bond in the molecule, in contrast to J-LGVB1
that provides a good description of the dissociation of all bonds. The intermedi-
ate active space yields lower absolute energies but a worse dissociation energy
than the smaller CAS. This highlights the difficulty of identifying balanced ac-
tive spaces to describe multiple dissociative processes in the same molecule.
For the largest active space, we are forced to truncate the expansion since the
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numbers of CSFs in the CAS(7,7) of NH2 and CAS(14,14) of N2H4 are 196 and
1381095, respectively. As criterion for truncation, we use the sum of the squares
of the coefficients and include the CSFs with greater absolute values of the coef-
ficients with threshold for the sum of the squares of the coefficients set to 0.974.
This value is selected to obtain less than 250 determinants for N2H4. The dis-
sociation energy obtained with the truncated CAS(7,7) and CAS(14,14) wave
functions is closer to the experimental value than the J-LGVBn results but the
absolute energies are worse than the energies of the J-LGVBn wave functions
of higher order. Therefore, the good result obtained for the dissociation energy
is not a consequence of smaller errors in the calculation of the correlation ener-
gies. In table 19, we also include the energies calculated with a larger basis set
(VQZ). We employ this basis set only for the monodeterminantal, the smallest
CAS, and the J-LGVB1 and J-LGVB2 wave functions. The total energies for all
four wave functions decrease significantly and also the DMC dissociation ener-
gies benefit from the increased size of the basis set as the errors in the binding
compared to the VTZ basis are reduced by 1.0, 0.7, 0.6, and 0.5 kcal/mol for
the monodeterminantal, small CAS, J-LGVB1, and J-LGVB2 wave functions, re-
spectively. For N2H4, we plot in figure 23 the orbitals obtained in the VMC
optimization of the J-LGVB1 wave function and also used in the higher-order
J-LGVBn wave functions. We can see that, for each electron pair, we obtain
bonding and antibonding orbitals, which are very well localized in space.
Table 20.: VMC and DMC dissociation energies (∆E, kcal/mol) of nitrous acid in hy-
droxyl radical and nitric oxide, computed with several trial wave functions.
We also report the total energies (Hartree) and do not include zero-point-
energy correction. The experimental reference is ATcT data corrected for
zero-point energy, spin-orbit interaction, and Born-Oppenheimer approxi-
mation [131]. The statistical error on the VMC and DMC total energies is
0.0001 a.u. while the statistical error on the corresponding dissociation ener-
gies is 0.1 kcal/mol.
Energy
Method Wave function OH NO HNO2 ∆E
VMC 1 det -16.5513 -25.8863 -42.5103 45.6
J-LGVB1 -16.5543 -25.8967 -42.5292 49.1
J-LGVB2 -16.5546 -25.8981 -42.5339 50.9
DMC 1 det -16.5630 -25.9152 -42.5564 49.1
J-LGVB1 -16.5648 -25.9220 -42.5661 49.8
J-LGVB2 -16.5651 -25.9222 -42.5693 51.5
Exp. 51.82
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We collect the results for the dissociation of nitrous acid (HNO2) in hydroxyl
radical (OH) and nitric oxide (NO) in table 20. The improvement in the VMC
energies passing from a monodeterminantal wave function to J-LGVB1 is dras-
tic. In particular, the energy of HNO2 decreases by 19 mHartree and the error in
the dissociation energy is reduced by 3.5 kcal/mol. Compared to the J-LGVB1
wave function, the use of J-LGVB2 further reduces the error in the dissociation
energy by 1.8 kcal/mol. Even though these differences are washed out at the
DMC level, we can still observe the same trend in DMC. The DMC energy of
HNO2 decreases by 9.7 mHartree when going from the monodeterminantal to
the J-LGVB1 wave function and the improvement in the dissociation energy is
of 0.7 kcal/mol. A significant increase in accuracy is obtained with the J-LGVB2
wave functions, which reduce the error with respect to the experimental disso-
ciation energy to only 0.3 kcal/mol.
Table 21.: VMC and DMC dissociation energies (∆E, kcal/mol) of methylamine in
amino and methyl radicals, computed with several trial wave functions. We
also report the total energies (Hartree) and do not include zero-point-energy
correction. The experimental reference is ATcT data corrected for zero-point
energy, spin-orbit interaction, and Born-Oppenheimer approximation [131].
The statistical error on the VMC and DMC total energies is 0.0001 a.u. while
the statistical error on the corresponding dissociation energies is 0.1 kcal/-
mol.
Energy
Method Wave function CH3 NH2 CH3NH2 ∆E
VMC 1 det -7.4065 -11.0683 -18.6162 88.7
J-LGVB1 -7.4081 -11.0715 -18.6239 90.6
J-LGVB2 -7.4087 -11.0718 -18.6256 91.0
DMC 1 det -7.4150 -11.0798 -18.6397 90.9
J-LGVB1 -7.4155 -11.0809 -18.6423 91.6
J-LGVB2 -7.4159 -11.0812 -18.6434 91.8
Exp. 92.05
In table 21, we show the results for the dissociation of methylamine (CH3NH2)
molecule in amino (NH2) and methyl radicals (CH3). Compared to the frag-
mentations discussed above, the results obtained with the monodeterminantal
wave functions give smaller errors. The monodeterminantal, J-LGVB1, and J-
LGVB2 wave functions result in an error in the binding energy of 3.3, 1.4 and
1.0 kcal/mole in VMC and an error 1.1, 0.4 and 0.2 kcal/mole in DMC.
In table 22, we show the results for the dissociation of methanol (CH3OH) in
hydroxyl (OH) and methyl radicals (CH3). Methanol and methylamine molecules
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Table 22.: VMC and DMC dissociation energies (∆E, kcal/mol) of methanol in hy-
droxyl and methyl radicals, computed with several trial wave functions. We
also report the total energies (Hartree) and do not include zero-point-energy
correction. The experimental reference is ATcT data corrected for zero-point
energy, spin-orbit interaction, and Born-Oppenheimer approximation [131].
The statistical error on the VMC and DMC total energies is 0.0001 a.u. while
the statistical error on the corresponding dissociation energies is 0.1 kcal/-
mol.
Energy
Method Wave function CH3 OH CH3OH ∆E
VMC 1 det -7.4065 -16.5513 -24.1073 93.8
J-LGVB1 -7.4081 -16.5543 -24.1160 96.5
J-LGVB2 -7.4087 -16.5546 -24.1176 96.8
DMC 1 det -7.4150 -16.5630 -24.1329 97.2
J-LGVB1 -7.4155 -16.5648 -24.1362 97.8
J-LGVB2 -7.4159 -16.5651 -24.1373 98.1
Exp. 98.20
are isoelectronic and although the C-O bond is slightly stronger than the C-
N bond, the performance of the J-LGVBn wave function is rather similar to
the one observed in the previous fragmentations. The VMC error with respect
to the experimental dissociation energy is 4.4 kcal/mol for the monodetermi-
nantal wave functions. The use of J-LGVB1 wave functions reduces this error
to 1.7 kcal/mol, while the error is only 1.4 kcal/mol with the J-LGVB2 wave
functions. At DMC level, the deviation from experiments is 1.0 kcal/mol with
the monodeterminantal wave functions, and 0.4 and 0.1 kcal/mol with the J-
LGVB1 and J-LGVB2 wave functions, respectively.
In table 23, we collect the results of the dissociation energies calculated with
CCSD(T)/cc-pVNZ (N = T, Q, 5), and with different density functionals theory
(DFT) approximations and the aug-cc-pVQZ basis set. For the DFT calcula-
tions, we consider the widely tested functionals B3LYP and PBE0, the most
recent M06-2X and M08-HX recommended for thermochemical estimates, and
the double-hybrid functional B2PLYP which was shown to be the most accu-
rate for the description of bond fragmentation in the recent work by Karton et
al. [131]. For our set of fragmentations, we find that DFT results are very far
from chemical accuracy, with errors as large as 5 kcal/mol. Even the use of the
double hybrid functional B2PLYP gives unsatisfactory mean-average and maxi-
mum deviations of 2.0 and 2.8 kcal/mol, respectively. The CCSD(T) results are
instead very good and show a systematic reduction in the errors with increas-
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Table 23.: QMC, DFT and CCSD(T) dissociation energies, mean absolute deviation
(MAD) and maximum absolute deviation (MAX) (kcal/mol) for all the sys-
tems taken into account. We do not include zero-point-energy correction.
The experimental references are ATcT data corrected for zero-point energy,
spin-orbit interaction, and Born-Oppenheimer approximation [131]. The sta-
tistical error on the VMC and DMC dissociation energies is 0.1 kcal/mol.
Method D(N2H4) D(HNO2) D(CH3NH2) D(CH3OH) MAD MAX
VMC 1 det 67.3 45.6 88.7 93.8 5.1 6.2
VMC J-LGVB1 69.5 49.1 90.6 96.5 2.5 3.9
VMC J-LGVB2 70.8 50.9 91.0 96.8 1.5 2.5
DMC 1 det 70.8 49.1 90.9 97.2 1.9 2.7
DMC J-LGVB1 71.8 49.8 91.6 97.8 1.1 2.0
DMC J-LGVB2 72.4 51.5 91.8 98.1 0.4 1.0
B3LYP/aug-cc-pVQZ 70.2 52.5 88.2 95.4 2.6 3.8
PBE0/aug-cc-pVQZ 74.9 54.3 95.4 100.8 1.7 4.3
M08-HX/aug-cc-pVQZ 78.0 56.1 92.7 98.7 3.7 5.5
M06-2X/aug-cc-pVQZ 78.9 53.7 95.7 101.9 3.5 4.6
B2PLYP/aug-cc-pVQZ 70.8 51.3 89.2 96.1 2.0 2.8
CCSD(T)-FC/cc-pVTZ 69.9 49.6 89.2 95.4 2.8 3.5
CCSD(T)-FC/cc-pVQZ 71.7 51.3 90.7 97.2 1.1 1.6
CCSD(T)-FC/cc-pV5Z 72.4 51.9 91.2 97.8 0.6 1.0
CCSD(T)-BFD/V5Z 73.3 51.9 91.8 97.5 0.3 0.7
Exp. 73.39 51.82 92.05 98.20
ing size of the basis set. For completeness, we also compute the CCSD(T) disso-
ciation energies with the BFD pseudopotentials used in the QMC calculations
and obtain that the small differences compared to the experimental data sug-
gest that the use of pseudopotential only introduces minor errors in the QMC
calculations (see also [1]). When compared to the CCSD(T) results, the DMC
energies of bond breaking computed with the J-LGVB1 wave functions have
an accuracy better than CCSD(T)/cc-pVTZ but worse than CCSD(T)/cc-pVQZ.
The use of J-LGVB2 wave functions give better results than CCSD(T)/cc-pV5Z.
4.4 conclusions
In this chapter, we developed a new type of Jastrow-Slater wave functions
(J-LGVBn) for use in QMC calculations. The J-LGVBn wave functions are in-
spired to the GVB functions and constructed with localized orbitals optimized
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together with the Jastrow factor and CSF coefficients. These wave functions
are size-extensive, have a compact structure, and scale linearly with respect to
the size of the molecule. Importantly, they allow one to correlate all valence
electrons with a small number of CSFs and are therefore suitable to describe
large portions of complex potential energy surfaces. The determinantal part
of the wave functions is built by progressively including ten classes of excita-
tions that complete an active space of 4 electrons in 4 orbitals, defined by the
antibonding and bonding orbitals of each of the adjacent electron pairs in the
molecule. Our method relies on chemical intuition to build the electronic wave
function, is based on a flexible choice of variational parameters, and allows
us to treat correlation at different levels in different parts of the system. We
extensively test the performance of our wave function on the fragmentation of
N2H4, and show that the convergence of the total and relative QMC energies
is very fast with increasing order of the wave functions. Already with a second-
order form (J-LGVB2), we obtain excellent agreement with the experimental
dissociation. This finding is confirmed in further tests we performed for the
dissociation of the HNO2, CH3NH2, and CH3OH molecules. Both in VMC
and DMC, J-LGVB1 wave functions yield always better results than monode-
terminantal wave functions and a further systematic improvement is observed
when switching from J-LGVB1 to J-LGVB2. Compared to the CAS trial wave
functions, the use of J-LGVBn wave functions eliminates the arbitrariness of the
truncation on the expansion, and is applicable to larger systems. For the disso-
ciations considered here, the DMC estimates with the J-LGVB2 wave functions
satisfy the chemical accuracy and only the CCSD(T) values computed with the
large cc-pV5Z basis set are of comparable quality. These promising results en-
courage us to further study the J-LGVBn wave functions and, thanks to their
linear scaling, to apply them to larger molecules at a manageable computa-
tional cost.

5
A S S E S S M E N T O F T H E J - L G V B n WAV E F U N C T I O N S F O R
C H E M I C A L R E A C T I O N H E I G H T B A R R I E R S .
In the previous chapter, we have proposed a new class of multideterminantal
Jastrow-Slater wave functions to use in DMC[1]. These wave functions, called
J-LGVBn, are constituted by a small number of determinants and have given
excellent results in the estimate of the bond energies. Here, we intend to test the
J-LGVBn wave functions in the calculation of the barrier heights of chemical re-
actions. The knowledge of the barrier height is fundamental to understand the
mechanism of a chemical reactions. On the other hand, the correct prediction of
barrier heights represents a major challenge for the methods of quantum chem-
istry since the molecular systems in a transition state show typically stretched
bonds. In fact, in these circumstances a multireference approach is generally
requested to obtain good results. So far, QMC has been applied to the study of
barrier heights only in very few cases. We recall (i) the pioneering work of Bar-
nett et. al.[9] and Anderson et al.[10, 11] on the reaction H + H2 → H2 + H; (ii)
the study of the reactions OH + H2→H2O + H, the decomposition of tetrazine
and the isomerization of vinyl alcohol by Mitas and Grossman [12]; (iii) the dis-
sociation of the H2 molecule on silicon surface[13]; and (iv) the dissociation of
the tetraoxygen molecule in molecular oxygen[14]. This work is therefore an
opportunity to extend the knowledge on the performances of QMC and to
compare it with the other methods of quantum chemistry. To this purpose, we
have considered three hydrogen exchange reactions, an heavy atom exchange
reaction, and a reaction of association. All the selected reactions are included
in standard databases.
5.1 computational details .
As done in chapter 4, in the construction of the Jastrow-Slater J-LGVB1 wave
functions, we optimized the orbitals, the coefficients of the CSFs, and the pa-
rameters of the Jastrow factor by energy minimization within VMC using the
linear method [114]. As initial guess for the orbitals, we used the orbitals com-
ing from a MCSCF calculation that included the same CSFs of the LGVB1
form. We performed the MCSCF computation with the package GAMESS-US
[115, 116]. For the J-LGVBn (n > 1) wave functions, we used the J-LGVB1 or-
bitals without any further optimization. The QMC calculations were performed
with the CHAMP program [48]. We employed the Burkatzki et al. (BFD) pseu-
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dopotentials [4] and the VTZ basis set specifically developed for these pseu-
dopotentials. We also augmented by diffuse functions of the standard aug-cc-
pVDZ basis set[136]. We called this new basis set aug-VTZ. The pseudopoten-
tials were treated beyond the locality approximation [118]. We used a time step
of 0.05 a.u. in the FN-DMC calculations. The Jastrow factors contain electron-
nuclear, electron-electron, and electron-electron-nuclear terms [119]. The molec-
ular geometries are taken from the Minnesota Database Collection[137], and
were optimized at the QCISD/MG3 level of the theory. The coupled cluster
calculations are performed in the frozen-core approximation with the ORCA
code [138, 139].
5.2 results
To assess the performance of the J-LGVBn wave functions on the estimate of the
barrier heights in chemical reactions, we decided to study five reactions: three
hydrogen transfers, one heavy atom transfer and one association reaction. The
hydrogen transfers are included in the HTBH38/04 database[140], while the
other two reactions are included in the DBH24/08 database[141], therefore we
have several data for comparison purposes from the literature.
5.2.1 The best references.
For the reaction energies, ∆E, we used as experimental reference the Active
Thermochemical Tables (ATcT)[134] data corrected for zero-point energy, spin-
orbit interaction, and Born-Oppenheimer approximation. ATcT utilizes a redun-
dant and self-consistent thermochemical network from which the optimal ther-
mochemical values are obtained by simultaneous solution in error-weighted
space. For the zero-point energy corrections, when available, we used the data
determined from anharmonic force fields calculated at the CCSD(T)/cc-pVQZ
level [142], otherwise we used the semi-experimental data [143]. For spin-orbit
interaction and Born-Oppenheimer approximation, we used the correction cal-
culated by Karton et al. [131]. It is, instead, much more difficult to get reliable
references for the barrier heights, because the thermodynamic data of the tran-
sition states are generally not measurable. From the experiments we can get
the rate constant of the reaction, from which it is not directly obtainable the
barrier height. In the past, the Arrhenius activation energies were used as ref-
erences for the barrier heights. However, the Arrhenius activation energy is a
macroscopic quantity, it is temperature dependent and the dynamical simula-
tions have shown that Arrhenius activation energies and barrier heights often
differ by 2 kcal/mol or more[144]. In order to overcome this obstacle, Truhlar
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et. al. [144] have proposed a recipe to extract from experimental kinetic data
the estimates of the barrier heights. The method combines experimental data
with results of dynamic simulations using the relation:
BHref = BHtheory + RTln
(
ktheory (T)
kexp (T)
)
(78)
where BHtheory is the barrier height used for the dynamical calculation, ktheory
is the calculated reaction rate constant at a given temperature T and kexp is the
rate constant determined experimentally at the same temperature. The relation
is based on the assumption that the difference between ktheory and kexp is
a consequence exclusively of the error in the calculation of the barrier height
BHtheory.
In order to get the reverse barrier heights, they exploit the experimental
reaction energies corrected for the zero point energies calculated at MP2/cc-
pVDZ scaled by 0.9790 [145], namely
BHref(rev) = BHref(for) −∆E (79)
Such semi-experimental data have proven useful to parametrize new func-
tionals, but they contain several potential sources of error that do not make
it a reliable reference of the same quality as the thermodynamic data for the
reaction energies. In order to reduce the inaccuracy in the BHref(rev) estimate,
we employ the ATcT data in the equation 79.
5.2.2 NH2 + H2O→ NH3 + OH
The hydrogen transfer NH2 + H2O → NH3 + OH reaction is included in the
HTBH38/04 database and has been studied experimentally because impor-
tant in atmospheric chemistry[146]. The reverse reaction, indeed, is the rate-
determining step in the oxidation of ammonia in the atmosphere.
From a qualitative point of view, we can observe that the use of localized
orbitals, a fundamental characteristic of the J-LGVBn wave functions, is also
appropriate for the study of the transition states. Despite in these molecules
the bonds can be strongly deformed, a localized description can be maintained
using multicentric orbitals. In the figure 24 we show the bonding and antibond-
ing orbitals that describe the three centres-two electrons (3c2e) N-H-O moiety.
In table 24 are collected the results that we obtained. For further reference
we have inserted in our table the DFT results for some functionals and for the
G4[147] and CCSD(T) methods. The reaction energy calculated with DMC is
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Figure 24.: Bonding and antibonding orbitals for the three center two electron N-H-O
system in the NH2H2O transition state.
in excellent agreement with the experimental data even using a single deter-
minant trial function. The use of J-LGVB1 and J-LGVB2 wave functions do not
significantly change the result. The extension of the basis set with diffuse func-
tions slightly improves the agreement with the experimental data for all the
trial functions. The agreement with the experimental data is good also for the
CCSD(T) methods, while the DFT data show errors of about 1÷2 kcal/mol.
In order to get the semi-experimental references, Truhlar and collaborators
applied the equation 78 to the reverse reaction NH3 + OH→ NH2 + H2O. For
the theoretical data they used a dual-level reaction-path dynamics[148], where
the stationary points were calculated at QCISD(T)//MP2/aug-cc-pVTZ level
and the rest of the reaction path at semi-empirical level. The zero point ener-
gies corrections were calculated at MP2/aug-cc-pVDZ level. For the forward
barrier reference, they used the equation 79 obtaining the reaction energy by
experimental atomization energies[149, 150] corrected for the zero point ener-
gies calculated at MP2/cc-pVDZ scaled by 0.9790 [145] for OH and NH2 and
estimated from experimental frequencies for H2O and NH3[151]. The resulting
reaction energy is 9.5 kcal/mol and differs by 0.6 kcal/mol from the ATcT data
corrected for the zero-point energies calculated at high level of the theory.
For the BHfor, the DMC result with single determinant wave function and
VTZ basis set differs of 2.3 kcal/mol respect to the best reference. The agree-
ment improves by using the J-LGVBn wave functions: the errors are 1.7 and 1.8
kcal/mol for J-LGVB1 and J-LGVB2 respectively. The use of diffuse functions
lowers the barriers for all wave functions we used and the discrepancies with
the reference decrease. The differences are 2.0, 1.6 and 1.3 kcal/mol for single
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determinant, J-LGVB1 and J-LGVB2 wave functions respectively. The reverse
barrier shows a similar behaviour. The error for the DMC[1 det]/VTZ calcu-
lation is 2.1 kcal/mol, while using the J-LGVB1 and J-LGVB2 wave functions
the errors are 1.5 and 1.6 kcal/mol. With the aug-VTZ basis set, the results
are slightly improved. Except for the MPWB1K functional, all the functionals
give very low values for BHfor and negative for BHrev. We remark that the
MPWB1K functional has been developed with the specific purpose to estimate
the barrier heights of the chemical reactions. The negative values are possible in
this case because the molecular geometries are the critical points obtained with
QCISD/MG3. The CCSD(T) are much closer to the DMC data. For BHfor, the
difference between the DMC(J-LGVB2)/aug-VTZ and CCSD(T)/aug-cc-pVQZ
results is 0.4 kcal/mol. For the reverse barrier, BHrev, the difference is 0.7 kcal/-
mol.
Table 24.: Barrier heights and reaction energies (in kcal/mol) for the reaction NH2 +
H2O → NH3 + OH. All the calculations are performed at the QCISD/MG3
geometries. ATcT experimental data are corrected for zero point energy, spin
orbit interaction, and Born Oppenheimer approximation. The statistical er-
rors for the DMC results are 0.1 kcal/mol.
Method BHfor BHrev ∆E Ref.
DMC[1 det]/VTZ 15.6 5.3 10.3 this work
DMC[J-LGVB1]/VTZ 15.0 4.7 10.3 this work
DMC[J-LGVB2]/VTZ 15.1 4.8 10.3 this work
DMC[1 det]/aug-VTZ 15.3 5.2 10.1 this work
DMC[J-LGVB1]/aug-VTZ 14.9 4.7 10.2 this work
DMC[J-LGVB2]/aug-VTZ 14.6 4.6 10.0 this work
PBE1PBE/MG3S 7.33 -1.84 9.17 [137]
B3LYP/MG3S 7.16 -2.26 9.42 [137]
mPW1PW91/MG3S 8.25 -0.93 9.18 [137]
MPWB1K/MG3S 13.15 5.04 8.12 [137]
G4//QCISD/MG3 14.79 4.66 10.13 [152]
W1 13.92 3.54 10.38 [153]
CCSD(T)/aug-cc-pVTZ 13.82 3.76 10.06 this work
CCSD(T)/aug-cc-pVQZ 14.19 3.86 10.33 this work
ATcT 10.09 [131, 142, 134]
Ref. (Truhlar) 12.70 3.2 9.5 [154]
Ref. (Truhlar) + ATcT for ∆E 13.3
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5.2.3 NH2 + CH4 → NH3 + CH3
In table 25 are collected the results obtained for the hydrogen transfer reac-
tion NH2 + CH4 → NH3 + CH3. The ATcT experimental reference is corrected
for zero-point energy, spin-orbit interaction, and Born-Oppenheimer approxi-
mation. For the zero point energy correction we use anharmonic force fields
calculated at the CCSD(T)/cc-pVQZ level [142] for NH3 and NH2 and semi-
experimental data for CH4 and CH3 [143]. The DMC reaction energy calculated
using the VTZ basis set with the single determinant wave function differs by
0.6 kcal/mol from the ATcT reference data. With the J-LGVB1 and J-LGVB2
wave functions the errors are respectively 0.5 and 0.3 kcal/mol. The use of
diffuse functions in the basis set reduces the error in a significant way, for
the single determinant and the J-LGVB1 functions it becomes 0.2 kcal/mol,
while for the J-LGVB2 wave function is 0.1 kcal/mol. The Truhlar reference
is based on the same semi-experimental recipe described in the previous sec-
tion. For the NH2 + CH4 → NH3 + CH3 reaction, the theoretical data is taken
from the dynamics simulation [155] performed on a reaction-path calculated at
UQCISD(T)/6-311+G(2df,2p)//UQCISD/6-311G** level with zero point correc-
tion at UQCISD/6-311G** level in harmonic approximation. The reverse barrier
was obtained by the equation 79. ∆E was corrected for the zero point energies
calculated at MP2/cc-pVDZ scaled by 0.9790 [145] for CH3 and NH2 and esti-
mated from experimental frequencies for CH4 and NH3 [151]. The difference
between the ATcT reaction energy and the Truhlar reference is 0.2 kcal/mol.
For BHfor, the DMC results with VTZ basis set are 14.9, 14.4, 14.6 kcal/mol
using the single determinant, J-LGVB1 and J-LGVB2 wave functions respec-
tively. The use of the aug-VTZ basis set reduces the barrier for the single deter-
minant function by 0.5 kcal/mol, while it doesn’t involve significant change for
the J-LGVB1 and J-LGVB2 wave functions. Also for BHrev the DMC results are
little affected by the wave function used. With respect to the reaction treated
in the previous section, the DMC barrier heights are now closer to the Truh-
lar references. The difference between the DMC J-LGVB2/aug-TZV result and
the Truhlar reference for BHrev is 0.4 kcal/mol, however, if we use the ATcT
value for ∆E in the equation 79 the difference is reduced to 0.2 kcal/mol. The
CCSD(T) calculations provide lower barriers, however, the results are compara-
ble with the DMC barrier heights. The difference between DMC[J-LGVB2]/aug-
VTZ and CCSD(T)/aug-cc-pVQZ is 0.5 kcal/mol for BHfor and 0.7 kcal/mol
for BHrev. As for the previous case, all the density functionals underestimate
considerably the barriers heights. Once again, MPWB1K is the functional that
gives the best performance. Only this functional provides results that approach
the DMC accuracy in this particular reaction.
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Table 25.: Barrier heights and reaction energies (in kcal/mol) for the reaction NH2 +
CH4 → NH3 + CH3. All the calculations are performed at the QCISD/MG3
geometries. ATcT experimental data corrected for zero-point energy, spin-
orbit interaction, and Born-Oppenheimer approximation. The statistical er-
rors for the DMC results are 0.1 kcal/mol.
Method BHfor BHrev ∆E Ref.
DMC[1 det]/VTZ 14.9 17.3 -2.5 this work
DMC[J-LGVB1]/VTZ 14.4 16.8 -2.6 this work
DMC[J-LGVB2]/VTZ 14.6 17.3 -2.8 this work
DMC[1 det]/aug-VTZ 14.4 17.1 -2.9 this work
DMC[J-LGVB1]/aug-VTZ 14.4 17.1 -2.9 this work
DMC[J-LGVB2]/aug-VTZ 14.5 17.4 -3.0 this work
PBE1PBE/MG3S 10.02 12.65 -2.63 [137]
B3LYP/MG3S 11.39 13.49 -2.10 [137]
mPW1PW91/MG3S 11.02 13.54 -2.52 [137]
MPWB1K/MG3S 14.32 16.34 -2.02 [137]
G4//QCISD/MG3 14.62 17.21 -2.59 [152]
W1 13.92 16.97 -3.05 [153]
CCSD(T)/aug-cc-pVTZ 14.04 16.19 -2.15 this work
CCSD(T)/aug-cc-pVQZ 14.02 16.69 -2.67 this work
ATcT -3.12 [131, 142, 151, 134]
Ref. (Truhlar) 14.50 17.8 -3.3 [154]
Ref. (Truhlar) + ATcT for ∆E 17.62
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5.2.4 OH + CH4 → H2O + CH3
The results obtained for the hydrogen transfer reaction OH + CH4 → H2O
+ CH3 are collected in table 26. The reaction energy calculated with DMC is
in good agreement with the ATcT data. The errors are between 0.5 and 0.3
kcal/mol depending on the trial function and the basis set used. The three
wave functions tested (single determinant, J-LGVB1 and J-LGVB2) do not give
significantly different results. The use of aug-VTZ basis set involves a slight
improvement in the performances, especially for the single determinant wave
function. Regarding the reaction barriers, we observe a lowering of the values
obtained with the J-LGVBn compared to single determinant wave functions.
There is a lowering of barriers also using the aug-VTZ compared to VTZ basis
set. The agreement with the Truhlar reference is very good, in particular for the
J-LGVBn functions with the aug-VTZ basis set. Compared with the W4 data,
DMC barriers are higher, however, the difference is greater than 1 kcal/mol
only for the BHfor for 1 det/VTZ wave function. The differences between the
DMC[J-LGVB2]/aug-VTZ and CCSD(T)/aug-cc-pVQZ results are 0.5, 0.5 and
0.1 kcal/mol for BHfor, BHrev and ∆E respectively. For the considered hydro-
gen exchange reactions, the average discrepancy between the barriers heights
obtained with these two methods is 0.6 kcal/mol, the maximum one being 0.7
kcal/mol. Therefore, for this type of reactions the performances of CCSD(T)
and DMC are very similar. As with the previous cases, the calculated barriers
heights with the DFT methods are too low in relation to the best references.
For the B3LYP and PBE functionals, the errors are about 5 kcal/mol. The error
is considerably reduced by using the MPWB1K functional, which nevertheless
provides poorer results than CCSD(T) and DMC. In spite of the fact that this
functional gives satisfactory performances for the barriers heights, it provides
worse results for the reaction energies compared to CCSD(T), DMC methods,
and the other functionals considered here.
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Table 26.: Barrier heights and reaction energies (in kcal/mol) for the reaction NH2 +
CH4 → NH3 + CH3. All the calculations are performed at the QCISD/MG3
geometries. ATcT experimental data corrected for zero-point energy, spin-
orbit interaction, and Born-Oppenheimer approximation. The statistical er-
rors for the DMC results are 0.1 kcal/mol.
Method BHfor BHrev ∆E Ref.
DMC[1 det]/VTZ 7.4 20.0 -12.7 this work
DMC[J-LGVB1]/VTZ 6.9 19.7 -12.8 this work
DMC[J-LGVB2]/VTZ 7.1 20.1 -12.9 this work
DMC[1 det]/aug-VTZ 7.1 19.9 -12.9 this work
DMC[J-LGVB1]/aug-VTZ 6.6 19.6 -12.9 this work
DMC[J-LGVB2]/aug-VTZ 6.8 19.7 -12.9 this work
PBE1PBE/MG3S 2.07 13.87 -11.81 [137]
B3LYP/MG3S 2.34 13.86 -11.52 [137]
mPW1PW91/MG3S 2.94 14.65 -11.71 [137]
MPWB1K/MG3S 7.32 17.46 -10.14 [137]
G4//QCISD/MG3 7.09 19.81 -12.72 [152]
W1 6.22 19.66 -13.44 [153]
W4 6.13 19.36 -13.23 [156]
CCSD(T)/aug-cc-pVTZ 6.40 18.49 -12.20 this work
CCSD(T)/aug-cc-pVQZ 6.29 19.16 -12.99 this work
ATcT -13.21 [131, 142, 151, 134]
Ref. (Truhlar) 6.7 19.6 -12.9 [154]
Ref. (Truhlar) + ATcT for ∆E 19.9
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5.2.5 H + N2O→ N2 + OH
In table 27, we show the results for the oxygen transfer reaction H + N2O→N2
+ OH. In this case, the reaction energies calculated with DMC give significant
errors if compared to ATcT data. With the single-determinant wave functions,
both in VTZ that aug-VTZ basis set, the discrepancy with the experimental
reference is 4 kcal/mol. The use of J-LGVB1 wave function reduces the error to
3.7 kcal/mol with the VTZ basis, but with the aug-VTZ basis the error becomes
4.3 kcal/mol. With the J-LGVB2 wave function we get better results, for the
VTZ basis set the reaction energy is 2.9 kcal/mol while for aug-VTZ is 2.7
kcal/mol. Therefore, the discrepancy with the experimental data remains large.
For the N2O molecule, the J-LGVBn wave functions use tetrahedral localized
orbitals on the oxygen atom. The structure with this scheme of localization
provides the absolute minimum of energy in the MCSCF optimization for the
LGVB1/VTZ wave function. However, there are two equivalent structures with
an energy slightly higher. In these two configurations, the localized orbitals
on the oxygen atom are placed in a trigonal arrangement, namely, the three
lone pairs are described by two sp2-type and one p orbitals. Further resonance
structures are possible, but they involve a more significant redistribution of the
electron density and have much higher energies. Thus, we can provide a more
accurate description of the N2O molecule including the aforementioned three
most important resonance structures in a J-LGVB1 wave function. In figure 25
we show the orbitals on oxygen for the three structures. In table 27 the results
obtained using this wave function for N2O are denoted by J-MC-LGVB1. The
reaction energy with the J-MC-LGVB1 wave function considerably improves
the agreement with the experimental data, the error is now reduced to 1.2
kcal/mol.
For this reaction, kinetic data from simulations are not available, therefore
the best reference data is W4. The use of the single determinat wave function in
the DMC calculations involves great differences with the W4 data: for BHfor
are 2.3 and 2.6 kca/mol, while for BHrev are 6.0 and 6.3 kcal/mol using re-
spectively VTZ and aug-VTZ basis sets. With the J-LGVBn wave functions we
get better results: for J-LGVB1 the difference with respect to W4 are 1.3 and
0.3 kcal/mol in BHfor, 4.6 and 4.3 kcal/mol in BHrev; for J-LGVB2 the differ-
ence with respect to W4 are 2.2 and 2.3 kcal/mol in BHfor, 4.7 and, finally, 4.3
kcal/mol in BHrev. Like for N2O, also for the transition state there is a second
resonance structure close in energy that we must take into account to correctly
describe the molecule with localized orbitals. In figure 26 we show the differ-
ent orbitals of these different structures. The (a) orbitals belong to the lowest
energy structure that we used in the calculations described above, while the (b)
orbitals are those of the alternative structure. The use of both structures in the
5.2 results 83
 
 
 
 
 
 
 
 
 
  (a)  
 
 
 
 
 
 
 
 
 
  (b)  
 
 
 
 
 
 
 
 
 
 
 (c) 
 
Figure 25.: Lone pair and corresponding diffuse with nodes orbitals on the oxygen in
the N2O molecule. The (a) set are for the tetrahedral configuration. The (b)
and (c) orbitals are for the trigonal configuration.
J-MC-GVB1/TZV wave function lowered the discrepancy with the W4 data for
BHrev to 2.8 kcal/mol. The error for BHfor is instead 1.9 kcal/mol.
In this case, the difference between the CCSD(T)/aug-cc-pVQZ and DMC[J-
LGVB2]/aug-VTZ results is 1.2 e 3.0 kcal/mol for BHfor and BHrev respec-
tively. However, the discrepancy is significantly reduced in the test performed
with the J-MC-GVB1/TZV wave functions, namely, 0.9 and 1.2 kcal/mol. The
PBE1PBE, B3LYP and mPW1PW91 functionals behave very badly in this reac-
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tion, for BHrev the errors are greater than 10 kcal/mol. MPWB1K instead gives
errors less than those of the DMC calculations.
 (a)  
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Figure 26.: Lone pair on the oxygen and pi orbitals for the N2OH transition state. (a)
is the molecular structure of the transition state. The (b) orbitals are for the
configuration with tetrahedral arrangement on the oxygen. The (c) orbitals
are for the configuration with trigonal arrangement on the oxygen. The
different arrangement of the orbitals on the oxygen changes the orientation
of the pi orbitals between the two nitrogen atoms.
5.2 results 85
Table 27.: Barrier heights and reaction energies (in kcal/mol) for the reaction H + N2O
→ N2 + OH. All the calculations are performed at the QCISD/MG3 ge-
ometries. ATcT experimental data corrected for zero-point energy, spin-orbit
interaction, and Born-Oppenheimer approximation. The statistical errors for
the DMC results are 0.1 kcal/mol.
Method BHfor BHrev ∆E Ref.
DMC[1 det]/VTZ 19.5 88.5 -68.9 this work
DMC[J-LGVB1]/VTZ 18.3 87.1 -68.6 this work
DMC[J-LGVB2]/VTZ 19.3 87.2 -67.8 this work
DMC[J-MC-LGVB1]/VTZ 19.1 85.3 -66.1 this work
DMC[1 det]/aug-VTZ 19.7 88.7 -68.9 this work
DMC[J-LGVB1]/aug-VTZ 17.4 86.8 -69.2 this work
DMC[J-LGVB2]/aug-VTZ 19.4 87.1 -67.6 this work
PBE1PBE/MG3S 14.44 68.97 -54.53 [137]
B3LYP/MG3S 11.81 72.92 -61.11 [137]
mPW1PW91/MG3S 14.65 71.24 -56.59 [137]
MPWB1K/MG3S 17.80 80.80 -63.00 [137]
G4//QCISD/MG3 17.10 82.23 -65.13 [152]
CCSD(T)/aug-cc-pVTZ 18.07 84.81 -66.74 this work
CCSD(T)/aug-cc-pVQZ 18.18 84.12 -65.94 this work
W1 18.14 83.22 -65.08 [157]
W4 17.13 82.47 -65.34 [141]
ATcT -64.86 [131, 142, 151, 134]
5.2.6 H + N2 → N2H.
The association reaction N2 + H → N2H is included in the DBH24/08[141]
database and has also been studied experimentally[158] since it plays an im-
portant role in the chemistry of the combustion of nitrogen-containing species.
The dissociation of N2H is exothermic, but there is a barrier of about 10 kcal/-
mol, which makes this molecule metastable. As for the other reactions, we
have studied this system in QMC using single determinant and J-LGVBn trial
functions with VTZ and aug-VTZ basis sets. With the VTZ basis set, we per-
formed a comprehensive study of the J-LGVBn wave functions up to the tenth
order. The results are collected in table 28. The table includes also the results
of coupled cluster, DFT with different functionals, and Wn calculations. The
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N2H molecule is not contained in the ATcT database, thus the best available
reference for the reaction energy is the result of the W4 method. The single
determinant results for the reaction energy differ by 0.7 and 0.6 kcal/mol, us-
ing the VTZ and aug-VTZ basis sets respectively, compared with the W4 value.
The use of the J-LGVB1 wave functions improves the agreement with the W4
data, the difference is 0.3 kcal/mol with the VTZ basis set, while with the
aug-VTZ basis set the difference is within the statistical error (0.1 kcal/mol).
Unexpectedly, the results are worse in passing from J-LGVB1 to J-LGVB2 wave
functions. For the J-LGVB2/VTZ wave function the error is 1.8 kcal/mol, while
for the J-LGVB2/aug-VTZ wave function the error is 1.1 kcal/mol. In order to
better understand this performance degradation, we made the calculation for
all the J-LGVBn wave functions up to the order 10 with the VTZ basis set.
From the results shown in table 28 we see that the increase of the order of
the J-LGVBn functions does not involve an improvement, but, instead the er-
ror increases up to 3.7 kcal/mol for the J-LGVB4 wave functions and remains
substantially constant until the J-LGVB10 wave functions. In order to exclude
that the disagreement with the best references is a consequence of the use of
pseudopotentials, we performed calculations of ∆E at CCSD(T) level with BFD
pseudopotentials. In table 28 the results are indicated with the CCSD(T)-BFD
label. We see that the agreement with the W4 data is good and improves with
the increase of the basis set used. Therefore, we can exclude that the discrepan-
cies are originated from the use of pseudopotentials. This trend, instead, can
be explained by considering that the N2 molecule is well described by a single
Lewis structure, thus by a single set of localized orbitals; on the other hand the
N2H molecule should be described by the three resonance structures shown in
figure 27. We remark that in our calculations we considered only the (a) struc-
ture, the dominant one. In this way we get higher energy for the N2H molecule
and thus we overestimate the reaction energy. The best result is obtained for
the J-LGVB1 wave function for a cancellation of errors.
For the barrier BHfor, that relative to the H + N2 → TS[N2H] process, the
single determinant wave function with the VTZ basis set provides a result 0.8
kca/mol greater than the W4 data. The use of the aug-VTZ basis set does not
change the result. For the reverse barrier, the difference with the W4 reference
is 0.4 kcal/mol with the VTZ basis set and 0.5 kcal/mol with aug-VTZ. There-
fore also in this case there is a good agreement with the best result. As for the
reaction energy, even for the barriers, we performed a comprehensive study of
the J-LGVBn trial functions with the VTZ basis set. We found two possible val-
ues for the BHfor energy barrier, 15.4(1) kcal/mol for J-LGVBn with n 6 3 and
16.1(1) kcal/mol for n > 3. The transition state, as the N2H minimum, should
be described by the resonance of the structures shown in figure 27. However,
in our calculation the J-LGVBn wave functions are constructed with localized
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orbitals reproducing only the (c) structure. Nevertheless, if we look at the N-H
distance, 1.430 Å in the transition state compared to 1.047 Å in the minimum, it
appear that the (c) structure should be more important than the other two. For
this reason, the deterioration of the result along the J-LGVBn wave functions
sequence is less dramatic than that observed for the calculation of the reac-
tion energy. The relative importance of the multireference description for the
transition state and the minimum can be directly appreciated by considering
BHrev. The barrier decreases from 11.3 to 8.6 kcal/mol going from J-LGVB1 to
J-LGVB4, and the introduction of the successive excitations does not involve
a substantial change in the result. At J-LGVB4 level, thus we get a result of
2 kcal/mol lower than the reference W4, confirming that the consideration of
only one scheme of localization involves a greater error for the minimum than
for the transition state. With the aug-VTZ basis set we performed calculations
only for the J-LGVB1 and J-LGVB2 wave functions. In general, we observe a bet-
ter agreement with the W4 data, especially for the J-LGVB1 wave functions. The
difference between the DMC(J-LGVB2)/aug-VTZ and CCSD(T)/aug-cc-pVQZ
results, BHfor, is 0.4 kcal/mol. For the reverse barrier, the difference is 0.8
kcal/mol. Therefore, despite the lack of the consideration of all the resonance
structures, the DMC(J-LGVB2)/aug-VTZ is in good agreement with CCSD(T).
The considered functionals once again appear unreliable. The calculated ∆E
are negative, so the DFT results overestimate the stability of the N2H molecule.
The BHfor obtained from the DFT calculations are too low. The discrepancies
with respect to the W4 data are 1.86, 5.23, 5.47, 6.54 kcal/mol for the MPWB1K,
mPW1PW91, PBE1PBE and B3LYP functionals respectively. For BHrev, the
agreement with the W4 reference is better.
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Figure 27.: Resonance structures for the minimum and the transition state of the N2H
system.
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Table 28.: Barrier heights and reaction energies (in kcal/mol) for the reaction N2 + H
→ N2H. All the calculations are performed at the QCISD/MG3 geometries.
The statistical errors for the DMC results are 0.1 kcal/mol.
Method BHfor BHrev ∆E Ref.
DMC[1 det]/VTZ 15.5 11.0 4.5 this work
DMC[J-LGVB1]/VTZ 15.4 11.3 4.1 this work
DMC[J-LGVB2]/VTZ 15.4 9.8 5.6 this work
DMC[J-LGVB3]/VTZ 15.5 9.6 5.9 this work
DMC[J-LGVB4]/VTZ 16.0 8.6 7.4 this work
DMC[J-LGVB5]/VTZ 16.1 8.7 7.4 this work
DMC[J-LGVB6]/VTZ 16.1 8.6 7.5 this work
DMC[J-LGVB7]/VTZ 16.1 8.8 7.3 this work
DMC[J-LGVB8]/VTZ 16.1 8.9 7.2 this work
DMC[J-LGVB9]/VTZ 16.1 8.9 7.2 this work
DMC[J-LGVB10]/VTZ 16.0 8.7 7.4 this work
DMC[1 det]/aug-TZV 15.5 11.1 4.4 this work
DMC[J-LGVB1]/aug-VTZ 14.3 10.4 3.8 this work
DMC[J-LGVB2]/aug-VTZ 15.1 10.2 4.9 this work
PBE1PBE/MG3S 8.89 11.79 -2.90 [137]
B3LYP/MG3S 7.82 10.96 -3.14 [137]
mPW1PW91/MG3S 9.13 11.92 -2.79 [137]
MPWB1K/MG3S 12.50 13.23 -0.73 [137]
G4//QCISD/MG3 14.92 10.61 4.31 [152]
CCSD(T)/aug-cc-pVTZ 14.72 11.00 3.72 this work
CCSD(T)/aug-cc-pVQZ 14.68 10.96 3.72 this work
W1 14.69 10.72 3.97 [157]
W4 14.36 10.61 3.75 [141]
CCSD(T)-BFD/VTZ 12.76 9.57 3.19 this work
CCSD(T)-BFD/VQZ 13.68 9.84 3.84 this work
CCSD(T)-BFD/V5Z 13.80 9.86 3.94 this work
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5.3 conclusions
In this chapter we tested the J-LGVBn wave functions in QMC calculations
of the barriers heights for five chemical reactions. For the three considered
hydrogen exchange reactions, the performance of the J-LGVBn functions are
excellent. In the table 29 we collect the mean absolute deviations for the relative
six barriers. We observe that the use of the J-LGVBn wave functions in DMC
involves a small but appreciable improvement compared to the calculations
with single determinant wave functions. The addition of the diffuse functions
to the basis set reduces the errors by 0.1, 0.1 and 0.3 kcal/mol for the single
determinant, J-LGVB1 and J-LGVB2 wave functions respectively. Among all
the considered methods, DMC[J-LGVB2]/aug-VTZ, as well as W1, gives the
best performances. For the cases treated in this chapter, the DFT results are
poor for the estimate of the barrier heights. The unique functional that has a
comparable performance with DMC is MPWB1K. However, we see that this
functional does not offer performances equally good for the calculation of the
reaction energies.
For the heavy atom exchange reaction H + N2O→N2 + OH, instead, we find
significant difficulties in obtaining good results with DMC. Like for the hydro-
gen exchange reactions, the use of the J-LGVBn wave functions leads to better
results then the single determinant wave functions. In this case, however, the
errors respect to the best references are large even at DMC[J-LGVB2]/aug-VTZ
level. We have identified as a potential source of the problem the considera-
tion of only one scheme of localization of the orbitals in the description of the
molecules involved in the reaction. In this case, in fact, we should take into ac-
count more resonance structures, and then more schemas of localization of the
orbitals. A test executed with the J-LGVB1 wave function, by including mul-
tiple schemas of localization, supports this hypothesis providing a significant
improvement in the performances.
The problem of the resonance structures occurs also for the association re-
action between the hydrogen atom and the nitrogen molecule. In this case,
however, it has not serious consequences for the accuracy of the calculated bar-
riers heights, but implies a poor trend for the reaction energy with respect to
the order of the J-LGVBn wave functions.
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Table 29.: Mean absolute deviation (kcal/mol) for the barriers heights, MAD (BH), and
reaction energies, MAD (∆E), of the hydrogen exchange reactions. For the
barriers heights we use as reference the Truhlar values and the Truhlar val-
ues corrected for the ATcT reaction energies. For the reaction energies we
use as reference the ATcT data.
Method MAD (BH) MAD (∆E)
DMC[1 det]/VTZ 1.0 0.4
DMC[J-LGVB1]/VTZ 0.7 0.4
DMC[J-LGVB2]/VTZ 0.8 0.3
DMC[1 det]/aug-VTZ 0.9 0.2
DMC[J-LGVB1]/aug-VTZ 0.6 0.2
DMC[J-LGVB2]/aug-VTZ 0.5 0.2
G4//QCISD/MG3 0.7 0.3
W1 0.5 0.2
CCSD(T)/aug-cc-pVTZ 0.7 0.7
CCSD(T)/aug-cc-pVQZ 0.6 0.3
PBE1PBE/MG3S 5.1 0.9
B3LYP/MG3S 4.8 1.1
mPW1PW91/MG3S 4.2 1.0
MPWB1K/MG3S 1.0 2.0
6
A Q U A N T U M M O N T E C A R L O S T U D Y O F C A R C I N O G E N I C
A C T I VAT I O N O F D I M E T H Y L N I T R O S A M I N E .
In industrialized societies, cancer is the second leading cause of death, after the
circulatory diseases. Recently, it has emerged from many researches[159] that
environmental causes are more important than genetic ones in the induction
of cancer. In particular, the exposure to chemicals is a fundamental aspect of
environmental stress at the origin of the cancer[160]. Mutagens and carcino-
gens enter in the body as a result of diet, exposure in the workplace, smoking,
pollution, or as a product of the organism itself as a result of inflammatory pro-
cesses. The study of the action mechanism of chemicals plays an essential role
in understanding and preventing the onset of cancer. These studies include the
investigation of model systems, the biochemical analysis of the metabolism of
the chemicals, the structure-activity relationship.
As noted by James and Elizabeth Miller[161, 162], most of the known car-
cinogens are electrophilic species. In particular, many carcinogens are direct
or indirect alkylating agents. The indirect alkylating agents become active as a
result of metabolic transformations. The direct alkylating agents react with the
DNA-bases transferring an alkyl group. The preferred sites of reaction are the
N7-position and O6-position of the guanine (fig. 28).
Figure 28.: DNA bases.
A particularly insidious class of indirect alkylating agents are the organic
nitrosamines. They occur in foods as consequence of reaction between nitrites
and amino groups. Moreover, nitrosamines are present as contaminants in the
water and in tobacco smoke. The dimethylnitrosamine (NDMA) (fig. 29) is
91
92 a quantum monte carlo study of carcinogenic activation of dimethylnitrosamine .
the most common nitrosamine in the environment and is a serious danger for
human health, particularly for liver and lung.
Figure 29.: The dimethylnitrosamine (NDMA) molecule.
In this chapter, we intend to study the mechanism of formation of a po-
tent electrophile, the methyldiazohydroxide (CH3N2OH) molecule, originated
from the NDMA. The application of the DMC method, with the techniques
developed in the previous chapters, allows to obtain accurate thermodynamic
and kinetic data of the process of formation of this carcinogen.
The present study is an opportunity to show a particular potential capabil-
ity of the J-LGVBn wave functions. The modular nature of the J-LGVBn wave
functions allows to treat at a different level of the theory the different parts of
the molecule. We can treat at a low level of the theory the zones that remain
unchanged during the process under study, while we can concentrate compu-
tational efforts on the areas where the chemical changes occur.
6.1 activation mechanism of ndma .
Cytochrome P450 enzymes are involved in several reactions of xenobiotic chem-
icals. When P450 catalyzes an oxidation reaction, the active site of the enzyme
can be formally represented by [FeO]3+ iron-oxo porphyrin complex. The iron
atom is bound to the P450 protein via a thiolate ligand derived from a cysteine
residue. If the substrate of the enzyme is the NDMA molecule, the reaction
can proceed by extraction of a hydrogen on a methyl group. The result of this
process is α-hydroxy-dimethylnitrosamine; the mechanism is shown in figure
30.
The oxidation of NDMA via P450 can proceed through an alternative path
of denitrosation (figure 31).
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Figure 30.: H-abstraction and oxidative dealkylation of NDMA on the active site of
P450 enzyme.
     
 
Figure 31.: H-abstraction and denitrosation of NDMA on the active site of P450 en-
zyme.
The denitrosation process results in nitrogen monoxide and N-methyl-methan-
imine (CH3NCH2), which hydrolyzes to formaldehyde and methylamine.
A recent computational study has found that the two mechanism have a
common α-nitrosamino radical as key intermediate[163].
Experimental studies indicate that only 14-20% of the NDMA undergoes
denitrosation[164, 165]. The cytotoxicity of the metabolites of the two processes
has been evaluated by several works[164, 165]. It was found that only the
first metabolic pathway is responsible for mutagenic effects. The α-hydroxy-
dimethylnitrosamine decomposes, through a non-enzymatic mechanism, to
formaldehyde and methyldiazohydroxide:
(HOCH2)(CH3)NNO→ CH3N2OH + CH2O (80)
The methyldiazohydroxide, formally, is a precursor of the strong electrophile
methyldiazonium cation (CH3N+2 ). The methyldiazonium cation can methylate
the DNA-bases, and is ultimately responsible for the carcinogenicity of NDMA.
The decomposition of α-hydroxy-dimethylnitrosamine was the subject of a
theoretical work of Li et al.[166]. Their study has been performed at B3LYP/6-
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31G** level. The mechanism that they have identified passes through the in-
termediate monomethylnitrosamine, which isomerizes from Z to E form and
finally tautomerizes to methyldiazohydroxide. In figure 32 the sequence of the
reactions for this mechanism is shown.
Figure 32.: The decomposition of α-hydroxy-dimethylnitrosamine in the three steps
identified by the theoretical work of Li et al.[166] at B3LYP/6-31G** level.
The first step of this mechanism involves a transition state with a cycle of
four atoms (figure 33). The barrier height calculated by Li and co-workers for
this deformylation reaction is 61.4 kcal/mol. The barrier heights for the follow-
ing steps are lower: 26.3 kcal/mol for the E-Z isomerization and 32.0 for the
tautomerization.
Figure 33.: Transition state for the deformylation reaction in the mechanism hypothe-
sized by Li et al.[166].
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The first barrier looks strikingly high for a process that takes place with-
out enzyme. A subsequent study of Lü et al.[167], performed at B3LYP/6-
311+G(d,p) level, has identified a pathway with a lower activation barrier. This
mechanism occurs in only two steps (figure 34): 1) E-Z isomerization that takes
place by rotation around the N-N bond 2) retro-ene reaction passing through a
transition state with a 6-atoms cycle (figure 35).
Figure 34.: The decomposition of α-hydroxy-dimethylnitrosamine in the two steps
identified by the theoretical work of Lü et al.[167] at B3LYP/6-311+G(d,p)
level.
Figure 35.: Transition state for the retro-ene reaction in the mechanism hypothesized
by Lü et al.[167].
According to the calculations performed with B3LYP/6-311+G(d,p), the rate-
determining step is not the retro-ene reaction, but the E-Z isomerization. The
barrier heights were 24.11 and 23.17 kcal/mol, respectively. But, as we saw in
the previous chapter, B3LYP does not perform well in the prediction of barrier
heights.
Here, we intend to focus our attention on the study of the α-hydroxy-dimethyl-
nitrosamine decomposition. The use of methods at higher level of theory, both
for the optimization of the geometries and for the single point energies, will
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provide reliable results. The critical points considered are shown in figures 36,
37, and 38.
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Figure 36.: E and Z isomers of α-hydroxy-dimethylnitrosamine, and the transition
state (TSr1) of the interconversion reaction between them.
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Figure 37.: The transition state (TS1) between the Z isomer of α-hydroxy-
dimethylnitrosamine and the intermolecular complex (P1) consisting of
formaldehyde and methyldiazohydroxide.
In figure 36, the molecules indicated by the E and Z labels are the geomet-
ric isomers of the α-hydroxy-dimethylnitrosamine. TSr1 is the transition state
of the interconversion reaction between the two isomers. In figure 37, TS1 is
the transition state leading to the dissociation of the Z isomer to formalde-
hyde and methyldiazohydroxide. P1 is the intermolecular complex between
formaldehyde and methyldiazohydroxide that is formed after the dissociation.
The complex forms a planar cycle of seven atoms. In Figure 39 the distances of
the intermolecular interactions are shown. The distance between the carbonylic
oxygen atom and the hydroxylic hydrogen (1.954 Å) is compatible with a hy-
drogen bond of medium strength. Instead, the distance between the formyl
hydrogen and the nitrogen of the diazo group is considerably larger, therefore
this second interaction has to be considered as due to dispersion forces.
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Figure 38.: Formaldehyde (CH2O) and methyldiazohydroxide (CH3N2OH).
6.2 theoretical method.
In DMC calculations, we use as trial functions the multideterminantal Jastrow-
Slater J-LGVBn wave functions introduced in chapter 4. The J-LGVBn wave
functions exploit the chemical idea of electron pair and are built with local-
ized orbitals. They depend on the parameters that define the orbitals, the co-
efficients of the CSFs and the Jastrow factors. The parameters are optimized
by minimizing the VMC energy. In the tests shown in chapters 4 and 5, we
used as initial guess the localized orbitals from MCSCF optimizations. Those
orbitals are the natural choice because they are the result of a variational op-
timization of a wave function very similar to the J-LGVBn one. Here, treating
larger systems, MCSCF calculations involving all valence electrons would be
an insurmountable obstacle. Therefore, in this case we used as initial guess the
natural localized molecular orbitals (NLMO)[168] generated by density matri-
ces from DFT calculations with the M06-2X functional. We chose this particular
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Figure 39.: The geometric parameters of the intermolecular forces in the P1 complex.
functional because among those employed in a systematic test on the barrier
heights of chemical reaction it proved to be one of the best[141].
The J-LGVBn are a class of wave functions of increasing complexity, tak-
ing into account the electron correlation through the progressive inclusion of
CSFs. The first-order wave functions, J-LGVB1, consider the correlation within
electron pairs through double excitations from the bonding orbitals to the re-
spective antibonding orbitals (E1). The second-order wave functions, J-LGVB2,
include also the dispersion between the adjacent electron pairs through double
excitations constituted by the coupling of single bonding-antibonding excita-
tions (E2). In the tests shown in chapters 4 and 5 on the bond dissociation
energies and barrier heights, we found that beyond the second order there are
not significant improvements.
In the study of the α-hydroxy-dimethylnitrosamine decomposition, we em-
ployed the single determinant, J-LGVB1 and J-LGVB2 wave functions. For the
J-LGVB2 wave functions, we considered three different levels of approxima-
tion in the treatment of the dispersion between the electron pairs. Overall, we
compared five types of wave functions:
1. J-LGVB0: single determinant wave functions constructed with localized
orbitals. For these wave functions we didn’t optimize the orbitals simulta-
neously with the Jastrow factors, but we kept the natural localized molec-
ular orbitals.
2. J-LGVB1: wave functions that include E1 excitations. Here we optimized
the orbitals simultaneously with the parameters of the Jastrow factor and
100 a quantum monte carlo study of carcinogenic activation of dimethylnitrosamine .
the coefficients of the CSFs. The optimization of the orbitals was per-
formed in a space that included only the bonding and antibonding or-
bitals of each electron pair. Moreover, we divided the space into Np sub-
spaces, where Np is the number of the electron pairs of the molecule; each
subspace was constituted by two orbitals: a bonding and an antibonding
orbital of a given eletron pair. We conducted therefore the optimization
allowing the mixing only between the bonding and antibonding orbitals
of the same electron pair. This considerably reduced the computational
cost of the orbital optimization, on the other hand it diminished the vari-
ational flexibility and made the result dependent on the starting orbitals.
3. J-LGVB2-C: These are reduced forms of the J-LGVB2 wave functions.
They included all the E1 and a part of the E2 excitations. In figure 40
(i), for the α-hydroxy-dimethylnitrosamine molecule, the electron pairs
excluded from the couplings are labeled in red, while all the electron
pairs considered at E2 level are labeled in green. The C-H bonds and the
C2-O1, C6-N3 and N3-N4 σ bonds remain during the chemical process
considered, therefore we could adopt a balanced approximated treatment
excluding all the E2 excitation involving them.
4. J-LGVB2-B: they are a more accurate approximation of the J-LGVB2 wave
functions. In this case (figure 40 (ii)) only the C-H bonds were excluded
from the E2 couplings.
5. J-LGVB2-A: they are the full J-LGVB2 wave functions: all the E1 and E2
excitations were included.
The size of the trial functions is shown in table 30.
6.2.1 Computational details.
All the geometries of the critical points were optimized using QCISD/6-311++G**.
The trial functions for the QMC calculations were optimized by energy mini-
mization within VMC using the linear method [114]. For the single determinant
wave functions (J-LGVB0), we used the occupied natural localized molecular
orbitals from M06-2X calculations and we optimized only the parameters of
the Jastrow factor. For the J-LGVB1 wave functions, we optimized the orbitals,
the coefficients of the CSFs, and the parameters of Jastrow factor. In the con-
struction of the J-LGVB2 wave functions we used the orbitals of the J-LGVB1
wave functions and we optimized the coefficients of the CSFs and the param-
eters of the Jastrow factor. The QMC calculations were performed with the
CHAMP program [48], while the QCISD and DFT calculations were performed
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Figure 40.: The different level of coupling of the J-LGVB2 wave functions. The electron
pairs labeled in red are not considered in the E2 excitations, they are treated
only at E1 level. (i) Couplings considered in the J-LGVB2-C wave functions.
From the E2 excitations are excluded the C-H bond and the C2-O1, C6-N3
and N3-N4 σ bonds. (ii) In the J-LGVB2-B wave functions are excluded
only the C-H bonds from the E2 excitations. (iii) In the J-LGVB2-A wave
funcions all the electron pair are coupled.
with Gaussian09. For the QMC calculations, we employed the BFD pseudopo-
tentials [4, 117] and the VTZ basis set specifically developed for these pseu-
dopotentials. The pseudopotentials were treated beyond the locality approxi-
mation [118]. The Jastrow factors contained electron-nuclear, electron-electron,
and electron-electron-nuclear terms [119]. We used a time step of 0.05 a.u. in the
DMC fixed-node calculations. For comparison, we performed the calculations
with the meta-GGA hybrid functional M06-2X, hybrid functional B3LYP, the
double hybrid functionals B2PLYP and B2PLYP-D, and the global-hybrid meta-
GGA functional MPWB1K. Moreover, we assessed the QCISD method using
the aug-cc-pVTZ basis set. The zero-point energy corrections were calculated
with PBE1PBE/6-311++G**.
6.3 results .
The schematic diagram depicting the profile of α-hydroxy-dimethylnitrosamine
decomposition, for DMC[J-LGVB2-A] data, is shown in figure 41.
We show the results split into kinetic and thermodynamic data. The barrier
heights for the E-Z isomerization reaction are indicated as BH(E-TSr1) and
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Table 30.: Size of the trial functions used in the FN-DMC calculations for the critical
points considered.
Critical point J-LGVB0 J-LGVB1 J-LGVB2-C J-LGVB2-B J-LGVB2-A
Number of determinants
E 1 19 97 169 235
TSr1 1 19 97 169 235
Z 1 19 97 169 235
TS1 1 19 121 193 259
P1 1 19 109 169 241
CH2O 1 7 25 43 73
CH3N2OH 1 13 73 115 151
Number of CSFs
E 1 19 45 69 91
TSr1 1 19 45 69 91
Z 1 19 45 69 91
TS1 1 19 53 77 99
P1 1 19 49 69 93
CH2O 1 7 13 19 29
CH3N2OH 1 13 33 47 59
BH(Z-TSr1), while the forward and reverse barriers for the retro-ene reaction
are called respectively BH(Z-TS1) and BH(P1-TS1). With regard to the reac-
tion energies, we report the data for the isomerization reaction (∆E(Z-E)), the
retro-ene reaction (∆E(P1-Z)) and the dissociation of the P1 complex to the
formaldehyde and methyldiazohydroxide molecules (∆E(F-P1)).
In table 31, the barrier heights calculated with DMC are collected. We ob-
serve a monotonic lowering of the barrier heights by increasing the level of
the wave function. In the single determinant case, BH(E-TSr1) is 21.7 kcal/mol,
while in the J-LGVB1 case it is 1.7 kcal/mol lower. Further lowering of the bar-
rier occurs using the second-order wave functions, namely by 2.2, 2.2 and 2.7
kcal/mol for J-LGVB2-C, J-LGVB2-B and J-LGVB2-A respectively. The same
regular trend is observed for BH(Z-TSr1). The J-LGVB1 wave function gives
a result lower than 2 kcal/mol compared to J-LGVB0. BH(Z-TSr1) calculated
with J-LGVB2-C, J-LGVB2-B and J-LGVB2-A are lowered by 0.3, 0.6 and 0.7
kcal/mol if compared with the J-LGVB1 result. Also for the BH(Z-TS1) barrier
height, the single determinant wave function gives a result higher than that
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Figure 41.: Schematic PES of α-hydroxy-dimethylnitrosamine decomposition calcu-
lated with FN-DMC[J-LGVB2-A], corrected for ZPE (in kcal/mol).
of the multideterminant ones. In this case, the difference is smaller, namely
is about 1 kcal/mol. Except for the J-LGVB2-C trial function, that provides a
result slightly higher than the others by about 0.5 kcal/mol, the multidetermi-
nantal wave functions give the same result within the statistical error. For the
barrier of the reverse reaction, BH(P1-TS1), there is a difference of more than
2 kcal/mol between the result of the single determinant and the other wave
functions. In this case, the trend for the multideterminatal wave functions is
growing and quite regular. The unique exception is the data of the J-LGVB2-B
wave function.
In table 32, the differences of the results for the barrier heights with respect
to the J-LGVB2-A data are shown. For the J-LGVB2-C and J-LGVB2-B wave
functions, the differences never exceed 0.5 kcal/mol and the mean absolute
deviations are respectively 0.3 and 0.2 kcal/mol. This proves that by excluding,
according to the chemical intuition, the interaction between certain electron
pairs, we obtain accuracy comparable with the best reference J-LGVB2-A. The
MAD for the J-LGVB1 wave function is slightly larger, while the maximum
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Table 31.: Barrier heights (in kcal/mol) calculated with FN-DMC method for the de-
composition of α-hydroxy-dimethylnitrosamine molecule. The statistical er-
rors are 0.2 kcal/mol.
J-LGVB0 J-LGVB1 J-LGVB2-C J-LGVB2-B J-LGVB2-A
BH(E-TSr1) 21.7 20.0 19.5 19.5 19.0
BH(Z-TSr1) 21.0 19.0 18.7 18.4 18.3
BH(Z-TS1) 28.3 27.5 27.9 27.3 27.4
BH(P1-TS1) 15.1 17.5 17.9 17.6 18.0
Table 32.: Absolute deviations from FN-DMC[J-LGVB2-A] data and MAD for the cal-
culated barrier heights (in kcal/mol).
J-LGVB0 J-LGVB1 J-LGVB2-C J-LGVB2-B
BH(E-TSr1) 2.6 1.0 0.4 0.5
BH(Z-TSr1) 2.7 0.7 0.5 0.1
BH(Z-TS1) 0.9 0.1 0.5 0.1
BH(P1-TS1) 3.0 0.5 0.1 0.4
MAD 1.8 0.5 0.3 0.2
difference is 1 kcal/mol. The mean absolute deviation for the J-LGVB0 wave
function is instead much higher, i.e. 1.8 kcal/mol, and the maximum deviation
is 3 kcal/mol.
Table 33.: Barrier heights calculated with DFT and QCISD methods (in kcal/mol). All
the calculations are performed with aug-cc-pVTZ basis set.
M06-2X B3LYP MPWB1K B2PLYP B2PLYP-D QCISD
BH(E-TSr1) 22.6 24.3 24.5 23.7 23.5 19.7
BH(Z-TSr1) 22.3 23.7 24.3 23.2 23.1 19.3
BH(Z-TS1) 27.9 24.6 29.0 26.0 26.4 28.7
BH(P1-TS1) 12.4 14.1 12.0 13.9 13.1 17.1
In table 33, the results for the DFT and QCISD methods are presented. In gen-
eral, the differences between the DMC and DFT results are very pronounced,
while we get a good agreement with the QCISD data. For the BH(E-TSr1) bar-
rier height, the examined functionals provide larger values than DMC data,
while the QCISD result is close to the multideterminantal DMC estimates. The
behaviour is the same for the barrier of the reverse reaction. For BH(Z-TS1), the
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agreement between the DFT and DMC results is better, except for the B3LYP
functional that provides a too small value. In this case, the difference between
QCISD and J-LGVB2-A data is 1.3 kcal/mol. For the BH(P1-TS1) barrier height,
all functionals give differences of 4 kcal/mol or more when compared to the
J-LGVB2-A, while the deviation of QCISD is 1 kcal/mol. In table 34 the dif-
ferences with respect to the J-LGVB2-A for DFT and QCISD barrier heights
are summarized. We observe that the best functional is M06-2X, which gives
a mean absolute deviation of 2.7 kcal/mol, while the worst is MPWB1K that
provides a MAD of 3.8 kcal/mol. Also the B3LYP functional is generally unsat-
isfactory, its MAD being 3.5 kcal/mol.
Table 34.: Absolute deviations from FN-DMC[J-LGVB2-A] data and MAD for the bar-
rier heights (in kcal/mol).
M06-2X B3LYP MPWB1K B2PLYP B2PLYP-D QCISD
BH(E-TSr1) 3.6 5.2 5.5 4.6 4.5 0.7
BH(Z-TSr1) 4.0 5.4 6.1 4.9 4.8 1.0
BH(Z-TS1) 0.5 2.9 1.6 1.4 1.1 1.3
BH(P1-TS1) 5.6 3.9 6.0 4.1 4.9 1.0
MAD 2.7 3.5 3.8 3.0 3.1 0.8
Table 35.: Reaction energies calculated with FN-DMC method for the Z-E isomeriza-
tion, retro-ene reaction and dissociation of the P1 intermolecular complex
(in kcal/mol). The statistical errors are 0.2 kcal/mol.
J-LGVB0 J-LGVB1 J-LGVB2-C J-LGVB2-B J-LGVB2-A
∆E(Z-E) 0.7 1.0 0.7 1.1 0.8
∆E(P1-Z) 13.2 10.0 10.0 9.7 9.4
∆E(F-P1) 5.7 5.6 5.4 4.9 5.5
The DMC data for the reaction energies are shown in table 35. The isomer-
ization energy is very small (0.7 - 1.1 kcal/mol) and there aren’t significant
variations between the different levels of the J-LGVBn calculations. For the
dissociation energy of Z isomer to the P1 complex, instead, we observe an im-
portant lowering of the reaction energy by passing from single determinant to
multideterminat wave functions. Increasing the level of the multideterminantal
J-LGVBn wave functions, we get a regular trend in ∆E(P1-Z), the values ranging
from 10.0 for J-LGVB1 to 9.4 kcal/mol for J-LGVB2-A. The calculated dissoci-
ation energy for the P1 complex to formaldehyde and methyldiazohydroxide
molecules are not statistically different for all the J-LGVBn wave functions, ex-
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cept for the case of J-LGVB2-B. This trial function underestimates by 0.7 kcal/-
mol the interaction energy of the P1 complex with respect to the J-LGVB2-A
reference. We can explain this deviation considering that, in J-LGVB2-B, the
dispersion force between the formyl hydrogen and the nitrogen atom of the
diazo group in P1 is not properly described. In fact, the J-LGVB2-B wave func-
tion, not considering the interactions of the C-H bonds with other electron
pairs, does not include the CSFs responsible for the interaction between the
C-H bond of formaldehyde and the lone pair on the nitrogen atom. These
CSFs are not present also in the J-LGVB2-C wave function, however, in this
case, a favourable balance of the errors occurs due to the other couplings not
considered, namely the C-O, C-N and N-N σ bonds. The estimate of the in-
termolecular energy in P1 complex is the unique case in which the multilevel
approach in the construction of the J-LGVB2 wave functions provides not fully
satisfactory results.
Table 36.: Absolute deviations from DMC[J-LGVB2-A] data for reaction energies (in
kcal/mol).
J-LGVB0 J-LGVB1 J-LGVB2-C J-LGVB2-B
∆E(Z-E) 0.1 0.3 0.0 0.4
∆E(P1-Z) 3.8 0.6 0.6 0.3
∆E(F-P1) 0.2 0.1 0.2 0.7
In table 37, the reaction energies calculated with DFT and QCISD meth-
ods are collected. The Z-E isomerization energy is slightly underestimated
by all methods. Functionals that provide the best agreement with the DMC
data are B3LYP and B2PLYP. For the dissociation energy of the α-hydroxy-
dimethylnitrosamine Z isomer to the P1 complex, we observe a wide spread of
the DFT results. Except for B3LYP, all functionals significantly overestimate the
reaction energy. In table 38, the deviations of the DFT and QCISD data from
the J-LGVB2-A results are shown, we see that for the M06-2X and MPWB1K
functionals the deviations for ∆E(P1-Z) are very large, 6.1 and 7.6 kcal/mol
respectively. For the dissociation energy of the P1 complex, there is good agree-
ment between the DFT and DMC data. The sole functionals that provide sig-
nificant deviations are B3LYP and B2PLYP-D, the former underestimates the
interaction by 1 kcal/mol compared to J-LGVB2-A, the latter overestimates it
by 0.9 kcal/mol.
In tables 40 and 41, the energy barriers of the activation process of the α-
hydroxy-dimethylnitrosamine, now corrected for the zero-point energies cal-
culated at PBE1PBE/6-311++G** level (table 39), are finally shown. Including
ZPE correction, we can compare our data with those calculated by Lü et al.[167].
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Table 37.: Reaction energies calculated with DFT and QCISD methods for the Z-E iso-
merization, retro-ene reaction and dissociation of the P1 intermolecular com-
plex (in kcal/mol). All the calculation are performed with aug-cc-pVTZ basis
set.
M06-2X B3LYP MPWB1K B2PLYP B2PLYP-D QCISD
∆E(Z-E) 0.4 0.6 0.2 0.5 0.4 0.5
∆E(P1-Z) 15.5 10.4 17.0 12.1 13.3 11.7
∆E(F-P1) 6.1 4.5 5.1 5.4 6.4 6.0
Table 38.: Absolute deviations from DMC[J-LGVB2-A] data and MAD for reaction en-
ergies (in kcal/mol).
M06-2X B3LYP MPWB1K B2PLYP B2PLYP-D QCISD
∆E(Z-E) 0.4 0.2 0.6 0.2 0.3 0.3
∆E(P1-Z) 6.1 1.0 7.6 2.7 3.9 2.2
∆E(F-P1) 0.6 1.0 0.5 0.1 0.9 0.5
The most important aspect that emerges from the comparison is the different
estimation of the rate-determining step. According to the study of Lü, the rate-
determining step is the isomerization, while in our calculations is the retro-ene
reaction, except for the B3LYP result. The difference between the barrier heights
of the two steps is large for the DMC and QCISD data. In the J-LGVB2-A case,
BH(Z-TS1) is larger than BH(E-TSr1) by 7.1 kcal/mol. For the DFT calculations
the differences between the two barrier heights are less pronounced.
Table 39.: Zero point energy correction calculated in the harmonic approximation with
PBE1PBE/6-311++G** (in kcal/mol)
Molecule ZPE
E 59.9
TSr1 58.7
Z 60.1
TS1 57.6
P1 56.8
CH2O 16.7
CH3N2OH 38.5
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Table 40.: Barrier heights and dissociation energy of the P1 intermolecular complex (in
kcal/mol) calculated with FN-DMC method corrected for the zero-point en-
ergies. The data from Lü work was calculated at B3LYP/6-311+G(d,p) level.
J-LGVB0 J-LGVB1 J-LGVB2-C J-LGVB2-B J-LGVB2-A B3LYP[167]
BH(E-TSr1) 20.5 18.8 18.3 18.4 17.8 24.11
BH(Z-TSr1) 19.6 17.7 17.4 17.0 16.9 25.34
BH(Z-TS1) 25.8 25.0 25.4 24.8 24.9 23.17
BH(P1-TS1) 15.8 18.3 18.7 18.4 18.8 15.44
∆E(F-P1) 4.1 4.0 3.7 3.2 3.9
Table 41.: Barrier heights and dissociation energy of the P1 intermolecular complex
(in kcal/mol) calculated with DFT and QCISD methods corrected for the
zero-point energies. The data from Lü work was calculated at B3LYP/6-
311+G(d,p) level.
M06-2X B3LYP MPWB1K B2PLYP B2PLYP-D QCISD B3LYP[167]
BH(E-TSr1) 21.4 23.1 23.3 22.5 22.3 18.5 24.11
BH(Z-TSr1) 20.9 22.3 23.0 21.8 21.7 17.9 25.34
BH(Z-TS1) 25.4 22.1 26.5 23.5 23.9 26.2 23.17
BH(P1-TS1) 13.1 14.9 12.8 14.7 13.8 17.8 15.44
∆E(F-P1) 4.5 2.9 3.4 3.8 4.8 4.4
6.4 conclusions .
In this chapter, we have applied the J-LGVBn trial functions in the FN-DMC
method to the study of carcinogenic activation of the NDMA molecule. We
have optimized the molecular geometries of the critical points with the QCISD/6-
311++G** method and we have calculated the single point energies with DMC,
DFT with different functionals and QCISD/aug-cc-pVTZ. This chemical pro-
cess includes the E-Z isomerization reaction of α-hydroxy-dimethylnitrosamine,
the retro-ene reaction of Z isomer which dissociates to the intermolecular com-
plex formed by formaldehyde and methyldiazohydroxide and finally the disso-
ciation of the complex in the two isolated molecules, of which methyldiazohy-
droxide is the actual carcinogen. Compared to tests carried out in the previous
chapters with the J-LGVBn wave functions, here we introduced some innova-
tion to extend the applicability of the method: (i) as initial guess, we used
natural localized orbitals[168] from localization of M06-2X orbitals instead of
MCSCF orbitals; (ii) we used, in the orbital optimization, symmetry constraints
allowing the mixing only between the bonding and antibonding orbitals of the
same electron pair; (iii) we have proposed a multilevel approach for the con-
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struction of the J-LGVB2 wave functions. The results showed that the use of
multideterminantal wave functions is crucial in FN-DMC to study accurately
the critical points of this complex PES. The multilevel approach has proved an
effective tool to reduce the cost of calculations without losing excessively in the
accuracy. This technique allows, in perspective, the application of the method
to considerably larger systems. However, it should be noted that it is necessary
to select carefully the parts of the molecule to be treated at different levels of
the theory. An important result obtained in this study was the identification
of the correct rate-determining step of the α-hydroxy-dimethylnitrosamine de-
composition following the proposed mechanism. In a previous publication it
was incorrectly identified in the isomerization reaction, while here we realized
that the retro-ene reaction is the rate-determining step.

7
C O N C L U S I O N S A N D P E R S P E C T I V E S .
In this thesis, we developed size-extensive and linear scaling multideterminan-
tal Jastrow-Slater (J-LGVBn) trial functions to accurately describe energetics
of large portions of complex PESs in a FN-DMC framework. We applied our
ansatz to the dissociation of bonds between second-row atoms, obtaining very
good results. Moreover, we tested the J-LGVBn wave functions for the calcula-
tion of the barrier heights of chemical reactions. We found excellent agreement
with the best reference data for the hydrogen exchange reactions, while the
agreement was less satisfactory for heavy atom exchange reactions. We per-
formed a systematic comparison of the performances with the CCSD(T) and
DFT methods. The quality of our results were comparable with the CCSD(T)
energy values computed with large basis sets. It is important to emphasize
that FN-DMC has a better scaling than CCSD(T), for this reason FN-DMC has,
in principle, a wider applicability. Although the DFT calculations are much
less computationally expensive, no functional provided an accuracy compa-
rable with the FN-DMC and CCSD(T) data. Finally, we applied the J-LGVBn
trial functions to the study of critical points of the PES for the carcinogenic
activation of dimethylnitrosamine (NDMA) molecule. In this application, we
exploited the localized nature of the J-LGVBn wave functions to introduce a
multilevel treatment of the molecules. This development contributed to extend
the applicability of the method. The results confirmed that the use of multi-
determinantal wave functions is crucial in FN-DMC to accurately study the
critical points of a complex PES. An important result obtained in this study
was the identification of a new possible correct rate-determining step of the α-
hydroxy-dimethylnitrosamine decomposition. In a previous publication it was
incorrectly identified as the isomerization reaction, while in this study we have
realized that the retro-ene reaction is favoured.
The use of pseudopotentials is fundamental to extend the applicability of
QMC to systems with more than few atoms. Until now, three sets of pseudopo-
tentials have been specifically developed for QMC calculations. In chapter 3,
we systematically tested these pseudopotentials for atomization energies of
diatomic molecules containing second row atoms for a wide interval of inter-
nuclear separations. The results showed that the use of Burkatski-Filippi-Dolg
(BFD) pseudopotentials introduces smaller errors and has the best behavior in
the dissociative limit of the bonds.
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A decisive aspect in the construction of the J-LGVBn wave functions is the
localized nature of the orbitals. The particular selection of the CSFs, inspired by
the generalized valence bond-perfect pair (GVB-PP) form, guarantees that the
localization of the orbitals naturally emerges in the optimization of the wave
function. However, in order to obtain a good convergence, it is important to
start from a high-quality localized initial guess. In the tests performed on bond
dissociation energies and on the barrier heights of chemical reactions, we used
orbitals from MCSCF calculations with all valence electrons in the active space
as initial guess. In the study of carcinogenic activation of NDMA, conversely,
we used the natural localized molecular orbitals (NLMO) generated by density
matrices from DFT calculations with the M06-2X functional. This could allow
to extend the applicability of the method to molecules for which MCSCF cal-
culations become prohibitive. Moreover, in order to reduce the computational
cost of the orbital optimization, we have truncated the virtual space, consider-
ing only bonding and antibonding orbitals for each electron pair. This recipe
worked very well. A further development of the method would be the construc-
tion from the beginning of localized orbitals to use as initial guess together with
the related complete virtual space for the VMC orbital optimization. This tool,
other than providing an independent route to the best orbitals, would allow
the inclusion of more resonance structures in the wave function. The consider-
ation of more resonance structures is fundamental to properly treat chemical
systems like, for example, the pi conjugated molecules.
In this thesis we applied the J-LGVBn wave functions only to molecules con-
taining second-row atoms. However, there is no limitation on the applicabil-
ity to systems containing other elements of the periodic table. In particular, it
would be stimulating to use the J-LGVBn trial functions for calculation involv-
ing molecules containing transition metals. In these cases, indeed, the incom-
plete d shells lead to the near degeneracy of many electron configurations and
multireference wave functions are required to obtain high accuracy.
An interesting challenge would be the application of the J-LGVBn wave func-
tions to the estimate of the excitation energies of the molecules. While for the
ground states the chemical intuition easily provides the correct form of the lo-
calized orbitals, for the excited states the identification of the correct form of
the localized orbitals could be, in general, non-trivial. Moreover, a study on
excited molecules would require a review of the CSFs to be included in the
wave function.
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