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У статті проводиться запис аналітичних виразів  для розрахунку статис-
тичних характеристик ПФАК, СПФК, ПФВК похідних послідовностей, 
отриманих методом мультиплікативного об’єднання характеристичних 
послідовностей. Представлена таблиця значень відповідних статистичних 
характеристик кореляційних функцій, які отримані за допомогою накопи-
чування та обробки даних. 
 
Постановка проблеми. На сьогоднішній день завдяки великим темпам 
розвитку обчислювальної техніки великого поширення у широкосмугових 
системах зв’язку (ШСЗ) набули похідні послідовності, які мають покращені 
ансамблеві і структурні властивості. Формування похідної кодової послідо-
вності запропоновано проводити за наступним методом. Для визначеної 
розмірності простого поля Галуа GF{p} формується ансамбль характерис-
тичних послідовностей, які є неінверсними – ізоморфізмами, та на їх підс-
таві, шляхом мультиплікативного об’єднання, відбувається формування по-
хідних послідовностей. Проведемо розрахунок можливих значень для 
ПФАК, ПФВК, СПФК отриманих складних сигналів. 
Аналіз літератури. До теперішнього часу у [1 – 3] проводилась оцінка 
значень ПФАК, ПФВК, СФВК похідних квазіортогональних послідовностей, 
які формувались за допомогою матриць Адамара. Метод, вперше запропоно-
ваний, передбачає використання тільки характеристичних послідовностей. 
Ціль статті. На підставі використання розроблених аналітичних ви-
разів, а також комп’ютерних програм, провести розрахунок статистич-
них характеристик ПФВК, ПФАК, СПФК похідних псевдовипадкових 
послідовностей, які побудовані за допомогою методу мультиплікативно-
го об’єднання характеристичних послідовностей.  
Основний матеріал. Розрахунок статистичних характеристик коре-
ляційних функцій почнемо з розгляду відповідних характеристик, послі-
довностей, що використовуються для побудови похідної системи сигна-
лів, яку отримаємо за допомогою розробленого методу. Цей крок обумов-
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лений тим, що значення ПФАК, ПФВК, СПФК, а також їхні характерис-
тики залежать від властивостей задаючих і формуючих систем сигналів. 
До характеристик віднесемо: значення максимального бокового піку 
– Uбmax; математичне очікування бокового піку – M(Rw); дисперсія боко-
вого піку – D(Rw); середньоквадратичне відхилення – D
1/2(Rw); значення 
коефіцієнту екцеса – . 
Для методу, який розглядається  
12Lх41р   ,       (1) 
де р – просте число; L – довжина послідовності. 
У літературі [5], показано, що наведена характеристична послідов-
ність має дворівневу ПФАК Rg = (0; – 4): 
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Аналізуючи даний вираз можна зробити такий висновок: значення 
ПФАК Rg(m) = L з’являється за період m = [1; L] один раз. Тому імовір-
ність появи даного значення дорівнює  
L
1
р1  .        (3) 
Значення ПФАК Rg(m) = – 4 та Rg(m) = 0 з’являється відповідно до 
















 ,        (5) 
де р2, р3 – відповідно імовірність появи Rg(m) = – 4 та Rg(m) = 0. 
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дисперсія бокового піку 
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середньоквадратичне відхилення  
L4)R(D g2
1
 .    (8) 
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Для досліджуваного випадку проведемо розрахунок вище наведених 
характеристик ПФАК. Розрахунок будемо проводити аналогічно попе-
редньому. Таким чином з огляду на вираз ПФАК можна зробити наступ-
ні висновки: значення ПФАК – Rg(m) = L з’являється за період m = [1; L] 
один раз. Тому імовірність появи даного значення дорівнює  
L
1
р1  ,       (9) 
при інших значеннях циклічного зсуву ПФАК Rg(m) буде набувати тако-
го значення  
)m(R)m(R)m(R 2h1hg  .   (10) 
Враховуючи те, що ПФАК простих НЛРП )m(R 1h  і )m(R 2h  являють 
собою функції, які мають власні імовірнісні характеристики, то для того, 
щоб визначити аналогічні характеристики для розглядаємої похідної по-
слідовності, необхідно з початку провести оцінку умовних величин цих 
характеристик, тобто припустити, що )m(R 1h  і )m(R 2h  мають фіксовані 
значення. Потім провести оцінку безумовних величин цих характерис-
тик. (4). При цьому необхідно враховувати, що )m(R 1h  і )m(R 2h  є  вза-
ємонезалежними функціями. 










 .            (11) 
Взявши математичне сподівання від даного виразу, отримаємо без-
умовну величину  
      2h1h2h1hg K0*01RMRM1RM  ,    (12) 
де Kh1h2 – коефіцієнт кореляції базових послідовностей. 
Тепер оцінимо дисперсію )R(D g . Умовна дисперсія бокового піку 
ПФАК буде дорівнювати  







gg2h1hg pRMRRR/RD ii ,   (13) 
де  рі – імовірність появи і-го значення Rg
 .  
Розглянувши математичне сподівання від даного виразу, отримаємо 
безумовну величину дисперсії 
         LRMRMLRR/RDMRD 2h21h22h1hgg  .    (14) 
Отримані формули дозволяють провести розрахунок і оцінку стати-
стичних характеристик автокореляційної функції похідних систем кодо-
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вих послідовностей, які побудовані методом мультиплікативного 
об’єднання характеристичних послідовностей (табл. 1). 
Таблиця 1 
Статистичні характеристики кореляційних функцій 
 
Висновок. Отримані дані дозволяють проводити якісний порівняль-
ний аналіз завадозахищеності радіомережі, яка використовує запропоно-
вані послідовності, з іншими широкосмуговими радіомережами. А також 
завдяки ним можна розрахувати межу порогового пристрою при розроб-
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Число елементів у сигналі 
101 541 1009 2029 4993 9929 
m 
ПФАК 0,0114 0,00485 11,82*10–4 7,93*10–4 4,14*10–4 2,0073*10–4 
ПФВК 0,0133 0,00641 13,52*10–4 8, 31*10–4 5,39*10–4 3,97*10–4 
СФВК 0,0173 0,00841 15,62*10–4 10, 1*10–4 6,39*10–4 4,07*10–4 
mD  
ПФАК 1,03*10–1 4,3*10–2 3,14*10–2 2,24*10–2 1,46*10–2 1*10–2 
ПФВК 1,07*10–1 4,43*10–2 3,26*10–2 2,37*10–2 1,695*10–2 1,24*10–2 
СФВК 1,23*10–2 4,95*10–2 3,3*10–2 2,502*10–2 1,92*10–2 1,38*10–2 
D 
ПФАК 1,14*10-2 18,5*10–4 9,9*10–4 4,9*10–4 2,04*10–4 1*10–4 
ПФВК 1,17*10–2 19,5*10–4 10,19*10–4 5,64*10–4 2,87*10–4 1,54*10–4 
СФВК 1,23*10–2 20,15*10–4 10,79*10–4 6,23*10–4 3,62*10–4 1,97*10–4 
Umax 
ПФАК 0,19 0,167 1,2*10–1 0,078*10–2 0,048*10–2 0,034*10–2 
ПФВК 0,21 0,174 1,29*10–1 0,086*10–2 0,054*10–2 0,038*10–2 




ПФАК 0,56 0,69 0,81 0,93 1,81 2,76 
ПФВК 0,59 0,72 0,87 1,1 2,12 2,81 
СФВК 0,61 0,76 0,92 1,78 2,34 3,15 
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