We study semiclassical states of nonlinear Schrödinger equations with anisotropic type potentials which may exhibit a combination of vanishing and singularity while allowing decays and unboundedness at infinity. We give existence of spike type standing waves concentrating at the singularities of the potentials. © 2008 Elsevier Masson SAS. All rights reserved.
Introduction
This paper is concerned with standing waves for nonlinear Schrödinger equations ih ∂ψ ∂t +h whereh denotes the Planck constant, i is the imaginary unit. The equation arises in many fields of physics, in particular, when we describe Bose-Einstein condensates (refer [18, 19] ) and the propagation of light in some nonlinear optical materials (refer [20] ). In this paper we are concerned with the existence of standing waves of the nonlinear Schrödinger equation for smallh. For smallh > 0, these standing wave solutions are refereed as semiclassical states. Here a solution of the form ψ(x, t) = exp(−iEt/h)v(x) is called a standing wave. Then, a function ψ(x, t) ≡ exp(−iEt/h) v(x) is a standing wave solution if and only if the function v satisfies
With a simple re-scaling and renaming the potential V − E to be V we work on the following version of the equation in this paper
Here ε is a small parameter, V , K are nonnegative potentials, and p is subcritical 1 < p < n+2 n−2 with 2 * = 2n n−2 the critical exponent for n 3. In recent years intensive works have been done in understanding solutions structure of Eq. (1) as ε → 0. One of the most characteristic feature is that the semiclassical bound states exhibit concentration behaviors as ε → 0 (see the classical work [15] by Floer and Weinstein, [21, 13, 17, 14, 3, 7] and the recent monograph [2] and references therein). In particular, some recent works have been devoted to the cases where the potentials may have vanishing points and may be decaying to zero at infinity [1, [4] [5] [6] [8] [9] [10] [11] 22] . In [1] ground state solutions in the associated weighted Sobolev spaces are obtained for positive potentials with decay at infinity. In [4, 5] decaying potentials are also considered and spike solutions which concentrate at points of positive potential values are given. Then in [6] ground state solutions concentrating near zeroes of potentials were constructed in the weighted Sobolev spaces.
In this paper we consider concentration solutions which both concentrate near zeroes of the potential V and singularities of the potentials V and K for Eq. (1) . The potentials V may decay at infinity and K may be unbounded at infinity. One feature of our results is that the solutions we construct have small magnitudes comparing with the spike solutions concentrating at points of positive potential values. Another feature is that these solutions may have very different limiting equations under quite different scalings.
We assume that V satisfies
If S is a singleton, for example S = {0}, the first condition of (K) holds if lim sup |x|→0 |x| γ K(x) < ∞ for some γ < 2n−(p+1)(n−2) 2 . Our main existence result is the following one.
Then for ε sufficiently small, (1) has a positive solution
Moreover, for each δ > 0, there are constants C, c > 0 such that
where
We also study the asymptotic profile of the concentrating solutions given above. It turns out the asymptotic behavior depends on the local behavior of the potentials V and K near the concentrating set A. We give some detained results in Section 3.
Our scheme for a proof of the existence of localized solutions in Theorem 1 is as follow. Since there are singular points of K, and V may converges to 0 at infinity, we consider a truncated equation on a bounded ball B(0, μ) with a truncated K μ instead of K and a homogeneous Dirichlet boundary condition. For the truncated problem, we consider a minimization problem with two constraints, where we should delve an appropriate weight and an appropriate exponent for a constraint. The existence of a minimizer u μ ε follows from our well chosen setting. Then, we get an upper bound estimate and a lower bound estimate for the minimum. One crucial step in our argument is to obtain an exponential decay, uniform for large μ, of u μ ε on a certain set. The decay estimate is derived by combining Moser iterations, standard elliptic estimates, Caffarelli-Kohn-Nirenberg inequalities and comparison principles. Then, we show that a scaled minimizer w μ ε is a solution of the truncated problem for small ε > 0 and large μ > 0, and that a weak limit w ε of {w μ ε } μ is a desired solution of our original problem. We close up the introduction with some discussions of known results and comparison with our new results. During the last twenty years there have been intensive work on semiclassical states of standing waves for the nonlinear Schrödinger equations with potentials. Spike solutions concentrating at points of positive potentials values for V and K have been given in the pioneer work [15] and subsequent works e.g., [1, 4, 5, 21, 22] . These solutions are shown to have nice asymptotic behavior in the sense that if w ε (x) is a solution of (1) and x 0 is the concentration point then W ε (x) = w ε (ε(x − x 0 )) converges uniformly to a least energy solution of the following limiting equation
Thus U is the limiting profile of semiclassical limits in this case. In [9] [10] [11] the authors have studied the critical frequency case for which at the concentration point x 0 the potential V is zero, i.e., V (x 0 ) = 0. We have found that for this case the limiting equations are abundant and appear in different families and that under different scalings the limiting profile of the semiclassical states have small magnitudes, i.e., w ε L ∞ tends to zero as ε → 0. The new phenomenon we present in the current paper here is that the concentration for spike solutions can be at zeroes and singularities of the potentials for both V and K. It depends on the zero set of a weighted potential involving both V and K. Comparing with the results in [9, 10] we construct small solutions even when V (x 0 ) is positive. On the other hand our new results here allow us to construct solutions concentrating at singular points of V and K. We also investigate the limiting profile of these localized solutions. Under more precise information on the local behaviors of V and K near the concentration points we derive a variety of limiting equations. One simple example covered by our results is when V (x) = |x| τ for |x| small, V (x) |x| −2 for |x| large and
, our result applies to give the existence of a localized solution w ε which under a suitable scaling converges to a least energy solution of Eq. (27) (see the statement of Theorem 11).
The proof of Theorem 1 is given in Sections 2 and 3 is devoted to asymptotic analysis of the localized solutions as ε → 0.
Proof of Theorem 1
For a proof of our main results we further elaborate the minimization techniques in [9, 11] to construct the spike solutions concentrating near zeroes and singularities of the potentials.
Let A ⊂ Z ∪ S be the isolated set assumed in the theorem. We choose δ
with respect to the norm
We define a truncated function for μ > 0
We consider the following problem for μ > 0
From now, we fix a number β > 0 satisfying
For a sufficiently large α > 0 which will be specified later, we define χ ε by
We defineβ ≡ max{β(p − 1), 2}. Defining
we consider the following minimization problem
Since (K) holds and χ
Thus, it follows that there exists C > 0 such that for any x 0 ∈ A 4δ \ A sufficiently close to A, 
Proof. ∈ A 4δ , and |∇φ| 2/b. Multiplying Eq. (7) by φ b u m and integrating over the space, and using the fact that inf {x∈A 4δ |d(x,R n \A 4δ ) b} V (x) c 0 > 0 (independent of small b), we get that for some
We see from Lemma 2 that the right-hand side in above inequality converges to 0 as n → ∞. Then we see that
On the other hand, let ψ be another cut-off function satisfying that ψ(x) = 1 for x ∈ A 4δ \ A 3δ and ψ(x) = 0 for x ∈ A 2δ or x / ∈ A 5δ , and |∇ψ| 2/δ. Note thatβ < p + 1. Then, using (8) 
Proof. Arguing indirectly, we assume for a subsequence (still denoted by ε) ε −2 η μ ε → 0. Choose a cut-off function φ satisfying φ(x) = 1 for x ∈ A 4δ and φ(x) = 0 for x / ∈ A 5δ . Then for some constant C > 0 independent of small ε > 0 and large μ > 0, it follows that
Then, by Hölder's inequality and Sobolev embedding, we see that
and
Note thatβ < p + 1. Then, using Hölder's inequality, we see that for some C > 0, independent of μ, ε > 0,
Whenβ = 2, we deduce from conditions (5) and (10) that for some C > 0,
Thus, we see that 
where 2 * = 2n/(n − 2) for n 3. Proof. Note that in the set B(0, R 0 ) \ {x | dist(x, Z ∪ S) > r}, V has a positive lower bound and K is continuous (thus has a upper bound). We may use (13) and (14) together with elliptic estimates (refer [16] ) and a maximum principle argument similar to [9] (Lemma 2.6, 2.7 there) to deduce the estimate. 2
Lemma 7.
There exist c, C > 0, independent of large μ > 0, such that for small ε > 0,
Let φ ∈ C ∞ 0 ((Z ∪ S \ A) 2δ ) be a cut-off function such that φ(x) = 1 for x ∈ (Z ∪ S \ A) δ and |∇φ| 4/δ. Multiplying both sides of (15) through by (w μ ε ) 2l+1 φ 2 with l 0, we see that
Then, by the Sobolev inequality and Hölder's inequality, it follows that for some c > 0, independent of φ, l, ε, μ
If β(p − 1) 2, it follows that
When β(p − 1) < 2, it follows that for some C > 0, independent of small ε > 0 and large μ > 0,
where we used the fact Ψ μ ε (u μ ε ) 1. Then we deduce that there exists C, c > 0, independent of l, ε, μ, satisfying
Note that β β−1 < n n−2 . Then, by Hölder inequality again there is a constant C 1 only depending on n, β and δ such that
We take large α > 0 so that Applying an elliptic estimate [16] to (15), we see that for any s > 2 and t > n/2, there exists a constant C > 0, independent of ε, μ > 0, satisfying
We take t ∈ (n/2, q 0 ). This implies that K t ∈ L s loc for some s > 1. Thus, we see from Hölder inequality that for some C, independent of large μ and small ε > 0,
C exp(−c/ε).
Thus, for some C, c > 0, independent of large μ > 0 and small ε > 0, we see that
The last two lemmas show the following estimate Proof. First we see from condition (K) that there is a constant C > 0, independent of large μ > 0, satisfying
, a > 0 and b 0, we multiply both sides of (19) 
Then, we see from Caffarelli-Kohn-Nirenberg inequality [12] that for some C 2 > 0, depend only on n, a and b, we see that for small ε > 0,
Note that if β(p − 1) 2, there exist some C > 0, independent of small ε > 0 and large μ > 0, satisfying
Note also that if β(p − 1) < 2, there exist some C > 0, independent of small ε > 0 and large μ > 0, satisfying
Taking a large α > 0, we see from (20) that for some constant C > 0, independent of small ε > 0 and large μ > 0,
Now we note that for any c, d, e > 0,
From the inequality
we deduce via a finite number of iterations of (21) 
We can assume that w μ ε converges weakly to some w ε ∈ E ε as μ → ∞. Then, we get a solution w ε > 0 satisfying Eq. (1). From the uniform decay (26), we see that lim ε→0 w ε L ∞ = 0.
The decaying property (3) follows from Lemmas 8 and 9. From the decaying property (3), we see that the solution
The second property of (2) in the theorem is proved by the following argument. Let w ε = ε 2/(p−1) v ε . Multiplying the equation by v ε and integrating over on R n we obtain that
loc and (K) hold, we see from the decay property (3), we see that lim sup ε→0 K n/2 (v ε ) n(p−1)/4 dx < ∞. Thus, by Sobolev inequality, we see that
This proves the second property of (2) in the theorem. 2
Asymptotic behavior of localized solutions
We will study the asymptotic behavior of w ε for small ε > 0. For a family of functions u ε with ε > 0, we say the family sub-converges as ε → 0 if for any sequence ε m → 0 there is a subsequence of ε m along which the sequence of functions converge.
Suppose w ε is the localized solution concentrating near A, given in Theorem 1. For any positive functions a(ε) and b(ε) with ε > 0, we define
Then, it follows that
Without loss of generality we can assume that 0 ∈ A ⊂ Z ∪ S. For an integer k ∈ Z and t > 0, we define
and ln 0 t = 1 for any t > 0. We consider three typical cases:
(A1) the interior A is a bounded domain containing 0; (A2) A = {0} is an isolated point, and for τ > −2, some k, l ∈ Z, and
In case (A1), taking a(ε) = 1 and b(ε) = ε, we see that
and that for any small d > 0,
In this case, we see also that
In case (A2), we take
Then, we see that 
Here
For the proofs of the above theorems, the first can be proved by slight modifications of the arguments in [9] , the proof of the third is simpler than that of the second. In the following we give the proof of Theorem 11.
Proof of Theorem 11. Without loss of generality we assume c = d = 1. First we show that the limiting equation (27) has a ground state solution U in the space
We consider the following minimization problem:
It is standard to show that if τ 0 and γ ∈ [0, (2n − (p + 1)(n − 2))/2), the embedding from X into the weighted L p+1 (R n ; |x| −γ ) is compact. Thus the minimization problem is solved. For τ 0 and γ ∈ (−τ (2n − (p + 1)(n − 2))/4, 0) or τ ∈ (−2, 0) we can argue as follows. For a = 2n − (p + 1)(n − 2)/2 and ϕ ∈ C ∞ 0 (R n ), it follows from Hölder's inequality and Sobolev inequality that for some C > 0,
Since −2γ /a < τ, the embedding from X into the weighted L p+1 (R n ; |x| −γ ) is compact. Thus the minimization problem is solved. Next, since γ < (2n − (p + 1)(n − 2))/2, we observe that | · | −γ ∈ L s loc for some s n/2 and |x| −γ U p ∈ L t (R n ) for some t > 1. By a bootstrap argument and an elliptic estimate [16, Theorem 8 .25], we deduce that U ∈ L ∞ (R n ). Note that −γ < τ(2n − (p + 1)(n − 2))/4 < τ. Then, by comparison principle there exist C, c > 0 such that for τ 0 we have U(x) C exp(−c|x|) for all x ∈ R n , and for τ ∈ (−2, 0) we have U(x) C exp(−c|x| Then by Hölder inequality and the fact −γ < τ, we deduce that for some C > 0, independent of ε > 0, By elliptic estimates, we have lim ε→0 ε −q u ε L ∞ = 0 for any q > 0, which contradicts with property (2) in Theorem 1.
Finally we see from elliptic estimates and the uniform decay at infinity that u ε sub-converges to a least energy solution of Eq. (27). 2 Remark 13. We cover several typical cases of asymptotic behaviors. There are some more cases interesting enough to be examined. We point out one case here. Suppose that V (x) = exp(−|x| −τ ), K(x) = exp(−|x| −ρ ) for |x| 1. 
