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In this work, we derive a family of symmetric numerical quadrature formulas for finite-range integrals I[f ] =  1 −1 w(x)f (x) dx, where w(x) is a symmetric weight function. In particular, we will treat the commonly occurring case of w(x)
p , p being a nonnegative integer. These formulas are derived by applying a modification of the Levin L transformation to some suitable asymptotic expansion of the function H(z) =  1 −1 w(x)/(z − x) dx as z → ∞, and they turn out to be interpolatory.
The abscissas of these formulas have some rather interesting properties: (i) they are the same for all α, (ii) they are real and in [−1, 1], and (iii) they are related to the zeros of some known polynomials that are biorthogonal to certain powers of log(1 − x 2 )
Introduction and background
In [1, 2] , the author introduced a novel approach by which one can derive interpolatory numerical quadrature formulas of high accuracy for integrals of the form
where (a, b) is a finite or infinite interval and w(x) is a nonnegative weight function all of whose moments exist. The quadrature formulas are of the form
w ni f (x ni ), (1.2) x ni and w ni being, respectively, the abscissas and weights. In this approach, we assume for simplicity that [a, b] is a finite interval and that f (z) is an analytic function in an open domain D of the z-plane that contains [a, b] in its interior. Then, we can express f (x) via
where Γ is a closed contour whose interior contains [a, b] and is traversed counterclockwise. Substituting (1.3) in (1.1), and changing the order of integration, we obtain
where we have defined
Clearly, H(z) is analytic in the complex z-plane cut along the line segment [a, b] . Next, substituting (1.3) in (1.2), and changing the order of summation and integration, we obtain
where
(1.7)
It is easy to see that H n (z) is a rational function with degree of numerator at most n − 1 and degree of denominator n. In addition, the abscissas x ni are the poles of H n (z), while the weights w ni are the corresponding residues. By (1.4) and (1.6),
we have
(1.8)
Thus, we conclude that in order for I n [f ] to be a good approximation to I[f ] for arbitrary analytic f (z), it is necessary that H n (z) be a good approximation to H(z) in the z-plane cut along [a, b] . This means that, in deriving good numerical quadrature formulas of the form given in (1.2), we should construct rational functions H n (z) that will approximate H(z) well in the z-plane cut along [a, b] . Now, sequences of rational approximations to H(z) can be generated in different ways. A good way is by applying appropriate convergence acceleration methods (or sequence transformations) to the sequence of partial sums of the moment series associated with w(x), which is nothing but the asymptotic expansion of H(z) as z → ∞ in negative powers of z, If the transformation of Shanks [3] is used for this purpose, the rational functions H n (z) generated by it are simply the [n − 1/n] Padé approximants from (1.9), and the resulting I n [f ] are the Gaussian quadrature formulas for I[f ]. For Padé approximants, see, for example, Baker [4] and Baker and Graves-Morris [5] . For a brief review, see also Sidi [6, Chapter 17] . For an up-to-date treatment of the Shanks transformation, see [6, Chapter 16] . For Gaussian quadrature, see Davis and Rabinowitz [7] , Stoer and Bulirsch [8] , or Ralston and Rabinowitz [9] , for example.
In [1] , a suitably modified version of the L transformation of Levin [10] ν , and good numerical quadrature formulas for I[f ] are obtained. These formulas also turn out to be interpolatory. One interesting and useful feature of these formulas is that their abscissas are independent of β; they can also be made independent of α and ν provided α + ν is a small nonnegative integer. In a recent paper by Lubinsky and Sidi [11] , it is shown, for example, that the weights w ni associated with these quadrature formulas are positive when α = 0 and β, ν > −1. This is a very important property in that it implies that lim n→∞ 
is the Exponential Integral and p is arbitrary. Yet in another recent paper by Sidi and Lubinsky [13] , we treat the same integrals as in [2] , only this time we use a suitably modified version of the S transformation of Sidi instead of the L transformation. (For the L and S transformations, see Sidi [6, Chapter 19] .) The quadrature formulas developed in [2, 13] , just as those developed in [1] , also turn out to be interpolatory. Their abscissas have properties similar to those in [1] : the abscissas for I (2) [f ] are independent of p and they are the same as those of I (1) [f ].
Before proceeding further, we note that the computation of the abscissas x ni is the most substantial part of the determination of the quadrature formula I n [f ] as the x ni are the zeros of a polynomial of degree n an hence their determination is costly for large n. Once the abscissas have been determined, the weights can be computed as the residues of H n (z) at a negligible cost. This is why the fact that the abscissas of the quadrature formulas above are independent of β and of p, for example, is so useful.
Another interesting feature of the quadrature formulas derived in [1, 2, 13] , and mentioned above, is that their abscissas are the zeros of some polynomials that are biorthogonal to (i) some powers of log x −1 (in [1] ), as shown in Sidi and Lubinsky [14] , and (ii) some exponential functions (in [2, 13] ), as shown in Sidi [15] and in Sidi and Lubinsky [13] . 1 These polynomials have interesting asymptotic properties and zero distributions, which are studied in Lubinsky and Sidi [16, 17] .
In [1, Section 7] , again a suitably modified version of the L transformation of Levin [10] is applied to the moment series in (1.9) with (a, b) = (−1, 1) and w(x) = (1 − x 2 ) α , and good numerical quadrature formulas for I[f ] are obtained. Just as the weight function, the quadrature formulas derived in this way too are symmetric, that is, if (ξ , w) is an abscissa-weight pair, then so is (−ξ , w). Unfortunately, however, the abscissas of these quadrature formulas vary with α. The purpose of the present work is to derive symmetric quadrature formulas that do not suffer from this deficiency. To achieve this, we modify the approach of [1] substantially by considering an asymptotic expansion of H(z) that is very different from that in (1.9).
In the next section, we develop this modified approach and apply it in the presence of symmetric weight functions of
α ) and derive a sequence of rational approximations to H(z). In Section 3, we use these rational approximations to derive our quadrature formulas. We study some of the properties of these formulas and show that their abscissas are real and lie in [−1, 1], those in (−1, 1) being the zeros of polynomials that are biorthogonal to some powers of log(1 − x 2 ) −1 . The abscissas ±1, if present, can have multiplicities ≥ 1. In Section 4, we show that these formulas are interpolatory. In Section 5, we derive integral representations for the weights of the quadrature formulas. In Section 6, we give some tables of abscissas and weights and also demonstrate the performance of the new formulas with some numerical examples.
As we will be applying the Levin L transformation later in this work, we provide a brief description of the essentials of it in the Appendix to this work. This description should also help the reader to better understand the motivation for the developments in the next section, hence we advise the reader to study it first.
Before closing, we would like to comment on the relevance of the weight functions treated in this paper. The weight
, is associated with Gegenbauer polynomials (or ultraspherical polynomials)
n (x), which are of importance in the context of potential theory and harmonic analysis. They are also used in numerical work just as the Chebyshev and Legendre polynomials, for example. For these and other orthogonal polynomials, see Szegő [18] or Olver et al. [19] , for example. The weight function w(
Finally, we would like to state that when the abscissas and weights of Gaussian quadrature formulas for the integrals we deal with in this work are available, Gaussian formulas should be used as they provide ''optimal'' accuracies for functions f (x) that are infinitely smooth on [−1, 1] . This, of course, requires the determination of the appropriate abscissas and weights for each α and p, which may prove to be cumbersome. As already mentioned, for the quadrature formulas we develop in this work, the abscissas, which are the most important quantities, are independent of α, and also independent of p when p is an integer. This means that one set of abscissas (with p = 0) is good for all α and integer p. As we will see later, the abscissas are obtained as the zeros of some simple polynomials, the determination of the weights being a trivial task once the abscissas are available. In addition, numerical experience shows that these quadrature formulas are capable of achieving very high accuracies, and this is sufficient to justify their practical use.
Rational approximations to H (z)
Throughout the remainder of this work, we will consider the integrals
where the weight function w(x) is an even function of x, that is,
1 A polynomial P(x) of degree n is said to be biorthogonal to a set of (not necessarily polynomial) functions {φ 1 (x), . . . , φ n (x)} in the inner product In addition, we assume that all moments of w(x) exist. We aim at obtaining numerical quadrature formulas for I[f ] that are interpolatory and symmetric, and hence of the form
In particular, we will treat the commonly occurring case of
Let us first define
Clearly, H(z) is analytic in the complex z-plane cut along the line segment [−1, 1]. On account of (2.2), we also have that
As a result,
w(x)
from which, we have
The next lemma provides an asymptotic expansion for H(z) as z → ∞ that is entirely different from that in (1.9). 
Then H(z) has the convergent expansion
Thus, the right-hand side of (2.8) also represents H(z) asymptotically as z → ∞.
Proof. We begin by rewriting (2.6) in the form
Substituting (2.10) in (2.9), integrating termwise, and invoking (2.7), we obtain (2.8). Clearly, the infinite series in (2.10) converges for all large z, and so does the right-hand side of (2.8). This completes the proof.
We next analyze the asymptotic behavior of µ m as m → ∞ when w(x) is as in (2.4). We need this in order to decide whether the L transformation can be used to accelerate the convergence of the infinite series in (2.8).
2 Note that if w(x) is as in (2.2) and the abscissas of
We give an independent proof of this in Theorem 5.1.
3 The condition α > −1 is needed to make w(x) integrable at x = ±1. The condition p > −1/2 is needed to make w(x) integrable through x = 0 since
Theorem 2.2. Let w(x) be exactly as in (2.4). Then µ m has the asymptotic expansion
as m → ∞.
Proof. We start by noting that, due to (2.2), (2.7) can be rewritten in the form
Making the change of variable of integration 1 − x 2 = e −t in (2.12), we obtain
(Note that µ m is the Laplace transform of g(t).) By footnote 4,
(2.14)
We now apply Watson's lemma to the integral in (2.13) and obtain (2.11). For Watson's lemma, see Olver [21] , for example.
Remark. An important fact to realize in the asymptotic expansion of µ m is that the powers of m in (2.11) are independent of α. (The coefficients in this expansion do depend on α and p, but this is of no concern to us, as we will see later.)
Throughout the remainder of this work, we shall let 
with
Of course, by (2.8),
Naturally, the β i in (2.17) depend on ζ , α, and p; they do not depend on m, however. 
They satisfy B (σ ) 
As explained in [1] , an asymptotic expansion for S m−1 (ζ ) different from that in (2.17) can be obtained by substituting the asymptotic expansion of µ m given in Theorem 2.2 in (2.17) and by re-expanding in negative powers of m. Indeed, upon doing so, we obtain Applying now the L transformation to the sequence {S m (ζ )} via (A.5), we obtain as approximations to G(ζ ),
which, for simplicity, we write in the form
Note also that we define S 0 (ζ ) = 0 when j = 0. By (2.16), it is easy to see that
is a rational function of ζ , with numerator  N(ζ ) of degree at most j + n − 1 and denominator  D(ζ ) of degree exactly j + n. In addition, by the fact that A (j) n (ζ ) is an approximation to G(ζ ) and by (2.18), we have that
is a rational function of z, with numerator of degree at most 2j + 2n − 1 and denominator of degree exactly 2j + 2n. Thus, we can use H 
An extension
Our approach applies equally well with the slightly more general weight function
For, in this case,
By footnote 4,
We now apply Watson's lemma to the integral in (2.25) and obtain
(2.27) By this, it is easy to see that (2.20) can now be replaced by 
Numerical quadrature formulas
We now turn to the derivation of our quadrature formulas. We start with the following theorem concerning the zeros of the denominator polynomial of A (j) n (ζ ).
n (ζ ) has a zero of order j at ζ = 0 and n simple real zeros in (−1, 1).
Proof. We start by noting that
given as in
It is clear that ζ = 0 is a zero of order j of  D(ζ ). 2) and hence that it has n simple real zeros in (0, 1) since {(log
k=0 is an n-dimensional Chebyshev system on (0, 1) and ξ β (log x −1 ) σ > 0 on (0, 1). The result now follows.
The next theorem concerns the partial fraction decompositions of A
n (z).
Theorem 3.2. Denote the n real zeros of
Consequently, H
n (z) has a partial fraction decomposition of the form
where x (j) ni are distinct and
In addition, Proof. Because  D(ζ ) has j zeros at ζ = 0 and n real simple zeros in (0, 1), it is clear that A (j) n (ζ ) has a partial fraction decomposition of the form given in (3.3).
As for H (j)
n (z), we first note that it is an odd function of z since A (j) n (ζ ) is an even function of z. This implies that it has a partial fraction decomposition of the form given in (3.4) . The results in (3.6) and (3.7) follow from the fact
We leave the details to the reader.
We
(3.8)
• When j = 1, we have the formula
n0 .
(3.9)
• For arbitrary j, we have the formula
 . 
by (3.3). Consequently, by (3.6), in all the formulas given in (3.8)-(3.10),
Note also that, because the denominator polynomials  D(ζ ) of the A We close this section with the following observation that is useful when checking tables of abscissas and weights:
Then the numerical quadrature formulas derived above satisfy
The proof of this theorem follows from (2.23), (3.4) and (3.10). We leave the details to the reader. The result in (3.13) can be used to compute the rational function H 
Properties of I
The quadrature formulas we have just derived have some rather interesting properties, which we explore below.
where Π m denotes the set of polynomials of degree at most m. ni , respectively. The proof proceeds through three steps:
Proof. It is sufficient to show that (4.1) holds for
(i) First, it is easy to show that, for k = 1, 2, . . . ,
(ii) Next, by expanding the partial fraction decomposition of H (j) n (z) given in (3.4) in negative powers of z with |z| > 1, we obtain the convergent expansion 
)
Consequently, (4.4) can be re-expressed as in
which, upon invoking (4.2), becomes
Of course, the summation
n (ζ ) as in (2.22), we obtain
Consequently, the numerator of (4.6) is O(ζ −1 ) as ζ → ∞. In addition, the denominator is asymptotically equal to λ n ζ j+n as ζ → ∞. As a result,
Here we have used the fact that z and ζ tend to infinity simultaneously and that ζ ∼ −z 2 as z → ∞. Substituting the convergent expansion (z − x)
and thus
Substituting (4.5) and (4.8) in (4.7), we then have
This completes the proof.
Remark. In some instances, f Our next result concerns the biorthogonality property of the polynomials n (x).
Theorem 4.2. The polynomials R (j)
n (x) have the biorthogonality property
(4.10)
2), we have the biorthogonality property
Making the change of variable ξ = 1 − x 2 , (4.11) becomes
(4.12)
The result now follows by recalling that
2 , from which we have
As a corollary of Theorems 4.1 and 4.2, we also have the following interesting result. 
−1  p have abscissas that are independent of α. They do seem to depend on p, however. In case, p is a small integer such as 0, 1, 2, . . . , these abscissas can be made independent of p too. This can be achieved as follows: When p is a nonnegative integer, the asymptotic expansion in (2.20) , which forms the foundation of the effectiveness of the L transformation, can be rewritten in the form
where 
are given by 
Proof. Using the fundamental polynomials of Lagrange, we first have 
where l i (ξ ) are the fundamental polynomials of Lagrange over the set of points {ξ 1 , . . . ξ n } given as in 
. Invoking (4.11), we also have By choosing the c k in (5.5) appropriately, it might be possible to show that the weights w (0) ni in the quadrature formula I (0) n are positive for all n, at least for some cases. This approach was used successfully in Lubinsky and Sidi [11] for some of the quadrature formulas of Sidi [1] . So far, we have not been able to prove such a result for the quadrature formulas of this work, however.
Computation of tables and numerical examples

Computation of tables
We have computed the abscissas and weights for the quadrature formulas
with p = 0, 1. Thus, these 2n-point quadrature formulas are given as in
where ξ ni are the zeros of the polynomial
while u ni are the residues of the rational function
We would like to emphasize that the abscissas used by all the quadrature formulas mentioned here are the same.
These abscissas, along with the weights for the case (α, p) = (0, 0), are given in Table A. 1. Note that because the polynomials  D(ξ ) are known explicitly, we can use any polynomial solver to determine their zeros, namely, the ξ ni . However, for large n, the computation of these zeros in finite-precision (floating-point) arithmetic to machine accuracy becomes difficult, the apparent reason being that the coefficients λ i of the polynomial  D(ξ ) have widely differing orders of magnitude. This suggests that, for large n, the zeros of  D(ξ ) can be determined with a desired level of accuracy by using variable-precision arithmetic. We have done all our computations in quadruple-precision arithmetic (approximately 35 decimal digits).
Below, we give the µ m and the H(z) corresponding to the weight function w(
and p = 0, 1; we make use of all these in our numerical examples in the next subsection. In our derivations, we have used the following facts about the Beta function
can be found in Olver et al. [19] , for example:
where C = 0.577 · · · is Euler's constant.
The case p
For general α, we have and
Here are the special cases of α = 0, ± 
By the fact that
for general α, we have 
are the same for all α and for p = 0, 1, and are determined as in Section 6.1. 
p . For these integrals, we have
The relative errors in the I n [f ] are given in Table A. 3. Again, the abscissas of the quadrature formulas used are the same for all approximations. Note that the errors are increasing towards the bottom of Table A.3 when, actually, they should be decreasing and should do so fast. Of course, the reason for this is that the abscissas and weights we are using here have not been computed to machine accuracy due to limitations imposed by the floating-point arithmetic used in determining them. n , β i byβ i , and the asymptotic equality sign ∼ by =, and by truncating the infinite series  ∞ i=0 β i /m i at the i = n − 1 term, and finally by collocating the equality obtained at the n + 1 points m = j + 1, j + 2, . . . , j + n + 1, thus obtaining n + 1 equations to accommodate the n + 1 unknowns A (j) n andβ 0 ,β 1 , . . . ,β n−1 . Also note that we do not need to know the β i in (A.3) ; we would like to emphasize that mere knowledge of the existence of the asymptotic expansion in (A.3) together with the sequence {ω m } is sufficient for applying the L transformation. In Levin's work [10] , ω m = m σ (A m − A m−1 ), where σ is some integer at most 1. When σ = 0, the L transformation is called the t-transformation, and when σ = 1, it is called the u-transformation. In developing our numerical quadrature formulas, however, we do not necessarily use Levin's ω m ; our ω m are designed such that the asymptotic expansion in (A.3) is valid (with different β i though) and the resulting quadrature formulas enjoy a great amount of flexibility. This approach was first suggested and used by the author in [1, 2] . The convergence properties of the sequences {A (with j fixed) with general ω m were first studied by the author in Sidi [22, 24] . See also [6, Chapter 19] for additional developments.
