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Kapitel 1
Einleitung
Materialien mit magnetischen Eigenschaften haben von je her fu¨r Verwun-
derung und U¨berraschungen gesorgt. Ihre Eigenschaften waren teilweise so
unversta¨ndlich, daß man ihnen sogar magische Eigenschaften nachsagte. Der
Glaube an das magische ist historisch durchaus in dem fehlenden Versta¨ndnis
der zugrunde liegenden Prozesse zu verstehen, zumal Materialien mit makro-
skopisch beobachtbaren magnetischen Eigenschaften recht selten sind.
Im Periodensystem der Elemente finden sich die bekanntesten magnetischen
Elemente in der Reihe der 3d-U¨bergangsmetalle, namentlich Eisen, Kobalt
und Nickel.
Nickel wurde schon im Altertum in dem Erz Kupfernickel fu¨r die Bronzeher-
stellung verwendet, wobei es zum einen nicht als Beimischung identifiziert
wurde und zum anderen der Qualita¨t sogar schadete. Aus diesen Grund wur-
den Nickel und Kobalt bei Bergleuten Schimpfworte und die A¨hnlichkeit der
Worte Kobold und Kobalt ist nicht zufa¨llig. Ist doch ein Kobold ein kleiner
Berg-/Erdgeist, der es liebt so seinen kleinen Schabernack mit den Menschen
zu spielen. Das deutsche Adjektiv “nickelig” zeugt auch heute noch fu¨r die
Hinterha¨ltigkeit und Boshaftigkeit, die das Nickel in den Erzen darstellte.
Ra¨tsel geben die U¨bergangsmetalle den Menschen immer noch reichlich auf.
Glaubt man bei den Hauptgruppen-Elementen nun weitgehend verstanden
zu haben, wie die Valenzelektronen sich in den s- und p-Orbitalen der Atome
anordnen und im Festko¨rper verhalten, so sind die stark gebundenen Elek-
tronen, die man bei den d- und bei den f -Orbitalen der U¨bergangsmetalle,
der Lanthanide und der Actinide beru¨cksichtigen muß, in ihrer Zwitterstel-
lung zwischen lokalisiert und delokalisiert noch immer ein in großen Teilen
unverstandenes Pha¨nomen.
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Im Atom kann man mit Hilfe des Pauli-Prinzips und der Hund’schen Re-
geln die Besetzung der offenen Schalen im wesentlichen verstehen. Wendet
man seinen Blick auf einen makroskopischen Festko¨rper, bestehend aus un-
gefa¨hr 1023 Atomen pro cm3, so betrachtet man in der Regel einen Kristall
mit einer genau definierten ra¨umlich-periodischen Anordnung der Atome.
Die Beschreibung der Elektronen eines Kristalls wurde zuerst von Bloch [1]
in seinen Arbeiten zur elektrischen Leitfa¨higkeit fu¨r nahezu ”freie” Elektro-
nen bekannt. Die Bloch’sche Methode fu¨hrt auf periodische Zusta¨nde, die
”Blochzusta¨nde”, welche zu einer immensen Vereinfachung in der Beschrei-
bung der elektronischen Struktur fu¨hren. Sie bilden die Basis der Energieba¨n-
der der quasifreien Kristallelektronen. Innerhalb dieses Einteilchenbildes wird
die Elektron-Elektron-Wechselwirkung als eine relativ kleine Sto¨rung beru¨ck-
sichtigt.
Seit Mitte des 20. Jahrhunderts wird versucht, die Eigenschaften der U¨ber-
gangsmetalle theoretisch zu beschreiben. Hierbei haben sich zwei gegensa¨tz-
liche Ansa¨tze zur Beschreibung der magnetischen Eigenschaften ergeben, die
mit all ihren Sta¨rken und Schwa¨chen in der Beschreibung sehr kontroverse
Diskussionen hervorgebracht haben. Auf der einen Seite gibt es, ausgehend
von den Ideen von Slater, Stoner und Wohlfarth die Annahme, die Valenz-
elektronen ko¨nnen sich im periodischen Gitter als quasifreie Elektronen be-
wegen [2,3,4,5,6,7,8]. Diese Sichtweise beinhaltet auch die partiell besetzten
3d-Zusta¨nde in den Elementkristallen der Eisengruppe und beschreibt die
Elektron-Elektron Wechselwirkung in der d-Schale in einfachen Na¨herungen.
Demgegenu¨ber stehen die Ideen von van-Vleck [9] und Gutzwiller [10], die den
atomar lokalisierten Charakter der 3d-Elektronen betonen, der in den magne-
tischen Isolatoren, wie beispielsweise den meisten der U¨bergangsmetalloxide
und -halogenide, klar zu Tage tritt, der aber auch in den metallischen Ele-
mentkristallen vorhanden sein soll. Im Jahr 1953 kritisierte van Vleck das
von Slater und Stoner vorgeschlagene Bandmodell zur Beschreibung des Ma-
gnetismus als unzureichend [9]. Slater und Stoner hatten argumentiert, daß
im wesentlichen die Hartree-Fock-Na¨herung ausreicht, um die metallischen
Magnete durch Bandmagnetismus zu beschreiben. Van Vleck bema¨ngelte je-
doch, daß sich in der Hartree-Fock-Theorie die Elektronen statistisch u¨ber
alle mo¨glichen atomaren Zusta¨nde verteilen wu¨rden. Dies ha¨tte jedoch viel zu
starke Ladungsfluktuationen bei den U¨bergangsmetallatomen zur Folge. Van
Vleck schlug einen alternativen Ansatz vor, in dem die Elektronen sich nicht
einfach im mittleren Feld der anderen Elektronen bewegen, sondern aufgrund
der starken Elektron-Elektron-Wechselwirkung korrelierte Bewegungen aus-
fu¨hren, so daß die Ladungsfluktuationen stark unterdru¨ckt werden. Diese
3Idee ist unter dem Namen “Minimum Polarity Model” bekannt. In seinem
Modell ist der Magnetismus auch bei metallischen Magneten stark von den
atomaren Eigenschaften gepra¨gt. Die Korrelationen der einzelnen Elektronen,
sprich das Kollektiv-Verhalten, sind bei diesem Ansatz von herausragender
Bedeutung und weniger die Bewegung eines einzelnen Teilchens.
Allerdings stellte die Behandlung von korrelierten Elektronensystemen ein
derart komplexes Thema dar, daß erst fast 40 Jahre spa¨ter Verfahren zur
Verfu¨gung standen, um dieses Vielteilchenproblem in konkreten Materialien
na¨her zu untersuchen.
Im Jahre 1963 schlugen Gutzwiller, Hubbard und Kanamori unabha¨ngig
voneinander das heute als “Hubbard-Modell” [10, 11, 12, 13, 14, 15] bekannte
Modell-System vor, welches beide Aspekte, sowohl die starke lokale Wech-
selwirkung, als auch die Bewegung der Elektronen durch den Kristall, bein-
haltet. Gutzwiller untersuchte dieses Modell mittels variationeller Wellen-
funktionen, die sowohl schwache als auch starke Korrelationen beschreiben
konnten [10, 11, 16]. Dabei stellte er fest, daß der Ferromagnetismus im
Einband-Hubbard-Modell keineswegs zwingend ist. Der Mehrbandfall konnte
viele Jahrzehnte nicht behandelt werden, da alle Versuche den Gutzwiller-
Formalismus zu verallgemeinern [17,18,19,20] bis in die 90er Jahre fehlschlu-
gen. Exakte Lo¨sungen konnten damals nicht erzielt werden und sto¨rungs-
theoretisch ließ sich dieses Problem auch nicht sinnvoll bearbeiten, da der
interessante Bereich, starke Korrelation, eben keine kleine Sto¨rung darstellt.
Aufgrund der Probleme blieben Untersuchungen korrelierter Systeme u¨ber
Jahrzehnte auf den Einband-Fall beschra¨nkt.
Dagegen war in den vergangenen Jahrzehnten der Einteilchen-Zugang nach
Slater, Stoner und Wohlfarth so erfolgreich, daß man ihn als die Stan-
dardtheorie des metallischen Magnetismus betrachten kann. Die urspru¨ng-
liche Hartree-Fock-Theorie von Stoner und Wohlfarth entwickelte sich u¨ber
Slater’s ”gemittelten Austausch” in die Dichte-Funktional-Theorie (DFT)
und deren spinabha¨ngige Erweiterung, die Spin-Dichte-Funktional-Theorie
(SDFT). Mit Hilfe dieser Theorie werden seit mehreren Jahrzehnten Band-
strukturen fu¨r magnetische Metalle bestimmt, aus denen man diverse Mate-
rialeigenschaften wie magnetische Momente, Formen von Fermi-Oberfla¨chen
und viele andere Eigenschaften von Festko¨rpern mit recht hoher Genauigkeit
berechnen kann.
Jedoch brachte die DFT, in der Regel in der Variante der Lokalen-Dichte-
Na¨herung (LDA) (vergleich hierzu Anhang B), neben den Erfolgen auch eini-
ge Ergebnisse hervor, die im Widerspruch zu Experimenten stehen. Die DFT
war nur bei den metallischen Magneten erfolgreich, nicht aber bei den ma-
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gnetischen Isolatoren wie den antiferromagnetischen Monoxiden von Eisen,
Kobalt und Nickel. Diese sind keine Band-Isolatoren mit großer Bandlu¨cke,
wie dies bei gerader Zahl von Valenzelektronen vorkommen mag (z.B.MgO),
sondern sie sind Mott-Hubbard-Isolatoren [21, 22] mit großer Bandlu¨cke bei
jeder ganzzahligen Valenzelektronenanzahl.
Es wurde versucht, durch zahlreiche Erweiterungen, zuna¨chst durch die
zusa¨tzliche Beru¨cksichtigung des Gradienten der Ladungsdichte (GGA-
Methode) [23,24,25], die Theorie zu verbessern. Bezu¨glich magnetischer Iso-
latoren brachte die GGA keine Verbesserung.
Auch die sogenannte LDA-GW-Na¨herung, die fu¨r das Bandlu¨cken-Problem in
Halbleitern entwickelt wurde, zeigte sich in der Anwendung auf magnetische
Isolatoren als wenig erfolgreich [26].
U¨ber viele Jahre hinweg fu¨hrten die Ideen von van Vleck und Gutzwiller ein
Nischendasein, da die Bearbeitung des darin enthaltenen komplexen Viel-
teilchenproblems sowohl analytisch wie auch numerisch fu¨r Multiband-Fa¨lle
zu aufwendig war. So konzentrierte sich das Interesse der Vielteilchentheo-
rie auf Modellsysteme, wie das Hubbard-Modell mit der Einschra¨nkung auf
ein einziges Band, das Kondo-Problem, das Single Impurity Anderson Model
(SIAM) und das periodische Anderson-Modell (PAM). Fu¨r eine U¨bersicht
seien die Arbeiten [27,28,29,30,31,32] und deren Literaturlisten empfohlen.
Im Rahmen des Gutzwiller-Formalismus fanden Brinkman und Rice 1970 fu¨r
das Einband-Hubbard-Modell bei halber Bandfu¨llung einen Metall-Isolator-
U¨bergang (MIT ) [33, 34]. Ogawa et.al. reformulierten den urspru¨nglichen
Gutzwiller-Formalismus fu¨r die Anwendung auf das Hubbard-Modell 1975
[35,36]. Diese Umformulierung bildete die Grundlage fu¨r die Arbeit von Voll-
hardt [37], welche den Gutzwiller-Formalismus erstmals auf ein bestimmtes
Material, 3He, anwendete.
Zu Beginn der 90er Jahre wurde die Dynamical-Mean-Field-Theory (DMFT)
zur Beschreibung der Einteilchen-Dynamik fu¨r korrelierte Gitterelektronen
entwickelt, wobei die Na¨herung im Grenzfall einer unendlichen Zahl na¨chster
Nachbarn exakt wird [38,39,40,41].
Dies setzte eine umfangreiche methodische Entwicklung in Gang, die
bald auch erlaubte, Multiband-Modelle zu betrachten. Es wurde versucht,
Multiband-Modelle aus der DFT herauszupra¨parieren. Dies fu¨hrte u.a. auch
zur sogenannten LDA+U Methode (wo das herauspra¨parierte Modell wieder
in Hartree-Fock-Na¨herung betrachtet wird). In der Regel wird die DMFT
bei relativ hohen (Rechen-) Temperaturen eingesetzt, so daß im wesentlichen
Spektren berechnet werden, die dann mit Photo-Emissions-Spektren (PES)
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Gegen Ende der 1980er Jahre gelang es, die Gutzwiller-Wellenfunktion im
Einband-Modell in einer Dimension (1-dim) exakt zu berechnen [42,43,44,45].
Desweiteren stellte sich die sogenannte Gutzwiller-Na¨herung, das Ersetzen
einer hypergeometrischen Reihe durch ihr gro¨ßtes Glied, das dann mittels
Kombinatorik berechnet wird, in unendlichen Raumdimensionen (d → ∞)
als exakte Lo¨sung heraus.
Gebhard entwickelte eine Methode, die Gutzwillerwellenfunktion in unend-
licher Dimension zu berechnen und untersuchte das Verhalten der 1/d-
Korrekturen [46]. Diese Korrekturen stellten sich als relativ klein her-
aus, so daß mit den exakten Lo¨sungen in unendlicher Raumdimension be-
reits eine sehr gute approximative Lo¨sung in 3 Raumdimensionen vor-
liegt. Nach der analytischen Auswertung von verallgemeinerten Gutzwiller-
Wellenfunktionen im Limes unendlicher Raumdimension fu¨r das periodi-
sche Anderson-Modell durch Gebhard [47], folgten weitere verallgemeinernde
Schritte durch Okabe mit rein dichteartigen Mehrband-Modellen ohne Hy-
bridisierungsterme im Einteilchen-Hamiltonian [48, 49]. Bu¨nemann und We-
ber verallgemeinerten etwa zeitgleich die Gutzwiller-Na¨herung auf beliebi-
ge Mehrband-Modelle mit dichteartiger Wechselwirkung [50,51,52,53]. Geb-
hards d→∞ Verfahren wurde von Bu¨nemann, Gebhard und Weber auf den
Multiband-Fall verallgemeinert [54, 55]. Damit ist es nun mo¨glich, Lo¨sungen
zu berechnen, wie sie bereits von van Vleck angestrebt wurden.
Diese Lo¨sungen liefern Ergebnisse fu¨r die Grundzustandsenergie des Sy-
stems, Resultate zu magnetischen Momenten, Einteilchenanregungsenergi-
en im Rahmen der Fermi-Flu¨ssigkeits-Theorie und Informationen u¨ber die
Dispersion der Valenz- und Leitungsba¨nder sowie die Fermi-Fla¨che. Diese
Resultate sind auch experimentell beispielsweise mittels winkelaufgelo¨ster
Photoemissions-Spektroskopie (ARPES) zuga¨nglich.
Im Rahmen der Multiband-Gutzwiller-Theorie wurde zuna¨chst ferromagne-
tisches Nickel (Ni) untersucht [56, 57, 58, 59, 60], im wesentlichen aus zwei
Gru¨nden: Zum einen sind die physikalischen Eigenschaften von Ni sehr genau
erforscht und zum anderen sind hier die Abweichungen der SDFT-Methode
zu den experimentellen Ergebnissen am gro¨ßten.
Im Rahmen dieser Arbeit wird versucht, die Multiband-Gutzwiller-Theorie
auf einen magnetischen Isolator zu erweitern. Von Interesse ist hierbei unter
anderem die Frage, wie gut die ”Mott-Hubbard-Anregungslu¨cke” beschrieben
werden kann. Das System der Wahl ist Nickeloxid (NiO), da sich die Behand-
lung der Nickelatome in weiten Teilen u¨bernehmen la¨ßt und die Behandlung
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des Sauerstoffs als Erweiterung“nur noch”hinzugefu¨gt werden muß. Der ver-
wendete Formalismus wird dabei von seinen bisherigen Anwendungsgebieten,
den ferromagnetischen Metallen, auf das neue Gebiet der antiferromagneti-
schen Isolatoren mit großer Anregungslu¨cke (ENiOgap ≈ 3.5 eV [61]) erweitert.
Damit wu¨rde die Multiband-Gutzwiller-Theorie ein sehr weites Anwendungs-
feld finden, nicht nur fu¨r ferromagnetische Metalle, sondern auch fu¨r magne-
tische Isolatoren, wobei auch die Frage, ob der Grundzustand metallisch oder
nichtmetallisch ist, nicht ”input” sondern ”output” der Theorie ist.
Der Aufbau dieser Arbeit gliedert sich wie folgt. Nach diesem einfu¨hren-
den Kapitel schließen sich mit Kapitel 2 eine Beschreibung der Multiband-
Gutzwiller-Theorie und U¨berlegungen zur Umsetzung auf das konkrete Sy-
stem NiO an. Kapitel 3 illustriert die Umsetzung des Formalismus in einen
Programmablauf. In Kapitel 4 werden die numerischen Ergebnisse dargestellt
und erla¨utert. Abschließend wird im darauf folgenden Kapitel 5 eine Zusam-
menfassung der numerischen Ergebnisse und Methoden vorgenommen.
Kapitel 2
Die Theorie
Im Rahmen dieses Kapitels sollen im Abschnitt 2.1 die allgemeinen theore-
tischen Schritte vorgestellt werden. Der Abschnitt 2.2 dient der Darstellung
des Minimierungsverfahrens. In 2.3 werden Einzelheiten zur Anwendung des
Formalismus auf reale Materialien vorgestellt. Damit verbunden ist das in
Abschnitt 2.4 beschriebene Problem des Ladungsflusses.
2.1 Der Formalismus
Der Formalismus zur Bestimmung der variationellen Grundzustandsenergie
gliedert sich in zwei Abschnitte, die Bestimmung der Grundzustandsenergie
aus dem effektiv wirkenden Einteilchen-Hamilton-Operator und die Bestim-
mung der variationellen Grundzustandswellenfunktion. Die Bestimmung die-
ser beiden Anteile wird in den beiden folgenden Unterkapiteln dargestellt.
Da diese beiden Gro¨ßen jedoch nicht unabha¨ngig voneinander sind, ist letzt-
endlich eine iterative Lo¨sung bis zur Selbstkonsistenz durchzufu¨hren.
2.1.1 Der Hamilton-Operator
Ausgangspunkt unserer Betrachtungen ist ein Multiband Hubbard Modell
[12,13,14] mit einem Hamilton-Operator der Form:
Hˆ =
∑
i,j,σ,σ′
tσ,σ
′
i,j cˆ
+
i,σ cˆj,σ′ +
∑
i
Hˆi;atom ≡ Hˆ1 + Hˆatom (2.1)
Der Operator cˆ+i,σ steht hier fu¨r einen Elektron-Erzeuger, der ein Elektron
im Spin-Orbital-Zustand σ am Gitterplatz i des Festko¨rpers erzeugt. Der
Index σ durchla¨uft dabei die Werte σ = 1, ..., 2N , wobei N die Zahl der
7
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Orbitale bezeichnet (Fu¨r 3d Elektronen ist N = 5). Die tσ,σ
′
i,j sind die Hopping-
Matrixelemente zwischen den verschiedenen Orbitalen. In der Diagonalen
(i = j) sind die on-site-Energien ²σ und Kristallfeldenergien ²
CF
σ der einzelnen
Orbitale mit beru¨cksichtigt.
Im Rahmen dieser Arbeit soll angenommen werden, daß die verschiedenen
Orbitale zu verschiedenen Darstellungen der Punktgruppe des Atomes geho¨-
ren und wir aufgrund der kubischen Symmetrie eine diagonale Einteilchen-
Dichtematrix vorliegen haben. Eine allgemeinere Darstellung des Formalis-
mus ist in der Arbeit von Bu¨nemann, Weber und Gebhard (1998) [55] ge-
geben, wo auch der Fall nicht-diagonaler Dichtematrizen behandelt wird. Im
Falle einer diagonalen Dichtematrix ko¨nnen die verschiedenen atomaren Zu-
sta¨nde (z.B. s, p, d(eg), d(t2g)) lokal, d.h. am gleichen Gitterplatz, nicht
mischen. Die Dichtematrix am Ort i
< Φ0|cˆ+i,σ cˆi,σ′|Φ0 >= n0i;σ δσ,σ′ (2.2)
ist also diagonal. Hier stellt |Φ0 > eine geeignete Slater-Determinante von
Einteilchenzusta¨nden dar. Eine diagonale Dichtematrix ist nur mo¨glich, wenn
auch das Kristallfeld ²CFiσ am Ort i diagonal in den Spinorbitalen ist, d.h.
tσ,σ
′
i,i = ²iσ δσ,σ′ + ²
CF
iσ δσ,σ′ . (2.3)
Auch die Elektron-Elektron-Wechselwirkung wird als lokal angenommen.
Hˆi;atom =
∑
σ1,σ2,σ3,σ4
Uσ1,σ2,σ3,σ4 cˆ+i;σ1 cˆ
+
i;σ2
cˆi;σ3 cˆi;σ4 (2.4)
Die Gro¨ßen Uσ1,σ2,σ3,σ4 repra¨sentieren die Coulomb-Wechselwirkung inner-
halb der d-Schale am Ni bzw. der p-Schale des Sauerstoffs. In kubischer
Symmetrie gibt es 10 unterschiedliche Wechselwirkungsparameter, in spha¨-
rischer Symmetrie die drei Racah-Parameter A, B und C (vgl. Anhang E).
Als Basis zur Beschreibung dieses atomaren Teilproblems werden die Konfi-
gurationszusta¨nde
|I > = |σ1, σ2, ... >
= cˆ+i;σ1 cˆ
+
i;σ2
...|Vakuum > (σ1 < σ2 < ...) (2.5)
verwendet, die atomaren Slater-Determinanten. Die hier verwendeten σi sind
d-artige Spinorbitale bei Ni oder p-artige bei O. Man beachte, daß die Ord-
nung der σi in |I > festgelegt ist.
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Der atomare Hamilton-Operator Hi;atom kann, wie beispielsweise von Condon
und Shortley [62] bereits 1935 dargestellt, weitgehend analytisch diagonali-
siert werden. Die atomaren Eigenzusta¨nde |Γ > erha¨lt man bei der Diago-
nalisierung von H mittels der unita¨ren Transformationsmatrix T aus den
Ausgangszusta¨nden |I >.
|Γ>=
∑
I
TI,Γ|I > (2.6)
T selbst diagonalisiert die urspru¨ngliche atomare Hamilton Matrix mit den
Eintra¨gen <I|Hˆi,atom|I ′>
Somit ist
Hˆi,atom =
∑
Γ
EΓ mˆΓ (2.7)
und mˆΓ der Besetzungszahloperator des atomaren Vielteilchenzustandes |Γ>.
mˆΓ = |Γ><Γ| (2.8)
Damit sind die atomaren Eigenenergien EΓ, die Eigenzusta¨nde |Γ> mit ih-
ren Koeffizienten TI,Γ wesentliche Gro¨ßen in dieser Theorie. Diese atomaren
Gro¨ßen gehen in die Festko¨rpereigenschaften ein.
2.1.2 Die Gutzwiller-Wellenfunktionen
Die Gutzwiller korrelierten Wellenfunktionen werden u¨ber einen Vielteilchen-
korrelator PˆG beschrieben, der auf normierte Einteilchenproduktzusta¨nde des
Festko¨rpers, Slater-Determinanten, |Φ0> wirkt.
|ΨG>= PˆG |Φ0> (2.9)
Der Gutzwiller-Korrelator projiziert auf die atomaren Eigenzusta¨nde.
PˆG =
∏
i
Pˆi,G
Pˆi,G =
∏
Γ
λ
mˆi,Γ
i,Γ =
∏
Γ
[1 + (λi,Γ − 1)mˆi,Γ]
= 1 +
∑
Γ
(λi,Γ − 1)mˆi,Γ (2.10)
In den verschiedenen Einteilchenzusta¨nden |Φ0> sind viele Konfigurationen
in Bezug auf die atomarenWechselwirkungen energetisch ungu¨nstig. Der Kor-
relator PˆG muß durch Minimierung mittels der Variationsparameter λi,Γ so
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bestimmt werden, daß diese ungu¨nstigen Konfigurationen ein unbedeutendes
Gewicht bekommen und die totale Energie in Gleichung 2.1 minimal wird. Die
Parameter λi,Γ wichten so die atomaren Konfigurationen Γ in der Gutzwiller-
Wellenfunktion. Die 22N Variationsparameter λi,Γ pro Gitterplatz sind reelle
positive Zahlen. Sind alle λi,Γ = 0, bis auf λi,Γ0 6= 0, so werden bis auf den
Zustand |Γ0 > alle atomaren Konfigurationen aus dem Produktzustand |Φ0>
ausgeblendet. Sind alle λi,Γ = 1, werden alle atomaren Konfigurationen ge-
ma¨ß dem unkorrelierten Grenzfall gewichtet. Auf diese Weise beinhaltet die
Gutzwiller-Wellenfunktion beide Grenzfa¨lle per Konstruktion, den schwachen
wie auch den starken Kopplungsfall, und damit sowohl die itineranten, wie
auch die lokalen Gesichtspunkte der korrelierten Elektronen.
Der Grundzustandserwartungswert von Hˆ ist gegeben durch
〈
Hˆ
〉
=
〈
ΨG|Hˆ|ΨG
〉
〈ΨG|ΨG〉 . (2.11)
und kann dargestellt werden als [55]:〈
Hˆ
〉
=
∑
i6=j
σ,σ′
tσ,σ
′
i,j
√
qi,σ
√
qj,σ′ < Φ0|cˆ+i,σ cˆj,σ′|Φ0 >
+
∑
i,σ
²σ n
0
i,σ +
∑
i,Γ
EΓmi,Γ (2.12)
n0i,σ ist gegeben durch Gl. 2.2. Zur Beschreibung der sogenannten Hopping-
Reduktions-Faktoren
√
qσ fu¨hren wir zuna¨chst Besetzungszahloperatoren be-
zu¨glich der atomaren Konfigurationen |I > ein. So ist
nˆ∅ = 1, nˆI =
∏
σ∈I
nˆσ fu¨r |I| ≥ 1 (2.13)
Neben diesen ”Brutto”-Operatoren ko¨nnen wir die entsprechenden ”Netto”-
Operatoren mˆI einfu¨hren, die mit den nˆI gema¨ß den Beziehungen
nˆI =
∑
I′⊇I
mˆI′ (2.14)
mˆI =
∑
I′⊇I
(−1)|I′\I| nˆI′ (2.15)
zusammenha¨ngen.
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Die q-Faktoren am Ort i sind dann gegeben als
√
qσ =
√
1
n0σ(1− n0σ)
∑
Γ,Γ′
√
mΓmΓ′
m0Γm
0
Γ′
∑
I,I′
(σ/∈I,I′)
f Iσ f
I′
σ
×
√
m0(I′∪σ)m
0
I′ T
+
Γ,(I∪σ) T(I′∪σ),Γ T
+
Γ′,I′ TI,Γ′ (2.16)
wobei alle Gro¨ßen vom Ort i abha¨ngen und der Index i der U¨bersichtlich-
keit halber weggelassen wird. Die m0I (m
0
Γ) beschreiben die Wahrscheinlich-
keit die Konfiguration |I > (den atomaren Eigenzustand |Γ >) am Platz i
im Einteilchen-(Produkt)-Zustand |Φ0> zu finden. Die fermionische Vorzei-
chenfunktion
f Iσ =<I ∪ σ|cˆ+σ |I > (2.17)
liefert ein negatives (positives) Vorzeichen fu¨r eine ungerade (gerade) Anzahl
von Antikommutationen, die no¨tig sind, um den Operator cˆ+σ an die richtige
Stelle in der Reihe der Elektron-Erzeuger in |I ∪ σ> zu verschieben.
In den Gleichungen 2.12 und 2.16 wurden die Variationsparameter λi,Γ durch
die atomaren Besetzungen mi,Γ, gema¨ß [55],
mi,Γ = λ
2
i,Γm
0
i,Γ (2.18)
ersetzt.
Es gibt Summenregeln fu¨r die Besetzungs-Wahrscheinlichkeiten mΓ. Diese
kann man z.B. nach den mΓ-Werten fu¨r die unbesetzten (|I| = 0) und einfach
besetzten Pla¨tze (|I| = 1) auflo¨sen. Die Wahrscheinlichkeit fu¨r einen leeren
Platz (|I| = 0) erha¨lt man aus der Vollsta¨ndigkeit
m∅ = 1−
∑
Γ
(|Γ|≥1)
mΓ , (2.19)
und die der einfach besetzten Pla¨tze (|I| = 1) aus
mσ = n
0
σ −
∑
I(|I|≥2)
(σ∈I)
mI (2.20)
mI =
∑
K
∣∣∣∣∣ ∑
Γ
√
mΓ
m0Γ
T+Γ,I TK,Γ
∣∣∣∣∣
2
m0K (2.21)
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Die Summenregeln fu¨hren dazu, daß die Variationsparameter m∅ und mσ,
das heißt die Besetzungen von d0 und d1 am Nickel beispielsweise, nicht
unabha¨ngig sind und daher auch nicht unabha¨ngig variiert werden ko¨n-
nen. Damit sind alle Gro¨ßen in Gl. 2.12 durch die Vielteilchenbesetzungen
mi,Γ(|Γ| ≥ 2), die lokalen Dichten n0i,σ und weitere a¨ußere Variationsparame-
ter in |Φ0 > bestimmt. U¨ber eine Teilchen-Loch-Transformation kann man
die Summenregeln auch so formulieren, daß nach d10- und d9-Besetzungs-
Wahrscheinlichkeiten aufgelo¨st wird.
Die Gro¨ßen mΓ mit |Γ| ≤ 1 sind Funktionen der variationellen Parameter mΓ
mit |Γ| ≥ 2, also der Zusta¨nde mit mehr als einem Elektron. Analytisch sind
sie jedoch im allgemeinen nicht angebbar, so daß sie mit Hilfe der sogenannten
Z-Matrix mit den Elementen
Zσ,σ′ =
n0σ
m0σ
δσ,σ′
−
∑
|Γ|≥2
mΓ
m0Γ
∑
H(σ,σ′ 6∈H)
f(σ′,H)f(σ,H)A(H∪σ′),ΓA+Γ,(H∪σ)
m0H∪(σ,σ′)
m0(σ,σ′)
(2.22)
bestimmt werden (vgl. [55]). Da wir die Dichtematrix nσσ′ diagonal vorliegen
haben, ist auch die Z-Matrix diagonal und es gilt:
Zσσ′ = mσ δσσ′ (2.23)
Die variationelle Grundzustandsenergie la¨ßt sich auch als Erwartungswert
eines effektiven Einteilchen-Hamilton-Operators Hˆeff , der wie folgt gegeben
ist, schreiben.
Hˆeff =
∑
i6=j
σ,σ′
t˜σ,σ
′
i,j cˆ
+
i,σ cˆj,σ′ +
∑
i,σ
(²iσ + ²
CF
iσ ) nˆi,σ +
∑
i,Γ
EΓmi,Γ (2.24)
Hierbei treten renormierte Elektronen-Hu¨pfelemente t˜σ,σ
′
i,j auf, die sich aus
den origina¨ren durch Multiplikation mit den korrespondierenden Hopping-
Reduktionsfaktoren ergeben.
t˜σ,σ
′
i,j =
√
qi,σ
√
qj,σ′ t
σ,σ′
i,j (2.25)
Die Wellenfunktion |Φ0> beschreibt den Grundzustand von
ˆ˜Heff = Hˆeff +
∑
i,σ
λi,σ nˆi,σ (2.26)
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Diese weiteren Variationsparameter λi,σ erlauben Verschiebungen der Ener-
gieniveaus der Spinorbitale σ, wie z.B. Austauschaufspaltungen fu¨r d(t2g)-
und d(eg)-Orbitale ∆ex(t2g) und ∆ex(eg), aber auch Kristallfeldverschiebun-
gen. Mit den Variationsparametern λi,σ wird die Symmetrie des zu untersu-
chenden Zustandes vorgegeben, z.B.
• paramagnetisch, dann wa¨re ein Material wie NiO ein Metall
• antiferromagnetisch
• ferromagnetisch
Die Gro¨ßen λi,σ gehen damit als weitere Variationsparameter (siehe Kapitel
2.2) in ˆ˜Heff ein.
Emin[mΓ, λσ] =<Φ
eff
0 | ˆ˜Heff |Φeff0 > (2.27)
|Φeff0 >= |Φeff0 >[mΓ] wird selbstkonsistent gefunden. Etot[mΓ, λσ] wird bezu¨g-
lich der λi,σ variiert. Die tiefste Energie
Emin = Etot[m
opt
Γ , λ
opt
σ ] (2.28)
liefert fu¨r
ˆ˜Hopteff = Hˆeff +
∑
i,σ
λopti,σ nˆi,σ (2.29)
die Quasiteilchenba¨nder der korrelierten Elektronen im Sinne einer Fermiflu¨s-
sigkeit [63]. Diese Gutzwiller-Bandstruktur kann mit dem Experiment vergli-
chen werden; in Metallen bestimmt sie auch die Fermi-Fla¨che.
2.2 Die Durchfu¨hrung der Minimierung
Startet man mit einer Wellenfunktion |Φ(0)0 >, die Grundzustandswellenfunk-
tion eines Einteilchen Hamiltonians Hˆ
(0)
eff ist in dem alle Werte mΓ=m
0
Γ ge-
setzt sind (damit alle q
(0)
i,σ =1), so fu¨hrt eine Minimierung der Energie 2.12 zu
Werten m
(1)
Γ sowie Werten q
(1)
i,σ (i.a. 6= 1). Der resultierende effektive Hamilto-
nian H
(1)
eff fu¨hrt zu einer Wellenfunktion |Φ(1)0 >, wobei i.a. die resultierenden
Einteilchendichten n0i,σ sich von denen der Start-Wellenfunktion |Φ(0)0 > un-
terscheiden, auch dann, wenn die Erhaltung der Teilchenzahl durch einen
Lagrange-Parameter erzwungen wird. Es sind also Ladungsflu¨sse zwischen
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verschiedenen Atomsorten bzw. zwischen den Orbitalzusta¨nden eines Atoms
mo¨glich.
Da der gewa¨hlte Hamilton-Operator immer noch Modellcharakter hat, al-
so weder eine genu¨gend große orbitale Basis besitzt noch alle elektronischen
Wechselwirkungen umfaßt, sind die auftretenden Ladungsflu¨sse, d.h. die A¨n-
derungen der Partialladungen ns, np, neg und nt2g im Vergleich zu den aus
<Hˆ1> gewonnenen Werten, ein nichttriviales Problem der Methode.
Wir ignorieren dieses Problem fu¨r den Augenblick und betrachten |Φ(0)0 >,
die Grundzustands-Wellenfunktion eines Hˆ
(0)
eff . Hier gibt es die Freiheit, Hˆ
(0)
eff
beliebig zu wa¨hlen; weder mu¨ssen die atomaren Gro¨ßen ²i,σ und ²
CF
i,σ,σ′ mit den
entsprechenden Gro¨ßen aus Hˆ1, gegeben in Gl. 2.1, u¨bereinstimmen noch die
Hopping-Matrixelemenete tσσ
′
i,j . Nur je gro¨ßer die Abweichung von Hˆ1, desto
mehr erho¨ht sich <Hˆ1> im Vergleich zur Grundzustandsenergie von Hˆ1. Die
A¨nderung der Hopping-Matrixelemente wird durch die Reduktionsfaktoren
q bewirkt. Mo¨gliche Vera¨nderungen der atomaren Gro¨ßen in Hˆ
(0)
eff werden
variationell vorgenommen, analog zur Hartree-Fock-Theorie.
Es ko¨nnen nur so Wellenfunktionen erhalten werden, die zu magnetischer
Ordnung fu¨hren. Dies geschieht durch Einfu¨hrung von Austauschaufspaltun-
gen λi,σ und durch Aufpra¨gen einer ferromagnetischen (fm) oder antifer-
romagnetischen (afm) Ordnung in einer Superzelle. Prinzipiell sind auch
allgemeinere Spinstrukturen denkbar.
Es sind daher zwei Arten von Variationsparametern vorhanden, die soge-
nannten inneren Variationsparameter, das sind die Besetzungen der atomaren
Vielelektronen-Zusta¨nde mΓ und die a¨ußeren Variationsparameter, na¨mlich
orbitalspezifische Verschiebungen der atomaren Energien, wie Austauschauf-
spaltungen und Kristallfeldparameter.
Als bisher einzig praktikabler Weg zu einer selbstkonsistenten Lo¨sung des
Minimierungsproblems wurde folgender Weg gefunden:
Fu¨r eine Rechnung sind die a¨ußeren Variationsparameter festzuhalten, dann
wird ein bestimmtes Verfahren fu¨r die Kontrolle der Ladungsflu¨sse (siehe
Kap. 2.4) gewa¨hlt und damit dann eine Reihe von Hˆ
(i)
eff und |Φ(i)0 > bestimmt,
bis m
(i+1)
Γ = m
(i)
Γ und damit E
(i+1)
tot = E
(i)
tot mit hinreichender Genauigkeit
erreicht ist.
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2.3 Die Anwendung auf reale Materialien
Im Rahmen dieser Arbeit soll als erstes mehratomiges Materialsystem NiO
untersucht werden. NiO kommt in der Natur mit kubischfla¨chenzentrierter
Kristallstruktur, einem Kochsalz-Gitter, vor. In antiferromagnetischen Mate-
rialien mit Kochsalzgitter werden zwei unterschiedliche afm Ordnungen ge-
funden, die durch afm na¨chste-Nachbarkopplung dominierte AF-1-Struktur
(vgl. Abbildung 2.1) und die durch afm u¨berna¨chste Nachbarkopplung do-
minierte AF-2-Struktur (vgl. Abb. 2.2) [64,65].
Abbildung 2.1: Die magnetische Struktur AF-1. Die weißen (grauen) Ku-
geln stellen die spin-up (spin-down) magnetischen Ionen dar. Die schwarzen
symbolisieren die Sauerstoff-Ionen.
In AF-1 gibt es ferromagnetische Ebenen senkrecht zu (001), die in z-
Richtung alternieren. Diese Anordnung fu¨hrt zu einer leichten tetragona-
len Verzerrung. In AF-2 sind die ferromagnetischen Nickelebenen dichtestge-
packt, also senkrecht zu (111) und alternieren entlang (111). Bei NiO findet
man die AF-2-Struktur. Aufgrund der magnetischen Ordnung in der AF-2-
Struktur existiert eine trigonale Verzerrung, die aber sehr klein ist [66] und
hier vernachla¨ssigt wird.
Da in NiO die Richtung der magnetischen Momente entlang (112¯) [67, 68]
gefunden wird, gibt es im Prinzip eine weitere Symmetrieerniedrigung zu
einer orthorhombischen Struktur. Diese ist bislang aber experimentell noch
nicht nachgewiesen. Im folgenden wird ein Kochsalzgitter ohne jede Verzer-
rung angenommen, d.h. die Hopping-Matrixelemente enthalten die kubische
Symmetrie von Hˆ1. Da aber die AF-2-Struktur vorliegt, wird eine trigonale
Brillouinzone zugrunde gelegt.
16 KAPITEL 2. DIE THEORIE
Abbildung 2.2: Die NiO-Struktur AF-2. Die weißen (grauen) Kugeln stellen
die spin-up (spin-down) Nickel-Ionen dar. Die schwarzen symbolisieren die
Sauerstoff-Ionen.
Fu¨r eine zweiatomige Einheitszelle ist eine antiferromagnetische Bandstruk-
tur exemplarisch in Abb. 2.3 und 2.4 veranschaulicht. Hierbei spalten die
orbitalen Energieniveaus um eine Austauschaufspaltungsenergie ∆ex auf, je-
doch alternierend fu¨r spin-up und spin-down Elektronen. Das Hopping ist
spinerhaltend. Die Austauschaufspaltung ∆ex reduziert das lokale Produkt
n↑n↓ und somit die Wechselwirkung (EWW ≈ Un↑n↓). Verallgemeinert auf
NiO bewirkt im wesentlichen ein genu¨gend großer Racah Parameter A(≈ U)
den Energiegewinn der antiferromagnetischen Phase. Ohne Austauschauf-
spaltung wa¨ren die beiden Atome identisch und die resultierenden Ener-
gieba¨nder wa¨ren am Rand der Brillouinzone entartet. Durch die alternierende
Austauschaufspaltung o¨ffnet sich eine Anregungslu¨cke. Dabei entstehen im
Bild von Bandstrukturen Ba¨nder fu¨r Majorita¨ts- und Minorita¨tsladungstra¨-
ger (vgl. Abb. 2.4).
Die Nickel-Ionen lassen sich in dieser Darstellung als zwei identische Ionen-
sorten behandeln, bei denen jeweils die Majorita¨ts- und Minorita¨tsladungs-
tra¨gerbesetzungen vertauscht sind. Fu¨r die totale Energie E0 ergibt sich so
bei genu¨gend großem Racah-Parameter A eine Absenkung beim U¨bergang
vom paramagnetischen zum antiferromagnetischen System.
Eafm0 ≤ Epm0 (2.30)
Die antiferromagnetische Wellenfunktion erha¨lt also zwei a¨ußere Variations-
parameter hinzu, die Austauschaufspaltungen ∆
(eg)
ex und ∆
(t2g)
ex fu¨r die bei-
den in kubischer Symmetrie auftretenden d-Orbital-Sorten d(eg) und d(t2g).
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Abbildung 2.3: Darstellung der Austauschwechselwirkung mittels afm Wel-
lenfunktion (alternierende Spins). Der Austauschaufspaltungs-Parameter ∆ex
wird hierbei ein Variationsparameter. Das Hopping ist spinerhaltend.
Abbildung 2.4: Schematische Darstellung der elektronischen Bandstruktur
bei einer magnetischen Wellenfunktion mit Austauschaufspaltung (durchge-
zogene Ba¨nder) und ohne Austauschaufspaltung (gestrichelte Ba¨nder). Das
Fermi-Niveau liegt in der Mitte der Anregungslu¨cke.
Ein weiterer Variationsparameter ist die Kristallfeldaufspaltung. Die Aus-
tauschaufspaltungen fu¨hren aber zu Ladungsfluß, siehe Kapitel 2.4. Die Sau-
erstoffpositionen sind in der AF-2-Struktur inversionssymmetrisch, ko¨nnen
also kein magnetisches Moment tragen. Daher sind fu¨r die Sauerstoff-p-
Zusta¨nde keine ∆ex-Parameter mo¨glich. Mo¨glich ist aber, die energetische
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Lage ²p(0) des Sauerstoff-p-Orbitals als Variationsparameter zu benutzen.
Die atomaren Wechselwirkungen am Nickel werden durch die drei Racah-
Parameter A, B, C dargestellt [69, 70]. In den Arbeiten zu Nickelmetall war
A = 9 eV gesetzt worden. Dieser Wert wurde aus der Breite der d-Ba¨nder be-
stimmt, so wie durch Angle Resolved Photo-Emission Spectroscopy (ARPES)
bestimmt. Durch Messung der kinetischen Energie und der winkelaufgelo¨sten
Verteilung von Elektronen aus Photoemissionsprozessen lassen sich Energie
und die (Kristall-) Impulse der innerhalb der Probe propagierenden Elektro-
nen messen. Fu¨r eine U¨bersicht dieser Meßmethode siehe [71, 72]. Fu¨r NiO
wurde ANi = 10 eV gewa¨hlt. Die Erho¨hung auf 10 eV soll die gro¨ßere Kon-
traktion der 3d-Wellenfunktion bei d8 (Ni2+) als bei d9s1 (metallisches Ni)
beru¨cksichtigen. Dies entspricht auch Werten in der Literatur (vgl. z.B. [73]
13.5 eV).
B und C entstammen Tabellen der Ligandenfeldtheorie [74] und wurden aus
optischen Experimenten gewonnen.
Bezu¨glich des Sauerstoffs gibt es fu¨r die betrachteten p-Orbitale (l = 1)
nur die beiden Racah-Parameter A und B. Werte von AO ≈ 5 eV werden
diskutiert [75, 76], so daß verschiedene Werte im Bereich von A = 0 - 8 eV
fu¨r AO untersucht wurden. Fu¨r Werte von BO liegen keine Angaben in der
Literatur vor. Aus wasserstoffa¨hnlichen Wellenfunktionen kann man B ≤
0.20 eV abscha¨tzen. Auch fu¨r den zweiten Parameter BO wurden Werte im
Bereich BO = 0.00 - 0.20 eV untersucht.
Die verwendeten Racah-Parameter sind in Tabelle 2.1 zusammengestellt.
Ion A / eV B / eV C / eV
Nickel 10.00 0.09 0.40
Sauerstoff 0.00-8.00 0.00-0.20 -
Tabelle 2.1: Die bei den Rechnungen verwendeten Racah-Parameter.
2.4 Das Problem des Ladungsflusses
Zuna¨chst mu¨ssen die Orbitalenergien und die Hopping-Matrixelemente des
Hamilton-Operators Hˆ1 gewonnen werden. Dazu wurden DFT -Rechnungen
fu¨r die Bandstruktur des paramagnetischen NiO durchgefu¨hrt und dar-
aus ein tight-binding-Modell angepaßt [77,78]. Die gefundenen tight-binding-
Parameter sind in Anhang D angegeben. Das Problem des Ladungsflusses
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resultiert aus der Unvollsta¨ndigkeit des Hamiltonians (2.1). Da jedoch aus
Gru¨nden der Vereinfachung dort am Nickel nur die d-Orbitale korreliert wer-
den, ko¨nnen Ladungen aus den korrelierten Zusta¨nden am Nickel in unkor-
relierte oder weniger korrelierte Zusta¨nde am Sauerstoff abfließen. Dieses
Problem bestand ebenfalls bei den bereits durchgefu¨hrten Rechnungen zu
ferromagnetischem (fm) Nickel.
Um dieses unphysikalische Verhalten des ”Ausfließens” zu verhindern, wurde
fu¨r Nickel aus den pm DFT -Rechnungen die Partialladungen nd, np und
ns entnommen (u¨ber den aus den pm DFT -Rechnungen gewonnenen tight-
binding-Hamiltonian). Es wurde postuliert, daß sich diese Partialladungen
im Verlauf der Rechnungen fu¨r den ferromagnetischen Fall nicht gegenu¨ber
den DFT -Werten vera¨ndern. Die pm DFT -Partialladungen wurden durch
chemische Potentiale fixiert und so das ”Ausfließen” der d-Schale verhindert.
Bei NiO ergibt sich jedoch das Problem, daß DFT Rechnungen fu¨r nicht-
magnetisches NiO nur etwa 1 Lochelektron in der d-Schale ergeben, was ein
magnetisches Moment µ ≤ 1µB bedingen wu¨rde und damit nie zur Bildung
des experimentellen magnetischen Moments µNiO ≈ 1.9µB [79,80] ausreicht.
Eine Fixierung der Ladungen auf die Ladungsverteilung der paramagneti-
schen Rechnung, wie bei den vorangegangenen Nickel-Rechnungen, ist somit
im Fall von NiO nicht sinnvoll. Als Konsequenz dieser Problematik wur-
den abweichend von dem bisherigen Verfahren bei NiO ein neues Verfahren
entwickelt, das Ladungsfluß erlaubt, na¨mlich die charge flow-Methode. Au-
ßerdem wurde die bisherige chemical potential-Methode modifiziert, so daß
auch diese fu¨r NiO verwendbar ist.
Die charge flow-Methode
Die bisher verwendete Methode, die Ladungen mittels chemischen Potentia-
len auf vorgegebene Partialladungen aus DFT-Rechnungen zu fixieren, be-
darf fu¨r NiO somit einer konzeptionellen Vera¨nderung. Hierfu¨r wurde das
Programm umstrukturiert, um Ladungsfluß zu erlauben. Dieser Modus hat
den Namen charge flow-Methode bekommen. Erprobt wurde diese Methode
unter anderem an dem Prototyp-Programm fu¨r Nickel [58].
Wu¨rde man beim NiO Ladungsfluß im Rahmen des in Gl. 2.1 vorgegebenen
Hamiltonians gestatten, wu¨rde solange Ladung aus der d-Schale fließen, bis
die Sauerstoff-p-Schale vo¨llig gefu¨llt ist, das heißt bis zwei Lochelektronen
am Ni vorhanden sind. Auch dieser Fall ist unphysikalisch, denn jetzt sind
alle Kovalenzeffekte unterdru¨ckt, die eben doch eine signifikante Zahl von
Sauerstoff-Lochelektronen bedingen. Es fehlen im Hamiltonian 2.1 alle nicht-
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lokalen Wechselwirkungsterme zwischen p- und d-Elektronen. Diese Terme
ko¨nnen derzeit nicht in den Multiband-Gutzwiller-Formalismus einbezogen
werden.
Grundidee in der charge flow-Methode ist, daß die im Hamiltonian vernach-
la¨ssigte Wechselwirkung EWW von p und d Elektronen bzw. der p-Elektronen
untereinander in einem mo¨glichst einfachen Ansatz modelliert wird. Mit die-
ser modellierten Wechselwirkungsenergie wird die vermeintliche Energieab-
senkung durch das Ausfließen der d-Schale teilweise kompensiert, so daß nur
soviel Ladungsfluß entsteht, wie tatsa¨chlich sinnvoll ist. Die Minimierung der
Gesamtenergie ist somit nicht auf die Minimierung der korrelierten Gutz-
willerenergie beschra¨nkt, da diese in dem verwendeten einfacheren Modell-
Hamiltonian nur die d-Orbitale korreliert, also auch nur von der Dichte nd
abha¨ngt. Die zu minimierende Gesamtenergie Eges setzt sich nun wie folgt
zusammen:
Eges = E
GW
tot (nd) + EWW (np, nd) (2.31)
Die Wechselwirkungsenergie EWW zu den unkorrelierten Orbitalen wird hier-
zu in einem vereinfachten Modell durch
EWW = Apd
(
nd · np + 1
2
Ap
Apd
· n2p
)
(2.32)
approximiert. Die beiden Parametern Apd und Ap liegen typischerweise in der
Gro¨ßenordnung des Racah-Parameters ANi.
Die Abha¨ngigkeit der Gutzwiller-, der approximierten Wechselwirkungs- und
der Gesamtenergie von der d-Partialladung ist in Abb. 2.5(a-c) dargestellt.
Man erkennt in (a), daß Ladung aus der d-Schale ausfließt, weil der Hamil-
tonian 2.1 unvollsta¨ndig ist. In (b) sieht man den kompensierenden Effekt
des Terms 2.32 und (c) zeigt das Minimum von Etot bei einer Besetzung von
nd ≈ 8.3.
Fu¨r das Verha¨ltnis der Koeffizienten sollte gelten Ap
Apd
≤ 1 aufgrund der sta¨r-
keren Lokalisierung der d-Zusta¨nde. Die hinzugekommenen Parameter Ap
und Apd mu¨ssen nun zusa¨tzlich fixiert werden. Hierzu bietet sich folgende
Vorgehensweise an:
1. Mit Ap = Apd la¨ßt sich der Parameter Apd bestimmen, indem man in
einer pm Rechnung Gleichung 2.31 fu¨r die Besetzungen aus den DFT-
Rechnungen minimal einstellt.
2. Man kann untersuchen, inwieweit eine Variation von Ap/Apd physikali-
sche Gro¨ßen, wie beispielsweise die Anregungslu¨cke, vera¨ndert.
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Abbildung 2.5: Abbildung (a) zeigt die Vera¨nderung der Gutzwiller-Energie
in Abha¨ngigkeit der Besetzung der d-Orbitale fu¨r eine Modellrechnung. Ab-
bildung (b) gibt den Verlauf der zugeho¨rigen Wechselwirkungsenergie EWW
nach Gleichung 2.32 wieder. In (c) ist die zu minimierende Gesamtenergie
nach Gleichung 2.31 aufgetragen.
Die chemical potential-Methode
Im Zuge der Programm-Weiterentwicklung entstand jedoch auch die Idee die
urspru¨ngliche Vorgehensweise mittels chemischer Potentiale zu erhalten. Die-
se modifizierte Version, die Ladungen mittels chemischer Potentiale fixiert,
wird fortan als chemical potential-Methode bezeichnet.
Statt der bei Nickel verwendeten pm Dichten aus DFT-Rechnungen ko¨nn-
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te man auch orbitale Soll-Dichten vorgeben, die das magnetische spin-only-
Moment auf die erwarteten ungefa¨hren 1.7µB einstellen. Damit wird der La-
dungsfluß der inneren Minimierung vorweggenommen und es kann wa¨hrend
der inneren Minimierung der optimale Zustand bei postulierter Ladungsver-
teilung bestimmt werden.
Diese Vorgehensweise bei der Berechnung der Gesamtenergie verlagert das
Problem der Bestimmung der beiden Parameter Ap und Apd in der oben
ausgefu¨hrten charge flow-Methode durch Vorgabe a¨ußerer Soll-Werte auf die
Vorgabe einer Dichtekombination fu¨r die Besetzung der d- und p-Zusta¨nde.
Das bereits bewa¨hrte und sehr genau arbeitende Verfahren der chemischen
Potentiale kann so auch fu¨r NiO angewendet werden.
Beide Vorgehensweisen, sowohl die chemical potential-Methode als auch die
charge flow-Methode, haben somit Vor- und Nachteile in den Vorgaben, die
man im Einzelfall gegeneinander abwa¨gen muß.
Kapitel 3
Die Umsetzung in ein
Programm
3.1 Die verschiedenen Berechnungsschritte
In der Arbeitsgruppe begann die Programmentwicklung fu¨r die Multiband
Gutzwiller Theorie 1998. Es stellte sich heraus, daß eine Dreiteilung der Pro-
gramme in
(i) einen “Bandstruktur”-Teil zur Berechnung der Einteilchen-Energien,
(ii) einen Programmteil zur Minimierung der inneren Variationsparameter
und
(iii) einen darauf vorbereitenden Zwischenteil, in dem die atomaren Viel-
teilchenzusta¨nde pra¨pariert und die Summation der q-Faktoren und der
Dichtematrix Z aufbereitet werden,
am sinnvollsten ist.
3.1.1 Die Berechnung der Bandstruktur
Die Berechnung der Bandstruktur ist der Teil des gesamten Gutzwiller-
Programmpakets, welcher in seinem Ablauf am meisten variiert. Da dieses
Programm bei einer neuen Berechnung der Gutzwiller-Grundzustandsenergie
fu¨r einen festgelegten Satz a¨ußerer Variationsparameter immer zu allererst
la¨uft, beinhaltet es einen Initialteil, der Variablen initialisiert und Referenz-
gro¨ßen auf Hartree-Fock-Ebene paramagnetisch berechnet. Dies ist natu¨rlich
nur in der ersten Iteration erforderlich.
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Eine weitere Variation bietet dieses Programm dadurch, daß die beiden Me-
thoden des Ladungsflusses (charge flow-Methode) bzw. der fixierten Ladun-
gen mittels chemischer Potentiale (chemical potential-Methode) in diesem
Programmteil unterschiedliche Abla¨ufe nach sich ziehen.
Bei erlaubtem Ladungsfluß wird ein Wert λOxy eingelesen, die p-
Orbitalenergie entsprechend gesetzt und dann die Dichtematrix n0 und die
Hopping-Energie-Matrix ² berechnet.
Bei der Methode der chemischen Potentiale wird λOxy so bestimmt, daß eine
vorgegebene Dichte nd bzw. np erhalten wird. Dazu sind mindestens drei
Rechnungen no¨tig, um λOxy hinreichend genau zu fixieren.
Die eigentliche Berechnung der Einteilchen-Energien und ihrer Eigenfunktio-
nen beruht dabei auf einem seit Jahren bewa¨hrten Programm, welches den
LCAO-Ansatz (Linear Combination of Atomic Orbitals) nutzt (vgl. Anhang
C). Fu¨r die Berechnung der Dichte- (n) und der Energie-Matrix (²) wird der
k-Raum in diesem Programm durch Tetraeder diskretisiert. Diese Diskretisie-
rungsmethode erlaubt es durch Zerteilung eines Tetraeders in 8 gleich große
tetraedrische Volumina lokal Gitterverfeinerungen vorzunehmen. Diese loka-
len Verfeinerungen erlauben es kritische Stellen in der Bandstruktur mit ho¨-
herer Auflo¨sung zu betrachten und Bandkreuzungen nahe beieinander liegen-
der Ba¨nder bis zu einem gewissen Maß zu unterscheiden, ohne die komplette
Brillouin-Zone zu fein zu diskretisieren [81]. Jeder verwendete k-Punkt muß
schließlich berechnet werden, was bei guter Auflo¨sung im 3-dimensionalen
k-Raum schnell die Rechenkapazita¨ten erscho¨pft. Dies ist insbesondere bei
iterativen Berechnungen wie der Gutzwiller-Variation ein ha¨ufig limitieren-
der Faktor. Im nichtmetallischen NiO kommt man mit einem recht groben
k-Gitter aus, jedoch muß man bei 8 Formeleinheiten pro Einheitszelle eine
hochdimensionale Hamilton-Matrix diagonalisieren.
Fu¨r die Transformation in den k-Raum wird der Ortsindex i auf die Indizes(
l
κ
)
transformiert, wobei l den Index der Einheitszelle und κ den Untergitter-
Index darstellt. Die Energie-Matrix ergibt sich zu
²
(
σσ′
κκ′
)
=<
∑
k
t˜
(
σσ′
κκ′ ,
~k
)
cˆ+κσ(
~k)cˆκ′σ′(~k)>0 (3.1)
mit den Operatoren
cˆκσ(~k) =
1√
N
∑
l
cˆlκσ e
i~k·~Rl =
1√
N
cˆiσ
∑
l
ei
~k·~Ri (3.2)
und den Matrixelementen
t˜
(
σσ′
κκ′ ,
~k
)
=
1
N
∑
l,l′
t˜
(
σσ′
ll′
κκ′
)
ei
~k·(~Rl−~Rl′). (3.3)
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Die totale Energie ist demnach entsprechend Gl. 2.24 im k-Raum:
Etot =
∑
κκ′
σσ′
√
q(κσ)
√
q(κ
′
σ′) ²
(
σσ′
κκ′
)
+
∑
κ,σ
(
²κ,σ + ²
CF
κ,σ
)
n(0)κσ +
∑
Γ
EΓmΓ (3.4)
Die Durchfu¨hrung der Berechnungen von ²
(
σσ′
κκ′
)
und n
(0)
κσ ist die Aufgabe des
ersten Programmteils, des “Bandstruktur”-Teils.
Im dargestellten Flußdiagramm 3.1.1 des zur Berechnung der Bandstruktur
verwendeten Fortran-Programms ”EnBand” sind Unterprogramm-Routinen
in Ka¨stchen mit durchgezogenem Rand dargestellt. Die Funktion dieser Un-
terprogramme wird nun im Folgenden fu¨r jede Routine kurz beschrieben.
QsIt: In dieser Routine ist es mo¨glich, sofern vom Benutzer des Programms
vorgegeben, die Beimischung von q-Werten aus fru¨heren Iterationen zur
Verbesserung der Konvergenz durchzufu¨hren.
Sumain0: In diesem Teil werden die Kristallgeometrie-Daten eingelesen und dar-
auf das Kristallgitter ermittelt. Dabei wird das Stu¨tzstellengitter im
Impulsraum (k-Mesh) mittels der Tetraeder-Methode erzeugt. Abschlie-
ßend wird die Tight-Binding-Matrix aufgestellt.
DMatG: In diesem Unterprogramm werden die Kristallfeld- und Austauschauf-
spaltungsverschiebungen fu¨r die t2g- und eg-Orbitale in die Diagonale
des entsprechenden Hamilton-Operatoranteils geschrieben.
SumainP: Hier wird die Hamilton-Matrix (9 x 9) in Slater-Koster-Art (s, px, py, pz,
dxy, dyz, dzx, dx2−y2 , d3z2−r2) mittels 2-Zentren-Integralen (SSS, SPS,
SDS, PPS, PPP , PDS, PDP , DDS, DDP , DDD) fu¨r die Orbi-
tale und fu¨r das Kristallfeld (eingeschra¨nkt auf Sigma-Kopplung) mit
den Ausgangsparametern (”PP0”) und der Kristallfeld-Tight-Binding-
Matrix zusammengestellt. Die ”0” kodiert im Programm die initialen
paramagnetischen Werte, bzw. einen paramagnetischen Kontext.
DMain0: Dies ist die erste von 3 Routinen, die nur in der allerersten Iteration
durchlaufen werden und eine paramagnetische Initialrechnung durch-
fu¨hren. Fu¨r jeden k-Punkt wird die 9 x 9-Tight-Binding-Matrix aufge-
stellt und diagonalisiert.
EFgFM0a: Dies ist die zweite der 3 paramagnetischen Initialroutinen. Es wird das
Tetraedergitter erneut generiert und damit die Fermienergie und die
Zustandsdichte berechnet. Gegebenenfalls wird das Tetraedergitter lo-
kal verfeinert, um die Fermienergie mo¨glichst genau zu bestimmen.
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Programm EnBand
q-Werte setzen
Iteration 1: alle =1
Sonst: aus MainV5w
- QsIt - Solldichten einlesen
?
Sumain0 -
Kristallfeld-Aufspaltung und
Austausch-Aufspaltungen einlesen
Charge-Flow: zusa¨tzl. p-Orb.-Shift
- DMatG
?
SumainP
)
Iteration 1
DMain0
?
EFgFM0a
?
Enband0 -
?
Sonst
Charge-Flow:
Sauerstoff p-Orbitale
verschieben
 
 
 
 
SumainF
?
DMain
?
EFgFMa
?
Enband
?
Charge-Flow
SumainF -



Ende
ﬀ Chemical-Potential-
Verfahren
Sauerstoff-p-Orbitale
um 10−3 eV verschieben
?
SumainF
?
DMain
?
EFgFMa
?
Enband -
Sauerstoff-p-Orbitale
nach Newton-Verfahren auf
Dichte-Sollwert setzen
- SumainF
?
DMain
?
EFgFMa
?
Enband
6
Sonst
Solldichte
bis auf 10−12 erreicht
oder 10 Zyklen iteriert
-



Ende
Diagramm 3.1: Flußdiagramm des Teil-Programms ”EnBand”
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Enband0: Die letzte der 3 paramagnetischen Initialroutinen dient der Bestim-
mung der Besetzung der verschiedenen Orbitale an den verschiedenen
Kristallgitterpla¨tzen und der Bandenergien.
SumainF: Wie SumainP, nur mit aktuellen Parameterarrays fu¨r die Majorita¨ts-
(”PPA”) bzw. Minorita¨ts-Besetzungen (”PPI”). Das ”A”(”I”) kodiert im
Programm Werte fu¨r die Majorita¨ts-(Minorita¨ts-) Besetzungen.
DMain: In dieser Routine wird analog zum Unterprogramm DMain0 die 9 x 9-
Tight-Binding-Matrix fu¨r jeden k-Punkt aufgestellt und diagonalisiert.
Anschließend werden die q-Werte hinzumultipliziert, die Austausch-
und Kristallfelder addiert und erneut diagonalisiert.
EFgFMa: Diese Routine erfu¨llt die gleiche Aufgabe wie das Unterprogramm
EFgFM0a, allerdings werden die Majoria¨ts- und Minorita¨tsbesetzun-
gen entsprechend der Magnetisierungsform behandelt.
Enband: Auch dieses Unterprogramm erfu¨llt die gleiche Aufgabe wie der Teil
Enband0. Auch hier wird die Magnetisierungsform wieder entsprechend
beru¨cksichtigt. Ergebnis ist ²
(
σσ′
κκ′
)
und n
(0)
κσ .
3.1.2 Die Berechnung des atomaren Hamiltonians
Die Berechnung der atomaren Vielteilchen-Hamilton-Matrix findet in zwei
Programmen statt. Zum einen in dem hier diskutierten Programm ”MainPni”,
welches die Hamilton-Matrix fu¨r die Nickel-Ionen mit den d-Orbitalen be-
stimmt, und einem zweiten Programm ”MainPo” welches eine analoge Rech-
nung fu¨r die p-Zusta¨nde bei den Sauerstoff-Ionen durchfu¨hrt. Das Programm
”MainPo” wird hier aufgrund der Analogie nicht weiter beschrieben.
Nachdem zuerst die Ergebnisse der Majorita¨ts- und Minorita¨tsbesetzun-
gen, sowie die Bandenergien aus dem Programm ”Enband” eingelesen wur-
den, steht zuna¨chst beim Programmablauf die Berechnung des atomaren
Hamilton-Operators fu¨r die fu¨nf d-Orbitale im Vordergrund. Diese Berech-
nung wird durch das Unterprogramm ”Conf6” fu¨r alle Konfigurationen von
d0 bis d10 durchgefu¨hrt.
Der zweite Teil des Programms wird durch das Unterprogramm ”GenZ0Q0”
gesteuert und dient der Generierung der Z- und q-Matrix. Hierzu werden alle
Multiplett-Zusta¨nde berechnet und deren Entartungsgrad bestimmt. Daran
anschließend wird ein Adressregister aufgebaut, welches die zu den jeweili-
gen Matrixelementen beitragenden Zusta¨nde verwaltet. Anhand dieses Regi-
sters werden anschließend die vielfa¨ltigen Summationen fu¨r die Berechnung
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der Matrixelemente durchgefu¨hrt. Hierbei sind zwischendurch immer wie-
der Routinen eingebaut, die sicherstellen, daß eventuelle Adressierungsfehler
aufgrund falscher Identifizierung der Zusta¨nde durch numerische Ungenauig-
keiten vermieden werden.
Im exemplarisch fu¨r beide Ionen-Sorten dargestellten Flußdiagramm 3.1.2
fu¨r die Nickel-Ionen sind wie zuvor die verschiedenen Unterroutinen in Ka¨st-
chen mit geschlossenen Rahmen dargestellt. Hierbei ist zu beachten, daß es
im wesentlichen die beiden Routinen ”Conf6” und ”GenZ0Q0” sind, die alle
anderen Routinen in Serie aufrufen, um die einzelnen Berechnungsschritte
durchzufu¨hren.
Conf6: Dieses Unterprogramm liest die atomaren Parameter ein und ruft den
kompletten Rest an Unterprogrammen in der ersten Spalte im Flußdia-
gramm 3.1.2 auf, um die einzelnen Terme im Hamilton-Operator fu¨r
die d-Orbitale zu berechnen.
WWParG: Bestimmt aus den Racah-Parametern alle Wechselwirkungs-Integrale
fu¨r die folgenden Berechnungen der einzelnen Terme des d-Orbital-
Hamilton-Operators.
GenCon: Diese Routine generiert alle mo¨glichenN -Teilchen-Konfigurationen und
speichert diese zur spa¨teren Verwendung im kubischen Datenfeld ”nco”.
Die Dimension des N -Teilchenraumes wird in der Variablen ”ncod” ge-
speichert.
EnDiag: Berechnet den Ausdruck E.3 im Hamilton-Operator fu¨r die d-Orbitale.
UDiag: Berechnet den Ausdruck E.1 im Hamilton-Operator fu¨r die d-Orbitale.
UnoDiag: Berechnet den ersten Teil des Ausdrucks E.2 im Hamilton-Operator fu¨r
die d-Orbitale.
jspDiag: Berechnet den zweiten Teil des Ausdrucks E.2 im Hamilton-Operator
fu¨r die d-Orbitale.
jSpin: Berechnet den Ausdruck E.4 im Hamilton-Operator fu¨r die d-Orbitale.
jCharge: Berechnet den Ausdruck E.5 im Hamilton-Operator fu¨r die d-Orbitale.
t3Coul: Berechnet den Ausdruck E.6 im Hamilton-Operator fu¨r die d-Orbitale.
A4jtee1: Berechnet den Ausdruck E.7 im Hamilton-Operator fu¨r die d-Orbitale.
A4jtee2: Berechnet den Ausdruck E.8 im Hamilton-Operator fu¨r die d-Orbitale.
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Programm MainPni
Einlesen der Majorita¨ts- und
Minorita¨tsorbitalbesetzungen
und der Bandenergien
?
Conf6
?
Atomparameter
einlesen
?
WWParG
?
GenCon
?
EnDiag
?
UDiag
?
UnoDiag
?
jspDiag
?
jSpin
?
jCharge
?
t3Coul
?
A4jtee1
?
A4jtee2
?
S4jt3e
- GenZ0Q0
?
GenCon
?
nEizOrd
?
Uordm
?
nEiz
?
Adrs1
?
aMCon
?
aMgam0
?
ZMat0
?
aMgRev0
?
Enerte
?
ZMat
?
Ga0pGen
- GampGen
?
TestSR
?
AMS
?
EmptG
?
qMat0g
?
CmiQAd
?
qMatg
?
Search
?
Ener
?
aMgRev0
?
qMatg
?
qMatg2
?
qMatg3
-



Ende
Diagramm 3.2: Flußdiagramm des Teil-Programms ”MainPni”
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S4jt3e: Berechnet den Ausdruck E.9 im Hamilton-Operator fu¨r die d-Orbitale.
GenZ0Q0: Dieses Unterprogramm ruft alle anderen noch verbliebenen Routinen
im Programmablauf auf, um die Z- und q-Matrix aus dem atomaren
Hamilton-Operator fu¨r die Nickel-Ionen zu generieren.
nEizOrd: Dieses kleine Unterprogramm sortiert die ”ni”-te Untermatrix mit Ei-
genzusta¨nden in das alle Eigenzusta¨nde umfassende Datenfeld ”neizr”.
”ni” beschreibt in diesem Fall nicht Nickel, sondern die Besetzungszahl
(0-10).
Uordm: Hier werden analog zum Unterprogramm ”nEizOrd” die zu den Eigen-
zusta¨nden geho¨renden Eigenenergien der ”ni”-ten Untermatrix in das
komplette Datenfeld ”ear” zusammengetragen.
nEiz: Dieser Programmteil bestimmt aus den vorher berechneten Datenfel-
dern ”neizr” und ”ear” die Orbital- (”ideg”), die Spin- (”isp”) und die
Gesamtentartung (”ideg*isp”).
Adrs1: In dieser Routine findet die Zuordnung der Majorita¨ts- und Minorita¨ts-
q-Werte zu den verschiedenen Spin-Orbitalen der verschiedenen Nickel-
Ionen statt.
aMCon: Dient zur Bestimmung aller m0I fu¨r alle Konfigurationen I aus dem
Datenfeld aller N -Teilchenkonfigurationen ”nco” und den Bruttobeset-
zungen ”ans0”. Die berechneten Werte fu¨r die Netto-Besetzungen im
statistischen Limes m0I fu¨r die Konfiguration I werden in dem Vektor-
feld ”ami0”abgelegt. Da in den Formeln ha¨ufig
√
m0I eingeht, wird diese
Gro¨ße in einem eigenen Vektorfeld ”sami0” abgelegt, um eine perma-
nente Neuberechnung der Wurzeln zu ersparen.
aMgam0: Aus den in ”aMCon” generierten Netto-Besetzungen im statistischen
Limes m0I , gespeichert im Vektorfeld ”ami0” werden in dieser Routi-
ne mittels unita¨rer Transormation mit der Matrix T die Besetzungen
m0Γ fu¨r alle Multipletts Γ bestimmt. Diese Besetzungen werden in den
Vektorfeldern ”amga0” bzw.
√
m0Γ in ”samga0” gespeichert.
ZMat0: In dieser Routine wird nun fu¨r ein vorgegebenes Spin-Orbital die Dich-
tematrix Z im statistischen Limes aufgestellt. Ergebnisse dieser Berech-
nungen sind die diagonale Zσ-Matrix im statistischen Limes ”zs0”, die
Multibesetzungen m0G im statistischen Limes fu¨r alle Zusta¨nde Γ ∈ G,
welche in dem Vektor ”amg0” gespeichert werden, sowie die Gro¨ßen
SΓ =
1
m0
σ,σ′
∑
Γ∈G
SΓ
m0Γ
, abgelegt in ”sga” und (|G| − 1)rG in ”iamg”. rG ist
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hierbei der ra¨umliche Entartungsgrad der Gruppe G. Die letzte Gro¨ße
dient der Berechnung der Besetzung der leeren Pla¨tze.
aMgRev0: Diese Routine stellt sicher, daß in jedem entarteten Unterraum G mit
festem Spin die Variationsparameter mΓ (∀Γ ∈ G) alle gleich mG sind.
Hierzu werden die Vektorfelder ”amga” und ”samga” in den entarteten
Bereichen jeweils mit ”amg”bzw. ”samg”belegt. Auf diese Weise werden
numerische Ungenauigkeiten unterdru¨ckt.
Enerte: Summiert die Multi-Elektron-Energien auf zwei Art und Weisen zu
Kontrollzwecken auf. Zum einen wird hierbei der Entartungsgrad der
Zusta¨nde mG ausgenutzt und zum anderen werden zusa¨tzlich die Ener-
gien der Zusta¨nde mΓ aufsummiert. Die Ergebnisse werden als ”eew1”
und das explizit aufsummierte als ”eew2” ausgegeben.
ZMat: Generiert die diagonale Dichtematrix Zσ aus den Brutto-Besetzungen
in ”ans0”, den Netto-Besetzungen m0I in ”ami0”, den Multiplett-
BesetzungenmΓ in ”amg”und der Hilfsgro¨ße SG in ”sga”. Die berechnete
Matrix wird in ”zs0” abgespeichert.
Ga0pGen: Dieses Unterprogramm bestimmt die Matrix ”ga0p”mit den Zusta¨nden
|Γ′0 ∪ σ′ >=
∑
I
TI,Γ′ fsign(σ
′, I)
√
m0I∪σ′ |I ∪ σ′ >.
fsign(σ′, I) ist hierbei die Fermi-Vorzeichen-Funktion.
GampGen: In diesem Teil wird die Matrix ”gamp” berechnet, die die Zusta¨nde
|Γ′ ∪ σ >=∑
I
TI,Γ′ fsign(σ, I) |I ∪ σ > entha¨lt.
fsign(σ, I) beschreibt auch hier die Fermi-Vorzeichen-Funktion.
TestSR: Dient zur Verifizierung der berechneten Besetzungen. Hier wird die
Summenregel fu¨r die statistischen Nettobesetzungen u¨berpru¨ft. Die
Summe sollte 1 sein.
AMS: In dieser Routine werden die mI fu¨r ein vorgegebenes I aus den Brutto-
Besetzungen der Spin-Orbitale, Datenfeld ”ans0”, bestimmt. Dafu¨r wird
das Produnkt u¨ber alle besetzten und das Produnkt u¨ber alle unbesetz-
ten Spin-Orbitale gebildet. Außerdem wird die Loch-Konfiguration fu¨r
I bestimmt.
EmptG: Die Routine bestimmt aus der Vollsta¨ndigkeit und den einfach und
mehrfach Besetzungen die Zahl der leeren Pla¨tze m∅ und der Wurzel
daraus. Gespeichert werden die Gro¨ßen in ”empty” und ”sempty”. Die
Berechnung erfolgt nach
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m∅ = 1−
∑
σ
n0σ +
∑
G (|G|≥2)
(|G| − 1)rGmG.
Hierbei kommt wieder die in ”iamg” abgelegte Hilfsgro¨ße (|G| − 1)rG
zur Anwendung, bei der rG der ra¨umliche Entartungsgrad der Gruppe
G ist.
qMat0g: Berechnet die Matrix ”qmat1”mittels der Matrizen ”ga0p” und ”gamp”
sowie den Wurzeln aus den Multiplett-Besetzungen im statistischen Li-
mes ”samga0”. Hierzu wird folgende Summe gebildet:∑
Γ∈G
Γ′∈G′
1√
m0Γm
0
Γ′
< Γ0|Γ′ ∪ σ >< Γ′0 ∪ σ′|Γ >. Die Zusta¨nde in G′ besitzen
dabei ein Elektron mehr als die in G.
CmiQAd: Vervollsta¨ndigt das Adressregister ”iqad” fu¨r die Beitra¨ge zur q-Matrix
fu¨r die Zusta¨nde ΓG und den Besetzungen mG.
qMatg: Hier wird die q-Matrix ”qmat2” nach der Formel∑
Γ,Γ′
√
mΓmΓ′
m0Γm
0
Γ′
< Γ0|Γ′ ∪ σ >< Γ′0 ∪ σ′|Γ > bestimmt.
Nach dem Summieren wird der Vorfaktor 1/
√
nσ′(1− nσ′) hinzu multi-
pliziert und bekommt die qσ
′
σ -Komponente der q-Matrix. In diesem Fall
werden jedoch noch die Multiplettbesetzungen des statistischen Limes
verwendet.
Search: Diese Routine ermittelt fu¨r Paare von Gruppen entarteter Zusta¨nde
G und G′ die Beitragsfa¨higkeit zur q-Matrix und tra¨gt diese in das
Adressregister ”iqad” ein.
Ener: Dieses Unterprogramm bestimmt die Energie aller Multi-Elektronen
durch Aufsummation der Energien der Zusta¨nde mG unter Beru¨cksich-
tigung deren Entartungsgrads. Das Ergebnis wird als ”eew1” in den
Einheiten eV ausgegeben.
qMatg2: Aus Konsistenzgru¨nden wird die q-Matrix analog der Routine ”qMatg”
erneut berechnet. Hierbei wird das Adressregister ”iqad” der beitragen-
den Summanden jedoch auf eine andere Art ausgelesen, so daß man die
Summation in einer anderen Reihenfolge durchfu¨hrt.
qMatg3: Berechnet die q-Matrix analog der Routine ”qMatg”. Hier werden nun
allerdings statt der Multiplett-Besetzungen im statistischen Limes die
aktuellen Multiplett-Besetzungen mΓ aus dem Vektorfeld ”samg” ver-
wendet.
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3.1.3 Minimierung der inneren Variationsparameter
Die Minimierung der inneren Variationsparameter ist der letzte Schritt in
jedem Iterationszyklus. Der Ablauf dieser Minimierung muß zum einen mo¨g-
lichst effizient sein, da es sich im Rahmen der iterativen Minimierung um ein
mehrfach durchzufu¨hrendes Problem handelt. Auf der anderen Seite muß der
Algorithmus auch sehr zuverla¨ssig und genau arbeiten.
Hierzu werden im Programmablauf zuna¨chst die Besetzungen der Orbitale,
die Energiematrix und die Atomparameter eingelesen. Bei den Besetzungen
wird darauf geachtet, daß sehr kleine Besetzungswahrscheinlichkeiten einen
endlichen numerisch stabilen Wert behalten und dennoch unbedeutend blei-
ben. Im Anschluß wird aus den Eingangsdaten die Z- und q-Matrix aufge-
stellt und dann die Gesamtenergie bestimmt, wobei fu¨r Ni zwei verschie-
dene Minimierer, i) ein Gradienten-Verfahren und ii) ein Zufallsverfahren,
alternierend eingesetzt werden. Hierbei ist die Zufallsvariation zuverla¨ssiger,
aber deutlich langsamer als die Gradientenmethode. Es sei angemerkt, daß
in Verbesserungen des Minimierungsverfahrens viel Entwicklungsarbeit ge-
steckt wurde [82]. Die eigentliche Minimierung findet u¨ber zwei ineinander
geschachtelte Schleifen statt. Dabei minimiert die a¨ußere Schleife die Nickel-
und Sauerstoff-Besetzungen in Serie.
Die Sauerstoff-Minimierung erfolgt auf eine recht einfache Weise mittels der
Zufalls-Methode, da fu¨r eine p-Schale nur wenige Variationsparameter (< 26)
vorliegen.
Nach der Minimierung der Sauerstoffparameter schließt sich die innere Schlei-
fe an, die mittels der Gradienten-Methode die VielteilchenbesetzungenmΓ der
Nickel-Ionen weiter minimiert. Diese innere Schleife kann mehrfach durch-
laufen werden. Nach dieser inneren Minimierungsschleife wird ein erneuter
Durchlauf der a¨ußeren Minimierungsschleife gestartet und das Prozedere wie-
derholt sich im Prinzip beliebig oft. Als Faustregel gilt, daß jeder Variations-
parameter im Mittel ca. 100-1000 mal ausgewu¨rfelt wird.
Abschließend werden mit den letzten Werten die Z- und q-Matrix sowie
die Gesamtenergie berechnet und die Werte ausgegeben. Die q-Werte wer-
den dabei gesondert gespeichert, um im na¨chsten Iterationszyklus wieder fu¨r
die Beru¨cksichtigung der reduzierten Hopping-matrixelemente im na¨chsten
Durchlauf des Programms ”EnBand” zur Verfu¨gung zu stehen.
Im Flußdiagramm 3.1.3 des Programms ”MainV5w”wird der Ablauf der Mi-
nimierung der inneren Variationsparameter dargestellt. Auch in diesem letz-
ten Programm der Gutzwiller-Minimierung sind die wesentlichen Programm-
routinen wie in den vorangegangen Unterkapiteln in Ka¨stchen mit geschlos-
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Diagramm 3.3: Flußdiagramm des Teil-Programms ”MainV5w”
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sener Umrandung dargestellt und namentlich benannt. Ihre Bedeutung wird
auch hier wieder im Folgenden erla¨utert.
ECorr0: In dieser Routine werden die in den Programmen ”MainPni” und der
Version fu¨r die Sauerstoff-Ionen (”MainPo”) berechneten Daten eingele-
sen und auf Hartree-Fock-Niveau die Z-Matrix, die Leerbesetzung sowie
die Besetzung der d- und p-Orbitale, die q-Matrix und die Gesamtener-
gie berechnet.
ChkaMg1a/-1b: Die Werte fu¨r alle Eintra¨ge in den ”amka”- und ”amkb”-Vektoren, die die
VariationsparametermΓ enthalten, werden auf ihre Gro¨ße hin u¨berpru¨ft
und gegebenenfalls auf 0.64 · 10−16 gesetzt, um numerische Probleme
durch zu kleine Zahlenwerte zu unterbinden. Das ”a” (”b”) am Ende in
der Namensgebung der Vektoren kodiert die Zugeho¨rigkeit der Varia-
blen zu den Nickel- (Sauerstoff-) Ionen. Daher sind dies im Programm-
Quelltext entsprechend auch zwei Unterprogramme.
aMgReva/-b: Diese beiden Routinen sind fu¨r das initiale Beschreiben der ”amga”- und
”amgb”-Vektoren zusta¨ndig, welche die Multiplett-Besetzungen enthal-
ten. Desweiteren werden die d- und p-Besetzungen aller Ionen aufsum-
miert. Die ”a”/”b”-Kodierung bezieht sich wie in den Unterprogrammen
”ChkaMg1a” / ”-1b” auf die unterschiedlichen Ionen.
ECorr00t: Dieses Unterprogramm dient der kompletten Aufstellung der Z- und
q-Matrix, sowie der Bestimmung der Gesamtenergie.
ECorrg8: Diese Routine basiert auf einer Entwicklung von R. Umsta¨tter wa¨hrend
seiner Diplomarbeit [82]. Zielsetzung dieser Arbeit war es einen Algo-
rithmus zu entwickeln, der sehr zuverla¨ssig das Minimum bei Nickel
findet. Fu¨r NiO ist dieser Algorithmus modifiziert worden, um in kur-
zen Minimierungsschritten Ni-d und O-p Vielteilchenbesetzungen zu
variieren.
Ein Bestandteil dieser Routine ist es, nicht in jedem Schritt die auf-
wendige Berechnung der q-Matrix durchzufu¨hren, sondern nur die A¨n-
derungen zu beru¨cksichtigen. Zuerst wird die q-Matrix und die Energie
berechnet. Anschließend und alle 1000 Versuchsschritte spa¨ter, wer-
den die Variationsparameter der Gro¨ße nach sortiert, um nur mit den
”wesentlichen” Parametern zu arbeiten. Aus den ”Großen” wird eine
bestimmte Menge ausgewa¨hlt, wobei der erste als Variations- und die
anderen als Kompensationsparameter zur Einhaltung der Summenre-
geln verwendet werden. Mittels Matrixinversion la¨ßt sich ein gewisser
erlaubter Variationsbereich ermitteln, indem noch eine Kompensation
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stattfinden kann. Per Zufallsentscheidung wird dann entweder zuerst
in positiver (oder negativer) Richtung innerhalb des Variationsbereichs
variiert. Falls dieser Schritt erfolglos sein sollte, so wird eine Vorzei-
chenumkehr nachgeschaltet Die Routine achtet wa¨hrend des Verlaufs
ferner darauf, daß die Variationsparameter und die Werte der q-Matrix
im erlaubten Bereich bleiben. Alle 500 Variationen wird die q-Matrix
dann erneut vollsta¨ndig berechnet (“Update”). Die Zahl der innerhalb
eines Durchlaufs durchgefu¨hrten Variationen ist abha¨ngig von der Zahl
der bereits durchlaufenen Iterationen, betra¨gt maximal ca. 12000. Be-
vor diese Variationsroutine endet, werden die q- und Z-Matrix sowie
die Energie abschließend berechnet und gespeichert .
ECorr7b: In dieser Routine wird durch Wu¨rfeln versucht mittels Optimierung in
den Sauerstoff-Besetzungen die Gesamtenergie zu reduzieren.
ECorra1: Mittels der Gradienten-Methode bei den Nickel-Besetzungen wird in
diesem Programmteil das Minimum weiter angena¨hert. Die Gradienten
werden hier explizit ausgerechnet.
ECorrag: U¨ber zufa¨llige Variation von Gradienten bei den Nickel-Ionen wird ver-
sucht eine niedrigere Energie zu finden. Mittels dieser zufa¨lligen Varia-
tion soll versucht werden eine Art simulated annealing zu erzeugen, um
zu verhindern, daß der Minimierungsalgorithmus in einem lokalen Mi-
nimum erfolgreich minimiert ohne das globale Minimum zu finden. Hat
dieses Verfahren Erfolg, so werden die neu gefunden “amka”-Vektoren
gespeichert. Bei Mißerfolg werden die alten Werte erneut verwendet
und es erfolgt ein neuer zufa¨lliger Versuch einen niedrigeren Energie-
wert zu finden. Diese Prozedur wird ca. 2000-Mal wiederholt (kann von
außen durch den Anwender vorgegeben werden).
ECorr1t: In dieser Programmroutine werden nach Abschluß des inneren Mini-
mierungszyklus letztmalig die Z- und q-Matrix, die Leer-, sowie die p-
und d-Besetzung und die Gesamtenergie berechnet. Abschließend wer-
den die neu ermittelten q-Werte fu¨r die Bandstruktur-Berechnung im
na¨chsten Iterationszyklus ausgegeben.
Kapitel 4
Numerische Ergebnisse
4.1 Die Minimierung der a¨ußeren Variations-
parameter
Wa¨hrend die Minimierung der inneren Variationsparameter im wesentlichen
durch Zufallsvariationen erfolgt (siehe Kapitel 3.1.3), bzw. durch ein beige-
mischtes Gradientenverfahren, gibt es im Gutzwiller-Programm der Arbeits-
gruppe noch keinen Algorithmus zur effizienten Minimumsuche hinsichtlich
der a¨ußeren Variationsparameter. Ein ha¨ufig angewendetes Verfahren, die am
wichtigsten erscheinenden Variationsparameter der Reihe nach zu minimie-
ren und dann gegebenenfalls nachzujustieren, ist zwar brauchbar, erfordert
aber stete Beobachtung der Zwischenergebnisse. Andererseits fu¨hrt der Ein-
satz von Zufallsvariationen der a¨ußeren Variationsparameter zu sehr hoher
Rechenzeit (À 100 a¨ußere Datenpunkte). Ziel war es daher, ein multidi-
mensionales Interpolationsverfahren zu erproben, das zuna¨chst einen groben
Hinweis auf das Minimum liefert und dann die Minimumsuche automatisch
verfeinert. Optional sollte dabei sein, daß das magnetische Moment wa¨hrend
der Variation festgehalten werden kann.
Um die im Rahmen der charge flow Methode mo¨glichen a¨ußeren Variati-
onsparameter Kristallfeldaufspaltung (∆cf ), Austauschaufspaltung der eg-
(∆eg) und der t2g-Orbitale (∆t2g) sowie die Verschiebung der Sauerstoff-
Energieniveaus (∆O) zu minimieren, wurden zuna¨chst 17 Punkte (16 Ecken
eines 4-dimensionalen Hyperquaders und der Mittelpunkt) im Variations-
raum verteilt berechnet. Anhand dieser Ergebnisse wurde dann eine quadra-
tische Funktion
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Ecflwint = α1 (∆t2g)
2 + α2 (∆t2g)(∆eg) + α3 (∆t2g)(∆O)
+ α4 (∆t2g)(∆cf ) + α5 (∆eg)
2 + α6 (∆eg)(∆O)
+ α7 (∆eg)(∆cf ) + α8 (∆O)
2 + α9 (∆O)(∆cf ) + α10 (∆cf )
2
+ α11 (∆t2g) + α12 (∆eg) + α13 (∆O) + α14 (∆cf ) + α15 (4.1)
fu¨r den Verlauf der Hyperfla¨che der Energie in diesem mehrdimensionalen
Raum angepaßt. Fu¨r den Verlauf der Magnetisierung in diesem Variations-
raum wurde eine lineare Anpassung mittels der Funktion
µcflwint = β1 (∆t2g) + β2 (∆eg) + β3 (∆O) + β4 (∆cf ) + β5 (4.2)
durchgefu¨hrt.
Unter Verwendung eines Lagrange-Parameters la¨ßt sich eine feste Magnetisie-
rung wie beispielsweise µSoll = 1.65µBohr als spin-onlyMoment vorgeben und
eine Minimierung unter Zwangsbedingungen durchfu¨hren. In der Umgebung
des vermuteten Zielpunktes ko¨nnen zur Verbesserung des Ergebnisses weitere
Punkte bestimmt werden, um das Ergebnis zu verfeinern. Diese Methode ist
aufgrund der hohen anfa¨nglichen Zahl der zu bestimmenden Koeffizienten
zuna¨chst zwar etwas schwerfa¨llig, aber in dem mehrdimensionalen Variati-
onsraum vereinfacht es anschließend die Suche nach dem Minimum bei fester
Magnetisierung deutlich und das Minimum wird mit etwa 80-100 berechneten
Datenpunkten erreicht.
In Abbildung 4.1 sind die fu¨r den charge flow-Fall angepaßten Funktionen
Eint und µint in Abha¨ngigkeit der beiden einflußreichsten Parameter, der eg-
Austauschaufspaltung ∆eg und der Sauerstoff-Verschiebung ∆O dargestellt.
Dabei wurden die beiden anderen weniger signifikanten Parameter, die t2g-
Austauschaufspaltung ∆t2g und die Kristallfeldauspaltung ∆CF , konstant ge-
halten. Die Hyperfla¨chen konstanter Energie bilden sich dabei in guter Na¨-
herung als Ellipsen ab, wa¨hrend die Hyperfla¨chen konstanter Magnetisierung
Geraden liefern. Der optimale Parametersatz fu¨r ∆eg und ∆O ergibt sich aus
dem Punkt, an dem eine bestimmte Ellipse die Gerade als Tangente hat und
die Bedingungen fu¨r das Minimum (mo¨glichst kleine Ellipse und vorgegebene
Magnetisierung) erfu¨llt sind.
Aus Abbildung 4.1 kann man ersehen, daß eine unabha¨ngige Minimierung
der Parameter wenig sinnvoll ist, da der Tagentialpunkt relativ stark von
den einzelnen Parametern abha¨ngt.
Unter Anwendung dieses Verfahrens wurden fu¨r den charge flow-Fall die in
Tabelle 4.1 angegebenen Werte als Minimum gefunden.
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Abbildung 4.1: Dargestellt sind Fla¨chen gleicher Energie der angepaßten
Funktion Eint bei festen Werten von ∆CF und ∆t2g in Abha¨ngigkeit der bei-
den wesentlichen Parameter ∆eg und ∆O. Die angepaßten Ebenen µint der
vorgegebenen Sollmagnetisierungen sind ebenfalls eingetragen. Die minimale
Energie wird durch den Beru¨hrpunkt der Energiefla¨chen und der Sollmagne-
tisierungsebene definiert.
∆t2g ∆eg ∆O ∆cf
0.121 eV 5.570 eV 0.364 eV 0.367 eV
Tabelle 4.1: Minimale a¨ußere Variationsparameter mittels charge flow Me-
thode unter Verwendung von Racah ANi = 10 eV, Apd = Ap = 7.136 und
µSoll = 1.65µBohr.
Die optimalen Werte der a¨ußeren Variationsparameter zeigen, daß die Aus-
tauschaufspaltung sehr anisotrop ist, bei den t2g-Zusta¨nden sehr gering,
bei den eg-Zusta¨nden mit u¨ber 5.5 eV dagegen sehr groß. Die Kristallfeld-
Aufspaltung und die Sauerstoff-Verschiebung sind von vergleichbarer mode-
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rater Gro¨ße von etwas u¨ber 360meV.
In diesem Zusammenhang wurden auch verschiedenen Werte der Racah-
Parameter A und B am Sauerstoff untersucht. Es zeigt sich, daß es zwischen
den Ergebnissen fu¨r den Bereich AO = 0 - 10 eV bzw. BO = 0 - 0.20 keine qua-
litativen Unterschiede in allen untersuchten Gro¨ßen gibt. Angemerkt sei hier-
zu, daß ein Ladungsfluß im Bereich physikalisch sinnvoller Werte nd ≈ 8.3|e|
ohne EWW erst bei AO ≈ 18 eV erreicht wird. Daher werden im weiteren Ver-
lauf dieser Arbeit nur noch Ergebnisse mit den Racah-Parametern AO = 0
und BO = 0 am Sauerstoff dargestellt.
In den Abbildungen 4.2 und 4.3 sind die A¨nderungen der totalen Energie
und der Magnetisierung bei Variation jeweils eines a¨ußeren Parameters um
diesen optimalen Wert dargestellt.
Abbildung 4.2: Charge flow-Fall: Vera¨nderung der totalen Energie Etot bei
Variation der a¨ußeren Parameter um den optimalen Parametersatz.
Abbildung 4.2 veranschaulicht die Abha¨ngigkeit der Energie von den verschie-
denen a¨ußeren Variationsparametern. Hierbei wird deutlich, daß der Parame-
ter fu¨r die Austauschaufspaltung fu¨r die t2g-Zusta¨nde fast keinen Einfluß auf
die Minimierung hat. Der relevante Parameter ist zuna¨chst die Austauschauf-
spaltung fu¨r die eg-Zusta¨nde aufgrund der absoluten Gro¨ße des Variations-
parameters. Die Sauerstoff-Energie-Verschiebung ∆O und die Kristallfeld-
Aufspaltung ∆CF sind ebenfalls Parameter, die einen nicht unerheblichen
Einfluß auf die Gesamtenergie haben.
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Abbildung 4.3: Charge flow-Fall: Vera¨nderung des magnetischen Moments µ
bei Variation der a¨ußeren Parameter um den optimalen Parametersatz.
In Abbildung 4.3 sind die Vera¨nderungen der Magnetisierung bei Variati-
on der a¨ußeren Parameter dargestellt. Auch hier zeigt sich der fast voll-
sta¨nding fehlende Einfluß der Austausch-Aufspaltung der t2g-Zusta¨nde auf
das Ergebnis der variationellen Magnetisierung. Die u¨brigen Parameter,
eg-Austauschaufspaltung, Sauerstoff-Energie-Verschiebung und Kristallfeld-
Aufspaltung haben jedoch auch auf die Magnetisierung einen wesentlichen
Einfluß. Dies zeigt die Problematik bei der Fixierung des magnetischen Mo-
ments. Eine Minimierung der Parameter in einer bestimmten Reihenfolge
ist nur bedingt mo¨glich, da die verbliebenen Parameter zur Kompensation
der variationsbedingten Abweichung von der vorgegebenen Magnetisierung
beno¨tigt werden.
In den Rechnungen la¨ßt sich ein maximales spin-only Moment von 1.6-
1.7µBohr erzielen. Es bleiben ca. 0.3 Lochelektronen auf Grund des star-
ken pdσ-Hoppings zwischen den Nickel-d(eg) und p-Sauerstoff-Orbitalen. Da
am Sauerstoff aus Symmetriegru¨nden kein magnetisches Moment existiert,
la¨ßt sich der Wert des spin-only-Moments praktisch nicht weiter in Rich-
tung 2µBohr verschieben. Wie ausgefu¨hrt tragen die t2g-Orbitale nicht zum
Moment bei, so daß eine Diskrepanz von ca. 0.2µBohr im magnetischen Mo-
ment zu dem experimentellen Moment von 1.9µBohr [79,80] bleibt, die durch
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ein großes orbitales Moment zu erkla¨ren ist. X-Ray Magnetic Dichroism-
Experimente (XMD) belegen dies auch [83]. Ein erweitertes Gutzwillerpro-
gramm unter Einbeziehung der Spin-Bahn-Kopplung liefert in der Tat in
ersten Ergebnissen ein großes orbitales Moment. Weitere Untersuchungen
hierzu sind in Vorbereitung.
Da die physikalisch sinnvollen Werte der d-Lochelektronenzahl bei ca. 1.5-1.8
liegen, kann man fu¨r einige Fragestellungen auf die charge flow-Methode ver-
zichten, und stattdessen die chemical potential-Methode wa¨hlen, bei der die
d-Lochzahl vorgegeben wird. In der Tat kann man die beiden Methoden auch
kombinieren, in dem ein bestimmter Ladungsfluß vorgegeben wird und dann
die Rechnung mittels chemischer Potentiale durchgefu¨hrt wird. Auf diese
Weise kann man die Genauigkeit der charge flow-Rechnungen in der inneren
Minimierung deutlich steigern. Im chemical potential-Fall ist der mehrdimen-
sionale a¨ußere Variationsparameter-Raum kleiner, da ∆O wegfa¨llt. So treten
nur die Variationsparameter der Austauschaufspaltungen der eg- (∆eg) und
t2g- Zusta¨nde (∆t2g), sowie die Kristallfeldaufspaltung (∆cf ) auf. Analog der
Energie-Funktion 4.1 wird auch hier wieder die Energie quadratisch mittels
folgender Funktion 4.3 angepaßt.
Ecpotint = α1 (∆t2g)
2 + α2 (∆t2g)(∆eg) + α3 (∆t2g)(∆cf )
+ α4 (∆eg)
2 + α5 (∆eg)(∆cf ) + α6 (∆cf )
2
+ α7 (∆t2g) + α8 (∆eg) + α9 (∆cf ) + α10 (4.3)
Dabei wurde fu¨r die Rechnung das spin-only-Moment auf 1.65µBohr gesetzt
und wieder durch eine lineare Beziehung analog der Funktion 4.2 beschrieben.
µcpotint = β1 (∆t2g) + β2 (∆eg) + β3 (∆cf ) + β4 (4.4)
Unter Verwendung eines Lagrange-Parameters la¨ßt sich wieder eine konstante
Magnetisierung erzwingen und die angepaßte Energiefunktion bezu¨glich der
a¨ußeren Variationsparameter minimieren.
Diese Minimierung liefert im Fall gleicher Parameter wie im charge flow-Fall
und einer vorgegebenen Partialladung fu¨r die d-Zusta¨nde von 8.30 Elektronen
beziehungsweise von 5.70 fu¨r die p-Zusta¨nde, entsprechend der Elektronenan-
zahl von NiO die in Tabelle 4.2 angegebenen optimalen a¨ußeren Parameter.
Die Partialladungen wurden hierbei den Ergebnissen der optimalen Parame-
ter bei der charge flow-Methode als Na¨herung entnommen. Dort regelte sich
eine Besetzung von etwa nd = 8.31 als Wert bei einer spin-only Magnetisie-
rung von 1.65µBohr ein.
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∆t2g ∆eg ∆cf
0.194 eV 4.003 eV 1.046 eV
Tabelle 4.2: Optimale a¨ußere Variationsparameter mittels chemical potential
Methode unter Verwendung der Elektronen-Dichten nd = 8.30 und np = 5.70
pro Ion entsprechend der Gesamtelektronenzahl von NiO. Als magnetisches
Moment wurden 1.65µBohr vorgegeben.
Die Ergebnisse sind sehr a¨hnlich: Auch hier zeigt sich eine deutliche Dis-
krepanz zwischen der Austauschaufspaltung der t2g- und eg-Zusta¨nde. Die
Austauschaufspaltung der eg-Zusta¨nde dominiert analog der Ergebnisse der
charge flow-Methode auch hier die a¨ußeren Variationsparameter, wa¨hrend
die Austauschaufspaltung der t2g-Zusta¨nde auch hier fast belanglos klein ist.
Die Kristallfeldaufspaltung hat in diesem Fall jedoch deutlich an Bedeutung
gewonnen. Die Aufspaltung der eg-Zusta¨nde ist gegenu¨ber der charge flow-
Methode etwas kleiner geworden.
Bevor hieraus Folgerungen u¨ber mo¨gliche Ursachen gezogen werden sollen,
erscheint auch hier zuna¨chst eine Betrachtung der Variation der Energie und
der Magnetisierung bei Variation jeweils eines a¨ußeren Parameters um den
Optimalwert von Interesse. In Abbildung 4.4 ist hierzu zuna¨chst die totale
Energie als Funktion der Energievariation um den Optimalwert des jewei-
ligen a¨ußeren Variationsparameters dargestellt. Vergleichbar mit Abbildung
4.2 zieht die Variation der eg-Austauschaufspaltung starke Vera¨nderungen
der Energie nach sich, wa¨hrend ein Einfluß der t2g-Austauschaufspaltung
fast nicht vorhanden ist. Der Einfluß der Kristallfeldaufspaltung erscheint
gegenu¨ber der eg-Austauschaufspaltung jedoch deutlich abgeschwa¨cht. Die
entsprechende Darstellung der Magnetisierung als Funktion der Variation
um den Optimalwert ist in Abbildung 4.5 graphisch dargestellt. Auch bei der
Magnetisierung zeigt sich der aus dem charge flow-Fall bekannte starke Ein-
fluß der eg-Austauschaufspaltung. Ein Einfluß der t2g-Austauschaufspaltung
dagegen ist auch hier nicht vorhanden. Die Kristallfeldaufspaltung hat im
Gegensatz zu ihrer Rolle im charge flow-Fall ebenfalls nahezu keinen Einfluß
mehr.
Das magnetische Moment wird durch die Zahl der Ni-eg-Lochzusta¨nde be-
stimmt, die wiederum von der Besetzung der Sauerstoff-p-Zusta¨nde ab-
ha¨ngt. Wie erwa¨hnt ist ein Rest kovalenter Bindung nur mo¨glich, wenn
auch Sauerstoff-p-Lo¨cher vorliegen (die Gesamtzahl von Ni und O Lo¨chern
ist 2). Daher ist auch versta¨ndlich, warum die Energie und die Magneti-
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Abbildung 4.4: Chemical potential-Fall: Vera¨nderung der totalen Energie Etot
bei Variation der a¨ußeren Parameter um den optimalen Parametersatz.
Abbildung 4.5: Chemical potential-Fall: Vera¨nderung des magnetischen Mo-
ments µ bei Variation der a¨ußeren Parameter um den optimalen Parameter-
satz.
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sierung in der Variation, siehe Abbildung 4.2 und 4.3, stark von der eg-
Austauschaufspaltung und der energetischen Verschiebung der Sauerstoff-
Orbitale abha¨ngen. Mit diesen beiden Gro¨ßen wird die Besetzungswahr-
scheinlichkeit der energetisch ho¨heren Zusta¨nde stark beeinflußt.
Die gefundene geringe Austauschaufspaltung der t2g-Zusta¨nde steht im Wi-
derspruch zu Resultaten der SDFT , GW -DFT und a¨hnlicher Methoden.
Innerhalb des Gutzwiller-Verfahrens ist sie ein Variationsparameter, wa¨h-
rend die Austauschaufspaltung in SDFT ein Resultat eines spin-abha¨ngigen
Potentials ist, welches zwischen eg- und t2g-Zusta¨nden keinen Unterschied
macht (vgl. folgendes Kapitel 4.2).
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4.2 Die charge flow-Methode: Bestimmung
des Mott-Hubbard-Gaps
Bisherige Rechnungen mittels SDFT - und SDFT+GW -Verfahren geben die
Anregungslu¨cke in NiO sehr ungenau wieder, insbesondere wird die Gro¨ße der
Lu¨cke (sehr) deutlich fehleingescha¨tzt [26,64].
In Abbildung 4.6 sind die totale und die partiellen Zustandsdichten fu¨r den
optimalen Satz an Variationsparametern im charge flow-Fall dargestellt.
Abbildung 4.6: Darstellung der totalen und der einzelnen partiellen Zustands-
dichten im charge flow-Fall.
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Zum Vergleich der gefundenen Zustandsdichte wird eine mittels SDFT be-
stimmte Zustandsdichte fu¨r NiO von Terakura et. al. [64] gezeigt.
Abbildung 4.7: DFT-Zustandsdichte nach Terakura et al. [64].
Beim Vergleich der totalen Zustandsdichten (oberste Kurve in Abb. 4.6 und
Abb. 4.7) zeigt sich zuna¨chst deutlich, daß im Vergleich zu DFT -Rechnungen
NiO bei der Gutzwiller-Variationsrechnung eine deutliche Bandlu¨cke auf-
weist. NiO ergibt sich innerhalb der Gutzwiller-Variationsrechnung als ma-
gnetischer Isolator.
Bei den Sauerstoff-Ba¨ndern zeigt sich eine grobe U¨bereinstimmung, wa¨h-
rend das breite Minimum zwischen den Peaks bei 0.22 und 0.46 Ry in den
Gutzwiller-Rechnungen nicht auftritt. Dies und die anderen Unterschiede
du¨rften sich durch die unterschiedliche Austauschaufspaltung ergeben.
In Abbildung 4.8 sind nun nach Terakura et. al. [64] die mittels DFT-
Rechnung bestimmten partiellen Zustandsdichten fu¨r die Nickel-d-Zusta¨nde
dargestellt.
Daraus la¨ßt sich eine Austauschaufspaltung innerhalb der SDFT -Rechnung
von ∆SDFTex ≈ 1.0 eV abscha¨tzen. Die d-Zusta¨nde unterliegen hierbei einer
isotropen Austauschaufspaltung, was im Widerspruch zu unseren Ergebnis-
sen steht. Diese gleichma¨ßige Austauschaufspaltung fu¨r beide Nickelzusta¨nde
48 KAPITEL 4. NUMERISCHE ERGEBNISSE
Abbildung 4.8: DFT-Zustandsdichte der Ni-d-Zusta¨nde nach Terakura et al.
[64].
(eg’s und t2g’s) erscheint unphysikalisch, da die vollsta¨ndig besetzten Nickel-
t2g-Zusta¨nde durch eine Austauschaufspaltung keine Energieabsenkung bei-
tragen ko¨nnen. Die Besetzungen der t2g-Orbitale a¨ndern sich erst, wenn die
Austauschaufspaltung mehrere eV betra¨gt. Dann aber tritt ein metallischer
Antiferromagnet auf und nicht ein magnetischer Isolator. Im Gegensatz dazu
liefert die Gutzwiller-Rechnung die stark anisotropen Austauschaufspaltun-
gen ∆t2g ≈ 120meV und ∆eg ≈ 5.6 eV.
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Eine analoge Beobachtung zeigte sich bereits bei ferromagnetischem Nickel.
Auch hier gibt es eine relativ isotrope Austauschaufspaltung ∆SDFTex u¨ber die
Fermioberfla¨che in SDFT , wa¨hrend die Gutzwiller-Methode umgekehrt zum
NiO -Resultat fu¨r ferromagnetisches Nickel eine große Austauschaufspaltung
∆t2g und eine kleine ∆eg in der Variation liefert [59].
Die Quasiteilchen-Bandlu¨cke in Abbildung 4.6 ist nicht identisch mit
der Energielu¨cke fu¨r Teilchen-Loch-Anregungen. Die in Abbildung 4.6
erkennbaren unbesetzten Ba¨nder sind die angeregten Zusta¨nde des N -
Teilchenproblems. Fu¨gt man nun jedoch eine Ladung hinzu, so hat man
ein N + 1-Teilchenproblem. Dieses Problem der Bandlu¨cke ist in der DFT -
Literatur ausfu¨hrlich behandelt [84,85,86,87] und fu¨hrte zur GW -Korrektur,
die allerdings fu¨r stark korrelierte Systeme wenig geeignet ist [26]. Im
Gutzwiller-Formalismus ist die Anregungsenergie zu erhalten, wenn man die
totale Energie, das heißt im charge flow-Fall die Gesamtenergie 2.31, als Funk-
tion der Teilchenzahl n ermittelt und im Minimum das chemische Potential
µcp bestimmt.
µcp =
dEges
dn
∣∣∣∣
Eges=min
(4.5)
Unter der Annahme, daß wir das antiferromagnetische System mit seinen 14
Valenzelektronen pro Formeleinheit mit einer kleinen Zusatzladung befu¨llen
bzw. etwas Ladung herausnehmen, ohne daß sich das antiferromagnetische
System a¨ndert, ko¨nnen wir die Anregungsenergie bestimmen. Hierzu werden
zuna¨chst die Differenzenquotienten
µ>cp =
dEges
dn>
bzw. µ<cp =
dEges
dn<
(4.6)
bestimmt und aus deren Differenz die Anregungsenergie
Egap = µ
>
cp − µ<cp. (4.7)
n> und n< bezeichnen hierbei die links- und rechtsseitigen Limiten bei der
Berechnung der Differenzenquotienten. Bestimmt man nun die Ableitung
(4.5) am Minimum Eges(n), so la¨ßt sich die Anregungslu¨cke Egap bestim-
men. Aufgrund der hierbei beru¨cksichtigten elektronischen Wechselwirkung
der N -Elektronen mit der hinzugefu¨gten Ladung ist die Anregungslu¨cke in
der Regel gro¨ßer als die Bandlu¨cke.
Bei der Berechnung der Energielu¨cke ko¨nnen wir auch die Wahl des Wech-
selwirkungsparameters A u¨berpru¨fen. Der verwendete Wert A = 10 eV sollte
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mit der Anregungslu¨cke und dem experimentellen magnetischen Moment von
NiO vertra¨glich sein. Die Anregungslu¨cke liegt bei 3.5 eV [88] und das experi-
mentelle magnetische Moment betra¨gt 1.90µBohr, wobei der spin-only-Anteil
bei ca. 1.65µBohr liegt, wenn man einen gemessenen orbitalen Anteil von ca.
0.25µBohr zugrunde legt [79,80]. Als Konsequenz des zu erreichenden magne-
tischen Moments liegt die Obergrenze der d-Lochladung bei etwa 1.7 |e|. Dann
liefert die Variationsrechnung bei Racah A = 10-12 eV ein optimales ∆eg von
ca. 6 eV und ein Moment von 1.65µBohr. Die Anregungslu¨cke liegt unter die-
sen Vorgaben bei etwa 4 eV, was den gewa¨hlten Bereich von A = 10-12 eV
als physikalisch sinnvoll legitimiert. Ein Wert A ≈ 15 eV wa¨re eigentlich zu
groß, wie Abb. 4.9 zeigt, in der typische Werte fu¨r Egap als Funktion von
Racah A dargestellt sind. Ferner geht aus Abb. 4.9 hervor, daß der Quotient
Ap/Apd die Werte der Anregungslu¨cke Egap nur unwesentlich beeinflußt. Da
in der charge flow-Methode die Werte von Ap und Apd so gewa¨hlt werden,
daß im ummagnetischen, metallischen Fall das Minimum von Etot bei der
gleichen Partialladung nd ≈ 9.0 liegt wie in DFT , kann der Quotient u¨ber
den physikalisch sinnvollen Bereich 0.5 ≤ Ap/Apd ≤ 1 variiert werden ohne
daß sich Egap vera¨ndert. Auch die Vera¨nderung des spin-only Moments von
1.65µBohr auf 1.75µBohr a¨ndert nur wenig am Wert von Egap.
Insgesamt findet sich u¨ber einen recht breiten Bereich des Wechselwirkungs-
parameters A und des vorgegebenen magnetischen Moments eine sehr gute
U¨bereinstimmung der Gro¨ße der Anregungslu¨cke mit dem experimentellen
Wert 3.54 eV [88]. Dies ist durchaus ein Beleg, daß die Korrelationseffek-
te, die zu einem großen Mott-Hubbard-Gap fu¨hren, mit dem verwendeten
Gutzwiller-Verfahren gut wiedergeben werden.
Es sei darauf hingewiesen, daß eine Berechnung der Anregungslu¨cke mit der
chemical potential-Methode nicht mo¨glich ist, da hier Etot unter Vorgabe
eines festen nd-Wertes minimiert wird. Eine Zusatzladung kann also nicht
eindeutig hinzugefu¨gt werden.
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Abbildung 4.9: Vera¨nderung der Anregungslu¨cke Egap bei Variation des
Verha¨ltnisses Ap/Apd bei vorgegebenem magnetischem Moment von µ =
1.65µBohr. Die eingetragene experimentelle Anregungslu¨cke stammt aus [88].
Es zeigt sich, daß die Anregungslu¨cke somit deutlich gro¨ßer als die Bandlu¨cke
aus Abbildung 4.6 ist, die etwa 2.3 eV betra¨gt.
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4.3 Erga¨nzende Ergebnisse der chemical
potential-Methode
Nachdem im vorherigen Abschnitt 4.2 Ergebnisse der charge flow-Methode
vorgestellt wurden, soll in diesem Unterkapitel die urspru¨ngliche aus den
Nickel-Rechnungen bewa¨hrte Variante der Berechnung mittels chemischer
Potentiale untersucht werden. Aufgrund der in der charge flow-Minimierung
gewonnenen Erfahrung ist es mo¨glich eine feste d-Ladung von etwa 8.2-8.3
|e| per Hand vorzugeben, die als Obergrenze ein Moment von 1.8 (1.7) µBohr
erlaubt.
Die chemical potential-Methode ist im Vergleich der beiden Berechnungsme-
thoden die rechentechnisch bessere Alternative, da es weniger a¨ußere Varia-
tionsparameter gibt, was die a¨ußere Minimierung vereinfacht. Die Gutzwiller
Energien Etot sind, bedingt durch die fixierten Partialladungen, bei diesem
Verfahren auch etwas genauer bestimmt. Daher kann die Methode innerhalb
des charge flow-Verfahrens benutzt werden, um die numerische Genauigkeit
zu steigern. Zum Vergleich mit der charge flow-Methode sind die totale und
die partiellen Zustandsdichten analog Abbildung 4.6 (charge flow-Fall) fu¨r
den chemical potential-Fall in Abbildung 4.10 dargestellt.
Hier zeigt sich, abgesehen von kleineren Verschiebungen, die aus den etwas
vera¨nderten optimalen Parametern resultieren, qualitativ das gleiche Ergeb-
nis. Es ist eine deutliche Bandlu¨cke zu erkennen, die auch hier wieder um
ca. 30% kleiner als die Anregungslu¨cke ist. Die Sauerstoff-Zusta¨nde sind, wie
auch schon im charge flow-Fall durch den ganzen Energiebereich hindurch
nicht unwesentlich beigemischt. Die Zusta¨nde oberhalb der Fermienergie wer-
den weitestgehend durch die eg-Zusta¨nde beschrieben.
Die Methoden liefern somit beide ein qualitativ und unter Beru¨cksichtigung
der etwas unterschiedlichen Parameter ein quantitativ vergleichbares Ergeb-
nis bei den Zustandsdichten.
Die in Abschnitt 4.1 vorgegebene d-Partialladung von nd = 8.30|e| im che-
mical potential-Fall war an das charge flow-Ergebnis von nd = 8.31|e| ange-
lehnt. In Tabelle 4.3 sind die Vera¨nderungen des optimalen a¨ußeren Variati-
onsparameters fu¨r die Austauschaufspaltung der eg-Zusta¨nde bei vera¨nder-
ten vorgegebenen Partialladungen dargestellt. Hierbei zeigt sich tendenziell
ein vergleichbares Ergebnis wie im charge flow-Fall fu¨r Partialladungen von
nd = 8.31|e|. Eine steigende d-Lochdichte fu¨hrt somit zu stark verminderten
eg-Austauschaufspaltungen.
4.3. ERGA¨NZENDE ERGEBNISSE MIT CHEMICAL POTENTIAL 53
Abbildung 4.10: Chemical potential-Fall: Darstellung der totalen und parti-
ellen Zustandsdichten.
Wird allerdings versucht unphysikalische Werte vorzugeben, wie beispielwei-
se eine Partialladung von nd = 8.4|e| bei einem magnetischen Moment von
µ = 1.65µBohr, so ergibt sich keine konvergente numerische Lo¨sung mehr.
Dies ist jedoch auch nicht verwunderlich, da 1.6 d-Lo¨cher maximal ein Mo-
ment von µ = 1.6µBohr ergeben ko¨nnen. Solche Fehlvorgaben sind anhand
des Konvergenzverhaltens des Programms somit erkennbar. Das Programm
kann die Sauerstoff-Niveaus dann nicht mehr entsprechend justieren, um die
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nd d-Lochdichte ∆eg
8.20 1.80 1.444 eV
8.28 1.72 3.084 eV
8.30 1.70 4.003 eV
8.32 1.68 5.816 eV
Tabelle 4.3: Vera¨nderung der optimalen eg-Austauschaufspaltung in der che-
mical potential-Methode als Funktion der Partialladung nd bzw. der d-
Lochdichte (= 10 − nd) bei festgehaltenem Moment µ = 1.65µBohr. Die
jeweils zugeho¨rige Sauerstoff-p-Partialladung errechnet sich als np = 14− nd
fu¨r NiO.
Vorgaben zu erfu¨llen. Bei der Vorgabe von Partialladungen ist das geforderte
magnetische Moment von Anfang an zu beru¨cksichtigen und die d-Lochdichte
muß das Moment auch ermo¨glichen. Eine beliebige Vorgabe kann von dem
Programm aufgrund der chemischen Potentiale nicht korrigiert werden.
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4.4 Energieabsenkung durch Variation - Be-
setzung der Zusta¨nde
Betrachtet man den unmagnetischen Fall z.B. bei nd = 8.3 der keine a¨ußeren
Variationsparameter entha¨lt und auch keine Minimierung der inneren Variati-
onsparameter als Ausgangspunkt (unmagnetischer HF-Limit), so wird allein
durch die Einfu¨hrung der Austauschaufspaltung ∆eg und der anderen a¨uße-
ren Variationsparameter eine Energieabsenkung von ca. 3.5 eV erreicht (afm
HF-Limit). Die Minimierung der inneren Variationsparameter liefert weite-
re ca. 0.25 eV. Trotz des relativ kleinen Energiegewinns ist die Gutzwiller-
Methode auch bei magnetischen Isolatoren wichtig, denn eine Minimierung
im HF-Limit wu¨rde zu unphysikalisch großen Austauschaufspaltungen ∆eg
Werten von ≈ 10 eV fu¨hren. Im Gegensatz zum NiO liefert die Gutzwiller-
Rechnung fu¨r metallisches Nickel eine Absenkung von ca. 0.3 eV durch die
a¨ußeren Variationsparameter allein, also im HF-Limit, wa¨hrend die Variation
der inneren Variationsparameter eine Absenkung um ca. 2 eV liefert.
Die Tatsache, daß wir beim NiO nahe am HF-Limit liegen, spiegelt sich
auch in den Besetzungen der Zusta¨nde und anderen Kennzahlen wie den
Hopping-Reduktionsfaktoren qσ wieder. Diese Werte gehen wurzelfo¨rmig
in die Gleichungen ein und beschreiben eine Renormierung der Hopping-
Matrixelemente aufgrund der Vielteilcheneffekte. Bei optimalem a¨ußeren
Variations-Parametersatz im charge flow-Fall (vergleich Tabelle 4.1) stellen
sich die in Tabelle 4.4 angegebenen q-Werte fu¨r NiO ein. Fu¨r den chemical
potential-Fall ergeben sich a¨hnliche Werte.
Ni
(↑)
t2g Ni
(↑)
eg Ni
(↓)
t2g Ni
(↓)
eg Op
orb. Besetzung 0.9997 0.9907 0.9996 0.1657 0.9482
qσ-Wert 0.7389 0.7693 0.7572 0.9408 1
√
qσ-Wert 0.8596 0.8771 0.8702 0.9700 1
Tabelle 4.4: q-Werte und orbitale Besetzungen fu¨r NiO bei optimalem a¨uße-
ren Variations-Parametersatz (s. Tab. 4.1).
Die Gro¨ße der q-Werte beeinflußt die Hybridisierung der Zusta¨nde. In Ab-
bildung 4.11 sind zwei verschiedene Szenarien dargestellt. In Abb. 4.11(a)
liegen beide Zusta¨nde unterhalb der Fermikante. Hierbei ko¨nnen die q-Werte
sehr klein werden und damit die Hybridisierung zwischen den beiden beteilig-
ten Zusta¨nden nahezu ”abschalten”. Durch die Hybridisierung entsteht kein
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Energiegewinn, da die Ba¨nder voll besetzt sind.
Die zweite Situation ist in Abb. 4.11(b) dargestellt. Ein Zustand liegt ober-
halb und der andere unterhalb der Fermikante. Hier wird q ≈ 1 vorliegen und
die Hybridisierung beibehalten, denn ohne Hybridisierung (q → 0) der Zu-
sta¨nde oberhalb und unterhalb der Fermikante wu¨rde die Bandenergie deut-
lich ansteigen und so eine ho¨here Gesamtenergie entstehen.
Abbildung 4.11: Beeinflussung der Hybridisierung durch die q-Werte. In (a)
wird dir Hybridisierung fu¨r q ¿ 1 nahezu ”abgeschaltet”, da die Ba¨nder un-
terhalb der Fermikante besetzt sind und somit kein Energieverlust entstehen
kann. In (b) dagegen wird mit q ≈ 1 die Hybridisierung beibehalten, da ohne
Hybridisierung (q → 0) ein Energieverlust entstehen wu¨rde.
Ein wichtiger Unterschied zwischen der Gutzwiller-Variationsrechnung
und einer Beschreibung auf Hartree-Fock-Niveau ist die Besetzung der
Multielektronen-Zusta¨nde. Hierzu wurden die Elektronenzahlen in den ver-
schiedenen dn-Besetzungen sowohl im statistischen Limes der Gutzwiller-
Methode, welche einer Hartree-Fock-Beschreibung entspricht, als auch in den
Gutzwiller-Variationsrechnungen bestimmt. Diese sind in Tabelle 4.5 und in
Abbildung 4.12 gegeneinander aufgetragen.
Die Hartree-Fock-Rechnungen haben noch deutliche Beitra¨ge der d7- und
d10-Besetzungen. Dagegen ist in den Gutzwiller-Resultaten die Elektronen-
verteilung viel sta¨rker auf d8 und d9 konzentriert - auch hier sind die La-
dungsfluktuationen auf Grund der Wechselwirkung stark unterdru¨ckt. Der
Anteil an d9 (ligand hole) ist Ausdruck eines Rests kovalenter Bindung mit
einem Lochzustand am Sauerstoff. Dies liegt bereits im Bandbild bei großer
Austauschaufspaltung vor, wie an den Hartree-Fock-Ergebnissen zu erkennen
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Abbildung 4.12: Besetzungen der verschiedenen d-Multipletts auf Hartree-
Fock-Niveau und mit der Gutzwiller-Variations-Methode.
dn mHF mGW mGW /mHF
d6 0.00053433 0.00003206 6%
d7 0.10031583 0.03492206 35%
d8 5.49903139 5.49979537 100%
d9 2.44185250 2.69538714 110%
d10 0.26884091 0.08043909 30%
Tabelle 4.5: Besetzungen in den dn-Multipletts im statistischen Limes (mHF )
(HF-Limit) und bei der Gutzwiller-Methode (mGW ).
ist. A¨hnliche Situationen gibt es in allen anderen magnetischen Isolatoren,
nur sind dort andere dn Konfigurationen involviert.
Die jeweils am sta¨rksten besetzten Zusta¨nde der dn-Multipletts und deren
Charakterisierung sind in Tabelle 4.6 zusammengestellt. Im Gegensatz zu fm
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dn Zu- orb. spin sz mGW
mGW
mHF
Art d. dominanten
stand Ent. Ent. Lochzustands
d6 1Ag 1 1 0 0.000004 7% u
↑u↓v↑v↓
d7(1)
4Tu 3 4
3
2
0.000075 34% ξ↓u↓v↓
d7(2)
4Tu 3 4
3
2
0.000075 34% ζ↓u↓v↓
d7(3)
4Tu 3 4
3
2
0.000075 34% η↓u↓v↓
d7(4)
4Tu 3 4
3
2
0.000028 41% ξ↓u↓v↑+ξ↑u↓v↓+ξ↓u↑v↓
d7(5)
4Tu 3 4
3
2
0.000028 41% η↓u↓v↑+η↑u↓v↓+η↓u↑v↓
d7(6)
4Tu 3 4
3
2
0.000028 41% ζ↓u↓v↑+ζ↑u↓v↓+ζ↓u↑v↓
d7(7)
2Eg 2 2
1
2
0.002071 36% u↓v↑v↓
d7(8)
2Eg 2 2
1
2
0.002071 36% u↑u↓v↓
d8(1)
3Ag 1 3 1 0.673869 99% u
↓v↓
d8(2)
3Ag 1 3 0 0.004442 348% u
↑v↓ + u↓v↑
d8(3)
1Eg 2 1 0 0.002682 225% u
↑v↓−u↓v↑, v↑v↓−u↑u↓
d9 2Eg 2 2
1
2
0.148692 110% u↓ bzw. v↓
d10 1Ag 1 1 0 0.008044 30% —
Tabelle 4.6: Vera¨nderungen der dominanten Zusta¨nde in den jeweiliegen dn-
Multipletts vom statistischen Limes zu den Gutzwiller-Variationsergebnissen.
Bezeichnung der Zusta¨nde nach Sugano [74] fu¨r die t2g’s ξ =̂ yz, η =̂ zx, ζ =̂xy
und die eg’s u =̂ 3z
2 sowie v =̂x2−y2. Die Benennung der Zusta¨nde erfolgte
nach der Notation von Mulliken [89, 90] (A einfach, E zweifach, T dreifach
entartet; u ungerader, g gerader Zustand). Die Spinentartung ergibt sich aus
SEnt = 2|sz|+ 1
Nickel-Metall sind innerhalb der verschiedenen dn-Multipletts die Zusta¨nde
sehr unterschiedlich besetzt. Wie zu erwarten, treten eg-Lochzusta¨nde do-
minant auf. Dies sind insbesondere die Zusta¨nde in d9 und in d8 der alles
dominierende 3Ag. Daneben, zwei Gro¨ßenordnungen kleiner, treten weitere
eg dominierte Multipletts in d
7, d8 und d10 auf.
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4.5 Abscha¨tzung der Kopplungs-Konstanten
fu¨r ein Heisenberg-Modell
In NiO mit AF-2 Struktur alternieren aufeinanderfolgende dichtest gepackte
ferromagnetische Nickel-Ebenen ihre Spinrichtung (vgl. Abb. 4.13). Damit ist
die Richtung ausgezeichnet, die senkrecht zu den dichtest gepackten Ebenen
liegt, die (111)-Richtung. Wie schon erwa¨hnt, liegt im Grunde eine trigo-
nale Symmetrie des Gitters vor. Die Abweichungen sind jedoch sehr klein
gegenu¨ber der kubischen Kochsalzstruktur.
Abbildung 4.13: Die NiO-Struktur AF-2. Die weißen (grauen) Kugeln stellen
die spin-up (spin-down) Nickel-Ionen dar. Die schwarzen symbolisieren die
Sauerstoff-Ionen.
Daß die AF-2-Struktur vorliegt, resultiert aus der Dominanz der u¨berna¨ch-
sten (2NN) antiferromagnetischen Kopplung der Ni-Spins. Dies wiederum
ist eine Folge davon, daß nur die entlang der kartesischen Achsen gerichteten
d(eg)-Orbitale zu den am Magnetismus beteiligten Energieba¨ndern beitra-
gen, nicht aber die d(t2g)-Orbitale, die in d
8 Konfiguration der Ni2+-Ionen
alle besetzt sind. Die d(eg)-Orbitale bilden σ-artige Hopping-Matrixelemente
pdσ zu den na¨chstbenachbarten Sauerstoff-p-Orbitalen, die sehr groß sind (ca.
1.1 eV) und damit deutlich gro¨ßer als die d(t2g)-p Hopping-Matrixelemente
pdpi (0.5 eV), siehe Anhang D. Man kann sagen, daß in den Nickel-Sauerstoff-
Energieba¨ndern die am sta¨rksten antibindenden d(eg)-p Ba¨nder partiell un-
besetzt sind, da ja noch 2 Lo¨cher in der Ni-d-Schale vorhanden sind.
Im Falle einer Ausbildung magnetischer Ordnung ko¨nnen die magnetischen
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Kopplungen in Form eines Heisenbergmodells
Hˆ =
∑
i,j
Ji,j ~ˆsi ~ˆsj (4.8)
beschrieben werden. Die Kopplungsparameter Ji,j ko¨nnen bei sto¨rungstheo-
retischer Behandlung im Rahmen eines halbgefu¨llten Hubbard-artigen Mo-
dells erhalten werden. Wegen des großen Wertes von pdσ ist daher starke
2NN -Kopplung von Ni-Spins zu erwarten und eine kleine 1NN -Kopplung
der Ni-Spins, da die t2g-Orbitale voll besetzt sind. Diese Erwartung kann
mit Gutzwiller-Rechnungen an verschiedenen magnetischen Strukturen, die
alle auf dem Kochsalzgitter basieren, u¨berpru¨ft werden. Zuna¨chst ko¨nnen
wir die AF-2-Struktur mit einem reinen ferromagnetischen Zustand verglei-
chen. Dabei werden die 6 magnetischen Kopplungen von antiferromagnetisch
nach ferromagnetisch gezwungen, was die Energie erho¨hen muß (AF-2-fm-
Rechnung).
Um die Kopplungskonstanten aus den Energiedifferenzen zu ermitteln, muß
die Zahl der jeweiligen antiferro- und ferromagnetischen Kopplungen pro Ion
beru¨cksichtigt werden. Die Anzahlen der einzelnen Nachbarkopplungen fu¨r
die verschiedenen Rechnungen sind in Tabelle 4.7 zusammengestellt. Die
Rechnungen wurden mit der chemical potential-Methode unter Vorgabe von
nd = 8.30 durchgefu¨hrt.
AF-2 (af) AF-2 (fm) Cu3Au (fi) Cu3Au (fm)
1NN-af 6 0 4 0
1NN-fm 6 12 8 12
2NN-af 6 0 0 0
2NN-fm 0 6 6 6
Tabelle 4.7: Anzahl der na¨chsten (1NN) und u¨berna¨chsten (2NN) ferro- und
antiferromagnetischen Nachbar-Kopplungen der antiferromagnetischen (af)
AF-2-Struktur, der ferrimagnetischen (fi) Cu3Au-Struktur, sowie der jeweils
komplett ferromagnetischen (fm) Struktur.
Mit der Energiedifferenz kann aber nur eine Information bezu¨glich der beiden
Kopplungsparameter J1NN und J2NN erhalten werden. Unter der Annahme
J1NN = 0, folgt J2NN ≈ 20meV.
Allerdings verliert der Sauerstoff-Platz seine spezielle Inversionssymmetrie
der AF-2-Struktur, die dazu fu¨hrt, daß das magnetische Moment des Sau-
erstoffs aus Symmetriegru¨nden Null sein muß. In der ferromagnetischen
4.5. ABSCHA¨TZUNG DER HEISENBERG-KOPPLUNGSKONST. 61
Rechnung gibt es ein kleines ferromagnetisches Moment des Sauerstoffs (ca.
0.2µBohr), so daß die Abbildung der Energiedifferenz auf ein Heisenberg-
Modell mit gewissen kleinen Fehlern behaftet ist.
Man kann nun andere kristallographische und magnetische Strukturen be-
trachten, und versuchen, die Zahl der ferromagnetischen 1NN -Kopplungen
zu variieren, unter Beibehaltung der Zahl der 2NN magnetischen Kopplun-
gen.
Man ko¨nnte z.B. in der AF-2-Struktur eine nicht-ferromagnetische Ordnung
in eine urspru¨ngliche ferromagnetisch dichtestgepackteNi-Schicht legen. Dies
bewirkt aber Vervielfachungen der Einheitszelle, die ja schon aus 8 NiO Mo-
leku¨len besteht. Eine solche Rechnung fu¨hrt zu einem sehr stark erho¨htem
numerischen Aufwand.
Hingegen sind Strukturen, die auf der tetragonalen AF-1-Struktur beruhen,
viel einfacher (vgl. Abb. 4.14). Eine weitere, relativ einfach zuga¨ngliche Struk-
tur fu¨r Berechnungen von Energiedifferenzen von magnetischen Gittern ist
die Cu3Au-Struktur. Allerdings ist der Preis, daß alle 2NN magnetischen
Kopplungen ferromagnetisch sind, und ferner, daß es symmetrieverschiedene
Sauerstoff-Positionen mit unterschiedlichen Momenten gibt. Die Struktur ist
außerdem aufgrund unterschiedlicher Zahl von Ni(1)- und Ni(2)-Ionen in der
Einheitszelle ferrimagnetisch (fi).
Abbildung 4.14: Die ferrimagnetische Cu3Au-Struktur. Die weißen (grauen)
Kugeln stellen die spin-up (spin-down) Nickel-Ionen dar. Die schwarzen sym-
bolisieren die Sauerstoff-Ionen.
Die Berechnung dieser vier verschiedenen Varianten liefert die in Tabelle 4.8
angegebenen totalen Energien. Die Energien der beiden ferromagnetischen
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(fm) Rechnungen differieren aufgrund der unterschiedlichen verwendeten Git-
ter bei der Diskretisierung der Brillouinzone.
Totale Energien Etot/eV (E
tot
fm − Etotaf )/meV
AF-2-Struktur (af) 246. 71 29 2
120.7
AF-2-Struktur (fm) 246. 83 36 4
Cu3Au-Struktur (fi) 246. 82 17 2
11.0
Cu3Au-Struktur (fm) 246. 83 27 5
Tabelle 4.8: Totale Energien fu¨r beide Strukturen sowohl ferromagnetisch
(fm) wie auch antiferromagnetisch (af) bzw. ferrimagnetisch (fi) berechnet.
Unter Beru¨cksichtigung der verschiedenen Koordinationszahlen (s. Tab.
4.7) la¨ßt sich aus der Cu3Au-Struktur zuna¨chst die Energieabsenkung pro
Na¨chste-Nachbar-Bindung beim spin-flip von ferro- zu antiferromagnetischer
Anordnung bestimmen. Dies liefert
J1NN = −2.8meV (4.9)
pro 1NN -Bindung.
Aus der AF-2-Struktur ergibt sich hierbei zuna¨chst die Energieabsenkung
beim spin-flip der na¨chsten und u¨berna¨chsten Nachbarkopplung. Bezieht man
nun die in Gl. 4.9 bestimmte Energie der Na¨chsten-Nachbar-Kopplung mit
ein, so la¨ßt sich die Energieabsenkung pro U¨berna¨chster-Nachbar-Kopplung
unter Verwendung der in Tab. 4.7 angegebenen Koordinationszahlen bestim-
men. Hierbei ergibt sich eine Energieabsenkung von ferro- zu antiferroma-
gnetischer Kopplung von
J2NN = −17.4meV (4.10)
pro 2NN -Bindung.
Diese beiden Werte stehen von der Gro¨ßenordnung her im Einklang mit
experimentellen Werten, die durch Hutchings und Samuelsen [68] in inela-
stischen Neutronen-Streu-Experimenten bestimmt wurden. Diese fanden bei
ihren Messungen fu¨r die na¨chste Nachbarkopplung einen Wert von 1.4meV
und −19meV fu¨r die u¨berna¨chste Nachbarkopplung.
Das Ergebnis dieser Betrachtungen fu¨hrt zu sehr guten U¨bereinstimmungen
fu¨r die 2NN-Kopplung J2NN . Fu¨r die kleine 1NN-Kopplung J1NN stimmt
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die Gro¨ßenordnung, nicht aber das Vorzeichen. Hierfu¨r ko¨nnte es folgende
Erkla¨rungen geben:
• Das bei den ferromagnetischen und ferrimagnetischen Rechnungen ent-
stehende magnetische Moment am Sauerstoff mu¨sste kompensiert wer-
den.
• Aus den Bandstruktur-Rechnungen geht hervor, daß praktisch keine
d(t2g)-Lo¨cher vorhanden sind. Wa¨ren diese nennenswert vorhanden, so
wu¨rde man eine antiferromagnetische Kopplung erwarten. Ob diese Lo¨-
cher u¨ber Spin-Bahn-Kopplung bewirkt werden, muß na¨her untersucht
werden.
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4.6 Die Quasiteilchen-Bandstrukturen
Ein weiteres Ergebnis, welches viele Ru¨ckschlu¨sse auf die Eigenschaften von
Festko¨rpern zula¨ßt, sind die Quasiteilchen-Bandstrukturen. Hierzu wurden
zur Veranschaulichung zwei Richtungen durch die Brillouinzone ausgewa¨hlt.
Es wurde eine kubische Brillouinzone zugrundegelegt, da ARPES-Ergebnisse
in der kubischen Brillouinzone angegeben sind. Eigentlich mu¨ßte eine trigo-
nale Brillouinzone gewa¨hlt werden, die der magnetischen AF-2-Struktur (vgl.
Abb. 2.2) entspricht.
Abbildung 4.15: Darstellung der Brillouinzone einer kubisch-fla¨chenzen-
trierten (fcc) Kristallstruktur [91].
Zum einen wird die in kubischer Symmetrie ∆-Linie genannte Richtung, wel-
che entlang der (00ξ)-Richtung verla¨uft, betrachtet und zum anderen die
der Σ-Linie entsprechende die (ξξ0)-Richtung. Zum Vergleich werden die ex-
perimentell bestimmten Quasiteilchen-Bandstrukturen in den entsprechen-
den Richtungen herangezogen. Diese experimentellen Daten wurden aus ei-
ner Arbeit von Shen et al. [92] redigitalisiert. Die Gutzwiller-Quasiteilchen-
Bandstrukturen aus den charge flow-Rechnungen und die experimentellen
Datenpunkte sind in Abbildung 4.16 dargestellt.
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Die absoluten Energien sind jedoch in der Arbeit von Shen et al. an die in
dieser Arbeit bestimmten DFT-Bandstrukturen angepaßt. Verschiebt man
die experimentell bestimmten Ba¨nder um -300meV fu¨r einen Vergleich im
charge flow-Fall, so erha¨lt man Abbildung 4.17.
Die mittels der chemical potential-Methode bestimmte Quasiteilchen-Band-
struktur mit den redigitalisierten und an die Fermienergie angepaßten Daten
aus der Arbeit von Shen et. al. [92] ist in Abbildung 4.18 dargestellt. Die
Daten wurden in diesem Fall jedoch nur um −130meV verschoben, da die
Fermienergie im chemical potential-Fall um 170meV niedriger lag und eine
Verschiebung um −130meV somit konsistent ist zum charge flow-Fall, in
dem die experimentellen Daten um −300meV verschoben wurden. Durch
Verschiebung des Nullpunktes der experimentellen Daten la¨ßt sich eine gute
U¨bereinstimmung mit den Gutzwiller-Ba¨ndern erzielen.
Die Unterschiede der beiden Abbildungen 4.17 und 4.18 liegen im wesentli-
chen in den geringfu¨gig variierenden a¨ußeren Variationsparametern begru¨n-
det, was zu leichten Verschiebungen der Ba¨nder fu¨hrt. Die Ergebnisse unter-
streichen wieder die A¨quivalenz der beiden Varianten bezu¨glich der Quasi-
teilchenba¨nder.
Andererseits gibt es auf Seiten der experimentellen Daten einige Fragen, die
nicht gekla¨rt sind. NiO ist ein Isolator, so daß eine Beeinflussung der Ergeb-
nisse wa¨hrend einer Meßreihe durch elektrostatische Aufladungseffekte nicht
auszuschließen ist. Andererseits sind gerade im energetisch tiefer liegenden
Bereich die in [92] angegebenen Resonanzen innerhalb der Rohdaten sehr
breit, so daß die experimentell bestimmten Quasiteilchen-Ba¨nder weit unter-
halb der Fermi-Energie einen relativ großen Fehler-Bereich haben (vgl. Abb.
4.19).
Es ist ebenfalls nicht gekla¨rt, ob das ho¨chstgelegene experimentelle Band,
das praktisch keine Dispersion zeigt, ein Oberfla¨chenzustand ist.
Die Bandbreite stimmt zwischen den experimentellen und theoretischen Da-
ten gut u¨berein. Die starke Banddispersion der tiefliegenden Sauerstoff-p-
artigen Ba¨nder, insbesondere entlang der (00ξ)-Linie, in den ARPES-Daten
wird vom Gutzwillerverfahren nicht wiedergegeben. Sie ist allerdings von sehr
schwach strukturierten Rohdaten abgeleitet und sollte von experimenteller
Seite u¨berpru¨ft werden.
Eine weitere Fragestellung ist der orbitale Charakter der Ba¨nder. Hierzu wur-
den die Beitra¨ge der verschiedenen Zusta¨nde an jedem k-Punkt ausgewertet.
Abbildung 4.20 zeigt zuna¨chst die Majorita¨ts-Zusta¨nde des Nickels. Die t2g-
Zusta¨nde liegen dabei in einem breiten Bereich unterhalb der Fermikante.
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Die besetzten eg-Zusta¨nde bilden einen engen Bereich weit unterhalb der
Fermienergie, entsprechend der hohen Austauschaufspaltung.
In der darauf folgenden Abbildung 4.21 sind Minorita¨ts-Zusta¨nde des Nickels
dargestellt. Die t2g-Zusta¨nde bleiben dabei nahezu unvera¨ndert in dem brei-
ten Bereich unterhalb der Fermienergie und die eg-Zusta¨nde bilden ein Band
von Zusta¨nden oberhalb der Fermi-Kante. In den beiden darauf folgenden
Abbildungen 4.22 und 4.23 sind die Hybridisierungen der eg- und t2g-Orbitale
mit den p-Orbitalen der Sauerstoff-Ionen dargestellt.
Ein weiterer Aspekt ist die durch die magnetische Ordnung vergro¨ßerte Ein-
heitszelle von einer kubisch-fla¨chenzentrierten (vgl. Abb. 2.2) zu einer trigo-
nalen. Die Stapelung der ferromagnetischen Ebenen in (111)-Richtung ver-
mindert die Symmetrie und vergro¨ßert die Einheitszelle auf 8 Formeleinhei-
ten.
Hierbei wird beispielsweise der in kubischer Notation X-Punkt genannte
Punkt im k-Raum an den verschiedenen urspru¨nglich a¨quivalenten Punk-
ten ([100] ≡ [010] ≡ [001] ≡ [110] ≡ [11¯0] etc.) unterschiedlich. Die Punkte
[001] und [110] bleiben trotz magnetischer Ordnung a¨quivalent.
So unterscheiden sich beispielsweise die Richtungen (ξξ0) und (ξξ¯0) und auch
die Punkte [110] 6= [11¯0]. Diese teilweise erheblichen Unterschiede sind in
Abbildung 4.24 dargestellt.
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Abbildung 4.16: Vergleich der mittels der charge flow-Methode berechneten
Quasiteilchen-Bandstruktur mit redigitalisierten Daten aus Shen et al. [92]
ohne Verschiebung des Nullpunktes.
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Abbildung 4.17: Vergleich der mittels der charge flow-Methode berechneten
Quasiteilchen-Bandstruktur mit energetisch um -300meV verschobenen re-
digitalisierten Daten aus Shen et al. [92].
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Abbildung 4.18: Vergleich der im chemical potential-Fall berechneten Quasi-
teilchen-Bandstruktur mit energetisch um −130meV verschobenen redigita-
lisierten Daten aus Shen et al. [92].
70 KAPITEL 4. NUMERISCHE ERGEBNISSE
Abbildung 4.19: Rohdaten der Photo-Elektronen-Spektroskopie (PES) von
Shen et al. [92] in (100)-Richtung. Das mit ”E” markierte und mit schwarz
ausgefu¨llten Kreisen angedeutete energetisch tief liegende Band ist keines-
wegs sehr deutlich zu erkennen.
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Abbildung 4.20: Nickel eg- (∇) und t2g- (∆) Majorita¨ts-Anteile (spin-up). Die
verschiedenen Symbole sind bei reinem Zustand alle gleich groß und werden
mit abnehmendem Anteil entsprechend kleiner.
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Abbildung 4.21: Nickel eg- (∇) und t2g- (∆) Minorita¨ts-Anteile (spin-down).
Die verschiedenen Symbole sind bei reinem Zustand alle gleich groß und
werden mit abnehmendem Anteil entsprechend kleiner.
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Abbildung 4.22: Nickel eg- (∇) und Sauerstoff-p- (2) Anteile. Die verschie-
denen Symbole sind bei reinem Zustand alle gleich groß und werden mit
abnehmendem Anteil entsprechend kleiner.
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Abbildung 4.23: Nickel t2g- (∆) und Sauerstoff-p- (2) Anteile. Die verschie-
denen Symbole sind bei reinem Zustand alle gleich groß und werden mit
abnehmendem Anteil entsprechend kleiner.
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Abbildung 4.24: Quasiteilchenba¨nder in den nicht-a¨quivalenten Richtungen
(ξξ0) und (ξξ¯0).
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Kapitel 5
Zusammenfassung
In dieser Arbeit wird die Multiband-Gutzwiller-Variationsmethode zur
Berechnung der Grundzustandseigenschaften von NiO angewandt. Die
Gutzwiller-Methode modifiziert die Bewegung der Valenzelektronen durch
den Festko¨rper dadurch, daß diese lokal die atomaren Vielteilchenzusta¨nde
einer offenen Valenzelektronenschale einnehmen. Deren Besetzungen (ca. 210
Zusta¨nde bei U¨bergangsmetallatomen) sind Variationsparameter, sogenann-
te innere Variationsparameter. Weitere (a¨ußere) Variationsparameter sind
in der Struktur der vorgegebenen Testwellenfunktion zu finden, wie etwa
die Austauschaufspaltungen bei Wellenfunktionen fu¨r magnetische Zusta¨n-
de. Der Grenzfall einer statistischen Besetzung der Vielteilchenzusta¨nde ist
a¨quivalent zur Hartree-Fock-Theorie.
Ziele der Arbeit waren in programmtechnischer Sicht
(i) das vorhandene Programm auf ein Material mit mehreren nichta¨quiva-
lenten Atomen zu erweitern.
(ii) dabei ein mo¨glichst effizientes Verfahren zur Bestimmung der a¨ußeren
Variationsparameter zu entwickeln.
Bezu¨glich der physikalischen Fragestellungen waren die Ziele:
(i) die Anregungslu¨cke des Mott-Hubbard-Isolators NiO besser zu beschrei-
ben als die u¨bliche Dichte-Funktional-Theorie (DFT ) und ihre Erwei-
terungen.
(ii) totale Energierechnungen fu¨r verschiedene magnetische Strukturen
durchzufu¨hren mit dem Ziel, die Parameter eines Heisenberg-Modells
fu¨r NiO zu ermitteln.
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(iii) die Gutzwiller Quasiteilchenba¨nder zu berechnen und mit den vorhan-
denen experimentellen Daten zu vergleichen.
Es zeigte sich, daß das bei metallischem Nickel bewa¨hrte Verfahren, die Par-
tialladung der d-Orbitale auf die DFT -Werte aus unmagnetischen Rech-
nungen zu fixieren und in den magnetischen Rechnungen unvera¨ndert zu
lassen, fu¨r NiO keine brauchbare Vorgehensweise darstellt. Fu¨r unmagneti-
sches NiO, das metallisch ist, ergibt sich in DFT -Rechnungen nur etwa 1
Lochelektron in der d-Schale. Dies ermo¨glicht ein maximales magnetisches
Moment von µ ≈ 1µBohr, was im Widerspruch zu experimentellen Werten
von µNiO ≈ 1.9µBohr [79, 80] steht. Somit muß zwischen Rechnungen fu¨r
unmagnetisches NiO und fu¨r antiferromagnetisches NiO ein betra¨chtlicher
Ladungsfluß von der Ni d-Schale zur O p-Schale stattfinden ko¨nnen, der ge-
eignet beru¨cksichtigt werden muß. Dies fu¨hrte zur Entwicklung der charge
flow-Methode.
In dieser Methode wird bei der Minimierung ein Ladungsfluß gestat-
tet. Da aber im Multiband-Hamiltonian, aufgrund der vereinfachenden
Beschra¨nkung auf lokale Coulombwechselwirkung, die Elektron-Elektron-
Wechselwirkung nicht vollsta¨ndig beru¨cksichtigt wird, muß ein Kompensa-
tionsterm EWW in der Gesamtenergie eingefu¨gt werden. In Analogie zur
Wechselwirkung innerhalb der d-Schale (≈ 1
2
A(nd)
2) wurde ein pha¨nome-
nologisches Modell (vgl. Gl. 2.32) entwickelt, welches auf einfache Wei-
se die unberu¨cksichtigte p-d- und p-p-Wechselwirkung mittels der Terme
Apd nd np + Ap n
2
p beschreibt. Mit Ap = Apd kann der Wert von Apd dadurch
bestimmt werden, daß im unmagnetischen Fall die DFT -Partialladungen re-
produziert werden. Die Minimierung erfolgt dann unter Einbeziehung von
EWW in die Gesamtenergie. Werte von Ap/Apd im Bereich 0.5 ≤ Ap/Apd ≤ 1
vera¨ndern die berechneten physikalischen Gro¨ßen nur insignifikant.
Es entstand wa¨hrend der Entwicklung der charge flow-Methode auch die
Idee das bewa¨hrte Verfahren der chemischen Potentiale alternativ zu erhal-
ten. Denn sind physikalisch sinnvolle d-Partialladungen bekannt (im Bereich
nd ≈ 8.3, entsprechend 1.7 Lochelektronen), so kann wieder die sogenannte
chemical potential-Methode benutzt werden, unter Vorgabe eines nd-Wertes.
Aus Sicht der Programmentwicklung wurden dem in der Arbeitsgruppe vor-
handenen Programm fu¨r ferromagnetisches Nickel Erweiterungen hinzuge-
fu¨gt, die auch die variationelle Behandlung eines zweiten nichta¨quivalenten
Atoms, dem Sauerstoff, mittels der Gutzwiller-Methode erlaubt.
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Ein weiteres Entwicklungsziel bei diesem bereits bei NiO recht aufwendigen
Minimierungsproblem ist die automatisierte Durchfu¨hrung der a¨ußeren Va-
riation, optional unter vorgegebenen Nebenbedingungen.
Bisher wurde ein mehrdimensionaler Parameterraum meist ”per Hand”mini-
miert, was eine sta¨ndige Bescha¨ftigung mit den Zwischenresultaten wa¨hrend
der Minimierung bedeutete.
Eine Alternative war, eine automatisierte Minimierung mittels Auswu¨rfeln
der a¨ußeren Parametersa¨tze durchzufu¨hren. Dies beno¨tigt aber sehr viele
Berechnungen (À 100) und damit sehr lange Rechenzeiten.
Um diesen beiden ineffektiven Alternativen zu entgehen, wurde versucht, ein
automatisiertes Interpolationsverfahren umzusetzen. Hierzu wurden quadra-
tische Interpolationsfunktionen fu¨r die Energien (vgl. Gl. 4.1 und 4.3) und
lineare fu¨r die Magnetisierung (Gl. 4.2 und 4.4) in Abha¨ngigkeit der a¨ußeren
Variationsparameter angepaßt, um mittels Lagrange-Parameter die Lage des
Minimums in dem Multiparameterraum unter festgehaltener, vorgegebener
Magnetisierung mo¨glichst einfach abscha¨tzen zu ko¨nnen.
Dieses im Rahmen der Arbeit entwickelte Verfahren ist zuna¨chst auf eine
von der Anzahl der a¨ußeren Variationsparameter abha¨ngige Zahl von Da-
tenpunkten innerhalb des Multiparameterraums angewiesen. Das Verfahren
spielt jedoch seine Sta¨rke in der Beru¨cksichtigung des konstanten Moments
innerhalb weniger Iterationsschritte bereits aus, da es das Minimum in etwa
80-100 Berechnungen von a¨ußeren Variationsparametersa¨tzen erreicht, ohne
daß der Anwender eingreifen muß.
Im Abschnitt 4.1 wurden zuna¨chst die Ergebnisse der a¨ußeren Minimie-
rung mittels der charge flow- und der chemical potential-Methode vorgestellt,
die im direkten Vergleich a¨quivalente Ergebnisse liefern. Unsere Ergebnisse
zeigen dabei wichtige Unterschiede zur DFT . SDFT -Ergebnisse [64] besa-
gen, daß eine isotrope Austauschaufspaltung von ∆SDFTex ≈ 1 eV fu¨r bei-
de Orbitalsorten gleichma¨ßig vorliegt. Im Gegensatz dazu wurde eine große
Austauschaufspaltung der eg-Orbitale im Bereich von ∆eg ≈ 4-5 eV gegen-
u¨ber einer unbedeutenden Austauschaufspaltung der t2g-Orbitale von ∆t2g≈
100meV gefunden. Dem Variationsparameter der Austauschaufspaltung der
eg-Orbitale kommt bei der Minimierung somit eine besondere Bedeutung zu.
Die eg-Orbitale sind die Schlu¨sselorbitale fu¨r den Magnetismus in NiO. Die
Kristallfeld-Aufspaltung und die Sauerstoff-p-Orbital-Verschiebung haben in-
nerhalb des charge flow-Verfahrens zwar auch einen erheblichen Einfluß auf
das magnetische Moment und die Gesamtenergie, die Werte sind jedoch ab-
solut sehr viel kleiner, so daß ihre Bedeutung fu¨r die Minimierung nicht so
signifikant ist. Wieder wird also eine starke Anisotropie der Austauschauf-
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spaltungen gefunden, im Gegensatz zu fm Nickel, wo ∆ex(t2g) ≈ 2.5 ·∆ex(eg)
gilt, gilt fu¨r NiO ∆ex(eg) À ∆ex(t2g). Das bei den Rechnungen zugrundege-
legte (spin-only) magnetische Moment liegt bei µ ≈ 1.65µBohr. Bei einem
gefundenen orbitalen Moment von µorb ≈ 0.25µBohr [79, 80] ergibt sich also
gute U¨bereinstimmung mit dem experimentellen spin-only Moment.
Ein wichtiges Ziel dieser Arbeit war, die von SDFT und LDA-GW stark fehl-
eingescha¨tzte Anregungslu¨cke besser zu beschreiben. Experimentelle Werte
liegen bei ca. 3.5 eV. Die Betrachtung der Zustandsdichten (Abb. 4.6 und
4.10) deutete bereits eine deutliche Anregungslu¨cke an, auch wenn die dort
erkennbare Bandlu¨cke nur die Differenz zwischen den besetzten und unbe-
setzten N -Teilchenzusta¨nden darstellt. Die eigentliche Anregungslu¨cke, die
die beno¨tigte Energie wiedergibt, um in ein N + 1-Teilchensystem u¨berzu-
gehen, wurde im Rahmen des charge flow-Verfahrens bestimmt. Die Anre-
gungslu¨cke wurde als Differenz der chemischen Potentiale bei N = 14 − δ
Valenzelektronen und bei N = 14 + δ bestimmt. Es konnte in der Tat eine
Anregungslu¨cke nahe bei 3.5 eV bestimmt werden.
Dabei wurde u¨berpru¨ft, inwieweit der Wert des Racah-Parameters A (ent-
spricht dem Hubbard U) die Gro¨ße der Anregungslu¨cke beeinflußt. Es zeigt
sich, daß Werte A = 10-12 eV die Anregungslu¨cke bei 3.5-4 eV ergeben, wa¨h-
rend A = 15 eV den Wert von ca. 5.5 eV liefert. In diesem Rahmen wurde
auch der Einfluß eines Racah-Parameters A am Sauerstoff untersucht, da
hierfu¨r in der Literatur Werte von 5-8 eV zu finden sind (aus der Interpreta-
tion von spektroskopischen Daten [75,76]). In diesem Bereich von AO-Werten
treten keine qualitativen A¨nderungen der berechneten Grundzustandsgro¨ßen
im Vergleich zu AO = 0 Rechnungen auf. Der zweite Racah-Parameter BO
ist vo¨llig unbedeutend.
In der Literatur wird NiO ha¨ufig als Beispiel fu¨r einen Mott-Hubbard-Isolator
genannt [21,22] und im Gegensatz zu SDFT -Rechnungen wird dieses Materi-
al und die Anregungslu¨cke im Rahmen des Gutzwiller-Variations-Verfahrens
auch so wiedergegeben. Der Gutzwiller-Variationsformalismus ist somit nicht
nur in der Lage ferromagnetische, metallische Systeme zu beschreiben, son-
dern kann auch (antiferro-) magnetische Isolatoren beschreiben, wobei der
(nicht-)metallische Zustand kein ”input” sondern ”output” der Methode ist.
Obwohl das NiO nahe am Hartree-Fock-Limit der Gutzwiller Methode liegt
(Energieabsenkung durch Austauschaufspaltung ca. 3 eV gegenu¨ber Ener-
gieabsenkung durch Umbesetzung der Vielelektronenzusta¨nde von 0.25 eV)
findet man auch fu¨r NiO eine deutliche Unterdru¨ckung der Ladungsfluktua-
tionen im Vergleich zum HF-Limit. Dies zeigt sich in deutlich reduzierten d7-
und d10-Besetzungen.
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Der bedeutsamste Zustand innerhalb der d8-Multipletts ist der, der aus den
beiden eg-Lochzusta¨nden gebildet wird. Innerhalb der d
9-Multipletts sind die
wichtigsten Zusta¨nde die mit jeweils einem eg-Minorita¨tsloch. Die Mischung
aus d8- und d9-Besetzungen ist Ausdruck der restlichen kovalenten Bindung
zwischen den Nickel- und Sauerstoff-Ionen, die zur magnetischen Kopplung
der Ni-Spins fu¨hrt.
Mit der Gutzwiller-Methode ko¨nnen in der Tat die Kopplungskonstanten
J1NN und J2NN fu¨r ein Heisenbergmodell fu¨r die na¨chsten (1NN) und u¨ber-
na¨chsten (2NN) Nachbarn zufriedenstellend abgescha¨tzt werden. Dies wurde
durch Rechnungen an speziellen magnetischen Strukturen gezeigt.
Gerade die große J2NN -Kopplung stimmt sehr gut mit dem experimentellen
Wert aus Neutronen-Streuexperimenten [68] u¨berein. Bei der sehr kleinen
J1NN -Kopplung wird die Gro¨ßenordnung richtig wiedergegeben, jedoch stellt
sich das falsche Vorzeichen ein. Dies kann ein Problem der implizierten Na¨-
herungen sein, denn bei den Rechnungen von ferromagnetischen Strukturen
nahm der Sauerstoff ein magnetisches Moment von ca. 0.2µBohr ein, was nicht
kompensiert wurde.
Die Gutzwiller-Quasiteilchenba¨nder wurden mit beiden Verfahren, chemical
potential und charge flow berechnet und zeigen sehr a¨hnliches Dispersionsver-
halten. Die Bandbreite stimmt mit der mittels PES gemessenen experimen-
tellen Bandbreite sehr gut u¨berein. Die Gutzwiller-Ba¨nder beinhalten nahe
der Fermienergie Ni-t2g-Ba¨nder, die fast keine Austauschaufspaltung haben,
und stark abgesenkte Ni-eg-Majorita¨tsba¨nder mit starker O-p-Beimischung.
Die Ni-eg-Minorita¨tsba¨nder sind unbesetzt. Dagegen zeigen die SDFT Re-
sultate fu¨r dieNi-t2g-Ba¨nder eine Austauschaufspaltung von etwa 1 eV, eben-
so fu¨r die Ni-eg-Ba¨nder. Diese liegen daher energetisch viel ho¨her als die
Gutzwiller-Ba¨nder.
Die ARPES Resultate von 1991 [92] wurden im Lichte der SDFT -Ba¨nder
interpretiert, was bei den tiefliegenden O-p-Ba¨ndern zu einem anderen E(~k)
Verlauf als bei den Gutzwiller-Ba¨ndern fu¨hrt. Allerdings sind die entspre-
chenden Strukturen in den Rohdaten sehr wenig ausgepra¨gt. Die bisherigen
ARPES Daten sind auch zu wenig genau, um die Frage zu kla¨ren, wie ani-
sotrop die Austauschaufspaltung in NiO ist. Eine genauere experimentelle
Studie, die auch den Orbitalcharakter der Ba¨nder u¨berpru¨ft und mo¨gliche
Oberfla¨cheneffekte ausschließt, wa¨re hierzu dringend notwendig.
Parallel zu dieser Arbeit wurde bereits an einer Erweiterung des urspru¨ngli-
chen Prototyp-Programms fu¨r Nickel gearbeitet. Diese Erweiterung bestand
einerseits in einer Verallgemeinerung der einzelnen Programmroutinen. Diese
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Verallgemeinerungen hatten den Zweck die Routinen besser in der Geschwin-
digkeit und der Speicherausnutzung optimieren zu ko¨nnen und die fu¨r Nickel
spezifischen Anteile allgemeiner zu formulieren und vorzugeben, so daß ein
U¨bergang auf andere Materialsysteme einfacher wird. Neben dieser numeri-
schen Verbesserung bestanden die Erweiterungen des Programms auf physi-
kalischer Seite in der Integration der Spin-Bahn-Kopplung in die Berechnung.
Erste Ergebnisse hierzu sind in [60] bereits vero¨ffentlicht.
Diese Erweiterungsschritte sind auch fu¨r das im Rahmen dieser Arbeit ent-
wickelte Programm angedacht und auch schon teilweise erfolgt. Erste Ergeb-
nisse aus Testla¨ufen der Spin-Bahn-Erweiterung deuten auch bei NiO auf
einen erheblichen Anteil des orbitalen Moments (ca. 0.20µBohr) am Gesamt-
moment hin.
Die Beru¨cksichtigung der Spin-Bahn-Kopplung bietet die Mo¨glichkeit, auf die
derzeit verwendete Zwangsbedingung des fixierten magnetischen Moments
bei der a¨ußeren Minimierung zu verzichten, was diesen Prozeß zwar einerseits
vereinfacht, aber andererseits neue a¨ußere Variationsparameter bedingt, so
daß Steigerungen in der Leistung moderner Computer nach wie vor hilfreich
sind.
Anhang A
Die Hund’schen Regeln
Diese Regeln stellte Friedrich Hund anhand von Untersuchungen spektrosko-
pischer Daten von Atomen mit offenen Elektronen-Schalen fest [93]. Sie sind
in der genannten Reihenfolge zu befolgen.
1. Die Einzelspins si jedes Elektrons einer Schale kombinieren zum ma-
ximalen Gesamtspin S =
∑
i
si, der nach dem Pauli-Prinzip mo¨glich
ist.
2. Die Projektion der Bahndrehimpulse auf eine gegebene Richtung, also
die magnetischen Quantenzahlen, kombinieren zum maximalen Bahn-
drehimpuls L =
∑
i
li, der mit dem Pauli-Prinzip und dem ersten Satz
vertra¨glich ist.
3. Der Gesamtdrehimpuls ist J = L−S, wenn die Schale weniger als halb
und J = L+ S, wenn sie mehr als halb gefu¨llt ist.
Auch wenn diese Regeln Ergebnisse quantenmechanischer Prozesse beschrei-
ben, so ist es dennoch mo¨glich sich deren Bedeutung klassisch zu veran-
schaulichen. Ausgangspunkt fu¨r diese U¨berlegungen ist die elektrostatische
Abstoßung der Elektronen.
Die erste Regel stellt hierbei zuna¨chst sicher, daß die Elektronen innerhalb
einer Schale aufgrund des Pauli-Prinzips ungleiche Werte fu¨r die Quanten-
zahlen ml, also unterschiedliche ra¨umliche Bahnen, einnehmen mu¨ssen da
sonst alle Quantenzahlen einschließlich der Spinquantenzahlen s identisch
wa¨ren. Hinter den verschiedenen ra¨umlichen Bahnen steht jedoch auch die
Minimierung der elektrostatischen Energie aufgrund gro¨ßeren Abstandes der
Elektronen. Betrachtet man dies aus Sicht des Ortsraumes, so begu¨nstigt
die Coulombkraft im Ortsraum einen mo¨glichst antisymmetrischen Zustand
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und damit nach der Pauliregel im Spinraum einen mo¨glichst symmetrischen
Zustand, welcher durch mo¨glichst großen Gesamtspin realisiert wird.
Die zweite Regel bringt zum Ausdruck, daß es fu¨r die Elektronen energetisch
gu¨nstiger ist, wenn sie sich im gleichen Umlaufsinn um den Atomkern be-
wegen und sich nicht “begegnen”, indem sie sich gegenla¨ufig um den Kern
bewegen. In der klassischen Betrachtung einer Bewegung im Zentralkraftfeld
beschreibt der Drehimpuls die kleine Halbachse der Ellipsenbahn. Maximaler
Drehimpuls fu¨hrt zu kreisfo¨rmigeren Bahnen. Die Elektronen versuchen nach
der zweiten Regel, entsprechend dem semiklassischen Bohr’schen Atommo-
del, mo¨glichst Kreisbahnen um den Atomkern einzunehmen und auf diese
Weise ihre Gesamtenergie zu minimieren. Auch diese Regel ist somit eine
Konsequenz der Coulomb-Wechselwirkung der Elektronen untereinander.
Hinter der dritten Regel steht ein relativistischer Effekt, die Spin-Bahn-
Kopplung. Der Atomkern stellt aus der Sicht eines umlaufenden Elektrons
betrachtet eine sich bewegende elektrische Ladung dar, die ein Magnetfeld
mit sich fu¨hrt. Dieses Magnetfeld ist jedoch dem magnetischen Moment der
Elektronenbahn entgegengesetzt. Daher richten sich die Spin- und Bahnmo-
mente antiparallel zueinander aus. Ist die Orbitalschale des Kerns nun noch
nicht halb gefu¨llt, so ist daher auch der Gesamtspin dem Gesamtdrehimpuls
entgegengerichtet. Eine halbgefu¨llte Schale hat in diesem Fall maximalen
Spin (nach der ersten Regel) und fu¨r den Bahndrehimpuls gilt L = 0. Fu¨llt
sich die Schale nun weiter, so mu¨ssen nach dem Pauliprinzip die Spins anti-
parallel zum Gesamtspin sein. Der Bahndrehimpuls L dieser Elektronen ist
dann jedoch parallel zum Gesamtspin S und der Gesamtdrehimpuls J betra¨gt
J = L+ S.
In einer spektroskopischen Betrachtung der zuna¨chst entarteten Zusta¨nde
mit gleicher Drehimpulsquantenzahl l, welches ein zufa¨lliges Artefakt des 1
r
-
Potentials der Coulomb-Wechselwirkung ist, sorgt die Spin-Bahn-Kopplung
zu einer Aufspaltung dieser zuna¨chst entarteten Zusta¨nde. Hierbei entsteht
die sogenannte Feinstruktur. Die dritte Regel ist die mathematische Konse-
quenz der bevorzugten Besetzung der energetisch niedrigsten Feinstruktur-
Zusta¨nde.
In dem Verhalten in der dritten Regel kommt zum Ausdruck, daß die Rei-
henfolge der Regeln eine wichtige Rolle spielt, denn es zeigt sich, daß bei-
spielsweise bei halber Fu¨llung einer Schale die erste Regel oberste Priorita¨t
hat und der Gesamtspin maximal wird. Erst nach dieser Maximierung wird
der nun noch mit der ersten Regel vertra¨gliche maximale Bahndrehimpuls L
bestimmt. Regel 3 ist erst nach der Bestimmung von S und L auswertbar.
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Die erste Regel ist aber auch aus quantenmechanischer Sicht ein wesentli-
cher Aspekt, denn die geforderte Maximierung des Gesamtspins fu¨hrt zu ei-
ner mo¨glichst symmetrischen Spinwellenfunktion. Da die Gesamtwellenfunk-
tion fu¨r Fermionen jedoch antisymmetrisch werden muß, ermo¨glicht dies eine
mo¨glichst unsymmetrische Ortswellenfunktion, welche mit einem mo¨glichst
großen mittleren Abstand der Elektronen einhergeht. Damit ist der klassi-
sche Grenzfall, daß sich Elektronen aufgrund gleicher Ladung mo¨glichst weit
voneinander abstoßen, auch aus quantenmechanischer Sicht erfu¨llt.
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Anhang B
Der LDA-Formalismus
Betrachtet man eine Ansammlung von Atomen, beispielsweise ein Kristall-
gitter, so besteht dieses System bei genauerem Hinsehen aus Elektronen und
Atomkernen. Diese wechselwirken u¨ber die Coulombwechselwirkung. Die Ge-
samtenergie des Systems, die u¨ber den Hamiltonoperator beschrieben wird,
entha¨lt somit Terme der Bewegung der Teilchen, also Beitra¨ge der kinetischen
Energie, und Summanden des Coulombpotentials zwischen den verschiede-
nen geladenen Teilchen, die Potentialbeitra¨ge. Fu¨r solch ein System la¨ßt sich
der Hamiltonoperator aufgrund dieser einfachen Betrachtungsweise wie folgt
aufschreiben:
Hˆ = Tˆe + TˆIon + Vˆe,e({~r}) + VˆIon,Ion({~R}) + Vˆe,Ion({~r}, {~R}) (B.1)
Hierbei beschreiben die Operatoren Tˆ die kinetische Energie und die Opera-
toren Vˆ die potentielle Energie. Die Indizes beschreiben den Bezug auf die
Valenzelektronen (e), die Ionen (Ion) und die Wechselwirkung zwischen bei-
den. Die Ortskoordinaten der Elektronen und Ionenru¨mpfe werden durch die
Koordinaten {~r} und {~R} beschrieben.
Born und Oppenheimer fu¨hrten 1927 zur Vereinfachung dieser Beschreibung
die sogenannte adiabatische Na¨herung [94] ein, bei der man die Masse der
Elektronen gegenu¨ber der Masse der Ionenru¨mpfe vernachla¨ssigt und die
Elektronen somit der Bewegung der Ionen sofort ohne Zeitverzo¨gerung folgen.
Diese Annahme ermo¨glicht es das elektronische System von dem ionischen
System innerhalb dieser Na¨herung zu entkoppeln. Die Elektronen befinden
sich quasi in einem ionischen Hintergrundpotential. Die Gesamtenergie des
Systems la¨ßt sich unter diesen Gegebenheiten als Summe der Wechselwir-
kungen der Ionen untereinander und der Energie des elektronischen Systems
beschreiben, welches jedoch von der Ionenanordnung abha¨ngt.
Etot({~R}) = TˆIon + VˆIon,Ion({~R}) + Ee({~R}) (B.2)
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Mit diesem Schritt verschiebt sich das Problem auf die Bestimmung der Ener-
gie des elektronischen Systems Ee({~R}).
Fu¨r die Elektronen sieht der Hamilton-Operator folgendermaßen aus:
He =
N∑
i=1
− ~
2
2m
∇2ri +
1
2
e2
4pi²0
N∑
i,j
j 6=i
1
|~ri − ~rj| + v(ri) (B.3)
Die entsprechende Vielteilchen-Schro¨dingergleichung lautet
HeΦ = EeΦ (B.4)
Beschra¨nkt man sich zuna¨chst zur Vereinfachung der Darstellung auf den
nichtmagnetischen Fall, so sind die Dichten der Elektronen mit spin-up und
spin-down gleich.
n↑(r) = n↓(r) (B.5)
Die Elektronendichte bestimmt sich somit durch
n(~r) =< Φ|
∑
i
δ(~r − ~ri)|Φ > (B.6)
Hohenberg und Kohn zeigten in ihrem Theorem, daß der Hamiltonoperator
der Elektronen ein Funktional der Dichte n(~r) ist.
< Φ|He|Φ >= Ev[n] =
∫
v(~r)n(~r) d3r + F [n] (B.7)
mit dem universellen, systemunabha¨ngigen Funktional der Elektronen
F [n] =< Φ|T e + Ve,e|Φ > (B.8)
und dem durch den Hintergrund der Ionen bestimmten Potential v(~r). Es
la¨ßt sich zeigen, daß die Wellenfunktion |Φ > somit auch ein Funktional der
Dichte wird.
Die Grundzustandsenergie Ee0 erha¨lt man als Minimum des Energiefunktio-
nals E0[n] bezu¨glich der Dichte n(r) bei konstanter Teilchenzahl.
δ
{
Ev[n]− µ
(∫
n(~r)d3r −N
)}
= 0 (B.9)
Die Energie des Grundzustand bestimmt sich nach Kohn und Sham wie folgt:
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E0[n] = T [n] +
∫
v(~r)n(~r) d3r + EHartree[n] + EXC [n] (B.10)
Der Hartree-Beitrag beschreibt hierbei die dichteabha¨ngige Wechselwirkungs-
energie der Elektronen untereinander.
EHartree[n] =
1
2
e2
4pi²0
∫ ∫
n(~r)n(~r ′)
|~r − ~r ′| d
3r d3r′ (B.11)
Der letzte Term in Gleichung B.10 steht fu¨r das Austausch- und Korrelati-
onspotential, welches die Austausch-Wechselwirkung nach dem Pauli-Prinzip
und die Korrelationsbeitra¨ge der Coulomb-Wechselwirkung beschreibt. Auf
dieser Grundlage la¨ßt sich ein effektives Potential
veff (r) = v(r) +
e2
4pi²0
∫
n(~r ′)
|~r − ~r ′| d
3r′ +
δEXC [n]
δn(r)
(B.12)
definieren.
Damit ergibt sich die zu lo¨sende Schro¨dinger-Gleichung
{
− ~
2
2m
∇2 + veff (r)
}
φo,i = ²o,i φo,i. (B.13)
Diese Gleichung ist in der Literatur auch unter dem Namen Kohn-Sham-
Gleichung bekannt. Die selbstkonsistente Bestimmung der Eigenwerte ²0,i
liefert eine Beschreibung der gesuchten Energie Ee({~R}).
Die Eigenwerte selbst liefern Informationen u¨ber die Bandstruktur des Sy-
stems, wobei die Bandstrukturenergie als Summe der besetzten Eigenzusta¨n-
de mittels der Fermi-Besetzungsfunktion f~k,i bestimmbar ist.
EBdStrukt. =
∑
~k,i
²~k,i f~k,i (B.14)
Bevor man jedoch Gleichung B.13 lo¨sen kann, muß man sich u¨ber den im
effektiven Potential versteckten Beitrag der Austausch-Korrelations-Energie
Gedanken machen.
Fu¨r diesen Term gibt es im Allgemeinen keinen klar definierten Ausdruck.
Kohn und Sham schlugen 1965 eine Abha¨ngigkeit von der lokalen Elektro-
nendichte vor, analog zum Elektronengas (local density approximation) [95].
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EXCLDA[n] =
∫
²XCLDA[n]n(~r) d
3r (B.15)
Faßt man nun den Erwartungswert dieser elektronischen Beitra¨ge 〈Vˆe,e({~r})〉
mit VˆIon,Ion({~R}) zu einem neuen Potential V0({~R}) zusammen, so ergibt
sich die Gesamtenergie des Kristalls als
Etot({~R}) = V0({~R}) + EBdStrukt.({~R}) (B.16)
mit
V0({~R}) = VˆIon,Ion({~R})− 〈Vˆe,e({~r})〉. (B.17)
Mit der DFT wurden die Energieba¨nder fu¨r paramagnetisches Nickeloxid
berechnet, die dann mit einem Tight-Binding-Hamiltonian [77,78] modelliert
wurden.
Anhang C
Tight-Binding-Formalismus
Der Ansatz des tight-binding-Formalismus, der auch unter dem Namen Linear
Combination of Atomic Orbitals (LCAO) bekannt ist, stellt eine empirische
Methode dar. Man versucht hierbei eine mo¨glichst minimale Basis mit einer
minimalen Anzahl an U¨berlapp-Parametern zu verwenden, die jedoch die
Eigenschaften des Systems noch widerspiegeln. Es gilt somit eine minimale
aber gerade noch sinnvolle Basis zu finden.
Anders als beim Dichte-Funktional-Theorie-Ansatz (DFT ), welcher sich
mit all seinen Problemen durch die Allgemeinheit der Beschreibung aus
der grundlegenden Festko¨rpertheorie heraus ergibt, so ist der tight-binding-
Formalismus auf eine mo¨glichst einfache, auf das Wesentliche konzentrierte
und dadurch aber auch sehr spezielle Beschreibung von Festko¨rpern ausge-
legt.
Ausgangspunkt dieses Ansatzes sind an die Ionenru¨mpfe gebundene Elektro-
nen in wasserstoffartigen Orbitalen. Bringt man nun die Atome auf in Fest-
ko¨rpern typische Gitterkonstanten einander na¨her, so stellt sich zwangsweise
ein U¨berlapp der atomaren Wellenfunktionen ein. Durch diesen U¨berlapp
entstehen Mischzusta¨nde, die sich als Linearkombinationen der wasserstoff-
artigen atomaren orbitalen Wellenfunktionen beschreiben lassen, was fu¨r die
Namensgebung verantwortlich ist.
Der Vorteil dieser Methode ist die Beschreibung durch U¨berlapp-Parameter,
die physikalisch direkt als Wechselwirkung von benachbarten Atomen inter-
pretiert werden ko¨nnen und eine anschaulichere Betrachtungsweise liefern.
Durch die unterschiedliche ra¨umliche Geometrie der verschiedenen Orbitale
lassen sich nun eine ganze Reihe an verschieden Situationen konstruieren, wie
man zwei Atome mit je einem Orbital einander anna¨hern kann. Betrachtet
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man beispielsweise die Anna¨herung von zwei s-artigen Orbitalen, so ist die
Richtung aus der die Anna¨herung erfolgt aufgrund der radialen Symmetrie
unerheblich. Bei der gleichen U¨berlegung mit zwei p-artigen Orbitalen muß
man sich schon fragen, ob es sich um zwei gleichorientierte p-Orbitale handelt
und ob sie sich aus der Orientierungsrichtung oder senkrecht dazu einander
anna¨hern. Entlang der Orientierungsachse wird sich dabei eine σ-artige Bin-
dung einstellen und bei der orthogonalen Richtung wird sich eine pi-artige
Bindung einstellen. Da die Anzahl der Zusta¨nde erhalten bleibt bildet sich
ferner aus den zwei einzelnen Orbitalen ein bindender und ein antibinden-
der Zustand aus. Durch die Mischung der beiden Zusta¨nde entsteht in der
Regel ein energetisch abgesenkter und ein energetsich angehobener Zustand.
Der energetisch tiefere wird als der bindende und der ho¨here als der anti-
bindende bezeichnet. Die Energie um die ein Mischzustand gegenu¨ber den
Ausgangszusta¨nden abgesenkt bzw. angehoben wird richtet sich dabei nach
dem Wechselwirkungs-Hamilton-Operator.
Zur Veranschaulichung betrachte man hierzu ein Moleku¨l mit s- und p-
artigen Valenzelektronen. Das Orbital des ersten Atoms sei durch den Zu-
stand |α > und das des zweiten durch den Zustand |β > beschrieben. Diese
beiden Zusta¨nde lassen sich jeweils durch einen radialen und einen spha¨risch-
harmonischen Anteil Ylm(θ, ϕ) beschreiben, die ihren Ursprung im Atomkern
haben. Bezeichnet man den Abstandsvektor vom ersten zum zweiten Atom
mit ~d und legt die z-Achse jeweils parallel zu ~d, so kann man bei gleichge-
wa¨hlten Azimuthal-Winkeln ϕ die spha¨risch-harmonischen Anteile der Wel-
lenfunktionen der Atome A und B durch Ylm(θ, ϕ) und Yl′m′(θ
′, ϕ) schreiben.
Aufgrund der zylindrischen Symmetrie entlang der Richtung von ~d kann der
Hamilton-Operator H nicht von dem Winkel ϕ abha¨ngen. Daher muß das
Matrixelement < α|H|β > proportional dem Integral u¨ber die Azimuthal-
Wellenfunktion ei(m
′−m)ϕ sein. Da dieses Integral bis auf fu¨r den Fall m′ = m
identisch Null ist, gibt es fu¨r das betrachtete System nur noch 4 unabha¨ngige
U¨berlapp-Parameter zwischen s- und p-Orbitalen. Diese lauten wie folgt:
< s|H|s > = Vssσ
< s|H|pz > = Vspσ
< pz|H|pz > = Vppσ
< px|H|px > = Vpppi
Fu¨r andere Matrixelemente gilt beispielsweise aufgrund der Symmetrie
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< px|H|py > = 0
und
< py|H|py > = < px|H|px >.
Fu¨r l = 2, m = 2 Wellenfunktionen wird in analoger Fortsetzung der U¨ber-
lappparameter mit δ bezeichnet.
Diese Vorgehensweise la¨ßt sich auch von Moleku¨len auf ganze Festko¨rper-
Kristalle verallgemeinern, indem man die Matrixelemente zu den benachbar-
ten Atomen in parallel- und orthogonal-orientierte Anteile aufspaltet und
einzeln entsprechend gewichtet auswertet. Dies fu¨hrt dann zur Bildung von
Valenzba¨ndern aus den bindenden Zusta¨nden und Leitungsba¨ndern aus den
antibindenden Zusta¨nden.
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Anhang D
Tight-Binding-Parameter
Fu¨r das im Rahmen dieser Arbeit verwendete Tight-Binding-Modell mit ei-
ner Basis aus fu¨nf d-Orbitalen an den Positionen der Nickel-Ionen und drei
p-Orbitalen an den Gitterpla¨tzen der Sauerstoff-Ionen wurden folgende Tight-
Binding-Parameter verwendet. Die Parameter stammen aus einem quadrati-
schen Fit an eine paramagnetische NiO-DFT-Bandstruktur.
In Tabelle D.1 sind die orbitalen Energien und die an den Pla¨tzen der jewei-
ligen Ionen wirkenden Kristallfelder angegeben.
Ni(I) Ni(II) O
Energie / eV -0.66085268244 -0.66085268244 -2.72598202844
Kristallfeld / eV 0.16133899807 0.16133899807 0.0
Tabelle D.1: Orbitale Energien und Kristallfeld-Energien der Nickel- und
Sauerstoff-Ionen.
In der folgenden Tabelle D.2 sind die Hopping-Parameter zwischen den ver-
schiedenen Ionen in Abha¨ngigkeit des Abstandes ausgedru¨ckt durch die na¨ch-
ste Nachbar-Beziehungen. Zwischen den Nickel-Ionen untereinander existie-
ren ddσ-, ddpi- und ddδ-artige Kopplungen. Zwischen den Nickel- und den
Sauerstoff-Ionen bestehen pdσ- und pdpi-artige Kopplungen und zwischen den
Sauerstoff-Ionen wirken ppσ- und pppi-artige. Zwischen den beiden verwen-
deten verschiedenen Nickel-Ionen wird in diesem Modell nicht unterschieden.
Die Sauerstoff-Ionen sind aufgrund der Geometrie im Kristallgitter ohnehin
alle gleichwertig in paramagnetischen Positionen.
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Kopplung Abstand σ-artig pi-artig δ-artig
Ni-Ni 1-NN -0.24598418297 -0.04575117839 0.03198944558
Ni-Ni 3-NN 0.06368986231 0.00227631870 -0.00123096215
Ni-Ni 2-NN -0.06957483095 -0.00731709614 -0.03455512944
Ni-O 1-NN -1.13522805743 0.51710290881 −
Ni-O 3-NN 0.01108413672 -0.00095155068 −
Ni-O 2-NN 0.04028116983 -0.02046844108 −
O-O 1-NN 0.69505751327 -0.08316004827 −
O-O 3-NN 0.00823662834 -0.02998830113 −
O-O 2-NN 0.07376209984 -0.02085836601 −
Tabelle D.2: Hopping-Parameter zwischen den Nickel- und Sauerstoff-Ionen.
Anhang E
Die e-e-Wechselwirkung in
kubischer Symmetrie fu¨r reelle
d-Orbitale
Schreibt man den atomaren Wechselwirkungs-Hamilton-Operator fu¨r die 5
d-Orbitale auf, so ergibt sich folgende Gestalt in Form von t2g und eg in
kubisch Harmonischen ausgedru¨ckt [74].
Hˆ =
∑
b
U(b, b) nˆb,↑ nˆb,↓ (E.1)
+
1
2
∑
b6=b′
σ,σ′
(U(b, b′)− δσ,σ′ J(b, b′)) nˆb,σ nˆb′,σ′ (E.2)
+
∑
b,σ
E(b) nˆb,σ (E.3)
+
1
2
∑
b6=b′
σ
J(b, b′) cˆ+b,σ cˆ
+
b′,-σ cˆb,-σ cˆb′,σ (E.4)
+
1
2
∑
b6=b′
J(b, b′)
(
cˆ+b,↑cˆ
+
b,↓cˆb′,↓cˆb′,↑ + cˆ
+
b′,↑cˆ
+
b′,↓cˆb,↓cˆb,↑
)
(E.5)
+
∑
t∈(ξ,η,ζ)
e6=e′∈(u,v)
σ,σ′
(T (t, e, e′)− δσ,σ′ A(t, e, e′)) nˆt,σ cˆ+e,σ′ cˆe′,σ′ (E.6)
+
∑
t∈(ξ,η,ζ)
e6=e′∈(u,v)
σ
A(t, e, e′) cˆ+t,σ cˆ
+
e,-σ cˆt,-σ cˆe′,σ (E.7)
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+
∑
t∈(ξ,η,ζ)
e6=e′∈(u,v)
A(t, e, e′)
(
cˆ+t,↑cˆ
+
t,↓cˆe,↓cˆe′,↑ + cˆ
+
e,↑cˆ
+
e′,↓cˆt,↓cˆt,↑
)
(E.8)
+
∑
t6=t′ 6=t′′∈(ξ,η,ζ)
e∈(u,v)
σ,σ′
S(t, t′, t′′, e)
(
cˆ+t,σ cˆ
+
t′,σ′ cˆt′′,σ′ cˆe,σ + cˆ
+
t′′,σ cˆ
+
e,σ′ cˆt,σ′ cˆt′,σ
)
(E.9)
Hierbei wurde die Notation fu¨r die verschiedenen d-Orbitale von Sugano [74]
verwendet, d.h.:
u = 3z2 − r2 (E.10)
v = x2 − y2 (E.11)
ξ = yz (E.12)
η = zx (E.13)
ζ = xy (E.14)
Eine Formulierung dieses Hamilton-Operators in spha¨risch Harmonischen wa¨-
re auch mo¨glich, wurde aber in der derzeitigen Programmversion nicht ver-
wendet.
Aufgrund der kubischen Symmetrie gibt es insgesamt 10 Wechselwirkungs-
Parameter. Diese lassen sich durch 3 unabha¨ngige Parameter ausdru¨cken,
die Slater-Condon-Integrale oder alternativ durch Umrechnung die 3 Racah-
Parameter [62, 70]. Die Slater-Integrale F k (k = 0, 2, 4) lauten dabei wie
folgt:
F k(d1, d2) =
∞∫
0
r21dr1
∞∫
0
r22dr2R
2
d1
(r1)R
2
d2
(r2)
(
r>
r<
)k
1
r<
(E.15)
Daraus ergeben sich die 3 Slater-Condon-Parameter:
F0 = F
0 ; F2 =
1
49
F 2 ; F4 =
1
441
F 4 (E.16)
Diese 3 Slater-Condon-Parameter ko¨nnen wie folgt in Racah-Parameter um-
geformt werden:
A = F0 − 49F4 = F 0 − 19 F 4
B = F2 − 5F4 = 149
(
F 2 − 5
9
F 4
)
C = 35F4 =
5
63
F 4
(E.17)
Im Programm finden die Racah-Parameter A, B und C Verwendung. Der Pa-
rameter A entspricht dabei dem Parameter U aus dem Hubbard-Formalismus
99
und die Parameter B und C resultieren aus atomarer Physik. Der in der Li-
teratur ha¨ufig verwendete Austausch-Parameter J [96] ist bestimmt durch
J
7
=
B
2
+
C
5
(E.18)
Der Zusammenhang zwischen den 10 kubischen Wechselwirkungs-
Parametern und den 3 Racah-Parametern ist laut Sugano [74]:
U(u, v) = A− 4B + C (E.19)
J(u, v) = 4B + C (E.20)
U(ζ, ζ) = A+ 4B + 3C (E.21)
U(ξ, η) = A− 2B + C (E.22)
J(ξ, η) = 3B + C (E.23)
U(ζ, u) = A− 4B + C (E.24)
U(ζ, v) = A+ 4B + C (E.25)
J(ζ, u) = 4B + C (E.26)
J(ζ, v) = C (E.27)
S(η, ξ, ζ, u) =
∫
dr
∫
dr′ ϕη(r)ϕξ(r′)ϕζ(r′)ϕu(r)/|r − r′|
= −
√
3B (E.28)
Alle u¨brigen auftretenden Kombinationen von Wechselwirkungs-Integralen
lassen sich durch die vorangegangenen ausdru¨cken.
U(u, u) = U(v, v) = U(u, v) + 2J(u, v) (E.29)
U(ξ, u) = U(η, u) = (U(ζ, u) + 3U(ζ, v)) /4 (E.30)
U(ξ, v) = U(η, v) = (3U(ζ, u) + U(ζ, v)) /4 (E.31)
J(ξ, u) = J(η, u) = (J(ζ, u) + 3J(ζ, v)) /4 (E.32)
J(ξ, v) = J(η, v) = (3J(ζ, u) + J(ζ, v)) /4 (E.33)
T (η, u, v) =
√
3 (U(ζ, u)− U(ζ, v)) /4 = −T (ξ, u, v) (E.34)
A(η, u, v) =
√
3 (J(ζ, u)− J(ζ, v)) /4 = −A(ξ, u, v) (E.35)
S(ξ, η, ζ, u) = S(η, ξ, ζ, u) (E.36)
S(ζ, ξ, η, u) = −2S(η, ξ, ζ, u) (E.37)
S(ξ, η, ζ, v) = −
√
3S(η, ξ, ζ, u) (E.38)
S(η, ξ, ζ, v) =
√
3S(η, ξ, ζ, u) (E.39)
S(ζ, ξ, η, v) = 0 (E.40)
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