Abstract-A reliable, accurate, and affordable positioning service is highly required in wireless networks. In this paper, a novel distributed message passing algorithm is proposed to solve the problem of cooperative network localization using both distance and angle of arrival estimates. This hybrid approach combines the distance and angle observations to reduce the uncertainty in localizing the network nodes. A statistical problem formulations is employed and approximate minimum mean square error (MMSE) estimates of the node locations are found. Numerical results are presented to show the improvement in localization performance compared to existing distance-only and angle-only localization methods. Moreover, the proposed algorithm improves the identifiability of the localization problem compared to rangeonly or angle-only localization techniques. That is, it can solve the problem with fewer anchor nodes and fewer connections in the network.
I. INTRODUCTION
In recent years, the services that utilize the positions of network devices have become a key component of wireless technology [1] . Cooperative localization is a powerful technique that can improve identifiability and estimation performance compared to anchor-based localization [2] - [5] . Propagation delays and directions-of-arrival (DOAs) of radio signals amongst the network nodes can be estimated and employed for cooperative localization. High-resolution time-of-arrival (TOA) estimation is facilitated by increased bandwidth of radio signals in recent wireless technologies. Physical-layer timestamping combined with a precise synchronization technique can be used to estimate pairwise distances amongst network nodes [5] , [6] . Moreover, many recent multi-antenna wireless devices are capable of estimating the DOA of a received signal. Multi-antenna systems are employed in most current and emerging wireless technologies, including 4G, 5G, and WiFi networks. Range and angle observations are two independent sources of information, which can be combined to reduce the uncertainty in localization compared to distance-only or angleonly localization. In this paper, a novel algorithm is proposed to combine range and angle observations for cooperative network localization.
Assume a wireless network comprised of anchor nodes with known locations, and target nodes with unknown locations to be estimated. Cooperative localization is a technique that employs pairwise measurements amongst target nodes in addition to the measurements between target nodes and anchor nodes. Hence, this approach can be used for localization in ad-hoc networks where not every node is connected to all the anchors. Localization methods that do not incorporate measurements amongst the target nodes, e.g., the method in [7] , are not considered cooperative localization. A theoretical study, including proofs, for cooperative localization in ad hoc networks using noise-free distance and angle observations was reported in [4] . Additionally, a basic algorithm that can be used for localization with noise-free measurements in an specific network configuration was proposed. Some theory for cooperative localization using noisy distance measurements was presented in [8] , and using noisy angle measurements in [9] , [10] . Cooperative localization techniques based on convex relaxation using hybrid distance and direction information were proposed in [11] , [12] and hybrid received signal strength (RSS) and direction information in [13] , [14] . A nonconvex maximum likelihood (ML) problem was transformed and approximated in order to cast it as a convex problem. However, the impact on the underlying statistical model of the data was not considered. Hence, the resulting algorithms could not optimally combine the measurements to reduce the uncertainty. Estimators with higher statistical efficiency may be found using Bayesian data fusion techniques. Range-based cooperative localization algorithms using Bayesian belief propagation methods have been proposed in [15] - [18] . Recent surveys of localization techniques for wireless networks are given in [19] , [20] . The localization algorithm proposed in this paper is a sequential Bayesian estimation technique. Delay and angle observations are modeled statistically, and then the posterior distributions of the locations are computed. This computation is done using a combination of Markov chain Monte Carlo (MCMC) sampling and particlebased message passing (belief propagation) over a factor graph model. The approximate minimum mean square error (MMSE) estimate of a node location is obtained as the mean of its sampled marginal posterior distribution. The contributions of this paper are as follows. 1) A novel algorithm is proposed for cooperative localization in ad hoc networks using hybrid range and angle observations. 2) The proposed algorithm improves the identifiability of the localization problem compared to distance-only or angleonly localization. The problem can be solved with fewer anchor nodes and fewer connections in the network.
3) The proposed algorithm significantly improves the estimation performance, in terms of average localization error, compared to existing distance-only or angle-only localization methods. 4) The proposed algorithm is based on statistical modeling of observations and MMSE estimation. Hence, it can efficiently combine the distance and angle observations T-SP-21870-2017 © 2017 IEEE to reduce the overall uncertainty in location estimates. To the best knowledge of authors, there is no existing statistical estimation algorithm for cooperative localization in ad hoc networks using both distance and angle observations. The rest of this paper is organized as follows. Section II states the problem and data model. The Bayesian estimation framework, the factor graph model, and the proposed algorithm are described in Section III. Section IV considers the properties, requirements and extensions of the algorithm. Simulation results are presented in Section V. Finally, Section VI concludes the paper.
II. DATA MODEL Assume a network comprised of n nodes x i ∈ R 2 , i = 1, . . . , n, from which m are target nodes with unknown locations to be estimated, and n − m are anchor nodes with known locations. It is assumed that some pairwise distance estimates r ij and azimuth angle estimates α ij between the nodes are available through TOA and DOA estimation techniques. The goal is to estimate the unknown locations of the target nodes using these observations. The pairwise distances and azimuth angles between three nodes are shown in Fig. 1 . A pairwise distance d ij = x i −x j 2 is the Euclidean distance between the nodes i, j. The azimuth angle of node j from node i, denoted by θ ij , is the angle of a vector from node i to node j. It is assumed that the local coordinate systems of the nodes are aligned, hence all the angles are measured with respect to a common reference. An observed distance and angle at node i are modeled as
where ij and γ ij are random error terms. These quantities are assumed to be obtained using high-resolution TOA and DOA estimation techniques [21] - [23] . The estimation of these parameters are not discussed in this paper; and the estimated quantities are referred to as observations. We define three sets H, A, X that include all distance observation, DOA observations, and locations of the nodes respectively. The observations (obtained by a same node or by different nodes) are assumed to be conditionally independent, only depending on the locations of the two nodes involved. That is, the conditional probability density functions (PDFs) of the observations, i.e., likelihoods, may be written as
Distance estimation error ij is modeled as a zero mean Gaussian random variable. Hence, the conditional PDF of a range observation is a Gaussian PDF with mean d ij = x i − x j 2 and variance σ 2 ij , given by
(3) Directional data is usually modeled using von Mises distribution, since it provides an appropriate support for directional data and specifies the distribution fully using only two parameters [24] , [25] . It satisfies f (θ) = f (θ + 2πk) for any integer k. The von Mises PDF for a DOA observation is given by
where θ ij is the symmetry center and mode of the distribution, 
as a true direction vector from node i to j. The cosine of the angle between these two vectors is given by their inner product, i.e., cos(α ij − θ ij ) = u T ij v ij . Hence, the PDF of an angle observation conditioned on the node locations may be written as
III. BAYESIAN ESTIMATION A sequential Bayesian estimation algorithm for hybrid localization is proposed in this section. In the framework of Bayesian estimation, the unknown locations of the nodes are treated as random variables. The assigned probability to a random variable represents our belief about the current state of the variable. The proposed algorithm is a variant of loopy belief propagation (LBP) [26] , [27] . It works by propagating and updating local beliefs in the network iteratively until convergence. Different steps of designing this algorithm are summarized in Table 1 . A. Minimum mean square error estimation
The MMSE estimate of a location variable x i is given by the expected value of its marginal posterior distribution
where f (X | H, A) is the joint posterior density for locations of all the nodes, and ∂X \x i = {dx 1 , . . . , dx i−1 , dx i+1 , . . . , dx n } denotes integration with respect to all location variables except x i . This joint PDF, up to a normalization constant, is given by
where f (H, A | X ) is the joint conditional PDF of the observations (likelihood) and f (0) (X ) is a prior distribution on locations. Using the conditional independence properties of the observations (2), f (H, A | X ) can be written as
(9) Index sets U and V contain index tuples (i, j) for every distance and angle observation, respectively. That is, if the distance between nodes i, j is observed at node i then (i, j) ∈ U, and similarly for angle observations.
An example of a posterior distribution for the location of a single node x 3 with uniform prior is illustrated in Fig. 2 . Two nodes with given locations are marked as x 1 and x 2 . There is one angle observation between x 1 and x 3 , and one distance observation between x 2 and x 3 . It can be seen that combining the distance and direction information reduces the uncertainty about the location of node x 3 , which may be found as the maximum of this posterior distribution. The PDF in Fig. 2 has a complex shape with two modes. By fusing more measurements, the PDF may become unimodal, and the uncertainty can be further reduced. With a unimodal distribution, the location of a node is found as the mean of its posterior distribution. 
B. Factor graph and message passing
From (8) and (9), and assuming that the prior probabilities are independent for different nodes, the joint posterior probability may be factorized as
The set N = U ∪ V contains index tuples (i, j) for every connected pair of nodes. A pairwise factor φ ij (x i , x j ) is the likelihood of observation between nodes i, j, i.e., the joint PDF of pair-wise observations conditioned on the locations of nodes i, j. The local factor φ i (x i ) is the evidence for node i. It represents prior probability of node i multiplied by the probability of any local observation. If both distance observation r ij and angle observation α ij between nodes i, j are available, then we have
A factor φ ij (x i , x j ) includes all the information about the observations between nodes i, j. Equation (10) defines a posterior probability over all node locations including the anchor nodes. Since anchor locations are precisely known, the corresponding prior PDFs are Dirac delta functions. These delta functions are only used to generalize and simplify the notation. For implementation, anchor locations are excluded from the variable set X and treated as known constants. The observations between target nodes and anchor nodes can be incorporated into the definitions of local factors φ i (x i ).
The factorization in (10) defines a pairwise Markov random field (MRF) on a continuous state space. Factor graph is a tool to represent the factorization of a probability distribution, which can be used to apply inference techniques. There are different types of factor graph models used in the literature [28] . The graph model used in this paper is known as Bethe cluster graph [29, chap. 11] . That is, for every factor or variable in (10) we create a vertex. Each variable is connected to all the factors sharing that variable. The result is a bipartite graph with the first layer for factors (clusters of variables) and the second layers for individual variables. This is a simple model that can be constructed automatically. An example of a factor graph corresponding to a network of four nodes with full connectivity is shown in Fig. 3 . The marginal posterior distributions of all variables in a factor graph can be computed by graph calibration using a sum-product message passing algorithm, also known as belief propagation [29, chap. 10-11]. In a Bethe cluster graph or a pairwise MRF, these marginals can be computed using loopy belief propagation (LBP) algorithm [26] , [27] . Such an algorithm works by passing messages along the edges of a factor graph. The messages can be functions, parameters or samples, depending on the algorithm. Each node processes the messages received from its neighbors to compute new outgoing messages. This iterative procedure is continued following a certain schedule until convergence. Then, posterior probabilities can be computed using final messages. In standard sum-product message passing, i.e., belief propagation (BP), on a continuous state space, a message from a pairwise factor to a variable is given by
where t denotes the time instance, i.e., iteration number. This marginalization integral computes the likelihood of a node location x i given observations between nodes i, j and the latest message from x j . A message from a variable to a pairwise factor is given by
where N i \j is an index set for all the nodes connected to x i except j. This multiplication stage combines all the information about the location of node i received from its neighbors except the message from node j. The message in (13) is also known as a pre-message in LBP algorithms for the computation of direct variable-to-variable messages, i.e., combining (12) and (13). At each iteration, the belief at node i, i.e., the approximate marginal posterior probability of x i , may be obtained by multiplying all incoming messages to node i with its local evidence, as
An alternative expression for variable to factor messages in (13) may be computed using local beliefs, given by
This alternative from is commonly used because of its computational efficiency.
C. Belief propagation using MCMC sampling
Implementing an exact message passing algorithm on a continuous parameter space is not generally tractable, because in most cases the marginalization integral in (12) cannot be computed analytically. The exception is for certain probability models including Gaussian networks, which is not the case in our problem. Hence, one needs to find an approximate method to represent LBP messages and compute message updates. Several non-parametric message passing algorithms have been proposed in the literature for continuous random variables [30] , [31] , [29, chap. 11] . The method proposed in this section is mainly based on the particle belief propagation (PBP) algorithm [30] , which obtains consistent estimates of the exact LBP messages. The algorithm employs random sampling to approximately represent the probability distributions of continuous variables. The integration in (12) is approximated by a sum over a set of samples X j , given by
where q (t) j (x j ) is the probability of a proposal sample x j . The samples are drawn directly from the local beliefs of the nodes, i.e., q
Sampling from the beliefs is computationally more efficient than sampling from outgoing messages, since each node only needs to draw a single set of samples to construct all its outgoing messages. Using (15), the expression in (16) may be written as
The samples are obtained using i (x i ) analytically. The advantage of the Metropolis-Hastings algorithm is that, it does not require an exact posterior PDF for sampling, but only a function proportional to it, i.e., b
The sampling process is designed such that a local belief is the equilibrium (stationary) distribution of the Markov chain. The variance of the Gaussian proposal is tuned to achieve the desired acceptance rate for the samples. It has been shown that the ideal acceptance rate for a multi-dimensional target distribution is about 1/4 [33] . In each iteration, every node draws a new sample X i of size N from its local belief. The sample size N depends on the mixing time of the Markov chain, i.e., converging to its stationary distribution. Then, each node selects a subset of size M < N from its current sample and propagates it to its neighbors along with the values of the incoming messages evaluated at sampling points. Thus, a transmit message M (t) ij is a set of tuples x i , µ
The reduction in sample size is to reduce the complexity in communications and computation. The sub-sampling is done randomly with replacement. Anchor nodes do not receive messages, but only propagate their locations. The graphical model for the localization problem is a cyclic graph, see Fig. 3 . Message passing in cyclic graphs, also known as loopy belief propagation, is an approximate inference method [27] . The final result depends on the order of the messages. Hence, a carefully designed message passing schedule is needed to ensure the convergence. In the proposed algorithm, first only anchor nodes propagate their locations. Other nodes join the transmission schedule in later iterations according to their connectivity. Message scheduling will be discussed in more details in the next section. A final approximate MMSE estimate of a node location is given by the sample mean of it local belief (14) at last iteration. This is an approximation because marginal posterior PDFs are approximated and the expectation in (7) is replaced by sample mean. The proposed algorithm is summarized in Table 2 . Construct a factor for each message received by node i, given by µ
Draw a new sample X (t) i of size N from the current belief at node i, given by b i .
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for (every node j in the neighborhood of i){
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Construct a message M (t) ij and transmit it to node j, given by M
IV. PROPERTIES OF THE ALGORITHM

A. Identifiability
The problem formulation in this paper and the proposed algorithm do not require all pairwise distances and angles to be observed. However, the localization problem may not have a unique solution if some of the distance/angle observations are missing. A localization problem is called identifiable if it has a unique solution with error-free observations. The identifiability of a network localization problem is closely related to the rigidity of the network graph. This concept has been extensively discussed in the literature [4] , [34] - [37] . If a localization problem is identifiable and the observations are error-free, then the proposed algorithm always converge to the exact solution. Identifiability requirements for the hybrid network localization problem using noise-free distance and angle observations were studied in [4] . Introducing angle observations to a range-only problem can significantly improve the identifiability of network localization. The theoretical studies of network rigidity does not directly apply to noisy observations. Theoretical studies for cooperative localization using noisy distance measurements or noisy angle measurements were presented in [8] - [10] . However, the existing theory for network localization with noisy data does not apply to hybrid distance and angle observations. The assumption in this paper is that, the localization problem has a unique solution with the given data.
B. Numerical stability
Sampling from the posterior distribution using a finiteprecision arithmetics in a computer can lead to numerical stability issues. Evaluating the posterior PDF, which includes products of Gaussian and von-Mises densities, can easily overflow or underflow double precision arithmetic if the variances are very small. Underflow is a more severe problem, since it can prevent Markov chain from moving towards the modes of the distribution, unless initial state is in a region of high probability. To improve numerical stability the Metropolis-Hastings algorithm is implemented in logarithmic domain. Logarithmic transformation turns factor products to summations, helping to avoid underflows due to multiplication of very small probabilities.
C. Convergence and scheduling
The proposed message passing algorithm runs iteratively until it converges to a final solution. Message passing algorithms for graph calibration always converge to exact posterior probability in tree-like graphical models [29, chap. 11] . The factor graph model for localization problem is not a tree, but it has cycles. Message passing algorithms for cyclic graphs are known as loopy belief propagation or generalized belief propagation (GBP) [26] , [27] . Such an algorithm is an approximate inference method with a convergence rate and a final solution that depend on the order of the messages [38] . There is no general message passing schedule to guarantee the convergence to exact marginals in a cyclic graph. However, a carefully designed schedule can ensure the convergence for an specific problem. In the problem of cooperative localization, an schedule can be designed in advance by analyzing the network connectivity, or it can be done dynamically by each node [39] - [41] . In dynamic scheduling, a node starts transmission if it has a reliable belief about its own state. The reliability of a local belief can be determined using its sample variance and the configuration of the network. The proposed algorithm in this paper employs a simple scheduling mechanism. In the beginning only anchor nodes transmit. In later iterations target nodes also transmit their locations if they have received a certain number of messages. This threshold number is set slightly larger than the average neighborhood size in the network. Although there is no theoretical guarantee for convergence of a loopy belief propagation algorithm, the numerical studies show that the proposed method has very good convergence properties, which can be seen in the following.
D. Estimation of delays and angles
In this paper, it is assumed that some TOAs and DOAs corresponding to line-of-sight (LOS) paths between the nodes are estimated reliably. See [21] - [23] , [42] for examples of high resolution channel estimation techniques in wireless networks. High-resolution TOA estimation requires high bandwidth of radio signals. DOA estimation requires network devices to be equipped with antenna arrays. The estimation of delay and direction parameters are not in the scope of this paper. In order to reduce the uncertainty about the node locations by data fusion, it is necessary to characterize the uncertainty in observations. Hence, the variances of delay estimates σ ij and the scale parameters of angle estimates κ ij are needed by the algorithm. These parameters may be estimated directly from the measurements or approximated using performance bounds. If a DOA estimation variance is given, denoted by ζ ij , then the scale parameter of the von Mises distribution may be approximated as κ ij = 1/ζ ij for large values of κ ij , e.g., κ ij > 10.
E. Time and direction references
In Section II, it was assumed that TOA and DOA estimates at different nodes are given with respect to common time and direction references. In order to get absolute delay/distance estimates, the local clocks of the nodes should be synchronized with a common reference clock. Physical-layer timestamping combined with an accurate and precise network synchronization algorithm may be used to compensate for clock offsets and skews [5] , [6] , [21] . It is also possible to include synchronization parameters, i.e., clock offsets and skews, in the problem formulation as unknown parameters. With sufficient number of measurements, both locations and clock parameters may be estimated jointly. However, joint network synchronization and localization are not considered in this paper. See [5] , [43] and references therein for detailed descriptions of such techniques.
In order to get absolute DOA estimates, the local coordinate systems of the nodes should be aligned with a reference coordinate system. This requires the orientations of all the nodes to be known. The estimation of node orientations is not considered in the scope of this paper.
F. Computation and communication complexity
The most computationally expensive part of the proposed algorithm is sampling from node beliefs. At each iteration every node draws a sample of size N to construct its outgoing messages. This requires evaluating local beliefs, which are constructed using all incoming messages of size M samples. Hence, the complexity of sampling per iteration is O(|N i |M N ) at node i, where |N i | is the number of its neighbors. Since the algorithm can be distributed over the network, each node can draws its samples locally. The complexity in communication depends on the message size M . It also depends on the neighborhood size of each node, since outgoing messages from a node to each of its neighbors are different. So the complexity in communication per iteration is O(|N i |M ) for node i. In wireless networks the communication medium is shared for each neighborhood. The total cost of communication per iteration in each neighborhood is O(|N | 2 M ), where |N | is the average neighborhood size in the network.
The total computation and communication costs also depend on the number of message passing iterations required by the algorithm to convergence. The number of iterations depends on the network geometry and connectivity, number of anchor nodes, and the quality of observations. In a densely connected network the algorithm may converge in just two iterations. In the other hand, it may require twenty or more iterations to converge in a sparsely connected network.
G. Extensions
The Bayesian framework of the proposed algorithm allows for incorporation of prior information into the problem. Since the method is non-parametric, modifying the prior distributions or measurement likelihoods does not require modifying the proposed algorithm. Any PDF, or a function proportional to it, can be used as a prior for a node location. Additional information about the network configuration, e.g., minimum distance between disconnected nodes, may also be incorporated into the problem.
The proposed localization algorithm can be easily run in a parallel/distributed fashion in the network. The factor graph model in Fig. 3 directly maps to the physical network configuration. Each device collects messages from its neighbors, updates its own belief, and propagates messages according to the schedule. The proposed dynamic scheduling method allows the distributed algorithm to run asynchronously. That is, no centralized process is needed to distribute and control the algorithm over a network.
V. RESULTS
Numerical results for different stages of the algorithm are presented in this section. The results are produced using a simulated network of 10 nodes, from which 4 are anchor nodes. The network is partially connected, i.e., only some distance and angle observations are available. It is assumed that the observations are reciprocal. That is, if r ij is observed then r ji = r ij is also given. Similarly, if α ij is observed then α ji = −α ij . Fig. 4 shows an example of a simple network configuration. All distances are in meters but they can be easily scaled, as long as the measurement model is valid. In this example, there are 17 links between the nodes with both distance and angle observations. The standard deviation is 0.2 meters for distance observations and 10 degrees for angle observation. The results of the proposed belief propagation algorithm for nodes 5, 7, 9 are shown in Fig. 5 using only distance observations, and in Fig. 6 using both distance and angle observations (hybrid). These results are for 5, 15, and 20 iterations. The sample size is 1000, and the message size is 50. That is, in each iteration every node draws a sample of size 1000, and propagates 50 of them to its neighbors. The message passing schedule is designed such that for first iteration only anchor nodes transmit their locations. Nodes 6 and 10, with two connection to anchors, start transmitting messages from second iteration. The rest of the nodes start propagating their beliefs from iteration 5. It is evident from the network topology in Fig. 4 that none of the target nodes can be reliably localized using only anchor-target distance observations. However, as seen in Fig. 5 , cooperative localization can provide accurate location estimates for all the nodes after few iterations. Fig. 6a shows that all the nodes in the considered scenario may be uniquely localized using only anchor-target distance and angle observations, i.e., the beliefs are unimodal. However, as seen in Fig. 6b the uncertainty in location estimates can be significantly reduced through cooperation between the target nodes. Comparing Fig. 5 and Fig. 6 , shows that distance and angle observation can be combined efficiently to reduce the uncertainty in localization. The quality of localization results always depend on the network geometry. In order to control for the impact of network geometry, multiple random configurations are studied. In each configuration, the nodes are placed randomly in a 5 m × 10 m area, with a constraint of 2 m minimum separation between nodes, and the anchor nodes are randomly selected. A pair of nodes are connected if they are closer than 6 m, then angle and distance observations between them are available reciprocally. Multiple realizations of observation error is used to study each network configuration. The localization error is averaged for all target nodes in different network configurations with multiple realizations of observation error. Fig. 7 shows an example of a random network realization. Fig . 8a shows the average localization error in the network for the proposed algorithm at different iterations using range-only, angle-only and hybrid observations. The algorithm converges very fast and the localization error decreases monotonically. The standard deviation of sampling distribution (sum for all variables) is plotted in Fig. 8b . It shows that the uncertainty in location is decreasing over time and the hybrid localization provides more reliable results. range-based cooperative localization using semi-definite programming (SDP) method. The SDP method is based on convex relaxation, and finds the optimal solution for rangebased localization [44] , [45, chap. 7] . The proposed hybrid localization algorithm outperforms range-only SDP method. Fig. 9b shows the average localization error versus standard deviation of angle estimates. The STD of range observations is 0.2 m for this simulation. The results show that hybrid localization improves the localization performance over wide range of signal-to-noise ratio (SNR). Fig. 10 localization error versus STD of range estimates for the proposed hybrid localization and metric multi-dimensional scaling (MDS) [46] algorithms. The STD of angle observations is 5 degrees. These results are produced using the same randomly generated node configurations as above, but with full network connectivity. The metric MDS algorithm requires all pairwise distance observations to be available. In a fully connected network, MDS is an optimal algorithm for rangeonly localization [45, chap. 7] , [5] . The results show that the proposed hybrid localization algorithm outperforms range-only MDS method. 
VI. CONCLUSIONS
In wireless networks, including WiFi and cellular networks, a reliable, affordable, and accurate positioning service is crucial.
A hybrid, cooperative network localization method using both angular and distance measurements was developed in this paper. A novel distributed message passing algorithm was proposed to solve this problem. It employed a statistical model for the observations and found approximate MMSE estimates of the locations. The proposed algorithm efficiently combined the distance and angle observations to reduce the uncertainty in localizing the network nodes. Numerical results were provided to show the improvement in localization performance compared to existing distance-only and angle-only localization methods. For example, in a randomly generated network of 10 nodes (4 anchors) with distance estimation error of 1 m and angle estimation error of 5
• , the average localization error was reduced to half compared to distance-only localization using SDP or MDS methods. Moreover, the proposed algorithm improved the identifiability of the localization problem by combining distance and angle estimates, compared to rangeonly or angle-only localization. That is, the localization problem could be solved with fewer anchor nodes and fewer connections in the network.
