Abstract. Let R be a local Cohen-Macaulay ring, let I be an R-ideal, and let G be the associated graded ring of I. We give an estimate for the depth of G when G is not necessarily Cohen-Macaulay. We assume that I is either equimultiple, or has analytic deviation one, but we do not have any restriction on the reduction number. We also give a general estimate for the depth of G involving the first r + ℓ powers of I, where r denotes the Castelnuovo regularity of G and ℓ denotes the analytic spread of I.
denoted by r J (I). A reduction is minimal if it is minimal with respect to inclusion, and the reduction number r(I) is defined as min{r J (I) | J a minimal reduction of I}. One of the big advantages of reductions is that they contain a lot of information about the ideal I, but often require fewer generators. More precisely, every minimal reduction of I is generated by ℓ elements, where ℓ = ℓ(I) is the analytic spread of I; i.e., the Krull dimension of the ring R ⊗ R k ∼ = G ⊗ R k. The analytic spread is at least the height g of I, and at most the dimension of R. The difference ℓ − g is the analytic deviation of I. Ideals for which the analytic deviation is zero are said to be equimultiple. For further details see [10] .
Cortadellas and Zarzuela came up with formulas for depth G in [1] , in the special cases of ideals with analytic deviation at most one and reduction number at most two. Ghezzi in [2] found a general estimate of depth G involving the depth of the powers of the ideal I up to the reduction number (see [2, 2.1] for the precise statement). This theorem recovers the formulas of [1] and generalizes the results of [6] and [4] . However, in the set-up of [2] (as well as in [6] , [4] , and [1] ), the reduction number is at most the "expected" one. Namely, the assumptions of [2, 2.1] imply that r(I) ≤ ℓ − g + 1. The main goal of this paper is to find an estimate of depth G without any restriction on r(I). In Section 1 we treat the cases in which the ideal is either equimultiple, or has analytic deviation one. We make an assumption on depth G + G, where G + denotes the ideal of G generated by homogeneous elements of positive degree. We are now ready to state our main results.
Theorem 1.1. Let R be a local Cohen-Macaulay ring with infinite residue field, and let I
be an equimultiple ideal with height g and reduction number r. Let t = min{depth R/I j − r + j|1 ≤ j ≤ r}.
(1) If depth G + G = g, then depth G ≥ g + max{0, t}.
In particular, if the reduction number is small, we have a formula for depth G. be an equimultiple ideal with height g and reduction number two. Assume that depth R/I 2 < depth R/I. If either depth G + G = g or depth G + G = g − 1, then depth G = g + depth R/I 2 . Theorem 1.5. Let R be a local Cohen-Macaulay ring with infinite residue field, and let I be an analytic deviation one ideal with height g and reduction number r. Assume that I is generically a complete intersection, and that depth G + G = g. Let t = min{depth R/I j − r + j|1 ≤ j ≤ r}. Then, depth G ≥ g + 1 + max{−1, t}.
The key fact in the proofs of Theorem 1.1 and of Theorem 1.5 is that we can reduce to the case where depth G + G = 0 and so the reduction of the ideal is principal. The case of a reduction generated by two elements is more complicated (see Proposition 1.7 for a special case).
In Section 2 we give a lower bound for depth G in terms of the depth of the first r + ℓ powers of the ideal I. Here r denotes the Castelnuovo-Mumford regularity of the associated graded ring of I. In general it is known that r ≥ r(I), but our results of Section 2 are valid for ideals with any reduction number (not just ideals with the expected reduction number).
We first recall the definition and some notation that we will use throughout Section 2.
Let S = ⊕ n≥0 S n be a finitely generated standard graded ring over a Noetherian ring S 0 .
For any graded S-module M = ⊕ n≥0 M n , we define
Let S + = ⊕ n>0 S n be the ideal generated by the homogeneous elements of positive degree of S. For i ≥ 0, set
where H i S + (.) denotes the ith local cohomology functor with respect to the ideal S + . The
Castelnuovo-Mumford regularity of S is defined as the number
This is an important invariant of the graded ring S (see for instance [8] and the literature cited there).
The main result of Section 2 can be stated as follows. be an R-ideal with analytic spread ℓ. Let G be the associated graded ring of I, and r = reg G.
Then, depth G ≥ min({depth R/I j |1 ≤ j ≤ r + 1} ∪ {depth R/I j + j − r|2 + r ≤ j ≤ ℓ + r}).
The proof of Theorem 2.4 uses the techniques of [2] . The result is inspired by work of Trung [8] , that shows that we can find a minimal reduction of I with "good intersection properties" (see Lemma 2.1).
Main Results
The following theorem gives a lower bound of depth G for equimultiple ideals with any reduction number. be an equimultiple ideal with height g and reduction number r. Let t = min{depth R/I j − r + j|1 ≤ j ≤ r}.
Proof. We prove the results by induction on depth G + G.
(1) Suppose that depth
and depth G = min{depth R/I, depth I/I 2 , . . . , depth I r−1 /I r , depth I r }.
Since depth I i /I i+1 ≥ min{depth R/I i+1 , depth R/I i + 1} for each 1 ≤ i ≤ r − 1, and depth I r ≥ depth R/I r , we have that depth G ≥ min{depth R/I j |1 ≤ j ≤ r} ≥ t.
Now assume that depth G + G > 0. Let x ∈ I be an element such that x ∈ I/I 2 is regular on G.
By [9, 2.7] x is regular on R and I j ∩(x) = xI j−1 for every j ≥ 1. Let R = R/(x), I = I/(x) and G = G/(x) = G R (I). By the induction hypothesis, we have that depth G ≥ g − 1 + min{depth R/I j −r+j|1 ≤ j ≤ r}, and so depth G ≥ g+min{depth R/I j −r+j|1 ≤ j ≤ r}.
For 2 ≤ j ≤ r, consider the exact sequence
It follows that depth R/I j ≥ min{depth R/I j , depth R/I j−1 − 1} for 1 ≤ j ≤ r. Hence we have that depth G ≥ g + t.
(2) Suppose that depth G + G = 0. Let J = (a) be a minimal reduction of I with r J (I) = r.
For every j ≥ r + 1 we have an exact sequence
Using induction on j we see that depth R/I j ≥ depth R/I r for every j ≥ r. Hence,
We may assume that t ≥ 0. If t > 0, let x 1 , . . . , x t ∈ R be a regular sequence on R and on R/I j for all j = 1, . . . , r. Write R = R/(x 1 , . . . , x t ), I = IR. Since depth R/I j = depth R/I j − t for all j = 1, . . . , r, we have that min{depth R/I j − r + j|1 ≤ j ≤ r} = 0. Hence we can reduce the problem to the case where t = 0. Now, choose x ∈ R such that x is regular on R and on R/I j for all j = 1, . . . , r − 1. Let x * and a * be the initial forms of x and a in G (x * has degree 0 and a * has degree 1). We claim that x * + a * is regular on G, which proves the assertion. If not, there exists v * = v * 0 + . . . + v * n ∈ G, with v * i ∈ I i /I i+1 and at least one
Then, a * v * n = 0 implies that av n ∈ I n+2 = aI n+1 , and so v n ∈ I n+1 since a is regular on R. Hence v * n = 0. Let v * k = 0 be the lowest degree term of v * . Then x * v * k = 0 implies that xv k ∈ I k+1 . Since k + 1 ≤ r − 1, x is regular on R/I k+1 , and so v k ∈ I k+1 , i.e., v * k = 0, a contradiction. This finishes the proof of the case depth G + G = 0.
If depth G + G > 0, we can follow the same induction step as that of part (1) to prove the theorem.
The following remark gives an upper bound for depth G in a general context. 
In the next example we compute the depth of the associated graded ring.
, where k is a field and n ≥ 2. R is Cohen-Macaulay and dim R = n + 1. Let I = (xy, t 1 , . . . , t n−1 ), and let J = (t 1 , . . . , t n−1 ). I is equimultiple with ht I = n − 1 and reduction number 2. J is a minimal reduction of I. We have that depth
Furthermore, depth R/I = 2 and depth R/I 2 = 1. Corollary 1.3 implies that depth G = n.
In the next theorem we treat the case of analytic deviation one ideals with any reduction number. We obtain a lower bound for depth G similar to that of Theorem 1.1.
Theorem 1.5. Let R be a local Cohen-Macaulay ring with infinite residue field, and let
I be an analytic deviation one ideal with height g and reduction number r. Assume that r(I ℘ ) < r for every prime ℘ containing I with ht ℘ = g, and that depth G + G = g. Let t = min{depth R/I j − r + j|1 ≤ j ≤ r}. Then,
Proof. We prove the result by induction on depth G + G. Suppose that depth G + G = 0, and let J = (a) be a minimal reduction of I with r J (I) = r. Since (0 : a) ∩ I r = 0, by [1, 3.4] we have that depth R/I r+1 = depth R/I r , if R/I r is not Cohen-Macaulay, and that depth R/I r+1 = depth R/I r − 1, if R/I r is Cohen-Macaulay. In particular R/I r+1 is not Cohen-Macaulay, and so [1, 3.4] implies that depth R/I j = depth R/I r+1 for every j ≥ r+1. [11, 3 .1] we still have that depth G ≥ t. Now we proceed as in the proof of part (2) of Theorem 1.1 to obtain that depth G ≥ 1 + t. This finishes the proof of the case depth G + G = 0.
Suppose now that depth G + G > 0. We follow again the same induction step of Theorem 1.1 to get the assertion.
The following example is an application of Theorem 1.5.
where k is a field and n ≥ 2. R is Cohen-Macaulay and dim R = n + 2. The ideal I = (xy, z, t 1 , . . . , t n−1 ) has height n − 1, analytic deviation 1, reduction number 3, and it is generically a complete intersection. The ideal J = (z, t 1 , . . . , t n−1 ) is a minimal reduction of I. We have that depth G + G = n − 1 by [9, 2.7] , since I n ∩ (t 1 , . . . , t n−1 ) = (t 1 , . . . , t n−1 )I n−1 for every n ≥ 1 . Since depth R/I = 3, depth R/I 2 = 2, and depth R/I 3 = 1, Theorem 1.5 and Remark 1.2 imply that depth G = n + 1.
We remark again that the key fact in the proofs of Theorem 1.1 and of Theorem 1.5 is that we can reduce to the case where the reduction of the ideal is principal. Even when the reduction is generated by a regular sequence of two elements the situation is much more complicated. The next proposition treats a special case. Remark 1.8. Let R be a Noetherian local ring with infinite residue field, and let I be an analytic deviation one ideal of height one and reduction number r. Let J = (a 1 , a 2 ) be a minimal reduction of I such that (a 1 : a n 2 ) ∩ I r ⊆ (a 1 ) for every n ≥ 1, and I r : a 1 = I r : a 2 . Then, by the proof of Proposition 1.7, we have that depth R/I j ≥ min{depth R/I r − 1, depth R/I r+1 } for every j ≥ r + 1, and depth G ≥ min({depth R/I j |1 ≤ j ≤ r − 1} ∪ {depth R/I r − 1, depth R/I r+1 }).
Depth of G and its Castelnuovo-Mumford regularity
Let R be a local Cohen-Macaulay ring, let I be an R-ideal with analytic spread ℓ, let G be the associated graded ring of I, and let r = reg G. The purpose of this section is to give a lower bound for depth G involving the depth of the first r + ℓ powers of I. We first prove some technical results (Lemmas 2.1, 2.2, and 2.3), that will play a crucial role for the proof of Theorem 2.4. there exists a minimal basis a 1 , . . . , a s of J satisfying the following conditions:
Proof. In particular, (2.1) implies that [0 :
We remark that since k is infinite, we can choose the basis a 1 , . . . , a s such that each a i satisfies [0 : Proof. We use induction on i. For i = 0 the result is trivial. Assume that 0 ≤ i ≤ s − 1. We need to show that the inequality holds for i + 1. Let j ≥ r + i + 1. By (2.1),
Hence we obtain an exact sequence
On the other hand, by (2.1) for i = 0, [0 : 
The goal of this section is to prove the following theorem.
Theorem 2.4. Let R be a local Cohen-Macaulay ring of dimension d with infinite residue field, let I be an R-ideal, and let J be a reduction of I generated by s elements. Let G be the associated graded ring of I, and r = reg G. Then,
To prove Theorem 2.4, we will apply the methods of [2] . We first need some preliminary notation and lemmas.
Let J be a reduction of I with basis a 1 , . . . , a s satisfying the conclusions of Lemma 2.1. If s > 0, for 0 ≤ i ≤ s consider the graded G-modules:
and by (2.2) we have that 0 : M (i) (a * i+1 ) = 0. Thus, in the range 0 ≤ i ≤ s − 1 we have exact sequences
Notice that M (s) = 0, since I r+s+1 = JI r+s .
Let λ = min({depth R/I j |1 ≤ j ≤ r + 1} ∪ {depth R/I j + j − r|2 + r ≤ j ≤ s + r}).
Recall that our goal is to show that depth G ≥ λ. The next lemma gives an estimate of depth M (i) . In particular we show that depth Proof. We use decreasing induction on i. For i = s, the assertion is true since M (s) = 0.
Suppose that 0 ≤ i ≤ s − 1. Consider the exact sequence (2.4)
It follows from Lemma 2.3 and the induction hypothesis that depth For a graded S-module N and an integer j we put
The following lemma is well known, but we recall it for convenience.
Lemma 2.6. [2, 2.6] Let 0 → A → B → C → 0 be an exact sequence of graded S-modules, let n and j be integers. 
) is concentrated in degree r + i + 1. Hence, Lemma 2.6 (a) implies that a j (N (i+1) ) ≤ r + i + 1 for any j. Applying the local cohomology functor to the sequence (2.5)
it follows that for any j, [H j (M (i) )] n = 0 whenever n > r + i. Hence a j (M (i) ) ≤ r + i and the proof of (a) is completed. Let C = ⊕ r n=0 I n /I n+1 . Since depth C ≥ λ, and depth M (0) ≥ λ − 1 by Lemma 2.7, it follows that depth G ≥ λ−1. Applying local cohomology to (2.6) we see that H λ−1 (M (0) ) ∼ = H λ−1 (G). Furthermore, by Lemma 2.7 and by Lemma 2.6 (a), we have that a j (G) ≤ r for any integer j. If depth G = λ − 1, then depth M (0) = λ − 1, and so a λ−1 (M (0) ) = r by Lemma 2.7. On the other hand, since λ − 1 < d, by [2, 2.9] we have that a λ−1 (G) < r, a contradiction. Hence, depth G ≥ λ.
