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Abstract: Herein is presented a research concerning to the calculation of quantum mean
values, for a composite A + B, by using diﬀerent formulas to expressions in Boltzmann-
Gibbs-Shannon’s statistics. It is analyzed why matrix formulas with matrices EA and EB,i n
Hilbert subspaces, produce identical results to full Hilbert space formulas. In accord to former
investigations, those matrices are the true density matrices, inside third version of nonextensive
statistical mechanics. Those investigations were obtained by calculating the thermodynamical
parameters of magnetization and internal energy for magnetic materials. This publication shows
that it is not necessary postulate the mean value formulas in Hilbert subspaces, but they
can be formally derived from full Hilbert space, taking into consideration the very statistical
independence concept.
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1. Introduction
Nowadays, the nonextensive statistical mechanics is intensely researched as an alterna-
tive theory for Boltzmann- Gibbs-Shannon’s statistics. It was developed by Brazilian
researcher C. Tsallis [1-3]. There are three versions about the quoted statistics; however
some authors consider a fourth version else [4]. In this article it is analyzed the third
version of Tsallis statistics. So, it is shown a generalization for the results got in [5-7].
Inside these preceding works, there was made an investigation about how must be the
calculation for thermal quantum mean values, using the Heisenberg model in mean ﬁeld
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approach for a magnetic composite A + B. The density matrices EA and EB were con-
sequence of those early investigations. These matrices resolved the calculation puzzle of
mean value of a observable: a diﬀerent result happened if it was calculated in distinct
Hilbert space. In scientiﬁc literature, the nonextensive statistical mechanics has applica-
tions in many areas like Quantum Field Theory, Theory of Chaos, Condensate Matter
Physics, Astrophysics, etc.[3].
2. Theoretical Frame
In 1988, as a possible generalization to Boltzmann-Gibbs-Shannon statistics, the Brazilian
researcher C. Tsallis postulated the entropy Sq. Here we express it in the density matrix
formalism: [8]:
Sq = kB
1 − Tr(ˆ ρq)
q − 1
, (1)
where ˆ ρq is the density matrix operator ˆ ρ powered to entropic index q (also called the
Tsallis’ entropic parameter), and kB is the Boltzmann’s constant and Tr symbolizes the
trace operation taken over the density matrix, what represents the quantum states of the
system. When q tends to 1 we recover the Boltzmann-Gibbs-Shannon’s entropy:
S = − kBTr(ˆ ρLnˆ ρ); (2)
the probability distribution is achieved via entropy maximization method which was
proposed by American E. T. Jaynes [9]. In that process we should utilize the following
constraints of unitary norm and internal energy redeﬁnition, Uq, [10]:
Tr(ˆ ρ)=1 a n d Uq =
Tr(ˆ ρq ˆ H)
Tr(ˆ ρq)
, (3)
ˆ H stand for the Hamiltonian operator (when q → 1 we turn back to the usual internal
energy U =T r (ˆ ρ ˆ H)). Then, as a consequence of the speciﬁed constraints we derived the
probability density function (PDF):
ˆ ρ =
[ˆ 1 − (1 − q)β ˆ H]
1
1−q
Zq
, (4)
where Zq is the generalized partition function,
Zq =T r [ ˆ 1 − (1 − q)β
 ˆ H]
1
1−q, (5)
and β = 1
kBT is an energy parameter [11, 12] with T the temperature of the system. It
must be said that some authors use other temperature concepts, for it is an open problem
[10, 13]. Nonetheless, it will subsequently be clear that this diﬃculty doesn’t aﬀect the
outcomes from this paper.
We want emphasize that in Eqs. (4) and (5), for each matrix element of ˆ 1−(1−q)β ˆ H,
it is necessary imposes the Tsallis cut-oﬀ:
1 − (1 − q)β
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with εi the energy autovalues. Furthermore, we should mention that if q → 1 then the
Eq. (4) transforms in the regularly utilized density matrix of Boltzmann-Gibbs-Shannon:
ˆ ρ =
exp(−β ˆ H)
Z
, (7)
where Z is the known partition function
Z =T r [ e x p ( −β
 ˆ H)], (8)
obviously, this last equation has been gotten from the Eq.(5) for q → 1.
On the other hand, for a composite A + B, we have the entropy of the complete
system:
SA+B = kB
1 − Tr(A,B)[ˆ ρq]
q − 1
(9)
for Tr(A,B) meaning the quantum operation of trace over states A and B. Likewise, we
have that formulas completely analogous are valid for the subsystems A and B,t h a ti s ,
SA = kB
1 − TrA(ˆ ρ
q
A)
q − 1
and SB = kB
1 − TrB(ˆ ρ
q
B)
q − 1
, (10)
where TrA and TrB represent, respectively, the partial trace over states A and B. Besides,
the matrices ˆ ρ
q
A and ˆ ρ
q
B are obtained by powering the familiar marginal matrices ˆ ρA and
ˆ ρB deﬁned as,
ˆ ρA =T r B(ˆ ρ)a n dˆ ρB =T r A(ˆ ρ). (11)
2.1 Quantum Mean Values for a System A + B
In the context of the third version of nonextensive statistical mechanics, the quantum
mean values of observables ˆ OA and ˆ OB, in the full Hilbert space, are calculated through
the formulas:
OA =   ˆ OA  =
Tr(A,B)(ˆ ρq ˆ OA)
Tr(A,B)(ˆ ρq)
and OB =   ˆ OB  =
Tr(A,B)(ˆ ρq ˆ OB)
Tr(A,B)(ˆ ρq)
, (12)
and for the same quantum mean values, evaluated in Hilbert subspaces, the following
expressions are taken into account:
OA =   ˆ OA  =
TrA(ˆ ρ
q
A ˆ OA)
TrA(ˆ ρ
q
A)
and OB =   ˆ OB  =
TrB(ˆ ρ
q
B ˆ OB)
TrB(ˆ ρ
q
B)
, (13)
with the operators ˆ OA and ˆ OB representing, respectively, the subsystem observables A
and B in Hilbert subspaces. However, we also can use in place of last formulas new
expressions yet
OA =   ˆ OA  =
TrA( ˆ EA ˆ OA)
TrA( ˆ EA)
and OA =   ˆ OB  =
TrB( ˆ EB ˆ OB)
TrB( ˆ EB)
, (14)90 Electronic Journal of Theoretical Physics 9, No. 26 (2012) 87–92
where EA and EB denote innovative marginal matrices [5-7] deﬁned as
ˆ EA =T r B(ˆ ρ
q)a n d ˆ EB =T r A(ˆ ρ
q), (15)
in the previous quoted publications it was clearly shown that the matrices EA and EB are
the adequate marginal matrices for calculations of quantum means of physical observables
inside the Hilbert subspaces. Subsequently, in the next section, we will give a explanation
of why these marginal matrices produce exact results.
2.2 Usual Statistical Independence and q-Statistical Independence
In the Boltzmann-Gibbs-Shannon’s statistical mechanics, two systems A and B are sta-
tistically independent if and only if the following relation is veriﬁed:
ˆ ρ =ˆ ρA ⊗ ˆ ρB, (16)
where the symbol ⊗ indicate the tensor product operator. Extending this expression to
nonextensive statistical mechanics, we would have
ˆ ρ
q =ˆ ρ
q
A ⊗ ˆ ρ
q
B, (17)
which can also be expressed in this way:
Tr(A,B)(ˆ ρ
q)=T r A [ˆ ρ
q
A]T r B [ˆ ρ
q
B]; (18)
we want to emphasize these last assumptions will be decisive to understanding the kernel
of the next procedure we display below.
3. Procedure
Like it was mentioned, in the references [5, 6, 7] were exposed exact analytical calcula-
tions, and even computer simulations, of quantum mean values regarding the suitableness
of using the marginal matrices EA and EB. These matrices produce identical calculations
as much full Hilbert space as Hilbert subspaces. In these circumstances, we introduce an
explanation why EA and EB operate well. Then, we demonstrate below how by passing
from observable formulas in full Hilbert space to observable formulas in Hilbert sub-
spaces. The explicit calculation for q =1 is known by the scientiﬁc community, and it
can be found inside a classical book of quantum mechanics [14].Due to didactic reasons
we have simpliﬁed the calculations for q  = 1. Thus, in the Fig. 1 we have a scheme
displaying four steps to going from formulas in full Hilbert space to formulas in Hilbert
subspaces. Despite its apparent simplicity, it shows to be a powerful tool for our objec-
tive: to explain why marginal matrices EA and EB give identical results in full space
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We begin to analyzing the Fig. 1: the step 1, column below 1, represents the re-
spective quantum mean value of an observable for subsystem A and B, with all the
operators lying down full Hilbert space. The step 2, column below 2, is obtained when
we carrying out the respective partial traces over states B and A, namely, the following
operators are accomplished through partial traces: ˆ EA =T r B(ˆ ρq)a n d ˆ EB =T r A(ˆ ρq), as
well as ˆ OA =T r B( ˆ OA)a n d ˆ OB =T r A( ˆ OB), all of them are in the respective Hilbert sub-
spaces. Once more we want to stress that computer simulations and analytic calculations
[5, 6, 7] showed the results with column 1 and column 2 coincide exactly. In other words,
the formulas with ˆ EA and ˆ EB get favorable outcome because for obtaining them it wasn’t
assumed the q-statistical independence. The step 3, column below 3, is obtained from
the step 2 if we assume q-statistical independence between A and B,ˆ ρq =ˆ ρ
q
A ⊗ ˆ ρ
q
B. And,
ﬁnally, the step 4, column below 4, contains the simpliﬁed formulas in Hilbert subspaces,
these are the usual postulated formulas. However, the computer simulations and analytic
calculations inside references lately quoted show that the calculations with column 1 and
column 4 diﬀer. These disagreements happen because the formulas in the column 4 were
obtained assuming the q-independence statistical. This is the why the marginal matrices
ˆ EA and ˆ EB are adequate.
1 23 4
ˆ ρq =ˆ ρ
q
A ⊗ ˆ ρ
q
B
↓
Tr(A,B)(ˆ ρq ˆ OA)
Tr(A,B)(ˆ ρq) ⇒ TrA( ˆ EA ˆ OA)
TrA( ˆ EA) ⇒ TrB(ˆ ρ
q
B)TrA(ˆ ρ
q
A
ˆ OA)
TrB(ˆ ρ
q
B)TrA(ˆ ρ
q
A) ⇒ TrA(ˆ ρ
q
A
ˆ OA)
TrA(ˆ ρ
q
A) and
Tr(A,B)(ˆ ρq ˆ OB)
Tr(A,B)(ˆ ρq) ⇒ TrB( ˆ EB ˆ OB)
TrB( ˆ EB) ⇒ TrA(ˆ ρ
q
A)TrB(ˆ ρ
q
B
ˆ OB)
TrA(ˆ ρ
q
A)TrB(ˆ ρ
q
B) ⇒ TrB(ˆ ρ
q
B
ˆ OB)
TrB(ˆ ρ
q
B)
Fig. 1: The transition from the mean value formulas in Full Hilbert space to the mean
value formulas in Hilbert subspaces for a composite A + B.
Conclusions
In this paper in the frame of third version of nonextensive statistical mechanics, utiliz-
ing the partial trace concept, there was explained that the mean value formulas for a92 Electronic Journal of Theoretical Physics 9, No. 26 (2012) 87–92
composite A+ B, in Hilbert subspaces, can be deduced (and not necessarily postulated)
from the formulas in the full Hilbert space. For this procedure is very important the
hypothesis of statistical independence between the subsystems A and B. So, this article
generalizes the particular results obtained in the references [5-7]. Additionally, it is natu-
rally concluded that the passage from formulas in full Hilbert space to Hilbert subspaces
is independent of temperature concept, value of entropic index, form of density matrix,
and it stays valid for any physical observable. All of this is because the formalism with
partial trace is indeed powerful. Therefore the explanation showed may be extended to
any generalized statistics.
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