Starting from the overdamped Langevin dynamics in R n ,
Introduction
Coarse-graining techniques are fundamental tools in computational statistical physics problems. They are very important for modelling questions (to get some insight on a complicated high-dimensional problem, by reducing it to a low-dimensional model) and for numerical algorithms, which very often use coarse-grained descriptions as predictors to speed up the computations.
In this work, we are interested in getting a low-dimensional Markov dynamics on a few degrees of freedom starting from a high-dimensional Markov dynamics. More specifically, we consider a stochastic process (X t ) t≥0 on R n which follows the overdamped Langevin dynamics:
where β −1 is proportional to the temperature, W t is a standard n-dimensional Brownian motion and V : R n → R is a smooth function. This dynamics is often used in molecular dynamics simulation. Under suitable assumptions on V , this dynamics is ergodic with respect to the Boltzmann-Gibbs measure dµ = ψ(x) dx with ψ(x) = Z −1 exp(−βV (x)), Z = R n exp(−βV (x)) dx, where Z is assumed to be finite. Suppose that we are not interested in the dynamics of (X t ) t≥0 , but only in the dynamics of its first component, (X 1 t ) t≥0 (see Remark 1 below for a discussion of more general cases). In view of (1), we have dX
In general, this dynamics is not closed in (X 1 t ) t≥0 , as the right-hand side depends on X t and not only on X 1 t . To obtain a closed (Markov) dynamics, a natural idea inspired by [5] is to replace the drift term in (2) by its expectation with respect to µ, conditionally to the value of X 1 t . We refer to [8, 9] for a motivation using probabilistic arguments, and to [2, 14] for other derivations, based in particular on the so-called Mori-Zwanzig projection operator approach [3] . Roughly speaking, such an approximation requires the first component X 1 t to "move slowly" compared to the other components (X 2 t , . . . , X n t ), so that these components reach equilibrium before X 1 t has moved. The aim of the analysis performed here and in the previous works [8, 9] is to give a precise mathematical content to this intuition.
For any ξ ∈ R, we hence introduce
with
where we have used the notation
Note that ψ ξ (x n 2 ) dx n 2 is a conditional probability measure, namely the probability measure µ conditioned to X 1 = ξ. In the following, we also need the marginal probability density ϕ : R → R of ψ along the first coordinate:
The function b (or, depending on the authors, −b) is the so-called mean force associated to the measure µ and the reaction coordinate (x 1 , x n 2 ) → x 1 , see e.g. [12] . It is the derivative of the so-called free energy F (ξ) = −β −1 ln ϕ(ξ) associated to µ and the reaction coordinate (x 1 , x n 2 ) → x 1 : b(ξ) = F ′ (ξ). Replacing the drift term in (2) by its conditional expectation, we introduce the following dynamics, which hopefully is a good approximation of (2):
This is a closed dynamics in ξ t , and (ξ t ) t≥0 is a Markov process. The mathematical question is now to estimate, in some sense to be made precise, the distance between ξ t solution to (6) and X dynamics. This is motivated in particular by current practices in the field of molecular dynamics, where practitioners derive from (6) some transition times by looking at free energy differences and using the Eyring-Kramers law (see for example [6] for a review).
As a first step, in [8] , estimates on the distance (in total variation norm) between the law at time t of X 1 t and the law at time t of ξ t have been obtained. These are therefore estimates on the distance between the marginals in time. More precisely, under the two following assumptions:
[A1] The conditional probability measures ψ ξ (x n 2 ) dx n 2 satisfy a Logarithmic Sobolev Inequality with a constant ρ which does not depend on ξ,
[A2] The so-called coupling constant κ ∞ is finite:
we have shown in [8] (see also [9] for a simple case) that, for all times t ≥ 0,
Here,
dL(X 1 t ) denotes the relative entropy of the law of X 1 t with respect to the law of ξ t , which is for example an upper bound on the square distance between the two laws in total variation norm. Provided that ρ is large, we hence see that, in terms of laws at any time t, ξ t is an accurate approximation of X 1 t . The assumption that ρ is large formalizes the fact that mixing with respect to the probability measures ψ ξ (x n 2 ) dx n 2 is fast, and hence, as pointed out above, that the components (X 2 t , . . . , X n t ) quickly reach equilibrium. As a side remark, let us mention that the set of assumptions [A1]-[A2] appears to be very useful to analyze metastable processes and coarse-graining techniques in many contexts (see e.g. [4, 10, 11] ).
In this work, we go further and obtain estimates on some distance between the trajectories (X 1 t ) t≥0 and (ξ t ) t≥0 (and not only the laws of X 1 t and ξ t at any time t), under assumptions very similar to Assumptions [A1]-[A2] (see Proposition 3 below). The main difference is that we obtain a result over finite time intervals, whereas (7) is a uniform in time estimate. Getting some trajectorial estimates is crucial since, in molecular dynamics, many quantities of interest are indeed trajectorial ones (such as autocorrelation in time of some observables, for example).
The article is organized as follows. In Section 2, we introduce some notation, the assumptions under which we work, and our main result (Proposition 3). This result is based on three ingredients: • second, the introduction of a Poisson equation and the use of an argument due to T. Lyons and T. Zhang in [13] to get an estimate on
, see Section 4;
• third, a Gronwall type argument to deduce from this estimate a bound
This argument requires some Lipschitz type assumptions on b, see Section 5.
Section 6 collects all these results to conclude the proof of Proposition 3. Finally, as an application of the mathematical techniques used to prove Proposition 3, we provide in Section 7 a quantitative averaging result, which is to the best of our knowledge new since it does not require the effective drift b to be Lipschitz. Remark 1. We consider here for simplicity the case when the degree of freedom of interest is one of the cartesian coordinate of X t . This could be generalized in two directions. First, one could consider a more general function of X t , say θ(X t ), where θ : R n → R. This is actually the setting of the previous work [8] . One could also consider higher dimensional settings, where θ takes its values in R d with d ≥ 2. We do not pursue along these directions here, in order to keep the presentation simple.
2 Notation, assumptions and main result
Notation
Let us introduce the operator L, defined by: for any function v : R n → R,
We also need the family of operators L ξ indexed by ξ ∈ R and defined by: for any function v :
where we used the notation
Note that the sums in (9) start at i = 2, in contrast with those in (8) .
The functional space
plays a crucial role in the following. It is an Hilbert space for the scalar product: for u and v in L 2 (ψ),
Likewise, we will use the space L 2 (ψ ξ ), defined over functions v : 
It is standard to check that L is a symmetric operator in L 2 (ψ) (which is equivalent to the reversibility of the process X t with respect to the equilibrium measure µ): for any smooth test functions u and v,
Assumptions
In the sequel, we work under the three following assumptions. First, we assume that, for any ξ, the conditional probability measures
defined by (4) satisfy a Poincaré inequality for a constant ρ independent of ξ: there exists ρ > 0 such that, for any ξ and any function v ∈ H 1 (ψ ξ ), it holds:
where the functional space H 1 (ψ ξ ) is defined by
Note that, by integration by parts, we have (10) is thus a spectral gap assumption on the operator −L ξ . A Poincaré inequality holds on a probability measure exp(−βW (x)) dx under relatively mild assumption on W . Basically, if W is smooth and grows at least linearly at infinity, then exp(−βW (x)) dx satisfies a Poincaré inequality (see for example [1] ). In particular, if W is α-convex, then the Poincaré inequality is satisfied with the constant α/2.
Second, we assume that the cross derivative ∇∂ 1 V is in L 2 (ψ):
The two above assumptions (10) and (12) are very similar to (and actually weaker than) the assumptions [A1] and [A2] mentioned in the introduction and which have been used in [8] to study the correctness of the effective dynamics in terms of time marginals.
Third, we assume that the function b defined by (3) is one-sided Lipschitz on R: there exists L b > 0 such that
In addition, for any x > 0, we introduce
and assume that
where ϕ (defined by (5)) is the marginal probability density along the first coordinate X 1 . The quantity C α depends on β as ϕ and b depend on β. Note that, if we think of V as having polynomial growth, we see that α also has polynomial growth. In this case, the assumption (15) is hence fulfilled. The assumption (15) is further discussed in Remarks 13 and 14 below.
We will also sometimes consider the assumption
for some 1 ≤ p < 2, which is stronger than (15) . Note that (15) corresponds to the case p = 1.
Roughly speaking, the assumptions (13) and (15) will be used below to show that if x(t) and y(t) are solutions toẋ = −b(
Remark 2. The assumption (13) is satisfied if b is Lipschitz on bounded domains and increasing at infinity, which corresponds to a case when the associated free energy F is convex at infinity and smooth.
Main result
Our main result is the following. (10), (12), (13) and (15) hold, and that the system starts at equilibrium:
Proposition 3. Assume that
Consider (X t ) 0≤t≤T solution to (1) and (ξ t ) 0≤t≤T solution to (6) over a bounded time interval [0, T ]. Then, there exists a constant C, that is independent of ρ and κ, and that only depends on T ,
Note that the constant C in (18) only depends on β through its dependency to C α (β).
Remark 4. The proof of (18) also shows that, if we replace the assumption (15) by the stronger assumption (16) for some 1 ≤ p < 2, then there exists a constant C, that is independent of ρ and κ, and that only depends on p, T , C α,p (β) and L b , such that
See Remark 15 below.
, then the dynamics (2) is actually closed in X 1 and we expect the effective dynamics (6) to be exact. This is indeed the case: if ∂ 1 V is independent of x n 2 , then we see from (12) that κ = 0, and (18) implies that the effective dynamics is exact.
Before going into the details in the next sections, let us sketch the proof of Proposition 3. We introduce
and recast (2) in the form
Using the definition (3) of b, one gets: for any ξ ∈ R,
Hence, under some adequate assumptions, for any ξ, there exists a unique function x
2 ) solution to the following Poisson problem:
A precise result will be stated below (see Lemma 9) . On the one hand, we thus obtain, after integration in time, that
On the other hand, integrating the stochastic differential equation (6) between times 0 and t, we get
We deduce from (22) and (23) that
We then see that we need to bound
right-hand side of (24) in order to estimate the distance between X 1 t and ξ t .
The proof is then based on two main arguments. First, we estimate the
ds using a result due to T. Lyons and T. Zhang in [13] together with an estimate on the solution u to the Poisson problem (21), see Section 4. This estimate relies on the two assumptions (10) and (12) . Second, a Gronwall-type result is proved in Section 5 to obtain an upper
This result (of interest by its own) relies on the one-sided Lipschitz assumption (13) as well as on the integrability assumption (15) . We eventually point out that the stationarity assumption (17) in Proposition 3 can be relaxed using a standard argument based on a conditional expectation with respect to the initial condition, as stated in the following corollary:
Corollary 6. Assume that (10), (12) , (13) and (15) hold. Consider (X t ) 0≤t≤T solution to (1) and (ξ t ) 0≤t≤T solution to (6) over a bounded time interval [0, T ], with the initial condition X 0 distributed according to a measure
Then we have
where C is the constant of the estimate (18).
Proof. Let us introduce
where E x 0 is the expectation conditionally to the fact that the initial condition of (1) is deterministic: X 0 = x 0 ∈ R n . The result of Proposition 3 is that
Let us now consider (X 1 t ) t≥0 solution to (1) with initial condition distributed according to ψ 0 (x) dx. We have, using (25),
This concludes the proof of Corollary 6.
A similar corollary can be stated if we assume (16) rather than (15),
3 An estimate on f and a preliminary result
Estimate on f
A direct consequence of the two assumptions (10) and (12) is an estimate on the function f defined by (20):
Lemma 7. Consider f defined by (20) and assume that the conditional probability measures ψ ξ (x n 2 ) dx n 2 satisfy the Poincaré inequalities (10) , and that the cross derivative ∂ 1 ∇V satisfies (12). Then we have
Proof. Notice that for any ξ ∈ R,
Thus, using (10), we get, for any fixed ξ ∈ R,
By multiplying by ϕ(ξ), integrating over ξ ∈ R and using (12), we obtain (27).
Notice that, as a corollary of (27), since
and ϕ > 0, we have that, for almost all ξ ∈ R,
3.2 A simple consequence of Lemma 7
Before proving our main result Proposition 3, we first state a preliminary result, which is weaker but also much more simple to prove than Proposition 3. This result already highlights the importance of the assumptions (10), (12) and (13).
Lemma 8. Assume that (10), (12), (13) and (17) hold. Consider (X t ) 0≤t≤T solution to (1) and (ξ t ) 0≤t≤T solution to (6) over a bounded time interval [0, T ]. Then, there exists a constant C, that depends on T and L b , but is independent of β, ρ and κ, such that
Note that we do not need the assumption (15) here. The above result obviously implies that
a result which is weaker than Proposition 3 as we think of ρ as being large. The stationarity assumption (17) can be weakened in a similar way as in Corollary 6 above by using the same conditioning argument.
Proof. From (2) and (6), and using the definition (20) of f , we have
We deduce from an Itô's computation that
where we have used (13) and a Young inequality in the last line. Setting
2 ds, we thus see that
Using Gronwall lemma and the fact that φ(0) = 0, we deduce that, for any
Hence, using (30), we obtain
where the right-hand side is independent of t. Taking the supremum over t ∈ [0, T ] and taking expectations, we deduce that
Now, one can use Lemma 7 above to control the right-hand side. Indeed, since X 0 (and thus X t at any time t) is distributed according to the equilibrium measure (see (17)), we obtain, using (27) , that
This proves the claimed bound (29) and concludes the proof of Lemma 8.
4 Estimate on the term
The aim of this section is to get an estimate in terms of κ and ρ on the last term (24) (where, we recall, u is the solution to the Poisson problem (21)) using the estimate on f of Lemma 7, and assuming that X 0 is distributed according to the equilibrium measure µ.
As explained in Section 4.2, it is enough to estimate In all this section, only the two assumptions (10) and (12) are needed.
The Poisson problem
Let us first state an existence and uniqueness result for the Poisson problem (21) introduced above, as well as an estimate on its solution.
Lemma 9. Assume that (10) and (12) hold, and consider the function f defined by (20). Then, for any ξ ∈ R, there exists a unique function x
where the functional space H 1 (ψ ξ ) is defined by (11) . Moreover, u is a C ∞ function and satisfies the estimate
In addition, we have
Proof. Let us introduce the functional space
A variational formulation of (31) is the following: find u(ξ,
Here, we used the fact that for any smooth functions u : R n → R and
The variational problem (34) admits a unique solution using Lax-Milgram lemma and (10) to get the coercivity of the bilinear form. The right-handside in (34) is well defined in view of (28). Moreover, the solution to (34) is indeed a solution to (31) (in distributional sense, say) since
By standard elliptic regularity results, since the functions V and f are assumed to be smooth, the function u is actually C ∞ . By taking v = u in (34), we get
where we used (10) in the last line. This yields (32). By combining (27) and (32), we get (33). This concludes the proof.
An estimate on square-integrable martingales
The following general result (see [13] or [7, Section 2.5, Lemma 2.4]) is useful for our proof.
Lemma 10. Let (X t ) t≥0 be the solution to (1), with its initial condition distributed according to the equilibrium measure µ (see assumption (17)). Consider a function Φ :
where, we recall, ∇ ⋆ denotes the adjoint of the operator ∇ with respect to the L 2 (ψ) scalar product, so that
We have not looked at the minimal regularity assumptions on Φ for this lemma to hold, since we use it below for a function Φ which is indeed in (C ∞ ∩ L 2 (ψ)) n . We refer to [7, Section 2.5, Lemma 2.4] for a statement under weaker regularity assumptions on Φ.
Proof. The proof falls in two steps.
Step 1. For any η > 0, consider the resolvent problem
a variational formulation of which is: find w η ∈ H 1 (ψ) such that, for any test
Using the Lax-Milgram theorem, the above problem has a unique solution w η ∈ H 1 (ψ). Furthermore, taking v ≡ w η as function test in the above variational formulation, we get
, which hence shows that, for any η > 0, we have
Furthermore, we have
In addition, by standard elliptic regularity results, since the functions V and Φ are assumed to be smooth, the function w η is actually C ∞ .
Step 2. Now, let us consider a fixed time T > 0. Since w η is smooth, we can write, by Itô's calculus, that, for any t ∈ [0, T ],
Let us introduce, for s ∈ [0, T ],
Since X 0 is distributed according to the equilibrium measure µ and (X t ) t≥0 is reversible with respect to µ, (Y s ) 0≤t≤T has the same law as (X s ) 0≤t≤T . We thus can write 
we deduce from adding (39) and (40) that
The random process (M t ) 0≤t≤T is a martingale since (37) and the fact that, for any time s ∈ [0, T ], X s is distributed according to µ. Using Doob inequality on the martingales (M t ) 0≤t≤T and (M t ) 0≤t≤T , which reads
and likewise for M t , we obtain
where we have used (37) in the last line.
In view of (36), we now write, for any ν > 0, that
We now pass to the limit η → 0 using (38). We get that, for any ν > 0,
which implies (35). This concludes the proof of Lemma 10.
Estimate on the term
We are now in position to bound the last term in (24).
Proposition 11. Let X t be the solution to (1), with its initial condition distributed according to the equilibrium measure µ (see assumption (17)).
We assume that (10) and (12) hold. Let u be defined as the solution to the Poisson equation (31). Then, we have
Proof. Let us introduce Φ = (0, ∇u) :
We have
Since u ∈ C ∞ , we have Φ ∈ (C ∞ ) n . Furthermore, in view of (33), we have Φ ∈ (L 2 (ψ)) n . We are thus in position to use (35) and get that
The estimate (42) is then obtained as a direct consequence of the estimate (33) on the solution u to the Poisson problem.
A Gronwall-type result
In this section, we state a general Gronwall-type result that will be crucial to prove Proposition 3. This section explains the role of the one-sided Lipschitz assumption (13) as well as the integrability condition (15).
Lemma 12. Consider a smooth function b : R → R satisfying the onesided Lipschitz assumption (13) with constant L b and the integrability condition (15) with constant C α . Let X t ∈ R and Y t ∈ R be the solutions to
for some time integrable stochastic process f t and some positive constant σ, where B t is a one-dimensional Brownian motion. We assume that there exists a probability measure ϕ(x) dx on R which is invariant both for the dynamics (43) and (44) and that X 0 = Y 0 are distributed according to that measure. Consider a fixed time interval [0, t]. We have
where e s = s 0 f τ dτ and C is a constant only depending on t, C α and L b .
Let us comment on this result. First, using the one-sided assumption (13), one can check . This is why the standard approach does not apply, and why we need Assumption (15) in addition to the one-sided Lipschitz assumption (13) .
Second, if b is assumed to be globally Lipschitz with constant L b (instead of one-sided Lipschitz), one can check that
and, again by Gronwall lemma, sup
|e s |. Here, we do not assume b Lipschitz but only one-sided Lipschitz, and we were not able to prove such a pathwise inequality under the only assumption (13) . Actually, we can prove a similar inequality but only in expectation, see (45), and under the additional assumption (15) .
Concerning the dependency of the constant C in (45) on the time t, one can check from the proof that C = 1 + Ct exp(L b t) where C is a constant only depending on C α and L b . Notice that if b is assumed to be increasing, one can take L b = 0, so that C = 1 + Ct.
Before proving Lemma 12, let us comment on Assumption (15) , that reads, we recall,
Remark 13. It is not enough to assume
for (15) to hold. Consider indeed the case of ϕ(x) = (1 + |x| 2 ) −1 and b
and (46) holds. But, for any x such that n < |x| < n+1, sup
and (15) does not hold.
Remark 14.
Rather than assuming (15), another possibility is to assume that b ′ satisfies (46) and that there exists C such that, for any x and y,
Then (45) again holds.
Proof of Lemma 12. As an obvious consequence of the assumptions, we see that, at any time t, X t and Y t share the same probability law ϕ(x) dx, independent of t. Let Z t = Y t − e t . We infer from (43) and (44) that
To control the second term in the above right-hand side (corresponding to the case |X t − Z t | ≥ |e t |), we argue as follows:
• If X t ≥ Z t , then it means that X t − Z t ≥ |e t | ≥ e t , hence X t ≥ Z t + e t , hence, using (13), we have b(
Therefore,
• If X t ≤ Z t , then it means that X t −Z t ≤ −|e t | ≤ e t , hence X t ≤ Z t +e t , hence, using (13), we get b(
. Therefore,
Collecting (47), (48) and (49), we have
To proceed, we write
for some θ t ∈ (X t , Y t ). Using the function α defined by (14), we obtain
Inserting this relation in (50), we obtain
We thus obtain
We now integrate in time, and use the fact that X 0 = Z 0 :
We deduce that
thus
4 ds
Since the law of X s and Y s is the same and does not depend on time, E α(|X s |)
where C only depends on C α and L b . We eventually write that
From (52) and the above bound, we deduce the claimed bound (45).
Referring to Remark 4, if we assume (16) for some 1 ≤ p < 2 rather than (15), the above proof can be modified to prove
instead of (45). Indeed, from (51), we deduce that
thus, using Hölder inequality with exponents 2/p and 2/(2 − p), we get
, where, as above, η = E sup s∈[0,t] |e s | 2 and C 1 and C 2 are constants only depending on p, t and L b . Since the law of X s and Y s is the same and does not depend on time,
in view of (16). We hence have E sup 
Proof of Proposition 3
In this section, we complete the proof of the error estimate (18) between the effective dynamics and the original dynamics, by combining the estimate on the last term in (24) obtained in Section 4 (namely (42)) together with the Gronwall-type argument of Section 5 (i.e. estimate (45)).
Recall that the exact dynamics satisfies (see (22))
whereas the effective dynamics satisfies (see (23))
We set
and we are thus in the setting of Lemma 12, where ξ t satisfies a dynamics of the form (43) while X 1 t satisfies a dynamics of the form (44). In view of the assumptions (13), (15) and (17), we see that the assumptions of Lemma 12 are satisfied. The bound (45) thus yields that
where
the last inequality being the main output of Section 4 (see (42) in Proposition 11). Inserting the above estimate in (54), we deduce the claimed bound (18). This concludes the proof of Proposition 3.
Remark 15. Following Remark 4, we now replace the assumption (15) by the stronger assumption (16) for some 1 ≤ p < 2. Following the same lines as in the proof of Proposition 3, and using (53) instead of (45), we obtain
where, in view of (42), we have η 2 ≤ 8T β κ 2 ρ 2 . Inserting this estimate in (55), we deduce (19).
7 Application: a quantitative averaging result
In this section, as an application of the techniques presented above, we show how to obtain a quantitative result on the error introduced by an averaging principle. We would like to stress that our result holds without assuming that the effective drift function is Lipschitz, which is to the best of our knowledge the assumption made in similar quantitative results that have been previously obtained in the literature.
Let us consider the stochastic differential equation
where X ε,i t denotes the i-th component of the vector X ε t ∈ R n and ε is a positive constant. The initial condition X ε 0 = X 0 is assumed to be independent of ε for simplicity. We note that dµ = ψ(x) dx is again the invariant measure of (56), and that it is independent of ε.
By the averaging principle (see for example [15] ), it is expected that, in the limit ε → 0, the process (X ε,1 t ) t≥0 converges to the process (ξ t ) t≥0 satisfying
with initial condition ξ 0 = X 1 0 , and where b is defined by (3) . Using the techniques presented above, we are able to prove the following convergence result:
Proposition 16. Assume that (10), (12) , (13) and (15) hold, and that the system starts at equilibrium:
Consider (X t ) 0≤t≤T solution to (56) and (ξ t ) 0≤t≤T solution to (57) over a bounded time interval [0, T ]. Then, there exists a constant C, that is independent of ε, ρ and κ, and that only depends on T , C α (β) and L b , such that
Proof. The proof consists in exactly following the same arguments as for the proof of Proposition 3, keeping track of the dependency of the constants on ε.
Let us emphasize the modifications in the various steps of the proof. The equation (24) still holds in our context:
where, as before, u is the solution to the Poisson problem (21) using the same definition (9) for the operator L ξ . In particular, u does not depend on ε. By using the results of Sections 3 and 4.1, we have (see Lemma 9) that
The infinitesimal generator of the process (X ε t ) t≥0 is L ε defined by: for any smooth function v : R n → R,
to be compared with (8) .
The main modification in the proof of Proposition 3 is in Lemma 10. Now, the estimate (35) is the following. For any function Φ : Taking v = w ε,η , we obtain the a priori estimate (compare with (37)-(38)) 
, to be compared with (41). Using (64), we obtain (62) as in the proof of Lemma 10. Choosing Φ = (0, ∇u) in (62) (as in the proof of Proposition 11), one obtains, using (61), Let us make three comments on the previous result. First, the stationarity assumption (58) can be weakened in a similar way as in Corollary 6 above by using the same conditioning argument.
Second, it is easy to generalize the previous result to the situation where each component of (X t ) t≥0 is scaled in time with a parameter ε i : for i = 2, . . . , n,
while we keep, for the first component,
In this case, one obtains a similar estimate as (59), which ε being replaced by max(ε 2 , . . . , ε n ). Third, we notice that using the simple approach of Section 3.2 on the stochastic differential equation (56), one obtains the estimate (29) with an upper bound independent of ε (recall indeed that b, and thus f defined by (20), are independent of ε). This shows the interest of the approach developed in Sections 4 and 5.
