Abstract-Image detection under low-light-level conditions is treated as a hypothesis-testing problem in which the observations are modeled as a shot-noise process. Since computing the likelihood ratio for shot-noise processes is not feasible, we propose the use of a one-dimensional test statistic obtained by filtering and sampling the observations. The filter is chosen to maximize a generalized signal-to-noise ratio. The likelihood ratio for the onedimensional test statistic is evaluated numerically by inverting the corresponding characteristic function under each hypothesis.
I. INTRODUCTION
HEN images are produced under high-level illumina-W tion, they are often modeled as the sum of a "signal" image plus signal-independent Gaussian noise. However, when an image is formed under low-light-level illumination, it can be better modeled as a filtered point process, also known as shot noise, described as follows.
The process of image acquisition consists of the measurement of arriving photons in the image plane. In practical situations, it is difficult to measure the exact location of the photons since these are filtered by the finite response of the imaging device. What is measured, instead, is the superposition of the responses of the imaging system to each arriving photon. This superposition, measured at a point .I' E IR2, can be described by the random variable
Z(.r) = l t ( J -SI,)
I/ where denotes the set of positions at which photons are detected, and h represents the impulse response or pointspread function of the imaging device. A block diagram of the imaging system is shown in Fig. 1 .
We consider the following hypothesis-testing problem.
Under hypothesis HI, i = 0.1, the {XI,} are points of a twodimensional Poisson process with nonnegative intensity A, ( x ) , Special cases of this problem that have previously been addressed include the following.
1) The exact locations of the photons are available. This is equivalent to the point-spread function h ( . r ) being equal to a Manuscript received February 5 , 1992;  
Z
Dirac delta function h(:r), in which case one has a detection problem with Poisson-process observations. When one has Poisson-process observations, the likelihood ratio (LR) is, of course, well known [Y, p. 941. In [4] , a suboptimal detection scheme that could be easily implemented was considered. This led to the consideration of a correlation detector in which the Poisson-process observations were passed through a linear filter (taken to be one of the intensity functions) and sampled. This led to a hypothesis test based on a single shot-noise random variable.
2) Counts of photons in disjoint regions are available, and hence one is faced with a Poisson counting process detection problem. This case can be regarded as a filtered Poisson process with a special form of la, followed by sampling. The LR is well known for this special case also [9, p. 941. In [lo] , a correlation scheme was used for classification. The Poisson counting process observations (with counts being either 0 or 1 with high probability) were cross-correlated with various reference functions. Three reference functions were considered, one of which was constructed so that the value of the correlation between that function and the observed image approximates the value of the logarithm of the LR.
Little work has been done for the more general case of filtered point-process observations due to the difficulty of computing the density and distribution functions involved [3] .
HYPOTHESIS TESTING WITH SHOT-NOISE OBSERVATIONS

A. Preliminury Considerations
Using the mathematical model described in Section I, we would like to decide whether A0 or A1 is the true intensity of the underlying Poisson process that gives rise to our observations {Z(:I')}. Clearly 
As a suboptimal detector scheme, we propose that the received image {Z(.r)} be passed through a linear filter (to be chosen later in Section 11-E) and then sampled, as shown in Fig. 2 . The final discrimination of hypotheses will be based on the sample T . More precisely, let Clearly, (2.3) has the same form as (1.1). In other words, when the shot-noise process {Z(.r)} is passed through the linear system g, the output v(.r)} is also a shot-noise process. The final processing step shown in Fig. 2 is sampling. We set
The numerical calculation of fo and f l is discussed in Appendix A.
D. The Probability of Error
The probability of error incurred using the LRT (2.6) is denoted by Pc,; we can write an expression for P, as follows. Let F,(t) a P,(T 5 f ) , I = 0.1, be the cumulative probability distribution of T given that A, is the true intensity of the underlying Poisson process that models the location at which arriving photons strike the imaging system. Clearly, if no photons arrive, T = 0. The probability of this event is
In our applications, Do will turn out to be an interval or a union of disjoint intervals. Hence, the last term in (2.8) can easily be computed if we have a simple way to evaluate
A(
A ; ( . r )~L r .
In our applications, we have A, < x. We thus expect F , ( t ) to have the form i'
We discuss this further in Appendix B.
E . Selecting the Filter y
Ideally, we would like to select 9 to minimize the probability of a decision error P,. By the Cauchy-Schwarz inequality, w maximizes (2.19) if and only if r w = r m , where c is an arbitrary constant. For the numerical examples in Section 111-C, we take c = 1, and r w = m is easily solved using the NAG routine F04ASF. The NAG routine DOlFCF is used to compute (2.17) and (2.18). Remark: One of the reviewers has suggested selecting ,y so that
(2.12) (2.20) Using (2.11) and (2.12), it follows from the Cauchy-Schwarz inequality that j maximizes (2.10) if and only if
the idea being that (2.4) would then be equal (up to an additive constant) to the logarithm of the LR of the point process itself. A related idea was used in [lo] . Unfortunately, (2.20) may not
where I' is an arbitrary constant. Using (2.2), (2.13) then have a solution for the Same reasons given following (2.14). becomes Unfortunately, (2.14) may not have a solution. For example, if 9 and h are square integrable, the left-hand side of (2.14) will be a continuous function of ,r, while the right-hand side need not be, as is the case in our examples in Section 111-C. In order to avoid this problem, we a priori constrain g to be of the form i.e., the test statistic T is a weighted superposition of the mea- and it avoids the burden of computing f i ( t ) and Gi(t) by the numerical evaluation of inverse Fourier transforms. However, under the low-light-level conditions considered here, we do not expect the Gaussian approximation to work well, and this is indeed the case.
A. Likelihood Ratio Test
Following the observation T = t, the LRT is given by (2.6).
In the numerical examples discussed below, we plot fo(t) and f l ( t ) (Figs. 4-6 
P O ( t ) Ho
In the examples discussed below, a: 2 U:, and the decision regions for this test are easily shown to be and In the examples discussed below, the integrals ~~~-6 ' ' ' p , ( t ) rlt are negligible, and so we consider the following single-threshold test. We set 7 = y -b / n and use Do = (-x. 7 ) . Even with this choice of Do, the probability of error is given by (229, which requires complicated numerical integration as discussed in Appendix B. However, we also consider PG?, the "Gaussian approximation" of P,, that we define by In the examples below, PG? was computed easily with the NAG routine SISABF for evaluating the cumulative distribution of the standard normal density.
C. Examples
We compare the error performance of the two tests in three examples. In each example, we consider three cases, sampling at K = one, five, and ten points. Table I1 contains the means and variances of the filtered point process for the three cases. Table 111 contains the thresholds for the two tests under consideration, the corresponding decision regions DO and the probabilities of error. The value of P G~ is also included. A plot of fo and fl for each case is shown in Fig. S . From Table 111 , we see that a reduction of 44.1% in P, is obtained for the LRT when using K = 5 instead of K = 1, and a further reduction of 3.25% is obtained by using K = 10. 191592, 3 .038038 x lop1, -9.131236 x lop1, 4.417913 x lo-', -7.798749 x lo-*, 1.564578 x lop2, -2.080950 x lop1, 9.888259 x lop2, -9.350529 x lop2, 4.023416 x lop3. Table IV contains the means and variances of the filtered point process for the three cases. Table V regions Do and the probabilities of error. The value of P,, is also included. A plot of f(j and f l for each case is shown in Fig. 6 . From Table V , we see that a reduction of 27.1% in P, is obtained for the LRT when using K = 5 instead of K = 1, and a further reduction of 2.32% is obtained by using K = 10. .073133 x lop1, -6.402233 x lop1, 7.653726: x 10-", -1.801133 x lop', 1.533052 x -1.978371 x lop1, 7.396542 x -1.233330 x 2.736930 x lop'. Table VI contains the means and variances of the filtered point process for the three cases. Table VI1 contains the thresholds for the two tests under consideration, the corresponding decision regions Do and the probabilities of error. The value of Pcf is also included. A plot of f o and f l for each case is shown in Fig. 7 . From Table VII , we see that a reduction of 6.87% in P,. 0.311 0 3 0 0 -test statistic. This statistic was obtained by filtering the received image and then sampling at one point. The filter we used was obtained by maximizing an ad hoc signal-to-noise ratio. In the examples we considered, we found that the largest weights of the filter (for the cases K = 5 and K = 10) correspond to the locations where the "0" and the "e" do not overlap. This makes intuitive sense: at .r1, the "e" is present and '~1 is the largest positive weight; at ~3 , the "0" is present and 7/13 is the largest-magnitude negative weight. Since .1:1 and .r3 are the most important points for discrimination between
Ho and H I , we observed little improvement in performance when using K = 10 instead of K = 5. The lower the intensity of the point process, the harder it is to discriminate between the hypotheses. The samples in Example 3 bear less information for discrimination than those in the other two examples. This resulted in a much smaller improvement in performance in Example 3 than in the other two examples when going from K = 1 to K = 5 . We compared our LRT with a test that uses Gaussian densities. From the results of the examples, it is clear that the distribution function of T is not Gaussian under either hypothesis (see Figs. 5-7) . It is interesting to observe, though, that the probability of error P, is very similar for the two tests, i.e., P,. is not very sensitive to the value of TI. We note that the Gaussian approximation PG~. of the probability of error is neither an upper nor a lower bound for P? since sometimes it overpredicts (by 21.9% in Example 1, K = 10) and sometimes it underpredicts (by 11.3% in Example 2, K = 1) the value of P,. Hence, PG? is not a reliable quantity for estimating P,.. For the purpose of computing the LR function and the probability of error for the test (2.6), we introduce the momentgenerating function of T , denoted by Af,(s); it is given by sin(wtj-z)) ctz.
We compute Cf(w) and S:(w) numerically using the NAG routine DO1FCF. If we set s = jw in (A.3) and take inverse Fourier transforms, we obtain, since Re{Ki(,jw)ej"'} is an even function of w.
where, for convenience of notation, we write C, and S, instead of C: and S : when o = 0.
APPENDIX B EVALUATION OF THE PROBABILITY OF ERROR
In order to compute P,, we first need to compute (2.9). To this end, let G , ( s ) 
