pleasure boating, were believed responsible for the shift in distribution to Mexico (Denson 1964) . In British Columbia, hunting during winter was potentially responsible for the observed decline (e.g., Leach 1979 Ministry of Environment, unpublished data) to concentrate the harvest on spring migrants. A decade after introduction of these hunting regulations, the population began to recover (Reed 1997 ). However, it would be premature to infer from these changes that historical declines reflected anthropogenic factors, and it is important to gain a better understanding of migration 
Data Analysis
We used mark-resight analyses to assess the probability of entry and departure of brant into the sampling area. Although these methods generally confound true mortality with permanent emigration, winter mortality of brant is generally low (Ward et al. 1997 ), and we attributed changes in apparent survival (hereafter, survival) to emigration.
For both years, we could not gather enough data to estimate daily survival rates with satisfactory precision, and we had to pool data into consecutive 7-day periods. Alternate period lengths were tested (2, 5, 7, and 10 days); however, 7 days was the shortest interval for which sufficient data were available, and results were similar to those obtained via longer intervals.
Although pooling observations in this way often is necessary to achieve satisfactory precision when data are sparse, doing so violates the assumption that sightings are instantaneous relative to the interval between sightings; that is, individuals seen at the beginning of 1 7-day interval are likely to have a different probability of remaining in the area than individuals seen at the end of the same 7-day interval.
Interpretation is further complicated because birds probably do not enter the population at the same time. The fact that birds do not enter the population at the same time will be a problem especially in spring because migration spans a long period and is not synchronous in the population. Individuals arriving later in the study area may not have the same probability of staying in the area as birds that have been present for a longer time.
Brant were present for a maximum of 180 days (26 potential sighting periods). We modeled fall and winter (hereafter, winter) separately from spring data to reflect the influx of transients in spring (see Fig. 1 We used model selection tools in program CAPTURE (Otis et al. 1978 ) to test for heterogeneity in sighting rates. Although models in CAPTURE assume closed populations, it is the only software currently available that allows testing for heterogeneity in sighting rates.
RESULTS

Counts
1994-95
Season.-The first brant were recorded 1 November 1994; thereafter, numbers slowly increased until early December (Fig.  1A) . Daily variation in counts occurred throughout the year; however, no major influx was noted from December to early February (maximum = 363 brant; Fig. 1A ). An increase to 450 birds on 14 February probably indicated the beginning of spring migration, which peaked during the last half of March (Fig. 1A) .
1995-96 Season.-The first brant were recorded 11 November 1995, 10 days later than the previous year (Fig. 1B) . Few brant were seen until 21 November, when arrival was apparently complete with >450 brant in the study area. The maximum number of brant observed during winter (634) was higher than the year before, and there was no indication of an early spring migration.
Immigration
To estimate the proportion of immigrants in the population, we divided the number of marked birds seen in the study area for the first time by the total number of marked individuals seen during the same time period (Fig. 2) We knew that birds were entering the population between the second and the third week of February because of increases in population size (Fig. 1) and in the proportion of newly sighted banded individuals (Fig. 2) ; however, because sighting rates were low, we did not know exactly when birds departed. Results from the general model [)a2t*yr, Pt*yr] indicated departures started at the end of February or early March (Fig. 4) . However, further comparisons were required to test specific hypotheses concerning spring departure because large standard errors affected survival estimates and prevented us from drawing strong conclusions.
Several combinations of intervals were tested. A model in which the first 5 survival rates (17 Jan-28 Feb) were held constant and the remaining 8 (1 Mar-25 Apr) were encounter-and time-dependent (Model (5cons, 8a2t, Pt*yr) had the lowest AIC (Table 3) , suggesting birds did not start to emigrate from the study area before the first week of March. Pooling the 1995 and 1996 data resulted in lower survival estimates between 17 January and 28 February than estimated by the winter models, because heterogeneity in sighting rates from winter 1996 was not accounted for. When we constrained the We estimated weekly survival rates during winter 1994-95 as 0.965 ? 0.023 (Fig. 3A) . True survival of brant during winter has been estimated at 1.00 ? 0.0 (Ward et al. 1997) ; thus, any departure from a survival rate of 1.00 is likely a result of emigration. Although our results indicate there was a resident group of brant wintering in Boundary Bay, there was some emigration (approx 3%/week) during winter 1994-95. A similar pattern was observed in winter 1995-96, when there were 2 encounter classes in the model (Fig. 3B) Two categories of spring migrants were represented in the models: those that staged in Boundary Bay for a short period of time (first encounter class), and those that staged for an extended period of time (second encounter class). When probabilities of survival are constant over a period, such as is in our study, we can estimate mean residence time as l/-ln(D) (Brownie et al. 1985) . Some spring migrants remained in the study area for an estimated 1.1 period (8 days; first encounter class), whereas others stayed for 3.9 periods (27 days; second encounter class). Thus, some brant seemed to be using Boundary Bay as their primary staging site, whereas others only stopped briefly. We do not know if these different patterns of use of Boundary Bay reflect different migration strategies or if brant that had a short residence time staged in other areas for extended periods.
The method we used to analyze migration patterns will allow researchers to detect migratory events in a given area by estimating emigration rates more precisely than with conventional census techniques. This technique would provide a useful tool for managers when concerns pertaining to individual stocks or populations arise. The technique would also be useful for research planning if 1 component (e.g., residents vs. transients) of a population or 2 distinct sympatric populations, each with different movement or survival patterns, are targeted for study. 
MANAGEMENT IMPLICATIONS
