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NOTES ON POINTED GROMOV-HAUSDORFF
CONVERGENCE
DOROTHEA JANSEN
Abstract. The present article addresses to everyone who starts work-
ing with (pointed) Gromov-Hausdorff convergence. In the major part,
both Gromov-Hausdorff convergence of compact and of pointed met-
ric spaces are introduced and investigated. Moreover, the relation of
sublimits occurring with pointed Gromov-Hausdorff convergence and
ultralimits is discussed.
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Gromov-Hausdorff distance is an often used tool for measuring how far
two compact metric spaces are from being isometric. This distance, which
was introduced by Gromov in [Gro81], leads to the notion of Gromov-Haus-
dorff convergence which can be extended to non-compact metric spaces and
allows to draw conclusions about the properties of the spaces ‘near’ to the
limit space, if the limit space is well understood. Many textbooks such
as [BBI01, sections 7.3-7.5], [Pet06, section 10.1] and [BH99, p. 70ff.] give a
(more or less) detailed introduction to the distance of compact metric spaces.
Some even more detailed proofs can be found in [Ron10]. Since the literature
on convergence of non-compact metric spaces usually is less comprehensive,
this article treats the latter in detail. For the sake of completeness, it also
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2 D. JANSEN
contains a detailed introduction to the compact case, which is built on the
literature cited above.
The first section deals with Gromov-Hausdorff distance of compact metric
spaces. In addition, so called Gromov-Hausdorff approximations are intro-
duced and the relation between those two terms is described. For both terms,
a pointed and a non-pointed version is introduced, and it will be proven that
these terms result in the same notion of convergence.
The second section deals with convergence of non-compact metric spaces,
and consists of three parts: First, for compact length spaces it will be proven
that this notion of convergence coincides with the one for compact spaces.
Secondly, several properties of pointed Gromov-Hausdorff convergence will
be verified. After that, a convergence notion for points will be introduced
and studied. Finally, convergence of (Lipschitz) maps will be investigated.
The third and final section deals with ultralimits, a more general tool to
create ‘limit spaces’, and states some properties of those. In particular, a
strong correspondence between ultralimits and subsequences converging in
the pointed Gromov-Hausdorff sense will be established.
1. The compact case
Given a metric space, an interesting question is whether it is possible to
assign each two subsets a distance such that this distance in turn defines a
metric. In [Hau65, Chapter VIII §6], Hausdorff answered this question by
describing what nowadays is called the Hausdorff distance: For two subsets of
a metric space, this is the minimal radius such that each subset is contained
in the ball (with this radius) of the other subset. This was extended by
Gromov in [Gro81, section 6] to describe how far two compact metric spaces
are from being isometric by mapping two such spaces isometrically into a
third one and measuring the Hausdorff distance of the images. (In fact, one
can restrict to embedding the two spaces isometrically into their disjoint
union.) This is the so called Gromov-Hausdorff distance.
Definition 1.1. For bounded subsets A and B of a metric space (X, d), the
Hausdorff distance of A and B is defined as
ddH(A,B) := inf{ε > 0 | A ⊆ BXε (B) and B ⊆ BXε (A)}
where BXε (B) := {x ∈ X | ∃b ∈ B : d(x, b) < ε}. For two compact metric
spaces (X, dX ) and (Y, dY ), the Gromov-Hausdorff distance of X and Y is
defined as
dGH(X,Y ) := inf{ddH(X,Y ) | d admissible metric on X ∐ Y },
where a metric d on the disjoint union X∐Y is called admissible if it satisfies
d|X×X = dX and d|Y×Y = dY .
On the space of (non-empty) compact subspaces of X, this dH defines a
metric, while dGH defines a metric on the set of isometry classes of (non-
empty) compact metric spaces. This will be proven below. From now on, all
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metric spaces are assumed to be non-empty. In order to compare two metric
spaces with respect to some fixed base points, the pointed Gromov-Hausdorff
distance is used.
Definition 1.2. Let (X, d) be a metric space, A,B ⊆ X bounded subsets
and a ∈ A, b ∈ B base points. The pointed Hausdorff distance of (A, a) and
(B, b) is given by
ddH((A, a), (B, b)) := d
d
H(A,B) + d(a, b)
and the pointed Gromov-Hausdorff distance between two pointed compact
metric spaces (X,x0) and (Y, y0) is defined as
dGH((X,x0), (Y, y0)) := inf{ddH((X,x0), (Y, y0)) | d adm. on X ∐ Y }.
As in the non-pointed case, the pointed Gromov-Hausdorff distance defines
a metric on the set of isometry classes of (non-empty) pointed compact metric
spaces. In order to prove this, a notion strongly related to the one of Gro-
mov-Hausdorff distance is used.
Definition 1.3. Let (X, dX ) and (Y, dY ) be metric spaces and ε > 0. A
pair of (not necessarily continuous) maps f : X → Y and g : Y → X is
called (ε-)Gromov-Hausdorff approximations or ε-approximations if for all
x, x1, x2 ∈ X and y, y1, y2 ∈ Y ,
|dX(x1, x2)− dY (f(x1), f(x2))| < ε, dX(g ◦ f(x), x) < ε,
|dY (y1, y2)− dX(g(y1), g(y2))| < ε, dY (f ◦ g(y), y) < ε .
The set of all such pairs is denoted by Apprε(X,Y ). In the pointed case, one
restricts to pointed maps: For p ∈ X and q ∈ Y ,
Apprε((X, p), (Y, q)) := {(f, g) ∈ Apprε(X,Y ) | f(p) = q and g(q) = p}.
Remark. In the literature, Gromov-Hausdorff approximations often are not
defined as pairs of maps but as one map f : X → Y where f has distortion
less than ε, i.e. for all x1, x2 ∈ X, f satisfies
|dY (f(x1), f(x2))− dX(x1, x2)| < ε,
and Bε(f(X)) = Y . Observe that (f, g) ∈ Apprε(X,Y ) already implies that
f has these properties (for the same ε).
In the following it will be seen that Gromov-Hausdorff distance less than
ε corresponds to ε-approximations (up to a factor). The next proposition
shows that (up to another factor) the definition of Gromov-Hausdorff ap-
proximations used here can be replaced by the one described above.
Proposition 1.4. Let f : (X, dX )→ (Y, dY ) be a map between metric spaces
with distortion smaller than ε > 0. Then there exists a map g : f(X) → X
satisfying (f, g) ∈ Apprε(X, f(X)). Moreover, if Y = Bε(f(X)), then there
exists a map h : Y → X such that (f, h) ∈ Appr3 ε(X,Y ).
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Proof. For each y ∈ f(X) choose some g(y) ∈ f−1(y). In particular, the
such defined map g satisfies f ◦ g = id|f(X). For y1, y2 ∈ f(X),
|dX(g(y1), g(y2))− dY (y1, y2)|
= |dX(g(y1), g(y2))− dY (f(g(y1)), f(g(y2)))| < ε,
and for x ∈ X,
d(x, g ◦ f(x)) = |d(x, g ◦ f(x)))− d(f(x), f(g ◦ f(x)))| < ε .
Thus, (f, g) ∈ Apprε(X, f(X)).
Now assume Y = Bε(f(X)). For y ∈ f(X), define h(y) := g(y), otherwise,
choose y′ ∈ f(X) with dY (y, y′) < ε and define h(y) := y′. By construction,
h ◦ f = g ◦ f , i.e. for all x ∈ X,
dX(h ◦ f(x), x) < ε .
For arbitrary y ∈ Y , using f ◦ g = id|f(X), f ◦ h(y) = f ◦ g(y′) = y′ for
y′ ∈ f(X) ∩Bε(y) as in the definition of h. Hence,
dY (f ◦ h(y), y) = dY (y′, y) < ε .
Finally, for arbitrary y1, y2 ∈ Y ,
|dX(h(y1), h(y2))− dY (y1, y2)|
≤ |dX(h(y1), h(y2))− dY (f(h(y1)), f(h(y2)))|
+ |dY (f(h(y1)), f(h(y2)))− dY (y1, y2)|
< ε+dY (f ◦ h(y1), y1) + dY (f ◦ h(y2), y2)
< 3 ε . 
Next, a strong connection between existence of Gromov-Hausdorff approx-
imations and the Gromov-Hausdorff distance will be proven.
Proposition 1.5. Let X and Y be compact metric spaces with base points
p ∈ X and q ∈ Y , respectively, and ε > 0.
a) If dGH(X,Y ) < ε, then Appr2ε(X,Y ) 6= ∅.
b) If Apprε(X,Y ) 6= ∅, then dGH(X,Y ) ≤ 2 ε.
c) If dGH((X, p), (Y, q)) < ε, then Appr2ε((X, p), (Y, q)) 6= ∅.
d) If Apprε((X, p), (Y, q)) 6= ∅, then dGH((X, p), (Y, q)) ≤ 2 ε.
Proof. As the proofs of a) and b), respectively, are very similar to, but
slightly easier than those of c) and d), respectively, only the latter two are
proven here.
c) Let 0 < δ < ε−dGH((X, p), (Y, q)) and choose an admissible metric d with
ddH((X, p), (Y, q)) < dGH((X, p), (Y, q)) + δ < ε .
Then d(p, q) < ε on the one hand and dd
H
(X,Y ) < ε on the other, i.e. for
all x ∈ X there exists yx ∈ Y that satisfies d(x, yx) < ε. Analogously, for
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each y ∈ Y there is xy ∈ X satisfying d(y, xy) < ε. Define f : X → Y and
g : Y → X by
f(x) :=
{
q if x = p,
yx otherwise,
g(y) :=
{
p if y = q,
xy otherwise.
As seen above, d(f(x), x) < ε for all x ∈ X. Thus, for all x, x′ ∈ X,
|dY (f(x), f(x′))− dX(x, x′)| ≤ d(f(x), x)) + d(f(x′), x′) < 2 ε .
Analogously, |dX(g(y), g(y′)) − dY (y, y′)| < 2 ε for all y, y′ ∈ Y . Similarly,
for x ∈ X,
dX(g ◦ f(x), x) = d(g ◦ f(x), x)
≤ d(g(f(x)), f(x)) + d(f(x), x)
< 2 ε,
as well as dY (f ◦ g(y), y) < 2 ε for all y ∈ Y . Thus,
(f, g) ∈ Appr2ε((X, p), (Y, q)).
This proves c).
d) Fix an arbitrary pair (f, g) ∈ Apprε((X, p), (Y, q)). The definition of
an admissible metric d : (X ∐ Y ) × (X ∐ Y ) → R requires d|X×X := dX ,
d|Y×Y := dY and d(y, x) := d(x, y) for x ∈ X and y ∈ Y . Hence, it suffices to
define d(x, y) for x ∈ X and y ∈ Y . Then d is positive definite and symmetric
by definition. Thus, in order to prove that d is a metric, it remains to check
the triangle inequality. If done so, then d is in fact an admissible metric.
Define d : (X ∐ Y )× (X ∐ Y )→ R via
d(x, y) :=
ε
2
+ inf{dX (x, x′) + dY (f(x′), y) | x′ ∈ X}
for x ∈ X and y ∈ Y . It remains to check the triangle inequality. For
x1, x2 ∈ X and y ∈ Y ,
d(x1, x2) + d(x2, y)
= dX(x1, x2) +
ε
2
+ inf{dX(x2, x′) + dY (f(x′), y) | x′ ∈ X}
=
ε
2
+ inf{dX(x1, x2) + dX(x2, x′) + dY (f(x′), y) | x′ ∈ X}
≥ ε
2
+ inf{dX(x1, x′) + dY (f(x′), y) | x′ ∈ X}
= d(x1, y)
and
d(x1, y) + d(y, x2)
= ε+ inf{dX(x1, x′) + dY (f(x′), y)
= ε+ inf{+ dX(x2, x′′) + dY (f(x′′), y) | x′, x′′ ∈ X}
≥ ε+ inf{dX(x1, x′) + dY (f(x′), f(x′′)) + dX(x2, x′′) | x′, x′′ ∈ X}
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≥ ε+ inf{dX(x1, x′) + (dX(x′, x′′)− ε) + dX(x2, x′′) | x′, x′′ ∈ X}
≥ inf{dX(x1, x2) | x′, x′′ ∈ X}
= d(x1, x2).
The two remaining triangle inequalities d(x, y1) + d(y1, y2) ≥ d(x, y2) and
d(y1, x) + d(x, y2) ≥ d(y1, y2), where x ∈ X and y1, y2 ∈ Y , can be proven
analogously.
Using this metric d,
d(p, q) =
ε
2
+ inf{dX(p, x′) + dY (f(x′), q) | x′ ∈ X} = ε
2
since 0 ≤ inf{dX(p, x′)+dY (f(x′), q) | x′ ∈ X} ≤ dX(p, p)+dY (f(p), q) = 0.
Furthermore, for x ∈ X,
d(x, f(x)) =
ε
2
+ inf{dX(x, x′) + dY (f(x′), f(x)) | x′ ∈ X} = ε
2
using x′ = x. For y ∈ Y , this implies
d(y, g(y)) ≤ d(y, f ◦ g(y)) + d(f ◦ g(y), g(y)) < ε+ε
2
=
3 ε
2
.
Thus, X ⊆ Bdε/2(f(X)) ⊆ Bd3 ε/2(Y ) and Y ⊆ Bd3 ε/2(X), i.e. ddH(X,Y ) ≤ 3 ε2
and
dGH((X, p), (Y, q)) ≤ ddH((X, p), (Y, q)) = ddH(X,Y ) + d(p, q) ≤ 2 ε .
This proves d). 
Using these approximations, one can prove that the pointed Gromov-
Hausdorff distance defines a metric. Two pointed metric spaces (X, p) and
(Y, q) are called isometric if there exists an isometry f : X → Y with
f(p) = q.
Proposition 1.6. On the space of isometry classes of (pointed) compact
metric spaces, dGH defines a metric.
Proof. In order to prove that the Gromov-Hausdorff distance indeed defines
a metric, one needs that the Hausdorff distance defines a metric. Therefore,
this proof splits into several steps: First, the Hausdorff distance will be
investigated. Then it will be proven that the Gromov-Hausdorff distance
defines a pseudo-metric on the class of (pointed) compact metric spaces,
i.e. it is not definite, but satisfies all the other properties of a metric. Finally,
it will be proven that this already defines a metric up to isometry.
Step 1: dH defines a metric in the non-pointed case. Let (X, d) be a metric
space and A,B,C ⊆ X be compact. First, prove that dH is a metric in the
non-pointed case:
By definition, dd
H
(B,A) = dd
H
(A,B), dd
H
(A,B) ≥ 0 and dd
H
(A,A) = 0.
In order to prove the triangle inequality, define r1 := d
d
H
(A,B) ≥ 0 and
r2 := d
d
H
(B,C) ≥ 0 and let ε > 0 be arbitrary. For a ∈ A there exists b ∈ B
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with d(a, b) < r1+ε. Furthermore, there is c ∈ C with d(b, c) < r2+ε. Hence,
d(a, c) < r1 + r2 + 2 ε and this proves A ⊆ Br1+r2+2 ε(C). An analogous
argumentation proves C ⊆ Br1+r2+2 ε(A). Therefore, ddH(A,C) ≤ r1+r2+2 ε.
Since ε > 0 was arbitrary,
ddH(A,C) ≤ r1 + r2 = ddH(A,B) + ddH(B,C).
Assume that A 6= B and dd
H
(A,B) = 0. Without loss of generality, assume
there exists a ∈ A with a /∈ B. In particular, d(a, b) > 0 for all b ∈ B.
Because B is compact, 0 < inf{d(a, b) | b ∈ B} ≤ dd
H
(A,B), and this is a
contradiction.
Step 2: dH defines a metric in the pointed case. Now fix a ∈ A, b ∈ B and
c ∈ C. Since dH is a metric in the non-pointed case,
ddH((A, a), (B, b)) = d
d
H(A,B) + d(a, b) ≥ 0
and equality holds if and only if A = B and a = b. Obviously, dH is
symmetric and
ddH((A, a), (B, b)) + d
d
H((B, b), (C, c))
= ddH(A,B) + d
d
H(B,C) + d(a, b) + d(b, c)
≥ ddH(A,C) + d(a, c)
= ddH((A, a), (C, c)).
Thus, dH defines a metric.
Step 3: dGH defines a pseudo-metric. From now on, the proof restricts to
the case of pointed metric spaces since the other one can be done completely
analogously. Obviously, dGH is non-negative and symmetric. It remains to
prove the triangle inequality. Let (X,x0), (Y, y0) and (Z, z0) be pointed
compact metric spaces. For arbitrary ε > 0, choose admissible metrics dXY
on X ∐ Y and dY Z on Y ∐ Z such that
ddXY
H
((X,x0), (Y, y0)) < dGH((X,x0), (Y, y0)) + ε and
ddY Z
H
((Y, y0), (Z, z0)) < dGH((Y, y0), (Z, z0)) + ε .
Define an admissible metric dXZ on X ∐ Z by
dXZ(x, z) = inf{dXY (x, y) + dY Z(y, z) | y ∈ Y }.
This actually defines a metric: Since everything else is obvious, only the
triangle inequality needs to be checked. If all regarded points are contained
in X or all in Z, there is nothing to prove. For x1, x2 ∈ X and z ∈ Z,
dXZ(x1, x2) + dXZ(x2, z)
= dX(x1, x2) + inf{dXY (x2, y′) + dY Z(y′, z) | y′ ∈ Y }
= inf{dXY (x1, x2) + dXY (x2, y′) + dY Z(y′, z) | y′ ∈ Y }
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≥ inf{dXY (x1, y′) + dY Z(y′, z) | y′ ∈ Y }
= dXZ(x1, z)
and
dXZ(x1, z) + dXZ(z, x2)
= inf{dXY (x1, y′) + dY Z(y′, z) + dY Z(z, y′′) + dXY (y′′, x2) | y′, y′′ ∈ Y }
≥ inf{dXY (x1, y′) + dY (y′, y′′) + dXY (y′′, x2) | y′, y′′ ∈ Y }
≥ inf{dXY (x1, y′) + dXY (y′, x2) | y′ ∈ Y }
≥ dX(x1, x2)
= dXZ(x1, x2).
The remaining triangle inequalities dXZ(z1, z2) + dXZ(z2, x) ≥ dXZ(z1, x)
and d(z1, x)+ dXZ(x, z2) ≥ dXZ(z1, z2), where x ∈ X and z1, z2 ∈ Z, can be
proven analogously.
With similar arguments, one can prove that dXY Z defines an admissible
metric on X ∐ Y ∐ Z where
dXY Z(x, y) :=

dXY (x, y) if x, y ∈ X ∐ Y,
dXZ(x, y) if x, y ∈ X ∐ Z,
dY Z(x, y) if x, y ∈ Y ∐ Z.
With those admissible metrics,
dGH((X,x0), (Z, z0))
≤ ddXY Z
H
(X,Z) + dXY Z(x0, z0)
≤ ddXY Z
H
(X,Y ) + ddXY Z
H
(Y,Z) + dXY Z(x0, y0) + dXY Z(y0, z0)
≤ ddXY
H
(X,Y ) + ddY Z
H
(Y,Z) + dXY (x0, y0) + dY Z(y0, z0)
< dGH((X,x0), (Y, y0)) + dGH((Y, y0), (Z, z0)) + 2 ε,
where in the second last inequality the fact is used that for every r > 0 the
inclusion X ⊆ BdXYr (Y ) implies the inclusion X ⊆ BdXY Zr (Y ). Now letting
ε→ 0 proves the triangle inequality for dGH.
Step 4: dGH defines a metric up to isometry. It is easy to see that the
distance of isometric pointed compact spaces vanishes: Let (X, p) and (Y, q)
be isometric via isometries f and g. Then (f, g) ∈ Apprε /2((X, p), (Y, q))
for arbitrary ε > 0. By Proposition 1.5, dGH((X, p), (Y, q)) ≤ ε. Hence,
dGH((X, p), (Y, q)) = 0.
Conversely, let (X, p) and (Y, q) be two pointed compact metric spaces
satisfying dGH((X, p), (Y, q)) = 0. By definition, for each n ≥ 1 there is
an admissible metric dn on X ∐ Y with ddnH (X,Y ) + dn(p, q) < 1n . Since
X is compact and thus separable, there exists a countable dense subset
X ′ = {xi | i ∈ N} ⊆ X with x0 = p.
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Define y0n := q. The constant sequence (y
0
n)n∈N converges to q, and for
each n, dn(x0, y
0
n) = dn(p, q) <
1
n .
Because of ddn
H
(X,Y ) < 1n , there exists some y
1
n ∈ Y with dn(x1, y1n) < 1n .
Since Y is compact, (y1n)n has a convergent subsequence (y
1
ni)i∈N with some
limit y1 ∈ Y . Then
dni(x1, y1) ≤ dni(x1, y1ni) + dni(y1ni , y1)→ 0 as i→∞.
The same argument for x2 gives a subsequence dnij of dni and a point
y2 ∈ Y with dnij (x2, y2)→ 0 as j →∞. By a diagonal argument, there is a
subsequence dl of dn and a sequence (yi)i∈N with y0 = q with dl(xi, yi) → 0
as l→∞ for all i.
Define f : X ′ → Y by f(xi) := yi. Since the dl are admissible metrics, for
each l,
dY (f(xi), f(xj)) = dl(f(xi), f(xj)) = dl(yi, yj)
and
dX(xi, xj) = dl(xi, xj).
Therefore,
|dY (f(xi), f(xj))− dX(xi, xj)| = |dl(yi, yj)− dl(xi, xj)|
≤ dl(yi, xi) + dl(xj , yj))
→ 0 as l→∞.
Hence, f is an isometry. Since X ′ is dense, f can be extended uniquely to an
isometric embedding f : X → Y with f(p) = q. With a similar construction
and using a subsequence of dl, there is an isometric embedding g : Y → X
with g(q) = p. After passing to this subsequence, for each x,
dl(g ◦ f(x), x) ≤ dl(g(f(x)), f(x)) + dl(f(x), x) → 0 as l →∞.
Thus, f is an isometry with f(p) = q, i.e. (X, p) and (Y, q) are isometric. 
The definitions of pointed and non-pointed Gromov-Hausdorff distance
essentially give the same notion of convergence. This will be proven next.
Proposition 1.7. Let X and Y be compact metric spaces.
a) For each x ∈ X and y ∈ Y ,
dGH(X,Y ) ≤ dGH((X,x), (Y, y)).
b) For any x ∈ X there exists y ∈ Y such that
dGH((X,x), (Y, y)) ≤ 2 · dGH(X,Y ).
Proof. Both statements follow easily from the definitions:
a) First, let x ∈ X and y ∈ Y be arbitrary. Then
dGH(X,Y ) = inf{ddH(X,Y ) | d admissible metric on X ∐ Y }
≤ inf{ddH(X,Y ) + d(x, y) | d admissible metric on X ∐ Y }
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= inf{ddH((X,x), (Y, y)) | d admissible metric on X ∐ Y }
= dGH((X,x), (Y, y)).
b) Now let r := dGH(X,Y ) ≥ 0. For arbitrary n ∈ N, let dn be an admissible
metric on X ∐ Y satisfying
ddn
H
(X,Y ) < dGH(X,Y ) +
1
n
= r +
1
n
.
Thus, X ⊆ B¯dnr+1/n(Y ), i.e. for given x ∈ X there exists yn ∈ Y such that
dn(x, yn) ≤ r+ 1n . Since Y is compact, there exists a convergent subsequence
(ynm)m∈N of (yn)n∈N with limit y ∈ Y . Then
d
dnm
H
((X,x), (Y, y))
= d
dnm
H
(X,Y ) + dnm(x, y)
≤ r + 1
nm
+ dnm(x, ynm) + dnm(ynm, y)
≤ 2r + 2
nm
+ dY (ynm , y)
and
dGH((X,x), (Y, y))
= inf{ddH((X,x), (Y, y)) | d admissible metric on X ∐ Y }
≤ inf{ddnm
H
((X,x), (Y, y)) | m ∈ N}
≤ inf{2r + 2
nm
+ dY (ynm , y) | m ∈ N}
= 2r. 
It is not hard to give examples where the inequality in Proposition 1.7 a)
is strict or where equality in b) holds for either all or none of the points. In
order to improve readability of the example, the following two statements
are proven first.
Lemma 1.8. Let (X, d) be a metric space, a ∈ A ⊆ X and b ∈ X. Then
dH((A, a), ({b}, b)) ≥ dH((A, a), ({a}, a)) = sup{d(a, a′) | a′ ∈ A}.
Proof. First, recall
dH(A, {b}) = inf{r > 0 | A ⊆ Br(b), b ∈ Br(A)}
= max{inf{r > 0 | A ⊆ Br(b)}, inf{r > 0 | b ∈ Br(A)}}
= max{sup{d(a′, b) | a′ ∈ A}, d(A, b)}.
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In particular,
dH((A, a), ({a}, a)) = dH(A, {a}) = sup{d(a′, a) | a′ ∈ A}.
Moreover,
dH((A, a), ({b}, b)) = dH(A, {b}) + d(a, b)
= max{sup{d(a′, b) | a′ ∈ A}, d(A, b)} + d(a, b)
≥ sup{d(a′, b) + d(a, b) | a′ ∈ A}
≥ sup{d(a′, a) | a′ ∈ A}
= dH((A, a), ({a}, a)). 
Proposition 1.9. Let (X, dX ) be a compact metric space and x ∈ X. Then
dGH((X,x), ({pt},pt)) = sup{dX (x, p) | p ∈ X}.
Proof. By Lemma 1.8,
dGH((X,x), ({pt},pt)) = inf{ddH((X,x), ({pt},pt)) | d adm. on X ∐ {pt}}
≥ inf{sup{d(x, p) | p ∈ X} | d adm. on X ∐ {pt}}
= sup{dX(x, p) | p ∈ X}
= ddX
H
((X,x), ({x}, x)).
On the other hand,
dGH((X,x), ({pt},pt)) ≤ ddXH ((X,x), ({x}, x))
and this proves the claim. 
The following examples proves that dGH((X,x), (Y, y)) may attain any
value between dGH(X,Y ) and 2 · dGH(X,Y ).
Example 1.10. Let D2 = {x ∈ R2 | ‖x‖ ≤ 1} denote the disk of radius 1
in R2. By Proposition 1.9, for arbitrary x ∈ D2,
dGH((D
2, x), ({pt},pt)) = sup{dD2(x, p) | p ∈ D2} = ‖x‖+ 1.
Hence, for any λ ∈ [1, 2], every point x with ‖x‖ = λ− 1 satisfies
dGH((D
2, x), ({pt},pt)) = λ · dGH(D2, {pt}).
In particular, two extreme cases occur in the situation of Proposition 1.7:
For X = D2, Y = {pt} and x = (0, 0) ∈ R2, there is no y ∈ Y with
dGH((X,x), (Y, y)) = 2 · dGH(X,Y ).
On the contrary, in this case, dGH((X,x), (Y, y)) = dGH(X,Y ) for all y ∈ Y .
On the other hand, if x = (1, 0) ∈ R2, then
dGH((X,x), (Y, y)) = 2 · dGH(X,Y )
for all y ∈ Y .
Definition 1.11. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed compact
metric spaces.
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a) If dGH(Xi,X)→ 0 as i→∞, then Xi converges to X.
b) If dGH((Xi, pi), (X, p)) → 0 as i → ∞, then (Xi, pi) converges to
(X, p).
If Xi converges to X, this is denoted by Xi → X. If (Xi, pi) converges to
(X, p), this is denoted by (Xi, pi)→ (X, p).
Corollary 1.12. Let (X, dX ) and (Xi, dXi), i ∈ N, be compact metric spaces.
a) If (Xi, xi) → (X,x) for some xi ∈ Xi and x ∈ X, then Xi → X as
well.
b) If Xi → X and x ∈ X, then there exist points xi ∈ Xi such that
(Xi, xi)→ (X,x).
Proof. This is a direct consequence of Proposition 1.9. 
Recall that a metric space (X, dX ) is called length space if
d(x, y) = inf{L(c) | c continuous curve from x to y}
for any x, y ∈ X, where L(c) denotes the length of c.
Proposition 1.13. A complete compact Gromov-Hausdorff limit of compact
length spaces is a length space.
In the proof, the following statement is used.
Lemma 1.14 (cf. [BBI01, Theorem 2.4.16]). Let (X, d) be a complete metric
space. Then (X, d) is a length space if and only if for all x, y ∈ X and ε > 0
there exists an ε-midpoint, i.e. a point z ∈ X with |2d(x, z) − d(x, y)| ≤ ε
and |2d(y, z) − d(x, y)| ≤ ε,
Proof. First, let (X, d) be a length space and x, y ∈ X and ε > 0 be arbitrary.
Since X is a length space, there exists a curve c : [0, L] → X with c(0) = x,
c(L) = y and length L(c) ≤ d(x, y) + ε. Without loss of generality, assume
c to be parametrised by arc length. In particular, L = L(c) ≤ d(x, y) + ε.
Define z := c(L2 ). Clearly,
2d(x, z) ≤ 2 · L(c|[0,L
2
]) = L ≤ d(x, y) + ε,
and analogously, 2d(y, z) ≤ d(x, y) + ε. Now assume d(y, z) − d(x, z) > ε.
Then
d(x, y) ≤ d(x, z) + d(z, y) < 2d(y, z) − ε ≤ d(x, y),
and this is a contradiction. Hence,
d(x, y)− 2d(x, z) ≤ d(y, z) − d(x, z) ≤ ε .
Analogously, |2d(y, z) − d(x, y)| ≤ ε.
Now let X be a metric space such that for all pairs of points and ε > 0
there exists an ε-midpoint, and let x, y ∈ X be arbitrary. If for every ε > 0
there is a curve γ connecting x and y of length L(γ) ≤ d(x, y) + ε, then
inf{L(γ) | γ connects x and y} = d(x, y)
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and this proves that (X, d) is a length space.
So, let L := d(x, y), ε > 0 be arbitrary and define γ inductively as follows:
First, let γ(0) = x and γ(1) = y. Now, assume γ( k2m ) to be defined for some
m ∈ N and all k ∈ N with 0 ≤ k ≤ 2m. For odd 1 ≤ k ≤ 2m+1 − 1, let
γ( k
2m+1
) be an ε
22m+1
-midpoint of γ( k−1
2m+1
) and γ( k+1
2m+1
).
Inductively, d(γ( k2m ), γ(
k+1
2m )) ≤ L2m + ε2m ·
∑m
i=1
1
2i
: For m = 0, by defini-
tion, d(γ(0), γ(1)) = L. Let the statement be true for some m ∈ N, and let
0 ≤ k ≤ 2m+1 − 1. First assume k = 2l + 1 to be odd. Then
2 · d(γ( k
2m+1
)
, γ
(k + 1
2m+1
)) ≤ ε
22m+1
+ d
(
γ
( l
2m
)
, γ
( l + 1
2m
))
≤ ε
22m+1
+
L
2m
+
ε
2m
·
m∑
i=1
1
2i
=
L
2m
+
ε
2m
·
m+1∑
i=1
1
2i
.
The proof for even k can be done analogously. Observe
d
(
γ
( k
2m
)
, γ
(k + 1
2m
)) ≤ L
2m
+
ε
2m
·
m∑
i=1
1
2i
≤ L+ ε
2m
.
Hence, for all m ∈ N and 0 ≤ k < l ≤ 2m,
d
(
γ
( k
2m
)
, γ
( l
2m
)) ≤ l−1∑
j=k
d
(
γ
( j
2m
)
, γ
(j + 1
2m
))
≤
l−1∑
j=k
L+ ε
2m
= (L+ ε) ·
( l
2m
− k
2m
)
.
In particular, defined as a function on the dyadic numbers in [0, L], γ is
Lipschitz. Thus, it can be extended to a Lipschitz, hence continuous, curve
γ : [0, L] → X where γ(t) is defined as the limit of γ(tn) for dyadic numbers
tn → t. For such 0 ≤ s < t ≤ L and dyadic numbers sn → s and tn → t,
d(γ(s), γ(t)) = lim
n→∞
d(γ(sn), γ(tn))
≤ lim
n→∞
(L+ ε) · |tn − sn| = (L+ ε) · (t− s).
Therefore,
L(γ) = sup
{N−1∑
i=0
d(γ(ti), γ(ti+1)) | N ∈ N, 0 = t0 < t1 < . . . < tN = 1
}
≤ sup
{N−1∑
i=0
(L+ ε) · (ti+1 − ti) | N ∈ N, 0 = t0 < t1 < . . . < tN = 1
}
= L+ ε . 
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Proof of Proposition 1.13. Let x, y ∈ X and ε > 0 be arbitrary. Applying
Lemma 1.14, it is enough to find an ε-midpoint z of x and y.
Choose i ∈ N such that dGH(Xi,X) < ε12 . By Proposition 1.5, there exist
(f, g) ∈ Apprε /6(Xi,X). Let z′ be an ε6 -midpoint of g(x) and g(y), and
define z := f(z′). Then
|2dX(x, z) − dX(x, y)| ≤ |2dX(x, z) − 2dXi(g(x), g(z))|
+ |2dXi(g(x), g(z)) − 2dXi(g(x), z′)|
+ |2dXi(g(x), z′)− dXi(g(x), g(y))|
+ |dXi(g(x), g(y)) − dX(x, y)|
< 2 · ε
6
+ 2 · dXi(g ◦ f(z′), z′)|+
ε
6
+
ε
6
< ε .
Analogously, |2dX(y, z) − dX(x, y)| < ε. 
In general, the Gromov-Hausdorff distance of two subsets of the same
metric space, equipped with the induced metric, can be estimated by their
Hausdorff distance. If this metric space is a length space and the subsets are
balls, this estimate can be expressed by using the radii and the distance of
the base points. This uses the property of length spaces that r-ball around
a ball of radius s coincides with the r+ s ball (around the same base point).
Lemma 1.15. Let (X, d) be a length space, p ∈ X and r, s > 0. Then
Br(Bs(p)) = Br+s(p).
Proof. Let q ∈ Br(Bs(p)), i.e. there exists x ∈ Bs(p) with d(x, q) < r. Then
d(q, p) ≤ d(q, x) + d(x, p) < r + s
proves Br(Bs(p)) ⊆ Br+s(p). In fact, this inclusion holds in every metric
space.
Conversely, let q ∈ Br+s(p). Since Bs(p) ⊆ Br(Bs(p)), without loss of
generality, assume q ∈ Br+s(p) \ Bs(p). Let l := d(p, q) denote the distance
of p and q. In particular, s ≤ l < r+s. Fix a shortest geodesic γ : [0, l] → X
with γ(0) = p and γ(l) = q. Define ε := 12 · min{s, r + s − l} > 0 and
t := s− ε ∈ (0, s) ⊆ [0, l]. Then
d(γ(t), p) = t < s
and
d(γ(t), q) = l − t = l − s+ ε < l − s+ r + s− l = r.
Hence, γ(t) ∈ Bs(p) and q ∈ Br(γ(t)). Thus, Br+s(p) ⊆ Br(Bs(p)). 
Lemma 1.16. Let (X, d) be a length space, p, q ∈ X, r, s > 0. Then
ddH(B¯r(p), B¯s(q)) ≤ d(p, q) + |r − s|.
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Proof. Let ε := d(p, q) + |r − s|. If ε = 0, the claim holds due to p = q and
r = s. Hence, assume ε > 0. Then, applying Lemma 1.15,
Br(p) ⊆ Bd(p,q)+r(q) ⊆ Bd(p,q)+|r−s|+s(q) = Bε+s(q) = Bε(Bs(q)).
Analogously, Bs(q) ⊆ Bε(Br(p)). Therefore,
ddH(B¯r(p), B¯s(q)) = d
d
H(Br(p), Bs(q)) ≤ ε . 
Corollary 1.17. Let (X, d) be a length space, p, q ∈ X, r, s > 0. Then
a) dGH((B¯
X
r (p), p), (B¯
X
s (p), p)) ≤ |r − s|,
b) dGH((B¯
X
r (p), p), (B¯
X
r (q), q)) ≤ 2d(p, q).
The diameters of metric spaces with small Gromov-Hausdorff distance are
almost the same. In particular, for a convergent sequence of metric spaces,
their diameters converge to the diameter of the limit space.
Proposition 1.18. For compact metric spaces (X, dX ) and (Y, dY ),
|diam(X) − diam(Y )| ≤ 2dGH(X,Y ).
In particular, if Xi → X for compact metric spaces (Xi, dXi), i ∈ N, then
diam(Xi)→ diam(X).
Proof. Let ε := dGH(X,Y ), δ > 0 and d be an admissible metric on X ∐ Y
such that
ddH(X,Y ) < dGH(X,Y ) + δ = ε+δ.
This implies Y ⊆ Bdε+δ(X). Thus, for any y1, y2 ∈ Y there are x1, x2 ∈ X
with d(xi, yi) < ε+δ for 1 ≤ i ≤ 2. Hence,
dY (y1, y2) ≤ d(y1, x1) + dX(x1, x2) + d(x2, y2) < 2 ε+2δ + diam(X).
Therefore,
diam(Y ) = sup{dY (y1, y2) | y1, y2 ∈ Y } ≤ diam(X) + 2 ε+2δ.
Since δ > 0 was arbitrary, diam(Y ) ≤ diam(X) + 2 ε. The other inequality
can be proven analogously. 
Corollary 1.19. If (X, d) is a compact metric space and {pt} the space
consisting of only one point, then dGH(X, {pt}) = 12 · diam(X).
Proof. By Proposition 1.18, diam(X) ≤ 2 · dGH(X, {pt}). Thus, only the
other inequality has to be proven.
Let δ := 12 · diam(X), and define an admissible metric d on the disjoint
union X ∐ {pt} by d(x,pt) := δ. As usually, only the triangle inequality
needs to be checked. For arbitrary x1, x2 ∈ X,
d(x1, x2) + d(x2,pt) = d(x1, x2) + δ ≥ δ = d(x1,pt) and
d(x1,pt) + d(pt, x2) = 2δ = diam(X) ≥ d(x1, x2).
Using this metric,
dGH(X, {pt}) ≤ ddH(X, {pt}) = δ. 
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For a metric space (X, dX ), let λX denote the rescaled metric space
(λX, dλX ) := (X,λdX ). Rescaling of compact metric spaces behaves nicely
under Gromov-Hausdorff distance. For any p ∈ X and r > 0, observe
BXr (p) = {q ∈ X | dX(q, p) < r} = {q ∈ X | λdX(q, p) < λr} = BλXλr (p).
Lemma 1.20. Let (X, dX ) and (Y, dY ) be compact metric spaces.
For the Hausdorff distance, dλX
H
= λ · dX
H
(both in the standard and in the
pointed case).
For the Gromov-Hausdorff distance, both dGH(λX, λY ) = λ · dGH(X,Y )
and, for all x ∈ X and y ∈ Y , dGH((λX, x), (λY, y)) = λ·dGH((X,x), (Y, y)).
Proof. First, let A,B ⊆ X. Then
dλXH (A,B) = inf{ε > 0 | A ⊆ BλXε (B) and B ⊆ BλXε (A)}
= inf{λε˜ > 0 | A ⊆ BXε˜ (B) and B ⊆ BXε˜ (A)}
= λ · inf{ε˜ > 0 | A ⊆ BXε˜ (B) and B ⊆ BXε˜ (A)}
= λ · dXH (A,B).
Furthermore, for a ∈ A and b ∈ B,
dλXH ((A, a), (B, b)) = d
λX
H (A,B) + dλX(a, b)
= λ · dXH (A,B) + λ · dX(a, b)
= λ · dXH ((A, a), (B, b)).
By definition, an admissible metric d˜ on λX ∐ λY is a metric on X ∐ Y
satisfying d˜|X×X = dλX = λ · dX and d˜|Y×Y = dλY = λ · dY . Furthermore,
d := 1λ · d˜ is a metric if and only if d˜ is a metric. In addition, this metric d
satisfies d|X×X =
1
λ · d˜|X×X = dX and d|Y×Y = dY . Thus, d is an admissible
metric on X ∐ Y . On the other hand, using similar arguments, if d is an
admissible metric on X ∐ Y , then d˜ := λ · d is an admissible metric on
λX ∐ λY . Hence,
dGH(λX, λY ) = inf{dd˜H(λX, λY ) | d˜ admissible metric on λX ∐ λY }
= inf{dλdH (λX, λY ) | λ · d admissible metric on λX ∐ λY }
= inf{λ · ddH(λX, λY ) | d admissible metric on X ∐ Y }
= λ · dGH(X,Y ).
Analogously, dGH((λX, x), (λY, y)) = λ · dGH((X,x), (Y, y)). 
2. The non-compact case
For non-compact metric spaces, the above way of defining a metric (up
to isometry) does not work: Using the Hausdorff distance as before on un-
bounded sets may give distance infinity. Thus, instead of defining a notion
of distance for non-compact metric spaces, convergence is defined by using
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compact subspaces of these spaces only. On these, the previous definitions
can be applied.
A metric space is called proper if all closed balls are compact. Throughout
the remaining section, all metric spaces will assumed to be proper. Notice
that proper metric spaces are complete.
For a metric space (X, dX ), p ∈ X and r > 0, let
B¯r(p) := {q ∈ X | dX(p, q) ≤ r}
denote the closed ball of radius r around p.
Definition 2.1. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed proper
metric spaces. If
dGH((B¯
Xi
r (pi), pi), (B¯
X
r (p), p)) → 0 as i→∞
for all r > 0, where the balls are equipped with the restricted metric, then
(Xi, pi) converges to (X, p) (in the pointed Gromov-Hausdorff sense). If
(Xi, pi) converges to (X, p), this is denoted by (Xi, pi) → (X, p) and (X, p)
is called the (pointed Gromov-Hausdorff) limit of (Xi, pi).
Frequently, a sequence (Xi, pi) does not converge itself but has a con-
verging subsequence. The limit of such a subsequence is called sublimit of
(Xi, pi), and (Xi, pi) is said to subconverge to this limit.
Naturally, the question arises under which conditions a given sequence of
metric spaces converges in the pointed Gromov-Hausdorff sense. For mani-
folds, the following theorem by Gromov states that in some cases at least
a (Gromov-Hausdorff) sublimit exists. In section 3, another, more general
concept of creating and guaranteeing ‘limits’ will be introduced. It will turn
out that these limits in fact are Gromov-Hausdorff sublimits as well.
Theorem 2.2 (Gromov’s Pre-compactness Theorem, [Pet06, Cor. 1.11]).
For n ≥ 2, κ ∈ R and D > 0, the following classes are pre-compact, i.e. every
sequence in the class has a convergent subsequence whose limit lies in the
closure of this class:
a) The collection of n-dimensional closed Riemannian manifolds with
Ric ≥ (n− 1) · κ and diam ≤ D.
b) The collection of n-dimensional pointed complete Riemannian mani-
folds with Ric ≥ (n− 1) · κ.
The section is structured as follows: In subsection 2.1, the compability
of the definition of pointed Gromov-Hausdorff convergence in Definition 2.1
with the notion of convergence induced by the Gromov-Hausdorff distance
of compact metric (length) spaces (Definition 1.1 and Definition 1.2) is ver-
ified. Subsequently, subsection 2.2 deals with stating and verifying several
properties of pointed Gromov-Hausdorff convergence. In this context, con-
vergence of points and convergence of maps, respectively, are introduced in
subsection 2.3 and subsection 2.4, respectively.
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2.1. Comparison with the compact case. Applied to compact length
spaces, the convergence in the pointed Gromov-Hausdorff sense coincides
with the convergence of compact metric spaces in the pointed sense defined in
the previous section. Conversely, given (non-pointed) convergence as defined
for compact metric spaces and a fixed base point in the limit space, there
exist base points such that the spaces converge in the pointed Gromov-Haus-
dorff sense.
In order to prove this, one uses the fact that approximations can be re-
stricted to smaller balls. This is shown in the following lemma. Another
statement of the lemma is that base points can be changed in a certain way.
This will be useful later on as well.
Lemma 2.3. Let (X, dX ) and (Y, dY ) be length spaces,
a) Let p, p′ ∈ X, q, q′ ∈ Y and R ≥ r > 0 satisfy B¯Xr (p′) ⊆ B¯XR (p) and
B¯Yr (q
′) ⊆ B¯YR (q). Moreover, let ε > 0,
(f, g) ∈ Apprε((B¯XR (p), p), (B¯YR (q), q))
and δ := max{d(f(p′), q′), d(p′, g(q′))} ≥ 0. Then
Appr4 ε+δ((B¯
X
r (p
′), p′), (B¯Yr (q
′), q′)) 6= ∅
and
dGH((B¯
X
r (p
′), p′), (B¯Yr (q
′), q′)) ≤ 8 ε+2δ.
b) For p ∈ X, q ∈ Y and R ≥ r > 0,
dGH((B¯
X
r (p), p), (B¯
Y
r (q), q)) ≤ 16 · dGH((B¯XR (p), p), (B¯YR (q), q)).
Proof. a) For simplicity, let δf := d(f(p
′), q′) and δg := d(p
′, g(q′)). In
particular, δ = max{δf , δg}. Let ε˜ := 4 ε+δ. As B¯Xr (p′) ⊆ B¯XR (p), one can
restrict f to B¯Xr (p
′). For x ∈ B¯Xr (p′),
dY (f(x), q
′) ≤ dY (f(x), f(p′)) + dY (f(p′), q′)
≤ (dX(x, p′) + ε) + δf
< r + ε+δf .
Hence, f(B¯Xr (p
′)) ⊆ B¯Yr+ε+δf (q′). Analogously, one can prove the inclusion
g(B¯Yr (q
′)) ⊆ B¯Xr+ε+δg(p′). Now modify f and g in order to obtain maps
f˜ and g˜, respectively, whose images are contained in B¯Yr (q
′) and B¯Xr (p
′),
respectively, such that (f˜ , g˜) are ε˜-approximations:
For y ∈ B¯Yr+ε+δf (q′) \ B¯Yr (q′) choose a shortest geodesic c : [0, l] → Y
with c(0) = q′ and c(1) = y where r < l := dY (y, q
′) ≤ r + ε+δf . Then
dY (c(r), q
′) = r, in particular, c(r) ∈ B¯Yr (q′), and for yˆ := c(r),
d(y, yˆ) = dY (y, q
′)− dY (yˆ, q′)
< (r + ε+δf )− r
= ε+δf .
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Using this, define f˜ : B¯Xr (p
′)→ B¯Yr (q′) by
f˜(x) :=

q′ if x = p′,
f(x) if x 6= p′ and f(x) ∈ B¯Yr (q′),
f̂(x) if x 6= p′ and f(x) /∈ B¯Yr (q′).
Since dY (f˜(p
′), f(p′)) = dY (q
′, f(p′)) = δf < ε+δf and by construction,
dY (f˜(x), f(x)) < ε+δf
for all x ∈ B¯Xr (p′). Similarly, define g˜ : B¯Yr (q′) → B¯Xr (p′). Using analogous
arguments proves
dX(g˜(y), g(y)) < ε+δg
for all y ∈ B¯Yr (q′).
By definition, f˜(p′) = q′ and g˜(q′) = p′, so it remains to prove that (f˜ , g˜)
are ε˜-approximations. By construction,
|dX(x1, x2)− dY (f˜(x1), f˜(x2))|
≤ |dX(x1, x2)− dY (f(x1), f(x2))| + |dY (f(x1), f(x2))− dY (f˜(x1), f˜(x2))|
< ε+(dY (f(x1), f˜(x1)) + dY (f(x2), f˜(x2)))
< ε+2(ε+δf )
< ε˜,
where x1, x2 ∈ B¯Xr (p′). Analogously, |dY (y1, y2) − dX(g˜(y1), g˜(y2))| < ε˜ for
arbitrary y1, y2 ∈ B¯Yr (q′). Furthermore, for x ∈ B¯Xr (p′),
dX(x, g˜ ◦ f˜(x))
≤ dX(x, g ◦ f(x)) + dX(g ◦ f(x), g ◦ f˜(x)) + dX(g ◦ f˜(x), g˜ ◦ f˜(x))
< ε+(ε+dY (f(x), f˜(x))) + (ε+δg)
< 4 ε+δf + δg
= ε˜.
Analogously, dY (y, f˜ ◦ g˜(y)) < ε˜ for all y ∈ B¯Yr (q′). Hence,
(f˜ , g˜) ∈ Apprε˜((B¯Xr (p′), p′), (B¯Yr (q′), q′)),
and by Proposition 1.5,
dGH((B¯
X
r (p
′), p′), (B¯Yr (q
′), q′)) ≤ 2ε˜.
b) Let δ > 0 be arbitrary and ε := dGH((B¯
X
R (p), p), (B¯
Y
R (q), q)) + δ > 0. By
Proposition 1.5,
Appr2 ε((B¯
X
R (p), p), (B¯
Y
R (q), q)) 6= ∅,
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and by a),
dGH((B¯
X
r (p), p), (B¯
Y
r (q), q))
≤ 16 ε
= 16 · dGH((B¯XR (p), p), (B¯YR (q), q)) + 16 δ.
Since δ > 0 was arbitrary, this implies the claim. 
In order to avoid confusion, for the next two statements, let Xi
GH→ X and
(Xi, pi)
GH→ (X, p), respectively, denote the convergence of compact metric
spaces in the sense of Definition 1.1 and Definition 1.2, respectively. Further,
denote by (Xi, pi)
pGH→ (X, p) the convergence in the pointed Gromov-Haus-
dorff sense of Definition 2.1.
Proposition 2.4. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed com-
pact length spaces with (Xi, pi)
pGH→ (X, p). Then Xi GH→ X, in particular,
diam(Xi)→ diam(X).
Proof. Assume (diam(Xi))i∈N is not bounded. Let r > diam(X). Without
loss of generality, assume diam(Xi) > r for all i ∈ N.
Let 0 < ε < r − diam(X) and choose points xi, yi ∈ BXir (pi) satisfying
dXi(xi, yi) ≥ r− ε2 . Let εi := 2 · dGH((Xi, pi), (X, p)) and fix approximations
(fi, gi) ∈ Apprεi((Xi, pi), (X, p)). Then
diam(X) ≥ dX(fi(xi), fi(yi)) ≥ r − ε
2
− εi .
Since this holds for all i ∈ N,
diam(X) ≥ r − ε
2
> diam(X) +
ε
2
.
This is a contradiction. Thus, there is an R > diam(X) with diam(Xi) < R
for all i ∈ N. Then
dGH(Xi,X) = dGH(B¯
Xi
R (pi), B¯
X
R (p))
≤ dGH((B¯XiR (pi), pi), (B¯XR (p), p))
→ 0 as i→∞.
Hence, Xi → X. Proposition 1.18 implies the second part of the claim. 
Corollary 2.5. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed compact
length spaces. Then (Xi, pi)
GH→ (X, p) if and only if (Xi, pi) pGH→ (X, p).
Proof. The proof is done by proving both implications separately. First,
assume (Xi, pi)
GH→ (X, p) and let r > 0 be arbitrary.
By Proposition 1.18, diam(Xi)→ diam(X), i.e. without loss of generality,
assume a strict diameter bound D on all spaces Xi and X. In particular, for
all r ≥ D, (B¯Xir (pi), pi) = (Xi, pi) converges to (X, p) = (B¯Xr (p), p).
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For 0 < r < D,
dGH((B¯
Xi
r (pi), pi), (B¯
X
r (p), p))
≤ 16 · dGH((B¯XiD (pi), pi), (B¯XD (p), p))
= 16 · dGH((Xi, pi), (X, p))
→ 0
by Lemma 2.3. Hence, (Xi, pi)
pGH→ (X, p).
Now let (Xi, pi)
pGH→ (X, p). By Proposition 2.4, diam(Xi) → diam(X).
Without loss of generality, assume diam(Xi) ≤ 2 diam(X) =: r. Thus,
dGH((Xi, pi), (X, p)) = dGH((B¯
Xi
r (pi), pi), (B¯
X
r (p), p)) → 0. 
In particular, if Xi,X are compact and p ∈ X, then, by Corollary 1.12,
there exist pi ∈ Xi such that (Xi, pi) GH→ (X, p). Hence, (Xi, pi) pGH→ (X, p).
From now on, let (Xi, pi) → (X, p) denote convergence in the pointed
Gromov-Hausdorff sense.
2.2. Properties as in the compact case. This subsection deals with sev-
eral properties which are familiar from the compact case. First of all, the
Gromov-Hausdorff distance defines a metric on the set of the isometry classes
of compact metric spaces. In the non-compact case, the limit of pointed Gro-
mov-Hausdorff convergence still is unique up to isometry.
Proposition 2.6. Let (X, dX , p), (Y, dY , q) and (Xi, dXi , pi), i ∈ N, be
pointed length spaces. Assume (Xi, pi)→ (X, p) and (Xi, pi)→ (Y, q). Then
(X, p) and (Y, q) are isometric.
Proof. For every r > 0, both B¯Xr (p) and B¯
Y
r (q) are limits of B¯
Xi
r (pi), and
thus, there exists a (bijective) isometry fr : B¯
X
r (p)→ B¯Yr (q) with fr(p) = q.
Choose a countable dense subset X ′ := {x0, x1, x2, . . . } of X with x0 = p, fix
i ∈ N and let Ni be the minimal natural number with d(xi, q) < Ni. Define
yni := q if n < Ni and y
n
i := fn(xi) otherwise. For n ≥ Ni,
dY (y
n
i , q) = dY (fn(xi), fn(p)) = dX(xi, p),
i.e. (yni )n∈N is a sequence in the compact subset B¯
Y
dX(xi,p)
(q). By a diagonal
argument, there exists a subsequence (nm)m∈N of the natural numbers such
that for every i ∈ N the sequence (ynmi )m∈N has a limit yi ∈ B¯YdX(xi,p)(q). In
particular, yn0 = fn(p) = q for all n ∈ N implies y0 = q. For i, j ∈ N, by
construction,
dY (yi, yj) = lim
m→∞
dY (y
nm
i , y
nm
j )
= lim
m→∞
dY (fnm(xi), fnm(xj))
= dX(xi, xj),
i.e. the map f˜ : X ′ → Y defined by f˜(xi) := yi is an isometry with f˜(p) = q.
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As Y is complete, there exists an extension of f˜ to an isometry f : X → Y
with f(p) = q: Let x ∈ X be arbitrary. Since X ′ was chosen to be dense,
there exists a sequence (xij )j∈N in X
′ converging to x. This is a Cauchy
sequence, hence, (f˜(xij ))j∈N is a Cauchy sequence as well and has a limit
y =: f(x).
This defines indeed an isometry f : X → Y : Let x, x′ ∈ X be arbitrary
and xij and xil , respectively, be sequences in X
′ converging to x and x′,
respectively. Then
dY (f(x), f(x
′)) = lim
j,l→∞
dY (f˜(xij ), f˜(xil))
= lim
j,l→∞
dX(xij , xil)
= dX(x, x
′).
Thus, f is an isometry. It remains to prove that f is bijective:
Using a further subsequence nma and the inverse maps f
−1
nma
, an isometry
g : Y → X can be constructed analogously. For arbitrary x ∈ X, let (ykl)l∈N
be the sequence in the dense subset Y ′ ⊆ Y used in the construction of g
converging to f(x) ∈ Y . Then
dX(g ◦ f(x), x) = lim
a→∞
lim
l,j→∞
dX(f
−1
nma
(ykl), xij )
= lim
a→∞
lim
l,j→∞
dY (ykl , fnma (xij ))
= dY (f(x), f(x)) = 0.
Analogously, f ◦ g = id. Thus, f is bijective. 
As in the compact case, Gromov-Hausdorff convergence preserves being a
length space.
Proposition 2.7. Let (Xi, dXi , pi), i ∈ N, be pointed length spaces and
(X, dX , p) be a pointed metric space. If (Xi, pi)→ (X, p), then X is a length
space.
Proof. Let x, y ∈ X and ε > 0 be arbitrary. For r := max{dX(x, p), dX (y, p)}
choose n ∈ N with dGH((B¯Xnr (pn), pn), (B¯Xr (p), p)) < ε12 . The rest of the
proof can be done completely analogously to the one of Proposition 1.13. 
As in the compact case, in the non-compact case there is a correspondence
between (pointed) Gromov-Hausdorff convergence and approximations. In
order to prove this, the following lemma is needed.
Lemma 2.8. For all r > 0, let (εrn)n∈N be a monotonically decreasing null
sequence, and h : R>0 → R>0 a function with limx→0 h(x) = 0. Then there
exists a sequence (rn)n∈N with limn→∞ rn = ∞ and εrnn ≤ h
(
1
rn
)
for almost
all n ∈ N.
Proof. Let A := {n ∈ N | ∀r > 0 : εrn > h
(
1
r
)} denote the set of all natural
numbers n for which no such ‘rn’ can exist. This set is finite: Fix r > 0.
NOTES ON POINTED GROMOV-HAUSDORFF CONVERGENCE 23
Then εrn > h
(
1
r
)
for all n ∈ A, but, since (εrn)n∈N is a null sequence, this
inequality only holds for finitely many n. Hence, A is finite.
Without loss of generality, assume that for each n there is at least one
r > 0 such that εrn ≤ h
(
1
r
)
.
Let Rn := {r > 0 | εrn ≤ h
(
1
r
)} 6= ∅ denote the set of all radii which
are possible candidates for ‘rn’. Then (Rn)n∈N is an increasing sequence:
Fix r ∈ Rn. Since (εrn)n∈N is monotonically decreasing, εrn+1 ≤ εrn ≤ h
(
1
r
)
.
Thus, r ∈ Rn+1.
Suppose that these sets are uniformly bounded, i.e. there exists C > 0
such that
⋃
n∈NRn ⊆ [0, C]. Then εrn > h
(
1
r
)
for all n and all r > C.
Consequently, for all r > C the sequence (εrn)n∈N is bounded below by h
(
1
r
)
.
This is a contradiction to (εrn)n∈N being a null sequence.
Therefore,
⋃
n∈NRn is unbounded, i.e. for all C > 0 there exists some
N ∈ N such that Rj 6⊆ [0, C] for all j ≥ N . In particular, for all k ∈ N there
is a minimal Nk ∈ N such that for all j ≥ Nk there is some rkj ∈ Rj with
rkj > k. There are two cases:
1. Let Nk → ∞. For every n ∈ N, n ≥ N0, there is some k ∈ N with
Nk ≤ n < Nk+1. Fix this k and define rn := rkn for some rkn ∈ Rn
satisfying rkn > k. Then, for arbitrary k ∈ N and all n ≥ Nk, rn > k.
Thus, rn →∞. Furthermore, by choice, εrnn ≤ h
(
1
rn
)
.
2. Let k0 ∈ N such that Nk = Nk0 for all k ≥ k0. For n < Nk0 , define
rn as in the first case. For n = N +m ≥ Nk0 = Nk0+m, choose any
rn := r
k0+m
n ∈ Rn ∩ (k0 +m,∞). Then rn →∞ and εrnn ≤ h
(
1
rn
)
. 
Proposition 2.9. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be length spaces.
Then the following statements are equivalent.
a) (Xi, pi)→ (X, p).
b) For all functions g : R>0 → R>0 with limx→0 g(x) = 0 there exists
ri →∞ with
dGH((B¯
Xi
ri (pi), pi), (B¯
X
ri (p), p)) ≤ g
( 1
ri
)
.
c) There exist ri →∞ and εi → 0 with
dGH((B¯
Xi
ri (pi), pi), (B¯
X
ri (p), p)) ≤ εi .
Proof. The proof is done by verifying the implications a) ⇒ b), b) ⇒ c) and
c)⇒ a). First, let (Xi, pi)→ (X, p) and g : R>0 → R>0 with limx→0 g(x) = 0
be arbitrary. For fixed r > 0, define
ε˜ri := dGH((B¯
Xi
r (pi), pi), (B¯
X
r (p), p))→ 0 as i→∞
and
εri := sup{ε˜rj | j ≥ i} → 0 as i→∞.
This sequence (εri )i∈N is monotonically decreasing and satisfies ε
r
i ≥ ε˜ri . By
Lemma 2.8, there exists ri → ∞ such that εrii ≤ g
(
1
ri
)
for all i ∈ N. In
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particular,
dGH((B¯
Xi
ri (pi), pi), (B¯
X
ri (p), p)) = ε˜
ri
i ≤ εrii ≤ g
( 1
ri
)
,
and this proves b). Obviously, b) implies c) via choosing g := id and εi :=
1
ri
.
Finally, let dGH((B¯
Xi
ri (pi), pi), (B¯
X
ri (p), p)) ≤ εi for some ri → ∞ and
εi → 0. Fix r > 0. Let i ∈ N be large enough such that r < ri. Then
dGH((B¯
Xi
r (pi), pi), (B¯
X
r (p), p)) ≤ 16 εi,
by Lemma 2.3, and this implies the claim. 
Corollary 2.10. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length
spaces. Then the following statements are equivalent.
a) (Xi, pi)→ (X, p).
b) There is εi → 0 such that Apprεi((B¯Xi1/ εi(pi), pi), (B¯X1/ εi(p), p)) 6= ∅ for
all i.
c) There is εi → 0 such that dGH((B¯Xi1/ εi(pi), pi), (B¯X1/ εi(p), p)) ≤ εi for
all i.
Proof. This is a direct implication of Proposition 1.5 and Proposition 2.9.

Similarly to the compact case, the Gromov-Hausdorff distance and con-
vergence, respectively, is related to the diameters of the spaces: On the one
hand, the distance of balls in X and X × Y are bounded from above by the
diameter of Y . Recall that in the special case of X = {pt}, the (non-pointed)
distance equals 12 diam(Y ). On the other hand, in the compact case it was
proven that convergence of spaces implies convergence of the diameters. For
length spaces, an analogous statement will be established.
Proposition 2.11. Let (X, dX , x0) and (Y, dY , y0) be pointed metric spaces.
If Y is compact, then
dGH((B¯
X
r (x0), x0), (B¯
X×Y
r ((x0, y0)), (x0, y0))) ≤ diam(Y )
for all r > 0.
Proof. It suffices to define an admissible metric and to estimate the Hausdorff
distance with respect to this metric.
Let δ > 0 be arbitrary. Define an admissible metric d on (X × Y )∐X by
d((x, y), x′) :=
√
dX(x, x′)2 + dY (y, y0)2 + δ2.
As usual, the only tricky part is to prove the triangle inequality: By the
Minkowski inequality, for x1, x
′
1, x2, x
′
2 ∈ X and y1, y2 ∈ Y ,
d((x1, y1), x
′
1) + d(x
′
1, x
′
2)
=
√
dX(x1, x′1)
2 + dY (y1, y0)2 + δ2 + dX(x
′
1, x
′
2)
≥
√
dX(x1, x′1)
2 + dX(x′1, x
′
2)
2 + dY (y1, y0)2 + δ2
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≥
√
dX(x1, x
′
2)
2 + dY (y1, y0)2 + δ2
= d((x1, y1), x
′
2).
With completely analogous argumentation, one can prove the remaining in-
equalities
d(x′1, (x1, y1)) + d((x1, y1), x
′
2) ≥ d(x′1, x′2),
d((x1, y1), (x2, y2)) + d((x2, y2), x
′
2) ≥ d((x1, y1), x′2) and
d((x1, y1), x
′
1) + d(x
′
1, (x2, y2)) ≥ d((x1, y1), (x2, y2)).
Now fix r > 0 and let (x, y) ∈ B¯X×Yr ((x0, y0)) be arbitrary. In particular,
x ∈ B¯Xr (x0). Thus,
d((x, y), B¯Xr (x0)) ≤ d((x, y), x)
=
√
dY (y, y0)2 + δ2
≤
√
diam(Y )2 + δ2.
Hence,
B¯X×Yr ((x0, y0)) ⊆ B¯d√diam(Y )2+δ2(B¯
X
r (x0)).
For arbitrary x ∈ B¯Xr (x0), one has d((x, y0), (x0, y0)) = dX(x, x0) < r, and
therefore, (x, y0) ∈ B¯X×Yr ((x0, y0)). Thus,
d(x, B¯X×Yr (x0, y0)) ≤ d(x, (x, y0)) = δ
and
B¯Xr (x0) ⊆ B¯dδ (B¯X×Yr (x0, y0)).
Hence,
dGH((B¯
X
r (x0), x0), (B¯
X×Y
r ((x0, y0)), (x0, y0)))
≤ ddH(B¯Xr (x0), B¯X×Yr (x0, y0))
≤ max{
√
diam(Y )2 + δ2, δ}
=
√
diam(Y )2 + δ2.
Since δ was arbitrary, this proves the claim. 
In order to prove the convergence of diameters, one needs the following
property of length spaces of infinite diameter: Any ball of radius r has
diameter at least r. Though it is easy to see this, for the sake of completeness,
the proof is given first.
Lemma 2.12. Let (X, d, p) be a pointed length space and 0 < r < diam(X)2 .
Then diam(B¯Xr (p)) ≥ r.
Proof. Assume that d(q, p) ≤ r for all q ∈ X. Hence, B¯r(p) = X, and this
implies diam(X) ≤ 2r < diam(X), which is a contradiction.
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Hence, there is qr ∈ X such that lr := d(qr, p) > r. Fix a minimising
geodesic γ : [0, lr] → X with γ(0) = p and γ(lr) = qr. Then d(p, γ(r)) = r,
hence, γ(r) ∈ B¯r(p). In particular, diam(B¯r(p)) ≥ d(p, γ(r)) = r. 
Proposition 2.13. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length
spaces. If (Xi, pi) → (X, p), then diam(Xi) → diam(X). (Here, both
diam(Xi) tending to infinity as well as the notion ∞→∞ are allowed.)
Proof. Let εi → 0 be as in Corollary 2.10 with
dGH((B¯
Xi
1/ εi
(pi), pi), (B¯
X
1/ εi
(p), p)) ≤ εi .
By Proposition 1.18, |diam(B¯Xi1/ εi(pi)) − diam(B¯X1/ εi(p))| ≤ 2 εi → 0. Dis-
tinguish the two cases of X being bounded and unbounded, respectively.
Case 1: diam(X) <∞. Without loss of generality, assume diam(X) < 12 εi
for all i ∈ N. Then X = BX1/ εi(p) and
|diam(B¯Xi1/ εi(pi))− diam(X)| = |diam(B¯
Xi
1/ εi
(pi))− diam(B¯X1/ εi(p))| → 0,
in particular, diam(B¯Xi1/ εi(pi)) → diam(X) as i → ∞. Without loss of gen-
erality, assume diam(B¯Xi1/ εi(pi)) ≤ 2 · diam(X) for all i ∈ N.
Let ri := min
{
1
εi
, 13 · diam(Xi)
}
< 12 · diam(Xi). By Lemma 2.12,
ri ≤ diam(BXiri (pi)) ≤ diam(BXi1/ εi(pi)) ≤ 2 · diam(X) <
1
εi
.
Hence, diam(Xi) = 3ri ≤ 6·diam(X), theXi are compact and Proposition 1.18
implies the claim.
Case 2: diam(X) =∞. Assume there is a subsequence (ij)j∈N and C > 0
with diam(Xij ) < C for all j ∈ N. Pass to this subsequence. After passing
to a further subsequence, C < 1εi for all i ∈ N. Then Xi = B
Xi
1/ εi
(pi) and
this implies diam(B¯Xi1/ εi(pi)) = diam(Xi) < C. Further, by Lemma 2.12,
diam(B¯X1/ εi(p)) ≥ 1εi and
|diam(B¯Xi1/ εi(pi))− diam(B¯
X
1/ εi
(p))| ≥ 1
εi
− C →∞.
This is a contradiction. Hence, diam(Xi)→∞. 
Gromov-Hausdorff convergence is compatible with rescaling: Given a con-
verging sequence of length spaces and a converging sequence of rescaling
factors, the rescaled sequence converges and the limit space is the original
one rescaled by the limit of the rescaling sequence. More generally, given a
converging sequence of metric spaces and some bounded sequence of rescal-
ing factors, the sublimits of the rescaled sequence correspond exactly to the
sublimits of the rescaling sequence.
For a metric space (X, d), recall that αX denotes the rescaled metric space
(X,α d).
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Proposition 2.14. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length
spaces and ri, r, αi, α > 0.
a) If (Xi, pi)→ (X, p) and ri → r, then (B¯Xiri (pi), pi)→ (B¯Xr (p), p).
b) If αi → α, then (αiX, p)→ (αX, p).
c) If (Xi, pi)→ (X, p) and αi → α, then (αiXi, pi)→ (αX, p).
d) If (Xi, pi) → (X, p) and (αiXi, pi) → (Y, q), then there is α such that
αi → α and (Y, q) ∼= (αX, p).
Proof. a) By Corollary 1.17,
dGH((B¯
Xi
ri (pi), pi), (B¯
Xi
r (pi), pi)) ≤ |r − ri| → 0,
and the triangle inequality implies
dGH(B¯
Xi
ri (pi), B¯
X
r (p))
≤ dGH(B¯Xiri (pi), B¯Xir (pi)) + dGH(B¯Xir (pi), B¯Xr (p))
→ 0.
b) Without loss of generality, let α = 1. First, let X be compact. Define
fi : X → αiX and gi : αiX → X by fi(x) := x and gi(x) := x for all x ∈ X.
Furthermore, let 0 < εi := 2 · |αi − 1| · diam(X)→ 0. For any x, x′ ∈ X,
|dαiX(fi(x), fi(x′))− dX(x, x′)| = |αi − 1| · dX(x, x′) < εi .
Analogously,
|dαiX(x, x′)− dX(gi(x), gi(x′))| < εi .
Furthermore, dX(x, gi ◦ fi(x)) = 0 < εi and dX(fi ◦ gi(x), x) = 0 < εi.
Thus, (fi, gi) ∈ Apprεi((αiX, p), (X, p)) and (αiX, p) → (X, p). Now let X
be non-compact and r > 0. Then, using a) and the compact case,
dGH((B¯
αiX
r (p), p), (B¯
X
r (p), p))
≤ dGH((B¯αiXr (p), p), (B¯αiXαir (p), p)) + dGH((B¯αiXαir (p), p), (B¯Xr (p), p))
= αi · dGH((B¯Xr/αi(p), p), (B¯Xr (p), p)) + dGH((αiB¯Xr (p), p), (B¯Xr (p), p))
→ 0.
c) By the triangle inequality, for fixed r > 0,
dGH((B¯
αiXi
r (pi), pi), (B¯
αX
r (p), p))
≤ dGH((B¯αiXir (pi), pi), (B¯αiXαir/α(p), p))
+ dGH((B¯
αiX
αir/α
(p), p), (B¯αiXr (p), p))
+ dGH((B¯
αiX
r (p), p), (B¯
αX
r (p), p)).
By a),
dGH((B¯
αiXi
r (pi), pi), (B¯
αiX
αir/α
(p), p))
= αi · dGH((B¯Xir/αi(pi), pi), (B¯
X
r/α(p), p))→ 0,
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by Corollary 1.17,
dGH((B¯
αiX
αir/α
(p), p), (B¯αiXr (p), p)) ≤ |r −
αi
α
· r| → 0,
and by b),
dGH((B¯
αiX
r (p), p), (B¯
αX
r (p), p))→ 0.
Hence, (B¯αiXir (pi), pi)→ (B¯αXr (p), p) for every r > 0.
d) Let α be an arbitrary accumulation point of (αi)i∈N. Hence, for a subse-
quence (ij)j∈N, both αij → α, and by c), (αijXij , pij )→ (αX, p) as j →∞.
On the other hand, (αijXij , pij ) → (Y, q) as j → ∞. Thus, (Y, q) and
(αX, p) are isometric (cf. Proposition 2.6). 
Corollary 2.15. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length
spaces and (αi)i∈N be a bounded sequence. If (Xi, pi) → (X, p), then the
sublimits of (αiXi, pi) correspond to the (αX, p) for exactly the accumulation
points α of (αi)i∈N.
Proof. Let α be an accumulation point of (αi)i∈N and (αij )j∈N be the subse-
quence converging to α. Then (Xij , pij)→ (X, p), and by Proposition 2.14,
(αijXij , pij )→ (αX, p).
Now let (Y, y) be a sublimit of (αiXi, pi), i.e. (αijXij , pij ) → (Y, y) for
some subsequence (ij)j∈N. Since (αij )j∈N is a bounded sequence, there ex-
ists a convergent subsequence (αijl )l∈N with limit α. For this subsequence,
(αijlXijl , pijl )→ (Y, y), and (αijlXijl , pijl )→ (αX, p) by the first part. Thus,
(Y, y) is isometric to (αX, p) for an accumulation point α of (αi)i∈N. 
2.3. Convergence of points. In the previous section, convergent sequences
of pointed metric (length) spaces were studied. Given such a sequence and
using the corresponding approximations, a notion for convergence of points
can be introduced.
Definition 2.16. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length
spaces. Assume (Xi, pi)→ (X, p) and let εi → 0 and
(fi, gi) ∈ Apprεi((B¯Xi1/ εi(pi), pi), (B¯
X
1/ εi
(p), p))
as in Corollary 2.10. Let qi ∈ B¯Xi1/ εi(pi) and q ∈ X. Then qi converges to q,
denoted by qi → q, if fi(qi) converges to q (in X).
For (Xi, pi) → (X, p) as in the definition, pi → p due to fi(pi) = p.
Moreover, for each x ∈ X there exists such a sequence xi satisfying xi → x,
e.g. xi := gi(x).
Convergence qi → q depends on the choice of the underlying Gromov-
Hausdorff approximations: Convergence with respect to one pair of approxi-
mations does not necessarily imply convergence for another, as the following
example shows.
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Example 2.17. For i ∈ N, let Xi = X = S2 be the 2-dimensional sphere,
pi = p = N the north pole and qi = q some fixed point on the equator. Let ϕ
denote the rotation of S2 by pi2 fixing p and define fi = gi = f
′
2i = g
′
2i = idS2 ,
f ′2i+1 = ϕ and g
′
2i+1 = ϕ
−1.
Then both (fi, gi) and (f
′
i , g
′
i) are pointed isometries between (Xi, pi) and
(X, p) satisfying fi(qi) = q, but f
′
2i(q2i) = q 6= ϕ(q) = f ′2i+1(q2i+1). Hence,
f ′i(qi) is not convergent at all, but subconvergent with limits q and ϕ(q).
In this example, after replacing the approximations, two sublimits occur:
One sublimit is the limit corresponding to the original approximations, the
other one is its image under an isometry of the limit space. Since Gromov-
Hausdorff convergence distinguishes spaces only up to isometry, concretely
(X, p) ∼= (h(X), h(p)) = (X,h(p)) for any isometry h, this can be interpreted
as follows: If q is a sublimit of qi with respect to one Gromov-Hausdorff ap-
proximation, then it is a sublimit for all Gromov-Hausdorff approximations.
This is a general fact as the subsequent lemma shows. In order to prove
this, the separability of a connected proper metric space is needed. Though
it is easy to see that such a space is separable, for completeness, the proof
is given first.
Lemma 2.18. A connected proper metric space is separable.
Proof. Let (X, p) be a connected proper metric space and let p ∈ X be
arbitrary. Then
X =
⋃
q∈Q∩(0,∞)
B¯q(p).
As a compact set, every B¯q(p) is separable where q ∈ Q is positive. Therefore,
there exists a countable dense subset Aq ⊆ B¯q(p). Let A :=
⋃
q∈Q∩(0,∞)Aq.
This A is countable, and for arbitrary x ∈ X there is a positive q ∈ Q such
that x ∈ B¯q(p), i.e. there exists a sequence xn ∈ Aq ⊆ A converging to x.
Thus, A is dense in X, hence, X is separable. 
Lemma 2.19. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length
spaces. Assume (Xi, pi)→ (X, p) and let εi, ε′i → 0, ri, r′i →∞ and
(fi, gi) ∈ Apprεi((B¯Xiri (pi), pi), (B¯Xri (p), p)),
(f ′i , g
′
i) ∈ Apprε′i((B¯
Xi
r′i
(pi), pi), (B¯
X
r′i
(p), p)).
Let qi ∈ B¯Ximin{ri,r′i}(pi) and q ∈ X. If fi(qi) → q and q
′ is an accumulation
point of f ′i(qi), then there exists an isometry h : X → X such that h(q) = q′.
Proof. Without loss of generality, let ri = r
′
i: Otherwise, let Ri := min{ri, r′i}
and, by Lemma 2.3 and the construction in its proof, there are
(f˜i, g˜i) ∈ Apprεi((B¯XiRi (pi), pi), (B¯XRi(p), p))
(f˜ ′i , g˜
′
i) ∈ Apprε′i((B¯
Xi
Ri
(pi), pi), (B¯
X
Ri(p), p))
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with
f˜i(qi)→ q if and only if fi(qi)→ q,
f˜ ′i(qi)→ q if and only if f ′i(qi)→ q.
Define hi, h¯i : B¯
X
ri (p)→ B¯Xri (p) by
hi := f
′
i ◦ gi and h¯i := fi ◦ g′i.
In particular, hi(p) = h¯i(p) = p. For any x, x
′ ∈ B¯Xri (p),
|dX(hi(x), hi(x′))− dX(x, x′)|
≤ |dX(f ′i(gi(x)), f ′i(gi(x′)))− dXi(gi(x), gi(x′))|
+ |dXi(gi(x), gi(x′))− dX(x, x′)|
≤ ε′i+ εi → 0.
Analogously, |dX(h¯i(x), h¯i(x′))− dX(x, x′)| → 0. Moreover,
dX(h¯i ◦ hi(x), x)
= dX(fi ◦ g′i ◦ f ′i ◦ gi(x), x)
≤ dXi(gi ◦ fi ◦ g′i ◦ f ′i ◦ gi(x), gi(x)) + εi
≤ dXi(g′i ◦ f ′i ◦ gi(x), gi(x)) + 2 εi
≤ dXi(gi(x), gi(x)) + 2 εi+ ε′i → 0,
and analogously, dX(hi ◦ h¯i(x), x) → 0. Hence, if the hi and h¯i (sub)converge
(in some sense), their corresponding (sub)limits are isometries fixing p with
h¯ = h−1.
The idea for proving subconvergence is to choose a countable dense subset
A ⊆ X, to define the sublimit of all hi(a) where a ∈ A and to extend this
limit to a continuous map on X. Doing the same simultaneously for h¯i gives
another sublimit that turns out to be the inverse of the first. In the end,
identifying X with itself using this isometry proves the claim.
Choose a countable dense subset A = {an | n ∈ N} ⊆ X (cf. Lemma 2.18)
and, for i large enough such that dX(an, p) ≤ ri, define zin := hi(an) and
z¯in := h¯i(an). Since
dX(z
i
n, p) = dX(hi(an), hi(p))→ dX(an, p),
the sequence (d(zin, p))i∈N is bounded from above by some R > 0. Hence,
zin is contained in B¯
X
R (p), and therefore, has a convergent subsequence. An
analogous argument proves subconvergence for (z¯in)i∈N. Thus, using a diag-
onal argument, there is a subsequence (ij)j∈N such that for any n ∈ N the
sequences (z
ij
n )j∈N and (z¯
ij
n )j∈N, respectively, converge to some zn ∈ X and
z¯n ∈ X, respectively.
Define h(an) := zn and h¯(an) := z¯n. In particular,
dX(h(an), h(am)) = dX(an, am) = dX(h¯(an), h¯(am))
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for all n,m ∈ N. For arbitrary x ∈ X, choose a Cauchy sequence (ank)k∈N
in A converging to x and let
h(x) := lim
k→∞
h(ank) and h¯(x) := lim
k→∞
h¯(ank).
In fact, for any k ∈ N,
dX(hij (x), h(x))
≤ dX(hij (x), hij (ank)) + dX(hij (ank), h(ank)) + dX(h(ank), h(x))
≤ dX(x, ank) + εij + ε′ij +dX(hij (ank), h(ank )) + dX(h(ank ), h(x))
→ dX(x, ank) + dX(h(ank ), h(x)) as j →∞.
Since this holds for every k ∈ N and dX(x, ank) + dX(h(ank), h(x)) → 0 as
k →∞,
hij (x)→ h(x) as j →∞.
Analogously, h¯ij (x) → h¯(x) as j →∞. In particular, h¯ij ◦ hij → h¯ ◦ h and
vice versa. Thus, h is an isometry on X with inverse h¯.
Now let fi(qi)→ q. Then
dX(f
′
ij(qij ), h(q)) ≤ dXij (g′ij ◦ f ′ij(qij ), g′ij ◦ h(q)) + ε′ij
≤ dXij (qij , g′ij ◦ h(q)) + 2 ε′ij
≤ dX(fij (qij), fij ◦ g′ij ◦ h(q)) + 2 ε′ij + εij
≤ dX(fij (qij), q) + dX(q, h¯′ij ◦ h(q)) + 2 ε′ij + εij
→ 0 as j →∞.
This proves f ′ij(qij )→ h(q) as j →∞. 
The following statements allow to change the base points of a given con-
vergent sequence.
Proposition 2.20. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length
spaces, and let qi ∈ Xi and q ∈ X. If (Xi, pi) → (X, p) and qi → q, then
(Xi, qi)→ (X, q).
Proof. The proof is an immediate consequence of Lemma 2.3 and Proposition 2.9:
Choose εi → 0 and (fi, gi) ∈ Apprεi((B¯Xi1/ εi(pi), pi), (B¯X1/ εi(p), p)) as in Definition 2.16
with fi(qi)→ q. In particular,
dXi(qi, gi(q)) ≤ εi+dX(fi(qi), fi(gi(q))) ≤ 2 εi+dX(fi(qi), q) → 0.
Hence, δi := max{dX(fi(qi), q), dXi(qi, gi(q))} → 0.
Since fi(pi) = p,
dXi(pi, qi) ≤ εi+dX(p, q) + dX(q, fi(qi))→ dX(p, q).
Let r > 0 be arbitrary. Fix i large enough such that 2(r + dX(p, q)) ≤ 1εi
and such that dXi(pi, qi) ≤ 2dX(p, q) or dXi(pi, qi) ≤ r, respectively, if p 6= q
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or p = q, respectively. In particular,
B¯Xir (qi) ⊆ B¯Xir+dXi(pi,qi)(pi) ⊆ B¯
Xi
1/ εi
(pi),
B¯Xr (q) ⊆ B¯Xr+dX(p,q)(p) ⊆ B¯X1/ εi(p)
andAppr4 εi +δi((B¯
Xi
r (qi), qi), (B¯
X
r (q), q)) 6= ∅ by Lemma 2.3. By Proposition 1.5,
dGH((B¯
Xi
r (qi), qi), (B¯
X
r (q), q)) ≤ 8 εi+2δi → 0,
and Proposition 2.9 implies the claim. 
Corollary 2.21. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length
spaces. Let qi ∈ Xi with dXi(pi, qi) → 0. Assume (Xi, pi) → (X, p). Then
(Xi, qi)→ (X, p).
Proof. Choose εi → 0 and (fi, gi) ∈ Apprεi((B¯Xi1/ εi(pi), pi), (B¯X1/ εi(p), p)) as
in Corollary 2.10. Then
dX(fi(qi), p) = dX(fi(qi), fi(p)) ≤ dXi(qi, pi) + εi → 0.
Hence, qi → p, and Proposition 2.20 implies the claim. 
Corollary 2.22. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length
spaces. Let qi ∈ Xi with dXi(pi, qi) ≤ C for some C > 0. If (Xi, pi)→ (X, p),
then there exists q ∈ X such that (Xi, qi) subconverges to (X, q).
Proof. Let εi → 0 and (fi, gi) ∈ Apprεi((B¯Xi1/ εi(pi), pi), (B¯X1/ εi(p), p)) be as
in Corollary 2.10. For R > C there is i0 > 0 such that C + εi ≤ R for all
i ≥ i0. Therefore, fi(qi) ∈ B¯R(p) for all i ≥ i0. Since this ball is compact,
there exists a convergent subsequence with limit q ∈ B¯R(p). After passing
to this subsequence, qi → q, and Proposition 2.20 implies the claim. 
2.4. Convergence of maps. So far, statements about the convergence of
metric spaces and points were made. But even statements about maps be-
tween those convergent space are possible: In fact, Lipschitz maps (sub)con-
verge (in some sense) to Lipschitz maps. The proof of this seems to be rather
technical, but in fact essentially only uses the same methods one can use to
prove convergence of compact subsets (without bothering Gromov’s Pre-
compactness Theorem). Therefore, a proof of the latter is given in advance
after establishing the following (technical) lemma.
Lemma 2.23. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed length
spaces. Assume (Xi, pi)→ (X, p) and let εi → 0 and
(fi, gi) ∈ Apprεi((B¯Xi1/ εi(pi), pi), (B¯
X
1/ εi
(p), p))
be as in Corollary 2.10. Moreover, let Ai ⊆ BXi1/ εi(pi) and A ⊆ X be compact
and f ′i : Ai → A, g′i : A→ Ai and δi → 0 satisfy
dX(f
′
i(xi), fi(xi)) ≤ δi and dXi(g′i(x), gi(x)) ≤ δi
for all xi ∈ Ai and x ∈ A. Then Ai → A.
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Proof. Prove (f ′i , g
′
i) ∈ Appr2(εi +δi)(Ai, A): For x1i , x2i ∈ Ai,
|dX(f ′i(x1i ), f ′i(x2i ))− dXi(x1i , x2i )|
≤ |dX(f ′i(x1i ), f ′i(x2i ))− dX(fi(x1i ), fi(x2i ))|
+ |dX(fi(x1i ), fi(x2i ))− dXi(x1i , x2i )|
< dX(f
′
i(x
1
i ), fi(x
1
i )) + dX(f
′
i(x
2
i ), fi(x
2
i )) + εi
≤ εi+2δi.
Analogously, |dXi(g′i(x1), g′i(x2)) − dX(x1, x2)| < εi+2δi for all x1, x2 ∈ A.
Moreover, for xi ∈ Ai,
dXi(g
′
i ◦ f ′i(xi), xi))
≤ dXi(g′i ◦ f ′i(xi), gi ◦ f ′i(xi))
+ dXi(gi ◦ f ′i(xi), gi ◦ fi(xi)) + dXi(gi ◦ fi(xi), xi)
< δi + (dXi(f
′
i(xi), fi(xi)) + εi) + εi
≤ 2(εi+δi),
and analogously, dX(f
′
i ◦ g′i(x), x)) < 2(εi+δi) for all x ∈ A. 
Proposition 2.24. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be length spaces
such that (Xi, pi)→ (X, p) and let εi → 0 and
(fi, gi) ∈ Apprεi((B¯Xi1/ εi(pi), pi), (B¯
X
1/ εi
(p), p))
be as in Corollary 2.10. Let Ki ∈ Xi be compact with Ki ⊆ B¯XiR (pi) for some
R > 0. After passing to a subsequence, there exists K ⊆ B¯r(p) such that Ki
subconverges to K.
Proof. Without loss of generality, assume R ≤ 1εi and εi ≤ 1 for all i ∈ N.
Let xi ∈ Ki ⊆ B¯XiR (pi) be arbitrary. Then fi(xi) ∈ BXR+εi(p) ⊆ B¯XR+1(p).
Hence, the sequence (fi(xi))i∈N is contained in a compact set, and there-
fore has a convergent subsequent. Unfortunately, for different choices of xi
different subsequences might converge. Therefore, a diagonal argument on
countable dense subsets of the Ki will be used.
Let Ai = {ani | n ∈ N} ⊆ Ki be a countable dense subset. As seen
above, the sequence (fi(a
n
i ))i∈N, where n ∈ N, has a convergent subsequence
with limit yn ∈ B¯XR+1(p). Moreover, this subsequence can be chosen such
that, after passing to this subsequence, dX(fi(a
n
i ), yn) <
εi
4 . By a diagonal
argument, there exists a common subsequence such that for every n ∈ N
there is yn ∈ B¯R+1(p) with dX(fi(ani ), yn) < εi4 for all i ∈ N. Pass to this
subsequence.
Define A := {yn | n ∈ N} as the set of all these limits and let K := A¯
denote its closure. In particular, K is compact. Define maps f ′i : Ki → K
and g′i : K → Ki in the following way: For xi ∈ Ai, i.e. xi = ani for some
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n ∈ N, define f ′i(xi) := yn ∈ A ⊆ K. If xi ∈ Ki \ Ai, choose ani ∈ Ai with
dXi(xi, a
n
i ) <
εi
4 and define f
′
i(xi) := yn ∈ A ⊆ K. In particular,
dX(f
′
i(xi), fi(xi)) ≤ dX(yn, fi(ani )) + dX(fi(ani ), fi(xi))
<
εi
4
+ (εi+dXi(a
n
i , xi))
<
εi
4
+
(
εi+
εi
4
)
=
3
2
εi .
For x ∈ A, i.e. x = yn for some n ∈ N, define g′i(yn) := ani ∈ Ai ⊆ Ki. For
x ∈ X \A, choose yn ∈ A with dX(x, yn) < εi4 and let g′i(x) := ani ∈ Ai ⊆ Ki.
Then
dXi(g
′
i(x), gi(x)) = dXi(a
n
i , gi(x)) < 2 εi+dX(fi(a
n
i ), x)
≤ 2 εi+dX(fi(ani ), yn) + dX(yn, x)
<
5
2
εi .
Now Lemma 2.23 implies the claim. 
Lemma 2.25. Let (X, dX ), (Y, dY ), (Xi, dXi) and (Yi, dYi), i ∈ N, be com-
pact length spaces such that Xi → X and Yi → Y . Moreover, let α > 0,
Ki ⊆ Xi be compact subsets and fi : Ki → Yi be α-bi-Lipschitz. After
passing to a subsequence, the following holds:
a) There exist compact subsets K ⊆ X and K ′ ⊆ Y which are Gromov-
Hausdorff limits of Ki and fi(Ki), respectively, and an α-bi-Lipschitz
map f : K → K ′ with f(K) = K ′.
b) For any compact subset L ⊆ K ⊆ X there are compact subsets Li ⊆ Ki
such that Li → L and fi(Li)→ f(L) in the Gromov-Hausdorff sense.
Proof. a) In order to prove the first part, pass to the subsequence of Proposition 2.24.
Then there are compact sets K ⊆ X and K ′ ⊆ Y such that Ki → K
and fi(Ki) → K ′. For these, fix εi → 0, (fXi , gXi ) ∈ Apprεi(Ki,K) and
(fYi , g
Y
i ) ∈ Apprεi(fi(Ki),K ′), cf. Figure 1.
The idea is to define f as a limit of hi := f
Y
i ◦ fi ◦ gXi : K → K ′: For
x, x′ ∈ K,
dY (hi(x), hi(x
′)) = dY (f
Y
i ◦ fi ◦ gXi (x), fYi ◦ fi ◦ gXi (x′))
≤ εi+dYi(fi ◦ gXi (x), fi ◦ gXi (x′))
≤ εi+(α · dXi(gXi (x), gXi (x′)))
≤ εi+(α · (εi+dX(x, x′)))
= α · dX(x, x′) + (α+ 1) · εi .
As in the proof of Proposition 2.24, the hi(x) do not have to converge.
Therefore, a diagonal argument on a dense subset of K will be used to
construct a limit map which can be extended using the completeness of the
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Xi
⊆
Ki
fi(Ki)
⊇
Yi
X
⊆
K
K ′
⊇
Y
fi f hi = f
Y
i ◦ fi ◦ gXi
fXi
gXi
fYi
gYi
Figure 1. Sets and maps used to construct f : K → K ′.
Let A = {xj | j ∈ N} be a countable dense subset of K. Then hi(xj) ∈ K ′
for all i, j ∈ N, and since K ′ is compact, by a diagonal argument, there is
a subsequence (in)n∈N such that (hin(xj))n∈N converges for every j ∈ N.
Define f : A→ K ′ by f(xj) = limn→∞ hin(xj). This map is α-bi-Lipschitz:
For arbitrary j, l ∈ N, with the above estimate,
dY (f(xj), f(xl)) = lim
n→∞
dY (hin(xj), hin(xl))
≤ lim
n→∞
(α+ 1) · εin +α · dX(xj , xl)
= α · dX(xj , xl).
Analogously, dY (f(xj), f(xl)) ≥ 1α · dX(xj , xl).
Since A is a countable dense subset of K, f can be extended to an α-bi-
Lipschitz map f : K → K ′ (cf. Lemma 2.26) where f(x) = liml→∞ f(xjl)
for x ∈ K and xjl ∈ A with xjl → x. In particular, for n ∈ N and l ∈ N,
dY (f(x), hin(x))
≤ dY (f(x), f(xjl)) + dY (f(xjl), hin(xjl)) + dY (hin(xjl), hin(x))
≤ dY (f(x), f(xjl)) + dY (f(xjl), hin(xjl)) + α · dX(xjl , x) + (α+ 1) · εin
→ dY (f(x), f(xjl)) + α · dX(xjl , x) as n→∞
→ 0 as l →∞.
Hence, f(x) = limn→∞ hin(x).
Moreover, observe the following: Since fi is α-bi-Lipschitz, it is injective.
Therefore, the inverse f−1i of fi exists on fi(Ki) ⊇ im(gXi ) and is α-bi-
Lipschitz as well. Hence, for x ∈ K and y ∈ K ′,
dY (hi(x), y) = dY (f
Y
i ◦ fi ◦ gXi (x), y)
≤ 2 εi+dYi(fi ◦ gXi (x), gYi (y))
≤ 2 εi+α · dXi(gXi (x), f−1i ◦ gYi (y))
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≤ 2 εi+α · (2 εi+dXi(x, fXi ◦ f−1i ◦ gYi (y)))
= 2(α+ 1) εi+α · dXi(x, h′i(y))
where h′i := f
X
i ◦ f−1i ◦ gYi . With analogous arguments and using a further
subsequence (inm)m∈N of (in)n∈N, there is an α-bi-Lipschitz map g : K
′ → K
with g(y) = limm→∞ h
′
inm
(y) for all y ∈ K ′. In particular, for all y ∈ K ′,
dY (f ◦ g(y), y) = lim
m→∞
dY (hinm (g(y)), y)
≤ lim
m→∞
2(α + 1) εinm +α · dX(g(y), h′inm (y))
= 0.
Thus, f ◦ g = idK ′ . Hence, K ′ ⊆ im(f) which proves K ′ = f(K). In fact,
with analogous argumentation, one can prove g◦f = idK , i.e. g is the inverse
of f . This proves the first part.
b) The proof of the second statement is based on the first part and is done
with very similar methods.
Let (fXi , g
X
i ) ∈ Apprεi(Ki,K) and (fYi , gYi ) ∈ Apprεi(fi(Ki),K ′) be as
before. Then Li := gXi (L) ⊆ Ki is a compact subset of Ki. The proof of
the subconvergences will be done in two steps: First, prove Li → L, then
fi(Li)→ f(L). For the maps defined below, cf. Figure 2.
First, define (f˜Xi , g˜
X
i ) ∈ Appr2 εi(Li, L) as follows: For xi ∈ gXi (L), choose
a point y ∈ L with xi = gXi (y); for xi ∈ Li \ gXi (L), choose y ∈ L with
dXi(xi, g
X
i (y)) <
εi
2 . Then define f˜
X
i (xi) := y. Finally, set g˜
X
i := g
X
i . By
definition,
dXi(g˜
X
i ◦ f˜Xi (xi), xi) = dXi(gXi ◦ f˜Xi (xi), xi) <
εi
2
for all xi ∈ Li. Conversely, for x ∈ L and by applying this inequality,
dX(f˜
X
i ◦ g˜Xi (x), x) = dX(f˜Xi ◦ gXi (x), x)
≤ dXi(gXi ◦ f˜Xi (gXi (x))), gXi (x)) + εi
≤ 3
2
εi .
Now let xi, x
′
i ∈ Li be arbitrary. Then
|dX(f˜Xi (xi), f˜Xi (x′i))− dXi(xi, x′i)|
≤ |dX(f˜Xi (xi), f˜Xi (x′i))− dXi(gXi (f˜Xi (xi)), gXi (f˜Xi (x′i)))|
+ |dXi(gXi (f˜Xi (xi)), gXi (f˜Xi (x′i)))− dXi(xi, x′i)|
< εi+dXi(g
X
i ◦ f˜Xi (xi), xi) + dXi(gXi ◦ f˜Xi (x′i), x′i)
< 2 εi .
For x, x′ ∈ L, by definition,
|dXi(g˜Xi (x), g˜Xi (x′))− dX(x, x′)| < εi < 2 εi,
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Xi
⊆
Ki
⊆
Li = gXi (L)
fi(Li)
⊇
fi(Ki)
⊇
Yi
X
⊆
K
⊆
L
f(L)
⊇
f(K) = K ′
⊇
Y
fXi
gXi
f˜Xi
g˜Xi
fi|Li fL
f˜Yi
g˜Yi
fYi
gYi
Figure 2. Sets and maps used to construct Li → L.
and this proves (f˜Xi , g˜
X
i ) ∈ Appr2 εi(Li, L).
In order to prove the subconvergence of fi(Li) to f(L), observe that the
compactness of Li and L, respectively, and the continuity of fi and f , re-
spectively, prove the compactness of fi(Li) and f(L), respectively.
Let
δi(x) := dY (hi(x), f(x))
for x ∈ L and
δi := sup
x∈L
δi(x).
For the subsequence (in)n∈N of the first part, δin(x) converges to 0. Then
δin converges to 0 as well: Assume this is not the case, i.e. there is ǫ > 0
such that for all l ∈ N there exists inl ∈ N and xnl ∈ X with δinl (xnl) ≥ ε.
After passing to a subsequence, there is x ∈ X such that xnl → x as l→∞.
Then
ε ≤ δinl (xnl)
= dY (hinl (xnl), f(xnl))
≤ dY (hinl (xnl), hinl (x)) + dY (hinl (x), f(x)) + dY (f(x), f(xnl))
≤ (α · dX(xnl , x) + (α+ 1) · εinl ) + δinl (x) + α · dX(x, xnl)
→ 0 as l →∞.
This is a contradiction.
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Construct (f˜Yi , g˜
Y
i ) ∈ Apprε˜i(fi(Li), f(L)) for ε˜i := (4α + 1) εi+2δi as
follows: Define f˜Yi := f ◦ f˜Xi ◦ f−1i and g˜Yi := fi ◦ gXi ◦ f−1 (recall that f−1i
exists on fi(Li) ⊆ fi(Ki) and that f : K → K ′ is bijective).
First, let yi ∈ Li and y ∈ L be arbitrary. Then
dYi(g˜
Y
i ◦ f˜Yi (yi), yi) = dYi(fi ◦ gXi ◦ f˜Xi ◦ f−1i (yi), yi)
≤ α · dXi(gXi ◦ f˜Xi (f−1i (yi)), f−1i (yi))
< α · 2 εi ≤ ε˜i,
and completely analogously,
dY (f˜
Y
i ◦ g˜Yi (y), y) = dY (f ◦ f˜Xi ◦ gXi ◦ f−1(y), y) < 2α εi ≤ ε˜i.
For y, y′ ∈ L,
|dYi(g˜Yi (y), g˜Yi (y′))− dY (y, y′)|
≤ |dYi(g˜Yi (y), g˜Yi (y′))− dY (fYi ◦ g˜Yi (y), fYi ◦ g˜Yi (y′))|
+ |dY (fYi ◦ fi ◦ gXi ◦ f−1(y), fYi ◦ fi ◦ gXi ◦ f−1(y′))− dY (y, y′)|
< εi+dY (hi ◦ f−1(y), f ◦ f−1(y)) + dY (hi ◦ f−1(y′), f ◦ f−1(y′))
≤ εi+2δi ≤ ε˜i.
Finally, let yi, y
′
i ∈ Yi. Using the above estimates,
|dY (f˜Yi (yi), f˜Yi (y′i))− dYi(yi, y′i)|
≤ |dY (f˜Yi (yi), f˜Yi (y′i))− dYi(g˜Yi (f˜Yi (yi)), g˜Yi (f˜Yi (y′i)))|
+ |dYi(g˜Yi (f˜Yi (yi)), g˜Yi (f˜Yi (y′i)))− dYi(yi, y′i)|
< εi+2δi + dYi(g˜
Y
i (f˜
Y
i (yi)), yi) + dYi(g˜
Y
i (f˜
Y
i (y
′
i)), y
′
i)
≤ εi+2δi + 2 · 2α εi = ε˜i.
Thus, (f˜Yi , g˜
Y
i ) ∈ Apprε˜i(fi(Li), f(L)). Since ε˜in → 0 as n→∞, this proves
fin(Lin)→ f(L) as n→∞. 
Lemma 2.26. Let (X, dX ) and (Y, dY ) be metric spaces where Y is complete,
let A ⊆ X and f : A → Y be α-(bi)-Lipschitz for some α > 0. Then f can
be extended to an α-(bi)-Lipschitz map fˆ : A¯→ Y .
Proof. Let a ∈ A¯ \ A be arbitrary. Then there exists a (Cauchy) sequence
(an)n∈N in A converging to a. By Lipschitz continuity of f , (f(an))n∈N is a
Cauchy sequence, and thus has a limit aˆ in the complete metric space Y . For
any sequence (a˜n)n∈N converging to a, dY (f(an), f(a˜n)) ≤ α·dX(an, a˜n)→ 0,
i.e. the limit aˆ is independent of the choice of (an)n∈N. Now define fˆ(a) := aˆ
for a ∈ A¯ \ A and fˆ(a) := f(a) for a ∈ A. For arbitrary a, b ∈ A and
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sequences an → a, bn → b in A,
dY (fˆ(a), fˆ (b)) = lim
n→∞
dY (f(an), f(bn))
≤ lim
n→∞
α · dX(an, bn)
= α · d(a, b).
Hence, fˆ is α-Lipschitz. Analogously, if f is α-bi-Lipschitz, fˆ is α-bi-
Lipschitz. 
3. Ultralimits
Since sequences of proper spaces do not necessarily converge in the pointed
Gromov-Hausdorff sense, a tool to enforce convergence can be useful. Such
a tool are the so called ultralimits since they always exist and are sublimits
in the pointed Gromov-Hausdorff sense. A basic reference from which the
following definitions are taken is [BH99, section I.5]. Another, more set
theoretical, reference is [Jec06, chapter 7]. In the following, ultralimits will
be introduced and some properties will be investigated.
Definition 3.1 ([BH99, Definition I.5.47]). A non-principal ultrafilter on N
is a finitely additive probability measure ω on N such that all subsets S ⊆ N
are ω-measurable with ω(S) ∈ {0, 1} and ω(S) = 0 if S is finite.
Remark. If two sets have ω-measure 1, their intersection has ω-measure 1
as well: Let ω(A) = ω(B) = 1. Then
ω(N \(A ∩B)) = ω(N \A ∪ N \B) ≤ ω(N \A) + ω(N \B) = 0,
hence, ω(A ∩B) = 1.
Using Zorn’s Lemma, the existence of such a non-principal ultrafilter can
be proven. But even more is true: Given any infinite set, there exists a
non-principal ultrafilter such that the set has measure 1 with respect to this
ultrafilter.
Lemma 3.2. Let A ⊆ N be an infinite set. Then there exists a non-principal
ultrafilter ω on N such that ω(A) = 1.
Proof. Let
G := {B ⊆ N | B ⊇ A or N \B is finite}.
For any B1, B2 ∈ G, the intersection B1∩B2 is non-empty: This is obviously
correct if both Bj ⊇ A or both N \Bj are finite. Thus, let B1 ⊇ A and N \B2
be finite: Then A\B2 is finite as well, hence, B1∩B2 ⊇ A∩B2 = A\(A\B2)
is infinite since A is infinite. In particular, the intersection is non-empty.
Using that G contains all sets with finite complement, it follows from
[Jec06, Lemma 7.2 (iii)], [Jec06, Theorem 7.5] and the subsequent remark
therein that there exists a non-principal ultrafilter ω such that ω(X) = 1 for
all X ∈ G. In particular, ω(A) = 1. 
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Given a bounded sequence of real numbers, a non-principal ultrafilter
provides a kind of ‘limit’. In fact, these ‘limits’ are accumulation points and
non-principal ultrafilters pick out convergent subsequences.
Lemma 3.3 ([BH99, Lemma I.5.49]). Let ω be a non-principal ultrafilter on
N. For every bounded sequence of real numbers (ai)i∈N there exists a unique
real number l ∈ R such that
ω({i ∈ N | |ai − l| < ε}) = 1
for every ε > 0. Denote this l by limω ai.
Lemma 3.4. If ω is a non-principal ultrafilter on N and (ai)i∈N a bounded
sequence of real numbers, then limω ai is an accumulation point of (ai)i∈N.
Moreover, there exists a subsequence (aij )j∈N converging to limω ai such that
ω({ij | j ∈ N}) = 1.
Conversely, if (ai)i∈N is a bounded sequence of real numbers and a ∈ R
any accumulation point, then there exists a non-principal ultrafilter ω on N
such that a = limω ai.
Proof. Let (ai)i∈N be any bounded sequence of real numbers.
First, fix a non-principal ultrafilter ω, let a := limω ai and
Aε := {i ∈ N | |ai − a| < ε}
for ε > 0. By definition, ω(Aε) = 1; in particular, Aε has infinitely many
elements. Thus, a is an accumulation point.
Next, prove that there exists I ⊆ N with ω(I) = 1 such that the subse-
quence (ai)i∈I converges to a. Assume this is not the case, i.e. every I ⊆ N
satisfies ω(I) = 0 or (ai)i∈I does not converge to a. Since ω(N) = 1, (ai)i∈N
does not converge to a. Hence, there exists ε > 0 such that Aε is finite. In
particular, ω(Aε) = 0 and this is a contradiction.
Now let J ⊆ N be a set of indices such that ω(J) = 1 and the subsequence
(aj)j∈J converges to a. By Lemma 3.2, there exists a non-principal ultrafilter
ω such that ω(J) = 1. By the first part, there exists a subsequence of indices
I ⊆ N with ω(I) = 1 and aj → limω ai as j →∞ for j ∈ I. Now ω(I∩J) = 1
and both aj → a and aj → limω ai as j → ∞ for j ∈ I ∩ J . This proves
a = limω ai. 
An immediate consequence of the above lemma is the following: Given two
bounded sequences of real numbers, investigating sublimits coming from a
common subsequence and investigating the ‘limits’ with respect to the same
non-principal ultrafilter is the same.
Lemma 3.5. Let (ai)i∈N and (bi)i∈N be bounded sequences of real numbers.
a) If ω is a non-principal ultrafilter on N, then there exists a subsequence
(ij)j∈N such that both aij → limω ai and bij → limω bi as j →∞.
b) If there are a, b ∈ R and a subsequence (ij)j∈N such that both aij → a
and bij → b as j → ∞, then there exists a non-principal ultrafilter ω
on N such that a = limω ai and b = limω bi.
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Proof. a) By Lemma 3.4, there are subsequences of indices I, J ⊆ N with
measures ω(I) = ω(J) = 1,
aj → limω ai as j →∞ for j ∈ I and
bj → limω bi as j →∞ for j ∈ J.
In particular, I ∩ J has ω-measure 1. Hence, it is infinite and provides a
common subsequence which satisfies the claim.
b) This follows directly from the second part of Lemma 3.4 since the non-
principal ultrafilter constructed there depends only on the indices of the
convergent subsequence. 
Corollary 3.6. Let (ai)i∈N and (bi)i∈N be bounded sequences of real numbers.
a) If ai ≤ bi for all i ∈ N, then limω ai ≤ limω bi.
b) limω(ai + bi) = limω ai + limω bi.
Proof. Observe that Lemma 3.5 holds not only for two but finitely many
sequences for real numbers. Applying this and the corresponding statements
for limits of sequences of real numbers implies the claim. 
An ultralimit is a ‘limit space’ assigned to a (pointed) sequence of metric
spaces by using a non-principal ultrafilter. The construction of this ultra-
limit is related to Gromov-Hausdorff convergence in the sense that such
a limit space is a sublimit in the pointed Gromov-Hausdorff sense. On the
other hand, given any sublimit in the pointed Gromov-Hausdorff sense, there
exists a non-principal ultrafilter such that the corresponding ultralimit is ex-
actly this sublimit. This fact can be extended to a similar statement about
finitely many different sequences and corresponding sublimits coming from
a common subsequence.
Definition 3.7 ([BH99, Definition I.5.50]). Let ω be a non-principal ultra-
filter on N, (Xi, di, pi), i ∈ N, be pointed metric spaces and
Xω := {[(xi)i∈N] | xi ∈ Xi and supi∈N di(xi, pi) <∞}
where
(xi)i∈N ∼ (yi)i∈N if and only if limω di(xi, yi) = 0.
Furthermore, let dω([(xi)i∈N], [(yi)i∈N]) := limω di(xi, yi). Then (Xω, dω) is a
metric space, called ultralimit of (Xi, di, pi) and denoted by limω(Xi, di, pi).
Remark. Let ω be a non-principal ultrafilter on N, (Xi, di, pi), i ∈ N, be
pointed metric spaces and Yi ⊆ Xi. The limit (Yω, dYω ) := limω(Yi, di, pi) is
canonically a subset of (Xω, dXω ) := limω(Xi, di, pi): Obviously,
{(yi)i∈N | yi ∈ Yi and supi di(yi, pi) <∞}
⊆ {(xi)i∈N | xi ∈ Xi and supi di(xi, pi) <∞}.
Since the metric is the same on both Xi and Yi and since the equivalence
classes are only defined by using the ultrafilter and the metric, Yω ⊆ Xω.
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With the same argumentation, the metric coincides: For yi, y
′
i ∈ Yi,
dYω([(yi)i∈N]Yω , [(y
′
i)i∈N]Yω)
= limω di(yi, y
′
i)
= dXω([(yi)i∈N]Xω , [(y
′
i)i∈N]Xω).
Lemma 3.8 ([BH99, Lemma I.5.53]). The ultralimit of a sequence of metric
spaces is complete.
In order to prove the correspondence of sublimits and ultralimits, first,
compact metric spaces are investigated.
Proposition 3.9. Let ω be a non-principal ultrafilter on N and (Xi, di, pi),
i ∈ N, be pointed compact metric spaces with compact ultralimit (Xω, dω) and
define pω := [(pi)i∈N] ∈ Xω. Then limω dGH((Xi, pi), (Xω , pω)) = 0.
Proof. The statement will be proven by using ε-nets: First, finite ε-nets in
Xi will be fixed and it will be proven that their ultralimit is a finite ε-net in
Xω. Then the Gromov-Hausdorff distance of these nets will be estimated.
Finally, using the triangle inequality and ε→ 0 prove the claim.
Fix ε > 0. For every i ∈ N, fix a finite ε-net Aεi = {a1i , . . . , anii } in
the compact space Xi with a
1
i = pi, i.e. d(a
k
i , a
l
i) ≥ ε for all k 6= l and
Xi =
⋃ni
j=1Bε(a
j
i ). Let A
ε
ω be the ultralimit of these A
ε
i , i.e.
Aεω = {[(ai)i∈N] | ∀i ∈ N ∃1 ≤ ji ≤ ni : ai = ajii } ⊆ Xω,
and let pω := [(pi)i∈N] ∈ Aεω. Then Aεω is again a finite ε-net in Xω:
Let [(akii )i∈N], [(a
li
i )i∈N] ∈ Aεω. By definition,
[(akii )i∈N] = [(a
li
i )i∈N] if and only if limω di(a
ki
i , a
li
i ) = 0.
Since di(a
ki
i , a
li
i ) = 0 exactly for those i with ki = li and di(a
ki
i , a
li
i ) ≥ ε
otherwise, this implies
[(akii )i∈N] = [(a
li
i )i∈N] if and only if ω({i ∈ N | ki = li}) = 1.
In particular, for [(akii )i∈N] 6= [(alii )i∈N],
dXω([(a
ki
i )i∈N], [(a
li
i )i∈N]) = limω di(a
ki
i , a
li
i ) ≥ ε .
Furthermore, for arbitrary [(xi)i∈N] there are a
ji
i such that xi ∈ Bε(ajii ).
Thus,
dω([(xi)i∈N], [(a
ji
i )i∈N]) = limω di(xi, a
ji
i ) < ε .
This proves that Aεω is an ε-net in Xω. It remains to prove that A
ε
ω is
finite: Assume it is not. Then
⋃
p∈Aεω
Bε(p) is an open cover of Xω, and
thus, has a finite subcover Xω =
⋃k
j=1Bε(qj) with qj ∈ Aεω. Hence, for
any q ∈ Aεω \ {q1, . . . , qk} there exists qj such that q ∈ Bε(qj). This is a
contradiction to dω(q, qj) ≥ ε.
Let nω < ∞ denote the cardinality of Aεω and I := {i ∈ N | ni = nω} be
those indices such that Aεi and A
ε
ω have the same cardinality. Then ω(I) = 1:
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Let Aεω = {z1, . . . , znω} and zk = [(aj
k
i
i )i∈N] where 1 ≤ jki ≤ ni for each
1 ≤ k ≤ nω. For k 6= l, one has 1 = ω({i ∈ N | jki 6= jli}). Thus,
1 = ω
(⋂
1≤k<l≤nω
{i ∈ N | jki 6= jli}
)
= ω({i ∈ N | ∀1 ≤ k < l ≤ nω : jki 6= jli})
≥ ω({i ∈ N | nω ≤ ni})
= ω(I ∪ J)
where J := {i ∈ N | ni > nω}. Assume ω(J) = 1. For all 1 ≤ j ≤ nω +1, let
qji :=
{
aji if i ∈ J,
pi if i /∈ J
and z˜j := [(q
j
i )i∈N] ∈ Aεω. By definition, qji = qli if and only if k 6= l or i ∈ I.
Hence, if k 6= l, then ω({i ∈ N | qki = qli}) = ω(N \J) = 1 − ω(J) = 0.
Thus, z˜k 6= z˜l and {z˜1, . . . , z˜nω+1} ⊆ Aεω, hence, nω + 1 ≤ nω. This is a
contradiction. Therefore, ω(J) = 0 and ω(I) = ω(I ∪ J) = 1.
Similarly, for all 1 ≤ j ≤ nω, let
pji :=
{
aji if i ∈ I,
pi if i /∈ I
and yj := [(p
j
i )i∈N] ∈ Aεω. Analogously, yk = yl if and only if k = l. This
implies Aεω = {y1, . . . , ynω}. In particular, y1 = pω.
For 1 ≤ k < l ≤ nω, define
Iklδ :={i ∈ I | |dω(yk, yl)− di(aki , ali)| < δ}
={i ∈ I | |dω(yk, yl)− di(pki , pli)| < δ}.
Since dω(yk, yl) = limω di(p
k
i , p
l
i) by definition, ω(I
kl
δ ) = 1 for any δ > 0.
Therefore, limω δ
kl
i = 0 for δ
kl
i := |dω(yk, yl)− di(aki , ali)|. Thus, limω εi = 0
where εi := max{δkli | 1 ≤ k < l ≤ nω} for i ∈ I and εi := 0 for i /∈ I.
Let i ∈ I be fixed and define fi : Aεi → Aεω and gi : Aεω → Aεi by
fi(a
j
i ) := yj and gi(yj) = a
j
i
for 1 ≤ j ≤ nω. In particular,
fi(pi) = fi(a
1
i ) = y1 = pω and gi(pω) = gi(y1) = a
1
i = pi.
Obviously, fi ◦ gi = idAεω and gi ◦ fi = idAεi . Further, for 1 ≤ k < l ≤ nω,
|dω(fi(aki ), fi(ali))− di(aki , ali)| = |dω(yk, yl)− di(aki , ali)| = δkli ≤ εi,
and analogously,
|di(gi(yk), gi(yl))− dω(yk, yl)| ≤ εi,
i.e. (fi, gi) ∈ Apprεi((Aεi , pi), (Aεω , pω)). Thus, dGH((Aεi , pi), (Aεω , pω)) ≤ 2 εi
for any i ∈ I.
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For any compact metric space (Z, dZ ) and ε-net A ⊆ Z,
ddZ
H
(Z,A) = inf{r > 0 | Br(A) ⊇ Z = Bε(A)} ≤ ε .
Hence, for any p ∈ A, dGH((A, p), (Z, p)) ≤ dH(Z,A) + dZ(p, p) ≤ ε.
Applying this general statement, for fixed i ∈ I and ε > 0,
dGH((Xi, pi), (Xω, pω))
≤ dGH((Xi, pi), (Aεi , pi))
+ dGH((A
ε
i , pi), (A
ε
ω , pω))
+ dGH((A
ε
ω, pω), (Xω , pω))
≤ 2 ε+2 εi .
In particular, limω dGH((Xi, pi), (Xω , pω)) ≤ 2 ε. Since this holds for all
ε > 0,
limω dGH((Xi, pi), (Xω , pω)) = 0. 
Corollary 3.10. Let ω be a non-principal ultrafilter on N. If the ultralimit
of compact metric spaces is compact, it is a sublimit in the pointed Gro-
mov-Hausdorff sense which comes from a subsequence with index set whose
ω-measure is 1.
Proof. Let (Xi, di, pi), i ∈ N, be pointed compact metric spaces, (Xω, dω)
their compact ultralimit and pω = [(pi)i∈N]. By the previous proposition,
limω dGH((Xi, pi), (Xω , pω)) = 0,
and by Lemma 3.4, there exists a subsequence (ij)j∈N of natural numbers
satisfying ω({ij | j ∈ N}) = 1 such that
dGH((Xij , pij), (Xω , pω))→ 0 as j →∞. 
This result now gives a corresponding result for non-compact spaces.
Proposition 3.11. Let ω be a non-principal ultrafilter on N. The ultralimit
of a sequence of pointed proper length spaces is a sublimit in the pointed
Gromov-Hausdorff sense (which comes from a subsequence with index set of
ω-measure 1).
Conversely, the sublimit of a sequence of pointed proper length spaces in
the pointed Gromov-Hausdorff sense is the ultralimit with respect to a non-
principal ultrafilter.
Proof. Let (Xi, di, pi), i ∈ N, be pointed proper length spaces, (Xω, dω) the
corresponding ultralimit and pω := [(pi)i∈N] ∈ Xω. First it will be shown
that an r-ball in the ultralimit is the ultralimit of r-balls. Then applying the
corresponding statement for compact sets proves the claim.
For r > 0, let Xrω ⊆ Xω denote the ultralimit of (B¯Xir (pi), di, pi). This is
a closed subset of Xω: First, observe
Xrω = {[(qi)i∈N] | qi ∈ Xi and di(qi, pi) ≤ r}.
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Let (zn)n∈N be a sequence in X
r
ω which converges to a limit z ∈ Xω. Denote
zn = [(q
n
i )i∈N] and z = [(qi)i∈N] where q
n
i , qi ∈ Xi with di(qni , pi) ≤ r for all
i, n ∈ N and supi∈N di(qi, pi) <∞. Moreover, dω(zn, z) = limω di(qni , qi)→ 0
as n→∞. For all n ∈ N, dω(zn, pω) = limω di(qni , pi) ≤ r. Hence,
dω(z, pω) ≤ lim
n→∞
dω(z, zn) + dω(zn, pω) ≤ r
and z ∈ Xrω. This proves that Xrω is closed.
In fact, Xrω = B¯
Xω
r (pω): First, let [(qi)i∈N] ∈ Xrω ⊆ Xω be arbitrary. Since
dω([(qi)i∈N], [(pi)i∈N]) = limω di(pi, qi) ≤ r,
[(qi)i∈N] ∈ B¯Xωr (pω).
Now let [(qi)i∈N] ∈ BXωr (pω) and I := {i ∈ N | di(pi, qi) < r}. Define
q˜i :=
{
qi if i ∈ I,
pi if i /∈ I.
By definition, [(q˜i)i∈N] ∈ Xrω. Furthermore, [(qi)i∈N] = [(q˜i)i∈N] ∈ Xrω: Since
[(qi)i∈N] ∈ BXωr (pω), 0 ≤ l := limω di(qi, pi) < r. For δ := r − l > 0,
1 = ω({i ∈ N | |di(qi, pi)− l| < δ})
≤ ω({i ∈ N | di(qi, pi) < l + δ = r})
= ω(I).
Thus, for arbitrary ε > 0,
ω({i ∈ N | di(qi, q˜i) < ε}) ≥ ω({i ∈ N | qi = q˜i})
= ω(I) = 1.
Therefore, limω di(qi, q˜i) = 0 and [(qi)i∈N] = [(q˜i)i∈N] ∈ Xrω. Consequently,
BXωr (pω) ⊆ Xrω. Since Xrω is closed, this proves B¯Xωr (pω) ⊆ Xrω, and hence,
equality, i.e. B¯Xωr (pω) = limω(B¯
Xi
r (pi), di, pi).
For any r > 0 and εri := dGH((B¯
Xi
r (pi), pi), (B¯
Xω
r (pω), pω)), limω ε
r
i = 0 by
Proposition 3.9. By Lemma 3.12, there exists ri > 0 with
limω
1
ri
= 0 and ω
({
i ∈ N | εrii ≤
1
ri
})
= 1.
By Lemma 3.4, there is J = {i1 < i2 < . . . } ⊆ N such that ω(J) = 1 and
rij →∞. Let
I := J ∩
{
i ∈ N | εrii ≤
1
ri
}
.
Then ω(I) = 1 and I = {ij1 < ij2 < . . . } ⊆ J . Thus, rijl →∞ and
dGH((B¯
Xijl
rijl
(pijl ), pijl ), (B¯
Xω
rijl
(pω), pω)) = ε
rijl
ijl
≤ 1
rijl
→ 0
as l →∞. Now Corollary 2.10 proves (Xijl , pijl ) → (Xω, pω) in the pointed
Gromov-Hausdorff sense where ω({ijl | l ∈ N}) = 1 and this finishes the
proof of the first part.
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The proof of the second statement can be done completely analogously to
the one of Lemma 3.4. 
Lemma 3.12. Let ω be an ultrafilter on N and for every r > 0 let (εri )i∈N
be a sequence such that limω ε
r
i = 0. Then there exists a sequence (ri)i∈N of
positive real numbers such that limω
1
ri
= 0 and ω({i ∈ N | εrii ≤ 1ri }) = 1.
Proof. For i ∈ N, let Ri := {r > 0 | εri ≤ 1r}. The idea of this proof,
similar to the one of Lemma 2.8, is to find a sequence ri ∈ Ri with ri > i
for a set of indices of ω-measure 1. Since the Ri need to be non-empty, let
I := {i ∈ N | Ri 6= ∅}. Due to limω ε1i = 0,
ω(I) = ω
({
i ∈ N | ∃ r > 0 : εri ≤
1
r
}) ≥ ω({i ∈ N | ε1i ≤ 1}) = 1,
i.e. ω(I) = 1. Let J := {i ∈ N | ¬∃C > 0 : Ri ⊆ [0, C]} be the indices
of the unbounded sets. In particular, J ⊆ I. In the following, the cases of
ω(J) = 0 and ω(J) = 1 will be distinguished.
In advance, observe that for sets of indices of ω-measure 1 the correspond-
ing Ri cannot have a uniform upper bound: Let A ⊆ N be any subset such
that there exists C > 0 with
⋃
i∈ARi ⊆ [0, C] and let r > C. Then i ∈ A
implies r /∈ Ri, i.e. εri > 1r . Thus, ω(A) ≤ ω({i ∈ N | εri > 1r}) = 0.
First, let ω(J) = 1. For i ∈ J , choose ri ∈ Ri ∩ (i,∞). For i ∈ N \J , let
ri := 1. Then
ω
({
i ∈ N | εrii ≤
1
ri
})
≥ ω({i ∈ N | ri ∈ Ri}) ≥ ω(J) = 1.
For arbitrary ε > 0, choose N ∈ N with 1N ≤ ε. For i ∈ J with i ≥ N ,
1
ri
<
1
i
≤ 1
N
≤ ε
and
ω
({
i ∈ N | 1
ri
≤ ε
})
≥ ω(J ∩ [N,∞)) = 1.
Thus, limω
1
ri
= 0 and ri has the desired properties.
Now let ω(J) = 0. For i ∈ I ∩ Jc, let si := supRi denote the least upper
bound of Ri and choose ri ∈ [ si2 , si] ∩ Ri. For i ∈ Ic ∪ J , let si := ri := 1.
Then
ω
({
i ∈ N | εrii ≤
1
ri
})
≥ ω({i ∈ N | ri ∈ Ri}) ≥ ω(I ∩ Jc) = 1.
Let ε > 0 and Kε := {i ∈ I ∩ Jc | 1si > ε}. Then⋃
i∈Kε
Ri ⊆
⋃
i∈Kε
[0, si] ⊆
[
0,
1
ε
]
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and thus, by the above argumentation, ω(Kε) = 0. Then, using ω(I∩Jc) = 1,
ω
({
i ∈ N | 1
si
≤ ε}) = 1− ω({i ∈ N | 1
si
> ε
})
= 1− ω({i ∈ I ∩ Jc | 1
si
> ε
})
= 1− ω(Kε) = 1.
Hence, limω
1
si
= 0 and 1ri ≤ 2si proves the claim. 
As for bounded sequences of real numbers, investigating sublimits coming
from the same subsequence is the same as investigating ultralimits.
Lemma 3.13. Let (Xi, dXi , pi) and (Yi, dYi , qi), i ∈ N, be pointed proper
length spaces.
a) Let ω be a non-principal ultrafilter on N. Then there exists a subse-
quence (ij)j∈N such that both
(Xij , pij)→ limω(Xi, dXi , pi) and
(Yij , qij )→ limω(Yi, dYi , qi)
in the pointed Gromov-Hausdorff sense as j →∞.
b) Let (X, dX , p) and (Y, dY , q) be pointed length spaces and (ij)j∈N be a
subsequence such that both
(Xij , pij )→ (X, p) and
(Yij , qij)→ (Y, q)
in the pointed Gromov-Hausdorff sense as j → ∞. Then there exists
a non-principal ultrafilter ω on N such that there are isometries
limω(Xi, dXi , pi)
∼= (X, p) and
limω(Yi, dYi , qi)
∼= (Y, q).
Proof. Using Proposition 3.11, the proof can be done completely analogously
to the one of Lemma 3.5. 
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