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The Dushnik-Miller dimension of a partially ordered set (X, <) is defined 
(see [ 11) as the least number of linear orderings L, ,..., L, of X such that 
<= nj L,. Equivalently, it is the least number of linearly ordered (Xi, Li) 
such that (X, <) can be embedded as a spanned subobject into X (Xi, Li) 
(see [lo]). 
In a more general setting, we are often encountered with the following 
situation: We are given a class q of objects of a given nature (a concrete 
category)-e.g., posets, graphs, digraphs, particular kinds of these, etc.-and 
a subclass 9 of g such that every C E g can be embedded into a Xi”= 1 Bi 
with Bi E 9. It is then natural to regard the necessary number of the Bi as a 
measure of complexity of C, called the dimension (with respect to 59 and 5Y) 
of c. 
There is something like a “most canonical” 9 associated with a given V, 
namely, the class of all subdirectly irreducible objects (to avoid difficulties, 
let us assume the g in question to consist of finite objects). This is the case 
with the Dushnik-Miller dimension above if we regard the partial orderings 
as antireflexive, the linear orderings being the subdirectly irreducibles in the 
category in question. This is also the case with the dimension of graphs 
(symmetric graphs without loops) we discuss in this paper. Another example 
is the dim, studied, e.g., in [ 141: if we consider the category of reflexive par- 
tial orderings, the complete system of subdirectly irreducibles consists just of 
the l-chain and the 2-chain. Similarly, one could consider a dimension of a 
bipartite graph X as the least n such that X is isomorphic to a subobject of 
Pi, where P, is the 3-path, more generally, a dimension of a k-chromatic 
graph as the least n such that X is isomorphic to a subgraph of 
(P3 @ KkvZ)*, etc. (see [8, 121; for related representations of graphs see also 
(5, 131). 
Sometimes, a larger 9 may be more convenient. There are cases where 
there are many objects which, for given purposes, should be considered as 
basically simple although they are reducible. For example, representing 
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reflexive partial orderings in ~5; we waste too many of the copies of L, in the 
product just in order to achieve the required cardinality. Thus, if one has in 
mind expressing the complexity as a degree of nonlinearity, one takes for ~8 
the system of all linear orderings also in the reflexive case. Similarly, if one 
wishes to study the complexity of tolerance spaces (sets with reflexive sym- 
metric relations), although the basis could consist just of ((0, 1, 2}, 
{ W): I i -j I < 1 }), one can obtain a more proper characteristics considering 
the 9 consisting of all the (X, R) such that there is a mapping cp of X into 
the set of natural numbers such that (x,y) E R iff ) cp(x) - C&J)] < 1. 
Before turning to the main aim of this paper, let us note that other in- 
teresting characteristics, based on a product-like construction, but different 
from the categorial product, have also been studied. We have in mind, in 
particular, the dimension studied in [2] (based on the product of semimetric 
spaces where the distance of couples is defined as the sum of the distances of 
the coordinates; this construction becomes categorial product under no 
choice of morphisms such that isometries coincide with isomorphisms). 
In this paper we are going to consider the class (category) of graphs (sym- 
metric graphs without loops). Motivated by the pattern above, the dimension 
of a graph G is defined as the minimal number of complete graphs whose 
product contains G as an induced subgraph. In another context, the dimen- 
sion was defined in [9] and in [ 71, where it was proved that it is of the same 
algorithmic complexity as the chromatic number, and where a characteriza- 
tion of the graphs of dimension 2 was given. Here we want to discuss the 
basic properties of the dimension and estimate it for some basic graphs. 
Section 1 contains preliminaries. In Section 2 we present a reformulation 
of the dimension by means of separating covers by equivalences. This ap- 
proach has some useful consequences, and it is used throughout the paper. 
Although the whole paper is concerned with finite graphs only, we prove 
here also a “compactness” theorem (2.6). Section 3 contains some easy facts 
connected with the dimension of graphs derived by various graph-theoretical 
operations. In Section 4 we prove that, with some exceptions which we list, 
dim G < ) G I - 2. Finally, in Section 5, we concentrate on the dimension of 
certain classes of graphs. In particular, we consider the dimension of 
matchings, paths, and cycles. In some cases we can only give upper and 
lower estimates. This is not very surprising in view of the algorithmic com- 
plexity being, as mentioned above, the same as that of determination of 
chromatic numbers. 
There are at least two reasons for the study of the dimension of graphs. 
The first one, the analogy of the Dushnik-Miller dimension, has been 
sketched above. The second one is motivated by the diverse applications of 
products of complete graphs. One may mention the papers [ 3, 61, which ap- 
ply the products of complete graphs to uniquely colorable graphs and to 
representations of groups and monoids by products. Another example is 
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provided by [9], where the Galvin-Ramsey property was proved (up to some 
technical details) by the use of representations of graphs by products of com- 
plete ones. The present research was partly motivated by this application. 
1. PRELIMINARIES 
1.1. Conventions and notation. The word graph is used for a symmetric 
graph without loops. If G is a graph, we will denote by V(G) resp. E(G) the 
set of vertices resp. edges of G. For convenience, the symbol E(G) will be 
used also for the symmetric antireflexive binary relation 
wd): WI E W)l 
on V(G). 
A homomorphism f: G + H is a mapping f: V(G) --) V(H) such that 
mwo9 1 E E(H) w h enever {x, y} E E(G). It is called an isomorphism if it 
has an inverse and if this inverse is a homomorphism. The fact that there is 
an isomorphism f: G + H will be indicated by G 2 H. An embedding is a 
homomorphism which is one-to-one and for which also (f(x),f(~~)} E E(H) 
implies {x, y} E E(G). 
A spanned subgraph of G is a graph H with V(H) c V(G) and E(H) = 
E(G) n (V(H) x V(H)). F or every M c V(G) there is exactly one spanned 
subgraph H of G with V(H) = M. It will be referred to as the subgraph of G 
spanned by M. Obviously, an embedding f: G + H induces an isomorphism 
of G with the subgraph of H spanned by f( V(G)). 
The degree of a vertex x in G will be denoted by d,(x). Further, we put 
d(G) = sup{d&): x E V(G)}. 
The cardinality of G, denoted 
I GL 
is understood as the cardinality of V(G). 
Working with binary relations we will use the symbol d to denote the 
diagonal {(x, x): x E X}. 
1.2. Some constructions. The complement graph of G, i.e., the graph H 
with V(H) = V(G), E(H) = V(G)2\(E(G) Ud), will be denoted by -G. 
Let G, H be graphs. The graphs G + H, G @ H are defined by 
V(G + H) = V(G @ H) = (V(G) x (0)) U (V(H) X { I}), 
E(G+H)= {I(O), (JO)}: (w} EE(G)} 
u {NK 0 (Y9 01: bwl E wm 
E(G@H)=E(G+H)U {{(O), (u, l)}:xE V(G), YE V(H)}* 
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(As a rule, in these constructions we will tacitly assume V(G) and V(H) dis- 
joint; then we may omit the clumsy multiplying by (0) and { 1 } and put 
V(G + H) = V(G) U V(H), E(G + H) = E(G) U E(H).) G + H is referred to 
as the sum of G and H. 
Let G,, i E J, be graphs. The product of this system, denoted 
X Gi, 
is defined by 
The homomorphisms 
sending (xi)ie J t0 Xj Will 
denote, as usual, XJ G, by 
pi: )(Gi+ Gj 
i 
sometimes be called projeCtions. If J= {1,2} we 
G, x G,. 
On the other hand, if G,. = G for all i E J= {I,..., n}, the symbol G” is used. 
1.3. Some particular graphs. The complete (resp. discrete) graph with n 
vertices is denoted by K, (resp. D,). Further, we use the symbol P, for the 
path of length n, i.e., the graph with V(P,J = (0, l,..., n}, E(P,) = {{i, i + 1): 
i = 0, l,..., n - 1 }, and the symbol C, for the cycle of length n, i.e., the graph 
with 
WJ = WI- A W,) = EL A U { (0, n - 1) Ia 
(Thus, K,ED~zP,.) 
We will be mostly concerned with finite graphs; however, it will 
sometimes be convenient to use the countable complete graph instead of 
large enough finite ones. We will use the symbol N for the complete graph 
with all the natural numbers as vertices. 
. 
1.4. DEFINITION. It is not difficult to see that every graph can be embed- 
ded into a product of suitably many complete ones (see [8, 9, 121 or the 
proof of 2.2 below; the fact follows also from the stronger 3.6 in [ 131). The 
least number of the complete graphs needed for such a representation of a 
graph G will be called the dimension of G and denoted by dim G. 
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1.5. Encodings. Hence, for finite graphs, the dimension is the least 
natural n such that the G can be embedded into N”. Thus, proving that 
dim G < n can be done by associating with the vertices x E V(G) distinct 
vectors 
of natural numbers so that for (x, u} E E(G) the vectors v(x) and u(y) differ 
in all the coordinates, and for {x, u} @ E(G) they agree in at least one coor- 
dinate. The vectors will be written simply as words in the coordinates (e.g., 
0102 stands for (0, 1, 0,2)). A particular choice of the vectors above will be 
referred to as an encoding. Thus, e.g., the encoding in Fig. 1 yields a proof 
that dim P, < 2. 
00 11 02 
0 
IO 
0 
FIGURE 1 
Anot her 
section. 
met hod of estimating dimension will be discussed in the fol lowing 
2. DIMENSION AND COVERING BY EQUIVALENCE 
2.1. A system E, ,..., E, of equivalences on a set X is said to separate 
points (we speak also on a separating system) if ny= 1 Ej = A. 
2.2. The following easy proposition was already proved in [7] and, essen- 
tially, in [9]. It is also closely related to Lemmas 2.4 and 2.5 in ] 13 1. We 
present here, however, a sketch of the proof again, mainly because of the 
remark in 1.4 above. 
PROPOSITION. The following two statements are equivalent: 
(a) dim G < n, 
(b) there exists a separating system of equivalences E, ,..., E, on V(G) 
such that E(-G) = fly= 1 Ei\P. 
Proof. (a) * (b). C onsider an encoding of G. Put xE,y iff the 
associated vectors agree in the ith coordinate. 
(b) =S (a). Associate distinct natural numbers k(A) with the equivalence 
classes of Ej. Encode x by 
k(xE,) k&E,) - -a k(xE,,). 
The reader easily checks the details. H 
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2.3. Proposition 2.2 yields an important connection between the dimen- 
sion and the line chromatic number (chromatic index). Let us denote the line 
chromatic number of G, as usual, by 
X’ w 
We easily obtain 
PROPOSITION. If x/(-G) < 1 then 
dim G = x’(-G) + 1. 
If x/(-G) > 1 we have 
dim G < x/(-G), 
and if, moreover, -G contains no triangles, 
dim G = x’(-G). 
2.4. In this paper we are primarily interested in finite graphs. Let us, 
however, mention here a “compactness result” concerning finite dimensions 
of infinite graphs. It will be based on the following immediate consequence 
of Hall’s theorem (cf. [4]): 
LEMMA. Let X, Y be sets, Y finite. Let G? be a Jiltered system of finite 
subsets of X with u GZ = X, and let for A E a a set r(A) c A x Y be given 
such that for every a E A there is an (a, x) E r(A). Then there exists a 
mapping f: X + Y such that for every A E 67 there is a B E a, B 1 A, for 
which f 1 A c r(B). 1 
THEOREM. dim G < n < oO @ dim H < n for each finite spanned sub- 
graph H of G. 
Proof. We will apply the lemma for X = E(-G), Y = { 1, 2,..., n}. For 
each finite spanned subgraph H of -G, choose a separating system of 
equivalences Er ,..., Ef. Put 
r(E(H)) = {({x,Y}, i): xE~Y}. 
Take the f: F(-G) + { 1, 2,..., n} from the lemma and define equivalences 
E i ,..., E, on V(G) by putting 
X&Y iff x = y or (3x, ,..., xk,x=xl,xk=yandf({xj,xj+l})=i 
forj = l,..., k - 1). (1) 
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Since, for an {x, y} E E(-G), xE,y with i =f({x, y}), E(-G) c u E,. On the 
other hand, if XEiy and y # x, take an H containing the x, ,..., xk from (1) 
and such that fl {x1,..., xk} c r(E(H)). Then xjE~~j+ 1 for j = l,..., k - 1; 
hence xE:y, and hence {x,y} E E(H) c E(-G). Thus, u Ei\h c E(-G). 
Obviously, E, ,..., E, separate points. m 
3. SOME EASY FACTS 
3.1. Obviously, if G is a spanned subgraph of H then 
dimG<dimH. 1 
3.2. PROPOSITION. dim(G @ H) = max(dim G, dim H). 
Proof. Obviously, if we can encode G by n-dimensional vectors, we can 
do it with m-dimensional ones for any m > n. Thus, take an encoding u of G 
and an encoding v of H in max(dim G, dim H)-dimensional vectors. Put 
w(x) = u(x) for x E V(G), 
w(x) = v(x) + kk . . + k for x E V(H). 
Obviously, for k suffrcently large, w  is an encoding of G @ H, so that 
dim(G + H) < max(dim G, dim H). The reverse inequality follows by 3.1. 1 
3.3. PROPOSITION. For n > 2, dim D, = 2. 
Prooj Consider the encoding 01,02,..., Ort. m 
3.4. PROPOSITION. For n > 2, dim(K, + K,) = n. 
ProoJ Let V(K,) = {x1,..., x,} and let y be the point sitting apart. Let v 
be an encoding. No two U(Xi), U(Xj) agree in a coordinate and hence v(y) can 
meet only one of the v(xJ in a fixed coordinate. Consequently, it has to have 
at least n coordinates. On the other hand, U(Xi) = ii . . . i, v(y) = 123 . . . n is 
an encoding. fl 
3.5. Remarks. (1) By 3.4 we see that there is no upper estimate of 
dim(G + H) in dim G and dim H. 
(2) The argument in 3.4 is easily modified for infinite cardinals. We 
have in general dim(K, + K,) = a. 
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3.6. PROPOSITION. For every n there is a k,(n) such that 
dim(K, + D,J = n for 1 < k<k,(n) 
=n+l for k > k,(n). 
Proof. Using the argument from 3.4 for y running through D, we see im- 
mediately that for k > n! necessarily dim(K, + D,J > n. On the other hand, 
we have the encoding V(Xi) = ii .+. i for Xi E K,, V(Yj) = 123 . . . nj for 
YjED,. I 
Remark. By an unpublished result by Deza and Frank1 (see Problems in 
[ 111) one can conclude that k,,(n) = (n - l)!. 
3.7. For the product of graphs we obtain immediately the upper estimate 
dim(G x H) < dim G + dim H. fl 
If there is a homomorphism f: G + H, one sees easily that 
dim G < dim(G x H) using 3.1 and the embedding g: G + G x H determined 
by pi 0 g = identity and pZ 0 g =f (pi are the projections). In general, the 
lower estimate is a problem. In the following several paragraphs we will 
introduce a few facts concerning small dimensions of G x H. 
3.8. PROPOSITION. For every n, m, 1 < n < m, there are graphs G, H 
with dim G = n, dim H = m, and dim(G x H) = n. For every n there is a G 
with dim G = dim G* = n. 
Proof: Put G, = K,-, + Dktn) with k(n) > k,(n - 1) (see 3.6). Take 
r&m. We have G,xG,r(K,_,xK,_,)+D,. Since there is a 
homomorphism G, -+ G,, we have dim(G, x G,) > dim G, = n by 3.7 and 
3.6. On the other hand, consider the encoding v(q, x~) E K,-, x K,-, , 
~(y,)=12..~(n-l)s for ysED,. 1 
3.9. It is easy to characterize graphs of dimension 2. The following was 
proved in [ 7, Theorem 2.61: 
PROPOSITION. dim G < 3 lfl G contains a Spanned subgraph isomorphic 
to K, + D, or K, + D, or -C2,,+, with n > 2. 1 
Anot her 
following: 
characterization, which is immediate from the definition, is the 
PROPOSITION. dim G ,< 2 lr -G is the line graph of a bipartite graph. 
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3.10. PROPOSITION. If dim G > 3 and if H is not discrete, then 
dim(G x H) > 3. 
Proof. By 3.1 and 3.9 it suffices to prove that the dimensions of 
(K3 + Di) x K,, (K2 + D2) x K,, (-C,,, i) X K, all exceed 2. This follows 
by 3.9 again, since all these graphs contain isomorphic copies of 
K,+D,. 4 
COROLLARY. dim(G X H) = 2 < dim G only if H is discrete. 
3.11. An analog of 3.10, with dim G > 4 or more, is false. Although 
dim(K, + K,) = n, we have 
PROPOSITION. dim((K, + K,) x K,) = 3 for n > 2. 
Proof. Let X, ,..., X, be the points of K,, , y the point sitting apart. Con- 
sider the following encoding of (K, + K,) x K,: 
V(Xi, 0) = Oio, v(y, 0) = 001, 
V(Xi, I)= lil, v(y, 1) = 100. I 
3.12. By 2.2 one obtains immediately: 
PROPOSITION. Let G’ be obtained from G by the deletion of one edge. 
Then dimG’<dimG+ 1. 
4. DIMENSION AND CARDINAL~TY 
4.1. By Vizing’s theorem [ 151, 
x’(G) <W) + 1 
(d(G) is defined in 1.1). Thus, by 2.4, 
dimG<jG]. 
In this section we will show t.hat with the exception of K, + K, (see 3.4) and 
a finite number of further graphs we can list, we actually have 
dimG,<)G)--2. 
4.2. LEMMA. Let IGl’=n>5. If A(-G)=n-2 then dimG<n-2. 
56 LOVhZ, NESETiiIL, AND PULTR 
Proof. Put H = -G, let a be a vertex such that d,(a) = A and let b be the 
vertex a is not joined with in H. Denote by 
H’ req. H* 
the subgraphs of H spanned by V(H)\{a, b}. W e will distinguish three cases: 
A. H* is discrete, 
B. H* is not discrete and d(H’) < n - 3, 
C. H* is not discrete and d(H’) = n - 2. 
In the case A obviously dim G < n - 2. 
Case B. By Vizing’s theorem there are equivalences 
E’,,..., E;-2 
on V(H’) such that 
(1) E(H’) = ui”;f E;, 
(2) no equivalence class of an Ei consists of more than two points, 
(3) each edge of H’ is covered by exactly one of the E:. 
Put 
ET =,,n E(H*). 
Since H* is not discrete there is an i, and an equivalence class Ai, of E:, 
such that 
(Ai, I=2. 
Let iI,..‘, i, and equivalence classes A, of EL, j = 1,2,..., k, be chosen. If 
U,“=l Aij= V(H*) we stop the procedure. If u A, # V(H*) we proceed as 
follows: 
(a) if there is an s E { 1,2 ,..., n - 2}\ {il ,..., ik} such that there is an 
equivalence class B of EL with ( B 1 = 2 and B &A,,, choose such an s for . 
zk+i and such a B for Aik+,; 
(b) otherwise, choose an 
ak+l @ i, Aij 
j=l 
and an ik+l in { 1, 2 ,..., n - 2}\{i, ,..., ik} such that ak+ i is not joined with b in 
E:,, ,9 and Put Aik+l = ia,+ }. (Such a choice can be made by (3) above: 
Because 1 Ai, I = 2, we have ( lJk A, ) > k + 1 SO that there always are at least 
two El to choose from.) 
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Thus, after rearran 
have equivalences 
ging the we obtain the following situation: We 
satisfying (l), (2), (3) above, integers r, m with 
l<r<m<n-2, 
and equivalence classes Ai of Ei for i < n such that 
(4) (Ail=2 for i<r, 
(5) every equivalence class of Ei for i > r which is not contained in 
U:=, Ai is trivial, 
(6) for r < i < m, Ai = {ai} and ai is not joined with b in Ef , 
(7) Uy!l Ai = V(H*). 
Now, define equivalences 
on V(H) as follows: 
For i < m the equivalence classes of Ei are those of Ei with the exception 
of Ai, which is replaced by Ai U {ai} (this is correct by (2), (4) and (6)). 
For i > m the equivalence classes of Ei are those of Ef , and, furthermore, 
{al. 
Obviously, E(H) = LJ Ei\d. By (3), and since m < n - 2, the equivalences 
Ei separate points. 
Case C. Now, obviously, d,(b) = n - 2. If H* is isomorphic to some of 
the graphs 
K K,,-,+D,,orK,-,+D,, n-29 
we see easily that dim G < 3. Otherwise there are distinct 
Cl 9 c, E VW*) 
not joined in H and such that dHt(Ci) > 1. 
Denote by K the complete graph spanned by H*. By Vizing’s theorem we 
have E(K) = Une2 ET\d with equivalences Ef such that the equivalence 
classes have at most two points each, and such that every couple is covered 
by exactly one of the ET. We can assume that {c,, c,} is covered by ET. 
Now, define equivalences E, , E, ,..., E,- 2 on V(H) as follows: 
The equivalence classes of E, are those of ET n E(H) with the exception 
of {c, } and {c,} which are replaced by {c, , b}, {c,, a}, respectively. 
The nontrivial equivalence classes of Ei for i > 1 are: 
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the nontrivial equivalence classes of ET nE(H) which do not contain 
Cl, c,, 
. {x, a} with { x, c, } in EI\E(H), 
{x, c,, a} with {x, c, } in ET n E(H), 
{x, b} with {x, c,} in ET\E(H), and 
{x, c, , b } with {x, c, } in ET f? E(H). 
It is easy to verify that Ei, i = l,..., n - 2, is a separating set of equivalences 
such that E(H) = u Ei\d. 1 
4.3. THEOREM. With the exceptions of 
dim K, = 1, 
dim K, = 2, 
dim P, = 2, 
dim D, = 2, 
dim D, = 2, 
dim(K, + D2) = 3, 
dim(K, + K,) = n for n > 2, 
we always have 
dimG<IGI-2. 
Proof: The cases of 1 G I< 3 are obvious. Let V(G) = (0, 1, 2, 3). Con- 
sidering the equivalences given by the partitions { 0, 1 }, { 2, 3 } and (0, 2}, 
{ 1, 3 } we see immediately that if E(G) 2 { (0, 3 }, { 1,2} } then dim G < 2. 
Further, if E(G) = 0, dim G = 2. This leaves us with the cases of graphs 
depicted in Fig. 2 out of which the ones under (a) and (b) are two dimen- 
sional (see encodings indicated). The graphs K, + D, and K, + D, (cases (c) 
and (d)) are three dimensional and listed among the exceptions. 
Now, let n = I G I > 5. By Vizing’s theorem, dim G< n - 2 whenever 
A(-G)<n-3. Ifd(-G)=n-2,dimG<n-2by4.2. 
So let A(-G) = n - 1, and let a be a vertex with d-,(a) = n - 1. Put 
H = -G. Let H’ be the full subgraph spanned by V(H)\(a). If H’ is discrete, 
cb) 
FIGURE 2 
(cl cd> 
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we have GEK~-, + D,, which is listed among the exceptions. Suppose that 
H’ is not discrete. Let the theorem hold for n - 1. Then there is a separating 
system of equivalences 
E’, ,..., E;-2 
on V(H’) such that E(H’) = u E::\d. As H’ is not discrete, we can choose an 
i, and an equivalence class Ai, of E;, such that 1 A,, 1 > 2. Suppose i, ,..., i, 
and A i, ,..., A,, have been chosen. If uf=, A4 # V(H’) choose 
i/c+1 4 v i,..., ik} and an equivalence class Aik+, of Eik+l such that 
Aik+l k UT=1 A, and, if possible, Aik+, ti ni= 1 A,. 
It is easy to see that 
n-l n-l 
U A, = V(H’) and (-) Aii=g. 
j=l j=l 
Define equivalences Ei on V(H) as follows: The equivalence classes of Ei are 
those of Ei, with the exception of A i, which is replaced by Ai U {a} (thus, if 
A,= 0 then Ei = Ei U d). We have E(H) = u E,\d. Moreover, the system of 
equivalences separates points whenever H’ & K, @ D, _ *. Thus, the only 
remaining case is that of G z -(K2 @ D,,-*), which has, however, dimension 
n - 2 for n > 5. I 
5. ESTIMATES OF DIMENSIONS OF SOME PARTICULAR GRAPHS 
5.1. Notation. The upper integral approximation of real number r will be 
denoted by 
5.2. Constructions and observation. Put 
S(n) = {A: A c (1, 2 ,..., n) ). 
For a vector x E N” define vectors 
by putting 
f(A)= n Xi, Z(A) = n (-Xi). 
ieA i&4 
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We see immediately that 
n 
I-N Xi-yi)=~‘y”, (1) 
i=l 
where x . y designates the inner product of x and y. 
5.3. PROPOSITION. Let xl,..., xk be distinct elements of V(G) such that for 
some y1 ,..., yk E V(G), 
{xi, y’} E E(G) and {xi, y’} @ E(G) for i <j. 
Then 
dim G > log, k 
Proof. Let dim G = n. Consider G encoded in N”. Then, by the assump- 
tion on xi and u’, and by (1) in 5.2, 
and aiyj= 0 for i<j. (2) 
Let 
cLi2 = 0. 
i=l 
Then 
i a@, jjj) = 0 
i=l 
for j = l,..., k. 
By (2), the matrix (2’ - yj)ii is regular and hence a,- = 0 for all i. Thus, 
are linearly independent in NS(“) and hence 
k < 2”. 1 
5.4. THEOREM. Put 
G(k)=&+&+ ..a +K, (k times). 
We have 
dim G(k) = (log, k)++ 1. 
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Consequently, 
dim K; = n. 
Proof. Obviously, Ki z G(2”- ‘). Thus, 
dim G(k) < (log, k)‘+ 1. 
Represent G(k) as 
({ 1, 2 ,..., k} X (0, l}, (((4 O), (i, 1)): i= l,..., k}). 
Put 
xi = (i, 0) for i = l,..., k 
=(i-k, 1) for i= k + l,..., 2k, 
yi=(i, 1) for i = l,..., k 
= (i - k, 0) for i = k + l,..., 2k. 
Thus, by 5.3, 
dim G(k) > (log, 2k)+=(log, k)++ 1. 1 
5.5. For a graph G define the strong matching number 
as the minimum cardinality of an XC V(G) such that there exists a one-to- 
one mapping cp of X onto a YC V(G), disjoint from X, for which 
(4 Y 1 E W)9 xEXandyEY, iff y = f&x). 
We have 
PROPOSITION. If ,u(G) > 2, then dim G > 2. If ,u(G) > 3, then 
dim G > log, p(G). (3) 
On the other hand, for every n > 2 there is a graph G with 
dim G = n = log, p(G). 
Proof. The first statement is trivial. The inequality (3) follows from 5.3 
by considering X= {xl,..., xk}with k =p(G), and y’= C&V’). 
Now, take G = K2n-l write zi for the vector (1 - U, ,..., 1 - u,- r), where 
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u = (u, ,***, u,- , ). Decompose K,“-’ into a disjoint union A U B so that u E A 
iff ii E B. Put 
X=Ax {0, l}UBx {2,3}, Y= A x {2,3} UB x (0, I}, 
and define 
(Lxx-+ Y 
bycp(u,i)=(~,1?,where~=l-ifori=O,l,andi=5-ifori=2,3. 1 
5.6. THEOREM. For paths and cycles (recall the notation from 1.3) we 
have 
for n > 3, 
for n > 2, 
dim P, =dimP,=dimC,=dimC,=l, 
dim P, = dim C4 = 2; 
dim P, = (log, n)’ 
dim C,, = (log,(n - I))++ 1; 
(4) 
(5) 
(log, n)++l <dim C2n+l Q (log, n)++2. 
Proof: I. The equalities (4) are trivial. 
(6) 
II. In P, consider xi = i - 1, y’ = i (i = l,..., n). By 5.3, 
dim P, >/ (log, n)+ 
In C, consider xi = i - 1, yi = i (i = l,..., m - 2). By 5.3, if m = 2n, 
dim C,, 2 (log, 2(n - 1)) +=(log,(n - I))+ + 1, 
if m = 2n + 1, 
dim C 2nt 12 Qw(2n - 1)) +=(log 2n)+=(log n)++ 1. 
III. Define 
u,,(i) E Kf i = 0, l,..., 2n 
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inductively by putting 
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u,(O) = 00, u,( 1) = 11, U*(2) = 02, u2(3) = 10, z+(4) = 01, 
u,, ,(2i) = u,(2i)O, u,, ,(2i + 1) = u,(2i + 1)l for O< i< 2”-l, 
u,, ,(2”) = 4pP, 
u,, 1(2i - 1) = u,(2”+’ - 2i + l)O, u,, ,(2i) = u,(2”+’ - 2i)l 
for 2”-’ < i< 2”. 
Then the correspondence sending i to u,(i) is an encoding of Pzn. Indeed, we 
see immediately that neighbors agree in no coordinate. We will prove by in- 
duction that if i + 1 <j, u,,(i) and u,,(j) do agree in a coordinate. This is true 
for n = 2; let it hold until n and let us consider u,, I(i). If j < 2” or i 2 2”, 
4, di) meets 4, dj) in some of the first n coordinates. The same holds for 
j > 2” and i < 2” unless 
2n+l -i+j=*l. 
Finally, if one of the above equalities does occur, then exactly one of the 
numbers i, j is even, so that u,, I(i) meets u,, i(j) in the last coordinate. 
Further, we see easily by induction that 
u,(i) has a coordinate 2 iff i is even and not 0 or 2”, 
the first coordinate of u,(2i + 1) is always 1. 
Now, put 
u,(2” + 1) = 122 *** 2. 
We check easily that for n > 3, 0 <j < 2”-l, 
Un(0),-*, u,(j),u,Jj+ 1)2, u,@“+~ -j), u,Qn+l -j+ l),..., 
z&(2”+ ‘), u,(2”+ l + 1) 
encodes C,, *. Thus, the even lengths between 4 and 2” + 2 are dealt with. 
Finally, 
un-,(0)O, U,-,(l)& Un-~(2)09a~a9 U,-,(2i)o, u,-,(2i + 1)L 
u,-,(2j)O, u,-,(2j + l)l, 22 ... 2 
for j < 2n-2 encodes C2j+3. 
582b/29/ 1-5 
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Thus, for n < 2k (2n < 2k + 2, 2n + 1 < 2k-1 + 1, resp.) we have 
dimP,<k (dim C,, < k, dim CZn+ i < 2k, rap.) 
Consequently, 
dim P, < (log, n)+, dim C,, < (logz(n - I))++ 1, 
dim C 2n+ 1 < (log, n)++Z 
which, together with the inequalities of II yields (5) and (6). i 
5.7. PROPOSITION. For n = 22k+’ (k > 1) we have 
dim C2n+ 1 = 2k + 1 = (log, n)++2. 
Proof. By 5.6 it sufkes to show that dim C2n+ i > 2k. Let the vertices of 
C 2n+l be encoded in N2k as x0,..., x2”. Let C’!!. ai9 = 0 (notation from 5.2). 
Then 
C ai(Z’S) = 0 for all j. 
i 
Since nf$ i (yi - zi) = nf: 1 (zi - yi), the matrix 
A = (&-Qi,j 
is symmetric. More exactly, by (1) in 5.2 and the fact that CZn+ i is a span- 
ned subgraph of N2k, 
i 
Oa,OO~~~ 0 0 O2n 
a, 0 a, 0 -.- 0 0 0 
A Oa,Oa,... 
0 0 0 = . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
0 0 0 0 - a2n-2 0 a2n-1 
azn 0 0 0 ..a 0 a2n-1 0 I 
with all ai # 0. One computes easily that 
detA = 2a,a, ..a a,,. 
Thus, A is regular. Hence, all the oi are zero and therefore the system 
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is linearly independent. Thus 
2n + 1 < 22k. 
This is a contradiction since 2n + 1 = 22k + 1. 1 
6. CONCLUDING REMARKS 
In this last section we will discuss some open problems. 
6.1. First, there is the problem finding a lower estimate of dim(G x H) in 
terms of dim G and dim H. On the one hand we do not have any examples 
where it is smaller than both dim G and dim H and we know that it cannot 
sharply decrease to 2 (see 3.10). On the other hand, dim(G X H) > 
min(dim G, dim H) would have to follow from some special properties of 
symmetric graphs, not from the general setting: We know of quite tame 
categories where the analogously defined dimension of G X H drops. 
6.2 For the dimension of the G’ obtained from G by the deletion of one 
edge one has the obvious upper estimate from 3.12. Equally obviously, one 
has the lower estimate 
dim G’ > [(l/2) . dim G] 
and a slightly more involved argument yields 
dim G’ > (2/3) a dim G. 
But this estimate seems to be far too rough. We confess that we actually do 
not know of an example with dim G’ < dim G - 2. 
6.3. Put 
c, = max{(dim G) + (dim(-G)): ] G ] = n}. 
We check easily that c, = 1, c, = 2, c, = 4, and c, = 6. For n > 5 it is easy 
to see that 
(l/4) (n-2)2<c,<(n-2)2. 
Does there exist lim(c,/n2)? If it does, what is the value? 
6.4. Originally, we conjectured that the actual values of the dimensions of 
the odd cycles were given by the upper estimate in 5.6. Besides the cases 
from Proposition 5.7, the conjecture has also been verified for C, and C,. 
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But, KE;ivka has recently proved that there are infinitely many odd numbers 
2n + 1 for which dim C,, + I = (log, n)“+ 1, C,, being the first of them. More 
exactly, he proved that this is true for the odd numbers in the intervals bet- 
ween 2” + 3 and 2” + a,,- i, where a, = 3 and a, = 2” - a,,- r. Thus, the ex- 
act value of the dimension of odd cycles is still unknown for about two- 
thirds of cases. 
6.5. Since K!j is also K, + K, + . . . + K, added 2’-’ times, the problem of 
estimating the dimension of 
Kk+Kk+- A-K, (m times) 
naturally arises. 
6.6. It is probable that one can obtain explicit formulas for dimensions of 
trees and forests using the method from 5.3 and a variant of the encoding 
from 5.6111. 
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