This research develops a multi-layer hybrid soft-sensor model to improve the accuracy of building thermal load prediction using integrated data. The multi-layer hybrid model (autoregressive and particle swarm optimization neural network) hybridizes an autoregressive model with exogenous inputs and a particle swarm optimization neural network. The distributed sensors' experimental scenario was set in a medium-sized office building located in Shanghai, which has applied this multi-layer hybrid model to evaluate the prediction accuracy, meanwhile its performance was also compared with several commonly used methods under different evaluation criteria. Through frequency-domain decomposition, the heat balance equation is used to validate the autoregressive and particle swarm optimization neural network model. Both the simulation of building thermal load and experiment results demonstrate that the proposed autoregressive and particle swarm optimization neural network method can recognize soft sensing of the building thermal load much more quickly and efficiently, and achieve higher accuracy in both cooling load and heating load prediction.
Introduction
With the rapid worldwide urbanization progress, building load forecasting has received much attention from both academic researchers and governments. [1] [2] [3] There has been much research on climate change and comfort standards, among which Kwok and Rajkovich 4 showed that the building sector thermal load accounted for 38.92% of the total primary energy requirements (PER) of the United States, of which 34.9% was used for building energy consumption. In China, building sector thermal load accounted for approximately 24.11% of national energy use in 1996, rising to 27.52% in 2001, and is estimated to increase to approximately 35 .12% in 2020. 5, 6 Although carbon emissions per capita in China are lower than those in other developing countries, its total emissions are the second only to the United States. From the previous researches, 7, 8 buildings' energy consumption account for a significant proportion of carbon emissions. It is a statistical fact that the building sector uses approximately 40% of the world's electricity supply for service system working, 9 especially in developing countries, such as China. The increasing complexity of building designs and higher performance requirements for achieving sustainability, predicting the load of heating, ventilating, and airconditioning (HVAC) systems are important for energy management.
There are many forecasting techniques used in load engineering. 10, 11 The software developed quickly in the last couple of years to predict building energy consumption, including DOE-2, 12 ESP-r, 13 EnergyPlus, 14 and DeST. 15 Although different kinds of simulation software can accurately predict the building thermal load in many projects, [16] [17] [18] the simulation results differ in the prediction of occupied buildings' energy consumption. 19 Because of various parameters setting, the building energy simulation software is too complicated and time-consuming. Some of the more popular of the current building energy simulation software are also difficult to identify the influential variables of building thermal load. 20 Therefore, the research and establishment of a reasonable and effective building load forecasting model that combines indoor/outdoor information and building characteristics has become an important issue to be addressed.
Soft-sensor techniques are widely used in engineering for measuring the complex parameters. Selection of the appropriate input variables for soft sensor has many potential benefits including eliminating data redundancy, reducing computing time, and predicting with higher accuracy. Various techniques are used to select influential variables for soft sensors which fall under three groups: wrapper methods, filter methods, and embedded methods. The main influential variables, for example, relative compactness, 21 building location climate, 22 surface area, roof area, wall area, 23 and window orientation, 24 should be divided into two aspects: the physical materials of buildings and local meteorological conditions; furthermore, the physical materials can be represented by thermal inertia, which is reflected in the historical thermal loads. These factors make the relationship between Environmental Protection Board (EPB) and its influential variables quite complicated. Thus, accurately predicting the heating load (HL) and cooling load (CL) of buildings can be a big challenge.
Plenty of techniques have been used to model building thermal load forecasting. In Yu et al., 19 classification and regression tree (CART) achieved accurate predictions of building energy requirement with fewer errors. Li et al. 25 combined genetic algorithm with adaptive network-based fuzzy inference system to improve accuracy in predicting building energy consumption. Tsanas and Xifara 20 applied random forest (RF) technique to predict thermal load in residential buildings. Other proposed hybrid forecasting techniques for identifying and forecasting system behavior include general regression neural network (NN), 26 multi-layer NN system, 27 ''Regression-Markov'' integration model, 28 ensemble approach (support vector regression (SVR) + artificial neural network (ANN)), 29 generalized locally weighted group method, 30 and hybrid system. 26 In summary, they can be classified as traditional methods based on time-series modeling and artificial machine-learning techniques, 19, 20, [25] [26] [27] [28] and hybrid models of the traditional methods have also achieved effective performances. 25, 29, 30 However, load forecasting is characterized with stochastic properties and strong non-linearity. Therefore, a new hybrid model proposed here is supposed to possess a high-level ability to handle the various problems mentioned above.
The above studies underpin the satisfactory performance of the hybrid model in forecasting energy consumption in different kinds of buildings. However, the prediction performance of the aforementioned studies shows that hybrid soft-sensor techniques still needs further study, which makes this research more meaningful to fill this gap using these models individually and in combination with predicting thermal load via soft-sensor measurement validation and multiple performance measures.
Building thermal load prediction is characterized with stochastic properties and strong non-linearity. It is a complex procedure for the formation of the building thermal load, which is composed of indoor heating influence and outdoor weather condition impact. Therefore, this article proposed to use autoregressive model with exogenous inputs (ARX) to handle the problem of thermal inertia, for its dynamic nature can solve time delay of heat conduct well. Also, particle swarm optimization neural network (PNN) is used to overcome nonlinear and strong coupling features of the heating system in a wide range. The main results and contributions are described as follows:
1. The first contribution of this article is the building of a multi-layer hybrid model (autoregressive and particle swarm optimization neural network (APNN))-a combination of dynamic liner model (ARX) and static nonlinear model (PNN). Therefore, the APNN can be regarded as a dynamic nonlinear model which is well suited for processing thermal load prediction.
Computational fluid dynamics (CFD) software
FLUENT is then used to simulate the temperature distribution of the experimental room, and the simulation results are compared to sensor measurements to obtain the building reference temperature. 3. Through frequency-domain decomposition, a real-time soft-sensing technology utilizing the room heat balance equation is employed to validate the APNN model with actual measurement data.
4. This article finally compares the performance of APNN with other popular predicting methods through lots of experiments, among which the experimental data include not only simulation but also practical measure.
Multi-layer hybrid model structure and research challenges
The goal of this research is to establish a hybrid thermal load prediction model and validate the model accuracy via simulations and real experiments. This article is divided into three main parts: (1) first, the multi-layer hybrid thermal load forecasting model (APNN) is proposed, namely, the ARX and PNN, which combines the advantages of information-integrated autoregressive (AR) model and PNN by prediction error (PE); (2) CFD software FLUENT is then used to simulate the temperature distribution of the experimental room, and the simulation results are compared to sensor measurements to obtain the building reference temperature; (3) through frequency-domain decomposition, a real-time soft-sensing technology utilizing the room heat balance equation is employed to validate the APNN model with actual measurement data. An overview of the research structure is shown in Figure 1 . Based on the whole research process, the obtained solutions are shown in Table 1 .
Model structure and optimization

Building thermal load formation analysis
Building thermal load is composed of indoor heating influence and outdoor weather condition impact; each section operates under a different mechanism, but has a great influence on building thermal load. Indoor load mainly originates from electrical work and body heat radiation, among others. It can be predicted by simplified calculations following the laws of heat dissipation. The outdoor environment building load influence index includes temperature, solar radiation, and humidity. The whole building load is generated under the combined action of indoor and outdoor influences. In our previous research, 31 we constructed different types of models based on the indoor/outdoor information mentioned previously. The ARX was proposed for building load forecasting with the combination of multiple linear regressions (MLR) of meteorological data and AR modeling using historical data as inputs. The structures of three types of thermal load prediction models are shown as Figure 2 .
The ARX model order optimization
A time series can be used as a resource of knowledge acquisition and a method for forecasting the future. In the evaluation process, analysis is important to examine the degradation of trends, seasonal growth, and cyclical fluctuations. The selection of the method used for forecasting future values depends on the purpose of the estimation, type, and elements of the time series, amount of data, and length of the estimation period.
The Box-Jenkins method is the most widely used model for time series modeling, which includes an ARX, and it has previously been used in load forecasting. Taking into account the thermal storage of building space, the influence of external meteorological factors and historical thermal factors will be stored in a certain form of building materials because of thermal inertia. Naturally, thermal inertia will impact the thermal load at the current moment. When using an hourly time interval, the key to the ARX model is to determine the optimal order to ensure prediction accuracy. According to our previous research, 31 the formulation of the ARX model is conducted as follows
where the load t is the prediction result, T is the outdoor temperature, H is the humidity, R is the solar radiation, w tÀi is the ith order of the AR parameters, load tÀi is the ith load prediction result, and e is the white noise. According to function (1), continuous study of the ith order of the ARX model (i = 1-7) is required to achieve the minimum error value based on data of 1 week in July. Figure 3 and Table 2 compare the absolute error with the simulation data.
It can be clearly observed that the absolute error will be a minimum value when the ARX model is a sixthorder (i = 6) model.
The PNN
ANN has been verified as a universal intelligent method and has been widely applied in engineering studies. The Table 2 . First-to seventh-order ARX model absolute error value. most widely used and effective NN model is the backpropagation neural network (BPNN). 19, 20, [25] [26] [27] 29 Activation of each neuron in a hidden output layer is computed as equation (2) net
Model order
In the above equation, net k is the activation of the kth neuron, j is the set of neurons in the preceding layer, w kj is the connection weight between neuron k and neuron j, O j is the output of neuron j, and y k is the sigmoid or logistic transfer function. Particle swarm optimization (PSO) is a bio-inspired global optimization technique that was proposed by J Kennedy and R Eberhart. 32 PSO performs a population-based search, using particles to represent potential solutions within the search space. Each particle is characterized by its position, velocity, and a record of its previous performance. At each flight cycle (iteration), each particle's velocity and position is formulated as v j ðn + 1Þ = v Á v j ðnÞ + c 1 r 1 ðp j ðnÞ À x j ðnÞÞ + c 2 r 2 ðp g ðnÞ À x j ðnÞÞ ð3Þ
where v j ðnÞ is the speed of the jth particle in the nth generation, r 1 and r 2 are the random numbers following a uniform distribution in the range of [0, 1], c 1 and c 2 are the constants named acceleration coefficients, x j ðnÞ is the position of the jth particle in the nth generation, p j ðnÞ is the best position yielding the best fitness value for the jth particle, p g ðnÞ is the best position discovered by the whole particles, and w is the weight used to balance the global and local search abilities. PSO method has several advantages for exploring the hyperspace global optimum, especially the fast convergence. In order to improve its capability of global search and avoid local minimization, the genetic operations including crossover and mutation are further introduced to update method of PSO algorithm. The improved PSO algorithm is proposed by Li et al. 33 The crossover and mutation equations are the essential part of the algorithm, which are described as follows:
Crossover equations
Mutation equation
where p i is a uniformly distributed random value between 0 and 1; parent j (X i ) and parent j (V i ) represent the position and velocity of parental particle, respectively; and child j (X i ) and child j (V i ) stand for the position and velocity of offspring, respectively (j = 1, 2).
To mitigate the drawbacks and incorporate the advantages of NN and PSO, the combination of an NN and particle swarm optimization artificial intelligent model, named PNN, is used in this research. Figure 4 illustrates a basic PNN feedforward network topology structure.
The proposed multi-layer hybrid model (APNN)
As indicated above, the multi-layer hybrid model (APNN) is proposed through the following steps: The structure of the hybrid model is shown in Figure 5 . The features of this methodology are as follows. (1) Because some existing techniques can model different types of building information separately, all In this research, a hybrid model is proposed so that all of the information, including the historical load data predicted by a time-series model and meteorological information used in the artificial intelligent model can be utilized for modeling; we consider that the actual value load At can be expressed as a set of predictive value load Pt plus a PE term e Pt
First, the historical information is used to explore the historical information load p (t2i)
load Pt = f 1 ðT t ; R t ; H t ; load PðtÀ1Þ ; load PðtÀ2Þ ; load PðtÀ3Þ ; . . . ; load PðtÀiÞ Þ ð9Þ
Once load Pt is available, the error terms actually are the difference between the actual values and predictions, that is
Here, this research assumes that the PE term e t is caused by past conditions of factors, and by employing the PNN model to describe the relationship between them, the error term can be defined as
where f is a nonlinear function determined by PNN and T t21 , and R t21 and H t21 are the meteorological parameters of temperature, solar radiation and humidity at time t21, respectively. After sufficient training and learning, the trained PNN can be used to forecast the future PE, e t + 1
Because the future prediction load P(t + 1) can be forecasted by the ARX model, the final result is the combination of load P(t + 1) and e t + 1 load Aðt + 1Þ = load Pðt + 1Þ + e t + 1 = f 1 ðload PðtÞ ; load PðtÀ1Þ ; load PðtÀ2Þ ; . . . ;
Soft-sensing technology based on timefrequency decomposition Soft sensors are predictive mathematical models that infer the values of a given process variable from measurements of other variables. 34, 35 Because the room thermal load cannot be measured directly, the parameter identification for the soft-sensing model cannot be realized with the sample data. If this bottleneck cannot be solved, room CL soft sensing is difficult to realize. According to our previous research, 36 the frequency-domain decomposition based on some assumptions for engineering calculations was used to realize the room thermal load soft sensing.
Room heat balance equation
The heat balance equation in the room system is as follows
where LoadðnÞ is the hourly room CL, HEðnÞ is the hourly heat extraction (HE) of the air-conditioning system, and HSðnÞ is the hourly heat storage in the room system. If the HE and heat storage can be obtained, the room CL can be calculated with equation (14). The room air temperature is changed by airconditioning recursively delivering low-/high-temperature air to the room system. The energy variation of air-conditioning operation is defined as HE, which can be calculated with the enthalpy difference as follows
where G is the air mass flow (kg/s), c p:g is the dry air heat capacity at constant pressure, c p:q is the water vapor heat capacity at constant pressure, u is relative humidity, d b is the saturation humidity ratio, T out is the outlet air temperature, and T in is the inlet air temperature. The difference between the actual HE rate and the thermal load (equation (14)), in practice, is caused by either the variation of the air temperature from the reference value used to calculate the thermal load or the HVAC system characteristics (equation (15) ). 37 The current hourly heat storage is defined as the difference in the rate of HE and room CL at the current hour. Heat storage in the building space is dependent on the grid architecture. The relationship between heat storage and room air temperature can be written as follows
where DT is the deviation of air temperature from the reference value i, DT = T a À T s , where T a is the current room reference temperature and T s is the air-condition set temperature; and k i is the corresponding heat storage coefficient of the ith model order. HE can be calculated via equation (15) , and heat storage can be described by the room air temperature response equation of equation (16) . If the corresponding heat storage coefficient can be obtained, according to equations (15) and (16), the room thermal load soft sensing can be realized as follows LoadðnÞ = HEðnÞ À X '
In fact, an infinite order time series obviously has no maneuverability. In view of this, the truncation operation is employed in soft sensing for room thermal load as follows
The mechanism of the room thermal load is analyzed, and so are the simulation data from the building energy consumption simulation tool kits. It is found that in the frequency domain, the room thermal load distribution is concentrated on the frequency point with a period of 1 day and its second and third harmonics.
Through frequency-domain decomposition, the parameters of the soft-sensing model in the heat storage process were identified in the frequency range without thermal load, so the method avoids the dependence on the real value of the un-measurable room thermal load.
According to the employment of fast Fourier transform (FFT), the heat balance equation (18) in the frequency domain is re-written as
Thus, the hourly room thermal load can be separated from the sample data containing the time series of HE and room air temperature. To realize the soft sensing of the room CL at all times, the heat storage coefficient in equation (19) needs to be identified. With the known heat and extraction, room thermal load and room air temperature, the heat storage coefficient can be obtained according to the least-squares method, and the soft sensing for the room thermal load can be realized using equation (18) .
Room reference temperature
As indicated in previous studies, it is expected that the building thermal load results will be significantly impacted by the choice of an appropriate reference air temperature for the calculation of the room thermal load.
This means that the air temperature distribution needs to be considered for indoor environments when calculating the differential temperature DT in the heat balance equations (18) and (19) .
To obtain an accurate reference room temperature, a case study of a single office room with a floor airconditioner was conducted. The room has dimensions of 7.7 m 3 4.4 m 3 3.6 m for length, width and height, respectively. Air is injected into the room with an incoming velocity of 2.15 m/s from the rectangular inlet of the air-conditioner (235 mm 3 495 mm) and leaves the room via the air-conditioner outlet (610 mm 3 495 mm). In the experimental setting, the airconditioning is set to operate for 1 h per test. The twodimensional and three-dimensional room structures are shown in Figure 6 .
There are 32 points representing the 32 locations as shown in Figure 7 . Among them, the six black points are distributed on the backs of two chairs, the seats of two chairs, the center of the table, and the outlet of the air-conditioner; the white points are distributed on the window, door, window on the door, inlet of the airconditioner, south wall, west wall, and floor; and the gray points are distributed on the ceiling, north wall, east wall, and cabinet. There is also an isolated white point outside the room that is used to collect the outdoor temperature as the operating condition.
In this experiment, with a combination of hardware and software, simultaneous multiple-point temperature measurements were obtained, collected, sorted, and saved with 32 PT100 38,39 temperature sensors applied in the room, and the 4-20 mA current signals, which were output from the temperature transmitters, were converted to 1-5 V analog voltage signals. Analog Figure 6 . Room structure.
voltage signals were connected to the PISO-813 card, which was embedded in an industrial personal computer (IPC). The software received the 32 signals from the hardware mainly for data processing, display, storage, and querying. It also includes the data conversion interface, through which data can be saved in Excel files. The data were collected every 10 s.
In the supplemental materials, the temperature automatic monitoring system is shown in Figures 1 and 2 . The inlet and outlet of air-condition temperature monitoring situation are shown in Figure 3 . The details about temperature sensor locations are shown in Table 2 .
The multi-layer hybrid model case study and results validation
Data sources
To verify the authenticity and universality of the model, data sources are divided into two types of measurements and simulations.
The integrated building simulation software DeST was employed because it is widely used in civil and commercial building applications. DeST 40 building simulation software involves the integration of the building environment and its air-conditioner control system. DeST can be used as a building environment and its control system simulation platform due to its advantages of flexibility and the openness and high scalability of the calculation module.
Building exterior meteorological data were obtained from the TBS-YG5 meteorological monitoring station in the form of real-time integrated temperature, humidity, and total solar radiation. The details of the data sources can be seen in Figure 8 .
In the supplemental materials, the experiment field of TBS-YG5 meteorological monitoring station working during daytime and night time is shown Figures 4 and 5.
Case study
A medium-sized office building in a Shanghai academic institute has applied for this experiment. The building exterior and interior structures are shown in Figures 9  and 10 , respectively. The simulation result sample data are shown in Table 1 in the supplemental materials. The whole sample year meteorological data trend is shown in Figure 11 .
Through DeST software simulation, we can obtain typical annual weather data for a total of 8760 h. From the load trend curve, it can be observed that the maximum HL occurs in January and the maximum CL occurs in July. For this reason, we select 2 months (January and July) of data as input to the hybrid model proposed above to study the building thermal load.
The proposed multi-layer hybrid model is introduced and concluded as the best-fit model for forecasting the building load value of Shanghai city. To reinforce this conclusion, several popular prediction methods are examined for comparison.
Evaluation criteria
In this research, the root mean squared error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE) are computed to verify the models' performance. The equations are as follows 
where a i and p i are the actual and prediction values of building load (cooling or heating) of ith hour, respectively, and N is the number of testing hours. The data from July and January were used for predicting cooling and HL, respectively. The experiment results are shown in Figures 12 and 13 and Table 3 . For each single model, computing efficiency is another critical factor that should be evaluated during model development. Table 5 shows the computing time in predicting CL and HL and the computer specifications.
Results analysis
The absolute error trend curves in Figures 12 and 13 clearly show that the proposed hybrid model (APNN) that hybridizes ARX and PNN has higher accuracy than other popular methods, including the time-series models (AR, MLR, and ARX) and artificial intelligence methods (LS-SVM, ANN, and PNN). Table 3 shows the performance results for the prediction models, including the PNN, BPNN, LS-SVM, MLR, AR, ARX, and hybrid APNN models. The accuracy measures were used to evaluate the predictive techniques. Table 3 describes the analytical results for each single and ensemble models. The statistical index (MAPE, RMSE, and MAE) shows that the accuracy of the ARX model results of 15.012%, 1.019, and 0.819 (July, CL) and 6.916%, 0.280, and 0.231 (January, HL), respectively, are superior to the other time-series models; meanwhile, the accuracy of the PNN model results of 14.899%, 1.058, and 0.829 (July, CL),and 16.323%, 0.721, and 0.546 (January, HL), respectively, are superior to the other machine-learning methods.
In particular, the accuracy of the results of the hybrid APNN model hybridized with ARX and PNN of 7.654%, 0.54, and 0.411 (July, CL) and 5.877%, 0.238, and 0.192 (January, HL), respectively, had an even better overall performance compared to all of the other models with regard to building load forecasting.
Based on the numerical evaluation, Figures 14 and  15 further show that the performance measures (RMSE, MAE, and MAPE) of the experiment models identified in Table 3 are superior to those of the models reported in the literature. In the CL and HL phases, the APNN model had a higher prediction accuracy compared to the other individual models and those reported in the literature.
Results validation
As is mentioned above, this article uses actual measured data of a winter day to validate the proposed hybrid model via two methods: (1) a typical 24-h day in winter was selected for study; building exterior meteorological data obtained from the TBS-YG5 meteorological monitoring station are shown in Table 3 in the supplemental materials; these measured meteorological data were input into the DeST building simulation to obtain the current building thermal load; (2) from the frequencydomain characteristics of the heating balance equation (14) , a real-time soft-sensing technology for room thermal load is used based on room temperature response frequency-domain characteristics to validate the proposed hybrid APNN model.
The distribution of the thermal environment under air-conditioning is shown in Figure 16 and can be described by Tecplot360. According to the actual temperature measurement, Table 4 lists several temperature values of the heating balance equation (19) .
The reference temperature T a can be obtained from the average value over 24 h of the temperature sensors, as shown in Figure 7 . The set temperature of the airconditioning system T s is 25°C, which meets the requirements of indoor temperature thermal comfort T in (°C) and T out (°C), are the average temperatures of the airconditioner inlet and outlet, respectively, measured over 24 h. HE is calculated by equation (15) . The computational results of the different verification methods mentioned above are shown in Figure 17 .
The red curve in Figure 17 demonstrates that the proposed hybrid APNN model can fit well to the DeST input data and the FFT heat balance equation computational results, respectively. The maximum, minimum, and average relative errors (REs; purple curve) between the APNN model and the FFT heat balance equation computational results, which can be regarded as the reference thermal load, respectively, are 217.33%, 1.09%, and 9.07%, respectively; furthermore, the yellow trend line shows that RE is below 6 5%. Although this experiment uses actual data and high precision as simulation results, in a real-life scenario, considering clouds, shadows, and weekday versus weekend occupancy, such a result would also be acceptable.
In practice, the evaluation of the proposed hybrid model computing efficiency should take both prediction accuracy and computing speed into consideration. For each individual method, Table 5 shows the computing speed in forecasting the thermal load, as well as the computer's performance. The computational data show that the proposed APNN model can predict the thermal load within seconds. Therefore, it has the features of real-time processing that provides a good solution for complex and changeable weather and climate.
Conclusion
Various real-time prediction modeling techniques, including ANN, PNN, LS-SVM, MLR, AR, ARX, and the proposed hybrid model (APNN), were compared in terms of performance indicators and computing speed in predicting thermal load of experimental building. The proposed hybrid model (APNN) is easily performed and can quickly respond. The meteorological and historical data of experimental building were used as inputs to predict CL and HL. Some evaluation criteria were used to assess the performance of different models. The analytical results show the key performance indicators of real-time modeling techniques for predicting thermal load by experimental building.
This study demonstrates that the hybrid model (APNN) fully considers the integrated factors of thermal load. It also improves computational efficacy of work required to meet the need of quick response. Specifically, the prediction accuracy of the hybrid model (APNN) proposed in this article is much better than other models (Table 4 ) and the MAPEs are improved between 0.334% and 23.382% and between 1.039% and 44.429% for CL and HL, respectively. Besides, the results indicate that the APNN model for predicting CL has MAPEs between 8% and 9.358%, which is better than the average, and it also improves the RMSE by 56.6%, MAE by 58.2%, maximum error by 53.0%, and minimum error by 25.1%, compared to the average. For HL prediction, the APNN has MAPEs between 6% and 15.549%, better than the average, and it also improves the RMSE by 68.4%, MAE by 69.8%, maximum error by 48.0%, and minimum error by 66.1%, compared to the average. Furthermore, the validation by actual data results demonstrate maximum, minimum, and average REs (purple curve) between the APNN model and FFT heat balance equation computational results, which can be regarded as the reference actual thermal load, of 217.33%, 1.09%, and 9.07%.
Notably, the proposed hybrid model (APNN) only requires 2.80 s to predict HL and requires 3.00 s to predict CL. Therefore, the proposed hybrid model (APNN), compared with building energy simulation software, is easy to perform.
In practice, building engineers can use this proposed hybrid model (APNN) as an effective method for designing and analyzing energy efficient buildings which will make a great contribution in energy conservation. What's more, rapid and accurate predictions of building thermal load can reduce the peak load of power grid by peak load shifting, and alleviate design loading and learning curves, which can lead to lower costs in energy-efficiency design. Additionally, accurate predictions of building thermal load can help building service systems operate properly to improve occupant comfort and reduce the hardware maintenance costs.
In the following studies, we will focus on building a real-time energy performance management system based on this proposed multi-layer hybrid soft-sensor model (APNN). However, the shortcoming of the existing research is that the hybrid soft-sensor model (APNN) is only applicable to certain building type at fixed time and place. Therefore, we need to enhance learning and generalize capability of the proposed model by investigating parameter optimization via using evolutionary computing methods at different occasions. PNN: particle swarm optimization neural network; BPNN: back-propagation neural network; LS-SVM: least-squares support vector machine; MLR: multiple linear regressions; AR: autoregressive; ARX: autoregressive model with exogenous inputs; APNN: autoregressive and particle swarm optimization neural network; FFT: fast Fourier transform.
