Time-averaged spatially resolved measurements are used in many fields of physics to determine spatial distributions of a physical quantity. Although one could think that time-averaging suppresses all information on time variation, there are some situations in which a link can be established between time-averaging and time-variability. In this paper, we consider a simple system composed of a particle bunch that moves in space without deforming, and a detector placed at a point in space. The detector continuously counts the number of particles in its neighborhood. Upon sampling, the detector signal gives rise to a time-series with, in general, non-vanishing variance. Time-series obtained by placing the detector at different locations can then be used to obtain a time-average distribution of the number of particles by computing the time-average of all the time-series. We show that there is a close relationship between this average profile and higher order statistics of the time-series, including the variance and skewness. We also show a simple procedure by which individual time-series can be used to determine features of the shape of the particle bunch.
Time-averaged spatially resolved measurements are used in many fields of physics to determine spatial distributions of a physical quantity. Although one could think that time-averaging suppresses all information on time variation, there are some situations in which a link can be established between time-averaging and time-variability. In this paper, we consider a simple system composed of a particle bunch that moves in space without deforming, and a detector placed at a point in space. The detector continuously counts the number of particles in its neighborhood. Upon sampling, the detector signal gives rise to a time-series with, in general, non-vanishing variance. Time-series obtained by placing the detector at different locations can then be used to obtain a time-average distribution of the number of particles by computing the time-average of all the time-series. We show that there is a close relationship between this average profile and higher order statistics of the time-series, including the variance and skewness. We also show a simple procedure by which individual time-series can be used to determine features of the shape of the particle bunch.
I. INTRODUCTION
Spatially-resolved measurements of time-varying quantities are ubiquitous in all fields of physics, from astrophysics 1,2 to plasmas 3 , condensed matter 4 and atomic physics 5 . These types of measurements are often carried out using time-averaging methods which can be a consequence of the detection process itself 6 , or a requirement in cases when the signal of interest is weak and, consequently, the Signal-to-Noise Ratio (SNR) is low. Then, techniques such as lock-in amplification 7 must be used to raise the SNR, effectively yielding a time-averaged result.
The ability to determine time-variations is nevertheless essential in a wide range of studies and applications. For example, real-time measurements of light distortion are routinely used to correct blurring in astronomical observations from Earth-bound telescopes 8 . Measurements of wandering of a laser beam that propagates through the atmosphere can be used to determine the strength of atmospheric turbulence 9, 10 . In tokamaks, the location of mm-wave power deposition depends on wave scattering by intermittent structures in the turbulent plasma 11, 12 . In all these cases, time-variations associated to timechanging spatial distributions reveal information that, naively, one could think would be washed away by timeaveraging.
In this paper, we show that this need not be the case. We develop a model to study time variations of detection signals in the particular case where the spatial distribution moves as a whole within a bounded region and without significant deformation (see Fig. 1 ). The idealized system is composed of a finite-sized bunch of particles and a detector placed in a particular location that counts the number of particles in its neighborhood. Due to the motion of the bunch, the detector measures a time-changing signal, which upon sampling, constitutes a Time-Series 13 of the Number of detected particles (TSN). We call the average of the TSN the Average particle Count (AC). If we then place the detector in other locations, we obtain a collection of TSNs with locationvarying properties, among them the AC. The AC as a function of all possible locations of the detector is referred to as Average Profile (AP), and is a proxy for general time-averaged spatially-resolved measurements.
We show that the AP is closely related to TSN statistics of higher order at each possible detector location. In other words, knowledge of a time-averaged spatiallyresolved quantity can be used to obtain local timevariability information. This is different from recent studies 14, 15 where a theoretical framework is developed to obtain APs from more general models of individual bunches (including time decay) but no general relationship of the AP to higher order TSN statistics is established. It is also different from the model developed by Taylor in his studies of turbulence in a streaming fluid 16 , where it is shown that the frequency spectrum of fluctuation measurements at a fixed point in space can be related to the correlation of measurements performed simultaneously at two different locations joined by a streamline. Key to this result is the assumption that there are turbulent structures that are frozen into the flow 17 so that they move at the fixed stream velocity. In our model, we have a single particle bunch whose motion cannot be characterized by a constant velocity.
Conversely, we show that spatial information can be obtained from local time-variability information. Indeed, under certain conditions, features of the shape of the particle bunch can be obtained from the moments of individual TSNs.
Our study starts in one dimension (1D). We develop a model for the simple 1D idealized system (Sec. II) and use it to obtain some important relations as well as expressions for the statistics of TSNs, such as the variance and skewness. We then apply the theory to a particular case that yields exact solutions and use them to compare predictions with results from numerically-generated FIG. 1. One-dimensional case. A rigid particle bunch, of density n(x), moves along x such that at time t k its center is at x = χ k (dashed lines). A detector located at x = X counts the number of particles within a small region of effective length L eff (gray shade), leading to a TSN with K samples. The mean of the TSN, N (X) , converges to the AC at X for sufficiently large K.
time-series. In Sec. III, we find a way to compute TSN statistics only from knowledge of a few global parameters and more general APs. We establish conditions of validity for these results and study the effect of relaxing some of the hypotheses. We then study how the results change for different bunch shapes and, conversely, explore a procedure that allows determining shape features from single-TSN statistics.
In Sec. IV, we extend the formalism to 2D. We demonstrate the applicability of the theory to a realistic situation using as an example the propagation of fast ions in a turbulent plasma in the TORPEX [18] [19] [20] device (Sec. V). After discussing the results, we conclude with a summary and an outlook on possible future studies (Sec. VI).
Although we deal with particle counts and particle density profiles, the formalism developed in the paper can be straightforwardly used to model any system where a quantity is measured and we expect a rigid motion of the corresponding spatial density profile. The results may therefore find use in different fields of physics and engineering.
II. 1D MODEL
A. Description of model Figure 1 shows a description of our 1D model. A bunch of N 1 particles with density profile n(x) moves rigidly along x. Without loss of generality, we assume that x n(x) dx = 0 (this integral, as well as all other integrals in this work, are understood to be performed over all space, i.e. the interval (−∞, ∞)). The evolution of the system is observed at K instants t 1 < t 2 < ... < t k < ... < t K and, for the k-th sample, the center of the bunch is located at x = χ k . The overall particle density distribution at time t k is then n(x − χ k ) and n(x − χ k ) dx = N for all k.
A detector is placed at a location x = X to instantaneously count the number of particles near it. The probability that a particle at x will be counted, given that the detector is at X, is given by the response efficiency L(x, X), which is assumed to be a function only of location relative to X. Then L(x, X) = L(x − X), and 0 ≤ L(x − X) ≤ 1, with 0 equivalent to no response and 1 to full efficiency. We assume that L(x) dx ≡ L eff is finite. The number of particles counted by the detector in sample k (time t k ) is then
where u is just a dummy integration variable. The col-
such that n L (x) dx = 1 and
, and use this definition to find the average number of particles detected at X, N (X) . This is accomplished by computing the mean of all samples of {N k (X)}:
When regarded as a function of all x, N (x) is the AP in 1D. In Eq. (3) one can consider {χ k } as a collection of K instances of a random variable χ that follows some Probability Density Function (PDF) f (x). Given that
where E[χ] is the expected value of χ and, therefore 24 ,
The PDF f (x) can then be understood as the number of times that the center of the bunch visits the interval (x, x + dx), compared to all other locations, when sufficiently many observations are considered. As such, f (x) encapsulates the information of the motion of the bunch. We now define the function
noticing that m(X) ≥ 0 for all detector locations X and that m(x) dx = 1. Then, in the limit of very large K, Eq. (4) can be written as
Equation (6) is an interesting relation, as it links a temporal average of the local quantity m(X) to a spatial average of n L (x) (through f (x)). It will be shown, in Secs. II B, III, that Eq. (6) provides a way to determine f from knowledge of n L and the AP.
One can find expressions for other moments of the TSN in a similar way. For any real q ≥ 1,
The PDF f (x) is the same as in Eq. (6), as it is related to the same random variable χ. Then, defining
we have
Notice that m 1 (x) ≡ m(x). Notice also that the integral of m q (x) can in general be different from 1 for q > 1. The choice q = 2 allows one to find an expression for the variance of {N k (X)} which, for large K, needs no bias correction 21 :
The cases q = 3 and q = 2 allow us to obtain an expression for the skewness 25 S of {N k (X)}, again assuming large K:
A similar procedure can be followed to find expressions relating other statistics of the TSN to the functions m q in the limit of large K. 
We then get, for large K,
B. Results using Gaussian profiles
The formalism developed in Sec. II A can be applied to a situation in which exact analytical solutions can be obtained.
We consider a particle bunch with a Gaussian-shaped density profile of width w n :
Then x n(x) dx = 0 and n(x) dx = N as required in Sec. II A. Next, we assume that the detector has a Gaussian-shaped response of width w L and peak efficiency (equal to 1) at x = 0:
Defining the following notation for the Gaussian (normalized) function,
we can write n(
. Replacing these expressions into Eq. 2 we obtain a Gaussian n L (x):
The width of n L (x) is w nL = w 2 n + w 2
As one would expect, the detector widens the observed bunch profile. At this point, it is worthwhile stressing that n L is not a PDF as it is not associated with any random variable on its own. It is rather just a Gaussian-shaped function.
We assume now that the AP (i.e. N (x) in all x) has been determined, possibly from experiments, to also be Gaussian-shaped with width w m and mean location c m . From Eq. (5),
so m(X) = G(X; c m , w 2 m ). According to Eq. (6) we must then have
This equation is satisfied with f (x) = G(x; c m , w 2 m − w 2 nL ). Since f (x) is a PDF, this result shows that the χ k are instances of a Normal random variable with mean µ f = c m and standard deviation σ f = w 2 m − w 2 nL , which is well defined since the width of the average profile cannot be smaller than the width of the bunch profile. This procedure exemplifies how, as discussed in Sec. II A, knowledge of n L and the AP can be used to determine f .
The preceding result is, in fact, very convenient as we can now replace n L and f in Eq. (8) and, after some algebra (see App. A), express the m q in terms of m as
where we have defined
From Eqs. (9, 14) , the TSN variance satisfies From Eq. (10), an analytic expression for the skewness can be obtained in a similar way.
For given parameters N, w m , w n and w L , we can predict the values of the time-series statistics on the LHS of Eqs. (13, 16) from the expressions on the RHS. Figure 2 shows an example of predictions compared to numerical results obtained with a simulation in MATLAB 26 . This simple code generates time-series {N k (X)} with 10 5 samples using Eq. (3), the definitions of n(x), L(x) and N (x) in this section, and random numbers χ k distributed f (x). It then computes the mean, standard deviation and skewness of {N k (X)} for different detector locations X. Figure 3 shows a comparison of predictions and numerical results for a wide range of detected bunch widths w nL . The good agreement in all cases shows that the formalism developed in Sec. II A can accurately describe statistical features of the TSNs.
Equation (11) and the Gaussian-shaped n(x), L(x) and m(X) also allow us to find an analytic expression for the covariance with two identical detectors at locations X 1 and X 2 : 
C. Effect of independent (uncorrelated) noise
Real detector systems are subject to noise 6, 27 . Assuming noise to be additive and independent (in the statistical sense) of the actual signal, we model the noisy particle-number samples as being affected by independent instances η k (X) of the random variable η(X), with mean µ η (X), variance σ 2 η (X) and skewness γ η (X):
Notice that we allow for noise to change with the detector location X. The noisy detected time-series is {N k (X)}. Then
Statistical independence of the noise allows to drop terms in summations that involve products of the N k (X) and η k (X), leading to the following expressions for the variance,
and the skewness,
Equation (10) allows us to write the skewness in terms of the m q :
This last expression shows that noise can greatly affect the value of skewness. Indeed, if σ
, so the true skewness can be completely obscured. An example of the effect of varying levels of noise on the value of the variance and skewness is shown in Fig. 5 .
The covariance of the noisy TSN at X 1 and X 2 is We assume Gaussian-shaped n(x), L(x) and N (x) , as in Fig. 2 , with parameters cm = 0, wm = 1, wn = 0.7 and wL = 0.2, and Gaussian noise with µη, ση independent of the detector location X (clearly γη = 0). These predictions are obtained from Eqs. (19, 20, 21) . Notice that even small values of noise force the skewness to fall to 0 in regions of weak signal, i.e. where
where we have further assumed that noise is independent of the signal irrespective of location. As one would expect, the covariance is affected by noise that exhibits a correlation between locations X 1 and X 2 .
III. APPROXIMATIONS FOR MORE GENERAL 1D AVERAGE PARTICLE COUNT PROFILES
A. Approximations
In Sec. II B we solved Eq. (6) for Gaussian m and n L . We found a solution f of similar shape (a Normal PDF) and width σ We now show that this is indeed the case, even when m has a non-Gaussian (but anyway integrable) profile.
For simplicity, we still assume n L (x) = G(x; 0, w 2 nL ), although other shapes can be explored in a similar way (see Sec. III B). We perform an expansion of f (x) around the detector location
and, up until third order (due to symmetry of n L ),
In this expression, one can think of
1, in a way similar to the discussion of a Gaussian m above.
The functions m q can be computed in a similar way:
where the last line follows from
q dx for the Gaussian n L (x) with zero mean and q ≥ 1. Then, combining this result with Eq. (23), we obtain
valid for w (25) can be replaced in Eqs. (9, 10) (or, in the noisy case, Eqs. (20, 21) ) to find approximate values of variance and skewness of TSNs in the case of small w nL /w m considered here. Figure 6 shows a comparison between predictions that use the exact expressions for Gaussian m(X) in Secs. II B, II C, with predictions using the approximations. The agreement is good to within 10% in variance and 2% in skewness in all X for w nL /w m ≤ 0.2. Since these two statistics depend only on the value of m(X) and not explicitly on X (exemplified by the fact that Fig. 6 is plotted against m(X)), we expect other more general m(X) profiles to show a similar behavior. Simulations may however be required in non-gaussian cases where higher accuracy is desired.
Under the same conditions as in Eq. (25), the covariance can be approximated by (9)) using approximations (i.e. using Eq. (25)) and using exact expressions of mq (Eq. 14), for the case with no noise and Gaussian m(X). The error is computed as E rel (Var) = Varappr.(X) − Varexact(X) /Varexact(X) and analogously for the skewness. (b) Relative error between predicted skewness using approximations and using exact expressions. Notice that these results are valid for any wm > 0. Indeed, the expressions for the errors can be cast in a form that only depends on wnL/wm and √ 2π wm m(X).
(26) Figure 7 shows expected errors in the covariance by comparing results from Eq. (26) and Eq. (17) in the case w m = 1, w nL = 0.2. The agreement is good to within 10% except near zero covariance, where the computation of the error is problematic due to small denominators. The agreement becomes better for smaller values of w nL , as in the case of the variance and skewness above.
B. Other bunch shapes
Equation (24) is valid for arbitrary n L and q
q dx, where in this more general case w Figure 8a shows some examples of n L that fulfill these requirements.
If w 2 nL |m (X)| m(X), we then similarly have
q dx. In this case, however, the value of the integral [n L (x)] q dx will change for different choices of n L . A direct computation shows that [
where, remembering that q ≥ 1,
The different shapes considered here are depicted in Fig. 8a . Equations (27, 28) can be regarded as a link between bunch shapes and the function b(q). They are useful whenever one wants to find approximate expressions for the variance and skewness of TSNs in the case when the bunch is not Gaussian-shaped (see Eqs. (9, 10, 20, 21) ).
This link also provides a way to explore the inverse problem, i.e. the determination of features of bunches from TSNs.
Using the definitions of m(X) and the m q (X) in Eqs. (5, 7), together with Eq. (27), we can rewrite the relation
Upon noticing (see discussion after Eq. (2) 
, the maximum value of the time-series detected at X, Eq. (29) leads to
Here, of course, we assume that K is sufficiently large for statistical (sample-size related) errors to be negligible. From only knowledge of the TSN at the single detector location X, Eq. (30) provides a way to determine b(q) for all q ≥ 1. Since b(q) only depends on integrals of n L (recall Eq. (27)), comparison of an experimental b(q) with plots of Eq. (28) gives an idea of the compatibility of the experimental bunch-shape with any one of the four theoretical cases considered for n L .
In practice, though, there are two problems with the application of Eq. (30) . The first one is noise. As seen in Sec. II C, noise may greatly affect the values of TSN statistics and must therefore be taken into account. The second problem is the estimation of N max . This can be a difficult task, especially in detector locations with low N (X) as, then, it is expected that the bunch visits be infrequent and few instances of the maximum (if any at all) be observed in a finite amount of time.
Assuming anyway that N max can be determined with negligible error even in the presence of noise, we now consider the case of the noisy TSN {N k (X)} as in Eq. (18) .
We notice that some TSN samples N k (X) may be negative due to noise, so we restrict the analysis to integer values of q ≥ 1 to avoid complications with fractional powers. Since noise is statistically independent from the signal,
where
q . Keeping in mind that N (X) = N (X) + η(X) , we can use this expression together with Eq. (30) to find
valid for q ≥ 2, and b(1) = 1. Thus, if we are able to determine a time-series {η k (X)} of only the noise, we can use Eq. (31) to solve for b(q) in ascending order q = 1, 2, ... , Q to find b(2), b(3), ... , b(Q) up to any integer Q ≥ 2. Figure 8b shows results of b(q) obtained using Eq. (31) from numerical simulations of noisy TSNs and different choices of n L . The compatibility of the simulations with the curves for the different shapes is an example of the practical applicability of this procedure.
C. Bunch density profile variations
So far, it has been assumed that n(x) does not change over time. We now study small variations of n(x).
We assume that the density profile n(x) depends on an additional parameter λ which is related to its shape but does not alter the mean. For example, if n(x) is Gaussian-like, then λ could be the width. This is made explicit by renaming the particle density n(x, λ) and having n(x, λ) dx = N for all λ, i.e. the total number of particles in the bunch is the same independently of any changes in shape. Also, we require that x n(x, λ) dx = 0. We then allow λ to change over time, so that at time t k (k-th sample) it has the value λ k . N k (X) in Eq. (1) is redefined as
The mean particle number detected at X then becomes
in a similar way as argued in the derivation of Eq. (4). This time, however, the χ k and λ k come from a joint PDF h(x, l) which, in general, allows the motion of the bunch to be correlated with changes in shape. For what follows, however, we assume that motion and shape are statistically independent, so h(x, l) = f (x) g(l) where f and g are PDFs of a single variable. Then,
can be understood as an average profile in terms of shape. Notice that n L (x) dx = 1 and x n L (x) dx = 0. With this definition, we can write
in a very similar way to Eqs. (4, 5, 6) , except that in this case we use the average bunch profile (Eq. (32)). In order to compute the m q , we make first the following definition:
We observe that, for fixed x, δn j L (x) is just the j-th central moment of the random quantity n L (x, λ), where λ is distributed g(l).
For any integer q ≥ 1,
where we have introduced
Notice that the summation does not include the case j = 1 as, by definition, δn 1 L (x) = 0. The ∆m q can be seen as corrections to the m q due to additional variability from bunch shape changes. It is in general difficult to evaluate them explicitly for arbitrary g(l) and, in most cases, we have to resort to simulations (see for example Sec. V). However, there is a particular case that can be very illuminating, specifically in the cases q = 2, 3 of importance in our TSN studies.
For fixed x, we assume that n L (x, λ) is distributed Gamma. This is a very general PDF for nonnegative random variables that includes other common distributions as special cases 24 
[n L (x)] 2 , which corresponds to Gamma distributions with shape parameter
, we obtain a value of ∆m 2 and ∆m 3 that is small compared to the first term on the RHS of Eq. (34) for q = 2, 3, respectively. We have, to order δn
As in Sec. III A, we focus on the case of a Gaussian n L of width w nL . Using Eq. (33) and similar arguments as before (see discussion leading to Eq. (23)), we have f (X) ≈ m(X) for w 2 nL |m (X)| m(X). For this narrow Gaussian n L , the first term on the RHS of Eq. (34) gives results similar to Eq. (25) . Since
, therefore narrow n L (i.e. small w nL ) implies narrow δn 
where n L max = 2π w
is the maximum of n L (x). These expressions may have conditions of validity that are more stringent compared to Eq. (25) , as the approximations depend on the exact profile of bunch shape variances δn 2 L (x). Nevertheless, they show that given α(x) 1, m 2 (X) and m 3 (X) are very nearly the expressions for no shape change, provided one uses the average bunch profile n L (x).
The calculation of the covariance can also be shown to involve only the average bunch profile in leading terms. However, establishing the order of magnitude of the corrections involves determining a model for correlations of FIG. 9 . Two-dimensional case. A rigid particle bunch (black) of density n(r) moves on the xy plane such that its center at time t k is located at r = ν k = (χ k , ψ k ). A detector at r = R = (X, Y ) counts the number of particles within a region of effective area A eff (shaded light gray) near R. At large K, the detector will have recorded an AC N (R) .
deformations at different points of n L . This will depend strongly on the particularities of the shape changes and, therefore, simulations are needed to establish their impact on the statistic.
IV. 2D MODEL AND APPROXIMATIONS
We can use the same concepts of previous sections to find a link between time-series statistics and the 2D average detected particle number. Figure 9 illustrates the situation in 2D. Similarly as in Sec. II A, the bunch density profile n is assumed to be rigid and contain a total of N 1 particles. However, it now depends on two dimensions (x, y) ≡ r, so n(r) dr ≡ n(x, y) dx dy = N . For simplicity, and without loss of generality, we assume again a zero mean, i.e. r n(r) dr = (0, 0).
As before, we observe the evolution of the system at K different instants. At sample time t k , the overall particle density distribution is n(r − ν k ), where ν k ≡ (χ k , ψ k ) is the location of the bunch center. The particles are instantaneously counted by a homogeneous detector located at r = R ≡ (X, Y ), which has a 2D response efficiency A(r − R).
Defining
where u is just a dummy integration variable and A eff ≡ A(r) dr is the finite effective area of the detector, we obtain an expression for the number of particles detected at location R and time t k ,
where n A satisfies n A (r) dr = 1. The ordered collection {N k (R)} ≡ {N 1 (R), ... , N K (R)} is the corresponding TSN. If
we follow a similar procedure as in Eqs. (3, 4, 6) to obtain
where m(r) ≡ N (r) / (A eff N ) is the normalized AP in 2D. The function f (r) is the PDF of the ν k , and as such, encloses the information of the motion of the bunch. The equivalent of Eq. (8) for 2D is (38) valid for large K and q ≥ 1.
Following the same procedure of Sec. III A, we can find an approximate solution for f (r) in Eq. (37) . In 2D, the normalized Gaussian 23 function is
where W is the matrix
ρ w x w y ρ w x w y w 2 y . Here −1 < ρ < 1 can be understood as a parameter determining the orientation of the possibly elliptic shape, and w x , w y the widths along the x and y directions. Then, for a Gaussian centered at the origin, n A (r) = n A (x, y) = G(r; 0, W nA ) we have
This is a condition on the widths of n A similar to the condition obtained for Eq. (25) . From similar arguments, it is approximately second order in the ratio of the widths of n A and m. This condition is also sufficient for
to be valid for all q ≥ 1. Here n
which has units of inverse length squared, different from Eq. (25) . This expression also has a factor 1/q instead of 1/ √ q, as in Sec. III A.
The expressions for the variance and skewness of the TSN in 2D can be obtained in a way similar to Eqs. (9, 10) . If noise is included as N k (R) ≡ N k (R) + η k (R), as in Sec. II C, then Eqs. (19, 20, 21) together with Eq. (41) yield
where µ η (R) is the noise mean at detector location R,
where σ 2 η (R) is the noise variance at R, and
where γ η (R) is the skewness of the noise at R.
Equations (43, 44) have been obtained for very large K and a narrow Gaussian n A which fulfills Eq. (40) and does not change shape over time. From Sec. III C, we expect these results to be reasonably robust to small shape changes, an important aspect for their usefulness in more realistic applications. Nevertheless, performing a similar analysis in 2D is cumbersome and more difficult to interpret. We therefore rely on simulations (see Sec. V) to demonstrate the predictive power of the equations.
Similarly as in Eqs. (22, 26) , the covariance can be expressed as
for very large K. Here we use Eq. (39) for the definition of the 2D Gaussian function. This expression is a good approximation whenever Eqs. (41, 43, 44) are valid. Given the similarity of Eq. (41) and Eq. (25), bunch shapes different than Gaussian can be treated in a way very similar to Sec. III B. Indeed, the function b(q) that relates bunch-shapes and TSN moments can be defined as in Eq. (27) . Then, some possible 2D generalizations of the symmetric, zero-mean, shapes considered earlier yield In experiments dealing with fast ions 19, 20 , a Simple Magnetized Torus (SMT) configuration 18 is used where a small vertical field B z ≈ 2 mT is superposed on a dominant toroidal field B φ ≈ 74 mT (on axis). Magnetic field lines are therefore open and helical in shape, as shown in Fig. 10 . In this particular configuration, plasma structures are elongated along the B-field lines [30] [31] [32] and, therefore, plasma parameters exhibit an approximately 2D spatial variation (perpendicular to the B-field). Some field-aligned structures can detach intermittently 33 from the plasma and propagate radially outward 34 (in the direction of increasing x), giving rise to so-called blobs [35] [36] [37] . We use the Boris algorithm 38 to simulate the propagation of Li-6 ions in a volume with the prescribed SMT magnetic field and a time-varying electric field (Fig. 10 ) associated to the presence of the plasma. This E-field, in fact, is just the gradient of the plasma potential V p . We use, as a proxy for V p , 2D-resolved floating potential measurements 39, 40 rescaled such that the magnitude of the gradients agrees with E-field fluctuation profiles obtained with a triple-probe 41 . The fast ions act as tracers and do not affect the fields.
Li-6 ions are generated in bunches of N = 1.6×10 5 particles on the poloidal plane of the source. They initially have a 2D gaussian density profile of widths w x = w y = 1 mm, centered at (x, y) = (−1, −13.5) cm. The initial ion speed is random and distributed 1D Normal such that the kinetic energy is (30 ± 0.3) eV. As the average energy is much higher than typical ion temperatures (< 1 eV), the Li-6 ions are suprathermal, or fast. The initial direction is almost parallel to the B-field, with a 2D Normal distribution with width 4.3
• and a mean angle of 5.6
• above the toroidal direction (see Fig. 10 ). The ion motion is integrated until ions reach the toroidal location of the detector, 171.3 cm apart. Ions can only be lost to the wall, since collisions with neutrals and plasma constituents are negligible 20 . Although ions may spread toroidally, due for example to the differences in initial conditions, we include all ions in the same bunch as contributing to the same detection signal. The detector is modeled as having efficiency 1 within a circle of radius 4 mm and 0 outside. Thus, any ions that arrive within the collection circle centered at R = (X, Y ) are counted and generate one sample of number of detected particles, for example N 1 (R). We model the situation of a continuous ion beam by injecting bunches every 4 µs.
Then, the TSN at detector location R will consist of the collection of detected samples for all K = 1.1 × 10 4 bunches {N k (R)}. Formally, this situation is different from Sec. IV as now many similar bunches arrive (one at a time) on a plane instead of having a single bunch that moves on the plane. However, the conditions are analogous in the two cases (see Fig. 11 ). Finally, by displacing the detector, we obtain a collection of TSNs as a function of location, in the xy plane, whose average N (r) is the AP of Li-6 ions.
Since the floating potential profiles evolve in time, the arrival location of the Li-6 ions changes with time. Figure 11 shows simulation results of ions as they reach the poloidal plane of the detector. Interestingly, the ions are still bunched in xy and are small compared to the AP. They wander around in xy as illustrated in Fig. 9 . They, however, are somewhat deformed, which can be understood by remembering that local variations of the turbulent plasma potential have a direct effect on fast ion displacement across magnetic field lines through E × B drifts 28, 42 . In our simulations, the spatial variation ∆|E| of the E-field over a distance of 1 cm (in the order of the beam cross section; see Fig. 11 ) is typically < 17 V/m. This value is an average computed over the region in the xy plane in which the ion beam propagates, taking into account both the x and the y components of the Efield. However, ∆|E| can reach values as high as 250 V/m over 1 cm, which can lead to significant particle divergence even for short interaction times. For example, if two particles ≈ 1 cm apart within the same bunch are subject to this field gradient for 1 µs (the typical propagation time is 56 µs), their final separation will increase by ≈ 1 µs · ∆|E|/B φ = 3.4 mm. In that case we expect significant changes in shape. This estimate does not include gyro-averaging 19, 20, 42 from the ≈ 5 mm radius gyro-orbits, nor drift-averaging 19, 20 , whose effect is included in the simulations but is difficult to quantify in a simple way.
In Sec. V B we show that the theory of Sec. IV describes well the relationship between TSN statistics, despite the beam deformations and the slightly altered response efficiency function used for the detector. Figure 12 shows the mean, variance and skewness of simulated TSNs as a function of detector location. The plot of the mean is then the AP of the fast ions. To illustrate the impact of noise on the profiles of the different statistics, we make a comparison with the case of added Gaussian noise (zero skewness).
B. Simulation results for 30 eV ions
From Sec. V A, we know that N = 1.6 × 10 5 and A eff = π (4 mm) 2 = 50.2 mm 2 . We use these numbers to normalize the variance and plot it against the normalized mean, similarly as in Fig. 5 . The result (Fig. 13a) shows an approximately linear relationship, with a quadratic correction, as expected from Eq. (43). In fact, a least-squares fit of the data gives a value n max A = 7348 m −2 which is in reasonable agreement with simulated bunch widths corrected to account for the finite detector width. Indeed, assuming a Gaussian-shaped bunch, the discussion following Eq. (41) allows us to estimate w nA ≈ 1/ 2π n max A = 4.7 mm. Figure 13b shows TSN skewness versus normalized mean. Using the value of n max A determined above, we plot the predicted skewness (Eq. (44)) and find good agreement with the simulations. Some discrepancies are observed, but they are reasonably expected from the fact that fast ions exhibit behavior that is more complex than the simple assumptions used in the model of Sec. IV.
VI. CONCLUSIONS
We have developed a simple model to study the relationship between the Average Profile (AP) and higher order statistics of Time-Series of Number of detected particles (TSNs) in systems where a detector counts particles of a moving density profile.
We started with the 1D case and showed that the PDF of the particle bunch center locations is closely related to the AP. This result was deemed fundamental, since the computation of the variance, skewness, kurtosis and higher order moments of TSNs, as well as the covariance, were shown to rely on the knowledge of this PDF. Using all Gaussian shapes, we then obtained exact results in 1D. This allowed us to make a detailed comparison of theoretical predictions with statistics computed from numerically-generated TSNs. The notable level of agreement between them showed that the theory gives a correct description of the problem.
An important observation is that many different values of skewness are possible in a single AP. Care must therefore be taken when drawing conclusions from the skewness of distinct time-series, as any difference may be related to differences in the detector location (within a single AP) and not necessarily to changes of APs. This consideration may be specially important in transport studies, where one is interested in determining changes of APs to establish, for example, diffusion properties 20 of the system.
The exact results also allowed us to benchmark a series of approximations carried out to extend the applicability of the formalism to the case of non-gaussian APs. These approximations show that, under certain conditions, knowledge of the AP and a few other parameters is enough to determine the value of the variance, skewness and covariances of the TSNs in all possible locations of the detector. The procedure can easily be extended for higher-order moments such as the kurtosis.
Bunch shapes different than Gaussian can easily be considered and lead to slight modifications of the expres-FIG. 13 . Normalized variance (a) and skewness (b) of the simulated fast ion TSNs, plotted against the mean. Gaussian noise with zero mean and ση = 10 3 has been added to all TSNs. Each black dot corresponds to statistics computed for a single TSN from one particular detector location ("+" markers in Fig. 12 ). The error bars are 1-sigma uncertainties estimated using simple bootstrapping with non-overlapping blocks of 500 samples from the corresponding TSN (changing the block size does not appreciably alter the outcome). The red dashed curve in (a) is a fit of the data using Eq. (43) as a model. The fit allows us to determine the parameter n max A , which can then be replaced in Eq. (44) to produce a predicted skewness curve (red dotted line in (b)) for an assumed Gaussian-shaped bunch. There is good agreement between the model and the simulations.
sions for the approximated statistics. Conversely, it was shown that single TSNs can be used to gain knowledge into the shape of the particle bunch, an observation that may be useful in situations where detectors cannot be displaced and there is interest in establishing spatial features of the instantaneous bunch profile.
Incorporation of noise was shown to have potentially significant effects on the TSN statistics, most notably on the value of the skewness. Indeed, problems seem to arise at locations visited only scarcely by the bunch (low values in the AP), as the detection signal variance tends to vanish and noise starts dominating. Since the variance enters in the calculation of the skewness through the denominator, even small values of noise may have a big impact. This observation motivates exploring the use of alternatives to the skewness which do not require normalization by the variance.
The theory was extended to 2D and applied to studies of fast ion propagation in TORPEX. The results show that the formalism is robust and may be used in realistic situations. Future experiments with fast ions are envisioned in TORPEX to further test these ideas.
We showed that simulations using a large number of samples K lead to results that are consistent with the theory developed in the paper. However, one outstanding question is how robust TSN statistics are for different sample sizes. Further dedicated numerical studies with larger K may be required.
The formalism can be straightforwardly used to model other systems. For example, one can replace N by I and n(r) by J(r) in studies dealing with samples of current and (moving) current density profiles.
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Appendix A: Computation of mq for 1D Gaussian profiles
This appendix refers to the discussion and results of Sec. II B.
In the case of 1D Gaussian-profiles, n L (x) = G(x; 0, w 
The last line comes from the fact that the convolution of two normalized Gaussians is a normalized Gaussian. Notice that m q need not be normalized, as it is preceded by a factor that is in general different from 1 for q > 1. The width of the Gaussian in the last line is
