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ABSTRACT 

A reliable hydraulic simulation of the flow in sewer networks is important for urban drainage 
problems such as evaluation of the performance of existing sewer systems, checking the adequacy 
of design of new systems, and real-time control of storm runoff. Many sewer network models have 
been developed, but they are either proprietary, not sufficiently reliable, or too complicated. Thus, 
the Non-Inertia Sewer Network (NISN) model described in this report is developed considering and 
improving from these factors. The PC-based model can simulate accurately both open-channel and 
surcharge unsteady flows in a sewerkhannel networks. The flow can be subcritical as well as 
supercritical. The sewer/channel cross section can be circular or trapezoidal in shape. The network 
is dendritic in layout and an isonodal line method is adopted to represent the network for easy 
computer manipulation. After considering coinpu tational efficiency and accuracy, particularly the 
backwater effect, the non-inertia (diffusion wave) approximation of the Saint-Venant equations is 
selected to represent the sewerkhannel flow. Surcharge flow is handled by using the Preismann slot 
technique. These equations are solved numerically using a four-point implicit scheme. There is no 
network size limit for NISN; this is achieved by using the overlapping segment scheme. Seven 
different downstream boundary conditions, including rating curve, free fall, normal flow and stage 
hydrograph are allowed. Numerical tests of NISN have been conducted, and the results are 
compared with available experimental data or results obtained from other well tested models in order 
to verify the validity and accuracy of the NISN model. 
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1.INTRODUCTION 
A sewer network is a complex system characterized by pipes, manholes, inlets and 
various structures. The flow may pass quickly fiom open channel to surcharge and the 
surcharge flow may also floods the street surface. The flow is always unsteady because 
of the spatial and temporal variations of rainfall events. 
An important feature in today's urban storm drainage is the simulation of events for 
real time control purpose. This requires reliable models that can simulate different sewer 
flow states, open channel and surcharge flow, as well as subcritical and supercritical 
conditions. Reliable models are also needed for checking the adequacy of existing sewer 
networks and to verify the performance of sewer designs. 
Numerous sewer network models exist; unfortunately some of them are proprietary 
models, some are too complicated, whereas others are not sufficiently reliable or efficient. 
Thus, the idea to develop a reliable and efficient approximate model is the motivation 
behind the effort to produce the NISN (Non-Inertia Sewer Network) model introduced in 
this report. NISN is based on the non-inertia approximation of the Saint- Venant 
equations and can simulate both supercritical and subcritical flows under open- channel 
and surcharge flow conditions. Numerous tests and comparison with complete dynamic 
wave models have shown the effectiveness of the numerical scheme used. The 
overlapping segment technique allows to handle networks of virtually any size with 
moderate computer effort. 
Chapter 2 presents the theory of the storm sewer hydraulics followed by a brief 
literature review in Chapter 3. In Chapter 4 the mathematical model implemented in the 
software is considered. Chapters 5 and 6 deal with the physical and numerical 
verifications of the program. The user manual of NISN is presented in Appendix A. 
2. THEORY OF SEWER HYDRAULICS 
In this chapter theoretical concepts related to the hydraulics of sewer networks are 
reviewed and discussed. 
2.1 Mathematical Representation of Flow in Sewers 
a) Governing Equations 
The unsteady flow equations in terns of the continuity equation and the exact 
momentum equation (Yen, 1973) are: 
in which Q is the discharge, g is the gavitzational acceleration, t is time, x the distance 
along the pipe ,A is the flow cross section, y is the depth of the water measured normal 
to the invert, 8 is the angle of the pipe with respect to horizontal, so is the slope of the 
sewer, sf is the friction slope ,p is a momentum flux correction coefficient, K is a 
piezometric correction coefficient that accounts for the nonhydrostatic pressure 
distribution, K' is an ambient piezometric pressure correction coefficient ,T is the force 
due to internal stresses acting normal to the area A, y is the specific weight of the liquid, 
qL is the lateral flow rate per unit length of x while U, is the x-component of the lateral 
flow velocity. Equation 2.1 represents the principle of conservation of mass, while Eq. 
2.2 states the law of conservation of the linear momentum in the x-direction. The 
coefficients in Eq. 2.2 have the following physical meaning: 
- The momentum flux coefficient P (or Boussinesq coefficient) reflects the ract that 
the velocity distribution is not uniform over the cross section A. It is defined as: 
where u represents the point velocity and V is the mean velocity over the section A. For 
sewer pipes the value of P generally varies from 1.01 to 1.12; 
- The piezometric pressure correction coefficient K, accounts for nonhydrostatic 
pressure distribution and is defined as (Yen, 1973), 
J 
K =  A 
y .Ay cos8 
in which y is the mean depth of the flow averaged over turbulent fluctuation, y, is the 
cross-sectional average specific weight of the fluid and P is the local piezometric 
pressure. For a constant density fluid and if the pressure distribution is hydrostatic K=l. 
-The ambient piezometric pressure correction coefficient K' reflects the effect of the 
ambient pressure when there is a spatial change in flow cross section and become equal 
to unity for constant density and hydrostatic pressure distribution. 
The physical meaning of the various terms involved in Eq.2.2 are briefly described as 
follows: 
1) The term a/ represents local acceleration, i.e., the time rate of change of 
momentum flux and is zero for steady flow; 
2) The term ~(PQ '/A) / & is the convective acceleration, i.e., the rate of spatial 
change of momentum flux; 
3) The pressure term a ( ~ ~  -K ' ) ~  composes of the rate cos8) / &+[(K cos0 1A ] ~A/ & 
of spatial change of the piezornetXc pressure acting on the cross section and the 
component of the force due to the mean and fluctuating ambient piezometric pressure 
acting on the boundary surface. The value of these terms is zero for uniform flow but can 
be very large for rapidly varied flow ; 
4) The channel slope S,=sinB represents the component of the gravitational force; 
5) The friction slope Sf accounts for the resistance due to external shear stresses in 
the x direction. The well known equations of Manning, Chezy or Weisbach are the 
most used equations to express this term. For flows with sufficiently large values of the 
Reynolds number in prismatic channels with rigid boundary, Manning's coefficient is 
nearly constant (Yen, 1975)and hence the Manning equation is preferred for the 
estimation of the kction slope; 
6) The internal stress term , (1/ y ~/ & ,) represents the rate of spatial change of the ~ 
internal deformation stresses of the mean motion acting on the cross section. Thls tern is 
related to the ratio between the viscous and Reynold stresses. Generally the internal 
stresses can be large, but their variation with x is usually small; 
7) The last term is the lateral flow term, q , ~ ,/ g~ and represents the momentum 
f l u  of the lateral flow. 
Generally, the following assumption are made on Eq. 2.2: 
- hydrostatic pressure &stribution over A (K=K3=1); 
- uniform velocity distribution over the cross section A @=I); 
- small spatial gradient of the force due to internal stress ( ZT/ ik negligble); 
- no lateral flow (qL=O). 
With these assumptionsEq. 2.2 becomes the well known complete dynamic wave 
equation found by Barre De Saint-Venant in 1871 which can be expressed in the 
conservation fom as: 
whle the continuity equation is 
A numerical comparison between Eqs. 2.2 and 2.3 has been done by Xia and Yen (1 994). 
Equation 2.3 can be further simplified, and hfferent approximations are known in the 
literature. By dropping the term(%) in Eq. 2.3 the so called quasy-steady dynamic wave .-

is obtained. If both the local and convective acceleration terms (i-e. termdEj and(,D))are 
dropped the approximation is represented by the non-inertia model (this term is more 
appropriate than the often used name of diffusion wave). If the pressure term is also 
dropped (i.e. term la),the lanematic wave model is obtained. 
b) Kinematic Wave Approximation 
The kinematic wave approximation retains only the gravitational and friction terms of 
the dynamic equation. Mathematically there is no attenuation in the routed hydrograph, 
and the model cannot account for downstream backwater effects; in fact disturbances can 
only propagate downstream. The method has been widely applied to unsteady flows for 
its simplicity and in many situations it does represent a good approximation of the reality. 
c) Non-Inertia Approximation 
This approximation is obtained by dropping the two acceleration terms in the 
complete dynamic equation. The non-inertia model account for the downstream 
backwater effect and, for this reason, represents a substantial improvement over the 
kinematic wave simulation. This model has a lot of potential for practical purposes; it 
can describe a wide range of flow conditions with good accuracy. 
I 
d) Quasi-Steady Dynamic Wave Approximation 
This approximation is obtained by dropping only the local acceleration tern. This 
model is seldom used in open channels because generally the local and convective 
accelerations are small in magnitude and have opposite signs, so dropping only one of 
h s  terms yields worse results than dropping both. 
For the purpose of comparison between the aforementioned approximations, Yen 
(1986) gave the following table: 
Table. 2.1 Comparison of different approximate equations 
Damping of flow peak No (only numerical) Yes Yes 
Solution accuracy depend on Ax and At Usually less 
accuratethan non- 
inertia 
Account for flow No No only convective 
acceleration 
e) Selection of the Routing Method 
Some studies have been conducted by previous researchers on the applicability of 
the approximate methods. Henderson (1966) gave an example about the importance of 
the various terms in the dynamic equation regarding 'rivers with slope of the order of 10 
ft per mile or more ',with a very fast rising hydrograph. His example values, shown in 
1 

Table 2.2 suggest that generally in practice, the acceleration terms can be neglected 
without introducing appreciable errors; of course this is not true for special cases such as 
darn-break flow or for general flow in which the inertial terms are important. More 
information on the relative magnitudes of the terms can be found in Xia and Yen (1992). 
Table 2.2 Example of importance of terms involved 
in complete dynamic equation (after Henderson, 1966) 
The choice of the model approximation is generally, from the hydraulic point of 
view, a result of many factors including: 
- importance of the backwater effect; 
- the value of the channel slope and the hydrograph characteristics; generally the 
combination between the channel slope and the time of rise of the hydrograph is an 
important parameter; 
- the presence of supercritical and mixed flow regimes; 
Ponce et a1.(1978) investigated the applicability of the noninertia (diffusion wave) 
and kinematic wave models for sinusoidal shaped flood waves in a wide channel. The 
results, for the noninertia model, are summarized in the following inequality as a 
criterion for the applicability of the model with an error less than 5% on the wave 
amplitude afier one propagation period, 
in whlch Tw is the wave period, So is the channel slope, and h,is the steady unifonn 
depth . Thls criterion has been found too restrictive; some tests done with conditions 
more severe than the one reported in Eq. 2.5 have found good agreement between the 
non-inertia and the complete dynamic wave models. This is due to the fact that Eq.2.5 
has been derived using a linearized foxm of the governing equations without considering 
the downstream backwater effect. 
f )  Surcharge Flow Hydraulics 
The dynamic relationship for a surcharge flow in a pipe is represented by the 
following equation (Yen and Pansic 1980): 
where Huand I& are the total head at the entrance and the exit, respectively, K, and 
Kdare the pipe entrance and exit loss coefficients, and L is the pipe length. Equation 2.6 
indicates that the head difference between upstream and downstream is equal to the sum 
of the entrance loss, pipe friction loss, exit loss and local inertia term (Fig. 2.1). The 
kction term can be expressed by using the Manning, Chezy or Darcy-Weisbach 
equations. 
Fig.2.1 Surcharge flow in a pipe 
A useful conceptual schematization of the surcharge flow is the one introduced by 
Preismann (Cunge and Wegner, 1964). The idea is to transform the surcharge flow into 
an open channel flow by introducing a fictitious continuous slot .A comparison between 
the standard and the Preismann methods can be found in Jun and Yen (1 985). Generally 
the Preismann slot concept has some advantage in term of stability and simplicity of 
programming. 
An unsolved problem is the transition between the open channel flow and the 
surcharge flow. In fact thls is a very complex phenomenon, that shows instabilities 
related to the degree of air entrainment and other factors (Haman and McCorquodale, 
1982). Despite its physical complexity, the transition is mathematically simplified in all 
the models developed. 
g) Numerical Methods for Unsteady Flow Equations 
For the nuerical solution of the unsteady flow equations different finite difference 
approaches are available, namely, the characteristics methods and the dlrect method. The 
direct method can be divided into (a) the explicit schemes and (b) the implicit schemes. 
In the method of characteristics the partial differential equations are transformed into 
total differential equations along the characteristics and then solved numerically. In the 
explicit methods, the dependent variables on an advanced time line in the computational 
grid are determined one point at a time from the known values at the preceding time and 
space lines. Several explicit numerical schemes have been developed and a review of 
some of them can be found, for example, in Yevjievich and Barnes (1970) and Lai 
(1986). These numerical schemes are relatively simple but have some limitations and the 
computation time must satisfy the Courant condition: 
In the implicit methods, all the unknowns at an advanced time level are found 
simultaneously by solving a system of algebraic equations. In this case the value of At is 
, 
usually regarded as unlimited by the stability criterion. A review of some implicit 
scheme is given by Yevjievich and Barnes (1970) and Lai (1986). 
Other numerical methods such as the finite element method are also available. This 
latter method has found applications in unsteady flow modeling, especially when 
irregular boundary shapes are present; but no application is known for the analysis of 
sewer network flows. 
2.2 Hydraulics of Sewer Junctions 
An important component of sewer networks are the junctions that join two or inore 
sewers. A correct representation of the flow phenomena in these structures is essential 
to obtain reliable simulation results. Sevuk and Yen (1973) demonstrated the importance 
of properly accounting for the junction characteristics in the hydraulic simulation of a 
sewer network. There are a great number of types of junction structures and a 
classification can be made using some criteria. Yen (1986) classified the junctions 
accorchng to : 
Number of joining sewers: 
- one-way junctioi~ 
- two way junction 
- three way junction 
-more than three way junction 

Direction of sewer flows: 

- rnerg-ing 
- dividing 
-merging and dividing 
Type of junction flow: 

- open channel j unction 

- surcharge junction 
- partially surcharge junction 

Storage: 

- reservoir junction 
- point junction 
The flow in a junction is always vely complex, involving three dimensional flow 
pattern and head losses. Presently, a general theoretical formulation of the problem is 
not available, and the only practical approach is based on experimental works for 
various junction configurations. 
The continuity equation at ajunction can be written as: 
where Q represents the inflow into or outflow from the junction of the i-th sewer, Qa, 
is the discharge that directly enters into the manhole from the surface mlet, and s is the 
storage in the junction. Either the energy or the momentum equations can be applied as 
the junction dynamic equation. Usually the energy approach is preferred because of the 
more reliable practical estimate of the loss of energy than the knowledge on the pressure 
acting on the junction boundary. 
The energy equation in a one-dimensional form can be written as (Yen, 1986): 
where Zi is the pipe invert elevation above a reference datum at the junction, Piand Vi 
are the pressure and velocity of the flow of the i" sewer; Ha,,is the energy input per 
unit of volume of the direct inlet inflow expressed in water head; Ki is the entrance or 
exit loss coefficient for the ih sewer and Y is the water depth in the junction. Equation 
2.6 is a general relation that can be simplified in different ways. In Chapter 4 a 
simplification of two basic types of junctions, the point and the reservoir j unctions, will 
be presented. 
3. BRIEF LITlERATURE REVIEW 
Unsteady flow has always been a challenge topic in hydraulics, and a great number 
of works has been published since the fust basic work of De Saint-Venant on the 
'Theorie et equations generales du movement non-permanent des eaux courantes' (De 
Saint-Venant 1871) appeared. With the advent of digital computer, also a number of 
numerical methods has been proposed and compared for solving these equations. 
The exact momentum equation (2.2) ,or its approximations form at the level of 
noninertia or hgher, together with the continuity equation, constitutes a system of non- 
linear hyperbolic equations for which analytical solution is not known. Approaches to 
approximate these equations in obtaining solutions for unsteady flows can be classified 
into two groups: 
- analytical, by linearization of the equation and simplification of the boundary 
condition; 
- numerical, by applying the finite difference, finite element or other methods. 
3.1 Analytical Solutions 
To reduce the partial dfferential equations to an analytically treatable form the 
following assumptions are generally made: 
1- linearization, by using a reference flow condition and by introducing small 
perturbations in the flow; 
2- relaxation of the downstream boundary condition; 
3- use of constant cross section of the channel, usually a wide rectangular 
geometry. 
These assumptions reduce the original equations to a second-order linear partial 
differential equation that can be integrated analytically. 
In the case of the non-inertia model, with Eq. 2.1 and Eq. 2.2 neglecting the inertia 
terms, the continuity and dynamic equations are first differentiated once with respect to 
x and t ,the results are then combined and rearranged to yield a nonlinear second order 
partial differential equation of the parabolic type 
in which 
Q =c(Y)& 
where y represents the water depth, and 
5(Y) =ACfRm 
For Chezy's formula, m=0.5 and CFC ,the Chezy coefficient. For Manning's formula, 
m52/3 and C&Jn (&=I for metric units). For the Darcy-Weisbach formula, m=1/2 
and ,where f being the Weisbach coefficient. 
Equation 3.1 can be written as 
with c and D given by 
These coefficients represent respectively the wave celerity and wave dispersion. 
Considering a wide rectangular channel with q representing the discharge per unit 
width, Eq.3.2 becomes: 
By assuming a linearization reference discharge q, and a reference depth yoto be 
constant such that q=q,+q7 and y=y,+y7, Eq.3.3 can be written in a linearized form as 
follows: 
This approach was fust applied by Hay-ami (1951), and was called the diffusion wave 
model because of the diffusion-convection type of the Eq 3.2 . By considering the 
coefficients c and D as constant, a numerical solution can be obtained. 
Equation 3.2 explains also the attenuation of the flood wave during the routing. For 
an observer who moves with a celerity 'c7 the discharge varies with 
With D>O the discharge diminishes proceeding with the peak for which is ~'Q/c?x'<o. 
Lighthill and Whitham (1955) derived the same type of diffusion-convection equation 
from the kinematic wave approximation. Therefore, for clarity, Yen (1986) suggested to 
call the model obtained by dropping both the acceleration terns the non-inertia model; 
t h s  convention will be used hence on in t h s  work. 
Tingsanchali and Manandhar (1985) developed an analytical noninertia model for 
flood routing with lateral inflow and backwater effects by linearizing the equation about 
an average depth that is the sum of the uniform depth at the initial flow condition and 
the average height of the water level above this depth. The model is applicable to slowly 
rising floods and for Froude number less than one-half. 
Wang and Yen (198'7) expressed the non-inertia equation for a rectangular channel 
as: 
They considered also other cross sections such as trapezoidal and circular and derived 
the correspondmg forms of non-inertia equation. For trapezoidal channel with bottom 
width Bwand size slope z: 
By considering an initial condition of a steady uniform flow and different boundary 
conditions, by taking the Laplace transform and the convolution theorem they obtained 
an analmcal solution of the model. The solution is applicable to situation where 
backwater effect is significant, but not for supercritical flow conditions. 
3.2 Numerical Solution 
Many numerical methods have been developed to solve the De Saint-Venant 
equations in the complete or approximate forms. Stoker (1 953) applied the 
characteristics method to river flow problems. Isaacson et al. (1956) applied the direct 
explicit method to the movement of floods in the Ohlo river. The first detailed 
description of application of an implicit scheme was published by Richtmyer (1957); 
since that time many mfferent implicit schemes have been developed. For a review of 
the various schemes see Liggett and Cunge (1975) and Lai (1986). Among the 
numerous implicit schemes, Amein's four-point scheme (Amein, 1968)has been widely 
applied with good results in term of accuracy and stability. 
The characteristic method has been applied by many researchers by using the 
Courant scheme, the first-order scheme (Lin 1952, Hartree 1952) and the second-order 
scheme (Hartree 1952, Lister 1960, Sevuk 1973). Other schemes such as the specified 
interval scheme (Jolly and Yevjevich, 1974) have also been suggested. 
Numerous studies have been carried out to compare the various schemes. The works 
of Liggett and Woolhser (1967),Strelkoff (1970),Yevjevich and Barnes (1970),Sevuk 
and Yen (1 973,Price (1974),Abbott (1979)and Cunge (1981) are ofparticular 
importance. 
3.3 Review of Sewer Network Computer Models 
Many models have been developed for the simulation of flow in a sewer network 
under unsteady flow condition. A list of the major ones can be found in Yen (1986). 
Two of the earliest models to apply the complete dynamic wave equations for sewer 
network simulations are the ISS model and the CAREDAS model. ISS (Sevuket al. 
1973)uses the method of characteristics and the overlapping segment techmque. 
CAREDAS (Chevereau et al. 1978) is a proprietary model developed by the French firm 
SOGREAH at Grenoble and uses, to solve the complete dynamic wave equations ,the 
Preisrnann four-point implicit scheme. 
ILLUDAS ,the Illinois Urban Drainage Area Simulator was developed at the Illinois 
State Water Survey (Terstriep and Stall 1978). Its highest hydraulic option uses a 
kinematic wave approach. 
The well known SWMM model (Metcalf & Eddy 1971)orignally uses the 
lunematic wave routing for sewers. Later the EXTRAN (Roesner and Shubinski 1982) 
model was developed using an explicit scheme to solve the complete De Saint-Venant 
equations. 
Pansic (1980)developed the dynamic wave model SURDYN to investigate the 
surcharge phenomena in a sewer network. In the same period Sjoberg (1981)developed 
the swedish model DAGVL-A that solves the complete dynamic wave equations by 
means of an implicit mixed centered-box scheme. 
The model S1 IS (System 11 Sewer) was developed at the Danish Hydraulic Institute 
(DHI) about the same time (Hoff and Clausen et al. 1981). The model has been updated 
and maintained as the proprietary model MOUSE, which is a comprehensive and 
general software for the simulation of unsteady flows in a sewer network by means of 
the complete and approximate De Saint-Venant equations. Hydraulic Research at 
Wallingford (UK) developed a Wallingford Package in late 1970's for sewers; it has 
been updated in phases (WALLRUS, SPIDA) and is now the proprietary software 
HYDROWORKS. 
3.4 Models using Non-inertia Approximation 
There are three known existing models that use the non-inertia approximation to 
simulate the unsteady flow process in a sewer. Two of them are proprietary model, whle 
the third one has not further maintained and developed. 
(1) DAGVL-DIFF is the nonproprietary model that was developed at the Chalmers 
University of Technology (Sjoberg 1982); 
(2) HVM-QQS is a proprietary model developed by Dorsch Consult (Klym et Al. 
1972) in which the downstream boundary condition is not specified and hence 
unable to account for downstream backwater effect; 
(3) MOUSE contains the noninertia approximation option using the same Abbott six- 
point numerical scheme as that used to solve the complete dynamic equations. 
Table 	3.1 is a non-exhaustive list of published computer sewer network programs at 
the hydraulic level of non-inertia or igher. Some of them are no longer 
maintained while others (e.g., MOUSE, HYDROWORKS) are continuing 
updated. 
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4. MATHEMATICAL MODEL 

T h s  chapter explains the various characteristics implemented in the non-inertia 
sewer network model (NISN) concerning the numerical methods used, network 
configuration and treatment of surcharge flow. 
4.1 Non-Inertia Model 
The non-inertia approximation of the De Saint-Venant equations has been chosen to 
formulate the mathematical model. Thls approximation (see Chapter 3) is obtained by 
neglecting the local and convective acceleration terms in the momentum equation. 
We have the following continuity and momentum equations: 
in which: 
A = flow cross-sectional area; 
Q = dscharge; 
y = water depth; 
So= sin@= longtudinal slope of the bed; 
SF kction slope; 
@= angle between sewer\channel bottom and the horizontal plane. 
The friction slope for turbulent flow is evaluated by the Manning formula: 
in which: 
n = Manning's roughness factor; 
R = hydraulics radius; 
K = constant ( K= 1 for S I  units and K=1.486 for English units). 
The absolute value in Eq.4.3 allows to account for reversal flow. 
Substituting Eq. 4.3. into Eq. 4.2. and replacing the depth y with the water surface 
stage h, we obtain: 
4.1.1 Finite Difference Equations 
The system of PDE formed by Eqs. 4.1 and 4.4 is written in finite difference form 
by using a box scheme. The treatment follows the method indicated by Akan and Yen 
(1981). 
The Preismann 4-point box scheme is widely used and was first developed by 
Preismann (1961) at SOGREAH. It is a simple and efficient implicit scheme with 
expressions: 
Usually a value ( ~ 0 . 5for the space weighting and a value 0 . 5 iM  -0for the time 
weighting are used. In the present study the following values are used: e = 1 and 
\p = 0.5 . 
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Fig.4.1 Discretization of elementary segment 
Hence, 
With these quotients Eqs. 4.1 and 4.4 become respectively: 
Applying the equations to a segment like the one illustrated in Fig. 4.1 and considering a 
constant Ax for each sewer, we obtain: 
in which the subscript k identifies the sewer number, 1,2, 3 or 4 which are connected to the 
same junction. 
In Eq. 4.5 the unknown terms are those with the superscript (j+l)except the term Q[; 
which is specified as the upstream boundary condition. The discharge Q is given by: 
which is function of the water surface elevation h. Substituting Eq. 4.6 into Eq. 4.5 yields: 
in whichthe unknowns are: hi:',hC, h$' , hG1 for i=1,2 ,....., L(k) and k=1,2,3,4. 
We have n=L(l)+L(2)+L(3)+L(4) unknowns and (n-4) equations. 
The downstream boundary condition supplies one equation in the form: 
f4,L(4,(htk41) =0 (4.8) 
The remaining three equations are obtained fiom the junction conditions and are 
dependng on the type of junction and on the inflow and outflow conditions of the flow: 
fl,L(l) (hl2(1,  h E )  = O (4.9) 
f 2 , ~ ( 2 )  ( h g l ( 2 )  h z )  = 0 (4.10) 
f,,,(,) (hi?(:(,, h E )  = O (4.11) 
in whch, for the junction: 
j+lQZ= QC;(~) .  Q3 ,~(3) .  Q:;Ltr type of junction) f ( ~ i y ( ~ ) ,  
Equations 4.7 to 4.11 constitute a system of n nonlinear algebric equations of n 
unknowns that can be solved simultaneously. 
4.1.2 Solution of Finite Difference Equations 
For the solution of the system of finite difference equations two different techniques 
have been compared. The first technique uses a modification of the Powell hybrid 
method (Powell, 1970) . The subroutine NEQNF of the IMSL package has been 
implemented for this purpose. The second uses Newton's iteration method. Some tests 
have shown that the two methods are almost equivalent. The first one shows a more 
global convergence but the second one has been chosen in this work because it is faster 
in terms of computer time and it requires no external subroutines. 
Newton's method is a well known iterative technique for solving a system of 
nonlinear algebraic equations. Equations 4.7 to 4.11 can be expressed in a vector form: 
where r--al,h2, . . . . . . . . hn) is the vector of the unknown variables. By expansion in 
Taylor series, 
and expressing the result in matrix notation, 
f(x +6x) =f(x) +J-6a+0(6x2) 
where J is the Jacobian whlch is a coefficient matrix made up of the first partial 
derivatives of f,(x) evaluated at x. By neglecting the higher order terms and setting Eq. 
4.14 equal to zero, the result is 
5 . 6 ~= -f 
The linear system, Eq. 4.15, is solved for 6x and the improved estimate of the solution 
results: 
X ~ + I=xk +6x 
The process is then repeated until 6xbecomes smaller than a specified tolerance. 
A problem in the application of the Newton method is non-convergence if the initial 
guess is not sufficiently close to the solution. For this reason Newton's method is 
modified to account for a strategy in the NISN model to guarantee a more global 
convergence of the alghoritm. The subroutine used is NEWT whch has been developed 
by Press et al. (1992) which has been found to converge globally even if the initial guess 
is not very close to the real root. 
4.2 Network Configuration : Isonodal-Line Method 
An important part of the model is the representation of an arbitrary sewer network. 
In the present study only dendritic (tree-type) networks are considered. However, 
extension to looped network can easily be achieved in the future. 
The isonodal-line method, developed by Yen et al. (1984), has been applied for the 
sewer network representation. Thls method allows the implementation of efficient 
computer algorithms to describe the topology of the network. Shown in Fig. 4.2 is a 
typical tree-type sewer system. 
Source node 9 Junction node\ ,' a Exit node 
-LinkY 
Fig. 4.2 Dendritic sewer network 
Upstream source inlets and network exit are defined as exterior nodes. A link is a 
sewer conduit that links two nodes or manholes. A junction (or manhole or internal 
node) is a point of confluence between two or more links. An exterior node has only one 
link connect to it. 
The Isonodal-line method uses a set of fictitious lines (the isonodal lines, N), 
defined as " lines that pass through manholes (nodes) which are separated from the sewer 
network outlet by the same number of links". The construction of the INL's starts from 
the outlet and proceeds upstream on the network. The numeration of the Isonodal lines 
proceeds contrarily from upstream and terminates at the outlet. 
In each INL the nodes are numerated differently and independently. Each node is 
uniquely identified by the number of the INL and the number of the manhole. The 
advantage of this simple method is the facility of computer implementation and easy 
management of possible eventual modifications of the network (adding or removing 
pipes, manholes, etc.). Figure 4.3 shows an example of the method. 
- '--INL 7
outlet 

Fig.4.3 Isonodal lines 
4.3 Overlapping-Segment Method 
To allow the solution of a large sewer system with moderate computer efforts, the 
overlapping-segment scheme is applied in this study. The method was introduced by 
Sevuk and Yen (1973) and is illustrated in Fig.4.4. The entire network is subdivided 
into many Y-segments. Each of these segments cover one junction to which 2,3 or 4 
sewers arejoined. Neighboring segments have one common link overlapped. The Y-
segments are solved starting from the upstream. For each segment the solution for the 
outflow pipe is discarded, while the solutions for the upstream pipes are retained. For 
example, in the solution of the first segment (segment I), the solutions for the upstream 
sewers 1 and 2 are kept, while the solution for sewer 3 is rejected. The "true" solution 
for sewer 3 will be found successively when segment 111 is solved. 
The solution obtained with this method accounts only for the backwater effects that 
involve no more than two sewers upstream. Thls is not in general a major problem 
except in a few occasions where due to the extremely mild slope or short sewer length 
and to the relevant backwater effect, more than two sewers are affected by the 
downstream condition. In this case the method involve an error. As a remedy, an 
iteration of the method could solve the problem. 
Fig. 4.4 Overlapping segment scheme 
4.4 Initial and Boundary Conditions 
The initial condition, i.e. the status of the system at the first time step, must be 
known. Different procedures are implemented in different available models. NISN model 
always starts with a uniform flow in all the pipes. For the case of higher downstream 
level than the upstream level at the meeting section of two sewers ,the downstream 
stage is assumed to extend upstream until it meets the uniform flow water surface in the 
upper sewer. Figure 4.5 shows how the uniform profile (AE) for sewer 1 is changed 
(ABC) due to the high stage in sewer 2. 
At the beginning of each simulation run, a period of "warm up" is needed to adjust 
the initial assumed level to a backwater profile corresponding to the steady nonuniform 
baseflow. Starting with an inappropriate set of initial conditions has been found to be 
the principal cause for failure of numerical simulation. 
sewer #2 
Fig. 4.5 Assumption of initial condition 
The non-inertia model requires the specification of two boundary conditions. In the 
NISN model they are: 
- 1 upstream boundary condition that consists of a discharge hydrograph; 
- 1 downstream boundary condition as described in Table 4.1. 
In Table 4.1 x(n) denotes the downstream depth in the outflow sewer of the segment. 
and Q(n) the discharge in the same section. 
The downstream boundary condition DBC=4 is known as the Jones formula and is 
actually a non-inertia approximation of the downstream boundary condition. Some 
conditions seem to be theoretically redundant; but they are present to facilitate easy 
input of the data (see Appendix A). The condition DBC=3 specifies a free-fall 
downstream condition and the critical depth is assumed at the downstream boundary. 
For circular pipes the equation for DBC=3 (Eq. 4.15) is given by an approximate explicit 
equation used by Abbott et al. (1981). 
where y, is the critical depth and d the diameter of the circular pipe. This approximation 
is good for 00.2<yc/d<0.85. A practically equivalent equation was developed by Straub 
(French, 1986). 
The downstream boundary condition plays an important role when the overlapping 
technique is used; in fact for each segment it is possible to change the DBC according to 
special conditions present downstream. When solving for a large network, default DBC 
for the intermediate overlapping segment is assumed to be the normal depth. 
Table 4.1 Downstream boundary conditions included in NISN 
No. Downstream boundary condition Equation 
1 weir-type fi(Q(n),x(n))=o 
2 rating curve f~(Q(n>~x(n))=o 
3 fiee-fall 
~ ( n ) ~. T  
= 1 
g-
4 Jones condition K 1'2 
Q(n) = -A€2213(r, -%)n 
5 normal flow Q(n) = K (s,) ' '2-A R ~ ' ~  
n 

6 stage hydrograph fi(ty x(n))=o 
7 constant water level x(n)= constant 
4.5 Flow Conhtion at Junctions 
The flow in ajunction is generally complicated involving three dimensional patterns, 
flow separation and energy losses. Use of the momentum equation is difficult because 
of the necessity to know the exact geometry of the junction and the characteristics of the 
pressure acting on it. A common approach is to use a simplified energy equation. Two 
simplified types of junction are schematized in the model: 
- the point junction 
- the reservoir junction 
4.5.1 Point Type Junction 
In the point junction assumption, the manhole is schematized as a single confluence 
point with no storage capacity (Fig.4.6). The continuity equation is, 
Q4 = Q 1  +Q2 +Q3  +Qinlet 
in which Qi (i=1,2,3,4) is the instantaneous discharge for the pipes that are linked with 
the junction and Qae, is the discharge that enters dlrectly into the junction from the land 
surface inlet. 
The energy equations is replaced by the "kinematic compatibility condition" for the 
depths, that is: 
- for subcritical flow: 

Yi T i c  if drop(i)+yiC> y4 (case 82)  

drop(i)+yi=~4 	 otherwise (case B1) 

for i=1,2,3 where yic is the critical depth . 

- for supercritical flow: 
Yi -Y iu  if drop(i)+yiU> y4 (case A2) 

dr0p(i)+yi=y4 otherwise (case A1) 

Plan view 
/-
4.................... .-......., 
 Pipe # 4  . 
Sec. A-A Treated as 
a po in t  
Fig.4.6 Scheme of point junction 
for i=l,2,3 where yiu is the uniform pipe flow depth corresponding to the 
instantaneous flow Qi 
Conchtions Al, A2,B1 and B2 are sketched in Fig..4.7. Condrtion A1 implies a 
supercritical flow in the upstream pipe, and a water level in the junction that is above the 
uniform depth flow in the upstream pipe. In this case a hydraulic jump is physically 
present somewhere inside the upstream pipe and it can moves up and down according to 
the variation of the depth in the junction. In this case the non-inertia model assume a 
continuos variation of the free surface that approximate the real profile. 
4.5.2 Reservoir Type Junction 
This type of junction is assumed to have a large storage volume such that it can be 
hydraulically schematized as a reservoir (Fig.4.8). All the kinetic energy of the inflow is 
dissipated and the water level in the junction is assumed horizontal and time dependent. 
The net discharge in the junction is equal to the time rate of change of the storage in the 
junction: 
where A,,, =horizontal cross sectional area of the junction and E4is the specific energy 
of the out-flow: 
For t h ~ s  type of junction the following cases (Fig.4.9) areconsidered: 
- for subcritical flow: 

Yi T i c  if drop(i)+yiC>H, (case R 1) 

dr0p(i)+yi=H, 	 otherwise (case R.2) 

for i=1,2,3 and yic is the critical depth 

- for supercritical flow: 
Case B1 
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Fig.4.7 Flow conditions for pointjunction. 
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Fig.4.8 Scheme of reservoir j unction 
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Fig. 4.9 Flow conditions for reservoirj unction 
35 
Yi 7 i u  if drop(i)+yi,> H, (case R3) 
dr0p(i)+yi=Hr otherwise (case R4) 
for i= 1,2,3 and yiu is the uniform pipe flow depth corresponding to the 
instantaneous flow Qi . 
By considering also the entrance loss coefficient K, ,the water level in the reservoir 
can be expressed as : 
where H, is measured from the upstream invert of the outflow pipe. 
A simplified version of the reservoir typejunction is also implemented in the MSN 
model by neglecting the velocity head in the outflow pipe and assuming for the depth in 
the reservoir: 
4.6 Surcharge Flow Conditions 
Sewers are mostly designed to work as open channel, but sometimes, exceptional 
rainfall or underdesign cause the fill and surcharge of the sewer. Occurrence of 
pressurized 111conduit flow depends on different conditions present at the inlet or outlet 
of a sewer (Yen 1986) and the transition between open channel and surcharge flow is 
not smooth, with instabilities due to air entertainment and sometimes, due to the 
presence of a moving hydraulic jump. Another problem is due to the fact that the 
discharge-depth relationship is not unique in the upper part of a circular conduit and the 
maximum discharge does not occur at the full-pipe condition. Consequently in 
computation where the pipe is near full, different water depths could have the same 
value of discharge. 
Substantially two techniques to simulate a surcharge flow in a pipe are available: the 
so called Standard method (Pansic 1980; Jun and Yen 1985) and the Preismann slot 
techmque (Preismann and Cunge 1961). The first one separate the open-channel flow 
from the surcharge flow and represents them mathematically with different sets of 
equations, solving surcharge flow of a single sewer as a whole. The other uses an 
imaginary narrow open slot on the top of the pipe to transform the surcharge flow into an 
equivalent open-channel flow. A comparison between the two methods is given in Jun 
and Yen (1985). 
In the present work, the Preismann slot concept has been used. The original idea is to 
insert a narrow slot over the entire length of the pipe and hlgh enough, eventually, to 
intersect the surface of the street (Fig. 4.10). This artifact allows to use the same 
equations to simulate both the open channel and the pressurized flows, simplifying the 
numerical part of the model. 
The first problem that arise in applying the method is the one regarding the width of 
the slot. In fact, if the slot is too narrow, instabilities problems can arise, while if is too 
large, potential accuracy problem in the mass and momentum balance occur. 
Theoretically, to determine the width of the slot, we can consider the surge celerity in the 
pipe accounting for the compressibility of water and the elasticity of the conduit and 
imposing a width such that the wave celerity in the slot is equal of the actual elastic pipe 
pressure wave speed (Yen, 1986). This gives the following equation: 
Afull 
BdOt =g, 
a* 
in which 
BsId= width of the slot; 
Am= cross sectional area of the full pipe; 
a= pressure wave speed in the elastic pipe. 
A common range of practical value can be fixed from 1 mm to 1 cm. 
The second problem encountered in the numerical implementation of the Preismann 
technique is due to the sudden discontinuity passing from the pipe to the slot. This can 
cause numerical instability and often requires special attention. The solution is achieved 
by introducing a gradual transition at the top of the pipe by introducing a geometry such 
that the transition between open channel and pressurized flow occurs gradually. 
Different models use different equations for the transition Table 4.2 lists the values used 
in the MOUSE model. Sjoberg (1982) on the basis of many numerical simulations, 
proposed the following equation for pipe of circular shape: 
where y/d is the ratio between the depth of the water and the diameter of the pipe. 
Fig.4.10 Preismann slot concept 
In the NISN model the BS1,,can be set by the user. A range of values between 1 and 
15mrn is recommended. The transition and the Preismann slot concept implemented in 
the proposed model are summarized in Table 4.3. Figure 4.11 is a sketch for a circular 
pipe. The changes for 0.9l<y/d< 0.999 are made to have a unique relationship between 
the depth and discharge, while the values for y/d>0.999 account for the presence of the 
fictitious slot. Figure 4.12 is a graph of the variation of B, A and R with the depth in a 
circular pipe of diameter equal to 1 m.. 
Fig.4.11 Circular pipe with fictitious slot 

Fig.4.12 Characteristics of a circular pipe 

Table 4.2 Dimension of slot in MOUSE (d=l m) 
Table 4.3 Geometry for y / d >  for circular conduit implemented in MSN 
Depth y 4 . 91d 0.91d I y I 0.999d 0.999d<y 
Geometq 
Area A 
-
d2 (4 - sin 4) -d2 (4 - sin 4) A.,, + B , ( Y - ~ )  
8 8 

Top width Bw d sin-4 d sin -4 B~I, 

2 2 

Hydraulic radius 2 ~ j )  - 0 . )  q(,- si; (b0.91d)
R 4 0.91d 0.91d 
5. VERIFICATION WITH PHYSICAL EXPERIMENTS 

In order to check the capability of the model to reproduce the physical phenomena of 
unsteady flow, published experimental tests in the literature have been simulated 
numerically and the results compared with the available data. 
5.1 Munich Experimental Data (Treske - 1980) 
The first comparison is done using the data from an experimental channel in 
Germany (Treske 1980). The system consists of a main and a tributary flume (Fig. 5.1)) 
with fixed geometry and slopes. The principal characteristics of the flumes are 
summarized in Table 5.1 in whlch L is the length of the channel, B is the width, n is the 
Manning coefficient and so is the longtudinal slope. The channel has a composite 
section, but for all the experiments used in the present work the flow was confined in the 
lower rectangular channel. 
Table 5.1 Principal characteristics of Treske's channels 
1 Channel I L (m) I B,(m) I I I 
main 210 1.25 0.0115 0.00019 
tributary 140 1-00 0.0126 0.00014 
For the present work, five runs have been chosen for numerical simulation (Table 
5.2). The first three involve only the main channel, whereas the other two consider the 
complete system of the main and tributaly channels. The results of the numerical 
simulations are reported in Figs.5.2 and 5.3 together with the measured data. A general 
good agreement is noted. 
Table 5.2 Experimental runs simulated 
Run No. %ax (Usec) %Em (11sec) 
Main channel Tributary channel 
PG103O 190 -----
PG1060 192 -----
PG1120 197 -----
HN10045 54 101 
HN14545 122 107 
In Fig. 5.2 QUand Q(l) represent respectively the measured and calculated upstream 
discharge, whle Qd and Q(n) the measured and calculated downstream one. Likewise 
hu and h(l) denote the upstream stages while hd and h(n) the downstream ones. Fig. 5.3 
shows the results from the system of a main and a tributary channel. The discharges Qmu 
and Qmd are at the upstream and downstream ends of the main channel, respectively, 
Qtu is the upstream discharge in the tributary, hmd is the stage at the downstream end of 
the main channel and hj is the stage at the junction of the two channels. 
In all the simulations, a rating curve has been chosen as the downstream boundary 
condition. The equation of the rating curve, obtained by regression of all five runs of 
experimental data is: 
where Q is the discharge in m3/s and y is the flow depth in meters. This equation fits 
the data well enough for all the five tests except for test HN10045 for which a loop in 
the relation of Q vs. y is observed. The rating curves with the experimental points are 
reported in Fig.5.4 in which the points represent the measured values. 
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Fig. 5.4 Measured discharge-depth relationship and rating curve 
5.2 Colorado State University (CSU) Experiments 
Some of the data collected in a large experimental program carried out at the 
Colorado State University during the period 1960- 1970 have been used. The data are 
reported in a series of papers by Yevjevich and Barnes (1970). The experiments were 
performed using a 3-tt diameter pipeline 822 feet long situated in the outdoor laboratory 
at the CSU Engneering Research Center. The pipeline was of steel with carefully 
smoothed joints. 
For the present study, two experiments have been selected ;the principal 
characteristics of these runs are summarized in Table 5.3. 
Table 5.3 Experimental data from CSU 
Run Slope Base flow Base flow Peak flow Wave 
No. SO depth Discharge discharge duration 
(feet) (cfs) (c fs) (sec) 
090004 0.00048 1.076 5.292 22,349 107 
1 - 13 0.00099 1.075 7.280 36.535 120 
For the calibration of the value of the Manning coefficient, the value of n giving the 
same base flow depths for both the measured and calculated data has been chosen. A 
value of n=0.011 has been found for Run 090004 and n=0.0104 for Run 1-13. In both 
experiments the downstream boundary condition was a free overfall and it is used as the 
downstream boundary condition in the numerical simulation. The results are reported 
in Figs. 5.5 and 5.6 in terms of depth versus time for selected sections along the pipe 
(50,254.2,462.5 and 669.8 feet from the inlet respectively). Generally, the numerical 
reconstruction is good even if differences are present due to many factors, such as the 
choose of the Manning value. In the simulation of both runs time step AF2.5 sec and 
space step of Ax=16.44 feet were used. 
CSU Run No.090004 at 50 ft (calc.) 
- ------ at 254.2 ft (calc.) 
- - - - .eat 462.5 ft (calc.) 
.- - - -
.at 669.8ft (calc.) 
at 50 ft (meas.) 
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+ at 669.8 ft (rneas.) 
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Fig.5.5CSU experiment no. 090004 
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Fig.5.6 CSU experiment no.1-13 
5.3 Hydraulic Research Station (UK) Experiments 
The last set of experimental data used is that from experiments on a single sewer 
pipe, camed out at the Hydraulic Research Station (Ackers and Harrison 1964). The 
principal characteristics of the channel of the selected and simulated experiment are 
reported in Table 5.4. Also for this run the downstream boundary condition is represented 
by a free overfall. 
Table 5.4 HRS experiment 
Diameter Long. slope Manning Base flow Peak disch. 
(ft) SO n (cfs) (cfs) 
1 0.00 1 0.01 16 0.176 0.66 
Input Duration of Time of peak Lenght of pipe Depth of base 
hydrograph input hydrogr. flow (fi) flow (ft) ' 
trapezoidal 132 sec 60 sec - 72 sec 1000 0.25 
Fig. 5.7 shows the inflow hydrograph whlle the results of the comparison are shown 
in Fig. 5.8. Plotted in the figure are reported the values of the calculated and measured 
instantaneous depths at cross sections 28.4 and 255.7 feet, respectively, from the inlet. 
The numerical simulation has been computed using a time step At=1.5 sec and a 
space step Ax=28.5 feet . 
0 q 9 a s 1 * s t s I m o ~ * t t s f *> 3 ~ I t . ~ ~ l , , , , , , , , , , , , , , ,@ 
0 58 100 150 200 250 300 350 400 450 500 
Time (seconds) 
Fig. 5.7 Inflow hydrograph (HRS run) 
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Fig. 5.8 Calculated and measureddepth (HRS run) 
6 NUMERICAL SIMULATIONS AND COMPARISON 
In order to check the model performance against other available computer models 
and for different simulation conditions, numerous tests have been conducted. In the 
follow the most significant results are reported. The simulations cover both open-channel 
and/or surcharge flow conditions in a single sewer as well as in more complex sewer 
networks. 
6.1 Single Sewer 
In order to investigate the sensibility of the model to the variation of the time step At 
and/or the space step Ax in simulation, numerical tests have been run on a simple 
circular pipe. Table 6.1 shows the data used. 
Table 6.1 Data for a single pipe 
Diameter Length L Slope Manning DBC 
(feet) (feet) SO n 
6.0 200 0.0006 0.015 normal flow 
For this simple channel tests have been conducted by varying the time step At from 
15to 60 seconds and the length Ax from 20 feet to a single reach of 200 feet. Shown in 
Fig. 6.1 is a comparison for the case of At=60 sec and the total length (200 feet) divided 
into a number of reachs equal, respectively, to 1,2,4 and 10 (Ax=200, 100, 50 and 20 
feet). The discharge Q(1) is the upstream discharge while Q(n) is the downstream 
discharge. The input hydrograph (Eq. 6.1) is the same for all the runs and is represented 
by a sinusoidal equation with a peak discharge equal to 50 cfs and a duration of 40 
minutes. 
The resulting flow conditions are all in the subcritical regme. The results show no 
appreciable differences among the different simulations; this is partly due to the relative 
short length of the sewer pipe. 
Figure 6.2 shows the results for different values of At with Ax= 50 ft. The results 
are almost identical with slight differences near the peak and at the beginning and end 
of the hydrograph. The maximum peak is obtained with the smallest value of At (i.e. 
At=15 sec) whch presumably represents a better approximation of the unknown true 
solution. 
The result obtained in Fig. 6.1 does not imply that the model is insensitive to the 
number of reaches used in discretization. This is illustrated by another example with a 
channel of the same characteristics of the one used by Sewk (1973) and summarized in 
Table 6.2 
Table 6.2 Example for a long single pipe 
Diameter Length L Slope Manning DBC 
(feet) (feet) so n 
6.0 8000 0.0006 0.015 normal flow 
The results for a fixed value of AH 0  seconds and different values of Ax are 
reported in Fig. 6.3. The routed hydrographs varies considerably with the number of 
reaches used in the simulation. For values of Ax equal to or less than 400 ft the results 
are almost identical. 
For the case of a simple channel a comparison has been made with previous results of 
Akan and Yen (1977) and also with simulation by using the Danish Hydraulic Institute 
(DHI) model MOUSE version 3.2. MOUSE is a proprietary, comprehensive, general 
model for the simulation of urban drainage system; computation of unsteady flow in 
sewers is done by means of the complete or simplified forms of the De Saint-Venant 
equations. In MOUSE, the options to use the complete dynamic wave equations or the 
noninertia approximation are available. For the full dynamic option, the model 
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automatically switch to the noninertia approximation in case of occurrence of 
supercritical flow; this is achieved in MOUSE by gradually reducing the importance of 
/A
the inertia terms -and 
a ~ *) when the Froude number F of the subcritical flow 
a (3x 
approaches the value F=l. The numerical solution of the equations is based on an 
implicit finite difference method using a 6-point scheme proposed by Abbott. 
The characteristics of the channel used in the comparison are shown in Table 6.3. 
Table 6.3 Characteristics of the channel from Akan and Yen (1977) 
Channel shape Width B Length L Chamel slope Manning Inflow 
(ft) (fi) s o  n hydrograph 
rectangular 5 700 0.001 . 0.0261 triangular 
The simulation runs on NISN were done assuming different downstream boundary 
conditions (DBC): 
- normal depth 
- specified rating curve; 
- weir equation; 
- specified stage hydrograph. 
The results are shown in Figs. 6.4,6.5 and 6.6 for the case of DBC equal to normal flow. 
There is practically little difference between the simulation achieved with one and seven 
reaches using the same value of At, but the difference is bigger with varying the time step 
At (this fact is due partly to the form of the input hydrograph that has sudden change 
with discontinuous derivatives). 
The result from MOUSE is very similar to the one obtained with the NISN model 
and are practically the same as that obtained by Akan and Yen (1977). Fig.6.7 shows a 
direct comparison between NISN and MOUSE models. Figs. 6.8 and 6.9 show similar 
comparisons for different downstream boundary conditions, i.e., weir-type and rating 
curve for which the equations are given in Table 6.4 . 
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Fig. 6.9 Comparisonwith MOUSE model for channel of Akan and Yen 
with rating curve as DBC 
The case of simulation with stage hydrograph as the DBC is interesting because 
when initially the base flow at the upstream eRd of the sewer remains constant, the 
specified downstream depth already start to increase. This causes an initial drop of the 
discharge at the downstream end. Later, when the downstream depth starts to decrease, 
the upstream discharge is still increasing and at a certain time the water depth at the 
downstream end became lower than the critical depth. The non-inertia model gives a 
numerical solution that in ths  case is physically incorrect, in fact the minimum depth 
will be the critical depth near the fYee overfall with a value at the brink depth near 0.75 
of the critical depth itself Figure 6.10 shows the input and output discharge and depth 
hydrographs. A physically correct result is achleved by simply imposing at the end of the 
channel that the depth will be always greater than or equal to the instantaneous critical 
depth. 
Table 6.4 Different DBC used for simulation of channel from Akan and Yen (1977) 
DBC Equation 
Weir-type ~=19.25(~-0.60) ' .~Q in cfs and y in ft 
' Rating curve Q in cfs and y in ft 
Stage hydrograph see Fig. 6.9 
Normal flow SFSO 
Another case simulated for comparison is the one reported by Sjoberg (1982) who 
simulated the flow with the models DAGVL-DIFF and DAGVL-A. For this case the 
channel has the characteristics given in Table 6.5. The downstream boundary condition 
is the normal flow. 
DBC=Stage Hydrograph 
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Fig. 6.11 Comparison of NlSN with DAGVL-A and DAGVL-DIFF 
Table 6.5 Channel for comparison between NISN and DAGVL models 
Channel shape Diameter Length L Channel slope QM Manning 
(m) (m) SO (m31s) n 
circular 1.O 300 0.01 2.48 0.011 
Fig. 6.11 shows the comparison between the results obtained with NISN and the 
model DAGVL-DIFJ? given by Sjoberg. DAGVL-A is a model that uses a mixed centered 
box implicit scheme of six point for the continuity equation and four points for the 
momentum equation. It solve the complete De Saint-Venant equations. DAGVL-DIFF is 
a model that uses the noninertia approximation with the equations formulated according 
to the 4-point box scheme. For the case At=60 seconds DAGVL-DIFF has some 
instabilities in the raising part of the hydrograph; the proposed model NISN is more 
stable but seems to underestimate the peak flow. For At=20 seconds both models give 
practically the same results that are almost identical with those obtained with the model 
DAGVL-A. 
6.2 Unsteady Supercritical Flow in Single Sewer 
In order to test the model for the case of supercritical flow, simulations were made 
with the same channel used by Akan and Yen (1977) and listed in Table 6.3, modified 
with a much steeper slope, and its characteristics are reported in Table 6.6. Fig. 6.12 
shows the simulated outflow hydrographs using two dfferent At's, together with those 
obtained from MOUSE for comparison. Despite the theoretical question on the 
applicability of the De Saint-Venant equations to high Froude number flows, there was 
no difficulty in obtaining the numerical results and the results agree well with MOUSE 
simulation with improved computer time. 

Table 6.6 Single channel for supercritical flow testing 
Channel cross Width B Length L Channel slope Manning Inflow 
section shape (ft) (ft) SO n Hydrograph 
rectangular 5.0 700 0.30 0.0261 triangular 
Another simulation has been done with the same channel listed in Table 6.1 
changing the slope in order to obtain a supercritical flow. Table 6.7 shows the 
characteristics of the channel used. 
Table 6.7 Channel for supercritical flow testing 
Channel cross Diameter Length L Channel slope Manning Inflow 
section shape (ft) (ft) SO n Hydrograph 
circular 6.0 200 0.02 0.025 sinusoidal 
Figure 6.13 shows the input and output hydrographs.The simulation has been 
performed with normal flow as downstream boundaxy condition. 
0 5 10 15 20 25 30 35 40 45 
t (min) 
Fig. 6.13 Channel with supercritical flow 
6.3 Simulation of Dendri tic Network 
A network with seven sewers used by Sevuk (1 973) has been adopted, designed as 
Network 1, and tested with NISN for three different junction hydraulic conditions: 
- p.j.= point junction ; 
- r.c. =reservoir junction (surface area of the junction =45 m'); 
- r.s = simplified reservoir junction (surface area of the junction =45 m'). 
50 
The characteristics of the network are reported in Table 6.8, while Fig. 6.14 illustrates a 
sketch of the system. However, a strict quantitative comparison of the simulated 
results with those obtained by Sevuk is not possible because of some difference in the 
similar input hydrographs. 
Table 6.8 Characteristics of Network 1 
Sewer Length L Diameter B Slope Manning Upstream invert 
1 
(ft) 
1000 
(fi) 
2.5 
So 
0.0012 
n 
0.02 1 
(ft) 
60.0 
2 7000 2.5 0.0012 0.02 1 60.0 
3 1400 3.0 0.00 10 0.021 58.8 
4 1000 2.5 0.0012 0.021 60.0 
5 1000 2.5 0.0012 0.02 1 60.0 
6 1400 3.0 0.0010 0.021 58.8 
7 2000 4.0 0.0008 1 0.021 57.39 
Fig. 6.15 shows the hydrographs for sewers 1 , 3  and 7 (sewers 1,2,4 and 5 have the 
same results as sewer 1, and sewer 3 as 6) for the three different junction conditions 
tested. The point junction yields the highest peaks, wkle the presence of a reservoir of 
45 m2 reduce the peak by about 4%. 
Fig. 6.14 Network 1 layout 

6.4 Accuracy of Overlapping Scheme 
Testing the accuracy of the overlapping technique and a case in which the 
assumptionsof the method are seriously violated are presented. In applying this useful 
techmque one must be careful about the hypothesis; if the basic assumptions of the 
method are not considered, the results can be far fiom the truth and a reiteration of the 
method will be required. 
A small dendntic network of seven sewers (Fig. 6.16) is simulated both by using the 
overlapping technique and by solving the entire network simultaneously. The computer 
program to solve the entire network simultaneously is almost the same as the one 
implementedin the NISN model and the same numerical techque is used to solve the 
system of nonlinear algebraic equations. Table 6.9 summarizes the characteristics of the 
system. All the channels have a rectangular cross section. 
Table 6.9 Network to test accuracy of overlapping technique 
Sewer Length L Width B Slope Upstream Manning 
(m) (m) So invert n 
(m) 
1 600 2.0 0.0005 50.00 0.014 
2 600 2.0 0.0005 50.00 0.0 14 
3 600 2.0 0.0005 50.00 0.014 
4 600 2.0 0.0005 50.00 0.014 
5 200 4.0 0.0005 49.70 0.014 
i 
6 
7 
200 
600 
4.0 
8.0 
0.0005 
0.0005 
49.70 
49.60 1 
0.014 
0.014 
The example is chosen such that the applicability of the overlapping technique can 
be critically tested. The crucial sewers , numbers 5 and 6 are relatively short (1 /3 of 
the other sewers), and the slope of the entire system is very mild such that a backwater 
profile can easily influence the flow more than one sewer upstream. 
Fig. 6.16 Sketch of the network described in Table 6.9 
Fig. 6.17 shows a comparison of the downstream outflow hydrographs of sewers 1 ,5  
and 7 (Ql(n), Q5(n) and Q7(n)) obtained from two simulations (i.e. applying the 
overlapping technique and solving the entire network simultaneously). The agreement is 
generally good. In the simulation the downstream boundary condtion at the exit of each 
segment is a free fall whlle the interior junction is assumed to be the point type. For the 
simultaneous solution of the entire network free fall downstream boundary condition is 
assumed only at the network exit while the interior junction are of point type. 
Tests were also done by changing the dimensions of channels 5 ,6  and 7 such that 
they have the same width as channels 1,2,3 and 4. This modification causes a 
considerable rise in the level of the backwater upstream curve. Figure 6.1 8 shows a 
comparison for the case of DBC=3 (free overfall) as in the above example of Fig.6.17 
and the agreement is still reasonably good. Figure 6.19 shows a comparison for 
DBC=5 (normal depth) at the sey l e n t  exit (for ~ e i l i i p p i ~ g )or at network exit (for 
simultaneous solution) and the results are not in good agreement, having errors in the 



order of 10-15% for the peak dscharge. An explanation of this error is illustrated in 
Fig. 6.20. For DBC=3, the critical depth (1.3 m) of the peak discharge (arbitrarily 
assumed equal to 10 m3/sin the figure) is lower but not very far from the normal depth 
(2.0 m) of sewer 5 (with an approximate dscharge of 5 m3/s), hence the overlapping 
segment still gives good results. However for DBC=5 with normal flow at the exit of the 
system, a very highwater level exist in sewer 7 that is far higher above the normal flow 
water level (point a) in sewer 5 calculated from the preceding overlapping segment and 
tlus backwater effect will be passed on farther upstream into sewer 1, significantly 
violating the basic assumption of the method and affects the final result. 
4 b 
Segment I Segment  I1 
4 b 
Sewer #1 Sewer #5 Sewer #7  
Fig. 6.20 Profile for sewers 1-5-7 
To avoid thls type of error, a reiteration of the method can be done. Fig. 6.21 shows 
the results for a case very similar to the one illustrated in Fig.6.20. With 3 to 5 
reiterations of the method, the correct solution is aclxeved. 
6.5 Networks with Surcharge Flow Conditions 
Simulation and modeling of surcharge sewers are investigated first for single sewers 
and then for entire networks. The examples that have been choose regards a simple pipe 
and more complex networks. 
6.5.1 Single Sewer 
The first example is a single sewer with a surcharge flow and a constant downstream 
water level that is fixed below the crown of the pipe. The sewer properties for this 
example are given in Table 6.10. The slot width used is 1 mm. Figure 6.22 shows the 
numerical results together with the inflow hydrograph. In the figure the symbols n and 1 
associated with Q and y denote the locations at the exit and entrance, respectively of the 
sewer pipe. The sewer is surcharged at its upstream end from t 4O  min to t=62 min. 
This sewer pipe is further tested for the effect of slot width varying from 1 mrn to 30 
mm. The results as shown in Fig.6.23 indicates that the slot width has little effect on the 
solution. 
The sewer for the second example is essentially the same as that of Example 1 except 
the slope is steeper. The exit of the pipe is continuously submerged whereas the entire 
sewer system is heavily surcharged for a short period of about 5 minutes. The simulation 
results are shown in Fig. 6.24. Two slot sizes were tested. There is detectable difference 
of the depths at the entrance between the simulation with BsIot=lcm and that with 1 mm. 
Such a difference is amplified by the long time step At=60 sec chosen for this run. 




Table 6.10 Characteristics of the channels for surcharge flow conditions 
Example Chahnel Diameter Length Channel. Manning At Inflow 
shape (ft) L slope n hydrograph 
(ft) SO (sec.) shape 
1 circular 4.92 3281 0.0005 0.0138 60 triangular 
2 circular 4.92 3281 0.0300 0.0138 60 triangular 
6.5.2 Sewer Network 
Two networks have been simulated. Both examples are adopted from Jun and Yen 
(1985) . 
a) Goodwin Avenue Network 
This network consists of fourteen sewers and is described in details in Jun and Yen 
(1985). The layout of the network is shown in Fig. 6.25, while Table 6.11 listed the sewer 
properties. In the computation, no surface flooding is considered and the junctions are 
assumed to extend in height to contain the maximum flow depth. The diameter of the 
junction is assumed to be the same as the diameter of the outlet sewer with a minimum of 
three feet. The input hydrographs are all triangular in shape; Fig. 6.26 shows the main 
characteristics of the direct surface inlet hydrographs while Table 6.12 gives the 
numerical values. 
The results of the simulation are plotted in Figs. 6.27 and 6.28 showing a comparison 
between NISN, MOUSE and the results from Jun and Yen (1985). For this sin~ulation 
the network was partially surcharged (six sewers). The NISN and MOUSE models use 
the Preismann slot concept, while the third model uses both the Preismann slot method 
(PSM) and the standard method (STM). Both MOUSE and the model of Jun and Yen 
use the full dynamic equations. The results show a general good agreement among all 
the models. 
200' 400' - * ~ / 5 '  
____ -a= 1 Creek8----"""- -Boneyard 
Secrle 
-J L- --
Green 
Fig. 6.26 Scheme of chrect input hydrographs for Goodwin Avenue Network 
Table 6.1 1 Goodwin Avenue Network 
Sewer Manholes Length Slope Upstream Drop at exit Manning 
(ft> invert elev. 
(ft) 
(ft) n 
11 11-21 390 0.0030 716.00 0.53 0.015 
12 12-21 183 0.0042 716.20 1.13 0.015 
21 21-31 177 0.0035 714.30 0.5 8 0.0 15 
22 22-3 1 200 0.0045 714.90 0.90 0.015 
31 31-41 156 0.0040 713.10 0.58 0.015 
32 32-4 1 210 0.0038 714.50 1.80 0.015 
33 33-41 130 0.0025 713.30 1.08 0.015 
41 41-51 181 0.0041 71 1.90 0.50 0.015 
42 42-51 200 0.0026 712.43 1.25 0.0 15 
51 51-61 230 0.0028 710.66 0.50 0.015 
52 52-6 1 70 0.0010 712.07 2.48 0.015 
53 53-6 1 130 0.0060 712.05 1.75 0.0 15 
61 61-71 161 0.0039 709.52 0.50 0.015 
71 71-81 251 0.0040 708.39 free-fa11 0.015 
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Table 6.12 Input hydrograph characteristics for Goodwin Avenue Network 
Manhole 
. -
11 
-------- % 
TI 
CJ4d 
1.0 
T3 
(mil)_ 
22.0 
Qb 
@Q--
0.1 
QP 
@sl 
5.72 
---- 
Qe 
Cc_fsI-
0.1 
-- 
T2/T3 
- C)--
0.5 
-- 
12 1.O 18.4 0.1 4.13 0.1 0.5 
21 1.O 27.4 0.1 10.05 0.1 0.5 
22 1.O 10.4 0.1 1.91 0.1 0.5 
31 1.O 17.4 0.1 2.16 0.1 0.5 
32 1.0 11.8 0.1 2.59 0.1 0.5 
33 1.O 25.0 0.1 4.5 0.1 0.5 
41 1.O 19.0 0.1 6.38 0.1 0.5 
42 1.O 12.4 0.1 2.75 0.1 0.5 
51 1.O 20.6 0.1 3.61 0.1 0.5 
52 1.O 23.6 0.1 1.79 0.1 0.5 
53 1.O 35.2 0.1 3.10 0.1 0.5 
61 1.0 14.6 0.1 2.11 0.1 0.5 
71 1.O 29.0 0.1 5.80 0.1 0.5 
A difficulty that occurs in the comparison is that all the input hydrographs are routed 
through the junctions first before entering the sewers, and this routing process is 
different for the three models compared. Some &fferences between the PSM and STM 
were more deeply examined in the original report by Jun and Yen (1985). The 
Preismam slot method seems more stable, but it does not imply a more accurate solution 
than the standard method. 
Some differences in depths are present in the graphs; and this is due mainly to the 
different assumptions of the models on the head loss in the junctions and ,in the case of 
the NISN model, occasionally, because of the approximation derived from the use of the 
overlapping technique. 
b) Hypothetical Network A 
Tlus network was also utilized by Jun and Yen (1985) for simulation of surcharge 
flow. It is a hypothetical network with five sewers (Fig. 6.29). The characteristics of the 
sewers are described in Table 6.13 and those of the manholes in Table 6.14 . 
Table 6.13 Characteristics of sewers of Network A 
I 
Sewer Length Slope Diameter Manning Drop at exit 
(m) (m) n (m)

1 61 0.0010 1.22 0.015 0.305 

2 61 0.0010 1.22 0.015 0.305 

3 61 0.0015 1.52 0.015 0.152 

4 61 0.00 10 1.22 0.015 0.03 

5 61 0.0020 1.83 0.015 free-fall 

1 
outlet 

Fig. 6.29 Layout of Network A 
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Fig. 6.30 Discharge hydrographs for sewers of NetworkA 
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Fig. 6.33 Comparison between dynamic wave and noninertia approximation of MOUSE for sewers 1, 3 and 5 

Table 6.14 Manhole diameter for ~e twork  A 

I Manhole I Manhole diameter) 

Table 6.15 lists the values of the direct surface inflow hydrograph whch is identical 
to all the five manholes. The hydrograph is triangular in shape and the variation 
between two consecutive values of time is linear. The simulated hydrographs are, in 
h s  case, severe with a maximum discharge that is three or four time the maximum 
hscharge of the pipes in open channel flow condition, that means a great underdesign 
of the network, or an exceptional rare frequency for the storm. Also, in this case the 
ground level is assumed to be sufficient height and the possibility of surface flooding is 
not considered. 
Table 6.15 Input hydrograph for Network A 
Time ~ G c h a r ~ e  
(min.) (m3/s) 
0 0.1416 
0.75 0.1416 
4.5 4.39 
The results of the simulation are plotted in Fig, 6.30 .All the sewers are surcharged 
for a long time. For sewer 1, due to the severity of the storm, a certain volume of water 
is lost in the computation. Fig. 6.3 1 shows a comparison between NISN and MOUSE; 
the results are almost identical, except for the teminal part of the hydrograph where 
Mouse integrate the lost water with a flow in the tail of the routed hydrograph. 
A general comparison between the results of the proposed model and MOUSE is 
shown in Fig. 6.32 whle in Fig. 6.33 is a comparison between the dynamic and 
noninertia simulation obtained with Mouse. The comparison of the water levels is made 
at the outlet of the system (Fig.6.34). For the other sewers there are differences in the 
water levels due to hfferent assumptions on losses in the manholes and the mlets. 
6.5.3Surcharge Flow with Supercritical Conditions 
For h s  test a simple network constituting of two circular sewers connected in 
sequence (Table 6.16) is chosen. The first sewer has a steep slope (S,=0.05) while the 
second one has a mild slope. The junction connecting the two sewers is assumed to be 
point type.The downstream boundary condition is represented by a free-fall. 
The triangular input hydrograph is shown in Fig. 6.3S(a) together with the simulated 
discharge hydrographs, while Fig. 6.35(b) shows the computed depths as a function of 
time. The system is surcharged for a period of time and Fig.6.36 shows the water surface 
profile at different time t. 
Table 6.16 Characteristic of the network 
Sewer Length Diameter d Slope So Manning Upstream 
(m) (m) n invert (m) 
1 400 1.OO 0.05 0.015 30.20 
2 400 1.10 0.0005 0.015 10.20 
0 5 10 15 20 25 30 
t (rnin) 
t (rnin) 
Fig. 6.35 Example application of NlSN to surcharge 
and supercritical flows 

7. CONCLUSIONSAND RECOMMENDATION 
A computer model NISN has been developed for relatively accurate simulation of 
unsteady flow in sewerichannel networks. The model can simulate both open-channel and 
surcharge flows. The flow can be subcritical as well as supercritical. The sewer/channel 
cross section can be circular or trapezoidal in shape. The network is dendntic in layout. 
J-unctions can be point type or reservoir type with storage and energy losses considered. 
After considering computational efficiency and accuracy, particularly the backwater effect, 
the non-inertia approximation of the De Saint Venant equations is selected to represent the 
sewerkhannel flow. Surcharge flow is handled by using the Preisrnann slot technique. 
These equations are written in finite difference form and solved numerically using a four- 
point implicit scheme. There is no network size limit for the NISN model and ths  is 
achieved by using the overlapping scheme for which the network is submvide into 
overlapping segments for which solutions are sought segment by segment starting from 
upstream. Seven different downstream boundary conditions, including rating curve, free fall, 
normal flow and stage hydrograph are allowed. An isonodal line method is adopted to 
identify the sewers/channels and junctions/manholes and their connectivity for easy 
computer manipulation. 
Numerous tests have been conducted and compared with available experimental data and 
numerical results obtained from other well tested models (e.g. MOUSE) in order to verify the 
validity and accuracy of the MSN model. The testing results confirm that NISN is an 
efficient model for routing of unsteady flows in existing sewerkhannel network for real-time 
control, for network performance evaluation and for cheking of adequacy of desigdexisting 
networks 
The NISN model, in its present fonn, cannot handle the following: 
- network with one or more loops 
- sewerlchannel cross sections different from circular or trapezoidal 
- sheet flooding with surface flow 
- network with pumps 
-more than four sewers/channels joining in a junction 
Imptrovement of the model to allow the above conditions is recommended. 
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APPENDIX 
Non-Inertia Sewer Network (NISN) Computer Program 
A.0 Introduction 
NISN is a hydraulic routing model for the simulation of flows in a dendritic network 
of sewer pipes or channels of circular and trapezoidal cross sectional shape. The model 
can simulate open channel and surcharge flows by using the non-inertia approximation 
of the complete De Saint-Venant equations. The program is written in FORTRAN 90 
and compiled with Microsoft Fortran Powerstation for PC. The code uses no special 
command to ensure easy portability of the program. The hydrologic rainfall-runo ff 
process is assumed known as inflow hydrographs at the inlets. 
Fig. A1 depicts the relationshp between the main program and the modules, 
subroutines and functions. The model can simulate with good precision unsteady open- 
channel and surcharge flows in a network; but some limitations of the model must be 
understood to avoid misuses of the program: 
(1)Headlosses at manholes, expansions, bends are not explicitly accounted for. 
These losses can be inserted as increments in the Manning coefficient n. 
(2) Computational instabilities may exist for surcharge flow using the reservoir 
junction option in its complete form for inappropriately specified initial 
condition or for too severe surcharge flow condition. Some tips to avoid these 
problems can be found in A8 . 
(3) The model gtves only an approximate solution if the inertial terms become 
important or if the basic assumption of the overlapping segment method is 
violated. 
A.1 Overview of the Program 
The MSN program is coded to handle an 'unlimited ' number of sewer pipes in the 
sense that this number is limited only by the storage capacity of the computer. The 
number of maximum computational points for each overlapping segment is set to 250 
which is a very hgh value that corresponds, in the average, to more than 60 
computational points for each sewer or channel ( in this case, for each time step the 
program must solve a system of 250 nonlinear equations). But usually 20 to 60 points 
per segment are used; the number of computational reachs in a segment is equal to the 
number of computational points NP minus 4. For special cases the number can be 
changed interventing on the parameter NP in the subroutine NEWT. 
Two modules program units are implemented. The 'modu2e' is a FORTRAN90 
feature that allows to share common variables b emen  different parts of the program. 
Run-time (allocatable) arrays are used in order to optimize the utilization of memory. 
There are three subroutines to process the input data: n-isnl. inp, tree.inp, hydr0 .p~;  
allowing to read, respectively, the data related to the sewer pipes, the data related to the 
network, and the data related to input hydrographs. These files are discussed in detail in 
subsectionA2. 
The program uses the subroutines NEWT and FUNCV to solve the system of 
nonlinear algebraic equation 4.7-4.11, whle, to compute the uniform and critical 
instantaneous flow parameters it uses the subroutine ZBRENT and the external function 
FWC.  The relation among the various program units is illustrated in Fig. A1 . 
All the input, except for particular cases, are in a free format and at least one space 
should be used to separate each number. The flow chart of the program is gven in 
subsection A6 . 
A.2 Input Files 
The input to the model consists of four text files: n-isnI .  irip,tree.inp,izydro.pr.nand 
stage-pm.The first three are always used by the computer program. The last one is 
needed only if the downstream stage hydrograph boundary condition is used in the 
calculation, but must be always present in the directoly. Following is a detail of the 
input data files. All data must be consistent with the International unit system (SI) that 
means that length are expressed in meters, time in seconds, and discharge in cubic meters 
per second. 
Fig A. 1 Relationship between various program units of NISN 
a) N-isnl.inp : This is an ASCII file that contains all the characteristics of the sewer 
pipes. 
The first row contains the value of the 'time step' in seconds: 
Row No. Columns Format Description Vuriuble nume Default vdue 
1 free real time step At -----
I I 1 (seconds) I I 
- - 
I 
The second row contains the number of time steps. The total time of simulation will be 
Row No. Columns Fbrmat Uescr@tion Variable name Default value 
2 fiee integer number of time m2 ----
I I I steps I 
The third row contains the number of sewers NP present in the network. 
Row No. Columns Format Description Variable nume Dejuult vulue 
3 1-4 i4 number of NP ----
I 1 I sewers I 1 
The next NP rows contain the data for the characteristics of the sewer pipes. Each sewer 
is described in a single row. 
Row Column Format Description Variable Default 
No. name value 
4 to free character name of the sewer numm(NP) ----
4+NP 
I free 1 integer I number of the sewer I cod(NP) I ----
free integer length of the sewer LL(m) ----
I 
free real height of the trapezoidal or H-Trap(NP) ----
rectangular section 
free real width for rect.; base width for Bib(NP) ----
trap. channel; diameter for 
circular pipe 
fiee real longitudinal slope Soso(NP) ----
I 
free real Manning n manrna(NP) ----
1 I 
4 to 1 free I real 1 upstream invert elevation of 1 Uiu(NP) 1 ----
4+NP I the pipe 1 
free real side slope expressed as H:V zo(Np) ----
(zz=Ofor rectangular cross 
section) 
4 to 1 free I integer 1 type of section: 1 secto(NPj I ----
4+NP 1=trapezoidal sec. 
2= circular section 
4 to free integer condtion at the junction: freo(NP) ----
4+NP l=f?ee overfall 
2=point or reservoir junction 
The program assumes that each segment contains four sewers andlor channels; three 
are inflows and one outflow. If less than three sewers/chamels are present as inflow, the 
program requires the presence of a fictitious pipe that can have any shape, any value of 
the parameters but must have the variablefreo=l that means that the sewer is 
chsconnected from the segment. 
The program requires also a total number of sewers and/or channels. If the actual 
number of sewerdchannels is a multiple of 4, add fictitious sewers (up to three) so that 
this input total number is a multiple of 4. 
The (NP+~)&row gives the width of the slot used in the Preismann scheme for surcharge 
flow. The width of the slot is assumed to be the same for all the pipes of the network. 
Row Column Format Description Variable Default 
No. name value 
NP+S  free real width of the Preismann slot B_slot -em-
b) 	 treeinp :This file contains information related to the isonodal representation of the 
network and information on the area (that is zero in the case of point junction) and 
the type of the junctions. It is all in free format except the number of nodes that must 
be an integer with format id. 
The first row is free and can be used for the name of the job. 
Row Column Format Description Varza ble Default 
No. name value 
1 free ---- ------- ---- ----
Node number 2 
i n  the f i r s t  
/ INL line / 
-. 
nnnn 
.. INL 3 
. 
OUTLET 

Fig. A.2 Example of node-link sewer representation 

The second row contains the number of nodes present in the network. 
Row I Column I Format I Description I Variable I Uejbuli 
No. name value 
2 1-4 i4 number of nodes in the n-nodi ----
I I I network I I 
The third row contains the number of isonodal levels present in the network. 
Row Column Format Description Variable Dejault 
No. name value 
3 fkee integer number of levels in the n-level ----
network 
The rows from 4 to (3+n_level) contain the number of nodes for each isonodal line 
(INL),starting from the INLNo.1 till the hghest numbered INL. 
Row No. Columrt Format Description Variable Default 
name value 
4 to free integer number of nodes in the nl(i) ----

3+n_level level 

The next 'n-nodes' rows contain the name of each node in the network. 
Row No. Column Format Descr @ion Variable Default 
name value 
next free character name of each node nod(:,:) ----

n-nodes (a41 

rows 

The next row contains the number of source nodes, defined as 'nodes without upstream 
sewers' . 
Row No. Column Format Descrzption VariabZe Default 

name value 

sn free integer number of source nodes n source ----

The following 'n-sourcey rows contain the names of the source nodes. 
Kow No. Column Format Description Vuriuhle Uejuult 
name vulzre 
n-source free character name o f  each source node source(i) ----
rows 
The next row contains the number of sewers andlor channels present in the network. 
Row No. Column Format Description Variable Default 
name value 
n pipe free integer number of sewer n pipe ---- 
The following 'nqipe' rows contain the name of the sewers and/or channels present 
in the network. 
Row No. Column Format Description Variable Default 
name value 
n pipe free character name of the pipe pipe(i) ---- 
The next row contains the number of internal junction. 
Row No. Column Format Descr ption Variable Defhult 
name vulzde 
+n junc fiee integer number of junction n jmc ----
The next rows contain the characteristics of each junction. Each row presents the 
name of the node corresponding to a junction, the transversal area and the type of 
junction. 
Row No. Column Format Descrzption Variable Default 
name value 
+j free character name of the node in which nodejunco) ----
the junction is located 
+j free real area of the junction: areaj(i) ----
O= point junction 
> 0 = reserv. junction 
+j free real type of reservoir junction: res-simpti ) ----
1=reservoirjunction 
O=simplified junction 
c) 	hydro.prn :Th~sis an ASCII file that contains the input hydrographs at the upstream 
node of each sewers andlor channels. In data entering fiom input hydrograph from a 
group with each hydrograph assigned to one of the four columns in a row on the data 
file. The file length for each group is '1x2' rows. Such groups are repeated until all 
the input hydrograph are entered. 
The first row contains the number of times that the data are repeated. 
Row No. Column Format Descr ption Variable Default 
name value 
1 fiee integer number of repetitions of n-col ----
four columns of data 
The second row contains the number for each group of 4 columns. 
Row No. $ 1  Column 1 Format 1 Description I Variable I Dejbult 
name value 
2 free integer number of group of 4 num-col ----
I I I columns I 1 
The rows from 3 to (2+m2) contain the values of discharge for each sewer of the first 
group. 
Row No. Column Format Descr p ion  Variable Default 
name value 
3 to free real discharge in first sewer Qin(ij) ---- 
2+m2 of the group 
3 to free real discharge in second sewer Qin(i j )  ---- 
2+m2 of the group 
3 to 
2-trn.2 
free real discharge in third sewer 
of the group 
Qin(ij) ---- 
3 to 
2+m2 
free real discharge in fourth sewer 
of the group 
Qin(ij) ---- 
This is repeated for all the groups that are present in the file. 
d) stageprn : Ths  file contains the values of the stage hydrograph specified as 
the downstream boundary condition . 
There are 'm2' rows that contain the number of time steps and the value of the 
depth at the exit of the network. 
Row No. Column Format Descrrption Variable Default 
name value 
1to m2 free integer number of time steps i ----
1to m2 free real value of the depth as DBC hu4(i) ----
A.3 Intermediate Files 
NISN generates, by means of the subroutine READmE,  the ASCII file overla2.txt 
in whch are reported all the segments with the area and type of the junction of each 
segment. This file contains the list of the segments that will be run consecutively by the 
program. 
The first row contains information about the area of the junction of the first segment. 
Row No. Column Format Description Variable Defhult 
name value 
1 free real Area of the junction (sm) area-res ---- 
1 free real Type of reservoir junction: res-simple ---- 
1 = reservoir junction 
O= simplified res. junct. 
The second row contains the name of the first sewers and/or channels in the segment. 
Row No. Column Format Descripiion Variable Default 
name value 
2 free character name of the first sewer in numero(j) ---- 
the segment i 
The third row contains the name of the second sewer in the segment ( for fictitious 
pipe sewer name 00000000). 
Row No. Column Format Description Variable Defhult 
name value 
3 free character name of the second sewer numero(i) ---- 
in the segment 
The fourth row contains the name of the third sewer in the segment (for fictitious pipe 
with name 00000000). 
Row No. I Column 1 Format I Descr ptzon I Variable I Defaulr 
name value 
4 free character name of the third pipe in numeroo) ----
the segment 
The fifth row contains the name of the fourth sewer (that is the outflow sewer) of the 
segment. 
Row No. I Column I Format I Descriprion I Variable D&ult 
name value 
5 free character name of the fourth sewer numero(j) ----
1 in the segment 1 
The sixth row is just a dividing line between two different segments. 
Row No. Column Format Description Variable Default 
name valz~e 
6 free dividing line ----
Subsequent rows repeat the same type of data for all the other segments until the 
entire network is described. 
A.4 Output Files 
The program generates three output files : 0utl.out Out2. out Out3.out. 
a) outl.out: This is an ASCII file that contains all the instantaneous depth profiles 
for each time step and each segment. It contains also the values of the discharges and the 
residual values of the functions 'f that constitute the set of algebraic equations to be 
solved. It is composed of four columns. The first columns identifies the computation 
node of the reach, the second the depth, the t h d  the value of the function 'f and the 
fourth the value of the discharge; The name of these variables are identified in the first 
row of printout. The second row indicates the time step. Rows from 3 to (3+n-1) 
contain the computational values of the variables relative to the segment (the results are 
printed consecutive, beginning from the first sewer in the segment and finishing with 
the last one of the fourth sewer). Then the same data output are printed repeatedly for 
other time steps. 
b) out2-out:Thls file contains all the calculated discharges at the entrance and exit of 
each sewer. The data are organized in nine columns. The first reports the time step 'z', 
the others are the discharges at the entrance and exit respectively, of the first, second, 
thud and fourth sewers of the segment. The global name of the sewer ( that is the name 
with eight characters) is reported for each segment in the third line of each block. All the 
intermediate sewers are calculated twice and the last calculation is taken as the final 
result. 
c) out3.out:This file contains all the calculated depths at the beginning and at the 
end of each sewer. The data are organized in nine columns. The first reports the time step 
'z', the other the depths at the beginning and at the end, respectively, of the first, second, 
third and fourth sewer of the segment. The global name of the sewer is reported for each 
segment in the third line of each block. Like the Out2.out file, all the intermediate 
sewers are calculated twice and the last calculation is taken as the final result. 
A.4.1 Design Control 
The program allows the user to check if an existing sewer network or a designed 
network fiom a simpler sewer model is hydraulically adequate without surcharge flow in 
the network when a specified input hydrograph is run. In this case the user is required 
to enter a specified value of the ratio between the maximum allowable depth y and the 
diameter (or the height) of the pipe (i. e. ratio-value*. 8). 
The program will write in a file design.outl, which reports the identification 
number of the sewer, the time steps at which the allowable value of the ratio y/D 
defined by the user are exceeded. Figure A3 shows an extract of the file design.out. 
A.5 How to Run the Program 
After the program is compiled, it can be run by simply typing NISN. The program 
asks for the DBC*at the end of each segment of the network. It needs the DBC 
information for the calculation of each intermediate segment and the specified DBC for 
the outlet. 
After an echo of the input data relative to the characteristics of the sewers the 
program asks to choose between a design check (type 1) or a simulation of the network 
(enter 2). After that, the user must enter the number of computational reaches 'k7.There 
are several options: 
When the option 'design control' is run, a file with the name designout must be present in the default 
directory. 
The equations for the DBC's no. 1 (weir-type flow) and 2 (rating curve) must be inserted directly on the 
program at the section "Downstream boundary conditions". For the condition fiom 1 to 5 the variable for 
the discharge is Q4(n4) while the variable for the depth is x(n); the equation must be of the type: 
f(n)=g(Q4(n4),x(n)). 
..,-..,..,."-..,..,-* .,-.-d-
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Fig.A.3 Example output file design.out 

-- 
-if k=O the program defines automatically the number of nodes for computation 

considering the values of L(i) (length of each sewer) and At; 

- if k2l the user is asked to define an unique value that represents the number of 

reaches that is common for each of all the sewers/chamel; 

- if k<O the user is asked to introduce a value for the number of reaches for each pipe 
in the network. 
At t h ~ spoint the computation will start and printed on the screen the number of each 
computed time steps and the information about the segment that is processed. 
A.6 Program Structure 
A schematic flow chart of the model is shown in Fig. A4. The program starts by 
reading the input data, and setting the initial condition and the type of DBC's; then for 
the first segment performs the calculation for the entire simulation time. If the network is 
composed of more than one segment, the model, in a similar manner, perfoms the 
calculations for all the segments consecutively. 
Depicted in Figs. A5 and A6 are the flow charts for the point and reservoir-type 
junctions. For each time step, and for each of the inflow pipes, the values of the critical 
and uniform depths are calculated by using the subroutine ZBRENT~.Depenhng on the 
type of flow (i.e. subcritical or supercritical) and on the depth in the junction, different 
equations are used for the solution. The various cases are discussed in details in Chapter 
4. 
This subroutine (Press et al. 1992) uses Brent's method (Brent, 1973), which 
guarantees convergence to solution if the fbnction can be evaluated within an initial 
interval that contains the root. 
/ C a l l  HYDRO 1 
I 
Read Stage .prnn 
First segment 
r-----l 
calculate Dx
I I 
Initialize system 
  
i '+"' ;
Call F'UNCV 
Solve matrix I
I 
step? > 
\/'
I iyes 
\I/ Yes 
END 

Fig. A.4 Schematic flow-chart of NISN 



A.7 Example Application 
A network studied by Sevuk and Yen (1973) is simulated here as an example of 
application of the NISN program. l%s network has a total of 54 sewers. The layout of 
the system is shown in Fig. A7. It has a tree-type configuration in which seven sub- 
networks with different characteristics can be isolated. Both point and reservoir 
junctions are present in the network. All the sewers are circular in shape. The 
characteristics of the sewers are reported in Fig.A8. The sub-networks have different 
input hydrographs in order to check the model for different scenarios. 
Fig.A9 depicts the input file tree.inp, while Fig. A10 shows an extract from the file 
Hydro.prn in which all the input hydrographs are listed. 
A complete analysis of the network is beyond the scope of h s  example; for detailed 
comments see Sevuk and Yen (1973). The results obtained with NISN are slightly 
different from those reported in the original paper; th~s  is due mady  to the slight 
differences in the input hydrographs, that for the present study are triangular in shape 
instead of sinusoidal. 
Figs. A11and A12 illustrate extracts from the output files Out2. out and Out3.out; 
Figs. A13 to A23 show the calculated hydrographs for all the sewers. Finally, shown in 
Fig. A24 is the file Overla2.txt that contains all the information of the junctions and 
the sequence of the segments . 
A.8 Numerical Problems 
Different types of numerical problems can arise if the model is not properly used. 
The model can gve error codes for different reasons and the solution of the system of 
nonlinear algebraic equations may fail if the initial guess for the unknown vector is far 
from the true value. Reported in the following are some of the most common types of 
errors found during testing of the model. 
-	free fall 
i"_ 	 reservoir junction 
otherwise point junction 
Fig. A.7 Example Network 

60. !dt (sec) EXAMPLE I NETWORK A2 (SEVUK, 1973) 
150 !d 

56 

num cod L 

01010201 1 304.80 

01020201 2 304.80 

02030202 3 304.80 

01040202 4 304.80 

01050203 5 304.80 

01060203 6 304.80 

01070204 7 304.80 

01080204 8 304.80 

02010305 9 426.70 

02020305 10 426.70 

02030306 11 426.70 

02040306 12 426.70 

03050405 13 609.60 

03060405 14 609.60 

04050504 15 609.60 

02050307 16 228.60 

02060308 17 228.60 

02070308 18 228.60 

03080406 19 365.80 

03070406 20 365.80 

04060504 21 457.20 

05040603 22 548.60 

03010403 23 304.80 

03020403 24 304.80 

03030404 25 304.80 

03040404 26 304.80 

04030503 27 426.70 

04040503 28 426.70 

05030603 29 609.60 

04070505 30 228.60 

04080505 31 457.20 

04090506 32 228.60 

04100506 33 457.20 
05050604 34 350.50 
05060604 35 457.20 
06040702 36 548.60 
06030702 37 609.60 
07020801 38 609.60 
04010501 39 609.60 
04020501 40 304.80 
05020601 41 304.80 
06020701 42 304.80 
05010601 43 609.60 
06010701 44 609.60 
07010801 45 609.60 
08010901 46 609.60 
05080606 47 609.60 
05070606 48 304.80 
06050704 49 304.80 
07030802 50 304.80 
06060704 51 603.60 
07040802 52 609.60 
08020901 53 609.60 
09011001 54 670.60 
00000000 55 308.00 
00000000 56 308.00 
0.005 
slope n 

.00120 .01440 50.00 0.00 -1 0 

.00120 .01440 50.00 0.00 -1 0 

.00120 .OLW 50.W 0.00 -1 0 

.00120 .01440 50.00 0.00 -1 0 
 1 

.00120 .01440 53.00 0.00 -1 1 

.00120 -01440 53.00 0.00 -1 1 

-00120 .01440 53.00 0.00 -1 1 

.00120 .01440 53.00 0.00 -1 1 

.00100 .01440 49.63 0.00 -1 0 

.00100 .01440 49.63 0.00 -1 0 

.00100 .01440 49.63 0.00 -1 1 
 I 

.00100 -01440 49.63 0.00 -1 I 
 1 

.W080 .01460 49.20 0.00 -1 1 
 1 

.00080 .01460 49.20 0.00 -1 1 

.00080 .01480 48.00 0.00 -1 0 

.OOlOO .01440 53.04 0.00 -1 0 

.00080 .01310 53.00 0.00 -1 0 

.00100 .01440 53.04 0.00 -1 0 

.00100 .01310 52.81 0.00 -1 0 

.00080 .01400 52.81 0.00 -1 0 
 1 

.01000 .01450 52.44 0.00 
-1 1 
 I 

.00120 .01470 47.51 0.00 -1 0 1

-00120 .01440 53.00 0.00 -1 0 

.00120 -01440 53.00 0.00 -1 0 

.00120 .01440 53.00 0.00 -1 0 

,00120 .01440 53.00 0.00 -1 0 

.00100 .01440 52.63 0.00 -1 0 

.00100 .01440 52.63 0.00 -1 0 

.00080 .01460 52.20 0.00 -1 1 
 1 

.00100 .01370 53.28 0.00 -1 0 

.00100 .01370 53.50 0.00 -1 0 

.00100 .01370 53.36 0.00 -1 1 

.00100 .01370 53.58 0.00 -1 1 

.00080 .01400 53.05 0.00 -1 0 

.00080 .01400 53.13 0.00 -1 0 
 I 

-00080 .OL310 52.77 0.00 -1 1 
 1 

.00100 .01470 46.85 0.00 -1 0 1 

.00080 .01490 46.24 0.00 -1 0 

.00100 -01440 52.80 0.00 -1 0 
 1 

.00100 .01440 52.49 0.00 - I  0 I 

.00100 .01440 51.76 0.00 -1 0 I 

.00100 -01440 51.03 0.00 -1 0 

.00120 -01440 52.19 0.00 -1 0 
 1 

.00120 .01450 51.46 0.00 -1 0 1 

.00120 .01460 50.73 0.00 -1 1 

.00080 .01490 44.64 0.00 -1 0 

.00100 .01440 50.07 0.00 -1 0 

.00100 -01440 49.76 0.00 -1 0 
 1 

.00100 .01440 49.03 0.00 -I  0 
.00100 -01440 48.30 0.00 -1 0 
.00120 .01440 49.46 0.00 -1 0 
.00120 .01450 48.73 0.00 - I  0 1 

.00120 .01460 48.00 0.00 -1 1 
 I 

.00080 .01490 44.15 0.00 -1 0 

.00100 .01400 55.00 0.00 1 1 
 1 

.00100 .01W 55.00 0.00 1 I 
 I 

1 

Fig. A.8 File of input n isnl.inp
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55 
10 
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Fig.A.9 File tree.inp 
Fig. A.10 Input file Hydro.prn 

1 z, Ql(1) Q l ( n l )  Q 2 ( 1 )  ,Q2(n2)  Q 3 U )  ,Q3(n3)  , Q 4 ( 1 )  ,Q4(n4) 1 
p i pe  n 1 1 2 2 56 56 9 I 

F i g . A . l l  F i l e  of  output  -0ut2.out 
z x l ( 1 )  x ( n 1 )  x2 (1 )  x ( n 2 )  x 3 ( 1 )  x3(n3)  x 4 ( 1 )  x ( n 4 )  /

pipe  n 1 1 2 2 56 56  9 1 

I I 

_ _ _ 1 
Fig.A.12 F i l e  of output  Out3.out 
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Fig.A. 13 Discharge in sub-network I 
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Fig.A.14 Discharge in sub-network 2 

-- 
sub-network 3 
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Fig.A.16 Discharge in sub-network 4 
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Fig.A.17 Discharge in sub-network 5 
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Fig.A.18 Discharge in the sub-network 5 
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F ig .  A.24 Intermediate file Overla2.txt 
a) Error in processing model input files 
When NISN reads the input file n-isnl. inp it makes an echo on video on what it has 
read, so that the user can easily check the consistency of the data. 
After NISN has read the tree.inp it generates the file overla2.txt. Ths  file must be 
checked to see if the input data on the file tree.inp are correct. 
Make sure that when the program reads Hydro.prn, the number of rows corresponds 
to the variable m2. This is a common error that causes an error message during the run. 
b) If the initial condition (LC.) is inappropriate the model fails; generally, a more 
appropriate choice of the LC. solves the problem. A period of 'warm-up' with a steady 
flow of the initial discharge is always the best method to start a simulation, such that the 
program can adjust the initial condition to an appropriate depth profile. 
c) Generally a cause of problem in the solution is due to a very different value of 
depth at the adjacent computational points. 
d) The computation may fail if the depth is very large, greater than 20 m. The 
algorithm assumes that typical values of the depth is not too far from 1m. 
e) Some numerical instabilities have been found when using the reservoir junction for 
the network under surcharge condition. In this case a valid approach is to use a 
simplified reservoir junction option. 
A.9 Program Code 
Listed herewith is the code as described in the preceding paragraphs. Figures A25 
and A26 show the module files, while the main program with the subroutines and the 
functions is listed in the following pages. 
integer dbc,NP ,nl,n2,n3,n4,m2,p (4) ,~ounter,n~source 

integer, allocatable, save :: sect(:),fre(:),cod(:),sectoI:),freol:) 

charncter(8), allocatable, save:: numm(:) 

real, allocatable, save :: yl(:),y2(:),y3(:),y4(:),invl(:),inv2(:),inv3(:),inv4(:) 

real, allocatable, save :: AA1(:),RA2(:),AA3(:),AA4(:)uAl(:),A2(:1,A3(:),A4{:) 

real, alloca.table, save :: R~(:),R~(:),R~(:),R~(:),RR~(:),RR~(:),RR~(:),RR~(:),~U~(:) 

real, allocatable, save :: Ql(:),Q21:),Q3(:),Q4(:) 

real, allocatable, save .:: bl(:),b2'(:) ,b3(:),b4(:).bbl(:),bb2[:),bb3(:).bb4(:) 

real, allocatable, save :: ffnewl(:),ffnew2f:),ffmew3(:),ffnew4(:) 

real, allocatable, save :: QU~(:),QU~(:),QU~(:),QU~(:),QUU~(:) 

real, allocatable, save :: Qd4(:),Qut(:),hdt(:),h8dt(:) 

real, allocatable, save :: b(:),L(:),so(:),man(:),U[:),drop(:),zz(:t(:) 

real, allocatable, save :: bib(:),LL(:),soso(:).manlaa(:),Uiu(:).zzo(:),H~trap(:) 

real, allocatable, save :: fil(:),ffil(:),fi2(:),ffi2(:),fi3(:),ffi3{:),fi4[:),ffi4(:) 
real, allocatable, save :: Qin(:,:),q4old(:),xcrit(:) 
real dx(4)~dt~xunif(4),xoId_4,area_res,res~simple,A~manh~le,xold~l,x~ld~2,x~ld~3 
real qloldd,q2oldd,q3oldd,q4oldd,~u4dd,hold,Ku,Q4full 

real cil,ci2,ci3,aa4o1d,Hnewrdbc~level,b~slot,dbc~int,dbc~fin 

end module is013 

Fig.A.25 Module modl.f90 

real QQ,mann,sso ,bb,zzz,sse~:t ,choice 

real dxx,xxl,invirinvil 

real surcharge 

end module is021 

Fig.A.26 Module rnod2.f90 

program NISN 
! Non-Inertia Sewer Network model 1" 
! NISN I" 
! version 1.0 
use is01 3 

use is021 

INTEGER N, kappa, kapp(4),check-design,sep-dbc 

REAL, ALLOCATABLE, SAVE ::X(:),F(:),storage(:) 
REAL ratio-value 
LOGICAL check 
character(8), numero(4) 
INTEGER Nn,NBMAX 
PARAMETER(Nn=10O1NBMAX=2O) 
REAL zbrent,root,tol 
EXTERNAL FUNC 
!. - - .- --. .- -
print*," 
print*," #-- --------- -- --.---- ----- - - -------- -
-#'I 
print*," # Non-Inertia Sewer Network model #'I 
print*," # NISN #" 
print*," # #I1 
print*," # version 1.0 Apr.1997 #I, 
- - . - - - . ,print*," ft . - - -_____#I# 
print*," # by Stefano Pagliara and B.C.Yen #It 
print*," *----------------
- #  
print*," # #If 
print*," # This program has been developed #'I 
print*," # at the University of Illinois #I1 
print*," # # 
print*," # Solution of the noninertia approx #'I 
print*," # by means of a 4-point implicit #'I 
print*," # scheme for both open channel and #'I 
print*," ## surcharge flow conditions # 

print*," #.------- ----- ---- ----------------- -#" 

print*," 

print*,";print*," 

PAUSE 

print*," 

print*," # contact: Stefano Pagliara #,I 

print*," # Universita' di Pisa # 

print*," # V. Gabba, 22 56126 #I1 

print*," # Pisa ITALY #'I 

print*," # e-mail: pagliara@cdc.it #'I 

print*," # #'I 

print*," ,I 

PAUSE 

choice=-I !variable to set zero of uniform or critical flow 
kappa=2 !initialize the variable kappa 
print*,";print*," 

print*," 
 I! 
print*,' downstream boundary condition DBC' 

print*," --....-. "- ...11 

print*,' 1= weir-type boundary' 

print*,' 2= rating curve1 

print*,' 3= critical depth' 

print*,' 4= jones formula' 

print*,' 5= normal flow' 

print*,' 6= stage hydrograph ' 

print*,' 7= constant water level' 

print*," 
 ~ N N ~ ~ ~ ~ . ~ W ~ N - ~ ~ ~ ~ - - ~ ~ . . C I - ~ L ~ L ~ C ~ ~ N ~ - ~ W ~ L ~ W "  
! if sep-dbc=1 for each intermediate segment the program 

! ask for the DBC. If sep-dbc=O the program ask only once 

! and the DBC will be the same for all the intermediate 

! segments. 

print*," choose of the DBC for intermediate segments" 

" print*," are the internal DBC all equals? 

print*," 0= yes I' 

print*," 1 = no I' 

read*, sep-dbc 

if (sep-dbc==O) then 

print*,"intermediate DBC=? (the same for all the segment)" 

read*, d bc-int 

end if 

print*." choose of the DBC for the final segment " 

print*,"DBC=?" 

call input1 ! read n-isnl .inp 

PAUSE 

call readtree ! read tree.inp and creates the 

! segm.out file for segment 
print*," number of segments (file overia2.txt)=",counter 
call hydro ! read input hydrograph from file hydro-prn 
! DESIGN CONTROL ---------
! check all the pipes in which a specified 
! ratio-value is exceeded 
print*,";print*," 
print*,";print*," 
-------------------------------------Iprint*,' 
-------------------------------------
print*,' is this a design for the sewer size? ' 

print*,' 1= design control ' 

print*,' 2 = simulation ' 
print*,' -------------------------------------
-------------------------------------I 
read*,check-design 
print*,"; print*," 
if (check-design==l)then 
print*,'input the ratio-value' 
read(^,*)ratio-value 
open(7,file='c:\msdev\projects\finale\design.ou~,siatus='old') 

Mte(7,')" --------------" 
write(7,")" Design control" 
write(7,*)" --------------" 
end if 
! -end design control- 
J start to iterate on the segments --------------------CIcICI-.5-
open(l8,file='c:\msdev\projects\finaie\overla2.txt',status='oId') 
do 999 jk=l ,counter 
do j=1,3 

read(l8,3003) numerou) 

3003 format(a8) 

do i=l ,np 

if (numero(j)==numm(i)) then 

pQ)=cod(i) 

end if 

end do 

end do 

read(l8,3004) numero(4) 

3004 format(a8,/) 

do i=l  ,np 

if (numero(4)==numm(i)) then 

p(4)=cod(i) 

end if 

end do 
prjnt*,"-------------------------------lt
*-ii---------------------------------------------------------
print*," S E G M E N T ",p(l),p(2),p(3),p(4) 
....................................................................... 

! p(l),p(2),p(3),p(4) are the numbers of the pipes 

! in this segment, 

do i=1,4 

L(i)=LL(p(i)) 

B(i)=Bi b(p(i)) 

H-T(i)= H-tra p (p (i)) 

so(i)=soso(p(i)) 

man(i)=manma(p(i)) 

U(i)=Uiu(p(i)) 

zz(i)=uo(p(i)) 

sect(i)=secto(p(i)) 

fre(i)=freo(p(i)) 

write(*,8080)L(i), b(i), H-t(i),so(i),man(i), U(i),zz(i),sect(i),fre(i) 

8080 forrnat(3F8.3,2F8.5,2F8.3,214) 

end do 

1 ----------------------
if (sep-dbc==l) then 

print*,"dbc-int for this segment?" 

read*,dbc-int 

end if 

if (jkecounter) then 

if (dbcWint==7)then 

print*,"dbc-level=" 

read*, d bc-level 

end if 

else 
if (dbc-fin==7) then 

print*,"dbc-level=" 

read*,d bc-level 

end if 

end if 
I .llrc.UCICI-LICICYCICICICICICICIUCILyUUC-
do j=1,3 

drop(j)=(U(j)-so(j)*L(j))-U(4) 

end do 

do j=l14 
PRINT*l"sect",jlsect(i)ll~L=lllL~) 

end do 
print*,"; print*," 

print*," 
 !I 
print*," a- if kc0 define different number of reach for each pipe" 
print*," b- if k>=l define number of reach for all pipes" 
print*," c- if k=O number of reachs are set automatically" 
print*," --------------------------------I1 
print*,";print*," 

print*,"number of reach for each pipe k=? " 

if (kappa. ne.0) then 
read*,kappa 
else 
kappa=O 
end if 
if (kappa<O) then 
do i=1,4 
print*,"nurnber of reaches for p",i 
read*, kapp(i) 
end do 
n l  =kapp(l)+l ;n2=kapp(2)+1 
n3=kapp(3)+1 ;n4=kapp(4)+1 
else if (kappa>=l) then 
nI=kappa+l ;n2=kappa+I ;n3=kappa+l ;n4=kappa+l 
else 
n1 =int(L(l)ldt)+3 
if (nl>=4) then; n1=4; end if 
n2=int(L(2)/dt)+3 
if (n2>=4) then; n2=4; end if 
n3=int(L(3)/dt)+3 
if (n3>=4) then; n3=4; end if 
n4=int(L(4)ldt)+3 
if (n4>=4) then; n4=4; end if 
end if 
N=nl +n2+n3+n4; print*," total number of nodes n=",n 
if (n>=100) then; print*,l'waming: n is high"; end if 
ALLOCATE(bl(nl),b2(n2),b3(n3),b4(n4),bbl (nl),bb2(n2),bb3(n3), bb4(n4)) 

ALLOCATE(ffnew1(nl),ffnew2(n2),ffnew3(n3),ffnew4(n4)) 

ALLOCATE(AA1(nl),AA2(n2),AA3(n3)IAA4(n4),Al (n l),A2(n2),A3(n3),A4(n4)) 

ALLOCATE(R1 (n?),RRl (nl),R2(n2), RR2(nZ),R3(n3), RR3(n3),R4(~4),RR4(n4)) 

ALLOCATE(fi.1 (nl),ffil (nl),fi2(n2),ffi2(n2)1fi3(n3)l~3(n3)lfi4(n4)l~4(n4)) 

ALLOCATE (xcrit (4)) 

ALLOCATE(Qu1(m2),Qu2(m2),Qu3(m2),Qu4(m2)) 

ALLOCATE(Quu4(m2), q4old(m2)) !,Qd4(m2) 

!choose the dbc: 
if(jkcCOUNTER) then !set the dbc for each segment 

dbc=dbc-int;else;dbc=dbc-fin;end if 

! invert 

do i= l  ,nl  ; invl(i)=U(l)-(dx(l)*(i-l)*so(l)); end do 

do i= l  ,n2; inv2(i)=U(2)-(dx(2)*(i-1)*~0(2)); end do 

do i=l ,n3; inv3(i)=U(3)-(dx(3)*(i-l)*~0(3)); end do 

do i=l,n4; inv4(i)=U(4)-(dx(4)*(i-1)*~0(4)); end do 

do i=l,m2 

Qul (i)=Qin(p(l),i) 

Qu2(i)=Qin(p(2),i) 

Qu3(i)=Qin(p(3),i) 

Qu4(i)=Qin(p(4),i) 

end do 

!end do 
! read the stage hydrograph as dbc=4 
open(27,file='c:\msdev\projects\finale\stagepm',status='old') 

do i='t,m2 

read(27,*)i; hu4(i) 

end do 

close(27) 
! calculate uniform flow. uses FUNC e ZBRENT 
if (sect(1)cO) then; x2=b(l)-0.001; end if 

QQ=Qul (1); bb=b(l ) ; m a n n = m a n ( l ) ; s s o = s o ( l ) ; s s e ~ = z z ( l) 

ROOT=ZBRENT(func,xl ,x2,tol) 

xunif(l)=root 
if (sect(2)cO) then; x2=b(2)-0.001; end if 

QQ=Qu2(1);bb=b(2);mann=man(2);sso=so(2);ssed=se~(2);~=~(2) 

ROOT=ZBRENT(func,xl ,x2,tol) 

xunif(Z)=root 
if (sect(3)cO) then; x2=b(3)-0.001; end if 

QQ=Qu3(1);bb=b(3);mann=man(3);sso=so(3);ssect=sect(3);~=~(3) 

ROOT=ZBRENT(func,xl ,x2,tol) 

xunif(3)=root 

if (sect(4)cO) then; x2=b(4)-0.001; end if 
QQ=QuI(1)+Qu2(1)+Qu3(1)+Qu4(l);bb=b(4);mann=man(4);sso=so(4);ssect=se(4) & 
;uz=u (4 )  
ROOT=ZBRENT(func,xl ,x2,tol) 

xunif(4)=root 

! set the initial condition 
do i=l,nl  
if ((xunif(l)+invl (i))<=(xunif(4)+inv4(1)))then 

y l (i)=xunif(4)+inv4(1)-invl(i)+.OOI/i 

else 

y l  (i)=xunif(l ) 

end if 

if (fre(l)>O.l) then ! high drop 

y l  (i)=xunif(l) 

end if 

end do 
do i=11n2 

if ((xunif(2)+inv2(i))<=(xunif(4)+inv4(1)))then 

y2(i)=xunif(4)+inv4(1)-inv2(i)+.OO1/i 

else 
y2(i)=xunif (2) 

end if 

if (fre(2)>0. 1) then ! high drop 

y2(i)=xunif(2) 

end if 

and do 
do i=11n3 

if (xunif(3)+inv3(i)<=xunif(4)+inv4(1)) then 

y3(i)=xunif(4)+inv4(1)-inv3(i)+.001/i 

else 

y3(i)=xunif(3) 

end if 

if (fre(3p0.1) then ! high drop 

y3(i)=xunif(3) 

end if 

end do 
do i=11n4 

y4(i)=xunif(4) 

end do 

! first guess for x(i) . 

do i= l  ,n4; x(n1 +n2+n3+i)=y4(i);end do 

do i=1,n1; x(i)=yl (i); end do 

do i=l,n2; x(nl+i)=y2(i); end do 

do i=l,n3; x(n1 +n2+i)=y3(i); end do 

open(1O,file='c:\msdev\projects\finale\outl.out',status='oldl) 
open(9lfile='c:\msdev\projects\finale\out2.out'lstatus=1oid') 
open(17,file='c:\msdev\projects\ftnale\out3.out1lstatus='ol~)
write (9,*)'-------- ------ -- --------- -- - , - ,  
write (9,*)' z,Ql(1) Q l  (nl) Q2(1) ,Q2(n2) Q3(1) .Q3(n3) Q4(1) ,Q4(n4) ' 
write(913005)1~i~enl, P ( ~ ) ~ P ~ ~ ) ~ P ( ~ ) ~ P ( ~ ) ~ P ( ~ ) ~ P ( ~ ) , P ( ~ ) ~ P ( ~ )
3005 forrnat(a7,i3,7i7) 
write (9, * )1 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - ---_ 
write(1 Ol*)'index x f 0' 

write (1 7,")'-------- 
 I 
( I )  x(n1) 

write(1713006)'~i~e 

write(17,*)' z XI x2 ( l )x(n2) x3(1) x3(n3) x4(1) x(n4)' 
nIl P(~)~P(~)~P(~)~P(~)~P(~)~P(~)~P(~)~P(~)
3006 format(a7,i3,7i7) 
! start the iteration on time 
do 12 z=I,m2 
call newt(x,N,check); calf funcv(N,x,f) 
write(*,*)z; if (check) then; write(",*) 'Convergence problems.';endif 
write(1 Olt(F5. I)') z 
do i=l,nl 

write(1 0,'(1x,i2,2x13f12.6)') i,x(i),f(i),Ql (i) 

end do 

do i=l,n2 

write(1 Ol'(lxli2,2x,3fl 2.6)') i,x(nl +i),f(i),QZ(i) 

end do 

do i=l,n3 

write(l0,'(lx,i2,2xl3f12.6)') i1x(nl+n2+i),f(i),Q3(i) 

end do 

do i=l,n4 

write(1 0,'(1x,i2,2x13fI2.6)') i,x(nl +n2+n3+il1f(i),Q4(i) 

end do 

WRITE(1O,'(l)') 
do i=l,nI; y l  (i)=x(i); end do 

do i=l,n2; y2(i)=x(nl+i); end do 

do i=l,n3; y3(i)=x(nl+n2+i); end do 

do i=l,n4; y4(i)=x(nl +n2+n3+i); end do 

xold_4=x(nI +n2+n3+1) 
Qloldd=Ql (nl) 

Q201dd=Q2(n2) 

Q301dd=Q3(n3) 

Quu4old=Quu4(1) !inlet discharge 

Q401dd=Q4(1) 

aa4old=aa4(1) 

storage(z)=(y4(1)-HoId)'area-res ! storage for reservoir junc. 
if (check-design==l) then 

do i=I,nl ! pipe # I  

if (sect(l)<O) then !circular pipe 
if (x(i)>=(ratio-value*b(l))) then 
write(7,lll l)"pipe",p(l),"is underdesignefllNat time-step=",z,"node=",i, & 
"ratio=",x(i)/b(l) 
write(*, 1 1 1 l)"pipe", p(l),"is underdesigned","at time-step=",z,"node=",i, & 
"ratio=",x(i)/b(l) 
end if 
else !trap. pipe 
if (x(i)>=(ratio-value*H-t(1))) then 
write(7,I 11 l)"pipe"lp(l)l"is underdesignedfl1"at t ime-~tep=",z~~~node=~~~i~& 
"ratio=",x(i)/H-t(1 ) 
write(*, 1 1 1 l)"pipe",p(l),"is underdesigned","at time-step=",z,"node=",i, & 
"ratio=",x(i)/H-t (1 ) 
end if 
end if 
end do 
do i=11n2 !pipe #2 
if (sect(2)cO) then !circular pipe 
if (x(nI+i)>=(ratio_value*b(2))) then 
write(7,l I11 )"pipe", p(2),"is underdesigned","at time-step=",zl "node=", i, & 
"ratio=",x(nl +i)/b(2) 
write(*, 1 I1 l)"pipe",p(2),"is underdesigned","at time-step=",z,"node=",i, & 
"ratio=",x(nl +i)/b(2) 
end if 
else !trap 
if (x(n1 +i)>=(ratio-value*H-t(2))) then 
write(7,lll l)"pipe",p(2),"is underdesignedW,"attime-step=",z,"node=",i, & 
"rati~="~x(nl+i)/H,t(2) 
write(*, 11 1 l)"pipe",p(2),"is underdesigned","at time-step=",zl"node=",i, & 
"ratio=",x(nl +i)/H-t(2) 
end if 
end if 
end do 
do i=11n3 !pipe #3 
if (sect(3)<0) then !circular pipe 
if (x(n1 +n2+i)>=(ratio-value'b(3))) then 
~ r i t e ( 7 ~ l l l  time-step=",z,"node=",i, &l)"pipe",p(3),"is underdesignedW,"at 
"ratio=",x(nI+n2+i)/b(3) 
write(*,? 11 l)"pipe",p(3),"is underdesignedWl"at time-step=",z,"node=",i, & 
::raiio=i'lx(n 1+nZ+i)jb(3) 
end if 
else !trap 
if (x(n1 +n2+i)>=(ratio-value*H-t(3))) then 
write(7,lll l)"pipe",p(3),"is underdesignedw,"at irne-step=l'lzl"node=t'Iil& 
"ratio=",x(nl +n2+i)/Hmt(3) 
write(',? 11 -l)"pipe",p(3),"is underdesigned","at time-step=",z,"node=",i,& 
"ratio=",x(nl +n2+i)/Hmt(3) 
end if 
end if 
end do 
do i=l,n4 !pipe #4 
if (sect(4)~O) then !circular pipe 

if (x(n1 +n2+n3+i)>=(ratio_value*b(4))) then 

write(7,l IIl)"pipe",p(4)l''is underdesigned","at time-step=",z,"node=",i, & 

"ratio=",x(nl +n2+n3+i)/b(4) 
write(*,I1 1 l)"pipe",p(4),"is underdesignedW,"at time-step=",z,"node=",i, & 
"ratio=",x(n 1 +n2+n3+i)/b(4) 
end if 
else !trap 

if (x(n1 +n2+n3+i)>=(ratio-value*H-t(4))) then 

write(7,I I Il)"pipe",p(4),"is underdesigned","at time-step=",z,"node=",i, & 

"ratio=",x(nl +nZ+n3+i)lH-t(4) 
write(*, 1 11 l)"pipe",p(4),"is underdesigned","at time-step="lzl"node=",i,& 
"ratio=",x(n 1 +n2+n3+i)/H-t(4) 
end if 
end if 
end do 
1'lI 1  fomat(a4,i4,a18,a14,f5.0,a7,i4,a8,f5.2) 
end if 
12 continue 
do i=l,m2 
Qin(p(4),i)=Q4old(i) 
end do 
DEALLOCATE(q4old) 
999 continue 
END 

! \  
SUBROUTINE FUNCV(N,X,F) 

use is013 

use is021 

INTEGER n 

REAL X(N),F(N) 
INTEGER Nn,NBMAX 

PARAMETER(Nn=IOO, NBMAX=20) 

REAL zbrent,root,tol 

EXTERNAL FUNC 

! to mantain a positivex 

do k=l,n 

if (x(k)<.0001) then 

x(k)=.0001 

end if 

end do 

if (sect(l)<O) then ! # I  circular section 
do i=l,nl 
if (x(i)>=0.999*b(l)) then 
ffnewl (i)=2.*acos(l.-2.*.91) 
RRl (i)=b(1)/4*(1 -sin(ffnewl (i))/ffnewl (i)) 
bbl  (i)=b-slot ! P R E I S S M A N N  S L O T  
AAl  (i)=3.1416*(b(1)/2)*2+(x(i)-b(l))*bbl (i) 
else if (x(i)<0.999*b(l)) then 
if (x(i)>=0.91*b(l))then 
ffnewl (i)=2.*acos(l.-2.*.91) 
ff i l(i)=2.*acos("l-2.*abs(x(i))/b(l)) 
RRI (i)=b(l)/4*(1 -sin(ffnewl (i))/ffnewl (i)) 
AA l  (i)=b(l)"*2./8.*(ffil (i)-sin(ffi1 (i))) 
bbl  (i)=b(l)*sin(ffil (i)/2) 
eIse 

fTiI(i)=2 .*acos(l .-2.*abs(x(i))/b(?)) 

AA1 (i)=b(l)"2./8.*(ffil (i)-sin(ffi1(i))) 

bb l  (i)=b(l)*sin(fFil (i)/2) 

RRI (i)=b(l)/4*(1-sin(ffi1 (i))/ffil (i)) 

end if 

end if 

if (yl (i)>=O.999*b(1)) then 
ffnewl (i)=2.*acos(l.-2.*.91) 
RRl(i)=b(1)/4*(1-sin(ffnew1 (i))/ffnewl (i)) 
b l  (i)=b-slot I P R E I S S M A N N  S L O T  
A1(i)=3.1416*(b(l)12)"2+(y'l (i)-b(l))*bl (i) 
else if (yl (i)<O.Q9*b(l)) then 
if (y1 (i)>=0.91*b(l))then 
ffnewl (i)=2.*acos(l.-2.*.91) 
f i l (i)=2.*acos(l.-2.*abs(yl (i))/b(l)) 

R1 (i)= b(l)/4*(1-.$in(ffnewl (i))/ffnewl (i)) 

A1 (i)=b(1)**2./8.*(fi 1 (i)-sin(fi 1 (i))) 

b l(i)=b(1 )*sin(fi 1 (i)/2) 

else 
f i l  (i)=2.*acos(l.-2.*abs(yl (i))/b(l)) 

A1 (i)=b(l)**2./8.*(fil (i)-sin(fi1 (i))) 

b1 (i)=b(l)*sin(fil (i)/2) 

R l  (i)=b(l)/4*(1-sin(fi I(i))/fil (i)) 

end if 

end if 

end do 

else !#1 trap. section 
do i=l ,nl  
if (x(i)>0.999*H-T(1)) then 

bbl  (i)=B-slot 

AAl (i)=(b(l)+u(l)*H~t(I))*H~T(l)+(x(i)-H~T(1))*B~slot 

RRl (i)=(AA4 (i)/(b(l)+2*H-T(l)*(l +u(1)"2.)**0.5)) 

else 

AA1(i)=(b(l )+zz(l )*a bs(x(i)))*abs(x(i)) 

RRI (i)=(AAl (i)/(b(l)+2*a bs(x(i))*(l +u(1)**2.)"0.5)) 

bbl(i)=b(l)+2*u(l)*abs(x(i)) 

end if 
if (yl (i)>0.999*H-T(1)) then 

b l  (i)=B-slot 

A1(i)=(b(I)+u(l)'H-t(l ))"H-T(l )+(yl(i)-H-T(l ))*B-slot 

R l  (i)=(Al (i)/(b(l)+2*H-T(1)*(1 +mz(l)**2.)**0.5)) 

else 

A1 (i)=(b(l ) + u ( l  )*abs(yl (i)))*abs(yl (i)) 

R l(i)=Al (i)/(b(l)+2*abs(yl (i))*(l+zz(l)**2.)**0.5) 

b l  (i)=b(.l)+2*u(l)*abs(yl (i)) 

end if 

end do 

end if ! -
if (sect(2)cO) then ! #2 circular section 

do i=l ,n2 

if (x(n1 +i)>=0.999*b(2)) then 

ffnew2(i)=2.*acos(l.-2.*.91) 

RR2(i)=b(2)/4*(1-sin(ffnew2(i))/ffnew2(i)) 
bb2(i)=b_sIot ! P R E I S S M A N N  S L O T  
AA2(i)=3.1416*(b(2)/2)**2+(x(n I+i)-b(2))*bbZ(i) 
else if (x(n1 +i)<0.99*b(2)) then 

if (x(n1 +i)>=0.91 *b(2))then 

ffnew2(i)=Z.*acos(l.-2.*.91) 

ffi2(i)=2.*acos(l.-2.*abs(x(nl+i))lb(2)) 
RR2(i)=b(2)/4*(1-sin(ffnew;!(i))Iffnew2(i)) 
AA2(i)=b(2)**2./8.*(ffi2(i)-sin(ffi2(i))) 
bb2(i)=b(2)*sin(ffi2(i)/2) 
else 

ffi2(i)=2.*acos(l.-2.*abs(x(nl +i))/b(Z)) 

AA2(i)=b(2>**2./8.*(ffi2(i)-sin(ffi2(i))) 

b b2(i)= b(2)*sin (ffi2(i)/2) 

RR2(i)= b(2)/4*(1 -sin (ffi2(i))/ffi2 (i)) 

end if 

end if 

if (y2(i)>=0.999*b(2)) then 
ffnew2(i)=2.*acos(l.-2.*.91) 
RR2(i)=b(2)/4*(1-sin(ffnew2(i))/ffnew2(i)) 
b2(i)=bmslot ! P R E I S S M A N N  S L O T  
A2(i)=3.14 16*(b(2)/2)*2+(y2(i)- b(2))*b2(i) 
else if (y2(i)<0.999*b(2)) then 
if (y2(i)>=0.9l*b(Z))then 
ffnew2(i)=2.*acos(l.-2.*.91) 
fi2(i)=2.*acos(l .-Z.*abs(y2(i))/b(2)) 

R2(i)= b(2)/4*(1 -sin(ffnew2(i))/ffnew2(i)) 

A2(i)=b(2)*2./8.*(fiZ(i)-sin(fi2(i))) 

b2(i)= b(2)*sin(fi2(i)/2) 

else 
fi2(i)=2.*acos(1.-2.*abs(yZ(i))/b(2)) 

A2(i)=b(2)**2./8.*(fi2(i)-sin(fi2(i))) 
b2(i)=b(2)*sin(fi2(i)/2) 
R2(i)= b(2)/4*(1 -sin(fi2(i))/fi2(i)) 

end if 

end if 

end do 

else ! #2 trap. section 

do i=l,n2 

if (x(n.1 +i)>0.999*H-T(2)) then 

bb2(i)=Bmslot 

AA2(i)=(b(2)+~~(2)*H-t(2))*H-T(2)+(x(nl +i)-H-T(2))*B_slot 

RRZ(i)=(AA2(i)/(b(2)+2*H-T(2)*(1 +u(2)**2.)"0.5)) 

else 

NU(i)=(b(2)+u(2)*abs(x(nI +i)))*abs(x(nl+ i ) )  

RJQ(i)=(AAZ(i)/(b(2)+2*abs(x(nl +i))*(l +zz(2)**2.)**0.5)) 

bb2(i)=b(2)+2*=(2)*abs(x(nl +i)) 

end if 
if (y2(i)>0.999*H-T(2)) then 

b2(i)=Bmslot 

A2(i)=(b(2)+u(2)*H-t(2))*HHT(2)+(y2(i)-H-T(2))*B-slot 

R2(i)=(A2(i>/(b(2)+2*H-T(2)*(1+u(2)**2.)**0.5)) 

else 

A2(i)=(b(2)+zz(2)*a bs(y2(i)))*abs(y2(i)) 

R2(i)=A2(i)/(b(2)+2*abs(y2(i))*(l +u(2)'*2.)**0.5) 

b2(i)=b(2)+2*~(2)*a bs(y2(i)) 

end if 
end do 

end if I--------------

if (sect(3)eO) then !#3 circular section 

do i=l,n3 

if (x(nl+nZ+i)>=0.999*b(3)) then 

ffnew3(i)=2.*acos(l.-2.*.91) 
RR3(i)=b(3)/4*(1-~in(ffnew3(i))/ffnew3(i)) 
bb3(i)=b_slot ! P R E I S S M A N N S L 0 T 
AA3(i)=3.1416*(b(3)/2)"2+(x(n 1 +n2+i)-b(3))*bb3(i) 
else if (x(n1 +n2+i)c0,99*b(3)) then 

if (x(n1 +n2+i)>=0.91 *b(2))then 

ffnew3(i)=2.*acos(l.-2.*.91) 
ffi3(i)=2.*acos(l.~2.*abs(x(nl+n2+i))/b(3)) 
RR3(i)=b(3)/4*(1-sin(ffnew3(i))/ffnew3(i)) 
AA3(i)=b(3)"2./8.*(ffi3(i)-sin(ffi3(i))) 

bb3(i)=b(3)*sin(ffi3(i)/2) 
else 

ffi3(i)=2.*acos(l.-2.*abs(x(n I+n2+i))/b(3)) 

AA3(i)=b(3)**2./8.*(ffi3(i)-sin(ffi3(i))) 

bb3(i)=b(3)*sin(ffi3(i)/Z) 

RR3(i)=b(3)/4*(I-~in(ffi3(i))/ffi3(i)) 

end if 

end if 

if (y3(i)>=0.999*b(3)) then 
ffnew3(i)=2.*acos(l.-2.*.91) 
RR3(i)= b(3)/4*(1 -sin(ffnew3(i))/ffnew3(i)) 
b3(i)=bWslot ! P R E I S S M A N N  S L O T  
A3(i)=3.14 1 6*(b(3)/2)"2+(y3(i)-b(3))* b3(i) 
else if (y3(i)<0.99*b(3)) then 
if (y3(i)>=O.Ql *b(3))then 
ffnew3(i)=2.*acos(l.-2.*.91) 
fi3(i)=2.*acos(l .-Z.*abs(y3(i))/b(3)) 
R3(i)=b(3)/4*(1-sin(ffnew3(i))/ffnew3(i)) 
A3(i)=b(3)*2./8.*(fi3(i)-sin(fi3(i))) 
b3(i)= b(3)*sin(fi3(i)/2) 

else 

fi3(i)=2.*acos(l.-2.*abs(y3(i))lb(3)) 

A3(i)=b(3)**2./8,*(fi3(i)-sin(fi3(i))) 

b3(i)=b(3)*sin(fi3(i)/2) 

R3(i)=b(3)/4*(1 -sin(fi3(i))/fi3(i)) 

end if 

end if 

end do 

else ! #3 trap. section 

do i=I,n3 

if (x(n?+n2+i)>0.999*H-T(3))then 
bb3(i)=B_siot 
AA3(i)=(b(3)+~(3)*H_t(3))*H_T(3)+(x(nl +n2+i)-H-T(3))"B-slot 
RR3(i)=(AA3(i)/(b(3)+2*H-T(3)*(1+u(3)**2.)**0.5)) 
else 
. AA3(i)=(b(3)+u(3)*abs(x(nl +n2+i)))*abs(x(nl +n2+i)) 
RR3(i)=(AA3(i)/(b(3)+2*abs(x(nl +n2+i))*(1 +u(3)**2.)**0.5)) 
bb3(i)=b(3)+2*=(3)*abs(x(n I+n2+i)) 

end if 

if (y3(i)>0.999*H-T(3)) then 

b3(i)=B_slot 

A3(i)=(b(3)+u(3)*H-t(3))*H-T(3)+(y3(i)-H-T(3))*B-~lot 

R3(i)=(A3(i)/(b(3)+2*H_T(3)*(1+zz(3)**2.)**0.5)) 

else 

A3(i)=(b(3)+~~(3)*abs(y3(i)))*abs(y3(i)) 
R3(i)=A3(i)/(b(3)+2*abs(y3(i))*(l +u(3)**2.)"0.5) 
b3(i)= b(3)+2*zz(3)*a bs(y3(i)) 
end if 
end do 

end if !----- --

if (sect(4)cO) then ! #4 circular section 
do i=l,n4 
if (x(nl+n2+n3+i)>=0.999*b(4))then 
fFnew4(i)=2.*acos(l.-2.*.91) 
RR4(i)=b(4)/4*(1-sin(ffnew4(i))/ffnew4(i)) 
bb4(i)=b_slot ! P R E I S S M A N N  S L O T  
AA4(i)=3.1416*(b(4)/2)"2+(x(nl +n2+n3+i)-b(4))*bb4(i) 
else if (x(n1 +n2+n3+i)<0.99*b(4)) then 
if (x(n1 +n2+n3+i)>=0.91 'b(4))then 
ffnew4(i)=2.*acos(l.-2.*.91) 
ffi4(i)=2.*acos(? .-2.*abs(x(n I+n2+n3+i))/b(4)) 
RR4(i)=b(4)/4*(1-~in(ffnew4(i))/ffnew4(i)) 
AA4(i)=b(4)**2./8.*cffi4(i)-sin(ffi4(i))) 

bb4(i)=b (4)*sin (ffi4(i)/2) 

else 

ffi4(i)=2.*acos(l.-2.*a bs(x(n I+n2+n3+i))/b(4)) 

AA4(i)= b(4)**2./8.*(ffi4(i)-sin(ffi4(i))) 

b b4(i)= b(4)*sin(ffi4(i)/2) 

R R4(i)= b (4)/4*(1 -sin (f?i4(i))/ffi4(i)) 

end if 

end if 

if (y4(i)>=0.999*b(4)) then 
ffnew4(i)=Z.*acos(l.-2.*.91) 
RR4(i)= b(4)/4*(1 -sin (ffnew4(i))/ffnew4(i)) 
b4(i)=b_slot ! P R E l S S M A N N  S L O T  
A4(i)=3.1416*(b(4)/2)"2+(y4(i)-b(4))*b4(i) 
else if (y4(i)<0.99*b(4)) then 

if (y4(i)>=0.9l*b(4))then 

ffnew4(i)=2.*acos(l.-2.*.91) 

fi4(i)=2.*acos(?.-2.*abs(y4(i))/b(4)) 
R4(i)=b(4)/4*(1 -sin(ff new4(i))/ffnew4(i)) 
A4(i)=b(4)**2./8.*(fi4(i)-sin(fi4(i))) 

b4(i)=b(4)*sin(fi4(i)/2) 

else 
fi4(i)=2.*acos(l .-Z.*abs(y4(i))/b(4)) 
A4(i)=b(4)**2./8.*(fi4(i)-sin(fi4(i))) 

b4(i)=b(4)*sin(fi4(i)/2) 

R4(i)= b(4)/4*(1 -sin(fi4(i))/fi4(i)) 

end if 

end if 

end do 

else ! #4 trap. section 
if (x(n1+n2+n3+i)>0.999*H-T(4)) then 

bM(i)=B-slot 

AA4(i)=(b(4)+n(4)*H-t(4))*H-T(4)+(x(nl +n2+n3+i)-H-T(4))*B_slot 

RR4(i)=(AA4(i)/(b(4)+2*H-T(4)*(1 +u(4)**2.)**0.5)) 

else 

M4(i)=(b(4)+zz(4)*abs(x(nl +n2+n3+i)))*abs(x(nl +n2+n3+i)) 

RR4(i)=(AA4(i)/(b(4)+2*abs(x(nI +n2+n3+i))*(l +u(4)**2.)**0.5)) 

bb4(i)= b(4)+2*~(4)*abs(x(n 1+n2+n3+i)) 

end if 
if (y4(i)>0.999*H-T(4)) then 

b4(i)=B_slot 

A4(i)=(b(4)+u(4)*H-t(4))*H-T(4)+(y4(i)-H-T(4))*B-~lot 

R4(i)=(A4(i)/(b(4)+2*H-T(4)*(1 +u(4)*2.)"0.5)) 

else 

A4(i)=(b(4)+~(4)*abs(y4(i)))*abs(y4(i)) 

R4(i)=A4(i)/(b(4)+2*abs(y4(i))*(l +zz(4)*"2.)**0.5) 

b4(i)=b(4)+2*=(4)*abs(y4(i)) 

end if 
end do 

end if !---------

do i=l,nl-1 
Q l  (i+l)=l . * M I  (i)*RRl (i)"(2./3.)/(rnan(l)*dx(l)"0.5)*(abs(x(i))+invl (i)& 
-abs(x(i+l))-invl (i+l))/(abs(abs(x(i))+invl (i)-abs(x(i+l)) & 
-invl (i+1)))"0.5 
end do 
do i=l,n2-1 
Q2(i+I)=l .*AA2(i)*RR2(i)*(2./3.)/(man(2)*dx(2)*05(abs(x(n1+i))+inv2(i) & 
-abs(x(nl+i+l))-inv2(i+l))/(abs(abs(x(nl +i))+inv2(i)-abs(x(nl+i+l)) & 
-inv2(i+1)))"0.5 
end do 

do i=l,n3-1 

Q3(i+l)=1. *AA3( i ) *RR3( i ) * (2 . /3 . ) / (man(3) *dx(3 )~ (n l  +n2+i)) & 

+inv3(i)-abs(x(n 1 +n2+i+l))-inv3(i+l))/(abs(abs(x(n 1 +n2+i))+inv3(i) & 
-abs(x(nl+nZ+i+l))-inv3(i+1)))"0.5 
end do 
do i=l,n4-I 
Q4(i+l)=1.*M4(i)*RR4(i)**(2./3.)/(man(4)*dx(4)**0.5)*(abs(x(nl +n2+n3+i)) & 
+inv4(i)-abs(x(nl+n2+n3+i+l))-inv4(i+l))l(abs(abs(x(nl+n2+n3+i)) & 

+inv4(i)-abs(x(n1+n2+n3+i+l))-inv4(i+l)))"0.5 

end do 

if (area-res<=O. I )  then 
Q4(1)=QI (n l)+Q2(n2)+Q3(n3)+Quu4(1) !Quu4= inlet discharge 
else if (res-simple<=O.2) then 
! simplified reservoir junction 
! Q4(1)=Q1 oldd+Q201dd+Q301dd+Q1 (nl)+Q2(nZ)+Q3(n3)-Q401dd & 
! -2*area_res/dt*(x(nl +n2+n3+1)-hold) 
Q4(1)=Q1(nl)+Q2(n2)+Q3(n3)+Quu4(1) & 

-area-resldt"(x(n1 +n2+n3+1)-hold) 

else ! reservoir junction complete 

cil=2*area-resldt*((l +Ku)/(l9.62*aa4(1)"2.)) 

ci2=Q1( ~ I ) + Q ~ ( ~ ~ ) + Q ~ ( ~ ~ ) + Q u u ~ ( I ) + Q I 
oldd+Q201dd+Q301dd+Quu40ld-Q401dd 
ci3=-2*arearedd!*(x(r!?+n2+n3+1)-ho!d-('! +Kg)'Q4otdd*2.! & 
(4 9.62*aa401d**2.)) 
Q4(1)=(-1 +(I +4*cil *(ci2+ci3))"0.5)/(2*ci I )  
if (q4(1)<=0) then 

q4(1)=.01 

end if 

end if 
f(l)=(AAI(2)+AAl (?)-A1 (2)-A1 (1))/(2.*dt)+(Q 1 (2)-Q 1 (l))/dx(l) 

if (n1>2) then 

do i=2,(nl-1) 

f(i)=(AAl (i+l)+AAl (i)-A1 (i+l)-A1 (i))/(2.*dt)+(Ql (i+l)-Ql (i))/dx(l) 

end do 

end if 

f(nI+I	)=(AA2(2)+AA2(l)-A2(2)-A2(1))1(2 .*dt)+(Q2(2)-QZ(l))/dx(2) 
if (n2>2) then 
do i=2,(n2-I) 
f(n 1 +i)=(AA2(i+1 )+AA2(i)-A2(i+ 1 )-A2(i))/(2.*dt)+(Q2(ii 1 )-Q2 (i))ldx(2) 
end do 
end if 
f(n1+n2+1)=(AA3(2)+AA3(1)-A3(2)-A3(1))/(2.*dt)+(Q3(2)-Q3(1))/dx(3) 
if (n322) then 
do i=2, (n3-1) 
f(n1+n2+i)=(AA3(i+l)+AA3(i)-A3(i+l)-A3(i))/(2.*dt)+(Q3(i+l )-Q3(i))/dx(3) 
end do 
end if 
f(nl+n2+n3+1)=(AA4(2)+AA4(1)-A4(2)-A4(1))/(2.*&)+(Q4(2)-Q4(1))/dx(4) 

if (n4>2) then 

do i=2, (n4-1) 

f(n 1 +n2+n3+i)=(AA4(i+ l)+AA4(i)-A4(i+l)-A4(i))/(2.*dt)+(Q4(i+l)-Q4(i))/dx(4) 

end do 
end if 
! calculate the critical depth xcrit(i) 

!# I  

if (sect(?)<O) then; x2=b(l)-.001; end if 

QQ=Ql(nl);bb=b(l);mann=man(l);sso=so(l);ssect=sect(l);zzz=zz(l);choice=l 

ROOT=ZBRENT(func,xl ,x2,tol) 

xcrit(l)=root 

!#2 
if (sect(2)eO) then; x2=b(2)--001; end if 
QQ=Q2(n2);bb=b(2);mann=man(2);sso=so(2);ssed=sect(2);~=zz(2);choice=l 
ROOT=ZBRENT(func,xl ,x2,tol) 
xcrit(Z)=root 
! #3 
if (sect(3)<0) then; x2=b(3)-.001; end if 
QQ=Q3(n3);bb=b(3);mann=man(3);sso=so(3);ssect=se~(3);~=a(3);choice=l 
ROOT=ZBRENT(func,xl ,x2,tol) 
xcrit(3)=root 
! --- end of critical depth ----------
! calculate of uniform depth xunif(i) 

!# I  

if (sect(l)<O) then; x2=b(l)-.001; end if 
QQ=Ql (n I);  bb=b(l);mann=man(l);sso=so(l);ssed=sect(1);ur=~(l);choice=-l 
ROOT=ZBRENT(func,xl ,x2,tol) 
xunif(l)=root 
!#2 
if (sect(2)cO) then; x2=b(2)--001; end if 
QQ=Q2(n2);b b = b ( 2 ) ; m a n n = m a n ( 2 ) ; s s o = s o ( 2 ) ; s s e c t = s e ~  
ROOT=ZBRENT(func,xl ,x2,tol) 
xunif(2)=root 
!#3 
if (sect(3)cO) then; x2=b(3)-.004; end if 
QQ=Q3(n3);bb=b(3);mann=man(3);sso=so(3);ssect=sed(3);z=~(3);choice=- 1 
ROOT=ZBRENT(func,xl,x2,tol) 
xunif(3)=root 
!#4 
if (sect(4)cO) then; x2=b(4)-.001; end if 
QQ=Q4(1);bb=b(4);mann=man(4);sso=so(4);ssect=sect(4);z=u(4);choice=-1 
ROOT=ZBRENT(func,xl ,x2,tol) 

xunif(4)voot

!--- end of uniform ---------
! pipe # I  
if ((area-res<0.2).or.(res-simple<0.2)) then !Point Junction or sirnpl.reservoir 

if (xunif(l)>=l8) then ! case adverse flow 

f(n1 )=ABS(x(nl))-abs(x(n1 +nZ+n3+1))+drop(l) 

else 

if (xcrit(l)~xunif(l)) then !supercriticalflow 

if (fre(l)>O.l) then ! high drop (fre=l) 

f(n1)=x(nl >ixunif(l ) 

else 

if (x(n I+n2+n3+1)>(drop(l)+xunif(l))) then ! case A1 
f(nl)=ABS(x(nl))-abs(x(n1 +n2+n3+l))+drop(l) 
else ! case A2 
f(nl)=x(nl)-xunif(1) 
end if 
end if 
else ! subcritical flow 
if (fre(l)>O. 1) then ! high drop (fre=l) 
qnl)=Ql (nl)*.6667*bbl (nl)*0.3333-9.81*0.3333*AAl (nl) 
else 
if (x(n1 +n2+n3+1)>(drop(l)+xcrit(l)))then ! case 01 
f(nl)=ABS(x(nl))-abs(x(n1+n2+n3+l))+drop(l) 
else ! case B2 
f(nl)=x(nl )-xcrit(1 ) 
end if 
end if 
end if 
end if 
else !reservoir junction 
if (xunif(l)>=I 8) then ! case adverse flow 
f(nl)=ABS(x(n1))-abs(x(n 1 +n2+n3+l))+drop(l) 
else 
if (xcrit(l)>xunif(l)) then ! supercritical flow 

if (fre(l)>O. I )  then ! high drop (fre=l) 

f(nl)=x(nl)-xunif(1) 

else 
if(Hnew~(drop(l)+xunif(l))) then 
f(nl)=ABS(x(nl))+drop(l )-Hnew 
else ! case A2 
f(n1 )=x(nl )-xunif(1 ) 
end if 
end if 

else ! subcritical flow 

if (fre(l)>O. I )  then ! high drop (frezl) 

f(n l)=Ql (n1)**.6667*bbl (n1)"0.3333-9.81**0.3333*AAl (nl) 

else 

if (Hnew>drop(l)+xcrit(l)) then 

f(nl)=ABS(x(nl))+drop(l)-Hnew 

else ! case B2 
f(nl)=x(nl )-xcrit(1) 
end if 
end if 

end if 

end if 

end if 

! pipe #2 

if ((area-res<0.2).or.(res-sirnple<0,2)) then !Point Junction 

if (xunif(2)>=18) then ! case adverse flow 

f(n 1 +n2)=ABS(x(n 1 +n2))-a bs(x(n 1 +n2+n3+ l))+drop(2) 

else 

if (xcrit(2)>xunif(2)) then ! supercritical flow 

if (fre(2)>0. I )  then ! high drop (fre=l) 

f(nI+n2)=x(n 1 +n2)-xunif(2) 

else 

if (x(nl+n2+n3+1)>(drop(2)+xunif(2))) then ! case A1 
f(n1+n2)=ABS(x(nI +n2))-abs(x(n1 +n2+n3+1))+drop(2) 
else ! case A2 
f(n1 +n2)=x(nl +n2)-xunif(2) 
end if 
end if 
else ! subcritical flow 
if (fre(2p0.1) then ! high drop (fre=l) 

f(n1+n2)=Q2(n2)*.6667*bb2(n2)**0.3333-9.8 1 **O. 3333*AA2(n2) 

else 

if (x(nl+n2+n3+l)>(drop(2)+xcrft(2)))then ! case B l  
f(n1 +n2)=ABS(x(n 1 +n2))-abs(x(n1 +n2+n3+l))+drop(2) 
else ! case B2 
f(n1 +n2)=x(nl +n2)-xcrit(2) 
end if 
end if 

end if 

endif 
! N - - - - - - - m - - - m - - - - - - - - ~ - - - ~ ~ r r - ~ ~ m ~ - - ~ - L I ~ L I ~ - ~ ~ ~ N N m ~  
else !reservoir junction 
if (xunif(2)>=18) then ! case adverse flow 
f(n1 +n2)=ABS(x(nl +n2))-abs(x(n1 +n2+n3+1))+drop(2) 
else 
if (xcrit(2)>xunif(2)) then ! supercritical flow 
if (fre(2p0.1) then ! high drop (fre=l) 

f(n1 +n2)=x(nl +n2)-xunif(2) 

else 

if (Hnew>(drop(2)+xunif(2))) then 
f(nI+n2)=ABS(x(nl +n2))+drop(2)-Hnew 
else ! case A2 
f(n 1 +n2)=x(n 1 +n2)-xunif(2) 
end if 
end if 

else ! subcritical flow 

if (fre(2p0.1) then ! high drop (fre=l) 

f(nl+n2)=Q2(n2)**.6667*bb2(n2)**0.3333-9.81**0.3333*AA2(n2) 

else 

if (Hnew>drop(2)+xcrit(2)) then 
f(n 1 +n2)=ABS(x(nl +n2))+drop(2)-Hnew 

else 

f(n 1 +n2)=x(nl +n2)-xcrit(2) 

end if 

end if 

end if 

end if 

end if 

! pipe #3 

if ((area-res<0.2).or. (res-simple<0.2)) then !Point Junction 

if (xunif(3)>=18) then !case adverse flow 

f(nI+n2+n3)=ABS(x(nl +n2+n3))-abs(x(n1 +n2+n3+l))+drop(3) 

else 

if (xcrit(3)>xunif(3)) then ! supercritical flow 

if (fre(3)>0.1) then 

f(n1 +n2+n3)=x(n1 +n2+n3)-xunif(3) 

else 

if (x(n 1 +n2+n3+1)>(drop(3)+xunif(3))) then ! case A1 
f(n1 +n2+n3)=ABS(x(nl +n2+n3))-abs(x(n1 +nZ+n3+1))+drop(3) 
else ! case A2 
f(nI+n2+n3)=x(n1+n2+n3)-xunif(3) 
end if 
end if 
else !subcritical flow 
if (fre(3)sO.l) then 
f(n1 +n2+n3)=Q3(n3)".6667*bb3(n3)"0.3333-9.81"0.3333*M3(n3) 
else 
if (x(nl+n2+n3+1)>(drop(3)+xcrit(3))) then !case 61 
f(n1 +n2+n3)=ABS(x(nl +n2+n3))-abs(x(n1 +n2+n3+l))+drop(3) 
else ! case 62 
f(n1 +n2+n3)=x(nl +n2+n3)-xcrit(3) 
end if 
end if 
end if 
end if I---------------------------~---------------------
else !reservoir junction 
if (xunif(3)>=18) then !case adverse Row 

f(n1 +n2+n3)=ABS(x(n I+n2+n3))-abs(x(nI+n2+n3+l))+drop(3) 

else 

if (xcrit(3)>xunif(3)) then ! supercritical flow 

if (fre(3)>0. I )  then 

f(nI+n2+n3)=x(nl +n2+n3)-xunif(3) 

else 

if (Hnew>(drop(3)+xunif(3))) then 
f(n1 +n2+n3)=ABS(x(nI +n2+n3))+drop(3)-Hnew 
else ! case A2 
f(n1 +n2+n3)=x(nl +n2+n3)-xunif(3) 
end if 
end if 
else ! subcritical flow 

if (fre(3)>0.I)then 

f(n1+n2+n3)=Q3(n3)".6667*bb3(n3)**0.3333-9.81"0.3333*M3(n3) 

else 

if (Hnew>(drop(3)+xunif(3))) then 
f(nI+n2+n3)=ABS(x(nl +n2+n3))+drop(3)-Hnew 
else ! case 82 
f(nl+n2+n3)=x(nl +n2+n3)-xcrit(3) 
end if 
end if 
end if 
end if 
end if 
I N---U---&*-&- end junction conditions ----------------
if (dbc==l) then 

!weir-type boundary 

f(n)=Q4(n4)-19.25*(x(n)-0.60)"1.5 

else if (dbc==2) then 

! rating curve 

f(n)=Q4(n4)-5*x(n)*3.1 

else if (dbc==3) then 

! free overfall 

if (sect(4)cO) then ! #4 circular section 

f(n)=(0.32*Q4(n4))**0.5/(b(4)*0.25)-x(n) ! (Mouse eq.) 

else 

f(n)=Q4(n4)*.666?*bb4(n4)*0.3333-9.81 *OV3333*AA4(n4) 

end if 

else if (dbc==4) then 

! this is jones depth downstream cond. 

! and is actually a non-inertia wave approx. 

! of the dbc (sewuk p.38) 

if (x(n)>=b(4)) then 

f(n)=x(n)- b(4) 

else 

f(n)=Q4(n4)-1 .*AA4(n4)*RR4(n4)"(2./3.)/(rnan(4)*dx(4)0. 5 8, 

(abs(x(n-l))+inv4(n4-l)-abs(x(n))-inv4(n4))/(abs(a bs(x(-1) & 

+inv4(n4-1 )-a bs(x(n))-inv4(n4)))**0.5 

end if 

else if (dbc==5) then 

! normal depth 

if (x(n)>=b(4)) then 

f(n)=x(n)a b(4) 

else 

f(n)=Q4(n4)-1 .*AA4(n4)*RR4(n4)*(2./3.)/man(4)*~0(4)"0.5 

end if 

else if (dbc==6) then 

! stage hydrograph 

f(n)=x(n)-hu4(1) 

else if (dbc==7) then 

! constant water level 

f(n)=x(n)-d bc-level 

else 

print*,'the DBC number is not correct' 

end if 
return 
End!  
SUBROUTINE INPUT1 
use is013 
---read pipes data -------------------

open(8,file='c:\msdev\projects\finale\n-isnl.inpl,status='old') 

read(8,*) dt 

read(8,*) m2 

print*,"dt=",dt 

print*,"m2=", m2 

read(8,") NP; print*,NP 

read(8,*) 

read(8,*) 

! n.b. sect4 for trap and -1 for circ. 
! n.b. B= width for trap and diameter for circular 
! n.b. fre=l high drop serve anche per sconnettere una pipe 
! cod= nome pipe I.... 
! ALL IN METRJS UNITS 
read(8,*) numm(j),cod(j),LL(cod(j)), bib(cod(j)), H-trap(cod(j)), & 
soso(cod~)),manma(~~d~)),Uiu(cod(j)),uo(cod(j)),secto(~~d(j))& 
,freo(cod(j)) 
101 format(1xla8,i5,F10.2,F8.2.F5.2,2F8.6,2F8.2,i5,i6) 
write TI101) numm(j),cod(j), LL(cod(j)), bib(cod(j)), H-trap(cod(j)).& 
soso(cod(j)).manma(cod(j)),Uiu(cod(j)),zzo(cod(j)),secto(cod(j)), & 
freo(cod(j)) 
end do 
read(8,") b-slot 

cJose(8) 

return 

end 

! 
SUBROUTINE readtree 

use iso 13 

! write the file segm.out in which are the segments 

! for the method: 

! read the node name and creates the segment. 

integer n-pipe,n-nodi, k,i,h,j,count,cc,n~level,njunc 

integer, allocatable::nl(:) 

character(811 PPPP(~) 
~haracter(4)~allocatable::
nod(:,:),source(:),nodejunc(:) 

!level, number of nodes at the first level 

character(8),allocatable:: pipe(:) 

real, allocatable:: areaj(:),res-simp(:) 

open(22.file='c:\msdev\projects\finale\tree.o~,status='o1d') 
open(23,file='c:\msdev\projects\finale\tree.inp',status='old1) 
read(23,2001) n-nodi 
2001 format(/,i4) 
write(22,*)n_nodi 
write(*,*)n-nodi 
read(23,*) n-level 
write(22,*)n-level 
write(*,*)n-level 
do i=1,n-level 

read(23,*) nl(i) 

write(22,*)nl(i) 

write(*,*)nl(i) 

end do 

do j=1, n-level 

do i=l,nl(j) 

read(23,*) nod(j,i) 

write(22,*)nod(j1i) 

write(*,*)nod(j,i) 

end do . 

end do 

do i= l  ,n-source 
read(23,') source(i) 
write(*,*) source(!) 
end do 
do i=l ,n-pipe 
read(23,*) pipe(i) 
write(22,*)pipe(i) 

vwite(*,*)pipe(i) 

end do 

read(23,*)n j unc  

write(*,*)njunc 

allocate(nodejunc(njunc),areaj(njunc),res~simp(njunc)) 

do i=1 ,nJunc 

read(23,*) nodejunc(i),areaj(i)lres~sirnp(i) 

write(*,*) nodejunc(i),areaj(i), res-simp(i) 

end do 

if (pipe(h)(5:)==nod(cc, k)) then 
write(24,IOO)pipe(h) 
100 forrnat(a8) 
count=count+l 
end if 
end do 
if (count==l) then 
write(24,100)'00000000' 
write(24,100)'00000000' 
end if 
if (count==2) then 
write(24,100)'00000000' 
end if 
if (count==O) then 
print*,"source" 
else 
do h=l,n-pipe 
if (pipe(h)(:4)==nod(ccl k)) then 
write(24,I OO)pipe(h) 
end if 
end do 
write(24, *)I------I 
COUNTER=COUNTER+I 
print*,"counteil,csblnter 
end if 

end do 

end do 
end do 
read(24,304) PPPP(~) 
304 forrnat(a8,/) 
do j= l  ,njunc 
if (nodejunc(j)=--pppp(4)(:4)) then 
write(14,2010) areaj(j),res-sirnp(j) 
2010 forrnat(2f6.2) 
end if 
end do 
do j=I14 
Mte(141780> PPPP(~) 
780 format(a8) 
end do 
whte(14 *)' .. -. - - . -... . .I 
1 
end do 
return 
end 
SUBROUTINE HYDRO 
use is01 3 
integer n-col, num-col 
read(28,*)n_col 
print*," numero di colonne di dati di portata=",n-col 
do j=l ,n-col 
read(28,') num-col 
do i=I1m2 
end do 
3 ~ d 0 \ ' ~ d 0 ~ ' p e ~ p ~ ~ 3 ' 3 ~ a ~ ~ ' j ~ ' p ~ ~ p ~ e a ~1'tfld 

lzos!asn 
UU~U * ~ - I VmU - ~ - r r U - U . v U h l - N  i 

( = ) 3 ~ n j  N0113Nnd lmtf 
------5---.c.-rn--55--55m i 

b=x2 

fa=func(a) 

fb=func(b) 

!f((fa.gt.O..and.fb.gt.0.).or.(fa.lt.0..and..itO.))pause & 

!root must be bracketed for zbrent' 

c=b 

fc=fb 

do 1 Iiter=l ,ITMAX 

if((fb.gt.0..and.fc.gt.O.).or.(#.It.O..and.fc.lt.O.))then 

c=a 

fc=fa 

d=bia 

e=d 

endif 
if(abs(fc).It.abs(fb)) then 

a=b 

b=c 

c=a 

fa=fb 

fb=fc 

fc=fa 

endif 
to1 1=2.*EPS*abs(b)+O.S*tol 

m=.5*(c-b) 

if(abs(xm).le.toll .or. fb.eq.O.)then 

zbrent=b 
return 
endif 
if(abs(e).ge.toll .and. abs(fa).gt.abs(fb)) then 
s=fb/fa 
if(a.eq.c) then 

p=2. *xm*s 

q= 1.-s 

else 

q=fa/fc 

r=fb/f c 

p=s*(2 .*xm*q*(q-r)-(b-a)*(r- I .)) 

q=(q-I .)*(r-1 .)*(s-1.) 

endif 

if(p.gt.O.) q=-q 

p=abs(p)

if(Z.*p .It. min(3.*xm*q-abs(toll*q),abs(e*q))) then 
e=d 
d=p/q 
else 

d=xm 

e=d 

endif 

else 

d=xm 
e=d 

endif 

a=b 

fa=% 

if(abs(d) .gt. toll) then 

b=b+d 

else 

b=b+sign(toll ,xm) 

endif 

fb=func(b) 

11 continue 
pause 'zbrent exceeding maximum iterations' 
zbrent=b 

return 

END
!e 

SUBROUTINE newt(x,n,check) 

INTEGER n,nn, NP,MAXITS 

LOGICAL check 

REAL x(n),fvec1T0LF1T0LMiN1T0U(,STPMX 

PARAMETER (NP=250, MAX1TS=20OlTOLF=1 .e-4,TOLMIN=l . e l& 

TOU(=l .e-S,STPMX=100.) 

COMMON lnewtvl fvec(NP),nn, 

SAVE Inewtvt 

! USES fdjaclfmin,lnsrchllubksbl~udcmp 

INTEGER i,its,j,indx(NP) 

REAL d,den,f,fold,stpmax,sum,temp,test,fjac(NP, NP),g(NP),p(NP), & 

xold(NP),fmin 

EXTERNAL fmin 

nn=n 

f=fmin(x) 

test=0. 

do 11 i=l,n 

if(abs(fvec(i)).gt.test)test=abs(fvec(i)) 
11 continue 
if(test.lt. .Ol*TOLF)then 

check=.false. 

retum 

endif 

sum=O. 

do 12 i=l,n 

sum=sum+x(i)*2 
12 continue 
stpmaxtSTPMX*max(sqrt(sum),float(n)) 
do 21 its=l, MAXITS 

call fdjac(n,x,fvec, NP,fjac) 

do 14 i=l,n 

sum=O. 
do 13 j=l ,n 
sum=sum+fjac(i, i)*fvec(i) 
13 continue 
g(i)=sum 
14 continue 
do 15 i=l,n 
xold(i)=x(i) 
15 continue 
fold=f 
do 16 i=l,n 
p(i)=-fvec(i) 
16 continue 
call ludcmp(fjacln,NP,indxld) 
call lubksb(fjac,n,NP,indx,p) 
call Insrch(n,xold,fold,g,p,x,f,stpmaxlcheck,fmin) 

test=O. 

do 17 i=l,n 

if(abs(fvec(i)).gt. test)test=abs(fvec(i)) 
17 continue 
if(test.ltTOLF)then 

check=.false. 

retum 

endif 

if(check)then 

test=O. 

den=max(f,.5*n) 
do 18 i=l,n 
temp=abs(g(i))*max(abs(x(i)),1.)/den 
if(temp.gt.test)test=ternp 
18 continue 

if(test.It.TOLM1N)then 

check=.true. 

else 

check=.bIse. 

endif 

return 

endif 

test=O. 

do 19 i=l,n 

temp=(abs(x(i)-xold(i)))/max(abs(x(i)), 1.) 

if(temp.gt. test)test=temp 

19 continue 

if(test.It.TOU()retum 

21 continue 

pause 'MAXITS exceeded in newt' 

END 

SUBROUTINE ludcmp(a,n,np,indx,d) 

INTEGER n,np,indx(n),NMAX 

REAL d,a(np,np),TINY 

PARAMETER (NMAX=508,TINY=I . O m )  

INTEGER i,imax,j, k 

REAL aamax,dum,sum,vv(NMAX) 

d=?. 

do 12 i=l,n 

aamax=O. 
do IIj=l ,n 
if (abs(a(i,j)).gt.aamax> aamax=abs(a(i,j)) 
11 continue 
if (aamax.eq.0.) pause 'singular matrix in ludcmp' 
vv(i)= I.laamax 
12 continue 

do 19 j=l,n 

do 14 i=l ,j-I 

sum=a(i,j) 

do 13 k=l,i-1 

sum=sum-a(i, k)*a(k,j) 
13 continue 
a(i,j)=sum 
14 continue 
aamax=O. 
do 16 i=j,n 
sum=a(i,j) 

do 15 k=l,j-I 

sum=sum-a(i, k)*a(k,j) 

15 continue 
a(i,j)=sum 
dum=vv(i)'abs(sum) 
if (dum.ge.aamax) then 
imax=i 
aamax=durn 
endif 
16 continue 
if (j.ne.imax)then 
do 17 k=l,n 
dum=a(imax,k) 
a(irnax, k)=a(j, k) 

a(j,k)=dum 

17 continue 

d=-d 
w(imax)=w(j) 

endif 

indx(j)=irnax 

if(a(j,j).eq.O,)a(j,j>=TINY 

if(j.ne.n)then 

durn=) ./a(jj) 

do 18 i=j+l,n 

a(i,j)=a(i,j)*dum 

18 continue 

endif 

19 continue 

return 

END 

SUBROUTINE lubksb(a,n,np,indx,b) 

INTEGER n,np,indx(n) 

REAL a(np,np),b(n) -

INTEGER i,ii,j,ll 

REAL sum 

ii=O 

do 12 i=l,n 

Il=indx(i) 

sum= b(ll) 

b(ll)=b(i) 

if (ii.ne.O)then 

do IIj=ii,i-I 
sum=sum-a(i,j)*b(j) 
11 continue 
else if (surn.ne.0.) then 
ii=i 

endif 

b(i)=sum 

12 continue 
do 14 i=n,l,-1 

sum=b(i) 

do 13 j=i+l,n 

surn=surn-a(i,j)*b(j) 
13 continue 
b(i)=surn/a(i,i) 
14 continue 
return 
END 
SUBROUTINE Insrch(n,xold,fold,g,p,~,f~stprnax,check,func) 
INTEGER n 
LOGICAL check 
REAL f,fold,stpmax,g(n),p(n),x(n),xold(n),funclALF,TOU 
PARAMETER (ALF=l .e-4,TOLX=l .e-7) 
EXTERNAL func 
! USES func 
INTEGER i 
REAL a,alarn,alarn2,alarninbdisc,f2,fold2fisl ,rhs2 
REAL slope,sum,temp,test,trnplarn 

check=.false. 

surn=O. 

do I 1  i=l,n 

surn=sum+p(i)*p(i) 
11 continue 

sum=sqrt(sum) 

if(sum.gt.stpmax)then 

do 12 i=l,n 

p(i)=p(i)*stpmax/sum 

12 continue 

endif 

slope=O. 

do 13 i=l ,n 

slope=slope+g(i)*p(i) 
13 continue 
test=O. 
do 14 i=l,n 
temp=abs(p(i))/max(abs(xold(i)), 1.) 

if(temp.gt.test)test=temp 

14 continue 
alamin=TO Wtest 
slam=?. 
1 continue 
do 15 i=l,n 
x(i)=xold(i)+alarn*p(i) 
15 continue 
f=func(x) 
if(alam.It.alamin)then 
do16i=l,n ' 

x(i)=xold(i) 

16 continue 
check=.true. 
return 
else if(f.le.fold+ALF*alam*slope)then 
return 
else 
if(alam.eq.I.)then 
tmpiam=-slope/(2.*(f-fold-slope)) 
else 

rhsl=f-fold-alam*stope 

rhs2=f2-fold2-alam2*slope 

a=(rhsllalam**2-~sUalam2"2)/(alam-alam2) 
b=(-alam2*rhsl/alam**2+alam*rt'ls2/alam2**2)/(alam-alam2) 
if(a.eq.O.)then 

tmplam=-slope/(2.*b) 

else 
disc=b*b-3.*a*slope 
if(disc.lt.0.) pause 'roundoff problem in Insrch' 
tmplam=(-b+sqrt(disc))/(3.*a) 
endif 

if(tmplam.gt. .5*alam)trnplam=.5*alarn 

endif 

endif 

alam2=alam 

f2=f 
foldZ=fold 

alarn=max(tmplarn,.l *alam) 

got0 I 

END 
FUNCTION fmin(x) 

INTEGER n,NP 

REAL frnin,x(*),fvec 

PARAMETER (NP=250) 

COMMON Inewtvf fvec(NP),n 

SAVElnewtvl 

! USES funcv 

INTEGER i 

REAL sum 

call funcv(n,x,fvec) 

sum=O. 

do Ili=l,n 

surn=sum+fvec(i)*2 
11 continue 

fmin=O.S*sum 

return 

END 

SUBROUTINE fdjac(n,x,fvec,np,df) 
INTEGER n,np,NMAX 
REAL df(np,np),fvec(n),x(n), EPS 
PARAMETER (NMAX=250,EPS=l .e-5) !!!!!!! 
! USES funcv 
INTEGER i,j 
REAL h,temp,f(NMAX) 
do 12 j=l,n 
ternp=x(j) 

h=EPS*abs(temp) 

if(h.eq.O.)h=EPS 

x(j)=temp+h 

h=x(j)-temp 

call funcv(n,x,f) 

x(j)=temp 

do 1 Ii=1,n 

df(i ,j)=(f(i)-fvec(i))/h 
11 continue 
12 continue 
return 

END 


