This article considers a modular approach to the design of integrated social surveys. The approach consists of grouping variables into 'modules', each of which is then allocated to one or more 'instruments'. Each instrument is then administered to a random sample of population units, and each sample unit responds to all modules of the instrument. This approach offers a way of designing a system of integrated social surveys that balances the need to limit the cost and the need to obtain sufficient information. The allocation of the modules to instruments draws on the methodology of split questionnaire designs. The composition of the instruments, that is, how the modules are allocated to instruments, and the corresponding sample sizes are obtained as a solution to an optimisation problem. This optimisation involves minimisation of respondent burden and data collection cost, while respecting certain design constraints usually encountered in practice. These constraints may include, for example, the level of precision required and dependencies between the variables. We propose using a random search algorithm to find approximate optimal solutions to this problem. The algorithm is proved to fulfil conditions that ensure convergence to the global optimum and can also produce an efficient design for a split questionnaire.
Introduction
In recent years, several national statistical agencies have explored the possibility of integrating social surveys, as a means of meeting growing demand for new and improved modules. Reorganising the modules into the four quarterly instruments I 1.Q1 , I 1.Q2 , I 1.Q3 , I 1.Q4 and the annual instrument I 2 , as illustrated in Table 1 , reduces the cost to (4þ 2þ 1þ 2) * 1,000 þ 8,000 ¼ 17,000 person modules. Moreover, the reorganisation can be used to accommodate additional information needs, illustrated here by the crossings G 1 ¼ {M 2 , M 4 } and G 2 ¼ {M 3 , M 4 }, with the required respective sample sizes. Normally, the required crossings could be obtained by including, for example M 2 and M 3 in Survey B, or M 4 in Survey A, thus further increasing the total cost of the survey.
In this article, we propose to perform the optimisation described for all admissible instrument compositions using a random search algorithm known as simulated annealing (see e.g., Kirkpatrick et al. 1983) . We apply the simulated annealing algorithm in a manner adapted to this problem, and show that certain conditions ensuring convergence with probability 1 to the global optimum are satisfied. This means, in practice, that a sufficiently large number of iterations of this algorithm should yield an acceptable approximate solution to the optimisation problem. At each iteration of the search algorithm, we use the simplex algorithm to determine the optimal sample sizes for each instrument, subject to the given precision requirements. This allows us to evaluate the cost of each admissible instrument composition. The rest of the article is organised as follows. In Section 2, we consider the various constraints that may be encountered in practice and describe how these are built into the optimisation procedure. To simplify the exposition, we start by assuming simple random sampling, and discuss the case of complex sampling designs later. In Section 3, we describe the proposed random search algorithm, which can be used to find approximate solutions to the optimisation problem in practice. The framework of Sections 2 and 3 is extended in Section 4 to allow for complex sampling designs. In Section 5, we give an illustration of the modular design approach using the EU Labour Force Survey as an example. Section 6 contains some concluding remarks.
Constraints on Modules and Instruments
In this section, we discuss a number of constraints on modules and instruments. We explain how they can be incorporated into the optimisation framework, so that the algorithm only visits admissible solutions. The main set of constraints arises from the requirement to achieve a given level of precision in estimating parameters (e.g., totals, means and proportions) for the variables of each module. Other constraints relate to the joint observation of modules and the periodicity of modules and instruments.
Precision Requirements for Modules
Precision requirements for a variable are often formulated in terms of the variance, denoted by V(uˆ), of an estimator uˆof some finite-population parameter u (total, mean or proportion). The first step is to determine the sample size that is required to achieve a specified level of precision. We start by assuming that the samples for all instruments are selected using simple random sampling and independently from one another (in Section 4 we discuss departures from this assumption). Let us first consider the Horvitz-Thompson (HT) estimator uˆof u based on the sample of a single instrument. Then the variance of uˆis VðûÞ ¼ s 2 u =n, assuming a negligible sampling fraction n=N. Here N is the population size and s 2 u ¼ S 2 , the finite-population variance, if u is a mean, and s 2 u ¼ Nu ð1 2 uÞ=ðN 2 1Þ if u is a proportion. Assuming that uˆis normally distributed, the precision requirement defined as the attainment of a certain margin of error e ¼û 2 u with probability 1 2 a is satisfied if VðûÞ # e=z 12a À Á 2 , where z 12a is the 1 2 a=2 standard normal quantile. Thus, in the case of a single instrument, the precision requirement is satisfied by n $ n * ; where n * ¼ z 
We could alternatively start with the coefficient of variation CVðûÞ ¼ ffiffiffiffiffiffiffiffiffi VðûÞ p =u and formulate the precision requirement as: CV(uˆ) # c for some constant c. This then translates into n $ n * , where n * ¼ s 2 u =c 2 u 2 . If a variable belongs to a module that is present in more than one instrument, then u may be estimated, using the combined data from the associated samples, as the weighted average uˆ¼ P w i uˆi, where the summation extends over all instruments that contain the variable of interest, w i ¼ n i = P n j , and n i is the size of the ith sample. It is easy to show that if these simple random samples are independent, this composite estimator will have a minimum variance given by VðûÞ ¼ s 2 u = P n i , for negligible sampling fractions n i =N.
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Where a variable is present in a number of instruments, the precision requirement can therefore be satisfied by
When considering all the variables in a module M a , which is present in instruments I j [ Q a , this process could either be repeated for all variables in the module, with the maximum of the required sample sizes being chosen, or one of the variables could be considered as the 'main variable', and the sample size requirement of the module set in accordance with the precision requirement for this variable. In both cases, the module's precision requirement would be satisfied by X Q a n j $ n * a ;
for some appropriate n * a , which is obtained as above. Here, the summation extends over Q a , the set of all instruments containing module M a . Thus, if, for example, Q a ¼ {I 3 }, then we require n 3 $ n * a , while if Q a ¼ {I 1 , I 3 , I 7 }, then we require n 1 þ n 3 þ n 7 $ n * a . These m linear constraints, one for each module, on the sample sizes n 1 , : : : , n k of the various samples, can be represented in the m £ k 'composition matrix' A, with elements a i,j , where a i,j ¼ 1 if the module in row i is present in the instrument in column j and a i,j ¼ 0 otherwise. The precision requirements for all modules may thus be expressed as the following set of constraints on the vector n ¼ (n 1 , : : : , n k ) 0 of the sample sizes of all instruments:
where the inequality is to be understood componentwise, and n * ¼ n * 1 ; : : : ; n * m À Á 0 is the vector of the minimal sample size required for each module.
Mandatory Crossings
In the previous section we discussed sample size requirements determined by the need for a certain level of precision in estimating the parameters of the marginal distribution of the variables in a module. In this section, we consider the sample size requirements relating to mandatory crossings, that is, the sample sizes needed to ensure that the requirement for a group of modules to be simultaneously present in at least one instrument is met. Mandatory crossings make it possible to carry out multivariate analyses as they ensure that all the relevant information is collected from the same sample units. Multivariate analysis can include, for example, estimating regression coefficients or estimating the average of a variable conditionally on the value of another variable (e.g., unemployment given the level of educational attainment). Clearly, for a mandatory crossing a suitable sample size requirement must be specified, so as to ensure estimation of desired precision for the parameters of the multivariate analysis.
Crossings are added as separate rows, i ¼ m þ 1, : : : , m 0 in the A matrix. If the crossing is, say, in the i 0 th row, then the corresponding sample size requirement is given by n * i 0
. The idea is that row i 0 will act as a 'constraint', forcing all modules that are members of the crossing in row i 0 to be jointly present in some instruments, which have a total sample size of at least n * i 0
. If the crossing is included in the instrument corresponding to column j 0 , we set a i 0 ;j 0 ¼ 1, and a i,j 0 ¼ 1 for all rows i corresponding to modules that are members of the crossing. This means that for a given column of the matrix A some rows will have to be set jointly due to mandatory crossings. Note, however, that each member M i may be included in further instruments beyond the ones in which the crossing is included, for example, if M i has a sample size requirement n * i greater than n * i 0 . Thus, the extended sample size constraints in modules and crossings can be expressed as
Periodicity and Concordance of Modules and Instruments
In addition to guaranteeing a certain sample size for individual modules and crossings, the choice of instruments must also take into account the periodicity of the modules: for example, certain modules may be administered on a quarterly basis, others on a yearly basis. In order for each module to be administered to a population sample at the required periodicity, the instruments will also be assigned a periodicity, at which they will be administered to sample units. The resulting instruments, one for each wave of data collection, belong together to a common 'parent' set of instruments. Thus, a quarterly parent instrument is sprouted into four quarterly 'sibling' instruments and a monthly parent instrument is sprouted into twelve monthly sibling instruments. We will label all sibling instruments using two indices, the first of which will indicate the common parent, and the second the siblings. Thus, for example, a parent set of instruments I i with monthly period will consist of sibling instruments {I i.1 , : : : , I i.12 }, one of which is to be administered to a population sample each month. It should be noted that although our approach does not require this, sibling instruments belonging to the same parent will usually have a similar core of modules, as each parent instrument would typically have been created to accommodate the repeated administration of a set of modules. Furthermore, although I i is actually a set of instruments, we will use the same notation as for a single instrument when the context is clear. We will need twelve columns in the composition matrix, one for each sibling instrument, to represent the parent set of instruments I i : ¼ {I i.1 , : : : , I i.12 } accurately.
In order to ensure that a module is administered with the appropriate periodicity and with the correct sample sizes, we will assume that all instruments belonging to the parent I i are administered equally spaced in time and to samples of identical sizes. Moreover, a module may only belong to members of I i if the period of the module (e.g., twelve for an annual module, three for a quarterly module) divided by the period of the parent instrument I i is an integer, say r. The module must thus participate in a 'complete periodic subset' of the parent instrument, which is defined as a subset of the form {I i.s , I i.(sþr) , I i.(sþ2r) , : : :} of I i or as a union of such subsets. For example, if a quarterly module is included in a monthly parent instrument I i , then it must be included either in {I i.1 , I i.4 , I i.7 , I i.10 }, or in {I i.2 , I i.5 , I i.8 , I i.11 }, or in {I i.3 , I i.6 , I i.9 , I i.12 }, or in a union of such subsets.
This means that for a given row (i.e., a module) of the matrix A, its elements for the columns corresponding to a complete subset of instruments for the given module will have to be set jointly. See the 'proposal mechanism' discussed in Subsection 3.2 for an explanation of how the proposed random search algorithm deals with such constraints.
A module (or mandatory crossing) cannot be included in an instrument whose period is greater than that of the module. Thus, a quarterly module may be present in quarterly or monthly instruments, but not in annual instruments. If it is nevertheless desired to include a module in an instrument of a lower frequency, for example in order to cross it with a module appearing only in that instrument, then this module should be duplicated and should appear in the list of modules once with the greater period and once with the lower period. The same restriction holds for crossings, their period being defined as the lowest of those of the member modules. Indeed, the period of each member module must be an integer multiple of the period of the whole crossing.
The constraint for sibling instruments to be allocated equal sample sizes is represented by a balancing matrix B, with k columns. Each set of sibling instruments with p siblings corresponds to a set of p 2 1 rows of the matrix B. Each such row, say i 0 , will ensure that n j ¼ n j 0 for one of j 0 ¼ j þ 1, : : : , j þ p. We therefore set b i 0 ;j ¼ 1 and b i 0 ;j 0 ¼ 21, and b i 0 ;j 00 ¼ 0 for j 00 Ó {j; j 0 }. We then require Bn ¼ 0. It should be noted that the balancing matrix B is a constant in the optimisation process, unlike the composition matrix A.
Other Constraints on Modules and Instruments
In this section we describe some additional constraints that may arise in practice and indicate how they could be expressed in terms of admissible instrument compositions.
Constraints on the Presence of Modules in Specific Instruments
There are certain modules that should be included either a) in all instruments or b) in specific instruments only:
a. Modules containing variables used as auxiliaries in weight calibration. These are usually categorical variables for which the population totals by category are known, such as demographic variables. As calibration increases the precision of estimates of correlated variables, and as we are interested in bringing together information from different instruments, it is advisable to require a core set of such modules to be included in all instruments. Similarly, it would be possible to include certain modules related to rare population groups or low prevalence characteristics of interest in all instruments, so as to gather information on these items from all units of the integrated sample. b. Modules for which longitudinal information is required. These modules should only be included in appropriate instruments (e.g., where there is a specified sample overlap between successive waves).
It should therefore be possible, within the process of optimisation, to specify whether a certain module should be present in all instruments, or only in a specified group of instruments. This is achieved by specifying which instrument compositions are 'admissible' (those satisfying all necessary specifications) and by allowing the algorithm to visit only these compositions.
Constraints on the Joint Presence of Modules in Some Instruments
a. Dependencies between modules. It may only make sense for respondents to answer questions from one module if they have responded in a particular way to another module. For example, it only makes sense for an individual to answer a question on hours worked if he/she has responded positively to the question as to whether he/she works at all. b. Many surveys currently being used may include groups of modules that relate to the same thematic block and that are thus logically related to one another. Breaking up such thematic blocks may be confusing for respondents, may make it difficult for the questionnaire to focus on certain issues and may make training of interviewers more difficult. It is therefore advisable to allow the grouping of modules into thematic blocks, and to either include or exclude whole thematic blocks from any instrument.
In view of the above, the optimisation algorithm should exclude from the admissible compositions any composition where an instrument includes a module, say M, but not all the modules on which M depends. The requirement that certain modules only appear as part of a specific thematic block could be imposed by building a mandatory crossing, the sample size requirement of which would be equal to the maximum of the sample size requirements of the modules contained in the block. Alternatively, if a group of modules needs to appear together in all instruments, then such a group could be treated as a single 'supermodule' rather than as a mandatory crossing. This would reduce the computational complexity of the optimisation. Finally, if a certain group of modules should not all appear in the same instrument under any circumstances, then any composition where an instrument contains all the modules from this group will be made inadmissible.
Putting Limits on the Questionnaire Size of An Instrument
There are two ways of ensuring that the questionnaire is of a reasonable size: The first is the 'hard' or rule-based approach: instrument compositions are only considered admissible if the sum of the burden of the modules belonging to the instrument is below a certain upper bound.
The second is the 'soft', more flexible approach: the questionnaire size is incorporated into the cost function. The cost function --which we discuss in Subsection 3.1 below --is mainly determined by the sample size and the unit cost of a questionnaire, with the unit cost depending on the size of the questionnaire. In Subsection 3.1, we model unit cost as increasing linearly with the size of the questionnaire. Instead, it could be set to increase linearly up to a certain threshold, and then to increase at an accelerated rate (e.g., quadratically) above the threshold. This creates a pressure for the questionnaire size to stay below this threshold, while leaving some flexibility such that exceptions could be allowed, the 'price' of going above this threshold being a higher unit cost.
Optimisation over Instrument Compositions and Sample Sizes
In this section, we describe an approach to optimisation over instrument composition and sample size allocation that respects the constraints described above and yields an approximately optimal modular design.
The Cost Function
The cost function should ideally capture all the relevant contributing factors, including both the cost of producing the survey and the respondents' burden. In reality, this has proven to be impossible in any strict sense, not least because a national statistical agency will necessarily manage multiple surveys in parallel, and the methods and technical systems for conducting surveys are constantly evolving. For the sake of simplicity, we will follow the standard approach and use a linear cost function.
The overall cost, C, is assumed to be the sum of the cost of all instruments (samples) considered:
The cost C j of sample j is assumed to be a linear function of the number of individuals in the sample. This follows Groves (1989, 51) and Cochran (1977, 280) . It is composed of a survey-specific fixed cost C ð f Þ j --the cost incurred regardless of the sample size chosen --and a variable cost, which is assumed (as an approximation) to increase linearly with the sample size,
The variable cost coefficient a j is the unit cost. Its dependence on j allows different unit costs to be specified for different instruments, reflecting, for example, different modes of data collection.
The linearity of C in the sample sizes n j , as expressed by the two preceding equations, is an important assumption, and one which is necessary for the optimisation algorithm (Subsection 3.2.2, Step ii). A realistic calculation of the cost of each instrument is, of course, important to the design; see, for example UNSTATS (2005, 249 -300) for an extensive discussion on the assessment of survey costs. In what follows, we further elaborate on a possible decomposition of the unit cost a j . The proposed optimisation algorithm is, however, applicable regardless of the details of this decomposition.
Let a j have a household and individual component, The burden of the questionnaire can be measured in such a way as to appropriately reflect its cognitive and operational burden, taking into account, for example, whether the respondent needs to look at specific personal records or use complex recall processes in order to be able to answer the questions. The burden could, for example, be measured as the average amount of the interviewer's time required, as in Chipperfield et al. (2013) . Alternatively, it could be approximated as the number of questions in the modules included in the instrument, if the burden created by each question is judged sufficiently similar. The unit cost a j of a questionnaire may, in general, depend on the burden of the modules contained in the instrument. The form of this dependence may be arbitrary, suggested by the specific application. A simple linear specification can be expressed as
where l g is the respondent burden of module M g . The first summation extends over L is the cost per unit of response burden per person in the sample. Thus, we obtain that the unit cost a j of instrument j has the form
A similar idea for defining the unit cost is used in Chipperfield and Steel (2009; , where a j is defined as the fixed cost per unit plus the sum of the marginal data collection cost across variables in pattern j.
Dual Optimisation: Simulated Annealing and Simplex

The Optimisation Problem
Assuming a predetermined and fixed number k of instruments, our objective function C will depend on the composition of these instruments and on the sample sizes n. The composition of the instruments is determined by the m 0 £ k matrix A, where
[A] i,j ¼ a i,j : the module i belongs to instrument j if and only if a i,j ¼ 1. Thus, we have C ¼ C(A, n). Our aim is to find min A;n CðA; nÞ; under the conditions : A admissible; ðAnÞ i $ n * i ;
i ¼ 1; : : : ; m 0 and Bn ¼ 0 ð6Þ
that is, over the dual-space of A and n. Now, for any given composition of instruments, that is, for any given A, it is easy to optimise an objective function that is linear in n under constraints that are also linear in n via the simplex algorithm. This yields an optimal sample size allocation n opt ¼ n opt (A). In this way, our problem can be translated into a minimisation problem in A alone, that is, min A CðA; n opt ðAÞÞ under the conditions : A admissible; ðAn opt ðAÞÞ i $ n * i ;
i ¼ 1; : : : ; m 0 and Bn ¼ 0
The space to which A may belong to is a subspace of {0,1} metaheuristic methods have been proposed as a way of solving combinatorial optimisation problems, such as the one we are facing here. They yield approximate solutions while being computationally feasible (see e.g., Blum and Roli 2003) . Algorithms of this type 'search' the state space in such a way that there is a good chance of finding an approximation to the minimum (even if the state space is not searched exhaustively). One of the most prominent such algorithms is simulated annealing. It was inspired by a physical process for growing crystals: a molten fluid is slowly cooled until crystals are formed, the slow cooling rate being crucial for crystal formation. The theoretical properties of simulated annealing have been studied extensively. In particular, the conditions under which the algorithm will converge to the optimum with probability 1 are given, for example in Mitra et al. (1986) and Hajek (1988) . The main reason for favouring this algorithm is that we could come up with an idea of implementing it in such a way as to accommodate the complicated constraints of the problem (e.g., different periodicities of modules and instruments and the presence of crossings), while respecting the theoretical conditions known to guarantee convergence. Simulated annealing is a probabilistic search method: it moves in the state space from one element to the next by applying small random changes to the current state in the search for the minimum of a certain cost function. If the new state has a lower value of the cost function, it is accepted. If it has a higher cost, it can still be accepted with some small probability. Allowing a higher cost to be accepted in this way allows the algorithm to climb out of local minima of the cost function, so that it can converge towards the global minimum. The probability of accepting a state with a higher cost than the previous one depends on the difference in cost and on a 'cooling schedule', given by the 'temperature' T t . This temperature decreases towards zero at a specified rate. Accepting a state with a higher cost than the previous one becomes increasingly less likely as the temperature decreases. This enforces convergence to the optimum as the system 'cools down'. Mitra et al. (1986) note that the condition T t ! 0 is not sufficient for the resulting timeinhomogeneous Markov process to converge to the optimum. They prove that for discrete state spaces an assumption of T t decreasing at a logarithmic rate, that is T t ¼ g= log ðt þ t 0 þ 1Þ, with a suitable lower bound set for g, is sufficient for this convergence. These results are in line with Hajek (1988) , who gives a necessary and sufficient condition on the cooling schedules for convergence, and also suggests a logarithmic cooling schedule. For continuous state spaces, faster cooling rates may be sufficient for an appropriately chosen distribution of random changes from the current state, see, for example Tsallis and Stariollo (1996) .
Implementing Simulated Annealing
Simulated annealing can be described as follows: starting with some arbitrary (but admissible) matrix A 0 , the following steps are repeated until no further cost reductions are achieved. Setting C(A) ¼ C(A,n opt (A)):
i. A further assumption needed for convergence (with probability 1) to the optimum --in addition to the assumption of the logarithmic rate of the cooling schedule, concerns the proposal of A tþ1 from the current state A t (see point i above). This assumption ensures that, were the temperature frozen at some fixed value, the resulting time-homogeneous Markov process would have a limit distribution. Mitra et al. (1986) note that if, additionally, T t ! 0 and T tþ1 , T t are assumed, the limit distribution would be concentrated on the optimum. This would, however, require that at each fixed value of the temperature T t a number of steps be undertaken large enough that this limit distribution is reached (see e.g., Angelis et al. 2001 ).
'Proposal-symmetry' condition: the conditional probability of composition A 0 being proposed if the current state is A, P(A 0 jA)), equals the probability of composition
(See e.g., Mitra et al. 1986) We describe below a random perturbation mechanism that respects this symmetry condition and the constraints from Subsections 2.1 -2.3.
We use the notation introduced in Section 2: single modules correspond to rows {1, : : : , m} of the matrix A, and crossings correspond to rows m þ 1, : : : , m 0 . We also make use of the concept of a 'complete periodic subset of instruments'. We denote as J j 0 (i 0 ) a subset of a parent instrument that is complete for the module in i 0 , and to which the instrument in j 0 belongs (see Subsection 2.3). (For example, if the module in row i 0 is of quarterly frequency and the instrument in column j 0 belongs to a monthly parent instrument, and if j 0 corresponds, say, to the February sibling, then J j 0 (i 0 ) consists of the column indices of the siblings of the same parent instrument corresponding to February, May, August and November.) Finally, we say that the module in row i 0 is 'switched on' in the instrument in column j if a i 0 , j ¼ 1, while if a i 0 , j ¼ 0 we say that it is 'switched off'. We also say that we 'reverse a module's switch position' if we set a i 0 ,j to 1 2 a i 0 , j . For admissibility we must respect the following properties:
a. If a mandatory crossing is switched on for some instrument, then it must also be switched on for all modules that are members of the crossing for the same instrument. b. For each row of the matrix A corresponding to a module (or a crossing) of a certain periodicity, there is at least one complete periodic set of instruments for this module (or crossing) that is switched on. This is necessary in order to be able to allocate some sample size to this module. (2007), Lam and Delosme (1988) proposed a so called "D-equilibrium" as a trade-off between speed of convergence to an optimum and quality of this optimum in simulated annealing. Their analysis suggested that this is achieved when the acceptance rate, averaged across the previous 500 steps of the algorithm, is kept around 44 %. One might set the parameter g in our algorithm so as to achieve this target. Reference is made to other approaches to nonmonotonic cooling schedules (alternating cooling and reheating) in Blum and Roli (2003) . A possible stopping rule for the algorithm would be one of the type: 'exit when the reduction in cost achieved during the last t crit steps did not exceed eps crit ', for values of t crit and eps crit chosen by the user. The choice of the initial composition A 0 may affect the number of steps required to achieve the optimum. A possible approach is to start with a composition in which each module participates in all siblings of all instruments that have a period required by the module, provided the constraints of Subsubsection 2.4.1 are also respected. If an admissible initial composition is found, this guarantees the existence of a solution to the optimisation problem: since the set of admissible compositions is nonempty and finite, the minimum will be attained. In more sizeable problems, that is those with a large number of instruments, modules and crossings, an alternative possible strategy would be to first find the optimum for a reduced problem, and then to use this to obtain a starting value for the full problem.
The Proposal of a New State: Simple Cases
The first step (i) in the implementation of simulated annealing, as set out in the previous section --the proposal of A tþ1 from A t at step t --can be defined as consisting of three phases: 1) Choose a row (module or crossing) i 0 at random from the uniform distribution on {1, : : : , m 0 } and a column (instrument) j 0 from the uniform distribution on all instruments that are of an appropriate periodicity for this module (i.e., have the same period or a period that is an integer fraction thereof). 2) Modify a i 0 , j 0 and other related elements of A t (see below for details).
3) If A tþ1 is not admissible, discard it and set A tþ1 ¼ A t .
Phase (2), the modification of a i 0 , j 0 and other related elements, must be done in such a way that the 'proposal-symmetry' condition is satisfied.
To illustrate the idea, let us first consider the simple case where there is a unique frequency and there are no crossings. In this case, there are no further 'related elements' to be taken into account in Phase (2). It is only a i 0 , j 0 that is modified by having its switch position reversed, that is by being set to 1 2 a i 0 , j 0 . Then, starting at some state A, the probability of proposing a neighbouring state (defined as those to which the probability of moving from A is positive), say A 0 , is equal to 1=ðmkÞ. The same holds for the probability of proposing A when starting at A 0 . Thus, the condition is fulfilled.
Let us now consider a slightly more complicated case, where there is one crossing. The constraint created by the presence of the crossing is that when the crossing is switched on, the modules belonging to that crossing must also all be switched on. This is not true the other way around: modules have different constraints on their sample sizes and may, moreover, be members of many crossings. They should therefore be given the freedom to participate in an instrument, even if a crossing to which they belong is not in this instrument. Crossings require the joint presence of modules, but do not set any constraints on their joint absence.
Assuming there is a crossing, and that the row selected in Phase (1) corresponds to a module, that is if i 0 # m, Phase (2) may be defined in exactly the same way as in the case considered above; the argument on symmetry still applies, as may be easily verified. We now consider the case where in Phase (1) a crossing, rather than an individual module, is selected (i.e., if i 0 . m). To illustrate this situation, let us assume that M 1 in Table 1 is also of annual periodicity and that i 0 ¼ 5, which means G 1 was selected. Let us also assume that an instrument is selected that is switched off, that is a 5,j 0 ¼ 0, for example j 0 ¼ 3. The idea is to decide in a randomised way whether the crossing will be switched on: we will switch it on (by setting a 5,3 ¼ 1) with some probability p 0 , or leave everything unchanged (the reason for doing so will become apparent at the end of this paragraph). If we switch it on, then this obviously implies that the members of G 1 should be switched on as well, that is we would also set a 2,3 ¼ a 4.3 ¼ 1. Ignoring rows and columns that are not involved, we denote this state by A 0 . Note, however, that, depending on which of the members (i ¼ 2 and i ¼ 4) are already switched on at the current step t, there are different states A that may lead to the same state A 0 . In fact, if the crossing has L members, then there are 2 L different states A that could all lead to A 0 . In order to satisfy the symmetry condition, we need to be able to get back to any state A that may have yielded A 0 . Assuming that each one of these states is to be proposed from A 0 with equal probability, this probability should be 1=2 L . This can be achieved by switching off each member of the crossing independently with probability 1=2. This implies that, in order to satisfy the symmetry condition, we should also choose p 0 ¼ 1=2 L in our initial randomised decision on whether to have the crossing switched on or off.
Greater caution is required if there are two or more crossings: if at the step at which, say, the first crossing will be switched off (in a column j 0 ), some of its members are also members of some other crossing that is currently switched on in j 0 , then these modules cannot be switched off, as this would lead to an inadmissible composition. Thus, they should not be counted in the different states A, from which A 0 may be obtained. Such modules should therefore not be counted in L (which will thus be a random variable).
If there are a number of different frequencies but no crossings, the situation is simple again: for each selected module i 0 and instrument j 0 , reverse the switch position of the module in all instruments in a complete periodic set for module i 0 , the one to which j 0 belongs, that is, change the setting a i 0 , j to 1 2 a i 0 , j for all j [ J j 0 (i 0 ).
The Proposal of a New State: The General Case
In the general case, where there are both different frequencies and crossings, the approach follows the same principle but is significantly more complicated, due to the fact that a crossing and its members may have different frequencies. Only Phase (2) from the previous subsection needs to be modified to accommodate this situation.
Phase (2) subsets, each of which is complete for M i . Let us call these subsets J j 0 ði; 1Þ; : : : ; J j 0 ði; r i i 0 j Þ. The number of these subsets equals r i i 0 j . Let r i i 0 j be the number of subsets excluding those subsets J j 0 (i,k) for which M i is a member of some further crossing G i 1 (i 1 -i 0 ) that is currently switched on, that is,
where # denotes cardinality. Note that if the module in row i is a member of another crossing that is currently switched on for all j [ J j 0 ði 0 Þ, then r i i 0 j ¼ 0.
, where the summation extends over all members of the crossing. Then, with probability 1=2 À Á L , for all j [ J j 0 (i 0 ), set a i 0 , j ¼ 1 and a i,j ¼ 1 for all rows i containing modules that are members of the crossing; else (with probability 1 2 1=2
. Also, independently for all rows i containing modules that are members of the crossing considered (in row i 0 ), and independently for each of the subsets J j 0 (i,k) of the partition J j 0 ði; 1Þ; : : : ; J j 0 ði; r i i 0 j Þ of J j 0 (i 0 ), for which the module in row i is not a member of another crossing (beyond the one in i 0 ), which (other crossing) is currently "switched on", with probability equal to 1=2 set a i,j ¼ 0 for all j [ J j 0 (i,k).
Note that the proposal mechanism is such that the constraints set out in Subsections 2.2 and 2.3 are already incorporated in Phase (2), while the constraints from Subsection 2.4 are only checked a posteriori in Phase (3), once a new proposal has been made.
Different ways of updating the composition matrix A can of course affect the numerical efficiency of the search algorithm. We do not have an optimal search algorithm at our disposal.
On the basis of the above, it is possible to prove the following special case. We are not currently able to provide a proof for cases where other constraints, such as dependencies between modules, are taken into account.
Proposition. The proposal mechanism described in Steps 1-3 above respects the proposal-symmetry condition, subject to the constraints described in Subsections 2.1 -2.3.
The proof of this proposition may be found in the Appendix.
Appropriateness of the Simulated Annealing Algorithm
The algorithm, consisting of simulated annealing and simplex, can also be used in the design of an efficient SQD, thus resolving a problem to which feasible solutions exist in the literature only for the case of a very limited number of variables (or modules). For the single survey SQD, and under simple random sampling, Chipperfield and Steel (2009; consider the optimal allocation of sample size to minimise cost, subject to precision constraints. The most efficient design is determined on the basis of best linear unbiased estimation (possible under simple random sampling and given correlations between all variables), and therefore comprises all 2 m 2 1 possible patterns (instruments).
For the case being studied here --an integrated survey with a complex and modular sampling design and a baseline estimation approach involving HT estimators for single instruments (samples), and composite HT estimators combining data from different instruments --we are also aiming to minimise cost, under similar precision constraints. However, our minimisation is over all possible c k ¼ 2 m 2 1 k combinations of k instruments, and over the associated sample size allocations. Noting that the use of 2 m 2 1 samples is not practical even for moderate m, Chipperfield and Steel (2009) also propose the choice of a limited number of k best patterns according to a ranking of all patterns based on their relative estimation efficiency. They thus circumvent the more difficult question of optimisation over all c k combinations, but at the expense of a loss of efficiency.
Our specification of a fixed number of instruments, and the optimisation over all c k combinations, coincides with the approach adopted by Adiguzel and Wedel (2008) . They, however, consider the distinct problem of finding the single survey SQD that minimises the Kullback-Leibler distance (see Kullback and Leibler 1951) to the full questionnaire, while assuming equal sample sizes for all k instruments. Without the assumption of equal sample sizes, the minimum is attained by the full questionnaire. Thus, their approach does not include optimal sample size allocation. A random search algorithm, a modification of the Fedorov algorithm (see e.g., Cook and Nachtsheim 1980) , is then used to find the optimal instrument composition.
Applying this algorithm to our problem, including the simultaneous optimisation over sample sizes, would mean that a single full step of the algorithm should examine each of the (2 m 2 1) possible compositions for each of the k instruments. It would thus require the same computation time as k(2 m 2 1) steps of the annealing algorithm. For example, with 30 modules and three instruments, this figure is around three billion. The number of modules in an integrated social survey system could range from 50 to 200, making it impractical to apply this algorithm. There are alternative ways of implementing simulated annealing. In particular, future research may draw on the extensive literature on the application of simulated annealing in the optimisation of experimental designs (see Meyer and Nachtsheim 1988) . Two examples of work in this area are the discussions on sequential and nonsequential exchange methods in Lejeune (2003) and on exchange and interchange steps in Jansen et al. (1992) , which may lead to improvements to the current proposal mechanism. Cooling rates declining faster to zero, as discussed in Tsallis and Stariollo (1996) , and the analysis of the impact of the values of the parameters involved (see e.g., Angelis et al. 2001) , are also interesting topics for further research.
Finally, the use of other heuristic and metaheuristic algorithms, such as genetic algorithms and other population-based methods (see e.g., Blum and Roli 2003 for a brief discussion of and further references to work on these types of algorithms) could be explored.
Modular Design with Complex Sampling
In Section 2, we assumed the use of simple random sampling. In this section, we extend the approach to include complex sampling designs. We first set out how the precision requirements for estimating u are translated into constraints on the sample sizes, and then explain how the optimisation framework can be modified accordingly.
Adjusting Sample Size Requirements
Complex Sampling Design for Independent Samples
Estimating u from a single sample under some complex design, which, for example, involves stratification and/or multistage sampling, leads to a different variance V 0 (uˆ).
Assuming normality for uˆ, the precision constraint V 0 ðûÞ # e=z 12a À Á 2 is then satisfied by the constraint n=d $ n * , where d is the customary design effect (defined as d ¼ V 0 ðûÞ=VðûÞ, with V(uˆ) being the variance of the same estimator under simple random sampling), and n * is as in (1). When u is estimated by a weighted average of estimates from different instruments, as in Subsection 2.1, then the weights should be modified to w i ¼ n i =d i À Á = P n j =d j À Á , where d i is the design effect for the ith sample. It can be shown that for independent simple random samples and for this choice of weights, the composite estimatorû ¼ P w iûi has minimum variance V 0 ðûÞ ¼ s
In the case where the design effects for the different samples are identical, the weights of the composite estimator are w i ¼ n i = P n j , and the precision requirement is satisfied by P n i À Á =d $ n * , where d is the common design effect.
Complex Sampling Design for Coordinated Samples
If the samples of the various instruments are negatively coordinated, for example by splitting a sample into subsamples, one for each instrument, then V 0 ðûÞ # s 2 u = P n i =d i À Á , due to the negative covariance term between the estimates uˆi. The precision requirement is, therefore, again satisfied if
Let us finally consider an example where there is positive coordination between the samples and show how this case may also be embedded in the current framework. We assume that there is some overlap between L samples S 1 , : : : , S L , of sizes n 1 , : : : , n L , as is the case in surveys with rotating samples. Let us denote by n i>j the number of sample units in S i > S j , let n i>j ¼ t ij n i for some appropriate t ij , and assume that all subsets reflecting common and noncommon parts of these samples are drawn independently from each other by simple random sampling. It is then logical to pool estimates over time, as is done for example when estimating a yearly average from four quarterly estimates. Puttinĝ
In the specific case of a longitudinal survey with L wave, for which the sample sizes n 1 , : : : , n L are restricted to be equal to each other, we have t avg ¼ L 21 P t iþ . It is then possible to adopt a 'design' effect d j ¼ t avg , such that the precision requirement is satisfied if P n j =d j À Á $ n * .
Adapting the Optimisation Framework
In all the cases described in Subsection 4.1, the precision requirements for a module M a are satisfied by X Q a
where d a, j is the module's design effect for instrument j, n * a is obtained as in (3), and the summation extends over Q a , the set of all instruments containing the module M a .
A way of representing these m 0 linear constraints (one for each module and each crossing), on the sample sizes n 1 , : : : , n k of the various samples, is by introducing the m 0 £ k 'design-composition matrix' R, with elements ½R i; j ¼ a i; j d 21 i; j , where a i, j are the elements of the composition matrix A and d i, j those of the design-effect matrix [D] i, j . For a crossing in row i 0 , we set d i 0 j 0 ¼ max i {d ij 0 }, where the maximum is over all members of the crossing. In the special case where all samples are independent and drawn using simple random sampling, and a weighted average of HT estimators is used, all d i, j ¼ 1, and we obtain R ¼ A.
Generally, the constraints in (8) may now be expressed as
where the inequality is to be understood componentwise, n ¼ (n 1 , : : : , n k ) 0 is the vector of the actual sizes of the samples associated with the k instruments, and n * ¼ ðn * 1 ; : : : ; n * m 0 Þ 0 is the vector of the minimum sample sizes for the m 0 modules and crossings required under simple random sampling, that is, those given in (1). This relation now replaces (5).
Furthermore, (7) 
where n opt (A, D) is the admissible vector of optimal instrument sample sizes and n opt ðA; DÞ -n opt ðAÞ. In other words, the algorithm is defined exactly as previously on the space of all composition matrices A, with the only modification being that the sample size constraints are now formulated using the design-composition matrix R instead of the composition matrix A.
An Illustrative Example
As an illustrative example of how the approach presented above could be used, we consider a hypothetical reorganisation of the Labour Force Survey (LFS) using three quarterly instruments, in place of the current single questionnaire, which is administered quarterly.
The blocking of the LFS variables into 30 modules was prepared by Eurostat (see Table 2 ). The first six of these modules represent demographic and household characteristics, and will be present in all available instruments. A further group of ten modules contains the structural variables, that is, those on which information must be collected on an annual basis (in accordance with EU regulations). Of the modules containing quarterly variables, five are needed for the definition of "ILO-Unemployment" (unemployment as defined by the International Labour Organization). We therefore group these into a single crossing. For the purposes of this illustration, we split the remaining nine quarterly modules into two crossings: 'Employment conditions 1' ('Empl_cond1'), containing six modules, and 'Employment conditions 2' ('Empl_cond2') with three modules, as indicated in Table 2 .
For each module, Eurostat defined the dependencies on other modules and calculated, based on historically observed proportions of respondents, the average respondent burden l g as the sum (across individuals in the sample) of the number of questions in M g answered by each individual, divided by the total number of individuals in the sample. For the purposes of this illustration, we assume the fix costs C to be equal to 1. The calculations are based on the data for Portugal. The reason for choosing Portugal was that it has a population size close to the EU median.
The required sample sizes are calculated so as to satisfy EU regulations that apply to Portugal, and on the assumption that all instruments are administered to independent samples, drawn using simple random sampling. According to Commission Regulation (EC) No 377/2008, for structural variables, the relative standard error (assuming simple random sampling) of any yearly estimate representing one percent or more of the workingage population must not exceed nine percent for countries with a population of between one million and 20 million inhabitants. Note that, if simple random sampling is assumed, the sample sizes required to satisfy these precision requirements may be derived from the variance of estimating proportions of a specified magnitude, and, therefore, do not need to be estimated by means of pilot samples or other similar single surveys. This implies a 1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 required total sample size of 12,205. For the variables in the ILO-Unemployment crossing, according to Council Regulation (EC) No 577/98, the relative standard error when estimating the change in subpopulations representing five percent of the working-age population between two successive quarters must not exceed three percent for countries with a population of between one million and 20 million inhabitants. This implies a required yearly sample size of 168,005 (i.e., 42,001 per quarter). This regulation dominates the others, which require smaller sample sizes. For the other two crossings containing quarterly variables, and in order to introduce some further precision differentiation, we assume sample sizes corresponding to the same level of precision in estimating the change between quarters (3 %) but for subpopulations of seven percent and ten percent of the working-age population respectively. This implies annual sample sizes of 117,665 and 79,805. The benchmark composition used as the standard against which to compare the cost reduction achieved by the reorganisation is the composition where all modules (including structural modules) are present in all instruments. This is equivalent to the traditional approach of administering a single questionnaire to all sample units. As there is no differentiation between instruments, the total yearly sample size equals the maximum of the required sample sizes, that is, 168,005, and the total yearly data collection cost (taking into account the modules' respondent burden) is around 8.70 million person-questions. This benchmark composition was also used as the initial composition A 0 for the annealing algorithm.
The optimisation algorithm is programmed in R (R Core Team 2013) and used R-package lpSolve for the simplex optimisation (Berkelaar et al. 2013) . In this example, it was run for 50,000 steps, using the benchmark composition as the initial state. The cost reduction achieved by the optimisation is illustrated in Figure 1 below. It can be seen that most of the reduction has already been achieved after around 4,000 steps. The minimum is Steps of the annealing algorithm Fig. 1 . Cost evolution (first 30,000 out of 50,000 steps) for compositions visited by the simulated annealing algorithm when searching for the optimal composition for the illustrative example described in Section 5.
reached after approximately 28,000 steps, with a cost of 5.97 million person-questions, a reduction of around 31 % from the cost of using the benchmark composition. Had we included a component representing the fixed cost for each instrument, increasing the number of instruments would, of course, have cancelled out some of this cost reduction. The purpose of this article is, however, to illustrate the modular approach rather than to propose a definitive alternative design.
At this 'approximate optimum', the 'ILO-Unemployment' modules are included in all three instruments, and allocated a total sample size (168,008) that is almost identical to the required one. The 'Empl_cond1' crossing participates in the first two instruments, and the 'Empl_cond2' crossing in the last two. For both crossings, the total sample sizes achieved in the optimum (117,668 and 79,808, respectively) are almost identical to the sample sizes required for these modules. The annual modules are distributed across the quarters of the instrument which has the sample size (12,585 per quarter) closest to what is required for these modules (12, 205) , in such a way as to respect module dependencies. These modules are therefore slightly 'oversampled'. This oversampling would, of course, have been avoided, resulting in a further cost reduction, had one more annual instrument been introduced. Note that with the distribution of modules to instruments described in Table 2 , the annual modules and the modules in Empl_cond1 are not jointly administered to any sample units, implying that there is no information on the interaction between them. This could have been avoided by introducing a further crossing comprising the modules in Empl_cond1 and some or all of the annual modules, with a required sample size chosen accordingly. Satisfying this additional constraint would inevitably have meant giving up some of the cost reduction achieved by the design shown in Table 2 .
Conclusion
In this article, we have formulated a modular design and have proposed an algorithm that could be used to restructure the questionnaires currently used for social surveys into instruments. A better balance could thus be achieved between precision requirements on the one hand, and the need to reduce the cost and burden of the survey on the other. In view of the extremely large number of possible instrument compositions, a random search algorithm has been developed to help find the optimal composition.
There are several methodological issues that should be acknowledged in relation to the modular design. It should be noted that these are all perennial difficulties associated with survey sampling, which apply to any design approach, and a more detailed investigation of these issues is beyond the scope of this study. Nevertheless, it is helpful to be clear about the tacit assumptions that we necessarily have to make as a result, for which we have generally adopted the standard practice.
When determining required sample sizes, the requisite design parameters s 2 u for all u (means and proportions) and all modules involved and the required design effects are likely to be unknown, and would need to be estimated. This is typically done by means of pilot samples or similar single surveys. For the estimation of design effects under complex survey designs, see, in particular, Gambino (2009) and Park and Lee (2004) .
Practical discussions of the modular approach often note that certain features of the modular design may have an effect on various nonsampling errors. The typical errors include those related to the cognitive aspects of the instrument composition, the mode effects and the nonresponse. The cognitive effects relate to the respondents as well as to the data collection personnel. The possible consequences include confusion, increased training costs, measurement errors, and potential nonresponse. Mode effects exist if the obtained measurements differ according to the mode of data collection, with possible modes being, for example, face-to-face interview, computer-assisted telephone interview, and self-administered postal questionnaire. The nonresponse rate, both for unit and partial nonresponse, may vary depending on the items or the combination of the modules.
We do not explicitly account for nonsampling errors while addressing the two design questions (1) and (2) that we posed in Section 1, due to the lack of carefully studied empirical evidence. For example, suppose the nonresponse rate in a forthcoming survey is expected to be around 50% based on past experience. What is then the difference in cost and precision for example between (a) planning a sample that is twice as large as the required net sample, and (b) planning a sample that is three times as large and aiming at a 33% response rate in fieldwork? Meanwhile, we do implicitly assume that the modular design is based on the best current knowledge as to how to structure the items in the different modules. We assume that the constraints on instrument composition reflect choices made as to whether some modules should or should not be present simultaneously in the same instrument, or whether a module should only be assigned to a certain mode of collection. As was demonstrated in Section 2, the modular design approach can incorporate all such constraints.
We would like to emphasise that, in practice, a potentially large error in approximating the optimal design is unlikely to be the most critical concern, not least because the optimum is only such with respect to a certain design parameterisation, which can itself be challenged and certainly will be revised over time. Moreover, attention should be given to addressing and reducing the potential nonsampling errors that may come with the new system in future. In this respect, it is important to use a suitable benchmark in order to ensure a fair assessment under which potential shortcomings are balanced against gains. It is unrealistic to require the new system to meet certain unattainable ideals which today's standalone surveys also fail to achieve.
Moreover, a number of considerable changes would have to take place at national statistical institutes for it to become possible to implement the modular approach. These involve considerable investment in resources, and the complexity and cost of these organisational changes should not be underestimated. The changes fall into three main areas: (i) Information structure and production systems: data collection and processing require a greater degree of conceptual harmonisation and operational standardisation in order to make them comparable, shareable and reusable. Standardised database and warehouse solutions and metadata systems will need to replace end-to-end statisticsspecific processes and management, in order to make the data and metadata accessible across the different statistical domains. (ii) Fieldwork management systems: these are needed both as a way of managing the numerous modules and instruments required in fieldwork and so as to be able to update or replace existing modules and instruments over time. (iii) Staff: staff need to adapt to a new situation where the data are collected in multiple instruments and stored, managed and shared using standard system solutions.
Finally, we would like to draw attention to the fact that while the approach presented here could allow efficiency gains to be made compared to the system currently in use (as illustrated in Section 5), and while it is reasonable to explore this (since today's system of social surveys would be the point of departure from which a gradual phasing in of a modular system would take place), a main strength of the modular design lies in its flexibility to meet new information requirements. The system could easily incorporate new modules (or eliminate redundant ones), scale up (or reduce) the precision requirements for individual modules or cross certain modules with each other. Thus, the potential of the new system is not limited to meeting today's information needs. One of its main attractions is that it can accommodate new information requests from policymakers in a much more flexible way, without the constraints of the present survey system.
Appendix
Proof of the Proposition on the Fulfilment of the Proposal-Symmetry Condition
Let us denote by p(i 0 , j 0 ) the probability of selecting an i 0 and a j 0 in one of the available complete sets of instruments. In the case that A 0 was generated from A in the case described in Subsubsection 3.2.4, Point I) above (i.e., the switch position of a module in row i 0 # m was reversed), we have PðA 0 jAÞ ¼ PðAjA 0 Þ ¼ pði 0 ; j 0 Þ, and the proposal mechanism respects the symmetry condition. Similarly, let us now consider the case where A 0 was generated from A in the case described in Subsubsection 3.2.4 Point II) (i.e., a crossing in row i 0 . m was selected). First, assume that all the modules contained in the crossing have the same periodicity, implying r i i 0 j ¼ 1 for all its members. Moreover, for illustration purposes, assume the crossing has only L ¼ 2 members, which are assumed not to be members of any other crossings that are currently switched on. Then, in the state, say A 0 , in which the crossing is switched on, all members are also switched on, while, if the crossing is switched off, there are four possible states in relation to its two members, say A 1 , : : : , A 4 , corresponding to the situations where none, both, or one of the two members are switched on (for all j [ J j 0 ði 0 Þ). Then, in the case presented in Subsubsection 3.2.4 Point II.i), we get PðA 0 jAiÞ ¼ 1=2 2 À Á p ði 0 ; j 0 Þ, while in the case presented in point II.ii), we get PðA ij A 0 Þ ¼ 1=2 À Á 1=2 À Á p ði 0 ; j 0 Þ, and the proposal mechanism respects the symmetry condition. The argument is similar for L . 2: the number of states from which it is possible to generate A 0 equals 2 L , and the transition probabilities to and from A 0 are all equal to 1=2 L . Note that modules that are currently members of other crossings that are switched on are fixed in their current switch position during the transitions considered.
In the case where a crossing may contain modules of different periodicities, again, the number of states from which it is possible to generate A 0 equals 2 L , and the transition probabilities to and from S 0 are all equal to 1=2 L , which concludes the proof.
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