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Localisation conditionnelle de diviseurs
Re´gis de la Brete`che & Ge´rald Tenenbaum
A` la me´moire de Wolfgang Schwarz,
pour la de´licatesse et la distinction
Abstract. In support of a still little known, general principle according to which
the structure of the set of prime factors of an integer is statistically governed by
its actual cardinal, we show that, given any " > 0, the conditional probability that
an integer with exactly k prime factors has a divisor in a dyadic interval ]y, 2y]
approaches 0 as y ! 1 if 2(1+")k < log y while it remains larger than a strictly
positive constant when 2(1")k > log y.
Key-words. Distribiution of divisors, integers with k prime factors.
Re´sume´. A` l’appui d’un principe ge´ne´ral peu connu selon lequel la structure de
la suite des facteurs premiers d’un entier est statistiquement gouverne´e par son
cardinal global, nous montrons que, pour tout " > 0, la probabilite´ conditionnelle
pour qu’un entier ayant k facteurs premiers posse`de un diviseur dans un intervalle
dyadique ]y, 2y] tend vers 0 lorsque y !1 si 2(1+")k < log y mais qu’elle demeure
plus grande qu’une constante strictement positive si 2(1 ")k > log y.
Mots-clefs. Re´partition des diviseurs, entiers ayant k facteurs premiers.
Classification AMS 2010. Principale 11N25.
1. Introduction
La localisation de diviseurs dans des intervalles dyadiques pose un de´licat
proble`me de crible : aucune relation de divisibilite´ ne lie les entiers d’un intervalle
]y, 2y] (y > 1), mais les ensembles de multiples de deux e´le´ments quelconques ne
sont ge´ne´ralement pas inde´pendants.
Conside´rons la densite´ "y de l’ensemble Hy des entiers naturels ayant au moins
un diviseur d tel que y < d 6 2y. Besicovitch [3] a e´tabli en 1934 que
lim inf
y!1 "y = 0
et en a de´duit une remarquable re´futation de la conjecture en vigueur a` l’e´poque
selon laquelle tout ensemble de multiples admettrait une densite´ naturelle.
Erdo˝s [5] a montre´ en 1936 que "y ! 0. Cependant, la de´termination du ve´ritable
ordre de grandeur de "y a longtemps constitue´ un ve´ritable de´fi pour les spe´cialistes.
Pre´cisant une estimation du second auteur [10], Ford [7] a montre´ en 2008 que l’on a
"y ⇣ 1(log y) (log2 y)3/2
(y > 3)
ou` l’on a pose´ δ := 1− (1 + log2 2)/ log 2 ⇡ 0.08607 et ou`, ici et dans la suite, nous
de´signons par logk la k-ie`me ite´re´e de la fonction logarithme. Nous renvoyons le
lecteur a` l’article de synthe`se [14] pour une mise en perspective plus comple`te de
ce proble`me et de ses ramifications.
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La valeur de l’exposant δ peut eˆtre devine´e facilement : la croissance normale des
facteurs premiers d’un entier n e´tant doublement exponentielle (voir par exemple [6]
et le chapitre 1 de [8]), on peut approcher, en premie`re analyse, le nombre des
diviseurs de n n’exce´dent pas 2y par 2!(n,y), ou` !(n, y) de´signe le nombre des
facteurs premiers n’exce´dant pas y ; si l’on fait l’hypothe`se que tous les intervalles
dyadiques rec¸oivent un quota statistique de diviseurs, on est amene´ a` conjecturer
que les entiers deHy sont caracte´rise´s par la condition 2!(n,y) � log y. Or la densite´
de l’ensemble des entiers n tels que !(n, y) > (log2 y)/ log 2 vaut classiquement
1/(log y)+o(1) — voir par exemple [12], ch. II.6.
Nous nous inte´ressons ici a` un phe´nome`ne particulier, connu des spe´cialistes
mais qui, a` notre connaissance, n’a jamais e´te´ clairement mis en e´vidence dans
la litte´rature : la structure locale de la suite des facteurs premiers d’un entier
est statistiquement gouverne´e par son cardinal global. A` l’appui de ce principe, et
dans l’intention d’en fournir une illustration emble´matique, nous nous proposons
d’examiner la probabilite´ conditionnelle pour qu’un entier n ayant k facteurs
premiers posse`de un diviseur dans un intervalle ]y, 2y] donne´. Conforme´ment a`
l’heuristique de´veloppe´e plus haut, la conclusion qualitative de nos re´sultats est que
cette probabilite´ est minore´e par une constante positive lorsque !(n) := !(n, n)
de´passe sensiblement (log2 n)/ log 2 alors qu’elle tend vers 0 dans le cas contraire.
De´signons par Ek(x) l’ensemble des entiers n 6 x tels que !(n) = k, par ⇡k(x)
son cardinal, et par Hk(x, y) le nombre des entiers n de Ek(x) qui ont au moins un
diviseur dans ]y, 2y]. Nos re´sultats sont contenus dans les deux e´nonce´s suivants.
The´ore`me 1.1. Soient R > 0, β > 1/ log 2. Il existe des constantes positives c, K,
de´pendant au plus de R et δ, telles que l’on ait
(1·1) c⇡k(x) 6 Hk(x, y) 6 (1− c)⇡k(x),
uniforme´ment pour 2 6 y 6 x1/K , β log2 x 6 k 6 R log2 x. De plus, l’ine´galite´ de
droite est valable pour 1 6 k 6 R log2 x.
Cet e´nonce´ induit deux questions naturelles, sur lesquelles nous espe´rons revenir
dans un prochain travail :
(a) est-il possible de remplacer, dans les hypothe`ses, la constante β par une
quantite´ tendant vers 1/ log 2 ?
(b) l’encadrement (1·1) est-il valable pour de plus grandes valeurs de k, par
exemple R log2 x < k 6 (log x)1−" ?
Comme annonce´, la valeur 1/ log 2 est critique pour la minoration de (1·1). Dans
toute la suite, nous utilisons les notations
(1·2) u := log x
log y
, g(x, y) :=
s
log u
(log2 y) log2 x
(x > y > 3)
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The´ore`me 1.2. Soit ⇠(x)!1. Sous les conditions
(1·3) ⇠(x) 6 y 6 px, k 6 log2 x
log 2
�
1− ⇠(x)g(x, y) ,
nous avons uniforme´ment
(1·4) Hk(x, y) = o
�
⇡k(x)
�
.
Remarques. (i) Nous avons
1/
p
2 + o(1)
log2 x
6 g(x, y) 6 1p
log2 y
dans le domaine (1·3).
(ii) Des majorations e↵ectives de Hk(x, y) peuvent eˆtre aise´ment de´duites de la
de´monstration donne´e au paragraphe 5. Nous nous sommes cantonne´s ici a` de´gager
le phe´nome`ne qualitatif.
2. Re´partition des diviseurs des entiers de Ek(x)
Le re´sultat suivant fait l’objet du lemme 1 de [13].
Lemme 2.1. Soient A > 0, B > 0 et f une fonction arithme´tique multiplicative
positive ou nulle telle que
X
p⌫6x
f(p⌫) log p⌫ 6 Ax (x > 2),
X
p
X
⌫>2
f(p⌫)
p⌫
6 B.
Alors on a, uniforme´ment pour k > 1, x > 2,
(2·1)
X
n2Ek(x)
f(n)⌧ Ax
log x
�P
p6x f(p)/p+B
�k−1
(k − 1)! ,
ou` la constante implicite est absolue. En particulier, pour toute constante R > 0,
nous avons, uniforme´ment sous la condition 1 6 k 6 R log2 x,
(2·2)
X
n2Ek(x)
f(n)⌧ ⇡k(x) exp
n
%
X
p6x
f(p)− 1
p
o
avec % := (k − 1)/ log2 x et ou` la constante implicite de´pend au plus de A, B, R.
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Dans toute la suite, nous nous donnons des parame`tres x > 2, y 2 [2,px], et
L 2 [1, log2 y]. Soit sL := exp expL (L > 0). Pour chaque entier n, nous e´crivons
nL :=
Y
p6sL
p⌫kn
p⌫ .
Enfin, il est commode d’introduire la fonction Q : R+ ! R+ de´finie par
Q(↵) := ↵ log↵− ↵+ 1.
Notons que Q(↵) > 0 avec e´galite´ si, et seulement si, ↵ = 1.
Lemme 2.2. Soient R > 0, x > 3 et 1 6 k 6 R log2 x. Posant
(2·3) L1 := min(L, log2 x− L)
et de´finissant implicitement  2]0, R] par k =  log2 x, nous avons, uniforme´ment
pour 1 6 L 6 log2 x, 1 6 ⇠ 6
p
L1,
(2·4) ���n 2 Ek(x) : |!(nL)− L| > ⇠pL1 ��⌧R ⇡k(x)e−⇠2/3,
ou` l’on peut remplacer ⇠2/3 par ⇠2/2 si ⇠ 6 L1/61 .
De´monstration. Supposons dans un premier temps que L 6 12 log2 x, et donc
L1 = L. Posons s1 = 1− ⇠/
p
L1, s2 = 1 + ⇠/
p
L1. Le cardinal a` majorer n’exce`de
pas X
16j62
X
n6x
s
!(nL)−sjL
j ⌧ ⇡k(x)
�
e−Q(s1)L + e−Q(s2)L
 ⌧ ⇡k(x)e−⇠2/3,
ou` la premie`re estimation de´coule du Lemme 2.1 et la seconde de l’e´valuation
1
3s
2 6 Q(1 + s) 6 12s
2 6 Q(1− s) (0 6 s 6 1).
L’assertion relative au cas ⇠ 6 L1/6 re´sulte du de´veloppement
Q(1 + s) = 12s
2 +O(s3)
au voisinage de s = 0.
Lorsque L > 12 log2 x, et donc L1 = log2 x− L, nous observons que la condition
sur !(nL) apparaissant dans (2·4) e´quivaut a` |!(n)−!(nL)− (k− L)| > ⇠
p
L1.
On peut alors proce´der similairement au cas pre´ce´dent, en conside´rant les premiers
de ]sL, x]. ut
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Lemme 2.3. Soit R > 0, x > 3 et 1 6 k 6 R log2 x. On de´finit implicitement
 2]0, R] par k =  log2 x. Nous avons, uniforme´ment pour 1 6 L 6 log2 x, T > 0,��{n 2 Ek(x) : lognL > T eL}��⌧ ⇡k(x)e−T/2.
De´monstration. Nous pouvons supposer L assez grand puisque le re´sultat est trivial
lorsque L est borne´. Posons ↵ := 12e
−L. Alors la fonction n 7! n↵L est multiplicative
et, puisque
p
e < 2, satisfait les hypothe`ses du Lemme 2.1 pour des constantes
absolues convenables A et B. La quantite´ a` estimer n’exce`de pasX
n2Ek(x)
{nL/ exp(T eL)}↵ = e−T/2
X
n2Ek(x)
n↵L.
Le Lemme 2.1 fournit aise´ment que la dernie`re somme est ⌧ ⇡k(x). L’estimation
souhaite´e en re´sulte. ut
Nous posons encore
!#(m) :=
X
p|m,p6exp(1/|#|)
1 (m > 1, # 6= 0),
!(n; s, t) :=
X
p|n, s<log2 p6t
1 (0 < s 6 t),
σ(t) := t−
p
t log t (t > 1).
Le re´sultat suivant est e´nonce´, a` fins d’applications ulte´rieures, sous une forme
significativement plus pre´cise que ne´cessaire pour le pre´sent travail.
Lemme 2.4. Soient R > 0, " 2]0, 12 ], x > 3, 1 6 k 6 R log2 x, 1 6 L 6 log2 x. On
de´finit implicitement  2]0, R] par k =  log2 x. Nous avons
(2·5) min
1/("eL)6|#|62
!(nL)− !#(nL)
σ(L+ log |#|) > 
pour tous les entiers n de Ek(x) sauf au plus ⌧ ⇡k(x)/{log(1/")}1/4. La constante
implicite de´pend au plus de R.
De´monstration. Conside´rons un entier n contrevenant a` (2·5). Il existe alors
# 2]1/("eL), 2] tel que, posant j# := bL+ log |#|c , et donc j# > log(1/") − 1,
l’on puisse e´crire, pour tout v 2]0, 1],
1 6 v!#(nL)−!(nL)−σ(j#) < v−−(j#)v!(n;L−j#,L).
Ainsi, le nombre Rx des entiers exceptionnels satisfait
Rx 6
X
log(1/")−1<j6L
v
−{1+σ(j)}
j
X
n2Ek(x)
v
!(n;L−j,L)
j ,
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pour tout choix de vj 2]0, 1]. Nous pouvons employer le Lemme 2.1 pour majorer
la somme inte´rieure. Elle est
⌧ ⇡k(x)e−(1−vj)j .
Pour le choix vj := 1−
p
(log j)/j, nous obtenons le facteur somme´ de´pendant de
j est ⌧ ⇡k(x)j−5/4. Il suit
Rx ⌧
X
j>log(1/")−1
⇡k(x)
j5/4
⌧ ⇡k(x){log(1/")}1/4 · ut
Soit L (m) := [d|m
�
log d +
⇥ − 12 , 0⇥�. Nous de´signons par λ(m) la mesure de
Lebesgue de L (m) et posons
⌧(m,#) :=
X
d|m
di# (m 2 N⇤, # 2 R).
Le re´sultat suivant a e´te´ e´tabli dans [11].
Lemme 2.5. Pour chaque entier naturel m, nous avons
(2·6) λ(m)
Z 2
−2
|⌧(m,#)|2
⌧(m)2
d# > 1
3⇡
·
Lemme 2.6. Soit R > 0. Nous avons, uniforme´ment pour x > 3, 1 6 k 6 R log2 x
et # 2 R⇤,
(2·7)
X
n2Ek(x)
|⌧(nL,#)|2
2!(nL)+!#(nL)
⌧ ⇡k(x){log(3 + |#|)}2.
De´monstration. Appliquons a` nouveau le Lemme 2.1. Le membre de gauche de (2·7)
est
⌧ ⇡k(x) exp
(

X
log(1/|#|)<log2 p6L
cos(# log p)
p
)
.
La somme en p peut eˆtre estime´e par sommation d’Abel a` l’aide du the´ore`me des
nombres premiers, comme au lemme III.4.13 de [12]. En estimant trivialement la
contribution e´ventuelle des nombres premiers p tels que
exp(1/|#|) < p 6 exp{log2(3 + |#|)},
nous obtenons qu’elle n’exce`de pas 2 log2(3+ |#|) +O(1). Cela fournit bien (2·7).ut
Lemme 2.7. Soient R > 0, β > 1/ log 2, δ := β log 2− 1. Pour tous x > 2, " > 0,
k 2 N, tels que
β log2 x 6 k 6 R log2 x,
le nombre Mk(x; ") des entiers n de Ek(x) tels que λ(nL) 6 "eL satisfait
(2·8) Mk(x; ")⌧ ⇡k(x)
n
"/2 + "Q(1− /3)
o
.
La constante implicite de´pend au plus de R et β.
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De´monstration. D’apre`s (2·6), un entier n compte´ dans Mk(x; ") satisfait ne´ces-
sairement
3⇡"eL
Z 2
−2
|⌧(nL,#)|2
⌧(nL)2
d# > 1.
Comme la contribution a` l’inte´grale des nombres re´els # tels que |#| 6 e−L/(12⇡")
est trivialement 6 12 , il suit
(2·9) "1eL
Z 2
e−L/"1
|⌧(nL,#)|2
⌧(nL)2
d# > 1,
ou`, pour simplifier l’e´criture, nous avons pose´ "1 := 12⇡".
Maintenant, nous observons que, quitte a` e´carter un ensemble d’entiers n de
cardinal majore´ par le membre de gauche de (2·8), le Lemme 2.4 nous permet de
supposer que
min
1/("1eL)6|#|62
!(nL)− !#(nL)
L+ log |#| >
1 + δ/2
log 2
,
et donc
2!(nL)−!#(nL) > (#eL)1+/2.
Cela impliqueZ 2
e−L/"1
|⌧(nL,#)|2
⌧(nL)2
d# 6
Z 2
e−L/"1
|⌧(nL,#)|2
2!(nL)+!#(nL)
d#
(#eL)1+ /2
·
En tenant compte de (2·9), nous obtenons
Mk(x; ") 6 "1
Z 2
e−L/"1
X
n6x
!(n)=k
|⌧(nL,#)|2
2!(nL)+!#(nL)
d(#eL)
(#eL)1+ /2
+O
�
⇡k(x)"Q(↵)
�
⌧ ⇡k(x)
�
" /2 + "Q(↵)
 
,
d’apre`s le Lemme 2.6. ut
3. Entiers de Ek(x) sans petit facteur premier
De´signons par P−(n) (resp. P+(n)) le plus petit (resp. le plus grand) facteur
premier d’un entier ge´ne´rique n > 1 avec la convention P−(1) = 1 (resp.
P+(1) = 1). Nous posons alors
⇡k(x, y) :=
��{n 2 Ek(x) : P−(n) > y}��.
Dans toute cette section, nous notons syste´matiquement x = yu lorsque 2 6 y 6 x.
Le re´sultat suivant a e´te´ e´tabli dans [9] (lemme 3.2) comme conse´quence tre`s
a↵aiblie de formules asymptotiques dues a` Balazard [2] (lemme 5) et Alladi [1]
(the´ore`me 7).
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Lemme 3.1. Soit R > 0. Il existe u0 = u0(R) > 1 tel que l’on ait uniforme´ment
pour u > u0(R), 1 6 k 6 R log u,
(3·1) ⇡k(x, y) ⇣ xlog x
(log u)k−1
(k − 1)! ·
Lemme 3.2. Soient c1, c2 des constantes telles que 0 < c1 < c2. Il existe
"1 = "1(c1, c2) > 0 tel que l’on ait, uniforme´ment pour 1 6 zc1 6 y 6 z 6 x"1 ,
1 6 d 6 px, et c1 log u 6 k 6 c2 log u,
(3·2) ⇡k−1(x/d, z) ⇣ ⇡k(x, y)/d.
De´monstration. Cela re´sulte imme´diatement de (3·1).
4. Preuve du The´ore`me 1.1
Commenc¸ons par e´tablir la minoration. Nous retenons la notation  := k/ log2 x
introduite pre´ce´demment.
Nous pouvons supposer y > y0 ou` y0 est une constante arbitrairement choisie.
En e↵et, dans le cas contraire, on a Hk(x, y) > ⇡k(x/m, y) � ⇡k(x, y) avec, par
exemple, m = 1 + [y] 2]y, 2y] ;
Soit " une constante absolue positive assez petite, dont nous pre´ciserons la
valeur ulte´rieurement. Nous posons L := log2 y", conservons la notation (2·3), et
conside´rons l’ensemble
M :=
8<:m 6 py : P+(m) 6 y", |!(m)− L| 6
p
L1 log
⇣1
"
⌘
,
⌧(m) 6 3L,λ(m) > "eL
9=; .
Les Lemmes 2.2, 2.3 et 2.7 garantissent que, pour " convenablement choisi,
x > x0("), et K = K(") assez grand, on a nL 2M pour au moins 12⇡k(x) entiers n
de Ek(x). En de´composant chacun de ces entiers sous la formemh avec P−(h) > y",
il suit
(4·1) 12⇡k(x) 6
X
m2M
⇡k−!(m)(x/m, y").
Conside´rons alors les entiers n de Ek(x) qui peuvent s’e´crire sous la forme mph
avec m 2 M, log y − log p 2 L (m), P−(h) > 2y. La seconde condition implique
l’existence d’un diviseur d de m tel que
log d− 12 6 log y − log p < log d
donc dp 2]y, 2y]. Comme on a ne´cessairement
log p > log y − logm > 12 log y > log y",
la de´composition n = mph, lorsqu’elle existe, est unique.
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Posant G (y,m) := {t 2 R+ : log(y/t) 2L (m)}, nous pouvons donc e´crire
(4·2) Hk(x, y) >
X
m2M
X
p2G (y,m)
⇡k−1−!(m)(x/pm, 2y).
Notant a` pre´sent u := (log x)/ log 2y, nous avons
k − !(m) = k − L+O"
�p
L1
�
=  log u+O"
�p
L1
�
,
d’apre`s la de´finition de M. Lorsque y 6 x1/K , ou` K = K(") est une constante
convenable, cela implique k − !(m) ⇣ log u. Nous sommes donc en mesure
d’appliquer le Lemme 3.2 avec d = p pour de´duire que, pour tous les couples
(m,p) de la sommation de (4·2), nous avons
⇡k−1−!(m)(x/pm, 2y) ⇣" ⇡k−!(m)(x/m, y")/p.
A` ce stade, nous observons que G (y,m) est, pour chaque m 2 M, une re´union
d’au plus ⌧(m) 6 (log y)2 intervalles de longueur logarithmique totale λ(m) et dont
les bornes ont des logarithmes de l’ordre de log y. Nous avons doncX
p2G (y,m)
1
p
� 1
log y
X
p2G (y,m)
log p
p
� λ(m)
log y
+O
✓
log y
e
p
log y
◆
� 1.
En reportant dans (4·2), il suit
Hk(x, y)�"
X
m2M
⇡k−!(m)
⇣ x
m
, y"
⌘ X
p2G (y,m)
1
p
�
X
m2M
⇡k−!(m)
⇣ x
m
, y"
⌘
� ⇡k(x),
ou` la dernie`re minoration re´sulte de (4·1).
E´tablissons maintenant la majoration de (1·1). A` cette fin, nous conside´rons le
nombre Jk(x, y) des entiers n de Ek(x) tels que nL 6 y, avec a` pre´sent L := log2 2y.
Nous avons e´videmment
⇡k(x)−Hk(x, y) > Jk(x, y).
Nous allons montrer que
(4·3) Jk(x, y)� ⇡k(x).
Chaque entier de la forme n = mh avec m 6 y, P−(h) > 2y et !(m) + !(h) = k
est compte´ dans Jk(x, y). On peut donc e´crire
Jk(x, y) >
X
m6y
⇡k−!(m)(x/m, 2y).
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Retenons seulement dans la sommation les entiers m tels que
|!(m)− L| 6 L1.
Nous avons alors k−!(m)⌧ log u = log2 x− log2 y sous l’hypothe`se y 6 x1/K de`s
que la constante K est convenablement choisie. Par (3·1) il suit
(4·4) Jk(x, y)� xlog x
X
m6y
|!(m)−L|6L1
(log u)k−!(m)−1
(k − !(m)− 1)!m ·
Une sommation d’Abel permet de de´duire des estimations connues de ⇡k(x) (cf., par
exemple, [12], chapitre II.6) que l’on a, pour |j − L| 6 L1,
X
m6y
!(m)=j
1
m
⇣" (log2 y)
j
j!
.
En reportant dans (4·4), il suit
Jk(x, y)� xlog x
(log2 x)k−1
(k − 1)!
X
|j−L|6L1
✓
k − 1
j
◆
(1− #)k−1−j#j
avec # := (log2 y)/ log2 x, de sorte que L = k# et, pour un choix convenable des
constantes, L1 > 2
p
#(1− #)k. Un re´sultat classique sur les sommes partielles du
binoˆme (voir par exemple le the´ore`me 6.1 de [4]) implique que la somme en j est
� 1. Nous obtenons donc (4·3), ce qui ache`ve la de´monstration du The´ore`me 1.1.
5. Preuve du The´ore`me 1.2
Nous supposons dans toute la suite y0 6 y 6
p
x, ou` y0 de´signe une constante
assez grande.
Chaque entier n compte´ dans Hk(x, y) admet une repre´sentation sous la forme
n = md avec d 2]y, 2y]. Posons alors
r = (m,d), m = m0r1r, d = d0r2r, r1r2 | r1,
a = !(m0), b = !(d0), j := a+ b 6 k,
de sorte que !(r) = k − j.
Il suit
Hk(x, y) 6
X
j6k
a+b=j
X
r>1, r1>1, r2>1
r1r2|r1
!(r)=k−j
X
y/rr2<d62y/rr2
!(d0)=b
X
m06x/d0r1r2r2
!(m0)=a
1.
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On montre facilement que la contribution correspondant a` la condition supple´-
mentaire r1r > x1/4 est ⌧ ⇡k(x)/ log x : en e↵et, une majoration triviale des
sommes en m0 et d0 fournit une borne
⌧
X
r>1, r1>1, r2>1
r1r2|r1
x1/4<r1r6x
x
r1r2r2
⌧
X
r6x
r1r2|r1
x7/8p
r1r2r3/2
⌧
X
r>1
x7/8
r'(r)
Y
p|r
⇣
1− 1p
p
⌘
⌧ x7/8.
Lorsque r1r 6 x1/4, des estimations classiques (cf., par exemple, [12], chapitre II.6),
impliquent que la double somme inte´rieure est
⌧ x(log2 x)
a−1(log2 y)b−1
r2r1r2(a− 1)!(b− 1)!(log 3y/r) log x ·
Par sommation sur a et b, nous obtenons
Hk(x, y)⌧ x
X
j6k
X
r>1, r1>1, r2>1
r1r2|r1
!(r)=k−j
(log2 x+ log2 y)j−2
r2r1r2(j − 2)! log x(log 3y/r)
⌧ x
X
j6k
X
r>1
!(r)=k−j
(log2 x+ log2 y)j−2
'(r)2(j − 2)! log x(log 3y/r)
⌧ ⇡k(x)
log y
⇣
1 +
log2 y
log2 x
⌘k
=
2k⇡k(x)
log y
⇣
1− log u
2 log2 x
⌘k
,
sous l’hypothe`se k ⌧ log2 x.
Il vient
Hk(x, y)⌧ 2
k⇡k(x)u−k/2 log2 x
log y
=
2k⇡k(x)u1−/2
log x
ou` nous avons conserve´ la notation  = k/ log2 x.
La majoration souhaite´e (1·4) est donc acquise de`s que
(5·1) k 6 log2 x
log 2
− 1− 1/ log 4
log 2
log u− ⇠(x).
Cela fournit la conclusion annonce´e lorsque, disons, log y > e−⇠
2
log x.
Nous pouvons donc supposer dans la suite que u > e⇠
2
. Choisissons L := log2 y
et conservons la notation (2·3). Nous pouvons supposer sans perte de ge´ne´ralite´
que la fonction ⇠ = ⇠(x) apparaissant dans l’hypothe`se (1·3) satisfait e´galement
⇠ 6
p
L1. Soit 1 = (1 + ⇠
p
L1/L). En vertu du Lemme 2.2, quitte a` e´carter un
nombre acceptable d’entiers exceptionnels, nous pouvons supposer que
(5·2) !(nL) 6 1L.
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De meˆme, nous de´duisons du Lemme 2.3, que l’on peut supposer
(5·3) nL 6 x1 := xexp(−⇠2/2).
Les entiers restants compte´s dans Hk(x, y) admettent une repre´sentation sous la
forme n = dtm, avec les conditions
y < d 6 2y, P+(t) 6 y, t 6 x1, P−(m) > y.
Soit H⇤k(x, y) le nombre de tels entiers n n’exce´dant pas x et tels que !(n) = k.
Nous avons
H⇤k(x, y) 6
X
j61L
X
y<d62y
X
t6x1
P+(t)6y
!(dt)=j
X
m6x/dt
!(m)=k−j
P−(m)>y
1.
La somme inte´rieure rele`ve du du Lemme 2.1. Elle est
⌧ x
dt log x
(log2 x− log2 y +B)k−j−1
(k − j − 1)! ,
ou` B est une constante absolue convenable. Posons alors d = rd1, t = rt1, avec
(d1, t1) = 1. Nous avons !(d1) + !(t1) 6 j, doncX
y<d62y
X
t6x1
P+(t)6y
!(dt)=j
1
dt
⌧
X
r62y
1
r2
X
a+b6j
X
y/r<d162y/r
!(d1)=a
1
d1
X
t16x1
!(t1)=b
1
t1
⌧
X
r62y
1
r2
X
a+b6j
(log2 y)a+b−1
(a− 1)!b!(log 3y/r) ⌧
X
r62y
1
r2
X
c6j−1
(2 log2 y)c
c! log(3y/r)
⌧ 1
log y
X
c6j
(2 log2 y)c
c!
⌧ (2 log2 y)
j
j! log y
·
Nous avons utilise´ ici les estimations classiques de ⇡`(v) pour estimer les sommes en
d1 et t1. Pour la dernie`re majoration, nous avons fait appel au re´sultat bien connu
stipulant que, puisque j 6 1 log2 y avec 1 6 1/ log 2 < 2, la dernie`re somme en c
est domine´e par le terme d’indice c = j.
Il suit finalement
H⇤k(x, y)⌧
x
(log x) log y
X
j61L
(2 log2 y)j
j!
(log2 x− log2 y +B)k−j−1
(k − j − 1)!
⌧ x2
1 log2 y
(log x) log y
X
j6k
(log2 y)j
j!
(log2 x− log2 y +B)k−j−1
(k − j − 1)!
⌧ ⇡k(x)(log y)1 log 2−1.
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On ve´rifie alors que (log y)1 log 2−1 tend vers 0 de`s que
k 6 log2 x
log 2
✓
1− ⇠
p
L1
L log 4
◆
.
Comme r
L1
L
⇣
s
log u
(log2 y) log2 x
= g(x, y),
nous obtenons le re´sultat souhaite´, quitte a` alte´rer la fonction arbitraire ⇠.
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