INTRODUCTION
It is often considered desirable to measure the correlation between two variables, say X and Y, when a third variable, say Z,. has been controlled, or its effects have been removed. Such a measure is generally termed a "partial correlation" between X and Y given Z. (In what follows we devote some attention to more exact definition).
The most customary measure is of course the Pearsonian product-moment partial correlation, usually defined as the product-moment correlation between the residuals remaining after performing an ordinary linear least-squares regression of X on Z and the corresponding residuals after regressing Y on Z. Such a procedure makes no sense unless X, Y, and Z are all metric variables (though Z may be multivariate). Its interpretation is difficult in any case, and particularly so if the true regression curves of X and Y on Z are non-linear; and 1 Supported by National Institutes of Health Grant Nc;. GM-128G8-03.
assumptions of normality are required in order to proceed beyond mere description to statistical inference.
Another measure of partial correlation is that given by Kendall [8] and based on his measure of rank correlation (tau). This measure permits use of ordinal variables X, Y, and Z (though Z here must be univariate), but since it does not offer more ease of interpretation than the product-moment partial correlation, and since procedures for statistical inference based on it are not available, it appears to have been little used. An interesting but neglected variant, due to Goodman [5J, does lead to inference.
When the variables are categorical, the data being expressed as a contingency table, it has long been customary to calculate "partial associations", namely measures of association between X and Y in the subsamples defined by fixing on a single category of Z. In a recent paper, Davis [3J has suggested an overall measure of partial association based on the index G proposed by Goodman and Kruskal [6, 7J , which is also closely related to Kendall's tau.
Although Davis did not develop procedures for statistical inference using his measure, this can be done by the methods of the present paper, as we point out at the end of Section 4.
It is our purpose here to develop a general "index of matched correlation" which may be briefly defined, for a population, as "the difference between the conditional probabilities of concordance and discordance of a random pair of observations, given that the pair is matched on Z"; in a sample the index is obtained by substituting in estimates for the required probabilities. Three important properties of this index are:
(i) Ease of interpretation: The proposed index is based on the two simple concepts (defined in Section 2) involved in determining whether a pair of observations chosen at random is matched or not with respect to the controlled variable Z, and whether such a pair is concordant or discordant with respect to X and Y.
(ii) Wide applicability: The proposed index may be used to control for a completely arbitrary variable, including even a multivariate Z in which each component separately may be metric, ordinal, or purely nominal; it is necessary only to have a definition of "matching". And the variables X and Y need not be more than ordinal or ordered-categorical, although of course they can not be purely nominal since the very word "correlation" implies an ordered (and directed) measure of association.
(iii) Usability for statistical inference: It will be shown, at least for large samples, that the sampling distribution of the proposed index is normal, and how its standard error can be calculated.
Section Z is devoted to various preliminary questions, mainly of definition; in Section 3 we present our proposed index in some detail; Sections 4
and 5 are devoted to examples and discussion; and a general Theorem, giving the distribution of the ratio of two U-statistics, is relegated to an Appendix.
Z. CONDITIONAL AND PARTIAL CORRELATION
Any pair of observations (Xl' Y l , Zl) and (X Z ' Y Z ' ZZ), where X and Y are at least ordinal or ordered-categorical, may be classified as concordant (with respect to X and
or tied (with respect to X and Y) i f Xl = X z or Y l = Y Z or both;
and let the probabilities of these three events be PC" PD' PT respectively.
Then as an index of total correlation (or "unconditional," or "marginal") between X and Y we may take the difference between the probabilities of concordance and discordance. where Pclz=z (or Pn/z=z) is the probability that a randomly-chosen pair of observations (Xl,Yl,Zl) and (X 2 ,Y 2 ,Z2) will be concordant (or discordant), conditional upon the event that Zl and Z2 are both fixed at the same point z. To express this in more mathematical notation, let Z may be categorical and/or multivariate, and in fact need not be random.
Finally, let us define an index of partial correlation between X and Y given Z, written~XYIZ' as a weighted average of the indices of conditional correlation~XYlz(z) over the values z of Z. Since we have been considering pairs of observations, we weight the conditional correlation at z in proportion to the probability that a randomly-chosen pair of observations (Xl,Yl,Zl) and (XZ'YZ,ZZ)will be such that Zl = Zz = z. Thus if Z is a discrete random variable, with marginal probability function h(z), the probability of observ- 
In both cases Z is allowed to be multivariate.
(We shall not attempt to define an index of partial correlation for the more difficult case in which Z is neither purely continuous nor purely discontinuous.)
The terminology adopted here is admittedly not standard; but indeed no standard terminology eXists. Confusion has arisen from restricting study, as is commonly done, to the multivariate normal distribution, in which the correlations between X and Y conditioned on Z=z are the same for every z, and hence also the same as any weighted average of them; i.e., in our terminology the conditional correlations and the partial correlation are all equal. (This is usually stated in terms of product-moment correlations, of course, but it holds equally true for the indices of correlation under discussion here.) Such a state of affairs cannot be expected in general, however, and hence our concepts must be defined more precisely. For example, Kendall and Stuart [9, p. 317] Goodman and Kruskal [6] use it to define a measure of partial correlation corresponding to their measure A based on optimal prediction, and Davis [3] uses it in developing a partial correlation based on their index (. It may be mentioned, however, that different weighting schemes are possible; thus, in Goodman and Kruskalts measure the conditional correlation at z is weighted in proportion to the probability that a single observation on Z will take the value z. Davis also considers this possibility, although he adopts finally the same scheme as ours, which is much simpler when working with indices based on concordant and discordant pairs; we will devote no further consideration to any other weighting scheme.
Consider now the estimation of these various parameters given a random sample of n observations (X.,Y.,Z.), 1 < i < n. From these observations it~~- (maximum component distance)
where the c's are arbitrary positive constants, Q is an arbitrary symmetric positive definite matrix, and S is the sample variance matrix of the Z's.
We realize that justification of the various estimates suggested here has so far been entirely intuitive. We postpone discussion of their sampling distributions to the end of Section 3, since all of them may be viewed as special cases of the general index there presented.
. MATCHEn CORRELATION
We now return to the general problem set forth in Section 1, to measure the correlation between two variables X and Y when a third variable Z has been controlled. Let there be established some rule by which it can be decided whether any two observations are "matched" or "not matched" with respect to Z: that is, whether they are equal or unequal, within some reasonable tolerance. (We expect that such a rule will generally be based on es- Those readers who are not mathematically this paragraph, the next two paragraphs, but a little reflection will show that U z is precisely NJN. Similarly, the probability that a random pair of observations will be both matched on Z and concordant with respect to X and Y, less the probability that it will be matched but discordant, is the U-statistic for estimating this from the sample is and V z (i) = Mi!(n-l), so that with a little algebra it can be verified that Finally, since s* = sJn-l!n, and for an asymptotic result nand (n-l) may be considered equivalent, the result quoted above follows directly from the Theorem.
The condi tions required by the Theorem, namely "8 2 > 0 and 0 < cr 2 < 00", where 8 2 is PM' Thus it is necessary to have PM > 0, and then cr 2 < 00 sincẽ l = MW and~2 = Ware bounded. We shall suppose also that Sll > 0, the interpretation of vnich is somewhat esoteric; for discussion of a similar condition required in the asymptotic theory of Goodman and Kruskal's G, see page 364 of their paper [7] . At any rate, for it to fail is, as they say, "
an unlikely state of affairs in most applications". With S11 > 0 and PM > 0, we have cr 2 > 0 if S22 = 0, which will be true only if PM = 1, or if S22 > 0 and S~2 < SllS22' which will then be true if -1 < ,* < 1. Thus for practical purposes we may regard the asymptotic results as valid if PM > 0 and -1 < ,* < 1.
Goodman and Kruskal [7J have established the upper bound 2(1-y2)/(PC+ P D)
for the variance of the asymptotic distribution of~n (G-y). The corresponding upper bound for the index of matched correlation would be:
asymptotic variance of~n( t*-,*)
To prove that this bound is valid for the case where X and Yare continuous, so that it is impossible for pairs to be tied on X and Y, we may use Goodman and Kruskal's argument exactly, if we interpret their subscript "s" as indicating "concordant and matched", "d" as "discordant and matched", and "t" as "not matched". The bound can also be shown to hold if ,"~= 0 whether or not tied pairs can occur. Unfortunately, I have not been able to show whether it holds in the remaining case (tied pairs possible,"*7' 0), although obviously it must hold at least approximately if ties are unlikely or if ,* is small.
One use for such a bound, as Goodman and Kruskal indicate, is to allow the possibility of "conservative" procedures for situations where one might be uncertain about the estimate s* or unwilling to take the trouble to calculate it. For example, a "conservative" 100(1-0,)% large-sample confidence interval for ,* is formed by the set of values ,* which satisfy the quadratic inequality where Zo,/2 is defined to make the probability be 0,/2 that a normal deviate will exceed it; the unknown PM in the upper bound has been estimated by A second use for the bound is that it shows (specifically only for the most extreme case, but the relationship is at least qualitatively true in general) how the variance of the sample index decreases (to 0) as the population index approaches ±l and how it increases as the probability that a random pair will be matched approaches O. This will be seen more clearly in the examples of Section 4.
Any of the sample indices of conditional and partial correlation suggested in Section 2 may now be treated as a special case of matched correlation by defining the appropriate matching function, M, in accordance with the following:
For the index:
mator of T*; indeed, its asymptotic mean squared error is
The fact that (t*-T*)/S* is asymptotically a normal deviate, where ns*2 converges to cr 2 in probability, implies that t* is a consistent esti- 
EXAMPLES
For our first example, which will illustrate the method of computation in some detail, we use the data of Table 1 . These fictitious data are part of a set originally invented as illustrative material for a course in descriptive statistics; they are supposed to represent the sex, IQ, height,.
and final examination results of a class of fourth graders. We consider the correlation between the ordinal variable X = examination result, recorded as A, B, C, D, or F, and the metric variable Y = height, recorded in inches. Our "given" variable is a bivariate Z with its first component Having calculated~M~= 422,~M. W. = 50, and~W~= 90, we then find s* = .19l.~~T hus the index is smaller than its standard error and therefore not significantly different from zero. If this sample could be regarded as large, we would take t*/s* = .545 as a normal deviate in making such a test. We could also produce the 95% (say) confidence interval t* ± 1.96s*, or (-.270,+.469), for the population index T*. However, with only 25 observations and 48 matched pairs (which are not independent of each other) it is best to be somewhat restrained in making such inferences.
The first section of Table 1 (labeled "without matching") shows the components for the index of total correlation, obtained by defining M(z.,z.) = 1; J in this case M. = (n-1) = 24 for all i, every observation being considered matched with every other. We then have 300 pairs, of which there are 21 more concordant than discordant (actually there are 122 concordant pairs, 101 discordant, and 77 tied) and hence the index takes the value t* = 21/300 = .070.
Its standard error may be computed according to the formulas given earlier and turns out to be s* = .136. Again we conclude that the correlation is not s ignif ican t.
The other two sections of Table 1 show the components for indices where matching has been performed on only one of the two variables, either sex or IQ; the computations proceed in exactly the same manner. Results are summarized in Table 2 . Note that the two indices of conditional correlation given sex are obtainable almost as byproducts of the computation for the index of matched (or, partial) correlation given sex: to obtain the conditional correlation among males, we take M. and W. the same as for the matched cor-r elation if the i-th student is male, and take M. = W. = 0 if the i-th studentĩ s female; and for the conditional correlation among females we do the reverse. IZ2i -Z2j I < 10 1 within a tolerance of 10 units The values of~M.,~W.,~M~,~M. W., and~W~for the matched correlation arẽ~~~~ẽ qual to the sums of the corresponding values for the two conditional correlations. A similar situation will obtain whenever the variable being controlled for is discrete.
The computational scheme is thus extremely simple, in principle. It is extremely tedious in practice,however, although it is admirably suited to an electronic computer. We can see, however, the steady decrease in the sample values. We also see that as the tolerance decreases, and the number of matched pairs correspondingly, the standard error increases; this would be expected, of course, on intuitive grounds, and also from the form of the upper bound given in Section 3; but the increase is not drastic until a very small tolerance has been reached.
We now present three examples, using previously published data, in Table 4 , show a similar relationship. Table 5, -.511. and as in the previous example they agree nicely with those found by the more standard method. In these two examples the index increases in absolute value as the tolerance is reduced, and since a correlation is the more accurately determined the farther it is from zero this has to some extent cancelled out the otherwise -expected increase in standard error. For our last example we use the data of Hajda quoted by Davis [3J,  which were obtained from a sample survey of Baltimore women. Here X is a dichotomy, taking the values "high" or "low" according as the respondent was above or below 45 years of age; Y is another dichotomy, taking the values "high" or "low" according as she had or had not read a book recently; and Z is her educational attainment, recorded in three categories "col1ege ll ,
"high school", and "less than high school". Since it may be instructive to see the full calculations for a problem involving categorical data, we present them in Table 6 . Essentially, what has been done is to list each of the 12 possible values of (X,Y,Z), the frequency (F) of occurrence of the value, and the M and W which correspond to anyone of the F observations at that value. We then have I,FW t* = I,FM and The "partial coefficient for Goodman and Kruskal's gamma" proposed by Davis [3] , namely G xy / Z ' is for this example the same as our index of partial correlation, or matched correlation with zero tolerance, except that he does not include in the denominator those pairs which are matched on Z but tied with respect to X and Y. The comparison of his measure with ours is then the same as between the Goodman-Kruskal G and the Kendall t , as will be a discussed in Section 5. This may be made clearer from the last three columns of Table 6 , which show how many of the matched pairs are concordant, discordant, or tied (labeled "C", "D", and "T", respectively); we have W= C-D, M = C+D+T.
If, however, we redefine M = C+D, thus leaving out the ties, we obtain ZFM = 259554, ZFW = 3718 (as before), ZFM 2 = I:FW 2 = 55729114 (this equality holds whenever X and Yare both dichotomous, but not in general), and ZFMW = -1070650. A question to which we have no definite answer concerns the distribution of our index in small samples, and indeed the proper definition of "small" in this context. It appears that Monte Carlo sampling will be required to come to a satisfactory conclusion, but the following speculation may be offered. Another question which may be asked is this: if Z is continuous, then how does the proposed estimate of the index of conditional or partial correlation depend on the tolerance allowed in matchin~The examples of the previous section have thrown some light on this question, the results being much as one would have expected on intuitive grounds. When the tolerance is infinite, matched correlation is equivalent to total correlation. As the tolerance decreases to zero, the population matched correlation approaches the appropriate conditional or partial correlation; but in a sample the number of matched pairs decreases also, leaVing less and less data on which to base the estimate, whose variance accordingly increases. Thus the optimal tolerance for estimating a conditional or partial correlation is a compromise --a large value may give too much bias, and a small value too much variance. As mentioned at the end of Section 3, a way out of this difficulty might be to reduce the tolerance allowed as the sample size increases; for example, one might decide in advance to base the index on the N M most closely matched pairs for some fixed N M .
This will be somewhat troublesome for calculation, since it requires a sorting of the pairs of observations according to their distances apart with respect to Z; but it does have the advantage of providing a non-random denominator for the index. The asymptotic results obtained in this paper do not strictly apply to such a situation, but for large N M there will probably be no difference for practical purposes. Of course, it may be that in practice an index of matched correlation in the population will be accepted as the proper object of interest in itself, regardless of whether it equals the somewhat abstract index of conditional or partial correlation; the definition of matching can be arbitrarily established on non-statistical grounds appropriate to the individual application, and the interpretation of the result is then extremely simple.
The preceding paragraphs suggest a possible disadvantage involved in using the index of matched correlation, in that its sampling distribution is not known for smaller samples; but this is true of the competitive measures also, except for the product-moment partial correlation --and then only if we have normality and linearity of regression. One may also ask whether much efficiency is lost by the nonparametric procedure in the latter situation;
I intend to devote a subsequent paper to this point, but will state that the loss does not appear unreasonable when compared with the gain in ease of interpretation and in freedom from restrictive assumptions.
It may be useful to mention, although it is implicit in the very general definition allowed for "matching", that in many situations it will be convenient to match only after first transforming the variable Z. For example, if Z is the age of an individual, one might hesitate to designate a match as "within so many years" on the grounds that the same difference in age means are all convergent, then as n tends to infinity the asymptotic joint distri- Proof. As n increases to infinity, S2 converges in probability to (12; hence , by the convergence theorem of Cramer [2, p. 254J it follows that the desired asymptotic distribution must be the same as that of
(1 And U 2 converges in probability to 8 2 > 0, so by the same theorem the asymptotic distribution must be the same as that of But, from the asymptotic joint normal distribution of U l and U Z ' it follows that "n (U 1 8 Z -U Z 8 l ) is asymptotically normal with mean a and standard deviation precisely cr8~; hence the present theorem.
Remark: For any finite n, U 2 or s might vanish, with the ratio of the theorem then undefined. Thus in general the ratio may have no mean and variance.
