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LetH be a complexHilbert space of dimension greater than2 and J ∈
B(H) be an invertible self-adjoint operator. Denote by A† = J−1A∗J
the indefinite conjugate of A ∈ B(H) with respect to J and denote
by w(A) the numerical radius of A. Let W and V be subsets of B(H)
which contain all rank one operators, and let  : W → V be a sur-
jective map. We show that satisﬁes w(AB†) = w((A)(B)†) and
w(A†B) = w((A)†(B)) for all A,B ∈ W if and only if there exist
scalars i ∈ {−1, 1}(i = 1, 2), unitary (or conjugate unitary) opera-
tors U, V on H satisfying U†U = 1I, V †V = 2I and a functional ϕ :
W → C with |ϕ(A)| ≡ 1 such that(A) = ϕ(A)UAV for all A ∈ W;
satisﬁesw(AB†A) = w((A)(B)†(A)) for all A,B ∈ W if and only if
either there exist  ∈ {−1, 1}, a unitary (or conjugate unitary) oper-
ator U on H satisfying U†U = I and a functional ϕ : W → C with
|ϕ(A)| ≡ 1 such that (A) = ϕ(A)UAU∗ for all A ∈ W; or, there exist
a nonzero real number b, a unitary (or conjugate unitary) operator
U on H satisfying U∗JU = bJ−1 and a functional ϕ : W → C with
|ϕ(A)| ≡ 1 such that(A) = ϕ(A)UA∗U∗ for all A ∈ W .
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1. Introduction and main results
The problem of characterizing linear maps on matrices or operators that preserve certain func-
tions, subsets and relations has attracted the attention of many mathematicians in the past 100 years
([12,17,19] and their references therein). One of classical linear preserver problems is to characterize
linearmaps preserving numerical range or numerical radius. Many authors pay their attention to such
problems [7,3,4,18]. In recent years, interest in characterizing nonlinear preservers of numerical range
or numerical radius has been growing [1,2,8,13,14,16].
Let A be an bounded linear operator acting on a complex Hilbert space H. Recall that the numerical
range of A is the set W(A) = {〈Ax, x〉 : x ∈ H, ‖x‖ = 1}, and the numerical radius of A is w(A) = sup{|λ| :
λ ∈ W(A)}. Numerical range and numerical radius are very important conceptions both in theory and
applications. We say that a map  on a set A of operators preserves numerical range (respectively,
numerical radius) of operator products if satisﬁes
W(AB) = W((A)(B)) (resp., w(AB) = w((A)(B)))
for all A,B ∈ A. Similarly, we say that preserves numerical range (resp., numerical radius) of Jordan
triple products of operators if
W(BAB) = W((B)(A)(B)) (resp., w(BAB) = w((B)(A)(B)))
for all A,B ∈ A. Let B(H) be the algebra of all bounded linear operators on H, Bs(H) the space of all
self-adjoint operators in B(H). Let A be any one of B(H) and Bs(H). In [13], Hou and Di showed
that a surjective map  : A → A satisfying W(AB) = W((A)(B)) has the form (A) = ±UAU∗ for
all A ∈ A, where U is unitary; a surjective map on B(H) satisfying W((B)(A)(B)) = W(BAB) for
all A,B ∈ B(H) is a scalar multiple of a C∗-isomorphism. Also for the case of indefinite skew products,
let J be a self-adjoint invertible operator, Hou and Di showed that a surjective map  : B(H) → B(H)
satisﬁesW(J−1A∗JB) = W(J−1(A)∗J(B)) for all A,B ∈ B(H) if and only if has the form(A) = UAV∗
for all A ∈ B(H), where U is a linear invertible operator satisfying JU = cUJ for some real scalar c, V is
a unitary operator satisfying JV = cVJ; a surjective map on B(H) satisfying W((A)J−1(B)∗J(A)) =
W(AJ−1B∗JA) for all A,B ∈ B(H) if and only if  has the form (A) = UAU∗ or UAtU∗ for all A ∈ B(H),
where U is a unitary operator meeting certain conditions, At is the transpose of A with respect to an
arbitrarily ﬁxed orthonormal basis. Gau and Li discussed in [15] the similar question for Jordan product
(AB + BA) of operators. Also see [16] for some other kinds of products.
A natural problem is: how to classify the nonlinear maps on B(H) and Bs(H) which preserve the
numerical radius of operator products, Jordan triple-products, Jordan products and indefinite skew
products of operators, respectively (also, Ref. [13, Question 5.3]). This problem has been attacked by
several authors. Based on the observation that the numerical radius of operators is unitary similarity
invariant aswell as conjugateunitary similarity invariant, in [5], Chan, Li andSzegaveacharacterization
of maps on matrix algebras which preserve numerical radius of products (AB) of matrices, and in [6],
Cui and Hou gave a characterization of maps on standard operator algebras A on a Hilbert space H
(especially, on B(H)) which preserve numerical radius of operator products. It was shown in [6] that
a surjective map  : A → A satisﬁes w((A)(B)) = w(AB) for all A, B ∈ A if and only if there exist
a functional ϕ : A → C with |ϕ(A)| ≡ 1 and a unitary (or conjugate unitary) operator U on H such
that (A) = ϕ(A)UAU∗ for all A ∈ A (see [6, Corollary 3.3]). The maps preserving numerical radius
of Jordan triple products (ABA) of matrices were characterized by Dobovisek etc. in [11]. The same
question has been solved recently for maps on Bs(H). We showed in [14] that every surjective map
 : Bs(H) → Bs(H) satisfying w((A)(B)) = w(AB) (respectively, w((B)(A)(B)) = w(BAB)) for all
A,B ∈ Bs(H) if and only if there exist a unitary or a conjugate unitary operator U and a functional
h : Bs(H) → {−1, 1} such that (A) = h(A)UAU∗ for all A ∈ Bs(H). This paper is devoted to answering
the above problem for the case of indefinite skew products of operators. We discuss the question
in some more general setting, that is, the maps between operator sets which contains all rank one
operators.
Let us recall some notations. Denote by F the real ﬁeld R or complex ﬁeld C. An indefinite inner
product space means a linear space H over F equipped with a non-degenerate sesqui-linear Hermite
functional [·, ·]. Let (H, [·, ·]) be an indefinite inner product space. If there exist a positive subspace
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H+ and a negative subspace H− such that H = H+ ⊕ H− and (H+, [·, ·]) is a Hilbert space when [·, ·] is
restricted to H+, while (H−,−[·, ·]) is a Hilbert space when −[·, ·] is restricted to H−, we call that H is
a complete indefinite inner product space [21]. It is well known that (H, [·, ·]) is a complete indefinite
inner product if and only if H is a Hilbert space with some inner product 〈·, ·〉 and there exists an
invertible self-adjoint operator J ∈ B(H) such that [x, f ] = [x, f ]J = 〈Jx, f 〉 for all x, f ∈ H, and the set
of all bounded linear operators on H with respect to the indefinite inner product [·, ·] is the same
as B((H, 〈·, ·〉)). Thus, we may always assume that H is a Hilbert space with inner product 〈·, ·〉. For an
invertible self-adjointoperator J ∈ Bs(H)andA ∈ B(H), denoteA† the indefinite adjointofAwith respect
to J, i.e., the J-adjoint of A, which is determined by [x,A†f ]J = [Ax, f ]J for all x, f ∈ H. Clearly, A† = J−1A∗J,
where A∗ is the adjoint of A with respect to the inner product 〈·, ·〉. Let  be a map on certain set
of B(H). We say that  preserves numerical radius of indefinite skew products if w((A)†(B)) =
w(A†B) and w((A)(B)†) = w(AB†) hold for all A,B;  preserves numerical radius of indefinite Jor-
dan skew products if w((A)(B)†(A)) = w(AB†A) (or w((A)†(B)(A)†) = w(A†BA†)) holds for all
A,B.
The following are our main results of this paper.
Theorem 1.1. Let H be a complex Hilbert space with dimH  3 and let J ∈ B(H) be an invertible self-
adjoint operator. Denote A† = J−1A∗J for every A ∈ B(H). Let W and V be subsets of B(H) which con-
tain all rank one operators, and let  : W → V be a surjective map. Then the following statements are
equivalent:
(1)  satisﬁes w(AB†) = w((A)(B)†) and w(A†B) = w((A)†(B)) for all A,B ∈ W.
(2) There exist scalars i ∈ {−1, 1} (i = 1, 2),unitary (or conjugate unitary) operatorsU,V onH satisfying
U∗JU = 1J, V∗JV = 2J and a functional ϕ : W → C with |ϕ(A)| ≡ 1 such that(A) = ϕ(A)UAV for
all A ∈ W.
We remark that  ∈ {−1, 1} actually follows from the requirement on J andU rather than themap.
Corollary 1.2. Let H be a complex Hilbert space with dimH  3, W and V be subsets of B(H) which
contain all rank one operators. Assume that : W → V is a surjective map. Then the following statements
are equivalent.
(1) satisﬁes w(AB∗) = w((A)(B)∗) and w(A∗B) = w((A)∗(B)) for all A,B ∈ W.
(2) There exist unitary (or conjugate unitary) operators U,V on H and a functional ϕ : W → C with
|ϕ(A)| ≡ 1 such that(A) = ϕ(A)UAV for all A ∈ W.
Theorem 1.3. Let H be a complex Hilbert space with dimH  3, J ∈ B(H) be an invertible self-adjoint
operator. Denote A† = J−1A∗J for every A ∈ B(H). Let W and V be subsets of B(H) which contain all rank
one operators. Assume : W → V is a surjective map. Then satisﬁes w(AB†A) = w((A)(B)†(A)) for
all A,B ∈ W if and only if either
(1) there exist a number  ∈ {−1, 1}, a unitary or conjugate unitary operator U onH satisfying U∗JU = J
and a functional ϕ : W → C with |ϕ(A)| ≡ 1 such that(A) = ϕ(A)UAU∗ for all A ∈ W;
or
(2) there exist a nonzero real number b, a unitary or conjugate unitary operator U on H satisfying
U∗JU = bJ−1 and a functional ϕ : W → C with |ϕ(A)| ≡ 1 such that(A) = ϕ(A)UA∗U∗ for all A ∈ W.
Corollary 1.4. Let H be a complex Hilbert space with dimH  3, W and V be subsets of B(H) which
contain all rank one operators. Assume  : W → V is a surjective map. Then  satisﬁes w(AB∗A) =
w((A)(B)∗(A)) for all A,B ∈ W if and only if there exist a unitary (or conjugate unitary) operator
U on H and a functional ϕ : W → C with |ϕ(A)| ≡ 1 such that either
(1)(A) = ϕ(A)UAU∗ for all A ∈ W;
or
(2)(A) = ϕ(A)UA∗U∗ for all A ∈ W.
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Weremark that Theorem1.3 is still true ifw(AB†A) = w((A)(B)†(A)) is replacedbyw((A)†(B)
(A)†) = w(A†BA†).
To prove Theorem 1.1, we need a result on characterizing maps which preserve indefinite orthog-
onality in both directions, that is, characterizing general maps  satisfying that, for any T , S ∈ B(H),
T†S = 0 ⇔ (T)†(S) = 0 and TS† = 0 ⇔ (T)(S)† = 0. We mention here that additive maps pre-
serving indefinite orthogonality was discussed in [9]. Let H be a real or complex indefinite inner
product space, dimH  3,W and V be subsets of B(H)which contain all rank one operators. In Section
2 we study the general maps betweenW and V preserving indefinite orthogonality in both directions,
and obtain a structure theorem. We show that if a surjective map  : W → V satisﬁes AB† = 0 ⇔
(A)(B)† = 0 and A†B = 0 ⇔ (A)†(B) = 0 for any A,B ∈ W , then, there exist nonzero real sca-
lars c, d and linear (or conjugate linear) bounded invertible operators U, V on H satisfying U†U = cI
and V †V = dI, and a functional h : W → F \ {0} such that (T) = h(T)UTV for all rank one operator
T ∈ W (see Theorem 2.1). Also, to prove Theorem 1.3, we need a result on characterizing general
maps preserving indefinite zero Jordan skew triple products of operators. We discuss this topic in
Section 3 and show that a surjective map  : W → V satisﬁes AB†A = 0 ⇔ (A)(B)†(A) = 0 for
A,B ∈ W , if and only if there exist nonzero real scalars c, d, linear or conjugate linear bounded invert-
ible operators U,V on H satisfying U†U = cI, V †V = dI, and a functional h : W → F \ {0} such that
(A) = h(A)UAV for all A ∈ W or(A) = h(A)UA†V for all A ∈ W (see Theorem 3.1). We point out that,
in theabove,U†U = cI,V †V = dI implyUU† = cI,VV † = dI. Also, in the latterpart of thepaper,U∗JU = cJ,
another condition equivalent toU†U = cI, is also used. Section 4 is devoted to giving proofs of ourmain
results.
2. Maps preserving indefinite orthogonality
In this section, by use of the fundamental theorem of projective geometry, we give a structure
proposition of the maps preserving indefinite orthogonality in both directions, which is needed to
prove Theorem 1.1 and also has interest of its own.Wemention here that the additivemaps preserving
indefinite orthogonality were studied in [9].
Theorem 2.1. LetH bea real or complexHilbert spacewithdimH  3, J ∈ B(H)bean invertible self-adjoint
operator. LetW ,V be subsets ofB(H)which containall rankoneoperators. Suppose that : W → V is a sur-
jectivemap. If satisﬁes that, for any A,B ∈ V ,AB† = 0 ⇔ (A)(B)† = 0 and A†B = 0 ⇔ (A)†(B) = 0,
where A† = J−1A∗J, then one of the following is true:
(1) If H is real, then there exist nonzero real scalars c, d, linear bounded invertible operators U, V on
H satisfying U∗JU = cJ and V∗JV = dJ and a functional h : W → R \ {0} such that(T) = h(T)UTV for all
rank one operators T ∈ W.
(2) If H is complex, then there exist nonzero real scalars c, d, linear (or conjugate linear) bounded
invertible operators U, V on H satisfying U∗JU = cJ and V∗JV = dJ and a functional h : W → C \ {0} such
that(T) = h(T)UTV for all rank one operators T ∈ W.
Toprove Theorem2.1,weneed two lemmas.Wegive a characterizationof rank-oneness of operators
in the set V which contains all rank one operators by the relation of zero †-product between operators.
Let {A}⊥ = {B ∈ V\{0} : B†A = 0} for any A ∈ V .We call the set {A}⊥ ismaximal, if for any operatorN ∈ V ,
{A}⊥ ⊆ {N}⊥ ⇒ {A}⊥ = {N}⊥.
Lemma 2.2. Let V be a subset of B(H) which contains all rank one operators. For any nonzero operator
A ∈ V , rank(A) = 1 if and only if the set {A}⊥ is maximal and nonempty.
Proof. If {A}⊥ is maximal and nonempty, suppose on the contrary that rank(A) 2, there are two
vectors x1, x2 such that nonzero vectors Ax1,Ax2 satisﬁes 〈Ax1,Ax2〉 = 0. As J is invertible, one can
ﬁnd a vector y ∈ H such that Jy = Ax2. Now suppose that P = Ax1 ⊗ Ax1 ∈ V , then {P}⊥ ⊇ {A}⊥. Let B =
y ⊗ Ax2 ∈ V , then B†A /= 0, B†P = 0, that is, B ∈ {P}⊥ and not in {A}⊥. So P⊥ /= {A}⊥. It is a contradiction
to the maximum property of {A}⊥. So rank(A) = 1.
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On the other hand, assume that rank(A) = 1, say A = x ⊗ f . Note that y ⊗ g ∈ {x ⊗ f }⊥ ⇔ 〈Jx, y〉 = 0.
IfN ∈ V satisﬁes {A}⊥ ⊆ {N}⊥, then, for any rank one operator of rank one u⊗ hwith 〈Jx,u〉 = 0,we have
u⊗ h ∈ {A}⊥ ⊆ {N}⊥. It follows that N†u = 0. Thus ker(N†) ⊇ [u]whenever 〈Jx,u〉 = 0. This implies that
rank(JN∗J−1) 1, andhence, rank(N) 1.Obviously,N = x ⊗ g for someg. By computing, {N}⊥ = {A}⊥.
So the set {A}⊥ is maximal and nonempty. 
Let ⊥{A} = {B ∈ V\{0} : AB† = 0} for any A ∈ V . We have the following lemma.
Lemma 2.2′. For any nonzero operator A ∈ V , rank(A) = 1 if and only if the set ⊥{A} is maximal and
nonempty.
Proof of Theorem 2.1. Firstly we shall show that the map  preserves rank one operators in both
directions. For any rank one operatorA = x ⊗ f ∈ W , by Proposition 2.1, {A}⊥ is nonempty andmaximal.
Since themap is surjective and satisﬁes B†A = 0 ⇔ (B)†(A) = 0,wemust have({A}⊥) = {(A)}⊥
and {(A)}⊥ is nonempty andmaximal. By Lemma 2.2 again, we see that rank((A)) = 1. Similarly the
converse is also true.
Let PH = {[x]; x ∈ H}, where [x] is the linear span of x, and denote Lx = {x ⊗ f : 0 /= f ∈ H}. Note that
x, y are linearly independent if and only if Lx
⋂
Ly = ∅; x, y are linearly dependent if and only if Lx = Ly.
Also note that, for any rank one operator P = x ⊗ f ∈ Lx , Q = y ⊗ g ∈ Ly, Q ∈ P⊥ ⇔ 〈Jx, y〉 = 0. So x, y
are linearly dependent if and only if R†Lx = 0 ⇔ R†Ly = 0 holds for for any rank one operator R. By
the property of, then for any x ∈ H, there is a vector yx such that(Lx) = Lyx . Therefore, the map
reduces a map ϕ on PH. preserves rank one operators in both directions, so ϕ is a bijection.
Next we show that [x] ⊆ [u] + [v] ⇔ ϕ([x]) ⊆ ϕ([u]) + ϕ([v]). Note that [x] ⊆ [u] + [v] if and only if
P†Lu = P†Lv = 0 ⇒ P†Lx = 0 for any rank one operator P ∈ W . Let ϕ([x]) = [x1], ϕ([v]) = [v1], ϕ([u]) =
[u1]. Since  preserves †-orthogonality in both directions and preserves rank one operators in both
directions, we have Q †Lu1 = Q †Lv1 = 0 ⇒ Q †Lx1 = 0. Now it follows that ϕ([x]) ⊆ ϕ([u]) + ϕ([v]). Thus,
by the fundamental theoremofprojectivegeometry (alsoRef. [20]),ϕ is reducedbya semi-linearmapA,
that is, ϕ([x]) = [Ax] for all x ∈ H. More precisely, in real case, A is linear; in complex case, if dimH = ∞,
then A is a linear (or conjugate linear) bounded invertible operator. Furthermore, as preserves zero
†-products in both directions, we have 〈Jx, y〉 = 0 ⇔ 〈JAx,Ay〉 = 0 for all x, y ∈ H. This implies that A∗JAx
and Jx are linearly dependent for every x ∈ H. Thus there is some scalar c such that A∗JA = cJ. Clearly, c
is real. If H is complex and dimH = n < ∞, there exists an automorphism τ : C → C and an invertible
linear operator U such that Ax = Uxτ , where xτ = (τ (x1), τ(x2), . . . , τ(xn)) for x = (x1, x2, . . . , xn). As 
preserves zero †-products in both directions, we have 〈Jx, y〉 = 0 ⇔ 〈JUxτ ,Uyτ 〉 = 0 for all x, y ∈ H.
This implies that 〈Jx, y〉 = 0 ⇔ 〈U∗JUxτ , yτ 〉 = 0 for all x, y ∈ H. Since U∗JU is self-adjoint and invert-
ible, we may assume that U∗JU = diag(d1, d2, . . . , dn) with di’s are nonzero real numbers [10]. We
claim that J = (aij) is also diagonal. If not, then there is some aij /= 0 with i /= j, say, a21 /= 0. Take
x = (ξ , 0, . . . , 0) /= 0; then Jx = ξ(a11, a21, . . . , an1), and thus there exists y = (η1, η2, . . . , ηn) with η1 /= 0
such that 〈Jx, y〉 = 0. It follows that 〈U∗JUxτ , yτ 〉 = d1τ(ξ)τ (η1) = 0 and hence τ(η1) = 0, a contradiction.
So, J = diag(a1, a2, . . . , an)with ai’s arenonzero real. For any real number ξ , let x = (ξ , 1, 0, . . . , 0) and y =
(a−1
1
,−a−1
2
ξ , 0, . . . , 0), we have 〈Jx, y〉 = 0. Thus we get d1τ(ξ)τ (a−11 ) − d2τ(a−12 )τ (ξ) = 〈U∗JUxτ , yτ 〉 = 0.
This implies that there is a constant δ such that τ(ξ)
τ (ξ)
= δ holds for all nonzero real numbers. Note
that τ(r) = r for all rational r. So, δ is real and hence τ(ξ) is real for all real ξ . Now it is clear that
τ is the identity or the conjugate, and again, A is linear or conjugate linear satisfying
A∗JA = cJ.
Thus, there is a linear or conjugate linear bounded invertible operator U on H such that, for any
rank one operator x ⊗ f ∈ W ,
(x ⊗ f ) = Ux ⊗ gx,f (2.1)
for some gx,f ∈ H.
On the other hand, by use of Lemma 2.2′ and a similar argument as above, one can get an invertible
bounded linear or conjugate linear operator V on H such that V∗JV = dJ and
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(x ⊗ f ) = yx,f ⊗ V∗f for all x ⊗ f . (2.2)
Combining Eqs. (2.1) and (2.2), it follows that there is a nonzero scalar h1(x ⊗ f ) such that(x ⊗ f ) =
h1(x ⊗ f )Ux ⊗ V∗f = h1(x ⊗ f )U(x ⊗ f )V holds for all rank one operator x ⊗ f . Since(x ⊗ f ) is a linear
operator, it follows that U and V are either both linear or both conjugate linear. To complete the proof,
deﬁne the functional h on W by h(T) = h1(T) if T is of rank one and h(T) = 1 otherwise. 
For definite case, that is, for the case J = I, we have
Corollary 2.3. Let H be a real or complex Hilbert space with dimH  3. Let W and V be subsets of B(H)
which contain all rank one operators. Suppose that  : W → V is a surjective map. If  satisﬁes that, for
any A,B ∈ V , AB∗ = 0 ⇔ (A)(B)∗ = 0 and A∗B = 0 ⇔ (A)∗(B) = 0, then one of the following is true:
(1) If H is real, then there exist unitary operators U,V on H and a functional h : W → R \ {0} such that
(T) = h(T)UTV for all rank one operator T ∈ W.
(2) If H is complex, then there exist unitary (or conjugate unitary) operators U, V on H and a functional
h : W → C \ {0} such that(T) = h(T)UTV for all rank one operator T ∈ W.
3. Maps preserving indefinite zero Jordan skew triple products
In this section, we give a characterization of maps preserving indefinite zero Jordan skew triple
products of operators in both directions. This result will be used to prove ourmain result Theorem 1.3,
and it is interesting of its own.
Theorem 3.1. LetH bea real or complexHilbert spacewithdimH  3, J ∈ B(H)bean invertible self-adjoint
operator. Denote A† = J−1A∗J for any A ∈ B(H). Let W ,V be subsets of B(H) which contain all rank one
operators. Suppose that : W → V is a surjective map. Then satisﬁes AB†A = 0 ⇔ (A)(B)†(A) = 0
for all A,B ∈ W if and only if one of the following is true:
(1) If H is real, then there exist nonzero real scalars c, d, linear bounded invertible operators U,V on H
satisfying U∗JU = cJ, V∗JV = dJ, and a functional h : W → R \ {0} such that(A) = h(A)UAV for all A ∈ W
or(A) = h(A)UA†V for all A ∈ W.
(2) If H is complex, then there exist nonzero real scalars c, d, linear (or conjugate linear) bounded
invertible operators U,V on H satisfying U∗JU = cJ, V∗JV = dJ, and a functional h : W → C \ {0} such that
(A) = h(A)UAV for all A ∈ W or(A) = h(A)UA†V for all A ∈ W.
Before embarking the proof of Theorem 3.1, we give several lemmas. In the sequel, the symbols J,W
andA† are the sameas inTheorem3.1.Note that, for any rankoneoperatorsP,Q , PQ †P = 0 ⇔ QP†Q = 0.
If is a subset in W , deﬁne the set
⊥ = {P ∈ F1(H) : PQ †P = 0,Q ∈ } = {P ∈ F1(H) : QP†Q = 0,Q ∈ },
where F1(H) stands for the set of all rank one operators in B(H).
Lemma 3.2. Assume that P = x ⊗ f and Q = x ⊗ g are rank one operators. Then R ∈ {{P,Q }⊥}⊥ if and only
if there are scalars λ,μ (not both zero) such that R = x ⊗ (λf + μg).
Proof. For any rank one operator R = z ⊗ h ∈ {{P,Q }⊥}⊥, ﬁrst we claim that z, x are linearly dependent.
If not, we can ﬁnd h1 ∈ H such that 〈Jx,h1〉 = 0 and 〈Jz,h1〉 /= 0. Let S = h1 ⊗ e with 〈J−1e,h〉 /= 0, then
SP†S = 0 = SQ †S, so S ∈ {P,Q }⊥. However SR†S /= 0, a contradiction. So z, x are linearly dependent.
Without loss of generality, we assume that z = x. Thus R = x ⊗ h ∈ {{P,Q }⊥}⊥. We assume, on the
contrary, that h is not in [f , g]. Then we can ﬁnd z0 ∈ [f ]⊥ ∩ [g]⊥ such that 〈z0,h〉 /= 0. Take z1 such that
J−1z1 = z0. Let S = k ⊗ z1 with 〈Jk, x〉 /= 0. Then S ∈ {P,Q }⊥ but SR†S /= 0, a contradiction. So there are
scalar λ,μ such that h = λf + μg.
On the other hand, assume that R = x ⊗ (λf + μg). If S ∈ {P,Q }⊥, then SP†S = 0 = SQ †S. This implies
that either S∗Jx = 0 or SJ−1f = SJ−1g = 0. So SR†S = 0, completing the proof. 
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Similarly we have the following lemma.
Lemma 3.2′. Suppose that P = x ⊗ f and Q = y ⊗ f . Then R ∈ {{P,Q }⊥}⊥ if and only if there are scalars
λ,μ(not both zero) such that R = (λx + μy) ⊗ f .
For any rank one operators P,Q , denote P|Q the relation between P,Q that either P,Q ∈ Lx = {x ⊗ g :
g ∈ H} or P,Q ∈ Rf = {y ⊗ f : y ∈ H} for some x, f .
Lemma 3.3. Assume that P = x ⊗ f and Q = y ⊗ g are linearly independent. Then P|Q if and only if
{{P,Q }⊥}⊥) ∪ {0} = [P,Q ] is a subspace of dimension 2; PQ if and only if {{P,Q }⊥}⊥) ∪ {0} = [P] ∪ [Q ].
Proof. If P|Q , then, by definition, either P,Q ∈ Lx or P,Q ∈ Rf for some x, f . Without loss of generality,
assume that P,Q ∈ Lx . As P,Q are linearly independent, f , g are linearly independent. By Lemma 3.2,
R ∈ {{P,Q }⊥}⊥ if and only if R = x ⊗ h for some h ∈ [f , g] \ {0}. Hence, {{P,Q }⊥}⊥ ∪ {0} = {x ⊗ h : h ∈
[f , g]} = [P,Q ], which is a subspace of dimension 2.
Conversely, assume that {{P,Q }⊥}⊥ ∪ {0} = [P,Q ]. If, on the contrary, PQ , that is, P,Q are neither
in Lz for any z nor in Rh for any h, then both {x, y} and {f , g} are linearly independent sets. Assume
R = z ⊗ h ∈ {{P,Q }⊥}⊥. We ﬁrst show that {z, x, y} is a linearly dependent set. If not, then there is a
vector h1 ∈ H such that 〈Jx,h1〉 = 0 = 〈Jy,h1〉 and 〈Jz,h1〉 /= 0. Let S = h1 ⊗ e with 〈J−1e,h〉 /= 0; then
SP†S = 0 = SQ †S. Thus S ∈ {P,Q }⊥. However, SR†S /= 0, a contradiction. This enforces that z = λx + μy
for some scalars λ,μ (not both zero). Similarly, there are scalars α,β (not both zero) such that h =
αf + βg. Therefore R = (λx + μy) ⊗ (αf + βg).
If both β and λ are nonzero, take z1,h1 ∈ H so that 〈Jz1, x〉 /= 0, 〈J−1g,h1〉 /= 0 while 〈Jz1, y〉 =
〈J−1f ,h1〉 = 0, and let S = z1 ⊗ h1. It is clear that S ∈ {P,Q }⊥ but SR†S /= 0, a contradiction. So, βλ = 0.
Similarly, αμ = 0. It follows that, ifμ /= 0, then α = 0, β /= 0 and λ = 0, that is R ∈ [Q ]; similarly, if λ /= 0,
then R ∈ [P]. Hence {{P,Q }⊥}⊥ ∪ {0} = [P] ∪ [Q ] /= [P,Q ], a contradiction. 
Lemma 3.4. Suppose that A ∈ B(H), A /= λI. Then A is of rank one if and only if there is no N ∈ W , such
that NA†N = 0 and AN†A /= 0.
Proof. Suppose that there is no N ∈ W such that NA†N = 0 and AN†A /= 0. As A /= λI, so rank(A) 2
implies that there is a vector x such that x,Ax are linearly independent and in addition, there is a vector
y such that Ax,Ay are linearly independent. Thuswe can pick a vector h such that 〈JAx,h〉 = 0, 〈Jx,h〉 /= 0
and 〈JAy,h〉 /= 0. Take a vector g so that J−1g = x and let N = h⊗ g. It is easily checked that NA†N = 0
and AN†A /= 0, a contradiction. Hence, A has rank one.
On the other hand, if A = x ⊗ f is of rank one and NA†N = 0, then either N∗Jx = 0 or NJ−1f = 0. It
follows that AN†A = 〈J−1N∗Jx, f 〉A = 0, completing the proof. 
Proof of Theorem 3.1. “If” part is obvious. We complete the proof of “only if” part by checking the
following three claims.
Claim 1. The map preserves rank one operators in both directions.
Since  satisﬁes AB†A = 0 ⇔ (A)(B)†(A) = 0, by Lemma 3.4, we have that  preserves rank
one operators. Not that  is injective and hence has an inverse −1. Similarly we can show that −1
preserves rank one operators. So preserves rank one operators in both directions.
Claim 2. If P,Q are rank one operators, then P|Q if and only if(P)|(Q ).
We ﬁrst observe that, P and Q are linearly dependent if and only if {{P,Q }⊥}⊥ ∪ {0} = [P]. This is
explained as follows. Assume that Q = αP. Then by Lemma 3.2 we see that R ∈ {{P,Q }⊥}⊥ if and only
if R ∈ [P]. Conversely, if {{P,Q }⊥}⊥ ∪ {0} = [P], then Q ∈ [P] since Q ∈ {{P,Q }⊥}⊥.
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Another observation is that, RAR = 0 for all rank one operators R if and only if A = 0. So we may
assume that bothW andV contain 0 and(0) = 0. Thus, ifH is complex, then(CP) = C(P) for every
rank one operator P. In fact, for any rank one operator R,(R)(λP)†(R) = 0 ⇔ (R)(P)†(R) = 0,
thus by Claim 1 it is easily seen that (λP) and (P) are linearly dependent. So (CP) = C(P).
Similarly, if H is real, we have(RP) = R(P) for every rank one operator P.
NowletuscheckClaim2.Note that({{P,Q }⊥}⊥) = {{(P),(Q )}⊥}⊥. SoP,Q are linearlydependent
if and only if {{P,Q }⊥}⊥ ⊂ [P], this holds if and only if {{(P),(Q )}⊥}⊥ ⊂ [(P)]. In turn, the last
statement is equivalent to that(P),(Q ) are linearly dependent.
Assume that P,Q are linearly independent. Then, by Lemma 3.3, PQ if and only if {{P,Q }⊥}⊥ ∪ {0} =
[P] ∪ [Q ]; (P)(Q ) if and only if {{(P),(Q )}⊥}⊥ = [(P)] ∪ [(Q )]. Note that, {{P,Q }⊥}⊥ ∪ {0} =
[P] ∪ [Q ] ⇔ {{(P),(Q )}⊥}⊥ = [(P)] ∪ [(Q )]. So, PQ ⇔ (P)(Q ).
Claim 3. Either(Lx) ⊆ Lyx holds for all x ∈ H, or(Lx) ⊆ Rfx holds for all x ∈ H.
By Claim 2, we see that, for any x, either there is a vector yx such that(Lx) ⊆ Lyx or there is a vector
fx such that(Lx) ⊆ Rfx .
Obviously, if x, y are linearly independent, then there are linearly independent pairs {P1, P2} and
{Q1,Q2} of operators with P1, P2 ∈ Lx and Q1,Q2 ∈ Ly such that Pi|Qi i = 1, 2. On the other hand, for any
vectors x, f and any linearly independent pairs P1, P2 ∈ Lx andQ1,Q2 ∈ Rf , if Pi|Qi (i = 1, 2), then {P1,Q2}
or {P2,Q1} is a linearly dependent set.
To prove the claim we assume, on the contrary, that (Lx) ⊆ Ly for a ﬁxed vector x, but there is a
vector x0 such that(Lx0 ) ⊆ Rf . Thenwe canﬁnd linearly independent pairs P1, P2 ∈ Lx andQ1,Q2 ∈ Lx0 ,
such that Pi|Qi (i = 1, 2) and {Pi,Qj} is linearly independent for i /= j. As  preserves the relation |
between rank one operators in both directions and preserves linearly independence between rank
one operators in both directions, we see that {(Pi),(Qj)} is linearly independent for any i, j = 1, 2.
However, since(P1),(P2) ∈ Ly are linearly independent,(Q1),(Q2) ∈ Rf are linearly independent,
and (Pi)|(Qi) (i = 1, 2), we have either {(P1),(Q2)} or {(P2),(Q1)} is linearly dependent, a
contradiction.
For ⊆ B(H), denote† = {T† : T ∈ }.
Claim 4. The theorem is true.
By Claim 3, we consider two cases.
Case 1. For every x ∈ H, there is a vector yx such that(Lx) ⊆ Lyx .
For any rank one operators P = x ⊗ f and Q = z ⊗ g, writing(P) = yx ⊗ h1 and(Q ) = yz ⊗ h2, it
is obvious that
P†Q = 0 ⇔ (Lx)†Q = {0} ⇔ Q (Lx)†Q = {0}
⇔ (Q )((Lx))†(Q ) = {0} ⇔ (yz ⊗ h2)(Lyx )†(yz ⊗ h2) = {0}
⇔ (Lyx )†(yz ⊗ h2) = {0} ⇔ (P)†(Q ) = 0.
Similarly, we have QP† = 0 ⇔ (Q )(P)† = 0.
Thus satisﬁes the conditionsof Theorem2.1.Weconclude that, ifH is real, then there exist nonzero
real scalars c, d, linear bounded invertible operatorsU, V onH satisfyingU∗JU = cJ and V∗JV = dJ and a
functional h : W → R \ {0} such that(T) = h(T)UTV for all rank one operators T ∈ W; ifH is complex,
then there exist nonzero real scalars c, d, linear (or conjugate linear) bounded invertible operators U,
V on H satisfying U∗JU = cJ and V∗JV = dJ and a functional h : W → C \ {0} such that(T) = h(T)UTV
for all rank one operators T ∈ W . If U,V are linear, deﬁne  : W → V1 =
{
1
cdh(A)
U†(A)V † : A ∈ W
}
by (A) = 1
cdh(A)
U†(A)V †; if U,V are conjugate linear, deﬁne  by (A) = 1
cdh(A)
U†(A)V †. Then it
is easily checked that, for any A,B ∈ W ,(B)(A)†(B) = 0 ⇔ BA†B = 0. In addition,(T) = T for all
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rank one operators T . It follows that, for any A ∈ W and any rank one operator x ⊗ f , (x ⊗ f )A†(x ⊗ f ) =
0 ⇔ (x ⊗ f )(A)†(x ⊗ f ) = 0. Therefore,
〈A†x, f 〉 = 0 ⇔ 〈(A)†x, f 〉 = 0
holds for all x, f ∈ H. This implies that(A)†x ∈ [A†x] holds for every x ∈ H. Hence, there exists a scalar
λA such that(A) = λAA. Change cdλAh(A) to h(A) if U and V are linear. Change cdλAh(A) to h(A) if U
and V are conjugate linear, we get
(A) = h(A)UAV
for all A ∈ W .
Case 2.(Lx) ⊆ Rfx for all x ∈ H.
Deﬁne† by†(A) = (A)†. Then BA†B = 0 ⇔ †(B)(†(A))††(B) = 0 and†(Lx) ⊆ Lyx for all x ∈
H. Thus, by Case 1, if H is complex, there exist nonzero real numbers c, d, linear (or conjugate linear)
bounded invertible operators U, V on H satisfying U∗JU = cJ and V∗JV = dJ, and a functional h such
that
(A) = h(T)UA†V
for all A ∈ W; if H is real, the above conclusion still holds with both U and V being linear. Finishing the
proof. 
For definite case, we have
Corollary 3.5. Let H be a real or complex Hilbert space with dimH  3,W and V be subsets ofB(H)which
contain all rank one operators. Suppose that : W → V is a surjective map. Then satisﬁes AB∗A = 0 ⇔
(A)(B)∗(A) = 0 for all A,B ∈ W if and only if one of the following is true:
(1) If H is real, then there exist unitary operators U,V on H and a functional h : W → R \ {0} such that
(A) = h(A)UAV for all A ∈ W or(A) = h(A)UA∗V for all A ∈ W.
(2) If H is complex, then there exist unitary (or conjugate unitary) operators U,V on H and a functional
h : W → C \ {0} such that(A) = h(A)UAV for all A ∈ W or(A) = h(A)UA∗V for all A ∈ W.
4. Proofs of the main results
Now we are at a position to embark the proofs of our main results promised in Section 1.
Proof of Theorem 1.1. “(2)⇒(1)” is easily checked, we need only to check “(1)⇒(2)”.
Assume the statement (1). The map  satisﬁes the conditions of Theorem 2.1 since w(A) = 0 ⇔
A = 0. Thus by Theorem 2.1 (2), we have that there exist nonzero real scalars c, d, linear (or conjugate
linear) bounded invertible operators U1, V1 on H satisfying U
†
1
U1 = cI and V †1V1 = dI and a functional
h : W → C \ {0} such that(T) = h(T)U1TV1 for every rank one operator T ∈ W . Thus, for any rank one
operators T , S, we have
|ch(T)h(S)|w(V †
1
T†SV1) = w((T)†(S)) = w(T†S).
Let T = x ⊗ f and S = y ⊗ g. Then
|ch(x ⊗ f )h(y ⊗ g)||〈Jy, x〉|w(V †
1
J−1(f ⊗ g)V1) = |〈Jy, x〉|w(J−1f ⊗ g).
Thus
|ch(x ⊗ f )h(y ⊗ g)|w(V †
1
(J−1f ⊗ g)V1) = w(J−1f ⊗ g), (4.1)
whenever 〈Jy, x〉 /= 0. This implies that |h(x ⊗ f )h(y ⊗ g)| = af ,g for all x, ywith 〈Jy, x〉 /= 0.
By use of
|dh(T)h(S)|w(U1TS†U†1) = w((T)(S)†) = w(TS†),
one gets
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|dh(x ⊗ f )h(y ⊗ g)|w(U1(x ⊗ y)JU†1) = w((x ⊗ y)J), (4.2)
whenever 〈J−1g, f 〉 /= 0. It follows that |h(x ⊗ f )h(y ⊗ g)| = bx,y for all f , g with 〈J−1g, f 〉 /= 0. Therefore
there is a constant a > 0 such that
|h(x ⊗ f )h(y ⊗ g)| = a2,
whenever 〈Jy, x〉 /= 0 and 〈J−1g, f 〉 /= 0. If 〈Jy, x〉 = 0 or 〈J−1g, f 〉 = 0,wemay ﬁnd z1, z2 ∈ H and k1, k2 ∈ H
such that all of 〈Jz1, x〉, 〈Jz2, z1〉,〈Jy, z2〉, 〈J−1k1, f 〉, 〈J−1k2, k1〉 and 〈J−1g, k2〉 are nonzero. Hence we still
have
|h(x ⊗ f )h(y ⊗ g)| = a−2|h(x ⊗ f )h(z1 ⊗ k1)h(z2 ⊗ k2)h(y ⊗ g)| = a−2a4 = a2.
Thus we have proved that
|h(x ⊗ f )| = a for all x, f ∈ H. (4.3)
Now, by Eqs. (4.1) and (4.2), we see that
a2|c|w(V †
1
(x ⊗ f )V1) = w(x ⊗ f ) (4.4)
and
a2|d|w(U1(x ⊗ f )U†1) = w(x ⊗ f ) (4.5)
hold for all rank one operators x ⊗ f .
Since w(x ⊗ f ) = 1
2
(|〈x, f 〉| + ‖x‖‖f ‖) (Ref. [14, Lemma 3.2] for a proof), no matter V1 is linear or
conjugate linear, by V1V
†
1
= dI and Eq. (4.4) we always have
a2|cd||〈x, f 〉| + a2|c|‖J−1V∗1 Jx‖‖V∗1 f ‖ = |〈x, f 〉| + ‖x‖‖f ‖ (4.6)
for all x, f ∈ H.
For given x ∈ H, by Eq. (4.6) we have ‖V∗
1
f ‖ = tx‖f ‖ for all f ∈ [x]⊥, where tx = ‖x‖a2|c|‖J−1V∗
1
Jx‖ . By taking
different x we see that tx = t is independent of x and hence, there is a scalar β with |β| = t and a
unitary or conjugate unitary operator V such that V1 = βV . Note that ‖J−1V∗Jx‖ = a−2|c|−1|β|−1‖x‖.
Since J−1V∗
1
JV1 = dI, we have V∗JV = d|β|−2J. This implies that d|β|−2 = 1 or −1, i.e., d = ±|β|2. Thus
Eq. (4.6) becomes a2|cd||〈x, f 〉| + ‖x‖‖f ‖ = |〈x, f 〉| + ‖x‖‖f ‖ and hence a2|cd| = 1.
Similarly, it follows from Eq. (4.5) that there exist a unitary or conjugate unitary operator U and a
number α with c = ±|α|−2 such that U1 = αU and U∗JU = ±J.
In summary, we conclude that there exist unitary (or conjugate unitary) operators U,V on H and
scalars 1, 2 ∈ {−1, 1}, a > 0,α and β, such that |αβ|a = 1, U∗JU = 1J, V∗JV = 2J, |h(T)| = a for all rank
one operators T ∈ W and
(x ⊗ f ) = αβh(x ⊗ f )U(x ⊗ f )V . (4.7)
Let(T) = 12
αβh(T)
U†(T)V † for every T ∈ W if U,V are linear; let(T) = 12
αβh(T)
U†(T)V † for every T ∈
W ifU,V are conjugate linear. Then : W → V1 (V1 =
{
12
αβh(T)
U†(T)V † : T ∈ W
}
or
{
12
αβh(T)
U†(T)V † :
T ∈ W}) is a surjective map. Note that, V † = 2V∗ and U† = 1U∗. Thus we have
w((T)†(S)) = 1|αβ|2a2w(V(T)
†UU†(S)V †)
= w(V(T)†(S)V †) = w(V(T)†(S)V∗)
= w((T)†(S)) = w(T†S)
and similarly,
w((T)(S)†) = w(TS†)
for all T , S ∈ W . In addition, (T) = T for every rank one operator T ∈ W . Hence, for any A ∈ W , we
have
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w((A)†x ⊗ f ) = w(A†x ⊗ f ) (4.8)
holds for all x, f ∈ H.
We claim that A and (A) are linearly dependent for every A ∈ W . If not, there is an operator A0
such that A0 and(A0) are linearly independent. Then A
†
0
and(A†
0
) are linearly independent. Note
that both A0 and (A0) are operators of rank greater than 1. Thus there exists a vector x0 such that
A
†
0
x0 and(A0)†x0 are linearly independent. We consider the following cases:
Case 1. ‖(A0)†x0‖ ‖A†0x0‖. Note that for any linearly independent vectors x, f ∈ H, one can check
that w(|x ⊗ f |) > w(x ⊗ f ), where |A| = (A∗A) 12 . By Eq. (4.8)
w((A0)†x0 ⊗(A0)†x0) = w(A†0x0 ⊗(A0)†x0)
< w(|A†
0
x0 ⊗(A0)†x0|)
= ‖A
†
0
x0‖
‖(A0)†x0‖
w((A0)†x0 ⊗(A0)†x0).
It follows that ‖(A0)†x0‖ < ‖A†0x0‖, a contradiction.
Case 2. ‖(A0)†x‖ ‖A†0x‖. A similar argument leads to a contradiction.
Hence A and(A) are linearly dependent for every A ∈ W , that is, there is a functional h1 : W → C
such that (A) = h1(A)A for all A. Also, Eq. (4.8) implies that |h1(A)| = 1 for every A ∈ W . Let ϕ(A) =
αβh1(A)h(A) if U,V are linear, ϕ(A) = αβh1(A)h(A) if U,V are conjugate linear. It follows that |ϕ(A)| = 1
and
(A) = ϕ(A)UAV
holds for all A ∈ W . Hence (2) holds true, completing the proof. 
To prove Theorem 1.3, one more lemma is needed.
Lemma 4.1. Let H be a complex Hilbert space with dimH  3 and A,B be linear (or conjugate linear)
operators on H. Assume that
|〈x, f 〉| + ‖x‖‖f ‖ = |〈Ax,Bf 〉| + ‖Ax‖‖Bf ‖
holds for all x, f ∈ H, then, there exist scalars ξ , η with |ξη| = 1 and an isometric or a conjugate isometric
operator U such that A = ξU and B = ηU.
Proof. It is clear that both A and B are injective, bounded, and ‖B∗A‖ 1.
For any nonzero x ∈ H and f ∈ [x,B∗Ax]⊥, we have ‖x‖‖f ‖ = ‖Ax‖‖Bf ‖, and hence, ‖Bf ‖‖f ‖ = ‖x‖‖Ax‖ . If
dimH  5, then, for any x, y ∈ H, one can take nonzero f ∈ [x,B∗Ax]⊥ ∩ [y,B∗Ay]⊥. So we have ‖x‖‖Ax‖ =
‖Bf ‖
‖f ‖ = ‖y‖‖Ay‖ . This implies that there exists a positive number α such that ‖Ax‖ = α‖x‖ for all x ∈ H.
If dimH = 4, as an invertible operator on ﬁnite dimensional space, for B∗A, there exists a nonzero
vector x ∈ H such that B∗Ax = λx for some nonzero scalar λ. Thus [x,B∗Ax] = [x] and for any y ∈ H,
nonzero f ∈ [x,B∗Ax]⊥ ∩ [y,B∗Ay]⊥ can always be found. It follows again that there exists a positive
number α such that ‖Ax‖ = α‖x‖ for all x ∈ H. For any f ∈ H, by taking x so that x ∈ [f ,A∗Bf ]⊥, we have
‖Bf ‖ = ‖x‖‖Ax‖ ‖f ‖ = α−1‖f ‖. This entails that, there are scalars ξ ,  with |ξ| = 1 and linear (or conjugate
linear) isometries U,V on H such that A = ξU, B = V . It follows that |〈x, f 〉| = |〈Ax,Bf 〉| for all x, f ∈ H.
Particularly,
〈x, f 〉 = 0 ⇔ 〈Ax,Bf 〉 = 0.
So wemust have V∗U = γ I for some scalar γ with |γ | = 1. It follows that U and V have the same range
and hence U = γV . Let η = γ¯ , we get A = ξU and B = ηU with |ξη| = 1.
Now assume that dimH = 3. If A and B are conjugate linear, ﬁx an orthonormal basis {e1, e2, e3} of
H and deﬁne Lx = x¯, where x¯ = ξ¯1e1 + ξ¯2e2 + ξ¯3e3 for x = ξ1e1 + ξ2e2 + ξ3e3. Let A1 = AL and B1 = BL.
Then both A1 and B1 are linear and A = A1L, B = B1L. Thus by the hypothesis of the lemma, we have
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|〈Lx, Lf 〉| + ‖Lx‖‖Lf ‖ = |〈x, f 〉| + ‖x‖‖f ‖ = |〈A1Lx,B1Lf 〉| + ‖A1Lx‖‖B1Lf ‖
for all x, f ∈ H. But this is equivalent to
|〈x, f 〉| + ‖x‖‖f ‖ = |〈A1x,B1f 〉| + ‖A1x‖‖B1f ‖
for all x, f ∈ H. Hence we may assume that A and B are linear. Clearly, both A and B are invertible. Let
A = W |A| be the polar decomposition of A, where W is unitary and |A| = (A∗A) 12 , and let B1 = W∗B.
Then we get
|〈x, f 〉| + ‖x‖‖f ‖ = |〈|A|x,B1f 〉| + ‖|A|x‖‖B1f ‖
for all x, f ∈ H. Thus, without loss of generality, we may assume that A > 0, and show that A and B are
scalar multiples of I. As A > 0, there is an orthonormal basis {v1, v2, v3} of H such that Avi = αivi for
some αi > 0, i = 1, 2, 3. For any i, j ∈ {1, 2, 3} with i /= j, by picking a nonzero f ∈ [vi, vj]⊥, we see that
αi = ‖Avi‖‖vi‖
= ‖f ‖‖Bf ‖ =
‖Avj‖
‖vj‖
= αj.
It follows that A = αI for some α > 0. Hence the hypothesis becomes
|〈x, f 〉| + ‖x‖‖f ‖ = α|〈x,Bf 〉| + α‖x‖‖Bf ‖ (4.9)
for all x, f ∈ H. Next we prove that B = βI with |αβ| = 1. Let β1 be an eigenvalue of B∗ and x0 a unit
vector so that B∗x0 = β1x0. Then, for any f ∈ [x0]⊥, we have ‖x0‖‖f ‖ = α‖x0‖‖Bf ‖. This implies that
‖Bf ‖ = α−1‖f ‖ holds for all f ∈ [x0]⊥, and for any x ∈ H and f ∈ [x0]⊥, we have
|〈x, f 〉| + ‖x‖‖f ‖ = α|〈x,Bf 〉| + ‖x‖‖f ‖.
It follows that Bf is linearly dependent of f and hence, there is a scalar β with α|β| = 1 such that
Bf = βf for all f ∈ [x0]⊥. We claim that Bx0 = βx0, too. Take an orthonormal basis {f1, f2} of [x0]⊥. Since
B∗x0 = β1x0 and B|[x0]⊥ = βI[x0]⊥ , we see that, there are scalars γ1, γ2 such that
B =
⎛
⎝
β¯1 0 0
γ1 β 0
γ2 0 β
⎞
⎠ ,
with respect to the basis {x0, f1, f2}. Assume, on the contrary, that β¯1 /= β, then B is similar to a diagonal
matrix diag{β¯1,β,β}. Then, there is a unit vector f0 such that Bf0 = β¯1f0. It turns out that, by Eq. (4.9),
α|β1| = 1. Now Bx0 = β¯1x0 + γ1f1 + γ2f2. Thus we get 2 = α|〈x0,Bx0〉| + α‖Bx0‖ = 1+ α(|α|−2 + |γ1|2 +
|γ2|2)
1
2 . This entails that γ1 = γ2 = 0, and thus, B = diag{β¯1,β,β}. Replacing x0 by f1 in above argument,
it leads to β¯1 = β, a contradiction. So, we have B = βI, as desired. 
Proof of Theorem 1.3. It is easily checked that if  has the form (1) or the form (2), then w(AB†A) =
w((A)(B)†(A)) for all A,B ∈ W .
Conversely, assume that  satisﬁes w(AB†A) = w((A)(B)†(A)) for all A,B ∈ W . Then AB†A =
0 ⇔ (A)(B)†(A) = 0. By Theorem 3.1, there exist nonzero real scalars c, d, linear (or conjugate
linear) bounded invertible operators U1,V1 on H satisfying U
†
1
U1 = cI, V †1V1 = dI, and a functional
h : W → C \ {0} such that either
(i)(A) = h(A)U1AV1 for all A ∈ W or
(ii)(A) = h(A)U1A†V1 for all A ∈ W .
We ﬁrst suppose takes the form (i). Then we have
w(AB†A) = |h(A)2h(B)cd|w(U1AB†AV1)
for all A,B ∈ W . Let A = x ⊗ f in the above equation, we get
|〈J−1B∗Jx, f 〉|w(x ⊗ f ) = |h(A)2h(B)cd〈J−1B∗Jx, f 〉|w(U1x ⊗ V∗1 f ),
which implies that
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|h(B)| = w(x ⊗ f )|cdh(x ⊗ f )2|w(U1x ⊗ V∗1 f )
= ax,f ,
whenever 〈J−1B∗Jx, f 〉 /= 0. Since for any Bi ∈ W , i = 1, 2, there exist x, f ∈ H such that 〈J−1B∗i Jx, f 〉 /= 0,
i = 1, 2, we see that |h(B1)| = |h(B2)| = ax,f . It follows that there exists a constant a > 0 such that
|h(B)| ≡ a ∀B ∈ W. (4.10)
Particularly, we have
w(x ⊗ f ) = a3|cd|w(U1x ⊗ V∗1 f ) ∀x ⊗ f ,
or, equivalently,
|〈x, f 〉| + ‖x‖‖f ‖ = a3|cd|(|〈U1x,V∗1 f 〉| + ‖U1x‖‖V∗1 f ‖) ∀x, f ∈ H. (4.11)
Now, applying Lemma 4.1, we see that, there exist scalars ξ , η and a unitary (or conjugate unitary)
operator U on H such that U1 = ξU, V1 = ηU∗ and |a3cdξη| = 1. Since U∗1JU1 = cJ and V∗1 JV1 = dJ, we
have U∗JU = c|ξ |2 J and UJU∗ = d|η|2 J. This implies that c|ξ |2 d|η|2 = 1 and, U∗JU = J with  = c|ξ |2 ∈ {−1, 1}.
Let ϕ(A) = ξηh(A). As a3|ξη|3 = a3|cdξη| = 1, we have |ϕ(A)| ≡ 1 and (A) = ϕ(A)UAU∗ for all A ∈ W .
That is, has the form (1) in the theorem.
Assume that takes the form (ii). Then
w(AB†A) = |h(A)2h(B)cd|w(U1A†BA†V1)
= |h(A)2h(B)cd|w(U1J−1A∗JBJ−1A∗JV1)
= |h(A)2h(B)cd|w(V∗1 JAJ−1B∗JAJ−1U∗1)
= |h(A)2h(B)cd|w(V∗1 JAB†AJ−1U∗1)
for all A,B ∈ W . Let A = x ⊗ f in the above equation, we get
|〈J−1B∗Jx, f 〉|w(x ⊗ f ) = |h(A)2h(B)cd〈J−1B∗Jx, f 〉|w(V∗1 Jx ⊗ U1J−1f ).
A similar argument as that for the form (i) ensures that Eq. (4.10) is still true. Thus we have
|〈x, f 〉| + ‖x‖‖f ‖ = a3|cd|(|〈V∗1 Jx,U1J−1f 〉| + ‖V∗1 Jx‖‖U1J−1f ‖) ∀x, f ∈ H. (4.12)
By Lemma 4.1, there exists a unitary or conjugate unitary operator U on H such that U1J
−1 = ξU and
JV1 = ηU∗ for some scalars ξ , η with |a3cdξη| = 1. Furthermore, since J−1U∗1JU1 = cI and J−1V∗1 JV1 = dI,
we have U∗JUJ = c|ξ |2 I and J−1UJ−1U∗ = d|η|2 I. So c|ξ |2 d|η|2 = 1. Let b = c|ξ |2 , then U∗JUJ = bI. Deﬁne ϕ by
ϕ(A) = ξηh(A). Then |ϕ(A)| ≡ 1, and
(A) = ϕ(A)UJA†J−1U∗ = ϕ(A)UA∗U∗
holds for all A ∈ W , that is, has the form (2). 
Proof of Corollary 1.4. By Theorem 1.3, the corollary is obvious. However, we give a direct and simpler
proof here without use of Lemma 4.1. The “if” part is obvious, let us check the “only if” part.
Assume thatw(AB∗A) = w((A)(B)∗(A)) for all A,B ∈ W . Then, by Corollary 3.5, there exist uni-
tary (or conjugate unitary) operators U,V on H and a functional h : W → C \ {0} such that either
(i)(A) = h(A)UAV for all A ∈ W;
or
(ii)(A) = h(A)UA∗V for all A ∈ W .
If  takes the form (i) above, a similar argument at that in the proof of Theorem 1.3 shows that
|h(A)| ≡ a > 0 and
|〈x, f 〉| + ‖x‖‖f ‖ = a3|〈VUx, f 〉| + a3‖x‖‖f ‖ ∀x, f ∈ H.
Hence, a3 = a3‖VU‖ 1 and
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a3|〈VUx, f 〉| = |〈x, f 〉| + (1− a3)‖x‖‖f ‖ ∀x, f ∈ H.
By taking some x, f so that 〈VUx, f 〉 = 0,we see that a3 = 1, i.e, a = 1, and hence |〈x, f 〉| = |〈VUx, f 〉| holds
for all x, f ∈ H. This forces that VU = αI for some scalar α with |α| = 1. So, V = αU∗. Let ϕ(A) = αh(A).
Then |ϕ(A)| ≡ 1 and
(A) = ϕ(A)UAU∗ ∀A ∈ W ,
that is has the form (1) in the theorem.
If takes the form (ii), let(A) = (A)∗ = h(A)V∗AU∗ for every A. Then,
w((A)(B)∗(A)) = w((A)∗(B)(A)∗) = w((A)(B)∗(A)) = w(AB∗A)
for all A,B ∈ W and has the form (i). By what has proved above, it follows that(A) = ψ(A)UAU∗ for
all Awith |ψ(A)| ≡ 1. Hence(A) = ϕ(A)UA∗U∗ for all A ∈ W with ϕ : W → C satisfying |ϕ(A)| ≡ 1. So,
 has the form (2). 
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