The Prism family of algorithms induces modular classification rules which, in contrast to decision tree induction algorithms, do not necessarily fit together into a decision tree structure. Classifiers induced by Prism algorithms achieve a comparable accuracy compared with decision trees and in some cases even outperform decision trees. Both kinds of algorithms tend to overfit on large and noisy datasets and this has led to the development of pruning methods. Pruning methods use various metrics to truncate decision trees or to eliminate whole rules or single rule terms from a Prism rule set. For decision trees many pre-pruning and postpruning methods exist, however for Prism algorithms only one pre-pruning method has been developed, J-pruning. Recent work with Prism algorithms examined Jpruning in the context of very large datasets and found that the current method does not use its full potential. This paper revisits the J-pruning method for the Prism family of algorithms and develops a new pruning method Jmax-pruning, discusses it in theoretical terms and evaluates it empirically.
Introduction
Classification rule induction from large training samples has a growing commercial importance and can be traced back to the 1960s [7] . Two general approaches to classification rule induction exist the 'separate and conquer' and the 'divide and conquer' approaches [14] . 'Divide and conquer' is better known as Top Down Induction of Decision Trees (TDIDT) [10] as it induces classification rules in the intermediate representation of a decision tree. The 'separate and conquer' approach can be traced back to the AQ learning system in the late 1960s [9] . Compared with TDIDT AQ generates a set of IF..THEN rules rather than decision trees, which is useful for expert systems applications that are based on production rules. However most research concentrates on the TDIDT approach.
An important development of the 'separate and conquer' approach is the Prism family of algorithms [5, 2, 3] . Prism induces rules that are modular and that do not necessarily fit into a decision tree. Prism achieves a comparable classification accuracy compared with TDIDT and in some cases even outperforms TDIDT [2], especially if the training data is noisy. Recent research on the Prism family of algorithms comprises a framework that allows the parallelisation of any algorithm of the Prism family in order to make Prism algorithms scale better to large training data. The framework is called Parallel Modular Classification Rule Inducer (PMCRI) [13] .
Like any classification rule induction algorithm Prism suffers from overfitting rules to the training data. Overfitting can result in a low predictive accuracy on previously unseen data instances (the test set) and a high number of induced rules and rule terms. There exist a variety of pruning methods for decision trees [6] that aim to reduce the unwanted overfitting, however there is only one published method of pruning rules of the Prism family, J-pruning [3] . J-pruning uses the J-measure, an information theoretic means to quantify the information content of a rule. J-pruning pre-prunes the rules during their induction. J-pruning has been integrated in PMCRI and not only improves the predictive accuracy but also lowers the number of rules and rule terms induced and thus also improves the computational efficiency of Prism algorithms [12] . This paper revisits the J-measure and J-pruning, develops Jmax-pruning, a variation of J-pruning and evaluates them empirically. Section 2 outlines the Prism Family of algorithms and compares them to TDIDT. Section 3 outlines Jmax-pruning followed by an empirical evaluation in Section 4. Ongoing work is discussed in Section 5 which comprises a new variation of the Prism approach and Jmax-pruning for TDIDT. Some concluding remarks can be found in Section 6.
The Prism Family of Algorithms
As mentioned in Section 1, rule representation differs between the 'divide and conquer' and 'separate and conquer' approaches. The rule sets generated by the 'divide and conquer' approach are in the form of decision trees whereas rules generated by the 'separate and conquer' approach are modular. Modular rules do not necessarily fit into a decision tree and normally do not. The rule representation of decision trees is the main drawback of the 'divide and conquer' approach, for example rules such as: cannot be represented in a tree structure as they have no attribute in common. Forcing these rules into a tree will require the introduction of additional rule terms
