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For a class CB (capacity balanced networks) of directed planar networks, we give an O(K 1 V 1) 
time graph theoretic algorithm for testing feasibility of the multicommodity flow problem, where 
K is the number of commodities and / V 1 is the number of nodes. A network in CB satisfies the 
following conditions: (1) The graph is directed, planar and acyclic. (2) All nodes without entering 
arcs and all nodes without outgoing arcs are located on the boundary of the outer face of the 
graph. (3) Each commodity has exactly one source and one sink, where the sink is located on the 
boundary. (4) Each node is capacity balanced. 
It is also shown that this class of networks has the integral flow property. Then we extend class 
CB to class CS (capacity semi-balanced networks) by relaxing condition (4), and show that CS 
can be reduced to CB. Therefore, CS also has a polynomial time graph theoretic algorithm and 
the integral flow property. 
1. Introduction 
Multicommodity flows can represent many important problems encountered in a 
wide variety of applications such as traffic assignment in road or communication 
networks, routing in VLSI design and multi-item multi-stage production scheduling 
[4,8]. In general, the multicommodity flow problem can be formulated as a linear 
programming (LP) problem and can be solved in polynomial time (e.g., Khachiyan 
[9] and Karmarkar [6]), or more precisely in strongly polynomial time (e.g., Orlin 
[13] and Tardos [14]). In practice, codes based on the simplex method are commonly 
used. However, the LP formulation often involves a large number of variables and 
constraints, and requires large amount of computation time. It is therefore desirable 
to develop efficient graph theoretic algorithms. Unfortunately, such algorithms are 
known only for very limited classes of networks. This perhaps comes from the fact 
that most of the properties useful for developing efficient algorithms for the single 
commodity flow problem such as the unimodularity and the max-flow min-cut 
property cannot be directly generalized to the multicommodity flow problem [2,7], 
except for some special cases. 
For an undirected network with K=2 commodities, the max-flow min-cut 
theorem holds and a polynomial time algorithm is known [3]. Okamura and 
Seymour [12] have shown that, if all sources and sinks are placed on the boundary 
of the outer face of a given planar undirected graph, the max-flow min-cut theorem 
0166-218X/90/$3.50 0 1990, Elsevier Science Publishers B.V. (North-Holland) 
126 H. Nagamochi, T. Ibaraki 
holds for general K. Based on this property, an efficient algorithm to test feasibility 
was developed in [lo]. 
Contrary to these results, for directed networks, the max-flow min-cut theorem 
does not hold even with K= 2. Not many tractable classes are known. An exception 
is [l], in which a planar directed network is considered under the assumption that 
all sources are on the left side of the boundary while all sinks are on the right side, 
and furthermore the order of commodities of sources and the order of commodities 
of sinks appear in the same order. 
In this paper, we first introduce class CB (capacity balanced) of directed planar 
networks and develop a polynomial time graph theoretic algorithm. Its running time 
is O(K 1 VI) for a CB network with K commodities and /VI nodes. It can also be 
shown that the integral flow property holds for CB, i.e., an integral feasible flow 
exists if the network is feasible and the arc capacities are all integers. Secondly, we 
consider class CS (capacity semi-balanced), an extension of CB, and show that CS 
can be reduced to CB. This means that CS also has a polynomial time graph 
theoretic algorithm and the integral flow property. This class contains a certain 
multi-item multi-stage production scheduling problem [4] as a special case, indi- 
cating its importance in practical applications. 
2. Preliminaries 
We start with a list of notations. 
l N= (G, P,g, c): A network. 
. G=(V,A): A finite directed graph, where V is a set of nodes, and A is a 
set of arcs. 
. d&Y): A directed arc from node x to node y. 
. OUT(x): The set of arcs whose initial node is x. 
l IN(x): The set of arcs whose terminal node is X. 
l P: The set of source-sink pairs (sk, tk), k= 1,2, . . . , K, where K is 
th number of commodities. We assume that each commodity k 
has exactly one source .sk and one sink tk. It is possible to have 
Sk = Sk’, tk= tk’ or sk= tk’ for kfk’. 
l g: {1,2 ,..., K}+Z+, where Z+ denotes the set of positive in- 
tegers. Each g(k) represents the amount of supply (= the 
amount of demand) of commodity k. g(k) is also denoted by 
gk. 
l c: A + L+ is a capacity function of arcs. 
The multicommodity flow problem in a directed network is feasible if there exist 
f(a,k), aeA, k=l,..., K, satisfying the following conditions (1) and (2), where 
f (a, k) denotes the flow value of commodity k in arc a. 
Flow conservation : For all x E I/ and all k, 
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(1) 
f(a,k)lO, k= 1,2 ,..., K. 
A node is called a divergent node if it has no entering arc, and a convergent node 
if it has no outgoing arc. When we discuss the connectivity of a graph G, we con- 
sider the undirected graph resulting from disregarding the arc orientation. 
Definition 2.1. A network N=(G,P,g,c) is capacity balanced if it satisfies the 
following conditions. The class of capacity balanced networks is denoted by CB. 
(a) G = (V, A) is planar, acyclic (i.e., has no directed circuit) and biconnected (as 
an undirected graph). Furthermore, we fix a drawing of G in the plane, and define 
l B: the boundary of outer face of G, 
l V,: the set of nodes in B, 
l As: the set of arcs whose both end-nodes are in V’. 
(b) Any divergent or convergent node belongs to I’,. 
(c) TL V,. (Recall that sink nodes are not necessarily convergent. The sub- 
sequent discussion can be easily modified for the case in which condition (c) is 
changed to S c V, .) 
(d) d c(x) = 0 for every node XE I/ (i.e., capacity balanced), where 
04x)= C c(a)tI~xgk-b~~oc(b)- c gk. 
a E OUT(x) $=.X 
A set of arcs C={a(x,y)EA: XEX and y~l/-X or XEV-X and YEX} for 
some X such that X#0 and X# V is called a cut. A cut C is simple if it does not 
properly contain any other cut. Thus removing all arcs in a simple cut C decomposes 
the connected graph G into exactly two components. A set of nodes Xc V is called 
divergent if there is no arc from V-X to X. Similarly X is called convergent if there 
is no arc from X to V-X. A set of nodes X is called connected if the subgraph in- 
duced by X is connected. 
Let n(x, y) denote the set of all directed paths from x to y. For a n E n(x, y), V(z) 
denotes the set of nodes in z, and A(n) denotes the set of arcs in n. We say that 
a node y is reachable from a node x (i.e., x is reachable to y) if n(x, y)#O. In par- 
ticular, x is reachable to x. 
A simple cycle (i.e., without repeated nodes) in G divides the plane into two areas. 
A window of G is a simple cycle in G such that one of the resulting two areas con- 
tains in its interior no arc of G. The boundary B of G is clearly one of the windows. 
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Arcs a, b E IN(x) U OUT(x) are called immediate neighbows if both a and b are con- 
tained in a window which is not the boundary; see Fig. 1. 
Fig. 1. Arcs a and b are immediate neighbours. 
3. Algorithm ASSIGN 
In this section, we present algorithm ASSIGN for testing the feasibility of the 
multicommodity flow problem for a network N= (G, P, g, c) in class CB. 
We begin with some definitions. Let DIV(x) denote the set of divergent nodes 
reachable to node x. By the acyclicity of G, DIV(x) # 0 for any node x. For each 
divergent node x ( E V, by assumption), define nbasis(x) =x and abasis = a, if 
{a, b} = OUT(x) f7 A, and the orientation of a is clockwise along the boundary. For 
a nondivergent node x, choose arbitrarily a node y E DIV(x) and a path 
ll,En(_Y,x). (3) 
Define nbasis(x) =y and abasis =a, where {a} =A(n,)fl IN(x). Based on al = 
abasis( the arcs in OUT(x) U IN(x) are ordered al, al, . . . , a, in the clockwise 
manner, as shown in Fig. 2. We say that ai is to the left of aj if i<j. Define 
level(x) = 
0, if x is divergent, 
max(lA(n)l: n~Z7(u,x), ueDIV(x)}, otherwise. 
Fig. 2. Definition of left-right relation among arcs incident to x. 
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We denote by B(x, y) for x, y E k’, the part of boundary from x to y in the 
clockwise order. I/B(x,y) refers to the set of nodes in B(x,y) (in particular, 
x, y $ VB(x, y)). Similarly, 
VHx, Y) = wx, y> u (4, 
VBLGYI = Wx,Y)U {x,Y>. 
We say that a node u is to the left of a node z in VB[x, y] if U,ZE V, are ordered 
x, u, z, y in B[x, y]; see Fig. 3. Here if u = tkl and z = tk2, then we say that commodi- 
ty kl is to the left of commodity k2 in VB(x, y). If tkl = tk2 and kl < k2, we say also 
that kl is to the left of k2. Then for each XE V, we define the left-right relation of 
commodities by the left-right relation of nodes in VB [nbasis(x), nbasis(x)). 
VB[x,y) 
Fig. 3. Definition of left-right relation between the nodes in VB[x,y). 
The following condition (4) is obviously necessary for a network to be feasible: 
Z7(sk tk) f 0 7 for all (sk, tk) EP. (4) 
Therefore we consider in the following only those networks satisfying (4). Since all 
nodes of a network in CB are capacity balanced, any feasible flow consumes all the 
capacity of each arc. Based on this property, algorithm ASSIGN chooses nodes x 
in the nondecreasing order of level(x), and determines the flows in OUT(x). When 
a node x is chosen, the flows in IN(x) are fixed since the flows in OUT(y) of all 
nodes y with level(y) <level(x) have already been determined. ASSIGN chooses 
commodities in the left-to-right order (defined for x) and assigns them to the arcs 
in OUT(x) again in the left-to-right order. We shall show in the next section that 
N is feasible if and only if ASSIGN succeeds, i.e., all arcs in G are assigned their 
flows. In the following description, f(a, k) denotes the flow value of commodity k 
in arc a, and f," denotes the flow value of commodity k that must go out of x. A 
node x is called “scanned” if flow assignment to OUT(x) has been completed. 
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Procedure ASSIGN 
Input. A capacity balanced network N= (G, P, g, c) in class CB. 
Output. Flow values f(a, k) for all a E A and k = 1, . . . , K (if N is feasible), or an 
indication of infeasibility. 
Step 0. If N does not satisfy condition (4), halt by concluding infeasibility. If N 
satisfies(4),letf(a,k):=O,f,k:=OforallaEA,xEV, kE{l,...,K}.Allnodesare 
“unscanned”. Compute nbasis(x), abasis( level(x) for each XE I/. 
Step 1. If all nodes are scanned, halt; a feasible flow assignment has been com- 
pleted. Otherwise choose an unscanned node x with the minimum level(x) among 
all the unscanned nodes. For kE{1,2,...,K}, let 
: 
at&f(rr, k) + gk, if x = sky 
j-,” := C f (a, k) -gk, if x = tk, 
a E IN(x) 
.&p k)y 
otherwise. 
Step 2. If OUT(x) = 0, f,"= 0 holds for all k (as will be shown in the following 
Lemma 4.3). Then let x be scanned and return to Step 1. If OUT(x) # 0 (in this case 
fxk20 hold for all k as will be shown in Lemma 4.3), let 
K(x) := {k:f,k>O>, O(x) := OUT(x), 
and go to Step 3. 
Step 3. Repeat the following procedure until O(x) = 0 holds: Take the leftmost 
arc a in O(x) and the leftmost commodity k in K(x), and let 
f(a, k) := c(a), f,” := f,“- c(a), O(x) := O(x)- {a}, if c(a) <f,“, 
f(a,k) :=fxk, c(a) := c(a)-f,, K(x) := K(x)- {k}, if c(a) > f,“, 
f(a,k) := c(a), O(x) := O(x)- {a}, K(x) := K(x)- {k}, if c(a) = f,“. 
If O(x) = 0 (in this case, K(x) = 0 also holds as obvious from the flow conservation), 
go to Step 4. 
Step 4. If n(u, tk)#O holds for all nodes u and commodities k such that 
a(x, u) E OUT(x) and f (a(x, u), k) > 0, then let x be scanned and return to Step 1. 
Otherwise halt by concluding infeasibility. 
Example 3.1. In Fig. 4 and Tables 1-3, an example of a CB network with K= 9 and 
its numerical result are given. ASSIGN scans nodes in the order of x1,x2, . . . ,xll 
and assigns flows to the arcs in the order of al, a2, . . . , czzo. Tables l-3 give the feasi- 
ble flows f(a,k), QEA, k=1,2 ,..., K, obtained by ASSIGN. f$ are the values 
observed immediately after Step 1 of ASSIGN. 
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[6ly- 1 [21 , 
14] v 
x =t8t9 8 ’ X10=t:t?t:t7 1 Kl 
El 
gk=6 for k=1,2,3,4,5 
gk=2 for k=6,7,8,9 
1.1 denotes the capacity of the corresponding arc. 
q denotes the level of the corresponding node. 
Fig. 4. Example of a CB network. 
Table 1. Solution to the network in Fig. 4. 
XI x2 x3 x4 X5 X6 Xl X8 x9 
nbasis(xi) 
abasis 
XI 
al 
x2 
0’4 
XI 
a3 
x2 
a5 
Xl 
aI3 
x2 
a6 
x2 
=4 
4. Validity of ASSIGN 
To prove the validity of algorithm ASSIGN, we first give one definition and show 
Lemmas 4.2-4.5. 
Definition 4.1. A feasible flow f is called standard if f has the property that 
f(a, k) > 0 for an arc a E OUT(x) implies f(a’, k’) = 0 for any arc a’ E OUT(x) to the 
right of CI and any commodity k’ to the left of k. 
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Table 2. Solution to the network in Fig. 4. 
k XI x2 x3 x4 X5 x6 x7 X8 x9 
6 6 2 2 2 
6 4 2 6 6 
6 2 4 
6 4 2 
6 2 2 2 
2 
2 2 2 
2 2 2 
2 
Table 3. Solution to the network in Fig. 4. 
f (a, 4 
al a2 a3 a4 a5 a6 a7 a8 a9 al0 all al2 al3 a14 al5 a16 al7 al8 a19 a2O 
1 6 2 4 2 2 2 
2 2 4 2 2 2 6 6 
3 2 4 2 4 
4 2 4 4 2 
5 2 2 2 2 2 2 
6 2 
I 2 2 2 
8 2 2 2 
9 2 
Lemma 4.2. If a CB network N= (G, P, g, c) is feasible, there exists a standard 
feasible flow. 
Proof. Assume that a given feasible flow yis not standard at node x, i.e., there exist 
b, c E OUT(x) and commodities p, q such that c is to the right of b, p is to the left 
of q, f”(b, q)>O and J(c,p)>O (see Fig. 5). Define 
17b(X, t4; 7) = { nE17(x,tq): bEA(n),f(a,q)>O for all aEA(z)}, 
17,(x, tp; J) = {zEII(x, tp): cEA(n),f”(a,p)>O for all aEA(n)}. 
From the feasibility of 7, these sets are not empty. Since rr, of (3) and 
IIb(x, tq; f) U 17,(x, tp; f) are node disjoint from the acyclicity of N, any rcb E 
I7, (x, tq; _,f) and rr, E ZL& (x, P; 7) have a common node z ( #x) by the planarity of N. 
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nbasl 
Fig. 5. Proof of Lemma 4.2. 
Let z be the common node nearest to x, and let 7~: (n,*) be the part of zb (rc,) from 
x to z. We assume that rb and rc, are chosen so that the area surrounded by 7rz and 
rc,* contains in its interior no node of a path in flb(x, tq; 7) U&(x, tP; f”). Then we 
modify the flow values fin n$ and TC,* as follows: 
where 
?‘(a,q) :=J(a,q)-e, f”‘(a,p) :=f”(a,p)+e, for aeA(n$), 
S’(a,u) :=J(GP)-e, J’(a,q) :=S(a,q)+e, for a EA($), 
e = min[min{J(a,q): a~A(n~)),min{~(a,p): Ada}]. 
The resulting flow f” is clearly feasible. Furthermore 
&,(x, tq; j=‘) u&(x, tp; 7’) 5 &(x, t’; jr) u rr,(x, tP; 7) 
holds, since at least one of the _?‘(a, q) (a EA (7~:)) and f’(a, p) (a E A (7~:)) becomes 
0 by the above modification, and no new path in nb(x, tq; 7’) U 17,(x, tP; f’) is 
created as obvious from the assumption on zb and TC,. Therefore after finite repeti- 
tion of such modifications, we obtain a feasible flow $’ for which either 
nb(x, tq; f’) = 0 or 17,(x, tp; f’) =0 holds. In this case, we say that pair (b, c) is 
standard. By definition, a flow is feasible on x if every pair (b, c) with 6, c E OUT(x) 
is standard. 
Now if _? is not standard on x, we apply the above operation to the nonstandard 
pair of arcs 6, c E OUT(x), which is leftmost in the lexicographical order of (b, c). 
Repeating this, we eventually obtain a feasible flowf”that is standard on x, because 
once a pair (b,c) becomes standard, it will never become nonstandard again, as 
easily shown. 
This procedure is then applied to all nodes x in the nondecreasing order of their 
level(x). Once J becomes standard on x, it remains to be standard on x even if the 
above modification is applied to the nodes of larger levels. Therefore, we eventually 
obtain a feasible solution fthat is standard on all nodes. 0 
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Lemma 4.3. If N= (G, P, g, c) is feasible, there is the unique standard feasible flow. 
Proof. Assume that two distinct standard feasible flows f andyexist. Then take a 
node x such that f (a, k) =J(a, k) for all k and all a E OUT(y) with level(y) < level(x), 
but f (a’, k’) # J(a’, k’) for some a’ E OUT(x) and commodity k’. Assume without 
loss of generality that a’ is the leftmost arc in OUT(x) with this property, and that 
Olf(a’, k’) <f(a’, k’). (5) 
To satisfy the capacity constraint on a’, there exists a k” such that 
O<f(a’,k”)<J(a’,k”). (6) 
(5) and (6) then imply that some arcs b, c E OUT(x) (possibly b = c), located to the 
right of a’, satisfy 
Osf(b,k’)<f”(b,k’), (7) 
OI~(C,k”)<f(C,k”). (8) 
If k’ is to the left of k”, (6) and (7) imply that Jis not standard, while if k” is to 
the left of k’, (5) and (8) imply that f is not standard. In either case, this leads to 
a contradiction. 0 
For a node x and a node set Xc P’ define 
REACH(x) = {o E I/: n(u,x) # O}, 
OUT(X) = u OUT(x), 
X6X 
A(X) = {a(x,y)EA:xEX,yEV-XX). 
Let SCAN(x) denote the set of nodes already scanned when an unscanned node x 
is chosen in Step 1 of ASSIGN (in particular xe SCAN(x)). At this instant, all arcs 
in OUT(SCAN(x)) are already assigned flows to their capacities. Since ASSIGN 
chooses each node x in the nondecreasing order of level(x), REACH(x) C_ 
SCAN(x) U (x] always holds. 
Lemma 4.4. When an unscanned node x is chosen in Step 1 of ASSIGN, f,klO 
hold for all k. Furthermore if OUT(x) = 0, all k satisfy f,” = 0. 
Proof. Since ASSIGN has already passed Step 0, the network satisfies condition 
(4). First assume that OUT(x) =0 but f,k+O for some k. Since this x satisfies x#sk 
for any k by OUT(x) = 0 and (4), we have 
Oc(x)= C gk- C c(a)=O. 
tk=.Y a E IN(x) 
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As the flow values for IN(x) have already been determined by ASSIGN, this means 
and hence 
is obvious from Step 1 of ASSIGN. Therefore, if f,k#O for some k, f,“’ < 0 holds 
for some k’, i.e., the first statement of the lemma is not true. 
Now assume ft < 0 for some k. By Step 1, f,“< 0 is possible only if x= tk. Also 
we have Z7(.sk, tk)#O by (4) and ske REACH(x) - {x} c SCAN(x). By the 
mechanism of ASSIGN, all flows in OUT(SCAN(x)) have already been determined. 
If f (a@, u), k) > 0 for some a(u, u) eA(REACH(x) - {x}), this implies Z7(o, tk’) = 0, 
and ASSIGN must have halted in Step 4 when it scans node u E SCAN(x). Therefore 
commodity k from source sk passes only through the nodes in REACH(x) and 
reaches its sink tk =x. This and flow conservation imply f,” = 0, contradicting the 
assumption. 0 
Lemma 4.5. If a network N= (G, P, g, c) in CB is feasible, ASSIGN stops in Step 
1 and outputs the standard feasible flow. On the other hand, if N is infeasible, 
ASSIGN indicates the infeasibility by halting in Step 0 or 4. 
Proof. If N is feasible, Lemmas 4.2 and 4.3 say that it has the unique standard 
feasible solution. First, consider a node x with level(x) = 0. As easily proved from 
the selection rule of arcs a and commodities k in Step 3 of ASSIGN, the flow values 
given to the arcs in OUT(x) by ASSIGN are standard. Furthermore this is the only 
way to have the standard flow in the arcs in OUT(x), because all arcs in OUT(x) 
must be saturated. By the uniqueness of the standard flow, this implies that 
ASSIGN realizes in OUT(x) exactly the same flow values as the standard feasible 
flow. To use induction, take a node x and assume that the flow values realized by 
ASSIGN in OUT(y) of all y with level(y) < level(x) are feasible and standard. These 
flow values uniquely determine the flow values in IN(x). Given the flow values in 
IN(x), it is also easy to see that the flow values in OUT(x) realized by ASSIGN are 
the only ones that are standard at x. Therefore the flow values in OUT(x) must be 
standard and feasible. This shows that ASSIGN eventually realizes the standard 
feasible flow if N is feasible. 
Finally we consider the case in which N is infeasible. Since condition (4) is ob- 
viously necessary for feasibility, we assume that N satisfies (4). If ASSIGN has 
scanned all nodes x in N successfully, it is easily seen from Lemma 4.4 that the flow 
f realized by ASSIGN is feasible since it satisfies the constraints of flow conser- 
vation and capacity. The only way not to reach this contradiction is to halt in 
Step4. q 
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This lemma proves the correctness of ASSIGN. In ASSIGN, all major operations 
are additions or subtractions. This implies that the integral flow property holds for 
the standard feasible flow realized by ASSIGN, i.e., the realized f(a, k) are always 
integers if the capacities c(a) are all nonnegative integers. 
Now we evaluate the computation time of ASSIGN. Note that condition (4) can 
be tested by checking whether sk is contained in the set of all nodes reachable to tk 
for each k. Therefore, the time required in Step 0 is O(K IA 1). In this computation, 
we can also obtain the set of nodes reachable to each sink tk. Using this data, it can 
be checked in O(1) time whether ZL(v, tk) is 0 or not for given o and k, as required 
in Step 4. The computation of nbasis(x), abasis and level(x) in Step 0 can be done 
in 0( IA I) time by scanning G once. Based on the computed nbasis(x), the left-right 
relation of sinks in I/B[nbasis(x), nbasis(x)) is determined in O(K 1 I/j) time for all 
x. Using this data and taking into account that f is standard, the time required in 
Step 1 is O( j IN(x) 1 + K) for each x. Similarly Step 3 requires 0( 1 OUT(x) I + K) time 
for each x. The time required in Steps 2 and 4 is dominated by this. Thus, by taking 
into account that C, I IN(x)1 = C, /OUT(x)/ = IA 1, ASSIGN requires O(K IA / + 
K I I/ I) time in total. Furthermore, as 0( IA 1) = 0( I I/j) holds by the planarity of N, 
the time complexity becomes O(K1 I/ I). The memory space O(K I V 1) is required for 
storing the flow values in arcs. 
Theorem 4.6. The integral flow property holds for a network N in class CB. 
Theorem 4.1. Procedure ASSIGN correctly decides whether a given network 
N= (G(I/, A), P, g, c) in class CB is feasible or not, and outputs the standardfeasible 
flow if N is feasible. The time and space required by ASSIGN are O(K I VI). 
To compare the computation speeds of the simplex method for general linear pro- 
gramming and algorithm ASSIGN developed in this paper, some experiment was 
performed for some networks in CB which are randomly generated [5]. The sizes 
of problem instances, L = K IA 1, vary from 30 to 60. The results indicate that 
ASSIGN works much faster than the simplex method; ASSIGN is roughly 
0.009*L2 times faster than the simplex method. 
5. CS Networks 
When there are nodes x with d c(x) # 0, algorithm ASSIGN does not work correct- 
ly. In order to generalize ASSIGN to this case, we supply flow of a new commodity 
d to each unbalanced node x, the amount of which is equal to d c(x), by introducing 
the corresponding source or sink at x (depending on whether AC(X) is positive or 
negative). By this modification, all unbalanced nodes are artificially eliminated 
and we obtain the multicommodity flow problem with K+ 1 commodities (i.e., 
k=l , . . . . K,d). 
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Definition 5.1. Given a network N= (G, P, g, c) not necessarily in class CB, we add 
to each XE V a dummy source s,” (=x) with the amount of supply g,d=O c(x) if 
dc(x)>O, and a dummy sink t,” (=x) with the amount of demand g,“= -dc(x)>O 
if d c(x) < 0. The resulting network is denoted by Nd= (G, P, P”, g, gd, c), where 
g”: the set of g& 
Sd: the set of all .s,“, Td: the set of all t,“, 
Pd = (S’, Td). 
The added dummy sources and sinks send and receive the flow of commodity d 
(dummy flow) under constraints (1) and (2) for k = d. 
Lemma 5.2. The multicommodity flow problem for Nd with commodities k= 
1 , . . . , K, d is feasible if and only if the original problem for N with commodities 
k=l , . . . , K is feasible. 
Proof. Immediate from (I), (2) and Definition 5.1. 0 
Note that d c(x) = 0 now holds for all x E V in Nd. Therefore any feasible flow f 
in Nd satisfies 
k=, C K df (a, k) = c(a) 
, ,1 
for all aeA, and 
holds. Then Nd does not belong to class CB, however, because commodity d may 
have more than one source and/or one sink, and furthermore condition (c) of 
Definition 2.1 does not generally hold. 
If a feasible flow f in Nd has a positive value along some path TC ~Z7(s,d, t,“), i.e., 
f (a, d)ze (>O) for all aEA(n), then we can regard this flow as a flow of the 
(K + 1)-st commodity, and distinguish it from the dummy commodity d. If the dum- 
my flow in Nd can be decomposed in this way into new commodities, each of 
which has the unique source and sink pair, then the resulting network becomes a 
CB network. The feasibility of the resulting network may then be tested by 
ASSIGN. As such a reducible class, we now introduce the following class CS 
(capacity semibalanced networks). 
Definition 5.3. We say that a network N= (G, P,g, c) belongs to class CS if N 
satisfies the following conditions. 
(A) N satisfies (a)-(c) of Definition 2.1. 
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(B) Let Sd= (x: AC(X) >0} and Td = (x: Ac(x)<O}. These satisfy the following 
(i) and (ii). 
(i) SdUTdc I+,. 
(ii) There exist two nodes u*, W*E V, such that Sd c VB[u*, w*) and TdC 
W[w*,u*), i.e., sets Sd and Td are separated by u* and w*, as shown 
in Fig. 6. 
VB[v*, 
0,: dummy sources in Sd 
l : dummy sinks in Td 
Fig. 6. Dummy sources and sinks in a CS network. 
Example (Multi-item multi-stage production scheduling problem). As an example 
of CS, we give a network in Fig. 7 that represents a certain multi-item multi-stage 
production scheduling problem [4]. In this network, each slanting arc represents the 
production in the corresponding stage during the corresponding period. Such an arc 
periods 
stages 1 2 . . . J 
Fig. 7. Multi-item multi-stage production scheduling problem. 
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is given a finite capacity. A vertical arc represents the product stored as inventory 
in the corresponding stage. Its capacity is considered to be infinite. From those 
nodes marked “s”, unfinished products of some items are supplied, and are then 
sent to those nodes marked “t”, representing the demand of some items. A source- 
sink pair is specified in advance for each item. Viewed as a multicommodity flow 
problem, this network does not satisfy the capacity balance condition. We can, 
nevertheless, make all nodes (except those marked “s” or “t”) balanced without 
loss of feasibility, by imposing sufficiently large appropriate capacities to all inven- 
tory arcs. After this modification, all nodes x with d c(x) # 0 are located only on the 
boundary, and it is easily shown that a node x with dc(x)>O (d c(x)<O) must be 
a node marked “9 (“t”). This means that condition (B) of Definition 5.2 holds. 
Thus the network in Fig. 7 can be considered as a network in CS. 
Now, note that a network in CS, satisfying Sd U Td # 0, has two nodes x= s,” E Sd 
and y = t$e Td such that (sd U Td) fl VB(x, y) = 0. We call such (x, y) a neighbour- 
ing pair. For example, Fig. 8 illustrates a CS network and (x, y) = (x1,x6), (x2, xs) 
are neighbouring pairs. 
Ac(xl)=2, Ac(x2)=2, Ac(x3)=4, Ac(x7)=2, Ac(x$=-4, 
Ac(xlO)=-2, Ac(xi)=O for i=4,5,6,9,11 
0: dummy sources l : dummy sinks 
[.I denotes the capacity of the corresponding arc. 
Fig. 8. Example of a CS network. 
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Lemma 5.4. Let Nd be the network of Definition 5.1 constructed from a network 
N in CS. Zf Nd has a feasible flow f, each neighbouring pair (x, y) = (s,“, t$) has the 
folio wing property : There exist TC~EZZ(X,~) andei>O, i=1,2 ,..., m, such that 
jl ei = min{g$g,d>, 
c eilf (a, d), 
I 1 aeA(n,) 
aeA 
(i.e., summation runs over all i satisfying aEA(lc;)). 
Proof. For a feasible flow f of Nd and a neighbouring pair (x, y) = <s$, $1, let 
ZZ(x,y;d)= {11~17(x,y):f(a,d)>O for all aEA(n)}. 
For these x and y, some u E Td and w E Sd satisfy n(x, u) #0 and n(w, y) #0, 
respectively. If u = y or w = y, this implies n(x, y;d) # 0. On the other hand, if u #y 
and w#x, then any ;rr,~l7(x, o;d) and nbEn(w, y;d) have a common node .z by 
the planarity of G, since u is to the right of y in VB[w*, u*) and w is to the left of 
x in VB[u*, w*) (see Fig. 6). Thus, n(x,z)#O and n(z,y)#O imply ZZ(x,y;d)#0. 
Now choose a rcl Efl(x, y;d) and let el =min{f(a,d): aEA(nl)}. Clearly 
eiSmin{g$g,d}. If e, = min{g$g,d>, then the lemma is shown. If ei <min{g’$g,d}, 
then we consider the network Nd = (G, P, Pd, g, gd, E) and flow f defined by 
c”(a) = 
c(a) - el, aeA(nl), 
c(a), abA(nl), 
f (a’d’ = 
f(a,d)-el, aeA(7cl), 
f (a,d), a@A(nl). 
Obviously _?is feasible in Nd. Let 
fi(x,y;d) = {IrEZZ(x,y):_?(a,d)>O for all aEA(z)}. 
Applying the above argument to fid again, we get fi(x, y;d)#0 from 
min{&$} ~0. Then choose a n2 ~fi(x, y;d) and modify Ad again if necessary. 
As min{&&} must be reduced at least by 1 at each modification, min{&grd} 
becomes 0 after a finite number of repetitions, and it proves the existence of 
x1, 7r2, .. . , n, and el,e2, . . . , e, satisfying the lemma statement. 0 
This lemma asserts that the amount min{&,,g,d} of dummy flow must go from 
x to y. This can be regarded as the (K+ 1)-st commodity with sK+ ’ =x and 
tK+’ =y. The following procedure MATE repeats this modification until there 
remains no dummy flow. In this way, the Nd constructed from a network in CS is 
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reduced to network Ain CB. Procedure ASSIGN may then be applied to alto check 
its feasibility. By Lemma 5.4, N is feasible if and only if m is feasible. 
Procedure MATE 
Input. A network N= (G, P,g, c) in class CS where g= {g’,g2, . . . ,$;}. 
Output. A network A= (G, p, g, c) in class CB, which is feasible if and only if so 
is N, where g={g’,g2 ,..., $: ,..., 8,. 
Step 0. Construct the network Nd = (G, P, Pd, g, gd, c) with commodities k = 
172 , . . . ,K,d by Definition 5.1. Let Ad := Nd. 
Step 1. If Pd=O, then let p:=P, R:=K and halt. 
Step 2. Apply procedure NEWITEM((x, y),Nd) to a neighbouring pair (x, y) in 
Ad such that x E Sd and y E Td. Denote the resulting network by &id. Let K : = K + 1 
and return to Step 1. 
Procedure NEWITEM((X,.Y),?C’~) 
e:=min(g,d,gz}; 
SK+l :=x; tK+':=y;gK+':=e; 
S:=SU {sK+l}; T:= TU {tK+‘}; 
P:=Pu{(sK+l,tK+l)}; 
g,d:=g,d-e; g$:=g,d-e; 
Sd:=Sd- {x}, if g,d=O; 
Td:=Td-{y}, if g,d=O. 
Since the number of repetitions of the loop of Steps 1 and 2 in MATE is at most 
lSdl + lTdl (<lI’l) ( since at least one of the x and y disappears from SdU Td by 
NEWITEM((x, y),Nd)), the required time of MATE is 0( 1 I/ I). The number of 
commodities generated by MATE is also 0(/V I). 
Theorem 5.5. If a given network N= (G, P, g, c) in class CS is feasible, then N has 
a feasible flo w with integral property. Procedure MA TE and ASSIGN correctly test 
its feasibility. The time and space required by MATE and ASSIGN are 
O((K+ lf’l)lW 
Proof. Since MATE and ASSIGN use only additions and subtractions, the integral 
property holds for N. Furthermore, ASSIGN applied to the resulting CB network fi 
with O(K+ /VI) commodities requires the time and space stated in the theorem. 0 
Example 5.6. Consider a CS network depicted in Fig. 8. Here, Sd={xI,x2,xJ}, 
Td= {x,,xs,xlo} and gd Xl =g$z=g$,=g$l,,=2, g,ds=g,ds=4. By MATE, Pd=(Sd,Td) 
is decomposed into source-sink pairs (x1,x7), (x2,x& (x3, xs), (x3,xn,) of new com- 
modities. The obtained CB network is equal to the one shown in Fig. 4, and its 
feasibility was tested by ASSIGN in Example 3.1. 
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6. Discussion 
By introducing the concept of capacity balance, we showed that the multicom- 
modity flow problem for classes CB and CS of directed planar networks has effi- 
cient graph theoretic algorithms. We could recently extend this direction slightly, 
and found a class CU that is also reducible to CB [l 11. A CU network N satisfies 
conditions (A) and (B)(i) of Definition 5.2, but may not satisfy condition (B)(ii). 
Instead, it is required that N contains only unilateral nodes, where a node x is 
unilateral if arcs ai and aj+, in OUT(x) = {a,, a2, . . . , a,,} are immediate neighbours 
for all i= 1,2, . . . . n - 1 (similarly for IN(x)), as shown in Fig. 9 (for example in Fig. 
8, x4 is unilateral and x6 is not unilateral). 
IN(x) OUT(x) 
Fig. 9. A unilateral node. 
One of the main themes in the theory of network flow is the max-flow min-cut 
property. It is possible to show that classes CB and CS enjoy the max-flow min-cut 
property, but the new class CU contains a network for which the max-flow min-cut 
theorem does not hold [ 111. These results will be reported elsewhere. 
Finally, we argue that some of the restrictive conditions on classes CB, CS and 
CU cannot be relaxed without violating the max-flow min-cut property or the in- 
tegral flow property. It is easy to prove that the networks N,, N2 and Ns given in 
Figs. 10, 11 and 12 do not satisfy the max-flow min-cut property. Now network N, 
(Ford and Fulkerson [2]) satisfies all conditions of Definition 2.1 only except for 
the acyclicity, while Nz [l l] satisfies Definition 2.1 except for the planarity. 
Similarly Ns (Kennington [7]) satisfies Definition 5.2 except for property (B)(ii) 
(but Ns can be solved graph theoretically because it belongs to class CU [l 11). 
If we remove condition (d) of Definition 2.1, the integral flow property does not 
hold as exemplified by network N4 in Fig. 13. N4 is constructed for an arbitrarily 
given positive rational number k/n, where n and k are positive integers such that 
1 I k< n. It has 2n2 + 4 nodes, 3n2 + 2n arcs and 2 commodities, and all capacities 
of arcs are 1 and g’ = k, g” = n - k. The network is planar and acyclic, and all 
sources and sinks are located on the boundary, i.e., (a)-(c) of Definition 2.1 are 
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All capacities are 1. 
Fig. 10. Counterexample N, to the max-flow min-cut property (Ford and Fulkerson [2]). 
&2=1, g3=3 , g4=2 
All capacities are 1. 
Fig. 11. Counterexample Nz to the max-flow min-cut property. 
satisfied. The feasible flow f is unique [I 11 and is given by 
f CaCsl, uil)v I) = k/n, for i= I,2 ,..., n, 
f CaCoiflv tl), l> = k/n, for i= 1,2 ,..., n, 
f Ca(uij, uij), l) = k/nv for i= 1,2 ,..., n,j=1,2 , .--, n, 
f Catoij9 uij+ I), l) = k/n, for i = 1,2 ,...) 12,j= 1,2 ,..., n-l, 
f w2, U,j)‘2) = (n -Q/n, forj= 1,2 ,..., II, 
f (Q(onj, t2), 2) = (n - k)/n, forj= 1,2 ,..., n, 
f CaCuij, uij>3 2, = Cn - k)/n* for i= 1,2 ,..., n,j= 1,2 ,..., n, 
f Catoij9 ui+ U>T 2, = ln -k)/n, for i= 1,2 ,..., n-l,j= 1,2 ,..., n, 
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All capacities are 1. 
Q: Ac(x)>o . : Ac(x)<o 
Fig. 12. Counterexample Nj to the max-flow min-cut property (Kennington [71). 
/ P\ \ 
g’=k, g2=,-k 
All capacities are 1. 
Fig. 13. Counterexample NJ to the integral flow property. 
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where only nonzero flows are described. Therefore the integral flow property is 
violated here. 
In view of these examples, it appears difficult to generalize the method discussed 
in this paper to a substantially wider class of networks. 
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