This study was done to optimize accuracy of predicting growth of Salmonella serovars, Escherichia coli O157:H7, and Staphylococcus aureus in temperature-abused raw beef, poultry, and bratwurst (with salt but without added nitrite). Four mathematical approaches were used with experimentally determined lag-phase duration (LPD) and growth rate (GR) values to develop 12 versions of THERM (Temperature History Evaluation for Raw Meats; http://www.meathaccp.wisc.edu/ THERM/calc.aspx), a computer-based tool that calculates elapsing lag phase or growth that occurs in each entered time interval and sums the results of all intervals to predict growth. Each THERM version utilized LPD values calculated by linear interpolation, quadratic equation, piecewise linear regression, or exponential decay curve and GR values calculated by linear interpolation, quadratic equation, or piecewise linear regression. Each combination of mathematical approaches for LPD and GR calculations was defined as another THERM version. Time, temperature, and pathogen level (log CFU per gram) data were obtained from 26 inoculation experiments with ground beef, pork sausages, and poultry. Time and temperature data were entered into the 12 THERM versions to obtain pathogen growth. Predicted and experimental results were qualitatively described and compared (growth defined as Ͼ0.3-log increase) or quantitatively compared. The 12 THERM versions had qualitative accuracies of 81.4 to 88.6% across 70 combinations of product, pathogen, and experiment. Quantitative accuracies within Ϯ0.3 log CFU were obtained for 51.4 to 67.2% of the experimental combinations; 82.9 to 88.6% of the quantitative predictions were accurate or fail-safe. Piecewise linear regression or linear interpolation for calculating LPD and GR yielded the most accurate THERM performance.
Since 2000, American wholesale meat and poultry processors have used the mandatory hazard analysis critical control point (HACCP) system for ensuring food safety (13) . Under the HACCP system, scientifically validated critical limits must be set as criteria for use in monitoring critical control points (CCPs) designated for each process. Each CCP is then monitored for compliance with the critical limit. When a deviation from a critical limit occurs, the processor must take corrective action, and the corrective action taken must be supported by scientifically valid information.
In a typical hazard analysis for a raw meat product of any type, at least one CCP is designated for preventing pathogen growth, typically the step at which product temperature is highest. There is no U.S. Department of Agriculture (USDA) guidance providing previously accepted limits for this type of CCP in pork and beef processing, although the USDA mandates a maximum product temperature of 13ЊC for poultry products during processing (16) . In many small and very small plants with unrefrigerated raw meat processing areas, the temperature at the process-ing step designated as the CCP may be high enough that the product could be considered to have undergone shortterm temperature abuse, and common processing steps such as grinding can exacerbate this situation by increasing raw product temperature. Raw products also may be exposed to short-term temperature abuse during CCP deviations or other processing and/or scheduling problems.
Processors of raw meat and poultry products clearly need scientifically valid information for establishing critical limits and determining appropriate corrective actions. Predictive microbiological tools are potentially important sources of this scientific information but have not been accepted by the USDA as the sole source of scientifically valid information (17) , in part because of concerns that tools often are based on studies done using pure cultures in laboratory media under isothermal conditions. A major challenge to the development of practical predictive tools for use in the meat industry is the ability to accurately account for changes in bacterial behavior that occur with changing temperature. Meat temperatures may fluctuate widely during temperature-abuse deviations, and even in well-controlled raw meat processing systems, meat temperature can change during steps such as grinding, mixing, or packaging. Several researchers have developed and applied mathematical bacterial growth models for dynamic temper-ature conditions. One important consideration in developing these models is the extent to which bacterial lag-phase duration (LPD) and growth rate (GR) change as temperature changes. Baranyi and Roberts (1) presented a single mathematical function to describe the physiological condition of bacteria at the time of inoculation into the test medium and the new environment encountered by the bacteria immediately after inoculation. Incorporation of this function into a predictive equation eliminated the need for separate prediction of LPD. Baranyi et al. (2) subsequently used this approach to predict growth of Brochothrix thermosphacta in a laboratory medium under nonisothermal conditions. Working with Lactobacillus plantarum in a laboratory medium, Zwietering et al. (20) concluded that exposing lagphase cells to a shift in temperature resulted in a 25% increase in LPD beyond the expected remaining proportion of the lag phase at the new temperature. These authors also reported an adaptation-related delay when already growing cells were exposed to a new temperature, i.e., the cells did not immediately have the GR normally observed at the new temperature. Zwietering et al. suggested, however, that ignoring adaptation-related delays was a simple conservative approach to prediction, particularly for situations with frequent temperature changes. Ignoring the adaptation times would increase the likelihood of a fail-safe prediction, i.e., overprediction of growth, when the temperature increased over time, such as when temperature control is lost during processing of raw meat. Koutsoumanis (6) used an integration approach to predict the LPD for pseudomonads on fish under nonisothermal conditions and then used an interval accumulation strategy to predict subsequent growth. This approach successfully predicted the growth of pseudomonads, lactic acid bacteria, and Enterobacteriaceae in fresh ground pork under conditions of periodic temperature abuse (7). Fujikawa et al. (3) studied Escherichia coli growth in a laboratory medium and developed a logistic growth prediction model that included a differential equation with a lag-phase term. This tool accurately predicted growth when the temperature fluctuations were within 30 to 35ЊC, were periodic, and occurred over 8 to 12 h.
Previously we developed a computer-based tool for predicting pathogen behavior in raw pork, beef, and poultry during short-term temperature abuse (4). This tool, THERM 2.0 (Temperature History Evaluation for Raw Meats), was based on experiments done with multistrain pathogen inocula in nonsterile meat products, and a subsequent Internet-accessible version (http://www.meathaccp.wisc.edu/ THERM/calc.aspx) can be used by processors to support critical limit and corrective action decisions. A THERM version for raw pork sausage mix also has been developed (5) . THERM uses linear interpolation of experimentally determined pathogen LPD and GR values with an interval accumulation technique to predict the behavior of Salmonella serovars, E. coli O157:H7, or Staphylococcus aureus in raw products based on the time-temperature history entered by the user.
In 1993, Whiting and Buchanan (19) proposed the classification of predictive microbiology models as primary, secondary, or tertiary. Primary models describe the quantitative change in a bacterial population over time under specific environmental conditions. These environmental conditions may be external to the growth medium, e.g., temperature, and/or internal to the growth medium, e.g., initial pH or salt percentage. However, primary models may not account for changes in the growth medium as growth occurs. The THERM tool is based on experimentally developed primary models of pathogen LPD and GR. Secondary models describe the response of one or more parameters of a primary model, e.g., LPD, to one or more changes in environmental conditions. This study focused on mathematical approaches for making secondary models that show the relationship between pathogen LDP or GR and temperature. Tertiary models are incorporations of one or more primary and secondary models into a user-friendly computer software application. The THERM tool is a tertiary model.
In the present study, our objective was to evaluate the secondary models (calculation of LPD and GR) upon which the tertiary model (THERM) was based. We compared the existing version of the THERM tool to other THERM versions developed using different mathematical methods of calculating LPD and GR: quadratic equation, piecewise linear regression, and exponential decay-curve predictions. These methods were used to calculate both LPD and GR values (except for the exponential decay-curve model, which was used to calculate only LPD) for various productpathogen combinations. Qualitative and quantitative growth predictions from the different THERM versions were then statistically analyzed to determine which version yielded the most accurate results.
MATERIALS AND METHODS
Experimental determination of LPD and GR values. Raw ground beef, ground turkey, and bratwurst (not stuffed in casings) were obtained and prepared as previously described (4, 5) . These meats were inoculated with five strains each of Salmonella serovars and E. coli O157:H7 or five strains of S. aureus (4, 5) . All strains were grown to stationary phase in brain heart infusion (Difco, Becton Dickinson, Sparks, MD). Strain origins are listed in Table 1 . Isothermal studies were conducted at intervals of either 2.8 or 5.6ЊC (5 or 10ЊF) ranging from 10 to 46.1ЊC. Ground meats (ca. 25 g) were weighed out into sample bags (7.5 by 18.5 cm) and allowed to reach the test temperature in either a static water bath (temperatures above room temperature) or an incubator (temperature at or below room temperature). A type-K thermocouple attached to a data logger (model SP150, Dickson, Addison, IL) was inserted in the center of a bag of product to determine when the test temperature had been reached. When the test temperature was reached, each sample (except the one containing the thermocouple) was inoculated with 100 l of either the combined inoculum (Salmonella serovars and E. coli O157:H7) or the S. aureus inoculum to achieve an initial cell concentration of about 4.5 log CFU/g. Previously we determined that pathogen growth was faster when the inoculum was dispersed in the ground meat than when the inoculum was localized in a ''hole'' within the meat mass (data not shown), so each inoculated sample bag was closed and manually massaged for approximately 20 s to distribute the inoculum throughout the meat mass. Bags of inoculated meat were returned to the isothermal experiment temperature as quickly as possible (Ͻ5 min). Three concurrent trials were conducted for each temperature with separate inocula prepared for each trial, and enough bags of inoculated product were prepared to allow analysis of one bag for each inoculum type in each trial at every sampling time. Three bags per inoculum type (one per trial) were removed from the water bath or incubator at each sampling time. The outer surface of each bag was sanitized with 70% ethanol and allowed to dry. Once dry, the contents of each bag were transferred to a corresponding filter bag (15.25 by 23 cm). The original sample bag was everted to expose any inoculum still on the bag and also was placed into the filter bag. In the filter bag, the sample and the original sample bag were combined with 99 ml of Butterfield's phosphate diluent (BPD; Nelson Jameson, Marshfield, WI) and stomached at normal speed for 30 s with a stomacher lab blender (Fisher Scientific, Pittsburgh, PA). The liquified sample was then serially diluted in BPD and analyzed by plating, as described previously (4, 5) . Similar sample processing techniques were used at each sampling time in experiments to test the predictive tools (see below).
For each pathogen and test temperature, the log CFU per sample was determined at each sampling time for each of the three trials. These data were then entered for each pathogen and test temperature into the DMFit 2.0 program (J. Baranyi, Institute of Food Research, Norwich Research Park, Norwich, UK), which generated a best-fit growth curve with an estimated LPD, GR, and corresponding R 2 value (Table 2) . These LPD and GR values were utilized to construct quadratic curves (Table 3 ) (R-software 2007, R Foundation for Statistical Computing, Vienna, Austria) and piecewise linear regression lines (Table 4 ) (R-software), and LPD calculations were used to construct exponential decay curves (Table 5) (R-software). An example of the relationship between experimentally determined LPD and GR values and corresponding values calculated using each mathematical method is shown in Figure 1 .
The THERM predictive tool. THERM is a predictive tool that uses data from a sequence of time-temperature combinations obtained under static or dynamic conditions (with a data logger or repeated or sporadic manual temperature measurements) to predict the extent of pathogen growth. When entered temperatures correspond to temperatures tested in experiments, the LPD and GR values can be those directly determined from experimental data. In THERM 2.0, these values were used when appropriate, but when entered temperatures were different from those used in experiments, the LPD and GR values were calculated by linear interpolation. Other THERM versions utilized the experimentally determined LPD and GR values to determine quadratic equations for calculating all needed LPD or GR values, ''best fit'' piecewise linear regressions for producing needed LPD and GR values, or an exponential decay-curve, fitted from experimental LPD values, for calculating LPD. Each combination of mathematical approaches for calculating LPD and GR was tested as a separate version of THERM (see Table 6 ).
The quadratic equations were obtained, along with their associated R 2 values, by entering experimentally determined LPD and GR values into R-software. The coefficients for the quadratic equations describing LPD and GR for each pathogen-product combination are shown in Table 3 . Minimum and maximum predicted growth temperatures, i.e., temperatures at which GR was 0, were determined by solving the quadratic equation for y ϭ 0.
Before conducting piecewise linear regression analysis, the experimentally determined GR values were converted to generations per hour, and the square root was calculated. These GR values and the experimentally determined LPD values were used to produce one-, two-, or three-piece fitted lines (LPD or GR versus temperature) as determined by analysis of variance (''anova'' command in the R-software) between one-piece, two-piece, and three-piece lines as applicable. When the P value was Յ0.05, the line with the greater number of pieces was utilized. When the P value was Ͼ0.05, the line with the fewer number of pieces was used. The equations for the regressions describing each productpathogen combination (see Table 4 ) were utilized in calculating LPD and GR values.
Exponential decay curve fitting of LPD data utilized the formula LPD ϭ (lag exp Ϫ lag min ) ·exp[Ϫ(actual temp Ϫ T min )/halftemp] ϩ lag min . The quantity lag exp was the calculated LPD value at the lowest experimental temperature at which growth was ex- (4, 5) perimentally observed, and lag min was the calculated minimum lag time. T min was the lowest experimentally tested growth temperature and half-temp was the estimated change in temperature associated with an approximately one-half reduction (1 Ϫ 1/e ഠ 63% reduction) in the difference between the minimum and maximum LPD. The exponential decay curve coefficients, one for each product-pathogen combination, that were utilized in predicting LPD values are shown in Table 5 .
TABLE 2. Lag-phase duration (LPD), growth rate (GR), and R 2 values determined in previous experiments
Each mathematical method was used with certain limits to protect against potentially erroneous values. An LPD minimum and a GR maximum were established to ensure that a mathematical method would not predict values that were not observed experimentally or were biologically impossible. In all versions, if the mathematical method predicted an LPD that was smaller than the minimum experimental value or a GR that was in excess of the maximum experimentally determined value, the mathematical method would be bounded by the minimum LPD or maximum GR value determined experimentally. A minimum GR value of 0 also was used in each THERM version. If the mathematical method calculated negative growth (i.e., pathogen death) due to a very low temperature after growth began, the boundary would limit the GR value for that time interval to 0 (i.e., not allowing negative numbers). This boundary was set because THERM is an interval accumulation tool and negative GR values could incorrectly decrease the total predicted change in log CFU values. For validation experiments in which the temperatures were below the minimum pathogen growth temperature (8, 9, 12) for a period of time, the time at these subgrowth temperatures was not utilized for calculation of predictive values.
Utilizing the calculated LPD and GR values, THERM uses an interval accumulation strategy to first calculate the time elapsing before the selected pathogen would begin growing (LPD). After lag phase completion is predicted, the predicted amount of growth is calculated based on the GR. An interval was defined as the difference in time values between two entered time-temperature data pairs, and the second temperature in the interval was designated as the temperature for the entire interval. Intervals may be defined based on data logger readouts or by repeated, periodic, or sporadic manual temperature measurements. However, the THERM user is responsible for defining and entering the interval information into the THERM tool. The percentage of LPD elapsing in each time interval (constant temperature assumed) was estimated by dividing the interval time by the LPD for the interval temperature and multiplying the resulting value by 100. The percentage of LPD contributed by each interval was accumulated until 100% of the time in lag phase had elapsed (equation 1):
After calculations had determined that the lag phase was complete, interval accumulation was used to estimate subsequent growth, in log CFU. The growth was computed by multiplying GR for the interval temperature (log CFU per minute) by either the time (minutes) remaining in the interval during which lag phase ended or by the total time of the interval (for all intervals thereafter) (equation 2):
Testing predictive tool performance in commercial product inoculation studies. The accuracy of the 12 versions of the THERM predictive tool was tested using data from 12 beef, 6 bratwurst or breakfast link, and 8 poultry inoculation experiments, as described previously (4, 5) . In these experiments, previously chilled products were exposed to one or more isothermal conditions, resulting in dynamic product temperatures, i.e., product warming or cooling. In some cases, the product temperature became static. Because processors may not always know the product temperature during a deviation, we monitored product temperature in some experiments and storage chamber temperature in others. Conditions of the validation experiments for all product-pathogen combinations had abuse times ranging from 180 to 900 min and temperatures ranging from Ϫ19.6 to 38.8ЊC. These conditions are a subset of the possible temperature abuse combinations and did not include temperatures between 38.9 and 46.1ЊC, which are covered by the secondary models from which THERM was developed. Similarly, the tested temperature abuse conditions resulted in a range of pathogen responses for each product, with maximum growth on beef for Salmonella, E. coli O157:H7, and S. aureus of 4.0, 3.7, and 2.8 log CFU, respectively. Corresponding maximum growth responses on bratwurst or breakfast links were 3.6, 3.2, and 5.4 log CFU, respectively. Maximum growth responses for Salmonella and S. aureus on poultry products were 1.9 and 2.1 log CFU, respectively. Although future studies should be conducted to examine conditions that result in even greater pathogen growth, the conditions employed in this study spanned a realistic range of conditions that may occur in processing plants. For each experiment, the time during which the product or growth chamber temperature was above the lowest observed growth temperature for the pathogen of interest was arbitrarily divided into 20 equal intervals. The time-temperature pairs at each interval endpoint were then entered in THERM (all versions; see Table 6 ) to obtain predictions of pathogen growth. Samples of product were ana- Statistical analyses. For each experimental replicate, the final log CFU value was subtracted from its corresponding time 0 value to obtain an observed ⌬ log CFU value. A mean observed ⌬ log CFU value for each pathogen in each experiment was then calculated. Time-temperature data from each experiment were entered into THERM (all versions) to obtain predicted ⌬ log CFU values. Predicted and observed ⌬ log CFU values were qualitatively described either as growth (Ͼ0.3 log CFU increase) or no growth (Յ0.3 log CFU increase). This criterion, which is one generation of growth, was chosen based on the sensitivity and precision of our enumeration method and our experience with regulatory expectations of no pathogen growth in raw products.
A qualitative THERM prediction was classified as accurate when it was the same as the observed result, e.g., growth was predicted and observed, as fail-safe (FS) when growth was predicted but not observed in the experiment, and as fail-dangerous (FD) when no growth was predicted but growth was observed in the experiment. Logistic regression analysis (R-software) was used to determine which THERM version was most accurate (highest proportion of accurate predictions) and which version had the lowest proportion of FD predictions.
Quantitative analysis of THERM predictions for all experiments was conducted by comparing the predicted ⌬ log CFU values from each THERM version with the observed ⌬ log CFU value. When the difference between the predicted and observed values was Յ0.3 log CFU, the THERM prediction was classified as accurate. The prediction was FS when the predicted growth exceeded observed growth by Ͼ0.3 log CFU and FD when the observed growth exceeded predicted growth by Ͼ0.3 log CFU. Logistic regression analysis (R-software) was used to determine which THERM version was most accurate (highest proportion of accurate predictions) and which version had the lowest proportion of FD predictions.
For both qualitative and quantitative analyses, logistic regression accounted for the effect of the mathematical method used to calculate LPD and GR in addition to product, pathogen, and experiment. The initial equation for logistic regression was log[p/ (1 Ϫ p)] ϭ ϩ ␤ product·pathogen ϩ ␤ experiment ϩ ␤ LPD·GR, where p is the probability of accurate prediction or the probability of non-FD prediction. In this initial equation, product and pathogen were assumed to be interacting, and the methods for calculating LPD and GR were assumed to be interacting (denoted by the product dot). This assumption was made based on visual analysis of the data. To determine whether an interaction was indeed occurring, a likelihood ratio test was performed by dropping each variable in turn from the equation and observing its effect on the validity of the equation (P value). A P value of Յ0.05 indicated that the interaction was significant and could not be dropped. In all analyses of both qualitative and quantitative data, it was determined that product and pathogen had strong interactions, and methods for calculating LPD and GR did not. Therefore the equation was modified accordingly:
, was utilized. These equations were then utilized in combination with a likelihood ratio test to determine whether there was any significant difference (P Յ 0.05) between THERM versions. If a significant difference was detected, pairwise comparisons of THERM versions were made utilizing the Wald t tests as part of the ''summary'' function of the R-software.
RESULTS AND DISCUSSION
An important feature of the THERM tool is its foundation of primary models obtained using multistrain inocula in actual nonsterile food. This feature, which enhances its applicability to industry use, also addresses some USDA concerns about predictive tools (17) . Many other nonisothermal predictive models have been developed using a single bacterial strain in sterile laboratory media (2, 3, 20) , limiting the usefulness of these models to industry. A notable exception is the work of Koutsoumanis et al. (7), who studied the growth of several different bacterial groups, e.g., Enterobacteriaceae, in commercial ground pork stored under periodic temperature abuse regimes. However, these authors did not evaluate growth of pathogens.
As we pointed out in an earlier article describing THERM (4), there are some potential shortcomings of using multistrain inocula to develop the primary models upon which secondary and tertiary models are based. However, the use of multiple strains increases the likelihood of including a rapidly growing strain, thereby making conservative predictions more likely.
An important unknown in predicting bacterial growth under nonisothermal conditions is the extent to which the physiological condition of cells changes with changing temperature. Baranyi and Roberts (1) described one mathematical approach to quantifying this unknown. The THERM tool indirectly considers the physiological condition of the pathogen cells at each successive temperature by calculating the percentage of the LPD that has already elapsed, but it does not add an adaptation time to the LPD or adjust the predicted growth rate at each new temperature. This approach is more likely to overpredict than underpredict growth.
The experimentally determined LPD and GR values yielded by DMFit software generally followed a consistent trend: as temperature increased the LPD decreased and GR increased. This result is expected because the three pathogens observed are mesophilic and the experimental temperatures were within their growth ranges.
In some instances, variability was observed, and a rise in temperature resulted in corresponding higher LPD or lower GR values than those for temperatures 2.8 or 5.6ЊC lower. This finding could be explained by biological variation among the pathogen strains or by experimental variation.
Graphical representations of the different mathematical methods for calculating LPD and GR for E. coli O157:H7 in ground beef are shown in Figure 1 . Other than for linear interpolation, each mathematical method for calculating LPD or GR values could be evaluated in terms of goodness of fit between predicted and observed values. Ranges of R 2 for equations used to calculate LPD were 0.71 to 0.98, 0.88 to 0.99, and 0.83 to 0.99 for the quadratic equation, piecewise linear regression, and exponential decay curve methods, respectively. Similarly, the ranges of R 2 values for GR equations were 0.62 to 0.96 and 0.78 to 0.99 for the quadratic equation and piecewise linear regression methods, respectively.
As indicated by the R 2 value ranges for the various mathematical methods, goodness-of-fit values were dependent upon the method. The primary reason for this dependency probably is the underlying anomalies in the experimentally determined LPD and GR values. Piecewise linear regression could divide the data into subsets, so this method tended to have higher R 2 values. If variability affecting the primary models (the experimentally determined LPD and GR values) were reduced, R 2 values for LPD and GR predicted by each of the other mathematical methods probably would increase.
The quadratic and exponential decay curve methods also tended to have lower R 2 values because of the presence of some unexpected experimentally determined product and pathogen LPD and GR values, i.e., increasing temperature did not always result in a shorter LPD or higher GR values. This variability was especially important when the data indicated a fairly linear decrease in LPD and increase in GR values throughout the entire temperature range until some higher temperature, typically 37.8 to 43.3ЊC, was reached and the LPD or GR values changed sharply.
In follow-up analysis, we confirmed that goodness of fit for GR predicted by piecewise linear regression was slightly better when experimentally determined growth rates were expressed as the square root of generations per hour, with the regressed line then transformed back to a scale of log CFU per minute compared with when experimentally determined growth rates were expressed as log CFU per minute (see Fig. 2 ). In future work, researchers should examine whether expressing experimentally determined growth rates as the square root of generations per hour would improve the goodness of fit for the quadratic equation calculations of GR. Another possible approach for predicting GR would be the cardinal temperature model with inflection (10, 11) . This approach can be used when the minimum and maximum growth temperatures for a particular microorganism are known or can be estimated and when GR is experimentally determined across the entire temperature range where growth may occur. To incorporate this secondary model into THERM, it would be necessary to expand the study to a much wider range of temperatures; our study focused on a range of temperatures likely to be observed in the meat industry, where GR generally increases with temperature. Both of these approaches warrant further study.
The apparent accuracy of THERM is influenced by the variability associated with calculated LPD and GR values and by the variability of experimental results to which the THERM predictions are compared. For example, four of the poultry validation experiments were conducted with identical time and temperature profiles. Although observed Salmonella growth for these experiments remained fairly consistent (range, 0.2 log CFU), observed S. aureus growth was 1.4 to 2.1 log CFU (range, 0.7 log CFU). Therefore, even if THERM made predictions for the average growth with perfect accuracy, its prediction would have been classified as either FS or FD for two of the four experiments. As a result, any predictive tool can only be as accurate as the inherent consistency of the system being used to develop the tool and the system the tool is evaluating. The predictive accuracy of the tool may also be low when the underlying primary or secondary models are inappropriate or do not account for an important independent variable. The extent to which mathematical values are rounded and/ or truncated when calculating LPD and GR also may influence the predictive accuracy of THERM. We truncated experimentally derived LPD and GR values to four decimal places (Table 2 ). Rounding and truncation procedures can be deduced for the various calculated coefficients shown in Tables 3 through 5 .
With nonisothermal predictive tools such as THERM, it is important to choose a wide enough range of realistic time-temperature regimes for testing. We chose to simulate a product warming up during processing or delivery, conditions commonly encountered in the meat industry. Koutsoumanis et al. (7) also used this time-temperature regime for testing his predictive model. Other regimes tested include single upshifts in temperature (20) , a decrease in temperature followed by a steady increase (2), periodic fluctuations in temperature (2, 3, 6, 7) , and a steady decrease in temperature (2) . A wider range of time-temperature regimes should be used in further testing of THERM.
The specific experiment had a highly significant effect on the accuracy of THERM predictions (p ϭ 2.2 ϫ 10 Ϫ16 ). Additionally, the product·pathogen interaction had a highly significant effect on predictive accuracy (p ϭ 1.7 ϫ 10 Ϫ10 ), meaning that the accuracy of predicting a pathogen's behavior during temperature abuse was product dependent.
Each THERM version was very good at making qualitative (growth versus no growth) predictions. Statistically speaking, no mathematical method was better than another method (P ϭ 0.94). Accuracy rates ranged from 80.0% (version DB) to 87.2% (version AC). Quantitatively, the methods varied in accuracy (i.e., ability to predict pathogen growth within Ϯ0.3 log CFU) from 50.0% (version DB) to 67.2% (version CC) (see Table 7 ). There was no significant difference between the THERM versions in terms of the proportion of quantitative predictions that were FD (P ϭ 0.96). The relative proportion of FS and FD predictions, roughly 2:1, suggests that there was a conservative prediction bias across the various THERM versions.
Of all the mathematical methods, linear interpolation, linear regression, and quadratic equation were significantly better at predicting LPD than was the exponential decay curve method (P Ͻ 0.05). Similarly, THERM versions using linear interpolation and linear regression methods were significantly better at predicting GR than was the quadratic equation (P Ͻ 0.01).
THERM versions using only linear interpolation and piecewise linear regression (versions AA, AC, CA, and CC) produced accurate qualitative results in 82.9 to 87.2% of predictions. FS results were obtained from 7.1 to 12.8% of predictions, and FD results were obtained from 4.3 to 5.7% of predictions.
THERM versions utilizing only linear interpolation or piecewise linear regression (versions AA, AC, CA, and CC) to quantitatively determine pathogen growth produced accurate or FS results in 85.8 to 88.6% of predictions (see Table 7 ). THERM versions using only linear interpolation or regression for both LPD and GR determinations (versions AA and CC) produced FD quantitative results in 12.8 and 11.4% of predictions, respectively. The quantitative FS predictions made by THERM versions AA and CC were 0.4 to 1.5 and 0.4 to 1.7 log CFU higher than observed values, respectively. FD quantitative predictions were 0.4 to 1.3 log CFU lower than observed values for both versions. THERM version CC had a 67.2% accuracy rate for quantitative growth predictions, the highest value for all 12 versions. Because linear regression and linear interpolation were statistically equal at both qualitative and quantitative predictions and because of concerns of overfitting of data when using linear interpolation, we recommend the use of piecewise linear regression (THERM version CC) for determining both qualitative and quantitative results. When evaluating the quantitative accuracy of THERM, researchers must consider that the THERM tool does not account for a maximum population density. As a result, under conditions of severe temperature abuse THERM is likely to predict unrealistically high levels of growth. Therefore, care must be taken when evaluating THERM's quantitative accuracy for situations involving severe temperature abuse. However, this theoretical shortcoming in THERM is not critical in the applications for which THERM is intended. For example, it is not important whether THERM predicts 7 or 9 log CFU of S. aureus growth, because either level of growth is strong evidence that a meat product is unsafe to eat.
The USDA currently will not accept predictions from computer-based models as the only supporting information for establishing a critical limit or planning a corrective action in the HACCP system (17) . As a result, processors must obtain other information, such as levels of indicator bacteria during the actual process or a process simulation, to fully support critical limit and corrective action decision making. Ideally, THERM would be part of a comprehensive assessment of the risk of pathogen growth in raw meats, involving estimates of the probability of a targeted hazard, i.e., pathogen growth, and an assessment of the severity of the hazard when it does occur. In processing of raw meat, the risk of pathogen growth is dependent on the time-temperature history of the product and on the likelihood of the pathogen being present. USDA policy has apparently been based on the assumption that pathogenic bacteria are present in raw meats and poultry. This assumption underlies the safe-handling label mandated for all packages of inspected raw product and the mandatory HACCP plan reassessments for processors of raw beef product in 2002 (15) and 2007 (18) . Current USDA performance standards for cooking of meat and poultry products are based on the assumption that very high levels of salmonellae are present (14) . However, it could be argued that aside from the case of raw products recontaminating ready-to-eat products, there is very little risk of illness resulting from pathogen growth in raw meats as long as the raw product is later sufficiently cooked. Based on this argument, one could specify a higher threshold level for growth versus no growth in THERM than the 0.3-log increase used in the present study. However, processors cannot rely on purchasers of raw meat and poultry products to properly handle and cook these products; it is likely that some unknown proportion of purchasers will mishandle or undercook raw meat or poultry.
The THERM tool can be used to evaluate time-temperature history and provide either a binary (growth versus no growth) prediction or a quantitative (⌬ log CFU) prediction of pathogen growth in the product. In the future, more useful estimates may be obtained with tools that forecast the probability of pathogen growth occurring, e.g., 90%, based on the particular time-temperature history of the raw meat product. In summary, THERM is an important research-based tool for use in safety systems for raw meat and poultry. The results of the present study indicate that the use of piecewise linear regression (THERM version CC) to calculate LPD and GR values will lead to the best qualitative and quantitative results.
