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Abstract
Many fundamental tasks in arti2cial intelligence and in combinatorial optimization can be for-
mulated as a Constraint Satisfaction Problem (CSP). It is the problem of 2nding an assignment
of values for a set of variables, each de2ned on a 2nite domain of feasible values, subject to a
given collection of constraints. Each constraint is de2ned over a set of variables and speci2es
the allowed combinations of values as a collection of tuples. In general, the problem of 2nd-
ing a solution to a CSP is NP-complete, but in some cases it has shown to be polynomially
solvable. We consider the dynamic version of some polynomially solvable constraint satisfaction
problems, and present solutions that are better than recomputing everything from scratch after
each update. The updates we consider are either restrictions, i.e., deletions of values from ex-
isting constraints and introduction of new constraints, or relaxations, i.e., insertions of values or
deletions of constraints. c© 2001 Elsevier Science B.V. All rights reserved.
Keywords: Constraint Satisfaction Problem; Network of constraints; Dynamic algorithms;
Consistency; Backtrack-free search; Amortized complexity
1. Introduction
Networks of constraints are a simple and powerful model which has been exten-
sively used in the literature to represent the knowledge about problems whose solution
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must satisfy simultaneously a certain number of constraints. More precisely, a net-
work of constraints is de2ned by a set V = {v1; v2; : : : ; vn} of variables, where each
vi has a 2nite domain Di of feasible values, and by a set E= {e1; e2; : : : ; em} of con-
straints, each de2ning the collection of allowed values for a given set of variables, i.e.,
ei(vi1 ; vi2 ; : : : ; vik )⊆Di1 × Di2 × · · · × Dik . The Constraint Satisfaction Problem (CSP)
consists of determining a solution for a network of constraints, i.e., an assignment of
values  =(1; 2; : : : ; n) to the n variables of the problem such that all the constraints
are satis2ed, that is, for any constraint ei, (i1 ; i2 ; : : : ; ik )∈ ei.
Several problems in arti2cial intelligence and in combinatorial optimization can
be formulated as constraint satisfaction problems, as for example: image processing
and image recognition, speci2cation of software systems, satis2ability, graph coloring,
scene labeling. The constraint satisfaction problem and the related solution procedures
2nd also interesting applications in the 2eld of constraint logic programming (see,
e.g., [22]).
The constraint satisfaction problem has been 2rst considered by Montanari [18], and
has been widely studied in the literature due to its theoretical and practical importance
in several 2elds (see, e.g., [3, 9, 13, 17–22]). It is easily shown to be NP-complete, also
restricting the attention to binary CSPs (where any constraint is de2ned over a pair
of variables). As an example, the graph coloring problem [10] can be formulated as a
binary CSP, where each edge in the graph is associated to a constraint consisting of
the collection of C2–C pairs of allowed diGerent colorings of the two endpoints with
C colors: the resulting CSP is solvable if and only if the graph is colorable with C
colors.
It is straightforward to describe a binary CSP in terms of a labeled graph of con-
straints, where the nodes coincide with the variables of the problem, and any constraint
between two variables is represented by an undirected arc between the corresponding
nodes in the graph of constraints. Each arc is labeled by the set of allowed pairs for
the corresponding variables.
The standard technique used for 2nding a solution for a CSP is based on backtrack-
ing and in general it is exponential in the number of variables. For this reason a lot of
eGorts have been done in the past in order to 2nd classes of problems with polynomial
solutions. Most of these eGorts have been devoted to 2nd procedures whose purpose
is to improve the backtracking eIciency. The main idea of this kind of approach is to
remove local inconsistencies that cannot contribute to yield any global solution for the
problem. These techniques, often known as consistency techniques, are usually used
as preprocessing steps to make the subsequent backtrack search more eIcient (see,
e.g., [7–9, 16, 22]). Using consistency techniques some classes of problems have been
characterized to have polynomial solutions. In the binary case, for instance, when the
constraint graph is a tree, the corresponding constraint satisfaction problem becomes
tractable, and polynomial solutions, based on consistency techniques, have been pro-
vided by Mackworth [16], Freuder [7], and Dechter and Pearl [4]. In particular, Dechter
and Pearl [4] propose an optimal algorithm with a time bound of O(nk2), that cor-
responds to the size of the description of a binary CSP with n variables, and m¡n
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constraints, when each constraint is explicitly represented as an k × k matrix. Further-
more, in [13] suIcient conditions are provided under which a CSP can be solved by
a fast parallel algorithm. On the other hand, some tentatives have been done to 2nd
approximate solutions for the constraint satisfaction problem in the general case (see,
e.g., [14, 15]).
In some cases the knowledge of the problem de2ned by the set of constraints may
vary along the time giving the problem dynamic features. For example, many prob-
lems in image processing and in constraint logic programming can be modeled as
dynamic CSPs [17, 22]. Other applications of dynamic CSPs are known in the de-
sign of practical systems (see, e.g., [12]). During the computation, as the knowledge
of the problem increases, it may be the case that the universe of allowed solutions
shrinks more and more. In other cases, it might be the structure of the constraints
themselves that is changing with time. In these situations it is interesting to handle
eIciently restrictions, i.e., either deletion of tuples from existing constraints, or in-
troduction of new constraints, or relaxations, i.e., insertions of tuples or deletions
of constraints, while maintaining information on the satis2ability of the constraints
and a current solution of the problem. The idea is to design algorithms that, after
a change to the input of the problem, are able to update the current solution of the
problem more eIciently than recomputing everything from scratch after each modi-
2cation. If we can deal eIciently only with sequences of restrictions, or sequences
of relaxations the problem is said to be partially dynamic; if sequences of both the
operations can be handled eIciently we call the problem fully dynamic. Note that,
if we deal only with sequences of relaxations, a non-trivial work is required only
when we start from a CSP which is not satis2able. On the other side, if we perform
fully dynamic sequences of relaxations and restrictions, a single relaxation always re-
quires a non-trivial work, because it changes the space of allowed solutions for further
restrictions.
Previous results on the dynamic CSP have been proposed in [5, 11, 12, 17]. For
instance, in [5, 11] algorithms are given to handle CSPs in which introductions and
removals of variables are allowed during the search for a solution. Most of the previ-
ous dynamic solutions are not evaluated from a computational point of view, and are
not compared with their static counterparts in the usual cost models (worst case and
amortized [24]).
In this paper we deal with binary CSPs whose constraint graph is a tree (tree-like
CSPs from now on), and present the following partially dynamic algorithms to maintain
a solution of the CSP:
• An algorithm that requires O(nk2) total time over any sequence of pair deletions, thus
achieving an optimal O(1) amortized time bound on sequences of K(nk2) operations.
In this solution we follow an approach based on the directional arc-consistency
property introduced by Dechter and Pearl [4], and in particular we implicitly maintain
the set of all the admissible solutions for a CSP of the above kind.
• An algorithm that requires O(nk(k + log n)) total time over sequences of general
restrictions, including insertions of new constraints and pair deletions.
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We also show how a sequence of relaxations, that is performed starting from a satis-
2able CSP, can be trivially handled in O(1) worst case time per operation. Finally, we
address a class of (non-binary) CSPs, that we call the acyclic CSPs, showing that the
approach of Dechter and Pearl and our dynamization are valid also for this larger class.
All the proposed solutions require space bounds proportional to the size of the
considered problem. On request, a solution (having size n) is returned in O(n) worst
case time.
The remainder of the paper is organized as follows. In Section 2 we introduce a more
formal de2nition of CSP and a description of properties and methods exploited to deal
with this problem. In Section 3 we present our approach to the dynamic binary tree-like
CSP. In Section 4, we extend our results to a class of non-binary CSPs. Finally, in
Section 5 we provide some concluding remarks and discuss some open problems.
2. Basic denitions and previous results
The CSP has been 2rst introduced by Montanari [18] to capture and study in a single
formal framework a wide set of problems arising in various 2elds of computer science
and combinatorics. CSP can be regarded in terms of hypergraphs, a well studied model
(see, e.g., [2]).
Denition 2.1. A labeled hypergraph HL is a triple 〈N; A; l〉 where
• N is a 2nite set of nodes;
• A is a 2nite set of hyperarcs such that A⊆P+(N ), where P+(N )= {X |X ⊆N and
X = ∅};
• l : A→L is a labeling function with values in the set of labels L.
Sometimes it is convenient to partition the set of hyperarcs A according to their
cardinality, de2ning Ak = {h | h∈A and |h|= k}. In this case it is possible to consider




In the previous section we have given a 2rst possible de2nition of a CSP as the
problem of 2nding an assignment  =(1; 2; : : : ; n) of values for a set of variables
V satisfying a given set of constraints E. A CSP or, more precisely, the network of
constraints (V; E) which it is based upon, can be modeled by means of a constraint
hypergraph.
Denition 2.2. The constraint hypergraph of a network of constraints (V; E) is a
labeled hypergraph HL = 〈N; A; l〉 where
• N ≡V ;
• A= {(vi1 ; vi2 ; : : : ; vik ) | ei(vi1 ; vi2 ; : : : ; vik ) is a constraint in E};
• any hyperarc in A is labeled by l with the corresponding constraint in E. In particular,
lk : Ak →P(Uk), where U is a 2nite domain for all the variables in V .
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A solution for a CSP is an assignment of values  =(1; 2; : : : ; n) to the n vari-
ables of the network that satis2es all the constraints, i.e., such that, for any hyperarc
h=(vi1 ; vi2 ; : : : ; vik )∈A; (i1 ; i2 ; : : : ; ik )∈ l(h). A CSP is satis2able if it admits at least
a solution.
In this paper we will be primarily concerned with binary CSPs, i.e., CSPs where
each constraint involves at most two variables. The corresponding network is an (or-
dinary) undirected graph, and will be called the constraint graph. A binary constraint
e(vi; vj) between vi and vj is a subset of the cartesian product of their domains, i.e.,
e(vi; vj)⊆Di × Dj.
A binary constraint e(vi; vj) can be represented using a k× k matrix denoted as Ri; j,
where k =max{|Di|; |Dj|}, and the entries 0 and 1 indicate forbidden and permitted
pairs of values, respectively. In what follows we refer both to a constraint and to the
corresponding binary matrix as Ri; j, when the context is not ambiguous. A constraint
Ri; j is called universal if Ri; j =Di×Dj. If there is no constraint between two variables
vi and vj of a binary CSP, then all the pairs of possible values for vi and vj are
allowed, i.e., Ri; j is universal.
A trivial (exponential time) algorithm to 2nd a solution for a CSP is based on
backtracking (see, e.g., [7]). Backtracking occurs when an instantiation chosen during
a backtrack search, consistent with all previous choices, must be discarded later in the
search when no consistent instantiation can be made for a variable at a lower level in
the backtrack tree.
In [7, 8, 16, 18] it is shown that, if the CSP satis2es certain conditions on the structure
of the constraint graph and on the values within the constraints, the problem turns out to
be polynomially solvable. Following their approach, which deals with directed graphs,
we need to consider any binary constraint Ri; j as labeling both the two directed arcs
(vi; vj) and (vj; vi), whose matrix representations satisfy Ri; j =RTj; i.
Denition 2.3. Given a constraint graph G=(N; A), a directed arc (vi; vj)∈A is consis-
tent iG, for any value x∈Di, there is a value y∈Dj such that (x; y)∈Ri; j. A constraint
graph is arc-consistent if all its directed arcs are consistent.
In [6] Freuder de2ned the property of k-consistency as a generalization of arc-
consistency. This property speci2es that if we choose values for any k − 1 variables
that satisfy all the constraints de2ned only on these variables, together with an arbitrary
kth variable, it is possible to 2nd a value for the kth variable such that all the constraints
on the k variables will be satis2ed by the k values taken together. Strong k-consistency
is k ′-consistency for all k ′6 k. If a constraint graph is k (strong) consistent then k
is called the level of (strong) consistency of the graph. Note that, arc consistency
corresponds to 2-consistency.
An ordered constraint graph (G; d) is a constraint graph G in which the nodes
are given a total order d= 〈v1; v2; : : : ; vn〉. The ordering d corresponds to the order in
which the variables are chosen for instantiation in the backtrack search. An arc (vi; vj)
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of G is directed along d if i¡j with respect to d. In what follows, without loss of
generality, we assume that the constraint graph G is connected. In the case in which
this assumption does not hold, we can deal with each connected component of G as a
separate problem.
Denition 2.4. The width of a node vj in an ordered constraint graph (G; d) is the
number of links (vi; vj) such that i¡j with respect to d. The width of an ordering is
the maximum width of all nodes. The width of a constraint graph is the minimum
width of all the orderings of the graph.
Freuder in [7] provided an O(n2) algorithm for 2nding both the width of a graph
and the ordering corresponding to that width. He further showed that a constraint graph
is a tree if and only if it has width 1.
A lot of attention has been dedicated in the literature to backtrack-free searches for
2nding a solution of a CSP, i.e., searches that terminate without making backtracking
steps. The obvious interest in such an approach is due to the fact that a backtrack-free
search can provide a solution in linear time. Freuder [7] showed the following relation
between width and consistency that guarantees a backtrack-free search for the solution.
Theorem 2.1 (Freuder [7]). There exists a backtrack-free search for a binary CSP
if the level of strong consistency is greater than the width of the constraint graph.
Subsequently, Dechter and Pearl noticed that full arc-consistency, i.e., arc consistency
along every direction, is more than what is actually required to achieve a backtrack-free
search for a width-1 CSP [4], i.e., for a tree-like CSP. The arc-consistency is required
only with respect to a single direction, i.e., the one in which a backtrack search selects
variables for instantiation. With this simple observation they motivate the following
de2nition.
Denition 2.5. An ordered constraint graph (G; d) is d-arc consistent if all the arcs
directed along d are consistent. A constraint graph is directional arc-consistent if it is
arc-consistent along a 2xed direction.
They also proposed the algorithm called Dac and shown in Fig. 1, for achieving
directional arc-consistency for any ordered constraint graph (the order d= 〈v1; v2; : : : ; vn〉
is assumed). Procedure Revise(vi; vj), given in [16], deletes values from the domain
Di in O(k2) steps in the worst case, where k = max{|Di|; |Dj|}, until the directed
arc (vi; vj) is made consistent. Dechter and Pearl in [4] proved the following result.
Theorem 2.2 (Dechter and Pearl [4]). Algorithm Dac ?nds a solution for a tree-like
CSP in O(nk2) steps; and this is optimal.
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procedure Dac(G; d)
1. begin
2. for i= n to 1 do
3. for each arc (vi; vj) in G with i6 j w.r.t. d do
4. Revise(vi; vj)
5. end
Fig. 1. An algorithm for achieving directional arc-consistency.
3. Dynamic binary CSP
In this section we describe partially dynamic algorithms for maintaining a solution to
a tree-like CSP, handling either sequences of restrictions, or sequences of relaxations.
The idea behind this new approach is to maintain the property of d-arc consistency,
which guarantees a backtrack-free search for the solution for tree-like CSPs. Hence,
we assume that, before any sequence of update operations, the CSP is d-arc consistent
for some given order d. In what follows we will 2rst analyze the case of restrictions
in Section 3.1, then we will describe brieNy how to deal with the simpler case of
sequences of relaxations in Section 3.2, and 2nally we will point out the diIcuties of
handling fully dynamic sequences of restrictions and relaxations in Section 3.3.
3.1. Restrictions
Given a tree-like CSP that is d-arc consistent, our goal is to maintain a solution for
the CSP, or equivalently the property of d-arc consistency that guarantees a backtrack-
free search for the solution, while performing arbitrary sequences of restrictions of the
following kind:
1. pair deletion from preexisting constraints;
2. arc (constraint) insertion.
We remark that the two operations above are homogeneous. In fact, if we insert
an arc (vi; vj) then, before the insertion, Ri; j is universal, i.e., there is no constraint
between vi and vj; as a consequence of the insertion of (vi; vj) a new constraint R′i; j
between vi and vj is added to the CSP. R′i; j can be computed by simply deleting from
Ri; j all the pairs not admitted by the new constraint. On the other hand, to ensure a
backtrack-free search for the solution for a tree-like CSP after an arc insertion, it is
not suIcient to maintain only the property of d-arc consistency, but, by Theorem 2.1,
it is necessary to maintain also the property of having width equal to 1. Hence, we
are required to verify that the constraint graph obtained after each insertion is still a
forest.
In what follows, we will 2rst describe an algorithm for handling pair deletions, and
then we will use this algorithm as a subprogram of the algorithm for handling arc
insertions.
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3.1.1. Pair deletions
A trivial solution of the pair deletion problem consists in applying after each dele-
tion the O(k2) oG-line algorithm Revise, given in [16], to all the arcs involved in
the modi2cation, obtaining an O(nk2) worst-case time bound for each deletion. For
simplicity, we express bounds in terms of the parameter k, denoting the maximum size
of any domain for the variables in V , i.e., k = maxvi∈V{|Di|}.
In this section we propose a data structure and a dynamic algorithm that allow us
to maintain the d-arc consistency for a tree-like CSP in O(nk2) total time, under an
arbitrary sequence of pair deletions, i.e., in O(1) amortized time per operation over
sequences of K(nk2) pair deletions.
The only case in which a pair deletion can modify the directional arc-consistency
of an ordered tree-like network is when we delete a pair (a; b) from a constraint Ri; j
and the pair (a; b) is the only one that guarantees consistency of the arc (vi; vj) for the
value a∈Di. In other words when, before the deletion of (a; b), for any b′ ∈Dj such
that b′ = b, Ri; j(a; b′)= 0.
Lemma 3.1. Let (a; b)∈Ri; j be a pair such that for each value b′ ∈Dj; with b′ = b;
Ri; j(a; b′)= 0. The deletion of (a; b) from Ri; j requires the deletion of value a from
the domain Di; in order to restore arc consistency for arc (vi; vj).
Proof. It is suIcient to observe that, after the deletion of (a; b), the value a∈Di
satis2es the following condition: for any value x∈Dj; Ri; j(a; x)= 0, i.e., the arc (vi; vj)
is not consistent according to De2nition 2.3. Thus, removing the value a from Di
restores the consistency of arc (vi; vj).
Let us call critical both a pair complying the hypothesis of Lemma 3.1, and its
deletion. After the deletion of a critical pair (a; b)∈Ri; j, we have that restoring arc
consistency implies the “deletion” of value a from Di, which means that no solution
for the considered CSP can assign vi = a. This, in turn, implies that a pair (z; a) in
a constraint Rh; i, for every z and h, cannot contribute to build up a solution for the
CSP, or to support consistency of arcs. These considerations lead to the ideas behind
our algorithms: to support explicit pair deletions, requested by a user, and implicit pair
deletions, performed by the algorithms in order to restore consistency.
In the rest of this section we 2rst describe our data structures, and then we provide
the details of the algorithms.
The data structure As previously remarked, after a pair deletion the domains of
variables can only shrink. Let us denote as Di(0) (i=1; 2; : : : ; n) the initial domain of
variable vi. For any i, the following inequalities trivially hold: |Di|6|Di(0)|6k.
For each variable vi we maintain the current content of Di in a binary vector Ri,
indexed by the element of the initial domain Di(0), and de2ned as follows:
Ri(x)=
{
1 if the value x is still in Di;
0 if the value x has been deleted from Di:
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Fig. 2. An example of the data structure used to represent a generic constraint Ri; j . Here, D= {a; b; c},
k =3, and the illustrated constraint is Ri; j = {(a; a); (b; b); (b; c); (c; b)}.
For each vi, we maintain also an integer di representing the current cardinality
of Di.
A binary constraint Ri; j is represented as an array of columns, any column being
handled both as an array and as a set. In other words, for each value y∈Dj, we
maintain the set of values x∈Di such that (x; y)∈Ri; j. The sets will be handled by a
simple technique shown in [23], that allows us to perform pair deletions in constant
amortized time, as we will in the proof of Theorem 3.3.
The data structure required for representing the generic constraint Ri; j includes a
k × k matrix of pointers, denoted Ri; j itself, and a k-cardinality array Ci; j of pointers.
The generic component Ci; j(y) is a pointer to a double-linked list containing all the
values x∈Di such that (x; y)∈Ri; j. The de2nition of matrix Ri; j is the following:
Ri; j(x; y)
{
points to the item x in the list Ci; j(y) if the pair (x; y)∈Ri; j;
nil otherwise:
Finally, we maintain another array of size k, denoted Counti; j, where the generic
component Counti; j(x) is the number of elements that are not nil in the xth row of
Ri; j. In Fig. 2 we provide an example to illustrate the data structure described above.
The algorithm. The data structure described above can be initialized in O(nk2) time,
because we have O(n) constraints, each of size k2. As we previously remarked, when
we delete a critical pair (a; b) from Ri; j, by Lemma 3.1, we must delete the value a
from Di; as a consequence, all the pairs of the kind (∗; a) must be deleted from every
constraint Rh; i. In fact, these pairs are now not necessary for maintaining the directional
consistency of both arc (vh; vj) and the whole network. This corresponds to empty the
whole list pointed by Ch; i(a) in the constraint Rh; i.
The algorithm that we propose for handling pair deletions is implemented by two
procedures, whose behavior is summarized in the following:
1. Procedure Explicit Deletion(a; b; Ri; j) performs explicit pair deletions; in addi-
tion it handles in constant time the deletion of a pair that has been previously
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procedure Explicit Deletion (a; b; Ri; j)
1. begin
2. if Ri; j(a; b) = nil {i.e., if the pair (a; b) has never been deleted}
3. then Implicit Deletion (a; b; Ri; j)
4. end
Fig. 3. Procedure Explicit Deletion.
procedure Implicit Deletion (a; b; Ri; j)
1. begin
2. delete a from Ci; j(b)
3. Ri; j(a; b) := nil
4. decrement Counti; j(a)
5. if Counti; j(a)= 0
6. then begin {a critical deletion occurs}
7. Ri(a) := 0 {i.e., remove a from Di}
8. if Di = ∅
9. then report (“CSP unsatis2able”)
10. else
11. for each arc (vh; vi)
12. for each z ∈Ch; i(a) do
13. Implicit Deletion (z; a; Rh; i)
14. end {d-arc consistency restored}
15. end
Fig. 4. Procedure Implicit Deletion.
deleted, i.e., a pair (a; b) such that Ri; j(a; b)= nil. Otherwise, i.e., if Ri; j(a; b) = nil,
it calls Procedure Implicit Deletion with the same parameters.
2. Procedure Implicit Deletion(a; b; Ri; j) is in charge to delete pairs from the data
structure. The deletions of non-critical pairs is performed in constant time, while
a critical deletion determines recursive calls to Procedure Implicit Deletion in
order to restore arc consistency.
The two procedures are shown in Figs. 3 and 4, respectively, and are described in
the following.
The deletion of a pair (a; b) from a binary constraint Ri; j is obtained by calling
Procedure Explicit Deletion(a; b; Ri; j) which, in turn, makes a call to
Implicit Deletion(a; b; Ri; j) in the case that pair (a; b) was not previously deleted
(explicitly or implicitly). Procedure Implicit Deletion initially deletes the item a
pointed to by Ri; j(a; b) in the list appended to Ci; j(b), sets Ri; j(a; b) to nil, and then
decreases Counti; j(a) in order to record the deletion.
Now, the algorithm must verify if the deletion modi2es d-arc consistency for the
arc (vi; vj), i.e., if the pair (a; b) was critical for constraint Ri; j. This can be easily done
by testing whether Counti; j(a) is 0 or not. If Counti; j(a) =0 the property is maintained,
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otherwise from Lemma 3.1 the value a is deleted from Di setting Ri(a)= 0. Each of the
operations listed above requires O(1) worst-case time. If the domain Di becomes empty
(di =0 after the deletion), the problem becomes unsatis2able, otherwise the algorithm
must try to restore d-arc consistency for any arc (vh; vi), if possible, by recursive calls
to Procedure Implicit Deletion.
We observe that the algorithm terminates, because the only case in which this
could not be true is when it enters in the nested loop to propagate the previous
updates (lines 11–13). In this case the total number of recursive calls to Procedure
Implicit Deletion is O(nk2) (i.e., the total number of pairs in the data structure),
that is 2nite.
The following theorem proves the correctness of the described procedures.
Theorem 3.2. Given a binary CSP with width 1 which is d-arc consistent; then after
the execution of Explicit Deletion(a; b; Ri; j) the CSP is d-arc consistent.
Proof. Only a critical deletion may possibly destroy directional consistency of the
network. The directional consistency of arc (vi; vj) in guaranteed in one of the following
ways:
1. If the pair (a; b) is not critical for Ri; j with respect to the value a∈Di, then its
deletion cannot modify the property.
2. Otherwise, if the pair (a; b) is critical for Ri; j, then by Lemma 3.1 its deletion
determines the elimination of the value a from Di, to restore the property.
In the second case the deletion could modify the consistency of some arc (vh; vi).
The consistency of this arc is however restored by the deletion of all the pairs of the
kind (∗; a) from the matrix Rh; i, by recursive calls to Procedure Implicit Deletion.
For each of these pairs we can reapply the reasoning used above.
In this way we always guarantee the consistency of each arc in the tree-like network,
and the theorem is proved.
We have already given a worst-case analysis for the execution of a single-pair dele-
tion; now we want to show that the data structure and the algorithm proposed are
eIcient in amortized sense [24]. In particular, we consider an arbitrary sequence of
explicit deletions, i.e., calls to Procedure Explicit Deletion, and evaluate the time
required to handle the whole sequence.
Theorem 3.3. The total time required to maintain d-arc consistency of a width-1
CSP; under an arbitrary sequence of pair deletions; is O(nk2); which gives O(1)
amortized time per deletion over any sequence of K(nk2) operations.
Proof. Constant worst-case time is required to perform each call to
Explicit Deletion, without considering the cost needed for the execution of
Implicit Deletion. The data structure contains at most nk2 non-nil pairs. In each
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execution of Procedure Implicit Deletion at least one pair becomes nil (line 3), and
the procedure never reconsiders a pair which is nil, i.e., that has been previously deleted
(see line 2 of Explicit Deletion and lines 10–13 of Implicit Deletion). In fact,
Implicit Deletion is called in line 2 of Explicit Deletion only when the deleted
pair is not nil; in lines 10–13, for each considered arc (vh; vi), Implicit Deletion
deletes only the pairs (z; a) in Rh; i such that z belongs to the list Ci; j(a), i.e., only the
pairs that are not nil. This implies that over any sequence of pair deletions at most nk2
pairs can be deleted, and O(nk2) total time is required to perform the deletions. If the
length of the sequence is K(nk2) then we obtain O(1) amortized time per deletion.
3.1.2. Arc (constraint) insertions
In this section we propose an extension of the data structure used in the previous
section, and a dynamic algorithm that allow us to maintain a solution to a tree-like
CSP in O(nk(k + log n)) total time, under an arbitrary sequence of arc insertions and
pair deletions.
A generic insertion of an arc (xi; xj) is treated here as a sequence of deletions from
the universal constraint Ri; j, of all the pairs that are not allowed after the insertion.
To ensure a backtrack-free search for the solution for a tree-like network under a
sequence of arc insertions, it is not suIcient to maintain only the property of d-arc
consistency, but, by Theorem 2.1, it is necessary to maintain also the property of having
width equal to 1. Hence, we are required to verify that the constraint graph obtained
after each insertion is a forest. This can be easily done by using the fact (shown in
[7]) that a graph has width 1 if and only if it is a forest. It follows that, given a forest
F , the insertion of an arc (xi; xj) maintains the property of having width 1 for F if and
only if the nodes xi and xj belong to diGerent trees in the forest.
The data structure: In order to maintain the properties of d-arc consistency and
width 1 for a tree-like CSP subject to an arbitrary sequence of arc insertions, we use
an extension of the data structure described in Section 3.1.1. Precisely, we use the
following additional data structures:
• A double-linked list L of pointers to the roots of the trees in the forest.
• A record for each node in the forest, containing the following 2elds: a pointer p to its
parent in the forest; a pointer children to the list of its children in the corresponding
tree; a pointer list, which is signi2cant only for the root nodes, to the item in L that
points to it.
Using this extended data structure we can maintain eIciently the property of d-arc
consistency in the same way described in Section 3.1.1. The property of width 1 is
maintained as described in the following. We denote as r(x) the root of the tree in the
forest containing node x, as T (x) the tree itself, and as |T (x)| its size, i.e., the number
of nodes it contains. Furthermore, we assume that each node in the forest knows which
is the root of the tree in which it is contained, and that the root of each tree in the
forest knows the size of the corresponding tree.
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procedure Insert(xi; xj: node; Ri; j: constraint)
1. begin
2. if r(xi) = r(xj) then
3. begin
4. Update(xi; xj; Ri; j)
5. delete the item in L which points to xi
6. end
7. else report (“width(G)¿1”)
8. end
Fig. 5. Procedure Insert.
The algorithm: After the insertion of an arbitrary arc (xi; xj), our algorithm performs
the following operations:
1. If r(xi)= r(xj) then the algorithm halts because the width of the actual constraint
graph becomes 2;
2. otherwise, i.e., if r(xi) = r(xj), the smallest tree between T (xi) and T (xj), say T (xi),
is “reversed”; that is, the direction of all arcs in the path from xi to r(xi) is reversed,
thus making xi the new root of T (xi), and the additional structures involved in this
operation are properly updated;
3. the directional consistency of the arcs involved in this process is suitably restored,
in order to maintain the property on the whole network; in addition, for every node
in T (xi), the information on the root of the tree in which it is contained is properly
updated;
4. p(xi) is set to point to xj and the item in the double-linked list L which points to
xi is deleted;
5. the universal constraint Ri; j is created, and a sequence of deletions of the pairs that
are not allowed by arc (vi; vj) is performed;
6. the performed updates are propagated to all the arcs in the path from xj to r(xj).
Our algorithm is structured in the form of three procedures called Insert, Update
and Reverse. Procedure Insert(xi; xj; Ri; j) in Fig. 5 2rst checks whether r(xi) = r(xj).
In such a case the insertion is allowed and the algorithm properly call Procedure
Update described in Fig. 6. In the other case the algorithm halts because the insertion
of (xi; xj) introduces a cycle in the current constraint graph. This implies that the
property of having width 1 for the considered CSP, is maintained after an arc insertion.
In the proposed procedures the union of the domains of all the variables is denoted
as D. Procedure Update(xi; xj; R) calls Procedure Reverse only if the node xi is not
a root. Arc (xi; xj) is inserted in constant time by setting p(xi) to xj, and inserting xi
in the list of children of xj. Then, the procedure creates in O(k2) time the universal
matrix Rj; i, deletes from Rj; i all the pairs not allowed after the insertion, and possibly
propagates these updates to the arcs on the path between xj and r(xj). This is done
in O(k2|T (xj)|) total time by using Procedure Implicit Deletion to restore the
directional consistency of the encountered arcs.
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procedure Update(xi; xj: node; R: constraint)
1. begin
2. rename xi and xj in such a way that |T (xi)|6|T (xj)|
3. if xi = r(xi) then
4. Reverse(xi; p(xi); p(p(xi)))
5. p(xi):=xj
6. Rj; i:=R
7. insert the item xi in the list children(xj)
8. for each a∈D do
9. if a =∈Di then
10. for each z ∈Cj; i(a) do
11. Implicit Deletion(z; a; Rj; i)
12. end
Fig. 6. Procedure Update.
procedure Reverse(xi; xj; xh: node)
1. begin
2. if xj =xh then Reverse(xj; xh; p(xh))
3. p(xj) := xi
4. p(xi) := xi
5. update the lists children(xi) e children(xj)
6. for each a∈D do
7. if a =∈Dj do
8. for each z ∈Ci; j do
9. Implicit Deletion(z; a; Ri; j)
10. end
Fig. 7. Procedure Reverse.
Procedure Reverse, shown in Fig. 7, reverses the direction of all the arcs on the
path from xi to r(xi) and, for each of them, ensures the consistency in the new direction
in O(k2|T (xi)|) worst-case total time, by using Procedure Implicit Deletion.
By the considerations above we have that the total time required for inserting an
arc (i; j) between two trees Ti and Tj in a forest is O(k2 · (|Ti| + |Tj|)). Further-
more, the correctness of the algorithm for arc insertions is a straightforward con-
sequence of the above discussion, and of the correctness of Procedure
Implicit Deletion.
Now, we will prove that the proposed data structures and algorithms are eIcient in
amortized sense [24]. In particular, we will prove that the total time required to perform
an arbitrary sequence of arc insertions, each of size O(k2), is O(nk(k + log n)). This
is better than the O(n2k2) bound which we would obtain by the above worst-case
analysis.
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Theorem 3.4. The total time required to maintain the properties of d-arc consis-
tency and width 1 for a binary CSP; under an arbitrary sequence of K(n) constraint
insertions; each of size O(k2); starting from an empty constraint graph and leaving
the graph acyclic; is O(nk(k + log n)).
Proof. Since arc insertions delete pairs (by calling Implicit Deletion), any se-
quence of arc insertions will accumulate a cost of O(nk2) from pair deletions. This is
the time required by the algorithm to maintain the property of d-arc consistency of the
whole network under the sequence of arc insertions.
To enforce width 1 for the constraint graph, our algorithm must perform in the
worst-case one Reverse operation, for each arc insertion. During a sequence of K(n)
arc insertions, since we reverse always the tree with minimum size, each arc can be
reversed at most O(log n) times. In fact, any time that an arc (x; y) is reversed, it
belongs to a tree whose size is at least twice the size of the tree that contained (x; y)
the last time it was reversed. During a sequence of K(n) arc insertions the size of a
tree can double at most O(log n) times, that leads to a total of O(n log n) arc reversals
during the sequence.
During each arc traversal Procedure Reverse performs a subset of the O(nk2) possi-
ble pair deletions. Furthermore, for each arc traversal Procedure Reverse executes the
loop starting at line 6 which requires O(k) time to be executed, without considering
the cost of the calls to Implicit Deletion at lines 8–9. So the total time required
for maintaining the width 1 property of the constraint graph is O(kn log n).
Finally, the total time required to perform a sequence of K(n) arc insertions, each
of size O(k2), is O(nk2 + kn log n)=O(nk(k + log n)). This gives O(max{log n=k; 1})
amortized time for every arc insertion in the sequence.
We know that inserting an arc and deleting a pair from a tree-like CSP are homoge-
neous operations, in the sense that these operations can only reduce the set of solutions
of the current CSP. For this reason, we can perform sequences of arc insertions and
pair deletions on a constraint graph by using the same data structure described in
Section 3:1:2. The next theorem follows directly from Theorems 3.3 and 3.4.
Theorem 3.5. The total time required for maintaining the properties of d-arc con-
sistency and width 1 for a binary CSP under a sequence of arc insertions and pair
deletions is O(nk(k + log n)).
3.2. Relaxations
Given a tree-like CSP that is d-arc consistent, we want to maintain a solution for
the CSP, or equivalently the property of d-arc consistency that guarantees a backtrack-
free search for the solution, while performing arbitrary sequences of relaxations of the
following kind:
1. pair insertion in preexisting constraints;
2. arc (constraint) deletion.
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We remark that deleting an arc (vi; vj) is equivalent to inserting in Ri; j all the pairs
currently not contained in that constraint; in this way Ri; j becomes a universal con-
straint. Both the operations cannot modify the d-arc consistency of the constraint graph;
in fact, by De2nition 2.3 the insertion of a pair in a preexisting constraint does not
violate that property. Furthermore, the deletion of an arc cannot destroy the property
of the constraint graph of having width 1. For the above reasons, both the operations
(inserting a pair in a preexisting constraint or deleting an arc) can be trivially handled
in constant worst-case time.
Problems arise if we add any pair in a preexisting constraint of a network which is
not satis2able (or if we perform an intermixed sequence of restrictions and relaxations).
In fact, in this case it is necessary to consider the newly introduced values that could
yield a satis2able network. As it will be shown in the next section, this makes the
fully dynamic problem harder.
3.3. The fully dynamic problem
In this section we show that our data structure can accommodate a mixed sequence
of insertions and deletions of tuples from constraints. Each pair insertion can be han-
dled in constant time. The time required to process any subsequence of pair deletions
can be O(nk2). This can be done by performing lazy pair insertions. This approach
requires an operation that we call restore, consisting in applying the oG-line O(nk2)
algorithm to recompute from scratch the contents of the data structures. Some details
follow:
• when an explicit deletion occurs, the corresponding entry in the binary matrix repre-
sentation is marked: in this way both the original constraints (the unmarked items)
and the pruned version updated by the algorithm (the non-null items) are represented
in the data structures;
• when the problem becomes unsatis2able, and at least one insertion has been per-
formed since the last restore occurred, a new restore is performed.
In this way the newly introduced values are considered only when the old ones are
not suIcient to build a solution for the considered CSP. Since the time required by
deletions between two subsequent restore operations is at most O(nk2), computing a
restore does not modify the asymptotic performance of the algorithm.
4. An extension to a class of non-binary CSP
In this section we extend the results described in the previous sections to a class of
non-binary CSPs, that we call acyclic CSPs. In particular, this is the class of those
CSPs for which the constraint hypergraph is strongly acyclic. This property is formally
de2ned below, by using De2nition 2:1.
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Denition 4.1 (Ausiello [1]). Given an hypergraph H = 〈N; A〉, its FD-graph is a bi-
partite undirected graph G(H)= 〈NH ; AH 〉, where:
• NH =N ∪A,
• AH = {(x; y) | x∈N; y∈A; and x∈y}.
Denition 4.2. An hypergraph H = 〈N; A〉 is strongly acyclic if the corresponding FD-
graph G(H)= 〈NH ; AH 〉 is acyclic, i.e., it is a tree.
Denition 4.3. A CSP is acyclic if the corresponding labeled constraint hypergraph is
strongly acyclic.
After having speci2ed the class of CSPs we deal with, we now describe how to
use the dynamic approach proposed in the previous sections to this larger class of
problems.
As seen in Section 2, in a generic CSP each k-cardinality hyperarc ai of the cor-
responding constraint hypergraph H is labeled by a table Ti which contains all the k-
tuples of values allowed for the variables involved. Given a generic labeled constraint
hypergraph Hl= 〈N; A; l〉, the corresponding labeled FD-graph G(Hl)= 〈NHl ; AHl ; l′ 〉
can be built as follows:
1. for any node in N there is a corresponding node in NHl ;
2. if aj =(vi1 ; vi2 ; : : : ; vik ) is a k-cardinality hyperarc in A, then there is a corresponding
node Fj in NHl , and the arcs (vi1 ; Fj); (vi2 ; Fj); : : : ; (vik ; Fj) in AHl ;
3. for each hyperarc aj, if the label of aj is ej(vi1 ; vi2 ; : : : ; vik ), then generate a new
label e∗j (vi1 ; vi2 ; : : : ; vik ; key) for aj, as a collection of (k + 1)-tuples obtained from
the k-tuples in ej adding a 2eld, denoted key, which takes a diGerent value for each
of the k-tuples;
4. for each of the arcs (vi; Fj) introduced in step 2, create the corresponding binary
constraint e(vih ; Fj), such that
l′((vih ; Fj))= e(vih ; Fj)= {(xih ; key) | (xi1 ; xi2 ; : : : ; xik ; key)∈ e∗j }:
This relationship also de2nes the labeling function l′ for the resulting graph G(Hl).
If the FD-graph G(Hl) obtained from Hl by applying the previous steps is acyclic,
all the algorithms described in the previous sections can be simply extended to G(Hl)
and so to Hl. In fact, this only requires to create, for each arc (x; y) in G(Hl), the
matrix Rx;y starting from the available label ex;y.
Now, if G(Hl)= 〈NH ; AH ; l′〉 is the FD-graph corresponding to a strongly acyclic
constraint hypergraph Hl= 〈N; A; l〉 of an acyclic CSP, let us reconsider the parameters:
• n= |N |, i.e., n is the number of variables in the considered CSP. We now show
that |NH |62n− 1, that is |A|6n− 1. First of all note that the following properties
hold: (i) for each hi ∈A, |hi|¿2 (by de2nition of constraint hypergraph of a CSP);
(ii) for each hi; hj ∈ A, |hi ∩ hj|61 (by the fact that GHl is a tree). Let us suppose
that |A|¿n − 1, and let us consider an arbitrary subset A′ of A of size n − 1. Let
S be the subhypergraph of Hl induced by the hyperarcs of A′. Since |A′|6n − 1,
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and the FD-graph of S is a tree, if we apply inequalities (i) and (ii) above to the
hyperarcs of A′, then they become equalities. This implies that S is a tree. If we
add to A′ a new hyperarc of A (i.e., we consider an arbitrary subset A′ of A of size
n), then the subhypergraph of Hl induced by the hyperarcs of A′ has a cycle, and
hence also GHl , contradicting the fact that GHl is a tree.
• k = maxaj∈A{|ej|}, i.e., k is the maximum cardinality of the constraints in the orig-
inal CSP (note that for any variable vi, |Di|6k).
The above discussion and the results of Section 3 imply the following theorem.
Theorem 4.1. Let us consider an arbitrary CSP de?ned on n variables and using ar-
bitrary constraints with maximum size k. If the considered CSP is acyclic; then there
exist data structures and algorithms supporting arbitrary sequences of operations of
the following kinds:
1. deletion of k-tuples from any constraint;
2. insertion of new constraints that leave the CSP acyclic.
The total time required to maintain a solution for such a dynamic CSP is O(nk(k+
log n)). If the allowed operations are restricted to be tuple deletions; the required
total time is O(nk2). In both cases; reporting a solution for the current CSP; i.e.; an
assignment for the n variables; requires O(n) time.
5. Conclusions
In this paper we propose dynamic algorithms for the constraint satisfaction prob-
lem. In particular, we consider a simple case, where the constraints are binary and
the network is acyclic. Following an approach proposed by Dechter [4] for the static
case, we propose algorithms that support deletion of allowed tuples from constraints,
and insertion of new constraints, while maintaining a data structure which implicitly
represents all possible solutions for the considered CSP. We also extend the class of
constraints suitable to be tackled by these algorithm to include what we de2ned acyclic
CSPs.
The arguments treated in this paper deserve further considerations. For instance, it
would be interesting to design eIcient algorithms for the fully dynamic problem.
Another 2eld of investigation is to study the possibility of applying the proposed
technique to other classes of binary CSPs, and the extension to the general case. Finally,
it seems to be very interesting to study the dynamic CSP in the framework proposed in
[11, 17], where the possibility of dynamically adding variables to the current problem
is considered.
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