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ABSTRACT
As a challenging and highly complex problem, the trajectory planning for unmanned combat aerial vehicle 
(UCAV) focuses on optimising flight trajectory under such constraints as kinematics and complicated battlefield 
environment. An online case-based trajectory planning strategy is proposed in this study to achieve rapid control 
variables solution of UCAV flight trajectory for the of delivery airborne guided bombs. Firstly, with an analysis of 
the ballistic model of airborne guided bombs, the trajectory planning model of UCAVs is established with launch 
acceptable region (LAR) as a terminal constraint. Secondly, a case-based planning strategy is presented, which involves 
four cases depending on the situation of UCAVs at the current moment. Finally, the feasibility and efficiency of the 
proposed planning strategy is validated by numerical simulations, and the results show that the presented strategy 
is suitable for UCAV performing airborne guided delivery missions in dynamic environments.
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1.  InTROdUCTIOn
In respect of military mission planning of unmanned 
aerial vehicles (UAVs), a critical problem is to obtain a path 
that allows UAVs to arrive at a pre-assigned target point 
considering the dynamics of vehicles with obstacles, collisions 
and threats avoidance1. Under this circumstance, online real-
time trajectory planning of unmanned combat aerial vehicle 
(UCAVs) has become a hotspot. 
At present, there have been many trajectory planning 
methods proposed for UAVs with the improvement of airborne 
computational capabilities2. The specific algorithms include 
cuckoo search3, moth search algorithm4, chaotic artificial bee 
colony5, biogeography-based optimisation (BBO)6, intelligent 
water drops optimisation7 and other optimal control methods. In 
recent years, the focus of more and more studies has shifted to 
applying optimal control methods to solve trajectory planning 
problems. Nevertheless, it is virtually difficult to obtain a rapid 
solution of optimisation methods due to the unrealistic prospect 
of working out analytical solutions. Therefore, numerical 
techniques have been applied to address the trajectory planning 
problems8. Numerical methods can be classed into two types, 
direct methods and indirect methods9. 
Zhang10, et al. proposed a real-time trajectory planning 
framework using inverse dynamics optimisation method 
in combination with receding horizon control. Zhu11, et al. 
suggested a Chaotic Predator-Prey Biogeography-based 
Optimisation (CPPBBO) approach to generate optimal or quasi-
optimal flight path. Duan12, et al. put forward an artificial neural 
network (ANN) in combination with imperialist competitive 
algorithm (ICA) for globally optimal trajectories. Curiac13, et 
al. adopted the 3D Arnold’s cat map to surveil the adversarial 
situation for path planning. Wang8, et al. proposed an improved 
version of bat algorithm (BA) for UCAV optimal trajectories. 
The relevant studies have been conducted to solve the 
problem with UCAV trajectory planning under desirable 
scenarios where only static threats are taken into account. 
However, the battlefield is highly complex and dynamic, which 
makes it necessary to develop an online trajectory planning 
algorithm for coping with pop-up mobile threats and targets. 
Besides, to ensure that the air-to-ground attack mission can be 
performed with success, UCAVs are supposed to arrive at the 
launch acceptable area of airborne guided bombs. 
In this paper, we discuss the problem of quickly finding 
a feasible flight path for UCAV from a predetermined starting 
point to the LAR and releasing airborne guided bombs to 
complete ground attacking. The flight path is required to be 
sufficiently smooth to satisfy the kinematic constraints of 
UCAVs while avoiding certain no-fly zones and highly-risky 
regions.
2. TRAjeCTORy PlAnnIng MOdel Of UCAV 
WITh WeAPOn ReleASe COnSTRAInTS
To address the issues of path planning for UCAVs with 
weapon delivery demands, a mathematical trajectory planning 
model with weapon release constraints is proposed in this 
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section. Firstly, the kinematic model of UCAV is introduced. 
Secondly, based on an analysis of the ballistic model of guided 
bombs equipped in UCAVs, LAR is obtained to serve as a 
terminal constraint for trajectory planning.
2.1 Kinematic Model of UCAV
Compared with tiltrotors, fixed-wing UCAVs demonstrate 
various advantages. Firstly, they can fly longer missions with a 
significantly higher velocity. Secondly, they are more reliable 
and suitable for highly complicated and dynamic missions, 
such as the suppression of enemy air defences and ground 
attack. It is assumed that each UCAV is equipped with a high-
performance low-level flight control system that ensures the 
stability of roll, pitch and yaw maneuvers with altitude holding 
ability. explicit flight speed, turn rate and climb rate are treated 
as the control inputs14.
eqn. (1) represents the kinematic features of UCAV as a 
mass point.
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where ( ), ,p x y h=  represents the three-dimensional 
inertial coordinate of UCAV, ψ  indicates the heading angle, 
[ ]1 2 3, , Tu u u u=  denotes the control variable of the trajectory, 
the components of which are the control variables of airspeed, 
turning rate and climb rate, i.e. 1u V= , 2u = ω , and 3u =  . 
2.2 Solution of lAR of Airborne guided Bombs
For the sake of attack accuracy and enhance striking 
performance, it is necessary for guided bombs to be released 
in a specified and limited area, which is referred to as the 
release area8. within this area, when UCAV releases guided 
bombs with satisfied constraints, the bombs can hit targets to 
the predefined precision, otherwise they are highly likely to 
miss the targets with a great possibility. Therefore, the LAR 
of airborne weapons needs to be identified before trajectory 
planning, and it is supposed to be taken as a terminal constraint 
for the occupation of the UCAV before attacking.
2.2.1 Motion Model of Airborne Guided Bombs
2.2.1.1 Ballistic Model of Guided Bombs
The aim of obtaining the LAR is to identify the ballistic 
trajectory. It is worth noting that guided bombs glide without 
stimulus during the flight. For the convenience of modelling, 
three assumptions are made as follows.
(i) Bombs glide under a standard atmospheric condition with 
no external interference factors.
(ii) Rotatory inertia of bombs is ignored, which means that 
the rotations around the particle are excluded from study 
here. 
(iii) The measurement and control systems of bombs operate 
accurately without any delay.
The kinematic equations of guided bombs are identical to 
Eqn. (1), and the dynamic model is
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where BV  denotes the speed of the guided bomb; Bm  indicates 
its mass; g  stands for the gravity acceleration; Bξ  and Bγ  
refer to the deflection angle and flight path angle of the bomb 
respectively; dn  and tn  represent the tangential and normal 
component of the load factor; D  denotes the relative distance, 
i.e.
 ( ) ( ) ( )2 2 2m T m T m TD s s l l p p= − + − + −                     (3)
and ( ), ,m m ml p s  represents the bomb position after 
release, and ( ), ,T T Tl p s  refers to the target position.
2.2.1.2  Guidance Law Model 
UCAVs are equipped with laser guided bombs which are 
technically mature and lightweight. without roll angle and its 
velocity, the three-dimensional motion of guided bombs is 
decoupled into motions in the diving and turning planes. 
The velocity of the line-of-sight angle is
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dq  and rq  denote the elevation angle in the diving plane and 
the azimuth angle in the turning plane.
Airborne bombs are guided by the traditional proportional 
guidance law, i.e.
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where dK  and tK  refer to proportional gains.
2.2.2 Launch Acceptable Region
In order to identify the acceptable release area, it is 
necessary to first calculate the edges of landing footprint of 
airborne guided bombs, which consists of the impact points 
of limiting range (optimal range). Then, the landing footprint 
area is transformed into LAR in line with the transformation 
process15. 
The detailed algorithm11 to acquire the LAR is presented 
in Fig. 1.
In Fig. 1, the range of off-axis bearing angles is limited to 
between max−θ  and maxθ , and 
max2 NθDθ = θ                                                               (6)
represents the average interval length per step.
2.3 Trajectory Planning Constraints
The constraints of trajectory planning include boundary 
constraints and process constraints.
2.3.1 Boundary Constraints
Boundary constraints involve initial constraints and 
terminal constraints.
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2.3.1.1 Initial Constraints
Initial constraints are 
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2.3.1.2 Terminal Constraints
To improve the precision of attack, the LAR of airborne 
guided bombs is treated as the main terminal constraint. Once 
it enters the LAR, the UCAV starts self-adjustment to meet the 
release conditions10.
The position of the center of LAR is ( ),x y , i.e.
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where ( ),i ix y  indicates the i -th vertex of LAR envelope, and 
pN  denotes the number of vertices. Therefore, the terminal 
constraint is transformed into
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where xε , yε  and hε  denote the permitted distance errors 
along the axis as determined by the range of the LAR, while 
( ), ,f f fx y h  represents the terminal point.
Moreover, the state constraints of the UCAV to launch 
airborne bombs are
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where ft  refers to the terminal time. 
2.3.2 Process Constraints
During the flight, the process constraints that need to be 
satisfied include maneuverability and battlefield constraints.
2.3.2.1  Maneuverability Constraints
Maneuverability constraints involve the restrictions 
imposed on velocity, acceleration, heading angles and the 
minimum turning radius, as shown below.
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where a  indicates the acceleration of the UCAV.
2.3.2.2 Battlefield constraints
Coordinated ground attack missions are known for 
complex battlefield with both topographic obstacles and such 
violent threats as integrated air defenses systems (IADS). The 
threats are categorised into hard and soft threats14.
(a) Hard Threats : It include topographic obstacles (such as 
hills and buildings) and other no-fly zones. 
elliptical cylinders work as a basic shape of hard threats. 
There are 1M  hard threats 1, , 1, ,m m mH A P m M= =  , where 
mA  represents the center coordinate of the ellipsoid and mP  
indicates the shape matrix. Therefore, the collision function of 
UCAV is
( )( ) ( ) ( )( ) ( ) ( ) ( )( )-11 ,Tm m m mF p h p h A h P h p h A h= − − −  
 (12)
where ( ) ( ),p h x y=  refers to the 2D position of the UAV with 
its flight height h . ( )( ) 0mF p h <  indicates that the UCAV is 
capable to keep flying without considering the hard threat mH . 
(b) Soft Threats : It refer to the safety threats related to air 
defense weapons, such as IADS and air defense artillery. 
figure 1. flow chart of acquiring lAR.
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Different from the complete avoidance of hard threats, UCAV 
ought to maintain a safe distance from soft threats. There 
are 2M  soft threats, and the threat function of the j -th 
( )21, ,j M=   soft threat is 
( )( ) ( ) ( ) ( )( )
( ) ( ) ( )( )1
1
2exp ,
T
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j
j j
p h B h
Th p h h
Q h p h B h−
 − − = λ  
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(13)
where ( )hλ  indicates the threat intensity related to the flight 
height h , while ( )jB h  and ( ) 0jQ h ≥  denote the position and 
threat range respectively. when the UCAV flies at a constant 
altitude, or the threat intensity varies little as the flight height 
changes, ( ) 1hλ = .
( )( )jTh p h  indicates the probability of UCAVs being 
attacked or annihilated by the soft threat. Total soft threat 
fitness is referred to as the summation of all soft threat values, 
i.e.
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= ∑                                          (14)
A lower soft threat fitness suggests a safer situation.
A threshold ζ  for soft threats needs to be identified in 
advance, the value of which represents the tolerance degree of 
soft threats.
2.3.2.3 Collision Avoidance Constraints
In coordinated missions where multiple UCAVs are 
required, the collisions between the aerial vehicles must be 
avoided. To this end, there is a safe distance threshold UAVR . 
And 
( ) ( )2
2
, ,i j i j i jUAV UAV UAV UAV UAV UAVC p p R R p p= + − −       
(15)
is defined as the collision function between iUAV  and jUAV , 
where 
2
⋅  represents 2-norm. Besides, no collision is 
guaranteed by assuring ( ), 0i jUAV UAVC p p ≤ .
If UCAVs fly at the altitude-hold mode, which can be 
easily achieved by a control law, i.e.
( )3 ,h desu K h h= − −                                                      (16)
where hK  is the proportional gain and desh  is a desired flight 
height), possible collisions can be eliminated by altering the 
flight height.
2.4 Objective function
The objectives of trajectory planning of UCAV are: 
1) to approach the center of LAR as much as possible; 
2) to avoid hard threats in the battlefield;
3) and to maintain a safe distance from those soft threats. 
The optimal trajectory planning of UCAVs can be transformed 
into 
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In Eqn. (17), ( ) ( ),i i iT T Tq t x y=  represents the center 
coordinate of LAR corresponding to iUAV ; ϖ  and β  indicate 
the weights of the first and third objective, 0ϖ > β ≥  and 
1ϖ+β = ; 0κ >  means a scaling factor for equalisation of the 
dimension of the two terms.
The complete constraints are listed as follows:
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For the purpose of simplification, a receding horizon 
approach is adopted, i.e.
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where δ  indicates the interval length of [ ],k kt t t+ δ ⋅D , and tD  
refers to the time step. It is noteworthy that an excessive value 
of tD  can result in a poor solution accuracy.
3. CASe-BASed SOlUTIOn MOdel Of 
delIVeRy TRAjeCTORy PlAnnIng
To solve the aforementioned trajectory planning problem, 
a novel and practical case-based method is put forward to 
achieve online planning in dynamic battlefields.
3.1 Key Parameters Identification
The current state vector of iUAV  at time k  is 
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.
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In convenience, UCAVs fly in the altitude-hold mode, 
i.e. ( )i iUAV UAVh k h≡  and ( ) 0ihUAVv k ≡ . Based on particle 
kinematics of UCAV, the potential ranges of heading angle and 
velocity after one time step are 
( ) ( )min max, ,
i
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The line-of-sight of iUAV  towards the center of LAR is 
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The furthest points used to predict whether UCAV is in 
danger for the next rolling time step can be calculated using 
Eqns. (24)-(25).
( ) ( ) ( )
( )
( ) ( )( )
( ) ( )( )
max
, ,
sin sin
2
cos cos ,
2
0
i i i i
i i
i
i i
TTMAX
UAV UAV UAV UAV
UAV UAV
UAV
UAV UAV
p k x k y k h
k k
v k
k k
 =  
 π  ψ + − ψ    
 π + − ψ + + ψ  ω   
 
 
 
 
 
(24)
and
( ) ( ) ( )
( )
( ) ( )( )
( ) ( )( )
min
, ,
sin sin
2
cos cos .
2
0
i i i i
i i
i
i i
TTMIN
UAV UAV UAV UAV
UAV UAV
UAV
UAV UAV
p k x k y k h
k k
v k
k k
 =  
 π  ψ + − ψ    
 π + − ψ + + ψ  ω   
 
 
 
(25)
Namely, they are extreme points of iUAV  that can be 
reached at its current speed with the maximum and minimum 
turning rate.
Based on these variables, the possible situations of iUAV  
after a time step can be predicted. Once the UCAV is predicted 
of possible encounter with threats, it needs to adjust its control 
variables immediately.  
3.2 Threat Avoidance Strategy 
Herein, the strategies applied to avoid hard and soft threats 
are introduced.
3.2.1 Hard Threat Avoidance Strategy
It is supposed that a hard threat 
( )1, 1, ,m m mH A P m M= =   satisfies ( )( ) 0iTMINm UAVF p k ≥  
or ( )( ) 0iTMAXm UAVF p k ≥ . This indicates a potential hard threat 
encounter of iUAV . To avoid this, the acceptable variation 
range of the heading angle ought to be 
( ) ( ) , ( ) ,
2 2
i
m m
i im
H HUAV
H UAV UAV
Var k k kψ−
π π = ψ − ψ +  
              (26)
where ( )m iHUAV kψ  is one of the perpendicular directions to the 
tangential of the ellipse mH  at the point where this ellipse 
and the line through ( )iUAVp h  and ( )mA h  intersect, which is 
closer to the direction of vector ( ) ( )im UAVA h p h

. The approach 
of ( )m iHUAV kψ  is detailed
15.
Otherwise, if there is no indications that iUAV  is possible 
to encounter mH , ( ) [ )0,2
iUAV
HVar kψ− = π .
3.2.2 Soft Threat Avoidance Strategy
In response to soft threats, the UCAV is prohibited from 
flight through the area where the soft threat fitness value 
exceeds ζ . When ( )( )iTMINUAVTh p k ≥ ζ or ( )( )iTMAXUAVTh p k ≥ ζ , 
the acceptable variation range of the heading angle is 
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otherwise, ( ) [ )0,2iUAVSVar kψ− = π .
3.3 Procedures of Trajectory Planning Strategy
Based on both threat models and mission demands, the 
situation of UCAVs falls into either of the following four 
cases.
Case 1: With the current velocity and heading angle, it 
is highly likely for the UCAV to encounter a hard threat. The 
vehicle should decelerate to the highest degree to turn as fast 
as possible.
Case 2: With the current velocity and heading angle, 
the UCAV is possible to encounter a highly risky area. The 
vehicle should decelerate to the highest degree to turn as fast 
as possible.
Case 3: Though there is neither hard nor soft threat posed 
to the UCAV, the distance between the vehicle and the center 
of LAR is not as close as required. 
Case 4: Not only there is neither hard nor soft threat posed 
to the UCAV, the distance between the vehicle and the center of 
LAR is also close enough. In this case, the vehicle should make 
self-adjustment to satisfy the position and posture conditions 
for airborne bombs to be released.
To distinguish between the aforementioned cases, two 
control variables are introduced, as shown in the following 
equations. 
 ( ) ( ) ( ),i i i
m
UAV UAV UAV
CA HVar k Var k Var kψ− ψ= ∩                     (29)
 ( ) ( ) ( ).i i iUAV UAV UAVRH CA SVar k Var k Var kψ−= ∩                      (30)
Besides the rules of the cases are summarised in Table 1.
Figure 2 provides the details of procedures of the proposed 
strategy. The computational time complexity of the proposed 
algorithm depends on the loop of threat cases classification. 
Suppose that for a UCAV, there are M  waypoints and the 
total number of hard and soft threats is N . In the worst-
case scenario, the complexity of the loop corresponds to the 
multiplication of M  by the sum of all threats, i.e. ( )O MN . The 
other component of the algorithm is ( )O M . Consequently, the 
computational time complexity is ( )O MN  for the proposed 
algorithm.
4. SIMUlATIOn ReSUlTS And AnAlySIS
The proposed planning strategy is validated using Matlab 
2016b. The main hardware parameters of the computer are 4x 
Intel(R) Core(TM) i7 CPU @ 3.07gHz. 
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4.1 Simulation Settings
The UCAV adopted in simulations is the Storm Shadow 
UCAV. The relevant platform parameters are listed15. 
Airborne reconnaissance sensors are capable of providing 
the position and shape of all pop-up mobile threats and targets 
instantly. The effective maximum detection distance is set to 
20 km.
The battlefield is a 20 20km km×  square area where 
five hard threats (shadow round area) and five soft threats 
(yellow solid-line-bounded circle) are located. The contour 
demonstrates the total soft threat value as calculated 
using Eqn. (15).
The information about key parameters is summarised in 
Table 3.
In the simulation, the initial speed and heading angle 
of the UCAV are set to 0.2 km/s and 135° respectively. The 
distance threshold between the vehicle and the center of LAR 
is set to 1 km, while the maximum release velocity required for 
launching airborne bombs is set to 0.16 km/s. The acceptance 
threshold for soft threats is set to 0.5, and 0.5ϖ = β = . The 
initial time is 0 0t =  and 1t sD = .
4.2 Scenario 1: Stationary Threats 
In Scenario 1, a UCAV initially at (2 km, 3 km, 1.5 km) and 
a target at (14 km, 14 km, 0 km) are applied in the battlefield. 
The trajectory based on the proposed case-based online 
planning strategy is illustrated in Fig. 3. The runtime of 
simulation is 19.69s. The total flight time is 104s. 
The flight path generated by the planning strategy is 
smooth and the success in averting the threats is achieved. The 
ballistic trajectory of guided bombs after launch is denoted 
as a bold blue line. During the flight, the vehicle remains at 
a relatively stable altitude. In the meantime, the distance 
between the terminal launching point and the center of LAR is 
0.3482 km and the release velocity is 0.15 km/s, which meets 
the release condition of airborne bombs.
figure 2. flowchart of the case-based trajectory planning approach.
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Table 2. Initial state of hard threats
Threats 
number 
Position of center 
point (km) 
Radius 
(km)
height h 
(km)
1 (13,17) 1 2
2 (5,9) 1.5 1.5
3 (13,4) 1 1.7
4 (10,10) 1 1
5 (6,16) 1.5 2
Table 3. Motion constraints of the UCAV
Constraints Values (Ranges)
Velocity[ ]min max,V V /(km/s) [ ]0.082,0.59
Acceleration/ (km/s2) [ ]0.005,0.005−
Turning rate/(°/s) [ ]20,20−
maxh /km 12
Heading angle/(°) [ ]180,180−
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The variation of control variables and relative distance are 
depicted in Fig. 4.
4.3 Scenario 2: Pop-up Mobile Threat and Single 
Mobile Target
In this scenario, the performance of the proposed planning 
strategy is validated with a mobile target moving northwest at a 
speed 0.03 km/s and a pop-up mobile threat. 
The simulation is conducted without predicting the 
positions of the target. As a result, for each time of iteration, 
the planning strategy uses the snapshot position of mobile 
targets and threats, which transforms the planning problem in a 
dynamic environment into an instantaneous static problem.
The trajectory is shown in Fig. 5, and the total flight time 
is 113 s.
As indicated by the simulation results obtained in 
Scenario 2 (Fig. 6), the proposed online case-based trajectory 
planning strategy is well suited to the complex battlefield with 
pop-up threats and mobile ground targets.
In the first 44 s, the vehicle makes adjustment to its 
heading angle and velocity on a continued basis to fly along 
the contour of threats. During the flight towards the target, 
once the UCAV approaches the highly risky regions, it 
decelerates and turns its heading to run away, which causes 
the fluctuation of the control variables. At the time of 69 s, the 
UCAV achieves a success in avoiding Threat 2 and locates at 
a low risk region, before accelerating towards the target. After 
11 s of acceleration, the UCAV detects a pop-up mobile threat, 
figure 3. Real-time trajectory of UCAV delivering ground-
attack bombs: (a) 3d trajectory (b) 2d trajectory.
Figure 4. Variation of relevant flight parameters (a) Variation 
of velocity, (b) Variation of heading angle, and (c) 
Relative distance.
figure 5. Real-time 2d trajectory of UCAV. 
(b)
(a)
(b)
(c)
(a)
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and the target locates at 3 km, 19 km, 0 km. The kinematic 
parameters of the UCAV remain the same as in Section 4.1.
The comparison results are presented in Table 4. From 
Table 4, it can be seen that with different tD , the UCAV can 
manage to survive both hard and soft threats. Therefore, the 
main selective factor of tD  is the acceptable computational 
burden. In some exceptional circumstances with a large 
tolerance of computational burden, such as short-distance 
sudden assault and highly risky battlefields with a large 
density of threats, a smaller tD  is preferred. Under normal 
circumstances, it is recommended that tD  ranges between 
1s and 5s in consideration of the tradeoff made between the 
collision avoidance and computational burden. 
The online trajectory planning algorithm is suitable 
for dynamic scenarios where pop-up mobile threats move 
at a similar speed. If the threat moves at a faster pace 
than the vehicle, the algorithm may be unable to respond 
promptly, which could strict the application of the algorithm 
in an air-to-ground attack mission without considering 
supersonic threats.
Table 4. Comparison results with different time steps
Time 
step 
Dt
Terminal 
relative  
distance (km) 
Algorithm 
runtime
(s)
Total flight 
time (s)
Average 
time for 
a step(s)
0.5 0.4879 53.85 125 0.4308
1 0.4926 25.23 131 0.1926
2 0.4352 13.81 124 0.1114
5 0.1785 8.51 190 0.0448
figure 6. Variation of control variables and relative distance 
in Scenario 2: (a) Variation of velocity, (b) Variation 
of heading angle, and (c) Variation of relative 
distance.
which triggers deceleration and alter to turn its heading for the 
avoidance of it. At the time of 99 s, the UCAV averts the pop-
up threat with success and carries on flying towards the center 
of LAR.
4.4 Computational Burden
In order to see whether the changes in the time horizon (
tD  herein) for guidance have an impact on the final trajectory, 
the runtime, mission completion time, final relative distance 
of the algorithm are compared with different time steps. In 
this scenario, the UCAV initially locates at 17 km, 1 km, 2 km 
5. COnClUSIOnS
This paper concentrates on obtaining on-board trajectories 
for UCAVs executing ground attack missions. Allowing for 
the complex battlefields with obstacles, no-fly zones and air 
defense threats, the optimal control problem of trajectory 
planning has been transformed into the situation classification 
of four cases. 
The main contributions of the papers are summarised as 
follows. Firstly, the trajectory planning problem of UCAVs 
with airborne guided bombs is mathematically formulated as 
a traditional optimal control problem (OCP). In order to meet 
the release conditions of guided bombs, the LAR is integrated 
into the planning constraints. Secondly, a case-based planning 
strategy in combination with the receding horizon method is 
proposed to achieve real-time trajectories for UCAVs to deliver 
airborne bombs.
To conduct a further research, the proposed online 
trajectory planning strategy is recommended to be combined 
with some representative computational intelligence 
algorithms, such as monarch butterfly optimisation (MBO) 
algorithm17, earthworm optimisation algorithm18 (EWA) and 
elephant herding optimisation (EHO) algorithm19, which 
is conductive to solving the global optimisation problems 
effectively, while ensuring the missions with large-scale 
battlefields can be accommodated.
(a)
(b)
(c)
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