Abstract. For each prime p, let nppq denote the least quadratic nonresidue modulo p. Vinogradov conjectured that nppq " Opp ε q for every fixed ε ą 0. This conjecture follows from the generalised Riemann hypothesis, but remains open in general. In this paper we show that Vinogradov's conjecture follows from the Elliott-Halberstam conjecture on the distribution of primes in arithmetic progressions. We also give a variant of this argument that obtains bounds on short centred character sums from "Type II" estimates of the type introduced recently by Zhang and improved upon by the Polymath project. In particular, we can obtain an improvement over the Burgess bound would be obtained if one had Type II estimates with level of distribution above 2{3 (when the conductor is not cube-free) or 3{4 (if the conductor is cube-free). Some applications to the least primitive root are also given.
Introduction
For each prime p, let nppq denote the least natural number that is not a quadratic residue modulo p. Vinogradov [29] established the asymptotic bound nppq ! p for all primes p, and made the following conjecture: Conjecture 1.1 (Vinogradov's conjecture). For any fixed ε ą 0, we have nppq ! p ε .
(See Section 1.1 below for our conventions on asymptotic notation.) Linnik [22] showed that this conjecture follows from the generalised Riemann hypothesis; Ankeny [1] for any fixed ε ą 0, a well-known result of Burgess [6] . It was also shown by Linnik [22] unconditionally that for any fixed ε ą 0, the number of p ď x with nppq ą x ε is bounded uniformly in x, and hence the number of exceptions to the inequality nppq ą p ε with p ď x is bounded by Oplog log xq.
In this paper we connect Vinogradov's conjecture to a standard conjecture in sieve theory, the Elliott-Halberstam conjecture [10] , as well as to a restricted fragment of this conjecture recently introduced by Zhang [31] . The basic phenomenon being exploited here is that distribution estimates such as those given by the Elliott-Halberstam conjecture allow one to control correlations of the form 1 ÿ n pα˚βqpnqpγ˚δqpn`hq (1.3) for various arithmetic sequences α, β, γ, δ and non-trivial shifts h, as long as all of the sequences α, β, γ, δ vanish for very small values of n, and provided that at least one of the sequences α, β, γ, δ is "smooth" (e.g. if one of these sequences is an indicator function such as 1 rN,2N s ). On the other hand, by combining the multiplicativity and periodicity properties of Dirichlet characters with a hypothesis that the least quadratic residue is large (or that a character sum is large), we will be able to construct sums of the form (1.3) that deviate substantially from its expected value, giving the required contradiction. It is the periodicity of Dirichlet characters χ that allow us to introduce the shift h, thus transferring the problem from a multiplicative number theory problem (in which hypotheses such as the generalised Riemann hypothesis are useful) to a sieve theory problem (in which hypotheses such as the Elliott-Halberstam conjecture are useful).
To describe the results more precisely we need some notation. For any function α : N Ñ C with finite support (that is, α is non-zero only on a finite set) and any primitive residue class a prq, we define the (signed) discrepancy ∆pα; a prqq to be the quantity ∆pα; a prqq :" The case ϑ ă 1{2 of this conjecture is of course (a slightly weakened form of) the Bombieri-Vinogradov theorem [2, 28] .
Our first theorem is then We prove this theorem in Section 2. The basic idea is to observe (from the general theory of mean values of multiplicative functions) that if npqq ą q ε for some large prime q, then the character sum ř nďx χpnqΛpnq will be anomalously large for some large
x " Opq Op1q q, where χ is the quadratic character modulo q. As χ is periodic modulo q, this forces ř nďx χpnqΛpn`qq to be large also. But one can use the Elliott-Halberstam conjecture (and an expansion of χ into divisor sums, using once again the largeness of npqq) to obtain good bounds for ř nďx χpnqΛpn`qq and obtain a contradiction. With some additional combinatorial argument, we can obtain a similar implication 2 concerning the least primitive root modulo p, provided that p´1 has only boundedly many factors: Theorem 1.4 (Elliott-Halberstam bounds least primitive roots). Assume Conjecture 1.2. Then for any fixed d ě 1 and fixed ε ą 0, and any prime p for which p´1 is the product of at most d primes (counting multiplicity), the least primitive residue modulo p is Opp ε q.
We prove this theorem in Section 3. Our proof of Theorem 1.3 does not easily allow one to convert partial progress on the Elliott-Halberstam conjecture to partial progress on Vinogradov's conjecture. We now present a different argument that replaces the Elliott-Halberstam conjecture by a conjecture on "Type II sums" of the type first considered 3 by Zhang [31] , with the feature that partial progress on the Type II conjecture implies partial progress on Vinogradov's conjecture. In particular, the Type II estimates in [25] can be used to improve slightly upon the Vinogradov bound (1.1) by a method different than the Burgess argument, although the numerical exponent obtained is inferior to that in [6] .
Let us first state the Type II conjecture, in a formulation suited for the current application. Conjecture 1.5 (Type II conjecture). Let 0 ă ă 1{4, and let δ ą 0 be a sufficiently small fixed quantity depending on ϑ. Let x be an asymptotic parameter going to infinity. Let P be a product of some of the primes in r1, x δ s. Let N, M be quantities such that
with N M -x, and let α, β : N Ñ R be sequences supported on rM, 2M s and rN, 2N s respectively, such that one has the pointwise bounds
for all natural numbers n. We also assume that β is simply the indicator function
Then one has
for any fixed A ą 0.
This conjecture is implied by the generalised Elliott-Halberstam conjecture in [26] , which was in turn inspired by a similar conjecture in [3] . In [24] (see also [17] ), a generalisation of the Bombieri-Vinogradov theorem is obtained which roughly speaking implies (up to logarithmic factors) the " 0 endpoint of this conjecture. The arguments in [31] implicitly establish the above conjecture for 0 ă ă 1 1168 , and more explicitly the estimate in [25, Theorem 5.1(iv)] establishes the conjecture for 0 ă ă 1 68
. The estimates in those papers allow for more general values of a, r and more general sequences α, β than those considered here; however, the restricted version of Conjecture 1.5 stated above will suffice for our application. It is likely that the additional restrictions imposed here (particularly the requirement that β be the indicator function of an interval) allow for some improvement in the exponent 1 68 obtained in [25] , but we do not pursue this issue here. Our next main result is then . Then one hašˇˇˇˇˇÿ
for any sufficiently small fixed ε ą 0, any fixed A ą 0, and any natural number q (not necessarily prime), whenever χ is a non-principal primitive Dirichlet character of conductor q.
By the usual argument of Vinogradov this gives or any x ą 1. In particular, if x goes to infinity and
Combining this with (1.8) and using Mertens' theorem, we obtain the claim.
In particular, the Type II estimates in [25] give the improvement
q`ε to (1.1) for any fixed ε ą 0. This is well short of the improvement in [6] , however it represents a different way to break the "square root barrier" than the Burgess argument, and may potentially have application in contexts where the Burgess argument is unavailable. One will be able to surpass the Burgess bound as soon as one can establish a Type II estimate for some ą 1 8 , thus one needs to improve the Type II exponents in [25] by a factor of roughly eight. Interestingly, it was noted in [3] (see Conjecture 3 of that paper) that if one assumed square root cancellation in certain exponential sums, one could obtain Type II estimates for all ă 1 8 , thus falling barely short of being able to improve upon the Burgess bound. Theorem 1.6 and the Type II estimates in [25] establishes the short character sum bounds ÿ
for any primitive character χ of conductor q. This bound is inferior to that of Burgess [6, 7, 8] , which establishes ÿ
, and δpεq ą 0 depends only on ε. With our methods, one would need Type II estimates at level of distribution at least 2{3 (thus ą 1{12) to improve upon the Burgess bound in the non-cube-free setting, or at least 3{4 (thus ą 1{8) in the cube-free setting. Note also the Burgess bound has also been improved for certain types of modulus q, such as smooth numbers (see e.g. [19] , [18] ) or prime powers (see e.g. [27] ). for all x ě q ε and fixed A, ε ą 0, and hence (by summation by parts) one would obtain a very slight improvement Lp1, χq " oplogto the standard upper bound Lp1, χq " Oplogfor the sum Lp1, χq " ř n χpnq n . Remark 1.9. By standard arguments (see e.g. [23, Corollary 9.20] ) starting from the observation that the sum
counts the number of primitive roots modulo a prime p up to n, where Q is the product of all the primes dividing q´1, we see that Theorem 1.6 implies that if one has Type II estimates for a given 0 ă ă 1{4, then the least primitive root of Z{pZ is Opp 1{2´2 `ε q for any fixed ε and any prime p, provided that p´1 has at most Oplog log pq prime factors; we leave the details to the interested reader. In particular, we can strengthen the conclusion of Theorem 1.4 slightly if we replace the Elliott-Halberstam conjecture by the Type II conjecture for arbitrarily close to 1{4.
We prove Theorem 1.6 in Section 4. The idea here is to exploit the fact that if ř nPrN {2,N s χpnq is large, then on an interval r1, xs with x " q 1`Opεq , χpnq will exhibit large correlation with α˚βpn`jqq for any j " Opq ε q, where β :" 1 rN {2,N s and α is the restriction of χ to smooth squarefree numbers of magnitude close to x{N and which are coprime to q. This is because of the multiplicativity and periodicity properties of χ. An application of Cauchy-Schwarz (i.e. the dispersion method) then shows that α˚βpn`jqq and α˚βpn`j 1correlate with each other for some distinct j, j 1 , but one can use Type II estimates to exclude this scenario from occurring. Remark 1.10. The above argument may be compared with the argument of Burgess [6] . In the current argument, one exploits the bias of χ on medium-length arithmetic progressions (of length about q 1{2´2 ) and varying modulus; in contrast, the argument of Burgess exploits the bias of χ on many (close to q 1{2 ) very short progressions (of length q ε for some small ε) and fixed modulus. Unfortunately, the author was not able to combine the two methods together to obtain any improvement on (1.2), without assuming a large portion of the Elliott-Halberstam or Type II conjectures. Remark 1.11. The proof of Theorem 1.6 may possibly extend to cover the shifted character sums ř M ďnďM`N χpnq appearing in the work of Burgess; however, the way the argument is currently presented, this would require a shifted version of a Type II estimate in which the convolution α˚β is replaced by a shifted convolution. As such, one can no longer directly quote the results from [25] to obtain a result for such shifted sums; however it is plausible that some modification of the proof of the Type II estimate in [25] can still be adapted to this shifted setting. We do not pursue this matter here (as with the centred sums, the we do not seem to directly improve upon the Burgess bounds at the current level of technology for equidistribution estimates).
1.1. Notation. We use the following asymptotic notation. We allow for an asymptotic parameter (e.g. x or q) to go to infinity; quantities in this paper may depend on this parameter unless they are explicitly labeled as fixed. We then write X ! Y , X " OpY q, or Y " X if one has |X| ď CY for some fixed C (in particular, C can depend on other parameters as long as they are also fixed). We also write X " opY q if we have |X| ď cY for some quantity c that goes to zero as the asymptotic parameter goes to infinity, and
Sums over p are understood to be over primes, and all other sums are over the natural numbers N " t1, 2, 3, . . . u unless otherwise indicated.
Given two functions f, g : N Ñ C, their Dirichlet convolution f˚g is defined by
where d|n denotes the assertion that d divides n. Given two natural numbers a, b, we use pa, bq to denote the greatest common divisor of a, b, and a pbq to denote the residue class of integers equal to a modulo b. Given a natural number r, we use pZ{rZqˆ" ta prq : pa, rq " 1u to denote the primitive residue classes modulo r.
We use 1 E to denote the indicator function of E, thus 1 E pnq equals 1 when n P E and equals zero otherwise. Similarly, if S is a sentence, we write 1 S to equal 1 when S is true and 0 otherwise, thus for instance 1 E pnq " 1 nPE .
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Vinogradov from Elliott-Halberstam
We now prove Theorem 1.3. We will in fact prove a slightly stronger implication, in which Conjecture 1.1 is replaced by Conjecture 2.1. For any Dirichlet character χ, let n χ be the first natural number with χpn χ q ‰ 1. For any fixed ε ą 0, we have n χ ! p ε for any primitive Dirichlet character χ of conductor p.
Clearly, Conjecture 1.1 is the special case of Conjecture 2.1 in which χ is a quadratic character.
Assume the Elliott-Halberstam conjecture. Suppose for sake of contradiction that Conjecture 1.1 failed, then we can find a fixed κ ą 0 and a sequence q of primes going to infinity, as well as a character χ of modulus q, such that
Without loss of generality we may take κ to be small, e.g., κ ă 1 2
. We view q as an asymptotic parameter for the purposes of asymptotic notation, and reserve the right to refine q to subsequences as necessary.
We will need some basic results from the theory of mean values of multiplicative functions in order to produce some anomalous distribution for χpnqΛpnq at large scales. This could be accomplished using the results of Granville and Soundararajan [20] (or even the earlier work of Wirsing [30] ), but we do not need the full strength of their theory here, since we will be satisfied with an analysis of logarithmic densities such as
instead of natural densities such as 1 x ř nďx χpnq. As such, we give a self-contained treatment here.
It will be technically convenient to work in the asymptotic limit in which we extract the mean value after sending q to infinity (this is a luxury available in the logarithmic density setting that is not easily achievable for natural densities, at least if one is not willing to use the tools of nonstandard analysis). For any fixed t ě 0, we consider the logarithmic densities
From Mertens' theorem we have the Lipschitz bounds |A q ptq´A q psq|, |B q ptq´B q psq| ď |t´s|`op1q (2.1)
for all fixed t, s ě 0; also we clearly have A q p0q " B q p0q " 0. From the Arzela-Ascoli theorem, and refining q to a subsequence as necessary, we may thus find fixed Lipschitz functions A, B : r0,`8q Ñ C such that
for all fixed t ě 0. bpuq du for all t P r0,`8q.
We now establish some bounds on A, B. Since χ has mean zero on intervals of length q, it is easy to see that A q ptq " op1q for all t ą 1; in fact one can extend this to t ą 1{4 using the Burgess bound [6] , but we will not need to do so here. This implies that A and a are supported on r0, 1s (modulo null sets, in the case of a).
Next, since χpnq " 1 for n ď q κ , we have from Mertens' theorem that
for t ă κ. Thus Aptq " Bptq " t for t ă κ, and so aptq " bptq " 1 for t ă κ (again up to null sets ř nďq t χpnqΛpnq respectively), but the arguments are more complicated, and one has to work nonasymptotically and admit some op1q errors; see [30] , [20] .
Proof. We start with the Dirichlet convolution identity χpnq log n " pχΛq˚χpnq and conclude for any fixed t ą 0 that
To estimate this expression we use a Riemann sum argument. Let J ą 0 be a large fixed natural number. If q pj´1qt{J ď d ă q jt{J for some 1 ď j ď J, then q`op1q (with implied constant uniform in J), and so the expression (2.3) may be written (after using Mertens' theorem to estimate error terms) as
One has 1 log q
and so (by the Lipschitz nature of A), the previous expression becomes
As J can be arbitrarily large, we conclude that
Apt´uqbpuq du`op1q.
On the other hand, from the identity log n log q " t´ş t 0
1 nďq u du and (2.2) we see (after a Riemann sum argument as before) that
Apuq du`op1q
and hence
Apuq du "
Apt´uqbpuq du for all t. Differentiating using the Lebesgue differentiation theorem, we conclude that taptq "
apt´uqbpuq du almost everywhere, as desired.
We will use this equation, together with some complex analysis and the previously established compact support of a, to derive the following consequence: As Lb has no poles, La cannot have any zeroes; in particular, log La is entire and most linear growth, and must therefore be a linear function, so that La is an exponential function, and hence by (2.4) Lb is a constant function. But this is absurd (it contradicts the Riemann-Lebesgue lemma).
Remark 2.4. The above argument shows that a and b cannot both be compactly supported while still obeying Lemma 2.2, except in trivial cases. A stronger result in this regard, in which a, b are allowed to decay exponentially, can be found in [21] . Note that the argument used to establish this corollary would have been significantly messier if one had to contend with op1q errors in the Wirsing integral equation, as one would need quantitative approximate versions of various basic qualitative facts about entire functions. This is the main reason why we took the asymptotic limit q Ñ 8 previously. However, Andrew Granville (private communication) has informed me that such an approximate version of this observation was obtained in an unpublished work of Granville and Soundararajan.
From the above corollary and the Lebesgue differentiation theorem, we can find fixed 1 ă t 1 ă t 2 such that |Bpt 2 q´Bpt 1 q| ą 0, and sǒˇˇˇˇˇ1 log q ÿ q t 1 ănăq t 2 χpnqΛpnq nˇˇˇˇˇˇ" 1 for q sufficiently large. By the pigeonhole principle, we may thus find q
Of course, x will depend on q. Since q " opxq, we may shift n by q, using the periodicity of χ, to conclude thatˇˇˇˇˇˇÿ nPrx{2,xs χpnqΛpn`qqˇˇˇˇˇˇ" x.
On the other hand, as χ has mean zero on intervals of length q, we have ÿ nPrx{2,xs χpnq " opxq.
Thus if we let X :"
χpnqpΛpn`qq´1q then we have |X| " x (2.5) for sufficiently large q.
We now upper bound X in order to contradict (2.5). The first step is to expand out χ in terms of Dirichlet convolutions. By Möbius inversion, we can express χ " 1˚f " 1`1˚f wheref pnq :" f pnq´1 n"1 and f " χ˚µ; in other words, f is the multiplicative function with f pp j q " 0 whenever p is a quadratic residue mod q and j ě 1, and f pp j q " 2ˆp´1q j whenever p is a quadratic non-residue mod q and j ě 1, and finally f pqq "´1; f pq j q " 0 for j ě 2.
In particular we see that f pnq is only non-zero when n is q κ -rough, by which we mean that n has no prime factor less than or equal to q κ ; this implies furthermore thatf pnq vanishes unless n ą q κ , and that |f pnq| ! 1 (2.6) whenever n " Opq Op1q q. Let ν ą 0 be a small fixed constant to be chosen later. We expand X using the identity χ1 rx{2,xs " 1 rx{2,xs`p 1 r1,x ν q˚f q1 rx{2,xs`p 1 rx ν ,q´κxs˚f q1 rx{2,xs (2.7)
where we have used the fact thatf pnq vanishes for n ă q κ . This gives the splitting
where
From the prime number theorem we have
For X 2 , we use the triangle inequality to bound
We claim that ÿ
and ÿ
for all d ă x ν , and hence X 2 ! νx with implied constant independent of ν.
We first prove (2.8). From (2.6) we have |f pmq|Λpdm`qq " Oplog xq, and this expression vanishes unless m and dm`q are both q κ -rough, except for a small exceptional contribution (coming from when dm`q is the power of a small prime) that can easily be seen to be negligible. Removing this exceptional contribution, we see that we are removing two residue classes mod p from the interval of m for each prime p ă x κ . Using a standard upper bound sieve (see e.g. [16] ), we conclude that the number of surviving summands m is Op
q, and the claim follows. The bound (2.9) is established similarly, except now we bound |f pmq| " Op1q and we remove just a single residue class for each prime p, rather than two.
Finally we turn to X 3 . We expand
The contribution when r -q κ or r -x 1´ν can be seen to be Op x log x q using the BrunTitchmarsh inequality (and upper bound sieve bounds on q κ -rough numbers, as in the estimation of X 2 ). The contribution when r is divisible by q can be treated similarly (in fact one has the better bound of Opx{qq in this case). So we may write Invoking the Elliott-Halberstam conjecture and the prime number theorem, we then have
If r contributes to the above sum, then it is the product of Op1q primes of size at least q κ , and so
q. From this we see that
Putting all this together, we conclude that |X| ! pν`op1qqx, contradicting (2.5) for ν small enough. This completes the proof of Theorem 1.3.
Remark 2.5. Our arguments here do not easily give any effective quantitative bound on nppq due to our use of asymptotic limits; in particular, the fixed quantities t 1 , t 2 appearing above were obtained by what is essentially a compactness argument, and thus not obviously effective. It is likely that a more carefully quantitative version of the above argument can make this portion of the argument effective, thus allowing one to derive partial progress on the Vinogradov conjecture from sufficiently strong partial progress on the Elliott-Halberstam conjecture; however, the dependence of constants will be far worse than in Theorem 1.6. We will not pursue this question further here.
Remark 2.6. Suppose the Burgess bound (1.2) was sharp up to epsilon factors, in the sense that one could find a sequence of primes q going to infinity with npqq " q
p1q . Then by extracting a limit to obtain the functions a, b as above, we see that aptq " bptq " 1 for t ď (Indeed, one can verify that the difference f ptq :" aptq´1`
; also aptq " 1´2 logp4 ? etq in this range. For t ą 1{4, Lemma 2. . One can compute that b does not vanish near t " 1, in which case the argument above shows that some improvement upon (1.2) can be made provided one can establish the Elliott-Halberstam conjecture for some ϑ ą 1´1 4 ? e « 0.8484.
From Elliott-Halberstam to the least primitive root
We now prove Theorem 1.4. The key new tool is the following combinatorial statement. Given a subset A of an additive group G " pG,`q and a natural number k, define the iterated sumset kA to be the set of all sums a 1`¨¨¨`ak where a 1 , . . . , a k are elements in A (allowing repetition).
Proposition 3.1 (Escape from cosets). Let d, m ě 1 be fixed integers. Then there exists a natural number k with the following property: whenever G is a finite additive group whose order is the product of at most d primes (counting multiplicity), and A is a subset of G containing zero for which one has inclusions of the form
for some cosets x i`Hi of subgroups H i of G, then A is contained in a proper subgroup of G.
In the contrapositive, Proposition 3.1 asserts that if A generates G and contains 0, then the iterated sumsets kA for k large enough cannot be covered by a small number of cosets of subgroups of G, unless these cosets of subgroups already covered all of G. Thus the sumsets kA "escape" all non-trivial unions of boundedly many cosets. This result can be viewed as a simple abelian variant of the nonabelian "escape from subvarieties" lemma that first appeared in [9] .
Let us assume this proposition for the moment and see how it implies Theorem 1.4. Assume the Elliott-Halberstam conjecture, and assume for sake of contradiction that the conclusion of Theorem 1.4 failed. Carefully negating the quantifiers, this means that we can find a sequence of primes p going off to infinity, with p´1 being the product of Op1q primes, and a fixed κ ą 0, with the property that the least primitive root of Z{pZ is at least p κ . Using a discrete logarithm, we have an isomorphism log : pZ{pZqˆÑ G from the multiplicative group pZ{pZqˆto the additive cyclic group G :" Z{pp´1qZ. If n is a natural number less than p κ , then by hypothesis n is not a primitive root of pZ{pZqˆ, which implies that
In particular, for any natural number k, if we set A :" tlogpnq : 1 ď n ă p κ{k u, then
Since logp1q " 0, A contains 0. Applying Proposition 3.1 (and using the hypothesis that p´1 is the product of Op1q primes), we conclude (for k large enough) that A is contained in a proper subgroup of G. Equivalently, A lies in the kernel of a primitive character χ of conductor p, thus χpnq " 1 for all n ă p κ{k . But this contradicts Conjecture 2.1, which as we saw in the previous section was a consequence of the Elliott-Halberstam conjecture.
It remains to prove Proposition 3.1. To illustrate the proposition, let us first give a simple case when G is a direct product H 1ˆH2 and we are given that 0 P A and
We claim that this forces either A Ă H 1ˆt 0u or A Ă t0u Ă H 2 . Indeed, if neither of these statements were true, then either there would exist a P A that was outside both H 1ˆt 0u and t0uˆH 2 , or else there would exist a 1 , a 2 P A with a 1 P H 1ˆt 0u, a 2 P t0uˆH 2 , and a 1 , a 2 ‰ 0. In either case we could find an element of 2A that was outside of pH 1ˆt 0uq Y pt0uˆH 2 q, giving the desired contradiction. This simple special case is already sufficient to handle the case of Theorem 1.4 in which p´1 is the product of just two primes (that is p´1 " 2q for some prime q), although in this case it turns out that the least primitive root is also the least quadratic nonresidue (for p large enough, at least), so the claim in this case is already immediate from Theorem 1.3.
The general case can be obtained by a rather complicated induction on the "complexity" of the covering set Ť m i"1 x i`Hi . To streamline this induction, it is convenient to again pass to an asymptotic formulation. Suppose for sake of contradiction that Proposition 3.1 failed. By carefully negating the quantifiers, we can then find a fixed natural number d, a sequence of finite additive groups G " G n with |G| the product of d primes, a sequence of natural numbers k " k n going to infinity, and a sequence of subsets A " A n of G containing 0 for which one has inclusions
for some fixed m (independent of n) and some cosets x i`Hi " x i,n`Hi,n of G, with the property that A is not contained in a proper subgroup of G for any n. Given a subgroup H of G, define the dimension dimpHq of H to be the natural number such that the order |H| of H is the product of dimpHq primes (counting multiplicity). This is a natural number between 0 and d.
Let N d be the collection of tuples pm 0 , . . . , m d´1 q of natural numbers m 0 , . . . , m d´1 P N. We give N d the lexicographical ordering: we write pm 0 , . . . , m d´1 q ă pn 0 , . . . , n d´1 q if there exists 0 ď i ď d´1 such that m i ă n i , and m j " n j for i ă j ď d´1. As is well known, this makes N d a well-ordered set. We say that an element pm 0 , . . . , m d´1 q of N d is good if one can find an infinite subsequence of n's for which one has inclusions of the form
for some shifts x i,j P G and some subgroups H i,j of G of dimension i, and some l " l n going to infinity. We claim that (3.1) implies the existence of at least one good element of N d . Indeed, observe from the second inclusion of (3.1) that none of the H i have dimension d, and so they each have some dimension between 0 and d´1. As N d is well-ordered, we may now find a minimal good element pm 0 , . . . , m d´1 q. After passing to a subsequence and halving the quantity l (noting that lA is increasing in l since A contains 0), we can thus write
for some l going to infinity and some subgroups H i,j of dimension i. At least one of the m i must be non-zero, otherwise the first inclusion in (3.2) fails. Let d˚be the largest i for which m i ‰ 0, thus H d˚,1 is a subgroup of G of dimension d˚.
Suppose the inclusion
failed for infinitely many n. Then, after passing to a subsequence, (for any n) an element x of lA that avoids all of the x d˚,j´xd˚,1`Hd˚,1 . Since x`lA Ă 2lA, we conclude from Each of the sets px i,j´x`Hi,j q X px d˚,1`Hd˚,1 q is either empty, or is a coset of a subgroup of dimension at most d˚. The only way that the dimension can be exactly di s if i " d˚and H d˚,j " H d˚,1 . But as x avoids all of the x d˚,j´xd˚,1`Hd˚,1 , the set px i,j´x`Hi,j qXpx d˚,1`Hd˚,1 q is empty in this case. Thus we can cover lAXpx d˚,1`Hd˚,1 q by a bounded number of cosets of subgroups of dimension strictly less than d˚. This allows us to contradict the minimality of pm 0 , . . . , m d´1 q. We therefore conclude that (3.3) holds for all but finitely many n, and hence for all n after passing to a subsequence. This means that the tuple p0, . . . , m d˚, 0, . . . , 0q was good, so by minimality we must have m i " 0 for i ă d˚, thus
If any of the H d˚,j is not equal to H d˚,1 for infinitely many n, then by intersecting (3.3) with (3.4) we obtain a covering of lA associated to a tuple that is strictly less than p0, . . . , 0, m d˚, 0, . . . , 0q in the lexicographical ordering, again contradicting the minimality of p0, . . . , 0, m d˚, 0, . . . , 0q. Thus, after passing to yet another subsequence, we may assume that H d˚,j " H d˚,1 for all j, thus we now have
If the set tx d˚,j´xd˚,1`Hd˚,1 : 1 ď j ď m d˚u in the quotient space G{H d˚,1 is distinct from tx d˚,j`Hd˚,1 : 1 ď j ď m d˚u for infinitely many n, then again by passing to a subsequence and intersecting (3.5) with (3.3) we contradict the minimality of p0, . . . , 0, m d˚, 0, . . . , 0q. We conclude (after passing to a subsequence) that the set tx d˚,j`Hd˚,1 : 1 ď j ď m d˚u is invariant with respect to shifts by x d˚,1 . Similarly if we replace x d˚,1 by x d˚,j 1 for any 1 ď j 1 ď m d˚. We conclude that the set tx d˚,j`Hd˚,1 : 1 ď j ď m d˚u is in fact a subgroup of G{H d˚,1 . By the second inclusion in (3.4) it is a proper subgroup. We conclude that lA, and hence A, is contained in a proper subgroup of G for infinitely many n, giving the desired contradiction.
Character sums from Type II sums
We now prove Theorem 1.6. Suppose that Conjecture 1.5 holds for a fixed choice of 0 ă ă 1 4 . Let δ ą 0 be as in Conjecture 1.5; we may assume that δ is small, e.g. δ ă 1{4. Let ε ą 0 be a sufficiently small fixed quantity depending on δ. If the claim (1.8) failed, then we could find a sequence of non-principal primitive characters χ with conductor q going to infinity such thaťˇˇˇˇˇÿ Let D be the set of squarefree natural numbers in rp1´log´1 0A´10 xqM, M s whose prime factors all lie in rq ε , x δ s not dividing q. Note that the number of primes dividing q may be crudely bounded by Oplogand are thus a negligible proportion of the primes in rq ε , x δ s. If ε is small enough, then the prime number theorem gives the cardinality bound |D| -M log´1 0A´11 x. Shifting n by jq and using the periodicity of χ, we may write this as
Since α˚β is supported on rM N {4, M N s " rx{4, xs, this is equal (by (4.2)) to α˚βpn`jqq| " xq ε log´1 1A´11 x.
We now "disperse" the α˚β factors and eliminate the χ factors by a Cauchy-Schwarz argument. Let γ denote the quantity γ :" 1 x{2 From the divisor bound we have α˚β " x op1q , and the inner sum ÿ n pα˚β´γ1 rx{2,xs qpnqpα˚β´γ1 rx{2,xs qpn`pj 1´jmay then be crudely bounded as x 1`op1q . From this we may remove the diagonal contribution j " j 1 from (4.8); by symmetry we may then reduce to the case j 1 ă j. By the pigeonhole principle, we thus have | ÿ n pα˚β´γ1 rx{2,xs qpnqpα˚β´γ1 rx{2,xs qpn´jqq| " x log´2 2A´22 x (4.9)
for some 1 ď j ď q ε . Let j be as above. We have ÿ n γ1 rx{2,xs pnqˆγ1 rx{2,xs pn´jqq " γ 2 x 2`o px log´2 2A´22 xq.
Also, the quantity α˚β is supported in rp1´log´1 0A´10 xqx{2, xs. Standard divisor sum calculations using (4.3) give ÿ n |α˚βpnq|1 rp1´Oplog´1 0A´10 xqqx{2,x{2s pnq " Opx log´2 0A´21 xq (4.10) and similarly ÿ n |α˚βpnq|1 rx,xp1`Oplog´1 0A´10 xqqs pnq " Opx log´2 0A´21 xq (4.11)
while from (4.5) one has ÿ n α˚βpnqγ " γ 2 x 2 .
If αprq is non-zero, then r is the product of Op1q primes between q ε and x δ , and so
