Abstract
Background
Understanding system and software behavior by considering the various "stories" or scenarios it entails is a promising approach, which has resulted in intensive research efforts in the last few years. One of the most widely used languages for capturing scenario-based behavior is that of message sequence charts (MSCs), proposed long ago by the ITU [25] , or its UML variant, sequence diagrams [24] . More recently, a broad extension of MSCs has been proposed, called live sequence charts (LSCs) [8] , which are multi-modal in nature. They distinguish between behaviors that may happen in the system (existential) from those that must happen (universal), both on the chart level and when referring to the elements within a chart. A universal chart contains a prechart, which specifies the scenario which, if successfully executed, forces the system to satisfy the scenario given in the actual chart body.
In [15] a methodology for specifying scenario-based behavior, termed the play-in/play-out approach is described. from a graphical interface of the system to be developed (or a virtual interface, in the form of an object model diagram). During play-in, the supporting tool, called the Play-Engine, constructs a formal version of the behavior in the form of LSCs. Play-out is a complementary idea to play-in, which makes it possible to execute the behavior directly. During play-out, the user also interacts directly with the application GUI, and the Play-Engine reflects the system state at any given moment on the GUI. Play-out is actually an iterative process, where after each step taken by the user, the Play-Engine computes a super-step, which is a sequence of events carried out by the system as its response to the event input by the user. The play-out mechanism of [15] is rather naive when faced with nondeterminism, and makes essentially an arbitrary choice among the possible responses. This choice may later cause a violation of the requirements, whereas by making a different choice the requirements could have been satisfied.
One of the problems with play-out in its original form, is the inherent nondeterminism allowed by the LSC language. LSCs is a declarative, inter-object language, and as such it enables formulating high level behavior in pieces (e.g., scenario fragments), leaving open details that may depend on the implementation. Technically, the two sources of this nondeterminism are the partial order semantics among events in each chart, and the liberal nature of the interleaving between different charts during execution. These features are very useful in early requirement stages, but can cause undesired under-specification when one attempts to consider them as the system's executable behavior. Moreover, in the spirit of most tools that execute high-level system models, the naive play-out mechanism deals with nondeterminism in a way that is not controllable by the user, making choices that might be "good", but which also might cause violations that lead to aborting the run.
In [13] , we introduced a more powerful technique for executing LSCs, called smart play-out. It takes a significant step towards removing the sources of nondeterminism during execution, proceeding in a way that eliminates some of the dead-end executions that lead to violations. In the cur-rent paper, we extend this technique to cover two of the more advanced central features of LSCs, and in so doing also provide a means for dealing with larger models.
Smart Play-Out
The idea of smart play-out is to formulate the play-out task as a verification problem, and to use a model-checking algorithm [7] to find a "good" super-step (i.e., a chain reaction of system events that constitute the reaction to an external event), if one exists. Thus, we use verification techniques to help run a program, rather than to prove properties thereof.
The model-checking procedure is handed as input a transition system that is constructed from to the universal charts in the LSC specification. (These are the charts that drive the execution in the naive play-out process too.) The transition relation is designed to allow progress of the active universal charts, but to prevent violations. The system is initialized to reflect the status of the execution just after the last external event occurred, including the current values of object properties, information on the universal charts that were activated as a result of the most recent external events, and the progress in all precharts.
The model-checker is then given a property claiming that it is always the case that at least one of the universal charts is active. This is really the negation of what we want, since in order to falsify the property, the model-checker searches for a run in which eventually none of the universal charts is active. That is, all active universal charts complete successfully, so that by the definition of the transition relation no violations occurred in the process. Such a counter-example is the desired super-step. If the model-checker is able to verify the property then no correct super-step exists, but if it is not able to, the counter-example is exactly what we seek. For more details see [13] .
Smart play-out can also be used to satisfy existential charts, which can be used to specify system tests. It automatically finds a trace (if there is one) that satisfies the existential chart without violating any universal charts in the process. This can be useful in understanding the possible behavior of a system and also in detecting problems, by, e.g., asking if there is some way for a certain scenario, which we believe cannot be realized by the system, to be satisfied. If smart play-out manages to satisfy the chart it will execute the trace, thus providing evidence for the cause of the problem.
Since the appearance of [13] , in which we reported on smart play-out as applied to a basic kernel version of LSCs (more or less the one appearing in [8] ), we have gained experience in applying the method to several applications and case studies. These include a computerized system -a machine for manufacturing smart-cards [18] -as well as a biological system -parts of the vulval development process of the C. elegans nematode worm [20] .
We have also been working on extending smart play-out to cover a larger set of the LSC language features and to deal more efficiently with larger models, and this is the subject matter of the present paper. Specifically, we show how smart play-out extends to cover two key features of the rich version of LSCs described in [15] , namely, time and forbidden elements. The former is crucial for systems with time constraints and/or time-driven behavior, and the latter allows specifying invariants and contracts on behavior. Forbidden elements can also help reduce the state space that has to be considered by the model-checking, thus enabling smart play-out to handle larger models.
A short summary of the translation of the basic LSCs language that was defined in the original presentation of smart play-out in [13] appears in the Appendix. It is rather technical and may be skipped in a first reading of the paper, or consulted when getting into the details of the extensions for time and forbidden element.
Time-Enriched LSCs
In [14, 15] LSCs have been extended with timing requirements, thus making the language suitable for specifying the behavioral requirements of time intensive systems. The approach follows Alur and Henzinger [1] in basing the extension on a single clock object. The extensions have been implemented in full in the Play-Engine tool. This extension assumes a discrete time model and adopts the synchrony hypothesis, according to which the system events themselves consume no actual time, and time may pass only between events.
When handling time, play-out takes an "eager" approach, progressing with system events as far as possible, and only when faced with hot timing requirements that are not yet satisfied does it wait and allow time to pass. In contrast, smart play-out may decide not to eagerly perform all enabled events, but rather to allow some time progress before continuing the execution. As will be shown below this may help smart play-out to satisfy the LSC requirements while the "naive" play-out may cause a violation. Thus, smart play-out in effect refines the semantics of LSCs and makes it more liberal. Our extension of smart play-out is also effective in the mode where an existential chart is to be satisfied, allowing queries of the form "what is the minimal time in which some objective can be achieved?".
We now use a few simple examples to illustrate the role and possible usage of smart play-out as applied to timed behavioral requirements. Consider the two charts of Fig. 1 .
The first, "Time1", states that when the phone's Cover is opened, after more than 2 time units the display sets its re- Figure 1 . Smart play-out helps with time ception level to 2 and after more than 8 time units the Antenna is opened. The message Open must occur after the message ShowReception(2) as implied by the partial order defined by chart "Time1", taking into account the synchronization enforced by the timed condition labeled Time > T + 8.
The second chart in the figure, "Time2", states that whenever the Display sets its reception level to 2, the Antenna should open within less than 2 time units, as specified by the timed condition labeled Time < T + 2.
Assuming that these are the only two relevant charts of the system, and that the user opens the cover during naive play-out, the chart "Time1" becomes active and the play-out mechanism then immediately stores the time. After 3 time units pass, the timed condition Time > T + 2 is satisfied, and then the message ShowReception(2) occurs, activating the chart "Time2" and the timed assignment in this chart. The timed condition Time > T + 8 forces 6 additional time units to pass before it is satisfied and the message Open is taken, causing chart "Time1" to be completed successfully. The timed condition Time < T + 2 is now detected as violated by play-out, causing a violation of chart "Time2", as shown in Figure 2 .
Figure 2. Violation by naive play-out
In contrast, if we apply the smart play-out process to this example, it computes and carries out a different order of events. After the user opens the cover, smart play-out allows 9 time units to pass, and only then the message ShowReception(2) is taken. Now, without any further time delays the message Open occurs, causing the successful completion of both charts.
Another issue concerns LSC specifications that are inconsistent due to contradicting time requirements. Consider the two charts of Fig. 3 . The first, "Time3", states that when the phone's Cover is opened, the Antenna should open, the background of the Display should change to green and its reception level to 4; all according to this ordering and within 3 time units. The second chart in the figure, "Time4", states that whenever the Antenna becomes open, the reception level of the Display should change to level 4, but only after at least 5 time units have passed from the opening of the Antenna. Smart play-out would prove that in such a case no correct super-step exists, which by the semantics of LSCs means that the requirements are inconsistent; see [12] .
The Translation
We now provide some details on how our extension of smart play-out translates the time features of LSCs to the transition relation used by the model-checking algorithms.
Figure 3. Inconsistent LSCs
The time features supported are timed assignments, timed conditions and an explicit TICK message; see [14, 15] . A timed assignment is of the form T i := T IME, Where T i is a clock variable (local to the chart), and T IME is the global clock. A timed condition is of the form T ime op T i + d, where op is any of the standard operations =, <, ≤, >, ≥, =. The delay d has an integer value, and can be a constant (the usual case), a variable or a function. An explicit T ICK is a self message of the clock object, and causes the global clock to progress by one time unit.
In the smart play-out translation we add a new integer variable T i corresponding to each clock variable appearing in the LSC specification. T i is defined to range over the domain −1 · · · d max + 1, where d max is the maximal delay value appearing in any timed condition for this variable. If we restrict the delays d appearing in the timed conditions to be constants, then d max is found simply by taking the maximum of the constant values, and for a variable or a function we take the maximal value the variable or function can return while calculating d max .
A clock variable is initially set to value −1 and is set again to this value when the chart changes from active to non-active. If object O k is at location l − 1 in chart m i , and the next location of O k corresponds to a timed assignment to the clock variable T i , then T i is set to 0. Once the clock variable is in the range 0 ≤ T i ≤ d max , it is incremented by one if an explicit T ICK occurs. In case an explicit T ICK message does not appear in the relevant LSCs or is not enabled, a nondeterministic choice can allow to increment T i by one or to leave it unchanged. Actually, to achieve a more efficient implementation we support "acceleration", by allowing time increments of 1, 2, 4, 8 · · · , which in certain cases may help find a correct run faster.
Intuitively, the specifier can add explicit time ticks to the charts, determining time progress, but may choose to specify only the timed assignments and time conditions without explicit time ticks, and then the nondeterministic choice will allow time progress. If T i reaches its maximum value d max + 1, it will remain with this value until the chart ends or a new timed assignment is taken. The fact that T i remains at value d max + 1 and that this does not change the evaluation of the timed conditions is part of the proof of the correctness of our translation and is omitted from this version of the paper.
Timed conditions are a special form of conditions and are thus handled within the framework of conditions as defined in the original version of smart play-out [13] . We define how to evaluate a timed condition using our timed clock definitions. Given a timed condition of the form T ime op T i + d appearing in an LSC, we evaluate it as T i op d. Since we reset T i to 0 on a timed assignment, our evaluation of timed conditions is equivalent, and we are not forced to maintain the global clock. This is also more efficient, since maintaining global time values would force us to allocate larger ranges for the clock variables, which would have a strong effect on the performance of the model-checking.
Timed assignments can be specified also in the prechart, as shown in Fig. 4 . Time is assigned to the variable T immediately after the message ShowReception(2) occurs, and this should be equivalent to performing the timed assignment in the main chart, as specified in Fig. 1 in chart "Time2". To ensure that timed assignments in the prechart are handled correctly, we modify the model-checking problem of smart play-out that was originally given as:
to refer also to enabled timed assignments in the prechart:
Here ET A pch(mi) gets the value 1, if there is an enabled timed assignment in the prechart of chart m i , and 0 otherwise. This states that at least one of the universal charts is active or at least one of the timed assignments in a prechart is enabled. Falsifying this modified property amounts to finding a run that leads to a point in which all active universal charts have been completed successfully and there are no enabled timed assignments that have not been performed, which is exactly the desired run. 
Forbidden Elements
Using forbidden elements [15] one can specify events that are not allowed to occur or conditions that are not allowed to hold during specific intervals within a chart's execution. Forbidden elements can be used to express invariants, i.e., expressions that must hold during specified execution intervals. In this section we explain how forbidden elements are fully supported by our extension of smart play-out in a direct and natural way.
The use of forbidden elements is especially important in smart play-out. Apart from the fact that forbidden elements are one of the LSC features supported in the standard playin/play-out approach and the Play-Engine tool, they have a significant role for smart play-out since they allow the user to provide additional knowledge about the system, e.g., invariants or preconditions, which can reduce the state-space dramatically and allow smart play-out to handle much larger designs.
Figure 5. Forbidden elements
Forbidden elements are either messages or conditions, and are specified in a special area at the bottom of the LSC, separated by the Forbidden Elements header. An example of both element types appears in Fig. 5 . The chart describes the Unload scenario for a model of a smart-card manufacturing machine [18] . When the Controller sends the self message unload, as specified in the prechart, a new empty card is placed on the belt, as specified by the message b3(0) appearing in the main chart. No belt movements are allowed during this scenario. This is specified by designating the right and left messages as forbidden while the unload chart is active.
The distinction between hot and cold applies also to forbidden messages, where a hot forbidden message is not allowed to occur in the designated scope, and if it does it causes a violation and the system aborts, while the occurrence of a cold forbidden message causes the exit of the rel-evant (sub) chart but it does not mean a violation. In our example of Fig. 5 the forbidden messages right and left are hot, since they are strictly not allowed during the unload scenario. Fig. 5 also shows the use of a forbidden condition. The Unload scenario should not be performed if there is already a card on the belt in the relevant slot b3. This is specified by the forbidden condition Belt.b3 <> -1, where by convention −1 denotes the fact that no card is placed on the belt slot, 0 denotes an empty card, and a positive value denotes a personalized card. The forbidden condition is cold and has the prechart as its scope. Thus, if the controller performs the unload message while the slot b3 is not empty, the forbidden condition Belt.b3 <> -1 becomes true and the prechart is exited without activating the main chart. As a result the unload scenario designated in the main chart will not be taken. In general, the scope for forbidden elements can be the entire LSC, its prechart, its main chart, or any subchart thereof.
The Translation
We first explain how we handle forbidden messages. As explained in the Appendix, without considering forbidden messages we define the transition relation for the occurrence of a message as follows:
In order for the event of sending msg from O j to O k to occur, we require the condition φ to hold. This condition is defined in a way that requires that at least one of the main charts in which this message appears is active, and that all active charts must "agree" on this message. When considering also forbidden messages we conjunct φ with a formula ψ specifying that msg
is not a hot forbidden message in the current scope.
We require that for each universal chart m i in which msg s Oj →O k is designated as a hot forbidden message, either m i is not active (that is, act mi = 0), or all of the objects participating in the subchart are outside the subchart, or the message msg s Oj →O k appears in the subchart and is enabled (that is, ψ(m i )) .
Here L i is the minimal location for object O i in the subchart while H i is the maximum location in the subchart. In case the scope is the entire LSC or the main chart the clause relating to participating objects being outside the (sub) chart evaluates to FALSE and can thus be omitted.
A cold forbidden message affects the transition relation of the location of an object participating in the (sub) chart. If this cold forbidden message occurs, the participating objects exit the subchart. The treatment of forbidden conditions follows along similar lines. A condition is a boolean function over the domains of the object properties, C :
, so that it can relate to the properties of several objects. Here, the properties appearing in the condition are P 1 , P 2 , · · · P r . The values of properties can change only as an effect of a message occurring, so for a hot forbidden conditions we disallow a message if in the next state we are in the scope of the forbidden condition and the condition holds. Also, cold forbidden conditions affect the transition relation of the location of the participating (sub) chart objects, but we omit the details in this version of the paper. Notice that forbidden elements do not introduce additional variables into our transition system, and thus they constitute an effective means for reducing the state space and allowing smart play-out to handle larger models.
Related Work
A large amount of work has been carried out on formal requirements, sequence charts, and model execution. Amyot and Eberlein [4] provide an extensive survey of scenario notations. Their paper also defines several comparison criteria and then uses them to compare the different notations. The idea of using sequence charts to discover design errors at early stages of development has been investigated in [2, 23] for detecting race conditions, time conflicts and pattern matching. The language used in these papers is that of classical message sequence charts, with the semantics being simply the partial order of events in a chart. In order to describe system behavior, such MSCs are composed into hierarchal message sequence charts (HMSCs) which are basically graphs whose nodes are MSCs. As has been observed in several papers, e.g. [3] , allowing processes to progress along the HMSC with each chart being in a different node may introduce non-regular behavior and is the cause of undecidability of certain properties. Undecidability results and approaches to restrict HMSCs in order to avoid these problems appear in [16, 17, 11] .
Live sequence charts have been used for the testing and verification of system models. Lettrai and Klose [22] present a methodology supported by a tool called TestConductor, which is integrated into Rhapsody [19] . The tool is used for monitoring and testing a model using a restricted subset of LSCs. Damm and Klose [9, 21] describe a verification environment in which LSCs are used to describe requirements that are verified against a Statemate model implementation. An approach for verifying LSCs against UML models is described in [10] . LSCs have also been applied to the specification and verification of hardware systems [5, 6] .
