Abstract-Biological evolution gives rise to self-organizing phenomena. Inspired by this theory, directed variation is added to the ( , ) evolution strategies (ES) algorithm and it is called directed variation ES (DVES). In DVES, some neighboring individuals in the population mutate correlatively according to the distribution of the whole population. Experimental results showed that, with the same number of function evaluations, directed variation ES reached better optimization results for different generally used strategies under the ES framework. Experimental analysis showed that the application of directed variation could increase the expected fitness improvement and the probability of fitness improvement. From a biological perspective, directed variation can be regarded as a result of self-organizing evolution.
I. INTRODUCTION
O NE AREA OF evolutionary computation is evolution strategies (ES for short), which is often used for the optimization of real-valued objective functions. In the algorithm, a population of randomly distributed vectors converges to a global optimum, or sometimes local optima, by the iterative application of variation and selection to the population. The average step size, the standard deviation of the zero-mean Gaussian perturbation, is an important factor for the convergence rate and optimization precision of the algorithm. In the self-adaptation of the average step size, each solution vector is comprised of both the trial vector and a perturbation vector [1] . This method was extended to incorporate correlated mutations by the application of the covariance matrix adaptation [2] , [3] . However, the self-adaptation schemes tend to have smaller step sizes in the later stage of evolution, which lose the global searching ability in practice. In order to overcome this shortcoming, the Cauchy mutation has been proposed in both evolution strategies [22] and evolutionary programming [23] , and has shown significant improvement in multimodal function optimization due to the "heavy tail property" of Cauchy distribution compared with normal distribution. On the other hand, a better recombination, which is also crucial for global search, is proposed recently based on approximation and local search technique [24] . Other major efforts in evolution strategies are aimed at developing mathematical foundations for the algorithms [4] - [6] , and investigating their computational complexity theoretically and empirically [7] , [8] .
In the view of traditional Neo-Darwinism and evolutionary computation, genetic variation and natural selection have been considered as the conceptual and explanatory core of the biological theory of evolution: variation functions as the necessary "shuffling of cards," whereas natural selection serves to explain the genesis of biological order and the phenomenon of adaptation [9] . However, this traditional view of evolution is incomplete in the framework of self-organizing evolutionary theory [9] - [11] . Natural selection is important, but it has not labored alone to craft the fine architectures of the biosphere. Another process, self-organization, is the root source of order. The order of the biological world arises naturally and spontaneously because of the principles of self-organization.
Inspired by this view, directed variation is added to ES, which can be viewed as a result of self-organization of the population. By this process, we do not aim to propose an elegant strategy for the regulation of average step size, but to update some individuals (solution vectors) according to the population. This leads to some improvement of the convergence rate. In this paper, ( , ) ES [12] is the basic framework of the algorithm, in which parents are used to create offspring by variation and only the offspring compete for survival, i.e., parents are completely replaced in each generation. The offspring that possess the highest fitness values are selected as the new parents for next generation. We focus on the optimization of real-valued objective functions. The following benchmark functions are used: the hypersphere model, Rastrigin function [13] , and Ackley function [14] . Their global minima are all 's.
where is the dimension of solutions and is the th component of the vector . In (2) , is a positive constant, and its value is ten in the following experiments.
II. POPULATION DISTRIBUTION DURING THE EVOLUTION OF ES
In this section, the population distribution during the evolution is studied. Here, population refers to the parents in each generation. Usually, ES and other evolutionary algorithms operate locally, and generate offspring in the neighborhood of their parents [18] , [20] . Mathematically, this indicates that the state transition of the algorithms is usually local, and the probability of transfer to a "remote" state is small. This local transition property makes ES work efficiently. Thus, the population distribution has a convergent tendency. However, another important feature of ES algorithms is their global convergence, which is defined by reaching global optimum with probability 1. This requires ES algorithms to escape from local optima, which is practically possible by the occasional application of a larger neighborhood transition. This process will cause divergence of the population distribution in the case of ( , ) ES [18, p. 17] .
A. Population Distribution
Considering statistical stability, (100, 500) ES was applied to optimize objective functions with the standard deviation of Gaussian noise calculated by (4) where denoted the current Euclidean distance from the solution to the optimum, and there were dimensions. Here, the constant in (4) is somewhat arbitrarily chosen, since the experimental results for the population distribution are similar in a wide range of the values of the constant (from one to three). The distribution of each component of the 100 parents was observed. Denote the maximal th component of the 100 parents by and the minimum by . The interval was equally divided into ten subintervals, and the number of the parents whose th components fell into each subinterval was recorded to construct the histogram for the population distribution. Equation (2) with was used as the objective function. The parents were equally distributed in intially, so several local optima would be encountered during the evolution. The population distribution of one component during the evolution process is shown in Fig. 1 . The population distribution converged to the global optimum with the evolution of the algorithm. On the other hand, is a local optimum for (2) . We repeated the above experiment, but initially put all the 100 parents at , so that the population was located at the local optimum at the beginning of the procedure. The population distribution under this initial condition is shown in Fig. 2 , where the population diverged from the local optimum and then converged to another local optimum or the global optimum.
It can be seen from the above analysis that, when ES algorithm is in the process of converging to one of the several local optima (including the global one), the population distribution displays a tendency to converge; when ES algorithm is in the process of jumping out of a local optimum, it displays a tendency to diverge. If the population distribution contains some information about the global optimum, it can give some instruction on how to update part of the population in order to improve the convergence rate of the algorithm. So the relationship between the population distribution and the global optimum is studied.
B. Interval Fitness
Let the population of ( , ) ES be denoted by the set , each element of which is an -dimensional vector, . Suppose the th components of the population, denoted by , are distributed in the interval . Divide the interval equally to subintervals, each of which can be denoted by (5) For a nonempty set , interval fitness is defined by (6) where is the indicator function of (7) and is the normalized fitness of the solution vector (8) where and are the maximal and minimal fitness of the whole population, respectively. As a result, . Without loss of generality, we assume the problem is addressed to find the maximum of objective functions. The interval fitness defined by (6) is the sum of the normalized fitness of the solution vectors whose th components are in the interval . Suppose there are such vectors, then
Equation (6) gives (10) provided . Let be the limit of the empirical distribution function of the vectors, i.e., (11) where is the th component of . Given , we can view the vectors as being drawn independently from . For any , we have (12) From the strong law of large numbers [15] (13) as , where is a solution vector. Here, is an -dimensional random vector, whose cumulated distribution function (c.d.f.) is , and is the th component of . From (10) and (13), as (14) Here, we have assumed that . If , which implies that , , then as , converges to zero almost surely (see Appendix for the proof). Thus, the interval fitness on the th dimension is asymptotically in direct proportion to the multiplication of the probability , and the conditional expectation . For finite , is an unbiased estimate of the right-hand side of (14) . This indicates that is decided by two factors. One is the probability of on the interval ; the other is the mean fitness of solution vectors whose th components are on the interval .
C. Maximal Fitness Interval and the Closest Interval to the Global Optimum
Suppose the global optimum of an objective function is , and the function has only one global optimum (functions that have more than one global optimum, such as periodic functions, are not considered). For the th dimension, define the distance between the optimum component and the subinterval by (15) i.e., the minimal distance from to all the points on the interval . Obviously, if , the distance is zero. Suppose is the subinterval with minimal distance to , and has the maximal interval fitness among all 's, where and are both integers. If , then the subinterval that has the maximal interval fitness is the closest one to
. If the probability of is large, we can assume that the subinterval with maximal interval fitness is often the closest one to the global optimum. The probability of was estimated by the following experiments. For the objective functions (1)- (3), let
. The optimization domain of each dimension was divided into three subintervals, i.e., . ( , ) ES was applied with the standard deviation of Gaussian noise calculated by (4) . The values of were 10, 20, , 100, altogether, ten values and . Under each set of parameters, ES was run 100 generations for 20 independent times. The probability was estimated by the fraction of the observations with in all the generations during the evolution. However, this probability is not appropriate for the instruction of directed variation, because when ES is stuck to a local optimum, the subinterval with maximal interval fitness is usually at the local optimum instead of the global ones (Fig. 2) . It can be seen from Fig. 2 that the population will undergo a divergent process to escape from the local optimum. Directed variation cannot be applied to this situation. A simple method to detect whether the procedure is escaping from a local optimum is to compare the range of the solutions with the previous generation. Thus, a condition is considered, which requires the range of the current population components is smaller than that of the previous generation. Rigorously speaking, the condition is:
, where is the domain of the th components in the th generation . This is indeed a very rough way to distinguish whether the algorithm is in the state of convergence to one local optimum or divergence from it, and there is no theoretical guarantee that it will always work. However, it is an acceptable and simple method in practice. We observed the probability of under this condition (denoted by ), i.e.,
. It can be seen from Fig. 3 that increases with the increase of . When , this probability is close to 0.9. The observations showed that, under the above condition , the subinterval with maximal interval fitness has a good chance to be the closest one to the optimum. 
III. DIRECTED VARIATION
From the above analysis, a method is proposed to generate directed variation. The process is completed sequentially for each component.
Suppose solution vectors are -dimensional; directed variation is applied to the th component of solution vectors as follows.
1) If the range of the th components of all current solution vectors decreases compared with that of the previous generation, go to (2); else directed variation will not be applied. 2) Calculate interval fitness . 3) Move the components of individuals in each subinterval to their neighboring subinterval with higher interval fitness with a certain probability. In the following, we will describe this procedure in detail. Let be the interval that contains , the th component of the th individual. Then, the directed variation of is decided by the relative value of to the interval fitness of its neighboring subintervals and for . When , the neighbor of is . For the convenience of description, we define (16) then the neighbors of are and , for . Directed variation is applied to according to relative values of and its neighbors and (Fig. 4) . In Fig. 4(a) , where is bigger than both and , no directed variation will be applied to . In Fig. 4(b) , is in the middle. Without loss of generality, suppose . Then, move toward the subinterval with a probability
A random number uniformly distributed between and the center of is generated to replace . This is the directed variation of . In Fig. 4(c) , is smaller than both and . Then, or is randomly chosen, each with a probability of 0.5, and move toward the chosen subinterval as (b).
From (17), we get that if , the probability of directed variation, is approximately one; if is only slightly bigger than , approaches zero. This formula guarantees that the application of directed variation is conservative. When there is a significant difference between the interval fitness of the two neighboring subintervals, the probability of directed variation will be large. From Fig. 3 , we can see that is only about 0.5 when is small. So, if we always apply directed variation instead of with a probability, there exists the risk of slowing down the divergence of the population when the algorithm is escaping from a local optimum. The probabilistic rule (17) can decrease this risk.
IV. IMPLEMENTATION OF DIRECTED VARIATION ESS
We have studied two methods to apply directed variation in the ( , ) ES algorithms. They are named directed variation ES (DVES) and partial DVES (PDVES), respectively. DVES can be implemented as follows. 1) Initialization: An initial population of parent vectors is randomly generated from a feasible domain in each dimension, or set to some fixed points. The implementation of the two algorithms is concisely shown in Fig. 5 . In DVES, directed variation is performed after selection, i.e., directed variation is applied to parents. In PDVES, offspring are generated by random variation, and offspring are generated by directed variation (if the condition for directed variation is not satisfied, random variation will be used). Here, random variation may include not only mutation but also recombination. When , both methods of applying directed variation are not effective, and the algorithms are equivalent to the standard (1, ) ES.
V. EXPERIMENTAL RESULTS
In order to compare the performance of ES, DVES, and PDVES, objective functions of equations (1)- (3) are used for optimization. In the following experiments, the optimization domains are , where is the number of dimensions of solution vectors. The initial population is fixed on some vertices of the hypercubic . For DVES and PDVES, the number of subintervals is set to be three, i.e., .
A. Theoretical Regulation of the Mutation Step Size
The convergence rate of ES algorithms is strongly associated with the average step size of random variation. A lot of deep research has been done on this point [1] , [2] . It is impossible and unnecessary for us to apply directed variation to all the modified ESs to compare the relative performance of directed variation. According to some theoretical study [1] , [18] , for hypersphere model, the optimal average step size for (1, ) ES is given by (18) where , denotes the current Euclidean distance from the optimum, and there are dimensions. However, whether the conclusion can be generalized to ( , ) ES and other objective functions is still an unsolved problem, but the average step size of (18) has the property of self-adaptation. Different values of will greatly change the performance of ES algorithms. If is sufficiently large, ES will degenerate to random search, and the procedure is similar to sampling the objective functions by Monte Carlo methods [19] , [21] without much advantage in optimization. If is small enough, ES is unable to escape from any local optima and will become a local search procedure. Appropriate values between the above two extreme cases make it possible for ES algorithms to have both global and local searching abilities. So (18) is used to calculate the average step size in the experiments with different values of , which refer to ESs with different self-adaptation step size strategies.
For the three different objective functions, let and . The experimental results for the three functions with are shown in Fig. 6(a)-(c) . The numbers of function evaluations are 10 000, 20 000, and 10 000, respectively. In the figures, axis is the values of and axis is , where is the true optimum, and is the best fitness value we get after the specific numbers of function evaluations for three different algorithms. All the experimental results are the average over 20 independent runs.
From the above experimental results, we can see the following facts: 1) when is between 1.5 and 2.0, the three algorithms reach their best performance, respectively, i.e., the optimal is in the interval [1.5, 2.0] and 2) on the whole, the performance of DVES and PDVES appears to be better than ES. For different values of , DVES and PDVES reach closer results to the optimum than ES does via the same number of function evaluations. When the value of is small (say ), the three algorithms have approximately the same performance. But with the increase of , the different performance becomes obvious and PDVES is the most robust one to , i.e., with a large range of , the optimization performance of PDVES is the best one.
Let us take the optimization of Rastrigin function with as an example [ Fig. 6(b) ]. When or , the three algorithms have almost the same performance. The difference is significant when . When is 1.6, the three algorithms reach their best performance, respectively, in the following order: PDVES DVES ES, i.e., PDVES has the best performance among the three. If is set to deviate from , the numbers of function evaluations are 5000 for all the three functions. The experimental results (the average of 20 independent runs) are shown in Fig. 8 . From these results, we can see that for lower dimensional cases, DVES and PDVES perform better than ES as well. Besides, for lower dimensional problems, DVES usually has a better performance than PDVES, while PDVES performs better than DVES in higher dimensional cases.
This part of experiments has only theoretical importance since the distance between an individual and the global optimum is used in calculating mutation step size [see (18) ], which is impossible in practice. All the ESs are run under the "best" strategies and, thus, have achieved good performance.
B. Self-Adaptive Regulation of the Mutation Step Size
The performance of ES algorithms depends crucially on the value of strategy parameter, the mutation step size. The dynamic adaptation of the step size to the local topology of fitness functions is a feature of ESs. The principal idea for the self-adaptation is the coupling of strategy parameters with the object parameters, i.e., the population is now denoted by , where is a solution vector. For each , we combine a vector of standard deviation corresponding to each dimension of and create the new solution vector (19) (20) where , , are constant [1] , [22] . Both strategy and object parameters are selected to get a self-adaptation to the fitness functions. DVES and PDVES are applied to the self-adaptation ES algorithms. In this section, ES, DVES, and PDVES with self-adaptation are compared. ES (10, 50) is used, the initial standard deviation of Gaussian noise is set to be 0.5 and the number of function evaluations is 5000. Fig. 9(a) and (b) shows the average dynamics of the different algorithms of 20 independent runs for Rastrigin (2) and Ackley (3) functions with . Generally, both DVES and PDVES perform better than ES under the self-adaptation strategy. For Rastrigin function (2), the function values of the second highest optimum is 1. (Here, we actually use minus Rastrigin function). As a result, if , the average individual fitness is bigger than any local maxima, which indicates that the algorithm has already jumped out of all the local optima. From Fig. 9(a) , it can be seen that after 2000 function evaluations, PDVES has already jumped out of all the local optima; after 3000 function evaluations, DVES has jumped out of all the local optima, while ES spends more than 4500 function evaluations to reach the similar results. This shows that the application of directed variation can increase the probability of escaping from local optima. From Fig. 9(b) , we can see that the three algorithms show approximately linear convergence rate but both DVES and PDVES have steeper slopes, which indicate faster convergence rates than ES.
C. Self-Adaptation ES With Recombination
Another important operator of evolution strategies is recombination. A good recombination operator provides efficient global search abilities [24] . In this section, we will apply directed variation to self-adaptation ES with recombination. There are two different kinds of recombination in ES. One is intermediate recombination, where each offspring is generated by adding zero-mean Gaussian noise to the center of parents , which is named as the recombined descendant, i.e., . The other one is discrete recombination, where every component of the recombined descendant is obtained by random selection from the components of the current parents, i.e., . The symbol stands for the unit vector in the th direction, and is a random integer selected between 1 and . In the ES algorithms with recombination, we can view the process of random variation as being formed by recombination and mutation. Under this framework, we can apply directed variation to ESs, where random variation is realized by recombination and mutation. We tried adding directed variation to self-adaptation ES with the two kinds of recombination. ES (10/10, 50) with self-adaptation strategy [(19) and (20)] is applied to Rastrigin function (2) with . Initial step size is 0.5 and the number of function evaluations is 2000. The experimental results are shown in Fig. 10 with two different recombination strategies.
From the figures, we can see that, both DVES and PDVES appear to perform better than ES with intermediate recombination, but only DVES gets some improvement if discrete recombination is adopted. However, in both cases, the improvement is not 
VI. DISCUSSION

A. Why Does Directed Variation Work?
In ES algorithms, suppose the th generation population is , then the algorithm can be described as a series of operators applied to [12] 
where is the variation operator, and is the selection operator. For DVES, is the composite operator of random variation and directed variation; for PDVES, contains both random variation operator and directed variation operator, since some of the offspring are generated by directed variation, while the remaining are generated by random variation. Thus, the above three algorithms, ES, DVES, and PDVES can all be described by (21) . This equation shows that the behavior of an evolutionary algorithm can be measured by examining the statistical effects of the operator and on the population . Regard as an -dimensional random vector, then its fitness function is a one-dimensional random variable. Variation operator maps to a new random vector denoted by , and its fitness function is . To examine the statistical effects of operators, and , we calculated the probability of improvement, defined as the mean fraction of offspring that outperform the average fitness of their parents (22) where is the expected value of . Also, we calculated the expected fitness improvement, defined as the mean improvement of the best offspring as compared with the best parent during the evolution (23) ES, DVES, and PDVES are applied to the optimization of Ackley function with . The procedure parameters were the same as those in Section V-A. The values of are between 0.6 and 3.0. Under the same parameters, each algorithm is run 20 times for 100 generations independently. In each generation, after the application of variation, calculate the proportion of offspring whose fitness is better than the average fitness of their parents, and use the average of this proportion as the estimate for the probability in (22) . After the application of selection in each generation, calculate in (23) as the expected fitness improvement. The probability of improvement and the expected fitness improvement of the three algorithms versus the values of are shown in Fig. 11 . It can be seen from the figure that the probability of improvement of the three algorithms achieves their maxima at and, thereafter, decreases monotonously with the increase of . The expected fitness improvement of the three algorithms achieves their maxima at . Both DVES and PDVES have larger expected improvement and larger probability of improvement than ES, especially the expected improvement of PDVES. Thus, the application of directed variation can increase the expected fitness improvement and the probability of improvement of ES algorithms, which accounts for the better performance of DVES and PDVES.
B. Can DVES Find Multiple Optima?
Many practical problems require the investigation of not only the global optimum, but also other local optima. In other words, we want the optimization algorithms to be able to find multiple optima of the objective functions. To develop this kind of algorithms under the framework of evolutionary computation, niche techniques, such as fitness sharing, restricted mating, etc., have been designed to maintain stable subpopulations on several local optima [25] - [27] . Since directed variation also considers the relative interval fitness between neighbors, one may wonder if this operator can provide similar subpopulation effect during the search of multimodal functions. We examine the two functions used in [25] and compare the results of DVES to the results of fitness sharing GA [25] . The two functions are and where takes values between zero and one. has exactly five optima of the same height, while the heights of the optima of are different (see Fig. 12 ).
If we apply niche techniques to GA, then the algorithms will maintain subpopulations at all the five optima in both cases [25] - [27] . This shows that these operators are able to find multiple local optima during the evolution. To make a simple comparison, we tried (50,100) DVES with self-adaptation to the two functions. The distribution of the population is shown in Table I . In the table, the five optima in and are numbered 1 to 5 from left to right. The entries of the tables are the number of individuals in the neighborhood of different optima.
It is easy to see that DVES performed differently from niche techniques. Directed variation generally cannot maintain subpopulations and, thus, will lose all other local optima eventually. This drawback may be improved by modifying of the fitness function, just as fitness sharing, or introducing the concept of subpopulation by some restrictions on selection or recombination. This raises a possible direction of future work for us.
VII. CONCLUSION
Directed variation in ES is a correlated process of the population. The directed variation of each individual is carried out by consideration of the distribution and fitness of the whole population. Therefore, it is a correlated variation among neighboring individuals. The framework of DVES and PDVES contains directed variation, random variation and selection. The experimental results showed that directed variations could increase the expected fitness improvement and the probability of improvement of the population, thus improving the convergence rate of the algorithm for some problems. To compare the relative performance of directed variation ES and other ES algorithms, we basically applied (18) with different values of as a way to calculate mutation step size (please note that equation (18) assumes the knowledge of the global optimum, which does not hold in practice). It is true that there are many adaptation methods for mutation step size, but the basic goal is to find a good trade-off between local searching ability and global optimization ability. This point is very similar to the effect of using different values of in equation (18) , which can be viewed as a general way to compare the performance of new evolutionary operators including directed variation. We also applied directed variation to ES algorithms with more general strategies, such as self-adaptive step size and two kinds of recombination. Some improvement was observed for some simple examples. However, since recombination is not always efficient and necessary in evolutionary computation [16] , [17] , and up to now, it has still not been explained satisfactorily why recombination operators may sometimes provide a performance gain [18] , we recommend applying directed variation to ES algorithms without recombination. The basic idea of directed variation is to utilize the population distribution, which may provide a better design of evolutionary algorithms.
