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1. INTRODUCTION 
1,1. Background and Definitions 
The general specification of a fixed sample estimation problem 
involves three measurable spaces, a family of distributions, and a 
loss function. More precisely, there is the sample space {X,B^), 
the parameter space (0,Bg), and the decision space (D,B^); the 
family of distributions, [P^(*): WÇQ} defined over (X,5^), which is 
interpreted as a family of conditional probability measures given 
w on and the loss function L(w,d); 0 x o -• [0,3o), assumed to be 
8^ X B measurable. 
o D 
Suppose that X is a random variable whose probability distribu­
tion is a member of the family of distributions, {P^(•): wÇ0}, We 
also assume that the family w€0} possesses a family of 
densities, {p(x,w); wÇ0}, with respect to some a-finite measure over 
(X,B^). For estimating some parametric function, Y(w) say, a func­
tion defined on 0, we observe a sample of fixed size n, (X^,.,.,X^) 
from a member of wÇ0}. A question of interest is to obtain 
an admissible estimator where the usual definition of an admissibility 
is given below: 
Definition 1.1.1; 
An estimator 6* is said to be admissible in D*, the set of all 
possible estimators (possibly randomized), if there does not exist 
any other estimator ô such that R(w, ô) < R(w, ô*) for all w Ç 0 with 
strict inequality for at least one w Ç 0 where 
2 
R(w,ô) = S S L(w,T)dô(x)dP (x), the risk function of an estimator 
X D 
Ô, and for each given x, T is a random variable taking values in D, 
whose probability distribution is given by ô(x); X -* D* (in this 
thesis it is assumed that 6 and any functions introduced are 
appropriately "measurable"). 
In the above setting, the introduction of a nonnegative measure 
Tr(w) defined over (0,B^) known as the prior distribution yields a Bayes 
0 
procedure. The formal definition of a Hayes procedure is given as follows; 
Definition 1.1.2; 
The Bayes procedure is to choose 6^ such that 
f R(w, 6 )dTT(w) = inf f  R(w,ô)dTT(w) (1,1.1) 
0 ^ ÔEV e 
where 5 is a nonrandomized estimator defined as a function from X 
TT 
into D and V is the class of all nonrandomized estimators for which 
R(w,ô) < oo for all w Ç 0 and R(w,Ô) = / L(w,ô(x))dP (x). 
X 
It is important to remark that the search for good estimators 
based on the Bayes procedure may be restricted to the class of non­
randomized estimators; more precisely, if a Bayes estimator (possibly) 
randomized) with respect to a prior distribution TT exists, then, 
there exists a nonrandomized Bayes estimator with respect to rr (see 
Ferguson (1967)). For this reason, we restrict ourselves to the 
class of all nonrandomized estimators in Definition 1.1.2. 
The left-hand side of (1.1.1) is known as the Bayes risk and we 
3 
refer to as the Bayes estimator. In (1,1.1) if the prior is 
proper, i.e., TT(0) < oo and if L(w,.;l) > -K > -oo, then by employing 
Fubini's Theorem, the Bayes estimator can be found by choosing for 
each X, a decision which minimizes 
/ L(w,d)p(x,w)dTT(w). (1.1.2) 
0 
If the prior is improper, i.e., rrCO) =oo, then it is possible 
for ô^(x) to have infinite Bayes risk and hence, (1.1.1) is meaning­
less. In that case, we use the above result as the definition of 
the Bayes estimator and we refer to as the generalized Bayes 
estimator for estimating Y(w). It is clear from (1.1.1) and (1.1.2) 
that the Bayes estimator or the generalized Bayes estimator might 
not be unique or even exist. 
The Bayesian procedure that uses a prior distribution to ob.tain 
a unique Bayes estimator has been widely used as a tool to obtain 
admissible estimators. For example, under the assumptions that the 
risk functions R(w,6) are continuous in w for all estimators 6 
(possibly randomized) and that the prior distribution TT gives positive 
probability to any open subset of 0, the Bayes estimator with respect to 
TT is admissible. But unique generalized Bayes estimators are not 
necessarily admissible as will be seen in the following example : 
Example 1.1.1; 
Let X = (X^,...,X^) be a random sample from the normal distribu-
2 2 2 
tion N(p,,a^) where [i and a are both unknown. In this case, w = (p.,a ). 
2 
It is desired to estimate Y(w) = a under squared error loss 
2 2 
L(w,d) = (a -d) . consider the improper prior TT(w) such that 
1 2 
dTT(w) Œ —2 djj, da . Then, the generalized Bayes estimator 
Q 
2  1 ^ — 2  — 1 ^  
of a is given by ô (X) = —- S (X.-X) where X = — EX., But 
" n-J ^ n 1 
R(0"^,ô.|^) > R(a^,6) for all where 6(X) = S (X^-X)^, and 
i=l 
hence, ô^(X) is inadmissible. 
On the other hand, there are also admissible estimators which 
are not proper Bayes. 
Example 1.1.2; 
Let X = (X^,..,,X^) be a random sample from the normal distri­
bution N(w,1). It is desired to estimate Y{w) = w under squared 
error loss. It is well-known that X is an admissible estimator. How­
ever, X is not a proper Bayes estimator. In fact, X is a generalized' 
Bayes estimator with respect to the improper prior drr(w) œ dw. Indeed, 
for such an improper prior, 
n - 2 
°o --(X-w) 
f we dw 
Ô (XJ = ^ = = X. 
o o  - j ( X - W )  
S e dw 
-OO 
The above example indicates that even the class of proper Bayes 
estimators does not form a complete class. Hence, it is important to 
know whether a generalized Bayes estimator is admissible. To this end, 
there are two well-known methods for proving admissibility of the 
5 
generalized Bayes estimator; one is due to Blyth (1951) and the other 
is due to Karlin (1958). First, we briefly discuss Blyth's method. 
Let 6^ be the generalized Bayes estimator with respect to the prior rr. 
Under some assumptions, 6^ is admissible if there exists a sequence 
{rr^} of priors such that 
(a) the Bayes risks r(6^,TT^) and r(5^ ,TT^) are finite for all 
n, where 6^ is the Bayes estimator with respect to and 
n 
r(6,TT) = f  R(w,6)dTT{w) ; 
0 
(b) for any nondegenerate convex set C c:0, there exists a 
K > 0 and an integer N such that, for n  >  N ,  f  drr^(w} > K; 
( c )  l i m  [ r ( ô ^ , T r ^ )  -  r ( ô ^  , T T ^ )  ]  =  0 .  
n->oo n 
For a more complete discussion, see Lemma 2.1.1 of Chapter 2. Recently 
BroVm'and Hwang (1982) have developed a simple and unified approach 
using Blyth's method for proving admissibility of generalized Bayes 
estimators of the mean vector of a multiparameter exponential family. 
The simplicity is achieved by using a single sequence of priors for all 
estimators. More recently, Das Gupta and Sinha (1984) and Meeden and 
Ghosh, using Brown and Hwang's technique which is in turn based on Blyth's 
method, gave two different sets of sufficient conditions for admis­
sibility of the generalized Bayes estimator of Y(w), other than the 
mean ip ' (w) in the one parameter exponential family of distributions 
with the density 
p(x,w) = X ex, w € e (1.1.3) 
6 
with re<=:pect to some'a-finite measure jj,. It is well-known that 
E^(X) = (w) = where denotes the expectation of a random 
variable X with the density p(x,w). In Chapter 2, Blyth's method 
is discussed in detail, and the two sufficient conditions by 
Das Gupta and Sinha (1984) and Meeden and Ghosh are compared. 
We now briefly state Karlin's technique to establish admis­
sibility of an estimator under squared error loss. To prove the 
admissibility of an estimator 6* of Y(w), assume that there is another 
estimator 6 better than 6*, i.e., assume that 6* is inadmissible. 
This leads to the inequality 
T(w) = f (5*-ô)^p(x,w)dx 
X 
<  2 f  (ô*-ô)(ô*-Y(w))p(x,w)dx for all w Ç 0. (1.1,4) 
X 
In order to demonstrate that 6* is admissible it is enough to show 
that (1,1.4) is only possible provided ô(x) = ô*(x) a.e. (p.). This 
is done as follows. Suppose there exists a nonnegative measure rr(w) 
with the property that the right-hand side of (1.1,4), integrated 
with respect to Tr(w), reduces to zero. This implies that 
f  T(w}dTT(w) < 0, proving thereby that T(w) = 0 a.e. which in turn 
0 
implies the desired result 5(x) = o*(x} a.e. One way to look for TT(w) 
is to choose it so that 
f Y(w)p(x,w)dTT(w) = ô * ( x ) f  p(x,w)dTT(w). (1.1.5) 
0 0 
7 
For a related problem dealing with the admissibility of linear esti­
mators for estimating Y(w) = ijj'(w) in the one parameter exponential 
family with the density (1,1,3), see Karlin (1958), and for esti­
mating, using Karlin's technique, a general function Y(w), other 
than the mean, ip'(w), see Ghosh and Meeden (1977), and Ralescu and 
Ralescu (1981). Recently, Das Gupta (1982), Sinha and Das Gupta 
(1984), using Karlin's technique, derived sufficient conditions for 
admissibility of the generalized Bayes estimator with respect to the 
prior Tr(w), absolutely continuous with respect to Lebesgue measure, 
for estimating an arbitrary nonnegative, strictly increasing function 
h(w) under squared error loss where a random variable X has the 
distribution with the density (with respect to Lebesgue measure) 
p(x,w) = Y(x)q(w), w < X < w, w < w < w , (1,1,5) 
Their result includes Karlin's result (Theorem 2 (1958)) who provided 
admissible estimators of h(w) = q~^(w), a > 0, in the density of the 
form (1,1,6), In fact, they have derived sufficient conditions for 
the admissibility of generalized Bayes estimators of h(w) with 
respect to general priors 
TT(w) = |h ' (w) |f [h(w) ]/q(w) (1,1.7) 
based on a single observation X under squared error loss, where f is 
any nonnegative function defined on the range of h(w). in Chapter 3, 
we thoroughly discuss admissibility of generalized Hayes estimators 
8 
of any nonnegative, strictly decreasing function with respect to the 
prior density of the form (1.1,7) under squared error loss in the 
density (1,1,5), and also provide sufficient conditions for admis­
sibility of generalized Bayes estimators of any nonnegative, strictly 
increasing or decreasing function with respect to the prior density 
of the form (1.1,7) under squared error loss in the densities 
p(x,w) = Y(x)q(w), w < X < w, w < w < w (1.1.8) 
and 
p(x,w) = y(x)q(w), a(w) < x < b(w), w < w < w (1.1.9) 
where a(w) and b(w) are differentiable, strictly increasing or de­
creasing functions. Our results include the results of Karlin (1958), 
Singh (1971), and Sharma (1975), 
So far we have only considered the Bayes procedure which uses 
a single prior to obtain a Bayes (possibly generalized) estimator. 
But there are some priors which yield a class of Bayes estimators 
rather than a unique one. Moreover, this class usually consists of 
inadmissible as well as admissible estimators. To illustrate this 
phenomenon, we consider the following example: 
Example 1.1.3 (Mazloum (1984)); 
Let X be a random variable with the binomial distribution, B(3,w) 
where w Ç Q = {O, 0,4, 0.5, l}. It is desired to estimate Y(w) = w 
with squared error loss with D = [0,1]. Consider a prior distribution, 
rr^ say, on 0 with probability w = 0 and j at w = 1. We denote 
9 
it by TT^ = (j, 0, 0, j). Then, it is straightforward to show that any 
estimator 6 such that 6(0) = 0 and 6(3) = 1 is Bayes with respect to 
TT^. In particular, the estimators and ôg such that 6^(0) = 0, 
6^(1) = J, 6^(2) = and 6^(3) = 1 and Ô^IO) = 0, ô^d) = 0.446, 
GgtZ) = 0.457 and à^(3) =1 are both Bayes against TT^. However, it 
is easy to show that 6^ is dominated by and hence, is inadmissible. 
2 1 
Now, consider a second prior, rr say, which puts mass ^ on w = 0.4 
and ^ on w = 0.5, If we compute the Bayes estimators for those x's 
for which the Bayes estimators with respect to rr^ are not defined, 
i.e., X = 1,2, then we get 6(1) = 0.446 and 6(2) = 0.457. Thus, the 
1 2 
class of Bayes estimators obtained by using the priors rr and rr 
stepwisely contains only one estimator Furthermore, the resulting 
estimator 62 is admissible. • Hence, by considering a second prior, we 
have extracted an admissible estimator from the class of Bayes esti-
1 12 
mators with respect to TT , Note that rr and rr have mutually exclusive 
supports, i.e., {wÇQ: rr^(w) > 0} fl [wEG: n^(w) > 0} is empty. 
The above idea of applying stepwisely the Bayesian procedure to 
get an estimator, called the "Stepwise Bayesian Procedure," is well-
known and has been treated in Hsuan (1979), Meeden and Ghosh (1981), 
and Brown (1981); see also Johnson (1971) and Alam (1979). In fact, 
we can use an ordered set of mutually orthogonal priors to get a 
"stepwise Bayes estimator." We now give the formal definitions of 
orthogonal priors and stepwise Bayes estimator. 
10 
Definition 1.1.3; 
12 12 
Two priors rr and rr are said to be orthogonal if 0(TT ) D 0(n ) 
is empty where 0(n) = [w; n(w) > O} for any prior rr. 
Before giving the formal definition of stepwise Bayes estimator, 
we need the following notations• 
Let g ( x ; T T )  =  f  p(x,w)dTT{w) be the marginal density of X with 
0 
respect to the prior rr. For a nonempty set 5 = [rr : a€l} of priors 
where I is a well ordered set with smallest element a(l), define the 
following sets 
= {x€X: g(x;TT°^^^^) > 0} 
and 
= {x€X; g(x;n'^) > 0 and- x £ U } for all a > a(l). 
a'<a 
Note that some of the A^'s might be empty and that the order in which 
the rr^'s appear in the sequence is important in the construction of 
the set [A*^; a?l}. A different ordering of the rr'^'s may result in a 
different set of A^'s. 
Definition 1,1.4; 
An estimator 6, defined on X, is said to be stepwise Bayes with 
respect to an ordered set [rr^; a€l} of priors if ô(x) = {F(x) for 
X Ç for cc € I where 6^ is Bayes with respect to rr*^. Furthermore, 
if U A*^ = X, then such an estimator 6 is unique stepwise Bayes with 
aei 
respect to an ordered set [rr ; a€l} of priors. 
11 
Prom this definition, we notice that a stepwise Bayes estimator 
with respect to [rr^} is necessarily a Bayes estimator with respect to 
Tj.(X(l)^ but it need not be Bayes with respect to rr^, a > a(l). We 
also note that if are such that U @ (TT^) = Q, then the stepwise 
a6l 
Bayes estimator in this case is unique, however, the converse is not 
necessarily true. 
Meeden and Ghosh (1983), using the idea of the stepwise Bayesian 
procedure, study admissibility in the case of choosing among several 
experiments. Also, Meeden, Ghosh and Vardeman (1984) utilized the 
stepwise Bayesian procedure in studying admissibility questions in 
nonparametric problems and in providing a detailed development of the 
relationship between nonparametric estimation and finite population 
estimation. Brown and Farrell (1983) constructed a complete class of 
stepwise Bayes estimators in the setting of discrete exponential 
family using the idea of a stepwise Bayesian procedure. Recently, 
Mazloum (1984), using the same idea, generalizes some results of 
Meeden and Ghosh (1983) in choosing between experiments, and provides 
many applications. 
In some cases, it is not easy to define a set of mutually 
orthogonal priors on an infinite parameter space. For example, in 
estimation problems in finite population sampling the parameter space 
N is usually taken to be H , the N dimensional Euclidean space. For 
this reason, Meeden and Ghosh (1982) introduced a notion called 
"finite admissibility." The basic idea of this notion is to have 
12 
admissibility on certain finite subset of the parameter space. We 
now give the precise definition of finite admissibility. 
Definition 1.1.5 (Meeden and Ghosh (1982)); 
An estimator § is said to be finitely admissible if for any 
parameter point 6 0 there exists a finite subset 0^ containing 
w^ such that when 0^ is taken as a restricted parameter space, 6 is 
admissible. 
Meeden and Ghosh (1982) showed that every finitely admissible 
estimator is admissible, using the notion of finitely admissibility, 
Meeden and Ghosh (1982 and 1983), and Ghosh and Meeden (1982), and 
Vardeman and Meeden (1983a, 1983b and 1984) have given various 
admissibility results in finite population sampling. 
In Chapter 4, we stu(^ the relationship between the classes of 
all finitely admissible estimators and of all stepwise Bayes estimators, 
and give some examples, 
1.2. Outline 
This thesis is concerned with point estimation, in three main 
areas ; 
- The one parameter exponential family of distributions with 
densities of the form (1.1.3) with respect to some a-finite measure. 
- One parameter nonregular families of distributions with 
densities of the form (1.1.6), (1,1.8), or (1.1,9) with respect to 
Lebesgue measure. 
13 
- An arbitrary family of discrete probability distributions. 
In Section 2.1, we provide two sets of sufficient conditions for 
admissibility of generalized Bayes estimators in the one parameter 
exponential family of distributions with the density of the form 
(1.1.3); one is due to Das Gupta and Sinha (1984) and the other is 
due to Meeden and Ghosh. They have obtained two different sets of 
sufficient conditions following Brown and Hwang's (1982) technique 
which is in turn based on Blyth's (1951) method. Some examples are 
given as applications of the results of them. 
In Section 2.2, we compare two sets of sufficient conditions given 
in Section 2.1, and then conclude that the conditions of Meeden and 
Ghosh are stronger than those of Das Gupta and Sinha (1984). An 
example is given to confirm this fact. 
In Section 3.1, using Karlin's technique, we derive sufficirnt 
conditions for admissibility of generalized Hayes estimators in the 
one parameter nonregular family of distributions with the density 
of the form (1.1.5). We treat the estimation of an arbitrary non-
negative, differentiable, strictly increasing or decreasing parametric 
function under squared error loss. The results for the strictly in­
creasing case are due to Das Gupta (1982), Sinha and Das Gupta (1984). 
Since their results are extensively used in Section 3.3, we repeat 
them for the purpose of completeness. A result of Karlin (1958) 
and its extension by Sharma (1975) follow from the result of this 
section. 
14 
In Section 3.2, we consider sufficient conditions for admis­
sibility of generalized Bayes estimators under squared error loss 
for estimating an arbitrary nonnegative, differentiable, strictly 
increasing or decreasing parametric function in the one parameter non-
regular family of distributions with the density of the form (1.1,8), 
Another result of Karlin (1958) follows from the result of this sec­
tion, and an extension of the result of Karlin is given as a 
corollary. 
Finally, in Section 3.3, we provide reasonably explicit sufficient 
conditions to insure the admissibility of the generalized Bayes esti­
mator under squared error loss for estimating an arbitrary nonnegative, 
differentiable, strictly increasing or decreasing parametric func­
tion in the one parameter nonregular families of distributions with 
the density of the form (1.1,9). Some examples are subsequently 
given, 
In Section 4,1, when 0 and X are countable and D is arbitrary 
and each member of the family of possible probability distributions 
is discrete, we give an example where the class of all finitely admis­
sible estimators is exactly the same as that of all unique stepwise 
Bayes estimators with respect to a countable sequence of mutually 
orthogonal priors with finite supports. Furthermore, in a special 
setting in which 0, X, and D are all countable, we show that every 
admissible estimator is finitely admissible. This result combined 
with that of Meeden and Ghosh (1982) implies that the class of all 
admissible estimators is exactly the same as that of all finitely 
15 
admissible estimators. 
In Section 4,2, we consider the case that 0, X, and D are all 
arbitrary with a family of discrete probability distributions, We 
only show that every finitely admissible estimator is unique stepwise 
Bayes with respect to an ordered set of mutually orthogonal priors 
with finite supports. The converse of the above result is not 
necessarily true. One example is given to confirm this fact, 
16 
2. ADMISSIBILITY OF SOME GENERALIZED BAYES ESTIMATORS 
IN THE ONE PARAMETER EXPONENTIAL FAMILY 
This chapter deals with the problem of estimating, under squared 
error loss, an arbitrary (piecewise) continuous function Y(w), not 
necessarily the mean ]p'(w), in the one parameter exponential family 
of distributions with a density of the form 
p(x,w) = X e X, w € 0 
• 1 
with respect to some cj-finite measure p, on X c:3R , the real line, 
where 0 = {w; e^^^^ = e^p,(dx) < ooj may be a finite or an infinite 
interval in]R^. In Section 2,1, using Blyth's (1951) method, sufficient 
conditions are given for the admissibility of the generalized Bayes 
estimator 6^ of Y(w) with respect to a prior density of the form 
w 
aw+\j;(w)-(Ti+l)J' Y{t)dt 
rr(w) = g(w)e ^ 
with respect to Lebesgue measure, where ri(^ -1), a €3R^, d is an interior 
point of 0, and g is a nonnegative, everywhere differentiable func-
b 
tion on 0, It is assumed that f Y(t)dt exists and is finite for every 
a 
[a,b] c: 0. The main result. Theorem 2.1,1, of this section is 
originally due to Das Gupta and Sinha (1984). Theorem 2.1.1 is also a 
generalization of the main result of Brown and Hwang (1982) to a 
parametric function Y(w), other than the mean ^ '(w). As special cases 
17 
of Theorem 2.1.1, we give, using Brown and Hwang's (1982) approach, 
sufficient conditions in the case of 0 =]R^ or 0 = (-oo,0) (see Remark 
2,1.4). A result of Ghosh and Meeden (1977) follows as a corollary 
of Theorem 2.1.1, Some examples are given as applications of Theorem 
2.1.1. Finally, we give a result, Theorem 2,1,2, by Meeden and Ghosh 
which gives, using Brown and Hwang's (1982) approach, a slightly 
different set of sufficient conditions in the case of a = 0, t] = 0, 
and 0 = ]R^. We mention that the result of Meeden and Ghosh is 
also available for -1), a € and an arbitrary 0, not necessarily 
with simple modifications (see Remark 2.1.8). 
In Section 2.2, we compare the two sets of sufficient conditions 
for the case of TJ = 0, a = 0, and 0 = ]R^, and conclude that the latter 
are stronger than the former. The conclusion is also the same in the 
1 1 
case of Ti(?^ -1), a € 3R , and an arbitrary 0, not necessarily "OR , An 
example is given to confirm this conclusion with various choices of 
a nonnegative function g(w) in the case of a = 0, ^  = 0, and 0 = (-=o,0). 
2.1. Two Sets of Sufficient Conditions for Admissibility 
Let X be a random variable with the density 
p(x,w) = X € X, w € 0 (2.1.1) 
with respect to some a-finite measure fi on X, where X is an interval 
in the real line ]R^, and 0 is taken to be the natural parameter space, 
0 = £w; e^^*) = /^e^"(i(dx) < oo] . 
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From the convexity of the exponential function, 0 is an interval 
in ]R^. The upper and lower points of 0 are denoted respectively 
by w and w, which may or may not belong to 0, and in some cases 
W = 00, w = -oo . 
Consider the problem of estimating an arbitrary {piecewise) 
continuous function Y(w) on 0 under squared error loss. The convexity 
of the loss function permits us to restrict attention only to non­
randomized estimators. Furthermore, there is no loss of generality 
in restricting our attention to the case of a single observation X 
for, as is well-known, the sum of the observations in a sample of 
size n from the density (2.1.1) is a sufficient statistic for w whose 
distribution also has the density (2.1.1). 
Let R(w,6) be the risk of a nonrandomized estimator 
Ô: X D, the decision space, which is defined by 
R(w,ô) = E^[(ô(X)-Y(w))^] 
= J (ô(X)-Y(w) )^p(x,w)|a(dx), w € 0. 
X 
Let g be a nonnegative and differentiable function on 0. Fix 
r|(5^ -1) and a € and consider a prior density of the form 
w 
a ^ + i p ( w ) - ( r i + l ) f  Y(t)dt 
TT(w) = g(w)e (2.1.2) 
with respect to Lebesgue measure, where d is an interior point of 0, 
b 
and f  Y(t)dt exists and is finite for every [a,b] c 0. Define 
a 
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w 
w(x+a)-(Ti+l)/ Y(t)dt 
I (h) = f h(w)e dw, x € X. 
^ 0 
Assume 
I^(jg'|)<co for ail xÇX (2.1.3) 
where the prime denotes the differentiation of g with respect to w. 
Let ô^/x) be defined by 
X-hT Ix(9') 
" Ti+l (r|+l)l^(g) (2.1.4) 
Ix(g') 
with the obvious convention that = 0. 
CO 
Remark 2.1,1; » 
Note that 6^ in (2,1,4) is the generalized Bayes estimator of 
Y(w) with respect to the prior density (2,1,2) under assumption (2,1,3) 
and the further assumptions ; for all x g X, 
I^(g) < oo (2.1.5) 
and 
w w 
w(x-ftX)-(ri+l)/ Y(t)dt w(x-Kx)-(r|+l)/ Y(t)dt 
lim g(w)e = 0 = lim g(w)e 
w->w 
(2,1.5) 
This can be shown as follows; If the assumptions (2.1.3), (2.1.5), 
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and (2,1.6) hold, then, by integration by parts. 
w 
w(x-ta)-(ri+l)J' Y(t)dt 
I  ( g ' )  =  f  g ' ( W ) e  ^ dw 
0 
w -
w(x+a)-(r)+l)J' Y(t)dt 
= g(w)e 
w=w 
w 
w(x-HX)-(Ti+l)J' Y(t)dt 
-  f  g(w) [ (x+a)-(Ti+l)Y(w) ]e ^ dw 
0 
w 
w(x+a) - ( T i+l)/ Y(t)dt 
= - (x-ttx)/ g(w)e ^ dw 
0 
w 
w(x-hx)-(ri+l)J' Y(t)dt 
+ (Ti+l)/ g(w)Y(w)e dw 
0 
= - (x+a)I^(g) + (Ti+l)l^(gY), 
and hence. 
X4YY 
Sr/x) = + (n+i)i^(g) 
ix(gY) 
ix(g) 
is the generalized Bayes estimator of Y(w) with respect to the prior 
density (2.1.2) under squared error loss. In particular, if 0 =3R^ 
and (2.1.5) holds, then the assumption (2,1.6) is automatically 
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satisfied, and hence, in this case, 6^ in (2.1,4) is the appropriate 
generalized Bayes estimator of Y(w) under assumption (2.1,3). Also, 
if g vanishes outside a compact set (a closed and bounded set) in 0, 
and (2,1,5) holds, then 6^ in (2,1.4) is again the appropriate 
generalized Bayes estimator of Y(w) under (2.1.3), 
Let [h^] be a sequence of absolutely continuous functions on 0 
such that 
(I) for every n > 1, there exists a K > 0 such that h^(w) > K 
for all w in a set S c 0 with f  T T ( w ) d w  >  0; 
2 (II) for every n > 1, J" h^ (w)rr(w)dw < oo j 
0 
(III) hj^(w) 1 a,e, (Lebesgue measure) as n -* oo . 
Now, consider a sequence of prior densities with respect 
to Lebesgue measure such that 
2 
TT^(W) = h^ (w)TT{w), (2.1,7) 
Then, because of (II), tt^ is the proper prior density for each n > 1, 
and the corresponding (proper) Bayes estimator ô is given by 
n 
' {Tl+l)I^(h^ g) 
under the assumptions 
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Ix(|^(hn\)l) < for all xÇX, (2.1.9) 
and 
w 
w(x-ttx)-(TL+l)/ Y(t)dt 
lim h ^(w)g{w)e =0 
w-»w 
• 
w(x-KX)-(r|+l}J' Y(t)dt 
= lim h^^(w)g(w)e . (2.1.10) 
w-»w 
Remark 2.1,2; 
2 
Note that I^/h^ g) < oo for all x G X because of the condition (II). 
It may be also remarked that the condition (II) is automatically 
satisfied if for every n > 1 
(II*) closure {w; h^(w) > o} is a compact subset of 0, 
i.e., h^ vanishes outside a compact subset of 0. The condition (II*) 
is also convenient for establishing the validity of (2.1.8) for the 
prior density rr^(w) since, under (II*), the condition (2.1.10) is 
automatically satisfied. Also note that if 0 = then the condition 
(2,1.10) is clearly satisfied. 
Before stating the main result, we first give a powerful method 
for verifying the admissibility of an estimator which is due to 
Blyth (1951) (see also Stein (1955)), It is stated in the form given 
in Berger (1980, p, 386). 
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Lemma 2.1.1 (Blyth's (1951) method); 
Consider an estimation problem in which 0 is a nondegenerate 
convex subset of Euclidean space (i.e., 0 has positive Lebesgue 
measure) and in which the estimators with continuous risk functions 
form a complete class. Then, an estimator 6^ (with a continuous 
risk function) is admissible if there exists a sequence of 
(generalized) prior densities such that 
(a) the Bayes risks and r(Ô ,TT ) are finite for all 
n 
n, where Ô is the Bayes estimator with respect to TT ; 
n 
(b) for any nondegenerate convex set C cz0, there exists 
a K > 0 and an integer N such that, for n > N, 
f  TT (w)dw > K; 
C 
(c) lim [r(6g,n^) - r(6 ,TT^)] = 0. 
n-»oo n 
For the proof of the above Lemma, see Berger (1980, pp. 386-387), 
We now give the main result which provides a set of sufficient 
conditions for the admissibility of 6^ for estimating Y(w). This 
result is a generalization of the result of Brown and Hwang (1982) 
to a more general function Y(w) than the mean ip'(w) of the distribution 
with the density (2.1.1), and is originally due to Das Gupta and Sinha 
(1984). 
Theorem 2.1.1 (Das Gupta and Sinha (1984)); 
Fix T] (P^ -1), a € and a nonnegative and differentiable func­
tion g satisfying (2.1.3), (2.1.5), and (2.1.6). Let Y(w) be an 
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arbitrary (piecewise) continuous function on 0. Assume that there 
exists a sequence [h^} of absolutely continuous functions on 0 
satisfying (I), (II*) (and hence (II)), (III), and the condition 
(2,1.9) such that 
f  [h ' (w) ] ^TT(w)dw -» 0 as n -> oo, (2.1.11) 
0 " 
w 
aw+*|j(w)-(Ti+i)J' Y(t)dt 
where TT(W) = g(w)e , and assume 
- /(g) )^}M.(dx)<=o. (2.1.12) 
X % 
Further, assume that for every nonrandomized estimator 6, 
R(w,ô) <30 for all w Ç 0. (2.1.13) 
Then, 5^ is admissible for estimating Y(w) under squared error loss. 
Before proving the theorem we make some remarks. 
Remark 2.1.2; 
The condition (2.1,12) is not easy to verify. A more transparent 
but slightly less general condition is 
X [^-Y^p-]^TT(w)dw < . (2,1,14) 
0 
Lemma 2.1,2; 
The condition (2.1.14) implies the condition (2.1.12), 
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Proof of Lemma 2.1.2; 
• .FF 
• ^ 
S - V ^ '  •  
and, hence. 
a' Ix(9') 2 
< S ^  I^(-^^^)p(dx) 
w 
2 w(x+a)-(T|+l)J Y(t)dt 
2 wa+i|;(w)-(T^+l)J' Y(t)dt 
=  f [ f  e ^ - ' ^ ^ ^ V ( d x ) }  e  dw 
0 X 9' ' 
(by Tonelli's Theorem) 
w 
2 m+ip(yr)-(rThi)f Y(t)dt 
= ^ TT(w)dw. 
0 
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Remark 2.1,3; 
Since we deal with the estimation problem in the one-parameter 
exponential family under squared error loss and we are assuming that 
every nonrandomized estimator has a finite risk function for all 
w € 0, R(w,Ô) is a continuous function of w for every nonrandomized 
estimator Ô. Further, this fact together with the strict convexity 
of the loss function implies that all nonrandomized estimators have 
continuous risk functions and form a complete class. For these kinds 
of results, see Ferguson (1967, p. 139) and Berger (1980, p. 384). 
The conditions (II*) (or (II)) and (2.1,13) of Theorem 2.1.1 implies 
that the condition (a) of Lemma 2.1,1 holds. Furthermore, the condi­
tion (I) of Theorem 2,1,1 implies the condition (b) of Lemma 2,1,1, 
Hence, in order to apply Lemma 2,1,1 for proving Theorem 2,1,1, it 
is sufficient to show that the rest of the conditions of Theorem 
2.1.1 implies condition (c). 
Proof of Theorem 2.1,1; 
By Remark 2,1,3, it is enough to show 
Ajj = r(ô^,n^) - r(5^ ,n^) - 0 as n - co 
n 
under the appropriate conditions given in Theorem 2,1.1, 
Now, 
n 
=  f  [ f  [ (ô^(x)-Y(w) )^-(ô^ (x)-Y(w) )^]p(x,w)|i(dx)}TT^(w)dw 
0 X n , 
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f [f [( ô (x)-Y(w) )^-( ô (X)-Y(w) )^]p(x,w)TT (w)dw}|i(dx) 
X G n 
(by Fubini's Theorem) 
S [f lô^(x)-ô^ (x)-2Y(w)(ô (x)-ô (x))]p(x,w)TT (w)dw}|i(dx) 
X 0 " "n ^ 'n 
f (6 (x)-ô • (x) )[/ [ô (x)+ô (x)-2Y(w)]p(x,w)rr (w)dw}|j,(dx) 
X " 0 " n 
S (Ô_(x)-ô (X) ){[ô„(x)+ô (X)] / p(x,w)TT (w)dw-2/ Y(w)p(x,w)TT (w)dw} 
X ^ ^ n ^ ^ n e "  0  "  
(J.(dx) 
S (ô^(x)-ô^ (x))C[ô^(x)+ô^ (x)]I^(h^\) - 2l^(Yh^\)}n(dx) 
X • n n 
/ (ô^(x)-ô^ (x))Cô^(x)+ô^ (x)-2ô^ (x)}l^(h^^g)|a(dx) 
X n n n 
f [6^(x)-ô^ (x)]^I^(h^\)|i(dx) 
X n 
2 , "x(V9') 2 . 2, .. 2 
; ([1:^  - % ] + 4[ , ]'] I (h/g)^ (dx) 
(n+l)^ X Ix(9) l^fh^Zg) I^(h^^g) 
( . (a-b) < 2(a^+b^) for ail real numbers a,b) 
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2 „ „ 2 
(n+1,"  'V^> '  I  ,h %, '  
:x(h_'h 9) 
+  4  f  [ ] I (h g)|i(dx)} 
X l^(h„\) 
(B„ + A^), say. 
(n+i/ " " 
First, consider A^, Then, 
[Ix(hn'h_g)]2 
A  =  4  f  ^  /  ^ i ( d x )  
[Ix(h /g~- h '/g)]^ 
= 4/ ^ H(dx) 
X :x(hn 9) 
i^([h^/g]^i^([h^'/g]^) 
< 4 / jLl(dx) by the Cauchy-Schwartz inequality 
X Ix(hn 9) 
= 4 J I^([hj^']\)^(dx) 
w 
w'(x+a)-(Ti+l)X Y(t)dt 
" 4 /  [ f  g(w)[h '(w)]^e ^ dw}p.(dx) 
X G 
w 
wa+tjj(w)-(ri+l)/ Y(t)dt 
= 4/ [f e^ '^^^^|J,(dx)]g(w) [h ' (w) ]^e dw 
G X " 
(by Tonelli's Theorem) 
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w 
w a - i - i p ( w ) - ( r i + l ) f  Y(t)dt 
4 f  g(w)[h •(w)]^e dw 
0 
4 f  [h^' (w) ] V(w)dw 
0 
—  0  a s  n  o o  b y  the condition (2.1.11) of the theorem. 
Next, consider B . Then, 
' n ' 
b^(x)n(dx) 
where 
1,(9 ' I  I ,2  2 
Now, for each x Ç X and each n > 1, 
2 2 J 
bn'%1 - [ —1 Vn^ll 
2 ^ x ^ ^ * ^  2 - i 2  2  
= / 'xlG. 9' 
2 Ix(9') a- ? 9 
- viT " / ^ x(^n 9) 
[I^[h^/i^ • h„/ir 
30 
1^(9') 
(by the Cauchy-Schwartz inequality) 
(2.1.15) 
Recall the condition (II*) of the theorem. Let C = {w; h^(w) > O} crG. 
Then, the condition (II*) implies that C, the closure of c, is a compact 
subset of 0. Since, for each n, h^ is nonnegative and absolutely 
continuous on 0, we have 
0 < M = sup sup h (w) < oo . 
n>l w€C ^ 
Hence, we have, from (2.1.15), 
for each x ÇX and for each n > 1. (2.1.16) and the condition 
(2.1.12) of the theorem imply that for each x €X, b^(x) is uniformly 
note that for each x ÇX, b^(x) -<• 0 a.e. (Lebesgue) as n -» oo by the 
condition (III) of the theorem. Hence, by the dominated convergence 
theorem, -» 0 as n -• oo . Hence, 
(2.1,15) 
— ( ) -* 0 as n — oo , 
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So is admissible for estimating Y(w) under squared error loss by 
Lemma 2,1,1 {Blyth method). 
Remark 2.1,4; 
In practice, we need to choose an appropriate sequence 
satisfying the condition (2.1.11) of Theorem 2.1.1. When 0 = 
we use the sequence [h^] given in Brown and Hwang (1982) such that 
h^(w) = r- w < 1 
<  ^  - ë w  '  
V. 0 , |w| >n , n = 2,3,... , (2.1.17) 
Note that this sequence {h^} satisfies the conditions (I), (II*), 
and (III) of Theorem 2,1,1. Then, 
[h^'(w)]2 = [ -  "  =  2 , 3 , . . .  
(w) 
|w|2ln2(|w|v2) 
where X (w) = /"l, wÇA and a v b = max(a,b), and, hence, 
Vo, w$A 
sup[h '(w}]^TT(w) < (2.1.18) 
n " Iw|^ln^(|w|v2) 
2 
Note that [h^' (w)] -*• 0 as n oo for each w Ç 0. 
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Suppose 
S 2 ^ 2*^ dw = f 2 ^ 2*^ dw < 00 . 
|w|>l jw| In {|w|v2) 0 |w| In ( |w|v2) ' ' — 
(2.1.19) 
Then, (2,1,18) and (2,1,19) implies that [h^'(W)]^ TT(W) is uniformly 
bounded in n by an integrable function _ Xi , , (w). 
|w| V(|w|v2) 1*1^1 
Therefore, with the choice of {h^} in (2.1,17), the condition (2.1.11) 
is satisfied by the dominated convergence theorem if (2,1.19) holds. 
On the other hand, when 0 = (-co,0), we also use the sequence 
{h^} given in Brown and Hwang (1982) such that 
r ,  h^(w) = , A < 1 
^ 0  ,  A > n ,  n  =  2 , 3 , . . . ,  ( 2 . 1 . 2 0 )  
2 2 2 
where A = A (w) = In |w|. Note that this choice of [h^] satisfies 
the conditions (I), (II*), and (III) of Theorem 2.1.1. Then, 
[hj^'(w)] ln"(n) A(w) ^l<A<n^^^' " 2,3,... 
[A'(w)]^X (w) 
A^(w)ln^(n) 
*2, 2, , ' 21n|w| . X (w) 
A (w)ln (n) — 
A^(w) (w|^ln^(n) 
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A^(w)|w|^ln^(A(w)v2? 
and, hence. 
supth^ (w)] A^(w)|w| V(A(w)v2) " (2.1.21) 
2 
Note that [h^'(w)] -»• 0 as n -*• oo for each w Ç 0, Now suppose 
'^ G A^ (w) A(w)v2) 
° A^»)l»l V,A(w)v2, 
Then, (2.1.21) and (2.1,22) implies that [h^'(w)]^ TT(W) is uniformly-
bounded in n by an integrable function —% X,, , , (w). 
A2(w)|w|2ln2(A(w)v2) 
Hence, with the choice of [h^^ in (2,1.20), the condition (2.1.11) 
of Theorem 2,1.1 is satisfied by the dominated convergence theorem 
if (2.1,22) holds. The above discussion indicates that condition 
(2.1.11) of Theorem 2,1,1 is usually accomplished by choosing [h^} 
so that 
h^'(w) -* 0 for each w Ç 0 as n -• oo 
and so that 
2 f  sup[h '(w)] n(w)dw< o o ,  
0 n 
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An immediate consequence of Theorem 2.1.1 is the result of 
Ghosh and Meeden (1977). 
Corollary 2.1.1 (Ghosh and Meeden (1977)); 
b 
Let 0 = (w,w), - 00<W<W<00. I f  S  Y(w)dw exists for all 
a 
[a,b] in 0, and if 
u _i f  TT (w)dw ->00 as u -»• w 
c 
and 
f  TT (w)dw -» oo as u -> w, (2.1,23) 
u 
where c is an interior point of 0 and 
» 
w 
aw+ij;(w)-(Ti+l)J' Y(t)dt 
rr(w) = e , d is an interior point of 0, 
then, is admissible for estimating some specified (piecewise) 
continuous function Y(w) with respect to squared error loss. 
Proof ; 
— X"try 
Choose r|, CC as in this corollary, and g = 1. Then, ô(X) = 
is admissible if the condition (2.1.11) of Theorem 2.1.1 is satisfied, 
since the condition (2.1.12) of Theorem 2,1.1 is automatically 
satisfied with g = 1. 
Now, choose 
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- -at-ii;(t)+(Ti+l)/  Y(y)dy 
^ at 
w+w 
h (w) = — 7 if —< w < w 
n t 2 — n 
-  -at-iJ;(t)+(Ti+l)/ Y(y)dy 
t 
-at-i|)(t)+(ri+l)/ Y(y)dy 
f e dt 
w w+w 
—n 
— if w < w < 
Z -at-t|j(t)+(Ti+l)/ Y(y)dy 
/ ^  e dt 
w 
-n 
0 otherwise (2.1.24) 
where w i w" w f w, and w < w for all n. (This choice of fh } 
-n n ' -n n •- n-' 
minimizes the left-hand side of (2.1.11) subject to the constraints 
w+w 
h (w ) = 0 = h (w ) and h (—r—) = 1.) Note that for this choice of 
n n n —n n z 
{h^}, the conditions (I) and (II*) of Theorem 2.1.1 are easily 
satisfied. Also note that the condition (III) of Theorem 2.1.1 is 
satisfied since h^(w) -* 1 as n oo for all w Ç (w,w) under assumption 
(2.1,23) of the corollary. 
Now. 
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w 
-aw-ip(w) + (r]+l)f Y(y)dy 
d w+w 
h ' (w) = - if —:r- < w < w 
n t 2 — n 
- -at-i{j(t)+(Ti+l)/ Y(y)dy 
~ 
w 
-aw-iJ;(w) + (Ti+l)/ Y(y)dy 
d w+w 
if w < w < 
- t -n — 2 
Z -at-i/; (t) + (r|+l )/ Y(y)dy 
J ^ e dt 
w 
-n 
otherwise , 
and, hence, 
w 
aw+ip{w)-(r|+l)/ Y(t)dt 
f [ h  • ( w ) e  ^  d w  
0 
t - t 
-at-tJ;(t)+(Ti+l)J' Y(y)dy ^ -at-4;(t)+(r|+l)/ Y(y)dy 
e dt ;  ^ e dt 
w 
—T— -n 
-• 0 as n -» oo by the monotone convergence theorem and assumption 
(2,1.23) of the corollary. Therefore, by Theorem 2,1.1, is 
admissible for estimating Y(w) under squared error loss. 
We now give some examples as applications of Theorem 2.1.1, In 
all the examples considered, we take g(w) = 1 for all w € 0. 
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Example 2.1.1 (Normal distribution); 
1 2 Suppose X ~ N(w,l) where w is real. Then, \p(w) = -^ w . Suppose 
it is desired to estimate Y(w) = w where k is an odd positive integer. 
w 
aw-hjj (w)-(T|+l)J' Y(t)dt 
Now, choose g = 1. Then, rr(w) = e = 
1 2 T i+l k+1 
aw+jw - ^ 
e , where, without loss of generality, we take d = 0. 
The condition (2,1,12) of Theorem 2.1,1 is automatically satisfied 
with g = 1. Since 0 =3R^, we want to check the condition (2.1.19) 
given in Remark 2.1.4. Now, 
I , "<"> = f aw 
|w|>l |w| In (|w(v2) Kiwi<2 |w| In (2) 
+  f  dw 
2<|,w| |w| In (Iwl) 
The first integral on the right-hand side is clearly finite for all 
r\(^ -1), a E ]R^. Consider the second integral on the right-hand side. 
Then, 
J- S ^-2 dw < i S e ^ dv 
|wj>2 jw) In (|w|) 41n (2) |w|>2 
1  a w + ^ w ^ 2 * ^ " ^  
< 1 S e - dw 
41n (2) |w|>2 
if r) > -1 
txw-'^ (-l+2^'p^)w^ 
i—s e ^ k+r 
41n^(2) |w|>2 
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< o o  i f  -1+2'' 0, i.e., T 1  > ^  - 1, 
and when = 0 and r\ = - 1, 
2 ^  
S 7—5 àw = s 5—5 dw 
|w|>2 |w| In (|w|) |w|>2 |w| In ( |w| ) 
<  f  - H  d w  
In ( 2 )  Iw(>2 IwI 
< 00 . 
X+fï. )c+l 1 
Hence, any estimator —, a = 0 and n = —r 1, or a € B and 
TJ+i 2 
T] > - 1 is admissible for estimating where k is an odd positive 
2% 
integer. 
Remark 2.1,5; 
Ghosh and Meeden (1977) gave a more general result than that of 
the above example; they showed, using the above Corollary 2.1.1, 
that any estimator A € 3R^, T) > -1 is admissible for estimating 
w where k is an odd positive integer, and furthermore, this holds 
when y(w) is any odd-degree polynomial in w, the coefficient of the 
highest power of w being positive. It may be also remarked that Theorem 
2.1.1 is not applicable for estimating w where k is an even positive 
2 integer. To see a simple example, let Y(w) = w . Then, 
, 1 2  n + 1  3  
aw+-j w -
rr(w) = e , and 
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^1 2 n+1 3 
CtW+'^W 'r—W 
I dw 
|wj>l w In ( |w| v2) 
aw+^w^ - aw+jw^ -
= f 5—2 dw + / 2—2 ' 
l<|w|<2 w in (2) |w|>2 wln (|w|) 
Consider the second integral on the right-hand side. Then, 
_^1 2 n+1 3 
OiW+-^W hr— W 
f  e_-_ dw 
|w|>2 w In ( |w| ) 
1 2 n+1 3 1 2 n+i 3 
gg aw+jw --'j—w _2 aw+—w - -y— w 
= f 2—2 dw + / — dw , 
2 w In (w) -oo w In (-w) 
_^i 2 n+1 3 
gg aw+jw - w 
Now, f — dw = oo if n < -1, and 
2 w In (w) 
_^i 2 n+1 3 
_2 • aw+j w - w 
f 2—2 dw = 00 if T] > -1 . 
-oo w In ( - W )  
Hence, for all ri(^ -1), the condition (2.1,19) of Remark 2.1.4 is 
not met. 
Example 2.1.2 (Binomial distribution); 
w 
Suppose X ~ Binomial (n, ) w Ç (-co,oo) , in this case, 
1+e^ 
ip(w) = nln(l+e^'). It is desired to check the admissibility of an 
X e^ 2 
estimator — for estimating Y(w) = ( ) . Choose g E 1. Then, 
1+e 
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w t 
nln(l+e )-nf (- ^ dt 
with A = 0 and r| = n-1, TT(W) = e = 
nln(l+e^)-n[ln(l+e^) —] —— 
1+e^ 1+e^ 
C(d)e = C(d)e , where C(d) is a positive 
constant depending on d. Note that the condition (2.1.12) of Theorem 
2.1.1 is automatically satisfied with g = 1. Since G =]R^, we want 
to check the condition (2.1.19) given in Remark 2.1.4. As in the 
previous example, it is sufficient to consider f dw . 
|w|>2 |wj In (|w| ) 
Now, 
w w 
ne ne 
, 00 1+e^ -2, 1+e^ 
T 2~2 :-àw=C(d)Jf ^2 2  2  
|w|>2 |w| In ( |w| ) I 2 |wj In (w) -oo |w| In (-w) 
Then, 
w 
ne 
w 
oo 1+e n °° 1 ^ 
f r—= dw < e f —-— dw ( is strictly increasing 
2 Iwl In (w) 2 lw| In (w) 1+e^^ 
in w) 
n 00 
< -^2— f dw ( ^— is strictly decreasing in w) 
In (2) 2 w In (w) 
< 
and 
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w -y 
ne ne 
-2 ^1+e^ 00 ^1+e ^ 
f  —^2—2 dw = J' -|—2 dy where y = -w 
-00 |w[ In (-w) 2 y In (y) 
00 1+e^ 
=  f  2  2 
2 y In(y) 
n 
1+e °o , , , 
< —= / ~7 dy ( ".* and — are strictly 
In (2) 2 1+e^ Inly) 
decreasing in w) 
< 00 . 
Hence, the condition (2.1.19) of Remark 2.1.4 is satisfied, so that 
— is an admissible estimator of Y(w). This conforms with the result 
n * 
of Ghosh and Meeden (1977) who used the above corollary 2.1,1 to 
verify the admissibility of — for estimating Y(w). 
Example 2.1.3 (Poisson distribution); 
Suppose X ~ Poisson (e ), where w Ç (-co,oo). The problem is the 
estimation of Y(w) = for c > 1. In this case, ijj(w) = e". Now 
^ ct 
aw+(jj(w)-(ri+l )/ e dt ccw+e^ n+l^cw 
take g E 1. Then, TT(W) = e = C(d)e , 
where C(d) is a positive constant depending on d. The condition 
(2.1.12) is automatically satisfied with g = 1. Since 0 =]R^, we use 
condition (2.1.19) of Remark 2.1.4. As in the previous two examples, 
it is sufficient to consider the integral 
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ri+1 cw , 2 n+l cw 
aw+e —'— e aw+e - — e C 00 c 
S 2~2 dw = / r—2 dw 
|w|>2 |w| In (|w|) 2 w In (w) 
^ w n+l cw 
_ aw+e - — e 
-2 c 
+ f 2~2 dw . 
-00 w In (-W) 
First, consider the first integral on the right-hand side. Then, 
, w n+l cw 
^ GCw+e - ^e ^ 
f  2—2 < 2 vT e ^ dw 
2 w In (w) 41n (2) 2 
CXD S._L (1 
= % / 5 e dy where y = e^* 
4cln (2) 0^ 
< oo if oc Ç ]R^ and 1 - < 0, i.e., T| > c-1, 
or a < 0 and 1 - = 0, i.e., r) = c-1, 
w cw 
oo e -e cc 
and for a = Q, n = c-1, f  ^—= dw < — f  -j dw < oo . 
2 w In (w) In (2) 2 w 
Next, consider the second integral. Then, 
, w n+l cw 
-2 - c ^ e-2 -2 aw-î^e'^^ 
f  2—2 / e ^ dw 
-oo w In ( - W )  41n (2) -oo 
E-2 E-2c 0C_ ^  _ 3+1 
e f, c c , cw 
J y e dy where y = e 
4cln^(2) G 
<00 if a > 0 and r\(^ -1 ) 6 ]R^, 
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and for a = 0 and r](9^ -1) € 
w n+l cw 
-2 ® c ^ 
J  ^ 2 2  
-00 w In (-W) 
— —0"'^ S ~~2 where A(G,TI) is a constant depending 
In (2) -co w 
on c and T) 
< 00 . 
Hence, the condition (2.1.19) of Remark 2,1.4 is satisfied if a > 0 
X"HY 
and T] > c-1, and so any estimator with a > 0, > c-1 is admis­
sible for estimating e^^ for c > 1. 
Remark 2.1.6; 
A more general result than that of Example 2.1.3 has been obtained 
using the above Corollary 2.1.1 by Ghosh and Meeden (1977) who showed 
that for c > 1, any estimator with r| > -1, a > 0 is admissible 
for estimating yCw) = e^^ in the Poisson problem. 
1 
When a = 0, r] = 0, and 0 = B in the previous setting, Meeden and 
Ghosh gave, using Brown and Hwang's (1982) approach, another set 
of sufficient conditions for admissibility of the generalized Bayes 
estimator 
ly(g') 
with respect to a prior density of the form 
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w  
^(w)-f Y(t)dt 
TT{w) = g(w)e ^ (2.1.26) 
for estimating an arbitrary (piecewise) continuous function Y{w) on 0 
w 
wx-/ Y(t)dt 
under squared error loss, where I (h) = f h(w)e dw for 
^ 0 
X € X, g is a nonnegative, everywhere differentiable function on 0 
such that (2.1.3) and (2.1.5) are satisfied, d is an interior point 
b 
of 0, and f  Y(t)dt exists and is finite for every [a,b] cr 0. Using 
a 
the sequence of (2,1.17) in Remark 2.1,4 and the sequence 
of prior densities of (2.1.7), they provided a set of sufficient 
conditions to insure the admissibility of the generalized Bayes esti­
mator (2.1,25) with respect to the prior density (2,1,26) when 
0 =]R^. Since the main purpose of the following section is to compare 
sufficient conditions of Meeden and Ghosh with those of Theorem 
2.1,1 applied to 0 = with the sequence [h^] of (2.1,17) in the case 
of a = 0, r) = 0, we repeat here their result without proof. 
Theorem 2.1.2 (Meeden and Ghosh); 
Let 0 = ]R^ and let g be a nonnegative and everywhere differentiable 
function on 0 satisfying (2.1.3), (2,1,5), and (2,1,9) where the 
sequence {h^} is as in (2.1.17). Assume (2,1.13), Then, the 
generalized Bayes estimator (2.1.25) with respect to the prior density 
(2.1.26) is admissible for estimating Y(w) under squared error loss 
if 
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(i) f "2—3^ dw< o o ;  
[w; |w|>l} w In (|w|v2) 
(iii) f (Y(w)-i|j'(w) )^n(w)dw < oo ^ 
0 
where TT(W) is as in (2.1.26), and ip'(w) = E^(X), the mean of a random 
variable X with the density (2.1.1). 
Remark 2.1.7; 
The condition (i) of Theorem 2.1.2 is exactly the same as the 
condition (2,1.19) with TT(W) of (2.1.26). But the conditions (ii) 
and (iii) are different from the condition (2,1.12) of Theorem 2,1.1 
or the condition (2.1.14) in Remark 2.1,2 with TT(w) of (2,1.26), 
Hence, the subsequent section only gives comparisons of both condi­
tions (ii) and (iii) with the condition (2.1,14) for rr(w) of (2.1.26). 
It may be remarked that Theorem 2,1.2 can be applied only to verify the 
admissibility of the generalized Bayes estimator (2.1,25) of Y(w) 
which is close to ]p'(w) in the sense of (iii) of the theorem. 
Remark 2,1.8; 
In the case of r)(5^ -1), a € and an arbitrary 0, not necessarily 
]R^, the conditions (i), (ii), and (iii) can be changed to 
(i') f [h^'(w)]^TT(w)dw -• 0 as n -<• oo . 
0 
'il'  J'. 
y 
(iii') S [a+'l''(w)-(Ti+l)Y(w)]^rr(w)dw < oo , 
0 
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where TT(W) is as in (2,1,2), and the sequence [h^] is as in Theorem 
2,1.1. Then, under the above general conditions, the generalized 
Bayes estimator (2.1,4) with respect to the prior density (2,1,2) is 
admissible for estimating Y(w) under squared error loss. If we take 
a = 0, T] = 0, 0 = ]R^, TT(w) of (2,1,26), and the sequence {h^} of 
(2,1,17) in the conditions (i*), (ii*), and (iii'), then, we get the 
conditions (i), (ii), and (iii) of Theorem 2,1,2, 
2,2, Comparison of Two Sets of 
Sufficient Conditions for Admissibility 
As indicated in Remark 2,1,7, we only compare the conditions 
(ii) and (iii) of Theorem 2,1.2 with the condition (2,1,14) in Remark 
2,1,2 where 0 =]R^ and TT(W) is as in (2.1.26). First, recall the 
condition (2,1.14); f  ]rr(w)dw < oo where 0 =]R^ and TT(W) is as 
in (2,1,26), Note that by Lemma 2,1,2, the condition (2,1.14) implies 
the condition (2.1,12) of Theorem 2,1,1, Now, with 
w 
ip (w)-/ Y (t)dt 
rr(w) = g(w)e of (2,1.26), 
W 
- I p i w ) + f  Y(t)dt 
d , , > d 
= S 
0 
—(n(w)e ) 
w 
-#w)+j' Y(t )dt 
TT(w)e  ^
n(w)dw 
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= S 
0 
fiT' (w)+rr(w) (-ip' (w)+Y(w) )le 
- ^ ( w ) + f  Y(t)dt 
d 
w 
TT(w)e 
Y(t)dt 
d 
n(w)dw 
=  f  + (Y(w) -^ ' (w) ) ]^  TT(w)dw 
g  M  I W J  
<  2 [ f  [—^]^n(w)dw + / (Y(w)-i|;'(w) )V(w)dw} . 
0 0 
(2.2.1) 
Hence, (2.2.1) shows that both conditions (i) and (ii) of Theorem 
2.1.2 imply condition (2.1,14) with 0 =]R^ and n(w) of (2.1.25), and 
so the sufficient conditions of Theorem 2,1.2 are stronger than those 
1 
of Theorem 2.1.1 applied to 0 =]R with n(w) of (2,1.26) and the 
sequence [h^] of (2,1.17). This tells us that while, as'indicated ^ 
in Remark 2,1.7, Theorem 2.1.2 can be applied only to check the 
admissibility of the generalized Bayes estimator (2.1.25) with respect 
to the prior density (2.1.26) for estimating Y(w) which is close to 
the mean ip'(w) in the sense of (iii) of the theorem, Theorem 2.1.1 
applied to 0 = with TT(W) of (2.1.25) and the sequence [h^] of 
(2.1.17) may be used to verify the admissibility of the generalized 
Bayes estimator (2.1.25) of Y(w) which may not be close to the mean 
i|;'(w) as well as those which are close to (w) in the sense of (iii) 
of Theorem 2,1,2. We also mention that this last conclusion is also 
true for the case of T](7^ -1), a and an arbitrary 0, not 
necessarily]R^. More precisely, the conditions (i*), (ii'), and (iii') 
of Remark 2.1.8 is stronger than the conditions of Theorem 2.1.1. 
48 
Before providing an example to confirm the above conclusion, we 
make sane remarks which may be helpful in considering the condition 
(2.1.14) of Remark 2.1.2 and the conditions (ii) and (iii) of Theorem 
2.1.2 in certain situations. 
Remark 2.2.1; 
In all the examples 2.1.1-2.1.3 in Section 2.1, we chose g E 1. 
In this case, consider the condition (ii) of Theorem 2.1.2. Then, 
w 
^(w)-y Y(t)dt 
with rr(w) = e , 
w 
^(w)-f Y(t)dt 
p [TT'(W)]^ , _ p [(III'(w)-y(w) )e , 
J g  I T w  -  J  g  
W ' 
i p ( w ) - f  Y(t)dt 
= / [ip'(w)-Y(w)]^e dw 
0 
=  f  [ij;'(w)-Y(w) ]^TT(w)dw . (2.2.2) 
0 
Hence, (2.2.2) shows that, in this case, the condition (ii) of Theorem 
2.1.2 is equivalent to the condition (iii) of the theorem. Therefore, 
in order to apply Theorem 2.1.2, we only need to check the condition 
(i) and the condition (ii) (or (iii)) of the theorem. But when g = 1, 
the condition (2.1.14) of Remark 2.1,2 and the condition (2.1.12) of 
Theorem 2.1.1 are automatically satisfied, and, hence, it is much more 
convenient to use Theorem 2.1.1 applied to 0 = with n(w) of (2.1.26) 
and the sequence [h^] of (2.1.17) than to use Theorem 2.1.2. This is 
also true for r](5^ -1), a € 1%^, and an arbitrary 0, not necessarily 
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3R , when g = 1. 
Remark 2.2.2; 
On the other hand, when rr(w) = 1, the condition (ii) of Theorem 
2.1.2 is automatically satisfied. Now, consider the condition (2.1.14) 
with TT(w) = 1. Then, with TT(W) = 1, i.e., 
w 
-ij;(w)+J' Y(t)dt 
g(w) = e , 
W 
( - i p '  (w)+Y(w) )e 
-#w)+J' Y(t)dt 
d 
w 
- i p ( w ) + f  Y(t)dt 
d 
dw 
=  f  [Y(w)-^'(w)] dw. (2.2.3) 
0 
Thus, (2,2.3) shows that the condition (2.1.14) with TT(W) E 1 is 
equivalent to the condition (iii) of Theorem 2.1.2, and furthermore. 
Theorem 2,1.2 is exactly the same as Theorem 2,1,1 applied to 0 =]R^ 
with TT(W) = 1 and the sequence of (2,1.17) since the condition 
(2.1.19) is common in both theorems. 
As indicated in Remark 2.1,8, a general form of Theorem 2,1.2 
is also available for r] (?^ -1), a and an arbitrary 0, not 
necessarily . In the case of a = 0, r| = 0, and an arbitrary 0 , the 
conditions (ii) and (iii) of Theorem 2,1.2 are not changed, but the 
condition (i) can be replaced by the condition (i') of Remark 2.1.8. 
As a special case, consider one common class of examples with 
0 = (-M,0). Then, the condition (i) of Theorem 2,1.2 can be changed 
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to the condition (2.1,22) of Remark 2.1.4 with TT(W) of (2.1.26), 
Two important examples with 0 = (-oo,0) are the gamma and geometric 
distributions. We now close this section dealing with the gamma 
distribution as an example with 0 = (-«o,0), in this example, we only 
concentrate on comparing the condition (2,1,14) with the conditions 
(ii) and (iii) of Theorem 2,1,2 without checking condition (2.1,22) 
which is common in both theorems when a = 0, ^  = 0, and 0 = (-oo,0), 
Example 2.2.1 (Gamma distribution); 
Let X be a random variable with the density 
p(x,w) = g™+kln(-w)^ w < 0, X > 0, 
xk-1 
with respect to a a-finite measure p,(dx) = dx. Note that the 
distribution is suitably reparametrized to write the density in the 
form (2,1.1) as in Examples 2,1,2-2,1.3. In this case, i p ( w )  =  
-kln(-w) and i p ' ( w )  = - —. We work with a = 0, r| = 0. 
w 
-kln(-w)-/ Y(t)dt 
First, let g(w) = 1. Then, n(w) = e The con­
dition (2.1.14) is automatically satisfied. On the other hand, the 
conditions (ii) and (iii) are the same (see Remark 2.2.1), and the 
common condition is given by 
f (- I - Y(w))2 e 
— CO 
-kln(-w)-J' Y(t)dt 
d 
dw < 00 . (2.2.4) 
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If Y(w) = - then, the integral of (2.2.4) becomes 
w _ 
-klnC-w)-/ (- ^ )dt 
n° k ^ k+1,2 d 
J  (- w ® 
— 00 
C ( d ) /  J^ g - k l n ( - w ) + ( k + l ) l n ( _ w ) ^ ^  
-  oo W 
° 1 
C(d )  /  — (-W)  dw 
- 00 W 
O 1 
= C(d) / (- -) dw 
— OO 
where C(d) is a positive constant depending on d, and, hence, (2.2.4) 
is not met. Therefore, Theorem 2.1.2 is not applicable for estimating 
k+1 
Y(w) = —, and, in this case, we can work with Theorem 2.1.1 applied 
to 0 = (-X3,0) by checking condition (2.1.22). 
w 
kln(-w)+J' Y(t)dt 
Second, let g(w) = e . Then, TT(W) = 1. The con­
dition (ii) of Theorem 2.1.2 is automatically satisfied, and the con­
dition (iii) of Theorem 2.1.2 is the same as the condition (2.1.14) of 
Remark 2.1.2 (see Remark 2.2,1). Now, the common condition is given 
by 
® k  2  f  ( Y ( w )  +  - )  dw < 00. (2,2.5; 
— 00 
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k+1 
If Y(w) —, then, (2,2.5) is not satisfied and, hence, in this 
case, both theorems are not applicable. 
w 
kln(-w)+/ Y(t)dt 
Finally, let g(W) = -we . Then, TT(W) = -w. 
The condition (ii) of Theorem 2.1.2 is not met since 
dw = (_ dw = =. 
Hence, for this Tr(w}, Theorem 2.1.2 is not applicable for all Y(w). 
On the other hand, the condition (2,1.14) becomes 
® 1 k 2 S (Y(w) + ~ (-w)dw < 00 (2,2, 
— CO 
k+1 
with Y{w) —, (2,2.6) is clearly satisfied and, hence, we work 
with Theorem 2.1.1 applied to 0 = (-oo,0) by verifying the condition 
(2.1.22) of Remark 2.1.4. 
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3. ADMISSIBILITY OF SOME GENERALIZED BAYES 
ESTIMATORS IN ONE PARAMETER NONREGULAR FAMILIES 
In this chapter, using Karlin's technique, we derive sufficient 
conditions for admissibility of the generalized Bayes estimator 6^ 
under squared error loss of an arbitrary nonnegative, strictly in­
creasing or decreasing function h(w) of an unknown parameter w with 
respect to a (possibly improper) prior of the form 
rr^(w) = [h ' (w) If [h (w) J/q"^(w), where f is a nonnegative function defined 
on the range of h, and h is assumed to be differentiable everywhere, 
based on a random sample from each of the following three 
types of nonregular densities with respect to Lebesgue measure; 
(1) p(x,w) = Y(x)q(w), w < X < w, w  g (w,w); 
(2) p(x,w) = y(x)g(w), w < x < w, w Ç (w,w); 
(3) p(x,w) = Y(x)q{w), a(w) < x < b{w), w g (w,w); 
where (w,w) is a nondegenerate (possibly infinite) interval in the 
real line ]R^, and a(w), b(w) are strictly increasing or decreasing 
functions. The prior under consideration will be assumed to be 
absolutely continuous with the density TT^(W) described above with 
respect to Lebesgue measure. The sufficient conditions involve the 
behavior of a certain integral in the neighborhood of both endpoints 
w and w. In Section 3.1, we deal with the problem of finding suf­
ficient conditions imposed on f for 6^ to be admissible based on a 
single observation from a density of the -form (1). Although the 
Theorems 3.1.1 and 3.1.2 are essentially the results of Das Gupta (1982), 
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Sinha and Das Gupta (1984), which treat an arbitrary nonnegative and 
strictly increasing function h(w), we repeat these results since they 
are extensively used in Section 3.3. The result of Karlin (Theorem 2 
(1958)) follows from Theorem 3.1.2. On the other hand, Theorem 3,1.4 
and its particular case, Theorem 3.1.5, treat an arbitrary nonnegative 
and strictly decreasing function h(w). An extension to the result of 
Karlin (Theorem 2 (1958)) by Sharma (1975) follows fron Theorem 3.1.5. 
Also, we briefly consider the admissibility of the best invariant 
estimator - log q(X) +1 of - log q(w). We give some examples as 
applications of the results of this section. 
In Section 3.2, we consider sufficient conditions for admissibility 
of 6^ for estimating an arbitrary nonnegative and strictly increasing 
or decreasing function h(w) based on a single observation from a density 
of the form (2). The Theorems 3.2.3 and 3.2.4 deal with an arbitrary 
nonnegative, strictly increasing function h(w). The result of Karlin 
(Theorem 3 (1958)) follows from Theorem 3,2.4. On the other hand. 
Theorem 3.2,1 and Theorem 3,2.2 treat an arbitrary nonnegative and 
strictly decreasing function h(w), and an extension of the result of 
Karlin (Theorem 3 (1958)) is given as a corollary of Theorem 3.2.2, 
We also consider briefly admissibility of the best invariant estimator 
log q(X) - 1 of log q(w). Some applications of these results are given 
subsequently. 
Finally, in Section 3.2, we provide reasonably explicit sufficient 
conditions to insure the admissibility of 0^ in estimating an arbitrary 
nonnegative and strictly increasing or decreasing function of h(w) 
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based on a sample of size n from a density of the form (3) where a(w) 
and b(w) are one of the following four cases; 
(1) a(w) is strictly decreasing and b(w) is strictly increasing; 
(2) a ( w )  is strictly increasing and b(w) is strictly decreasing; 
(3) both a(w) and b(w) are strictly increasing; 
(4) both a(w) and b(w) are strictly decreasing. 
We provide some examples which, although somewhat restrictive in 
nature, serve to illustrate the main points of these results. 
3.1. When the Upper Terminal of the Support 
of the Distribution Depends on an Unknown parameter 
let X be a random variable with a density (with respect to Lebesgue 
measure) of the form 
P(x ,w)  =  y<x)g (w) ,  w  < x < w,  w  Ç (w ,w)  (3.1.1) 
V 0  ,  o therwise  
where w and w may be -co and oo respectively, Y(X) is assumed to be a 
positive Lebesgue measurable function of x on (w,w), and 
_1 w 
q (w) = f Y(x)dx < 00 for all w Ç (w,w). It is clear that q(w) is 
w 
a strictly decreasing function of w and q(w) = oo. Also q(w) has a 
2 derivative, and Y(X) = -q'(x)/q (x) a.e. 
Suppose on the basis of a single observation X it is desired to 
estimate a nonnegative strictly increasing function h(w) under 
squared error loss. It is reasonable and justifiable to consider 
only a single observation because of the fact that X ordinarily 
represents a sufficient statistic. Also the fact that the statistician 
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may restrict attention only to nonrandomized estimators is due to the 
strict convexity of the loss function. 
Consider a prior (possibly improper) of the form 
TT^(w) = h'(w)f [h(w)]/g(w), wÇ (w,w) (3.1,2) 
where f is a nonnegative function defined on the range of h, and h(w) 
is assumed to be differentiable everywhere. The prior under con­
sideration is assumed to be absolutely continuous with the density 
(3.1.2), Then, the generalized Bayes estimator Ô^(X) of h(w) with 
respect to the prior (3.1.2) is given by 
h(w) h(w) 
0,{X) = / uf(u)du / / f(u)du. (3.1.3) 
h(X) h ( X )  
Fran (3.1.3) it is clear that certain integrability conditions would 
have to be imposed on f for 6^(X) to be well-defined. 
Recently, following Karlin's technique. Das Gupta (1982) has 
derived "Karlin-type" sufficient conditions on f for to be 
admissible for estimating a nonnegative strictly increasing function 
h(w) with respect to the prior (3.1.2) under squared error loss (see 
also Sinha and Das Gupta (1984)). For the purpose of conpleteness 
we repeat their result here since the result will be subsequently used 
in Section 3.3. 
Theorem 3.1.1 (Das Gupta (1982), Sinha and Das Gupta (1984)); 
Let X be as in (3.1,1), Let h(w) be any nonnegative strictly 
increasing function of w, everywhere differentiable. Let f be a non-
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negative function defined on [0,oo) such that 
h(w) h(w) 
X f (u)du < 00 and f uf(u)du < oo for every a > 0. 
a a 
(3.1.4] 
Then, the following is a sufficient condition for the admissibility 
of the generalized Bayes estimator (3,1.3) with respect to the prior 
(3.1.2) for estimating h(w) under squared error loss; 
I h'(w)f[h(w)]q(w) dw = / h'(wjf[h(w)]q(w) (3.1.5) 
^ (J uf(u)du)^ - (X uf(u)du)^ 
h(w) h(w) 
for w < a, b < w. 
There may be many choices for the nonnegative function f satisfy­
ing the crucial assumption (3.1.4) of Theorem 3.1,1. if, in particular, 
-2-6 f(u) = u , € > 0, is considered, then we have the following theorem 
as a special case of Theorem 3,1,1; 
Theorem 3.1.2 (Das Gupta (1982), Sinha and Das Gupta (1984)); 
Let X be as in (3,1.1) and let h(w) be any nonnegative strictly 
increasing function of w, everywhere differentiable. Suppose 
h(w) = lim h(w)=oo. (3.1.6) 
w-«w 
If there exists an Ç > 0 such that 
f  h • (w)h^~^(w)q(w)dw = oo = f h ' (w)h^~^(w)g(w)dw (3.1.7) 
b w 
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l+€ 
for w < a, b < w, then 6(X) = h(X) is an admissible estimator of 
h(w) under squared error loss. 
Remark 3.1.1; 
l+c 
Under the assumption (3.1.6) of Theorem 3.1.2, 6(X) = —^ h (X ) 
is the generalized Bayes estimator of h(w) with respect to the prior 
Tr(w) =h'(w)h ^ ^(w)/q(w). 
Remark 3.1.2; 
Theorems 3.1.1 and 3.1.2 include the case where the support of 
the density (3.1.1) is w<x<a(w), where a(w) is a strictly increasing 
or decreasing function of w, and w is in some nondegenerate interval. 
In this situation, we simply need to make a reparametrization so that 
the upper terminal is w itself. 
We now give a major consequence of Theorem 3.1.2 which is the 
result of Karlin (Theorem 2 (1958)); 
Corollary 3.1.1 (Karlin (1958)); 
Let the density of X be as in (3,1.1), and suppose q(w) = lim q(w) =0, 
w w-»w 
or, equivalently, f  Y(x)dx = co , Then, there is a single admissible esti-
w 
mator of q"^(w), a > 0, of the form gq"^(X), and this is given by 
Proof ; 
Put h(w) = q"^(w), and € = a > 0. Consider the condition 
(3.1.7), Then, 
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a ç_2 a _ 1 -a(^^-2) 
f  h'(w)h (w)q(w)dw =  -  a  f  q  (w)q'(w)q (w)q(w)dw 
w  w  
= 00 as q (w) = 00 , 
and f  h ' (w)h^ ^ (w)q(w)dw =00 if q(w) = 0. Hence, ô(X) = h(X) = 
b ^ 
q"^(X) is an admissible estimator of q~^(w), a > 0, if q(w) = 0. 
Remark 3,1,3; 
In Corollary 3,1,1, ô(X ) = g~'^{X) is the generalized Bayes 
*"0!. 
estimator of h{w) = q (w) with respect to the prior 
TT(W) = ^(W)|q'(w)j, under squared error loss, which is proportional 
to Karlin's prior dF{w)/dw = |q'(w)|q^^ ^ (w). ..Also note that the 
assumption q(w) = 0 in Corollary 3,1.1 is equivalent to the assumption 
(3,1,6) of Theorem 3,1.2, 
We now give applications of Theorem 3.1,1 (in particular. Theorem 
3,1.2) in the estimation of some interesting parametric functions in 
the important rectangular and truncated exponential distributions. 
Example 3,1.1; 
p(x,w) = 0< X < W ,  0< W < O O .  
In this case, yfx) = 1, q(w) = ^, w = 0, and w = co . We want to esti-
w 
mate the mean, — ,  o f  this distribution. First note that lim h(w) = 
W-*oo 
lim *2 ~ • Hence, the condition (3,1.6) of Theorem 3,1.2 is satisfied. 
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Now, let's check condition (3.1.7). For 0 < a, b < oo, 
f  h'(w)h^ ^(w)g(w)dw = (y)^ ^  f  ^dw 
b b 
CO if e  >  2 ,  
and 
a ç_2 f  h' (w)h (w)q(w)dw = =o if € < 2. 
Hence, if € =2, then condition (3.1.7) is satisfied, and therefore 
ô(X) = h(X) = ^ • ^ X is an admissible estimator of h(w) = j 
under squared error loss. Furthermore, 6(X) = ^X is the generalized 
Bayes estimator of j with respect to the prior TT(w) = 2^w 
Example 3.1.2; 
x-w 
p{x,w) = e , -oo< X < w, -oo< w < so . 
In this case, yCx) = e^, q(w) = e~^, w = -oo, and w = oo , Me want to 
estimate h(w) = e"^, y > 0. First, note that lim h(w) = lim = oo 
W-*<x> v—oo 
for Y > 0, and hence the condition (3.1.6) of Theorem 3.1.2 is satisfied. 
It remains to check condition (3.1.7). For < a, b < oo. 
r  ^  
f  h'(w)h (w)q(w)dw = y / e^e^^^ ^  ^^e ^dw 
= Y 
b 
; e(?C-Y-l)*dw 
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= OO if yç-y-l > 0, i.e., € > 
and 
f  h ' (w)h^ ^(w)q(w)dw =00 if yÇ-y-l <0, i.e., 6 < , 
—00 ^ 
1+Y 
Hence, if Ç = , then condition (3.1,7) is satisfied, and therefore 
6(X) = h(X) = ^ e^ = e^ is an admissible estimator of 
"T" 
Vw h(w) = e , y > 0, under squared error loss, it may be also noted 
that ô(X) = e^^ is the generalized Bayes estimator of h(w) = e^, 
y > 0, with respect to the prior TT(W) = ye^^^, y > 0, under the squared 
error loss. 
Theorem 3.1.1 and Theorem 3.1.2 works basically with any non-
negative strictly increasing function h (w), But there are many 
interesting parametric functions in some special situations which are 
strictly increasing but not necessarily nonnegative; for example, in 
the truncated exponential distribution (Example 3.1,2), the "cut-off" 
point w is itself an interesting parametric function which is strictly 
increasing in w, but not necessarily nonnegative. Hence, the previous 
two theorems are not applicable to this particular situation. To 
cover this special situation we proceed as follows; Note that 
- log q(w) is a location parameter for the distribution of - log q(X), 
and the best invariant estimator of - log q(w) (i.e., the best esti­
mator of - log q(w) of the form - log q(X) + c where c is some 
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constant) is given by ô(X) = - log q(X) + 1. Also note that - log q(w) 
is a differentiable strictly increasing function of w but not neces­
sarily nonnegative. We now give a result which is closely related to 
the result of Das Gupta (1982), Sinha and Das Gupta (1984). 
Theorem 3.1,3; 
- log q(X) + 1 is an admissible estimator of - log g(w) under 
the squared error loss, provided q(w) = lim q(w) = 0. 
w-w 
The proof of Theorem 3.1,3 parallels that of Das Gupta (1982), 
Sinha and Das Gupta (1984) subject to simple obvious modifications 
and will therefore be omitted. 
Let's go back to Example 3.1.2 in which it is desired to estimate 
h(w) = w under squared error loss. In this case, q(w) = e and 
hence - log g(w) = w. Thus by Theorem 3,1,3,, - log q(X) +1 = X+1 
is an admissible estimator of - log q(w) = w. 
For more interesting discussions and applications of all previous 
results, see Das Gupta (1982), Sinha and Das Gupta (1984), 
Next, consider estimating any nonnegative strictly decreasing 
function h(w) under the squared error loss. 
Consider (possibly improper) priors of the form 
n^(w) = |h'(w)|f[h(w)]/q(w), (3,1.8) 
\rfiere f is a nonnegative function defined on the range of h, and h(w) 
is assumed to be differentiable everywhere. The prior under con­
sideration is assumed to be absolutely continuous with the density 
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(3.1.8), Then, the generalized Bayes estimator o^(X) of h(w) with 
respect to the prior (3.1.8) is given by 
h ( X )  h(X) 
ôf(X) = J _ uf(u)du / / _ f(u)du (3.1.9) 
h{w) h(w) 
under certain integrability conditions imposed on f for g^fX) being 
well defined. 
The following theorem gives sufficient conditions on f for 6^(X) 
to be admissible; 
Theorem 3.1.4; 
Let X have the density (3.1.1), and let h(w) be any nonnegative 
decreasing function of w, everywhere differentiable. Let f > 0 be 
defined on [0,M) such that 
a a 
f  _  f(u)du < 00 and f  _ uf(u)du < oo (3.1.10) 
h(w) h(w) 
for every a < oo. If, for w < a, b < w, 
/ |h'(w)|f[h(w)]q(w) aw = = = y" |h-(w)|f[h(w)]q(w) (3,1,11) 
^ [f _ uf(u)du]2 - Lf uf(u)du]2 
h(w) h(w) 
then the generalized Bayes estimator (3.1.9) with respect to the 
prior (3,1.8) is admissible for estimating h(w) under squared error 
loss. 
Before proving the theorem, we prove the following lemma: 
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Lemma 3.1.1; 
• 00 
Let f > 0, defined on [0,oo), be such t hat f f(u)du < oo and 
f uf {u)du < 00 for every 0 < Ô < oo . Let 0 < a < oo be fixed. Let 
a  
t p [ c )  =  f  u f ( u ) d u / f  f(u)du. Then, increases with c for c > a. 
a a 
Proof ; 
c c 
cf(c)f f(u)du - f ( c ) f  uf(u)du 
a a ( c )  =  
c ? 
(f f(u)du)^ 
c 
f ( c ) f  {c-u)f(u)du 
a 
" C 2 (S f(u)du)^ 
a 
> 0 for c > a. 
Proof of Theorem 3,1.4; 
If ô^(X) is not admissible, then there is another estimator 
6'(X) such that 
E [6'(X)-h(w)]^ < E [6_(X)_h(w)]2 (3.1.12) 
w — W  t  
for all w Ç (w,w) with strict inequality for at least one w. This 
implies that 
w w 
J* [6'(x)-6g(x)] Y(x)q(w)dx < 2 / [6^(x)-ô'(x) ] [ô^(x)-h (w) ] 
w w 
Y(x)q(w)dx (3.1.13) 
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for all w € (w,w). 
Let Tr(w) be any prior on (w,w) and let w < a < b < w. Then, 
(3.1.13) implies 
b w 
f  f  [6'(x)-ô^(x)] Y(x)q(w)rr(w)dxdw 
a w 
b w 
< 2 f  f  [ô^(x)-ô'(X) ] [ ô ^(x)-h(w) ] Y (x)g(w)Tr{w)dxdw. (3.1,14) 
a w 
On applying Tonelli's Theorem and the Cauchy-Schwartz inequality to 
the double integral of the right-hand side of (3.1.14) after taking 
absolute value we get 
b w 
If f  [ô^(x ) -ô ' (X) ]  [ô^(x ) -h (w) ]Y(x)q(w)TT(w)dxdw|  
a w 
b w 
< f  f  |ôj(x)-ô'(X)  I (ô^(x ) -h (w) |Y(x )q(w)Tr(w)dxdw 
a w 
b w 
= T [ cT  I 6g(x)-6 '  (X)  I I 6_(x)-h(w) |Y(x)dx]q(w)TT(w)dw 
a w 
b  W  p  1 / 9  ^  9  I / o  
< f  [ I f  |6f(x)-ô'(x)| ^Y(x)dx]^/^^r |6.(x)-h(w)|^Y(%)dx] ] 
aw w 
q(w)TT(w)dw (3.1.15) 
Note that 
^ 2 
R(w, ô ^ ) =f [6g(x)-h(w)] Y(x)q(w)dx < 00, 
w 
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and hence, 
^ 2 S [ôg(x)-h(w)] Y(x)dx < 00 . 
w 
Also note that 
^ 2 
f [Ô^(X)-Ô'(X)] Y(x)dx 
w 
w 2 
=  f  [5j(x)-h(w)-ô'(x)+h(w)] Y(x)dx 
W 2 ^ ? 
< 2[f [ô^(x)-h(w)] Y(x)dx +f [6'(x)-h(w)] y(x)dx} 
w w 
For all reals a and b, 2(a^+b^) > (a-b)^). 
< 0 0  Ô '  i s  u n i f o r m l y  b e t t e r  t h a n  6 ^  b y  ( 3 . 1 . 1 2 ) )  
Hence, the right-hand side of (3.1.15) is finite, and 
b w 
S S |ô^(x)-ô'(X)I |ô^(x)-h(w)|Y(x)g(w)n(w)dxdw < 00 , (3.1. 
a w 
Thus, Fubini's Theorem is applicable for interchanging the order of 
integration in the right-hand side of (3.1.14) because of (3.1.16), 
and hence we have, from (3.1.14), 
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S s [  6*  (x ) -ô^(x )  ]^Y(x)g (w)TT(w)dxdw 
a  w 
w b 
<2/ [J [ô^(x)-h(w)]g(w)n(w)dw}[ô^(x)-ô'{x)]Y(x)dx 
w a 
a  b  
= 2/ {/ [ô^(x)-h(w)]q(w)TT(w)dw}[ô^(x)-ô'(x)]Y(x)dx 
w a  
b  b  
+ 2/ [ f  [ôj(x)-h(w)]q(w)rr(w)dw}[ôj(x)-ô* (x) ]Y(x)dx 
a  X 
(  w  <  X < w <  b  and  w >  a  impl i e s  that  w<x<a<'w<b 
o r a < x < w < b )  
a  b  
=  2/ ( f  [Ô£{x) -h (w)]q (w)rr (w)dw}[ô^(x ) -ô '(X) jY(x )dx  
w a  
b  b  
+  2 /  [ f  [6.(x)-h(w)]q(w)TT(w)dw}[ô.(x)-ô'(x) ]Y(x)dx 
w X 
a b 
- 2 /  [ f  [ô^(x)-h(w)]q(w)TT(w)dw}[ô,(x)-ô'(x)]Y(x)dx 
w X 
b b  
= 2 / [f [ô^(x)-h(w) ]q(w)TT(w)dw}[ô, ( x)-ô' (x)]Y(x )dx  
w X 
a  a  
- 2 /  [ f  [ 5 ^ ( x ) - h ( w ) ] q ( w ) T T ( w ) d w ] [ ô  ( x ) - ô ' ( x ) ] Y ( x ) d x  ( 3 . 1 . 1 7 )  
w X 
Now consider the first term on the extreme right-hand side of 
(3.1.17). The inner integral in this term is 
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b 
f  [ô j (x ) -h (w) ]q(w)TT(w)dw =  say ,  for  x  <  b .  
X 
Using the form of the prior rr(w) = TTj(w) = |h' (w) |f [h(w) ]/q (w), we get 
b 
= f  [ô j (x ) -h (w) |h ' (w)  | f [h (w) ]dw 
X 
h (b)  
=  -  S  [Ô^(x) -U] f (u )du  
h (x )  • 
h (x )  
=  f  [ô^(x ) -u ] f  (u )du  ( h  is  s tr i c t ly  decreas ing  funct ion)  
h (b)  
h (x )  h (x )  
=  ô j {x )  f  f (u )du  -  f  uf (u)du  
h(b)  h (b)  
h (x )  h (b)  h (x )  
=  ô ^ ( x . ) [ f  _  f (u )du  -  f  _  f (u )du]  -  f  uf (u)du  
h(w)  h (w)  h (b)  
h (x )  h (b)  h (x )  
=  f  _  u f (u )du  -  6  (x )  f  _  f (u )du  -  /  uf (u)du  
h(w)  h (w)  h (b)  
h (b)  h (b)  
=  S  _  u f (u )du  -  ô^(x )  f  _  f (u )du  
h(w)  h (w)  
h (b)  6r (x )  
=  f  uf (u )du  [1 - ] ,  w <  X <  b .  (3.1.18) 
h(w)  6 f (b )  -
Note that by Lemma 3.1.1 ô^(x) increases with h(x) for h(x) > h(w), 
and in turn ô^(x) decreases with x for x < w since h is a strictly 
decreasing function. Therefore, for w < x < b, (3.1,18) gives 
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0 = > ^ ^(x) 
h(b) 6.(x) 
> (/ uf(u)du) inf [1 - ] 
- h(w) ^<b 
h(b) ô.(x) 
=  -  K  f  uf(u)du, where 0 < M = - inf [1 - ] < oo, 
h{w) w<x<b 
since ô^(b) < ô^(x) for x < b, and ô^(x) < oo for all w < x < w by 
condition (3.1.10), Hence, 
h(b) 
(x)| < K J uf (u)du for w < x < b 
h(w) 
h(b)  
< M X _ uf (u)du  for  w <  X <  b ,  (3.1.19) 
h(w)  
where 0 < M = sup < oo . 
w<b<w 
Similarly, the inner integral in the second term of the right-
hand side of (3.1.17) has the bound 
h(a) 
0  =  i p  ( a )  >  i j j  ( x )  >  -  M  f  uf(u)du for w < x < a. 
^ ^ ^ h(w) 
Note that 
ô-(x) 6f(x) 
Hence, 
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h(a) 
ItJj (x)| <14,/ uf(u)du for w < X < a 
^ ~ ^  h(w) 
h(a) 
< M / uf (u)du for w < X < a. (3.1.20) 
h(w) 
Combining (3.1.17) with (3.1.19), (3.1,20), and then applying the 
Cauchy-Schwartz inequality we have 
b w 
f  f  [Ô' (x ) -ô^(x )  ] Y(x )g (w)Tr^(w)dxdw 
a w 
b  . a 
<  2 [ f  i^ j^(x )  [ ô^(x ) -6 '  (x ) ]Y(x)dx  -  f  i l i ^ ( x )  [ ô ^ ( x ) - ô '  (x ) ]y (x )dx]  
w w 
b  a 
< 2[S- |^^^x)| [6^(x)-ô' (X)  |Y(x)dx + f lip^(K)l |ô^(x)-ô' (X)  |Y(x)dx} 
w w 
h (b)  b  
<2M [J _ uf( u )du . f |ô^(x)-ô'(x) |Y(x)dx 
h (w)  w  
h  (a) a 
+  f  _  u f (u )du  .  f  | ô^(x ) -ô ' (x )  (Y(x )dx}  
h  (w)  w  
h (b)  b  1 /0  ^  I /o  
<  2 M  [ f  _  uf (u)du  .  [ f  | 6^(x ) -ô ' (x ) |  Y(x)dx] Y(x)dx]^^^ 
h(w)  w w 
h(a) a i/p a 
+ s _  u f (u )du  . [f |6g(x)-6' (x ) |  Y(x )dx]^^^[ /  Y(x )dx]^  }. (3,1.21) 
h(w)  w w 
w 2 
Now de f in ing  T(w)  = f  |ô'(x ) -ô j (x )| Y(x )q (w)dx  for  w €  (w ,w)  we  ge t ,  
w  
from (3.1.21), 
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f  T(w)TT^ (w)dw 
a 
b n 1 yp 1 /g -1 yo 
< 2M [/ _ uf(u)du [ f  | a _ ( x ) - 5 ' ( x ) |  y(x)q(b)dx]-"/ g-"-/^(b)q"-'/^(b) 
h(w) w ^ 
+ J _ uf(u)du[/ |ô.(x)-ô'(x) |\(x)q(a)dx]^/\"^/^(a)q"^/^{a)} 
h (w) w 
_1 w 
( q  ( w )  =  f  Y(x)dx for w < w < w) 
w 
1/2 —1 ^ h(a) 
= 2M {T (b)q (b) f  _  uf(u)du + T (a)q (a) f  _ uf(u)du} 
h(w) h(w) 
= 2M CT^/^(b)TTJ/^(b)(rr"^'^^(b)Q"^(b) f  ^  'uf(u)du) 
h(w) 
+  T ^ / ^ ( a ) T T p / ^ ( a ) ( n " ^ ^ ^ ( a ) q " ^ ( a )  f  ^  ^uf(u)du)} 
h(w) 
h(b) 
f  _  uf{u)du 
= 2M [T^^^(h)ny^(b) 
^ [|h'(b)|f[h(b)]q"l(b)q2(b)]l/2 
h(a) 
f  uf(u)du 
+ Tl/2(aXTl/2(a) 
^ [|h'(a)|f[h(a)]q ^(a)q^(a)]^/^' 
h(b) 
f _ uf(u)du 
= 2M [TL/2(B)NF/2(B) ^ — 
[|h'(b)|f[h(b)]q(b)] / 
h(a) 
f  uf(u)du 
1/2, , hW. 
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The analysis proceeds by examining two possible cases ; 
h(b) 
f  _ uf(u)du 
Case 1; lim T^^^{b)TT^^^(b) ^ = A > 0. 
b-w [|h'(b)|f[h(b)g(b)] / 
Fix a and set H{b) =  f  T{w)n^{w)dw. Then, there exists a constant 
c > 0 such that for b sufficiently close to w, 
1 /p h (b ) 1/9 
H(b) <c[H'(b)] / (f _ uf(u)du)[|h'{b)|f[h(b)]q(b)]" ^ . (3.1.23) 
h(w) 
We now show that (3.1.23) leads to a impossibility. Indeed, squaring 
the expression of (3.1.23) and integrating with respect to b over 
(a,3) where a < g and a is sufficiently close to w such that H(a) > 0, 
we get 
2 / H'(b) / |h'(b)[f[h(b)]q(b) 
h(w) 
and so 
[ f  _ uf(u)du] 
h (w) 
As g w, the left-hand side of (3.1.24) remains bounded while the 
right-hand side tends to co by the condition (3.1,11) which is impossible. 
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Thus Case 1 cannot occur. 
h(b) 
f _ uf(u)du 
Case 2; lim TTJ = °' 
^ [|h*(b)|f[h(b)]q(b)]-^'^ 
Let b tend to w along a sequence {b^} for which 
h(b^) 
f  _  uf(u)du 
lim T^/^(b )TTy^(b ) — jyj = 0. 
n-oo ^ [|h'{b^)|f[h(b^)]q(b^)]-^/^ 
Then, by (3.1.22), 
h(a) 
-  f  _  uf(u)du 
G(a) = f T(w)TT.(w)dw < 2M[-G' (a) ryj . 
a ^ [|h'(a)|f[h(a)]q(a)]-'^^ 
(3.1.25) 
Transposition of terms in (3.1.25) and integration over (a^ja^) with 
respect to a such that G^a^) > 0 yields 
i (3.1.26, 
^1 [f _ uf(u)du] 
h(w) 
As a^ -» w, the left-hand side of (3.1.26) remains bounded but the 
right-hand side tends to oo by the condition (3.1.11) which is impos­
sible. Thus, the supposition that Gia^) > 0 for some a^ > w is 
erroneous, and therefore G(a) E 0. Consequently, T(w) = 0 a.e., 
which implies ô'(x) = ô^(x) a.e. 
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In order to apply Theorem 3.1.4 in practical situation, we need 
to choose an appropriate nonnegative function f which satisfies the 
condition (3,1,10) in Theorem 3,1.4. The following theorem which is 
a special case of Theorem 3.1.4 deals with f(u) = u^ 6 > 0; 
Theorem 3.1.5; 
Let X have the density (3,1,1) and let h(w) be any nonnegative 
strictly decreasing function of w, everywhere differentiable. 
Suppose 
h(w) = lim h(w) = 0, (3,1,27 ) 
w-»w 
If there exists an Ç > 0 such that 
a - f - 2  ^ f  |h'(w)|h (w)q(w)dw = oo = J* |h*(w)|h (w)q(w)dw (3,1,28) 
w b 
for w < a, b < w, then 6(x) = h(x) is an admissible estimator of 
h(w) under the squared error loss. 
Remark 3.1,4; 
The admissible estimator 6 in Theorem 3,1.5 is in fact the 
generalized Bayes estimator of h(w) with respect to the prior 
TT(w) = |h*(w)|h^~^(w)/q(w) under the squared error loss if the condi­
tion (3.1.27) in Theorem 3.1,5 holds. 
Remark 3.1,5; 
When we face the situation in which the upper terminal of the 
support of the density (3.1.1) is a strictly increasing or decreasing 
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function a(w), say, of the parameter w. Theorems 3.1,4 and 3.1.5 are 
still applicable after the upper terminal is reparametrized so that 
it is w itself. 
An important consequence of Theorem 3.1.5 is the theorem of 
Sharma (1975) which is an extension of the result of Karlin (Theorem 
2 (1958)). This extension is given in the following as a corollary 
for Theorem 3.1.5; 
Corollary 3.1.2 (Sharma (1975)); 
Let X have the density (3.1.1), and suppose q(w) = lim q(w) = 0. 
w-<w 
—Then,"-fer the squared error loss, there exists a unique admissible 
estimator of q'^(w) of the form gq'^(X) with g = if a > -1/2. 
1-KX 
Proof ; 
In Corollary 3.1.1, we already proved this result for a > 0, so 
assume that -1/2 < a < 0. Also note that a = 0 is excluded since the 
above corollary is trivial for a = 0. 
We simply need to check the conditions (3.1.27) and (3.1.28) in 
Theorem 3.1.5. It is clear that q(w) =0 implies h(w) = 0 for 
-1/2 < a < 0. Now it remains to check the condition (3.1.28), For 
w < a, b < w, 
w w 
f  |h'(w)|h ~ (w)q(w)dw = |a| f  (w)q ' (w)q"^^ ' (w)q (w)dw 
b b 
= |a| S  q&C^^&(w)q'(w)dw 
b 
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= oo if q(w) =0 and a(€+2) + 1 < 0, 
and 
/ )h ' (w) |h ^ ^ {w)q(w)dw = oo if Ç < as q(w) = co . 
w 
Hence, if g(w) = 0, then the condition (3,1,28) of Theorem 3,1,5 is 
satisfied with Ç = (-1/2 < a < 0), and hence, by Theorem 3,1,5, 
Ô(X) = h(X) = q~^(X) is admissible for estimating h(w) = q~^(w), 
-1/2 < a < 0, under squared error loss. 
Remark 3.1.6; 
Note that the admissible estimator 6(X) = q"^(X) of 
h(w) = q"^(w), -1/2 < a < 0, which is a part of Corollary 3,1,2, is 
in fact the generalized Bayes estimator of h(w) = q~*^(w), -1/2 < a < 0, 
with respect to the prior TT(W) = |a|q"^^ ^(w)q'(w) under squared error 
loss. 
Remark 3,1.7; 
Under squared error loss, the (admissible) estimator 
ô(X) = q"^(X) of q"^(w), a > -1/2, in Corollary 3,1,2 is best 
among all estimators of q~^(w) of the form gq"^(X) where g is a 
positive constant. Its risk is given by R(w, 6) = q ^^Xw). It 
may be remarked here that the restriction a > -1/2 in Corollary 3.1.2 
is necessary, for otherwise the risk of the estimator is not defined. 
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It may be noted that 6 (X) = (a+l)g~'^{X) is the unique UMVU estimator 
2 
of q"^(w) with the risk q a > -1/2. It follows from the 
fact that ôj^(X) is a function of a sufficient and complete statistic 
X for w, and has expected value E{ô^(X)) = q (w). But, being of the 
form gq~^(X), it is clearly uniformly inferior to 6(X). 
We close this section with some applications to combining Theorem 
3.1.5 with Theorem 3,1.2, in particular, to Corollary 3.1.2, 
Example 3.1.3; 
p(x,w) = |^nw~"x"~^, 0 < X < w, 0<w<oo 
0 otherwise 
In this case, w = 0, w = oo, q(w) = w and ^(x) = nx" First, 
note that q(=<>) = lim w ^  = 0. Let h(w) = w^. Then, since 
w-»oo 
_ Y  _ Y  
w^ = (w ") " = q "(w), we have a = —. Thus Ô (X) = g~'^(X) = 
n+2Y Y y 
X is an admissible estimator of w under squared error loss if 
n+Y 
^>--|-,i.e.,Y>-^, It may be noted that 6(X) is the generalized 
Bayes estimator of w^ with respect to the prior rT(w) = IYI^""*""^^ ^ ~ 
|Y|W ^. Furthermore, Ô(X) is the only admissible estimator of 
w^ which is of the form px^\ g > 0. 
Remark 3.1,8; 
Singh (1971) gives the exactly same result with the above 
Example 3,1,3. In fact, he gives this result under the weighted 
2 
squared error loss L^(d,w) = [(d-h(w) )/h(w)] primarily with the 
objective of estimating some parametric functions h(w) in some extreme 
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value densities using Karlin's technique. Singh also uses the prior 
-2Y-1 density dP(w)/dw = w which is just proportional to the prior TT{w) 
n+2Y Y 
given in Example 3,1.3. He also states that 6(X) = X is an 
minimax estimator of if Y > - ^  « It follows from the fact that its 
Y 2Y 
risk R(w,5) = is constant with respect to the loss L^. It may 
be also remarked that if X^,...,X^ are iid with a uniform distribution 
on (0,w], then X^^^, the maximum of X^,...,X^, is sufficient for w, 
and its sampling distribution is of the form stated in Example 3,1,3. 
Example 3,1.4; 
x-w 
p{X,W) = e , -oo< X < W, -oo< w < CO . 
In this case, w = -oo, w = oo, g(w) = e and Y(x) = e^. We want 
to estimate h(w) = e^^ under squared error loss. Note that 
lim q(w) = 0, and a = Y in Corollary 3.1,2 since e^^ = (e ^ = q ^(w) 
Thus, 6(X) = q~^(X) = is an admissible estimator' of 
Yw 1 
e under the squared error loss if Y > ~ '2 " This example generalizes 
Example 3.1.2 in which Ô(X) is admissible for estimating e^^, Y > 0, 
under squared error loss. Note that 6(X) is the generalized Bayes 
Yw 1 
estimator of h(w) = e , Y > - Y* with respect to the prior 
TT(w) = |Y|e Y > - •7, under squared error loss. 
3.2, When the Lower Terminal of the Support 
of the Distribution Depends on an Unknown Parameter 
In this section, the random variable X will be assumed to be 
distributed according to the density 
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p(x,w) = Y(x)q(w), w<w<w, w<w<w (3.2.1) 
with respect to Lebesgue measure where (w,w) may be an infinite 
interval., Y(x) is a positive Lebesgue measurable function of x on 
- -1 " (w,w), and q (w) = / Y(x)dx < oo for all w Ç (w,w). It is obvious 
w 
that q(w) is a strictly increasing function of w and q(w) = co . Note 
2 
that q(w) is differentiable, and Y(x) = q*(x)/q (x) a.e. 
Suppose that the problem for consideration is the estimation of 
any nonnegative strictly decreasing function h(w) from a single 
observation X under squared error loss. Of course, the case of an iid 
sample of size n is included by sufficiency. Also, we may restrict 
our attention only to nonrandomized estimators because of the (strict) 
convexity of the loss function. 
Let the (possibly improper) prior distribution be absolutely 
continuous with respect to Lebesgue measure with the density 
TT^(w) = |h'(w) |f [h(w)]/g(w), wÇ (w,w) (3.2.2) 
where f is a nonnegative function defined on the range of h, and h(w) 
is assumed to be differentiable everywhere. Then, the generalized 
Bayes estimator 5^(X) of h(w) with respect to the prior (3.2.2) under 
squared error loss is given by 
h(w) h(w) 
cu(X) = f  uf(u)du / f  f(u)du (3.2,3) 
h(X) h(X) 
under seme integrability conditions imposed on f for 6^ to be well 
defined. 
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We now give a theorem for the admissibility of the generalized 
Bayes estimator (3.2.3) of any nonnegative strictly decreasing 
function h(w) with respect to the prior (3,2,2) under squared error 
loss. 
Theorem 3.2,1; 
Let the density of X be as in (3.2.1), and let h(w) be any non-
negative strictly decreasing function of w, everywhere differentiable. 
Let f > 0 be defined on [0,oo) such that 
h(w) h(w) 
f  uf(u)du < CO and f  f(u)du < so for every a > 0, (3.2,4) 
a a 
If, for w < a, b < w, 
then the generalized Bayes estimator (3.2,3) of h(w) with respect to 
the prior (3,2,2) is admissible for estimating h(w) under squared 
error loss, 
The proof of Theorem 3.2,1 parallels that of Theorem 3.1,4 subject 
to simple modifications and will therefore be omitted. See also the 
proof of Theorem 3.1.1 given in Das Gupta (1982), Sinha and Das Gupta 
(1984), 
The following theorem which is a special case of Theorem 3.2,1 
deals with the choice of f(u) = u ^ u > 0, €>0; 
|h'(w)If[h(w)]q(w) aw / |h'W|f[h(w)lqlw) (3,2,5, 
^ 1/ uf{u)du]^ 
h (w) 
-  [ f  uf(u)du]^ 
h (w) 
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Theorem 3.2.2; 
Let X have a density of the form (3.2.1), and let h(w) be any 
nonnegative strictly decreasing function of w, everywhere differentiable. 
Suppose that 
h(w) = lim h(w)=oo. (3.2.6) 
If there exists an Ç > 0 such that 
a ,_2 w 
f |h'(w)|h (w)g (w)dw = 00 = / |h'(w)|h (w)q(w)dw (3.2.7) 
w b 
for w < a, b < w, then 6(X) = —^ h(X) is ah admissible estimator 
of h(w) under squared error loss. 
Remark 3.2.1; 
Under the condition (3.2^6) of Theorem 3.2.2 ô(X) =^^h(X) is 
the generalized Bayes estimator of h(w) with respect to the prior 
TT(w) = jh'(w) |h~^~^(w)/q(w). 
Remark 3.2.2; 
The preceding two theorems are still applicable to the case 
where the support of the density (3.2.1) is b(w) < x < w, where 
b(w) is a monotone function of w, and w is in some nondegenerate 
interval. In this case, we reparametrize the lower terminal so that 
the lower terminal is w itself. 
A major consequence of Theorem 3.2.2 is the result of Karlin 
(Theorem 3 (1958)). We give this result as a corollary in the 
following; 
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Corollary 3,2,1 (Karlin (1958)); 
If the density of X is as in (3,2.1) and q(w) = lim q(w) = 0 
- w-w 
w -
or equivalently f  Y(x)dx = oo, then —q~®(X) is an admissible esti­
mator of q"^(w), a > 0, under squared error loss. 
Proof ! 
Take h(w) = q~'^(w), a > 0, in Theorem 3,2,2, Note that h is 
strictly decreasing in w, and lim h(w) = lim q~^(w) = oo for a > 0, 
w-»w w-*w 
Hence, the condition (3,2,5) of Theorem 3.2,2 is satisfied. Now, it 
remains to check the condition (3.2.7) of Theorem 3.2.2. For 
w < a. b < w. 
J" |h'(w)|h^ ^ (w)q(w)dw =  a f  q"^~^(w)q'(w)q~^^^~^^ {w)q(w)dw 
w ^ w 
=  a  f  q~^^'^(w)q'(w)dw 
w 
= oo if q(w) = 0 and - &€ + a + 1 < 0, 
i.e., S > ^  , 
and 
w 
f  |h' (w) |h*^ ^(w)q(w)dw = oo as q(w) = oo if Ç < 
b G 
Hence, if q(w) = 0, then the condition (3,2.7) of Theorem 3.2.2 is 
satisfied with Ç = • Therefore, 5(X) = h(X) = q"^(X) 
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is admissible for estimating q~^(w), a > 0, under the squared error 
loss if q(w) = 0. 
Remark 3.2.3; 
In Corollary 3.2.1, Ô(X) = is the generalized Bayes 
estimator of h(w) = q~^{w), a > 0, with respect to the prior 
Tr(w) = ^(w)g'(w) under squared error loss. 
Remark 3.2.4; 
—(Y 
For the special case h(w) = q (w), a > 0, if we take a sample 
X from the distribution of min(X^,...,X^) where X^,...,X^ form the 
original distribution p(x,w) = Y(x)q(w), w<x<w, w<w<w, then 
n ^ n 1 
the density of X is given by p(y,w) = nq"(w) [ f  Y(x)dx]^ Y(y), 
y  
w  <  y  <  w ,  w  <  w  <  w  ,  
Now consider the condition (3.2.7) with q^\w) instead of q(w). 
Then, for w < a, b < w, 
f  |h • (w) |h^ ^ (w)q"(w)dw .= a / ^(w)q'(w)q~'^^^ ^^(w)q^(w)dw 
w w 
=  C C  f  ^(w)q ' (w)dw 
= oo if q(w) = 0 and n +a(l-6) < 0, 
i.G., ^ , 
and 
w 
f  |h ' (w) |h (w)q (w)dw = oo if Ç < as q (w) = oo 
b ^ 
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Thus, if g(w) = 0, then f  (h'(w)|h^ ^(w)g"(w)dw = oo at both tails when 
€ = say, and hence if q(w) = 0, then 6(X) = q~^(X) 
is an admissible estimator of h(w) = q~'^(w), a > 0. When combined 
with Corollary 3.2.1, this implies that if there exists an Ç > 0 
such that f  |h'(w)|h^ ^(w)q(w)dw = oo at both tails, then we can find 
€^-2 ^ 
another 6^ > 0 such that f |h'(w)|h (w)q (w)dw = oo at both tails, 
i.e., that a new multiple of h(X) = q"^(X) continues to be admissible 
for h(w) = q'^(w), 
We now record several specific applications of Theorem 3,2.2 of 
special interest. 
Example 3.2.1 (Truncated Exponential Distribution); 
Let X be a random variable with the density 
—(x—w) 
p(x,w) = e , X > w, -00< w < oo . 
In this example, Y(x) = e q(w) = e", w = -co, and w = oo . Let 
h(w) = a > 0, which is clearly a strictly decreasing function 
of w. Now, h(-00) = lim h(w) = oo . Consider the condition (3,2.7) of 
w->—oo 
Theorem 3,2,2, For -oo< a, b < oo , 
f  (h'(w)|h^ ^(w)q(w)dw =  a  f  ^ ^^e^dw 
— CO —00 
= a 
— 00 
— oo if — (%g + cx + 1 < 0, i.e,, Ç > — , 
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and 
00 
/ |h' (w) |h^ {w)q(w)dw = co if -a€+a+l>0, i.e.,Ç< , 
b 
Hence, if € = then the condition (3,2.7) is satisfied, and so 
ô(X) = is admissible for estimating e~^", a > 0. Of 
course, we can use Corollary 3,2.1 for this example. 
Example 3,2.2 (Pareto Distribution); 
Let X have the density 
p(x,w) = (ô-l)w^ ^x Ô > 1 (known), x > w, 0 < w < co . 
-Ô Ô-1 -In this case, Y(x) = (6-l)x , q(w) = w , w = 0, and w = oo . it is 
desired to estimate h{\f) = w^, s < 0, which is clearly a-strictly 
decreasing function of w. First, note that h(o) = lim h(w) = oo, 
w^ 
Next, consider the condition (3.2.7) of Theorem 3.2.2. For 
0 < a, b < M , 
f |h'(w)|h^ ^(w)q(w)dw = |s[ / w^~^w^ ^ ^w'^~^dw 
o o 
= |s| / 
o 
= oo if sÇ-s+6-l <0, i.e., g > 1 + , 
and 
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°° P-2 i_c 
f |h' (w) |h (w)q(w)dw = 00 if sÇ-s+ô-1 >0, i.e., €<1 + . 
b . s 
Hence, if Ç = 1 + then the condition (3.2.7) of Theorem 3.2.2 
is satisfied, and so Ô(X) = •^^h(X) = X^ is 
t 1-0 s+1-0 
s 
admissible for estimating h(w) = w^, s < 0. It may be also noted 
that Corollary 3.2.1 can be used for this example. 
Admissibility is next investigated for estimating any nonnegative 
strictly increasing fnnr^inn h(w) of w under squared error loss. We 
now give sane results for the admissibility of the generalized Bayes 
estimator. 
h(X) 
f  uf(u)du 
= Tïf] '3-2.8, 
f  f(u)du 
h(w) 
(under sane integrability conditions imposed on f for 6^ to be well-
defined) of h(w) with respect to the prior 
TT^(w) = h'(w)f [h(w)]/q(w), w € (w,w), (3.2.9) 
under squared error loss, where f is a nonnegative function defined 
on the range of h, and h(w) is assumed to be differentiable everywhere. 
Of course, it is enough to consider a single sample X by sufficiency. 
Furthermore, the prior distribution under consideration will be 
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assumed to be absolutely continuous with respect to Lebesgue measure 
with the density (3.2.9). 
Theorem 3.2.3; 
Let X have the density (3.2.1), and let h(w) be any nonnegative 
strictly increasing function of w, everywhere differentiable. Let 
f > 0 be defined on [0,oo) such that 
a a 
f  f(u)du<oo and f  uf(u)du< o o  for every a < oo . (3,2.10) 
h(w) h(w) 
Then, the following is a sufficient condition for the admissibility of 
the generalized Bayes estimator (3.2.8) with respect to the prior 
(3,2.9) for estimating h(w); 
for w < a, b < w. 
The proof of Theorem 3.2.3 is omitted since it parallels the 
proof of Theorem 3.1.4, or the proof of Theorem 3.1,1 given in 
Das Gupta (1982), Sinha and Das Gupta (1984), subject to simple 
modifications, 
The next theorem which is a special case of Theorem 3.2.3 treats 
h'(w)f[h(w)]q(w) 
b h(w) 
[ f  uf(u)du] 
dw = 00 = S^ h'(w)f[h(w)]q(w) aw 
h(w) 
-  [ f  uf(u)du]^ 
h(w) 
(3.2.11) 
h(w) 
f (u) = u €-1 Ç > 0. 
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Theorem 3.2.4; 
Let X have the density of the form (3.2,1), and let h(w) be any 
nonnegative strictly increasing function of w, everywhere differentiable. 
Suppose 
h(w) = lim h(w) = 0, (3.2.12) 
w-w 
If there exists an £ > 0 such that 
a _p_3 w 
f h'(w)h (w)q(w)dw = 00 = J h'(w)h {w)q(w)dw (3,2.13) 
w b 
- € for w < a, b < w, then ô(X) = h(X) is an admissible estimator of 
h(w) under squared error loss. 
Remark 3.2.5; 
The admissible estimator ô(X) in Theorem 3.2.4 is the generalized 
Bayes estimator of h(w) (assuming h(w) = 0) with respect to the prior 
Tr(w) = h'(w)h^ ^ (w)/q(w). 
An immediate consequence of Theorem 3,2.4 is an extension of the 
result of Karlin (Theorem 3 (1958)) or of Corollary 3.2.1. We now 
give this extension as a corollary. 
Corollary 3.2.2; 
Let X have the density of the form (3.2.1), Suppose 
q(w) = lim q(w) = 0, (3.2.14) 
w-*w 
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Then, S{X) q"'^(X) is an admissible estimator of q~^(w), a > - 1/2 
under squared error loss. 
Proof ; 
For a > 0, Corollary 3.2.1 shows that ô(X) = q"^(X) is an 
admissible estimator of q~*^(w) under squared error loss. Hence, 
it remains to show that the result is true for - 1/2 < a < 0. Note 
that q'^(w) is a strictly increasing function of w for - 1/2 < a < 0. 
Since h(w) = lim q~^(w) = 0, the condition (3.2.12) of Theorem 3.2,4 
is satisfied. Consider the condition (3.2.13). Then, for w < a, b < w, 
f h'(w)h ^ '^(w)q(w)dw = - a f q~^ ^ (w)q®^^'''^^ (w)q(w)q'(w)dw 
w w 
=  -  O C  f  q ^ ^ ' ^ ^ ^ ( w ) q '  ( w ) d w  
w 
= oo if q(w) = 0 (i.e., h(w) = 0) and 
ae + 2a + 1 < 0, i.e. 6 > 
— — a 
and 
f  h' (w)h ^ ^(w)q(w)dw = oo as q(w) = oo if ç < . 
b % 
Hence, if € = the condition (3.2.13) of Theorem 3,2.4 is 
(-1-2%) 
satisfied, and so ô(X) = h(X) = ( - l - 2 a )  ~  q"^(X) 
^ 0 
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is an admissible estimator of h(w) = q"^(w), - 1/2 < a < 0, under 
squared error loss by Theorem 3.2,4. 
Remark 3.2.6; 
The admissible estimator Ô(X) in Corollary 3.2.2 is the generalized 
Bayes estimator of h{w) = q~^(w), a > - 1/2, with respect to the prior 
TT(w) = |a|q'(w)q^^' ^ (w), w Ç (w,w), under squared error loss. 
This corollary subsumes as special consequences some previous 
known results in this direction. We now give some applications 
of Corollary 3.2.2 of special interest. 
Example 3.2.3 (Truncated Exponential Distribution); 
p(x,w) - r ^ X > w, -oo< w < OO 
L0 otherwise 
In this case, q(w) = e^ and q(w) = q(-co) = 0. Let h(w) = e~^^. 
Since e"*^^ = (e^)"^ = q"^(w), by Corollary 3.2.2, Ô^(X) = e~^^ 
is admissible for estimating e"^^, a > - 1/2, under squared error 
loss. Note that this example is an extension of Example 3.2,1. 
Example 3.2.4 (Pareto Distribution); 
p(x,w) = (6-1 )w^ ^x Ô > 1 (known) x > w, 0<w<oo. 
In this case, q(w) = and q(w) = q(0) =0 since Ô > 1. Let 
s 
h(w) = w^. Then, since w^ = q*^ ^(w), we have a = - • Hence, 
1 - 2 ^  
ô(X) = q"^(X) = i X^ = ^ ^  X^ is admissible for estimating 
I'KX 1 S 0—1—S 
^ - M 
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h(w) = w^, s < , under squared error loss. Note that this example 
is also an extension of Example 3.2,2. 
Remark 3.2.7; 
Singh (1971) gives exactly the same results with above examples 
2 
under the weighted squared error loss L^(w,d)=[(d-h(w))/h(w)] , 
Furthermore, he mentions that the admissible estimators in the above 
two examples are minimax under the loss L^. Note that the minimax 
results follow from the fact that the risk R(ô,w) is constant. 
Remark 3.2,8; 
It may be noted that the restriction a > - 1/2 in Corollary 3,2.2 
is already required for the finiteness of the risk )^q of the 
l+2Ct —(Y 
estimator q (X) and so is not restrictive. 
Remark 3.2.9; 
The "cut-off" point w is itself an interesting parametric func­
tion. But, in some situations, it is a strictly increasing function 
of w, but not necessarily nonnegative; for example, consider estimating 
w in the truncated exponential distribution with Y(x) = e q(w) = e^, 
w = -oo, and w = oo under squared error loss (see also Example 
3.2.1). In order to deal with this particular situation, we give a 
result which is analogue with Theorem 3.1.3. First, note that log q(w) 
is a location parameter of the distribution of log q(X), and 
log q(X)-l is the best invariant estimator (Pitman estimator) of 
log q(w),i.e., log q(X)-l is best among the estimators of the form 
log q(X)+c under squared error loss. Also note that log q(w) is 
a differentiable strictly increasing function of w but not necessarily 
I 
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nonnegative. 
Theorem 3.2.5; 
Assume that the density is given as in (3.2.1). The best invariant 
estimator log q(X)-l of log g(w) is an admissible estimator of log g(w) 
under squared error loss, provided q(w) = lim q(w) = 0. 
w-*w 
The proof of this theorem parallels that of Das Gupta (1982), 
Sinha and Das Gupta (1984) subject to minor modifications and therefore 
will be omitted. 
Consider Example 3.2.1 in which Y(x) = e q(w) = e^. It is 
desired to estimate w under squared error loss. In this case, 
log q(w) = w, and hence, by Theorem 3.2,5, log q(X)-l = X-1 is an 
admissible estimator of w under squared error loss, 
3,3, When Both Terminals of the Support of the 
Distribution are Functions of an Unknown Parameter 
Let X have the density of the form 
p(x,w) = r  Y ( x ) q ( w ) ,  a(w) <x < b(w), w Ç (w,w) (3.3.1) 
L0 otherwise 
with respect to Lebesgue measure where (w,w) is a nondegenerate 
interval in the real line which may be a infinite interval, Y(x) is 
b(w) 
a positive Lebesgue measurable function of x, g~ (w) = / Y(x)dx < oo 
a(w) 
for w € (w,w), and a(w), b(w) satisfy one of the four following 
cases ; 
Case I. a(w) is strictly decreasing and b(w) is strictly increasing; 
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Case II. a(w) is strictly increasing and b(w) is strictly decreasing; 
Case III. both a(w) and b(w) are strictly increasing; 
Case IV. both a(w) and b(w) are strictly decreasing. 
Furthermore, it is assumed that both a(w) and b(w) are differentiable 
everywhere in all cases. 
Suppose on the basis of a random sample of size n (> 2) 
from the density (3,3.1) it is desired to estimate a nonnegative 
strictly increasing or decreasing function h(w) under squared error 
loss. We omit the trivial case n = 1. Let X,. , and X, , be respectively (1) (n) 
the smallest and the largest members in a sample X^,...,X^. Then, the 
joint density of a sample X^,.,.,X^ is given by 
n 
p(x^,,,.,x^, w) = q (w)U(Xj^^-a(e))U(b(0J-x^^j) n Y(x^) (3,3.2) 
i=l 
where 
U(y) = ^ 1 if y > 0 
L0 otherwise . 
It follows from the Factorization Theorem that X^^^ and X^^^ are a pair 
of sufficient statistics for w. Furthermore, it is well-known (Kendall 
and Stuart (1979)) that while there exists no single sufficient sta­
tistic in Cases III and IV (and, hence, we need both X^^^ and X^^^ 
in these cases), there are single sufficient statistics 
T^ = max[a~^(X^^j), b"^(X^^^)} and = min[a"^(X^^^), b"^(X^^j)} 
-1 -1 in Cases i and II, respectively, where a (x), b (x) are the functions 
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inverse to a(x), b(x). Note that and are functions of 
and X^^^. Also note that and are minimal sufficient statistics 
for w in Cases I and II, respectively, and X^^^ and X^^^ are jointly 
minimal sufficient for w in Cases III and IV. Moreover, the strict 
convexity of the loss function guarantees that (from the viewpoint of 
risk) only nonrandomized estimators based on a (possibly minimal) 
sufficient statistic need be considered. 
Consider the (possibly improper) prior of the form 
n^ (w) = |h'(w)|f[h{w)]/q"(w). wÇ (w,w) (3.3.3) 
where f is a nonnegative function defined on the range of h, and h(w) 
is assumed to be differentiable everywhere. The prior under consider­
ation is assumed to be absolutely continuous with respect to Lebesgue 
measure with the density (3.3.3). Then, the (nonrandomized) generalized 
Bayes estimator '^(n)^ b(w) with respect to the prior (3.3.3) 
under squared error loss depends on the.natures of h(w), a(w), and 
b(w). Of course, we must impose certain integrability conditions on 
f for ^,X^^j) to be well-defined. In the following, we consider 
sufficient conditions on f for the (nonrandomized) generalized Bayes 
estimator (under certain integrability conditions) to 
be admissible for estimating any nonnegative strictly increasing or 
decreasing function h(w) (assumed to be differentiable everywhere) 
with respect to the prior (3.3.3) under squared error loss. We treat 
cases I-IV separately. 
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Case I. a(w) is strictly decreasing and b(w) is strictly increasing; 
In this case, = inax{a b ® minimal sufficient 
statistic for w. Since only nonrandomized estimators based on the 
minimal sufficient statistic need be considered, we should know 
the distribution of T^. Huzurbazar (1955) gives the distribution of 
(see also David (1981)). We treat his result as a lemma in the 
following: 
Lemma 3.3.1 (Huzurbazar (1955)): 
Let X^,...,X^ be a random sample of size n from the distribution 
with the density (3,3.1) where a(w) is strictly decreasing, b{w) is 
strictly increasing, and both a(w) and b(w) are differentiable every­
where. Then, the distribution of the minimal sufficient statistic 
= max{a ), b ^(X^^^ )} for w has the density 
Ç  ng"^w)q'(t^) 
..p (t ,w) — , ^ < t < w, w < w < w 
1 ( q (t^) 
V 0 otherwise, (3.3.4) 
where A. is a unique value of w such that a { \ )  =  b(A.), and A. < w. 
Note that \ may be -oo , 
Remark 3.3.1; 
The appearance of the negative sign on the right-hand side of 
(3.3.4) is due to the fact that q'(t^) is negative since 
b(w) 
q(w) = [/ Y{x)dx] is a strictly decreasing and differentiable 
a(w) 
function of w. 
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Now, suppose X = w. Then, the density (3,3,4) of is exactly of 
n -q'(ti) 
the form of the density (3.1.1) with t , q (w), —— instead of x, 
q (t^) 
q{w), y(x), respectively. Note that q"(w) is a strictly decreasing 
and differentiable function of w, and q^(w) = q"(X) = lim q"(w) = oo . 
w-»X. 
Hence, the Theorems 3.1.1-3.1.2 and 3.1.4-3,1,5 give sufficient condi­
tions for the generalized Bayes estimator 6^ (based on ) of any 
strictly increasing or decreasing function h(w) (assumed to be 
differentiable everywhere) of w with respect to the prior (3,3,3) 
under squared error loss to be admissible. For the purpose of 
completeness, we give the following theorems which are analogue to 
the Theorems 3,1,1-3,1,2 and 3.1,4-3,1.5, 
Theorem 3,3.1; • ^ 
Let X^,,.,,X^ be a randan sample of size n from the density (3,3,1) 
where a(w) and b(w) are differentiable strictly decreasing and increas­
ing functions of w, respectively, and w is such that a(w) = b(w). 
Let X = min X. and X . = max X.. Let h(w) be any nonnegative 
l<i<n ^ ^ ' l<igi 1 
strictly increasing function of w, everywhere differentiable. Let 
f be a nonnegative function defined on [0,co) such that 
h(w) h(w) 
f  f(u)du < oo and / uf(u)du < oo for every a > 0. (3.3.5) 
a a 
Then, the following is a sufficient condition for the admissibility of 
the (nonrandomized) generalized Bayes estimator 
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h(w) h(w) 
ô f ( T ) = /  u f ( u ) d u  /  /  f ( u ) d u  ( 3 . 3 . 6 )  
h(T^) h(T^) 
of h(w) with respect to the prior (3,3.3) under squared error loss 
for estimating h(w), where = max{a b ^XX^^^)}; 
w 
/ h'(w)f[h(w)]q"(w) dw = =, = y h-(w)f[h(w)]q"(w) (3.3.7, 
b h(w) h(w) 
[f uf(u)du] - [J uf(u)du] 
h(w) h(w) 
for w < a, b < w. 
-Ç-2 
Also, we give the following theorem with f(u) = u , € > 0, 
u > 0, as a special case of Theorem 3.3.1, 
Theorem 3.3.2; 
Let X^,...,X^ be a random sample from the density (3.3.1) where 
a(w) and b(w) are differentiable strictly decreasing and increasing 
function of w, respectively, and w is such that a(w) = b(w). Let 
h(w) be any nonnegative strictly increasing function of w, everywhere 
differentiable. Suppose 
h(w) = lim h(w)=oo. (3.3.8) 
w-*w 
If there exists an Ç > 0 such that 
f h ' (w)h^ ^(w)q"(w)dw = 00 = f h' (w)h^ ^ (w)q"(w)dw (3.3.9) 
b w 
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for w < a, b < w, then the nonrandomized generalized Bayes estimator 
l+c -2—Ç n ô(T^) = -^h(T^) with respect to the prior rrCw) = h'(w)h (w)/q (w), 
w 6 (w,w), is an admissible estimator of h(w) under squared error 
loss, where = max{a~^ 
Theorem 3,3.3; 
Let X^,...,X^ be a random sample from the density (3.3.1) where 
a(w) and b(w) are differentiable strictly decreasing and increasing 
functions of w, and w is such that a{w) = b(w). Let h(w) be any non-
negative strictly decreasing function of w, everywhere differentiable. 
Let f > 0 be defined on [0,oo) such that 
a a 
/ f(u)du<oo and / uf(u)du<oo for every a < . (3.3.10) 
h(w) h(w) 
Then, the following is a sufficient condition for the admissibility 
of the generalized Bayes estimator 
h(T,) h(T ) 
6f(T ) = / _ uf(u)du/f _ f(u)du (3.3.11) 
h(w) h(w) 
of h(w) with respect to the prior (3.3.3) under squared error loss 
for estimating h(w), where T^ = max{a b~^(X^^j)}; 
/ a.   . |h'(W|f[hWlq°(w) ,3.3,12, 
^  [ f  _  uf(u)du]^ - [/ _ uf(u)du]^ 
h(w) h(w) 
for w < a, b < w. 
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€-1 
As a special case of Theorem 3.3.3, we have, with f(u) = u , 
€ > 0, 
Theorem 3.3.4; 
Let X^,...,X^ be a random sample from the density (3.3.1) where 
a(w) and b(w) are differentiable strictly decreasing and increasing 
functions of w, respectively, and w is such that a(w) = b(w). Let 
h(w) be any nonnegative strictly decreasing function of w, everywhere 
differentiable. Suppose 
h(w) = lim h(w) = 0. (3,3,13) 
w-*w 
If there exists an Ç > 0 such that 
f  |h'(w) jh ^ ^ (w)q"(w)dw = 00 = J" |h'(w) |h ^ ^ (w)q"(w)dw (3,3,14). 
w b 
— ^ 
for w < a, b < w, then the generalized Bayes estimator 6(T^) = h(T^) 
of h(w) with respect to the prior TT(W) = |h'(w)|h^ ^(w)/g^(w) is an 
admissible estimator of h(w) under squared error loss. 
We now give applications of Theorem 3,3.2 and Theorem 3.3.4, 
Example 3.3.1; 
Let X^,.,.,X^ be a random sample from the density 
p(x,w) = -w<x<w, 0<W<oo. 
Then, q(w)=^,Y(x) =j,a(w) = -w, b(w) = w, w = 0, and w = oo . Note 
that T^ =max(a-\x^^^), b'^X^^^)) = max(-X^^ ^ ,X^^ ^ ) = max (|x^^ ^ |, |x^^ ^ | ) 
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since , and the density of is from (3.3.4), 
(ti,w) = —-—, 0 < t^ < w. Suppose that it is desired to estimate 
1 w 
h(w) = w under squared error loss. Let's apply Theorem 3.3,2 to this 
example. To this end, we should check conditions (3.3.8) and (3.3.9). 
Since h(oo) = lim h(w) = oo, the condition (3.3.8) is satisfied. Next, 
W-*oo 
for 0 < a, b < CO, 
00 00 
f h'(w)h (w)q'^(w)dw = f w '^dw 
b b 
= 00 if g-l-n > 0, i.e., g > n+1, 
and 
f h ' ( w ) h ^  ^(w)q'^(w)dw = oo if Ç-1-n < 0, i.e., € < n+1. 
Hence, the condition (3.3.9) is satisfied with Ç = n+1. Therefore, 
the generalized Bayes estimator Ô(T^) = h(T^) = T^ of 
h(w) = w with respect to the prior TT(W) = W 0 < w < OO, is an 
admissible estimator of w under squared error loss, where 
T^ = inax{ ^ I, |x I }. Note that, in this example, the prior TT(W) 
is an improper prior. 
Example 3.3.2; 
Let X^,...,X^ be a random sample from the density 
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Then, Y(x) = 1, q(w) = —, a(w) = —, b(w) = w, w = 1, w = oo . 
w -1 
-1 -1 1 
Note that T, = max(a b (X )) = max(- , X, ,), and the 
X 1 ± ; {xi ) (1) 
w n density of T is from (3.3.4), p (t ,w) = n(——) — 
^1 w^-1 t^+l 
1 < tj^ < w. Suppose that we want to estimate h (w) = ^  under 
squared error loss. Now, let's apply Theorem 3.3.4. We must check 
conditions (3.3.13) and (3.3.14). Since h(oo) = lim — = 0, the con-
w W^oo 
dition (3.3.13) is satisfied. Next, for 1 < a, b < œ, 
S |h'(w)|h"^"^(w)q"(w)dw = / • (-^)'^dw 
b b w w -1 
= f  ^n+6+1 ^ "'^dw 
00 '  ^
>  f  "dw 
b 
(".' (w^-l)-* > w"^" for w > 1) 
= f w""^C^^dw 
b 
= oo if -n+Ç+2 >0, i.e., € > n-2 
and 
f |h*(w)(h ^ ^ (w)q"(w)dw = f (w^-1 ) '^dw 
a _ 
> f w(w -1) dw 
(".' w""^^ >1 for w > 1, e > 0) 
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-2(n-l) 
= 00 for all Ç > 0 . 
Hence, the condition (3.3.14) is satisfied with Ç > n-2. Therefore, if 
f 1 1 
€ > n-2, the generalized Bayes estimator ô(T^) = — of — with 
2 n 
respect to the prior rr(w) = w (w -1 ) , 1 < w < oo, is an admis­
sible estimator for estimating h(w) = ^  under squared error loss. 
Remark 3.3.2; 
Note that, in Example 3.3.2, 
00 oo 2 ^ n 
f  TT(w)dw = f  p ~ dw 
1 1 " 
00 
=  f  (1 - -^)" w"'^~^dw 
1 w^ 
1 1 n - jn+jÇ-l 
= J S (1-X) X dx 
o 
Ç < oo if 6 > n 
V. = °° if 6 < n , 
and, hence, IT{W) is proper if € > n, and improper if Ç < n. Therefore, 
if € > n, ô(T^) = ^ is unique proper Bayes estimator of ^  with 
respect to the (proper) prior TT(W) = w ^"^"^(w -^1)", 1 < w < OO (and, 
hence, is admissible), but if n-2 < € < n, then ô(T^) = ^ is 
(unique) generalized Bayes estimator of — with respect to the (improper) 
—n 2 n 
prior TT(w) = w (w -1) , 1 < w < oo, and, hence, is not necessarily 
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admissible. Theorem 3.3,4 provides the admissibility of ô(T^) = ^ 
when n-2 < € < n. 
Case II. a{w) is strictly increasing and b{w) is strictly decreasing; 
In this case, T^ = min{a b is a minimal suffi­
cient statistic for w. Hence, we restrict our attention to non­
randomized estimators based on . Huzurbazar (1955) also gives the 
distribution of as follows (see also David (1981)). 
Lemma 3.3.2 (Huzurbazar (1955)); 
Let X^,...,X^ be a random sample from the density (3.3.1) where 
a(w) is strictly increasing, b(w) is strictly decreasing, and both 
a{w) and b(w) are differentiable everywhere. Then, the distribution 
of the minimal sufficient statistic = min{a b for 
w has the density 
^nq"(w)g • (t^) 
p  ( t  w )  =  I  — r  ,  w  <  t  <  w < w < w  
2 /  g" -"( tg)  
^ 0 otherwise (3.3.15] 
where % is a unique value of w such that a(() = b(%), and Ç > w. 
Note that ^ may be oo . 
Remark 3.3.3; 
b(w) _ 
Note that g'(t_) in (3,3.15) is positive since q(w) = [ f  Y(x)dx] 
a(w) 
is a differentiable and strictly increasing function of w. 
Suppose % = w in the density (3,3.15) of T^. Then, the density 
of T^ is exactly of the form of the density (3.2.1) with t^, q"(w). 
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and —— instead of x, q(w), and Y(x), respectively. Note that 
ng'ftg) 
g^(w) = g"(%) = lim q^(w) =00, and q^(w) is differentiable. Hence, we 
can use the Theorems 3,2.1-3.2,4 with simple modification to give 
sufficient conditions for generalized Bayes estimators (based on T^) 
to be admissible for estimating any nonnegative strictly decreasing 
or increasing function h(w), differentiable everywhere, under squared 
error loss. For the purpose of completeness, we give results analogue 
to the Theorems 3,2.1-3,2,4 in the following; 
Theorem 3,3.5; 
Let X^,,,,,X^ be a random sample from the density (3.3,1) where 
a(w) and b(w) are differentiable strictly increasing and decreasing 
functions of w, respectively, and w is such that a(w) = b(w). Let 
X.,. = min X. and X = max X., Let h(w) be any nonnegative 
l<i<n ^ l<i<n 1 
strictly decreasing function of w, everywhere differentiable. Let f 
be a nonnegative function defined on [0,oo) such that 
h(w) 1 
f  f(u)du < 00 and f  
h(w) 
uf(u)du < 00 for every a > 0. 
a a 
(3.3.16) 
If, for w < a, b < w 
/ Ih'(w) If [h(w)]q"(w) 
h h(w) o 
[f uf(u)du] 
h(w) 
dw = 00 = J" |h' (w) If [h(w)]q"(w) 
w h(w) 
- [f uf(u}du] 
h(w) 
dw 
(3.3.17) 
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then, the generalized Bayes estimator 
h(w) h(w) 
ôp(T ) =f uf(u)du // f(u)du (3.3.18) 
h(T^) h(T^) 
of h(w) with respect to the prior (3.3.3) is admissible for estimating 
h(w) under squared error loss, where = min[a b 
- f — 2  
As a special case of Theorem 3.3.5 with f(u) = u , € > 0, 
u > 0, we have the next result. 
Theorem 3.3.6; 
Let X^,...,X^ be a random sample from the density (3.3,1) in 
which a(w) and b(w) are differentiable strictly increasing and decreas­
ing functions of w, respectively, and w is such that a(w) = b(w). Let 
h(w) be any nonnegative strictly decreasing function of w, everywhere 
differentiable. Suppose that 
h(w) = lim h(w) = oo , (3,3,19) 
w-w 
If there exists an € > 0 such that 
/ (h'(w)|h^ ^(w)q"(w)dw = œ = f |h'(w)|h^~^(w)q"(w)dw (3,3,20) 
w b 
for w < a, b < w, then the generalized Bayes estimator ôiT^) = —^ hfTg) 
of h(w) with respect to the prior TT(W) = (h'(w)|h ^ ^ (w)/q^(w), 
w € (w,w), is an admissible estimator of h(w) under squared error loss, 
where = min[a"^(X^^^), b"^(X^^^)}. 
I 
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Next, for estimating any nonnegative strictly increasing func­
tion h(w), everywhere differentiable, of w, we give the following 
results ; 
Theorem 3.3.7; 
Let X^,,..,X^ be a random sample from the density (3.3,1) where 
a(w) and b(w) are differentiable strictly increasing and decreasing 
functions of w, respectively, and w is such that a(w) = b(w). Let 
h(w) be any nonnegative strictly increasing function of w, everywhere 
differentiable. Let f > 0 defined on [0,co) be such that 
a a 
f  f ( u ) d u  <  0 0  and f  u f  ( u ) d u  <  o o  for every a < o o .  ( 3 . 3 , 2 1 )  
h(w) h(w) 
Then, the following is a sufficient condition for the admissibility 
of the generalized Bayes estimator. 
hfT.) hfT.) 
ô p f T g )  = f  u f ( u ) d u  /  f  f(u)du (3.3.22) 
h(w) h(w) 
of h(w) with respect to the prior (3.3.3) for estimating h(w), where 
r -1 -1 -, 
T_ = min{a (X ), b (X )j, X ^ = min X., and X = max X. ; 
l<i<n ^ l<i<n ^ 
J," h M « ) f t h ( w ) l q " < « )  ( 3 , 3 . 2 3 ,  
b r. 2  W p  
[f uf(u)du] - [f uf(u)du] 
h(w) h(w) 
for w < a, b < w. 
With a choice of f(u) = u^~^, Ç > 0, u > 0, we have the following 
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special case of Theorem 3,3,7; 
Theorem 3.3.8; 
Let be a random sample from the density (3.3,1) where 
a(w) and b(w) are, respectively, differentiable strictly increasing 
and decreasing functions of w, and w is such that a(w) = b(w). Let 
h(w) be any nonnegative strictly increasing function of w, everywhere 
differentiable, Suppose 
h(w) = lim h(w) = 0. (3,3.24) 
w—•W 
If there exists an Ç > 0 such that 
a -P-2 n ^ - f - 2  
f h'(w)h (w)q (w)dw = oo = J* h'(w)h (w)q"(w}dw (3.3,25) 
w b 
— ^ 
for w < a, b < w, ^ then the generalized Bayes estimator ôtT^) = 
of h(w) with respect to the prior rr(w) = h'(w)h^~^(w)/q"(w), w Ç (w,w), 
is an admissible estimator of h(w) under squared error loss, where 
r -1 -1 -, 
T„ = min{a (X ^ ), b (X )j, X ^ = min X., and X = max X., 
^ l<içi ^ l<i<n ^ 
We now give some applications of Theorem 3,3.6 and Theorem 3,3,8, 
Example 3.3.3; 
Let X^,...,X^ be a random sample from the density 
p(x,w) = , w<x<^, 0 < w < 1 
otherwise . 
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w 1 
Here, we have Y(x) S 1, q(w) = -, a(w) =w, b(w) = —,w=0, and 
1-w 
w = 1. Note that the minimal sufficient statistic is given by 
= min{a b = min{x^^j, where 
X,.. = min X., and X, , = max X., and the density of the distribution 
l<i<n ^ l<i<n " 
w n 
of is given by = n ( -) ^ , w < t2 < 1, 
0 < w < 1. Now, we want to estimate h(w) = i under squared error 
loss. We apply Theorem 3.3.6. Since h(o) = lim h{w) = oo, the condi-
w-o 
tion (3.3.19) is satisfied. Consider the condition (3.3.20). For 
0 < a, b < 1, 
S |h'(w)|h^"^(w)q"(w)dw = S ~ (-^)"dw 
o o w 1-w 
= s w ^^^(1-w^) '^dw 
> f  w ^"'"'^dw ('.' (1-w^) " > 1 for 0 < w < 1) 
= oo if -6+n+l < 0, i.e., € > n+1, 
and 
f |h'(w)|h^ ^Xw)q^(w)dw =f w"^"'"'^(1-w^) "dw 
b b 
= / —V- a» 
b (1-w^) 
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> / w 
b (1-w^)" 
dw if 6 > n-1 
> f  w  
b (1-w^ )" 
dw if 6 < n-1 
for all € > 0 f  
b  ( l - w ^ ) *  
dw 
2(n-lHl-w^)^~^ 
= oo ) . 
Hence, if € > n+1, then the condition (3.3,20) is satisfied, and the 
generalized Bayes estimator ô(T_) = (•^^) with respect to the prior 
^ 2 
TT(W) = w^ ^ (1-w^)", 0 < w < 1, is admissible for h(w) = ^  under 
squared error loss, where T„ = min[x , —}. 2 (1) 
Rehiark 3,3,4; 
In the above example, note that 
1 ' 1 2 
f  n ( w)dw = f w "(1-w )"dw 
1 j ( € - n )  
=  f  y  (i-y)" J y ^ dy 
, 1 —(€-n-l) 
o 
(1-y) dy 
< oo if —(E-n) + — >0, i.e., 6 > n-1 
= CO if •|-(€-n) + j<0, i.e., Ç< n-1. 
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This implies that if 6 > n-1, then n(w) is a proper prior, but if 
Ç < n-1, then TT(w) is an improper prior. Hence, if € > n-1, then 
ô(Tg) = (•^^) is a unique proper Bayes estimator of ^  with 
respect to the proper prior TT(W) = "(1-w^)^, 0 < w < 1, under 
squared error loss, and so is admissible. Hence, in this case, the 
admissibility of Ô(T ) = € > n-1, follows directly and so 
^ 2 
we need not use Theorem 3.3.6. 
Example 3.3.4; 
In Example 3.3.3, suppose that it is desired to estimate h(w) = w 
under squared error loss. Since h{w) = w is strictly increasing, we 
apply Theorem 3.3.8. Since h(o) = lim h(w) = 0, the condition (3.3.24) 
w-*o 
is satisfied. Now, for 0 < a, b < 1, 
f h'(w)h~^ ^(w)q"(w)dw = f w~^~^ ( ^^)"dw 
o o 1-w 
= / w"-C-3(l-w2)-"dw 
o 
> / w"-^-^dw 
o 
= =0 if n-6-2 < 0, i.e., 6 > n-2, 
and 
f  h'(w)h ^ ^(w)q"(w)dw =  f  w" ^  ^(1-w^) '^dw 
b b 
Ill 
'S %-dw 
b (1-w ) 
> / —— dw if 6 > n-4 
~ b (iV)" 
V 
> b n—Ç—4 f  ^— dw if € < n-4 
b (1-w )" 
for all € > 0 ( / 
b (l-w^)" 
dw 
2(n-l)(l-w^)"~^ 
= oo) , 
Hence, if € > n-2, then the condition (3.3.25) is satisfied, and so 
the generalized Bayes estimator ^(Tg) = of h(w) = w with 
respect to the prior TT(W) = W^  " ^(1-w^)", 0 < w < 1, is admissible 
for estimating w under squared error loss. 
Remark 3.3.5; 
In Example 3.3.4, 
1 1 c_ _i o 
f  TT(w)dw =  f  w " (1-w )"dw 
1 ^ Y(6-n-l) 
= 2 S y (1-y) Y dy 
= | / \i-y)"dy 
o 
'< oo if Ç > n 
_= oo if Ç < n 
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This implies that if € > n, then n<w) is proper prior, but if € < n, 
Ç  
then n(w) is improper prior. Hence, if € > n, then 5(T^) = is 
unique proper Bayes estimator of w with respect to the proper prior 
TT{w) = w^ " ^Xl-w^)^, 0 < w < 1, but if € < n, then 6(Tg) = is 
(unique) generalized Bayes estimator of w with respect to the improper 
prior TT(w) = w^ ^  ^ (1-w^)'^, 0 < w < 1, and so is not necessarily 
admissible for estimating w under squared error loss. Moreover, the 
result of Example 3.3.4 shows that if n-2 < £ < n, then the (unique) 
generalized Bayes estimator ôfTg) = of w with respect to the 
improper prior TT(w) = w^ " ^(1-w^)'^, 0 < w < 1, is also admissible 
for estimating w under squared error loss. 
Case III, both a(w) and b(w) are strictly increasing: 
In this case, and is a joint minimal sufficient sta­
tistic for w. Hence, we only restrict our attention to estimators 
based on and X^^^ alone. It is understood in this case that 
w > T] where r) is a unique value of w such that a(r|) = b(^). Note 
that T] may be Also, it is assumed here that the range (w,w) 
of the parameter w is big enough so that a(w) > b(w). 
Now let h(w) be any nonnegative strictly increasing function of 
w, everywhere differentiable. Then, the generalized Bayes estimator 
^f(^(l)' ^(n)^ of h(w) with respect to the prior (3.3.3) is given by 
h(min[a~^(X .),w}) 
f n Uf(U)dU 
h(max[b~ (X ),w}) 
6f(X(l)'X(n)) - ^ (3.3.26) 
f _j_ f(u)du 
h(max[b 
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under certain integrability conditions imposed on f for to be well-
defined. 
The following theorem provides sufficient conditions for the 
admissibility of the generalized Bayes estimator (3.3.26) of any 
nonnegative strictly increasing function h(w) with respect to the 
prior (3.3.3) under squared error loss. 
Theorem 3.3,9; 
Let X^,...,X^ be a random sample fron the density (3.3.1) in 
which both a(w) and b(w) are differentiable strictly increasing func­
tion of w, and w,w are such that a(w) > b(w) and w > r|, where q is 
a unique value of w such that a(^) = b(^). Let f > 0 defined on [0,oo) 
be such that 
b b 
f f (u)du < 00 a nd f uf (u)du < oo for every 0 < a < b < oo . 
a a 
(3.3.27) 
Let h{w) be any nonnegative strictly increasing function of w, every­
where differentiable. Then, the generalized Bayes estimator (3.3,26) 
of h(w) with respect to the prior (3.3.3) is admissible for estimating 
h(w) under squared error loss if 
h ' (w)f [h(w) ]q"(w) 
b h(min[a ^(b(w)),w}) 
[/ uf(u)du] 
h(max{b (a(w)),w}) 
for w < a, b < w. 
= = = h'(w)f[h(w)]q"(w) 
w h(min{a ^(b(w)),w}) 
[/ uf(u)du] 
h(max[b (a(w)),w}) 
(3.3.28) 
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Proof ; 
If 6g is not admissible, then there is another estimator 6' 
such that 
for all 
w 6 (w,w) (3.3.29) 
with strict inequality for at least one w. Note that the expectation 
in (3.3.29) operates through the joint density of and which 
is given by 
n n-2 
Py y (X,, . ,x w) = n(n-l)g (w)[J' Y(x)dx] Y(x )Y(x ), 
X(l)'*(n) 
for a(w) < %,T, < X, , < b(w), w < w < w. Now (3.3.29) implies 
— (1 ) (n J — -
° *(n) 
fS (6,-6') q"(wHJ' Y(x)dx]""^Y(x )Y(x ) 
-a, 
*(n) 
< 2  S S  (ô.-h(w))(ô -ô')q (w)[/ Y(x)dx]"-^ 
C»(»)s',i,0',„,s=i>')3 =(1, 
(3,3.30) 
for all w < w < w, where 6g 5 ^f^^(i)»^(n)) and 6* E 6')• 
Let TT(w) be any prior on (w,w) and let w^ and be such that 
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w < < w and b(w^) < a(w^). (Note that, without loss of 
generality, we can assume b(w^) < afWg) since if b(w^) > b(w^), and 
w^ -» w, Wg -* w, then we have b(w) > a(w) which is a contradiction to 
our assumption a(w) > b(w) in the statement of the theorem.) Integrat­
ing both sides of (3,3.30) over (w^jw^) with respect to n(w) gives 
*2 
f  f f  (ô . -ô')V(w) [ J '  Y(x )dx ]"" \ (x  )Y(x ,  . )  
C a ( w ) o r , < b ( » ) ]  
TT(w)dX(i)d%(n)dw 
n n 2 
< 2 f  f f  (ô.-h(w))(ô -ô*)g {w)[/ Y(x)dx]""^ 
£ « ( " ) « , * , 1 ,  
Y(X Jl) )Y{x^^) )TT(w)dx^l)dX(njdw. (3.3,31; 
Applying Fubini's Theorem in order to interchange the order of integrals 
on the right-hand side of (3.3.31) gives 
"^2 2 n n-2 f  f  f  ( ô f - ô ' )  q (w) L'J" Y(x)dx] Y(x )Y(x ) 
"i =,1, ' ' 
1 , '  
<  2  [  f  f  [ f  (6^-h(w))q (w)n(w)dw] 
*(n) n 2 
[J Y(x)dx] (6f-ô')Y(X(i))Y(X(^))dX(i)dX(^) 
* ( 1 )  
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+  f  f  [ f  n  ( ô f - h ( w ) ) q  (w)rr(w)dw] 
A b-
*(n) 2 
[ f  Y(x)dx] (ôf-ô')Y(x^^j)Y(x^^j)dx.^jdx^^j 
= (1) 
^2 
+ f f [T 1 (ô^-h(w) )q'^(w)n(w)dw] 
{a(W2)çC(l)<X(^)^(w2)] b-
*(n) 2 
[/ Y(x)dx] (ô^-ô')Y(x^^^)Y(x^^^)dx^^^dx^^p, (3.3.32) 
*(1) 
where A = [(%(!),%(%)): %(%) ^  ^(w^) < 
x^l) < x^^j < bfw^)], since a(w) < x^^^ < x^^^ < b(w) and < w < W2 
wi'th b(w^) < afWg) implies that w^ < w < a'^Cx^^^) and 
a(w^) < < X(^j < b(w^), or b~^(x^^j) < w < a"^(x^^^) and 
^ ^  <^<^2 ^(''2) ^""(1) < ""(n) <b(w2). 
Now consider the inner integral of the second term on the right-
hand side of (3,3.32) with TT(W) = TT^ (W) in (3,3.3). Then, we have 
"'''=11,' 
f  1  (6r-h(w))q (w)Tr-(w)dw 
b" (=(n)) 
a-^X( i ) )  
=  f  _ l  (ô^-h(w))h'(w)f[h(w)]dw 
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h(a"^(X(^))) 
=  f  (ô^-u)f(u)du 
h(b 
= 6^ • / f(u)du -f uf(u)du = 0 (3.3.33) 
h(b (%(,))) IXb 
h(a~^(x^^^)) 
h(a ^Xx^^j)) 
f(u)du for (XX) €A). 
h(b -(X(n))) 
Hence, we have from (3,3.32) and (3.3.33) with rT(w) = TT^(w) in (3.3.3), 
^2 ' 2 n *(") n 2 
f  S f  _(6f-6') q ( W ) [ J  Y(x)dx]""'=Y(x^^^)Y(x^^^) 
{a(w)^^^j<x^^^^(w)} X (1) 
n^(w)dx(i^dx^^)dw 
< 2  [ f  f  [ f  (ô^-h(w) )q"(w)rr^(w)dw] 
*(n) n 2 
[f Y(x)dx] 
*(1) 
^2 
+  f  f  [J 2 (6g-h(w) )g"(w)rr^(w)dw] 
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*(n) _ 2 
[ /  Y(x)c lx ]  .  (3 .3 .  
*(1) 
Consider the inner integrals on the right-hand side of (3.3.34). 
Define 
<l ' ^^ (X( l ) ,X(n ) )  =  /  (6g-h (w) )g  {w)n^ (w)dw.  
1 
a(w^) <b(w^). 
and 
^2 
f -1 (ô.-h(w))q"(w)TT (w)dw, 
2 b 
a(W2)<x^^'^<x^^^<b(W2), 
Then, for a(w^) < < x^^, < b(w^), 
(*(l)'*(n)) ~ (ô^-h(w))h'(w)f[h(w)]dw 
h(a"^(X(^^)) 
= S (6 -u)f(u)du 
h(Wl) 
h(a"^(X(i))) h(a~^(x^^^)) 
= Ô • / f(u)du - f  uf(u)du 
h(w^) h(Mj) 
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h(a"^(X(i))) 
>  -  /  u f ( u ) d u  ( h ,  f ,  a n d  6 ^  a r e  n o n -
h(w^) 
negative) 
h(a ^(b(w^))) 
>  -  f  u f ( u ) d u  ( h  a n d  a  ^ ( ' )  a r e  
h{w^) 
h(min[a ^(b(w )),w}) 
strictly increasing) 
1' 
> - S _T uf(u)du 
h(max{b~ (a(w^)),w}) 
( a f W g )  >  b ( w ^ )  = >  w  >  >  a  ^( b ( w ^ ) ) ,  a n d  
> w and > b ^{a(w^)) 
and 
=> > max[b ^(a(w^)),w}). 
1 n ( J 
h(min{a"^(Xj^^),w}) 
=  5 ^  -  f  f(u)du 
h(Wi) 
(  X ( 2 )  <  t ) ( W j ^ )  <  a ( w ^ )  <  a ( w )  = >  a ~ ^ ( x ^ ^ ^  )  <  w )  
h(min[a~^(x^^j),w}) 
<  à f  •  f  _i f(u)du 
h(max[b 
w > w and w. > b~^(x, , ) 
J- - X — (n) 
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=> > inax{b and h is strictly-
increasing ) 
h{min{a~^{x^^^),w}) 
= S , uf(u)du 
h(max{b~ (x^^j),w}) 
h(inin{a ^Xb(w^)),w}) 
< f _ uf(u)du 
h(max{b~ (a(w^)),w}) 
For a(w^) < < b(w^), 
min[a~^(x^^j),w} < min{a ^(b(w^)),w}, 
and max[b > max{b ^ (a(w^)),w}) 
Hence, for a(w^) < x^^^ < x^^^ < b(w^). 
h(iain{a ^(b(w^)),w}) 
Note that b (a(w^)) may be outside the parameter space {w,w) for 
_1 
values such that w < < a (b(w)). 
Similarly, for a(w^) < x^^^ ^(n) ^  , 
h(min{a ^XbfWg)),*}) 
It (%(l)'X(n))l r -1 , uf(u)du = MCw^), say. 
2 h(max{b (a(w )),w}) 
(3.3,36) 
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Also note that a ^(bCw^)) may be outside the parameter space (w,w) 
for values such that b (a(w)) < < w. 
Therefore, from (3.3.34), (3.3.35), and (3.3.36), we get 
^2 ^(n) 
f  f  f  (ô f -ô ' ) ^q ' ^ (w)  [ f  Y(x )dx]"~^  
"i X(i, 
*(n) 2 
<: 2 [jr; (X(i),X(n))[T Y(x)dx]*-
(1) 
*(n) 2 
(6£-6')Y(x,j,)V(x,_^,)dX|ijd:<j_^)3 
^(n) 
< 2 [ f S  ( X ( l ) ' * ( n ) ) | [ /  Y ( x ) d x ] " - 2  
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*(n) _ 2 
< 2 [ M ( w ^ ) f f  [ f  Y(x)dx]""^ 
[a(Wl)3X(l)<*(n)<b(Wi)] %(!) 
1^(^(1) ^^(^(n))'^(l)d^(n) 
*(n) n 2 
+  M( w2) f  f  [ f  '  Y(x)dx] 
[*(W2)3?Xl)<*(n)3b(w2)] X(i) 
|Gf-G'|Y(X(l))Y(X(n))aX(i)aK(n)] 
n_2 
< 2M(w )  [ f f  .  I ô . -6 ' l  [ f  Y(x)dx]  
[*(*l)3X(l)<*(n)3b(Wi)) X(i) 
Y(X(l))Y(=(n))d=(i)dX(n)]'/2 
[  f  f  '  [ f  ^  \ ( x ) d x f ^  
fa(Wl)-X(l) X(l) 
^(^(1) ^'"'(^(n) )'^(l)'^(n)} 
2 n 2 
+  2 M ( w ^ )  [ f f  l ô f - ô ' l  [ f  Y(x)dx]  
Ca(W2)<X(i,<X(n)<t^W2)] *(1) 
*(n) _ 2 
[ I I [/ Y(x)dx]"-2 
[a(W2)<X(i)<X(n)3b(w2)] %(!) 
Multiplying both sides of (3.3.37) by n(n-l) and defining 
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T(w)  =  n (n - l )  f  S  | 6^ -ô ' |  V(w) [ J '  ^  ^Y(x )dx] ' ' " ^  
Y(X(i))Y(X(n))dX(i2dX(^j 
gives 
^2 
f  T (w)TT^(w)dw 
^1 
1 1 1  1 1 1  
2 "2" "2" 2 "I" "2" 
< 2M(w^)T  (w^)q  (w^)q  (w^)  +  ZMfWg)?  (w^ jq  (Wgjq  (w^)  
*(n) „ 2 
( ' . • / /  n ( n - l )  [ /  Y ( x ) d x ] " " ^ Y ( x  ) Y ( x  ) d x  d x  
[a(»)s=(i)«,„,^(")3 " a i  
= q  (w)  f o r  w €  (w ,w) )  
1 1 —n 11 —n . 
2  %  (  1  2 2 " ^  ( * 2 )  
=  2 [ M ( W ^ ) T  { w ^ ) T T j ( W ^ )  —  +  M ( W ^ ) T  ( W ^ ) T T ^ ( W ^ )  ]  
T 2^ 
TT^(W^) 
% % M(w ) 
= 2 [T  (w^) r r j (w^)  ^  
(h ' (w^) f [h (w^) ]q^ (w^)  
% % M{w )  
+ T  j j -  } ,  (3 .3 .38 )  
(h'(W2)f[h(W2)]q"(W2))^ 
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where M(9) =  f  
h(min{a ^(b(0)),w}) 
h(max[b ^(a(0)),w}) 
uf(u)du for 0 = 
Now, the proof is completed along the lines of the proof of 
Theorem 3,1.2, using the condition (3,3,28) given in this theorem. 
Remark 3.3,6; 
In the proof of Theorem 3,3.9, we used Fubini's Theorem without 
verifying the availability for interchanging the order of integrals on 
the right-hand side of (3,3.31). But, it can be easily done by the 
same argument as that in the proof of Theorem 3.1.2 (see (3.1.14)-
(3.1.16) in the proof of Theorem 3,1,2), It may be noted that 
TTg (w) given in (3,3,3) may be improper priors. 
Now we consider some applications of the above theorem in which 
-€-2 
we use f(u) =u ,u>0, E>Oasa special choice of f. Note 
-f-2 
that f(u) = u satisfies the condition (3,3,27) in the above 
theorem. 
Example 3,3,5; 
Let X^,..,,X^ be a random sample from the density 
Then, a(w) = sw, b(w) = (s+l)w, r| = w = 0, w = o o ,  Y(x) E 1, and 
sw < X < (s+l)w, s > 0 known constant, 0 < w < o o  ,  
g(w) = ^ . Note that a(w) > b(w). Now, suppose it is desired to 
estimate h(w) = w , k > 0, under squared error loss. With 
f(u) =u u>0, €>0, the prior in (3.3,3) is 
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TT(w) 5 n^(w) = kw^"^(w^) w Ç (0,oo), and for 
this prior, the generalized Bayes estimator in (3.3.26) becomes 
6(X,^),X,„)) E6f(Xji,,x,„,) =/ ' u-^-^du/J- ° u - ^ - ' é u  
f+1 
e 
*(n) -ke .^(D.-kg 
^s+1 ' " ^ s ^ 
X(n) -k(€+l) ^(1) -k(g+l) 
's+1 '  ~  ^  s  '  
Now, for 0 < a, b < oo, 
n h' (w)f rh(w)]q"(w) 
b h(min{a (b(w)),w}) 
[/ uf(u)du] 
h(max[b (a(w)),w}) 
2 
^ k—1 k —Ç—2 —n 
= kj —^s+1 ^  k dw a(w) = sw and b{w) = {s+l}w 
j-j- ^ u~^~^du]^ a ^(b(w)) = a~^((s+l)w) = w 
w)^ and b ^(a(w)) = b ^(sw) = w) 
00 ^-n-k(€+l)-l 
= c / l2kÇ dw where c is a constant such that 0 < c < 30 , 
b w 
00 
= c/ ^k6-n-k-l^^ 
= 00 if kÇ-n-k >0, i.e., € > 
k ' 
and 
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S h'(w)ffh(w)]q (w) 
-1, 
dw 
o h(min{a {b{w)),w}) 
[ f  uf(u)du] 
h(max{b (a(w)),w}) 
oo if kÇ—n—k <0, i.e., €< • 
Hence, if € = , then the condition (3.3.28) is satisfied, and, 
therefore, the generalized Bayes estimator 
n+k 
+ 1 
G(X(L)'X(N)) n+k 
k 
) 
X(n) + 1) X(l) + 1) 
n+2k 
n+k 
,*(n) .-(n+k) ^(1) .-(n+k) 
^s+1 ^ " V s ' 
*(n) -(n+2k) *(l),-(n+2k) 
^ s + 1  ^  ~  ^  s  '  
of k > 0, with respect to the prior n(w) = kw 0 < w < oo , 
is admissible for estimating w , k > 0, under squared error loss. 
Note that all moments are multiples of w for appropriate k's, e.g., 
1 12 
the mean (=(s + ^ )w) and the variance (= — w ) are multiples of w 
2 
and w , respectively. Also, the quantiles = w(s+p), 0 < p < 1, 
are multiples of w. 
Remark 3.3.7; 
In the above example, the prior rr(w) = kw 0 < w < oo, 
k > 0 is improper and, hence, the corresponding Bayes estimator 
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is the generalized Bayes estimator. Also, in the above 
example, the admissible estimator of w is of very 
complicate form. A question arises whether this admissible estimator 
is between ) and in order to be a reasonable estimator 
of since < w^ < ( We now investigate this fact 
X (n) 
only for s = 1 for simplicity. Now denote —— and X^^^ by a and b, 
respectively. Then, 
-(n+k) ,-(n+k) 
a 22 
-(n+2k) -(n+2k) 
.a —D 
n+2k 
n+k 
, n+k n+k 
b -a 
(ab) n+k 
, n+2k n+2k 
b -a 
(ab) n+2k 
, n+k n+k 
b -a 
, n+2k n+2k b -a 
, k > 0, 
and, hence, 
G^*(l)'*(n)) ^  n+2k k 
ak n+k 
, n+k n+k 
b -a 
, n+2k n+2k b —a _ 
n+2k , k (b-a) (b"'*-:^+ab"+^-^+. ..4ba"-*-^+a"+''-^) 
.(b-a) ). 
n+2k 
n+k 
k+1 n+k-2 ,, k n+k-1 
.+b a +b a 
n+2k-l n+2k-2 n+2k-2 n+2k-l 
Lb +ab +...+ba +a 
128 
Now, 
(n+2k) [b"+2k-l+^n+2k-2_^_, _^j^k+l^n+k-2^j^k^n+k-l^ 
- (n+k) ^ ^ j^^n+2k-2_^^n+2k-l^ 
= k[b"+2k-l+...+bkan+k-l] 
- (n+k)[b^-V+^+b''-V+''+^+...4ba"+^''-^+a"+^k_l^ 
- (n+k)[(|)^'^+{|)'^"^+...+|+l]} 
= [k(k)k[(k)n-Hc-l+_,,+(k)k+(k)k-l+_,+k+i] 
- (n+k)[{|)^"^+{|)^"^+. ..+1+1]} 
> a"^^^ ^ {k(^)^(n+k)-(n+k)k(^)'^~^} 
(•.* a < b => I" > 1 => (^)^ > 1 for all i > 0, and (^)^ is 
nondecreasing in i > 0) 
= a"'^^'^~^(n+k)k(|)'^"^[| - 1] 
>  0 .  
a 
Similarly, 
^^*(l)'*(n)) _ n+2k k 
, k n+k ^ b 
Therefore. > 1, i.e., > a'" 
, n+k n+k b -a 
, n+2k n+2k b -a 
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n+k-1, , n+k-2 n+k-2^ n+k-1 
b +ab +... +ba +a n+2k k 
n+k ^ 
v_D -t-ao T.,. +Da +a 
k, n+k-1, k+1, n+k-2 , ,, n+2k-2 . n+2k-l'^ 
, n+2k—1 , n+2k—2 n+2k-2 n+2k—1 
.b +ab + . b
n+2k 
n+k 
a b +a b +... +ba +a 
,n+2k-l^ , n+2k-2^ _ n+2k-2^ n+2k-l 
_b +ab +.,. +ba +a 
Now, 
- (n+2k)[aV+'"-^+a''+V+^-^+...+ba"+2k-^+a"+^k-l^ 
= (n4k) . .+a^-V+k] 
= [(n+k)[l + I +...+ 
- k[(|)^ + +. ..+ (2^n+2k-2 ^  (2^n+2k-l]j .. 
^b^+Sk-l {-(n+k)k(|)^"^ - k(n+k)(g)^] 
(',' a<b ^ g<l => < 1 for all i > 0, and (g)' 
nonincreasing in i > 0) 
= b"+2k-l(2^k-l(n+k)k[l - g] 
>  0 .  
^ 1)'^(n)^ k 
Therefore, < 1, i.e., < b . Hence, 
s i.e., '4^)" £6<^i,•>=,„,) <>=(1, f" 
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where ô(X ,X n+2k (1)' (n)' n+k 
^(n) -(n+k) -(n+k) 
^ 2 ' " (1) 
,*(n),-(n+2k) „-(n+2k) 
jT") - X(i) 
, k > 0. By 
similar argument it can be shown that (^|^^ < ô(^(2.)'^(n) ^ — (' 
for other s's, where 6(X^^) is given in Example 3.3,5. 
Example 3.3.6; 
Let X^,...,X^ be a randan sample from the density 
#1 JT r" +1 
p(x,w) = J — , w <x<w ,l<w<oo,r>0 known constant 
w^(w-l 
otherwise. 
X  3r+l 1 
Then, a(w) = w , b(w) = w , Y(x) s 1, q(w) = , ^  = 1 = w, 
w (w-1) 
and w = CO . Note that a(w) = a(oo) > b(l) = b(w). Now we want to 
estimate h(w) = w , k > 0, under squared error loss. With f(u) = u , 
u > 0, € > 0, the prior (3.3.3) is n(w) E TT^(W) = kw'^^"^^ ^~^(w-l)", 
1 < w < oo, and the generalized Bayes estimator (3,3.26) with respect 
to this prior is 
a(X(l)'X(n)) 
k 
/ u-f-^du 
k 
..r+1 
Xn) 
X 
k 
.r 
( 1 )  
f  u  
k 
.r+1 
-€-2 du 
X (n) 
g+1 
€ 
ek €k 
r 
X X (n) " *(1) 
(g+l)k 
: r+1 
\n) - X 
(g+Dk 
r 
(1) 
€ > 0, r > 0, k > 0. 
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Now, for 1 < a, b < oo, 
h' (w)f [h (w) ]q'^(w) 
b h(min{a {b(w)),w}) 
[f uf{u)du] 
h(max[b" {a(w)),w}) 
r+1 
= / "^(w-1) " (Y a-l(b(w)) = = w < 
b — 
r 
_r_ ^ and b"^(a{w)) = b"^(w^) = > 
for 1 < w < 00 ) 
OQ —njT—kÇ—k—1. ^. —n 
= c f — dw where 0 < c < co is a constant. 
' ,.-A« _ .-V,, 
.{1 - w r(r+l) )2] 
00 -nr-(lc-|^)e-k-l 
(1 _ 
2 r  ? r + l  
o o  » n r - ( k - ^ ) 6 - k - l  -  7  l 7 , C  ^  
> c / w (w-l)"^dw (•/ (1 - w )"^ > 1 for 
b 
1 < W < 00 ) 
= Where y 
b 
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1 nr+n+ ( k - Ç+k-1 
= C y ~ ' ^ a - y )  ^  d y  
1 nr+n+(k - •^^)€+k-l 
> c /fa 1 (l-y) ^ dy ('.* 1 < y < oo for 0 < y < 1) 
~b~ 
= » if nr«-Kk-gj)6 + k < 0, i.e., € > SiïiiiiS., k < ^  , 
and 
j.^ h ' (w)f Ih(w) ]q"(w) 
1 h{inin{a~^(b(w)) ,w}) 
[ f  uf(u)du] 
h(max{b (a(w)),w}) 
a ^-nr-k(E+l)-l _ -n 
(w - w ) 
a „-nr-k{e+l)-l _ 
= •= rtl. 2rtl : 
[» ' _1,]2 
-nr-(k - ^'^"^^^]g-k-l 
 a" 
_1)2 
^ - ^ ) e - k _ i  >  0 ,  i . e . ,  
(^r(r+l) _i)2 r 
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-nr-(k--^-^^^)€-k-l 
( '.• w ^ > 1 for 1 < w < oo if e > 
- 2(r+l) 
- k . 
and k < 
r 
g 1 
a 2r+l ^ 
f (w-1) '^dw ('.' -1)^ is decreasing in w. 
l < w < o o ,  € > 0 ,  r > 0 )  
= 00 . 
Hence, when 0 < k < min{g^, and 
r+1 
€ > inax[2l£±ii^, (r > 0, € > 0), the condition 
r+1 - k r ^ r+1 — k 
(3.3.28) is satisfied, and, therefore, the generalized Bayes estimator 
of with respect to the prior rr(w) = kw"^ ^ ^ lw-1)^, 
1 < w < 00 , is admissible for estimating w under squared error 
loss if Ç > r > 0, k > 0 such that k(r+l) - 2r < 0, For 
1 2 instance, when r = 1, i.e., p(x,w) =  ,  l<w< o o ,  w < x < w ,  
- fk 
- ^ i) 
(g+l)k 
" 2 -(€+l)k 
-^(n) -^(1) _ 
is admissible for estimating 
w^, 0 < k < 1, under squared error loss if Ç > 
1-k • 
Remark 3.3.8; 
• In the above example, note that 
CO 00 
f  TT(w)dw = k / w l+nr^^_^^n^^ 
1 1 
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= k (j^)^ ^ +k-H-nr _ 1)"(Y^)% where Y = ^  
= k / y^(l-y)''(^^2)-k-iir-n-l^y 
<00 if k(€+2)-k-nr-n > 0 ,  i.e., € > -1, O} 
= 00 if Ç < -1, 0} , 
Hence, when Ç > inax{2-^^îi^ - 1, o}, is a unique proper 
Bayes estimator of w , k > 0, with respect to the proper prior 
TT(W) = kw ^ ^ ^^^(w-1)", 1 < w < 00, and, hence, is 
k 
admissible for estimating w , k > 0. But TT(W) is not a proper prior 
for 0 < Ç < max{2i.^ti-^ - o], and, hence, is not 
necessarily admissible for estimating w^, k > 0, if 0 < € < max[" ^ 
- 1, 0}, Now a question arises whether we can find 6 values such that 
0 < € < - 1, o} for which 6(X^^^,X^^^ ) is admissible for 
estimating w , k > 0. For simplicity, let's consider the case when 
r = 1 and k = Note that when r = 1, ô(X^^j,X^^^) is admissible 
for estimating w^, 0 < k < 1, if g > . Hence, when r = 1 and 
k = ^ , we have that 6(x^^j,x^^j) is admissible for estimating w^^^^ 
if € > . Now for r = 1 and k = ^ , 0 < Ç < max["^^'*"^^ - 1, o} 
= 20n-l. Since < 20n-l for all n > 1, we have from the theorem 
that is also admissible for estimating w^^^^ if 
< € < 20n-l, in addition to the fact that ô(X^^j,X^^j) is 
admissible for estimating w^^^^ if g > 20n-l, On the other hand. 
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when r = 1 and k = we have from the above theorem that 
1/2 is admissible for estimating w if 6 > 4n+l. Now, for r = 1 and 
k = ^ , 0 < € < - 1, O} = 4n-l. Since 4n+l > 4n-l for 
all n, we have only partial admissibility results from the above 
theorem. 
Example 3.3.7; 
Let X^,...,be a random sample from the density 
p(x,w) =1, w < X < w+1, 0 < w < oo , 
In this case, a(w) = w, b(w) = w+1, q(w) = 1, Y(x) E l, w = 0, w = oo, 
and r| is taken to be -oo . Note that a(oo) = a(w) > b(w) = b(0). 
2 Now suppose that it is desired to estimate h(w) = w under squared 
error loss. With f(u) = u u > 0, € < 0, the prior (3.3.3) 
-2Ç-3 becomes rr(w) = TT^(W) = 2W , 0 < W < O O ,  Ç> 0 ,  a n d  t h e  g e n e r a l i z e d  
Bayes estimator (3.3.25) with respect to this prior is given by 
h(min{a ^(X^^^),w}) h{min{a~^(X^^^),w}) 
ô ( X i , X  ) = /  u f ( u ) d u / /  f ( u ) d u  
h(max[b h(max[b 
e+1 
- C '  
with probability one, 
Now, for 1 < b < CO, 
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h' (w)f i:h(w)]q"(w) 
b h{min{a ^(b(w)),w}) 
[ f  T uf(u)du] 
h(inax{b (a(w)),w}) 
°° "26—3 
=  2  f  d w  ( a  ( b ( w ) )  =  a  ( w + 1 )  =  w + 1 ,  a n d  
b (w+1) 2 
, 1.2 ^  b ^(a(w) ) = b ^(w) = w-1 for 1 < w < oo) (w-l ) 
OO —2Ç—3 
= c f — _ dw where 0 < c < oo is a constant 
b [(w-l)-2f-(w+l)-2C]2 
° ° '^b """ 
W-1 
CO 
^  X  ( V  For 1 < „ < =,, is 
[l-(gg-) b ^ 
increasing in w for Ç > 0) 
1 
I-
b 
= 4-1 "here y = ^  and 
c • = 
= C y'^^(l-y)~^^'*'^dy 
~b~ 
b 
= 00 if -2Ç+2 <0, i.e., €>1, 
and for 0 < a < 1, 
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h'(w)flh(w)]q"(w) 
o h(min{a ^(b(w)),w}) _ 
[ f  uf(u)du] 
h(inax{b (a(w)),w}) 
a —2Ç—3 
=  c  f  ^ „ dw where 0 < c < oo is a constant 
o [(w_l)-2C-(w+l)-2E]2 
W-2E-3 
O (w+l)-^^[l-(gi)-2^]2 
>  c '  f  w  ^ ( w + 1 ) ^ ^  dw where c' = 
{[l-(Yq;^) ^ is decreasing in w, 0 < w < 1, € > 0) 
a 
' l'î'â 
=  c '  ( î ^ ) ^ ^  ^  
a 
_a 
> fc- (1 - y|-) / y"^^~^dy if -2e+l > 0, i.e., 6 < y 1+a 
_a 
1+a 
C S y"^^"^dy if -2Ç+1 < 0, i.e., €>j 
^  o  
= oo for all € > 0. 
Hence, when Ç > 1, the condition (3.3.28) is satisfied, and, therefore. 
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2 
the generalized Bayes estimator ) of w with respect to 
the prior TT(W) = 2W 0 < w < OO, is admissible for estimating w^ 
under squared error loss if € > 1. 
Remark 3.3.9; 
In the above example, 
is defined only with probability one since j,X) is not defined 
for X^^j =1 which has zero probability under the distribution of 
X^^j which is absolutely continuous with respect to Lebesgue measure. 
Also note that, in the above example, the prior n(w) = w 
0 < w < oo, is not proper. 
Remark 3.3.10; 
By using the result of the above example, we can deal with many 
similar problems; for example, let 
P(X,W) = — , W-S^ < X < W+S^, 0 < W < CO 
> 0 ,  S g  >  0 ,  s ^ + s ^  =  1  
otherwise 
w-s^ < X < w+l-s^, 0 < s^ < 1, 0 < w < 
otherwise 
then when € > 1, the generalized Hayes estimator 
Ç+1 
G ( * ( l ) ' X ( n ) )  €  (defined with 
probability one) of w^ with respect to the prior TT(W) = 2W 
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2 0 < w < oo, is admissible for estimating w under squared error loss. 
Next we consider estimating any nonnegative strictly decreasing 
function of w, everywhere differentiable. Then, the generalized 
Bayes estimator ) of h(w) with respect to the prior 
(3,3.3) is given by 
h(max[b"^(X ),w}) 
f  : uf(u}du 
h(min{a (X ),w}) 
ôf(X(i),X(^)) = — ' : (3,3,39) 
h(max[b (X ),w}) 
r  , -1 ' ' ; ' 
h(min{a (X^^^j.w}) 
under certain integrability conditions imposed on f for to be well-
defined. 
» 
The following theorem gives sufficient conditions for the admis­
sibility of the generalized Bayes estimator (3.3.39) of any 
differentiable and strictly decreasing function h(w) with respect 
to the prior (3.3,3) under squared error loss. The proof is omitted 
because it parallels that of Theorem 3,3,9 subject to simple obvious 
modifications. 
Theorem 3,3,10; 
Let X^,...,X^ be a random sample from the density (3.3.1) in 
which both a(w) and b(w) are differentiable strictly increasing 
function of w, and w,w are such that a(w) > b(w), and w > -q where 
r| is a unique value of w such that a(T)) = bCq). Let f > 0 defined 
on [0,oo) be such that 
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b b 
f f (u)du < 00 and f uf (u)du < oo for every 0 < a < b < oo . 
a a 
(3.3.40) 
Let h(w) be any nonnegative strictly decreasing function of w, every­
where differentiable. Then, the following is a sufficient condition 
for the admissibility of the generalized Bayes estimator (3.3.39) of 
h(w) with respect to the prior (3.3.3) under squared error loss; 
/ |h'(w||flh(w)]q"(w) dw = oo 
b h(max{b (a(w)),w}) 
[f _ uf(u)du] 
h(inin{a (b(w)),w}) 
,3.3.41, 
w h(max{b (a(w)),w}) 
[f _ uf(u)du] 
h(min{a {b{w)),w}) 
2 
for w < a, b < w. 
Now we provide an application of Theorem 3.3.10 in which we use 
c_i 
f(u) =u , u > 0, €>0, as a special choice of f. Note that 
€-1 f(u) = u satisfies the condition (3.3.40) in the above theorem. 
Example 3.3.8; 
Let X^,...,X^ be a randan sample frcxn the density 
p(x,w) = / ~, sw < X < (s+l)w, s > 0 known constant, 0 < w < co 
0 otherwise 
Then, a{w) = s{w), b(w) = (s+l)w, ^  = w = 0, w = oo, Y(x) s 1, and 
g(w) = Note that a(w) = oo > 0 = b(w). Suppose it is desired to 
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estimate h(w) =w , k. < 0, under the squared error loss. With 
c_i 
f(u) = u , u > 0, Ç > 0, the prior (3.3.3) becomes TT(W) = TT^(w) 
= IkI0 < w < 00, and the generalized Bayes estimator (3.3.39) 
with respect to this prior becomes 
G(*(l)'*(n)) = 5f(X(l)'*(n)j - / u du / ; u^-^du 
g 
€+1 
X(n) k(e+l) *(l),k(6+l) 
^s+1 ' s ' 
,^(n).ke ,*(i),ke 
Now, for 0 < a, b < oo. 
f  |h' (w) If [h (w) ]q"(w) 
b h(max[b (a(w)),w}) 
[/ _ uf(u)du] 
h(min[a (b(w)),w}) 
dw 
OO k—1 lc(€—l) —n 
= |k| S / k 
s+l k " 
( — W )  
O O  —n+lcÇ—1 
=  c  f  , dw where 0 < c < oo is a constant 
b w 
2k(e+l) 
00 
m —n-k€—2k-l 
= c J w dw 
b 
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if -n-ke-2k > 0, i.e., € > 
and 
f  |h'(w) |f [h(w) ]q (w) 
o h(inax{b (a{w)),w}) 
I f  T ~ uf(u)du] 
h(min{a (b(w)),w}) 
dw 
if -n-k£-2k <0, i.e., Ç < —n—2k 
Hence, when € = -n-2k •, the condition (3.3,41) is satisfied. Note that 
we can find an € > 0 only when - < k < 0. Therefore, the generalized 
Bayes estimator 
Gf(*(l)'*(n)) 
n+2k 
n+k 
,^(n),-n-k ,^(l),-n-k 
,^(n),-n-2k ,*(l),-n-2k (^) - (—) 
of w^, - ^  < k < 0, with respect to the prior TT(W) = |k|w 
}c 
0 < w < 00, is admissible for estimating w , - — < k < 0, under squared 
error loss. 
Remark 3.3.11; 
In the above example, the prior TT(W) = [k|w 0 < w < oo, 
- ^  < k < 0 is not proper prior, and, hence, the corresponding Bayes 
estimator ô(X^^^,X^^j) is the (unique) generalized Bayes estimator 
which is not necessarily admissible. But Theorem 3.3.10 provides 
the admissibility of this generalized Bayes estimator. Also, it may 
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be remarked that the prior TT(W) and the generalized Bayes estimator 
in the above example is exactly the same form as those 
in Example 3,3.5 except the sign of k. Consequently, the above 
example gives an extension to the result of Example 3.3,5, and combining 
the result of the above example with that of Example 3.3.5 provides 
the result that the generalized Bayes estimator 
n+2k 
{l)'"(n)' " n+k 6 (X ^  , X . . ) 
^(n) -(n+k) ^(1) .-(n+k) 
^s+1 ' ^ s ' 
/(n).-(n+2k) ,*(l).-(n+2k) 
of w^, - 0" < k, with respect to the (improper) prior rr(w) = jk|w~^^~^, 
0 < w < 00, is admissible for estimating w^, - ^  < k, under the squared 
error loss in the set-up of Example 3.3.8 (or Example 3.3.5), 
Case IV. both a(w) and b(w) are strictly decreasing: 
In this situation, X^^^ and X^^^ is also a joint minimal 
sufficient statistic for w. Thus, we can restrict ourselves to esti­
mators which are functions of X,,, and X, , alone. Also, it is under-(1) (n) ' 
stood that 0 < w where 0 is a unique value of w such that a(0) = b(0). 
Note that 0 may be -oo , Also, it is assumed here that the parameter 
space (w,w) is such that b(w) < a(w). 
Let h(w) be any nonnegative strictly increasing function of w, 
everywhere differentiable. Then, the generalized Bayes estimator of 
h(w) with respect to the prior (3.3,3) is given by 
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h(min{b~^(X ),w}) 
f _2 uf(u)du 
h(max[a (X.,.),w}) 
- h(minCb-^X ),w}) (3.3.42) 
f  f(u)du 
h(max[a (X^^j),w}) 
under certain integrability conditions imposed on f for 6^ to be well-
defined. 
We now give an theorem which provides sufficient conditions for 
the admissibility of the generalized Bayes estimator (3.3.42) of any 
nonnegative strictly increasing function h(w), everywhere differentiable, 
with respect to the prior (3.3.3) under squared error loss. 
Theorem 3.3.11; 
Let be a random sample from the density (3.3.1) v^ere 
a(w) and b(w) are differentiable strictly increasing functions of w, 
and w,w are such that b(w) < a(w), and w > 0 where 0 is a unique value 
of w such that a(0) = b(0). Let f > 0 defined on [0,oo) be such that 
b b 
f f (u)du < 00 and f uf (u)du < oo for every 0 < a < b < oo . 
a a 
(3.3.43) 
Let h(w) be any nonnegative strictly increasing function of w, every­
where differentiable. Then, the generalized Bayes estimator (3.3,42) 
of h(w) with respect to the prior (3.3,3) is admissible for estimating 
h(w) under squared error loss if 
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/ h'(w)f[h(w)]q^w) _ 
b h(min{b ^(a{w)),w}) 
[ f  uf(u)du] 
h(max{a (b(w)),w}) 
= / h'(w)f[h(wj]q"(w) dw (3.3.44) 
w h(inin[b (a(w)),w}) 
[/ uf(u)du] 
h(max[a {b(w)),w}) 
for w < a, b < w. 
The proof of this theorem is omitted since it follows the same 
lines as that of Theorem 3,3,9 except obvious simple changes. 
Next, consider the estimation problem in which it is desired to 
estimate any nonnegative strictly decreasing function h(w) of w, 
everywhere differentiable. In this situation, the generalized Bayes 
estimator of h(w) with respect to the prior (3.3.3) is given by 
h(max{a~^(X >),w}) 
/ ~ uf(u)du 
h(min{b~ (X, ,),w}) 
*f(X(l)'X(n)) - h(ma,.[a-l(X ),w]) (3-3.45) 
f  , ( ) f(u)du 
h(min[b~^(X^^j),w}) 
assuming some integrability conditions imposed on f for 5^ to be well-
defined. 
The following theorem provides sufficient conditions for the 
admissibility of the generalized Bayes estimator (3,3.45) of any non-
negative strictly decreasing function h(w) of w, everywhere differenti­
able, with respect to the prior (3.3.3) under squared error loss. The 
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proof is also emitted because it is exactly the same as that of 
Theorem 3,3.9 with obvious simple modifications. 
Theorem 3.3.12; 
Let be a random sample from the density (3,3,1) in which 
a(w) and b(w) are differentiable strictly decreasing functions of w, 
and w,w are such that b(w) < a(w), and w > 0 where 0 is a unique 
value of w such that a(0) = b(0). Let h(w) be any nonnegative strictly 
decreasing function of w, everywhere differentiable, and let f > 0 
defined on [0,oo) be such that 
b b 
f f(u)du < 00 and f uf(u)du < oo for every 0 < a < b < oo . 
a a 
(3.3.46) 
Then, the generalized Bayes estimator (3,3.45) of h(*) with respect 
to the prior (3,3,3) is admissible for estimating h(w) under squared 
error loss if 
|h' (w) If [h(w)]q"(w) dw = CO 
b h(max{a ^(b{w)),w}) 
[f r _ uf(u)du]^ 
h(min[b (a(w)),w}) 
= / |hM.l|f[h(w)lq"(w) ,3.3,47, 
w h(max[a (b(w)),w}) 
[f ~ uf(u)du] 
h(min{b (a(ww),w}) 
2 
for w < a, b < w. 
We now close this section with some applications of Theorem 3.3.11 
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and Theorem 3.3,12, The first example is an application of Theorem 
3.3,11 in which we work with the choice of f(u) = u > 0, € > 0, 
and the second example is an application of Theorem 3.3.12 in which 
-6-2 
we work with the choice off(u)=u ,u>0, Ç>0, 
Example 3.3.9; 
Let X^,...,X^ be a random sample from the density 
w^ 1 1 
= ^ :i' — < ^  < w' 1 < w < 
w 
11 2 
In this case, a(w) = —, b(w) = —, Y(x) 5 1, q(w) = , 9 = 1 = w, 
w 
and w = so . First, note that b(w) = 0 < 1 = a(w). Suppose it is 
desired to estimate h(w) = w^, k > 0. With f(u) = u > 0, € > 0, 
the condition (3.3.43) in Theorem 3,3.11 is satisfied, and the prior 
(3.3.3) becomes TT(W) E TTJ(W) = kw^^ ^(w-1)", 1 < w < oo , and the 
generalized Bayes estimator (3.3.42) turns out to be 
Gf(X(l)'X(n)) = / u^duA u^-^du 
€ 
€+1 
, 1 ,k(€+l) ,__1 ,k(€+l) 
".nl " ^  
"(n) 
Consider the condition (3.3.44) of Theorem 3.3.11. For 1 < a, b < 00, 
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00 n 
p h'(w)f [h(w)]q (w) 
J - dw 
b h(min{b (a(w)),w}) 
I f  uf(u)du] 
h(max{a (b(w)),w}) 
= k / ^^w^"(w-l) ^  (.y b-l(a(w)) = h-\-^) = *2 
b (w 
[ f  u  du] _ 
(\fw) and a (b(w)) = a (—) = iw) 
oo k€+2n-l .-n 
= c f ^ dw where 0 < c = k(€+l) < oo 
. e r a. 
cc —3k6~4k+2n—1 _ —n 
= c; H ^i=^dw 
b --k(€+l) 
(1-w ^  
>J' w-3kE-4k+2n-l(^_^)-n 2 ^ > 1 
for l<w< o o ,  g  >  0 ,  k > 0 )  
= c / w-3kE-4k+n-l(i _ l)'" dw 
b " 
> c / w 4k+n 1 (1 - —) " > 1 for 1 < w < oo) 
b " 
=00 if -3kÇ-4k+n > 0, i.e., € < " for k < % 
— — 3k 4 
and 
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h' (w)f [h(w)]q"(w) 
1 h(min[b ^(a(w)),w}) 
uf(u)du] 
h(max{a (b(w)),w}) 
a —3kÇ—4k+2n—1, ..—n 
= c ; ^ r 
1 -7(6+1) ^  
(1-w ) 
>  C  f  w  4k+2n ^ dyr where 0 < c' = c(l-a ^ ) ^ < co 
^ - J(6+1) _2 
('.' (1-w ) is decreasing in w, 1 < w < =o, Ç > 0) 
>  c "  f  (w-1) " dw where 0 < c" = c' • [ min w 4k+2n 1^ 
1 l<w<a 
if -3k€-4k+2n-l > 0 
c' a"3k6-4k+2n-l -3k6-4k+2n-l < 0 
< OO 
= OO for all € > 0 and k > 0. 
Hence, when 6 < for k < ^ , the condition (3,3,44) is satisfied, 
and, therefore, the generalized Bayes estimator of w 
with respect to the prior TT(W) = kw^^ ^(w-1)", 1 < w < =o, is 
Ic n 
admissible for estimating w , 0 < k < , under squared error loss 
i f  0 < e < 2 ^ .  
Remark 3.3.12; 
In the above example, note that 
00 00 
f TT(w)dw = k f ^(w-1)" dw 
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k "here Y = ^  
k S dy 
<00 if -kÇ+n >0, i.e., 6 < ^  
if -k€+n <0, i.e., E > r, 
and, hence, IT(W) is proper prior if Ç < ^ . It is well-known that the 
unique proper Bayes estimator ô(X^^) of w , k > 0, with respect 
to the proper prior TT(W) = kw^^ ^(w-1)", 0 < Ç < ^ , is admissible 
for estimating w^, k > 0, under squared error loss. Since ^ 
for all k > 0, estimators obtained in the above example are (unique) 
proper Bayes estimators of w^, 0 < k < ^ , with respect to proper 
priors rr(w) = kw^^ ^^"^(w-1)", 1 < w < 0<Ç< , and, hence, 
are automatically admissible for estimating w^, 0 < k < ^ . 
Example 3.3,10; 
Let X^,...,X^ be as in Example 3.3.9. But, it is desired here 
to estimate h(w) = w , k < 0, under squared error loss. Now, we apply 
Theorem 3.3.12 with f(u) = u ^ u > 0, € > 0. With this f the 
condition (3.3.46) is satisfied. Consider the condition (3.3,47) of 
the theorem. Then, for 1 < a. b < oo. 
|h'(w) If [h(w)]q"(w) 
b h(max{a ^(b(w)),w}) 
[J* _ uf(u)du] 
h(min[b (a(w)),w}) 
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, , , ,  f  
00 -k€—k+2n—1. _ 
= c f — — dw where 0 < c = |k|g <oo 
[w"2kG(w2 _i)]2 
^ 3kÇ—}c+2n—1 _ . —n 
= c; ^  
b ike 2 
(1-w r 
00 ~k6 
>  c f w ^ ^{w-1) '^dw ('.' (1-w^ ) ^ > 1 for 1 < w < 30, k < 0) 
b 
= c / ^3k€-k+n-l^^ _ l)-n dw 
b ^ 
00 
>  c  f  ^3ke-k+n-l^^ (1 _ l)-n > 1 for 1 < w < «.) 
b 
= 00 if 3k€-k+n >0, i.e., Ç < 
— — 3k 
and 
|h' (w) [f [h(w)]cr"(w) 
1 h(max{a ^(b(w)),w}) 
[ f  _ uf(u)du] 
h(min{b (a(w)),w}) 
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= C / aw 
a -^6 
>  c '  f  J^+2n 1 ) ^ dw where 0 < c' = c(l-a^ ) ^ < oo 
^ -2 ( '.' (1-w ) is decreasing in w, 1 < w < oo) 
> c" f (w-1) ^ dw where 0 < c" = c' • [ m in w^^^ k+2n 
1 l<Ov<a 
= oo for all € > 0 and k < 0. 
Hence, when 6 < the condition (3,3.47) is satisfied, and thus 
the generalized Bayes estimator 
(1==)'^ 
*(*(!)'X(n)) 
*(n) 
Y% 
'X(n)' 
(1) ..-6-2, 
k 
€+1 
€ 
V^(l) 
1 ,-k6 , 1 ,-ke ) - \z ) 
(n) 
. 1 ,-k{e+l) ^ 1 -k(6+l) 
(1) (n) 
of w^ with respect to the prior TT(W) = |k|w ^"(w-1)", 1 < w < oo, 
is admissible for estimating w , k < 0, under squared error loss if 
0 < € < ^ .  
Remark 3.3.13; 
In the above example. 
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f  TT(w)àw = Ik) / w ^ dw 
1 1 
= Ik| / - y)"(l^)' dy 
, w—1 
where y = 
w 
= |k| / y-d-ytk^+k+n-lj^ 
o 
r< 00 i f  kÇ+k+n > 0, i.e., Ç < ^ =~ 
1^= 00 if kÇ+k+n <0, i.e., € > , 
and, hence, u(w) is proper priors if 0 < Ç < ——, -n < k < 0. There-
fore, unique proper Bayes estimators of w , -n < k < 0, with respect 
t o  p r o p e r  p r i o r s  T T ( W )  =  | k | w  ^  ^  ^" ( w - 1 ) " ,  l < w < O O ,  0 < € <  ,  ,  
are admissible for estimating w , -n < k < 0, under squared error 
loss. Note that ^ ^  - as ^ ~ • Therefore, while, for 
- ^  < k < 0, the result of the above example does not contain admis-
sible estimators of w which are unique proper Bayes estimators with 
respect to proper priors n(w) = |k|w"^^"^ ^ ~^"(w-l)", 1 < w < co, 
^ " , it provides admissible estimators which are (unique) 
generalized Hayes estimators of w^, k < - ^ , with respect to improper 
priors TT(W) = )k|w ^^(w-l)'^, < Ç < . 
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4. ADMISSIBILITY OF SOME STEPWISE BAYES ESTIMATORS 
This chapter deals with the problem of estimating an arbitrary 
parametric function yfw) under an arbitrary loss function when a 
random variable X takes on values in the sample space X with a family 
of possible discrete probability function p(x,w) indexed by an un­
known parameter w Ç 0, the parameter space. 
In Section 4.1.1, we consider the case when X and 0 are count­
able, and the decision space, D, is arbitrary. Using a notion of 
"finite admissibility" introduced by Meeden and Ghosh (1982) and a 
notion of "stepwise Bayesness" introduced by Hsuan (1979) (see also 
Meeden and Ghosh (1981), Brown (1981)), we verify that, under some 
assumptions, every finitely admissible estimator is unique stepwise 
Bayes with respect to a countable sequence of mutually orthogonal 
priors with finite supports (Theorem 4.1.1), and conversely (Theorem 
4.1.2 and Theorem 4.1.3). In a special setting with countable X^ 
0, and D, we characterize the class of all admissible estimators which 
is exactly same as that of all finitely admissible estimators. 
In Section 4.1.2, we treat arbitrary X, 0, and D, and we show 
that the conclusion of Theorem 4.1.1 is also true in this case 
(Theorem 4.2.1). Finally, an example is given to show that the con­
clusions of the Theorems 4.1.2 and 4,1.3 are not true in this case. 
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4,1. When the Parameter and Sample Spaces 
are Countable and the Decision Space is Arbitrary 
Consider the statistical estimation problem involving the 
parameter space 0 which contains the true but unknown parameter w 
and is a countable subset of]R^, the p-dimensional Euclidean space; 
the decision space D which has generic element d and is an arbitrary 
subset ofH^; the nonnegative loss function L(-,') on Q x D, i.e., 
for w 6 0 and d 6 D, L(w,d) denotes the nonnegative loss incurred 
in making the decision d when w is the true parameter; a random 
variable X which takes on values in some sample space X which is a 
countable subset of and a family {p(',w): w € 0} of possible 
probability functions for X. Note that if {p (•): w € 0} is a family 
dp 
of possible probability distributions for X, then, P^{{x}) = (x) 
= p(x,w) for X 6 X and w Ç 0 where (j, is counting measure on X, and 
dP^ 
] is the Radon-Nikodi^ derivative of P^ with respect to p.. 
Suppose that it is desired to estimate some parametric function 
Y(w) and assume that Y(0) g D, where Y(0) = {Y(W); w E 0}. Let 6 
denote an estimator (possibly randomized) from X to D*, the space 
of all probability distributions on D, with risk function 
R(w,ô) = E / L(w,T)dô(x)p(x,w), (4.1.1) 
xÇ X D 
where for each given x Ç X, T is a random variable taking values in 
D, whose probability distribution is given by ô(x). Let TT be a prior 
distribution on 0 with support 0(n) = {wÇ0; TT(W) > o}. 
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Throughout this section, we make the following two assumptions; 
(Al) For each % 6 X, p(x,w) > 0 for at least one w € 0, 
(A2) For each prior distribution TT on 0, £ L(w,d)rr(w) is 
wG0 
uniquely minimized by a member of D. 
Remark 4.1.1; 
A case in which the loss function satisfies assumption (A2) is 
when the loss function is strictly convex (DeGroot and Rao (1963)). 
An example of such a loss function is squared error loss. 
Before stating and proving the main results of this section, 
which characterize the class of finitely admissible estimators in 
the above setting, we, need the following lemma: 
Lemma 4.1.1 (Meeden and Ghosh (1981)); 
Let 0 and X be finite and countable, respectively. In addition 
to the assumptions (Al) and (A2), assume that each admissible esti­
mator has finite risk for each w Ç 0. Then, an estimator is admis­
sible if and only if it is unique stepwise Bayes with respect to a 
finite sequence of mutually orthogonal priors. 
Remark 4.1.2; 
The above lemma is an extension of Theorem 1 of Meeden and Ghosh 
(1981) and was stated without proof in some remarks following Theorem 
1 of them. Since the above lemma is essentially equivalent to the 
Theorems 1, 2, and the related discussion in Hsuan (1979), the proof 
of the lemma is therefore omitted. 
Now, we give a main result which shows that every finitely admis­
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sible estimator is unique stepwise Bayes. 
Theorem 4.1.1; 
Assume (Al) and (A2) and suppose that each finitely admissible 
estimator has finite risk for each w € 0 where the risk function of 
an estimator is defined as in (4.1.1). Then, every finitely admis­
sible estimator is unique stepwise Bayes with respect to a finite or count­
able sequence of mutually orthogonal priors with finite supports. 
Proof ! 
First, note that since 0 is countable, it can be put into one-
to-one correspondence with3N, the set of natural numbers, and, hence, 
0 can be indexed with positive integers, i.e., the elements w of 0 
can be arranged in a sequence, {w^], n = 1, 2 , . . . ,  of distinct terms. 
Now, suppose that ô* is a finitely admissible estimator. Pick 
w^ Ç 0 and a finite subset 0* of 0 containing for which 6* is 
admissible when 0^ is taken as the restricted parameter space. Then, 
0* yields a subset of X where = £x Ç X; p(x,w) > 0 for at least 
one w € 0^}. Note that A^ is not empty by assumption (Al), and A^^ 
is at most countable. Since 6* is admissible for the restricted 
problem (©pA^) with w restricted to 0* and x restricted to A^, and 
Ô* has finite risk for each w 6 0* in this restricted problem by 
assumption of the theorem, 6* is stepwise Bayes with respect to a 
i "l 
finite sequence, say, of mutually orthogonal priors with 
finite supports. Note that the risk of 6* in the restricted problem 
(0*,Aj^) is given by 
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R(^)(w,ô*) =  E  f  L(w,T)d6(x) w € 0* 
v / c A  n  ^  P i x , w ;  1  
° xejj 
where ô(x) is the probability distribution of a random variable T 
which takes values in D. Also note that ô* is uniquely determined 
""l . 
for X Ç A by assumption (A2), and that U ©f (IT, ) c Q* where 
i=l 
0*(TT^) = {w € 0*; rr^(w) > O], i = 1, ...,n^. Now define 
"l . 1  
0** = [ U 0*{TTt )] U 0 (4.1.2] 
^  i=l  
1 *1 * . 
where 0 = {w Ç 0 - U otcn, ): E p(x,w) = 1}. Note that 0** also 
i=l X€AJ_ 
yields which is generated by ©*. Next, let w* be the element 
with the smallest indexing integer in 0-0** = [w 6 0: w g 0**], and 
let 02 be a finite subset of 0 which contains w* and for which 6* 
is admissible when is taken as the restricted parameter space. 
Again, 0^ yields a subset of X where Xg = [x Ç X: p(x,w) > 0 for 
at least one w Ç Gg]. Then, X^ is not empty by assumption (Al). 
Note that 0** n 02 need not be empty. We first show that 6* is 
admissible when D ©2 = 0^ is taken as a restricted parameter 
space. To this end, it is sufficient to consider estimators 6 such 
that ô(x) = ô*(x) for x g A^. Suppose that 6* is not admissible for 
the restricted problem where A2 = 0% EX; p(x,w) > 0 for at 
least one w € 0*]. 
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Note that is not empty by assumption (Al), Then, there exists 
a Ô' such that for all w € 0*, 
R^^NW,Ô') < R^^^w,ô*) (4.1.3) 
with strict inequality for at least one w Ç Q^, where 
R^^\w,ô) = S S  L(w,T)d6(x) w € 0* 
'fA; » XIa/' ' ' 
is the risk of an estimator & in the restricted problem (E^pAg) and 
for each given x Ç A^, T is a random variable taking values in D, 
whose probability distribution is ô(x). But for w Ç 0** D Og, 
R'(w,ô') = R'(w,ô*) (4.1.4) 
since ô'(x) = ô*(x) for x Ç A^, where R'(w,ô) denotes the risk of an 
estimator 6 in the restricted problem . Hence, it follows 
fron (4.1,3) and (4.1.4) that for w Ç 0^, 
R'(w,ô' ) = [ E  p(x,w)]R( 2 )(w,5') +  E  / L(w,T)dô'(x)p(x,w) 
= [ Z P(x,w)]R'^^w,ô') + Z / L(w,T)dô*(x)p(x,w) 
xEAg xeX^-A^ D 
< [ S p(x,w)]R^^^ (w,ô*) + Z S L(w,T)dô*(x)p(x,w) 
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= E S L(w,T)dô*(x)p(x,w) + S f L(w,T)d6*(x)p(x,w) 
xÇA^ D ° 
= E f L(w,T)dô*(x)p(x,w) 
xeXj D 
= R'[»,6«) (4.1.5) 
with strict inequality for some w € 0* c: G^. But (4.1,5) contradicts 
the fact that 6* is admissible when 0^ is taken as the restricted 
parameter space. Hence, Ô* is admissible in the restricted problem 
that 0* is finite, but A2 may be countable, and 
R^^^(w,ô*), the risk of 6* in the restricted problem (02>A2)> is 
finite for each w £ 0 * by assumption of the theorem. Hence, by Lemma 
4.1.1, Ô* is stepwise Bayes with respect to a finite sequence, 
i ^2 
.{TTJII say, of mutually orthogonal prior's with finite supports, and 
Ô* is uniquely determined for x g Ag by assumption (A2). Also note 
*2 . "2 
that U 0*(n^) Ç 0* and hence, that [ U 0f(TT^)] U [ U 0Î(n?)] c 
j=l i=l ^ j=l 
0** U 0*, where 0*(n^) D is empty for all i = l,...,n^, and 
j = l,...,n2 and 0** is as in (4.1.2). It can be also noted that Ô* 
is uniquely determined for x E A^ U Ag by assumption (A2). Continuing 
the above process, if at sane finite stage all the x's are used up, 
then we are done, and we conclude that 6* is unique stepwise Bayes 
with respect to a finite sequence, {n^}^ say, of mutually orthogonal 
k i 
priors with finite supports. It may be noted that U 0(TT ) <= Q . 
i=l 
On the other hand, if at every finite stage all the x's are not used 
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up, then we have a countable sequence, [rr^] say, i = l,2,.,.,n^, 
X = 1,2,.,,, of mutually orthogonal priors. Now, it is clear that 
CO 
U 0** E 0 (4.1.6; 
X=1 
where 0** = [ U 0*(TTJ)] U 0"^ with 0* and appropriately defined at j L  /C -v X i  
the stage, Z = 1,2,..., We show that the equality in (4.1,6) must 
00 
happen. To this end, suppose that U 0** cz 0 . Then, we have the 
element with the smallest indexing integer, w* say, in 0 - U 0**. 
Z=1 
Note that at the (j+l)st stage of the above process w? must be a 
j+1 
member of U j = 1,2,..., with w* = w^. This implies that we must 
4=1 4 . 
have equality in (4.1.6). From this fact, it follows from assumption 
(Al) that Ô* is unique stepwise Bayes with respect to a countable 
sequence, say, of mutually orthogonal priors with finite supports. 
The following theorem shows that the converse of Theorem 4.1.1 
i is also true provided it is assumed that 0 = U 0(TT ) in addition to 
i=l 
the assumptions of Theorem 4.1.1. 
Theorem 4.1,2; 
If 6* is unique stepwise Bayes with respect to a countable 
sequence, of mutually orthogonal priors with finite supports, 
i 
0 = U 0(n ), and each finitely admissible estimator has finite risk 
i=l 
for each w € 0, then 6* is finitely admissible in the whole problem 
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(0,X). 
Proof ; 
Suppose not, then there exists a such that for every finite 
subset of 0 containing w Ô* is inadmissible. Let i be such that 
j. io 
0(TT °} = {w60: rr (w) > 0} contains w^. This i^ always exists and is 
i i 
unique since 0 = U 0(TT ). Let 0' = U 0 (IT ). Then, since 0' is a 
i=l i=l 
finite subset of 0 containing w^, ô* is inadmissible when 0' is taken 
to be the restricted parameter space. But 6* is unique stepwise Bayes 
i ^o 
with respect to a finite sequence, [rr , of mutually orthogonal 
priors with finite supports. Note that 0* yield a subset X' of X 
where X' = {xÇX* p(x,w) > 0 for at least one wÇ0'}. Also note that 
X* may be at most countable. Since each finitely admissible estimator 
has finite risk for each w Ç 0* in the whole problem, it follows frem 
Lemma 4.1.1 that 6* is admissible in the restricted problem (0',X'). 
Hence, we have a contradiction, and the proof is completed. 
Remark 4.1,3; 
In the case of a countable sample space X' and a finite parameter 
space 0', if each admissible estimator has finite risk for each w Ç Q', 
then it has finite Bayes risks with respect to a finite sequence, 
say, of mutually orthogonal priors with finite supports in 0'. 
Hence, we may use another result of Meeden and Ghosh (Theorem 3 (1981)) 
instead of Lemma 4.1.1 in the proof of Theorem 4.1.2. 
Remark 4.1.4; 
i 
In Theorem 4.1.2, condition 0 = U 0(TT ) is needed since otherwise 
i=l 
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there may not exists any 0(TT^ ) containing w^, where is as in the 
proof of the theorem. It may be also remarked that combining Theorem 
4.1,1 with Theorem 4.1.2 provides a characterization of the class of 
all finitely admissible estimators. 
In Theorem 4.1,2, we assumed that each finitely admissible esti­
mator has finite risk for each w € 0. But, as will be seen in the 
following theorem, this assumption may be replaced by assumption that 
for each w € 0, p(x,w) > 0 for only finitely many x. 
Theorem 4.1,3; 
If Ô* is unique stepwise Bayes with respect to a countable 
sequence, of mutually orthogonal priors with finite supports 
and for each w € 0, p(x,w) > 0 for only finitely many x and 
i 0 = U 0(TT ), then Ô* is finitely admissible, 
i=l 
Proof; 
With 0' and X' as in the proof of Theorem 4,1,2, X' is a finite 
subset of X since 0' is finite. Hence, by Meeden and Ghosh (Theorem 1 
(1981)), Ô* is admissible in the restricted problem (0',X'). 
All the previous theorems do not provide the characterization 
of the class of all admissible estimators. They only give the 
characterization of the class of all finitely admissible estimators. 
Although, in general, it is hard to characterize the class of all 
admissible estimators in the case that the parameter space is not 
compact, in some occasions we can characterize the class of all 
admissible estimators as well as that of all finitely admissible 
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estimators. The following simple set-up provides a case in which 
we can characterize the class of all admissible estimators as well 
as that of all finitely admissible estimators since its two classes 
are identical. 
Let X = w + € where Ç = ± 1 with probability and w Ç 0 = 
-3, -2, -1, 0, 1, 2, 3, ...} = X, and let D = 0. Note that 0, 
X, and D are all countable. Let L(w,d) = £(|w-d|) where the function 
£ is such that for each prior distribution, the prior risk is uniquely 
minimized by a member of D, and £(') is strictly increasing. Assume 
£(0) = 0 and i(2) = c = 1 (without loss of generality we can assume 
£(2) = 1 since when any loss function may be multiplied by a constant, 
the admissibility or inadmissibility of an estimator is unchanged). 
Now, 
R(W,6) = 2 |w-ô(x) I )p(x,w) where <g(Jw-ô(x) | ) =  f  £ (  |W-T| )dô(x), 
X 
for each x Ç X 
= ^  {X(|w-ô(w-l)I ) + ^ (|w-ô(w+l)I)} , 
For odd values of w the risk function depends on 6 only through o(x) 
for X even. Similarly, for even w, the risk function depends on Ô 
only through ô(x) for x odd. So we restrict ourselves to even w's. 
We also just consider estimators of the form ô(X) = X-1 or X+1. 
Note that when X = x is observed, ô is a probability distribution on 
D taking values x-1 and x+1 with probability p and 1-p respectively, 
when 0 < p < 1, and taking other values in D than x-1 and x+1 with 
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1 
probability 0. Note that (R(w,6) can be either 0, —, or 1 since for 
a fixed w |w-ô(x)| = 0 or 2 for x = w ± 1. For each odd x, let's 
denote, for notational convenience, x-1 and x+1 by D and U respec­
tively. Now, we want to characterize the class of admissible esti­
mators . We can represent a typical estimator as follows ; 
U U D U D D 
H 1 1 1 1 1 1 1 1 1 1 1 1-
-6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 
i ° 1 ° i 
or 
U U D U D D 
Î ° 1 0 I 
with the understanding that the risk at a particular even value of w 
is given below. Some examples of inadmissible sequences are given 
as follows : 
(1) uuuuuuuu 
1 1 1 1 1 1 1  
2 2 2 2 2 2 2 
is dominated by 
U U U U D D D D  
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(2) D D D D D D D D 
1 1 1 1 1 1 1  
2 2 2 2 2 2 2 
is dominated by 
U U U U D D D D  
1 1 1 .  I l l  
2 2 2 2 2 2 
(3) DDDDD*** 
i i i i 
2 2 2 2 
is dominated by 
U U D D D * * * 
I ° I I 
( 4 ) * * * U  U  U  U  U  
1 1 1 1  
2 2 2 2 
is dominated by 
* * * U U D D D 
2 ° 2 2 
In the previous setting, the following theorem provides a 
characterization of the class of all admissible estimators among 
all estimators of the form ô(X) = X-1 or X+1, 
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Theorem 4.1.4; 
An estimator is inadmissible iff it is one of the following 
two types : 
i) all U's from some point on 
or ii) all D's up to some point. 
Proof : 
"if part" Done.already. 
"orily if part" 
Suppose that a given sequence (estimator) 6 is inadmissible. 
Then, there exists another sequence 6* which dominates it, i.e., 
R(w, 6*) <R(w,ô) for all w even 
and 
R(w^,ô*) < R(w^,ô) for some even. 
Now looking at w^ one of the following must happen; 
(I) U U is dominated by U* D* 
i 0 
2 
or 
(II) D D is dominated by U* D* 
1 0 
2 
or 
(III) D U is dominated by U* D* or D* D* or U* U*. 
1  O i l  
2 2 
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In each of these cases one of the two following things must happen; 
(a) ô(w^+l) = U and ô*(w^+l) = D* 
or (b) ô(w^-l) = D and ô*(w^+l) = U*. 
Suppose that we have ô(w^+l) = U and ô*(w^+l) = D* and we look to 
the right. Since U U and U D, the risk function of 6 as we move 
1 0 
2 
up from w^ will remain j until it possibly changes, and then it will 
go to zero. Since D* D* and D* U* as we move up from w , the 
11 ° 
2 
1 
risk function remains — until it possibly changes, and then it goes 
to 1. Since R(w,ô*) <R(w,6) for all w even, we see that Ô must 
always be U after w +1. 
0 
For the case ô(w -1) = D and 5*(w -1) = u* we look to the left, 
o o 
Since D D and U D the risk function of ô as we move down to the 
1 0 
2 
left of w^ will remain j until it possibly changes, and then it will 
go to 0. Since U* U* and D* U*, the risk function of Ô* as we 
1 1 
2 
move down to the left of w^ will remain ^ until it possibly changes, 
and then it will go to 1. Since R(w,ô*) < R(w,6) for all w even, we 
see that 6 must always be D before w^-l. This completes the proof 
of the necessity part of the theorem. 
Remark 4.1.5; 
In a similar manner, we can deal with w odd and 6(x) = x-1 or 
x+1. Theorem 4.1.4 also holds for all w odd, and hence, the theorem 
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holds for all w € 0. 
Remark 4.1.6; 
It may be interesting to show which sequences (estimators) are 
Bayes (possibly generalized) with respect to a prior (possibly 
improper) density. To this end, let TT be a prior (possibly improper) 
density of w over 0. Then, the posterior density of w under rr is 
given by 
- ' - I ' " =  
w 
P(X.W)TT(W) 
^n(x-l)+rT(x+l} 
TT(X-I) 
TT(X-l)+n"(X+l) 
TT(X+1 ) 
! TT(X-l)+rT(X+l) 
for w = x-1 
for w = x+1 . 
Note that P(w = x+l|x) > P(w = x-l[x) <=> TT(X+1) > •rr(x-l) . 
But the posterior risk taking U given x = H L(w,U)p(w|x) 
w 
= P(w = x-1 |x ) 
and the posterior risk taking D given x = S L(w,D)p(w|x) 
w 
= P(w = x+1 |x ), 
Hence, a Bayes estimator with respect to rr is such that given x 
take U <=> P(w = x-l|x) < P(w = x+1 |x) 
<=> TT(X+1) > TT(X-L). 
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1 2 
-J w 
For example, let TT(W) = C e , w = 0, + 1, ± 2, ..., where 
1 2 
-1 °° - Y ^  
C = S e . Then, given x, we take U iff rr(x+l) > TT(X-I) 
W=-OO 
iff X < 0, and hence, we have unique proper Bayes estimator 
(sequence) 6(X), where ô(x) = U if x < 0 and D if x > 0, which is 
automatically admissible, the result which also follows from Theorem 
3 
4.1.4, If TT(w) = e~^ , w = 0, ± 1, ± 2, . .., then given x, we take 
D iff TT(x+l) < rr(x-l) iff x = 0, ±1, ±2, and hence, we have 
unique generalized Bayes estimator 5(X) such that ô(x) = D for all 
X, which is inadmissible by Theorem 4.1.4. 
The following theorem gives a characterization of all finitely 
admissible estimators in the previous setting: 
Theorem 4.1.5; 
A sequence (estimator) ô is finitely admissible if and only if 
for any w £ 0 we can find a finite subset 0 of 0 containing w 
o o o 
such that 0 = fw -2m', w -2m'+2, .. ., w -2, w , w +2, .... w +2m-2, . 
o ' - o  o  '  ' o  o  o  o  
w^+2m} for some m,m' = 0,1, 2 , . . ,  for which 6(w^-2m'-l) = U, 
ô(w^+2m+l) = D, and ô(x) = arbitrary for x = w^-2m'+l, w^-2m'+3, 
w -1, w^+1, w +2m-3, w +2m-l, 
O O' o o 
Proof ; 
"if part" It is clear from Theorem 4.1.4 that the sequence in 
the sufficient condition of the theorem is admissible when 0 is 
o 
taken as a restricted parameter space, and hence, the given sequence 
is finitely admissible. 
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"only if part" Suppose not, i.e., for seme Ç Q we cannot 
find any finite subset of 0 containing w^ such that = [w^-2m', 
w^-2m'+2, ..., w^-2, w^, w^+2, ..., W2+2m-2, w^+2m} for some 
m,m' = 0,1,2,... for which 5(w^-2m'-l) = U, ô(w^+2m+l) = D, and 
ô(x) = arbitrary for x = w^-2m'+l, w^-2m'+3, ..., w^-1, w^+1, 
w^+2m-3, w^+2m-l. Then, the given sequence is one of the following 
two types ; 
i) all D's before w^ and arbitrary after w^ 
or ii) all U's after w^ and arbitrary before w^. 
Hence, the given sequence is not admissible by Theorem 4.1.4, and 
so it is not finitely admissible which contradicts the finite admis­
sibility of the given sequence. This completes the proof of the 
theorem. 
Furthermore, we have the final interesting result. 
Theorem 4.1.6; 
Every admissible sequence is finitely admissible. 
Proof ! 
Suppose not, then for some w^ Ç G, one of the following two 
things must happen; 
i) we have all D's before w^ and arbitrary after w^ 
or ii) we have all U's after and arbitrary before w^. 
Hence, from Theorem 4.1,4, the given sequence is inadmissible which 
contradicts to the admissibility of the given sequence. 
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Remark 4.1.7; 
For any estimation problem, every finitely admissible estimator 
is admissible (Meeden and Ghosh (1982)). Hence, in the previous 
setting, this fact together with Theorem 4.1.6 gives that an esti­
mator (sequence) is admissible if and only if it is finitely admis­
sible . 
4.2. When the Parameter, Sample, and 
Decision Spaces are All Arbitrary 
Let D and L(«,') be specified as in the previous section and 
satisfy assumption (A2). In this section, we consider the case in 
which both X and 0 are also arbitrary subsets of n" and respec­
tively, not necessarily countable. Let for each w G 0 p(x,w) be the 
discrete probability function for X satisfying assumption (Al). 
Then, the risk of an estimator (possibly randomized) 6: X D*, 
where D* is again the set of all probability distributions over D, 
is given by 
R(w,ô) =  Z  f  L(w,T)dôîx)p(x,w) 
X 
where for each given x, T is a random variable taking values in D, 
which has the probability distribution ô(x). 
We now give a result which is an extension of Theorem 4.1,1 to 
the case of arbitrary X, 0, and D. 
Theorem 4.2.1; 
Assume (Al) and (A2) of Section 4,1 and assume that each 
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finitely admissible estimator has finite risk for each w € 0. Then, 
every finitely admissible estimator is a unique stepwise Bayes esti­
mator with respect to an ordered set Î A € I} of mutually • 
orthogonal priors with finite supports, where I is a well ordered 
set with smallest element a(l). 
The proof of this theorem is omitted because it follows exactly 
the same lines as that of Theorem 4.1.1 if we apply the principle of 
transfinite induction. 
Remark 4.2.1; 
The Theorems 4.1.2 and 4.1.3 are not available in this situation. 
The availability of these theorems is closely related to a question 
whether if 6* is inadmissible for a restricted problem (G',X'), 
then 6* is inadmissible for the original problem (0,X), where 
0 * c 0 and X' = {x©(; p(x,w} > 0 for at least one w€0'}. Moreover, 
this question is closely related to another interesting question 
whether if Ô* is admissible for the original problem (0,X), then 
for any w^ 6 0, there exists the smallest subset 0^ of 0 containing 
w for which 6* is admissible when 0 is taken as the restricted 
o o 
parameter space. The second question seems to be much harder to 
answer than the first one. The following example shows that even 
the first question is not necessarily true. 
Example 4.2.1; 
Let p(x,w) = i,0<x<w, 0<w<oo. In this case, X = (0,w) 
and 0 = (0,oo). we want to estimate w under squared error loss. Now 
take D = [0,oo). It is known from Chapter 3 (see Example 3,1.1) that 
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ô*(X) = Y X is admissible for estimating w under squared error loss 
with the risk 
w 
R(w,6*) = f (j x-w)^ ^  dx = J w^. 
o 
X+1 
Consider an estimator 6'(X) = Then, the risk of 6' is given by 
R ( w , ô ' ) = /  ( ^  - w)^ i  dx =  ^  w + J,  
o 
12 3 1 
Now, R(w,ô' ) - R(w,ô*) = Y ^  hence, 
R(w,ô') < R(w,ô*) for 
and 
R(w,ô') >R(w,Ô*) for w < or 
9-/33 9+ J33 
Hence, if we take 0' = (—-—, —-—) as a restricted parameter 
space, then it is clear that 6* is inadmissible for the restricted 
problem (0',X'), where X' = {xÇX; p(x,w) > 0 for at least one wÇ0'}. 
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