Introduction
Northwestern China is located in the north and northeast of the Qinghai-Tibetan Plateau in central Asia. It accounts for 24.5% of the total area of China [1] . This region has complex and varied topography, including plateaus, plains, and mountains. Deserts are the predominant feature, with an arid climate and sparse vegetation. This arid, ecologically fragile zone plays an important role in climate change in East Asia as well as globally. It is also sensitive to climate change. Its weather and climate show significant regional characteristics and complexity, including plateau, westerly flow, and monsoon climate zones. Thus, the problems of weather and climate in this region are very complex [2, 3] .
Northwestern China is upstream of the synoptic and circulation system in mainland China, which is one of the key areas where cold air excited by arctic oscillation (AO) enters mainland China, and the strong wind generated by the narrow tube effect under special terrain over northwestern China can affect the weather development of the North China Plain. Accurate weather forecast systems in this 2. Model System Design NW-MNPS uses the mesoscale Weather Research and Forecasting (WRF) model as the basic framework. WRF is a new-generation model for mesoscale forecasting developed by multiple research institutes and universities in the United States. It has the advantage of easy transplant and maintenance as well as high efficiency [13] . The WRF model, WPS (WRF Pre-processing System) and WRFDA (WRF Data assimilation) systems used in this study are version 3.6.1. The WRF version for this study was chosen to maintain consistency with the operational system in use by the NW-MNPS.
This study uses a three-layer nesting scheme. The simulated region is given in Figure 1 , with the center at 39° N, 100° E. Detailed domain parameters are given in Table 1 . The model uses the terrainfollowing-mass η coordinate with 40 vertical layers and then upgrades to 55 layers. Based on Chou's [15] conclusion, the larger upper-level interpolation error in the low vertical resolution case produces an analysis with warmer low-level temperatures and larger surface pressure compared to the highresolution case. The top layer of the model is 50 hPa. Figure 2 is a schematic diagram of the operation flow of NW-MNPS; the main functional modules are WPS, WRFDA, REAL, NDOWN and WRF. The WPS program imports Global Forecast System (GFS) data, performs data re-projection, and coordinates the time-space interpolation of surface parameters and other observations. The REAL program will create the initial and boundary fields based on the WPS results. The NDOWN program can create input files from higher resolution terrestrial fields, and masked surface fields for a finer-grid run. During the simulation process, the modeling timelines of D01 and D02 are 172 h and 72 h, respectively. The interval of the model output is 3 h. The time line and model output interval of D03 are 48 h and 1 h, respectively. D01 and D02 contain 12 hours of spin-up time. The cold start times of D01 and D02 are 00:00 UTC and 12:00 UTC, respectively. We use the Global Forecast System (GFS) data from National Centers for Environmental Prediction (NCEP) as the model initial values and boundary conditions and update the data every three hours with WPS. The initial values of D03 are the nested predictions of D02 with NDOWN. We use the one-way nesting method to obtain forecast products. The flow chart is shown in Figure 1 .2. Considering the impact of land-use on evaporation and infiltration, and since the land-use in the model was outdated, we first chose the land-use parameter in the upgrade system to correctly Figure 2 is a schematic diagram of the operation flow of NW-MNPS; the main functional modules are WPS, WRFDA, REAL, NDOWN and WRF. The WPS program imports Global Forecast System (GFS) data, performs data re-projection, and coordinates the time-space interpolation of surface parameters and other observations. The REAL program will create the initial and boundary fields based on the WPS results. The NDOWN program can create input files from higher resolution terrestrial fields, and masked surface fields for a finer-grid run. During the simulation process, the modeling timelines of D01 and D02 are 172 h and 72 h, respectively. The interval of the model output is 3 h. The time line and model output interval of D03 are 48 h and 1 h, respectively. D01 and D02 contain 12 hours of spin-up time. The cold start times of D01 and D02 are 00:00 UTC and 12:00 UTC, respectively. We use the Global Forecast System (GFS) data from National Centers for Environmental Prediction (NCEP) as the model initial values and boundary conditions and update the data every three hours with WPS. The initial values of D03 are the nested predictions of D02 with NDOWN. We use the one-way nesting method to obtain forecast products. The flow chart is shown in Figure 1 . Considering the impact of land-use on evaporation and infiltration, and since the land-use in the model was outdated, we first chose the land-use parameter in the upgrade system to correctly describe the surface parameters [16] . Soil temperature and moisture observations will further change the local circulation and affect the weather [17, 18] . So the first step was to update the land-use to improve the simulation accuracy.
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Model evaluation tools (MET) is an objective assessment tool for numerical prediction, which has been jointly developed by NCEP and NCAR with the support of the U.S. Air Force and NOAA. It integrates worldwide advanced model validation techniques and is applicable to validating the outputs of the WRF model and other numerical models. The point_stat tool in MET is used mainly to validate and assess site gridded data. This study uses observed data as site observational data; thus, to validate the NW-MNPS model, we first need to interpolate the model grid results to the observation sites and then perform the site validation and assessment.
The following are some variables we used for comparison tests. The mean error (ME) of each high-altitude element with a prediction timeline of 24 h, is expressed as
We examined the mean absolute errors (MAE) of land surface elements, which is defined as
The root-mean-square error (RMSE) can be used to compare forecasting errors of different models for the observation dataset, which is defined as
The spatial correlation coefficient can be used to indicate the simulation ability of the model for the observed spatial distribution, which is expressed as
The precipitation assessment uses the TS score method, also known as the threat score
where NA is the number of correct reports, NB is the number of false reports, and NC is the number of missed reports. The precipitation ETS score, also known as the equitable TS score, is expressed as
where
ND is the correct reports number with no precipitation event. The ETS score can effectively remove the probability effects of random precipitation on the scores, as well as avoid meteorological probability. According to the definition, the ideal score of ETS is 1, with a range of −0.3 to 1. An ETS score in the area with more precipitation is lower than the TS score.
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The Effects of Vegetation Coverage Data on Prediction

Description of Vegetation Coverage Data
The vegetation coverage data (land-use) that comes with the WRF model was generated relatively early. As time passes, its ability to represent the actual landscape gradually worsens. This study refers to the satellite remote-sensing inversion of land-use data based on China land survey data from 2000 to 2005, using GIS (Geographic Information System) spatial analysis and identification algorithms to merge high-resolution Moderate Resolution Imaging Spectroradiometer (MODIS) data and International Geosphere Biosphere Programme (IGBP) land coverage data, and process the merged land classification data with the MODIS water mask product to produce a China land cover product with a spatial resolution of 500 m [23] . Figure 3 shows a comparison of different land-use data in the simulated area, the United States Geological Survey (USGS) dataset is reclassified using the IGBP land-use dataset classification method. As shown, compared with the land-use data that comes with the model, changes in the new land-use data include mainly the following: shrub area decreases and broad-leaved forest, tropical savanna, farmland, vegetation mosaic, and water body areas all decrease. Additionally, mixed forest, grassland, urban, snow-covered, and desert areas all increase.
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Wind Speed Prediction Validation
The Effect of Model Vertical Resolution on Precipitation Prediction
Experimental Design
We selected one precipitation event for each month in the summer of 2015 including June, July, and August. The initial reporting times of the three events are 00:00 UTC 22 June 2015; 00:00 UTC 8 8 July 2015; and 00:00 UTC 11 August 2015. The first precipitation area is composed of Longnan, Tianshui, Pingliang, and Qingyang. The second precipitation area includes Dingxi, Tianshui, and Pingliang. The third precipitation area includes Tianshui, Pingliang, and its junction with Shanxi (relevant stations are shown in Figure 1 ). The precipitation levels in all three events reach storm (50-100 mm/day) and h_storm (>100 mm/day).
The control experiment was performed using three nested layers: D01 and D02 are two-way nested, and D03 is one-way nested in D02. The results of D02 are used as the control experiment. We use 40 vertical layers in the control experiment, and 55 layers in the sensitivity experiment. In these experiments, all model parameters are kept the same except for the number of model vertical layers. As shown in Figure 8 , there are more near-surface levels in the 55-layer setup.
The third precipitation area includes Tianshui, Pingliang, and its junction with Shanxi (relevant stations are shown in Figure 1 ). The precipitation levels in all three events reach storm (50-100 mm/day) and h_storm (>100 mm/day).
The control experiment was performed using three nested layers: D01 and D02 are two-way nested, and D03 is one-way nested in D02. The results of D02 are used as the control experiment. We use 40 vertical layers in the control experiment, and 55 layers in the sensitivity experiment. In these experiments, all model parameters are kept the same except for the number of model vertical layers. As shown in Figure 8 , there are more near-surface levels in the 55-layer setup. 
Analysis of Results
Land Surface Elements
We mainly compare the 48 h MAE of the three events ( Figure 9 ). The comparison analysis shows that there are smaller 3 h MAEs when the sensitivity experiment is compared with the control experiment, suggesting that increasing vertical layers indeed improves the performance of the forecast system. As the prediction timeline increases, the error differences gradually decrease. As for relative humidity, the errors at 0 h of the three events with 55 layers are all below 10%, whereas those with 40 layers are all above 17%. The August precipitation error even exceeds 20%. The MAE of absolute humidity also shows a similar change with time. Thus, in general, the 3 h MAEs with 55 layers are all smaller than those with 40 layers. The MAE difference is largest at the initial time and decreases in the later stages of prediction. The MAEs at the initial time are all smaller than 0.0012 kg/kg with 40 layers and greater than 0.0015 kg/kg (even reaching 0.002 kg/kg) with 55 layers. With 55 layers, the daily change in absolute humidity MAE is small. 
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In Figure 10 , after increasing the underlying layer, the correlation coefficient of the observation and simulation of the 55 layers of meteorological elements is higher than that of the 40 layers. The advantage of the 55 layers is more obvious than the prediction of the three elements of humidity, relative humidity, and temperature. The advantage can last for 18 to 24 h, and the 55-layer advantage of the wind forecast is not obvious, which is related to the poor predictability of the wind speed itself. Atmosphere 2018, 9, x FOR PEER REVIEW 12 of 26 In Figure 10 , after increasing the underlying layer, the correlation coefficient of the observation and simulation of the 55 layers of meteorological elements is higher than that of the 40 layers. The advantage of the 55 layers is more obvious than the prediction of the three elements of humidity, relative humidity, and temperature. The advantage can last for 18 to 24 h, and the 55-layer advantage of the wind forecast is not obvious, which is related to the poor predictability of the wind speed itself. The MAEs of wind speed (zonal, meridional) are different from those of humidity and temperature. During the three precipitation events, the MAEs with 55 layers are smaller than those with 40 layers within 24 h, whereas they are comparable between 24 h and 48 h.
In the validation of surface meteorological elements, a small RMSE is used to indicate that the degree of prediction dispersion relative to the corresponding observation is small. The relative humidity in the three precipitation events is different in the two experiments. First, the RMSE with 55 layers is smaller than that with 40 layers. Using the June event as an example, the initial values are 12% with 55 layers and 20.5% with 40 layers, which is a difference of almost two times. Second, the daily RMSE change with 55 layers is smaller. The change in the June event is 14-21% with 40 layers and 12.5-15% with 55 layers. The difference characteristics of absolute humidity are similar.
The temporal RMSE changes for the 2 m temperature are identical between 40 layers and 55 layers, whereas the dispersion degree with 55 layers is smaller than that with 40 layers during the entire prediction timeline. Additionally, the daily RMSE temperature change with 55 layers is smaller; thus, the prediction results are better. The RMSE of wind speed (zonal and meridional) with 55 layers is smaller at the early stage of prediction and comparable at later stages of prediction.
In the three precipitation events, the spatial correlation coefficients of surface relative humidity, absolute humidity, and 2 m temperature with 55 vertical layers are all higher than those with 40 layers. This suggests that the higher the vertical resolution, the more accurate the model simulation for horizontal distributions of surface temperature and humidity. As for the simulation of spatial distribution for 10 m wind speed, the results with 55 layers are also better than those with 40 layers. However, the spatial correlation coefficient of wind speed is generally lower than that of temperature and humidity. The model's ability to simulate the spatial distribution of each element is best for temperature, followed by absolute humidity and relative humidity, and is worst for wind speed.
High-Altitude Elements
The sounding data were used for the upper level validation in Figure 13a and the stations in D02 were selected. The MEs of temperature prediction are smaller in the middle to lower layers of the troposphere; thus, the results with 55 layers are even better. The analysis of full wind speed ME shows that the model-predicted wind speed with 55 layers is higher than that with 40 layers.
In all three events, the TS scores of 24 h precipitation with 55 layers are all higher than those with 40 layers from light rain to heavy rain, and the heavier the precipitation, the more obvious the advantage with 55 layers, especially on 8 July and 11 August (Figures 11 and 12 ). Heavy rain scores with 55 layers are, respectively, 0.2 and 0.3, whereas those with 40 layers are, respectively, 0.05 and 0.1, smaller than those with 55 layers. The rainstorm score on 11 August is 0.1 with 55 layers and 0 with 40 layers. Thus, the model predictions for heavy rain and rainstorm are more accurate with 55 layers. The 48 h TS scores also show that the predictions with 55 layers are better than those with 40 layers.
In the three events, ETS scores are all lower than TS scores, and the 24 h ETS scores with 55 layers are all higher than those with 40 layers. Similar to TS scores, ETS scores also show that the heavier the precipitation, the higher the advantage of the prediction with 55 layers. The ETS scores of heavy rain on 8 July and 11 August are, respectively, 0.2 and 0.25 with 55 layers and, respectively, 0.05 and 0.1 with 40 layers. The ETS score of the rainstorm on 11 August is 0.1 with 55 layers and 0 with 40 layers, indicating the lack of a prediction technique. In addition, we compare the precipitation difference ( figure not shown) . Overall, the model-predicted precipitation is higher than the observed precipitation, and the prediction with 55 layers is higher than that with 40 layers. Atmosphere 2018, 9, x FOR PEER REVIEW 15 of 26 Figure 11 . The mean error (ME) of high-altitude elements in three weather processes (T: temperature; WSPD: wind speed; Q: specific humidity; RH: relative humidity). In the three events, ETS scores are all lower than TS scores, and the 24 h ETS scores with 55 layers are all higher than those with 40 layers. Similar to TS scores, ETS scores also show that the heavier the precipitation, the higher the advantage of the prediction with 55 layers. The ETS scores of heavy rain on 8 July and 11 August are, respectively, 0.2 and 0.25 with 55 layers and, respectively, 0.05 and 0.1 with 40 layers. The ETS score of the rainstorm on 11 August is 0.1 with 55 layers and 0 with 40 layers, indicating the lack of a prediction technique. In addition, we compare the precipitation Figure 12 . Equitable threat score (ETS) scores for three precipitation events.
The Assimilation of Conventional Data and Its Impact on Precipitation
The Design of Data Assimilation Schemes
NW-MNPS uses the modular 3DVAR included in the WRF package to assimilate conventional surface observations and air sounding data. Assimilation occurs daily at 00:00 UTC and 12:00 UTC to update model initial values. Using the NMC (National Meteorological Center) method [24] , this study conducts a statistical analysis of the 12 h and 24 h predictions for 1-31 August 2015, to generate a new background error covariance matrix (B matrix) that is suitable for northwestern China.
The assimilation experiments are four contrasting experiments including NODA without the assimilation of conventional surface observations or air sounding data; AWS, with the assimilation of only conventional surface observations; SOUNDING, with the assimilation of only air sounding data; and A + S (AWS + SOUNDING), with the assimilation of both conventional surface observations and air sounding data. Detailed station distributions are given in Figure 13 . The distribution of air sounding stations is rather homogeneous, whereas the distribution density of surface observations in the eastern and southern areas is higher than that in the northwestern, northeastern, and Qinghai-Tibet areas.
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Comparison of Assimilation Experiment Results
We compare the improvements provided by the four assimilation experiments for model prediction. Figures 14 and 15 show the comparison of 24 h accumulated precipitation on 8-9 July 2015 between the four assimilation methods and the actual observations. The precipitation zone in the A + S group is closer to the observation, and the precipitation zone in NODA shifts westward in Gannan and Linxia. The model predicts more precipitation than the observation, suggesting a biased performance of the forecast system. The 24 h TS score shows that compared to the NODA experiment, predicted technical scores improve for all precipitation intensity levels when data assimilation procedure is involved. Furthermore, the improvement is more significant for heavier precipitation cases. 
We compare the improvements provided by the four assimilation experiments for model prediction. Figures 14 and 15 show the comparison of 24 h accumulated precipitation on 8-9 July 2015 between the four assimilation methods and the actual observations. The precipitation zone in the A + S group is closer to the observation, and the precipitation zone in NODA shifts westward in Gannan and Linxia. The model predicts more precipitation than the observation, suggesting a biased performance of the forecast system. The 24 h TS score shows that compared to the NODA experiment, predicted technical scores improve for all precipitation intensity levels when data assimilation procedure is involved. Furthermore, the improvement is more significant for heavier precipitation cases.
Analysis of surface fields show that the errors in A + S, AWS, and SOUNDING are smaller than those in NODA at the initial time. This suggests that the assimilation of surface observations and upper-air sounding data has a positive impact for model initial values. Figure 16 shows the evolution of ME for each variable with time. The four schemes all capture the diurnal variation in the bias in 2 m temperature. The temperature bias predicted by the AWS scheme is lower. The forecast deviations of U (Wind component in the latitudinal direction), specific humidity (Q), and relative humidity (RH) of the four scenarios are negative throughout the forecast period, while the forecast deviations for V (Wind component in the meridional direction) and wind speed are positive for the entire forecast period. The 10 m U wind speed, Q, and RH deviations predicted by the AWS scheme are smaller than other schemes, and the predicted V wind speed and full wind speed is slightly larger than other schemes. Atmosphere 2018, 9, x FOR PEER REVIEW 18 of 26 scheme Figure 17 shows the evolution of MAE for each element. The absolute errors of 2 m T (temperature), 10 m U, V, and wind speed of AWS forecast are larger than other schemes in the first 36 h, while the A + S and SOUNDING schemes are absolute for these factors. The error is the smallest in the forecast before 36 hours. The absolute error of the A + S and SOUNDING schemes for Q and RH is quite small in the first 12 h. The absolute error after 12 h is slightly higher than other schemes, indicating that the initial field is in addition to the ground data and sounding data. The hourly forecast gets some improvement. In addition, it can be seen from the figure that the error of the initial moment of the NODA scheme is the largest among all the elements, indicating that the addition of ground data and sounding data at the initial time can effectively improve the accuracy of the initial value at the beginning. Figure 17 shows the evolution of MAE for each element. The absolute errors of 2 m T (temperature), 10 m U, V, and wind speed of AWS forecast are larger than other schemes in the first 36 h, while the A + S and SOUNDING schemes are absolute for these factors. The error is the smallest in the forecast before 36 hours. The absolute error of the A + S and SOUNDING schemes for Q and RH is quite small in the first 12 h. The absolute error after 12 h is slightly higher than other schemes, indicating that the initial field is in addition to the ground data and sounding data. The hourly forecast gets some improvement. In addition, it can be seen from the figure that the error of the initial moment of the NODA scheme is the largest among all the elements, indicating that the addition of ground data and sounding data at the initial time can effectively improve the accuracy of the initial value at the beginning. 
Model Prediction Validation
This section uses mainly the point_stat tool in MET to analyze the evaluation results of the 72 h prediction for NW-MNPS in D02. The duration is one year, from 1 May 2015 to 30 April 2016. 
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Assessment of the Overall Model Prediction Ability
Surface Elements
For surface prediction elements, we mainly tested the 2 m temperature, 10 m wind speed, and 2 m relative humidity. The year-round ME, MAE, and RMSE ( Figure 18 ) show daily changes in the 2 m temperature and 2 m relative humidity. The 2 m temperature prediction is low during the daytime and high during the nighttime, leading to a smaller diurnal difference, whereas the 2 m relative humidity prediction is high during the daytime and low during the nighttime, leading to a larger diurnal difference. The 10 m wind speed prediction is greater and has no daily change. The overall prediction results show that the prediction RMSEs of the 2 m temperature, 10 m wind speed and 2 m relative humidity for NW-MNPS are 3.0-4.0 K, 2.0-3.0 m/s, and 20%, respectively. The prediction errors of all three elements increase with an increased prediction timeline. 
High-Altitude Elements
The NW-MNPS model prediction of high-altitude elements with vertical height is given in Figure 19 . The year-round average prediction shows that the model predicted temperatures are low. The 24 h RMSEs are generally within 2 K at high altitudes, except at the land surface, and those of the 48 h and 72 h predictions are within 2-4 K. The model prediction error of air temperature is greater in the lower layers than that in the higher layers. The model prediction of relative humidity is higher, with an RMSE of approximately 20%. Additionally, the model-predicted relative humidity error is greater in higher layers than that in lower layers. The model-predicted wind speed error is greater at lower levels and smaller at higher levels. The RMSEs at higher levels are greater than in lower layers by approximately 3-4 m/s.
Precipitation
The NW-MNPS model prediction effects of 24 h precipitation are shown by TS, ETS, and FBIAS (fractional bias) (Figure 20) . The cumulative number of light rains is between 500 and 4500 per month in D02 and that number of moderate rains is between 80 and 600. Very few heavy events happed (only five times). With an increase in the model prediction timeline, the scores decrease and the prediction effect deteriorates. We assess it using the average year-round precipitation scores. The TS scores show that the model TS score is over 0.4 for the 24 h light rain, whereas it is relatively low with rains stronger than moderate, especially for downpours, for which the score is generally 0. The ETS scores show that the ETS of the model-predicted light rain is approximately 0.3, whereas it is relatively low for rains stronger than moderate. The prediction error shows that the model over predicts precipitation for light and moderate rain, especially for light rain, which can be twice as high. However, the model prediction of precipitation stronger than heavy rain is less, especially rainstorm prediction. The precipitation probability in the northwestern region shows that this region is dominated by light and moderate rain, and heavy rains and even stronger rains are relatively rare, especially rainstorms and downpours. Thus, this model can effectively predict general precipitation events, whereas its prediction of heavy rains with a small probability is much worse.
Statistics of the Year-Round Evaluation
The following section analyzes the statistics of the NW-MNPS model prediction of surface elements, high-altitude elements, and precipitation with different timelines (24 h The NW-MNPS model prediction of high-altitude elements with vertical height is given in Figure 19 . The year-round average prediction shows that the model predicted temperatures are low. The 24 h RMSEs are generally within 2 K at high altitudes, except at the land surface, and those of the 48 h and 72 h predictions are within 2-4 K. The model prediction error of air temperature is greater in the lower layers than that in the higher layers. The model prediction of relative humidity is higher, with an RMSE of approximately 20%. Additionally, the model-predicted relative humidity error is greater in higher layers than that in lower layers. The model-predicted wind speed error is greater at lower levels and smaller at higher levels. The RMSEs at higher levels are greater than in lower layers by approximately 3-4 m/s. Figure 19 . High-altitude element prediction average error, absolute error, and root-mean-square error with height vertical profile.
Precipitation
The NW-MNPS model prediction effects of 24 h precipitation are shown by TS, ETS, and FBIAS (fractional bias) (Figure 20) . The cumulative number of light rains is between 500 and 4500 per month in D02 and that number of moderate rains is between 80 and 600. Very few heavy events happed (only five times). With an increase in the model prediction timeline, the scores decrease and the predicts precipitation for light and moderate rain, especially for light rain, which can be twice as high. However, the model prediction of precipitation stronger than heavy rain is less, especially rainstorm prediction. The precipitation probability in the northwestern region shows that this region is dominated by light and moderate rain, and heavy rains and even stronger rains are relatively rare, especially rainstorms and downpours. Thus, this model can effectively predict general precipitation events, whereas its prediction of heavy rains with a small probability is much worse. 
Statistics of the Year-Round Evaluation
The following section analyzes the statistics of the NW-MNPS model prediction of surface elements, high-altitude elements, and precipitation with different timelines (24 . Average error and root-mean-square error of temperature, relative humidity, and wind speed at surface and 500 hPa.
High-Altitude Elements
The evaluation of the NW-MNPS model prediction of high-altitude elements focuses on the temporal changes in average errors and RMSEs of the 24 h 500 hPa temperature, relative humidity, and wind speed (Figure 21) . The model prediction of air temperatures for different seasons shows that model prediction is best during summer, with RMSEs remaining below 2 K, and relatively worse during winter. The results are unstable and partially exceed 2 K, indicating that the model prediction Figure 21 . Average error and root-mean-square error of temperature, relative humidity, and wind speed at surface and 500 hPa.
The evaluation of the NW-MNPS model prediction of high-altitude elements focuses on the temporal changes in average errors and RMSEs of the 24 h 500 hPa temperature, relative humidity, and wind speed (Figure 21) . The model prediction of air temperatures for different seasons shows that model prediction is best during summer, with RMSEs remaining below 2 K, and relatively worse during winter. The results are unstable and partially exceed 2 K, indicating that the model prediction of winter weather requires further improvement. The seasonal differences of model prediction for relative humidity and wind speed are clear, with worse prediction during the winter.
Twenty-Four Hour Precipitation
The annual changes in the NW-MNPS model prediction for the 24 h precipitation at different levels are given in Figure 22 . We evaluate mainly the TS scores of light rain, moderate rain, and heavy rain in the northwestern area. Precipitation predictions at different levels show that the TS score of the light rain prediction is highest. The TS scores of the model-predicted precipitation for different seasons show that the TS score of the model-predicted 24 h precipitation is highest during summer, with a maximum of up to 0.8 and worst during winter, with values generally lower than 0.6. Since winter precipitation is sparse, the TS scores of the predicted precipitation with levels equal to, or greater, than moderate are generally 0. 
Conclusions and Discussion
Based on the WRF model, the Northwest Mesoscale Numerical Prediction Service and Experiment System (NW-MNPS) has been developed. We tested the impact of assimilating ground and sounding data, increasing vertical layers (from 40 into 55), and changing land-use and cover data on predictability of the NW-MPS. The simulation was performed July and December 2015 (i.e., 1-31 Figure 22 . TS score changes over 24 h prediction of (a) light rain, (b) moderate rain, and (c) heavy rain.
Based on the WRF model, the Northwest Mesoscale Numerical Prediction Service and Experiment System (NW-MNPS) has been developed. We tested the impact of assimilating ground and sounding data, increasing vertical layers (from 40 into 55), and changing land-use and cover data on predictability of the NW-MPS. The simulation was performed July and December 2015 (i.e., 1-31 July, 1-31 December). Predicted precipitation, 2 m air temperature, 10-m wind speed, as well as relative humidity, temperature, wind speed, and specific humidity profile are compared with the observations. The conclusions are summarized as follows:
1.
Adding a data assimilation process can significantly enhance and improve the prediction ability and performance of the system. The results suggest that assimilating ground or air sounding data to the system can significantly improve the forecast skills although assimilating both data has the largest improvement. If different forecast periods are compared, data assimilation has most significant improvement for its 6-9 h forecast product.
2.
Analysis of surface fields shows that the simulated spatial distributions/patterns are closer to the observations when the sensitivity with 55 vertical layers and control experiment with 40 vertical layers are compared. The sensitivity experiment has smaller averaged errors for 48 h predicted 2 m air temperature, absolute humidity, and relative humidity when compared to the control experiment, in particular at the initial time. As forecast time increases, the difference between sensitivity and control experiment decreases.
3.
Comparisons of the 24 h predictions of high-altitude elements show that the full wind speed prediction with 55 layers is greater than that with 40 layers. The scores of the 24 h precipitation prediction show that the TS and ETS of different precipitation levels with 55 layers are all higher than those with 40 layers. Additionally, the higher the precipitation level is, the better the advantage of the 55 layer model.
4.
Updating the vegetation coverage data in the WRF model can accurately reflect the actual conditions in some areas and improve prediction results. The updated land-use data can reduce error in all three model domains.
Evaluation of the year-round model predictions of surface and high-altitude elements shows that model prediction errors of all types are within the reliable ranges. Prediction accuracy decreases with increases in the prediction timeline. In addition, model land-use parameters can greatly impact model predictions, including topography, land cover, and soil moisture. Thus, in a later version of the model, the databases used for terrestrial processes will be updated based on the latest remote sensing data. 
