Abstract-Equivalence relations can be used to reduce the state space of a system model, thereby permitting more efficient analysis. We study backward stochastic bisimulation in the context of model checking continuous-time Markov chains against Continuous Stochastic Logic (CSL) properties. While there are simple CSL properties that are not preserved when reducing the state space of a continuous-time Markov chain using backward stochastic bisimulation, we show that the equivalence can nevertheless be used in the verification of a practically significant class of CSL properties. We consider an extension of these results to Markov reward models and Continuous Stochastic Reward Logic. Furthermore, we identify the logical properties for which the requirement on the equality of statelabeling sets (normally imposed on state equivalences in a model-checking context) can be omitted from the definition of the equivalence, resulting in a better state-space reduction.
is a verification method which automatically establishes whether a formal description of the system satisfies a desired property, based on a (partial or exhaustive) exploration of the state space. Examples of properties which are verified by model checking are absence of deadlock or reachability of goal states. Typically, the system is described in terms of highlevel languages such as Petri nets or process algebras, the underlying semantics of which take the form of labeled transition systems, whereas the property to be verified is specified in terms of a propositional or temporal logic, such as CTL [18] or LTL [35] . A number of model-checking tools have been developed, such as SMV [17] and SPIN [29] , and have been used successfully to verify properties of hardware and software systems.
Systems which exhibit nontrivial probabilistic or stochastic behavior, such as randomized algorithms or faulttolerant systems, are more appropriately modeled using formalisms such as stochastic Petri nets [1] or stochastic process algebra [26] , [24] , [6] , the underlying semantics of which take the form of Markov chains. In particular, model checking algorithms for continuous-time Markov chains (CTMCs) have been developed, where the property to be verified is described in terms of the extension of the temporal logic CTL called Continuous Stochastic Logic (CSL) [3] , [9] . The logic CSL provides a formal way to describe potentially complex properties which refer to the performance of a stochastic system. It includes a probabilistic operator, which can refer to the probability with which a certain property is satisfied, and a steady-state operator, which can refer to the probabilities of the system being in certain states in equilibrium. Model-checking tools such as PRISM [31] and E ' MC 2 [25] have been used to analyze the CSL properties of stochastic systems in application areas such as fault-tolerant systems, manufacturing systems, and biological processes. Extending CTMCs with rewards results in Markov reward models, which permit the computation of classical performance measures such as throughput and the mean number of clients in a system's queue. Accordingly, CSL has been extended to obtain the logic Continuous Stochastic Reward Logic (CSRL), the formulae of which are model checked on Markov reward models [7] .
The practical applicability of model checking, whether in the traditional or stochastic setting, is often limited by the excessive size of the system's state space. One method to reduce the size of the state space is to use a notion of state equivalence in order to combine suitably equivalent states into a single superstate. In the context of Markov chains, lumpability [33] is a well-established notion of state equivalence. Given a state equivalence, the resulting, reduced state space, called a quotient (for example, the lumped state space in the case of Markov chains), can then be used for analysis. In this paper, we study the use of equivalence relations to reduce the state space of CTMCs. Forward bisimulation of stochastic systems, which is related to the notion of ordinary (or strong) lumpability of Markov chains, has been widely studied [33] , [13] , [26] , [24] , [6] , [10] . Instead, our focus is on backward stochastic bisimulation, which is related to exact lumpability on Markov chains [36] , [12] , [14] . In contrast to forward bisimulation on stochastic systems, which is defined according to conditions on the outgoing transitions of a state, backward stochastic bisimulation is defined according to the incoming transitions of a state and the state's total exit rate. An advantage of backward stochastic bisimulation over its forward counterpart is that, given an appropriate side condition on the initial distribution of the CTMC, each state within each equivalence class has an equal probability, both for the transient and steady-state distributions. This permits us to obtain the transient and steady-state probabilities of the states of the CTMC by computing the corresponding probabilities on the backward stochastic bisimulation quotient. We study backward stochastic bisimulation in the context of model checking properties of the temporal logic CSL. A useful property that an equivalence for reducing the state space of a system model can have in this context is that all states within a class of the equivalence either satisfy a temporal logic formula or they do not satisfy it. In such a case, it suffices to reason about equivalence classes rather than states, as classes can be used to identify exactly the state sets which satisfy a formula. On the one hand, there are CSL properties that are not preserved in this way when reducing the state space of a CTMC using backward stochastic bisimulation: For example, probabilities of reaching state sets in the future may differ in backward stochastic bisimilar states. We show in this paper that, on the other hand, backward stochastic bisimulation can be used in the verification of a practically significant class of CSL properties, namely, those formulae without nesting of probabilistic or steady-state operators, given an initial distribution of the CTMC.
We consider an extension of these results to Markov reward models and CSRL. Furthermore, in the context of qualitative properties, we extend the results of Buchholz [14] to show that backward stochastic bisimilar states exhibit the same infinite traces and, therefore, satisfy the same properties of the linear-time temporal logic LTL. This result makes use of the approach of Lynch and Vaandrager [34] for forward and backward simulation relations of untimed, nonstochastic transition systems. Finally, we also show how forward and backward stochastic bisimulation may be used together in the context of a class of CSL properties in which a steady-state operator is nested within a probabilistic operator.
The forward (or backward) stochastic bisimulation quotient of a CTMC with n states and m transitions can be computed using the Oðm log nÞ algorithm defined by Derisavi et al. [22] . This quotient is essentially the strongly (or exactly) lumped CTMC.
In Section 2, we recall the definition of CTMCs and, in Section 3, both forward and backward stochastic bisimulation are defined. We consider the qualitative properties of backward stochastic bisimulation in Section 4, whereas, in Section 5 and Section 6, the use of backward stochastic bisimulation in the verification of subclasses of CSL and CSRL properties, respectively, is explored. In Section 7, we study how the subclass of CSL considered in Section 5 may be extended by applying backward stochastic bisimulation to certain parts of the state space of a CTMC and forward stochastic bisimulation elsewhere. In Section 8, we compare the reductions obtained from forward and backward stochastic bisimulation when applied to two case studies. Finally, in Section 9, we conclude the paper. A conference version of this paper appeared as [37] ; we extend that version with a proof of Theorem 5.1 and Sections 6 and 8.
CONTINUOUS-TIME MARKOV CHAINS
We consider continuous-time Markov chains with a labeling condition which associates with every state a set of atomic propositions which are valid in that state. Let AP be a set of atomic propositions, which will be fixed throughout the remainder of the paper, and let IR !0 be the set of nonnegative reals. A probability distribution on a set of elements S is a function : S ! ½0; 1 such that P s2S ðsÞ ¼ 1. We use s to denote the probability distribution with probability 1 in the single element s. absorbing. Let P ath C be the set of paths of C. Let be a probability distribution on the set S of states. The probability measure given by using the standard cylinder set construction is denoted by P rob C [9] : Then, for a set of paths P ath C , the probability of C exhibiting the paths in after commencing from the starting distribution is P rob C ðÞ. Often, we let the starting distribution be the initial distribution of the CTMC (that is, ¼ p) or let the starting distribution assign probability 1 to a single state; in the latter case, we write P rob C s rather than P rob A transient probability is the probability of being in a certain state s at time t given an initial distribution . In the modelchecking context, we can express a transient probability in terms of paths as C ð; s; tÞ ¼ P rob C f! 2 P ath C j !@t ¼ sg. The steady-state probabilities are used to refer to the longrun average probability of the CTMC being in a state, and are defined by C ð; sÞ ¼ lim t!1 C ð; s; tÞ. If the CTMC is ergodic, the steady-state distribution does not depend on , and we write C ðsÞ rather than C ð; sÞ. For S 0 S, let C ð; S 0 ; tÞ ¼ P s2S 0 C ðð; s; tÞ and let C ð; S 0 Þ ¼ P s2S 0 C ð; sÞ. Next, we consider an extension of CTMCs with realvalued rewards (or costs) in each state [30] , [7] . Definition 2.2. A Markov reward model (MRM) is a quintuple ðS; R; p; L; Þ comprising a CTMC ðS; R; p; LÞ and a reward structure : S ! IR !0 which associates a realvalued reward (or cost) with each state.
The finite and infinite paths of the CTMC associated with an MRM are used to define the respective sets of finite and infinite paths of the MRM. More precisely, for the MRM M ¼ ðS; R; p; L; Þ, where C ¼ ðS; R; p; LÞ, we let P ath M ¼ P ath C . Furthermore, let P rob
for all distributions on S, from which it follows that P rob
The reward accumulated along a path ! until time t 2 IR !0 , denoted by yð!; tÞ, is defined in the following way: 
STOCHASTIC BISIMULATION
We proceed to define the state equivalence relation for CTMCs called stochastic bisimulation. The equivalence is studied in two principal forms: the first, forward bisimulation, identifies states as equivalent if their outgoing transitions can be related, whereas the second equivalence, backward bisimulation, identifies states as equivalent if their incoming transitions can be related. Forward stochastic bisimulation is related to the notion of ordinary lumpability (also called strong lumpability) in Markov chains [33] , while backward stochastic bisimulation is related to exact lumpability [36] . Unlike lumpability, we base the equivalences on the rate transition function R of the CTMC and not its infinitesimal generator (hence, our equivalences take selfloops into account). Given a CTMC C ¼ ðS; R; p; LÞ, a state s 2 S, and a set of states C S, let Rðs; CÞ ¼ P [14] . Our definition of backward stochastic bisimulation includes a condition which stipulates that the exit rates of equivalent states are the same, which is necessary in our context for making the equivalence useful for the verification of CSL path properties (that is, the properties "next" and "until," see Section 5). As noted above, this condition on exit rates is implicit in the definition of forward stochastic bisimulation. We now consider three "static" conditions on states, which can be combined with the two definitions of stochastic equivalence given above to obtain equivalence relations which can be more distinguishing. First, we consider a condition which requires that equivalent states must have the same initial probability (possibly 0); the next two conditions require equality of state-labeling and rewards, respectively, in equivalent states. We formally introduce the definitions for MRMs, but the first two conditions can also be applied to stochastic bisimulation on CTMCs. We use the subscripts I, L, and R to denote the initial, state-labeling, and reward conditions, respectively, that an equivalence satisfies. For example, I denotes an equivalence relation satisfying the initial condition, LR satisfies the state-labeling and reward conditions, whereas ILR satisfies all three conditions. The imposition of a statelabeling is standard when relating temporal logic and bisimulation [5] , [2] , [28] , [9] (and is another factor which distinguishes the notion of lumpability from that of stochastic bisimulation). The reward condition was employed previously in [8] . The initial condition is relevant in the case of the calculation of transient probabilities of a CTMC and steady-state probabilities for nonergodic CTMCs. We combine the notation for stochastic bisimulation and the static conditions of Definition 5 to obtain new equivalences, for example, ffi f I (the coarsest forward stochastic bisimulation satisfying the initial condition) or ffi b LR (the coarsest backward stochastic bisimulation satisfying both the state-labeling and reward conditions).
The definition of an equivalence relation on the state space of an MRM can be used to define a quotient MRM, the states of which are classes of the equivalence relation. We consider the definition of Buchholz [14] . Again, the definition can be applied to a CTMC by equipping the CTMC with an arbitrary reward function, building the quotient, then by considering only the CTMC of the resulting quotient MRM.
Definition 3.4 [14] . Let M ¼ ðS; R; p; L; Þ be an MRM and be an equivalence relation on S. The quotient of M is an MRM M= ¼ ðS= ; R= ; p= ; L= ; = Þ, where:
. S= is the set of equivalence classes of ;
. R= : S= Â S= ! ½0; 1 is defined such that, for each pair of classes C; C 0 2 S= , we have:
. p= : S= ! ½0; 1 is defined by p= ðCÞ ¼ P s2C pðsÞ for each C 2 S= ;
. L= : S= ! 2 AP is defined by L= ðCÞ ¼ S s2C LðsÞ for each C 2 S= ; . = : S= ! IR !0 is defined by = ðCÞ ¼ P s2C ðsÞ jCj for each C 2 S= .
For each C 2 S= , if satisfies the state-labeling condition, then L= ðCÞ ¼ LðsÞ for each/any state s 2 C; similarly, if the equivalence satisfies the reward condition, then = ðCÞ ¼ ðsÞ for each/any state s 2 C. We note that the labeling function L= will be used in this paper only in the context of equivalence relations which satisfy the statelabeling condition (hence, L= could have been equally defined as the intersection, rather than the union, of the label sets of a class's constituent states). In the case in which is a forward stochastic bisimulation, the definition above collapses to the definitions of [13] , [26] , [9] .
Recall the CTMCs C A and C B of Fig. 1 Similarly, the quotient C B = ffi b of C B with respect to ffi b is comprised of the same state set S= ffi b ¼ S= ffi f and the rate transition function R= ffi b , which is identical to R= ffi f except that R= ffi b ðfs 1 ; s 2 g; fs 0 gÞ ¼ 2. Given the definition of initial and labeling conditions for C A and C B , the corresponding conditions of the quotient CTMCs can be defined according to Definition 3.4.
Both the forward and backward stochastic bisimulation equivalence classes of a CTMC can be computed in time OðjRj log jSjÞ, where jRj is the number of state pairs with positive rate according to R (that is, the number of nonzero entries in the matrix induced by R) [22] .
We recall the following result from [14] , which relates the transient and steady-state probabilities of the original and quotient CTMCs obtained from backward stochastic bisimulation under the initial condition (or under a combination of conditions, including the initial condition). More precisely, the theorem specifies that each state in an equivalence class has the same probability of being reached after t time units and that this probability can be obtained by calculating the probability of reaching the class after t time units in the quotient system and then dividing by the cardinality of the class.
Theorem 3.1 [14] . Let C ¼ ðS; R; p; LÞ be a CTMC and C= be its quotient CTMC with respect to 2 fffi
for all classes C 2 S= and for any state s 2 C, we have: C ðp; s; tÞ ¼ C= ðp= ; C; tÞ jCj :
Note that this theorem implies that C ðp; sÞ ¼ C= ðp= ; CÞ=jCj for 2 fffi
The theorem describes the main (theoretical) advantage of backward equivalence over forward equivalence, for which the theorem does not hold.
In this section, we briefly consider the qualitative properties of backward stochastic bisimulation. More precisely, we add to the results of Buchholz [14] , which described the equivalence of the set of finite behaviors of the unreduced CTMC and that of its quotient CTMC, to show the equivalence of the sets of infinite behaviors of the unreduced CTMC and its quotient CTMC.
A transition system T ¼ ðS; ); " ; LÞ is a tuple comprised of a finite set S of states, a transition relation ) S Â S, a set of initial states " S, and a labeling function
Definition 4.1. The transition system of a CTMC C ¼ ðS; R; p; LÞ is the tuple T C ¼ ðS; ); " ; LÞ, where:
. ) S Â S is such that ðs; s 0 Þ 2) if and only if Rðs; s 0 Þ > 0 and . " S is such that s 2 " if and only if pðsÞ > 0.
An initialized path of T C is an infinite sequence s 0 s 1 s 2 Á Á Á such that s 0 2 " and ðs i ; s iþ1 Þ 2) for all i 2 IN. The trace of an initialized path s 0 s 1 s 2 Á Á Á is the sequence Lðs 0 ÞLðs 1 ÞLðs 2 Þ Á Á Á . The set of traces of a transition system, denoted by TracesðTÞ, is the set of traces of all initialized paths of T.
We now proceed to define backward bisimulation on transition systems, following [34] . Given a transition system, let ' b IL be the coarsest backward bisimulation which satisfies the initial condition and the state-labeling condition. Given two transition systems,
and vice versa).
It follows from the work of Lynch and Vaandrager concerning backward simulations of (image-finite) transition systems [34] that the sets of traces of (finite-state) backward bisimilar transition systems are equal, as stated formally by the following theorem. The second task is to show that s 2 C implies that s 2 " if and only if C 2" . On the one hand, s 2 " implies that pðsÞ > 0. Then, as s 2 C and aspðCÞ ¼ P s2C pðsÞ, we have thatpðCÞ > 0 and, therefore, C 2 " . Hence, s 2 " implies C 2" . On the other hand,pðCÞ > 0 implies pðsÞ > 0 because ffi b IL satisfies the initial condition and, therefore, pðsÞ is equal for all states in C. Hence C 2" implies s 2 " .
The third task is to show that s 2 C implies that: Because trace equivalence implies equivalence of lineartime temporal logic (LTL) properties, these results mean that we can use the quotient CTMC C= ffi b IL in place of the unreduced CTMC C for qualitative model checking of such properties. We note that trace sets may include traces exhibited with probability 0 and, therefore, our results are oriented toward traditional model checking of linear properties over all system traces, rather than probabilistic model checking over the set of traces exhibited with probability 1 [38] , [21] .
CONTINUOUS STOCHASTIC LOGIC

Syntax and Semantics
We now recall the syntax and semantics of Continuous Stochastic Logic (CSL) [3] , [9] .
Definition 5.1. The syntax of CSL is defined as follows:
È ::¼ a j È^È j :È j P ffl ðX I ÈÞ j P ffl ðÈU I ÈÞ j S ffl ðÈÞ;
where a 2 AP is an atomic proposition, I IR !0 is a nonempty interval, ffl2 f<; ; !; >g is a comparison operator, and 2 ½0; 1 is a probability.
A formula of CSL refers to a property which is either satisfied or not satisfied in a given state of a CTMC. We often refer to CSL formulae as state formulae. Instead, the subformulae X I È and È 1 U I È 2 are interpreted as being satisfied or not satisfied for a path of the CTMC. These path formulae are interpreted as follows: X I È is true for a path if the state reached after the first transition along the path satisfies È and the duration of this transition lies in the interval I; the formula È 1 U I È 2 is true along a path if È 2 is true at some state along the path, the time elapsed before reaching this state lies in I, and È 1 is true along the path until that state. The probabilistic quantifier P is used to refer to the probability of satisfying a path formula, while the steady-state quantifier S refers to the steady-state probability of satisfying a CSL subformula. Examples of CSL formulae, taken from [9] , are the following: The formula S 10 À5 ðaÞ is satisfied in state s if the probability of being in a state labeled by the atomic proposition a in steadystate is not greater than 0.00001, having started execution from s (obviously, the truth value is not influenced by s if the CTMC is ergodic). The formula P 0:01 ðaU ½10;20 bÞ is satisfied in state s if the probability of being in a b-labeled state after between 10 and 20 time units have elapsed, while remaining in a-labeled states before that point, is not greater than 0.01 for system behaviors leaving s. The formula S !0:9 ðP <0:2 ðtrueU ½0;10 aÞÞ is satisfied in state s if, in equilibrium with probability at least 0.9, the probability over all possible paths of reaching an a-labeled state, within 10 time units, is at most 0.2. Finally, the formula P !0:5 ð:aU ½10;20 S !0:8 ðb _ cÞÞ is satisfied in state s if, with probability at least 0.5, we will reach, from s, a state between 10 and 20 time units (while avoiding a-states) in which the probability of being in a b or c-labeled state in equilibrium is at least 0.8.
Next, we recall the satisfaction relation for which s È indicates that the CSL formula È is satisfied in state s. Given the satisfaction relation , let SatðÈÞ ¼ fs 2 S j s Èg.
Definition 5.2 [9] . For C ¼ ðS; R; p; LÞ and state s 2 S, the satisfaction relation is defined as follows:
is defined and !ð1Þ È^ð!; 0Þ 2 I ! È 1 U I È 2 iff 9t 2 I:!@t È 2 and 8t 0 2 ½0; tÞ:@!t 0 È 1 :
Normally, CSL formulae are evaluated on the states of a CTMC, that is, the output of the CSL model-checking algorithm is the set of states of the CTMC which satisfy the formula. However, we can also consider the interpretation of CSL formulae, not only on individual states of a CTMC, but also on the entire CTMC, taking into account its initial distribution function. For example, we can say that a CTMC satisfies the CSL formula P ! ð'Þ if and only if the probability of the '-satisfying paths, weighted by the probabilities of their starting states given by the initial distribution, is ! . Such an interpretation of CSL on CTMCs makes sense only for formulae for which the outermost operator is a probabilistic or steady-state quantifier P or S. Furthermore, in the sequel, it will be useful to reason about the sublogic of CSL which does not feature arbitrary nesting of the probabilistic quantifier P.
Observe that we can construct a parse tree for a CSL formula, the leaves of which are the formulae of length 1 (atomic propositions) and the root of which is the formula itself. For a CSL formula È, we use the convention that the set of its subformulae includes È itself, whereas its strict subformulae is the set of subformulae of È minus È itself.
Definition 5.3. For Q 2 fP; Sg, a Q-outermost formula of CSL is a formula for which the outermost operator (at the root of the parse tree of the formula) is Q. A formula È of CSL is Q-nesting free if Q does not appear in any of the strict subformulae of È.
Observe that all of the examples of CSL formulae listed above are P or S-outermost. The first two are P and S-nesting-free, whereas the third is S-nesting-free and the fourth is P-nesting-free. We recall that the CSL variant of [11] for model checking semi-Markov processes is P and S-nesting-free.
By considering the initial distribution of a CTMC, we can reason about whether a CTMC satisfies a S or P-outermost CSL formula.
Definition 5.4. For C ¼ ðS; R; p; LÞ and S or P-outermost CSL formula S ffl ðÈÞ or P ffl ð'Þ, the satisfaction relation is defined as follows:
Stochastic Bisimulation and CSL
In this section, we identify which of the stochastic bisimulation relations defined in Section 3 can be used to define quotient CTMCs for verifying CSL formulae.
Equivalences with the State-Labeling Condition
We start with a review of results concerning forward stochastic bisimulation equivalence with the state-labeling condition ffi f L and its relation to CSL. Let C ¼ ðS; R; p; LÞ be a CTMC and È be a CSL formula. Then, from [9] [23] . In contrast to the case of forward stochastic bisimulation, backward stochastic bisimulation cannot in general be used to define quotient CTMCs from which results of arbitrary CSL formulae can be derived. This is a consequence of the fact that states satisfying the same CSL formulae are ffi 
IL
. Now, consider the CSL subformula P >0 ðX ½0;1Þ aÞ, which requires that an a-labeled state is reachable in one step with positive probability. As s 5 is the only a-labeled state, this property reduces to requiring that s 5 is reachable in one step with positive probability. Consider the case in which this subformula is nested inside another formula, such as S !0:5 ðP >0 ðX ½0;1Þ aÞÞ or b^P >0 ðX ½0;1Þ aÞ. Then, our aim is to obtain the set of states which satisfy the property P >0 ðX ½0;1Þ aÞ so that this set can be used when verifying the properties within which P >0 ðX ½0;1Þ aÞ is nested. However, note that P >0 ðX ½0;1Þ aÞ is satisfied in the class fs 1 ; s 2 g of
and in the state s 2 of C, but not in s 1 . The problem is that the construction of the class fs 1 ; s 2 g does not retain the distinction about the probability of the future behavior from the states within fs 1 ; s 2 g. Hence, the threshold ffl of a probabilistically quantified path formula could be satisfied by some states of a class and not by others.
This characteristic is also exhibited in the case of the until path operator (for example, P >0 ðtrueU ½0;1Þ aÞ) and the steady-state operator S. With regard to the latter, consider the formula S >0 ðaÞ and say that this formula is nested within another formula. Then, the formula is false in the state s 1 because the system cannot reach state s 5 , which forms the only bottom strongly connected component in which a holds. However, the formula S >0 ðaÞ is true in the state s 2 and in the class fs 1 ; s 2 g. In a CTMC that is not strongly connected, the steady-state distribution depends on the probabilities with which its bottom strongly connected components are reached; as indicated by the previous paragraph, backward stochastic bisimulation does not preserve exact reachability probabilities in equivalent states.
Hence, we are unable to identify the set of states which satisfy arbitrary CSL formulae using the quotient CTMC obtained using backward stochastic bisimulation. However, if we restrict our attention to a subclass of CSL, the picture is different: Backward stochastic bisimulation can be used to define a quotient CTMC on which P or S-outermost, P and S-nesting-free CSL formulae can be verified. If, for example, we consider the formula P >0 ðX ½0;1Þ aÞ in isolation, then the formula will be true when interpreted on both C and on C= ffi b IL (taking the initial distributions into account). We commence with a lemma which specifies that the probability of any class in the quotient CTMC satisfying a path formula X I È or È 1 U I È 2 is the average of the probabilities of satisfying the formula in the constituent states of the class. 
The proof of this lemma is given in the Appendix. The lemma can be used to establish the following result:
Theorem 5.1. Let C ¼ ðS; R; p; LÞ be a CTMC and È be a P or S-outermost, P and S-nesting-free CSL formula. Then, C È if and only if C= ffi b IL È.
Proof. Let C ¼ ðS; R; p; LÞ be a CTMC and È be a P; S-nesting-free CSL formula. We aim to show that whereas SatCðÉÞ is the set of states of the quotient CTMCC satisfying É. Case: È is a steady-state formula. That is, we consider the case in which È is of the form S ffl ðÉÞ. As the formula is P; S-nesting-free, the subformula É is a formula of the Given that this property holds, we now prove that the probabilities of the path formulae ' in C andC agree, hence establishing that C P ffl ð'Þ if and only ifC P ffl ð'Þ. From the definition of the probability measures P rob C p and P robC p , we have P rob 
Removing the State-Labeling Condition for Basic S Formulae
We now show how the state-labeling condition of stochastic bisimulation can be weakened for certain CSL formulae, thereby resulting in a potentially smaller quotient CTMC. As indicated in [9] , restricting the state-labeling condition to only those atomic propositions that appear in a CSL formula still permits us to obtain a quotient structure which preserves the formula (in the case of forward and backward equivalences). We go further in the case of an outermost S-operator (which is P and S-nesting-free) and show that it suffices to consider backward stochastic bisimulation without a state-labeling condition. The result depends heavily on the equiprobability of equivalent states (recall Theorem 3.1) and it therefore applies only to backward stochastic bisimulation. The quotient CTMC that results from such an equivalence is then subject to the following, slightly modified CSL-model-checking algorithm in order to obtain meaningful results concerning the original CTMC. Let È be an S-outermost, P and S-nesting-free CSL formula. Then, È is of the form S ffl ðÉÞ, with É defined by É ::¼ a j É^É j :É. Due to the equiprobability of backward bisimilar states, we can evaluate È using ffi , we obtain jC \ Sat C ðÉÞj, the number of states within the class which satisfy the formula É (this number can be computed locally by considering the class C in isolation). Then, the total steady-state probability for the set of states within the class which satisfy É can be obtained by considering the steady-state probability computed for the class on the quotient CTMC, multiplied by the proportion of the states which satisfy È to the total number of states in the class, jC \ Sat C ðÉÞj=jCj. This process can be repeated for all classes and the sum of the obtained steady-state probabilities over all classes gives the required steady-state probability for the unreduced CTMC. Hence, we have obtained a modelchecking method for S-outermost, S, P-nesting-free steadystate properties on a quotient CTMC which is independent of the state-labeling function. Recalling that the time complexity of model checking the steady-state operator given in [9] is OðjSj 3 Þ, we see that the extra time complexity of having to count the number of the states of interest in each equivalence class (that is, OðjSjÞ) does not increase the overall complexity.
CONTINUOUS STOCHASTIC REWARD LOGIC
Syntax and Semantics
We briefly recall the definition of Continuous Stochastic Reward Logic (CSRL) [7] . The syntax of CSRL is identical to that of CSL, except that, in place of the path formulae X I È and È 1 U I È 2 , we have the path formulae X I J È and È 1 U I J È 2 , where the interval J IR !0 represents a bound on the reward accumulated along a path. The formula X I J È is satisfied by a path if the state reached after the first transition along the path satisfies È, the duration of this transition lies in the interval I, and the reward accumulated before the transition lies in the interval J. Similarly, the formula È 1 U I J È 2 is satisfied by a path if È 2 is satisfied by some state along the path, the accumulated time and reward before this state lie in I and J, respectively, and È 1 is satisfied along the path until that state. For example, P !0:98 ðaU ½0;30 ½7;1Þ bÞ is satisfied by a state if, with probability at least 0.98, the atomic proposition b holds at some point at which no more than 30 time units have elapsed and at least seven units of reward have been accumulated and a holds until that point.
We now recall the formal semantics of CSRL. The semantics for the atomic propositions, Boolean operators, and probabilistic and steady-state quantifiers P and S are the same as for CSL, as expressed in Definition 5.2. It therefore suffices to define the semantics of the path formulae. Recall the definition of elapsed time ðÁ; ÁÞ and accumulated reward yðÁ; ÁÞ from Section 2. Definition 6.1. For M ¼ ðS; R; p; L; Þ and a path ! 2 P ath, the satisfaction relation is defined as follows: We also consider the operators E J ðÈÞ, E t J ðÈÞ, and C I J ðÈÞ of the extension of CSRL introduced in Baier et al. [7] , which we refer to as CSRL E;C . For an MRM M with the initial distribution p, time t, and set of states S 0 , we consider the instantaneous reward M ðp; S 0 ; tÞ ¼ P s2S 0 M ðp; s; tÞ Á ðsÞ and the long run reward rate M ðp; S 0 Þ ¼ P s2S 0 M ðp; sÞ Á ðsÞ. Although the semantics of these operators can be defined on states (see [7] ), we instead define their semantics on MRMs. Before doing so, we rewrite Definition 5.3 to reason about classes of CSRL E;C formulae by considering Q 2 fP; S; E; Cg rather than Q 2 fP; Sg in order to refer to, for example, E-outermost or C-nesting-free formulae. Then, as in the case of CTMCs, we can reason about whether an MRM satisfies a P, S, E, or C-outermost CSRL E;C formula by considering the initial distribution of a MRM. We omit the rules for S ffl ðÈÞ and P ffl ð'Þ as they are the same as for CSL (Definition 5.2) with the Markov reward model M substituted for the CTMC C. As stated by the following theorem, backward stochastic bisimulation can be used to define a quotient CTMC on which P, S, E, or C-outermost, P, S, E, and C-nesting-free CSRL E;C formulae can be verified, in the same manner as in Theorem 5.1. The proof is similar to that of Theorem 5.1, with extra bookwork to handle the introduction of rewards.
Removing the State-Labeling or Reward Condition for Basic E; C Formulae
Analogously to the case of CTMCs and CSL, we can obtain a new model-checking algorithm, not only for an outermost S operator of CSRL, but also for P, S, E, and C-nesting-free formulae of the form E J ðÉÞ, E t J ðÉÞ, and C I J ðÉÞ. A feature of the algorithm is that we can dispense with either the reward condition or the state-labeling condition (but not both) when constructing the quotient CTMC using backward stochastic bisimulation.
First, consider the case in which the reward condition is satisfied by the equivalence, but the state-labeling condition is not, that is, we consider the equivalence ffi IR , the proportion of the number of states of C that satisfy É to the total number of states in C. Multiplying this by the reward rate for the class then gives the total long run reward when in the É-satisfying states of the class. We repeat this process for all classes, then add the results, to obtain the required longrun reward rate for the unreduced CTMC with respect to the states that satisfy É. Formulae of the form E t J ðÉÞ and C I J ðÉÞ can be treated in the same way, using Theorem 3.1 to consider transient probabilities M ðp; s; tÞ rather than steady-state probabilities.
Second, we consider the case in which the statelabeling condition is satisfied by the equivalence in question, but the reward condition is not, that is, the equivalence is ffi b IL . Recall that the formulae E J ðÉÞ, E t J ðÉÞ, and C I J ðÉÞ that we are considering are P, S, E, and C-nesting-free and, therefore, É is a formulae of the syntax É ::¼ a j É^É j :É, where a 2 AP . From the state-labeling condition, it follows that, for each class C of ffi b IL , either C SatðÉÞ or C \ SatðÉÞ ¼ ;. In the case of E J ðÉÞ, from Theorem 3.1 and the fact that = ffi b IL ðCÞ is obtained by taking the average of the rewards in the constituent states of C, we know that the total long-run reward rate for all states in the class can be obtained by computing the long-run reward rate for the class in the quotient CTMC. Repeating this for all classes which satisfy É, then summing the result, gives us the long-run reward rate for the unreduced CTMC with respect to the states that satisfy É, which can be used when verifying formulae of the form E J ðÉÞ. The method above can be adapted to E Remark. Recall that the "duality" method presented in [7] can be used to convert an MRM into a CTMC, and a CSRL formula with trivial time bounds of ½0; 1Þ into a CSL formula. Hence, after conversion from an MRM to a CTMC, we are able to apply stochastic bisimulation relations (forward or backward) which do not refer explicitly to rewards (only implicitly as they are encoded in the rates of the resulting CTMC).
SELECTIVE APPLICATION OF EQUIVALENCES
In Section 5.2, we saw that backward stochastic bisimulation can only be used in the presence of P or S-outermost, P and S-nesting-free CSL properties. In those sections, we considered the application of a single equivalence relation to all states of a CTMC; however, we now consider applying different equivalence relations to different parts of the state space. Our aim is to apply backward stochastic bisimulation without the state-labeling condition as much as possible in the state space, in order to offer a potentially more efficient alternative to forward stochastic bisimulation with the statelabeling condition. The approach is based on the observation that the bottom strongly connected components of a CTMC can be treated in a different manner from the rest of the states of the CTMC. Consider the graph G of the CTMC C ¼ ðS; R; p; LÞ, defined such that the vertices are the states of C, and where there is an edge from s to s 0 if and only if Rðs; s 0 Þ > 0. A subgraph B of G is a bottom strongly connected component (BSCC) if it is a maximal strongly connected component such that edges from states within B always point at vertices which are also within B. Let B be the set of BSCCs of C. Note that a strongly connected CTMC is an ergodic CTMC. When clear from the context, we also use B to denote to the set of states of the BSCC B.
Let S 0 S be a subset of states of C. Then, C½S 0 ¼ ðS; R 0 ; p; LÞ is the CTMC obtained from C by letting R 0 ðs 0 ; sÞ ¼ 0 for each s 0 2 S 0 , s 2 S (that is, all states in S 0 are made absorbing). The following lemma asserts that entry states of a BSCC may be turned into absorbing states without altering the satisfaction sets of a P-until formula in three cases: 1) if the second argument of the until formula is not satisfied in all states of the BSCC, 2) if the arguments of the until formula are both satisfied in all states of the BSCC, and 3) if the second argument of the until formula is satisfied in all states of the BSCC and the lower bound of the formula's time interval is 0. We write C for the CSL satisfaction relation interpreted on C. For example, consider the formula P 0:01 ðaU ½10;20 bÞ: If the CTMC enters a BSCC in which b is not true for any of its states, then b will never become true in the future. Hence, all states in the BSCC can be made absorbing without affecting the probability of satisfying the until formula. Similarly, if the CTMC enters a BSCC in which a and b are both always true, then the until formula must be satisfied in the BSCC. Finally, in the case of the formula P 0:01 ðaU ½0;15 bÞ, if a BSCC in which b is always true is entered and the elapsed time is less than 15 on entry (which can be evaluated on the state space outside of the BSCC), then the until formula will be satisfied. We note that related reductions were introduced by Baier et al. [9] (although not in the context of BSCCs).
The conversion to absorbing states described by Lemma 7.1 requires a step to find the BSCCs of the CTMC in question (which has time complexity OðjSj þ jRjÞ [20] ), followed by a check of whether È 1 and/or È 2 hold in the states of the BSCCs (which takes OðjSjÞ time).
We consider how these reductions can be used in the context of forward and backward stochastic bisimulation, for a subset of CSL properties. In order to simplify the following explanation, we consider formulae of the form P ffl 0 0 ð} I S ffl ðÉÞÞ and P ffl 0 0 ðÉ 0 U ½0;t S ffl ðÉÞÞ, where É; É 0 are formulae of the syntax É ::¼ a j É^É j :É and where we use } I È to abbreviate trueU I È. From the semantics of the steady-state operator, we have the following fact: For any BSCC B, either s S ffl ðÉÞ for all states s 2 B or s 6 S ffl ðÉÞ for all states s 2 B (see [4] ). Hence, in the case of P ffl 0 0 ð} I S ffl ðÉÞÞ and P ffl 0 0 ðÉ 0 U ½0;t S ffl ðÉÞÞ, we know that all BSCCs of a CTMC satisfy at least one of the conditions of Lemma 7.1: Either S ffl ðÉÞ is not satisfied within a BSCC, in which case condition 1) applies, or S ffl ðÉÞ is satisfied throughout a BSCC, in which case conditions 2) and 3) apply in the case of P ffl 0 0 ð} I S ffl ðÉÞÞ and P ffl 0 0 ðÉ 0 U ½0;t S ffl ðÉÞÞ, respectively.
We now consider how the results of Section 5.2.2 can be used to define a model-checking algorithm for formulae such as P ffl 0 0 ð} I S ffl ðÉÞÞ and P ffl 0 0 ðÉ 0 U ½0;t S ffl ðÉÞÞ, which exploits backward stochastic bisimulation. For the CTMC C, we consider each of the BSCCs of C in turn, with the aim of determining whether the formula S ffl ðÉÞ holds in the BSCC. For a BSCC B 2 B, consider the CTMC Cj B obtained from C by restricting the components of C to states in B. As the resulting CTMC is strongly connected, steady-state probabilities are independent of the initial distribution; hence, we can write B ðsÞ to denote the steady-state probability of state s within B, instead of Cj B ð; sÞ (for some distribution ). We also write Sat B ðÉÞ instead of Sat Cj B ðÉÞ for simplicity. Next, observe that the BSCC B is necessarily contained within some BSCCB of Cj B = ffi b : For every finite path s 0 ! s 1 ! Á Á Á ! s n in B, there exists a path C 0 ! C 1 ! Á Á Á ! C n inB such that s i 2 C i for each 0 i n. Note that the fact that we consider the equivalence ffi b , and not the equivalence ffi b I , which depends on the initial condition, suffices because the initial condition is irrelevant to the steady-state distribution in B. Hence, taking such an (arbitrarily chosen) initial distribution into account when constructing the quotient CTMC of B will make no difference to the correspondence of results between the CTMC of B and the resulting quotient CTMC. Then, as in the case of Section 5.2.2, we can obtain the following result:
Hence, by applying backward stochastic bisimulation without the initial and state-labeling conditions to a BSCC, we can obtain P s2B\Sat B ðÉÞ B ðsÞ. Then, if ð P s2B\Sat B ðÉÞ B ðsÞÞ ffl , we know that all states within B satisfy S ffl ðÉÞ; otherwise, all states within B do not satisfy S ffl ðÉÞ. We can repeat this process for all the BSCCs of the CTMC.
It remains to consider whether S ffl ðÉÞ holds in the states of C which lie outside of the BSCCs. Observe the following fact, adapted from [9] :
where P robReach C ðs; S 0 Þ ¼ P rob C s f! 2 P ath C j 9i:!ðiÞ 2 S 0 g for S 0 S. We advocate constructing a forward stochastic bisimulation quotient from all of the states outside of the BSCCs. The following lemma uses the same reasoning used to show that forward stochastic bisimulation with the statelabeling condition preserves CSL path properties with trivial time bounds of ½0; 1Þ.
Lemma 7.2. Let C be a CTMC and C= ffi f L be its quotient CTMC with respect to forward stochastic bisimulation and the state-labeling condition. Then, for any state s 2 S, the class C 2 S= ffi f L for which s 2 C, and an atomic proposition a 2 AP , we have
We extend the set of atomic propositions AP with the atomic proposition at B for each B 2 B and extend the labeling of a state s 2 S with at B if and only if s 2 B. We also use Lemma 7.1 to make the states of each BSCC absorbing to obtain the CTMC C½B (recall that at least one condition of this lemma must hold, given our restriction to the formulae P ffl 0 0 ð} I S ffl ðÉÞÞ and P ffl 0 0 ðÉ 0 U ½0;t S ffl ðÉÞÞ). Next, we construct the quotient CTMCC ¼ C½B= ffi f L using the equivalence ffi f L , where the state-labeling condition takes into account the additional labels of the form at B .
Then, to obtain C ð s ; Sat C ðÉÞÞ for s 2 S n B, it suffices to use (1)
Hence, we have obtained a method establishing whether each state of the CTMC satisfies S ffl ðÉÞ, first by using backward stochastic bisimulation on the states of the BSCCs, then using forward stochastic bisimulation on the remaining states. A further reduction in the size of the state space can be made by combining all of the states of a BSCC into a single state after they have been made absorbing, as done in [9] . Moreover, if two BSCCs are found to have the same value P s2B\Sat B ðÉÞ B ðsÞ, then there is no need to introduce different atomic propositions for each of these BSCCs; this can have the effect of reducing the amount of subdivision that is necessary to distinguish BSCCs when computing the forward stochastic bisimulation relation. Furthermore, the forward stochastic bisimulation quotient CTMC may be reused to establish the states which satisfy the formulae P ffl 0 0 ð} I S ffl ðÉÞÞ and P ffl 0 0 ðÉ 0 U ½0;t S ffl ðÉÞÞ: Hence, we can use the quotientC not only for obtaining the satisfaction set of S ffl ðÉÞ, but also for resolving the P part of the overall formula.
Although we concentrated our attention on two formulae, P ffl 0 0 ð} I S ffl ðÉÞÞ and P ffl 0 0 ðÉ 0 U ½0;t S ffl ðÉÞÞ for simplicity, the method of this section can be applied to more general formulae. For example, the method can be adapted in a straightforward way to P ffl 0 0 ð} I ða^S ffl ðÉÞÞÞ if the atomic proposition a either holds in all states of a BSCC or it does not hold in all of the BSCC's states. Similarly, the method could be used to verify properties of the form P ffl 0 0 ðS ffl 00 00 ðÉÞU I S ffl ðÉÞÞ. Furthermore, we can construct the backward stochastic bisimulation quotient only for some BSCCs and apply forward stochastic bisimulation with the state-labeling condition to others. This can be useful if some BSCCs satisfy the conditions of Lemma 2 and others do not.
A disadvantage of the approach of this section is that it can only be applied after the CTMC has been constructed and, therefore, cannot be used in, for example, a compositional manner on system subcomponents.
BACKWARD STOCHASTIC BISIMULATION IN PRACTICE
In this section, we consider how backward stochastic bisimulation may be applied in practice to system models represented as CTMCs. Our approach was to implement algorithms for computing the forward and backward stochastic bisimulation quotients (using the "splitting" principle of Kanellakis and Smolka [32] ) in the open-source probabilistic model-checking tool PRISM [31] . We also extended these algorithms in order to compute quotients of equivalences satisfying the initial and state-labeling conditions. We applied the implementation principally to two models: a multiserver polling system [1] and the multiprocessor system of Buchholz [14] . The multiserver polling system consists of a number of identical stations at which customers arrive and a number of servers which visit the stations cyclically. When a server is at a station, it can provide service to the station's customers, who then exit from the system. The polling system has a number of parameters which affect the size of the underlying CTMC: the number of stations, the capacity of the queue of customers at each station, and the number of servers. Note that the basic system, without taking state labeling into account, exhibits symmetry: The characteristics of each of the stations are the same. This means that states which are identical up to the permutation of the identities of the stations are both forward and backward stochastic bisimilar (without the state-labeling and initial conditions) and, hence, the quotient CTMCs resulting from each of these two relations are identical. Indeed, application of the splitting algorithms to different configurations (in terms of number of stations, the capacity of the stations, and the number of servers) of the polling system resulted in a reduction of the size of the state space roughly proportional to the number of stations. For example, the size of the state space of the configuration with two servers and four stations, each with a capacity of two customers, was reduced from 1,998 to 507, whereas the size of the state space of the configuration with a single server and 10 stations, each with a capacity of one customer, was reduced from 15,360 to 1,536. Now, assume that we wish to verify a S-outermost, S, P-nesting free formula S ffl ðÉÞ, where É (which is of the syntax É ::¼ a j É^É j :É) distinguishes between stations. Examples of formulae such as É could be the atomic proposition station1 queue > 0, which indicates that there is at least one customer in the queue of station 1, or station2 service ¼ 0^station3 service ¼ 0, which indicates that stations 2 and 3 are not currently being served. In such cases, backward stochastic bisimulation can offer an advantage over forward stochastic bisimulation: To verify S ffl ðÉÞ, forward stochastic bisimulation must be employed in conjunction with the state-labeling condition, whereas, following the results of Section 5.2.2, backward stochastic bisimulation may be employed alone (we do need to take the initial condition into account because the system forms a single BSCC). Indeed, in the case of formulae É which identify the identity of the stations, our experiments established that incorporation of the state-labeling condition results in a (forward or backward) stochastic bisimulation quotient which is as large as the original state space, thereby offering no advantage in the verification process.
We now consider the multiprocessor system example. The system consists of a series of "teams," each of which is comprised of a number of processors and a number of memory units, and a designated number of additional memory units which can be shared across the teams. All of the components of the system, whether processor or memory unit, fail with a certain rate. When all memory units of a given team have failed, the active processors of the team can use the shared memory units. The overall system is said to fail when either all processors of a certain team have failed or when all memory units available to a certain team (that is, the memory units that belong to the team and the shared memory units) have failed. After system failure, a repair unit is deployed which returns the system to its original state in which all components are operational after a certain amount of time has elapsed. This multiprocessor example was considered in [14] in the case of one shared memory unit and two teams, each comprised of one processor and one memory unit.
The results of applying the splitting algorithms for forward and backward stochastic bisimulation to this example are illustrated in Table 1 . For simplicity, we consider the case in which team sizes are always equal, in which the number of processors and memory units within a team is equal, and in which the number of shared memory units is equal to the chosen team size. We also assume that all memory units fail with the same rate and that all processors fail with the same rate, but that the failure rate for memory units and processors differ. The first and second columns of Table 1 are self-explanatory and the third column includes the size of the state space before reduction. The fourth and fifth columns describe the size of the quotient state space, together with the proportion of the size of the quotient state space to that of the original state space, for forward and backward stochastic bisimulation, respectively. It can be observed that the state-space reductions obtained by backward stochastic bisimulation are greater than those for forward stochastic bisimulation. The reason for this difference is that, in contrast to the backward case, forward stochastic bisimulation distinguishes between the failure of memory units in teams and the failure of shared memory units.
Incorporating the state-labeling condition into the equivalence can result in quotient state spaces which are strictly larger than those obtained without this condition, but, in contrast to the symmetry-breaking propositions in the polling example, are smaller than the original state space. For example, in the context of the system configuration with two shared memory units and two teams of size two, taking into account a labeling which distinguishes between those states in which all memory units of team one is down from those in which at least one is up results in a forward quotient of size 177 (instead of 91) and a backward quotient of size 89 (instead of 56). Finally, we note that, for the multiprocessor system, the results of taking the initial condition into account are the same as those when this condition is not considered (the initial state is always the unique member of a class).
We also applied our algorithm to a number of CTMC models taken from the PRISM Web page. 1 The only examples in which the reduction obtained from forward stochastic bisimulation was at least an order of magnitude better than the backward case were one of the dynamic power management examples and the embedded control system in which the state space was reduced from 3,478 states to 98 classes (compared to 2,910 classes in the case of backward stochastic bisimulation).
CONCLUSIONS
We have presented a study of backward stochastic bisimulation in the context of CSL model checking. It has been shown that the choice of the application of backward or forward equivalences is formula-dependent, in the sense that backward stochastic bisimulation cannot be applied to CSL formulae with arbitrary nesting. However, the degree of nesting in practical examples of CSL formulae that have been given in the literature thus far is usually limited; this leads us to believe that the methods in Section 5 and Section 7 are often applicable to a significant class of properties. In Section 8, we showed that backward stochastic bisimulation can outperform forward stochastic bisimulation, particularly in the context of the class of steady-state properties for which the state-labeling condition does not need to be considered. Our work has some parallels with that of [28] in the nonstochastic context, in which it was shown that branching-time temporal logic properties (with nesting of "path quantifiers") are not preserved by backward bisimulation, but linear-time properties are preserved. We note that the results of this paper can also be applied in the case of discrete-time Markov chains and the temporal logic PCTL [27] .
Although, in this paper, we have worked at the CTMC level, the lumpability and stochastic bisimulations considered have also been used successfully for directly producing a quotient CTMC starting from a high-level description of the stochastic system, as is the case, for example, in PEPA [26] and in the symbolic reachability graph (SRG) construction of Stochastic Well-formed Nets (SWN) [15] . The SRG construction is based on exploiting model symmetries, which subsume both strong and exact lumpability (forward and backward bisimulation). More recent work on "extended SRGs" is based on a strong (forward) equivalence; as observed in [16] , an exact (backward) equivalence could be used instead, if it leads to a smaller number of equivalence classes. However, as in our work, in the current state of research it is not possible to foresee which one of the two works better for a given SWN model. . Before proceeding to the proof of Lemma 1, we recall two lemmata from [9] .
APPENDIX
Lemma A.1 [9] . Let s 2 S, I IR !0 and È be a CSL formula.
Then,
For any pair of states s; s 0 2 S and real value x 2 IR !0 , let T ðs; s 0 ; xÞ ¼ Rðs; s 0 Þ Á e ÀEðsÞÁx . Let I É x denote ft À x j t 2 I and t ! xg.
Lemma A.2 [9] . Let s 2 S and È 1 ; È 2 be CSL formulae. The function # : S ! ½0; 1; #ðsÞ ¼ P rob 
Naturally, these lemmata can also be applied to the quotient CTMCC of C. For example, in the case of Lemma A.1, for each class C 2S, we have
We now proceed to the proof of Lemma 5.1.
Proof. 
We divide the proof into two cases, depending on whether ' is X I È 1 or whether ' is È 1 U I È 2 .
Case: ' ¼ X I È 1 . We show that P rob
by the following derivation: We proceed by induction on i ! 0. Rðs; s 0 Þ Á f iÀ1 ðs 0 ; J É xÞdx;
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