There is potential for confusion between the term 'coverage interval', which is developing a common usage in metrology, and the term 'statistical coverage interval', as defined in the Guide to the Expression of Uncertainty in Measurement. The meaning of a 'statistical coverage interval' is explained further, and possible courses of action are suggested. [3, 4]. This communication discusses possible confusion between this term and the term 'statistical coverage interval' as defined in ISO 3534 [5] and in the Guide.
The term 'coverage interval' is developing a common usage in metrology without yet having a formal definition in the International Vocabulary of Basic and General Terms in Metrology [1] , the Guide to the Expression of Uncertainty in Measurement [2] (the Guide) or various statistical reference works [3, 4] . This communication discusses possible confusion between this term and the term 'statistical coverage interval' as defined in ISO 3534 [5] and in the Guide.
A coverage interval for a quantity in metrology is often understood to be an interval containing a known proportion of (the probability content of) the distribution of that quantity 1 . That is, a 100p% coverage interval for a quantity Y with probability density function g(y) is an interval [a, b] An interval for which it can be stated with a given level of confidence that it contains at least a specified proportion of the population.
(The italicization is ours.) In contrast, a coverage interval can be seen to be an interval that definitely contains exactly a specified proportion of the probability distribution defined over possible values of the quantity.
Therefore, there is potential for some confusion if 'coverage interval' is to be defined as above alongside the existing definition of a 'statistical coverage interval'. Some suggestions to avoid this problem are made below. First, we describe more fully what is meant by a statistical coverage interval.
The concept of a statistical coverage interval relates to the estimation of an interval containing at least a specified proportion of a population with an unknown distribution. For example, in the frequentist (or classical) statistical framework, if an independent sample of size n = 10 is drawn from a normal population with unknown mean and variance, and if the familiar variablesX and S 2 have realized valuesx and s 2 , then it may be shown from tables that a '95% statistical coverage interval at confidence level 99%' is the interval [x − 4.26s,x + 4.26s] [8, pp 127-32] . That is, before the sampling, the random interval [X − 4.26S,X + 4.26S] to be calculated has probability 0.99 of enclosing at least 95% of the population. Note that the 95% of the population enclosed need not be the central 95%. (The multiplier 4.26 is higher than might be expected, but this is to achieve the 99% confidence level, given the well-known variability ofX and S 2 when sampling from a normal population.)
The Guide does not appear to utilize the definition of a 'statistical coverage interval' at any point. However, the concept is applicable if g(y) is to be approximated by Monte Carlo simulation, e.g. [6] , i.e. by simulated repeated sampling from the distribution of (the output quantity) Y using the distributions of its input quantities and the measurement function. The definitions given in ISO 3534 and the Guide note that a 'statistical coverage interval' is also called a 'statistical tolerance interval', which is the more common term amongst the statistical community 2,3 . The definitions prefer the 'coverage' form in order to avoid confusion with the concepts of tolerance arising in statistical quality control [10] , which relate to the permissible values of a characteristic of a product in a manufacturing process, for example. The above description of each of [x−4.26s,x+4.26s] and [y (j ) , y (N+1−j) ] as a '95% statistical coverage interval at confidence level 99%' is derived from terminology surrounding statistical tolerance intervals [11, 12] .
It is apparent that a statistical coverage interval with a high confidence level is an approximate 'coverage interval'. Also, it follows that the '95% coverage interval' [a, b] might conceivably be called a '95% statistical coverage interval for Y at confidence level 100%'. However, a simpler alternative title would be a '95% credible interval', which is consistent with the use of this term to denote an interval enclosing 95% of (the probability content of) a posterior distribution in Bayesian statistics. The word 'credible' implies the notion of belief. The word 'confidence' also has this connotation but is historically linked with the school of statistics that bases inference on the concept of repeated sampling; it would be unhelpful to call [a, b] a 'confidence interval'.
Several courses of action might be considered. One approach would be to abandon the use of 'coverage interval' in favour of a term such as 'credible interval'. A presumptuous alternative option would be to examine the extent of use of the ISO 3534 definition of a statistical coverage interval with a view to approaching ISO for the promotion of the original terminology 'statistical tolerance interval'. The default option would be to define 'coverage interval' in the manner assumed in this communication, to accept the potential for some misunderstanding and perhaps to de-emphasize the definition of 'statistical coverage interval' in future publications. This option might be the one preferred, given the common use of the term 'coverage interval' in metrology, the less frequent use of 'statistical coverage interval' and the usual role of a statistical coverage interval as an approximation to a 'coverage interval'.
