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Abstract—In this study, an advanced CCA based algorithm 
called hybrid subject correlation analysis (HSCA) was proposed to 
improve the performance of the brain-computer interface based on 
steady state visual evoked potential (SSVEP). In the existing CCA 
based extension methods, one type of method uses the training 
data from the same person as the testing set belongs to (called the 
specific subject training data) to construct a stimulus target 
template, such as ITCCA [13]. Another type of method uses the 
transfer learning method to construct a stimulus target template 
with the help of other subjects' training data (called the 
independent subject training data). The first type of method is 
more accurate, but it will lead to multiple experiment trials for each 
subject, which may cause problems such as user fatigue. The 
second type of method uses the training data of other subjects, 
and each subject does not need to train multiple times. But the 
accuracy may be affected because of subject differences. The 
proposed HSCA method combines the training data of specific 
subject and independent subject at the same time, which helps to 
solve the drawbacks of the two types of methods. In order to test 
the universality and superiority of this method, this study selected 
two different datasets for performance evaluation. The results of 
detection accuracy and information transmission rate showed that 
the HSCA method will significantly improve the performance of the 
SSVEP-based brain-computer interface, especially under the 
condition of a short time window (data length). This shows the 
great potential of this method in the application of SSVEP-based 
brain-computer interfaces. 
 
Index Terms—Steady-state visual evoked potential 
(SSVEP), canonical correlation analysis (CCA), hybrid 
subject correlation analysis (HSCA) 
I. INTRODUCTION 
Brain computer interface (BCI) based on steady state visual evoked 
potential (SSVEP) has been widely concerned due to its high 
information transmission rate (ITR), less user training and high 
signal-to-noise ratio (SNR) [1][2]. 
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When subjects focused on periodic flickering visual stimulus, the 
occipital cortex generated the same frequency as the stimulus, and 
there were also corresponding harmonic frequencies of brain waves 
[3]-[4]. However, subjects' own activities (electro-oculogram, 
electromyogram, electrocardiogram, etc.) and background noise will 
strongly influence the final detection results [5]. Therefore, it is 
necessary to develop an advanced algorithm which can achieve better 
performance at low time cost with high precision. 
In recent years, many algorithms have been proposed for SSVEP 
BCI frequency recognition and feature classification. For example, Lin 
et al. proposed a frequency detection method based on canonical 
correlation analysis (CCA) [6], which aims to maximize the 
correlation coefficient between SSVEP signals and the reference 
template defined by operators in advance, so as to improve the 
recognition accuracy of SSVEP signals. This method is widely used in 
SSVEP-based BCI system [7-10] because it is simple, easy to operate 
and does not require training stage. However, one problem of this 
approach is that the reference template is a sines/cosines signal. It does 
not include features from subjects. Therefore, this method is often 
unable to obtain the best frequency identification accuracy, especially 
in the short-time window [11]. Based on CCA, many scholars have 
proposed multiple methods that can reflect more information. For 
example, phase constrained canonical correlation analysis PCCA [12] 
combines phase information. the phase of sines and cosines signal is 
determined according to the latency of calibration data. Bin et al. [13] 
proposed ITCCA, where the reference signal is obtained by averaging 
the training data of each specific subject. To get a good template, it 
usually takes many experiments and averages for each target. However, 
in consideration of the visual fatigue that subjects may experience 
during a long time of the experiment, which results in unsatisfactory 
results, Yuan et al proposed tt-CCA method [14], adding information 
of other subjects into the template to enhance SSVEP effect. Recently, 
Nakanish et al. [15] applied TRCA to SSVEP, greatly improving the 
performance of BCI, and ITR could reach 325.33bits/min. Wei et al. 
proposed TDCCA (A Training data-driven Canonical Correlation 
Analysis) [16]. This method only uses training data to construct spatial 
filters, and it theoretically proves that TDCCA and TRCA are 
equivalent. 
These methods can be roughly divided into two categories: one is 
subject-specific training methods; means only uses the Subject's own 
data to construct spatial filters (the training data and testing data come 
from the same subject), such as PCCA, ITCCA, TRCA and TDCCA; 
the other one is subject-independent training methods; means will 
transfer the data of other subjects to construct spatial filters (The 
training data comes from all subjects except the subject in the test data), 
such as tt-CCA. R Zerafa et al. [17] compared and discussed the 
differences between subject-specific training methods and 
subject-independent training methods in detail. Clearly, there is a 
dilemma. If subject-specific training method is chosen as the detection 
method, subjects will be faced with the problem of fatigue, and the 
influence of external factors will be magnified in a long-term 
experiment [17]. If using subject-independent training methods, the 
results may not be as good as subject-specific training method because 
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everyone is different. The features of the other subjects can’t represent 
the subject in test stage well. The template constructed using this 
method might not be perfect enough as subject-specific training 
methods. 
In this study, we propose a novel method based on CCA named 
hybrid subject correlation analysis (HSCA), which combines the 
information of specific subjects and other subjects to construct a 
spatial filter. The main idea is to use as much information as possible. 
Through this method, the dilemma mentioned above can be solved. 
Compared with to the state-of-art method TRCA or TDCCA (It will be 
shown later that these two methods are equivalent), the performance 
can be significantly improved using proposed method.  
To show the superiority, two datasets will be used. In Tsinghua 
dataset [18], The recognition accuracy rate can be increased by up to 
96.76% and ITR can be increased by up to 261.23%. The average ITR 
can reach 263.23 21.25bits/min. In San Diego dataset [19], The 
recognition accuracy rate can be increased by up to 44.55% and ITR 
can be increased by up to 79.93%. The average ITR can reach 386.89 
16.79bits/min 
The rest of this paper is organized as follows. Section II shows the 
methods we propose and some algorithms that are currently 
performing well in SSVEP. Section III describes the datasets we used 
and experimental study. In section IV, the detection results will be 
reported. The discussion and conclusion are presented in the last two 
sections. 
II. MATERIALS AND METHODS 
In this paper, many methods will be introduced, it’s necessary to 
declare and unify some parameters. Here, i  , j  , k  and n  indicate 
the index of stimulus, the index of electrode channels, the index of 
sample points and the index of training trials, respectively. fN  , cN  , 
sN  and tN  indicate the number of stimulus frequencies, the number 
of electrode channels, the number of sample points and the number of 
training trials, respectively. One thing needs to be stated is, in this 
paper, target and frequency represent the same thing because each 
target corresponds to one specific frequency.  
A. Canonical correlation analysis (CCA) 
CCA is a statistical method to determine underlying correlation 
between two multidimensional variables. It can seek the weight 
vectors to maximize the correlation between two variables [20]. Given 
two multidimensional variables 
m pX R   and n pY R   , CCA in 
SSVEP is noted as standard CCA, it can find a pair of weight vectors 
1m
xw R
  and 1nyw R
  so as to maximized the correlation between 
two linear combinations Txx W X=  and 
T
yy W Y=  .The correlation 
formula is as follows, 
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Where superscript T  means the transpose operation. The 
maximum of   with respect to 
xw and yw  is the maximum canonical 
correlation. xw  and yw  are canonical variants. In SSVEP detection, 
the reference template 
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Where 
hN  denotes the number of harmonics and sf  is the 
sampling frequency of SSVEP signals. CCA calculates the canonical 
correlation f  between EEG testing signals 
~
X  and the reference 
templates at each stimulus 
iY  . The frequency of the reference 
templates with maximal correlation will be considered as the 
frequency of the SSVEPs as follows, 
 
1 2arg max , , ,..., ft f Nf
f f f f f= =                         (3) 
 
B. Transfer template-based canonical correlation analysis 
(tt-CCA) 
The tt-CCA method uses data from all subjects except the subject in 
the test data, noted as independent subjects, to construct the SSVEP 
templates, called transferred EEG template iX  , and pre-constructed 
sine-cosine template noted as 
iY  . 
Here, the transferred template 
iX
−
is created by averaging all trials 
across all independent subjects, so it has the same stimulation 
frequencies and phase information. There are three weighted vectors 
that will be used. 1) Txw , generated by using standard CCA method 
between testing data X and pre-constructed sine-cosine template 
iY .2) 
T
x
w , generated by using standard CCA method between transferred 
EEG template fX and pre-constructed sine-cosine template iY . ,1f  
is computed by Pearson correlation between T ixw X  and
T
x
w X . ,3f  
is computed by Pearson correlation between Txw X and 
T
xw X . ,2f  
is just as same as the standard CCA, is the maximum correlation 
coefficient from CCA between testing data X and pre-constructed 
sine-cosine template 
iY . At last, the sum of ,1f  , ,2f  and ,3f  is 
used to be the SSVEP feature for target identification and the 
maximum is considered as the frequency of the SSVEP target. The 
identification formula is as follows, 
 
,1 ,2 ,3 1 2arg max( ), , ,..., ft f f f Nf
f f f f f  = + + =           (4) 
 
C. Training data-driven canonical correlation analysis 
(TDCCA) 
Assume c f s t
N N N N
X R
  
  is the training data, and testing data 
~
c sN NX R
 . the single-trial template is obtained by averaging the 
training data, c f s
N N N
S X R
 
=  . Then, for each frequency, the 
single-trial training data is ,
c sN N
i nX R
 , c sN NiS R
 . At last, EEG 
signal is obtained by concatenating every single-trial training data, 
( )
,1 ,2 ,[ , ,..., ]
c s t
t
N N N
i i i i NX X X X R
=  g . The template is obtained by 
putting the same single-trial template 
together:
( )
[ , ,..., ] c s t
N N N
i i i iY S S S R
=  g . There is only one parameter 
will be used. xiw , which is generated by using standard CCA method 
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between 
iX  and iY . Then, f  is the Pearson correlation coefficient 
between 
~
T
xiw X  and 
T
xi iw X . Finally, the identify result is decided as 
follows, 
 
                            
1 2arg max , , ,... ft f Nf
f f f f f= =                           (5) 
 
D. Hybrid subject correlation analysis (HSCA) 
In the proposed method, the core idea is to use the data from both 
specific subject and other subjects. HSCA includes two stage. In the 
first stage, two spatial filters will be constructed. In the second stage, 
four correlation coefficients will be calculated. Finally, these four 
correlation coefficients will be comprehensively considered as the 
SSVEP features. 
Define the subject who provide testing data as specific subject. And 
other subjects are called independent subjects. Assume 
c f s tN N N NX R
  
 is the specific subjects training data, 
'
c f s tN N N N
tX R
  
 is the independent subjects training data and 
x c f s
N N N
R
 
  is the testing data, obtained by averaging all other 
subjects. In the first stage, for each frequency, c sN NiS R
  is obtained 
by averaging the specific training data across trails. c sN NiK R
  is 
obtained by averaging the independent training data across trails. The 
template is obtained by putting the same single-trial template together. 
There should be two templates, ( )[ , ,..., ] c s tN N Ni i i iY S S S R
=  g  and 
'( )' [ , ,..., ] c s t
N N N
i i i iY S S S R
=  g , '
tN = tN 1+ , because for the specific 
subject, one of the trails is set as testing data. Two spatial filters are 
calculated by CCA: 1) 
iw  , obtained by CCA between iX and iY . 2) 
tiw  , obtained by CCA between tiX and 
'
iY . So far, four parameters 
have been obtained: 
iS  , iK  , iw  and tiw . 
In the second stage, the spatial filters constructed in the first stage 
will be used to extract the features. For the single-trial testing data 
c sN N
ix R
 , there are two constructed signals spatial filtered with 
iw and tiw ：
T
i iw x  and 
T
ti iw x . In the same way, there are four 
multichannel templates: Ti iw s  , 
T
i iw k  , 
T
ti iw s  and 
T
ti iw k  . And there 
are four correlation coefficients that can be SSVEP features, 
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Where ( , )corr a b  means Pearson correlation coefficient between 
two vectors a and b. Finally, the stimulus target corresponding to the 
testing data is decided as follows, 
 
1 2arg max , , ,... ft i Ni
f i f f f= =                               (7) 
 
III. EXPERIMENTAL STUDY 
A. EEG recordings 
To demonstrate the advantages and wide applicability of the 
proposed method, two dataset were used to test it, which are both 
existing open database。 
 
1） Tsinghua dataset 
The first one is Tsinghua database provided in [21]. The dataset 
includes 35 healthy subjects (eighteen males, mean age is 22 years). 
The speller had 40 stimuli from 8HZ to 15.8 HZ with an interval of 
0.2HZ. After the experiment began,  a 5 × 8 rectangular of characters 
was displayed in the screen. For each subject, the data contained six 
blocks and each block contained 40 trials corresponding to all 40 
stimuli. Each trial lasted 6 seconds, which consisted of 0.5s for visual 
cues and 5s for stimulation, then the screen was blank for 0.5s before 
next trial. To avoid visual fatigue, there was a rest between two blocks. 
The sampling rate is 250HZ. Considering the latency delay time as 
140ms. 
This EEG data uses the Synamps2 EEG system (Neuroscan, Inc.) 
with a sampling rate of 1000hz (the usable bandwidth range is 
0.15Hz-200hz). A 64-electrode device based on the international 
extended 10-20 system was used to record EEG. The Cz electrode 
(vertex) is used as a reference electrode, and a 50hz notch filter is used 
to eliminate power line noise. The collected EEG data was 
down-sampled to 250hz and divided into 6 s epochs for each trial. A 
more detailed description of the data set is given in [21]. 
 
2） San Diego dataset 
The second one is San Diego database provided in [22]. The dataset 
includes 10 healthy subjects (nine males, mean age is 28 years) with 
normal or corrected vision participated in this experiment. The 
BioSemi ActiveTwo EEG system (BioSemi, Inc.) was used to record 
the EEG data of 8 electrodes in the occipital region. Sampling rate is 
2048HZ.  
For each subject, the experiment consists of 15 blocks. In each block, 
the subject was asked to look at one of the visual stimuli indicated by 
the stimulus program, watch 4 times in random order, and complete 12 
experiments corresponding to all 12 targets. At the beginning of each 
test, a red square appears within 1 second of the target stimulation 
position. The subject was asked to turn his attention to the target within 
1 second. After that, all targets on the monitor began to flash together 
for 4s. In order to reduce eye movement interference, the subjects were 
asked to avoid blinking during the stimulation. 
 
B. Performance evaluation 
The proposed method combines the information of specific subjects 
and other subjects to construct a spatial filter. Because it combines 
with more data information, it will show better performance compared 
to other methods, especially when there are not enough data or the 
number of trials. In order to verify this conclusion, four methods were 
selected: standard CCA, tt-CCA from Subject-independent training 
methods, TDCCA from Subject-specific training methods and 
proposed HSCA. Among them, TDCCA has been proved to be 
equivalent to TRCA [16], which is one of the best method so far in 
SSVEP (This equivalent relationship has been proved in Appendix A.) 
The main performance indicators used to evaluate the spatial filter in 
this study are target detection accuracy and analog information 
transmission rate (ITR). The leave-one-out cross-validation method is 
used to evaluate the classification accuracy of the four methods. 
Specifically, in the Tsinghua data set, the EEG signals of five blocks 
from the specific subject are used for the training set, and the signals 
from the single leave-out block are used for the testing set. This step is 
repeated six times, each trial is used as a testing set once, and the final 
results are obtained by averaging these six runs. In the San Diego data 
set, fifteen blocks of EEG signals from the specific subject are used as 
the training set, and signals of a single leave-out block are used as the
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Fig. 1.  The first stage of the proposed hybrid subject correlation analysis. Noted that there are two templates 
( )
[ , ,..., ] c s t
N N N
i i i iY S S S R
=  g and 
'( )' [ , ,..., ] c s t
N N N
i i i iY S S S R
=  g  with different number of trails. For the specific subject, there’s one trail that need to be set as the testing data, so the 
relationship between 
tN and 
'
tN is 
' 1t tN N= + . 
( )
,1 ,2 ,[ , ,..., ]
c s t
t
N N N
i i i i NX X X X R
=  g  is obtained by concatenating the specific subject training 
data. 
'( )
,1 ,2 ,[ , ,..., ]
c s t
t
N N N
ti ti ti ti NX X X X R
=  g  is obtained by concatenating the averaged independent subject training  
testing set. This step is repeated fourteen times, each trial is used as a 
testing set once, and the final results are obtained by averaging these 
fourteen runs. For Standard CCA method, since no training process is 
required, the identification accuracy is evaluated directly through six 
verifications. 
The ITR metric (in bits/min) used in this study is defined as, 
 
2 2 2
60 (1 )
log log (1 ) log
( 1)
P
ITR N P P P
T N
 −
= + + + 
− 
          (8) 
 
Where P  is the identification accuracy, T  is the average time for 
selection (
w sT T T= + ), wT is the time window and sT  is the time for 
subjects shifting their attention between two continuous trials. N  is 
the targets. Here, for Tsinghua dataset, 40N = , 0.5sT = . For San 
Diego dataset, 12N = , 1sT = . 
In this study, one way repeated measures analysis of variance 
(ANOVA) firstly used to show that if there were significant 
differences in different number of trials using proposed HSCA method 
only. If there were significant differences in trials, it means the number 
of trials is an important factor, which can influence the detection 
performance sensitively, secondly used to show both accuracy and 
ITR among these four methods at all data lengths. Moreover, using 
post hoc paired t-test to verify if the significant differences existed 
between any two methods in each same data length. 
IV. RESULTS 
A. Targets Detection Performance 
For Tsinghua dataset, the number of electrodes was set as 9. Pick the 
training data that trial number equals 3,4,5 and 6. For San Diego 
dataset, the number of electrodes is set as 8. Similarly, pick the training 
data that trial number equals 3,5,10 and 15.In the following discussion, 
the results under different trials conditions were averaged, and the 
results after averaging were discussed and analyzed. 
Here were two indicators taken into consideration, the average-trials 
detection accuracy and average-trials ITRs. The results shown in Fig. 2 
revealed that proposed HSCA method was better than other methods in 
any number of data lengths. 
The results of these four methods shows that the proposed HSCA 
method performed better both in detection accuracy and ITRs 
regardless of the data length (time window). In Tsinghua Dataset, the 
Proposed HSCA method can achieve the average-trials detection 
accuracy rate up to 76.97% (data length=1), which is the highest 
among the four methods. In all time windows, HSCA can at most lead 
the second best method (TDCCA) by 26.8% (data length=0.4) in terms  
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Fig. 2.  Detection performance comparison between these four methods. 
The subplots (a) and (b) represent the average-trials accuracy and 
average-trials ITRs of Tsinghua Dataset in different data length. The 
subplots (c) and (d) represent average-trials accuracy and 
average-trials ITRs of San Diego Dataset in different data length. Error 
bars denotes the standard error.   
 
of recognition accuracy. The maximum average-trials ITR of HSCA 
method is 133.57bits/min, also leading these four methods. In all time 
windows, HSCA can lead the second best method (TDCCA) by 40.5% 
at most on ITR (data length=0.4). In San Diego Dataset, the Proposed 
HSCA method can achieve the recognition accuracy rate up to 87.39% 
(data length=1), which is the highest among the four methods. In all 
time windows, HSCA can at most lead the second best method 
(TDCCA) by 25.15% (data length=0.3) in terms of recognition 
accuracy. The maximum ITR of HSCA method is 80.88bits/min, also 
leading these four methods. In all time windows, HSCA can lead the 
second best method (TDCCA) by 43.7% at most on ITR (data 
length=0.3). 
One way repeated measures analysis of variance (ANOVA) was 
used to represent that there were significant differences in both 
detection accuracy and ITRs among these four methods in different 
data length. Here, for each subject, average-trials results were obtained 
by averaging results among all trials. The results of detailed analyses 
were reported in Table II and Table III.  
B. Detection Performance with different trails 
This section explores the influence of different number of trials (or 
training blocks) on performance of different methods. Two datasets 
were used. In Tsinghua Dataset, there are 6 trials in total. This section 
will reveal detailed results when trials equal three, four, five and six. 
Set 
wT  (data length) = 1s, cN  (electrode channels) = 9. In San Diego 
Dataset, there are 15 trials in total. This section will depict detailed 
results when trials equal three, five, ten and fifteen. Set 
wT  (data 
length) = 1s, 
cN  (electrode channels) = 8. Detailed analysis results are 
shown in Figure 3.  
In Tsinghua Dataset, the Proposed HSCA method is better than other 
three methods in any number of trials, and it can achieve the averaging 
recognition accuracy rate up to 86.25% (trials=6), which is the highest 
among the four methods. In all number of trials, HSCA can at most 
lead the second-best method (TDCCA) by 26% (trials=5) in terms of 
recognition accuracy. The maximum ITR of HSCA method is 
162.98bits/min, also leading these four methods. In all trials, HSCA 
can lead the second-best method (TDCCA) by 44.4% at most on ITR 
(trials=5).  
In San Diego Dataset, the Proposed HSCA method can achieve the 
TABLE I 
TSINGHUA DATASET 
Data length 0.3s 0.4s 0.5s 0.6s 
Acc     F(3,136) 57.331 66.947 72.936 86.404 
             p  <0.001 <0.001 <0.001 <0.001 
ITR     F(3,136) 29.875 35.671 42.434 52.597 
             p  <0.001 <0.001 <0.001 <0.001 
Data length 0.7s 0.8s 0.9s 1.0s 
Acc     F(3,136) 95.471 118.953 132.471 133.755 
              p  <0.001 <0.001 <0.001 <0.001 
ITR     F(3,136) 61.338 82.815 97.063 106.925 
              p  <0.001 <0.001 <0.001 <0.001 
 
TABLE II 
SAN DIEGO DATASET 
Data length 0.3s 0.4s 0.5s 0.6s 
Acc     F(3,136) 30.203 39.551 56.790 45.640 
              p  <0.001 <0.001 <0.001 <0.001 
ITR     F(3,136) 18.814 24.088 34.551 29.076 
             p  <0.001 <0.001 <0.001 <0.001 
Data length 0.7s 0.8s 0.9s 1.0s 
Acc     F(3,136) 42.850 41.936 34.252 21.162 
              p  <0.001 <0.001 <0.001 <0.001 
ITR     F(3,136) 28.602 30.189 29.149 22.283 
              p  <0.001 <0.001 <0.001 <0.001 
The results of one way repeated measures analysis of variance 
(ANOVA), p  denotes the significance level of differences. Results 
showed that there were significant differences among these four 
methods in both datasets. 
 
recognition accuracy rate up to 90.8% (trials=15), which is the highest  
among the four methods. In all time windows, HSCA can at most lead 
the second-best method (TDCCA) by 12.8% (trials=5) in terms of 
recognition accuracy. The maximum ITR of HSCA method is 
84.77bits/min, also leading these four methods. In all time windows, 
HSCA can lead the second best method (TDCCA) by 27.69% at most 
on ITR (trials=5). 
By One way repeated measures analysis of variance (ANOVA) 
method, it showed there was significant difference of the detection 
accuracy using proposed HSCA method only under all trials across all 
subjects in different data length. More detailed results are shown in 
Table I (Tsinghua Dataset). Post hoc paired t-tests revealed that there 
were significant differences between any two trials at each data length 
with all p  values smaller than 0.001. Significance analysis showed 
that different numbers of trials influence the results. 
It can be concluded that both detection accuracy and ITRs will 
increase with the increase of the number of trials. In Tsinghua Dataset, 
when trials equal six, the performance of HSCA and TDCCA is 
similarly. Except this situation, HSCA is far superior to others. 
C. Detection Performance with different channels 
This section shows the influence of different number of trials (or 
training blocks) on performance of different methods. In Tsinghua 
Dataset, there are nine channels in total. Set 
wT  (data length) = 1s. 
Trials are set as 6. In San Diego Dataset, there are eight channels 
totally. Set wT  (data length) = 1s. Trials are set as 15. The minimum 
channels are set as three. More detailed results are reported in Fig. 4.  
One way repeated measures analysis of variance (ANOVA) showed  
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Fig. 3.  Detection performance comparison between these four methods 
across different trials. The subplots (a) and (b) represent detection 
accuracy and ITRs of Tsinghua Dataset in different number of trials 
when data length equals one second. The subplots (c) and (d) represent 
detection accuracy and ITRs of San Diego Dataset in different number 
of trials when data length equals one second. Error bars denotes the 
standard error. 
 
TABLE III 
SIGNIFICANT BETWEEN TRIALS (TSINGHUA DATASET) 
Data length 0.3s 0.4s 0.5s 0.6s 
Acc     F(3,102) 85.54 141.75 131.50 131.10 
             p  <0.001 <0.001 <0.001 <0.001 
Data length 0.7s 0.8s 0.9s 1.0s 
Acc     F(3,136) 113.63 76.92 67.55 60.20 
             p  <0.001 <0.001 <0.001 <0.001 
The results of one way repeated measures analysis of variance 
(ANOVA), p  denotes the significance level of differences. Results 
showed that there were significant differences among different trials 
using HSCA method only in Tsinghua Dataset. 
 
that all four methods existed significant differences among different 
channels (for CCA: (6,204)F = 32.176, 0.001p  , for TDCCA: 
(6,204)F = 50.168, 0.001p  , for tt-CCA: (6,204)F = 20.121, 
0.001p   and for HSCA, (6,204)F =48.536, 0.001p  ). Moreover, 
post hoc paired t-tests revealed that there were significant differences 
between any two channels at each data length with all p  values 
smaller than 0.001. 
V. DISCUSSION 
The comparison of the four methods shows the effectiveness of the 
HSCA method in detecting the target. The improved detection 
performance can be attributed to the combination of the data 
information of specific subject and independent subject. The results 
show that HSCA can provide better performance than other methods 
when the data length is shorter and the number of trials is smaller. 
When the training data is insufficient, this method provides an 
effective choice for researchers. 
This approach was originally proposed to solve a paradox that 
exists in SSVEP today: how to train to construct a template? If the 
specific subject training data is selected to train the template [13, 16], 
it means that each subject needs to go through a great many trials to get 
a better result, which will cause fatigue and other problems. If 
independent subject training data is selected, which means that 
although each subject can reduce a certain number of trials, the  
 
 
Fig. 4.  Detection performance comparison between these four methods 
across different channels. The subplots (a) and (b) represent detection 
accuracy and ITRs of Tsinghua Dataset in different number of channels 
when data length equals one second and the number of trials equal six. 
The subplots (c) and (d) represent detection accuracy and ITRs of San 
Diego Dataset in different number of channels when data length equals 
one second and the number of trials equal fifteen. Error bars denotes 
the standard error. 
 
classification performance will be reduced due to the differences 
between subjects. The proposed method combines specific subject 
data and independent subject data to construct two spatial filters 
respectively, one of which uses the information of specific subject and 
the other is constructed by transferred independent subject data. 
Theoretically, if there are enough specific subject training data 
(unlimited number of specific subject training data), HSCA method 
should be inferior to TDCCA, because in this case, the difference 
between subjects will become a more important negative influencing 
factor. This also explains that in Fig. 3 (b), when trial=6, the results of 
HSCA and TDCCA were very close without obvious advantages (if 
there were more trials, the results of TDCCA might be better than that 
of HSCA). However, in practical terms, there would not be enough 
data and every single subject would not have enough trials, so the 
proposed HSCA would significantly improve SSVEP classification 
effect. In order to show the universality of the proposed method, this 
study selected two different dataset [18, 19]. All the results prove the 
superiority of HSCA method. 
As for the selection of comparison methods, the proposed method is 
based on the extension of standard CCA, so standard CCA is selected. 
In addition, this research selects one method from the specific subject 
method and another method from the independent Subject method. 
The purpose is to prove that HSCA is more advanced than both types 
of methods. TTCCA combines the information of other subjects with 
the direct average method, which has the same way with HSCA, so 
tt-CCA is chosen for comparison. The proposed method and TDCCA 
used a similar framework for feature extraction. Therefore, TDCCA 
was selected as one of the comparison methods. Compared with 
TDCCA, HSCA combines information from other subjects 
(independent data), which is important specially when training trials 
are not enough [14]. Compared with tt-CCA, HSCA combines the 
specific training trials information, which improves the identification 
results significantly. Moreover, through mathematical derivation, Wei. 
et al. proved that TDCCA and TRCA were equivalent [16], and TRCA 
was considered as the most advanced method at present [15], so 
TDCCA could represent the most advanced method at present. By 
comparing with TDCCA, the superiority of proposed HSCA were 
proved. 
For parameter selection, one trial needs to be selected as testing data. 
First Author et al.: Title 7 
In addition, at least two trials are needed to average the data (to meet 
the algorithms of TDCCA and HSCA). Therefore, the minimum 
number of trials should be three. Both in two datasets, compared to the 
second-best performing method (TDCCA), HSCA's biggest lead in 
accuracy and ITR is achieved when the data length is very short, which 
means the proposed method performs more significant compared to 
other methods in small data situation. 
VI. CONCLUSION 
This study introduces and evaluates a new SSVEP-based target 
identification method named Hybrid Subject Correlation Method 
(HSCA) to enhance SSVEP detection. The analysis shows that HSCA 
is superior to tt-CCA and TDCCA. HSCA integrates SSVEP 
component information from specific and independent subjects to 
construct spatial filters. The evaluation results of the Tsinghua Dataset 
(35 subjects) and the San Diego Dataset (10 subjects) both showed that 
the proposed method had higher performance than the existing method 
in terms of detection accuracy and ITR. Because fast and accurate 
identification of SSVEP components, simple structure and easy 
operation are the keys to real-time brain-computer interface systems, 
HSCA can be regarded as a promising SSVEP detection method. 
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