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Abstract
Regularization methods are a key tool in the solution of inverse problems. They
are used to introduce prior knowledge and make the approximation of ill-posed (pseudo-
)inverses feasible. In the last two decades interest has shifted from linear towards nonlin-
ear regularization methods even for linear inverse problems. The aim of this paper is to
provide a reasonably comprehensive overview of this development towards modern non-
linear regularization methods, including their analysis, applications, and issues for future
research.
In particular we will discuss variational methods and techniques derived from those,
since they have attracted particular interest in the last years and link to other fields like
image processing and compressed sensing. We further point to developments related to
statistical inverse problems, multiscale decompositions, and learning theory.
Keywords: Regularization, Inverse Problems, Image Reconstruction, Variational Meth-
ods, Bregman Iteration, Convergence, Error Estimation
1 Introduction
Starting from the development of tomography and related techniques, the last fifty years
have seen a constant rise of interest in the development of inverse problems as a research
field, in mathematics as well as applied fields such as medical imaging, geophysics and oil
industry, or steel industry to mention only a few (cf. e.g. [38, 88, 109, 131, 130, 164, 196,
226, 227, 291, 292, 348, 347]). Connected with the rise of interest in inverse problems is the
development and analysis of regularization methods, which are a necessity in most inverse
problems due to their ill-posedness (cf. e.g. [358, 163]). In particular there is usually no
continuous dependence between the data and the solution of the inverse problem, hence in
the presence of measurement errors one rather solves approximate problems with a stable
dependence instead. The controlled construction and analysis of such modified problems
is called regularization, usually with a regularization parameter encoding the level of the
approximation.
The canonical example of an ill-posed inverse problem at the abstract level is the linear
operator equation
Ku = f, (1)
with a linear operator K between Banach spaces, whose generalized inverse K† is unbounded.
A regularization method is then some parametric approximation Rα of K
†, which has better
stability properties. In the case of linear regularization methods, Rα is a family of bounded
linear operators converging pointwise to K† on the domain of the latter as α → 0. A key
question in this respect is the convergence in the case of noisy data, related to the choice of
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the regularization parameter α in dependence on the noise level δ, the latter being a bound
for the noise in the deterministic setting or some kind of variance in a stochastic setting.
While at the end of the 20th century, a rather complete understanding of such linear
regularization methods was available based on spectral decompositions of the operators, the
case of nonlinear regularization methods, i.e., nonlinear maps Rα (possibly even multi-valued)
became a field of intensive study. This was driven in particular by developments related
to variational methods such as total variation techniques (cf. [328, 1, 79]) or sparsity and
compressed sensing (cf.[145, 146, 99]), but also by statistical approaches such as advanced
Bayesian prior models (cf. [259, 210, 248]). Due to the rise of big data and learning techniques
there is further interest in applying such paradigms to inverse problems in recent years. This
is a somehow delicate task, since in most inverse problems there are no ground truth data, but
only results that have been reconstructed with a certain regularization method and specific
noise. Hence, it poses a lot of particular challenges for future research.
In this paper we will provide a survey of developments on modern (nonlinear) regulariza-
tion methods in the last decades, their analysis and applications. Moreover, we will try to
provide a quite structured overview of this field, including some fundamentals of nonlinear
regularization methods. In particular we will give clear definitions of what to expect from a
regularization method and its convergence reminiscent of the rather complete treatment of
linear regularization methods in the seminal book by Engl, Hanke, and Neubauer [163] now
dating back more than twenty years.
Throughout the paper we assume that K : U → V is a bounded linear operator on Banach
spaces U and V. In many parts there are obvious extensions to nonlinear operators and even
metric spaces, but we mainly leave them out in order to increase readability, some links to
such extensions are given at the end of the paper.
We will start with a rather historical exposition on regularization methods in the next
section and then proceed to nonlinear variational models, which are the class of methods
driving most development on nonlinear regularizations. Section 4 will discuss some basic
properties of and requirements on regularization methods, which are then discussed in detail
for variational regularizations in Section 5. Subsequently, we turn to iterative regularization
methods in Section 6. As a result of some insights in these sections we are led to a discussion on
bias and scales in regularization methods in Section 7 and Section 8 will provide some examples
of applications. Section 9 will discuss advanced aspects such as nonlinear regularization
methods for nonlinear inverse problems and links to machine learning. Finally we conclude
and provide an outlook to relevant future topics in Section 10.
2 A Little History of Regularization Methods
It seems rather difficult to date back the origin of regularization methods, but it is common
now to identify it with the pioneering work of Tikhonov (cf. [356, 354, 357]) and the subse-
quent strong developments in the Russian community in the 1960s (cf. e.g. [228, 17]). The
starting motivation obviously comes from the concept of ill-posedness, negating the definition
of a well-posed problem. The latter, consisting of existence, uniqueness, and stable depen-
dence upon the input data is usually attributed to the work of Hadamard in the context of
partial differential equations (cf. [200, 201]), however the third condition was not clearly for-
mulated in those problems and seems to have found its way as an equally important one later,
e.g. in the work of John [230]. As a motivation for regularization theory and in particular for
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their convergence, the lack of stability seems to be the most crucial issue however.
Already in the early works it was understood that in order to have any chance to compute
meaningful solutions, the problem needs to be approximated by well-posed ones, usually a
family parametrized by the regularization parameter. The obvious first answer of a topologist
like Tikhonov was to restrict the domain to a compact set in some topology (or some kind
of family thereof), leading to the concept of conditional well-posedness. A natural choice in
a Hilbert space are norm balls around zero, which are compact in the weak topology. The
radius of the balls (or its inverse) can naturally serve as a regularization parameter. This was
also called selection method and the corresponding solutions were phrased quasi-solutions.
Given a minimization problem, e.g. least-squares ‖Ku− f‖2 for (1) in Hilbert spaces, it is a
short way to the variational formulation (see Section 3 for a detailed discussion of variational
models) of what is now called Tikhonov or Tikhonov-Phillips regularization. Indeed, with an
appropriate Lagrange parameter α, this is equivalent to the variational problem
uˆ = arg min
u∈U
1
2
‖Ku− f‖2 + α
2
‖u‖2. (2)
Some of the early work in the Soviet community was already formulated in a much more
general variational way, replacing the least-squares term by some discrepancy and the reg-
ularization by some appropriate functional, somehow a precursor of the modern theory. At
this time the study was restricted to a rather abstract way focusing on convergence proofs,
neither strong motivations for other functionals in inverse problems nor further methods for
quantitative estimates were available. The concepts and methods were further developed in
the Soviet literature, including the question of the regularization parameter choice in depen-
dence on the noise level. Instead of giving a detailed overview we here refer to the influential
book by Tikhonov and Arsenin [355], which also made the results more broadly accessible.
As an alternative approach a lot of work also considered what Tikhonov called the reg-
ularization method (and what seems to be the first appearance of this term in literature),
namely the approximation of K by regular operators, respectively of its generalized inverse
by bounded operators. In parallel there was similar development in the western community,
a similar approach as the conditional well-posedness by Tikhonov was developed by Phillips
for integral equations of the first kind in [306], consequently the term Tikhonov-Phillips reg-
ularization is also used in literature. In a discrete setting of statistical regression, a similar
idea to deal with ill-conditioned problems was developed under the term ridge regression (cf.
[215, 216]). A related approach to solve ill-posed problems for partial differential equations
was the quasi-reversibility method (cf. [260]), although hardly analyzed in the setting of a
regularization method.
A different route to the construction of regularization methods was taken by Backus
and Gilbert [13] from a very applied perspective. Using linear filters the noisy data were
smoothed to be in the range of the forward operator K, subsequently a direct inversion
(or application of the generalized inverse) can be performed. It took quite a while until
such methods were understood in a unified way with other regularizations such as Tikhonov
regularization (cf. [163]), the key step was to relate the smoothing action of the filters to
the operator K respectively its adjoint. This was made clear later in the linear functional
strategy by Anderssen [7] and also in the development of the approximate inverse method
by Louis [271], which turned out to be highly useful in tomography problems, where explicit
reconstruction formulas and fast methods for the computation of the inverse are available.
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In the seventies and eighties of the last century the study of linear regularization methods
was progressing further, with a study of many different regularization techniques such as
iterative regularization by early stopping of stable iteration methods, truncated singular value
decompositions, regularization by discretization and projection (cf. e.g. [287, 289, 363, 161,
15, 18, 20, 165, 204]). Most work was based on using spectral methods for the construction
and detailed analysis of regularization methods. This includes the basic analysis of linear
regularization methods in Hilbert spaces, the convergence as noise level and regularization
parameter tend to zero, as well as first error estimates in dependence of the noise level (cf. e.g.
[288, 194, 290, 294]). Moreover, various asymptotic parameter choice rules were suggested and
investigated, either founded by theory such as the discrepancy principle or other a-posteriori
rules using the noise level (cf. [283, 14, 314, 169, 162, 170, 183, 166, 315]) or heuristic ones
such as quasi-optimality or the L-curve method (cf. [355, 16, 353, 205]). The development
of linear regularization methods in the early nineties was rather complete, culminating in the
seminal book by Engl, Hanke, and Neubauer [163] that provides a unified overview.
From the application point of view strong focus was put on models with integral equations
of the first kind and image reconstruction in tomography became a driving field of application
(cf. [291, 292] and references therein). In parallel various applications of inverse problems in
partial differential equations such as inverse scattering or parameter identifications became
relevant and were tackled by regularization methods (cf. e.g. [305, 250, 132, 19, 133]). This
drove the interest in regularization theory from linear towards nonlinear problems.
The end of the eighties marks the beginning of the systematic analysis of regularization
methods for nonlinear inverse problems (replacing K by a nonlinear operator), in particular
with the papers by Seidman and Vogel [339] giving a well-posedness and convergence analysis
of Tikhonov regularization for such problems and by Engl, Kunisch and Neubauer [167]
providing first error estimates respectively convergence rates. Many techniques had to be
developed to avoid spectral theory arguments that are not available for nonlinear operators,
it is not surprising that many of those ideas were also influential for nonlinear regularization
(of linear inverse problems). In the nineties there was a boost of studies for nonlinear inverse
problems, in particular a theory of iterative regularization methods was worked out, which is
particularly attractive since the nonlinear problems had to be solved anyway with iterative
methods. Prominent examples are Landweber and steepest-descent methods (cf. e.g. [203]),
regularized Newton methods (cf. e.g. [235]), and iterated Tikhonov methods (cf. e.g.[330]).
We refer to [237] for a comprehensive overview.
In parallel another paradigm evolved in particular in the image processing community from
the seminal papers of Rudin, Osher, Fatemi [327] and Mumford-Shah [286], who proposed
nonlinear variational models to solve denoising (and in the second case also segmentation)
problems. From a regularization point of view this means that a nonlinear regularization
method is used to solve a linear inverse problem, a rather unusual idea at this time. From
a technical point of view it poses additional challenges of analyzing schemes in anisotropic
Banach spaces like the space of functions of bounded variation, while previous theory was
formulated mainly in Hilbert spaces. In the case of variational regularization methods ba-
sic well-posedness and convergence analysis can be carried out using techniques from varia-
tional calculus [1, 153], while quantitative estimates need completely novel approaches. Early
progress in this direction was made for maximum entropy regularization (cf. [153, 168]), in
this case the regularization technique could be related directly to regularization of nonlinear
inverse problems in Hilbert spaces by a change of variables (cf. [168]). However, in a more
general setup the convergence rate theory remained quite open until the dawn of the 21st
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century, when strong progress was made by employing techniques from convex analysis to
variational regularization methods. We mention at this point that some of these more geo-
metric ideas were also hidden in earlier work on regularization in Hilbert spaces with convex
constraints (cf. [295, 158]). The improved understanding of variational regularization meth-
ods in Banach spaces subsequently led to a variety of other techniques and variants such as
iterative regularization methods derived from those, which we will discuss in further detail in
the course of this paper.
Another driving force for investigating regularization methods in Banach spaces became
ideas of sparsity including wavelet shrinkage and the variational counterpart of regularization
`1-type norms, e.g. in Besov spaces (cf. [144, 147]). This led in parallel to the field of
compressed sensing, where the focus was rather on designing the appropriate measurement
setups for optimal compression than to improve reconstructions on a given inverse problem
(cf. [145, 103, 99, 95, 96, 94, 146]). Despite the fact that the usual setting in compressed
sensing is rather a finite dimensional one, many arguments based on convex analysis are
closely related.
In recent years these techniques also evolved into many practical applications, in particular
in the image reconstruction community. The whole list of applications where the methods
made impact in different ways might deserve a survey paper for itself. In order to illustrate
the change in the first decade of the twentieth century we just provide the following table
showcasing the typical state of the art used for inverse problems in medical imaging before
or around the year 2000 and the one typically used ten years later:
Modality State of the art before 2000 State of the art after 2010
Full CT Filtered Backprojection Filtered Backprojection
Undersampled CT Filtered Backprojection TV-type / Wavelet Sparsity
PET / SPECT Filtered Backprojection / EM EM-TV / Dynamic Sparsity
Photacoustics - TV-type / Wavelet Sparsity
EEG/MEG LORETA Spatial Sparsity / Bayesian
ECG-BSPM L2 Tikhonov L1 of normal derivative
Microscopy None, linear Filter TV-type / Shearlet Sparsity
PET-CT/MR - TV-type anatomical priors
Note that (with the exception of the statistically motivated EM-algorithm) all state of the
art methods before 2000 were linear regularization methods. This is completely changed with
the exception of fully sampled CT, where there is neither a nullspace nor significant noise,
hence the regularization plays a minor role. The details of most other methods, mainly based
on variational models, will become clear in the next section.
3 Variational Modeling
The variational approach to regularization methods became very popular in the last decades,
since it allows for an intuitive approach to modeling, a framework for its basic analysis, and
also a variety of computational methods to be applied, in particular in the case of convex
regularization functionals. The key idea to construct a variational regularization method for
(1) consists of finding two functionals: a data fidelity term F measuring the distance between
Ku and f (respectively its noisy version f δ) and a regularization functional J favouring
appropriate minimizers respectively penalizing potential solutions with undesired structures.
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Instead of simply fitting u to data, i.e. minimizing F (Ku, f), a weighted version is minimized
to obtain
uˆ ∈ arg min
u
(
F (Ku, f δ) + αJ(u)
)
, (3)
where α > 0 is the regularization parameter controlling the influence of the two terms on the
minimizer. Since the problem should approach the pure minimization of the data fidelity in
the noise-less case it is natural to think about α as a small parameter.
The choice of the data fidelity is often straightforward, e.g. as some kind of least squares
term (squared norm distance in a Hilbert space), or motivated from statistical arguments
by some likelihood functional for the noise. In the latter case the variational model can
be interpreted as a regularized likelihood model, the data term usually corresponds to the
negative log likelihood of the noise model. A prominent example is the case of additive
Gaussian noise, which leads to a least-squares data term 12‖Ku−f‖2, where the specific Hilbert
space norm to be used is determined by the covariance operator of the noise. Appropriate
choices for the latter can have significant impact, e.g. choosing likelihoods for Poisson noise
appearing in photon count data leads to strong improvement over least squares terms in
particular in large noise regimes (cf. e.g. [61, 63]). Throughout this paper we will assume
that F is Frechet-differentiable on V unless further noticed.
The choice of a regularization functional seems less natural at first glance. Based on the
original ideas by Tikhonov the key ingredient for a successful regularization are its topological
properties, thus frequently the regularization functional is chosen as some power of a norm
(or seminorm) in a Banach space. Classical examples are Tikhonov-Phillips in Hilbert spaces
like L2(Ω), H1(Ω), or in some sequence space `2(N). As a generalization in function spaces,
regularization functionals depending on the gradient (or higher order derivatives) of u became
popular. Those correspond to a rather direct intuition when smooth solutions are preferable
due to prior knowledge. Nonsmooth and oscillatory functions will lead to large or even infinite
values of the derivatives and thus very high values of the regularization functionals. Hence,
they are no suitable candidates as a minimizer of (3).
In many cases in inverse problems such as image reconstruction one is rather interested
in nonsmooth solutions and in particular their discontinuity sets. A simple class of such
are piecewise constant functions with reasonable edge sets, which are not contained in any
Sobolev space W k,p(Ω) for k, p ≥ 1, since their gradient is already a concentrated measure
(cf. [5, 172]). This motivates to use the space of functions of bounded variations BV (Ω),
which consists of all functions in L1(Ω) whose distributional gradients are vectorial Radon
measures. The regularization with the total variation, i.e.,
TV (u) = |u|BV =
∫
Ω
d|Du|, (4)
where Du is the gradient measure of u, proposed for denoising by Rudin-Osher-Fatemi [328]
and the subsequent popularity of investigating such methods can be seen as the advent of
modern regularization methods.
The details of reconstructions to be achieved strongly depend on the specific norm used
however. It is common folklore that the regularization functional is chosen such that desired
solutions matching prior knowledge have a small value of J and are thus preferred as the
appropriate solutions. This is however true only to some extent, but the overall effect of
a regularization functional is rather determined by the effect it has on possible minimizers
than purely a comparison of functional values. Consider as a simple example one-dimensional
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total variation regularization. It will of course rather prefer solutions with small total varia-
tion over oscillatory functions with high variation. On the other hand, it still selects among
functions with the same total variation. Structural results on the solution of total variation
regularization problems show that canonical solutions for noisy data are piecewise constant,
even if the exact solution is not (cf. [322, 111, 229]). This means that total variation actively
selects piecewise constant solutions over smooth solutions that have the same total varia-
tion, i.e. are a-priori indistinguishable by the regularization functional. The reason for this
behaviour can be seen by inspecting the optimality condition, given by (assuming F to be
Fre´chet-differentiable)
K∗∂xF (Ku, f) + αp = 0, p ∈ ∂J(u). (5)
Here ∂x denotes the (partial) Fre´chet-derivative in the first argument, and ∂J(u) is the subd-
ifferential of J at position u, see [323, Section 23], or [159, 22]. Solving for the subgradient p
we always obtain a relation of the form p = K∗w˜ for some w˜ ∈ V, i.e. the variational method
will select smooth subgradients due to the smoothing properties of the operator K and its
adjoint. We will detail the relation between the properties of the subgradients of the solution
for total variation and other examples of regularization in the next sections.
In a stochastic setup, the variational approach is often formulated from Bayesian esti-
mation (cf. [232, 344], in particular maximum a-posteriori probability (MAP) estimators.
Assume for the sake of simpler presentation that we are in a finite-dimensional setting for the
inverse problem Ku = f and can write down probability densities for the prior pi0(u) and the
likelihood pi(f |u) of measuring the data f given the true solution u. Then Bayes’ theorem
provides the posterior probability density via
pi(u|f) = 1
pi∗(f)
pi(f |u)pi0(u), (6)
with
pi∗(f) =
∫
pi(f |u)pi0(u) du (7)
being the effective prior probability on the data. A MAP estimate uˆ is defined as a maximizer
of the posterior probability density, respectively a minimizer of its negative logarithm. Since
the part pi∗(f) independent of u is irrelevant for the minimizer, we thus have
uˆ ∈ arg min
u
(− log pi(f |u)− log pi0(u)) . (8)
This formulation is closely related to the variational modelling point of view when interpreting
− log pi(f |u) as a data fidelity and − log pi0(u) as the regularization term. Indeed, for many
standard stochastic (noise) models one obtains
pi(f |u) ∼ exp(−F (Ku, f)). (9)
Examples are additive Gaussian noise leading to a least-squares fidelity and Poisson noise
leading to the Kullback-Leibler divergence. Assuming further that the prior is related to
some regularization functional J
pi0(u) ∼ Φ(−J(u)) (10)
for some monotone function Φ, we see that the MAP estimation problem becomes
uˆ ∈ arg min
u
F (Ku, f)− log(Φ(−J(u))). (11)
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This problem can be reformulated in a more conventional form, even if the prior Φ is not
exactly specified. By a standard argument we see that there exists γ > 0 such that
uˆ ∈ arg min
u,J(u)≤γ
F (Ku, f),
and with the existence of a Lagrange parameter α > 0 for the constraint J(u) ≤ γ (which is
easily verified for a scalar constraint) we obtain
uˆ ∈ arg min
u
F (Ku, f) + αJ(u). (12)
We mention that similar reasoning in infinite dimensions is not as straightforward, even the
definition of the MAP estimate is a non-obvious task (cf. [136, 209]). Recent results however
provide a good characterization in many relevant cases (cf. [209, 268, 2] ). A relation between
Bayesian estimators and the variational approach also exists beyond the MAP estimate by
the Bayes cost method. Given a cost ψ measuring a distance on the input space, the Bayes
cost approach looks for a minimizer of the posterior expecation of ψ, i.e.,
uˆ ∈ arg min
u
∫
ψ(u, v) pi(v|f) dv, (13)
i.e. a functional that depends in a more implicit way on the data and the forward model.
3.1 Total variation and related regularizations
As mentioned above total variation regularization has been one of the driving examples in
developing regularization methods in Banach spaces starting from [328, 1]. Since then it
has been a constant source of motivation for further developing mathematical analysis (cf.
e.g. [112, 343, 331, 120, 322, 342, 77, 104, 4]), computational optimization techniques for
nonsmooth problems (cf. e.g. [117, 362, 110, 253, 114]), and development of advanced models
(cf. e.g. [332, 302, 80, 72, 53, 224, 265, 29]).
The key step for modern analysis and computational methods is the (pre-)dual formulation
of total variation
TV (u) = |u|BV := sup
g∈C∞0 (Ω)d,g∈C
∫
Ω
u∇ · g dx, (14)
with the convex set
C = {g ∈ L∞(Ω) | |g(x)| ≤ 1 a.e. in Ω}.
This characterization allows to understand the structure of subgradients as elements of C
absolutely continuous with respect to the gradient measure D such that∫
Ω
g · dDu = |u|BV .
The optimality condition (5)
K∗∂xF (Ku, f) + α∇ · g = 0, (15)
where g is a vector field such that g|Du| is a polar decomposition of the vector measure (cf.
[5]).
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In spatial dimension one the structure of solutions can be understood directly from the
optimality condition. If there is an open set where u is not constant, either with positive
or negative derivative, then g equals +1 or −1, hence its derivative vanishes. Thus, in such
regions the generalized residual K∗∂xF (Ku, f) vanishes. In the case of noisy data this is
usually not happening for larger sets, thus u is typically piecewise constant. In higher spatial
dimension this is not completely true, but still the case |g(x)| < 1 is the canonical one, so in
many cases solutions are piecewise constant. On the other hand, piecewise constant structures
are not optimal in all instances, in particular total variation methods are well-known to exhibit
staircasing phenomena, i.e. smoothly varying parts in the solution are often approximated
by piecewise constant structures with many jumps resembling a stair structure. For this sake
many modifications and variants of total variation regularization have been investigated in the
last decades. An immediate option are higher-order total variation approaches, that formally
replace the one-norm of the gradient by the one-norm of a higher-order derivative like the
Laplacian, the Hessian or the symmetric part of the Hessian (cf. e.g. [332, 116, 211, 304]).
The disadvantage of such an approach is that solutions of the regularization model will be
too regular and discontinuity sets (edges) are lost. In view of (14) such approaches can be
characterized by C not being a bounded set in L∞(Ω), but rather being derivatives of bounded
measurable functions.
An alternative model trying to take advantage of total variation and higher-order total
variation is a decomposition into two or more parts, i.e., u = u1 + u2 with u1 and u2 being
regularized differently. This has been proposed in this context for the first time in [112] as
an infimal convolution of first and second order total variation, the effective regularization
functional is given by
J(u) = inf
u1+u2=u
(|u1|BV + |∇u2|BV ) .
A popular alternative became the TGV-type models as proposed by [53], which effectively
do not decompose u but the gradient measure Du into Du1 and some vector field u2. One
version of the regularization functional is then given by
J(u) = inf
Du1+u2=Du
(|u1|BV + |u2|BV ) .
The fact that the higher-order part is an arbitrary vector field provides additional freedom
that can be benefitial compared to the infimal convolution model (cf. [53, 29, 189]). We
also mention that the original TGV-model in [53] does not use a bounded variation model
for u2, but only bounded deformations, i.e. the symmetric part of the gradient. Moreover,
the approach can be formulated for arbitrary order of regularization. In the dual formulation
(14) approaches like infimal convolution or TGV still lead to C being a subset of the unit ball
in L∞(Ω), which implies
J(u) ≤ |u|BV ∀u ∈ BV (Ω).
On the other hand, for many of them a lower bound inequality can be shown at least when
excluding a low (finite) dimensional nullspace (cf. [29]), i.e. there exists a positive constant
c and some linear functionals `i such that
J(u) ≥ c|u|BV ∀u ∈ BV (Ω), such that `i(u) = 0, i = 1, . . .M.
Hence, J is an equivalent norm on the subspace of BV excluding the nullspace. For the
combination of first- and second-order derivatives the nullspace naturally consists of piecewise
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affine functions (thus M = d+ 1). For a further discussion and advanced aspects we refer to
[53, 29, 311, 52, 54, 55, 81, 82, 36, 340, 223, 181, 37].
In certain cases it is also interesting to use total variation regularization on some trans-
form of the image. Motivated by research in image analysis taking into account orientations
via local Radon transforms (cf. [249]), in [76] total variation regularization on the Radon
transform respectively combined with total variation on the image itself was investigated to
promote piecewise constant images with very thin structures resembling lines. In [189] to-
tal variation on the spherical Radon transform (equivalent to circular Hough transform in
computer vision) was investigated in order to reconstruct small circular structures.
Another variant are total variation regularization methods for vector fields, e.g. arising
for color images (cf. [58, 44]), flow fields (cf. [212, 370]) or joint reconstruction problems (cf.
[246]). While many aspects remain the same as in the scalar case it is particularly interesting
which matrix norm is used for Du, respectively which dual norm for g, noticing that this
becomes a matrix in (14).
3.2 Sparsity Regularization
Total variation regularization, in particular its discrete version, can be interpreted as a func-
tional favouring sparsity, in this case of the gradient. The paradigm of sparsity has developed
in parallel to the total variation regularization (cf. [144]). A key insight driving sparsity
priors was the (approximate) sparsity of signals and natural images in wavelet bases (cf.
[274, 225, 273, 341]). Further improvements were made by replacing the orthonormal bases
by frames (cf. [126]) such as curvelets (cf. [97, 98]) or shearlets (cf. [257, 197, 256]).
Sparsity is naturally measured by the `0-norm, the number of nonzero entries. Since the
minimization of `0 is highly non-convex and even NP complete, it is usually relaxed to the
convex `1-norm. In the analysis formulation a frame system φi is used to test sparsity of
〈u, φi〉, the corresponding regularization functional is given by
J(u) =
∑
i
|〈u, φi〉|. (16)
If (φi) is an orthonormal system, this is equivalent to the synthesis formulation, which is
based on writing
J(u) =
∑
i
|ci| where u =
∑
i
ciφi. (17)
Note that in general the two formulations may differ for frames (cf. [160]).
In the analysis formulation we can effectively define the variational problem on the coeff-
cient vector c, i.e.
K˜ : `2(N)→ V, c 7→
∑
i
ciKφi
and compute
uˆ =
∑
i
cˆiφi, ci ∈ arg min
c
F (K˜c, f) + α|c|1.
The corresponding optimality condition is given by
(K˜∗∂xF (K˜c, f))i + αsi = 0,
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with si being a multivalued sign of ci, i.e. an element of [−1, 1] for ci = 0. If K˜ is a bounded
linear operator on `2(N), then its adjoint maps into the same space, and hence (si) ∈ `2(N).
This implies in particular that |si| < 1, hence ci = 0, for i sufficiently large. Thus, we always
obtain some sparsity with this model.
In the analysis formulation the optimality condition is given by
K∗∂xF (Ku, f) + αsiφi = 0,
instead, with si being a multivalued sign for 〈u, φi〉. Here the understanding of the sparsity
property is more complicated, the si are actually related to the residual via the linear system∑
j
〈φi, φj〉sj = − 1
α
〈Kφi, ∂xF (Ku, f)〉.
We refer to [360, 359] for a detailed analysis in this case. Sparsity models for inverse problems
have been studied with different frames and applications extensively in the last decade (cf.
e.g. [134, 119, 129, 317])
There are several relevant extensions of sparsity priors to multidimensional systems, in
particular in a synthesis type formulation
u =
∑
i,j
cijφi ⊗ ψj .
The different dimensions are often space (characterized by basis functions φi) and time or
frequency (characterized by basis functions ψj). Instead of overall sparsity more detailed prior
knowledge can be introduced. The most popular example is joint or collaborative sparsity,
which means that only few of the basis functions, e.g. in the second dimension, can be used
to explain the solution. This means that c·j vanishes for most j, respectively also any norm
of it. A common regularization for this case is the joint or collaborative sparsity prior
J(u) =
∑
j
‖c·j‖`r ,
usually with r = 2 or r = ∞ (cf. [150, 351, 180, 184, 264]) An alternative type of prior
knowledge is local sparsity, which means that for each i only few basis functions ψj are used.
The term local is due to an imaging interpretation of the φi as basis functions local in space
(e.g. for each pixel). This is a common issue in dynamic or spectral imaging, where one can
assume that only few materials and their characteristic evolutions or spectral curves can be
found in each pixel. A regularization functional proposed for this issue (cf. [208]) is
J(u) = max
i
‖ci·‖`1 + β
∑
i
‖ci·‖`1 .
An infinite-dimensional extension of the above sparsity models is sparsity in a space of
Radon measures, i.e. the regularization functional is given as the total variation norm of the
measure u
J(u) =
∫
Ω
d|u| = sup
g∈C0(Ω),‖g‖∞≤1
∫
Ω
g du.
This yields a convex regularization functional for reconstructing multiple peaks at unknown
locations and has been proposed for inverse problems in [56], respectively for superresolution
problems in [100, 101, 3]. The reconstruction properties in deconvolution problems have been
analyzed in [151, 142], asymptotics from finite-dimensional problems with sparsity priors are
found in [207, 151].
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3.3 Low Rank Regularization
In many applications one seeks a decomposition of the form
U =
∑
i
Φi ⊗Ψi (18)
with unknown Φi,Ψi and the additional prior knowledge that there are as few elements as
possible in the sum. In a finite dimensional setting this means that the matrix U has low
rank, i.e. the rank of U would be the obvious regularization functional. However, since the
rank is very far from being convex, several relaxations have been proposed instead. The most
popular one, originally proposed for matrix completion problems, is the nuclear norm (cf.
[102, 317, 86, 87, 367])
‖U‖∗ =
∑
σi, (19)
where σi are the singular values of U .
In many applications the low rank part alone does not suffice to model the structure of
solutions, frequently a low rank plus sparsity (L+S) model is employed instead (cf. [303]),
which is again based on a decomposition
J(u) = inf
u1+u2=u
(‖u1‖∗ + ‖Tu2‖1) (20)
with a sparsifying transform T (often some derivative like in total variation). In particular
in videos the low rank part captures background and certain slow dynamics, while the sparse
part captures the key changes.
For inverse problems an infinite-dimensional function space setting would be more appro-
priate, which has not yet been investigated. In particular a formulation in a space of trace
class operators between Hilbert spaces H1 and H2 (cf. [318]) would be natural. Let us men-
tion that the choice of Hilbert spaces Hi opens novel opportunities for improved regularization
that are so far unexploited, even in the finite-dimensional case.
3.4 Infimal Convolutions
As we have seen above, infimal convolution is a versatile tool to combine different regulariza-
tion approaches, respectively define a novel functional that combines their advantages. We
want to highlight this approach in the following by providing formal definitions:
Definition 3.1. Let Ji : U → R ∪ {+∞}, i = 1, 2 be proper convex functionals. Then their
infimal convolution J1J2 : U → R ∪ {+∞} is defined via
(J1J2)(u) = inf
v∈U
(J1(u− v) + J2(v)). (21)
Even more general, we can define an infimal convolution for an arbitrary number of convex
functionals:
Definition 3.2. Let Ji : U → R ∪ {+∞}, i = 1, . . . ,M be proper convex functionals. Then
their infimal convolution J : U → R ∪ {+∞} is defined via
J(u) = inf
ui∈U ,
∑
ui=u
M∑
i=1
Ji(ui) (22)
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We mention that a-priori it is unclear whether the infima above are actually minima. If a
minimizer v exists for the infimal convolution of J1 and J2, it can be used to deduce optimality
conditions, since
p ∈ ∂J(u) if p ∈ ∂J1(u− v) ∩ ∂J2(v).
As the above examples for sparsity and in particular higher-order total variation show that
there is quite some freedom in designing infimal convolution models for regularization. Con-
sequently, a lot of options for future research remain open and interesting results are still to
be expected.
3.5 Bregman Distances
From a single regularization functional several variants can be constructed by using a non-
trivial prior u0 and the so-called Bregman distance (originally introduced in [57] for proximal-
point type methods). Instead of shifting the functional directly from J(u) to J(u − u0), the
approach in the Bregman distance performs a shift in the convex conjugate. In the original
formulation this amounts to the following:
Definition 3.3. Let J : U → R ∪ {+∞} be a convex functional and let p0 ∈ ∂J(u0). Then
the Bregman distance between u ∈ U and u0 ∈ U with subgradient p0 is given by
Dp0J (u, u0) := J(u)− J(u0)− 〈p0, u− u0〉 (23)
Note that the Bregman distance is not a strict distance, i.e. it can vanish for u 6= u0 if J is
not strictly convex. It is also not symmetric, but can be made symmetric by taking a sum of
one-sided distances (cf. [67] for a more detailed discussion). For absolutely one-homogeneous
regularization functionals as above, the identity J(u0) = 〈p0, u0〉 holds, thus the Bregman
distance becomes
Dp0J (u, u0) := J(u)− 〈p0, u〉, (24)
thus it is effectively independent of u0, only the subgradient p0 matters. This is particularly
relevant if the subdifferential of J is not a singleton or vice versa a subgradient p0 ∈ ∂J(u0)
can be an element of the subdifferential also at other values of u.
Note that in the typical case of u0 = 0 being a minimizer of J , i.e. 0 ∈ ∂J(0), the
regularization with J can be reinterpreted as penalizing the Bregman distance to u0 = 0. In
[43] a basic analysis of such a variational regularization was carried out. The topic received
recent interest in particular in the context of TV-type regularization in imaging, since it allows
to introduce structural information. The key insight in total variation is that the subgradient
encodes information about the discontinuity set, more precisely p = ∇ · g, with g being equal
to the unit normal vector to the discontinuity set where it is regular. This is again related to
(24), the total variation does not depend directly on u0 and in particular the contrast in the
image. It rather vanishes for all u of the form
u(x) = f(u0(x))
with a monotonically increasing function f , i.e. a simple contrast change (cf. [320]). Assuming
that g is a vector field realizing the supremum in the dual definition of the total variation,
the Bregman distance becomes
Dp0TV (u, u0) = |u|BV −
∫
Ω
(∇ · g0)u dx =
∫
Ω
(∇ · (g − g0))u dx,
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and if u is piecewise constant with regular discontinuity set Su
Dp0TV (u, u0) =
∫
Su
[u](g − g0) · ν dσ =
∫
Su
[u](1− g0 · ν) dσ,
where [u] denotes the jump along Su and ν the unit normal (oriented such that [u] is positive).
One thus observes that the Bregman distance measures differences in the discontinuity set
and its orientation, which is perfect for imaging applications with a structural prior (cf.
[233]) that mainly yields information about edges, i.e. discontinuity sets. An example are
anatomical priors in medical imaging, where a high resolution modality such as CT or MR
is used to obtain information about organ boundaries and other anatomical features, which
are the natural candidates for edge sets in functional modalities like PET, SPECT, or MR
imaging with special contrast. In some cases also a joint reconstruction is of interest, the
most obvious case being color or hyperspectral images, where naturally intensity changes at
the same locations, usually even in the same direction (cf. [282, 280]).
In some applications one may find contrast inversion, i.e., the jump of the two images
along the discontinuity set has different sign. In such cases the normals are parallel, which
means they point into opposite directions and hence lead to large values in the Bregman
distance. A potential solution to avoid such issues is the infimal convolution of Bregman
distances, in this cases with the two normal fields and thus subgradients of opposite sign (cf.
[280, 313])
J = Dp0TV (·, u0)D−p0TV (·,−u0).
We also mention some other related approaches to modify total variation functionals such as
the parallel level set models (cf. [154, 157, 156]), which can be related to the Bregman distance
for total variation (cf. [312]), or directional / structural total variation (cf. [66, 155, 213, 192]),
formally
TVg0(u) =
∫
Ω
|(I − g0 ⊗ g0)∇u| dx,
4 Fundamentals of Nonlinear Regularization
Before discussing the detailed analysis of nonlinear regularization methods, we first aim at
providing a suitable basis on how to understand regularization methods and their convergence.
We start with the case of linear regularization methods in Hilbert spaces, recalling the abstract
theory from [163], and then try to work out a suitable analogue for the nonlinear case in
Banach spaces.
4.1 Abstract Linear Regularization Methods
We start our exposition with a discussion of possible limits of regularization schemes. In
basically all linear methods such as Tikhonov regularization, truncated SVD or iterative reg-
ularization in Hilbert spaces it is clear which solutions are approximated as the regularization
parameter tends to zero, namely the ones obtained from a generalized inverse. The following
definitions are made to characterize these limiting solutions:
Definition 4.1. Let K : U → V be a bounded linear operator between Hilbert spaces and
f ∈ V. We call uˆ ∈ U a best approximate solution of (1) if
‖Kuˆ− f‖V ≤ ‖Ku− f‖V , ∀ u ∈ U . (25)
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Moreover, we call uˆ a minimal norm solution if it is a best approximate solution and
‖uˆ‖U ≤ ‖u‖U ∀ u ∈ U , ‖Kuˆ− f‖V = ‖Ku− f‖V . (26)
Note that due to the strict convexity of the square of a Hilbert space norm, the minimum
solution - being its minimizer on a linear manifold - is a unique object. An abstract regular-
ization method is now a collection of continuous operators approximating the (discontinuous)
generalized inverse of K:
Definition 4.2. A family of bounded linear operators Rα : V → U defined for α in (0, α0) is
called linear regularization operator. Together with a parameter choice strategy α depending
on the noise level δ and the data f δ, i.e., a function
α : (0, δ0)× V → (0, α0) (27)
it is called linear regularization method.
A linear regularization method is called convergent, if for all f ∈ R(K) the condition
lim
δ→0
sup{‖Rα(δ,fδ)(f δ)− u†‖U | f δ ∈ V, ‖f − f δ‖V ≤ δ} = 0 (28)
holds with u∗ being the minimum norm solution of (1).
For ill-posed problems it is well-known that convergence can be arbitrarily slow (cf. [335]).
Thus, convergence rates can be obtained only on a restricted subset Mν with a parameter
ν > 0 measuring the smoothness respectively order of convergence. The standard definition
is given by:
Definition 4.3. A regularization method is called convergent at order ν on a set Mν if for
all f = Ku†, u† ∈Mν , there exists a constant Cν such that for all data f δ with ‖f δ − f‖ ≤ δ
the estimate
‖Rα(δ,fδ)(f δ)− u†‖ ≤ Cνδν , (29)
holds.
It is well-known that the set Mν can be related to the source condition
u† = (K∗K)µw
for some w ∈ U and appropriate µ > 0 related to ν (cf. [163]). The constant Cν is then
related to the norm of w. The simplest cases of source conditions are µ = 12 , which can be
reformulated as
u† = K∗w˜,
for some w˜ ∈ V, and the case µ = 1. Source conditions induce conditional well-posedness of
the problem, e.g. for µ = 12 one has for ui = K
∗w˜i
‖u1 − u2‖2 = 〈u1 − u2,K∗(w˜1 − w˜2)〉 = 〈K(u1 − u2), w˜1 − w˜2〉.
The Cauchy-Schwarz and triangle inequality then imply the Ho¨lder stability
‖u1 − u2‖ ≤ C
√
‖Ku1 −Ku2‖,
with C =
√‖w˜1‖+ ‖w˜2‖.
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4.2 Extension to Nonlinear Methods
The examples of variational regularization models in the previous section call for a more
general theory of nonlinear regularization methods. While the concept of a best-approximate
solution is rather straightforward to generalize, other aspects of convergence and limiting
solutions are less obvious. In a general variational regularization, as in the examples discussed
above, it would be natural to replace the minimum norm solution by a solution minimizing the
regularization functional. The latter is not necessarily unique however, hence some possible
multi-valuedness needs to be introduced in the characterization. Similar issues apply to the
regularized problem and hence the definition of a regularization operator. In the following we
will try to provide a fundamental setting for nonlinear regularization methods. As in the case
of linear regularizations we first generalize the possible types of solutions we would like to
approximate. The generalization of the first notion is rather straightforward, we only allow
for more general distance measures, e.g. functionals related to negative log-likelihoods for
non-Gaussian distributions:
Definition 4.4. Given an error measure F : V ×V → R+ ∪ {+∞}, we call uˆ ∈ U a best
approximate solution of (1) with respect to F if
F (Kuˆ, f) ≤ F (Ku, f) ∀ u ∈ U . (30)
A suitable generalization of the definition of a minimum norm solution is more involved,
in particular we would like to give a unified concept including the selection via minimizing
a regularization functional or maximizing some prior probability. We encode the selection of
specific solutions due to prior knowledge in a (multivalued) selection operator:
Definition 4.5. A multivalued operator S : R(K) ⇒ U is called selection operator if S(Ku) ⊂
u+N (K) for all u ∈ U . A best approximate solution uˆ is called prior selected solution of (1)
if and only if uˆ ∈ S(Kuˆ).
The general set-valued definition of a selection operator, which we use in order to take
care of all the possible cases in regularization methods, also needs to use set-valued ways
of convergence. For this sake we recall the definition of Kuratowski convergence in a metric
space:
Definition 4.6. Given a metric space X with metric d and - by abuse of notation - for x ∈ X
and S ⊂ X
d(u, S) := inf
v∈S
d(u, v), (31)
the Kuratowski limit inferior and superior of a sequence of sets Sn ⊂ X are defined as follows:
K − lim inf
n
(Sn) = {x ∈ X | lim sup
n
d(x, Sn) = 0} (32)
K − lim sup
n
(Sn) = {x ∈ X | lim inf
n
d(x, Sn) = 0}. (33)
For our sake the limsup will be of particular interest, we will use a minimal definition
of stability often adopted in the literature on nonlinear methods after Seidman and Vogel
[339] respectively Engl, Kunisch, and Neubauer [167]. Stability is expressed by subsequences
of selected solutions having a limit and each limit of a subsequence being a solution of the
limiting problem. The liminf is less interesting, since there is no reason to ask that any
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solution of a problem can be the limit of approximate problems. We call an inverse problem
stable if for fn → f (usually in terms of norm convergence in V) we have that
K − lim sup
n
S(fn) ⊂ S(f), and K − lim sup
n
S(fn) 6= ∅. (34)
The metric used for the Kuratowski limsup will usually be a metrization of some weak or even
weak-star convergence in a Banach space, one might also use an extension of the definition
to other distance measures.
Having defined what are the solutions we would like to approximate, the obvious next step
is to define what actually is a (convergent) regularization method. We start in a deterministic
setting, generalizing to a vectorial regularization parameter α ∈ RM+ however, which is useful
in many examples, e.g. the TGV and infimal convolution models with multiple parameters
mentioned above. Given an error measure F and f = Ku† for some exact solution u† ∈ U ,
we call δ > 0 noise level if it is the best available bound for available data f δ, i.e.,
F (f, f δ) ≤ δ. (35)
We will be interested in the convergence of regularized solutions to prior selected solutions as
the noise level tends to zero. For the ease of presentation and since this is available in almost
any known example, we restrict ourselves to convergence with respect to a metric topology τ ,
which is usually a weak or weak-star topology (on some bounded set in the Banach space).
Definition 4.7. A family of multivalued operators R(·,α) : V ⇒ U defined for α in a subset
A of RM is called regularization operator, if for each α ∈ A the operator R satisfies the
stability property
∅ 6= K − lim inf
n
R(f δn) ⊂ R(f δ) (36)
for all f δ ∈ V and sequences f δn ∈ V converging to f δ. Together with a parameter choice
strategy α depending on the noise level δ and the data f δ, i.e., a function
α : (0, δ0)× V → A, (37)
it is called regularization method.
A regularization method is called convergent, if for all sequences δn → 0, data f δn satis-
fying
F (f, f δn) ≤ δn, (38)
we have
∅ 6= K − lim inf
n
Rα(δn,fδn )(f
δn) ⊂ S(f). (39)
We mention that - besides the very general setup - our definition of a regularization
method deviates from the usual theory since we do not assume any kind of convergence of the
regularization parameter α. In the classical theory and most examples α is a scalar positive
value and assumed to converge to zero (or to infinity) as the noise level tends to zero. How-
ever, apart from the convenience there seems to be no reason to put such convergence into the
definition. Note that in order to approximate a really ill-posed problem each clustering point
of α(δn, f
δn) will automatically lie outside A. The canonical examples are A = (0, α0) for
variational regularization or A = N for iterative regularization, where the limiting parameter
will converge to zero or infinity. However, we may also consider multi-parameter regulariza-
tion, where it depends on the formulation whether each component of α has a limit outside
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the admissible set. Take for example an infimal convolution of two functionals R1 and R2. If
α = (α1, α2) are the coefficients of R1 and R2, then obviously both should tend to zero in
the limit. If however α2 is a relative parameter, i.e. α1 is the coefficient of R1 and α1α2 the
coefficient of R2, then it is natural to have a positive limit of α2. Another motivation for our
general definition are recent approaches to learning regularization methods for inverse prob-
lems, where the α can represent the parameters of the learning scheme. To get a consistent
infinite-dimensional theory one could even generalize to non-parametric learning that would
amount to choosing α in some Banach space. Note that in the remainder of this article we
will often write α instead of α if α is only a scalar.
In order to define convergence rates we will further need an error measure D : U ×U →
R+ ∪ {+∞}, since there is no natural norm measure as in the Hilbert space. Moreover,
we need a restriction to appropriate classes of smoothness, which we denote by Mν with a
parameter ν > 0 measuring the smoothness.
Definition 4.8. A regularization method is called D-convergent if
lim
δ→0
sup{D(uαδ , u†) | uαδ ∈ R(f δ,α), f δ ∈ V, F (f, f δ) ≤ δ} = 0. (40)
A regularization method is called convergent at order ν on a set if for all f = Ku†,
u† ∈Mν , there exists a constant Cν such that for all data g with (35) the estimate
D(R(f δ,α(δ, f δ)), u†) ≤ Cνδν , (41)
holds.
Of course the above definition only makes sense for suitable choices of the distance func-
tional and the smoothness classes. Remember that in the classical linear Hilbert space theory
those were just norms and spaces obtained by source conditions. We will discuss gener-
alizations of such in the nonlinear setting in particular related to variational and iterative
regularization methods in Banach spaces related to convex regularization functionals. Note
also that more general rates than just polynomial ones have been considered in the literature
(cf. e.g. [217, 236]).
From an abstract point of view the key insight to generalize source conditions is the range
of the regularization operator. It is easy to see for many linear regularization methods in
Hilbert spaces that the source condition u† = K∗w˜ means that there exist some data f † with
u† = R(f †,α). As examples take Tikhonov regularization
R(·,α) = (K∗K + αI)−1K∗ = K∗(KK∗ + αI)−1.
Due to the invertibility of (KK∗ + αI)−1 the range of the regularization operator coincides
with the range of K∗. Instead of defining source conditions at an abstract level we thus make
the following
Definition 4.9 (Range condition). An element u† ∈ S(f,α) for f ∈ R(K) satisfies the range
condition if u† ∈ R(R(·,α)), i.e. there exists f †α such that
u† ∈ R(f †α,α).
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We mention that in the case of nonlinear variational methods (with quadratic fidelity),
the equivalence of a nonlinear source condition and the range condition was shown in [78],
confirming again the appropriateness of this definition.
Roughly speaking error estimates can now be obtained by some continuity property of the
regularization operator, which implies
dU (uδα, u
†) ≤ C(α)dV(f δ, f †α),
with appropriate distances dU and dV . With some kind of triangle inequality the right-hand
side can be estimated by a distance between f and f δ, which is related to the noise level as
well as a distance between f and f †α, which is related to the bias of the regularization. This
will be discussed in detail for the case of variational regularization methods in Section 5. A
weaker concept are approximate source conditions (cf. e.g. [337, 73]) that effectively measure
how well the range condition can be approximated. On the other hand stronger conditions
can be obtained if f †α above is not arbitrary but in the range of the forward operator K.
4.3 Stochastic Approaches
In addition to the deterministic viewpoint a statistical approach has become popular also
in infinite-dimensional problems more recently (cf. [41, 42, 107, 238, 188, 220]). In such a
setup the data f δ are considered to be random variables drawn from a measure µf centered
around the exact data f (often representing the expected value and δ some kind of variance).
A regularization operator can then still be applied to each realization and defined in the
same way, but we need a different definition of the noise level and the convergence of the
regularization method. As a generalization of variance we use the statistical noise level in the
mean
E(F (f, f δ)) = δ. (42)
Definition 4.10. A regularization operator R with a parameter choice strategy α depending
on the statistical noise level δ and the data f δ, i.e., a function
α : (0, δ0)× V → A (43)
is called statistical regularization method.
A statistical regularization method is called convergent if for all sequences δn → 0, random
variables f δn satisfying
E(F (f, f δn)) ≤ δn, (44)
and each choice of random variables un ∈ Rαn(f δn) there exists a convergent subsequence
unk in probability in the topology τ and the limiting random variable u
† satisfies u† ∈ S(f)
with probability one.
An extension of this viewpoint is the Bayesian approach to inverse problems, which does
not only deal with point estimates, but analogous question for the full posterior distributions.
This topic is beyond the scope of this survey, we refer to [234, 296, 344, 248, 105, 106, 239,
73, 297] for further details.
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5 Variational Regularization Methods
We now return to (3) with the viewpoint as in the previous section, we show how variational
methods define a regularization operator and then proceed to its further analysis. In this
canonical variational regularization method it is apparent how to choose the best approximate
and prior selected solution according to Definition 4.4. First of all, the distance measure in
the definition of the best approximate solution clearly coincides with the data fidelity. It is
just the solution of the variational problem for α in the boundary of A, in the simplest case of
a scalar regularization parameter usually α = 0. Of course, the existence of such an element
is not obvious, for this sake we define an effective range of the forward operator as
RF (K) =
{
f ∈ V
∣∣∣∣∣ arg minu∈U ,J(u)<∞F (Ku, f) 6= ∅
}
. (45)
The selection operator is constructed by minimizing the regularization functional on the
set of best approximate solutions. Let f ∈ RF (K), then we define
S(f,α) = arg min
u∈U
{
J(u,α)
∣∣∣∣ u ∈ arg min
u˜∈U
F (Ku˜, f)
}
(46)
Remark 5.1. We want to point out that if α = α is just a scalar, the selection operator
does not depend on α for regularization functionals of the form J(u, α) = αJ1(u). In this
particular case we simply have
S(f) = arg min
u∈U
{
J1(u)
∣∣∣∣ u ∈ arg min
u˜∈U
F (Ku˜, f)
}
,
as the minimizer is not affected by multiplication with a positive scalar. As mentioned above
there are also cases where the selection operator only requires a subset of the parameters as its
argument, for example in case of infimal convolution regularizations of the form J(u,α) :=
infv α1 (J1(u− v) + α2J2(v)), for α = (α1, α2) and A = (0,∞) × (0,∞). Here S(f,α) =
S(f, α2) only depends on α2.
We will show below that this selection operator is well-defined under standard conditions,
which are also used to analyze the variational regularization method.
Following up on variational modeling as described in Section 3, we define a generic varia-
tional regularization operator as follows.
Definition 5.1 (Variational Regularization). Let F : V ×V → R+ ∪ {∞} be continuous
with F (f, f) = 0 for all f ∈ RF (K) and J : U ×A → R ∪ {∞} be proper, lower semi-
continuous and convex functionals, and let K ∈ L(U ,V). Then the potentially set-valued
operator R : V ×A⇒ U defined as
R(f δ,α) := arg min
u∈U
{
F (Ku, f δ) + J(u,α)
}
(47)
is said to be a variational regularization, for fixed regularization parameter(s) α ∈ A.
Remark 5.2. We want to highlight that for convex J and F that is convex in its first argument
any uα ∈ R(f δ,α) can equivalently be characterized via the optimality condition of (47), i.e.
−K∗∂xF (Kuα, f δ) ∈ ∂J(uα,α) (48)
for all uα ∈ R(f δ,α).
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5.1 Analysis of Variational Regularization
In the following we will discuss the basic analysis of variational regularization methods, again
we try to give a rather general perspective that covers most of the results in literature (but
due to its generality does not simply reproduce them). Since we focus on the nonlinear
regularization we will make the assumption that V is a separable Hilbert space. A first key
issue is the existence of minimizers, which of course depends strongly on the choice of the
regularization functional J and possibly also the operator K and the fidelity F . As usual the
key issues are lower semicontinuity and compactness in some topology. The latter is always
obtained by coercivity in a Banach space norm, which is concluded from the boundedness
of the fidelity and in particular the regularization functional. Consequently, the type of
compactness is always weak or weak-star, since it is derived from the Banach-Alaoglu theorem
(cf. [329]).
A natural assumption to make for an existence proof is the following:
Assumption 5.1. Let U = Z∗ for some normed space Z and let the weak-star topology on
U be metrizable on bounded sets. Assume moreover
• K = L∗ for a bounded linear operator L : V → Z.
• J = H∗ for some proper functional H : Z → R ∪ {+∞} and J is nonnegative.
• F is a proper, nonnegative, convex functional and for every g ∈ V there exists u with
F (Ku, g) + J(u,α) <∞.
• For each g ∈ V and α ∈ A, there exists a constant c = c(a, b, ‖g‖) depending monoton-
ically non-decreasing on all arguments such that
‖u‖U ≤ c if F (Ku, g) ≤ a, J(u,α) ≤ b.
Note that the above assumptions on K and F are reminiscent of the setup used by [56] and
later by [60]. An alternative setup is to use a compactness assumption on K or some condition
on the range of K. Moreover, the assumption on J to be the polar of a proper functional
implies convexity, which is predominant in most approaches in regularization theory. With
these assumptions we can first verify well-posedness of the selection operator.
Lemma 5.1. Let Assumption 5.1 be satisfied. Then for every f ∈ RF (K) the selection
operator S is well-defined by (46) for every α ∈ A.
Proof. If f ∈ RF (K) then there exists a minimizer u∗ of F (Ku, f) with J(u∗,α) < ∞.
Since the minimization in the definition of S can be restricted to the set of u such that
F (Ku, f) = F (Ku∗, f) =: a, we obtain an upper bound on the fidelity. On this nonempty set
we look for u with J(u) ≤ J(u∗) =: b. Thus, for the set of such u, the norm in U is bounded
due to Assumption 5.1 and for each minimizing sequence there exists a weak-star convergent
subsequence un (we can use the metric version of the Banach-Alaoglu theorem due to the
assumption of metrizability on bounded sets). Moreover, from our assumptions above it is
straight-forward to see that J(·,α) is sequentially weak-star lower semicontinuous and F (·, f)
is weakly lower semicontinuous. From our assumption on K being the adjoint of L we see
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that it is continuous from the weak-star topology of U to the weak topology of V, since for
g ∈ V, because
〈Kun, g〉 = 〈un, Lg〉
and Lg ∈ Z. As a consequence, the full functional F (·, f) + J(·,α) is weak-star lower semi-
continuous. Hence, the weak-star limit of un is a minimizer, i.e. S is not empty.
The next step is to verify well-definedness of the regularization operator:
Theorem 5.1. Let Assumption 5.1 be satisfied. Then for every f ∈ V the variational regu-
larization model has a minimizer in U for every α ∈ A, i.e., the regularization operator R is
well-defined by (47). Moreover, R(f,α) is a convex set.
Proof. In order to obtain an a-priori bound we use the assumption that there exists u˜ with
a := F (Ku˜, f) + J(u˜,α) <∞.
Hence, we can restrict the minimization to those u with functional value less or equal a.
Setting b = a and using the nonnegativity of both terms we obtain the boundedness of the
norm on this subset due to Assumption 5.1. The remaining weak star compactness and lower
semicontinuous arguments to verify the existence of a minimizer are analogous to the proof
of Lemma 5.1. The convexity of R(f,α) follows from the convexity of the set of minimizers
of a convex functional.
In order to verify the generalized stability as well as the convergence of the variational
regularization, a further condition on F with respect to the second variable is needed. There
are several options, the easiest one being satisfied by standard examples such as squared
norms is continuity.
Theorem 5.2. Let Assumption 5.1 be satisfied and let F be continuous with respect to the
second variable. Then for α ∈ A and every sequence fn → f ∈ V there exists a subsequence
unk ∈ R(fnk ,α) converging to an element u∗ ∈ R(f,α) in the weak star topology.
Proof. By definition of the regularization operator we find for un ∈ R(fn,α) that for any
u ∈ U
F (Kun, fn) + J(un,α) ≤ F (Ku, fn) + J(u,α).
Due to the convergence of fn and the continuity of F in the second argument the right-hand
side in the last estimate is uniformly bounded by some constant a, which again provides
uniform bounds for both terms on the left-hand side. Consequently
‖un‖ ≤ c(a, a, ‖fn‖).
The boundedness of ‖fn‖ and monotone dependence of c yields a uniform bound on ‖un‖,
thus a weakly converging subsequence. Using lower semicontinuity arguments as in the results
above and the continuity of F with respect to the second variable we see that for the limit u∗
the inequality
F (Ku∗, f) + J(u∗,α) ≤ lim inf F (Kunk , fnk) + J(unk ,α) ≤ limF (Ku, fnk) + J(u,α)
= F (Ku, f) + J(u,α).
Hence u∗ ∈ R(f,α).
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As mentioned earlier, the type of convergence in Theorem 5.2 corresponds exactly to the
type of stability in the Kuratowski limit superior. We finally provide a comment on the
convergence of the regularization method only, the proof is very analogous to the stability
result, an a-priori bound is obtained by the estimate
F (Kuα, f δ) + J(uα,α) ≤ F (Ku†, f δ) + J(u†,α) ≤ δ + J(u†,α)
for uα ∈ R(f δ,α) and any element u† ∈ S(f,α). Depending on the specific dependence on
α some condition on the interplay of the noise level and the limit of α is needed, to pass to
the limit in
J(uα,α) ≤ δ + J(u†,α).
An abstract condition as α converges to α∗ outside A is
lim
α→α∗
δ
J(u†,α)
= 0,
then
lim sup
α→α∗
J(uα,α)
J(u†,α)
≤ 1.
In the standard case J(u,α) = αJ(u) the condition is simply δα → 0. Hence, for such
parameter choices, variational regularization methods define indeed convergent regularization
operators.
5.2 Error Estimates
When it comes to the solution of ill-posed, inverse problems, an important question to address
is the question of how errors in the measurement data are being propagated in the regular-
ization process; in particular, convergence with respect to the noise level δ and the rate of
convergence are of major interest. Following up on Definition 4.8, we look into D-convergence
in the case of D being a Bregman distance.
In order to derive error estimates, we restrict ourselves to the following smoothness-class
Mν . Given some unknown ground truth solution u† ∈ S(f,α), we ensure u† ∈ R(R(·,α)),
i.e. we have to ensure that there exists data f †α such that u† ∈ R(f †α,α) is a solution of the
corresponding variational regularization problem.
Definition 5.2 ((Variational) Range condition). An element u† ∈ S(f,α) for f ∈ RF (K)
satisfies the range condition if u† ∈ R(R(·,α)). If K ∈ L(U ,V), F is convex and Fre´chet-
differentiable w.r.t. its first argument, and J(·,α) is proper, convex and l.s.c., then this is
equivalent to
∃ p† ∈ ∂J(u†,α) , ∃ f †α ∈ V : p† = −K∗∂xF (Ku†, f †α) . (RC)
From now on we assume K ∈ L(U ,V), convexity and Fre´chet-differentiability of F in
its first argument, and properness, convexity and lower semi-continuity of R(·,α) for the
remainder of this section, which will allow us to use an appropriate optimality condition.
Let us sketch the basic idea in the case of a quadratic fidelity F (f, g) = 12‖f − g‖2 with
some norm in a Hilbert space and J(u,α) = αJ(u). The optimality condition (3) is given by
K∗(Kuα − f δ) + αpα = 0, pα ∈ ∂J(uα).
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In order to satisfy the range condition for u† we need to assume the existence f †α such that
p† ∈ ∂J(u†). In order to satisfy the range condition for u† we need to assume the existence
f †α such that p† ∈ ∂J(u†) and
K∗(Ku† − f †α) + αp† = 0.
We see that this equation implies the condition p† = K∗v for some v (noticing K∗(Ku†−f †) =
0). On the other hand if this condition is satisfied we can construct f †α = f − αv, i.e.,
p† = K∗v is equivalent to the range condition (RC). An error estimate can then be obtained
by subtracting both optimality conditions
K∗K(uα − u†) + α(pα − p†) = K∗(f δ − f †α).
Taking a duality product with uα − u† yields
‖K(uα − u†)‖2 + αDpαJ (u†, uα) + αDp
†
J (u
α, u†) = 〈K(uα − u†), f δ − f †α〉.
Applying Young’s inequality on the right-hand side and inserting the special form of f †α then
immediately yields an error estimate (cf. [67]). Note that we obtain an upper bound on the
residual as well as the symmetric Bregman distance
DsymmJ(·,α)(u
†, uα) = Dp
α
J(·,α)(u
†, uα) +Dp
†
J(·,α)(u
α, u†). (49)
For further interpretations of the error estimates see [78, 83, 320, 67]).
We now want to show that (RC) coincides with the well-known source condition (cf.
[120, 78]) for a certain class of fidelity functionals. Before we proceed, we have to define this
source condition first.
Definition 5.3 (Source condition). An element u† ∈ S(f,α) for f ∈ RK(F ) satisfies the
source condition if
R(K∗) ∩ ∂J(u†,α) 6= ∅ .
This is equivalent to
∃ p† ∈ ∂J(u†,α), ∃ v ∈ V∗ \{0} : p† = K∗v . (SC)
Remark 5.3. For scalar regularization parameters α = α and regularization functionals of the
form J(u, α) = αJ1(u) the source condition for α = 1 can be written as K
∗v ∈ ∂J1(u†) =
∂J(u†, 1). Every other potential source condition K∗vα ∈ ∂J(u†, α) can be expressed in terms
of v via the relation vα = αv.
It is obvious that (RC) implies (SC). However, we want to go one step further and
show that (RC) and (SC) are even equivalent conditions for fidelity functionals F (Ku, f δ) :=
G(Ku− f δ), where G is a Legendre functional. Legendre functionals are defined as follows.
Definition 5.4 ([24, Definition 5.2]). Let G : V → R ∪ {∞} be a proper, convex and l.s.c.
functional. We say that G is
• essentially smooth, if ∂G is both locally bounded and single-valued on its domain.
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• essentially strictly convex, if (∂G)−1 is locally bounded on its domain and G is strictly
convex on every convex subset of dom(∂G).
• Legendre, if G is both essentially smooth and essentially strictly convex.
Now we show that (RC) and (SC) are equivalent for G being a Legendre functional.
Theorem 5.3. Let V be reflexive, and suppose F (f, f δ) := G(f−f δ) for any f, f δ ∈ V, where
G : V → R ∪ {∞} is a Legendre functional. Then (RC) and (SC) are equivalent conditions.
Proof. ”⇒”: Condition (RC) trivially implies (SC) if we define v := −∂xF (Ku†, f †α) =
−G′(Ku† − f †α).
”⇐”: The source condition (SC) can be written as
0 = p† −K∗v ,
⇔ 0 = p† +K∗G′((G∗)′(−v)) ,
where G∗ : V∗ → R∪{∞} denotes the convex conjugate of G. Note that G∗ is also a Legendre
functional since V is reflexive (see [24, Corollary 5.5]), and that the last equality is valid for
all v ∈ dom(G) due to [24, Theorem 5.9]. Hence, if we define
f †α := Ku
† − (G∗)′(−v)
we ensure that the range condition (RC) is satisfied.
The range condition (RC) allows us to derive error estimates in a Bregman distance
setting for these very generic variational regularization methods. The following lemma builds
the basis by estimating Bregman distances between uα and u† in terms of differences of the
data fidelities.
Lemma 5.2. Let (RC) be satisfied. Then we observe
DF (K·,fδ)(u
†, uα) +DF (K·,g)(u
α, u†) +DsymmJ(·,α)(u
†, uα)
= F (Ku†, f δ)− F (Ku†, g) + F (Kuα, g)− F (Kuα, f δ)
(50)
for every uα ∈ R(f δ,α).
Proof. Computing the optimality condition (48) of (47) and subtracting p† ∈ ∂J(u†,α) from
both sides of the equality yields
pα − p† = −K∗∂xF (Kuα, f δ)− p† ,
for any pα ∈ ∂J(uα,α). Taking a duality product with uα − u† then yields
DsymmJ(·,α)(u
α, u†) = 〈K∗∂xF (Kuα, f δ), u† − uα〉︸ ︷︷ ︸
=F (Ku†,fδ)−F (Kuα,fδ)−D
F (K·,fδ)(u
†,uα)
−〈p†, uα − u†〉 .
Hence, we conclude
DF (K·,fδ)(u
†, uα) +DsymmJ(·,α)(u
α, u†) = F (Ku†, f δ)− F (Kuα, f δ)− 〈p†, uα − u†〉 . (51)
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If we now choose p† = −K∗∂xF (Ku†, f †α) – which is possible since (RC) holds true – we
obtain the equality
−〈p†, uα − u†〉 = 〈K∗∂xF (Ku†, f †α), uα − u†〉
= F (Kuα, f †α)− F (Ku†, f †α)−DF (K·,f†α)(u
α, u†)
. (52)
Inserting (52) into (51) then yields (50).
Before we proceed, we make the following observation for data fidelities F that are also
Bregman distances.
Corollary 5.1. Let F : V ×V → R be a Bregman distance, i.e.
F (f, f †α) = G(f)−G(f †α)− 〈G′(f †α), f − f †α〉 ≥ 0 ,
for all f, f †α ∈ V, and some functional G : V → R. Then we already observe
D
F (·,f†α)(f, f
δ) = F (f, f δ) ,
for all f, f †α, f δ ∈ V.
Proof. We simply compute
D
F (·,f†α)(f, f
δ) = F (f, f †α)− F (f δ, f †α)− 〈∂xF (f δ, f †α), f − f δ〉
= G(f)−G(f †α)− 〈G′(f †α), f − f †α〉
−G(f δ) +G(f †α) + 〈G′(f †α), f δ − f †α〉
− 〈G′(f δ)−G′(f †α), f − f δ〉 ,
= G(f)−G(f δ)− 〈G′(f †α), f − f δ〉
− 〈G′(f δ)−G′(f †α), f − f δ〉 ,
= DG(f, f
δ) = F (f, f δ) ,
and hence, prove the result.
As a consequence, Lemma 5.2 reads as follows for data fidelities that are also Bregman
distances.
Lemma 5.3. Let the assumptions of Lemma 5.2 and Corollary 5.1 hold true. Then we have
DsymmJ(·,α)(u
†, uα) = 〈G′(f †α)−G′(Ku†)− (G′(f δ)−G′(Kuα)),Ku† −Kuα〉 .
Proof. From Corollary 5.1 we know that
DF (K·,fδ)(u
†, uα) = F (Ku†,Kuα) and D
F (K·,f†α)(u
α, u†) = F (Kuα,Ku†) .
Hence, we observe
DF (K·,fδ)(u
†, uα) +D
F (K·,f†α)(u
α, u†) = F (Ku†,Kuα) + F (Kuα,Ku†)
= DsymmG (Ku
†,Kuα)
= 〈G′(Ku†)−G′(Kuα),Ku† −Kuα〉
.
26
We also discover
F (Ku†, f δ)− F (Ku†, g) + F (Kuα, g)− F (Kuα, f δ)
= G(Ku†)−G(f δ)− 〈G′(f δ),Ku† − f δ〉
−
(
G(Ku†)−G(f †α)− 〈G′(f †α),Ku† − f †α〉
)
+G(Kuα)−G(f †α)− 〈G′(f †α),Kuα − f †α〉
−
(
G(Kuα)−G(f δ)− 〈G′(f δ),Kuα − f δ〉
) ,
= 〈G′(f δ),Kuα −Ku†〉+ 〈G′(f †α),Ku† −Kuα〉 ,
= 〈G′(f δ)−G′(f †α),Kuα −Ku†〉 .
Combining these two equalities with (50) yields the desired result.
Example 5.1. We can use (50) to derive the same error estimates presented in [83] for the
choice F (Ku, f δ) = 12‖Ku− f δ‖2H, where H is a Hilbert space. In this case we observe
DF (K·,fδ)(u
†, uα) = DF (K·,g)(u
α, u†) =
1
2
‖K(u† − uα)‖2H .
Hence, Equation (50) reads as
‖K(u† − uα)‖2H +DsymmJ(·,α)(u†, uα) +
1
2
‖Kuα − f δ‖2H
=
1
2
‖Ku† − f δ‖2H +
1
2
‖Kuα − f †α‖2H −
1
2
‖Ku† − f †α‖2H
.
If we make use of the estimate 12‖Ku† − f δ‖2H ≤ 12‖f − f δ‖2H ≤ δ, the previous equality
transforms into the inequality
‖K(u† − uα)‖2H +DsymmJ(·,α)(u†, uα) +
1
2
‖Kuα − f δ‖2H
≤ δ + 1
2
‖K(uα − u†) + (Ku† − f †α)‖2H −
1
2
‖Ku† − f †α‖2H
≤ δ + ‖K(u† − uα)‖2H + ‖Ku† − f †α‖2H −
1
2
‖Ku† − f †α‖2H
.
Subtracting ‖K(u† − uα)‖2H on both sides of the inequality then yields the error estimate
DsymmJ(·,α)(u
†, uα) +
1
2
‖Kuα − f δ‖2H ≤ δ +
1
2
‖Ku† − f †α‖2H . (53)
We want to emphasize that the constant 12‖Ku†−f †α‖2H on the right-hand-side of the inequality
does depend on the choice of α. From Remark 5.3 and the proof of Theorem 5.3 it follows
that if we consider regularizations of the form J(u,α) = αJ(u), the source condition (SC)
and the range condition (RC) are linked via the relation f †α = Ku† + αv, where v is the
source condition element for α = 1, i.e. K∗v ∈ ∂J(u†, 1) = ∂J(u†). In this setting, the error
estimate (53) then reads as
DsymmJ (u
†, uα) +
1
2α
‖Kuα − f δ‖2H ≤
δ
α
+
α
2
‖v‖2H
Hence, choosing α(δ) =
√
2δ/‖v‖H then yields DsymmJ (u†, uα) = O(
√
δ).
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There are various routes and generalizations that can be taken from these types of es-
timates, e.g. to weaker source conditions with the concepts of approximate or variational
source conditions (cf. [337, 177, 174, 173, 218]), improved estimates for stronger conditions
(cf. [319, 191]), or large noise that is not necessarily in V (cf. [73]). In special cases such as
`1-regularization improved results can be obtained, due to the effective finite-dimensionality
this case is on the borderline to being well-posed (cf. [193, 190, 69, 178, 179, 176]). Recently
also converse results could be obtained (cf. [175, 218]).
5.3 Variational Eigenvalue Problems
The standard tool for the analysis of linear regularization methods is singular value decom-
position. In the case of nonlinear regularization no analogue of singular values and singular
vectors was known for a long time. A generalization for nonlinear variational methods was
made in [30], which we discuss in the following. We generalize singular vectors as eigenvec-
tors of the variational regularization operator R as defined in Definition 5.1, i.e. we look for
functions uλ that satisfy
λuλ ∈ R(σKuλ,α) , (54)
for constants λ, σ ∈ [0,∞), typically σ = 1. For simplicity we focus on the case where α = α
is a scalar, and F (Ku, f δ) = G(Ku−f δ), where G is a Legendre functional for the remainder
of this section. If we consider the optimality condition (48) of (47) we immediately observe
that any uλ satisfying (54) also has to satisfy
−K∗G′ ((λ− σ)Kuλ) ∈ ∂J(λuλ, α) . (55)
We now assume that both G′ and ∂J are homogeneous in the sense that they satisfy G′(cu) =
s1(c)G
′(u) and ∂J(cu,α) = s2(c, α)∂J(u) for constants c ∈ R and functions s1, s2 : R → R.
Then (55) simplifies to
− s1(λ− σ)
s2(λ/σ, α)
K∗G′ (Kuλ) ∈ ∂J(σuλ) . (56)
Equation (56) paves the way for the following definition of generalized singular vectors.
Definition 5.5 (Generalized singular system). Let {uσ, vσ, σ} satisfy
Kuσ = σvσ and K
∗G′ (vσ) ∈ ∂J(σuσ) (57)
for σ > 0. Then {uσ, vσ, σ} is called a generalized singular system.
Remark 5.4. In case of G(v) = 12‖v‖2L2(Σ) and J(u, α) = α2 ‖u‖2L2(Ω) this definition is consistent
with the classical singular vector theory for compact operators.
Example 5.2. Suppose G(v) = 12‖v‖L2([0,1])2 , K : BV([0, 1]) → L2([0, 1]) is the embedding
operator and J(u, α) = αTV∗(u), where TV∗ denotes the (one-dimensional) total variation
with Dirichlet-zero boundary conditions. It has been shown in [30] that Haar Wavelets are
generalized singular vectors of TV∗. Precisely, we have vσn,k = σnuσn,k ∈ ∂ TV∗(σnuσn,k) =
∂ TV∗(uσn,k) for σn := 2
−n+4
2 and uσn,k defined as
uσn,k(x) := 2
n
2 Ψ(2nx− j) with Ψ(x) :=

1 x ∈ [0, 12)
−1 x ∈ [12 , 1)
0 else
.
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Figure 1: The Haar wavelet uσ1,1/2 and its scaled version vσ1,1/2. In [30] it has been shown
that together with σ1 = 2
− 5
2 they form a generalized singular system in the sense of (57) with
K being the identity in L2.
The singular value σn is determined via (57). The dual singular vector vσn,k has to satisfy
vσn,k ∈ ∂ TV∗(σnuσn,k) = TV∗(uσn,k). If we make use of vσn,k = uσn,k/σn and take a dual
product with uσn,k, we immediately observe σn = ‖uσn,k‖2L2([0,1])/TV∗(uσn,k). In Figure 1 we
see the Haar wavelet uσ1,1/2 and its scaled version vσ1,1/2 = σ1uσ1,1/2 = 2
− 5
2uσ1,1/2.
The generalized singular system is defined so that (56) and (57) coincide for
s1(λ− σ) = −s2(λ/σ, α) . (58)
Hence, if we choose α and λ such that (58) holds true, we already know that (54) is satisfied
for these particular choices of λ and α.
Example 5.3. For G(v) = 12‖v‖2L2(Σ) and J(u, α) = α2 ‖u‖2L2(Ω), with Σ and Ω being domains
in Rd1 respectively Rd2 we observe s1(x) = x and s2(x, α) = αx. Hence, (58) simplifies to
σ − λ = (αλ)/σ. Solving for λ then yields
λ =
σ
σ2 + α
,
which perfectly coincides with the singular value decomposition representation of Tikhonov
regularization.
Example 5.4. For G(v) = 12‖v‖2L2(Σ) and J(u,α) = αTV(u) we have s1(x) = x and s2(x, α) =
α. Consequently, (58) solved for λ reads as
λ =
1− α
σ
.
This eigenvalue of this particular regularization operator is consistent with classical singular
value theory in the sense that it satisfies limα↓0 λ = 1/σ.
An interesting observation from the previous examples is that α > 0 automatically implies
λ < 1/σ (unless uσ ∈ ker(J)). This implies that there always is a systematic error when
it comes to recovering singular vectors with variational regularization methods that have
quadratic fidelity. This is also true for input data that is not given in terms of a singular
vector, see [30, Theorem 7]. In the next section we see that iterative regularization methods
can overcome this systematic reconstruction bias.
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6 Iterative Regularization Methods
Iterative regularization is based on a different paradigm then variational regularization and
based on the simple observation that most iterative procedures can be applied in a robust
fashion to ill-posed problems. The standard example in a Hilbert space is the Landweber
iteration (cf. [258])
uk = uk−1 − τK∗(Kuk−1 − f δ),
which only applies the continuous operatorsK andK∗. Let us mention again at this point that
with standard initial values such as u0 = 0 the iterates satisfy a range condition uk ∈ R(K∗).
At an abstract level we construct an iteration procedure
uk = RI(f
δ, vk−1,α), (59)
with some iteration operator RI and a collection of variables v
k−1 summarizing the infor-
mation used about the first k − 1 steps. In this case the parameter set α will contain the
iteration index as well as auxiliary parameters such as the step size τ . In the simplest case of
a one-step method like the Landweber iteration we simply have vk−1 = uk−1, for multistep
methods the variable vk−1 could be a collection of several previous iterations. As we shall see
in the methods below vk−1 could also collect some auxiliary variables.
For such methods one observes a so-called semi-convergence phenomenon. In the case of
exact data f ∈ R(K) the method is converging, while in the case of noisy data it seems to
approximate the exact solution for an initial phase of the iteration and then starts to diverge.
This behaviour naturally leads to the idea of achieving a regularizing effect by stopping the
iterations early. A standard approach is the so-called discrepancy principle, which monitors
the residual during the iteration and compares it with the noise level. Since the exact solution
could lead to a residual at this level there is no particular reason to iterate further once the
residual is at the size of the noise level:
Definition 6.1 (Morozov’s discrepancy principle). Let f and f δ satisfy F (f, f δ) ≤ δ. If we
choose η ≥ 1 and k∗ := k∗(δ, f δ) such that
F (Kuk
∗
, f δ) ≤ ηδ < F (Kuk, f δ)
is satisfied for uk
∗ ∈ RI(f δ, vk∗−1,α) and uk ∈ RI(f δ, vk−1, ,α) for all k < k∗, then uk is said
to satisfy Morozov’s discrepancy principle.
Given a stopping rule to determine k∗(δ, f δ) such as the discrepancy principle we can
define the full regularizaton operator:
R(f δ,α) = uk∗(δ,f
δ), (60)
where for k = 1, . . . , k∗(δ, f δ) the iterates uk are determined by (59) with some fixed initial
value v0 including u0.
The semiconvergence behaviour of such a method is then the standard convergence of a
nonlinear regularization method, in particular for consistency we need uk−→τU u† as k →∞
in the case of clean data f ∈ RF (K) and u† ∈ S(f,α) . A standard tool used to prove
the convergence of an iterative regularization method is to find some error measure to the
true solution that is decreasing until the stopping index is reached. For the methods below
constructed from a regularization functional J we will see that this is the case for the Bregman
distance, i.e.,
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• Dpk+1J(·,α)(u†, uk+1) ≤ Dp
k
J(·,α)(u
†, uk), for uk ∈ RI(f δ, vk−1,α) and all k ≤ k∗ − 1,
• limδ→0Dp
k
J(·,α)(u
k
δ , u
k) = 0, for ukδ ∈ RI(f δ, vk−1δ ,α) and uk ∈ RI(f, vk−1,α).
With some further effort one can then conclude the convergence of the regularization method
in this sense:
lim
δ→0
sup
{
Dp
k∗(δ,fδ)
J(·,α) (u
†, R(f δ,α))
∣∣∣∣ f δ ∈ V, F (f, f δ) ≤ δ} = 0 ,
for R(f δ,α) = uk
∗(δ,fδ) (cf. [302, 337]).
As in the case of Banach spaces such as BV there is no immediate analogue of simple
iterative procedures in Hilbert spaces one often resorts to define an iteration operator RI by
solving a variational problem. This approach will be detailed in the next sections.
6.1 Bregman Iteration
The concept of Bregman iteration – also known as proximal minimization algorithm – intro-
duces an iteration into the variational regularization framework by replacing the regularization
function J(u,α) with the corresponding generalized Bregman distance DpJ(·,α)(u, v), for v ∈ U
and p ∈ ∂J(v). For the choice J(u,α) = α2 ‖u‖2H it is also known as iterated Tikhonov regu-
larization, which dates back to the works of Kryanev [251], further analyzed e.g. in [195, 352]
. The extension to more general choices of Bregman distances has first been proposed by
Censor and Zenios in [108], shortly followed by Teboulle in [350], and has since been subject
to extensive research [152, 241]. Notably, it has been extended to generalized Bregman dis-
tances that allow for subdifferentiable instead of differentiable functionals in [302]. Note that
in such cases there is no one-to-one relation between uk−1 and its subgradient pk−1, hence we
set vk−1 = (uk−1, pk−1). With a set-valued iteration operator, the Bregman iteration can be
written as
uk ∈ RI(f δ, vk−1,α) = arg min
u∈U
{
F (Ku, f δ) +Dp
k−1
J(·,α)(u, u
k−1)
}
,
pk = pk−1 −K∗∂xF (Kuk, f δ) ,
for p0 ∈ ∂J(u0,α). The entire method is summarized in Algorithm 1.
Remark 6.1. The update for the subgradient can also be written as
pk = p0 −
k∑
n=1
K∗∂xF (Kun, f δ). (61)
Hence, we can rewrite the primal update to
RI(f
δ, {un}k−1n=1, p0,α) = arg min
u∈U
{
F (Ku, f δ) + J(u,α)−
〈
p0 −
k−1∑
n=1
K∗∂xF (Kun, f δ), u
〉}
.
(62)
In the following we want to recall (or derive) a few important properties of Algorithm 1.
We start with a trivial monotonic decrease of the data fidelity.
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Algorithm 1 Bregman iteration
Initialize α ∈ A, f δ ∈ V, u0 ∈ U and p0 with p0 ∈ ∂J(u0,α)
for k = 1, . . . , k∗ do
Compute RI(f
δ, vk−1,α) = arg minu∈U
{
F (Ku, f δ) +Dp
k−1
J(·,α)(u, u
k−1)
}
Pick uk ∈ RI(f δ, vk−1,α)
Update pk = pk−1 −K∗∂xF (Kuk, f δ)
Set vk = (uk, pk)
end for
return uk
∗
, pk
∗
Corollary 6.1 (Monotonic decrease of the data fidelity). Suppose u0 satisfies F (Ku0, f δ) <
∞. Then the iterates of Algorithm 1 satisfy
F (Kuk+1, f δ) +Dp
k
J(·,α)(u
k+1, uk) ≤ F (Kuk, f δ) ,
and
lim
k→∞
Dp
k
J(·,α)(u
k+1, uk) = 0 ,
for uk ∈ RI(f δ, vk−1,α) and all k ∈ N.
Proof. The first statement follows trivially from the convexity of F (in its first argument)
and J , and the fact that uk+1 is a minimizer of E(u) := F (Ku, f δ) +Dp
k
J(·,α)(u, u
k). The first
statement then implies
N−1∑
k=0
Dp
k
J(·,α)(u
k+1, uk) ≤ F (Ku0, f δ)− F (KuN , f δ)
≤ F (Ku0, f δ) <∞ .
Taking the limit N →∞ then yields the second statement.
If we want to show that the Bregman iteration is a convergent regularization method in
the sense of Definition 4.8, a first step towards this result would be the following monotonicity
lemma.
Lemma 6.1 (Feje´r monotonicity of Algorithm 1). Let f ∈ RF (K), u† ∈ S(f,α) and let f δ ∈
V with F (f, f δ) ≤ δ. We further assume that the iterates of Algorithm 1 satisfy Definition
6.1 for η = 1. Then the iterates also satisfy the strict Feje´r monotonicity
Dp
k
J(·,α)(u
†, uk) < Dp
k−1
J(·,α)(u
†, uk−1) ,
for uk ∈ RI(f δ, vk−1,α) and all k < k∗.
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Proof. Through straight-forward computations we obtain
Dp
k
J(·,α)(u
†, uk)−Dpk−1J(·,α)(u†, uk−1) = −Dp
k−1
J(·,α)(u
k, uk−1)︸ ︷︷ ︸
<0
− 〈pk − pk−1, u† − uk〉
≤ 〈K∗∂xF (Kuk, f δ), u† − uk〉
≤
(
δ − F (Kuk, f δ)
)
< 0
for k < k∗, where we have made use of the convexity of F in its first argument, and
F (Ku†, f δ) ≤ F (f, f δ) ≤ δ.
Corollary 6.2. Let f ∈ RF (K) and u† ∈ S(f,α). Then the iterates of Algorithm 1 satisfy
∞∑
k=0
F (Kuk, f) <∞ (63)
for δ = 0 (and, thus, f δ = f) and u0 (with p0 ∈ ∂J(u0,α)) chosen s.t. Dp0J(·,α)(u†, u0) <∞.
Proof. For δ = 0 we conclude
F (Kuk, f) ≤ Dpk−1J(·,α)(u†, uk−1)−Dp
k
J(·,α)(u
†, uk)
from Lemma 6.1. Summing up from k = 0 to some k = k∗ therefore yields
k∗∑
k=0
F (Kuk, f) ≤ Dp0J(·,α)(u†, u0)−Dp
k∗
J(·,α)(u
†, uk
∗
) ≤ Dp0J(·,α)(u†, u0) <∞ .
Taking the limit k∗ →∞ yields the assertion.
Remark 6.2. Given the continuity of F and K ∈ L(U ,V), Equation (63) already implies
Kuk−→
τV
f , (64)
if τV is an appropriate topology in V related to F .
Lemma 6.2. Suppose that after a finite number of iterations the k∗-th iterate of Algorithm
1 satisfies Kuk
∗
= f , for uk
∗
= R(f,α), f ∈ RK(F ) and p0 ∈ R(K∗). Then uk∗ ∈ S(f,α).
Proof. We know Dp
k∗
J(·,α)(u, u
k∗) ≥ 0 for all u ∈ U and uk∗ = R(f,α), since J is convex; this
in particular holds true for any uˆ ∈ {u |Ku = f}. Hence, we observe
J(uk
∗
) ≤ J(uˆ)−
〈
pk
∗
, uˆ− uk∗
〉
= J(uˆ)− 〈p0, uˆ− uk∗〉+
k∗∑
n=1
〈
K∗∂xF (Kun, f), uˆ− uk∗
〉
,
≤ J(uˆ)− 〈q0,Kuˆ−Kuk∗︸ ︷︷ ︸
=0
〉+
k∗∑
n=1
〈
∂xF (Ku
n, f), Kuˆ−Kuk∗︸ ︷︷ ︸
=0
〉
,
= J(uˆ) ,
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for the substitution p0 := K∗q0, possible due to p0 ∈ R(K∗). Here we have made use of
Equation (61). Consequently, we conclude uk
∗ ∈ S(f,α).
In the limiting case k∗ →∞ the selection is not as clear, one cannot prove in general that
the limit is minimizing J . To make this more apparent consider the case of a least squares
fidelity F (Ku, f) = 12‖Ku− f‖2 and initial value being a minimizer of the regularization, i.e.
p0 = 0. Then the estimate as in the last proof (at arbitrary index m) with uˆ = u† becomes
J(um) ≤ J(u†)−
m∑
n=1
〈
K∗(f δ −Kun), uˆ− um
〉
= J(uˆ)−
m∑
n=1
〈
f δ −Kun, f −Kum
〉
.
Using Young’s inequality and monotonicity of the residual (‖Kum − f δ‖ ≤ ‖Kun − f δ‖) we
conclude
J(um) ≤ J(u†) + 3
2
m∑
n=1
‖Kun − f δ‖2 + m
2
δ2.
Summing the estimate in the proof of the Fejer monotonicity we further find
m∑
n=1
‖Kun − f δ‖2 ≤ Dp0J (u†, u0) = J(u†).
Thus, we find
J(uk
∗
) ≤ 5
2
J(u†) +
k∗
2
δ2.
Since for the discrepancy principle one can show that k∗δ2 → 0 in the limit δ → 0 (cf. [302])
the limit of the regularization has a functional value J bounded by 52J(u
†). With a more
fine argument on Young’s inequality this upper bound can be decreased to 2J(u†), but not
to J(u†). On the other hand this might be advantageous, since an estimate of J(uk∗) smaller
than J(u†) might mean a bias depending on J , since the value of the regularization func-
tional is actually underestimated. This means e.g. in the case of total variation that the
contrast is underestimated by variational methods, which is improved by iterative regular-
ization (cf. [302]). To conclude this section, we show numerical results of Bregman-iterative
regularization in the context of deconvolution, which demonstrates the effect on total variation
regularization.
Example 6.1. We consider the inverse problem of the convolution operation, i.e. Ku = f with
(Ku)(y) :=
∫
R2
u(x)h(x− y) dx , (65)
which is therefore also known as deconvolution. Here, h denotes the convolution kernel that
we assume to know a-priori. Since we cannot expect to know f but just f δ with F (f, f δ) ≤ δ,
we need to approximate the inverse problem solution through regularization. In Figure 2 we
can see selected iterates of Algorithm 1 for a single parameter α = 1/4, the data fidelity term
F (Ku, f δ) = 12‖Ku − f δ‖2L2(R2), and the regularization functional J(u, α) = αTV(u). The
data f δ = f + n is the sum of f , created via a discretized version of the exact forward model
(65), and noise n ∈ N (0, 0.05). For the particular example used here, the fidelity-noise-bound
is F (f, f δ) = 5.95. The inner variational regularization method is solved via the primal-dual
hybrid gradient method (PDHGM), see [373, 307, 171, 113, 115]. We clearly observe the
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(a) Original u† (b) Blurred & noisy fδ (c) 1st iterate (d) 3rd iterate
(e) 6th iterate (f) 20th iterate (g) 55th iterate (h) 96th iterate
Figure 2: Figure 2a shows an image u† ∈ R400×300 of Pixel, the Gambian pouched rat.
In Figure 2b we see a degraded and noisy version f δ ∈ R400×300 of the original image u†.
The degradation stems from a discretized version of the convolution (see (65)) with periodic
boundary conditions and the convolution kernel depicted in the bottom left corner of Figure
2b. Figure 2c - 2h show different iterates of Algorithm 1 for F (Ku, f δ) = 12‖Ku− f δ‖2L2(R2),
J(u, α) = αTV(u) and α = 1/4. The 96th iterate visualized in Figure 2h is the first that
violates Definition 6.1, for η = 1 and δ = 5.95.
inverse scale-space nature of the Bregman iteration. The first iterate only contains features
at a very coarse scale, and then more and more features at finer and finer scales are introduced
throughout the course of the iteration.
Debiasing generalized Eigenfunctions
We want to continue the analysis of the generalized Eigenvalue problem introduced in Section
5.3. We have figured out that there is always as systematic bias of variational regularization
methods for F (Ku, f δ) = 12‖Ku− f δ‖2L2(Σ), i.e. λ < 1 in (54) for f δ = vσ. It has been shown
in [26] that this systematic bias can be corrected with the help of Bregman iterations in case
of scalar α = α and J with ∂J(cu, α) = α∂J(u). Assume that α is chosen such that uk = 0
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Figure 3: We see (68) for the compressed sensing toy example in Section 6.1. The blue circles
represent the standard deviation and average absolute bias values for all coefficients recovered
with (66). The red circles show the same quantities for all coefficients recovered with (67).
It becomes evident that for this example the average bias is significantly reduced, while the
standard deviation of the reconstructed coefficients is comparable.
for all k < k∗ − 1, and uk∗−1 = 1−ασ uσ for some k∗ ∈ N. Then we can easily conclude from
(48) and (62) that uk
∗
has to satisfy
1
α
(
λ− 1− α
σ
)
K∗Kuk
∗ ∈ ∂J(λuk∗) .
We easily calculate that the above equation simplifies to the singular vector condition (57)
for the choice λ = 1/σ. Consequently, uk
∗
= R(f δ, α) = uσ/σ, and we have corrected for the
bias of the previous iterate.
The previous computations demonstrate that Bregman iterations correct for the system-
atic bias of variational regularization reconstructions of generalized singular vectors in case
of one-homogeneous regularization functionals J . However, the phenomenon is not limited to
singular vectors. The following numerical toy example shows that the average reconstruction
bias can be significantly reduced with the help of Bregman iterations. Suppose the following
setup. Our forward model K ∈ Rm×n, for m = 128 and n = 512, is a matrix with its en-
tries drawn randomly from N (0, 1). We define a sparse vector u† ∈ Rn with nine non-zero
entries, drawn randomly from N (0, 1), and set f = Ku†. Subsequently, we create one hun-
dred instances of noisy data via f δj := f + nj , for n ∈ N (0, 0.5) and j ∈ {1, . . . , 100}. We
now compute reconstructions for each of the one hundred instances with the following two
regularization methods:
RMorozov(f
δ
j , δj) = arg min
u∈Rn
{
‖u‖1 subject to ‖Ku− f δj ‖2 ≤ δj
}
, (66)
and
RBregman(f
δ
j , {unj }k−1n=1, α) = arg min
u∈Rn
12
∥∥∥∥∥Ku−
(
kf δ −
k−1∑
n=1
Kunj
)∥∥∥∥∥
2
2
+ α‖u‖1
 , (67)
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for uMorozovj ∈ RMorozov(f δj , δj), δj := 12‖Ku† − f δj ‖22, uBregmanj ∈ RBregman(f δj , {unj }k
∗−1
n=1 , α),
and k∗ chosen according to Definition 6.1 for η = 1 and δ = δj . We then compute the average
absolute bias and the standard deviation of the reconstructions, i.e. we compute∣∣∣∣∣∣u† − 1100
100∑
j=1
uˆj
∣∣∣∣∣∣ and
√√√√√ 1
99
100∑
j=1
uˆj − 1
100
100∑
j=1
uˆj
2 (68)
for uˆj ∈ {uMorozovj , uBregmanj }. Both average absolute bias and standard deviation are visu-
alized for each of the n = 512 coefficients in Figure 3. We clearly observe that with similar
standard deviation, the average absolute bias is significantly reduced by the Bregman iteration
in comparison to the Morozov regularization model.
6.2 Linearized Bregman Iteration
As the name suggests, the linearized Bregman iteration can be derived from Algorithm 1 by
replacing the term F (Kuk, f δ) with its linearization
F (Kuk, f δ) ≈ F (Kuk−1, f δ) + 〈∂xF (Kuk−1, f δ),Kuk −Kuk−1〉 .
Hence, if we replace F (Kuk, f δ) in Algorithm 1 with this linearization multiplied by some
constant τ > 0, we obtain
RI(f
δ, vk−1,α) = arg min
u∈U
{
τ
(
F (Kuk−1, f δ) + 〈∂xF (Kuk−1, f δ),Kuk −Kuk−1〉
)
+Dp
k−1
J(·,α)(u, u
k−1)
}
,
= arg min
u∈U
{
τ〈∂xF (Kuk−1, f δ),Kuk −Kuk−1〉+Dp
k−1
J(·,α)(u, u
k−1)
}
,
uk ∈ RI(f δ, vk−1,α)
pk = pk−1 − τK∗∂xF (Kuk−1, f δ) ,
for α = (τ, α) and vk−1 := (uk, pk) for all k ∈ N. These equations are summarized in
Algorithm 2.
The linearized Bregman iteration is a generalization of the Landweber regularization [258]
for the choices F (Ku, f δ) = 12‖Ku − f δ‖2L2(Σ) and J(u, α) = α2 ‖u‖2L2(Ω), for some signal
domains Ω and Σ. It is also a generalization of the mirror descent algorithm proposed in
[293], where J(·, α) is a Legendre functional in the sense of Definition 5.4. This connection
for convex, differentiable F and strongly-convex and differentiable J(·, α) was made in [25].
The extension to subdifferentiable convex J(·, α) was first proposed in [135] and has since
been studied extensively [369, 85, 84, 368].
Similar to Remark 6.1, we can rewrite the dual update of the linearized Bregman iteration as
pk = p0 −
k−1∑
n=0
K∗∂xF (Kun, f δ) , (69)
and the primal update as
RI(f
δ, {un}k−1n=0, p0, α) = arg min
u∈U
{
J(u, α)−
〈
p0 −
k−1∑
n=0
K∗∂xF (Kun, f δ), u
〉}
. (70)
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Algorithm 2 Linearized Bregman iteration
Initialize u0 ∈ U , p0 with p0 ∈ ∂J(u0, α), r0 = K∗∂xF (Ku0, f δ), α = (α, τ) ∈ A
while stopping criterion is not satisfied do
Compute RI(f
δ, vk−1,α) = arg minu∈U
{
τ〈rk−1, u〉+Dpk−1J(·,α)(u, uk−1)
}
Pick uk ∈ RI(f δ, vk−1,α)
Update pk = pk−1 − τ rk−1
Compute rk = K∗∂xF (Kuk, f δ)
Set vk = (uk, pk)
end while
return uk
∗
, pk
∗
In order to carry out a convergence analysis similar to the analysis for the standard
Bregman iteration, we define the surrogate functional
Jτ (u, α) := J(u, α)− τF (Ku, f δ) . (71)
We further assume for the remainder of this section that J and τ are chosen such that Jτ
is convex. In practice, this requires strong convexity properties of J , which can simply be
established by adding a sufficiently strongly convex functional to the original choice of J .
Example 6.2. Let K ∈ L(L2(Ω), L2(Σ)) and F (Ku, f δ) = 12‖Ku − f δ‖2L2(Σ), for domains
Ω ⊂ Rn and Σ ⊂ Rm, and let J1 be a proper, l.s.c. and convex functional. Then the
functional Jτ (u, α) := J(u, α)− τ2‖Ku− f δ‖2L2(Σ) is convex for the choices
J(u, α) :=
1
2
‖u‖2L2(Ω) + J1(u) and τ <
1
‖K‖2L(L2(Ω),L2(Σ))
.
Similar to the Bregman iteration analysis, we start with a statement about the monotonic
decrease of the data fidelity.
Corollary 6.3 (Monotonic decrease of the data fidelity). Suppose u0 satisfies F (Ku0, f δ) <
∞. Then the iterates of Algorithm 2 satisfy
F (Kuk+1, f δ) +
1
τ
Dq
k
Jτ (·,α)(u
k+1, uk) ≤ F (Kuk+1, f δ) (72)
and
lim
k→∞
Dq
k
Jτ (·,α)(u
k+1, uk) = 0 ,
for uk ∈ RI(f δ, vk−1,α) and qk ∈ ∂Jτ (uk, α).
Proof. First of all we highlight that 〈rk−1, uk − uk−1〉 = 〈K∗∂xF (Kuk−1, f δ), uk − uk−1〉 can
be written as
〈K∗∂xF (Kuk−1, f δ), uk − uk−1〉 = F (Kuk, f δ)− F (Kuk−1, f δ)−DF (K·,fδ)(uk, uk−1) ,
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for all k ∈ N. Hence, the (primal) update of the linearized Bregman iteration can be rewritten
to
RI(f
δ, vk−1,α) = arg min
u∈U
{
τ
(
F (Kuk, f δ)− F (Kuk−1, f δ)
)
+Dq
k−1
Jτ (·,α)(u
k, uk−1)
}
,
for qk−1 = pk−1 − τK∗∂xF (Kuk−1, f δ) ∈ ∂Jτ (uk−1, α) and pk−1 ∈ ∂J(uk−1, α). Hence, we
conclude
τ
(
F (Kuk, f δ)− F (Kuk−1, f δ)
)
+Dq
k−1
Jτ (·,α)(u
k, uk−1)
≤ τ
(
F (Kuk−1, f δ)− F (Kuk−1, f δ)
)
︸ ︷︷ ︸
=0
+Dq
k−1
Jτ (·,α)(u
k−1, uk−1)︸ ︷︷ ︸
=0
,
and thus, Equation (72). In the same fashion as in the proof of Corollary 6.1 we further
conclude limk→∞D
qk
Jτ (·,α)(u
k+1, uk) = 0.
As in the case of the standard Bregman iteration, the linearized Bregman iteration also
satisfies Fe´jer monotonicity in case the discrepancy principle is not violated.
Lemma 6.3 (Feje´r monotonicity of Algorithm 2). Let f ∈ RF (K), u† ∈ S(f, α) and let f δ ∈
V with F (f, f δ) ≤ δ. We further assume that the iterates of Algorithm 2 satisfy Definition
6.1 for η = 1. Then the iterates also satisfy the strict Feje´r monotonicity
Dq
k
Jτ (·,α)(u
†, uk) < Dq
k−1
Jτ (·,α)(u
†, uk−1) ,
for all uk ∈ RI(f δ, vk−1,α) and qk ∈ ∂Jτ (uk, α), for all k ≤ k∗.
Proof. Through straight-forward computations we obtain
Dq
k
Jτ (·,α)(u
†, uk)−Dqk−1Jτ (·,α)(u
†, uk−1) = −Dqk−1Jτ (·,α)(u
k, uk−1)︸ ︷︷ ︸
<0
− 〈qk − qk−1, u† − uk〉
≤
〈
pk − pk−1 − τK∗(∂xF (Kuk, f δ)− ∂xF (Kuk−1, f δ)), u† − uk
〉
= τ〈K∗∂xF (Kuk, f δ), u† − uk〉
≤ τ
(
δ − F (Kuk, f δ)
)
< 0
for k ≤ k∗, where we have made use of the convexity of F in its first argument, and
F (Ku†, f δ) ≤ δ.
In analogy to Corollary 6.2, we can show the same result for the linearized Bregman iteration
Corollary 6.4. Let f ∈ RF (K) and u† ∈ S(f, α). Then the iterates of Algorithm 2 sat-
isfy (63), for δ = 0 (and thus f δ = f) and u0 (with q0 ∈ ∂Jτ (u0, α)) chosen such that
Dq
0
Jτ (·,α)(u
†, u0) <∞.
Proof. The proof follows the exact same steps as the proof of Corollary 6.2.
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(a) Original u† (b) Blurred & noisy fδ (c) 1st iterate (d) 3rd iterate
(e) 6th iterate (f) 20th iterate (g) 70th iterate (h) 128th iterate
Figure 4: Figure 4a shows the image u† ∈ R400×300 of Pixel, the Gambian pouched rat,
originally introduced in Figure 2a. In Figure 4b we see the same degraded and noisy version
f δ ∈ R400×300 together with the convolution kernel h as shown in Figure 2b. Figure 4c
- 4h show different iterates of Algorithm 2 for F (Ku, f δ) = 12‖Ku − f δ‖2L2(R2), J(u, α) =
1
2‖u‖2L2(R2) +αTV(u) and α = 1/4. The 128th iterate visualized in Figure 4h is the first that
violates Definition 6.1, for δ = 5.95.
As in the case of Bregman iteration, Remark 6.2 follows from this result.
The following result guarantees converge to a solution in S(f, α) in case Kuk∗ = f is
satisfied after an finite number k∗ of iterations of Algorithm 2.
Lemma 6.4. Suppose that after a finite number of iterations the k∗-th iterate of Algorithm
2 satisfies Kuk
∗
= f , for uk
∗ ∈ R(f,α), f ∈ RK(F ) and p0 ∈ R(K∗). Then uk∗ ∈ S(f, α).
Proof. The proof is almost identical to the proof of Lemma 6.2; the only difference is that we
use (69) instead of (61).
Remark 6.3. Note that the statements of Lemma 6.2 and Lemma 6.4 look identical, but one
needs to remember that the underlying functionals J will most likely not be. This is due to
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the fact that for the linearized Bregman iteration additional terms have to be added in order
to also make Jτ convex.
We conclude this section with numerical results for the same deconvolution example in-
troduced in Example 6.1. We observe that with the same choice of regularization parameter
and the same initialization, Algorithm 2 requires more iterations in order to converge to a so-
lution that violates the discrepancy principle with the same error bound. On the other hand,
the variational subproblems are computationally cheaper to solve compared to the standard
Bregman iteration case, at least with the (accelerated) PDHGM used for this example.
6.3 Coupled and Modified Bregman Iterations
The Bregman iteration (as well as its linearized variant) leave some freedom for modification,
an obvious one comes with respect to the choice of the subgradient pk−1. The update from
the optimality condition is of course the obvious one and particularly suited for a convergence
proof. However, one may use different ways to determine a subgradient pk from uk. As an
example one may solve some variational problem
pk ∈ arg min
p
{H(p, pk−1) | p ∈ ∂J(uk, α)},
with some convex functional H. In the case of `1 minimization one might choose H(p, pk−1) =
‖p‖2, which yields the minimal subgradient, i.e. choosing again sign0 in the case of a multi-
valued sign.
Another option for choosing subgradients has been investigated in [280] when one solves
joint reconstruction problems for multiple unknowns u1, . . . , uM . There a coupled Bregman
iteration was proposed and analyzed, which is based on choosing a new subgradient for the
Bregman iteration in the i-th image ui from a linear combination of the subgradients in the
other channels. In this way a joint subgradient for all the channels is approximated, which
means a structural joint sparsity in the case of the `1-norm or joint edge information in the
total variation case. In [312] an infimal convolution version of the coupled Bregman iteration
has been investigated for an application to PET-MR imaging.
7 Bias and Scales
The previous arguments related to eigenfunctions demonstrate that bias and scale are closely
related (at least when interpreting scale in terms of eigenfunctions and eigenvalues). The bias
of variational regularization methods is larger on small scale features. Thus, debiasing and
multiscale aspects in regularization methods appear closely related as it has been worked out
very recently. We discuss those ideas in the following.
7.1 Inverse Scale space
For regularization functionals of the form J(u,α) = αJ1(u) we can write the dual Bregman
iteration update as
pk − pk−1
∆t
= −K∗∂xF (Kuk, f δ)
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for ∆t := 1/α and pk ∈ ∂J1(uk), for all k ∈ N. Thus, taking the limit α → ∞, respectively
∆t → 0, yields the following time-continuous formulation of the Bregman iteration, also
known as the inverse scale space flow [80, 72, 70],
∂tp(t) = −K∗∂xF (Ku(t), f δ) , (73)
for p(t) ∈ ∂J1(u(t)).
For many typical choices of regularization functionals J1 it is difficult to numerically
compute solutions of (73), with the `1 norm and in general any polyhedral regularization
functional being the exception (cf. [75, 278, 281]). Nevertheless, (73) is very useful to study
theoretical properties of iterative regularizations in the limiting case.
Unsurprisingly, it is straight-forward to carry out an Eigenanalysis similar to the one
discussed in Section 5.3 and Section 6.1 for the regularization operator R(f δ, t) = u(t) with
u(t) satisfying (73) in case of F (Ku, f δ) = G(Ku−f δ). The following result is a generalization
of [30, Theorem 9].
Theorem 7.1. Let (uσ, vσ) be a pair of generalized singular vectors with singular value σ,
f = vσ and suppose J1 is (absolutely) one-homogeneous, i.e. J1(cu) = |c|J1(u) for all c ∈ R.
Then 0 ∈ R(vσ, t) for 0 ≤ t < t∗ and
1
σ
uσ ∈ R(vσ, t)
for t ≥ t∗ = 1.
Proof. Firstly, we verify 0 ∈ R(vσ, t) for 0 ∈ [0, t∗). From (57) and the absolute one-
homogeneity of J1 we observe J1(uσ) = 〈G′(vσ),Kuσ〉. We further see from the definition of
the subdifferential that t ≤ 1 = 〈G′(vσ),Kuσ〉/J1(uσ) implies p(t) := tK∗G′(vσ) ∈ ∂J1(0).
Since ∂tp(t) = K
∗G′(vσ) and p(0) = 0, we have shown that u(t) = 0 is a solution of (73).
For t ≥ t∗ a continuous extension of p(t) is
p(t) = p(t∗) + (t∗ − t)K∗G′(Ku(t)− vσ) .
We immediately see that u(t) = uσ/σ is a solution for t ≥ t∗, since p(t∗) = t∗K∗G′(vσ) ∈
∂J1(uσ/σ) and ∂tp(t) = 0.
Hence, the inverse scale space reconstruction also has no bias (for input data vσ satisfying
(57)), compared to the variational regularization method.
A similar result can be derived even in the case of noisy data f δ = vσ + n, where n is an
error term that satisfies the specific source condition
µK∗G′(vσ) + ηK∗n ∈ ∂J(σuσ) ,
for constants µ and η. For more details we refer to [30, Theorem 10].
In the following we briefly want to discuss reconstruction guarantees for linear combina-
tions of multiple singular vectors. Precisely we ask for what times can we guarantee
γj
σj
uσj ∈ R
 n∑
j=1
γjvσj , t
 ,
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for coefficients {γj}j∈N. Due to the nonlinearity of J1, we can in general not expect such a
decomposition. If we restrict ourselves to the following two conditions, however, such a result
can be guaranteed (see [333, Theorem 3.14]). The first condition is K-orthogonality of the
singular vectors, i.e.
〈Kuσi ,Kuσj 〉 =
{
1 i = j
0 i 6= j , (OC)
for i, j ∈ {1, . . . , n}. The second condition is the so-called (SUB0)-condition, which reads as
follows:
Definition 7.1 ([333, Definition 3.1]). Let (uσ1 , uσ2 , . . . , uσn) be an ordered set of primal
singular vectors of J1 with corresponding dual singular vectors (vσ1 , vσ2 , . . . , vσn) and singular
values (σ1, σ2, . . . , σn). Then the singular vectors satisfy the (SUB0) condition if
k∑
j=1
K∗G′(vσj ) ∈ ∂J1(0) , (SUB0)
for all k ∈ {1, . . . , n}.
Given (OC) and (SUB0), we can guarantee the following decomposition result, which is a
direct generalization of [333, Theorem 3.14].
Theorem 7.2. Let (uσ1 , uσ2 , . . . , uσn), (vσ1 , vσ2 , . . . , vσn) and (σ1, σ2, . . . , σn) be a system of
ordered singular vectors, for which the vj’s are normalized, and for which (OC) and (SUB0)
are satisfied. Then, for data f =
∑n
j=1 γjvσj with positive coefficients (γ1, . . . , γn) we have
u(t) ∈ R(f, t), with
u(t) =

0 0 ≤ t ≤ t1∑k
j=1
γj
σj
uσj tk ≤ t < tk+1, for all k = 1, . . . , n− 1∑n
j=1
γj
σj
uσj tn ≤ t
,
where tk = γk and tk < tk+1 for all k ∈ {1, . . . , n}.
We refer to [30] for more information on individual generalized singular vectors and the
inverse scale space flow. For more theoretical results and analytical as well as numerical
examples of ordered sets of singular vectors that satisfy (OC) and (SUB0), we refer to [333].
7.2 Two-Step Debiasing
While Bregman iterations and inverse scale space methods perform debiasing in an iterative
fashion (and effectively change the variational model), one may also consider two-step proce-
dures that first solve the original variational model and then perform a second step to reduce
the bias (cf. [140, 141]). The first and simplest case where this idea was brought up is reg-
ularization with the `1-norm, where a so-called refitting strategy (cf. [263]) is quite natural.
After the variational problem
uαδ ∈ arg minF (Ku, f δ) + α‖u‖`1 (74)
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is solved, the second step simply consists in minimizing F (Ku, f δ) over the set of all u sharing
the support of uδα. Since this procedure throws away information about the sign of the entries
of u, one can further improve to define the regularization operator via
R(f δ, α) = arg min{F (Ku, f δ) | sign0(ui) = sign0((uαδ )i), ∀ i}. (75)
where sign0(ui) is the single-valued sign (i.e. zero for ui = 0). Since the sign corresponds
to a subgradient of the `1-norm, we can reinterpret the debiased regularization operator in a
variational way: We minimize the fidelity subject to the constraint of u sharing a subgradient
with uαδ . This is a key observation towards a generalization for arbitrary convex regularizations
as noticed in (cf. [60]). The general debiasing problem can be rephrased as a two step
procedure
uαδ ∈ arg minF (Ku, f δ) + αJ(u) (76)
followed by
R(f δ, α) = arg min{F (Ku, f δ) | p ∈ ∂J(u) ∩ ∂J(uαδ )}. (77)
For computational purposes the arbitrary choice of the subgradient p ∈ ∂J(uαδ ) is not suitable,
but we can indeed use the subgradient from the first step. Noticing that for differentiable
fidelities, the optimality condition reads
pαδ = −
1
α
K∗∂F (Ku, f δ) ∈ ∂J(uαδ ) (78)
we can use the debiasing procedure
R(f δ, α) = arg min{F (Ku, f δ) | pαδ ∈ ∂J(u)}. (79)
The condition pαδ ∈ ∂J(u) can be reformulated as a vanishing Bregman distance between u
and uδα, thus we observe some relations to the Bregman iteration. The second step can be
interpreted as a Bregman iteration step in the limit of the regularization parameter to infinity.
We refer to [60] for a detailed analysis of this debiasing approach.
The effect of the debiasing is illustrated for the simple case of total variation denoising,
i.e. the solution of
R(f δ, α) = arg min
u∈BV (Ω)
(
1
2
‖u− f δ‖2L2(Ω) + α|u|BV
)
. (80)
Figure 5 compares the solution of the variational problem in (c) with the one obtained in the
two-step debiasing procedure (d) and the Bregman iteration (e). Both methods reduce the
contrast loss of the TV regularization (which is difficult to see in the image, but becomes more
apparent in the small background buildings). Overall the Bregman iteration seems to restore
more of the small details like the grass structure however. Figure 6 demonstrates the debiasing
effect for increasing regularization parameter, where the variational model destroys more and
more details. In particular for larger α one observes the effect of restoring smaller structures
apparently contained in the subgradient but not the primal variable of the variational model.
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Figure 5: Camera man (256x256): Comparison of TV denoising for α = 0.1, with the two-step
debiasing, and Bregman iterations (α = 0.5 and 7 Bregman iterations).
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Figure 6: Camera man TV denoising and debiasing for different values of the regularization
parameter.
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7.3 Nonlinear Spectral Transform
The iterative regularization methods presented in Section 6 can easily be extended to nonlinear
spectral decomposition methods via the following trivial observation. Every iterate uk ∈
RI(f
δ, vk−1,α) can be represented as the sum of the differences of two subsequent iterates,
i.e.
uk = u0 +
n∑
n=1
un − un−1 .
If we define ϕ0 := u0 and ϕn := un − un−1 for n > 1, and equip the sum with coefficients
{cn}kn=0, we can write uk as
uk =
k∑
n=0
cnϕn .
In the following we are going to motivate why such a decomposition is useful for localizing
individual scales if the underlying regularization functional is (absolutely) one-homogeneous
and where we have a scalar parameter α. Following up on the bias correction example for gen-
eralized singular vectors in Section 6.1, we know that for the Bregman iteration RI(f, v
k−1, α)
with f = vσ we observe
uk =

0 k < k∗
k∗−α
σ uσ k = k
∗
1
σuσ k ≥ k∗ + 1
.
Replacing f = vσ with f = σvσ = Kuσ therefore yields
uk =

0 k < k∗(
k∗ − ασ
)
uσ k = k
∗
uσ k ≥ k∗ + 1
,
and consequently we observe
ϕn =

0 n 6∈ {k∗, k∗ + 1}(
k∗ − ασ
)
uσ n = k
∗(
1 + ασ − k∗
)
uσ n = k
∗ + 1
.
The last equation implies that if the input datum is given in terms of the forward model
applied to a (primal) singular vector, this primal singular vector is localized in only two
components ϕk
∗
and ϕk
∗+1. The index k∗ depends on the choice of α and on the singular
value σ. Hence, singular vectors with different scales, respectively different values of σ, will
be localized in ϕkˆ and ϕkˆ+1 for kˆ 6= k∗. This is visualized in Figure 7 and Figure 8. It
is therefore fair to call {ϕn}kn=1 a spectrum and the individual ϕn, for n ∈ {1, . . . , k}, the
spectral components.
Consequently, the operator S : V ×Uk×Rk ×A→ U with
S(f, (un)kn=0, (cn)kn=0, α) :=
k∑
n=0
cnϕ
n with ϕn :=
{
un − un−1 n > 1
u0 n = 1
,
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Figure 7: We see two singular vectors of J = TV∗ with different σ-values, and excerpts of
their corresponding (analytically computed) spectra, for α = 1.24. We clearly observe that
both vectors are located at different positions of the spectrum. Hence, both singular vectors
could be isolated from a sum of the two by applying a band-pass filter to the spectrum.
Figure 8: Spectral decomposition of the image of a bee. From [35].
for un ∈ R(f, vn−1, α) can be seen as a spectral transform of the input signal f δ. For K :
BV(Ω) → L2(Ω) this type of spectral transform is a discretization of the inverse-scale-space
based spectral transform defined in [68, 71]. For K : BV(Ω)→ L2(Ω) and J(u, α) = αTV(u),
the idea of generalized spectral transforms goes back to [185, 186]. For a detailed overview
on this form of nonlinear spectral transform we refer to [187]. Another interesting recent
extension is the spectral transform in the context of image segmentation [371].
8 Applications
Obviously modern regularization methods have found applications in all kind of inverse prob-
lems and pushed forward the state of the art. As some examples let us mention TV/TGV
Bregman iterations for superresolution (cf. [276]), PET reconstruction (cf. [285, 284]) or
STED microscopy (cf. [62, 64]), as well as TGV reconstructions in MR (cf. [245]). Providing
an overview of the various approaches for well-known imaging modalities would by far exceed
the scope and size of this survey. Hence, in the following we provide some novel examples of
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applications, which are actually driven by advances in regularization techniques.
8.1 Velocity-Encoded Magnetic Resonance Imaging
Magnetic Resonance Imaging (MRI) is an imaging technique that allows to visualize the
chemical composition of humans/animals or materials. MRI scanners utilize strong magnetic
fields and radio waves to excite subatomic particles such as protons that subsequently emit
radio frequency signals which can be measured with the radio frequency coils that initially
excited those radio waves, see for example [91]. MRI is often used to measure contrast in
tissue. However, due to shear, endless possibilities of radio-frequency pulse sequence design
and programming of the gradient coils, MRI is a versatile imaging tool with capabilities
beyond imaging contrast in tissue. A potential, more sophisticated application is phase-
encoded magnetic resonance velocity imaging, which in medical imaging is used to study
the distribution and variation in blood flow [182]. In the physical sciences, it is being used
to study the rheology of complex fluids [92], liquids and gases flowing through packed beds
[338, 221], granular flows [222] and multi-phase turbulence flows [349]. The main advantage
of MRI over other modalities when it comes to studying flow is that it is possible to image
flows non-invasively. However, the main drawback of the technique is the acquisition time of
the measurement.
Figure 9: A simulated spiral on a cartesian grid. From [33].
In [272] the idea of sub-sampling in the spatial data domain has been exploited to over-
come this limitation and to speed up the MRI acquisition process. Due to fewer measurements
compared to unknowns that are being recovered, some form of regularization needs to be inte-
grated into the reconstruction process. Sparsity-promoting variational regularization methods
are suitable candidates and most prominently, total variation regularization has successfully
been deployed to increase the temporal resolution of MRI acquisitions. Since measurement
noise in MRI data can be modeled as being normally distributed, a standard variational
regularization approach is
R(f δ,α) = arg min
u∈U
{
1
2
‖Fu− f δ‖22 + J(u,α)
}
, (81)
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where F is the operator
(Fu)(tk) := (2pi)−n2
∫
Rn
u(x) exp
(
−i
∫ tk
tk−1
x(t) · g(t) dt
)
dx ,
and n ∈ {2, 3} denotes the dimension of the signal and g : [0, T ]→ Rn represents the function
that controls the gradient coils of the MRI machine. We observe that F is almost identical to
the Fourier transform sampled at discrete locations, if we can approximate
∫ tk
tk−1 x(t) ·g(t)dt ≈
x·∫ tktk−1 g(t) dt. This can be achieved by adequate programming of the gradient coils. However,∫ tk
tk−1 x(t) · g(t)dt can be approximated more generally via the Taylor series∫ tk
tk−1
x(t) · g(t)dt ≈
∞∑
r=0
x(r)(tk−1)
r!
·
∫ tk
tk−1
g(t)tr dt ,
and with clever programming of g, other moments such as velocity or acceleration can be
encoded. In the following, we assume that the radio-frequency pulse sequence and the gradient
coils are programmed such that we first encode the velocity in the z-direction, i.e. for x =
(x1, x2, x3) and g(t) = (g1(t), g2(t), g3(t)) we have∫ t0
0
x(t) · g(t)dt ≈ x′3(0)︸ ︷︷ ︸
=:vz
∫ t0
0
g3(t) t dt ,
in the interval [0, t0], and then perform the spatial encoding such that∫ tk
tk−1
x(t) · g(t)dt ≈
(
x1(tk−1)
x2(tk−1)
)
·
∫ tk
tk−1
(
g1(t)
g2(t)
)
dt
holds true for t0 < t1 < . . . < tm = T . Then, with x = (x1(tk−1), x2(tk−1)) and g = (g1, g2)
as an abuse of notation, F reads as
(F(u, vz))(tk) = 1
2pi
∫
R2
u(x) exp(−iσvz(x)) exp
(
−ix ·
∫ tk
tk−1
g(t) dt
)
dx , (82)
for some constant σ. In order to avoid non-linearity of the forward model, we couple u and
vz by simply defining w := u exp(−iσvz). Then the forward model F simply reduces to the
(sub-sampled) Fourier transform.
In [33], three choices for regularization functionals have been investigated: assuming α =
(α, β), we have
J(u, α, β) = α

TV(u)
TGV2β(u)∑∞
j=1 |〈u, ϕj〉|
. (83)
Here {ϕj}j∈Z denotes a wavelet basis. In Figure 10 we see computational solutions of (81)
for the choice J(u, α, β) = TGV2β(u), a spiral sub-sampling strategy on a cartesian grid,
see Figure 9, and the parameter choices α = 0.1 and β = 3. Those results have again been
computed with the PDHGM. Subsequently, vz has been extracted as the principle value of the
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(a) Fully-sampled u (b) Zero-filled u (c) TGV-based u
Figure 10: Magnitude images of the velocity dataset used in [33], courtesy of Andrew J.
Sederman. Figure 10a shows the magnitude image derived from applying the inverse of the
Fourier transform to the fully-sampled Fourier data of the velocity-encoded MRI measurement
and subsequently taking the modulus. In Figure 10b we see the magnitude image that we
obtain if we set all Fourier samples to zero that are not part of the spiral visualized in Figure
9, and subsequently proceed as with the fully-sampled data. Finally, Figure 10c shows the
magnitude reconstructions from the TGV2β-based variational regularization reconstruction
(81).
reconstruction w ∈ R(f δ, α, β). The reconstructed z-velocity vz is subsequently unwrapped
via by solving the linear system
∆vˆz = cos(vz)∆ sin(vz)− sin(vz)∆ cos(vz)
for vˆz. Here ∆ denotes the Laplace operator. The unwrapped reconstructed velocity vˆz is
visualized in Figure 11.
(a) Fully-sampled (b) Zero-filled (c) TGV-based
Figure 11: We see the different velocity-reconstructions that correspond to the magnitude
reconstructions in Figure 10.
In order to demonstrate the capabilities of the Bregman iteration, Algorithm (1) has
been qualitatively analyzed for different sub-sampling strategies and different initial choices
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Figure 12: The structural similarity index measure (SSIM) (see [364]) of the magnitude
images (top row) and the velocity images (bottom row) for Bregmanized TV reconstructions
of computer-generated test data with various sampling patterns and noise σ = 0.2. The
parameter α is on the horizontal and the Bregman iteration on the vertical axis. The colors
code the SSIM value, also shown in the small lower graph. The continuous line corresponds
to violation of the discrepancy principle, and the dashed line to the optimal SSIM. The
dash-dotted line in the small graph indicates the SSIM for the first iteration. From [33].
of α > 0 in [33]. These comparisons for different sub-sampling strategies are visualized in
Figure 12. In Figure 13 we see the magnitude images of 20 Bregman iterations computed
with Algorithm 1 for the same setup as described earlier, and the parameter choices α = 1.5
and β = 3.
We refer to [33] for more information on iterative regularization in the context of velocity-
encoded MRI.
8.2 Dynamic MRI with Structural Prior
Dynamic MRI is a topic of high current relevance in biomedical imaging, with different tech-
niques such as fMRI or DCE-MRI. The basic issue is to reconstruct a sequence of images
u = (u1, . . . , uT ) from measurements (K1u1, . . . ,KTuT ), with Kt being a subsampled Fourier
transform (with different subsampling at each time step). Due to the significant measure-
ment times in MRI the subsampling is necessary to obtain a significant time resolution, the
time resolution will improve with stronger undersampling (e.g. in spokes). The natural data
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(a) Iterate 1 (b) Iterate 2 (c) Iterate 3 (d) Iterate 4
(e) Iterate 5 (f) Iterate 6 (g) Iterate 7 (h) Iterate 8
(i) Iterate 9 (j) Iterate 10 (k) Iterate 11 (l) Iterate 12
(m) Iterate 13 (n) Iterate 14 (o) Iterate 15 (p) Iterate 16
(q) Iterate 17 (r) Iterate 18 (s) Iterate 19 (t) Iterate 20
Figure 13: Magnitude images of 20 Bregman iterations computed via Algorithm 1, with
α = 1.5 and β = 3. 52
fidelity in this case is thus
F (Ku, f) =
1
2
T∑
t=1
‖Ktut − ft‖2.
With a strong undersampling it becomes rather hopeless to reconstruct meaningful images
from the data at a single time step, hence a regularization in time is needed in order to
exploit correlations between close time steps. A natural assumptions is smoothness, in the
time direction, for this sake a discrete gradient ‖ut+1−ut‖2 can be penalized in a regularization
functional. Moreover, in order to take into account the edges it is natural to include some
total variation regularization for each ut. So far, this is an approach that can be used for
many dynamic reconstruction problems. A particular feature of such MR investigations is
however the existence of a structural prior u0, which is a high resolution MR image at different
contrast (e.g. a standard anatomical T1 scan) taken before the start of the dynamic imaging.
The prior is reconstructed from a very dense sampling and thus at very high resolution.
The important step is to notice that most edges in the images ut will arise from anatomical
structures and are thus present in u0. Hence, an additional structural regularization like the
infimal convolution of Bregman distances
ICBV p0(·, u0) = Dp0TV (·, u0)D−p0TV (·,−u0)
can be used to achieve superresolution in the dynamic imaging series.
The regularization functional
J(u) =
T∑
t=1
ωt|ut|BV +
T∑
t=1
(1− ωt)ICBV p0(u, u0) +
T−1∑
t=1
γt
2
‖ut+1 − ut‖2
combining the three parts has been proposed and investigated in [313]. The results indicate
an enormous potential to obtain reconstructions at high resolution from rather extreme un-
dersampling in time. Those are illustrated in Figure 8.2 for a several different time steps of a
simulated data set. The first line shows the sampling at different time steps, the last column
shows the prior image u0 instead. The second line provides direct reconstruction without
regularization (note that the Fourier transform is continuously invertible, so without under-
sampling the direct inversion is a standard technique). The third line displays the results
with the proposed method to be compared to the ground truth used for simulating data in
the fourth line. These results are obtained on simulated MR data, we refer to [313] for a
further study on real data.
8.3 Nonlinear Spectral Image Fusion
The nonlinear spectral transform as introduced in Section 7.3 can be used to suppress, enhance
or extract features of signals at different scales. In [35] it has been used to fuse features at
different scales from two images into a single image, in order to create realistically looking
image fusions. The mathematical procedure is as follows: Given two images, both images are
preprocessed such that they are aligned (registered) and that regions within the images are
segmented such that the images are fused only in selected regions. Denoting the registered
images as f1 and f2, they can be represented via their spectral transforms, i.e.
u1 = S(f1, (u)k∗n=0, c1, α) + f1 − S(f1, (u)k
∗
n=0,1, α)︸ ︷︷ ︸
=:rα,k
∗
1
,
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Figure 14: Results of undersampled dynamic MRI reconstruction with different methods at
five different time steps.
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Figure 15: Illustration of the pipeline for facial image fusion using nonlinear spectral decom-
positions. From [35].
and
u2 = S(f2, (u)k∗n=0, c2, α) + f2 − S(f2, (u)k
∗
n=0,1, α)︸ ︷︷ ︸
=:rα,k
∗
2
,
for k∗ ≥ 1, α ∈ A and coefficients c1 ∈ Rk∗ , c2 ∈ Rk∗ and 1 ∈ {1}k∗ being the constant
one-vector. Obviously we have u1 = f1 and u2 = f2 if c1 = 1 and c2 = 1.
In order to incorporate the face segmentation into the image fusion process, we allow the
coefficient vectors c1 and c2 to be spatially varying functions c1 : Ω → Rk∗ and c2 : Ω →
Rk∗ , respectively. Here Ω denotes the image domain. The image fusion process can then
mathematically be described as
ufused := S(f1, k∗, α, c1) + S(f2, k∗, α, c2) + rα,k
∗
1 .
The individual steps of the image fusion pipeline are visualized in Figure 15. For challenging
examples this automation may very well fail. Nevertheless, the spectral image fusion still
works if registration and segmentation are carried out manually, as can be seen in Figure 16.
For more information on the nonlinear spectral image fusion we refer to [35].
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Figure 16: Image fusion using the nonlinear spectral TV decomposition on the challenging
example of fusing a banknote with a picture of Gauß and a painting of Newton. From the
supplementary material of [35].
9 Advanced Issues
In the following we comment on some advanced issues in particular related to iterative varia-
tional methods extending the ones presented above, namely extension to nonconvex problems,
in particular with respect to the data fidelity as arising in nonlinear inverse problems, and to
modern machine learning approaches.
9.1 Nonconvex Optimization
In the context of inverse problems one usually deals with data fidelities of the form F (Ku, f δ)
that measure the deviation between Ku and f δ in some sense. So far we have always assumed
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this particular structure, and also that F is convex. Both assumptions can be relaxed. In the
following we assume that we simply have some nonconvex energy functional E : U → R that
is Fre´chet-differentiable with gradient ∇E. As there may not exist critical points or finding
them is unstable due to ill-posedness, it makes sense to generalize (47) to
R(α) = arg min
u∈U
{E(u) + J(u,α)} . (84)
Here we want to emphasize that R(α) is not necessarily a regularization operator in the
classical sense as in general we do not deal with an inverse problem that depends on some
data f δ. In Section 9.2 we particularly investigate the case in which E is of the form E(·) =
F (K(·), f δ), whereK stems from a nonlinear inverse problem, and where F (·, f δ) is potentially
nonconvex also in its first argument.
It is important to emphasize that even for nonsmooth, nonconvex optimization there is
a vast amount of recent publications, ranging from forward-backward, respectively proximal-
type, schemes [8, 9, 10, 49, 50], over linearized proximal schemes [365, 47, 366, 298], to inertial
methods [299, 309], primal-dual algorithms [361, 267, 279, 34], scaled gradient projection
methods [310], nonsmooth Gauß-Newton extensions [149, 300] and nonlinear Eigenproblems
[206, 59, 32, 51, 261, 31]. We focus mainly on recent generalizations of the proximal gradient
method and the linearized Bregman iteration for nonconvex functionals E in the following.
9.1.1 Proximal Gradient Method
A most basic approach to find solutions of (84) iteratively is via proximal gradient descent,
respectively forward-backward splitting [269]. The idea is to linearize the nonconvex part E
and to add a damping with respect to the previous iterate. If we allow this damping to be
carried out via a Bregman distance w.r.t. a Legendre functional H, we obtain the recently
proposed Bregman proximal gradient method [48]
RI(u
k−1,α) = arg min
u∈U
{
αk−1〈∇E(uk−1), u− uk−1〉+DH(u, uk−1) + αk−1J(u, α)
}
uk ∈ RI(uk−1,α)
, (85)
for α = (α, α0, . . . , αk−1). Here we want to emphasize that RI(uk−1,α) is no longer a regu-
larization operator in the classical sense as we do not necessarily deal with an inverse problem
anymore. Obviously, if E is a (potentially nonconvex) data fidelity of some nonlinear inverse
problem, RI(u
k−1, pk−1,α) depends on some data f δ and we again deal with a regularization
problem, which this time approaches the solution of a (potentially) nonlinear inverse problem.
This more specific scenario will be addressed in Section 9.2. Without additional assumptions
on E, H and J there is little chance that we can carry out a convergence analysis for (85) or
even prove existence of the updates. A typical assumption is Lipschitz-continuity of ∇E, i.e.
we guarantee
‖∇E(u)−∇E(v)‖U∗ ≤ L‖u− v‖U
for all u, v ∈ U and a constant L > 0. A nice aspect about this property is that it implies
convexity of the family of functionals
L
γi
Hi − E , (86)
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see [23, 28, 48], where {Hi}i=1,... is a family of γi-strongly convex functionals, i.e.
γi
2
‖u− v‖2U ≤ DHi(u, v) ,
for all u, v ∈ U . Let us now assume that H in (85) is member of (86) with strong convexity
constant γ, i.e.
Hγ(u) :=
L
γ
H(u)− E(u) (87)
is convex for all u ∈ U . Then this convexity assumption is already enough to ensure a sufficient
decrease of the energy E + J in each iteration of (85).
Lemma 9.1. Suppose E is coercive or has bounded level-sets, infuE(u) > −∞ and ∇E is
Lipschitz continuous with constant L, and let H be a Legendre functional in the sense of
Definition 5.4 that is also γ-strongly convex. Further assume
0 < αk−1 <
γCk
L+ γCkρ
for Ck :=
DsymmH (u
k, uk−1)
DH(u
k, uk−1)
, (88)
for a constant 0 < ρ, for all k ∈ N, and that E + J(·, α) has at least one critical point. Then
the iterates of (85) satisfy
E(uk) + J(uk, α) + ρDsymmH (u
k, uk−1) ≤ E(uk−1) + J(uk−1, α) , (89)
for uk ∈ R(uk−1,α) and all k ∈ N.
Proof. From the convexity of (87) we immediately observe
0 ≤ DHγ (uk, uk−1) =
L
γ
DH(u
k, uk−1)
−
(
E(uk)− E(uk−1)− 〈∇E(uk−1), uk − uk−1〉
) .
As a direct consequence, we have derived the estimate
E(uk) + 〈∇E(uk−1), uk−1 − uk〉 − L
γ
DH(u
k, uk−1) ≤ E(uk−1) . (90)
From the optimality condition of (85) we obtain
∇E(uk−1) = 1
αk−1
(
∇H(uk−1)−∇H(uk)
)
− pk , (91)
for pk ∈ ∂J(uk, α). Inserting (91) into (90) yields
E(uk) +
1
αk−1
DsymmH (u
k, uk−1)− L
γ
DH(u
k, uk−1) ≤ E(uk−1) + 〈pk, uk−1 − uk〉 . (92)
Due to the convexity of J(·, α) we can estimate 〈pk, uk−1 − uk〉 ≤ J(uk−1, α) − J(uk, α).
Applying this estimate to (92) results in
E(uk) + J(uk, α) +
1
αk−1
DsymmH (u
k, uk−1)− L
γ
DH(u
k, uk−1)
≤ E(uk−1) + J(uk−1, α)
.
Together with the stepsize bound (88) this concludes the proof.
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Remark 9.1. Note that we haven’t made use of the Lipschitz continuity of ∇E, but only of
the convexity of (87) in order to obtain a sufficient decrease.
Remark 9.2. Due to the γ-strong convexity of H the estimate (89) automatically implies
E(uk) + J(uk, α) + ργ‖uk − uk−1‖2U ≤ E(uk−1) + J(uk−1, α) . (93)
If we additionally assume that both ∇E and ∇H are Lipschitz-continuous, we further
obtain a bound for the gradient of the energy E + J at iterate uk.
Lemma 9.2. Suppose the same assumptions hold as in Lemma 9.1. We further assume that
∇E is Lipschitz-continuous with constant L and ∇H is Lipschitz-continuous with constant δ.
Then we observe
‖∇E(uk) + pk‖U∗ ≤
(
L+
δ
αk−1
)
‖uk − uk−1‖U
for all pk ∈ ∂J(uk, α).
Proof. This follows trivially from (91) and the Lipschitz-continuity of both ∇E and ∇H.
In a finite dimensional setting U = Rn it is now sufficient to assume that E + J is a
Kurdyka- Lojasiewicz (KL) function [270, 255, 45] in order to show that the iterates (85)
converge globally to a critical point of E + J .
Theorem 9.1. Let the same assumptions hold true as in Lemma 9.2. Further assume U = Rn
and that E + J is a KL function that has at least one critical point. Then the iterates (85)
converge globally to a critical point of the energy E + J .
Proof. See proof of [48, Theorem 4.1 (ii)].
We refer the reader to [46] for a detailed investigation of the class of KL functions, and to
[48] for more information on the Bregman proximal gradient.
9.1.2 Linearized Bregman Iteration for Nonconvex Functionals
The linearized Bregman iteration introduced in Section 6.2 can easily be adapted to tackle
general, non-convex optimization problems. Suppose a Fre´chet-differentiable functional E :
U → R with Fre´chet-gradient ∇E, then we can simply modify Algorithm 2 to
RI(u
k−1, pk−1,α) = arg min
u∈U
{
〈∇E(uk−1), u− uk−1〉+ αk−1Dpk−1J(·,α)(u, uk−1)
}
uk ∈ RI(uk−1, pk−1,α)
pk = pk−1 − 1
αk−1
∇E(uk−1)
, (94)
for α = (α, α0, . . . , αk−1) and pk−1 ∈ ∂J(uk−1, α). This method for arbitrary nonconvex
energies E has first been introduced in [28] and mathematically analyzed in [27]. As in the
previous section, RI(u
k−1, pk−1,α) is no longer a regularization operator in the classical sense,
unless E is a (potentially nonconvex) data fidelity of some nonlinear inverse problem.
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It becomes evident that (94) and (85) coincide if J in (94) is a Legendre functional and if
J in (85) is zero. Hence, the convergence analysis closely follows the convergence analysis of
the proximal gradient method. We assume that J(·, α) is γ-strongly convex and that
Jγ(u, α) :=
L
γ
J(u, α)− E(u) (95)
is convex. Then we can show the following sufficient decrease of the energy [28].
Lemma 9.3. Suppose E is coercive or has bounded level-sets, infuE(u) > −∞, αk−1 satisfies
(88) with
Ck :=
DsymmJ(·,α)(u
k, uk−1)
Dp
k−1
J(·,α)(u
k, uk−1)
,
and that E has at least one critical point. Then the iterates of (94) satisfy
E(uk) + ρDp
k−1
J(·,α)(u
k, uk−1) ≤ E(uk−1) . (96)
Proof. From the convexity of (95) we immediately observe
0 ≤ Dqk−1Jγ(·,α)(u
k, uk−1) =
L
γ
Dp
k−1
J(·,α)(u
k, uk−1)
−
(
E(uk)− E(uk−1)− 〈∇E(uk−1), uk − uk−1〉
) ,
for qk−1 ∈ ∂Jγ(u, α). As a direct consequence, we have derived the estimate
E(uk) + 〈∇E(uk−1), uk−1 − uk〉 − L
γ
Dp
k−1
J(·,α)(u
k, uk−1) ≤ E(uk−1) . (97)
Inserting the dual update formula of (94) into (97) then yields
E(uk) +
1
αk−1
DsymmJ(·,α)(u
k, uk−1)− L
γ
Dp
k−1
J(·,α)(u
k, uk−1) ≤ E(uk−1) .
Together with the stepsize bound (88) we conclude (96).
If we further assume that J is δ-strongly convex w.r.t. its first argument, i.e.
δ
2
‖p− q‖2U∗ ≤ DvJ∗(·,α)(p, q) ,
for all p, q ∈ U∗ and v ∈ ∂J∗(q, α), then we can easily derive the following bound for the
gradient at each iteration [28].
Lemma 9.4. Let the same assumptions hold true as in Lemma 9.3, and further assume that
J is δ-strongly convex for all arguments and corresponding subgradients. Then the iterates
(94) satisfy
‖∇E(uk−1)‖U∗ ≤ α
k−1
δ
‖uk − uk−1‖U ,
for all k ∈ N.
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Proof. From the standard duality estimate 〈p, u〉 ≤ ‖u‖U‖p‖U∗ we observe
DsymmJ(·,α)(p
k, pk−1) = 〈pk − pk−1, uk − uk−1〉 ≤ ‖pk − pk−1‖U∗‖uk − uk−1‖U .
Together with the strong convexity of J∗(·, α) we therefore estimate
δ‖pk − pk−1‖U∗ ≤
DsymmJ(·,α)(p
k, pk−1)
‖pk − pk−1‖U∗
≤ ‖uk − uk−1‖U .
Inserting the dual update formula from (94) thus yields
δ
αk−1
‖∇E(uk−1)‖U∗ ≤ ‖uk − uk−1‖U .
This concludes the proof.
Note that we require no Lipschitz-continuity assumptions for ∇E in order for Lemma 9.3
and Lemma 9.4 to go through, but just that (95) is convex. As in the case of the proximal
gradient method, we can prove global convergence of the iterates (94) for finite-dimensional
U = Rn.
Theorem 9.2. Let the same assumptions hold true as in Lemma 9.3. Further assume U = Rn
and that E is a KL function. Then the iterates (94) converge globally to a critical point of
the energy E.
Proof. The proof is a special case of the more general proof of [27, Theorem 5.6 & Corollary
5.7].
We do want to emphasize that we require J∗(·, α) to be strongly convex, which in re-
turn implies the restrictive assumption that J(·, α) is a smooth functional with Lipschitz-
continuous gradient. In order to get rid of this restrictive condition we split the functional
J(·, α) into the two parts
J(u, α) = H(u) +
1
αk−1
G(u, α) ,
and assume that H is γ-strongly convex and has δ-Lipschitz gradient ∇H, and that G(·, α)
is proper, l.s.c. and convex. Hence, we modify (94) as follows.
RI(u
k−1, qk−1,α) = arg min
u∈U
{
〈∇E(uk−1), u− uk−1〉+Dqk−1G(·,α)(u, uk−1) + αk−1DH(u, uk−1)
}
uk ∈ RI(uk−1, qk−1,α)
qk = qk−1 −
(
∇E(uk−1) + αk−1
(
∇H(uk)−∇H(uk−1)
)) ,
(98)
for q0 ∈ ∂G(u0, α). We then define the surrogate energy
Ek(uk) := E(uk) +Dq
k−1
G(·,α)(u
k, uk−1) , (99)
for qk−1 ∈ ∂G(uk−1, α). For this surrogate energy we can show the following results.
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Lemma 9.5. Suppose E is coercive or has bounded level-sets, infuE(u) > −∞ and E has
at least one critical point, and assume H is γ-strongly convex with δ-Lipschitz gradient ∇H,
and αk−1 satisfies (88). Then the iterates of (98) satisfy
Ek−1(uk) + ρDH(u
k, uk−1) ≤ Ek−2(uk−1) .
Proof. The proof follows the same principle as the proofs of Lemma 9.1 and Lemma 9.3.
Convexity of LγH − E implies the estimate in (90). Inserting the optimality condition (re-
spectively the dual update formula) of (98), applying (88) and adding Dq
k−2
G(·,α)(u
k−1, uk−2) to
both sides of the inequality then yields the desired estimate.
A bound of the gradient of Ek−1(uk) follows from the Lipschitz-continuity of both ∇E
and ∇H.
Lemma 9.6. Let the same assumptions hold true as in Lemma 9.5. Then the iterates (98)
satisfy
‖∇E(uk) + qk − qk−1‖U∗ ≤
(
L+ δαk−1
)
‖uk − uk−1‖U .
Proof. Using the dual update formula (98) and the Lipschitz-continuity of ∇E and ∇H leads
to
‖∇E(uk) + qk − qk−1‖U∗ =
∥∥∥∇E(uk)−∇E(uk−1) + αk−1 (∇H(uk−1)−∇H(uk))∥∥∥
U∗
≤ L‖uk − uk−1‖U + αk−1δ‖uk−1 − uk‖U ,
which proves the conjecture.
As in the previous case, global convergence can be achieved under the assumption that
the domain is finite-dimensional and that Ek(u) is a KL-function.
Theorem 9.3. Let the same assumptions hold true as in Lemma 9.6. Further assume U = Rn
and that Ek is a KL function for all k ∈ N. Then the iterates (98) converge globally. If, in
addition, the sequence {qk}k∈N is bounded, then the iterates even convergence to a critical
point of the energy E.
Proof. The proof is a special case of the more general proof of The proof is a special case of
the more general proof of [27, Theorem 5.10].
Remark 9.3. Given the structure of the problem, it is tempting to also look at a Feje´r-
monotonicity w.r.t. Dq
k
J
αk−1 (·,α)
(u†, uk), for
Jαk−1(u, α) := α
k−1J(u, α)− E(u) .
62
If we make the same attempt as in Section 6, we observe
Dq
k
J
αk−1 (·,α)
(u†, uk)−Dqk−1J
αk−1 (·,α)
(u†, uk−1) = −Dqk−1J
αk−1 (·,α)
(uk, uk−1)− 〈qk − qk−1, u† − uk〉
= − αk−1Dpk−1J(·,α)(uk, uk−1)−
(
E(uk)− E(uk−1)
−〈∇E(uk−1), uk − uk−1〉
)
− αk−1〈pk − pk−1, u† − uk〉
+ 〈∇E(uk)− E(uk−1), u† − uk〉
= − αk−1Dpk−1J(·,α)(uk, uk−1)−
(
E(uk)− E(uk−1)
−〈∇E(uk−1), uk − uk−1〉
)
+ 〈∇E(uk), u† − uk〉 .
Since we also know that
〈∇E(uk), u† − uk〉 = DqkJ
αk−1 (·,α)
(u†, uk)− αk−1DpkJ(·,α)(u†, uk) + E(u†)− E(uk) ,
we can combine this equality with the previous to obtain
Dq
k
J
αk−1 (·,α)
(u†, uk)−Dqk−1J
αk−1 (·,α)
(u†, uk−1) = −Dqk−1J
αk−1 (·,α)
(uk, uk−1)
= +Dq
k
J
αk−1 (·,α)
(u†, uk)− αk−1DqkJ(·,α)(u†, uk)
+ E(u†)− E(uk) .
Hence, for E(u†) ≤ E(uk) we only observe
αk−1Dq
k
J(·,α)(u
†, uk) ≤ Dqk−1J
αk−1 (·,α)
(u†, uk−1) ,
which is not quite sufficient to achieve Feje´r-monotonicity.
We mention that non-convex data fidelities find applications in problems with advanced
noise models, e.g. multiplicative noise (cf. [326, 11]), image registration problems (cf. [277,
316]), or most nonlinear inverse problems. In the next subsection we focus on the special case
of E representing a convex data fidelity F of a potentially nonlinear inverse problem, which
leads to an overall non-convex problem.
Let us mention that so far no suitable theory of iterative regularization methods in the
case of non-convex regularizations is available, although there are several applications such
as the Mumford-Shah or Ambrosio-Tortorelli functional (cf. [286, 6, 308, 324, 243, 242]) or
polyconvex energies in image registration (cf. [148, 74, 240]).
9.2 Nonlinear Inverse Problems
Nonlinear inverse problems are extensions of (1) with nonlinear forward operators K : U → V.
Given a convex or nonconvex data fidelity term F : V ×V → R, we can formulate variational
regularizations and iterative regularizations in the exact same way as in the linear case. As
these problems are special cases of the nonconvex methodology discussed in Section 9.1, we
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can further apply the proposed methodologies. In the context of variational regularization
(47) for nonlinear forward operators and possibly nonconvex but Fre´chet-differentiable fidelity
terms, the k-th iterate of the proximal gradient method discussed in Section 9.1.1 reads as
RI(f
δ, uk−1,α) = arg min
u∈U
{
αk−1〈∂xF (K(uk−1), f δ), u− uk−1〉+DH(u, uk−1) + αk−1J(u, α)
}
.
The convergence theory discussed in Section 9.1.1 applies in identical fashion. However,
questions of the convergence of the regularization can now also be addressed.
Gauß-Newton Methods
The special structure of the nonconvex energy functional E in case of regularizations of non-
linear inverse problems enables different solution strategies compared to arbitrary nonconvex
functionals. Having a Fre´chet-differentiable operator K, one can approximate K(uk) via a
Taylor-approximation around uk−1, i.e.
K(uk) ≈ K(uk−1) +K ′(uk−1)(uk − uk−1) .
As a consequence, another strategy for solving variational regularization problems for nonlin-
ear inverse problems is via the following iteratively regularized Gauß-Newton approach
RI(f
δ, uk−1,α) = arg min
u∈U
{
F (K(uk−1) +K ′(uk−1)(u− uk−1), f δ) + αk−1J(u, α)
}
. (100)
We refer to [336, 345, 21, 237, 345, 219] for further discussion
In the following sections we discuss extensions of the iterative regularization methods
presented in Section 6 to nonlinear inverse problems.
9.2.1 Nonlinear Landweber Regularization
We easily observe that (94) for E(u) := F (K(u), f δ) with nonlinear operator K reads as
RI(f
δ, vk−1,α) = arg min
u∈U
{
〈K ′(uk−1)∗∂xF (K(uk−1), f δ), u− uk−1〉+ αk−1Dp
k−1
J(·,α)(u, u
k−1)
}
uk ∈ RI(f δ, vk−1,α)
pk = pk−1 − 1
αk−1
K ′(uk−1)∗∂xF (K(uk−1), f δ)
,
with vk−1 := (uk−1, pk−1). For F (K(u), f δ) = 12‖K(u) − f δ‖2L2(Σ) and J(u, α) = αp ‖u‖pLp(Ω)
this method has first been introduced and analyzed in [237]. General convex regularization
functionals J(·, α) with multi-valued subdifferential ∂J(·, α) have been considered in [12].
Both convergence analyses have been carried under additional assumptions on the nonlinear
forward operator, such as the tangential cone condition. In a finite dimensional setting,
convergence follows from Theorem 9.3, see [27]. However, it is important to point out that,
although existence of a critical point of E(u) can usually be guaranteed in finite dimensions,
ill-conditioning of the problem still requires early stopping of the iterates.
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9.2.2 Levenberg-Marquardt Regularization
Replacing the regularization functional in the iterative Gauß-Newton regularization with a
generalized Bregman distance w.r.t. the current and the previous iterate yields the following
generalized Levenberg-Marquardt regularization
RI(f
δ, vk−1,α) = arg min
u∈U
{
F (K(uk−1) +K ′(uk−1)(u− uk−1), f δ) + αk−1Dpk−1J(·,α)(u, uk−1)
}
uk ∈ RI(f δ, vk−1,α)
pk = pk−1 − 1
αk−1
K ′(uk−1)∗∂xF (K(uk−1) +K ′(uk−1)(uk − uk−1), f δ)
,
for vk−1 := (uk−1, pk−1). This method reduces to the classical Levenberg-Marquardt method
[266, 275] for the choices F (K(u), f δ) = 12‖K(u) − f δ‖2L2(Σ) and J(u, 1) = 12‖u‖2L2(Ω). For
F (K(u), f δ) = 12‖K(u) − f δ‖2L2(Σ) and proper, l.s.c. and convex J(u, α) with potentially
multi-valued subdifferential ∂J(u, α) this method has been introduced and analyzed in [12].
9.2.3 Examples
In the following we discuss two nonlinear inverse problems that are natural extensions of the
linear inverse problems introduced in Example 6.1 and Section 8.1.
Blind deconvolution
Following up on Example 6.1, an obvious nonconvex extension of the problem of deconvolution
is blind deconvolution, where the convolution kernel that degrades the image is also unknown
(cf. [252, 118, 93]). We basically follow the setup of [27, Section 6.2], where we assume
F (K(u, h), f δ) =
1
2
‖K(u, h)− f δ‖2L2(R2)
=
1
2
‖u ∗ h− f δ‖2L2(R2)
(101)
and apply the nonlinear Landweber regularization as described in Section 9.2.1 with
J(u, h, α) =
1
2
‖u‖2L2(R2) + αTV(u) +
∫
R2
h(x) log(h(x))− h(x) dx+ χP (R2)(h) , (102)
where
χP (R2)(h) =
{
0 h ∈ P (R2)
∞ h 6∈ P (R2)
denotes the characteristic functional over the (convex) set of probability distributions
P (R2) :=
{
h ∈ L2(R2)
∣∣∣∣h(x) ≥ 0 a.e., ∫
R2
h(x) dx = 1
}
.
The rationale behind this choice of J is that convolution kernels in applications such as motion
deblurring are usually non-negative and preserve the mean of the underlying signal. We refer
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(a) Original u† (b) Blurred & noisy fδ (c) 1st iterate (d) 11th iterate
(e) 49th iterate (f) 999th iterate (g) 2199th iterate (h) 3474th iterate
Figure 17: Figure 17a shows the image u† ∈ R400×300 of Pixel, the Gambian pouched rat,
originally introduced in Figure 2a. In Figure 17b we see the same degraded and noisy version
f δ ∈ R400×300 together with the convolution kernel h as shown in Figure 2b and Figure 4b.
Figure 17c - 17h show different iterates of Algorithm 2 for F (K(u, h), f δ) and J(u, h) as in
Equation (101) and Equation (102), respectively and α = 10. The 3474th iterate visualized
in Figure 17h is the first that violates Definition 6.1, for δ = 5.95. The reconstructed kernels
have been magnified for better visualization.
to [27, Section 6.2 & Section 7.2] for more information on the discrete formulation of the
problem and its numerical realization.
We use u† and f δ from Example 6.1, and therefore stop the nonlinear Landweber reg-
ularization via discrepancy principle for δ = 5.95. The parameter α, however, is chosen to
be α = 10 and is therefore much larger than in Example 6.1 and in Section 6.2. Hence, we
require many more iterations in order to reach the same discrepancy. The necessity for this
large choice of α stems from the fact that the iterates otherwise converge to unstable solu-
tions with Dirac-delta-like convolution kernels. Several iterates of the nonlinear Landweber
regularization are visualized in Figure 17.
To conclude we visually compare the first iterates that violate the discrepancy principle
of the Bregman iteration, the linearized Bregman iteration and the nonlinear Landweber
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(a) (b) (c) (d)
Figure 18: Deconvolution results for the image of Pixel, the Gambian pouched rat. Figure
18a: the original image. Figure 18b: the reconstruction discussed in Example 6.1. Figure 18c:
the reconstruction with Algorithm 2. Figure 18d: the blind deconvolution result computed
with the nonlinear Landweber regularization.
(a) Fully-sampled (b) Zero-filled (c) TGV recon. (d) Nonlin. recon.
Figure 19: Comparison of the different z-velocity reconstructions. Figure 19a: the unwrapped
velocity reconstruction from fully-sampled data. Figure 19b: the unwrapped velocity recon-
struction obtained from filling the missing samples of the sub-sampled data with zero. Figure
19c: the unwrapped TGV-based reconstruction of the velocity from sub-sampled data. Fig-
ure 19d: a nonlinear reconstruction of the velocity, computed via the nonlinear Landweber
regularization.
regularization in Figure 18. Between the reconstructions from the Bregman iteration and the
linearized Bregman iteration there are at best small differences in contrast. The reconstruction
from the the nonlinear Landweber regularization does have slight artifacts that originate from
small imperfections in the reconstructed convolution kernel. Nevertheless, the result is still
remarkable given that both image and convolution kernel were unknown and had to both be
estimated.
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Velocity-encoded MRI
We briefly revisit the velocity-encoded MRI problem of Section 8.1. As the original forward
problem (82) is nonlinear, it is perfectly sensible to recover vz directly (instead of taking
a detour via w = u exp(−iσvz)). This idea is not new and has for instance already been
addressed in [372]. We again use the nonlinear Landweber regularization with the functionals
F (K(vz), f
δ) =
1
2
tm∑
t=t0
(
F(u, vz)− f δt
)2
,
where u is a precomputed spin-proton density, and a scaled H1-norm
J(vz, α) =
1
2
‖vz‖2L2(R2) +
α
2
‖∇vz‖2L2(R2)
as the regularization functional of choice.
Figure 19 shows the comparison of the velocity reconstruction from the fully-sampled
data (Fig. 19a), the zero-filled reconstruction from the sub-sampled data (Fig. 19b), the
TGV-based reconstruction from the sub-sampled data (Fig. 19c) and a reconstruction from
the sub-sampled data via the nonlinear Landweber regularization (Fig. 19d) all clipped to
the same intensity range. The latter has been initialized with u0(x) = pi (on some compact
domain), p0 = u0 and α = 200. The result shown in Figure 19d is the first iterate that
violates the. discrepancy principle for η = 1 and δ = 80. The inner subproblem has again
been computed with the PDHGM.
9.3 Learning
A very important question that always pops up when dealing with regularization of inverse
problems is the question of how to choose the (regularization) parameters, respectively how
to develop a useful parameter choice strategy. For the iterative regularization strategies dis-
cussed in Section 6 we have used Morozov’s discrepancy principle as an a-posteriori parameter
choice rule to determine when to stop the iteration (which is the regularization parameter
in case of iterative regularizations), based on the noisy data f δ and the noise level δ. In
addition to the standard alternatives, which are a-priori and heuristic parameter choice rules,
supervised learning strategies have become popular in recent years. The idea is to choose
optimal parameters based on pairs {(u†j , f δj )}mj=1 of training data by minimizing an empirical
risk functional, which is just the empirical expectation of the loss between u†j and a u
α
j that
can be obtained with data f δj . Based on the previous notation of regularization operators, a
relatively generic approach is to estimate optimal parameters αˆ ∈ A via
αˆ ∈ arg min
α∈A
 1m
m∑
j=1
`j(u
†
j , u
α
j ) + J(α,β) subject to u
α
j ∈ R(f δj ,α) , ∀j ∈ {1, . . . ,m}
 .
(103)
Here {`j}mj=1, with `j : U ×U → R for all j ∈ {1, . . . ,m}, denotes a family of loss functionals
that measures the deviation between the reconstructions uαj and the ground truth signals
u†j , and J : A × B → R is a regularization functional that, together with some parameters
β in some parameter domain B, incorporates prior knowledge to steer the reconstruction
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of αˆ into a certain direction. The operator R : V ×A ⇒ U is a regularization operator
that takes f δj and α as an input and produces at least one reconstruction u
α
j as its output.
If uαj ∈ R(f δj ,α) stems from an optimization problem, then (103) is also known as a bilevel
optimization problem [254, 321]. It is also quite evident that (103) is a regularization problem
in itself. An even more generic way to formulate parameter learning would therefore be
αˆ ∈ P ({u†j}mj=1, {f δj }mj=1,β) ,
where P : Um×Vm×B ⇒ A is a regularization operator that also depends on some other
regularization operator R : V ×A ⇒ U . A likely application of this scenario is supervised
machine learning with early-stopping of, for instance, stochastic gradient descent methods (see
[231, 139, 39]). However, (103) is sufficient to explain the majority of current state-of-the-art
parameter learning approaches in the context of inverse problems. These cover the finite-
dimensional Markov random field models proposed in [325, 346, 143, 124, 334], the optimal
model design approaches in [199, 198, 65, 40], the optimal regularization parameter estimation
in variational regularization [89, 128, 137, 138, 90, 127], to training optimal operators in
regularization functionals [123, 122], reaction diffusion process [125, 121], so-called variational
networks [202, 247, 244] and other works related to image processing [301, 214].
In the following, we want to focus in particular on the connection between modern deep
neural network approaches and iterative regularization methods as discussed in Section 6.
9.3.1 Iterative Regularization and Deep Neural Networks
In this section we discuss how certain (deep) neural network architectures are closely related
(or even equivalent) to the linearized Bregman iteration described in Section 6.2, for a data
fidelity term with variable metric. This connection will give insight into how more stable
neural network architectures can be learned. For an overview on deep learning and neural
network architectures we refer to [262].
We make the assumption that the data fidelity is given in terms of F (Ku, f δ) = 12‖Ku−
f δ‖2Qk , for ‖·‖Qk :=
√〈Qk·, ·〉 and some positive definite matrix Qk. We now aim to minimize
this data fidelity with the help of Algorithm 2, but deviate from the standard procedure by
allowing the underlying positive definite matrix Qk to vary throughout the iterations.
If we reformulate Algorithm 2 for this particular choice of variable metric data fidelity
and linearize around the previous iterate we obtain the following modification of Algorithm
2:
RI(f
δ, vk−1,αk−1) = arg min
u∈U
{
〈K∗Qk−1(Kuk − f δ), u〉+Dp
k−1
J(·,α)(u, u
k−1)
}
uk ∈ RI(f δ, vk−1,αk−1)
pk = pk−1 −K∗Qk−1(Kuk−1 − f δ)
. (104)
Here we define αk−1 = (α,Q0, Q1, . . . , Qk−1) and vk−1 = (uk−1, pk−1). If we now choose J to
be of the form J(u, α) = 12‖u‖2L2(Ω) +H(u, α), the algorithm simplifies to
uk = (I + ∂H(·, α))−1
(
(I −K∗Qk−1K)uk−1 +K∗Qk−1f δ + qk−1
)
qk = uk−1 − uk + qk−1 −K∗Qk−1(Kuk − f δ)
,
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for qk ∈ ∂H(uk, α), for all k ∈ N. Here (I + ∂H(·, α))−1 denotes the proximal mapping of H.
If we define Ak := I −K∗QkK and bk := K∗Qkf δ + qk for all k ∈ N, and choose H to be the
point-wise characteristic functional over the convex set of non-negative real numbers, i.e.
(H(u, α))(x) = (χ≥0(u))(x) =
{
0 u(x) ≥ 0
∞ else ,
we obtain the standard ReLU neural network architecture
uk = max
(
0, Ak−1uk−1 + bk−1
)
for the primal update. However, rather than stopping at this analogy, we want to discuss
how the insights of Section 6.2 can help to impose rather natural conditions on the learning
of the parameters Ak and bk.
Naturally, Ak and bk have to be of the specific form as described above, but we want to
look into more detail of what kind of conditions have to be imposed on the free parameters
Qk. We start by defining a surrogate functional that depends on the variable metric data
fidelity in the same fashion as we have defined the surrogate functional in Section 6.2, i.e. we
define
Jk(u, α) := J(u, α)− 1
2
‖Ku− f δ‖2Qk .
If we guarantee convexity of Jk, we can guarantee the following monotonic decrease result.
Corollary 9.1 (Monotonic decrease). Suppose u0 satisfies ‖Ku0 − f δ‖2Q0 < ∞. Then the
iterates of (104) satisfy
1
2
‖Kuk+1 − f δ‖2Qk +Dq
k
Jk(·,α)(u
k+1, uk) ≤ ‖Kuk − f δ‖2Qk (105)
for uk ∈ RI(f δ, vk−1,αk−1) and qk ∈ ∂Jk(uk, α).
Proof. The proof is identical to the proof of Corollary 6.3.
If we go back to the assumption J(u, α) = 12‖u‖2L2(Ω) + H(u, α), we need to ensure that
Qk is chosen such that not just Qk, but also I − K∗QkK, is positive (semi-)definite for all
k in order to guarantee convexity of Jk. With the next lemma we even observe that this is
already enough to ensure Feje´r monotonicity of the iterates.
Lemma 9.7. Let f ∈ RF (K), u† ∈ S(f, α) and let f δ ∈ V. Then the iterates satisfy the
Feje´r monotonicity
Dq
k
Jk(·,α)(u
†, uk) ≤ Dqk−1Jk−1(·,α)(u
†, uk−1) (106)
as long as ‖Ku† − f δ‖Qk−1 ≤ ‖Kuk − f δ‖Qk−1 is satisfied, for all uk ∈ RI(f δ, vk−1,αk−1)
with qk ∈ ∂Jk(uk, α) and k ∈ N.
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Proof. As in the previous Feje´r-monotonicity proofs we start with computing
Dq
k
Jk(·,α)(u
†, uk)−Dqk−1Jk−1(·,α)(u
†, uk−1) = Dp
k
J(·,α)(u
†, uk)−Dpk−1J(·,α)(u†, uk−1)
+D 1
2
‖K·−fδ‖2Qk−1
(u†, uk−1)−D 1
2
‖K·−fδ‖2Qk
(u†, uk)
,
for all k ∈ N. We further compute
Dp
k
J(·,α)(u
†, uk)−Dpk−1J(·,α)(u†, uk−1) = −Dp
k−1
J(·,α)(u
k, uk−1)− 〈pk − pk−1, u† − uk〉
= −Dpk−1J(·,α)(uk, uk−1) + 〈K∗Qk−1(Kuk−1 − f δ), u† − uk〉
,
and estimate
D 1
2
‖K·−fδ‖2Qk−1
(u†, uk−1)−D 1
2
‖K·−fδ‖2Qk
(u†, uk) ≤ D 1
2
‖K·−fδ‖2Qk−1
(u†, uk−1)
=
1
2
‖Ku† − f δ‖2Qk−1 −
1
2
‖Kuk−1 − f δ‖2Qk−1
− 〈K∗Qk−1(Kuk−1 − f δ), u† − uk−1〉
.
Thus, we observe
Dq
k
Jk(·,α)(u
†, uk)−Dqk−1Jk−1(·,α)(u
†, uk−1) ≤ −Dpk−1J(·,α)(uk, uk−1)
+
1
2
‖Ku† − f δ‖2Qk−1 −
1
2
‖Kuk−1 − f δ‖2Qk−1
− 〈K∗Qk−1(Kuk−1 − f δ), uk − uk−1〉
= −Dpk−1J(·,α)(uk, uk−1)
+
1
2
‖Ku† − f δ‖2Qk−1 −
1
2
‖Kuk − f δ‖2Qk−1
+D 1
2
‖K·−fδ‖2Qk−1
(uk, uk−1)
= −Dqk−1Jk(·,α)(u
k, uk−1)
+
1
2
‖Ku† − f δ‖2Qk−1 −
1
2
‖Kuk − f δ‖2Qk−1
≤ 1
2
‖Ku† − f δ‖2Qk−1 −
1
2
‖Kuk − f δ‖2Qk−1
.
Hence, we guarantee Feje´r monotonicity as long as ‖Ku† − f δ‖Qk−1 ≤ ‖Kuk − f δ‖Qk−1 is
satisfied.
The previous corollary and lemma suggest that a sensible model for learning the param-
eters αk based on a set of training data pairs {(u†j , f δj )}j∈{1,...,m} is the following:
αˆk
∗
= arg min
αk∗

k∗∑
k=1
 m∑
j=1
Dq
k
Jk(·,α)(u
†
j , u
k
j ) + χ0(I −K∗Qk−1K) + χ0(Qk−1)

subject to ukj ∈ RI(f δj , vk−1j ,αk−1)
} .
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The minimization problem can either be solved simultaneously for all parameters, or subse-
quently, keeping all previously computed parameters fixed. The minimization problem can
further be equipped with additional constraints, such as ‖Ku†j − f δj ‖Qk−1 ≤ ‖Kukj − f δj ‖Qk−1
or ‖Kuk+1j − f δj ‖Qk+1 ≤ ‖Kukj − f δj ‖Qk for all k ∈ {0, . . . , k∗ − 1} and j ∈ {1, . . . ,m}.
10 Conclusions & Outlook
Modern regularization techniques, in particular those based on (nonsmooth) convex varia-
tional models are a versatile tool for improved reconstruction in inverse problems when ap-
propriate prior information is available. Further improvements can be made by constructing
iterative regularization methods using the same underlying variational model. Those can re-
duce systematic errors and bias, but also yield interesting novel insights into scale properties,
spectral and multi-scale decompositions, and even link to deep neural network architectures.
Several aspects are expected to play a role in the future development and understanding
of regularization methods. A key issue are stochastic models and uncertainty quantification,
which we have only touched superficially in this survey. This topic appears to be at a simi-
lar stage as the deterministic regularization theory around the year 2000, the Gaussian case
(corresponding to linear regularization methods in Hilbert space) seems to be well under-
stood reasonably well now for linear and nonlinear inverse problems. Much less is known
about non-Gaussian priors in Banach spaces, but there is a boost of papers tackling those
recently. Relevant problems are e.g. the link between Bayesian models and variational ap-
proaches, the convergence of posterior distributions, and advanced statistical inference in
infinite-dimensional Banach spaces. So far there are also basically no results on the analysis
of iterative regularization methods in a stochastic setup.
A topic of strong recent interest are eigenvalue problems and spectral decompositions.
While it remains unclear how far they can be pushed for practical purposes, they already yield
a new understanding of the geometry of inverse problems and regularization methods, partly
closing the gap to the standard tool of singular value decomposition for linear regularization
methods.
A topic that has not yet been investigated from a theoretical point of view, but are often
used in engineering practice, are methods that effectively compute Nash equilibria instead
of minimizers. Such methods arise from problems where two (or more) unknowns are recon-
structed in an iterative fashion. Then often one of the variables is frozen and a variational
problem with respect to the other one is solved, e.g. in motion-corrected reconstruction
when in alternating iteration images are reconstructed from indirect data with given motion
and motion is estimated directly from images data. Convergence of such procedures is often
observed in practice and yields good results, but so far there is no systematic theory.
From an application point of view high-dimensional and joint reconstruction problems are
a key subject for current and future development, many aspects of modelling and analysis are
still open in this context. Examples of current interest are joint reconstruction of images and
motion in many biomedical applications or reconstructions in dynamic or spectral problems
with strong undersampling.
Finally, machine learning is expected to play an important role in regularization methods
for inverse problems (as in other disciplines related to processing data). The learning theory
will need to be adapted to the special needs of inverse problems due to the aspects of ill-
posedness, which cannot be captured by current learning architectures, and the particular
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difficulties to obtain meaningful training data for inverse problems.
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