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Abstract. We study tail estimation in Pareto-like settings for datasets with
a high percentage of randomly right-censored data, and where some expert
information on the tail index is available for the censored observations. This
setting arises for instance naturally for liability insurance claims, where ac-
tuarial experts build reserves based on the specificity of each open claim,
which can be used to improve the estimation based on the already available
data points from closed claims. Through an entropy-perturbed likelihood we
derive an explicit estimator and establish a close analogy with Bayesian meth-
ods. Embedded in an extreme value approach, asymptotic normality of the
estimator is shown, and when the expert is clair-voyant, a simple combina-
tion formula can be deduced, bridging the classical statistical approach with
the expert information. Following the aforementioned combination formula, a
combination of quantile estimators can be naturally defined. In a simulation
study, the estimator is shown to often outperform the Hill estimator for cen-
sored observations and recent Bayesian solutions, some of which require more
information than usually available. Finally we perform a case study on a mo-
tor third-party liability insurance claim dataset, where Hill-type and quantile
plots incorporate ultimate values into the estimation procedure in an intuitive
manner.
Keywords: penalized likelihood, extreme value statistics, regular variation,
survival analysis.
1. Introduction
In applied statistics, one is often faced with the need to combine different
types of information to produce a single decision. For instance, in credibility
theory, the weights that link a relevant but small dataset with a big but not-
so-relevant dataset are looked for, or similarly in bioinformatics one may use a
dataset containing different cell types in the estimation of a cell, and scale down
their importance in various ways.
The present paper is motivated by a specific problem in liability insurance. In
that line of business, claim size data usually have a high percentage of censored
observations, as policies take years, or even decades, to be finally settled. Due to
the limited number of claims, one still would like to take into account available
information about the open claims in the estimation of claim size distributions
(see e.g. [1]). On the one hand, experts typically project the final amount of
open claims, i.e. they propose incurred values, or also ultimates based on co-
variate information or other (objective or subjective) considerations which are
not in the payment dataset that arrives at a statistician’s table. On the other
hand, statisticians have standard ways of dealing with censored observations, for
instance the Peaks over Threshold method when one is interested in extremes,
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Figure 1. Motor third-party liability insurance: log-claims in
vertical order of arrival, showing the paid amount for both open
(red, circle) and closed (black, dot) claims, as well as ultimate
values for the open claims (green, triangle).
as well as the Hill estimator for heavy and Pareto-like tails. This research has
started in [3] and [8] and has received more attention recently, see e.g. [15], [2],
[5]. However, in that line of extreme value methods expert information has not
been incorporated. In [1], incurred values were used to derive upper bounds for
the open claims and survival analysis methods for interval censored data were
implemented. See also [7] for frequentist and Bayesian analysis of interval cen-
sored data.
One often faces the question of whether to conduct the analysis from the right-
censored observations point of view, or whether to use the imputed ultimate
(expert) values into the dataset and treat it as a fully-observed dataset. The
latter is typically an easy (and cheap) solution. Figure 1 illustrates a possi-
ble situation of available data for motor third-party liability (MTPL) insurance
claims of a direct insurance company operating in the EU, cf. Section 5 for more
details, where this data set will be studied. In what follows we are interested
in developing a procedure that combines both approaches, without making any
assumptions on the quality or method used to obtain the expert information.
To that end, we assume that for each censored observation (open claim), we
have a tail parameter βi which reflects the belief of the expert on the heaviness
of the tail of this particular (unsettled) observation. The typical situation may
be that all the βi are equal or that there is an upper and a lower bound for all of
them. However, we develop the theory for the general case, and we embed these
indices into a statistical framework, where a single tail parameter is estimated
for the entire dataset. At a philosophical level, the proposal of different βi is not
an ill-posed problem, it rather shows a prior variability of a belief on the tail
index.
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The difference with the Bayesian paradigm is the fact that we only make
the assumption for censored observations, such that increasing sample sizes but
constant censored proportions will keep the importance of the expert guesses
constant, with respect to the rest of the data. In mathematical terms we will see
that our approach will have a Bayesian interpretation when the prior distribution
of the parameter depends on the sample through the censoring indicators.
We propose a perturbation of the likelihood via an exponential factor and
use the relative entropy between two densities as a dissimilarity measure. The
resulting maximum perturbed-likelihood estimate has an explicit formula which
resembles the Hill estimator adapted for censoring (cf. [11]; [3]), degenerates
into it as the perturbation becomes small, and converges to the mean of the
expert tail indices as the perturbation becomes large. Thus, in a similar way
as in the prior specification for Bayesian estimation, if experts have additional
information on the quality of their belief, the perturbation parameter can be
tuned accordingly. However, we propose a method which does not assume such
additional prior knowledge, apart from the original expert knowledge.
Penalization is a prevalent idea which has gained popularity in the age of cheap
computational power. The idea behind it is to impose beliefs on the statistical
estimation which can yield a better estimation or an estimator which has more
acceptable properties for the application at hand. It can help to impute a con-
trol or perturbation parameter which in turn helps to tailor estimators towards a
certain degree of convenience. For instance, in a different statistical setting, the
Lasso or Ridge regression imposes the belief or need of a data scientist to reduce
the number of covariates included in a covariate-response analysis. In some cases
this procedure helps to remove nuisance covariates, but in others it might be too
aggressive and exclude truly informative variables. This bottleneck is specific to
each application – and even to each dataset – which suggests that a fully auto-
mated procedure is not recommended. In the same vein, the effectiveness of the
proposed method depends on the quality of the provided expert tail information,
and this is something which is not always available or quantifiable. In any case,
it is recommended that the tail inference is done side-by-side with the experts.
We derive the asymptotic properties of the perturbed-likelihood estimator, and
although the asymptotic mean square error (AMSE) is available, the parameter
which minimizes it depends on subjective considerations. One such consideration
is the strength of the belief in the expert information provided: if the belief is
certain, the penalization parameter goes to infinity, which means that the data
should be ignored and the expert information should be used instead, based on
the AMSE criterion. To avoid assumptions which are not realistically available
in practice, we instead suggest selecting the penalizing parameter in a conve-
nient way, as the one which reduces the perturbed estimator to a simple sum of
identifiable components. When the expert information is precise (degenerate at
the true parameter) it holds that the penalization weight equal to 1 always leads
to a lower AMSE, the latter also having a formula with a pleasant interpreta-
tion. When substituting this penalization parameter into the original formula, a
very simple interpretation of the (inverse of the) estimator is available (Theorem
4.4): it is the combination of the Hill estimator and the expert information, the
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weights being the proportion of non-censored and censored data-points, respec-
tively. Such a simple combination estimator is shown for a variety of common
heavy-tailed distributions and for a variety of parameters to perform very well
alongside competing methods, which need information to tune their own param-
eters.
The remainder of the paper is structured as follows. In Section 2, for the exact
Pareto distribution, we introduce the notation and perturbation that we will
deal with, as well as deriving simple expressions for the maximum perturbed-
likelihood estimators and showing how they bridge theory and practice in a
smooth manner. In Section 3 we establish a close link with Bayesian statistics.
In Section 4 we extend the methodology to the case where the data only exhibit
Pareto-type behaviour in the tail, and we derive the asymptotic distributional
properties of the perturbed-likelihood estimator and unveil a simple combination
formula. In this more general heavy-tailed case, we naturally deal with estimators
that use only a fraction of upper order statistics, and introduce as benchmarks
some recent Bayesian estimators that have been proposed for censored datasets.
In Section 5 we perform a simulation study and a real-life motor third-party
liability insurance application. The latter data has been studied in the literature
from both the expert information and the censored dataset viewpoints, but not
yet in a joint manner, as we do here. We conclude in Section 6.
2. Derivation and properties
Consider the estimation from a censored sample following an exact Pareto
distribution. That is, we observe the randomly censored data-points and the
binary indicator censoring variables:
(Z1, e1), (Z2, e2), . . . , (Zn, en).
Contrary to classical survival analysis, the Zi here correspond to payment sizes
rather than times. The density and tail of the non-censored underlying data
(which is not observed) are given by
fα(x) =
αxα0
xα+1
, Fα(x) =
xα0
xα
, x ≥ x0 > 0,(1)
with unknown tail parameter α and known scale parameter x0. The latter as-
sumption poses no restriction, since we are interested only in the estimation of
the tail index, and as we will see, the Hill-type estimators based on upper order
statistics that will be considered depend only on the log spacings of the data,
which are independent of the scale parameter.
Additionally, and in contrast to classical survival analysis, we assume that
we are given for each (right-)censored data-point an expert information of the
possible tail parameter, i.e. we have knowledge of βi > 0 for i = 1, . . . , n. This
can arise, for instance, when the data are collected from different sources, or the
realization of a data-point showing some pattern due to a particular settlement
history, or some covariate information that can not be included in a more direct
way. However, it is believed that all data points eventually come from one
underlying distribution (or at least one aims for such a modelling description).
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We are also primarily interested in the case where all the βi are the same, since
more often than not, expert information can come in this format.
When ignoring the information from the data, natural estimates of α are given
by the weighted arithmetic and harmonic mean
αˆam =
∑n
i=1(1− ei)βi∑n
i=1(1− ei)
, αˆhm =
∑n
i=1(1− ei)∑n
i=1(1− ei)/βi
,(2)
respectively, where ei = 0 if Zi is right-censored, and ei = 1 otherwise. On
the other hand, in the context of survival analysis it is a standard approach to
maximize the following likelihood based purely on the data
L(α; z) =
n∏
i=1
fα(zi)
eiFα(zi)
1−ei =
n∏
i=1
(
αxα0
zα+1i
)ei (xα0
zαi
)1−ei
.
The maximum likelihood estimator is then given by
αˆMLE =
∑n
i=1 ei∑n
i=1 log
(
Zi
x0
) ,(3)
which is an adaptation (see [3]) to the censoring case of the famous Hill estimator
(cf. [11]) from extreme value theory obtained by Peaks-over-Threshold modelling;
see [9] or [4] for a broader treatment on Pareto-type tail estimation, see also
Section 4.
The two aforementioned approaches to the estimation of the tail parameter are
in practice separated. That is, an expert will take only one of the two approaches,
based on factors such as reliability of the expert information or data availability.
This is an especially difficult decision when there is a high percentage of censored
and large observations, which present a key problem in the estimation in statistics
in general, see for instance [13].
In the present paper, we introduce an estimator which bridges the previous
estimators. We will proceed by the perturbation of the likelihood function, and
consider a penalized likelihood:
LP (α; z) =
n∏
i=1
fα(zi)
eiFα(zi)
1−eie−(1−ei)λD(α,βi)
=
n∏
i=1
(
αxα0
zα+1i
)ei (xα0
zαi
e−λD(α,βi)
)1−ei
,
where the factor e−λD(α,βi) penalizes the contribution of the censored observations
according to some measure of dissimilarity between fα and the Pareto distribu-
tion with parameter βi, denoted by D(α, βi), and the λ ≥ 0 models the strength
of the penalization imposed by D(α, βi). We propose to use the relative entropy
as a dissimilarity measure:
D(βi, α) =
∫ ∞
x0
log
(
gi(s)
fα(s)
)
gi(s) ds =
α
βi
− 1− log
(
α
βi
)
≥ 0,(4)
where gi is a Pareto density with tail index βi and scale parameter x0. The
associated log-likelihood is then given by
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log
(LP (α, z)) = n∑
i=1
ei log
(
αxα0
zα+1i
)
+
n∑
i=1
(1− ei) log
(
xα0
zαi
)
−
n∑
i=1
λ(1− ei)D(fα, gi).
(5)
Equation (5) turns out to have an explicit minimizer when using D from (4) (we
omit the details), given by
αˆP (λ) =
∑n
i=1(ei +λ(1− ei))∑n
i=1(log(Zi/x0) + λ(1− ei)/βi)
.
Notice that if we flip the densities in the entropy penalization and consider
instead
D(α, βi) =
∫ ∞
x0
log
(
fα(s)
gi(s)
)
fα(s) ds =
βi
α
− 1− log
(
βi
α
)
≥ 0,
the associated penalized likelihood has the explicit solution
αˆI(λ) =
(6)
∑n
1 (ei−λ(1− ei)) +
√
[
∑n
1 (ei−λ(1− ei)]2 + 4
∑n
1 log
(
Zi
x0
)
·∑n1 βiλ(1− ei)
2
∑n
1 log
(
Zi
x0
) ,
which is less appealing, with more complicated asymptotic properties.
Remark 2.1. The particular choice of entropy penalization is mathematical in
nature, since the resulting explicit and simple form of the maximum likelihood
estimator permits a deeper analysis than other choices. For instance, the sig-
nificantly more complicated explicit estimators (6) or (13) lead to a much more
involved analysis.
Remark 2.2. In general, with lack of any other type of information, giving
equal weight to each censored observation is the most natural way to deal with
them. If the expert has an idea of the importance of each data point and their
corresponding tail indices βi, the selection can be done on a single parameter λ
through
λi = λωi.
Note that then
lim
λ→∞
αˆP (λ) =
∑n
i=1(1− ei)ωi∑n
i=1(1− ei)ωi/βi
,(7)
and
lim
λ→∞
αˆI(λ) =
∑n
i=1(1− ei)ωiβi∑n
i=1(1− ei)ωi
,(8)
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i.e. the information brought by the data becomes irrelevant and we take a
weighted average of the expert guesses. Taking uniform weights, i.e., giving
equal importance to each censored observation, will result in (2).
If no weights are naturally suggested one can always tackle the multi-dimensional
selection problem on all λi. In this more general case we have that
lim
λi→0; i=1,...,n
αˆP (λ1, . . . , λn) =
∑n
i=1 ei∑n
i=1 log
(
Zi
x0
) .(9)
which can readily be deduced directly from (5), since it is the classical non-
penalized estimator. Similarly
lim
λi→0; i=1,...,n
αˆI(λ1, . . . , λn) =
∑n
i=1 ei∑n
i=1 log
(
Zi
x0
) .(10)
As a consequence of the limits (7), (8), (9) and (10), we readily get for λ1 =
· · · = λn =: λ ≥ 0 that
lim
λ→∞
αˆP (λ) = αˆ1, lim
λ→∞
αˆI(λ) = αˆ2, lim
λ→0
αˆP = lim
λ→0
αˆI(λ) = αˆMLE,
which confirms that the estimator bridges the estimation of α and the proposal of
the βi, and that the parameter λ reflects in some sense the strength of the belief
on the expert information. The next section will touch upon this interpretation
in a more precise manner.
3. Penalization seen as a Bayesian prior
We will use a single λ value in practice, but here we assume the most general
setting where the λi could be different, at no complexity cost. The penalized
likelihood that gives rise to αˆP is given by
LP (α; z) =
n∏
i=1
(
αxα0
zα+1i
)ei (xα0
zαi
)1−ei
e−λi(1−ei)(α/βi−1−log(α/βi))
=
[
n∏
i=1
(
αxα0
zα+1i
)ei (xα0
zαi
)1−ei]
·
[
α
∑n
i=1 λi(1−ei)e−α
∑n
i=1 λi(1−ei)/βi
]
×
[
n∏
i=1
β
−λi(1−ei)
i e
λi(1−ei)
]
=
[
α
∑n
i=1(ei+λi(1−ei))e−α
∑n
i=1(λi(1−ei)/βi+log(zi/x0))
]
×
[
n∏
i=1
β
−λi(1−ei)
i e
λi(1−ei)z− eii
]
.
Note that the second factor after the last equality sign does not depend on α,
and the first one is proportional to a gamma density. We thus recognize that
the penalized maximum likelihood estimator can be seen as the posterior mode
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arising from a Pareto likelihood and the conjugate gamma prior with hyper-
parameters
α0 =
n∑
i=1
λi(1− ei) + 1, β0 =
n∑
i=1
λi(1− ei)/βi,
and corresponding posterior parameters
α∗ =
n∑
i=1
(ei +λi(1− ei)) + 1, β∗ =
n∑
i=1
(λi(1− ei)/βi + log(zi/x0)).
The hyper-parameters of the prior, however, do depend on the sample, namely
on the censoring indicators ei, so we are not in the classical Bayesian setting.
Nonetheless, we will continue to call it a prior, for simplicity.
In this context we also have the following interpretation of the effects of the
selection of the λi. The mode of the prior distribution is given by∑n
j=1 λj(1− ej)∑n
i=1 λi(1− ei)/βi
=
(
n∑
i=1
λi(1− ei)∑n
j=1 λj(1− ej)
β−1i
)−1
,(11)
and one sees that the proportions of the λi give the weights which will determine
this mode. However, we can multiplicatively scale these λi and the mode will
remain unchanged. The magnitude of the λi, in contrast, does play a role for the
variance of the prior: ∑n
i=1 λi(1− ei) + 1
(
∑n
i=1 λi(1− ei)/βi)2
,(12)
since the larger the λi, the smaller the prior variance. Thus, a single estimate as
an expert information will trump the ability to effectively determine the magni-
tude of the penalization parameter. This is a problem which is often encountered
in Bayesian statistics, and a prior is often selected nonetheless, making frequen-
tists doubtful of this philosophical leap of faith.
Note that the gamma distribution has two parameters, and any two descriptive
statistics (presently we used the mode and variance) which bijectively map to
the mode and variance can be used to give alternate full explanations as to how
the proportions λi(1− ei)/
∑n
j=1 λj(1− ej) and the sizes of the λi play a role in
the modification of the prior distribution, and hence on the expert belief.
Remark 3.1. If instead of using the penalization given by (4) we simply use
squared penalization given by
D(βi, α) =
(α− βi)2
2
≥ 0,
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then the maximum perturbed-likelihood estimate will again be explicit and given
by
αˆSq =
∑n
i=1(λi(1− ei)βi − log(Zi/x0))∑n
i=1 λi(1− ei)
+
√
[
∑n
i=1(λi(1− ei)βi − log(Zi/x0))]2 + 4
∑n
i=1 λi(1− ei) ·
∑n
i=1 ei∑n
i=1 λi(1− ei)
,(13)
which naturally leads to a Gaussian prior interpretation when the λi are equal.
This estimator also converges to the Hill estimator as λi → 0, i = 1, . . . , n, but
it can have numerical instabilities when the denominator becomes very small.
4. Extreme Value Theory
We now move on to a more general heavy-tail approach and consider the case
of regularly varying distributions with tail of the form
x−α`(x), α > 0,
where ` is a slowly varying function, i.e. `(vx)
`(x)
→ 1, as x → ∞ for every v > 1.
We also assume now that censoring is done at random and the data is generated
as the minimum of two independent random variables
Zi = min{Xi, Li},
with regularly varying tails:
P(Xi > u) = u−α`(u),
P(Li > u) = u−α2`2(u).
It follows that
P(Zi > u) = u−αc`c(u), αc = α + α2,(14)
and slowly varying function `c = ` `2. Here we confine ourselves to the so-called
Hall class (cf. [10]). This popular second-order assumption in extreme value
theory often makes asymptotic identities tractable:
P(Xi > u) = C1u−α
(
1 +D1u
−ν1(1 + o(1))
)
for u→∞,
P(Li > u) = C2u−α2
(
1 +D2u
−ν2(1 + o(1))
)
for u→∞,(15)
where ν1, ν2, C1, C2 are positive constants and D1, D2 real constants. Then, with
C = C1C2, ν∗ = min(ν1, ν2)
and
D∗ =

D1, ν1 < ν2
D2, ν2 < ν1
D1 +D2, ν1 = ν2,
we have that
P(Zi > u) = Cu−αc
(
1 +D∗u−ν∗(1 + o(1))
)
,
that is, the censored dataset is again in the Hall class.
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Denote the quantile function of Z by Q and consider the tail quantile function
U(x) = Q(1− x−1), x > 1. Then we have that
U(x) = C1/αc
(
1 +
D∗
αc
C−ν∗/αcx−ν∗/αc(1 + o(1))
)
.
The order statistics of the data will be denoted by
Z(1) ≥ · · · ≥ Z(n),
with associated censoring indicators e(i) and expert information β(i). Given a
high threshold u > x0, the Hill estimator adapted for censoring is
αˆHu =
∑n
i=1 ei 1{Zi > u}∑n
i=1 log
(
Zi
u
)
1{Zi > u}
.(16)
Taking Z(k) for some 1 ≤ k ≤ n, as a (random) threshold u, we obtain the
alternative order statistics version
αˆMLEk =
∑k
i=1 e
(i)∑k
i=1 log
(
Z(i)
Z(k+1)
) = pˆk
Hk
,(17)
where
pˆk =
1
k
k∑
i=1
e(i)
is the proportion of non-censored observations in the largest k observations of Z,
and
Hk =
1
k
k∑
i=1
log
(
Z(i)
Z(k+1)
)
is the classical Hill estimator based on the largest k observations. For details on
these censored versions of the Hill estimator, we refer to [8, Sec.2].
The asymptotic distribution of Hk has been studied intensively in the literature
under the above second-order assumptions (see for instance [4, Ch.4]): assuming
√
k(k/n)ν∗/αc → δ ≥ 0,(18)
as k, n→∞ with k/n→ 0, we have that
√
k
(
Hk − 1
αc
)
d→ Y0 ∼ N
(
−C−ν∗/αcD∗ ν∗δ
αc(αc + ν∗)
, α−2c
)
.(19)
As discussed in [8], the asymptotic bias of pˆk follows from the leading term in
1
k
∑k
i=1 p(U(n/i))− p, where
p(z) = P (e = 1|Z = z) ,
and p denotes the asymptotic probability of non-censoring
p = lim
z→∞
p(z) =
1/α2
1/α + 1/α2
=
α
α + α2
.
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Under the Hall class (15), we have with the definition
(D/α)∗ =

D1/α, ν1 < ν2
−D2/α2, ν2 < ν1
D1/α−D2/α2, ν1 = ν2,
that as x→∞
(20) p(U(x))− p = p(1− p)(D/α)∗ν∗C−ν∗/αcx−ν∗/αc(1 + o(1)).
From this, assuming that
√
k(k/n)ν∗/αc → δ as k, n → ∞ with k/n → 0, one
gets
√
k (pˆk − p) d→ N
(
p(1− p)C−ν∗/αc(D/α)∗ αcν∗δ
αc + ν∗
, p(1− p)
)
.
In [8] it was also derived that asymptotically Hk and pˆk are independent, so that
under the condition (18) as k, n→∞ with k/n→ 0,
√
k
(
1
αˆMLEk
− 1
α
)
d→ N
(
− δν∗
αc + ν∗
C−ν∗/αc [D∗(α−1c + α
−1) +
α2
α
(D/α)∗],
1
pα2
)
.
(21)
In the same manner we can define a version of αˆP which perturbs at censored
data-points and which considers only large claims. We consider as before that
λi = λ, and, in analogy to the exact Pareto setting, define the two estimators
αˆPu =
∑n
i=1(ei +λ(1− ei))1{Zi > u}∑n
i=1(log(Zi/u) + λ(1− ei)/βi)1{Zi > u}
,
and the order statistics version
αˆPk =
∑k
i=1(e
(i) +λ(1− e(i)))∑k
i=1
(
log
(
Z(i)
Z(k)
)
+ λ(1− e(i))/β(i)
) .
Theorem 4.1. Assume (15). Set λi = λ ≥ 0, βi = β > 0. As
√
k(k/n)ν∗/αc →
δ, as k, n→∞ with k/n→ 0,
√
k
(
1
αˆPk
− λα2/β + 1
λα2 + α
)
is asymptotically normal with asymptotic mean
M = −δν∗C
−ν∗/αc
1− r1
(
D∗/αc + λp(1− p)(D/α)∗αc/β
ν∗ + αc
+
λr2 + α
−1
c
1− r1 p(1− p)(D/α)∗
(
αc
αc + ν∗
))
and variance
V = 1
α2c(1− r1)2
+
1
(1− r1)4
(
λ
β(1− λ) +
1
αc
)2
(1− λ)2p(1− p),(22)
12 M. BLADT, H. ALBRECHER, AND J. BEIRLANT
where r1 = (1−p)(1−λ) and r2 = (1−p)/β. The asymptotic bias of 1/αˆPk equals
B = λα2/β + 1
λα2 + α
− 1
α
+O
(
(k/n)ν∗/αc
)
(23)
as k, n→∞ and k/n→ 0.
Proof. See Appendix A. 
Remark 4.2. Notice that estimates of α2 or αc are available using basic survival
analysis techniques, cf. (14). Consequently, we can use the plug-in method for
the estimation of any of the above formulas that involve these quantities.
Remark 4.3. As a sanity check, observe that in Theorem 4.1, whenever β = α
and δ = 0, the bias vanishes.
In the same spirit, even more can be said:
Corollary 4.4. (Combination) Assume the conditions of Theorem 4.1, and fur-
ther δ = 0, with β = α. Then the estimator αˆPk with λ = 1 is unbiased and can
be written as
αˆPk =
(∑k
i=1 e
(i)
k
·
∑k
i=1 log(Z
(i)/Z(k+1))∑k
i=1 e
(i)
+
∑k
i=1(1− e(i))
k
· β−1
)−1
.
In words, 1/αˆPk is the weighted average of the MLE estimator and the expert
information, the weights being the proportion of non-censored (and censored,
respectively) observations above the threshold T (k). Moreover, its inverse has
asymptotic variance (and hence mean square error) given by
Var(1/αˆPk ) =
1
kp(α + α2)2
,
which, when compared to (21), is seen to enhance estimation.
The proof of Corollary 4.4 is immediate.
Remark 4.5. Observe that in a Bayesian setting, whenever we are aware that a
parameter lies within an interval, a natural estimator is constructed as follows.
We set a uniform prior on [b1, b2] and together with the Pareto likelihood we use
the posterior mean as an estimate. Such a mean is given by
∫ b2
b1
α1+
∑n
i=1 eie
−α∑ni=1 log(Z1x0 ) dα∫ b2
b1
α
∑n
i=1 eie
−α∑ni=1 log(Z1x0 ) dα
=
∑n
i=1 ei +1∑n
i=1 log
(
Z1
x0
)
×
γ(∑ni=1 ei +2, b2∑ni=1 log
(
Z1
x0
)
)− γ(∑ni=1 ei +2, b1∑ni=1 log (Z1x0 ))
γ(
∑n
i=1 ei +1, b2
∑n
i=1 log
(
Z1
x0
)
)− γ(∑ni=1 ei +1, b1∑ni=1 log (Z1x0 ))
 ,
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where
γ(u, v) =
∫ v
0
tu−1e−t dt
Γ(u)
is the (normalized) lower incomplete gamma function. One can go one step
further and define the order statistics version of the above estimator. However,
despite being theoretically neat, the latter estimator is numerically unstable for
both large (k > 100) and small (k < 5) number of upper order statistics, and
hence we will not pursue it in the simulation section.
Remark 4.6. In [2], several Bayesian approaches for heavy tail estimation were
considered (see also [5]) under the random censoring assumption. We will use
two of them as a benchmark. The first one arises from the posterior mean of a
Pareto likelihood and the conjugate Gamma(a, b) prior:
αˆBG =
a+
∑k
i=1 e
(i)
b+
∑k
i=1 log(Z
(i)/Z(k+1))
.(24)
In the presence of a single expert estimate β of the tail index, the prior parameters
can be tuned by moment matching, where the variance will need to be imposed
subjectively. That is, solve β = a/b and σ2 = a/b2 for an expert opinion on σ2.
The second one arises from the maximal data information prior, and leads to
the estimator
αˆBM =
1 +
∑k
i=1 e
(i) +
√
(1 +
∑k
i=1 e
(i))2 + 4
∑k
i=1 log(Z
(i)/Z(k+1))
2
∑k
i=1 log(Z
(i)/Z(k+1))
.(25)
Notice that the latter does not admit tuning the prior to additional data.
Quantile estimation. With the last result at hand it is natural to propose a
quantile estimator based on the approach taken in [14]. Recall that we denote
the quantile function of a regularly varying tail by Q(p). Exploiting the fact that
Q(1− p)
Q(1− k/n) ∼
p−1/α
(k/n)−1/α
=
(
k
np
)1/α
, p ↓ 0, k/n→ 0, np = o(k),(26)
the Weissman estimator based on k order statistics (and without expert infor-
mation) arises naturally as
QˆMLEk (1− p) = QˆKM(1− k/n) ·
(
k
np
)1/αˆMLEk
,(27)
where QˆKM is the quantile function derived from the Kaplan-Meier estimator
Ŝ(z) =
∏
i: Zi≤z
(
1− di
ni
)
,
for the survival curve of the censored dataset in question, (Zi, ei), i = 1, . . . , n,
where the Zi are payments (which would correspond to times in classical survival
analysis terminology). Here, di is the number of closed claims of a given size z,
and ni is the number of payments, which irrespectively of censoring, are above z.
In the case of no censoring this reduces to the empirical quantiles of the dataset,
since the Kaplan-Meier curve is then just the empirical distribution function.
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Similarly, in the case of pure expert information an estimator can be proposed
as
QˆEXk (1− p) = QˆEX(1− k/n) ·
(
k
np
)1/β
,(28)
where QˆEX is either an expert-given cumulative distribution function, or in ab-
sence of it, simply the Kaplan-Meier quantiles. To combine these two results,
Theorem 4.4 leads the way. For the choice λ = 1, we see that the Pareto part of
the tail splits for the perturbed estimator according to(
k
np
)1/αˆP
=
(
k
np
)pˆk/αˆMLEk
·
(
k
np
)(1−pˆk)/β
,
where
pˆk =
1
k
k∑
i=1
e(i),
and hence the following estimator is proposed for the overall tail
QˆPk (1− p) =
[
QˆKM(1− k/n) ·
(
k
np
)1/αˆMLEk ]pˆk
·
[
QˆEX(1− k/n) ·
(
k
np
)1/β]1−pˆk(29)
= QˆP (1− k/n) ·
(
k
np
)1/αˆPk
,(30)
where
QˆP (1− k/n) = (QˆKM(1− k/n))pˆk(QˆEX(1− k/n))1−pˆk .
Observe that in the absence of expert information for the quantile function, we
merely have
QˆPk (1− p) = QˆKM(1− k/n) ·
(
k
np
)1/αˆPk
.
5. Simulation Study and MTPL Insurance
We perform in this section a simulation study and apply our method to a
motor third party liability insurance dataset (cf. [1, Sec.1.3.1]). In order to
make our results comparable with existing studies and existing analysis of the
aforementioned dataset, we will consider estimation of
ξ =
1
α
,
and thus we will make use of the estimators
ξˆMLEk =
1
αˆMLEk
, ξˆPk =
1
αˆPk
, ξˆBGk =
1
αˆBGk
, ξˆBMk =
1
αˆBMk
.(31)
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5.1. Simulation Study. We consider three heavy tails belonging to the Hall
class (15), and compare ξˆk and the quantile estimator
QˆPk (1− p) = QˆKM(1− k/n) ·
(
k
np
)ξˆk
,
where ξˆk is one of the four estimators in (31), and for p = 0.005. For any
tail estimator ξˆk, we generically refer to Qˆ
P
k as the corresponding Weismann
estimator, since it was derived using the general principle of equation (26).
Concretely, we simulate two independent i.i.d. samples of size n = 200, cor-
responding to the variables Xi and Li, i = 1, , . . . , n, in (15). We repeat the
procedure Nsim = 1000 times. The following three distributions are employed,
with two sub-cases for each distribution, for varying parameters:
• The exact Pareto distribution, defined in (1), for ξ = 1, 1/2.
• The Burr distribution, with tail given by
F (x) =
(
η
η + xτ
)λ
, x > 0, η, τ, λ > 0,
We consider η = 1, λ = 2, τ = 1/2; η = 2, λ = 1, τ = 2; and η = 2.
Notice that ξ = 1/(λτ)
• The Fre´chet distribution with tail
F (x) = 1− exp(−x−α), α > 0.
We consider ξ = 1, 1/2.
For the expert information we draw a single random number from a Gaussian
distribution centered at the true ξ and with standard deviation 0.2, and define
that value as 1/β. Then, by moment matching, using a variance of 0.04, we
obtain the parameters a, b needed for ξˆBGk . Notice that we input the true value
of the variance, and hence we are giving additional information to the Bayesian
setting, opposed to ξˆPk , where we make no such assumptions and we use the
combination with λ = 1. Additional studies (which we omit here) show that if
the Bayesian variance is not correctly specified (for instance, set at 1 or 0.5),
the Bayesian solution behaves almost identically to the censored Hill estimator
ξˆMLEk .
Also notice the misspecification of the Gamma prior in the derivation of ξˆBGk
with respect to the Gaussian distribution from which the expert information is
actually simulated. Using a Gaussian prior would not only make explicit posterior
formulas not available (and hence the need to resort to MCMC sampling methods
as Gibbs sampling), but would add more information than what we have assumed
is available throughout the paper (we have not even assumed knowledge of the
variance).
We then plot the empirical bias and MSE of each resulting estimator as a
function of k (comparing the estimates with respect to the true value). We
write expressions such as Burr(ξ = 1) to indicate that the parameters of the
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distribution are not the focus, but rather the resulting tail index from the Hall
class (which is a function of the parameters). The results are given in Figures
2, 3 and 4. We observe how the fact that the perturbation will affect estimation
based on the proportion of censored observations as opposed to the total amount
of data-points performs well for k > 10. As a result, a substantial amount of
bias and MSE is removed. This is especially the case for the heavy tail case
ξ = 1. For the lighter tail ξ = 0.5, the perturbed estimator has either the best or
second best performance bias-wise, and its only major drawback is the MSE for
the exact Pareto case for k > 50, where the Bayesian gamma solution performs
even worse. When considering quantiles, the perturbed estimator behaves better
than the Hill estimator and on par with the other two benchmarks for the heavy
tail exact Pareto case. In the lighter tail case it performs the worst for large order
statistics, recovering and behaving as in the previous case for k < 60. In all other
non-exact Pareto tail cases, the perturbation was superior to all methods.
Notice that one assumption made in this study was that the expert guess was
centered and with relatively good quality (mean ξ and standard deviation 0.2).
If the latter conditions are changed, it is easy to construct a simulation study
where both the perturbed and the Bayesian gamma solution perform much worse.
Consequently, the findings of this simulation study suggest that insurers that are
very confident in their expert opinions might benefit from using the combination
estimator ξˆPk with λ = 1.
Remark 5.1. For the adaptive selection of λ, the procedure of cross-validation
may naturally come to mind. However, the latter is based on averages rather
than extremes. For instance, in a 10-fold cross-validation, the 9 parts of the data
that do not contain the maximum will tend to prefer lighter tail indices, and
only the one part with the maximum will suggest a heavy tail index, so that the
overall index will be underestimated. Correspondingly, cross-validation is not a
method of choice in this context.
5.2. Insurance Data. We consider a dataset from Motor Third Party Liability
Insurance (MTPL) from a direct insurance company operating in the EU (cf. [1,
Sec.1.3.1]), consisting of yearly paid amounts to policyholders during the period
1995-2010. At 2010 we have roughly 60% right-censored (open) observations out
of the total 837 claims. The data are reported as soon as the incurred value
exceeds the reporting threshold given in Figure 1.2 in [1], and the histogram of
the IBNR delays is given in Figure 1.3 in [1]. We also have an ultimate estimate
which is the company’s expert estimation of the eventual size of the claim. In
Figure 5 we have several descriptive statistics of the data: the log-claim sizes, the
Kaplan-Meier estimator of the data (cf. [12]), the proportion of non-censoring
(closed claims) as a function of the order statistics of the claims, and a QQ-plot
for the log-claims against theoretical exponential quantiles. We observe that
censoring at random is not a far-fetched assumption to make, since a horizontal
behaviour of the proportion of closed claims as a function of the number of
upper order statistics does not reject the possibility of the sizes of claims and
the probabilities of censoring of those claims being independent. The Pareto tail
behaviour of large (above 0.45 million, possibly censored) claim sizes seems to
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Figure 2. Bias and (log) Mean Square Error for the exact Pareto
distribution, for varying parameters. We compare ξˆPk (orange,
solid), ξˆMLEk (red, dotted), ξˆ
BG
k (blue, dashed) and ξˆ
BM
k (purple,
dashed and dotted), as well as the associated Weissman quantile
estimator.
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Figure 3. Bias and (log) Mean Square Error for the Burr distri-
bution, for varying parameters. We compare ξˆPk (orange, solid),
ξˆMLEk (red, dotted), ξˆ
BG
k (blue, dashed) and ξˆ
BM
k (purple, dashed
and dotted), as well as the associated Weissman quantile estima-
tor.
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Figure 4. Bias and (log) Mean Square Error for the Frechet dis-
tribution, for varying parameters. We compare ξˆPk (orange, solid),
ξˆMLEk (red, dotted), ξˆ
BG
k (blue, dashed) and ξˆ
BM
k (purple, dashed
and dotted), as well as the associated Weissman quantile estima-
tor.
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hold, based on the QQ-plot of their logarithm against theoretical exponential
quantiles. Standard tests also do not reject the exponential hypothesis of the
logarithm of these large claims (Kolmogorov-Smirnov p-value of 0.50).
Figure 5. Descriptive statistics of the insurance data. Top left:
log-claims in order of arrival, showing both open (red, circle) and
closed (black, dot) claims. Top right: Kaplan-Meier survival prob-
ability estimator for the claims. Bottom left: proportion of closed
claims as a function of the top k order statistics of the claim sizes.
Bottom right: QQ plot of the logarithm of the claims larger than
0.54 million euro, against the theoretical exponential quantiles with
the same mean.
Now we would like to know how the ultimates can help to estimate the tail
parameter. In [6], the ultimates of this dataset were explored, where it was
observed that they are Pareto in the tail. Furthermore, using developments
in threshold selection, using trimming techniques, it was shown that ξ = 0.48
is a good estimate for the heaviness of the tail of the ultimates. In Figure
6 we show the Hill plot for the ultimates, together with the chosen expert ξ
value, and the censored Hill ξˆMLEk and the perturbed version ξˆ
P
k with λ = 1
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Figure 6. Hill plot of the ultimates (black, dashed), censored Hill
estimator ξˆMLEk for the claims (red, dashed), and the combined
estimator ξˆPk (orange, solid) with λ = 1 and β = 1/0.48.
and β = 1/0.48. Notice that in this case, we know how β is obtained, and this
additional knowledge could be useful. However, our method does not assume any
specific structure, which means that any other method can be used to obtain β,
and we merely give the current one for the sake of example. We observe a
particularly stable region when k is between 20 and 70, which suggests a heavier
tail (roughly 0.65) than the ultimates alone predict. We will see how this affects
the quantiles alike.
As a way of validating our estimation procedure we perform the following
check. We consider all claims arriving in the shorter period of time 1995-2000
and we follow exclusively these 310 older claims until 2010. The proportion of
censoring at 2010 drops to roughly 29.5%. We examine the censored Hill esti-
mator and perturbed estimator (using the same λ = 1 and 1/β = 0.48 as before)
for this reduced data, and plot it in Figure 7, together with the corresponding
estimators using the full data which we had previously obtained. We observe
that the censored Hill estimator for the reduced data dropped its value in the
most stable region by about 0.2, almost reaching the perturbed estimator for
both the complete and reduced datasets, showing that as the proportion of cen-
soring decreases, the estimators come closer together. Notice that the perturbed
estimator remained surprisingly stable, even when the penalization parameter
stayed at the same value but the sample size decreased, due to the fact that the
proportion of censored claims controlled the strength of the penalization in a
natural way.
Finally, we add the corresponding analysis of the 99.5% quantile (which is
relevant for Value-at-Risk considerations) for the case where the expert quantile
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information is given by the empirical distribution function of the ultimates, and
combine the Hill estimator and the expert information by means of Equation
(29). That is,
QˆPk (1− p) =
[
QˆKM(1− k/n) ·
(
k
np
)ξˆMLEk ]pˆk
·
[
QˆULT (1− k/n) ·
(
k
np
)1/β]1−pˆk
=
(
(QˆKM(1− k/n))pˆk(QˆEX(1− k/n))1−pˆk
)ξˆPk
,
where pˆk =
1
k
∑k
i=1 e
(i), QˆKM is the quantile function associated with the Kaplan-
Meier curve of the claims, and QˆULT is the quantile function associated with the
empirical distribution function of the ultimates.
The quantile coming from the ultimates alone is given by
QˆULTk (1− p) = QˆULT (1− k/n) ·
(
k
np
)HUk
,
where HUk is the Hill estimator of the ultimates. Finally, without any expert
information (ignoring the ultimates), the quantile is given by
QˆKMk (1− p) = QˆKM(1− k/n) ·
(
k
np
)ξˆMLEk
.
Note that, due to missing IBNR data at the later accident years, some care is
needed concerning the interpretation of these quantile estimates as the outcome
levels which are exceeded in 100× 0.5% of the reported cases. However, as these
IBNR data concern smaller losses, the influence of these omissions is limited as
can be verified by restricting the proposed approach to the claims from earlier
accident years and comparing with the present results. The result is gathered
as a function of the number k of upper order statistics in Figure 8. The com-
bined estimation of the high quantile results is a stable compromise between
the under-estimated quantiles from the expert opinions and the pure Weissman
approach, which has higher variability. Such under-estimation of the size of the
claims at closure by the ultimates was also observed empirically while exploring
the data (details are omitted). Observe also Figure 9, where the reduction of
the data which was used above to validate the procedure was applied to the
quantiles, and an analogous interpretation applies. This suggests that the cur-
rent reserving could benefit from a re-evaluation. However, this analysis is made
without knowing the actual process behind the calculation of the ultimates, and
a deeper understanding of this process could in the future elucidate whether
there is something being overlooked by the experts or by the statisticians.
6. Conclusion
We have derived a flexible estimator that bridges statistical theory and prac-
tice when it comes to tail estimation. The results also apply to adaptation of
quantile estimation techniques both when more expert information is available
(for instance when an expert cumulative distribution function is available) and
also when it is lacking. Like in Bayesian statistics, the strength of the belief of
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Figure 7. Hill plot of the ultimates (black), for the reduced
(solid) and complete (dashed) datasets: censored Hill estimator
ξˆMLEk for the claims (red), and the combined estimator ξˆ
P
k (or-
ange) with λ = 1 and β = 1/0.48.
Figure 8. 99.5% quantile estimator using the censored ap-
proach (QˆKMk (0.005), red) for the claims, expert information
(QˆULTk (0.005), black) and their combination via ξˆ
P
u , with the selec-
tion λ = 1 (QˆPk (0.005), orange).
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Figure 9. Plot of the 99.5% quantile for the ultimates QˆULTk
(black), and for the reduced (solid) and complete (dashed)
datasets: censored Hill estimation QˆKMk for the claims (red), and
the combined estimator QˆPk (orange) with λ = 1 and β = 1/0.48.
the expert is often subjective and in many cases unquantifiable, especially when
provided with a single point estimate. As discussed in the paper, our method is
in fact closely related to Bayesian techniques, but it is driven by the proportion of
censoring, rather than by the number of total observations. The developed esti-
mator represents a statistically sound method for making a compromise between
expert information and likelihood methods, without the need of any additional
prior assumptions, and its performance depends on the quality of the expert
guess. In particular, we suggested a convenient approach to avoid selection of
a tuning parameter for the linking of expert information and Hill estimation.
The methods developed can readily be adapted for the selection of the tuning
parameter using more complex methods (such as moment matching) whenever
there is more expert information available than presently assumed.
For heavy tails, the estimator is shown to be asymptotically normal, and has
further desirable properties when the tuning parameter is chosen to be 1. Indeed,
Theorem 4.4 can serve as a simple rule of thumb in practice for combining the
two sources of information, and suggests that using good quality expert infor-
mation can reduce the variance while keeping the bias at bay. This rule appears
to be rather natural, and the approach in this paper enables to embed this intu-
itive combination within the theory of perturbed likelihood estimation. A more
detailed analysis would depend on the specific application at hand, and on the
quantifiability of the strength of beliefs, which in the present liability insurance
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dataset, and more generally in any analysis made by statisticians without the
experts present, is commonly lacking.
A simulation study showed that when the guess is close to being correct, the
estimator fares very favorably, compared to the Hill estimator and two recently
proposed Bayesian solutions. Moreover, the estimator seems to be quite sta-
ble with respect to the chosen threshold, which is of particular interest since the
choice of an appropriate threshold is a classical problem in extreme value analysis.
Concerning quantiles, and for the simulated examples, the estimator was favor-
able to all the benchmarks for virtually all sample fractions for non-exact Pareto
tails. Trimming techniques have recently been proposed to address threshold
selection, and a future line of research will be to consider lower-trimmed versions
of the proposed perturbed estimator to aid in the visual and automatic sample
fraction selection.
Finally, the application of the method to actual motor third-party liability
liability insurance data illustrates that decision makers with a strong belief in a
point estimate of the tail parameter could be less reluctant to use the tail pa-
rameter and quantiles suggested by the inclusion of data-points proposed by our
method than the one from the pure censored Hill estimation of the data.
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Appendix A. Proof of Theorem 4.1
Proof. Define
Vk =
1
k
k∑
i=1
(1− e(i))(1− λ), Wk = 1
k
k∑
i=1
(1− e(i))/β.(32)
First note that
Vk
d→ r1, Wk d→p r2.
Concerning the asymptotic distribution of Vk and Wk we make use of the method
developed in [8] introducing i.i.d. uniform (0,1) random variables Ui, i ≥ 1,
independent of the Zi sequence, and corresponding indicators being equal to 1 if
U ≤ p(Z), and 0 otherwise. When denoting the U variable induced by Z(i) by
U (i) we have
Vk
d
=
1
k
k∑
j=1
1{U(i)>p(Z(i))}(1− λ) and Wk d=
1
βk
k∑
j=1
1{U(i)>p(Z(i))},
which, under (20), can be replaced asymptotically by
Vˆk =
1
k
k∑
j=1
1{U(i)>p(U(n/i))}(1− λ) and Wˆk =
1
βk
k∑
j=1
1{U(i)>p(U(n/i))},
for which √
k(Vˆk − r1) d→ Y1,
√
k(Wˆk − r2) d→ Y2,
where
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Y1 ∼ N (− δν∗αc
αc + ν∗
p(1− p)C−ν∗/αc(D/α)∗(1− λ), p(1− p)(1− λ)2),
Y2 ∼ N (− δν∗αc
αc + ν∗
p(1− p)C−ν∗/αc(D/α)∗/β, p(1− p)/β2),
which are independent of Y0, defined in (19). Then we obtain
√
k
(
Hk + λWˆk
1− Vˆk
− 1 + λα2/β
α + λα2
)
=
1
1− Vˆk
√
k
(
Hk − 1
αc
)
+
λ
1− Vˆk
√
k(Wˆk − r2)
+
(
λr2 +
1
αc
)√
k
(
1
1− Vˆk
− 1
1− r1
)
=
1
1− Vˆk
√
k
(
Hk − 1
αc
)
+
λ
1− Vˆk
√
k(Wˆk − r2)
+
λr2 +
1
α+α2
(1− r1)(1− Vˆk)
√
k
(
Vˆk − r1
)
d→ 1
1− r1Y0 +
λ
1− r1Y2 +
λr2 +
1
αc
(1− r1)2Y1
=
1
1− r1Y0 +
[
λ
1− r1
1
β(1− λ) +
λr2 +
1
αc
(1− r1)2
]
Y1
The mean and variance are then computed from the last expression, since Y0 and
Y1 are independent. 
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