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SIGN-CHANGING SELF-SIMILAR SOLUTIONS OF THE
NONLINEAR HEAT EQUATION WITH POSITIVE INITIAL
VALUE
THIERRY CAZENAVE1, FLA´VIO DICKSTEIN1,2, IVAN NAUMKIN3,
AND FRED B. WEISSLER4
Abstract. We consider the nonlinear heat equation ut−∆u = |u|αu on RN ,
where α > 0 and N ≥ 1. We prove that in the range 0 < α < 4
N−2
, for
every µ > 0, there exist infinitely many sign-changing, self-similar solutions to
the Cauchy problem with initial value u0(x) = µ|x|
−
2
α . The construction is
based on the analysis of the related inverted profile equation. In particular,
we construct (sign-changing) self-similar solutions for positive initial values for
which it is known that there does not exist any local, nonnegative solution.
1. Introduction
In this paper we prove the existence of radially symmetric self-similar solutions
of the nonlinear heat equation on RN
ut = ∆u + |u|αu (1.1)
with initial value µ|x|− 2α , where 0 < α < 4
N−2 (0 < α <∞ if N = 1, 2) and µ ∈ R,
µ 6= 0. These solutions are classical solutions, in C((0,∞);C0(RN )), and the initial
value is realized in the sense of L1(RN ) + L∞(RN ) if 2
N
< α < 4
N−2 , and in the
sense of D′(RN \ {0}) if 0 < α ≤ 2
N
. In all these cases, as t → 0, the solution
approaches the initial value uniformly on the exterior of any ball around 0. In fact,
for every α in the range 0 < α < 4
N−2 , and every µ ∈ R, µ 6= 0, we prove the
existence of infinitely many self-similar solutions of (1.1) with initial value µ|x|− 2α .
This result is significant for several reasons. First, while it is already known that
for every α > 0, the equation (1.1) has at least one self-similar solution with initial
value µ|x|− 2α if µ ∈ R is sufficiently small, including µ = 0, we establish this fact for
all µ ∈ R. Our restriction to the range 0 < α < 4
N−2 is sharp; for α ≥ 4N−2 , (1.1)
does not admit a radially symmetric self-similar solution with initial value µ|x|− 2α
if |µ| is large. See Remark 1.2 (v), (vi) and (vii), as well as [5, Theorem 6.1].
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Second, in the range 0 < α < 4
N−2 , it is known (Remark 1.2 (v) and (vi)) that
there exists an arbitrarily large (finite) number of self-similar solutions with initial
value µ|x|− 2α if |µ| is sufficiently small, and only if µ = 0 is the existence of infinitely
many such solutions known (Remark 1.2 (ii), (iii) and (iv)). Here we establish the
existence of infinitely many self-similar solutions with initial value µ|x|− 2α , for all
µ ∈ R.
Third, for all µ ∈ R in the case 0 < α ≤ 2
N
, and for all µ ∈ R with |µ| sufficiently
large in the case 2
N
< α < 4
N−2 , the self-similar solutions we construct are all sign-
changing. In other words, the positive initial value µ|x|− 2α , with µ > 0, gives rise
to solutions which assume both signs for every t > 0. This is particularly striking
since equation (1.1) does not have any nonnegative local in time solution with initial
value µ|x|− 2α with µ > 0 sufficiently large in the case α > 2
N
. The same is true for
all µ > 0 in the case 0 < α ≤ 2
N
since | · |− 2α 6∈ L1loc(RN ). (See Proposition A.1
in Appendix A for details on these nonexistence properties.) Thus, we construct
sign-changing solutions of (1.1) with a positive initial value for which there is no
local in time nonnegative solution.
This last point merits further explanation. Consider the initial value problem{
ut = ∆u+ |u|αu
u(0, ·) = u0(·)
(1.2)
where u = u(t, x), t ≥ 0, x ∈ Ω where Ω is a domain in RN (possibly Ω = RN ),
and α > 0. In the case where Ω 6= RN , we impose Dirichlet boundary conditions.
It is well-known that this problem is locally well-posed in C0(Ω), and also in L
p(Ω)
for p ≥ 1, p > Nα2 . See [15, 16, 3]. Moreover, if u0 ≥ 0 in Ω, then the resulting
solution satisfies u ≥ 0 in Ω. This is a consequence of the iterative method used to
construct solutions, based on Duhamel’s formula.
On the other hand, this problem is not well-posed in Lp(Ω) if α > 2
N
and
1 ≤ p < Nα2 . For example, regular initial values can yield multiple solutions which
are continuous into these spaces. See [8, 1, 13]. Also, it was observed in [16, 17]
(see also [13, 9, 7]) that there are nonnegative u0 ∈ Lp(Ω) for which there is no
local-in-time nonnegative solution in the weakest possible sense. This last fact has
often been considered as a proof of the non-existence of solutions of (1.2) associated
to those initial values. However, the possibility remains that positive initial data
can give rise to local solutions which assume both positive and negative values.
This of course would seemingly violate the maximum principle. Such a possibility
is not completely unknown. Indeed, in [8] both positive and negative solutions were
constructed with initial value 0. Even though these solutions are regular for t > 0,
they are too singular as (t, x)→ (0, 0) for any maximum principle to apply.
The present paper gives the first result, to our knowledge, of the existence of
a sign-changing solution of (1.2) with an initial value u0 ∈ L1loc(RN ), u0 ≥ 0
for which no local in time nonnegative solution exists. While the initial value
u0(x) = µ|x|− 2α is not in any Lp space, we show in a subsequent article [4] that
the solutions constructed here can be perturbed to give solutions to (1.2) with
nonnegative initial value in Lp, 1 ≤ p < Nα2 , with the same property.
In order to state our results more precisely, we recall some known facts about
self-similar solutions of (1.1). A self-similar solution of (1.1) is a solution of the
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form
u(t, x) = t−
1
α f
( x√
t
)
, (1.3)
where f : RN → R is the profile of the self-similar solution u given by (1.3). In
order for u given by (1.3) to be a classical solution of (1.1) for t > 0, the profile f
must be of class C2 and satisfy the elliptic equation
∆f +
1
2
x · ∇f + 1
α
f + |f |αf = 0. (1.4)
In our investigations, we look only for radially symmetric profiles (except if N =
1), and so we write, by abuse of notation, f(r) = f(x) where r = |x|, so that
f : [0,∞)→ R is of class C2, and satisfies the following initial value ODE problem,
f ′′(r) +
(N − 1
r
+
r
2
)
f ′(r) +
1
α
f(r) + |f(r)|αf(r) = 0 (1.5)
f(0) = a, f ′(0) = 0 (1.6)
for some a ∈ R. Of course, if N = 1, it is not necessary that f ′(0) = 0 in order to
obtain a regular profile on R. See Theorem 1.4 below.
It is known [8] that the problem (1.5)-(1.6) is well-posed. More precisely, given
a ∈ R, there exists a unique solution fa ∈ C2([0,∞);R). Furthermore the limit
L(a) = lim
r→∞ r
2
α fa(r) ∈ R (1.7)
exists, and is a locally Lipschitz function of a ∈ R. If L(a) = 0, then fa decays
exponentially. See [12] for more precise information on the asymptotic behavior of
solutions to (1.5)-(1.6). Moreover, if a 6= 0, then fa has at most finitely many zeros
and we set
N(a) = the number of zeros of the function fa. (1.8)
Finally, given a radially symmetric self-similar solution u of the form (1.3), with
f = fa, its initial value can be easily determined. Indeed, if x 6= 0,
lim
t→0
u(t, x) = lim
t→0
t−
1
α fa
( |x|√
t
)
= |x|− 2α lim
r→∞
r
2
α fa(r) = L(a)|x|− 2α . (1.9)
It follows that every radially symmetric regular self-similar solution of (1.1) with
initial value u0 = µ|x|− 2α is given, via the formula (1.3), by a profile f = fa which
is a solution of (1.5)-(1.6) such that L(a) = µ. Moreover, (1.3) and (1.7) imply
that
|u(t, x)| ≤ C(t+ |x|2)− 1α . (1.10)
One deduces easily from (1.9) and (1.10) that
u(t)−→
t↓0
u0 in L
q({|x| > ε}) for all ε > 0 and q ≥ 1, q > Nα
2
, (1.11)
and that if α > 2
N
, then
u(t)−→
t↓0
u0 in L
p(RN ) + Lq(RN ) for all 1 ≤ p < Nα
2
< q. (1.12)
We are now able to state our main result. It concerns the case N ≥ 2. In
dimension 1, we have a similar result (see Theorem 1.4 below), whose proof is
somewhat different.
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Theorem 1.1. Assume
N ≥ 2, α > 0, and (N − 2)α < 4, (1.13)
and let µ ∈ R, µ 6= 0. There exists m0 ≥ 0 such that for all m ≥ m0 there exist at
least two different, radially symmetric regular self-similar solutions u of (1.1) with
initial value u0 = µ|x|− 2α in the sense (1.11), and also (1.12) if α > 2N , and whose
profiles have exactly m zeros. These solutions are such that u ∈ C1((0,∞), Lr(RN ))
and ∆u, |u|αu ∈ C((0,∞), Lr(RN )) for all r ≥ 1, r > Nα2 .
Furthermore, if α > 2
N
, the solutions satisfy the integral equation
u(t) = et∆u0 +
∫ t
0
e(t−s)∆|u(s)|αu(s) ds (1.14)
where each term is in C((0,∞), Lr(RN )) for all r > Nα2 > 1. Moreover, the map
t 7→ u(t)− et∆u0 is in C([0,∞), Lr(RN )) for all r ≥ 1 such that Nα2(α+1) < r < Nα2 .
To prove this theorem, we need to show, among other things, that the function L
takes on every value µ ∈ R infinitely often. More precisely, given µ ∈ R, µ 6= 0, we
need to show that for all sufficiently large integers m, there exist at least two values
of a such that L(a) = µ and N(a) = m. Note that since L(−a) = −L(a), it suffices
to consider µ > 0. To put these assertions in the appropriate historical context,
and describe our approach to the proof, we recall some of the known results about
the solutions fa of (1.5)-(1.6) and the function L defined in (1.7). We let
β =
2
α
(
N − 2− 2
α
)
. (1.15)
If β > 0, i.e. if α > 2
N−2 , then
u(x) = β
1
α |x|− 2α (1.16)
is a singular stationary solution of (1.1). It is also self-similar, with singular profile
f(x) = β
1
α |x|− 2α . We will see later (see Theorem 1.3) that (1.1) has other singular
self-similar solutions when β ≥ 0. Hence the need to specify that the self-similar
solutions in Theorem 1.1 are regular.
The detailed study of the profiles fa is based on the numbers
am = inf{a > 0;N(a) ≥ m+ 1} (1.17)
for m ≥ 0, first defined in [18]. The following remark recalls some of the important
properties of these numbers.
Remark 1.2. (i) If 0 < am < ∞, then L(am) = 0 and N(am) = m. Further-
more, if 0 < am < ∞ for all large m, then am → ∞ as m → ∞. See [18,
Theorem 1].
(ii) If 2
N
< α < 4
N−2 , then 0 < am < ∞ for all m ≥ 0. In particular, there are
infinitely many radially symmetric self-similar solutions of (1.1) with initial
value 0, including one which is positive. See [8] and [18, Theorem 1].
(iii) If 0 < α ≤ 2
N
, then there exists m0 ≥ 0 such that 0 < am < ∞ for all
m ≥ m0. In particular, there are infinitely many radially symmetric self-
similar solutions of (1.1) with initial value 0. See [18, Theorems 1 and 2]
and [19, Proposition 2]. (In this case, a0 = 0 by [8, Theorem 5 (a)].)
(iv) Parts (ii) and (iii) above show that Theorem 1.1 is already known in the case
µ = 0. It suffices to consider the profiles fa with a = ±am.
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(v) If 0 < α < 2
N−2 , then N(a) is a nondecreasing function of a > 0 and the
numbers am are uniquely determined by the property that L(am) = 0 and
N(am) = m. Furthermore, if 0 < am < a < am+1, then N(a) = m + 1 and
L(a) > 0. See [19].
(vi) If 2
N−2 ≤ α < 4N−2 , then a0 is uniquely determined by the property L(a0) = 0
and N(a0) = 0 (i.e. fa0(r) > 0 for all r > 0). Moreover, if 0 < a < a0, then
fa(r) > 0 for all r > 0 and L(a) > 0. If a > a0, then N(a) ≥ 1. (See [6].) In
this range of α, it is also true that for everym ≥ 0, there exists am < a < am+1
such that N(a) = m+1 and L(a) > 0. This is not explicitly proved anywhere,
as far as we know. It does follow from the results in [18] along with a slight
improvement of Proposition 3.7 in that paper which is straightforward to
prove.
(vii) If α ≥ 4
N−2 and a > 0, then fa(r) > 0 for all r > 0 and L(a) > 0 (see [8]).
Moreover, L : R → R is bounded. Indeed, there is no local in time positive
solution of (1.1) with the initial value µ|x|− 2α for µ large, see [17, Theorem 1]
(and Lemma 2.8).
In light of these properties and in view of (1.9), to prove Theorem 1.1, it would
suffice to show (at least in the case 0 < α < 2
N−2 ) that the successive maxima of
|L(a)| on the intervals [am, am+1] tend to infinity. This is in fact our strategy. See
formulas (2.15) and (2.16) below. To accomplish this, however, we do not directly
study L(a) using equation (1.5)-(1.6). Instead, we specify an arbitrary value of
L(a) and construct a solution of (1.5) satifying (1.7) by a fixed point argument at
infinity. This idea was previously used in [14], which introduced the inverted profile
equation for this purpose.
More precisely, if f is the profile of a radially symmetric self-similar solution, we
set
w(s) = s−
1
α f
( 1√
s
)
, (1.18)
for 0 < s <∞. The profile equation for f , i.e. (1.5), is equivalent to the following
equation for w,
4s2w′′(s) + 4γsw′(s)− w′(s)− βw(s) + |w(s)|αw(s) = 0, (1.19)
where β is given by (1.15) and
γ =
2
α
− N − 4
2
. (1.20)
If f = fa, we see thata = limr→0 fa(r) = lims→∞ s
1
αw(s),
L(a) = lim
r→∞
r
2
α fa(r) = lim
s→0
w(s) = w(0).
(1.21)
For an arbitrary solution w : (0,∞)→ R of (1.19), it is not clear that lims→0 w(s) =
w(0) exists. In spite of the highly singular nature of equation (1.19) at s = 0, global
regular solutions w : [0,∞)→ R can be constructed given any fixed values of w(0)
and w′(s0) for sufficiently small s0 > 0. See [14] and Section 3 below for the details.
Consequently, in order to show that the successive maxima of |L(a)| on the
intervals [am, am+1] tend to infinity, it suffices to show the existence of a sequence
µm →∞ such that for everym there exists a solution wm of (1.19) with w(0) = µm,
which has precisely m zeros, and such that lims→∞ s
1
αwm(s) exists and is finite.
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It is therefore important to understand the asymptotic behavior as s → ∞ of
solutions to (1.19). It was shown in [14] that if α < 4
N−2 , then lims→∞ w(s)
always exists and is a stationary solution of (1.19). If β > 0, which corresponds to
2
N−2 < α <
4
N−2 , then w(s) must tend to either 0 or ±β
1
α . In the case β ≤ 0, i.e.
0 < α ≤ 2
N−2 , all solutions must satisfy w(s)→ 0 as s→∞.
The possible asymptotic behaviors of w(s) can be determined from the following
partially formal argument. Setting w(s) = z(t) where t = log s, we obtain
4z′′(t) + 4(γ − 1)z′(t)− e−tz′(t)− βz(t) + |z(t)|αz(t) = 0. (1.22)
Deleting the term e−tz′(t) on the (intuitive) basis that this will be negligible as
t→∞ yields the autonomous differential equation
4z′′(t) + 4(γ − 1)z′(t)− βz(t) + |z(t)|αz(t) = 0. (1.23)
Note that γ − 1 > 0 if (N − 2)α < 4. In the case β < 0, a standard phase plane
stability analysis shows that all solutions of (1.23) have one of the following two
asymptotic behaviors for large t > 0:
z(t) ∼ z1(t) = e− tα
z(t) ∼ z2(t) =
{
e−t
(
1
α
−N−22
)
N ≥ 3
te−
t
α N = 2.
(1.24)
This translates, for solutions of (1.19), into the following two possible asymptotic
behaviors: 
w(s) ∼ φ1(s) = s− 1α
w(s) ∼ φ2(s) =
{
s−
1
α
+N−22 N ≥ 3
s−
1
α log s N = 2.
(1.25)
If β = 0, w exhibits analogous behaviors with φ1(s) = s
− 1
α and φ2(s) = (log s)
− 1
α .
If β > 0, the corresponding asymptotic behaviors of w are given by φ1(s) = s
− 1
α
and φ2(s) = β
1
α .
It is now relatively clear what must be done. These asymptotic behaviors must be
proved for solutions w(s) of (1.19), and the existence of solutions with asymptotic
behavior like φ1(s) with an arbitrarily large number of zeros must be established.
It turns out that for N ≥ 2 the long time behavior determined by φ2, which
represents slower decay than the one determined by φ1, is stable, and that the
desired asymptotic behavior is unstable. Our approach to proving the existence
of solutions with the behavior determined by φ1 is a shooting argument. More
precisely, we show the existence of solutions with the asymptotic behavior given by
φ2 with arbitrarily large number of zeros. Solutions with long time behavior given
by φ1 are found in the transitional regions where the number of zeros increases.
Solutions of (1.19) with the asymptotic behavior φ2 give rise formally to self-
similar solutions of (1.1) with singular profiles. It turns out that these are genuine
weak solutions of (1.1) when β ≥ 0.
Theorem 1.3. Assume N ≥ 3 and let 2
N−2 ≤ α < 4N−2 . There exist an integer
m ≥ 0 and an increasing sequence (µm)m≥m ⊂ (0,∞) such that for all m ≥ m there
exists a radially symmetric profile hm which is a solution of (1.4) in the sense of
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distributions, has exactly m zeros, is regular for r > 0, has the singularity{
r
2
αhm(r)→ (−1)mβ 1α 2N−2 < α < 4N−2
| log r| 1α r 2αhm(r)→ (−1)m( 2α )
2
α α = 2
N−2
(1.26)
as r ↓ 0, and the asymptotic behavior r 2αhm(r)→ µm as r →∞.
If u is given by (1.3) with f = hm, and u0 = µm|x|−
2
α , then u is a solution
of (1.1), and also of (1.14), in C((0,∞), Lp(RN ) + Lq(RN )) where p, q satisfy{
1 ≤ p < Nα2(α+1) < Nα2 < q if α > 2N−2
1 = p < Nα2 < q if α =
2
N−2 .
(1.27)
Moreover, u satisfies (1.11) and (1.12). In addition, the map t 7→ u(t)−et∆u0 is in
C([0,∞), Lr(RN )) for all Nα2(α+1) < r < Nα2 if α > 2N−2 , and in C([0,∞), L1(RN )+
Lr(RN )) for all r > 1 if α = 2
N−2 .
If α < 2
N−2 , the singular profiles do not give rise to weak solutions of (1.1), see
Remark 7.3.
In the caseN = 1, the conclusion of Theorem 1.1 holds. However, the asymptotic
analysis of w(s) is much simpler, since the profile equation (1.5) has no singularity
at r = 0. This last property also allows us to construct odd profiles. Our result in
this case is the following.
Theorem 1.4. Assume N = 1 and let α > 0 and µ 6= 0.
(i) There exists m0 ≥ 0 such that for all m ≥ m0 there exist at least two different,
even, regular self-similar solutions of (1.1) with initial value u0 = µ|x|− 2α in
the sense (1.11), and also (1.12) if α > 2, and whose profiles have exactly 2m
zeros.
(ii) There exists m0 ≥ 0 such that for all m ≥ m0 there exist at least two different,
odd, regular self-similar solutions of (1.1) with initial value u0 = µ|x|− 2α−1x
in the sense (1.11), and also (1.12) if α > 2, and whose profiles have exactly
2m+ 1 zeros.
These solutions satisfy u ∈ C1((0,∞), Lr(R)) and uxx, |u|αu ∈ C((0,∞), Lr(R))
for all r ≥ 1, r > α2 . Furthermore, if α > 2, they are solutions of the integral
equation (1.14), where each term is in C((0,∞), Lr(R)) for all r > α2 > 1. More-
over, the map t 7→ u(t) − et∆u0 is in C([0,∞), Lr(R)) for all r ≥ 1 such that
α
2(α+1) < r <
α
2 .
The rest of the paper is organized as follows. The proof of Theorem 1.1 is given
in Section 2. This proof depends on several intermediate results, which are stated
in Section 2, but whose proofs are deferred until Sections 3 to 6. Theorems 1.3
and 1.4 are proved in Sections 7 and 8, respectively. Finally, in Appendix B we
make a remark about the smallest value of m0 possible in Theorems 1.1 and 1.4.
2. Proof of Theorem 1.1
In this section, we prove Theorem 1.1. The bulk of the work is the construction
of the appropriate profiles, as stated in the following theorem.
Theorem 2.1. Suppose (1.13). For every µ > 0, there exist an integer mµ and
four sequences (a±µ,m)m≥mµ ⊂ (0,∞) and (b±µ,m)m≥mµ ⊂ (−∞, 0) such that the
following properties hold, with the notation (1.7)-(1.8).
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(i) a±µ,m →∞ and b±µ,m → −∞ as m→∞.
(ii) L(a±µ,m) = L(b
±
µ,m) = µ for all m ≥ mµ.
(iii) For all m ≥ mµ, a−µ,m < a+µ,m and N(a±µ,m) = 2m.
(iv) For all m ≥ mµ, b+µ,m < b−µ,m and N(b±µ,m) = 2m+ 1.
The proof of Theorem 2.1 depends on a series of propositions, which are stated
below and proved in the subsequent sections. In the last part of this section, we
give the proof of Theorem 2.1 assuming these propositions and, at the very end of
this section, obtain Theorem 1.1 as a consequence.
As mentioned in Section 1, our approach is based on the study of the inverted
profile equation (1.19). It is convenient to set
g(s) = −βs+ |s|αs, s ∈ R (2.1)
and
G(s) = −β
2
s2 +
1
α+ 2
|s|α+2, s ∈ R (2.2)
We collect in the following proposition an existence result for solutions of (1.19)
with appropriate initial conditions, as well as several properties of these solutions.
These results are in part taken from [14], and the detailed proof is given in Section 3.
Proposition 2.2. Assume N ≥ 1 and α > 0. There exists η > 0 such that for
all µ ≥ 1, there exists a unique solution wµ ∈ C1([0,∞)) ∩ C2(0,∞) of (1.19)
satisfying
wµ(0) = µ, w
′
µ(ηµ
−α) = 0, ‖wµ‖L∞(0,ηµ−α) ≤ 10µ. (2.3)
Moreover, wµ satisfies the following properties.
(i) Given any T > 0, wµ depends continuously on µ in C
1([0, T ]).
(ii) If
Hµ(s) = 2s
2w′µ(s)
2 +G(wµ(s)) (2.4)
with the notation (2.1)-(2.2), then
H ′µ(s) = w
′
µ(s)
2[1− 4(γ − 1)s] (2.5)
for all s ≥ 0.
(iii) If (N − 2)α < 4, then wµ(s) and sw′µ(s) are bounded as s→∞.
(iv) If (N − 2)α < 4, then Hµ(s) defined by (2.4) has a finite limit as s→∞.
(v) If (N − 2)α < 4, then sw′µ(s) → 0 as s → ∞. Moreover, if β ≤ 0, then
wµ(s)→ 0 as s→∞; and if β > 0, then wµ(s) converges to either 0 or ±β 1α ,
for β > 0.
(vi) wµ has a finite number of zeros.
(vii) If wµ(s)→ 0 as s→∞, then w′µ has a finite number of zeros, and wµw′µ < 0
for s large.
Remark 2.3. There is an arbitrary choice in Proposition 2.2. Indeed, as the
proof of the proposition shows, η can be any sufficiently small positive number.
In fact, all that is needed in the subsequent arguments is a collection of solutions
(wµ)µ≥1 ⊂ C1([0,∞)) ∩ C2(0,∞) of (1.19) such that wµ(0) = µ and Property (i)
of Proposition 2.2 is true.
The key ingredient in the proof of Theorem 2.1 is that the number of zeros of
wµ is arbitrarily large for large µ. This is stated in the following proposition.
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Proposition 2.4. Assume N ≥ 1, α > 0, and let (wµ)µ≥1 be the collection of
solutions of (1.19) given by Proposition 2.2. Given any T > 0 and m ∈ N, there
exists µ ≥ 1 such that if µ ≥ µ, then wµ has at least m zeros on [0, T ]. In particular,
if
N˜(µ) is the number of zeros of wµ on (0,∞), (2.6)
then N˜(µ)→∞ as µ→∞.
The proof of Proposition 2.4 is given in Section 4. The second ingredient we use
is a classification of the possible asymptotic behaviors of wµ(s) as s→∞. We let
λ1 =
1
α
, λ2 =
1
α
− N − 2
2
. (2.7)
Note that λ1 > λ2 if N ≥ 3 and λ1 = λ2 if N = 2. Moreover,
β = −4λ1λ2, γ = 1 + λ1 + λ2 (2.8)
where β and γ are defined by (1.15) and (1.20). We also define
φ1(s) = s
−λ1 (2.9)
and
φ2(s) =

1 N ≥ 3 and α > 2
N−2
(log s)−
1
α N ≥ 3 and α = 2
N−2
s−λ2 N ≥ 3 and α < 2
N−2
s−λ1 log s N = 2.
(2.10)
The following result shows that as s → ∞, the solutions wµ(s) of (1.19) given by
Proposition 2.2 decay either as φ2 (slow decay), or else as φ1 (fast decay).
Proposition 2.5. Assume (1.13), and let (wµ)µ≥1 be the collection of solutions
of (1.19) given by Proposition 2.2. If φ1 and φ2 are defined by (2.9) and (2.10),
respectively, then the following properties hold.
(i) The limit
L2(µ) = lim
s→∞
wµ(s)
φ2(s)
(2.11)
exists and is finite.
(ii) If L2(µ) = 0, then
L1(µ) = lim
s→∞
wµ(s)
φ1(s)
(2.12)
exists and is finite, and L1(µ) 6= 0.
Proposition 2.5 in the case β > 0 follows from the results in [14]. For β ≤ 0, the
proof requires the separate study of the various cases N ≥ 3 and β < 0; N ≥ 3 and
β = 0; N = 2. The proof is given in Section 5.
Proposition 2.5 is relevant for the following reason. To prove Theorem 2.1 we
need to find a > 0 such that L(a) = µ. For the solution w of the inverted profile
equation (1.19) defined by (1.18) in terms of the profile fa, this means, by (1.21),
that w(0) = µ. The existence of solutions w of (1.19) such that w(0) = µ follows
from Proposition 2.2. However, in order that these solutions correspond to a profile
fa, we must ensure that f defined by (1.18) in terms of w has a finite limit as
r→ 0. This last condition is equivalent to the fact that w(s)
φ1(s)
= s
1
αw(s) has a finite
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limit as s→∞. By Proposition 2.5, we see that we should look for solutions wµ(s)
of (1.19) such that L2(µ) = 0.
The last ingredient needed in the proof of Theorem 2.1 concerns the local be-
havior of N˜(µ), the number of zeros of wµ.
Proposition 2.6. Assume (1.13). Let L2 be defined by (2.11) and N˜ by (2.6), and
consider µ ≥ 1.
(i) If L2(µ) 6= 0, then there exists δ > 0 such that if µ ≥ 1 and |µ− µ| ≤ δ, then
N˜(µ) = N˜(µ).
(ii) If L2(µ) = 0, then there exists δ > 0 such that if µ ≥ 1 and |µ− µ| ≤ δ, then
either N˜(µ) = N˜(µ) or else N˜(µ) = N˜(µ) + 1 and L2(µ) 6= 0.
The proof of Proposition 2.6 is carried out in Section 6.
We are now in a position to complete the proof of Theorem 2.1, assuming Propo-
sitions 2.2, 2.4, 2.5 and 2.6. We first give a lemma, which will also be used in the
proofs of Theorems 1.3 and 1.4.
Lemma 2.7. Assume (1.13). Let L2 be defined by (2.11) and N˜ by (2.6), and set
m = N˜(2)+1. It follows that there exists an increasing sequence (µm)m≥m ⊂ [1,∞)
with the following properties.
(i) µm →∞ as m→∞, L2(µm) = 0, N˜(µm) = m.
(ii) For every m ≥ m, there exists µ ∈ (µm, µm+1) such that N˜(µ) = m + 1 and
L2(µ) 6= 0.
Proof. Given m ≥ m, let
Em = {µ ≥ 2; N˜(µ) ≥ m+ 1}. (2.13)
It follows from Proposition 2.4 that Em 6= ∅, and we define
µm = inf Em ∈ [2,∞). (2.14)
By Proposition 2.6, N˜(µ) ≤ N˜(2) + 1 = m ≤ m for µ ≥ 2 close to 2. Thus we see
that µm > 2. Suppose that N˜(µm) ≤ m − 1. It follows from Proposition 2.6 that
N˜(µ) ≤ m for µ close to µm, contradicting (2.14). Suppose now that N˜(µm) ≥
m+ 1. Applying again Proposition 2.6, we deduce that N˜(µ) ≥ m + 1 for µ close
to µm, contradicting again (2.14). So we must have N˜(µm) = m. Moreover, if
L2(µm) 6= 0, then N˜(µ) = m for µ close to µm, contradicting once more (2.14);
and so, L2(µm) = 0. We finally prove that µm →∞ as m→ ∞. Otherwise, there
exist µ ∈ [2,∞) and a sequence mk → ∞ such that µmk → µ as k → ∞ and
N˜(µmk) = mk. It follows from Proposition 2.6 that N˜(µmk) ≤ N˜(µ) + 1 for all
sufficiently large k, which is absurd. This proves Property (i).
Moreover, Em+1 ⊂ Em, so that µm+1 ≥ µm. Since N˜(µm+1) 6= N˜(µm), we see
that µm+1 > µm, so that (µm)m≥m is an increasing sequence.
We obtain Property (ii) by the following argument. (The authors thank the ref-
eree for having improved the original argument.) It follows from Proposition 2.6 (ii)
that for µ close to µm, we have either N˜(µ) = m or else N˜(µ) = m+1 and L2(µ) 6= 0.
Since, by (2.14), there exists µ > µm arbitrarily close to µm (hence less than µm+1)
such that N˜(µ) = m+ 1, Property (ii) follows. 
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Proof of Theorem 2.1. We first prove that there exists a sequence (αm)m≥m ⊂
(0,∞) satisfying (with the notation (1.7)-(1.8))
αm −→
m→∞
∞ and (−1)mL(αm) −→
m→∞
∞ (2.15)
N(αm) = m. (2.16)
To see this, we consider the collection (wµ)µ≥1 of solutions of (1.19) given by
Proposition 2.2, and the sequence (µm)m≥m of Lemma 2.7. Since L2(µm) = 0, it
follows from Proposition 2.5 (ii) that L1(µm) is well defined and L1(µm) 6= 0. On
the other hand, N˜(µm) = m and wµm (0) = µm > 0, so that (−1)mwµm(s) > 0 for s
large. Thus we see that (−1)mL1(µm) > 0. Setting αm = (−1)mL1(µm), it follows
from (1.21) and (2.12) that
fαm(r) = (−1)mr−
2
αwµm (r
−2) (2.17)
for all r > 0. Moreover N(αm) = N˜(µm) = m, L(αm) = (−1)mwµm(0) =
(−1)mµm. In particular, (−1)mL(αm) → ∞ as m → ∞, and since L is contin-
uous [0,∞)→ R, we see that αm →∞ as m→∞. This proves (2.15) and (2.16).
Fix µ > 0. By (2.15), we may choose an integer mµ ≥ m sufficiently large so
that
L(α2m) > µ and L(α2m−1) < −µ for all m ≥ mµ. (2.18)
Gven m ≥ mµ, L has a zero to the right of α2m by (2.15). Moreover, L(0) = 0. By
continuity of L : R→ R, there exist
0 ≤ a−m < α2m < a+m (2.19)
such that
L(a−m) = L(a
+
m) = 0 and L(a) > 0 for all a
−
m < a < a
+
m. (2.20)
We observe that necessarily
a−m −→
m→∞
∞. (2.21)
Indeed, if not there exist K > 0 and a subsequence a−mj such that a
−
mj
≤ K.
By (2.20) we have L(a) > 0 for all K < a < α2mj . Since α2mj →∞ as j →∞, this
implies that L(a) > 0 for all a > K. This contradicts (2.15) and establishes (2.21).
Next, since N is locally constant where L 6= 0 (by [18, Proposition 3.7.b]), it
follows that N is constant on (a−m, a
+
m). Next, N(α2m) = 2m (by (2.16)) and
α2m ∈ (a−m, a+m) (by (2.19)), so that
N(a) = 2m for all a−m < a < a
+
m. (2.22)
From (2.18) and (2.20), we deduce that there exist
a−m < a
−
µ,m < α2m < a
+
µ,m < a
+
m (2.23)
such that L(a±µ,m) = µ. Moreover, it follows from (2.22) and (2.23) that N(a
±
µ,m) =
2m, and from (2.21) and (2.23) that a±µ,m → ∞ as m → ∞. Thus we see that the
sequences (a±µ,m)m≥mµ satisfy all the conclusions of the theorem.
By considering α2m+1 →∞ (instead of α2m), one constructs as above a sequence
(˜b±µ,m)m≥mµ ⊂ (0,∞) such that b˜±µ,m →∞ as m→∞, L(˜b±µ,m) = −µ, b˜−µ,m < b˜+µ,m
and N (˜b±µ,m) = 2m+ 1. The result follows by letting b
±
µ,m = −b˜±µ,m. 
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With the completion of the proof of Theorem 2.1, the existence of the appropriate
profiles has been established. It remains to show that the resulting solutions given
by formula (1.3) have the properties required by Theorem 1.1. To this end, we prove
the following lemma, which includes the case of non-radially symmetric profiles.
Lemma 2.8. Let α > 0 and let f ∈ C2(RN ) be a solution of (1.4) such that
|f(x)|+ |x ·∇f(x)| ≤ C(1+ |x|2)− 1α and |x| 2α f(x)−ω(x)→ 0 as |x| → ∞, for some
ω ∈ C(RN \{0}) homogeneous of degree 0. If u(t, x) is defined by (1.3) for all t > 0
and x ∈ RN , then u ∈ C1((0,∞), Lr(RN )) and ∆u, |u|αu ∈ C((0,∞), Lr(RN )) for
all r ≥ 1, r > Nα2 , and u satisfies (1.11) with u0 = ω(x)|x|−
2
α . If in addition
α > 2
N
, then u also satisfies (1.12), and u is a solution of (1.14) where each term
is in C((0,∞), Lr(RN )) for r > Nα2 . Moreover, the map t 7→ u(t) − et∆u0 is in
C([0,∞), Lr(RN )) for all r ≥ 1 such that Nα2(α+1) < r < Nα2 .
Remark 2.9. If α ≤ 2
N
, then u0 6∈ L1loc(RN ) (except if ω ≡ 0), so that the first
term on the right hand side of (1.14) does not make sense, hence (1.14) altogether,
does not make sense.
Proof of Lemma 2.8. Since f ∈ C2(RN ) is a solution of (1.4), it follows from for-
mula (1.3) and elementary calculations that u ∈ C2((0,∞) × RN ) is a solution
of (1.1) on (0,∞)×RN . Moreover, it is not difficult to show by dominated conver-
gence that u ∈ C((0,∞), Lr(RN )) for all r ≥ 1, r > Nα2 . Differentiating (1.3) with
respect to t, we see that
ut = − 1
αt
u− 1
2t
x · ∇u, (2.24)
and since |f(x)|+|x·∇f(x)| ≤ C(1+|x|2)− 1α , we have u ∈ C1((0,∞), Lr(RN )) for all
r ≥ 1, r > Nα2 . Moreover, |f |α+1 ≤ C(1+ |x|2)−
α+1
α ≤ C(1+ |x|2)− 1α , from which it
follows easily that |u|αu ∈ C((0,∞), Lr(RN )) for all r ≥ 1, r > Nα2 . The regularity
of ∆u now follows from equation (1.1). Next, |f(x)| ≤ C(1+ |x|2)− 1α ≤ C|x|− 2α , so
that |u(t, x)| ≤ C|x|− 2α . Moreover given x 6= 0,
lim
t→0
u(t, x) = lim
t→0
t−
1
α f
( x√
t
)
= |x|− 2α lim
r→∞ r
2
α f
( x
|x|r
)
= ω(x)|x|− 2α , (2.25)
and property (1.11) follows by dominated convergence.
If α > 2
N
, then | · |− 2α ∈ Lp(RN )+Lq(RN ) for all 1 ≤ p < Nα2 < q, which implies
property (1.12). Moreover, the regularity of u on (0,∞) ensures that
u(t) = e(t−ε)∆u(ε) +
∫ t
ε
e(t−s)∆|u(s)|αu(s) ds (2.26)
for all 0 < ε < t. Consider now r ≥ 1 such that Nα2(α+1) < r < Nα2 . In particular
f ∈ L(α+1)r(RN ), therefore,
‖e(t−s)∆|u(s)|αu(s)‖Lr ≤ ‖|u(s)|αu(s)‖Lr = ‖u(s)‖α+1L(α+1)r
= s−
α+1
α
+ N2r ‖f‖α+1
L(α+1)r
.
(2.27)
Note that −α+1
α
+ N2r > −1 because r < Nα2 . Applying (2.27), one easily passes to
the limit in (2.26) as ε ↓ 0 and obtain equation (1.14). Since the first two terms
in (1.14) are in C((0,∞), Lr(RN )) for r > Nα2 , so is the integral term. Finally, that
u(t) − et∆u0 ∈ C([0,∞), Lr(RN )) for all r ≥ 1 such that Nα2(α+1) < r < Nα2 easily
follows from (1.14) and (2.27). 
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We finally complete the proof of Theorem 1.1. We may assume µ > 0 without
loss of generality, and we apply Theorem 2.1. The profiles f = fa± with a
± = a±µ,m2
if m ≥ mµ is even and a± = b±µ,m−12 if m ≥ mµ is odd, are two different radially
symmetric solutions of (1.4) with m zeros. Moreover, r
2
α fa±(r) → µ as r → ∞,
and it follows from [8, Proposition 3.1] that |fa±(r)| + r|f ′a±(r)| ≤ C(1 + r2)−
1
α .
Theorem 1.1 is now an immediate consequence of Lemma 2.8, where f(x) = fa±(|x|)
and ω(x) ≡ µ.
3. The inverted profile equation
This section is devoted to the proof of Proposition 2.2, which is based on the
results and methods in [14].
We begin the proof of Proposition 2.2 with a fixed-point argument adapted
from the proof of [14, Proposition 2.5]. In [14], local existence of solutions to
equation (1.19) is established for solutions such that w(0) = µ and w′(T ) = ν
where µ, ν and T satisfy certain conditions. In particular, continuous dependence
on µ and ν is established in C1([0, T ]) for a fixed T . Since this formulation is
different from the formulation of Proposition 2.2, we need to adapt the arguments
in [14] to our present situation. In doing so, we use the notation and many of the
intermediate results of [14]. In particular, we consider the functions
K1(t) = t
γ−2e
1
4t
∫ t
0
s−γe−
1
4s ds, K2(t) = sup
0<s<t
1
4
s−γe−
1
4s
∫ t
s
σγ−2e
1
4σ dσ,
both continuous on [0,∞), with K1(0) = 4. We recall that if
R > 0, M > 5R, T > 0, (3.1)
and
R
M
(1 +K1(T )) + TK2(T ) sup
|y|≤M
|g′(y)| ≤ 1, (3.2)
where g is given by (2.1), then for every µ, ν ∈ R such that |µ| ≤ R and T 2|ν| ≤
R, there exists a unique solution w ∈ C1([0, T ]) ∩ C2((0, T ]) of (1.19) satisfying
w(0) = µ, w′(T ) = ν and ‖w‖L∞(0,T ) ≤ M . See [14, Theorem 2.5, formula (2.9),
Proposition 2.4].
We fix t0 > 0 sufficiently small so that
sup
0≤s≤t0
K1(s) ≤ 5 (3.3)
and we set
k0 = sup
0≤s≤t0
K2(s). (3.4)
Note that for all M > 0
sup
|y|≤M
|g′(y)| ≤ |β|+ (α+ 1)Mα. (3.5)
We fix η > 0 sufficiently small so that
η ≤ t0 (3.6)
5ηk0(|β|+ (α+ 1)20α) ≤ 2. (3.7)
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(Condition (3.7) is stronger than what we need at this point of the argument.) It
follows from (3.3)–(3.7) that if µ ≥ 1 and
R = µ, M = 10µ, T = ηµ−α
then (3.1)-(3.2) hold; and so there exists a unique solution wµ ∈ C1([0, ηµ−α]) ∩
C2((0, ηµ−α]) of (1.19) satisfying the conditions (2.3). Moreover, [14, Proposi-
tion 3.1] implies that the solution wµ can be extended to [0,∞). This proves the
first part of the statement. For future reference, we note that by [14, formula (2.1)],
since w′µ(ηµ
−α) = 0,
4sγe
1
4sw′µ(s) = −
∫ s
ηµ−α
σγ−2e
1
4σ g(wµ(σ)) dσ. (3.8)
for all s > 0.
We now prove continuous dependence. The result of [14, Theorem 2.5] cannot
immediately be applied since the value of T where w′µ(T ) = 0 depends on µ. Fix
µ ≥ 1, let wµ be as above, and set
R = 2µ, M = 20µ, T = ηµ−α.
It follows from (3.3)–(3.7) that (3.1)-(3.2) hold, with R,M, T replaced by R,M, T .
Let δ > 0 to be chosen sufficiently small, let µ ≥ 1 satisfy |µ − µ| ≤ δ. Let wµ be
as above, so that |wµ| ≤ 10µ on [0, ηµ−α]. In particular, if δ ≤ 12µ, then
µ ≤ 3
2
µ < R,
so that
|wµ(s)| ≤ 15µ < M, 0 ≤ s ≤ ηµ−α. (3.9)
We claim that if δ > 0 is sufficiently small, then
|wµ(s)| ≤ 20µ = M, 0 ≤ s ≤ T . (3.10)
This is immediate if µ ≤ µ, since then T ≤ ηµ−α. To see this in the case µ > µ,
we define τµ ∈ (ηµ−α,∞] by
τµ = sup{t > 0; |wµ(s)| ≤ 20µ on [0, t]}. (3.11)
It follows from (3.8) and (3.11) that
4sγe
1
4s |w′µ(s)| ≤
(∫ s
ηµ−α
σγ−2e
1
4σ dσ
)
sup
|y|≤20µ
|g(y)|,
for all s ∈ [ηµ−α, τµ) hence, using (3.9),
|wµ(t)| ≤ 15µ+ 1
4
(∫ t
ηµ−α
s−γe−
1
4s
∫ s
ηµ−α
σγ−2e
1
4σ dσds
)
sup
|y|≤20µ
|g(y)|, (3.12)
for all t ∈ [ηµ−α, τµ). Since the right-hand side of (3.12) is increasing in t, to show
that τµ ≥ T , we need only verify that
1
4
(∫ ηµ−α
ηµ−α
s−γe−
1
4s
∫ s
ηµ−α
σγ−2e
1
4σ dσds
)
sup
|y|≤20µ
|g(y)| ≤ 5µ,
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which is clearly true if δ > 0 is sufficiently small. Hence (3.10) holds. It now follows
from (3.8) with s = T , (3.9) and (3.10) that
4T
γ
e
1
4T |w′µ(T )| ≤
∣∣∣∫ T
ηµ−α
σγ−2e
1
4σ dσ
∣∣∣ sup
|y|≤20µ
|g(y)|,
and we deduce that there exists a constant C such that
|w′µ(T )| ≤ C|µ− µ|
if δ > 0 is sufficiently small. Therefore, for small δ > 0 we see that ‖wµ‖L∞(0,T ) ≤
M , |wµ(0)| ≤ R, and T 2|w′µ(T )| ≤ R. The last statement of [14, Theorem 2.5] shows
that wµ → wµ in C1([0, T ]) as µ → µ. Since equation (1.19) is not degenerate on
[T , T ] for T > T , continuous dependence in C1([0, T ]) follows easily.
Identity (2.5) follows from elementary calculations.
Moreover, [14, Proposition 3.1 (i)] implies that the solution wµ satisfies (iii).
If (N − 2)α ≤ 4, then γ > 1, see (1.20). It follows that Hµ(s) defined by (2.4) is
nonincreasing for s large, and bounded by (iii), so it has a finite limit as s → ∞.
This proves Property (iv).
The second statement of Property (v) is a consequence of [14, Propositions 3.3
and 3.2]. In particular, G(wµ(s)) defined by (2.2) has a limit as s → ∞. Since
Hµ(s) also has a limit, we see that s
2w′µ(s)
2 must have a limit, which is necessarily
0. This proves the first statement of Property (v).
We now turn to the proof of Property (vi). If β > 0 and wµ(s) → ±β 1α then
the result is clearly true. Otherwise, if β > 0 and wµ(s) 6→ ±β 1α , or if β ≤ 0, then
wµ(s) → 0, by Property (v). We first consider the case N ≥ 3, so that λ1 > λ2
by (2.7). Given σ ∈ R, let
z(s) = sσwµ(s). (3.13)
It follows from (1.19) and (2.8) that
4s2z′′+4(1+λ1+λ2−2σ)sz′−z′+4(σ−λ1)(σ−λ2)z+ σ
s
z+
1
sασ
|z|αz = 0. (3.14)
If we fix σ > 0, σ ∈ (λ2, λ1), then 4(σ−λ1)(σ−λ2) < 0. Since s−ασ|z|α = |w|α → 0
as s→∞, we deduce from (3.14) that if s0 > 0 is sufficiently large, then for s ≥ s0,
z(s)z′′(s) > 0 whenever z′(s) = 0. In other words, at any point s ≥ s0 where
z′(s) = 0, z2 has a local minimum. Thus z can vanish at most once for s ≥ s0.
If N = 1, so that λ1 < λ2 by (2.7), the above argument works with σ ∈ (λ1, λ2).
The case N = 2, where λ1 = λ2, requires a more delicate argument. We let
σ = λ1, so that equation (3.14) becomes
4s2z′′ + 4sz′ − z′ + λ1
s
z +
1
s
|z|αz = 0. (3.15)
Multiplying (3.15) by z′ yields the energy identity(
2s2z′2 +
λ1
2s
z2 +
1
(α+ 2)s
|z|α+2
)′
= z′2 − λ1
2s2
z2 − 1
(α+ 2)s2
|z|α+2 ≤ z′2
so that(
2s2z′2 +
λ1
2s
z2 +
1
(α + 2)s
|z|α+2
)′
≤ 1
2s2
(
2s2z′2 +
λ1
2s
z2 +
1
(α+ 2)s
|z|α+2
)
.
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Integrating the above inequality yields
2s2z′(s)2 ≤ e 12− 12s
(
2z′(1)2 +
λ1
2
z(1)2 +
1
α+ 2
|z(1)|α+2
)
(3.16)
for s ≥ 1. Therefore, |z′(s)| ≤ C(1 + s)−1, so that
|z(s)| ≤ C log(2 + s) (3.17)
for s ≥ 1. We now define for s > 1
t
1
2 v(t) = z(s), t = log s. (3.18)
It follows in particular that
dt
ds
=
1
s
. (3.19)
We deduce from (3.18) and (3.19) that
z′(s) =
1
s
(
t
1
2 v′(t) +
1
2
t−
1
2 v(t)
)
(3.20)
so that
sz′(s) = t
1
2 v′(t) +
1
2
t−
1
2 v(t). (3.21)
Next, differentiating (3.20) with respect to s and applying again (3.19), we obtain
s2z′′(s) = −
(
t
1
2 v′(t) +
1
2
t−
1
2 v(t)
)
+
(
t
1
2 v′′(t) + t−
1
2 v′(t)− 1
4
t−
3
2 v(t)
)
. (3.22)
It follows from (3.15), (3.18), (3.21) and (3.22) that
4v′′ +
(4
t
− e−t
)
v′ −
( 1
t2
+ e−t
( 1
2t
− 1
α
− (t 12 |v|)α
))
v = 0. (3.23)
Note that by (3.17) and (3.18),
t
1
2 |v| = |z(s)| ≤ C(log(2 + s)) ≤ Ct
for t large, so that
t2e−t
( 1
2t
− 1
α
− (t 12 |v|)α
)
−→
t→∞
0. (3.24)
It follows from (3.23) and (3.24) that for t large, if v′ vanishes, then v′′ has the sign
of v. Arguing as in the case N ≥ 3, we conclude that v has a finite number of zeros.
We finally prove Property (vii), so we suppose wµ(s) → 0 as s → ∞. By
Property (vi), wµ(s) 6= 0 for s large, and we deduce from (1.19) that if w′µ(s) = 0,
then
4s2w′′µ(s) = (β − |wµ(s)|α)wµ(s).
It easily follows that if s is large, then either w′′µ(s) has the sign of wµ(s) (if β > 0),
or else w′′µ(s) > 0 has the opposite sign of wµ(s) (if β < 0 or if β = 0) whenever
w′µ(s) = 0. This shows that w
′
µ cannot vanish for s large. Since wµ(s) → 0 as
s→∞, we conclude that wµw′µ < 0 for s large.
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4. Arbitrarily many zeros
This section, in its entirety, constitutes the proof of Proposition 2.4. We set
b =
1
4γ + 8
. (4.1)
It will be shown that there exists a function ι : (1,∞)→ (0,∞) such that ι(µ)→ 0
as µ → ∞ with the property that if I ⊂ (0, b) is an interval on which wµ(s) 6= 0,
then |I| ≤ ι(µ). This implies the proposition. Indeed, if ι(µ) < T
m
, where T < b,
then wµ has at least m zeros on [0, T ].
Thus we fix an interval I ⊂ (0, b) for which wµ(s) > 0 for all s ∈ I. (The case
wµ(s) < 0 can be handled analogously.) We need to estimate |I| as a function of
µ, and it suffices to do so for µ > 1 sufficiently large.
The crucial observation is that Hµ given by (2.4) is increasing on [0, b], by (2.5),
so that
2s2w′µ(s)
2 +G(wµ(s)) = Hµ(s) > Hµ(0) = G(µ) (4.2)
for s ∈ (0, b]. The first largeness condition we impose on µ is that
µ > 2
(
2(α+ 2)|β|) 1α . (4.3)
This condition guarantees, in particular, that there is at most one value of s ∈ I
where w′µ(s) = 0. To see this, suppose s ∈ I and w′µ(s) = 0. It follows by (4.2) and
(4.3) that
G(wµ(s)) > G(µ) > 0,
and so it must be that wµ(s) > µ. This implies, again by (4.3), that g(wµ(s)) > 0,
which in turn implies, by equation (1.19), that w′′µ(s) < 0. In other words, at any
point in I where w′µ(s) = 0 the solution wµ must have a local maximum. Hence
there is at most one such point in I.
It follows that the interval I can be partitioned into four pairwise disjoint subin-
tervals, which depend on µ,
I = I1µ ∪ I2µ ∪ I3µ ∪ I4µ, (4.4)
given by
I1µ = {s ∈ I : wµ(s) ≤
µ
2
, w′µ(s) > 0}, I2µ = {s ∈ I : wµ(s) >
µ
2
, w′µ(s) > 0},
I3µ = {s ∈ I : wµ(s) >
µ
2
, w′µ(s) ≤ 0}, I4µ = {s ∈ I : wµ(s) ≤
µ
2
, w′µ(s) < 0}.
Note that one or more of these intervals might be empty or contain just a single
point. We now proceed to estimate the lengths of these four intervals.
Consider first the interval I1µ. If s ∈ I1µ, then G(wµ(s)) ≤ G(µ/2)) by (2.2) and
(4.3). Thus
w′µ(s)
2 ≥ 1
2s2
(G(µ)−G(wµ(s)) ≥ 1
2b2
(G(µ)−G(µ/2)) ≥ µ
α+2
8b2(α + 2)
.
(The last inequality requires an explicit calculation using again (2.2) and (4.3).)
Consequently, if s < t and s, t ∈ I1µ, then
|wµ(t)− wµ(s)| ≥ t− s
2b
√
2(α+ 2)
µ1+
α
2 .
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Since |wµ(t)− wµ(s)| ≤ µ2 if s, t ∈ I1µ, this implies
|I1µ| ≤ b
√
2(α+ 2)µ−
α
2 . (4.5)
In exactly the same way, we also have
|I4µ| ≤ b
√
2(α+ 2)µ−
α
2 . (4.6)
We next turn our attention to I2µ. To estimate its length, we partition this
interval into further subintervals. Differentiating (1.19) we get
4s2w′′′µ − (1− (4γ + 8)s)w′′µ + (4γ − β + (α + 1)|wµ|α)w′µ = 0.
Therefore, if w′′µ(s) = 0 for some s ∈ I2µ, we have from (4.3) that w′′′µ (s) < 0, and
so w′′µ has a local maximum at that point. It follows that w
′′
µ can have at most one
zero in I2µ. We may therefore define the intervals
J1µ = {s ∈ I2µ : w′′µ(s) ≥ 0}, J2µ = {s ∈ I2µ : w′′µ(s) < 0}
so that I2µ = J
1
µ ∪ J2µ.
If s ∈ J1µ, then
w′µ(s) ≥
g(wµ(s))
1− 4γs ≥
wµ(s)
α+1
2(1− 4γs) ≥
1
2
wµ(s)
α+1,
where again we use (1.19) and (4.3). In other words, (wµ(s)
−α)′ ≤ −α2 . Integrating,
we see that if s < t and s, t ∈ J1µ, then
t− s ≤ 2
α
wµ(s)
−α ≤ 2
α+1
α
µ−α.
This shows that
|J1µ| ≤
2α+1
α
µ−α. (4.7)
If s ∈ J2µ, then
(w′µ(s)− wµ(s)
α
2+1)′ = w′′µ(s)− (
α
2
+ 1)wµ(s)
α
2 w′µ(s) < 0.
Therefore, J2µ is the union of two intervals, J
2+
µ and J
2−
µ , where, respectively,
w′µ(s) ≥ wµ(s)
α
2+1, and w′µ(s) < wµ(s)
α
2+1. On J2+µ , we have that (wµ(s)
−α2 )′ ≤
−α2 , which integrates to yield, if s < t and s, t ∈ J2+µ ,
t− s ≤ 2
α
wµ(s)
−α2 ≤ 2
1+α2
α
µ−
α
2 .
This implies that
|J2+µ | ≤
21+
α
2
α
µ−
α
2 . (4.8)
On the other hand, if s ∈ J2−µ , then
4b2w′′µ(s) ≤ 4s2w′′µ(s) = (1− 4γs)w′µ(s)− g(wµ(s))
≤ w′µ(s)− g(wµ(s)) ≤ wµ(s)1+
α
2 − 1
2
wµ(s)
α+1
≤ −1
4
wµ(s)
α+1,
where we need to impose an additional largeness condition on µ, i.e.
µ ≥ 21+ 4α . (4.9)
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Consequently, if s < t and s, t ∈ J2−µ , then
w′µ(s) ≥ w′µ(s)− w′µ(t) ≥
1
16b2
∫ t
s
wµ(σ)
α+1dσ ≥ t− s
16b2
wµ(s)
α+1.
Since w′µ(s) ≤ wµ(s)1+
α
2 and wµ(s) ≥ µ2 , we deduce that
1 ≥ t− s
16b2
wµ(s)
α
2 ≥ t− s
24+
α
2 b2
µ
α
2 .
Therefore,
|J2−µ | ≤ 24+
α
2 b2µ−
α
2 . (4.10)
For future reference, we recall that
I2µ = J
1
µ ∪ J2+µ ∪ J2−µ , (4.11)
and so the length of I2µ is estimated by (4.7), (4.8) and (4.10).
Finally, we estimate the length of the interval I3µ. Observe first that since
g(wµ(s)) > 0 on I
3
µ (by (4.3)) and w
′
µ(s) ≤ 0 on I3µ, it follows from (1.19) that
w′′µ(s) < 0 on I
3
µ. Hence, for s ∈ I3µ,
4b2w′′µ(s) + g(wµ(s)) ≤ 4s2w′′µ(s) + g(wµ(s)) = (1− 4γs)w′µ(s) ≤ 0
so that
(2b2w′µ(s)
2 +G(wµ(s)))
′ = (4b2w′′µ(s) + g(wµ(s)))w
′
µ(s) ≥ 0.
Therefore, if s < t and s, t ∈ I3µ,
2b2w′µ(t)
2 +G(wµ(t)) ≥ 2b2w′µ(s)2 +G(wµ(s)) ≥ G(wµ(s)). (4.12)
Recall that w′′µ < 0 and w
′
µ ≤ 0 on I3µ, so that wµ(s) > wµ(t). Since G(wµ(t)) > 0
by (4.3), we deduce that G(wµ(s)) > G(wµ(t)) > 0, and it follows from (4.12) that
−√2bw′µ(t)
(G(wµ(s))−G(wµ(t))) 12
≥ 1.
Integrating, we obtain
t− s ≤
∫ t
s
−√2bw′µ(τ)
(G(wµ(s))−G(wµ(τ))) 12
dτ
=
∫ 1
wµ(t)
wµ(s)
√
2bwµ(s)
(G(wµ(s))−G(zwµ(s))) 12
dz,
(4.13)
where we have set z =
wµ(τ)
wµ(s)
, for s ≤ τ ≤ t. Furthermore, once again using (4.3),
G(wµ(s))−G(zwµ(s)) = wµ(s)
α+2
α+ 2
(1− zα+2)− βwµ(s)
2
2
(1− z2)
≥
(wµ(s)α+2
α+ 2
− |β|wµ(s)
2
2
)
(1− zα+2)
≥ wµ(s)
α+2
2(α+ 2)
(1− zα+2).
Putting this into (4.13), we obtain that
t− s ≤ 2b
√
α+ 2
wµ(s)
α
2
∫ 1
0
dz
(1− zα+2) 12 ≤
21+
α
2 b
√
α+ 2
µ
α
2
∫ 1
0
dz
(1− zα+2) 12 ,
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so that
|I3µ| ≤ 21+
α
2 b
√
α+ 2
(∫ 1
0
dz
(1− zα+2) 12
)
µ−
α
2 . (4.14)
The proof is now complete. Indeed, by (4.4) and (4.11), the function ι(µ), for µ
satisfying (4.3) and (4.9), can be taken as the sum of the right hand sides of the
estimates (4.5), (4.6), (4.7), (4.8), (4.10) and (4.14), where b is given by (4.1)
5. Asymptotic behavior of the solutions of (1.19)
In this section, we give the proof of Proposition 2.5, which concerns the asymp-
totic behavior as s→∞ of the solutions (wµ)µ≥1 of (1.19) given by Proposition 2.2.
This behavior must be studied separately in each of the four different cases
(1) N ≥ 3 and β > 0;
(2) N ≥ 3 and β < 0;
(3) N ≥ 3 and β = 0;
(4) N = 2.
Although this section is somewhat technical, the results are not surprising and the
methods used are standard techniques. We note that some of the results in this
section will also be used in the proof of Proposition 2.6.
Before we begin the detailed analysis, we observe that in all cases, if L1(µ)
given by (2.12) exists and is finite., then f(r) = r−
2
αwµ(r
−2) solves (1.5)-(1.6) with
a = L1(µ). Since wµ 6≡ 0, we deduce that L1(µ) 6= 0.
5.1. Proof of Proposition 2.5 in the case N ≥ 3 and β > 0.
Lemma 5.1. Assume N ≥ 3 and β > 0 and let µ ≥ 1. If wµ(s) → 0 as s → ∞,
then the limit (2.12) exists and is finite.
Proof. It follows from Proposition 2.2 (vi) that wµ has a constant sign for s large.
The result is now a consequence of [14, Proposition 3.5]. (Note that this last
proposition assumes that wµ has a constant sign on (0,∞), but the argument uses
only the fact that wµ has a constant sign for s large.) 
Proposition 2.5 follows from Proposition 2.2 (v) and Lemma 5.1.
5.2. Proof of Proposition 2.5 in the case N ≥ 3 and β < 0. Throughout
this subsection, we assume that N ≥ 3 and β < 0, so that λ1 > λ2 > 0 with the
notation (2.7). We define
Lw = 4s2w′′ + 4γsw′ − βw (5.1)
so that Lwµ = Wµ, where
Wµ = w
′
µ − |wµ|αwµ. (5.2)
Let φ1 and φ2 be defined by (2.9) and (2.10), respectively. A simple calculation
shows that Lφ1 = Lφ2 = 0. It then straightforward to check that wµ satisfies the
following variation of the parameter formula
wµ =
(
λ2wµ(1) + w
′
µ(1)
λ2 − λ1 −
1
2N − 4
∫ s
1
τλ1−1Wµ dτ
)
φ1
+
(
λ1wµ(1) + w
′
µ(1)
λ1 − λ2 +
1
2N − 4
∫ s
1
τλ2−1Wµ dτ
)
φ2
(5.3)
for all s > 0.
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Lemma 5.2. Given any µ ≥ 1, the limit (2.11) exists and is finite, the map
s 7→ sλ2−1Wµ(s) belongs to L1(1,∞), and
L2(µ) =
λ1wµ(1) + w
′
µ(1)
λ1 − λ2 +
1
2N − 4
∫ ∞
1
τλ2−1Wµ(τ) dτ. (5.4)
Proof. We first prove that
sup
s≥1
[sλ2 |wµ(s)|+ sλ2+1|w′µ(s)|](log s)−1 <∞. (5.5)
Indeed, z(s) = sλ2wµ(s) satisfies (3.14) with σ = λ2, i.e. (using (2.7))
4s2z′′ + 2Nsz′ − z′ + λ2
s
z +
1
sαλ2
|z|αz = 0.
Therefore, if
H˜(s) = 2s2|z′|2 + λ2
2s
z2 +
1
(α+ 2)sαλ2
|z|α+2 (5.6)
then
H˜ ′(s) = − αλ2|z|
α+2
(α+ 2)sαλ2+1
− λ2|z|
2
2s2
+ (1 − 2(N − 2)s)|z′|2 (5.7)
It follows that the right hand side of (5.7) is negative for s > s0 =
1
2(N−2) ; and so
H˜(s) is bounded. In particular, |z′(s)| ≤ C
s
, so that |z(s)| ≤ C log s. Estimate (5.5)
easily follows.
Next, we deduce from (5.5) and the property λ2α < 1 that
|Wµ(s)| ≤ |w′µ(s)|+ |wµ(s)|α+1 ≤ Cs−λ2(α+1)(log s)α+1 (5.8)
for s large. Therefore, sλ2−1Wµ(s) ∈ L1(1,∞) and∫ s
1
τλ1−1|Wµ(τ)| dτ ≤
∫ s
1
τλ1−λ2(α+1)−1(log τ)α+1 dτ
≤ Cmax{sλ1−λ2(α+1), 1}(log s)α+1.
(5.9)
Hence, from (5.3) we see that L2(µ) is well defined and that (5.4) holds. 
Lemma 5.3. If L2(µ) = 0, then the limit (2.12) exists and is finite.
Proof. If L2(µ) = 0 then (5.3) and (5.4) yield
wµ =
(
λ2wµ(1) + w
′
µ(1)
λ2 − λ1 −
1
2N − 4
∫ s
1
τλ1−1Wµ(τ) dτ
)
φ1
−
(
1
2N − 4
∫ ∞
s
τλ2−1Wµ(τ) dτ
)
φ2
(5.10)
and
w′µ =
(
λ2wµ(1) + w
′
µ(1)
λ2 − λ1 −
1
2N − 4
∫ s
1
τλ1−1Wµ(τ) dτ
)
φ′1
−
(
1
2N − 4
∫ ∞
s
τλ2−1Wµ(τ) dτ
)
φ′2.
(5.11)
It follows that
sup
s>0
[(1 + s)λ2 |wµ(s)|+ (1 + s)λ2+1|w′µ(s)|] <∞.
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Indeed, (1 + s)λ2 |wµ(s)| is bounded by Lemma 5.2. Moreover, since sλ2−1|Wµ(s)|
is integrable at infinity, again by Lemma 5.2, we deduce from formula (5.11) that
(1 + s)λ2+1|w′µ(s)| is bounded. We now set
R =
{
ρ > 0, sup
s>0
{(1 + s)ρ|wµ(s)|+ (1 + s)ρ+1|w′µ(s)|} <∞
}
(5.12)
so that R is an interval and λ2 ∈ R. We claim that λ1 ∈ R. We prove this by
contradiction, so we assume λ1 6∈ R. Therefore may choose ρ > 0 such that
ρ ∈ R, ρ ≥ λ2, ρ < λ1, (α+ 1)ρ > supR, (α+ 1)ρ 6= λ1. (5.13)
Note that, since ρ ∈ R, we have
|Wµ(s)| ≤ C(s−ρ−1 + s−(α+1)ρ) (5.14)
for s ≥ 1. Moreover, αρ = ρ
λ1
< 1, so that |Wµ(s)| ≤ Cs−(α+1)ρ; and so∫ s
1
τλ1−1|Wµ(τ)| dτ ≤ Cθ(s) (5.15)
where
θ(s) =

sλ1−(α+1)ρ (α+ 1)ρ < λ1
log(1 + s) (α+ 1)ρ = λ1
1 (α+ 1)ρ > λ1
(5.16)
and ∫ ∞
s
τλ2−1|Wµ(τ)| dτ ≤ Csλ2−(α+1)ρ. (5.17)
Using (5.15), (5.17) and, respectively, (5.10) and (5.11) we obtain
|wµ(s)|+ s|w′µ(s)| ≤ Cmax{s−λ1θ(s), s−(α+1)ρ}. (5.18)
Since (α + 1)ρ 6∈ R by (5.13), we deduce from (5.18) that
max{s−λ1θ(s), s−(α+1)ρ} = s−λ1θ(s)
so that
|wµ(s)|+ s|w′µ(s)| ≤ s−λ1θ(s). (5.19)
Since λ1 6∈ R by assumption and (α + 1)ρ 6∈ R (again by (5.13)), it follows
from (5.19) and (5.16) that θ(s) = log(1 + s). This means that λ1 = (α + 1)ρ,
which contradicts the last condition in (5.13). This contradiction establishes that
λ1 ∈ R.
To show that L1(µ) is well defined, we let ρ = λ1 in (5.14), so that |Wµ(s)| ≤
Cs−(λ1+1). Thus, sλ1−1Wµ(s) ∈ L1(1,∞). Moreover,∫ ∞
s
τλ2−1Wµ(τ) dτ ≤ C
∫ ∞
s
τ−(λ1−λ2)−2 dτ ≤ Cs−(λ1−λ2)−1.
Thus we deduce from (5.10) that the limit L1(µ) exists and is finite. 
Proposition 2.5 follows from Lemmas 5.2 and 5.3.
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5.3. Proof of Proposition 2.5 in the case N ≥ 3 and β = 0. Throughout this
subsection, we assume that N ≥ 3 and β = 0, so that λ1 = 1α > λ2 = 0 and
γ = 1
α
+ 1. Moreover, φ2(s) = (log s)
− 1
α . We first study the limit (2.11).
Lemma 5.4. Given any µ ≥ 1, the limit L2(µ) given by (2.11) exists and is finite,
and either L2(µ) = 0 or else L2(µ) = ±( 2α )
2
α . Moreover,
sw′µ(s)
wµ(s)
−→
s→∞ 0 (5.20)
if and only if L2(µ) = ±( 2α )
2
α .
Proof. Since wµ has a finite number of zeros, we may suppose wµ(t) > 0 for t large.
Set
v(t) = t
1
αwµ(s) =
wµ(s)
φ2(s)
with t = log s and s > 1, so that v(t) > 0 for t large and L2(µ) = limt→∞ v(t) if
this last limit exists. Note that
sw′µ(s)
wµ(s)
=
v′(t)
v(t)
− 1
αt
. (5.21)
Since wµ is a solution of (1.19), a straightforward calculation shows that v satisfies
4tv′′ +
(4t
α
− 8
α
− te−t
)
v′−
( 4
α2
− 4(α+ 1)
α2t
− e
−t
α
)
v + |v|αv = 0. (5.22)
Set
Ψ(v) =
1
α+ 2
|v|α+2 − 2
α2
|v|2 (5.23)
and
V (t) = 2tv′(t)2 +
(2(α+ 1)
α2t
+
1
2α
e−t
)
v(t)2 +Ψ(v(t)) (5.24)
so that in particular V (t) is bounded below. It follows using (5.22) that
V ′(t) = −
(4t
α
− 8
α
− 2− te−t
)
v′(t)2 −
(2(α+ 1)
α2t2
+
1
2α
e−t
)
v(t)2. (5.25)
Therefore, V ′(t) < 0 for t large, and V is decreasing; and so V (t) has a finite limit
V∞ as t → ∞. It follows that v(t) and t|v′(t)|2 are bounded as t → ∞, hence
v′(t)→ 0 as t→∞.
We next show that v(t) has a limit as t → ∞, i.e. that L2(µ) exists. For this,
we set
v+ = lim sup
t→∞
v(t), v− = lim inf
t→∞
v(t). (5.26)
Assuming v− < v+, it follows that v oscillates asymptotically between v− and v+,
so that there exist t±n → ∞ such that v′(t±n ) = 0, v(t±n ) → v±. Letting t = t±n
in (5.24), then n→∞, we deduce that
V∞ = Ψ(v−) = Ψ(v+). (5.27)
Since Ψ(v+) = Ψ(v−), there exists v ∈ (v−, v+) such that Ψ′(v) = 0. From (5.23)
we obtain v = ( 2
α
)
2
α . Consider now v < a < b < v+ and τn ↑ ∞ such that v(τ2n) =
a, v(τ2n+1) = b, with v(t) ∈ [a, b] for t ∈ [τ2n, τ2n+1]. Thus v(t)α ≥ aα > vα = 4α2
for t ∈ [τ2n, τ2n+1]. On the other hand, we can write (5.22) in the form(
v′ +
( 1
α
− 2
αt
− e
−t
4
)
v
)′
=
1
4t
(
vα − |v|α + 4(α− 1)
α2t
− 1
α
e−t + te−t
)
v. (5.28)
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We observe that the right-hand side of (5.28) is negative on [τ2n, τ2n+1] for n suffi-
ciently large. Integrating on (τ2n, τ2n+1), we obtain
v′(τ2n+1) +
( 1
α
− 2
ατ2n+1
− e
−τ2n+1
4
)
b ≤ v′(τ2n) +
( 1
α
− 2
ατ2n
− e
−τ2n
4
)
a.
We now let n→∞. Since v′(τn)→ 0, we obtain b ≤ a, which is absurd. It follows
that there exists v∞ ≥ 0 such that v(t)→ v∞ as t→∞.
We now claim that either v∞ = 0 or else v∞ = v. Indeed, suppose first v∞ ∈
(0, v), so that (vα − vα∞)v∞ < 0. It follows from (5.28) that there exists δ > 0 such
that (
v′ +
( 1
α
− 2
αt
− e
−t
4
)
v
)′
≤ −δ
t
for t large. Integrating the above inequality yields a contradiction with the fact that
v and v′ are bounded. We obtain in the same way a contradiction if we assume
that v∞ > v. Thus either v(t) → 0, or else v(t) → ( 2α )
2
α as t → ∞. This proves
the first part of the statement.
Suppose now L2(µ) = ( 2α )
2
α , i.e. v(t)→ ( 2
α
)
2
α . Since v′(t)→ 0, it follows that
v′(t)
v(t)
−→
t→∞
0. (5.29)
Applying (5.21), we deduce that (5.20) holds. Conversely, assume (5.20), so (5.29)
holds. We prove that v(t) → ( 2
α
)
2
α by contradiction. Otherwise, v(t) → 0, and it
follows from (5.28) that v′+( 1
α
− 2
αt
− e−t4 )v is nondecreasing for t large. Since both
v(t) and v′(t) converge to 0 as t→∞, we deduce that v′+ ( 1
α
− 2
αt
− e−t4 )v ≤ 0 for
t large. It follows that v
′
v
≤ − 12α for t large, contradicting (5.29). This completes
the proof. 
Lemma 5.5. Let µ ≥ 1 and let sµ > 0 be sufficiently large so that
wµ(s)w
′
µ(s) < 0, s > sµ.
(See Proposition 2.2 (vii).) If
h1,µ(s) =
sw′µ(s)
wµ(s)
+
1
α
, h2,µ(s) =
sw′µ(s)
wµ(s)
(5.30)
for s > sµ, then
d
ds
(s−
N−2
2 e
1
4s h1,µ(s)) = −s−N2 e 14s
( 1
4αs
+
|wµ|α
4
+ h21,µ(s)
)
(5.31)
d
ds
(s
N−2
2 e
1
4s h2,µ(s)) = −s
N−4
2 e
1
4s
( |wµ|α
4
+ h22,µ(s)
)
(5.32)
for all s > sµ and j = 1, 2.
Proof. Identity (5.31) is formula (3.1) in [14], and is straightforward to verify. For-
mula (5.32) can be obtained from (5.31) and the identity h2,µ(s) = h1,µ(s) − 1α =
h1,µ(s)− N−22 . 
Lemma 5.6. Let µ ≥ 1. With the notation (5.30), we have
h2,µ(s) −→
s→∞
ℓ (5.33)
with either ℓ = 0 or else ℓ = −N−22 .
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Proof. We first show that (5.33) holds for some ℓ ∈ [−∞, 0]. Note that h2,µ(s) < 0
for all s > sµ. Suppose there exists σµ > sµ such that h2,µ(σµ) ≤ −N−22 . This
means that h1,µ(σµ) ≤ 0, then by (5.31), we deduce that h1,µ(s) < 0 for all s > σµ.
Furthermore, since the right-hand side of (5.31) is negative,
s−
N−2
2 e
1
4sh′1,µ(s) ≤ −h1,µ(s)
d
ds
(s−
N−2
2 e
1
4s ) = h1,µ(s)
(N − 2
2
+
1
4s
)
s−
N
2 e
1
4s < 0
for s > σµ. Thus h1,µ is decreasing, and so is h2,µ. The desired conclusion then
follows.
It remains to consider the case −N−22 < h2,µ(s) < 0 for s > sµ. Suppose by
contradiction that h2,µ does not have a limit. Let
−N − 2
2
≤ ℓ = lim inf
s→∞ h2,µ(s) < ℓ = lim sups→∞
h2,µ(s) ≤ 0
and let ℓ ∈ (ℓ, ℓ). Consider an increasing sequence sn →∞ such that
h2,µ(sn) = ℓ and h2,µ(s) ≥ ℓ for s2n ≤ s ≤ s2n+1. (5.34)
Integrating (5.32) on (s2n, s2n+1) and applying (5.34) we obtain
(s
N−2
2
2n+1e
1
4s2n+1 − s
N−2
2
2n e
1
4s2n )ℓ = −
∫ s2n+1
s2n
s
N−4
2 e
1
4s
( |wµ|α
4
+ h2,µ(s)
2
)
ds
≥ −
∫ s2n+1
s2n
s
N−4
2 e
1
4s
( |wµ|α
4
+ ℓ2
)
ds.
Since wµ(s)→ 0 as s→∞, given any 0 < δ < ℓ2, we have |wµ(s)|
α
4 < δ for s large,
and we deduce that
(s
N−2
2
2n+1e
1
4s2n+1 − s
N−2
2
2n e
1
4s2n )ℓ ≥ −
∫ s2n+1
s2n
s
N−4
2 e
1
4s (ℓ2 + δ) ds.
Since ℓ < 0, we deduce that
s
N−2
2
2n+1e
1
4s2n+1 − s
N−2
2
2n e
1
4s2n∫ s2n+1
s2n
s
N−4
2 e
1
4s ds
≤ ℓ
2 + δ
−ℓ .
Letting n→∞ (and since e 14s → 1 as s→∞), we conclude that
N − 2
2
≤ ℓ
2 + δ
−ℓ .
Letting now δ ↓ 0, we obtain ℓ ≤ −N−22 , which is absurd since ℓ > ℓ ≥ −N−22 .
Thus we have shown that (5.33) holds for some ℓ ∈ [−∞, 0], and we finally prove
that ℓ = 0 or ℓ = −N−22 . Integrating (5.32) on (1, s), we obtain
e
1
4sh2,µ(s) = s
−N−2
2 e
1
4h2,µ(1)− s−
N−2
2
∫ s
1
τ
N−4
2 e
1
4τ
( |wµ|α
4
+ h2,µ(τ)
2
)
dτ,
and so, letting s→∞ and applying (5.33),
ℓ = − lim
s→∞
∫ s
1 τ
N−4
2 e
1
4τ
(
|wµ|α
4 + h2,µ(τ)
2
)
dτ
s
N−2
2
. (5.35)
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Both the numerator and the denominator in the right-hand side of (5.35) go to ∞
with s. By l’Hoˆpital’s rule
ℓ = − lim
s→∞
s
N−4
2 e
1
4s (
|wµ|α
4 + h2,µ(s)
2)
N−2
2 s
N−4
2
= − 2
N − 2 ℓ
2.
Therefore, either ℓ = −N−22 or else ℓ = 0. 
Lemma 5.7. Given µ ≥ 1, if L2(µ) = 0, then the limit (2.12) exists and is finite.
Proof. We follow the argument of [14, proof of Proposition 3.5]. Suppose L2(µ) = 0.
It follows from Lemma 5.4 that (5.20) does not hold. Therefore, (5.33) holds with
ℓ = −N−22 , so that h1,µ(s) → 0 as s → ∞. Since the right-hand side of (5.31) is
negative, we deduce that h1,µ(s) > 0 for s > sµ. Moreover, integrating (5.31) on
(s,∞), we obtain
s−
N−2
2 e
1
4sh1,µ(s) =
∫ ∞
s
τ−
N
2 e
1
4τ
( 1
4ατ
+
|wµ|α
4
+ h1,µ(τ)
2
)
dτ
≤ e 14s
( 1
4αs
+
|wµ(s)|α
4
+ sup
τ≥s
h1,µ(τ)
2
) ∫ ∞
s
τ−
N
2 dτ
=
2
N − 2s
−N−22 e
1
4s
( 1
4αs
+
|wµ(s)|α
4
+ sup
τ≥s
h1,µ(τ)
2
)
.
This implies
sup
τ≥s
h1,µ(τ) ≤ 2
N − 2
( 1
4αs
+
|wµ(s)|α
4
+ sup
τ≥s
h1,µ(τ)
2
)
so that (since h1,µ(s)→ 0)
sup
τ≥s
h1,µ(τ) ≤ 4
N − 2
( 1
4αs
+
|wµ(s)|α
4
)
(5.36)
for s large. Since h1,µ(s) → 0, we have w
′
µ
wµ
+ 12αs ≤ 0 for s large, by (5.30).
It follows that wµ(s) ≤ Cs− 12α , so that by (5.36), h1,µ(s) ≤ Cs− 12 . Therefore,
w′µ(s)
wµ(s)
+ 1
αs
= O(s−
3
2 ), from which the existence of the limit (2.12) easily follows. 
Proposition 2.5 follows from Lemmas 5.4 and 5.7.
5.4. Proof of Proposition 2.5 in the case N = 2. We set λ = 1
α
, so that
φ1(s) = s
−λ and φ2(s) = s−λ log s. It is straightforward to verify the following
variation of the parameter formula
wµ(s) = c1,µ(s)φ1(s) + c2,µ(s)φ2(s), (5.37)
where
c1,µ(s) = wµ(1)− 1
4
∫ s
1
τλ−1(log τ)Wµ(τ) dτ,
c2,µ(s) = λwµ(1) + w
′
µ(1) +
1
4
∫ s
1
τλ−1Wµ(τ) dτ
(5.38)
and Wµ is given by (5.2).
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Lemma 5.8. Given µ ≥ 1, there exists C > 0 such that
sup
1≤µ≤µ
sup
s≥0
(1 + s)λ
log(2 + s)
((1 + s)|w′µ(s)|+ |wµ(s)|) ≤ C (5.39)
and
sup
1≤µ≤µ
sup
s≥0
(1 + s)λ+1
(log(2 + s))α+1
|Wµ(s)| ≤ C. (5.40)
Proof. z(s) = sλwµ(s) is a solution of equation (3.15) and it follows from (3.16)
and (3.17) that
sup
s≥1
(
s|z′(s)|+ 1
log(2 + s)
|z(s)|
)
≤ C
where C depends only on |z(1)|+ |z′(1)|. This implies that
sup
s≥1
(1 + s)λ
log(2 + s)
((1 + s)|w′µ(s)|+ |wµ(s)|) ≤ C
where C depends only on |wµ(1)|+ |w′µ(1)|. Estimate (5.39) now follows from the
continuous dependence of wµ and w
′
µ on µ given by Proposition 2.2 (i). Finally,
(5.40) is a direct consequence of (5.39). 
Lemma 5.9. For all µ ≥ 1, the map τ 7→ τλ−1(log τ)Wµ(τ) is integrable at ∞.
Moreover, the functions cj,µ(s) defined by (5.38) have finite limits c
∞
j,µ as s → ∞,
given by
c∞1,µ = wµ(1)−
1
4
∫ ∞
1
τλ−1(log τ)Wµ(τ) dτ,
c∞2,µ = λwµ(1) + w
′
µ(1) +
1
4
∫ ∞
1
τλ−1Wµ(τ) dτ.
(5.41)
In addition, the maps µ 7→ c∞j,µ are continuous [1,∞)→ R and, given µ ≥ 1, there
exists a constant C such that
|c∞j,µ − cj,µ(s)| ≤ Cs−
1
2 (5.42)
for j = 1, 2, s ≥ 1 and 1 ≤ µ ≤ µ.
Proof. Fix µ > 1. It follows from (5.40) that there exists a constant C such that
τλ−1(log τ)|Wµ(τ)| ≤ Cτ−2(log(2 + τ)α+2 (5.43)
for all τ ≥ 1 and all 1 ≤ µ ≤ µ. This shows the integrability property, the existence
of limits c∞j,µ, formulas (5.41) and estimates (5.42). We now prove the continuity.
Let µ1, µ2 ∈ [1, µ). Given s ≥ 1, we deduce from (5.42) that
|c∞j,µ1 − c∞j,µ2 | ≤ |cj,µ1(s)− cj,µ2(s)|+ Cs−
1
2 .
Given ε > 0, we first fix s0 sufficiently large so that Cs
− 12
0 ≤ ε2 . By continuous
dependence (Proposition 2.2 (i)), if |µ1 − µ2| is sufficiently small, then |cj,µ1(s0)−
cj,µ2(s0)| ≤ ε2 . Therefore, |c∞j,µ1−c∞j,µ2 | ≤ ε, which proves continuity on [1, µ). Since
µ is arbitrary, this completes the proof. 
Lemma 5.10. Let µ ≥ 1, and let c∞1,µ and c∞2,µ be given by (5.41). The limit (2.11)
exists and L2(µ) = c∞2,µ. Moreover, if L2(µ) = 0 then the limit (2.12) exists and
L1(µ) = c∞1,µ.
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Proof. By formula (5.37),
wµ(s)
φ2(s)
=
c1,µ(s)
log s
+ c2,µ(s).
It follows from Lemma 5.9 that the limit (2.11) is well defined and L2(µ) = c∞2,µ.
Moreover, it follows from formula (5.37) again that
wµ(s)
φ1(s)
= c1,µ(s) + c2,µ(s) log s.
Therefore, if L2(µ) = 0 (hence c∞2,µ = 0), then by (5.42)∣∣∣wµ(s)
φ1(s)
− c∞1,µ
∣∣∣ ≤ |c1,µ(s)− c∞1,µ|+ |c2,µ(s)− c∞2,µ| log s −→
s→∞
0.
Thus we see that L1(µ) is well defined and L1(µ) = c∞1,µ. 
Proposition 2.5 follows from Lemma 5.10.
6. Local behavior of the number of zeros
This section is devoted to the proof of Proposition 2.6. We consider separately
the cases N ≥ 3 and N = 2.
6.1. The case N ≥ 3. The proof is inspired by the proof of [10, Lemma 4]. Since
λ1 >
λ1+λ2
2 > max{0, λ2} we may fix
σ ∈ (max{0, λ2}, λ1+λ22 ). (6.1)
We set
a1 = 1 + λ1 + λ2 − 2σ, a2 = −2(σ − λ1)(σ − λ2), a3 = 4(λ1 + λ2 − 2σ) (6.2)
so that by (6.1)
a1 > 1, a2 > 0, a3 > 0. (6.3)
Given µ ≥ 1 we set
zµ(s) = s
σwµ(s) (6.4)
so that (see (3.14))
4s2z′′µ + 4a1sz
′
µ − z′ − 2a2zµ +
σ
s
zµ + s
−ασ|zµ|αzµ = 0. (6.5)
Moreover, we set
H˜µ(s) = 2s
2|z′µ|2 − a2z2µ +
σ
2s
z2µ +
s−σα
α+ 2
|zµ|α+2. (6.6)
Elementary calculations show that
H˜ ′µ(s) = −
ασs−ασ−1
α+ 2
|zµ|α+2 − σ
2s2
z2µ + (1 − a3s)|z′µ|2. (6.7)
In particular,
H˜ ′µ(s) ≤ 0, s ≥
1
a3
. (6.8)
Given δ > 0, it follows from (6.7) that
s−δ
d
ds
[sδH˜µ(s)] = H˜
′
µ(s) +
δ
s
H˜µ(s)
= −[(a3 − 2δ)s− 1]|z′µ|2 −
z2µ
2s2
[(1− δ)σ + 2δa2s]− s
−ασ−1|zµ|α+2
α+ 2
[ασ − δ].
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Therefore, if we fix
0 < δ < min
{a3
4
, 1, ασ
}
(6.9)
then
d
ds
[sδH˜µ(s)] ≤ −δa2sδ−1zµ(s)2, s ≥ 2
a3
. (6.10)
Suppose first L2(µ) 6= 0, for instance L2(µ) > 0. Since σ > max{0, λ2}, we
see that zµ(s) → ∞, and it follows from (6.10) that dds [sδH˜µ(s)] ≤ −csδ−1 for s
large, with c > 0. Since sδ−1 is not integrable at ∞, there exists s0 ≥ 2a3 such
that H˜µ(s0) < 0. By continuous dependence, we have H˜µ(s0) < 0 for µ close
to µ. Therefore, by (6.10), H˜µ(s) < 0 for s ≥ s0 and µ close to µ, and it follows
from (6.6) that wµ does not vanish for s ≥ s0 and µ close to µ. Again by continuous
dependence of wµ on µ in C
1([0, s0]), we conclude that wµ has the same number
of zeros as wµ provided µ is sufficiently close to µ. This proves Property (i) of
Proposition 2.6.
We now assume L2(µ) = 0. It follows from Proposition 2.5 (ii) that L1(µ) exists
and is finite, therefore by (6.1)
zµ(s) −→
s→∞
0. (6.11)
Moreover, we deduce from equation (6.5) that for large s, if z′µ vanishes, then z
′′
µ
has the sign of zµ. It easily follows that z
′
µ has constant sign for s large. Therefore,
we may assume without loss of generality that there exists
s ≥ 2
a3
(6.12)
such that
zµ(s) > 0 and z
′
µ(s) < 0 for s ≥ s. (6.13)
We now let ε > 0 to be specified later, and we consider µ ≥ 1 such that
|µ− µ| ≤ ε. (6.14)
It follows easily from continuous dependence (Proposition 2.2 (i)), and the fact that
if wµ(s) = 0 then w
′
µ(s) 6= 0, that wµ has N˜(µ) zeros on (0, s) if ε is sufficiently
small. This means that zµ has N˜(µ) zeros on (0, s). Moreover, by choosing ε
possibly smaller, we have
zµ(s) > 0 and z
′
µ(s) < 0. (6.15)
If zµ > 0 on (s,∞), then wµ has N˜(µ) zeros on (0,∞).
Assume now that zµ has a zero on (s,∞), and let sµ > s be the smallest such
zero. By (6.13) and continuous dependence,
sµ−→
ε→0
∞. (6.16)
In particular, if ε is sufficiently small, then
sµ ≥ σ
a2
. (6.17)
Moreover, z′µ(sµ) < 0; and so we may define sµ < τµ ≤ ∞ by
τµ = sup{s > sµ; z′µ < 0 on (sµ, s)}. (6.18)
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If τµ =∞, then zµ has N˜(µ) + 1 zeros on (0,∞) and lim sup zµ(s) < 0 as s →∞.
Therefore, lim sup
wµ(s)
φ1(s)
=∞, showing that L2(µ) 6= 0. If τµ <∞, then zµ(τµ) < 0,
z′µ(τµ) = 0 and z
′′
µ(τ) ≥ 0, so that by (6.5)
|zµ(τµ)|α ≥ τασµ
(
2a2 − σ
τµ
)
.
Applying (6.17), we deduce that |zµ(τµ)| ≥ a
1
α
2 τ
σ
µ . Thus we see that there exist
sµ < t1 < t2 ≤ τµ such that
zµ(t1) = −1
2
a
1
α
2 τ
σ
µ , zµ(t2) = −a
1
α
2 τ
σ
µ (6.19)
and
− 1
2
a
1
α
2 τ
σ
µ ≥ zµ(s) ≥ −a
1
α
2 τ
σ
µ , t1 ≤ s ≤ t2. (6.20)
It follows from (6.10), (6.12) and (6.20) that
tδ2H˜µ(t2)− sδH˜µ(s) ≤ −δa2
∫ t2
s
sδ−1zµ(s)2 ≤ −δa2
∫ t2
t1
sδ−1zµ(s)2
≤ − δ
4
a
α+2
α
2 τ
2σ
µ
∫ t2
t1
sδ−1 = −1
4
a
α+2
α
2 τ
2σ
µ (t
δ
2 − tδ1).
Since sδH˜µ(s) is nonincreasing on (s,∞) by (6.10) and (6.12), and since by contin-
uous dependence, sδH˜µ(s) is bounded uniformly on µ satisfying (6.14), we have
τδµH˜µ(τµ) ≤ tδ2H˜µ(t2) ≤ sδH˜µ(s)−
1
4
a
α+2
α
2 τ
2σ
µ (t
δ
2 − tδ1)
≤ C − 1
4
a
α+2
α
2 τ
2σ
µ (t
δ
2 − tδ1)
(6.21)
for some constant C independent of µ. Moreover, it follows from (6.19) that
1
2
a
1
α
2 τ
σ
µ =
∣∣∣∫ t2
t1
z′µ
∣∣∣. (6.22)
Furthermore, H˜µ is nonincreasing on (s,∞) by (6.8) and (6.12), from which it
follows (using (6.6) and (6.20)) that
s2|z′µ(s)|2 ≤
1
2
H˜µ(s) +
a2
2
zµ(s)
2 ≤ C + a
α+2
α
2
8
τ2σµ , t1 ≤ s ≤ t1. (6.23)
In particular, ∫ t2
t1
|z′µ| ≤ Cτσµ log
t2
t1
. (6.24)
Formulas (6.22) and (6.24) imply that log t2
t1
is bounded below, so that there exists
ν > 0 independent of µ satisfying (6.14) such that t2 ≥ (1 + ν)t1. Since t1 ≥
sµ → ∞ as ε→ 0 by (6.16), we see that if ε is sufficiently small, then tδ2 − tδ1 ≥ 1.
Therefore, we deduce from (6.21) and the fact that τµ ≥ sµ → ∞ as ε → 0, that
H˜µ(τµ) < 0 if ε is sufficiently small. Applying (6.8) and (6.12), we conclude that
H˜µ(s) ≤ H˜µ(τµ) < 0 for s ≥ τµ. It now follows from (6.6) that there exists ρ > 0
such that zµ(s) ≤ −ρ for s ≥ τµ. Therefore zµ has N˜(µ) + 1 zeros on (0,∞)
and
wµ(s)
φ1(s)
→ ∞. By Proposition 2.5 (ii) we deduce that L2(µ) 6= 0. This proves
Property (ii) of Proposition 2.6, and completes the proof in the case N ≥ 3.
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6.2. The case N = 2. We continue with the notation established in Subsection 5.4.
We first consider µ ≥ 1 such that L2(µ) 6= 0. It follows that there exists s > 0 such
that
|wµ(s)| ≥ 1
2
|L2(µ)|φ2(s) (6.25)
for s ≥ s. We deduce from formula (5.37) that
wµ(s)− c∞2,µφ2(s) = c1,µ(s)φ1(s) + (c2,µ(s)− c∞2,µ)φ2(s)
so that, by continuity of the map µ 7→ c∞1,µ (Lemma 5.9) and estimate (5.42)
|wµ(s)− c∞2,µφ2(s)| ≤ Cφ1(s) + Cs−
1
2φ2(s)
for some constant C independent of s ≥ 1 and µ with 1 ≤ µ ≤ µ+ 1. Thus we see
that there exists s˜ ≥ 1 such that
|wµ(s)− c∞2,µφ2(s)| ≤
1
10
|L2(µ)|φ2(s)
for s ≥ s˜ and 1 ≤ µ ≤ µ+ 1. Therefore,
|wµ(s)− wµ(s)| ≤ |wµ(s)− c∞2,µφ2(s)|+ |c∞2,µ − c∞2,µ|φ2(s) + |wµ(s)− c∞2,µφ2(s)|
≤ 1
4
|L2(µ)|φ2(s)
for s ≥ s˜ and µ close to µ. Since |wµ(s)| ≥ |wµ(s)| − |wµ(s) − wµ(s)|, we deduce
by applying (6.25) that if µ is close to µ, then wµ has no zero on [max{s, s˜},∞).
By possibly assuming that µ is closer to µ, it follows from continuous dependence
(Proposition 2.2 (i)) that N˜(µ) = N˜(µ), which proves Property (i) of Proposi-
tion 2.6.
We next assume L2(µ) = 0. Given µ ≥ 1, define vµ(t) for t > 0 by
t
1
2 vµ(t) = s
λwµ(s), t = log s (6.26)
so that vµ is a solution of (3.23). We deduce from (6.26) and Proposition 2.5 that
t
1
2 vµ(t) −→
t→∞
L1(µ). (6.27)
Moreover, it follows from (5.39) and (6.26) that
M := sup
1≤µ≤µ+1
sup
t≥1
t−
1
2 |vµ(t)| <∞. (6.28)
We deduce from (6.27) and (3.23) that for t large, if v′µ(t) = 0 then v
′′
µ(t) and vµ(t)
have the same sign. Since vµ(t) → 0 as t → ∞ (by (6.27)), it easily follows that
there exists tµ > 1 such that vµ(t)v
′
µ(t) < 0 for t ≥ tµ. Thus we may assume
without loss of generality that
vµ(t) > 0 and v
′
µ(t) < 0 for t ≥ tµ. (6.29)
In particular, wµ has N˜(µ) zeros on (0, log tµ), so that by continuous dependence,
wµ also has N˜(µ) zeros on (0, log tµ) provided |µ−µ| is sufficiently small. Therefore,
we need only show that, by possibly assuming |µ− µ| smaller, either
vµ(t) > 0, t ≥ tµ (6.30)
or else
vµ has one zero on [tµ,∞) and L2(µ) 6= 0. (6.31)
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By (6.29), we have vµ(tµ) > 0 if |µ− µ| is sufficiently small, and we define tµ > tµ
by
tµ = sup{t > tµ; vµ > 0 on (tµ, t)}.
If tµ =∞, then we are in case (6.30). Assume now tµ <∞, so that vµ(tµ) = 0 and
v′µ(tµ) < 0, and set
t˜µ = sup{t > tµ; v′µ < 0 on (tµ, t)}.
We claim that t˜µ = ∞. Assuming this claim, we see that vµ has one zero on
[t,∞) and that lim sup vµ(t) < 0 as t → ∞. Therefore, t 12 vµ(t) → −∞ as t → ∞.
By (6.26), this means that sλwµ(s)→ −∞ as s→∞, and Proposition 2.5 implies
that L2(µ) 6= 0. Thus we see that we are in case (6.31), and this completes the
proof. We finally prove that t˜µ =∞. Otherwise, v′µ(t˜µ) = 0 and v′′µ(t˜µ) ≥ 0. Since
vµ(t˜µ) < 0, equation (3.23) yields
1
t˜2µ
+ e−t˜µ
( 1
2t˜µ
− 1
α
− t˜α2µ |vµ|α
)
≤ 0
so that
t˜
α
2
µ |vµ(t˜µ)|α ≥ et˜µ 1
t˜2µ
+
1
2t˜µ
− 1
α
(6.32)
By (6.29) and continuous dependence, tµ, hence t˜µ can be made arbitrarily large
by assuming |µ−µ| sufficiently small. In particular, with M > 0 defined by (6.28),
we have
et˜µ
1
t˜2µ
+
1
2t˜µ
− 1
α
≥ (2Mt˜µ)α
if |µ− µ| is sufficiently small. Applying (6.32), we obtain t˜− 12µ |vµ(t˜µ)| ≥ 2M , which
contradicts (6.28). Thus t˜µ =∞, which completes the proof for N = 2.
7. Singular profiles
In what follows, we prove Theorem 1.3. We supposeN ≥ 3 and 2
N−2 ≤ α < 4N−2 ,
and we consider the collection (wµ)µ≥1 of solutions of (1.19) given by Proposi-
tion 2.2. It follows from Proposition 2.5 (i) and (2.10) that the corresponding
profile
f˜µ(r) = r
− 2
αwµ(r
−2) (7.1)
behaves like L2(µ)r− 2αφ2(r−2) as r → 0. Thus we see that if L2(µ) 6= 0 (i.e. if wµ
has slow decay), then f˜µ(r) is singular at r = 0. On the other hand, one verifies
easily that f˜µ ∈ Lα+1loc (RN ). Furthermore, it follows from (7.1) that
r1+
2
α f˜ ′µ(r) = −
2
α
wµ(r
−2)− 2r−2w′µ(r−2); (7.2)
and so
r
2
α (|f˜µ(r)|+ r|f˜ ′µ(r)|) ≤ C sup
s≥0
(|wµ(s)|+ s|w′µ(s)|) ≤ C (7.3)
where we apply Proposition 2.2 (iii) in the last inequality.
We claim that f˜µ is a solution of (1.4) in the sense of distributions, i.e.∫
RN
f˜µ
(
∆ϕ− 1
2
∇ · (xϕ) + 1
α
ϕ+ |f˜µ|αϕ
)
dx = 0 (7.4)
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for all ϕ ∈ C∞c (RN ). To see this, we let ε > 0. Since f˜µ ∈ Lα+1loc (RN ), we see that∣∣∣∫
{|x|<ε}
f˜µ
(
∆ϕ− 1
2
∇ · (xϕ) + 1
α
ϕ+ |f˜µ|αϕ
)∣∣∣
≤ C
∫
{|x|<ε}
(|f˜µ|+ |f˜µ|α+1)−→
ε↓0
0.
(7.5)
On the other hand, f˜µ is a classical solution of (1.4) on R
N \{0}, so that integration
by parts yields∫
{|x|>ε}
f˜µ
(
∆ϕ− 1
2
∇ · (xϕ) + 1
α
ϕ+ |f˜µ|αϕ
)
=
∫
{|x|=ε}
(
f˜µ
∂ϕ
∂r
− ϕ∂f˜µ
∂r
− ε
2
f˜µϕ
)
.
(7.6)
Therefore, (7.4) follows from (7.5) and (7.6) provided we show that∫
{|x|=ε}
(
|f˜µ|+
∣∣∣∂f˜µ
∂r
∣∣∣)−→
ε↓0
0,
i.e. rN−1(|f˜µ(r)|+ |f˜ ′µ(r)|)→ 0 as r ↓ 0. If α > 2N−2 , this is a consequence of (7.3).
If α = 2
N−2 , this follows from (7.2), (7.3), and the fact that |wµ(s)|+ s|w′µ(s)| → 0
as s→∞ by Proposition 2.2 (v).
We now conclude the proof of Theorem 1.3 as follows. By Lemma 2.7 (ii),
there exist an integer m and an increasing sequence (µm)m≥m ⊂ [1,∞) such that
N˜(µm) = m and L2(µm) 6= 0. Next, we note that by Proposition 2.2 (v) (for
2
N−2 < α <
4
N−2 ) and Lemma 5.4 (for α =
2
N−2 ), L2(µm) = ±ν where
ν =
{
β
1
α
2
N−2 < α <
4
N−2
( 2
α
)
2
α α = 2
N−2 .
Since wµm has m zeros, we see that L2(µm) = (−1)mν. Consequently, the profiles
hm = f˜µm satisfy the first part of Theorem 1.3.
Since |hm(r)|+ r|h′m(r)| ≤ Cr−
2
α by (7.3) and, as noted previously, hm = f˜µm ∈
Lα+1loc (R
N ), the second part of Theorem 1.3 is an immediate consequence of the
following lemma, with f = hm and ω(x) ≡ µm.
Lemma 7.1. Let α ≥ 2
N−2 , and let f ∈ C2(RN \ {0}) ∩ Lα+1loc (RN ) be a solution
of (1.4) in the sense of distributions and satisfy
|f(x)|+ |x · ∇f(x)| ≤ C|x|− 2α x 6= 0, (7.7)
and |x| 2α f(x) − ω(x) → 0 as |x| → ∞, for some ω ∈ C(RN \ {0}) homogeneous of
degree 0. If u ∈ C2((0,∞) × (RN \ {0}) is defined by (1.3) for t > 0 and x 6= 0,
then
|u|+ t|ut|+ |x · ∇u| ≤ C|x|− 2α (7.8)
and
u, ut, x · ∇u ∈ C((0,∞), Lp(RN ) + Lq(RN )) for 1 ≤ p < Nα
2
< q. (7.9)
Furthermore,
∆u, |u|αu ∈ C((0,∞), Lp(RN ) + Lq(RN )) (7.10)
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and u is a solution of (1.1), and also of (1.14) with u0(x) = ω(x)|x|− 2α , in
C((0,∞), Lp(RN ) +Lq(RN )) where p, q satisfy (1.27). Moreover, u satisfies (1.11)
and (1.12). In addition, the map t 7→ u(t)− et∆u0 is in C([0,∞), Lr(RN )) for all
Nα
2(α+1) < r <
Nα
2 if α >
2
N−2 , and in C([0,∞), L1(RN ) + Lr(RN )) for all r > 1 if
α = 2
N−2 .
Proof. The proof is similar to that of Lemma 2.8, but some extra care is needed
because of the possible singularity of f at x = 0. Differentiating (1.3) with respect to
t, we see that u satisfies equation (2.24) for t > 0 and x 6= 0. Property (7.8) follows
from (1.3) and (7.7), and property (7.9) is then a consequence of the dominated
convergence theorem. Next, we deduce from estimate (7.7) if α > 2
N−2 , and the
assumption f ∈ Lα+1loc (RN ) if α = 2N−2 that |u|αu ∈ C((0,∞), Lp(RN ) + Lq(RN ))
whenever p, q satisfy (1.27). In addition, it follows from (1.4) that for every t > 0,
∆u+
1
2t
x · ∇u+ 1
αt
u+ |u|αu = 0 (7.11)
in the sense of distributions. In particular, we see that ∆u ∈ C((0,∞), Lp(RN ) +
Lq(RN )) whenever p, q satisfy (1.27). Moreover, (7.11) and (2.24) imply that u is
a solution of (1.1). Properties (1.11) and (1.12) follow from the fact that u(t, x)→
u0(x) for all x 6= 0 by (2.25), estimate (7.8), and dominated convergence.
We now show that u satisfies (2.26) for all 0 < ε < t. To see this, we consider ϕ ∈
C∞c (R
N ) such that ϕ(x) = 1 for |x| ≤ 1. Note that ∆(ϕu) = ϕ∆u+2∇u·∇ϕ+u∆ϕ,
so that
(ϕu)t = ∆(ϕu)− 2∇u · ∇ϕ− u∆ϕ+ ϕ|u|αu. (7.12)
Therefore, it follows from (7.9) that ϕu ∈ C1((0,∞), Lp(RN )); and from (7.10)
and (7.9) that ∆(ϕu),∇u · ∇ϕ, ϕ|u|αu ∈ C((0,∞), Lp(RN )), for 1 < p < Nα2(α+1) if
α > 2
N−2 and p = 1 if α =
2
N−2 . In the case α =
2
N−2 , note also that ∇(ϕu) ∈
C((0,∞), L1(RN )) by (7.8) and dominated convergence. Therefore ϕu has the
required regularity so that (7.11) implies
ϕu(t) = e(t−ε)∆ϕu(ε) +
∫ t
ε
et−s)∆[−2∇u · ∇ϕ− u∆ϕ+ ϕ|u|αu] (7.13)
in Lp(RN ) for all 0 < ε < t. Next, we have
((1 − ϕ)u)t = ∆((1 − ϕ)u) + 2∇u · ∇ϕ+ u∆ϕ+ (1 − ϕ)|u|αu. (7.14)
Arguing as above, one sees that (1− ϕ)u has the required regularity so that
(1−ϕ)u(t) = e(t−ε)∆(1−ϕ)u(ε)+
∫ t
ε
et−s)∆[2∇u ·∇ϕ+u∆ϕ+(1−ϕ)|u|αu] (7.15)
in Lq(RN ) for all q > Nα2 and 0 < ε < t. Summing up (7.13) and (7.15), we see that
u satisfies (2.26) in Lp(RN )+Lq(RN ) for all p, q satisfying (1.27) and all 0 < ε < t.
We now prove the last statement in the lemma, which will imply equation (1.14).
For this, we consider separately the cases α > 2
N−2 and α =
2
N−2 . Suppose first
α > 2
N−2 and let
Nα
2(α+1) < r <
Nα
2 . Since | · |−
2(α+1)
α ∈ L1(RN ) + Lr(RN ), we have
e∆| · |− 2(α+1)α ∈ Lr(RN ), so that by scaling
‖e(t−s)∆| · |− 2(α+1)α ‖Lr = (t− s)−
α+1
α
+ N2r ‖e∆| · |− 2(α+1)α ‖Lr .
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Therefore, since |f(x)| ≤ C|x|− 2α , we have
‖e(t−s)∆|u(s)|αu(s)‖Lr ≤ C‖e(t−s)∆| · |−
2(α+1)
α ‖Lr = C(t− s)−
α+1
α
+ N2r .
Since − 2(α+1)
α
> −1, we see that the integral term in (1.14) is continuous [0,∞)→
Lr(RN ), and that we can let ε ↓ 0 in the integral term in (1.14). Since e(t−ε)∆u(ε)→
et∆u0 as ε ↓ 0 in Lq(RN ) for all q > Nα2 , this completes the proof in the case
α > 2
N−2 .
Finally, in the case α = 2
N−2 , recall that f ∈ Lα+1loc (RN ). We fix T > 0 and write
for 0 < t < T
|u|αu = 1{|x|<√t}|u|αu+ 1{√t<|x|<√T}|u|αu+ 1{|x|>√T}|u|αu =: F1 + F2 + F3.
We have by (1.3)
‖e(t−s)∆F1(s)‖L1 ≤ ‖F1(s)‖L1 =
∫
{|x|<√s}
s−
α+1
α
∣∣∣f( x√
s
)∣∣∣α+1dx
=
∫
{|x|<1}
|f(x)|α+1dx
(7.16)
since α+1
α
= N2 . Moreover, since |u(t, x)|α+1 ≤ C|x|−
2(α+1)
α = C|x|−N ,
‖e(t−s)∆F2(s)‖L1 ≤ ‖F2(s)‖L1 ≤
∫
{√s<|x|<
√
T}
|x|−Ndx ≤ C
∣∣∣log s
T
∣∣∣. (7.17)
Furthermore, given r > 1,
‖e(t−s)∆F3(s)‖Lr ≤ ‖F2(s)‖Lr
≤
(∫
{|x|>√T}
|x|−rNdx
) 1
p ≤ C <∞. (7.18)
because r > Nα2(α+1) . Therefore,
‖e(t−s)∆|u(s)|αu(s)‖L1+Lr ≤ C(1 + | log s|)
and one can easily complete the proof as in the case α > 2
N−2 . 
Remark 7.2. In the case α > 2
N−2 , the singular stationary solution u of (1.1)
given by (1.16) is in particular a self-similar solution. Its profile (which is u itself)
satisfies the assumptions of Lemma 7.1, so that u is a solution of (1.14). Note that
u is time-independent, but the other two terms in (1.14) do depend on time.
Remark 7.3. If α < 2
N−2 and L2(µ) 6= 0, then the singularity of f˜µ(r) at 0 is of
order r−(N−2). Therefore ∆f˜µ has a Dirac mass at the origin, so that f˜µ is not a
solution of (1.4) in the sense of distributions.
8. The case of dimension 1
The purpose of this section is to prove Theorem 1.4. Its proof is similar to that
of Theorem 1.1, with two major differences. The first one is that the proofs of the
results analogous to Propositions 2.5 and 2.6 are completely elementary. This is
due to the fact that equation (1.5) is not singular at r = 0. (It seems that there is
no simplification in the proof of Proposition 2.4 when N = 1.) The second major
difference is that Theorem 1.4 concerns both radially symmetric (i.e. even) profiles,
and odd profiles.
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Throughout this section, we suppose N = 1. We first observe that if f ∈
C2([0,∞)) is a solution of (1.5) on (0,∞) and if f ′(0) = 0, then extending f by
setting f(x) = f(−x) for x < 0 yields a solution of (1.4) on R. Similarly, if f(0) = 0,
then extending f by setting f(x) = −f(−x) for x < 0 also yields a solution of (1.4).
Therefore, we need only construct solutions of (1.5) on (0,∞) that satisfy either
f ′(0) = 0 (corresponding to an even profile) or f(0) = 0 (corresponding to an odd
profile).
We consider the collection (wµ)µ≥1 of solutions of (1.19) given by Proposition 2.2.
We recall that, by Proposition 2.2 (i),
the map µ 7→ wµ is continuous [1,∞)→ C1([0, 1]). (8.1)
Next, we define
f˜µ(r) = r
− 2
αwµ(r
−2) (8.2)
for r > 0. It follows that f˜µ is a solution of the profile equation (1.5) and that
f˜µ(1) = wµ(1), f˜
′
µ(1) = −2w′µ(1)−
2
α
wµ(1). (8.3)
Moreover, since N = 1, equation (1.5) is not singular at r = 0, so that f˜µ can be
extended to a solution of (1.5) for all r ∈ R. (This follows from an obvious energy
argument.) One deduces easily by using (8.1) and (8.3) that
the map µ 7→ f˜µ is continuous [1,∞)→ C1([0, 1]). (8.4)
Thus we see that the study of wµ on [0,∞) is equivalent to the study of wµ on
[0, 1] and the study of f˜µ on [0, 1], The problem is therefore reduced to compact
intervals, which considerably simplifies the analysis.
Since N = 1, we have λ1 =
1
α
, λ2 =
1
α
+ 12 , β < 0, and λ2 > λ1 > 0. In
particular, unlike in the case N ≥ 3, s−λ1 decays more slowly than s−λ2 , and also
represents the generic behavior as s → ∞ of solutions of (1.19). Consequently, in
this section we define
L2(µ) = lim
s→∞
sλ1wµ(s) = lim
s→∞
s
1
αwµ(s) (8.5)
and
L1(µ) = lim
s→∞ s
λ2wµ(s) = lim
s→∞ s
1
α
+ 12wµ(s) (8.6)
whenever these limits exist.
Remark 8.1. The following properties are simple consequences of the above ob-
servation.
(i) Since both wµ and f˜µ have only a finite number of zeros on the compact
interval [0, 1], it follows from (8.2) that wµ has at most a finite number of
zeros on [0,∞). This gives a quick proof of Proposition 2.2 (vi) in the case
N = 1. Recall that the possible zero of f˜µ at r = 0 is not counted in N˜(µ),
where N˜(µ) is given by (2.6).
(ii) Formula (8.2) implies
f˜µ(0) = lim
r↓0
f˜µ(r) = lim
s→∞
s
1
αwµ(s).
Therefore, the limit (8.5) exists and
L2(µ) = f˜µ(0). (8.7)
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Since f˜µ(0) depends continuously on µ, L2 is continuous [1,∞) → R. In
addition,
f˜ ′µ(0) = lim
r↓0
f˜µ(r)− f˜µ(0)
r
= lim
s→∞
s
1
2 (s
1
αwµ(s)− L2(µ)).
Thus we see that if L2(µ) = 0, then the limit (8.6) exists and
L1(µ) = f˜ ′µ(0). (8.8)
In particular, L1(µ) 6= 0 for otherwise we would have f˜µ(0) = f˜ ′µ(0) = 0,
hence f˜µ ≡ 0.
(iii) It follows from (8.2) that
lim
r→∞
r
2
α f˜µ(r) = wµ(0) = µ ≥ 1
so that no zero of f˜µ can appear or disappear at infinity by varying µ. More-
over if r > 0, then f˜ ′µ(r) 6= 0 whenever f˜µ(r) = 0, so that no zero of f˜µ
on (0,∞) can appear or disappear by varying µ. Thus we see that N˜(µ)
can only change at a µ for which f˜µ(0) = 0, i.e. L2(µ) = 0. In particular,
if 1 ≤ µ1 < µ2, N˜(µ1) 6= N˜(µ2) and f˜µ1(0)f˜µ2(0) 6= 0, then there exists
µ ∈ (µ1, µ2) such that f˜µ(0) = 0.
(iv) It follows from Property (iii) above that if L2(µ) 6= 0, then N˜(µ) = N˜(µ) for
µ close to µ.
(v) Suppose L2(µ) = 0 (i.e. f˜µ(0) = 0), so that f˜ ′µ(0) 6= 0. Without loss of
generality we may suppose f˜ ′µ(0) > 0. It follows from (8.4) that there exist
δ, ρ > 0 such that if |µ− µ| ≤ δ, then
1
2
f˜ ′µ(0) ≤ f˜ ′µ(r) ≤ 2f˜ ′µ(0), 0 ≤ r ≤ ρ, (8.9)
|f˜µ(0)| ≤ ρ
4
f˜ ′µ(0). (8.10)
Therefore, f˜µ is increasing in [0, ρ] and
f˜µ(r) ≥ f˜µ(0) + r
2
f˜ ′µ(0) 0 ≤ r ≤ ρ. (8.11)
It follows in particular from (8.10) and (8.11) that
f˜µ(ρ) ≥ ρ
4
f˜ ′µ(0) > 0. (8.12)
If f˜µ(0) ≥ 0, then f˜µ(r) > 0 on (0, ρ] by (8.11), so that N˜(µ) = N˜(µ). If
f˜µ(0) < 0, then f˜µ has exactly one zero on (0, ρ] by (8.12) and the fact that
f˜µ is increasing, so that N˜(µ) = N˜(µ) + 1.
(vi) It follows from Properties (iv) and (v) above that Proposition 2.6 holds as well
in the case N = 1, where L2(µ) and L1(µ) are now given by (8.5) and (8.6).
In order to prepare the proof of Theorem 1.4, we make the following observation.
Lemma 8.2. Let N˜(µ) be as defined by (2.6). Set m = N˜(2) + 1,
Em = {µ ≥ 2; N˜(µ) ≥ m+ 1} (8.13)
and
µm = inf Em ∈ [2,∞) (8.14)
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for m ≥ m. It follows that Em 6= ∅ and 2 ≤ µm <∞ for all m ≥ m. Moreover, the
sequence (µm)m≥m is increasing and satisfies
µm −→
m→∞
∞, N˜(µm) = m, L2(µm) = 0. (8.15)
Proof. It follows from Proposition 2.4 that Em 6= ∅, so that 2 ≤ µm < ∞. The
remaining properties follow from the argument used in the proof of Lemma 2.7
(using Remark 8.1 (vi) where the proof of Lemma 2.7 uses Proposition 2.6). 
Proof of Theorem 1.4 (i). We consider the sequence (µm)m≥m given by Lemma 8.2.
We construct an increasing sequence (µ˜m)m≥m+1 ⊂ (1,∞) such that, with the
notation (8.2)
µ˜m −→
m→∞
∞, N˜(µ˜m) = m, f˜µ˜m(0) 6= 0, f˜ ′µ˜m(0) = 0. (8.16)
Since wµm(0) = µm > 0 and N˜(µm) = m, we deduce that (−1)mwµm(s) > 0 for s
large. Since L1(µm) 6= 0 is well defined (because L2(µm) = 0), we conclude that
(−1)mL1(µm) > 0. Therefore, it follows from (8.7) and (8.8) that
f˜µm(0) = 0, (8.17)
(−1)mf˜ ′µm(0) > 0. (8.18)
We now consider m ≥ m + 1. Note that for 1 ≤ µ < µm, we have N˜(µ) ≤ m
by (8.13)-(8.14). Since f˜ ′µm−1(0)f˜
′
µm
(0) < 0 by (8.18), the map µ 7→ f˜ ′µ(0) has at
least one zero on (µm−1, µm). We denote by µ˜m the largest such zero, and it follows
that
N˜(µ) ≤ m, µ˜m ≤ µ ≤ µm (8.19)
(−1)mf˜ ′µ(0) > 0, µ˜m < µ ≤ µm (8.20)
f˜ ′µ˜m(0) = 0. (8.21)
We claim that
N˜(µ˜m) = m. (8.22)
Assuming (8.22), the conclusion easily follows. Indeed, µm−1 < µ˜m < µm, so that
(µ˜m)m≥m+1 is increasing and µ˜m → ∞. Moreover, since f˜µ˜m 6≡ 0, (8.21) implies
that f˜µ˜m(0) 6= 0. Together with (8.22), this shows the the sequence (µ˜m)m≥m+1
has the desired properties.
We now prove (8.22). It follows from Remark 8.1 (v) that there exists ε > 0 such
that for every µm−ε ≤ µ ≤ µm, we have either (−1)mf˜µ(0) < 0 and N˜(µ) = m+1 or
(−1)mf˜µ(0) ≥ 0 and N˜(µ) = m. Applying (8.19), we deduce that (−1)mf˜µ(0) ≥ 0
and N˜(µ) = m for µm − ε ≤ µ ≤ µm. We now decrease µ, and we note that, as
long as (−1)mf˜ ′µ(0) > 0, we may keep applying Remark 8.1 (v) (if f˜µ(0) = 0) or
Remark 8.1 (iv) (if (−1)mf˜µ(0) > 0), so that (−1)mf˜µ(0) ≥ 0 and N˜(µ) = m. It
follows that (−1)mf˜ ′µ(0) > 0, (−1)mf˜µ(0) ≥ 0 and N˜(µ) = m for all µ˜m < µ ≤ µm.
Property (8.22) now follows from Remark 8.1 (iv).
We next show that there exists a map m : (0,∞) → N such that, given any
µ > 0, there exist four sequences (a±µ,m)m≥mµ ⊂ (0,∞) and (b±µ,m)m≥mµ ⊂ (−∞, 0)
satisfying Properties (i)–(iv) of Theorem 2.1. This is done exactly as in the proof
of Theorem 2.1, starting with the sequence (µ˜m)m≥m+1 defined above instead of
the sequence (µm)m≥m of Lemma 2.7.
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Finally, we may assume µ > 0 without loss of generality, and we see that the
profiles f = fa± with a
± = a±µ,m2 if m ≥ mµ is even and a
± = b±
µ,m−12
if m ≥ mµ
is odd, are two different radially symmetric solutions of (1.4) with m zeros on
[0,∞). Moreover, r 2α fa±(r)→ µ as r →∞, and it follows from [8, Proposition 3.1]
that |fa±(r)| + r|f ′a±(r)| ≤ C(1 + r2)−
1
α . Theorem 1.4 (i) is now an immediate
consequence of Lemma 2.8, where f(x) = fa±(|x|) and ω(x) ≡ µ. 
Part (ii) of Theorem 1.4 concerns odd solutions of (1.19). Therefore, given any
b ∈ R, we consider the solution gb ofg′′b +
r
2
g′b +
1
α
gb + |gb|αgb = 0 r ≥ 0
gb(0) = 0, g
′
b(0) = b.
(8.23)
The solutions gb of (8.23) have properties similar to the solutions fa of (1.5)–(1.6)
(with N = 1). We summarize some of these properties in the following proposition.
Proposition 8.3. Problem (8.23) is globally well posed,
sup
r≥0
(1 + r2)
1
α (|gb(r)| + r|g′b(r)|) <∞, (8.24)
and the limit
L1(b) = lim
r→∞
r
2
α gb(r) ∈ R (8.25)
exists, and is a continuous function of b ∈ R. Moreover, if b 6= 0, then gb has at
most finitely many zeros on (0,∞), and we set
N1(b) = the number of zeros of the function gb on (0,∞). (8.26)
If L1(b) 6= 0 for some b 6= 0, then N1 is constant in some neighborhood of b.
Proof. Let b ∈ R and let gb be the solution of (8.23). It follows from standard
energy arguments that gb exists globally. We set
zb(s) = s
− 1
α gb
( 1√
s
)
, 0 < s <∞ (8.27)
so that zb is a solution of (1.19) on (0,∞). It follows from [14, Proposition 2.4] that
zb ∈ C1([0,∞)); and so zb(0) = lims→0 zb(s) exists and is finite. Applying (8.27), we
obtain the existence and finiteness of the limit (8.25) with L1(b) = zb(0). Moreover,
|zb(s)|+ s|z′b(s)| is bounded on [0, 1], so that by (8.27), (1+ r2)
1
α (|gb(r)|+ r|g′b(r)|)
is bounded on [1,∞). Since (1+ r2) 1α (|gb(r)|+ r|g′b(r)|) is clearly bounded on [0, 1],
we obtain (8.24).
The continuous dependence of L1(b) = zb(0) on b follows from arguments in [14].
More precisely, let
σ =
1
4(γ − 1) , τ =
1√
σ
= 2
√
γ − 1 (8.28)
and note that, given any τ < T <∞, the map b 7→ gb is continuous R→ C1([τ, T ]).
Applying (8.27), this implies that, given any 0 < ε < σ,
the map b 7→ zb is continuous R→ C1([ε, σ]). (8.29)
Moreover, the map s 7→ 2s2z′b(s)2 + G(zb(s)) is nondecreasing on (0, σ) by (2.4)
and (2.5), so that zb is bounded on (0, σ) in terms of zb(σ) and z
′
b(σ). Therefore,
by (8.27),
sup
0<s<σ
|zb(s)| ≤ A(gb(τ), g′b(τ)) (8.30)
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where A is a continuous function of its arguments. Let b ∈ R. It follows from [14,
formula (2.3)] that for all 0 ≤ s ≤ σ
zb(s) =zb(σ)− σγe 14σ
(∫ σ
s
t−γe−
1
4t dt
)
z′b(σ)
− 1
4
∫ σ
s
t−γe−
1
4t
∫ σ
t
rγ−2e
1
4r g(zb(r)) drdt
(8.31)
Given b0, b ∈ R and applying (8.31), we have for all 0 ≤ s ≤ σ
|zb0(s)− zb(s)| ≤|zb0(σ) − zb(σ)|
+ σγe
1
4σ
(∫ σ
0
t−γe−
1
4t dt
)
|z′b0(σ) − z′b(σ)|
+
1
4
∫ σ
0
t−γe−
1
4t
∫ σ
t
rγ−2e
1
4r |g(zb0(r)) − g(zb(r))| drdt
Setting
C1 = σ
γe
1
4σ
∫ σ
0
t−γe−
1
4t dt <∞,
we deduce that, given any 0 < ν < σ
sup
0≤s≤σ
|zb0(s)− zb(s)| ≤ |zb0(σ)− zb(σ)| + C1|z′b0(σ)− z′b(σ)|
+
(1
4
∫ ν
0
t−γe−
1
4t
∫ σ
t
rγ−2e
1
4r drdt
)
sup
0≤r≤ν
|g(zb0(r)) − g(zb(r))|
+
(1
4
∫ σ
ν
t−γe−
1
4t
∫ σ
t
rγ−2e
1
4r drdt
)
sup
ν≤r≤σ
|g(zb0(r)) − g(zb(r))|.
We observe that (see [14, Lemma 2.1])
C2 = sup
0<s<σ
1
s
∫ s
0
t−γe−
1
4t
∫ σ
t
rγ−2e
1
4r drdt <∞
and
C3 =
∫ σ
0
t−γe−
1
4t
∫ σ
t
rγ−2e
1
4r drdt <∞
so that
sup
0≤s≤σ
|zb0(s)− zb(s)| ≤ |zb0(σ)− zb(σ)| + C1|z′b0(σ)− z′b(σ)|
+ C2ν sup
0<r<ν
|g(zb0(r)) − g(zb(r))| + C3 sup
ν<r<σ
|g(zb0(r)) − g(zb(r))|.
(8.32)
We now fix b0 ∈ R and δ > 0. We deduce from (8.29) that if η > 0 is sufficiently
small, then
sup
|b−b0|≤η
{|zb0(σ)− zb(σ)| + C1|z′b0(σ)− z′b(σ)|} ≤
δ
3
. (8.33)
Moreover, it follows from (8.30) that there exists 0 < C4 <∞ such that
sup
|b−b0|≤η
sup
0<r<σ
|g(zb0(r)) − g(zb(r))| ≤ C4, (8.34)
and we fix 0 < ν < σ sufficiently small so that
C2C4ν ≤ δ
3
. (8.35)
SIGN-CHANGING SELF-SIMILAR SOLUTIONS 41
For this fixed value of ν, it follows from (8.29) that, assuming η > 0 possibly smaller
C3 sup
ν<r<σ
|g(zb0(r)) − g(zb(r))| ≤
δ
3
. (8.36)
Estimates (8.32), (8.33), (8.34), (8.35) and (8.36) yield
sup
|b−b0|≤η
sup
0≤s≤σ
|zb0(s)− zb(s)| ≤ δ.
Therefore,
the map b 7→ zb is continuous R→ C([0, σ]). (8.37)
In particular, L1(b) = zb(0) depends continuously on b.
We next show that if b 6= 0, then gb has finitely many zeroes on (0,∞). It
is clear that gb has finitely many zeros on [0, τ ], where τ is defined by (8.28).
Applying (8.27), it remains to show that zb has finitely many zeros on [0, σ]. This
is clear if zb(0) 6= 0. Thus we now assume zb(0) = 0, and it follows from [14,
Proposition 2.7 (i)] that there exists 0 < ε ≤ σ such that z′b has at most one zero on
(0, ε), so that zb has at most two zeros on [0, ε]. Since equation (1.19) is not singular
on [ε, σ], zb has finitely many zeros on [ε, σ], which proves the desired property.
Finally, if L(b) 6= 0, i.e. zb(0) 6= 0, then if follows from (8.37) that if |b − b0| is
sufficiently small, then there exists ε > 0 such that |zb(s)| ≥ ε for all 0 ≤ s ≤ σ.
By (8.27), this means that |gb(r)| ≥ εr− 2α for r ≥ τ , with τ defined by (8.28). Since
gb has the same number of zeros as gb0 on [0, τ) for |b − b0| sufficiently small, we
deduce that N1(b) = N1(b0) provided |b− b0| sufficiently small. 
Proof of Theorem 1.4 (ii). We first claim that the sequence (µm)m≥m of Lemma 8.2
gives rise to a sequence (βm)m≥m ⊂ (0,∞) satisfying (with the notation (8.25)-
(8.26))
βm −→
m→∞
∞ (8.38)
(−1)mL1(βm) −→
m→∞
∞ (8.39)
N1(βm) = m. (8.40)
Indeed, we have wµm(0) = µm > 0. Moreover, L2(µm) = 0, so that by Re-
mark 8.1 (ii) the limit (8.6) exists and L1(µm) 6= 0. On the other hand, N˜(µm) = m,
so that (−1)mwµm(s) > 0 for s large. Thus we see that (−1)mL1(µm) > 0. We set
βm = (−1)mL1(µm),
so that
gβm(r) = (−1)mr−
2
αwµm(r
−2)
for all r > 0. Moreover N1(βm) = N˜(µm) = m, L1(βm) = (−1)mwµm(0) =
(−1)mµm. In particular, (−1)mL1(βm)→∞ asm→∞, and since L1 is continuous
[0,∞)→ R, we see that βm →∞ as m→∞. This establishes the claim.
Let µ > 0. By (8.39), we may choose an integer mµ sufficiently large so that
L1(β2m) > µ and L1(β2m−1) < −µ for all m ≥ mµ. (8.41)
It follows from Proposition 8.3 (continuity of L1) that there exist
0 < β2m−1 < c−m < β2m < c
+
m < β2m+1 (8.42)
such that
L1(c
−
m) = L1(c
+
m) = 0 and L1(c) > 0 for all c
−
m < c < c
+
m. (8.43)
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Next, since N1(β2m) = 2m (by (8.40)), we deduce from (8.42), (8.43) and Proposi-
tion 8.3 that
N1(c) = 2m for all c
−
m < c < c
+
m. (8.44)
From (8.41) and (8.43), it follows that there exist
c−m < c
−
µ,m < β2m < c
+
µ,m < c
+
m (8.45)
such that L1(c
±
µ,m) = µ. We deduce from (8.44) and (8.45) that N1(c
±
µ,m) = 2m,
and from (8.42), (8.38) and (8.45) that c±µ,m → ∞ as m → ∞. Thus we see that
the sequences (c±µ,m)m≥mµ satisfy
• c−µ,m < c+µ,m and c±µ,m →∞ as m→∞;
• L1(c±µ,m) = µ for all m ≥ mµ;
• N1(c±µ,m) = 2m for all m ≥ mµ.
By considering β2m+1 →∞ (instead of β2m), one constructs as above a sequence
(d±µ,m)m≥mµ such that
• d+µ,m < d−µ,m and d±µ,m → −∞ as m→∞;
• L1(d±µ,m) = µ for all m ≥ mµ;
• N1(d±µ,m) = 2m+ 1 for all m ≥ mµ.
Finally, we may assume µ > 0 without loss of generality, and we define g˜b± by
g˜b±(x) =
{
gb±(x) x ≥ 0
−gb±(−x) x < 0
with b± = c±µ,m2 if m ≥ mµ is even and b
± = d±
µ,m−12
if m ≥ mµ is odd. We observe
that g˜b± are two different solutions of the profile equation (1.4), which are odd and
have m zeros on (0,∞), hence 2m + 1 zeros on R. Moreover, |x| 2α g˜b±(x) → µ as
x→∞ and |x| 2α g˜b±(x)→ −µ as x→ −∞. Since (1 + |x|2) 1α (|g˜b±(x)|+ |xg˜′b±(x)|)
is bounded on R by (8.24), Theorem 1.4 (ii) now follows from Lemma 2.8, where
f = g˜b± and ω(x) = 1 for x > 0 and ω(x) = −1 for x < 0. 
Appendix A. Nonexistence of local, nonnegative solutions
As explained in the introduction, the main achievement of this paper is the con-
struction of solutions of equation (1.1) with positive initial values, i.e. µ|x|− 2α , for
which no local in time nonnegative solution exists. This last assertion is a conse-
quence of [17, Theorem 1]. However, the result in [17] only concerns nonnegative
solutions of the integral equation (1.14). On the other hand, if 0 < α ≤ 2
N
, the
solutions constructed in Theorems 1.1 and 1.4 do not satisfy the integral equation.
For completeness, we state and prove below a proposition which establishes nonex-
istence of nonnegative solutions for both classical solutions of (1.1), and solutions
of the integral equation (1.14).
Proposition A.1. Let µ > 0, α > 0 and let u0(x) = µ|x|− 2α .
(i) Suppose either 0 < α ≤ 2
N
, or else α > 2
N
and µ > µ0 where
1
µ0
= α
1
α 2−
2
απ−
N
2
∫
RN
e−|y|
2|y|− 2α dy. (A.1)
It follows that for all T > 0, there is no solution u ∈ L∞loc((0, T ), L∞(RN ))
of (1.1), u ≥ 0, which is a classical solution on (0, T ), and satisfies the initial
condition in the sense that u(t)→ u0 in L1loc(RN \ {0}).
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(ii) If α > 2
N
and µ > µ0 with µ0 defined by (A.1), then for all T > 0, there is no
measurable, almost everywhere finite, function u : (0, T ) × RN → R, u ≥ 0,
which satisfies the integral equation (1.14). (Note that all terms in (1.14) are
integrals of nonnegative, measurable functions, which are well defined, possibly
infinite.)
Proof. Suppose α > 2
N
, so that u0 ∈ L1(RN ) + L∞(RN ). It follows, since u0 is
radially symmetric, radially decreasing, and homogeneous, that
(αt)
1
α ‖et∆u0‖L∞ = (αt) 1α et∆u0(0) = α 1α e∆u0(0) = µ
µ0
(A.2)
where µ0 is defined by (A.1). Therefore, if µ > µ0, then (αt)
1
α ‖et∆u0‖L∞ > 1 for
all t > 0, and Property (ii) follows from [17, Theorem 1].
We next prove Property (i). Suppose there exist T > 0 and a solution u on (0, T )
in the sense of (i). Since u is a classical solution on (0, T ), it is also a solution of
the integral equation starting at u(τ) for 0 < τ < T , i.e.
u(t) = e(t−τ)∆u(τ) +
∫ t
τ
e(t−s)∆|u(s)|αu(s) ds (A.3)
for all 0 < τ < t < T . Suppose first α > 2
N
and µ > µ0. We deduce from [17,
Theorem 1] that for all 0 < τ < T ,
sup
0<t<T−τ
(αt)
1
α ‖et∆u(τ)‖L∞ ≤ 1.
Given a compact subset K of RN \ {0}, it follows that
sup
0<t<T−τ
(αt)
1
α ‖et∆1Ku(τ)‖L∞ ≤ 1.
Since 1Ku(τ)→ 1Ku0 as τ ↓ 0 in L1(RN ), we obtain
sup
0<t<T
(αt)
1
α ‖et∆1Ku0‖L∞ ≤ 1.
Since K ⊂⊂ RN \ {0} is arbitrary, we conclude that
sup
0<t<T
(αt)
1
α ‖et∆u0‖L∞ ≤ 1
which is in contradiction with (A.2). Suppose now 0 < α ≤ 2
N
. It follows from (A.3)
that
u(t) ≥ e(t−τ)∆u(τ) (A.4)
for all 0 < τ < t < T . We fix 0 < t < T and M > 0. Since u0 is not integrable at
x = 0, there exists 0 < ε < 1 such that if K = {ε < |x| < 1}, then et∆(1Ku0)(0) ≥
M . Since u(τ) ≥ 1Ku(τ), we have u(t, 0) ≥ e(t−τ)∆(1Ku(τ))(0) by (A.4), and we
deduce by letting τ → 0 that u(t, 0) ≥ M . Since M > 0 is arbitrary, we deduce
that u(t, 0) =∞, which is absurd. 
Appendix B. Number of oscillations of the profile
In this appendix, we comment on the smallest value of m0 possible in Theo-
rems 1.1 and 1.4, which we still call m0. Recall that by Proposition 2.4, m0 → ∞
as |µ| → ∞. In addition, we can make the following observations about m0.
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If α > 2
N
and (N − 2)α < 4, then there exist positive self-similar solutions
of (1.1). We conjecture that for every µ 6= 0 with |µ| sufficiently small, we may
take m0 = 0 in Theorem 1.1 and in Theorem 1.4 (i) and (ii).
If α ≤ 2
N
, then (1.1) does not have any global, positive solution. In particular,
the profile of any nontrivial self-similar solution must have at least one zero. It
follows that for every µ 6= 0, m0 ≥ 1 in Theorem 1.1 and in Theorem 1.4 (i). More
can be said, and we consider separately the cases N = 1 and N ≥ 2.
First consider equation (1.1) in one dimension. Suppose α ≤ 2 and let the
integer k ≥ 0 be defined by 2
k+2 < α ≤ 2k+1 . It follows from [11] that every
nontrivial solution of (1.1) must have at least k + 1 zeros on R for every t > 0.
In particular, the profile of every nontrivial self-similar solution must have at least
k+1 zeros on R. Thus we see thatm0 in Theorem 1.4 (i) and (ii) satisfiesm0 ≥ k+12
and m0 ≥ k−12 , respectively. Note that these lower estimates are independent of µ
and go to ∞ as α→ 0.
We now consider the case N ≥ 2 and we claim that for all 0 < α ≤ 2
N
there exists
an integer m(α) ≥ 1 with m(α)→∞ as α→ 0, such that m0 in Theorem 1.1 must
satisfy m0 ≥ m(α) for all µ 6= 0. Indeed, the self-similar solutions in Theorem 1.1
all have profiles which are solutions of (1.5)-(1.6) for some a 6= 0. Therefore, if we
set m(α) = inf{N(a); a 6= 0}, where N(a) is the number of zeros of the solution
of (1.5)-(1.6) (see (1.8)), then m0 in Theorem 1.1 satisfies m0 ≥ m(α) for all µ 6= 0.
We claim that
m(α)−→
α↓0
∞ (B.1)
To prove (B.1), we note that by symmetry m(α) = inf{N(a); a > 0}. Furthermore,
we may assume (N − 2)α < 2, and it follows from [19, Proposition 1] that N(a)
is a nondecreasing function of a. Thus we see that m(α) = inf{N(a); a ∈ (0, 1)}.
Given a ∈ (0, 1) and fa the solution of (1.5)-(1.6), we let z(s) = 1afa(r), where
s = α−
1
2 r, so that z(0) = 1, z′(0) = 0 and
z′′(s) +
N − 1
s
z′(s) + z(s) + α
s
2
z′(s) + αaα|z(s)|αz(s) = 0.
An obvious energy argument shows that z and z′ are bounded, uniformly in s ≥ 0,
α > 0 and in a ∈ (0, 1). In particular, α s2z′(s) + αaα|z(s)|αz(s) → 0 as α → 0,
uniformly for s bounded and a ∈ (0, 1). Since the solution Z of the limiting problem
as α → 0, i.e. Z ′′ + N−1
r
Z ′ + Z = 0, Z(0) = 1 and Z ′(0) = 0, is well known to
have infinitely many zeros on (0,∞) (see e.g. [2]), the claim (B.1) follows from a
standard perturbation argument.
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