Let G be a graph on the vertex set V = {v 1 , . . . , v n } with adjacency matrix A. For a subset S of V let e = (x 1 , . . . , x n ) T be the characteristic vector of S, that is, x = 1 if v ∈ S and x = 0 otherwise. Then the walk matrix of G for S is
W S := e, Ae, A 2 e, . . . , A n−1 e .
In this matrix the k th entry in the row corresponding to v is the number of walks of length k − 1 from v to some vertex in S.
We investigate two related problems: To what degree does a walk matrix determine the adjacency matrix of the graph, and how can walk matrices be computed from the eigenvalues and eigenvectors of the graph? The answer to the first question depends essentially on the rank of the walk matrix. For given walk matrix W = W S we define its core A W . This matrix has rank(W ) or rank(W ) − 1. We show that A = A W + N where N is a symmetric matrix with N · A W = 0. This theorem has several applications. For instance, we show that if W has rank ≥ n − 1 then the adjacency matrix can be computed from W, and this result is best possible. Similar conclusions are available in probabilistic models or if suitable assumptions on the characteristic polynomial of the graph are made. We mention applications to graph automorphisms and to isomorphism testing problems when some walk matrix has large rank.
With regard to the second question we show that W is determined by a certain eigenvector matrix E and a matrix M formed from certain eigenvalues of A that are related to the set S. In the literature these are known as the main eigenvectors and main eigenvalues of G for the given set. We show that W = E · M. In the opposite direction we show that W determines both M and E. 1 
Introduction
Let G be a graph on the vertex set V = {v 1 , . . . , v n } with adjacency matrix A. If S is a subset of V we let e = (x 1 , . . . , x n ) T be its characteristic vector, that is x = 1 if v ∈ S and x = 0 otherwise. Then the matrix W S := e, Ae, A 2 e, . . . , A n−1 e , formed by the A i e as columns, is the walk matrix of G for the set S. The name refers the fact that the entries in the row indexed by v count the number of walks in G of length 0, . . . , n − 1 from v to a vertex in S. When S = V we refer to W S as the standard walk matrix of G. Walk matrices appeared first in 1978 in Cvetcovic [3] for the case S = V and in 2012 in Godsil [11] for the general case. Apart from the obvious relevance for graph theory walk matrices play a role in control theory and other applications. Surveys about the related topics of main eigenvalues and main eigenvectors can be found in [16] . More recently walk matrices have been studied in spectral graph theory, see W. Wang [24, 25, 26] , and in particular regarding the question whether a graph is identified up to isomorphism by its spectrum, see [13] .
We are interested in two questions. Firstly, how much does a walk matrix tell us about the graph? In some cases the walk matrix says very little about the graph. For instance, it is easy to show that G is regular of valency k if and only if W V = e, ke, k 2 e, . . . , k n−1 e , a matrix of rank 1. On the other hand, if the walk matrix has large rank, then the situation is very different. We prove Theorem 1.1. Let G be a graph with walk matrix W = W S for some set S. Suppose that W has rank ≥ n − 1. Then W determines the adjacency matrix of G.
We describe an explicit algorithm which computes A from W S when W S has rank ≥ n − 1, see Theorems 5.1 and 5.7. This construction works for any set S. We note that the theorem is best possible since there are graphs G, G * with walk matrices W S = W S * of rank n − 2 but with adjacency matrices A = A * .
To reorder the vertices of the graph amounts to permuting the rows of the walk matrix. It is therefore natural to bring a walk matrix into a standard form by row operations, we may for instance use the lexicographical ordering. We denote the lex ordered version of W S by lex(W S ); clearly lex(W S ) = P · W S where P is a suitable permutation matrix, the details of the definitions can be found in Section 6. We say that W is a standard walk matrix if the set S it refers to is S = V. Theorem 1.2. Let G be a graph with standard walk matrix W and suppose that W has rank ≥ n − 1. Suppose that the graph G * has standard walk matrix W * Then G is isomorphic to G * if and only if lex(W ) = lex(W * ).
For both theorems it is essential to obtain good bounds for the rank of the walk matrix. In Corollary 4.6 we show that if the characteristic polynomial of G is irreducible then W S is invertible for any S ⊆ V. So both theorems can be applied in such situations.
There are also probabilistic results which provide the same conclusion when W is the standard walk matrix. Based on the work of Tao and Vu [19] O'Rourke and Touri [14] have shown that the standard walk matrix is invertible for almost all graphs, see Theorem 5.3 and 5.4. (Care is required to define 'almost all' appropriately.) Theorem 1.3. For almost all graphs G and G * , with standard walk matrices W and W * respectively, the following holds: G is isomorphic to G * if and only if lex(W ) = lex(W * ).
The most general result about the relationship between walk matrices and the adjacency matrix is available in Section 5. For any vertex set S with corresponding walk matrix W we define the core A W of G for S. We then have Theorem 1.4. Let G be a graph with adjacency matrix A. Let S be a set of vertices of G, with corresponding walk matrix W and core A W . Then rank(
The matrix N is determined by certain none-main eigenvalues and eigenvectors of the walk matrix of S, the details are given in Theorem 5.5
Our second concern is the walk matrix itself: How can it be computed effectively from the eigenvalues and eigenvectors of the graph? We provide a solution for this problem in terms of certain special eigenvectors and eigenvalues of the adjacency matrix of the graph. Let S is a vertex set with characteristic vector e. The key is to express e as e = e 1 + e 2 + · · · + e r , (1) where e i is an eigenvector of A with eigenvalue µ i , for i = 1, . . . , r. In the literature [16, 5] the e i and µ i are called the main eigenvectors and main eigenvalues of G for S. From (1) we form the n × r eigenvector matrix E S = e 1 , e 2 , . . . , e r .
Corresponding to the eigenvalues µ 1 , µ 2 , . . . , µ r we define the r ×n eigenvalue matrix
The basic relationship between W S , E S and M S upon which most results in this paper depend are stated in Theorems 4.4 and 4.7:
Theorem 1.5. Let G be a graph and S a set of vertices. Define W = W S , E = E S and M = M S as above. Then
Furthermore, W determines E and M.
All graphs in this paper are finite, undirected and without loops or multiple edges. In Section 2 we discuss some of the basics needed for spectral decompositions. Section 3 introduces main eigenvectors and main eigenvalues. Sections 4 to 6 contain the main material with examples of certain graphs given in the Appendix.
Polynomials and Spectral Decomposition
Let G be a graph on the vertex set
The characteristic polynomial of G is the characteristic polynomial of A, thus
where I denotes the n × n identity matrix. The roots of this polynomial are the eigenvalues of G; these are all real since A is symmetric. The spectrum σ(G) of G is the collection σ(G) = [λ 1 , λ 2 , . . . , λ n ] of all eigenvalues of G. The distinct eigenvalues of G are denoted µ 1 , µ 2 , . . . , µ s for a certain s ≤ n. The smallest field K with Q ⊆ K ⊂ R that contains all eigenvalues of G is the splitting field of G. The set of all field automorphisms γ : K → K which map eigenvalues to eigenvalues forms the Galois group Gal(G) of G. We denote field automorphisms by a → a γ for a ∈ K and extend this notation to vectors, matrices and polynomials in the obvious way. For instance, A γ = (a γ ij ) = (a ij ) = A. We often use the fact that a ∈ K belongs to Q if and only if a γ = a for all γ ∈ Gal(G). A real number that is the root of an integer polynomial with leading coefficient equal to 1 is an algebraic integer. Such a number is rational if and only if it is an ordinary integer. Two algebraic integers are algebraically conjugate if they are roots of the same irreducible integer polynomial.
The monic polynomial f (x) of least degree with f (A) = 0 is the minimum polynomial of G, denoted min G (x). Since A is symmetric we have
Since (min G (A)) γ = min γ G (A) = 0 for all γ ∈ Gal(G) it follows that min G (x) = min γ G (x) and so this is an integer polynomial. Let
be factored into irreducible integer polynomials f i (x). Then two eigenvalues µ and µ * of G are algebraically conjugate if and only if they are roots of the same polynomial f i (x) for some 1 ≤ i ≤ . From Galois theory [17] we have Theorem 2.1. The orbits of Gal(G) on the spectrum of G are the equivalence classes of algebraically conjugate eigenvalues of G.
Clearly, each A i is symmetric and its coefficients belong to K. The following result on symmetric matrices can be found in many books [7, 12, 10] on linear algebra. It is usually stated for matrices over the reals but for us it is essential that all computations are over K and so these are quantities on which Gal(G) acts. The following can be found in many books, including [5] .
Lemma 2.2. Let A be the adjacency matrix of G with distinct eigenvalues µ 1 , . . . , µ s and define A i as above for 1 ≤ i ≤ s. Let I denote the identity matrix. Then (i) A 2 i = A i and A i A j = 0 for all i = j ∈ {1, . . . , s},
The A i are the minimum idempotents or orthogonal idempotents of the graph. From conditions (i) and (ii) it is easy to compute all powers of A. In fact, we have the principal equation for A,
for all k ≥ 0.
2. We conclude that if A i x = 0 then A i x is an eigenvector of A. In particular,
is the decomposition of x into eigenvectors of A and
is the eigenspace of A for eigenvalue µ i . We can view A i as the orthogonal projection of K n onto E i . Therefore conversely, A i is determined by E i . For instance, the multiplicity of µ i in the spectrum of G is equal to dim(E i ) = trace(A i ) and so on.
Next suppose that x is an eigenvector of A for eigenvalue µ and let γ ∈ Gal(G). Then
This shows that Gal(G) also acts on the set {E 1 , . . . , E s } of all eigenspaces and hence also on the set {A 1 , . . . , A s } of all idempotents of G. One further action will be described in Section 4. We collect these facts:
Theorem 2.3 (Spectral Decomposition). Let µ 1 , . . . , µ s be the distinct eigenvalues of the graph G. Let K be its splitting field and let E 1 , . . . E s be the eigenspaces of its adjacency matrix. Then K n = E 1 ⊕ · · · ⊕ E s . For i = j there exists a field automorphism γ ∈ Gal(G) with E γ i = E j if and only if µ i is algebraically conjugate to µ j . In particular, algebraically conjugate eigenvalues have the same multiplicity and isomorphic eigenspaces.
Remarks 1. We emphasize the importance of the Galois group for the spectral decomposition of the graph; it also plays an essential role for walk matrices. In order to define its action on sets of eigenspaces and idempotents it is necessary to work over the splitting field K of char G (x), rather than R or C, which is more common. Of course, once the E i are defined as above it is possible to extend coefficients from K to R or C in the usual way, leading to the standard spectral decomposition for graph adjacency matrices over these fields. (See for instance Greub [12] .) The price to pay then however is that the action of the Galois group does not lift to the vector spaces over these larger fields.
2. Spectral decompositions provide a useful framework for discussing several equivalence relations for graphs. As is standard, the graph G on the vertex set v 1 , . . . , v n is isomorphic to the graph G on the vertex set v 1 , . . . , v n if there is a permutation π of {1, . . . , n} so that v i ∼ v j if and only if v i π ∼ v j π . This is equivalent to saying that P A = A P, for the adjacency matrices of G and G , when P is the permutation matrix representing π. Correspondingly let E π i := {P A i x | x ∈ K n }. Then G is isomorphic to G if and only if µ 1 = µ 1 , . . . , µ s = µ s after a suitable reordering and there is a permutation π of {1, . . . , n} so that E i = E π i for 1 ≤ i ≤ s.
3. The isomorphism relation can be weakened in several ways, including cospectrality: G and G are cospectral if µ 1 = µ 1 , . . . , µ s = µ s after a suitable reordering and dim(E i ) = dim(E i ) for 1 ≤ i ≤ s. Another weakening of isomorphy, and a strengthening of cospectrality, occurs when we require that µ 1 = µ 1 , . . . , µ s = µ s after a suitable reordering and that there exists a rational orthogonal matrix Q such that
(Notice, a permutation matrix is an orthogonal matrix.) Rational equivalence has been important for the investigation of co-spectral graphs, see Wang [24, 25, 26, 27] .
4.
A new equivalence relation arises when we require two graphs G and G to have the same splitting field, the same number s of distinct eigenvalues and that there exists a permutation π of {1, . . . , n} so that E i = E π i for 1 ≤ i ≤ s. We call such graphs G and G eigenspace equivalent. It is easy to see that every regular graph is eigenspace equivalent to its complement. In addition we have examples of eigenspace equivalent graphs which are not of this kind, see Appendix 7.1. It is an open problem to characterize graphs by eigenspace equivalence. 5 . In Section 6 we consider the equivalence relation that arises when two graphs have the same standard walk matrix after reordering their vertices suitably. We call such a pair of graphs walk equivalent. The results in this paper give key properties of this new equivalence relation. In those cases where the corresponding walk matrix has large rank it turns out that walk equivalence is close to isomorphism. In other cases, when the corresponding walk matrix has small rank, walk equivalence is quite weak. For instance, any two k-regular graphs are walk equivalent. This feature of walk equivalence is captured by the core A W of a walk matrix which we define in Section 5. Walk equivalence is shown to be a blend of the 'same eigenvalues' and the 'same eigenvector' equivalence relations.
Projections and Main Eigenvalues
We assume that G is a graph on the vertex set V = {v 1 , . . . , v n } with s distinct eigenvalues µ 1 , . . . , µ s and splitting field K. Let A 1 , . . . , A s be the orthogonal idempotents of G and let E 1 , . . . , E s be its eigenspaces. Each A i can be viewed as an orthogonal projection K n → E i .
If S is a subset of V then the characteristic vector of S is the column vector x S := (x 1 , . . . , x n ) T ∈ K n where x = 1 if v ∈ S and x = 0 otherwise. We say that a vector x ∈ K n is rational if all its entries are rational, in other words, x ∈ Q n . It is important for us that characteristic vectors are rational. We are interested in the projections A i x of x onto E i for 1 ≤ i ≤ s when x is the characteristic vectors of a set of vertices, or more generally, a rational vector in K n .
Definition: Let e ∈ K n be a rational vector and let µ i ∈ {µ 1 , ..., µ s }. Then µ i is a main eigenvalue for e if A i e = 0. In this case e i := A i e is the main eigenvector for e and µ i . Any non-zero scalar multiple of e i is a main eigenvector for µ i , or just main for µ i . Note that e i indeed is an eigenvector of A since
Another common definition in the literature [3, 16] states that µ i is a main eigenvalue if E i contains a vector that is not perpendicular to e. These two definitions are equivalent:
Lemma 3.1. The eigenvalue µ i is a main eigenvalues for e if and only if E i contains a vector that is not perpendicular to e.
Proof: Clearly, A i e belongs to E i , and if A i e = 0 then e T (A i e) = e T (A 2 i e) = (A i e) T (A i e) = 0 by Lemma 2.2. Conversely, suppose that A i a is not perpendicular to e for some a ∈ K n . Thus 0 = (A i a) T e = a T (A i e) and so A i e = 0 is main.
2
The notion of main eigenvalues and eigenvectors is due to Cvetkovic [3] . In the original setting e = x V is the all 1-vector, and we refer to this situation as the standard case. However, the main eigenvalues and main eigenvectors for arbitrary characteristic vectors e S are important as they contain essential information about S and how it is embedded in the graph. This general case was first considered in Godsil [11] . We will show that the case of an arbitrary set S ⊆ V, and indeed, of an arbitrary rational vector x ∈ K n , can be treated in the same way as the standard case. The analysis of main eigenvalues and main eigenvectors is guided by the analysis of projections of rational vectors onto the eigenspaces of the graph.
Versions of the Lemmas 3.2, 3.3 and 3.4 below for the standard case can be found in Cvetkovic [3] , Teranishi [20] , Rowlinson [16] and Godsil [10] . As the proofs are very short we will include these for convenience.
For the remainder we fix the rational vector e = 0 in K n . The first step is to reorder the eigenvalues µ 1 , . . . , µ s so that Then µ * is an eigenvalue of G. Furthermore, if e is a rational vector in K n then µ is main for e if and only if µ * is main for e. In particular, the set of all main eigenvalues and the set of all non-main eigenvalues for e are unions of Gal(G)-orbits on the spectrum of G.
Proof: Since µ is a root of char G (x) it is a root of an irreducible factor of char G (x). The algebraic conjugates of µ are all the roots of the same factor and so are eigenvalues of G. Suppose that µ = µ i and let γ be an automorphism of K with µ γ i = µ * = µ j for some j. Since e γ = e we have (A i e) γ = A j e and so A i e = 0 if and only if A j e = 0. 2
This lemma brings us to several related actions of the Galois group of the graph. Lemma 3.3. Let e = 0 be a rational vector in K n and let e 1 , . . . , e r be the main eigenvectors with main eigenvalues µ 1 , . . . , µ r for e. Then (i) e = e 1 + · · · + e r is the decomposition of e into eigenvectors of A, and (ii) the map e i → e γ i defines an action of Gal(G) on {e 1 , . . . , e r }.
Proof: The first statement follows from Lemma 2.2(ii) and the fact that A j e = 0 for all r < j ≤ s. For the second statement let γ ∈ Gal(G). Since e is rational we have e = e γ = e γ 1 + · · · + e γ r from the first part. By Theorems 2.1 and 2.3 and Lemma 3.2 the expression e = e γ 1 + · · · + e γ r is the same decomposition of e into eigenspace components, up to reordering the summands. Hence e γ i ∈ {e 1 , . . . , e r } for all 1 ≤ i ≤ r.
The main polynomial of G for e is defined as
. Clearly this is a divisor of the minimum polynomial of G. We have Lemma 3.4. For any rational e the main polynomial main e G (x) is an integer polynomial. It is the unique monic polynomial f (x) of least degree such that f (A)(e) = 0.
In ring theoretic terms main e G (x) is the A-annihilator of e and as such divides the minimum polynomial of A. 2. The Galois group of the graph depends only on its characteristic polynomial and its action on K n is given by the action of Gal(G) as permutations on a certain basis of K over Q. (Take suitable monomials in the µ 1 , . . . , µ s .) Therefore the action on main eigenvectors in Lemma 3.3 is explicit from the characteristic polynomial.
3. We have seen that the irreducibility of graph polynomials and the action of the Galois group are related to essential graph properties. In the literature there are many paper in which the irreducibility problem is considered from a probabilistic point of view, see [2, 6, 15, 22] . In the following we say that a property holds for almost all graphs if the probability for the property to hold as a function of the degree n of the graph tends to 1 as n tends to ∞. We have the following Conjecture: For almost all graphs G the Galois group of the characteristic polynomial of G is the symmetric group Sym(n) where n is the degree of G. In particular, the characteristic polynomial of G is irreducible.
In fact, already the transitivity of Gal(G) implies that the characteristic polynomial of G is irreducible. The conjecture is supported by many direct computations and by a theorem of van der Waerden [21] . It states that for almost all monic integer polynomials the Galois group is isomorphic to Sym(n), where n is the degree of the polynomial. For recent papers on the Galois group of integers polynomials see Dietmann [6] and for the irreducibility problem see [15] .
In the following elementary example we compute several relevant polynomials and the Galois group of the graph.
Example: The graph G in Figure 1 on the vertices V = {1, 2, 3, 4} has characteristic polynomial char
where the second factor is irreducible over Q. We compute the main polynomial for the characteristic vector for several subsets of V. 
. For e = (0, 0, 1, 0) T and = (0, 0, 0, 1) T we have main 3
The Galois group of G is Sym(1) × Sym (3), fixing the rational root and permuting the three irrational roots of x 3 − 2x 2 − 3x + 1 as the symmetric group of degree 3; this is easy to work out from first principles. In general, if the characteristic polynomial factors into irreducibles of moderately low degree then computational systems such as GAP or SNAPE can be used to find the Galois group of the graph effectively.
Walk Matrices
Let v 1 , . . . , v n be the vertices of G and let k ≥ 0 be an integer. A walk of length k in G is a sequence of vertices w = (u 0 , u 1 , . . . , u k ) with u i ∈ V such that u i−1 ∼ u i for i = 1, 2, . . . , k. (These vertices are not necessarily distinct.) We say for short that w is a k-walk from u 0 to u k , and that theses vertices are the ends of w. Let A be the adjacency matrix of G. It is well-known, see for instance [10, 1] , that the (i, j)-entry of A k is the total number of k-walks from v i to v j . The following can be verified easily, we leave this to the reader: Proposition 4.1. Let S be a subset of V with characteristic vector e := x S and let 0 ≤ k ≤ n. Then for all 1 ≤ j ≤ n the j-th entry of A k e is the total number of k-walks from v j to some vertex in S.
Definition: Let S be a subset of V with characteristic vector e := x S . Then the walk matrix of G for S is the n × n matrix whose columns are e, Ae, A 2 e, ... , A n−1 e, thus W S := e, Ae, A 2 e, ... , A n−1 e .
In particular, the j th row of W S states the number of walks of length 0, . . . , n − 1 from v j ending at a vertex in S. When S = V we refer to W S as the standard walk matrix of G.
For convenience we extend this notation:
where n k is the number of all k-walks in G with both ends in S.
Remark:
A matrix which is constant along the anti-diagonals as in (iii) is a Hankel matrix, see [7] . 
Therefore the corresponding entry of X is a T A k T · A c = a T A k+ c. This is the number of (k + )-walks from a to c.
Example: We return to the graph G in Figure 1 For other cases consider e = (1, 0, 0, 0), e = (0, 1, 0, 0), e = (0, 0, 1, 0) or e = (0, 0, 0, 1).
Here we obtain the corresponding walk matrices
We have rank(W V ) = 3 = rank(W {1} ) = rank(W {2} ) and rank(W {3} ) = 4 = rank(W {4} ). Note that the rank of the walk matrix equals the degree of the corresponding main polynomial; we shall prove that this always the case. Observe that
To lighten the burden on the notation we implement the following convention for sets of vertices, eigenvalues and matrices:
H(S) : S is a non-empty subset of the vertex set V of G. We denote by e := x S the characteristic vector of S, reorder the eigenvalues of G and find r := r e such that µ 1 , . . . , µ r are all main eigenvalues while µ r+1 , . . . , µ s are all non-main eigenvalues for e. In particular, main e G (x) has degree r. Denote the main eigenvectors for e by e := A e for 1 ≤ ≤ r. We suppress the reference to e unless a confusion could arise. In particular, we write main G (x) = main e G (x) and
Next let the main eigenvector matrix E for S be the n × r matrix whose columns are the main eigenvectors, E = e 1 , .., e r .
We also need matrices of eigenvalue for S, as follows.
This is called the [i, j]-main eigenvalue matrix, note that the definition makes sense for arbitrary i ≤ j. Note also that M [i,j] , main G (x) and the main eigenvalues all determine one another when i < j or when i = j is odd. (For i = j = 0 the sign of the eigenvalue may be determined from other information, in some cases.) The r × r matrix M := M [0,r−1] is the main eigenvalue matrix. Recall, this definition refers to a specific rational vector e ∈ K. The rank of main eigenvalue matrices is easy to determine. Proof: Fix some k with i ≤ k ≤ j. Note that A e = 0 for r < ≤ s. Therefore the principal equation (4) gives
A k e = µ k 1 e 1 + · · · + µ k r e r + 0 + · · · + 0 .
This expression is equal to the (k +1) st column on the right hand side of the equation, as required. 2
Remarks: 1. Recall the earlier comment, in most cases M [i,j] is determined by one or two of its columns. The main information about W is therefore carried by E.
In the proof of Lemma 4.3 we noted that Gal(G) acts on the rows of M.
Here note in addition that Gal(G) also acts on the columns of E, by Lemma 3.3(ii). Viewed as orthogonal matrices these two actions however cancel each other so that Gal(G) does not act on W = EM any longer. However, Gal(G) does act on the K-vector space spanned by the columns of W.
Theorem 4.5. Let S be a subset of V and assume H(S). Then the main eigenvectors e 1 , . . . , e r for e S are a basis of the K-vector space spanned by the columns of W. In particular, W has rank r.
As a special case, using Lemma 3.5 we have the following corollary, Corollary 4.6. Suppose that the characteristic polynomial of G is irreducible. Let W be the walk matrix of G for some vertex set S. Then W is invertible.
Proof of Theorem 4.5: Let X be the vector space over K generated by the columns of W. By Lemma 4.3 the matrix M [0,r−1] has rank r and so there is a right inverse M with M [0,r−1] · M = I r . Therefore E = W · M by Theorem 4.4 and so each e i is a linear combination of columns of W. Hence e 1 , . . . , e r belong to X. Since e 1 , . . . , e r are orthogonal to each other they are linearly independent. Theorem 4.4 implies that W has rank at most r and so e 1 , . . . , e r is a basis of X over K. 
Hence they have the same main eigenvalues. But computation shows that their main eigenvectors are different. Another pair of this kind are the graphs labelled No. 92 and No. 96 in [4] .
We also have examples of graphs with S = V = V * and matrices E = E * but M = M * . Trivial examples occur for pairs of regular graphs of the same degree but with different valencies. For non-regular graphs with the same main eigenvectors but different main eigenvalues see Appendix 7.2.
In the following, if A and B are graph quantities, we say that 'A determines B' if there is an algorithm with input A and output B which is independent of the graph. In Theorem 4.4 we have seen that E and M determine W. Also the converse is true; we distinguish two cases. [1,r] . It follows from Theorem 4.5 that e is a linear combination of the columns of W [1,r] , say e = f 1 A 1 e + f 2 A 2 e + · · · + f r A r e .
Now if we put f (x) := −1 + f 1 x + f 2 x 2 + · · · + f r x r then f (A)e = 0. It follows from Lemma 3.4 that f r = 0 and that main G (x) = f −1 r f (x). Therefore the main eigenvalues µ 1 , . . . , µ r are determined, hence M = M [0,r−1] and so also M [0,n−1] are now known. From W [1,r] we form W [0,r−1] (by adding e as first column and cancelling the last column of W [1,r] ) and hence Lemma 4.3(iii) and Theorem 4.4 gives E = W [0,r−1] ·M −1 . Using Theorem 4.4 once more we obtain W = E · M [0,n−1] . Finally notice that S and W [1,r] give W [0,r−1] , and conversely, W [0,r−1] determines S and W [1,r] 
where c n−1 = µ 1 + µ 2 + · · · + µ n = trace(A) = 0. Thus −A n = c 0 I + c 1 A + · · · + c n−2 A n−2 + c n−1 A n−1 = c 0 I + c 1 A + · · · + c n−2 A n−2 (10) so that −A n e = c 0 e + c 1 Ae + · · · + c n−2 A n−2 e = W [0,n−2] · c T (11) where c := (c 0 , c 1 , ..., c n−2 ). Since W = W [0,n−1] is given we can compute the walk numbers n n , n n+1 , . . . , n 2n−2 in Proposition 4.2(iii). (These are (n − 1) entries from row 2 to row n in the last column of W T [0,n−1] W [0,n−1] .) Therefore, if w := (n n , n n+1 , . . . , n 2n−2 ), then
by Proposition 4.2(iii). Taking (11) and (12) together we have 
From Walk Matrix to Adjacency Matrix
Here we investigate to what degree the walk matrix of the graph determines its adjacency matrix. We find that much of the discussion is independent of the particular choice of the vertex set S for which the walk matrix is considered. We assume throughout that S is an arbitrary non-empty set of vertices and we apply the conventions H(S) for S from the last section. In particular, W is the walk matrix for S.
(One exception appears in Theorem 5.7 when there is a restriction on S.) The following is a prototype of the kind of results we are interested in. [1,n] . Hence
is determined by the walk matrix of G. 2
Example: We return to the graph G in Figure 1 . Notice that the standard walk matrix W V has rank 3 while the walk matrices W {3} and W {4} have rank 4. The theorem applies to W {3} and W {4} , and so each determines the adjacency matrix of G. Below we will show that the conclusion of Theorem 5.1 also holds when W has rank equal to |V | − 1. So also the other walk matrices for G determine its adjacency matrix.
At first sight the assumption that W is invertible appears to be quite strong. On closer inspection however the opposite is the case, at least in a probabilistic sense. We say that G is an Erdös-Rényi random graph G(n, p) if the vertex set of G has size n and if any two vertices are joined by an edge with probability p, independent of all other edges.
The first observation concerns the characteristic polynomial of G(n, 1 2 ) random graphs. It has been conjectured by V. Vu and Ph. Wood that for such random graphs this polynomial is irreducible with high probability, see [22] , [23] , recall our earlier discussion about the Galois group of the graph. Some results about the irreducibility of characteristic polynomials are available in [15] .
Theorem 5.2. Let W be the walk matrix of G for some set S of vertices of G. Suppose that the characteristic polynomial of G is irreducible. Then W determines the adjacency matrix of G.
Proof: This follows from Corollary 4.6.
Another probabilistic result concerns the standard walk matrix of a graph. Based on the work of Tao and Vu [19] the likelihood for the standard walk matrix of a graph to be invertible has been determined by O'Rourke and Touri [14] .
Theorem 5.3.
[ [14] ] Let G be an Erdös-Rényi graph G(n, 1 2 ) and let α > 0. Then there is a constant c > 0 so that the standard walk matrix of G has rank n with probability at least 1 − cn −α .
We say that a property holds for almost all graphs, or almost always, if the probability for the property to hold, as a function of the degree n of the graph, tends to 1 as n tends to ∞. From Theorems 5.1 and 5.3 we draw one of the main conclusions of this paper:
Theorem 5.4. For almost all graphs the standard walk matrix determines the adjacency matrix of the graph.
Remarks: 1. We conjecture that Theorem 5.3 remains true for the walk matrix obtained from an arbitrary set of vertices. If this conjecture holds we would be able to conclude that for almost all graphs any walk matrix determines the adjacency matrix of the graph. Other application then include algorithms for isomorphism testing based on walk matrices for arbitrary vertex sets, see Section 6.
2.
A stronger version is the conjecture that for almost all graphs whose eigenvalues are all distinct the following is true: If V is the vertex set of the graph then there is some set S ⊆ V such that W S is invertible. We have some evidence for this conjecture but a proof is not yet available.
Next we consider the case when the walk matrix is not invertible. This happens if and only if there are eigenvectors which are not main eigenvectors. We now analyze this situation.
Assume that the walk matrix W = W S of G for the vertex set S ⊆ V satisfies r = rank W < |V |. We let µ 1 , . . . , µ r be the main eigenvalues and let e 1 , . . . , e r be the corresponding main eigenvectors. Let λ r+1 , . . . , λ n be the remaining non-main eigenvalues with eigenvectors f r+1 , . . . , f n ∈ K n .
To avoid any confusion: it may happen that µ i = λ j for some i, j. Indeed, this will be the case precisely when the eigenspace for µ i has dimension > 1. In this case we take f j perpendicular to e i. It follows that the f for r + 1 ≤ ≤ n are orthogonal to the columns of W. In addition we can select the f to be an orthonormal set. Hence f r+1 , . . . , f n is an orthonormal basis of ker(W T ).
Next consider the matrix
Since W [0,r−1] has rank r by Theorem 4.5 we conclude from (15) that W is invertible; the inverse is given as follows. Since W [0,r−1] has rank r it follows that W T [0,r−1] W [0,r−1] is invertible and so we put
, a matrix of size r × n. Next let
and verify that W · W = I n by using (15) . When we compute W · W = I n we obtain the equation
The matrix f j · f T j is the projection of K n onto the hyperplane with normal f j and so the sum on the left represents the eigenspace decomposition of ker(W T ). From (16) we have A · W = W [1,r] λ r+1 f r+1 , λ r+2 f r+2 , . . . , λ n f n , see also Proposition 4.2(i), and therefore
Alternatively, this equation can be derived from (18) by multiplying by A.
Theorem 5.5. Suppose that the graph G has walk matrix W for some set S ⊆ V. Suppose that r := rank ≤ n = |V | and that λ r+1 , . . . , λ n are the non-main eigenvalues of G. Then the adjacency matrix of G is given by
where f r+1 , . . . , f n is an orthonormal basis of ker W T consisting of the non-main eigenvectors of G, that is Af j = λ j f j for r < j ≤ n.
Proof: For r = n the theorem follows from Theorem 5.1 and for r < n the result follows from (19) . Definition: Let S be a (non-empty) set of vertices of the graph G and let W = W S be the corresponding walk matrix of G for S. Then
, the W-core of A, or just core of G, for S.
We note some properties of this matrix.
Proposition 5.6. Let G be a graph on the vertex set V with adjacency matrix A. Suppose S ⊆ V and let A W be the W -core of A for S. Then A W is a symmetric matrix with eigenbasis e 1 , . . . , e r , f r+1 , . . . f n and eigenvalues µ 1 , . . . , µ r , 0, . . . , 0. In particular, (i) rank A W = r if 0 is not a main eigenvalue for S and rank A W = r − 1 otherwise; (ii) A · A W = A W · A; (iii) if X denotes the K-vector space spanned by the columns of W then {A W · x | x ∈ K} ⊆ X with equality if and only if 0 is not a main eigenvalue for S.
Proof:
Since A and f j · f T j are symmetric also A W is symmetric. It is straightforward to verify from (19) that e 1 , . . . , e r , f r+1 , . . . , f n is an eigenbasis for the given eigenvalues. To prove (i) notice that the main eigenvalues are always distinct. Verify (ii) on the given basis. For (iii) notice that A W · x is a linear combination of the columns of W [1,r] . The remainder follows from (i). Remarks: 1. We give some examples for cores. One extremal situation is the case
This happens if and only if all eigenvalues of G are main for S. As we have seen at the beginning of this section, this holds almost always for S = V. It also holds for arbitrary S when the characteristic polynomial of G is irreducible. The other extreme occurs when A W has rank 1. This happens for instance when G is regular and S = V. Here, if the degree of G is k, then A [W ] = k n J where J is the matrix with all entries equal to 1.
2.
A upper bound for the rank of A W that is independent of S is the number of distinct eigenvalues of the graph. This number is an upper bound for the degree of any main polynomial of the graph, and hence for the rank of A W by the first part of the proposition.
3. With regard to Proposition 5.6(ii), one may ask for conditions which imply that A W is a polynomial in A. Each eigenmatrix of G has this property and from this it follows that A W is a polynomial in A if and only if each main eigenvalue for S occurs with multiplicity 1 in the spectrum of the graph.
We give some applications of Theorem 5.5 when the rank of some walk matrix of the graph is equal to |V | − 1 or |V | − 2.
Theorem 5.7. Let G be a graph with walk matrix W for some subset S of V. Suppose that rank(W ) = |V | − 1. Then W determines the adjacency matrix of G.
Proof: Let f n be a non-main eigenvector of G with eigenvalues λ n . Then f n · f T n is determined by W according to (18) . By Theorem 4.7 the main eigenvalues µ 1 , . . . , µ n−1 are determined by W and so λ n = −µ 1 − · · · − µ n−1 is known. Now A can be determined by Theorem 5.5.
Remark: A graph G as in this theorem has at least n − 1 distinct eigenvalues. In Godsil [9, 11] it is shown that graphs with this property are spectrally vertex reconstructible.
Theorem 5.8. Let G be a graph with walk matrix W for some S ⊆ V. Suppose that rank(W ) = |V | − 2. Assume that (a) S = V or (b) S = ∅ is arbitrary and the number of edges of G is given. Then W determines all eigenvalues of G. Let λ n−1 and λ n be the two non-main eigenvalues of G.
(i) If λ n−1 = λ n then W determines the adjacency matrix of G.
(ii) If λ n−1 = λ n then W determines the adjacency matrix of at most two distinct graphs G and G * with walk matrix W.
Remarks: 1. The exception in (ii) does occur, an example is given in Appendix 7.3. Here we obtained two different adjacency matrices of size 8 with the same walk matrix of rank 6. In this particular example the corresponding graphs are however isomorphic. We conjecture that the two graphs in (ii) of the theorem are indeed always isomorphic.
2. The next cases to consider are graphs G with walk matrix W of rank |V | − 3 or |V | − 4. For rank(W ) = |V | − 3 we have no example of a pair of adjacency matrices (whose graphs are isomorphic or otherwise) with the same walk matrix. For rank(W ) = |V | − 4 we have several pairs of non-isomorphic graphs of order 9 with the same walk matrix of rank 5. One example of this kind is given in Appendix 7.4.
Proof of Theorem 5.8: By Theorem 4.7 W determines M and hence the main polynomial, say main(x) = x n−2 + a 1 x n−3 + · · · + a n−3 x + a n−2 .
Let λ n−1 and λ n be the two non-main eigenvalues and put
Therefore, when
gives
where m is the number of edges of G. (We are using the well-known fact that −c n−2 always is the number of edges of the graph, see [1, 10] .) Under the assumption (a) the column W [1, 1] determines the vertex degrees and from these we determine m.
Under assumption (b) this information is given anyhow. Therefore b 1 = −a 1 and b 2 = a 2 1 − a 2 − m and so the two non-main eigenvalues λ n−1,n = a 1 ± 4(a 2 + m) − 3a 2 1 2 .
of G are determined by W and m.
Next let f n−1 and f n be non-main eigenvectors of G for the eigenvalues λ n−1 and λ n . Then f n−1 · f T n−1 + f n · f T n is determined by W according to (18) . If λ n−1 = λ n we can determine A by Theorem 5.5.
It remains to consider the case λ n−1 = λ n . Here we write
using (18) . Furthermore, from (19) we obtain
In this equation W [1,r] ·W † +λ n−1 (I n −W [0,r−1] ·W † ) is known and so we let w 1 , . . . , w n be the entries on the diagonal of that matrix. Similarly, denote the diagonal entries of f n · f T n by f 2 n,1 , . . . , f 2 n,n where f n = (f n,1 , . . . , f n,n ) T . Since the diagonal entries of A are zero we have −(λ n − λ n−1 ) −1 w i = f 2 n,i for i = 1, . . . , n.
Recall that f n is a unit vector in the kernel of W T . This space has dimension 2 and so f n depends on one parameter t, i.e. an angle of rotation. The equation (22) consists of a system of quadratic equations for t and therefore it has at most two solutions.
Hence there are at most two options for f n . Finally return to (21) to determine A. 2
Walk Equivalence
It is natural to study pairs of graphs which have the same walk matrix for some suitable vertex sets. We have the following characterisation in terms of the core of the adjacency matrix. It remains to show that (iii) implies (ii). Let r and r * be the rank of W and W * respectively. By Proposition 5.6 the condition A W = A * W * implies r * = r or r * = r+1, without loss of generality. First suppose that r * = r when the proposition implies µ * i = µ i and e * i = c i e i with certain coefficients c i ∈ K, for 1 ≤ i ≤ r. Since S = S * we have x S = i e i = x S * = i e * i = i c i e i and hence e * i = e i for 1 ≤ i ≤ r. Thus (ii) holds in this case. Next suppose that r * = r + 1 when µ * i = µ i and e * i = c i e i with certain coefficients c i ∈ K, for 1 ≤ i ≤ r, and e r * = c r * f r+1 , say. Since S = S * we have x S = r i=1 e i = x S * = r i=1 e * i + e r * = i c i e i + e r * . This implies e r * = 0, a contradiction. Hence (iii) implies (ii).
Clearly, it is essential to be able to reorder the vertices of a graph and change all associated matrices accordingly. Let V = {v 1 , . . . , v n } be the vertices of G and let Sym n be the symmetric group on {1, 2, . . . , n}. For g ∈ Sym n we denote g : i → i g for i = 1, . . . n. From this we obtain permutations of the elements and subsets of V by setting g : v i → v g i := v i g for i = 1, . . . n and g :
The same permutation gives rise to a new adjacency relation ∼ g and a new graph G * = G g by setting v g ∼ g u g if and only if v ∼ u in G. In this way g defines an isomorphism g : G → G * , denoted G G * .
With g we associate an n × n permutation matrix P = P (g) with the property that for all 1 ≤ i ≤ we have v j = v g i if and only if v j = P · v i . (Here v i is the characteristic vector of v i , etc..) It then follows that P · x T = x T g for all T ⊆ V. In the next lemma we apply the convention H from Section 4, its proof is left to the reader. Lemma 6.2. Let G and G * be graphs on the vertex sets V and V * with walk matrices W and W * defined for certain S ⊆ V and S * ⊆ V * , respectively. Suppose that g ∈ Sym(n) is a permutation for which G g = G * and S g = S * ; let P = P (g). Then (i) e * j = P e j for all 1 ≤ j ≤ r * = r, e * = P e and W * = P · W ; (ii) A * = P AP T ;
Definition: Let G and G * be graphs on the vertex sets V and V * , respectively, and let S ⊆ V and S * ⊆ V * . Denote the corresponding walk matrices by W and W * . Then (G, S) is walk equivalent to (G * , S * ), denoted (G, S) ∼ (G * , S * ), if there is a permutation matrix P such that W * = P · W. If (G, S) ∼ (G * , S * ) and S = V then G is walk equivalent to G * , denoted G ∼ G * .
Remarks: 1. If we have W * = P · W as in the definition then S * is given by e * = P · e, the first column of W * . From this one shows easily that ∼ indeed is an equivalence relation. To be precise, it is a relation for graphs with a distinguished vertex set, it turns into an equivalence relation on graphs per se when S = V.
2. If G is isomorphic to G * via the permutation g then it follows from Lemma 6.2 that (G, S) ∼ (G * , S * ) for any S ⊆ V when we set S * = S g . Conversely however, walk equivalence does not imply isomorphism without further assumptions. For instance, if G and G * are regular graphs with the same valency then G ∼ G * , with no further information. Furthermore, if G ∼ G * then we can not In order to keep track of the reordering it is useful to append the 'vector' L := (v 1 , . . . , v n ) T as last column to W, obtaining
The matrix QW ‡ = lex(W ‡ ) then is the vertex lex-form of W.
Example: The graph G in Figure 1 
from which it follows that the reordering permutation is (v 3 , v 1 , v 4 )(v 2 ). Theorem 6.3. Let G and G * be graphs and suppose that there is a subset S of vertices of G such that W S has rank ≥ |V | − 1. Then G is isomorphic to G * if and only if (G, S) ∼ (G * , S * ) for some vertex set S * of G * . Furthermore, if G is isomorphic to G * then the isomorphism is determined uniquely from the lex forms of W S and W S * , unless W S has a repeated row when there are two isomorphisms.
Proof: If G is isomorphic to G * via the map g ∈ Sym(n) the result follows from Lemma 6.2 and Remark 2 above, taking S * = S g . Conversely, let g ∈ Sym(n) such that P (g)W = W * where W = W S and W * = W S * . Consider the graph H = G g . By Lemma 6.2 its walk matrix is P (g)W = W * . Hence H and G * have the same walk matrix. As the rank of W * is ≥ n − 1 it follows from Theorems 5.1 and 5.7 that H and G * have the same adjacency matrix. Hence H = G * and so G is isomorphic to G * . Suppose that P (h)W = lex(W ) = P (h * )W * for the corresponding reordering permutations h and h * . It follows that P (h) = P (h * )P (g) and so g = (h * ) −1 h. If the rows of W (and hence W * ) are pairwise distinct then h and h * are unique, see Remark 3 above. If W has repeated rows then there is exactly one pair of repeated rows since rank(W ) ≥ n − 1 by assumption. In this case g = (h * ) −1 h is unique up to the transposition interchanging these rows.
2 .
The following is a special case of Theorem 6.3:
Corollary 6.4. Let G be a graph on the vertex set V and let S, S * be subsets of V. Suppose that W S has rank ≥ |V | − 1. Then there is an automorphism g of G with S g = S * if and only if lex(W S ) = lex(W S * ).
Then G is isomorphic to G * if and only if (G, S) ∼ (G * , S * ) for some vertex set S * of G * . Furthermore, if G is isomorphic to G * the Example: In Section 4 we have seen that the graph in Figure 1 has walk matrices These matrices are lex-equivalent and so the Corollary implies that some automorphism of G interchanges 3 and 4.
Proofs of Theorem 1.2 and 1.3: These results follow from Theorems 6.3 and 5.3. 2
Appendix
We give details and examples of graphs and walk matrices with particular features mentioned in earlier sections.
Appendix 7.1: The following are two non-isomorphic graphs G and G * on 8 vertices with the same eigenspaces. Let G and G * be the graphs shown in Fig. 7 .1 with adjacency matrices A and A * . Let
It is straightforward to verify that T −1 AT = diag(6, −2, 0, 0, 0, 0, −2, −2), T −1 A * T = diag(5, −3, −1, −1, −1, −1, 1, 1). Therefore the columns of T are simultaneous eigenvectors of G and G * . Hence G and G * are eigenspace equivalent but not isomorphic. In this case the graphs for A and A * are isomorphic to each other. This graph is drawn in Figure 7 Figure 7 .4 have the same walk matrix of rank n − 4 = 5, see also [8] . 
