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Abstract
A novel criterion for the global robust stability of Hopfield-type interval neural networks with delay is presented. An example
showing the effectiveness of the present criterion is given.
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1. Introduction
This paper deals with the delayed neural network model defined by the following state equations:
x˙(t) = −Cx(t)+ Af (x(t))+ Bf (x(t − τ))+ u (1)
or
dxi (t)
dt
= −ci xi (t)+
n∑
j=1
ai j f j (x j (t))+
n∑
j=1
bi j f j (x j (t − τ))+ ui , i = 1, 2, . . . , n, (2)
where x(t) = [x1(t) x2(t) · · · xn(t)]T is the state vector associated with the neurons, C = diag(c1, c2, . . . , cn)
is a positive diagonal matrix (ci > 0, i = 1, 2, . . . , n), A = (ai j )n×n and B = (bi j )n×n are the connection
weight and the delayed connection weight matrices, respectively, u = [u1 u2 · · · un]T is a constant external
input vector, τ is the transmission delay, the f j , j = 1, 2, . . . , n, are the activation functions, f (x(·)) =[
f1(x1(·)) f2(x2(·)) · · · fn(xn(·))
]T, and the superscript ‘T’ to any vector (or matrix) denotes the transpose of
that vector (or matrix). The activation functions are assumed to satisfy the following restrictions:∣∣ f j (ξ)∣∣ ≤ M j ∀ξ ∈ R; M j > 0, j = 1, 2, . . . , n (3)
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and
0 ≤ f j (ξ1)− f j (ξ2)
ξ1 − ξ2 ≤ L j j = 1, 2, . . . , n (4)
for each ξ1, ξ2 ∈ R, ξ1 6= ξ2, where L j are positive constants. Such activation functions ensure the existence of an
equilibrium point for Eq. (1) [1]. The quantities ci , ai j , and bi j may be considered as intervalized as follows:
CI := [C,C] =
{
C = diag(ci ) : C ≤ C ≤ C, i.e., ci ≤ ci ≤ c¯i , i = 1, 2, . . . , n
}
(5)
AI := [A,A] =
{
A = (ai j )n×n : A ≤ A ≤ A, i.e., ai j ≤ ai j ≤ a¯i j , i, j = 1, 2, . . . , n
}
(6)
BI := [B,B] =
{
B = (bi j )n×n : B ≤ B ≤ B, i.e., bi j ≤ bi j ≤ b¯i j , i, j = 1, 2, . . . , n
}
. (7)
Definition. The system given by Eq. (1) with the parameter ranges defined by Eqs. (5)–(7) is globally robustly stable
if the unique equilibrium point x∗ = [x∗1 x∗2 · · · x∗n ]T of the system is globally asymptotically stable for all
C ∈ CI , A ∈ AI , B ∈ BI .
In the following, F > 0 denotes that the matrix F is symmetric positive definite. If W is a matrix, its norm ‖W‖2
is defined as ‖W‖2 = sup { ‖Wx‖ : ‖x‖ = 1} =
√
λmax(WTW), where λmax(WTW) denotes the maximum eigenvalue
ofWTW.
The problem of global asymptotic stability of Eq. (1) has generated considerable interest. For a sample of literature
on the subject, the reader is referred to [1–28] and the references cited therein. The problem of global robust stability
of Eq. (1) with the intervalized parameters given by Eqs. (5)–(7) has also received considerable attention [1–13]. In
this paper, we present a novel criterion for the global robust stability of Eq. (1) with Eqs. (5)–(7). An example showing
the effectiveness of the present criterion is given.
2. The criterion
Define
A∗ =
(
a∗i j
)
n×n = (A+ A)/2, A∗ =
(
a∗i j
)
n×n = (A− A)/2. (8)
Let the interval given by Eq. (6) be divided into the following two equal intervals:
AII := [A,A∗] =
{
A = (ai j )n×n : A ≤ A ≤ A∗, i.e., ai j ≤ ai j ≤ a∗i j , i, j = 1, 2, . . . , n
}
(9)
AIII := [A∗,A] =
{
A = (ai j )n×n : A∗ ≤ A ≤ A, i.e. , a∗i j ≤ ai j ≤ ai j , i, j = 1, 2, . . . , n
}
. (10)
Define the symmetric matrix SI =
{
sIi j
}
n×n as
sIi j =
{−2a∗i i , if i = j−aˆi j , if i 6= j
}
, aˆi j = max
{ ∣∣∣a∗i j + a∗j i ∣∣∣ , ∣∣∣ai j + a j i ∣∣∣} (11)
and the symmetric matrix SII =
{
sIIi j
}
n×n as
sIIi j =
{−2ai i , if i = j
−a˜i j , if i 6= j
}
, a˜i j = max
{ ∣∣ai j + a j i ∣∣ , ∣∣∣a∗i j + a∗j i ∣∣∣} . (12)
The main result is given in the following theorem.
V. Singh / Journal of Computational and Applied Mathematics 221 (2008) 219–225 221
Theorem 1. Under the conditions given by Eqs. (3)–(7), Eq. (1) is globally robustly stable if there are positive
constants β1 and β2 satisfying the following:
QI =
 2 cmLM I + SI − β1I −(∥∥B∗∥∥2 + ‖B∗‖2)I
−(∥∥B∗∥∥2 + ‖B∗‖2)I β1I
 > 0, (13)
QII =
 2 cmLM I + SII − β2I −(∥∥B∗∥∥2 + ‖B∗‖2)I
−(∥∥B∗∥∥2 + ‖B∗‖2)I β2I
 > 0, (14)
where B∗ = (B+ B)/2, B∗ = (B− B)/2, cm = mini {ci }, LM = maxi {L i }, and I denotes the n × n identity matrix.
Proof. Consider the problem of global robust stability of Eq. (1) with Eqs. (5), (9) and (7) and also the problem of
global robust stability of Eq. (1) with Eqs. (5), (10) and (7). Clearly, solving these two problems is equivalent to
solving the original problem of global robust stability of Eq. (1) with Eqs. (5)–(7). Note that if A belongs to the set
AI given by Eq. (6), then this means that A belongs to either the set AII given by Eq. (9) or the set A
II
I given by Eq.
(10). Following [9], if there is a β1 > 0 satisfying Eq. (13), then Eq. (1) with Eqs. (5), (9) and (7) is globally robustly
stable and if there is a β2 > 0 satisfying Eq. (14), then Eq. (1) with Eqs. (5), (10) and (7) is globally robustly stable.
This completes the proof of Theorem 1. 
Remark. Eq. (13) is linear in the unknown constant β1 (free parameter), i.e., Eq. (13) is a linear matrix inequality
(LMI). Similarly, Eq. (14) is a LMI. These LMIs can be solved using the celebrated LMI toolbox [29,30] which has
the built-in feature of guaranteeing the existence or nonexistence, whichever is the case, of the prevailing unknown
constants.
3. Example
Consider a second-order DNN characterized by
A =
[−1 −2
0 −2
]
, A =
[ −2 −3
−2.2 −3
]
, B = B =
[
0.1 0
0 0.1
]
,
C = C =
[
1 0
0 1
]
, L1 = L2 = 1. (15)
We will first apply some existing criteria [5–9]. The main results of [5–9] are the following:
Theorem 2 ([5]). Under the conditions given by Eqs. (3)–(7), Eq. (1) is globally robustly stable if
S > 0, (16a)
2
cm
LM
− 1− (∥∥B∗∥∥2 + ‖B∗‖2)2 ≥ 0, (16b)
where the symmetric matrix S = {si j}n×n is defined by
si j =
{−2ai i , if i = j
− ^a i j , if i 6= j
}
, ^a i j = max
{ ∣∣ai j + a j i ∣∣ , ∣∣∣ai j + a j i ∣∣∣} . (17)
Theorem 3 ([6]). Under the conditions given by Eqs. (3)–(7), Eq. (1) is globally robustly stable if there are a
positive diagonal matrix P = diag(p1, p2, . . . , pn), p1 > 0, p2 > 0, . . . , pn > 0, and a positive definite matrix
D = DT = {di j}n×n > 0 such that
T > 0, (18a)(‖B∗‖2 + ∥∥B∗∥∥2)2 ≤ (2β − ‖D‖2)/ (‖P‖22 ∥∥∥D−1∥∥∥2) , (18b)
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where β = mini
{
pici/L i
}
and T = {ti j}n×n is a symmetric matrix defined by
ti j =
{−2piai i , if i = j
− _a i j , if i 6= j
}
, _a i j = max
{ ∣∣piai j + p ja j i ∣∣ , ∣∣∣piai j + p ja j i ∣∣∣} . (19)
Theorem 4 ([7]). Under the conditions given by Eqs. (3)–(7), Eq. (1) is globally robustly stable if there are a
positive diagonal matrix P = diag(p1, p2, . . . , pn), p1 > 0, p2 > 0, . . . , pn > 0, and a positive definite matrix
D = DT = {di j}n×n > 0 such that[
2
cm
LM
P− PU − UTP− D −PV
−VTP D
]
> 0, (20)
where U = {ui j}n×n is a matrix defined by
ui j =
{
ai i , if i = j
max
(∣∣∣ai j ∣∣∣ , ∣∣ai j ∣∣) , if i 6= j
}
(21)
and the matrix V = {vi j}n×n is given by
vi j = max
(∣∣∣bi j ∣∣∣ , ∣∣b¯i j ∣∣) . (22)
Theorem 5 ([8]). Under the conditions given by Eqs. (3)–(7), Eq. (1) is globally robustly stable if there is a positive
diagonal matrix P = diag(p1, p2, . . . , pn), p1 > 0, p2 > 0, . . . , pn > 0, such that
2βI + T − 2 ‖P‖2 (
∥∥B∗∥∥2 + ‖B∗‖2)I > 0. (23)
Theorem 6 ([8]). Under the conditions given by Eqs. (3)–(7), Eq. (1) is globally robustly stable if
(cm/LM )−
(∥∥A∗∥∥2 + ‖A∗‖2 + ∥∥B∗∥∥2 + ‖B∗‖2) > 0. (24)
Theorem 7 ([9]). Under the conditions given by Eqs. (3)–(7), Eq. (1) is globally robustly stable if there is a positive
constant β such that 2 cmLM I + S− βI −(∥∥B∗∥∥2 + ‖B∗‖2)I
−(∥∥B∗∥∥2 + ‖B∗‖2)I βI
 > 0. (25)
For the example given by Eq. (15), the matrix S becomes
S =
[
2 −5.2
−5.2 4
]
. (26)
Clearly, Eq. (16a) is violated in this example. The matrix T becomes
T =
[
2p1 −|3p1 + 2.2p2|
−|3p1 + 2.2p2| 4p2
]
. (27)
From Eq. (27) one can see that Eq. (18a) is violated for all p1 > 0, p2 > 0 in this example. For this example, one has
2
cm
LM
P− PU − UTP =
[
4p1 −3p1 − 2.2p2
−3p1 − 2.2p2 6p2
]
. (28)
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Note that 2(cm/LM )P − PU − UTP > 0 is a necessary condition for Eq. (20) to hold. From Eq. (28) it is easy to
observe that there do not exist p1 > 0, p2 > 0 to satisfy the condition 2(cm/LM )P−PU−UTP > 0 in this example.
In this example, one obtains
2βI + T =
[
4p1 −|3p1 + 2.2p2|
−|3p1 + 2.2p2| 2p1 + 4p2
]
, if p1 ≤ p2 (29)
and
2βI + T =
[
2p1 + 2p2 −|3p1 + 2.2p2|
−|3p1 + 2.2p2| 6p2
]
, if p2 ≤ p1. (30)
Note that 2βI + T is required to be positive definite for Eq. (23) to hold. From Eqs. (29) and (30) it can easily be
verified that there do not exist p1 > 0, p2 > 0 to satisfy the condition 2βI + T > 0 in this example. In the example
under consideration, (cm/LM ) = 1, ‖A∗‖2 = 3.987, ‖A∗‖2 = 1.383, ‖B∗‖2 = 0.1, ‖B∗‖2 = 0. Clearly, Eq. (24) is
violated in this example. Finally, one obtains
2
cm
LM
I + S =
[
4 −5.2
−5.2 6
]
. (31)
For Eq. (25) to hold 2 (cm/LM ) I + S should necessarily be positive definite, which clearly is not the case in this
example.
Summarizing the above, each of Theorems 2–7 fails to verify the global robust stability in this example.
Let β1 = β2 = 0.5. Then the matrices QI and QII in Eqs. (13) and (14) become
QI =

4.5 −5.2 −0.1 0
−5.2 6.5 0 −0.1
−0.1 0 0.5 0
0 −0.1 0 0.5
 (32)
and
QII =

3.5 −3.6 −0.1 0
−3.6 5.5 0 −0.1
−0.1 0 0.5 0
0 −0.1 0 0.5
 , (33)
respectively. The matrices in Eqs. (32) and (33) are positive definite. Thus Theorem 1 affirms the global robust stability
in this example.
For numerical simulation, we consider two specific examples presented below.
Example 1. Consider the following model belonging to Eq. (15):
A =
[−1.5 −2.5
−1.1 −2.5
]
, B =
[
0.1 0
0 0.1
]
, C =
[
1 0
0 1
]
, L1 = L2 = 1, (34)
where fi (x) = (1/2)(|x + 1| − |x − 1|) (i = 1, 2). The following three cases are given: case 1 with the initial
state (ϕ1(t), ϕ2(t)) = (0.2, 0.3) for t ∈ [−1.0, 0]; case 2 with the initial state (ϕ1(t), ϕ2(t)) = (−1.0, 1.0) for
t ∈ [−1.0, 0]; case 3 with the initial state (ϕ1(t), ϕ2(t)) = (−0.1, 0.6) for t ∈ [−1.0, 0]; Fig. 1 depicts the time
responses of the state variables of x1(t) and x2(t) with step h = 0.05 and input vector u = (1.0, 0.5)T. It confirms
that the proposed criterion leads to the unique stable solution for the model.
Example 2. Consider the model given by
A =
[ −1 −3
−2.2 −2
]
, B =
[
0.1 0
0 0.1
]
, C =
[
1 0
0 1
]
, L1 = L2 = 1, (35)
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Fig. 1. Transient response of state variable x1(t) and x2(t) in Example 1.
Fig. 2. Transient response of state variables x1(t) and x2(t) in Example 2.
which belongs to Eq. (15). Let fi (x) = (1/2)(|x + 1| − |x − 1|) (i = 1, 2). The following three cases are
considered: case 1 with the initial state (ϕ1(t), ϕ2(t)) = (0.4, −0.3) for t ∈ [−1.0, 0]; case 2 with the initial state
(ϕ1(t), ϕ2(t)) = (−0.8, 1.0) for t ∈ [−1.0, 0]; case 3 with the initial state (ϕ1(t), ϕ2(t)) = (0.2, 0.7) for t ∈
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[−1.0, 0]; Fig. 2 depicts the time responses of the state variables of x1(t) and x2(t) with step h = 0.1 and input vector
u = (0.5, 1.0)T. It confirms that the proposed criterion leads to the unique stable solution for the model.
4. Conclusion
A criterion for the global robust stability of a class of interval DNNs has been presented. The criterion is in marked
contrast to the existing criteria. The usefulness of the criterion for obtaining new global robust stability results is
illustrated with the help of an example.
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