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ABSTRACT
HAW CHENG: A Photometric Study of the Dwarf Spheroidal Galaxies Leo IV and Boötes
II
(Under the direction of Bruce W. Carney)
A photometric study of the ultra-faint dwarf (UFD) galaxies Leo IV and Boötes II in
the V and IC filters is here presented. The age of Leo IV relative to M92 was derived by
fitting of Dartmouth isochrones, by a “standard” VHBTO method, and by the V
HB
TO method
of VandenBerg et al. 2013. The age of Boötes II relative to M92 was derived by fitting of
Dartmouth isochrones. Leo IV is found to be between 2 to 2.5 Gyr younger than M92 by
these three methods. It is found to be predominantly old and metal poor and is well fit by
isochrones of [Fe/H] = −2.46 and [α/Fe] = 0.2 and 0.4. An age spread with a plausible
value of ∼ 2 Gyr cannot be ruled out. A 10 Gyr old synthetic horizontal branch with [Fe/H]
= −1.70 and [α/Fe] of 0.2 is fit to Leo IV’s red horizontal branch (RHB). The good fit
of this model and its matching isochrone to Leo IV’s CMD suggests that the RHB is real
and not an observational artifact as proposed by Okamoto et al. 2012. Two RRab Lyraes
previously observed by Moretti et al. 2009 were observed in Leo IV. One of the stars, V1,
is observed to exhibit the Blazhko effect. No further RR Lyraes were uncovered in Leo IV.
Comparison of the horizontal branch’s observed V magnitude to the absolute magnitudes
of the RR Lyraes yields a distance modulus of (m−M)0 = 21.01 ± 0.07, in good agreement
with previous studies. Leo IV’s possible population of blue stragglers is found to show no
signs of central concentration, though this study’s sample and spatial coverage are too small
for any detailed spatial distribution study. Boötes II’s CMD is found to be consistent with
that of a single age, mono-metallicity system. It is well fit by isochrones of [Fe/H] = −1.79
and [α/Fe] = 0.2 and 0.4. Boötes II is found to be between 0.5 to 1.5 Gyr younger than M92.
iii
Distance was left as a free parameter in the fits. Boötes II is found to have distance modulus
(m−M)0 lying between 18.02 to 18.15, in good agreement with previous studies. A single
RRab Lyrae is discovered in Boötes II.
iv
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CHAPTER 1: INTRODUCTION
1.1 Oh Satellites, Where Art Thou?
Our Local Group of galaxies, by virtue of proximity and therefore accessibility, remains
one of the most well studied galaxy groups. It provides a key observational standard against
which to test theories of galaxy and structure formation. Any theory of structure formation
must reproduce the properties of the Local Group.
In 1999, the Local Group was known to possess 38 members (Mateo 1998). Of these,
three are massive spirals : the Milky Way, Andromeda (M31), and Triangulum (M33). Dwarf
galaxies constitute the rest. By far the most numerous of these are the dwarf spheroidals,
with dwarf ellipticals, dwarf irregulars, and galaxies intermediate to these types making up
the remainder. Eleven of these satellites are bound directly to the Milky Way (nine dwarf
spheroidals and the irregular Magellanic Clouds, though this is not uncontroversial in the
case of the Clouds (Besla et al. 2007).)
ΛCDM is the currently accepted paradigm of cosmological structure formation (the
theory’s initials point to what it states are the dominant components of the universe’s energy
density - “CDM” is cold dark matter, and Λ is Einstein’s cosmological constant.) Structure
formation occurs hierarchically in this theory, with smaller dark matter halos merging to
form larger ones. Galaxies are the luminous baryonic components embedded in the centers
of these halos. The largest, which host galaxies such as the Milky Way, are expected to sport
satellite systems of smaller subhalos which host the dwarf galaxies.
The N-body ΛCDM simulations of Klypin et al. 1999 and Moore et al. 1999 predicted
an order of magnitude more satellites for the Local Group than were then known. Klypin
et al. 1999 predicted that the Milky Way should possess 50 satellites, with 300 for the
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Local Group as a whole. This rather alarming shortfall was dubbed the “missing satellite
problem”.
A possible answer to the problem arrived in the discovery of the ultra-faint dwarfs
(UFDs). The first of these faintest of dwarf spheroidal galaxies was discovered in 2005 by
Willman et al., who ran automated searches for overdensities of red giants through Sloan
Digital Sky Survey (SDSS) data. Since then, a total of 17 additional Milky Way companions
have been uncovered by such searches, all but one (the UFD candidate Crater) through
SDSS data (Zucker et al. 2006a, Belokurov et al. 2007, Koposov et al. 2007, Walsh et al.
2007, Belokurov et al. 2008, Belokurov et al. 2009, Grillmair 2009, Belokurov et al. 2010,
Belokurov et al. 2014). The total Local Group census currently stands at 76 (McConnachie
2012, Belokurov et al. 2014).
SDSS covers approximately one quarter of the sky. This suggests that the remaining
three quarters harbor approximately another 50 or so undiscovered dwarfs, closing the gap
between observations and ΛCDM predictions. Unfortunately, it is not that simple.
Recent high resolution cosmological simulations both confirm the 1999 results and
predict vastly greater numbers of dark matter subhalos. Klypin et al. 1999’s simulations
were complete down to vcirc of approximately 20 km/s. (For practical reasons, circular
velocity vcirc, or alternatively its maximum within a given radius vmax, is the preferred
method of quantifying the size of dark matter halos in cosmological simulations. According
to the vmax-to-bound-mass relation of Springel et al. 2008, a circular velocity of 20 km/s
corresponds to a bound mass of approximately 4 × 108 M.) That study’s predictions are
for the number of dark matter subhalos with vcirc greater than 20 km/s.
The Aquarius (Springel et al. 2008), Via Lactea I & II (Diemand et al. 2007 and Diemand
et al. 2008), and GHALO (Stadel et al. 2009) confirm the 1999 predictions for the number
of subhalos at vcirc of 20 km/s. However, these simulations probe subhalo masses down to
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∼ 2 km/s, corresponding to bound masses of ∼ 105 M. They find the cumulative number
of subhalos to be ∼ 105.
Tollerud et al. 2008 calculated the observational incompleteness of Milky Way satel-
lites in SDSS. They corrected for both sky coverage and luminosity bias, assuming the
spatial distribution of satellites found in Via Lactea I. The study concluded that there are
approximately 400 Milky Way satellites that cannot be detected in SDSS. This happens to
correspond very closely to the number of Milky Way subhalos predicted at vmax ≈ 10 km/s
(bound mass of ∼ 106 M) by all three of the aforementioned high resolution simulations.
While that might be an encouraging sign, it is also not clear that smaller subhalos do not in
fact form galaxies (Kravtsov 2010).
A possible solution to the missing satellites problem involves astrophysical mechanisms
which work to suppress star formation in possibly the large majority of dark matter halos,
leaving them dark. Most of these work by injecting energy into the baryonic component,
removing gas before star formation can occur : cosmic reionization, supernova feedback, the
photodissociation of H2 (which acts as coolant for such systems.) Ram pressure stripping of
subhalos by larger host halos can also work to remove gas and halt or prevent star formation.
These mechanisms in conjunction with observational incompleteness potentially resolve the
missing satellites problem. Alternatively, the solution might require modifications to current
descriptions of dark matter. (See the reviews of Kravtsov 2010 and references therein for
details.)
Whatever the case, the dwarf spheroidal galaxies, as by far the most numerous of the
observed satellites, constitute an important piece of the puzzle. Their star formation histories
should show the imprints of any mechanisms which serve to suppress galaxy formation.
Their elemental abundances, in turn, can shed light on their star formation histories.
One key question concerning the dwarf spheroidal galaxies is whether the Milky Way’s
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halo was built up by the accretion of satellites like them. The ages of the dSphs, including
the UFDs, relative to the age of the halo, are an important aspect of this issue. If the halo was
built up from dark matter halos like those which host the dSphs, then it would be reasonable
to believe that their stellar populations should have similar ages given similar composition.
This thesis aids in the exploration of this matter by deriving the ages of Leo IV and
Boötes II relative to the old, metal poor Milky Way globular cluster M92. Only two dSphs,
Fornax and Sagittarius, have been observed to host globular clusters, so it is not thought that
the Galactic globular clusters were accreted from systems like the dSphs. Rather, globular
clusters, as self contained stellar systems within the MW halo, are relatively easy to study
and age date. Therefore, the oldest and most metal poor among them provide an upper limit
to the age of the halo. The ages of Leo IV and Boötes II relative to M92 thus provide age
comparisons with one of the clusters key to defining that upper limit. Once this relative age
is in hand, it will also enable comparisons with the rest of the Milky Way’s globular clusters.
(Just as importantly, relative ages are, practically speaking, more reliable than absolute ages,
a matter which will be taken up in a later chapter.)
This dissertation proceeds as follows. Following this Introduction, Chapter 2 gives
observational details, including observing tables. Data reduction is described in Chapter 3,
photometry in Chapter 4. Chapter 5 presents color magnitude diagrams (CMDs) and RR
Lyrae variability curves for Leo IV and Boötes II as well as a discussion of Leo IV’s blue
straggler population. It also details the process of filtering out questionable data to produced
the final, cleaned-up CMDs. Chapter 6 does two things. First, it discusses M92 and presents
the work done to obtain its age. Secondly, in the process, the chapter discusses the methods
of age determination used, methods which were also applied to Leo IV and Boötes II. This
includes a detailed discussion of the Dartmouth and Victoria-Regina isochrones as well as
two versions of the ΔVHBTO method of age dating. General issues involved in isochrone fitting
are also discussed, including distance determination. Chapters 7 and 8 present and discuss
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age determination results for Leo IV and Boötes II, respectively, and discuss and explore
possibilities for their star formation histories. Finally, Chapter 9 discusses the implications
of these results vis à vis the hierarchical formation of the Galactic halo from accretion of
dSph-like systems.
This Introduction will continue with a brief account of the dSphs and UFDs. In the
course of doing so, a brief digression be taken into the subject of isochrones, the single most
important tool astronomers possess for age dating and deriving the star formation histories
of stellar populations. Background on Leo IV and Boötes II will then be discussed.
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1.2 The Dwarf Spheroidal Galaxies
The unassuming dwarf spheroidal galaxies (dSphs) are so diffuse that they hardly appear
to be galaxies (or anything at all, really) when inspected by eye in images. They appear
instead to be regions of slightly enhanced stellar density (Fig. 1.1.) Yet their reality as
distinct systems is clearly confirmed by photometric and kinematic studies (see the review
of Mateo 1998 and references therein.) DSph stellar density contours are elliptical - hence
the “spheroidal” portion of the moniker. By contrast, dwarf elliptical galaxies (dE’s) such
as the Andromeda satellite M32, while also elliptical, possess compact, dense cores. As
such, they are immediately identifiable as a different class of objects than the dSphs (not to
mention immediately identifiable as objects at all.)
Dwarf spheroidal galaxies are gas poor, show no signs of recent star formation, and
lack angular momentum. In these respects, they are diametric opposites to dwarf irregular
galaxies (dIrr’s) such as the Magellanic Clouds, which show strong signs of not just re-
cent but ongoing star formation. The stellar populations of dSphs are predominantly old
and intermediate age. The pre-SDSS “classical” dSphs possess both, while the UFDs are
nearly exclusively old. Dwarf ellipticals are also gas poor, lack angular momentum, and are
dominated by old and intermediate age populations, but recent star formation is observed.
The dIrr’s possess old, intermediate age, and young populations. The reader is referred to
the reviews of Mateo 1998, Grebel 2001, Tolstoy et al. 2009, Belokurov 2013, and the next
section for details and references.
The UFDs extend the dSph class of galaxies to significantly fainter/lower ranges of
absolute magnitude MV , surface brightness µV , and radius than occupied by the classical
dSphs (Tolstoy et al. 2009). While UFDs like Canes Venatici I are clearly galaxy-size,
others have dimmer MV , lower µV , and smaller r1/2 (half light radius) than many globular
clusters. This is illustrated by Fig. 1.2, reproduced from Walsh et al. 2008. The Galactic
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Figure 1.1: Fig.1 of Smecker-Hane et al. 1994, a B band montage of the Carina dwarf
spheroidal galaxy. Carina’s half light radius is 5.7 arcminutes (McConnachie 2012). Repro-
duced by permission of the AAS.
globular clusters and the dSphs (classical and UFDs) occupy distinct bands in the MV -r1/2
plane, bands which intersect in the region occupied by the dimmest UFDs with the smallest
radii. This begs the question : are the UFDs galaxies or star clusters?
Follow-up radial velocity studies of UFDs have found M/L (mass-to-light ratios) of
hundreds or even thousands of solar masses per solar luminosity for the large majority, con-
firming their status as dark matter dominated dSphs rather than baryonic matter dominated
clusters (Simon & Geha 2007 - hereafter Sim07, Kirby et al. 2008). A minority, such as
Boötes II (§1.6), retain a somewhat uncertain classification because of the inability to satis-
factorily determine their M/L from their small number of bright stars. Even they, however,
7
Figure 1.2: Fig. 8 of Walsh et al. 2008. The original caption reads : “Size-luminosity plot
of known Galactic satellites. The previous position of Boötes II is shown in gray along
with the region bounded by the uncertainties in rh and MV . Values for the new Milky Way
satellites are taken from Martin et al. (2008). Globular cluster properties are from Harris
(1996). Dotted lines show lines of constant surface brightness.” Walsh et al. use “rh” for
half light radius. Elsewhere in this thesis half light radius is referred to as r1/2. Reproduced
by permission of the AAS.
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are generally thought to be dSphs. Koch et al. 2009, for instance, constrained Boötes II’s
M/L to 98, with lower and upper limits of 84 and 420, based on tidal arguments (§1.6).
Before moving on to a discussion of the abundances and star formation histories of
the dSphs, a brief digression will be taken to discuss isochrones, that most crucial tool for
deriving star formation histories.
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1.3 Isochrones
1.3.1 Isochrones as Stellar Populations
“Isochrone” is a word constructed from Greek iso, “equal”, and chronos, “time”. From
this etymology one gets the essential idea of isochrones as stellar population models : an
isochrone is a model of a population of stars of uniform age (and for the sake of simplicity,
of uniform composition as well.) While even globular clusters are not remotely such simple
populations (though we formerly thought them to be - see the review of Gratton et al. 2012),
isochrones have proven to be of immense value in understanding a range of stellar systems.
Figure 1.3 shows fits of Dartmouth isochrones to the color-magnitude diagram (CMD)
of globular cluster M92 from Dotter et al. 2007. These fits show us that M92’s population
is consistent with a stellar population that is 13.5 Gyr old with [Fe/H] of −2.3 (modulo
distance and reddening uncertainties, also modulo model uncertainties - see §6.1 through
§6.2.)
Figures 1.5 through 1.7 illustrate how isochrones tell us these things. The CMD of M92
with stellar evolutionary sequences labeled is plotted in Fig. 1.4 for illustration.
All stars begin life on the main sequence (MS) burning hydrogen in their cores. As that
core hydrogen is exhausted, hydrogen fusion commences in a shell around the core and the
star moves off of the MS and onto the subgiant branch (SGB). Figure 1.5 shows that the
clearest indication of the age of a stellar population is the position of its main sequence
turnoff (MSTO), the point where this transition between the MS and SGB is occurring.
The main sequence is a mass sequence - more massive stars are further up (brighter) and
to the left (bluer). A more massive star has a greater central pressure than a less massive star
of the same composition because the layers above the core of the more massive star possess
greater mass and therefore weight than the layers above the core of a less massive star. This
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Figure 1.3: Fits of Dartmouth isochrones to M92 from Dotter et al. 2007. The two panels
are for the two different synthetic color transformations available for the isochrones (§6.2.4).
Reproduced by permission of the AAS.
greater pressure leads to greater temperature and density, and therefore to higher nuclear
reaction rates. The greater luminosity in turn, produces a higher effective temperature Teff
and therefore a bluer color.
Because of their higher nuclear reaction rates, more massive stars exhaust their core
hydrogen more quickly than less massive stars. They thus make the transition from the main
sequence to the subgiant phase first. Therefore the location of the MSTO travels down a
main sequence towards less massive stars with the passage of time, and this can be used to
date a stellar population.
Isochrones of the same age but differing [Fe/H] and [α/Fe] are plotted in Figures 1.6 and
1.7. The most obvious differences between isochrones of different compositions are that
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 M92 & Isochrones
Horizontal Branch
Asymptotic 
Giant Branch
Main Sequence
Red Giant Branch
Subgiant Branch
Figure 1.4: CMD of globular cluster M92 with Dartmouth isochrone (red) and synthetic
horizontal branch (indigo) overplotted in order to highlight major evolutionary sequences.
[Fe/H] = −2.31 and [α/Fe] = 0.2 for the models. The isochrone is that of a 14.5 Gyr old
population. The M92 data is from Paust et al. 2007 (Nathaniel Paust, private communica-
tion).
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Figure 1.5: Plots of Dartmouth isochrones (Dotter et al. 2007, Dotter et al. 2008) of varying
age.
the isochrones with greater heavy element abundances, both in terms of [Fe/H] and [α/Fe],
are located lower (dimmer) and to the right (redder) in a CMD, and have red giant branches
(RGBs) that are less nearly vertical and curve more.
If one compares the main sequences of two isochrones of differing composition in these
plots, it is tempting to conclude that the more heavy element-rich main sequence contains
stars which are brighter and/or redder than their more heavy element-poor counterparts,
13
Figure 1.6: Plots of Dartmouth isochrones (Dotter et al. 2007, Dotter et al. 2008) of varying
[Fe/H]. The squares and triangles on the [Fe/H] =−0.50 and 0.00 isochrones represent stars
of the same mass on the two isochrones. The triangles represent stars of mass ≈ 0.751 M,
while the squares represent stars of mass 0.793 M.
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Figure 1.7: Plots of Dartmouth isochrones (Dotter et al. 2007, Dotter et al. 2008) of varying
[α/Fe].
based on the fact that the heavy element-rich main sequence is “above” and/or to the “right”
of its heavy element-poor counterpart. But this appearance is deceptive. In fact, if one has
two main sequence stars of the same mass but different metallicities, the more metal-poor
one will be both brighter and bluer. Fig. 1.6 shows this for main sequence stars of two
different masses.
To understand why this is so, consider a simple class of stellar models in which pressure
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P is proportional to a power of density ρ :
P = Kρ
n+1
n (1.1)
These models are called polytropes. The constant K depends upon the nature of the poly-
trope.
If one further assumes that n = 3 and that the opacity of the stellar material obeys a
Kramer’s opacity law
k = k0ρT
−3.5 (1.2)
where k0 is a function of composition (Clayton 1983), then one has what is termed the
“standard model" because of its good match to the properties of the Sun. For such a model,
the luminosity obeys the following relation (Clayton 1983, Carney & Harris 1998) :
LMS ∝ µ
7.5M5.5
k0
(1.3)
where µ is mean molecular weight, M is the total stellar mass, and “MS” stands for “main
sequence”.
A star with a greater abundance of heavy elements has both a higher mean molecular
weight µ and a higher opacity. The former works to increase the luminosity while the latter
works to decrease it. It turns out that a given change in composition produces a much
larger change in k0 than in µ. Thus it is the denominator that wins, and a star with a greater
abundance of heavy elements will be dimmer than a star of the same mass with a lower
heavy element abundance. The lower luminosity of such a star will also lead to a lower
effective temperature and therefore a redder color.
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Another difference between isochrones of differing compositions which is immediately
apparent from a casual look at Figs. 1.6 and 1.7 is that the red giant branches of populations
with greater abundances of heavy elements are redder and have shallower slopes than those
of populations with lower abundances of heavy elements.
The reason that more heavy element-rich red giant branches are redder than heavy
element-poor ones is that more heavy element-rich stars have greater opacity, owing to the
greater numbers of electrons contributed by the larger number of heavy element atoms. The
layers of these stars therefore absorb more of the outgoing photon flux, experiencing greater
outward photon pressure, leading to a larger radius and a cooler, redder envelope. For cool
stars such as red giants, much of the opacity comes from H−, and the metals furnish the
extra electrons for neutral hydrogen to capture in order to form H−.
There are several reasons for the differences in slope and curvature between RGBs of
differing compositions. As explained earlier, a higher heavy element abundance leads to a
larger radius, lower effective temperature, and redder color. This effect becomes more pro-
nounced as one moves up the red giant branch. Additionally, line blanketing and bolometric
correction increase with increasing heavy element abundance.
The bolometric correction, the difference between the V magnitude of a star and its total
magnitude across all wavelengths, is larger for redder, cooler stars (such as metal-rich stars,
relative to metal-poor ones) because redder stars emit less of their flux in bluer bandpasses
(less flux in V, for instance, compared with say, I.) Line blanketing, the decrease in intensity
at bluer wavelengths due to the presence of a large number of metallic absorption lines
and the subsequent re-emission of the energy at redder wavelengths, is of course greater in
stars with more metals. Molecular absorption is responsible for much of the increase in line
blanketing experienced by RGB stars with higher heavy element abundances. Not only do
such stars contain a greater abundance of the constituent atoms of such molecules as CH,
CN, and TiO, but they also possess lower effective temperatures, allowing a greater fraction
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of more molecular species to remain bound.
When employing isochrones to study stellar systems, the general preference is for [Fe/H]
and [α/Fe] to be determined by spectroscopy while the age is determined by isochrone fitting.
At the MSTO and SGB, unless one or the other is determined, it would not be possible
to disentangle the effects of age and composition, as both greater age and greater heavy
element presence produce a dimmer and redder MSTO and SGB. (For more on degeneracy
issues, see §6.3.)
In the middle of the RGB, the differences between isochrones of rather widely varying
composition is small enough to be overwhelmed by issues of photometric uncertainty,
membership, and general sparseness in that region of the CMD.
The differences between isochrones of varying composition at the tip of the RGB are
rather great. Unfortunately, the tips of the RGBs of Leo IV and Boötes II are sparsely
populated (see Chapter 5.) Given that these systems are thinly populated to begin with, and
that stars spend a relatively short time on the RGB (compared to the main sequence), this
is not surprising. In the case of Boötes II, in fact, the upper portions of the RGB presented
in this study and previous ones are unpopulated. This study and previous ones find Leo
IV’s upper RGB to be sparsely populated, with a single radial velocity member. Drawing
conclusions concerning composition from such a basis is rather risky.
As such, this study will draw upon spectroscopic studies for [Fe/H] and [α/Fe] while
employing isochrones to find the ages of Leo IV and Boötes II.
1.3.2 Isochrones and Star Formation Histories
Isochrones can also be used to model non-coeval, multi-composition stellar populations.
The key in such cases is to apply not single isochrones, but multiple ones of various ages
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and compositions.
“Apply” here can mean simply to overplot, as in the case of single isochrones. But a
more sophisticated application involves generating a synthetic CMD which is populated
from a linear superposition of isochrones (Carrera et al. 2002, Dolphin 2002, Dolphin et al.
2005).
The coefficient of each isochrone in such a linear superposition determines what fraction
of the total number of stars in the synthetic CMD is drawn from the population represented
by that isochrone. The resulting CMD is iteratively compared to the observed CMD of the
object of study, and the coefficients adjusted to produce a better match, until the algorithm
converges on a best fit.
Such an approach intrinsically yields the star formation history of the target population,
and in fact, our understanding of the star formation histories of the classical dwarf spheroidal
galaxies comes largely from such analyses of their color magnitude diagrams. The UFDs
are another story - their small stellar populations combined with heavy foreground con-
tamination by Milky Way stars makes application of this technique to their populations
difficult.
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1.4 Star Formation, Fe’s, and α’s
Fig. 1.8 (from Venn et al. 2004) plots [α/Fe] for several of the classical dwarf spheroidals
and the Milky Way as a function of [Fe/H]. Several things are immediately apparent from
this plot.
First, the stars of each of the classical dSphs do not possess a single metallicity, but
show spreads of a dex or more in [Fe/H]. They are also more metal rich, on average, than
the stars of the Milky Way halo, and possess lower abundances of the α elements for a
given metallicity (Venn et al. 2004, Kirby et al. 2011). Venn et al. take the view that such
differences in composition argue against the build-up of the halo from the accretion of
satellites like the classical dSphs.
Large abundance spreads within a stellar system can arise through several mechanisms.
Extended star formation produces successive generations of stars from gas that is ever
more enriched by the nucleosynthetic products of their predecessors, assuming such gas
is retained. Inhomogeneous mixing of the expelled matter of individual supernova events
(again, assuming gas retention) and the merger of progenitors of differing chemistries are
other possibilities.
The derived star formation histories of the classical dSphs all show extended periods of
star formation (Hernandez et al. 2000, Grebel 2001, Dolphin 2002, Dolphin et al. 2005).
Each one is different from the others, though it is clear from the presence of RR Lyraes and
from simple isochrone fitting that most if not all contain an old population. Ursa Minor’s star
formation history apparently consists of a single, very old episode of star formation which
peaked between 10 and 14 Gyr ago (Hernandez et al. 2000, Carrera et al. 2002, Dolphin
2002, Dolphin et al. 2005). At the other extreme is Carina. Casual inspection of its CMD
shows the presence of three subgiant branches as well as both a blue and a red horizontal
branch (Smecker-Hane et al. 1994, Smecker-Hane et al. 1996). Hurley-Keller et al. 1998
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Figure 1.8: Fig. 2 of Venn et al. 2004. The open squares are data from seven classical
dSphs. The rest are Milky Way stars. Cyan points are halo stars, green points are thick
disk stars, and red points are thin disk stars. Open cyan points are those without kinematic
information which were assumed to be halo stars by the authors. Reproduced by permission
of the AAS.
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found Carina’s star formation history to be consistent with three distinct episodes of star
formation, with one corresponding to each subgiant branch. Other authors have derived star
formation histories for Carina ranging from the sharply peaked (Hernandez et al. 2000,
Rizzi et al. 2003) to the much more smoothly varying (Dolphin 2002). A feature common
to the SFH’s of all the dwarf spheroidals is the lack of star formation within the last 2 Gyr,
in contrast to dwarf irregulars like the Magellanic Clouds, which are experiencing ongoing
star formation.
The UFDs also show abundance spreads in [Fe/H] of 0.5 to more than 1 dex (Simon &
Geha (2007), Kirby et al. 2008, Vargas et al. 2013). Unlike the classical dSphs, however,
their stars have [α/Fe] ratios typical of halo stars at any given [Fe/H]. Their metallicities are
also also much lower than those of the classical dSphs.
Another major point of difference between the classical dSphs on the one hand and the
UFDs and the Milky Way halo on the other is that the latter host a significant number of
extremely metal poor (EMP) stars with [Fe/H] < −3, while the former do not. 10 out of 61
stars from eight UFDs observed by Vargas et al. 2013 are EMP stars. Moreover, carbon-
enhanced EMP stars, another type represented in the halo, have been observed in the UFDs
(Norris et al. 2010, Frebel et al. 2010). Several authors (Frebel et al. 2010, Vargas et al.
2013, Belokurov 2013) have thus suggested that systems similar to the UFDs could have
supplied a large fraction of the metal poor end of the MW halo population.
The UFDs, unlike the classical dSphs, appear to consist of predominantly old and metal
poor stellar populations with little sign of later star formation (see the review of Belokurov
2013 and references therein.) The exceptions are Canes Venatici I (Martin et al. 2008b,
Okamoto et al. 2012) and Leo T (de Jong et al. 2008, Weisz et al. 2012). Canes Venatici I,
as the brightest of the UFDs, is actually more similar to the classical dSphs in brightness,
surface brightness, radius, and composition (Zucker et al. 2006b, Kirby et al. 2011). Leo T,
meanwhile, as a gas rich galaxy, is not so much a dwarf spheroidal as dSph/dIrr intermediate
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system (Ryan-Weber et al. 2008).
The CMDs of the rest of the UFDs show no little or no indication of anything other than
a single old, metal poor, stellar population. Brown et al. 2012 fit isochrones to HST data of
Hercules, Leo IV, and Ursa Major I and find that their populations are as old as the very old
globular cluster M92 (11.5 ± 1.5 Gyr according to Di Cecco et al. 2010; 13.5 ± 1.5 Gyr
according to VandenBerg et al. 2002.) They find that there is at most a trace population of
younger, more metal rich stars that is no more than 2 Gyr younger than the main population.
How are such simple star formation histories consistent with such large metallicity
spreads?
Several authors (Koch et al. 2008, Simon et al. 2010, Frebel et al. 2010) have noted that
the enhanced α and low neutron capture abundances of the UFDs are consistent with the
predicted abundances of material ejected by supernovae from the very first generation of
stars, the Population III stars. They suggest that a significant proportion of the UFDs’ stars
could be the direct offspring of the first generation of stars.
Frebel & Bromm 2012 have proposed what the authors term a “one-shot enrichment”
scenario, in which at most a small number of Population III supernovae provided the entire
heavy element inventory of some of the UFDs. Inhomogeneous mixing of the material from
these one (or few) “shots” then produced the observed abundance ratios. Later star formation
is then truncated by gas blowout. Proposed mechanisms of this gas loss include supernova
outflows and cosmic reionization. Their scenario requires that there be no α abundance
variation within the resulting one-shot enriched system. There is indication of this in some
of the UFDs (Vargas et a. 2013).
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1.5 Leo IV
1.5.1 Background
Leo IV was among a quintet of dwarf spheroidal galaxies uncovered by Belokurov et al.
2007 in an automated search through SDSS data (see Table 1.1 for a full list of photometric
studies.) It is located well above the galactic plane at (l,b) = (265.4, 56.5). While it does lie
perilously close to the intersection of the bands occupied by globular cluster’s and dSphs in
Fig. 1.2, Sim07’s spectroscopic study found its M/L to be 151 ± 177, placing it among the
dSphs.
A quantity with such great uncertainty might seem like a weak reed upon which to lean
for a determination of Leo IV’s status. After all, within uncertainties, Leo IV’s M/L might
be −26! However, Sim07 consistently obtain such large M/L’s for the eight UFDs in their
study. Even accounting for uncertainties, all the M/L’s except for Leo IV’s and Leo T’s are in
the hundreds (Leo T’s M/L is determined to be 138± 71, still easily making it a galaxy, even
with uncertainty.) Dwarf spheroidal galaxies also appear to obey a metallicity-luminosity
relation. Fig. 1.9, reproduced from Sim07 shows this relationship. The fact that the UFDs,
including Leo IV at MV of −5.1, clearly extend the trend formed by the classical dSphs,
strongly supports the assertion that the UFDs are the same kind of object as the classical
dSphs.
Martin et al. 2008a, de Jong et al. 2010, Sand et al. 2010, Okamoto et al. 2012, and Jin
et al. 2012 have derived structural parameters for Leo IV. Sand et al. 2010 found Leo IV to
be very round, with ellipticity  essentially zero, while de Jong et al. 2010 found  of 0.49±
0.11. The r1/2 values arrived at by the two studies are also at odds with each other : 4.6′ +0.8−0.7
for de Jong et al. 2010 and 2.85′± 0.64′ for Sand et al. 2010. de Jong et al. 2010 believes,
and Sand et al. 2010 concurs, that the difference may lie in the different populations used by
the two studies to derive their parameters, populations which may be distributed differently
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Figure 1.9: Fig. 11 from Sim07. The original caption reads : “Metallicity-luminosity rela-
tionship for dwarf galaxies in the Local Group. The new ultra-faint galaxies (red circles)
follow the trend of decreasing metallicity with luminosity set by more luminous dwarf galax-
ies (black squares). The two lowest-luminosity objects ( UMa II and Com) show possible
evidence of tidal stripping. In comparison, Galactic globular clusters (blue triangles) do not
follow any luminosity-metallicity relationship. Data for luminous dwarf galaxies are from
Mateo (1998), Galactic globular clusters from Harris (1996), and the ultra-low luminosity
dwarf Boötes (open square at MV = −5.8) from Muñoz et al. (2006a). Martin et al. (2007)
find a somewhat higher metallicity for Boötes of [Fe/ H] = −2.1. The smaller horizontal
bars on our galaxy measurements represent the uncertainty in the mean metallicity.” Leo
IV is at MV of −5.1 and [Fe/H] of −2.31. Note that this [Fe/H] value has been superseded
(§1.5.2). Reproduced by permission of the AAS.
through the galaxy. de Jong et al. 2010 studied RGB and HB stars, while Sand et al. 2010
looked at MS and SGB stars.
Okamoto et al. 2012 arrived at  and r1/2 values in agreement with Sand et al. 2010’s
numbers. Martin et al. 2008a, utilizing SDSS data, arrives at r1/2 in agreement with Sand et
al. 2010, but  of 0.22 +0.18−0.22, almost exactly halfway between de Jong et al. 2010’s and Sand
et al. 2010’s values, and which agrees with both within uncertainties. Okamoto et al. 2012
uses stars from the MS, SGB, RGB, and HB to derive their results. Finally, Jin et al. 2012,
of which de Jong is second author, revisited the issue and arrived at structural parameters
in agreement with Sand et al. 2010. The issue has thus far been resolved in favor of Leo IV
having a round geometry and no signs of tidal distortion.
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Photometric studies by Moretti et al. 2009, de Jong et al. 2010, Sand et al. 2010,
Okamoto et al. 2012, and Brown et al. 2012 have produced CMDs for Leo IV. Moretti
et al. 2009 produced the first post-discovery CMD of Leo IV, locating its turnoff at V =
24.7. The deepest CMD is that of Brown et al. 2012, which used the Hubble Space Tele-
scope to produce a CMD that extends more than three magnitudes below the turnoff in the
Hubble 814W filter.
Moretti et al. 2009 and Okamoto et al. 2012 both produced distance estimates for Leo IV
based on Cacciari et al. 2003’s MV -[Fe/H] relation for RR Lyraes, arriving at essentially the
same answer. Moretti et al. 2009 found (m−M)0 of 20.94 ± 0.07 and Okamoto et al. 2012
found 20.99 ± 0.12. Brown et al. 2012 arrived at an apparent distance modulus of 21.15
± 0.08 by fitting M92’s horizontal branch to Leo IV’s. Using the relative extinction table
of Schlegel et al. 1998, one finds that the reddening for Leo IV E(B−V) = 0.05 derived by
Brown et al. 2012 corresponds to AV of 0.17. This would produce an extinction corrected
distance modulus (m−M)0 of 20.98.
There are few age estimates for Leo IV. Brown et al. 2012 and 2013, using synthetic
CMDs, found that Leo IV’s main population is 13.7 Gyr old, approximately as old as M92,
though they could not rule out a younger population that is up to 2 Gyr younger than the
main population. Okamoto et al. 2012 derived an age of 13.7 Gyr based on fits of Padova
isochrones to Leo IV’s CMD. By overlaying M92 CMD fiducials onto Leo IV’s CMD, they
found the two to be approximately the same age. Sand et al. 2010, using a synthetic CMD
method, derived an age of 14 Gyr for the main population of Leo IV, while also finding
“some latitude” for a mixture of populations.
26
Table 1.1: Photometric Studies of Leo IV
Study Dates of Data Telescope(s) Filters & Total
Collection Exposure Times
Belokurov et al. 2007 SDSS data
Moretti et al. 2009 March - May 2007 INT, WHT, SOAR B, V, I
de Jong et al. 2010 February 2009 Calar Alto B (1950 s)
V (2600 s)
Sand et al. 2010 April 2009 MMT g, r (1250 s)
Okamoto et al. 2012 April 2008 Subaru V (630 s)
I (2830 s)
Brown et al. 2012 HST 606W (20,530 s)
814W (20,530 s)
This Study March - May 2007, SOAR V
Jan. - March 2009 30,300 s, Leo IV
8700 s, control field
I
30,000 s, Leo IV
8700 s, control field
1.5.2 Composition
Sim07 performed the first spectroscopic study of Leo IV in 2007. They performed
medium resolution spectroscopy using the Keck DEIMOS spectrograph, identifying 18 red
giants and horizontal branch stars as Leo IV members based on radial velocity. The mean
metallicity was found to be [Fe/H] = −2.31 ± 0.10.
Kirby et al. 2008 reanalyzed that study’s data to produce a much lower value of −2.58
± 0.08 using 12 of the original 18 stars. The original study used Rutledge et al. 1997’s
empirical CaT-[Fe/H] relation to derive its metallicity values. Rutledge et al. 1997 derived
a linear relation between a cluster’s metallicity and the equivalent widths of the three lines
of the Ca II triplet (8498 Å, 8542 Å, 8662 Å) from observations of globular clusters in
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Table 1.2: Leo IV Literature Parameters
Parameter Martin Moretti de Jong Sand
et al. 2008a et al. 2009 et al. 2010 et al. 2010
(m−M)∗ 20.94 ± 0.07
Distance 154 ± 5 kpc
MV -5.0 +0.6−0.5 -5.8 ± 0.4 -5.5 ± 0.3
LV (L) 8.7 +4.4−4.7 × 103 1.8 ± 0.8×104
 (ellipticity) 0.22 +0.18−0.22 0.49 ± 0.11 < 0.23
r1/2 (exponential) 2.5′ +0.5−0.7 4.6
′ +0.8
−0.7 2.85
′ ± 0.64′
116 +26−34 pc 206
+36
−31 pc 127.8 ± 28.8 pc
r1/2 (Plummer) 2.86′ ± 0.40′
128.1′ ± 18.0 pc
rc (King) 1.61′ ± 0.22′
72.2 ± 10.3 pc
rt (King) 18.55′ ± 4.39′
831.0 ± 196.7 pc
Parameter Brown Okamoto Jin
et al. 2012 et al. 2012 et al. 2012
(m−M)∗ 21.15 ± 0.08 20.99 ± 0.12
Distance 157 ± 6 kpc∗ 158 ± 8 kpc
MV -4.97 ± 0.2
LV (L)
 (ellipticity) 0.04 0.03 +0.18−0.03
r1/2 (exponential) 2.44′ ± 0.10′ 2.3′ +0.3−0.4
112 ± 5 pc 103′ +13−18 pc
r1/2 (Plummer) 2.55′ ± 0.8′
117 ± 37 pc
rc (King) 1.79′ ± 0.17′
82.3 ± 7.8 pc
rt (King) 10.6′ ± 1.08′
487 ± 50 pc
∗ The distance modulus of Brown et al. 2012 is an apparent distance modulus. All others are
extinction-corrected. See text of §1.5.1 for details concerning Brown et al. 2012’s distance
and distance modulus.
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the metallicity range −2.1 . [Fe/H] . −0.6. This relation fails, however, at very low
metallicities, and the metallicities of many of Sim07’s radial velocity members certainly
fall outside of the quoted range. Kirby et al. 2008 took a different tack and compared their
CaT data to synthetic spectra calculated over a grid of effective temperature, surface gravity,
and composition values. With a photometric estimate of effective temperature and surface
gravity for a given star in hand, the [Fe/H] of the synthetic spectrum with the best match to
the observed spectrum was adopted as the [Fe/H] of the star.
Finally, Kirby, employing an updated methodology (Kirby et al. 2009), once more re-
analyzed all twelve of the stars reanalyzed in Kirby et al. 2008, excepting one whose mea-
surements fall short of the S/N requirements for the updated method (Josh Simon, private
communication.) The reanalysis yields [Fe/H] =−0.56± 0.23 for one of the stars. Not only
is this measurement an outlier, at two magnitudes richer in [Fe/H] than most of the others,
but its S/N is among the lowest of the data set, a S/N which would not appear to justify an
uncertainty as low as 0.23. The error estimation of the new method seems to break down
at low S/N (Evan Kirby, private communication.) This star is discarded for the purpose of
estimation of the mean [Fe/H] of Leo IV.
Applying the maximum likelihood algorithm of Walker et al. 2006 to this set of re-
maining metallicities yields a mean [Fe/H] of −2.49 ± 0.18, with dispersion σp of 0.40
± 0.10. This agrees rather well with the result obtained by a straightforward unweighted
mean, which yields [Fe/H] = −2.46 ± 0.15. This study will adopt the unweighted mean
[Fe/H] as the metallicity of Leo IV.
Vargas et al. 2013 measured Mg, Ti, Ca, and Si for four stars in Leo IV via medium
resolution spectroscopy, obtaining an average [α/Fe] of∼ 0.3. [α/Fe] for the individual stars
varies from ∼ 0.2 to ∼ 0.6. The results are consistent with either a constant α enhancement
over solar of ∼ 0.3 or a slow rise in [α/Fe] with decreasing metallicity.
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1.5.3 Leo IV & V & Crater
Leo IV and V are separated by ∼ 3◦ on the sky and lie at similar distances (154 ± 5 kpc
(Moretti et al. 2009) and 175 ± 9 kpc (de Jong et al. 2010) respectively), leading naturally
to the speculation that they are a bound pair, a fainter counterpart to the Large and Small
Magellanic Clouds. Additionally, Belokurov et al. 2014 report the discovery of another
Milky Way companion, possibly a UFD, in the constellation Crater, only approximately
10◦ to the south of Leo IV & V. They also found Crater to lie at a similar distance to the
Leos, at a heliocentric distance of between 145 and 170 kpc. Additionally, one can draw an
approximately north-south great circle that connects all three objects. These facts suggest
that there may be a connection between the three. A possible connection between Leo IV
and V has already been the subject of several studies. Crater, having only recently been
discovered, has not yet been the subject of such investigation.
de Jong et al. 2010 investigated this possibility, finding a bridge of stars between the two
galaxies, an overdensity in RGB and HB stars running almost along the axis linking their
centers. Energy and angular momentum considerations ruled out the possibility that the two
are moving in tandem along a common orbit. The minimum mass required for the two to
be a “tumbling pair”, to be a gravitationally bound pair of bodies orbiting their common
center of mass, was calculated as being a few times 109 M, a number which, though
large, falls within the range produced by dynamical simulations of dSphs (Penarrubia et
al. 2008). Through N-body simulations, the study further determined the probability of
the two galaxies becoming bound through a random collision to be on the order of 10−5.
Therefore, the authors consider that the most likely scenario is that of Leo IV and V having
been associated before having been captured by the Milky Way.
Jin et al. 2012 confirmed the reality of the overdensity lying along the line between Leo
IV and V, but found that instead of being associated with those galaxies, that it lies in the
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foreground at a distance of 20 kpc, and is most likely associated with the Virgo overdensity,
an enormous, low surface brightness halo structure which is estimated to cover between
2000 and 3000 deg2 on the sky (see Belokurov 2013 and references therein.)
Blaña et al. 2012 performed a more sophisticated analysis than de Jong et al. 2010 to
derive the masses that Leo IV and V would have if bound. They treated the galaxies as rigid
potentials rather than point masses and calculated what masses were necessary to keep their
maximum separation at or below the virial radius of the smaller one, deriving masses on
the order of 1010 M. While large, the M/L ratio inferred from these masses do fall along
the observed trend of log( M/L ) vs. MV for dSphs extrapolated to the MV of Leo IV and V
(Wilkinson et al. 2006).
Both de Jong et al. 2010 and Blaña et al. 2012’s derived masses for Leo IV are three to
four orders of magnitude larger than that derived by Simon & Geha 2007. The authors of
both papers assert that the discrepancy could arise from the fact that Simon & Geha 2007’s
results are based on observations of stars, which are believed to reside only in and therefore
only probe the very inner regions of dark matter halos. Alternately, the very high masses
required for Leo IV and V to be bound may simply be too high, and the two may not be
bound.
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Table 1.3: Photometric Studies of Boötes II
Study Dates of Data Telescope(s) Filters & Total
Collection Exposure Times
Walsh et al. 2007 SDSS data
Walsh et al. 2008 June 2007 MMT g (900 s)
r (1200s)
Koch et al. 2009 May 2007 INT g (2700 s)
i (1800 s)
This Study May - June 2007 SOAR V (9540 s)
I (9720 s)
1.6 Boötes II
Boötes II was discovered in a search through SDSS data by Walsh et al. 2007 high above
the galactic plane at (l,b) of (353.7,68.9). It is, even today, a rather understudied object. To
date, there are only two studies dedicated solely to it aside from the discovery paper and this
thesis, Walsh et al. 2008 and Koch et al. 2009. Basic parameters derived by these studies
are tabulated in Table 1.4. Information about the photometric studies themselves is given in
Table 1.3.
Koch et al. 2009 conducted what is so far the only spectroscopic study of Boötes II.
Metallicities were obtained by applying Rutledge et al. 1997’s CaT-[Fe/H] relation to the
observations. Five stars were identified as radial velocity members. Unlike Leo IV, the
derived metallicities of all radial velocity members lie within the metallicity range for
which the Rutledge relation was calibrated, −2.1 . [Fe/H] . −0.6. Also unlike Leo IV,
the radial velocity members do not show much sign of a metallicity spread, with [Fe/H] of
: −1.72 ± 0.14, −1.74 ± 0.12, −1.99 ± 0.10, −1.61 ± 0.11, −1.81 ± 0.10. Their mean
metallicity was found to be [Fe/H] = −1.79 ± 0.05 with a dispersion of 0.08 dex. These
members were measured to have a mean radial velocity of−117± 5.2 km/s, with a velocity
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Table 1.4: Boötes II Literature Parameters
Parameter Walsh et al. 2007 Martin et al. 2008b Walsh et al. 2008 Koch et al. 2009
(m−M)∗ 18.9 ± 0.5 18.1 ± 0.06 18.3 ± 0.2
Distance 60 ± 10 kpc 42 ± 1.6 kpc 46 ± 4 kpc
MV −3.1 ± 1.1 −2.7 ± 0.9 −2.3 ± 0.7
LV (L) 1.0 ± 0.8× 103
ε(ellipticity) 0.21 ± 0.21 0.34 ± 0.15
r1/2 (exponential) 4.0′ ± 1.9′ 4.2′+1.1−1.4 2.6′ ± 0.8′
51 ± 17 pc 33 ± 10 pc 56+8−6 pc
r1/2 (Plummer) 4.1′ ± 1.6′ 2.8′ ± 0.7′ 4.0′+0.7−0.3
36 ± 9 pc
rc (King)
25 ± 9 pc
rt (King)
155 ± 35 pc
∗ Koch et al. 2009’s distance modulus is extinction corrected. Walsh et al. 2007 and 2008
do not make clear whether their distance moduli are apparent or extinction corrected.
dispersion of 10.5 ± 7.4 km/s.
Questions of the nature of Boötes II naturally arise given its low brightness and small
radius. Along with Willman 1 and Segue 1, it falls squarely in the region of MV -rh space
that lies between the classical dSphs and the Milky Way’s globular clusters. The answer
hinges on whether or not Boötes II is dark matter dominated. If it is, it is a dSph. If not, it
may be some kind of star cluster.
There is insufficient radial velocity data to reliably calculate a velocity dispersion, from
which a mass-to-light ratio can be derived, as Koch et al. 2009 noted. Walsh et al. 2008
calculated an estimate based on the minimum mass required for Boötes II to remain gravi-
tationally self bound while in the Milky Way’s potential well. They derived M/L of 98, with
lower and upper limits of 84 and 420.
Dwarf galaxies follow well known metallicity-luminosity and mass-metallicity relations
(Sim07, Dekel & Woo 2003, Grebel & Gallagher 2003, Martin et al. 2007). Essentially, more
33
massive galaxies have higher metallicities because their deeper potential wells retain gas
for longer times, allowing for more extended star formation from more enriched material.
Relative to the documented trends, Boötes II is too metal rich by ∼ 1 dex in [Fe/H].
This could indicate that Boötes II was once more massive than it presently is, having been
stripped down to its current size by tidal interactions with the Milky Way. Walsh et al. 2008
found that Boötes II might show signs of tidal distortion. It appears to be enlongated along
the direction of the Galactic potential gradient. However, they also found this elongation
not to be statistically significant.
It is possible that the mass-luminosity relation does not hold at dimmer luminosities and
lower masses. At MV . −6, the [Fe/H]-MV trend is approximately linear. At MV ∼ −6
the trend appears to flatten out, and there are signs of it turning up at MV > −4. Boötes II is
in this last range, and it is kept company there by Ursa Major II and Coma Berenices. These
latter two are also too metal rich given their brightnesses, if the linear trend does indeed
continue to such dim luminosities (Sim07). They also show signs of tidal stripping. In short,
one cannot say based on these UFDs whether or not the metallicity-luminosity trend holds
at very low brightnesses.
Koch et al. 2009 also floated the suggestion that whether star cluster or dSph, that Boötes
II was formerly associated with Sagittarius. This is based on the proximity in projection
on the sky of Boötes II and the northern leading arm of the Sagittarius stream, and the
similarity in distance and radial velocity of the two. They compared Boötes II’s positional
and kinematic properties with the Sagittarius stream’s and conclude that it is possible that
Boötes II was stripped from Sagittarius.
Koch et al. 2009 performed fits of Dartmouth isochrones to their Boötes II CMD. Using
models of [Fe/H] = −1.8 and [α/Fe] = 0, they found that the best fits were for ages of
between 10 to 12 Gyr.
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CHAPTER 2: OBSERVATIONS
All objects were observed with the SOI (SOAR Optical Imager) instrument on the
SOAR (SOuthern Astrophysical Research) telescope in Chile in the Johnson-Cousins V
and I filters. The SOI imager has a field of view of 5.24 × 5.24 arcmin2 at a pixel scale of
0.′′077. With 2 × 2 binning, that translates into 0.′′154 for the binned pixels.
Leo IV was observed over five nights in 2007 and three nights in 2009. For purposes
of statistical subtraction of foreground contamination, a control field for Leo IV centered
at (α,δ) of (11:32:56.7,−00:41:59.3) was observed on three of the 2007 nights. (In galactic
coordinates, this would be (l,b) = (265.6, 56.4), compared to (l,b) = (265.4, 56.5) for Leo
IV. Note that this difference in position is many multiples of Leo IV’s exponential r1/2 of
∼ 2.5′, or 0.04 ◦ (Table 1.2.)) Boötes II was observed on two of the same nights as Leo
IV in 2007 plus one additional night in 2007. Foreground contamination is low enough for
Boötes II that statistical subtraction of foreground objects was deemed unnecessary and no
control field was observed for it. Landolt 1992 standard stars were observed on several of
the aforementioned nights.
Total observation times for the objects are as follows : 30300 s in V and 30000 s in I for
Leo IV; 8700 s in V and 8700 s in I for Leo IV’s control field; 9540 s in V and 9720 s in I
for Boötes II.
The full list of observations for each object and the standard fields is detailed below in
Tables 2.1, 2.2, 2.3, and 2.4. Standards were taken on several nights, but only those for the
nights of March 22/23 and May 17/18, 2007 were ultimately used. Therefore those are the
only nights listed in 2.4.
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Table 2.1: Leo IV Observations
Filter Date U.T.a Exposure (s) FWHM (arcsec)
2007
V Mar 23 02:06 300 0.82
V Mar 23 02:14 300 0.84
V Mar 23 02:19 300 0.83
I Mar 23 02:25 300 0.69
I Mar 23 02:30 300 0.65
I Mar 23 02:36 300 0.65
V Mar 23 02:56 1800 0.66
V Mar 23 03:26 1800 0.66
V Mar 23 03:56 1800 0.66
I Mar 23 04:29 1800 0.65
I Mar 23 05:00 1800 0.54
I Mar 23 05:36 1800 0.52
V Apr 10 00:48 300 0.94
V Apr 10 01:02 1200 1.10
V Apr 10 01:24 1200 0.86
I Apr 10 01:45 1200 0.70
V Apr 10 03:07 1200 1.07
I Apr 10 03:28 1200 0.86
Continued on next page
a Times are given for mid-exposure.
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Table 2.1 – continued from previous page
Filter Date U.T.a Exposure (s) FWHM (arcsec)
V Apr 12 01:35 300 1.02
V Apr 12 01:42 300 1.06
V Apr 12 01:47 300 0.99
I Apr 12 01:53 300 0.91
I Apr 12 01:58 300 0.86
I Apr 12 02:04 300 0.85
I Apr 12 02:17 1200 0.83
I Apr 12 02:37 1200 0.80
I Apr 12 02:57 1200 0.83
V Apr 12 03:20 1200 0.91
V Apr 12 03:41 1200 0.86
V Apr 12 04:01 1200 0.92
V May 16 23:15 300 0.90
V May 16 23:21 300 0.92
V May 16 23:26 300 0.77
I May 16 23:33 300 0.75
I May 16 23:38 300 0.70
I May 16 23:43 300 0.65
V May 18 00:08 300 0.75
I May 18 00:13 300 0.54
Continued on next page
a Times are given for mid-exposure.
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Table 2.1 – continued from previous page
Filter Date U.T.a Exposure (s) FWHM (arcsec)
I May 18 00:27 1200 0.62
V May 18 00:48 1200 0.68
2009
V Jan 30 05:03 600 0.91
I Jan 30 05:14 600 0.72
V Jan 30 05:26 600 0.82
I Jan 30 05:38 600 0.71
V Jan 30 05:48 600 0.82
I Jan 30 06:01 600 0.72
V Jan 30 06:12 600 0.88
I Jan 30 06:22 600 0.82
V Jan 30 06:33 600 0.91
I Jan 30 06:44 600 0.71
V Jan 30 06:55 600 0.74
I Jan 30 07:06 600 0.65
I Jan 30 07:38 600 0.69
I Jan 30 07:51 600 0.71
V Jan 30 08:02 600 0.75
I Jan 30 08:27 600 0.71
V Jan 30 08:39 600 0.75
Continued on next page
a Times are given for mid-exposure.
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Table 2.1 – continued from previous page
Filter Date U.T.a Exposure (s) FWHM (arcsec)
V Jan 31 05:21 600 0.97
I Jan 31 05:32 600 1.02
V Jan 31 05:43 600 1.09
I Jan 31 05:53 600 1.03
V Jan 31 06:16 600 0.75
I Jan 31 06:26 600 0.65
V Jan 31 06:37 600 0.72
I Jan 31 06:53 600 0.63
V Jan 31 07:04 600 0.62
I Jan 31 07:19 600 0.74
V Jan 31 07:29 600 0.68
I Jan 31 07:39 600 0.68
V Jan 31 07:50 600 0.69
I Jan 31 08:01 600 0.55
V Jan 31 08:12 600 0.63
I Jan 31 08:23 600 0.54
V Jan 31 08:33 600 0.69
I Jan 31 08:43 600 0.63
V Mar 7 06:29 600 0.80
I Mar 7 06:40 600 0.74
Continued on next page
a Times are given for mid-exposure.
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Table 2.1 – continued from previous page
Filter Date U.T.a Exposure (s) FWHM (arcsec)
V Mar 7 06:50 600 0.88
I Mar 7 07:01 600 0.74
V Mar 7 07:11 600 0.83
I Mar 7 07:22 600 0.71
V Mar 7 07:32 600 0.77
I Mar 7 07:42 600 0.60
V Mar 7 07:53 600 0.74
I Mar 7 08:03 600 0.63
a Times are given for mid-exposure.
Table 2.2: Leo IV Control Field Observations
Filter Datea U.T.b Exposure (s) FWHM (arcsec)
I Mar 23 05:59 300 0.69
V Mar 23 06:08 300 0.71
V Mar 23 06:21 300 0.63
I Mar 23 06:28 300 0.61
I Mar 23 06:47 1800 0.69
V Mar 23 07:20 1800 0.85
Continued on next page
a All dates are in 2007.
b Times are given for mid-exposure.
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Table 2.2 – continued from previous page
Filter Datea U.T.b Exposure (s) FWHM (arcsec)
I May 16 23:59 1200 0.77
I May 17 00:19 1200 0.79
I May 17 00:39 1200 0.79
V May 17 01:01 1200 1.00
V May 17 01:21 1200 1.02
V May 17 01:41 1200 0.85
V May 18 01:04 300 0.74
I May 18 01:09 300 0.69
I May 18 01:23 1200 0.66
I May 18 01:43 1200 0.69
V May 18 02:03 1200 0.77
V May 18 02:23 1200 0.72
a All dates are in 2007.
b Times are given for mid-exposure.
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Table 2.3: Boötes II Observations
Filter Datea U.T.b Exposure (s) FWHM (arcsec)
V May 17 02:11 300 0.85
I May 17 02:17 300 0.85
I May 17 02:30 1200 0.72
V May 17 02:51 1200 0.82
V May 17 03:12 1200 0.80
I May 17 03:32 1200 0.91
V May 18 02:41 60 0.85
V May 18 02:42 60 0.83
V May 18 02:43 60 0.89
I May 18 02:45 60 0.72
I May 18 02:46 60 0.75
I May 18 02:47 60 0.66
I May 18 02:50 300 0.68
V May 18 02:56 300 0.80
V May 18 03:07 900 0.77
V May 18 03:22 900 0.65
V May 18 03:37 900 0.63
I May 18 03:53 900 0.55
Continued on next page
a All dates are in 2007.
b Times are given for mid-exposure.
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Table 2.3 – continued from previous page
Filter Datea U.T.b Exposure (s) FWHM (arcsec)
I May 18 04:09 900 0.60
I May 18 04:24 900 0.60
I Jun 17 23:43 120 0.79
I Jun 17 23:45 120 0.85
I Jun 17 23:47 120 0.80
V Jun 17 23:51 120 0.95
V Jun 17 23:53 120 1.00
V Jun 17 23:55 120 0.94
I Jun 18 00:05 900 0.79
I Jun 18 00:21 900 0.77
I Jun 18 00:37 900 0.94
I Jun 18 00:53 900 0.92
V Jun 18 01:10 900 0.97
V Jun 18 01:26 900 1.02
V Jun 18 01:41 900 1.09
V Jun 18 01:57 900 0.94
a All dates are in 2007.
b Times are given for mid-exposure.
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Table 2.4: Landolt 1992 Standard Star Observations
Field Filter Datea U.T.b Exposure (s) FWHM (arcsec)
SA 98 V Mar 23 00:46 5 0.85
V Mar 23 00:48 5 1.03
V Mar 23 00:49 3 0.83
I Mar 23 00:53 3 0.68
I Mar 23 00:56 2 0.69
Ru 149 V Mar 23 01:19 4 0.79
V Mar 23 01:20 4 0.77
I Mar 23 01:23 3 0.85
I Mar 23 01:25 3 0.69
I Mar 23 01:26 3 0.68
PG 0918+029 V Mar 23 01:35 5 0.66
V Mar 23 01:36 5 0.85
I Mar 23 01:40 3 0.80
I Mar 23 01:41 4 0.66
I Mar 23 01:41 4 0.74
PG 0942-029 V Mar 23 01:50 15 0.75
V Mar 23 01:52 15 0.75
I Mar 23 01:56 15 0.69
Continued on next page
a All dates are in 2007.
b Times are given for mid-exposure.
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Table 2.4 – continued from previous page
Field Filter Datea U.T.b Exposure (s) FWHM (arcsec)
I Mar 23 01:58 15 0.77
PG 0918+029 V May 17 23:20 5 0.77
V May 17 23:20 5 0.82
I May 17 23:24 4 0.79
I May 17 23:24 4 0.72
PG 0942-029 I May 17 23:28 15 0.65
I May 17 23:29 15 0.66
I May 17 23:33 15 0.68
I May 17 23:34 15 0.71
V May 17 23:36 15 0.79
V May 17 23:36 15 0.82
PG 1047+003 V May 17 23:48 20 0.74
V May 17 23:49 20 0.71
I May 17 23:52 5 0.57
Continued on next page
a All dates are in 2007.
b Times are given for mid-exposure.
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Table 2.4 – continued from previous page
Field Filter Datea U.T.b Exposure (s) FWHM (arcsec)
I May 17 23:53 5 0.62
PG 1525-071 V May 18 04:47 10 0.60
V May 18 04:48 10 0.55
V May 18 04:48 40 0.60
I May 18 04:52 5 0.51
I May 18 04:52 5 0.52
I May 18 04:53 30 0.48
SA 107 I May 18 04:59 5 0.48
I May 18 05:01 3 0.46
V May 18 05:05 3 0.57
V May 18 05:06 10 0.51
a All dates are in 2007.
b Times are given for mid-exposure.
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CHAPTER 3: DATA REDUCTION
“Data reduction” refers to steps taken to remove instrumental artifacts from raw CCD
data before measurements can be performed on that data. These steps are : overscan / bias
removal, dark current removal, flat fielding, and for infrared filters, fringe removal. The
details of these are well known to all experienced astronomers, and are very thoroughly
documented in publications such as Massey 1997. Readers are directed there for a thorough
treatment. What follows is a concise summary of the steps as applied to the data of this
study.
All steps were performed with one of the relevant tasks in IRAF. Because SOI’s detector
consists of two CCDs read out from four amplifiers, SOI images are saved as IRAF multi-
extension FITS files, or MEFs, with the four images from the four amplifiers saved in one
file. (FITS itself stands for “Flexible Image Transport System”.) Thus most of the tasks
used are in package mscred, which is designed specifically to work with this format. After
reduction, the individual images of each MEF were joined into a single image by IRAF task
soimosaic of package soi, which was written by SOAR staff.
Figures 3.1 through 3.6 show the progression of reduction for the I band image of Boötes
II taken on the night of May 16, 2007, at UT mid-exposure of 02:30, from raw frame to
reduced, defringed image, along with the bias, dome flat, and fringe frame used for the
reduction.
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3.1 Overscan & Bias
The output signal of a telescope CCD is biased by a few hundred ADU’s (analog-to-
digital-units) to prevent random fluctuations in the readout and analog-to-digital conversion
process from causing the signal to dip below zero. This is to avoid having to set aside a data
bit for the sign of the signal - with a bias, all signals can be assumed to be positive, and all
16 bits can be devoted to expanding the dynamic range of the data.
This bias is designed to be constant. In practice, it is found to vary slightly from image to
image, and in fact even varies spatially within images, primarily along columns. There are
two ways to remove this bias from the final signal : via an overscan region, or by subtraction
of bias frames. This study employs them in concert, as recommended by Massey 1997.
Many CCDs have overscan regions, additional columns or rows that are stored with
each image frame. These are not physical regions on the CCD, but pseudo pixels generated
by taking pure readouts from the CCD readout electronics, unconnected with any physical
pixels, which are then stored as additional rows or columns. Thus the overscan region
contains only the electronic bias.
The SOI sensor consists of two CCDs which are read out by two amplifiers each. Each
amplifier tacks onto its half of its CCD an overscan region of 23 columns. ccdproc was used
to average the signal across rows and fit the bias as a function of row (the y coordinate.)
This was done interactively, with Legendre polynomials as the chosen fitting function.
Bias frames are frames of zero exposure time. As they are unexposed, they contain no
photoelectrons and only the bias offsets. These can be subtracted directly from program
images to remove the bias. The advantage of bias frames over overscan regions is that bias
frames record the bias offset with all variation in two dimensions across the entire CCD.
However, the bias varies slightly with time, so the bias level recorded in a bias frame is
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not necessarily identical to the bias applied to any other frame. Since an overscan region is
recorded at the time of readout of an image, it does not suffer from this disadvantage.
In order to obtain the most complete removal of the bias signal, the two methods were
employed in concert in this study. Typically around 20 bias images were obtained at the
beginning of each night. These were averaged into a single master bias frame. Overscan
fitting and subtraction was performed for all frames, including the bias frames. If the bias
varied only with y, this would entirely remove the bias. However, the offset typically varies
slightly with x, and this will leave a small residual bias across much of overscan subtracted
images. The overscan subtracted master bias frame is subtracted from the other images in
order to remove this residual bias.
IRAF task zerocombine of package mscred was employed to perform the combining
of the bias frames. The frames were averaged with rejection of minimum and maximum
pixel values in order to filter out cosmic rays and other outlying values. Overscan fitting and
subtraction, bias subtraction, and flat fielding were performed in a single step with mscred
task ccdproc. An example of a master bias frame is shown in Fig. 3.4.
3.2 Dark Current
“Dark current” refers to electrons thermally stimulated into the conduction band and
held in a potential well of a CCD pixel, contaminating any signal from an astronomical
source. Astronomical CCDs are cooled in order to minimize dark current.
Dark current is negligible for SOI according to the instrument’s manual (available on
the SOAR website), and was thus not addressed in the reduction.
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3.3 Flat Fielding
Quantum efficiency, the fraction of incident photons converted into excited electrons,
varies slightly across the face of a CCD. As this is a ratio, the effect is multiplicative, and so
the solution is to divide each pixel by its quantum efficiency. For this purpose, one uniformly
illuminates the CCD to produce what is termed a “flat field” image. Normalized, this is a
pixel-by-pixel map of the quantum efficiency of the detector.
The two most common types of flat field images are dome and twilight flats. Dome flats
are produced by imaging a uniformly illuminated screen on the inside of the telescope dome.
Twilight flats are produced by imaging the dimming sky as the Sun sets. Unfortunately, stars
can begin to peek through the darkening sky as one is taking such flats. This problem is
solved by taking multiple exposures in each filter, dithering the telescope between exposures
so that the stars can be filtered out by combining the frames and rejecting the high pixels.
Both types of flats were taken at the beginning of every night of observation. Typically
between five and twenty dome flats and at least three twilight flats were taken in each filter.
A master dome flat and a master twilight flat was produced for each filter by averaging the
individual frames. Overscan fitting and bias subtraction were applied to all flat field images.
The type of flat used for each filter for each night was determined by using both to flat
field a few program frames and then conducting a comparison of the results. The type of
flat that resulted in the flattest sky was selected for use. For the V frames, this was the dome
flat on some nights and the twilight flat on other nights. For the I frames, the dome flat
was always used because the twilight flats, like the program frames, suffer from fringing.
Attempts to defringe the I band twilight flats yielded little to no improvement. As a check,
the results of flat fielding with both twilight and dome flats both before and after defringing
were compared, and the results confirm that dome flats do indeed yield the best results for
the I band images.
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IRAF task flatcombine of package mscred was employed to perform the combining
of the flat field frames. The frames were averaged with an iterative sigma clipping type
rejection algorithm in order to filter out outlying values caused by stars, cosmic rays, etc.
Overscan fitting and subtraction, bias subtraction, and flat fielding were performed in a
single step in ccdred task ccdproc. An example of a master dome flat is shown in Fig.
3.5. An example of a program frame before and after overscan fitting and subtraction, bias
subtraction, and flat fielding in shown in Fig. 3.1 and 3.2.
3.4 Fringing
After flat fielding, the V band frames are ready for measurement. The I band frames,
however, suffer from fringing, as shown in Figs. 3.1 and 3.2, and these must be removed.
These fringes are caused by thin film interference of monochromatic atmospheric emission
lines.
Some fraction of the photons which pass through the front surface of a CCD’s silicon
layer are absorbed as they pass through the interior, generating photoelectrons. The remain-
der are not absorbed, and can be reflected off of the back surface back into the interior.
Some will undergo multiple reflections before absorption or permanent escape from the
CCD. Interference between incoming and reflected light generates a fringe pattern. Unlike
an image of a monochromatic source, an image of a continuum source will show either
no, weak, or negligible fringing, as the positions of the peaks and troughs of the individual
wavelengths in the continuum are slightly different.
Images taken through infrared bandpasses suffer from severe fringing for two reasons.
First the quantum efficiency of silicon is lower at these wavelengths than at bluer wave-
lengths, resulting in less absorption, more reflection, and more interference. Secondly and
more importantly, the far red and infrared region of the electromagnetic spectrum contains
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a large number of atmospheric emission lines, especially from OH.
Removing these fringes involves producing a fringe frame from images of the dark
night sky and fitting and subtracting that fringe frame from one’s program frames. The
fitting consists of subtracting a constant sky from the fringe frame and then scaling it by
a multiplicative factor which accounts for both the difference in exposure times between
fringe and program frame as well as any variation in the amplitude of the fringes between
the two. This sky subtracted and scaled fringe frame is then subtracted from the program
frame. All of this is accomplished in one step with IRAF task rmfringe of package mscred.
The procedure outlined below for producing master fringe frames actually removes the sky,
so the sky subtraction above is redundant, though it is built into rmfringe.
In order to find the correct fitting of fringe to program frame, one must feed rmfringe
an object mask, a frame in which pixels in the program frame to be ignored are marked
out. These are to be ignored because they record astronomical objects. One wants the fit to
based on the fringes, not stars and galaxies. This mask is produced in a separate task.
Producing the fringe frame is a time-consuming effort. One must have a large total
exposure time in order to capture enough signal. Because the night sky is full of stars,
the best way to capture this signal is not to take a single exposure, but to take multiple
exposures, dithering each frame so that no star falls on any given pixel in a majority of
frames. The frames are then combined in some fashion while employing some kind of
rejection algorithm to filter out stars. Thus, while one would ideally like to construct a
fringe frame for each night, in practice one typically does so a few times a year at most and
uses the same fringe frame across nights.
Fringe frames were constructed for four nights : May 22 and 23 of 2007, and June 11
and September 23 of 2009 using SOAR archival data. Combining the fringe frames of each
night into a good master fringe frame for that night turned out not to be straightforward.
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After experimentation and consultation with a guide formerly located on the website of the
Kapteyn Astronomical Institute, but which has since been taken down (its URL was formerly
http://www.astro.rug.nl/∼lugt/main.html#fringes), it was found that the best results were
obtained by first fitting a two dimensional linear function to the background sky of each
fringe frame and subtracting away that sky. The sky subtracted fringe frames were then
median combined into a master fringe frame. No rejection algorithm was employed to filter
out stars, as combining by taking the median inherently filters out outlying data.
Fitting and subtracting the sky of each fringe frame is an absolutely crucial part of
this process. The master fringe frames obtained by combining the individual fringe frames
without fitting and subtracting the sky are simply not very good. In order to obtain an even
better sky subtraction, some authors advocate taking the master fringe frame obtained by
the process above and using it to defringe the individual fringe frames that were combined
to produce it. A better fit to the sky for each frame is then obtained from these defringed
frames. That fit to the sky is then subtracted from the original un-defringed frames, and
these are then combined into a new, better master fringe frame. The process is iterated until
a satisfactory master fringe frame is obtained. For all four of the above nights, one additional
iteration was performed. As there was found to be no difference between one additional
iteration and no additional iterations, the master fringe frame produced from no additional
iterations was adopted as the master fringe frame for each night.
Each program I frame was fringe subtracted using each of the four master fringe frames.
The one that showed the most complete subtraction of the fringes was the one that was used
in the photometry. Each of the four fringe frames turned out to be the best fringe frame for
at least some of the program frames. There were times when the performance of two or
more of the fringe frames was so close as to be indistinguishable. In those cases, one was
simply picked.
Fitting of the sky background of each input fringe frame was done by task mscskysub
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of package mscred. Subtraction of that sky background was done with the basic IRAF task
imarith. mscskysub and imarith need to be called by task msccmd of package mscred in
order to work on MEF files (note that this is true of mscskysub even though it is also part of
package mscred.) Each MEF file was then joined into a single FITS file by task soimosaic
of package soi before combining. Combination of individual fringe frames was then done
with task imcombine of package immatch. Frames were scaled by exposure time before
combining. The combine operation utilized was median combining. No rejection algorithm
was employed, as median combining in and of itself tends to ignore outlying points. Object
masks for each program frame were produced with task objmask of package nproto. And
finally, removal of fringes from program frames was performed by mscred task rmfringe.
A program frame after overscan fitting and subtraction, bias subtraction, and flat fielding
is shown before defringing in Fig. 3.2 and after defringing in Fig. 3.3. The fringe frame
used in the defringing is shown in Fig. 3.6.
54
Figure 3.1: I band raw image of Boötes II, taken on the night of May 16, 2007, at UT mid-
exposure of 02:30. Notice not just the fringing, but also artifacts such as dark dust donuts.
SOI’s detector consists of two CCDs each read out by two amplifiers. Note the slightly
different bias level of the quarter image corresponding to each amplifier.
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Figure 3.2: The image of Fig. 3.1 after overscan fitting and subtraction, subtraction of the
bias, and division by the flat. Note the disappearance of image artifacts.
56
Figure 3.3: The image of Fig. 3.1 after overscan fitting and subtraction, subtraction of the
bias, division by the flat, and defringing. Some residue of fringing is still visible, but the
fringes are by and large gone.
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Figure 3.4: Master bias frame for the night of May 16, 2007, used in the reduction illustrated
in Figures 3.1 through 3.3.
58
Figure 3.5: Master I band dome flat for the night of May 16, 2007, used in the reduction
illustrated in Figures 3.1 through 3.3.
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Figure 3.6: Fringe frame used in the reduction illustrated in Figures 3.1 through 3.3. The
frame was produced by combining fringe frame data taken on the night of June 11, 2009.
The band down the middle is the gap between the two CCDs of SOI. This was not visible in
Figures 3.1 through 3.5 either because the versions shown in those figures were mosaics of
the quarter images taken from the four amplifiers of SOI’s detector displayed in a manner
that did not show the gap, or the version shown was one with the gap trimmed out.
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CHAPTER 4: PHOTOMETRY
4.1 Photometry Overview
Synthetic aperture photometry is simple. One takes a star and sums up all photoelectrons
stored in pixels within a specified radius of its center. This radius is referred to as the aperture
radius, as it defines a metaphorical aperture through which the star is imaged. This aperture
is chosen to be large enough to capture as much of the stellar flux as possible (the minimum
acceptable value of “as much as” is typically 99%) while being small enough to ensure a
satisfactorily large S/N. S/N drops with increasing aperture radius for two reasons. First, the
stellar signal drops as one moves farther away from the center of the stellar image. Secondly,
the sky background contributes more noise as the aperture radius increases because one is
measuring more sky. Additionally, in order to isolate the stellar signal, one must subtract
off the contribution from the sky. Thus the flux through an annulus beyond the aperture
is measured and subtracted from the total measured flux. This subtraction increases the
importance of the sky background’s noise contribution, as it means this contribution must
be taken into account twice (see Eq. 5.1 and associated discussion.)
Unfortunately, especially for those studying star clusters and galaxies, program fields
are often very crowded, so that stars frequently, or even usually, have close neighbors. These
are often so close that even the cores, not just the wings, of their image profiles overlap.
Aperture photometry is then unable to distinguish the flux of one star from another.
Point-Spread-Function (PSF) photometry must be employed in these cases. This in-
volves modeling the profile of the stellar profile with a point-spread-function. This involves
fitting an analytic function to a number of bright stars in the field. This analytic function is
either constant or varies with position, and is possibly used in conjunction with a look-up
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table of corrections to it. The PSF consists of the analytic function plus the look-up table.
Once the PSF is determined, it is fitted and scaled to each star in the field and integrated to
yield a flux, from which a sky flux determined in some manner is subtracted.
As the standard star fields are uncrowded, synthetic aperture photometry was employed
for them. Since the fields of Leo IV, its control field, and Boötes II are all crowded, PSF
photometry was employed for them.
Here is an overview of the process :
1. Aperture photometry of the standard star fields.
2. PSF photometry of the program fields.
3. Cross match photometry between frames.
4. Correct for exposure time.
5. Aperture correct PSF photometry of the program fields.
6. (a) Derive the transformation from the instrumental to the standard system from the
aperture photometry of the standard star fields. Apply to the aperture corrected
PSF photometry of the program fields.
(b) The previous item may not be possible in the case of variable stars if observations
were not taken in sufficiently rapid succession. In such cases, apply differential
photometry in order to transform from the instrumental to the standard system.
The following sections elaborate on salient issues of these steps. (The only one that does
not get one or more sections devoted to it is number 4 because it is trivial.) But first, one
must consider whether and how to combine frames.
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4.2 Combining Frames
After reduction, there is one more decision to take before photometry can begin. That is
how to combine the data from the individual frames. One can do one of two things. The first
is to take all of the frames in a given filter for a given object, combine them into a single
master frame, and measure that. The other option is measure each frame individually and
then take a weighted average of the photometry over all frames for each object.
The first option is attractive for a number of reasons. To begin with, it allows one to
reject cosmic rays, preferably by implementing some kind of sigma clipping algorithm. As
anyone who has attempted PSF photometry can attest, cosmic rays are one of the banes of
a PSF photometrist’s life. Secondly, combining is a much less time consuming task than
PSF photometry, which is one of the other banes of a PSF photometrist’s life. (Though the
second benefit was not reaped in this study, since the photometry of every individual frame
was needed in order to study the variable stars.)
The first option was thus adopted for Leo IV. In a universe without cosmic rays, one
could simply take all of one’s frames for any given object and filter and sum them. Un-
fortunately, that is not this universe. In order to reject cosmic rays, frames of the same
exposure time and nearly the same alignment were averaged by threes and a sigma clipping
algorithm applied, using IRAF task imcombine of package immatch. (That algorithm is
named “ccdclip”. It involves taking the median of each pixel across frames, calculating the
expected spread in values σ based on Poisson statistics, and then iteratively rejecting pixels
some number of σ away from the median.) Some images had to be shifted slightly in order
to align them correctly for averaging. This was done with IRAF task imshift of package
immatch. Finally, the averaged frames, having been cleaned of cosmic rays, were combined
by a simple sum, againin imcombine.
Unfortunately, it is not possible to do this for Boötes II. In order to be able to reject
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cosmic rays, as well as to get a good average, one needs at least three frames of the same
filter and exposure time that are unaffected by thin cirrus, or at least equally affected. Most
of the images of Boötes II do not fit this bill.
The frames from the night of May 16, 2007 were of either 300 s or 1200 s exposure
times. There are not a total of three of each for each filter across the three nights of Boötes
II observations.
The frames of the night of June 17, 2007, were heavily affected by thin cirrus. Careful
examination of the radial profile plots of stars and sky statistics for the frames of that night
show the brightnesses of stars and sky to vary greatly between frames of the same exposure
time and filter. If the stellar images of any one frame were found to be dimmer than those
in another image, they were found to be so by a fraction constant across the field. This was
coupled with what was often a brighter sky value in the frame with the dimmer stars. This is
consistent with thin cirrus, which dims the stars, but can result in a brighter sky because of
reflected light. Unfortunately, the stellar brightnesses varied so much between frames that
averaging was out of the question. Fortunately, the dimming was found to be constant across
any given frame by examination of the stellar profiles and photon counts of bright stars, so
that photometry could still be usefully performed on those frames, and the dimming taken
into account by constant magnitude offset (which is to say a multiplicative factor in flux.)
Only the frames of the night of May 16, 2007 were suitable for averaging. That was
done. The rest of the frames were measured individually. The photometry of all frames,
both obtained by measuring individual frames and obtained by measuring the combined
frames, were averaged together to obtain the final photometry. (See §4.5 and §4.7 for details
concerning the averaging.)
The Leo IV control field frames were also done in a similar fashion - individually for
the most part, with some frames combined. The 1200 second exposure I band frames of
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the night of May 16/17, 2007 were averaged. The two 300 second dSphsband frames of the
night of March 22/23, 2007, and the 300 s frame I band frame of the night of May 17/18
were also averaged. Then these two averaged frames were summed. The rest of the frames
were not suitable for combining for various reasons.
Attempts were made to average and measure the 1200 s V frames of the night of May
16/17, 2007, but the results were poor. The fields appear to be aligned, but combining them
as is yields odd looking stellar radial profiles. After slight re-alignment to address this,
photometry on the resulting averaged frame produced poor results, as shown by examin-
ing residuals of subtracted stars (see §4.4.) Thus it was decided to measure these frames
individually. Those results turned out well.
The 300 s V frames from the nights of March 22/23, 2007 and May 17/18, 2007 were
not averaged because the first frame from March 22/23 was found to have elongated stellar
profiles, owing to tracking issues. All three frames were successfully measured individually,
as DAOPHOT can handle elongated profiles. For the remaining frames, there were not three
of the same exposure time in any filter, so they too were measured individually.
4.3 Synthetic Aperture Photometry of the Standard Stars
Stellar coordinates were found using FIND of Stetson’s DAO photometry suite (see
§4.4.) The procedure used for the standard star frames was much less rigorous than described
there as far as setting parameters. The only stars one is interested in here are the standard
stars, and as long as FIND finds those, nothing else is important.
The frames were individually measured using PHOT of the Stetson photometry suite.
As these almost all had fairly similar FWHM for a given night, a single aperture radius was
adopted for each night. For Mar 22, 2007, this was 28 pixels, or 4.31′′. For May 17, 2007,
this was 25 pixels, or 3.85′′.
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If a star was imaged in multiple frames for the same filter, the magnitudes from each
frame were averaged. If the exposure time of all frames was the same, an unweighted mean
was taken. If the exposure times were different, then the mean was weighted by one over
the square of the photometric uncertainty.
4.4 PSF Photometry of the Galaxies & Control Fields
Peter Stetson’s DAO (Dominion Astrophysical Observatory) suite of photometry soft-
ware was used to perform all photometry, including aperture photometry for the standard
stars (Stetson 1987, 2000). This suite consists of DAOPHOT, which includes routines for
finding stars, performing synthetic aperture photometry, constructing the PSF, and perform-
ing PSF photometry on a field once the PSF is in hand. In addition to DAOPHOT, there
is ALLSTAR, which performs PSF photometry in a single step, unlike DAOPHOT, which
organizes the process differently and breaks it up into several routines and steps. ALL-
STAR also improves on DAOPHOT’s handling of certain issues. (For instance, whereas
DAOPHOT computes the sky background for each star once, ALLSTAR will subtract all
stars from the image and recompute the sky for each star at every third iteration of its PSF
photometry process.) DAOMATCH and DAOMASTER are used to crossmatch the pho-
tometry of stars in the different frames (DAOPHOT software documentation by Stetson;
Turner 1997). DAOMASTER produces a whole slew of useful output files, such as a file
which contains the photometry of each star and object averaged across all frames, and one
which lists the raw photometry of each star in each frame.
The following is a brief description of the process of PSF photometry within the Stetson
photometry suite. It essentially follows the recipe laid out in Stetson 2000 and Massey &
Davis 1992. The reader is referred to those references for further details. The version of
DAOPHOT used for this study was DAOPHOT II.
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1. Find stars using DAOPHOT routine FIND.
2. Perform aperture photometry using DAOPHOT routine PHOT. When fitting a PSF to
a star, DAOPHOT and ALLSTAR need an initial guess at the star’s brightness. This
step supplies that (Massey 1992). It also sets the zero point of the magnitudes based
on the aperture photometry. Given that the field is crowded and this is only an initial
guess, the aperture should not be very large and does not need to capture anything
like almost all of a star’s light. Keeping it pegged to something like the FWHM of the
frame should work well (Massey 1992).
3. Put together an initial list of PSF stars, those stars upon which the PSF will be mod-
eled. These should be as bright and isolated as possible and scattered around the
frame to take into account any spatial variation in the PSF. A combination of visual
inspection of the image and examination of radial profile plots should be used to vet
prospective PSF stars. An example of an issue that would disqualify such stars is
cosmic rays within a PSF radius of the stellar center (for single frames not filtered for
cosmic rays). Another is having an unsually large FWHM for the frame, indicative of
the object possibly being a galaxy or a blend of two stars, etc.
4. Iteratively refine the list of PSF stars by fitting a PSF to those stars and then producing
a version of the frame with the PSF stars fitted and subtracted out. The subtraction
residuals can be examined for any unusual features or patterns indicative of some
kind of pathology. A big, oversubtracted pit that is not found in the residuals of other
PSF stars would be an example of such a feature. Many of one’s stars possessing
such a pit might be an indicator of a more general problem, a parameter that’s off
or simply an idiosyncracy possessed by the image of one of one’s PSF stars in that
frame for reasons known only to its creator. DAOPHOT tasks GROUP, NSTAR, and
SUBSTAR are used for this iterative process. GROUP takes neighboring stars and
groups them together for PSF fitting, NSTAR performs the fitting, and SUBSTAR is
used to produce an image with designated stars subtracted away so that the goodness
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of the fit can be evaluated. Based upon the subtracted image, PSF stars with issues
can be eliminated. This step is performed iteratively until a satisfactory PSF star list
is produced. Initial lists of PSF stars typically consisted of between 20 and 30 stars,
while final lists never consisted of less than about a dozen.
5. Iteratively refine the PSF by producing a version of the image with the neighbors
of the PSF stars fitted and subtracted away, and then recalculating the PSF with this
image. This PSF is presumably more accurate because the images of the PSF stars
no longer contain flux from their neighbors. The DAOPHOT routines PSF, GROUP,
NSTAR, and SUBSTAR are again used. This step is performed iteratively until a
satisfactory PSF is produced.
6. Run ALLSTAR to use the calculated PSF to perform photometry on all stars in the
frame. DAOPHOT routines GROUP and NSTAR produce PSF photometry in the
course of the iterative calculation of the PSF. However, Peter Stetson has written an
improved program for performing PSF photometry, ALLSTAR (Stetson 2000), and
that is the routine that was used for the final profile fitting photometry.
Steps 3 through 5 are extremely tedious and time consuming, with much calling of tasks
and routines in IRAF and DAOPHOT and much accompanying entering of parameters and
file names. Brian Pohl, a fellow graduate student at the time of this writing, has written and
kindly shared several PERL scripts which automate much of this.
daopsffind automates the examination of the radial profiles of a list of a potential PSF
stars using IRAF’s imexamine task, much expediting step 3. daopsfmark produces a .reg file
that image display program SAOImage DS9 uses to circle the positions of stars on a frame.
daofun (so named because it’s fun, get it?) automates steps 4 and 5, the iterative re-
finement of the PSF star list and the PSF, and finishes up by performing step 6, the calling
of ALLSTAR. Once it begins running, the only user involvement is telling the computer
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whether or not to proceed to certain steps when prompted, as well as to examine a sub-
tracted image and decide what PSF stars to remove between the first and second iterations
of the program. daofun was modified and added to in the course of this study in order to
improve functionality and address issues not foreseen by Brian Pohl. The current version is
daofunIV.
Figures 4.1 and 4.2 show the combined V frame of Leo IV “before” and “after” pho-
tometry. Figure 4.1 is simply the frame itself. ALLSTAR, in the course of performing its
PSF photometry, will also produce a version of the input frame with the stars subtracted
away. That subtracted version of the combined V frame of Leo IV is shown in Figure 4.2.
4.4.1 The Analytic PSF
DAOPHOT II allows the user to choose between several different functions for the
analytic portion of the PSF. King 1971 found that the profile of a stellar image consists of a
Gaussian central region, inverse r-squared wings, and an exponential transition between the
two.
DAOPHOT offers an option for the form of the analytic PSF called a Moffat function,
which is proportional to
1
(1 + z2)β
(4.1)
where z2 is something is like
x2
α2x
+
y2
α2y
+ αxyxy (4.2)
where the α’s are the free parameters. αx and αy are the half-width-half-maximum in x and
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Figure 4.1: Combined V band frame of Leo IV.
y and αxy is effectively the position angle of the major axis of the ellipse (Stetson 2000). β
can be set to either 1.5 or 2.5.
Experimentation with the various functions in DAOPHOT in the course of this study
showed a Moffat function to work rather well. Also, when IRAF’s imexamine task displays
a star’s radial profile, it does so with an analytic fit to that profile. A Moffat function was
found to fit the wings much better than a Gaussian, which is not unexpected in light of King
1971 given that a Moffat is something like an inverse r-squared function. imexamine also
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Figure 4.2: Combined V band frame of Leo IV after PSF fitting and subtraction of stars by
ALLSTAR. Some of the brighter stars may look unsubtracted when they have in fact been
removed. The size of the post-subtraction residuals is greater for brighter stars, and they
are large enough for the brightest ones that the stars look like they are still there when the
star-subtracted image is displayed. Radial profile plots or surface brightness plots would
show these bright areas to consist of low level residues left over from the subtraction.
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shows it to fit the cores as well as a Gaussian. A Moffat function with β= 1.5 was thus
adopted for all PSF work in this study.
4.4.2 Spatial Variation of the PSF
DAOPHOT allows one to select the order of spatial variation of the PSF, from constant
through second order. Comparison of the results of photometry for the combined V and
I frames of Leo IV at each order showed that the PSF of SOI is approximately constant.
Fig. 4.3 plots the difference Δv between the magnitudes derived from a constant PSF and
from a quadratic PSF for the stars of the combined V band frame of Leo IV as a function of
V magnitude derived from the quadratic PSF. The difference scatters about a little greater
than ≈ −0.01. For the brightest stars, the scatter is only ≈ 0.01 magnitude, and grows to an
average of about double or triple that at the dimmest magnitudes. The difference is small,
but enough that it is worth giving some thought to which order to use.
It is tempting to think that a higher order fit would be safest, that even if the PSF varies
by a lower order, that the fit would reflect that by assigning the higher order coefficients
zero or near zero values. After extensive experimentation, a second order PSF was found to
be sensitive to which stars were included in the PSF star list, the presence of false detections
in the list of stars, even the radius of the PSF and the outer radius of the annulus about the
star used to calculate the sky background. A linearly varying PSF was found to be much
less sensitive to these issues, and a constant PSF to be the most robust of all.
Figs. 4.4 through 4.7 illustrate these issues. For the stars in the combined V or I frame
of Leo IV, they plot the difference in measured magnitude resulting from a change in some
input to the PSF as a function of magnitude. Δv and Δi are, as a strong rule, largest for a
quadratic PSF, smaller for a linear PSF, and smallest of all for a constant PSF.
Figure 4.4 plots Δv of the stars in the combined V frame of Leo IV for a quadratic PSF
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if two different PSF star lists, one of 33 stars and the other with those same stars plus an
additional 19. Figure 4.5 is the same plot for a linear PSF (though the star lists are slightly
different.) A linearly varying PSF is clearly much more robust.
Figure 4.6 plots Δi of the stars in the combined I frame of Leo IV for a linear PSF if
two slightly different PSF radii are used. The radii are 15 and 17 pixels. Figure 4.7 is the
same plot for a constant PSF. The constant PSF clearly yields a more robust result if this
rather minor parameter change is made to the PSF.
The additional degrees of freedom afforded by the higher order terms, rather than pro-
duce better fits, apparently allow the PSF fit to wander off into the wrong regions of pa-
rameter space, at least for the images in this study. Thus a constant PSF was adopted for all
profile fitting photometry for this study.
4.5 Cross Matching and Combining Photometry I
After PSF photometry is performed for every program frame, the photometry of each star
in each frame must be crossmatched with its photometry in every other frame. The Stetson
suite’s programs DAOMATCH and DAOMASTER are used for this purpose. DAOMATCH
calculates an initial guess at the coordinate transformation between frames based on the
coordinates of the brightest stars. DAOMASTER takes this initial guess, refines it, and
performs the actual crossmatching.
If one measured every frame of an object of the same filter individually, rather than
combining them into a single frame for the filter, then this step is necessary to obtain the
average magnitude of each star for each filter. Whether one does the frames within each
filter individually or combines them into a single image, it is necessary to cross match the
photometry of the different filters. DAOMATCH and DAOMASTER are used for that as
well.
73
10 15
-0.4
-0.2
0
0.2
0.4
v
Figure 4.3: Difference between the magnitudes derived from a constant PSF and a quadratic
PSF for the stars of the combined V band frame of Leo IV as a function of brightness. The
difference is between instrumental magnitudes, and the horizontal axis plots the instrumental
magnitude derived from the quadratic PSF.
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Figure 4.4: Difference between the magnitudes of the stars in the combined V frame of
Leo IV derived from quadratic PSF’s produced from two different lists of model stars, one
with 33 stars and the second with those plus an additional 19. The difference is between
instrumental magnitudes, and the horizontal axis plots the instrumental magnitude derived
from the PSF produced from the smaller PSF star list.
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Figure 4.5: Difference between the magnitudes of the stars in the combined V frame of
Leo IV derived from linear PSF’s produced from two different lists of model stars, one
with 33 stars and the second with those plus an additional 19. The difference is between
instrumental magnitudes, and the horizontal axis plots the instrumental magnitude derived
from the PSF produced from the smaller PSF star list.
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Figure 4.6: Difference between the magnitudes of the stars in the combined I frame of
Leo IV derived from linear PSF’s of two different radii, 15 and 17 pixels. The difference is
between instrumental magnitudes, and the horizontal axis plots the instrumental magnitude
derived from the PSF produced from the smaller radius.
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Figure 4.7: Difference between the magnitudes of the stars in the combined I frame of Leo
IV derived from constant PSF’s of two different radii, 15 and 17 pixels. The difference is
between instrumental magnitudes, and the horizontal axis plots the instrumental magnitude
derived from the PSF produced from the smaller radius. The upward and downward “spikes”
of points at i ∼ 12 are from marginal, or more likely false, detections located in the first few
rows of pixels at the bottom of the image. Even if some of these detections are real stars,
the fact of their being centered in the first few rows of pixels means that the bottom half of
their images are cut off.
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In calculating the weighted mean of a star’s magnitude across all input frames of a
given filter, DAOMASTER must account for (what are hopefully small) constant offsets in
magnitude between the photometry of the frames. These typically remain even after one
accounts for the differing exposure times. As magnitudes are logarithms of fluxes, these
constant offsets in magnitude reflect the fact of slightly different fractions of the total stellar
flux falling within a PSF radius of the centers of the stars of each frame. While one tries
to minimize this by choosing an appropriate PSF radius, unless one is willing to spend an
inordinate quantity of time perfecting PSF radii, these differences will remain. In fact they
will persist unless one can perfect the radii down to a fraction of a pixel. Such differences
are therefore best accounted for by constant magnitude offsets between the measurements
of each frame..
As this issue is important in part because of the need to match the program photometry’s
zero point and brightness to that of the standard stars’ via the aperture correction, discussion
of this matter is postponed to §4.7, after discussion of the aperture correction in the next
section.
4.6 Aperture Correction
The raw magnitudes derived from PSF photometry need to be transformed onto the
standard Johnson-Cousins photometric system. To do this require a few more steps. First,
the exposure time must be corrected for by adding a constant to the raw magnitudes. That
is the easy part.
The final step is to apply a linear transformation to the standard system to the photometry,
a transformation derived from aperture photometry of the standard stars (see Sec. 4.8 below.)
However, one cannot go there just yet - there is one more step to perform.
The problem is that the standard star fields and program fields were measured through
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apertures and PSF’s of very different sizes. The standard star fields are uncrowded, and were
thus measured through apertures of the radii one ought to use, that is, of radii ≈ 4 to 5 times
the frame FWHM (Massey 1992). Because the program fields are crowded, one could only
use apertures of radii ≈ one FWHM for the initial aperture photometry. PSF’s are intended
to account for crowding, but it is nevertheless not a good idea to make them too large, so
PSF radii of ≈ 2 to 3 FWHM were used for the final profile fitting photometry.
This becomes an issue in two ways. First, the zero point of the PSF photometry is set
using the input aperture photometry of the PSF stars. Dimmer magnitudes measured through
smaller apertures will result in a PSF zero point which yields dimmer final magnitudes.
There is thus a zero point mismatch between the aperture photometry of the standard stars
and the profile fitting photometry of the program stars. Secondly, an aperture or a PSF of
a certain radius will capture a certain fraction of the stellar flux in a frame. The standard
star transformations were derived from photometry through large apertures. One can only
correctly apply them to photometry which captures the same large fraction of the flux. One
cannot apply them to the profile fitting photometry derived from a much smaller PSF, unless
one first corrects for the flux that one did not capture by using the smaller instead of the
larger radius.
As one excludes a certain fraction of the flux by using a PSF or aperture of a certain
radius, and a magnitude is a log of a flux, one can correct for this by adding a constant,
an aperture correction, to one’s program photometry. The zero point correction can also be
taken care of with an additive constant. One can thus correct for both the zero point and
the flux with a single additive constant called the aperture correction. This step must be
performed before one can transform one’s photometry onto the standard system.
The simplest way to find the aperture correction is to first take one’s program frame
and produce a version with the neighboring stars of the brightest stars subtracted away -
usually, this means the PSF stars, since they are the brightest, most isolated stars to begin
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with. Alternatively, and this is the procedure that was used, one could also subtract every
star away except for those brightest stars. In either case, now that the neighboring stars are
gone, there is nothing to prevent one from measuring those bright stars with an aperture
equal in radius to the one used for the standard stars. A difference is then taken between the
magnitude measured through this aperture and the one derived from the PSF. The average
of the difference across bright stars is adopted as the aperture correction.
Peter Stetson has created a program called DAOGROW which utilizes a much more
sophisticated and ambitious approach (Stetson 1990, DAOPHOT software documentation
by Stetson). This involves measuring the bright stars of all frames in a given observing
run through a series of concentric apertures. The curve of growth, the difference between
concentric apertures as a function of aperture radius, is plotted. The curves of growth are
used to derive not merely ad hoc PSF’s but full analytic stellar profiles for each frame (King
1971). An adopted curve of growth for each frame is calculated as the weighted mean of
the empirically measured curve of growth and the analytic curve of growth gotten from the
analytic stellar profile.
For each of the input stars in each frame, DAOGROW then calculates the aperture
correction from each aperture to a radius twice that of the largest aperture. This correction
is the sum of two terms. The first is simply equal to the difference between the aperture in
question and the largest aperture (though the formal the calculation is more involved), and
corrects the magnitude from the aperture in question out to the radius of the largest aperture.
The second term corrects from the largest aperture out to double its radius by integrating
the adopted growth curve between those radii (it is therefore an extrapolation.) Having done
this and gotten a magnitude for every aperture, DAOGROW then selects the extrapolated
and corrected magnitude with the lowest uncertainty as the one to adopt for that star for that
frame as the magnitude at twice the radius of the largest aperture.
One utilizes DAOGROW by setting the radius of the largest aperture to half that of the
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aperture used for one’s standard stars and setting it to work on the bright isolated stars in
one’s neighbor-subtracted frames. The difference between DAOGROW’s aperture-corrected
magnitude and the PSF-derived magnitude is averaged across bright stars for each frame,
and this is adopted as the aperture correction for that frame. Aperture corrections derived in
this manner for the photometry of this study are on the order of a few hundredths of a mag-
nitude. The uncertainties are on the order of a few thousandths of a magnitude as measured
both by the scatter in the difference between DAOGROW’s aperture-corrected magnitude
and the PSF-derived magnitude for the bright stars in a frame and by the uncertainty of
DAOGROW’s individual aperture correction for each bright star.
4.7 Cross Matching and Combining Photometry II
And now we come back to the issue of cross matching and averaging of photometry
between frames. As stated before, there will inevitably be constant offsets between the
magnitudes derived from different frames even after one accounts for exposure times. This
is because the FWHM of stellar profiles differs between frames and the profile itself also
can vary somewhat with time and airmass (Stetson 1990) (also see observation tables in
Chapter 2.) Therefore the fraction of stellar flux captured by a PSF or aperture of a given
radius also differs. Attempting to account for this by using different PSF radii will only
work imperfectly. DAOMASTER accounts for this by taking the frame corresponding to the
first photometry file in the list given to it as the master frame and correcting the magnitudes
derived from all other frames to it by adding constant offsets in magnitude before performing
the average. (In fact, it also outputs a file with the individual corrected magnitudes.) In this
way, DAOMASTER performs an average of quantities one actually expects to be the same
: magnitudes representing measurements of the same fraction of stellar flux.
Thus, if one performed photometry on all frames of a given filter individually rather
than combining them into a single frame, and then averaged the individual photometry
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using DAOMASTER, the averaged photometry has been corrected to the photometric sys-
tem defined by the photometry of the master frame. However, this is not necessarily the
photometric system defined by one’s standard star photometry. Correcting the program pho-
tometry onto the system of the standard star photometry is the job of the aperture correction.
The purpose of the aperture correction is to match the fractions of stellar flux measured by
the standard star photometry and the program photometry.
One need not perform a curve of growth analysis for every frame (whew!). Since all
magnitudes were corrected to the system of the master frame by DAOMASTER before
averaging, one only has to perform a curve of growth analysis for the master frame, and one
can then apply the derived aperture correction to the final, averaged photometry delivered
by DAOMASTER. In fact, the master frames were chosen by using DAOGROW on several
candidate frames and picking the one whose growth curve fit its data the best. Figure 4.8
shows the curve of growth for the V band master frame of Boötes II, a 900 second frame
observed on the night of May 17/18, 2007.
One might think that one would not need to engage in this process if one combined
all of the frames in each filter into a single frame and measured that, instead of measuring
each frame individually. However, the stellar profile may vary between nights, beyond a
simple variation of FWHM plus some variation with airmass (Stetson 1990). An aperture
of a given radius used on the combined frame may capture a different fraction of stellar flux
than when used on the standards because the combined frame has mixed into it frames from
nights other than the ones the standards were taken on.
Therefore one should pick a master program frame for each filter from the night on which
the standard stars were taken. For Leo IV, the transformation was derived from standards
taken on the night of March 22/23, 2007. The aperture corrections for the chosen master
frames were found, DAOMATCH and DAOMASTER were used to correct the photometry
of each combined frame to that of its corresponding master frame, and the corresponding
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Figure 4.8: Curve of growth for the V band master frame of Boötes II, a 900 second frame
observed on the night of May 17/18, 2007. The difference in magnitudes measured between
successive apertures is plotted on the vertical axis. The average radius of successive aperture
pairs in pixels is plotted on the horizontal axis. The open circles are the data points, with
some artificial scatter along the horizontal axis introduced for ease of viewing.
aperture correction was then applied. Leo IV’s control field photometry was also trans-
formed using standards from the same night, and master frames for it were also chosen for
the same night.
Now we’re ready for the final step - transformation to the standard system.
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4.8 Transformation
The last step is now to transform the instrumental magnitudes to those of the standard
system, Johnson-Cousins. The usual equations for doing so are, following Hardie 1964 :
v0 = v − kvX (4.3a)
(v − i)0 = (v − i)(1− k′′viX)− k
′
viX (4.3b)
V = v0 + (v − i)0 + ξv (4.4a)
V − I = µ(v − i)0 + ξvi (4.4b)
where the lowercase magnitudes are instrumental and the upper case are standard. A sub-
script “0” denotes values that have been corrected for atmospheric extinction and reddening.
kv and k
′
vi are first order extinction coefficients and k
′′
vi is a order second order coefficient.
X is airmass. , µ, ξv, and ξvi are the transformation slopes and intercepts.
Thus the first two equations convert the instrumental magnitudes and colors into the
values that would have been observed had the telescope been in space, not at the site on
Earth at which it is situated on the night of the observations with atmospheric conditions
represented by the k’s. The last two equations transform the extinction corrected magnitudes
and colors to the standard system. They are a conversion between photometric systems,
telling us what magnitudes and colors would have been observed had we used the same
instruments, apertures, and zero points as those which define the standard system.
Mean extinction and reddening coefficients for Cerro Tololo as reported by Landolt
1992 were adopted. These are : kv = 0.152, k
′
vi = 0.091, k
′′
vi = 0.003. Several standard
star fields from Landolt 1992 were observed for the purpose of deriving the instrumental
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Table 4.1: Transformation Coefficients
Mar 22, 2007 May 17, 2007
(V−I) Slope 0.889 ± 0.006 0.892 ± 0.009
Intercept 0.429 ± 0.005 0.444 ± 0.006
Std. Dev. 0.015 0.024
(V−v0) Slope −0.075 ± 0.005 −0.065 ± 0.007
Intercept 0.477 ± 0.004 0.436 ± 0.005
Std. Dev 0.013 0.019
transformation coefficients of the last two equations (see Table 2.4), with four to eight
standard stars per field. A linear least squares fit was performed to derive the coefficients.
Standards for the night of March 22/23, 2007 were used to transform the Leo IV photometry,
while standards for the night of May 17/18, 2007 were used to transform the Boötes II
photometry.
The results are given in Table 4.1 and the fits shown in Figures 4.9 through 4.12.
4.9 Differential Photometry
The above standard prescription for transforming from instrumental to standard mag-
nitudes and colors is not applicable to this study’s variable star light curve data, presented
in §5.1.2 and §5.2.2. The standard prescription requires colors. The colors of variable stars
vary, however, so that in order to obtain a color by subtracting magnitudes observed in two
different filters, the two observations must be either simultaneous or they must be taken in
rapid succession, before the color has changed appreciably. The former is obviously impos-
sible unless one has two sensors in simultaneous use. The latter was not done at all in 2007.
Alternating V and I images were taken in 2009 for Leo IV, but the exposure times were 900
s. Depending on the period and amplitude, an RRab’s color can change by a few 0.01’s to ∼
0.1 magnitudes in that time, an unacceptably large difference.
This leaves differential photometry as the only option. Equations 4.3a and 4.4a can be
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Figure 4.9: Linear fit of standard V versus-extinction corrected instrumental color for the
standard stars for the night of March 22/23, 2007.
combined and applied separately to a variable star and to a non-variable comparison star.
Vx = vx − kvXx + (v − i)x,0 + ξx (4.5a)
Vc = vc − kvXc + (v − i)c,0 + ξc (4.5b)
The subscript “x” denotes the variable star, while “c” denotes the comparison star. Subtract-
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Figure 4.10: Linear fit of standard versus extinction-corrected instrumental color for the
standard stars for the night of March 22/23, 2007.
ing 4.5b from 4.5a, one obtains
∆V = ∆v − kv∆X + ∆(v − i)0 (4.6)
The variable and comparison stars in this study were always taken from the same field
imaged by SOI, which is to say that they are within 5′ of each other, and therefore have
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Figure 4.11: Linear fit of standard V versus extinction-corrected instrumental color for the
standard stars for the night of May 17/18, 2007
negligibly different airmass. The second term thus vanishes, leaving
∆V = ∆v + ∆(v − i)0 (4.7)
The comparison star should be chosen so that its color is as close as possible to the
variable star in order to minimize the second term into negligibility. Once that is done, we
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Figure 4.12: Linear fit of standard versus extinction corrected instrumental color for the
standard stars for the night of May 17/18, 2007.
have
∆V = ∆v (4.8a)
Vx − Vc = vx − vc (4.8b)
Vx = vx − vc + Vc (4.8c)
δ = ∆(v − i)0 (4.8d)
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where the first three equations lead one into the other and the last is the error arising from
the color difference between variable and program star. There is one additional preference
to be imposed on the choice of comparison star : it must be as bright as possible in order to
minimize the additional error incurred in the subtraction of Eq. 4.8c.
This is the adopted prescription for transforming the light curves onto the standard
photometric system.
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CHAPTER 5: PHOTOMETRIC RESULTS
This chapter presents color magnitude diagrams (CMDs) and RR Lyrae variability
curves for Leo IV and Boötes II as well as a discussion of Leo IV’s blue straggler popula-
tion. The process of filtering out questionable data in order to produce the final, cleaned-up
CMDs is also described.
5.1 Leo IV
5.1.1 Color Magnitude Diagram
The combined V band image of the Leo IV field is shown in Fig. 5.1. The color magni-
tude diagram for Leo IV is presented in Figure 5.2. This CMD, however, is not a finished
product, as it is heavily contaminated in the foreground by Milky Way stars and in the
background by galaxies, whose numbers increase relative to stars as one goes to fainter
magnitudes.
There is also the issue of unresolved binaries in Leo IV itself. These objects are not
contamination as such, but their photometry is inaccurate because the flux of both members
is counted as that of a single star.
The net effect of all this interference is to obscure the CMD sequences of Leo IV itself.
All the clutter makes it difficult to locate the main sequence turnoff. Fore- and background
contamination also confuses the red giant branch, as it becomes difficult not only to pin
down its position in the CMD, but also to discern how much of its apparent thickness is due
to intrinsic population characteristics (namely, spreads in age and/or metallicity) and how
much to contamination.
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The solution is to first filter the photometry by photometric uncertainty and image ge-
ometry, which should largely take care of everything but the foreground contamination. The
foreground contamination is then removed by statistical subtraction of a suitable Milky Way
control field.
These steps are detailed in the next three sections. For the sake of illustration, specific
plots and numbers are cited for the combined V band frame of Leo IV.
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Figure 5.1: Combined V band frame of Leo IV. The SOI imager has a field of view of 5.24
× 5.24 arcmin2 at a pixel scale of 0.′′077.
5.1.1.1 Filtering by Photometric Uncertainty
The uncertainty σ for a single object due to photon statistics is simply the Poisson
uncertainty :
σ =
√
Number of Photons (5.1)
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Figure 5.2: Color magnitude diagram of Leo IV prior to the application of any filtering (by
photometric uncertainty or sharp) or statistical subtraction.
One must always subtract off the sky in order to obtain the signal from the star, so
Eq. 5.1 is applied separately to the stellar and sky signal, and those results combined in
quadrature for the total uncertainty. Note also that in accounting for the sky uncertainty,
that this addition in quadrature must have two sky terms. One’s measurement consists of
the signal from the star plus the signal from the sky. In order to isolate the star’s signal, a
separate estimate for the sky signal must be obtained and subtracted off (§4.1). The final
number of photons one obtains is thus star + sky (measured) - sky(estimate). Hopefully
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sky(measured) = sky(estimate) and one is left with only the stellar signal. The uncertainty
of this sum is thus that of all three of its terms calculated via Eq. 5.1 and added in quadrature,
again with the assumption that sky(measured) = sky(estimate).
However, the photometry in question is PSF photometry, and that introduces the un-
certainty of the PSF fit into the mix. Daophot and Allstar arrive at a total uncertainty for a
photometric measurement by averaging the two (Stetson & Harris 1988).
Figure 5.3 shows plots of photometric uncertainty versus raw v magnitude for Leo
IVÕs combined V frame. The reason that instrumental rather than standard magnitude
is plotted is that all selection by photometric uncertainty and sharpness were performed
prior to transformation to the standard system. As this figure was used for the filtering
process, instrumental magnitudes suffice. Final uncertainties of the stars in Leo IV’s CMD
are displayed in the CMDs of Chapter 7. The raw v magnitude of Leo IV’s TO is ∼ 14.7,
compared to standard V of ∼ 24.7.
What is immediately apparent from the plot is that the points can be divided into two
groups. The first group comprises the large majority which falls along an approximately
exponential trend, with the second group of outliers hovering in a cloud above that trend.
These outliers have anonymously large uncertainties for their brightness owing to a poor
PSF fit. Such misfit is expected if the object in question is a galaxy, unresolved binary, or
some kind of noise spike.
The outliers were filtered out by iterative fitting of an exponential function to the data.
Each pass saw the removal of data points which fell a distance of one RMS uncertainty
away from the calculated function in both the vertical and horizontal directions and the
recalculation of the fitting function based on the remaining points. The selection algorithm
was implemented in a Mathematica script.
Figure 5.3 shows the result for the combined Leo IV V frame. The cloud is quite cleanly
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Figure 5.3: a) Photometric error versus the raw magnitude for the combined V frame of
Leo IV (Fig. 4.1). One can see a main run of points following an approximately exponential
curve along with a “cloud” of points lying above the main body. An exponential function
was fit to the data. At each given step, points greater than one RMS uncertainty away from
the fit were eliminated and the fit recalculated. b) The final fit is shown in green, while the
rejected points are marked in red.
removed while leaving in place the large majority of points lying along the exponential
trend. The fitting function is
σ = 0.00285e0.889v−10.641 (5.2)
Out of an original 3469 points, this step kept 3177 and removed 292.
5.1.1.2 Filtering by sharp
Allstar outputs a sharp statistic with its photometry (Stetson 2000). As the name sug-
gests, this number quantifies how broad an imaged object is compared to the frame PSF,
which tells one how broad the image of a point source is expected to be. Objects too broad
compared to the PSF are likely to be galaxies or unresolved binaries, while very narrow
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ones are probably cosmic rays or noise spikes.
(One important thing to note : DAOPHOT’s FIND routine also outputs a statistic for
quantifying the broadness of a detection called sharp. Confusingly, they are actually very
different things, in spite of the fact that the name and general purpose are the same.)
If sharp is not significantly larger than the square of the one-sigma Gaussian half width
of the PSF, then following approximation is reasonably accurate :
sharp2 w |σ(observed)2 − σ(PSF )2| (5.3)
where the σ’s are radii (HWHM, in other words) and sharp is assigned a positive value if
σ(observed) > σ (PSF) and a negative value if vice versa.
Reasonable upper and lower limits for sharp are selected based on the image PSF. The
combined V frame for Leo IV has an image FWHM of 5 pixels (0.77′′). The sharp criteria
for keeping objects was set thus :
− 2.2 < sharp < 2.5 (5.4)
The upper limit excludes points with a FWHM > 7.07 pixels (1.09′′) while the lower limit
excludes those with a FWHM < 2.37 pixels (0.36′′).
Of the 3177 points which were kept by the previous filtering step (selection by photo-
metric uncertainty), the sharp criteria eliminates a further 744 and keeps 2433. In all, the
combined filtering by magnitude uncertainty and sharp eliminated 1036 out of an original
3469 objects.
Figure 5.4 shows the results post-filtering-by-sharp.
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Figure 5.4: Results after filtering by both sharp and photometric uncertainty for the com-
bined V frame of Leo IV. Points in red were eliminated. a) Plot of sharp vs. raw instrumental
magnitude. b) Photometric uncertainty vs. raw instrumental magnitude.
5.1.1.3 Filtering by Cross Matching
Cross matching stars between different images or image sets will naturally eliminate
whatever false detections or noise spikes made it through the previous two filtering steps,
as the same random noise spike is unlikely to occur in two images. The cross matching was
performed using Peter Stetson’s DAOMATCH and DAOMASTER programs (§4.5 & §4.7).
Filtering by magnitude uncertainty and sharp left 2433 detections in the photometry of
Leo IV’s combined V frame and 1956 in the photometry of the combined I frame. 1172
objects were finally cross matched between the two frames.
Some fraction of approximately 1000 detections eliminated in each filter are noise
spikes, while others are objects which are bright enough to both be detected and converge
during PSF photometry in one filter but not the other. And yet a third category are objects
which are so dim as to make classification difficult.
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5.1.1.4 Statistical Subtraction
Foreground contamination from the Milky Way was removed in a statistical fashion.
The basic idea is that two nearby regions on the sky will contain similar Milky Way
populations with similar color magnitude diagrams. A star in a color magnitude diagram
of one region will likely have a counterpart in the corresponding diagram of the adjacent
region at a similar brightness and color.
In order to remove the Milky Way contamination from the CMD of a diffuse object like
Leo IV, then, one needs to image a nearby control field which contains, as near as possible,
nothing but Milky Way stars. For each control field star, one searches the photometry of the
program field for a counterpart close to it in color-magnitude space. If one is found, then
that star is likely not a member of the program object, but a Milky Way star. This star is
removed from the program photometry.
Of course, a member of Leo IV and a non-member in the control field can easily occupy
the same region of color-magnitude space, so this procedure, applied to a large enough
sample of control field and object stars, will almost certainly remove some galaxy members.
What is important for a CMD, however, is not so much the preservation of each individual
galaxy member, but the preservation of the shape of the features of the object CMD for the
sake of isochrone fitting. The method just outlined does that, showing us what the CMD of
Leo IV would most probably look like in the absence of Milky Way contamination.
Simon & Geha 2007 (Sim07) identified eighteen red giant and horizontal branch stars
as radial velocity members of Leo IV. Twelve of these are found in the program region.
These and the RR Lyraes (§5.1.2) were removed from the program photometry prior to
statistical subtraction to prevent their unintentional elimination. They were added back into
the photometry file after statistical subtraction.
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A control field for Leo IV was selected 10′ south of the center of Leo IV (galactic
coordinates of (l,b) = (265.6, 56.4), compared to (l,b) = (265.4, 56.5) for Leo IV.) It was
imaged over three nights in 2007 (see Table 2.2) and is shown in Figure 5.5. Figure 5.6
shows its CMD after filtering by photometric uncertainty and sharp.
A star in the program field of Leo IV is considered to be the statistical match of one in
the control field if they are within 3 σ of each other in both V and ( V−I ), σ being the
uncertainty in V or ( V−I ) as appropriate of the control field star in question.
Statistical subtraction whittled the 1172 objects left after filtering by magnitude un-
certainty, filtering by sharp, and cross matching between filters down to 708. The final,
resulting CMD for Leo IV is shown in Figure 5.7. Figure 5.8 is a version of the CMD with
variable stars V1 and V2 (see next section) marked with red squares and radial velocity
members identified by Sim07 marked with cyan triangles.
5.1.2 Variable Stars
Moretti et al. 2009 discovered three RR Lyraes in Leo IV. Two of them, V1 and V2, are in
the field of view of this study (see finding chart in Fig. 5.9.) V band photometric variability
plots for these stars are shown in Figures 5.10 through 5.13. Note that these are not complete
light curves. Moretti et al. 2009 do construct complete light curves and derive periods of
0.61895 days for V1 and 0.7096 days for V2. A search based on Daomaster’s variability
index reveals no further RR Lyraes. Transformation of the instrumental magnitudes onto
the standard system was accomplished via differential photometry, for reasons and through
methods outlined in §4.9. Two different comparison stars were used for this purpose, 4383
and 4166 (this study’s numbering, star ID’s assigned by DAOPHOT.) V1 is revealed to
exhibit the Blazhko effect, which was not captured in Moretti et al. 2009’s data for the star.
All data points except for the last three points of March 2007 (leftmost panels of fig.
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Figure 5.5: A 1200 s V band exposure of Leo IV’s control field taken on May 16, 2007.
(This is exposure number 55 from Table 2.2.)
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Figure 5.6: The CMD for the control field of Leo IV. The CMD has been filtered by
photometric uncertainty and sharp.
5.10 and 5.12) use star 4383 as the comparison star. 4383 is saturated in the frames from
which those last three points were measured, and so star 4166 was employed instead for
those points. This approach was employed rather than the simpler one of using 4166 as the
comparison star for all points because star 4383 is more than three magnitudes brighter than
4166. Its use as comparison star will therefore contribute less uncertainty to the final result.
The photometric variability plot of star 4383 is shown in figures 5.14 and 5.15. Note
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 Leo IV
Figure 5.7: The final CMD for Leo IV. The data for the CMD has been filtered by photo-
metric uncertainty, sharpness, and has had the control field subtracted from it in order to
remove foreground contamination.) or statistical subtraction.
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 Leo IV
Figure 5.8: Same as Fig. 5.7 except with variable stars V1 and V2 (§5.1.2) marked as red
squares (V1 is the redder star) and the radial velocity members identified by Sim07 as cyan
triangles. V2 is among the stars identified by Sim07 as a radial velocity member of Leo IV.
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Figure 5.9: Finding chart for Leo IV’s variable stars. North is up, east is left.
that the vertical axes of those figures is not Johnson V, but v0,SOI , SOI’s instrumental sys-
tem. 4383 is clearly constant except for the last three data points of March 2007, which
DAOPHOT mis-measured as being slightly brighter because of saturation.
The error incurred in the transformation to Johnson V by differential photometry owing
to the color difference between comparison and program stars is  ∆(v−i)0 (Eq. 4.8d). 
is −0.0751 for the night of March 22, 2007 (Table 4.1), and it can be expected to remain
constant. 4383 has (v−i)0 of 0.251 (and (V−I) of 0.652.) Based on this study’s photometry,
V1 and V2 are estimated to have average (v−i)0 of ∼ 0.185 and 0.083 respectively. (This
translates into respective (V−I) of 0.594 and 0.503.)
While these numbers are based on highly incomplete light curves and are therefore not
precise, the available photometric variability plots do sample enough of the complete light
curves that they are also not likely to be very far wrong. The fact that these averages place
the variables approximately where one would expect them to be on the horizontal branch of
Leo IV’s CMD (see Fig. 5.8) also suggests that they are not far off the true averages. 〈 V 〉
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for V1 and V2 obtained for this study are also very close to 〈 V 〉 obtained by Moretti et al.
2009, who do construct complete light curves, (21.49 and 21.41 respectively, for this study,
compared to 21.47 and 21.46 respectively for Moretti et al. 2009), strongly suggesting that
the mean (v−i)0 values for V1 and V2 measured by this study are quite close to the true
values. They will suffice for estimating the transformation error.
Based on the estimated average brightnesses, V1 and V2 have respective average ∆(v−i)0
relative to 4383 of −0.066 and −0.168, leading to average respective  ∆(v−i)0 of 0.005
and 0.013. This is an estimate of the average error in V caused by the color difference
between V1 and V2 on the one hand and star 4383 on the other. Of course, RR Lyraes and
their colors are variable. Given that the variation of RRab (V−I) are typically ∼ 0.2 about
the median, the error introduced by the discrepancy in colors between the RR Lyraes and
star 4383 goes up to ∼ 0.02 for V1 and ∼ 0.03 for V2, depending on the phase of the data
point considered. As star 4166 has (v−i)0 of 0.306 (and (V−I) of 0.702), the error in V
incurred by its color difference with V1 and V2 when it is used as the comparison star will
be slightly larger.
V1 appears to exhibit the long known and still unexplained Blazhko effect, a nearly
periodic modulation of amplitude and phase on time scales of tens to hundreds of days
which may affect 40% of RR Lyraes (Kolenberg et al. 2010). V1’s photometric variability
plot has a peak on the night of January 29, 2009 (leftmost panel, Fig. 5.11), at V ∼ 21.2,
which is clearly dimmer than the peak suggested by the brighter points on the night of April
11, 2007 (middle panel, fig. 5.10.) This is not seen in V2, at least in the data presented here.
5.1.3 Blue Stragglers
An apparent, modest population of blue straggler stars is clearly visible in Leo IV’s
CMD at 0≤ (V−I)≤ 0.2 and 23≤ V≤ 24. Fig. 5.16 is an (RA,Dec) plot of Leo IV’s stars.
107
182.5 182.6
21.8
21.7
21.6
21.5
21.4
21.3
21.2
21.1
21
20.9
20.8
200.5 200.6 202.5 202.6 237.4 237.5 238.5 238.6
Figure 5.10: The photometric variability plot for Leo IV’s variable star V1, 2007.
Radial velocity members as identified by Sim07 are plotted in magenta, RGB and HB stars
not so identified are plotted in black, and the blue straggler stars are plotted as large blue
points. This plot gets at two issues.
First, are the putative blue straggler stars actually blue stragglers, or members of a
younger main sequence population? Central concentration, or indeed any kind of clumpy
distribution, would point to relatively recent star formation, and would suggest that these
stars are young main sequence stars rather than blue stragglers.
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Figure 5.11: The photometric variability plot for Leo IV’s variable star V1, 2009.
Second, if at least some are blue stragglers, what kind of blue stragglers are they? Blue
stragglers can form either by collisions or by mass transfer in a binary system. The former
type would exhibit more central concentration, owing to their larger masses, while mass
transfer blue stragglers would follow the spatial distribution of primordial binaries, whose
spatial distribution follows that of HB and RGB stars (Mapelli et al. 2006, Mapelli et al.
2007).
With five blue straggler stars within approximately one half light radius, this study’s
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Figure 5.12: The photometric variability plot for Leo IV’s variable star V2, 2007.
sample and spatial coverage is too small for any kind of detailed spatial distribution study.
However, it is evident that the blue straggler stars show no signs of central concentration
within the inner half light radius of Leo IV.
Sand et al. 2010 and Okamoto et al. 2012 both observed the blue straggler population
of Leo IV with much larger fields of view than this study (24′ by 24′ and 40′ by 30′,
respectively), and were thus able to observe a much larger number of these stars over a
greater portion of the galaxy (low tens of blue stragglers, with Okamoto et al. observing
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Figure 5.13: The photometric variability plot for Leo IV’s variable star V2, 2009.
about twice as many as Sand et al. because of their larger field of view.) Sand et al. 2010
concluded that at least some of the blue straggler stars that they observed are young main
sequence stars rather than blue stragglers. They arrive at this conclusion this by examining
the ratio of the number of blue straggler stars to the number of blue horizontal branch (BHB)
stars. Momany et al. 2007 found a trend in this ratio with MV for the Milky Way dwarf
spheroidals. Sand et al. 2010 compared Leo IV’s blue straggler / BHB ratio with the number
predicted by Momany et al. 2007’s trend and find that Leo IV’s is significantly larger. The
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Figure 5.14: The photometric variability plot for comparison star 4383 (numbering of this
study, the star ID assigned by DAOPHOT.) Note that the vertical axis is v0,SOI , V in the
SOI instrumental rather than Johnson-Cousins photometric system.
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Figure 5.15: The photometric variability plot for comparison star 4383 (numbering of this
study, the star ID assigned by DAOPHOT.) Note that the vertical axis is v0,SOI , V in the
SOI instrumental rather than Johnson-Cousins photometric system.
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Figure 5.16: (RA,Dec) plot of Leo IV’s stars. Radial velocity members as identified by
Sim07 are plotted as magenta triangles, RGB and HB stars not so identified are plotted in
black, and the blue straggler stars are plotted as large blue points.
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excess blue straggler stars, they surmise, are not blue stragglers at all and must therefore be
young main sequence stars.
This study’s CMD for Leo IV contains five stars in the blue straggler region and five
in the blue horizontal branch region. This one-to-one ratio lies well below Momany et
al. 2007’s trend for dSphs. However, this is a simplistic application - no background and
completeness corrections were calculated for the blue straggler and BHB populations. And
the field of view considered here covers Leo IV only out to approximately one r1/2.
Sand et al. 2010 also find that most of their seven high probability blue stragglers (de-
fined as those blue straggler candidates found in the brighter and bluer portion of the blue
straggler region of the CMD, and therefore least likely to be Galactic contaminants) are
concentrated in the southern half of the galaxy, something which is somewhat evident in
Fig. 5.16. Small number statistics may be responsible for this phenomenon in both studies,
however.
Okamoto et al. 2012 examined only the spatial distribution of Leo IV’s blue stragglers.
Their version of Figure 5.16, much like Figure 5.16, shows neither central concentration nor
clumpy distribution, unlike what would be expected for a young main sequence population.
They conclude on this basis that these stars are most likely blue stragglers of the mass
transfer binary type.
The difference in findings concerning the spatial distribution of blue straggler stars
between these two studies likely stems in large part from the fact that Sand et al. 2010
looks only at the spatial distribution of blue straggler stars which have V . 23.5 in order
to avoid contamination by background galaxies and foreground stars. Okamoto et al. 2012
applied no such cutoff. In calculating the blue straggler / BHB ratio, however, Sand et al.
2010 also did not apply a cutoff, resulting in a larger number than would have resulted with
application of a cutoff.
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5.2 Boötes II
5.2.1 Color Magnitude Diagram
A 900 s V band image of the Boötes II field is shown in Fig. 5.17. The unfiltered
color magnitude diagram for Boötes II is presented in Figure 5.18. The same issues of
contamination by non-stellar objects and galaxies that afflict the unfiltered CMD of Leo IV
(Fig. 5.2) are present here as well. Casual inspection of the CMD shows that foreground
contamination from the Milky Way is a great deal less of an issue because Boötes II is
farther above the galactic plane (b = 68.9◦, as opposed to Leo IV’s declination of b = 56.5◦.)
The CMD for Boötes II therefore underwent the same filtering and cleaning procedure
as Leo IV’s CMD except for statistical subtraction with a control field, since that last step
is designed to remove the foreground contamination from the Milky Way. Aside from that
last step, all of the other steps are identical between the processing of the CMDs of Leo IV
and Boötes II, with one caveat.
When filtering by sharp, some consideration has to be given to the fact that Boötes
II’s final photometry in each filter was arrived at via an intensity weighted average of the
photometry of the individual frames, rather by measurement of a single combined frame for
each filter, as was the case with Leo IV.
Since all of the filtering steps for Boötes II are identical to those of Leo IV with the
exceptions outlined above, the sections below will not repeat the justifications and minutiae
for each step, as those have already been laid out in the corresponding sections for Leo IV.
Instead, they will be devoted to specific numbers and plots for the V band photometry of
Boötes II for the sake of illustration, as well as fleshing out the aforementioned difference
in filtering by sharp between Leo IV and Boötes II.
116
Figure 5.17: A 900 s V band image of Boötes II. The SOI imager has a field of view of
5.24 × 5.24 arcmin2 at a pixel scale of 0.′′077.
5.2.1.1 Filtering by Photometric Uncertainty
This was done in exactly the same manner as for Leo IV (§5.1.1.1) Panel a of Fig.
5.19 shows a plot of photometric uncertainty vs. raw instrumental magnitude for the V
photometry of Boötes II. As with Leo IV, one can see that there is a roughly exponential
main run of points, above which float outlying points.
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Figure 5.18: Color magnitude diagram of Boötes II prior to the application of any filtering
(by photometric uncertainty or sharp).
Panel b shows the exponential function which was fit to the main run of points in green,
and in red, those points which were removed because they lie too far from the fit. For the V
photometry, 1252 points out of an original 3569 were eliminated in this step, leaving 2317
data points.
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(a) (b)
Figure 5.19: Same as Fig. 5.3 for Leo IV. a) Photometric error versus the raw instrumental
magnitude for the V photometry of Boötes II. One can see a main run of points following
an approximately exponential curve along with a “cloud” of points lying above the main
body. An exponential function was fit to the data. At each given step, points greater than one
RMS uncertainty away from the fit were eliminated and the fit recalculated. b) The final fit
is shown in green, while the rejected points are marked in red. The multiple “sequences” are
not a cause for concern. The large majority of those points would have been easily excluded
based on sharp filtering anyway (see Fig. 5.20.) Examination of those points which would
not have been excluded by sharp filtering revealed them to largely be false detections found
only in single frames, often on the edges of those frames.
5.2.1.2 Filtering by sharp
This was done in largely the same manner as for Leo IV (see section 5.1.1.2 for details.)
“Largely” because there is a slight subtlety in the choice of limits on sharp.
A master frame was constructed for each filter for Leo IV by combining all frames of
the filter in question. That master frame then measured. Picking sharp limits in such a case
is very simple, as the sharp index returned by Allstar for any given star is simply its sharp
index in the master frame. One simply looks at the FWHM of the typical stellar image in
the master frame and picks sharp limits corresponding to FWHM that are far enough above
and below the frame PSF’s FWHM that they allow one to confidently eliminate the large
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majority of non-stellar objects without losing any real, non-blended stars.
Boötes II’s photometry was not handled in this way, however (§4.2). No master frames
were constructed. Instead, each individual frame was measured, and DAOMASTER was
used to take an intensity weighted average of the photometry for the individual frames
within each filter. The sharp index returned in this case is also a weighted average across
the individual frames.
The FWHM of the Boötes II V frames range from 4.1 to 7.1 pixels (0.6′′ to 1.09′′). The
sharp criteria was set as :
− 2 < sharp < 2.5 (5.5)
These limits, applied to any individual frame, would yield FWHM limits which safely
delineate stellar from non-stellar objects. They should therefore work when applied to
sharp averaged across those same frames.
For the V photometry, 1331 of the 2317 points kept by the previous filtering step were
removed by this step, leaving 986 points. These results are plotted in Figure 5.20.
5.2.1.3 Filtering by Cross Matching
This was done in exactly the same manner as for Leo IV. After filtering by photometric
uncertainty and sharp, 986 points were left in the V photometry of Boötes II, and 1605 in
the I photometry. Cross matching the two filters by DAOMASTER left a final tally of 375
stars.
The final, filtered CMD for Boötes II is shown in Figure 5.21. Fig. 5.22 shows the same
CMD with variable star V1 (§5.2.2) marked with a red square and radial velocity members
identified by Koch et al. 2009 marked with cyan triangles.
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(a) (b)
Figure 5.20: Same as Fig. 5.4 for Leo IV. Results after filtering by both sharp and photo-
metric uncertainty for the V photometry of Boötes II. Points in red were eliminated. a) Plot
of sharp vs. raw instrumental magnitude. b) Photometric uncertainty vs. raw instrumental
magnitude. The multiple “sequences” are not a cause for concern (see Fig. 5.19’s caption
for details.)
5.2.2 Variable Stars
A search based on DAOMASTER’s variability index revealed one variable star in Boötes
II, V1, at (RA,Dec) of (13:58:07, 12:51:24) (see Fig. 5.23 for finding chart.) Its V band
photometric variability plot is shown in Figure 5.24. Transformation of the instrumental
magnitudes onto the standard system was accomplished via differential photometry, for
reasons and through methods outlined in Section 4.9. Star 1478 (this study’s numbering,
star IDs assigned by DAOPHOT) was used as the comparison star. Its photometric variability
plot is shown in Figure 5.25.
The error incurred in the transformation to Johnson V by differential photometry owing
to the color difference between comparison and program stars is  ∆(v−i)0 (Eq. 4.8d). 
is −0.0649 for the night of May 17, 2007 (Table 4.1), and it can be expected to remain
constant. 1478 has (v−i)0 of 0.214 (This translates into (V−I) of 0.635.) Based on this
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Figure 5.21: The final CMD for Boötes II. The data for the CMD has been filtered by
photometric uncertainty and sharp.
study’s photometry, V1 is estimated to have average (v−i)0 of ∼ 0.187 (This translates into
(V−I) of 0.611.) While these numbers for V1 are based on highly incomplete light curves,
they will suffice for estimating the transformation error.
Based on the estimated average brightnesses, V1 has average ∆(v−i)0 relative to 1478
of −0.027, leading to average  ∆(v−i)0 of 0.002. This is an estimate of the average error
in V caused by the color difference between V1 and star 1478. Of course, RR Lyraes and
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Figure 5.22: Same as Fig. 5.21 except with variable star V1 (§5.2.2) marked with a red
square and radial velocity members identified by Koch et al. 2009 marked with cyan trian-
gles.
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Figure 5.23: Finding chart for V1. North is up and east is to the left.
their colors are variable. Given that the variation of RRab (V−I) are typically ∼ 0.2 about
the median, the error introduced by the discrepancy in colors between V1 and star 1478
goes up to ∼ 0.016, depending on the phase of the data point considered.
Though incomplete, V1’s photometric variability plot clearly shows it to be a variable
star. Its amplitude of slightly less than a magnitude in V and its position on the HB of
Boötes II’s CMD obviously suggest that it is an ab type RR Lyrae.
Given the highly incomplete nature of its measured light curve, any estimate of V1’s
mean V and (V−I) must be used with caution. It is therefore of little use as a standard
candle with which to determine Boötes II’s distance. This is especially the case given the
lack of clear horizontal branch stars in Boötes II’s CMD against which to compare it (see
Fig. 5.22.)
The logical follow-up to these results would be to measure a radial velocity and obtain
a complete light curve for this star.
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Figure 5.24: The photometric variability plot for Boötes II’s variable star V1.
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Figure 5.25: The photometric variability plot for comparison star 1478 (numbering of this
study, the star ID assigned by DAOPHOT.) Note that the vertical axis is v0,SOI , V in the
SOI instrumental rather than Johnson-Cousins photometric system.
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CHAPTER 6: ISOCHRONE FITTING &M92
This chapter does two things. First, it discusses M92 and presents the work done to
obtain its age. Secondly, in the process, it discusses the methods of age determination
used, methods which were also applied to Leo IV and Boötes II. This includes a detailed
discussion of the Dartmouth and Victoria-Regina isochrones as well as two versions of the
ΔVHBTO method of age dating. General issues involved in isochrone fitting are also discussed,
including distance determination.
6.1 Distances & RR Lyraes
In order to sensibly compare isochrones to observed CMDs, one should know the dis-
tance of the object being observed.
Easy to identify, bright, and numerous, RR Lyraes are the most frequently employed
standard candles for distance determinations. They are especially useful in the case of old,
metal poor systems, as these frequently lack Population I distance indicators such as classical
Cepheids or, given their distance, main sequence stars with high-accuracy trigonometric
parallax.
RR Lyraes are observed to obey an MV -[Fe/H] relation
MV = α[Fe/H] + β (6.1)
This relation is not strictly obeyed. In fact MV depends on both evolutionary effects
and HB morphology (Lee 1991). A horizontal branch star’s brightness will increase by ∼
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Figure 6.1: CMD of M3’s horizontal branch plotted using data from Corwin & Carney
2001. RR Lyraes are plotted as open circles, non-RR Lyraes as crosses. Note the spread in
brightness on the HB. This is due to stars increasing in luminosity as the evolve off of the
zero-age horizontal branch (ZAHB).
0.1 magnitude in V over the course of its time as an HB star. Fig. 6.1 illustrates this for
M3’s RR Lyraes. Additionally, some theoretical models predict that the slope varies with
metallicity (Caputo 1997). Nevertheless, linear fits to Eq. 6.1 to RR Lyraes over the range
−2.2 ≤ [Fe/H] ≤ −1.0 find α ≈ 0.25 with maximum deviations of only 0.02 (Chaboyer
1999). Fits over the broader range −2.2 ≤ [Fe/H] ≤ 0.0 see that deviation increase to the
still rather small value of 0.04 (Chaboyer 1999).
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Chaboyer 1999 and Cacciari & Clementini 2003 adopt α = 0.23 ± 0.04. Both studies go
on to average the results of several methods to obtain nearly the same value for the intercept,
β = 0.93 for Chaboyer 1999, β = 0.94 for Cacciari & Clementini 2003. This study adopts
Cacciari & Clementini 2003’s equation :
MV = (0.23± 0.04)[Fe/H] + (0.94± 0.09) (6.2)
6.2 The Choice of Isochrones
Now that we have the CMDs of Leo IV and Boötes II, it is time to fit isochrones to
them to determine age, composition, and a rough star formation history for those dSphs.
But before this can be done, a choice of models must be made. (For a basic discussion of
isochrones, see §1.3.) There are several sets of well regarded and commonly used isochrones
to choose from : Dartmouth, Victoria-Regina, Yonsei-Yale, etc. (Dotter et al. 2007, 2008,
VandenBerg et al. 2006, Yi et al. 2003).
For this study, Victoria-Regina isochrones (VandenBerg et al. 2006) and Dartmouth
isochrones (Dotter et al. 2007, 2008) were considered. Salient features of the models are
given in Table 6.1. Important commonalities between the models include their equations of
state and opacities. Key differences include their treatment of convective core overshooting,
of surface boundary conditions, and treatment or not of diffusion.
Note that the Victoria-Regina isochrones considered here are not the most recent ver-
sions. The most recent, which do include the effects of diffusion and are detailed in Vanden-
Berg et al. 2012, were released too late for inclusion in this study. It is, however, useful to
compare the results derived from isochrones which do not include diffusion to those which
do (namely, the Dartmouth models.) Additionally, useful relative ages between systems can
still be derived with this older set of isochrones (though they were not ultimately adopted -
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the Dartmouth isochrones were ultimately used for this purpose.)
6.2.1 Convection
Both models treat convection using mixing length theory with solar calibrated mixing
length ratio α(MLT), the ratio of the mixing length (the distance traveled adiabatically
by a mass element undergoing convective motion) to the stellar atmosphere’s pressure
scale height. Both also account for convective core overshoot (CCO), but differ in their
treatment of CCO. The inclusion of convective overshoot in stellar models has been found
to significantly increase the mass of convective cores, significantly increasing main sequence
lifetime (Roxburgh 1978). Convective core overshoot has also been found to affect the shape
of MSTO and the proportion of the total stellar lifetime spent in various phases of evolution
(Stothers 1991).
The idea behind convective overshoot is that convective turbulence and mass motions
do not remain confined to the convective region defined by the Schwarzschild criterion, but
spill over into adjacent regions. Convectively rising masses do not have zero velocity when
they reach the Schwarzschild boundary, and their motion takes them over the boundary in
spite of the fact that the buoyant force becomes less than the gravitational force beyond that
boundary. Ideally one would calculate the size of the overshoot region from fluid dynamics,
but this is not done in present stellar evolution models, owing largely to the difficulty of
treating the details of turbulence.
One common way around this difficulty is to parametrize the size of the overshoot region
as a multiple λp of pressure scale height Hp. This is the approach taken by the authors of the
Dartmouth isochrones. Specifically, they adopt the prescription of Demarque et al. 2004.
Stars above a threshold stellar mass are treated as possessing convective core overshoot
regions of height λp Hp. The minimum stellar mass is a function of [Fe/H] and [α/Fe], and
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Table 6.1: Isochrones
Dartmouth
Equation of State M ≥ 0.8 M : ideal gas
M < 0.8M : FreeEOS equation of state1
Debye-Huckel correction (all masses)
Opacity High temperature : OPAL2
Low temperature : Ferguson et al. 2005
Nuclear Reaction Rates Adelberger et al. 1998 with some exceptions (Dotter et al. 2008)
Neutrino Energy Loss Haft et al. 1994
Convection α(MLT) = 1.938
Convective overshoot according to Demarque et al. 2004
Gravitational Settling / Diffusion Yes
Conductive Opacities Hubbard & Lampe 1969
Victoria-Regina
Equation of State Eggleton et al. 1973
Opacity High temperature : OPAL2
Low temperature : Ferguson et al. 2005
Higher of the two in overlapping temperature regime
Nuclear Reaction Rates Bahcall & Pinsonneault 1992
Neutrino Energy Loss Itoh et al. 1996
Convection α(MLT) = 1.89 (non-solar-scaled abundance models)
α(MLT) = 1.90 (solar-scaled abundance models)
Gravitational Settling / Diffusion No
Conductive Opacities Hubbard & Lampe 1969
1 http://freeeos.sourceforge.net/ (A. Irwin)
2 Iglesias & Rogers 1996
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λp increases with stellar mass, up to a value of 0.2 for stars with masses more than 0.2 M
greater than the threshold mass for their composition. The threshold mass varies from 0.9
M to 1.6 M depending on composition.
An alternative treatment is to use the Roxburgh integral criterion (Roxburgh 1978, 1989).
This is the method employed by the Victoria-Regina isochrones. The Roxburgh criterion was
derived by integration of the full equations of compressible fluid dynamics. The integration
is made possible by the addition of some reasonable assumptions. Essentially, the idea is
to take into account the flux of turbulent energy, something which conventional mixing
length theory explicitly ignores, while neglecting viscosity and assuming that fluid motion
is confined to the convective zone (including the overshoot region), yielding an integral
criterion which defines the maximum extent of the overshoot region.
6.2.2 Settling / Diffusion
Gravitational settling causes heavier elements to sink into the deeper layers of the star,
displacing hydrogen in those layers and increasing the opacity in the outer layers. The
increase of the mean molecular weight in the stellar interior increases a star’s luminosity
and accelerates its evolution. Additionally, the fact that there is less hydrogen in the core
further moves forward the moment of core hydrogen depletion. Ages of stellar populations
derived from diffusive models are therefore younger than those derived from non-diffusive
models by≈ 10% (Chaboyer et al. 2001). These effects are primarily caused by the diffusion
of helium, due to its overwhelming abundance compared to heavier elements.
Studies of iron abundances in the TO and lower RGBs of globular clusters (Gratton et
al. 2001) and of Li abundances in field stars (Ryan et al. 1999) suggest that helium diffusion
either does not occur in metal poor stars, or that it is inhibited at the surface by rotationally
induced mixing (Deliyannis et al. 1998).
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The Victoria-Regina isochrones implement the former suggestion, the Dartmouth isochrones
implement the latter. While defending their choice, the authors of the Victoria-Regina
isochrones (VandenBerg et al. 2006) take the view that if one wishes to take diffusion into
account when deriving ages, one can simply reduce the ages inferred from their isochrones
by 10%.
6.2.3 Boundary Conditions
Stellar evolution codes commonly treat surface boundary conditions (effective tempera-
ture of the star, Teff and the pressure at the physical radius in the star where T = Teff ) by
specifying the surface temperature as a function of optical depth, usually employing either
the Eddington approximation or Krishna Swamy 1966’s empirical fit to the Sun, and then
integrating the equation of hydrostatic equilibrium in conjunction with this T-τ relation to
obtain the boundary pressure. This is the approach used by the Victoria-Regina models,
with the Krishna Swamy solar fit chosen as the T-τ relation (VandenBerg 2000).
A second common approach, the approach employed by the Dartmouth models, is to
derive the surface boundary conditions from a model stellar atmosphere. The authors of the
Victoria-Regina models would in fact have preferred to use this method, but did not have
models available which covered a sufficent range in [Fe/H] and [α/Fe] (VandenBerg 2000).
The Dartmouth models derive their surface boundary conditions from the PHOENIX
model atmospheres at Teff ≤ 10,000 K (Hauschildt et al. 1999a,b), supplemented by Castelli
& Kurucz’s 2003 model atmospheres for Teff > 10,000 K. For each model star, values were
specified for Teff and log g , and the pressure at the location in the relevant model atmosphere
where T = Teff was adopted as the boundary pressure.
The authors of the Dartmouth isochrones produced three different versions of their
calibrated solar model, one each employing the Eddington, Krishna Swamy, and PHOENIX
133
3000350040004500500055006000
Effective Temperature (K)
0
1
2
3
Lo
g(L
/L
Su
n)
Krishna Swamy (αML=2.02)
Eddington          (αML=1.73)
PHOENIX         (αML=1.94)
Figure 6.2: Fig.1 of Dotter et al. 2007. Here is the original caption : “Evolution of calibrated
solar models from the pre-main sequence to the tip of the red giant branch in the theoret-
ical H-R diagram (except for Krishna Swamy, where no pre-main sequence is plotted).
Each model employs a different surface boundary condition and requires a different solar-
calibrated mixing length. The PHOENIX model atmosphere boundary condition adopted
in this paper lies between the Eddington and Krishna Swamy models, both in terms of the
mixing length and, as a result, the temperature of the red giant branch. Note also that while
the Eddington and Krishna Swamy models have a similar amount of curvature above log
L/L = 1, the PHOENIX model red giant branch is relatively straight.” Reproduced by
permission of the AAS.
surface boundary conditions (Dotter et al. 2007). Each version was matched with a different
convective mixing length ratio αMLT in order to fit observations of the Sun. The results are
shown in their Figure 1, which is reproduced with caption here in Fig. 6.2. Note that all
three models agree quiet well from the main sequence up through the subgiant branch, and
only begin to seriously diverge from each other on the red giant branch.
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6.2.4 Color-Teff Relations
The Victoria-Regina isochrones use the semi-empirical color-Teff relations of Van-
denBerg & Clem 2003. That study utilized synthetic colors generated by Kurucz model
atmospheres (P.R. Wood & M.S. Bessell, private communication to the authors, corrected
for consistency with Castelli 1999) for hot stars and MARCS model atmospheres (Bell
& Gustafsson 1978, 1989, VandenBerg & Bell 1985) at Teff ≤ 7000 K. Final relations
were arrived at by applying corrections to match observations of several globular and open
clusters, of solar neighborhood stars, and of field giants.
This same color-Teff relation is one of the options available for the Dartmouth isochrones
in the Johnson-Cousins BV(RI) photometric system. The other is a purely synthetic set of
transformations based on the PHOENIX model atmospheres at Teff ≤ 10,000 K (Hauschildt
et al. 1999a, Hauschildt et al. 1999b), supplemented by Castelli & Kurucz 2003’s model
atmospheres for Teff > 10,000 K (much as was done for the boundary conditions) (Dotter
et al. 2008).
In fitting their isochrones to the CMDs of several clusters, Dotter et al. 2008 found the
synthetic transformation to be markedly inferior in (B−V), with comparable performance
between the two in (V−I), except in the lower MS, where the synthetic transformation was
found to better reproduce observations.
This study adopted the semi-empirical color-Teff transformations in working with the
Dartmouth isochrones. This study works in the V & I filters, and though the synthetic
relations are superior in the lower MS in (V−I), this study’s data do not extend to those
dim magnitudes. At all other magnitudes, the two have been found to have comparable
performance. The semi-empirical relation, however, allows a more direct comparison with
the Victoria-Regina isochrones.
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6.2.5 Horizontal Branches
The Victoria-Regina models include a zero age horizontal branch (ZAHB) for each
composition (VandenBerg et al. 2000) The ZAHB locus for each composition consists of 30
models. These are calculated by adopting the helium core mass and envelope composition
of the appropriate RGB tip precursor while varying the envelope mass. Each initial HB
model is evolved with short time steps over a relaxation time of 2 Myr, at which time it is
considered to have arrived on the ZAHB.
The Dartmouth models include an option for a synthetic HB / AGB for each composition.
These simulate evolution from the ZAHB through the horizontal branch, up the AGB until
but not including the onset of thermal pulses. The models are based on the formalism of
Lee et al. 1990.
The synthetic HB/AGB models are implemented on and can be accessed through the
Dartmouth Stellar Evolution Database website (much like the isochrones themselves.) The
user specifies the model [Fe/H], [α/Fe], the mean and maximum HB star masses, and the
mass dispersion (standard deviation.) The user specifies the “age” of the model by choosing
the maximum HB mass to correspond to the mass at the tip of the RGB of the isochrone of
the same composition of the HB and the desired age. The web-based tool will then generate
the desired number of model HB stars.
6.2.6 The Choice & the Offset
While work was done with both, in the end, the Dartmouth isochrones were chosen
because their metallicities extend down to [Fe/H] < −2.50, while the Victoria-Regina
isochrones only go as low as [Fe/H] = −2.31. Leo IV’s metallicity was determined to
be [Fe/H] =−2.46± 0.10 (§1.5.2), which the Dartmouth isochrones reach, but the Victoria-
Regina isochrones do not. Additionally, the Dartmouth isochrones yield a much more rea-
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sonable age for M92 (or less unreasonable, depending on how one looks at it), 14.5 Gyr,
versus 16 Gyr for the Victoria-Regina isochrones (§6.4.2.) (The age of the universe is
thought to be 13.8 Gyr within the Λ-CDM model (Planck collaboration).)
Figure 6.3 shows comparisons of isochrones of the two models at solar composition and
an age of 4 Gyr in the theoretical and observational planes. The agreement is quite good,
though there is some difference at the turnoff. Figure 6.4 shows the same comparisons except
at [Fe/H] = −2. Although they still agree on the main sequence, a significant difference is
evident from the turnoff on through the RGB. As both models were calibrated to the Sun, the
fact of their agreement at solar composition and the subsequent emergence of differences
as one moves away from solar composition is not unexpected. The likely culprit in the
difference between these two figures is the different surface boundary conditions employed
by the two models (Dotter, private communication.)
It is quite common to apply color offsets of δ(B−V) ∼ 0.02 magnitudes to isochrones
in order to produce a better fit to observed CMDs. The origin of this offset between models
and observations lies in uncertainties in the modeling of convection, which affects radii and
therefore effective temperature, and uncertainties in the color-temperature relations.
δ is best determined not necessarily by comparison of the isochrones to the systems
under study, for the data on hand may not be adequate to that purpose. One’s data may
have large photometric errors, the CMD may be sparsely populated, may be the product of
multiple epochs of star formation, or may experience fore- or background contamination.
The offset is better determined by comparison with a very well studied system of com-
parable composition for which a high quality CMD is available. For metal poor systems
such as Leo IV and Boötes II, the obvious choice is globular cluster M92, and that is the
choice which is made here.
The fitting of isochrones to M92 will serve not merely to calibrate the isochrones, but
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Figure 6.3: Comparison of Victoria-Regina and Dartmouth models of solar composition in
the theoretical and observational planes.
also to determine the age of M92, which will then be used as a reference for relative age
determinations of Leo IV and Boötes II. This is necessary because the absolute ages of
systems as derived from isochrones are often problematic because of the aforementioned
uncertainties in input physics.
The rest of this chapter will examine this issue and other issues generally associated
with isochrone fitting in the course of presenting fits of the Dartmouth isochrones to M92.
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Figure 6.4: Comparison of metal poor Victoria-Regina and Dartmouth models in the theo-
retical and observational planes.
6.3 Up, Down, Left, Right, Shape: Degeneracy of Fits
Isochrone fits to observed CMDs are often highly degenerate. This is generally the case
even when dealing with coeval, single composition systems with well populated evolution-
ary sequences and perfect removal of non-stellar detections and contamination by fore- and
background objects from the CMD.
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The reasons for this are very simple.
For any given isochrone, one finds that there are other isochrones spanning a range of
compositions and ages about its composition and age which have very similar morphologies.
These differ primarily in that older isochrones have dimmer, redder turnoffs and therefore
shorter SGBs (Figure 1.5), and that the greater the heavy element abundance, the dimmer and
redder the entire isochrone (Figures 1.6 and 1.7). It is entirely possible that these different
factors conspire to produce isochrones of differing ages and compositions with very similar
morphologies whose most noticeable difference from one another is being offset from each
other in brightness and color. In other words, they look very similar, but sit in a different
spot in a CMD.
Fig. 6.5 illustrates the issue, showing two isochrones of differing age and very different
composition. One is 9.5 Gyr old with [Fe/H] =−1 and [α/Fe] = 0, while the other is 8.5 Gyr
old with [Fe/H] = −1.8 and [α/Fe] = 0.8. Panel a shows that these are clearly separated in
MV and (V−I). Panel b applies offsets of δ(V) = −0.15 and δ(V−I) = −0.035 to the [Fe/H]
= −1 isochrone, overlaying it on the [Fe/H] = −1.8 isochrone. They almost exactly match
each other except at the lower MS and the tip of the RGB.
But the tip of the RGB is very sparsely populated in some systems and membership of
the few if any stars near or on the tip doubtful. In such cases one cannot use the RGB tip
to distinguish between isochrone fits. As for the lower MS, observations often do not reach
such faint magnitudes. When they do, the photometric uncertainty is significant, making
use of the lower MS problematic.
What this means is that if one is allowed to shift isochrones up and down (brighter and
dimmer), left and right (bluer and redder), then isochrones of a range of compositions and
ages can fit a given observed CMD, as they all have morphologies similar to that observed
CMD.
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Figure 6.5:Dartmouth isochrones of differing age and composition, yet similar morphology.
Panel b shows constant offsets in V and (V−I) applied to the [Fe/H] = −1 isochrone in
order to overlay it on the [Fe/H] = −1.8 isochrone. In fitting a cluster or galaxy CMD,
uncertainties on the order of those offsets in the reddening and distance modulus of the
object and color offset δ(V−I) of the isochrone would leave one in doubt as to which of
these two isochrones fit the object, unless outside information on composition was available.
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One might shift the isochrones’ positions in a CMD if there is uncertainty in either the
distance or reddening of the object of study.
In order to sensibly overplot isochrones onto a object’s CMD, one must account for the
system’s distance modulus and reddening. Thus one generally dims the models, moving
them downward in a CMD, since isochrones are given in terms of absolute magnitudes and
there are no clusters or galaxies within 10 pc of the Earth. And to account for interstellar
extinction, one reddens them, moving them rightward in a CMD. If there is uncertainty in
either the distance or the extinction, then there is uncertainty in exactly how much dimmer
and/or redder one should make the isochrones to fit them to the observed CMD, and the
conundrum illustrated by Fig. 6.5 arises.
Said conundrum can arise even without any uncertainty in distance or reddening. Figure
6.6 shows two isochrones of slight differing age, 5.5 versus 6 Gyr, and somewhat differing
[Fe/H],−1.8 versus−2. No offsets in either V or (V−I) have been applied, yet the two very
closely match each other except at the very tip of the RGB. So closely, in fact, that they
would both be considered equally good fits to an observed CMD in the absence of prior
knowledge of the observed system’s metallicity.
Degeneracy thus comes into play when there is uncertainty in more than one of the
following : a system’s distance, reddening, composition, age, and the color offset of the
isochrones.
The clearest indicator of age in a coeval population of uniform composition is the MSTO.
Therefore that is the parameter which one typically attempts to derive from an isochrone
fit, with the other parameters determined externally. Composition is best measured directly
from spectroscopy. Distance is ideally derived from observations of standard candles within
the population, such as RR Lyraes. Excellent reddening and extinction maps are given by
Schlegel et al. 1998.
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Figure 6.6: Isochrones of slightly different age and somewhat different composition which
are very similar to each other.
6.4 M92
M92 is one of the most well studied globular clusters. It is highly populated, subject to
low reddening, and is also located well above the galactic plane (b = 34.86◦), making it easy
to obtain color magnitude diagrams of it which are both well populated at all evolutionary
stages and suffer little from foreground contamination by Milky Way stars. Its low metallic-
ity, comparable to that of many dSphs, makes it a good reference against which to measure
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relative ages for those systems.
6.4.1 Parameters
6.4.1.1 [Fe/H]
Helfer, Wallerstein, and Greenstein firmly established in 1959 that M92 has a metallicity
two orders of magnitude less than that of the Sun (Helfer et al. 1959).
Since then, spectroscopy has confirmed that M92 is indeed a very metal poor object
with [Fe/H] < −2. Kraft and Ivans 2003 and 2004 found [Fe/H] = −2.38 ± 0.07. King et
al. 1998 measured [Fe/H] = −2.52 ± 0.06. Carretta & Gratton 1997 found [Fe/H] = −2.16
± 0.02, Harris 1996 found [Fe/H] = −2.27 (no uncertainty given), and Sneden et al. 1991
found [Fe/H] = −2.25 ± 0.02.
These values all cluster fairly closely together except for the King value. That value was
derived from observations of subgiant branch stars, however, unlike the others, which were
derived from observations of red giants. Differences in model atmospheres, gf-values, and
instrumental effects may account for the fact that this derived metallicity is about half the
value of the others.
Kraft and Ivans derive their value of [Fe/H] = −2.38 ± 0.07 through analysis of Fe
II lines from high resolution spectroscopy of six red giants. Among the aforementioned
studies, theirs is the only one which is based exclusively on Fe II lines. All of the others
were arrived at either solely on the basis of Fe I lines or from analysis of both Fe I and Fe
II lines.
Departures from local thermodynamic equilibrium (LTE) may have an effect on iron
abundances determined from Fe I, while Fe II lines are virtually unaffected (Athay & Lites
1972, Bikmaev et al. 1990, Thevenin & Idiart 1999, Shchukina & Trujillo 2001). Thevenin
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& Idiart 1999 found that use of Fe I can produce an underestimate of [Fe/H] by 0.3 dex in
stars of [Fe/H] = −3.0.
The primary factor behind this is overionization (compared with LTE) of Fe I by UV
radiation generated in stellar layers beneath those where Fe lines originate. These affect Fe
I but not II because of the larger ionization potentials of Fe II, and because Fe I is by far
the minority species, meaning that an effect of any given absolute magnitude would have a
proportionately greater effect on its numbers compared to Fe II.
Ivan and Kraft’s figure of −2.38 ± 0.07 is therefore adopted for the purposes of this
study. That, however, is not the number used in the isochrone fits. A slightly different
metallicity of −2.31 was used instead.
The reason for this has to do with what metallicities are available for the Victoria-
Regina isochrones. While Dartmouth isochrones were ultimately employed, Victoria-Regina
isochrones were considered, and only certain metallicities are available for that set. The
available Victoria-Regina metallicity value closest to the Kraft and Ivans value is [Fe/H]
= −2.31. While not an exact match, the difference of 0.07 dex is less than the differences
between the values arrived at by different studies, usually far less. It is also on the same order
as the uncertainties of the individual literature values. Thus, in order to facilitate comparison
between the fits generated by the Victoria-Regina and Dartmouth isochrones, the value of
[Fe/H] = −2.31 was adopted.
6.4.1.2 [α/Fe]
Spectroscopically derived values for [α/Fe] of M92 typically fall near 0.3 or 0.4, in
line with findings that [α/Fe] = 0.3 to 0.4 for metal poor globular clusters (Carney 1996,
McWilliam 1997).
Sneden et al. 1991 found [α/Fe] = 0.31 ± 0.03 for M92 based on high resolution spec-
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troscopy (R=30,000) of nine stars near the tip of the RGB. (More precisely, this is actually
an [O/Fe] number, since oxygen was the only α abundance they measured.)
Sneden et al. 2000 observed Ca, Si, and Ti in 34 stars (not every element in every star)
and obtained an unweighted mean [α/Fe] of 0.41 ± 0.02 using moderately high resolution
spectroscopy (R = 20,000).
King et al. 1998 used very high resolution spectroscopy (R ≈ 45,000) to measure Mg,
Ca, and Ti abundances in M92, obtaining an unweighted mean [α/Fe] of 0.33 ± 0.10.
And finally, Pilachowski 1988 measured O abundances in six giant stars using high
resolution spectroscopy. They found four of the six to have [O/Fe] of 0.2, one of 0.1, and
one of −0.4. It must be borne in mind, however, that such varying [O/Fe] values are a sign
of convective mixing, in which case [O/Fe] is not a good measure of the initial chemical
composition.
The Dartmouth isochrones have allowable [α/Fe] values ranging from −0.2 to 0.8 in
increments of 0.2. As such, isochrone fits to M92 were produced with [α/Fe] values of 0.2
and 0.4.
6.4.1.3 Distance & Reddening
M92’s reddening was determined from the dust maps of Schlegel et al. 1998. The value
derived from those maps is E(B−V) = 0.023 ± 0.004. This translates into AV of 0.076 ±
0.012 and E(V−I) of 0.032 ± 0.005.
Literature values for M92’s distance modulus are given in Table 6.2.
Leaving the distance modulus as a free parameter in fits of Dartmouth isochrones to
M92’s CMD yields a value of (m−M)0 = 14.62 (see §6.4.2 below), in approximately the
middle of the literature range and consistent with several values derived with various meth-
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Table 6.2: M92 Distance Modulus Estimates
Distance Modulus Source(s) Method
14.75 Kraft & Ivans 2003, 2004 MS fitting of Hipparcos subdwarfs
14.74 ± 0.07 Carretta et al. 2000 MS fitting of Hipparcos subdwarfs
14.93 Reid 1997 MS fitting of Hipparcos subdwarfs
≈ 14.60 Stetson & Harris 1988 Isochrones & field subdwarfs
14.60 ± 0.06 Harris et al. 1997 HB matching to isochrones
14.61 ± 0.03 Del Principe et al. 2005 RR Lyraes (NIR Period-Luminosity relation)
14.36 Storm1992b RR Lyraes (MV -[Fe/H] relation)
14.48 ± 0.04 Cohen & Matthews 1992 RR Lyraes (MV -[Fe/H] relation)
14.60 ± 0.09 Paust et al. 2007 Free parameter in a statistical analysis
14.60 VandenBerg et al. 2002 SGB fitting (one star, HD 140283)
14.60 ± 0.26 Storm et al. 1994 Baade-Wesselink
ods (Table 6.2).
Plugging M92’s adopted [Fe/H] of −2.38 (§6.4.1.1) into Eq. 6.2 yields MV of 0.39
for M92’s RR Lyraes. With an observed horizontal branch V magnitude of ∼ 15.15 (Van-
denBerg 2000) and the extinction cited above, this yields a distance modulus of ∼ 14.68,
consistent with the middle range of values in the literature.
A commonly used method of cluster distance determination is to fit a nearby star of
known evolutionary phase and metallicity similar to the cluster under study to the cluster
CMD. “Nearby” is important because nearby enough translates into a measurable trigono-
metric parallax and therefore a well determined distance. HD 140283, as a nearby subgiant
branch (SGB) star with [Fe/H] =−2.40, fits the bill very well for M92 (see Bond et al. 2013
(hereafter Bon13) and references therein.) VandenBerg et al. 2002 employed exactly this
method with this star and derived a distance modulus of 14.60 for M92, a value that is very
close to the one found in this study via isochrone fitting.
Bon13 recently arrived at a refined value of trigonometric parallax for HD 140283 using
data from the Fine Guidance Sensor of the Hubble Space Telescope, one with one fifth the
uncertainty of the star’s Hipparcos parallax. Employing Bon13’s recent result, a fit of HD
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140283 to the SGB of M92 was performed in order to arrive at an independent distance
estimate for M92.
Bon13 found a trigonometric parallax of 17.15 ± 0.14 mas for HD 140283. That study
assumed values of V and E(B−V) of, respectively, 7.205 ± 0.02 from Casagrande et al.
2010, and 0.000 ± 0.002 from Meléndez et al. 2010. This yields MV of 3.377 ± 0.027.
Fitting HD 140283 to the SGB of M92 then requires that M92’s distance modulus (m−M)0
be 14.435, as shown in Fig. 6.7, very much on the low side of literature values.
In order to fit HD 140283 to M92’s SGB, one must know its reddening. Schlegel 1998’s
dust maps yield E(B−V) of 0.16, which is close to the value derived from the earlier red-
dening maps of Burstein & Heiles 1982 (Carney, private communication). However, as
mentioned above, measurements of Na I absorption in the interstellar medium indicate a
much lower value. Thus, an independent estimate of the reddening of HD 140283 is desir-
able. To this end, photometric measurements of the star in Strömgren filters were utilized.
Specifically, the (b− y)0-β calibration of Schuster & Nissen 1989 was employed. As this
method is based on the target star’s intrinsic properties, it is considered to be highly accurate.
The Strömgren photometric system is an intermediate bandwidth system whose filters
are designed to capture important astrophysical information. Each of its filters uvby plus β
covers a wavelength range which, depending on the spectral type of the star in question, is
affected or not to different degrees by line blanketing and the Balmer jump. The standard
color indices of the system are (b−y), c1 = (u−v)−(v−b), andm1 = (u−b)−(b−y). β is
a pair of filters, narrower and wider, centered on the Hβ line. The narrow filter covers the Hβ
absorption line, while the wider filter acts to capture much of the adjacent continuum. The
two are subtracted to produce the β index. As a difference of two filters which are equally
affected by reddening it is thereby unaffected by reddening. (b−y) is a temperature indicator.
Its unreddened value can be found as a function of β and the de-reddened values of c1 and
m1, c0 and m0. With this function in hand, one can then find E(b− y) = (b− y)− (b− y)0,
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Table 6.3: HD 140283
β 2.579 ± 0.00
b− y 0.379 ± 0.003
m1 0.040 ± 0.006
c1 0.293 ± 0.011
Hauck & Mermilliod 1998
and therefore E(B−V) = E(b− y)/0.73. As c0 and m0 cannot be known without knowing
the reddening, the (b− y)0-β relation along with relations for c0 and m0 as a function of the
observed indices c1 and m1 and the extinction E(b− y) are applied iteratively, with c0 and
m0 set to their observed values in the first iteration. This procedure is expected to converge
rather quickly. The (b− y)0-β relation adopted here is that of Schuster & Nissen 1989. That
study adopted the c0 and m0 relations of Crawford 1975, and this study does as well. These
are all given below in Eq. 6.3. (References for the foregoing discussion of the Strömgren
system and its use in deriving reddening can be found in Schuster & Nissen 1989.)
(b− y)0 = 0.579 + 1.541m0 − 1.066c0 − 2.965(∆β) + 9.64(∆β)2
− 4.383m0(∆β)− 3.821m0c0 + 6.695c0(∆β) + 7.763m0c20 (6.3a)
∆β = 2.720− β (6.3b)
c0 = c1 − 0.2E(b− y) (6.3c)
m0 = m1 + 0.3E(b− y) (6.3d)
Using the (b− y)0-β calibration of Schuster & Nissen 1989 along with the Strömgren
photometry of Hauck & Mermilliod 1998 for HD 140283 (Table 6.3) yields E(b − y) =
0.037 ± 0.004, which translates into E(B−V) of 0.051 ± 0.006, AV = 0.170 ± 0.019, and
E(V−I) = 0.070 ± 0.008. Note that this value, while it does not agree with the reddening
derived from interstellar Na absorption, is much closer to that value than to the rather high
value derived from dust maps. The reason is likely that much of the extinction measured
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by those maps comes from dust behind HD 140283, rather than between HD 140283 and
Earth.
Combining the above reddening with Bon13’s value for HD 140283’s distance modulus
yields the fit of HD 140283 to the SGB of M92 shown in Fig. 6.8, with an M92 distance
modulus (m−M)0 of 14.74, very much on the high end of literature values. Assuming
appropriate upper or lower bounds on the distance to HD 140283 and the reddening values
of M92 and HD 140283 to minimize the derived distance modulus for M92 yields a distance
modulus for M92 of 14.66. Bon13 does not give an uncertainty for (V−I) for HD 140283,
but assuming a reasonable value of 0.008 for photoelectric photometry, yields an even lower
bound on the distance modulus of M92 of 14.645. While not in perfect agreement with the
value of 14.62 that was derived from isochrone fitting of M92, it is very close.
The distance modulus value of (m−M)0 = 14.62 for M92 that was derived from fitting of
Dartmouth isochrones was adopted for the purposes of this study. Not only does it produce
excellent fits of the models to the CMD of M92 (Figs. 6.9 and 6.10), but it also agrees with a
number of values in the literature derived from different methods. Additionally, it lies within
the range of plausible values marked out by fitting HD 140283 to the SGB of M92 based on
Bon13’s trigonometric parallax for that star and plausible estimates of its reddening (this
range also happens to be approximately the range of values found in the literature.)
6.4.2 Isochrone Fits
Fiducial sequences for the CMD of M92 were obtained from Johnson & Bolte 1998 and
Saviane et al. 2000. Johnson & Bolte’s photometry covers evolutionary phases from the MS
up to the middle of the RGB, while Saviane et al.’s covers the middle to upper RGB.
Dartmouth isochrone and synthetic horizontal branch fits to M92 are shown in Fig. 6.9
and 6.10. With an adopted distance modulus of (m−M)0 = 14.62, isochrones of [Fe/H] =
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 M92 & HD 140283
HD 140283 :
E(B-V) = 0.00
Figure 6.7: Fitting of HD 140283 to the SGB of M92, assuming E(B−V) of 0 (see text.)
The M92 fiducial is from Johnson & Bolte 1998.
−2.31 and [α/Fe] of 0.2 and 0.4 offer nearly exact fits to the Johnson & Bolte fiducials from
the MS up through the lower RGB. Starting from the middle of the RGB, Johnson & Bolte’s
photometry diverges from Saviane & Rosenberg’s by ≈ 0.02 magnitudes in (V−I) color,
and the isochrones very closely follow the Saviane & Rosenberg fiducial.
The distance modulus of 14.62 accords very well with estimates obtained from main
sequence fitting of field subdwarfs (Stetson & Harris 1988), horizontal branch matching
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 M92 & HD 140283
HD 140283 :
E(B-V) = 0.05
Figure 6.8: Same as Fig. 6.7, except assuming E(B−V) of 0.051 (see text.)
with isochrones (Harris et al. 1997), RR Lyraes (Del Principe et al. 2005), and Baade-
Wesselink (Storm et al. 1994) (Table 6.2.) (Of course, given the variation in values obtained
by different authors, this necessarily disagrees with other studies.)
The color offset of the isochrones necessary to achieve this fit was found to be zero, a
pleasant surprise.
The derived ages of 14.5 Gyr for [α/Fe] = 0.2 and 14 Gyr for [α/Fe] = 0.4 are greater
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 M92 & Isochrone
Figure 6.9: Best fitting Dartmouth isochrone of [Fe/H] = −2.31 and [α/Fe] of 0.2 to the
CMD of M92. The fiducial sequences for M92 were obtained from Johnson & Bolte 1998
(indigo, solid lines) and Saviane et al. 2000 (indigo, dashed line.) The adopted distance
modulus (m−M)0 is 14.62.
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 M92 & Isochrone
Figure 6.10: Same as Fig. 6.9 except for isochrone [α/Fe] of 0.4.
than the accepted age of the universe, 13.77 Gyr (Bennett et al. 2013). While not pleasant,
this is not entirely a surprise.
Figure 6.11 shows the fit of a Victoria-Regina isochrone and zero-age horizontal branch
(ZAHB) to the same fiducial sequences of M92. Just as is the case with the Dartmouth
models, the fit to the non-HB portions of the CMD is nearly perfect, yet the discrepancy
between the derived age of M92, 16 Gyr, and the observed age of the universe is even larger
than that for the Dartmouth fits.
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 M92 & Isochrone
M92
Figure 6.11: Victoria-Regina isochrone (magenta) and zero age horizontal branch (ZAHB)
fit to M92. The fiducial sequences for M92 were obtained from Johnson & Bolte 1998
(indigo, solid lines) and Saviane et al. 2000 (indigo, dashed line.) The adopted distance
modulus (m−M)0 is 14.49.
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Figure 6.12: Figure 3 of VandenBerg 2000. The original caption : “Fits of ZAHB loci and
isochrones for the indicated parameters to BV and V I CMDs of M92. The photometry in the
right-hand panel is from JB98, while Stetson & Harris (1988) and M. Bolte (1998, private
communication) are the sources of the fiducial and the photometry for individual HB stars,
respectively, that are plotted in the left-hand panel. The adopted reddenings and the derived
distance modulus are as specified. Note that the isochrones, but not the ZAHBs, have been
shifted in color by the indicated amounts in order to be able to infer the best estimate of
the cluster age”. “JB98” refers to Johnson & Bolte 1998. Reproduced by permission of the
AAS.
This is a frequently encountered phenomenon with isochrones. VandenBerg, in fact,
addresses exactly the same issue with his Victoria-Regina isochrones (VandenBerg 2000).
That paper’s figure 3, reproduced here in Figure 6.12, provides a “baseline” fit, a best fit
achieved without modifying the models. The distance modulus was derived by matching the
model ZAHB to the observed HB of M92, while [Fe/H] and [α/Fe] are literature values. The
V-(V−I) photometry for M92 is from Johnson & Bolte 1998 while the V-(B−V) photometry
is from Stetson & Harris 1988 and a 1998 private communication from Bolte. Based on this
figure, VandenBerg arrived at an age of 14 Gyr.
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While still greater than the age of the universe, this is closer than the 16 Gyr arrived at
via Figure 6.11. Additionally, the Victoria-Regina models do not take into account helium
diffusion. Taking into account helium diffusion would reduce the age further by of order
1 Gyr, making the age estimate less than the observed age of the universe. It is unclear
whether helium diffusion operates in population II stars, but the possibility nevertheless
exists (§6.2.2.)
The price to be paid for this less egregious/possibly-reasonable age is that the RGB of
the isochrone is now clearly significantly redder than that of M92. The isochrone no longer
fits the RGB.
VandenBerg’s figure 4, reproduced here as Figure 6.13, shows the results of varying
not only parameters of the fit, but input physics of the model itself. The latter consist of
the helium abundance Y, the convective mixing length ratio α(MLT), and the color-Teff
relation. In each case, the color offset δ(B−V) is set to produce a best fit.
Panels (a) and (b) show the results of varying the distance modulus, both arriving at
an age of 16 Gyr. These panels essentially reproduce this study’s fit in Figure 6.11 with
different combinations of distance moduli and color offset.
Panel (c) lowers [α/Fe] to the solar level, arriving at an age of 14.5 Gyr. Panel (d) changes
[α/Fe] to 0.6, arriving at an age of 13.5 Gyr. Panel (e) shows the result of raising [Fe/H] to
−2.01, arriving at an age of 13.5 Gyr.
Panels (f) through (i) make alterations to the models themselves. Panel (f) lowers Y to
0.20 from its “default” value of 0.2352, arriving at an age of 16 Gyr. Panels (g) and (h) show
the results of setting α(MLT) to 1.5 and 2.5 (as compared to the models’ “default” value of
1.89), respectively, arriving at ages of a little less than 14 Gyr and a little greater than 14
Gyr, respectively. Panel (i) shows what happens when Wood-Bessell color-Teff relations
are used.
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Figure 6.13: Figure 4 of VandenBerg 2000. The original caption : “Similar to the left-hand
panel in Fig. 3, except that the assumed (m−M)V , [α/Fe], [Fe/H], Y , and αMLT values,
as well as the adopted color-Teff relations, are varied in turn, as noted in panels (a)-(i), to
determine how such variations affect the inferred ΔVHBTO age. With the exception of panels
(a) and (b), the M92 distance is set by matching the cluster HB stars to the relevant ZAHB.
Quantities not specified in any given panel have the same values as in the previous fgure.
E(B−V ) = 0.02 mag is assumed throughout.” Their Fig. 3 is reproduced here as Fig. 6.12.
Reproduced by permission of the AAS.
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In each of these cases, the fit and the age are arrived at by finding the best fit to the
MSTO. Only panels d and e, which use [α/Fe] and [Fe/H] values at odds with observed
values for M92, show fits with ages less than the observed age of the universe.
In agreement with this study, only the 16 Gyr fits in panels (a), (b), and (f) fit the RGB
of the cluster. In all of the other fits, the RGB of the best fitting isochrone is either clearly
too red or too blue.
Panels (g) and (h) suggest a possible solution (without actually following through with
that solution) : α(MLT) can be adjusted until the models produce both a reasonable age
and a close match to the entire CMD of M92. (The “default” value of 1.89 was arrived at
by calibrating the models to the Sun.) α(MLT), as a convection parameter, only minimally
impacts the MS and MSTO, and therefore any age derived by fitting those portions of an
object’s CMD.
What is an end user to do, given that one does not have access to the models, and can
therefore not easily modify and re-run them (not to mention that such an undertaking would
constitute its own doctoral project)?
With absolute certainty in a cluster’s distance, reddening, composition, age, and the
color offset of the isochrones, it would be possible to obtain an age by matching the main
sequence turnoff of the cluster with an isochrone, and chalk any mismatch in the SGB and
RGB up to issues such as α(MLT) (§6.3.) This is in fact what VandenBerg 2000 implicitly
does in arriving at an age of 14 Gyr from Fig. 6.12. (Of all the fits in Fig. 6.12 and 6.13,
VandenBerg declines to pick one out as the best or most plausible, though he does eliminate
panels (g) and (h) in 6.13 and is neutral about (i).)
Derived absolute ages thus have considerable uncertainties, of order 1 Gyr or more.
However, useful relative ages between two systems can be obtained, giving a strong indi-
cation of which is older and by how much.
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That is the approach that this study employs. A color offset δ(V−I) = 0 has been derived
for the Dartmouth isochrones based on the fits to M92 in Fig. 6.9 and 6.10, fits which yield
a cluster age of between 14 and 14.5 Gyr. The ages of Leo IV and Boötes II derived from
fitting Dartmouth isochrones will be compared against the age of M92 derived from fitting
Darmouth isochrones to yield the ages of the those dSphs relative to M92.
6.4.3 Age from ΔVHBTO
Two other commonly used methods of deriving the age of a stellar system are by the
difference in brightness ΔVHBTO between the HB and the MSTO and the difference in color
Δ(B−V)TORGB between the MSTO and the base of the RGB (for this study, that would be
Δ(V−I)TORGB .) These have the virtue of being independent of distance and reddening, as one
is subtracting colors and brightnesses of stars that lie within the same distant object and are
of therefore negligibly differing distance and reddening.
Being able to use these methods depends on having data of sufficiently high quality
that the relevant sequences and points in the CMD of the system under study can be easily
identified. The horizontal branch poses few problems here. Given that it is horizontal, all
one needs is enough stars to confidently identify it, and its V magnitude is then easily read
off of the CMD.
The MSTO is much more difficult. One is looking for the bend where the main sequence
transitions into the subgiant branch. Below this point, the turnoff curves down and to the
right (dimmer and redder) into the main sequence. Above it, the turnoff curves up and to the
right (brighter and redder) into the SGB. The location of this point is easily obscured by pho-
tometric errors and fore- and background contamination. Additionally, even in isochrones,
there is typically not a single inflection point, but rather a nearly vertical stretch of a few
tenths of a magnitude, above which the turnoff turns off into the SGB and below which it
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leads into the MS. Without photometric errors and contamination, one can simply take the
midpoint of that vertical stretch as the MSTO. Combining the vertical extent of the MSTO
with photometric errors and contamination can render finding the location of the MSTO
rather problematic. A similar issue afflicts the base of the RGB. The relevant point in that
case is the inflection point where the SGB transitions into the RGB.
This study’s data for Leo IV permits one to locate its HB quite well and the MSTO to
within a few tenths of a magnitude (see Chapters 5, 7). The base of the RGB, unfortunately,
is very sparsely populated at exactly the region around the inflection point. The same issue
afflicts Boötes II’s RGB base, and it does not have a horizontal branch (see Chapters 5, 8).
Therefore, ΔVHBTO , but not Δ(V−I)TORGB , will be used to provide another estimate of the age
of Leo IV for comparison with the age derived from isochrone fitting. Neither will be used
for Boötes II.
The age of M92 will now be derived from two different versions of the ΔVHBTO method.
This will be compared to ages derived for Leo IV via the same methods in Chapter 7 in
order to arrive at relative ages for Leo IV with respect to M92.
A “standard” version of the ΔVHBTO method, whereby an equation relating ΔV
HB
TO to age
and composition is employed, is discussed in §6.4.3.1. Sections 6.4.3.2 and 6.4.3.3 discuss
a new version developed by VandenBerg et al. 2013 (hereafter Van13) and its application to
M92.
6.4.3.1 “Standard Way”
Bergbusch & VandenBerg 1992 find from their isochrones (note that these are the
isochrones from which the Victoria-Regina isochrones were developed) :
MV (TO) = 2.70 log (t/Gyr) + 0.30[Fe/H] + 1.41 (6.4)
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Subtracting from this Cacciari & Clementini 2003’s relation for RR Lyraes Eq. 6.2, one
obtains :
∆V HBTO = 2.70 log (t/Gyr) + 0.07[Fe/H] + 0.47 (6.5)
(note that ΔMV HBTO = ΔV
HB
TO since the MSTO and HB belong to the same object and are
therefore at the same distance.)
From the photometry of Johnson & Bolte 1998 (Figures 6.9 through 6.11), V(HB) is
15.20 for M92. The turnoff lies between V ≈ 18.54 to 18.80. The middle value of 18.67
is taken to be V(TO). This gives ΔVHBTO = 3.47. Plugging this and the adopted [Fe/H] of
−2.38 into Eq. (6.5) yields an age of 14.9 Gyr for M92, in very good agreement with the
age of 14 to 14.5 Gyr derived from the Dartmouth isochrone fits.
6.4.3.2 VandenBerg et al.’s Way
Van13’s method is designed to address both of the major difficulties associated with
the ΔVHBTO method, namely the fact that the horizontal portion of a population’s horizon-
tal branch may only be sparsely populated if populated at all, and the ambiguity in the
brightness of the TO, which is, after all, vertical.
This is the method :
1. Fit a ZAHB of the relevant composition to the lower bound of the observed HB of the
population. Derive a distance from this fit.
2. Apply the derived distance to the isochrones of the relevant composition.
3. Fit isochrones of the relevant composition of various ages to the TO and the beginning
of the SGB - that is, from the TO through about 0.05 magnitudes redward of the TO
162
on the SGB. Shift each isochrone horizontally if needed to match the color of the
isochrone TO to the color of the observed CMD’s TO by applying color offsets on
the order of low hundredths of a magnitude. Each isochrone will require a different
offset. (The origin of the color offset was discussed in §6.2.6.)
4. The age of the isochrone which best fits the TO and the beginning of the SGB is
adopted as the age of the system.
Step 1 works even if the horizontal portion of the observed HB is unpopulated, as the
ZAHB is the lower luminosity bound of the entire horizontal branch. So long as the object
possesses enough HB stars to clearly define part of the ZAHB, one is in business.
The fitting of isochrones to not just the turnoff, but to the entire segment of the population
CMD from the TO through the beginning of the SGB eliminates any ambiguity associated
with attempting to define the luminosity of the vertical TO. Isochrones which are too young
will have SGBs which are too bright relative to the population SGB, and older isochrones
will have SGBs which are too dim.
Note also that at no point is ΔVHBTO explicitly measured. However, requiring that both the
ZAHBs and MSTO’s of the model and data match means requiring that ΔVHBTO match. This
is a very different proposition from ordinary isochrone fitting, where a horizontal branch,
of zero or non-zero age, may or may not be included in the fit. Even if a horizontal branch
fit is included in such a fit, it may or may not be used as the primary means of setting the
distance. If the HB is not used to set the distance, then the HB model does not necessarily
match the luminosity of the observed HB even though the TO of the isochrone and observed
CMD are required to match, and therefore the data and model ΔVHBTO are not necessarily
the same.
Note also that Van13 explicitly prescribe that the fit to the RGB be ignored. They do
this for essentially the same reasons as discussed in §6.4.2, namely that uncertainties in
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the input physics which have a large effect on the color of the RGB only weakly affect
the morphology of the MSTO. Van13’s Fig. 5 illustrates the near invariance of the TO
morphology to changes in Y, [α/Fe], and αMLT .
Dartmouth rather than Victoria-Regina isochrones were chosen for use in the application
of the Van13 method. This choice allows a more direct comparison with other results in this
thesis because Dartmouth isochrones were also adopted for ordinary isochrone fitting. Use
of the Dartmouth isochrones does require one major modification to Van13’s method. The
Dartmouth isochrones do not come with ZAHBs, but with synthetic horizontal branches.
The horizontal branches of both M92 and Leo IV are well populated enough, however, that
one can fit synthetic HBs to them, and that is what was done for this study.
6.4.3.3 VandenBerg et al.’s Way & M92
The Johnson & Bolte 1998 fiducials used for the isochrone fitting of M92 in §6.4.2
include a horizontal branch. However, as Fig. 3 of their paper shows, that HB fiducial is
based on a mere ten stars, only four of which are not on the blue tail. This is not a tremendous
issue for ordinary isochrone fitting. However, Van13’s method depends critically on a good
ZAHB fit. The modified version used in this study fits the HB rather than the ZAHB, and
so the horizontal (or most horizontal) portion of the HB is very important. Therefore, Paust
et al. 2007’s M92 CMD, which contains many more HB stars, was used in the application
of Van13’s method (data obtained from Nathaniel Paust, private communication).
Fig. 6.14 shows Paust et al. 2007’s data plotted together with the M92 fiducials used
in §6.4.2. The fiducials have been shifted in color by −0.014 magnitude in order to match
the MSTO color of the Paust et al. data. The horizontal branch brightnesses of the Paust et
al. data and the fiducials indicate that there may also be a constant difference in V between
the data sets (which, of course, would form part of the color offset.) Aside from these zero
point offsets, it is clear that the data sets match, and use of one versus the other in §6.4.2
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 M92
Figure 6.14: Paust et al. 2007’s M92 data (black points) plotted together with the M92
fiducials of Johnson & Bolte 1998 (solid indigo line) and Saviane et al. 2000 (dashed indigo
line). The fiducials have been shifted in color by −0.014 magnitude in order to match the
MSTO color of Paust’s data.
would not have changed the results.
Figures 6.15 through 6.18 show the application of Van13’s method to the Paust et al.
data with Dartmouth isochrones of [Fe/H] = −2.31 and [α/Fe] = 0.2 and 0.4. The distance
moduli (m−M)0 found from fitting the synthetic to observed HBs were 14.60 and and 14.57
respectively. Color offsets of δ(V−I) of between 0.009 and −0.023 were applied to the
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plotted isochrones in order to match their MSTO colors to that of the data. The derived ages
are, respectively, 14.5 Gyr and 14 Gyr.
Figs. 6.19 and 6.20 show the best fitting isochrones from the application of Van13’s
method to the M92 fiducials of Johnson & Bolte 1998 and Saviane et al. 2000. While the
Johnson & Bolte HB is rather sparse, one can still fit Dartmouth HBs to it. This is done so
that the results can be compared with the results of the application of the method to the Paust
et al. data. Application of the Van13 method to the fiducials with Dartmouth isochrones of
[Fe/H] = −2.31 and [α/Fe] of 0.2 and 0.4 both yield ages of 14 Gyr. The derived distance
moduli (m−M)0 are, respectively, 14.64 and 14.59, with color offsets of δ(V−I) of 0.014
and 0.007, respectively, for the best fitting isochrones.
All of the derived distance moduli are quite close to the value of 14.62 adopted for this
study (§6.4.1.3). The derived ages of M92 from the Van13 method applied to the Paust et al.
2007 data and to the Johnson & Bolte 1998 and Saviane et al. 2000 fiducials, from the appli-
cation of a “standard” ΔVHBTO method, and from ordinary fitting of Dartmouth isochrones,
all fall between 14 and 15 Gyr. This is a very encouraging fact and lends confidence to the
relative ages of Leo IV and Boötes II with respect to M92 which were derived with these
methods and which will be discussed in chapters 7 and 8.
6.4.4 Age Summary
M92’s age is found to be 14.5 Gyr based on fitting of [α/Fe] = 0.2 Dartmouth isochrones,
and 14 Gyr based on fitting of [α/Fe] = 0.4 Dartmouth isochrones. Application of a “stan-
dard” ΔVHBTO method finds that it is 14.9 Gyr old, while application of Van13’s ΔV
HB
TO
method to Paust et al. 2007’s M92 data with Dartmouth isochrones yields the same results
as straightforward isochrone fitting.
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 M92 & Isochrones
Figure 6.15: Van13’s method applied to Paust et al. 2007’s M92 data using [α/Fe] = 0.2
Dartmouth isochrones. The distance modulus (m−M)0 found from fitting the model to
observed HB is 14.60. Color offsets applied to the isochrones are as follows : δ(V−I) of
0.008 for the 13.5 Gyr isochrone, −0.008 for the 14.5 Gyr isochrone, and −0.0215 for the
15.5 Gyr isochrone.
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 M92 & Isochrones
Figure 6.16: Same as Fig. 6.15, except zoomed in to the MSTO and SGB region.
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 M92 & Isochrones
Figure 6.17: Van13’s method applied to Paust et al. 2007’s M92 data using [α/Fe] = 0.4
Dartmouth isochrones. The distance modulus (m−M)0 found from fitting the model to
observed HB is 14.57. Color offsets applied to the isochrones are as follows : δ(V−I) of
0.009 for the 13 Gyr isochrone, −0.008 for the 14 Gyr isochrone, and −0.023 for the 15
Gyr isochrone.
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 M92 & Isochrones
Figure 6.18: Same as Fig. 6.17, except zoomed in to the MSTO and SGB region.
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 M92 & Isochrone
Figure 6.19: Van13’s method applied to M92 fiducials from Johnson & Bolte 1998 (solid
indigo line) and Saviane et al. 2000 (dashed indigo line) using [α/Fe] = 0.2 Dartmouth
isochrones. The distance modulus (m−M)0 found from fitting the model to observed HB is
14.64. A color offset of δ(V−I) of 0.014 was applied to the isochrone.
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 M92 & Isochrone
Figure 6.20: Van13’s method applied to M92 fiducials from Johnson & Bolte 1998 (solid
indigo line) and Saviane et al. 2000 (dashed indigo line) using [α/Fe] = 0.4 Dartmouth
isochrones. The distance modulus (m−M)0 found from fitting the model to observed HB is
14.59. A color offset of δ(V−I) of 0.007 was applied to the isochrone.
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CHAPTER 7: ISOCHRONE FITS : LEO IV
This chapter presents results for the age determination of Leo IV through isochrone
fitting and the use of two versions of the ΔVHBTO method. In light of these results and its
CMD, Leo IV’s star formation history is explored and discussed, including the possibility
that it experienced an extended star formation history. Leo IV’s horizontal branch is found
to be equally well populated on its red and blue portions, and the possibility that this fact is
a product of an extended star formation history is also explored.
7.1 Distance and Reddening
Reddening and extinction were taken from Schlegel et al. 1998’s dust extinction maps.
The maps yield E(B−V) = 0.03, which translates into E(V−I) = 0.04 and AV = 0.10.
Eq. (6.2) is used to determine MV . With the adopted metallicity [Fe/H] = −2.46, Eq.
(6.2) yields MV = 0.37. V of the horizontal branch was determined by an unweighted mean
of the mean V magnitudes of V1 and V2 as determined by Moretti et al. 2009 and the two
horizontal branch stars on either side of the RR Lyrae gap. No other horizontal branch stars
were employed for the average on the red side in order to safely avoid AGB stars, and no
others were employed on the blue side in order to avoid the blue horizontal branch tail. 〈 V 〉
was thus found to be 21.48. Accounting for extinction and subtracting MV yields a distance
modulus of 21.01 mag, or a distance of 159 kpc, in good agreement with previous studies
(Moretti et al. 2009, Okamoto et al. 2012, Brown et al. 2012).
7.2 Isochrone Fits
Leo IV has mean metallicity [Fe/H] = −2.46 ± 0.15 and [α/Fe] ≈ 0.3 (§1.5.2.)
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Figures 7.1 and 7.2 show fits of Dartmouth isochrones of varying ages to Leo IV’s CMD
for [α/Fe] = 0.2. Figures 7.3 and 7.4 show the same for [α/Fe] = 0.4.
Figures 7.5 and 7.6 show the best fits at each [α/Fe]. At [α/Fe] = 0.2 the 12.5 Gyr
isochrone fits best. At [α/Fe] = 0.4 the 12 Gyr isochrone fits best.
The synthetic HBs in the plots each contain 500 stars. Aside from composition, the
parameters which characterize these models are maximum mass, mean mass, and mass
dispersion. The maximum mass reflects the age of the population. Stars are thought to
experience stochastic envelope mass loss in the transition from the tip of the RGB to the
HB (the core mass is thought to be the same for all stars on a horizontal branch.) The final
envelope mass dictates the position on the zero age horizontal branch that a star ultimately
settles into. A star which experiences no mass loss as it switches from shell hydrogen to
core helium burning has the maximum possible mass a star on the HB can have at a given
moment, which is the mass it possessed at the tip of the red giant branch.
For fits of each composition, the maximum mass of the synthetic HB was chosen to
be that of the star at the tip of the red giant branch of the age of the best fitting isochrone.
For the [α/Fe] = 0.2 isochrones, the assumption was for a 12.5 Gyr population, which is
reflected in a maximum mass of 0.80 M. A mean mass of 0.76 M with a dispersion of
0.03 M was assumed in order to match the mean brightness of the HB and to produce
a mass distribution from which the observed HB could plausibly be drawn. Similarly, the
[α/Fe] = 0.4 synthetic HB/AGB were modeled on population of age 12 Gyr, with maximum
mass of 0.81 M, and a mean mass of 0.76 M with a dispersion of 0.035 M.
Leo IV apparently has both a red and blue horizontal branch. The aforementioned
synthetic HBs fit the BHB rather well. This leaves the RHB to be accounted for. This issue
will be explored in §7.5.
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Figure 7.1: Multi-age fits of Dartmouth isochrones of [α/Fe] = 0.2 to the CMD of Leo
IV along with a synthetic horizontal branch fit for the same composition. Red points are
variable stars V1 and V2 (V2 is the bluer star.) Blue points are radial velocity members
identified by Simon & Geha 2007 (Sim07). Open circles are stars identified as non-members
by Sim07. Average photometric uncertainties in V and (V−I) in one magnitude V bins are
shown as error bars on the right hand side. The synthetic horizontal branch is that of a
population that is 12.5 Gyr old, matching the age of the best fitting isochrone for this [α/Fe]
as shown in Figure 7.5 (see text for details.)
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Figure 7.2: Same as Fig. 7.1 except zoomed in to give a better view of the MSTO and SGB.
7.3 The Age of Leo IV
The age of M92 was found to be 14.5 Gyr based on fits of Dartmouth isochrones of
[α/Fe] = 0.2 and 14 Gyr based on fits of Dartmouth isochrones of [α/Fe] = 0.4. Leo IV is
thus found to be 2 Gyr younger than M92 based on the fits of both [α/Fe] ratios.
The age of Leo IV relative to M92 derived from ΔVHBTO , the difference in brightness
V between the MSTO and HB (§6.4.3), will be now be calculated and compared to the
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Figure 7.3: Multi-age fits of Dartmouth isochrones of [α/Fe] = 0.4 to the CMD of Leo
IV along with a synthetic horizontal branch fit for the same composition. Symbols are as
for Fig. 7.1. The synthetic horizontal branch plotted is for population that is 12 Gyr old,
matching the age of the best fitting isochrone for this [α/Fe] as shown in Figure 7.6 (see text
for details.)
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Figure 7.4: Same as Fig. 7.3 except zoomed in to give a better view of the MSTO and SGB.
relative age derived from fitting Dartmouth isochrones. Both versions of the ΔVHBTO method
discussed in §6.4.3 will be employed.
7.3.1 Age from ΔVHBTO , “Standard Way”
V(HB) for Leo IV is 21.48 (§7.1). The MSTO is between V ≈ 24.56 and 24.90. The
middle value of 24.73 is adopted for the MSTO. This yields a ΔVHBTO value of 3.25. Plugging
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Figure 7.5: Best fit of [α/Fe] = 0.2 Dartmouth isochrones plus synthetic horizontal branch
to the CMD of Leo IV. Symbols are as for Fig. 7.1.
this and the [Fe/H] of −2.46 into Eq. (6.5) yields an age of 12.4 Gyr, in good agreement
with the age derived from the [α/Fe] = 0.2 Dartmouth isochrone fit.
7.3.2 Age from ΔVHBTO , VandenBerg et al.’s Way
Figs. 7.7 through 7.10 show the application of Van13’s ΔVHBTO method to the CMD of
Leo IV using isochrones of [Fe/H] = −2.46 with, respectively, [α/Fe] = 0.2 and 0.4. The
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Figure 7.6: Best fit of [α/Fe] = 0.4 Dartmouth isochrones plus synthetic horizontal branch
to the CMD of Leo IV. Symbols are as for Fig. 7.1.
adopted distance moduli (m−M)0 were 21.04 and 21.01, respectively, in good agreement
with the 21.01 adopted for Leo IV based on its RR Lyraes (§7.1). Color offsets δ(V−I) = 0
were adopted for both [α/Fe]. The best fitting ages are 12.5 Gyr for [α/Fe] = 0.2 and 12 Gyr
for [α/Fe] = 0.4.
That the ages, color offsets, and one of the distance moduli are identical to those found
earlier in the course of ordinary isochrone fitting, with the other distance modulus very close
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to that found earlier, should be no surprise.
It is clear from Figs. 7.5 and Fig. 7.6 that the isochrone fits produced with the adopted
distance for Leo IV found from RR Lyraes (§7.1) and the adopted Dartmouth isochrone
color offset of zero (§6.4.2) already match the horizontal branch and MSTO of Leo IV quite
well. Application of Van13’s method simply reproduced the [α/Fe] = 0.4 with associated
parameters, and reproduced the [α/Fe] = 0.2 fit with the same parameters excepting the
distance modulus, which was increased by 0.03 mag.
7.3.3 Age Summary
Because the absolute ages derived for both M92 and Leo IV from Van13’s ΔVHBTO
method are identical to those derived from fitting of Dartmouth isochrones, the relative age
of 2 Gyr is also identical. In the case of the “standard” ΔVHBTO method, the derived absolute
ages are not identical to those derived from fitting of Dartmouth isochrones, but they do
agree fairly well. And therefore the relative ages are also very close.
M92’s age from the “standard”ΔVHBTO method is 14.9 Gyr (see §6.4.3.1). The “standard”
ΔVHBTO method thus yields an age for Leo IV that is 2.5 Gyr younger than M92. The fact
that this is 0.5 Gyr greater than the age difference derived from the Dartmouth isochrones
is due to the fact that while the age of Leo IV derived from “standard” ΔVHBTO is nearly
identical to its age derived from fits of [α/Fe] = 0.2 isochrones, the age of M92 derived from
“standard” ΔVHBTO is greater than its age derived from fits of [α/Fe] = 0.2 isochrones.
Fig. 7.11 shows the fiducial sequences of M92 obtained from Johnson & Bolte 1998
and Saviane et al. 2000 projected to the distance of Leo IV and overplotted on Leo IV’s
CMD. M92’s MSTO is dimmer and redder than Leo IV’s. Its SGB is also dimmer than
Leo IV’s. This is consistent with Leo IV being younger than M92, given that the two
systems have nearly the same [Fe/H] and [α/Fe]. This is in apparent conflict with previous
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Figure 7.7: Van13’s method applied to Leo IV using [α/Fe] = 0.2 Dartmouth isochrones.
The distance modulus (m−M)0 found from fitting the model to observed HB is 21.04. Color
offsets applied to the isochrones are as follows : δ(V−I) of 0.022 for the 11.5 Gyr isochrone,
0 for the 12.5 Gyr isochrone, and −0.024 for the 13.5 Gyr isochrone. Symbols are as for
Fig. 7.1.
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Figure 7.8: Same as Fig. 7.7 except zoomed in to give a better view of the MSTO and SGB.
studies (Okamoto et al. 2012 and Brown et al. 2012) which find M92 and Leo IV to be
approximately the same age. Brown et al. 2013, a follow-up to Brown et al. 2012, shows
something which is different from the aforementioned studies and this study. It may in fact
show an intermediate result, though the authors make no comment concerning the matter.
This study and Okamoto et al. 2012 both work in the V and I filters, and both employ
the M92 fiducials of Johnson & Bolte 1998. Okamoto et al. 2012’s version of Figure 7.11,
however, which plots M92’s CMD fiducial projected to the distance and reddening of Leo
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Figure 7.9: Van13’s method applied to Leo IV using [α/Fe] = 0.4 Dartmouth isochrones.
The distance modulus (m−M)0 found from fitting the model to observed HB is 21.01. Color
offsets applied to the isochrones are as follows : δ(V−I) of 0.022 for the 11 Gyr isochrone,
0 for the 12 Gyr isochrone, and −0.022 for the 13 Gyr isochrone. Symbols are as for Fig.
7.1.
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Figure 7.10: Same as Fig. 7.9 except zoomed in to give a better view of the MSTO and
SGB.
IV, shows M92 and Leo IV’s CMDs to be nearly coincident and therefore the two objects to
be approximately the same age, unlike Figure 7.11, which suggests that M92 is clearly older.
Okamoto et al. 2012 assume (m−M)0 of 14.67 and E(B−V) of 0.02 for M92, compared to
respective values of 14.62 and 0.023 for this study. Okamoto et al. 2012 also find (m−M)0
of 20.99 for Leo IV, compared to 21.01 for this study. These differences in adopted distance
and reddening are insufficient to account for the fact that Okamoto et al. 2012 find M92 and
Leo IV to be the same age, while this study finds M92 to be older. It is possible that there
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are differences in photometry between the two studies. A color difference of δ(V−I)∼ 0.04
between the studies would entirely account for the difference in the derived relative ages of
M92 and Leo IV.
Brown et al. 2012 also find that M92 and Leo IV are approximately the same age. Their
version of Figure 7.11 also shows Leo IV and M92’s CMDs to be coincident at the SGB.
However, their plot also clearly shows M92’s MS to be bluer than Leo IV’s, which would be
puzzling if Leo IV and M92 are indeed coeval and approximately the same metallicity, or if
Leo IV is more metal poor, as suggested by the data of Kirby et al. 2008 (§1.5.2). Brown
et al. 2012 adopts the same values for M92’s distance modulus and reddening as this study.
For Leo IV, they adopt distance modulus (m−M)V of 21.15 and reddening E(B−V) of 0.05.
Note that this quoted distance modulus for Leo IV is an apparent, rather than extinction
corrected distance modulus. Using the relative extinction table of Schlegel et al. 1998, one
finds that E(B−V) of 0.05 corresponds to AV of 0.17. This would produce an extinction
corrected distance modulus (m−M)0 of 20.98, which is very close to the value found by
this study.
These small differences in adopted distance and reddening values again do not account
for the difference in findings regarding the relative ages of M92 and Leo IV. A direct
comparison in this case is more problematic than in the case of Okamoto, as Brown et al.
are working in ACS rather than Johnson and Cousins filters. Brown et al. 2012 appear to
have used an M92 fiducial derived from the photometry of Brown et al. 2005. Differences
in photometry between Brown et al. 2005 and Brown et al. 2012, between the data of this
study and Johnson & Bolte 1998’s M92 data, or both, could account for the discrepancy in
derived relative ages of M92 and Leo IV between this study and Brown et al. 2012.
Brown et al. 2013 both acts as a follow-up to Brown et al. 2012 and prepares the way
for a more in depth paper in the near future. Its version of Fig. 7.11 is different from Brown
et al. 2012’s, though the authors make no mention of the fact. It is clear from Brown et al.
186
2013’s figure that Leo IV’s SGB is brighter than M92’s, and its RGB appears to be bluer.
These facts would be consistent with Leo IV being younger if its MSTO is also brighter and
bluer than M92’s, given that the two systems have nearly the same [Fe/H] and [α/Fe]. Leo
IV’s MSTO most certainly appears to be bluer in the 2013 figure. However, it is somewhat
difficult to pinpoint the exact brightness of that turnoff in that figure. If the MSTOs of the
two systems are in fact equally bright in this figure, then it is possible that the difference
between the 2012 and 2013 figures is accounted for by Brown et al. having changed their
reddening estimate. If Leo IV’s MSTO is in fact brighter than M92’s in the 2013 figure, then
this could be accounted for by Brown et al. having changed their distance and/or reddening
estimates. In this latter case, visual inspection of the 2013 plot suggests an age difference
of ≈ 1 Gyr between M92 and Leo IV, which is approximately halfway between what this
study finds and what Brown et al. 2012 and Okamoto et al. 2012 find. It is not known what
accounts for the difference between the Brown et al. 2012 and Brown et al. 2013 plots, as
the authors do not comment on the matter.
7.4 Extended Star Formation History
Leo IV’s CMD clearly exhibits spreads in V and (V−I) in the MSTO, the SGB, and
the RGB. The RGBs of the best fitting isochrones are also slightly blue compared to the
observed RGB (Figs. 7.5 and 7.6). The RGB color discrepancy can be attributed to model
uncertainties (§6.4.2), while almost all of the color and brightness spreads in various parts of
the CMD can be accounted for by photometric uncertainties. The exception is the V width
of the SGB, which cannot be accounted for by the photometric uncertainty in V alone.
However, a look at the error bars on Leo IV’s CMD shows that it is distinctly possible that
this apparent width is actually due to the photometric uncertainty in (V−I) moving stars
“horizontally” in the CMD, away from their correct positions on the SGB, or perhaps even
scattering non-SGB stars onto the SGB. Foreground contamination could also be a factor,
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Figure 7.11: Fiducial sequences of M92 projected to the distance of Leo IV and overplotted
on Leo IV’s CMD. A distance modulus of (m−M)0 = 14.62 is assumed for M92. The
fiducial sequences for M92 were obtained from Johnson & Bolte 1998 (indigo, solid lines)
and Saviane et al. 2000 (indigo, dashed line.) Other symbols are as for Fig. 7.1.
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but this is not likely, as statistical subtraction of the comparison field reaches down to V ∼
25, just about at the MSTO. Rejection of non-stellar objects based on photometric uncer-
tainty and sharp should also have greatly reduced background contamination by galaxies.
At this point, the apparent width of the SGB should be viewed with caution, with a definitive
ruling on its reality awaiting the acquisition of further data and the construction of a CMD
with much lower photometric uncertainties. The possibility that it is in fact real, and what
might then account for it, is considered here.
Figures 7.1 through 7.4 show that the width in V of the SGB can be accounted for by
a spread in age, while Fig. 7.12 shows that it can also be accounted for by a spread in
metallicity.
Spectroscopic analyses show the existence of a spread in metallicity in Leo IV. Simon
& Geha 2007 (Sim07) and Kirby et al. 2008 both found metallicity dispersions in Leo IV,
σ([Fe/H]) of 0.15 dex in the case of Sim07 and 0.75 dex in the case of Kirby et al. 2008.
Kirby et al. 2008 is a reanalysis of Sim07’s data. Kirby has since re-reanalyzed the data
with updated methods (Josh Simon, private communication.) Application of the maximum
likelihood algorithm of Walker et al. 2006 to the ten stars in the re-reanalyzed sample
(there were actually eleven, but one was a problematic outlier and was dropped) yielded
a dispersion σ([Fe/H]) of 0.40 ± 0.10. The individual [Fe/H] values range from −3.12 to
−1.66. Even if one disregards the two stars with [Fe/H] >−2 and the one with [Fe/H] <−3,
there is still a noticeable spread of values. Note that this spread is expected to contribute a
certain amount of width to the MS, MSTO, and RGB as well, along with what is produced
by photometric uncertainties.
Whether or not the V width of the SGB is some kind of artifact or in fact results from an
age spread and therefore an extended star formation history, from which Leo IV’s metallicity
spread may result, can be resolved by the acquisition of more data and the construction of
an improved CMD with smaller photometric uncertainties. That CMD should then reveal
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Figure 7.12: Isochrones of [α/Fe] = 0.2, age 12.5 Gyr, and multiple metallicities overplotted
on the CMD of Leo IV. Symbols are as for Fig. 7.1.
whether or not color and brightness spreads significantly larger than the small photometric
uncertainties are found in the MSTO, SGB, and RGB. Brown et al. 2012 has in fact done
this with HST data, and found that they could not rule out an age spread of 1 to 2 Gyr (see
discussion in §7.6).
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Figure 7.13: Same as Fig. 7.12 except zoomed in to give a better view of the MSTO and
SGB.
7.5 Horizontal Branches & Star Formation History
Leo IV’s horizontal branch has nearly equal numbers of stars on the blue and red sides of
the instability strip. The model fits of Figures 7.1 through 7.6 fit the blue horizontal branch
(BHB) rather well, leaving the red horizontal branch (RHB) to be accounted for.
Okamoto et al. 2012 found a lack of central concentration for the RHB stars, suggesting
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the possibility that this feature may not be an RHB at all, but a chance accumulation of
foreground stars. A look at any of the Leo IV CMD figures in this thesis shows that of
the five RHB stars ( those with 0.55 < (V−I) < 0.85 ), the reddest two are radial velocity
members identified by Sim07. The next reddest one was not in Sim07’s sample, the one
immediately blueward of that was, and was determined to be a non-member. Moving bluer
still, V1 was not in Sim07’s sample. However, the fact of its possessing a brightness which
places it on Leo IV’s HB at Leo IV’s distance is highly suggestive. This, along with the fact
that field RR Lyraes are uncommon at those distances supports the hypothesis that V1 is
a Leo IV member. The fact of the reddest two RHB stars being members, along with the
strong likelihood of V1’s membership, strongly suggests that the RHB is a real feature, and
not an artifact composed of contaminating foreground stars.
Metal rich and metal poor stellar populations tend to have rather different horizontal
branch morphologies. The horizontal branch stars of metal rich populations tend to be
concentrated on the red side of the instability strip, those of metal poor populations on
the blue side. As the astute reader may have gathered from the use of the words “tend
to”, possessing a red horizontal branch (RHB) does not guarantee the presence of a metal
rich population. This fact is at the heart of the “second parameter problem” of globular
clusters (Lee et al. 1994, Dotter et al. 2010, Dotter 2013). In short, while all metal rich
globular clusters have red horizontal branches, metal poor ones show a wide variety of HB
morphologies, with many possessing significant numbers of RHB stars. A classic example
of clusters which have similar metallicities but very different HB morphologies is that of
M3 and M13. While both have [Fe/H] ≈ −1.49 ± 0.14, M13 has a predominately blue
horizontal branch (BHB) while M3 has large numbers of both RHB and BHB stars (Cho
et al. 2005). This indicates that the first parameter, metallicity, does not entirely determine
HB morphology, and at least a second parameter is needed. However, RHB stars do tend to
be metal rich, so Leo IV’s likely possession of an RHB does raise the possibility that it is
composed from a metal rich subpopulation, especially in view of the galaxy’s demonstrated
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metallicity spread.
Kirby’s unpublished, updated re-analysis of Sim07’s data (private communication, Josh
Simon) shows a metallicity spread in Leo IV (as did Sim07). While the mean [Fe/H] of this
data set is −2.46 ± 0.15, two of the stars in Kirby’s reanalysis have [Fe/H] > −2.0. One
has [Fe/H] = −1.66 ± 0.30, and other −1.83 ± 0.30.
Vargas et al. 2013 measured [α/Fe] for four stars in Leo IV. The most metal rich star in
their sample was measured to have [Fe/H] of≈−1.8± 0.4 and [α/Fe] of≈ 0.15± 0.4. The
other three all have [Fe/H] < −2.2 and [α/Fe] & 0.4 with uncertainties in [Fe/H] ranging
from ≈ 0.3 to 0.1 and in [α/Fe] from ≈ 0.3 to 0.2. Their results are consistent with either a
constant [α/Fe] of ≈ 0.3, or one that decreases with increasing metallicity.
Acting on this latter suggestion, Figure 7.14 shows fits to Leo IV’s CMD of a metal
rich and a metal poor isochrone with matching synthetic horizontal branches. The metal
poor isochrone and HB have [Fe/H] =−2.46 and [α/Fe] = 0.4. The metal rich isochrone and
HB have [Fe/H] =−1.7 and [α/Fe] = 0.2. The higher metallicity was chosen to lie near the
unweighted mean [Fe/H] of the two metal rich RV members while producing a good fit to
the RHB. The lower [α/Fe] was chosen to reflect the lowering of the [α/Fe] ratio in the 2
Gyr between the formation of the younger and older populations by type Ia supernovae.
Not only does the younger, metal rich synthetic HB fit the RHB rather well, but its
matching isochrone also fits Leo IV’s other evolutionary sequences as well as the old,
metal poor isochrone does. The two most metal rich stars of Sim07’s sample are numbered
384_278 ([Fe/H] = −1.83 ± 0.30) and 383_715 ([Fe/H] = −1.66 ± 0.30) in that study.
384_278 is the second reddest of the five apparent RHB stars and is exactly fit by by the
metal rich synthetic horizontal branch. 383_715 is an RGB star at ( V, V−I ) of ( 21.39,
0.94 ). Fig. 7.12 shows that it is in fact quite well fit by the [Fe/H] = −1.80 isochrone.
The reddest apparent RHB member is a little harder to explain. It is too dim, perhaps
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also too red, to lie on the synthetic HB. This is star 383_738 by Sim07’s numbering, and it
is not one of the stars subsequently reanalyzed by Kirby. Sim07’s original analysis yielded
−2.27 ± 0.25 for it. In spite of the fact that RHB stars tend to be metal rich, the presence
of such a metal poor star on the red side of the horizontal is not in itself problematic. It
is, in fact, a rather common occurrence, one which is at the heart of the Second Parameter
problem.
It must also be said that star 383_738’s metallicity is not itself an entirely settled ques-
tion. The original CaT calibration used by Sim07 is not very good (Josh Simon, private
communication.) Metallicities of the Sim07 stars derived through Kirby’s reanalysis have
often turned out to be significantly different from the the numbers arrived at by Sim07. The
data for 383_738 did not meet the S/N requirements for used with Kirby’s updated method.
The good fit of the young, metal rich models in Fig. 7.14 to Leo IV’s RHB as well as
other evolutionary sequences, including the excellent fit to RHB star 384_278 and the good
match of the model metallicity to that star’s metallicity lends support to the hypothesis that
the observed RHB of Leo IV is both real and represents a metal rich, possibly younger,
subpopulation.
7.6 Discussion
Dartmouth isochrone fits to Leo IV suggest that it is approximately 2 Gyr younger than
M92. Ages of Leo IV and M92 derived from ΔVHBTO yield a similar result, that Leo IV is
approximately 2.5 Gyr younger than M92.
Leo IV is known to possess a metallicity spread (Sim07, Kirby et al. 2008, Josh Simon,
private communication). A spread in age, from which its metallicity spread may stem, cannot
be ruled out based on its CMD. While most of the spread in color and brightness observed
in the various sequences of its CMD can be accounted for by photometric uncertainty, the
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Figure 7.14: Dartmouth isochrones and synthetic horizontal branches fitted to the CMD of
Leo IV. Symbols are as for Fig. 7.1.
width in V of its SGB cannot be so accounted by the V uncertainty. Even then, however,
given the size of the (V−I) photometric uncertainty, it is possible that the apparent width of
the SGB is due to photometric error either “moving” non-SGB stars “horizontally” onto the
SGB, or “moving” actual SGB stars “horizontally” out of their correct CMD positions. More
data to construct a CMD with much lower photometric uncertainties are required to resolve
this issue. At present, the possibility of an age spread must be considered speculative, as the
available evidence for it is weak.
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Okamoto et al. 2012 posit that Leo IV’s RHB is simply a chance accumulation of
foreground stars. However, membership considerations of stars on this putative RHB offer
support for the hypothesis that it is real. Two of the RHB stars are confirmed to be radial
velocity members by Sim07. Additionally, V1, while not in Sim07’s sample, is an RR Lyrae
whose brightness places it on Leo IV’s HB at Leo IV’s distance, a distance at which there
are few field RR Lyraes. Thus, it is also likely an RHB member of Leo IV.
Leo IV’s likely possession of a red horizontal branch as well a blue one, together with the
fact that spectroscopic studies of the galaxy have found [Fe/H] > −2.0 for approximately
1/6 of the stars sampled, raises the possibility that its RHB is largely drawn from, if not
necessarily exclusively composed of stars from, a metal rich subpopulation which constitutes
the metal-rich end of its metallicity distribution. Fitting of metal rich models shows that Leo
IV’s RHB as well as its other evolutionary CMD sequences are consistent with its having a
metal rich subpopulation of [Fe/H] ≈ −1.70. The good fit of the metal rich models of Fig.
7.14 to star 384_278 on the RHB and 383_715 on the RGB, as well as the model’s close
match to their metallicities of −1.83 ± 0.30 and −1.66 ± 0.30, respectively, offers further
support for this hypothesis. The presence of metal poor star 383_738 on the RHB is not a
problem for this hypothesis - RHB stars are generally but not exclusively metal rich.
Previous studies have also found that while the main population of Leo IV is old, that it
is possible that it has younger and more metal rich subpopulations.
Based on HST data, Brown et al. 2012 concluded that Leo IV is the same age as M92,
with the age of a majority of its stars lying within 1 Gyr of M92’s age. However, they also
concluded that a more metal rich population that is approximately 1 to 2 Gyr younger than
M92 cannot be ruled out, based on spectroscopic studies and the fact that such a population
would not be distinguishable from the main population in their CMD.
Sand et al. 2010 performed a synthetic CMD analysis of Leo IV using their own g
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and r photometry. Their analysis utilized isochrones of three metallicities, [Fe/H] = −1.3,
−1.7, and −2.3. In their solution, Leo IV’s main population has [Fe/H] of −2.3 and is
approximately 14 Gyr old, though they find “some latitude” for a mix of populations. It
must be said that the error bars on their solution are very large, and their finding of a much
larger proportion of stars at [Fe/H] = −1.3 than at −1.7 does not agree with the available
spectroscopic studies. The spirit of their findings, however, is that Leo IV has an old, metal
poor main population of age ∼ 14 Gyr and [Fe/H] ∼ −2.3, with the possibility of small but
significant numbers of younger, more metal rich stars.
What other scenarios are the observed properties of Leo IV consistent with?
Frebel & Bromm 2012 proposed a “one-shot enrichment” scenario whereby the first
galaxies formed from mergers of the first dark matter mini-halos into atomic cooling halos,
experiencing two generations of star formation. The first generation of stars would have
formed from pristine, unenriched gas in the mini-halos. These massive Population III stars
would have quickly (for stars) run through their lifetimes, exploded, and enriched their
surroundings with metals. A second generation of stars would then have formed from this
enriched gas after the mini-halos have combined into atomic cooling halos. This second star
formation episode would have driven out the remaining interstellar gas through supernova
winds and heating due to photoionization, short circuiting any subsequent generations of
star formation. Alternatively, the second generation of star formation may have been brought
to an end by reionization (Frebel et al. 2014).
Key chemical signatures left by such a scenario include a mean [Fe/H] of≈−2.25, with
a spread of 1 dex about that mean due to inhomogeneous mixing. [X/Fe] should not show
any such spread, as any X elements would be produced with and be mixed alongside of iron.
No stars should have [α/Fe] less than≈ 0.35, since that would require the incorporation into
subsequent generations of stars SNe Ia material blown into the interstellar medium after the
formation of the second generation of stars.
197
Frebel & Bromm 2012 showed that based on high resolution spectra, the [α/Fe] vs.
[Fe/H] patterns of several UFDs are consistent with their scenario. Leo IV was tentatively
identified as a possible one shot galaxy. At the time, there was a single data point for it,
the spectroscopy of its brightest known member. If one adds Vargas et al. 2013’s medium
resolution spectra of three other stars into the mix, one finds that for these four stars, the
near constancy of [α/Fe] at an average of≈ 0.3 is consistent with the one shot scenario. The
spread of [Fe/H] is also consistent. If this one shot scenario does indeed describe Leo IV’s
star formation history, then this would be represented by Fig. 7.12, which shows a spread
of metallicities at the same age.
7.7 Future Work
There are several logical next steps in the study of Leo IV and its star formation history.
First would be the acquisition of more photometric data, adding data to the existing set in
order to better isolate the MSTO and SGB by both beating down the photometric errors
and probing the CMD to fainter magnitudes. Corresponding data would be taken for the
control field in order to facilitate this effort by extending statistical subtraction down to
fainter magnitudes. Synthetic CMD analysis could then be performed on the CMD in order
to derive Leo IV’s star formation history.
Brown et al. 2012 and Brown et al. 2013 are already engaged in a version of this with
the Hubble Space Telescope in the F606W and F814W filters on the Advanced Camera
for Surveys. Their CMD extends 4.5 magnitudes below the MSTO. Their synthetic CMD
analysis is currently underway. Their field of view, however, is a little more than 3′ × 3′,
while SOI’s is 5.24′ × 5.24′. Thus, the data of this study cover more of Leo IV, though it
is not as deep. Brown et al. also found no need to employ a statistical subtraction, as their
field of view is smaller and thus contains a far larger proportion of Leo IV stars relative to
foreground stars.
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Further spectroscopic study, both for abundance and radial velocity determination, is also
warranted, as there are still quite a few RGB stars which do not have such determinations.
Of special interest for such study would be the RHB stars, including V1, for the purpose of
determining the reality or not of Leo IV’s RHB.
Further work to reconcile the difference in the derived age of Leo IV relative to M92
between this study on the one hand and Brown et al. 2012, 2013, and Okamoto et al. 2012
on the other is warranted. This subject is taken up at the end of Chapter 9.
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CHAPTER 8: ISOCHRONE FITS : BOÖTES II
This chapter presents results for the age determination of Boötes II through isochrone
fitting. In light of these results and its CMD, Boötes II’s star formation history is explored
and discussed.
8.1 Distance and Reddening
Reddening and extinction were taken from the dust extinction maps of Schlegel et al.
1998. The maps yield E(B−V) = 0.03 at (l,b) of (353.7, 68.9), which translates into E(V−I)
= 0.04 and AV = 0.10.
Boötes II hardly has a horizontal branch to speak of or observe, at least within the 5′ field
of view of this study. Only a very incomplete light curve was measured for the candidate
RR Lyrae V1; therefore its mean color and brightness are uncertain. Fig. 5.22 further shows
that aside from the single candidate RR Lyrae, there just might be another HB star at what
might be the blue tail of the HB at (V, V−I) of (19.50, 0.01). Attempting to find the distance
modulus by finding the difference between the observed and absolute magnitudes of the
horizontal branch, as was done for Leo IV, is not feasible.
Instead, the distance was left as a free parameter in the isochrone fit. Depending on the
[α/Fe] of the fit, documented in §8.2 below, the derived distance moduli (m−M)0 range from
18.02 to 18.15, corresponding to distances of 40.2 kpc and 42.7 kpc, in good agreement
with previous studies (Table 1.4.)
Applying Cacciari & Clementini’s MV -[Fe/H] relation Eq. (6.2) to V1 with [Fe/H] =
−1.79 yields MV of 0.53. Combining this result with V1’s observed V magnitude of 18.57
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and the above extinction yields a distance modulus for it of 17.95. This agrees with almost
all of the distance estimates for Boötes II derived from the isochrone fits if one takes into ac-
count the uncertainties in Eq. (6.2) and the uncertainty in the metallicity estimate for Boötes
II. This good agreement lends further confidence to the isochrone fits, the accompanying
distance estimates, and the hypothesis that V1 is in fact an RR Lyrae and member of Boötes
II.
8.2 Composition
The only spectroscopic study of Boötes II undertaken to date shows its five identified
radial velocity members to have average [Fe/H] = −1.79 ± 0.05 (Koch et al. 2009). This is
adopted for the isochrone fits.
Unfortunately, no other abundances have been measured for Boötes II. Isochrone fits
are performed for [α/Fe] = 0.2 and 0.4. These values are adopted because the UFDs are
generally found to have [ α/ Fe ] values similar to that of the Milky Way halo, ∼ 0.3 to
0.4. This stands in contrast to the classical dSphs, which have [α/ Fe ] several dex lower
than the halo (§1.4). Boötes II is among the least luminous and lowest surface brightness
members of the UFDs. In these terms, it is one of the UFDs which is least like the classical
dSphs, and most “UFD-like”. In the absence of any observational determination of [α/ Fe],
a plausible hypothesis is that its α abundances are similar to other UFDs and unlike those
of the classical dSphs.
8.3 Isochrone Fits & Discussion
Figures 8.1 and 8.2 show isochrone fits to the CMD of Boötes II over a range of ages
for [α/Fe] values of 0.2 and 0.4 respectively. Figures 8.3 and 8.4 show the best fits for each
[α/Fe].
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Figure 8.1: Isochrone fits to the CMD of Boötes II for [α/Fe] = 0.2. Variable star V1 (§5.2.2)
is plotted as a red point, radial velocity members as identified by Koch et al. 2009 are plotted
as blue points. Average photometric uncertainties in V and (V−I) in half magnitude V bins
are shown in error bars on the right hand side of the panel.
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Figure 8.2: Isochrone fits to the CMD of Boötes II for [α/Fe] = 0.4. Symbols are as for Fig.
8.1.
Dartmouth isochrones of ages 12.5 to 14 Gyr are found to fit the CMD of Boötes II,
depending on the adopted [α/Fe], with the higher [α/Fe] yielding younger fits. The age of
M92 is found to be 14.5 Gyr based on fits of Darmouth isochrones of [α/Fe] = 0.2 and 14
Gyr based on fits of Dartmouth isochrones of [α/Fe] = 0.4. Thus Boötes II is found to be
between 0.5 to 1.5 Gyr younger than M92
Distance modulus (m−M)0 was left as a free parameter in the fits, and ranges from
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Figure 8.3: Best fits to the CMD of Boötes II for [α/Fe] = 0.2. Distance moduli (m−M)0
for the fits are as follows : 18.15 for 13 Gyr, 18.07 for 13.5 Gyr, and 18.02 for 14 Gyr. The
distance modulus (m−M)0 applied to the synthetic horizontal branch is 18.07. Note that the
fits are so similar that they almost overlay each other. Symbols are as for Fig. 8.1.
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Figure 8.4: Best fits to the CMD of Boötes II for [α/Fe] = 0.4. Distance moduli (m−M)0
for the fits are as follows : 18.09 for 12.5 Gyr and 18.04 for 13 Gyr. The distance modulus
(m−M)0 applied to the synthetic horizontal branch is 18.04. Note that the fits are so similar
that they almost overlay each other. Symbols are as for Fig. 8.1.
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18.02 to 18.15 mag (see figure captions for specific numbers for each fit.)
The uncertainties for these fits are rather large, given that the adopted metallicity of
Boötes II was determined from only five stars, that its [α/Fe] ratio was guessed at based
on considerations of the general characteristics of the UFDs, that the distance was left as
a free parameter, and the fact that its sparse population leaves one with few stars to study.
Nevertheless, the narrowness of the MSTO and the RGB, as well as the lack of a metallicity
spread in its observed radial velocity members, all point to Boötes II being a single age,
mono-metallicity system.
The UFDs are generally found to be predominantly metal poor, old systems with little
to no signs of later star formation (§1.4). Leo IV falls under the “little” category, with
indications of a somewhat younger, somewhat more metal-rich population in addition to
its old, metal poor main population (Sand et al. 2010, Brown et al. 2012, §7.6). Boötes II
would appear to fall into the “no” category. This befits the fact of its status as one of the
more extreme members of the UFDs. With its very low luminosity and surface brightness,
one reasonably expects that it has a very “UFD-like” star formation history and population.
8.4 Future Work
Further spectroscopic and photometric study of Boötes is warranted. Adding further
photometric data to the existing set would better isolate the MSTO by beating down photo-
metric uncertainties. A control field for the purpose of statistical subtraction of foreground
stars from the CMD was not taken - this should be done. Depending on what is found in
a foreground subtracted CMD with smaller photometric uncertainties, a synthetic CMD
analysis may be performed. Alternatively, such a CMD might show Boötes II to be a the
single age mono-metallicity system that it so far appears to be, and render a synthetic CMD
analysis unnecessary.
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There are more stars on Boötes II’s RGB that have not been targeted for spectroscopic
study than have. Their membership should be determined. This would be especially helpful
in the case of V1. If it is indeed determined to be a radial velocity member, its brightness
from a complete light curve combined with an MV determination from Eq. (6.2) would pin
down its distance and differentiate the isochrone fits of Fig. 8.3 and 8.4. More abundances
would also greatly help in determining whether Boötes II is in fact a single age mono-
metallicity system
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CHAPTER 9: CONCLUDING REMARKS & QUESTIONS
9.1 Leo IV, Boötes II, & the Halo
VandenBerg et al. 2013 derived the ages of 55 globular clusters using their ΔVHBTO
method, which is also one of the age determination methods employed by this study. Figure
9.1 shows the age-metallicity plot of VandenBerg et al. 2013 for those 55 globular clusters.
M92 was found by that study to be 12.75 ± 0.25 Gyr old. This study found M92 to be
between 14 and 14.9 Gyr old. What is of interest, however, is not the absolute age of M92,
but the ages of Leo IV and Boötes II relative to M92.
Boötes II has a metallicity of −1.79 ± 0.05 (§1.6). This study finds Boötes II to be
between 0.5 and 1.5 Gyr younger than M92. The older end of that age range places it among
the globular clusters of its metallicity in Fig. 9.1. Accounting for the error bars in Fig. 9.1,
the middle of Boötes II’s age range, as derived by this study, also places it among the other
globular clusters of its metallicity. (Recall from Chapter 8 that fits of [α/Fe] = 0.2 Dartmouth
isochrones yielded fits spanning the entire age range quoted above, while fits of [α/Fe] =
0.4 yielded an age range for Boötes II of between 1 to 1.5 Gyr younger than M92.)
If the Galactic halo was indeed built up by the accretion of dark matter halos like those
which host the dSphs, then it would be reasonable to believe that their stellar populations
should have similar ages given similar compositions. And if the ages of stars in the halo’s
globular clusters are representative of those of the halo as a whole, then the dSphs, including
UFDs, should be of similar age to globular clusters of similar composition. Boötes II’s age
as derived here lends support to this hypothesis.
Leo IV’s age as derived by this study, however, complicates the matter. This study finds
Leo IV to be between 2 and 2.5 Gyr younger than M92. VandenBerg et al. 2013 place
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Figure 9.1: The age-metallicity plot for 55 globular clusters from VandenBerg et al. 2013.
All ages were derived via that study’s ΔVHBTO method, which was also employed by this
study (see Chapter 6.) Reproduced by permission of the AAS.
M92 at 12.75 Gyr in Fig. 9.1. In that figure, 2 to 2.5 Gyr “below” 12.75 Gyr at Leo IV’s
metallicity of −2.46 ± 0.15 places Leo IV well “below” the Galactic globular clusters.
Even if Leo IV experienced an extended star formation history of 2 Gyr centered on its
derived age (see §7.4), only the oldest stars of that extended star formation history would
fall amongst the youngest Galactic globular clusters in Fig. 9.1, taking into account the
uncertainties shown in the figure and the uncertainty of ± 0.15 in Leo IV’s metallicity.
This raises some questions. If the Milky Way halo was indeed formed from the accretion
of dwarf spheroidal galaxies, then why did Leo IV experience star formation at a much later
time than dSphs of similar metallicity accreted by the Milky Way? Why does Boötes II
have the same age as the Galactic globular clusters of the same metallicity while Leo IV
does not? Is it because Boötes II is a globular cluster, contrary to the findings of Walsh et
al. 2008 (see §1.6), while Leo IV is not?
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As discussed in §7.3.3, Okamoto et al. 2012 and Brown et al. 2012 find Leo IV to
be approximately the same age as M92. If their findings are accurate, then the ages of
both Leo IV and Boötes II would be similar to that of Galactic globular clusters of similar
metallicity. On the other hand, Brown et al. 2013’s CMD of Leo IV with the ridgeline of
M92 overplotted may suggest that Leo IV is ≈ 1 Gyr younger than M92 (§7.3.3). Taking
into account the error bars in Fig. 9.1, Leo IV’s age would then still match that of the
Galactic globular clusters at its metallicity, though it would be one of youngest, possibly
clearly the youngest, at that metallicity.
If the Galactic halo was formed by the accretion of dark matter halos like those which
host the present population of dSphs, then it would be reasonable to believe that their stellar
populations should have similar ages given similar compositions. But the accreted halos
need not be similar to the present population. The present dSphs may have avoided accretion
by the Milky Way, and thus were able to form stars after their accreted counterparts were
incorporated into the Galactic halo. If this is the case, then the finding of this study that Leo
IV is significantly younger than M92 would not be surprising.
9.2 Leo IV & Reionization
Cosmic reionization is thought to have played a key role in the formation histories of
low mass galaxies. Star formation in such systems is hypothesized to have been truncated
through the photo-heating of their gas by the reionizing radiation of the first stars, and the
loss thereby of that gas to the intergalactic medium. Frebel & Bromm consider cosmic
reionization to be a plausible mechanism by which star formation could have been halted
in their “one-shot” enrichment scenario (§1.4, §7.6). They consider Leo IV to be a system
which may have formed in this manner.
The low metallicity and the metallicity spread of Leo IV suggests that it may well have
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formed via Frebel & Bromm’s one-shot enrichment scenario. Whether or not it did, its
low metallicity is consistent with its star formation having been truncated at early times
by reionization. If a metallicity spread had arisen in the system at that time, possibly by
inhomogeneous mixing, it would then have been preserved by the cessation of further star
formation.
Ricotti & Gnedin 2005 proposed three evolutionary paths for dwarf galaxies which are
differentiated by the effect of reionization on the star formation histories of the galaxies
in question. “True fossils” formed the bulk of their stars before reionization suppressed
further star formation. “Survivors” formed most of their stars in the post-reionization era.
The star formation of an intermediate group of “polluted fossils” was brought to a halt by
reionization, much as is the case for “true fossils”. Polluted fossils, however, were massive
enough to replace their lost gas by later accretion and resume star formation. These polluted
fossils thus formed stars in both the pre- and post-reionization eras.
Weisz et al. 2014 recently derived star formation histories for 38 of the Local Group
dwarfs using the synthetic CMD method of Dolphin 2002 (Leo IV was among the 38,
Boötes II was not.) They then searched for an abrupt cessation or drastic reduction in star
formation rate during the time period of reionization (z ∼ 6 - 14, corresponding to 12.9 to
13.5 Gyr ago; Fan et al. 2006). Such a drastic drop-off in star formation would presumably
be the hypothesized truncation of star formation due to reionization. They found that the
SFHs of five of the dwarfs are consistent with their having formed > 90% of their stars prior
to reionization, and thus consider them true fossils. Among these five are Leo IV.
Weisz et al. 2014 thus finds that Leo IV is overwhelmingly dominated by an ancient
population, in line with the findings of this and previous studies (Sand et al. 2010, Okamoto
et al. 2012, Brown et al. 2012, 2013). They also find that around 10% of Leo IV’s stellar
population formed after reionization. This supports the idea, explored in §7.4, of an age
spread in Leo IV, and dovetails nicely with previous studies which found some latitude for
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smaller, younger populations in Leo IV in addition to the main ancient population (Sand et
al. 2010, Brown et al. 2012, 2013).
The main finding of this study with respect to Leo IV’s age, however, is that Leo IV is
2 to 2.5 Gyr younger than M92. This is in direct conflict with Weisz et al. 2014’s findings,
as Leo IV being 2 to 2.5 younger than anything would place its formation well after the
epoch of reionization, given that the age of the universe is believed to be 13.8 Gyr (Planck
collaboration). However, the uncertainties associated with Leo IV’s SFH as derived by
Weisz et al. 2014 are rather large. Within the 68% confidence interval, in fact, Leo IV may
have formed as little as ≈ 20% of its stars at the end of the epoch of reionization. Within
those confidence limits, Leo IV may have formed 50% of its stars as recently as 9 Gyr ago.
Thus, because the uncertainties are so large, the SFH of Leo IV derived by Weisz et al. 2014
does not necessarily conflict with the age of Leo IV relative to M92 found by this study.
Given the importance of Brown et al. 2012, 2013’s findings that several of the ultra-faint
dwarfs, including Leo IV, are nearly the same age as M92 (§7.3.3), and Brown et al. 2013’s
suggestion that this may indicate near simultaneous truncation of their star formation by
reionization, it is important to resolve the difference in the derived age of Leo IV relative
to M92 between those studies and this one. It would also be useful to resolve this same
difference between this study and Okamoto et al. 2012’s study, since Okamoto et al. 2012
agrees with the Brown et al. studies on this point. The next step in this process could be a
reanalysis of Brown et al.’s HST data by this study’s author and his collaborators.
In any case, the dwarf spheroidal galaxies, in particular the ultra-faint dwarfs, will con-
tinue to be objects of rich and exciting study, potentially holding answers to questions of
large scale structure formation in the universe.
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