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Studies were carried out using Display Energy Certiﬁcate (DEC) data for university buildings to investigate building parameters as
determinants of energy use. A preliminary statistical analysis was conducted of annual electricity and heating fuel consumption across a
UK-wide dataset focusing on building activity and internal environment. Using data for London university buildings only, a pilot study
was also undertaken to assess the use of an artiﬁcial neural network (ANN) method for analysing a wider range of energy use
determinants.
For University Occupier Buildings (UOB) it was found that generally electricity use is high and heating fuel use is low relative to the
CIBSE TM46 benchmarks for the University campus category. For the London university dataset there was appreciable variation in
energy use between diﬀerent university-speciﬁc building activities. Activity was also shown to have a high ANN causal strength together
with material, environment and glazing type.
Prediction performance of the ANN improved with the addition of building parameters: for electricity use the ANN mean absolute
percentage error reduced to 34%, a 30% reduction relative to a theoretical benchmark-based approach; for heating fuel use it reduced to
25%, a 49% reduction against the benchmark-based approach. Prediction performance appeared to be restricted however, perhaps owing
to the limited number of training patterns.
From the pilot study the ANN methodology appears to be viable for use in analysing building energy use determinants. A broader
follow-up study is planned accordingly and various measures to develop the ANN methodology are presented.
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1.1. Building energy use
Energy consumption in buildings makes up over 40% of
all UK energy use (Carbon Trust, 2009). Statutory provi-
sions exist, such as the UK Climate Change Act 2008
(DECC, 2008), that aim to minimise energy consumptionuction and hosting by Elsevier B.V. Open access under CC BY-NC-ND license.
D. Hawkins et al. / International Journal of Sustainable Built Environment 1 (2012) 50–63 51across all sectors. In turn Part L of the UK1 Building
Regulations (Government UK, 2010) requires incorpora-
tion of energy eﬃciency into new and refurbished building
design.
A number of established principles exist for managing
energy use in building design so architects, engineers and
other specialists seem well-placed to inﬂuence building
energy eﬃciency. Studies such as that carried out by the
CarbonBuzz initiative (CarbonBuzz, 2011) indicate that
the actual energy use of buildings regularly exceeds the
design estimates, often by two to three times. Questions
arise then on the extent to which the building design inﬂu-
ences its overall energy use or how well understood are the
design parameters that determine building energy use.1.2. Activity as an energy use determinant: the Display
Energy Certiﬁcate scheme
Benchmarking ﬁgures based on building activity, such as
those provided by CIBSE (2004, 2008), serve as indicators
to make approximate initial forecasts of energy for new
designs and with which to compare the energy performance
of existing buildings. Activity-based benchmarks are cen-
tral to the UK Display Energy Certiﬁcate (DEC) scheme
(CIBSE, 2008), data from which may indicate the accuracy
of activity-based benchmarks.
DECs were introduced in 2008 for public buildings with
a total usable ﬂoor area greater than 1000 m2 with the aim
of raising public awareness of energy use while encouraging
and assisting in the reduction of energy use and carbon
emissions in the built stock (Department for Communities
and Local Government, 2008). DECs are based on actual
measured annual energy use of a building and provide an
“Operational Rating” (OR) which is a numerical indicator
of its performance (Bruhns et al., 2011). To ascertain which
benchmark the actual energy use of the building will be
compared against to produce the OR, the DEC system uses
the TM46 classiﬁcation system which is based on a ratio-
nalisation and considerable simpliﬁcation of values taken
from many sources (Bruhns et al., 2011). The TM46 system
includes separate benchmarks for electrical and heating
fuel use with associated factors to allow the benchmarks
to be adjusted according to occupancy (total annual occu-
pied hours) and weather (degree-days).
In total TM46 deﬁnes 29 activity based groupings or
“benchmark categories”. These cluster building types that
are assumed to have similar requirements for use, environ-
mental conditioning and installed appliance loads (CIBSE,
2008). Under each benchmark category a number of build-
ing types are deﬁned. In total there are 237 building types
deﬁned under all 29 benchmark categories. Buildings that
include activities which span more than one of the catego-
ries are assigned a “composite benchmark” relevant to the1 Scotland and Northern Ireland have similar but diﬀerent arrangements
for building standards and also for Display Energy Certiﬁcates. UK
should be read to mean England and Wales for these and for all ﬁndings.building (Department for Communities and Local Govern-
ment, 2008). For buildings sharing a site, such as university
campuses, transitional arrangements (which have since
been discontinued) previously allowed the issue of a site-
based DEC (Department for Communities and Local Gov-
ernment, 2008).
A recent study (Bruhns et al., 2011) reviewing DECs and
the TM46 benchmark categories that underpin the system
identiﬁed various issues associated with the current classiﬁ-
cation system and hence found opportunities to enhance
future DEC feedback and the reviewing process. These
included a need to improve distinction between sector clas-
siﬁcation and building activity, a need to group building
types into well-deﬁned analysis categories and a need to
clarify the philosophy behind the current classiﬁcation sys-
tem for assessors. The study therefore highlighted a
requirement for more sophisticated classiﬁcation which will
be important in the light of potential roll out of DECs to
wider non-domestic stock.
The report also identiﬁedvarious issues associatedwith the
discontinuation of site-based DECs and requirement for the
disaggregation of these sites into individual buildings. For
buildings where a site-based DEC had been previously used
(e.g. hospitals and university campuses) it was found that
the benchmarks employed in TM46 were largely based on
data for whole sites not individual buildings. In addition,
no clear guidelines regarding whether individual buildings
should be given building speciﬁc or site speciﬁc benchmarks
existed. For example, information onwhether an administra-
tionoﬃceonauniversity campus should be considered “Gen-
eral oﬃce” or “University campus” (Bruhns et al., 2011).
1.3. Non-activity determinants of building energy use
As well as activity, the building internal environment
type is sometimes included in energy benchmarks (CIBSE,
2004) to provide greater resolution. In isolation however
these benchmarks are often insuﬃcient to forecast energy
use for design alternatives involving variation of other
building parameters, for example architectural factors. It
would be desirable to understand the inﬂuence of these
other parameters on energy use.
A common method for forecasting building energy con-
sumption for a speciﬁc design is through a building energy
simulation model. This approach is used for demonstrating
compliance with Part L2a of the UK Building Regulations
(HM Government, 2000). A wide variety of inputs are
entered into the model allowing results to be developed
with high precision, however the output can depend
strongly on the assumptions made and the modelling
method employed. Raslan and Davies (2010) found a high
degree of variability in the Part L2a compliance outcome
based on the predicted energy performance just between
diﬀerent software packages.
An alternative approach for understanding the impact of
building design parameters is to study patterns between
energy use data and associated design parameters for a large
2 Where such DECs had composite benchmarks including more than
one category, the category contributing the highest carbon emissions was
selected as the representative category.
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ated parameters may be assessed using a statistical multivar-
iate analysis method. Chidiac et al. (2011) used regression
analysis to determine the relationship between a group of
building variables and speciﬁc energy end use for three prin-
cipal building types. A statistical multivariate method using
Principal Component Analysis and Partial Least Squares
methods was used by Olofsson et al. (2009) to measure the
correlation between certain building parameters and energy
use to quantify their strength as energy use determinants.
A complementary approach to statistical methods is the
use of a machine learning method such as an artiﬁcial neural
network (ANN) to carry out the analysis. Although they are
usually related to diﬀerent ﬁelds, a lot of similarities can be
drawn between ANNs and statistical methods. ANNs are
thought to be highly suitable for establishing causal relation-
ships amongst a large number of parameters and relative to
statistical methods are considered to form predictions faster
and work better with pathological functions (Olofsson et al.,
2009; Sarle, 2002; Aydinalp et al., 2002).
ANNs were originally applied in energy forecasting
around the early 1990s when they were used in utility load
forecasting. Studies commenced soon after on the use of
ANNs for making short and long-term energy use forecasts
for particular buildings and for estimating energy savings
through building retroﬁts, typically all based on external
factors such as historical weather data (Aydinalp et al.,
2004). Aydinalp et al. (2002, 2004) took these ideas forward
to consider training ANNs to forecast speciﬁc energy uses
based on an extensive number of parameters. The training
data included types and number of appliances, lighting,
number of occupants and household income. The opti-
mised ANN achieved coeﬃcient of variance of root-
mean-squared errors (CV-RMSE) lower than 2% for space
heating and lower than 3% for other energy uses.
1.4. Investigations carried out
Studies have been carried out using DEC data for UK
university campus buildings to investigate activity and
non-activity parameters as building energy use determi-
nants. Universities are of particular interest as they include
buildings of a wide variety of activities, ages and architec-
tural styles and some universities are also subject to energy
use-related funding targets, such as those set by the Higher
Education Funding Council for England (HEFCE, 2010).
A preliminary statistical analysis was carried out on UK-
wide university campus data to assess the signiﬁcance of cur-
rent activity-based benchmarks and to assess building envi-
ronment as an energy use determinant. This study used the
full DECdatabase obtained byCIBSE from the government.
A pilot study was then conducted to test whether an
ANN approach could provide more sensitive disaggrega-
tion of the data to allow other energy use determinants
to be evaluated. This study used a DEC database compiled
by the Department of Communities and Local Govern-
ment (Centre for Sustainable Energy, 2008) and primarydata from the Non-Domestic Energy Performance Certiﬁ-
cate Register (“The Landmark Database”) (Landmark
Information Group, 2011) which are both publicly avail-
able. A sub-set of DEC data for London university build-
ings was used and supplemented with data for building
parameters that might serve as energy use determinants.
The learning ability of the ANN was tested by measuring
its performance in predicting energy use. The importance
of each parameter as an energy use determinant was ana-
lysed by calculating its causal strength in the ANN. Owing
to an expected high degree of noise in the training data and
a limited dataset a low statistical signiﬁcance of the result-
ing predictions was envisaged, although the viability of
using an ANN method for analysing energy use determi-
nants more generally might be assessed.2. Methodology
2.1. Statistical analysis of DEC data
2.1.1. Building selection
University buildings are included under the TM46 gen-
eral benchmark category “University campus” which
incorporates the building type subcategories of Classroom,
Lecture hall, Sixth form college and University. For the
analysis it was necessary to ensure the scope of buildings
included was representative of the activity mix actually
present on a university campus. An initial scan of the data
indicated that several buildings included under the main
University campus category were actually sixth form col-
leges and that a considerable number of buildings where
the sole or main occupant was a UK university were
included under diﬀerent categories, such as libraries (which
are included under “Cultural activities”), auditoriums
(which are included under “Entertainment halls”), labora-
tories (which are included under “Laboratories and operat-
ing theatres”) and oﬃce buildings (which are included
under “General oﬃce”).
A data selection process, as described in Table 1, was
therefore undertaken with an aim to deﬁne a more realistic
and representative “University Occupier Buildings” (UOB)
analysis sample. This UOB analysis sample included:
– A sub-sample of buildings under the category of Univer-
sity campus.
– Buildings included under other categories where the
occupier was identiﬁed as a university such as oﬃces,
libraries, auditoriums and laboratories.22.1.2. Data cleaning
In the initial phase of the selection, for all buildings
where multiple DECs had been lodged over the years the
Table 1
Data cleaning process for statistical analysis of UK university DEC data (all values are number of buildings).
TM46 category Cultural
activities
Entertainment
halls
General
oﬃce
Laboratory or
operating theatre
University campus Total
TM46 activity Library Auditorium All All Classroom Lecture
hall
Sixth form
college
University
Initial dataset 443 29 4200 197 306 50 864 1740 7829
Data cleaning 384 28 3255 167 279 44 797 1597 6551
University Occupier
Buildings (UOB)
71 2 188 95 173 36 0 1307 1872
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selected. A “clean-up” process was then employed to
ensure that all DECs with default and invalid ratings were
removed and that the data analysed was therefore both
useful and error free. This process employed the following
selection criteria:
– Total useful ﬂoor area >50 m2.
– DEC OR not 200 (which is a default value given to a
DEC when information is insuﬃcient).
– Building has a non-zero heating load (EuiHtg >0 kWh/
m2).
– Record has at least one correct benchmark category.
– Not identiﬁed as being a site-wide DEC.
– Both energy use values were within three standard devi-
ations of the respective means (otherwise they were
deﬁned as outliers).
To further reﬁne the data, Sixth form college activity
DEC records were removed from the University campus
category. In total 1872 DECs from UOBs were identiﬁed;
Table 1 highlights the data cleaning process. The analysis
of the energy consumption data from these was carried
out using SAS statistical analysis software3 (version 9.2).
2.2. Artiﬁcial neural network (ANN) based analysis of
energy use determinants
2.2.1. Approach
The ANN-based analysis used DEC and building data
for buildings in the following institutions: University Col-
lege London (UCL), Imperial College London (ICL), Lon-
don School of Economics and Political Science (LSE) and
King’s College London4 (KCL). The DEC data was cleaned
using the same criteria as that for the statistical analysis
(Section 2.1.2), although for this analysis residential build-
ings were included and multiple DECs for the same building
were included where available to alleviate potential noise in
the reduced dataset. Following cleaning the dataset
included 148 DECs covering 97 individual buildings.
An ANN model was developed in the Processing pro-
gramming language5 (version 1.2.1). The prediction per-3 Available at http://www.sas.com/technologies/analytics/statistics/.
4 DEC data for three KCL buildings was obtained directly from the
university (Ward, 2009).
5 An open source Java-based language, available at http://
www.processing.org.formance of the ANN was assessed by validating the
trained ANN to determine the generalisation error,
deﬁned here as the aggregate error in the estimation of
energy use for buildings on which the ANN has not been
trained. The causal strengths were established by
varying input parameters and measuring the change in
output.
The methodologies for input data collection and devel-
opment of the ANN model are summarised in the follow-
ing sections and further detail is given elsewhere
(Hawkins, 2011).2.2.2. Building energy data
The DEC annual electricity and heating fuel use ﬁgures
(EuiElec and EuiHtg respectively in kWh/m2) were used
for the analysis. The variation in weather owing to location
was reasoned to be negligible as all buildings were based in
London. There would be some variation owing to occu-
pancy which could not be ascertained without supporting
data. However, since the institutions are similarly
research-led it was reasoned that this would not be
signiﬁcant.2.2.3. Building activity
To avoid issues owing to the inconsistent assignment of
building categories in the DEC data (as discussed in Sec-
tion 2.1.1) and to increase resolution, separate university-
speciﬁc building activities were developed as follows:
– Residential: student accommodation.
– Medical research: medical laboratories or a teaching
hospital.
– Academic – laboratory or workshop-based (LWB):
teaching with the use of laboratories or workshops.
– Academic – non-laboratory or workshop-based (NLWB):
teaching without the use of laboratories or workshops.
– Administration: administration and teaching/research
staﬀ oﬃces.
– Other: all activities not included above e.g. student
unions, libraries, sports facilities and theatres.
These activity types were selected to allow good repre-
sentation of the dataset and to ensure that there were suf-
ﬁcient buildings of each type. Where there were fewer than
10 buildings of a certain activity, which was considered to
be too few to establish a separate category, the buildings
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allowed the respective building data to be included but
owing to the wide variety of constituent activities the accu-
racy of forecasts for buildings in this category was expected
to be more limited.
2.2.4. Non-activity parameters
Further DEC data used in the study were total useful
ﬂoor area, building environmental conditioning type and
main heating fuel type. A number of other building param-
eters deemed to have a signiﬁcant impact on energy use
were collected for each building. Sources of information
included Ordnance Survey and historical maps, other geo-
graphical data and university estates information. All
parameters, their envisaged impact on energy use and
respective data sources are given in Table 2.
2.2.5. Development of the ANN model
Separate ANNs were developed for the electricity and
heating fuel use. The ANNs adopted multi-layer percep-
tron architectures with single hidden layers.
Individual neurons took category, binary or continuous
values depending on the input type and all inputs were nor-
malised between 1 and 1 (Sarle, 2002). Single output neu-
rons were provided for the energy use which were
normalised to cover the range of DEC energy use values
(in kWh/m2).
Training was carried out using feed forward with stan-
dard back propagation (Rumelhart et al., 1986) following
an incremental learning method.
2.2.6. Assessment of ANN prediction performance
The generalisation error of the ANN was evaluated in
terms of the coeﬃcient of variance of the root-mean-
squared error (CV-RMSE) and mean absolute percentage
error (MAPE), the formulae for which are given in Appen-
dix A (Dong et al., 2005). CV-RMSE measures the overall
correlation between the target and estimate values and
MAPE indicates the forecasting accuracy.
The 148 input patterns were divided into training and
validation sets using a 90:10 split. To allow for variation
in the generalisation error according to the validation set
the ANN was validated using 20 diﬀerent validation sets
derived from the same set of input patterns.
For each validation set, ranges of learning rates (0.1,
0.05 and 0.01) and hidden layer neurons (5, 10, 20, 40
and 80) were evaluated. 10 runs were performed for each
combination with the initial connection weights random-
ised each time. For each run the ANN was trained for a
large number of epochs (1280) and the lowest generalisa-
tion error achieved during the training period was deter-
mined retrospectively. The lowest generalisation error
across all runs was taken as the minimum for the particular
validation set. The overall ANN performance was estab-
lished as the average of the minimum generalisation errors
achieved for each validation set.The change in prediction performance was assessed by
progressively adding inputs and computing the mean min-
imum generalisation error. To measure the prediction
improvement, theoretical benchmark generalisation errors
were calculated for each energy use type. The benchmark
generalisation errors were deﬁned as the mean errors across
all 20 validation sets that would occur if the energy use
forecast were based only on the mean value for the partic-
ular building activity across all input patterns.
2.2.7. ANN causal strengths
The causal strengths method used for determining how
strongly each input inﬂuenced the energy use followed an
approach similar to those taken by Baxt (1992) and
described by Sarle (2000) where the input values are varied
and the change in the output is calculated. This approach
has similarities in execution to a building physics sensitivity
analysis although diﬀers as the outcomes are based on
observed patterns in the original building dataset.
The procedure was as follows:
– 20 ANN conﬁgurations were selected as those giving the
lowest MAPE for each of the 20 validation sets.
– For each ANN conﬁguration all 148 input patterns
(training and validation) were presented in turn.
– For each input pattern the 35 individual inputs were
adjusted sequentially with the adjustment depending
on its type (binary, category or continuous). For each
adjustment the output was then recalculated to deter-
mine the output diﬀerential, taken as the absolute per-
centage change against the original output for the
pattern. The input was then set to its original value prior
to the next one being adjusted.
– The output diﬀerentials for each input were averaged
across all patterns to establish the causal strengths for
the particular ANN conﬁguration.
– The average causal strengths across all 20 ANN conﬁg-
urations were taken as the overall causal strengths for
each input for the respective energy use.
Causal strengths were calculated for the ‘generalised’
ANNs and for an ‘all pattern’ ANN trained using all input
patterns. The generalised ANN causal strengths are
expected to be more reliable as they indicate variation in
the general building stock although the all pattern ANN
causal strengths, which measure variation in the training
data, provide a useful comparison.
3. Results
3.1. Statistical analysis of DEC data
3.1.1. Distribution of energy use
The distribution of energy use (electricity and heating
fuel) for all 1872 UOBs compared against the TM46
University campus category benchmarks (unadjusted and
Table 2
Building parameters used in the ANN and envisaged impact on energy use.
ANN inputs
category
Envisaged impact on building
energy performance
Input
factors
(where
subdivided)
Measured data range Data sources
Building
activity
Typically strong determinant of heat and
electricity use; standard for benchmarking
(CIBSE, 2004, 2008)
Residential, medical research, academic – lab
or workshop based (LWB), academic – non-
lab or workshop based (NLWB),
administration, other
Building
environment
Typically strong determinant of energy use;
sometimes used for benchmarking (CIBSE,
2004)
Mixed-mode/mechanical vent.,
mixed-mode/natural vent., heating &
mechanical vent., heating & natural
vent., air conditioning
(Centre for Sustainable Energy,
2008; Ward, 2011)
Heating fuel Minor impact although may be indicative of
other parameters such as type, age and control
of the building services
Natural gas, grid-supplied electricity,
district heating
(Centre for Sustainable Energy,
2008; Ward, 2011)
Age Older buildings, particularly where
constructed prior to or to older versions of
Part L of the Building Regulations, may be
less eﬃcient in terms of thermal performance
and operation of building services
1800–2008 (to year or nearest
decade depending on data)
(Misyri, 2010; University
College London, 2011;
EDINA, 2011a; London
School of Economics, 2011)
Primary
material
Where exposed, heavyweight materials can
provide thermal inertia that regulates internal
temperatures and can reduce cooling and
heating loads (Thomas, 2006)
Stone, brick, concrete, steel (Misyri, 2010; Google, 2011)
Geometry
data
Tall buildings and those that have high surface
to volume ratios or are highly exposed
typically have higher fabric and inﬁltration
heat losses although can have better scope for
daylight penetration and natural ventilation
(Thomas, 2006; Ward, 2009; Krope and
Goricˇanec, 2009)
Floor areaa 382–123,066 m2 (Centre for Sustainable Energy,
2008; Ward, 2011)
Height 11–52 m (Landmap, 2008)
Fraction
exposed
22.5–100% perimeter exposed (EDINA, 2011b)
Aspect
ratio
0.01–1 (depth:length) (EDINA, 2011b)
Adjacency
shading
data
Shading from the south, west and east can
reduce cooling loads where facade shading is
not otherwise provided. Shading of the south
facade can limit passive solar gains and
shading from all directions can reduce
daylight penetration (Ward, 2009; Thomas,
2006)
South
shading
5–90 elevation angle from base
of building to top of adjacent building
to the south
(Landmap, 2008; EDINA,
2011b)
West
shading
8–90 measured as south
East
shading
0–90 measured as south
North
shading
0–90 measured as south
Adjacency
sheltering
factor
Tall structures located in the path of the
prevailing wind (southwest) can reduce
inﬁltration heat loss (Ward, 2009)
Southwest
sheltering
0–90 measured as south shading factor (Landmap, 2008; EDINA,
2011b)
Orientation Orientation can aﬀect passive solar heating
and summer solar heat gains. Long axis
running west to east with long facade shaded
is typically preferable (Thomas, 2006)
90N (east-facing) to 270N (west-facing) (EDINA, 2011b)
Glazing Glazing type and ratio aﬀects fabric heat loss
and, depending on position, scope for passive
solar heating. Glazing ratio can have a strong
impact on daylight penetration and cooling
loads (Thomas, 2006; Ward, 2009)
Glazing
type
Single glazed or double/secondary glazed (Misyri, 2010; Google, 2011)
Glazing
ratio
10–90% facade area as glazing
Weather
data
Low winter temperatures and low winter sun
hours can increase heating loads. High
summer temperature and high sun hours can
increase cooling loads. Number of sun hours
can aﬀect lighting loads.
Summer
temperature
14.0–14.6 C mean temperature April to
September
(Met Oﬃce, 2011)
Winter
temperature
4.7–7.1 C mean temperature October to
March
Summer
sun hours
1087–1270 total sun hours April to
September
Winter sun
hours
453–593 total sun hours October to March
a As energy use ﬁgures are in kWh/m2, ﬂoor area is included to test whether it has further inﬂuence as a geometric factor.
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Fig. 1. Comparative distribution of energy use for the UOB sample (1872 buildings) and TM46 University campus category benchmarks (indicating
ranges where adjusted for occupancy and weather following the TM46 procedures).
56 D. Hawkins et al. / International Journal of Sustainable Built Environment 1 (2012) 50–63adjusted for occupancy and weather) is illustrated in Fig. 1.
The distribution indicates the following:
– Around 37% of the UOB sample falls below the Univer-
sity campus unadjusted electricity benchmark of
80 kWh/m2.
– The median electricity use sits within the range of
adjusted electricity benchmarks.
– Around 78% of the sample falls below the 240 kWh/m2
University campus unadjusted heating fuel benchmark.
– Around 70% of the sample falls below the lowest Uni-
versity campus adjusted heating fuel benchmark.Table 3
Statistical analysis of UOB environmental control systems (all values are annu
Internal
environment
Heating and natural
ventilation
Mixed-mode with natural
ventilation
H
v
Electricity use (EuiElec)
Mean 94 123 1
Median 84 104 1
Heating fuel use (EuiHtg)
Mean 167 170 1
Median 158 156 13.1.2. Energy use by building environment
Table 3 summarises the results from the statistical anal-
ysis of the mean and median electricity and heating fuel use
by environmental control system installed across the UOB
sample.
The main observations that can be made from these
results are:
– Both the mean and median EuiElec values show that
annual electricity use generally increases as the buildings
become more intensively serviced.al energy use in kWh/m2).
eating and mechanical
entilation
Mixed-mode with
mechanical ventilation
Air
conditioning
31 130 153
21 120 133
69 169 156
43 153 141
Fig. 2. Summary of electricity and heating fuel use by building activity (non-TM46 types): medians and interquartile ranges.
D. Hawkins et al. / International Journal of Sustainable Built Environment 1 (2012) 50–63 57– For both the mean and median EuiHtg values air condi-
tioning shows the lowest values overall although varia-
tion between environment types is generally low.
3.2. ANN-based analysis of energy use determinants
3.2.1. Initial statistical analysis: energy use by activity
Energy use values from the DEC data for the London
university buildings are summarised by building activity
in Fig. 2.
There are similar ﬁndings to Fig. 1 where for all build-
ings the median electricity use is above and median heating
fuel use is below the respective TM46 University campus
benchmarks. The averages for electricity and heating fuel
use by activity type vary quite signiﬁcantly from the global
values. This is particularly the case for Academic LWB
which has the highest median and mean values for each.
With the exception of both Medical research energy use
and Residential heating fuel use, the interquartile ranges
for each building activity are lower than the global inter-
quartile ranges, suggesting that by categorisation the distri-
bution of energy values for each type of activity has been
reduced.3.2.2. ANN prediction performance
3.2.2.1. Electricity use. Table 4 gives the generalisation
errors by input set type for the electricity use ANN analy-
sis. The benchmark generalisation errors and changes
against these are given.
The main observations are as follows:
– For set 1, where only building activities are presented,
the ANN prediction performance (measured by the gen-
eralisation error) is close to that of the benchmark
approach.
– As input types are added the prediction performance
improves progressively until set 6.
– After set 6 the prediction performance ﬂuctuates but
show slight further improvement as more input types
are presented.
– The best performance in terms of CV-RMSE is achieved
for set 11 where all inputs types are given: CV-RMSE is
23.4% below the benchmark.
– The best performance in terms of MAPE is achieved for
set 8: MAPE is 31.8% below the benchmark.
– Overall there were reductions in both CV-RMSE and
MAPE suggesting a general improvement in prediction
performance against the benchmark approach.
Table 4
Electricity use – summary of ANN input neurons and generalisation errors for each input set.
Input sets Benchmark Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8 Set 9 Set 10 Set 11
Building activity 6 6 5 6 6 6 6 6 6 6 6
Building environment 5 5 5 5 5 5 5 5 5 5
Heating fuel 3 3 3 3 3 3 3 3 3
Building age 1 1 1 1 1 1 1 1
Weather data 4 4 4 4 4 4 4
Geometry data 4 4 4 4 4 4
Glazing data 4 2 2 2 2
Orientation 1 1 1 1
Adjacency shading 3 3 3
Adjacency sheltering 1 1
Material data 4
Total input neurons 6 11 14 15 19 23 27 28 29 31 35
Mean minimum CV-RMSE (%) 42.6 40.4 38.1 38.0 36.5 34.6 34.3 34.5 33.6 33.7 32.9 32.7
Change in CV against benchmark (%) 5.2 10.4 10.8 14.4 18.8 19.6 19.0 21.1 20.9 22.7 23.4
Mean minimum MAPE (%) 49.9 46.9 44.3 42.9 39.1 35.3 34.7 35.2 34.0 34.7 35.1 34.8
Change in MAPE against benchmark (%) 6.0 11.1 13.9 21.7 29.4 30.5 29.5 31.8 30.4 29.8 30.3
Note: Mean minimum CV-RMSE and MAPE are the means of the minimum CV-RMSE and MAPE values across the 20 validation sets.
Table 5
Heating fuel use – summary of ANN input neurons and generalisation errors for each input set.
Input sets Benchmark Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8 Set 9 Set 10 Set 11
Building activity 6 6 5 6 6 6 6 6 6 6 6
Building environment 5 5 5 5 5 5 5 5 5 5
Heating fuel 3 3 3 3 3 3 3 3 3
Building age 1 1 1 1 1 1 1 1
Weather data 4 4 4 4 4 4 4
Geometry data 4 4 4 4 4 4
Glazing data 4 2 2 2 2
Orientation 1 1 1 1
Adjacency shading 3 3 3
Adjacency sheltering 1 1
Material data 4
Total input neurons 6 11 14 15 19 23 27 28 29 31 35
Mean minimum CV-RMSE (%) 41.9 39.2 38.1 32.6 31.9 32.7 29.3 25.4 25.7 26.3 25.8 25.8
Change in CV against benchmark (%) 6.5 9.1 22.1 23.9 22.1 30.1 39.3 38.8 37.2 38.5 38.4
Mean minimum MAPE (%) 50.1 45.1 43.9 33.1 29.8 30.4 28.7 26.1 26.3 26.0 25.3 25.1
Change in MAPE against benchmark (%) 9.9 12.3 33.9 40.5 39.3 42.7 47.9 47.4 48.1 49.5 49.8
Note: Mean minimum CV-RMSE and MAPE are the means of the minimum CV-RMSE and MAPE values across the 20 validation sets.
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error results for the heating fuel ANN analysis.
The main observations are as follows:
– For set 1 the ANN prediction performance is slightly
better than but close to the benchmark approach.
– As inputs are added the prediction performance
improves quite steeply until set 7.
– After set 7 the prediction performance levels oﬀ
although shows slight improvement in terms of MAPE
as more input types are presented.
– The best performance in terms of CV-RMSE is achieved
for set 7: CV-RMSE is 39.3% below the benchmark.– The best performance in terms of MAPE is achieved for
set 11: MAPE is 49.8% below the benchmark.
– Similar to electricity use, there were overall reductions in
both CV-RMSE and MAPE indicating general improve-
ment in prediction performance against the benchmark
approach.
3.2.3. ANN causal strengths
3.2.3.1. Electricity use. Fig. 3 shows the determined causal
strengths of each input parameter on electricity use. The
causal strengths for the all pattern ANN (trained exten-
sively on all input patterns) are also given for comparison.
Fig. 3. Electricity use – causal strengths of input parameters.
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strongest input and that the other category type inputs per-
form strongly together with glazing type. Summer sun
hours exceeds 12% and generally summertime weather
variables outperform wintertime variables. At 10% aspect
ratio is the strongest of the geometric factors with others
below 5%. The strengths of the diﬀerent adjacency shading
and sheltering factors as well as building orientation are all
largely similar, staying in the range 5–7%. Building age and
glazing ratio appear to be relatively weak with strengths
below 4%.
The strengths from the generalised ANNs are largely
lower than those for the all pattern ANN, possibly owing
to a smoothing eﬀect of the generalisation. A marked
drop between the two is seen for building age, the
strength of which is greater than 10% for the all pattern
ANN.3.2.3.2. Heating fuel use. Fig. 4 shows the determined cau-
sal strength of each input parameter on heating fuel use.
At 46% the strongest input is heating fuel type. Building
activity is also strong but less so than for electricity use.
The other category type inputs and glazing type are also
signiﬁcant. At 15% building height is the strongest of the
geometric factors with others below 5%. Glazing ratio is
only just below 10% and signiﬁcantly stronger for heatingfuel use than for electricity use. The strengths of adjacency
shading and sheltering factors and orientation are all
within 5–7%. Overall, weather data appears to have lower
causal strength for heating fuel use than for electricity use
although winter sun hours remain about the same and are
the strongest input. Building age remains relatively weak at
less than 5%.
As with electricity use, the causal strengths from the
generalised ANNs are typically lower than those for the
all pattern ANN; in particular weather factors tend to lose
strength in the generalised ANNs.4. Discussion
4.1. Activity as a determinant
The statistical analysis on the UK-wide dataset for
UOBs (Fig. 1) showed trends of higher electricity use and
lower heating fuel use than the respective TM46 University
campus benchmarks, the diﬀerence being more marked for
heating fuel. This reﬂects ﬁndings from TM46 benchmark
category review report (Bruhns et al., 2011), which suggests
that the University campus benchmarks are too high for
heating fuel and too low for electricity.
Where the London university dataset was disaggregated
into speciﬁc activity types as part of the ANN-based
Fig. 4. Heating fuel use – causal strengths of input parameters.
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averages and distributions of energy use for these activities.
This was highlighted in the ANN causal strengths study
where building activity was the strongest input for electric-
ity use and the second strongest input for heating fuel use.
From these initial results there would appear to be value
in investigating further the use of university-speciﬁc activi-
ties as strong determinants of energy use. A broader ANN
study is planned accordingly. Particular aims of the follow-
up study would be to eliminate the “Other” category by
including suﬃcient buildings of each activity and also to
consider the eﬀect of buildings housing multiple activities.
4.2. Non-activity parameters as determinants
Some of the ﬁndings on non-activity based determinants
from the ANN causal strength analysis accord well with
the theory on energy use determinants summarised in
Table 2. The analysis showed environment type to be a
strong factor for both energy uses, which is backed by
the inclusion of this as a factor in the DEC scheme and
in benchmarking for certain building activities (CIBSE,
2004). The statistical analysis (Table 3) also showed a trend
of electricity use increasing for more intensively serviced
buildings; for heating fuel use there was less variation by
environment type which may have been an eﬀect of the
much larger sample.The importance of glazing type and ratio on heat loss
and solar gain highlighted in Table 2 supports the ﬁndings
on the ANN causal strengths for these. Similarly the rela-
tionship between building height and heat demand owing
to inﬁltration and fabric loss is recognised. There are con-
trasting views on aspect ratio although its impact on elec-
tricity demand seems well founded.
It is reasonable too that electricity demand is strongly
inﬂuenced by summertime temperature and summer sun
hours, particularly where mechanical cooling is employed.
It is notable though that heating fuel use is not strongly
aﬀected by the average winter temperature which might
be expected to be a key determinant. It may be that the
average temperature over the heating season does not suf-
ﬁciently represent the heating demand and that another
parameter, such as degree-days, would be more appropri-
ate. Weather factors are not determined by the building
design but would help to understand variation in energy
use for diﬀerent conditions.
Factors that are surprisingly high in strength are build-
ing material and heating fuel type. As presented in Table 2,
these factors were not reasoned to be particularly signiﬁ-
cant energy use determinants. It may be that they correlate
strongly with other factors, for example the building age,
height and the type of services control system, and so
support factors that themselves appear to have relatively
low inﬂuence. Such correlations may be emphasised in
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of key training examples being absent.
Whilst it is hard to draw conclusions on energy use
determinants with the limited dataset used, the results from
this pilot study indicate that the ANN causal strengths
method is appropriate for this type of analysis and that
more robust results may be obtained in the follow-up.4.3. ANN prediction performance
For both electricity and heating fuel use the ANN gen-
eralisation errors reduced as more inputs were introduced,
indicating that to a certain extent the ANN was recognising
patterns and improving its energy use forecasts. Beyond a
certain number of inputs the performance appeared to level
oﬀ though leaving relatively high residual errors. For appli-
cation as an eﬀective energy forecasting tool or as a valida-
tion tool it would be necessary to signiﬁcantly improve the
accuracy of the ANN.
It is possible that the ANN had become saturated with
inputs and was not able to resolve them with the number
of training patterns available, particularly for the larger
input sets. Sarle (2002) suggests that for good resolution
of inputs the number of training patterns used should
exceed the number of inputs by a ratio of at least 10
whereas in this case the ratio was often lower. Aydinalp
et al.’s study (Aydinalp et al., 2004) included more than a
thousand training patterns with all buildings being of the
same type of activity and achieved a CV-RMSE for the
space heating of less than 2%. It is conceivable that in
the follow-up study were the training patterns extended
to include many more buildings the prediction performance
could be reasonably improved.4.4. Further development of the methodology
There are opportunities to develop the training data and
the ANN analysis methods which may be considered in the
follow-up study.4.4.1. Training data
Additional inputs could be considered that might serve
as energy use determinants, for example as follows:
– building services descriptors such as hot water genera-
tion, mechanical system volumes, plant eﬃciencies, con-
trol methods;
– operational factors such as occupancy hours and densi-
ties and energy awareness of the building occupants;
– electrical equipment use, particularly IT such as servers
and PCs;
– special processes, for example laboratory equipment;
– cooking facilities;
– refurbishment and building system replacement dates;– other architectural parameters such as form factors,
number of ﬂoors and facade shading elements;
– further weather data, such as relative humidity.4.4.2. ANN methodology
There are also alternative ANN architectures and train-
ing methods that could be explored to test for improvement
in prediction performance. Initially these include varying
the number of hidden layers and using diﬀerent training
coeﬃcients or diﬀerent activation and backpropagation
functions.
Reducing the ANN generalisation error would also
improve the accuracy of the causal strengths method. It
may be beneﬁcial then to consider other factors such as
the direction of output change, for example whether
increasing glazing ratio tends to increase or decrease energy
use, and conﬁdence intervals in extrapolating strengths to
the wider building stock (Baxt and White, 1995).5. Conclusion
A statistical analysis of DEC data indicated that UK
university buildings typically have higher electricity use
and lower heating fuel use than respective TM46 bench-
marks. It also revealed a trend of increasing electricity
use for more intensively serviced buildings although little
variation for heating fuel use.
Where a sub-set of DEC data for London universities
buildings was divided into speciﬁc activities it was found
that the electricity and heating fuel use varied by activity.
This was reinforced in an ANN causal strengths analysis
which highlighted building activity as a strong energy use
determinant. Other strong determinants were environment,
primary material, heating fuel, glazing type and ratio,
height and aspect ratio. Age was found not to be a rela-
tively strong determinant although it was proposed to be
inﬂuential through other input parameters such as primary
material.
The performance of the ANN in predicting building
energy use improved as building parameters were added.
For electricity use the MAPE across a number of valida-
tion sets reduced to 34.0%, a reduction of 31.8% against a
theoretical benchmark; for heating fuel use the MAPE
reduced to 25.1%, a 49.8% reduction. The prediction per-
formance would need to be signiﬁcantly improved in
order for the ANN to be used as a reliable design tool,
a primary measure being expansion of the training
dataset.
The causal strength and prediction performance results
for the ANN method indicated good potential for using
it to analyse building energy use determinants. A broader
follow-up ANN study is planned with aims to improve pre-
diction performance and to reinforce causal strengths
results. There are a number of opportunities for further
62 D. Hawkins et al. / International Journal of Sustainable Built Environment 1 (2012) 50–63development of the ANN methodology which include
adding other types of inputs, modifying the ANN architec-
ture and training methods and reﬁning the causal strengths
method.
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Appendix A. Generalisation error formulae
Derived from Dong et al. (2005):
Root-mean-square error ðRMSEÞ
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
i ðbY i  Y iÞ2
n
s
ðsame units as outputÞ ð1Þ
Coefficient of variance of RMSE ðCV-RMSEÞ
¼ RMSE
Y
ð%Þ ð2Þ
Mean absolute percentage error ðMAPEÞ
¼
Pn
i
jbY iY i j
Y i
n
ð%Þ ð3Þ
where Yi and bY i are the target and estimated outputs
respectively for validation pattern i, Y is the mean target
output over all validation patterns and n is the total num-
ber of validation patterns in the validation set.
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