One of the more important issues in intelligent video surveillance systems is the ability to handle events from the motion of objects. Thus, the classification of the trajectory of an object of interest in a scene can give important information to higher levels of recognition. In this context, it is crucial to know what trajectories are commonly given in a model in order to detect suspect ones. This implies the study of a set of trajectories and grouping them into different categories. In this paper, we propose to adapt a bioinspired clustering algorithm, growing neural gas, that has been tested in other fields with high level of success due to its nice properties of being unnecessary to know a priori the number of clusters, robustness and that it can be adapted to different distributions. Due to the fact that human perception is based on atomic events, a segmentation of the trajectories is proposed. Finally, the obtained prototype sub-trajectories are grouped according to the sequence of the observed data to feed the model.
Introduction
The research on intelligent video surveillance systems has been intensive for the last years with emphasis on obtaining high-level information for interpreting a scene in order to give some kind of alarms when an event detection has been triggered. One of the issues that has gained attention is to automatically recognize behaviors, where the movement followed by the objects of interest can give rich information about specific or suspicious behaviors. Trajectory classification is then placed between low level stages such as segmentation, object recognition or tracking and high level interpretation of the scene. The trajectories followed by objects of interest in the image is a valuable source of information to automatically detect these suspicious behaviors or generate some kind of alarms [13] .
In order to define the model of the surveillance system it is of high interest to associate objects with common observed trajectories. As the number of trajectories grows it becomes impractical to group and identify them manually, so it is necessary to use a clustering algorithm that can also provide prototypes of trajectories and detect outliers.
Trajectory matching involves the measure of the similarity respect to some kind of distance metric between two or more trajectories. The most trivial distance measure is the Euclidean one, but it should be noted that two different trajectories can have different number of points. In [9] trajectories are re-sampled so that all of them have the same number of points, allowing the use of the Euclidean distance as a metric of similarity. Nevertheless, this measure is suboptimal when comparing sub-trajectories obtained as a result of some kind of occlusion in the tracking stage. This fact makes necessary the research on other measures that do not require the two trajectories to have the same number of points. One of the measures in this second group, widely used in trajectory comparison, is Dynamic Time Warping (DTW) [19] , [18] . Another measure that do not need the same number of points is the Longest Common SubSequence (LCSS) used in [5] or [7] . The modified Hausdorff distance introduced in [2] adapts the Hausdorff distance to compare trajectories keeping the order of the points in the sequences. In [14] the distance used was called Trajectory Directional Histogram and it is based on the histogram of the angles obtained from the sequence.
Previous works have explored clustering methods in order to group trajectories. The most extended is K-means and its soft version fuzzy K-means, used in [12] or [9] . Agglomerative techniques have also been used as described in [1] or [5] . A common problem with these approaches is that it is necessary to know a priori the number of centroids or classes of the problem and make some assumptions about the distribution of the data. Spectral clustering is another method found in the literature, that do not make any assumption on the distribution of data points and approximates an optimal graph partition [16] . Its use in trajectory clustering is described in [3] . However, this last approach does not provide prototype trajectories, which can be one of the targets if we are interested in a model of the video scene. A deeper review of the state of the art in trajectory classification and clustering can be found in [15] . More recently, several works indicate that the problem of trajectory classification and clustering can be easily solved by dividing it into sub-trajectories. This solution is based on the way humans recognize trajectories by dividing them into atomic units of actions that are of substantial value for perception [4] , [17] .
Growing neural gas [8] (GNG) is a bioinspired algorithm for finding optimal representation of feature vectors. Its name comes from the behaviour of the vectors during the adaptation process that distributes them like a gas in space. It is based on growing self organizing maps and has been used for clustering analysis [6] . The advantage as a clustering algorithm is that, with enough training time, it can adapt to clusters with very different nature, keeping more neurons in those clusters that are more complex to be represented. This paper proposes to adapt this algorithm to the problem of trajectory clustering using segments of the trajectories observed in a video scene. The obtained weights indicate prototype sub-trajectories that are useful to generate prototype trajectories to feed the model. To this end, an algorithm that studies sequences of prototype trajectories was designed. This algorithm studies the observed trajectories and associates them to one of the clusters provided by the GNG algorithm.
Proposed Algorithm

Trajectory Segmentation
Let's suppose that a trajectory T i is defined by a set of n i 2D-points, corresponding to consecutive positions of a tracked object of interest, observed at equally spaced intervals of time,
As mentioned, the number of points n i of each trajectory can change from one trajectory to other, and depends on several factors such as the path followed by the object, the velocity or a truncation in the trajectory due to some occlusions. As it was described in the preivous section, it is more complex to define a distance measure when the whole trajectory is considered. In this paper we propose to divide each trajectory in linear segments by using a fast realization of the Douglas-Peucker (DP) algorithm [11] . This algorithm was already used in trajectory compression [10] but in this case, we propose to use these segments as the inputs of the GNG network. As it is shown in Figure ( is composed by the coordinates of the starting point (x s , y s ) and the end point (x f , y f ) concatenated. Segments are then treated as vectors, all of them with the same dimension, and then the clustering algorithm is expected to find prototype segments. The only parameter to be adjusted on this stage is τ defined as:
where d ((x i , y i ) , s j ) is the distance between point (x i , y i ) of the original trajectory and the segment s j of the linearized trajectory.
Growing Neural Gas
Once we have extracted all the segments from the observed set of trajectories, the GNG algorithm is used to find clusters of sub-trajectories. The data used in the training process is the whole set of segments, from all the trajectories, found in the previous stage. This training set is defined as
where m is the total number of segments. It is important to highlight that, in order to find the clusters, the information about what trajectory is producing the segment s i is not present. The procedure can be summarized in the following steps:
1. Define a maximum number of iterations, mxiter, a maximum number of nodes mxnodes, the actual number of nodes n = 0, a matrix of weights Ω = ∅, a vector of errors, E = 0, a matrix of connections, C = 0, and set the actual iteration iter = 1. 2. Randomly select two segments from the training set, (s a , s b ) and assign them as the weights of the two first nodes:
Set a connection C(1, 2) = C(2, 1) = 1 and make n = 2. 3. Randomly select a segment,s i from the training set and search the nearest weight, ω f and the second one ω s . Connect nodes f and s, C(f, s) = C(s, f ) = 1. Increment the error associated to node f by:
Update the reference vectors of the winner and its direct topological neighbors by fractions ε a and ε n , respectively, of the total distance to the input vector:
where N f is the set of direct topological neighbors of node f . 4. Increment the connection value of all neighbors of f , C(f, j) = C(f, j) + 1, C(j, f ) = C(j, f ) + 1. Remove all the connections, C(f, h) = C(h, f ) = 0, greater than a predefined value α. If in this step a node is found to be isolated, it is removed from all associated vectors and matrices and the number of active nodes is decreased. Increment the value of iter.
If mod(iter/λ)
= 0 and n < mxnodes, where λ is a predefined value, a new node r is inserted. To this end, the node with maximum error is found,
and also the node with maximum error among the neighbors of q,
The new node is inserted by breaking the connection between nodes q and l, C(q, l) = C(l, q) = 0 and adding the new connection C(r, q) = C(r, q) = C(l, r) = C(r, l) = 1. The weight of the new node is:
Increase the number n of active nodes.
Decrease the error in all the nodes ΔE(i) = −βE(i)
where β is a predefined constant. If iter < mxiter repeat the process from point 3. Else stop the algorithm and return the matrix Ω. 7. Find those nodes that are enough close each other, ω i − ω j < μ, where μ is a predefined constant and group them into a unique node.
Prototype Trajectories
The GNG algorithm provides a set of n nodes, each one representing a subtrajectory prototype. In this stage the algorithm searches for common sequences of sub-trajectories in order to build a set of prototype trajectories. These common sequences are extracted from the set of observed trajectories. As it has been highlighted in the previous section, there was a lack of information in the GNG algorithm about what trajectory produce each segment. Now, we have recovered the information obtained in the first step, so instead of considering initial trajectories the sequences of linear segments are studied. Each segment is associated to its nearest node:
From this assigment, we have mapped each trajectory into a set of indexes associated to prototype sub-trajectories,
A search is now made to obtain those Φ i that are repeated more than a given number of times. In our work we have considered a sequence of sub-trajectories to be a prototype if it is repeated more than four times.
Results and Discussion
Clustering Performance
First of all we would need to verify if the GNG method fulfills the requirements of grouping sub-trajectories. To this end we have build an artificial dataset of segments shown in Figure ( 2) and each one was assigned to a group. We define the accuracy of a clustering algorithm as:
where n is the number of clusters, in our case nodes, k is the number of classes, I i (j) is the number of samples of class i that are associated to cluster j and O i (j) is the number of elements that do not belong to class i but are present in cluster j. This criteria is maximized in the case we have the minimal number of clusters that only contain samples of one class. One sample is said to belong to a cluster j if the euclidean distance with this cluster is the minimal among all the distances with clusters and its value is not higher than a threshold. This definition is necessary in the presence of outliers, such as those that can be observed in our example. In our case we have set the threshold value of 30. We want to check the influence of two important parameters maxiter and λ. Results of the proposed example are shown in Table ( 1), where the algorithm was executed without the final cluster aggregation proposed in the last step of the algorithm.
From these results, we can extract important conclusions that must be kept in mind when the GNG algorithm is executed. When the number of iterations is very high and λ is very low the algorithm degenerates to every single sample is a cluster. When the number of iterations is very low and λ is also low there are not enough nodes and their weights are not properly adapted. The extreme case would happen when we have an only cluster. We can check that selecting these parameters produce an adequate number of clusters. In Figure ( 3) it is shown the prototype segments found with maxiter = 50000 and λ = 2000. 
Trajectories in a Scene
In the previous section it was demonstrated how the GNG algorithm performs appropriately for the problem of noisy segment clustering. In this section the whole algorithm is tested within an image of the entrance lobby of the INRIA Labs at Grenoble, filmed for the CAVIAR project with a wide angle camera. It is necessary to say that, although the image come from real video scene application, the trajectories we have worked on are synthetic trajectories. This was needed to verify the behaviour of the method with complex trajectories and it is usually done in most of the works for trajectory clustering. In Figure ( 4) some of the synthetic trajectories are shown. It can be noticed how some of them are only parts of completed trajectories, included to mimic the effects of occlusions and problems with tracking algorithms. In Figure ( 5) the prototype trajectories found by the algorithm are shown. It should be noted that several trajectories share some of the segments, although in the image they has been represented only in one color. This is logical because we can see in Figure ( 4) that many trajectories start from narrow paths and disperse later. The parameters used to obtain these results were τ = 5 for the initial DP algorithm to extract segments; the GNG algorithm was tuned according to results obtained in the previous section with maxiter = 50000, λ = 2000, ε a = 0.07, ε b = 0.008, β = 0.0005 and α = 40. The μ constant defined to group segments that are closer enough each other was fixed to μ = 1000. As it can be noticed, the algorithm finds prototype trajectories that can feed a model in order to detect abnormal behaviour when a trajectory is segmented and their sequence of segments is far away from any trajectory found by the method. It should be said that partial trajectories have also been used to build the model, and their segments are used to train the GNG. Opposite to other trajectory clustering methods described in the literature, we do not need to select only complete trajectories and the information of these pieces of trajectories are exploited but as these incomplete trajectories are not frequently repeated they do not build a prototype.
Conclusions
In this paper we have introduced a new method to obtain prototype trajectories. Based on recent works that suggest that the problem of trajectory matching can be better solved if pieces of trajectories are considered, we start the problem by dividing observed trajectories into linear segments. The GNG algorithm is used then to find sub-trajectory prototypes and demonstrates that has a good behaviour due to its robustness against outliers and that a number of clusters is not needed a priori. These prototypes are used to build sequences of common subtrajectories, very useful to detect events in higher levels. Very promising results have been obtained using synthetic observed trajectories in real scenes.
Future work will be focused on working with real observed trajectories and feed back the tracking algorithm with the information provided by the trajectory identification algorithm, once that the prototypes have been learned.
