ABSTRACT. The non-hierarchical correlation structure of the Sherrington-Kirkpatrick (SK) model with multidimensional (e.g. Heisenberg) spins is studied at the level of the logarithmic asymptotic of the corresponding sum of the correlated exponentials -the thermodynamic pressure. For this purpose an abstract quenched large deviations principle (LDP) of Gärtner-Ellis type is obtained under an assumption of measure concentration. With the aid of this principle the framework of the Aizenman-Sims-Starr comparison scheme (AS 2 scheme) is extended to the case of the SK model with multidimensional spins. This extension, based the quenched LDP, shows how the Hadamard matrix products arise rigorously in the context of the Parisi formula. This allows one to relate the pressure of the non-hierarchical SK model with the pressure of the hierarchical GREM by a saddle-point variational formula of the Parisi type including a negative remainder term.
More precisely, in this paper we think of (1.1) as of a random Hamiltonian and consider the corresponding sum of correlated exponentials -pressure -defined as follows
where µ ∈ M f (Σ) is some arbitrary (not necessarily uniform or discrete) finite a priori measure. We are interested in finding upper and lower bounds on the following thermodynamic pressure
3)
The present study is motivated in part by physically realistic Hamiltonians with 3-D spins [16] , by relaxation algorithms in combinatorial optimisation [3] , and by the ultrametricity problem for the SK model [22] .
The mean-field spin-glass models (see e.g. [5] for the terminology) with the so called Heisenberg spins were considered in theoretical physics literature, see e.g. [16] and references therein. Rigorous results are, however, rather scarce. An early example is [9] , where the authors get bounds on the pressure in high temperature regime. An interesting work of [23] uses methods of stochastic analysis and large deviations to identify the limiting distribution of the partition function and also to obtain some information about the geometry of the Gibbs measure, both for small enough β. More recent treatments of the high temperature regime, using very different methods 1 , are due to [18] , see also Section 2.13 of [19] . The importance of the SK model with multidimensional spins for understanding the ultrametricity of the original SK model [17] was emphasised by [22] . A related interesting case of the SK model with spins taking values in a compact 1-D set was considered by [14] who builds heavily on [20] . Finally, the multidimensional spherical spin glass model was considered by [15] , where the authors combining the techniques of [20, 14] obtain partial results on the ultrametricity for the model.
Main results.
Throughout this paper we make the following regularity assumption. Assumption 1.1. Suppose the configuration space Σ is such that 0 ∈ int conv Σ.
The following is a list of some allowed examples.
(1) Multicomponent Ising spins. Σ = {−1; 1} d -discrete hypercube.
(2) Heisenberg spins. Σ = σ ∈ Ê d : σ 2 = 1 -unit Euclidean sphere.
The main results of the paper are Theorems 7.2 and 7.4 (see below). Theorem 7.2 establishes an upper bound on the limiting pressure p(β) in terms of a saddle point optimum of a certain Parisi-like functional, see e.g. [21] . This functional is closely related the pressure of the model where the random Hamiltonian is a process with an ultrametric correlation structure, which is dramatically more tractable then the correlation structure of the process X. Analytically the functional is related with a recursive application of the Hopf-Cole transform.
Theorem 7.4 establishes a lower bound in terms of the same saddle-point Parisi-like functional as in the upper bound, however, with a non-positive remainder term. In the 1-D situation the authors of [20] and [14] manage to prove that a similar remainder term is actually spurious and vanishes on the optimiser of the Parisi functional.
Remark 1.1. The results of this paper could straightforwardly be adapted to a more general situation. E.g. to the following. Let ξ : [−1; 1]
d×d → Ê be a convex symmetric function. Suppose that the process X N (σ) has the following correlation structure X N (σ (1) )X N (σ (2) ) = ξ(R N (σ (1) , σ (2) )).
Remark 1.2.
There is no need to include an additional external field terms into the Hamiltonian (1.1), since they could be absorbed into the a priori measure µ.
The large deviation results (Theorems 7.1 and 7.3) and the Gaussian comparison results (Proposition 3.3, Corollary 3.1) might be of independent interest. Measure concentration results (Propositions 2.2 and 2.3) are by now standard, and may be improved by more delicate arguments.
In a companion paper [7] we consider the SK model with multidimensional Gaussian spins. That is, we assume that the priori distribution of spins in (1.1) is Gaussian. For this model we prove that the upper and lower bounds of Theorems and (7.4) coincide and hence the corresponding version of the Parisi formula is valid. A question whether this happens for all a priori distributions remains open.
The present paper is organised as follows. In Section 2 we record some basic properties of the covariance structure of the process X and establish the relevant concentration of measure results. Section 3 contains the tools allowing to compare and interpolate between the pressure-like functionals of different Gaussian processes. In Section 4 we use the Guerra-Toninelli-type argument [11] to prove the existence of the limits in (1.2) and in (1.3). Section 5 contains an extension of the AS 2 cavity calculation to the case of the SK model with multidimensional spins. In Section 6 we introduce the saddle-point Parisi-like functional for the model. Finally, in Section 7 we derive a quenched LDP under measure concentration assumptions and as an application obtain the upper and lower bounds on the pressure of the SK model with multidimensional spins in terms of the Parisi-like functional.
2. SOME BASIC RESULTS 2.1. The covariance structure. Given two generic configurations
we introduce similarly to the overlap in the SK model the (mutual) overlap matrix with the following entries
The definition is certainly motivated by the following property. We have
Remark 2.1. In words, the covariance structure of the process X N (σ) is given by the square of the Frobenius (Hilbert-Schmidt) norm of the matrix R(σ (1) , σ (2) ).
Indeed, we have
The basic properties of the overlap matrix are summarised in the following proposition.
Proposition 2.1 (Matrix overlap properties). We have, for all
σ (1) , σ (2) , σ ∈ Σ N , (1) Matrix representation. R N (σ (1) , σ (2) ) = 1 N σ (1) * σ (2) . (2) Symmetry #1. R u,v N (σ (1) , σ (2) ) = R v,u N (σ (2) , σ (1) ). (3) Symmetry #2. R u,v N (σ, σ) = R v,u N (σ, σ). (4) Non-negative definiteness #1. R N (σ, σ) 0. (5) Non-negative definiteness #2. R N (σ (1) , σ (1) ) R N (σ (1) , σ (2) ) R N (σ (1) , σ (2) ) * R N (σ (2) , σ (2) ) 0. (6) Suppose U := R(σ (1) , σ (1) ) = R(σ (2) , σ (2) ), then R(σ (1) , σ (2) ) 2 2 ≤ U 2 2 .
Concentration of measure.
The following is standard. Proposition 2.2 (Concentration of measure for pressure). Let Σ be a Polish space. Suppose µ is a random finite measure on Σ. Suppose, moreover, that X(σ), σ ∈ Σ is a Gaussian family independent of µ, which possesses a bounded covariance, in a sense that there exists K > 0, such that sup
Suppose that the following exists
Then, we have
Remark 2.2. The proposition is essentially already given in somewhat more specialised case in [14] . See also the poof of Theorem 2.2.4 of [19] on p. 75.
Proof. This is an adaptation of the proof of Theorem 2.2.4 of [19] . We can not apply comparison Theorem 3.3 directly, so we resort to basic interpolation as stated in Proposition 3.1. For j = 1, 2, let processes X j (·) be two independent copies of process X(·). For t ∈ [0; 1], let
Define further
Hence, differentiation givesφ
(the dots denote t-derivatives) and alsȯ
We substitute now, the previous display back to (2. 3) and apply Corollary 3.1 to the result. After some tedious but elementary calculations we geṫ
Thus, thanks to (2.2), we obtainφ
Repeating the rest of the argument of Theorem 2.2.4 of [19] we get the claim of the Proposition. Proposition 2.3 (Concetration of measure, the SK pressure, the GREM pressure). Suppose Σ ⊂ B(0, r),
and
Then, there exists L > 0 such that for all Ω ⊂ Σ N we have
Proof.
(1) We would like to use Proposition 2.2. By (2.1) and Cauchy-Bouniakovsky-Schwarz, we have, for all N ∈ AE, σ
Hence, for all N ∈ AE and all subsets Ω of Σ N , we obtain
Thus (2.5) is proved.
(2) We fix arbitrary N ∈ AE, σ
Bound (2.7) implies that, for any U ∈ U, we have
Therefore, using Proposition 2.2, we obtain (2.6).
GAUSSIAN COMPARISON INEQUALITIES FOR PRESSURE-LIKE FUNCTIONALS
We recall here for completeness the following known integration by parts formula which is the source of many comparison results for the functionals of Gaussian processes.
We need some notation. Let F : X → Ê be a functional on a linear space X. Given x ∈ X and e ∈ X the directional (Gâteaux) derivative of F at x along the direction e is
We now ready to state the following. Suppose that we have some functional F : Ê I → Ê such that, for all f ∈ Ê I , the function
is either locally absolute continuous or everywhere differentiable on Ê. Assume, further, that the random
2)
The previous proposition coincides (modulo the differentiability condition on (3.1) and the integrability assumptions, which are needed e.g. for Theorem 5.1.2 of [4] ) with Lemma 4 of [14] .
The following proposition connects the computation of the pressure derivative with respect to the parameter that linearly occurs in the Hamiltonian with a certain Gibbs average for a replicated system.
Proposition 3.2 (Pressure differentiation)
. Consider (Polish) measure space (Σ, µ). Let X = {X(σ)} σ∈Σ and Y := {Y (σ)} σ∈Σ be two independent Gaussian processes. For u ∈ Ê, we define
almost surely, and also that log exp (H u (σ)) dµ(σ) < ∞.
Then we have
where, for any measurable f : Σ → Ê ,
Proof. We write
where Z u (β) := e βHu(σ) dµ(σ). The main ingredient of the proof is the Gaussian integration by parts.
e Hu(τ ) dµ(τ ) (X; e) . Due to the independence, we have
Henceforth computation of the directional derivative in (3.4) amounts to
Substituting the r.h.s. of the previous display back to (3.3) we obtain the claim.
The following proposition [6] factors out the comparison idea used in the proof of Theorem 4.1.
Proposition 3.3 (Gaussian differentiation for pressure-like functionals). Consider a (Polish) measure space
Assume that
almost surely, and also that log e Ht(σ) dµ(σ) < ∞.
Then we have
where G(t) ∈ M 1 (Σ) is the Gibbs measure, which, for all measurable f : Σ → Ê, satisfies
Proof. Let us introduce a process
Hence
Differentiating the composition in the previous display, we obtain
Applying the Proposition 3.2 to the r.h.s. of the previous display, we get the claim.
Corollary 3.1 (Gaussian comparison for pressure-like functionals). Suppose that, for all σ,
Moreover,
where
Proof. Integrate (3.5) with respect to t ∈ [0; 1].
THERMODYNAMIC LIMIT (GUERRA-TONINELLI ARGUMENT)
Theorem 4.1 (existence of the thermodynamic limit). There exists the thermodynamic limit, i.e., 
As usual we denote
and consider
We observe that
and certainly
Now we write naively
We have
is the expectation with respect to the Gibbs measure G ( t, β) for the Hamiltonian (4.1), that is
for a suitable function f : Σ N → Ê. We have
Gaussian integration by parts says
Elementary calculation shows that
This gives
In the same way
Summing up we get
Lemma 4.1. We have
Proof. We make two observations. At first we note that
Then, using the fact that σ (1) and σ (2) are i.i.d. r.v. with respect to the Gibbs measure, we get
Combining (4.5) and (4.6) we get the claim.
Thanks to the convexity of the mapping x → x 2 and the fact that
Hence, combining (4.7) and (4.8), we obtain
Due to (4.2), we arrive to the following superadditivity relation
The proof is ended by application of the classical subadditivity theorem of Fekete to the sequence
Here is another useful consequence of the existence of the thermodynamic limit.
Proposition 4.1 (Existence of the limiting average overlap). We have
Proof. The pressure is a convex function of β (a consequence of the Hölder inequality). Hence, a result of [10] assures that the following holds
and Proposition 3.2 implies
AN EXTENSION OF THE AS
2 SCHEME
In this section we will extend the AS 2 scheme of [1] to the case of the SK model with multidimensional spins. Due to the more intricate nature of the spin space some new effects occur. This seems to require some new (comparing to [1] ) ingredients such as a quenched large deviation principle. 5.1. A naive comparison scheme. We start from recalling a trick we learnt in Section 11.3.1 of [5] . It is a simple idea to get comparison inequalities by adding additional structure into the model. However the way the additional structure is attached to the model might be suggested by the model itself. Later on we will encounter a real-world use of this trick. Let (Σ, µ) and (A, ξ) be measure (Polish) spaces. Further, let X := {X(σ)} σ∈Σ , A := {A(σ, α)} σ∈Σ, α∈A , B := {B(σ)} α∈A be independent Gaussian process. Define the following comparison functional 
.
Assume now that
which we can obtain e.g. from Theorem 3.1. Combining the previous two displays we can estimate Φ[X] as follows
The Aizenman-Sims-Starr cavity argument.
Assume (A, ξ) be a measure space, where ξ ∈ M f (A).
We define a functional Φ β,N,ξ as follows
where A := {A(σ, α) σ∈ΣN α∈A } is a Gaussian process.
The following result is a counterpart to Corollary 3.5 in [2] . 
Then there exist a random probability measure ξ M ∈ M 1 (Σ M ) probabilistically independent of the processes A, B, and X, such that we have
Proof. Let us represent the process X N +M (σ) = X N,M (σ, α) as the following sum of the three independent Gaussian processes 2) where
3) 4) and
One can note that the processes V and W correspond to the interactions between spins at sites i, j ∈ {1, . . . , N } and i, j ∈ {N + 1, . . . , N + M } of the big system X N +M , respectively. This means that we actually substitute our big system with an equivalent one being a sum of the three independent systems (V , W , Z) two of which (V and W ) are complementary parts of the big system and the third one (Z) is a compensator, assuring that nothing was really changed. In order to exploit the decomposition (5.2) we will use the Theorems 4.1 and Theorem B.1 of [2] . We write 6) and now our aim would be to express the ratio
ZM (β) in terms of the processes (5.3), (5.4), (5.5). We fix some N ∈ AE and write
. Now we would like to treat the denominator. We define the process (Y N,M (α)) α∈ΣM , independent of the process W N,M , through the following equation
Asymptotically, for M → ∞, we have
(5.7)
Analogous reasoning shows that
(5.8)
Now we would like to argue that for our purposes one could forget about the process V N,M . We will need the following lemmata.
Proof. We have
Using the Cauchy-Bouniakovsky-Schwarz inequality we get
Jensen inequality implies
Since, for σ, τ ∈ Σ N , we have δ i ≤ 2; and, thanks to the elementary inequality ( Hence the claim follows from the well known fact, see e.g. [13] , that the covering number for the Euclidean norm is smaller than (1 + 2/ε) dN .
Lemma 5.3. The process
Proof. We observe that
The Lipschitz constant of sup σ X(σ) considered as a function of {g i,j } N i,j=1 does not exceed d 2 . Hence the Gaussian concentration inequality implies
Dudley's entropy bound together with Lemma 5.1 implies
for some absolute constant C ′ . The last two displays together imply that, for t > 0, we have
The same argument applied to −V (σ) gives
The previous two displays give the claim of the Lemma.
We continue the proof of the Theorem 5.1. Lemma 5.3 implies that instead of (5.6) we could write 10) where ξ N,M ∈ M 1 (Σ M ) is a kind of Gibbs measure given by 
A SADDLE POINT PARISI-LIKE FUNCTIONAL
Consider the space of all symmetric matrices Sym(d) := Λ ∈ Ê d×d | Λ = Λ * . Given a large enough r > 0, define the space of candidate overlaps U as follows
Fix an overlap matrix U ∈ U. Given ε > 0 and a subset V ⊂ U define a set of local configurations as follows
Define, further the local pressure as follows
Consider a sequence of matrices
where the ordering is understood in the sense of the corresponding quadratic forms. Consider additionally a partition of the unit interval x := {x k } n+1 k=0 , i.e. 0 =: x 0 < x 1 < . . . < x n+1 := 1.
be a sequence of independent Gaussian d-dimensional vectors with
Further, for k ∈ {n, . . . , 0}, by descending recursion define
with
Define the local Parisi functional as follows
Let the comparison index space be A := AE n . Define [19] 
Assumption 6.1 (Hadamard squares). Assume that the sequence
Q satisfies Q (k) ⊙2 Q (k+1) ⊙2 , for all k ∈ [0; n] ∩ AE.
suggests that at least in the RS region the right order parameters of the SK model with multidimensional spins satisfy the Parisi formula of the inf-type (in contrast to the saddle-point, i.e. sup inf-type).
Consider Gaussian processes A := {A(σ, α)} σ∈ΣN ,α∈A and B := {B(α)} α∈A with the following correlation structure
Note that the process A could be obviously represented as follows
where 
Given t ∈ [0; 1], define the interpolating AS 2 Hamiltonian as follows
Define a random probability measure π N ∈ M 1 (Σ N × A) as follows
Consider the local AS 2 Gibbs measure G N (t, x, Q, U, V) defined as follows
where f : Σ N × A → Ê is an arbitrary measurable function. For V ⊂ U, define the AS 2 remainder term as follows
dt.
Consider also the AS 2 remainder term
Remark 6.2. The limits exist due to the subadditivity w.r.t. N and due to the monotonicity w.r.t. ε.
GÄRTNER-ELLIS THEOREM IN A QUENCHED SETTING WITH AN APPLICATION
In the present paper we collect some basic properties of the model, prove a quenched large deviation principle and finally apply it to derive a flavour of the AS 2 scheme for the SK model with multidimensional spins.
Generic upper bound.
Lemma 7.1 (The largest exponent wins in the quenched case). Suppose Q N is a sequence of random measures on a metric space X and {A r ⊂ X : r ∈ {1, . . . , p}} is a sequence of Q N -measurable sets such that for some absolute constant L > 0 we have
Then, 
Since for a, b ∈ Ê p the following elementary inequality holds
The last display in turn implies that
and the r.h.s. of the previous display vanishes as N → ∞.
Let Q N ∈ M(X ), N ∈ AE, be a family of random measures on X . Define a Laplace transform
Suppose, for all Λ ∈ Ê d , we have
Define the following Legendre transform
Define, for δ > 0, (2) For all M > 0,
Lemma 7.2 (I
(1) Since, for all Λ ∈ D(I), the linear mappings
are obviously concave, the infimum of this family is an upper semi-continuous concave function. (2) See e.g. [8] for the proof.
Theorem 7.1 (Generic quenched LDP upper bound). Suppose that
(1) The family Q N satisfies the condition (7.2).
(2) Condition (7.4) is satisfied. (3) Condition (7.6) is satisfied.
Then, for any closed set
(1) Suppose at first that V is a compact. Thanks to (7.20) , for any x ∈ X , there exists Λ(x) ∈ X such that
For any x ∈ X , there exists a neighbourhood A(x) ⊂ X of x such that
By compactness, the covering x∈Y A(x) ⊃ V has a finite subcovering, say
Applying condition (7.2), we get
By the Chebyshev inequality,
Hence the previous display together with (7.24) yields
Combining (7.25), (7.10), (7.28) we obtain
Taking δ → +0 limit we get the claim of the Theorem. (2) Let us allow now the set V to be unbounded. We first prove that the family Q N is quenched exponentially tight. For that purpose, let
and denote
We want to prove that
Fix some u ∈ {1, . . . , d}. Suppose δ u,p ∈ {0, 1} is the standard Kronecker symbol. Let e u ∈ Ê d be an element of the standard basis of Ê d , i.e., for all p ∈ {1, . . . , d}, we have (e u ) p := δ u,p .
Thanks to the Chebyshev inequality, we have
Now, we get
Hence, combining the previous two displays, we obtain
With the same argument we also get
(7.14)
We obviously have
Applying condition (7.2) to the previous display, we get
Applying (7.13) and (7.14) in the previous display we get
The last display assures (7.12). Now, since we have (with the help of (7.2) and (7.7))
the claim of the theorem follows from (7.12) by taking the lim M→+∞ in the previous display. 
Remark 7.2. Note that U is closed and convex.
Let
Let us consider the following family (N ∈ AE) of random measures on the Borell subsets of Sym(d) generated by the SK Hamiltonian,
and also the following family of random measures generated by the Hamiltonian A(σ, α)
where parameters Q and U are taken from the definition of process A(α) (cf. (6.1)); and the vector x defines random the measure ξ ∈ M(A) (cf. (6.2)) and hence also the measure π N ∈ M(Σ × A).
Remark 7.3. To lighten the notation, most of the time we will not indicate explicitly the dependence of the following quantities on parameters the x, Q,Ũ .

Define a Laplace transform (if it exists)
Denote for δ > 0
Remark 7.4. Note that the subadditivity argument assures the existence of the limit in the previous display.
Lemma 7.3 (Existence and a representation of the Laplace transform).
We have (1) The Laplace transform (7.18) exists. Moreover, for any
The cumulant generating function (7.19) exists in the N → ∞ limit, for any Λ ∈ Sym(d). Moreover, for all N ∈ AE,
that is I N (·) in fact does not depend on N .
(1) Since U is a compact, it follows that, for arbitrary ε > 0, there exists the following ε-partition of U N (ε) = {V r ⊂ U : r ∈ {1, . . . , K}} , such that r V r = U , V r ∩ V s = ∅, diam V r ≤ ε and pick some V r ∈ int V r , for all r = s.
We denote
Since, for small enough ε, we have
Therefore, if we denotẽ
we get
Let ε → +0 in the previous display and we arrive to
That is, the existence of L N (Λ) and the representation (7.22) are proved.
(2) For all N ∈ AE, we have, by GREM averaging (see e.g. Theorem 5.4 of [2] ), that
Our main result in this subsection is the following theorem.
Theorem 7.2 (Pressure upper bound). For any closed set
Proof of Theorem 7.2. The proof follows in essence almost literally the proof of Theorem 7.1. The notable difference is that we apply the Gaussian comparison in order to "compute" the rate function in somewhat more explicit way. Due to (7.16), we can without loss of generality suppose that V is compact. For any U ∈ V, by (7.20) ,
(7.24)
For any U ∈ V, there exists a neighbourhood A(U r ) ⊃ V.
Thanks to the concentration of measure Proposition 2.3, we can apply Lemma 7.1 and get
In fact, since we know that the (7.21) exists, the previous display implies that
Now, we putŨ = U r in (7.17) . Thanks to the comparison Corollary 3.1, for any x, Q, U , we have
where K > 0 is an absolute constant.
An "averaging w.r.t. Poisson point process" (see e.g. Theorem 5.4 of [2] )
Let us consider the first term in (7.27 ) that is 1 N logP N (A(U r )) .
By the Chebyshev inequality, we havẽ
Thus, using (7.24), we get
Hence, (7.27 ) and (7.28) imply
Therefore, optimising over (x, Q), we have
Combining (7.25), (7.10), (7.29) we obtain
Taking δ → +0 and ε → +0 limits we get
To finish the proof it remains to show that for any fixed Λ ∈ Sym(d) we have
which is assured by Lemma 7.3. Hence, combining the previous two displays, we arrive to (7.31).
7.3. Lower bound. Suppose that for some Λ ∈ Ê d and all N ∈ AE we have
LetQ N,Λ ∈ M(X ) be a random measure defined bỹ 1. Measure concentration. There exists some L > 0 such that for any Q N -measurable set A ⊂ X we have
Tails decay condition. Let
There exists p ∈ AE such that
3. Non-degeneracy. A family of sets {B j ⊂ X : j ∈ {1, . . . , q}} satisfies the following condition there exists some j 0 ∈ {1, . . . , q} such that lim Proof. We fix some j ∈ {1, . . . , q}. Take arbitrary ε > 0, M > 0 and denote
Consider, for i ∈ J M,ε , the following closed sets
We get 
We also have
Due to the condition 1 a , we have
We put M := M N := N p , and we get
Due to the property (7.33), there exists K > 0 such that we have
Thanks to (7.37), we have
For t > ε, we apply (7.38) and (7.39) to the previous display to obtain
Combining (7.35) and (7.36) we get
Now (7.40), (7.41) and (7.42) imply
Therefore, taking sequentially lim N →+∞ , lim K→+∞ and lim ε→+0 in the previous display, we arrive to
The last display together with (7.43) implies the claim of the Lemma.
LetQ N,Λ be a (random) probability measure defined bŷ 
is the set of exposed points of mapping I * . (4) Condition (7.6) is satisfied. Then
Proof. Let B ε (x) be a ball of radius ε > 0 around some arbitrary x ∈ X . It suffices to prove that
Indeed, since we have
, taking the expectation, taking lim N →+∞ , ε → +0 and taking supremum over x ∈ G in the previous display we get the claim (7.52).
Take any x ∈ G ∩ E. Then we can find a corresponding vector Λ e = Λ e (x) ∈ Ê d the normal to the exposing hyperplane at point x, as in (7.44). Define a new ("tilted") random probability measureQ N on
Since we have
therefore in order to show (7.46) it remains to prove that
Hence we arrive toÎ (Λ) = I(Λ + Λ e ) − I(Λ e ).
Moreover, we haveÎ * (x) = I * (x) + x, Λ e − I(Λ e ). Since Λ e is an exposing hyperplane, using (7.49) we get Proof. The proof is the same as in the classical Gärtner-Ellis theorem (e.g., [8] ).
7.4. A pressure lower bound for the SK model with multidimensional spins. In this subsection we again return to the notations of subsection 7.2. Proof. The mapping
is non-decreasing. In view of (6.3), application of the previous mapping recursively for t = 0, t = x k leads to the following inequality [X n (x, Q, Λ, U )] ≤ X 0 (x, Q, Λ, U ).
Applying the Jensen inequality (for the expectation) we get
The main result of this subsection is the following theorem. Proof of Theorem 7.4 . Again, as with the proof of Theorem 7.2, this proof follows in essence almost literally the proof of Theorem 7.3. The notable difference is that we apply the Gaussian comparison in order to "compute" the rate function in somewhat more explicit way. In notations of the Theorem 7.3 we are in the following situation X := Sym(d). Let B ε (U ) be a ball (in the Hilbert-Schmidt norm) of radius ε > 0 around some arbitrary U ∈ V. Let us prove at first that It remains to check that random measureP N satisfies the assumptions of Corollary 7.1. Indeed.
(1) Due to representation (7.23), mapping I(·) is differentiable with respect to Λ. Henceforth the assumption #1 of the Corollary is also fulfilled.
(2) Let us note at first that, thanks to Proposition 2.3, we have D(I) = Ê d . Thus the assumption #2 of Corollary 7.1 is satisfied, as is the condition (7.6). Further, the assumptions of Lemma 7.4 are satisfied.
1. The concentration of measure condition is guaranteed by Proposition 2.3.
2.
The tail decay is obvious, because family {P N : N ∈ AE} has a compact support. Namely, for all N ∈ AE, we have suppP N = U. Thus measureQ N,Λ (cf. (7.32)) generated byP N has the same support. That is suppQ N,Λ = U. 3. The non-degeneracy is assured by Lemma 7.6.
Hence, arguing in the same way as in Theorem 7.3, we arrive to Therefore, sending N → +∞, ε → +0, using (7.56), and taking infimum over (x, Q) in the previous display gives (7.54). Finally, taking the supremum over U ∈ V in (7.54), we get the claim (7.53).
