This paper focuses on a three-species food chain system which is formulated as stochastic differential equations with regime switching represented by a hidden Markov chain. Firstly, using the Wonham filter, we estimate the hidden Markov chain through the observable solution of the Markov chain in Gaussian white noise. Then two kinds of special dissipative control strategy are proposed to study the given model. That is, under H ∞ control and passive control, the sufficient conditions for global asymptotic stability are established, respectively. Finally, numerical examples are given to illustrate the effectiveness of the theoretical results.
Introduction
The dynamic relationship between predator and prey has been considerably studied in ecology and mathematical ecology. Because of its wide spread and importance, there is an extensive literature concerned with three-species predator-prey systems (see, e.g., [ where x  (t), x  (t), x  (t) denote the densities of the prey, the predator and the top-predator population at time t, respectively. The parameters are all positive, and a  , a  and a  are the intrinsic growth rate of the prey x  (t), the death rate of the predator x  (t), and the death rate of the top-predator x  (t), respectively. The coefficient a  denotes the intra-specific competition of species x  (t), and a  , a  are the rates of consumption; a  , a  measure the contribution of the victim to the growth of the consumer.
Recently, model (.) has been studied extensively. For example, Zhou et al. [] investigated the existence and global stability of the positive periodic solutions of the delayed discrete food chains with omnivory. Krikorian [] considered the Volterra predator-prey model in the three-species case and proves the global properties of its solution. Hsu et al. [] considered a three-species Lotka-Volterra food web model with omnivory, which is defined as feeding on more than one trophic level. In addition, population systems are inevitably subject to environmental noise in the natural world. As far as we know, there are various kinds of environmental noise. As a matter of fact, there are many papers which focus on population systems perturbed by white noise; see [-] . Peculiarly, Mao [] showed that different structures of white noise may have different effects on the population systems; Mao et al. [] revealed that the environmental noise can suppress a potential population explosion. Different from the existing literature, we show all system parameters which are disturbed by the white noise, so that the parameters of equation (. whereω i (t) is the white noise, and σ i is a positive constant representing the intensity of the white noise. Then the corresponding random version of equation (.) takes the following form:
where ω i (t) (i = , , ) are in mutually independent standard Brownian motion with ω i () = . In [] , if the noise intensity is sufficiently large, the population may become extinct with probability one. In this paper, we assume that the noise is relatively small. And in recent years, the stochastic population systems under regime switching have received much attention [-] . In order to illustrate such sudden shift in different regimes, we introduce the Markov chain into the underlying three-species food chain stochastic model (.). Let α(t) be a right continuous Markov chain in a finite state space S = {, , . . . , m}. The population system under regime switching can therefore be described by the following model:
)[a  (α(t)) -a  (α(t))x  (t) -a  (α(t))x  (t)]
We assume that the Markov chain α(t) is independent of the Brownian motion ω i (t). In a large amount of literature, the Markov chain is observable. However, in practical problems, the Markov chain α(t) is unobservable, even in the case of two regime environments, it may not be possible to identify the environment to be either the first or the second one. Therefore, it is necessary to consider the hidden Markov chain. In the real world, we cannot see α(t) directly but only can obtain a noise-corrupted (α(t) plus noise) observation.
Motivated by the studies of Bercu [] , and Tran [], we assume that the Markov chain is unobservable.
On the other hand, few authors apply dissipative controls to explain biological phenomena in the field of population systems. Dissipative theory of dynamical systems was introduced by Willems [, ], which has been of particular interest to researchers in the areas of physics, system theory, and control engineering. As two special cases of dissipative controls, passive control [, ] and H ∞ control [, ] have been widely used in these systems. Therefore, in this paper we use dissipative controls to study the dynamical behavior of a three-species food chain model. Specifically speaking, in order to balance the ecosystem, human beings need to manage and control the populations, thus we take advantage of passive control and H ∞ control to study the persistence of a three-species food chain model. Motivated by the above discussions, in this paper we investigate the global asymptotic stability of equation (.) under H ∞ control and passive control. For such partially observable systems, it is essential to convert them into completely observed ones, which can be done by using a Wonham filter [-]. Of the Wonham filter we only give a sketch in Section . In contrast to the existing results, the new contributions of this article are summarized as follows:
(i) We use Wonham's filter to build a stochastic three-species food chain system when the Markov chain is only observable in white noise. (ii) We study the global asymptotic stability of the three-species food chain model (.) under H ∞ control. (iii) We prove the persistence of the three-species food chain model (.) under passive control. In order to obtain nice dynamic properties of equation (.), we arrange the content as follows: In Section , we give some preliminaries, in which Wonham's filter is introduced and the partially observable models are converted into completely observed ones. Then in Section , we show the global asymptotic stability of the given model under H ∞ control. In Section , we consider the global asymptotic stability of the given model under passive control, and numerical examples are provided in Section . Finally, the paper is concluded with some further remarks.
Preliminaries
In this section, we introduce notations and some results which are necessary for obtaining the main results in the paper. Let α(t) denote a finite state Markov chain taking values in S = {, , . . . , m} with the generator Q = (q ij ) ∈ R m×m .  E denotes the indicator function of the event E. Assume that both the standard Brownian motion ω i and the Markov chain α(t) are defined on a complete filtered probability space ( , F , P) with an associated nondecreasing family of σ -algebras {F t }. Throughout the paper we need the following notation:
Next we recall some results on Wonham's filter. As suggested in [], the Markov chain α(t) is observed through the following differential equation. That is,
where 
The above equation is equivalent to
where C(t) = diag(f (), . . . , f (m)) -f (ϕ(t))I m and I m is the m × m identity matrix.
In addition, it should be noticed that equation (.) can be written as the following form: 
Hence, equations (.) and (.) are merged into a completely observable stochastic threespecies food chain system. For convenience, we further express it in the following matrix form:
where
, where
Because the equilibrium point (see [] , for the definition of the equilibrium point or the trivial solution) requires both the drift and the diffusion coefficients are zero at this point, equation ( 
and driven by (ω(t),ω(t)) . Let
For a sufficiently smooth real-valued function h : R n + × S m − → R, the operator associated with (.) is defined as follows:
For equation (.), we implement the following transformation:
Obviously, the global asymptotic stability in probability of equation (.) at the positive equilibrium point x * is equivalent to the global asymptotic stability in probability of equation (.) at the origin N * = .
Next, we consider the following stochastic nonlinear system with external disturbance input and control:
For convenience and simplicity in the following discussion, we introduce the following notations:
Therefore, equation (.) can be expressed as the following affine system:
We first give several definitions about equation (.). Similar definitions have been given in the literature [, ].
is said to have L  -gain less than or equal to γ . We can find a state feedback control law u  = u *  (t, x) which satisfies
where · is the Euclidean norm of a vector, and L C ∞ denotes bounded function set satisfying sup t · ≤ C. Definition . Consider the following stochastic system:
is said to be stable in probability if any ε > , and
is said to be locally asymptotically stable in probability if (.) holds and
is said to be globally asymptotically stable in probability if (.) holds and
Consider the following stochastic system:
Definition . Equation (.) is locally zero-state detectable if there exists a neighborhood U  of , for all N  ∈ U  , we have 
Lemma . Suppose there exists a solution V
≥  to equation (.), the system ⎧ ⎨ ⎩ dN(t) = f  (N) dt + l  (N) dw, z  = (C  (N), -g T  (N)V T N ) T , is zero-state observable. Then, for V (N) > ,N = , the closed-loop system dN(t) = f  (N) dt + l  (N) dw -g  (N)g T  (N)V T N dt is locally asymptotically stable in probability. Ad- ditionally, if V is also proper, then the closed-loop system dN(t) = f  (N) dt + l  (N) dw - g  (N)g T  (N)V T N
dt is globally asymptotically stable in probability.
About the proof of Lemma ., in the literature [] (P-), the corresponding deterministic model is described in detail. Therefore, the process of proof is some simple modification of the corresponding deterministic model. So the proof is omitted here.
Next, our goal is to design a suitable and simple control so that equation (.) is the globally asymptotically stable in probability.
The corresponding control is
Therefore, inequality (.) is converted to the following form:
Further, inequality (.) is equivalent to the following inequality:
If the following inequality is established, then inequality (.) is also established:
That is,
We have γ > , and g  , g  , g  satisfy
Therefore inequality (.) is established. In the above each step of the derivation process is reversible, so we only need g  , g  , g  to satisfy inequality (.); eventually inequality (.) is true. We choose
(.)
for γ > , we seek out a V which satisfies inequality (.). According to Lemma ., the conclusion is established.
Remark . It is worth noting that if g  , g  , g  meet equation (.), the solution V >  of inequality (.) is obtained. As a result, the control law depends on the corresponding form of g  , g  , g  .
Then we show that the zero point of equation (.) is globally asymptotically stable in probability without external interference signal.
Theorem . For γ > , equation (.) without exogenous disturbance signal is of the following form:
is globally asymptotically stable in probability at the point N * = .
Proof For the following equations:
it is easy to verify that it is zero-state detectable. By V (N) > , ∀N = , V () = , and V is proper, according to Lemma ., the conclusion is established.
The following theorem can be obtained by using the original variable instead of the transformed system variable.
Theorem . For γ > , equation (.) with control is of the following form:
Under the control 
It is obvious that the global asymptotic stability in probability of equation (.) is equivalent to the global asymptotic stability in probability of equation (.) at the positive equilibrium point x * .
Equation (.) with control term is expressed as
furthermore, equation (.) can be expressed as the following matrix: x  , t ≥ t  ≥ , and the following dissipative inequality holds:
Definition . Equation (.) is called passive if it is dissipative with respect to the supply rate
Lemma . ([]) For the stochastic nonlinear system
stable in probability and there is a function V (x) ≥ , for any ε > , it is positive semidefinite and satisfies
is also asymptotically stable in probability. 
Lemma . ([]) Assuming that there exists a solution V ≥  to the inequality
Proof In equation (.), define the storage function
Then we prove that equation (.) is dissipative about the strict output supply rate
By Lemma ., we only need the following formula to be established:
, and we substitute
Simplify this as
In order to get (.), we only need to take
. So V (x) meets the first inequality of (.). Moreover, V x (x) and g  = x  , g  = g  ≡  is substituted into the second equality of (.), the equation is clearly established. This implies that there exists ε satisfying  < ε < a  , and equation (.) is strictly dissipative relative to output supply rate s(u  , y  ).
For equation (.), by the state feedback control u  , the closed-loop system is globally asymptotically stable in probability at the positive equilibrium point
, so u  must satisfy certain conditions. In order to find u  , substituting (.) into equation (.)
It is obvious that the global asymptotic stability in probability of equation (.) at the positive equilibrium point x * is equivalent to the global asymptotic stability in probability of equation (.) at the origin N * = . So the following theorem is obtained. Proof Definite a storage function In addition, the controlû  of this theorem satisfies
If û  (N)  = , the storage functionV (N) is well-posed, the storage functionV (N) can be used as Lyapunov function, which is used to determine the stability of the system, so the closed-loop system is globally asymptotically stable in probability.
Remark . Equation (.) is globally asymptotically stable in probability at equilibrium point x * . As can be seen from the g  , as long as we control the primary producers, it can achieve control of the entire system.
Numerical examples
This section is devoted to a couple of examples which demonstrate the effectiveness of the proposed theory. First, we consider a discrete-time approximation of the Wonham filter. The method used here is similar to the literature [] (P-), so we only outline the procedure. Note that we are mainly interested in sample path approximations of the filters. Using the approach based on Clark transformations [], we transform the stochastic differential equations and design a numerical procedure for the transformed system. Let u j (t) := ln ϕ j (t), t ≥ , j = , . . . , m, namely, ϕ j (t) = e u j (t) . Applying the Itô formula to equation (.), one has
where u j () = ln ϕ j (). Then we use Euler-Maruyama type approximations of equations (.) and (.) to simulate the dynamics of the population system. Let ε >  be the step size, an Euler-Maruyama type approximation (see
is a Markov chain with state space S. Discretizing the transformed system (.) yields the following algorithm:
Equivalently, we can write the above equations in terms of the white noise ξ k as follows:
Now we will give three numerical examples to illustrate our results. 
Then the species size x i (t), i = , , , and Wonham's filter ϕ(t) satisfy
By the method mentioned in [], a so-called Itô-Taylor expansion can be formed by applying Itô's result, which is a fundamental tool of stochastic calculus. Truncating the Itô-Taylor expansion at an appropriate point produces Milstein's method for the first three equations of equation (.): 
Conclusion
In this paper, under a hidden Markov chain, the global asymptotical stability of the threespecies food chain with external disturbance is obtained. Under H ∞ control and passive control, we prove that a suitable and simple control can sustain the original system's persistence though there is a disturbance input, which is the highlight of this paper. From a practical point of view, a proper control helps to manage and reasonably develop the population systems. Moreover, the robust stability of the given system will be studied in the near future.
