Abstract. An artificial fish swarm algorithm based on a filter methodology for trial solutions acceptance is analyzed for general constrained global optimization problems. The new method uses the filter set concept to accept, at each iteration, a population of trial solutions whenever they improve constraint violation or objective function, relative to the current solutions. The preliminary numerical experiments with a wellknown benchmark set of engineering design problems show the effectiveness of the proposed method.
Introduction
In this paper, a new method for handling general nonlinear constraints in a global optimization problem is proposed. The method is based on the implementation of a filter methodology within a population-based swarm intelligence algorithm for solving continuous nonlinear constrained global optimization problems in the form: minimize x∈Ω f (x) subject to g j (x) ≤ 0 , j = 1, . . . , p
where f : R n → R, g j : R n → R are nonlinear continuous functions and Ω = {x ∈ R n : −∞ < l k ≤ x k ≤ u k < +∞, k = 1, . . . , n}. Problems with equality constraints can be reformulated in the above form using a small tolerance. This is a common procedure in stochastic methods for global optimization. Since we do not assume convexity, problem (1) may have several minima and convergence to the global minimum is not guaranteed by some classical gradient-based algorithms. Derivative-free deterministic and stochastic methods are available to solve global optimization problems, in particular bound constrained problems. Algorithms that use nature inspired or swarm intelligence principles are common in the literature, see for example [5, 14, 16, 21-23, 30, 35, 36, 42] . A recent artificial life computing algorithm that simulates fish swarm behaviors has been used in different contexts [18-20, 39, 41] . The algorithm known as the artificial fish swarm (AFS) algorithm has shown to be competitive with other global solution methods [30] .
Most stochastic as well as deterministic methods for global optimization were firstly developed for unconstrained or simple bound constrained problems. Then, they were extended to more general constrained problems by modifying the solution procedures or by applying penalty function methods. Constraint-handling techniques for global optimization can be classified according to the below referred categories.
-Methods based on penalty functions, where the constraint violation is combined with the objective function to define the penalty function that aims at penalizing infeasible solutions [7, 10, 24, 27, 34] . Augmented Lagrangian techniques are particular cases of penalty methods [8, 31, 32] . -Methods based on multi-objective optimization concepts, where both constraint violation and objective function are goals to be minimized separately [1, 3, 17] . The dominance concept of optimality in the multi-objective optimization field is used to accept trial solutions. -Methods based on biasing feasible over infeasible solutions, where constraint violation and objective function are used separately and optimized by some sort of order being the violation the most important [6, 13, 33, 40, 42] . -Methods that give superiority to feasible solutions, in which feasible solutions are always better than the infeasible ones [13, 22, 29] . -Methods based on preserving feasibility of solutions, where infeasible points are discarded or repaired [9, 42] . -Methods that use an ensemble of (selected) constraint handling techniques, where each technique has its own subpopulation and it is chosen according to the characteristics of the problem to be solved and the stage of the iterative process [26] .
Although penalty function methods are probably the most known constraint handling technique, a penalty function depends, in general, on a penalty parameter. Unfortunately, the choice of a suitable value for the penalty parameter is a critical issue since it depends on the optimal solution of the problem. Fletcher and Leyffer [15] proposed a filter method as an alternative to penalty functions to guarantee global convergence in algorithms for nonlinear optimization. This technique incorporates the concept of non-dominance from the multi-objective programming to build a filter that is able to accept solutions if they improve either the objective function or the constraint violation, instead of a linear combination of those two measures. Therefore, the filter replaces the use of penalty functions, avoiding the update of their penalty parameters. The filter methodology has already been used with sequential quadratic programming and interior point methods for solving nonlinear optimization problems, see for example [11, 12, 15, 28, 37, 38] . Convergence to a local optimal solution, although not necessarily a global one, has been guaranteed whatever the initial approximation. A derivative-free pattern search filter method for nonlinear constrained optimization has already been proposed [4] . However, the therein convergence analysis requires specific problem structure. In the field of global optimization, Hedar and Fukushima present in [17] a hybrid simulated annealing method that uses a filter set concept to accept trial solutions exploring both feasible and infeasible regions.
In this paper, we are particularly interested in using the filter methodology within the AFS algorithm to efficiently solve constrained global optimization problems. The algorithm does not compute or approximate any derivatives or penalty parameters, and will be hereafter denoted by AFSFilter. The method uses the filter set concept to accept, at each iteration, a population of trial solutions whenever they improve constraint violation or objective function relative to the current solutions. This is the first attempt to incorporate the filter methodology into a population-based algorithm to handle the constraints of the problem.
In nature, fishes desire to stay close to the swarm, protecting themselves from predators and looking for food, and to avoid collisions within the group. These behaviors inspire mathematical modelers aiming to solve efficiently optimization problems. The main fish swarm behaviors are the following: i) random behavior -in general, fish swims randomly in water looking for food and other companions; ii) searching behavior -this is a basic biological behavior since fish tends to the food; when fish discovers a region with more food, by vision or sense, it goes directly and quickly to that region; iii) swarming behavior -when swimming, fish naturally assembles in groups which is a living habit in order to guarantee the existence of the swarm and avoid dangers; iv) chasing behavior -when a fish, or a group of fishes, in the swarm discovers food, the others in the neighborhood find the food dangling quickly after it.
The artificial fish is a fictitious entity of a true fish. Its movements are simulations and interpretations of the above listed fish behaviors [20, 39] . The environment in which the artificial fish moves, searching for the minimum, is the feasible search space of the minimization problem. Considering the problem that is addressed in the paper, the feasible search space is the set Ξ = {x ∈ R n : g j (x) ≤ 0 , j = 1, . . . , p and l k ≤ x k ≤ u k , i = k, . . . , n}. The position of an artificial fish in the solution space is herein denoted by a point x (a vector in R n ). We will use the words 'fish' and 'point' interchangeably throughout the paper.
The organization of the paper is as follows. In Section 2, the filter paradigm is briefly introduced. Section 3 describes the AFS algorithm and presents the details concerning with the use of the filter methodology within the AFS algorithm to handle the constraints of the problem. Section 4 describes the numerical experiments of this preliminary study and Section 5 presents the conclusions and ideas for future work.
Notation: x i ∈ R n is used to represent the ith point of a population, x i k ∈ R is the kth (k = 1, . . . , n) component of the point x i of the population, and p size is the number of points in the population. x best is the best point of the population in the sense that it is better than any other point in the population (see Definition 1) . The objective function value of the best point of the population is denoted by f best , and x * is the global optimal solution. The iteration counter in the algorithm is t and t max represents the maximum number of allowed iterations.
. represents the Euclidean norm.
Filter Paradigm
The filter paradigm aims at accepting trial solutions of optimization problems if they improve either the constraint violation or the objective function, with respect to current solutions. The methodology appears naturally from the observation that an optimal solution of a nonlinear optimization problem like (1) aims at minimizing both constraint violation and objective function values,
respectively. Thus, problem (1) is seen as a bi-objective problem, with two goals, where θ is the objective with the highest priority because we must ensure that θ(x * ) = 0. The methodology uses the concept of non-dominance borrowed from the multi-objective optimization. In this context, a point
Clearly, a trial solution is considered better than the current solution if it is not dominated by the current solution. The filter F is defined as a finite set of pairs (θ(x j ), f (x j )) that correspond to a collection of infeasible solutions x j such that no filter entry is dominated by any of the others in the filter. The filter defines a forbidden region that do not accept solutions that are dominated by pairs in the current filter. Only solutions that are not dominated by any pair in the filter might be accepted. To avoid acceptance of a trial solution that corresponds to a pair that is arbitrarily close to the border of the filter, the acceptability condition of a solution x to the filter is:
for all points x j in the current filter, i.e., for all filter entries (θ(x j ), f (x j )) ∈ F, where γ θ , γ f ∈ (0, 1). A typical filter is shown in Figure 1 . The shaded area represents the region dominated by the filter entries. According to the conditions in (3), all pairs that are below and to the left of the dashed line are acceptable to the filter. When a solution x is added to/included into the filter, then all the entries that are dominated by the new entry (θ(x), f (x)) are removed from the
upper bound for θ(x) region dominated by the filter entries filter. We remark that an inclusion into the filter can occur only when θ(x) > 0. Figure 2 shows that (θ(
The AFSFilter Method
The details concerned with the procedures of the AFS algorithm as well as the implementation of the filter methodology in the proposed population-based method are now described. The AFSFilter method uses:
i) the artificial fish swarm algorithm to define, at each iteration, random movements and a set of trial solutions; ii) the filter methodology to define the acceptability conditions that are able to accept trial solutions according to their constraint violation and objective function values.
Progress towards the optimal solution is assessed by the filter methodology. Here, a global optimal solution x * ∈ Ω such that
is to be found. In this context, when comparing points of the population, the following definition is used: 
To define an appropriate movement for a point x i in the population, the AFS algorithm relies on a crucial quantity: the 'visual scope' of the point. This represents the closed neighborhood with center x i and radius equal to a positive quantity v. Based on the simple bounds of the variables, in the problem (1), v is defined by v = ς max k∈{1,...,n}
where ς is a positive visual parameter. Relative to x i , let -I i be the set of indices of the points inside the 'visual scope' (i / ∈ I i ), -n i p be the number of points in its 'visual scope' (n i p < p size ).
If the condition n i p /p size ≤ κ holds, where κ ∈ (0, 1] is the crowd parameter, the 'visual scope' of x i is said to be not crowded. Depending on the relative positions of the points in the population, the below three possible situations may occur.
1. When n i p = 0, the 'visual scope' is empty, and the point x i , with no other points in its neighborhood to follow, has a random behavior.
2. When the 'visual scope' is crowded, the point has some difficulty in following any particular point, and has a searching behavior. It chooses randomly another point from the 'visual scope', hereafter denoted by x rand , and moves towards it if x rand is better than x i (see condition (4)); otherwise it moves according to a random behavior. 3. When the 'visual scope' is not crowded, the point firstly tries the chasing behavior moving towards the best point inside the 'visual scope', denoted by
We remark that the described procedures carried out when the 'visual scope' is not crowded correspond to a modification that has been introduced in the original version of the AFS algorithm ( [20, 39] ) and has been shown to outperform the original algorithm, see for example [30, 32] .
A simple formal description of the AFSFilter algorithm is presented below in Algorithm 1. The algorithm terminates with a successful message if the best solution found thus far is feasible and is within a certain percentage of accuracy of the best known optimal solution found in the literature, f opt . The algorithm is also allowed to run for a maximum of t max iterations.
Details related with the numerical computations to define point movements and translate the previously referred behaviors will be presented below. We remark that these movements have been devised to maintain the points satisfying the bound constraints of the problem, i.e., inside the set Ω.
Firstly, the initial population is randomly generated in the set Ω. Each point x i in the population is componentwise computed by
. . , n, where u k and l k are the upper and lower bounds respectively of the set Ω, and λ is an independent uniform random number distributed in the range [0, 1].
For each point x i of the current population, the trial point y i is generated according to a direction d and a step size α ∈ (0, 1],
The procedure that decides if a trial solution is to be accepted and replaces the current solution is a filter method, as explained later on in Subsection 3.5.
Random Behavior
When a random behavior is invoked, the point x i moves randomly and
where δ is a uniformly distributed number between -1 and 1 and RN G is a vector whose components denote the allowed range of movement towards the lower bound l k , or the upper bound u k , of the set Ω, for each component k.
Algorithm 1 AFSFilter algorithm
Require: Random population x i ∈ Ω, for i = 1, . . . , psize, tmax > 0, 0 < ǫ1, ǫ2 ≪ 1 1: Set t = 0 2: Compute f and θ for all x i and select x best 3: while f best − f opt > ǫ1 f opt + ǫ2 or θ best > ǫ2 and t ≤ tmax do 4:
for all x i do 5:
Compute 'visual scope' 6:
if 'visual scope' is empty then 7:
Random behavior 8:
if 'visual scope' is crowded then 10:
Select randomly x rand from the 'visual scope' 11:
if Set t = t + 1 37: end while
Searching Behavior
When the 'visual scope' is crowded, the AFSFilter algorithm tries to follow the searching behavior. A point inside the 'visual scope' is randomly selected, x rand (rand ∈ I i ), and the point x i is moved towards it to generate a trial point y i if x rand is better than x i (see (4)). Here, the direction of movement to get y i is defined as d = x rand − x i , recall (5) . Otherwise, the point x i follows a random behavior as previously described in Subsection 3.1.
Chasing Behavior
According to Algorithm 1, chasing behavior is performed if the 'visual scope' is not crowded and the best point inside the 'visual scope' of x i , x min , is better than x i , in the sense of Definition 1. The direction to carry out the movement towards a trial point y i is defined by d = x min − x i .
Swarming Behavior
When the 'visual scope' of a point x i is not crowded and x min is not better than x i , the central point inside the 'visual scope' of x i is computed by
and compared with x i . If c is better than x i , then the swarming behavior follows and the corresponding trial point is computed using (5) where the direction of the movement is d = c − x i . Otherwise, the searching behavior is tried (see Subsection 3.2).
The Filter Line Search Method
Here, we aim to show how the methodology of a filter as outlined in [15] can be adapted to this population-based AFS method. Each entry in the filter is defined by two components: θ(x) that aims to measure feasibility and f (x) that measures optimality, as previously defined in (2) . The proposed paradigm defines just one filter. After a search direction d has been computed, a step size should be determined, using (5), in a way that sufficient progress towards the optimal solution is obtained.
Backtracking Line Search The step size α ∈ (0, 1] is determined by a backtracking line search technique. A decreasing sequence of step sizes {α j } with lim j α j = 0 is tried, until a set of acceptance conditions are satisfied. This j denotes the iteration counter for the inner loop. A trial step size α j can be accepted if the corresponding trial point y i = x i + α j d is acceptable by the filter. When α j > α min , the point y i might be acceptable if sufficient progress in one of the two measures, relative to the value at the current point x i , holds:
However, when the current solution is (almost) feasible, in practice, if θ(x i ) ≤ θ min , the trial point has to satisfy only the condition
to be acceptable, in order to prevent convergence to feasible but non-optimal solutions, where 0 < θ min ≪ 1. In particular, the corresponding solution/iteration is denoted by f -type. To prevent cycling between points that improve either θ or f , at each iteration t, the algorithm maintains the filter F t that contains pairs (θ, f ) that are prohibited for a successful trial point at iteration t. Thus, during the line search procedure, a trial point y i is acceptable only if (θ(y i ), f (y i )) / ∈ F t . The filter is initialized to F 0 ⊆ (θ, f ) ∈ R 2 : θ ≥ θ max , where θ max > 0 is the upper bound on θ, and later is augmented using the formula
only after every iteration in which the trial point satisfies (6) . Since an inclusion of a point into the filter can occur only when θ > 0, an f -type trial solution is never included into the filter.
Restoration
Step When it is not possible to find a step size α j > α min that satisfy one of the above referred conditions, the algorithm reverts to a restoration step. In this case, an approximate descent direction for θ or f , at x i , is computed. The procedure that defines the descent direction is the following. Two exploring points e 1 , e 2 are randomly generated in a small neighborhood of the point x i and an approximate descent direction for θ or f is defined [17, 29] . When the current point x i is feasible, the direction d is descent for f at x i ; otherwise it is descent for θ at x i . Thus
where e j − x i ≤ ε for j = 1, 2 and a very small positive constant ε, and
Based on the direction (8), the trial solution y i = x i + d is accepted if it remains inside Ω; otherwise a projection onto Ω is carried out.
Numerical Experiments
In this section, the numerical results of a preliminary study running a benchmark set of engineering problems are reported. A comparison with the results available in the literature is also included. The six chosen engineering design problems are the most common in the literature.
-The welded beam design problem has four design variables and seven inequality constraints [6, 17, 29, 34, 40] . The objective is to minimize the cost of a welded beam, subject to the constraints on the shear stress, bending stress, buckling load on the bar, end deflection of the beam and side constraints.
-In the speed reducer design problem [6, 29, 40] , the weight of the speed reducer is to be minimized subject to the constraints on bending stress of the gear teeth, surface stress, transverse deflections of the shafts and stress in the shafts. The problem has seven variables and 11 inequality constraints. -The tension/compression spring design problem has three continuous variables and four constraints [6, 17, 29, 40] , and aims to minimize the weight of a tension/compression spring. -The 3-bar truss design aims to minimize the volume of the truss subject to the stress constraints [6, 29, 40] . This problem has two design variables representing the cross-sectional areas of two bars (two identical of three-bar) and three inequality constraints. -In the tubular column design, the cost of fabrication is to be minimized [6, 29] . This problem has two design variables with two inequality constraints. -The cylindrical vessel design [6, 17, 24, 29, 34] (with both ends capped with a hemispherical head) is to minimize the total cost of fabrication. The problem has four design variables (two of them are multiples of 0.0625) and four inequality constraints.
The C++ programming language is used in this real-coded algorithm. The computational tests were performed on a PC with a 2.8 GHz Core Duo Processor P9700 and 6 Gb of memory. The size of the population is defined as p size = min{50, 5n}. Table 1 4 , θ min = 10 −6 , γ θ = γ f = 10 −8 , α min = 10 −3 , κ = 0.8 and ε = 10 −3 . The parameter ς is not fixed over the iterative process. Initially, is set to one and is reduced until it reaches 0.1. The parameters for the termination criteria are ǫ 1 = 10 −4 , ǫ 2 = 10 −6 and t max = 200. A comparison with some of the results in the literature follows. Two variants, a modified differential evolution (mDE-r) based on competitive ranking [6] and the differential evolution based on adaptive penalty (DE-AP) [34] , are used. The other selected methods for this comparison are: feasibility and dominance rules based on a sufficient reduction of constraint violation or objective function values are implemented with a hybrid electromagnetism-like (HEM) algorithm [29] ; a hybrid evolutionary algorithm (HEA) implemented with an adaptive constraint-handling technique [40] ; a socio-behavioural (SB) model [2] ; an improved harmony search (iHS) proposed by Mahdavi et al. [25] ; and finally, a filter method implemented in a simulated annealing algorithm context in [17] . From the preliminary results in Table 1 , we may conclude that the performance of the AFSFilter algorithm is comparable to the other ones. For the 3-bar truss and tubular problems, the AFSFilter obtained competitive solutions with reduced function evaluations. The proposed method also converges to a solution of the beam problem that is better than those obtained by SB and HEM, and the solution obtained for the speed problem is also better than the one obtained by SB. We remark that further research is required in the AFSFilter in order to improve the convergence to the solutions with hight accuracy. 
Conclusions
In this paper, a filter line search method is implemented in a population-based swarm intelligence algorithm to solve continuous nonlinear constrained global optimization problems. The innovative nature of the work is focused on the integration of the filter methodology, as a constraint-handling technique, into an artificial fish swarm algorithm. Based on a population of current solutions, the AFS algorithm computes trial solutions using search directions and a step size in a way that sufficient progress towards the optimal solution is obtained. Trial solutions are acceptable only if they improve either the constraint violation or the objective function relative to the current solutions, and are acceptable by the filter.
The preliminary numerical results on six common benchmark engineering design optimization problems show that the proposed AFSFilter method is competitive when compared with other stochastic methods for global optimization, thus encouraging the application of this AFS filter-based paradigm to more complex problems, such as those with discrete variables. We think that the algorithm efficiency can be improved through proper tuning of the algorithm parameters. The impact of some parameters on the performance of the algorithm will be analyzed in the future. An elitist procedure will be implemented in a way that the best point of the population will be maintained regardless being dominated by a trial point at a particular iteration. It has been also observed that accuracy could be improved with an intensification search around the best found solution, at the final stage of the algorithm. This local search aims at improving the final solution at a reduced computational cost and is a common procedure in global optimization methods.
