Abstract. We extend our previous work on a convergent algorithm for uni-orthogonal nonnegative matrix factorization (UNMF) to the case where the data matrix is decomposed into three factors with two of them are constrained orthogonally and the third one is used to absorb the approximation error. Due to the way the factorization is performed, we name it as bi-orthogonal nonnegative matrix tri-factorization, i.e., BNMtF. This factorization was first introduced by Ding et al. [9] with intent to further improve clustering capability of their version of UNMF. However, as shown in this paper, not only their BNMtF algorithm does not have convergent property but also it does not minimize the objective function it intends to minimize. We tackle this problem by utilizing a technique presented in our previous work and prove that our algorithm converges to a stationary point inside the solution space. As a practical demonstration, the proposed algorithm is utilized for clustering a text corpus; however, contrary to the claim in the original work, both BNMtF algorithms (the original one by Ding et al. [9] and our proposed algorithm) perform poorly compared to the standard NMF algorithm by Lee & Seung [24] and our UNMF algorithm based on multiplicative update rules. This implies that the additional complexity introduced by BNMtF which was originally intended to improve UNMF clustering capability probably is not necessary.
1. Introduction. The nonnegative matrix factorization (NMF) was popularized by the work of Lee & Seung [23] in which they showed that this technique can be used to learn parts of faces and semantic features of text. In the basic form, the NMF seeks to decompose a nonnegative matrix into a pair of other nonnegative matrices with lower ranks: The standard NMF objective function in equation 1.1 can be extended to accommodate other auxiliary constraints to direct the factors to have certain characteristics such as sparseness [14, 26, 11, 19] , smoothness [33, 32, 16, 2] , and orthogonality [9, 39, 40, 6, 25] . These extensions are sometimes useful to improve the performance of the NMF in some applications such as clustering [33, 38, 4, 11, 19, 8, 20, 5, 15, 10, 42, 36, 37, 41] , image analysis [14, 26, 35, 31, 12] , spectral analysis, and blind sourse separation [7, 43, 2, 3, 34] .
In order to improve clustering capability of NMF, Ding et al. [9] introduced two types of orthogonal NMFs: uni-orthogonal NMF (UNMF) and bi-orthogonal NMtF (BNMtF) where the former imposes orthogonality constraint on either columns of B or rows of C, and the latter imposes orthogonality constraints on both columns of B and rows of C simultaneously. And due to the tight constraints in the latter, they introduced the third factor to absorb the approximation error. They then proposed an algorithm for each orthogonal NMF and claimed that their algorithms are convergent. However, as their algorithms are based on the multiplicative update rules-which only have the nonincreasing property [24] -we were challenged to designed convergent algorithms for the orthogonal NMFs. A convergent algorithm for the former has been presented in our previous work [30] , and now in this paper, we intend to develop a convergent algorithm for the latter. As the orthogonality constraints cannot be recast into alternating nonnegativity-constrained least square (ANLS) framework (see [19, 20] for discussion on ANLS) convergent algorithms for the standard NMF, e.g., [20, 29, 18, 17, 22, 28] cannot be extended to the problem.
2. Bi-orthogonal NMtF. BNMtF puts orthogonality constraints on both columns of B and rows of C and it is expected that this technique can be used to simultaneously cluster columns and rows of A (biclustering). The following describes the original BNMtF objective function proposed by Ding et al. [9] . , and S ∈ R P ×Q + is introduced to absorb the different scales of A, B, and C due to the strict orthogonality constraints on B and C. We will set P = Q for the rest of this paper (for biclustering task, it is natural to have the same number of clusters for both columns and rows of the data matrix).
The Karush-Kuhn-Tucker (KKT) function of the objective function can be defined as:
where
, and Λ B ∈ R P ×P + are the KKT multipliers.
An equivalent objective function to eq. 2.2 was proposed by Ding et al. [9] to absorb the orthogonality constraints into the objective:
It is easy to see that both objective functions eq. 2.2 and 2.3 have the same KKT function; however, they are not exactly the same as the orthogonality constraints are absorbed into the minimization problem.
The KKT conditions for objective in eq. 2.3 are:
where ⊙ denotes entrywise multiplication operation, and
Then, by using the same strategy as discussed in [24] , Ding et al. [9] derived BNMtF algorithm as follows:
are derived exactly for the diagonal entries, and approximately for off-diagonal entries by relaxing the nonnegativity constraints.
The complete BNMtF algorithm proposed in [9] is shown in algorithm 1 where δ denotes some small positive number (note that the normalization step is not recommended as it will change the objective value). As there are approximations in deriving Λ B and Λ C , algorithm 1 may or may not be minimizing the objective eq. 2.3. Further, the auxiliary function used by the authors to prove the nonincreasing property is for the algorithm in eq. 2.4 -2.6, not for algorithm 1. So there is no guarantee that algorithm 1 has the nonincreasing property. Figure 1 shows error per iteration of algorithm 1, with the error is calculated using the objective value in eq. 2.3. As shown, the assumptions used to obtain Λ B and Λ C are not acceptable as the algorithm 1 not only does not have the nonincreasing property but also fails to minimize the objective function.
3. A Convergent Algorithm for BNMtF. We define BNMtF problem with following equation:
s.t. B 0, C 0, S 0, with α and β denote some positive constants to adjust the degree of orthogonality of C and B respectively. The KKT function of the objective can be written as:
And the KKT conditions are:
, and S (0) with positive matrices to avoid zero locking. where
As shown by Lee & Seung [24] , a multiplicative update rules (MUR) based algorithm can be derived by utilizing the complementary slackness in the KKT conditions (the last line in equations 3.8). Therefore, a 4 MUR based algorithm for our BNMtF problem can be written as:
The complete MUR algorithm is given in algorithm 2, and the additive update rules (AUR) version is given in algorithm 3 (please see e.g., [29, 30] for detailed discussion about AUR based NMF algorithms). As shown, the AUR algorithm can be initialized using nonnegative matrices as it does not inherit zero locking problems from its MUR algorithm counterpart.
Algorithm 2 : The MUR based algorithm for BNMtF problem in eq. 3.7. Initialize B (0) , C (0) , and S (0) with positive matrices to avoid zero locking.
Algorithm 3 : The AUR based algorithm for BNMtF problem in eq. 3.7. Initialize B (0) , C (0) , and S (0) with nonnegative matrices.
pq in algorithm 3 which are modifications to avoid zero locking problems. The following gives their definitions.
with σ is a small positive number,B,C, andS are matrices that containb mp ,c qn , ands pq respectively. And there are also the variables δ B , δ C , and δ S in algorithm 3. As shown in the appendix, these variables play a crucial role in guaranteeing the convergence of the algorithm.
Algorithm 4 shows modifications to algorithm 3 in order to guarantee the convergence as suggested by theorem A.8, A.9, and A.10 with step is a constant that determine how fast δ
S grow in order to satisfies the nonincreasing property. Note that we set the same step value for all sequences, but different values can also be employed.
Experimental results.
We will now analyze the convergence of the proposed algorithms 2 (MU-B) and 4 (AU-B) numerically. However, as it is generally difficult to reach stationary point in an acceptable computational time, only the nonincreasing property (or lack of it) will be shown. And because the BNMtF was originally designed for clustering purpose, we will also analyze this property. As dataset, we use Reuters-21578 data corpus. The dataset is especially interesting because many NMF-based clustering methods are tested using it, e.g.: [33, 9, 38] . Detailed discussion about the dataset and preprocessing steps can be found in our previous work [30] . In summary, datasets were formed by combining top 2, 4, 6, 8, 10, and 12 classes from the corpus. Table 1 summarizes the statistics of these test datasets, where #doc, #word, %nnz, max, and min refer to the number of documents, the number of words, percentage of nonzero entries, maximum cluster size, and minimum cluster size respectively. And as the corpus is bipartite, clustering can be done either for documents or words. We will evaluate both document clustering and word clustering. For comparison, we use the following algorithms: All experiments were developed in Octave under Linux platform using a notebook with 1.86 GHz Intel processor and 2 GB RAM. , and S (0) with nonnegative matrices, and choose a small positive number for δ and an integer number for step.
end for MU-B and AU-B in all experiments. A similar study for UNMF algorithms can be found in our previous work [30] .
Not surprisingly, there are computational consequence for this property for large α and/or β. Table 2 shows time comparisons between these algorithms for Reuters4 dataset. Note that, α or β letter is appended to the algorithm's acronyms to indicate which parameter is being varied. For example AU-B(α) means AU-B with fixed β and varied α. Note that LS, D-U, and D-B do not have these parameters. As shown, the computational times of MU algorithms practically are independent from α and β values. And AU 121  272  121  442  70  109  137  121  332  121  525  100  110  232  121  382  121  605  300  110  232  121  514  121  579  700  110  461  121  607  121  606  1000  110  411  121  606  121  365 algorithms seem to become slower for some large α or β. This probably because for large α or β values the AU algorithms execute the inner iterations (shown as repeat until loops). Also, there are some anomalies in the AU-B(α) and AU-B(β) cases where for some α or β values, execution times are unexpectedly very fast.
To investigate these, we display the number of iteration (#iter) and the number of inner iteration (#initer) for AU algorithms in table 3 (note that MU algorithms reach maximum predefined number of iteration for all cases: 20 iterations). As displayed, in the cases where AU algorithms performed worse than their MU counterparts, they executed the inner iterations. And when an AU algorithm performed better, then its #iter is smaller than #iter of the corresponding MU algorithm and the inner iteration was not executed. These explain the differences in computational times in table 2.
The maximum number of iteration.
The maximum number of iteration is very crucial in MU and AU algorithms since these algorithms are known to be very slow [29, 14, 19, 21, 33, 1, 20, 18, 17, 22, 28] . As shown by Lin [28] , LS is very fast to minimize the objective for some first iterations, but then tends to become slower. In table 4, we display errors for some first iterations for LS, MU-U, AU-U, MU-B, and AU-B (D-U and D-B do not minimize the corresponding objective functions they intend to minimize, so it is irrelevant to investigate this property for their cases). Note that error0 refers to the initial error before the algorithms start running, and errorn is the error at n-th iteration. As shown, all algorithms are exceptionally very good at reducing errors in the first iterations. But then, the improvements are rather negligible with respect to the corresponding first improvements and the sizes of the datasets. Accordingly, we set maximum number of iteration to 20. Note that, in this case AU-B converged at the third iteration. 4.3. Determining α and β. In the proposed algorithms, there are two dataset-dependent parameters, α and β, that have to be learned first. Because orthogonal NMFs are introduced to improve clustering capability of the standard NMF [9] , these parameters will be learned based on clustering results on test dataset. We use Reuters4 for this purpose. These parameters do not exist in the original orthogonal NMFs nor in other orthogonal NMF algorithms [39, 40, 6] . However, we notice that our formulations resemble sparse NMF formulation [19, 21, 20] , or in general case also known as constrained NMF [32] . As shown in [19, 20, 21] , sparse NMF usually can give good results if α and/or β are rather small positive numbers. To determine α and β, we evaluate clustering qualities produced by our algorithms as α or β values grow measured by the standard clustering metrics: mutual information (MI), entropy (E), purity (P), and Fmeasure (F). The detailed discussions on these metrics can be found in [30] . Note that while larger MI, F, and P indicate better results, smaller E indicates better results. As shown in figure 6 , for UNMF algorithms (MU-U and AU-U) α = 0.1 seems to be a good choice. For MU-B it seems that α = 0.1 and β = 3 are acceptable settings. And for AU-B, α = 0.7 and β = 1 seem to be good settings. Based on this results, we decided to set α = 0.1 and β = 1 for all datasets and algorithms. 
Times, #iterations, and errors.
To evaluate computational performances of the algorithms, we measure average and maximum running times, average and maximum #iterations, and average and maximum errors produced at the last iterations for 10 trials. Table 5 -7 show the results.
As shown in the table 5, LS generally is the fastest; however when MU-B or AU-B converge before reaching the maximum iteration (20 iterations), then these algorithms outperform LS. Our uni-orthogonal algorithms (MU-U and AU-U) seem to have comparable running times with LS. MU-B seems to be slower for smaller datasets and then performs better than MU-U and AU-U for larger datasets: Reuters10 and (see table 6 ), comparison can be done by using maximum running times where for Reuters4, Reuters6, Reuters10, and Reuters12 the data is available. As shown in table 6, AU-B is the slowest to perform calculation per iteration. There are also abrupt changes in the running times for Reuters10 and Reuters12 for all algorithms which are unfortunate since as shown in table 1, the sizes of the datasets are only slightly larger. Figure 7 shows the average running times as the sizes of the datasets grow.
Average and maximum errors at the last iterations are shown in table 7. Results for D-U and D-B are unsurprisingly really high as these algorithms do not minimize the objectives that are supposed to be minimized. Because only MU-U & AU-U and MU-B & AU-B pairs have the same objective each, we compare average errors for these pairs in figure 8 for each dataset. There is no significant difference between MU-U & AU-U in the average errors, but as shown in figure 7 , MU-U has better average running times especially for larger datasets. And for MU-B & AU-B, the differences in the average errors grow slightly as the size and classes of the datasets grow with significant differences occured at Reuters10 and Reuters12 where in these cases MU-B significantly outperformed AU-B. Table 6 Average and maximum #iteration.
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Document clustering.
The results of document clustering are shown in table 8-11. In average, MU-U gives the best performances in all metrics especially for datasets with small #clusters. Then followed by LS, AU-U, and D-U with small margins. LS seems to be better for datasets with large #clusters. Generally, MU-U, LS, AU-U and D-U can give consistent results for varied #clusters, but unfortunately this is not the case for D-B, MU-B and AU-B which are all BNMtF algorithms. AU-B especially seems to offer only slightly better clustering than random results.
4.6. Word clustering. In some cases, the ability of clustering methods to simultaneously group similar documents with related words (co-clustering) can become an added value. And because the original BNMtF is designed to have this ability, we will also investigate the quality of word clustering (in the context of co-clustering) produced by all algorithms. Since word clustering has no reference class, we adopt idea from [9] where the authors proposed to create reference classes by using word frequencies: each word is assigned to a class where the word appears with the highest frequency. Table 12 -15 show the results. As shown, D-U has the best overall results followed by LS, MU-U and AU-U by small margins. MU-U is especially good for small #clusters and LS is good for large #clusters. However, all BNMtF algorithms, D-B, MU-B, and AU-B, which are designed to accomodate co-clustering task, seem to have poor results. These results are in accord with document clustering results where BNMtFs also perform poorly.
Conclusions.
We have presented BNMtF algorithms based on the additive update rules with rigorous convergence proof.
The only way to numerically evaluate whether the algorithm has converged to a stationary point is to check whether it has satisfied the KKT conditions on that point. While the nonnegativity conditions are easy to check, the complementary slackness conditions are hard since we must check ∇ X J X k ⊙ X k = 0 for ∀k ≥ * where * denotes the first iteration number where stationarity has been reached. Not only there are some large matrix multiplications which can be inaccurate numerically, but also we must make sure that the stationary point is reachable in a reasonable amount of time. Accordingly, only the nonincreasing property was evaluated which as shown in section 4.1, the convergent version of our algorithm kept these properties even for large α or β.
The maximum #iterations is an important issue in the multiplicative and additive update rules based NMF algorithms since these algorithms are known to be slow. As shown in table 4, the multiplicative and additive update rules based algorithms were exceptionally very good at reducing the errors even in the first iterations, but then the errors were only slightly reduced for the remaining iterations. This led us to use 20 iterations as the maximum #iterations. Because it is a rather small number, it is very likely that the algorithms stop before reaching stationarity. There were differences in the running times of the algorithms, but were not significant since all algorithms have the same computation complexity, i.e.: #iterations×M × N × R, where M × N denotes the size of the data matrix, and R denotes the number of decomposition factors.
The document clustering results favoured our MU-U algorithm proposed in [30] in which it showed the best average performances for all metrics followed closely by LS, AU-U, and D-U. MU-U was especially good for small #cluster and LS for large #clusters. It is possible that because we learned α from Reuters4 dataset, then MU-U performed best at the small datasets. All BNMtF algorithms, D-B, MU-B, and AU-B, performed rather poorly in these datasets. These results are conflicting some previous works where it was reported that D-B outperformed LS and D-U [9, 27] .
The results of word clustering are not as conclusive as the results of document clustering since there is no prior labelling for the words. Hence, we used strategy introduced in [9] to label the words. In this task, D-U offered the best overall performances followed closely by LS, MU-U and AU-U. As in the document clustering, all BNMtF algorithms also performed poorly. 
