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Abstract
While optimizing convex objective (loss) functions has been a powerhouse for ma-
chine learning for at least two decades, non-convex loss functions have attracted fast
growing interests recently, due to many desirable properties such as superior robust-
ness and classification accuracy, compared with their convex counterparts. The main
obstacle for non-convex estimators is that it is in general intractable to find the opti-
mal solution. In this paper, we study the computational issues for some non-convex
M-estimators. In particular, we show that the stochastic variance reduction methods
converge to the global optimal with linear rate, by exploiting the statistical property
of the population loss. En route, we improve the convergence analysis for the batch
gradient method in [17].
1 Introduction
The last several years have witnessed the surge of big data and in particular the rise of
non-convex optimization. Indeed, non-convex optimization is at the frontier of of machine
learning research and an incomplete list includes actively studied problems such as dic-
tionary learning [16], phase retrieval [5], robust regression [10] and training deep neural
networks [9]. It is well known that for general non-convex optimization problems, there
is no efficient algorithm to find the global optimal solution, unless P = NP . Thus, re-
search on non-convex optimization can be divided into two categories: The first one drops
the requirement of global optimality and seeks a more modest solution concept, such as
finding a stationary point. That is, to show an algorithm finds a solution θ such that
‖∇f(θ)‖22 ≤ ε [7, 8, 2, 26]. The second one takes statistical assumptions into considera-
tion, and aims to design algorithms with global convergence under reasonable statistical
models [1, 15, 24, 25]. This paper belongs to the second class. Particularly, we consider
the following non-convex M-estimator with finite data points:
θˆ = arg min
θ∈Ω
Rn(θ) ≡ 1
n
n∑
i=1
`(θ; (xi, yi)), (1)
where `(θ, (xi, yi)) is a non-convex loss function for θ, (xi, yi)
n
i=1 are the sample, Ω is a
convex set, and θˆ is the global optimal solution. This problem is motivated by the following
two examples.
1
ar
X
iv
:1
80
2.
04
61
7v
1 
 [s
tat
.M
L]
  1
3 F
eb
 20
18
The first example is the binary classification problem. Here,
Rn(θ) =
1
n
n∑
i=1
(
yi − ζ(〈θ, xi〉)
)2
,
where yi ∈ {0, 1}, ζ(〈θ, x〉) = P (Yi = 1|Xi = x). Several empirical studies have demon-
strated superior robustness and classification accuracy of non-convex losses, compared
with their convex counterparts [37, 21]. One popular choice of ζ(·) is the logistic loss,
which has been used in neural networks.
The second example is the robust regression problem, in the following form:
Rn(θ) =
1
n
n∑
i=1
ρ(yi − 〈θ, xi〉). (2)
The research of robust algorithms for learning and inference was initiated in the 60s by
Tukey [35] and developed rapidly in the 70s and 80s [10]. One common situation in
which robust estimation is used occurs when the data contain outliers, where the ordinary
regression method may fail [10]. Another situation is that there is a strong suspicion of
heteroscedasticity in data, which allows the variance to be dependent on x [32]. This is
often the case for many real scenarios.
One renowned loss function in robust statistics is Tukey’s bi-square loss, defined as
ρTukey(t) =
{
1− (1− (t/t0)2)3 for|t| ≤ t0,
1 for|t| ≥ t0.
It is clear that Tukey’s bisquare loss saturates when t is large and thus it is non-convex.
While the above formulations have superior statistical properties, a natural question
is how to find the global optimal solution of them. In particular if we apply first order
methods (the gradient descent method and its variants, including the stochastic gradient
method or stochastic variance reduction methods), what is the theoretical guarantee of
the solution? Existing work in literature asserts that the above algorithms converge to
the stationary point θ such that ‖∇f(θ)‖22 ≤ ε with rate O(Lε + Lσ
2
ε ) using SGD [7], with
rate O(nLε ) using gradient descent (folklore in optimization community), and with rate
O(n+ n2/3ε ) using SVRG [26, 2].
This paper aims to provide stronger results, by a refined analysis making use of the
statistical properties of the problem. The high-level intuition is that although the above
finite-sum problem is non-convex, its population counterpart
R(θ) = Ex,y`(θ; (x, y)))
has good properties for optimization (although it may still be non-convex). Our work
then exploits the resemblance between the population and empirical loss. In a nutshell,
when n is large, not only the objective function of the finite sample problem converges to
that of the population problem, but both the gradient and the Hessian converge as well
under appropriate regularity conditions, which in literature is the study on the landscape
of the empirical loss [17]. In particular, Mei et al. [17] proved that the gradient (in `2
norm) and the Hessian (in operator norm) converge to its population counterpart with
a rate O√p log n/n. Using this tool, they showed a global converge result for the batch
gradient method. However, the results in Mei et al. [17] do not make use of the smoothness
of the objective function. Instead, they used Lipschitz continuity which leads to a loose
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rate. In this paper, we refine the analysis in the batch gradient method by exploiting
the smoothness of the objective function and get a better rate. Moreover, since the
objective functions are of the form of finite-sum of n items and n is large, we apply the
Stochastic Variance Reduction Method (SVRG [11, 38] and SAGA [6] ) on these problems
and established much faster convergence results than the batch gradient method, both in
theory (Section 3.1) and in numerical experiments (Section 5).
We now offer a brief introduction of SVRG and SAGA: SVRG and related meth-
ods have recently surged into prominence for convex optimization given their edge over
stochastic gradient descent [11, 38, 31]. Algorithmically, SVRG has inner loops and outer
loops. At the beginning of each outer loop, SVRG defines a snap shot vector θ˜ to be
the average (or the last value) of the previous inner loop and computes the full gradient
∇f(θ˜). In the inner loops, it randomly samples a data point i and calculates the variance
reduced gradient
∇fi(θk)−∇fi(θ˜) +∇f(θ˜).
The wisdom of SVRG is by applying this variance reduction technique, the variance of the
gradient estimation appraoches to zero, as opposed to SGD where the variance does not
diminish.
Note that SVRG is not a fully “incremental” algorithm since it needs to calculate the
full gradient once in each epoch. SAGA [6], another popular stochastic variance reduction
method, avoids computing the full gradient by storing the historical gradients and then
uses them to estimate the full gradient. To achieve this, it pays a price of higher memory
demand (n×p where p is the dimension in general). Nevertheless, in many machine learning
problems, the storage demand can be reduced to O(n), which makes it practical. In these
cases, SAGA performs equally or better than SVRG [6]. Another merit particularly useful
in practice, is that SAGA does not need to tune the length of the inner loop, as opposed
to SVRG.
Summary of contribution: In this paper, we adapt SVRG and SAGA on the non-
convex formulation in binary classification and robust regression problems and prove they
converge exactly to the global optimum with linear convergence rate by a novel analysis
considering the statistical property of the problems. From a high level, we unify the statis-
tics perspective and the optimization perspective for machine learning, with an emphasis
on the interplay between them. These two areas are traditionally studied separately, partly
due to the fact that disparate communities developed them. We also improve the analysis
of the batch gradient method in Mei et al. [17]. We briefly state the main result and
contribution of this paper in the following and leave the details and discussions in Section
3.1.
• We show the gradient complexity (i.e., the number of gradient evaluation required)
of the batch gradient method is
O(n( L
µ0
)2 log
1
ε
)
,
where L is the smoothness of the loss function `(θ; (x, y)) and µ0 is a term similar
to the strong convexity parameter. The gradient complexities of SVRG and SAGA
are
O((n+ n2/3( L
µ0
)2) log
1
ε
)
,
where L and µ0 are the same as above. It is clear that, when the condition number
L
µ0
and the number of samples n are large, SVRG and SAGA converge much faster
than the batch gradient method.
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• Conventional techniques to establish the convergence results for finite sample prob-
lems analyze Rn(θ) directly. The novelty in our analysis is that we firstly analyze
R(θ) to exploit the favorable properties of R(θ), and then relate that to Rn(θ). The
main challenges in our proofs for SVRG and SAGA are, besides bounding the de-
viation between the finite sample problem and the population problem, we need to
control the impact of non-convex terms in SVRG and SAGA.
The novelty of our analysis, compared to those in Mei et al. [17] which also makes use
of the landscape of empirical loss , is that we exploit smoothness in the analysis. In
particular, Mei et al. [17] shows the gradient complexity of the batch gradient method
is O(n(Llipµ0 )2 log 1ε), where Llip is the Lipschitz continuity parameter. Generally, this
Lipschitz continuity parameter can be much larger than the smoothness parameter.
Take f(x) = x2, ‖x‖2 ≤ r as a example, the ratio can be as large as the radius r.
More importantly, since Mei et al. [17] does not make use of smoothness, their proof
technique can not be adapted to the stochastic variance reduction method.
Related work
Optimizing non-convex objective functions by the batch gradient and SGD are well stud-
ied [19, 7]. The criterion on the convergence is ‖∇f(θ)‖22 ≤ ε in the smooth and non-
constrained problem, and in the constrained or non-smooth regularized case, the Gradient
mapping ‖G(θ)‖22 ≤ ε is used. The gradient complexity is shown to be O(Lε + Lσ
2
ε ) for
SGD [7], and O(nLε ) for gradient descent.
Restricted Strong Convexity (RSC) [18, 1] is a powerful tool to analyze non-strongly
convex and non-convex optimization problems using statistical information in the high di-
mensional setup. Under RSC, it has been shown that the batch gradient and the stochastic
variance reduction methods converge to the global optimum up to the statistical tolerance
[15, 24, 25]. The gradient and stochastic variance reduction gradient can reach such tol-
erance with linear rate. These results cover problems including Lasso, logistic regression,
generalized linear model with non-convex regularization. Compared to these results, our
result differs in two ways. First, our result shows convergence to the exact global optimum
rather than its neighborhood. Second, the conditions of loss functions studied are differ-
ent. In their work, the loss function is convex (e.g., the squared loss in Lasso) and thus
the whole objective function is either convex or slightly non-convex due to the −µ2‖θ‖22
term in the non-convex regularization. In our work, each `(θ; (xi, yi)) is non-convex and
RSC does not hold.
There is a vast number of research on stochastic variance reduction methods in the last
several years and we list here a few most relevant ones, see [11, 6, 31, 29]. In general, if the
objective function is µ strongly convex and the loss function is L smooth, the rate (gradient
complexity) isO((n+Lµ ) log 1ε) and can be accelerated toO((n+√nLµ ) log 1ε) [14, 13, 39]. If
the objective function is non-convex, these algorithms converge to a stationary point with
a sub-linear rate [2, 26]. In stark contrast, our paper shows linear convergence to the global
optimum. Shalev-Shwartz [30] proposed the dual-free SDCA algorithm that converges with
rate O((n+ L2
µ2
)
)
log(1/ε), where each individual loss function can be non-convex but the
objective function as a whole is µ strongly convex. Recently, several papers have revisit
an old idea called P-L (Polyak- Lojasiewicz) condition [22], a.k.a. gradient dominated
functions, and proved the linear convergence to the global optimum [12, 26]. In particular,
Reddi et al. [27] prove that SVRG and SAGA converges with a rateO((n+n2/3ρ) log(1/ε)),
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where ρ is a condition number depending on P-L condition. Our results are different, since
examples we mentioned (binary classification and Tukey’s bisquare loss) do not satisfy the
PL condition.
2 Problem setup and Assumption
Binary classification: In the binary classification problem, we are given n data points
{(yi, xi)}i=1,...,n, where xi ∈ Rp, and yi ∈ {0, 1} is a target with probability P(Y = 1|X =
x) = ζ(〈θ∗, x〉), where ζ : R→ [0, 1] is a threshold function, and θ∗ is the true parameter.
We consider the following optimization problem to estimate θ∗:
min
θ
Rn(θ) ,
1
n
n∑
i=1
(
yi − ζ(〈θ, xi〉)
)2
subject to ‖θ‖2 ≤ r.
(3)
The aim is to find the optimal solution θˆ of Rn(θ). We make the following set of mild
assumptions on the threshold function above and on the feature vectors, following [17].
Assumption 1.
• ζ(α) is three time differentiable with δ′(α) > 0 for all α. Furthermore, there exists
some constant Lζ > 0 such that max{‖ζ ′‖∞, ‖ζ ′′‖∞, ‖ζ ′′′‖∞} ≤ Lζ .
• The feature vectorX is zero mean τ2 sub-gaussian, i.e., E exp(〈λ,X〉) ≤ exp(− τ2‖λ2‖2 ).
• EXXT  γτ2Ip×p for some 0 < γ < 1. In other words, the feature vector spans all
directions in Rp.
Notice above assumption on ζ is quite mild , e.g., it is satisfied by ζ(α) = 11+exp(−α) ,
which can be used in neural networks.
Robust regression: We assume the data generation model is yi = 〈θ∗, xi〉 + i.
The noise term i are zero mean and i.i.d.. Notice the noise can be very large, e.g., i
is sampled from Gaussian mixture distribution (1 − δ)N (0, 1) + δN (0, σ2) with large σ,
where δ controls the percentage of large noise. We consider the robust regression in the
following form.
min
θ
Rn(θ) ≡ 1
n
n∑
i=1
ρ(yi − 〈θ, xi〉),
subject to ‖θ‖2 ≤ r.
(4)
Assumption 2. We define the score function ψ(z) = ρ′(z) and follow the assumption in
[17].
• The score function ψ(z) is twice differentiable and odd in z with ψ(z) ≥ 0 for all z ≥
0. Similar to the binary classification case, we need max{‖ψ‖∞, ‖ψ′‖∞, ‖ψ′′‖∞} ≤
Lψ.
• The feature vectorX is zero mean and τ2 sub-Gaussian random vector, and EXXT 
γτ2Ip×p, for some 0 < γ < 1.
• The noise  has a symmetric distribution ( and − have same distribution). Define
g(z) ≡ E(ψ(z + )), and we have g(z) > 0 for all z > 0 and g′(0) > 0.
Remarks: The condition on g(z) is mild . It is not hard to show it is satisfied if the noise
has a density that is strictly positive for all , and decreasing for  > 0.
5
3 Algorithm and Analysis
The batch gradient descent is the standard one where
θk+1 = θk − η∇Rn(θk)
The step size η is specified later in the theorem.
We list the algorithm of SVRG and SAGA for completeness. Algorithm 1 is the vanilla
SVRG, and we call Algorithm 1 as a subroutine with J times in Algorithm 2. Algorithm
4 is non-convex SAGA which call algorithm 3 J times as a subroutine, where we follow
minibach version of SAGA in [27].
Algorithm 1 SVRG (θ0, T,m, η)
Input: Total steps T , length of epoch m, S = dT/me, step size η, initialization θ0. Set
θ˜0 = θ0m = θ
0.
for s = 0, 1, ...S − 1 do
θs+10 = θ
s
m, v˜
s+1 = 1n
∑n
i=1∇li(θ˜s)
for k = 0 to m− 1 do
Pick ik uniformly random from {1, ..., n}
vs+1k = ∇lik(θs+1k )−∇lik(θ˜s) + v˜s+1
θs+1k+1 = θ
s+1
k − ηvs+1k
end for
θ˜s+1 = θs+1m
end for
Uniform randomly choose θj from {{θs+1k }m−1k=0 }S−1s=0
Algorithm 2 non-convex SVRG
input: Total step T, epoch length m, step size η
for j = 0 to J − 1 do
θj = SV RG(θj−1, T,m, η)
end for
output: θJ
Algorithm 3 SAGA (θ0,K, η, b)
Input: Total steps K, sample size b, step size η, initialization θ0, α0i = θ0 for i ∈
{1, ..., n}, g0 = 1n
∑n
i=1∇`i(α0i ).
for k = 0, ...,K − 1 do
Uniformly randomly pick set Ik,Jk from {1, ..., n} with |Ik| = |Jk| = b .
vk =
1
b
∑
ik∈Ik(∇`ik(θk)−∇`ik(αkik)) + gk.
θk+1 = θk − ηvk.
αk+1j = θ
k for j ∈ Jk and αk+1j = αkj for j /∈ Jk.
gk+1 = gk − 1n
∑
jk∈Jk(∇`jk(αkjk)−∇`jk(αk+1jk ))
end for
Uniform randomly choose θj from {θk}K−1k=0
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Algorithm 4 non-convex SAGA
input: Total step K, step size η, sample size b
for j = 0 to J − 1 do
θj = SAGA(θj−1,K, η, b)
end for
output: θJ
3.1 Theoretical results
Before we present our main theorems, we brief recall the concentration properties of gradi-
ent and Hessian of the empirical loss, since it may give some intuitions why the algorithm
works. In our proof, we will use them from time to time.
Theorem 1 (Theorem 1 in [17]). Under the assumptions in Binary classification and
Robust regression problem, there exists some absolute positive constant C,C0, C1, C2, such
that following holds ,
• The sample gradient converges uniformly to the population gradient in Euclidean
norm, i.e., when n ≥ Cp log n, we have
P
(
supθ∈Bp(r)‖∇Rn(θ)−∇R(θ)‖2 ≤ τ
√
Cp log n
n
)
≥ 1− exp(−C1n).
• The sample Hessian converges uniformly to the population Hessian in operator norm,
i.e., when n ≥ C0p log n, we have
P
(
supθ∈Bp(r)‖∇2Rn(θ)−∇2R(θ)‖op ≤ τ2
√
C0p log n
n
)
≥ 1− exp(−C2n).
Theorem 1 essentially says the gradient and Hessian are close to their population
counterparts, if n ≥ p log n. For the population loss, It can be shown following the
gradient ∇R(θ), the gradient decent algorithm converges to the ground truth θ∗, i.e., the
optimal solution of R(θ), even though R(θ) may be non-convex. Thus, although it is hard
to directly analyze the empirical loss, we can exploit the error bound in Theorem 1 and
wish a similar convergence result. Particularly, since Theorem 1 is a uniform converges
result, by subtly control the ‖∇Rn(θk) − ∇R(θk)‖2 in the algorithm, we can prove the
convergence of θk.
The next theorem is our main result for binary classification. For ease of exposition in
the SVRG and SAGA, in our analysis we assume that L
2
µ20
≥ n1/3, a property analogous to
the high condition number for strongly convex functions in machine leaning [38, 26].
Theorem 2 ( Binary classification). Let θˆ be the global optimal solution of Equation (3),
and L be the smoothness of loss function `(θ; (xi, yi)). Suppose ‖θ∗‖ ≤ r3 , and Assumption
1 is satisfied, then there exists a positive constant µ0 that only depends on Lζ , γ, τ , such that
if the sample size n ≥ Cp log n, the following holds with probability at least 1− exp(−C1n)
for some absolute positive constant C,C1:
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• Set η = 12L in the batch gradient method, the algorithm converges to θˆ with gradient
complexity O(n( Lµ0 )2 log(1ε )).
• For SVRG, suppose L2
µ20
≥ n1/3, we set T = dC2n2/3L2µ20 e for some absolute positive
constant C2, η =
2
5Ln2/3
, m = b1.25nc, then the algorithm converges to θˆ with
gradient complexity O((n+ n2/3L2
µ20
) log(1/ε)
)
.
• For SAGA, suppose L2
µ20
≥ n1/3, we set minibatch size b = dn2/3e, η = 15L , K =
d15L2
µ20
e, then the algorithm converges to θˆ with gradient complexity O((n+n2/3L2
µ20
) log(1/ε)
)
.
Some remarks are in order.
• We call L0µ0 an effective condition number, an analogy to that in the analysis of
strongly convex function. Notice SVRG and SAGA has n1/3 less dependence on L
2
µ20
than the batch gradient method. When the problem is ill-conditioned ( Lµ0 is large ),
SVRG and SAGA are much faster than batched gradient method, which is verified
in experiments reported in Section 5.
• In Mei et al. [17], the author proves gradient complexity of batch gradient method
is O(n(L
2
lip
µ20
) log(1/ε)), where Llip is the Lipschitz continuity parameter, since it does
not make use of the smoothness of the objective function. Compared to their results,
ours is tighter, as Llip is larger than the smoothness parameter L in general.
• Most variance reduction work on optimization of strongly convex functions in liter-
ature has a linear dependence on Lµ0 , e.g., n+
L
µ0
. An open question is whether it is
possible to improve our result to O((n+ n2/3 Lµ0 ) log(1/ε)).
• Our setting does not satisfied the PL condition [12, 27], thus existing convergence
results based on PL condition does not apply.
• The requirement of ‖θ‖2 ≤ r is to ease the theoretically analysis. In practice, we
find it not necessary.
The next theorem is our main result for robust regression. It is similar to that of the
binary classification case except dependence on ψ and change of constants.
Theorem 3 (Robust regression). Let θˆ be the global optimal solution of Equation (4), and
L be the smoothness of loss function ρ(yi−〈θ, xi〉). Suppose ‖θ∗‖ ≤ r3 , and Assumption 2 is
satisfied. Then there exists a positive constant µ0 that only depends on Lψ, γ, τ , such that
if the sample size n ≥ C0p log n, the following results hold with probability 1− exp(−C1n),
for some absolute positive constant C0, C1.
• Set η = 12L in the batch gradient method, the algorithm converge to θˆ with gradient
complexity O(n( Lµ0 )2 log(1ε )).
• For SVRG, suppose L2
µ20
≥ n1/3, we set T = dC2n2/3L2µ20 e with some absolute positive
constant C2, η =
2
5Ln2/3
, m = b2.5nc, then the algorithm converges to θˆ with gradient
complexity O((n+ n2/3L2
µ20
) log(1/ε)
)
.
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• For SAGA, suppose L2
µ20
≥ n1/3, we set sample size b = d2n2/3e, η = 15L , K = d15L
2
µ20
e,
then the algorithm converges to θˆ with gradient complexity O((n+n2/3L2
µ20
) log(1/ε)
)
.
The same set of remarks in binary classification holds for robust regression as well. We
also remark that the basic idea to prove the convergence in robust regression is same with
that in binary classification, except that µ0 has a different dependence on Lψ, γ and τ .
4 Roadmap of the proof
We briefly explain the high-level idea of the proof while defer the details to the supple-
mentary material. The proof consists two steps. We take the batch gradient method as an
example, since the analysis is relatively easy. The proof for stochastic variance reduction
methods is similar, although more involved technically.
We divide the region Bp(0, r), i.e., `2 ball in the p dimensional space, into two parts:
Bp(0, r)\Bp(θ∗, 0) and Bp(θ∗, 0).
In the first step we focus on Bp(0, r)\Bp(θ∗, 0). We analyze the objective function R(θ)
(i.e., the population loss) rather than Rn(θ), such that we can exploit good statistical
properties on the population loss R(θ) (e.g, the directional gradient toward θ∗ is larger than
zero). However, notice the algorithm only has access to the the gradient of finite sample
loss, i.e., ∇Rn(θ), rather than ∇R(θ). Thus, since the algorithm follows the direction
of ∇Rn(θ), there are additional error terms on the objective function R(θ). Thanks to
Theorem 1, these terms can be bounded and are small when n ≥ p log n. Therefore, we
can show in this region, θ converges toward θ∗ with a linear rate.
The second step, where we analyze the region Bp(θ∗, 0), is easier. In this region, the
population Hessian ∇2R(θ) can be shown positive definite. Then the empirical Hessian of
∇2Rn(θ) can be bounded below using the uniform convergence result in Theorem 1. Thus
the objective function Rn(θ) behaves like a strongly convex function in this region, which
leads to convergence to θˆ (notice the uniqueness of θˆ is proved in Theorem 4 of Mei et al.
[17]).
5 Simulation result
In this section, we report numerical experiment results for SVRG, SAGA, batched gradient
and SGD in both synthetic and real datasets.
5.1 Synthetic dataset
The aim of the synthetic data experiment is to verify our main theorem: SVRG and SAGA
converge to the global optimum with linear rate, even in some non-convex settings; they
converge faster than the batch gradient method. The step sizes for all algorithms are
chosen by a grid search from {2−10, ..., 21}.
Binary classification: The feature vector Xi is generated from the normal distribu-
tion N (0,Σ). The label Yi is 0 or 1 with probability P (Yi = 1|Xi = x) = 11+exp(−〈θ∗,x〉) ,
where θ∗ is the true parameter. We generate each entry of θ∗ from the Bernoulli distri-
bution with p = 0.5 and normalize it such that ‖θ∗‖2 = 1. In the experiment, the number
of data points n = 10000, the dimension is set as either p = 500 or 300. The optimal
solution is obtained by running SVRG long enough (e.g., 1000 passes over dataset). We
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Figure 1: The x-axis is the number of pass over the dataset. y-axis is the objective gap
with log scale. From left to right (a) n = 10000, p = 500, λmax(Σ)/λmin(Σ) = 10.In (b)
n = 10000, p = 500, λmax(Σ)/λmin(Σ) = 1000. (c) n = 10000, p = 300, λmax(Σ)/λmin(Σ) =
1000.
choose two different settings of Σ, which will affect the condition number of the objective
function. In the first experiment λmax(Σ)/λmin(Σ) = 10 and in the last two experiments
λmax(Σ)/λmin(Σ) = 1000. The experiment results are presented in Figure 1.
The experiment results show that SAGA and SVRG have similar performance, and are
followed by batch gradient method then SGD. When the condition number is small (The
left panel in Figure 1), SVRG, SAGA and the batch gradient method all work well, while
SVRG and SAGA converge to optimality gap of 10−9 much faster than the batch gradient
method. The middle panel reports the result when the condition number is significantly
larger. We observe that even after 1000 passes, the batch gradient method still has a
large objective gap (10−4), while SVRG and SAGA still work well. In the right panel, we
decrease the dimensionality of the problem. Consequently, all algorithms converge faster
than the middle panel since there are few parameters. In all settings, SGD converges
fast at beginning and then is stuck with a relatively high objective gap (10−2) due to the
variance of estimating the gradient.
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Figure 2: The x-axis is the number of pass over the dataset. y-axis is the objective gap
with log scale. From left to right (a) n = 5000, p = 500, λmax(Σ)/λmin(Σ) = 100, δ =
0.9, σ = 10. (b) n = 5000, p = 500, λmax(Σ)/λmin(Σ) = 100, δ = 0.8, σ = 5. (c) n =
5000, p = 500, λmax(Σ)/λmin(Σ) = 500, δ = 0.85, σ = 5.
Robust regression: The data generation model is Yi = 〈θ∗, Xi〉 + i, where the
feature vector is sampled from the norm distribution N (0,Σ). The noise i is generated
from the Gaussian mixture distribution (1 − δ)N (0, 1) + δN (0, σ2). Each entry of true
true parameter θ∗ is generated from the Bernoulli distribution with p = 0.5. Again, we
normalize θ∗ such that ‖θ∗‖2 = 1. We use Tukey’s bisquare loss as our loss function and
set t0 = 4.865 and r = 10 as that in Mei et al. [17]. The optimal solution is obtained
by running SVRG for a long time (1000 passes over dataset) in each experiment. We did
three experiments with different settings of δ, Σ and σ, and present the result in Figure 2.
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Figure 3: Binary classfication problem in IJCNN1, covertype and Dota2 Game dataset.
The x-axis is the passes over dataset, the y-axis is the objective gap with log scale.
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Figure 4: Robust regression problem in Airfoil Self-Noise, Communities and Crime, and
Parkinsons Telemonitoring dataset. The x-axis is the pass over dataset, the y-axis is the
objective gap with log scale.
In all settings, SAGA performs the best and is followed by SVRG. Both algorithms
significantly outperforms the batch gradient method, which verifies our theorem. Even
when the problem is ill conditioned (e.g., λmax(Σ)/λmin(Σ) = 500 in the right figure),
SAGA and SVRG can converge fast, while batch gradient is very slow. SGD in all settings
converges fast at the beginning stage and then is stuck, with the objective gap being 10−3,
due to the variance of stochastic gradient.
5.2 Real dataset
5.2.1 Binary classification
In this section, we test the binary classification problem in IJCNN1 (n=49990, p=22) [23],
Covertype(n=495141, p=54) [3], and Dota2 Games result dataset (n=92650,p=116) [33].
In the experiment, we choose ζ(α) = 11+exp(−α) and normalized all features to [−1, 1].
Since Covertype is a multi-class classification dataset, we extract class one and two as
our data. We compare SVRG, SAGA, the batch gradient method and SGD for all three
datasets, and present the result in Figure 3. The optimal solutions for each dataset are
obtained by running SVRG long enough time (e.g., 1000 passes of dataset).
SAGA converges fastest in all three experiments, followed by SVRG. The batch gra-
dient method converges very slowly due to its bad dependence on the condition number.
Indeed it is even worse than the SGD in all three datasets. SGD converges very fast at
early stage and saturates at a large objective gap.
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5.2.2 Robust regression
We test the robust regression problem for the following datasets: Airfoil Self-Noise (n=1503,
p=6) [4], Communities and Crime (n=1994,p=128) [28], and Parkinsons Telemonitoring
(n=5875,p=26) [34]. We corrupt the output by adding noise from the Gaussian mixture
distribution  ∼ (1 − δ)N (0, 1) + δN (0, σ2), similarly as in the synthetic dataset, and
choose δ = 0.1 in all three experiment, σ = 2, 5, 5 respectively. The result of SVRG,
SAGA, batched gradient method and SGD on these three datasets are reported in Figure
4.
In all three experiments, SAGA converges the fastest, followed by SVRG. SGD in all
experiments converges quickly at the beginning stage and then is stuck at large objective
gaps later due to variance of the stochastic gradient. In the dataset Airfoil Self-Noise,
batched gradient performs well. However at the other two datasets, its performance is
either similar to SGD (Prikinsons Telemonitoring dataset), or even worse (Communities
and Crime). This is likely due to its heavy dependence to the condition number.
6 Conclusion and future work
In this paper, we solve two kinds of non-convex problem with stochastic variance reduction
methods and prove the algorithms converge to the global optimum of the problem linearly.
Our analysis exploits the fact that the population problem often has more favorable prop-
erties in terms of optimization. Although the finite sample problem does not possess these
favorable properties, it is possible to control the impact of departing from the population
problem on the performance of optimization algorithms.
A future work is to consider the optimization in the high dimensional statistics setting,
i.e., when p  n. In this case, Theorem 1 fails and a possible solution is to add the
regularization to encourage the sparsity.
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Appendix
A Binary classification
We start with a Lemma which presents some properties of R(θ). It is quite similar to
Lemma 8 in [17], and we present here for completeness.
Lemma 1. Assume ‖θ∗‖ ≤ r/3, and Assumption 1 is satisfied,
• There exist an 0 and κ0 > 0 such that infθ∈Bp(θ∗,0) λmin
(∇2R(θ)) ≥ κ0.
• There exist some positive constant L0 such that infθ∈Bp(0,r)\Bp(θ∗,0) ‖∇R(θ)‖2 ≥ L0.
• For all θ ∈ Bp(0, r)\Bp(θ∗, 0/2), ‖∇Rn(θ)‖2 > 0
All constants 0, µ0, L0 just depend on σ(·), r, τ, Lσ.
Proof. It is easy to verify that
∇2R(θ) = E{β(θ)XXT },
where β(θ) = 2
(
ζ ′(θTX)2 + (ζ(θTX) − ζ(θ∗TX))ζ ′′(θTX)), and we use the fact that
EY = ζ(〈θ∗, X〉).
At the ground truth θ∗, we have
∇2R(θ∗) = E(2ζ ′(θ∗TX)2XXT ).
Recall in Assumption 1, we have ζ ′(·) > 0, thus for any s > 0 there exist L(s) such
that
ζ ′(t) ≥ L(s),∀t ∈ [−s, s]. (5)
We define a event B = {|〈θ∗, X〉| ≤ 2s3 }, then for any ‖u‖2 = 1, we have
uT∇2R(θ∗)u ≥ E{2ζ ′(θ∗TX)2〈u,X〉21B}
≥ 2L2(s)E{〈u,X〉21B}
(a)
≥ 2L2(s)(E[〈u,X〉2]− E[〈u,X〉2]1Bc)
(b)
≥ 2L2(s)(γτ2 − (E〈u,X〉4P(Bc))1/2)
(c)
≥ 2L2(s)(γτ2 − τ2√C4P(Bc))
(d)
≥ 2L2(s)τ2(γ −
√
C4 exp(− s
2
r2τ2
)),
(6)
where (a) uses equation (5) , (b) holds from the Cauchy-Schwartz inequality and (c) holds
from the property of sub-Gaussian variable as follows [36]: Suppose X is zero mean and
τ2 sub-Gaussian random variable, there exists numerical contants C2k ∈ (0,∞) for all
integers k ≥ 1 such that
E|〈u,X〉|2k ≤ C2k‖u‖2k2 τ2k. (7)
(d) uses the concentration of sub-Gaussian variable, we refer reader to [36].
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Thus we can choose s = Crτ with some positive constant C such that
√
C4 exp(−C) ≤
1
2γ and then have
uT∇2R(θ∗)u ≥ L2(s)τ2γ.
Now we bound ∇2R(θ) by bound the difference of ∇2R(θ)−∇2R(θ∗). We denote the
Lipschitz parameter of β(θ) as Lβ (notice it just depends on Lσ). For ‖u‖2 = 1, we have
|uT (∇2R(θ)−∇2R(θ∗))u| =E{uT [(β(θ)− β(θ∗))XXT ]u}
≤ LβE{〈θ − θ∗, X〉 · 〈u,X〉2}
≤ Lβ[E〈θ − θ∗, X〉2 · E〈u,X〉4]1/2
≤ Lβ
(
C4‖θ − θ∗‖22τ6
)1/2
= Lβ
√
C4‖θ − θ∗‖2τ3,
(8)
where the first inequality uses the fact that β is Lβ Lipschitz, second ones holds from the
Cauchy-Schwartz inequality, the third one uses equation (7) again.
Now we set 0 =
L2(s)γ
2
√
C4Lβτ
.
It is clear that when ‖θ − θ∗‖ ≤ 0,
λmin(∇2R(θ∗)) ≥ κ0 = 1
2
L2(s)τγ, (9)
where s = Cγτ .
Then we lower bound the magnitude of the gradient∇R(θ) when θ ∈ Bp(0, r)\Bp(θ∗, 0).
Recall we have R(θ) = E(Y − ζ(〈θ,X〉))2. It is easy to verify that R(θ) is minimized
at the truth parameter θ∗. Notice
〈θ − θ∗,∇R(θ)〉 = 〈θ − θ0, X〉 · 2E{(ζ(θTX)− Y )ζ ′(θTX)}
= 2E{(ζ(θTX)− ζ(θ∗TX))ζ ′(θTX) · 〈θ − θ∗, X〉} (10)
where we use the fact that EY = ζ(〈θ∗, X〉).
We define some event A such that |θTX| ≤ s, |θ∗X| ≤ s, |(θ − θ0)TX)| ≤ s when this
event happens. Particularly, let U ∈ R2×d be an orthogonal transform from Rp to R2,
whose row space contain θ and θ∗ and A = {‖UX‖2 ≤ 2s3r}. Since θ ∈ Bp(0, r), ‖θ∗‖ ≤ r3 ,
thus we have |θTX| ≤ s, |θ∗X| ≤ s, |(θ − θ∗)TX)| ≤ s when A happens. Then we have
〈θ − θ∗,∇R(θ)〉 ≥ 2L2(s){E〈θ − θ∗, X〉2 − E〈θ − θ∗, X〉21Ac}
≥ 2L2(s){γτ2‖θ − θ∗‖2 − (E[〈θ − θ∗, X〉4]P(Ac))1/2}
≥ 2L2(s)‖θ − θ∗‖2τ2(γ −√C4P(Ac))
(11)
where the first inequality holds from the equation (5) and the intermediate value theo-
rem on ζ(θTX) − ζ(θ∗TX), the second inequality uses the assumption EXXT  γτ2 in
Assumption 1 and Cauchy-Schwartz inequality. The third inequality holds from equation
(7).
Now we provide a bound on P(Ac).
Using the the fact that X is a τ2 sub-Gaussian, we have
P(Ac) = P(‖UX‖2 ≥ 2s
3r
) ≤ P (|U1, X| ≥
√
2s
3r
) + P (|U2, X| ≥
√
2s
3r
) ≤ 4 exp( −s
2
9r2τ2
).
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Thus we have
〈θ − θ∗,∇R(θ)〉 ≥ 2L2(s)‖θ − θ∗‖22τ2
(
γ − 2
√
C4 exp(
−s2
18r2τ2
)
)
.
We set s = 3
√
2Crτ such that 2
√
C4 exp(− −s218r2τ2 ) ≤ 12γ.
We then denote µ0 = γL
2(s)τ2, then have
〈θ − θ∗,∇R(θ)〉 ≥ µ0‖θ − θ∗‖22, (12)
which implies ‖∇R(θ)‖2 ≥ µ0‖θ − θ∗‖2.
Then we choose L0 = 0µ0, and have infθ∈Bp(0,r)\Bp(θ∗,0) ‖∇R(θ)‖2 ≥ L0.
For θ ∈ Bp(0, r)\Bp(θ∗, 0/2), we have
inf
θ∈Bp(0,r)\Bp(θ∗,0/2)
〈∇Rn(θ), θ − θ∗〉
‖θ − θ∗‖
≥ inf
infθ∈Bp(0,r)\Bp(θ∗,0/2)
〈∇R(θ), θ − θ∗〉
‖θ − θ∗‖ − supθ∈Bp(0,r)\Bp(θ∗,0/2)
‖∇Rn(θ)−∇R(θ)‖2
≥ inf
θ∈Bp(0,r)\Bp(θ∗,0/2)
µ0‖θ − θ∗‖2 − 1
4
µ00 ≥ 1
4
µ00
(13)
Then we have
‖θ − θ∗‖2‖∇Rn(θ)‖2 ≥ µ0
4
‖θ − θ∗‖2,
Thus ‖∇R(θ)‖2 > 0.
Now we are ready to prove Theorem 2. Basically, it has two steps. In the first step,
we prove that θk converges to θ∗ when θ ∈ Bp(0, r)\Bp(θ∗, 0). Remark that θ∗ is the
true parameter rather than the optimal solution θˆ of the empirical loss function Rn(θ).
Then we use the third result in Lemma 1 which implies ‖θˆ − θ∗‖2 ≤ 02 and convert the
convergence result to θˆ. The second step is to prove the convergence to θˆ in Bp(θ∗, 0), it
is relatively easy, since we will show Rn(θ) is strongly convex.
Proof of Theorem 2. We start with the batch case.
Using Lemma 1, we already know there exists a 0 > 0, and L0 > 0 and µ0 > 0 for all
θ ∈ Bd(0, r), such that
〈θ − θ∗,∇R(θ)〉 ≥ µ0‖θ − θ∗‖22
and
inf
θ∈Bd(0,r)\Bd(θ∗,0)
‖∇R(θ)‖2 ≥ L0.
Notice all constant 0, µ0, L0 are functions of (σ(·), r, τ2, Lσ, γ) but do not depend on
dimension p and the distribution of X. We have
µ0‖θ − θ∗‖22 ≤ 〈θ − θ∗,∇R(θ)〉 ≤ ‖θ − θ∗‖2‖∇R(θ)‖2.
Thus
µ0‖θ − θ∗‖2 ≤ ‖∇R(θ)‖2. (14)
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Using the smoothness of R(θ) we have
R(θ)−R(θ∗) ≤〈∇R(θ∗), θ − θ∗〉+ L
2
‖θ − θ∗‖22
≤L
2
‖θ − θ∗‖22 ≤
L
2µ20
‖∇R(θ)‖22,
(15)
where we use the fact that ∇R(θ∗) = 0 and equation (14).
Define  = supθ∈Bp(0,r) ‖∇R(θ)−∇Rn(θ)‖2 and use the smoothness of R(θ), and choose
η = 12L , we have
R(θk+1) ≤R(θk) + 〈∇R(θk), θk+1 − θk〉+ L
2
‖θk+1 − θk‖22
=R(θk)− 〈∇R(θk), η∇Rn(θk)〉+ Lη
2
2
‖∇Rn(θk)‖22
=R(θk)− 1
2L
‖∇R(θk)‖22 −
1
2L
〈∇R(θk),∇Rn(θk)−∇R(θk)〉+ 1
8L
‖∇Rn(θk)‖22
≤R(θk)− 1
2L
‖∇R(θk)‖22 +
1
2L
‖∇R(θk)‖2‖∇Rn(θk)−∇R(θk)‖2
+
1
4L
(‖∇R(θk)‖22 + ‖∇Rn(θk)−∇R(θk)‖22)
≤R(θk)− 1
4L
‖∇R(θk)‖22 +
1
2L
‖∇R(θk)‖2 + 1
4L
2.
(16)
Recall the Theorem 1, which says that  ≤
√
p logn
n with high probability.
Now we choose  ≤ 14L0 = 140µ0, which can be satisfied by setting nlogn ≥ CpL20 from
some positive constant C. Here 0 and µ0 are constant appearing in Lemma 1, and they
do not depend on p and n.
Notice we have infθ∈Bd(0,r)\Bd(θ∗,0) ‖∇R(θ)‖2 ≥ L0 by Lemma 1, thus we have
R(θk+1) ≤ R(θk)− 1
16L
‖∇R(θk)‖22. (17)
Now combine above equation with the (15), i.e., R(θk) − R(θ∗) ≤ L
µ20
‖∇R(θk)‖2, we
obtain
R(θk+1)−R(θ∗) ≤ (1− µ
2
0
16L2
)(R(θk)−R(θ∗)).
Thus we obtain a linear convergence rate on optimality gap
R(θk)−R(θ∗) ≤ (1− µ
2
0
16L2
)k(R(θ0)−R(θ∗))
until it comes into the region Bd(θ∗, 0).
Notice it easy to transfer the convergence result on R(θk) to θk. Using (17), we have
‖∇R(θk)‖22 ≤ 16L
(
R(θk)−R(θk+1)
)
≤ 16L
(
R(θk)−R(θ∗)
)
.
Combining this with (14), we obtain
‖θk − θ∗‖22 ≤
16L
µ20
(1− µ
2
0
16L2
)k
(
R(θ0)−R(θ∗))
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Suppose at step K it comes into the region Bd(θ∗, 0), since R(θ) is strongly convex
with parameter κ0, we have
R(θK)−R(θ∗) ≥ κ0‖θK − θ∗‖22,
which implies following equation by Lemma 1
‖θK − θ∗‖22 ≤
1
κ0
(1− µ
2
0
16L2
)K
(
R(θ0)−R(θ∗)) .
Then we convert above result to the convergence to θˆ.
‖θk − θˆ‖22 ≤ 2‖θk − θ∗‖22 + 2‖θ∗ − θˆ‖22 ≤ 2‖θk − θ∗‖22 + 2(
0
2
)2
≤ 3‖θk − θ∗‖22 ≤
48L
µ20
(1− µ
2
0
16L2
)k
(
R(θ0)−R(θ∗)) , (18)
where the second inequality holds from the third result in Lemma 1, i.e., θˆ only locate in
Bp(θ∗, 0/2).
So far, we obtain the linear convergence rate to θˆ with ratio 1 − µ20
16L2
in the region
Bd(0, r)\Bd(θ∗, 0).
Then we prove the convergence in the region Bd(θ∗, 0). We apply Theorem 1 on the
Hessian of the empirical loss. We denote h = ‖∇2R(θ)−∇2Rn(θ)‖op.
λmin(∇2Rn(θ)) ≥ λmin(∇2R(θ))− ‖∇2R(θ)−∇2Rn(θ)‖op
≥ κ0 − h ≥ 1
2
κ0,
(19)
where the last inequality holds by choosing nlogn ≥ 4C0pκ20 .
Thus in the region Bd(θ∗, 0), Rˆn(θ) is strongly convex with parameter 12κ0.
According to the standard result smooth and strongly convex function using gradient
method algorithm [20], we have the rate
‖θK+t+1 − θˆ‖22 ≤ (1−
κ0
L
)‖θK+t − θˆ‖22.
Notice κ0 =
1
2L
2(Cγτ)τγ and µ0 = L
2(Cγτ)τγ (recall the the result of κ0 and µ0 in
equation (9) and (12)), generally speaking, in the late stage the algorithm converge faster
( 1− κ0L v.s. 1−
µ20
L2
) .
Now we begin to prove convergence of SVRG in the Theorem 2.
Similar to the batch case, we divide our proof into two step. The first step is in the
region θ ∈ Bd(0, r)\Bd(θ∗, 0), we have the linear convergence to θ∗. Then we use the fact
that ‖θˆ−θ∗‖2 ≤ 120, to convert the convergence result to θˆ. Then in the region Bp(θ∗, 0),
we have the linear convergence to θˆ.
Using smoothness on R(θ), we have
R(θk+1s ) ≤R(θks ) + 〈∇R(θks ), θk+1s − θks 〉+
L
2
‖θk+1s − θks‖22
=R(θks ) + 〈∇R(θks ),−ηvks 〉+
Lη2
2
‖vks‖22.
(20)
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Thus
E(R(θs)k+1) ≤ER(θks )− ηE〈∇R(θks ),∇Rn(θks )〉+
Lη2
2
E‖vks‖22
=ER(θks )− ηE‖∇R(θks )‖22 + ηE‖∇R(θks )−∇Rn(θks )‖2‖∇R(θks )‖2 +
Lη2
2
E‖vks‖22
≤ER(θks )− ηE‖∇R(θks )‖22 +
Lη2
2
E‖vks‖22 + ηE‖∇R(θks )‖2.
(21)
Now we define Ψks = E
(
R(θks ) + ck‖θks − θ˜s−1‖22
)
, cm = 0 and specify the relation of
ck and ck+1 later.
Then we bound Ψk+1s as follows
Ψk+1s =ER(θk+1s ) + ck+1E‖θk+1s − θ˜s−1‖22
=ER(θk+1s ) + ck+1E‖θk+1s − θks + θks − θ˜s−1‖22
≤ER(θk+1s ) + ck+1E‖θk+1s − θks‖22 + 2ck+1E〈−ηvks , θks − θ˜s〉+ ck+1E‖θks − θ˜s−1‖22
=ER(θk+1s ) + ck+1η2E‖vks‖22 − 2ck+1ηE〈∇Rn(θks ), θks − θ˜s〉+ ck+1E‖θks − θ˜s−1‖22
≤ER(θk+1s ) + ck+1η2E‖vks‖22 + 2ck+1η
(
1
2αk
E‖∇Rn(θks )‖22 +
1
2
αkE‖θks − θ˜s−1‖22
)
+ ck+1E‖θks − θ˜s−1‖22.
(22)
Next we provide a bound on E‖vks‖22 as follows. It is the Lemma 3 in [26] and we preset
here for completeness.
E‖vks‖22 =E‖∇`ik(θks )− `ik(θ˜s−1) +∇Rn(θ˜s−1)‖22
=E‖∇`ik(θks )− `ik(θ˜s−1) +∇Rn(θ˜s−1)−∇Rn(θks ) +∇Rn(θks )‖22
≤2E‖∇Rn(θks )‖22 + 2E‖∇`ik(θks )−∇`ik(θ˜s−1) +∇Rn(θ˜s−1)−∇Rn(θks )‖22
≤2E‖∇Rn(θks )‖22 + 2E‖∇`ik(θks )−∇`ik(θ˜s−1)‖22
≤2E‖∇Rn(θks )‖22 + 2L2E‖θks − θ˜s−1‖22.
(23)
Now we plug the result (21) and (23) in (22) and have
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EΨk+1s ≤ER(θks )− ηE‖∇R(θks )‖22 + ηE‖∇R(θks )‖2 +
ck+1
αk
ηE‖∇Rn(θks )‖22
(
Lη2
2
+ ck+1η
2)E‖vks‖22 + ck+1(1 + ηαk)E‖θk − θ˜s−1‖22
≤ER(θks )− (
3
4
η − 3ck+1
αk
η)E‖∇R(θks )‖22 + (
Lη2
2
+ ck+1η
2)E‖vks‖22 + ck+1(1 + αkη)E‖θk − θ˜s−1‖22
≤ER(θks ) +
(
ck+1(1 + αkη + 2L
2η2) + L3η2
)
E‖θks − θ˜s−1‖22 − (
3
4
η − 3ck+1
αk
η)E‖∇R(θks )‖22
+ (Lη2 + 2ck+1η
2)E‖∇Rn(θks )‖22
≤ER(θks ) +
(
ck+1(1 + αkη + 2L
2η2) + L3η2
)
E‖θks − θ˜s−1‖22 − (
3
4
η − 3ck+1
αk
η)E‖∇R(θks )‖22
+2
(
Lη2 + 2ck+1η
2
)
(E(‖R(θks )‖22 + 2))
≤ER(θks ) +
(
ck+1(1 + αkη + 2L
2η2) + L3η2
)
E‖θks − θ˜s−1‖22
− (3
4
η − 3ck+1
αk
η − 3Lη2 − 6ck+1η2)E‖∇R(θks )‖22,
(24)
where we use ‖∇Rn(θ)‖22 ≤ 2‖∇R(θ)‖22 + 22 and choose  ≤ 14L0 = 140µ0 in the second
and last inequality , and (23) in the third inequality. Notice such requirement of  can
be satisfied by setting nlogn ≥ CpL20 and the fact that in the region θ ∈ B
p(0, r)\Bp(θ∗, 0)
‖∇R(θ)‖2 ≥ L0 by Lemma 1. The fourth inequality use (a+ b)2 ≤ 2a2 + 2b2.
We assume that (34η − 3η ck+1αk − 3Lη2 − 6ck+1η2) := βk > 0 (we will verify it later by
choosing η and αk).
Recall our setting of ck = ck+1(1 + αkη + 2L
2η2) + L3η2, thus we have
Ψk+1s ≤ER(θks ) + ckE‖θks − θ˜s−1‖22 − (
3
4
η − 3η ck+1
αk
− 3Lη2 − 6ck+1η2)
=Ψks − βkE‖∇R(θks )‖22.
(25)
We set β := mink βk, then we have
E‖∇R(θks )‖2 ≤
Ψks −Ψk+1s
β
.
Then we sum over both side and have
m∑
k=0
E‖∇R(θks )‖2 ≤
Ψ0s −Ψms
β
.
Define Ψ0s := E
(
R(θ0s) + c0‖θ0s − θ˜s−1‖22
)
and θ0s = θ˜s−1 thus Ψ0s = ER(θ0s).
Remind that cm = 0 , Ψ
m
s = ER(θms ) = ER(θ0s+1), thus we have
1
T
S−1∑
s=0
m−1∑
k=0
‖∇R(θks )‖22 ≤
R(θ00)−R(θ0S)
Tβ
≤ R(θ
0
0)−R(θ∗)
Tβ
(26)
Next we bound c0 and β, recall that
22
ck = ck+1(1 + αkη + 2L
2η2) + L3η2.
We set αk as a constant α and χ = αη + 2L
2η2, thus ck = ck+1(1 + χ) + L
3η2. We
set η = κ/(Ln2/3) for some positive constant κ, α = L/(n1/3) and m = bn/2κc, thus
χ = κn +
2κ2
n4/3
≤ 2κ/n.
c0 =
κL ((1 + χ)m − 1)
2κ+ n1/3
≤ κL(1 +
2κ
n )
n
2κ − 1
2κ+ n1/3
≤ κL(e− 1)n− 13 .
Now we can lower bound β
β ≥ 3
4
η − 3η c0
α
− 3Lη2 − 6c0η2 ≥ η(3
4
− 3κ(e− 1)− 3κn− 13 − 6κ2(e− 1)/n).
Suppose n is large enough and then we can choose κ = 0.4 such that β ≥ η/2.
Now we choose T = d20L2n2/3/µ20e, use the definition of θj and (26) then have
E‖∇R(θj)‖22 ≤
(
R(θj−1)−R(θ∗))/(4L/µ20) ≤ 12E‖∇R(θj−1)‖22.
where the second equality holds from equation (15).
Thus
E‖∇R(θj)‖22 ≤ (
1
2
)jE‖∇R(θ0)‖22. (27)
Then use equation (14), we obtain
E‖θj − θ∗‖22 ≤
1
µ20
(
1
2
)jE‖∇R(θ0)‖22 ≤
L2
µ20
(
1
2
)j‖θ0 − θ∗‖22.
Then we convert the convergence result to θˆ. Particularly, we use the third result in
Lemma 1.
‖θj − θˆ‖22 ≤ 2‖θj − θ∗‖22 + 2‖θ∗ − θˆ‖22 ≤ 2‖θj − θ∗‖22 + 2(
0
2
)2
≤ 3‖θj − θ∗‖22 ≤ 3
L2
µ20
(
1
2
)j‖θ0 − θ∗‖22.
(28)
Now we calculate the gradient complexity. In each iteration, we need n + T = n +
n2/3L
2
µ20
computations of gradient (we omit some contant here). Thus the result is O((n+
n2/3L
2
µ20
)
log(1/ε)).
Then we prove the convergence in Bp(θ∗, 0). Again we apply Theorem 1 on the
Hessian of the empirical loss. We denote h = ‖∇2R(θ)−∇2Rn(θ)‖op.
λmin(∇2Rn(θ)) ≥ λmin(∇2R(θ))− ‖∇2R(θ)−∇2Rn(θ)‖op
≥ κ0 − h ≥ 1
2
κ0,
(29)
where the last inequality holds by choosing nlogn ≈ 4C0pκ20 . Thus Rn(θ) is
1
2κ0 strongly
convex. Notice this fact , the third result in Lemma 1 and other mild condition implies
there exist unique minimizer θˆ by Theorem 4 in [17].
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Now we have
Rn(θ
′) ≥ Rn(θ) + 〈∇Rn(θ), θ′ − θ〉+ κ0
4
‖θ′ − θ‖22.
Now minimize θ′ at both side, we obtain
Rn(θ)−Rn(θˆ) ≤ ‖∇Rn(θ)‖
2
2
κ0
.
The following step is to similar to the case in Bp(0, r)\Bp(θ∗, 0) . Notice In the proof,
the objective function is Rn(θ) rather than R(θ). We also need to replace
µ20
L by κ0.
Here we list different steps.
Using the smoothness of Rn(θ), we have
Rn(θ
k+1
s ) ≤ Rn(θks ) + 〈∇Rn(θks ),−ηvks 〉+
Lη2
2
‖vks‖22. (30)
Thus
E(Rn(θs)k+1) ≤ ERn(θks )− ηE‖∇Rn(θks )‖22 +
Lη2
2
E‖vks‖22 (31)
Now we define Ψks = E
(
Rn(θ
k
s ) + ck‖θks − θ˜s−1‖22
)
. Notice in the following derivation we
do not have the error term ‖∇Rn(θ)−∇R(θ)‖2, since we directly analyze Rn(θ). Now we
provide counterpart of (22), and notice the only difference is Rn(θ) rather than R(θ).
Ψk+1s =ERn(θk+1s ) + ck+1E‖θk+1s − θ˜s−1‖22
≤ERn(θk+1s ) + ck+1E‖θk+1s − θks‖22 + 2ck+1E〈−ηvks , θks − θ˜s〉+ ck+1E‖θks − θ˜s−1‖22
=ERn(θk+1s ) + ck+1η2E‖vks‖22 − 2ck+1ηE〈∇Rn(θks ), θks − θ˜s〉+ ck+1E‖θks − θ˜s−1‖22
≤ERn(θk+1s ) + ck+1η2E‖vks‖22 + 2ck+1η
(
1
2αk
E‖∇Rn(θks )‖22 +
1
2
αkE‖θks − θ˜s−1‖22
)
+ ck+1E‖θks − θ˜s−1‖22.
(32)
Now combine (31) and (32) and (23) together, we have
EΨk+1s ≤ ERn(θks ) +
(
ck+1(1 + αkη + 2L
2η2) + L3η2
)
E‖θks − θ˜s−1‖22 − (η −
ck+1
αk
η − 3Lη2 − 6ck+1η2)E‖∇Rn(θks )‖22.
(33)
Following step are same with that in the region Bp(0, r)\Bp(θ∗, 0) modulus some
changes of constants. Thus the gradient complexity is
O((n+ n2/3 L
κ0
) log(1/ε)
)
.
Notice κ0 =
1
2L
2(Cγτ)τγ and µ0 = L
2(Cγτ)τγ, thus κ0 ≥ µ20/L (suppose L/µ0 > 2, it
is common in machine learning problem, especially when the problem is ill-conditioned). It
means in Bp(θ∗, 0) the algorithm converge faster than the region outside the neighborhood
of θ∗.
Thus the final gradient complexity is
O((n+ n2/3L2
µ20
)
log(1/ε)).
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We start to proof the convergence of SAGA. Before we start the main proof, we present
the following lemma which is the Lemma 4 in [27].
Lemma 2. For the iterates θk, vk and αti where t ∈ {0, ..., T − 1} in SAGA, the following
inequality holds: E‖Rn(θk)− vk‖22 ≤ L
2
nb
∑n
i=1 E‖θk − αki ‖22.
Convergence of SAGA. We define  = supθ∈Bp(0,r) ‖∇R(θ)−∇Rn(θ)‖2. Use the smooth-
ness of R(θ), we obtain
ER(θk+1) ≤E[R(θk) + 〈∇R(θk), θk+1 − θk〉+ L
2
‖θk+1 − θk‖22]
=ER(θk) + E〈∇R(θk),−ηvk〉+ Lη
2
2
E‖vk‖22.
≤ER(θk)− ηE‖∇R(θk)‖22 + (
Lη2
2
− η
4
)E‖vk‖22 + ηE‖∇R(θk)‖2 +
η
4
E‖vk‖22,
(34)
where we use the fact ‖∇R(θk)−∇Rn(θk)‖2 ≤ .
Notice vk is an unbiased estimator of ∇Rn(θk). Thus E‖vk‖2 = E‖vk −∇Rn(θk)‖22 +
E‖∇Rn(θk)‖22.
Thus we have
ER(θk+1) ≤ER(θk)− (ηE‖∇R(θk)‖22 −
η
4
E‖∇Rn(θk)‖22) +
η
4
E‖vk −∇Rn(θk)‖22 + ηE‖∇R(θk)‖2 + (
Lη2
2
− η
4
)E‖vk‖22
≤ER(θk)− (ηE‖∇R(θk)‖22 −
η
2
E‖∇R(θk)‖22 − E
η
2
2) + ηE‖∇R(θk)‖2 + η
4
E‖vk −∇Rn(θk)‖22
+ (
Lη2
2
− η
4
)E‖vk‖22
≤ER(θk)− (η
2
E‖∇R(θk)‖22 − E
η
2
2) + ηE‖∇R(θk)‖2 + η
4
L2
nb
n∑
i=1
E‖θk − αki ‖22
+ (
Lη2
2
− η
4
)E‖vk‖22,
(35)
where the second inequality uses (a + b)2 ≤ 2a2 + 2b2, and the third inequality applies
Lemma 2.
We define the Lyapunov function Ψk = ER(θk)+ ckn
∑n
i=1 ‖θk−αki ‖22 with ck = ck+1(1+
β)(1− p) + ηL24b and cK = 0.
Ψk+1 =ER(θk+1) +
ck+1
n
n∑
i=1
E‖θk+1 − αk+1i ‖22
=E{R(θk+1) + ck+1p
n
n∑
i=1
‖θk+1 − θk‖22 +
ck+1(1− p)
n
n∑
i=1
‖θk+1 − αki ‖22}
≤E{R(θk+1) + ck+1p
n
n∑
i=1
‖θk+1 − θk‖22 +
ck+1(1− p)
n
n∑
i=1
(‖θk+1 − θk‖22 + ‖θk − αki ‖22 + 2〈θk+1 − θk, θk − αki 〉)}
≤E{R(θk+1) + ck+1(1 + 1− p
β
)‖ηvk‖22 +
ck+1(1 + β)(1− p)
n
n∑
i=1
‖θk − αki ‖22},
(36)
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where the second equality uses the definition of αk in the algorithm, p = 1− (1− 1n)b. The
first inequality uses the fact 2ab ≤ a2β + βb2.
Now we plug in the equation (35), and have
Ψk+1 ≤E{
(ck+1(1 + β)(1− p)
n
+
ηL2
4nb
) n∑
i=1
‖θk − αki ‖22 +
(
ck+1(1 +
1− p
β
)η2 +
Lη2
2
− η
4
)‖vk‖22
+R(θk)− (η
2
‖∇R(θk)‖22 −
η
2
2) + η‖∇R(θk)‖2}.
(37)
Recall we set ck = ck+1(1 + β)(1− p) + ηL
2
4b . We claim ck+1(1 +
1−p
β )η
2 + Lη
2
2 − η4 ≤ 0
by following the same argument in [27] (equation (29)) to bound ck.
We set b = (n2/3),η = 2ρ/L, β = b/4n and ρ ≤ 110 and K = d3L/µ20ηe. Notice cK = 0
and p = 1 − (1 − 1n)b ≥ 1 − 11+b/n ≥ b2n thus we have (1 + β)(1 − p) ≤ 1 − p + β ≤ b/4n.
Then we obtain
ck ≤ ck+1(1− λ) + ηL
2
4b
,
where λ = b/4n.
Then recurse above equation, we have
ck ≤ ηL
2
4b
(
1− (1− λ)K−k
λ
) ≤ 2nρL
b2
.
Combine this upper bound of ck and the setting of η, β, p, b, we can easily verify
ck+1(1 +
1−p
β )η
2 + Lη
2
2 − η4 ≤ 0.
Thus we have
Ψk+1 ≤ Ψk − (η
2
E‖∇R(θk)‖22 −
η
2
2) + Eη‖∇R(θk)‖2. (38)
We choose  ≤ 14L0 = 140µ0, which can be satisfy by setting nlogn ≥ 16pL20 using the
Theorem 1. And notice by Lemma 1 we have for θ ∈ Bp(0, r)\Bp(θ∗, 0) ‖∇R(θ)‖2 ≥ L0.
Thus we have
Ψk+1 ≤ Ψk − η
3
E‖∇R(θk)‖22. (39)
Summation over both side we obtain,
ΨK ≤ Ψ0 − η
3
K−1∑
k=0
E‖∇R(θk)‖22.
Notice ΨK = ER(θK) and Ψ0 = ER(θ0), then we get
(
η
3
K−1∑
k=0
E‖∇R(θk)‖22)/K ≤
(
ER(θ0)− ER(θK))/K ≤ (ER(θ0)− ER(θ∗))/K.
Recall the definition of θj , and in jth epoch notice θ
0 = θj−1 by the algorithm, we
have
26
η3
E‖∇R(θj)‖22 ≤
(
ER(θ0)− ER(θ∗))/K ≤ L
2Kµ20
E‖∇R(θj−1)‖22.
Now we choose K = d 3L
µ20η
e, thus
E‖∇R(θj)‖22 ≤
1
2
E‖∇R(θj−1)‖22
The following steps are same with that in SVRG (from equation (27)). Now we cal-
culate the gradient complexity. Choose η = 15L (recall η = 2ρ/L ≤ 15L), the gradient
complexity is O(n+ n2/3L2
µ20
) log2(1/ε) since b ≈ C1n2/3,K ≈ C2L2/(µ20) with some abso-
lute positive constant C1 C2.
Then we prove the convergence in the region Bp(θ∗, 0). Similar to the SVRG, we apply
Theorem 1 on the Hessian of the empirical loss. We denote h = ‖∇2R(θ)−∇2Rn(θ)‖op.
λmin(∇2Rn(θ)) ≥ λmin(∇2R(θ))− ‖∇2R(θ)−∇2Rn(θ)‖op
≥ κ0 − h ≥ 1
2
κ0,
(40)
where the last inequality holds by choosing nlogn ≥ 4C0pκ20 . Thus Rn(θ) is
1
2κ0 strongly
convex and we have
Rn(θ
′) ≥ Rn(θ) + 〈∇Rn(θ), θ′ − θ〉+ κ0
4
‖θ′ − θ‖22.
Now minimize θ′ at both side, we obtain
Rn(θ)−Rn(θˆ) ≤ ‖∇Rn(θ)‖
2
2
κ0
.
The proof is similar to the case of SAGA in Bp(0, r)\Bp(θ∗, 0). Notice now we analyze
Rn(θ) rather than R(θ) and we do not the error term  := supθ∈Bp(0,r) ‖∇R(θ)−∇Rn(θ)‖2.
Following similar analysis in equation (35), we have
ERn(θk+1) ≤ ERn(θk)− η
2
E‖∇R(θk)‖22 + +
η
2
L2
nb
n∑
i=1
E‖θk − αki ‖22 + (
Lη2
2
− η
2
)E‖vk‖22
(41)
Then define Ψk = ERn(θk) + ckn
∑n
i=1 ‖θk − αki ‖22.
Following steps are same except now we choose K = d 6Lκ0η e and some modulus changes
constants.
Thus in Bp(θ∗, 0), we have the gradient complexity
O((n+ n2/3 L
κ0
) log(1/ε)
)
.
Again, notice κ0 =
1
2L
2(Cγτ)τγ and µ0 = L
2(Cγτ)τγ, thus κ0 ≥ µ20/L (suppose
L/µ0 > 2, it is common in machine learning problem, especially when the problem is ill-
conditioned). It means in Bp(θ∗, 0) the algorithm converge faster than the region outside
the neighborhood of θ∗.
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Thus the final gradient complexity is
O((n+ n2/3L2
µ20
)
log(1/ε))
.
B Robust regression
The following Lemma is similar to [17].
Lemma 3. if Assumption 2 is satisfied and ‖θ∗‖2 ≤ r3 , then we have
• There exist 0 and some positive constant κ0 such that
inf
θ∈Bp(θ∗,0)
λmin(∇2R(θ)) ≥ κ0
• There exist some positive constant L0 and µ0 such that,
inf
θ∈Bp(θ∗,0)
‖∇R(θ)‖2 ≥ L0
,
〈θ − θ∗,∇R(θ)〉 ≥ µ0‖θ − θ∗‖22, θ ∈ Bp(0, r).
• For all θ ∈ Bp(0, r)\Bp(θ∗, 0/2), ‖∇Rn(θ)‖2 > 0.
Proof.
uT∇2R(θ∗)u = Eψ′()〈X,u〉2 = Eψ′()E〈X,u〉2
= g′(0)E〈X,u〉2 ≥ g′(0)E〈X,u〉2 = c1γτ2
(42)
Then we bound the operator norm of ∇2R(θ)−∇2R(θ∗).
|uT (∇2R(θ)−∇2(θ∗))u| =|E{(ψ′(〈X, θ∗ − θ〉+ )− ψ′())〈X,u〉}|
(a)
= |E{ψ′′(ξ)〈X, θ∗ − θ〉〈X,u〉2}|
≤ LψE{|〈X, θ∗ − θ〉|〈X,u〉2}
(b)
≤ (E〈θ − θ∗〉2E〈X,u〉4)
(c)
≤ Lψ(‖θ − θ∗‖22τ6C4)1/2
= Lψ
√
C4‖θ − θ∗‖2τ3
(43)
where (a) uses the intermediate value theorem, the (b) uses Cauchy-Schwarz inequality,
(c) uses equation (7) again.
Now we choose 0 =
c1γ
2Lψ
√
C4τ
then in the region Bp(θ∗, 0) we have λmin(∇2R(θ)) ≥
κ0 :=
c1
2 γτ
2.
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Then we bound the directional gradient. Again we define let U ∈ R2×d be an orthogonal
transform from Rp to R2, whose row space contain θ and θ∗ and A = {‖UX‖2 ≤ 2s3r}.
〈θ − θ∗,∇R(θ)〉 =E{Eψ(〈θ∗ − θ,X〉+ )〈θ∗ − θ,X〉}
=E{g(〈θ∗ − θ〉)〈θ∗ − θ,X〉}
≥L(s)E{〈θ − θ∗, X〉2 − 〈θ − θ∗, X〉21AC}
≥L(s){γτ2‖θ − θ∗‖22 −
(
E〈θ − θ∗〉4P(Ac))1/2}
≥L(s)‖θ − θ∗‖22τ2(γ −
√
C4P(Ac).
(44)
Similar to the proof of Lemma 1, use the the fact that X is a τ2 sub-Gaussian, we have
P(Ac) = P(‖UX‖2 ≥ 2s
3r
) ≤ P (|U1, X| ≥
√
2s
3r
) + P (|U2, X| ≥
√
2s
3r
) ≤ 4 exp( −s
2
9r2τ2
).
Thus we have
〈θ − θ∗,∇R(θ)〉 ≥ 2L2(s)‖θ − θ∗‖22τ2
(
γ − 2
√
C4 exp(
−s2
18r2τ2
)
)
.
We set s = 3
√
2Crτ and 2
√
C4 exp(− −s218r2τ2 ) ≤ 12γ.
We then denote µ0 = γL
2(s)τ2, then have
〈θ − θ∗,∇R(θ)〉 ≥ µ0‖θ − θ∗‖22, (45)
which implies ‖∇R(θ)‖2 ≥ µ0‖θ − θ∗‖.
For θ ∈ Bp(0, r)\Bp(θ∗, 0/2), we have
inf
θ∈Bp(0,r)\Bp(θ∗,0/2)
〈∇Rn(θ), θ − θ∗〉
‖θ − θ∗‖
≥ inf
infθ∈Bp(0,r)\Bp(θ∗,0/2)
〈∇R(θ), θ − θ∗〉
‖θ − θ∗‖ − supθ∈Bp(0,r)\Bp(θ∗,0/2)
‖∇Rn(θ)−∇R(θ)‖2
≥ inf
θ∈Bp(0,r)\Bp(θ∗,0/2)
µ0‖θ − θ∗‖2 − 1
4
µ00 ≥ 1
4
µ00
(46)
Then we have
‖θ − θ∗‖2‖∇Rn(θ)‖2 ≥ µ0
4
‖θ − θ∗‖,
Thus ‖∇R(θ)‖2 > 0.
Proof of Theorem 3. Proof of the convergence of gradient decent method, SVRG and
SAGA are basically same with that in binary classification case. What we do is to replace
the corresponding L0 µ0, κ0, follow same line and finish the proof.
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