Motivated by mobile edge computing and wireless data centers, we study a wireless distributed computing framework where the distributed nodes exchange information over a wireless interference network. Our framework follows the structure of MapReduce. This framework consists of Map, Shuffle, and Reduce phases, where Map and Reduce are computation phases and Shuffle is a data transmission phase. In our setting, we assume that the transmission is operated over a wireless interference network. We demonstrate that, by duplicating the computation work at a cluster of distributed nodes in the Map phase, one can reduce the amount of transmission load required for the Shuffle phase. In this work, we characterize the fundamental tradeoff between computation load and communication load, under the assumption of one-shot linear schemes. The proposed scheme is based on side information cancellation and zeroforcing, and we prove that it is optimal in terms of computationcommunication tradeoff. The proposed scheme outperforms the naive TDMA scheme with single node transmission at a time, as well as the coded TDMA scheme that allows coding across data, in terms of the computation-communication tradeoff.
I. INTRODUCTION
In recent years, communication continuously moves from wireline to wireless links. For example, traffic from wireless and mobile devices will account for two-thirds of total IP traffic by 2020 (cf. [1] ). For another example, wireless data centers (e.g. [2] , [3] ) become an attracting solution due to the low cost for cabling. Moreover, distributed computing is popular for its capability of processing a large amount of data in distributed nodes. In this work, we study MapReduce distributed computing over a wireless interference network.
In MapReduce distributed computing (cf. [4] ), data is first split and processed (called Map) at the distributed nodes, and then the results are shuffled (called Shuffle), and processed again (called Reduce). As the amount of data and the number of nodes grow, the Shuffle phase could lead to a significant delay for the overall performance. In this work, we study a MapReduce-based wireless distributed computing framework, where the Shuffle phase is operated over a wireless interference network, and explore the advantages of wireless communication to reduce the system latency.
We parameterize the MapReduce problem by N, K, r, Q, where N is the number of data files, K is the number of nodes, each file is duplicated at r nodes on average (called computation load), and Q is the number of Reduce functions. See Fig. 1 for an example. In this example, three distributed nodes (K = 3) seek to compute three Reduce functions (Q = 3) for three data files (N = 3), with each file stored at two nodes (r = 2). Every Map function takes one file Fan In our setting, communication in the Shuffle phase takes place over a wireless interference channel. Assume that the channel state information is available to all nodes, and the communication is full-duplex. Let the (non-interfered) transmission time of 1 intermediate value be 1 time unit, namely, a coded packet corresponding to a q,n is transmitted using 1 time unit, such that a q,n can be successfully decoded. In order to handle interference, we have the following possible solutions. Fig. 2 . Comparison on the communication load vs. computation load performance for uncoded TDMA scheme, coded TDMA, and the optimal one-shot linear scheme, given K = 10, N = 2520, and Q = 360.
In this paper we study the shuffle communication time units normalized by N Q, termed as communication load, which is a function of K and the computation load r. For practical purposes, we assume that the one-shot linear scheme is used, where each intermediate value is encoded into a coded packet, and the transmitted symbol is a linear combination of the coded packets in the cache, ensuring that the coded packet can be decoded at the intended receiver with a linear operation. We show that the optimal communication load is given as
The significant improvement of our scheme compared to uncoded and coded TDMA schemes is depicted in Fig. 2 . The two key factors to obtain (1) are side information cancellation and zero-forcing. The role of side information has been demonstrated in the example of Fig. 1 . If an intermediate value is stored in multiple nodes, then by simultaneously transmitting this intermediate value from these nodes, the corresponding signal may be zero-forced at some undesired receivers. It is similar to the interference cancellation in a MISO interference channel. In fact, we convert our problem to a MISO interference channel problem to obtain the converse.
In this paper, the technical challenges lie in both the converse and achievability. For the converse, our main task is to bound the maximum number of coded packets that can be transmitted simultaneously at any time unit. In particular, the problem is more challenging when different files are replicated with different numbers of times, referred to as asymmetric file replications. For the achievability, the difficulty lies in the case with r < K/2, where interference might not be eliminated completely if all nodes participate in transmission simultaneously.
In [5] , coded MapReduce was introduced to utilize cache and broadcast to reduce communication delay. A lot of work has appeared after that regarding communication in distributed computation, e.g. [6] , [7] and the references therein. On the other hand, communication under wireless networks was studied for distributed computation (cf. [8] and [9] ) and content distribution (cf. [10] - [12] ).
Throughout this work, [c 1 : c 2 ] denotes the set of nonnegative integers from c 1 to c 2 , for c 1 ≤ c 2 . | • | denotes the mag-nitude of a scalar or the cardinality of a set. f (x) = o(g(x)) implies that lim x→∞ f (x)/g(x) = 0.
II. SYSTEM MODEL
We consider a wireless distributed computing system based on a MapReduce framework (cf. [4] , [5] ), where K nodes (servers) first compute Map functions to generate intermediate values for N input files, and then exchange (Shuffle) information over a wireless interference channel, and finally compute Q outputs (Reduce functions), N ≥ K. The formal model is described as follows.
Map phase: Consider a total of N independent input files
The computation load of the system is defined as the total number of map functions computed over K nodes, normalized by the total number of independent files, that is, r 
for k ∈ [1 : K]. Therefore, it only requires G k {a q,n : q ∈ W k , n ∈ [1 : N ], n / ∈ M k }. The communication over this interference channel at time t is modeled as
where y k (t) denotes the received signal at Node k at time t; x k (t) is the transmitted signal of Node k at time t subject to a power constraint E[|x k (t)| 2 ] ≤ P , and z k (t) ∼ CN (0, 1) denotes the additive white Gaussian noise (AWGN). h k,i ∈ C denotes the coefficient of the channel from Transmitter i to Receiver k, assumed to be fixed and known by all the nodes, for all k, i ∈ [1 : K]. We assume that all submatrices of the channel matrix consisting of all the channel coefficients are full rank. We also assume that the absolute value of each channel coefficient is bounded between a finite maximum value and a nonzero minimum value. We consider the fullduplex communication, where each node can receive and transmit signal at the same time.
In this phase, each node first employs a random Gaussian coding scheme to encode each of its generated intermediate values a q,n ∈ F B 2 into a coded packetã q,n ∈ C τ , corresponding to τ channel uses (called a block), for some integer τ such that B = τ log P + o(τ log P ). The rate is B/τ ≈ log P bits/channel use, equivalent to one degree of freedom (DoF). The transmission of all the required coded packets takes place over a total of T blocks. In block , a subset of the required packets, denoted by D , is delivered to a subset of receivers whose indices are denoted by R , with each packet intended for one of the receivers, i.e., |D | = |R |, for D ∩ D = ∅, ∀ , ∈ [1 : T ], = .
Specifically, in block we consider the one-shot linear scheme. The signal transmitted by Node i, denoted by x i [ ] ∈ C τ , is a linear combination of the coded packets {ã q,n :ã q,n ∈ D , n ∈ M i } generated by Node i, that is,
where β i,q,n is the beamforming coefficient, for ∈ [1 : T ] and i ∈ [1 : K]. Then, the received signal of Node k at block takes the following form
where z k [ ] ∈ C τ denotes the noise vector at Receiver k (Node k) in block , for k ∈ [1 : K]. In terms of decoding, Node k uses its side information (the generated coded packets) P k {ã q,n : a q,n ∈ P k }, to subtract the interference from y k [ ] using a linear function, denoted as,
The communication in block , ∈ [1 : T ], is successful if there exist linear operations as in (4) and (6) to obtain
for ∀k ∈ R andã q,n ∈ D ∩ {ã q ,n : a q ,n ∈ G k }. Because the channel in (7) is a point to point AWGN channel and its capacity is roughly log P bits/channel use, a q,n can be decoded with vanishing error probability as B increases.
Reduce phase: Node k computes the Reduce function b q , q ∈ W k , as a function of (a q,1 , a q,2 , · · · , a q,N ). In this work we consider a symmetric job assignment, that is, each node has Q/K number of output functions to compute, for Q K ∈ N. Specifically, |W 1 | = |W 2 | = · · · = |W K | = Q/K, and W k ∩ W j = ∅ for any k, j ∈ [1 : K], k = j.
We define the communication load of this wireless distributed computing system as L T N Q . We also define the computation-communication function of this wireless distributed computing system, for a given computation load r, as L * inf{L : (r, L) is feasible}.
III. MAIN RESULTS
This section provides the main results of this work for the wireless distributed computing system defined in Section II. Due to the lack of space, we present sketches of the converse and achievability proofs in Sections V and VI, leaving detailed proofs in the long version of this work [13] .
Theorem 1. For the wireless distributed computing system defined in Section II, with the assumption of one-shot linear schemes and a sufficiently large N , the computationcommunication function, L * , is characterized as
Theorem 1 provides a fundamental tradeoff between the communication load L and the computation load r for the wireless distributed computing system defined in Section II. The achievability of Theorem 1 is based on a one-shot linear scheme that utilizes the methods of zero-forcing and interference cancellation with side information. The proposed scheme turns out to be optimal.
From the achievability proof in Section VI, Theorem 1 holds when N is a multiple of some N 0 that depends on (K, r), or when N is sufficiently large. Note that, in practice, the dataset to be processed is typically big (big data) for the distributed computing systems. The whole dataset can be partitioned into N files and N can be large.
Since the Reduce functions indexed by W k need QN/K intermediate values as inputs and Q · |M k |/K of them have been cached at Node k, it implies that the total number of intermediate values required by Node k is Q K (N − |M k |). Therefore, the total number of intermediate values required to be delivered in the Shuffle phase, denoted as C total , can be expressed as
Remark 1 (Uncoded TDMA scheme). In the uncoded TDMA scheme, only one node delivers one (uncoded) intermediate value at each transmission block. From (9), the communication load L is expressed as L Uncoded-TDMA = 1 − r K , r ∈ [1 : K]. Remark 2 (Coded TDMA scheme). In the coded TDMA scheme, one node delivers one coded intermediate value at each transmission block. From the result in [5] , the communication load L of this coded TDMA scheme is L Coded-TDMA = 1 r · 1 − r K , r ∈ [1 : K].
IV. A MOTIVATING EXAMPLE
In the introduction, we saw an example of one-shot linear scheme in the Shuffle phase with K = Q = N = 3 and r = 2. The scheme exploits the side information for interference cancellation (side information cancellation). In the following, we show an example based on the methods of side information cancellation and zero-forcing. Both examples satisfies r ≥ K/2. In our extended version [13] we include another example with r < K/2 using partial zero-forcing and side information cancellation.
Let us consider the case of (K = Q = 4, N = 6, r = 2). As shown in Fig. 3 , we assign three files for each node such that M 1 = {1, 2, 3}, M 2 = {1, 4, 5}, M 3 = {2, 4, 6} and M 4 = {3, 5, 6}. We consider the case where the k-th Reduce function is assigned to Node k, for k = 1, 2, 3, 4.
In the Map phase, each node generates a set of intermediate values. Then, each intermediate value (e.g., a 1,4 ) is mapped into a coded packet (e.g.,ã 1, 4 ). Let S n represent the indices of all the nodes having File n, n ∈ [1 : N ]. We use v Sn,q,n ∈ C |Sn| to denote the beamforming vector for the coded packetã q,n that is transmitted from a set of nodes indexed by S n (denoted as a virtual Transmitter S n vector for the coded packetã 1,4 , where β 2,1,4 and β 3,1,4 denote the beamforming coefficients of Node 2 and Node 3, respectively, with S n = {2, 3}. We let h k,Sn ∈ C |Sn| denote the coefficient vector of the channel from virtual Transmitter S n to Receiver k, k ∈
In order to compute the first Reduce function, Node 1 needs the intermediate values (a 1,1 , a 1,2 , a 1,3 , a 1,4 , a 1,5 , a 1,6 ). Since three intermediate values (a 1,1 , a 1,2 , a 1,3 ) are already available at Node 1 after the Map phase, Node 1 only needs to obtain (a 1,4 , a 1,5 , a 1,6 ) in the Shuffle phase. Similarly, (a 2,2 , a 2,3 , a 2,6 ), (a 3,1 , a 3,3 , a 3,5 ) and (a 4,1 , a 4,2 , a 4,4 ) need to be delivered to Nodes 2, 3 and 4, respectively (see Fig. 3 ). We will show that three blocks (T = 3) are sufficient for delivering all the required intermediate values.
In the first block, four required intermediate values a 1,4 , a 2,3 , a 3,3 and a 4,4 are transmitted to Nodes 1, 2, 3 and 4, respectively. Specifically, the transmitted signals of four nodes are given as In the above expansion of y 1 [1] , the second and the third terms can be removed by using side informationã 2,3 andã 3,3 at Node 1, while the fourth term can be canceled out due to our design in (14) . Therefore, Node 1 can decode the desired intermediate value a 1, 4 . Similarly, Nodes 2, 3 and 4 can decode the desired a 2,3 , a 3,3 and a 4,4 , respectively. By applying the same methods, in the second block the desired intermediate values a 1,5 , a 2,2 , a 3,5 and a 4,2 can be delivered to Nodes 1, 2, 3 and 4, respectively, while in the third block, the desired intermediate values a 1,6 , a 2,6 , a 3,1 and a 4,1 can be delivered to Nodes 1, 2, 3 and 4, respectively. Therefore, with the methods of side information cancellation and zero-forcing, each node can obtain the desired intermediate values by using three blocks (T = 3) in the Shuffle phase.
V. CONVERSE PROOF FOR THEOREM 1
We first bound the maximum number of coded packets (of the corresponding intermediate values) that can be transmitted simultaneously in block , denoted by |D |, for ∈ [1 : T ]. We take a similar approach as in [12] , [14] . Recall that in block we have coded packets D to be transmitted to the receivers indexed by R , with |R | = |D |. S n = {i : n ∈ M i } represents the indices of all the nodes having file w n , n ∈ [1 : N ]. From our definition, the transmitters indexed by S n can be viewed as a virtual transmitter (i.e., virtual Transmitter S n ). In block , the transmitted signal from Node i takes the form as in (4) . Then, the received signal of Node k, k ∈ R , takes the following form 
where h k,Sn h k,S 1 n , h k,S 2 n , · · · , h k,S |Sn | n T denotes the channel vector from virtual Transmitter S n to Receiver k; v Sn,q,n β S 1 n ,q,n , β S 2 n ,q,n , · · · , β S |Sn | n ,q,n T denotes the beamforming vector for coded packetã q,n that is transmitted from virtual Transmitter S n ; S j n denotes the jth element of set S n . From (16), we can conclude that the channel of packet transmission can be transformed into a MISO interference channel. The MISO interference channel has |R | singleantenna receivers and |D | virtual transmitters. Note that virtual Transmitter S n has |S n | antennas, for n ∈ [1 : N ].
In what follows let us first consider the case where each file w n is stored at |S n | = r nodes. For the other case where different files may be replicated different times (asymmetric file replications), the proof is provided in the long version [13] .
Let us focus on the transmission of one coded packetã q,n associated with the intermediate value a q,n , for a given pair (q, n). Assume it is transmitted in block , and is intended for Receiver k, for ∈ [1 : T ] and k ∈ [1 : K]. Based on a MISO interference channel, a beamforming vector v Sn,q,n ∈ C |Sn| is used by virtual Transmitter S n to transmit the corresponding coded packetã q,n . At the receiver side, at most |S n | unintended receivers can use their side information to cancel the interference associated withã q,n (the best scenario happens when S n ⊆ R ), which implies that the interference associated withã q,n should be zero-forced at least at a set of other |R | − |S n | − 1 receivers, whose indices are denoted by J n . Therefore, for H ∈ C (|R |−|Sn|−1)×|Sn| denoting the channel from virtual Transmitter S n to the receivers indexed by J n , we should have Hv Sn,q,n = 0 (17) in order to remove the interference associated withã q,n at the receivers indexed by J n . Given that H is full rank and v Sn,q,n should be nonzero, a necessary condition for the existence of the solution to (17) becomes |R |−|S n |−1 ≤ |S n |−1, which gives |D | = |R | ≤ 2|S n | = 2r. Furthermore, it is obvious that |D | ≤ K. Then, we can conclude that, at block the maximum number of transmitted coded packets satisfies
Since in one block we can transmit |D | coded packets, combining (9) 
VI. ACHIEVABILITY PROOF FOR THEOREM 1
In this section, we provide the sketches of the achievability proof for Theorem 1. We consider the case when the number of files, N , is sufficiently large. Note that for a sufficiently large number of files N , we have αN 0 < N ≤ (α + 1)N 0 for some nonnegative integer α. Here N 0 = K r if r ≥ K/2, and N 0 = K−r−1 r−1 K r if r < K/2. In the scheme we add ∆ = (α + 1)N 0 − N empty files (0 ≤ ∆ < N 0 ), and then the number of input files becomes N = (α + 1)N 0 . Afterwards, for every K r files, we design a symmetric file placement such that each file is placed at r out of the K nodes (see Fig. 3 for example). Then, the same placement can be copied N / K r times to complete the placement of N input files. Since communication is not needed when r ≥ K, we will just focus on the cases when r < K. Similar to (9) , the total number of intermediate values to be transmitted is N Q 1 − r K . Let us focus on the transmission of one intermediate value a q,n , for a given pair (q, n). Assume it is transmitted in block , and is intended for Receiver k for ∈ [1 : T ] and k ∈ [1 : K]. Recall that S n denotes the indices of r nodes having the intermediate value a q,n . This set of transmitters is viewed as a virtual transmitter. R denotes the indices of receivers in block . J n denotes the indices of receivers excluding the intended Receiver k and the transmitters indexed by S n , namely, J n = R \{{k} ∪ S n }. The interference at receivers J n will be removed by zero-forcing. From the analysis in the converse proof, the number of receivers without interference from a q,n , excluding the intended Receiver k, is:
[side information cancellation:] |S n ∩ R | ≤ |S n | = r, (19) [zero-forcing:] |J n | ≤ min{r − 1, K − r − 1}.
(20)
Next we show achievable schemes such that equalities hold in (19) and (20) . Hence, the number of transmitted coded packets in a block is |D | = |R | = r + min{r − 1, K − r − 1} + 1 = min{K, 2r}.
A. The case of r ≥ K/2 In this case, K intermediate values are transmitted in each block (see one example in Section IV). In [13] we show in details how to transmit K intermediate values in each block.
Then the number of blocks to transmit all the required intermediate values is
where the second term can be bounded by ∆Q 1 − r K /K < N 0 Q 1 − r K /K = o(N ) and o(N )/N vanishes when N → ∞. Therefore, for a large N , the communication load L is L = T N Q = 1− r K K .
B. The case of r < K/2 In this case, at each transmission block we choose 2r nodes out of K nodes as receivers, and a subset of them as transmitters. We show in [13] that 2r intermediate values can be transmitted for each block without interference.
Similar to the steps in the previous case, the number of transmission blocks T in this case is
Finally, for a large N , the communication load L is given as
