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ALLOCATION ÉCO-ÉNERGÉTIQUE DE RESSOURCES DANS LES FUTURS
RÉSEAUX SANS FIL: APPLICATION AUX SYSTÈMES MULTI-ANTENNES À
GRANDE ÉCHELLE
Rami HAMDI
RÉSUMÉ
Dans cette thèse, on étudie le problème d’allocation de ressources pour les réseaux sans ﬁl
qui intègrent des systèmes multi-entrées multi-sorties (MIMO) à grande échelle. Ces sys-
tèmes sont considérés comme des technologies clés pour les futurs réseaux sans ﬁl 5G et sont
basés sur l’instauration de centaines d’antennes pour desservir simultanément des dizaines
d’utilisateurs sur les mêmes ressources temps-fréquence. Les gains obtenus par les systèmes
MIMO à grande échelle ne peuvent être pleinement exploités sans des stratégies adéquates
d’allocation de ressources. Par conséquent, le but de cette thèse est de développer des solu-
tions d’allocation de ressources pour les systèmes MIMO à grande échelle en considérant le
coût énergétique du réseau.
Dans un premier temps, cette thèse étudie la liaison descendante d’une station de base équipée
d’un système MIMO à grande échelle tout en prenant en compte la consommation de l’énergie
par le cicuit des chaînes RF. Cette consommation d’énergie par le circuit implique que le débit
maximal n’est pas atteint en activant toutes les chaînes RF. Ainsi, nous dérivons le nombre
optimal de chaînes RF activées. De plus, des algorithmes efﬁcaces de sélection d’antennes,
d’ordonnancement d’utilisateurs et d’allocation de puissance qui maximisent le débit sont pro-
posés et comparés. En outre, l’équité est étudiée en considérant une puissance de réception
égale entre les utilisateurs.
Par la suite, on étudie dans cette thèse un système MIMO distribué à grande échelle alimenté
par des sources d’énergie récoltée. Les stratégies optimales de gestion de l’énergie on-line et
off-line sont proposées. De plus, un algorithme de gestion d’énergie on-line basé sur la prédic-
tion d’énergie est proposé. Le problème de faisabilité est abordé en proposant un algorithme
efﬁcace de suppression de liens. Enﬁn, pour une meilleure efﬁcacité énergétique, la sélection
d’antenne dans ce système est incorporée.
Le réseau dorsal (backhaul) sans ﬁl représente une solution alternative permettant une con-
nexion à faible coût entre les stations de base micro et la station de base macro dans les
réseaux hétérogènes. La coexistence entre MIMO à grande échelle, les réseaux hétérogènes
et le réseau d’amenée sans ﬁl est une voie de recherche prometteuse. Ainsi, on propose une
nouvelle technique de transmission capable de gérer efﬁcacement les interférences dans les
réseaux hétérogènes. Le paramètre de division temporelle optimal et la puissance d’émission
allouée sont dérivés. La technique de transmission proposée s’avère plus efﬁcace en termes
de consommation d’énergie que la technique conventionnelle à division de temps inverse avec
division de bande passante.
VIII
Dans cette thèse, on a développé des solutions efﬁcaces d’allocation de ressources liées à la
consommation énergétique du système pour les réseaux sans ﬁl qui intègrent des systèmes
MIMO à grande échelle sous différentes hypothèses et architectures du réseau. Les résultats
de cette thèse peuvent être élargis en étudiant d’autres problèmes de recherche mentionnés à la
ﬁn de ce document.
Mots clés: système MIMO à grande échelle, allocation de ressources, énergie récoltée, gestion
de l’énergie, réseaux hétérogènes, réseau d’amenée sans ﬁl, gestion de l’interférence
ENERGY-AWARE RESOURCE ALLOCATION IN NEXT GENERATION
WIRELESS NETWORKS: APPLICATION IN LARGE-SCALE MIMO SYSTEMS
Rami HAMDI
ABSTRACT
In this thesis, we investigate the resource allocation problem for wireless networks that incor-
porate large-scale multiple-input multiple-output (MIMO) systems. These systems are consid-
ered as key technologies for future 5G wireless networks and are based on using few hundreds
of antennas simultaneously to serve tens of users in the same time-frequency resource. The
gains obtained by large-scale MIMO systems cannot be fully exploited without adequate re-
source allocation strategies. Hence, the aim of this thesis is to develop energy-aware resource
allocation solutions for large-scale MIMO systems that take into consideration network power
cost.
Firstly, this thesis investigates the downlink of a base station equipped with large-scale MIMO
system while taking into account a non-negligible transmit circuit power consumption. This
consumption involves that activating all RF chains does not always necessarily achieve the
maximum sum-rate. Thus, we derive the optimal number of activated RF chains. In addition,
efﬁcient antenna selection, user scheduling and power allocation algorithms in term of instan-
taneous sum-rate are proposed and compared. Also, fairness is investigated by considering
equal receive power among users.
Secondly, this thesis investigates a large-scale MIMO system that incorporates energy harvest-
ing that is a promising key technology for greening future wireless networks since it reduces
network operation costs and carbon footprints. Hence, we consider distributed large-scale
MIMO systems made up of a set of remote radio heads (RRHs), each of which is powered
by both an independent energy harvesting source and the grid. The grid energy source allows
to compensate for the randomness and intermittency of the harvested energy. Optimal on-line
and off-line energy management strategies are developed. In addition, on-line energy manage-
ment algorithm based on energy prediction is devised. The feasibility problem is addressed
by proposing an efﬁcient link removal algorithm and for better energy efﬁciency, RRH on/off
operation is investigated.
Thirdly, wireless backhauling was proposed as an alternative solution that enable low-cost
connection between the small base stations and the macro base station in heterogeneous net-
works (HetNets). The coexistence of massive MIMO, HetNets and wireless backhauling is
a promising research direction since massive MIMO is a suitable solution to enable wireless
backhauling. Thus, we propose a new transmission technique that is able to efﬁciently man-
age the interference in heterogeneous networks with massive MIMO wireless backhaul. The
optimal time splitting parameter and the allocated transmit power are derived. The proposed
transmission technique is shown to be more efﬁcient in terms of transmit power consumption
than the conventional reverse time division duplex with bandwidth splitting.
XIn this thesis, we developed efﬁcient resource allocation solutions related to system power for
wireless networks that incorporate large-scale MIMO systems under different assumptions and
network architectures. The results in this thesis can be expanded by investigating the research
problems given at the end of the dissertation.
Keywords: Large-Scale MIMO, Resource Allocation, Energy Harvesting, Energy Manage-
ment, Heterogeneous Networks, Wireless Backhaul, Interference Management
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INTRODUCTION
The global mobile data trafﬁc is growing exponentially due to the emergence of new wireless
devices and applications. The mobile data trafﬁc is various and composed of: video, web,
games, VoIP, mobile to mobile and ﬁle sharing. Moreover, according to some projections, the
number of connected devices may reach 50 billion in the next decade Gupta & Jha (2015).
Hence, the design of new systems that support this large number of wireless devices is vi-
tal. In particular, these systems must support the trafﬁc of the data exchanged while taking into
account the energy efﬁciency of the proposed solutions. The challenge of designing future gen-
erations of cellular networks is to support the exponential increase in mobile data trafﬁc. The
researchers are in the process of designing the 5th generation (5G) cellular networks. Several
guidelines are established to evolve 4G. Thus, some technologies will be adopted in the design
of 5G cellular networks. A powerful strategy is to adopt large-scale multiple-input multiple-
output (MIMO) systems (also known as massive MIMO) in 5G cellular networks Gupta & Jha
(2015); Boccardi et al. (2014); Nam et al. (2013); Andrews et al. (2014); Larsson et al. (2014);
Zheng et al. (2015); Yang & Hanzo (2015) which is the focus of this dissertation.
The organization of this thesis is as follows. The dissertation consists of 4 chapters. The ﬁrst
one presents the state of the art, the research domain, the objectives and the methodology. The
three remaining chapters present each an article that has been published or under revision in a
peer-reviewed journal. Chapter 2 presents the ﬁrst article, which investigates the downlink of
large-scale MIMO systems while considering non-negligible circuit power consumption. The
optimal number of activated RF chains is derived considering both conjugate beamforming
(CB) and zero forcing (ZF) and efﬁcient antenna selection, user scheduling and power alloca-
tion algorithms that maximize the instantaneous sum-rate are devised. Chapter 3 presents the
second article, which investigates a distributed large-scale MIMO system powered by hybrid
energy sources. In order to minimize the total grid power cost, off-line and on-line energy
management schemes are proposed. In addition, the problem feasibility is solved by proposing
2a link removal algorithm. The energy efﬁciency is enhanced by investigating the remote radio
head (RRH) on/off operation. Finally, chapter 4 presents the third article, which proposes a
new transmission technique for heterogeneous networks with large-scale MIMO systems. The
resource allocation problem is investigated under the proposed transmission technique. This
technique is shown to be more efﬁcient in terms of transmit power consumption than the con-
ventional reverse time division duplex (RTDD) with bandwidth splitting.
Efﬁcient resource allocation solutions related to system power are proposed in this thesis for
wireless networks that incorporate large-scale MIMO systems under different assumptions and
network architectures. The results in this thesis can be expanded when investigating further
research problem given at the end of the dissertation.
CHAPTER 1
RESEARCH PROBLEM
1.1 Large-Scale MIMO Systems for Next Generation Wireless Networks
Large-scale MIMO is based on using few hundreds of antennas simultaneously to serve tens of
users in the same time-frequency resource. The diversity of large number of antennas implies
quasi-orthogonality between the users’ channels in consequence of the law of large numbers.
Hence, linear transmitters and receivers based on spatial multiplexing achieve high perfor-
mance Boccardi et al. (2014). The beneﬁts of large-scale MIMO systems are summarized
in Gupta & Jha (2015); Zheng et al. (2015):
• Enhance the spectral efﬁciency and the energy efﬁciency.
• Implement low power and low cost RF chains.
• Reduce the latency.
• Simplify the access layer.
Now, we discuss the impact of large-scale antenna systems compared to conventional MIMO
systems Gupta & Jha (2015). First, large-scale MIMO systems inherit the beneﬁts of con-
ventional MIMO systems. The introduction of a large number of antennas implies a quasi-
orthogonality of the channels. Thus, maximum ratio transmission (MRT) and maximum ra-
tio combiner receiver (MRC) are suitable as transmit and receive techniques while its perfor-
mances are limited for conventional MIMO systems. In addition, the channel is no longer
frequency selective. The transmission can be done on the same time-frequency resources. The
increase in the number of transmit antennas requires more resources but the consumed power
per antenna decreases. Thus, we may deploy low power RF chains with reduced complexity.
On the other hand, deploying all the antennas on the same base station is practically difﬁcult
and distributed antenna systems are required. Channel estimation is very challenging in large-
scale MIMO systems. In conventional MIMO systems, the base station sends pilot symbols
to users. Users estimate the channels and send the estimated channel coefﬁcients to the base
4station. This is no longer feasible for large-scale MIMO systems due to the large number of
antennas that will result in an increase of the size of control packets and the dominance of
pilot contamination impact. Existing solutions of resource allocation in conventional MIMO
systems become complex for a large number of antennas. Also, as the number of antennas
becomes large, the power consumed by the circuit of RF chains is no longer neglected. There-
fore, the consumed circuit power must be taken into consideration when optimizing system
performance.
1.2 Motivation & Impact
In Andrews et al. (2014), the authors conﬁrm that large-scale MIMO systems achieve the pri-
mary goal of 5G, which is the increase of the throughput. In addition, it can coexist with other
5G technologies especially mmWave systems and heterogeneous networks. Thus, the investi-
gation of new interference management scheme is vital. Larsson et al. (2014) presents large-
scale MIMO technology as a potential candidate for interconnecting Internet of Things systems
since it reduce the latency. Furthermore, large-scale MIMO systems provide excellent perfor-
mance with low-complexity transmit and receive systems Rusek et al. (2013); Yang & Marzetta
(2013); Ngo et al. (2013b). In Pitarokoilis et al. (2012), the authors show that spatial multiplex-
ing in large-scale MIMO systems allows to obtain a uniform channel gain coefﬁcient. Thus,
this technology eliminates the frequency selectivity of the propagation channel. Therefore, the
transmission of data symbols can be done on a single carrier with near-optimal performance.
Thus, this technique allows to considerably simplify the media access control layer.
The deployment of a large number of antennas at the same base station is challenging in prac-
tice, although this deployment offers the best performance. In Nam et al. (2013), the authors
propose to deploy the antennas in a 3 diemntionnal grid and they modeled the propagation
channel geometrically by a spatial channel model for several antenna conﬁgurations. New ar-
chitectures based on a distributed deployment of the antennas have to be investigated. In Wang
et al. (2014), the authors investigated the architectures and technologies of cellular networks
that can be adopted in 5G. Speciﬁcally, they considered that large-scale MIMO systems could
5be implemented in a distributed way, antennas will be deployed on several transmit devices in
order to improve the spectral efﬁciency and energy efﬁciency with simple linear precoder.
The channel estimation in large-scale MIMO systems is usually done in time division duplex
(TDD). Based on channel reciprocity, the channel gains are assumed to be the same at uplink
and downlink. As a result, channel estimation proceeds by sending pilot symbols from users to
the base station on uplink. Furthermore, since the number of orthogonal pilot symbol sequences
is limited, there will be a reuse of the same pilot symbols in the adjacent cells. This generates
an interference phenomenon between pilot symbols called pilot contamination, specially when
the number of antennas is large. Overcoming this problem is challenging and is the subject
of several research works Jose et al. (2011); Ngo et al. (2013a). Also, channel estimation in
frequency division duplex (FDD) large-scale MIMO systems is very challenging.
The emergence of wireless communicating systems and their applications in several areas has
sparked my interest in wireless communication research. Researchers and engineers are in the
process of designing the next generation of cellular networks. Some challenges need to be
addressed when designing 5G cellular networks. Some techniques are proposed to achieve the
objectives deﬁned by 5G. One of the major technologies is large-scale MIMO. These systems
allow to increase the spectral efﬁciency as well as the energy efﬁciency. This has aroused
interest on work on large-scale MIMO systems especially since several resource allocation
problems are unachieved. This research direction is very timely. Large-scale MIMO systems
may be deployed in a distributed manner and per-antenna power consumption is reduced. Thus,
antennas can be powered by renewable energy sources. As a result, energy-efﬁcient resource
allocation solutions will be very useful for designing future wireless networks that respect the
environment. Thus, this thesis proposes algorithmic solutions for resource allocation in large-
scale MIMO systems of 5G cellular networks. These solutions can be implemented or can
provide guiding ideas and insights for 5G network developers.
61.3 State of the Art and Its Limitations
Large-scale MIMO systems offer several gains needed by 5G cellular networks. These gains
cannot be fully exploited without adequate resource allocation strategies. Thus, we present in
this section the state of art of resource allocation problem in large-scale MIMO systems under
different assumptions and network architectures. The following discussion includes the state of
art and its limitations related to the speciﬁc problems in the articles that constitute chapters 2,3
and 4. More recent articles related to the general resource allocation problem in large-scale
MIMO systems are included.
The research has investigated this resource allocation issue under different network architec-
tures and assumptions. In Makki et al. (2016), the authors derive the minimum number of
transmit/receive antennas satisfying outage probability constraint in point-to-point massive
MIMO systems. The problems of antenna selection, user scheduling and power allocation
were the focus of Benmimoune et al. (2015); Liu & Lau (2014); Gkizeli & Karystinos (2014);
Guozhen et al. (2014); Gao et al. (2013); Amadori & Masouros (2016); Makki et al. (2017);
Amadori & Masouros (2017); Garcia-Rodriguez et al. (2017). In Benmimoune et al. (2015), a
joint antenna selection and user scheduling strategy is introduced for downlink massive MIMO
systems assuming limited number of RF chains. In Liu & Lau (2014), the authors designed
a joint antenna selection and power allocation scheme that maximizes the sum-rate in large
cloud radio access networks. A polynomial time algorithm is proposed in Gkizeli & Karysti-
nos (2014) to optimize the beamforming vector and select the set of antennas with maximum
signal-to-noise ratio (SNR). Distributed massive MIMO systems with limited backhaul capac-
ity are investigated in Guozhen et al. (2014). The antenna selection problem under limited
number of RF chains is also investigated in Gao et al. (2013) for measured massive MIMO
channels. In Amadori & Masouros (2016), a low complexity antenna selection algorithm is
designed based on constructive interference for throughput maximization considering matched
ﬁlter receiver in downlink massive MIMO systems. Also, Amadori & Masouros (2017) pro-
posed sub-optimal antenna selection techniques by exploiting the constructive interference.
In Makki et al. (2017), an efﬁcient antenna selection method was developed based on genetic
7algorithms. Finally, the authors of Garcia-Rodriguez et al. (2017) enhance the energy efﬁciency
by including the switching connectivity based on antenna selection schemes.
Furthermore, resource allocation in large-scale MIMO was investigated considering the impact
of pilot contamination in Nguyen et al. (2015); Ngo et al. (2014); Liu et al. (2017a); Zhang
et al. (2015a); Zuo et al. (2017). In Nguyen et al. (2015), the authors proposed near-optimal
solutions for power allocation and pilot assignment that maximize the spectral efﬁciency. Also,
the spectral effciecny was optimzed in Ngo et al. (2014); Zhang et al. (2015a) by deriving the
optimal training duration in Ngo et al. (2014) and tracktable expressions of the power allocation
in Zhang et al. (2015a). Whereas, the energy efftciecny was optimzed in Zuo et al. (2017) by
deriving the optimal number of activated antennas and of scheduled users. In Zuo et al. (2017),
the authors investigate the optimal power splitting between pilot and data by including an
efﬁcient scheduling strategy.
Systems with co-located antennas suffer from highly-correlated channels and identical large-
scale fading coeffcient. Also, the deployment of large number of antennas on the same base
station presents many technical and implementation challenges Larsson et al. (2014). Alterna-
tively, distributed large-scale MIMO systems can mitigate large-scale fading due to heteroge-
neous path-loss conditions. They are also shown to be more energy efﬁcient than co-located
antenna systems when taking exclusively into account the energy consumption of transmit and
receive units He et al. (2014). A distributed large-scale MIMO system consists of a set of
remote radio heads (RRHs) distributed over a large area. Each RRH contains single or mul-
tiple antennas and RF chains and is reliably connected to a central unit. Such systems may
be also seen as the so-called cloud radio access networks (C-RAN) Saxena et al. (2016). The
gains offered by distributed large-scale MIMO systems cannot be extracted without adequate
resource management strategies as shown in Liu & Lau (2014); Joung et al. (2014); Van Chien
et al. (2016); Feng et al. (2016). In Liu & Lau (2014), the sum-rate is maximized using an
efﬁcient joint antenna selection and power allocation scheme in large C-RAN. The authors
in Joung et al. (2014) investigate the energy efﬁciency in distributed large-scale antenna sys-
tems and propose efﬁcient power control, antenna selection and user clustering algorithms.
8In Van Chien et al. (2016), the problem of transmit power minimization and user association is
optimally solved for downlink multi-cell large-scale MIMO systems. Finally, antenna selection
based on geometric programming was the focus of Feng et al. (2016).
We trust that because of the high number of antennas, the power consumed by the circuits
of RF chains cannot be neglected anymore in the design of such systems. The literature pro-
poses different circuit power consumption models, such as data rate dependent circuit power
consumption model Ng et al. (2012b). However, related works consider a data rate indepen-
dent circuit power consumption model and investigate the energy efﬁciency or the channel
capacity Li et al. (2014); Ha et al. (2013); Ng et al. (2012a); Bjornson et al. (2014); Wang
et al. (2016b); Pei et al. (2012); Ng & Schober (2012); Liu et al. (2017b). In Li et al. (2014),
antennas are selected to maximize the energy efﬁciency for the downlink of massive MIMO
systems. This work is extended to include multi-cell and multi-user case in Ha et al. (2013).
In Ng et al. (2012a), the authors propose iterative resource allocation algorithm for energy
efﬁciency maximization considering imperfect channel state information (CSI). The authors
in Bjornson et al. (2014) study the impact of RF circuit imperfection on energy efﬁciency of
massive MIMO systems and derive the achievable user rate in such systems. In Wang et al.
(2016b), the energy efﬁciency is optimized in frequency division duplexing massive MIMO
systems by deriving the training duration, training power and data power. The authors of Pei
et al. (2012); Ng & Schober (2012) investigate the channel capacity for point-to-point trans-
mission assuming MRT precoding when the RF circuit power consumption is not neglected. It
was shown in Pei et al. (2012) that the capacity is not always maximized by activating all the
RF chains. In Ng & Schober (2012), the authors study the optimal transmit power allocation
and the number of transmit antennas based on an asymptotic approximation of the average ca-
pacity over channel realizations. Finally, tradeoff between the spectral efﬁciency and energy
efﬁciency for massive MIMO systems with transmit antenna selection was investigated in Liu
et al. (2017b).
Previous work that investigate large-scale MIMO systems with circuit power consumption seek
to optimize the energy efﬁciency for different network architectures. Due to the lack of spectral
9efﬁciency optimization in the literature, novel resource allocation schemes that optimize the
system sum-rate have to be proposed. It is more efﬁcient but challenging to optimize the
instantaneous sum-rate for multi-user system over each channel realization.
Large-scale MIMO systems could be powered by energy harvesting which is a promising key
technology for greening future wireless networks since it reduces network operation costs and
carbon footprints Ku et al. (2016). Therefore, these systems can be powered by both energy
harvested from renewable sources such as thermal, wind or solar Prasad et al. (2017) and
energy bought from the electrical grid. In Zhou et al. (2014), a co-located point-to-point large-
scale MIMO system powered by a single hybrid source was considered and an off-line energy
management strategy is given. The design of energy efﬁcient communication systems is chal-
lenging when considering large-scale MIMO powered by energy harvesting due to the large
number of antennas and to the intermittent characteristics of renewable energy sources. Even
though resource allocation was extensively investigated for large-scale MIMO systems or for
energy harvesting systems, very little attention was given to the design of energy management
schemes that implement both technologies.
The coexistence of large-scale MIMO, HetNets and wireless backhaul is a promising research
direction since large-scale MIMO is a suitable solution to enable wireless backhauling Zhang
et al. (2015b). The gains offered by the coexistence between the two technologies require
adequate resource allocation and interference management strategies. Speciﬁcally, it is very
challenging to manage the interference between the wireless backhaul links and the access
links.
In HetNets with wireless backhaul, reverse time division duplex with bandwidth splitting was
investigated in Sanguinetti et al. (2015); Wang et al. (2016a); Xia et al. (2017); Niu et al.
(2018); Feng & Mao (2017) for managing interference between backhaul and access links. A
large system analysis is performed in Sanguinetti et al. (2015) to ﬁnd the asymptotic power
allocation and beamforming vectors. An efﬁcient cell association and bandwidth allocation al-
gorithm that maximizes wireless backhaul link sum-rate was proposed in Wang et al. (2016a).
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In Xia et al. (2017), the authors optimize the bandwidth division between access and backhaul
links based on statistical channel information. An efﬁcient iterative resource allocation algo-
rithm that maximizes the throughput based on primal decomposition is developed in Niu et al.
(2018). In Feng & Mao (2017), the authors proposed a distributed pilot allocation and user
association algorithm that maximizes the sum rate of all users. Other works Li et al. (2015);
Tabassum et al. (2016); Chen et al. (2016b) investigated wireless backhauling enabled by full
duplex SBSs where the backhaul as well as the access links share the same spectrum band.
In Li et al. (2015), the authors demonstrate that these systems have the potential to improve
the sum-rate. In Tabassum et al. (2016), the portion of SBSs working on full duplex mode is
optimized in order to improve several performance metrics. In addition of considering wireless
backhaul communication enabled by full duplex, the authors of Chen et al. (2016b) assume that
the SBSs are powered by energy harvesting sources. Efﬁcient power allocation and user asso-
ciation algorithms are proposed in order to optimize the energy efﬁciency. Unfortunately, full
duplex communication systems may suffer from self interference which lead to poor system
performance, unless implementing high complexity interference cancellation techniques. Also,
the access and backhaul spectrum bands could be separated in order to eliminate the inter-tier
interference which was the focus of Zhao et al. (2015). The authors proposed efﬁcient iterative
algorithms to manage the inter-SBS interference and hence to maximize the number of active
SBSs. Moreover, millimeter wave systems were incorporated in HetNets in order to elimi-
nate the inter-tier interference Gao et al. (2015). An architecture based on millimeter wave
communications is proposed in Hao & Yang (2018) and an efﬁcient iterative power allocation
algorithm is designed. However, these systems are vulnerable to severe pathloss attenuation
compared to conventional spectrum band.
The interference in HetNets between the access links and the backhaul should be efﬁciently
managed especially when the wireless backhaul is using large-scale MIMO. Moreover, to en-
sure an energy efﬁcient network operation Li et al. (2016), novel energy efﬁcient inter-tier
interference management schemes have to be designed.
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Large-scale MIMO may coexist with various 5G wirless technologies speciﬁcally physical
layer security Chen et al. (2017, 2016a). Large-scale MIMO have been proposed to improve
secrecy performance via exploiting spatial degrees of freedom. Moreover, resource allocation
in secure wireless systems is a promising research direction. The problem of joint power and
time allocation for secure communications is investigated in Chen et al. (2016a) by deriving
tractable expressions of the allocated power.
Large-scale MIMO may also coexist with wireless energy transfer systems Yuan et al. (2015);
Yang et al. (2015) which generate many challenging resource allocation problems. Speciﬁcally,
the authors proposed an efﬁcient transmission scheme that enable these systems and optimal
power allocated is derived.
1.4 Research Domain, Objectives & Methodology
1.4.1 Research Domain
Next generation wireless networks are being designed to provide better performance while
minimizing energy consumption. Large-scale MIMO systems offer various gains including in-
crease in spectral efﬁciency and energy efﬁciency. Thus, these systems will be adopted in the
5G cellular networks. These gains can not be fully exploited without an optimal and adequate
resource allocation. These resources, including antenna selection, user scheduling, power al-
location, are directly related to energy consumption. Thus, optimal or nea-optimal resource
allocation solutions may be proposed to improve the system performance while minimizing
the network energy consumption. In addition, since the number of antennas is large in large-
scale MIMO systems, the energy consumed in the RF channels is no longer neglected. Existing
solutions for resource allocation in large-scale MIMO systems do not consider the energy con-
sumed by the circuit. Perfect channel estimation is difﬁcult to achieve in large-scale MIMO
systems. Also, increasing the size of control messages signiﬁcantly reduces the spectral efﬁ-
ciency. Thus, the proposed solutions must take into account imperfect channel estimation. The
introduction of a large number of antennas on the same base station is challenging in practice.
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Thus, a distributed deployment of antennas may be considered while the antennas are powered
by renewable energy sources. Consequently, near-optimal algorithmic solutions with reduced
complexity have to be proposed for this resource management problem. Furthermore, large-
scale MIMO is a good candidate to enable wireless backhauling in heterogeneous networks
and designing new interference management for these systems is vital.
1.4.2 Objectives
The main objectives of this thesis is to propose energy-aware resource allocation techniques
for wireless networks that incorporate large-scale MIMO systems. The different network ar-
chitectures and assumptions that are investigated, are summarized in the following items:
• The large number of antennas in large-scale MIMO systems involves that the power
consumed by the circuit of RF chains is no longer negligible and the sum-rate is not
maximized when activating all RF chains. Thus, the optimal number of activated
RF chains that maximizes the system performance have to be investigated. More-
over, the objective is to ﬁnd the optimal balance between the power consumed by
the circuit of RF chains and the transmit power. In addition, efﬁcient power alloca-
tion, antenna selection and user scheduling algorithms adapted to large-scale MIMO
systems have to be designed. Imperfect channel estimation may be taken into con-
sideration in the system model and analysis. Also, fairness may be investigated by
assuming equal receive power among users.
• The deployment of large number of antennas on the same base station presents many
technical and implementation challenges. Thus, a distributed large-scale antenna
system have to be investigated. They may also incorporate energy harvesting that
is a promising key technology for greening future wireless networks. Also, The
grid energy source may compensate for the randomness and intermittency of the
harvested energy. Hence, the objective is to design adequate resource management
strategies for these systems. Speciﬁcally, on-line and off-line energy management
solutions have to be proposed.
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• The coexistence of large-scale MIMO, HetNets and wireless backhauling is a promis-
ing research direction since large-scale MIMO is a suitable solution to enable wire-
less backhauling. The interference management between the wireless backhaul links
and the access links is very challenging. Thus, novel energy efﬁcient inter-tier in-
terference management schemes have to be designed. Moreover, the novel trans-
mission technique may be more efﬁcient in term of power consumption than the
conventional reverse time division duplex with bandwidth splitting. Also, adequate
resource allocation strategies have to be devised for these systems.
The above items represent the main objectives of this thesis. Each objective is addressed in a
publication and presented in a unique chapter.
1.4.3 Methodology
The beneﬁts of large-scale MIMO systems compared to conventional MIMO systems is the
deployment of a very large number of antennas at the base station which allows to enhance
signiﬁcantly the spectral efﬁciency. An exhaustive bibliographic study of large-scale MIMO
systems have to be completed. Also, a detailed study of the existing solutions for resource al-
location problem in conventional MIMO systems have to be carried out. These studies allow to
formulate challenging resource allocation problem in large-scale MIMO systems: antenna se-
lection, user scheduling, power allocation, determination of the number of activated RF chains.
Indeed, the implementation of a large-scale antenna system raises several challenges such as:
channel estimation, pilot contamination, high complex resource allocation algorithms, complex
transmit/receive techniques and non-negligible circuit power consumption.
Solving the formulated problems requires mathematical and algorithmic tools. In the ﬁrst
place, optimization theory is vital in order to be able to solve resource allocation problems spe-
cially convex optimization. Iterative algorithms may be proposed to solve joint optimization
problems (i.e. power allocation and antenna selection). Since the optimal antenna selection and
user scheduling problems are combinatorial and can be obtained with high complex brute-force
and specially for antenna selection when the number of antennas is large, we use approximation
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and heuristic algorithms to provide near-optimal solutions. In addition, we use dynamic pro-
gramming, linear programming, greedy algorithm. Dynamic programming is based on solving
sub-problems in an optimal way iteratively, the optimal global solution of the problem is ob-
tained from these local solutions Puterman (2014). Linear programs can be effciently solved
using interior point method Boyd & Vandenberghe (2004). The greedy algorithm solves the
problem locally at each iteration of the algorithm. It is very useful for combinatorial optimiza-
tion. Thus, it is used for antenna selection and user scheduling problems. The incorporation of
energy harvesting in wireless networks requires on-line scheduling tools and probability theory
due to the randomness of the harvested energy.
Simple beamforming techniques such as MRT and ZF may be considered in the system model
since they allow to achieve high performance with reduced complexity. Practical propagation
conditions are considered mainly the channel estimation errors and correlation between the
channels.
Computer simulations, using tools such as MATLAB and CPLEX, are done to evaluate the
system performance and validate the theoretical results.
1.5 Summary of Publications
• Joint optimal number of RF chains and power allocation for downlink massive
MIMO systems
This paper was published in the proceedings of IEEE Vehicular Technology Confer-
ence (VTC Fall), 2015 Hamdi & Ajib (2015a).
• Sum-rate maximizing in downlink massive MIMO systems with circuit power con-
sumption
This paper was published in the proceedings of IEEE International Conference on
Wireless and Mobile Computing, Networking and Communications (WiMob), 2015
Hamdi & Ajib (2015b).
• Large-scale MIMO systems with practical power constraints
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This paper was published in the proceedings of IEEE Vehicular Technology Confer-
ence (VTC Fall), 2016 Hamdi et al. (2016b).
• Resource allocation in downlink large-scale MIMO systems
This article was published in IEEE Access in November 2016 Hamdi et al. (2016a).
• Energy management in large-scale MIMO systems with per-antenna energy harvest-
ing
This paper was published in the proceedings of IEEE International Conference on
Communications (ICC), 2017 Hamdi et al. (2017a).
• Energy management in hybrid energy large-scale MIMO systems
This article was published in IEEE Transactions on Vehicular Technology in Septem-
ber 2017 Hamdi et al. (2017b).
• On the resource allocation for HetNets with massive MIMO wireless backhaul
This paper was published in the proceedings of IEEE Vehicular Technology Confer-
ence (VTC Fall), 2018 Hamdi et al. (2018).
• New efﬁcient transmission technique for HetNets with massive MIMO wireless
backhaul
This article was submitted to IEEE Transactions on Wireless Communications in
December 2017 and revised (Major revision) in April 2018.
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2.1 Abstract
This paper investigates the downlink of a single-cell base station (BS) equipped with a large-
scale antenna array system while taking into account a non-negligible transmit circuit power
consumption. This consumption involves that activating all RF chains does not always neces-
sarily achieve the maximum sum-rate when the total BS transmit power is limited. This paper
formulates a sum-rate maximization problem when a low complexity linear precoder such as
conjugate beamforming or zero forcing beamforming, is used. The problem is ﬁrst relaxed by
assuming arbitrary antenna selection. In this case, we derive analytically the optimal number
of activated RF chains that maximizes the sum-rate under either optimal power allocation or
equal received power constraint for all users. Also, user scheduling algorithms are proposed
when users require a minimum received signal-to-interference-plus-noise ratio. Two iterative
user scheduling algorithms are designed. The ﬁrst one is efﬁcient in terms of fairness and the
second one achieves the optimal performance. Next, the antenna selection is investigated and
we propose iterative antenna selection algorithms that are efﬁcient in terms of instantaneous
sum-rate. Simulation results corroborate our analytical results and demonstrate the efﬁciency
of the proposed algorithms compared to arbitrary and optimal brute force search antenna se-
lection.
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2.2 Introduction
It is widely accepted that large-scale multiple-input multiple-output (MIMO) (also known as
massive MIMO) is a key technology to increase the spectral efﬁciency by several orders of
magnitude, as requested for future 5G wireless networks and beyond Larsson et al. (2014);
Zheng et al. (2015); Yang & Hanzo (2015). Large-scale MIMO is based on using few hun-
dreds antennas simultaneously to serve tens of users in the same time-frequency resource. The
diversity of large number of antennas implies quasi-orthogonality between the users’ channels
in consequence of the law of large numbers. Hence, linear transmitters and receivers such as
zero forcing (ZF), maximal ratio transmission (MRT) and maximal ratio combining (MRC)
achieve high performance Rusek et al. (2013); Yang & Marzetta (2013); Ngo et al. (2013b).
Large-scale MIMO systems offers Zheng et al. (2015) higher energy efﬁciency, higher spec-
tral efﬁciency, lower latency and simpler access layer. These gains cannot be fully exploited
without adequate resource allocation strategies. Hence, the research have investigated this re-
source allocation issue under different network architectures and assumptions. In Makki et al.
(2016), the authors derive the minimum number of transmit/receive antennas satisfying out-
age probability constraint in point-to-point massive MIMO systems. The problems of antenna
selection, user scheduling and power allocation were the focus of Benmimoune et al. (2015);
Liu & Lau (2014); Gkizeli & Karystinos (2014); Guozhen et al. (2014); Gao et al. (2013);
Amadori & Masouros (2016). In Benmimoune et al. (2015), a joint antenna selection and
user scheduling strategy is introduced for downlink massive MIMO systems assuming limited
number of RF chains. In Liu & Lau (2014), the authors designed a joint antenna selection and
power allocation scheme that maximizes the sum-rate in large cloud radio access networks. A
polynomial time algorithm is proposed in Gkizeli & Karystinos (2014) to optimize the beam-
forming vector and select the set of antennas with maximum signal-to-noise ratio (SNR). Dis-
tributed massive MIMO systems with limited backhaul capacity are investigated in Guozhen
et al. (2014). The antenna selection problem under limited number of RF chains is also inves-
tigated in Gao et al. (2013) for measured massive MIMO channels. In Amadori & Masouros
(2016), a low complexity antenna selection algorithm is designed based on constructive inter-
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ference for throughput maximization considering matched ﬁlter receiver in downlink massive
MIMO systems.
We trust that because of the high number of antennas, the power consumed by the circuits of
RF chains cannot be neglected anymore in the design of such systems. The literature proposes
different circuit power consumption models, such as data rate dependent circuit power con-
sumption model Ng et al. (2012b). However, related works consider a data rate independent
circuit power consumption model and investigate the energy efﬁciency or the channel capac-
ity Li et al. (2014); Ha et al. (2013); Ng et al. (2012a); Bjornson et al. (2014); Wang et al.
(2016b); Pei et al. (2012); Ng & Schober (2012). In Li et al. (2014), antennas are selected
to maximize the energy efﬁciency for the downlink of massive MIMO systems. This work is
extended to include multi-cell and multi-user case in Ha et al. (2013). In Ng et al. (2012a),
the authors propose iterative resource allocation algorithm for energy efﬁciency maximization
considering imperfect channel state information (CSI). The authors in Bjornson et al. (2014)
study the impact of RF circuit imperfection on energy efﬁciency of massive MIMO systems and
derive the achievable user rate in such systems. In Wang et al. (2016b), the energy efﬁciency
is optimized in frequency division duplexing massive MIMO systems by deriving the train-
ing duration, training power and data power. The authors of Pei et al. (2012); Ng & Schober
(2012) investigate the channel capacity for point-to-point transmission assuming MRT precod-
ing when the RF circuit power consumption is not neglected. It was shown in Pei et al. (2012)
that the capacity is not always maximized by activating all the RF chains. In Ng & Schober
(2012), the authors study the optimal transmit power allocation and the number of transmit
antennas based on an asymptotic approximation of the average capacity over channel realiza-
tions.
Previous work that investigate large-scale MIMO systems with circuit power consumption seek
to optimize the energy efﬁciency for different network architectures. Due to the lack of spectral
efﬁciency optimization in the literature, this paper proposes novel resource allocation schemes
that optimize the system sum-rate. It is more efﬁcient but challenging to optimize the in-
stantaneous sum-rate for multi-user system over each channel realization. Hence, we derive
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in Hamdi & Ajib (2015a) the optimal number of RF chains and the optimal power allocation
that maximize the sum-rate considering conjugate beamforming (CB) and assuming random
antenna selection. In this paper, the main contributions can be summarized as follows:
• The problem of sum-rate maximization under circuit power consumption constraint
in massive MIMO is formulated as a mixed integer nonlinear program.
• Assuming an arbitrary antenna selection (AAS), the optimal power allocation (OPA)
is derived for both CB and zero forcing beamforming (ZFB). Next, the approxima-
tion of the optimal number of RF chains is analytically found under either OPA or
equal received power (ERP) constraint.
• User scheduling algorithms, with AAS, are also proposed in order to improve the
achievable sum-rate when ERP constraint is used.
• Iterative antenna selection (IAS) algorithms that are efﬁcient in terms of instanta-
neous sum-rate are proposed for both CB and ZFB. The proposed algorithms jointly
compute the number of RF chains to be activated, select the best antennas and allo-
cate power among users. Hence, they allow determining the near-to-optimal balance
between the amount of power consumed at RF chains and the amount of power used
for transmission.
• Simulations validate the analytical results and show the efﬁciency of proposed algo-
rithms.
The rest of the paper is organized as follows. In Section 2.3, the system model is presented.
The joint optimization problem is formulated in Section 2.4. Assuming arbitrary antenna se-
lection in Section 2.5, the system sum-rate is maximized for both cases when allocating power
optimally among users and when assuming equal received power per user. Then, iterative an-
tenna selection and power allocation algorithms are proposed in Section 2.6 to maximize the
instantaneous system sum-rate. Computational complexity of different algorithms are calcu-
lated in Section 2.7. Numerical and simulation results are shown and discussed in Section 2.8.
Finally, we conclude and discuss the main ﬁndings in Section 2.9.
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2.3 System Model
2.3.1 Channel and Signal Model
The downlink of a single cell large-scale MIMO system shown in Fig. 2.1 is investigated. The
base station (BS) is equipped with a large number of antennas N serving K single-antenna
users with N 	 K. Let gk ∈ CN×1 denotes the small-scale fading channel vector for user
k, that is assumed to be quasi-static Gaussian independent and identically distributed (i.i.d.)
slow fading channel. Since users are assumed to be spatially separated, matrix Σ describes
the spatial correlation only between transmit antennas, the well-known Kronecker correlation
model is considered Chuah et al. (2002). The channel vector hk ∈ C1×N is given by hTk =
Σ
1
2gk. Assuming that the BS has imperfect channel state information (CSI), the minimum
mean square error (MMSE) estimated channel vector satisﬁes Rusek et al. (2013):
ĥTk = Σ
1
2 (ξgk+
√
1−ξ 2e), (2.1)
where 0 ≤ ξ ≤ 1 denotes the reliability of the estimate and e is an error vector with Gaussian
i.i.d. entries with zero mean and unit variance.
The antenna array is sufﬁciently compact so that the distances between a particular user and the
BS antennas are assumed equal. Considering only path loss, the large-scale fading component
is expressed as βk = ζ
d−νk
d−ν0
, where ν is the path loss exponent, dk is the distance between the BS
and user k, d0 is the reference distance and ζ is a constant related to the carrier frequency and
reference distance. Vector p = [p1, p2, ..., pK] denotes the portions of power allocated to the
K users. As discussed before, this work deals with the practical case of non negligible circuit
power consumption. Hence, the system performance can no longer be maximized by activating
all the transmit antennas. Therefore, this work seeks to optimize the number of activated RF
chains where only a subset of antennas is activated. We deﬁne αn as an antenna index that is
set to 1 if antenna n is activated and to 0 otherwise and we deﬁne the vector α = [α1α2...αN ].
We also deﬁne S = ∑Nn=1 αn as the cardinality of the set of selected antennas. In consequence,
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the downlink channel matrix between the selected antennas and the K users can be deﬁned as
H(α) = [h1(α),h2(α), ...,hK(α)] where hk(α)T = Σ(α)
1
2gk(α). The beamforming matrix is
deﬁned as W(α) = [w1(α)w2(α)...wK(α)], where wk(α) = [ws,k(α)]s=1:S ∈ CS×1 is the kth
beamforming vector for user k. Hence, the signal received by user k can be written as:
yk =
√
pk
√
βkhk(α)wk(α)sk+nk+
K
∑
i=1,i=k
√
pi
√
βkhk(α)wi(α)si, (2.2)
where sk is a data symbol with unit energy and nk is assumed to be additive white Gaussian
noise (AWGN) with zero mean and variance σ2. Hence, the received signal-to-interference-
plus-noise ratio (SINR) at user k is expressed as:
γk(p,α) =
pkβk | hk(α)wk(α) |2
∑Ki=1,i=k piβk | hk(α)wi(α) |2 +σ2
. (2.3)
The sum-rate is given as:
R(p,α) =
K
∑
k=1
B log2(1+ γk(p,α)), (2.4)
where B is the bandwidth.
The optimal precoding to achieve the sum-rate in MIMO systems is dirty paper coding (DPC)
Caire & Shamai (2003). Since DPC implementation is impractical due to its high complexity,
we consider two linear beamforming strategies: ZFB and CB.
2.3.1.1 Conjugate Beamforming (CB)
The CB matrix is given by WCB(α) = Ĥ(α)
H
ηCB(α)
, where the normalization factor is deﬁned as
ηCB(α) =‖ Ĥ(α)H ‖F . Hence, the received SINR at user k is given by:
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γCBk (p,α) =
pk
βk
ηCB(α)2
| hk(α)ĥk(α)H |2
∑Ki=1,i=k pi
βk
ηCB(α)2
| hk(α)ĥi(α)H |2 +σ2
. (2.5)
2.3.1.2 Zero Forcing Beamforming (ZFB)
The zero forcing beamforming matrix is expressed as WZF(α) = Ĥ(α)
H(Ĥ(α)Ĥ(α)H)−1
ηZF (α)
, where
the normalization factor is deﬁned as ηZF(α) =
√
Tr{(Ĥ(α)Ĥ(α)H)−1}. The received SINR
at user k is given by:
γZFk (p,α) =
pkβk | hk(α)wZFk (α) |2
∑Ki=1,i=k piβk | hk(α)wZFi (α) |2 +σ2
. (2.6)
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2.3.2 Circuit Power Consumption Model
A circuit power consumption model similar to the one used in Li et al. (2014); Ha et al. (2013);
Ng et al. (2012a); Bjornson et al. (2014); Ng & Schober (2012); Pei et al. (2012); Kumar & Gu-
rugubelli (2011) is adopted in this paper. The circuit power consumption is expressed in func-
tion of the sum of consumptions of different analog and digital components as:
pcp = p f ix+
N
∑
n=1
αn.(pdac+ pmix+ p f il)+ psyn+ pout/δ , (2.7)
where p f ix is a constant consumed power for the base-band unit, pc = pdac+ pmix+ p f il denotes
the ﬁxed power consumed by each activated RF chain (the sum of the powers consumed by the
digital to analog converter, mixer and ﬁlter), psyn denotes the power consumed by the frequency
synthesizer, pout = ∑Kk=1 pk is the output transmit power and δ is the efﬁciency of the power
ampliﬁer.
Hence, the power consumption constraint can be expressed as:
K
∑
k=1
pk/δ +
N
∑
n=1
αn.pc ≤ pmax− p f ix− psyn, (2.8)
where pmax denotes the power available at the BS.
2.4 Problem Formulation
The aim of this work is to maximize the system sum-rate. Since the total available power at BS
is limited, the circuit power consumption implies that activating all RF chains does not achieve
the maximum sum-rate. Hence, an adequate antenna selection strategy should be designed in
order to maximize the sum-rate. Moreover, the available power should be optimally divided
into a portion that is dedicated to RF chains, and a second one used for transmission. The
system sum-rate is maximized when the power allocated for transmission pout is optimally
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allocated among users. Hence, regardless of the used beamformer the main problem can be
formulated as:
maximize
p,α
R(p,α)
subject to C1 :
K
∑
k=1
pk/δ +S · pc ≤ pmax− p f ix− psyn,
C2 : S ≥ K,
C3 : αn ∈ {0,1},n= 1..N.
(2.9)
The formulated problem is in general a mixed-integer nonlinear problem (MINLP) because
of its combinatorial nature and the non-linearity of the objective function. Antenna selection
in MIMO wireless communication is known to be an NP-hard problem Dua et al. (2006);
Luo & Zhang (2008). Consequently, the problem is combinatorial with exponential complexity
growth in N.
Under conjugate beamforming, the objective function is non-convex due to multi-user inter-
ference. Hence even when α is ﬁxed, the formulated problem is still non-convex and the well
known water-ﬁlling algorithm does not lead to optimal power allocation among users Dri-
ouch & Ajib (2012), (Boyd & Vandenberghe, 2004, sec. 5.5.3). However, under ZFB and for
a given set of selected antennas, water-ﬁlling gives the optimal power allocation among users
for perfect CSI scenario.
Fairness may be investigated by imposing the constraint of equal received power at each user.
The following constraint may be added to problem (2.9) in order to obtain a fair optimization:
C4 : γk(p,α) = γp(p,α), ∀(k, p) ∈ {1, ...,K}2. (2.10)
Moreover, complete fairness may lead to low sum-rate and hence scheduling users with mini-
mum received SINR becomes of signiﬁcant importance. Thus, it has to be investigated in order
to enhance system performance.
26
2.5 Arbitrary Antenna Selection (AAS)
Due to the large number of antennas at the BS, optimal antenna selection is computationally
very complex. Therefore, we ﬁrst study a low complexity antenna selection, namely arbitrary
antenna selection (AAS) that works as follows: the index of the ﬁrst activated antenna n0 is
chosen randomly in {1 : N/S}. The rest of S− 1 activated antennas are chosen such that
each two successive antennas have the same footstep N/S. The set of activated antennas
can be analytically expressed as Λ = {n0 + N/S · s,s = 0 : S− 1}. This way of choosing
arbitrary antennas implies that each two activated antennas are distant enough to lower the
transmit spatial correlation. Hence, the analytical derivations presented in this section assume
that Σ(α) → IS and hence the estimated channel vector for user k is given by ĥTk = (ξgk +√
1−ξ 2e).
First, we derive analytically the optimal power allocation among users for both CB and ZFB.
Then, the achieved sum-rate averaged over channel realizations is expressed in function of
S the number of activated RF chains. Based on that, the optimal value of S can be derived
iteratively. Next, we consider the sum-rate maximization problem under a fairness constraint
by assuming equal received power. The received SINR is derived analytically, which allows to
determine analytically the optimal number of RF chains maximizing the sum-rate. Since the
fairness constraint leads to low sum-rate because some users may require high transmit power,
we propose user scheduling algorithms in order to select users that respect a minimum received
SINR constraint and maximize the system sum-rate.
The whole AAS procedure can be summarized in the following three steps:
• compute the optimal number of activated RF chains S∗ maximizing the average sum
rate;
• select S∗ antennas arbitrary as explained above;
• perform an optimal or near-optimal power allocation.
It is to be noted that with OPA and ERP, all users are served; whereas, user scheduling algo-
rithms serve only the subset of users that achieve the required SINR constraint.
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2.5.1 Optimal Power Allocation (OPA)
As AAS is assumed, the sum-rate R˜(p,S) can be maximized by activating the optimal number
of RF chains and applying the optimal power allocation. The problem in (2.9) becomes:
maximize
p,S
R˜(p,S)
subject to C1,C2.
(2.11)
2.5.1.1 CB
Under CB, the sum-rate is a non-convex function due to the multi-user interference term. The
interference term can be asymptotically approximated when K and S are large but ﬁnite, Zhao
et al. (2013) as:
K
∑
i=1,i=k
pi | hk(α)ĥi(α)H |2 → poutE{| hk(α)ĥi(α)H |2}
≈ Spout .
(2.12)
Hence, the sum-rate can be approximated by:
R˜CB(p,S)≈
K
∑
k=1
B log2
(
1+
pkβk | hk(α)ĥk(α)H |2
βkSpout +σ2ηCB(α)2
)
. (2.13)
The sum-rate function becomes concave in p and the power allocation among users can be
given by water-ﬁlling:
pk,CB =
(
1
ln(2)μCB
− βkSpout +σ
2ηCB(α)2
βk | ĥk(α)ĥk(α)H |2
)+
, (2.14)
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where μCB is the water level.
The closed-form expression for the optimal number of RF chains S∗CB is intractable due to the
complex expression of R˜CB. However, it can be numerically determined by an iterative search
over the set {K, ...,min(NRF ,N)}. This search terminates when the sum-rate averaged over
channel realizations R˜CB starts decreasing.
It is to be noted that NRF = (pmax− p f ix− psyn)/pc> K represents the maximum number of
RF chains that can be powered (assuming no transmit power) by the system.
2.5.1.2 ZFB
Considering ZFB, the sum-rate function is convex in p for perfect CSI scenario when ξ → 1
and the transmit power can be optimally shared among users using the water-ﬁlling algorithm
as:
p0k,ZF =
(
1
ln(2)μZF
− σ
2ηZF(α)2
βk
)+
, (2.15)
where μZF is the water level.
For imperfect CSI scenario, the interference term can be asymptotically approximated when K
and S are large but ﬁnite as:
τ =
K
∑
i=1,i=k
pi | hk(α)wZFi (α) |2→ poutE{| hk(α)wZFi (α) |2} ≈ pout
1−ξ 2
K
. (2.16)
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Therefore, the portion of power allocated to user k can be adequately given by:
pk,ZF =
(
1
ln(2)μZF
− (βkτ +σ
2)ηZF(α)2
ξ 2βk
)+
. (2.17)
The achieved sum-rate can be approximated in order to determine analytically the number of
activated RF chains. By assuming that all users are served with transmit power pk = 1ln(2)μZF −
(βkτ+σ2)ηZF (α)2
ξ 2βk
. Hence, the water level can be derived from C1 as:
1
ln(2)μZF
=
1
K
(
pout +
ηZF(α)2
ξ 2
(Kτ +σ2
K
∑
j=1
1
β j
)
)
. (2.18)
The term ηZF(α)2 is approximated Rusek et al. (2013); Yang & Marzetta (2013); Ngo et al.
(2013b), when K and S are large but ﬁnite, as follows:
1
ηZF(α)2
≈ S
K
−1. (2.19)
Theses approximations are validated later by simulations. Hence, the sum-rate averaged over
the channel realizations can be approximated as:
R˜ZF ≈
K
∑
k=1
B · log2
(
βkξ 2
βkτ +σ2
(
pout
K2
(S−K)+ τ + σ
2
K
K
∑
j=1
1
β j
))
. (2.20)
The expression of R˜ZF is concave in S. However, the closed-form expression for the optimal
number of RF chains S∗ZF is intractable due to the complex expression of R˜ZF but can be
numerically determined by an iterative search over the set {K, ...,min(NRF ,N)}. This search
terminates when the sum-rate averaged over channel realizations R˜ZF starts decreasing.
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For perfect CSI scenario when ξ → 1 and τ → 0, the optimal number of RF chains can be
derived analytically:
S∗ZF ≈
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
φZF, if RZF(φZF)> RZF(φZF)
or φZF= NRF
φZF, otherwise.
(2.21)
where
φZF =
pmax− p f ix− psyn+K.pc
2pc
. (2.22)
2.5.2 Equal Received Power (ERP)
This section discusses the case of complete fairness between users by having equal received
power at each user, or more precisely equal SINR. The following constraint is imposed:
γk(p,S) = γp(p,S), ∀(k, p) ∈ {1, ...,K}2. (2.23)
The problem becomes the same as in (2.11) in addition to the constraint given in (2.23). The
transmit power allocated to each user is derived for both CB and ZFB and the optimal number
of RF chains maximizing the average sum-rate is derived analytically.
2.5.2.1 CB
Considering CB, the transmit power allocated to user k under fairness constraint is derived by
solving (2.23). It is given by:
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pk,CB =
pout
ak∑Kj=1
1
a j
, (2.24)
where ak =
βk|ĥk(α)ĥk(α)H |2
βkSpout+σ2ηCB(α)2
,k ∈ {1, ...,K}.
As the transmit power is derived, the sum-rate averaged over channel realizations should be
evaluated in order to derive analytically the optimal number of RF chains. The normaliza-
tion factor ηCB(α)2 can be approximated as ηCB(α)2 ≈ K.S as in Rusek et al. (2013), E{|
ĥk(α)ĥk(α)H |2} = S2 and E{| hk(α)ĥk(α)H |2} = ξ 2S2. These approximations will be vali-
dated later by simulations. Hence, the sum-rate averaged over the channel realizations can be
approximated as:
R˜CB ≈ K ·B · log2
⎛⎝1+ 1
K
ξ 2S
1+ σ
2
pout ∑
K
j=1
1
β j
⎞⎠ . (2.25)
The optimal number of RF chains can be analytically derived as:
S∗CB ≈
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
φCB, if R˜CB(φCB)> R˜CB(φCB)
or φCB= NRF
φZF, otherwise.
(2.26)
where
φCB =
δ · (pmax− p f ix− psyn)+σ2∑Kj=1 1β j −κ1
δ · pc (2.27)
and
κ1 =
√√√√σ2 K∑
j=1
1
β j
.(δ · (pmax− p f ix− psyn)+σ2
K
∑
j=1
1
β j
). (2.28)
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2.5.2.2 ZFB
Here, the optimal number of RF chains under ERP constraint is investigated considering ZFB.
Since users are assumed to have equal received power, the transmit power allocated for user k
can be expressed as:
pk,ZF =
pout
bk∑Kj=1
1
b j
, (2.29)
where bk =
βk
βk pout
1−ξ2
K +σ2
,k ∈ {1, ...,K}.
Hence, using E{| hk(α)wZFk (α) |2} = ξ 2 S−KK the sum-rate averaged over the channel realiza-
tions can be expressed as:
R˜ZF ≈ K ·B · log2
⎛⎝1+ 1
K
ξ 2(S−K)
1−ξ 2+ σ2pout ∑Kj=1 1β j
⎞⎠ . (2.30)
In consequence, the optimal number of RF chains that maximizes the average sum-rate over
channel realizations can be derived as:
S∗ZF ≈
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
φZF, if R˜ZF(φZF)> R˜ZF(φZF)
or φZF= NRF
φZF, otherwise.
(2.31)
where
φZF =
ϖ · (pmax− p f ix− psyn)+1−κ2
ϖ · pc , (2.32)
κ2 =
√
1−ϖ · (Kpc− pmax+ p f ix+ psyn) (2.33)
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and ϖ = δ 1−ξ
2
σ2∑Kj=1
1
β j
.
2.5.3 User Scheduling
Imposing the stringent constraint of ERP, although achieving a complete fairness, may lead to
low sum-rate performance since some ‘bad’ users can require high amount of transmit power
to achieve the ERP constraint. If the users require a minimum received SINR γth, then only a
subset of users can be scheduled and the previously mentioned case can not happen since ‘bad’
users will not be scheduled.
We deﬁne χk as a user index that is set to 1 if user k is scheduled and to 0 otherwise and we
deﬁne the vector χ = [χ1χ2...χK]. The problem is reformulated as:
maximize
p,S,χ
R˜(p,S,χ)
subject to C1,C2,
C5 : χp · γk(p,S) = χk · γp(p,S),
∀(k, p) ∈ {1, ...,K}2,
C6 : γk(p,S)≥ χk · γth,k = 1..K,
C7 : χk ∈ {0,1},k = 1..K.
(2.34)
Constraint C5 ensures that the scheduled users have equal received power and constraint C6
imposes a minimum received SINR to the scheduled users.
In consequence, considering CB, the scheduled users must satisfy the following constraint:
K
∑
k=1
1
ak
χk ≤ ξ
2pout
γth
(2.35)
and considering ZFB, the scheduled users must satisfy the following constraint:
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K
∑
k=1
1
bk
χk ≤ ξ
2pout
γth ·ηZF(α,χ)2 . (2.36)
In order to solve problem (2.34), we propose two heuristic user scheduling algorithms de-
scribed in Algorithm 2.1 and Algorithm 2.2. The ﬁrst algorithm aims to schedule the maximum
number of users. It proceeds by eliminating the ‘worst’ users one by one until the minimum
required received SINR constraint becomes satisﬁed. The worst user is deﬁned as the one that
requires the highest amount of power. The second algorithm eliminates the ‘worst’ users iter-
atively and schedules the best set of users in order to maximize the system sum-rate. Hence,
the second algorithm is supposed to achieve higher performance in terms of system sum-rate.
On the other hand, the ﬁrst algorithm is expected to provide higher fairness since it aims to
schedule the maximum number of scheduled users.
Algorithm 2.1 and Algorithm 2.2 are described considering CB, they can be easily formulated
for ZFB by having the constraint (2.36) instead of (2.35) and parameter bk instead of ak.
Algorithm 2.1 Heuristic user scheduling algorithm I
1 χk ← 1,k = 1 : K, initialization (all users are scheduled) ;
2 Ω←{k,k = 1 : K}, set of scheduled users ;
3 while (2.35) is not satisﬁed do
4 k∗ ← argmax
k∈Ω
1
ak
, ﬁnd the worst user k∗;
5 χk∗ ← 0;
6 Ω←Ω\{k∗};
7 end
8 Sum-rate computation;
2.6 Iterative Antenna Selection (IAS)
In this section, antennas are not arbitrarily selected any more. Hence, efﬁcient algorithms
are proposed to heuristically solve problem (2.9). They jointly ﬁnd the set of antennas α
and provide a power allocation p among users that approaches the maximum sum-rate. The
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Algorithm 2.2 Heuristic user scheduling algorithm II
1 χk ← 1,k = 1 : K, initialization (all users are scheduled);
2 Ω←{k,k = 1 : K}, set of scheduled users;
3 Initial sum-rate computation Rmax;
4 for j = 1 : K−1 do
5 k∗ ← argmax
k∈Ω
1
ak
, ﬁnd the worst user k∗;
6 χk∗ ← 0;
7 Ω←Ω\{k∗};
8 Sum-rate computation R;
9 if R> Rmax then
10 Rmax ← R;
11 end
12 end
optimal antenna selection for ZFB can be obtained using a brute-force search (BFS) algorithm
but suffers from very high computational complexity. For CB, it can be obtained using a branch
and bound (BB) algorithm which highly improves the meantime complexity of the BFS, but
still suffers from exponential complexity in the worst case.
2.6.1 CB
A greedy antenna selection and power allocation algorithm is described in Algorithm 2.3. At
each iteration, the best antenna n∗, the one that maximizes the sum-rate, is determined among
the set of non selected antennas Λ. Once the selected antennas are found, the power can be
allocated among users using (2.14). The proposed algorithm allows to determine the number
of activated RF chains, the selected antennas and the power allocated among users.
It is to be noted that even without taking into consideration the circuit power consumption,
the system sum-rate considering CB is not always maximized when activating all antennas.
Speciﬁcally, ‘bad’ antennas (those experiencing poor channel gains) may cause high inter-
ference and decrease the system performance. Hence, based on this property, a second low
complexity greedy algorithm is proposed. The new algorithm takes at each iteration the an-
tenna with maximum average channel gain. It veriﬁes if the correspondent antenna allows to
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Algorithm 2.3 CB-IAS algorithm
1 αn ← 0,n= 1 : N, initialization;
2 Λ←{n,n= 1 : N}, set of non-selected antennas;
3 for s= 1 : min(NRF ,N) do
4 for n ∈ Λ do
5 αn ← 1, activate antenna n;
6 compute pk using (2.14);
7 compute RCB using (2.4);
8 if RCB > RCBmax then
9 RCBmax ← RCB;
10 n∗ ← n;
11 end
12 αn ← 0, deactivate antenna n;
13 end
14 αn∗ ← 1, select antenna n∗;
15 Λ← Λ\{n∗};
16 end
increase the sum-rate. If this is the case, the antenna is activated; otherwise, it is considered
as a ‘bad’ antenna and it is discarded. The details of the low complexity greedy algorithm are
given in Algorithm 2.4.
The two proposed algorithms can be easily adapted in order to ensure the fairness constraint
discussed in Section 2.5.2. In fact, instead of computing the pk’s using (2.14), they have to
be computed using (2.24). Also, algorithms can be slightly modiﬁed to incorporate the user
scheduling.
2.6.2 ZFB
Here, we propose a reverse greedy algorithm that is able to determine the set of antennas and
power allocation among users that maximizes the instantaneous sum-rate for ZFB. The optimal
set of antennas minimizes the normalization factor, that is, we have:
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Algorithm 2.4 CB low complexity IAS algorithm
1 αn ← 0,n= 1 : N, initialization;
2 ϒ←{n,n= 1 : N},;
3 while ϒ = /0 and ∑Nn=1 αn < min(NRF ,N) do
4 n∗ ← argmax
n∈ϒ
1
K ∑
K
k=1 | ĥk,n |2, ﬁnd antenna n∗ with maximum average channel gain;
5 ϒ← ϒ\{n∗};
6 αn∗ ← 1, activate antenna n∗;
7 compute pk using (2.14);
8 compute RCB using (2.4);
9 if RCB > RCBmax then
10 RCBmax ← RCB;
11 else
12 αn∗ ← 0, deactivate antenna n∗;
13 end
14 end
argmax
α
RZF = argmin
α
ηZF(α)2. (2.37)
Equation (2.37) allows to build a greedy algorithm where the best antenna is selected with no
need for power or sum-rate computation. Since the normalization factor ηZF(α)2 is inﬁnite
for S < K and the beamforming matrix WZF(α) cannot be calculated in this case, the reverse
greedy algorithm is initialized by selecting all antennas. Then, the worst antenna is deactivated
at each iteration. The worst antenna is deﬁned as the one that the sum-rate is maximized when
it is deactivated (i.e. the normalization factor is minimized). Hence, we have
n∗ = argmin
n∈Λ
ηZF(α)2, (2.38)
where Λ is the set of activated antennas.
The computation of the normalization factor at each iteration requires a matrix inversion. When
the spatial correlation between antennas is low enough, the complexity of the algorithm can
be reduced. A low complexity method based on matrix theory was proposed in Lütkepohl;
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Gaur & Ingram (2005) to compute the normalization factor iteratively. Let Ĥs, the matrix
formed by the selected antennas at iteration s and Ds−1 = (Ĥs−1ĤHs−1)
−1. When the antenna
corresponding to the nth column of the channel matrix Ĥ denoted v̂n is deactivated, the expres-
sion of the updated trace of Ds−1 can be simpliﬁed as:
λs−1 = λs+
| v̂Hn Ds |2
1− v̂Hn Dsv̂n
. (2.39)
Hence, the worst antenna is the one that when deactivated at step s−1 minimizes the normal-
ization factor and is derived as:
n∗ = argmin
n∈Λ
| v̂Hn Ds |2
1− v̂Hn Dsv̂n
. (2.40)
In consequence, the matrix inversion is done only once and the normalization factor is updated
with low complexity.
The number of activated RF chains must be less than NRF . Once the transmit antennas are
selected, the transmit power can be optimally shared among users using the water ﬁlling algo-
rithm.
The convergence is obtained when the sum-rate starts decreasing. A pseudo code of the pro-
posed algorithm is given in Algorithm 2.5.
Similarly to CB, Algorithm 2.5 can also be slightly modiﬁed to ensure the fairness constraint
discussed in Section 2.5. Therefore, instead of using (2.17) to compute the pk’s, they are
computed using (2.29). Also, it can be easily adapted to incorporate the user scheduling.
2.7 Complexity Analysis
In this section, the worst case computational complexity of the algorithms proposed in Sec-
tion 2.6 is computed asymptotically. For the brute-force search optimal algorithm under ZFB,
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Algorithm 2.5 ZFB-IAS algorithm
1 αn ← 1,n= 1 : N, initialization (all antennas are activated);
2 Λ←{n,n= 1 : N}, set of selected antennas;
3 while RZF > RZFmax do
4 RZFmax ← RZF ;
5 n∗ ← argmin
n∈Λ
ηZF(α)2, ﬁnd the worst antenna n∗;
6 αn∗ ← 0, deactivate the antenna n∗;
7 Λ← Λ\{n∗};
8 if s≤ NRF then
9 compute pk using (2.17);
10 compute RZF using (2.4);
11 end
12 end
the number of possible combinations of sets of antennas is ∑NRFs=K C
s
N . While for the ZFB-IAS
algorithm, the number of combinations of sets of antennas is given by ∑Ns=K s.
For each selected set of antennas, the coefﬁcient ηZF(α)2 is calculated using one matrix mul-
tiplication with a complexity of O(sK2) and one matrix inversion with a complexity of O(K3).
Also, the water ﬁlling power allocation complexity is O(K3). Hence, the computational com-
plexity of the optimal BFS algorithm under ZFB is given by:
COASZF = O
(
NRF
∑
s=K
CsN(sK
2+K3)
)
. (2.41)
For the ZFB-IAS algorithm, the complexity order of the normalization factor computation is
simpliﬁed to O(K2). Hence, the overall complexity is given by:
CIASZF = O
(
N
∑
s=K
sK2+
NRF
∑
s=K
K3
)
= O(K2N2).
(2.42)
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Now, we investigate the complexity of CB. For the optimal BB algorithm, the number of possi-
ble combinations of the antennas in the worst case is ∑NRFs=1 C
s
N . For each selected set of anten-
nas, the coefﬁcient ηCB(α)2 is calculated, which includes one matrix multiplication. Hence,
the computational complexity of the optimal BB algorithm under CB is given by:
COASCB = O
(
NRF
∑
s=K
CsN(sK
2+K3)
)
. (2.43)
For the CB-IAS algorithm, the number of combinations of antennas is given by ∑NRFs=1 N−s+1.
The update of the normalization factor at each iteration can be simpliﬁed using (2.39). Hence,
its computational complexity is given by:
CIAS1CB = O
(
NRF
∑
s=1
(N− s+1)(K2+K3)
)
= O(NRFK3N).
(2.44)
Finally, we investigate the complexity of the proposed CB low complexity IAS algorithm. The
complexity of order of sorting the antenna coefﬁcients is O(N log2(N)). Hence, the complexity
order of this algorithm is given by:
CIAS2CB = O
(
N
∑
n=1
(K2+K3)+N log2(N)
)
= O((K3+ log2(N))N).
(2.45)
The optimal antenna selection can be obtained with very high complexity whereas the proposed
efﬁcient algorithms are polynomial time at most quadratic on N. The computational complexi-
ties of these algorithms are evaluated for different values of N in Table 2.1 considering K = 10.
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Table 2.1 Computational Complexity of the proposed iterative
and optimal algorithms.
Complexity order COASCB C
IAS1
CB C
IAS2
CB C
OAS
ZF C
IAS
ZF
N = 64, NRF = 32 2.1021 2.106 6.104 2.1021 4.106
N = 128, NRF = 64 2.1040 8.106 2.105 2.1040 2.107
2.8 Numerical Results
In this section, Monte Carlo simulations show the efﬁciency of the proposed algorithms and
validate the analytical results.
The correlation among the BS transmit antennas is following the Kronecker spatial correlation
model represented by Σ[i, j] = θ |i− j|,∀i, j= 1...N, where θ is a correlation coefﬁcient such that
θ = 0 (resp. θ = 1) corresponds to the uncorrelated (resp. fully correlated) conditions Makki
et al. (2016).
We consider that the BS is equipped with 256 antennas serving 10 users. The users are assumed
to be randomly distributed within a circular cell of radius dmax = 500 m. Simulation parameters
are summarized in Table 2.2.
2.8.1 Arbitrary Antenna Selection
Fig. 2.2 shows the average sum-rate as a function of the number of activated RF chains assum-
ing AAS and OPA. Clearly, the maximum achievable sum-rate is not obtained when activating
all RF chains. At low pmax, the performance given by CB is higher than ZFB whereas ZFB
outperforms CB for higher pmax due to the increasing impact of multi-user interference.
The optimal number of activated RF chains with AAS is shown in Fig. 2.3. Simulation results
conﬁrm the analytical expressions of the optimal number of activated RF chains. It can be
noticed that ERP requests the activation of less RF chains compared to OPA for both beam-
forming techniques.
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Table 2.2 Simulation Parameters.
Symbol Description Value
K number of users 10
N number of antennas 256
pc circuit power per activated RF chain 1 W Kumar & Gurugubelli (2011)
psyn power consumed by frequency synthesizer 2 W Kumar & Gurugubelli (2011)
p f ix ﬁxed power consumption 18 W Kumar & Gurugubelli (2011)
δ power ampliﬁer efﬁciency 0.8
ξ reliability of the estimate 0.9
ν path loss exponent 3.7 Zhao et al. (2013)
θ correlation coefﬁcient 0.25 Makki et al. (2016)
B bandwidth 200 KHz
fc carrier frequency 2.5 GHz Ng et al. (2012a)
d0 reference distance 1 m
dmax cell radius 500 m
γth minimum received SINR 10 dB
noise PSD -174 dBm/Hz Pei et al. (2012)
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Figure 2.2 Average sum-rate in function of the number of
activated RF chains assuming AAS and OPA.
Fig. 2.4 shows the maximum achievable sum-rate considering AAS for different power allo-
cation strategies. The optimal user scheduling is given by BFS algorithm (i.e. an exhaustive
43
Total available power at the BS pmax (W)
40 60 80 100 120 140 160 180 200
O
p
ti
m
a
l
n
u
m
b
er
of
tr
a
n
sm
it
R
F
ch
a
in
s
10
20
30
40
50
60
70
80
90
100
110
CB OPA (simulation)
ZFB OPA (simulation)
CB ERP (analytic)
CB ERP (simulation)
ZFB ERP (analytic)
ZFB ERP (simulation)
Figure 2.3 Number of activated transmit RF chains whith AAS.
search over all possible users’ combinations). Under CB, it can be seen that the proposed user
scheduling algorithms signiﬁcantly ameliorate the performance compared to ERP. Also, user
scheduling outperforms slightly OPA (except for very high pmax) since OPA has the constraint
to schedule all the users. As expected, Algorithm 2.1 is less performant than Algorithm 2.2
since it aims to schedule the maximum number of users. It will be seen later that Algorithm 2.1
provides higher fairness. The achieved sum-rate by Algorithm 2.2 approaches the optimal user
scheduling. Under ZFB, user scheduling algorithms can achieve higher performance than OPA
because ZFB eliminates completely the multi-user interference. Therefore, when serving less
users (i.e. scheduling only the users whose channel vectors are near-orthogonal), the system
can achieve higher sum-rate. It is to be noted that OPA serves always all users whereas the
optimal user scheduling applies optimal power allocation to a subset of adequately selected
users.
The achieved sum-rate by the Algorithm 2.2 ﬁts exactly with the optimal user scheduling.
Also, we observe that the analytical expressions of the average sum-rate under ERP given in
(2.25) and (2.30) ﬁt with the simulations results. These ﬁgures corroborate that under ERP and
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Figure 2.4 Performance comparison of different algorithms
considering AAS.
when the antenna selection is performed arbitrary, using CB provides higher system sum-rate
than using ZFB for large pmax values (the crossing point of the two curves can be obtained by
solving γ˜CBERP(pmax) = γ˜
ZF
ERP(pmax)).
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Figure 2.5 Jain’s fairness index considering AAS.
Fig. 2.5 shows the fairness level achieved by the proposed algorithms for AAS under CB and
ZFB respectively. The used fairness metric is the well known Jain’s fairness index Jain et al.
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(1984) deﬁned as J(R) = (∑
K
k=1Rk)
2
K∑Kk=1R
2
k
. Under equal received power, the Jain index is close to
1 due to channel estimation imperfection. Full and instantaneous fairness between users can
be only achieved when considering perfect CSI at the BS. For the other algorithms, the Jain
index increases when we increase the total available power at the BS. For both CB and ZBF,
Algorithm 2.1 provides higher fairness than optimal user scheduling since it aims to schedule
the maximum number of users with ERP. The fairness provided by Algorithm 2.2 is the same
as optimal user scheduling for ZFB. On the other hand, these ﬁgures show also that the Jain
fairness index given by optimal user scheduling is less than OPA. Also, it can be seen that CB
provides higher fairness than ZFB when considering OPA.
In Fig. 2.6, we show the impact of the transmit spatial correlation on the maximum achieved
sum-rate under ERP considering both beamforming techniques. In high pmax region and high
spatial correlation factor, sensitivity to the spatial correlation increases and results in serious
system performance degradation. Also, it can be seen in this ﬁgure that ZFB is more robust to
the spatial correlation between transmit antennas than CB.
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Figure 2.6 Maximum achievable sum-rate under ERP in
different spatially-correlated conditions.
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Now, we investigate the energy efﬁciency and spectral efﬁciency tradeoff (SET) by considering
the utility function given by Deng et al. (2013). The SET utility is expressed in function of the
number of activated RF chains and the output power pout as:
U(S, pout) =
(
fSE(S, pout)
f maxSE
)w
·
(
fEE(S, pout)
f maxEE
)1−w
, (2.46)
where fSE denotes the spectral efﬁciency that is given by the system sum rate, f maxSE denotes
the maximal spectral efﬁciency, fEE denotes the energy efﬁciency, f maxEE denotes the maxi-
mal energy efﬁciency and w ∈ [0,1] denotes the preference for the spectral efﬁciency. The
energy efﬁciency is given by the spectral efﬁciency divided by the total consumed power as
fEE(S, pout) = fSE(S, pout)/(pout +S · pc).
Considering ERP, the SET utility is optimized by deriving the optimal S∗ and p∗out for different
values of w and shown in Fig. 2.7 for both CB and ZFB.
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Figure 2.7 Energy efﬁciency and spectral efﬁciency tradeoff.
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2.8.2 Iterative Antenna Selection
Fig. 2.8 plots the maximum achievable sum-rate under the proposed IAS algorithms and op-
timal antenna selection. Simulation results for optimal antenna selection are presented for
limited number of antennas N and for K = 3 due to the extremely high exponential complexity
of the optimal algorithm. As expected, the increase in the number of antennas offers more
diversity and achieves higher sum-rate. The performance gap between the IAS and optimal
antenna selection is tight and does not change too much when N increases.
Number of antennas N
10 12 14 16 18 20
M
a
x
im
u
m
a
ch
ie
va
b
le
su
m
-r
a
te
(M
bi
ts
/
se
c)
0.6
0.8
1
1.2
1.4
1.6 ZFB optimal AS
ZFB-IAS
CB optimal AS
CB-IAS
pmax=40 W
pmax=30 W
Figure 2.8 Maximum achievable sum-rate under optimal AS and
IAS considering OPA (K = 3).
In Fig. 2.9, we compare the performance of the proposed IAS algorithms assuming OPA un-
der different channel imperfection levels (i.e. different values of ξ ). It is clear that the IAS
algorithm under ZFB signiﬁcantly outperforms IAS under CB for higher value of pmax. The
opposite is true in low pmax region. The degradation of the performance of conjugate beam-
forming is due to the increase of multi-user interference. Also, the proposed CB low complex-
ity IAS algorithm (Algorithm 2.4) outperforms the CB-IAS algorithm (Algorithm 2.3) in high
pmax region. It is clear that the decrease of the reliability of the estimation (as ξ decreases) de-
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grades the system performance. The IAS algorithms are more sensitive to channel estimation
imperfection than AAS because this imperfection has effect on both power allocation and an-
tenna selection. Under imperfect CSI, ZFB cannot perfectly mitigate multi-user interference.
Therefore, CB is more robust to channel estimation imperfection than ZFB.
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Figure 2.9 Performance comparison of different algorithms
considering OPA under different channel imperfection levels.
Finally, we compare the proposed algorithm ZFB-IAS with a state-of-the-art algorithm, namely
JASUS Benmimoune et al. (2015) after performing some minor adaptations according to our
system model. In fact, JASUS takes as input the number of active RF chains and selects
iteratively the best antennas that maximize the sum-rate under ZFB. Therefore, we have run
JASUS taking as input the number of RF chains calculated under AAS. Fig. 2.10 shows that
ZFB-IAS outperforms JASUS.
2.9 Conclusion
The downlink of large-scale MIMO systems is investigated in this paper considering a non
negligible circuit power consumption. The studied resource allocation focuses on: (i) activat-
ing a subset of RF chains, (ii) activated antenna selection, (iii) power allocation and (iv) user
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Figure 2.10 Comparison with JASUS.
scheduling considering two linear precoders CB and ZFB. Since the instantaneous sum-rate is
considered as the objective function, we conﬁrm that it isn’t maximized by activating all RF
chains. For this reason, we ﬁnd the optimal number of RF chains to be activated that maxi-
mizes the sum-rate assuming ﬁrstly arbitrary antenna selection and considering either optimal
power allocation or fair equal received SINR (denoted ERP). CB is shown to provide higher
fairness than ZFB. However, ERP leads to low performance compared to optimal power allo-
cation. Hence, scheduling only the users that are able to respect a minimum SINR requirement
is investigated. Two user scheduling algorithms are proposed. The ﬁrst one is shown to be fair
and achieves acceptable sum-rate whereas the second one achieves the optimal system sum-
rate. Next, we investigate instantaneous antenna selection that allows to improve the system
sum-rate. Since the optimal antenna selection is highly complex, we propose two polynomial
time iterative antenna selection algorithms that allow to ﬁnd a near-to-optimal balance between
the amount of power consumed at the RF chains and the transmit power.
Future work could be directed towards the design of low complexity beamforming schemes
that outperform CB and ZFB considering a non-negligible circuit power consumption. Also,
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the system model may be extended to intercell scenario where multi-cell interference and pilot
contamination are taken into account for the design of resource allocation strategies.
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3.1 Abstract
This paper investigates the energy consumption of distributed large-scale MIMO systems made
up of a set of remote radio heads (RRHs), each of which is powered by both an independent
energy harvesting source and the grid. The grid energy source allows to compensate for the
randomness and intermittency of the harvested energy. Hence, the problem of grid power con-
sumption minimization has to be solved by efﬁciently managing the energy delivered from
different sources while satisfying the system requirements in terms of users’ quality of service
demands. First, this paper solves the optimal off-line version of the problem using linear pro-
gramming. In fact, the main problem is decomposed and heuristically solved in order to deal
with the large number of constraints and variables. Since sometimes all the users cannot be
served, an iterative link removal algorithm is devised ensuring the feasibility of the problem.
Next, we investigate the on-line energy management problem. We ﬁrst propose a dynamic
programming approach to obtain the optimal on-line solution but with high complexity. Then,
we develop and propose a low complexity heuristic solution based on using the maximal avail-
able energy at the batteries. Taking beneﬁts of the characteristics of large-scale MIMO and
the modeling of the harvested energy as Markov chains, we devise an efﬁcient on-line energy
management algorithm based on energy prediction. Finally, we propose a heuristic solution for
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RRH on/off operation with the objective of improving the system energy efﬁciency. The perfor-
mance of the proposed algorithms is evaluated by simulations and it is shown that the proposed
energy management approaches offer efﬁcient use of non-renewable energy to compensate the
variability of renewable energy in large-scale MIMO systems.
3.2 Introduction
Large-scale multiple-input multiple-output (MIMO) (also known as massive MIMO) is seen as
a key technology to be exploited in the next generations of wireless networks Andrews et al.
(2014). It is based on multiplexing few hundred antennas to serve few tens of users at the
same time-frequency, which allows to achieve high spectral efﬁciency using linear transmit
and receive techniques Rusek et al. (2013). However, systems with co-located antennas may
suffer from highly-correlated small-scale fading and identical large-scale fading. Also, the de-
ployment of large number of antennas on the same base station presents many technical and
implementation challenges Larsson et al. (2014). Alternatively, distributed large-scale MIMO
systems can mitigate large-scale fading due to heterogeneous path-loss conditions. They are
also shown to be more energy efﬁcient than co-located antenna systems when taking exclu-
sively into account the energy consumption of transmit and receive units He et al. (2014).
A distributed large-scale MIMO system consists of a set of remote radio heads (RRHs) dis-
tributed over a large area. Each RRH contains single or multiple antennas and RF chains
and is reliably connected to a central unit. Such systems may be also seen as the so-called
cloud radio access networks (C-RAN) Saxena et al. (2016). They may also incorporate energy
harvesting that is a promising key technology for greening future wireless networks since it
reduces network operation costs and carbon footprints Ku et al. (2016). Therefore, each RRH
can be powered by both energy harvested from renewable sources such as thermal, wind or
solar Prasad et al. (2017) and energy bought from the electrical grid.
The gains offered by distributed large-scale MIMO systems cannot be extracted without ad-
equate resource management strategies as shown in Liu & Lau (2014); Joung et al. (2014);
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Van Chien et al. (2016). In Liu & Lau (2014), the sum-rate is maximized using an efﬁcient joint
antenna selection and power allocation scheme in large C-RAN. The authors in Joung et al.
(2014) investigate the energy efﬁciency in distributed large-scale antenna systems and propose
efﬁcient power control, antenna selection and user clustering algorithms. In Van Chien et al.
(2016), the problem of transmit power minimization and user association is optimally solved
for downlink multi-cell large-scale MIMO systems.
On the other hand, resource allocation in cellular systems powered by energy harvesting sources,
exclusively or in conjunction with the grid, was also studied in the literature. The optimal base
station on/off policy that minimizes the grid power consumption in such systems is obtained
in Che et al. (2016). In Touzri et al. (2016), the BSs are assumed to be powered by multi-
ple micro-grids. Efﬁcient resource allocation techniques that minimize a power cost function
are proposed. The capability of renewable energy to power cellular networks is investigated
in Hu et al. (2016) in terms of coverage. A distributed deployment model of energy harvesting
sources is proposed in order to cope with energy spatial random variations. In Yadav et al.
(2016), the optimal off-line and on-line energy management settings are derived for small-cell
access points.
The design of energy efﬁcient communication systems is challenging when considering large-
scale MIMO powered by energy harvesting due to the large number of antennas and to the
intermittent characteristics of renewable energy sources. Even though resource allocation was
extensively investigated for large-scale MIMO systems or for energy harvesting systems, very
little attention was given to the design of energy management schemes that implement both
technologies. In Zhou et al. (2014), a co-located point-to-point large-scale MIMO system pow-
ered by a single hybrid source was considered. Unlike the system presented in this paper, the
authors of Zhou et al. (2014) consider only one user and one energy harvesting source. In Chia
et al. (2014), cooperation between BSs powered by individual hybrid sources is proposed and
investigated and the optimal energy cooperation policy is determined. The authors proposed an
on-line energy management solution for conventional cellular system where large-scale MIMO
was not considered. Therefore, our paper investigates distributed large-scale MIMO systems
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where the RRHs are powered by energy bought from a grid source in addition to energy har-
vested from renewable sources. The objective is to propose efﬁcient energy management solu-
tions while satisfying the users requirements in terms of rate. In summary, this paper presents
the following novel contributions:
• The problem of grid power consumption minimization in distributed hybrid energy
large-scale MIMO system is formulated and the off-line energy management prob-
lem is optimally solved.
• Due to the large number of constraints and variables, the off-line problem is decom-
posed and heuristically solved.
• The feasibility problem is addressed by proposing an efﬁcient link removal algo-
rithm.
• Differently from Hamdi et al. (2017a) where the harvested energy is assumed to be
independent over time, this work models the harvested energy as correlated time
processes. Furthermore, the optimal on-line energy management policy is obtained
and an efﬁcient low complexity heuristic algorithm based on maximal available en-
ergy use is also proposed.
• An efﬁcient on-line energy management algorithm based on energy prediction is
proposed.
• For better energy efﬁciency, RRH on/off operation is investigated and a heuristic
algorithm is proposed.
To clarify the new contributions of this paper relative to Hamdi et al. (2017a), it should be
noted that the second point as well as the last three points of the above list are completely
novel.
The rest of the paper is organized as follows. In Section 3.3, the system model is presented
and the grid power consumption minimization problem is formulated. The optimal off-line
energy management solution is presented in Section 3.4 and the on-line solutions are given
in Section 3.5. RRH on/off operation is investigated in Section 3.6. Numerical results are
presented and discussed in Section 3.7. Finally, we conclude this paper in Section 3.8.
55
3.3 System Model and Problem Formulation
3.3.1 Channel and Signal Model
The distributed large-scale MIMO system shown in Fig. 3.1 is considered. The central unit
is connected via error-free links to N RRHs serving K single-antenna users where N 	 K. A
given time interval is partitioned into L frames. The downlink channel coefﬁcients between
the RRHs and the users are represented by a complex matrix G(i) = [g1(i),g2(i), ...,gK(i)]
where gk(i) = [gn,k(i)]n=1:N ∈ C1×N is the kth channel vector for user k at frame i. Since non
co-located antennas and non co-located users are assumed, the spatial correlation is neglected
for both transmission and reception links. The channel coefﬁcient gn,k(i) is given by gn,k(i) =√
βn,khn,k(i), where hn,k(i) is the small-scale fading channel coefﬁcient at frame i, which is
assumed to be quasi-static Gaussian independent and identically distributed (i.i.d.) slow fading
channel and βn,k represents the large-scale fading channel coefﬁcient between user k and RRH
n. Considering only path loss, the large-scale fading component is expressed as βn,k = ζ
d−νn,k
d−ν0
,
where ν is the path loss exponent, dn,k is the distance between the RRH n and user k, d0 is the
reference distance and ζ is a constant related to the carrier frequency and reference distance.
The central unit estimates the channel using the minimum mean square error (MMSE) and thus
the estimated channel coefﬁcient satisﬁes Rusek et al. (2013):
ĝn,k(i) =
√
βn,k(ξhn,k(i)+
√
1−ξ 2e), (3.1)
where 0 ≤ ξ ≤ 1 denotes the reliability of the estimate and e is an error component with
Gaussian i.i.d. entries with zero mean and unit variance.
We denote by wk(i) ∈ CN×1 the kth beamforming vector for user k. The low complexity maxi-
mum ratio transmission (MRT) is considered as beamforming technique for downlink transmis-
sion. The beamforming vector for user k is given by wk(i) =
ĝk(i)H
η(i) , where η(i) =‖ Ĝ(i)H ‖F
is the normalization factor. Hence, the received signal-to-interference-plus-noise ratio (SINR)
at user k is expressed as:
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γk(i) =
∑Nn=1 pn,k(i)
η2(i) | gk(i)ĝk(i)H |2
∑Km=1,m=k
∑Nn=1 pn,m(i)
η2(i) | gk(i)ĝm(i)H |2 +σ2
. (3.2)
where pn,k(i) is the power allocated for user k on RRH n at frame i and σ2 is the noise variance
that is assumed to be additive white Gaussian noise (AWGN) with zero mean.
Finally, the uplink decoding is assumed to be performed at the central unit. Thus, the uplink
data signal is received and transmitted to the central unit with ﬁxed power on each RRH.
Backhaul
Central
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Network
RRH N
User 1
EH source 1
User 2 User 3
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RRH 1
RRH 2 RRH n
EH source nEH source 2
EH source N
Grid
Fronthaul
Figure 3.1 Distributed large-scale MIMO system with per-RRH
energy harvesting.
3.3.2 Energy Harvesting Model
The harvested energy at each RRH is ﬁrst stored in a battery with maximal capacity Bmax. Let
An(i) and Xn(i) denote respectively the amount of harvested energy and of consumed energy
at RRH n during frame i. The amount of harvested energy is modeled as a correlated time
process following a discrete-time Markov model as in Niyato et al. (2007); Blasco et al. (2013),
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An(i) ∈ Ω  {ω1,ω2, ...,ωM} where Ω is the set of possible amount of harvested energy and
Q(ωm,ω j) = Pr(An(i+1) = ωm | An(i) = ω j) is the state transition probability.
The grid energy is required to compensate for the randomness and intermittence of the har-
vested energy, and hence enough power is always available which increases the feasibility of
the problem (i.e., serving all users). We also consider that pn,k(i) = pen,k(i)+ p
g
n,k(i), where
pen,k(i) and p
g
n,k(i) denote the power drawn from the energy harvesting source and the power
grid respectively. We also deﬁne Ef ix for each RRH as the summation of the required energy
to transmit (i) its current battery level, (ii) the received data signal and (iii) the received pilot
signal to the central unit, and the energy consumed by the circuit. The latter includes the power
consumed by the digital to analog converters, mixers and ﬁlters. Since the RRHs are powered
by both renewable and grid sources, the required energy for the RRHs operation can be written
as:
Ef ix = Een(i)+E
g
n(i), n= 1..N, i= 1..L, (3.3)
where Een(i) and E
g
n(i) are the energy drawn from the energy harvesting and the grid source
respectively. Hence, the consumed energy per RRH n at frame i can be given by:
Xn(i) = Ef ix+
K
∑
k=1
pn,k(i) ·T
= Een(i)+E
g
n(i)+
K
∑
k=1
pen,k(i) ·T +
K
∑
k=1
pgn,k(i) ·T
= Xen (i)+E
g
n(i)+
K
∑
k=1
pgn,k(i) ·T,
(3.4)
where Xen (i) denotes the total energy drawn from the energy harvesting source by RRH n at
frame i and T denotes the duration of downlink transmission phase.
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Let Bn(i) denote the battery level of RRH n at frame i. The energy drawn from the energy
harvesting source cannot exceed the battery level. Hence, the energy causality constraint is
given by:
Xen (i)≤ Bn(i), (3.5)
and the battery level update is expressed as:
Bn(i+1) = min(Bmax,Bn(i)−Xen (i)+An(i)). (3.6)
We consider that the grid power consumption by RRH n at frame i is weighted by a factor
αn,i Che et al. (2016). Hence, the total grid power consumption is expressed as:
Δtot =
L
∑
i=1
N
∑
n=1
αn,i ·Δn,i, (3.7)
where Δn,i =
Ef ix−Een(i)
T +∑
K
k=1 p
g
n,k(i).
3.3.3 Frame Structure
The considered system adopts, without loss of generality, time division duplex (TDD) for up-
link/downlink communication. Each frame consists of 4 phases:
a. First, users send uplink pilot symbols to the RRHs;
b. second, each RRH sends reliably its current battery level and the received pilot signal
to the central unit with ﬁxed transmit energy;
c. third, the central unit performs channel estimation, beamforming, resource manage-
ment and forwards its decisions towards the RRHs; and
d. ﬁnally uplink or downlink data transmission occurs.
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3.3.4 Problem Formulation
The objective of this work is to minimize the total consumed grid energy while making use of
the available harvested energy. We assume that each user requires a minimum received SINR
to be satisﬁed. The energy management should take advantage of the grid power’s weight
variations by consuming more grid power when the associated weight is low while storing the
renewable energy for future use, and by consuming less (or even zero) grid power when its
weight is high. The main problem when channel coefﬁcients, harvested energy arrivals and
grid power weights are known, can be formulated as (3.8).
Constraints (3.8.a) ensure a minimum received SINR, denoted γth, to each user. Constraints
(3.8.b) are related to the energy causality, i.e. the consumed harvested energy at RRH n can not
exceed the energy harvested at RRH n. Constraints (3.8.c) specify that the harvested energy at
the current frame cannot exceed the maximal battery capacity. Constraints (3.8.d) specify that
the transmit power at each RRH is constrained due to the limited linear domain of the power
ampliﬁers. Finally, constraints (3.8.e) and (3.8. f ) ensure the non-negativity of the allocated
amounts of power or energy.
The objective function and the constraints of problem (3.8) are clearly linear. Hence, the op-
timal energy management is obtained by solving a linear program as discussed in the next
section.
Before delving into the details of the proposed solutions to the energy management, let’s dis-
cuss a special case of the formulated problem. When the grid power’s weights are all equal, i.e.
αn,i = α ∀n, i, we have no penalty to use the renewable energy once it is available. Hence, the
optimal energy management is given by using all the harvested energy available at the batteries
during the corresponding frame. The grid power is used when needed (i.e. when the battery is
empty) to keep the users satisﬁed.
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minimize
{pen,k(i),pgn,k(i),Een(i)}
k=1..K,n=1..N,i=1..L
L
∑
i=1
N
∑
n=1
αn,iΔn,i
subject to
(3.8.a) : γk(i)≥ γth, k = 1..K, i= 1..L,
(3.8.b) :
l
∑
i=1
(
Een(i)+
K
∑
k=1
pen,k(i) ·T
)
≤
l
∑
i=1
An(i), n= 1..N, l = 1..L,
(3.8.c) :
l
∑
i=1
An(i)−
l−1
∑
i=1
(
Een(i)+
K
∑
k=1
pen,k(i) ·T
)
≤ Bmax, n= 1..N, l = 2..L,
(3.8.d) :
K
∑
k=1
(pen,k(i)+ p
g
n,k(i))≤ pmax, n= 1..N, i= 1..L,
(3.8.e) : pen,k(i), p
g
n,k(i)≥ 0, k = 1..K, n= 1..N, i= 1..L,
(3.8. f ) : Ef ix ≥ Een(i)≥ 0, n= 1..N, i= 1..L.
(3.8)
For better comprehension, the following reformulates problem (3.8) for a simple scenario of
only two frames, a single user and a single RRH. Hence problem (3.8) becomes:
minimize
pe1,1(1),p
g
1,1(1),E
e
1(1),E
e
1(2),p
e
1,1(2),p
g
1,1(2)
α1,1Δ1,1+α1,2Δ1,2
subject to
(3.9.a) :
pe1,1(1)+ p
g
1,1(1)
σ2
| g1(1) |2= γth,
(3.9.b) :
pe1,1(2)+ p
g
1,1(2)
σ2
| g1(2) |2= γth,
(3.9.c) : Ee1(1)+ p
e
1,1(1) ·T ≤ A1(1),
(3.9.d) : Ee1(1)+ p
e
1,1(1)+E
e
1(1)+ p
e
1,1(1) ·T ≤ A1(1)+A1(2),
(3.9.e) : A1(1)+A1(2)−
(
Ee1(1)+ p
e
1,1(1) ·T
)≤ Bmax,
(3.9. f ) : Ef ix ≥ Ee1(1)≥ 0,
(3.9.g) : Ef ix ≥ Ee1(2)≥ 0.
(3.9)
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It is to be noted that
Assuming γth = 10 dB, Bmax = 50 J, α1 = 0.2 and α2 = 0.6, the optimal energy management is
obtained while satisfying the user during both frames for a minimal grid power cost of 3.4 W.
3.4 Off-line Energy Management
In this section, we distinguish between the scenarios where (i) the harvested energy is large
enough to serve all the users and there is no need for additional energy from the grid, (ii) the
grid power is required but the problem is feasible (i.e., all the users can be satisﬁed) and ﬁnally
(iii) some of the users cannot be satisﬁed. This section also discuss the problem decomposition
allowing to obtain a heuristic solution with reduced complexity..
3.4.1 No Need for Grid Power
The power drawn from energy harvesting sources can be sufﬁcient to ensure the QoS require-
ments for all users and there is no need for grid power, the energy drawn from the grid source
for RRH operation is equal to zero, i.e. Egn(i) = 0, n = 1..N, i = 1..L. Also, the portion of
transmit power drawn from the grid source is equal to zero, i.e. pgn,k(i) = 0, n = 1..N, k =
1..K, i= 1..L, according to the following lemma.
Lemma 3.1: The consumption of grid power tends to zero if the following inequality, related
to the amount of stored energy at the batteries and to the channel coefﬁcients, is veriﬁed:
l ·Ef ix+
l
∑
i=1
K
∑
k=1
| ĝHn,k(i) |2
η(i)2
p∗k(i) ·T ≤
l
∑
i=1
An(i), n= 1..N, l = 1..L, (3.10)
where
p∗k(i) =
⎛⎜⎝ Nσ2d +σ2η(i)21
γth∑Km=1
1
|gm(i)ĝm(i)H |2
−1Nσ
2
d +σ
2η(i)2
⎞⎟⎠ · γth| gk(i)ĝk(i)H |2 (3.11)
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and σ2d = E{| gn,k(i) |2} is the variance of the channel gn,k(i).
Proof: given in Appendix I.
Similarly to the main problem, we reformulate this lemma for a simple scenario of only two
frames, a single user and a single RRH. The consumption of grid power tends to zero if the
following inequalities are veriﬁed:
Ef ix+ p∗1(1) ·T ≤ A1(1),
2Ef ix+ p∗1(1) ·T + p∗1(2) ·T ≤ A1(1)+A1(2).
(3.12)
3.4.2 Linear Programming
The optimal energy management can be obtained by linear programming when problem (3.8) is
feasible as discussed in Hamdi et al. (2017a) using interior point method (IPM) implemented
in numerical tools such as CVX. This linear program has L ·K +N(4L− 1) constraints and
N ·L(1+ 2K) variables and can be solved in polynomial-time using IPM with complexity or-
der Boyd & Vandenberghe (2004) expressed as:
f (N,K,L) = O
(
(N ·L(1+2K))2 (L ·K+N(4L−1))
)
. (3.13)
3.4.3 Link Removal
The multi-user interference present in constraints (3.8.a) as well as the limitations imposed by
constraints (3.8.d) on the maximum transmit power at each RRH, involve that, in some cases,
it may be impossible to ensure the SINR required by all the users at each frame Le & Hossain
(2008). Hence, the problem may be infeasible even though the availability of grid power.
Therefore, some users have to be denied service in some frames in order to overcome the
infeasibility. More precisely, users with bad channel conditions in a particular frame have
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higher probabilities to violate the SINR constraint, and hence they could not be satisﬁed in that
frame.
A link removal solution may be proposed in order to overcome the infeasibility problem. We
mean by link a particular (user, frame) pair. The formulated problem (3.8) becomes to jointly
minimize the weighed consumed power and to minimize the number of removed links. A
simpliﬁed version of this problem is to maximize the number of activated links while satisfying
the required SINRs which is demonstrated to be an NP-complete problem in Andersin et al.
(1996). Hence, the optimal link removal solution can be obtained only by high complex brute
force search algorithm.
We propose in this section a link removal algorithm to solve heuristically the infeasibility
problem. The proposed algorithm starts by removing one link based on ﬁxed power allocation
and re-tests the problem feasibility. This procedure is repeated until we obtain a set of links
that ensures feasibility. By deﬁnition, the worst link is the one that violates the required SINR
constraints the most. Alternatively, assuming a ﬁxed power allocation, the worst link is the one
that experiences the lowest SINR. The proposed link removal algorithm removes in each step
the worst link. Such a link is characterized either by being in a noise-limited region or suffering
from high interference caused by other transmissions. Therefore, the link removal algorithm
chooses the link that experiences the least SINR. Note that similar removal policy has been
previously proposed in different scenarios such as in Andersin et al. (1996); Le & Hossain
(2008). The removal criterion can be applied as follows:
(k, l)∗ ← argmin
(k,l)∈{1,...,K}×{1,...,L}
ψk,l (3.14)
where
ψk,l =
[
| ĝk(l)ĝk(l)H |2
∑Ki=1,i=k | ĝk(l)ĝi(l)H |2 +σ2η2(l)
]
. (3.15)
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This iterative procedure terminates once the problem becomes feasible by potentially removing
the least number of links from the system. The proposed low complexity iterative link removal
algorithm is given in Algorithm 3.1.
Another important factor for performance evaluation, that could replace SINR for the removing
algorithm, is the signal-to-leakage-plus-noise ratio (SLNR) which is based on user’s leakage
power to others Cheng et al. (2010). Anyhow, since MRT is considered as beamforming in the
system model, the SLNR metric has the same expression as the SINR metric. It is to be noted
that the perfect channel state information (CSI) at the base station is not available, the removal
criterion can be computed only with imperfect CSI.
Removing a single link by iteration may cause long running time for high number of links.
Hence, to reduce the running time, multiple links could be removed in each iteration even
though the algorithm may remove more links than needed.
Algorithm 3.1 Iterative Link Removal Algorithm
1 Computation of matrix LR = [ψk,l]k=1:K,l=1:L, // initialization (all links are scheduled);
2 Ω←{}, // set of removed links;
3 f eas← false, // boolean variable for feasibility test;
4 r1 ← 0, // number of links already removed;
5 while r1 < L ·K−R and Not f eas do
6 r1 ← r1+R, R is the number of links to be removed in each iteration;
7 for r2 = 1 : R do
8 (k, l)∗ ← argmin
(k,l)∈{1,...,K}×{1,...,L}
LR;
9 Ω←Ω∪{(k, l)∗}, // remove link (k, l)∗;
10 update matrix LR;
11 end
12 solve linear program (3.8);
13 if problem (3.8) is feasible then
14 f eas← true;
15 end
16 end
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Since the optimal link removal is obtained with the brute-force search algorithm, the number of
possible combinations of sets of links is∑Ll=L∑
K
k=1C
k
KC
l
L. Hence, its computational complexity
is given by:
Coptlr =
L
∑
l=L
K
∑
k=1
(
K
k
)(
L
l
)
f (N,k, l). (3.16)
For the iterative link removal algorithm, the computational complexity is given by:
Citelr =
L
∑
l=L
K
∑
k=1
f (N,k, l). (3.17)
3.4.4 Problem Decomposition
Since the number of variables and constraints in problem (3.8) is very large and the complex-
ity of the IPM depends on this number Renegar (1988), we propose to decompose the main
problem and to heuristically solve it. First, the problem of user QoS satisfaction at frame i is
formulated as:
minimize
{pn,k(i)}
k=1..K,n=1..N
N
∑
n=1
αn,i ·
K
∑
k=1
pn,k(i)
subject to
(3.18.a) : γk(i)≥ γth, k = 1..K,
(3.18.b) :
K
∑
k=1
pn,k(i)≤ pmax, n= 1..N,
(3.18.c) : pn,k(i)≥ 0, k = 1..K, n= 1..N.
(3.18)
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The problem (3.18) may be solved for each i ∈ {1, ...,L} in order to determine the required
energy at each RRH given by Ereqn (i) = Ef ix+∑Kk=1 p∗n,k(i) ·T, , n= 1..N, i= 1..L. Hence, the
harvested energy management problem is reformulated as:
minimize
{Xen (i)}
n=1..N,i=1..L
L
∑
i=1
N
∑
n=1
αn,i
Ereqn (i)−Xen (i)
T
subject to
(3.19.a) :
l
∑
i=1
Xen (i)≤
l
∑
i=1
An(i), n= 1..N, l = 1..L,
(3.19.b) :
l
∑
i=1
An(i)−
l−1
∑
i=1
Xen (i)≤ Bmax, n= 1..N, l = 2..L,
(3.19.c) : Ereqn (i)≥ Xen (i)≥ 0, n= 1..N, i= 1..L.
(3.19)
The number of variables in problem (3.8) is N · L(1+ 2K) while it is only N · L in problem
(3.19). Also, the number of constraints is L ·K +N(4L− 1) in problem (3.8) compared to
N(3L−1) in problem (3.19). Hence, the problem decomposition allows to reduce the computa-
tional complexity of the off-line energy management to O
(
(N ·L)2N(3L−1)+L(N ·K)2(K+N)).
3.5 On-line Energy Management
In this section, we propose to solve problem (3.8) by an on-line energy management. The
central unit is assumed to know the channel coefﬁcients, the harvested energy at different
RRHs only at the current frame i.
3.5.1 Optimal Setting
The optimal on-line solution to problem (3.8) i.e., without knowing the CSI values, harvested
energy and batteries levels in the future frames, could be found by solving the well-known
Bellman equation using dynamic programming (DP) Puterman (2014). The system state at
frame i is deﬁned by the current batteries levels in addition to the harvested energy amounts
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as si = {Bn(i)+An(i)}n=1..N , and the decision at frame i is deﬁned by the energy drawn from
the energy harvesting sources as a(si) = {Xen (i)}n=1..N . Since future CSI values are not known,
we deﬁne a penalty function as the expected minimal grid power consumption over channel
realizations Ua(si) = EH {uH(si,a)}, where
uH(si,a) = minimize{Een(i),pen,k(i),pgn,k(i)}
k=1..K,n=1..N
N
∑
n=1
αn,i ·Δn,i
subject to
(3.20.a) : γk(i)≥ γth, k = 1..K,
(3.20.b) : Een(i)+
K
∑
k=1
pen,k(i) ·T = Xen (i), n= 1..N,
(3.20.c) :
K
∑
k=1
pen,k(i)+ p
g
n,k(i)≤ pmax, n= 1..N,
(3.20.d) : pen,k(i), p
g
n,k(i)≥ 0, k = 1..K, n= 1..N,
(3.20.e) : Ef ix ≥ Een(i)≥ 0, n= 1..N.
(3.20)
Given the current system state si, the optimal on-line decision a∗ has to verify the Bellman’s
equation of optimality Puterman (2014):
Ja
∗
(si) = min
a∈ϕ(si)
{Ua(si)+ ∑
s′∈φ(si+1)
Pr(si+1 = s′ | si,a)Ja∗(si+1 = s′)}, (3.21)
where ϕ(si) denotes the set of all feasible decisions at state si and φ(si+1) denotes the set of
possible states at frame i+1.
The optimal on-line energy management can be determined by solving (3.21) using DP. The
DP method suffers from high computational complexity due to very large number of system
states and decisions.
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3.5.2 Maximal Harvested Energy Utilization
In this section, we propose an on-line algorithm (Max-ON) that uses the maximal available
harvested energy at each frame. Hence, the following problem could be solved at each frame i:
minimize
{Een(i),pen,k(i),pgn,k(i)}
k=1..K,n=1..N
N
∑
n=1
αn,i ·Δn,i
subject to
(3.22.a) : γk(i)≥ γth, k = 1..K,
(3.22.b) : Een(i)+
K
∑
k=1
pen,k(i) ·T ≤ Bn(i), n= 1..N,
(3.22.c) :
K
∑
k=1
pen,k(i)+ p
g
n,k(i)≤ pmax, n= 1..N,
(3.22.d) : pen,k(i), p
g
n,k(i)≥ 0, k = 1..K, n= 1..N,
(3.22.e) : Ef ix ≥ Een(i)≥ 0, n= 1..N.
(3.22)
The on-line energy management algorithm described in Algorithm 3.2 solves the linear pro-
gram (3.22) using IPM at each frame i.
Algorithm 3.2 Max-ON Algorithm
1 Bn(1)← An(1), n= 1..N, // initialization;
2 Δtot ← 0, // initial grid power consumption;
3 for i= 1 : L do
4 solve linear program (3.22);
5 Δtot ← Δtot +∑Nn=1 αn,i ·Δn,i;
6 for n= 1 : N do
7 Xen (i)← Een(i)+∑Kk=1 pen,k(i) ·T, n= 1..N, // Consumed harvested energies
computation;
8 Bn(i+1)← min(Bmax,Bn(i)−Xen (i)+An(i)), n= 1..N, // batteries level
update;
9 end
10 end
69
The linear program formulated in (3.22) using IPM with complexity order f (N,K,1) when
assuming L = 1 can be solved. Hence, the computational complexity Max-ON Algorithm is
given by:
Cmo = L · f (N,K,1). (3.23)
3.5.3 Harvested Energy Prediction
Prediction models that allow to predict the future harvested energy amount, were proposed
based on real traces where Pro-Energy model Cammarano et al. (2016) is shown to be the most
accurate. In Saidi et al. (2016), the future harvested energy is predicted using Kalman ﬁlter
with high computational complexity. In our work, we propose to use the characteristic of the
Markov chain that models the harvested energy over time in order to predict it and improve
its management. We deﬁne the matrix Q = [Q(ωm,ω j)]m, j=1:M ∈ CM×M which contains the
transition probabilities between the various states. Given the initial state of harvested energy
πn(0), the vector πn(i) = [πmn (i)]m=1:M ∈ C1×M of harvested energy distribution at RRH n
during frame i is given by:
πn(i) = πn(0)Qi. (3.24)
Hence, the predicted energy at RRH n during frame i is found as:
Ân(i) =
M
∑
m=1
πmn (i)ωm. (3.25)
Since the batteries levels and the harvested energy are known only in the current frame i, the
future harvested energy at different RRHs could be predicted using (3.25). The different values
of path loss are known at the central unit and assumed to be static during the L frames. Since the
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Algorithm 3.3 Pred-ON Algorithm
1 Bn(1)← An(1), n= 1..N, // initialization;
2 Δtot ← 0, // initial grid power consumption;
3 for i= 1 : L do
4 πn(l)← πn(i)Ql−i, n= 1..N, l = i+1..L, // harvested energy distribution;
5 Ân(l)← ∑Mm=1 πmn (i)ωm, n= 1..N, l = i+1..L, // energy prediction;
6 solve linear program (3.27);
7 Δtot ← Δtot +∑Nn=1 αn,i ·Δn,i;
8 for n= 1 : N do
9 Xen (i)← Een(i)+∑Kk=1 pen,k(i) ·T, n= 1..N, // computation of the consumed
harvested energy;
10 Bn(i+1)← min(Bmax,Bn(i)−Xen (i)+An(i)), n= 1..N, // batteries level
update;
11 end
12 end
effect of small-scale fading vanishes in large-scale MIMO systems Rusek et al. (2013), small-
scale fading coefﬁcients of future frames are randomly generated as Gaussian random variables
with zero mean and unit variance. We denote by γ̂k(l), k= 1..K, l = i+1..L the SINRs at future
frames that are computed using estimated path loss values and randomly generated small-scale
fading coefﬁcients. In this context, while taking into account the predicted future harvested
energies, the grid power consumption minimization problem at frame i is formulated as (3.27).
Next, we propose an on-line energy management algorithm (Pred-ON) described in Algo-
rithm 3.3 that solves the linear program (3.27). The prediction is repeated at each frame which
allows to improve the system performance. The computation of Qi, i= 2..L may be done only
once and stored into a lookup table.
The computational complexity of the Pred-ON Algorithm is given by:
Cpo =
L
∑
l=L
f (N,K,L− l+1). (3.26)
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3.6 RRH On/Off Operation
In this section, we investigate RRH on/off operation. RRHs with bad channel conditions at
a given frame may transmit with very low power and thus have limited contribution on the
users’ SINRs. This causes unnecessary energy consumption by the circuit. Hence, it may be
judicious to turn off some RRHs according to the time-varying channel and harvested energy
in order to save power and thus to reduce the weighted grid power consumption.
Including RRH on/off operation to the energy management given by (3.8) makes the resulting
problem a mixed-integer linear program (MILP). Antenna selection in MIMO wireless com-
munication is known to be an NP-hard problem Dua et al. (2006); Luo & Zhang (2008). The
optimal solution to this new problem can be obtained with Branch and Bound approaches.
However, in the context of large-scale MIMO, such solution is inconceivable due to its high
computational complexity that depends on the large number of RRHs.
minimize
{pen,k(l),pgn,k(l),Een(l)}
k=1..K,n=1..N,l=i..L
L
∑
l=i
N
∑
n=1
αn,iΔn,i
subject to
(3.27.a) : γk(i)≥ γth, γ̂k(l)≥ γth, k = 1..K, l = i+1..L,
(3.27.b) :
l′
∑
l=i
(
Een(l)+
K
∑
k=1
pen,k(l) ·T
)
≤ Bn(i)+
l′
∑
l=i+1
Ân(l), n= 1..N, l′ = i..L,
(3.27.c) : Bn(i)+
l′
∑
l=i+1
Ân(l)−
l′−1
∑
l=i
(Een(l)+
K
∑
k=1
pen,k(l) ·T )≤ Bmax, n= 1..N, l′ = i+1..L,
(3.27.d) :
K
∑
k=1
(pen,k(l)+ p
g
n,k(l))≤ pmax, n= 1..N, l = i..L,
(3.27.e) : pen,k(l), p
g
n,k(l)≥ 0, k = 1..K, n= 1..N, l = i..L,
(3.27. f ) : Ef ix ≥ Een(l)≥ 0, n= 1..N, l = i..L.
(3.27)
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We propose an efﬁcient heuristic algorithm to solve the problem of RRH on/off operation and
save unnecessary consumed energy by the circuit. The optimal off-line energy management
is ﬁrstly solved considering that all RRHs are active during all frames. Next, the RRHs to be
deactivated are those given by the set:
Γ= {(n, l) ∈ {1, ...,N}×{1, ...,L}|
K
∑
k=1
(pen,k(l)+ p
g
n,k(l))≤ ε}. (3.28)
Finally, we force the set of RRHs with low transmit power to be deactivated and thus we solve
problem (3.8) taking as input the set Γ = {1, ...,N}×{1, ...,L} \Γ as the set of RRHs to be
activated. It is worth noting that although the RRHs may be deactivated iteratively one by
one starting by the one with less transmit power, such approach may lead to computational
complexity increase due to the large number of RRHs in the considered system.
The optimal RRH On/Off operation is obtained with the brute-force search algorithm, the num-
ber of possible combinations of sets of links is ∑Ll=L∑
N
n=1CnNC
L
L. Hence, its computational
complexity is given by:
Coptrrh =
L
∑
l=L
N
∑
n=1
(
N
n
)(
L
l
)
f (n,K, l). (3.29)
The computational complexity of the heuristic RRH On/Off algorithm is given by:
Citelr =
L
∑
l=L
N
∑
n=1
f (n,K, l). (3.30)
3.7 Numerical Results
In this section, monte carlo simulations are used to evaluate the performance of the proposed
algorithms. The simulation parameters used in this section unless otherwise mentioned are
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summarized in Table 3.1. We consider that the distributed large-scale array system adopts a
circular topology. The RRHs are uniformly deployed along a circle of radius ra and the users
are uniformly distributed within the circular cell of radius rc with ra < rc. The grid power
consumption weights αn,i are randomly generated according to a uniform standard uniform
distribution.
Table 3.1 Simulation Parameters.
Symbol Description Value
pc circuit power per RF chain 30 dBm Kumar & Gurugubelli (2011)
ν path loss exponent 3.7
ra antenna array radius 40 m
rc cell radius 500 m
pmax max transmit power per-RRH 1 W
Bmax max battery capacity 50 J
N number of RRHs 80
K number of users 8
L number of frames 5
noise PSD -174 dBm/Hz
In Fig. 3.2, we compare the grid power cost under different off-line and on-line energy man-
agement strategies versus SINR target. The performance gap between the optimal and heuristic
off-line solutions increases as the SINR target increases. The on-line energy management algo-
rithm with energy prediction performs very well compared to the on-line energy management
algorithm with maximal available harvested energy utilization but with higher computational
complexity. Moreover, the performance gap between the two proposed on-line solutions and
the optimal off-line solution keeps almost unchanged when the SINR target increases.
Fig. 3.3 shows the impact of the number of RRHs on the performance of the proposed energy
management algorithms. The grid power cost satisfying the system requirement starts decreas-
ing since the total harvested energy increases by increasing the number of RRHs. Then, the
grid power cost starts increasing at certain point due to the increase of the energy required by
the circuits when the number of RRHs increases.
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Figure 3.2 Grid power cost versus SINR target with off-line and
on-line energy management.
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Figure 3.3 Grid power cost versus number of RRHs with off-line
and on-line energy management.
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In Fig. 3.4, we investigate the performance of the iterative link removal algorithm by showing
the percentage of removed links versus the minimum received SINR. The optimal values are
shown for only limited number of users K = 4 and frames L = 2 due to the high complexity
of the exhaustive search optimal algorithm. The performance gap between the proposed algo-
rithm and optimal link removal is tight and does not change too much when the SINR target
increases. As expected, the percentage of removed links is higher when the QoS constraints
are more stringent. Increasing per-RRH maximal transmit power pmax allows to increase the
total transmit power and thus to admit more links. Hence, the percentage of removed links
decreases particularly at low SINR targets. However, this performance gain vanishes at high
SINR targets due to the increase of multi-user interference.
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Figure 3.4 Percentage of removed links under iterative and
optimal link removal algorithms(K = 4,L = 2).
Removing links one by one may result in high computational complexity. We investigate in
Table 3.2 the performance of the iterative link removal algorithm when R links are removed
at each step considering a SINR target γth = 10 dB. The execution time of the multiple links
removal algorithm is normalized by the execution time when removing links one by one. It is
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clear that increasing the number of removed links at each step involves some performance loss.
However, the gain in execution time may seem interesting for practical implementations.
Table 3.2 Multiple links removal(γth = 10 dB).
R Percentage of removed links (%) Normalized execution time
L=5,K=8 L=7,K=10 L=5,K=8 L=7,K=10
1 6.8 14.79 - -
5 9 17.34 0.27 0.29
10 12.95 20.16 0.19 0.19
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Figure 3.5 Grid power cost under heuristic RRH on/off
operation.
In Fig. 3.5, we show the achieved grid power cost under the heuristic RRH on/off operation
algorithm. All the users are satisﬁed. The grid power cost decreases signiﬁcantly. Hence, the
system performance is improved by deactivating the RRHs with low transmit power that causes
unnecessary consumed circuit power.
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3.8 Conclusion
This paper investigated energy efﬁcient distributed large-scale MIMO systems while the RRHs
are powered by energy bought from a grid source in addition to energy harvested from re-
newable sources. A minimization problem of grid power consumption subject to quality of
service constraint per user was formulated as linear program. The off-line energy management
was optimally and heuristically solved. The formulated problem could be infeasible due to the
users requirement and per-antenna power constraints. Hence, an iterative link removal algo-
rithm was proposed in order to overcome the feasibility problem. The optimal on-line energy
management algorithm was also discussed for solving the problem and efﬁcient on-line energy
management algorithm based on energy prediction was proposed. RRH on/off operation was
investigated in order to decrease the consumed energy. Furthermore, the proposed approach
allows efﬁcient use of non-renewable energy in hybrid energy large-scale MIMO systems.
Future works will focus on developing distributed energy management approaches inspired by
game theory.

CHAPTER 4
NEW EFFICIENT TRANSMISSION TECHNIQUE FOR HETNETS WITH MASSIVE
MIMO WIRELESS BACKHAUL
Rami Hamdi1,2, Elmahdi Driouch3, Wessam Ajib1
1 Department of Computer Science, Université du Québec à Montréal (UQÀM), QC, Canada
2 École de Technologie Supérieure,
1100 Notre-Dame Ouest, Montréal, Québec, Canada H3C 1K3
3 Université de Moncton, NB, Canada
This article was submitted to IEEE Transactions on Wireless Communications in December
2017 and revised (Major revision) in April 2018.
4.1 Abstract
In order to cope with the rapid increase in power consumption of heterogeneous cellular net-
works, this paper proposes a new efﬁcient transmission technique for heterogeneous networks
with massive MIMO wireless backhaul with the objective of minimizing power consumption
cost. We assume that transmissions on the backhaul link and the access link occur simulta-
neously on the same frequency band (in-band) thanks to MIMO spatial multiplexing. On the
other hand, we consider that uplink and downlink transmissions are separated in time. In order
to prevent multi-user and inter-tier interference, block diagonalization beamforming is consid-
ered at the macro base station (MBS) and the signal from the small base station (SBS) to the
MBS is transmitted orthogonally to the channel of the SBS’s users. The problem of minimizing
the transmit power of base stations under users minimum-rate constraints is formulated. We
ﬁrst derive analytically the optimal time splitting parameter and the allocated transmit power
considering that the inter-SBS interference is generated by ﬁxed power. Next, we solve the
power allocation problem when the generated inter-SBS interference is no longer considered
ﬁxed by proposing an efﬁcient iterative power allocation algorithm. A heuristic user scheduling
algorithm is devised in order to deal with the problem feasibility. Finally, simulations validate
our analysis and show that the proposed transmission technique outperforms the conventional
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reverse time division duplex with bandwidth splitting (out-band) in terms of transmit power
consumption.
4.2 Introduction
Heterogenous networks (HetNets) and massive multiple-input multiple-output (MIMO) are key
technologies that will allow next generation wireless networks to support the increasing data
trafﬁc Andrews et al. (2014). HetNets are based on the deployment of low-power small base
stations (SBSs) geographically distributed within the macro cell. These base stations have the
capability to increase the data rate and to enhance the network reliability Ghosh et al. (2012).
However, the backhauling of huge amount of data trafﬁc is challenging especially when the
SBSs are densely deployed. Moreover, the massive implementation of wired backhauling may
become infeasible for next generation wireless networks. In this context, wireless backhauling
was proposed as an alternative solution that enable low-cost connection between the SBSs
and the macro base station (MBS) Siddique et al. (2015). On the other hand, massive MIMO
systems are based on using few hundreds of antennas to serve at the same time-frequency few
tens of users Rusek et al. (2013). In consequence of the law of large numbers, the diversity
of large number of antennas implies quasi-orthogonality between the users’ channels. Thus,
linear transmitters and receivers are able to achieve high performance Yang & Marzetta (2013).
The coexistence of massive MIMO, HetNets and wireless backhauling is a promising research
direction since massive MIMO is a suitable solution to enable wireless backhauling Zhang
et al. (2015b). The gains offered by the coexistence between the two technologies absolutely
require adequate resource allocation and interference management strategies. Speciﬁcally, it is
very challenging to manage the interference between the wireless backhaul links and the access
links.
4.2.1 Related Work
In HetNets with wireless backhaul, reverse time division duplex (RTDD) with bandwidth split-
ting was investigated in Sanguinetti et al. (2015); Wang et al. (2016a); Xia et al. (2017); Niu
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et al. (2018); Feng & Mao (2017); Nguyen et al. (2016) for managing interference between
backhaul and access links. In RTDD (as shown in Fig.4.1, the interference between the back-
haul link and the access link is managed as follows: ﬁrst the bandwidth is orthogonally split
between backhaul downlink (DL) transmissions (MBS → SBS) and access uplink (UL) trans-
missions (SBS ← users), then the bandwidth is orthogonally split in the next time slot between
backhaul UL transmissions (MBS ← SBS) and access DL transmissions (SBS → users). On
another hand, investigating massive MIMO systems in wireless backhauling was done in, for
instance, Sanguinetti et al. (2015); Wang et al. (2016a); Xia et al. (2017); Niu et al. (2018);
Feng & Mao (2017). A large system analysis is performed in Sanguinetti et al. (2015) to ﬁnd
the asymptotic power allocation and beamforming vectors. An efﬁcient cell association and
bandwidth allocation algorithm that maximizes wireless backhaul link sum-rate was proposed
in Wang et al. (2016a). In Xia et al. (2017), the authors optimize the bandwidth division be-
tween access and backhaul links based on statistical channel information. An efﬁcient iterative
resource allocation algorithm that maximizes the throughput based on primal decomposition is
developed in Niu et al. (2018). In Feng & Mao (2017), the authors proposed a distributed pilot
allocation and user association algorithm that maximizes the sum rate of all users. The opti-
mal bandwidth splitting is derived in Nguyen et al. (2016) for conventional wireless backhaul
systems.
 T1 T2
DL :  MBS         SBS
UL :  SBS        users(1-τ )B
UL : MBS         SBS
DL : SBS         users
τ B ρ B 
(1-ρ )B
Figure 4.1 RTDD with bandwidth splitting.
Other works Li et al. (2015); Tabassum et al. (2016); Chen et al. (2016b) investigated wireless
backhauling enabled by full duplex SBSs where the backhaul as well as the access links share
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the same spectrum band. In Li et al. (2015), the authors demonstrate that these systems have
the potential to improve the sum-rate. In Tabassum et al. (2016), the portion of SBSs working
on full duplex mode is optimized in order to improve several performance metrics. In addition
of considering wireless backhaul communication enabled by full duplex, the authors of Chen
et al. (2016b) assume that the SBSs are powered by energy harvesting sources. Efﬁcient power
allocation and user association algorithms are proposed in order to optimize the energy efﬁ-
ciency. Unfortunately, full duplex communication systems may suffer from self interference
which lead to poor system performance, unless implementing high complexity interference
cancellation techniques.
Also, the access and backhaul spectrum bands could be separated in order to eliminate the
inter-tier interference which was the focus of Zhao et al. (2015). The authors proposed efﬁcient
iterative algorithms to manage the inter-SBS interference and hence to maximize the number
of active SBSs. Moreover, millimeter wave systems were incorporated in HetNets in order to
eliminate the inter-tier interference Gao et al. (2015). An architecture based on millimeter wave
communications is proposed in Hao & Yang (2018) and an efﬁcient iterative power allocation
algorithm is designed. However, these systems are vulnerable to severe pathloss attenuation
compared to conventional spectrum band.
4.2.2 Contribution
The interference in HetNets between the access links and the backhaul should be efﬁciently
managed especially when the wireless backhaul is using massive MIMO systems. Novel ef-
ﬁcient inter-tier interference management scheme have to be designed to ensure an efﬁcient
network operation in terms of power consumption Li et al. (2016). Therefore, this paper pro-
poses a new transmission technique (named spatial time division duplexing or spatial TDD)
for HetNets based on MIMO spatial multiplexing and time splitting. We consider that the
SBSs are able to communicate with the MBS and serve their associated users thanks to MIMO
while the DL and UL transmissions are separated in time. In particular, block diagonalization
beamforming is considered at MBS and the signal from the SBS to the MBS is transmitted
83
orthogonally to the channel of the SBS’s users. In summary, this paper presents the following
novel contributions:
• A new efﬁcient interference management scheme for HetNets is proposed based on
MIMO spatial multiplexing and time splitting.
• The problem of optimizing a general utility function (and in particular the base sta-
tions transmit power consumption) subject to users minimum-rate requirements is
formulated as a non-linear optimization problem.
• The optimal time splitting parameter and the allocated transmit power are derived.
The proposed transmission technique is shown to be more efﬁcient in terms of trans-
mit power consumption than RTDD with bandwidth splitting.
• An iterative power allocation algorithm adapted to our transmission technique is
devised to provide close-to-optimal solution and the convergence of this algorithm
is proven.
• The problem feasibility is addressed by proposing an efﬁcient user scheduling algo-
rithm.
4.2.3 Organization
The rest of the paper is organized as follows. The system model is presented in Section 4.3
and the proposed transmission technique is presented in Section 4.4. We investigate the trans-
mit power minimization problem in Section 4.5. We investigate the optimal time splitting
parameter and power allocation in Section 4.6. User scheduling is investigated in Section 4.7.
Numerical results are presented and discussed in Section 4.8. Finally, conclusions are provided
in Section 4.9.
4.3 System Model
We consider a HetNet as depicted in Fig. 4.2 where a single massive MIMO MBS coexists
with S MIMO SBSs. The MBS is equipped with a large number of antennas N and each SBS s
is equipped with Ms antennas where N >∑Ss=1Ms. The MBS communicates with the SBSs via
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wireless backhaul and each SBS could serve one or multiple single-antenna users. We denote
by Λs the set of users associated with SBS s and Ks the cardinal of Λs. Also, we consider that
the MBS serves F macro users equipments(MUEs).
The wireless backhaul channel between the MBS and SBS s undergoes a Rician fading and
is represented by Hs ∈ CMs×N whose elements are complex Gaussian variables with nonzero
mean. Perfect channel knowledge is assumed in order to make the problem tractable. The
assumption of perfect channel knowledge is widely used in the literature Li et al. (2016);
Wang et al. (2016a); Feng & Mao (2017); Wang et al. (2017). In addition, obtaining perfect
channel knowledge is hard in practice, we illustrate the impact of channel estimation on the
performance of the studied and proposed techniques in simulation results section.
The access link channel between user k∈Λs and SBS s is represented by vector gs,k =√αs,kls,k ∈
C
Ms×1. The Ms×1 vector ls,k is the small-scale fading channel vector between user k and SBS
s, which is assumed to be quasi-static complex Gaussian i.i.d. slow fading channel and αs,k
represents the large-scale fading channel coefﬁcient. The whole channel matrix is deﬁned as
Gs = [gs,k]k=1:Ks ∈CMs×Ks . We use the following notation (.)a,b, where a is either ac for access
link or bh for backhaul link, whereas b is either ul for uplink or dl for downlink.
4.4 Spatial TDD transmission technique
In our proposed spatial TDD transmission technique illustrated in Fig. 4.3, we consider time
division duplex (TDD) to exploit the channel reciprocity for UL/DL and facilitate the channel
state information (CSI) acquisition. However, in contrast to RTDD, our proposed technique
considers that the UL and DL transmissions occur on the same frequency band since no or-
thogonal splitting is assumed. The time slot with duration T is dynamically divided into two
frames. In the ﬁrst frame with duration λ ·T , the SBSs are on receive mode. Hence, DL trans-
missions (MBS → SBS) and UL transmissions (SBS ← users) occur on the same frequency
band. In the second frame with duration (1−λ ) ·T , blue the SBSs are on transmit mode, and
once again transmissions to the MBS and the users are performed on the same frequency band.
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Figure 4.2 HetNet with MIMO SBSs and massive MIMO
wireless backhaul.
The coefﬁcient λ ∈ [0,1], called the time splitting parameter, has to be dynamically optimized
for maximal performance.
4.4.1 1st Frame: SBS on Receive Mode
Linear beamforming techniques such as zero forcing (ZF) beamforming are shown to achieve
near-optimal performance in massive MIMO systems Rusek et al. (2013). ZF beamforming
is suitable for downlink transmission when the receivers are equipped with single antenna.
Moreover, multi-user interference, when receivers have multiple antennas, could be suppressed
using the low complexity block diagonalization (BD), which is known to achieve near-optimal
capacity in conventional MIMO Spencer et al. (2004). Also, BD was investigated in Ni & Dong
(2016) and was shown to be suitable for massive MIMO systems. Thus, our proposed technique
considers BD as a beamforming technique for downlink transmission from the MBS to the
SBSs.
We denote by Wbh,dls the beamforming matrix for SBS s. This matrix is designed in order to
satisfy the constraints blueHiWbh,dls
H
= 0Mi×Ls and W
bh,dl
s
H
Wbh,dls = IN for all i = s. Follow-
86
B
DL : MBS         SBS
  UL : SBS         users
λ T (1-λ )T
user 1
user 2 user 4
SBS 1
SBS 4
MBS
SBS 2
SBS 3
user 3
user 5
user 1
user 2 user 4
SBS 1
SBS 4
MBS
SBS 2
SBS 3
user 3
user 5
UL :  MBS         SBS
   DL :  SBS          users
MUE MUE
Figure 4.3 Proposed transmission technique.
ing Spencer et al. (2004), Wbh,dls lies in the null space of matrix Hs which is deﬁned as Hs =
[HT1 ...H
T
s−1H
T
s+1...H
T
S ]
T . The beamforming matrix for SBS s is obtained as Wbh,dls =V
(0)
s V
(1)
s ,
where V(0)s is composed of the last N−Ls right singular vectors of Hs, V(1)s represents the ﬁrst
Ls right singular vectors of HsV
(0)
s , Ls = rank(Hs) and Ls = rank(HsV
(0)
s ).
Let pbh,dls denote the portion of power allocated to SBS s and pac,ul denote the ﬁxed transmit
power by the users. Hence, the received signal by SBS s can be written as:
ysbss = HsW
bh,dl
s
HBsabh,dls
√
pbh,dls
Us
+
Ks
∑
k=1
gs,k
√
pac,ulaac,uls,k +
S
∑
i=1,i=s
Ki
∑
j=1
fsi, j
√
pac,ulaac,uli, j +n
sbs
s ,
(4.1)
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where Us = Ms −Ks is the number of beams for SBS s, abh,dls ∈ CUs×1 is the data symbol
vector, Bs =
⎡⎣ IUs
0Ls−Us×Us
⎤⎦ ∈ CLs×Us , aac,uls,k is a data symbol with unit energy, fsi, j denotes the
channel vector from user j associated with SBS i to SBS s and nsbss denotes the noise vector
which is assumed to be additive white Gaussian noise (AWGN) with zero mean and variance
σ2.
Our proposed technique assumes the utilisation of ZF detectors at the SBSs. Hence, the decoder
matrix Zs of SBS s is given by Zs = Fs(FHs Fs)−1, where blue Fs = [Gs HsW
bh,dl
s
H
Bs]. blue We
have rank(Gs) = Ks and rank(HsWbh,dls
H
Bs) ≤Us = Ms −Ks. Hence, we obtain rank(Fs) ≤
Ks +Us = Ms. Hence, the number of antennas Ms at the SBS s is larger than the rank of
matrix Fs. The received signals from the MBS and the users are separated as rsbss = ZHs ysbss .
Consequently, the rate for SBS s is expressed as Shi et al. (2009):
rbh,dls = λ ·
Us
∑
u=1
log2
⎛⎝1+ pbh,dlsUs
ϕus +σ2 [(FHs Fs)−1]Ks+u,Ks+u
⎞⎠ , (4.2)
where ϕus = ∑Si=1,i=s∑
Ki
j=1 p
ac,ul | zsHKs+ufsi, j |2 represents interference from the users associated
with others SBSs.
The rate for user k associated with SBS s is given by:
rac,uls,k = λ · log2
(
1+
pac,ul
μs,k+σ2 [(FHs Fs)−1]k,k
)
, (4.3)
where μs,k = ∑Si=1,i=s∑
Ki
j=1 p
ac,ul | zskHfsi, j |2 represents the interference from the users associ-
ated with other SBSs.
Since we consider that MUEs are served directly by the MBS, the MUEs are also on receive
mode in this frame using BD and the rate rmu,dlf for MUE f is similar to (4.2).
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Finally, pmbsmax denotes the maximal transmit power of the MBS. Thus, the following constraint
should hold:
S
∑
s=1
pbh,dls +
F
∑
f=1
pmu,dlf ≤ pmbsmax. (4.4)
4.4.2 2nd Frame: SBS on Transmit Mode
In this frame, the SBSs are in transmit mode. Each SBS transmits simultaneously to the MBS
and to its associated users. First, the transmit signals to the users are precoded using ZF
which eliminate the inter-user interference. The beamforming matrix is given by Wac,dls =
Gs(GHs Gs)−1/
√
Tr{(GHs Gs)−1}. We denote by wac,dls,k ∈ CMs×1 the beamforming vector for
user k associated with SBS s.
Since the MBS is equipped with large number of antennas, the signal intended to the MBS is
transmitted orthogonally to the channel of the users in order to prevent excessive interference
at the users. The beamforming vector wbh,uls ∈ CMs×1 for the MBS is a projection vector based
on the null space of the users channel matrix using Gram–Schmidt orthonormalization Mat-
sumura & Ohtsuki (2011) and has to verify GHs w
bh,ul
s = 0Ks×1. Hence, the transmitted signal
of SBS s is expressed as:
xsbss = w
bh,ul
s
√
pbh,uls abh,uls +
Ks
∑
k=1
wac,dls,k
√
pac,dls,k a
ac,dl
s,k , (4.5)
where abh,uls and a
ac,dl
s,k denote the data symbols with unit energy intended respectively to the
MBS and to user k, pbh,uls denotes the portion of power allocated for the MBS and p
ac,dl
s,k denotes
the power allocated for user k ∈ Λs.
The rate for user k associated with SBS s is expressed as:
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rac,dls,k = (1−λ ) · log2
⎛⎜⎝1+ p
ac,dl
s,k
Tr{(GHs Gs)−1}
ϖs+σ2
⎞⎟⎠ , (4.6)
where the interference from the other SBSs is expressed as:
ϖs =
S
∑
i=1,i=s
pbh,uli | fi
H
s,kw
bh,ul
i |2 +
S
∑
i=1,i=s
Ki
∑
j=1
pac,dli, j | fi
H
s,kw
ac,dl
i, j |2 . (4.7)
On the other hand, the received signal at the MBS is given by:
ymbs =
S
∑
s=1
HHs w
bh,ul
s
√
pbh,uls abh,uls +
S
∑
s=1
Ks
∑
k=1
HHs w
ac,dl
s,k
√
pac,dls,k a
ac,dl
s,k +n
mbs, (4.8)
where nmbs denotes the noise vector which is assumed to be AWGN with zero mean and vari-
ance σ2.
The proposed technique assumes that the signals received at the MBS from the SBSs are
separated using a ZF detector as rmbs = QHymbs, where the detection matrix is given by
Q = D(DHD)−1 and D = [HH1 w
bh,ul
1 ... H
H
S w
bh,ul
S ] ∈ CN×S. However, the signals intended to
the users are considered as interference. Hence, the rate for the MBS from SBS s is expressed
as:
rbh,uls = (1−λ ) · log2
(
1+
pbh,uls
υs+σ2 [(DHD)−1]s,s
)
, (4.9)
where the interference caused by the signals intended to the users is expressed as:
υs =
S
∑
i=1
Ki
∑
j=1
pac,dli, j | qHs HHi wac,dli, j |2 . (4.10)
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The MUEs are also on transmit mode in this frame and the rate rmu,ulf for MUE f can be given
similarly to (4.9).
Finally, psbsmax denotes the maximal transmit power at each SBS. Thus, the following constraint
should hold:
pbh,uls +
Ks
∑
k=1
pac,dls,k ≤ psbsmax. (4.11)
The important notations are summarized in Table 4.1.
Table 4.1 Summary of Important Notations.
Symbol Description
N,Ms Number of antennas at the MBS and SBS s respectively
S Number of SBSs
Λs Set of users associated with SBS s
pmbsmax, p
sbs
max Maximal transmit power of the MBS and the SBSs respectively
pac,ul Transmit power of each user
pbh,dls , p
bh,ul
s Portion of power allocated to SBS s on DL and UL respectively
pac,dls,k Power allocated for user k associated with SBS s
pmu,dlf Portion of power allocated to MUE f on DL
Hs Channel matrix between the MBS and SBS s
gs,k Channel vector between user k ∈ Λs and SBS s
λ Time splitting parameter
rac,uls,k ,r
ac,dl
s,k Rate for user k ∈ Λs on UL and DL respectively
rbh,uls ,r
bh,dl
s Rate for SBS s on UL and DL respectively
4.5 Total Transmit Power Minimization
4.5.1 Problem Formulation
The objective here is to optimize a system utility function while ensuring a minimum rate for
each user at UL and DL and performing optimal power allocation. Also, the frame duration
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must be optimally split between the two transmit frames. Hence, the main problem can be
formulated as (4.13).
We seek to optimize the system utility function U(p,λ ) which is convex and depends on the
portions of allocated power and on time splitting parameter. A common used choice for a linear
system utility is the total consumed power Li et al. (2016); Wang et al. (2017):
U(p,λ ) =
S
∑
s=1
(
pbh,dls + p
bh,ul
s +
Ks
∑
k=1
(pac,dls,k + p
ac,ul
s,k )
)
+
F
∑
f=1
pmu,dlf . (4.12)
It is important to note that, to make the problem tractable analytically, we assume that the
transmit powers of the users pac,ul are ﬁxed. Anyhow, these powers are too small compared
to the transmit power of the base stations i.e., pbh,dls and p
bh,ul
s . Also, it may be challenging in
practice to implement a centralized power control for the base stations and for the users.
We denote by p the vector containing the portions of allocated power. Constraints (4.13.a) and
(4.13.b) ensure that the backhaul transmission rate is at least larger than the access transmission
rate for both UL and DL. Constraints (4.13.c) and (4.13.d) impose a minimum rate to the users
denoted rac,ulth for UL and r
ac,dl
th for DL. Constraints (4.13.e) and (4.13. f ) impose a maximum
transmit power to the MBS and the SBSs.
The backhaul and access links cannot be all simultaneously active due to inter-SBS interfer-
ence, multi-user interference and maximal power constraint. Hence, SBS and user scheduling
schemes may be devised to maximize the number of served users that ensure their minimum
rate requirements. Scheduling schemes may be designed jointly with optimal power control.
UL and DL transmissions are coupled by the parameter λ . Also, p and λ are coupled by all
constraints which make it difﬁcult to decouple the problem into independent sub-problems.
Moreover, the problem is non-convex since constraints (4.13.a)−(4.13.d) are non-convex due
to inter-SBS interference. Hence, it is extremely difﬁcult to obtain the optimal global solution.
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Users association to SBSs may greatly affect the overall power consumption of the system.
In fact, user association has a clear impact on the power allocation, which may cause many
changes in the perceivable interference at the receivers. However, solving user association
in conjunction with resource allocation (i.e. power allocation and time splitting), although
it may improve the system performance, makes the joint optimization very hard to solve as
shown in Liu et al. (2016) where the joint optimization is performed iteratively with high
computational complexity. Therefore for simpliﬁcation purposes, we propose to separate these
two problems and mainly focus on resource allocation (i.e. power allocation and time splitting)
for our novel transmission technique.
minimize
p,λ
U(p,λ )
subject to
(4.13.a) : rbh,dls ≥
Ks
∑
k=1
rac,dls,k , s= 1..S,
(4.13.b) : rbh,uls ≥
Ks
∑
k=1
rac,uls,k , s= 1..S,
(4.13.c) : rac,uls,k ,r
mu,ul
f ≥ rac,ulth , s= 1..S, k = 1..Ks, f = 1..F,
(4.13.d) : rac,dls,k ,r
mu,dl
f ≥ rac,dlth , s= 1..S, k = 1..Ks, f = 1..F,
(4.13.e) :
S
∑
s=1
pbh,dls +
F
∑
f=1
pmu,dlf ≤ pmbsmax,
(4.13. f ) : pbh,uls +
Ks
∑
k=1
pac,dls,k ≤ psbsmax, s= 1..S,
(4.13.i) : 0 < λ < 1,
(4.13. j) : p ≥ 0.
(4.13)
4.5.2 RTDD with Bandwidth Splitting
In this case, the bandwidth is divided between the backhaul and the access transmissions where
θ is the bandwidth fraction. Since all BSs are equipped with multiple antennas, block diag-
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onalization is assumed in the wireless backhaul of the RTDD scheme whereas zero-forcing
beamforming is considered in the access link. The interference between backhaul links and
access links is thus completely eliminated. The ZF decoder at the SBSs matrix becomes: Z0s =
Gs(GHs Gs)−1. Hence, the UL rate for user k associated with SBS s becomes:
rac,ul,bss,k =
θ
2
· log2
(
1+
pac,ul
μ0s,k+θ ·σ2 [(GHs Gs)−1]k,k
)
, (4.14)
where μ0s,k = ∑
S
i=1,i=s∑
Ki
j=1 p
ac,ul | zs,0k
H
fsi, j |2, and the DL rate becomes:
rac,dl,bss,k =
1−θ
2
· log2
⎛⎜⎝1+ p
ac,dl,bs
s,k
Tr{(GHs Gs)−1}
ϖ0s +(1−θ)σ2
⎞⎟⎠ , (4.15)
where ϖ0s = ∑Si=1,i=s∑
Ki
j=1 p
ac,dl,bs
i, j | fiHs,kwac,dli, j |2.
The signal intended to the users is no longer seen as interference by the MBS, and the rate
between the MBS and SBS s becomes:
rbh,ul,bss =
1−θ
2
· log2
(
1+
pbh,ul,bss
(1−θ)σ2 [(DHD)−1]s,s
)
. (4.16)
Therefore, the optimal transmit power from SBS s to the MBS is given by:
pbh,ul,bss = (1−θ)σ2
[
(DHD)−1
]
s,s (2
θ ·φs
(1−θ) −1). (4.17)
The optimal transmit power from SBS s to user k is given by:
pac,dl,bss,k = (ϖ
0
s +(1−θ)σ2)Tr{(GsGHs )−1}(2
2rac,dlth
1−θ −1). (4.18)
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4.6 Time Splitting and Power Allocation
In order to investigate the formulated problem considering the proposed transmission tech-
nique, and derive the optimal time splitting parameter and power allocation that minimize the
sum SBS transmit power when the problem is feasible, we ﬁrst consider ﬁxed power allocation
and second we relax this assumption and consider iterative power allocation.
4.6.1 Fixed Power Allocation
The problem is non-convex since the constraints are non-convex due to inter-SBS interference.
Hence, it is extremely difﬁcult to obtain the optimal global solution. We relax the problem
by assuming ﬁxed uplink users transmit powers. However, the transmit power of the MBS
pbh,dls , s = 1..S and the SBSs p
ac,dl
s,k , p
bh,ul
s , s = 1..S, k = 1..Ks have to be optimized in order
to satisfy the constraints of problem (4.13). The interference terms ϖs and υs generated by the
SBSs are assumed to be ﬁxed Shen & Yu (2016) by considering that these terms are generated
by ﬁxed transmit power. Thus, the constraints of problem (4.13) become all convex.
Under the new assumptions, the optimal power allocation and time splitting parameter can be
jointly derived. In order to minimize the sum SBS transmit power, the users may be served
with their minimum required rate and the allocated power is thus given by:
pac,dls,k = (ϖs+σ
2)Tr{(GsGHs )−1}(2
rac,dlth
1−λ −1). (4.19)
The backhaul link is assigned with the same rate as the access link for both UL and DL.
Hence, we obtain the allocated power for DL from constraints (4.13.a) by solving the following
polynomial equation:
Us
∏
u=1
(
1+
pbh,dls
Us(ϕus +σ2 [(FHs Fs)−1]Ks+u,Ks+u)
)
= 2
Ksr
ac,dl
th
λ . (4.20)
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The allocated power for UL can be expressed as a function of the time splitting parameter λ
from constraints (4.13.b) as:
pbh,uls = (υs+σ
2 [(DHD)−1]s,s)(2 λφs1−λ −1), (4.21)
where φs = ∑Ksk=1 log2(1+ γ
ac,ul
s,k ).
The portions of allocated power are expressed as a function of the time splitting parameter. We
replace their expressions in problem (4.13) and the optimal time splitting parameter could be
obtained by solving the following problem:
minimize
λ
f (λ ) =
S
∑
s=1
κs(2
λφs
1−λ −1)+ξs(2
rac,dlth
1−λ −1)
subject to
(4.22.a) : λ ≥ r
ac,ul
th
log2(1+ γ
ac,ul
s,k )
, s= 1..S, k = 1..Ks,
(4.22.b) :
S
∑
s=1
pbh,dls ≤ pmbsmax,
(4.22.c) : κs(2
λφs
1−λ −1)+ξs(2
rac,dlth
1−λ −1)≤ psbsmax, s= 1..S,
(4.22.d) : 0 < λ < 1,
(4.22)
where κs = υs+σ2
[
(DHD)−1
]
s,s and ξs = ∑
Ks
k=1(ϖs+σ
2)Tr{(GsGHs )−1}.
The derivative of the objective function is given by:
f ′(λ ) =
S
∑
s=1
κs
ln(2)φs2
λφs
1−λ
(1−λ )2 +ξs
ln(2)rac,dlth 2
rac,dlth
1−λ
(1−λ )2 . (4.23)
The derivative is positive on the interval [0,1[ . Hence, the objective function f (λ ) is an
increasing function. Also, constraints (4.22.b) and (4.22.c) represent upper bounds for λ .
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Hence, the optimal time splitting parameter is equal to the lower bound given by (4.22.a)
when the problem is feasible:
λ ∗ =
rac,ulth
log2(1+ mins=1:S,k=1:Ks
γac,uls,k )
. (4.24)
4.6.2 Iterative Power Allocation
Here, we consider that the inter-SBS interference is no longer ﬁxed. It is extremely difﬁcult
to obtain the optimal global solution due to the non-convexity and non-linearity of constraints
(4.13.a− d). The literature has shown that the iterative power allocation can be an efﬁcient
low complexity solution for different network architectures (e.g. Rashid-Farrokhi et al. (1998);
Zhao et al. (2017)). Motivated by this, we design an adapted iterative power allocation solution
for our transmission technique based on the results obtained in Section 4.6.1.
We denote by pac,dl,(n) the vector that contains the power portions allocated to the users, (i.e.
the vector containing pac,dl,(n)s,k , s = 1..S, k = 1..Ks) and by p
bh,ul,(n) the vector that contains
the portions of power allocated to the MBS (i.e. the vector containing pbh,ul,(n)s , s = 1..S)
at iteration n. Starting from ﬁxed initial power allocation, we consider that the inter-SBS
interference at iteration n+1 is computed based on the allocated power at iteration n as follows:
ϖ (n+1)s =
S
∑
i=1,i=s
pbh,ul,(n)i | fi
H
s,kw
bh,ul
i |2 +
S
∑
i=1,i=s
Ki
∑
j=1
pac,dl,(n)i, j | fi
H
s,kw
ac,dl
i, j |2 . (4.25)
Hence, the allocated power to the users at iteration n+1 is given by:
pac,dl,(n+1)s,k = (ϖ
(n+1)
s +σ2)Tr{(GsGHs )−1}(2
rac,dlth
1−λ −1). (4.26)
The interference at the MBS at iteration n+1 can be computed as follows:
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υ(n+1)s =
S
∑
i=1
Ki
∑
j=1
pac,dl,(n+1)i, j | qHs HHi wac,dli, j |2 . (4.27)
Hence, the power allocated to the MBS at iteration n+1 is given by:
pbh,ul,(n+1)s = (υ
(n+1)
s +σ2
[
(DHD)−1
]
s,s)(2
λφs
1−λ −1). (4.28)
We deﬁne the function ν(n) that is used for convergence test as:
ν(n) =
S
∑
s=1
(
pbh,ul,(n+1)s − pbh,ul,(n)s +
Ks
∑
k=1
(pac,dl,(n+1)s,k − pac,dl,(n)s,k )
)
. (4.29)
Theorem 4.1: The sequence of allocated power to the users pac,dl,(n) and to the MBS pbh,ul,(n)
converges to a ﬁxed point.
Proof: We deﬁne the function g that generates the sequence of portions of allocated power
vectors as:
pac,dl,(n+1) = g(pac,dl,(n)). (4.30)
We start by proving that the sequence of allocated power to the users pac,dl,(n) is increas-
ing starting from an initial point pac,dl,(0) = 0K·S×1. We note that any two power vectors p1
and p2 such as p1 ≤ p2 verify g(p1) ≤ g(p2) since the coefﬁcients of g are positive. Hence,
starting from pac,dl,(0) ≤ pac,dl,(1) and by applying g we obtain pac,dl,(n) = g(pac,dl,(n−1)) ≤
pac,dl,(n+1) = g(pac,dl,(n)).
Similar to the sequence of allocated power to the users pac,dl,(n), the sequence of allocated
power to the MBS pbh,ul,(n) can be proven to be increasing starting from an initial point
pbh,ul,(0) = 0S×1. Since these generated sequences pac,dl,(n) and pbh,ul,(n) are bounded by con-
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straints (4.13. f ), the convergence is ensured as limn→∞pac,dl,(n) =pac,dl,∗ and limn→∞pbh,ul,(n) =
pbh,ul,∗ 
Hence, based on this result, we build an iterative power allocation algorithm described in Al-
gorithm 4.1 with the objective of ﬁnding a sub-optimal power allocation solution of problem
(4.13).
Algorithm 4.1 Iterative Power Allocation Algorithm
1 Compute pac,dl,(0)s,k , s= 1..S, k = 1..Ks using (4.19), // initialization;
2 Compute pbh,ul,(0)s , s= 1..S using (4.21);
3 Compute λ using (4.24);
4 n← 0, // number of iterations;
5 while |ν(n)|> ε do
6 n← n+1;
7 for s= 1 : S do
8 Compute ϖ (n+1)s using (4.25);
9 for k = 1 : Ks do
10 Compute pac,dl,(n+1)s,k using (4.26);
11 end
12 end
13 for s= 1 : S do
14 Compute υ(n+1)s using (4.27);
15 Compute pbh,ul,(n+1)s using (4.28);
16 end
17 Compute ν(n) using (4.29);
18 end
4.7 User Scheduling
The SBSs and their associated users cannot be all simultaneously scheduled when they are
requiring a minimum rate due to inter-SBS interference, multi-user interference and maximal
power constraints. A user scheduling has to be implemented in order to deal with the infea-
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sibility problem. Hence, this section presents a user scheduling scheme that serves as many
users as possible while satisfying the minimum rate requirement.
We deﬁne a boolean variable χsbss that is set to 1 if SBS s is scheduled for both backhaul and
access transmission and to 0 otherwise. In addition, we deﬁne χuss,k that is set to 1 if user k
associated with SBS s is scheduled for UL and DL transmissions and to 0 otherwise. It is
to be noted that when SBS s is unscheduled, i.e. χsbss = 0, all its associated users in Λs are
automatically unscheduled χuss,k = 0, k = 1..Ks. We denote by χ the vector that contains the
variables χuss,k and χ
sbs
s . Hence, the problem of maximizing the number of scheduled users can
be formulated as:
maximize
χ,p,λ
S
∑
s=1
Ks
∑
k=1
χuss,k
subject to
(4.31.a) : rwl,dls ≥
Ks
∑
k=1
ral,dls,k , s= 1..S,
(4.31.b) : rwl,uls ≥
Ks
∑
k=1
ral,uls,k , s= 1..S,
(4.31.c) : ral,uls,k ≥ χuss,k · ral,ulth , s= 1..S, k = 1..Ks,
(4.31.d) : ral,dls,k ≥ χuss,k · ral,dlth , s= 1..S, k = 1..Ks,
(4.31.e) :
S
∑
s=1
χsbss · pwl,dls ≤ pmbsmax,
(4.31. f ) : χsbss · pwl,uls +
Ks
∑
k=1
χuss,k · pal,dls,k ≤ psbsmax, s= 1..S,
(4.31.g) : χsbss = maxk=1..Ks
χuss,k, s= 1..S,
(4.31.h) : 0 < λ < 1,
(4.31.i) : χsbss ,χ
us
s,k ∈ {0,1}, s= 1..S, k = 1..Ks,
(4.31. j) : p ≥ 0.
(4.31)
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Compared to problem (4.13), we include constraints (4.31.g)which force the SBSs to be turned
off when all their associated users are unscheduled. A special case of problem (4.31) is the
problem of maximizing the number of scheduled users while satisfying the required SINRs.
This special case has been proven to be an NP-complete problem in Andersin et al. (1996).
Hence, the user scheduling problem (4.31) is also NP-hard and its optimal solution can be
obtained only by high complexity brute force search algorithm.
Therefore, we propose in this section a low complexity heuristic user scheduling algorithm to
overcome the infeasibility problem. The proposed algorithm is initialized by scheduling all
users. The users are removed one by one at each iteration until the problem becomes feasible.
We deﬁne the worst user at each iteration as the one that violates constraint (4.31.c) the most,
i.e the user that experiences the least SINR. This procedure is repeated until we obtain a time
splitting parameter (given by (4.24)) that is less than 1. First, the removal criterion is applied
as follows:
(s,k)∗ ← argmin
(s,k)∈Ω
γac,uls,k , (4.32)
where Ω is the set of scheduled users.
Next, in addition to satisfying a set of scheduled users with minimal rate, the constraints
(4.31. f ) related to maximal transmit power per-SBS need to be veriﬁed. The user that has
to be removed in each iteration is the one that requires the maximal transmit power. Hence, the
following removal criterion is applied:
(s,k)∗ ← argmax
(s,k)∈Ω
pac,dls,k . (4.33)
This iterative procedure terminates once the problem becomes feasible by potentially remov-
ing the least number of users from the network. The proposed low complexity heuristic user
scheduling algorithm is given in Algorithm 4.2.
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Algorithm 4.2 Heuristic User Scheduling Algorithm
1 Compute γac,uls,k , s= 1..S, k = 1..Ks using (4.3), // initialization (all users are
scheduled);
2 Compute λ using (4.24);
3 r1 ← 0, // number of unscheduled users;
4 while λ ≥ 1 and r1 < ∑Ss=1Ks do
5 (s,k)∗ ← argmin
(s,k)∈Ω
γac,uls,k ;
6 Ω←Ω−{(s,k)∗}, // unscheduled user (s,k)∗;
7 r1 ← r1+1;
8 update γac,uls,k , (s,k) ∈Ω;
9 update λ ;
10 end
11 Compute pac,dls,k , (s,k) ∈Ω using (4.19);
12 Compute pbh,uls using (4.21);
13 while Constraint (4.31. f ) is not satisﬁed and r1 < ∑Ss=1Ks do
14 (s,k)∗ ← argmax
(s,k)∈Ω
pac,dls,k ;
15 Ω←Ω−{(s,k)∗}, // unscheduled user (s,k)∗;
16 r1 ← r1+1;
17 update pac,dls,k , (s,k) ∈Ω;
18 end
The optimal user scheduling is obtained with the brute-force search algorithm. The number
of possible combinations of sets of users is ∑Ss=1∑
Ks
k=1
(S
s
)(Ks
k
)
. Hence, its computational com-
plexity is given by:
Coptus =
S
∑
s=1
Ks
∑
k=1
(
S
s
)(
Ks
k
)
f (s,k), (4.34)
where f (s,k) is a polynomial function that represents the computational complexity of the
veriﬁcation of the problem feasibility. For the heuristic user scheduling algorithm, the compu-
tational complexity is given by:
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Chrus =
S
∑
s=1
Ks
∑
k=1
f (s,k). (4.35)
4.8 Numerical Results
In this section, monte carlo simulations are used to evaluate the performance of the pro-
posed transmission technique. We assume a circular coverage of the macrocell where the
MBS is positioned at the center and the SBSs are uniformly placed within the considered
coverage. Also, we assume two users randomly scattered across each small cell. The correla-
tion among the antennas is following the Kronecker spatial correlation model represented by
Σ[i, j] = a|i− j|,∀i, j = 1...N, where a is a correlation coefﬁcient such that a = 0 (resp. a = 1)
corresponds to the uncorrelated (resp. fully correlated) conditions. The simulation parameters
are summarized in Table 4.2.
Table 4.2 Simulation Parameters.
Symbol Description Value
N Number of antennas at the MBS 128
S Number of SBSs 8
Ms Number of antennas at each SBS 4
F Number of MUEs 4
ν Path loss exponent 3.7
Coverage radius of each SBS 20 m
Coverage radius of the MBS 200 m
psbsmax Max. trans. power of an SBS 50 W
pmbsmax Max. trans. power of the MBS 100 W
pac,ul Transmit power of a user 1 W
B Bandwidth 10 MHz
Noise PSD -174 dBm/Hz
In Fig. 4.4, we show the optimal time splitting parameter as a function of the minimum trans-
mission rate. The curve is obtained by averaging (4.24) over 100000 channels realizations. We
conﬁrm that the optimal sum SBS transmit power is not achieved when the 1st and 2nd frames
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Figure 4.4 Optimal time splitting parameter.
have equal duration. The time splitting parameter tends to zero when the minimum transmis-
sion rate tends to zero and it tends to inﬁnity when the minimum transmission rate becomes
large.
Fig. 4.5 shows the achieved BSs transmit power as a function of the number of SBSs when
using the optimal time splitting parameter λ ∗ and when considering λ = 1/2. It is clear that
signiﬁcant power can be saved when the transmission time is optimally divided.
In Fig. 4.6, we compare the achieved total transmit power between our proposed transmission
technique and RTDD with bandwidth splitting. The proposed technique signiﬁcantly outper-
forms RTDD with bandwidth splitting thanks to the efﬁcient management of the interference
between access and backhaul links. Also, the performance gap remains signiﬁcant for large
minimum users transmission rate requirements.
Clearly, increasing the number of users in the system requires the increase of the BSs transmit
power in order to satisfy the required users minimum rate as shown in Fig. 4.7.
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Figure 4.5 Total transmit power under optimal λ ∗ and λ = 1/2.
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Figure 4.6 Total transmit power under the proposed transmission
technique and RTDD with bandwidth splitting.
Also, the total transmit power decreases slightly by increasing the number of antennas at the
MBS and the SBSs thanks to MIMO spatial multiplexing as shown in Fig. 4.8 and Fig. 4.9.
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Figure 4.7 Impact of the number of users.
Speciﬁcally, increasing the number of antennas at the MBS allows to decrease the MBS trans-
mit power and increasing the number of antennas at the SBSs allows to decrease the transmit
power at the SBSs.
In Fig. 4.10, we show the impact of the channel estimation reliability ξ on the system perfor-
mance. Clearly, the total transmit power increases when the channel estimation degrades.
In Fig. 4.11, we show the performance of the proposed iterative power allocation algorithm
compared to the performance achieved when considering ﬁxed inter-SBS interference in terms
of transmit power consumption. Also, the proposed iterative algorithm allows to signiﬁcantly
reduce the transmit power consumption even though it is important to remind that the iterative
algorithm requires much higher computational complexity.
Fig. 4.12 shows the percentage of unscheduled users as a function of the minimum transmission
rate under the proposed heuristic and optimal user scheduling algorithms. The performance
gap between the proposed algorithm and optimal user scheduling is tight and does not change
too much when the minimum transmission rate increases. As expected, the percentage of
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Figure 4.8 Impact of the number of antennas at the MBS.
Minimum transmission rate rac,ulth (bits/s/Hz)
0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
T
ot
a
l
tr
a
n
sm
it
p
ow
er
(W
)
5
10
15
20
25
30
35
40
45
Ms = 4
Ms = 8
Figure 4.9 Impact of the number of antennas at the SBSs.
unscheduled users is higher when the minimum rate constraints are more stringent. Also, the
percentage of unscheduled users increases with the decrease of maximal transmit power per-
SBS specially for higher transmission rate.
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Figure 4.10 Impact of the channel estimation reliability.
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Figure 4.11 Performance of the iterative power allocation
algorithm.
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Fig. 4.13 shows the impact of user association on system performance. The different cell size
user association algorithm allows to reduce the power consumption compared to the closest
SBS user association algorithm since the inter-SBS interference is reduced.
4.9 Conclusion
This paper proposed a new interference management scheme for HetNets with massive MIMO
wireless backhaul based on MIMO spatial multiplexing and time splitting. We formulate a
sum BSs transmit power minimization problem under user minimum rate constraints and we
derive the optimal time splitting parameter. Since the power allocation problem is NP-hard,
we proposed an efﬁcient iterative power allocation algorithm to obtain a sub-optimal solution.
The formulated problem could be infeasible due to the users requirement and per-SBS power
constraints. Hence, a heuristic user scheduling algorithm was proposed in order to overcome
the feasibility problem. Furthermore, we show that the proposed transmission technique is
more efﬁcient than RTDD with bandwidth splitting in term of transmit power consumption.
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Figure 4.13 Impact of user association on system performance.
Future works will focus on designing distributed resource allocation techniques considering
our proposed transmission technique for HetNets based on learning tools.

CONCLUSION AND RECOMMENDATIONS
This dissertation investigated resource allocation problem related to energy consumption in
wireless communication systems that incorporate large-scale MIMO. We show that large-scale
MIMO systems could coexist with other wireless technologies such as HetNet and energy
harvesting in order to improve the system performance. After presenting the state of the art,
motivations, objectives and contributions of this work in the ﬁrst chapter, Chapter 2 proposed
efﬁcient heuristic algorithms for downlink large-scale MIMO systems considering a non neg-
ligible circuit power consumption. The studied resource allocation focuses on: (i) activating a
subset of RF chains, (ii) activated antenna selection, (iii) power allocation and (iv) user schedul-
ing considering two linear precoders CB and ZFB. Chapter 3 investigated energy efﬁcient dis-
tributed large-scale MIMO systems while the RRHs are powered by energy bought from a grid
source in addition to energy harvested from renewable sources. Efﬁcient energy management
strategies are designed. The proposed approach allows efﬁcient use of non-renewable energy
in hybrid energy large-scale MIMO systems. Chapter 4 proposed a new transmission scheme
for HetNets with massive MIMO wireless backhaul based on MIMO spatial multiplexing and
time splitting. The proposed transmission technique is shown to be more efﬁcient than RTDD
with bandwidth splitting in term of transmit power consumption.
Future works could be directed towards the design of low complexity beamforming schemes
that outperform CB and ZFB considering a non-negligible circuit power consumption. Also,
the system model may be extended to inter-cell scenario where multi-cell interference and pilot
contamination are taken into account for the design of resource allocation strategies. Further-
more, distributed resource management approaches inspired by game theory may be developed
for hybrid energy distributed large-scale MIMO systems. In addition, distributed resource
allocation techniques may be designed considering our proposed transmission technique for
HetNets based on learning tools. Finally, resource allocation in secure wireless systems and
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wireless energy transfer systems that incorporate large-scale MIMO are promising research
directions.
APPENDIX I
APPENDIX FOR CHAPTER 3
1. Proof of Lemma 3.1
Considering the case where energy harvesting is sufﬁcient to ensure the SINR requirements for
each user at each frame, the allocated power drawn from energy harvesting sources for user k
at frame i veriﬁes:
p∗k(i) | gk(i)ĝk(i)H |2
∑Km=1,m=k p∗m(i) | gk(i)ĝm(i)H |2 +σ2η2(i)
= γth. (A I-1)
The interference term in large-scale MIMO systems can be asymptotically approximated when
K and N are large but ﬁnite, Zhao et al. (2013) as:
K
∑
m=1,m=k
p∗m(i) | gk(i)ĝm(i)H |2N → pout(i)E{| gk(i)ĝm(i)H |2}
≈ Npout(i)σ2d ,
(A I-2)
where pout(i) is the total transmitted power at frame i and σ2d = E{| gn,k(i) |2} is the variance
of the channel gn,k(i). Hence, we obtain:
p∗k(i) =
γth
| gk(i)ĝk(i)H |2 (Npout(i)σ
2
d +σ
2η2(i)) (A I-3)
Using pout(i) = ∑Kk=1 p∗k(i) and (AI−3), we obtain the expression of pout(i) as:
pout(i) =
Nσ2d +σ
2η2(i)
1
γth∑Kk=1
1
|gk(i)ĝk(i)H |2
−1 . (A I-4)
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By replacing the expression of pout(i) in (AI− 3), we obtain p∗k(i) that ensure the SINR re-
quirements for each user. Then, we replace p∗k(i) in the energy causality constraints (3.8.b)
and we obtain the relation (3.10). This completes the proof of Lemma 3.1.
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