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Kwantumveldentheorie is de theorie die gebruikt wordt om de interacties te beschrijven tussen de
kleinste (elementaire) deeltjes. Er bestaan 2 klassen van zulke deeltjes: bosonen en fermionen. De
bosonen zijn degenen die onderworpen zijn aan Bose-Einstein statistiek. Ze hebben een geheeltallige
spin. Standaardvoorbeelden zijn scalaire of vectordeeltjes. Fermionen daarentegen zijn onderwerpen aan
Fermi-Dirac statistiek en dragen een halftallige spin. Gekende voorbeelden zijn elektronen en quarks.
Vectordeeltjes worden beschreven door ijkvelden. Deze laatste zijn verantwoordelijk voor de inter-
mediaire interactie tussen deeltjes, daarom worden ze soms ook krachtdragers genoemd. Fotonen zijn
een expliciet voorbeeld, als zijnde verantwoordelijk voor de overdracht van de elektromagnetische in-
teractie. Zoals geweten is de elektromagnetische kracht sterker op korte afstand en zwakker op langere
afstand. Dit kan dus beschreven worden via perturbatietheorie. De elektromagnetische koppelingscon-
stante wordt klein op grote afstandsschaal. Daaruit halen we ook dat het “omgekeerde beeld”, i.e., sterk
op grote afstand en zwak op kleine afstand, niet toegankelijk zal zijn met een perturbatieve beschrijving.
We zouden nieuwe technieken nodig hebben om dergelijke theoriee¨n volledig te kunnen beschrijven,
m.a.w. niet-perturbatieve technieken. Indien we in zekere zin geluk zouden hebben, dan zouden dergeli-
jke theoriee¨n niet voorkomen in de natuur, maar het tegendeel is echter waar. Quarks interageren exact op
de eerder beschreven manier. In de zestiger jaren gaven deeltjesversnellers experimentele evidentie dat
quarks, de samenstellende constituenten van protonen en neutronen, in het lage energiegebied voorkomen
in sterk gekoppelde toestanden (hadronen). Deze hadronfenomenologie verwijst naar hadronresonanties.
In die tijd verwachtte men dat de deeltjes “vrij” zouden “rondvliegen” na de botsing. Dit ogenschijnlijke
mysterie werd opgelost in de jaren 70 wanneer een theorie genaamd kwantumchromodynamica (Quan-
tum Chromodynamics, QCD) boven het doopvont werd gehouden, waarbij hadronen werden gezien als
zelf opgebouwd uit sterk gekoppelde andere deeltjes. Het ijkveld in dit geval is het gluonveld. Vanaf dan
werd QCD de heersende theoretische beschrijving van de sterke interactie.
Een experimenteel gevolg van QCD is dat deze deeltjes “confined” zijn, d.w.z. dat we niet in staat zijn
om ze waar te nemen als vrije deeltjes bij de typische energiee¨n waarbij we de andere deeltjes normaal
gezien waarnemen (b.v. elektronen). Dit is een gevolg van het feit dat de sterke interactie groeit met de
afstandsschaal. Omgekeerd kunnen we ook verwachten dat er een fase zou kunnen bestaan waarin deze
deeltjes niet meer confined zouden zijn. Door experimenten weten we ook dat quarks op zich zeer licht
zijn (= zeer kleine massa hebben), terwijl een proton relatief gezien veel zwaarder is. De theoretische
uitleg voor dit op eerste zicht tegenstrijdig gegeven is chirale symmetriebreking. De quarks hebben een
globale symmetrie, die echter gebroken wordt waardoor er een dynamische massa in het systeem komt.
Ook hier kunnen we verwachten dat er een fase bestaat waarbij de symmetrie hersteld wordt na een
fasetransitie. Recente experimenten hebben ook hints gegeven dat een magnetisch veld een invloed kan
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hebben op zowel de chirale als deconfinement fasetransitie.
Door de jaren heen zijn er vele modellen uitgedacht, specifiek bedoeld om bepaalde niet-perturbatieve
aspecten van QCD te vatten. Bijvoorbeeld, als we het over confinement hebben, dan heeft Gribov in de
jaren 70 een manier voorgesteld waarbij de zogenaamde positiviteitsvoorwaarde voor gluonen geschon-
den wordt in het lage energie gebied. Deze voorwaarde is echter nodig om van fysiche waarneerbare
deeltjes te kunnen spreken. Hij stoelde zijn analyse op de niet eerder gemaakte vaststelling dat de stan-
daard Faddeev-Popov procedure niet in staat is om de volledige ijkvrijheid vast te leggen na keuze van
een ijk bij kwantisatie. Naar het eind van de jaren 70 toonden Julia en Toulouse dan weer aan hoe een
proliferatie van vortex fluxbuizen (die zelf aan de grondslag liggen van de quark-antiquark potentiaal
die voor confinement zorgt) het systeem naar een fasetransitie kan leiden. Als we even denken in ter-
men van nuttige technieken, dan kunnen we zeker verwijzen naar dualiteiten. Deze zijn een belangrijke
manier om het niet-perturbatieve gebied te verkennen. Een klasse van dualiteiten behelst het leggen
van een verband tussen een sterk gekoppelde theorie enerzijds, en een zwak gekoppelde anderzijds. Er
bestaan talloze voorbeelden, maar meer recent heeft een welbepaalde dualiteit de overhand genomen,
namelijk de AdS/CFT correspondentie. Deze legt een verband tussen een sterk gekoppelde ijktheorie in
de Minkowski ruimtetijd en een zwak gekoppelde (klassieke) gravitatietheorie in een hogere dimensie.
Geen van dergelijke modellen is echter perfect en ze worden tot op vandaag verder ontwikkeld.
Een volledig zelfconsistente beschrijving van al deze fenomenonen heeft altijd veel aandacht geı¨nduceerd
in de deeltjesfysicawereld, maar is tot op heden nog niet bereikt. Het doel van deze thesis is dan ook
om een aantal verschillende manieren te beschrijven die iets kunnen leren over het niet-perturbatieve
regime van ijktheoriee¨n. We gebruiken daartoe o.a. het Gribov-Zwanziger (GZ) kwantisatieschema,
de AdS/QCD wall modellen alsook het Julia-Toulouse (JT) mechanisme. Als resultaten vermelden we
b.v. dat het GZ formalisme kan gebruikt worden om een vorm van confinement te verkrijgen in N = 1
supersymmetrische Yang-Mills theorie, dat de AdS/QCD wall modellen de eigenschap vertonen van
magnetische catalyse en dat we via een combinatie van AdS/CFT en JT we een nieuwe manier hebben
gevonden om in bepaalde omstandigheden geleidbaarheden te bepalen.
English summary
Quantum field theory is the theory responsible for describing the interactions that happens in the
tiny particle world. In this world there are two kinds of particles: bosons and fermions. Bosons are the
ones who obey the Bose-Einstein statistics. They have an integer value spin. Two examples are: scalar
particles and vector particles. Fermions are the ones who obeys the Fermi-Dirac statistics and possess a
half-integer value spin. As an example we have the spinors: the electron and quarks.
Vector fields are known as gauge fields. Gauge fields are responsible for intermediate interactions
between particles. They are known as the force carrier particles. Photons are an explicit example as the
force carrier of the electromagnetic interaction. As we know, electromagnetic interactions are stronger at
short distances and weak at long ones. This phenomenon can be described by perturbation theory. The
coupling constant of electromagnetism becomes small at long distances. From that, we know that the
opposite picture, i.e, strong at long distance and weak at short one, would be untractable with perturbation
theory. We would need a new tool in order to fully describe this, i.e., a non-perturbative tool. Our luck
would be if we could not find this kind of system in nature, but unfortunately we have it. This is how
quarks interact. In the 60’s particle accelerators experiments showed that quarks (protons and neutrons
constituents) in the low energy regime appeared in a strongly correlated state called hadrons. This hadron
phenomenon was called hadron resonance picture. At that time the physics community were expecting
to “see” particles “flying” around after the collision. The mystery was solved in the 70’s when a theory
called Quantum Chromodynamics (QCD) explained that hadrons are made of particles. The gauge field
in this case is the gluon. Since then a mathematical description for this kind interaction has been pursued.
Through this result we can say that these particles are confined, meaning that, we are not able to “see”
them free in a energy scale regime that we usually “see” other particles free (as for example electrons).
In other words, the interaction increases with the distance scale. This signals that there might be a phase
where these particles are not confined. Also from experiments we know that quarks are very light (they
do not have a big mass value) but protons are heavy. The theoretical explanation for this contradictory
expectation is the chiral symmetry breaking. Quarks have a global symmetry that breaks and gives mass
to the system. In this case there is too a phase where the symmetry is intact and a phase transition leads to
the symmetry breaking/restoration. Recently some experiments hinted that a magnetic field can influence
both chiral and confinement phase transition.
Along the years some models have been developed in order to describe the non-perturbative features
of QCD. For instance, concerning confinement, in the 70’s Gribov proposed a way to describe confine-
ment by pointing out that the Faddeev-Popov procedure does not remove entirely the gauge redundancy
and as a consequence we loss the positivity condition demanded to have a particle description in the
infrared regime. At the end of the 70’s Julia and Toulouse showed how a proliferation of vortex flux-tube
(responsible for the quark-antiquark confinement) in an a system can drive it to a phase transition. In
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terms of tools, a duality is useful resource to access the non-perturbative regime. In this case the duality
means a map between a strongly coupled theory and a weakly one. Some examples can be found but
recently one formalism has caught a lot of attention to it. This approach is the AdS/CFT correspondence.
A strongly coupled gauge theory living in Minkowski spacetime can be mapped into a weakly coupled,
classical gravitational theory in a higher dimension. All these models have some drawbacks and still are
in development.
A consistent way to describe these phenomenona have been attracting great attention from the particle
physics community. A fully consistent analytical way has been not reached yet. The goal of this thesis is
to explore different ways to access the non-perturbative region of gauge theories. In order to accomplish
that we make use of different approaches as the Gribov-Zwanziger (GZ) framework, the AdS/QCD wall
models and the Julia-Toulouse (JT) mechanism. As a result we have obtained that the GZ framework can
be used to describe confinement of the degrees of freedom in N = 1 supersymmetric Yang-Mills, the
AdS/QCD wall models exhibit the property of magnetic catalysis and by using the AdS/CFT lore and JT
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This thesis is concerned with the use of some analytical tools to access the non-perturbative regime
of gauge theories. Along the thesis we used: the algebraic renormalization framework [1] to see how the
gluino and gluon fields renormalize differently in N = 1 super Yang-Mills in the Wess-Zumino gauge;
the Gribov-Zwanziger framework [2–4] in order to describe the issue of the confinement of the degrees
of freedom in N = 1 super Yang-Mills theory; the AdS/CFT correspondence [5] in order to describe
the QCD phase diagram under the influence of a magnetic field; the effective theory of topological
defects [6, 7] to describe how the condensation of topological defects can cause the vanishing of the DC
conductivity in the context of AdS/CFT correspondence.
This thesis is the result of the following papers [8–11].
In [8] by means of the Algebraic Renormalization framework in N = 1 Super Yang-Mills theory,
we showed that due to the non-linear realization of the supersymmetry in the Wess-Zumino gauge, the
renormalization factor of the gauge field turns out to be different from that of the gluino. The motivation
for this study was a preliminary exercise to work with super Yang-Mills fields, its symmetries, fermion
identities and the renormalization with supersymmetry. This work was a bridge to the realization of the
next work.
In [9] through the Gribov-Zwanziger (GZ) framework we recovered non-perturbative features of
N = 1 Super Yang-Mills theories, namely: the existence of the gluino condensate as well as the vanishing
of the vacuum energy. Since the 70’s there is a big excitement in supersymmetry. It is a very useful tool
concerning non-perturbative aspects of gauge theories. Recently theN = 4 SYM theory has been getting
a lot of attention due the AdS/CFT correspondence. The motivation of this work was to study the non-
perturbative properties of N = 1 SYM in the GZ context as preliminary step to approach N = 4 SYM.
The GZ in the context of N = 4 can be found here [157].
In [10] through an effective theory for condensation of topological defects we were capable of show-
ing how the condensation of magnetic monopoles who live in the AdS space makes the DC conductivity
vanish in the boundary by means of holography. The motivation for this project was to see how the
condensation of topological defects manifests itself in the AdS/CFT correspondence.
In [11] by using bottom-up holographic models describing QCD features, we studied the influence
of an external magnetic field in holographic QCD models where the backreaction is modeled in via an
appropriate choice of the background metric. We confirm that the critical deconfinement temperature
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can drop with the magnetic field. Secondly, we study the quark condensate holographically as a function
of the applied magnetic field and demonstrate that this model does not exhibit inverse magnetic catalysis
at the level of the chiral transition. The new experiments in RHIC and LHC show the presence of a
strong magnetic field in the formation of the quark-gloun plasma. This motivates the QCD community
to study the QCD phase diagram under the influence of a magnetic field (inverse magnetic catalysis).
Recent lattice results showed for instance that the critical temperature of the chiral transition drops down
with the magnetic field. The motivation for this work was to find a bottom-up holographic model who
describes this phenomenon.
General introduction
Four fundamental interactions have been observed in nature: gravitational, electromagnetic, weak
and strong. Strong coupling systems offer a big challenge in physics. The value of the coupling constant
forbids us to use perturbation theory. An analytical formulation of this kind of interaction was so difficult
to be developed that an award has been offered to that goal.
We have in particle physics Quantum Chromo Dynamics (QCD) as an example of strongly coupled
theory. QCD came up in the 70’s to explain the phenomenon called hadronic resonance. Collision
experiments with protons showed a bound state of its particles constituents. These particles were ”glued”
together, i.e., the experiments showed that we were not capable of see these particles free. These particles
are ”confined”. In terms of physics this is an unusual result since usually the interaction drops down with
the distance. A satisfactory analytical way to describe this is one of the major difficulties in quantum
field theory.
In 1977 Gribov [12] proposed a way to describe confinement of gluons by eliminating the extra gauge
copies, who exists even after the Faddeev-Popov procedure, by constraining the path integral to a region
called Gribov region. As a consequence the gluon propagator is modified in the infrared regime such that
it can no longer be interpreted as an excitation of the physical spectrum. Thus the gluons are confined.
Still in the 70’s it was showed how to reconcile an internal symmetry with a spacetime one. This
in principle violates the Coleman-Mandula theorem, but by extending the Lie algebra they bypass the
theorem. This is how supersymmetry was born. Supersymmetry is a symmetry between boson and
fermion particles. As consequence of this symmetry each particle has its superpartner particle. Su-
persymmetric gauge theories display remarkable non-renormalization features [15–18], which follow
from their holomorphicity properties [19, 20]. As renowned examples, let us quote the work by Seiberg
and Witten [21] in N = 2 supersymmetric Yang-Mills theories, in which the strong coupling regime
has been described through the electromagnetic duality mechanism envisaged by ’t Hooft and Mandel-
stam [22,23]. In terms of supersymmetric non-abelian gauge theory the most simple model is theN = 1
super Yang-Mills. Supersymmetric N = 1 gauge theories exhibit remarkable features, both at pertur-
bative and non-perturbative level. As a non-abelian gauge theory (as QCD) it displays the property of
confinement. Here both gluons (bosons) and its superpartner gluino (fermion) are confined. Though,
while many aspects of the non-perturbative sector of QCD are still unknown, in the case of N = 1 SYM
much progress has been done. For instance, holomorphicity has enabled the computation of the gluino
condensate [24, 25]. Moreover, the exact beta function of theory has been evaluated [26]. Let us also
quote the work by Veneziano and Yankielowicz [27] in which the low energy effective action describ-
ing the non-perturbative dynamics of the composite operators entering the so-called N = 1 anomaly
supermultiplet has been derived.
xi
The hadronic resonances were observed in the 60’s and before QCD some attempts came up as an
attempt to explain it. String theory was one of them. It was not a successful theory at that time. It was
full of inconsistencies. After some time, the development of string theory showed first that a spin two
field in their spectrum is a natural candidate for the graviton and second that supersymmetry appears
naturally. At that time some inconsistencies were fixed.
Then in 1997 Maldacena [5] came up with one of the major breakthroughs emerged from string
theory in the last years. It is the anti-de Sitter/conformal field theory (AdS/CFT) correspondence or
gauge/string duality [5, 28, 29]. In its classical (super)gravity limit it becomes a correspondence be-
tween classical (super)gravity in asymptotically AdS spaces and strongly coupled quantum field theories
(QFT’s) with a large rank non-Abelian gauge group defined on the conformally flat boundary of such
spaces. Thus, the holographic gauge/gravity correspondence maps difficult non-perturbative phenomena
of strongly interacting systems into manageable classical gravity setups in higher dimensions.
As mentioned before in the infrared regime of QCD its degrees of freedom are bounded. This means
that its interactions grow with the distance. Hence in the ultraviolet regime the degrees of freedom
are ”deconfined”. This signals a phase transition between a confined phase and deconfined one. We
also observe that hadronic states (protons) have masses and in the ultraviolet regime the QCD theory
is practically massless. In the non-massive state QCD has a symmetry called chiral symmetry and due
to the mass development along the energy scale this symmetry is broken. (De)confinement and chiral
symmetry breaking/restoration are important features of quantum chromodynamics (QCD). A good way
to describe them consistently is very hard due to the nonperturbative character of these phenomena.
Along the years, several tools have been developed in order to access this regime. For instance, Monte
Carlo simulations, initiated by K.Wilson [30], to compute observables; analytical methods to study the
spectrum of confined theories, as the Schwinger-Dyson equations [31, 32], the renormalization group
equation [33, 34], effective theories [35, 36], the Gribov-Zwanziger framework [2–4, 12] (and its refined
version [37–39]), the sum rule approach [40–42], the effective theory for topological defects [6, 7] and
the most recent tool namely AdS/CFT [5]. The recent rests on the AdS/CFT correspondence, well suited
to nonperturbative regimes of strongly coupled gauge theories as QCD. Recently from AdS/CFT some
approaches came up as an attempt to describe QCD features [43–63].
In the last years in RHIC and LHC heavy ions experiments show that during the early stages of
noncentral heavy ion collisions a strong magnetic field is generated and with a lifetime that persists into
the quark-gluon plasma phase [64–70].This motivated the QCD community to address some attention
to the QCD phase transitions under the influence of a magnetic field. Thus the QCD deconfinement
and chiral transition phase diagram under the influence of the magnetic field has been studied using a
myriad of approaches [71–103]. Recent lattice results [91, 92, 98] indicate an inverse magnetic catalysis
(the critical temperature decreases under the influence of the magnetic field, at least in the explored
regime of magnetic fields and temperature). Most of the (holographic) QCD phase diagram models
predict magnetic catalysis [72, 88–90, 104, 105]. Non-holographic approaches towards inverse magnetic
catalysis can be found in [106–115].
The main motivation for this thesis is to understand and contribute to the understanding of the phe-
nomena described in the previous paragraphs. The resulting papers from this thesis reflect this.
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Outline of the thesis
We begin by reviewing some basic results of quantum field theory, introducing Yang-Mills theory,
its quantization and describing the algebraic renormalization framework.
In chapter three we review some aspects of super Yang-Mills theory, its quantization and its renor-
malizability using the algebraic renormalization framework and is based on the work [8]
In chapter four we review the Gribov-Zwanziger framework in Yang-Mills theory and apply it in
N = 1 super Yang-Mills. This is based on the work [9].
In chapter five we review some aspects of AdS/CFT correspondence and how to extract some ob-
servables through it.
In chapter six we analyze the QCD phase diagram obtained by bottom up AdS/QCD models under
the influence of a constant magnetic field. This is based on the work [11]
In chapter seven we see how the condensation of magnetic monopoles that live in the AdS bulk makes




In this chapter we will review some perturbative aspects of quantum field theory
2.1 Classical×quantum
In field theory we have a quantity that describes the dynamics and interactions occurring in a deter-




where L is the Lagrangian and Φ is the field configuration representing the dynamical and interacting
object. In order to go the quantum realm the second quantization procedure promotes the field configura-
tion into operators that act in the Hilbert space. In quantum field theory a relevant object is the correlation
function:
〈Φ(x1)Φ(x2)...Φ(xn)〉= 〈0|Φ(x1)Φ(x2)...Φ(xn)|0〉 (2.1.2)
The correlation function gives us the probability of a system to begin in one state and to end up in another































where ϕ(x) is a source for an object called functional generator or partition function





where W [ϕ] is the sum of connected diagrams.
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Unlike the action (2.1.1), which carries no quantum effects, we would like to define an ”effective”
action such that it takes into account the quantum effects. This can be thought as:
eiW [ϕ] = e(iΓ[Φϕ]+i
∫
ddxϕ(x)Φϕ) (2.1.5)
Meaning, by performing the integration in the right side of (2.1.4) we obtain the explicit form of W [ϕ].
Supposing that we can recast the explicit form of W [ϕ] as above we would have an ”classical” action
who encodes the quantum effects obtained in the integration, i.e., Γ[Φϕ] is the effective action. Φϕ is a
function of the source ϕ determined by Φϕ = 〈0|Φ(x)|0〉ϕ. The effective action is associated with the
one particle irreducible (1PI) diagrams and, as we will see, this object plays a fundamental role in the
algebraic renormalization framework.
2.1.1 Phase transition
In the 30’s Ginzburg and Landau (GL) developed a mean field theory to study second order phase
transitions. Typically in this kind of transition we have a relation between an order parameter and the
symmetries in each phase. The GL theory has as goal to understand the behavior of the system around
a critical temperature: (T −Tc)/T  1. GL theory looks to the symmetries of the system and from that
writes down a free energy who respects these symmetries. In GL the variables are:
{
Tc = critical temperature;
η= order parameter.
There are two regions (phases) where the system can be found:
{
T > Tc, The system in the symmetrical phase: η= 0;
T < Tc, The system in the non-symmetrical phase: η 6= 0.
The form of free energy (Landau’s functional) is in terms of the order parameter: L(η). Around Tc the
functional is an analytical function of the order parameter:
L(η) = a0+a1η+a2η2+ ...
where aJ = aJ(P,T ) are the coefficients of this expansion and functions of the thermodynamic variables
of the system. The symmetries of the system will determine which term of the expansion will survive.
The value of the order parameter is the one who minimizes the Landau’s functional:
{
T > Tc, min(L(η)) η= 0;
T < Tc, min((L(η)) η 6= 0.
As an example we have the transition between a ferromagnetic system and paramagnetic one. In the
paramagnetic phase the magnetic moment of the lattice sites are randomly oriented. As the temperature
decreases, after some critical value of it, the magnetic moment of the sites becomes oriented in some spe-




Figure 2.1: This is 2D plot for the region T < Tc.
Η
L
Figure 2.2: This is a 2D plot for the region T > Tc.
magnetization of the system. In the first phase we have a rotational symmetry and after the phase transi-
tion the symmetry is broken. In this case the order parameter is the magnetization (η). This transition is




(T −Tc)η2+ a44 η
4; a0,a4 = const. (2.1.6)
The value of order parameter in each region is:
{
T > Tc,L = 0; η= 0 (symmetrical phase);
T < Tc,L =−a0(Tc−T )
2
4a4
; η2 = a0a4 (Tc−T ) (non-symmetrical phase).
The figures 2.1 and 2.2 represents the plot of the solutions in each phase. In figure 2.1 we can see that
there are two minima and they are connected by a rotation transformation. The system will choose one
stable vacuum (minima) and by picking one minimum we are breaking the rotational symmetry. This
process is called spontaneous symmetry breaking.
Now suppose a complex scalar fields: φi(x) composing a system who is invariant under a U(1)
rotational transformation: φi→ Ri jφ j. The Lagrangian for this system is:
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Figure 2.3: This is a 3D plot for the region T < Tc.













This potential energy is the same as the Landau functional (2.1.6). The plot for this potential energy it is











This potential represents the phase where the O(N) symmetry is spontaneously broken. We can write
φi0 =Φ
ieipi(x) (2.1.9)
where Φi is a constant vector. In (2.1.9) we see that there are many vacua connected by a U(1) transfor-
mation (see figure 2.3). The breaking of the symmetry occurs when the system chooses only one vacuum.
By substituting (2.1.9) in (2.1.7) we see that only derivative terms survive. This is a specific example
of the Goldstone’s theorem that states that a spontaneously symmetry breaking will always produce a
massless Goldstone boson (in this case pi).
2.2 Linear response theory
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The correlation function for O can be written as:











Expanding the exponential in terms of the source ϕ we have:
〈O(x)〉ϕ = 〈O(x)〉ϕ=0− i
∫
ddy〈O(x)O(y)〉ϕ(y)+ . . . (2.2.5)
Assuming 〈O(x)〉ϕ=0 = 0, i.e., the average term where the source is absent, we have:
〈O(x)〉ϕ =+
∫
ddy G(x− y)ϕ(y) (2.2.6)
where G(x− y) is the Green function. As the source ϕ(y) influence will take some time to reach the
system we need to use the retarded Green function:
iGR(x− y)≡ θ(x0− y0)〈[O(x),O(y)]〉 (2.2.7)
The condition above can translate the condition that the source ϕ (perturbation) would not exist for a
time x0 < y0, or ϕ(x0 < y0,~x) = 0. In momentum space (2.2.6) with the retarded Green function reads:
〈O((ω,~k)〉ϕ =−GR(ω,~k)ϕ(ω,~k) (2.2.8)
As we are talking about the response of a system to the presence of a source we can define a function





We are interested in macroscopic effects (infrared long wavelength limit) to the response of the operator
O to the source ϕ. This limit is achieved by k→ 0 and ω→ 0. The first limit reads:
〈O〉ϕ =−GR(ω,~k = 0)ϕ(ω) (2.2.10)
For the moment, let us look at a specific example: a conductor. The source is the Abelian field A0µ and
we would like to see the response of the operator vector current jµ to this source . The perturbation term
is δS = jµA0µ. Taking the static gauge: A0 = 0 we have the electric field: E0x = −∂tAox . In the frequency
space this reads: E0x = iωAox . In terms of (2.2.8) this reads:
〈 jx〉ϕ =−GxxR A0 (2.2.11)
From experiments we know that the electric field influences the current 〈 jx〉 ∼E0x . Thus there is a relation
between the retarded Green function and the iωAox . Returning to the (2.2.8) based on the example above
we can write:
〈O〉ϕ ∼ iωχϕ(ω) (2.2.12)
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Hence we have:
GR(ω,~k = 0) =−iωχ (2.2.13)
Taking the imaginary part:








Im GR(ω,~k = 0) (2.2.15)
This is known as the Kubo formula and χ is called transport coefficient. Returning to our example, we
have:
〈 jx〉ϕ = iωσA0x (2.2.16)
where σ is the conductivity. The conductivity is given by the Ohm’s law:〈 jx〉 = σE0x (this is the precise
relation of the influence of the electric field on the current). Therefore the conductivity reads:
σ(ω) =−G
xx




Historically in 1919 Rutherford conjectured in his atomic model the nuclei. He conjectured that
in the nuclei there are positive particles, namely, protons. Rutherford also raised the possibility that
chargeless particles could exist in the same nuclei. In 1932 Chadwick discovered chargeless particles,
namely, neutrons, whose mass was as large as the protons. At that time experiments showed a atomic
model whose stable even nuclei contains the same number of charged particles (protons) and chargeless
one (neutrons). Thus in the case of a even stable nuclei protons can stay together without being repealled
by electrostatic interaction. Based on this information in 1932 Heisenberg proposed that protons and
neutrons, are bound together by a new force who is independent of the charge (color force), are different
states of the same particle, namely, nucleon. This means that they are attracted by each other by a
force called the color force. These fermions are arranged in multiplets and these multiplets represent the
nucleon fields. The concept of isotopic spin was introduced and it was realized in 1937 that the total
isotopic spin was conserved in nucleon-nucleon interactions. This doublet called nucleon is composed
of two fermions and interact through each other by means of a carrier color force particle (gluon field).
This system is invariant under the switch of protons and neutrons, meaning that there is a symmetry in
the flavor space. Besides the flavor symmetry there is also a gauge symmetry (color symmetry). In this
case the SU(2) gauge symmetry (Nc = 2) represents that the system is invariant under the exchange of
gluon particles between protons and neutrons. This is the idea of the Yang-Mills (YM) Lagrangian. In




2+ ψ¯(i /D)ψ−mψ¯ψ (2.3.1)
where the field strength tensor is:
Faµν = ∂µA
a
ν−∂νAaµ+g f abcAbµAcν (2.3.2)
where g is the coupling constant and m is the mass of the spinor field. From this field tensor it can be seen
that there is a self interaction term and this is different from the abelian case. The covariant derivative is
defined as:
Dabµ = δ
ab∂µ−g f abcAcµ (2.3.3)
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where /D= γµDµ being γ the Dirac matrices. The gauge field Aµ is in the adjoint representation of SU(Nc)
group and the fermion field (Dirac spinor) ψ is in the fundamental representation of the same group. This
Lagrangian is invariant under the following gauge transformation:






where U = e−iαaXa is the transformation matrix, being Xa the generator:[Xa,Xb] = i f abcXc. In the in-




δψ = iαata (2.3.7)
The Yang-Mills Lagrangian can be separated in two sectors: the matter sector (represented by
fermions) and the gauge sector (represented by gluons). This Lagrangian represents a system consti-







where jµ,a is the conserved current.
In the limit m→ 0 the classical Yang-Mills Lagrangian is also invariant under the following transfor-
mations:
• Dilatation symmetry:
ψ→ λ−3/2ψ Aµ→ λ−1Aµ (2.3.9)
• global flavour transformation:
ψ→ e−i~T .~θψ
ψ¯→ ei~T .~θψ¯
where T a is the generator of SU(N f ) group. This transformation represents a transformation in
flavour space. As we have T 0 = 12 the flavour symmetry is: U(N f )v = SU(N f )×U(1)v. The
conserved currents are: jµ = ψ¯γµψ ans jaµv = ψ¯γµT aψ 1
• global axial transformation:
ψ→ e−iγ5~T .~θψ (2.3.10)
ψ¯→ eiγ5~T .~θψ¯ (2.3.11)
This represents the group: U(N f )A = SU(N f )A ×U(1)A. The currents are: jµ = ψ¯γµγ5ψ and jaµv =
ψ¯γµγ5T aψ.
1In the case N f = 2 j
aµ
v is the isospin vector current.
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d3x j0a(~x, t) and Qa5 =
∫
d3x j0a5 (~x, t) (2.3.12)
The algebra reads:
[Qa,Qb] = i f abcQc (2.3.13)




5] = i f
abcQc (2.3.15)









From this definitions we achieve:
[QaR,Q
b








L] = 0 (2.3.18)
We can now see that we have two decoupled algebras: SU(N f )L and SU(N f )R. From this we have the
chiral projectors: PL =
1−γ5
2 and PR =
1+γ5
2 acting on the fermion fields as:
ψL,R = PR,Lψ (2.3.19)
From the projectors we have: ψ = ψL +ψR. The fermion kinetic term in (2.3.1) is invariant under this
projection. Now for a moment lets consider the mass term under this projection, it transforms as:
mψ¯ψ= m(ψ¯LψR+ ψ¯RψL) (2.3.20)
Clearly this term breaks the chiral symmetry. The mass term explicitly breaks the symmetry.
These symmetries have an impact on particle physics prediction. For a moment let consider N f = 2.
In this case T a = σa/2.
[σa,σa] = 2iεabσc (2.3.21)
{σa,σb} = 2δab (2.3.22)
As a particular example let take the vector meson (~ρµ) and the pseudovector meson. Both are combina-
tions (doublets) of fermionic fields:
~ρµ = ψ¯~σγµψ
~aµ = ψ¯~σγµγ5ψ
The axial transformation acts on the vector meson as:
~ρµ→~ρµ+~θ×~aµ (2.3.23)
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Axial transformations transforms vector mesons in pseudovector mesons. This means that we could use
this symmetry to build a doublet, such as the nucleon, with both mesons. As we pointed out in the case
of the nucleon both fields of the multiplet need to have the same mass (or nearly equal in the case of
protons and neutrons). But the vector meson has mass: mρ = 770 MeV and the pseudovector meson has
mass: ma = 1260 MeV.
By arranging fields in a multiplet, such that we have an composite field, means that the Hamiltonian
of this composite system (describing the interaction between the fields in the multiplet) has a symmetry,
or the multiplet fields are degenerate in mass. The symmetry of the Hamiltonian can be translated as:
[T,H] = 0 (2.3.24)
where T is the symmetry generator and H is the Hamiltonian. If H is the total Hamiltonian of the
system is said that the symmetry is exact. Let’s take for example again the nucleon field. As protons
and neutrons have different electric charges the electromagnetic interaction does not respect the SU(2)
symmetry. Thus this symmetry is not an exact one. Also in order to have an exact symmetry the mass




Thus we see that the SU(2) symmetry is slightly broken but as the difference in the masses are small we




Hence in this case as the difference is large the axial symmetry is broken.
The theory predicts that we should have a global symmetry in the meson doublet but the masses of the
fields say that this is not possible. The explanation for these contradictory results is the spontaneously
symmetry breaking (the same idea discussed in subsection 2.1.1). The ground state does not feel the
symmetry of the system. This means:
Qa5|Ω〉 6= 0 (2.3.27)
We can see the axial transformations as rotations in flavour space. Thus our system would have a symme-
try rotation and the breaking of it means that a specific direction was chosen. This is exactly the meaning
of (2.3.27). There were many redundant ground states connected by a rotation transformation and the
selection (by nature) of one represents the spontaneous symmetry breaking of the chiral symmetry. It
is similar to what happens in the ferromagnetic system discussed in 2.1.1. There is a phase where the
rotational symmetry is broken and the phase transition is signalized by the value of the order parameter
in each phase. In the rotational broken phase the order parameter has a non-zero value and in the sym-
metric phase it has a null value. In the functional quantum field theory language this order parameter
is represented by a scalar one point function: 〈φ〉. We say that φ represents a condensate (terminology
brought from condensed matter area where in BCS theory we have the collective effect of Cooper-pairs,
namely condensate, signalized by a scalar field). In the case of the axial symmetry, the phase where that
symmetry is broken is signalized by the presence of a fermion scalar condensate:
〈ψ¯ψ〉 6= 0 (2.3.28)
But from perturbation theory we know that this fermion condensate has null value:
〈ψ¯ψ〉=−Tr lim
y→x+〈0|Nψ(x)ψ¯(y)|0〉= 0 (2.3.29)
where N represents the normal ordered product of fields. Thus we can see that (2.3.28) is purely non-
perturbative.
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2.3.1 Beta function
How a system flows from an specific energy scale to a smaller one is given by the renormalization
group. From that we have a quantity that describes how the coupling constant of a theory varies according

















The fact that we have a non-zero beta function means that we have a scale in the theory, i.e., the SU(N)












In the case we are interested on the sign of
(11
3 N− 23 N f
)
is positive. In the limit µ→ ∞ we have:
g2(µ)∼ g
2(11




From this we can see that g decreases with the increasing of the energy scale. This reveals that in the
ultraviolet regime the degrees of freedom interact weakly. Inversely in the infrared they interact strongly.
This phenomenon is know as asymptotic freedom.
Asymptotic freedom tell us that in the infrared regime the particles will be ”confined” such that we
will not be able to ”see” them free (unlike electromagnetism). This is a highly non-perturbative behavior
(in the low energy limit the coupling constant value is big). Thus a non-perturbative approach is needed
in order to predict how the coupling constant in this regime will grow. In figure 2.4 different experimental
results are given.
We can rewrite (2.3.32) in the following way:
g2(µ) =
1(11




where ΛQCD is a dynamical mass scale. Physically ΛQCD is the energy scale where the coupling constant
becomes strong as the µ scale is decreased. Experiments and lattice results estimates its value to be:
ΛQCD ≈ 200 MeV. From dimensional analysis we can see that (2.3.28) has mass dimension 3. As this
is a non-perturbative object this signal a need for non-perturbative generated mass scale. This can be
expressed as:
〈Ψ¯Ψ〉 ∼ Λ3QCD (2.3.35)
.
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12 Siegfried Bethke: The 2009 World Average of αs
of the measurements with the others, exclusive averages,
leaving out one of the 8 measurements at a time, are cal-
culated. These are presented in the 5th column of table 1,
together with the corresponding number of standard de-
viations 5 between the exclusive mean and the respective
single measurement.
As can be seen, the values of exclusive means vary only
between a minimum of 0.11818 and a maximum 0.11876.
Note that in the case of these exclusive means and ac-
cording to the ”rules” of calculating their overall errors,
in four out of the eight cases small error scaling factors
of g = 1.06...1.08 had to be applied, while in the other
cases, overall correlation factors of about 0.1, and in one
case of 0.7, had to be applied to assure χ2/ndf = 1. Most
notably, the average value αs(MZ0) changes to αs(MZ0) =
0.1186±0.0011when omitting the result from lattice QCD.
5 Summary and Discussion
In this review, new results and measurements of αs are
summarised, and the world average value of αs(MZ0), as
previously given in [7,28,6], is updated. Based on eight
recent measurements, which partly use new and improved
N3LO, NNLO and lattice QCD predictions, the new av-
erage value is





= (213± 9 )MeV .
This result is consistent with the one obtained in the pre-
viuos review three years ago [28], which was αs(MZ0) =
0.1189±0.0010. The previous and the actual world average
have been obtained from a non-overlapping set of single
results; their agreement therefore demonstrates a large de-
gree of compatibility between the old and the new, largely
improved set of measurements.
The individual mesurements, as listed in table 1 and
displayed in figure 5, show a very satisfactory agreement
with each other and with the overall average: only one
out of eight measurements exceeds a deviation from the
average by more than one standard deviation, and the
largest deviation between any two out of the eight results,
namely the ones from τ decays and from structure func-
tions, amounts to 2 standard deviations 6.
There remains, however, an apparent and long-standing
systematic diﬀerence: results from structure functions pre-
fer smaller values of αs(MZ0) than most of the others, i.e.
those from e+e− annihilations, from τ decays, but also
those from jet production in deep inelastic scattering. This
issue apparently remains to be true, although almost all of
the new results are based on significantly improved QCD
5 The number of standard deviations is defined as the
square-root of the value of χ2.
6 assuming their assigned total errors to be fully uncorre-
lated.
predictions, up to N3LO for structure functions, τ and Z0
hadronic widths, and NNLO for e+e− event shapes.
The reliability of “measurements” of αs based on “ex-
periments” on the lattice have gradually improved over
the years, too. Including vaccum polarisation of three light
quark flavours and extended means to understand and cor-
rect for finite lattice spacing and volume eﬀects, the overall
error of these results significally decreased over time, while
the value of αs(MZ0) gradually approached the world aver-
age. Lattice results today quote the smallest overall error
on αs(MZ0); it is, however, ensuring to see and note that
the world averagewithout lattice results is only marginally
diﬀerent, while the small size of the total uncertainty on
the world average is, naturally, largely influenced by the
lattice result.












Fig. 6. Summary of measurements of αs as a function of the
respective energy scale Q. The curves are QCD predictions for
the combined world average value of αs(MZ0), in 4-loop ap-
proximation and using 3-loop threshold matching at the heavy
quark pole massesMc = 1.5 GeV andMb = 4.7 GeV. Full sym-
bols are results based on N3LO QCD, open circles are based on
NNLO, open triangles and squares on NLO QCD. The cross-
filled square is based on lattice QCD. The filled triangle at
Q = 20 GeV (from DIS structure functions) is calculated from
the original result which includes data in the energy range from
Q =2 to 170 GeV.
In order to demonstrate the agreement of measure-
ments with the specific energy dependence of αs predicted
by QCD, in figure 6 the recent measurements of αs are
shown as a function of the energy scaleQ. For those results
which are based on several αs determinations at diﬀerent
values of energy scales Q, the individual values of αs(Q)
Figure 2.4: Different experimental result on how αs ∼ g2 varie according to energy scale. [116]
2.3.2 Quantization of perturbative Yang-Mills theory
In this secti n we will review ome aspects of the Faddeev-Popov quantization of the pure gauge
Yang-Mills sector. By perturbative Yang-Mills we m an without taking into account the Gribov copies
described in the chapter 4.
The fact that the action (2.3.1) is invariant under the gauge transformation (4.1.5), means that in
(2.3.8) w are summing over the same field configuration of Aµ more than once. These copies are non-
physica . In order to fix this ambiguity we need to employ the Faddeev-Popov quantization procedure
(we will see in 4 that this is not enough to get rid of all copies). The Faddeev-Popov actions reads:
SFP = SY M +Sg f (2.3.36)













where (c¯a,ca) stand for the Faddeev-Popov ghosts, ba is the Lagrange multiplier implementing the Lan-
dau gauge, Dabµ = (δab∂µ + g f acbAcµ) is the covariant derivative in the adjoint representation of SU(N).
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The Faddeev-Popov action is invariant under a symmetry called BRST [117]. The fields in (4.1.19)
transform under the BRST transformation as:
QAaµ = −Dabµ cb (2.3.39)
Qc¯a = ba (2.3.40)
Qca = −1
2
g f abccbcc (2.3.41)
Qba = 0 (2.3.42)
where Q is the BRST operator. From the BRST transformations we can see that Q shares the nilpotent











This means that the action (4.1.19) can be recast as:
SFP = SY M +QΦ[A, c¯] (2.3.44)







. (2.3.44) is another way of write the invariance of SFP under
BRST symmetry:
SFP = SY M +QΦ[A, c¯] = 0 ⇒ QSFP = 0 (2.3.45)
At the same time (2.3.44) reveals an important property. Φ is the required additional information de-
manded to remove the gauge ambiguity of the theory. This is a non-physical content. Thus all the
physical content of the theory is in the kernel (closed form) apart from the image (exact form). In other
words the physical content is in the cohomology of Q:
Q|ψ〉= 0 such that |ψ〉 6= Q|Φ〉 (2.3.46)
where |ψ〉 represents a physical state.
2.3.3 Algebraic renormalization of perturbative Yang-Mills theory
In this subsection I will summarise the principles and ideas behind the Algebraic Renormalization
framework.
Making use of perturbation theory means that we can expand a theory in a power series in terms of a
parameter whose contribution becomes smaller along the power series orders. In order for perturbation
to work it is mandatory that the value of this parameter is small. Thus the first order will be the one
with the highest contribution. The quantum realm is described by the presence of the ~ constant. A
perturbative expansion of a quantum theory (effective action) in terms of ~ means that at zero order we
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where Γ is the effective action. The power expansion in terms of ~ corresponds to the power expansion
of the loops in the Feynman graphs. As pointed out the zero order term is the classical contribution:
Γ0 = Sclass (2.3.48)
where Sclass is the classical action. Turning a classical theory into a quantum one perturbativetily means
that if we are in the quantum regime and take the limit ~→ 0 we restore the classical theory.
For a moment let’s focus on the classical action. As a very particular example, suppose we have a
classical action which is BRST invariant. In this case this invariance is expressed as:
QSclass = 0 (2.3.49)
where Q is the BRST operator. In the functional language the invariance can be translated as:
W S = 0 (2.3.50)












where φ are the fields, ρi(x) are external sources due to the non-linear transformations of Q and P(x)
stands for the set of transformations that leave the action invariant. These Ward identities hold for linear
symmetries and non-linear symmetries.
Here enter to the scene a very important concept, named Quantum Action Principle (QAP). This
principle concerns about the preservation of the classical symmetries in the quantum realm, i.e., concerns
about the Ward identity at the quantum level. In order to be applicable we need a local and Lorentz












These equations translate how the classical linear and non-linear Ward identities get modified at quantum
level. ∆ (∆a) is an integrated polynomial in fields and sources, has dimensions bounded by (d−di+dp)
(where di stands for the mass dimension of the fields and dp stands for the dimension of P(x)) and has
the same quantum numbers of W .
The algebraic renormalization framework [1] has the purpose of analyzing the renormalizability of
a theory to all orders in perturbation theory. It is a very powerful tool because first it is renormalization
scheme independent and second it works to all orders of perturbation theory. Based on the quantum
action principle (QAP) mentioned before the analysis is made within some steps. This is achieved by
looking to the symmetries of the classical action and analyze their extension to the quantum level. In
order to see how it works we will work out the algebraic renormalization of the Yang-Mills theory.
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Due to the non-linear BRST transformations (2.3.39) we need to couple this transformations to source















where Kaµ is a fermionic source and L
a is a bosonic one. The BRST transformation for these sources
fields are:
QKaµ = QL
a = 0 (2.3.56)
As pointed out after (2.3.45), as (2.3.55) can be written as Φ, these sources live in the image of the








In this notation this means that the physical values of the sources are null. Now (4.1.19) needs to be
replaced by:
Σ= SY M +Sg f +Sext (2.3.58)
The purpose of these insertions is to turn on the possibility of writing the BRST symmetry in the func-
tional form.
Now we have all the fields and sources introduced to proceed with the algebraic program. The
table 2.1 presents the quantum numbers of all of them and their nature. The next step in the algebraic
renormalization program is to list the symmetries present in the action (2.3.58).
A c c¯ b K L
Dim 1 2 0 2 3 4
Ghost# 0 −1 1 0 −1 −2
Nature C A A C A C
Table 2.1: Quantum numbers of all fields and sources. ”A” stands for anti-commuting, while ”C” for commuting.
Ward identities
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As the right side of the equality is nonzero we can see that this identity is linearly broken, which





























• By taking the Landau gauge (α→ 0) we have a Ward identity named integrated ghost equation






















After we have collected all the information about the symmetries of the classical action, now we use
it to define the possible counterterms that may appear at the quantum level.
Counterterms
As it is known the pure YM theory is free of anomalies. This means that the symmetries listed in the
classical action should hold also at the quantum level, or the Ward identities are still valid at the quantum
level. We want to write the most general invariant counterterm that obeys the same symmetries of the
classical action. In order to do so we make use of perturbation theory and perturb the classical action:
Σ+ωΣcount , where ω is a infinitesimal expansion parameter. Here we are considering only the first order
but we can in principle add such a term for all orders in perturbation theory. Σcont is a integrated local
polynomial in the fields and sources with dimension four and zero ghost number. As the Ward identity
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is preserved we have:
S(Σ+ωΣcount) = 0+O(ω2) (2.3.67)
δ
δba






















(Σ+ωΣcount) = 0+O(ω2) (2.3.70)
Ga(Σ+ωΣcount) = ∆aclass+O(ω2) (2.3.71)
According to the set of equations above the counterterm Σcont is constraint by:
BΣ(Σcount) = 0 (2.3.72)
δ
δba






















(Σcount) = 0 (2.3.75)
Ga(Σcount) = 0 (2.3.76)





























The operator BΣ shares the nilpotent property: B2Σ = 0. BΣ defines the BRST cohomology. Thus we can
write Σcount as:
Σcount = Σtrivialcount +Σ
nontrivial
count (2.3.78)
where the trivial part is the image and the non-trivial part is the kernel. From the discussion after (2.3.45)








where a0 is a arbitrary parameter. The trivial part can be written as:
Σtrivialcount = BΣ∆(−1) (2.3.80)
where ∆(−1) is a local polynomial integrated in all fields and sources, with dimension four and ghost








The idea now is to use the information in table 2.1 to write ∆(−1). The possible combinations of fields















2.3. NON-ABELIAN THEORY 17
where a1 . . .a5 are arbitrary coefficients. By applying the operators in (2.3.72), (2.3.73),(2.3.74), (2.3.75),
(2.3.76) on (2.3.82) we can see that the only parameters left are a0 and a1.
Now we have to verify the stability of the action, meaning that the counterterms can be absorbed in
the bare action. The stability property can be translated as:
Σbare(φi,0,ρi,0,λi,0) = Σ(φi,ρi,λi)+ωΣcount +O(ω2) (2.3.83)




φi φi, ρi,0 = Zρiρi, λi,0 = Zλiλi.


























Therefore the Yang-Mills action is stable. This proves the renormalizability of the Yang-Mills theory.
We could in principle check the renormalizability of the Yang-Mills action with both sectors: gauge and
matter. By considering fermions we would not find any new Ward identity. The difference would be the
introduction of more sources due to the non-linearity of BRST transformations for the quark, presence of
quarks operator in (2.3.59), (2.3.75), and in the counterterm term, and one more parameter will survive.


































Along this chapter we have reviewed some basic aspects of quantum field theory. As we saw gauge
theories plays a fundamental role in the understanding of the Nature. Although we have treated the YM
case here, theoretical results require more general gauge theories. One example is the super Yang-Mills
theory. This theory will be treated in the next chapter.
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Chapter 3
Super Yang-Mills theory (SYM)
Here we will review basic concepts of supersymmetry and apply the algebraic renormlization pro-
cedure to show a property of the renormalization factor of fields in N = 1 SYM in the Wess-Zumino
gauge.
3.1 Supersymmetry
Historically supersymmetry (susy) represents a way to relate an internal symmetry with a spacetime
one. This was achieved by extending the Lie algebra to the graded Lie algebra. This means:
[even,even] = even; {odd,odd}= even; [even,odd] = odd
where ”even” represents the generators of Lie algebra and ”odd” stands for the new anti-commutating
operators. From the relations above we can write:
{Qiα,Q jβ} = other generators (3.1.1)
[Jab,Qiα] ∼ Qiα (3.1.2)
where Qiα is an ”odd” operator and Jab is the Lorentz group generator. As Q
i
α obeys the anticommutation
relation is natural to identify it with a spinor field. As bosonic fields have parity zero and fermion field
have parity one, the product fermion times a boson field has as a product a fermion field. This means that
the result of Qiα acting in a bosonic field is a fermion. Thus this new internal symmetry is a symmetry
that maps bosons into fermions. This is the supersymmetry and (3.1.1) is known as the supersymmetry
algebra. The indices in Qiα are the spinor index α and i represents a label that identifies the number of
susy generators. Here we are considering the case of only one susy generator i = 1 (N = 1 susy) and








where χ and ψ are two component Weyl spinors. Through the above relation we see that we can switch
between a Majorana representation and a Weyl one. In the Majorana notation the susy algebra reads:
{Qα, Q¯β}= 2(γµ)αβPµ (3.1.4)
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where γ is the usual Dirac matrix. We can see in (3.1.4) that this relation is invariant by a U(1) phase
(Q→ eixQ). This is the R-symmetry:
[Qα,R] = −Qα (3.1.5)
[Q¯α,R] = Q¯α (3.1.6)
Having in mind that susy maps bosons into fermions, one can build with mass dimensional analysis
the transformations and from that write down a Lagrangian which is invariant under such transformations.
However a more elegant and natural way to obtain a susy invariant Lagrangian is through the superfield
formalism. The concept of superfield formalism consists of a spacetime, called superspace, that considers
Grassmann variables (θ and θ¯) and xµ as coordinates and a field called superfield. The later is a multiplet
of fields. The prescription to obtain a susy invariant Lagrangian in this formalism is:
S =
∫
d4xd2θd2θ¯Y (x;θ, θ¯) =
∫
d4xL (φ(x),ψ(x),Aµ, . . .)
The left side of the equality is constructed to be susy invariant. Thus this equation means that once we
integrate over the superspace coordinate a superfield Φ[x;θ, θ¯] as result we obtain a susy invariant action.
The most general form for the superfield is:
Y (x,θ, θ¯) = c(x)+θψ(x)+ θ¯χ¯(x)+θθm(x)+ θ¯θ¯n(x)+
+ θσµθ¯Aµ(x)+θθθ¯λ(x)+ θ¯θ¯θρ(x)+θθθ¯θ¯d(x) (3.1.7)
The superfield is basically an expansion in terms of fields and this is why we say that the superfield is a
multiplet of fields. As we can see, we have a vector field Aµ as one of the fields in the multiplet. If we
want to talk about a gauge theory we need to find a condition who preserves the vector field and keep
it real. This condition is achieved by considering the superfield to be real. This is know as the vector
multiplet. In this multiplet the fields in (3.1.7) become φ = {C,M,λ,χ,D,Aµ} and they are linked by a











It is possible to eliminate the fields χ,M,C and work with a smaller number of fields. In order to
achieve this we need to take the Wess-Zumino (WZ) gauge or Wess-Zumino multiplet. In this multiplet
the fields transform into each other by a susy transformation as:





In the non-abelian gauge case the fields in the WZ multiplet gain an index a from the gauge group.

















where Aµ = AaµT
a , λ = λaT a, D =DaT a are in an adjoint representation. λ is a Majorana fermion and
Da is an auxiliary field responsible for the matching of the degrees of freedom between fermions and







QDa = iε¯α(γµ)αβ(γ5)βηDabµ λ
b
η ,
where εα is a constant Majorana spinor.
3.2 Quantization of N = 1 Super Yang–Mills in the Wess–Zumino gauge
As already mentioned, the advantage of the Wess-Zumino gauge is that the number of field compo-
nents is minimal. There is, however, a drawback: the supersymmetry algebra is realized in a non-linear
way. More precisely, the algebra of the generators of the supersymmetry δα, α= 1,2,3,4, does not close
on translations. Instead, we have
{δα,δβ}= (γµ)αβ∂µ + (gauge transf.) + (field eqs.) . (3.2.1)
As shown in [118–123], the most powerful and efficient way to deal with the algebra (3.2.1) is construct-
ing a generalized BRST operator Q which collects both gauge and susy field transformations, namely
Q = s+ εαδα , (3.2.2)
where s is the usual BRST operator for gauge transformations and εα is a constant Majorana spinor
parameter carrying ghost number 1. To some extent, εα represents the ghost corresponding to the susy
generators. The operator Q enjoys the following important property
Q2 = εα(γµ)αβε¯β∂µ , (3.2.3)
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which enables us to quantize the theory by following the BRST gauge-fixing procedure in a manifestly
supersymmetric invariant way.
Let us proceed by showing how this construction applies to N = 1 Super Yang–Mills theory, whose



















where Dabµ = (δab∂µ+g f acbAcµ) is the covariant derivative in the adjoint representation of the gauge group
SU(N), λaα is a Majorana spinor, Da is an auxiliary field and
Faµν = ∂µA
a
ν−∂νAaµ+g f abcAbµAcν . (3.2.5)
The transformation of each field under the generalised BRST operator Q reads
QAaµ =−Dabµ cb+ ε¯α(γµ)αβλaβ ,










g f abccbcc− ε¯α(γµ)αβεβAaµ ,
Qc¯a = ba ,
Qba = ∇c¯a ,
Q2 = ∇ ,
where we have introduced the translation operator
∇ := ε¯α(γµ)αβεβ∂µ . (3.2.7)
The fields (c¯a,ca) stand for the Faddeev-Popov ghosts, while ba is the Lagrange multiplier needed to
implement the Landau gauge fixing, ∂µAaµ = 0. It is easy to check that the action (3.2.4) is left invariant
by the transformations (3.2.6), i.e.
QSSYM = 0 . (3.2.8)
In order to quantize the theory, we need to introduce the gauge-fixing term. This task can be accom-
plished by following the BRST construction, amounting to introduce the gauge condition in a Q-exact
way. One should notice that, owing to property (3.2.3), the generalised BRST operator Q is in fact nilpo-
tent when acting on space-time integrated polynomials in the fields and their derivatives. Adopting the













1Although we are employing here the Euclidean formulation of the theory (see appendix A), it is worth to point out that, as
far perturbation theory is concerned, the Minkowski space-time can be related to the Euclidean one through a Wick rotation. In
the present chapter we shall limit ourselves to perturbation theory.
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Therefore, the super Yang-Mills action in the Wess-Zumino and Landau gauge can be written as
























From eqs.(3.2.6), (3.2.8), (3.2.9), it follows immediately that
QS = 0 , (3.2.12)
meaning that the gauge fixing procedure has been done in a BRST invariant way. Moreover, reminding
that the generalized operator Q collects both gauge and supersymmetry transformations, one realizes that
the expression (3.2.10) is the supersymmetric generalization of the Landau gauge, as it can be inferred
from the presence of the additional term c¯aε¯α(γµ)αβ∂µλaβ, which contains the supersymmetry ghost ε¯α
as well as the gluino field λaβ.
3.3 Algebraic renormalization of N = 1 Super Yang-Mills in the Wess–
Zumino gauge
In this section we will follow the steps presented in 2.3.3 to check some properties of the renormal-
ization of N = 1 SYM.
In the case of SYM, algebraic renormalization is a powerful tool because it allows us to check its
renormalizability preserving both supersymmetry and gauge invariance. By means of Algebraic Renor-
malization [1], we are able to show, to all orders of perturbation theory, that, in the Landau gauge, only
three independent renormalization factors, (Zg,ZA,Zλ), are needed to renormalize the theory, which can
be identified with the coupling constant, gauge field and gluino renormalization. The renormalization
factors of all other fields, i.e. the Lagrange multiplier implementing the Landau gauge condition, the
Faddeev-Popov ghosts, the external BRST sources, the global susy ghosts, etc., can be expressed as
suitable combinations of (Zg,ZA,Zλ).







c¯ = 1, still holds in N = 1 Super Yang-Mills theories, due to the existence
of the so-called ghost Ward identity, see eq.(3.3.10). Moreover, due to the non-linear realization of
suspersymmetry in the Wess-Zumino gauge, it turns out that the renormalization factor ZA of the gauge
field is different from the renormalization factor Zλ of the gluino, a property which we shall check through
a three loop calculation and which was already observed at one loop level in the Feynman gauge [124]
Having quantized the theory, we are ready to write down the large set of Ward identities and proceed
with the algebraic characterization of the most general invariant counterterm.
Ward identities and algebraic characterization of the invariant counterterm
In order to write down the set of Ward identities which will be employed for the algebraic analysis
of the model, we need to introduce a set of external sources coupled to the non-linear transformations
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appearing in eqs.(3.2.6). More precisely, from (3.2.6), we need to introduce external sources coupled to















QXaα = ∇Y aα
, (3.3.1)





−Kaµ Aaµ+Laca−T aDa+Y aαλaα−T aY aα(γ5)αβεβ
)
, (3.3.2)
leading to the following complete Q−invariant action Σ
Σ= SSY M +Sgf+Sext , (3.3.3)




















































Notice that in expression (3.3.2) a term quadratic in the external sources, i.e.T aY aα(γ5)αβεβ, has been
introduced. Similar terms are present also in the analysis done by [118–123]. As we shall see, it will
be needed for renormalization purposes. The external sources can be set to zero at the end, after having
identified the most general counter term and all renormalization factors. Expression (3.3.5) represents the
starting point for the algebraic analysis of the model, namely for the determination of the most general
invariant counterterm compatible with all possible Ward identities fulfilled by Σ.
Ward identities
The complete action Σ obeys a large set of Ward identities, which we display below:
• The Slavnov-Taylor identity:
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enjoys the following property
BΣBΣ = ∇ , (3.3.8)
so that BΣ is nilpotent when acting on integrated functionals.









= 0 . (3.3.9)
• The ghost Ward identity [1, 125]:



























Notice that the breaking term ∆aclass appearing in the right-hand side of eq.(3.3.10) is linear in the
quantum fields. As such, ∆aclass is a classical breaking, not affected by quantum corrections [1,125].
• The equation of motion of the auxiliary field Da:
δΣ
δDa
=Da− Ja+g f abccbT c+Y aα(γ5)αβ εβ . (3.3.13)
Again, being linear in the quantum fields, the right-hand side of (3.3.13) is a classical breaking.
















where ∆˜aclass is a classical breaking
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We notice, in particular, that the gluino Ward identity (3.3.14) follows by commuting the Slavnov-Taylor
identity (3.3.6) with equation (3.3.13).
Before turning to the algebraic analysis of the most general invariant counterterm, let us spend a few
words on the role of the auxiliary fields Da, which we have introduced in the expression of the start-
ing action SSYM, eq.(3.2.4). As it is apparent from eq.(3.2.4), the fields Da enter the action SSYM only
quadratically. As such, they do not play any role in the loop calculations. Though, they are needed in
order to write down the Slavnov-Taylor identities (3.3.6), which are at the basis of the Algebraic Renor-
malization set up [1]. Here, we have two equivalent options. The first option is that of starting from the
beginning by including the Da fields in the action, eq.(3.2.4), as well as in the Q-transformations (3.2.6).
In this case, the BRST operator Q enjoys the important property
Q2 = ∇ , (3.3.16)
which enables us to construct the Slavnov-Taylor identities in the way described before. The second
option is that of not including the fields Da from the beginning, see, for instance, [118–120]. This means
that the fields Da are absent in both the starting action as well as the Q-transformations. However, the
BRST operator Q does not display now the property (3.3.16). Instead, one has
Q2 = ∇+ eqs. of motion . (3.3.17)
In this case, in order to establish the Slavnov-Taylor identities, an additional care has to be taken. The
presence of terms proportional to the equations of motion in eq.(3.3.17) requires the introduction of
terms which are quadratic in the BRST sources [118–120]. These terms are precisely of the same kind
of DaDa. At the end of this second procedure, one is able to write down Slavnov-Taylor identities which
are exactly of the same type of (3.3.6) [118–120], so that both options give the same results for the
characterization of the invariant counterterm.
Algebraic characterization of the invariant counterterm and renormalizability
In order to determine the most general invariant counterterm which can be freely added to each order,
we follow the Algebraic Renormalization framework [1] and perturb the complete action Σ by adding an
integrated local polynomial in the fields and sources with dimension four and vanishing ghost number,
Σcount , and we require that the perturbed action, (Σ+ωΣcount), where ω is an infinitesimal expansion
parameter, obeys the same Ward identities fulfilled by Σ to the first order in the parameter ω, namely

































To the first order in the expansion parameter ω, equations (3.3.18), (3.3.19), (3.3.20), (3.3.21), (3.3.22)
give rise to the following constraints:
BΣ(Σcount) = 0 , (3.3.23)
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A λ D c c¯ b K Ω Λ T J L Y X ε ε¯









Ghost# 0 0 0 1 −1 0 −1 0 −1 −1 0 −2 −1 0 1 1
Nature C A C A A C A C A A C C C A C C
Table 3.1: Quantum numbers of all fields and sources. ”A” stands for anti-commuting, while ”C” for commuting.
δ
δba








Σcount = 0 , (3.3.24)
GaΣcount = 0 , (3.3.25)
δ
δDa















Σcount = 0 , (3.3.27)
where BΣ stands for the linearized operator of eq.(3.3.7). The first condition, eq.(3.3.23), tells us that
Σcount belongs to the cohomology of the operatorBΣ in the space of the local integrated polynomials in the
fields and external sources of dimension bounded by four. From the general results on the cohomology
of Yang-Mills theories, see [1] and refs. therein, it follows that Σcount can be parametrized as follows
Σcount = a0 SSYM+BΣ∆(−1) . (3.3.28)
where a0 is a free coefficient and ∆(−1) stands for the most general integrated local polynomial in the
fields and sources, with ghost number −1 and dimension 3.











ac¯a+a5 baT a+a6Da c¯a
+a7 JaT a+a8λaαYaα+a9Y aα (γ5)αβεβT a+a10 g f abc c¯ac¯bcc+a11 Jac¯a
+a12 c¯a εα (γ5)αβY aβ+a13 g f abcT aT bcc+a14Da T a
+a15 g f abc cac¯bT c+a16 caLa
}
, (3.3.29)
with ai (i = 1 to 16) being arbitrary coefficients. It is worth to point out that, according to Table 1, the
ultraviolet dimension of both ghost and anti-ghost fields, (c, c¯), has been chosen to be equal to 1. This
feature turns out to be very helpful, as enables us to assign positive ultraviolet dimension 1/2 to the su-
persymmetric parameter ε, a property which greatly simplifies the analysis of the invariant counterterm
Σcount .
From eqs.(3.3.24), (3.3.25), (3.3.26), (3.3.27), it follows that
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a3 = a4 = a5 = a6 = a7 = a10 = a11 = a12 = 0 ,









































































































































One sees that Σcount contains three arbitrary coefficients, a0,a1,a8, which will identify the renormal-
ization factors of all fields, sources and coupling constant. To complete the analysis of the algebraic
renormalization of the model, we need to show that the counterterm Σcount can be reabsorbed into the
starting action Σ through a redefinition of the fields and parameters {φ} , φ = (A,λ,b,c, c¯,D,ε), of the
sources {S}, S = (K,Ω,Λ,T,J,L,Y,X), and coupling constant g, namely
Σ(φ,S,g)+ωΣcount(φ,S,g) = Σ(φ0,S0,g0)+O(ω2) , (3.3.35)
where (φ0,S0,g0) stand for the so-called bare fields, sources and coupling constant:
φ0 = Z
1/2
φ φ , S0 = ZS S , g0 = Zgg , (3.3.36)





+O(ω2) , ZS = 1+ωzS , Zg = 1+ωzg . (3.3.37)
Moreover, in the present case, a little care has to be taken with the potential mixing of quantities which
have the same quantum numbers. In fact, from equation (3.3.33) one can easily notice that the field λaα
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and the combination γ5εT a have the same dimension and quantum numbers as well as the field Da and
the combination Y aγ5ε, as it can be checked from Table 1. As a consequence, these quantities can mix at
the quantum level, a well known property of renormalization theory. This feature can be properly taken









a+ωz2Y aα(γ5)αβεβ , (3.3.39)
while the remaining fields, sources and parameters still obey (3.3).
From direct inspection of equation (3.3.35), the renormalization factors of all fields, sources and pa-


















































ZJ = 1 ,








z1 =−z2 = a8− a02 . (3.3.42)
We have thus completed the all order proof of the algebraic renormalization of N = 1 supersymmetric
Yang-Mills theories. A few remarks are in order. Three independent parameters, a0,a1,a8, are needed to
renormalize the theory. According to eqs.(3.3.40), these parameters correspond to the renormalization of
the gauge coupling constant g, of the gauge field Aaµ and of the gluino λaα. The renormalization constants
of all other fields, sources and parameters can be written down as suitable combinations of Zg,ZA,Zλ,
as expressed by eqs.(3.3.41),(3.3.42). We remark that the celebrated nonrenormalization theorem of the




A = 1, remains valid in the
supersymmetric version of the theory. Moreover, although belonging to the same multiplet, eqs.(3.3.40)
suggest that the renormalization constant of the gauge field, ZA, turns out to be different from that of the
gluino, Zλ. That this will be in fact the case, will be shown in the next section, where the explicit three
loop expression of ZA,Zλ will be reported.
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Three-loop calculation of the renormalization factors ZA and Zλ and check of the non-
renormalization theorem of the gluon-ghost-antighost vertex
We explicitly computed the wave-function renormalization constants for the bosonic and fermionic
degrees of freedom ZA, Zλ, and Zc and the gauge coupling renormalization constant Zg up to three loops
in perturbation theory. As renormalization scheme we used the minimal subtraction scheme with dimen-
sional reduction [126] (DRED) as regulator. Such renormalization scheme is commonly denoted as DR.
Let us mention that we applied DRED in the component field formalism and implemented its mathe-
matical consistent formulation [127, 128]. It is well known that DRED in this formulation breaks super-
symmetry in higher orders of perturbation theory [129]. Nevertheless, for a Supersymmetric Yang-Mills
theory it has been proven explicitely that DRED preserves supersymmetry up to three loops [130, 131].
The advantage of this scheme is that all ultraviolet (UV) counterterms are polynomial both in external
momenta and masses [132, 133]. The most effective approach is its use in combination with multiplica-
tive renormalization. This amounts in general to solve recursively the equation
Za = 1−Kε[Γa(p2)Za] , (3.3.43)
where Kε[ f (ε)] stands for the singular part of the Laurent expansion of f (ε) in ε around ε = 0. Γa(p2)
denotes the renormalized Green function with only one external momentum p2 kept non-zero. Za de-
notes the renormalization constant associated with the Green function Γa. In this case, the renormal-
ization of Γa through (l+ 1)-loop order requires the renormalization of the Lagrangian parameters like
couplings, masses, gauge parameters, etc. up to l-loop order. For the present calculation we consid-
ered the renormalization of the Green functions corresponding to the gauge boson propagator, its ghost
and its Majorana superpartner propagators and the vertices containing ghost-gauge boson and Majorana
fermion-gauge boson interactions.
For the explicit calculation of Feynman diagrams up to three-loop order, we used a well-tested chain
of programs: QGRAF [134] generates all contributing Feynman diagrams. The output is passed via
q2e [135, 136], which transforms Feynman diagrams into Feynman amplitudes, to exp [135, 136] that
generates FORM [137] code. The latter is processed by MINCER [138] which computes analytically mass-
less propagator diagrams up to three loops and outputs the ε expansion of the result. Here, ε= (4−d)/2
is the regulator of Dimensional Regularization with d being the space-time dimension used for the eval-
uation of the momentum integrals.
We performed all the calculations in a linear gauge and only in the last step specified the results to
the Landau gauge. This procedure allows us to check explicitly the gauge independence of the gauge
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Here Z3 = ζ3 is the Riemann ζ-function, α= g4pi and CA is the quadratic Casimir invariant in the adjoint


































































































































































Our results for the three-loop renormalization constant of the gauge coupling completely agree with the
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Using eqs. (3.3.48),(3.3.50),(3.3.51) one can immediately test the non-renormalization of the gluon-
ghost-antighost vertex, given in eqs.(3.3.41), i.e. ZgZ
1/2
A Zc = 1.
The main result of this section is given by eqs.(3.3.40),(3.3.41). In the Landau gauge, only three
renormalization factors, Zg,ZA,Zλ, are needed in order to renormalize the theory. The renormalization
constants of all other fields can be expressed as suitable combinations of Zg,ZA,Zλ, as displayed by
eqs.(3.3.41). Moreover, although belonging to the same multiplet, the renormalization constant of the
gauge field, ZA, turns out to be different from that of the gluino, Zλ, as explicitly checked through the
three loop computations, see eqs.(3.3.46),(3.3.48). As already mentioned, this feature is due to the use of
the Wess-Zumino gauge, in which the supersymmetry is realized in a non-linear way. Further, the non-
renormalization theorem of the gluon-ghost-antighost vertex has been shown to remain valid in N = 1
Super Yang-Mills.
Until now we have treated and discussed only perturbative aspects of gauge theories. In the following
chapter we will discuss on how the presence of extra gauge copies, left behind by the FP procedure, can
play a role in the description of confinement.
Chapter 4
Gribov copies
In this chapter firstly, we will review some aspects of the gauge fixing problem pointed out by Gribov
in the YM gauge theory [12] and secondly we will investigate this problem in N = 1 SYM theory [9].
4.1 Gribov copies in Yang-Mills theory
We dedicate this section to investigate the Gribov problem in the YM theory in the Landau gauge
[12], but the same problem can be found in other gauges [141–143].
In order to investigate the problem pointed out by Gribov and his consequences we need to rotate the
pure gauge YM action (2.3.1) to Euclidean space. As a fist step we revisit some expressions detailed in
subsection 2.3.2. We have the Faddeev-Popov action in the Landau gauge :
SFP = SY M +Sg f , (4.1.1)


















where (c¯a,ca) stand for the Faddeev-Popov ghosts, ba is the Lagrange multiplier implementing the Lan-
dau gauge, Dabµ = (δab∂µ + g f acbAcµ) is the covariant derivative in the adjoint representation of SU(N),
and Faµν denotes the field strength:
Faµν = ∂µA
a
ν−∂νAaµ+g f abcAbµAcν . (4.1.4)





where U is the transformation of the U(N) group. The remark is: would it be possible to find a transfor-
mation U such that we have
∂µAµ = 0 and ∂µAUµ = 0 (4.1.6)
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We can rephrase this question by asking what would be the consequences if we have two fields, Aµ and
AUµ , connected by a gauge transformation (4.1.5) and both satisfying the same gauge condition ? Usually
it is expected that the usual gauge fixing procedure can handle with the gauge rendudancy. Gribov in his
seminal work [12] showed that in the YM theory after its quantization we are able to find gauge fields
that satisfy equation (4.1.6), i.e., there are still gauge copies in the system. The consequence of this is:
∂µAUµ = 0 → −∂µDµα= 0 (4.1.7)
This equation signalizes that the operator −∂µDµ has a zero mode. Considering g = 0 we have:
−∂2α= 0 (4.1.8)
In this case we can see that zero modes imply in non-normalizable plane waves. For a moment let’s look
for the eigenvalue equation:
−∂2ψ= εψ (4.1.9)
In the Euclidean space we have:
(ψ,−∂2ψ) =
∫
ddx(∂µψ)2 > 0 (4.1.10)
Thus we can see that the operator −∂2 is positive definite, i.e., this operator has no zero modes (ε= 0).
(ψ,−∂2ψ) = ε> 0 (4.1.11)
This contradictory result is explain due to the non-perturbative effects of the theory. As g grows the
gauge field contribute even more to the solution of (4.1.7). One important consequence of the (4.1.7) is
that this invalidate the Faddeev-Popov procedure due to the det(−∂D).
In order to solve this problem, Gribov proposed to restrict the path integral such that it counts only
the gauge field configuration that obeys the following conditions:
∂µAµ and −∂µDµ > 0 (4.1.12)
Thus the gauge field is restricted to the Gribov region:
Ω = {Aaµ ; ∂µAaµ = 0 ; M ab =−(∂2δab−g f abcAcµ∂µ) > 0 } . (4.1.13)
where M ab(x,y) =−∂µDabµ δ(x− y) is the Faddeev-Popov operator. The condition M ab > 0 means that
for any well behaved function wa(x) we have:∫
ddx
∫
ddywa(x)M ab(x,y)wb(y)> 0 (4.1.14)








The Gribov conditions can be defined by minimizing the above functional relative to the gauge transfor-
mation:
δ f (AU) = 0 ⇒ ∂µAUµ = 0 (4.1.16)
δ2 f (AU)> 0 ⇒ −∂µDabµ > 0 (4.1.17)
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It is important to notice that from the minimum of the function above, we can find the relative solutions
along the same gauge orbit. Thus we still have some gauge copies in our system. It is possible to define
a mathematical region free of this copies. This region is called fundamental modular region. This region
is defined as the region that contains only the absolute minimum values of f (AU).
From the functional (4.1.15) we can prove that all the gauge orbits pass through the Gribov region.
Beside this, the Gribov region contains the perturbative vacuum Aµ and is limited in all directions [2–4,
12–14].




where SFP is the Faddeev-Popov action:





In order to avoid extra gauge copies we need to supplement the partition function with a constraint such




where V (Ω) = 0 outside the Gribov region Ω.
As a consequence of the Faddeev-Popov procedure we have the introduction of the ghost fields. From
the FP action (4.1.19) we can see that the ghost propagator is related with the FP operator M ab and the
restriction (4.1.13) needs to be imposed on it. Thus the imposition of the positivity of FP operator will
imply a modification in the ghost propagator. The ghost propagator reads:










where σ(A.k) is called the ghost from factor. As we know that in the high energy limit the propagator
should be free, the ghost form factor should decrease with momentum. This makes Gribov to choose the
following constraint:
σ(0,A)≤ 1 (4.1.23)
This is the no-pole condition, i.e., there are no poles in the propagator (4.1.22) for finite values of the
momentum k. This reveals that (4.1.22) will be always positive. The implementation of (4.1.23) in the
path integral reads:
DAδ(∂A)det(M ab)e−SSY M → DAδ(∂A)det(M ab)θ(1−σ(0,A))e−SSY M (4.1.24)
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This equation is called the gap equation.
Another way of restricting the path integral to the Gribov region was proposed by Zwanziger [2–4].
The restriction of the domain of integration in the path integral is achieved by adding to the Faddeev-








(x,y) f decAeµ(y) , (4.1.28)





DADcD c¯Db e−SFP =
∫
DADcD c¯Db e−(SFP+γ
4H(A)−V γ44(N2−1)) , (4.1.29)
where GZ stands for Gribov-Zwanziger framework and V is the Euclidean space-time volume. The
parameter γ has the dimension of a mass and is known as the Gribov parameter. It is not a free parameter
of the theory. It is a dynamical quantity, being determined in a self-consistent way through a gap equation




where the notation 〈H(A)〉GZ means that the vacuum expectation value of the horizon function H(A) has









This expression can be compared with (4.1.27). An equivalent all-order proof of eq.(4.1.30) can be given
within the original Gribov no-pole condition framework [12] used before, by looking at the exact ghost
propagator in an external gauge field [146].
Although the horizon term H(A), eq.(4.1.28), is non-local, it can be cast in local form by means of
the introduction of a set of auxiliary fields (ω¯abµ ,ωabµ , ϕ¯abµ ,ϕabµ ), where (ϕ¯abµ ,ϕabµ ) are a pair of bosonic
fields, while (ω¯abµ ,ωabµ ) are anti-commuting. It is not difficult to show that the partition function ZGZ in
eq.(4.1.29) can be rewritten as [2–4]
ZGZ =
∫
DADcD c¯DbDω¯DωDϕ¯Dϕ e−SGZ , (4.1.32)
where SGZ is given by the local expression
SGZ = SY M +Sg f +S0+Sγ , (4.1.33)




















−4γ4V (N2−1) . (4.1.35)




= 0 , (4.1.36)
where Ev(γ) is the vacuum energy defined by:
e−VEv = ZGZ . (4.1.37)
The local action SGZ in eq.(4.1.33) is known as the Gribov-Zwanziger action. Remarkably, it has been
shown to be renormalizable to all orders [2–4,37–39]. This important property of the Gribov-Zwanziger
action is a consequence of a set of Ward identities which follows from the existence of a soft breaking
of the BRST invariance induced by the Gribov parameter γ. In fact, introducing the nilpotent BRST
transformations




g f abccbcc ,










µ = 0 , (4.1.38)
it is immediately checked that the Gribov-Zwanziger action exhibits a soft breaking of the BRST sym-
metry, as summarized by the equation






−g f abc(Damµ cm)(ϕbcµ + ϕ¯bcµ )+g f abcAaµωbcµ
)
. (4.1.40)
Notice that the breaking term ∆ is of dimension two in the fields. As such, it is a soft breaking. The prop-
erties of the soft breaking of the BRST symmetry of the Gribov-Zwanziger theory and its relation with
confinement have been object of intensive investigation in recent years, see [147–153]. Here, it suffices
to mention that the broken identity (4.1.39) is deeply connected with the restriction to the Gribov region
Ω. Moreover, eq.(4.1.39) can be translated into a set of softly broken Slavnov-Taylor identities which
ensure the all order renormalizability of the action SGZ . The presence of the soft breaking term ∆ turns
out to be necessary in order to have a gluon propagator with the desired confining properties. Though,
a set of BRST invariant composite operators whose correlation functions exhibit the Ka¨lle´n-Lehmann
spectral representation with positive spectral densities can be consistently introduced [154]. These cor-
relation functions can be employed to obtain mass estimates on the spectrum of the glueballs [155,156].
Let us conclude this brief review of the Gribov-Zwanziger action by noticing that the terms Sg f and
S0 in expression (4.1.33) can be rewritten in the form of a pure BRST variation, i.e.
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so that









from which eq.(4.1.39) becomes apparent.
During this section we have explored the presence of extra gauge copies and its physical conse-
quences in the YM theories. Recently the Gribov problem has been widely explored in other theo-
ries [9,157–160]. In the next section we will explore the presence of the Gribov issue in theN = 1 SYM
gauge theory.
4.2 Gribov copies in N = 1 SYM
This section is based on the work [9]. Here we will take into account the effects of the Gribov copies
in N = 1 SYM.
4.2.1 Extension of the Gribov-Zwanziger framework to N = 1 Super Yang–Mills
We are now ready to discuss the generalization of the Gribov-Zwanziger set up to the N = 1 Super-
Yang-Mills theory. Owing to expression (4.1.42), for the generalization of the Gribov-Zwanziger action













• SN=1SY M is the N = 1 Super-Yang-Mills action given in eq.(3.2.4),
• the term Q∫ d4x(c¯a∂µAaµ+ ω¯acµ (−∂νDabν )ϕbcµ ) is the generalization to N = 1 of the corresponding




c¯a∂µAaµ+ ω¯acµ (−∂νDabν )ϕbcµ
)
, where the BRST operator s has
been replaced by the generalized operator Q. The Q-transformations of the auxiliary localizing













so that the following property is preserved, i.e.
Q2 = ∇ . (4.2.3)
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−4γ4V (N2−1) . (4.2.4)
As already mentioned in the previous subsection, this term follows from the restriction of the do-
main of integration to the Gribov region Ω, needed in order to take into account the Gribov copies
affecting the Landau gauge condition ∂µAaµ = 0. It is worth underlining here that the expression of
the Horizon function, eq.(4.1.28), and of the related gap equation, eq.(4.1.30), remain the same in
supersymmetric theories, since the exact ghost propagator in an external gauge field is left unmod-
ified by the presence of the extra term c¯aε¯α(γµ)αβ∂µλaβ. Therefore, the all-order result of [146]
applies as well to the case of supersymmetric gauge theories.














where, for the time being, the massive constant M is a free parameter. The action Sλ can be
seen as the supersymmetric counterpart of the term Sγ. The introduction of such a term can be
easily justified by looking at the explicit expression of the Horizon term, eq.(4.1.28), which, when






Aaµ+ higher order terms , (4.2.6)
from which one can appreciate the similarity with the term Sλ. To some extent, the action Sλ is the
simplest action in the gluino field which can be introduced. As we shall see in the following, the
parameter M will play an important role in order to recover important features of N = 1 Super-
Yang-Mills theories, namely: the existence of a non-vanishing gluino condensate 〈λ¯λ〉 6= 0 as well
as the vanishing of the vacuum energy. Let us also point out that, although presented in non-local
form, the action Sλ can be easily localized by means of a set of auxiliary spinor fields. The local








Integrating out the auxiliary fields (ζˆaα,ζaα, θˆaα,θaα) allows one to recover the expression (4.2.5).
The localizing fields (ζˆaα,ζaα) are bosonic while (θˆaα,θaα) are fermionic. They form doublets













which are easily seen to preserve the property
Q2 = ∇ . (4.2.9)
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In summary, for the generalization of the Gribov-Zwanziger action to N = 1 Super-Yang-Mills theory
we obtain the following local action
SN=1SGZ = S
N=1























Similarly to the case of the Gribov-Zwanziger action, see eq.(4.1.39), the action SN=1SGZ exhibits a soft


























It is worth to point out that the action SN=1SGZ displays the correct limiting behaviours:
• when the non-perturbative parameters (γ,M) are removed, i.e. set to zero, expression (4.2.11) re-
duces toN = 1 Super-Yang-Mills action. It is easy in fact to check that the Q-exact part of (4.2.11)
depending on the localizing fields (ω¯abµ ,ωabµ , ϕ¯abµ ,ϕabµ ) and (ζˆaα,ζaα, θˆaα,θaα) can be integrated out
giving a unity,
• also, upon removal of the spinor fields λaα, expression (4.2.11) reduces precisely to the Gribov-
Zwanziger action SGZ , eq.(4.1.42),
The gauge field and gluino propagators
Having identified the N = 1 supersymmetric generalization of the Gribov-Zwanziger action let us

























As such, the correlation function (4.2.15) cannot be associated to the propagation of a physical particle.
Rather, this feature is taken as evidence of the fact that the elementary gauge field excitations described
by the action SN=1SGZ , eq.(4.2.11), are in fact confined [2–4, 37–39, 154].
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In order to evaluate the propagator of the gluino, consider the quadratic terms in the gluino fields of
















where the auxiliary fields (ζˆaα,ζaα, θˆaα,θaα) have been already integrated out. From expression (4.2.17),



















Again, one remarks the presence of complex poles in expression (4.2.20). Fermion propagators of the
kind of (4.2.20) are frequently employed in the analysis of the chiral symmetry breaking in QCD, as they
model in a good way effects of quark confinement see, for example, ref. [161]. One also notices that, due
to the presence of the parameter M, the infrared behaviour of expression (4.2.20) is deeply different from








Let us conclude this section by noticing that, since we are dealing with Majorana fermions, there is no
charge conservation. As such, in addition to the correlation function 〈λ¯aα(p)λbβ(−p)〉, we also have the
















where Cαβ is the charge conjugation matrix1.
The gluino condensate 〈λ¯λ〉cond
Having at our disposal the expressions of the propagators, we can employ them in order to get a
first estimate of the gluino condensate 〈λ¯λ〉cond . This will provide us with a better understanding of
the role played by the parameter M. The gluino condensate 〈λ¯λ〉cond is obtained by taking the trace
of the two-point correlation function 〈λ¯aα(x)λbβ(y)〉cond at the same space-time point, i.e. 〈λ¯λ〉cond =
1For definitions and notations we refer to appendix A.
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limx→yTr〈λ¯aα(x)λbβ(y)〉, where the trace is taken over both color and Lorentz indices (a,b) and (α,β).











Consistent with the known properties of supersymmetricN = 1 gauge theories, one immediately checks
that, due to the property that the charge conjugation matrix Cαβ is traceless, the condensate 〈λλ〉cond and
〈λ¯λ¯〉cond are absent, i.e.
〈λλ〉cond = 〈λ¯λ¯〉cond = 0 . (4.2.25)
Expression (4.2.24) shows in a direct way the role played by the mass form factor m(p2), eq.(4.2.19),
and of its deep connection with the gluino condensate. Interestingly, a similar expression is found in































Mark that ∑iαim2i =−1, as can be easily verified by working it out. Making use of the MS renormaliza-



































We see thus that a non-vanishing gluino condensate is obtained as far as the parameter M is non-
vanishing. This is the issue which will be faced in the next section, in which the requirement of the
vanishing of the vacuum energy is employed as a powerful criterium in order to determine M.
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4.2.2 Vanishing of the vacuum energy
Let us proceed by addressing another important feature of N = 1 supersymmetric gauge theories,
namely the vanishing of the vacuum energy, i.e. Ev = 0. It is a well-known property ofN = 1 supersym-
metric gauge theories that they do exhibit a vanishing vacuum energy even in presence of a non-vanishing
gluino condensate 〈λ¯λ〉cond [27]. Such an important feature will also be reproduced in the current ex-
tension of the Gribov-Zwanziger framework to N = 1 Super-Yang-Mills theories. The requirement of a
vanishing vacuum energy shall actually play an important role in our construction, as it will provide us a
practical way of determining the parameter M in a non-perturbative fashion.
In what follows we derive the nonperturbative vacuum energy of the N = 1 Super-Yang-Mills theo-
ries in the Gribov-Zwanziger framework and show the fulfillment of the zero vacuum-energy condition in
this context. The procedure follows three steps: (i) a perturbative computation, (ii) the imposition of the
Gribov gap equation and (iii) the zero vacuum energy condition. First, the vacuum energy is computed
as usual from the zero-field, zero-source limit of the one-particle-irreducible generating functional ΓN=1SGZ
associated to the action SN=1SGZ , eq.(4.2.11):
Ev(γ,M, µ¯,g) = ΓSGZ|fields=0 , (4.2.31)
being thus, in general, a function of2 the Gribov parameter γ, its supersymmetric counterpart M, the
renormalization scale µ¯, and the gauge coupling g. The nonperturbative character of the result will then
be introduced by the Gribov gap equation,
∂Ev(γ,M, µ¯,g)
∂γ2
= 0 , (4.2.32)
which fixes the Gribov parameter as γ = γ∗(M, µ¯,g) ∝ e−const/g2 . Taking this solution for the Gribov
parameter back into the expression of the vacuum energy, one arrives at the nonperturbative result
Ev(γ∗(M, µ¯,g),M, µ¯,g). Finally, the vanishing of the vacuum energy of N = 1 supersymmetric Yang-









= 0 . (4.2.33)
Having described the whole procedure, let us now turn to the actual evaluation of the vacuum energy at






































− γ4V 4(N2−1) , (4.2.34)
where we have already omitted the term ∼ ε¯, which does not affect the result for the vacuum energy, and































− γ4V 4(N2−1) .(4 2.35)
2As argued above, due to the ghost number Ward identity, the vacuum energy is a physical observable with vanishing total
ghost number and is therefore independent of the supersymmetric ghost ε¯ to all orders.
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The vacuum energy is then related to the partition function as Ev = −(1/V ) lnZquad, with Zquad =∫












































































Tr ln p2δab = (N2−1)V
∫ d4 p
(2pi)4
ln p2 , (4.2.41)












Therefore, the leading order result for the vacuum energy in the Gribov-Zwanziger framework is






















where the vanishing of the vacuum energy for N = 1 Super-Yang-Mills theories in the absence of the
Gribov horizon, i.e. in the limit γ,M→ 0, is clear. This exact result to leading order stemms from the
counting of bosonic and fermionic degrees of freedom, each contributing, respectively, with a negative
and a positive (V
∫ d4 p
(2pi)4 ln p
2) term in the exponent of eq.(4.2.39).





= 0 , (4.2.44)
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= 0 . (4.2.45)






= 4 , (4.2.46)
or, equivalently (using d = 4− ε, in dimensional regularization),







































= 4 . (4.2.49)

































































It is now clear that there exists a nonzero solution M∗(µ¯) which cancels out the vacuum energy pro-
duced by the presence of the Gribov parameter γ, recovering in this way the exact supersymmetric result
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Ev = 0. Furthermore, as discussed in the last section, a nonzero value of the mass parameter M in the
gluino propagator is also a necessary condition for reproducing a well-known feature of N = 1 Super-
Yang-Mills theories: the gluino condensation (cf. eq.(4.2.30)). In view of these points, the modified
gluino propagator may be regarded as a natural requirement of a consistent supersymmetric version of
the Gribov-Zwanziger formalism.
Explicitly, the vanishing of the vacuum energy gives the following expression for M∗(µ¯,g), i.e. the









































































































inspection reveals that they are both related to a single nonperturbative physical scale, currently encoded
in the MS renormalization scale. This is consistent with the fact the theory has only one physical scale, in
the same way as massless QCD presents only the confinement scale ΛQCD. The expressions above may
also be recast in a renormalization-scheme independent form, in terms of this nonperturbative physical








ΛN=1SY M = 0 , (4.2.59)
with βg ≡ µ¯ ∂∂µ¯ g, and of the one-loop β function of N = 1 Super-Yang-Mills theories, βg = −β0 g
3
(4pi)2
(with β0 = 3N, see for instance [164]), one obtains:
ΛN=1SY M = µ¯e





























The set-up constructed along this section is summarized by the action SN=1SGZ , given in expression
(4.2.11). This action has the meaning of an effective action encoding the restriction to the first Gribov
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horizon in a way compatible with non-perturbative supersymmetric features. This has been possible due
to the presence in expression (4.2.11) of two massive parameters (γ,M), which have been obtained in a
dynamical way through suitable non-perturbative conditions.
The parameter γ, determined by the gap equation (4.2.44), is the Gribov parameter which arises as the
consequence of the restriction of the domain of integration in the Euclidean path integral to the Gribov
region Ω. The second parameter M can be regarded as a kind of supersymmetric counterpart of the
Gribov parameter γ. Its presence is needed in order to consistently ensure the vanishing of the vacuum
energy, eqs.(4.2.33),(4.2.55), as required by supersymmetry. The two conditions (4.2.44),(4.2.33) enable
us to determine the two parameters (γ,M) in a non-perturbative way, as expressed by (4.2.61). Moreover,
in agreement with supersymmetry, a non-vanishing gluino condensate is found, eq.(4.2.56).
Besides recovering non-perturbative features of supersymmetry, the action (4.2.11) is suitable to
study the confinement of the elementary degrees of freedom, i.e. of gluon and gluinos, as one can infer
from the presence of complex poles in the corresponding two-point correlation functions, eqs.(4.2.15),
(4.2.20), which can be seen as a strong indication of the absence of these excitations from the physical
spectrum.
In this chapter we have treated the presence of extra gauge copies in both YM andN = 1 SYM gauge
theories and how this is related to a non-perturbative description of confinement. In the next chapter we
will see another non-perturbative approach to confinement.
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Chapter 5
The AdS/CFT correspondence
The AdS/CFT correspondence was originally discovered by Maldacena in the context of string theory
[5]. String theory contains both perturbative and non-perturbative sectors [165]. The latter develops a
fundamental role in the connection with gauge theory (perturbative sector). The relevant objects in this
sector are the solitons. The most important solitons for the Maldacena conjecture are the Dp-branes.
These are dynamical objects that can move and be excited. If we imagine the string end to be point
charge attached to the D-brane it can be seen that there will be a gauge theory living in the D-brane
world volume. In the case of one D-brane the gauge group will be U(1). If we stack a pile of N D-branes
the gauge group will be SU(N). String theory also recovers Einstein-Hilbert equations, i.e., it is also a
gravitational theory.
Maldacena realized that the D3-brane case is a special one. In this case, the SU(N) gauge theory who
lives in four dimensions is the conformal N = 4 Super Yang-Mills theory. The stack of N coincident
D3-branes in the AdS5×S5 space is also a solution of the supergravity theory in ten dimensions. As we
do not know yet how to deal with a quantum theory of gravity we take the limit N >> 1 to ensure a
classical gravity theory. Based on this information Maldacena conjectured that the N = 4 super Yang-
Mills is mapped into a classical theory of gravity who lives in the AdS5× S5 space. This means that
we can map a strongly coupled theory (gauge theory) into a weakly coupled one (classical gravitational
theory). As we will see this conjecture opened up a new road to extract new information from strongly
coupled systems.
5.1 The holographic dictionary
In this section we will see the prescription on how to compute correlation functions using the corre-
spondence.
In [5] Maldacena conjectured the AdS5/CFT4 correspondence. A conformal field theory living in
four dimensional Minkowski spacetime contains information about a five dimensional theory living in
AdS space. This is why the AdS/CFT correspondence is also called holographic correspondence. The
fifth coordinate is know as the radial coordinate, or holographic coordinate.
The holographic dictionary states [28,29] that the fields who live in AdS (gravity side) act as sources
49
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to operators on the conformal field theory side (QFT side), in the form
∫
d4xφ0(x)O(x), where φ0(x)
is the value of the bulk in the boundary. From that we can extract information of the strongly cou-
pled intractable gauge theory side from a weak coupled gravity side by using perturbation theory to get








≈ eSon−shellgrav [Φ→ φ0] (5.1.1)
The correlation functions for the QFT operator can be obtained in the following way:
〈O(x1) . . .O(xn)〉= δ
(n)Sgrav[Φ]




The idea of holographic correspondence can be translated in a wave solution for fields in AdS such
that we have a multiplication between a free field in Minkowski space and a field depending on the radial























Using the ansatz: φ(x,z) = e−ipxΦ(z) we have:
Φ′′+3A′(r)Φ′−µ2e2A(r)Φ− p2Φ= 0 (5.1.6)
Now we want to solve this differential equation near the boundary (r = 0). In order to do this we use the
Frobenius analysis. We use the ansatz Φ ∼ rβ and keep the leading terms near r = 0. From this we get
that β satisfies the following expression:
β(β−4)−µ2L2 = 0 (5.1.7)










In terms of φ we have:
φ(x,r)≈ A(x)r4−∆+B(x)r∆ (5.1.11)
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For ∆ to be real we need ν ∈ R. This is the case only if the mass µ obeys a stability condition namely
Breitenlohner-Freedmand (BF) bound:
µ2L2 ≥−4 (5.1.12)
Taking the boundary at z = ε and picking the dominant term in (5.1.11) we have:
φ(r = ε,x)≈ ε4−∆A(x) (5.1.13)
Here we have what we have pointed out before, A(x) will be identified with the QFT source φ0(x). This
















where γ is the induced metric and in order to make the action finite and ε independent we used O(x,ε) =
ε∆O(x). This means that ∆ is the scaling dimension of QFT operator O. The confirmation of this is that
the corresponding two point functions of a scalar is given by [28, 29]:
〈O(x)O(0)〉 ∼ 1|x|2∆ (5.1.16)
Until now we have been working with Euclidean signature. Let’s consider ηAB as a 5D Minkowski




Using the ansatz presented before we obtained:
Φ′′+3A′(r)Φ′+µ2e2A(r)Φ= p2Φ (5.1.18)
As we are using the Poincare coordinates, this equation can be translated into a Bessel differential equa-
tion. Unlike in Euclidean spacetime, where we have a unique solution, in the Minkowski spacetime


















, For p2 < 0 (5.1.20)
We discard the solutions I∆−2(
√
p2r), because they diverge at the boundary, and Y∆−2(
√
−p2r) because
only in a few cases is a normalizable solution [166]. The first solution r2K∆−2(
√
−p2r) around r = 0
behaves as r4−∆φ (where φ0(x) = φ(r = 0,x)). This solution is relevant for the computation of correlation
functions. The second solution z2r∆−2(
√
−p2r) around r = 0 behaves as z∆〈O〉 and, as we will see in
the next section, this is relevant for the hadronic states of the gauge theory.
52 CHAPTER 5. THE ADS/CFT CORRESPONDENCE
5.2 AdS/QCD models
QCD as explained in chapter 2 has a myriad of properties. AdS/CFT correspondence as introduced
before is unable to explain these properties. Because even N = 4 being a non-abelian theory it displays
an unusual property for non-abelian theory: it is a conformal field theory (β= 0). The theory posses no
scale. Thus is not a confining.
Most of the interesting strongly coupled systems found in nature (such as QCD) do not have con-
formal symmetry. QCD, for example, is neither supersymmetric nor conformal: its nonzero running
coupling constant shows that the conformal symmetry in QCD is broken. QCD definitely needs a (dy-
namical) mass scale to explain its spectrum. Several holographic models that exhibit this breaking have
been constructed (so-called AdS/QCD models). One can basically distinguish two approaches: the first
(top-down) approach utilizes stringy constructions to obtain QCD properties [43–49]; whereas the other
(bottom-up) approach involves phenomenological models [50–63]. Phenomenological models work on
the assumptions that there is a local effective action which is dual to QCD. A constraint in the bulk theory
is imposed in order to reproduce the desirable features of QCD.













and as pointed out before the solution will be the Bessel’s function of the first kind Jν(
√
−p2r). Using
the mass shell condition p2 = −m2 we can see that from this solution any value of the mass is allowed,
meaning that we will not have a discrete hadron spectrum. From the Schro¨dinger-like equation above we








We can see that in the limit r→ ∞ the potential goes to zero, i.e., it is not a confining one.
From the previous chapters we know that two majors properties of QCD are the confinement and
discrete hadron spectrum. In order to achieve this two properties from the AdS/CFT perspective we need
to modify the gravity side. Two majors strategies to do this are the hard wall [50] and the soft wall
models [51]. Both of the models will be presented in the next sections.
5.3 Hard wall model
In this section we will expose the mathematical idea on how to obtain the QCD properties by using a
scalar field representing a quark-antiquark pair. Let’s introduce the following ”wall” (cut-off) in the AdS
geometry:
0≤ r ≤ r0 (5.3.1)
i.e. we are confining the geometry to that interval. The value of r0 is fixed phenomenologically at
r0 = 3.096 GeV−1 by matching with the lowest ρ meson mass [168]. This restriction is imposed on the
solution (5.1.18):
Φ(r0) = 0 (5.3.2)
From this we have:
Φ(r0)∼ (z0)2Jν(mnr0) = 0 ↔ Jν(mnr0) = 0 (5.3.3)
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Therefore we have:
mnr0 = jν,s (5.3.4)
where jν,s are the zeros of the Bessel function Jν (see table 5.1). From this relation we can see now that
mn posses discrete values, meaning that now we have a discrete spectrum. From the table 5.2 we can








Figure 2.1: Bessel functions J1(x) (solid) and J2(x) (dashed)
∫ j∫,1 j∫,2 j∫,3 j∫,4 j∫,1 j∫,2 j∫,3 j∫,4
approx. exact
0 2.41 5.52 8.65 11.79 2.40 5.52 8.65 11.79
1 3.83 7.02 10.17 13.32 3.83 7.02 10.17 13.32
2 5.16 8.42 11.62 14.80 5.14 8.42 11.62 14.80
3 6.45 9.78 13.02 16.22 6.38 9.76 13.02 16.22
4 7.73 11.11 14.39 17.63 7.59 11.06 14.37 17.62
5 9.00 12.42 15.74 19.00 8.77 12.34 15.70 18.98
Table 2.1: The 1.,2.,3. and 4. zero of Bessel functions J∫ as calculated with equation 2.39 and
the exact values
This boundary condition 2.36 selects discrete values of m determined by the zeros of the Bessel
functions (see figure 2.1). Denoting by j∫,s the s’th zero of the Besselfunction J∫(x) we obtain the
relation
m = j∫s/z0 (2.38)
The value of ∫
The zeros of the Bessel functions can for not so high ∫ quite well be approximated by











° . . . . (2.39)
The first 4 zeros calculated with this formula, together with the exact numbers are given in table
2.1 for ∫ = 1 . . . 5.
We see that a general feature of the string picture is realized: We obtain not only one scalar
(pseudoscalar) meson, but a whole series, corresponding to the zeros of the Bessel function with
the same index ∫. These higher resonances correspond to string excitations, as they are also seen
in the Veneziano model as daughter trajectories (see figure 1.2).
Comparison with experiment
Although the pion plays a very special role in QCD as the pseudo-Goldstone boson of sponta-
neously broken chiral symmetry, we start with the discussion of pseudoscalar particles3 . Besides
the pion at 140 Mev/c2 there are radial excitations with the same quantum number as the pion
at 1320 and 1812 MeV /c2. It is certainly hopeless to reproduce the small mass of the pion, since
the pion is as Goldstone Boson a special case, but with z°10 º §QCD º 300 MeV (for 3 flavors)
3In order to treat this problem more realistically, in [9] and [10] a much richer field containt in AdS5 is assumed
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Figure 5.1: Zeros of the Bessel functions Jν(x).
Experiment º 140MeV º 1300± 100MeV º 1812± 14M V
∫ = 1; z°10 = 167 MeV 639 1173 1700
∫ = 0; z°10 = 207 MeV 501 1140 1797
Table 2.2: Experimental and hard-wall masses of the pion resonances. ∫ = 1 corresponds to
canonical scaling, ∫ = 0 to scaling with the “twist dimension” (`d = 2).
Experiment f0 980 ±10 MeV 1400 ±100 MeV 1505 ±6MeV 1724 ±7 MeV
a0 980 ±1.2 MeV 1474 ±19 MeV
∫ = 1; z°10 = 150MeV 576 1055 1529 2003
∫ = 0; z°10 = 174MeV 418 958 1502 2074
Table 2.3: Experimental values and a fit of hard-wall masses to the f0 /a0 masses
also the masses of the radial excitations are far to high. On the other hand there is no a priori
reason to set z°10 exactly equal to §QCD and so we may fit z
°1
0 .
In table 2.2 we display fits to the masses for the choice ∫ = 1 (canonical scaling) and ∫ = 0 (twist
scaling) according to a least square fit. The agreement is satisfactory.
It is tempting to assume that the resonances corresponding to the diÆerent values of ∫ correspond
to orbital excitations. T en we would get a similar pattern as e Venezian mod l. Ther are
however crucial diÆerences: 1) The radial and the supposed orbital exciatations are not linear in
m2, but approximately linear in m. 2) The “daughters” have not the same mass as the mothers
since eg. j0,2 6= j1,1. These deficiencies are not present in the soft wall model.
The weakness of the linear increase is especially to be felt in the case of the scalar mesons f0 (I=0,
J=0, P=+) and a0 (I=1, J=0, P=+), where 4 resonances have been observed. This can be seen
from table 2.3.
2.1.5 The soft wall model
This model was proposed by Katz et. al[11]. Here an additional field is inserted, which breaks





(gMN@M©@N©° µ2©2) = 1
2
e∑A(z)°D(z)(¥MN@M©@N©° µ2e2A(z)©2) (2.40)
We see at e∑A(z) has been replaced by e∑A(z)°D(z). Following the same proce ure as in section
1.2.2 we come to the wave equation:
e∑A(z)°D(z)
µ
¥ÆØ@Æ@Ø©° @2z©° (∑@zA(z)° @zD(z))@z¡+ µ2e2A(z)©
∂
= 0 (2.41)
instead of 2.10 and to
°@2z¡° (∑@zA° @zD)@z¡+ e2A(z)µ2¡ = p2¡ (2.42)
instead of 2.12. That is we indeed had to only to replace in equations 2.15 to 2.19
∑@zA(z)! ∑@zA(z)° @zD(z) (2.43)
.












Figure 5.2: Prediction of the hard wall pion asses and the experimental values.
see that the predictions are in good agreement with the experiments.
In [55] the potential of quark-antiquark pair in the hard wall model was computed. The authors
showed that when the static strings between the pairs reach the wall the energy grows with the distance.
Thus the hard wall model describes a confining theory. However, the hard wall model can not reproduce
the Regge trajectories. The mathematical idea treated here is very similar to the Schro¨dinger equation
for a particle box. This implies that for n >> 1, m2 ∝ n2.
5.3.1 Chiral transition
The hard wall model is a ph n me ological model, i.e, it is model builded ”by hand”. Thus the
action used in this model it is an effective one and not an action that could be derived by string theory.



















where X is a complex field in the bifundamental representation of SU(N f )L⊗SU(N f )R, associated to the
chiral symmetry breaking. Its covariant derivative is defined as DµX = ∂µX − iAL,µX + iXAR,µ, for two




Since we will be interested in a spatially homogeneous condensate, we make the ansatz X(xµ,r) = X0(r).
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X0 = 0 (5.3.6)
From the Frobenius analysis the solution for the equation of motion is:
X0(r) = mr+σr3 (5.3.7)
where m is the mass of the quark and σ is the chiral condensate.
To clear out some misconceptions about the chiral transition in the hard wall model, let us go through
the analysis here. As soon as a horizon forms, i.e. when deconfinement sets in, using the metric (B.2.1),
the equations of motion are now given by:
X ′′0 −





X0 = 0, (5.3.8)
where f (r) is the horizon function. One finds a solution in terms of hypergeometric functions (see
also [169]),
X0(r) = mr 2F1(1/4,1/4,1/2;r4/r4h)+σr
3
2F1(3/4,3/4,3/2;r4/r4h). (5.3.9)
In [170], it was then concluded that m= 0 and σ= 0 as both hypergeometric functions are singular at the
horizon r = rh. This means that chiral symmetry is restored maximally (even no quark mass is allowed)
as soon as the deconfinement phase is considered in the hard wall. The parameters m and 〈ψ¯ψ〉 can not
be determined dynamically (at least in the confined phase): they act as independent constraints that one
has to impose on the theory.
Based on general Frobenius analysis arguments, we expect that by taking a suitable linear combina-
tion of the foregoing hypergeometric solutions, a regular solution at r = rh can be obtained. Indeed, one
verifies that
X0(r) ∝ rP(−1/2;r2/r2h) (5.3.10)
in terms of the Legendre function P(`;x) renders us with a solution that is nonetheless regular at the





after a suitable normalization.





∝ mT 2. (5.3.12)
In the last step, we filled in the Hawking temperature related to the horizon at r = rh. We observe that
in the deconfined hard wall model the chiral condensate grows quadratically with the temperature for a
non-vanishing quark mass. There is thus no obvious chiral restoration in the hard wall model. Only with
m≡ 0, meaning in the chiral limit, the chiral transition makes sense in the hard wall model.
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5.3.2 Confinement/deconfinement transition
In this section we will perform a detailed analysis by revisiting the work done in [168, 171] for the
hard wall model.
As we know at low temperatures regime quarks and gluons are confined in color singlet states
(hadrons). From RHIC experiments [172] in the high temperature regime quarks and gluons are in a
plasma state in a deconfined phase. If we take the pure gauge SU(3) Yang-Mills case it can be seen that
there is a first order confinement/deconfinement transition. If we consider the matter sector we have a
crossover transition [173].
E. Witten proposed a way to describe confinement/deconfinement transition using holography [174].
By looking at the free energy we are able to say in which temperature regime the gauge theory is: at low
temperatures (confined phase) the free energy is independent of Nc and at high temperatures (deconfined
phase) the free energy is proportional to N2c . In [174] it was shown that in the holography context this
is associated with a jump in the entropy value: goes to zero to a value which depends on N2c and the
plasma temperature. In [175] Hawking and Page describes a transition between a global AdS5 and a
global AdS5 with a Schwarzchild black hole by looking at the thermodynamical quantities in each space
and from that obtain a critical temperature where this transition occurs. Witten noticed that the entropy
of a black hole when its temperature is high is the same as the N = 4 Super Yang-Mills entropy in
S3×S1 in the same regime. In the AdS global space the entropy is zero. Thus Witten suggested that the
AdS space corresponds to the confining phase and the AdS with a Schwarzchild black hole corresponds
to the deconfined one. Thus it was proposed a parallel between and Hawking-Page transition and the
confinement/deconfinement transition.
In the context of phenomenological AdS/QCD models this jump in the entropy value was study
in [171]. In [168] the author compute the free energy in each phase and by comparing them he was able
to obtain a critical temperature where the transition occurs. In this section we review the computations
for the case of the hard wall model.
In order to do this analysis we need the Euclidean on-shell action, from which the free energy F is

















where rλ is the UV cut-off required to regulate the infinite volume available close to the AdS boundary,
r′ will be r′ = RH in the case of the black hole and r′ = r0 in the case of thermal AdS (this is the hard
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Black hole - deconfined phase
Bulk action



















































which is the same result obtained by [171].
Boundary action






























which is the same result found in [171].
Total action















Thermal AdS - confined phase
Unlike for the black hole geometry, in the thermal AdS space the temperature is not linked to any
geometrical quantity and can be chosen at will. Using the Euclidean version of (B.3.2) we can compute
the following quantities:


















































































The phase transition occurs when the solution with the lowest free energy switches between the two.













From the Hawking temperature expression (B.2.3) we have that the Hawking-Page transition accurst at
Tc = 2
1/4
pir0 . Thus the hard wall model predicts the deconfinement temperature to be: Tc = 122MeV [168].
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5.4 Soft wall model












where φ(r)= cr2 is responsible for breaking the dilatation symmetry in the bulk (as we will see this means
responsible for the phenomenological IR properties of the theory, i.e. confinement [176] and the linear
Regge behavior of the meson spectrum (c = 0.151 GeV2 which is fixed by the ρ-meson mass [51])). As
it is responsible for the dilatation symmetry breaking it is called dilaton field (the name soft wall came
from the fact that here we have a smooth cut off). This modifies the equation of motion (5.1.18),
Φ′′+(3A′(r)−φ′(r))Φ′+µ2e2A(r)Φ= p2Φ (5.4.2)
























f (r,θ) = E f (r,θ) (5.4.4)
This equation has discrete spectrum with eigenvalues:
En,l = 2n+ l+1 (5.4.5)
From that we can see that we now obtain discrete value for the masses,
m2n = 2En,lc
2+2c2 = (4n+2l+4)c2 (5.4.6)
Unlike the hard wall model the soft wall model describes the linear Regge trajectories predicted in a
Experiment º 140MeV 1300± 100MeV 1812± 14MeV
` = 1; ∏ = 373 MeV 745 1054 1291
` = 0; ∏ = 424 MeV 850 1201 1471
Table 2.4: Experimental and soft-wall masses of the pion resonances
Results
We now come back to our soft wall potential 2.44 which we insert into eq. 2.13















where we have put
`2 = µ2L2 + ∑+ 1 (2.57)








m2 ° (∑° 1)∏2
¥
√(u) (2.58)
By comparison with 2.53, 2.51, and 2.50 we obtain discrete values for the mass:
m2 = 2En`∏
2 + 2∏2 = (4n+ 2`+ 4)∏2 (2.59)
and we obtain for the solution of the original wave equation 2.41, using 2.55 and 2.46:
¡(z) ª (∏z)1/2(∏z)∑/2e∏2z2√(∏z) ª z(∑+1)/2+`L`n(∏2z2) (2.60)
Note that though there is no exponential decay of ¡(z) it is nevertheless normalizable, since now
in the scalar product the dilatation field e°∏
2z2 is present.
The associated Laguerre Polynomials are finite for zero argument. Therefore we see that ` = 1
corresponds to canonical scaling and ` = 0 to scaling according to the twist dimension. The values
n = 0, 1, 2, . . . give the masses of the radial exciations. As we can see, the soft wall model has
the desired feature that the radial exciations are indeed proportional to the squared mass, but a
direct comparison of the predicted and observed masses for the pions shows that agreement for
the the soft wall model is worse than for the hard wall modell, as can be inferred from table 2.4.
The situation is diÆerent for the scalar mesons f0 (I = 0, J = 0, P = +) and a0 (I = 1, J =
0, P = +). Here 3 radial excitations are observed above the lowest state at 980 MeV. The
experimental values and the theoretical results from the soft wall model are displayed in table 2.5.
The agreement is satisfatory.
It is noteworthy that there is no good fit to the scalar mesons possible in the hard wall model, as can
be seen from table 2.3. On the other hand, the high mass of the 3rd recurrence of the º (º(1800))
makes it plausible, that one resonance is missing and the º(1800) is in fact the 4.recurrence and
not the 3. one. Then the soft wall fit to the º -resonances would be much better and the soft wall
model would be superior not only from a conceptual but also from a phenomenological point of
view.
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Figure 5.3: Prediction of the soft wall model on the pion masses and the experimental values (λ=
√
c)
confined theory. From equation (5.4.6) we can see that m2 ∝ n. Despite the success in reproducing the
Regge trajectories the soft wall model fails in the sense that the Wilson loop vacuum expectation value
does not present an area law [56].
5.4.1 Chiral phase transition
The goal of this section is to obtain the profile of the chiral condensate in terms of the temperature
by reviewing the work done in [177].
5.4. SOFT WALL MODEL 59
Hard and soft wall models are phenomenological models trying to describe QCD properties. Con-
cerning chiral transition the soft wall model implements, instead of a hard cut-off in the geometry, a




















As mentioned in [177], the dominant behavior of 〈ψ¯ψ〉 is expected to be due to the interaction of the
field X with the background geometry and dilaton wall. This means that we can restrict ourselves to only
the linearized equations of motion for X . The scalar field is decomposed as: X(xµ,r) = X0(r)1N f eipi(x
µ,r),
where X0(r) is the component independent of the boundary directions and pi(xµ,r) represent chiral fields.
Since we will be interested in a spatially homogeneous condensate, we make the ansatz X(xµ,r) = X0(r).










X0 = 0, (5.4.8)
where f (r) is the horizon function of the black hole.
Chiral condensate in the deconfined phase
For the black hole case, we are required to solve the differential equation between the boundary
(r = 0) and the black hole horizon (r = RH). Whereas for pure AdS the integration region stretched all
the way to r→ ∞, here we are solving the differential equation on a finite interval. It actually turns out
to be easier if we numerically integrate the differential equation from the horizon of the black hole to
the boundary (so we reverse the integration direction compared to the previous subsection). The major
benefit from doing this is that we do not have to employ a shooting method. The same problem was
studied by [177] where the authors did utilize a shooting method to integrate from boundary to horizon.
Both methods obviously agree in the end.
Since the differential equation contains singular points, a Frobenius analysis is required again but in
this case we have two different limits.
Near-Boundary limit
In the zeroth order expansion around r ≈ 0, the first coefficient of the differential equation (6.2.2)
behaves like ∼ −3r and the second one like ∼ 3r2 . Utilizing the ansatz X0 ∼ rα, we obtain the indicial
equation:
α2−4α+3 = 0 (5.4.9)
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Proceeding one level further with the Frobenius analysis, one obtains a1 = 0 and
cb0 = na0,
b1 = b3 = 0,
b2 = arbitrary. (5.4.12)
Choosing b2 = 0 and a0 = b0 = 1 as the overall normalization, we find n = c such that
X01 = r3+O(r5), (5.4.13)
X02 = cr3 lnr+ r+O(r5). (5.4.14)
The field in the boundary limit is a superposition of these solutions:







fixes the coefficient of (6.2.13) to A = m. Therefore we have:






where we choose to absorb a part of C into the logarithmic term and define σ as the remainder. Here we
can see that the soft wall model directly relates the bare quark mass m with the chiral condensate 〈ψ¯ψ〉
in the sense that 〈ψ¯ψ〉 ∼ m.1 Such a relation does not exist in QCD. This is a drawback of the model.
Near-horizon limit
Substituting the ansatz X0 ∼ (1− rrH )α in the differential equation, we obtain the following indicial
equation:
α2−α+α= 0 → α= 0 (5.4.18)






+O (r− rh)2 .
Proceeding one level further we get A =−34 2 and the solution reads:





+O (r− rh)2 . (5.4.19)
Using the solutions (5.4.19) and (5.4.17), we can numerically integrate the differential equation and
determined the dependence of the chiral condensate on the temperature T . This differs from the shooting
1Explicit symmetry breaking and spontaneous symmetry breaking are not allowed to be described separately. Such can be
overcome by playing with adding potentials for both dilaton and the scalar field representing the chiral condensate, at the cost
of more complicated equations [178–181]. Throughout this work, we will mean by 〈ψ¯ψ〉 only a single flavor. In practice, we
will look at the degenerate up and down sector, and the total condensate (which we will denote by 〈Q¯Q〉) should then be twice
what we determine.
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method used in [177]. The blue line in Figure 6.6 is the result, which is the same result as presented
in [177].
As pointed out in [177] a somewhat uncomfortable consequence here is that the chiral condensate
would exhibit a discontinuous jump at THP where it suddenly starts following the above deconfined
curves. Lattice results show no sign of any jump whatsoever. This is a nuisance inherent to holographic
QCD models, and something we will have to live with here.
5.4.2 Confinement/deconfinement transition
In this section we will review the Hawking-Page transition in the soft wall model. Here we will
follow the same steps presented in the section 5.3.2. The computations for the soft wall model was also
presented in [168, 171]. In order to analyze the Hawking-Page transition using the soft wall model, as
was pointed out in [168], we need to assume that the dilaton field does not significantly backreact on the
metric, i.e., it does not affect the gravitational dynamics. Thus the equations of motion are (C.0.5) and
(C.0.6). Assuming that, the free energy in each phase (confined and deconfined phase) will be computed
in the following subsections.
Black hole - deconfined phase
Bulk action


























































which is the same result obtained by [171].
Boundary action
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which is the same result found in [171].
Total action
































− (c2)Ei(−cr2λ)− 1r4λ + 12r4h
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.
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Total action
































t dt. This expression can be solved numerically and using c = 0.151GeV the soft
wall model predicts the deconfinement temperature to be Tc = 191MeV . The soft wall model is closer
than the hard wall to the lattice predictions [182].
In this chapter we have reviewed some aspects of the AdS/CFT correspondence. The knowledge
presented here are prerequisites to the understanding of the topics presented in the next chapters.
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Chapter 6
QCD phase diagrams under the influence
of a magnetic field using holography
This chapter is based on the work [11]. Here we will study the influence of a magnetic field on both
chiral and confinement/deconfinement phase transitions using phenomenological AdS/QCD models.
The QCD deconfinement and chiral transition phase diagram under the influence of the magnetic
field has been studied before using a myriad of approaches, let us refer to e.g. [71–103] or [183, 184]
for recent reviews. The interest in this was revived since it became clear that strong magnetic fields are
most likely generated during the early stages of noncentral heavy ion collisions and with a lifetime that
persists into the quark-gluon plasma phase [64–70].
Despite the fact that the recent lattice results [91, 92, 98] indicate an inverse magnetic catalysis (the
critical temperature decreases under the influence of the magnetic field, at least in the explored regime
of magnetic fields and temperature), most of the (holographic) QCD phase diagram models predict mag-
netic catalysis [72, 88–90, 104, 105]. Non-holographic approaches towards inverse magnetic catalysis
can be found in [106–115]. Our goal in this chapter is to analyze more closely the implementation of a
background magnetic field in QCD in a holographic set-up. Multiple studies have been performed in the
past where this magnetic field is modeled as a bulk diagonal flavor gauge field whose matrix elements
are proportional to the electric charge of each of the quark flavors. The holographic dictionary then
guarantees a correct coupling to a magnetic field in the boundary theory. One typically takes a holo-
graphic geometry, then one solves Maxwell’s equations on this background to obtain a magnetic field
solution, and finally diverse quantities (correlation functions, spectral functions, thermodynamic quan-
tities etc.) are holographically computed in this geometric and gauge background [104, 105, 185–194].
However, the backreaction of the magnetic field on the geometry itself is usually neglected. Several years
ago, D’Hoker and Kraus solved the Einstein-Maxwell system with asymptotic AdS boundary conditions
and a constant magnetic field in the bulk [195, 196]. This model hence cures these earlier deficiencies.
We are interested in modifying this model in the infrared to account for the correct phenomenological
predictions of QCD.
In this chapter we will follow the path of phenomenological AdS/QCD models presented in the
section 5.2. There we introduced, among several options available on the holographic market, two well-
known models namely, the hard wall [50] and soft wall model [51, 56]. As pointed out both of these
models can generate essential features of confinement and chiral symmetry breaking. Recently in [197]
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the author examined the Hawking-Page phase transition in the D’Hoker-Kraus background with hard
wall cut-off, related to the confinement/deconfinement transition in the boundary theory [168].
The model we will work here is the geometry and gauge field background obtained by D’Hoker and
Kraus, supplemented “by hand ” with the soft wall dilaton field to model in confinement, this completely
analogous to the rationale behind the original soft wall model construction [51]. We remark at the outset
already that the resulting model does not solve Einstein’s equations. However, the soft wall model can
be viewed as a phenomenological model and a first step towards obtaining intuition and insight into
the effects that might occur in real QCD. It seems that by including the soft wall dilaton field, we are
taking a step back again. D’Hoker and Kraus finally obtained a fully backreacted solution, while we
again ignore parts of the backreaction (of the dilaton). Note though that this actually can be viewed as a
piecewise process towards the final answer: we include the magnetic field in a more satisfying way and
we improve this model in the infrared by including a soft wall. We hence expect that this model is a step
forward towards real QCD with magnetic fields. We will come back to the issue on how to relate the
bulk and boundary magnetic field later in this chapter. The last thing about the model we developed here
is that throughout the chapter we will mean by 〈ψ¯ψ〉 only a single flavor. In practice, we will look at the
degenerate up and down sector, and the total condensate (which we will denote by 〈Q¯Q〉) should then be
twice what we determine.
Notice that the D’Hoker-Kraus solution describes the holographic dual for magnetized N = 4 su-
persymmetric Yang-Mills with hence adjoint flavors in the boundary theory. However, soft-wall models
are utilized to understand real QCD (with fundamental flavors). Within the same philosophy, we employ
our soft-wall modified D’Hoker-Kraus solution with the hope of understanding magnetized QCD with
fundamental flavors.
Embedding in the soft wall model
The action that we envision of using is a generalization of the one written in appendix C.0.1, which
includes multiple flavors and a soft wall dilaton:



















For the dilaton φ, we make the standard choice [51]
φ= cr2. (6.0.2)
The scale c is directly related to the QCD spectrum.
The background solution can be found by setting X = 0 and FL = FR ∼ B and diagonal.1 Given this
solution, the above action describes how gauge fluctuations (holographically dual to vector and axial
currents) propagate. The X-field describes the quark condensate in soft wall models and the dilaton
field φ ensures the IR effective cut-off of the model. Adding all of these additional fields enriches the
structure that we are analyzing. The prefactors that we wrote down above have been fixed by comparing
2-point correlators in bulk and boundary [198–200]. Throughout this chapter, we will work with only two
1The magnetic field B is included in the flavor vector subgroup simply because an electromagnetic field couples to the
Noether (vector) current ψ¯γµψ of the fundamental quark fields.
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degenerate flavor indices (up and down) and study the chiral transition using the associated condensate.
Our hypothesis here is a prolongation of the “standard” soft wall model.
The usual AdS space is dual to a theory of adjoint flavors. When a magnetic field is coupled to this
adjoint matter, the D’Hoker-Kraus magnetic AdS solution becomes the relevant metric. Adding a soft
wall in that space serves to model in confinement and to describe QCD with fundamental (confined)
flavors, with or without magnetic field depending on the metric (normal AdS vs.D’Hoker-Kraus).
The non-abelian (but diagonal) gauge field might worry the reader. Firstly we remark that this is
still a solution to the coupled Einstein-Maxwell system, where the energy density of the magnetic field
sourcing the Einstein equations gets contributions from the different flavors. The Maxwell equations are
again trivially satisfied for each gauge component. What remains to be done then is to make the link
between this effective magnetic field sourcing the Einstein equations, and the real physical 4D magnetic
field as measured in the boundary QCD-like theory.
A related issue is that the magnetic field B has mass dimension 1 in 5D. However, the physical 4D
magnetic field B should have mass dimension 2 (GeV2). In order to obtain the physical magnetic field
from the one in (6.1.1), it turns out we need to rescale it such that: B = 1.6 BL . This is explained in
detail in Appendix C.2 where we are particularly careful in making this transition. The main idea to
write down such a formula, is to use the fact that the flavor gauge field has a fixed holographic coupling
constant, and we insist on embedding the magnetic field in the flavor gauge field in the bulk, hence fixing
its prefactor immediately. This method is different than the one utilized by [195, 196] for N = 4 SYM
where the authors match the anomalies of bulk and boundary to fix the normalization of the physical
magnetic field. Unfortunately, we cannot follow the strategy of [195,196] since in bottom-up AdS/QCD
models, the relative normalizations of the bulk and boundary anomalies are not fixed a priori. Usually
one achieves this goal by matching the expected (known) QCD anomaly strength with the one derived
from the higher-dimensional counterpart.
6.1 Hawking-Page or confinement/deconfinement transition under the in-
fluence of a magnetic field
As pointed out in the section 5.3.2, the Hawking-Page transition is the holographic dual of the con-
finement/deconfinement phase transition. Here we will perform a detailed analysis, first by revisiting the
analysis done in [197] for the hard wall model, and then by transferring to the soft wall scenario.
Hard wall model
Here we will follow the same steps presented in the section 5.3.2. The Euclidean on-shell actions






































We will review the method implemented in [197] to compute the on-shell actions in order to analyze the
Hawking-Page transition under the influence of a constant magnetic field.
Black hole - deconfined phase





























































Thermal AdS - confined phase
The thermal magnetized AdS geometry was written down in equation (C.0.12). Unlike for the black
hole geometry, in the thermal AdS space the temperature is not linked to any geometrical quantity and
can be chosen at will. The computation of the on-shell action is again deferred to the Appendix C.6 and







































The phase transition occurs when the solution with the lowest free energy switches between the two.




















Since RH is fully determined by T and B by the formula for the Hawking temperature, this equation
defines a relation between the Hawking-Page temperature and the applied magnetic field.
As anticipated earlier, the arbitrary length scale `c of the confined phase leaves a distinct physical imprint
on the formulas. Since it is quite difficult to compare the resulting Hawking-Page temperature for various
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values of `c as a function of B with lattice results, we will not attempt to do this here. The behavior of
the Hawking-Page temperature as a function of B for various values of `c is shown in Figure 6.1.








Figure 6.1: THP (GeV) in the hard wall model as a function of the applied magnetic field B (GeV2) with c= 0.151
GeV2 for various values of `c. From top to bottom: `c = 0.1 GeV−1 (red), `c = 0.5 GeV−1 (green), `c = 1 GeV−1
(blue), `c = 2 GeV−1 (orange).
In Section 6.2 we will find another way to constrain `c significantly (in the soft wall model) and we will
effectively fix it to `c = 1.03 GeV−1. For the purposes of this Section, we will assume this value of `c and
make our figures accordingly. We do remark that this value is indeed plausible for the scenario discussed
here.
In Figure 6.2 we can see that the critical temperature THP decreases with the applied magnetic field B .
Soft wall model
In this section we will follow the same steps presented in section 5.4.2 in order to obtain the profile
of the critical deconfinement temperature in terms of the magnetic field.
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Figure 6.2: THP (GeV) in the hard wall model as a function of the applied magnetic field B (GeV2) with r0 = 3.096
GeV−1 and `c = 1.03 GeV−1.
Einstein-Maxwell action in the soft wall model
Black hole - deconfined phase


































































Thermal AdS - confined phase
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Phase transition




































Again `c appears explicitly in this expression.
The relation of THP as a function of B for various values of `c is shown in Figure 6.3. We remark here





Figure 6.3: THP (GeV) in the soft wall model as a function of the applied magnetic field B (GeV2) with c = 0.151
GeV2 for various values of `c. From top to bottom: `c = 0.1 GeV−1 (red), `c = 0.5 GeV−1 (green), `c = 1 GeV−1
(blue), `c = 2 GeV−1 (orange).
already that a qualitative match with the lattice requires that `c ∼ 1 GeV−1, but definitely not much
smaller than this. The value we will find later on indeed gives a qualitative nice behavior. One can see
that the decreasing critical temperature is not universal in `c, as for rather small values of `c we observe
an increasing deconfinement temperature with B .
Specifying again to the value of `c = 1.03 GeV−1, one obtains the profile shown in Figure 6.4.
Again we find a decreasing behavior of the deconfinement temperature with the applied magnetic field
B .
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Figure 6.4: THP (GeV) in the soft wall model as a function of the applied magnetic field B (GeV2) with c = 0.151
GeV2 and `c = 1.03 GeV−1.
6.2 Chiral phase transition under the influence of a magnetic field in the
soft wall model
In this section, we will analyze the chiral condensate as a function of the applied external magnetic
field and to determine the resulting chiral phase transition temperature. The action relevant for the chiral




















As stated before, we work in the approximation of 2 degenerate flavors. In principle, as soon as a
magnetic field is turned on, one might expect a different value for the chiral condensate in terms of either
the up or down quarks due to their different electromagnetic coupling. This would amount to allowing
X to be a diagonal rather than scalar matrix. Though, we shall soon see this would make no difference
in our case, so we keep X proportional to the unit matrix 1N f , meaning we can still consider a degenerate
quark condensate.
As we saw in (5.4.17), the boundary expansion of the X-field starts with the bare quark mass as the
lowest order coefficient. The second term contains the chiral condensate and this is the quantity we are
interested in. The main goal is then to solve the equations of motion for X and distill this coefficient of
the boundary expansion. Since our computations are done in the Euclidean formalism, we impose our
solution to be finite at the black hole horizon.2
Before discussing the temperature-dependent chiral condensate in the deconfined regime, we will
first discuss it in the low temperature confined region. Note that it is a general property of holographic
2We note that we choose X to be time-independent, so our computation borders the Lorentzian and Euclidean methods.
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models that the confined regime is described by thermal AdS. The temperature does not emerge from
the geometry itself (it is an independent variable) and hence the chiral condensate, as determined by
solving bulk equations of motion, is independent of the temperature. This is a general feature of large N
holographic models and is something we will not be able to remedy.










X0 = 0, (6.2.2)
where f (r) is the horizon function of the black hole. Magnetized AdS can be found by taking rh→ ∞ in
f (r).
To derive this, we remark that the background magnetic field appears explicitly both in the metric as in
the covariant derivatives of X . The latter contribution vanishes though for the case at hand, since the
magnetic field is modeled into the (diagonal) vector part of the flavor gauge group AL = AR and we take
X to be proportional to the identity matrix in flavor space. So
DµX = ∂µX− iAL,µX + iXAR,µ = ∂µX , (6.2.3)
hence the only way in which the magnetic field enters, is through its presence in the metric. This demon-
strates that we would find no dependence on the magnetic field at all if we were to exclude the backre-
action of the B-field on the geometry. Notice here that the foregoing argument stands also were X to be
merely diagonal. The equation (6.2.2) is thus identical for the up and down quark sector, hence there is
only need for a single X0. This explains why we maintained from the start X ∝ 1N f .
The chiral condensate for the confining background
The T → 0 limit of the AdS black hole solution will not yield thermal AdS when magnetic fields are
turned on; instead it gives the extremal black hole solution. Hence to discuss the confinement behavior
of the condensate, we need to numerically solve for the condensate directly in AdS space.
One can show (and we will do so for the deconfining black hole in the next subsection) that the boundary
expansion of the X-field is of the form:





where m is the bare quark mass. We demonstrate in Appendix C.3 that the actual (single flavor) conden-




(σ(B,T )−σ(B = 0,T = 0)) . (6.2.5)
The l.h.s. of the above equation is, by construction, finite.
Numerically, we shoot from the boundary until a normalizable solution is found, which fixes σ. In
Figure 6.5 we show the resulting condensate σ (actually σcm ) as a function of the external magnetic field
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for different values of `c.3 The behavior changes quite drastically. Note that for `c
√
c = 2, one finds











c = 2. This again shows that one must choose `c not too large to have a trustworthy model. It is
















c = 0.5 (green), `c
√
c = 1 (blue), `c
√
c = 2 (orange).
clear that one needs to have `c not too small, since the condensate would drop with increasing magnetic
field then4, but also not too large, since horizons in the geometry might develop. To determine a suitable
value for `c, we will compare the results here to those given by the lattice computation of [92]. In the



















Just plugging in the real bare quark mass in this formula, results in a gross underestimation of the chiral
condensate. This is a general property of the soft wall model: 〈ψ¯ψ〉 ∼ m and hence a small bare quark
mass leads to a small condensate. We remedy this situation by artificially choosing a much higher value
of the bare quark mass m to obtain a reasonable behavior for the chiral condensate at B = 0 but T 6= 0.
This is detailed in Appendix C.4, where we obtain m = 2.967 GeV. Note that this is roughly a factor of
3Since the differential equation contains singular points, we need to perform a Frobenius series expansion near these points.
This is presented in the next subsection for the black hole case.
4And as such, be in contrast with the expected magnetic chiral catalysis at zero temperature.
5To be more precise, the condensate averaged over up and down flavor. Since we still have a degenerate condensate, the ∆Σ
of [92] does correspond to our 〈ψ¯ψ〉 without the need to worry about factors of 2.
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1000 larger than the actual bare quark mass.
With this value of the bare quark mass, and the experimental values of the pion mass and decay constant,
one computes the prefactor of (6.2.8) to be 2997.60, which is gigantic compared to the actual QCD value
of this prefactor (0.0085).6 Since this means that the curves in Figure 6.5 are blown up tremendously
compared to QCD, the suitable window of `c shrinks substantially. Hence the value of `c that we should
take is almost uniquely determined by the condition that the curve as drawn above is almost flat.7 Closer
scrutiny and comparison with the lattice results for very small applied magnetic field leads to a suitable
value of `c = 0.4√c ≈ 1.03 GeV−1 (close to the green curve of figure 6.5).8 This value of `c is also in
reasonable unison with the Hawking-Page analysis performed above.
If one would compute the relative condensate for higher values of B , one would find a discrepancy with
the lattice results for any `c: the curve here roughly follows a parabolic shape, whereas one should obtain
linear behavior for larger magnetic fields. But of course, for larger magnetic fields, we should not trust
the background in the first place.
We would like to emphasize here that in our set-up we have fixed several holographic parameters for the
B = 0 case (the quark mass m and the 5D Newton constant G5). We hence have absolutely no predictabil-
ity in this case. The value of the additional length scale `c in the confining phase was determined using
the T = 0 and B 6= 0 regime of the theory. However, once these are all fixed, the most interesting T 6= 0
and B 6= 0 regime is fully determined by our model and it is here (and only here) that we will predict
the behavior of the dual QCD-like theory. One might think that all of these additional parameters, that
require experimental or lattice results to fix them, is a serious flaw of our approach. In general this is true,
but since we constrain our model to fit the data in several explored regions of the (T , B) parameter space,
it is hence more likely to find the best possible result of these kinds of models for the final remaining
parameter region (T 6= 0 and B 6= 0) as well.
Chiral condensate in the deconfined phase
As described in the section 5.4 a Frobenius analysis is required again.
Frobenius Analysis
The near-Boundary limit
In the zeroth order expansion around r ≈ 0, the first coefficient of the differential equation (6.2.2)
behaves like ∼ −3r and the second one like ∼ 3r2 . Utilizing the ansatz X0 ∼ rα, we obtain the indicial
equation:
α2−4α+3 = 0 (6.2.9)
6To get these numbers, we used Mpi ≈ 135 MeV, fpi ≈ 86 MeV and we took the actual QCD bare quark mass to be m ≈
5 MeV.
7In effect, this is a shooting method to determine `c.
8This value was determined by matching the lattice value of ∆Σ at B = 0.024 GeV2 with the behavior above determined
numerically by the shooting method.
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Proceeding one level further with the Frobenius analysis, one obtains a1 = 0 and
cb0 = na0,
b1 = b3 = 0,
b2 = arbitrary. (6.2.12)
Choosing b2 = 0 and a0 = b0 = 1 as the overall normalization, we find n = c such that
X01 = r3+O(r5), (6.2.13)
X02 = cr3 lnr+ r+O(r5). (6.2.14)
The field in the boundary limit is a superposition of these solutions:







fixes the coefficient of (6.2.13) to A = m. Therefore we have:






where we choose to absorb a part of C into the logarithmic term and define σ as the remainder. This
number σ is directly related to the 〈ψ¯ψ〉 condensate: the link between this coefficient of the boundary
expansion and the actual QCD quark condensate is made clear in Appendix C.3.9 Clearly, there is no
influence of the magnetic field on the near-boundary limit. It is the same analysis as in the case B = 0
found in (5.4.17).
The near-horizon limit
In the near-horizon (r→ RH) limit, we can expand the horizon function (C.1.4) generically as:





+O (r−RH)2 , (6.2.18)











9The number σ on its own is ambiguous to define as one can freely absorb portions of it into the logarithmic term. The
quark condensate on the other hand luckily does not share this ambiguity and is perfectly well-defined, which we explain in
Appendix C.3.
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whose solutions are:








where the second equality in α2 follows directly from the general expansion of f (r) around the horizon










where we used the condition f (r = RH)≡ 0 to get the result. Therefore the solution in the near-horizon
limit reads:








+O (r−RH)2 . (6.2.22)
In the case B = 0, we recover the solution (5.4.19). Using the solutions (6.2.22) and (6.2.17), we can
numerically integrate the differential equation and determined the dependence of the chiral condensate
on the applied magnetic field B and the temperature T .
The results
The quantity σcm as a function of the dimensionless temperature
T√
c is shown in Figure 6.6 for different
value of the magnetic field.












Figure 6.6: The dimensionless quantity σcm in terms of
T√
c for various values of
B
c . From bottom to top: Blue :
B
c = 0, Red:
B
c = 0.1, Black:
B
c = 0.2, Green:
B
c = 0.5, Purple:
B
c = 1.0.
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The value of the quark mass m was determined above precisely such that atB = 0, the critical temperature
is about 210 MeV. Hence all parameters are known in the above equation, and we can readily plot the
resulting total chiral condensate (i.e. the sum of up and down condensates) as a function of the applied
magnetic field (Figure 6.7).








Figure 6.7: Total 2-flavor condensate 〈Q¯Q〉 in terms of T√c for various values of Bc . From bottom to top: Blue :
B
c = 0, Red:
B
c = 0.1, Black:
B
c = 0.2, Green:
B
c = 0.5, Purple:
B
c = 1.0.
Our main interest in this work lies of course in finding how the critical chiral temperature evolves as the
magnetic field is turned on. One can readily distill this relation using the above numerical work, and we
find the result of Figure 6.8. Quite surprisingly, the numerical data lie almost perfectly on a parabola of
the form Tc√c = 0.002
B2
c2 +0.5396.
For the reader’s convenience, we draw the same relation again, but this time with the phenomenological
value of c = 0.151 GeV2 in Figure 6.9.
Clearly, these Figures show that one finds magnetic catalysis for the chiral phase transition.
As we are working with the black hole geometry (the deconfined phase), we should in principle only
trust these results for T > THP, with THP the Hawking-Page temperature determined in Section 6.1 as
a function of B . In the confined phase geometry (thermal magnetized AdS), the temperature does not
figure in the geometry itself. This makes all computations manifestly independent of the temperature,
and the chiral condensate would be constant as a function of T all the way up to THP.
This property is a generic feature of holographic classical backgrounds (large N approximation) since the
only way to properly introduce the temperature into the geometry is by including a black hole horizon.
As pointed out in the section 5.4 the chiral condensate would exhibit a discontinuous jump at THP where
it suddenly starts following the above deconfined curves. This happens for any value of B . Note though
that this complication happens at a lower temperature than Tc and hence its effect for our purposes is not
really visible.10
10One could object here and say that we chose Tc to be larger than THP. This is indeed true and this is necessary to have






























Figure 6.8: Chiral phase transition temperature Tc√c as a function of applied magnetic field
B
c . The green curve
represents a parabolic fit to the data.
Perhaps the critical transition temperatures will develop a different behavior if the magnetic field
keeps to grow, but we refrain from speculating about this. As we do know our results are exact at
leading order in B2, they are trustworthy for sufficiently small values of the magnetic field, and already
in this region, our holographic predictions are at odds with the lattice predictions for the chiral transition.
Another limit that could be probed semi-analytically is the B→∞ case, the corresponding metric is also
known analytically and presented in the Appendix of [195]. The deconfinement transition in the hard
wall model in this extreme limit was analyzed in [197]. We will not generalize that analysis to our current
soft wall setting, as the phenomenologically interesting region, potentially realizable during a heavy ion
collision, is not that of a very large magnetic field.
On general grounds [71], it is expected that a magnetic field promotes chiral symmetry breaking, said
otherwise, it acts as a catalyst. Naively, one would thus also expect that the chiral transition temperature,
at which chiral symmetry is restored11, increases. Nonetheless, state-of-the-art lattice QCD revealed
at sufficiently high temperature an inverse magnetic catalysis in the chiral sector [91, 92, 99]. This has
stimulated a lot of research, see e.g. [106–115].
As we are to consider QCD around the deconfinement transition, at which instance it is still strongly
coupled, we need a suitable tool to access this regime, this in addition of a magnetic field that further
complicates matters. One such tool is based on the AdS/CFT correspondence, adapted to the study of
strongly coupled QCD questions.
In recent AdS/QCD papers [105,197], the inverse catalysis was reported, though we must remark that
these papers solely studied the deconfinement temperature, using different set-ups per paper. No chiral
any sensible result at all. If one would not do this, and the chiral temperature Tc would be reached before the deconfinement
temperature THP, the condensate would suddenly jump to zero (where we interpret negative values of the condensate to mean
that it vanishes).
11Suitably defined in the presence of massive dynamical quarks.
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Figure 6.9: Chiral phase transition temperature Tc (GeV) as a function of applied magnetic field B (GeV2) for
c = 0.151 GeV2.
physics was directly included and the faith of a genuine (inverse) magnetic catalysis remained a bit mys-
tified. To our knowledge, there are till today no AdS/QCD papers, be it top-down or bottom-up, on the
market that can accommodate for a chiral transition temperature dropping with increasing magnetic field.
Here we investigated this question into more depth for the first time, this by employing a phenomeno-
logical hard and soft wall AdS/QCD model supplemented with a magnetic field in the bulk and with an
appropriate asymptotic AdS behavior of the 5D magnetic field-dependent bulk metric [195, 196].
Throughout the course of that chapter, we obtained several in se interesting results: we studied the
black hole horizon structure of the D’Hoker-Kraus solution [195, 196]; we analyzed the thermodynamic
stability of our model in the region of interest; we corroborated on how to introduce a finite chiral
condensate; we elaborated on how, at nonzero magnetic field, the AdS length L is no longer completely
decoupling from physically relevant quantities. In summary, this chapter was able to provide in one way
how AdS/CFT correspondence can be useful to describe ”real life”. In the next chapter we will be able
to see other application of the correspondence.
Chapter 7
Monopoles and holographic conductivities
This chapter will be based on the work [10]. We focus on a specific transport coefficient, namely, the
AC conductivity. For definiteness, we consider here a (2+1)-dimensional QFT defined at the boundary
of a (3+1)-dimensional asymptotically AdS background.
One of the many attractive features of the holographic correspondence is the fact that it can be used
to compute non-equilibrium transport properties in strongly-coupled theories with gravity duals. This
has been extensively investigated in the last decade in the context of the strongly-coupled quark gluon
plasma [201–203]. Recently, the holographic duality has been also used in the description of some
properties of strongly correlated condensed matter systems, as reviewed in [204–209].
It has been shown in [210–212] that the AC conductivity associated with a conserved vector current
sourced by the boundary value of an Abelian 1-form bulk gauge field in an AdS3+1-Schwarzschild back-
ground displays no dependence on the frequency of the externally applied electric field at the boundary.
This remarkable result was linked in [210] with the fact that Einstein-Maxwell theory’s in a (3+ 1)-
dimensional bulk is electromagnetically self-dual. This observation was later used in [213] to present a
way of turning on a nontrivial frequency-dependence for the QFT’s conductivity by breaking this bulk
electromagnetic self-duality via the introduction of higher derivative interactions in the bulk action for
the metric and the Maxwell field.
In this chapter we introduce a new way of breaking the electromagnetic self-duality of Einstein-
Maxwell’s theory in a (3+ 1)-dimensional bulk which induces a nontrivial frequency-dependence for
the AC conductivity of the strongly coupled QFT in (2+ 1)-dimensions. This is done in Section 7.1
by sourcing the QFT conserved 1-form current with the boundary value of a massive 2-form bulk field
satisfying a special boundary condition, namely, that the effective mass of the 2-form bulk field vanishes
at the boundary. The requirement of finiteness of the action imposes that the boundary value of this
2-form field reduces to the exterior derivative of a 1-form Maxwell gauge field, which then sources
the boundary QFT conserved vector current operator. Remarkably, in such a scenario the QFT DC
conductivity vanishes, while at high frequencies one recovers the constant result for the conductivity
characteristic of Einstein-Maxwell’s theory. These results display a certain degree of universality in the
sense that they are valid for any isotropic black brane background. In Section 7.2, in order to evaluate
numerically the AC conductivity for intermediate values of frequency, we use the AdS3+1-Schwarzschild
background and show that the frequency-dependent behavior of the AC conductivity depends on how the
effective mass of the 2-form bulk field varies in the chosen bulk geometry.
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The setup we discuss in this chapter constitutes a new way to obtain a vanishing DC holographic
conductivity in strongly coupled QFT’s with gravity duals defined in asymptotically AdS spacetimes in
several dimensions. We further argue in the Appendix D that the massive 2-form bulk field may be linked
to the Maxwell 1-form bulk field through a condensation of magnetic monopoles in the bulk. In fact,
we argue that the vanishing DC holographic conductivity should be a generic property of 3-dimensional
QFT’s that can be described using a 4-dimensional effective action modeling a phase in which magnetic
monopoles have condensed in the bulk. We also discuss in Section 7.3 that a similar reasoning using a
Proca field in the bulk, instead of a massive rank 2 tensor, leads to different results for the conductivity
which are qualitatively the same as those obtained in the context of holographic superconductors in the
probe approximation discussed in [214].
7.1 Massive 2-form bulk field and holographic conductivity
We begin by writing down a bulk action for a quadratic massive 2-form field, Kµν, with a specific
interaction with a (dimensionless) real scalar field, M, in a curved 4-dimensional spacetime1 M3+1,






















where Λ is the mass of the 2-form field, g¯ is the (dimensionless) coupling of the scalar field with the
background, and V (M) is an arbitrary potential for the scalar field. The above action is discussed, for
instance, in Section 3.8 of [215] in the context of the dual Abelian Higgs model describing a monopole
condensate. We treat this in the Appendix D, but for now let us discuss how we may employ (7.1.1)
in a very simple manner to obtain new results concerning the holographic conductivity associated to a
conserved vector current in the boundary QFT.
Let us first rescale Kµν 7→ Kµν/Λ in (7.1.1) and define also the rescaled scalar field
m(u) := ΛM(u), (7.1.2)
where we assumed that the scalar field depends only on the holographic radial coordinate, u. Then, the
















The action (7.1.3) may be loosely thought as the action for a quadratic massive 2-form field with an
effective radial-dependent mass, m(u). However, this action just by itself explicitly violates diffeomor-
phism invariance since its energy-momentum tensor is not covariantly conserved. This is simply due to
the fact that the scalar field, m(u), which couples to the 2-form field, is a dynamic field and the partial
action (7.1.3) does not take into account the dynamics of this scalar field, which is considered in this
sense as an external field.
1Note that here we only consider the probe limit in which the (fixed) background metric influences the 2-form field and the
scalar field but those do not backreact on the metric. A natural generalization to be pursued in the future consists in considering
also the metric field to be dynamic.
2The background metric will be defined in Section 7.2
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On the other hand, the complete action (7.1.1) (which includes the dynamics of the scalar field/effective
mass) is diffeomorphism-invariant and has a convariantly conserved energy-momentum tensor. Nonethe-
less, the partial action (7.1.3) does provide a shortcut for the calculation of 2-point correlation functions
of components of the 2-form field. Note that the two terms present in the dynamical sector for the effec-
tive mass in the complete action (7.1.1), which are being neglected in the simpler partial action (7.1.3),
do not couple directly to the 2-form field. Therefore, the equations of motion and also the functional
form of the 2-point correlation functions of components of the 2-form field are exactly the same when
derived from the complete action (7.1.1) or from the partial action (7.1.3). Consequently, in what con-
cerns the calculation of 2-point correlation functions of components of the 2-form field, the neglected
dynamics of the effective mass in the partial action (7.1.3) only influences the results indirectly by re-
stricting the possible forms of the effective mass given a certain choice for the scalar field potential in
(7.1.1). However, since the potential for the effective mass was taken to be arbitrary at this point, one can
take a prescribed profile for m(u) in the partial action (7.1.3), calculate the 2-point correlation functions
for components of the 2-form field using this simpler action, and the corresponding results may be in
principle equivalently obtained from the complete action (7.1.1) by choosing a potential which gives the
used profile for m(u) as a solution of the classical equations of motion for the scalar field. In this way,
the partial action (7.1.3) suffices to capture the essential physics required for the calculation of 2-point
correlation functions of components of the 2-form field and, thus, it constitutes a much simpler path than
the one where the complete action (7.1.1) is used from the outset. Therefore, in the following we shall
only consider the partial action in (7.1.3).
The holographic dictionary [5,28,29] states that the boundary value of a massless 1-form bulk gauge
field acts as a source for a conserved 1-form current at the boundary QFT. However, here we want instead
the boundary value of the massive 2-form bulk field Kµν in (7.1.3) (or, more generally, in (7.1.1)) to be
the source for a conserved vector current at the boundary. Indeed, the essential observation is that while
a conserved 1-form current couples to a massless 1-form gauge field at the boundary, this does not imply
that one must necessarily have a massless 1-form gauge field in the bulk. Another possible way to obtain
a massless 1-form gauge field at the boundary sourcing a conserved vector current operator, which shall
be pursued in this work, consists in having a massive 2-form field in the bulk with an effective radial-
dependent mass that vanishes at the boundary. In this case, the requirement of finiteness for the action







→ K0i j = ∂[iA0j] . (7.1.4)
Therefore, as one approaches the boundary the numerator of the kinetic term for Kµν in (7.1.3) vanishes
and the mass term for the 2-form field reduces to the kinetic term for a boundary Maxwell field4. Note
that the same reasoning implies that if we take the mass scale Λ in (7.1.2) to zero we obtain from (7.1.3)
a Maxwell action in the bulk. This means that Λ gives a connection between a bulk Maxwell action
and the action for a massive 2-form field, whose physical meaning we elaborate in the Appendix D. It
is also important to observe that imposing that the effective mass function for the 2-form field in the
partial action (7.1.3) vanishes at the boundary, from the point of view of the complete action (7.1.1),
corresponds to take this effective mass as a relevant deformation of the boundary QFT, which modifies
only the infrared physics corresponding holographically to the interior of the bulk. Furthermore, besides
the requirement that the effective mass function vanishes at the boundary, we shall also assume that it is
regular in the interior of the bulk.
3The superscript 0 denotes the boundary value of the field.
4Thus, one should expect that at high frequencies the conductivity calculated via the action (7.1.3) agrees with the one
calculated via the Maxwell action in the bulk. This is indeed the case as we shall show in the following.
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It is useful at this point to contrast our setup with the one used in the calculation of the AC conduc-
tivity in Einstein-Maxwell’s theory in an AdS3+1-Schwarzschild black brane background [210]. In this





√−gF 2µν , (7.1.5)
where Fµν=∇µAν−∇νAµ. The AC conductivity associated with the boundary value of the bulk Maxwell
field is just a constant [210–212]5
σMaxwell(ω) = 1. (7.1.6)
The DC conductivity is given by the real part of the zero frequency limit of the AC conductivity and,
since the Maxwell AC conductivity is a real-valued constant, the DC conductivity coincides with it.
7.1.1 Boundary current propagator and conductivity from the on-shell action
Now let us see how the conductivity behaves if one follows the alternative holographic approach
discussed in the previous section based on the action (7.1.3) for a massive 2-form field satisfying the
boundary condition (7.1.4). The results of this section hold for any diagonal and isotropic black brane
background of the form6
gµν = diag [guu(u),−gtt(u),gxx(u),gxx(u)] , gtt(u) = H(u)(uH −u), guu(u) = G(u)uH −u , (7.1.7)
where the boundary is located at u = 0 while the horizon is at u = uH where gtt has a simple zero and














where the prime denotes a derivative with respect to the holographic coordinate, u.




; a,b = x,y, (7.1.9)
where GRab(ω) ≡ GRab(ω,~q =~0) is the retarded thermal 2-point correlation function of the boundary
QFT vector current evaluated at vanishing spatial momentum. Assuming spatial isotropy it follows
that σxx(ω) = σyy(ω)≡ σ(ω) 7. In order to calculate this retarded propagator we follow the holographic
prescription proposed in [216], which was further justified and generalized in [217–219].
5In these references the conductivity is given by 1/g2, where g is the Maxwell gauge coupling. Since in four dimensions
this coupling is just a dimensionless constant, one may trivially absorb it in the normalization of the Maxwell field and the
corresponding AC conductivity is set to 1, as in (7.1.6). If one wants to keep this coupling in the expression for the Maxwell
AC conductivity one should then correspondingly insert a constant factor of g2 in the denominator of the mass term in the
action (7.1.3), since, as discussed before, (7.1.4) implies that this mass term goes to the Maxwell action as one approaches the
boundary.
6We define gtt > 0.
7The off-diagonal Hall conductivity, σxy(ω), vanishes for the holographic setup considered here due to parity conservation.
The Hall conductivity can be studied within our approach by including a topological term of the type ∼ θKµνεµνλρKλρ in the
Lagrangian displayed in (7.1.3).
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−√−ggνσgαβKσβ = 0. (7.1.10)





After taking the limit of zero spatial momentum and substituting the Fourier mode: Kµν(u, t,ω) ≡











































Kux = 0, (7.1.13)
Kux− iωω2−m2(u)gtt K
′
























Kuy = 0, (7.1.15)
Kuy− iωω2−m2(u)gtt K
′
ty = 0, (7.1.16)
Kut = 0. (7.1.17)























(ω2−m2(u)gtt)Ktx = 0. (7.1.18)
We can also recast (7.1.18) into the following compact form by looking directly at the tx-component of












Ktx = 0. (7.1.19)
The asymptotic solution of (7.1.18) near the boundary behaves in the same way as the asymptotic
solution for a Maxwell field9, Ktx(u→ ε,ω)∼C1(ω)+C2(ω)ε, as long as the mass function (7.1.2) near
8For the sake of notation simplicity we distinguish a function from its Fourier transform only by their arguments.
9Here u = ε is an ultraviolet cutoff corresponding to a fixed u-slice of the asymptotically AdS3+1 space near the boundary
at u = 0.
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Ktx(u, t,ω) = K0tx(t,ω) =−iωA0x(t,ω). (7.1.20)
In order to factor out the source term for the boundary QFT vector current operator, we define
Ktx(u,ω)≡−iωA0x(ω)F(u,ω) (7.1.21)
and in terms of the function F(u,ω) the Dirichlet boundary condition (7.1.20) becomes F(0,ω) = 1.
In order to obtain the retarded propagator of the conserved vector current at the boundary one discards
the piece of the total on-shell action evaluated at the horizon and take into account only the part evaluated
at the boundary [216]. Furthermore, one must work with on-shell field configurations satisfying the in-
falling wave condition at the horizon. Then, the sector of the on-shell boundary action contributing to




















where (· · ·) denotes terms that do not contribute to GRxx(ω).
As discussed before, for mass functions satisfying the near-boundary asymptotics m(ε) ∼ εa, with
a= 1 or a> 3/2, the asymptotic solution of the equation of motion for the 2-form field near the boundary
is the same as the asymptotic solution for the Maxwell field, and one can easily show that the on-shell
boundary action (7.1.22) remains finite in the limit ε→ 0, such that one does not need to resort to the
holographic renormalization procedure [220–224] in these cases, i.e, the boundary condition for the
massive 2-form ensures that the on-shell action is finite at the boundary just like the Maxwell action is in
the same dimensionality. Then, we can immediately obtain from (7.1.22) and (7.1.9) the expressions for

























It is important to observe here that (7.1.23) corresponds to the 2-point correlation function of the same
boundary QFT vector current operator as in the case of a Maxwell field in the bulk since, at the boundary,
the source for this operator is exactly the same in both cases corresponding to a 1-form Abelian gauge
field. Also, the dimension of this operator is exactly the same in both cases since as discussed before
the asymptotic solution for the 2-form field near the boundary coincides with the asymptotic solution for
the Maxwell field. Still, the results for the 2-point correlation functions in the cases of the 2-form field
and the Maxwell field and, consequently their associated conductivities, are different in the infrared. As
10Note that in (7.1.20) we are omitting the dependence of the Fourier modes on the spatial momentum since it does not
contribute to GRxx(ω), which is the quantity we want to calculate.
11We used the reality condition: Ktx(x) = K∗tx(x)⇒ Ktx(u,−ω,−~q) = K∗tx(u,ω,~q). Also, we employed the set of equations
of motion (7.1.12) - (7.1.17) to set Kut = 0 and identify Kux as a function of K′tx in the on-shell boundary action.
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discussed in the Appendix D, this is related to the fact that these two different pictures describe different
phases of the system.
Note that in the deep ultraviolet, ω Λ, T , one can approximate ω2−m2(u)gtt(u) ≈ ω2 and, thus,
the decoupled equation of motion (7.1.18) for F reduces to the equation of motion for the x (or also the













F = 0, for ω Λ, T. (7.1.25)
Therefore, in this ultraviolet regime, the Green’s function in (7.1.23) reduces to the Green’s function














Consequently, we necessarily recover the result for the Maxwell conductivity at high frequencies, as
expected. This general analytic result will also be useful as a consistency check of the numerical results
for the AC conductivity in Section 7.2.
In order to compute the AC conductivity (7.1.24), we substitute the Ansatz (7.1.21) into (7.1.19) and





















Using the Dirichlet boundary condition limε→0 F(ε,ω) = 1, one finds that AC conductivity (7.1.24) can







Since (7.1.28) is a first order differential equation, one needs only one boundary condition to solve it










(uH −u) , (7.1.30)





16pi2T 2(uH −u)2 F = 0, (7.1.31)
and the solution satisfying the in-falling wave condition at the horizon is
F(u→ uH ,ω)∼ (uH −u)− iω4piT . (7.1.32)
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Therefore, the general Ansatz for F that satisfies the in-falling wave condition at the horizon is
F(u,ω) = (uH −u)− iω4piT P(u,ω), (7.1.33)
with P(u,ω) being regular at the horizon. By substituting (7.1.30) and (7.1.33) into (7.1.27), one finds
the boundary condition for Π at the horizon
Π(uH ,ω) = 1. (7.1.34)
7.1.2 Infrared limit: zero DC conductivity
Let us now discuss the infrared limit in which ω is much smaller than the other energy scales of the







Π2 = 0, for ω Λ, T. (7.1.35)
The general solution of (7.1.35) is given by
Π(u;ω Λ, T ) = ω−Cω+ i∫ uHu dξm2(ξ)√guu(ξ)gtt(ξ) . (7.1.36)
The in-falling condition (7.1.34) fixes the integration constant in (7.1.36) to be C =−1. Then, since m(u)











)2 = 0. (7.1.37)












)2 ≤ 0, (7.1.38)
with the equality being saturated in the limit of zero frequency.
Therefore, in our approach σDC vanishes as long as the mass scale that characterizes the 2-form bulk
field, Λ, is nonzero. This result displays a certain degree of universality in the sense that it holds for
the general background in (7.1.7) using very mild assumptions for the mass function m(u), namely, that
limε→0 m(ε) ∼ εa, with a = 1 or a > 3/2, and that m(u) is finite in the interior of the bulk (including at
the horizon). The fact that the DC conductivity vanishes even for an arbitrarily small Λ suggests that this
energy scale may be connected to the existence of some type of condensate in the bulk. In the Appendix
D we argue that Λ can be associated with the presence of a monopole condensate in the bulk. In this
sense, the DC conductivity in the QFT is analogous to an order parameter that attests the presence of a
magnetic monopole condensate in the bulk.
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7.2 Numerical results for the AC conductivity
In this section we shall specify a background to numerically evaluate the AC conductivity for some
simple choices of m(u) that fulfill the general requirements discussed in the previous section. We take
the near-horizon approximation of the non-extremal M2-brane solution of 11-dimensional supergravity,




(− f (U)dt2+dx2+dy2)+ L2dU2
4U2 f (U)
; U ∈ (UH ,∞), t,x,y ∈ (−∞,∞), (7.2.1)
where L/2 is the radius of the asymptotically AdS space (half of the radius L of the 7-sphere [225], which
we did not write explicitly above), f (U) = 1−U3H/U3, and UH is the non-extremality parameter (UH = 0









= 1−u3 =: h(u), (7.2.2)







; u ∈ (0,1), t,x,y ∈ (−∞,∞), (7.2.3)
where, in the new dimensionless coordinate u, the boundary of the space is at u = 0 and the horizon is at






and, by substituting (7.2.4) into (7.2.3), we obtain the final form for the AdS3+1-Schwarzschild back-







; u ∈ (0,1), t,x,y ∈ (−∞,∞). (7.2.5)
Now, all we have to do in order to compute the real and imaginary parts of the AC conductivity
(7.1.29) is to numerically integrate (7.1.28) with the background (7.2.5) and impose the in-falling condi-
tion (7.1.34). We start the integration slightly above the horizon13 and go up to an ultraviolet cutoff near
the boundary. The numerical results obtained for the real and imaginary parts of the AC conductivity are
shown in Fig. 7.1 for some different choices of the mass function (7.1.2).
One can see that for high frequencies the AC conductivity approaches the constant result found in
the Maxwell case in (7.1.6). In the opposite limit of zero frequency, both the real and imaginary parts of
the conductivity vanish. For intermediate values of frequency the curves for the real and imaginary parts
of the AC conductivity display extrema controlled by the value of the mass scale Λ; as one increases the
value of Λ these extrema become more pronounced and get pushed towards higher frequencies. When
Λ vanishes one recovers the constant result (7.1.6) for the conductivity. Therefore, the AC conductivity
vanishes at zero frequency and becomes a (real-valued) constant at large frequencies, which is in agree-
ment with the general proof given in the previous section. In the intermediate range of frequencies the
results for the AC conductivity depend on the form of the effective mass function of the 2-form field and
the properties of the background metric.
12See, for instance, the discussions around Eqs. (119) and (259) of [225].
13Note that the horizon is a singular point of (7.1.28).
90 CHAPTER 7. MONOPOLES AND HOLOGRAPHIC CONDUCTIVITIES











































Figure 7.1: (Color online) Real and imaginary parts of the AC conductivity as a function of the dimensionless
frequency variable, w= 3ω/4piT , for different values of the dimensionless constant CΛ = ΛL/2. The blue dashed
curves correspond to the Maxwell results for the conductivity obtained by setting CΛ = 0. Solid black and gray
dashed curves correspond to the results for CΛ = 1 and 2, respectively. The upper plots were generated with the
mass function M(u) = tanh(u) while the lower plots were obtained with M(u) = tanh(u2).
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7.3 Proca conductivity
In this Appendix we derive the holographic conductivity associated with an effective Proca theory in
the bulk following the same general steps discussed in the previous Sections. In other words, the effective
mass of the Proca field vanishes at the boundary where it becomes a Maxwell gauge field that sources a
conserved vector current in the boundary QFT. We are going to discuss also how this may be related to
the holographic superconductor14 setup proposed in [214].
In analogy to the discussion carried out in Section 7.1, let us begin by writing down a bulk action for



















This action is equivalent to the action for the Maxwell-complex scalar field theory in Eq. (4) of [214],
with the Maxwell gauge field becoming Higgsed into an effective Proca field after its longitudinal sector
became a physical degree of freedom by “eating up” the derivative of the phase field, ϕ, of the complex
scalar field Ψ≡meiϕ describing the electric condensate. The sector of the complete action (7.3.1) which
depends on the massive vector field is given by the following Proca action, where as before, we are taking















As remarked in Section 7.1, we note that the partial action (7.3.2) does not have a covariantly conserved
energy-momentum tensor because it neglects the dynamics of the effective mass field (taken into account
in the complete theory (7.3.1), which does have a covariantly conserved energy-momentum tensor).
However, for the calculation of 2-point correlation functions of components of the Proca field, the results
obtained by using the simpler partial action (7.3.2) with some prescribed profile for m(u) which vanishes
at the boundary may be in principle also obtained from the complete action (7.3.1) by choosing an
adequate potential for the (relevant) effective mass field. Note also that when this mass vanishes the
electric condensate in the bulk disappears and we recover from both, (7.3.1) and (7.3.2), the Maxwell
action.
In order to calculate the conductivity we only need the equation of motion for the x-component of














Ax = 0. (7.3.3)
Let us now define the Ansatz
Ax(u,ω) = A0x(ω)F(u,ω), (7.3.4)
14Strictly speaking, the setup proposed in [214] corresponds to a holographic superfluid or to a holographic superconductor
in the limit of a nondynamical boundary electromagnetic gauge field. The absence of a dynamical gauge field at the boundary in
such description is tied to the chosen boundary condition for the bulk gauge field, namely, the Dirichlet boundary condition. As
proposed in [247–250], a dynamical gauge field at the boundary may be turned on by using a Neumann boundary condition for
the bulk gauge field, allowing the study of the important role played by dynamical gauge fields in holographic superconductors.
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such that, in terms of F , the Dirichlet boundary condition for the Proca field is given by F(0,ω) = 1. The


















A0x(ω,~q)+(· · ·), (7.3.5)
where (· · ·) denotes terms that do not contribute to GRxx(ω). From (7.3.5), we immediately read off the


































and that Π(uH) = 1, with the conductivity given by the boundary value of Π. At low frequencies, one
can then show from (7.3.8) that the imaginary part of the Proca conductivity diverges as O(ω−1) which,
due to the Kramers-Kronig relations, implies that the real part of the Proca conductivity displays a delta
distribution at zero frequency15 [214], that is, the Proca DC conductivity diverges. The numerical results
for the Proca AC conductivity for the same choices of the mass function (7.1.2) and background (7.2.5)
used in Section 7.2 are shown in Fig. 7.2.
These results are clearly different from those derived in Section 7.2, which are displayed in Fig. 7.1,
with the main difference relying on the fact that the DC conductivity associated with the massive 2-form
field vanishes while the DC Proca conductivity diverges. In fact, the curves obtained in Fig. 7.2 for the
Proca conductivity are qualitatively the same as the curves shown in Fig. 2 of [214], which were obtained
in the context of a probe holographic superconductor.
Indeed, by employing the AdS3+1-Schwarzschild metric written in the form of Eq. (1) of [214], the
Proca equation of motion (7.3.3) is equivalent to the equation of motion (13) of [214] for a Maxwell
perturbation in the probe holographic superconductor described by the Maxwell-complex scalar field
theory defined on a fixed background corresponding to the AdS3+1-Schwarzschild space, provided we
identify the effective radial-dependent Proca mass m(u) with the modulus of the complex scalar field
in the context of the probe holographic superconductor discussed in [214]. This scalar field has two
normalizable modes near the boundary which act as sources for two different charged scalar operators
at the boundary QFT with different scaling dimensions. Then, one may impose two different Dirichlet
boundary conditions where one of these modes vanishes at the boundary while the other one remains
finite. According to Eq. (10) of [214], when the boundary charged scalar operator with dimension 1
15This delta distribution for the real part of the conductivity at zero frequency is hard to see numerically and it is inferred
from the divergent behavior of the imaginary part of the conductivity at zero frequency.
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Figure 7.2: (Color online) Real and imaginary parts of the AC conductivity as a function of the dimensionless
frequency variable, w= 3ω/4piT , for different values of the dimensionless constant CΛ = ΛL/2. The blue dashed
curves correspond to the Maxwell results for the conductivity obtained by setting CΛ = 0. Full black and gray
dashed curves correspond to the results for CΛ = 1 and 2, respectively. The upper plots were generated with the
mass function M(u) = tanh(u), while the lower plots were obtained with M(u) = tanh(u2).
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condenses, the expectation value of the boundary charged scalar operator with dimension 2 vanishes,
and vice-versa.
From the identification proposed above and also by comparing the curves in Fig. 7.2 with the curves
in Fig. 2 of [214] we see that the boundary condition we imposed, namely, that the effective mass of the
Proca field vanishes at the boundary, should be related to the condensation of a charged scalar operator
at the boundary and that the dimension of such operator is controlled by the near-boundary asymptotics
of the mass function for the Proca field16.
Along this chapter we proposed a new way to obtain a nontrivial AC holographic conductivity in a
(2+1)-dimensional strongly coupled QFT. Our approach involves a massive 2-form field in the bulk that
satisfies a special boundary condition, namely, that the effective mass of this 2-form field vanishes at the
conformal boundary. In this case, the requirement of finiteness of the action imposes that the boundary
value of this 2-form field corresponds to the exterior derivative of a massless 1-form Abelian gauge field.
This gauge field can be used to define the correlation function of the boundary conserved vector current
in the strongly coupled thermal QFT.
This boundary condition for the massive 2-form implies that in the ultraviolet limit of high frequen-
cies the AC conductivity calculated in this approach reduces to the result found in the case where the
source for the QFT vector current is the boundary value of a massless 1-form gauge field that exists
throughout the bulk. However, at intermediate values of the frequency (when compared to the mass scale
of the massive 2-form bulk field and the background temperature) the behavior of the AC conductivity
obtained here differs considerably from that obtained using the Maxwell action in the bulk. In fact, it
displays nontrivial profiles for its real and imaginary parts as functions of the mass of the bulk 2-form
field and the dimensionless ratio between the frequency of an externally applied electric field at the
boundary QFT and the temperature of the thermal bath. Most interestingly, the DC conductivity exactly
vanishes. The absence of charge transport in this system is valid for a large class of black brane metrics
and choices for the effective mass function m(u) of the 2-form in the bulk. We also argued that this mas-
sive 2-form can be naturally understood as an effective field describing the long wavelength excitations
of a condensate of Dirac magnetic monopoles in the asymptotically AdS bulk.
Recently, there have been several studies concerning magnetic defects in holography, see for instance
[243–246], and we are currently working on establishing a more direct connection between our results
and those discussed in these works. In this work, we focused on the low energy effective theory in the
AdS bulk after the condensation of magnetic monopoles has taken place instead of trying to describe
the condensation process per se, as recently investigated in [246]. The effective theory we used can be
easily constructed using a simple generalization of the well-known Julia-Toulose approach to describe
the condensation of topological defects in the case where the defects condense in an asymptotically AdS
spacetime. Our results computed using the bulk low energy effective theory give support to the idea that
a magnetic monopole condensate in the bulk leads to a vanishing DC conductivity in strongly coupled
3-dimensional QFT’s [243, 244, 246].
16Note that for the mass functions used to obtain the plots in Fig. 7.2 we have near the boundary m(ε)∼ ε and m(ε)∼ ε2 for
the upper and lower plots, respectively.
Chapter 8
Conclusion
An analytical framework who consistently describes the whole physics behind gauge theories is still
a mystery. As explained before the non-perturbative sector of these theories are hard to access, due to the
strong interaction. Along the years some tools have been developed. In this thesis we presented some of
them.
In chapter 2 we have described the algebraic renormalization framework. It is a powerful tool in
order to check the renormalizability of a theory. First, because it is renormalization scheme independent
and second because it is an all order proof in perturbation theory. For instance, the fact that it is renor-
malization scheme independent is what make it perfect to analyse supersymmetric theories. It’s a way to
preserve supersymmetry and other symmetries at the same time.
In chapter 4 we introduced the groundbreaking work of Gribov [12]. This works reveals a way to
describe confinement by restricting the path integral to the Gribov region. This restriction modifies the
behavior of the gluon propagator in the infrared regime. The new form of the propagator violates the
positivity condition, in desagreement with quantum mechanics, signalizing that in this regime the fields
no longer can be interpreted as particles. Thus in the infrared we will not be able to ”see” particles,
meaning confinement. Along the years the work of Gribov has been developed [2–4, 37–39, 252].
In chapter 5 we have addressed the work of Maldacena, namely, AdS/CFT correspondence. The
correspondence is a duality between a strong and weak theories. As so we can use the weak theory
to extract some physical informations from the dual gauge theory. It represents a benchmark advance
in weak-strong dualities system. After while some development has been made in order to reach a
correspondence that treats non-conformal theories such as QCD [43–51, 56–63]. As pointed out this
models possess some drawbacks concerning QCD features and they are preliminary version of a full
sought AdS/QCD correspondence.
In the appendix D we have introduced an effective system where the condensation of the topological
defects are real degrees of freedom. Meaning a system where the topological defects of the system
can condensate governing its dynamics. Due to this condensation the system can be driven to phase
transition. The topological defects belong to the non-perturbative sector of gauge theories. The problem
with under which condition the topological defect can condensate is a issue that needs to addressed.
The applications of the frameworks described before had as a consequence this thesis. We can
summarize this results as:
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• In 3.3 the main result is summarized by eqs.(3.3.40),(3.3.41). In the Landau gauge, only three
renormalization factors, Zg,ZA,Zλ, are needed in order to renormalize the theory. The renormal-
ization constants of all other fields can be expressed as suitable combinations of Zg,ZA,Zλ, as
displayed by eqs.(3.3.41). Moreover, although belonging to the same multiplet, the renormaliza-
tion constant of the gauge field, ZA, turns out to be different from that of the gluino, Zλ, as explicitly
checked through the three loop computations, see eqs.(3.3.46),(3.3.48). As already mentioned, this
feature is due to the use of the Wess-Zumino gauge, in which the supersymmetry is realized in a
non-linear way. Further, the non-renormalization theorem of the gluon-ghost-antighost vertex has
been shown to remain valid in N = 1 Super Yang-Mills;
• In 4.2 the main result is summarized by the action (4.2.11). This action is suitable to study the
confinement of the elementary degrees of freedom, i.e. of gluon and gluinos, as one can infer from
the presence of complex poles in the corresponding two-point correlation functions, eqs.(4.2.15),
(4.2.20), which can be seen as a strong indication of the absence of these excitations from the
physical spectrum. The same action allows the computation of the gluino condensate 4.2.30;
• In 6 the main outcome is that in our holographic magnetized model there is an ”inverse magnetic
catalysis” for the deconfinement transition and do not has inverse magnetic catalysis observed in
the corresponding chiral transition;
• In 7 the main result is that by considering a massive 2-form field as an effective field describing the
long wavelength excitations of a condensate of Dirac magnetic monopoles in the asymptotically
AdS bulk, the boundary DC conductivity exactly vanishes. In other words the results computed
using the bulk low energy effective theory give support to the idea that a magnetic monopole
condensate in the bulk leads to a vanishing DC conductivity in strongly coupled 3-dimensional
QFT’s.
In conclusion all the models described here and its applications provides a good way to describe the
physics behind gauge theories. As we are living the LHC era the amount of data available is huge. By
discovering new physics the tendency is to find new ways to improve our models. The deficiency of the
models described here are also a big motivation to looking for insights to fit more accurately the physics
of experiments..
Appendix A
Notations and conventions in Euclidean
space-time
Units: ~= c = 1.
Euclidean metric: δµν = diag(+,+,+,+).

































The Gamma matrices obey the following properties:
γµ = γ†µ (A.0.1)
{γµ,γν} = 2δµν (A.0.2)
We also define the γ5 matrix as:





with the following properties:
{γ5,γµ}= 0, (γ5)2 = 1, γ†5 = γ5 (A.0.3)
The charge conjugation matrix is:
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with the following properties:
C−1 =−C = C T , C−1γµC =−γTµ (A.0.5)
The σµν tensor is defined as
(σµν)
β
α ≡ 12 [γµ,γν]
β
α (A.0.6)
and has the property σ†µν =−σµν.
Majorana fermions:
The Majorana condition reads:
λC = λ= C λ¯T ⇐⇒ λ¯= λTC , (A.0.7)
leading to the following relations
λ¯γµε= ε¯γµλ and λ¯γµγ5ε=−ε¯γµγ5λ . (A.0.8)















• The Lorentz indices: µ,ν,ρ,σ,λ ∈ {1,2,3,4} ;
• The Spinor indices: α,β,γ,δ,η ∈ {1,2,3,4} ;
• The SU(N) group indices: a,b,c,d,e ∈ {1, . . . ,N2−1} ;
Appendix B
AdS spacetime with constant curvature
B.1 Anti de Sitter space
Anti de Sitter(AdS) space is a space of Lorentzian signature but of constant negative curvature. It is
a Lorentzian signature analog of Lobachevisk space. In d dimensions, AdS is defined by a Lobachevisk-










x2i − x2d+1 =−R2 (B.1.2)
where R is the AdS radius. It is invariant under he group SO(2,d − 1) that rotates the coordinates
xµ = (x0,xd+1,x1, ...,xd−1) by x′µ = λ
µ
νxν. We can reparametarize xµ such that it satisfies the constraint












In the Poincare coordinates the boundary of the AdS will be located at z= 0 along with a point at infinity.
B.2 Black hole AdS space









where L is the AdS radius and the horizon reads:
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B.3 Thermal AdS space
The thermal AdS space is a AdS space with Euclidean time periocity β. The name thermal comes
from the fact that now we have a temperature associated with the time Euclidean periocity. This temper-
ature is arbritary. The thermal AdS can be obtained by letting rh→ ∞ in (B.2.1). Hence,
f (r) = 1 (B.3.1)




(−dt2+ (dz2+dx2+dy2)+dr2) , (B.3.2)
Appendix C
Einstein-Maxwell action and its
magnetized AdS black hole solution
In this section we set the stage by describing the action and classical solution found in [195, 196].
C.0.1 Holographic set-up
















√−g =√−detgµν, FMN is the electromagnetic field strength, R is the Ricci scalar and Λ = −12L2
is the negative cosmological constant. The second piece is the boundary action SMbndy consisting of the
Gibbons-Hawking surface term and holographic counterterms to cancel the UV divergence (close to the




















The 5D solution will be written in coordinates (t, x, y, z, r) where the radial holographic coordinate r will
be introduced shortly; the boundary is found at r = 0. rλ is introduced as a regulating UV cut-off for the
divergence at r = 0. γ denotes the determinant of the induced metric γµν at r→ ∞:
γµν ≡ diag(gtt ,gxx,gyy,gzz) (C.0.4)
and K is the trace of the extrinsic curvature: K := γµνKµν =−√grr ∂r
√γ√γ .
1M stands for Minkowski signature.
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The equations of motion obtained from (C.0.2) are:




∇MFMN = 0. (C.0.6)
Next we describe the D’Hoker-Kraus solution. The black hole metric (perturbative in B) that was found









where L is the AdS radius.
The coefficient functions appearing in this metric are:







































and a constant magnetic field B in the z-direction Fxy indeed solves the Maxwell equations (C.0.6). Some
comments are in order at this point. In f (r) we have introduced an extra length parameter `d that is a
priori a completely independent scale in the problem: for any choice of `d , this metric solves Einstein’s
equations with a constant magnetic field up to order B2.
The factor of rh in ln(rhx) is chosen such that no singularity is encountered at r = rh.
It should be noted that this solution differs from the one utilized in [197] in that the functions q(r) and
h(r) are different; even more so: the metric given in [197] is not even a solution to Einstein’s equations to
the relevant order in B. However, it turns out that (luckily) this on its own does not influence the results
obtained there.







A closely related background can be found by letting rh → ∞. This corresponds to a magnetized AdS









2It is found by setting the charge density ρ= 0 for the solution in section 6 of [196].
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where in this case
































For small enough B, this metric indeed has no horizons. In this case however, the length scale `c is of di-
rect physical relevance. We will later on fix this parameter to find the best match with actual magnetized
QCD by matching to the confined chiral condensate.
Since this represents the confined phase, we can expect the Hawking-Page temperature to be also sensi-
tive to `c (as it uses input from both confined and deconfined phases).
The length scale `Y on the other hand is completely irrelevant for anything we might compute using this
metric up to order B2 in this work.
As is well known, the thermal AdS and the AdS black hole represent both phases of the confine-
ment/deconfinement phase transition. The above solutions hence represent the analogues of these when
a background magnetic field is turned on. Notice that we kept the AdS length L explicit to keep track of
dimensions.
When considering both of these backgrounds as two phases in the same thermal ensemble, one requires
the asymptotic geometry to match. This however is not sufficient to conclude that `d = `c as the dominant
asymptotic behavior of f (r) is the same regardless of the independent choice of `c and `d .
In Appendix C.1, we have collected a technical analysis of the black hole described by the metric (C.0.7),
including its horizon structure in terms of the magnetic field B, the Hawking temperature, its extremal
limit with temperature T = 0 and the difference of the latter with the (needed) magnetized thermal AdS
metric.
To make the transition to the physical boundary magnetic field requires some more thought. The above
background simply describes a magnetic field embedded in AdS. In holography, it is known that one
should model a magnetic field in the boundary theory by including a flavor-diagonal gauge field in the
bulk. The above solution describes this for one flavor only. To proceed, we first embed this system into
a larger one, more suitable to study chiral and confinement properties of the dual gauge theory.
C.1 Magnetized black hole geometry
In this section, we analyze the black hole geometry (C.0.7) that we will utilize in the remainder of
this work. Since, it has some very peculiar properties from the gravity point of view, we take the time
here to perform an elaborate analysis. To appreciate the effects the magnetic field can have on the black
hole horizon structure, we will for the moment ignore the fact that B should be sufficiently small, but we
shall rather consider the black hole metric (C.0.7) for arbitrary B for the time being.
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C.1.1 Internal energy and thermodynamic stability
There is a further thermodynamic stability issue we can discuss using the on-shell action: any stable
thermodynamic theory should have a positive heat capacity. We know that black holes in asymptotically
flat space violate this stability criterion and they are hence unstable towards either evaporation or growth
from the thermal heat bath. In AdS, this does not happen (at least for large AdS black holes) and these
are thermodynamically stable. Since we have altered the black hole solution, it seems interesting to
reconsider this issue for the current geometry. We anticipate small black holes being unstable (just like
in normal AdS).
To start off with, we need to find the thermodynamic internal energy of the system. One way of finding
the mass contained in this spacetime is to use the thermodynamics of the boundary theory.3 The on-shell





















where we have discarded all temperature-independent contributions; these are irrelevant for thermody-
namical purposes and include the UV divergent terms that will require holographic renormalization.5








































































where we again have dropped temperature-independent terms.
This energy depends on three dimensionful quantities: `d , c and B ∼ BL , from which we can construct two
dimensionless numbers. Note that `d only provides a temperature-independent contribution and is hence
irrelevant as we have been neglecting such terms throughout. For computational simplicity and without
loss of generality, we hence fix `d = 1 here. The energy hence depends non-trivially on two independent
parameters. Numerically analyzing the dependence of equation (C.1.2) on RH for a selection of the
parameters, one learns the following lessons:
3An alternative would be to use F = E−T S where one computes S via the Bekenstein-Hawking entropy of the black hole.
We checked however that these expressions do not match when c 6= 0. This is no surprise, as the soft wall does not solve
Einstein’s equations. An other alternative would be to use the ADM definition of mass in asymptotically AdS spacetimes
[253]. This however makes crucial use of the background equations of motion as well. Since the free energy as computed
holographically in the soft wall model has proven to lead to a very nice criterion on the deconfinement temperature [168], we
believe it to be more trustworthy to fully continue in the boundary theory after obtaining F (i.e. to not use any more holographic
dictionary entries). The internal energy E is then computed instead using ∂β(βF).
4An overall prefactor L3/κ2 with κ2 = 8piG5 is left implicit in the following.
5One does have to be a bit careful here, as it seems our result will now depend on `d , but this is only as an overall temperature-
dependent addition as we will see.
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• If c = 0 and B = 0, the energy decreases monotonically as RH increases.
• As soon as either c 6= 0 or B 6= 0, the energy only decreases with RH for sufficiently small RH . It
reaches a minimum at some R∗H after which generically it increases monotonically for all RH larger
than this value. However, for a relatively small subset of the parameter space, it is possible that
the energy reaches a maximum and a second minimum, after which it will increase monotonically
again. If this happens, it is possible that there exists another stable region within the unstable zone
we will discuss below. We will ignore this possibility here.
To analyze the thermodynamic stability, we only need to combine this behavior with Figure C.10 and
we can readily reach the following conclusion. If R < min(R∗H ,R
c
H), the solution is thermodynamically
stable, in the sense that C = ∂E∂T > 0. If R
∗
H is smaller than R
c
H , the system is thermodynamically unstable
in between these values of RH . The instability causes the black hole to shrink (by emitting radiation)
until it reaches extremality with T = 0. In all other cases, the region for larger RH is not accessible for a
given B as shown in Figure C.1.
Figure C.1: The system is thermodynamically unstable in between both special values of RH . For higher values
of RH , it is impossible with a given value of B to construct this black hole geometry with outer horizon RH .
Next we will apply this general discussion to the case at hand. For our specific case, we take c = 0.151
GeV2. The value of `d is arbitrary for thermodynamics, as it only provides a temperature-independent
shift to the energy.
With these choices, the behavior of the (temperature-dependent part of the) energy is shown in Figure
C.2.
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Figure C.2: Energy E−E0 (GeV) as a function of horizon radius RH (GeV−1) for several values of the applied
magnetic field B . Black: B = 0.0 GeV2, green: B = 0.1 GeV2, Blue: B = 0.2 GeV2, Red: B = 0.3 GeV2.
It is seen that for larger values of B , this curve has multiple extrema. Since this indeed only happens
at larger values of B , we will not discuss this here.
The critical horizon radius, above which an instability occurs is shown for small values of B in Figure
C.3.
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Figure C.3: Critical horizon radius R∗H (GeV−1) as a function of the applied magnetic field B (GeV2).
In Figure C.4, we combine this with the behavior of RcH (determined by equation (C.1.9)) as a function
of B .
Figure C.4: Critical horizon radius R∗H (GeV−1) and extremal horizon radius RcH (GeV−1) as a function of the
applied magnetic field B (GeV2).
Clearly, the most stringent condition for these values of B is that RH <R∗H ; we are in the first situation
displayed in Figure C.1. For any such value of RH , the system is stable in the sense discussed above.
Finally, we can translate this criterion into one on the temperature T . It should be larger than the minimal
temperature displayed in Figure C.5.
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Figure C.5: Minimal temperature (in GeV) needed to have a stable black hole system as a function of B (GeV2).
Since for these values of B , this minimal temperature is about 100-108 MeV and this is on its own
smaller than the deconfinement (Hawking-Page) temperature, we conclude that the system is indeed
thermodynamically stable in the regime we are probing it.
C.1.2 Locations of the event horizons
The horizon function is given by












where f (RH) = 0 determines the horizon(s). This equation can be solved analytically in terms of the
































For these solutions to exist, the Lambert W -functions have to be real, which is only satisfied if their















At B = 0, one finds RH1→ ∞ and RH2→ rh, using the expansions for x 1:
W0(x)≈ x and W−1(x)≈ ln(−x)− ln(− ln(−x)). (C.1.8)
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As B→ ∞, one can use the same series expansion and one finds RH1→ L and RH2→ 0. Numerically,
one can check that this procedure of turning on B causes this transition monotonically. Since the lower
RH is, the larger the horizon radius, we find that both outer and inner horizons expand as B is turned on.
In the case where rh < `d , the situation is shown in Figures C.6 and C.7.
Figure C.6: Locations of horizons as B is increased.
Figure C.7: Size of the horizons of the black hole as B is changed. Both horizons grow monotonically.
Of course, in the case where rh > `d , the locations of both horizons have the possibility to join some-
where as shown in Figure C.8. Numerically it can be checked that in this case, there always exists an
intermediate range for B where no horizon is present at all and the singularity is exposed in Figure C.9.
The full story is quite a bit more complicated in this case, as the horizons no longer move in a monotonic
fashion.
C.1.3 Hawking temperature of the black hole








It is shown as a function of RH in Figure C.10. The Hawking temperature vanishes at a critical value of
RH that we will henceforth call RcH .
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Figure C.8: Locations of horizons as B is increased. If rh > `d , the possibility exists that both horizons coincide
at some values of B. This happens at B1 and B2. The red zones indicate values of B for which no horizon is present
at all.
Figure C.9: Size of the horizons of the black hole as B is changed. If rh > `d , there always exists a range for B
where no horizons are present at all and the singularity becomes naked.
As a sidenote, we remark that in comparing the free energy as computed in the bulk with that of the
boundary, in the large temperature limit one should reproduce the free energy of a weakly interacting
gluon gas. We will use this in Appendix C.2 to find the 5D Newton constant in terms of the AdS length
L.
Turning on a magnetic field, the large T -limit can be found by taking RH→ 0. After some straightforward


























one finds that all B-dependent terms are subdominant and the large T asymptotics follows the same
Stefan-Boltzmann F ∼ T 4 result.6 This is expected, since at high temperatures, the average kinetic
energy of the particles is high enough such that the influence of the B-field becomes negligible.
6We discarded temperature-independent terms when writing this expression.
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Figure C.10: TH as a function of horizon radius RH for B = 0.8 GeV2.
C.1.4 Inequality on the horizon radius and extremal black holes
In our case, we start with the temperature T and the physical magnetic field B as imposed by the
boundary QCD-like theory. The above temperature relation (C.1.9) then allows us to distill two possible
values of RH . The horizon condition f (RH) = 0 on its turn then gives us a unique value of the parameter
rh. Having determined all of the parameters, we must finally check that our RH is indeed the outer
horizon of the black hole by determining both solutions of f (r) = 0 with the now known value of rh.
The order of determining the black hole parameters given above is very important for discerning the
dependent from the independent variables in our story.
It turns out that if one should choose the lowest value of RH in the first step, this always leads to an outer
horizon. Conversely, choosing the highest value of RH always leads to an inner horizon. So we can only
use the first descending part of the T (RH) curve.7 This immediately imposes an upper bound on RH for
a given B as
RH(B)≤ RcH(B), (C.1.12)
which implies small black holes are incompatible with turning on a B-field. We will see below that it is
possible to saturate this bound.
Some conclusions.
• For both cases, Figures C.6 and C.8 demonstrate that for any given value of R, there exists at most
one value of B for which this R is a horizon.















7This solves an initial worry one might have in that large T could also imply large RH . In that case, one would have found









which is unphysical, as it disagrees with the Stefan-Boltzmann prediction. Fortunately, this regime is absent altogether.
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This equation has two solutions when rh > `d , which we call B1 and B2 with associated physical
magnetic fields B1 and B2. For these values of B , the horizon locations are respectively RcH(B1)
and RcH(B2), saturating the inequality
RH(B)≤ RcH(B). (C.1.14)
Hence at these values of B , both horizons coincide, and the Hawking temperature becomes zero.
• The converse statement is also true. If T = 0, then both horizons should coincide and the black
hole becomes extremal. One can easily demonstrate this by substituting B2 = 6L2/R4H into the















precisely the condition for a doubly degenerate horizon.
• From the previous remark, it is clear that taking T → 0 does not yield thermal AdS, but instead the
extremal versions of these black holes. This is of course a general property of charged black holes.
C.1.5 Thermal AdS
Thermal AdS can be obtained by letting rh→ ∞. Hence,









Curiously, this background can also develop horizons if B is too large. For B = 0 there are obviously no






a degenerate horizon forms that immediately splits into an inner and outer horizon. As B increases fur-
ther, the inner horizon moves inwards and the outer horizon moves outwards in a monotonic fashion.
If we want to interpret this as a confining background, we are hence restricted to studying this space for
sufficiently small values of B, which is indeed the range of validity of the solution in the first place.
C.1.6 Independence of the deconfined phase of `d
A curious feature is that anything we might compute in the deconfining black hole phase (C.0.7) is
actually independent of the value of `d . To see this, one has to recall that the physical input parameters of
our model are T and B . These determine directly RH through the Hawking temperature formula (C.1.9).
The horizon function (which is the only place where `d appears) is written as
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Solving this equation for rh and plugging it into the above expression, one finds














and all `d-dependence has dropped out.
The only important aspect for which `d matters, is whether the above horizon equation can in fact be
solved for real rh, which is not always possible.
Hence, if one changes `d , one changes the range of B and T for which a black hole geometry is possible.
Obviously, we want to maximize this region (as there is no such restriction in QCD), but one has to
remember that for sufficiently large B , we cannot trust the geometry anymore and it makes no sense to
draw conclusions for higher values of B .
C.1.7 Curvature singularities and the validity of the perturbation series
There is a troublesome feature of the magnetized AdS solution (C.0.12). The Ricci scalar in both









In both cases, this curvature invariant blows up as r→ ∞, meaning a singularity is present in the deep
interior of AdS, either cloaked in a horizon (for the black hole case), or naked (for the thermal AdS case).
Hence what we thought was just plain magnetized AdS actually contains a naked curvature singularity
at r→ ∞. The ambiguity with the logarithmic term in f (r) shows that the difference between what we
call the black hole and the thermal AdS is actually quite subtle.
Does this mean that this solution is completely useless? In fact, it is not and the artificial (hard or soft)
walls that we include will ensure that the naked singularity spacetimes do make sense as thermal AdS as
we will demonstrate now.
To that effect, let us better understand the conditions required for the perturbation series in B to make
sense. The black hole function is given by
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The perturbation needs to be sufficiently small of course. More precisely, a good criterion is that it is
smaller than either of the first two terms separately.8 The logarithm itself is usuallyO(1).9 The correction





Within this same regime, the Hawking temperature is approximated as T ∼ 1RH and hence:
B < T 2, (C.1.24)
which is the criterion D’Hoker and Kraus write down in [196].
The first condition requires
B2r4 < L2, (C.1.25)
and hence restricts the range of r: one cannot trust the perturbative series for too large values of r. Luck-
ily, we only care about the solution outside the outer event horizon and we restrict ourselves hence to the
range r < RH . This condition is hence precisely the same as the previous one.
Now for the horizonless case (supposedly thermal AdS) the situation is very different. One has instead











We only have the condition10
B2r4 < L2, (C.1.27)
and hence we should not trust the solution too deep in the interior.11 This time this region is of interest
and relevant to our computations.
The curvature singularity is hence in a region outside the reach of our perturbative solution and should
be resolved upon treating the magnetic field in a non-perturbative fashion.
It would seem that we cannot describe the whole space with our constructed metric. This is true, but this
is precisely where the walls come in and save the day.
So we find that the naked singularity solutions can be interpreted as magnetized thermal AdS when r is
not too large.
In our case, we adjust this model by including either a hard wall or a soft wall in the deep interior of AdS,
precisely where the perturbative solution begins to fail. It is particularly transparent to see this in the hard
8It is not a contradiction if it were larger than one of them and smaller than the other one, as it would still be valid to call it
a perturbation. Also, it is not a good criterion to impose that it is smaller than the sum of the first and second terms, as the sum
of the first and second terms vanishes at r = RH and it is overly restrictive to impose the same thing for the perturbation.
9An exception occurs when r ≈ 0 (the AdS boundary), where the logarithm itself becomes arbitrarily large. For that
particular case, the B2-term is though much smaller than the +1 term and so there is no problem.
10This can also be understood without any computation since upon writing the Einstein equations in terms of B , no explicit
factor of L is present anymore, and the only dimensionful parameter left in the problem is r itself. Note that the temperature is
arbitrary and geometry-independent if there are no horizons.
11Note that also the logarithm blows up as r→ ∞, but this becomes appreciable only for much larger values of r than the
criterion written here.
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wall case. The range of r is truncated to r < r0 where r0 ≈ 3 GeV−1. In order to trust the solution all the







This condition is in fact an order of magnitude less strict than B < T 2 for T ∼ 100MeV.
It should be noted that both the hard wall and the soft wall case sufficiently dampen the curvature sin-
gularity contribution (either by excising it or by exponentially damping its contribution) to make the
on-shell action finite in the deep interior. This is the reason we will not encounter any pathologies related
to this singularity in our answers later on.
C.2 On the normalization of the magnetic field B
In the N = 4 SYM theory studied by D’Hoker and Kraus [196], the relation between the physi-
cal magnetic field, qB , and the magnetic field in their action, B, can be found by matching R-current
anomalies in bulk and boundary. In the bulk this is given by the contribution of a Chern-Simons term
whose prefactor is fully fixed from supersymmetry. On the boundary, one relies on the triangle anomaly








For QCD, or at least the AdS/QCD wall models under consideration, we cannot follow the same logic,
as the normalization of the Chern-Simons term in the bulk is not fixed by supersymmetry, and in fact is
determined by demanding equality between the anomalies in bulk and boundary. This leaves no further
information to be distilled from this and one hence cannot fix the normalization of the magnetic field
using this method.
Instead, we will rely on the normalization of the gauge term in the bulk. The action of the gauge fields






√−gTr[F2L +F2R ] . (C.2.2)
This gauge field is holographically dual to the conserved SU(N f ) flavor currents of the boundary QCD-
like theory. A background magnetic field is modeled by turning on a vacuum expectation value for the
vector-part of the gauge fields by setting:
V = AL = AR (C.2.3)




representing the electric charges of the u and d quark. Here q denotes the elementary electric charge.
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In [196], D’Hoker and Kraus choose a different normalization of the Maxwell part of their action, con-






The magnetic field introduced by D’Hoker and Kraus is simply the magnitude of the non-zero component













To proceed, we need the relation between the 5D Newton constant and the AdS length L determined
previously. The ratio L3/G5 can be found by demanding that the high temperature limit of the free
energy approaches the Stefan-Boltzmann result and hence matches between the bulk and the boundary



















One can readily compare the N = 4 result (C.2.1) (obtained through anomaly matching) and the QCD
result (C.2.10) (obtained by matching the normalization of the action using flavor-flavor correlators),
which are remarkably close.
Clearly, the obtained 4D physical magnetic field qB has the correct dimension of GeV2. In all remaining
sections of this work, we will omit writing the elementary charge q.
C.3 Chiral condensate in holography


















12We have inserted the contribution from the dilaton here, even though it is turned off in the solution obtained in [196].
13For clarity, we focus on a single quark flavor at this time. The final result has to be taken twice to account for both
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√−ge−Φ (gµν∂µX∂νX +m2X2)) . (C.3.2)
Restricting to a homogeneous condensate requires in the bulk X(r,xµ) = X(r). A partial integration in





(√−ge−Φgrr∂rXX∣∣r=RHr=0 ) , (C.3.3)
when considering the black hole (deconfining) case. Since grr = r
2
L2 f (r), and f (RH) = 0 by definition,
the horizon contribution vanishes.14 Moreover, m is determined by the boundary expansion of X as
L3/2X(r) = mr+ cmr3 log(
√
cr)+σr3+ . . . . (C.3.5)
A closer look at the differential equation shows that the full solution X ∼ m as an overall prefactor.15















































Clearly, one needs holographic renormalization to proceed. We will however consider only differences
between the T 6= 0 and the T = 0 condensate, for which these divergent terms cancel out. Indeed,
in thermal field theory one encounters no additional UV divergences besides those already present at




(σ(B,T )−σ(B = 0,T = 0)) . (C.3.8)
The expression in the l.h.s. is completely similar to the subtracted definition of the B-dependent chiral
condensate on the lattice, see e. g. [91, 92].









where the contribution from the upper value r =+∞ vanishes also here due to e−Φgrr
√−g∼ e−cr
2
r3 and X is assumed finite as
r→ ∞. The argument also holds for the deconfining phase of the hard wall model. But note that making this argument in the
confining phase of the hard wall model seems more subtle. Luckily, we will not need this in this work.
15This is also true for the deconfining phase in the hard wall model as we make explicit in subsection 5.3.1. In fact, it is
true as long as the differential equation is linear, as it simply represents an overall scaling of the solution. One would need
to add terms of cubic or higher order in X in the action to break this (unwanted) property. But then of course, the analysis
presented here would have to be redone as evaluating the derivative w.r.t. m might not be so simple anymore. As far as we
know, cf. [178, 180, 181], the precise connection between the chiral condensate 〈ψ¯ψ〉 and σ is not considered in case higher
order terms in X are added and the chiral symmetry is primarily probed via σ itself.
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C.4 Numerical value of m
In the soft wall model, one of the major disadvantages is that 〈ψ¯ψ〉 ∼m, and hence as the bare quark






while keeping the pion mass mpi and decay constant fpi fixed at their experimental values, dictates, with
mu =md =m, that 〈Q¯Q〉 ∼ 1/m which conceivably leads to a large quark condensate. Roughly speaking,
we might then also expect that, since m in real life is quite small, the value of the condensate will get
grossly underestimated in the soft wall model. This is indeed the case here.
To get a handle on this issue, we will artificially impose a very high bare quark mass to get a realistic
value of the quark condensate. We will determine this artificial bare quark mass, by comparing with
known lattice results at B = 0. After this, we will use this same value of m to look at the B 6= 0 case.














The authors of [177] showed that the dimensionless combination σmc vanishes at a temperature T ≈ 210
MeV. As this is a physically reasonable value, we will impose this value as the critical temperature for
the real condensate as well. Note that this is an external and somewhat arbitrary choice that is used as
further input in our model to constrain the parameters. Plugging in the numerical values of the quantities





which leads to m = 2.967 GeV. The factor of 2 in the above expression originates from comparing with
the full condensate (i.e. sum of up and down condensates).
C.5 Computational details on the Hawking-Page transition for the hard
wall model
We collect the details to determine the on-shell actions for the hard wall model.
16Remember that 〈Q¯Q〉= 2〈ψ¯ψ〉.
17We use the value of the total condensate






2 − ln(2)≈ 0.095.
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Black hole - deconfined phase
Bulk action














































































which is the same result obtained by [171].
Boundary action

































































which is the same result found in [171].
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C.6 Computational details on the Hawking-Page transition in the soft
wall model
Here we present some computational details to determine the on-shell actions for the soft wall model.
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which is the same result obtained by [171].
Boundary action
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where β is the periodicity of the compactified time direction.

















































Condensation of magnetic monopoles
In this appendix we shall work out a specific example of a physical connection between the Maxwell
action and the action for a massive 2-form field in flat space. This is done using the well-known mech-
anism (originally developed for non-relativistic systems) proposed by Julia and Toulose in [6] and later
generalized by Quevedo and Trugenberger [7] to describe the long wavelength excitations of a system in
a phase in which a certain type of topological defects have formed a condensate.
Julia and Toulose proposed in [6] a general prescription to identify the lowest lying modes of a
macroscopically continuous distribution of topological defects in the context of ordered solid-state me-
dia. In this approach, the defects are described by topological currents non-minimally coupled to Abelian
gauge fields. Later, Quevedo and Trugenberger [7] generalized this prescription and applied it to con-
struct low energy effective actions describing different phases of relativistic antisymmetric tensor field
theories characterized by condensates of topological defects.
There are two general questions that one may consider in this regard. The first one concerns the
conditions (i.e., values of the temperature and/or the coupling constants) under which a certain kind of
topological defect may condense. The second question concerns the form of the effective field theory
describing the lowest lying modes of the condensed phase, assuming that these defects have somehow
condensed. This second question is the one approached in [6, 7]: one assumes that topological defects
of a certain kind proliferate in spacetime until they establish a macroscopically continuous medium and
works out the corresponding low energy effective field theory describing the long wavelength excitations
of the condensed phase.
The condensing defects couple non-minimally to massless Abelian p-form gauge fields and, after
the condensation process has taken place, a new massive (p+ 1)-form field emerges that describes the
relevant degrees of freedom in the low energy regime of the condensed phase. Thus, the condensation of
topological defects constitutes a mass gap generation mechanism whose general signature is the so-called
“rank jump phenomenon”: a massless Abelian p-form describing the system in the phase with diluted
defects gives place to a new effective massive (p+ 1)-form describing the system in the condensed
phase. Quevedo and Trugenberger refer to this as the “Julia-Toulouse mechanism” (JTM) and, more
recently, some of us generalized the JTM in various aspects and applied it to many different physical
systems [226–237].
The relevant case here involves pointlike Dirac magnetic monopoles [238,239] in a (d+1)-dimensional
bulk (the number of spatial dimensions d is left unspecified in the following for the sake of generality).
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Such a system may be described by a Maxwell action with the Abelian 1-form gauge field non-minimally
coupled to the Dirac monopoles [215, 240–242], which we take to have magnetic charge g¯






√−g(Fµν− g¯χ˜µν)2 , (D.0.1)
where the Chern-kernel that localizes the (d− 1)-dimensional magnetic Dirac brane Sd−1M is defined by













· · · ∂X
αd−1
∂λd−1
δ(d+1) (x−X(λ)) , (D.0.3)
where εP :=+1(−1) for even (odd) permutations of (α1 · · ·αd−1). The boundary of a (d−1)-dimensional
Dirac brane is the (d− 2)-dimensional world hypersurface of a magnetic defect in (d+ 1)-dimensions,




εµ1···µd−2αβν√−g ∇αχ˜βν = ∇αχ
αµ1···µd−2 . (D.0.4)
This is a topological current since it is identically conserved
∇β jµ1···β···µd−2 = 0. (D.0.5)
The Maxwell action is recovered from (D.0.1) in the limit of completely diluted defects, i.e., when
there are no monopoles in the bulk. However, what happens when there are so many magnetic monopoles
in the bulk such that the system, when viewed at long distances, looks like a continuum medium of
magnetic defects? What is the simplest effective theory in the bulk that is able to capture the low energy
physics after the condensation of magnetic monopoles?
The gauge field Aµ in (D.0.1) and its exterior derivative are both singular over the magnetic Dirac
branes but the non-minimal coupling structure, (Fµν− g¯χ˜µν)2, is regular on these Dirac branes and de-
scribes the observable electromagnetic fields in the presence of Dirac monopoles [215, 241, 242]. If
we assume that somehow the magnetic defects proliferate in the bulk until the establishment of a macro-
scopically continuous medium corresponding to the monopole condensate, the gauge field Aµ is no longer
defined within the bulk and, therefore, it cannot describe the physically relevant degrees of freedom of
the system in the condensed phase.
However, notice that the non-minimal coupling is a generalized Stueckelberg-like structure with χ˜µν
being a Dirac delta-distribution. When the monopole currents condense, the magnetic Dirac branes oc-
cupy the entire bulk and the delta-distribution χ˜µν assumes the character of a continuous field. Therefore,
analogously to what happens in the Higgs mechanism, χ˜µν, viewed as a continuous field in the monopole
condensation limit, “eats up” the exterior derivative of the gauge field and becomes a massive 2-form
field according to the following prescription [6, 7]
(Fµν− g¯χ˜µν)2 cond−→ K2µν. (D.0.6)
This massive 2-form field describes the long wavelength behavior of the monopole condensed phase.
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An important remark regarding the prescription (D.0.6) is that one observes a rank jump of the field
describing the system in passing from the diluted to the condensed phase: the massless 1-form gauge
field Aµ describing the diluted phase gives place to a massive 2-form field Kµν describing the magnetically
condensed phase. In doing so, we have effectively promoted the kinetic term with magnetic defects for
the Aµ field to a mass term for the Kµν field. As mentioned above, the condensation of topological currents
constitutes a type of mass generation mechanism [6, 7, 229, 232–234] and the rank jump phenomenon
is a general signature of this mass gap generation in the picture where the condensing currents couple
non-minimally to p-form Abelian gauge fields [6, 7, 229].
In order to complete the construction of the low energy effective field theory for the magnetically
condensed phase, we employ a derivative expansion for the action involving the massive field Kµν and
retain only the terms of lowest order in derivatives, which give the dominant contribution at low energies.
At this point, we have two terms in our effective action, corresponding to the kinetic and mass terms for
the 2-form field, which would give us a version of the action (7.1.3) with a constant mass for the 2-form
field [7, 229].
It is also important to observe that the Maxwell field in a 4-dimensional bulk has two degrees of
freedom while the number of degrees of freedom of a massive 2-form field in the same dimensionality
is three, which may be easily traced back to the fact that a massive 2-form field in four dimensions is
electromagnetically dual to a massive vector field [215, 229]. This change in the number of the degrees
of freedom going from the bulk phase with diluted monopoles, described by the Maxwell action non-
minimally coupled to magnetic defects, to the bulk phase with condensed monopoles (whose lowest
lying excitations are described by the massive 2-form field) is associated with the mass gap generation
mechanism triggered by the condensation of these monopoles. Furthermore, it is also important to point
out that for any number of spacetime dimensions where a non-minimal coupling structure can be defined
with respect to a 1-form gauge field1, a description of the lowest lying modes of a phase characterized by
a condensate of magnetically charged defects can always be given directly in terms of a massive 2-form
field [7, 229].
However, as discussed in 7, we need an effective mass for this 2-form bulk field that varies with the
holographic coordinate and goes to zero at the boundary in order to properly compute the holographic
conductivity associated to the 2-point retarded correlation function of a conserved vector current operator
at the boundary QFT sourced by the boundary value of the 2-form field. As discussed in Section 7.1,
if we just take the mass of the 2-form field in (7.1.3) to be a radial-dependent function this violates
diffeomorphism invariance. Since, in constructing effective field theories, we must preserve the physical
symmetries of the system (such as diffeomorphism invariance) by insisting that the mass of the 2-form
field depends on the radial coordinate we must give dynamics to this effective mass, which in turn implies
that the complete effective action for the bulk monopole condensed phase should be, in general, of the
form given in (7.1.1), which is a diffeomorphism-invariant action.
Note that in the present scenario the mass scale Λ in (7.1.2) is associated to the monopole condensate.
In fact, as discussed in detail in Section 3.8 of [215], the complete action (7.1.1) may be related with the
dual Abelian Higgs model describing a monopole condensate with the mass of the 2-form field, Λ, being
identified with the product between the charge of the monopoles, g¯, and the expectation value of the
gauge-invariant modulus of a complex scalar field. In our action (7.1.1), the field M is then identified
with the ratio between this modulus and its expectation value2.
1This is always possible when d > 1, as discussed in [233].
2To make clear the comparison between our action (7.1.1) and Eq. (3.143) of [215], the identifications we have done were
the following: Λ≡ mV = g¯v = g¯〈S〉 and M ≡ S/v = S/〈S〉, where mV is the mass of the massive spin 1 particle corresponding
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Different choices for the effective mass function m(u) in (7.1.2) correspond to parametrizing in a
simple way different condensation processes in the bulk, whose microscopic details are out of the scope
of the JTM [6, 7]. That is, different profiles for m(u) are regarded here as effective macroscopic de-
scriptions of different monopole condensate distribution densities within the bulk. In this way, in view
of the boundary condition m(0) = 0, the monopole condensate distribution densities considered here are
finite in the bulk (where the massive 2-form field describes the relevant low energy degrees of freedom)
and vanish as one approaches the boundary (where the massive 2-form field gives place to the Maxwell
gauge field). Thus, the general results obtained in Section 7.1 can now be easily physically understood:
electric field disturbances of very low frequency are sensitive to the magnetically condensed phase and
the confinement of electric fluxes due to the monopole condensate makes the transport of electric charge
negligible in this limit and, thus, σDC→ 0. On the other hand, high frequency fluctuations can resolve
the magnetic condensate by probing distances smaller than 1/Λ and charge transport takes place as in the
diluted phase. These properties are direct consequences of the general effective theory construction used
here and, thus, we believe that they are going to be also present in any microscopic attempt to describe
the process of magnetic monopole condensation in the bulk.
Also, we emphasize that the setup discussed here is related to a bulk dual superconductor (where
magnetic monopoles, instead of electric charges, are condensed) and not to a bulk usual superconductor
(where electric charges condense). In the case of just a Maxwell gauge field in bulk, electric charges
are in a Coulomb phase in the bulk and the associated holographic DC conductivity for the AdS3+1-
Schwarzschild background is just a constant [210–212]. When there is a magnetic monopole condensate
(a dual superconducting medium) in the bulk, with the Maxwell field giving place to a massive 2-form
field as discussed above, electric charges are confined in the bulk [7, 215, 229] and the associated holo-
graphic DC conductivity vanishes. Also, as we are going to discuss in Appendix 7.3, when we have an
electric condensate (a superconducting medium) in the bulk, the Maxwell field becomes Higgsed into
an effective Proca field and the electric charges in the bulk are in a Higgs or screening phase such that
the associated holographic DC conductivity diverges. This is the characteristic feature of a holographic
superconductor [214]. Therefore, as mentioned below Eq. (7.1.24), the different infrared results for the
conductivity associated with a boundary QFT vector current operator obtained in these different calcula-
tions rely on the fact that these different pictures describe different phases of the system.
to the lowest lying excitation of the monopole condensed phase, and S is the modulus of the complex scalar field in a polar
representation,Ψ= Seig¯ϕ. The excitations associated with this scalar field describe the monopoles, which are themselves higher
energy excitations. As discussed in detail in Section 3.8 of [215], the derivative of the phase of the complex scalar field, ϕ,
is “eaten up” by the longitudinal sector of the massive dual vector field Bµ, which is the electromagnetic dual of the massive
2-form field Kµν. Therefore, this phase field does not appear in the final action (7.1.1). Note also that the third term in Eq.
(3.143) of [215] is not featured in (7.1.1) because we are not considering here probe charges on top of the magnetic condensate.
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