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a b s t r a c t
Let {Zi, i ≥ 1} be a linear process defined by Zt = ∑∞j=0 djξt−j with {dj, j ≥ 0} being
a regular varying sequence of real numbers and {ξt ,−∞ < t < ∞} being a sequence
of φ-mixing random variables. The present paper studies the asymptotic behavior of the
quadratic form
∑n
k,l=1 µ̂(k− l)ZkZl under somemild assumptions on dj and ξt . Meanwhile,
the similar results of α-mixing random variables are presented.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Define a randomly centered quadratic form by
Qn =
n∑
k,l=1
µ̂n(k− l)ZkZl, (1)
where µn is an integrable function on [−pi, pi] and its Fourier coefficients are µ̂n(t) = (2pi)−1
∫ pi
−pi e
iλtµn(λ)dλ. We can
substitute
Qn =
n∑
k,l=1
µ̂(k− l)ZkZl (2)
for (1) if the kernel µ̂n does not depend on n.
Many authors in past decades, including De Jong [1], Guttorp and Lockhart [2] and Mikosch [3], have proven that (1)
satisfies the central limit theorem (CLT for short) undermild assumptionswhen {Zk} are independent identically distributed
(i.i.d. for short) variables. Recently Bhansali et al. [4] has showed the CLT of (1) holdswhen Zk’s are dependent linear variables.
For (2),more papers have verified that the CLT holdswith normalization n1/2, at least fourmoments of the {Zk} are assumed if
the {Zk} are dependent variables, see [5–7] and references therein. An influential work comes from Kokoszka and Taqqu [7],
which deals with {Zk} defined by
Zk =
∞∑
j=0
cjξk−j (3)
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where the innovations {ξk} are i.i.d. They considered the below two cases at the same time:
Case I (infinite variance): The tail probabilities P{|ξ1| > x} behave like x−α , 1 < α < 2, as x → ∞, and ξ1 is symmetric.
Case II (finite variance): Eξ 21 = σ 2 <∞ and Eξ1 = 0. They showed that
a−1n
{
Qn − 2pi(f̂µ)(0)
n∑
t=1
ξ 2t
}
D−→ 4pi
( ∞∑
k=1
∣∣(f̂µ)(k)∣∣α)1/α S (4)
where
an =
{
(n log n)1/α, in case I,
n1/2, in case II.
(5)
Themainmotivation for the asymptotic behavior of (1) or (2) comes from their application of the study of the asymptotic
normality of various semiparametric, kernel, window and other estimators. The asymptotic behavior of (2) is the key to
studying the large sample properties of the Whittle’s estimator.
The present paper considers the CLT of (2) with {Zk} generated by φ-mixing variables {ξk} in (3). The main tools in the
paper are some basic propositions of strong mixing conditions in Bradley [8] and some central limit theorems for linear
processes in Peligrad and Utev [9] and Potitis and Romano [10]. The assumptions on {dj}(similar to cj above) and on {ξt} are
wild in the paper. Overall, in previouswork such as [4–7], {Zk} are dependent linear variables with independent innovations.
To our knowledge, this is the first paper to consider the asymptotic behavior of (2) in which {Zk} are dependent linear
variables with dependent innovations such as φ-mixing and α-mixing.
The consideration in the paper is motivated by the fact that many linear processes have dependent innovations instead
of independent ones, see [11–15]. Romano and Thombs [16] shows that the traditional large sample of i.i.d. innovations is
misguiding if the innovations are actually dependent.
To state the results, we need the definitions of φ-mixing and α-mixing.
{ξt ,−∞ < t <∞} is a sequence of φ-mixing random variables, if
φ(n) = sup
k
φ(F k−∞,F
∞
k+n)→ 0, n→∞, (6)
where F mn = σ(ξt , n ≤ t ≤ m), and
φ(A,B) = sup
A∈A,B∈B,P(A)>0
|P(B|A)− P(B)|. (7)
{ξt ,−∞ < t <∞} is a sequence of α-mixing or strong mixing random variables, if
α(n) = sup
k
α(F k−∞,F
∞
k+n)→ 0, n→∞, (8)
where F mn = σ(ξt , n ≤ t ≤ m), and
α(A,B) = sup
A∈A,B∈B
|P(AB)− P(A)P(B)|. (9)
The remainder of the paper is organized as follows: In the Section 2,we give themain results and their proofs. In Section 3,
we are to verify Propositions 2.1–2.3. Appendix contains several useful technical theorems and lemmas which are used in
Sections 2 and 3. In the sequel, c(δ) or c denotes a positive constant whose value may vary from line to line. gˆ denotes
the Fourier coefficient of g . Throughout the paper, ‘‘
D−→’’ and ‘‘ P−→’’ denote convergence in distribution and in probability,
respectively.
2. Main results and their proofs
We consider that {Zk, k = 1, 2, . . . , n} is a realization of a one-sided infinite-order moving average process
Zk =
∞∑
j=0
djξk−j (10)
where {ξt ,−∞ < t < ∞} is a normalized sequence of strictly stationary φ-mixing random variables. In the paper, the
main ideas are to consider two periodograms shown below
(P1) In,Z (λ) = n−1
∣∣∣∣∣ n∑
t=1
e−iλtZt
∣∣∣∣∣
2
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and
(P2) In,ξ (λ) = n−1
∣∣∣∣∣ n∑
t=1
e−iλtξt
∣∣∣∣∣
2
.
of {Zk, k = 1, 2, . . . , n} and {ξk, k = 1, 2, . . . , n} respectively and to use the decomposition
In,Z (λ) = 2pi f (λ)In,ξ (λ)+ Rn(λ) (11)
where f (λ) is the spectral density of {Zt} defined by
f (λ) = 1
2pi
∞∑
k=−∞
rZ (k)e−ikλ, rZ (t) = E(ZτZτ+t). (12)
fZ (λ) stands for f (λ). Define the spectral density of {ξt} by fξ (λ) correspondingly. We have
fZ (λ) = fξ (λ)
∣∣∣∣∣ ∞∑
j=0
dje−iλj
∣∣∣∣∣
2
. (13)
The conditions of the coefficients {dj} in (10), on the function µ in (2) and on {φk} (φk = φ(k) are defined in (6)):
(D1) dj = jα−1L(j), 0 < α < 12 , and L is a slowly varying function. For any ε > 0, xεL(x) is increasing and x−εL(x) is
decreasing for a sufficiently large x.
(D2) µ is real and symmetric and there is a real number e < 1, such that, for any δ > 0, |µ(λ)| ≤ c(δ)|λ|−e−δ .
(D3) Setting C(λ) = ∑∞j=0 dje−iλj with i being a pure imaginary number, assume that |f ′(λ)| ≤ c(δ)|λ|−2α−1−δ , |f ′′(λ)| ≤
c(δ)|λ|−2α−2−δ , |µ′(λ)| ≤ c(δ)|λ|−e−1−δ , and |µ′′(λ)| ≤ c(δ)|λ|−e−2−δ .
(D4) For a certain δ > 0, ∀i ∈ {0, 1, . . . ,m},m < n, {|ξkξk+i|2+δ} is uniformly integrable, infk var(ξkξk+i) > 0 and∑
k k
2/δφ1/2(k) <∞.
Remark 2.1. 1. By D(1) and D(4), C(λ) ∼ cλ−αL(1/λ), as λ→ 0+, more particularly,
|C(λ)| ≤ c(δ)|λ|−α−δ (14)
and
|f (λ)| ≤ c(δ)|λ|−2α−2δ (15)
(the proofs of (14) and (15) will be given below Remark 2.1).
2. (D2) and (D3) have the same importance as (A2) and (A3) in Kokoszka and Taqqu [7].
3. Obviously,
∑
k k
2/δφ1/2(k) <∞ in (D4) implies∑∞k=1 φ1/4k <∞.
The proof of (14) is the same as the proof of (2.4) in Kokoszka and Taqqu [7].
The proof of (15). Recall that
f (λ) = fξ (λ)
∣∣∣∣∣ ∞∑
j=0
dje−iλj
∣∣∣∣∣
2
, fξ (λ) = 12pi
∞∑
k=−∞
rξ (k)e−ikλ,
rξ (k) = E(ξτ ξτ+k).
According to Lemma A.2 and (D4)
∑∞
k=1 φ
1/4
k <∞, we have
|fξ (λ)| ≤ 22pi
∞∑
k=0
|rξ (k)| = 1
pi
∞∑
k=0
|E(ξτ ξτ+k)|
≤ 1
pi
∞∑
k=0
[|E(ξτ )||E(ξτ+k)| + 2φ
1
2
k (E(ξ
2
τ ))
1
2 (E(ξ 2τ ))
1
2 ]
= 1
pi
∞∑
k=0
2φ
1
2
k (E(ξ
2
τ ))
1
2 (E(ξ 2τ ))
1
2 = 2c
pi
∞∑
k=0
φ
1
2
k < c
∞∑
k=0
φ
1
4
k <∞. (16)
Note that∣∣∣∣∣ ∞∑
j=0
dje−iλj
∣∣∣∣∣
2
= |C(λ)|2 ≤ c(δ)|λ|−2α−2δ.
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We have
|f (λ)| ≤ c(δ)|λ|−2α−2δ.
Under the assumptions above, we can present and prove the main results.
Theorem 2.1. Suppose that the conditions (D1)–(D4) hold, and 2α + e < −1. If ξt satisfy Eξ0 = 0, Dξ0 = 1, then
n−1/2
[
Qn −
(∫ pi
−pi
f (λ)µ(λ)dλ
n∑
t=1
ξ 2t + 4pi
n−1∑
k=1
f̂µ(k)
n−k∑
t=1
E(ξtξt+k)
)]
D−→ 4pi
( ∞∑
k=1
|f̂µ(k)|2c2k + 2
∑
1≤k<j<∞
f̂µ(k)f̂µ(j)cov(k, j)
)1/2
S, (17)
where
Qn =
n∑
k,l=1
µ̂(k− l)ZkZl, f̂µ(t) = (2pi)−1
∫ pi
−pi
eiλt f (λ)µ(λ)dλ,
c2k = limn→∞
1
n
(
n∑
t=1
E(ξtξt+k − E(ξtξt+k))2 + 2
∑
1≤t<j≤n
E(ξjξj+k − E(ξjξj+k))(ξtξt+k − E(ξtξt+k))
)
,
cov(i, j) = lim
n→∞ n
−1E
(
n−i∑
t=1
ξtξt+i
n−j∑
s=1
ξsξs+j
)
and S ∼ N(0, 1).
Remark 2.2. 1. In Theorem 2.1 above, we extend the second part of Theorem 2.1 in Kokoszka and Taqqu [7] to the case of
φ-mixing with 2α + e < −1.
2. In Theorem 2.2 below the proof of Theorem 2.1, we present the random centering in Theorem 2.1 can be replaced by a
function of the observable random variables X1, X2, . . . , Xn which can be found in Theorem 2.2.
3. The assumption 2α + e < −1 is used in the proofs of Propositions 2.1 and 2.3 which is similar to the assumption
2d+ e < 1−1/α in Theorem 2.1 in Kokoszka and Taqqu [7]. In fact, an appropriate e value maymake sure 2α+ e < −1.
In the following, we will give some propositions which are useful in the proof of Theorem 2.1.
Proposition 2.1. The remainder Rn(λ) in (11) equals
|Yn(λ)|2 + Yn(λ)
( ∞∑
j=0
djeiλj
)(
n−1/2
n∑
l=1
ξleiλl
)
+ Yn(−λ)
( ∞∑
j=0
dje−iλj
)(
n−1/2
n∑
l=1
ξle−iλl
)
, (18)
where
Yn(λ) = n−1/2
∞∑
j=0
dje−iλj
(
n−j∑
k=1−j
ξke−iλk −
n∑
k=1
ξke−iλk
)
,
and
n1/2
∫ pi
−pi
Rn(λ)µ(λ)dλ
P−→ 0.
The following proposition is also of independent interest.
Proposition 2.2. If {ξt ,−∞ < t < ∞} is a normalized sequence of strictly stationary φ-mixing random variables which
satisfies (D4) , then
n−1/2
(
n∑
t=1
ξ 2t −
n∑
t=1
E(ξ 2t ),
n−1∑
t=1
ξtξt+1 −
n−1∑
t=1
E(ξtξt+1), . . . ,
n−m∑
t=1
ξtξt+m −
n−m∑
t=1
E(ξtξt+m)
)
D−→ (Y0, Y1, . . . , Ym),
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where Yi ∼ N(0, c2i ) with
c2i = limn→∞
1
n
(
n∑
k=1
E(ξkξk+i − E(ξkξk+i))2 + 2
∑
1≤k<j≤n
E(ξjξj+i − E(ξjξj+i))(ξkξk+i − E(ξkξk+i))
)
< ∞,
and
cov(Yi, Yj) = lim
n→∞
1
n
E
(
n−i∑
t=1
ξtξt+i
n−j∑
s=1
ξsξs+j
)
<∞.
Proposition 2.3. Suppose H is a differentiable function on [−pi, pi] such that for some p < −1 and any δ ≥ 0,
|H(λ)| ≤ c(δ)|λ|−(p+δ), |H ′(λ)| ≤ c(δ)|λ|−(p+1+δ),
and
|H ′′(λ)| ≤ c(δ)|λ|−(p+2+δ),
then the Fourier coefficients Ĥ(k) of H satisfy
|Ĥ(k)| ≤ c(δ)k−2. (19)
Proof of Theorem 2.1. Using an usual decomposition, we have
n−1/2Qn = n−1/2
n∑
t,s=1
(
1
2pi
∫ pi
−pi
ei(t−s)λµ(λ)dλ
)
ZtZs
= 1
2pi
∫ pi
−pi
n−1/2
∣∣∣∣∣ n∑
t=1
e−iλtZt
∣∣∣∣∣
2
µ(λ)dλ
= n1/2 1
2pi
∫ pi
−pi
In,Z (λ)µ(λ)dλ
= n1/2
∫ pi
−pi
In,ξ (λ)f (λ)µ(λ)dλ+ n1/2 12pi
∫ pi
−pi
Rn(λ)µ(λ)dλ
= 2pin−1/2
{
(f̂µ)(0)
n∑
t=1
ξ 2t + 2
n−1∑
k=1
(̂fµ)(k)
n−k∑
t=1
ξtξt+k
}
+ n1/2 1
2pi
∫ pi
−pi
Rn(λ)µ(λ)dλ.
Since
n1/2
1
2pi
∫ pi
−pi
Rn(λ)µ(λ)dλ
P−→ 0
by Proposition 2.1, the proof will be completed if we can show
4pin−1/2
n−1∑
k=1
(̂fµ)(k)
n−k∑
t=1
(ξtξt+k − E(ξtξt+k)) D−→ 4pi
( ∞∑
k=1
|f̂µ(k)|2c2k + 2
∑
1≤k<j<∞
f̂µ(k)f̂µ(j)cov(k, j)
)1/2
S (20)
with ck, cov(i, j) and S defined in (17) or in Proposition 2.2. In order to complete the proof of (20), we should verify the
following asymptotic behaviors
m∑
k=1
(̂fµ)(k)Yk
D−→
∞∑
k=1
(̂fµ)(k)Yk, asm→∞, (21)
m∑
k=1
(̂fµ)(k)n−1/2
n−k∑
t=1
(ξtξt+k − E(ξtξt+k)) D−→
m∑
k=1
(̂fµ)(k)Yk, as n→∞, (22)
for fixedm, and
lim
m→∞ lim supn→∞
P
{
n−1/2
∣∣∣∣∣ n−1∑
k=m+1
(̂fµ)(k)
n−k∑
t=1
(ξtξt+k − E(ξtξt+k))
∣∣∣∣∣ ≥ 
}
= 0, (23)
442 F. Lin / Journal of Computational and Applied Mathematics 233 (2009) 437–448
for each ε > 0. As (D1)–(D3) in this paper imply (A1)–(A3) in Kokoszka and Taqqu [7] and 2α+ e < −1/2 < 1/2, the proof
of (21) is similar to the proof of (2.15) in Kokoszka and Taqqu [7]. The proof of (22) can be completed by using Proposition 2.2
and the continuous mapping theorem, just like the proof of Theorem 4.1 in Davis and Resnick [17]. We shall focus on the
proof of (23). Let rk = f̂µ(k). Using (D1)–(D3), Remark 2.1, 2α + e < −1, and Proposition 2.3, we have
|f̂µ(k)| ≤ c(δ)k−2 (24)
which implies obviously
∞∑
k=1
|rk|2 =
∞∑
k=1
|f̂µ(k)|2 <∞, (25)
and ∑
1≤k1<k2≤∞
rk1 rk2 <∞. (26)
Using Chebyshev’s inequality, we have
P
{
n−1/2
∣∣∣∣∣ n−1∑
k=m+1
rk
n−k∑
t=1
(ξtξt+k − E(ξtξt+k))
∣∣∣∣∣ ≥ ε
}
≤
E
∣∣∣∣ n−1∑
k=m+1
rk
n−k∑
t=1
(ξtξt+k − E(ξtξt+k))
∣∣∣∣2
ε2n
.
Observe that
ε−2n−1E
(
n−1∑
k=m+1
rk
n−k∑
t=1
ξtξt+k − E(ξtξt+k)
)2
= ε−2n−1E
(
rm+1
(
n−m−1∑
t=1
ξtξt+m+1 − E(ξtξt+m+1)
))2
+ ε−2n−1E
(
rm+2
(
n−m−2∑
t=1
ξtξt+m+2 − E(ξtξt+m+2)
))2
+ · · ·
+ ε−2n−1E
(
rn−1
(
1∑
t=1
ξtξt+n−1 − E(ξtξt+n−1)
))2
+ 2ε−2n−1E
 ∑
m+1≤k1<k2≤n
rk1 rk2
(
n−k1∑
t=1
ξtξt+k1 − E(ξtξt+k1)
)(
n−k2∑
t=1
ξtξt+k2 − E(ξtξt+k2)
)
= I. (27)
For k = m+ 1,m+ 2, . . . , n− 1, write
E
(
n−k∑
t=1
(ξtξt+k − E(ξtξt+k))
)2
=
n−k∑
t=1
E(ξtξt+k − E(ξtξt+k))2 + 2
∑
1≤i<j≤n−k
E((ξiξi+k − E(ξiξi+k))(ξjξj+k − E(ξjξj+k))).
Using Lemmas A.3 and A.4, and Remark A.1, it can be shown that
E((ξiξi+k − E(ξiξi+k))(ξjξj+k − E(ξjξj+k)))
< 2α1/2(j− i− k− 1)(E(ξiξi+k − E(ξiξi+k))2)1/2(E(ξjξj+k − E(ξjξj+k))2)1/2,
for j− i ≥ [k+ 1] + 1, which coupled with (D4) leads to
2
∑
1≤i<j≤n−k
E((ξiξi+k − E(ξiξi+k))(ξjξj+k − E(ξjξj+k))) < nc(δ)
∞∑
i=1
φ1/4(i) = nc(δ). (28)
Using (D4), for k = m+ 1,m+ 2, . . . , n− 1, it can be shown
n−k∑
t=1
E(ξtξt+k − E(ξtξt+k))2 ≤ nc(δ). (29)
Using (29), form+ 1 ≤ k1 < k2 ≤ n, we have
E
[(
n−k1∑
t=1
ξtξt+k1 − E(ξtξt+k1)
)(
n−k2∑
t=1
ξtξt+k2 − E(ξtξt+k2)
)]
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≤ c(δ)
E (n−k1∑
t=1
ξtξt+k1 − E(ξtξt+k1)
)21/2 E (n−k2∑
t=1
ξtξt+k2 − E(ξtξt+k2)
)21/2
≤ c(δ)n. (30)
Combining (27)–(30), we have
I ≤ c(δ)(r2m+1 + r2m+2 + · · · + r2n−1)+ c(δ)
∑
m+1≤k1<k2≤n
rk1 rk2
≤ c(δ)(r2m+1 + r2m+2 + · · · + r2∞)+ c(δ)
∑
m+1≤k1<k2≤∞
rk1 rk2 → 0,
asm→∞. The last limit is obtained by (25) and (26). The proof is complete. 
The centering in (17) involves
∑n
t=1 ξ 2t and mixed moments of {ξt} which are not observable. If we give some mild
additional assumptions on the function f in the centering, we can replace it by a function of the observable sequence
X1, X2, . . . , Xn and their one-order mixed moments. Let
H(X1, X2, . . . , Xn) = 12pi
∫ pi
−pi
[2pi f (λ)]−1
∣∣∣∣∣ n∑
t=1
Xte−iλt
∣∣∣∣∣
2
dλ. (31)
Recall the definition of rZ (k) (in (12)). rξ (k) is defined correspondingly. We can gain the following result similar to Theorem
2.2 in Kokoszka and Taqqu [7].
Theorem 2.2. In addition to the assumptions of Theorem 2.1, we assume that
∞∑
k=n
rξ (k) <
∞∑
k=n
rZ (k) = o(n−1/2), (32)
f (λ) > 0 for every λ and∣∣∣∣ ddλ f −1(λ)
∣∣∣∣ ≤ c(δ)|λ|2α−1−δ, (33)
then (17) holds with
∑n
t=1 ξ 2t and 4pi
∑n−1
k=1 f̂µ(k)
∑n−k
t=1 E(ξtξt+k) replaced by H(X1, X2, . . . , Xn) defined in (31) and
16pi2n
∫ pi
−pi [(
∑n−1
k=1 rZ (k) cos(λk))|
∑∞
j=0 dje−iλj|−2 − 1/2]f (λ)µ(λ)dλ respectively.
Proof. It suffices to show that
n−1/2
{
H(X1, X2, . . . , Xn)−
n∑
t=1
ξ 2t
}
P−→ 0, (34)
and
4pi
n−1∑
k=1
f̂µ(k)
n−k∑
t=1
E(ξtξt+k)− n16pi2
∫ pi
−pi
(n−1∑
k=1
rZ (k) cos(λk)
) ∣∣∣∣∣ ∞∑
j=0
dje−iλj
∣∣∣∣∣
−2
− 1/2
 f (λ)µ(λ)dλ→ 0, (35)
as n→∞. Note that
H(X1, X2, . . . , Xn) =
n∑
t=1
ξ 2t + (2pi)−2n1/2
∫ pi
−pi
Rn(λ)[f (λ)]−1dλ, (36)
so (34) reduces to show that
n1/2
∫ pi
−pi
Rn(λ)[f (λ)]−1dλ P−→ 0, (37)
According to Lemma 5.1 in Kokoszka and Mikosch [18], we have that
|f −1(λ)| ≤ c(δ)|λ|2α−δ (38)
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if f is positive. In view of (38) and (33), (37) immediately follows from Proposition 2.1. Observe that
4pin−1/2
n−1∑
k=1
f̂µ(k)
n−k∑
t=1
E(ξtξt+k) = 4pin−1/2
n−1∑
k=1
f̂µ(k)nrξ (k)− 4pin−1/2
n−1∑
k=1
f̂µ(k)krξ (k). (39)
Write
4pin−1/2
n−1∑
k=1
f̂µ(k)nrξ (k) = 4pin−1/2
( ∞∑
k=1
−
n∑
k=1
)
f̂µ(k)nrξ (k)
= 16pi2n1/2
∫ pi
−pi

( ∞∑
k=1
rZ (k) cos(λk)+ rZ (0)
) ∣∣∣∣∣ ∞∑
j=0
dje−iλj
∣∣∣∣∣
−2
− 1
2
− ∞∑
k=n
rξ (k) cos(λk)
 f (λ)µ(λ)dλ
= 16pi2n1/2
∫ pi
−pi
(n−1∑
k=1
rZ (k) cos(λk)
) ∣∣∣∣∣ ∞∑
j=0
dje−iλj
∣∣∣∣∣
−2
− 1
2
 f (λ)µ(λ)dλ
+ 16pi2n1/2
∫ pi
−pi
( ∞∑
k=n
rZ (k) cos(λk)
) ∣∣∣∣∣ ∞∑
j=0
dje−iλj
∣∣∣∣∣
−2
−
∞∑
k=n
rξ (k) cos(λk)
 f (λ)µ(λ)dλ.
Using (32), we have
16pi2n1/2
∫ pi
−pi
( ∞∑
k=n
rZ (k) cos(λk)
) ∣∣∣∣∣ ∞∑
j=0
dje−iλj
∣∣∣∣∣
−2
−
∞∑
k=n
rξ (k) cos(λk)
 f (λ)µ(λ)dλ→ 0,
as n→∞. Using (16) and (24), it can be shown that
4pin−1/2
n−1∑
k=1
f̂µ(k)krξ (k)→ 0
as n→∞. The proof is complete. 
Theorem 2.3. Let {ξi} in (10) be a normalized α-mixing sequence. Suppose that the above conditions (D1)–(D4) hold when φ is
replaced by α, then the result of Theorem 2.1 is proper for the α-mixing case.
Proof. In fact
∑∞
k=1 φ
1/4
k < ∞ in Remark 2.1 can be replaced by weaker condition
∑∞
k=1 α
1/2
k < ∞. Using Lemma A.4
instead of Lemma A.2, the proof can be complete similarly with that for φ-mixing. 
3. Proofs of Propositions 2.1–2.3
The following proofs depend on many results in Appendix. We will specifically mention them.
Proof of Proposition 2.1. As the expressions of the remainder Rn in our paper is the same as Kokoszka and Taqqu [7] aside
from {ξt} being φ-mixing, the proof of (18) is similar to the proof of Theorem 10.3.1 in Brockwell and Davis [19]. According
to Kokoszka and Taqqu [7] and Brockwell and Davis [19], to complete our proof, we only need to show
n−1/2
∫ pi
−pi
|∆n(λ)|2|µ(λ)|dλ P−→ 0 (40)
and
n−1/2
∫ pi
−pi
∆n(λ)C(λ)
(
n∑
l=1
ξleiλl
)
µ(λ)dλ
P−→ 0, (41)
where
∆n(λ) = n1/2Yn(λ) =
∞∑
j=0
dje−iλj
(
n−j∑
k=1−j
ξke−iλk −
n∑
k=1
ξke−iλk
)
. (42)
Verification of (40):
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According to Kokoszka and Taqqu [7], we need to prove
n−1/2
∫ pi
−pi
|Γun(λ)|2|µ(λ)|dλ P−→ 0, for u = 1, 2, 3, 4, (43)
where
Γ1n(λ) =
n−2∑
k=0
(
n+k∑
j=k+1
djei(k−j)λ
)
ξ−k,
Γ2n(λ) =
∞∑
k=n−1
(
n+k∑
j=k+1
djei(k−j)λ
)
ξ−k,
Γ3n(λ) = −e−inλ
n−2∑
k=0
(
n−1∑
j=k+1
djei(k−j)λ
)
ξn−k
and
Γ4n(λ) = −
( ∞∑
j=n
dje−iλj
)
n∑
t=1
ξte−iλt .
(1) Proof of (43) with u = 1. According the proof of proposition 2.1 in Kokoszka and Taqqu [7], the verification of (43) with
u = 1 reduces to the verifications of
n−1/2
n−2∑
k=0
νn(k, k)ξ 2−k
P−→ 0 (44)
and
n−1/2
∑
0≤k6=t≤n−2
νn(k, t)ξ−kξ−t
P−→ 0 (45)
where
νn(k, t) =
∫ pi
−pi
(
n+k∑
j=k+1
djei(k−j)λ
)(
n+t∑
j=t+1
djei(j−t)λ
)
|µ(λ)|dλ.
Note dj, α in (D1) and e in (D2) are the same as cj, d in (A1) and e in (A2) for Case II in Kokoszka and Taqqu [7] respectively.
So we have
|vn(k, t)| ≤ c
{
(k ∨ t)α−1+δnα+e+δ, if α + e ≥ 0
(k ∨ t)α−1+δ, if α + e < 0. (46)
Using the Markov inequality, to prove (44) and (45) we prove that
E
∣∣∣∣∣n−1/2 n−2∑
k=0
vn(k, k)ξ 2−k
∣∣∣∣∣→ 0 (47)
and
E
∣∣∣∣∣n−1/2 ∑
0≤t<k≤n−2
vn(k, t)ξ−kξ−t
∣∣∣∣∣
2
→ 0. (48)
We shall consider the more difficult case α + e ≥ 0. When α + e ≥ 0, using (46), we have
E
∣∣∣∣∣n−1/2 n−2∑
k=0
vn(k, k)ξ 2−k
∣∣∣∣∣ ≤ cn−1/2 n−2∑
k=0
kα−1+δnα+e+δE|ξ 2−k|
≤ cnα+δ+α+e+δ−1/2,
the last inequality is obtained by (D4) ({|ξkξk+i|2+δ} being uniformly integrable). Provided δ is so small that α+ δ+α+ e+
δ − 1/2 < 0. This complete the proof of (47). Using (D4), we have
E
∣∣∣∣∣n−1/2 ∑
0≤t<k≤n−2
vn(k, t)ξ−kξ−t
∣∣∣∣∣
2
≤ cn−1
∑
0≤t<k≤n−2
v2n(k, t)
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≤ cn−1
∫ n
1
dt
∫ n
t
(kα−1+δnα+e+δ)2dk ≤ cn2(2α+e−1/2−1+δ)+2.
Noting 2α + e < 1/2, a sufficiently small δ makes sure 2(2α + e− 1/2− 1+ δ)+ 2 < 0. This complete the proof of (48).
So we complete the proof of (43) with u = 1.
(2) Proof of (43) with u = 2. Note (D4) and 2α + e < 1/2. Using (3.22) in Kokoszka and Taqqu [7], we can complete the
proof.
(3) Proof of (43) with u = 3. The proof of (43) with u = 3 is the same as the proof of (43) with u = 1.
(4) Proof of (43) with u = 4. Write∫ pi
−pi
|Γ4n(λ)|2|µ(λ)|dλ = kn(k, k)
n∑
k=1
ξ 2k +
∑
1≤t 6=k≤n
kn(k, t)ξkξt ,
where
kn(k, t) =
∫ pi
−pi
∣∣∣∣∣ ∞∑
j=n
dje−iλj
∣∣∣∣∣
2
µ(λ)eiλ(k−t)dλ.
According to the proof of (3.7) in Kokoszka and Taqqu [7], it is not difficult to show
|kn(k, t)| ≤ c
{
nα−1+δ, if α + e < 0
n2α+e−1+δ, if α + e ≥ 0.
We will prove
n−1/2kn(k, k)
n∑
k=1
ξ 2k
P−→ 0 (49)
and
n−1/2
∑
1≤t 6=k≤n
kn(k, t)ξkξt
P−→ 0. (50)
Write the left-hand side of (49) as
n−1/2kn(k, k)
n∑
k=1
ξ 2k = n−1/2kn(k, k)
n∑
k=1
Eξ 2k + n−1/2kn(k, k)
n∑
k=1
(ξ 2k − E(ξ 2k ))
≤ cn−1/2nkn(k, k)+ cn(1/2+p)
(
n−1/2
n∑
k=1
(ξ 2k − E(ξ 2k ))
)
,
where p < −1/2. Noting α − 1 + δ < −1/2, 2α + e − 1 < −1/2 and Proposition 2.2, we have the right-hand side of
the above inequality converging to zero. Using (D4), we have the bound of the left-hand side of (50) is cn2(p−1/2)+2. One can
prove (50). So the verification of (43) with u = 4 is complete, and hence that of (40).
Verification of (41). Note (D4). The proof is similar to the proof of (3.1) in Kokoszka and Taqqu [7]. The proof is complete.

Remark 3.1. (1) We use the Markov inequality and Lemma A.1 to prove Proposition 2.2 since {ξt} is not i.i.d. but φ-mixing.
(2) As many results for α = 2 in the proof of Proposition 2.1 in Kokoszka and Taqqu [7] are still valid in our paper, we can
use them to complete our proof of Proposition 2.1.
Proof of Proposition 2.2. By Lemma A.3, we know {ξtξt+i, t = 1, 2, . . .} is α-mixing since φ-mixing of {ξt , t = 1, 2, . . .}
imply α-mixing. Let ank = n−1/2/ci. Obviously, supn
∑n
k=1 a
2
nk < ∞, max1≤k≤n |ank| → 0 as n → ∞ if ci < ∞ which will
be proved below. By (D4), {ξtξt+i − E(ξtξt+i), t = 1, 2, . . .} is a centered random sequence with {|ξtξt+i − E(ξtξt+i)|2+δ}
being an uniformly integrable family. Meanwhile, according to Lemma A.3, Remark A.1, {ξtξt+i − E(ξtξt+i)} is an α-mixing
sequence with mixing coefficient α(k) ≤ φ1/2(k − i − 1). So, for a certain δ > 0, we have∑k α(k)k2/δ < ∞ by (D4).
According to Theorem A.1, the proof of Proposition 2.2 reduces to the verification of limn→∞ var(
∑n
t=1 n−1/2ξtξt+i) < ∞.
Write
var
(
n∑
t=1
n−1/2ξtξt+i
)
= 1
n
E
(
n∑
k=1
(ξtξt+i − E(ξtξt+i))
)2
= 1
n
[
n∑
t=1
E(ξtξt+i − E(ξtξt+i))2 + 2
∑
1≤k<j≤n
E(ξkξk+i − E(ξkξk+i))(ξjξj+i − E(ξjξj+i))
]
.
F. Lin / Journal of Computational and Applied Mathematics 233 (2009) 437–448 447
Since {|ξtξt+i − E(ξtξt+i)|2+δ} is uniformly integrable, we have
n∑
t=1
E(ξtξt+i − E(ξtξt+i))2 < nc (51)
(c is a constant). Using Lemma A.1 and (D4), we can write
∑
1≤k<j≤n
E(ξkξk+i − E(ξkξk+i))(ξjξj+i − E(ξjξj+i)) ≤ c(δ)
(
n−k∑
j=1
j2/δα(j)
)δ/(2+δ)
sup
j
‖ξjξj+i‖22+δ < c,
combined with (51), this establishes
c2i = limn→∞
1
n
n∑
k=1
E((ξkξk+i − E(ξkξk+i))2 + 2
∑
1≤k<j≤n
E(ξjξj+i − E(ξjξj+i))(ξkξk+i − E(ξkξk+i))) <∞. (52)
Using the Cauchy–Schwarz inequality and (52), we have
cov(Yi, Yj) = lim
n→∞
1
n
E
(
n−i∑
t=1
ξtξt+i
n−j∑
s=1
ξsξs+j
)
<∞.
We complete the proof. 
Proof of Proposition 2.3. According the conditions in the theorem, we have p < 0 and p+ 1 < 0. So, Using integration by
parts twice, the proof is complete. 
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Appendix
This section contains some results which were used in the proofs of the results of Section 3. The following Theorem A.1
comes from Peligrad and Utev [9].
Theorem A.1. Let {ani} be a triangular array of real numbers satisfying supn
∑n
k=1 ank < ∞ and max1≤k≤n |ank| → 0 as
n→ ∞, and let {ξk} be a centered stochastic strongly mixing sequence with {|ξk|2+δ} being a uniformly integrable family for a
certain δ > 0. Suppose var(
∑n
k=1 ankξk)→ 1,
∑
n α(n)n
2/δ <∞, infk var(ξk) > 0. Then∑nk=1 ankξk → N(0, 1) as n→∞.
Using the Cauchy–Schwarz inequality and Theorem 1.2 in Rio [20], it can be showed the following result.
Lemma A.1. Let {Xn} be a strong mixing sequence of random variables such that E|Xk|2+δ < ∞ for a certain δ > 0 and every
k ≥ 1. Then there is a numerical constant c(δ) depending only on δ such that for every k ≥ 1, we have
k+m∑
n>k
|cov(Xk, Xn)| ≤ c(δ)
(
m∑
n=1
n2/δα(n)
)δ/(2+δ)
sup
j
‖Xj‖22+δ.
The lemma below is from Lin and Lu [21].
Lemma A.2. Let {Xn} be a φ-mixing sequence, X ∈ L2(zk−∞), and Y ∈ L2(z∞k+n) where L2(zmn ) denotes the set of all zmn
measurable random variables with the 2nd moment, then
|EXY − EXEY | ≤ 2φ1/2(n)(EX2)1/2(EY 2)1/2.
The following result is a segment of Lemma 1 in Potitis and Romano [10].
Lemma A.3. If the Xn are α-mixing with mixing coefficient αX (k), then the Tn,s+1,1 = XnXn+s, n ∈ Z are also α-mixing with
mixing coefficient αTs+1,1(k) ≤ αX (k − s − 1), for k ≥ [(s + 1)/1] + 1. If we have aM ≤ L, for some constant a > 0, then the
following also holds: If the Xn are α-mixing with mixing coefficient αX (k), then Tn,s+1,1 = XnXn+s, n ∈ Z are also α-mixing with
mixing coefficient αTs+1,1(k) ≤ αX (k− s− 1), for k ≥ [1/a] + 1.
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Lemma A.4 below presents the bound for Cov(X, Y ) in terms of the dependence measure α(n). We refer the readers to
Section 1.2.2 of Doukhan [22] for a review.
Lemma A.4. Let {Xn} be a α-mixing sequence, X ∈ Lp(zk−∞), and Y ∈ Lq(z∞k+n) where Lm(zmn ) denotes the set of all zmn
measurable random variables with the m-order moment. p, q ≥ 1 and 1/p+ 1/q < 1. Then
|EXY − EXEY | ≤ 2α1/r(n)(E|X |p)1/p(E|Y |q)1/q,
where r = (1− 1/p− 1/q)−1.
Using (1.11)–(1.18) in Bradley [8] or Definition 2.11 in Fan and Yao [23], we obtain the following remark.
Remark A.1. φ-mixing implies strong mixing, i.e. α-mixing. Further, α(k) ≤ 1/2φ1/2(k).
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