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Summary. This chapter introduces a new algorithm for classiﬁcation, named AntMiner+,
based on an artiﬁcial ant system with inherent self-organizing capabilities. The usage of ant
systems generates scalable data mining solutions that are easily distributed and robust to
failure. The introduced approach differs from the previously proposed AntMiner classiﬁcation
technique in three aspects. Firstly, AntMiner+ uses a MAX-MIN ant system which is an
improved version of the originally proposed ant system, yielding better performing classiﬁers.
Secondly, the complexity of the environment in which the ants operate has substantially
decreased. This simpliﬁcation results in more effective decision making by the ants. Finally,
by making a distinction between ordinal and nominal variables, AntMiner+ is able to include
intervals in the rules which leads to fewer and better performing rules. The conducted
experiments benchmark AntMiner+ with several state-of-the-art classiﬁcation techniques on a
variety of datasets. It is concluded that AntMiner+ builds accurate, comprehensible classiﬁers
that outperform C4.5 inferred classiﬁers and are competitive with the included black-box
techniques.
2.1 Introduction
In recent decades, innovative storage technologies and the success of the
Internet have caused a true explosion of data. This data is typically distributed,
continuously updated and contains valuable, yet hidden knowledge. Data mining
is the overall process of extracting knowledge from this raw data. Although
many techniques have been proposed and successfully implemented, few take into
account the importance of the comprehensibility aspect of the generated models
or the ability to deal with distributed data. Artiﬁcial ant systems are inspired
on real ant colonies and are speciﬁcally designed to provide robust, scalable and
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distributed solutions. By performing local actions and indirect communication only,
ants are able to achieve complex overall behavior. The approach described in this
chapter, named AntMiner+, takes advantage of the inherent beneﬁts of ant systems
and puts them in a data mining context. Comprehensible, accurate classiﬁers in
the form of simple if-then-else rules are extracted from data by the ants. The
environment of the ants is deﬁned as a directed acyclic graph (DAG) where an ant,
walking from start to end, gradually constructs a rule. AntMiner+ uses a MAX-
MIN ant system, which is an improved version of the originally proposed ant
system [41] and enhances the performance by a stronger exploitation of the best
solutions.
The remainder of this chapter is structured as follows. In Sect. 2.2 we shortly explain
the basics of ant systems, data mining and introduce the use of ant systems for data
mining. This is further elaborated on in Section 2.3 where we explain the workings of
our approach: AntMiner+. The ﬁnal sections report on the results of our experiments
on various datasets.
2.2 Ant Systems and Data Mining
2.2.1 Ant Systems
Artiﬁcial ant systems are inspired on the behavior of real ant colonies and are part
of a relatively new concept in artiﬁcial intelligence, called swarm intelligence [5].
Swarm Intelligence is the property of a system whereby the collective behaviors of
(unsophisticated) agents interacting locally with their environment cause coherent
functional global patterns to emerge. A biological ant is a simple insect with limited
capabilities but an ant colony is able to behave in complex manners and come to
intelligent solutions for problems such as the transportation of heavy items and
ﬁnding the shortest path between the food source and the nest. This complex
behavior emerges from self-organization and indirect communication between the
ants. The indirect way of communication, through the environment rather than
directly between the individuals, is also known as stigmergy [18]. More speciﬁcally,
ants communicate through a chemical substance called pheromone that each ant
drops on its path. When an ant ﬁnds a pheromone trail it is likely to follow this
path and reinforce the pheromone. The pheromone trail intensity is increased and
the path will become more likely to be followed by other ants. In turn, when no ants
follow the same path the pheromone trail intensity decreases, this process is called
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The same ideas are used for artiﬁcial ant systems [11]: a number of computational
concurrent and asynchronous agents move through their environment and by doing
so incrementally construct a solution for the problem at hand. Ants move by applying
a stochastic local decision policy based on two parameters, the pheromone and
heuristic values. The pheromone amount of a trail is a measure for the number
of ants that recently have passed the trail and the heuristic value is a problem
dependent value. When an ant comes at a crossroad, it is more likely to choose
the trail with the higher pheromone and heuristic values. When an ant arrives at its
destination, the ant’s solution is evaluated and the trail followed by the ant is updated
according to its quality. Updating the trails entails two phenomena: evaporation
and reinforcement. Evaporation means that the pheromone level of the trails are
diminished gradually. In this way less accurate trails will disappear. Reinforcement
means that the pheromone level is increased proportionally to the quality of the
corresponding candidate solution for the target problem. As a result, the solution
provided by the ants will converge to a (sub)optimal solution of the problem.
In essence, the design of an ant system implies the speciﬁcation of the following
aspects:
• An environment that represents the problem domain in such a way that it lends
itself to incrementally building a solution for the problem;
• A problem dependent heuristic evaluation function (η), which represents a
quality factor for the different solutions;
• A rule for pheromone updating (τ), which takes into account the evaporation and
the reinforcement of the trails;
• A probabilistic transition rule based on the value of the heuristic function (η) and
on the strength of the pheromone trail (τ) that is used to iteratively construct a
solution;
• A clear speciﬁcation of when the algorithm converges to a solution.
Ant systems have shown to be a viable method for tackling hard combinatorial
optimization problems [10]. A short overview of the literature, though not
exhaustive, is provided in Table 2.1.
The performance of traditional ant systems, however, is rather poor on larger
problems [37]. St¨ utzle et al. [41] advocate that improved performance can be
obtained by a stronger exploitation of the best solutions, combined with an effective
mechanism for avoiding early search stagnation4. The authors propose a MAX-
MIN ant system (MMAS) that differs from a normal ant system in three aspects:
• After each iteration only the best ant is allowed to add pheromone to its trail.
This allows for a better exploitation of the best solution found;
• To avoid stagnation of the search, the range of possible pheromone trails is
limited to an interval [τmin,τmax];
4The situation where all ants take the same path and thus describe the same solution.24 Martens et al.
• Each trail is initialized with a pheromone value of τmax, as such the algorithm
achieves a higher exploration at the beginning of the algorithm.
Table 2.1. Literature Overview
Overview of the applications of Ant Systems
Clustering
Abraham et al. [1]
Handle et al. [20]
Data Schockaert et al. [33]
Mining
Classiﬁcation
Parpinelli et al. [28, 29]
Liu et al. [22]
Ramos et al. [31]
Dorigo et al. [12]
Traveling Salesman Gambardella et al. [16, 17]
Problem Eyckelhof et al. [13]
St¨ utzle et al. [38, 39, 40]
Vehicle Routing Problem
Wade et al. [45]
Bullnheimer [6]
Operations Cicirello et al. [8]
Research
Quadratic Assignment
Maniezzo et al. [24, 25]
Problem
Gambardella et al. [15]
St¨ utzle et al. [36]
Scheduling Problems
Colorni et al. [9]
Socha et al. [35]
Forsyth et al. [14]
Telecommunications
Schoonderwoerd et al. [34]
Di Caro et al. [7]
2.2.2 Data Mining
Over the past decades we have witnessed an explosion of data. Although much
information is available in this data, it is hidden in the vast collection of raw
data. Data mining entails the overall process of extracting knowledge from this
data and addresses the rightly expressed concern of Naisbitt [27]:
“We are drowning in information but starving for knowledge.”
– John Naisbitt
Different types of data mining are discussed in the literature [2], such
as regression, classiﬁcation and clustering. The task of interest here is
classiﬁcation, which is the task of assigning a datapoint to a predeﬁned class
or group according to its predictive characteristics. The classiﬁcation problem
and accompanying data mining techniques are relevant in a wide variety of
domains such as ﬁnancial engineering, medical diagnostic and marketing. The
result of a classiﬁcation technique is a model which makes it possible to2 Ants Constructing Rule-Based Classiﬁers 25
classify future data points based on a set of speciﬁc characteristics in an automated
way. In the literature, there is a myriad of different techniques proposed for this
classiﬁcation task, some of the most commonly used being C4.5, logistic regression,
linear and quadratic discriminant analysis, k-nearest neighbor, artiﬁcial neural
networks and support vector machines [19].
The performance of the classiﬁer is typically determined by its accuracy on an
independent test set. Benchmarking studies [3] have shown that the non-linear
classiﬁers generated by neural networks and support vector machines score best on
this performance measure. However, comprehensibility can be a key requirement as
well, demanding that the user can understand the motivations behind the model’s
prediction. In some domains, such as credit scoring and medical diagnostic, the lack
of comprehensibility is a major issue and causes a reluctance to use the classiﬁer or
even complete rejection of the model. In a credit scoring context, when credit has
been denied the Equal Credit Opportunity Act of the U.S. requires that the ﬁnancial
institution provides speciﬁc reasons why the customer’s application was rejected,
whereby vague reasons for denial are illegal. In the medical diagnostic domain as
well, clarity and explainability are major constraints. The most suited classiﬁers for
this type of problem are of course rules and trees. C4.5 is one of the techniques
that constructs such comprehensible classiﬁers, but other techniques, such as rule
extraction from neural network and support vector machine classiﬁers, have been
proposed as well [4].
Our approach focuses on building accurate, though comprehensible classiﬁers, ﬁt
for dynamic, distributed environments.
2.2.3 Data Mining with Ant Systems
The ﬁrst application of ant systems for data mining was reported in [28], where
the authors introduce the AntMiner algorithm for the discovery of classiﬁcation
rules. Extensions and optimizations of the AntMiner are described in AntMiner2
and AntMiner3 [22]. The aim is to extract simple if-then-else rules from data,
where the condition part of the rule is a conjunction of terms. All attributes are
assumed to be categorical since the terms are of the form < Variable = Value >,
e.g. < Sex = male >.
The original AntMiner works as follows. Each ant starts with an empty rule
and chooses a term < Vi = Valuek > to add to it’s rule. The choice of the term
to add is dependent on the pheromone function (τ(t)) and the heuristic value
(η) associated with each term. This choice is furthermore constrained since each
variable can occur at most once in a rule to avoid inconsistencies such as
< Sex = male > and < Sex = female>. The ant keeps adding terms to its partial
rule until either all variables have been used in the rule or if adding any term
would make the rule cover less cases than a user-deﬁned minimum. The class26 Martens et al.
predictedbythisruleisdeterminedbythemajorityclassofthetrainingcasescovered
by the rule. Afterwards the rule is pruned in order to remove irrelevant terms and the
pheromone levels are adjusted, increasing the pheromone of the trail followed by the
ant and evaporating the others. Another ant starts its search with the new pheromone
trails to guide its search. This process is repeated until all ants have constructed a
rule or when ants have already converged to the same constructed rule. The best rule
among these constructed rules is added to the list of discovered rules and the training
cases covered by this rule are removed from the training set. This overall process
is repeated until the number of uncovered training cases is lower than a speciﬁc
threshold.
The heuristic value in AntMiner is deﬁned as an information theoretic measure in
terms of the entropy, which can be seen as an impurity measure. AntMiner2 on the
other hand uses a much simpler, though less accurate, density estimation equation as
the heuristic value with the assumption that the small induced errors are compensated
by the pheromone level. This makes AntMiner2 computationally less expensive
without a degradation of the performance. Two key changes have been proposed
in AntMiner3 [22], resulting in an increased accuracy. A different update rule is used
and more exploration is incorporated with a different transition rule that increases
the probability of choosing terms not yet used in previously constructed rules.
start
V1 V2 V3 Vn
Fig. 2.1. Construction Graph of AntMiner2 Ants Constructing Rule-Based Classiﬁers 27
In these AntMiner versions, an ant can add terms corresponding to any of the
variables that are not yet present in the partially constructed rule, with any of its
values. This approach is illustrated in Fig. 2.1 which shows a graph representation of
the ants’ environment. Each ‘column’ or node group corresponds to a variable and
every ‘row’ corresponds to a value. Each ant going to node ni,k (node in column i and
row k) adds the term <Vi =Valuek > to its rule. All ants begin in the start node and
then start adding terms by walking through the construction graph representing the
problem domain. As shown by Fig. 2.1, the complexity of the construction graph,
measured by the number of edges, is O(
avg2
2 ·n2) with n the number of variables and






We build further on the work introduced in the previous AntMiner versions and try
to resolve some issues. First of all, we deﬁne the environment as a directed acyclic
construction graph which allows a clear representation of the problem domain and
considerably improves the performance of the ant system. Furthermore, we introduce
the better performing MAX-MIN ant system for mining rules. To the best of
our knowledge, there is no use of the MAX-MIN ant system technique for the
discovery of classiﬁcation rules.
The main working of our algorithm is described in pseudo-code 2.3.1 below. First, a
directed acyclic construction graph is created that acts as the environment of the ants.
All ants begin in the start node and walk through their environment to the end node,
gradually constructing a rule. Only the ant that describes the best rule, i.e. covers
the most training points, will have the pheromone of its followed trail increased.
Evaporation decreases the pheromone of all edges. Supplementary modiﬁcations of
the pheromone levels may be needed since the MAX-MIN approach additionally
requires the pheromone levels to lie within a given interval. Since the probabilities
are the same for all ants in the same iteration, these values are calculated in advance.
When all the edges of one path have a pheromone level τmax and all others edges have
pheromone level τmin, the rule corresponding to the path with τmax will be extracted
and training data covered by this rule removed from the training set. This iterative
process will be repeated until enough training points have been covered or when
early stopping occurs (cf. Sect. 2.3.5). Details of AntMiner+ are provided in the next
sections.28 Martens et al.
Pseudo-code 2.3.1 AntMiner+
construct graph
while (not min. percentage of training data covered or early stopping)
initialize heuristics, pheromones and probabilities of edges
while (not converged)
create ants
let ants run from source to sink
evaporize edges
update path of best ant
adjust pheromone levels if outside boundaries
kill ants
update probabilities of edges
end
extract rule
flag the data points covered by the extracted rule
end
evaluate performance on test set
2.3.1 The Construction Graph
The AntMiner+ construction graph is deﬁned as a simple DAG which provides a
comprehensible view of the solution space. Ants in a node of variable Vi are only
allowed to go to nodes of variable Vi+1. Consequently, each path from start to end
node represents a rule. Similarly as before, each ant going from node ni,j to node
ni+1,k adds the term < Vi+1 = Valuek > to its rule. Since binary classiﬁcation is
performed, at the end node the rule consequent < class = 1 > is added to the rule.
So during the walk from start to stop, an ant gradually constructs a complete rule.
To allow for rules where not all variables are involved, hence shorter rules, an extra
dummy node is added to each variable whose value is undetermined, meaning it can
take any of the values available. This ﬁts well in the construction graph and makes
the need for pruning superﬂuous.
Although only categorical variables can be used in our implementation, we make
a distinction between nominal and ordinal variables. Each nominal variable has
one node group, but for the ordinal however, we build two node groups to allow
for intervals to be chosen by the ants. The ﬁrst node group corresponds to the
lower bound of the interval and should thus be interpreted as < Vi+1 ≥ Valuek >,
the second node group determines the upper bound, giving < Vi+2 ≤ Valuel >.
This allows to have less, shorter and actually better rules. Note that in the ordinal
case Vi+1 is equal to Vi+2. Figure 2.2 gives a general view of the construction
graph with the ﬁrst variable being nominal and the second one ordinal, hence
having two node groups. The complexity of this construction graph is O(n ·
avg2), far below the complexity of the construction graph deﬁned by previous2 Ants Constructing Rule-Based Classiﬁers 29
AntMiner versions5. The lower complexity of the AntMiner+ construction graph












Fig. 2.2. Construction Graph of AntMiner+
2.3.2 Edge Probabilities
The probability P(ni,j,ni+1,k) is the probability that an ant which is in node ni,j (node
for which variableVi is equal to its jth value) will go to node ni+1,k. This probability









Notice that this probability is dependent on two values: the heuristic value η and the
pheromone value τ. The relative weights of these values are determined by the α and
β parameters.
2.3.3 Heuristic Value
The heuristic value gives for each node in the construction graph a notion of its
quality in the problem domain. For data mining, the quality is usually measured
by the number of data points that are covered (described) by a value. Since we
extract rules for the class = 1 case, we deﬁne the heuristic value for the node ni,k
as follows:
5Note that n is now a value slightly higher than the number of variables since ordinal
variables have two node groups.30 Martens et al.
ηni,k =




information entropy measures. This extra information however is computationally
demanding and is already included (implicitly) in the pheromone value: small
potential errors in the heuristic value will be compensated by the pheromone levels.
The same argument goes for the fact that we do not take into account the history
of the ant in the heuristic value, that is we do not look at how many data points are
already covered by the rule so far. This implies that the sequence of the variables in
the construction graph is irrelevant.
2.3.4 Pheromone Updating
Generally, updating the pheromone trail of an ant system is accomplished in two




Evaporation in an ant system is accomplished by diminishing the pheromone level
of each trail according to the following rule:
τ(ni,j,ni+1,k)(t +1)=ρ·τ(ni,j,ni+1,k)(t), (2.4)
where ρ is the evaporation factor. Typical values for ρ lie in the range [0.8,0.99] [41].
Reinforcement
In a MAX-MIN ant system reinforcement of the pheromone trail is only applied
to the best ant’s path. The best ant can be chosen as either the iteration best ant, or
the global best ant. Results described in the literature bias our choice towards the
iteration best ant [41]. This means that, taking into account the evaporation factor as
well, the update rule for the best ant’s path can be described by:
τ(ni,j,ni+1,k)(t +1)=ρ·τ(ni,j,ni+1,k)(t)+∆best (2.5)
Clearly, the reinforcement of the best ant’s path, ∆best, should be proportional to
the quality of the path. For data mining, we deﬁne the quality of a rule by the
sum of its conﬁdence and its coverage. Conﬁdence is an indication of the number
of correctly classiﬁed data points by a rule compared to the total number of
data points covered by that rule. The coverage gives an indication of the overall
importance of the speciﬁc rule by looking at the number of correctly classiﬁed2 Ants Constructing Rule-Based Classiﬁers 31
data points over the total number of uncovered data points. More formally, the
pheromone amount to add to the path of the iteration best ant is given by the beneﬁt
of the path of the iteration best ant, as indicated by 2.6, with ruleib−ant being the rule
described by the iteration best ant, andCova boolean expressing whether a datapoint
is already covered by one of the extracted rules or not.
∆best =
|ruleib−ant & Class = 1|
|ruleib−ant|
      
conﬁdence
+
|ruleib−ant & Class = 1|
|Cov = 0|
      
coverage
(2.6)
Let us consider a dataset with 1000 data points and 2 ants extracting rules. Ant 1
describesruleR1 thatcovers100datapoints,ofwhich90arecorrectlydescribed.Ant
2 extracts rule R2, that covers 300 data points, of which 240 are correctly classiﬁed.
As Table 2.2 shows rule R2 has a higher quality and therefore ant 2 will be the
iteration best ant.
Table 2.2. Example on calculation of rule quality
Rule Conﬁdence Coverage Quality
R1
90
100 = 0.9 100
1000 = 0.1 1.0
R2
240
300 = 0.8 300
1000 = 0.3 1.1
τ boundaries
An additional restriction imposed by the MAX-MIN ant systems is that the
pheromone level of the edges is restricted by an upper-bound (τmax) and a
lower-bound (τmin). Furthermore, these bounds are dynamically altered during the
execution of the ant system, so the values converge to the exact maximum value of
τmax. Every time an iteration best ant improves the results of the current global best





The lower-bound (τmin) for the pheromone level is derived from the probability that
the best solution is found upon convergence pbest, the maximum pheromone level







(2.8)32 Martens et al.
2.3.5 Early Stopping
AntMiner+ stops constructing rules when either a predeﬁned percentage of
training points has been covered by the inferred rules or when early stopping
occurs. The last criterion is often used in data mining and is explained in more
detail.
The ultimate goal of AntMiner+ is to produce a model which performs well on
new, unseen test instances. If this is the case, we say that the classiﬁer generalises
well. To do so, we basically have to avoid the classiﬁer from ﬁtting the noise or
idiosyncrasies in the training data. This can be realized by monitoring the error on a
separate validation set during the training session. When the error measure on the
validation set starts to increase, training is stopped, thus effectively preventing the
rule base from ﬁtting the noise in the training data. This stopping technique is
known as early stopping. Note that this causes loss of data that cannot be used for









Fig. 2.3. Dataset splitup
The dataset is split up in three sets, as indicated in Fig. 2.3: a training set used by
AntMiner+ to infer rules from, a validation set to implement the early stopping rule,
and a test set to calculate an unbiased performance estimate. As a rule of thumb,
two third of the complete dataset is typically used for training and validation and the
remaining third for testing. Of the data points set aside for training and validation,
two third is training data and one third validation data. A typical plot of the accuracy
for the three types of data is shown in Fig. 2.4. The data used here is the german
credit scoring dataset described further on in this chapter. As the ﬁgure shows,
early stopping makes sure the rules generalise well. Going beyond the induced stop
increases the training accuracy, yet lowers the validation (and also test) accuracy
because overﬁtting occurs.2 Ants Constructing Rule-Based Classiﬁers 33



















Fig. 2.4. Illustration of the early stopping rule
2.4 Distributed Data Mining With AntMiner+:
a Credit Scoring Case
To demonstrate the possible use of AntMiner+ in a dynamic, distributed environment
we developed the following credit scoring case, see Fig. 2.5. This case has not yet
been put in practice and should only be viewed as an illustration of how to distribute
AntMiner+.
One of the key decisions ﬁnancial institutions have to make is to decide whether
or not to grant a loan to an applicant. This basically comes down to a binary
classiﬁcation problem which aims at distinguishing the good payers from the bad
payers. Suppose a bank wants to make use of AntMiner+ to build comprehensible
classiﬁers on which to base its credit approval decisions. The bank has some
customer data at its disposal such as amount on checking and savings account,
possibly distributed over several branch ofﬁces. It also has access to data from
a credit bureau (such as Experian or Equifax) which consolidates information
from a variety of ﬁnancial institutions. Further available data comes from the Tax
and Housing Ofﬁces. The externally provided data is continuously updated. A
centralized data mining approach would require continuous importing of data across
the network, a rather cumbersome task. AntMiner+ on the other hand, sends the
ants through the network to the relevant databases. Now the construction graph is
dynamic and distributed over different sites, where each database contains a number
of node groups. In practice, of course, support for the use of AntMiner+, common





















Fig. 2.5. AntMiner+ in distributed environment
The decentralized approach described here which operates in a dynamic, distributed
environmentallowstodetectnewcustomerdefaultproﬁlesquickly,iseasilyscalable,
and robust to failure: ants going lost over the network, or even losing the connection
to databases do not severely degrade the performance and AntMiner+ will still be
able to work properly.
2.5 Experiments and Results
2.5.1 Experimental Set-Up
We applied AntMiner+ to several publicly available datasets. Training,
validation and test set are determined in the manner described before. To
eliminate any chance of having unusually good or bad training and test sets,
10 runs are conducted where the data is ﬁrst randomized before the training,
validation and test set are chosen. Experiments are conducted with 1000 ants, the
evaporation rate ρ set at 0.85, and the relative weights α and β set at respectively
2 and 1.
A wide range of techniques are chosen to benchmark the AntMiner+ classiﬁer
against. C4.5 is the popular decision tree builder [34] where each leaf assigns
class labels to observations. Each of these leaves can be represented by a
rule; therefore C4.5 is also a truly comprehensible classiﬁer. K-nearest neighbor2 Ants Constructing Rule-Based Classiﬁers 35
classiﬁers (kNN) classify a data instance by considering only the k most similar data
points in the training set. We apply kNN to our datasets for k = 1 and k = 10. This
technique is called lazy since it does not involve creating a classiﬁcation model, but
rather defers the decisions on how to classify new data points beyond the training
session. For both C4.5 and kNN we use the Weka workbench [34]. Also included
is the commonly used logistic regression (logit) classiﬁer and the non-linear support
vector machine (SVM) classiﬁer [44]. We take the Least Squares SVM variant [43]
with RBF kernel using the LS-SVM Matlab toolbox [42].
2.5.2 Datasets
Different datasets are chosen to infer rules from by AntMiner+. Two datasets concern
medical diagnosis of breast cancer and one dataset concerns credit scoring; these
datasets are chosen for the critical importance of comprehensibility of the generated
classiﬁers. Other datasets used concern the tic-tac-toe toy problem and the two-
dimensional ripley dataset which allows for visualization of the extracted rules.
Both the tic-tac-toe, the credit scoring and the breast cancer datasets come from the
publicly available UCI data repository [21].
Breast Cancer Diagnosis
The task at hand for the breast cancer diagnosis datasets consists of classifying
breast masses as being either benign or malignant. For this, attributes of a sample are
listed that are deemed relevant. Two different datasets are used, one obtained from
the University of Wisconsin Hospitals, Madison from Dr. William H. Wolberg [23]
and the other from the University Medical Centre, Institute of Oncology, Ljubljana,
Yugoslavia and is provided by M. Zwitter and M. Soklic [26]. This is one of
the domains where comprehensibility is a key issue and thus rules are very much
preferred. The following rule, with 97.6% training accuracy and 95.7% test accuracy,
was extracted by AntMiner+ for the Breast Cancer Wisconsin dataset:
Table 2.3. Example rule on Breast Cancer Wisconsin dataset
if (Clump Thickness ∈ [1,8] and Uniformity of Cell Size ∈ [1,9] and
Uniformity of Cell Shape ∈ [1,8] and Marginal Adhesion ∈ [1,6] and
Single Epithelial Cell Size ∈ [1,9] and Bare Nuclei ∈ [1,5] and
Bland Chromatin ∈ [1,8] and Normal Nucleoli ∈ [1,9] and Mitoses ∈ [1,2])
then class = benign
else class = malignant
Credit Scoring
As mentioned before, credit scoring involves the discrimination between good
payers and bad ones. We used the german credit scoring dataset offered by prof.36 Martens et al.
Hofmann. An AntMiner+ example rule set is described in Table 2.4 which has a
training accuracy of 75.5% and a test accuracy of 72.1%.
Table 2.4. Example rule set on German Credit Scoring Dataset
if (Checking Account < 200 DM and Duration > 15 m and
Credit History = no credits taken and Savings Account < 1000 DM)
then class = bad
else if (Purpose = new car/repairs/education/others and
Credit History = no credits taken/all credits paid back duly at this bank and
Savings Account < 1000 DM)
then class = bad
else if (Checking Account < 0D Mand
Purpose = furniture/domestic appliances/business and
Credit History = no credits taken/all credits paid back duly at this bank and
Savings Account < 500 DM)
then class = bad
else if (Checking Account < 0D Mand Duration > 15 m and
Credit History = delay in paying off in the past and
Savings Account < 500 DM)
then class = bad
else class = good
Toy Problems
Also included in our experiments is the tic-tac-toe dataset, which encodes the
complete set of possible board conﬁgurations at the end of tic-tac-toe games where
X is assumed to have played ﬁrst. The target concept is ‘win for X’ (i.e., true when
X has one of 8 possible ways to create a ‘three-in-a-row’). The extracted rules can
easily be veriﬁed in Table 2.5 that shows the board of the game and the 9 variables
which can take value X, O or B (blank). An example of a rule base extracted by
AntMiner+ is provided in Table 2.6.
Table 2.5. tic-tac-toe game
A1 A2 A3
A4 A5 A6
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Table 2.6. Example rule on tic-tac-toe dataset
if (A7 = 1 and A8 = 1 and A9 = 1) then class = X
else if (A3 = 1 and A5 = 1 and A7 = 1) then class = X
else if (A1 = 1 and A5 = 1 and A9 = 1) then class = X
else if (A3 = 1 and A6 = 1 and A9 = 1) then class = X
else if (A4 = 1 and A5 = 1 and A6 = 1) then class = X
else if (A2 = 1 and A5 = 1 and A8 = 1) then class = X
else if (A1 = 1 and A4 = 1 and A7 = 1) then class = X
else if (A1 = 1 and A2 = 1 and A3 = 1) then class = X
else class = O
Ripley’s dataset [32] has two variables and two classes, where the classes are drawn
from two normal distributions with a high degree of overlap. This two-dimensional
datasetallowsforvisualizationoftheclassiﬁers.SinceAntMiner+canonlydealwith
categorical variables, the continuous values of the two variables are divided into 50
intervals of equal length. The Ripley dataset is shown in Fig. 2.6, together with the
decision boundary deﬁned by the rules extracted by AntMiner+ (accuracy 90.8%),
and a support vector machine model (accuracy 91.4%).








Fig. 2.6. AntMiner rules () and SVM decision boundary () for Ripley’s dataset38 Martens et al.
2.5.3 Software Implementation
AntMiner+ is implemented in the platform-independent, object-oriented Java
programming environment, with usage of the MySQL open source database server.
Several screenshots of the Graphical User Interface (GUI) of AntMiner+, applied to
thebreastcancerwisconsinandtic-tac-toedatasets,areprovidedinFig.2.7.TheGUI
shows the construction graph with the width of the edges being proportional to their
pheromone value. Extracted rules, with their training, validation and test accuracy,
are displayed in the bottom box.
(a) BCW Dataset (b) tic-tac-toe Dataset
Fig. 2.7. Screenshots of AntMiner+ during different stages of execution: from initialization
(top) to convergence (bottom)2 Ants Constructing Rule-Based Classiﬁers 39
2.5.4 Discussion
The results of our experiments are shown in Table 2.7. For each dataset, the
number of data instances (inst) and attributes (attr) as well as the accuracy and
number of generated rules are displayed. The techniques are ranked according to
their accuracy and the average ranking (AR) over the different datasets of each
technique is included in the table, hence a low AR indicates good performance.
The best average test set performance over 10 runs is underlined and denoted in
bold face for each data set. We then use a paired t-test to test the performance
differences. Performances that are not signiﬁcantly different at the 5% level from
the top performance with respect to a one-tailed paired t-test are tabulated in bold
face. Statistically signiﬁcant underperformances at the 1% level are emphasized in
italics. Performances signiﬁcantly different at the 5% level but not at the 1% level
are reported in normal script. Results published for AntMiner1 and 3, reported
in [29, 22], are also listed in the table but not included in the comparison as
just described since we did not conduct experiments with these AntMiner versions
ourselves.
Table 2.7. Average out-of-sample performance
bcw bcl ger ttt rip
inst attr inst attr inst attr inst attr inst attr
683 9 277 9 1000 19 958 9 1250 2
Technique AR Acc #R Acc #R Acc #R Acc #R Acc #R
AntMiner 92.63 10.1 75.28 7.1 70.99 16.5
AntMiner3 94.32 13.2 76.58 18.6
AntMiner+ 3.2 95.79 1 77.05 3.9 72.29 3.9 99.76 8 89.41 3.9
C4.5 4.6 94.38 11 75.68 21 72.91 36 84.17 95 89.08 6
1NN 4.4 95.84 74.74 72.48 97.98 88.66
10NN 1.8 96.48 78.42 74.26 95.18 90.80
SVM 3.8 92.81 76.56 73.68 91.06 89.78
logit 3.2 96.54 76.77 75.24 65.56 88.92
The best performance is achieved by 10NN with an average ranking of 1.8. However,
the nearest neighbor techniques are lazy in the sense that there is no actual classiﬁer.
Comprehensibility of such decisions, based on the similarity with training data, is
limited. The SVM models perform consistently well, but the non-linear, complex
nature of the generated classiﬁers makes them rather incomprehensible for humans.
Logistic regression achieves good results as well but is troubled with similar opacity
issues. Equations 2.9 and 2.10 describe the form of respectively the SVM and logistic





αiyi exp{− x−xi 2
2/σ2}+b] (2.9)
ylogit(x)=1/(1+exp{−(w0+wTx)}) (2.10)
The only techniques that deal with the comprehensibility aspect are C4.5 and
Antminer+. With an overall average ranking of 3.2 AntMiner+ holds a top three
place among the included state-of-the-art classiﬁcation techniques. AntMiner+
outperforms C4.5 on all but one dataset and consistently does so with fewer rules,
making AntMiner+ the best performing technique when considering both accuracy
and comprehensibility.
The better results can be attributed to our MAX-MIN approach, our simple
construction graph with the inclusion of dummy nodes, as well as our ability to
include intervals in our rules. TheMAX-MIN ant system is better able to combine
exploration of the search space and exploitation of the best solutions found, and has
been shown to perform better than the usual ant system [9, 37, 41]. The construction
graph modeled as a DAG reduces the complexity of the problem, yet the presence
of dummy nodes enables AntMiner+ to infer short rules. Surely, the intervals play a
crucial role as well in attaining fewer and shorter rules. This is best demonstrated
with the breast cancer wisconsin dataset. The only possible way to achieve an
accurate classiﬁer with only 1 rule is when intervals are allowed. Several weaknesses
need to be kept in mind as well. AntMiner+ requires more computational time
than C4.5 to achieve its results6 and is only able to deal with categorical variables.
Parallelization of the inherently distributed AntMiner+ system could decrease the
computation time needed.
2.6 Conclusion and Future Research
AntMiner+ is a technique that successfully incorporates swarm intelligence in data
mining. Using a MAX-MIN system, AntMiner+ builds comprehensible, accurate
rule-based classiﬁers that perform competitively with state-of-the-art classiﬁcation
techniques. Although ants have a limited memory and perform actions based on local
information only, the ants come to complex behavior due to self-organization and
indirect communication. The intrinsic properties of ant systems allow us to easily
distribute our approach to provide robust and scalable data mining solutions.
Still, several challenges lie ahead. Most real-life datasets contain various
continuous variables. One approach to deal with this is by categorizing these
variables in a pre-processing step. Incorporating the variables in a dynamically
6Time order of minutes up to one hour on Xeon 2.4GHz, 1GB RAM for the datasets
analyzed.2 Ants Constructing Rule-Based Classiﬁers 41
changing construction graph is another option and focus of current research. An
issue faced by ant systems, is the necessity to instantiate various parameters, such
as the weight parameters α and β. These parameters are typically determined by
trial and error or with more fancy techniques such as genetic algorithms or local
search techniques. We are currently investigating the possibility of including these
two variables in the construction graph, which would have the supplementary beneﬁt
of generating dynamically changing parameters as the environment changes. Once
again, the ants will take over the work from the user.
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