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Abstract: In earlier work we developed an algebraic geometric approach to the notion of a projective struc-
ture on a compact Riemann surface and obtained various equivalent descriptions. This was motivated by
Mathematical Physics, viz. conformal field theory, which also motivated the subsequent generalisation of
these descriptions to larger classes of objects. These may be regarded as generalized projective structures,
with any two such descriptions being canonically isomorphic. Here we construct a canonical involution on
each space of such generalized projective structures and show that, given two such spaces, the canonical
isomorphism between them takes one involution to the other. In this way the symmetry of a Green’s function,
the classical adjoint of a differential operator and duality of projective embeddings are seen from a common
perspective.
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1. Introduction
A projective structure on a Riemann surface X is a covering of X by holomorphic coordinate
charts such that all the transition functions are Mo¨bius transformations. In a recent paper, [4],
we have developed an algebraic geometric approach to this notion as follows.
Let  denote the diagonal divisor of X × X , and
pi : X × X −→ X, i = 1, 2,
be the projection onto the i th factor. We denote by n the nth order infinitesimal neighborhood
of  in X ×X , defined by the nonreduced divisor (n+1) of X ×X ; the holomorphic cotangent
bundle of X will be denoted by K X . The restriction of the line bundle
M := p∗1 K X ⊗ p∗2 K X ⊗ OX×X (2)
to 1 admits a natural trivialization. In [4], [5, Theorem 2.2] it was shown that a projective
structure on X can equivalently be viewed as a choice of an extension of the canonical trivi-
alization of the line bundle M over 1 to a trivialization over 2. The work in [5] suggests
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that a choice of extension of the trivialization of the line bundle M on 1 to a trivialization on
n , where n  2, can be considered as a generalized projective structure on X . This space of
generalized projective structures has several equivalent descriptions, which will be described
below.
Fix a holomorphic line bundleL over X such thatL⊗2 is isomorphic to the holomorphic tan-
gent bundle TX . A projective structure can also be defined by giving a second order differential
operator from L to L⊗−3 with symbol 1 [7].
In [5] it is shown that the space of generalized projective structures on X , that is the space of
trivializations of the line bundleMovern whose restriction to1 is the canonical trivialization,
is canonically identified with the following two spaces. The first space, which we will denote
by Sn(X), consists of all projective structures on X together with a differential form of order i
for each i ∈ [3, n], or in other words, it is the Cartesian product
Sn(X) := P(X) ×
( n⊕
i=3
H 0(X, K ⊗iX )
)
,
where P(X) is the space of all projective structures on X . The second space in question is the
space of all global differential operators of order n that map the sheaf of (local) sections of
L⊗(n−1) to the sheaf of sections of L⊗(−n−1) and have symbol 1. More precisely, it the space of
all differential operators D ∈ H 0(X, Diff nX (L⊗(n−1),L⊗(−n−1)))which has the local description
dn
dxn
+
n∑
i=2
fi d
n−i
dxn−i
; note that f1 = 0.
Consider the divisor ′ ⊂ PJ 1(L), of the projectivized jet bundle, defined by the standard
exact sequence
0 −→ K X ⊗ L−→ J 1(L) −→ L−→ 0
for jet bundles. There is a canonical isomorphism of 2 with the second order infinitesimal
neighborhood of ′ inPJ 1(L). Giving a projective structure on X is equivalent to extending this
canonical isomorphism to an isomorphism of 3 with the third order infinitesimal neighborhood
of ′ in PJ 1(L) [6].
The space of all isomorphisms of the nonreduced divisor n+1 with the (n + 1)-th order
infinitesimal neighborhood of ′ in PJ 1(L), that extend the above mentioned isomorphism of
3 with the third order infinitesimal neighborhood of ′, is canonically isomorphic to the space
of generalized projective structures on X defined earlier [5]; equivalently, it is isomorphic to
Sn(X).
Given a projective structure on X , the corresponding developing map gives an equivariant
immersion of the universal cover of X into the projective lineCP1. A projective structure gives
an equivalence class of representations of the fundamental group of X in P SL(2,C). The
equivariance condition of the immersion in question is with respect to this representation. A
projective structure on X can also be equivalently defined as an equivariant immersion of the
universal cover of X to CP1.
Now, equivariant immersions of the universal cover of X in CP1 can be generalized to
equivariant maps of the universal cover of X in CPn−1. For n  3, the generalization of the
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immersion condition is slightly subtle. The condition says that for any point y of the universal
cover of X , and for any hyperplane H in CPn−1 passing through the image of y, the order of
contact of the image of a neighborhood of y with H is at most n − 2. The space of equivalence
classes of such immersions is also identified with the space S(X) defined earlier [3], which in
turn is identified with the space of generalized projective structures on X .
In the present work our object is to investigate a certain natural involution defined on our space
of generalized projective structures and also the forms that this involution takes in the equivalent
formulations of generalized projective structures described above. The automorphism of X ×X ,
defined by (x, y) → (y, x), lifts to the line bundle M. Indeed, the symmetry of the line bundle
p∗1 K X ⊗ p∗2 K X and the invariance of diagonal under the above automorphism combine together
to give a canonical lift to M. Consequently, this lift of the automorphism to M defines an
involution of the space of trivializations of the restriction ofM to n that extend the canonical
trivialization of M over 1. (We remark in passing that the line bundle M is closely related to
the Green’s function of a certain model conformal quantum field theory on a curve and hence
the involution is related to the familiar symmetry of a Green’s function.)
We find that the space Sn(X) has the involution defined by(
P,
n∑
i=3
ωi
)
−→
(
P,
n∑
i=3
(−1)iωi
)
,
where P is a projective structure on X and ωi ∈ H 0(X, K ⊗iX ).
The space of differential operators admits an involution, which can be constructed from the
classical adjoint operation. The construction is given in (2.7).
The above mentioned automorphism of X × X that interchanges the coordinates, also defines
an involution of the space of all isomorphisms of (n+1) with the (n − 1)-th order infinitesimal
neighborhoods of ′ in PJ 1(L). Indeed, we simply precompose an isomorphism with the
automorphism to define the involution in question.
Finally, fixing a nondegenerate bilinear form on Cn , which is symmetric (respectively, anti-
symmetric) if n is odd (respectively, even), we get an isomorphism of CPn−1 with the dual
projective space. The involution on the space of equivariant immersions of the universal cover
of X into CPn−1 is defined by composing an immersion with the isomorphism between the
two projective spaces. An alternative description of this involution, corresponding to the one
given in [10], is given at the end of Section 3. We note that if we set n = 2, then all the above
mentioned involutions are simply the identity map.
Our aim here is to describe these involutions and study them. We show that all these invo-
lutions are compatible with the canonical identifications between the spaces. In other words,
all the involutions are actually manifestations of a single common involution. We also examine
and compare the fixed points of these involutions.
2. An automorphism of a space of differential operators
Let X be a compact connected Riemann surface of genus g, with g  2. We quickly recall
the definition of a jet bundle for a vector bundle over X . Let E be a holomorphic vector bundle
on X , and let n be a positive integer. The nth order jet bundle of E , denoted by J n(E), is defined
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to be the following direct image on X :
J n(E) := p1∗
(
p∗2 E
p∗2 E ⊗ OX×X (−(n + 1))
)
,
where pi : X × X → X , i = 1, 2, is the projection onto the i th factor. There is a natural exact
sequence
0 −→ K ⊗nX ⊗ E −→ J n(E) −→ J n−1(E) −→ 0 (2.1)
constructed using the obvious inclusion of OX×X (−(n + 1)) in OX×X (−n). The inclusion
map K ⊗nX ⊗ E → J n(E) is constructed by using the homomorphism
K ⊗nX −→ J n(OX ),
which is defined at any x ∈ X by sending (d f )⊗n , where f is any holomorphic function with
f (x) = 0, to the jet of the function f n/n! at x .
The sheaf of differential operators Diff nX (E, F) is defined to be Hom(J n(E), F). The ho-
momorphism
σ : Diff nX (E, F) −→ Hom(K ⊗nX ⊗ E, F) (2.2)
obtained by restricting a homomorphism from J n(E) to F to the subsheaf K ⊗nX ⊗ E in (2.1),
is known as the symbol map.
Now, fix a holomorphic line bundleL over X such thatL⊗2 is isomorphic to the holomorphic
tangent bundle TX . Also, fix once and for all an isomorphism between L⊗2 and TX .
For any integer n  2, let B(n) denote the space of differential operators
D ∈ H 0(X, Diff nX (L⊗(n−1),L⊗(−n−1)))
of order n such that the symbol σ(D) coincides with the section of the line bundle Hom(T ⊗nX ⊗
L⊗(n−1),L⊗(−n−1)) = OX defined by the constant function 1.
Given a holomorphic coordinate chart (U, z), where U is a simply connected open subset of
X , consider the trivialization of the tangent bundle TU given by the section ∂/∂z. It induces, up
to the sign, a trivialization of the restriction L|U , of L to U . This trivialization is constructed
using the given isomorphism of L⊗2 with TX . More precisely, the section s of L|U , defining
its trivialization has the property that s ⊗ s = ∂/∂z. The trivialization of L|U induces a
trivialization of L⊗i |U for every i ∈ Z. There is an ambiguity of sign if i is odd.
Given a differential operator D ∈ B(n), using the coordinate chart (U, z), and the trivializa-
tions of L⊗(n−1)|U and L⊗(−n−1)|U constructed from it, the restriction of D to U is expressed
as
D|U = ∂
n
∂zn
+
n∑
i=1
fn−i ∂
n−i
∂zn−i
, (2.3)
where fi are holomorphic functions on U .
Notation. Let
B0(n) ⊂ B(n) (2.4)
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denote the subset consisting of all differential operators D such that fn−1 = 0 in the local
expression (2.3).
It is easy to check that the condition fn−1 = 0 does not depend on the choice of coordinate
function z. The differential operators in B0(n) can also be characterized without using any
coordinate function, which will be explained now.
Giving a holomorphic connection on a holomorphic vector bundle E over X is equivalent to
giving a splitting of the exact sequence
0 −→ K X ⊗ E −→ J 1(E) −→ E −→ 0
[1]. Since dimC X = 1, any holomorphic connection on V is flat. Consider the commutative
diagram
0 −→ L⊗(−1−n) −→ J n(L⊗(n−1)) −→ J n−1(L⊗(n−1)) −→ 0
↓ ↓ τ ‖
0 −→ K X ⊗ J n−1(L⊗(n−1)) −→ J 1(J n−1(L⊗(n−1))) −→ J n−1(L⊗(n−1)) −→0.
(2.5)
The above homomorphism τ is a special case of the general natural homomorphism J p+q(E) →
J p(J q(E))between jet bundles for any vector bundle E . An operator D ∈ B(n)gives a splitting
of the top exact sequence in (2.5). Composing the splitting homomorphism J n−1(L⊗(n−1)) →
J n(L⊗(n−1))with τ we get a splitting of the bottom exact sequence in (2.5). But such a splitting
defines a holomorphic connection on the vector bundle J n−1(L⊗(n−1)). Therefore, we have a
map
ψ : B(n) −→ C, (2.6)
where C denotes the space of holomorphic connections on J n−1(L⊗(n−1)). Using the given iso-
morphism betweenL⊗2 and TX and the exactness of (2.1) we obtain that
∧top J n−1(L⊗(n−1)) =
OX . Consequently, the connection on
∧top J n−1(L⊗(n−1)) induced by the connection ψ(D) on
J n−1(L⊗(n−1)) is given by a holomorphic one-form on X . In local coordinates, this one-form
coincides with f1dz, where f1 as in (2.3). Therefore, the differential operator D is in the subset
B0(n) if and only if the connection ψ(D) on J n−1(L⊗(n−1)), constructed in (2.6), induces the
trivial connection on
∧top J n−1(L⊗(n−1)).
We will construct an involution of the space B0(n). Fix a holomorphic coordinate chart
(U, z) as before. If D ∈ B0(n) has the local expression as given in (2.3), then consider the
differential operator
D∗|U : L⊗(n−1)|U −→ L⊗(−n−1)|U
over U with the following expression
D∗|U (g(dz)⊗ 12 (1−n)) =
(
∂ng
∂zn
+
n∑
i=1
(−1)n−i ∂
n−i fn−i g
∂zn−i
)
(dz)⊗
1
2 (n+1) (2.7)
in terms of the coordinate chart; g is a holomorphic function on U and g(dz)⊗ 12 (1−n) is a section
of L⊗(n−1)|U . It is a straight-forward computation to check that the differential operator D∗|U
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does not depend on the coordinate function z. In other words, if w = w(z) is another holo-
morphic coordinate function on U , then the differential operator constructed as in (2.7) using
the coordinate function w coincides with the differential operator constructed in (2.7) using the
coordinate function z. Therefore, we have a global differential operator
D∗ : L⊗(n−1) −→ L⊗(−n−1)
which has the local description given by (2.7). An alternative description of D∗ is the following.
The natural pairing
L⊗(n−1) ⊗ L⊗(−n−1) −→ L⊗−2 = K X
will be denoted by 〈· , ·〉. In this notation,
〈s, D∗t〉 = 〈t, Ds〉, (2.8)
where s and t are local sections of L⊗(n−1).
We will call the differential operator D∗ the adjoint of D. This is essentially equivalent to
the classical Lagrange adjoint [8]. It is a straight-forward computation to prove that
(D∗)∗ = D.
Indeed, this is an immediate consequence of the local description of the adjoint operator given
in (2.7). This is also immediate from (2.8).
Let
δ : B0(n) −→ B0(n) (2.9)
denote the involution that sends any differential operator D to its adjoint D∗.
It is known that the space B0(n) is naturally identified with the Cartesian product of the
space of all projective structures on X with the space of forms of degree not exceeding n. We
will recall this identification and will transport the involution δ defined in (2.9) to this Cartesian
product. But first we will recall the definition of a projective structure.
A projective atlas on X is defined by giving a covering {Uα, φα}α∈I of X by holomorphic
coordinate charts, where φα is a biholomorphism from the open set Uα of X to an open subset
of C, such that for every pair α, β ∈ I , the map φβ ◦ φ−1α is the restriction of a Mo¨bius
transformation to the image φα(Uα ∩ Uβ) [7]. A Mo¨bius transformation is a function of the
form z → (az + b)/(cz + d), where a, b, c, d ∈ C and ad − bc = 1. Another such projective
atlas {Uα, φα}α∈I ′ is called equivalent to {Uα, φα}α∈I if their union {Uα, φα}α∈I∪I ′ is again a
projective atlas. A projective structure on X is an equivalence class of projective atlases.
Notation. Let P(X) denote the space of all projective structures on X .
For n  3, consider the Cartesian product
Sn(X) := P(X) ×
( n⊕
i=3
H 0(X, K ⊗iX )
)
(2.10)
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and set S2(X) := P(X). The spaceB0(n)defined in (2.4) is naturally biholomorphically identi-
fied with Sn(X) [3, Section 5]. Indeed, this is an immediate consequence of the decomposition
H 0(X, Diff nX (L⊗(n−1),L⊗(−n−1))) =
n⊕
j=0
H 0(X, K ⊗ jX ) (2.11)
established in [2, page 2, Corollary C] for a differential operator on a Riemann surface X
equipped with a projective structure. We recall from [2] that the projection
H 0(X, Diff nX (L⊗(n−1),L⊗(−n−1))) = H 0(X, K ⊗0X ) = H 0(X,OX )
in (2.11) is the symbol map defined in (2.2), and for any
D ∈ H 0(X, Diff nX (L⊗(n−1),L⊗(−n−1)))
with symbol 1, the projection of D to H 0(X, K X ) obtained using the decomposition (2.11)
vanishes if and only if D ∈ B0(n).
Let
δ : Sn(X) −→ Sn(X) (2.12)
be the involution of the space Sn(X) defined in (2.10) defined by(
P,
n∑
i=3
ωi
)
−→
(
P,
n∑
i=3
(−1)iωi
)
,
where P is a projective structure on X and ωi ∈ H 0(X, K ⊗iX ).
Let
τ : B0(n) −→ Sn(X) (2.13)
denote the biholomorphism obtained earlier. Now the involutions δ and δ, constructed in (2.9)
and (2.12) respectively, are related by the following theorem:
Theorem 2.14. The two automorphisms τ ◦ δ and δ ◦ τ of Sn(X) coincide, where τ is the
biholomorphism in (2.13), and δ and δ are defined in (2.9) and (2.12) respectively.
Proof. Given a projective structure P on X , we have a pairing
fP(k1, k2, n) : J n(L⊗−k1) ⊗ J n(L⊗−k2) −→ L⊗(−k1−k2−2n)
associated to P , where k1, k2 /∈ [−n + 1, 0] ([2, (6.2)]).
Now, given any θi ∈ H 0(X, K ⊗iX ), the corresponding differential operator Dθi associated to
θi by the isomorphism (2.11) is defined by
Dθi (s) = fP(1 − n, 2i, n)(s ⊗ θi ),
where s is a local section of L⊗(n−1).
For any i  n, take any differential operator
D ∈ H 0(X, Diff iX (L⊗(n−1),L⊗(−n−1))) ⊆ H 0(X, Diff nX (L⊗(n−1),L⊗(−n−1))).
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Let D j ∈ H 0(X, K ⊗ jX ) be the section corresponding to D in the isomorphism (2.11). Now D j
vanishes if n − j > i . Furthermore, the component in H 0(X , K ⊗(n−i)X ) is the symbol σ(D) of
the differential operator D. Note that σ(D) is a section of T ⊗iX ⊗ Hom(L⊗(n−1),L⊗(−n−1)) =
K ⊗(n−i)X .
Using this remarks and (2.7) it is a straight-forward computation to deduce the equality
τ ◦ δ = δ ◦ τ asserted in the theorem. We omit further details. 
In the next section we will see that the involution δ is induced by an involution on a certain
space of flat connections on X .
3. A space of flat connections
For n  2, the (n − 1)-th symmetric power Sn−1(J 1(L)), which is a holomorphic vector
bundle of rank n, will be denoted by Vn . Since
∧2 J 1(L) = L⊗2 ⊗ K X = OX , we have∧n
Vn = OX .
Notation. Let A0(n) denote the space of all holomorphic connections ∇ on the holomorphic
vector bundle Vn such that the connection on
∧n
Vn induced by ∇ is the trivial connection on
the trivial line bundle.
We recall again that a holomorphic connection on X is automatically flat.
We will construct an involution on the space A0(n). But for that we need to establish a
property of the vector bundle Vn . If V is two dimensional vector space, then any symplectic
structure ω ∈ ∧2V ∗ − 0 on V defines a natural nondegenerate bilinear form on the symmetric
power Sn(V ), which is symmetric (respectively, anti-symmetric) if n is even (respectively, odd).
This nondegenerate pairing is uniquely determined by the condition that for any two vectors
v1, v2 ∈ V , the following equality is valid:
〈v⊗n1 , v⊗n2 〉 = (ω(v1 ∧ v2))n.
Consequently, the symplectic structure on the fibers of J 1(L), which is induced by the
isomorphism
∧2 J 1(L) = OX , gives a nondegenerate bilinear pairing
Vn ⊗ Vn −→ OX
which is symmetric (respectively, anti-symmetric) if n is even (respectively, odd). For any
x ∈ X , the pairing of any two vectors v, w ∈ (Vn)x will be denoted by 〈v, w〉. The pairing
gives an isomorphism
T : Vn −→ V∗n (3.1)
using the identity T (α)(β) = 〈α, β〉, where α, β ∈ (Vn)x and x ∈ X .
A connection ∇ onVn induces a connection on any associated vector bundle, and in particular
on the dual vector bundle V∗n . The connection on V∗n induced by ∇ will be denoted by ∇∗. Now,
using the isomorphism T obtained in (3.1), we have the connection T ∗∇∗. In other words,
T ∗∇∗ is the pull back of ∇∗ to Vn using the isomorphism T .
The above construction gives the following simple lemma.
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Lemma 3.2. Sending any connection ∇ to T ∗∇∗ yields an involution
T : A0(n) −→ A0(n)
of the space of connections A0(n) on Vn.
Proof. The isomorphism
∧nT : ∧nVn → ∧nV∗n induced by the isomorphism T constructed
in (3.1) takes the natural trivialization of ∧nVn to the trivialization of ∧nV∗n given by the
canonical isomorphism
∧n
V∗n = (
∧n
Vn)
∗
. This immediately implies that if ∇ ∈ A0(n), then
the connection T ∗∇∗ is also in A0(n).
If T ′ : V∗n → (V∗n)∗ is the isomorphism constructed as in (3.1) from the bilinear form
on V∗n induced by the nondegenerate bilinear form on Vn , then T ′ ◦ T coincides with (−1)n
times the identity automorphism of Vn . Note that Vn is canonically isomorphic to (V∗n)∗. This
immediately implies that the composition T ◦ T is the identity map of A0(n). This completes
the proof of the lemma. 
In [3], the space of connections on J n−1(ξ⊗(n−1)) and also the quotient space for the action
on it of the automorphism group of J n−1(ξ⊗(n−1)) on it have been studied. Our next aim is to
identify A0(n) with a space of connections on J n−1(ξ⊗(n−1)). This will enable us to relate the
involution δ constructed in (2.9) with the involution T constructed in Lemma 3.2.
If X is a Riemann surface equipped with a projective structure P, then the vector bundle Vn
is canonically isomorphic with J n−1(ξ⊗(n−1)) [2, page 10, Theorem 3.7]. But the isomorphism
depends on the projective structure P. However, the induced isomorphism between ∧nVn and∧n J n−1(ξ⊗(n−1)) does not depend on the choice of the projective structure P. Indeed, this
induced isomorphism takes the canonical trivialization of
∧n
Vn to the canonical trivialization
of
∧n J n−1(ξ⊗(n−1)). Note that using the isomorphism ξ⊗2 = TX and the exact sequence (2.1)
for jets, the line bundle ∧n J n−1(ξ⊗(n−1)) has a canonical trivialization.
Therefore, the space of connectionsA0(n)onVn is identified with the space of all connections
on J n−1(ξ⊗(n−1)) inducing the trivial connection on
∧n J n−1(ξ⊗(n−1)).
Notation. The space of holomorphic connections on J n−1(ξ⊗(n−1)) that induce the trivial
connection on
∧n J n−1(ξ⊗(n−1)) will be denoted by A0(n).
However, the identification of A0(n) with A0(n) depends on the choice of the projective
structure P. Using the fact that any connection on J n−1(ξ⊗(n−1)) gives a projective structure
on X , we will now construct an identification of A0(n) with the space A0(n) which does not
dependent on the choice of a projective structure.
Notation. Let G denote the group Aut(J n−1(ξ⊗(n−1))) consisting of all holomorphic automor-
phisms of J n−1(ξ⊗(n−1)).
The space of connections A0(n) admits a natural action of the group G. More precisely, for
any automorphism G ∈ G, the action of G on the space of all connections on J n−1(ξ⊗(n−1))
sends a connection ∇ to the connection defined by the differential operator ∇′ satisfying the
identity
∇′s = G ◦ ∇G−1s,
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where s is a local section of J n−1(ξ⊗(n−1)). The quotient spaceA0(n)/G, for this action, coincides
with the space B0(n) defined in (2.4) ([3, Theorem 4.9] and [3, Corollary 4.10]).
To any differential operator D ∈ B0(n) is associated, canonically, a projective structure,
which will be described below.
Given any D ∈ B0(n) and any point x ∈ X , it is possible to choose a coordinate chart (U, z)
around x such that fn−2 = 0 in the local expression of D given in (2.4). Furthermore, if w
is another coordinate function on U satisfying this condition, then w = (az + b)/(cz + d),
where a, b, c, d ∈ C are fixed complex numbers. Consequently, we have obtained a projective
structure on X from the differential operator D.
Notation. The above constructed projective structure on X from the differential operator D
will be denoted by (D).
The above projective structure (D)can also be constructed without using local coordinates.
If X is equipped with a projective structure P, then let ∑nj=1 ω j , where ω j ∈ H 0(X, K ⊗ jX ),
correspond to the differential operator D by the isomorphism (2.11). Since D ∈ B(n), we have
ω0 = 1, and the condition that D ∈ B0(n) ⊂ B(n) is equivalent to the condition that ω1 = 0.
Now, for another projective structure P′ = P + θ , where θ ∈ H 0(X, K ⊗2X ), the component in
H 0(X, K ⊗2X ) of the corresponding decomposition of D differs from ω2 by a nonzero constant
scalar multiple of θ . This immediately implies that there is a unique projective structure P on
X such that the corresponding decomposition of D as in (2.11) has the property that ω2 = 0.
This projective structure P coincides with (D) defined earlier.
Take any flat connection ∇ ∈ A0(n)on the vector bundle J n−1(ξ⊗(n−1)). Consider the differ-
ential operator D ∈ B0(n) associated to D by the identification A0(n)/G = B0(n) mentioned
earlier. Let (D) be the projective structure on X obtained from D by the above construction.
We already noted from [2, Theorem 3.7] that any projective structure on X identifies the vector
bundle J n−1(ξ⊗(n−1)) with Vn . Let
F∇ : Vn −→ J n−1(ξ⊗(n−1))
be the isomorphism corresponding to the projective structure (D). Finally, let
∇ := F∗∇∇ (3.3)
be the flat connection on Vn obtained from ∇ by using the isomorphism F∇ .
Now we have the following theorem:
Theorem 3.4. Sending any connection ∇ ∈ A0(n) to the connection ∇ on Vn , constructed in
(3.3), defines a bijective identification of the space A0(n) with A0(n).
Proof. Since the above defined isomorphism F∇ takes the canonical trivialization of
∧n
Vn to
the canonical trivialization of
∧n J n−1(ξ⊗(n−1)), the connection ∇ induces the trivial connection
on
∧n J n−1(ξ⊗(n−1)). In other words, we have ∇ ∈ B0(n).
To prove that the map f : A0(n) → A0(n), that sends any ∇ to ∇, is bijective, first note that
the quotient space A0(n)/G is canonically isomorphic to the quotient space A0(n)/Aut(Vn).
Indeed, the identification of these two quotient spaces obtained by fixing an isomorphism of
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J n−1(ξ⊗(n−1)) with Vn is easily seen to be independent of the choice of the isomorphism. The
following diagram of maps
A
0
(n)
f−→ A0(n)
↓ ↓
A
0
(n)/G = A0(n)/Aut(Vn)
↓ ↓
P(X) = P(X)
(3.5)
is clearly commutative, where the map from the quotient space to the space of projective
structures P(X) is defined, as before, by sending any differential operator D ∈ B0(n) to the
projective structure (D). Note that, as it was shown earlier, the quotient space is identified
with B0(n).
If we fix a projective structure P on X , then there is a canonical bijective correspondence
between A0(n) and A0(n), simply because the projective structure gives, as we already men-
tioned earlier, an isomorphism between the two vector bundles Vn and J n−1(ξ⊗(n−1)). Let
fP : A0(n) → A0(n) be this isomorphism given by P .
The restriction of the map f to the inverse image of the point P in P(X), for the projection
A
0
(n) → P(X) in the above commutative diagram, coincides, by definition, with the restriction
of the map fP . From these observations it follows immediately that the map f must be bijective.
This completes the proof of the theorem. 
We define the involution
f = f −1 ◦ T ◦ f (3.6)
of A0(n), where T is the involution constructed in (3.2) and f : A0(n) → A0(n) is the bijective
map constructed in Theorem 3.4.
Recall that we have the projection A0(n) → A0(n)/G = B0(n). The following proposition
shows that this projection is compatible with the involutions of these two spaces.
Theorem 3.7. The following diagram of maps is commutative
A
0
(n)
f−→ A0(n)
↓ ↓
B0(n)
δ−→ B0(n)
where f and δ are the involutions constructed in (3.6) and (2.9) respectively.
Proof. Take any automorphism G ∈ Aut(Vn) of Vn . Let Gt denote the automorphism of the
dual vector bundle V∗n induced by G. Now define the automorphism
G∗ := T −1 ◦ Gt ◦ T
of Vn to be the adjoint of G, where T is the isomorphism constructed in (3.1) using the canonical
bilinear form on Vn .
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Take a connection ∇ ∈ A0(n) on Vn . As we mentioned earlier, the action of G on A0(n)
sends ∇ to G ◦ ∇ ◦ G−1. Consider the map T defined in Lemma 3.2. Its action on ∇ will be
denoted by T(∇). From the definition of T it is immediate that
T (G ◦ ∇ ◦ G−1) = (G∗)−1 ◦ T (∇) ◦ G∗.
This means that the two connections T and T(G ◦ ∇ ◦ G−1) are in the same orbit for the action
of Aut(Vn)onA0(n). Recall thatB0(n) is identified withA
0
(n)/G = A0(n)/Aut(Vn). This fact
and the commutativity of the first two rows of the diagram (3.5) combine together to imply
that the involution f of A0(n) descends to an involution of B0(n). In other words, there is a
biholomorphism f˜ : B0(n) → B0(n) of order two such that q2 ◦ f = f˜ ◦ q1, where q1 (respec-
tively, q2) is the quotient map A0(n) → A0(n)/G (respectively, A0(n) → A0(n)/Aut(Vn)). To
complete the proof we need to show that the map f˜ coincides with δ.
It is known that the restriction of the map ψ , constructed in (2.6), to the subsetB0(n) ⊂ B(n)
is a splitting of the projection q1 defined above. In other words, q1 ◦ ψ is the identity map of
B0(n) [3, Corollary 4.10]. Now, it is easy to check that the involution f ofA0(n) leaves invariant
the image ψ(B0(n)). Indeed, there is a canonical map A0(n) → G (the map G in the proof of
Theorem 4.9 of [3]), and the subset ψ(B0(n)) ⊂ A0(n) is precisely the inverse image, for this
map, of the identity automorphism. From this it can be deduced that ψ(B0(n)) is left invariant
by the involution f .
Consequently, it suffices to prove that the restriction of f to ψ(B0(n)) is the involution δ.
But this follows from a straight-forward computation; we leave the details. This completes the
proof of the theorem. 
The diagram
A
0
(n)
f−→ A0(n)
↓ f ↓ f
A0(n)
T−→ A0(n)
where f and T are defined in (3.6) and Lemma 3.2 respectively, is obviously commutative.
Therefore, in view of the commutativity of (3.5), Theorem 3.7 has the following equivalent
reformulation.
Proposition 3.8. The following diagram of maps is commutative
A0(n)
T−→ A0(n)
↓ ↓
B0(n)
δ−→ B0(n)
where the projectionA0(n)−→ B0(n) is the quotient mapA0(n) → A0(n)/Aut(Vn) = B0(n).
Let q : A0(n) → Sn(X) be the composition of the map τ , defined in (2.13), with the above
projection A0(n) → B0(n). Now, in view of Theorem 2.14, we have yet another equivalent
reformulation of Theorem 3.7.
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Proposition 3.9. The following diagram of maps
A0(n)
T−→ A0(n)
↓ q ↓ q
Sn(X)
δ−→ Sn(X)
is commutative, where q is the projection defined above and δ is defined in (2.12).
Now we will consider the fixed points of theZ/2 actions given by the involutions considered
here.
A connection ∇ ∈ A0(n) satisfies the condition
T (∇) = ∇
if and only if ∇ preserves the bilinear form on Vn . We recall that ∇ is said to preserve the
bilinear form if the identity
d〈s, t〉 = 〈∇(s), t〉 + 〈s, ∇(t)〉
is valid for any pair of local sections s and t of Vn , where d denotes the exterior differentiation.
Let AB(n) ⊂ A0(n) be the space of connections on Vn preserving the bilinear form. Let
AutB(Vn) ⊂ Aut(Vn)
be the subgroup consisting of all automorphisms preserving the bilinear form. The action of
Aut(Vn) on A0(n) evidently restricts to an action of AutB(Vn) on AB(n).
We repeatedly used the result of [3] thatA0(n)/Aut(Vn) = B0(n) = Sn(X). Now, taking the
fixed points of the Z/2 actions in Proposition 3.8 and Proposition 3.9, we have the following
corollary.
Corollary 3.10. The quotient space AB(n)/AutB(Vn) is canonically identified with
P(X) ×
([n/2]⊕
i=2
H 0(X, K ⊗2iX )
)
,
which is the subset of Sn(X) fixed by the involution δ constructed in (2.12); [n/2] is the integral
part of n/2.
The quotient spaceAB(n)/AutB(Vn) is also canonically identified with fixed point set of the
Z/2 action on B0(n) defined by the involution δ constructed in (2.9).
Let π : X˜ → X be a universal cover of X with Galois group . A holomorphic immersion
γ from X˜ into the CPn−1 is called everywhere locally nondegenerate if for any y ∈ X˜ and
any hyperplane H passing through γ (y), the order of contact of H with γ (U ), where U is a
sufficiently small neighborhood of y in X˜, is at most n − 2. Here CPn−1 denotes the space of
all hyperplanes in Cn . The map γ need not be injective; the neighborhood U of y is chosen
such that γ is injective on U .
For n  2, let En(X) denote the space of all pairs of the form (ρ, γ ), where ρ is a homo-
morphism from  to GL(n,C) and γ is a -equivariant everywhere locally nondegenerate map
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from X˜ to CPn−1. The action of  on CPn−1 is defined by composing ρ with the natural action
of GL(n,C) on CPn−1.
Two such pairs (ρ, γ ) and (ρ ′, γ ′) in En(X) will be called equivalent if there is a linear
isomorphism F ofCPn−1 such that F◦γ = γ ′ and the homomorphism from  to GL(n,C)given
by FρF−1 coincides with the one given by ρ ′. Let Cn(X) denote the space of all equivalence
classes of pairs of the above type.
Theorem 5.5 of [3] gives a canonical identification of the space of all equivalence classes of
pairs Cn(X) with the Cartesian product
Sn(X) := P(X) ×
( n⊕
i=3
H 0(X, K ⊗iX )
)
considered in (2.10).
Fix a nondegenerate bilinear form onCn which is symmetric if n is odd and is anti-symmetric
if n is even. This bilinear form gives an isomorphism
B : CPn−1 −→ Pn−1
C
,
where Pn−1
C
is the dual projective space consisting of lines in Cn . The isomorphism B is the
one induced by the isomorphism B : Cn → (Cn)∗ defined by the bilinear form.
Now we have an automorphism
A : Cn(X) −→ Cn(X),
of the space of equivalence classes of pairs, which sends the equivalence class represented by
a pair (ρ, γ ) to the equivalence class represented by the pair (BρB−1, B ◦ γ ). It can checked
that this is well-defined, that is, if the pair (ρ ′, γ ′) is equivalent to (ρ, γ ), then (Bρ ′ B−1, B◦γ ′)
is also equivalent to (BρB−1, B ◦ γ ). The automorphism A has the property that A ◦ A is the
identity map of Cn(X), which is evident from the construction of A. It is easy to see that the
map A does not depend on the choice of the bilinear form on Cn . An alternative description of
this map A without using the bilinear from is the following. Take any (ρ, γ ) ∈ En(X). For any
y ∈ X˜, let Hy ∈ CPn−1 be the unique hyperplane whose order of contact with the image of the
map γ at the point γ (y) is exactly n − 2. Now consider the map
γ ′ : X˜ −→ CPn−1
that sends any point y to the hyperplane Hy constructed above. It is easy to see that there is a
unique equivalence class of homomorphism
ρ ′ ∈ Hom(, Aut(CPn−1))/Aut(CPn−1)
such that γ ′ is -equivariant with respect to ρ ′. The map A constructed earlier sends the pair
(ρ, γ ) to the pair (ρ ′, γ ′).
Now we have yet another equivalent reformulation of Theorem 3.7.
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Proposition 3.11. The following diagram of maps is commutative
Cn(X)
A−→ Cn(X)
↓ ↓
B0(n)
δ−→ B0(n)
where the vertical isomorphism is the one established in [3], which was mentioned above.
In view of Theorem 3.7, the proof of the above proposition follows immediately from the
proof of Theorem 5.5 of [3].
We will give an alternative description of the involution A of Cn(X). Consider an everywhere
locally nondegenerate map
γ : X˜ −→ CP n−1
representing an element of Cn(X). The nondegeneracy condition on γ implies that the trivial
vector bundle V˜ of rank n over X˜ has a filtration of subbundles
F1 ⊂ F2 ⊂ · · · ⊂ Fn−1 ⊂ Fn = V˜
such that Fi is of rank i and for any y ∈ X˜, the fiber (Fn−1)y over y, which is a hyperplane in
C
n
, coincides with γ (y) [3]. Now we have a map
γ ′ : X˜ −→ Pn−1
C
that sends any y to the line in Cn defined by the fiber (F1)y of F1 over y. The involution sends
the point represented by γ to the point represented by γ ′. It is easy to check that for any y ∈ X˜,
the osculating hyperplane at γ ′(y) for the map γ ′ actually coincides with γ (y). This involution
coincides with one defined by R. Piene in [10] (see also [9]).
In the next section we will give another realization of the involution δ.
4. Geometric interpretations of the involution
After recalling a geometric realization of the spaceB0(n)established in [5], we will describe
the transport of the involution δ. Let
M := p∗1 K X ⊗ p∗2 K X ⊗ OX×X (2) (4.1)
be the line bundle over X × X , where pi : X × X → X , i = 1, 2, is the projection on the i th
factor, and  ⊂ X × X is the diagonal divisor.
Let µ :  → X × X be the inclusion map. Using the canonical isomorphism between the
lines bundle µ∗OX×X () and the tangent bundle T, the line bundle µ∗M gets a canonical
trivialization. The formal completion ofM along  is trivializable. More generally,M is trivi-
alizable over a Zariski open neighborhood of . Furthermore, there is a canonical trivialization
of M over the nonreduced divisor 2, which is determined by the condition that it is invariant
under the automorphism
γ : X × X −→ X × X (4.2)
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defined by (x, y) → (y, x). Note that the automorphism γ lifts to the line bundle M. In other
words, we have a canonical isomorphism of M with γ ∗M; this isomorphism, which we will
denote by γ, is the obvious one. The details of the above remarks can be found in [5, Section 2]
and [4].
The space of all projective structures P(X) is canonically identified with the space of all
trivializations ofM over 3 that restrict to the canonical trivialization over 2 [5, Theorem 2.2],
[4].
For any integer n  2, let T(n) denote the space of all trivializations of M over the
nonreduced divisor (n + 1) that restrict to the canonical trivialization over 2.
This space T(n) is canonically identified with the space of differential operators B0(n)
[5, Theorem 3.11]. In this theorem, trivializations of a tensor power of M is considered; but,
as explained the remark following [5, Notation 3.3], the spaces of trivializations of different
tensor powers of M are canonically isomorphic.
The above mentioned isomorphism γ : M → γ ∗M defines an involution of the space T(n)
by composition. More precisely, let
α : O(n+1) −→ M|(n+1)
be an isomorphism over (n + 1) giving an element T(n). Let γ̂ denote the obvious lift of
the involution γ , defined in (4.2), to the trivial line bundle over X ×X . Now consider the element
of T(n) defined by the trivialization γ ◦ α ◦ γ̂−1. By associating this element to the element
represented by α we get an involution of the space T(n).
Notation. The involution of T(n) constructed above will be denoted by I .
We already mentioned the result of [5] that T(n) is canonically identified with B0(n). The
following lemma says that the involutions on these two spaces are intertwined.
Lemma 4.3. The following diagram of maps
B0(n)
δ−→ B0(n)
↓ ↓
T(n)
I−→ T(n)
is commutative, where δ is defined in (2.9) and I is defined above; the vertical arrows are the
above mentioned canonical isomorphism.
The proof of the above lemma is a simple computation; we skip the details.
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