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In this study, the minimum of work needed to drive a thermodynamic system from one initial
distribution to another in given time duration is obtained. Equivalently, for given work, the minimum
of time duration needed to complete such transition process is obtained. Our results show that,
the minimum of work increases with the change of internal energy and friction coefficient, while
decreases with the change of entropy and time duration. The results of this study are valuable for
the understanding of nonequilibrium thermodynamic, especially for the design and optimization of
stochastic heat engines.
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One essential difference between equilibrium and
nonequilibrium systems is that nonequilibrium system
usually changes with time or needs extra energy to keep
it in steady state. In nature, nonequilibrium system is
very important. For example, our body is always kept in
nonequilibrium steady state with the help of ubiquitous
molecular machines, including motor proteins (kinesin,
dynein, and myosin) [1, 2], DAN and RNA polymerase,
as well as ribosome [3], with energy stored in adenosine
triphosphate (ATP), or with the difference of chemical
potential of ions [4–6]. Generally, most of molecular ma-
chines can be regarded as stochastic heat engines [7–10],
where part of the heat Qh extracted from hot heat bath
with temperature Th is translated into work W , with the
rest Qc = Qh −W flowing into the cold heat bath with
temperature Tc < Th.
According to the second law of thermodynamics
Qc/Tc − Qh/Th ≥ 0, which gives that the thermody-
namic efficiency η = W/Qh = 1 − Qc/Qh ≤ ηC , with
ηC := 1− Tc/Th the Carnot efficiency obtained firstly by
Carnot centuries ago [11]. It is well known that Carnot ef-
ficiency ηC can only be attained by qusistatic (reversible)
process, with work duration t infinite and power W/t
vanished. Due to nontrivial energy dissipation, the ef-
ficiency η  ηC when work duration t is finite. In pre-
vious study, the author has presented a method to op-
timize the performance of heat engines, including their
power and efficiency, by reducing the energy dissipation
[12]. Using the same idea, this study will discuss the in-
verse problem that, for given work duration t, at least
how much work is needed to drive a thermodynamic sys-
tem from one distribution (state) to another, and what
are the optimal protocols. This problem is very impor-
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tant in nonequilibrium thermodynamics, and has been
addressed recently in [13–18]. Where in [13, 14], for ex-
amples of both over-damped and under-damped Langevin
dynamics, exact optimal protocols for perturbing the po-
sition and spring constant are derived. In [15], within
the linear response regime, metric structure controlling
the dissipation of finite time transformations is discussed
generally. In [16], it is found that energy dissipation can
be written as a functional that depends only on the corre-
lation time and the fluctuations of the generalized force.
In [17], for two canonical examples of driven mesoscopic
systems, the finite time protocols that optimize the com-
promise between the standard deviation and the mean of
the dissipated work is numerically determined. In [18], a
trade-off inequality between the speed of the state trans-
formation and the entropy production is obtained.
During driving process, external work is usually used
to do the following things, (1) to increase the internal
energy of the system, (2) to decrease the system entropy,
(3) to translate the mean position of the system, (4) to
change the landscape of system distribution, and (5) to be
dissipated due to the non optimal driving protocols. With
the optimal driving protocols, the part of work wasted in
(5) will be zero, and the ones used in (3) and (4) will
attain their minimum values.
From the first law of thermodynamics, E˙ = Q˙ + W˙ ,
where E is the internal energy of the system, Q is the heat
picked up by the system, and W is the work done to the
system. Denote ρ(x, τ) as the probability density to find
system at position (state) x at time τ , and V (x, τ) the
time-dependent external potential. For simplicity, vari-
able x is assumed to lie in interval [0, x0]. Then internal
energy E, heat flow Q˙, input power W˙ , and system en-
2tropy S(τ) can be written as follows,
E(τ) =
∫ x0
0
V (x, τ)ρ(x, τ)dτ,
Q˙(τ) =
∫ x0
0
ρ˙(x, τ)V (x, τ)dτ,
W˙ (τ) =
∫ x0
0
ρ(x, τ)V˙ (x, τ)dτ,
S(τ) = −kB
∫ x0
0
ρ(x, τ) ln ρ(x, τ)dτ,
(1)
with kB Boltzmann constant. The time evolution of
ρ(x, τ) satisfies the following Fokker-Planck equation
[12, 19],
ρ˙(x, τ) = −j′(x, τ) = (µρ(x, τ)V ′(x, τ) +Dρ′(x, τ))′ . (2)
Here D is the diffusion constant, µ is the motility which
satisfies kBTµ = D with T the absolute temperature. j
is the flux of probability density, which can be written
as j(x, τ) = ρ(x, τ)v(x, τ) with v(x, τ) the instantaneous
velocity [20]. Throughout this study, dots indicate time
derivatives and primes indicate derivatives according to
variable x.
From Eq. (1), it can be shown that, during time 0 ≤
τ ≤ t, the heat Q(t) flowing into the system is Q(t) =
T∆S(t) −Wdiss(t), with the change of entropy ∆S(t) =
S(t)−S(0), and dissipation Wdiss(t) given as follows [12,
19, 21],
Wdiss(t) =
∫ t
0
∫ x0
0
ξρ(x, τ)v2(x, τ)dxdτ
=
∫ t
0
∫ x0
0
ξf˙2(x, τ)/f ′(x, τ)dxdτ. (3)
Where f(x, τ) =
∫ x
0
ρ(z, τ)dz is the distribution function,
and ξ = 1/µ is the drag coefficient. Due to Eq. (2),
distribution function f(x, τ) satisfies
f˙(x, τ) + v(x, τ)f ′(x, τ) = 0. (4)
By the same methods as in [12], i.e., through the variation
of Wdiss(t), dissipation Wdiss(t) reaches its lower bound
W ∗
diss
(t) when the characteristic curves of Eq. (4) are all
straight lines. In other words, lower bound W ∗
diss
(t) is
attained when the characteristic curve of Eq. (4), which
starts from z at time τ = 0, is
x(z, τ) = z + (Γ(z)− z)τ/t. (5)
Where Γ(z) is a map from interval [0, x0] to [0, x0], and
satisfies f(Γ(z), t) = f(z, 0), see [12]. The definition of
characteristic curve means that f(x(z, τ), τ) = f(z, 0) for
any 0 ≤ z ≤ x0 and 0 ≤ τ ≤ t.
For convenience, denote ρ0(x) = ρ(x, 0), ρ1(x) =
ρ(x, t), f0(x) = f(x, 0), f1(x) = f(x, t). For given
probability densities ρ0(x) and ρ1(x), when dissipation
Wdiss(t) attains its lower bound W
∗
diss
(t), the character-
istic curve of distribution function f(x, τ) is given by
Eq. (5), with Γ(z) determined by ρ0(x) and ρ1(x) (or
by f0(x) and f1(x) equivalently). So, the distribution
function f(x, τ) for any time 0 ≤ τ ≤ t can be obtained,
f(x, τ) = f0(z) with z determined by x(z, τ) = x. Con-
sequently, the probability density ρ(x, τ) can be given
by ρ(x, τ) = f ′(x, τ). Finally, the optimal potential
V ∗(x, τ), which determines the thermodynamic process,
can be found by Eq. (2). Note, this study uses potential
V (x, τ) as protocols to reduce dissipation Wdiss(t) as low
as possible. For detailed analysis and concrete examples
see [12, 21]. In summary, for any given probability densi-
ties ρ0(x), ρ1(x), and duration t, we can choose one spe-
cific potential V ∗(x, τ), with which dissipation Wdiss(t)
reaches its lower bound W ∗
diss
(t). From Eqs. (3,5) and
the definition of characteristic curve, the lower bound of
dissipation W ∗
diss
(t) can be obtained as follows [12],
W ∗
diss
(t) =
∫ t
0
∫ x0
0
ξρ0(z)
(
Γ(z)− z
t
)2
dzdτ
=
ξ
t
∫ x0
0
ρ0(z)[Γ(z)− z]2dz. (6)
So, from the first law of thermodynamics, the minimum
work needed to drive the system from density ρ0(x) to
ρ1(x) in time t is
W ∗(t) = ∆E −Q(t) = ∆E − T∆S +W ∗
diss
(t). (7)
Where ∆E is the change of internal energy, ∆S is the
increase of entropy, while W ∗
diss
(t) is the minimum of en-
ergy dissipation. On the other hand, Eqs. (6, 7) show
that, for giving work input W , the minimum of time du-
ration t needed to drive the system from density ρ0(x) to
ρ1(x) is
t∗(W ) =
ξ
∫ x0
0
ρ0(z)[Γ(z)− z]2dz
W −∆E + T∆S . (8)
Obviously, t∗(W ) decreases with work input W and the
change of entropy ∆S, while increases with ∆E and fric-
tion ξ. Note that ∆E and ∆S may not be positive.
Therefore, work input W may be negative, which is the
case of heat engines.
To show detailed compositions of dissipation W ∗
diss
(t),
we denote c0/1 :=
∫ x0
0
zρ0/1(z)dz and c := c1 −
c0. Here, c0 and c1 are centers of the system
at time τ = 0 and τ = t, respectively, and
c is the change of system center. By definition,
f0(z) = f1(Γ(z)), therefore ρ0(z) = ρ1(Γ(z))Γ
′(z)
or ρ1(z) = ρ0(Γ
−1(z))/Γ′(Γ−1(z)). This gives that
c1 =
∫ x0
0
zρ1(z)dz =
∫ x0
0
zρ0(Γ
−1(z))/Γ′(Γ−1(z))dz =∫ x0
0
Γ(z)ρ0(z)dz. So, c = c1− c0 =
∫ x0
0
(Γ(z)− z)ρ0(z)dz.
Generally, from the definition of characteristic curve
x(z, τ), which satisfies f0(z) = f(x(z, τ), τ), we
3can get ρ0(z) = ρ(x(z, τ), τ)x
′(z, τ) or ρ(z, τ) =
ρ0(x
−1(z, τ))/x′(x−1(z, τ), τ). So the mean flux of
probability at time τ is J(τ) :=
∫ x0
0
j(z, τ)dz =∫ x0
0
ρ(z, τ)v(z, τ)dz = (1/t)
∫ x0
0
(Γ(z) − z)ρ0(z)dz = c/t.
This means that, with the optimal potential V ∗(x, τ),
probability flux J(τ) ≡ J := c/t is constant, and c =∫ t
0
J(τ)dτ = Jt. Note, by Schwartz inequality (Jt)2 =
c2 = [
∫ x0
0
ρ
1/2
0
(z)ρ
1/2
0
(z)(Γ(z)−z)dz]2 ≤ ∫ x0
0
ρ0(z)(Γ(z)−
z)2dz = tW ∗
diss
(t)/ξ, which means ξJ2t = ξc2/t ≤
W ∗
diss
(t). This is one special case of the thermodynamic
uncertainty relations as obtained in [22, 23]. Intutively,
ξc2/t = ξJ2t = (ξJt)J is the mechanical part of W ∗
diss
(t),
which is needed to drive the system from mean posi-
tion c0 to mean position c1. In the following, we denote
W ∗
mech
(t) := ξJ2t = ξc2/t.
From above discussions,
∫ x0
0
(z − c0)ρ0(z)dz =∫ x0
0
(Γ(z) − c1)ρ0(z)dz = 0. So, dissipation W ∗diss(t) can
be rewritten as follows (see Eq. (6)),
W ∗
diss
(t) = W ∗
therm
(t) +W ∗
mech
(t), (9)
with the thermal part of dissipation given by
W ∗therm(t) =
ξ
t
∫ x0
0
ρ0(z)[Γ(z)− z − c]2dz
=
ξ
t
∫ x0
0
ρ0(z)[(Γ(z)− c1)− (z − c0)]2dz
=
ξ
t
(δ20 + δ
2
1 − 2δcov). (10)
Here,
δ0 :=
(∫ x0
0
ρ0(z)(z − c0)2dz
)1/2
δ1 :=
(∫ x0
0
ρ0(z)(Γ(z)− c1)2dz
)1/2
=
(∫ x0
0
ρ1(z)(z − c1)2dz
)1/2
δcov :=
∫ x0
0
ρ0(z)(z − c0)(Γ(z)− c1)dz. (11)
Obviously, δcov ≤ δ0δ1 (Schwartz inequality), so
W ∗
therm
(t) ≥ (δ1 − δ0)2ξ/t. Meanwhile W ∗therm(t) = 0 iff
Γ(z) = z+c = z+c1−c0, which is equivalent that ρ0(z) =
f ′
0
(z) = f ′
1
(Γ(z))Γ′(x) = ρ1(Γ(z)) = ρ1(z + c). This is to
say that, the thermal part of dissipation W ∗
diss
(t) is van-
ished iff the final density ρ1(z) of the system is just the
translation of the initial density ρ0(z). For such special
cases, W ∗
diss
(t) = W ∗
mech
(t) = ξc2/t, dissipation is due to
the mechanical translation of the system. It is obvious
that W ∗
mech
(t) = 0 only if this is no mechanical transla-
tion c = c1 − c0 = 0, or no friction ξ = 0, or duration
t → ∞. The thermal part of dissipation W ∗
therm
(t) is
the minimum of energy used to change the landscape of
system distribution.
For further discussions, we rewrite the thermal part of
dissipation as follows,
W ∗
therm
(t) = W 0
therm
(t)− 2δcovξ/t, (12)
i.e., denote W 0
therm
(t) := (δ2
0
+ δ2
1
)ξ/t. Then Eq. (9) can
be rewritten as
W ∗diss(t) = W
∗
mech(t) +W
0
therm(t)− 2δcovξ/t
=: W 0
diss
(t)− 2δcovξ/t. (13)
It can be shown that
W
0
therm(t) =
ξ
t
(∫ x0
0
ρ0(z)(z − c0)2dz +
∫ x0
0
ρ1(z)(z − c1)2dz
)
=
ξ
t
∫ x0
0
∫ x0
0
ρ0(z)ρ1(w)[(w − c1)− (z − c0)]2dzdw
=
ξ
t
∫ x0
0
∫ x0
0
ρ0(z)ρ1(w)(w − z − c)2dzdw. (14)
Meanwhile,
W 0diss(t) = W
0
therm(t) +W
∗
mech(t)
=
ξ
t
(∫ x0
0
∫ x0
0
ρ0(z)ρ1(w)(w − z − c)2dzdw + c2
)
=
ξ
t
∫ x0
0
∫ x0
0
ρ0(z)ρ1(w)(w − z)2dzdw
=
∫ t
0
∫ x0
0
∫ x0
0
ξρ0(z)ρ1(w)
(
w − z
t
)2
dzdwdτ. (15)
Eq. (15) means that W 0
diss
(t) is the minimum of dissipa-
tion if the transition from density ρ0(x) to density ρ1(x)
is random completely, where system at any initial state
(position) has the same probability ρ1(w) to finally reach
state (position) w, but with the optimal transition trajec-
tory (straight line with the least dissipation). In contrast,
W ∗
diss
(t) is the minimum of dissipation corresponding to
the optimal cases, where system at initial state (posi-
tion) x will reach the final state (position) Γ(x) definitely,
and also with the best transition trajectory, see Eq. (6).
To show W ∗
diss
(t) ≤ W 0
diss
(t), it is equivalent to show
W ∗
therm
(t) ≤ W 0
therm
(t). Then by Eq. (12), it is equiv-
alent to show that δcov ≥ 0. Note that, the meaning of
W 0
therm
(t) given in Eq. (14) is similar as that of W 0
diss
(t),
with only deduction of the mechanical part W ∗
mech
(t).
By definitions, c0 =
∫ x0
0
zρ0(z)dz and c1 =∫ x0
0
zρ1(z)dz =
∫ x0
0
Γ(z)ρ0(z)dz. So, δcov can be refor-
mulated as δcov =
∫ x0
0
zΓ(z)ρ0(z)dz − c0c1, see Eq. (11).
Therefore,
δcov =
∫ x0
0
zΓ(z)ρ0(z)dz − c0c1
=
1
2
(∫ x0
0
∫ x0
0
zΓ(z)ρ0(z)ρ0(w)dwdz
+
∫ x0
0
∫ x0
0
wΓ(w)ρ0(w)ρ0(z)dwdz
−
∫ x0
0
∫ x0
0
zΓ(w)ρ0(z)ρ0(w)dwdz
−
∫ x0
0
∫ x0
0
wΓ(z)ρ0(w)ρ0(z)dwdz
)
=
1
2
∫ x0
0
∫ x0
0
(z − w)[Γ(z)− Γ(w)]ρ0(z)ρ0(w)dwdz
≥ 0. (16)
Where the last inequality is because Γ(x) is an increasing
function of x. Note, Γ′(x) = ρ0(x)/ρ1(Γ(x)) ≥ 0.
4Note that the definition of Γ(x) is straight-forward if
both ρ0(x) and ρ1(x) are greater than zero for almost
everywhere in interval [0, x0]. For general cases where
either ρ0(x) or ρ1(x), or both of them are equal to zero
in one or several subintervals of [0, x0], the definition of
Γ(x) might not be unique, but all the analysis and re-
sults given in this study still hold, and function Γ(x) can
always be constructed as an increasing function. Mean-
while, though this study assumes that variable x lies in
interval [0, x0], same results can be obtained for any other
types of domain, such as [0,∞), (−∞,∞), [a, b] for any
a < b, or other domain composing of multiple subinter-
vals. Similar as in [12], the influence of interval scale
x0 can be analyzed by rescaling probability ρ0/1(x) into
interval [0, 1].
To illustrate the results obtained above, we present an
example with explicit solution, see also [12] for more de-
tails. For x0 = 1, duration t = 1, and probabilities
ρ0(x) = 1/(2
√
x), ρ1(x) = 1, the map Γ(x) =
√
x, and
the optimal potential is as follows,
V
∗(x, τ ) = ξ
[
1
2
(1− τ )y2 −
(
2
3
− τ
)
y
3
2 − τ
2
y
]∣∣∣∣
y=Γ−1
τ
(x)
+kBT ln
√
τ 2 + 4(1− τ )x+ C. (17)
Here Γ−1τ (x) = [(
√
τ2 + 4(1− τ)x−τ)/(2(1−τ))]2 is the
inverse of characteristic curve x(z, τ) as given in Eq. (5),
and C is an arbitrary constant. It can be easily shown
that
V
∗(x, 0) = ξ
(
1
2
x
2 − 2
3
x
3
2
)
+ kBT ln 2
√
x+ C,
V
∗(x, 1) = ξ
(
1
3
x
3 − 1
2
x
2
)
+ C. (18)
Therefore,
E(0) =
∫ 1
0
V
∗(x, 0)ρ0(x)dx = (ln 2− 1)kBT − ξ
15
+ C,
E(1) =
∫ 1
0
V
∗(x, 1)ρ1(x)dx = − ξ
6
+ C,
S(0) = −kB
∫ 1
0
ρ0(x) ln ρ0(x)dx = (ln 2− 1)kB ,
S(1) = −kB
∫ 1
0
ρ1(x) ln ρ1(x)dx = 0. (19)
So the change of internal energy is ∆E = E(1)−E(0) =
−(ln 2 − 1)kBT − ξ/10, and the change of entropy is
∆S = S(1) − S(0) = −(ln 2 − 1)kB. For this particular
example, both ∆E and ∆S are negative. By exchanging
boundary probabilities ρ0(x) and ρ1(x), both ∆E and
∆S will become positive. The dissipation W ∗
diss
for this
example is,
W ∗diss = ξ
∫ 1
0
ρ0(z)[Γ(z)− z]2dz =
ξ
30
. (20)
Mean center c0 =
∫ 1
0
zρ0(z)dz = 1/3, and c1 =∫
1
0
zρ1(z)dz = 1/2. So, c = c1 − c0 = 1/6, and the me-
chanical part of dissipation W ∗
mech
= ξc2/t = ξ/36. The
thermal part of dissipation W ∗
therm
= W ∗
diss
−W ∗
mech
=
ξ/180. Meanwhile, it can be easily shown that δ20 = 4/45,
δ2
1
= 1/12, so W 0
therm
= ξ(δ2
0
+ δ2
1
)/t = 31ξ/180. Obvi-
ously W 0
therm
is much larger than the minimum W ∗
therm
.
Finally, the minimum work needed to drive the sys-
tem from probability density ρ0(x) to probability density
ρ1(x) in duration t = 1 is, see Eq. (7),
W ∗ = ∆E − T∆S +W ∗diss = −
ξ
15
. (21)
Here, W ∗(t = 1) < 0 means that work can be extracted
during this transition process. For this particular ex-
ample, the maximum work which can be extracted is
ξ/15. In contrast, the minimum work needed to drive
the system inversely, i.e., from probability density ρ1(x)
to probability density ρ0(x), is 2ξ/15 (positive), in which
the minimum dissipation is also W ∗
diss
= ξ/30, while the
change of E − TS is ∆E − T∆S = ξ/10 (positive).
In summary, the lower bound of work needed to drive
thermodynamic system between two distributions is ob-
tained in this study. During the driving process, part of
the work is used (output) to increase (decrease) the in-
ternal energy, part is used (output) to decrease (increase)
the system entropy, and the rest is dissipated during the
change of landscape of system probability density and the
translation of system mean position. Among these differ-
ent parts, only the dissipation can be optimized to its
minimum, which is proportional to drag coefficient and
inversely proportional to the duration. Roughly speak-
ing, the lower bound of dissipation depends on the mean
values and variances of initial and final distributions of
the system, as well as the covariance of them. At the
same time, for given work input, the minimum of dura-
tion needed to complete the drive process is also obtained,
which decreases with the work input and the change of
system entropy, while increases with friction coefficient
and the change of system internal energy.
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