Communicated by (Name) For a given set S of n points in the plane and a fixed point o, we introduce the Voronoi diagram of S anchored at o. It will be defined as an abstract Voronoi diagram that uses as bisectors the following curves. For each pair of points p, q in S, the bisecting curve between p and q is the locus of points x in the plane such that the line segment ox is equidistant to both p and q. We show that those bisectors have nice properties and, therefore, this new structure can be computed in O(n log n) time and O(n) space both for nearest-site and furthest-site versions. Also, we prove that the dynamic version of this diagram can be built in O(n 2 λ 6s+2 (n) log n) time complexity, where s is a constant depending on the function that describes the motion of the points. Finally, we show how to use these structures for solving several locational optimization problems.
Introduction
Given a set of n sites in a continuous space, the subdivision of the space into regions, one per site, according to some influence criterion is a central topic in Computa-tional Geometry and such divisions have been applied to many fields of science. This key idea has been re-discovered repeatedly in the history of many fields of science and engineering. The standard name for this geometric structure is due to Voronoi, who first proposed its formalization. Originally, this structure was used for characterizing regions of proximity for the sites. Since then, many extensions and generalizations have been proposed (see the surveys 1, 10, 16 ). Also, other general approachs have been introduced 8, 13 , where the concepts of site or distance functions are not explicitly used. The unifying approach proposed by Klein 13 is based on the concept of bisecting curves instead of distance functions. For each pair {p, q} of sites the existence of a bisector curve J(p, q) is assumed. J(p, q) is homeomorphic to a line and divides the plane into a p-region and a q-region. Thus, the Voronoi region of a site p is defined as the intersection of all p-regions for different q's, and the abstract Voronoi diagram is composed by the boundaries induced by the Voronoi regions. Klein showed that abstract Voronoi diagrams have many properties of concrete Voronoi diagrams and, it can be computed with an O(n log n) deterministic divide-and-conquer algorithm if some topological properties are fulfilled. An abstract Voronoi diagram has the advantage that topological properties provides algorithmic constructions without the consideration of geometric issues. Thus, with this framework, many interesting subdivisions of the space can be encompassed.
Voronoi diagrams have been extensively used for solving facility location problems. See 17 for a survey. In this paper, we introduce and investigate a specific abstract Voronoi diagram, the anchored Voronoi diagram. Given a fixed point o, the bisector between two sites is the locus of points x in the plane such that the line segment ox is equidistant from both sites. We are interested in the investigation of non-trivial topological properties, the computation of such diagram and the application to solve some facility location problems as well. Once this structure is given, the nearest site to a segment formed by the origin and a query point x can be efficiently computed. In Section 2, we formally define this structure and give some structural properties. In Section 3 we prove the necessary topological properties to compute the anchored Voronoi diagram with a deterministic algorithm. Section 4 is devoted to describing the properties and the computation of the furthest-site anchored Voronoi diagram. In Section 5, we deal with the dynamic version of the anchored diagram; in particular, we discuss the topological matters that lead to its construction. We show in Section 6 how to apply this structure for solving some facility location problems. Those problems consist of finding the anchored bridge that connects a point with a curve so that the distance from the bridge to a given point set is maximized or minimized. Concluding remarks of the paper are put forward in Section 7.
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Definition and Properties
We begin by introducing some notation. Given a set S of n points(sites) in the plane, the Euclidean distance between two points p and q will be denoted by d(p, q) and the Euclidean distance between a point p and the origin will be denoted by p . We define an anchored segment as a line segment when the initial point is fixed. Without loss of generality, we will consider the anchor to be the origin. Throughout this paper, we suppose that o / ∈ S. Finally, the distance between a point p ∈ S and an anchored segment connecting o with a point x ∈ IR will be defined as
The structure to be constructed intrinsically depends on the above distance. In order to make easier later descriptions, we introduce some geometric tools. First, we show a geometric rule for computing the distance between point and anchored segment. Given a point p of S, let C p be the circle of radius d(o, p)/2 centered at the midpoint of the segment op, let l be the line through o perpendicular to − → op and denote by H p the halfplane of the line l in which p does not lie (as illustrated in Figure 1 ). Then, in order to calculate the distance between p and the segment ox, (x ∈ IR 2 ), we proceed as follows:
where r is the intersection point between ox and C p . The following locus will be usefull in the rest of the paper. Given an anchored segment ox and ε ≥ 0, the locus of points equidistant from ox at distance ε is called an anchored hippodrome centered at ox of radius ε.
As pointed out above, in this paper we introduce a new Voronoi diagram by means of a set of bisecting curves. For any two different points p, q in S, a bisecting curve L(p, q) is defined as the locus of points x in the plane such that the line segment ox is equidistant from to both p and q, that is, Figure 2 , and let x be a generic point In Figure 2 , all types of bisecting curves are shown. Note that in the case in which the segments op and oq lie in different lines and Figure 2 ), L(p, q) includes a region. In fact, the bisecting curve bifurcates at the origin and the entire region bounded by the two branches of the curve (two halflines anchored at the origin and tangent to their respective circles) is equidistant from the two points p and q. An other special case is (b.2) in which the region D(p, q) has an empty interior (as subset of IR 2 ). Cases (a.3) and (b.2) are indeed degenerate in the sense that the bisecting curves are no longer curves themselves but regions and, furthermore, domains can be empty. Those degenerate cases can be removed by using several approaches ( 9, 3, 18 ). Among them, the linear scheme of Canny and Emiris 3 is the most appropriate inasmuch as it is simple and easily suitable to our problem. Note that the degenerate cases in our problem are quite simple to detect (it suffices an evaluation of a lowdegree polynomial): two points have the same distance to the origin (a.3); and two points and the origin are collinear, and such points lie on the same half-plane that the ones determined by the line through the origin and perpendicular to the one passing through the two points (b.2).
That perturbation method does not increase the time complexity of our algorithms. Hereafter we suppose that the set S does not contain points in degenerate position and then we deal with bisecting curves of cases (a.1), (a.2), (b.1) and (b.3).
Our aim is to define an abstract diagram that fits the framework of 13 . In fact, the family D = {D(p, q), p = q} is clearly a dominance system over S, that is,
Thus, we can define the abstract nearest site Voronoi diagram associated to the system of curves L(p, q) as follows:
The Anchored Voronoi Diagram AV D(S) with respect to the bisecting curves L(p, q) is defined as the union of all boundaries of at least two Voronoi region have in common,
δ(AV R(p, S)).
We assume an ordering of the points of S and that every portion of the bisecting curve L(p, q) is put in the region of min{p, q}. The common boundary of two anchored Voronoi regions is called an anchored Voronoi edge and the common boundary of three anchored Voronoi regions is called an anchored Voronoi vertex, as usual. In Figure 3 an example of an anchored Voronoi diagram is shown for a set of four points. Notice that it does not contain vertices and the nearest point to the origin is neighbor of the rest of the points.
Topological Properties
The main advantage of the abstract Voronoi diagrams is that the existence of efficient construction algorithms follow from topological properties. In the following we investigate some topological properties of the diagram AVD(S) which are useful in later sections. We will call the dual graph of AV D(S) the anchored graph, AG(S) (whose nodes are the points of S and whose edges connects points with adjacent anchored Voronoi regions). Let us observe that AG(S) may does not generate a triangulation of the space. In Figure 3 , AG(S) (dashed lines) is a tree rooted at point b.
The concept of a circle in standard Voronoi diagram becomes a hippodrome in our context. Circles around point sites are hippodromes anchored at the origin. The diagram AVD(S) has the empty circle properties: (1) two sites p and q share a Voronoi boundary if and only if there exists a hippodrome through p and q that does not contain any others sites in its interior and (2) a point x is a vertex of AVD(S) generated by p, q and r iff the hippodrome centered at ox and passing through p, q, r is empty.
It is well known that for a concrete Voronoi diagram with respect to a nice metric 13 the Voronoi cell of a point p is always a star-shaped region whose kernel contains p. In contrast, here there exist Voronoi cells of the AVD(S) which are not star-shaped. Figure 4 shows that the region that corresponds to the site b is not star-shaped. In fact, the visibility region (kernel) for the points into the Voronoi region of b (the shadow region) is outside the region. 
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The Anchored Voronoi Diagram: Static, Dynamic Versions and Applications 7 In the following we study the shape of edges and vertices of the anchored Voronoi diagram. An edge can be composed into pieces which are either half-lines, or line segments, or arcs of a curve of degree four or arcs of a circle. As two edges can meet at a piece of curve, by an abuse of language, we will call vertex the locus of points where two edges meet.
Proof. Let us assume for the sake of a contradiction that L(p, q) ∩ L(p, r) has more than one connected component (p, q, r are all distinct). Let a and b two points in two different connected components. From the definition of bisecting curve, the following facts are true: (1) The origin and a and b are collinear. Let us suppose the situation depicted in Figure 5 (a), that is, int(H 1 ) ⊂ int(H 2 ). Then, b could be continuously moved along line segment ab until reaching point a. This is a contradiction for it would imply a and b are in the same connected component of Figure 5 (b)). Then, H 1 ∩ H 2 is reduced to two points and again there is a contradiction because we consider three different points p, q, r. (2) The origin and a and b are not collinear. Consider first the case in which the radii of both hippodromes are the same. In this case, there must be two points in {p, q, r} on the arc of circle centered at the origin. Note that the intersection of both hippodromes is an isolated point and arc of a circle. The two points on the arc of circle are at the same distance from the origin. However, such degenerate case cannot occur since it was removed with the method of Emiris and Cannis. Finally, let have H 1 , H 2 different radius (for example, radius of H 1 less than that of H 2 ; the other case is similar). In this case, a little thought reveals that H 1 ∩ H 2 consists of two points and we obtain a contradiction, since
The following result establishes all types of vertices that may occur. Proof. As a consequence of Lemma 1, the intersection of two bisecting curves L(p, q), L(p, r) must be either a point or connected subset of a bisecting curve. This means that if such intersection is not a single point, then it must be either a half-line or an arc of a circle plus a half-line (as shown in Figure 6 ). The other possibilities can be discarded because they do not satisfy the vertex definition.
Lemma 2. A vertex of AV D(S) (defined by at least three points) can be defined

Computing the Diagram
We now address the construction of the AVD(S). For computing this structure, we show that the divide-&-conquer approach given in 13 can be used. In fact, we will prove that our set of bisecting curves fulfills the good topological properties claimed in 13 . erty is not satisfied. Let us give some notation and make some observations in order to simplify our explanation.
Given a point x in the plane and a site p ∈ S, we denote by x the point in ox where the distance from p is attained, that is, d(p, ox) = d(p, x ). We also denote by H x,p the hippodrome centered at ox and radius ε = d(p, x ).
By definition of the cell AV R(p) we have the following property:
Lemma 3. If x ∈ AV R(p), then the hippodrome H x,p does not contain any other site in its interior.
We next propose a general construction for a path to prove the condition (b).
Lemma 4. Given two points x, y ∈ AV R(p), the polygonal path with vertices {x, x , y , y} is completely contained into AV R(p).
Proof. We will show that the cell AV R(p) contains every line segment of the proposed path of Figure 8 . Firstly, we prove that xx ⊂ AV R(p). Let z be a point of the line segment xx . Suppose that z is associated to an other site q ∈ S, z ∈ AV R(q). Then the radius of the hippodrome H z,q is lower than the radius of H x,p (refer to Figure 7) . As a consequence, q ∈ int(H x,p ) in contradiction with the above Lemma 3. In a similar way we can prove that yy ⊂ AV R(p). The proof of x y ⊂ AV R(p) requires more details. A first observation is that the points x and y are on the boundary of the circle C p of diameter d(o, p) and passing through o and p, C p . But this implies that the segment x y lies in the interior or on the circle C p that, in turn, implies that for every z ∈ x y , d(p, oz) = d(p, z). On the other hand, given another site q ∈ S, the distance between q and oz can be attained either at the endpoint z, at the origin o, or at some interior point, r z , of oz. Consider now the partition of the line segment x y generated by the changes of the distance function d(q, oz) (as showed in the Figure 9 ). Note that this function is continuous for all the points z ∈ x y .
We next show that for every z ∈ x y , d(p, oz) < d(q, oz) holds. Our argument depends on each element of such partition. We have three different cases: 
In this situation, the bisector B(p, q) (perpendicular line to pq passing through the midpoint of pq) dissects the plane into two halfplanes H(p, q) (that contains p), and H(q, p) (that contains q)(see Figure 10). Since we have proved that xx , yy ⊂ V R(p), then x , y ∈ H(p, q). This implies that x y ⊂ H(p, q) and l i−1 l i ⊂ x y ⊂ H(p, q). Finally, d(p, oz) < d(q, oz) and z ∈ V R(p).
, and the claim follows.
The above results establish that our system of bisecting curves L is an admissible system. Next, in order to apply the general divide-and-conquer algorithm of 13 , we need to prove that the sets of sites can always be split into subsets such that their bisector (composed by edges bordering faces of both subsets) contains no loop, i.e. it is acyclic. Thus, a deterministic O(n log n) algorithm can be implemented to compute the anchored Voronoi diagram. Nevertheless, the path-connectedness of the interior of the Voronoi cells permits to apply the randomized incremental construction of 14 .
Lemma 5. The anchored Voronoi regions are unbounded.
Proof. For any point p ∈ S, consider the half-line starting from the origin and passing through p. Since we suppose set S contains no points in degenerate position, points q in S {p} are not on the half-line. Thus, all points x on the part between p and infinity have distance 0 from p (d(p, ox) = 0), but have a positive distance to every site q = p. See Figure 11 . We conclude that the piece of the half-line emanating from p must belong to the region of p and the claim follows.
As a direct consequence of Lemma 5, a cycle in the bisector is not possible and the following result can be established: 
The furthest-site anchored Voronoi diagram
In this section we address the construction of the furthest-site Voronoi diagram with respect to the system of bisecting curves L(p, q). For this purpose we use the framework of Melhorn et al. 15 , which follows Klein's approach for Voronoi diagrams. In 15 is shown that the furthest site Voronoi can also be defined by means of a dominance system.
Let L be the system of loci L(p, q) and let L * be the dual of L, in which both the dominance relations and the ordering of points are reversed. Thus, the furthest version of the anchored Voronoi diagram can be stated as follows, 
Definition 3. Let
AV R
We call AV R * (p, S) (hereafter denoted by AV R * (p)) the furthest site anchored Voronoi region of p and AV * (S) the furthest site anchored Voronoi diagram of S.
Lemma 7. 15 The furthest site Voronoi diagram that corresponds to L is identical to the nearest site Voronoi diagram thats corresponds to
In many cases the admissibility is not preserved when moving to the dual of the dominance system because the cells in a furthest site Voronoi diagram may be disconnected. In such case, the deterministic algorithm of 13 cannot be used. A randomized algorithm in expected time O(n log n) which does not need pathconnectedness has been proposed in 15 . However, we show that the cells in the furthest site anchored Voronoi diagram fit the deterministic framework of 13 as well. In fact, in our case L * fulfills the connectivity property.
Lemma 8. Given a point p ∈ S, the cell AV R * (p) is a path-connected set.
Proof. By definition, the cell AV R * (p) is the intersection of all regions D(q, p), q = p. In 2 it has been proved that those regions are either convex or non-convex. Let us intersect both separately; call C the intersection of the convex regions and call D the intersection of the non-convex ones; see Figure 12 (a) and (b). Since C is the intersection of convex sets, C is path-connected. C is an unbounded region as depicted in Figure 12 (a) .
Indeed, each bisecting curve is contained in a wedge determined by the half-lines of the bisecting curve and the origin (see Section 2.1.). Therefore, the boundary of C is composed by two half-lines plus a sequence of pieces of bisecting curves. Region C is contained into a wedge C 1 given by two half-lines belonging to two bisecting curves.
Let us turn our attention to the non-convex region D. If wedges corresponding to non-convex regions do not intersect C 1 , then we know that intersection will be C, which is path-connected. Otherwise, some non-convex regions must intersect C. The only way for that intersection to give two or more connected components is that a bisecting curve in D intersects the pieces formed by bisecting curves in C at two or more points. We will show that situation cannot be possible.
Let us make a remark about C. Assume that C is the intersection of k bisecting curves. By Lemma 1, each pair of bisecting curves can only intersect each other once. Consider the half-lines of the wedges associated to each bisecting curve and number them in increasing order with respect to the angle as shown in Figure  12 (a). One can see that, as we traverse the half-lines of the wedges, we find the sequence {1, 2, · · · , k − 1, k, 1, 2, · · · , k − 1, k}. Now, assume that a bisecting curve B in D intersects the boundary of C at two different points, a and b. Then, the bisecting curve in C containing a intersects B at two points. This is a consequence of the ordering in which bisecting curves in C intersect each other. This would be a contradiction with Lemma 2.1 and, therefore, the intersection gives only one connected component. Furthermore, the boundary of C ∩D is composed by a convex chain plus a non-convex chain whose intersection consists of two points.
To end the proof, it is necessary to prove that C ∩ D = AV R * (p) is pathconnected set. Take two points a and b in C ∩ D and join them with the origin. Line segments oa and ob intersect the boundary of C at exactly one point each, say a 1 , b 1 , respectively. Line segments aa 1 and bb 1 are completely contained in C ∩ D.
On the other hand, we can go from a 1 to b 1 along the boundary of C (or at an infinitesimal distance from the boundary). This gives us a path fully contained connecting a and b and the claim is completely proved.
As a consequence of above results, L * is a admissible system according to Klein's definition. On the other hand, in 15 has been proved that a furthest site abstract Voronoi diagram is a tree, i.e., all their faces are unbounded and therefore a bisector of a partition cannot contain a cycle. Thus, the divide-and-conquer algorithm can be used and the following result can be stated. 
The dynamic anchored Voronoi diagram
In this section we study the dynamic version of the anchored Voronoi diagram by analyzing their combinatorial complexity. Dynamic means that the set of given sites move along some predefined trajectory as defined in 11 . We assume that we are given a finite set of n ≥ 3 points S = {p 1 , . . . , p n } each moving along a polynomial trajectory of maximum degree s, for some constant s. Let p i (t) denote the position of point p i at time t and AV (S(t)) denote the anchored Voronoi diagram of the set S at time t. We further assume that the points move without collisions.
In our context, we consider the points in general position when no four points are co-hippodromal, in other words, there not exists a hippodrome passing through four points (as in Figure 14) . We study how the structure AV D(S(t)) changes in time. Similarly to the ordinary dynamic Voronoi diagram 11 , AV D(S) changes continuously but its combinatorial structure only changes at critical values of t. We investigate the combinatorial complexity of the dynamic anchored diagram in a similar way to 11 . However, the anchored diagram is quite different to the standard one and several new ideas are necessary to obtain the bound for our problem.
In order to obtain a bound of the number of changes in AG(S(t)), we describe how an edge can be removed or added to the graph as points move. In the following, we characterize those elementary changes.
It follows from the definition of the anchored dual graph that there is an edge between two points if and only if there exists an empty hippodrome that passes through those points (the converse is also true). Let p i (t), p j (t) be two points in S(t) and let be given a hippodrome that have them on its boundary. This hippodrome determines a unique line segment, one of whose endpoints is the origin and the other is a point x ij (t). Of course, x ij (t) lies on the Voronoi edge contained in the bisector curve L(p i (t), p j (t)). Let d ij (t) denote the distance from point p i (t) to line segment ox ij (t). When a point p k (t) enters into an empty hippodrome given by points p i (t), p j (t), then a combinatorial change takes place (see Figure 13) . Such change will correspond to an intersection between function d ij (t) and another function d ik (t) or d jk (t). What really matters here is when the first point that enters into the empty hippodrome, which results in only considering the lower envelope of the functions {d ij (t), i = j}. By examining those intersections, we can give an upper bound on the number of topological changes. Proof. Let ox be an optimal line segment for OABP. If x ∈ C and x ∈ AV D(S) it is always possible to move the point x on the curve without to decrease the minimum distance till a Voronoi edge is encountered. Some cases are showed in Figure 15 . Notice that the furthest-site anchored Voronoi diagram can be also a suitable geometric structure for solving the center version of above problem. The center anchored bridge problem, CABP, asks for a line segment connecting o with a point x on C for which max p∈S d(p, ox) is minimized. With similar arguments to the problem OABP, we can solve the problem CABP by restriction of bridges connecting the origin with the intersection points of the furthest-site anchored Voronoi and the given curve. Thus, we have the following result. At this point, we should note that there are certain operations here that exceed the power of the usual real RAM model. The model of computation should be augmented with the pertinent primitives as necessary.
Conclusions and remarks
We have introduced in this paper the anchored Voronoi diagram as an abstract Voronoi diagram. The bisecting curves are induced by the distance between a point and a line segment anchored at the origin. The concept of a circle of an standard Voronoi diagram becomes a hippodrome in our context. Thus, the anchored Voronoi diagram can be considered as a suitable structure to solve both query and optimization problems when considering anchored line segments. Our main effort focuses on the proof of topological properties allowing a deterministic computation of the proposed structure. We have proved that the deterministic divide-and-conquer algorithm of 13 can be used for computing the nearest version and, more surprisingly, the furthest version of the anchored Voronoi diagram.
The anchored Voronoi diagram can be generalized in the following sense. Given two anchors points a and b, and two sites p and q, consider the bisector of p and q as the locus of points x in the plane such that the polygonal chain a − x − b is equidistant from both sites. In a similar way to the anchored Voronoi diagram, we can generate an abstract Voronoi diagram by means of such bisectors. That structure can be useful for solving optimization and location problems when considering anchored 1-corner chains (see 4 for an example of the use of such polygonal chains as approximations objects). It is easy to prove that a system composed by such bisector curves is semi-admissible, but unfortunately, the admissibility is not preserved because the Voronoi region diagram may be disconnected. In Figure 16 , the points x, y ∈ V R(p) cannot be connected by a connecting path fully contained in V R(p). In such case, the deterministic algorithm of 13 cannot be used. However, the randomized algorithm of 14 could be used to compute the nearest site abstract Voronoi diagram of such bisectors in expected time O(n log n). By using this structure, a linear number of candidates can be found for the following facility location problem:
Maximin 1-corner polygonal chain problem: Given a set S of points in the plane and two anchor points a and b, find a 1-corner polygonal route R connecting a and b such that min p∈S d(p, R) is maximized.
This problem is named as the anchored boomerang problem in 6 and an O(n 2 ) algorithm has been proposed.
