INTRODUCTION
During the preparation of the corresponding chapter in Davy Landman's PhD thesis, some minor graphical and statistical discrepancies were found in the paper "Empirical analysis of the relationship between CC and SLOC in a large corpus of Java methods and C functions" [1] .
To support future reproduction and use of this work, we prepared the current erratum, containing several updated figures, a diagnosis of the cause of the errors, and an explanation of the effect on the original paper.
None of the issues reported in this erratum influence the conclusions of the original paper.
ISSUES DISCOVERED
• The hexagonal scatter plots in figure 8 lack a more prominent line at CC = 0. This was caused by a bug † in ggplot, that would filter out data around the limits. • The R 2 values in the tables IV(b) and V(b) of the C corpus were off by a maximum of 0.01 from the actual result. The cause was that this table was not re-calculated after fixing a bug in the "remove out-of-scope code" phase. Note that the impact of this error is scattered throughout the paper, as the correlations of Table IV and V are often repeated for clarity in the remaining sections (for example, the R 2 of the linear model for all the C functions is 0.43 instead of 0.44). • Our R code calculating the log-transformed linear fit contained an error. The dashed lines in Figures 8, 9, and 12 are impacted and the shape of the residual plot in 11. The biggest impact is in Figure 12 , where the original fit seemed to miss the data almost entirely. We mis-interpreted this phenomenon in the last sentence of the second paragraph of Section 4.4.2; it is not caused by the skewness of the distributions of the two metrics, but rather by the current bug.
2 D LANDMAN ET AL.
• The custom implementation of the log-scaled y-axis of the residual plots in Figure 11 contained two errors:
-The labels on the y axis were off by a factor 10 -For the negative side of the residual plot, we took the absolute, calculated the log10 value, and made it negative again. However, values between 0 and 1, (the values close to the linear fit) turn into a negative value (as log10 (1) equals 0). This caused strange outliers in the original plots that were not scrutinized. The fixed residual plots do not have this outliers and look much more like the data in Figure 9 .
• We republished the data sets related to the current paper on Zenodo to increase their availability: 
NEW TABLES AND FIGURES
The remaining part of this erratum contains updated tables and figure as replacements for the original paper. 
