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To investigate how a temporally ordered gate sequence can be parallelized in adiabatic imple-
mentations of quantum computation, we modify adiabatic gate teleportation, a model of quantum
computation proposed by D. Bacon and S. T. Flammia, Phys. Rev. Lett. 103, 120504 (2009),
to a form deterministically simulating parallelized gate teleportation, which is achievable only by
postselection. We introduce a twisted Heisenberg-type interaction Hamiltonian, a Heisenberg-type
spin interaction where the coordinates of the second qubit are twisted according to a unitary gate.
We develop parallelizable adiabatic gate teleportation (PAGT) where a sequence of unitary gates is
performed in a single step of the adiabatic process. In PAGT, numeric calculations suggest the nec-
essary time for the adiabatic evolution implementing a sequence of L unitary gates increases at most
as O(L5). However, we show that it has the interesting property that it can map the temporal order
of gates to the spatial order of interactions specified by the final Hamiltonian. Using this property,
we present a controlled-PAGT scheme to manipulate the order of gates by a control-qubit. In the
controlled-PAGT scheme, two differently ordered sequential unitary gates FG and GF are coher-
ently performed depending on the state of a control-qubit by simultaneously applying the twisted
Heisenberg-type interaction Hamiltonians implementing unitary gates F and G. We investigate
why the twisted Heisenberg-type interaction Hamiltonian allows PAGT. We show that the twisted
Heisenberg-type interaction Hamiltonian has an ability to perform a transposed unitary gate by
just modifying the space ordering of the final Hamiltonian implementing a unitary gate in adiabatic
gate teleportation. The dynamics generated by the time-reversed Hamiltonian represented by the
transposed unitary gate enables deterministic simulation of a postselected event of parallelized gate
teleportation in adiabatic implementation.
PACS numbers: 03.67.Lx, 03.67.Ac, 75.10.Pq
I. INTRODUCTION
The quantum circuit model is a standard model of
quantum computation describing the relationship be-
tween input and output by a sequence of elementary
gates. This model is widely used since it is universal,
namely, any unitary operation can be represented by a
sequence of the elementary gates, and quantum circuits
have a good correspondence to logic circuits used in clas-
sical computation. However, there is a restriction that
elementary gates have to be performed in sequence de-
termined by a partial order, without creating any loops in
the circuit. Since the partial order determines the causal
structure of a gate sequence, only operations with def-
inite temporal order can be performed, whereas such a
restriction may not be necessary in quantum mechanics
as pointed out in the work of Chiribella et al. [1].
In [1], an operation beyond temporally ordered quan-
tum computation called quantum switch was investi-
gated. Quantum switch is a super-map which takes two
different single-qubit unitary gates F and G as the in-
put, and outputs a two-qubit controlled-unitary that co-
herently performs two differently ordered sequential uni-
tary operations FG and GF depending on the state of
a control-qubit. It was proven that the quantum switch
cannot be implemented within the quantum circuit model
with a fixed temporal order, if each of F and G is allowed
to be used only once.
In this paper, we show that by implementing the quan-
tum computation adiabatically, one can map the tempo-
ral order of gates to the spatial order of interactions, and
that the temporal order can be manipulated by arrang-
ing the spatial order of the interactions Hamiltonian. To
achieve this task, we modify adiabatic gate teleportation
(AGT), which is a model of quantum computation pro-
posed by Bacon and Flammia [2]. AGT is a hybrid of
quantum circuit model and adiabatic quantum computa-
tion [3].
AGT implements a unitary gate on an input state en-
coded in a degenerate ground state and transfers the state
to an output state via a mediating qubit by adiabati-
cally changing an initial interaction Hamiltonian encod-
ing the unitary gate to a fixed final interaction Hamil-
tonian. Since the input state can be chosen arbitrarily
in AGT in contrast to standard adiabatic computation
where input states are fixed, a sequence of unitary gates
can be performed by sequentially combining each AGT
process.
Original gate teleportation [4] is a scheme which ap-
plies an arbitrary unitary gate to an unknown input state
2and transmits the resulting state to an output state using
the quantum teleportation scheme [5] with an entangled
state encoding the unitary gate as a resource. A correc-
tion depending on the outcome of the Bell measurement
on the input and a part of the resource state is required
to deterministically perform gate teleportation. This cor-
rection depends on the unitary gate being teleported.
However if we consider the case of a particular Bell mea-
surement outcome, the correction is not necessary. In
this case of a postselected event of the measurement out-
come, we can select an input state after applying the
unitary gate on an entangled state for preparing the re-
source state, so the temporal order may be interpreted to
be distorted in postselected gate teleportation. A certain
type of quantum gates without definite temporal order
(acausal gates) has been modeled based on postselected
quantum teleportation [6, 7]. These gates are referred to
as closed timelike curves via quantum postselection (p-
CTCs, or also known as BSS-CTCs) and their properties
have been recently intensively investigated [8–12].
In spite of its name, AGT is not a scheme based
on quantum teleportation that requires entanglement
assisted local operations and classical communications
(LOCC). AGT deterministically implements a map that
is achieved by postselected gate teleportation of an ar-
bitrary unitary gate by using adiabatic dynamics of a
multi-qubit ground state under a time-dependent inter-
action Hamiltonian. This association of deterministically
“simulating” a postselection event of a measurement us-
ing adiabatic dynamics is useful for analyzing the role of
temporal order and parallelizability in quantum compu-
tation.
A sequence of unitary gates can be probabilistically im-
plemented in a parallel manner by combining multiple
gate teleportations. Each unitary gate can be simultane-
ously performed on different resource states and all the
measurements can be simultaneously performed in this
case. However, the original AGT scheme proposed by
[2] cannot simulate this parallelizable property of posts-
elected gate teleportation. A sequence of unitary gates
has to be implemented by sequentially applying the AGT
scheme in time for each gate following the temporal order
of the gate sequence.
In this paper, we modify the Hamiltonian of the origi-
nal AGT scheme to a Heisenberg-type spin interaction in
order to simulate parallelized gate teleportation. With
this modification, we introduce a twisted Heisenberg-type
interaction Hamiltonian as a resource to implement a
unitary gate. Using the twisted Heisenberg-type inter-
action Hamiltonian, we develop parallelizable adiabatic
gate teleportation (PAGT), a scheme to perform a se-
quence of unitary gates in one adiabatic step from the
initial Hamiltonian to the final Hamiltonian. In PAGT,
only the temporal order of gate operations is mapped
to spatial order of interactions in the final Hamiltonian,
whereas information of which gates to be applied is en-
coded in twisted angles of the initial twisted Heisenberg-
type interaction Hamiltonian.
All twisted Heisenberg-type interaction Hamiltonians
are simultaneously applied, though the rate of the adi-
abatic evolution must take into account the decreasing
gap of the total Hamiltonian. PAGT does not contribute
to speed-up performing a sequence of gates by paralleliz-
ing them. However it enables the control of temporal
order of gate operations in the time domain. Using this
property, we present the controlled-PAGT scheme that
performs controlled-unitary operations implemented by
the quantum switch.
We also investigate why the twisted Heisenberg-type
interaction Hamiltonian allows PAGT. We show that
the twisted Heisenberg-type interaction Hamiltonian also
allows simulation of a transposed unitary gate by us-
ing the similar resource implementing the original non-
transposed unitary gate but the spatial order of the in-
teraction is changed. We show that this is not possible
in general in the AGT scheme using a non-Heisenberg
type interaction Hamiltonian. We analyze this ability to
perform a transposed unitary gate and its relationship
to implementability of dynamics generated by the time-
reversed Hamiltonian.
This paper is organized as follows. We present pre-
liminaries to review the adiabatic theorem and adia-
batic gate teleportation in Section IIA and Section II B,
respectively. In Section III, we introduce the twisted
Heisenberg-type interaction Hamiltonian and analyze its
properties. In Section IV and Section V, we present
our main results, the PAGT scheme and the controlled-
PAGT scheme, respectively. We compare implementabil-
ity of dynamics generated by the time-reversed Hamilto-
nian in AGT and PAGT, and analyze parallelizability in
PAGT in Section VI. We summarize our results in Sec-
tion VII.
II. PRELIMINARIES
A. Adiabatic theorem
Adiabatic theorem is a well-known concept concern-
ing quantum dynamics and was first proposed in 1928
by Born and Fock [13, 14]. In [13] (originally written in
German), the theorem was stated as “A physical system
remains in its instantaneous eigenstate under the time-
evolution given by a time-dependent Hamiltonian if there
is a gap between the eigenvalue and the rest of Hamil-
tonian’s eigenvalues and the Hamiltonian changes slowly
enough (adiabatic evolution)”. While its proof was first
provided under the so-called assumption of the adiabatic
approximation, Gell-Mann and Low [15] have constructed
an adiabatic theorem for infinitely slow adiabatic evolu-
tion, namely, the limit T →∞ where T is the total evo-
lution time of the time-dependent Hamiltonian dynamics
and they have proved the theorem without the adiabatic
approximation assumption.
Adiabatic quantum computation (AQC) [3] is a model
of quantum computation, which is originally proposed
3for exploiting the adiabatic theorem to solve the Boolean
Satisfiability Problem (SAT). To employ adiabatic evolu-
tions for solving computational problems, a new type of
adiabatic theorem is required since the formulation based
on the theorem that holds only for infinite runtime T is
not useful for analyzing the time required for computa-
tion. Thus adiabatic theorems [16–18] referring to the
trade-off between the runtime T and the error ǫ from the
ideal result have been proposed.
Let us consider a time-dependent Hamiltonian H(τ),
where τ = t/T is the rescaled time, τ ∈ [0, 1]. We de-
note the instantaneous eigenstate and the correspond-
ing eigenenergy of H(τ) by |En(τ)〉 and En(τ), respec-
tively, where n = 0 represents the ground state and
n = 1, 2, · · · represents the n-th excited state. In adi-
abatic computation, it is usual to consider an interpo-
lation between two time-independent Hamiltonians, an
initial Hamiltonian Hini and a final one Hfin. In this
work, we consider a particular interpolation given by
H(τ) = (1 − s(τ))Hini + s(τ)Hfin, where s(0) = 0 and
s(1) = 1. Lidar et al. [18] have shown that the following
conditions need to be fulfilled in order for the adiabatic
theorem to hold.
Assumption 1. H(τ) is a one-parameter bounded
Hamiltonian of an n-partite system defined on a tensor
product space H⊗n. A nonnegative real parameter γ is
the distance to a pole or a branch point of H(τ) that
is closest to the real τ -axis of an interval [0, 1] in the
complex τ -plane.
Assumption 2. For any number less than a fixed
number N , it is possible to set the number of derivatives
of H(τ) with respect to τ to zero at the initial and final
times.
Assumption 3. The final state |E0(1)〉 is non-
degenerate.
Before stating the adiabatic theorem of [18], we in-
troduce some notations. The vector norm is defined in
the usual way as ‖v‖ =
√
〈v|v〉. For an operator A, its
operator norm is defined as
‖A‖ := max
|v〉
|〈v|A|v〉|,
where |v〉 is a normalized vector. Quantity indicating the
largest “curvature” of the time-dependent Hamiltonian
for 0 ≤ τ ≤ 1 is defined by
ξ := sup
0≤τ≤1
‖∂τH(τ)‖.
The minimum gap between the ground state(s) and the
first excited state(s) over 0 ≤ τ ≤ 1 is denoted as
G = min
0≤τ≤1
(E1(τ) − E0(τ)) .
In adiabatic computation, the system is usually ini-
tialized in the ground state of the initial Hamiltonian
Hini. One of the main quantities of interest is the dis-
tance δ between the state of the system |ψ(τ)〉 and the
ground state |E0(τ)〉 at the end of the evolution. This
distance can be computed using the vector norm as
δ = ‖|ψ(1)〉 − eiχ|E0(1)〉‖, where χ ∈ R is the dynamical
phase. In particular, the trade-off relation between the
total evolution time T and the adiabatic approximation
error δ is of crucial importance. Lidar et al. have shown
in [18] that under some circumstances the adiabatic ap-
proximation can be made exponentially accurate in N ,
as stated in the following theorem (Theorem 1 in [18]).
Theorem. If assumptions 1-3 hold and the first N+1
derivatives of the Hamiltonian H(τ) all vanish at τ = 0
and τ = 1, then the runtime T that scales as
T =
q
γ
N
ξ2
G3 , (1)
where the “time dilation” q > 1 is a free parameter, gives
an adiabatic approximation error satisfying
δ ≤ (N + 1)γ+1q−N .
This theorem gives the condition for the runtime T
of an adiabatic evolution so that the error is exponen-
tially small in terms of the number of vanishing deriva-
tives. The following corollary will be useful in our paper
(Corollary 2 in [18]).
Corollary. Under the assumptions of the Theorem
above, the following scaling of runtime T ,
T = ǫ−1/N
N(N + 1)
γ+1
N
γ
ξ2
G3 , (2)
gives an adiabatic error satisfying
δ ≤ ǫ.
This corollary demonstrates that the runtime T is insen-
sitive to the adiabatic error, as it depends only on its
N -th root.
B. Adiabatic gate teleportation
In this subsection, we review adiabatic gate teleporta-
tion (AGT) proposed in [2]. We consider systems consist-
ing of only qubits in this paper, but one can generalize the
scheme to general qudit (quantum d-level) systems. We
use X,Y and Z to represent the Pauli operators, genera-
tors of SU(2), and use I to represent an identity operator
on a qubit system represented by a Hilbert space denoted
by H = C2.
We use subscript i to denote the local Hilbert space
on which a state is defined or on which an operator acts
nontrivially. We also drop the tensor product symbol.
For example, |φ〉1U3|Φ+〉23 ∈ H1 ⊗H2 ⊗H3 is a 3-qubit
state where U3|Φ+〉23 is a simplified representation of
(I2 ⊗ U3)|Φ+〉23. If we want to represent an operator
without specifying the Hilbert space on which the op-
erator acts, we omit the subscript and just denote the
operator as A.
4Consider a three-qubit system H1 ⊗ H2 ⊗ H3. AGT
aims to obtain the output state U |φ〉3 ∈ H3 where U de-
notes a single-qubit unitary gate for an arbitrary input
state |φ〉1 ∈ H1 by adiabatically evolving the system un-
der a time-dependent Hamiltonian. The system H2 acts
as a mediator for transferring the state.
We introduce a two-qubit twisted interaction Hamilto-
nian H˜Uij on Hi ⊗Hj defined as
H˜Uij := −ωUj(XiXj + ZiZj)U †j . (3)
In case Uj = Ij , we denote H˜
U
ij simply as H˜ij . We con-
sider an initial Hamiltonian H˜Uini on H1 ⊗H2⊗H3 given
by
H˜Uini = H˜
U
23,
and a final Hamiltonian H˜fin on H1 ⊗H2 ⊗H3 given by
H˜fin = H˜12,
where ω > 0 for both Hamiltonians.
We prepare an initial state in H1 ⊗ H2 ⊗ H3 as
|φ〉1U3|Φ+〉23, where |φ〉 is an arbitrary input state and
|Φ+〉 = (|00〉+ |11〉)/√2 is a two-qubit maximally entan-
gled state. It is a ground state of the initial Hamiltonian
H˜Uini on H1 ⊗H2 ⊗H3 because the following holds true,
(X2U3X3U
†
3 )U3|Φ+〉23 = U3|Φ+〉23,
(Z2U3Z3U
†
3 )U3|Φ+〉23 = U3|Φ+〉23.
The initial Hamiltonian acts trivially on H1 which means
the ground state is 2-fold degenerate. We can choose an
arbitrary input state |φ〉1 ∈ H1, but the state of the
second and third qubits is fixed. Similarly, the ground
state of the final Hamiltonian H˜fin is given by |Φ+〉12|φ′〉3
where |φ′〉3 is an arbitrary state in H3.
The total Hamiltonian on H1 ⊗ H2 ⊗ H3 is described
by
HUAGT(τ) = (1− s(τ)) H˜Uini + s(τ)H˜fin, (4)
where the interpolation function satisfies s(0) = 0 and
s(1) = 1. To show that adiabatic evolution by HUAGT(τ)
transforms an initial state |φ〉1U3|Φ+〉23 to a final state
|Φ+〉12U3|φ〉3 for arbitrary |φ〉1, we define logical oper-
ators LU3X := X1X2U3X3U
†
3 and L
U3
Z := Z1Z3U3Z3U
†
3 ,
both on H1 ⊗ H2 ⊗ H3. These logical operators en-
code information of an arbitrary input state |φ〉1, and
if the logical space spanned by the logical operators is
preserved during adiabatic evolution, then we can show
|φ′〉3 = U3|φ〉.
First we consider the case when U = I which corre-
sponds to adiabatic teleportation. The total Hamiltonian
HAT(τ) := H
I
AGT(τ) has two degenerate ground states
for all τ ∈ [0, 1] and no level-crossing between the de-
generate ground states and the two degenerate excited
states. The gap between the ground states and the ex-
cited states reaches its minimum at s(τ) = 1/2. In this
case, the logical operators are given by LX := X1X2X3
and LZ := Z1Z3Z3 and they commute with the total
Hamiltonian HAT(τ),
[LX , HAT(τ)] = [LZ , HAT(τ)] = 0, (5)
for all τ ∈ [0, 1]. Faithful transformation of an input state
|φ〉 from H1 to H3 is guaranteed by the adiabatic theo-
rem since the adiabatic evolution proceeds inside the log-
ical subspace. Thus by adiabatically dragging the initial
Hamiltonian to the final one, the initial state |φ〉1|Φ+〉23
is transformed to |Φ+〉12|φ〉3, since
〈φ|X |φ〉 = 〈φ|〈Φ+|LX |φ〉|Φ+〉
= 〈Φ+|〈φ′|LX |Φ+〉|φ′〉 = 〈φ′|X |φ′〉, (6)
〈φ|Z|φ〉 = 〈φ′|Z|φ′〉. (7)
It should be noted that the adiabatic theorem of [18]
applies to non-degenerate ground states and the Hamil-
tonians in the AGT scheme and throughout this pa-
per have a doubly degenerate ground state. We know
that the individual logical subspaces are invariant under
the adiabatic evolution due to the commutation relation
Eq. (5). Also, we are interested in the evolution of an
encoded qubit given by the intersection of these two sub-
spaces which is a one-dimensional subspace. Therefore
the ground state is effectively non-degenerate and theo-
rem of [18] applies.
For U 6= I, the total Hamiltonian HUAGT (τ) is related
to the previous case by
HUAGT(τ) = U3HAT(τ)U
†
3 ,
since U3H˜finU
†
3 = H˜fin. As this is just a unitary conjuga-
tion, the spectrum of HUAGT(τ) remains unchanged. By
defining unitary conjugated logical operators as LU3X :=
X1X2(U3X3U
†
3 ) and L
U3
Z := Z1Z3(U3X3U
†
3 ), both on
H1 ⊗H2 ⊗H3, the commutation relations satisfy
[LU3X , H
U
AGT(τ)] = [L
U3
Z , H
U
AGT(τ)] = 0, (8)
for all τ ∈ [0, 1]. This shows that the initial state |φ〉
on the first qubit is deterministically teleported to third
qubit and the unitary gate U is applied to it during the
adiabatic evolution.
C. Quantum switch
Under the definition of a quantum circuit, only the op-
erations with definite temporal order can be performed,
whereas such a restriction may not be necessary in quan-
tum mechanics as pointed out in [1]. As an example of
acausal operations, we give a brief review of the quantum
switch introduced in [1].
Quantum switch is a mechanism that controls the or-
der of gates depending on the state of the control-qubit.
We consider a two-qubit system consisting of a control-
qubit and a target-qubit, described by HC⊗HT . We also
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FIG. 1. (Color online) A schematic how AGT works. The
picture on the left represents the initial state of the adiabatic
evolution. The red line is the interaction between the second
and third qubits due to the initial Hamiltonian. The picture
on the right is the output state at the end of the evolution.
The blue line represents the interaction between the first and
the second qubits.
consider two single-qubit unitary gates on HT , F and G.
Quantum switch is a supermap (a map taking a map as
an input and another map as an output) that takes F
and G as inputs and returns a unitary operation given
by
UF,GQS := |0〉〈0|C ⊗ (GF )T + |1〉〈1|C ⊗ (FG)T ,
namely, the supermap of quantum switch QS(F,G) is
defined by
QS(F,G) := UF,GQS .
Note that the definitions of a unitary operation UF,GQS
and the supermap QS(F,G) represents different lev-
els of operations, one is a unitary map and the other
is a supermap. Applying UF,GQS on a state given by
|0〉C |φ0〉T + |1〉C |φ1〉T ∈ HC ⊗ HT where |φ0〉, |φ1〉 are
arbitrary states satisfying 〈φ0|φ0〉+ 〈φ1|φ1〉 = 1, we have
UF,GQS (|0〉C |φ0〉T + |1〉C |φ1〉T )
= |0〉CGF |φ0〉T + |1〉CFG|φ1〉T . (9)
When the control-qubit state is in |0〉, F acts first on the
target-qubit followed by G. If the control-qubit state in
|1〉, the order of operations changes so that G acts first
followed by F . Note that this quantum control preserves
coherence between |0〉C and |1〉C .
In the original paper [1], F and G are referred to as
oracles. Similarly to the no-cloning theorem of unknown
quantum states, the no-cloning theorem of oracles exists
[19]. The no-cloning theorem of oracles asserts that we
cannot perform exactly the same unitary operation im-
plemented by an oracle twice if we are only allowed to
use the oracle once. We consider F and G as oracles
where the identity of the unitary gates are unknown for
now since we want to universally construct a supermap
representing quantum switch independent of the identity
of the gates F and G. It was shown in [1] that it is im-
possible to implement quantum switch by using only one
call of each oracle F,G in the quantum circuit model.
The output state given by Eq. (9) can be produced, but
multiple calls of at least one of the oracles are required
(see FIG. 2). In the quantum circuit of FIG. 2, oracles
F (1) (the first call of oracle F ), G, F (2) (the second call
of oracle F ) have to be arranged in a definite temporal
ordering.
Control
Target
Ancilla
FIG. 2. A quantum circuit implementing the quantum
switch operation using multiple calls of the same oracle F
denoted by F (1) and F (2). The SWAP operation conditioned
on the control-qubit state represented by a black circle is the
controlled-SWAP (CSWAP) gate, it swaps the states of the
target and ancilla qubits when the control-qubit is in |1〉. The
SWAP operation conditioned on the control-qubit state rep-
resented by a white circle swaps the states of the target and
ancilla when the control-qubit is in |0〉.
Even though the quantum switch cannot be imple-
mented in the quantum circuit model, the assumption
of no definite causal structure itself is not prohibited by
the axioms of quantum mechanics. It was also suggested
that if one can somehow implement superposition of a
quantum wire in the quantum circuit, which is a wire
controlled on the state of the control-qubit in the quan-
tum circuit, we can implement quantum switch.
Several studies have focused on the computational
power of the quantum switch [20–24]. The definition
of the quantum switch can be generalized so that F
and G are quantum channels, i.e. completely posi-
tive trace-preserving (CPTP) maps. It has been proven
that a quantum circuit augmented with the general-
ized quantum switch can achieve a channel discrimina-
tion task which is impossible in the standard quantum
circuit model [20]. The resources required for the or-
der controlled operation implemented by the quantum
switch and the standard quantum circuit are compared
in [21]. Computational advantage of a quantum circuit
augmented with the quantum switch has been proposed
in [22] and experimentally demonstrated in [23]. The no-
tion of quantum switch is generalized to a supermap in
order to implement a n-SWITCH gate, which is a mecha-
nism performing coherently superposed n! differently or-
dered operations depending on the state of the control
system in [24].
III. TWISTED HEISENBERG-TYPE
INTERACTION HAMILTONIAN
A. Definition
To implement a sequence of unitary gates in AGT, a
concatenation of adiabatic evolutions is necessary. This
concatenation introduces definite temporal ordering of
the applied unitary gates. To remove the temporal or-
6dering of a sequence of unitary gates and to simulate
parallelized gate teleportation in an adiabatic manner,
we modify the twisted interaction Hamiltonian used in
AGT.
First, we present a modified Hamiltonian to implement
a single unitary gate U using the adiabatic evolution.
This new twisted interaction HamiltonianHUij onHi⊗Hj
depending on U is defined as
HUij := −ωUj(XiXj − YiYj + ZiZj)U †j .
Note that the operation denoted by U acts on Hj , the
second qubit of Hi ⊗ Hj in our notation. Similarly to
the case of AGT, we denote the case of U = I by Hij .
The new twisted interaction Hamiltonian HUij contains
an extra two-body interaction term −YiYj compared to
the twisted interaction Hamiltonian of the AGT scheme
H˜Uij given by Eq. (3). H
U
ij represents a Heisenberg-type
interaction where the Z-axis of system Hj is twisted by a
unitary gate Uj and we refer to this type of Hamiltonian
as twisted Heisenberg-type interaction Hamiltonian. We
note that the minus sign of the −YiYj term is an impor-
tant characteristic of this interaction, and is useful for
simulating parallelized gate teleportation.
The corresponding total Hamiltonian HUPAGT(τ) on
H1 ⊗ H2 ⊗ H3 whose adiabatic evolution implements U
is defined as
HUPAGT(τ) = (1− s(τ))HUini + s(τ)Hfin, (10)
where HUini on H1 ⊗ H2 ⊗ H3 is given by HUini = HU23,
and Hfin on H1 ⊗ H2 ⊗ H3 is given by Hfin = H12.
We refer to the scheme of adiabatically implementing U
using HUPAGT(τ) similarly to AGT as parallelizable adi-
abatic gate teleportation (PAGT). This modification of
the twisted interaction Hamiltonian in PAGT does not
change the ground state of the initial and final Hamilto-
nians from the ones of AGT, while it changes the energy
gap between the degenerate ground states and the de-
generate first excited states.
For U = I, the new total Hamiltonian HIPAGT(τ)
achieves adiabatic teleportation similarly to the origi-
nal total Hamiltonian HAT(τ) = H
I
AGT(τ) which we will
show in the next section. Note that adding the Y Y term
does not affect the validity of adiabatic teleportation as
already pointed out in the original paper of AGT [2].
The twisted Heisenberg-type interaction Hamiltonian
HUij can be represented in terms of the projector on the
maximally entangled states |Φ+〉〈Φ+| as
HUij = −ωUj(4|Φ+〉〈Φ+|ij − Iij)U †j , (11)
where Iij denotes an identity operator on Hi ⊗Hj . The
ground state of HUij is given by Uj |Φ+〉ij .
Although we consider only qubit systems in this paper,
the definition of twisted Hamiltonian can be generalized
to qudit systems by
HUij := −ωUj(d2|Φ+d 〉〈Φ+d |ij − IiIj)U †j , (12)
where |Φ+d 〉 := 1/
√
d
∑d−1
i=0 |ii〉 is the maximally en-
tangled state on a d-dimensional system. The twisted
Heisenberg-type interaction Hamiltonian has the follow-
ing properties,
HUij = UjHijU
†
j , (13)
HU
T
ij = −ω(d2UTj |Φ+d 〉〈Φ+d |ijU∗j − Ii Ij)
= −ω(d2Ui|Φ+d 〉〈Φ+d |ijU †i − IiIj)
= UiHijU
†
i = H
U
ji , (14)
where we have used the property of the maximally en-
tangled states
Uj |Φ+d 〉ij = UTi |Φ+d 〉ij .
Similarly, U∗i Uj |Φ+d 〉ij = |Φ+d 〉ij holds, therefore
(U∗i Uj)Hij(U
∗
i Uj)
† = Hij . (15)
These properties are extensively used in the rest of the
paper.
Following assumptions need to be satisfied in order to
implement U using HUij in PAGT,
1. The twisted Heisenberg-type interaction Hamilto-
nian HUij is implementable;
2. The ground state of the twisted Heisenberg-type
interaction Hamiltonian U3|Φ+〉23 can be prepared
in H2 ⊗H3;
3. Switching off the initial Hamiltonian and switching
on the final Hamiltonian can be gradually done at
the same time.
We assume that these conditions are satisfied, and we
consider the ideal case where no noise from the outside
environment acts on the system in the rest of paper.
B. Implementable unitary gates using a twisted
Heisenberg-type interaction Hamiltonian
We show that UT , U∗ and U † are implementable in
addition to U using the same twisted Heisenberg-type
interaction Hamiltonian HU in PAGT by changing the
spatial order of interactions and/or exchanging the initial
and final Hamiltonians of the total Hamiltonian for adia-
batic evolution. In gate teleportation, UT , U∗ and U † are
also implementable by using the resource state encoding
U , but only probabilistically. The PAGT scheme using
the Heisenberg-type interaction deterministically repli-
cates this aspect of gate teleportation, while the AGT
scheme cannot implement UT in addition to U in gen-
eral as we will show in Section VI.
Using Eq. (14), a twisted Heisenberg-type interaction
Hamiltonian HUij that implements U can be transformed
to a twisted Heisenberg-type interaction Hamiltonian im-
plementing UT by just changing the spatial order of in-
teraction (i, j) → (j, i) of qubits i and j. Thus, the ini-
tial Hamiltonian for implementing UT can be written as
7HU
T
ini = H
U
32. By choosing an initial state for the adi-
abatic evolution as |φ〉1UT3 |Φ+〉23 = |φ〉1U2|Φ+〉23 and
applying the total Hamiltonian given by
HU
T
PAGT(τ) = (1− s(τ))HU
T
ini + s(τ)Hfin
= (1− s(τ))HU32 + s(τ)H12,
the final state of adiabatic evolution is given by UT |φ〉3.
1 2 3
FIG. 3. Implementation of transposed unitary gate UT . The
total Hamiltonian is given by HU
T
PAGT(τ ) = (1− s(τ ))HU
T
ini +
s(τ )Hfin = (1− s(τ ))HU32 + s(τ )H12.
To implement U∗, we employ the relationship given by
Eq. (15). We modify the initial and final Hamiltonian of
the total Hamiltonian for adiabatic evolution as
HU
∗
PAGT′(τ) = (1− s(τ))Hini′ + s(τ)HU
∗
fin′ , (16)
where Hini′ = H23 and H
U∗
fin′ = H
U
12. Note that the
U -dependence of the twisted Heisenberg-type interac-
tion Hamiltonian HUij appears in the final Hamiltonian
in contrast to the case of the total Hamiltonian de-
noted by HUPAGT(τ). The subscript of the total Hamil-
tonian “PAGT′” indicates this property (encoding in-
formation about U in the final Hamiltonian). Since
HU
∗
PAGT′(τ) = (U2U
∗
3 )H
I
PAGT(τ)(U2U
∗
3 )
† holds due to
Eq. (15), by choosing the initial state to be |φ〉1(U2 ⊗
U∗3 )|Φ+〉23 = |φ〉1|Φ+〉23, the final state of the adiabatic
evolution is given by U2|Φ+〉12U∗3 |φ〉3.
1 2 3
FIG. 4. Implementation of complex conjugated unitary gate
U∗. The total Hamiltonian is given by HU
∗
PAGT′(τ ) = (1 −
s(τ ))Hini′ + s(τ )H
U∗
fin′ = (1− s(τ ))H23 + s(τ )HU12.
To implement U †, we combine the previous two
schemes and use the total Hamiltonian for adiabatic evo-
lution as
HU
†
PAGT′(s(τ)) = (1 − s(τ))Hini′ + s(τ)HU
†
fin′ (17)
where Hini′ = H23 is unchanged from the case of
HU
∗
PAGT′(τ) but H
U†
fin′ = H
UT
12 = H
U
21. Similarly
to the case of implementing U∗, since HU
†
PAGT′(τ) =
(UT2 U
†
3 )H
I
PAGT(τ)(U
T
2 U
†
3 )
† holds due to Eq. (15), by
choosing the initial state to be |φ〉1(UT2 U †3 )|Φ+〉23 =
|φ〉1|Φ+〉23, the final state of adiabatic evolution is given
by U1|Φ+〉12U †3 |φ〉3.
1 2 3
FIG. 5. Implementation of daggered unitary gate U†. The
total Hamiltonian is given by HU
†
PAGT′(τ ) = (1− s(τ ))Hini′ +
s(τ )HU
†
fin′ = (1− s(τ ))H23 + s(τ )HU21.
We summarize the adiabatic gate teleportation
schemes in TABLE. I. An interesting property of the
twisted Hamiltonian in PAGT is that it allows to imple-
ment UT and U∗ by using the twisted Heisenberg-type
interaction Hamiltonian given by HUPAGT for both cases
and the ability to perform U on a qubit for the initial
state for case of implementing UT . This originates from
the −YiYj term in the twisted Hamiltonian. On the other
hand, U † can be implemented by the twisted interaction
Hamiltonian without −YiYj , H˜Uini, which is shown in the
Appendix B.
IV. PARALLELIZATION
A. Algorithm
We consider implementing consecutive L single-qubit
unitary gates U (L) · · ·U (2)U (1) on an input state |φ〉 of
a qubit system by using PAGT. If we try to implement
U (L) · · ·U (2)U (1) in AGT, it can be achieved by iterating
the AGT scheme L times, namely we perform AGT to
implement U (1) by usingHU
(1)
AGT and then perform another
AGT to implement U (2) by using HU
(2)
AGT, and so on.
FIG. 6. A circuit implementation of consecutive L single-
qubit unitary gates U (L) · · ·U (2)U (1) applied on an input state
|φ〉 of a qubit system.
We show that we can parallelize adiabatic gate telepor-
tation by using the twisted Heisenberg-type interaction
Hamiltonian including the −YiYj term (HUij ) for PAGT
introduced in the previous section. Our aim is to im-
plement U (L) · · ·U (1) on an input state |φ〉 in a single
adiabatic evolution.
We use 2L+1 qubit systemH1⊗H2⊗· · ·⊗H2L+1. We
define the initial Hamiltonian to implement U (L) · · ·U (1)
8Scheme AGT(U) AGT’(U†) PAGT(U) PAGT(UT) PAGT’(U∗) PAGT’(U†)
Hamiltonian (notation) HUAGT(τ ) H
U†
AGT′(τ ) H
U
PAGT(τ ) H
UT
PAGT(τ ) H
U∗
PAGT′(τ ) H
U†
PAGT′(τ )
Initial Hamiltonian H˜U23 H˜23 H
U
23 H
U
32 H23 H23
Final Hamiltonian H˜12 H˜
U
21 H12 H12 H
U
12 H
U
21
Heisenberg-type? No No Yes Yes Yes Yes
Initial state |φ〉1U3|Φ+〉23 |φ〉1|Φ+〉23 |φ〉1U3|Φ+〉23 |φ〉1U2|Φ+〉23 |φ〉1|Φ+〉23 |φ〉1|Φ+〉23
Final state |Φ+〉12U |φ〉3 U1|Φ+〉12U†1 |φ〉3 |Φ+〉12U |φ〉3 |Φ+〉12UT |φ〉3 U2|Φ+〉12U∗|φ〉3 U1|Φ+〉12U†|φ〉3
TABLE I. Summary table of adiabatic gate teleportation schemes. The twisted interaction Hamiltonian used in AGT is
defined by H˜Uij := −ωUj(XiXj + ZiZj)U†j and the twisted Heisenberg-type interaction Hamiltonian used in PAGT is defined
by HUij := −ωUj(XiXj − YiYj + ZiZj)U†j . We also define H˜ij := H˜Iij and Hij := HIij . An arbitrary input state is denoted by
|φ〉1 and |Φ+〉 = (|00〉 + |11〉)/
√
2. By using the twisted Heisenberg-type interaction Hamiltonian HUij , U,U
T , U∗ and U† are
implementable in the PAGT schemes. By using the Hamiltonian H˜Uij , U and U
† are implementable in the AGT scheme, but
not UT , U∗ in general.
as
HU
(L)···U(1)
ini :=
L∑
j=1
HU
(j)
2j 2j+1, (18)
and the final Hamiltonian as
Hfin :=
L∑
j=1
H2j−1 2j . (19)
In the following, we prove that the adiabatic evolution
of an initial state prepared in
|Ψ(0)〉 = |φ〉1U (1)3 |Φ+〉23 · · ·U (L)2L+1|Φ+〉2L 2L+1, (20)
under the total Hamiltonian given by
HU
(L)···U(1)
PAGT (τ) := (1− s(τ))HU
(L)···U(1)
ini + s(τ)Hfin, (21)
results in a final state
U
(L)
2L+1 · · ·U (2)2L+1U (1)2L+1|φ〉2L+1,
on the (2L + 1)-th qubit, namely, we can achieve paral-
lelized implementation of U (L) · · ·U (2)U (1) in PAGT.
・・・
1 2 3 4 5 2L+1
FIG. 7. (Color online) A schematic picture of parallelizable
adiabatic gate teleportation (PAGT). Lines between the 2j-
th and the (2j+1)-th qubits (red lines) represent the twisted
Heisenberg-type interaction terms in the initial Hamiltonian
HU
(L)···U(1)
ini . Lines between the (2j − 1)-th and the 2j-th
qubits (blue lines) represent the interaction terms in the final
Hamiltonian Hfin.
Before presenting the proof, we explain the intu-
ition behind the PAGT scheme by comparing it with
parallelized gate teleportation (PGT). For arbitrary
|φ〉1, the initial state |Ψ(0)〉 given by Eq. (20) is a
ground state of the initial Hamiltonian HU
(L)···U(1)
ini , since
U
(j)
2j+1|Φ+〉2j 2j+1 ∈ H2j ⊗ H2j+1 is the ground state
of the twisted Heisenberg-type interaction Hamiltonian
HU
(j)
2j 2j+1 for all j. Similarly, the ground state of the final
Hamiltonian Hfin is given by
|Ψ(1)〉 = |Φ+〉12 · · · |Φ+〉2L−1 2L|φ′〉2L+1
where |φ′〉2L+1 is an arbitrary state. According to the
adiabatic theorem, assuming the existence of the en-
ergy gap between the degenerated ground states and the
first excited states throughout the time evolution, the
state |Ψ(0)〉 will be transformed to |Ψ(1)〉 if we drag
HU
(L)···U(1)
ini adiabatically to Hfin. Although the ground
states are doubly degenerated, the adiabatic theorem
given by [18] is also applicable in the PAGT scheme, as
we will show in the following that the logical operators
are invariant under the adiabatic process similarly to the
case of AGT presented in Section II B.
In the PGT scheme, Bell measurements are performed
on the (2j−1)-th and the 2j-th qubits for j = 1, · · · , L on
the state given by |Ψ(0)〉. Considering the postselected
case where all Bell measurement outcomes correspond to
the projector |Φ+〉〈Φ+|, the output state is proportional
to |Ψ(1)〉, where |φ′〉 of the (2L+ 1)-th qubit is given by
|φ′〉 ∝ (U (L) · · ·U (1))2L+1|φ〉2L+1.
The circuit representation of this scheme is shown in
FIG. 8, where the symbol 〈Φ+| represents a postselec-
tion of the measurement outcome corresponding to the
projector |Φ+〉〈Φ+|. The key idea of PAGT is to de-
terministically simulate the input-output relation of the
postselected circuit given in FIG. 8 using an adiabatic
evolution.
Now we present the proof that the PAGT scheme works
as expected. We start by considering the simpler case of
PAGT, where all gates U (1), · · · , U (L) are the identity
operators. We call this special case as parallelizable adi-
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FIG. 8. A circuit representations of the parallelized gate
teleportation (PGT) scheme probabilistically implementing
a sequence of unitary gates U (L) · · ·U (1). The left side
of the circuit represents preparation of the initial state
|φ〉1U (1)3 |Φ+〉23 · · ·U (L)2L+1|Φ+〉2L 2L+1 where |φ〉 is an arbitrary
input state. The right side of the circuit with the symbol
〈Φ+| represents the postselection of Bell measurement out-
come corresponding to the projector |Φ+〉〈Φ+|. The postse-
lected final state is given by |Φ+〉12 · · · |Φ+〉2L−1 2L|φ′〉 where
|φ′〉 = (U (L) · · ·U (1))2L+1|φ〉2L+1.
abatic teleportation (PAT). The initial Hamiltonian is
HI···Iini :=
L∑
j=1
H2j 2j+1, (22)
and the final Hamiltonian is
Hfin :=
L∑
j=1
H2j−1 2j . (23)
The total Hamiltonian for PAT is therefore given by
HPAT(τ) := (1− s(τ))HI···Iini + s(τ)Hfin. (24)
To check that the input state |φ〉1 ∈ H1 is faith-
fully teleported to system H2L+1 after the adiabatic
evolution by HPAT(τ), we use techniques based on sta-
bilizer formalism presented in the AGT scheme [2].
We consider stabilizers of the initial Hamiltonian given
by Eq. (22) as 〈X2X3, Z2Z3, · · · , X2LX2L+1, Z2LZ2L+1〉
and the final Hamiltonian given by Eq. (23) as
〈X1X2, Z1Z2, · · · , X2L−1X2L, Z2L−1Z2L〉. The total sys-
tem comprises 2L+1 qubits and the stabilizer is given by
2L generators, which means the ground state is doubly-
degenerate. We use these degrees of freedom to encode
arbitrary qubit state by introducing two logical operators
LX := X1X2 · · ·X2L+1,
LZ := Z1Z2 · · ·Z2L+1.
Both LX and LZ commute with all stabilizer opera-
tors, that is, [Lk, HPAT(τ)] = 0 for any τ ∈ [0, 1] and
k = {X,Z}. Thus the subspace spanned by these logi-
cal operators is preserved throughout the evolution. The
initial state is prepared in
|Ξ(0)〉 = |φ〉1|Φ+〉23 · · · |Φ+〉2L 2L+1,
which is the ground state of HPAT(0) = H
I···I
ini . At τ = 0,
we have
LX |Ξ(0)〉 = X1(X2X3) · · · (X2LX2L+1)|Ξ(0)〉
= X1|Ξ(0)〉,
LZ |Ξ(0)〉 = Z1|Ξ(0)〉,
namely, LX and LZ are represented by X1 and Z1, re-
spectively at τ = 0.
The ground state of the total Hamiltonian at the final
time is given by |Ξ(1)〉 = |Φ+〉12 · · · |Φ+〉2L−1 2L|φ′〉2L+1,
where |φ′〉2L+1 is an arbitrary state in H2L+1. Since
LX |Ξ(1)〉 = X2L+1|Ξ(1)〉,
LZ |Ξ(1)〉 = Z2L+1|Ξ(1)〉,
and the logical operators at the initial and final times
have to correspond to each other, the following conditions
〈φ|X |φ〉 = 〈φ′|X |φ′〉,
〈φ|Z|φ〉 = 〈φ′|Z|φ′〉,
must hold. Therefore we obtain |φ′〉 = |φ〉, that is, tele-
portation of a state |φ〉 from the first qubit to the (2L+1)-
th qubit is faithfully achieved.
Next we consider the general cases of the PAGT
scheme where the total Hamiltonian HU
(L)···U(1)
PAGT (τ) is
given by Eq. (21). For simplicity, we recursively define a
sequence of l unitary gatesW
(l)
i = U
(l)
i · · ·U (1)i on system
Hi by
W
(l)
i := U
(l)
i W
(l−1)
i and W
(0)
i := Ii, (25)
for l = 1, · · · , L. Using the property of the twisted
Heisenberg-type interaction Hamiltonian presented in
Eq. (15), HU
(L)···U(1)
PAGT can be written in terms of HPAT
as
HU
(L)···U(1)
PAGT (τ) = V˜
W (L)HPAT(τ)
(
V˜W
(L)
)†
, (26)
where V˜W
(L)
is a unitary operator on system H1⊗H2⊗
· · · ⊗ H2L+1 defined by
V˜W
(L)
:=
(
L⊗
l=1
W
(l−1)
2l−1 W
(l−1)∗
2l
)
⊗W (L)2L+1,
10
since
V˜W
(L)


L∑
j=1
H2j 2j+1

 (V˜W (L))†
=
L∑
j=1
W
(j−1)∗
2j W
(j)
2j+1(H2j 2j+1)(W
(j−1)∗
2j W
(j)
2j+1)
†
=
L∑
j=1
U j2j+1H2j 2j+1(U
j
2j+1)
† =
L∑
j=1
HU
(j)
2j 2j+1. (27)
and
V˜W
(L)


L∑
j=1
H2j−1 2j

 (V˜W (L))†
=
L∑
j=1
W
(j)
2j−1W
(j)∗
2j (H2j−1 2j)(W
(j)
2j−1W
(j)∗
2j )
†
=
L∑
j=1
H2j−1 2j . (28)
The initial states of H
U
(L)
L ···U
(1)
1
PAGT (τ) and HPAT are also
related via V˜W
(L)
as |Φ(0)〉 = V˜W (L) |Ξ(0)〉. There-
fore if there is no energy level crossing between the
ground states and the first excited states, the adi-
abatic evolution by the total Hamiltonian given by
H
U
(L)
L ···U
(1)
1
PAGT (τ) transform an initial state |Φ(0)〉 =
|φ〉1U (1)3 |Φ+〉23 · · ·U (L)2L+1|Φ+〉2L 2L+1 to the desired final
state given by |Φ(1)〉 = |Φ+〉12 · · · |Φ+〉2L−1 2LW (L)2L+1|φ〉
for arbitrary |φ〉1.
B. Energy gap and Time of Computation
A sequence of L unitary gates can be performed by ei-
ther iterating the AGT scheme L times, or applying the
single-step PAGT scheme. We compare the AGT and
PAGT schemes by considering the scaling of the total
time TL required for adiabatic evolution with respect to
the number of unitary gates L. Since the AGT scheme
utilizes a fixed system size with a fixed minimum en-
ergy gap to perform each of the unitary gates, the total
time increases linearly with L. The scaling for the PAGT
scheme can be obtained by using Eq. (2) by considering
the scaling of each term. We start by considering the
minimum energy gap of the total Hamiltonian.
Let us define ∆EL(τ) as the energy gap of an L-gate
PAGT scheme, and GL := minτ∈[0,1]∆EL(τ) to be the
minimum energy gap. The minimum energy gap of AGT
is equivalent to the minimum energy gap of PAGT for
L = 1, ∆E1(τ) represents the energy gap of the AGT
scheme using the total Hamiltonian given by Eq. (4). We
analyze the scaling behavior of the energy gap ∆EL(τ).
Since the energy eigenvalues do not change under uni-
tary conjugation, the energy gap of the total Hamiltonian
HW
(L)
PAGT(τ) given by Eq. (21) implementing PAGT and the
total Hamiltonian HPAT(τ) given by Eq. (24) are same.
Moreover, by conjugatingHPAT(τ) with
∏L
j=1 Y2j , that is
applying the Pauli Y operators on qubits with even num-
ber indices, we obtain a new Hamiltonian Hs−chain(τ),
defined by
Hs−chain(τ) :=

 L∏
j=1
Y2j

 ·HPAT(τ) ·

 L∏
j=1
Y2j


†
= ω
L∑
j=1
[(1− s(τ))S2j · S2j+1
+ s(τ)S2j−1 · S2j ] . (29)
Exploiting the invariance of the energy spectrum under
unitary conjugation, it suffices to analyze Hs−chain(τ)
which is an alternating bond 1-D anti-ferromagnetic spin
chain Hamiltonian. For s = 1/2, the Hamiltonian corre-
sponds to an open boundary 1-D XXX Heisenberg spin
chain model with size 2L+ 1.
The analysis of the energy gap of Hs−chain(τ) can be
simplified by considering a symmetry of the Hamiltonian
and noting the existence of invariant subspaces through-
out the evolution (see also [25]). The total spin, defined
by Jz :=
1
2
∑2L+1
i=1 Zi, commutes with the Hamiltonian
in Eq. (29), [Jz , H
s−chain(τ)] = 0. We define subspace
denoted by Sk as
Sk := span {|s〉 | Jz|s〉 = k|s〉}, (30)
where k = −(2L + 1)/2, · · · ,−1/2, 1/2, · · · , (2L + 1)/2.
All 2L + 2 subspaces are invariant under the evolution,
i.e. Hs−chain(τ)Sk ⊆ Sk. The two degenerate ground
states |0〉L and |1〉L are in the subspace S1/2 and S−1/2,
respectively. The logical state |0〉L is transformed only to
another state inside the subspace S1/2 during the evolu-
tion generated by Hs−chain(τ). Therefore it is sufficient
to only consider the energy spectrum inside S 1
2
. The
same logic applies to the logical state |1〉L in S−1/2.
The total spin represents an important symmetry of
the Hamiltonian Hs−chain(τ) which remains unchanged
after flipping all spins, Zi → −Zi, 1 ≤ i ≤ 2L + 1.
The properties of the energy gap concerning Sk are the
same as the properties of S−k, thus it suffices to consider
only the energy gap of the ground states and the first
excited states in the subspace S 1
2
. In the rest of the
paper, ∆EL(τ) denotes the energy gap in this subspace.
We have numerically studied this energy gap, by mak-
ing use of the TITPack ver.2 which is a FORTRAN li-
brary for diagonalizing quantum spin Hamiltonians de-
veloped by Nishimori [26]. We have calculated ∆EL(τ)
by setting ω = 0.5, with s = 0.01, 0.02, · · · , 1.00 for each
L between 1 to 14. The result is displayed in FIG. 9.
The minimum energy gap GL is obtained at s = 1/2. As
mentioned above, the Hamiltonian at this point becomes
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FIG. 9. (Color online) Energy gap ∆EL(τ ) with respect
to the interpolation function s(τ ). The energy gap between
the ground states and the first excited states in Eq. (29)
are shown. We set ω = 0.5 and plot ∆EL(τ ) for each
s = 0.01, 0.02, · · · , 1.00. We change color for each L (gate
number) from 1 to 14, which appear in the order from top to
bottom.
a 1-D XXX Heisenberg model whose minimum spectral
gap scales as O(1/L). This scaling is also supported by
our numerical results in FIG. 10.
The next term in Eq. (2) that we consider is the largest
“curvature” of the time-dependent Hamiltonian ξ. In Ap-
pendix B, we construct a specific interpolation function
s(τ) that does not scale with the size of the system L and
show that
ξ = sup
τ
|∂τs(τ)| · ‖Hfin −Hini‖ = O(L). (31)
Lastly, the height of the analyticity domain γ in Eq. (2)
is independent of the system size L. Therefore we con-
clude for the total time TL = O(L
5). This shows that
parallelization of AGT can be achieved with a polynomial
overhead in terms of the number L of consecutive unitary
gates. The main advantage of PAGT lies in its ability to
manipulate temporal order by mapping the time-aligned
temporal order of gates to the spatial order of interac-
tions in the final Hamiltonian as described in the next
subsection.
C. Gate order manipulation
In PAGT, twisted interaction Hamiltonians
HU
(1)
PAGT, · · · , HU
(L)
PAGT are simultaneously applied. The im-
plemented operations W (L) = U (L) · · ·U (1) are ordered
even if the time-dependent strength of each twisted
Heisenberg-type interaction Hamiltonian determined
by the parameter s(τ) is the same for all interaction
Hamiltonians during the evolution.
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FIG. 10. Minimum energy gap GL with respect to L (gate
number). The data are obtained from FIG. 9 at s = 1/2.
We clarify that the order of applied gates is deter-
mined only by the form of the final Hamiltonian. Let us
demonstrate this on a particular example when L = 2. In
the PAGT scheme using the total Hamiltonian HW
(2)
PAGT,
U (2)U (1) is applied to the input state. If the final Hamil-
tonian is modified to
H ′fin := H14 +H25
= −ω[(X1X4 − Y1Y4 + Z1Z4)
+ (X2X5 − Y2Y5 + Z2Z5)], (32)
instead of Hfin given by Eq. (19), the final state of adia-
batic evolution is given by U (1)U (2)|φ〉3.
One of the characteristics of the PAGT scheme is to
encode information about the unitary gates (what uni-
tary gates to perform) and their order (which order to
perform) separately to the initial and final Hamiltonians,
respectively. This property leads to the ability to coher-
ently control the order of gates by adding a control-qubit
in the adiabatic scheme.
V. CONTROLLED PARALLELIZED
ADIABATIC GATE TELEPORTATION (C-PAGT)
In this section, we show that several differently ordered
PAGT evolutions with the same initial Hamiltonian can
be “superposed” by adding a control-qubit. We refer to
this scheme as controlled parallelized adiabatic gate tele-
portation (C-PAGT). It utilizes the properties similar to
the PAGT scheme where the roles of the initial and fi-
nal Hamiltonian are separated, namely, the initial Hamil-
tonian determines which gates to apply and the final
Hamiltonian determines the order of gates to be applied.
The C-PAGT scheme implements the n-SWITCH gate
described in Section II C. The temporal order of gates
can be manipulated by the state of the control-qubit. In
12
the following, we consider n = 2 given by UF,GQS (the 2-
SWITCH gate) introduced in Section II C for simplicity
since generalization to the case of n > 2 is straightfor-
ward.
We consider a 6-qubit system HC ⊗ H1 ⊗ H2 ⊗H3 ⊗
H4 ⊗ H5, where HC denotes the system of the control-
qubit. The input state is prepared in |φ〉C1 = |0〉C |φ0〉1+
|1〉C |φ1〉1 ∈ HC ⊗H1, where |φ0〉 and |φ1〉 are arbitrary,
not necessarily orthogonal, single-qubit states. The ini-
tial Hamiltonian is given by
HFGini = H
F
23 +H
G
45, (33)
where HF23 and H
G
45 are twisted Heisenberg-type interac-
tion Hamiltonians defined by Eq. (11). Note that HFGini
acts trivially on HC and H1 and thus the initial Hamilto-
nian has four-fold degenerate ground states. We choose
an initial state (a ground state HFGini ) as
|Ψ(0)〉 := |φ〉C1F3|Φ+〉23G5|Φ+〉45. (34)
We design the final Hamiltonian to be able to control
the order of the unitary gates F and G depending on
the state of the control-qubit by introducing interaction
between the control-qubit and the rest of the system,
HC−PAGTfin = |0〉〈0|C ⊗H(0)fin + |1〉〈1|C ⊗H(1)fin , (35)
where
H
(0)
fin := H12 +H34,
H
(1)
fin := H14 +H25.
Note that this final Hamiltonian does not depend on the
gates we want to perform. The final Hamiltonian for
C-PAGT in Eq. (35) can be written as
HC−PAGTfin :=
1
2
(H
(0)
fin +H
(1)
fin + ZC ⊗H(0)fin − ZC ⊗H(1)fin ),
(36)
and includes 3-body interactions ZC ⊗ H(0)fin and ZC ⊗
H
(1)
fin . The total Hamiltonian for adiabatic evolution for
C-PAGT is given by
HF,GC−PAGT(τ) := (1 − s(τ))HFGini + s(τ)HC−PAGTfin . (37)
Now we prove that the adiabatic evolution generated
by HF,GC−PAGT(τ) implements the 2-SWITCH gate U
F,G
QS .
In the simplest case of F = G = I, the corresponding
Hamiltonian is denoted as HC−PAT(τ). We call this case
controlled parallelized adiabatic teleportation (C-PAT).
Similarly to the case of PAGT, the total Hamiltonian in
Eq. (37) can be written as a unitary conjugation of the
C-PAT Hamiltonian
HF,GC−PAGT(τ) = V˜
F,GHC−PAT(τ)(V˜
F,G)†,
where
V˜ F,G
= |0〉〈0|C ⊗ F3F ∗4 (GF )5 + |1〉〈1|C ⊗G∗2(FG)3G5. (38)
1 2 3 4 5
FIG. 11. (Color online) Schematic representations of condi-
tional transformations corresponding to the two parts of the
final Hamiltonian of C-PAGT, HC−PAGTfin . The upper figure
corresponds to the term |0〉〈0|C ⊗ H(0)fin and the lower figure
corresponds to the term
|1〉〈1|C ⊗H(1)fin . The blue lines represent interaction
Hamiltonians in the final Hamiltonians. The red lines
represent twisted Heisenberg-type interaction Hamiltonians
in the initial Hamiltonian HFGini .
Therefore proving that C-PAT works immediately shows
that C-PAGT works as well.
We begin by showing that using adiabatic evolution
generated by HC−PAT(τ), we can superpose adiabatic
teleportation of the initial state |φ〉C1 = |0〉C |φ0〉1 +
|1〉C |φ1〉1 to the final state |0〉C |φ0〉5 + |1〉C |φ1〉3. We
may try to define the conjugated logical X operator
as LControlX := CNOTC5(
∏5
i=1Xi)CNOTC5, where the
CNOTCi acts on system HC ⊗ Hi. However LControlX
does not commute with HC−PAT(τ) and so the stabilizer
approach used in previous sections does not apply any
more and we have to consider the dynamics explicitly.
HC−PAT(τ) can be rewritten as
HC−PAT(τ) = |0〉〈0|C ⊗
[
(1− s(τ))HIIini \C + s(τ)H(0)fin
]
+ |1〉〈1|C ⊗
[
(1− s(τ))HIIini \C + s(τ)H(1)fin
]
,
(39)
where HIIini \C denotes the Hamiltonian obtained after
tracing out the control-qubit system HC of HIIini. The
Hamiltonian in Eq. (39) can be written in a succinct form
as
HC−PAT(τ) =
1∑
j=0
|j〉〈j|C ⊗H(j)(τ), (40)
where H(j)(τ) := (1− s(τ))HIIini \C + s(τ)H(j)fin .
Due to the block diagonal form of Eq. (40), the time
evolution operator of HC−PAT(τ) can be written in terms
of H(j)(τ) as
T e−i
∫ τ
0
dt′HC−PAT(t
′) =
∑
j
|j〉〈j|C ⊗ T e−i
∫ τ
0
dt′H(j)(t′),
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where T is the time-ordering operator. For an initial
state given by
|Ξ(0)〉 =
∑
j
|j〉C |Ξj〉12345, (41)
for j = 0, 1, and where |Ξ0〉12345 := |φ0〉1|Φ+〉23|Φ+〉45
and |Ξ1〉12345 := |φ1〉1|Φ+〉23|Φ+〉45. The adiabatic evo-
lution by HC−PAT(τ) transfers the initial state to
|Ξ(τ)〉 := T e−i
∫ τ
0
dt′HC−PAT(t′)|Ξ(0)〉
=
∑
j
|j〉CT e−i
∫
τ
0
dt′H(j)(t′)|Ξj〉12345
=
∑
j
|j〉C |Ξj(τ)〉12345. (42)
The Hamiltonian H(j)(τ) has the same form as the
PAGT Hamiltonian in Eq. (21) with L = 2 and |Ξj〉12345
is the ground state of H(j)(τ). Therefore the adiabatic
evolution of the state |Ξj(τ)〉 is guaranteed to be the same
as in the case of the PAGT scheme. Thus the adiabatic
evolution by H(j)(τ) is guaranteed to transform
|Ξ0〉12345 → |Φ+〉12|Φ+〉34|φ0〉5,
|Ξ1〉12345 → |Φ+〉14|Φ+〉25|φ1〉3. (43)
To show successful implementation of UF,GQS , we have to
show that the relative phase between these states remains
0.
In this case, the correspondingH(0) and H(1) are given
by
H(0)(τ) = (1 − s(τ)) (H23 +H45) + s(τ) (H12 +H43) ,
(44)
H(1)(τ) = (1 − s(τ)) (H23 +H45) + s(τ) (H14 +H25) ,
(45)
By relabelling the Hilbert spaces H1⊗H2⊗H3⊗H4⊗H5
on which H(1)(t) acts according to 2↔ 4 and 3↔ 5, we
obtain a new Hamiltonian H
′(1) such that
H
′(1)(τ) = (1− s(τ)) (H23 +H45) + s(τ) (H12 +H43) .
Comparing this expression with Eq. (44), we see the rel-
ative phase between |Ξ0〉 and |Ξ1〉 is guaranteed to be
0. Therefore the adiabatic evolution generated by this
Hamiltonian transforms the initial state |Ξ(0)〉 to
|Ξ′(1)〉 = |0〉C |Φ+〉12|Φ+〉34|φ0〉5
+ |1〉C |Φ+〉14|Φ+〉25|φ1〉3.
Now we consider the case of F 6= I and G 6= I using
the relationshipHF,GC−PAGT(τ) = V˜
F,GHC−PAT(τ)(V˜
F,G)†
where V˜ is given by Eq. (38). The initial states in
Eq. (34) and Eq. (41) are related, namely |Ψ(0)〉 =
V˜ F,G|Ξ(0)〉. So the final state at the end of the adia-
batic evolution is given by
|Ψ(1)〉 = V˜ F,G|Ξ′(1)〉
= |0〉C |Φ+〉12|Φ+〉34GF |φ0〉5
+ |1〉C |Φ+〉14|Φ+〉25FG|φ1〉3.
We still need to ensure that for each conditional case, the
output qubit is in H5. This can be done by applying a
controlled SWAP gate non-adiabatically. CSWAPij is a
three-qubit unitary operation on HC ⊗Hi ⊗Hj defined
by
CSWAPij := |0〉〈0|C ⊗ Iij + |1〉〈1|C ⊗ SWAPij ,
where SWAPij is a swap gate on Hi ⊗ Hj that maps
|a〉i|b〉j → |b〉i|a〉j , for any |a〉 and |b〉. By applying
CSWAP24 and CSWAP13 on |Ψ(1)〉, the final state is
transformed to
|Φ+〉12|Φ+〉34 (|0〉CGF |φ0〉5 + |1〉CFG|φ1〉5) ,
which is the state obtained by performing UF,GQS .
Before concluding the proof, we still need to check that
there is no energy level crossing between the degenerate
ground states and the degenerate first excited states. We
denote the eigenvalues and the eigenstates of H(j)(τ) as
E
(j)
i (τ) and |Ψ(j)i (τ)〉 for j = 0, 1, and 0 ≤ i ≤ 25 − 1.
Namely,
H(j)(τ)|Ψ(j)i (τ)〉 = E(j)i (τ)|Ψ(j)i (τ)〉, (46)
where i (j) represents the number of degrees of freedom
of the logical target-qubit (control-qubit), respectively.
The eigenvalues and the eigenstates of the controlled
version of HC−PAGT(τ) are given by
HFGC−PAGT(τ)|j〉C |Ψ(j)i (τ)〉 = E(j)i (τ)|Ψ(j)i (τ)〉.
Therefore the eigenvalues of the total Hamiltonian of
adiabatic evolution remain unchanged from the corre-
sponding PAGT scheme described by H(j)(τ). The com-
putational time to successfully implement the C-PAGT
scheme for L consecutive gates is the same with the cor-
responding PAGT scheme.
We have shown that transformation implemented by
the quantum switch can be simulated using the C-PAGT
scheme. It is achieved by a single use of two interac-
tion twisted Hamiltonians HF and HG. In the quantum
circuit model, it is straightforward to count the number
of oracles to evaluate the computational resource of the
circuit, but in adiabatic computation, the “number of
calls” is not well-defined. Therefore, a fair comparison
between the computational resources of the two models
is not straightforward. We note that this result can be
easily generalized to any number of consecutive single-
qubit gates
L!∑
x=0
|x〉〈x|C ⊗ U (σx(L)) · · ·U (σx(2))U (σx(1)),
where σx(i) denotes the permutation function
{1, 2, · · · , L} 7→ {1, 2, · · · , L}. However in this case,
the description of the final Hamiltonian grows super-
exponentially.
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VI. IMPLEMENTABILITY OF
TIME-REVERSAL HAMILTONIAN DYNAMICS
AND PARALLELIZABILITY
In this section, we analyze parallelizability of a se-
quence of unitary gates in the adiabatic gate telepor-
tation schemes in terms of implementability of trans-
posed unitary gates. We show that the ability to im-
plement transposed unitary gates is closely related to
implementability of dynamics generated by time-reversal
Hamiltonian in the adiabatic schemes.
In classical mechanics, the time-reversal transforma-
tion reverses the time parameter t to −t. When acting on
a Hamiltonian in classical mechanics, terms depending on
the momentum are time-reversed while terms depending
on the position remain invariant. In quantum mechan-
ics, the time-reversal transformation Θ is defined by a
combination of applying a complex conjugate operation
in terms of a fixed basis denoted by ∗ and a unitary oper-
ator V , namely Θ = ∗V , where V satisfies V ∗V = eiφI,
where φ denotes a global phase factor. Note that the
complex conjugate operation ∗ depends on the basis and
there is a freedom of choice of the basis for time-reversal
operations. This condition for the unitary operator V
originates from the requirement of the self-inverse prop-
erty of Θ up to a global phase factor, Θ2 = eiφI.
We denote by AR the observable obtained by the time-
reversal transformation of observable A. Then AR is rep-
resented by AR = ΘAΘ†, where Θ† = V †∗. As an exam-
ple, let us consider the case when Θ = ∗ (i.e. V = I),
where the complex conjugate is taken in the position
basis. For a free particle system described by its posi-
tion observable x and momentum observable p, we have
xR = x and pR = −p. For a spin-1/2 system, the time-
reversal operator is given as Θ = ∗Y . In this case, for any
spin-observable represented by S = (Xex+Y ey+Zez)/2
where ex, ey, ez are unit vectors for the x-axis, y-axis and
z-axis, respectively, we have SR = −S.
The dynamics generated by a time-independent Hamil-
tonian H is represented by a unitary evolution operator
U = e−iHt (using units where ~ = 1). The dynamics gen-
erated by the time-reversal Hamiltonian HR = ΘHΘ†
(which we call TRH dynamics for short) is unitarily
equivalent to UT where T denotes a transposition in
terms of a pre-fixed basis. This can be easily checked
as
e−iH
Rt = V ∗e−iH
∗tV T
= V ∗
(
eiHt
)∗
V T
= V ∗UTV T. (47)
Note that in general the TRH dynamics is different from
UR = V ∗U∗V T, which is sometimes called as the “time
reversed” dynamics.
In the following, we consider how to implement the
TRH dynamics e−iH
Rt given by Eq. (47) using only in-
teraction Hamiltonians implementing U = e−iHt. The
unitary part V is a fixed unitary operation and is inde-
pendent of the choice of U . However, there is no known
way to universally and deterministically map U to UT
in the quantum circuit model in general. In contrast, we
have shown in Section III B that implementation of UT
is possible by using the twisted Heisenberg-type interac-
tion Hamiltonian HUij and changing the spatial order of
interactions. We compare the ability to implement UT
in both AGT and PAGT, and study the relationship be-
tween TRH dynamics and parallelizability in PAGT.
We first show that the AGT scheme cannot implement
UT in general by using the twisted interaction Hamilto-
nian implementing U in the same way that PAGT does
in Section III B. Assume that UT is implementable in the
AGT scheme by just using twisted interaction terms in
the form of H˜Uji , where j > i. The corresponding total
Hamiltonian of AGT HU
T
AGT is given by
HU
T
AGT(τ) = (1 − s(τ))H˜U32 + s(τ)H˜12.
The two logical operators of AGT are defined by
LU
T
X := X1X2X
UT
3 ,
LU
T
Z := Z1Z2Z
UT
3 ,
where we use the notation that a conjugation of an
operator A by a unitary operator U is represented by
AU := UAU †.
For successful implementation of UT using HU
T
AGT, the
logic operators and the total Hamiltonian must satisfy
the commutation relations given by
[LU
T
X , H
UT
AGT(τ)] = [L
UT
Z , H
UT
AGT(τ)] = 0, (48)
for all τ ∈ [0, 1]. We have
[LU
T
X , H
UT
AGT(τ)] = [X1X2X
UT
3 , (1 − s(τ))H˜U32 + s(τ)H˜12]
= (1− s(τ))X1[X2XU
T
3 , H˜
U
32].
The commutation relation can be further transformed to
[X2X
UT
3 , H˜
U
32] = U2[U
†
2X2U2X
UT
3 , H˜23]U
†
2
= U2[X
U†
2 X
UT
3 , H˜23, ]U
†
2 .
Thus [XU
†
2 X
UT
3 , H˜23] = 0 must be satisfied for Eq. (48)
to hold. A similar expression can be obtained for logical
operator LU
T
Z . Therefore Eq. (48) is satisfied if and only
if
[XU
†
2 X
UT
3 , H˜23] = [Z
U†
2 Z
UT
3 , H˜23] = 0 (49)
holds, where H˜23 is the interaction Hamiltonian given by
Eq. (3).
The condition given by Eq. (49) is not satisfied by a
general U . In Appendix C, we present the condition on
U so that Eq. (49) is satisfied and show that any U sat-
isfying Eq. (49) also satisfies
[XU2 X
U∗
3 , H˜23] = [Z
U
2 Z
U∗
3 , H˜23] = 0. (50)
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Finally, we clarify when a parallel implementation of a
sequence of L unitary gates U (L) · · ·U (1) is possible with
the AGT Hamiltonian on system H1⊗H2⊗ · · · ⊗H2L+1
defined by
HU
(L)···U(1)
AGT (τ) := (1− s(τ))
L∑
j=1
H˜U
(j)
2j 2j+1
+ s(τ)
L∑
j=1
H˜2j−1 2j (51)
in a single step without using the twisted Heisenberg-type
interaction Hamiltonian. The difference between the
AGT Hamiltonian and the PAGT Hamiltonian is just the
form of the two-body interactions H˜Uij and H
U
ij , namely
the PAGT Hamiltonian includes additional −YiYj terms.
The ability of parallelization in PAGT introduced in
Sec. IVA can be described by commutation relations be-
tween the total Hamiltonian and the logical operators
in the stabilizer formalism. Using the notation of W (L)
introduced in Eq. (25), the two logical operators are rep-
resented by
LU
(L)...U(1)
X := V˜
W (L)(X1 · · ·X2L+1)(V˜W
(L)
)†
=
(
L⊗
l=1
XW
(l−1)
2l−1 X
W (l−1)∗
2l
)
⊗XW (L)2L+1 ,
LU
(L)...U(1)
Z := V˜
W (L)(Z1 · · ·Z2L+1)(V˜W
(L)
)†
=
(
L⊗
l=1
ZW
(l−1)
2l−1 Z
W (l−1)∗
2l
)
⊗ ZW (L)2L+1 .
Therefore, the commutation relations must satisfy
[LU
(L)...U(1)
X , H
U(L)···U(1)
AGT (τ)] = 0, (52)
[LU
(L)...U(1)
Z , H
U(L)···U(1)
AGT (τ)] = 0, (53)
for all τ ∈ [0, 1] for successful implementation of the se-
quence of L unitary gates in a single step. Since the
commutators of each term in Eq. (51) and LU
(L)...U(1)
X are
linearly independent to each other, the above equations
are satisfied if and only if,
[XW
(⌊j/2⌋)
j+1 X
W (⌊j/2⌋)∗
j+2 , H˜j+1 j+2] = 0, (54)
[ZW
(⌊j/2⌋)
j+1 Z
W (⌊j/2⌋)∗
j+2 , H˜j+1 j+2] = 0, (55)
for any 0 ≤ j ≤ 2L− 1 (see Appendix D for the details).
The commutation relations given by Eqs. (54) and (55)
are in the same form of Eq. (50). Therefore a sequence of
unitary gates U (1), . . . , U (L) are implementable in AGT
if (W (l))T, for all l, is also implementable. In the PAGT
scheme, similar commutation relations obtained by re-
placing H˜j+1 j+2 with Hj+1 j+2 in Eq. (51) are automat-
ically satisfied for any U since the additional −Yj+1Yj+2
term in Hj+1 j+2 makes the final Hamiltonian satisfy
HUj j+1 = H
UT
j+1 j . By using this condition, for any uni-
tary U , Hj j+1 satisfies
[XUj X
U∗
j+1, Hj j+1] = U
∗
j+1[X
U
j Xj+1, H
UT
j j+1]U
T
j+1
= U∗j+1[X
U
j Xj+1, H
U
j+1 j ]U
T
j+1
= UjU
∗
j+1[XjXj+1, Hj j+1]U
†
jU
T
j+1
= 0. (56)
Thus UT is always implementable in PAGT model and
the ability of the TRH dynamics can be considered to
enable the PAGT scheme to be for any set of {U (i)}.
That is, deterministic simulation of a postselected event
of parallelized gate teleportation is achieved in adiabatic
implementation using the PAGT scheme.
VII. CONCLUSION
In this paper, we have investigated a method to ma-
nipulate the temporal order of a sequence of unitary
gates in the setting of adiabatic quantum computation.
Our method is based on the adiabatic gate teleportation
(AGT) scheme proposed by Bacon and Flammia [2]. We
introduce twisted Heisenberg-type interaction Hamiltoni-
ans to implement a unitary gate in an adiabatic manner
and show that the transpose, complex conjugate, and
adjoint of the unitary gate are also implementable by
just changing the spatial order of interactions and/or ex-
changing the initial and final Hamiltonians.
Using the twisted Heisenberg-type interaction Hamil-
tonians, we construct a parallelizable adiabatic gate tele-
portation (PAGT) scheme, where consecutive gate oper-
ations are implemented in a single adiabatic step. An
important feature of the PAGT scheme is that informa-
tion about the unitary gate and information about the
temporal order of gates are separately encoded in the ini-
tial Hamiltonian and the final Hamiltonian respectively.
We can choose the total unitary gate by changing the
twisted Heisenberg-type interaction Hamiltonian in the
initial Hamiltonian, and we can choose the temporal or-
der of these unitary gates by changing the spatial order of
interactions of the final Hamiltonian. This property en-
ables us to construct the controlled parallelized adiabatic
teleportation (C-PAGT) scheme that uses a control-qubit
to manipulate the temporal order of the unitary gates.
On the other hand, PAGT offers no advantage in terms
of the computational time required to implement L con-
secutive gate operations compared to the AGT scheme
since the energy gap narrows by parallelization. The to-
tal time scales as O(L5) with the number of unitary gates
L, as opposed to O(L) in the AGT case where the scheme
is simply iterated L times.
We investigate why the twisted Heisenberg-type inter-
action Hamiltonian allows PAGT. We show that this in-
teraction Hamiltonian has an ability to perform a trans-
posed unitary gate by just modifying the spatial ordering
of the final Hamiltonian implementing a unitary gate in
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adiabatic gate teleportation. The dynamics generated by
the time-reversed Hamiltonian represented by the trans-
posed unitary gate enables deterministic simulation of
a postselected event of parallelized gate teleportation in
adiabatic implementation.
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Appendix A: Implementation of a daggered unitary
gate in AGT
We show that a daggered unitary gate (U †) is imple-
mentable in the AGT scheme using the initial Hamilto-
nian given by
Hini′ = −ω(X2X3 + Z2Z3) = H˜23,
and the final Hamiltonian given by
HU
†
fin′ = −ωU2(X1X2 + Z1Z2)U †2 = H˜U21.
The total Hamiltonian is given by
HU
†
AGT′(τ) := (1 − s(τ))Hini′ + s(τ)HU
†
fin′
= U1H
I
AGT(τ)U
†
1 ,
where HIAGT(τ) is given by Eq. (4). Using this total
Hamiltonian, an initial state prepared in U1|φ〉1|Φ+〉23 is
transformed to a final state given by U1|Φ+〉12|φ〉3 under
the adiabatic evolution. By setting |φ′〉 := U |φ〉, we can
understand the input state |φ′〉1 at τ = 0 is transformed
to U †|φ′〉3 at τ = 1. Therefore, the −YiYj term included
in the total Hamiltonian of the PAGT scheme HU
†
PAGT′(τ)
is not necessary for implementing U †.
Appendix B: Interpolation function s(τ ) and linear
scaling of the largest curvature ξ
We explicitly construct the interpolation function s(τ)
and show that the largest curvature of the Hamiltonian
scales linearly with the system size L. As explained in
Section IIA, in order to apply the adiabatic theorem,
the interpolation function for a Hamiltonian H(τ) = (1−
s(τ))Hini+s(τ)Hfin must satisfy the following properties,
1. If τ ∈ [0, 1], then s(τ) ∈ R.
2. s(0) = 0 and s(1) = 1.
3. s(z) is holomorphic in z ∈ {z|dist(z, [0, 1]) ≤ γ} for
some γ > 0.
4. ∂nτ s(0) = ∂
n
τ s(1) = 0, for 1 ≤ n ≤ N , where τ =
Re[z].
For z, w ∈ C, satisfying Re[z],Re[w] > 0, the incomplete
beta function Bτ (z, w) is defined as
Bτ (z, w) =
∫ τ
0
dt tz−1(1− t)1−w.
The usual beta function is obtained for τ = 1, that is
B(z, w) = B1(z, w). We can define the regularized in-
complete beta function Iτ (z, w) as
Iτ (z, w) =
Bτ (z, w)
B(z, w)
For x, y ∈ R and x, y > 0, we have that B(x, y) > 0, since
τx−1(1− τ)y−1 > 0 when τ ∈ [0, 1]. Therefore Iτ (x, y) is
a well-defined real-valued function on τ ∈ [0, 1]. We refer
to this function as fx,y(τ) = Iτ (x, y). This function has
the property that
fx,y(0) = 0 and fx,y(1) = 1.
For any x, y > N ,
∂nτ fx,y(0) = ∂
n
τ fx,y(1) = 0,
for 1 ≤ n ≤ N . Expanding fx,y(τ) as a polynomial
of real variable τ and replacing τ with z ∈ C, we see
that fx,y is a complex function which is holomorphic in
the entire complex plane. This shows that fx,y(τ), for
x, y > N , satisfies all conditions for Theorem 1 to apply.
We obtain the desired interpolation function by setting
x, y = N + 1, that is
s(τ) = fN+1,N+1(τ).
Next we focus on the largest curvature of the time-
dependent Hamiltonian,
ξ = sup
τ
‖∂τH(τ)‖
= sup
τ
|∂τs(τ)| · ‖Hfin −Hini‖ . (B1)
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In particular, we want to determine the scaling of
Eq. (B1) with respect to L. The derivative of the in-
terpolation function is independent of L and scales only
with the controllable parameter N . Therefore the only
term that is L-dependent is the operator norm of the
difference between the final and initial Hamiltonians.
To show that ‖Hfin − Hini‖ scales linearly with L,
we calculate a lower and upper bound for the operator
norm. The lower bound can be obtained by consider-
ing the definition of the operator norm, ‖A‖ ≥ ‖A|v0〉‖,
for some arbitrary unit vector |v0〉. By choosing |v0〉 =
|00110011 · · ·00110〉, we see that
‖Hfin −Hini‖ ≥ 〈v0|Hfin −Hini|v0〉 = ωL,
which shows that the lower bound scales as O(L). The
upper bound is derived by using the triangle inequality
‖Hfin −Hini‖ =
∥∥∥∥∥ω
2L∑
k=1
(−1)kSk · Sk+1
∥∥∥∥∥
≤ ω
2L∑
k=1
‖Sk · Sk+1‖ = 6ωL
Therefore we can conclude that ‖Hfin − Hini‖ = O(L)
and also that the largest curvature ξ = O(L).
Appendix C: Condition of implementing TRH
dynamics in AGT
A general unitary operation on a Hilbert space H = C2
can be represented by
U(x, y, z) = cosx · I
− i sinx [cos y · Y + sin y (cos z ·X + sin z · Z)] ,
where x, y, z ∈ [−π, π). Using this notation, the commu-
tation relations required for the AGT Hamiltonian and
logic operators are given by
[XU
†
2 X
UT
3 , H
I
AGT] =a(x, y, z) · (I2X3 −X2I3)
− b(x, y, z) · (I2Z3 − Z2I3) (C1)
and
[ZU
†
2 Z
UT
3 , H
I
AGT] =c(x, y, z) · (I2X3 −X2I3)
− d(x, y, z) · (I2Z3 − Z2I3), (C2)
where
a(x, y, z) = −8i sin2 x sin y · f(x, y, z)p(x, y, z),
b(x, y, z) = −8i sinx sin y · f(x, y, z)u(x, y, z),
c(x, y, z) = −4i sinx sin y · g(x, y, z)v(x, y, z),
d(x, y, z) = −16i sin2 x sin y · g(x, y, z)q(x, y, z),
and
f(x, y, z) = sinx cos y cos z − cosx sin z,
g(x, y, z) = sinx cos y sin z + cosx cos z,
p(x, y, z) = sinx sin2 y sin z cos z + cosx cos y,
q(x, y, z) = sinx sin2 y sin z cos z − cosx cos y,
u(x, y, z) = cos2 x− sin2 x(cos2 y − sin2 y cos 2z),
v(x, y, z) = cos2 x− sin2 x(cos2 y + sin2 y cos 2z).
As discussed in the main text, the TRH dynamics of
U is implementable if and only if the commutators in
Eq. (C1) and Eq. (C2) both vanish. This condition can
be written as a = b = c = d = 0 and is equivalent
to either one or to a logical disjunction of the following
expressions which are exclusive to each other.
1. sinx = 0.
2. sinx 6= 0, sin y = 0.
3. sinx, sin y 6= 0, f = g = 0.
4. sinx, sin y, g 6= 0, f = q = v = 0.
5. sinx, sin y, f 6= 0, g = p = u = 0.
6. sinx, sin y, f, g 6= 0, p = q = u = v = 0.
The mutual exclusiveness of the above conditions is not
necessary in nature. However it does avoid confusion in
what follows.
Conditions 3 to 6 can be simplified as we show now.
Condition 3. Since f and g satisfy the following equa-
tion
cos z · g − sin z · f = cosx,
then cosx = 0. By substituting cosx = 0 to f and g, we
also obtain cos y = 0.
Condition 4. f and q satisfies the following equation
cos y ·f−sin z ·q = sinx cos z(cos2 y−sin2 y sin2 z). (C3)
Since the above equation is zero, one (or both) of the
following cases is true.
4-a. cos z = 0. By substituting this condition to f ,
then we obtain cosx sin z = 0. Since sin z = ±1 (coming
from cos z = 0), cosx = 0. Substituting cos z = cosx = 0
to v, we obtain
v = −(cos2 y − sin2 y) = − cos 2y.
Since v = 0. the following conditions are satisfied,
cosx = cos 2y = cos z = 0.
Substituting the above condition to g, we obtain
g = ± cos y.
Using the condition that g 6= 0, we must have that cos y =
±1/√2. Then we obtain
sinx = ±1, sin z = ±1, cos y = ± 1√
2
. (C4)
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4-b. cos2 y = sin2 y sin2 z. Note that the following
equality is satisfied,
cos2 y+sin2 y cos 2z
=(cos2 y − sin2 y sin2 z) + sin2 y cos2 z.
Then v is simplified to
v = cos2 x− sin2 x sin2 y cos2 z.
Because v = 0, we obtain the following two equations,
cos2 x = sin2 x sin2 y cos2 z,
cos2 y = sin2 y sin2 z. (C5)
By the normalization, the above equations imply
cos2 x+ sin2 x(cos2 y + sin2 y(cos2 z + sin2 z))
= 2 cos2 x+ 2 sin2 x cos2 y
= 2− 2 sin2 x sin2 y
= 1.
Then
sin2 x sin2 y =
1
2
.
Combining the above equation with Eq. (C5), we have
sinx sin y = ± 1√
2
, (C6)
cosx = ± 1√
2
cos z, (C7)
cos y = ± 1√
2
. (C8)
Using Eq. (C8), we obtain sin y = ±1/√2. Substituting
this condition to Eq. (C6), sinx = ±1. Then cosx = 0.
Combining this and Eq. (C7), cos z = 0 is satisfied. This
leads to same expressions as in Eq. (C4).
Let us check the inverse. Using Eq. (C4), we can
quickly confirm that indeed f = q = v = 0 and that
g = ±1/√2.
Condition 5. g and p satisfy the following equation,
cos y ·g−cosz ·p = sinx sin z(cos2 y−sin2 y cos2 z). (C9)
Since the above equation is zero, one (or both) of the
following cases is true.
5-a. sin z = 0. By substituting this condition to g,
we obtain cosx cos z = 0. Since cos z = ±1 (using sin z =
0), cosx = 0. Substituting sin z = cosx = 0 to u, we
obtain
u = −(cos2 y − sin2 y) = − cos 2y.
Since u = 0, the following expression is satisfied,
cosx = cos 2y = sin z = 0. (C10)
Substituting the above condition to f , we obtain
g = ± cos y.
Since f is non-zero, cos y = ±1/√2 must be satisfied. We
then obtain
sinx = ±1, cos z = ±1, cos y = ± 1√
2
. (C11)
5-b. cos2 y = sin2 y cos2 z. Note that the following
equality is satisfied,
cos2 y− sin2 y cos 2z
=(cos2 y − sin2 y cos2 z) + sin2 y sin2 z.
Then u can be simplified to
u = cos2 x− sin2 x sin2 y sin2 z.
Because u = 0, we obtain the following two equations,
cos2 x = sin2 x sin2 y sin2 z, cos2 y = sin2 y cos2 z.
(C12)
By the normalization, the above equations imply
cos2 x+ sin2 x(cos2 y + sin2 y(cos2 z + sin2 z))
= 2 cos2 x+ 2 sin2 x cos2 y
= 2− 2 sin2 x sin2 y
= 1.
Using this, we can write that
sin2 x sin2 y =
1
2
.
Combining the above equation with Eq. (C5), we have
sinx sin y = ± 1√
2
, (C13)
cosx = ± 1√
2
sin z, (C14)
cos y = ± 1√
2
. (C15)
Using Eq. (C15), we obtain sin y = ±1/√2. Substitut-
ing this condition to Eq. (C13), we obtain sinx = ±1
which implies cosx = 0. Combining this and Eq. (C14),
sin z = 0 is satisfied. This leads to the same conditions
as Eq. (C11).
Let us check the inverse. Using Eq. (C11), we can
quickly confirm that g = p = u = 0 and that f = ±1/√2.
Condition 6. Because p− q = 0 and u− v = 0, then
cosx cos y = 0 and sin y cos 2z = 0,
which means that cosx = cos 2z = 0 or cos y = cos 2z =
0.
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6-a. cosx = cos 2z = 0. In this case, we obtain
u = v = − sin2 x cos2 y.
Since u = v = 0, we must have that sinx cos y = 0.
Since sinx 6= 0, it must be true that cos y = 0. However,
substituting cosx = cos y = 0 to f and g gives f = g = 0
which contradicts the statement of the condition.
6-b. cos y = cos 2z = 0. In this case, we obtain
u = v = cos2 x.
Since u = v = 0, we have sinx cosx = 0. We also have
sinx 6= 0, which implies cosx = 0. On the other hand,
p = q =
1
2
sinx sin2 y sin 2z.
Since p = q = 0 and sinx, sin y 6= 0, we obtain sin 2z = 0.
However, we know that cos 2z = 0 which contradicts the
statement of the condition.
Then each of aforementioned six conditions are equiv-
alent with each of the following conditions.
1. sinx = 0.
2. sinx 6= 0, sin y = 0.
3. sinx, sin y 6= 0, cosx = cos y = 0.
4. cosx = cos z = 0, cos y = ±2−1/2.
5. cosx = sin z = 0, cos y = ±2−1/2.
6. This condition cannot be satisfied.
Therefore the new form of the necessary and sufficient
conditions for implementing the TRH dynamics is as fol-
lows.
1. sinx = 0.
2. sin y = 0.
3. cosx = cos y = 0.
4. cosx = cos z = 0, cos y = ±2−1/2.
5. cosx = sin z = 0, cos y = ±2−1/2.
If a set of parameters {x, y, z} satisfies the above five
conditions, {−x, y, z} also satisfies the same conditions.
Since U(−x, y, z) = U †(x, y, z), this means that if the
TRH dynamics (UT) of U is implementable, U † is also
implementable. In other words, if
[XU
†
2 X
UT
3 , H˜23] = [Z
U†
2 Z
UT
3 , H˜23] = 0 (C16)
is satisfied, then
[XU2 X
U∗
3 , H˜23] = [Z
U
2 Z
U∗
3 , H˜23] = 0
is also satisfied, and vice versa.
The condition given by Eq. (C16) does hold in general
for the AGT scheme. For example, for x, y, z = π/4,
the commutators in Eq. (C1) and Eq. (C2) are non-zero
which means that TRH dynamics cannot be implemented
by AGT.
To conclude this appendix we give some examples of
unitary operations (up to global phase) whose TRH dy-
namics can be implemented by AGT. For the conditions
1 and 2,
U(x, y, z) = cosxI − i sinxY.
For condition 3,
U(x, y, z) = cos zX + sin zZ.
For condition 4,
U(x, y, z) =
1√
2
(Y ± Z) .
For condition 5
U(x, y, z) =
1√
2
(Y ±X) .
Appendix D: Conditions for parallelization
In this appendix, we show the condition given by
Eq. (52) is equivalent to Eq. (54). The equivalence be-
tween Eq. (53) and Eq. (55) can be shown following the
same steps.
By expanding Eq. (52), we have
s(τ)[X1X2, H˜12]X
W (1)
3 X
W (1)∗
4 X
W (2)
5 · · ·XW
(L)
2L+1
+ (1− s(τ))X1[X2X3, H˜23]U
(1)
3 XW
(1)∗
4 X
W (2)
5 · · ·XW
(L)
2L+1
+ s(τ)X1X2[X
W (1)
3 X
W (1)∗
4 , H˜34]X
W (2)
5 · · ·XW
(L)
2L+1
+ (1− s(τ))X1X2XW
(1)
3 [X
W (1)∗
4 X
W (1)
5 , H˜45]
U
(2)
5 · · ·XW (L)2L+1
+ · · · = 0, (D1)
where we use the notation [Aij , Bij ]
Uj := Uj [Aij , Bij ]U
†
j .
Since the commutators in the first two terms are zero, we
have
s(τ)[XW
(1)
3 X
W (1)∗
4 , H˜34]X
W (2)
5 X
W (2)∗
6 · · ·XW
(L)
2L+1
+ (1− s(τ))XW (1)3 [XW
(1)∗
4 X
W (1)
5 , H˜45]
U
(2)
5 XW
(2)∗
6 · · ·XW
(L)
2L+1
+ s(τ)XW
(1)
3 X
W (1)∗
4 [X
W (2)
5 X
W (2)∗
6 , H˜56] · · ·XW
(L)
2L+1
+ · · · = 0.
By substituting U †(x, y, z) = U(−x, y, z) in Eq. (C1),
we obtain
[XU2 X
U∗
3 , H
I
AGT] =a(−x, y, z) · (I2X3 −X2I3)
− b(−x, y, z) · (I2Z3 − Z2I3). (D2)
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By introducing a trace-less operator defined by
C := b(−x, y, z)Z − a(−x, y, z)X, (D3)
the commutation relation is transformed to
s(τ)(C
(3)
3 I4 − I3C(3)4 )XW
(2)
5 X
W (2)∗
6 · · ·XW
(L)
2L+1
+ (1 − s(τ))XW (1)3 (C(4)4 I5 − I4C(4)U
(2)
5 )X
W (2)∗
6 · · ·XW
(L)
2L+1
+ s(τ)XW
(1)
3 X
W (1)∗
4 (C
(5)
5 I6 − I5C(5)6 ) · · ·XW
(L)
2L+1
+ · · · = 0.
Note that for the third qubit system H3, only the first
term of the above equation has an element containing the
I operator. Thus the first term is linearly independent
of the other terms. Therefore the equation is equivalent
to C(3) = 0 plus the following equation given by
(1− s(τ))(C(4)4 I5 − I4C(4)U
(2)
5 )X
W (2)∗
6 X
W (3)
7 · · ·XW
(L)
2L+1
+ s(τ)XW
(1)∗
4 (C
(5)
5 I6 − I5C(5)6 )XW
(3)
7 · · ·XW
(L)
2L+1
+ (1 − s(τ))XW (1)∗4 XW
(2)
5 (C
(6)
6 I7 − I6C(6)U
(3)
7 ) · · ·XW
(L)
2L+1
+ · · · = 0.
Similarly, we obtain C(4) = 0 which reduces the above
expression further. Repeating this reduction, we find
that Eq. (52) is equivalent to C(j) = 0 for all j. Since
C(j+1) = 0 is equivalent to
[XW
(⌊j/2⌋)
j+1 X
W (⌊j/2⌋)∗
j+2 , H˜j+1 j+2] = 0,
the equivalence between Eq. (52) and Eq. (54) is shown.
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