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Randomized benchmarking (RB) is widely used to measure an error rate of a set of quantum
gates, by performing random circuits that would do nothing if the gates were perfect. In the limit of
no finite-sampling error, the exponential decay rate of the observable survival probabilities, versus
circuit length, yields a single error metric r. For Clifford gates with arbitrary small errors described
by process matrices, r was believed to reliably correspond to the mean, over all Cliffords, of the
average gate infidelity (AGI) between the imperfect gates and their ideal counterparts. We show that
this quantity is not a well-defined property of a physical gateset. It depends on the representations
used for the imperfect and ideal gates, and the variant typically computed in the literature can
differ from r by orders of magnitude. We present new theories of the RB decay that are accurate
for all small errors describable by process matrices, and show that the RB decay curve is a simple
exponential for all such errors. These theories allow explicit computation of the error rate that RB
measures (r), but as far as we can tell it does not correspond to the infidelity of a physically allowed
(completely positive) representation of the imperfect gates.
Randomized benchmarking (RB) [1–22] is a simple and
efficient protocol for measuring an average error rate of a
quantum information processor (QIP), and is among the
most commonly used experimental methods for charac-
terizing QIPs [23–33]. In its purest form, RB consists
of: (1) performing many randomly chosen sequences of
Clifford gates that ought to return the QIP to its initial
state; (2) measuring at the end of each sequence to see
whether the QIP “survived” (i.e., returned to its initial
state); and (3) plotting the observed survival probabili-
ties vs. sequence length and fitting this to an exponential
decay curve. The decay rate of the survival probability
is – up to a dimensionality constant, and neglecting any
finite-sampling error – the “RB number” (r). RB exper-
iments estimate r, which is used as a metric for judging
the processor’s performance.
The r that RB measures has a clear operational defi-
nition, but it is not clear how it relates to common met-
rics – i.e., what it is that RB measures. In QIP the-
ory, the ideal “target” operations and the imperfect as-
implemented operations are usually represented by pro-
cess matrices, a.k.a. CPTP (completely positive, trace-
preserving) maps. The generally accepted theory behind
RB [5–8] suggests that r is approximately equal to the
average, over all n-qubit Cliffords, of the average gate
infidelity [AGI, Eq. (1)] between the imperfect Cliffords
and their ideal counterparts. We call this quantity the
average gateset infidelity [AGsI, Eq. (2)] and denote it
by . It has been widely believed that r ≈  whenever
the errors in the gates are small, and describable by pro-
cess matrices [5–17]. In this Letter, we show that r and
 can differ by orders of magnitude (Fig. 1). This hap-
pens because  is not a well-defined property of a physical
QIP. Instead,  is a property of the representation used
to describe the gates, and depends strongly on which of
several equivalent and indistinguishable representations
FIG. 1. An example of the discrepancy between r and the
literature definition for . Here the errors are coherent rota-
tions proportional to θ (see main text). For θ ≪ 1 the errors
are small, and prior RB theory [5–8] predicts that r ≈ . Main
plot: the curve predicted by prior RB theory [5, 6] (for θ = 0.1)
is inconsistent with simulated RB data, which is accurately
predicted by the theory introduced herein. Inset: , estimates
of r from simulated data, and the r predicted by our theory
(rγ), as θ is varied.
is used. We provide a new theory for the RB decay that
is representation-independent, proves that the RB de-
cay is always exponential when the noise is described by
process matrices, and gives an efficient representation-
independent approximate formula for r with small error
bars.
Experimental RB: The basic RB protocol (extensions
exist [9–13]) was summarized above. Complete details
can be found in Refs. [5–8], and in the appendix. As in
most experiments [23–31], we consider benchmarking an
implementation of the n-qubit Clifford gates with n ≥ 1.
The standard way to estimate r from RB data is to fit
the average of the sampled survival probabilities (Pm),
for many sequence lengths m, to the model Pm = A +(B + Cm)pm, where A, B, C, and p are fit parameters
[5–8]. The estimate of p, denoted pˆ, gives an estimate of
r as rˆ = (d − 1)(1 − pˆ)/d, where d = 2n. It is common to
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2fix C = 0, but Magesan et al. [5, 6] suggest that fitting
C may be necessary when the error varies from gate to
gate.
Theory of RB: The average survival probabilities Pm
are unambiguously real and experimentally accessible.
And r is equally well-defined, as long as the Pm decay ex-
ponentially with m. The motivation for further analysis
– for a theory of RB – is primarily to answer two ques-
tions. First, under what circumstances does Pm decay
exponentially? Second, when it does, what is r? That
is, to what property of the imperfect gates does r cor-
respond? Building such a theory requires specifying a
model for the operations used in RB.
These operations comprise: (1) a set of gates; (2) a
set of state preparations; and (3) a set of measurements,
which together form a physical gateset. A model asso-
ciates them with mathematical objects that can be used
to compute Pm. If each operation is independent of all
external contexts – e.g., time, external fields, ancillary
qubits – then each gate can be represented by a process
matrix Gi, each state preparation by a density opera-
tor ρj , and each measurement by a positive operator-
valued measure (POVM) Mk = {Ek,l}. Probabilities
of events are given by Born’s Rule: Pr(Ek,l ∣ρj ,Gi) =
Tr [Ek,lGiρj]. In this commonly used model for analyz-
ing RB, an as-built processor with an imperfect physi-
cal gateset can be represented by some G˜ = {G˜i, ρ˜j , E˜k,l},
and an idealized perfect device by some G = {Gi, ρj ,Ek,l}.
Since r is independent of the state preparation and mea-
surement [5, 6], we will usually only need representations
of the imperfect and ideal Cliffords, denoted C˜ = {C˜i}
and C = {Ci}, respectively.
RB theory is clear when the gateset has gate-
independent errors; which means that there is a process
matrix Λ such that each imperfect Clifford can be repre-
sented as C˜i = ΛCi. In this situation, r is exactly equal
to the average gate infidelity (AGI) between Λ and the
identity process matrix 1 [5]. The AGI between process
matrices G˜ and G is simply 1 − F¯ , where
F¯ (G˜,G) ∶= ∫ dψ Tr (G˜[∣ψ⟩⟨ψ∣]G[∣ψ⟩⟨ψ∣]) . (1)
But a general theory of RB needs to address the more
likely case of gate-dependent errors, where C˜i = ΛiCi.
A starting point is the observation that, for gate-
independent errors, every imperfect Clifford has the same
AGI with its ideal counterpart: F¯ (C˜i,Ci) = F¯ (Λ,1). So,
a plausible generalization of AGI to gate-dependent er-
rors is its average over all Cliffords:
(C˜,C) ∶= avgi [1 − F¯ (C˜i,Ci)] , (2)
a quantity we call the average gateset infidelity (AGsI).
An extensive literature suggests or argues that r ≈  [5–
17] for “weakly gate-dependent” errors [5, 6] – i.e., when
all the error maps Λi = C˜iC−1i are close to their average.
FIG. 2. A comparison between simulated RB data and the
decay curve predicted by prior RB theory [5, 6] for a gateset
with small unitary errors. The blue shaded region depicts the
range within which the RB decay is guaranteed to fall by the
theorems in Ref. [5, 6], in the limit of many samples.
More precisely, when δ ∶= ∥Λi − Λ¯∥H1→1 ≪ 1 for all i [5, 6],
where Λ¯ ∶= avgi[Λi] is the average error map, and ∥ ⋅∥H1→1
is the Hermitian 1-to-1 norm [6]. Since this is true when-
ever the Λi are all close to 1, it holds for all small errors.
However, r and  can actually differ by orders of magni-
tude, for simple and realistic noise models. Consider a
simple 1-qubit example involving Cliffords compiled into
two “primitive” gates.
Example 1: The ideal primitive gates are repre-
sented by Gx = R(σx, pi/2) and Gy = R(σy, pi/2), where
R(H,θ)[ρ] ∶= exp(−iθH/2)ρ exp(iθH/2). Any 1-qubit
Clifford can be compiled into Gx and Gy. The imper-
fect primitives are represented by G˜x = R(σz, θ)Gx and
G˜y = R(σz, θ)Gy with θ ≪ 1, which corresponds to a
small systematic detuning or timing error.
We simulated RB with Cliffords compiled into these
imperfect gates and observed r ≪ . For θ = 0.1, the the-
ory predicts  ≈ 10−3, but we observed rˆ ≈ 10−5 (Fig. 1).
Varying θ (Fig. 1, inset) shows that r ∝ θ4, while ∝ θ2.
As the errors become small, the ratio /r diverges.
This example lies within the domain of standard RB
theory – the errors are small and only weakly gate-
dependent (as defined in Refs. [5, 6]) – and it does not
contradict the technical results of Refs. [5, 6], that link r
to . Refs. [5, 6] include error bounds that bound the dif-
ference between actual and predicted RB decay curves.
These bounds, which we plot for Example 1 in Fig. 2, are
sufficiently loose that they do not significantly constrain
/r. A complete description of our simulation methodol-
ogy is provided in the appendix.
Understanding the discrepancy: The discrepancy
between r and  has a simple but subtle explanation:
RB, like all experiments, probes properties of a physical
QIP, not of a model for it. Although a physical QIP’s
gates may be accurately represented by a fixed set of
process matrices, that representation is not unique. The
RB error rate r is a property of the physical gates, and
therefore representation-independent. But , as conven-
tionally defined, is not.
Two representations of a physical gateset are equiva-
lent if they cannot be distinguished by any experiment.
More precisely, representations G and G′ are equivalent
3iff they predict the same probabilities for every quantum
circuit. Equivalent representations are easy to construct.
If G = {Gi, ρj ,Ek,l} accurately represents a QIP, then so
does
G(M) = {MGiM−1,M(ρj),M−1(Ek,l)}, (3)
where M is any invertible linear map, which we call a
gauge transformation [34–37]. If f is an observable prop-
erty of the QIP that can be computed from a model G,
then f(G) must be the same for all equivalent represen-
tations. So observable properties like r must correspond
to gauge-invariant functions: f(G) = f(G(M)) for all M .
The AGsI defined in Eq. (2) is not gauge-invariant.
It depends on the representations for the physical and
perfect gatesets. If C˜ and C are representations for the
imperfect and ideal Cliffords respectively, then C˜(M) andC(N) are equivalent representations, for arbitrary invert-
ible M and N . The AGsI has a continuum of values as M
and N are varied, and this is still true if we (arbitrarily)
fix either representation.
Transforming the perfect and imperfect Cliffords in
the same way (i.e., M = N above) leaves the AGsI un-
changed. So, we can define a gauge-invariant AGsI by
comparing C˜ not to the usual fixed representation of the
Cliffords C, but to a C-dependent representation of them,CC˜ , that satisfies CC˜(M) = CC˜(M). For example, we could
define the AGsI with respect to the representation of the
perfect Cliffords that is “closest” to the process matrices
representing the imperfect Cliffords. If we do so, the as-
sertion that r ≈  is not wrong, but ambiguous; it requires
a unique definition for the “closest” representation of the
Cliffords. We return to this at the end of the Letter.
As far as we can tell,  has not been defined or cal-
culated in a representation-independent way in the lit-
erature. It is generally defined by: (1) taking C as the
automorphism group of the Pauli matrices; (2) taking
the imperfect gateset to be C˜ = {ΛiCi} where the Λi de-
scribe the “relevant error process”; and (3) calculating
the AGsI (Eq. 2) between C˜ and the already-defined ma-
trices C. This procedure, which we followed in our exam-
ple above, is explicit in the RB simulations of Refs. [8, 16]
and is the most natural reading of the foundational RB
papers by Magesan et al. [5, 6].
Example 2: A perfect Clifford gateset C˜ = C has an
AGsI to C of (C˜,C) = 0. But if U is a unitary andU[ρ] ∶= UρU †, then C˜(U) is an equivalent representation
of the gateset with generally non-zero AGsI.
Example 1 is actually very similar to Example 2. The
imperfect primitive gates in Example 1, G˜x and G˜y,
are almost gauge-equivalent to their perfect counter-
parts. Some algebra shows that G˜x/y(ρ) = Ux/yρU †x/y
where Ux/y = exp(−iφ(vˆx/y ⋅ σ⃗)/2), φ = pi/2 +O(θ2), and
vˆx ⋅vˆy = 0+O(θ2). So at O(θ) the G˜x and G˜y gates induce
rotations by pi/2 around orthogonal axes. Hence, there
exists some U with U[ρ] = UρU † for unitary U such that
UG˜x/yU−1 = R(wˆx/y ⋅ σ⃗, ϕx/y)Gx/y where ϕx/y = O(θ2)
and wˆx/y are some unit vectors. In this representation,
the Clifford error maps Λi = C˜iC−1i are unitary rotations
by O(θ2), which suggests an RB number of r = O(θ4), as
observed. Although the O(θ) detuning error is real and
physical, its effect on these gates is, at O(θ), equivalent
to a gauge transformation. So, in all circuits consisting
of only these gates, it behaves like a coherent error with
a rotation angle of O(θ2).
New theories for the RB decay: We would like to
know what property of a physical gateset RB is mea-
suring, and to have an accurate, efficient formula for
r({C˜i}). To this end, we now present new theories for
the RB decay that are representation-independent and
highly accurate.
The average survival probability over all RB sequences
of length m is
Pm = 1∣C∣m∑s Tr(EC˜s−1C˜sm . . . C˜s1(ρ)), (4)
where E and ρ are the (imperfect) measurement and state
preparation, Cs−1 is the Clifford that inverts the first m
Cliffords, s ∈ [1..∣C∣]m, and ∣C∣ is the order of the Clif-
ford group. The map Sm = avgs[C˜s−1C˜sm . . . C˜s1] can be
written as Sm = ∣C∣v⃗TRm+1v⃗, where v⃗ = (1,0, . . . ,0)T , 1
and 0 are the n-qubit identity and “zero” superoperators
(0(ρ) = 0) respectively, and
R = 1∣C∣
⎛⎜⎜⎜⎝
C˜1→1 C˜2→1 ⋯ C˜∣C∣→1
C˜1→2 C˜2→2 ⋯ C˜∣C∣→2⋮ ⋮ ⋱ ⋮
C˜1→∣C∣ C˜2→∣C∣ ⋯ C˜∣C∣→∣C∣
⎞⎟⎟⎟⎠ , (5)
where Cj→k = C−1j Ck and C˜j→k is the correspond-
ing imperfect Clifford. It follows that Pm =∣C∣Tr(E(v⃗TRm+1v⃗)(ρ)), and so
Pm =∑
i
αiλ
m+1
i , (6)
where {λi} are the 4n∣C∣ eigenvalues ofR, n is the number
of qubits, and {αi} are constants depending on ρ, E, and
the eigenvectors of R.
This exact expression for the RB decay curve can be
calculated efficiently in m (unlike exhaustive averaging
over ∣C∣m−1 sequences). However, it is intractable for
n > 1 qubits, and does not explain why decays with a
functional form of A+Bpm are normally observed in prac-
tice. We therefore make a small approximation.
Because C˜s−1 = (Λ¯+∆s−1)C−1s1 . . .C−1sm , where ∆i = Λi −
Λ¯, we can rewrite Eq. (4) as
Pm = 1∣C∣m∑s Tr(EΛ¯C−1s1 . . .C−1smC˜sm . . . C˜s1(ρ))+δ˜m. (7)
Therefore Pm = Tr(EΛ¯[Lm(1)](ρ)) + δ˜m, where
L (E) = avgi[C−1i EC˜i], (8)
4is a linear map on superoperators (a “superduperoper-
ator” [38]; note that a similar matrix was constructed
in Ref. [39] to analyze leakage in RB). Hence, Pm =∑i ωiγmi + δ˜m, where {γi} are the 16n eigenvalues of L ,
and {ωi} depend on ρ, E, Λ¯, and the eigenvectors of
L . The {γi} are representation-independent. In the ap-
pendix we prove that δ˜m satisfies ∣δ˜m∣ ≤ δ◇ ≡ 12avgi∥Λi −
Λ¯∥◇. Because the Λi are representation-dependent, the
size of δ◇ depends on the representations C˜ and C. But
since this bound holds for any CPTP representations,∣δ˜m∣ ≤ δmin◇ with δmin◇ the minimum of δ◇ over all CPTP
representations of the gatesets.
If there exists a representation in which the errors are
gate-independent (C˜i = ΛCi for all i and some Λ), then
δmin◇ = 0 and the RB decay is exactly described by L .
Because the Cliffords are a unitary 2-design [3], L has
only three distinct eigenvalues in this case: 1, γ, and 0
(0 has a degeneracy of 16n − 2). The RB decay is then
exactly described by Pm = ω0 + ω1γm. This recovers the
exact RB theory for gate-independent error maps [5, 6].
Small errors are a small perturbation away from the
case of no error (γ = 1), and cause similarly small pertur-
bations of the eigenvalues. Hence, for any small errors,
γ0 = 1 (as 1 is always an eigenvalue of L ), γ1 satisfies
1 − γ1 ≪ 1, and ∣γi∣ ≪ 1 for all i > 1. As such,
Pm = ω0 + ω1γm + δm, (9)
where γ = γ1, ∣δm∣ ≤ δmin◇ + κm, and κm = ∣ω2γm2 +ω3γm3 +
. . . ∣ is an exponentially decreasing function of m. Hence,
for m ≫ 1 the RB decay curve is well approximation
by the functional form Pm = A +Bpm. Therefore, the p
obtained from fitting RB data to Pm = A+Bpm is an esti-
mate of γ, the second largest eigenvalue of L . Similarly,
as r is given by r = (d−1)(1−p)/d, r is approximately an
estimate of rγ ≡ (d−1)(1−γ)/d. That is, r = rγ + δr with
δr ≪ 1 a small correction factor. Fig. 1 demonstrates this
for the gateset of Example 1.
To our knowledge, this is the first proof that the RB de-
cay curve is guaranteed to always be exponential for small
errors that can be described by CPTP maps – includ-
ing gate-dependent errors. This indicates that the model
Pm = A+ (B +Cm)pm is not necessary. Fitting it should
always yield Cˆ ≈ 0, so estimating C is not likely to help
quantify gate-dependence (see suggestion in Refs. [5, 6]).
Instead, our results show that significant non-exponential
decay is a clear symptom of non-Markovianity (e.g., time
dependence).
We now return to a question raised earlier: Are there
natural representations of the perfect and imperfect gate-
sets in which  = r? “Natural” is important, because
 varies so widely over representations. An absurd an-
swer would be to compute r and then search over all
representations of a gateset to find one in which  = r.
The most obvious reasonable option is to arbitrarily fix a
CPTP representation of the perfect gateset and to choose
the representation of the imperfect gateset in which the
gates are all CPTP and  is minimal ( can always be
made large by choosing a “bad” representation – see Ex-
ample 2). This defines a new and gauge-invariant AGsI
min ∶= minM [(C˜(M),C)], with the minimization re-
stricted such that the gates in C˜(M) are CPTP. But min
does not exactly correspond to r, as it can be strictly less
than r (see the appendix).
After the initial version of this Letter appeared, Wall-
man [40] published an independent analysis of RB. Based
on a different representation of the L operator, Wall-
man’s theory also derives an exponential decay at the
same rate γ derived here, but proves a tighter error
bound that decays exponentially with m, confirming
that the RB decay is completely described by γ, and
δr is negligible in r = rγ + δr. Wallman’s construc-
tion implies that there exists a representation of the
imperfect gates for which  = r. To prove this, let
L ′(E) = avgi[C˜iEC−1i ]. L ′ has the same spectrum as
L . Wallman [40] gives an explicit construction of a su-
peroperator L that satisfies L ′(L) = LDγ , where Dλ is
a depolarizing channel (Dλ(ρ) = (1 − λ)1/d + λρ). Now,
consider the particular representation of the imperfect
Cliffords C˜(L−1) = {L−1C˜iL}. Some simple algebra (see
the appendix) shows that rγ = (C˜(L−1),C). So there is
an explicitly calculable representation of the gateset that
makes  = r. However, the gates in this representation are
not generally completely positive, which makes it hard to
consider this gauge “natural” (non-CP gauge choices can
even make  < 0).
Conclusions: It is surprisingly nontrivial to relate
the RB error rate r – a well-defined, representation-
independent property of a physical QIP’s gates – to
the process matrices describing those gates, and identify
what property it corresponds to. The simple relation-
ship for gate-independent errors, where r equals the av-
erage gateset infidelity (AGsI, ) between imperfect and
perfect Cliffords, obscures the complexity of the general
case. AGsI can be orders of magnitude larger than r un-
less the right representations are used. This has serious
practical consequences, as shown by Example 1 and some
of the results in Ref. [8], where r ≪  for experimentally
plausible error models.
Our analysis indicates that RB is even more stable and
reliable than indicated by previous work [5, 6, 8]; Pm de-
cays exponentially (without higher-order corrections of
the form mpm) for all small errors describable by process
matrices, including coherent errors. We established this
by introducing a new, accurate, theory for the RB decay
curve that associates r with a calculable, representation-
independent property of the physical gateset. Subsequent
results by Wallman [40] allow us to observe that this
quantity is an AGsI, for at least one representation of
the imperfect gates, but in this representation the gate
process matrices are generally unphysical (not completely
positive). Since current theories for many extended RB
5protocols, such as interleaved [9], dihedral [16, 17], and
unitarity [7] RB, rely on representation-dependent tech-
niques, it is an interesting open question whether they
can be reformulated in a representation-independent way
as we did here with basic RB.
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The RB protocol
Here we provide a detailed review of the basic RB pro-
cedure, as used throughout the main text. This was de-
fined in Refs. [5, 6], and see also Refs. [7, 8] for detailed
descriptions of basic RB. As in the main text, we de-
note representations of the physical and ideal Cliffords byC˜ = {C˜i} and C = {Ci}, respectively, for i ∈ [1,2, . . . , ∣C∣].
Furthermore, we assume that we can prepare our system
in a state ρ ≈ ∣ψ⟩⟨ψ∣ for some pure state ψ, and that we
can approximately measure whether the system is still
in this state, which is represented by the measurementM = {E,1 −E} where E ≈ ∣ψ⟩⟨ψ∣.
Given some finite set of positive integers M, some
K ∶ M → N, and some R ∈ N (how these quantities are
chosen is discussed below), the basic RB protocol is the
following:
1. For each m ∈ M, pick K(m) sequences of length
m+ 1 uniformly sampled from the sub-set of all se-
quences s ∈ [1, . . . , ∣C∣]m+1 with Csm+1Csm . . .Cs1 =
1.
2. For each sampled sequence s, apply Ss,m =
C˜sm+1C˜sm . . . C˜s1 to the initial state ρ, and mea-
sure to see whether the state has “survived” (the
measurement M). Repeat this experiment R
times to estimate the survival probability Pm,s =
Tr(ESs,m(ρ)). We denote this estimate by Pˆm,s.
3. For each m ∈ M, calculate Pˆm = avgs[Pˆm,s], where
this average is over the K(m) sequences of length
m+1 that were sampled. This is an estimate of the
average survival probability over all possible RB
sequences of length m + 1, which we denote Pm.
The experimental estimates for Pm are analyzed by
fitting them to the model [5, 6]
Pm = A + (B +Cm)pm, (10)
where A, B, C, and p are fit parameters. The estimated
RB number is obtained from the fit parameters via [5, 6]
rˆ = d − 1
d
(1 − pˆ), (11)
where d is the dimension of the total Hilbert space on
which the benchmarking is performed. For the Clifford
gates on n qubits, d = 2n.
The standard fitting model fixes C = 0 (this is also
called the “0th order” fitting model [6]). However, Mage-
san et al. [5, 6] suggest that allowing C ≠ 0 is more ap-
propriate when the error maps might be “weakly gate-
dependent” (the meaning of this is discussed in the main
text), rather than perfectly gate-independent. This is
called the “1st order” fitting model. Note that the “1st
order” fitting function given here is different to that pre-
sented in Refs. [5, 6]. However, the function herein and
the “1st order” function given therein have the same func-
tional form (i.e., they are both the sum of a constant
term, a purely exponential pm term, and a mpm term),
which is all that is relevant from the perspective of fitting.
It is clearly essential to make reasonable choices for
M (the set of sequence lengths), K (the function which
defines the number of sequences sampled at each length)
and R (the number of repeats of each circuit) in order to
obtain a good estimate of r. How to do this is a statistics
problem which we are not concerned with in this Letter.
See Refs. [7, 8, 14, 18] for some work on this.
RB Simulations
In this work, we are interested in the underlying prop-
erty of the gateset which RB estimates. We are not in-
terested in how well this property is estimated for phys-
ically reasonable choices for R, K, and M (see above for
the meaning of these quantities). Hence, for all the RB
simulations in this paper there is no sampling error on
individual experiments (i.e., equivalent to R → ∞), we
used K(m) = 500 for all m, and sequence lengths includ-
ing at least m ∈ {1,1 + 50,1 + 100, . . . ,1 + 2000} (in some
simulation we used smaller step sizes between m values).
This is to minimize statistical contributions to any de-
viations of the RB number from the behavior predicted
by RB theory. Larger values for the maximum sequence
length and greater fixed K(m) (or increasing K(m) with
m) do not appear to make a significant difference to the
results, as is expected [8].
7To fit the simulated RB data we use unweighted least
squares minimization, and the fit is to the “1st or-
der” model (see above, or main text). This is because
Refs. [5, 6] suggest that the “1st order” model is more
appropriate than the standard fitting model when there
could be any gate-dependence to the error maps. How-
ever, for all simulations herein (where the gatesets do
have gate-dependent error maps) we found empirically
that the RB numbers obtained from the standard fitting
model are always within error bars (see below) of the RB
numbers obtained from fitting to the “1st order” model.
This is not surprising, because in the main text we show
that the RB decay has a functional form that is well de-
scribed by Pm = A +Bpm for any low-error gateset.
To calculate error bars for estimated RB numbers, the
RB estimation protocol was simulated 50 times. The re-
ported estimated RB number is taken to be the average
of these estimated RB numbers, and the error on the esti-
mated RB number is taken to be the standard deviation
of these estimated RB numbers.
In all simulations, state preparation and measurement
(SPAM) are taken to be ideal, with preparation and pro-
jection onto the +1 eigenstate of σz. Although this is not
physically realistic, we have chosen this for conceptual
simplicity, as our results are independent of whether or
not the SPAM is perfect. Imperfect SPAM affects the
asymptotic RB survival probability and the m = 0 inter-
cept, but not r [5, 6].
In the main text we presented RB decays for Cliffords
compiled from imperfect implementations of the Gx and
Gy gates. The general behavior of the RB decay for the
particular gateset we considered (see main text, Example
1) does not depend upon the details of the compilation
table. The particular Clifford compilation table we used
is that given in Epstein et al. [8] (see Table I therein),
where we have further decomposed the three non-trivial
rotations around the σx and σy axes in the obvious way.
That is, an npi/2 rotation around either axis is compiled
via n sequential pi/2 rotations, for n = 1,2,3. We have
implemented the identity Clifford gate as “skip to the
next gate” (the alternatives being to compile the iden-
tity Clifford into Gx and Gy gates, or to also include a,
possibly imperfect, “idle” gate).
In the main text we compare simulated RB decay
curves to the decay curves predicted by the “1st order”
theory given in [5, 6], which is the most accurate RB
theory given therein. The “1st order” theory decay curve
is simply a function of the gateset {C˜i}, and the SPAM
operations ρ and E. We calculate it directly from the
formulas given in Ref. [6].
Additional examples of r ≪ 
In the main text (see Example 1) we considered the
behavior of RB for 1-qubit Cliffords compiled into im-
FIG. 3. A simulated RB experiment using Clifford gates
compiled from the imperfect implementations of Gx and Gy
gates given in Eqs. (13 – 14), for the particular case of
θxvˆx ≈ (0.01,0.05,1) × 10−1 and θy vˆy ≈ (0.04,0.03,1) × 10−1
and λ = 1 − (5 × 10−5). There is a clear discrepancy between
the prediction of standard RB theory [5–8] and the simulated
RB data. This translates into a significant difference between
rˆ and , as rˆ = (1.36 ± 0.03) × 10−4 and  ≈ 2.7 × 10−3.
perfect gates that are represented by Gx = R(σx, pi/2)
and Gy = R(σy, pi/2), where
R(H,θ)[ρ] ∶= exp(−iθH/2)ρ exp(iθH/2). (12)
We considered the particular imperfect primitives G˜x =
R(σz, θ)Gx and G˜y = R(σz, θ)Gy with θ ≪ 1. Here we
show that the discrepancy between the r and  extends
to more general unitary and stochastic errors. Consider
the two imperfect primitives
G˜x = DλR(vˆx ⋅ σ⃗, θx)Gx, (13)
G˜y = DλR(vˆy ⋅ σ⃗, θy)Gy, (14)
for some θx, θy, λ, and unit vectors vˆx, vˆy, which are
not necessarily along the x and y axes, where Dλ = (1 −
λ)1/d + λρ is a depolarizing channel. These gates have
both coherent and stochastic errors. There are a range of
value for these parameters for which ≫ r. An example
is given in Figure 3. However, note that we do not have
≫ r for all values of these parameters.
The gauge-minimized AGsI can be smaller than r
Consider an imperfect gateset that may be represented
by the CPTP maps C˜a = {C˜i,a} where
C˜i,a = DλCi, (15)
with C = {Ci} the standard representation of the 1-qubit
Clifford gates (i.e., the automorphism group of the Pauli
matrices), and Dλ(ρ) = (1 − λ)1/d + λρ with 1 ≥ λ ≥−1/3, which is a uniform depolarization channel. For this
gateset, r = 1− F¯ (Dλ,1) = (C˜a,C), as the error maps are
gate independent (see main text, or Refs. [5, 6]). Now,
for α > 0, define the invertible linear map Mα by
Mα(1) = 1, Mα(σx) = σx, (16)
Mα(σy) = ασy, Mα(σz) = σz. (17)
8In terms of this map, define the gateset representationC˜b = {C˜i,b} where
C˜i,b =MαC˜i,aM−1α . (18)
By construction, C˜b is gauge-equivalent to C˜a. So bothC˜a and C˜b can represent the same physical gateset. As
such, these representations are associated with the same
r, and we know that r = (C˜a,C) from above. We now
show that for any non-trivial depolarizing channel (i.e.,
λ < 1) there exists a range of values for α such that
1. (C˜b,C) < (C˜a,C) = r.
2. All of the gates in C˜b are CPTP.
This then implies that the AGsI to the target gates of the
CPTP representation of the physical gateset that has the
minimal AGsI to the targets is smaller than r for this
gateset. That is, min < r, in this case, where min is
defined in the main text.
Using the same notation as for the AGsI of a gateset,
denote the AGI of a gate representation G˜ to a target
G by (G˜,G) ≡ 1 − F¯ (G˜,G). Using the relations from
Refs. [10, 41] (e.g., see Eq. (10) in Ref. [41]), the AGI of
a trace-preserving map G˜ to a target G, may be written
as
(G˜,G) = d2 −Tr(Λ)
d(d + 1) , (19)
where d is the dimension of the Hilbert space, and Λ =
G˜G−1. The depolarizing channel Dλ commutes with Mα,
and so the AGI of C˜i,b to the target Clifford Ci is
(C˜i,b,Ci) = 1
6
(4 −Tr(Λi,b)), (20)
where
Λi,b ≡ C˜i,bC−1i = DλMαCiM−1α C−1i . (21)
For any i for which the Clifford Ci maps σy → σy up
to phase, Λi,b = Dλ, and hence C˜i,a and C˜i,b have the
same AGI to Ci. From the definition of Mα and because
Cliffords map Pauli operators to Pauli operators, for any
i for which the Clifford gate Ci does not map σy → σy,
up to phase, it follows that
Λi,b(1) = 1, Λi,b(σy) = λασy, (22)
Λi,b(σl) = λ
α
σl, Λi,b(σm) = λσm, (23)
where l and m are some ordering of x and z (the exact
labelling depends on i, but is irrelevant here). Therefore,
from Eq. (20) the AGI of C˜i,b to Ci for any such i is
(C˜i,b,Ci) = 1
6
(3 − λα2 + α + 1
α
) . (24)
For any α > 0 with α ≠ 1, this AGI is smaller than
(C˜i,a,Ci) (which is given by taking α = 1 in this equa-
tion). Therefore, for all α > 0 except α = 1, the AGsI,
which is simply the average of the AGIs of the gates in
the gateset, of C˜b to C is smaller than the AGsI of C˜a toC. That is, (C˜b,C) < (C˜a,C). Note that for general α
it is possible that (C˜b,C) < 0, which is because the gates
in C˜b are not all completely positive for all values of α.
We now confirm that for any λ < 1 there are values of
α ≠ 1 such that C˜b is CPTP. All of the gates in C˜b are
obviously TP. The map C˜i,b is CP if the error map Λi,b
is CP. A map is CP if all of the eigenvalues of the Choi
matrix are non-negative [42, 43], where the Choi matrix
χ for a map G is defined by
χ(G) = d∑
i,j=1Bij ⊗G(Bij), (25)
with Bij the d × d matrix with 1 in the ij-th entry and
0s elsewhere (the standard basis for matrices). For those
gates for which the error map is simply Dλ, then the
error map is clearly CP as this is a depolarizing channel.
Hence, we need only consider those gates for which the
error maps are given by Eq. (22 – 23). For any such error
map, the eigenvalues of its Choi matrix, denoted ξi with
i = 0,1,2,3, are given by
ξj+2k = (−1)jλα2 + (1 + (−1)k+jλ)α + (−1)kλ. (26)
For any non-identity depolarizing channel (so λ < 1) there
exists an α ≠ 1 such that all of these eigenvalues are
positive (and hence all the gates are CP), which may
be easily confirmed numerically. As such, there exists
values of α for any non-trivial λ such that (1) (C˜b,C) <
(C˜a,C) = r, and (2) all of the gates in C˜b are CPTP. In
turn, this implies that min < r for at least some gatesets.
Error bounds for the approximate RB theory
In the main text, we started from the exact average
survival probability over all RB sequences of length m,
which is given by
Pm = 1∣C∣m∑s Tr(EC˜s−1C˜sm . . . C˜s1(ρ)), (27)
and by noting that C˜s−1 = (Λ¯ +∆s−1)C−1s1 . . .C−1sm , where
∆i = Λi − Λ¯, this was rewritten as
Pm = 1∣C∣m∑s Tr(EΛ¯C−1s1 . . .C−1smC˜sm . . . C˜s1(ρ)) + δ˜m.
Here δ˜m is the correction required so that this equality
holds, and is given explicitly by
δ˜m = 1∣C∣m∑s Tr(E∆s−1C−1s1 . . .C−1smC˜sm . . . C˜s1(ρ)). (28)
9We now prove that
∣δ˜m∣ ≤ δ◇ ≡ 1
2
avgi∥Λi − Λ¯∥◇, (29)
for all m, as claimed in the main text, where ∥ ⋅ ∥◇ is the
diamond norm.
We begin by defining the diamond norm. Let L(H) de-
note the space of linear operators on some Hilbert spaceH. For ρ ∈ L(H), define ∥ρ∥1 ∶= Tr(√ρ†ρ). For a super-
operator A ∶ L(H)→ L(H), the diamond norm is defined
by [44–46]
∥A∥◇ ∶= sup
ρ
∥[A⊗ 1](ρ)∥1, (30)
where 1 is the identity superoperator on L(H), and the
supremum is over all ρ ∈ L(H⊗H) with ∥ρ∥1 = 1. The di-
amond norm has the following properties: For any CPTP
maps A and B on L(H), for any linear maps A′ and B′
on L(H), and any density operator ρ and measurement
effect E on H, we have
∥A∥◇ = 1, (31)∥A′B′∥◇ ≤ ∥A′∥◇∥B′∥◇, (32)
2∣Tr(E[A − B](ρ))∣ ≤ ∥A − B∥◇. (33)
The first of these properties follows easily from the
definition of the diamond norm (see also Ref. [46]). The
second property is proven in Ref. [46]. The final property
can be proven in the following way: for any A, B, ρ, and
E as above, then
∥A − B∥◇ ≥ ∥[A − B](ρ)∥1, (34)= 2 max
T≤1 [Tr(T [A − B](ρ))] , (35)≥ 2∣Tr(E[A − B](ρ))∣, (36)
where the maximization in Eq. (35) is over all positive
operators T satisfying T ≤ 1, and this equality follows
from the relation ∥σ − σ′∥1 = 2 maxT≤1 [Tr(T (σ − σ′))],
for any density operators σ and σ′, which is given in
Refs. [47, 48].
We are now ready to prove Eq. (29). Using the prop-
erties of the diamond norm given above, we have that:
∣δ˜m∣ ≤ 1∣C∣m∑s ∣Tr(E(Λs−1 − Λ¯)C−1s1 . . .C−1smC˜sm . . . C˜s1(ρ))∣, (37)≤ 1
2∣C∣m∑s ∥(Λs−1 − Λ¯)C−1s1 . . .C−1smC˜sm . . . C˜s1∥◇, (38)≤ 1
2∣C∣m∑s ∥(Λs−1 − Λ¯)∥◇∥C−1s1 ∥◇ . . . ∥C−1sm∥◇∥C˜sm∥◇ . . . ∥C˜s1∥◇, (39)≤ 1
2∣C∣m∑s ∥(Λs−1 − Λ¯)∥◇, (40)
= 1
2∣C∣ ∣C∣∑i=1 ∥(Λi − Λ¯)∥◇, (41)= δ◇. (42)
Eq. (37) follows from Eqs. (28) and the triangle inequal-
ity; Eq. (38) follows from Eq. (33); Eq. (39) follows from
Eq. (32); Eq. (40) follows from Eq. (31); Eq. (41) fol-
lows by noting that there are ∣C∣m terms which are being
summed over, in the quantity of Eq. (40), and 1/∣C∣ of
them are associated with each possible inversion Clifford;
Eq. (42) simply follows from the definition for δ◇. This
concludes our proof that ∣δ˜m∣ ≤ δ◇.
Relating r to an AGsI
Following the main text and Wallman [40], letL ′(E) =
avgi[C˜iEC−1i ] [40], and observe that L ′ has the same
spectrum as L . Wallman [40] gives an explicit construc-
tion, in terms of the imperfect Clifford superoperatorsC˜, of a superoperator L that satisfies L ′(L) = LDγ .
Now, consider the particular gauge representation of the
imperfect Cliffords given by C˜(L−1) = {L−1C˜iL}. As
long as L is invertible, then we have Λ¯L = Dγ where
Λ¯L ≡ avgi[L−1C˜iLC−1i ]. Taking the AGI to the identity
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of both sides of this equation obtains
(Λ¯L,1) = (d − 1)(1 − γ)
d
≡ rγ . (43)
Hence, as we have already argued in the main text
that r = rγ + δr with δr negligible, we have that r =
(Λ¯L,1) + δr. Now, Λ¯L is simply the average error map
calculated in a particular gauge (conjugation of the C˜i
by L−1 is a gauge transformation). In particular, it then
immediately follows that r = (C˜(L−1),C) + δr. Hence,
r ≈ (C˜(L−1),C) with the approximation error negligible.
