Abstract: In this paper we propose a new test of heteroscedasticity for parametric regression models and partial linear regression models in high dimensional settings. When the dimension of covariates is large, existing tests of heteroscedasticity perform badly due to the "curse of dimensionality". To attack this problem, we construct a test of heteroscedasticity by using a projection-based empirical process. We study the asymptotic properties of the test statistic under the null hypothesis and alternative hypotheses. It is shown that the test can detect local alternatives departure from the null hypothesis at the fastest possible rate in hypothesis testing. As the limiting null distribution of the test statistic is not distribution free, we propose a residual-based bootstrap. The validity of the bootstrap approximations is investigated. We present some simulation results to show the finite sample performances of the test. Two real data analyses are conducted for illustration.
Introduction
In many regression models the error terms are assumed to have common variance. Ignoring the presence of heteroscedasticity in regression models may result in inefficient inferences of the regression coefficients, or even inconsistent estimators of the variance function. Therefore, testing heteroscedasticity in regression models should be conducted when the error terms are assumed to have equal variance. Consider the following regression model:
where Y is the dependent variable with a p-dimensional covariate Z, m(·) = E(Y |Z = ·) is the regression function, and the error term ε satisfies E(ε|Z) = 0. Thus the null hypothesis in testing heteroscedasticity for the regression model (1.1) is that H 0 : V ar(Y |Z) = E(ε 2 |Z) ≡ C for some constant C > 0;
while the alternative hypothesis is that H 0 is totally incorrect:
is a nonconstant function of Z.
Testing heteroscedasticity for the regression model (1.1) has been studied by many authors in the literature. Cook and Weisberg (1983) constructed a score test for heteroscedasticity in parametric regression models with parametric structure variance functions. Dette and Munk (1998) proposed a consistent test for heteroscedasticity in a nonparametric regression setting based on a L 2 -distance between the underlying variance function and the constant variance. Zhu, Fujikoshi and Naito (2001) developed a test of heteroscedasticity based on empirical processes. Built on the work of Zheng (1996) for checking the regression function, Dette (2002) and Zheng (2009) respectively proposed two residual based tests for heteroscedasticity under different regression models. Lin and Qu (2012) developed a test of heteroscedasticity for nonlinear semi-parametric regression models based on the work of Dette (2002) . Furthermore, Dette, Neumeyer and van Keilegom (2007) consider a more general problem of checking the parametric form of the conditional variance function in nonparametric regressions. For newly developed procedures for heteroscedasticity in nonparametric regression models, see for instance, Chown and Müller (2018) and Pardo-Fernández and Jiménez-Gamero (2018).
To motivate the construction of our test statistic in this paper, we first give a detailed comment on two representative tests: Zhu, Fujikoshi and Naito (2001)'s test and Zheng (2009)'s test. Let E(ε 2 ) = σ 2 and η = ε 2 −σ 2 . Then the null hypothesis H 0 is tantamount to E(η|Z) = 0. Based on this, Zhu, Fujikoshi and Naito (2001) proposed a residual marked empirical process as follows:
The test statistic of Zhu, Fujikoshi and Naito (2001) is a functional of R n (t) such as the Cramér-von Mises or Kolmogorov-Smirnov functional. It is shown that the test of Zhu, Fujikoshi and Naito (2001) can detect the local alternatives converging to the null at the parametric rate 1/ √ n which is the fastest convergence rate in hypothesis testing. But when the dimension p of the covariates is large, this test also suffers severely from the dimension problem due to the data sparseness in high dimensional spaces.
Therefore, how to attack the "curse of dimensionality" is very important for heteroscedasticity testing. The purpose of this paper is to develop a test of heteroscedasticity in parametric regression models that is suitable for the case in which the dimension of covariates is relatively high. To this end, we use projected covariates α ⊤ Z to construct a residual marked empirical process and the test statistic is a functional of the projected empirical process. Escanciano (2006) and Patilea (2008, 2012) also adapted this approach to construct goodness-of-fit tests for parametric regression models. As the test is based on one-dimensional projections, it behaves as if the dimension of covariates was one. Thus this method is less sensitive to the dimension p of the regressors than that in Zhu, Fujikoshi and Naito (2001) and Zheng (2009) . As the proposed test is based on projected empirical processes, it is able to detect local alternatives converging to the null at the parametric rate. Besides, the new test is easy to compute, does not involve high dimensional numerical integrations, and presents an excellent power performance for large dimension in finite sample simulations, see Section 4.
We also use this method to check heteroscedasticity in partial linear regression models. This is an important issue in high dimensional data analysis. When the dimension of covariate is large, nonparametric estimation is less accurate due to the "curse of dimensionality", and partial linear regression models provide a more flexible substitution if the researchers already know some of the covariates enter the regression model linearly. Thus this model is widely used in economics, biology and other related fields. To construct the test statistic, we need to use locally smoothing methods to estimate the nonlinear part of the regression function in a partial linear regression model. Although it involve nonparametric estimators, we will show that the limiting distribution is the same as that in parametric regression models and the proposed test can also detect local alternatives converging to the null at a rate 1/ √ n under this semi-parametric setting.
The rest of the paper is organized as follows. In section 2 we define the test statistic by using a projection-based empirical process. In section 3 we study the asymptotic properties of the test statistic under the null and alternative hypotheses in parametric regression models and partial linear regression models, respectively. In section 4, a residual-based bootstrap method is proposed to approximate the null distribution of the test statistic, simulation results comparing the proposed test with some existing competitor in the literature are presented, and two real data analyses are used as an illustration. Section 5 contains a discuss. Appendix contains the regularity conditions and technical proofs.
Test construction
Recall that the null hypothesis H 0 is equivalent to E(η|Z) = 0. According to Lemma 1 of Escanciano (2006) 
where S p = {α : α ∈ R p and α = 1}. Consequently,
Therefore, the null hypothesis H 0 is tantamount to
where F α is the cumulative distribution function of α ⊤ Z and dα is the uniform density on S p . Then we propose a test statistic for checking heteroscedasticity of model (1.1) as
where F n,α is the empirical distribution function of the projected covariates {α ⊤ Z j , 1 ≤ j ≤ n}.
Note that the test statistic HCM n involves a high-dimensional integral for large p. Indeed, by some elementary calculations,
It is well known that high-dimensional integrations are extremely difficult to handle. However, the following Lemma enable us to avoid the high-dimensional integrations and obtain an analytic expression of the test statistic HCM n . It can be found in Appendix B of Escanciano (2006 
where dα is the uniform density on S p and < u 1 , u 2 > is the angle between u 1 and u 2 . 
Asymptotic results
First we consider a parametric regression model:
where β ∈ R d and the regression function m(·, β) is known and twice differential with respect to β. Letβ be the nonlinear least squares estimator of
Then the test statistic becomes
The following theorem presents the asymptotic properties of V n (α, t) and then of the test statistic HCM n in (2.2) under the null hypothesis. 
where V ∞ (α, t) is a zero-mean Gaussian process with a covariance function
Furthermore,
Next we apply the above approach to check heteroscedasticity in partial linear regression models. Consider
where T ∈ R, β ∈ R q is an unknown parameter vector, and g(·) is an unknown smooth function. For this semi-parametric setting, we will show that the conclusions in Theorem 1 continue to hold. However, its proof becomes much more complicated. Since the function g(·) is unknown, it has to be estimated in a nonparametric way. Thus, in the theoretical investigations, the decomposition of the proposed empirical process would involve an U-process. With the help of the theory of U-process in the literature, see, e.g. Nolan and Pollard (1987) , we can obtain the same asymptotical property as in Theorem 1 for partial linear regression models.
We now use the kernel method to give the estimators of β and g(·). Note that
Then it is easy to see that
be an i.i.d. sample from the distribution of (X, T, Y ). The resulting estimator of β is given bŷ
is a kernel function satisfying the conditions in Appendix. Next we consider the estimator of g(·). Note that g(T ) = E(Y − β ⊤ X|T ). Then we can obtain the estimator of g(T ) aŝ
Under the regularity conditions in Appendix, we can derive the following result.
Lemma 2. Under the regularity conditions B1-B4 in Appendix, we have
Lemma 2 can be found in Zhu and Ng (2003) . Then we can obtain the asymptotic properties of HCM n in parametric regression models. Let p = q + 1, Z = (X ⊤ , T ) ⊤ , and the residual
Then the proposed empirical process and the test statistic have same form as before, It is worth mentioning that we make no assumptions about the variance function in partial linear models. This is different from existing tests of heteroscedasticity for partial linear models in the literature. Existing tests usually assumed that the variance function V ar(Y |X, T ) only depend on T . Under this assumption, we can construct a much simpler test using the covariates T , rather than the projected covariates
Then the null hypothesis H 0 is tantamount to E(η|T ) = 0. The resulting test statistic is given as follows,
More generally, if T ∈ R d is a multiple random variable, we also encounter the dimension problem for large d. Thus we can use the projected covariates α ⊤ T to construct a test of heteroscedasticity. The test statistic becomes
where F n,α is the empirical distribution function of projected covariates {α
The limiting distributions of CM 1 n and CM 2 n are similar as that of HCM n we derive here.
Now we investigate the sensitivity of the proposed test to alternative hypotheses. Consider a sequence of local alternatives converging to the null at a convergence rate c n
where
The following Theorem shows that the test is consistent against all global alternative hypotheses and it can detect the local alternatives converging to the null at a rate up to 1/ √ n.
Theorem 3. Suppose that the regularity conditions in Theorem 1 or Theorem 2 hold. Then (1) under the alternatives H 1n
with √ nc n → ∞, we have HCM n → ∞ in probability; (2) under the alternatives H 1n with c n = 1/ √ n, we have
The proofs of Theorem 1-3 are presented in Appendix. These theorems confirm the claims we made in the Introduction. Note that our test can be viewed as a generalization of Zhu, Fujikoshi and Naito (2001)'s test. When the dimension of covariate is one, the proposed test reduces to Zhu, Fujikoshi and Naito (2001)'s test. Thus they share some common desirable feathers: both of them are consistent for all global alternatives; the convergence rate does not relate to the dimension of covariates; they can detect local alternatives of order 1/ √ n, regardless of the type of the regression function. Furthermore, we use the projection of covariates rather than covariates to construct the test statistic in this paper. As the test is based on one-dimensional projections, it can alleviate the impact of the dimensionality problem largely. The simulation results in the next section validate these results.
4 Numerical studies
Simulation studies
In this subsection we conduct several simulation studies to investigate the performance of the proposed tests. Since the tests are not distribution-free, we suggest a residual-based bootstrap to approximate the distributions of the test statistics. This method has been previously adopted by Hsiao (2). Obtain the bootstrap error ε * i by randomly sampling with replacement from the center
(4). Repeat step (2) and (3) a large number of times, say, B times. For a given significant level γ, the critical value is determined by the upper γ quantile of the bootstrap distribution {HCM * n,j : j = 1, · · · , B} of the test statistic.
To establish the validity of the proceeding residual-based bootstrap, we need the following theorem. Theorem 4 indicates that the proceeding bootstrap is asymptotically valid. Under the null hypothesis, the bootstrap distribution gives an asymptotically approximation to the limiting null distribution of HCM n . Under the local alternatives H 1n and the global alternative H 1 , the test based on the bootstrap critical values are still consistent.
Next we report some simulation results to show the finite sample performances of the proposed tests. We also make a comparison with Zhu, Fujikoshi and Naito (2001) 
In the following examples, a = 0 corresponds to the null hypothesis and a = 0 to the alternative hypotheses. The sample sizes are 100 and 200. The empirical sizes and powers are calculated through 1000 replications at a nominal level 0.05. The number of the bootstrap sample is set to be B = 500. We choose δ = 1.5 in T G n , as suggested in Guo et al. (2018) .
Example 1. The data are generated from the following parametric regression models:
where Z ∼ N (0, I p ), independent of the standard normal error ε and grow faster than the other two as a increases. When the dimension p becomes large, the tests HCM n and T ZF N n can still control the empirical size for large p. In contrast, the empirical sizes of T ZH n and T G n are slightly away for the significant level. For the empirical power, the tests HCM n and T G n works much better than the other two and T ZF N n becomes the worst one as it almost has no empirical powers when p = 8. These phenomena validate the theoretical results that the proposed test HCM n is little affected by the dimension of covariates and the tests T ZH n and T ZF N n suffer severely from the dimensionality. In the high frequency model H 13 , we can observe that the locally smoothing test T ZH n performs much worse than the other tests. This is different from the case in model checking where locally smoothing tests usually perform better than globally smoothing tests in high frequency models. Further, we found no significant difference in empirical sizes and powers from different regression functions in models H 11 and H 14 .
Tables 1 − 2 are about here
In the next simulation examples we further investigate the performance of the proposed test in partial linear regression models. We focus on two different cases: (1) V ar(ε|X, T ) is a function of (X, T ) and (2) V ar(ε|X, T ) is a function of T .
Example 2. The data are generated from the following models:
where X ∼ N (0, I q ), T ∼ U (0, 1), ε ∼ N (0, 1) and β = (1, · · · , 1) ⊤ / √ q. The error term ε is independent of (X, T ). The dimension q of covariates X is also set to be 2, 4 and 8.
We use the kernel function K(u) = (1/ √ 2π) exp(−u 2 /2). To investigate the impact from the choice of the bandwidth h, we consider several values of h in a considerable wide range and then empirically choose one as the bandwidth. Let h = j/100 for j = 10, 15, 20, · · · , 100. The empirical sizes and powers for different dimensions are presented in Figure 1 Figure 1 and 2, we can see that when the bandwidth h is too small, HCM n can not maintain the significant level. When the bandwidth h is large than 0.5, the test statistic HCM n seems robust against different bandwidths. Thus we choose the bandwidth h = 0.65 in the simulations.
The empirical sizes and powers are presented in Table 3 and 4. We can observe that the results are similar to the case in Example 1 in the first three models. The proposed test HCM n still performs the best. It seems the unknown function g(·) in partial linear regression models does not impact the performance of the test. The situation becomes different in model H 24 . When the dimension q of the covariate X is relatively large, all tests perform very bad. This can be explained that when q is large, the weight of T contributed to the test statistics become small.
Real data analysis
In this subsection we analyze two data sets for illustrations. The first one is the well-known baseball salary data set that can be obtain through the website http://www4.stat.ncsu.edu/~boos/var.select It contains contains 337 Major League Baseball players on the salary Y and 16 performance measures during both the 1991 and 1992 seasons. More descriptions of the variables in the salary data set can be found in the above website. Recently, Tan and Zhu (2018) analysed the data set and suggest to fit the data set by a parametric single-index model as following:
Here we further investigate whether there exists a heteroscedasticity structure in the present model. We first plot the residualsε against the fitted valuesŶ in Figure 3 ,
This plot shows that the heteroscedasticity structure may exist. When the proposed test is applied, we found the p-value is about 0. This indicates the existence of heteroscedasticity. Thus a parametric single index model with heteroscedasticity is plausible for the salary data set.
Figures 3 is about here
In the next example we consider the ACTG315 data set which is obtain from an AIDS clinical trial group study. This study tries to find the relationship between virologic and immunologic responses in AIDS clinical trials. The data set has been studied by Wu (2001, 2002) 
We further use the proposed test to check the existence of heteroscedasticity in the above models. The p-value is about 0.246. Thus we can not reject the homoscedasticity assumption in the partial linear regression model. The scatter plot of the residualsε against the fitted valuesŶ is presented in Figure 4 , whereε = Y −βX −ĝ(T ) andŶ =βX +ĝ(T ). This plot also shows that a partial linear model with homoscedasticity is appropriate for the data set.
Figures 4 is about here

Conclusion and discussion
In this paper we propose a test of heteroscedasticity by using a projection-based empirical process. Compared to existing tests of heteroscedasticity in the literature, the new test can detect the alternative hypotheses distinct from the null at a rate O(1/ √ n) that is the fastest convergence rate in hypothesis testing. It is also noted that we use all projected covariates α ⊤ Z to construct the test statistic and thus the test behaves as if the dimension of covariates was one. Therefore, the new test to some extent avoid the "curse of dimensionality". The simulation studies validate these theoretical results. The method can be easily extended to a more generalized problem of testing the parametric form of the variance function. But the limiting distributions of the empirical processes may have a more complicated structure which may lead the asymptotic test not available. This is beyond the scope of this paper and deserves a further study.
6 Appendix.
Regularity Conditions
In this subsection we give the regularity conditions for parametric regression models and partial linear regression models, respectively. In the following, C always stands for a constant that may be different from place to place.
First, we give the regularity conditions for parametric regression models (3.1) that are necessary to obtain the asymptotic properties of the test statistic.
(A2) The parametric regression function m(z, β) is twice continuously differentiable with respect to β in a neighborhood Θ 0 . Let m ′ (z, β) and m ′′ (z, β) be the first derivative and second derivative, respectively. Assume E m ′ (z, β) 2 < ∞ and E m ′′ (z, γ) < ∞ for any γ ∈ Θ 0 .
Next, we present the regularity conditions assumed for partial linear regression models (3.2).
(B1) Let E ′ (Y |T = t) be the derivative of E(Y |T = t) and F (x|t) be the conditional distribution function of X given T = t. Suppose that there exists a open neighborhood Θ 1 of 0 such that for all t and x, The conditions (B1), (B2) and (B3) are common used in deriving the asymptotic properties of the nonparametric estimates. Condition (B4) is necessary to obtain the limiting distribution of the test statistics.
Proofs of Theorems.
Proof of Theorem 1. Recall thatη i =ε 2 i −σ 2 andε i = Y i − m(Z i ,β). Then it follows that
Consequently,
For V 1n (α, t), it is easy to see that
By Theorem 24 of Chapter 2 in Pollard (1984), we obtain that
uniformly in (α, t). To prove this theorem, it suffices to show that
For V 2n (α, t), we have
By Taylor's expansion, we obtain
where β 1 lies betweenβ and β. Then it follows that
Since E m ′ (Z, β) 2 < ∞ and E m ′′ (Z, β) 2 < ∞ for all β, it is easy to see that
Similarly, we obtain that V 22n (α, t) = O p (1/ √ n) uniformly in (α, t).
Next we consider the third term V 3n (α, t) in V n (α, t). Note that
For V 31n (α, t), we have
By a similar argument, we obtain V 32n (α, t) = o p (1) uniformly in (α, t). Altogether we complete the proof.
Proof of Theorem 2. First we give the proof for the test statistic C n . Let
Then it can be decomposed as followinĝ
. Consequently, we obtain that
Then it follows that
By standard empirical process theory, see, e.g. Pollard (1984, Chapter II), we have
uniformly in (α, t). Next we show that the rest terms V jn (α, t) = o p (1) uniformly in (α, t) for 2 ≤ j ≤ 6.
Recall that
, we obtain that
Thus we have V 2n (α, t) = o p (1) uniformly in (α, t). By similar arguments, we can show that
Now we consider the term V 5n (α, t). Note that
Then we obtain that
It will be shown that J 1n and J 2n converge to zero in probability uniformly in (α, t). We only give the detailed arguments for J 1n . The arguments for J 2n are similar. Note that
Define τ i = (X i , T i , ε i ) and
ThenJ 1n is a P-degenerate U -process (see, Nolan and Pollard (1987) ). Here P is the probability measure of (X, T, ε). Consider the class of functions
Then F n is a P-degenerate class of functions with an envelope
It is well known that the class of indictor functions is a VC-class. Then it follows that
where the constants C and w do not depend on n,
and N 2 {u, L 2 (T n ), F n } is the covering number of F n under the semi-metric L 2 (T n ). By Theorem 6 of Nolan and Pollard (1987), we obtain that
where C is a universal constant,
, and
Therefore, we have
It is easy to see that E(T n G 2 n ) = O(n 2 h). Thus we obtain that sup α,t |J 1n | = O p (nh 1/2 ).
To prove J 1n = o p (1) uniformly in (α, t), it remains to show that
where ζ i lies between T i and T i −hu. Similarly, we have (1/hn 3/2 ) in (α, t) . Altogether, we obtain
Hence we complete the proof.
Proof of Theorem 3. Similar to the arguments in Theorem 1, we have
Then under the alternative H 1n , we obtain that
If c n = 1/ √ n, then the first sum in V n (α, t) converges to V ∞ (α, t) and the seconds tends to
tends to infinity. Altogether we complete the proof.
Proof of Theorem 4. The proof of Theorem 4 follows the same line as in the proof of Theorem 3.2 in Zhu, Fujikoshi and Naito (2001) with some extra complications that arise from the indicator functions I(β ⊤ Z ≤ t) involving the projections. Since the class of indicator functions
is also a VC-class, the proof can be very similar to the proof of Theorem 3.2 in Zhu, Fujikoshi and Naito (2001). Thus we omit it here. 
