Introduction
The Hamiltonian of the spin-3/2 Ising model with bilinear (J) and biquadratic (K) interactions and a single-spin anisotropy parameter (D), also known as the spin-3/2 BlumeEmery-Griffiths (BEG) model, is
where the spin variables S i located at site i on a discrete lattice can take the values ±3/2, ±1/2 and the first two summations run over all nearest-neighboring pairs.
In recent years, much attention has been directed to the spin-3/2 Ising systems [1] which was initially introduced to give a qualitative description of phase transition observed in the compound DyVO4 and also to study tricritical properties in ternary mixtures [2] .
There has been a number of theoretical studies to obtain the phase diagrams and critical and multicritical behavior of the model. All these studies were done by different methods, such as mean field approximation (MFA) [1] [2] [3] [4] , renormalization group (RG) methods [5, 6] , the effective-field theory (EFT) [7] [8] [9] , cluster variation method (CVM) [10] [11] [12] and Monte Carlo (MC) simulation [3, 13] . Most of these studies have considered some portion of the phase diagram of the model. Within the MFA and MC calculations [3] , only the phase diagrams of the isotropic spin-3/2 BEG model and the spin-3/2 BC model which includes only J and K interactions were obtained. These models were also studied by using the EFT [8] and CVM [10] . Recently, the phase diagrams of the spin-3/2 BEG model in the (D/J, kT/J) plane for several values of K/J and in the (K/J, kT/J) plane for several values of D/J have been presented [6, 11, 12] . In spite of these studies, further studies using alternative methods are desirable to obtain the new phase diagrams and the critical behavior of the model. However, as far as we know, there is no extensive analysis within the framework of the finite-size scaling theory to determine the static critical exponents of the spin-3/2 BEG model in three dimensions.
In this paper, the critical behavior of the three-dimensional spin-3/2 BEG model has been studied by using an improved algorithm from the Creutz Cellular Automaton (CCA). Our interest is focused to obtain the phase diagrams in the (D/J, kT/J) and (K/J, kT/J) planes and estimate the static critical exponents on three dimensional lattice within the framework of finite-size scaling theory. The CCA algorithm is a microcanonical algorithm interpolating between the canonical Monte Carlo and molecular dynamics techniques on a cellular automaton, and it was first introduced by Creutz [14] . In the previous papers [14] [15] [16] [17] [18] [19] [20] [21] , the CCA algorithm and improved algorithms from CCA were used to study the critical behavior of the different Ising model Hamiltonians in two and three dimensions. It was shown that they have successfully produced the critical behavior of the models. The remainder of this paper is organized as follows: The details of the model are explained in Section 2, the results are discussed in Section 3 and a conclusion is given in Section 4.
Model
Three variables are associated with each site of the lattice. The value of each sites is determined from its value and those of its nearest-neighbors at the previous time step. The updating rule, which defines a cellular automaton, is as follows: Of the three variables on each site, the first one is Ising spin S i . The Ising spin energy for the model is given by Eq. (1.1). The second variable is for momentum variable conjugate to the spin (the demon). The kinetic energy associated with the demon is H k = nJ, where n is an integer, which can take a value within the interval (0, m). The total energy
is conserved.
The third variable provides a checkerboard style updating, and so it allows the simulation of the Ising model on a cellular automaton. The black sites of the checkerboard are updated and then their color is changed into white; white sites are changed into black without being updated. The updating rules for the spin and the momentum variables are as follows: For a site to be updated its spin is changed into one of the other three states with equal probability and the change in the Ising energy, dH I , is calculated. If this energy is transferable to or from the momentum variable associated with this site, such that the total energy H is conserved, then this change is done and the momentum is appropriately changed. Otherwise the spin and the momentum are not changed.
For a given total energy the system temperature is obtained from the average value of kinetic energy, which is given by:
where E = H K . The expectation value in Eq. (2.2) is a average over the lattice and the number of the time steps. Because of the third variable, the algorithm requires two time steps to give every spin of the lattice a chance to change. Thus, in comparison to ordinary Monte Carlo simulations, two steps correspond to one full sweep over the system variables. The cooling algorithm is divided into two basic parts, initialization procedure and the taking of measurements. In the initialization procedure, firstly, all spins in the lattice sites take the ferromagnetic ordered structure and staggered quadrupole ordered structure according to selected (J,K,D) parameter set and the kinetic energy per site which is equal to the maximum change in the Ising spin energy for the any spin flip is given to the lattice sites via the second variables. This configuration is run during 10.000 cellular automaton time steps. At the end of the this step, the configuration in the disordered structure at the high temperature is obtained. In the next steps, the last configuration in the disordered structure has been chosen as a starting configuration for the cooling run. Rather than resetting the starting configuration at each energy, it is used the final configuration at a given energy as the starting point for the next. During the cooling cycle, energy is subtracted from the system through the second variables (H k ) after 1.000.000 cellular automaton steps.
Results and discussion

Phase diagrams
The simulations are carried on L× L× L simple cubic lattice with L = 12, 14, 16, 18, 24 and 30. The periodic boundary conditions are applied in all directions. The computed values of the quantities are averages over the lattice and over the number of time steps (1.000.000) with discard of the first 100.000 time steps during which the cellular automaton develops.
The physical quantities computed in our simulations are the sublattice order parameters (M α and Q α , α = A or B) and the order parameter Q d :
and the susceptibilities associated to the M α and Q d
where N is the total number of sites of the lattice. For J > 0, the possible phases of the model are defined according to the values of the two sublattice order parameters:
ferrimagnetic phase ( f r):
In this study, four phase diagrams are obtained for selected K/J and D/J values. To produce the phase diagrams, the finite critical temperatures are estimated from the maxima of the fluctuations of the order parameters on the lattice with L = 16. In Fig. 1 , the phase diagram obtained for D/J = 0 in the (K/J, kT/J) plane is given. In this figure, the CVM [10] and MC [3] results are shown to compare with our results. It is seen that the phase diagram contains d and f phases and also f r phase which occurs at low temperature inside the f region. All the boundaries among these phases are all second-order lines. However, there is only a transition from the d phase to the f phase at the d-f phase boundary. At low temperature, f → f r and f → f r → f transitions occur at the f -f r phase boundary. This line also exhibits re-entrant behavior as the MFA [3] , CVM [10, 12] predictions, but differs from the MC [3] and EFT [8] results which predicted no re-entrant behavior.
In Fig. 2 , the temperature dependence of the order parameters and susceptibilities are shown for K/J = −0.4 where the d → f → f r phase transition occurs. As it is seen in the Fig. 2 , the sublattice order parameters are equal at high temperature and d → f transition occurs as the temperature decreases. The f → f r transition occurs at low temperature and the sublattice order parameters become unequal as the temperature is lowered and tend to be M A =0. inset Fig. 2 (a) exhibits a continuous behavior which characterizes the f → f r transition. The data of the sublattice susceptibilities show the two peaks which belong the d → f and f → f r transitions. However, the susceptibility χ d has a peak for f → f r transition and no singularity belongs to the d → f as expected (Fig. 2(b) ). On the other hand, the re-entrant behavior occurs in a small range of K/J. An example of the d → f → f r → f transitions is shown for K/J = −1.06 in Fig. 3 . The sublattice order parameters undergo three successive transitions and these transitions are second order ( Fig. 3(a) ). At the same time, the sublattice susceptibilities show three peaks at T 1, T 2 and T 3 for d → f and f → f r and f r → f , respectively ( Fig. 3(b) ). However, it is obtained that the Q d order parameter is not useful to detect a transition in the re-entrant region. Fig. 5 . As seen in figure, the f r phase lies in the region −9 < D/J < 0 within the ferromagnetic phases at low temperatures. However, the phase diagram exhibits one multicritical point (A). Similar phase diagram was also obtained by the CVM [12] for K/J = −1 but differs from in that the reentrant behavior was found in this work.
Before concluding this section, we present the phase diagram obtained for D/J = −3 (Fig. 6) . As far as we know, this phase diagram has gone unnoticed in the other (Fig. 7(b) ). Therefore, in this diagram, the d-a phase boundary was produced from the maxima of the susceptibility χ d .
FSS analysis
The static critical exponents are estimated by using the finite-size scaling (FSS) analysis for selected D/J and K/J values. In the following, a detailed of these analysis is given:
The critical temperature values for the finite-size scaling analysis are estimated from the temperature variation of the Binder fourth-order cumulant [22, 23] of the order pa-
The critical exponents ν can be obtained by using the finite-size scaling relation for the Binder cumulant, which is defined by [23] : L curves for different lattice sizes for the related transitions. In Fig. 8(a) , the temperature variations of the g According to finite-size scaling theory, the infinite lattice critical temperature is given by
Infinite lattice critical temperatures estimated from the extrapolation of susceptibilities peak temperatures to 1/L 1/ν → 0 and from intersection of the Binder cumulant curves at finite lattices are given in Table 1 . Moreover, the values of the static critical exponents β and γ are estimated using the FSS relations of the order parameters M α and Q d and susceptibilities χ α and χ d . The FSS relations for M and χ are given by For large x = εL 1/ν , the infinite lattice critical behaviors must be asymptotically reproduced, that is,
The finite-size scaling plots of the data for Q d and χ d according to the Eqs. (3.8) and (3.9) are shown in Fig. 9 for D/J = −3 and K/J = −1 parameter set. For β = 0.31 and ν =0.64 theoretical values, the data lie on a single curve for temperatures both below and above T c (∞) and are in agreement with the universal value of β=0.31 for T<T c (∞). Also, the straight line passing through the data for T > T c (∞) behaves according to Eq. (3.10) with β ′ = 0.55 ( Fig. 9(a) ). Similarly, the scaling of χ d data agrees with asymptotic form with the critical exponents γ = γ ′ = 1.25 and ν = 0.64 for both T < T c (∞) and T > T c (∞) at selected parameters ( Fig. 9(b) ). (Fig. 10(a) ). On the other hand, the susceptibility (χ α ) data agree with the asymptotic form for the exponents γ = γ ′ = 1.25 and ν = 0.64 for above and below T c (∞). Table 2 . It is seen that the values of β and γ obtained from β/ν and γ/ν using ν = 0.64 are in agreement with ones obtained from the scaling.
Conclusion
In this paper, the spin-3/2 Ising model is simulated using the cooling algorithm of the cellular automaton on simple cubic lattice. The phase diagrams of the model are constructed in the (K/ [3] and CVM [10] at the d-f and f -f r phase boundaries, but differs from MC and EFT [8] works in that the reentrant behavior does not occur at the f -f r phase boundary. The re-entrant behavior was also obtained within the MFA [3] , CVM [12] predictions for D/J =0. The phase diagrams are also constructed in the (D/J, kT/J) plane for K/J = −0.5 and K/J = −1. Although the similar topologies are obtained for these parameters, the phase diagram for K/J =−1 has a multicritical point. On the other hand, multicritical points are also seen in the (K/J, kT/J) plane for D/J = −3. In addition, the temperature variations of the order parameters and associated susceptibilities are also studied. It is obtained that only the studying of the sublattice order parameters and susceptibilities do not suffice to consider the d → a transition whereas sublattice quantities can be considered for d→ f and f → f r transitions. Therefore, the Q d and χ d quantities are also studied for all selected model parameters. In the second part of the study, the static critical exponents β and γ are estimated within the finite size scaling analysis. 
