Abstract-Memristor has great application prospects in various high-performance electronic systems, such as memory, artificial intelligence, and neural networks, due to its fast speed, nano-scale dimensions, and low-power consumption. However, traditional nonanalytic models and lately reported analytic models for memristor have the problems of nonconvergence and slow convergence, respectively. These problems lay great obstacles in the analysis, simulation and design of memristor. To address these problems, a modeling methodology for analytic approximate solution of the state variable in memristor is proposed in this work. This methodology solves the governing equation of memristor by adopting the Homotopy Analysis Method (HAM) for the first time, and the convergence performance of the methodology is enhanced by an optimized convergence-control parameter ℏ in the HAM. The simulation results, compared with the reported analytic models, demonstrate that the HAM-based modeling methodology achieves faster convergence while guaranteeing sufficient accuracy. Based on the methodology, it can be simultaneously revealed that highly nonlinearity and large are the potential sources of slow convergence in analytic models, which is beneficial for the analysis and design guidance. In addition, a Spice subcircuit is constructed based on the obtained HAM model, and then it is integrated into an oscillator to verify its applicability. Due to the generality of HAM, this methodology may be easily extended to other memory devices.
I. INTRODUCTION EMRISTOR (also known as Resistive Random Access
Memory) can be used in memory [1] - [4] , neurobiology [5] - [7] , artificial intelligence [8] - [10] , and neural networks [11] , [12] , etc., with great application prospects, due to its advantages such as fast speed [13] , nanometers scale [14] , and low-power consumption [15] , [16] . Memristor is characterized by nonvolatile memory effect, whose resistance is related to the history of excitation signal and internal state variable. Since the successful development of the Hewlett-Packard (HP) prototype device in 2008 [17] , memristor has gained a great deal of research interests [18] .
A well established model is extremely crucial for the analysis and simulation of memristor, and it is also a precondition for memristor-based integrated circuit (IC) designing. However, previously works on memristor modeling methodology mainly focus on nonanalytic models (e.g., the microscopic physical models [19] , [20] ), which may result in nonconvergence [21] . Some other methodologies adopt numerical integration method (e.g., the Finite Elements method and the Runge-Kutta method), which may cause truncation and rounding errors while approximating the solution of the state variable [22] . As a result, once the models based on these methodologies are embedded in electronic systems, nonconvergence may occur, particularly in large-scale circuits [23] .
To address the above nonconvergence problems, following modeling methodologies are adopted: 1) Compact modeling methodology [24] - [26] . It exploits the basic circuit elements in Spice subcircuit to simulate the dynamic evolutions of the state variables of governing equations (also called the nonlinear differential equations of the state variable) in memristors. The models based on this methodology offer fast convergence but have limited scalability and weak physical significance; 2) Phenomenological modeling methodology [27] , [28] . This methodology, which successfully solves the nonconvergence problem, is strictly analytic because the fitting strategy, instead of the numerical integration method, is adopted to simulate the state variable. Unfortunately, its scalability is not enough, due to the fact that the models based on this methodology are only customized for nanodevices with specific physical structures and mechanisms; 3) Homotopy Perturbation Methodology (HPM) [29] . It is an effective methodology for approximating the analytic solution with the homotopy-series, and it was firstly proposed by He [30] in 2000. In 2017, HPM was adopted by Hernández-Mejía et al. [29] to solve the governing equation of the HP memristor. They have established a semi-symbolic approximate analytic methodology with the practical physical parameters, which effectively overcomes the nonconvergence caused by the nonanalytic models. However, because this methodology is not optimized for the homotopy-series solution, the convergence speed of solution is slow and uncontrollable. In worst case, nonconvergence still happens. (These limitations will be analyzed in Section Ⅳ in detail.) As a result, the high approximation order, which results in complicated expression, is needed to meet the specific accuracy requirements because of the slow convergence.
Inspired by the HPM methodology [29] , we propose a novel memristor modeling methodology in this work to overcome the above limitations while maintaining the analyticity and having high scalability. Homotopy Analysis Method (HAM) [31] - [33] , which has been widely used in mathematics community, is employed for the first time in the modeling of memristor to solve the governing equation The structure of this paper is organized as follows: Section Ⅱ reviews the related works on HP memristor and HAM. Section Ⅲ proposes an analytic HAM-based modeling methodology. Section Ⅳ verifies the obtained models and compares them with the exact solution based and HPM based models. Section Ⅴ builds a HAM-based memristor Spice subcircuit and then its applicability is verified by an oscillator. Section Ⅵ, followed by the conclusion in Section VII, is devoted to comparing the methodology with others in various aspects, including thorough discussions of its characteristics.
II. FUNDAMENTALS OF MEMRISTOR AND HAM

A. HP Memristor
Because of its milestone significance, the HP memristor [17] was employed in this work as an example model to illustrate the proposed modeling methodology. Fig. 1 shows the structure of the HP memristor [17] . It is a Pt/TiO2/Pt sandwich structure, which contains two parts: one is the platinum (Pt) electrodes at both terminals, and the other is the thin titanium dioxide film (TiO 2 switching layer) with doped oxygen ions sandwiched between the two Pt electrodes. The oxygen ions drift nonlinearly in the switching layer under a strong internal electric field introduced by an external excitation signal (voltage or current), changing ratio (state variable) between the doped layer w and the total thickness . As a result, the memristance-modulation in real time is realized. In other words, the memristance is changed depending on the amplitude, polarity, and duration of the excitation signal.
The governing equation, port equation, and memristance of the HP memristor model can be expressed respectively by [17] 
(1)
where normalized state variable ( ) = ( )/ ∈ [0,1] [which is the core of the memristor that determines the other physical parameters, such as output voltage (2) and memristance (3)], input current ( ) = sin( ). A window function [ ( )] is introduced in (1) , allowing the HP model to ensure ∈ [0,1] and to overcome the boundary effect [34] . Even the commonly used Joglekar window functions (J-windows) [35] were chosen in this work, the relevant analyses and conclusions could also be applied to other important windows, such as Biolek [34] , Prodromakis [36] , and VTEAM windows [37] .
Note the governing equation (1) is a nonlinear differential equation that controls the evolution of the state variable, which is suitable to be solved by HAM because HAM is commonly used to solve various nonlinear differential equations [33] . Modeling a memristor is essentially a procedure of obtaining the state variable by governing equation. All the parameters of the HP memristor and the excitation are summarized in Table I . 
B. Homotopy Analysis Method
In HAM, the nonlinear differential equation, like (1), has a general expression
where N is a nonlinear operator, ( ) is an unknown function need to be solved, and is a time variable.
To analytically solve (4), the following homotopy zero-order deformation equation [38] is constructed:
where ( ; ), used to approximate the unknown ( ), is an unknown function of an embedded parameter ∈ [0,1], ℏ ≠ 0 is an introduced convergence-control parameter, ( ) ≠ 0 is an auxiliary function, L is a linear operator, and 0 ( ) is an initial guess of ( ). From (5), we can see ( ; ) and ( ) are linked by homotopy which is a mathematical theory that facilitates solving a nonlinear equation by converting it into several linear equations [38] .
When substitute = 0 and = 1 into (5), the following equations hold:
( ; 1) = ( ).
For this reason, ( ; ) transforms from the initial guess 0 ( ) to ( ) as increases from 0 to 1, which is a typical characteristic of the homotopy [32] .
Assuming that ( ; ) is a continuous smooth function with respect to , then it is can be expanded into a Maclaurin-series in terms of
where is the number of iterations, ( ) is the mth-order homotopy coefficient and D is the mth-order homotopy derivative operator, which can be expressed as
When = 1
which is one of the solutions of the nonlinear differential equation (4) . To solve (11), differentiating (5) times in term of and letting = 0, then dividing both sides of the them by !, the high-order deformation equation is obtained
where
and ⃗ is a vector defined as
Combining (7), (11) , and (12), the analytic homotopy-series solution of ( ) can be deduced as
where is the approximation order and ( , ℏ) can be solved from (12) .
It should be noted that the convergence-control parameters ℏ drastically affects the convergence of (15) . As a result, solving the optimal ℏ is a crucial step in HAM to obtain a complete expression of (15) with the fastest convergence. The optimal ℏ can be solved by minimizing (ℏ)
where is the discrete squared residual error [39] of the nonlinear differential equation (4), namely
In (17), is the number of discrete points with = ∆ , and
where Γ is the effective range of for (4) under consideration. Theoretically, the more quickly ℏ approaches its optimal value (which corresponds to the minimum ), the faster ( , ℏ) converges to the exact solution of (4).
Finally, by substituting the optimized ℏ (16) into (15), and then solving the linear deformation equations, we obtain the th-order analytic approximate solution (homotopy-series solution)
According to (19) , we could have an exact solution if → ∞.
III. METHODOLOGY DESCRIPTION
In this section, a modeling methodology for the state variable of memristor is presented based on the HAM introduced in Section II. The detail of the methodology is summarized in Algorithm 1, where the symbols and operators used in this methodology are summarized in Table II . Then, we apply the Algorithm 1 to the physical model of HP memristor for solving the analytic approximate solution of the state variable ( ). Base on the solved ( ), we obtain the approximate analytic HP model.
Depending on the Algorithm 1 and the characteristics of the governing equation (1) of the original HP memristor model, we firstly define ( ) = ( ) and then give the corresponding nonlinear operator
The associated linear operator can be chosen as
with the property
where is a constant. For the sake of simplicity, we define the auxiliary function ( ) = 1. Note that the determination of the linear operator mainly depends on the characteristics of the governing equation, and the auxiliary function is selected based on the rule of solution expression and regularity of solutions [38] . After performing inverse linear operator L −1
[based on (21)] on both sides of (12) and letting ( ) = ( ), following equation is reached:
Combining (9), (20), and (23), and rearranging the related equations, the solution of the th-order deformation equation can be expressed as
where can be derived from 0 and (22). Finally, after solving ℏ with (16) and substituting (24) into (19), the th-order analytic approximate solution (also called the homotopy-series solution) of the state variable ( ) can be deduced as
For simplicity, this solution is named as HAM . These systematic descriptions of the proposed methodology are preconditions for a clear understanding of verifications and potential sources of slow convergence problems, which are presented in the next section.
IV. METHODOLOGY VERIFICATION
For completeness, the HAM-based methodology was verified by comparing simulations of the obtained models and relevant HPM models [29] with exact and numerical solutions based models in three cases: 1) When the model has an exact solution (weakly nonlinearity); 2) Highly nonlinearity; and 3) Large ξ. Note all numerical simulations were performed by using the fourth-order Runge-Kutta method, while analytic simulations were implemented by using Mathematica. Then the potential sources of the slow convergence in analytic model ( ) by solving the governing equation, and introducing the convergence-control parameter ℏ to control the convergence of the solved ( ), then the analytical solutions of the outputs based on ( ) are obtained.
1.
Determine the approximation order ; 2.
Construct the zero-order deformation equation (5) and the mth-order deformation equation (12) of ( ) based on the governing equation (1); 3.
Choose the auxiliary function ( ), the linear operator L, and the initial approximate solution 0 in (5); 4. for = 1, do 5.
Solve th-order deformation equation; 6.
= + 1; 7.
if > ，then 8.
Stop the iteration, let ( , ℏ) = ( , ℏ); 9.
end if 10. end for 11. were revealed according to these comparisons. Two special emphases before the verifications are listed as follows:
1) It was assumed that the excitation in each verification is a current signal sin( ). Nevertheless, similar verifications could also be applied if a voltage signal is used [34] , [37] .
2)
= 3 and = 6 were chosen for all case studies. Adopting the approximate analytic HP model in Section Ⅲ, we verified the HAM-based modeling methodology in the following three cases determined by different J-windows [35] :
A. Exact solution (weakly nonlinearity)
The HP model has an exact solution of the state variable ( ) when using the J-window with =1 ( is a control parameter for nonlinearity and a positive integer. When =1, that means the governing equation is weakly nonlinear) [35] . The exact solution was chosen as a reference for comparisons in this section. The associated governing equation take the form
with an exact solution 
Note combines the physical parameters of the device and the input, its effect on convergence is analyzed in Section Ⅳ-C.
Implementing the Algorithm 1 in Section Ⅲ and related arrangements, following third-order homotopy-series solution HAM3 is obtained for comparison of the exact solution (27): 
It can be seen from (29) that the analytic approximate solution is controlled by ℏ. The optimal ℏ = −0.64172 for the fastest convergence of (29) is derived from (16) and listed in Table III . After substituting it into (29), complete 3 ( ) is obtained. Note we only list 3 ( , ℏ) in this paper due to the limited space, while other approximate order based solutions have the similar expressions.
To prove the validity and fast convergence of the model produced by the HAM-based methodology, we performed the (17) and (18), the effective interval of Γ is [0,1000], = 2000. b The optimal convergence-control parameter ℏ is obtained from (16) . Table   III . All the other simulation parameters of the memristor and excitation are given in Table I . , where * is the exact solution (27) and is the analytic approximate solution (25). = 2000. b ( ) is obtained from (29) , assuming is a unknown variable when = 1.
1) Verifying validity by fingerprints of memristor
As seen in Fig. 2 , the I-V and M ( ) curves, both based on the solved state variable 3 ( ) [from (3) and (6)], exhibit the characteristic of compressed hysteresis loops. The area of these loops continue to decrease monotonously with increasing frequency. These curves become straight lines as the frequency tends to infinity. This means the memristor converts to a linear resistor so its nonlinear characteristics disappear. The above results indicate that the HAM-based model conforms to the classical fingerprints of the memristor [40] .
2) Comparisons with HPM model and exact solution based model
We can draw a conclusion from Figs. 3(a)-3(c) that the HAM-based model has faster convergence (which is identical to higher approximation accuracy under same [33] ) and slower convergence errors than the HPM-based model by comparing with the exact solution (27) based model. To quantify the convergence error, defined by the difference between an analytic approximate solution and an exact or numerical solution, we performed the convergence error analyses by Maximum Relative Error (MaxRE), Mean Relative Error (MRE), and Root Mean Square Error (RMSE), respectively. Table IV shows that all the convergence errors of the HAM-based models are smaller than that of the HPM-based models, which is also an evidence of the conclusion in another aspect.
3) Quantitative analysis of convergence To further investigate the difference of the convergence performance between the HAM-based model and the HPM-based model, we performed the quantitative analysis of the convergence, where the following intuitive and simple parameter, ratio [41] , was used
where smaller corresponds to faster convergence.
Convergence analysis in Fig. 4 also demonstrates that the HAM-based model based on our methodology has faster convergence than the HPM-based model, because approaching to 0 monotonously as the approximation order increases. In contrast, the ratios of the HPM model at = 3 and = 6 are much larger than 1 (indicating slow convergence), and the ratios oscillate unexpectedly, which has an adverse impact on convergence [41] .
B. Highly nonlinearity
Clearly, for the case of highly nonlinearity using J-window with = 2 [35] and the associated governing equation
only a numerical solution of the state variable ( ), but not an exact solution, can be reached. Note the highly nonlinearity here refers to the high-order nonlinear term in the governing equation of memristor, for example, the exponential term 4 at the right side of (33) .
To investigate the convergence of the different types of analytic models (based on HAM and HPM), we performed the following verifications: Fig. 5(a) shows the comparisons of the HAM-based and HPM-based models with the numerical solution based model, demonstrating that the HAM-based model offers faster conver- [29] . is derived from (33) . The J-window [35] with = 1 is adopted. For simplicity, the interval of integration is limited to [0, 2000] that is identical to Table III . ℏ of HAM3 is taken from Table III as an example, and the similar analyses can be done with different approximation orders. The simulation parameters of memristor and excitation are given in Table I . Note the ratios of HPM at = 1 and = 6 are 3.10745 and 47.5513, respectively.
1) Comparisons with HPM model and numerical solution based model
gence. Specifically, the HAM-based solutions of state variable ( ) are in line with the numerical solutions (even the worst region in the inset). Nevertheless, it should be noted that all the HPM solutions, regardless of HPM3 or HPM6, exceed the physical boundaries ( = 1) in some regions. This violates the definition of memristor and may results in nonconvergence. In addition, increasing from 3 to 6 surprisingly increases convergence errors, which does not follow the general rule of the HPM-based model [30] . These observations are also confirmed by the convergence error analyses in Table V .
2) Effects of convergence errors on other parameters
The state variable ( ) is the core of the memristor that controls the other physical parameters, such as memristance (2) and voltage (3) . Therefore, the convergence errors of the state variable ( ) caused by the highly nonlinearity may transmit to these parameters. As shown in Figs. 5(b) and 5(c), both M ( ) and ( ) calculated by the HPM-based model also exceed the practical physical boundaries.
In summary, the conclusions from the above observations can be reached:
1) The highly nonlinearity is a potential source of the deterioration of convergence.
2) The HAM-based methodology is more valid (showing faster convergence) for memristor modeling in the case of highly nonlinearity than the HPM-based ones. The effect of the highly nonlinearity on convergence will be further explained in Section Ⅵ-C.
C. Large
As can be seen from (28), represents the parameters of both the device and the input, so variations of directly affect the nonlinear term in the governing equation (34) and, thus, the convergence. Fig. 3(d) and Fig. 5(d) show -analyses, demonstrating the HAM-based and the HPM-based models are both in well accordance with the exact and numerical solutions -curve when = 1. The J-window [35] with = 2 is adopted. ℏ is given in Table III . All the other simulation configurations and parameters are the same as those in Fig. 3 . Note that all the HPM solutions exceed the physical boundary (red rectangles indicate invalid area). based models when < 1 . However, when > 1 , unlike HAM-based ones, the HPM-based models start deviating from the exact and numerical solutions based models. Moreover, the deviations become larger as increases, even exceeding the valid state boundary ( = 1) in the case of highly nonlinearity as displayed in Fig. 5(d) , which means nonconvergence. These limitations are resulted by the fact that the HPM-based model is more valid for the weakly nonlinear equations with small perturbations, but the large here is essentially a large perturbation [32] , [33] . Following special emphases, based on the above analyses, can be reached: 1) Large has a negative effect on the convergence.
2) The HAM-based methodology is more valid (showing faster convergence) for memristor modeling in the case of large than the HPM-based ones. The effect of the larger on the convergence will be further explained in Section Ⅵ-C.
V. SPICE SUBCIRCUIT AND APPLICATION
A Spice subcircuit is built in this section for integrating the obtained HAM-based model into EDA tools. Then we applied this subcircuit to a Relaxation Oscillator, and compared Spectre simulation with theoretical calculation to verify the applicability of the established subcircuit. Finally, we verified its scalability on different simulation platforms.
A. Spice subcircuit
The HAM-based Spice subcircuit is shown in Fig. 6 , which is composed of a voltage controlled voltage source, a DC current source and AC current sources.
is the input current and is the voltage across the memristor. OFF is connected in series with the voltage-controlled current source [its port voltage is ( OFF − ON )] to denote the memristance, which is in line with (3). The state variable is represented by node voltage ( ) equal to . is an auxiliary resistor. The current consists of a DC current source I dc and AC current sources cos( ), which correspond to the DC term (including the initial solution 0 ) and the first-order fundamental to th-order harmonic terms in (29) , respectively.
represents the magnitude of th-order harmonic term. Note that, our subcircuit, differs from traditional ones [24] - [26] , did not adopt the method using the excitation current to charge and discharge an auxiliary capacitor for simulating the evolution of state variable. This method is a kind of numerical integration essentially, which may cause truncation and rounding errors [22] .
B. Application
A test circuit-Relaxation Oscillator [42] was adopted for the verification of the applicability of the proposed subcircuit.
The memristor-based Relaxation Oscillator is shown in Fig.  7 , where the RC circuit in traditional oscillator is replaced by the memristor which simulates the charge and discharge effects of the relaxation capacitor.
decreases or increases when begins rising to or falling to . Two comparators are used to guarantee the memristance varies between two val- is a square waveform with a frequency of 226 Hz which coincides well with the theoretical calculation of (35) , indicating the well applicability and the accuracy of the HAM-based memristor subcircuit.
C. Verification with different simulation platforms
In order to address the HAM-based model is suitable for various simulation platforms, we made comparisons among Mathematica (based on the analytic approximate solution), Hspice (based on the Spice subcircuit in Fig. 6 ), and Cadence Spectre simulations (based on a Verilog-A module). These simulation results displayed in Fig. 9 demonstrate the excellent consistency with each other.
VI. DISCUSSION
To overcome the problems of nonconvergence in traditional nonanalytic models and slow convergence in current analytic models, a novel analytic memristor modeling methodology based on the HAM is proposed in this work. The summary of this methodology is shown in Table VI with detailed explanations as follows:
A. Comparisons with nonanalytic modeling methodologies 1) Convergence
The evolving state variable ( ) is described in the form of analytic approximate solution (19) , avoiding the truncation and rounding errors caused by the numerical integration methods, commonly used in nonanalytic modeling methodologies [22] . That is the reason why the state variable ( ) is convergent in our HAM-based methodology.
2) Analyticity
Owing to the complex physical properties of memristor, it is theoretically impossible to obtain a fully analytic solution. Different from traditional nonanalytic ones, the solution of the state variable ( ) in HAM-based methodology is approximate analytic because it is represented by the homotopy-series (25) [31]- [33] . Due to this analyticity, the model produced by the methodology has the advantages of closed-form expression like (29) 
B. Comparisons with analytic modeling methodologies 1) Convergence
The convergence-control parameter ℏ greatly affects the convergence of solution [39] . Thus, by solving the minimum value of ℏ , the optimization of ℏ (16) helps the analytic approximate solution quickly converge to the exact solution [see Fig. 3(a), Fig. 4 , and Fig. 5(a) ]. As a result, the approximation order needed to meet the specific convergence requirements is reduced.
2) Approximation accuracy
In general, fast convergence corresponds to high accuracy in device models [21] . Therefore, the model produced by the HAM-based methodology has sufficient approximation accuracy even in the case of low approximation order = 3 (lower Simmons tunnel barrier width means lower accuracy), which is verified by the convergence error analyses (see Table IV and Table V) 
C. Highly nonlinearity and large
The highly nonlinearity in governing equation and large in solution expression may be due to the complex physical mechanisms of memristors. For example, the motions of cations and anions are simultaneously affected by different factors, such as internal electric field, Joule heat, chemical energy, and activation energy. In these cases, the HPM-based analytic model has slower convergence and larger approximation errors than the case of weakly nonlinearity (Section Ⅳ-A), even nonconvergence happens (see Fig. 5(d) and Table V) . Although we only verified the HPM-based analytic models, the similar analysis can be also applied to other analytic models because these cases are common phenomena in memristors. Therefore, the highly nonlinearity and large can be revealed as the potential sources of the slow convergence in analytic memristor models.
In contrast, by employing the convergence-control parameter ℏ, which guarantees the convergence of the approximation, the model produced by the HAM-based methodology has faster convergence and smaller approximation errors than the HPM-based model in these cases (see Fig. 5(d) and Table V) . These observations further indicate that the HAM-based methodology is more suitable for memristor modeling in the case of highly nonlinearity and large ξ than the HPM-based methodology.
D. Scalability
Although the physical mechanisms differ significantly in various memory devices, most of them can be represented by the governing equations (for example, (1) of the HP memristor) that are essentially nonlinear differential equations [21] . The differences of these equations are the definitions of state variables, the range of physical parameters, and the nonlinear terms, as shown in Table VII . In theory, the HAM-based modeling methodology could be applied to various memory devices, because HAM is a general mathematical method for solving nonlinear differential equations [31] - [33] . In addition, the model obtained from this methodology is scalable for various simulation platforms, as can be seen in Fig. 9 .
VII. CONCLUSION
In summary, we have presented a novel analytic modeling methodology for memristor. To the best of the authors' knowledge, this is the first report that HAM is applied to memristor modeling. The HAM-based methodology is characterized by the fast convergence under the premise of sufficient accuracy and has the advantages of high scalability. Based on this methodology, we have revealed that highly nonlinearity and large are the potential sources of the slow convergence in analytic memristor models.
