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Abstract
The two dimensional incompressible Navier-Stokes equation on Dδ := [0, 2piδ] × [0, 2pi] with δ ≈ 1,
periodic boundary conditions, and viscosity 0 < ν  1 is considered. Bars and dipoles, two explicitly
given quasi-stationary states of the system, evolve on the time scale O(e−νt) and have been shown to
play a key role in its long-time evolution. Of particular interest is the role that δ plays in selecting which
of these two states is observed. Recent numerical studies suggest that, after a transient period of rapid
decay of the high Fourier modes, the bar state will be selected if δ 6= 1, while the dipole will be selected
if δ = 1. Our results support this claim and seek to mathematically formalize it. We consider the
system in Fourier space, project it onto a center manifold consisting of the lowest eight Fourier modes,
and use this as a model to study the selection of bars and dipoles. It is shown for this ODE model
that the value of δ controls the behavior of the asymptotic ratio of the low modes, thus determining the
likelihood of observing a bar state or dipole after an initial transient period. Moreover, in our model,
for all δ ≈ 1, there is an initial time period in which the high modes decay at the rapid rate O(e−t/ν),
while the low modes evolve at the slower O(e−νt) rate. The results for the ODE model are proven using
energy estimates and invariant manifolds and further supported by formal asymptotic expansions and
numerics.
1 Introduction
In this paper we consider the 2D incompressible Navier-Stokes equation
∂tu = ν∆u− (u · ∇)u−∇p
∇ · u = 0
(1.1)
on the possibly asymmetric torus (x, y) ∈ Dδ := [0, 2piδ]× [0, 2pi] with δ ≈ 1, periodic boundary conditions,
and viscosity 0 < ν  1. Defining ω = (0, 0, 1) · (∇× u), one obtains the 2D vorticity equation
∂tω = ν∆ω − u · ∇ω, u =
(
∂y(−∆−1)
−∂x(−∆−1)
)
ω. (1.2)
The relation between u and ω is known as the Biot-Savart law. The periodic boundary conditions force∫
Dδ
ω = 0, and hence ∆−1ω is well-defined.
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Because the viscosity is small, it is reasonable to expect that stationary solutions of the Euler equation
((1.1) or (1.2) with ν = 0) would play a role in the long-time evolution of the Navier-Stokes equation.
However, the Euler equation has infinitely many stationary solutions, so it is not obvious which such
solutions are important. In [16], entropy arguments and extensive numerical studies were conducted in
the case δ = 1 and suggested that the so-called bar states and dipoles should be the two most important
stationary solutions of the Euler equations. Although both states were observed after initial transient
periods in the evolution of the Navier-Stokes equation, interestingly the dipole seemed to emerge for a
large class of initial data, whereas the bar state only emerged for a special class of initial data. A later
study [3] numerically analyzed (1.1) on Dδ with the addition of a certain type of stochastic forcing. There,
after an initial transient period, a metastable switching between the bars and dipoles was seen, with the
dipole being dominant for δ = 1 and the bar states being dominant for δ 6= 1. Related analytical work
was conducted in [2, 12] where the rate of convergence to a bar state for appropriate initial conditions was
shown to be O(e−
√
νt), while the bar state itself decayed at the O(e−νt) background rate. In this work, we
will analyze the selection of bars and dipoles, based on the parameter δ. At this point, we also refer the
interested reader to [1, 7, 8, 9, 10, 13] for steady state results and results in the asymptotic regime as time
goes to infinity.
If δ = 1, any function of the form
ω(x, y;m) = e−
νm2
δ2
t[a1 cos(mx/δ) + a2 sin(mx/δ)] + e
−νm2t[a3 cos(my) + a4 sin(my)], m ∈ Z. (1.3)
is an exact solution to (1.2). If δ 6= 1, then (1.3) is an exact solution to (1.2) if and only if a1 = a2 = 0
or if a3 = a4 = 0. Bar states, also known as unidirectional or Komogorov flow, are members of this family
for m = 1 given by
ωbar(x, t) = e
− ν
δ2
t sin(x/δ), ωbar(y, t) = e
−νt sin y,
or similarly with sine replaced by cosine. The associated velocity fields are given by
ubar(x, t) = −δe−
ν
δ2
t
(
0
cos(x/δ)
)
, ubar(y, t) = e
−νt
(
cos y
0
)
,
respectively. The dipoles are also members of the family for m = 1 and are given by
ωdipole(x, y, t) = e
− ν
δ2
t sin(x/δ) + e−νt sin y,
with velocity field
udipole(x, y, t) =
(
e−νt cos y
−δe− νδ2 t cos(x/δ)
)
,
or similarly with sine replaced by cosine. The bar states are exact solutions of (1.2) for all δ ≈ 1, while the
dipoles are only exact solutions for δ = 1. In addition to the references mentioned above, the bar states
were also studied analytically in [15]. Although the setting was slightly different, their results suggest that,
when δ = 1 an m-bar state e−νm2t cos(my) (or similarly with sine replaced by cosine or y replaced by x)
is attracting if and only if m = 1. Because the dipoles are only approximate solutions for δ 6= 1, it may be
intuitive that they would not play a key role in the long-time evolution in that case. However, they were
still observed in the metastable switching in the appropriately stochastically forced Navier-Stokes equation
for δ 6= 1 [3].
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Because of the form of the bar states and dipoles, it is useful to study (1.2) in Fourier space, in which
it can be written
˙ˆω~k = −
ν
δ2
|~k|2δωˆ~k − δ
∑
~l
〈~k⊥,~l〉
|~l|2δ
ωˆ~k−~lωˆ~l
= − ν
δ2
|~k|2δωˆ~k −
δ
2
∑
~j+~l=~k
〈~j⊥,~l〉
(
1
|~l|2δ
− 1|~j|2δ
)
ωˆ~jωˆ~l,
(1.4)
where
|~k|2δ = k21 + δ2k22, ~k⊥ = (k2,−k1)
and
ω(x, y) =
∑
~k 6=0
ωˆ~ke
i(k1x/δ+k2y), ωˆ~k =
1
4pi2δ
∫
D
ω(x, y)e−i(k1x/δ+k2y)dxdy.
In terms of these variables, the y-bar states e−νt cos y and e−νt sin y correspond to solutions with energy
only in the ~k = (0,±1) modes, the x-bar states e− νδ2 t cos(x/δ) and e− νδ2 t sin(x/δ) correspond to solutions
with energy only in the ~k = (±1, 0) modes, and the dipoles correspond to solutions with energy in both
the ~k = (0,±1) and ~k = (±1, 0) modes. These four modes are the lowest modes in the system, in that they
correspond to the modes with the lowest values of |~k|δ, with |~k|δ = 1 or δ2. We will refer to any modes
with |~k|δ > max{1, δ2} to be high modes.
When δ = 1, the set {ωˆ~k = 0 if |~k| > 1} is an exact global invariant manifold for (1.4). However,
the dynamics on it are trivial, determined by the linear terms. Therefore, even though both the bars and
dipoles lie within this manifold, if we want to understand how the system selects between them, we must
include at least some of the higher modes. To do so, we conduct a center manifold reduction on (1.4) and
project onto the lowest eight modes, which we denote by
ω1 := ωˆ(1, 0), ω2 := ωˆ(−1, 0), ω3 := ωˆ(0, 1), ω4 := ωˆ(0,−1),
ω5 := ωˆ(1, 1), ω6 := ωˆ(−1, 1), ω7 := ωˆ(1,−1), ω8 := ωˆ(−1,−1). (1.5)
The variables ω1,2,3,4 correspond to the low modes, while ω5,6,7,8 represent the role of all the high modes.
Since the solution ω(x, y) of (1.2) is real valued,
ω1 = ω¯2, ω3 = ω¯4, ω5 = ω¯8, ω7 = ω¯6. (1.6)
Thus, the resulting ODE, which is derived in detail in §2, will be eight dimensional.
The reduction to the eight-dimensional ODE is local. In fact, since the size of the spectral gaps for
the linear operator, ν∆, is O(ν), this reduction will only be valid in a small neighborhood of 0 of size
O(ν). Moreover, one cannot expect to obtain a finite-dimensional model of the full system (1.4) that
describes the global dynamics [17]. However, we will still use this finite-dimensional model to provide
insight into the potential role that δ plays in the selection of bars and dipoles. For other examples in which
finite-dimensional models have been used to study the dynamics of the Navier-Stokes equation, see [5, 14].
The ODE derived in §2 will be analyzed in §3-§5. In §3 we focus on the case δ = 1, which corresponds
to the symmetric torus, and in §4 we focus on the case δ 6= 1. In both cases, to study the relative importance
of the bar states versus the dipoles, we consider the evolution of the ratio R(t) := |ω1(t)|
2
|ω3(t)|2 . (In the case
3
ω3 = 0, one can study the inverse of this quantity.) Note that asymptotic convergence of R(t) → 0 or
∞ would correspond to convergence to a y- or x-bar state, respectively, while convergence to some finite,
nonzero value would correspond to convergence to a dipole. (We note, however, that if R(t) → R∞  1
for example, then such a state would qualitatively appear to be a y-bar state, even though there would be
nonzero variation in x.)
For the case δ = 1, in Theorem 3.4 we show that there is a family of co-dimension one stable manifolds
in the phase space of the ODE that determines the asymptotic limit of R(t). The limit R(t)→ 0 corresponds
to exactly one of these manifolds, and hence a y-bar state would only be observed for the special class of
initial conditions starting on this manifold. (A similar result holds for the x-bar states.) Therefore, we
conclude that, for the symmetric torus, general initial conditions will typically lead to the emergence of a
dipole as the dominant quasi-stationary state. For the case δ 6= 1, the single center direction that had been
present in the system for δ = 1 becomes hyperbolic, with the sign of δ − 1 determining if it is expanding
or contracting. Thus, this selects the limit R(t) → 0 or R(t) → ∞, selecting an y-bar state or x-state
respectively. These results are found in Theorem 4.4.
In both cases, δ = 1 and δ 6= 1, we additionally show that the high modes decay at the rate O(e−t/ν),
while the low modes decay at the rate O(e−νt). These results can be found in Lemma 3.1 and Proposition
4.2. This allows for the rapid convergence to a metastable state as seen for the bar states in [2, 12]. We
note however, that the rapid decay in [2, 12] was O(e−
√
νt), whereas here we obtain decay of the high
modes at O(e−t/ν). We expect that this discrepancy is due to the fact that the ODE we study is only a
model of the full PDE. The main point is the qualitative prediction of a separation in time scales, rather
than the specific rate. In addition, we comment here that the reason we do not scale the ν out of the
equation
In §5, we reframe the problem as a perturbation problem, so as to confirm the results of the earlier
sections using a different method. After setting δ = 1 + 0, where 0 = ±1 will determine if δ is less than
or greater than 1, relating the parameters ν and δ via , and scaling the system in an appropriate way, a
slow-fast system emerges. Perturbation expansions are then used to illustrate the claims made in §3 and
§4. These expansions also reveal that evolution to a bar state accelerates as δ is moved slightly farther
from 1. This result is consistent with the work of [3] in that the simulations done there suggest that a bar
state dominates the metastable stochastic transitions only when δ is sufficiently far from 1.
Lastly, we conclude the introduction by pointing out that one could in principle scale time and velocity
from the very beginning in order to make ν = 1. However, our goal here is to investigate the selection
mechanism based on the value of δ and it turns out that there is an interplay with ν as well. As a matter
of fact, estimates like those in Lemma 3.1 and Proposition 4.2 depend on ν in very precise ways and if one
had scaled out ν in the beginning, one would have to undo the scalings later on. Hence, we chose to keep
the dependence on ν as it is given by the equation originally.
2 Center Manifold
In this section, we carry out a center manifold reduction of (1.4) onto the eight modes listed in (1.5). This
is a standard calculation that can be found, for example, in [11].
4
The basic idea is, for any ω~k with
~k /∈ {(±1, 0), (0,±1), (±1,±1)} =: K0, to assume that there exists
a smooth function H(ω1, . . . , ω8;~k) such that the eight-dimensional manifold defined by
M = {ωˆ : ωˆ~k = H(ω1, . . . , ω8;~k), ~k /∈ K0}
is invariant for the dynamics of (1.4). We refer to this as a center manifold because it is defined in terms
of the lowest eight modes, which have the weakest linear decay rates. Based on this assumption, one can
then in principle compute the coefficients of the Taylor expansion of H(·,~k) to any order, for each ~k. To
make this precise, define
ωˆ~k = (a1ω
2
1 + · · ·+ a8ω28) + (b12ω1ω2 + . . . b18ω1ω8) + (c23ω2ω3 + . . . c28ω2ω8)
+ (d34ω3ω4 + · · ·+ d38ω3ω8) + (e45ω4ω5 + . . . e48ω4ω8) + (f56ω5ω6 + · · ·+ f58ω5ω8)
+ (g67ω6ω7 + g68ω6ω8) + h78ω7ω8 + Θ(3)
=: H(ω1, . . . , ω8;~k),
(2.1)
where Θ(3) is defined in Definition 2.1.
Definition 2.1. Let n ∈ N and let ω1, . . . , ω8 be defined as in (1.5). We define Θ(n) to be the set of terms
that are of the form ωn11 ω
n2
2 ...ω
n8
8 where n1 + ... + n8 ≥ n for n1, . . . , n8 ∈ N. Thus, Θ(n) is the set of
monomials in ω1, . . . , ω8 of degree n or larger.
In order to determine the values of the unknown coefficients that appear in (2.1), we will compute
∂tωj , for j = 1, . . . , 8 in two ways: 1) by using the right hand side of equation (1.4), where we substitute
H(·,~k) in for ω~k whenever ~k /∈ K0; and 2) by computing the time derivative of the expansion in (2.1),
substituting in the equation for ω˙j , j = 1, . . . , 8 given in (1.4) as necessary. Equating these two results,
and comparing terms with equal order in powers of ω1, . . . , ω8, will lead to equations that should in theory
determine the values of the coefficients. Note that the coefficients in (2.1) will depend on ~k, but we have
suppressed this for notational convenience.
We are only interested in computing the expansion for H(·,~k) up to and including terms of Θ(2).
Therefore, when carrying out the above-described calculation, we will only need to retain terms up to any
including Θ(3). This means any product of the form ω~kω~j with
~k,~j /∈ K0 will be of higher order, and thus
we can discard it. Carrying out step 1) above, leads to
ω˙1 = − ν
δ2
ω1 +
1
δ(1 + δ2)
[ω3ω7 − ω¯3ω5] + 3δ
(4 + δ2)(1 + δ2)
[ωˆ(2,−1)ω¯7 − ωˆ(2, 1)ω¯5] + Θ(4)
ω˙3 = −νω3 + δ
3
1 + δ2
[ω¯1ω5 − ω1ω¯7] + 3δ
3
(1 + 4δ2)(1 + δ2)
[ωˆ(1, 2)ω¯5 − ωˆ(−1, 2)ω7] + Θ(4)
ω˙5 = − ν
δ2
(1 + δ2)ω5 − (δ
2 − 1)
δ
ω1ω3 +
δ(3 + δ2)
4 + δ2
ωˆ(2, 1)ω¯1 − 1 + 3δ
2
δ(1 + 4δ2)
ωˆ(1, 2)ω¯3
+
δ(3− δ2)
2(1 + δ2)
ωˆ(2, 0)ω¯7 +
1− 3δ2
2δ(1 + δ2)
ωˆ(0, 2)ω7 + Θ(4)
ω˙7 = − ν
δ2
(1 + δ2)ω7 +
(δ2 − 1)
δ
ω1ω¯3 +
1 + 3δ2
δ(1 + 4δ2)
ωˆ(1,−2)ω3 − δ(3 + δ
2)
4 + δ2
ωˆ(2,−1)ω¯1
+
3δ2 − 1
2δ(1 + δ2)
ωˆ(0,−2)ω5 + δ(δ
2 − 3)
2(1 + δ2)
ωˆ(2, 0)ω¯5 + Θ(4)
(2.2)
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Note we have listed only four of the equations, due to (1.6). Therefore, we need only focus on determining
the coefficients of H(·,~k) for ~k ∈ K := {(±1,±2), (±2,±1), (±2, 0), (0,±2)}. Carrying out step 2) leads to
ω˙~k = ∇H(ω1, . . . , ω8;~k) ·
[
−ν
(
ω1
δ2
,
ω2
δ2
, ω3, ω4,
1 + δ2
δ2
ω5, . . . ,
1 + δ2
δ2
ω8
)
+ Θ(2)
]
. (2.3)
Equating (2.2) and (2.3) leads to, for example, the following for the b15 coefficient of H(ω1, . . . , ω8; (2, 1)):
− ν
δ2
b15 − ν
δ2
(1 + δ2)b15 = − ν
δ2
(4 + δ2)b15 − δ
3
1 + δ2
⇒ b15 = − δ
5
2ν(1 + δ2)
.
Continuing in this manner, we find
ωˆ(2, 1) = − δ
5
2ν(1 + δ2)
ω1ω5 + Θ(3)
ωˆ(2,−1) = δ
5
2ν(1 + δ2)
ω1ω7 + Θ(3)
ωˆ(1, 2) =
1
2νδ(1 + δ2)
ω3ω5 + Θ(3)
ωˆ(1,−2) = − 1
2νδ(1 + δ2)
ω¯3ω7 + Θ(3).
(2.4)
Conveniently, most of the coefficients are zero. In order for the above equations to be the unique expansion
for the H’s that satisfy the invariance condition, we need to restrict the values of δ to be sufficiently close
to 1. To see why this is the case, consider, for example, the a1 coefficient of ~k = (2, 1). Its defining equation
is given by
−2ν (1 + δ
2)
δ2
a1 = −ν (4 + δ
2)
δ2
a1
If δ =
√
2, then a1 = 0 is not the unique solution. To prevent such ambiguities and obtain a unique
expansion for ωˆ(2, 1), ωˆ(2,−1), ωˆ(1, 2), and ωˆ(1,−2), it turns out that we should restrict the value of δ to
( 1√
2
,
√
2).
Computing the expansions for ωˆ(±2, 0) and ωˆ(0,±2) turns out to be somewhat different. When δ 6= 1,
one can check that, if
√
2
3 < δ <
√
3
2 , the coefficients are all unique and equal to 0. However, when δ = 1,
a unique set of coefficients cannot be determined. In this case, for any constants αi and βi, the following
functions will satisfy the invariance condition
ωˆ(2, 0) = G(2,0)(ω5, ω7) := α1|ω5|2 + α2|ω7|2 + α3(ω5)2 + α4(ω¯5)2 + α5(ω7)2 + α6(ω¯7)2
+ α7ω5ω7 + α8ω5ω¯7 + α9ω¯5ω7 + α10ω¯5ω¯7 + Θ(3)
ωˆ(0, 2) = G(0,2)(ω5, ω7) := β1|ω5|2 + β2|ω7|2 + β3(ω5)2 + β4(ω¯5)2 + β5(ω7)2 + β6(ω¯7)2
+ β7ω5ω7 + β8ω5ω¯7 + β9ω¯5ω7 + β10ω¯5ω¯7 + Θ(3)
(2.5)
Note that we have relabeled these functions using the letter G, rather than H as above, to emphasize that
this is a special case only when δ = 1. Moreover, we have used (1.6) to write these as functions of ω5,7 only,
for notational convenience and to highlight the fact that they depend only on the high modes. Similar
equations for ωˆ(−2, 0) and ωˆ(0,−2) can be found, based on (2.5), using (1.6). We will comment more
on this issue of nonuniqueness in the δ = 1 case in Remark 2.2, below. Thus, we arrive at the following
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eight-dimensional ODE model, for δ 6= 1 and
√
2
3 < δ <
√
3
2
ω˙1 = − ν
δ2
ω1 +
1
δ(1 + δ2)
[ω3ω7 − ω¯3ω5] + 3δ
6
2ν(4 + δ2)(1 + δ2)2
ω1(|ω5|2 + |ω7|2)
ω˙3 = −νω3 + δ
3
(1 + δ2)
[ω¯1ω5 − ω1ω¯7] + 3δ
2
2ν(1 + 4δ2)(1 + δ2)2
ω3(|ω5|2 + |ω7|2)
ω˙5 = −ν 1 + δ
2
δ2
ω5 − δ
2 − 1
δ
ω1ω3 − δ
6(3 + δ2)
2ν(4 + δ2)(1 + δ2)
ω5|ω1|2 − 1 + 3δ
2
2νδ2(1 + 4δ2)(1 + δ2)
ω5|ω3|2
ω˙7 = −ν 1 + δ
2
δ2
ω7 +
δ2 − 1
δ
ω1ω¯3 − δ
6(3 + δ2)
2ν(4 + δ2)(1 + δ2)
ω7|ω1|2 − 1 + 3δ
2
2νδ2(1 + 4δ2)(1 + δ2)
ω7|ω3|2
(2.6)
and for δ = 1 we find the following eight-dimensional ODE model
ω˙1 = −νω1 + 1
2
(ω3ω7 − ω¯3ω5) + 3
40ν
ω1(|ω5|2 + |ω7|2)
ω˙3 = −νω3 + 1
2
(ω¯3ω5 − ω1ω¯7) + 3
40ν
ω3(|ω5|2 + |ω7|2)
ω˙5 = −2νω5 − 1
5ν
ω5(|ω1|2 + |ω3|2) + 1
2
(ω¯7G(2,0) − ω7G(0,2))
ω˙7 = −2νω7 − 1
5ν
ω7(|ω1|2 + |ω3|2) + 1
2
(ω7G¯(0,2) − ω¯5G(2,0))
(2.7)
Remark 2.2. We suspect that the nonuniqueness of the expansions in the δ = 1 case is related to the
fact that the above calculation is only local and valid in a small neighborhood of O(ν). In order to obtain
continuity of our ODE model for δ ≈ 1, it makes sense to chose G(0,2) = G(2,0) = 0 in the δ = 1 case. This
makes (2.6) equal to (2.7) in the limit δ → 1. Therefore, we make this choice in the following sections,
and consider only equation (2.6) for all δ ∈ (
√
2
3 ,
√
3
2).
We conclude this section with a quick observation that reflects a symmetry in (1.4) and that can
be used to simplify some of the proofs in the following sections. Its proof is omitted as it is relatively
straighforward.
Lemma 2.3. For any δ, the set {Im(ω1) = Im(ω3) = Im(ω5) = Im(ω7) = 0} is invariant for (2.6).
3 Symmetric Torus
We now focus on (2.6) with δ = 1, which corresponds to the symmetric torus. The goal will be to prove
two results: Lemma 3.1, which states that the high modes decay much more rapidly than the low modes,
and Theorem 3.4, which states that most initial conditions will evolve toward a dipole, rather than a bar
state. We begin by rewriting system (2.6) with δ = 1:
ω˙1 = −νω1 + 1
2
[ω3ω7 − ω¯3ω5] + 3
40ν
ω1(|ω5|2 + |ω7|2)
ω˙3 = −νω3 + 1
2
[ω¯1ω5 − ω1ω¯7] + 3
40ν
ω3(|ω5|2 + |ω7|2)
ω˙5 = −2νω5 − 1
5ν
ω5(|ω1|2 + |ω3|2)
ω˙7 = −2νω7 − 1
5ν
ω7(|ω1|2 + |ω3|2)
(3.1)
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It will be helpful to study the evolution of the quantities A := |ω1|2 + |ω3|2 and B := |ω5|2 + |ω7|2, in order
to separate the evolution of the low modes from that of the high modes, and the quantity R(t) = |ω1(t)|
2
|ω3(t)|2
to study whether it is a bar state or dipole that can be expected to be observed for large time. Recall that
R(t)→ 0 corresponds to evolution towards a y-bar state, R(t)→∞ corresponds to evolution to an x-bar
state, and R(t)→ R∞ ∈ (0,∞) corresponds to convergence to a dipole, as t→∞.
Simulations of (3.1) shown in Figure 1 below suggest that there is a separation in time scales between
the evolution of A and B, consistent with previous numerical studies of the full Navier-Stokes equation
[16]. Moreover, A exhibits an initial period of growth, before it begins to decay. Furthermore, in Figure
2 we see that a variety of initial values for R lead to solutions that converge to a dipole. These behaviors
will be made more precise below, in Lemma 3.1 and Theorem 3.4.
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Figure 1: Rapid decay of higher Fourier modes.
Evolution of ω1 2ω3 2 for δ = 1
t
0 2 4 6 8 10
0
1
2
3
4
5
Figure 2: Initial conditions that evolve to a dipole state.
Lemma 3.1. Define A(t) := |ω1(t)|2 + |ω3(t)|2 and B(t) := |ω5(t)|2 + |ω7(t)|2. Let t0 = 1/ν, δ = 1, and
denote the initial data by A(0) = A0 and B(0) = B0. We have
A(t) +B(t) ≤ (A0 +B0)e−2νt for all t ≥ 0.
Moreover, for all 0 ≤ t ≤ t0, A(t) ≥ A0e−2 and B(t) ≤ B0e−
2A0
5νe2
t. Finally, for all t ≥ t0, B(t) ≤ B0e−
2A0
5ν2e2 .
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Proof. Using (3.1) we find that the dynamics of A and B are governed by
A˙ = −2νA+ 3
20ν
AB
B˙ = −4νB − 2
5ν
AB
(3.2)
The first claim follows from the fact that, since A and B are both nonnegative,
d
dt
(A+B) = −2ν(A+B)− 2νB − 1
4ν
AB ≤ −2ν(A+B).
Also, since A and B are nonnegative, A˙ ≥ −2νA, and so A(t) ≥ A0e−2νt. As a result, for all 0 ≤ t ≤ t0,
A(t) ≥ A0e−2. With this estimate, we then see that for all 0 ≤ t ≤ t0
B˙ ≤ −
(
4ν +
2A0
5νe2
)
B ≤ − 2A0
5νe2
B,
from which the claim about B during this time period follows by Gronwall’s Inequality. Finally, note that
B˙ ≤ 0 so B is monotonically decreasing (in fact strictly decreasing as long as B > 0), which proves the
final claim.
Remark 3.2. Regarding the timescales predicted by the above lemma, recall that the center manifold
reduction is expected to be valid only in an O(ν) neighborhood of ω = 0. If we correspondingly scale
A = ν2A˜ and B = ν2B˜, then (3.2) becomes
˙˜A = −2νA˜+ 3ν20 A˜B˜
˙˜B = −4νB˜ − 2ν5 A˜B˜.
Note, however, that despite this rescaling with ν, and due to the difference in sign of the nonlinear terms,
there will (for most initial data) be an transient period when A˜ grows, while B˜ decays, before both A˜ and
B˜ decay to zero. We thank an anonymous referee for pointing this out.
This proposition shows that, when ν is small, for a long O(1/ν) transient period, B(t) is decaying
at the rapid rate O(e−t/ν), while A(t) is not changing much. After this transient period, B has become
exponentially small and both A and B decay to zero at the background rate, O(e−2νt). Figures 3 and
4 below show the evolution of A(t) and B(t) on a logarithmic scale. These plots elucidate the results of
Lemma 3.1. We see that following the initial period of growth, the curve L=log(A(t)) decreases at a rate
very close to L = −2νt, suggesting that the low modes indeed decay no faster than the global background
decay rate. The particular line, L = max(A(t))− 2νt, that was graphed was an asthetic choice to clearly
show the two curves become parallel. The trend can be observed to continue for longer times. Figure 4
illustrates that for 0 < t < 1ν = 100, L = log(B(t)) initially decreases faster than the line L = − 2A05νe2 t,
followed by less rapid decay. The point of intersection at t = 120 was a choice made to most clearly show
the change in decay rate of the higher modes once t > 1ν . An analogous result will be shown for δ 6= 1 in
§4 in Lemma 4.1 and Proposition 4.2.
Remark 3.3. Interestingly, one can check that if the general forms of G(2,0) and G(0,2) given by (2.5) were
used in (3.1), A˙ and B˙ as defined in the statement of Lemma 3.1 would still satisfy (3.2). Therefore, the
dynamics of A and B are exactly the same regardless of the choice of coefficients for G(2,0) and G(0,2).
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Figure 3: A(t) = |ω1|2 + |ω3|2 decays at the background decay rate.
Figure 4: B(t) = |ω5|2 + |ω7|2 has an initial period of rapid decay.
Next, to precisely describe the behavior exhibited in Figure 2, we define the following variables (see
also Remark 3.5):
R =
|ω1|2
|ω3|2 , A = |ω1|
2 + |ω3|2, w = |ω5|2, z = |ω7|2, P = ω1ω¯3ω¯7|ω3|2 , Q =
ω¯1ω¯3ω5
|ω3|2 . (3.3)
Equation (3.1) then implies that
R˙ = (1 +R)(Pre −Qre)
A˙ = −2νA+ 3
20ν
A(w + z)
w˙ = −4νw − 2
5ν
wA
z˙ = −4νz − 2
5ν
zA
P˙ = −2νP + z
2
(1−R)− 1
5ν
PA+ P (Pre −Qre) + P
2
(Q¯− Q
R
)
Q˙ = −2νQ+ w
2
(R− 1)− 1
5ν
QA+Q(Pre −Qre) + Q
2
(
P
R
− P¯ )
(3.4)
where Pre = Re(P ), Pim = Im(P ), Qre = Re(Q), and Qim = Im(Q).
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Theorem 3.4. There exists a family of local stable manifolds,Mr = {R = f(A,w, z, Pre, Pim, Qre, Qim; r)}
for r ≥ 0, corresponding to each of the fixed points of the system (3.4). Any initial condition on Mr will
converge at an exponential rate to the fixed point {R = r,A = 0, w = 0, z = 0, P = 0, Q = 0} as t → ∞.
This family, up to and including quadradic terms, is given by
f = r +
r2 − 1
16ν2
w +
r2 − 1
16ν2
z − r + 1
2ν
Pre +
r + 1
2ν
Qre − r
2 − 1
160ν4
Aw − r
2 − 1
160ν4
Az +
r + 1
40ν3
APre − r + 1
40ν3
AQre
+
r2 − 1
768ν4r
(7r2 + 2r + 1)wz − r + 1
96ν3r
(4r2 − r + 1)wPre + r + 1
96ν3
(3r + 1)wQre +
r2 − 1
768ν4
(3r + 2)w2
− r + 1
96ν3
(3r + 1)zPre +
r + 1
96ν3r
(4r2 − r + 1)zQre + r
2 − 1
768ν4
(3r + 2)z2 − r
2 − 1
8ν2r
PreQre − (r + 1)
2
8ν2r
PimQim.
Proof. The existence of this family of stable manifolds is given by Theorem 4.1 in [4]. Before applying this
theorem, it must be verified that the nonlinearity of (3.4), as well as its partial derivatives, vanish at each
fixed point. To see that no singularities exist, note that the domain of (3.4) is determined by the way the
variables are defined in (3.3). It is given by the set
{(
R =
|ω1|2
|ω3|2 , A = |ω1|
2 + |ω3|2, w = |ω5|2, z = |ω7|2, P = ω1ω¯3ω¯7|ω3|2 , Q =
ω¯1ω¯3ω5
|ω3|2
)
∈ R4 × C2 : |ω3|2 > 0
}
.
The vector field in (3.4) has no singular points in this domain since,∣∣∣∣PQR
∣∣∣∣ = |ω1|2||ω3|2|ω5||ω7||ω3|4 |ω3|
2
|ω1|2 = |ω5||ω7|.
Therefore, at any fixed point of the form ~r = (r, 0, 0, 0, 0, 0, 0, 0), it can be checked that the nonlinearity
and all of its partial derivatives vanish. Thus we obtain the existence of a local invariant (stable) manifold
Mr, associated to the flow toward the fixed point at ~r. The rest of the proof is a long, but standard,
computation of the family Mr and will be left to the appendix.
The implication Theorem 3.4 has on the originial system (3.1) for ω1, ω3, ω5, and ω7 is that for a
typical initial condition, system (3.1) will not evolve to an x-bar (r =∞) or y-bar (r = 0) state. For most
r ∈ (0,∞), the asymptotic state will look like a dipole. We note, however, that for r  1 or r  1 the
asymptotic state may appear to be more like a bar state than a dipole, even though it is not a pure bar
state. This is again consistent with the numerical results of [3, 16].
Remark 3.5. Theorem 3.4 establishes the existence of locally invariant manifolds only for initial conditions
to (3.1) with |ω3| 6= 0. The same result can be proven for initial conditions to (3.1) with |ω1| 6= 0 by taking
instead as the change of variables R = |ω3|2|ω1|2 , P =
ω1ω¯3ω¯7
|ω1|2 , and Q =
ω¯1ω¯3ω5
|ω1|2 with A, w, and z unchanged.
The set {ω1 = ω3 = 0} is invariant for (3.1), so this case is not relevant for the study of the selection of
the bars versus dipoles.
Remark 3.6. The invariant manifolds Mr in Theorem 3.4 are defined locally near each fixed point ~r.
However, Lemma 3.1 implies that, for any initial condition, the solution will eventually enter a neighborhood
of this one-dimensional manifold of fixed points, and hence its dynamics will eventually be governed by the
theorem.
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Remark 3.7. If we instead use the more general form of ωˆ(2, 0) and ωˆ(0, 2) on the center manifold given by
(2.5), one can check that, although the explicit form of Mr would change, qualitatively the same structure
will prevail. There remains a line of fixed points as the one-dimensional center manifold and a family of
stable manifolds consisting of the initial conditions that evolve towards each of these fixed points.
4 Asymmetric Torus
In this section we study (2.6) with δ 6= 1. In particular, we show in Proposition 4.2 that again the high
modes decay much more rapidly than the low modes, and we show in Theorem 4.4 that R(t)→ 0 as t→∞
for δ < 1, thus indicating convergence to a y-bar state. A similar convergence result to an x-bar state
exists when δ > 1. We begin by rewriting (2.6) for convenience:
ω˙1 = − ν
δ2
ω1 +
1
δ(1 + δ2)
[ω3ω7 − ω¯3ω5] + 3δ
6
2ν(4 + δ2)(1 + δ2)2
ω1(|ω5|2 + |ω7|2)
ω˙3 = −νω3 + δ
3
(1 + δ2)
[ω¯1ω5 − ω1ω¯7] + 3δ
2
2ν(1 + 4δ2)(1 + δ2)2
ω3(|ω5|2 + |ω7|2)
ω˙5 = −ν 1 + δ
2
δ2
ω5 − δ
2 − 1
δ
ω1ω3 − δ
6(3 + δ2)
2ν(4 + δ2)(1 + δ2)
ω5|ω1|2 − 1 + 3δ
2
2νδ2(1 + 4δ2)(1 + δ2)
ω5|ω3|2
ω˙7 = −ν 1 + δ
2
δ2
ω7 +
δ2 − 1
δ
ω1ω¯3 − δ
6(3 + δ2)
2ν(4 + δ2)(1 + δ2)
ω7|ω1|2 − 1 + 3δ
2
2νδ2(1 + 4δ2)(1 + δ2)
ω7|ω3|2.
(4.1)
For the remainder of this section, we will assume that δ is fixed with δ ∈ (
√
2
3 ,
√
3
2), δ 6= 1. It will
occasionally be useful to fix a sufficiently small value of η > 0 and require that |δ2 − 1| < η. For such a
fixed δ and η, some of our results will hold for all ν > 0 sufficiently small.
First, we obtain a global decay rate via the energy
E(t) :=
1
2
(|ω1(t)|2 + |ω3(t)|2 + |ω5(t)|2 + |ω7(t)|2).
Lemma 4.1. For all t ≥ 0, E(t) ≤ E(0)e−2K1νt, with K1 = min(1, 1/δ2).
Proof. Using (4.1) we see that
E˙(t) = −ν
(
1
δ2
|ω1|2 + |ω3|2 + 1 + δ
2
δ2
(|ω5|2 + |ω7|2)
)
− δ
8
2ν(1 + δ2)2
|ω1|2(|ω5|2 + |ω7|2)
− 1
2νδ2(1 + δ2)2
|ω3|2(|ω5|2 + |ω7|2)
≤ −2νmin(1, 1/δ2)E,
which proves the result.
To obtain a faster decay rate for the higher modes, we again define A = |ω1|2 + |ω3|2 and B =
|ω5|2 + |ω7|2, and denote the real and imaginary parts of ωi as ωrei and ωimi respectively for i = 1, 3, 5, 7.
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We find using (4.1) that
A˙ = −2 ν
δ2
|ω1|2 − 2ν|ω3|2 + 3δ
2
ν(1 + δ2)2
[
δ4
4 + δ2
|ω1|2 + 1
1 + 4δ2
|ω3|2
]
B
+2
δ2 − 1
δ
[ωre1 ω
re
3 (ω
re
7 − ωre5 ) + ωim1 ωre3 (ωim7 − ωim5 )− ωre1 ωim3 (ωim5 + ωim7 ) + ωim1 ωim3 (ωre5 + ωre7 )]
B˙ = −2ν 1 + δ
2
δ2
B − 1
ν
[
δ6(3 + δ2)
(4 + δ2)(1 + δ2)
|ω1|2 + 1 + 3δ
2
δ2(1 + 4δ2)(1 + δ2)
|ω3|2
]
B
+2
δ2 − 1
δ
[ωre1 ω
re
3 (ω
re
5 − ωre7 ) + ωim1 ωre3 (ωim5 − ωim7 ) + ωre1 ωim3 (ωim5 + ωim7 )− ωim1 ωim3 (ωr5 + ωr7)]
.
Proposition 4.2. Let A0 = A(0), B0 = B(0), and K1 = min(1, 1/δ
2). For any fixed δ and η with
0 < |δ2 − 1| < η, there exists a ν∗ > 0 such that for all 0 < ν < ν∗ there exists a time t∗ = O(ν| log(νη)|)
and positive constants M0, M1 and K2, independent of ν, such that
B(t) ≤
B0e−
M0
ν
t for 0 ≤ t ≤ t∗
M1η
2ν2e−2νK1t for t∗ ≤ t.
Moreover, for all 0 ≤ t ≤ min(1/ν, 1/η), A(t) ≥ A0e−K2, and for all t ≥ 0, A(t)+B(t) ≤ (A0 +B0)e−2νK1t.
Proof. By Lemma 4.1, we have A(t) +B(t) ≤ (A0 +B0)e−2νK1t. Next, notice that
|ω5 − ω7| ≤ |ω5|+ |ω7| ≤
√
2B ≤
√
2(A+B) ≤
√
2(A0 +B0)e
−νK1t.
Using the fact that |ω1ω3| ≤ (|ω1|2 + |ω3|2)/2 = A/2, we have
A˙ ≥ −2νmax
(
1,
1
δ2
)
A− η
δ2
A|ω5 − ω7| ≥ −2νmax
(
1,
1
δ2
)
A− 4
√
2
η
δ2
A
√
(A0 +B0).
Thus, for all t ≥ 0,
A(t) ≥ A0exp
[
−
(
2νmax
(
1,
1
δ2
)
+ 4
√
2
η
δ2
√
A0 +B0
)
t
]
.
If we now let t1 = min(1/ν, 1/η), then A(t) ≥ A0e−K2 for all 0 ≤ t ≤ t1, where
K2 =
(
2max
(
1,
1
δ2
)
+ 6
√
2
√
(A0 +B0)
)
≥
(
2νmax
(
1,
1
δ2
)
+ 4
√
2
η
δ2
√
(A0 +B0)
)
t1.
Here we used the assumption that δ ≥
√
2
3 . To obtain the estimates for B, notice that the above
equation for B˙ implies
B˙ ≤ −2 ν
δ2
(1 + δ2)B + 4
√
2
η
δ
A
√
B − 1
ν
D0AB
where
D0 = min
(
(1 + 3δ2)
δ2(1 + δ2)(1 + 4δ2)
,
δ6(3 + δ2)
(1 + δ2)(4 + δ2)
)
.
Since δ ∈ (
√
2
3 ,
√
3
2), D0 is bounded away from 0. Suppose first that
B(t) ≥ B∗ := 128ν
2η2
δ2D20
.
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(If the initial condition B0 < B∗, then it is already asymptotically small and we will consider this case
afterwards.) Then we find that
B˙ ≤ −2 ν
δ2
(1 + δ2)B − 1
2ν
D0AB ≤ − 1
2ν
D0A0e
−K2B. (4.2)
Thus, setting M0 = (D0A0)/(2e
K2) we find that B(t) ≤ B0e−
M0
ν
t, at least until B(t) = B∗. The latter
occurs at a time no larger than t∗, where t∗ is defined via
B0e
−M0
ν
t∗ = B∗ ⇒ t∗ = − ν
M0
log
(
128ν2η2
B0δ2D20
)
= O(ν| log(νη)|) as ν → 0.
Finally, consider times for which B(t) ≤ B∗. By Lemma 4.1, B(t) ≤ B0e−2νK1t for all time. Hence, if we
restart the system at time t = t∗, when B = O(η2ν2), then B(t) decays at the background rate for t ≥ t∗,
i.e. B(t) ≤M1η2ν2e−2νK1t. This completes the proof.
Remark 4.3. We comment on the relationship between Proposition 4.2 and Lemma 3.1. Lemma 3.1 is
a result in the case δ = 1. In Proposition 4.2, one must begin by fixing δ and η so that 0 < |δ2 − 1| < η.
Although one can take δ arbitrarily close to 1, but fixed, and hence η arbitrarily close to zero, but fixed, one
cannot take the limits δ → 1 and η → 0 and obtain something meaningful from Proposition 4.2. Moreover,
although t∗ → 0 as ν → 0, one must also be careful with this limit, because the bound on |B(t)| also goes
to zero in this limit: if we were to choose t = t∗/2 in this bound, we would have
|B(t∗/2)| ≤ B0e−O(| log(νη)|),
which goes to zero as ν → 0. Thus, one really must keep δ, η, and ν fixed when considering Proposition
4.2.
We further note that the results of Proposition 4.2 do not contradict Lemma 3.1. Both Lemma 3.1
and Proposition 4.2 say that for an initial period of time, B(t) is bounded above by a term of the order
O(e−
Λ
ν
t), albeit with slightly different constants Λ > 0 in each one of the two cases. After that initial period
of time, both results say that B(t) remains small, and to be precise in Lemma 3.1 we showed that for t large
enough B(t) is bounded above by e−
2A0
5ν2e2 , whereas in Proposition 4.2 we can prove an upper bound of the
order η2ν2e−2νK1t. In the case δ 6= 1, we can only guarantee the upper bounds that appear in Proposition
4.2, which however are sufficient for our purposes, as Theorem 4.4 below demonstrates.
Now consider again the variable, R = |ω1|
2
|ω3|2 . Suppose δ < 1 and set γ = 2ν(
1
δ2
− 1) ≤ Cνη. We wish
to show that R(t) ∼ O(e−γt) for all t ≥ 0, as long as R(0) =: R0 is not too big. Using (4.1), we find
R˙ = −γR+ 3δ
2
ν(1 + δ2)2
(
δ4
4 + δ2
− 1
1 + 4δ2
)
RB
+
2
δ(1 + δ2)
1
|ω3|2
[
ωre1 ω
re
3 (ω
re
7 − ωre5 )− ωre1 ωim3 (ωim5 + ωre7 ) + ωim1 ωre3 (ωim7 − ωim5 ) + ωim1 ωim3 (ωre5 + ωre7 )
]
+
2δ3
1 + δ2
R
1
|ω3|2
[
ωre1 ω
re
3 (ω
re
7 − ωre5 )− ωre1 ωim3 (ωim5 + ωre7 ) + ωim1 ωre3 (ωim7 − ωim5 ) + ωim1 ωim3 (ωre5 + ωre7 )
]
.
Theorem 4.4. For any fixed δ < 1 , sufficiently close to 1, and fixed η sufficiently small, with |δ2−1| < η,
there exist R∗, ν∗ > 0 such that, for all 0 < ν ≤ ν∗ and R0 ≤ R∗, R(t) ≤M2e−γt for some M2 > 0 and all
t ≥ 0. R∗ is O(min(η−1, ν−1)) while M2 is independent of ν and η.
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Proof. For ease of notation, define
β1 =
3δ2
(δ2 − 1)(1 + δ2)2
(
δ4
4 + δ2
− 1
1 + 4δ2
)
=
3δ2
(1 + δ2)2
(
δ4 + 2δ2 + 1
(4 + δ2)(1 + 4δ2)
)
,
β2 =
2δ3
1 + δ2
, β3 =
2
δ(1 + δ2)
.
With this notation,
R˙ ≤ −γR+ η
ν
β1RB + 2
√
2β3
1
|ω3|2A
√
B + 2
√
2β2
1
|ω3|2RA
√
B
= −γR+ η
ν
β1RB + 2
√
2β3(1 +R)
√
B + 2
√
2β2(1 +R)R
√
B
= −γR+
(η
ν
β1B + 2
√
2(β2 + β3)
√
B
)
R+ 2
√
2β2R
2
√
B + 2
√
2β3
√
B.
Therefore, we have the bound
R(t) ≤ e−γtR0
+
∫ t
0
e−γ(t−s)
[(η
ν
β1B(s) + 2
√
2(β2 + β3)
√
B(s)
)
R(s) + 2
√
2β2R
2(s)
√
B(s) + 2
√
2β3
√
B(s)
]
ds.
Define
|||R||| := sup
0≤t≤T
eγtR(t),
where T is defined to the largest time such that eγtR(t) ≤ R∗, and R∗ will be determined below. If |||R|||
is finite, then R(t) decays like e−γt. Multiplying the integral inequality above by the exponential weight
eγt, we find that
|||R||| ≤ R0
+ sup
0≤t≤T
∫ t
0
eγs
[(η
ν
β1B(s) + 2
√
2(β2 + β3)
√
B(s)
)
R(s) + 2
√
2β2R
2(s)
√
B(s) + 2
√
2β3
√
B(s)
]
ds
≤ R0 + sup
0≤t≤T
(I + II + III).
where
I = |||R||| sup
0≤t≤T
∫ t
0
(η
ν
β1B(s) + 2
√
2(β2 + β3)
√
B(s)
)
ds
II = |||R|||2 sup
0≤t≤T
∫ t
0
2
√
2β2e
−γs√B(s)ds
III = sup
0≤t≤T
∫ t
0
2
√
2β3e
γs
√
B(s)ds.
We now estimate the three terms above using Proposition 4.2, by splitting the time interval into two pieces:
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0 ≤ t ≤ t∗ and t∗ ≤ t. So Proposition 4.2 gives for term I,
I ≤ |||R|||
∫ t∗
0
(η
ν
β1B0e
−M0
ν
s + 2
√
2(β2 + β3)
√
B0e
−M0
2ν
s
)
ds
+|||R|||
∫ t
t∗
(
M1η
3νe−2νK1s +
√
M12
√
2(β2 + β3)ηνe
−νK1s
)
ds
≤ |||R|||
[
ηβ1B0
M0
(
1− e−M0ν t∗
)
+
4ν
√
2(β2 + β3)
√
B0
M0
(
1− e−M02ν t∗
)]
+|||R|||
[
M1η
3
2K1
(
e−2νK1t∗ − e−2νK1t)+ η√M12√2(β2 + β3)
K1
(
e−νK1t∗ − e−νK1t)]
≤ C1(η + η3 + ν)|||R|||,
for some constant C1 that is independent of ν and η. Similarly, for term II we have
II ≤ 2
√
2β2|||R|||2
[∫ t∗
0
√
B0e
−(M0
2ν
+γ)sds+
∫ t
t∗
√
M1ηνe
−(νK1+γ)sds
]
≤ 2
√
2β2|||R|||2
[
2ν
√
B0
M0 + 2νγ
(
1− e−(M02ν +γ)t∗
)
+
√
M1ην
νK1 + γ
(
e−(νK1+γ)t∗ − e−(νK1+γ)t
)]
≤ C2|||R|||2(ν + η),
for some constant C2 that is independent of ν and η. Finally, for term III we have
III ≤ 2
√
2β3
[∫ t∗
0
√
B0e
−(M0
2ν
s−γ)sds+
∫ t
t∗
√
M1ηνe
−(νK1−γ)sds
]
≤ 2
√
2β3
[
2ν
√
B0
M0 − 2νγ
(
1− e−(M02ν −γ)t∗
)
+
√
M1ην
νK1 − 2γ
(
e−(νK1−γ)t∗ − e−(νK1−γ)t
)]
≤ C3(ν + η),
for some constant C3 that is independent of ν and η. Combining the above estimates, we find that
|||R||| ≤ R0 + max(η, ν)C3 + max(η, ν)C1|||R|||+ max(η, ν)C2|||R|||2.
We can rewrite this as
|||R||| (1−max(η, ν)C1 −max(η, ν)C2|||R|||) ≤ R0 + max(η, ν)C3.
Now, choose R∗ = 1/(2max(η, ν)C2). We then find
|||R||| ≤ R0 + max(η, ν)C0
1−max(η, ν)C1 −max(η, ν)C2|||R||| ≤ 4(R0 + max(η, ν)C0),
as long as ν∗ and η are such that max(η, ν∗) ≤ 14C1 . Using the above definition of R∗, the above right hand
side will be less than R∗ if R0 ≤ R∗/8 and max(η, ν∗) ≤ 1/
√
16C0C2. In this case,
sup
0≤t≤T
eγt|R(t)| = |||R||| ≤ R∗.
Because the bound on the right hand side is independent of T , the bound must hold for all time. Hence,
there must exist an M2 > 0 such that R(t) ≤M2e−γt for all t ≥ 0.
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We emphasize again the importance of the transient period of rapid decay present in the dynamics
of the higher Fourier modes established in Proposition 4.2. Without their rapid decay to a small enough
order during this initial time period, the estimates in the proof of Theorem 4.4, particularly for term I,
would not have gone through. Moreover, we see that given a small, fixed distance of δ from 1, a sufficiently
small value for the viscosity can be selected to separate the decay rates into the two regimes established
in Proposition 4.2 and used in the proof of Theorem 4.4, thus driving the system toward a bar state.
Let us now define U(t) = R(t)−1. We see that U(t) must satisfy
U˙ = γU − 3δ
2
ν(1 + δ2)2
(
δ4
4 + δ2
− 1
1 + 4δ2
)
UB
− 2
δ(1 + δ2)
U
1
|ω1|2
[
ωre1 ω
re
3 (ω
re
7 − ωre5 )− ωre1 ωim3 (ωim5 + ωre7 ) + ωim1 ωre3 (ωim7 − ωim5 ) + ωim1 ωim3 (ωre5 + ωre7 )
]
− 2δ
3
1 + δ2
1
|ω1|2
[
ωre1 ω
re
3 (ω
re
7 − ωre5 )− ωre1 ωim3 (ωim5 + ωre7 ) + ωim1 ωre3 (ωim7 − ωim5 ) + ωim1 ωim3 (ωre5 + ωre7 )
]
The dynamics of U for δ > 1 are analogous to the dynamics of R when δ < 1. With similar estimates
to those in the proof of Theorem 4.4, one can show that U(t)→ 0 as t→∞, which indicates convergence
to an x-bar state.
5 Perturbation Analysis
The purpose of this section is to provide further evidence of a selection mechanism through an alternate
method. The system’s domain will be viewed as a perturbation of the symmetric torus. Using the approx-
imations computed in this section, we will confirm the results of §3 and §4. To ultimately view (2.6) as a
perturbed system, we define the perturbation parameter  via δ = 1 + 0, with 0 = ±1. Note that the
sign of 0 determines whether δ is greater or less than one. We begin by scaling ν as an appropriate power
of , which effectively relates ν and δ. Subsequently, asymptotic expansions in  are computed that are
connected with the observed multiple time scales in the evolution of the vorticity. The properties of these
expansions agree with the results of §3 and §4. Moreover, we are again able to observe the evolution to the
appropriate bar state depending on if 0 = ±1. These expansions also have the property, at least among
the O(1) and O() terms, that the emergence of a bar state will become faster as |δ − 1| =  increases.
This could be related to the observation in [3] that the bar states do not dominate the stochastic evolution
(based on the stochastic forcing used there) unless |δ − 1| is sufficiently large.
Motivated by geometric singular perturbation theory, we first scale (2.6) in a way that reveals a slow
and a fast subsystem. We must choose appropriate values for the scaling parameters that accomplish two
main objectives. First, to reveal a slow-fast system, we aim for the leading order terms in the scaled
versions of ω˙1 and ω˙3 to be some order of magnitude in  higher than those in the scaled versions of ω˙5 and
ω˙7. Second, to ensure that the decay rates in the newly scaled system match those seen in the previous
sections, we would like the leading order terms, once scaled, to match the terms in (5.1) below.
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ω˙1 = − ν
δ2
ω1 + h.o.t.
ω˙3 = −νω3 + h.o.t.
ω˙5,7 = − 1
2ν(1 + δ2)
ω5,7
(
δ6(3 + δ2)
(4 + δ2)
|ω1|2 + 1 + 3δ
2
δ2(1 + 4δ2)
|ω3|2
)
+ h.o.t.
(5.1)
If these correspond to the leading order terms in the scaled system, then the decay rates seen in the
asymptotic expansions that are to be computed will match those observed in previous sections.
First scale the viscoscity and time by ν = αν0 and τ = 
αt. Then scale the Fourier modes by
ω1 = 
βΩ1, ω3 = 
βΩ3, ω5 = 
φΩ5, and ω7 = 
φΩ7. The acceptable range of values for the three scaling
parameters α, β, and φ that are relevant to this discussion will now be identified. The clearest way to do
so will be to define ρ and σ as
σ := β − α
ρ := φ− α.
With these initial scalings, the system (5.2) below is obtained. Note here that the coefficient δ
2−1
δ ,
for δ = 1 + 0 is O() as → 0.
d
dτ
Ω1 = −ν0
δ2
Ω1 + 
ρ 1
δ(1 + δ2)
[Ω3Ω7 − Ω¯3Ω5] + 2ρ 3δ
6
2ν0(4 + δ2)(1 + δ2)2
Ω1(|Ω5|2 + |Ω7|2)
d
dτ
Ω3 = −ν0Ω3 + ρ δ
3
(1 + δ2)
[Ω¯1Ω5 − Ω1Ω¯7] + 2ρ 3δ
2
2ν0(1 + 4δ2)(1 + δ2)2
Ω3(|Ω5|2 + |Ω7|2)
d
dτ
Ω5 = −ν0 1 + δ
2
δ2
Ω5 − (1−ρ+2σ) δ
2 − 1
δ
Ω1Ω3 (5.2)
−2σΩ5
(
δ6(3 + δ2)
2ν0(4 + δ2)(1 + δ2)
|Ω1|2 + 1 + 3δ
2
2ν0δ2(1 + 4δ2)(1 + δ2)
|Ω3|2
)
d
dτ
Ω7 = −ν0 1 + δ
2
δ2
Ω7 + 
(1−ρ+2σ) δ2 − 1
δ
Ω1Ω¯3
−2σΩ7
(
δ6(3 + δ2)
2ν0(4 + δ2)(1 + δ2)
|Ω1|2 + 1 + 3δ
2
2ν0δ2(1 + 4δ2)(1 + δ2)
|Ω3|2
)
Looking closely at the powers of  appearing in (5.2), one notices that if the following restrictions on σ and
ρ hold, then the leading order terms are of the desired form given by (5.1):
−1
2
≤ σ < 0, or α− 1
2
≤ β < α
0 ≤ ρ < 1, or α ≤ φ < α+ 1.
Remark 5.1. As mentioned in the opening paragraph of this section, we aim to compute asymptotic expan-
sions in  for Ω1, Ω3, Ω5, and Ω7. If β and φ satisfy the above inequalities, then the expansions computed
have the expected properties for any value of α. No restrictions on α frees us from being constrained to
particular relative values of the viscocity and aspect ratio of the domain. Namely, after connecting the vis-
cocity and aspect ratio through ν = αν0, the value of α determines which of ν or  is larger. Therefore the
following results will hold for small values of ν and  regardless of which is bigger relative to one another.
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Proceeding with the computation of the asymptotic expansions, for simplicity, set φ = α and β = α− 12
for any value of α > 1/2. With this choice of parameter values, the final scaled system that we work with
from this point on can be obtained by substituting δ = 1 + 0 into (5.2) and using the Taylor series
expansions of the δ dependent coefficients. The resulting system is given below by (5.3).
d
dτ
Ω1 =
∑
j≥0
j [−c1jν0Ω1 + c2j (Ω3Ω7 − Ω¯3Ω5) +
c3j
ν0
Ω1(|Ω5|2 + |Ω7|2)]
d
dτ
Ω3 =
∑
j≥0
j [−ν0Ω3 + c4j (Ω¯1Ω5 − Ω1Ω¯7) +
c5j
ν0
Ω3(|Ω5|2 + |Ω7|2)]
d
dτ
Ω5 =
∑
j≥0
j [−−1 1
ν0
Ω5(c
6
j |Ω1|2 + c7j |Ω3|2)− c8jν0Ω5 − c9j+1(Ω1Ω3)]
d
dτ
Ω7 =
∑
j≥0
j [−−1 1
ν0
Ω7(c
6
j |Ω1|2 + c7j |Ω3|2)− c8jν0Ω7 − c9j+1(Ω1Ω¯3)],
(5.3)
where ∑
j≥0
c1j
j =
1
δ2
,
∑
j≥0
c2j
j =
1
δ(1 + δ2)
,
∑
j≥0
c3j
j =
3δ6
2(4 + δ2)(1 + δ2)2
,
∑
j≥0
c4j
j =
δ3
1 + δ2
,
∑
j≥0
c5j
j =
3δ2
2(1 + 4δ2)(1 + δ2)2
,
∑
j≥0
c6j
j =
δ6(3 + δ2)
2(4 + δ2)(1 + δ2)
,
∑
j≥0
c7j
j =
1 + 3δ2
2δ2(1 + 4δ2)(1 + δ2)
,
and ∑
j≥0
c8j
j =
1 + δ2
δ2
,
∑
j≥0
c9j
j =
δ2 − 1
δ
.
With these scalings, it is evident that Ω1 and Ω3 are the slow variables, evolving with respect to τ , to
leading order, at an O(1) rate as → 0, while Ω5 and Ω7 evolve on the faster time scale O(−1) as → 0.
This matches the time scale separation we saw present in the previous sections, which can be seen below
by reversing the scalings in the leading order terms.
−βω1,3 = Ω1,3 ∼ e−ν0τ = e−(−αν)(αt) = e−νt
−φω5,7 = Ω5,7 ∼ e−
−1
ν0
(|Ω1(0)|2+|Ω3(0)|2)τ = e−
α−1
ν
2β(|ω1(0)|2+|ω3(0)|2)(αt) = e−
1
ν
(|ω1(0)|2+|ω3(0)|2)t.
We now proceed using methods from geometric singular perturbation theory. Setting  = 0 in (5.3)
leads to the following leading order slow dynamics
d
dτ
Ω1 = −ν0Ω1 + 1
2
(Ω3Ω7 − Ω¯3Ω5) + 3
40ν0
Ω1(|Ω5|2 + |Ω7|2)
d
dτ
Ω3 = −ν0Ω3 + 1
2
(Ω¯1Ω5 − Ω1Ω¯7) + 3
40ν0
Ω1(|Ω5|2 + |Ω7|2)
0 = − 1
5ν0
Ω5(|Ω1|2 + |Ω3|2)
0 = − 1
5ν0
Ω7(|Ω1|2 + |Ω3|2),
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and so the leading order slow manifold is M0 = {Ω5 = Ω7 = 0}. Observe that in the perturbed system
(5.3), this manifold of fixed points for the  = 0 reduced slow system is no longer invariant. This can be
seen in the differential equations for Ω5 and Ω7. However, since M0 is a normally hyperbolic manifold and
the vector field in (5.3) satisfies the smoothness conditions of Fenichel’s theorems, a perturbed invariant
manifold, M, exists for sufficiently small  > 0 and is O() close to M0. See Theorem 9.1 in [6]. Any
trajectory in phase space will approach this manifold exponentially fast and then track the slow dynamics
on M.
Defining the fast variable s = τ/ and setting  = 0 in (5.3), we find the leading order fast dynamics
to be given by
d
ds
Ω1 = 0
d
ds
Ω3 = 0
d
ds
Ω5 = − 1
5ν0
Ω5(|Ω1|2 + |Ω3|2)
d
ds
Ω7 = − 1
5ν0
Ω7(|Ω1|2 + |Ω3|2).
Assuming expansions of Ωi(s) for i = 1, 3, 5, 7 to be of the form Ωi(s) = Ωi0(s) + Ωi1(s) + O(2) away
from the slow manifold, we find
Ω10 = Ω10(0)
Ω30 = Ω30(0)
Ω50 = Ω50(0)e
− |Ω10(0)|2+|Ω30(0)|2
5ν0
s
Ω70 = Ω70(0)e
− |Ω10(0)|2+|Ω30(0)|2
5ν0
s
.
Here we see that away from the slow manifold, to leading order, the higher order modes are decaying at a
rate O
(
e
− |Ω10(0)|2+|Ω30(0)|2
5ν0
s
)
, while the lowest modes are constant. This is consistent with the initial rapid
decay rates among the higher modes seen in the previous sections, as seen in the calculation below:
−φω50,70 = Ω50,70 ∼ e−
|Ω10(0)|2+|Ω30(0)|2
5ν0
s
= e
− 2β(|ω10(0)|2+|ω30(0)|2)
5(−αν) (
α−1t)
= e−
|ω10(0)|2+|ω30(0)|2
5ν
t.
The dynamics on the slow manifold will determine whether solutions evolve towards a bar state or a
dipole. To analyze this, we consider again system (5.3) and compute formal asymptotic expansions of the
solutions in terms of the slow variable τ . We begin by writing
Ω1(τ, ) = Ω10(τ) + Ω11(τ) + 
2Ω12(τ) +O(3)
Ω3(τ, ) = Ω30(τ) + Ω31(τ) + 
2Ω32(τ) +O(3)
Ω5(τ, ) = Ω50(τ) + Ω51(τ) + 
2Ω52(τ) +O(3)
Ω7(τ, ) = Ω70(τ) + Ω71(τ) + 
2Ω72(τ) +O(3)
(5.4)
Next, we compute terms in these expansions up to and including O() terms. To do so, first consider the
O(−1) terms present in (5.3) and match these terms with the derivatives taken in (5.4). The only terms
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present are
0 = − 1
5ν0
Ω50(|Ω10|2 + |Ω30|2)
0 = − 1
5ν0
Ω70(|Ω10|2 + |Ω30|2)
and so we find |Ω50|2 = |Ω70|2 = 0. Next, matching the O(1) terms, we obtain the following system
governing the dynamics of the O(1) terms of Ω1 and Ω3, as well as algebraic equations that determine the
O() terms of Ω5 and Ω7:
d
dτ
Ω10 = −ν0Ω10
d
dτ
Ω30 = −ν0Ω30
0 = − 1
5ν0
Ω51(|Ω10|2 + |Ω30|2)− 20Ω10Ω30
0 = − 1
5ν0
Ω71(|Ω10|2 + |Ω30|2) + 20Ω10Ω¯30
Solving these we obtain the following expressions:
Ω10 = Ω10(0)e
−ν0τ , Ω30 = Ω30(0)e−ν0τ
Ω51 = − 10ν00Ω10(0)Ω30(0)|Ω10(0)|2 + |Ω30(0)|2 , Ω71 =
10ν00Ω10(0)Ω¯30(0)
|Ω10(0)|2 + |Ω30(0)|2
(5.5)
Yet to be computed are the O() terms for the lower modes, Ω1 and Ω3. The relevant equations are
d
dτ
Ω11 = −ν0Ωr11 +
1
2
(Ω30Ω71 − Ω¯30Ω51) + 2ν00Ω10
d
dτ
Ω31 = −ν0Ω31 + 1
2
(Ω¯10Ω51 − Ω10Ω¯71).
(5.6)
Using (5.5) to solve (5.6) we obtain
Ω11 = Ω11(0)e
−ν0τ + ν00τe−ν0τ
[
2Ω10(0) +
10|Ω30(0)|2Ω10(0)
|Ω10(0)|2 + |Ω30(0)|2
]
Ω31 = Ω31(0)e
−ν0τ − ν00τe−ν0τ 10|Ω10(0)|
2Ω30(0)
|Ω10(0)|2 + |Ω30(0)|2 .
(5.7)
Together, equations (5.5) and (5.7) make the approximations to Ω1 and Ω3 up to and including O(),
which will be denoted by Ω¯1 and Ω¯3:
Ω¯1(τ) := Ω10(0)e
−ν0τ + 
(
Ω11(0)e
−ν0τ + ν00τe−ν0τ
[
2Ω10(0) +
10|Ω30(0)|2|Ω10(0)|2
|Ω10(0)|2 + |Ω30(0)|2
])
Ω¯3(τ) := Ω30(0)e
−ν0τ + 
(
Ω31(0)e
−ν0τ − ν00τe−ν0τ 10|Ω10(0)|
2|Ω30(0)|2
|Ω10(0)|2 + |Ω30(0)|2
)
.
Of interest will be the magnitudes of the scaled low modes, which will be defined by X := |Ω1|2 and
Y := |Ω3|2. In computing these, we obtain
X(τ) = X0(0)e
−2ν0τ + 
[
X1(0)e
−2ν0τ + 0ν0τe−2ν0τ
(
4X0(0) +
20X0(0)Y0(0)
X0(0) + Y0(0)
)]
+O(2)
Y (τ) = Y0(0)e
−2ν0τ + 
[
Y1(0)e
−2ν0τ − 20X0(0)Y0(0)
X0(0) + Y0(0)
0ν0τe
−2ν0τ
]
+O(2),
(5.8)
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where we have used the notation X(τ) = X0(τ) + X1(τ) +O(2) and Y (τ) = Y0(τ) + Y1(τ) +O(2). For
notational convenience, let Kx0,y0 =
20X0(0)Y0(0)
X0(0)+Y0(0)
.
Now take X¯ := X0 + X1 and Y¯ := Y0 + Y1 to be the approximations to |Ω1|2 and |Ω3|2. For each
0 <  1, there exists a finite interval of time on which these approximations are valid. Define τ+ and τ−
as follows
τ+ =
1
ν0Kx0,y0
(
Y0(0)

+ Y1(0)
)
τ− =
1
ν0(Kx0,y0 + 4X0(0))
(
X0(0)

+X1(0)
)
. (5.9)
Recall that, as approximations to the nonnegative quantities |Ω1|2 and |Ω3|2, X¯ and Y¯ must too be
nonnegative. Observe that for 0 = 1, X¯(τ+) = 0 and X¯(τ) < 0 on τ > τ+. For 0 = −1, this property
is shared by Y¯ on τ ≥ τ−. These properties indicate that the approximations are certainly not valid for
values of τ beyond τ±.
As a direct consequence of these observations, on a finite time interval 0 will determine the bar state
toward which the system evolves. This is summarized by Proposition 5.2 below and is consistent with
the results in §4. The key property of the approximations X(τ) and Y (τ) in (5.8) is the linear growth
exhibited by the O() terms. In particular, the opposite sign on the 0ν0τe−2ν0τ terms allows for the
evolution toward the correct bar state. This linear growth originates from the resonant forcing terms in
the differential equations for Ω11 and Ω31, which can be seen after substituting the expressions for Ω10 and
Ω30 given in (5.5) into (5.6).
Proposition 5.2. Let 0 <   1. Consider the approximations to |Ω1|2 and |Ω3|2 up to O() given by
(5.8),
X¯(τ, ) := X0(τ) + X1(τ)
Y¯ (τ, ) := Y0(τ) + Y1(τ).
There exists positive times τ+ and τ−, defined by (5.9), for which, when 0 = 1, lim
τ→τ+
X¯(τ)
Y¯ (τ)
=∞, indicating
evolution to an x-bar state, and, when 0 = −1, lim
τ→τ−
X¯(τ)
Y¯ (τ)
= 0, indicating evolution to a y-bar state. The
critical times τ+ and τ− are O(1/) as → 0.
Proof. Using the expressions given by (5.8), consider the ratio X¯
Y¯
as it is a measure of how close the system
is to one bar state or another.
X¯(τ)
Y¯ (τ)
=
X0(0)e
−2ν0τ + [X1(0)e−2ν0τ + 0ν0(Kx0,y0 + 4X0(0))τe−2ν0τ ]
Y0(0)e−2ν0τ + [Y1(0)e−2ν0τ − 0ν0Kx0,y0τe−2ν0τ ]
=
X0(0) + [X1(0) + 0ν0(Kx0,y0 + 4X0(0))τ ]
Y0(0) + [Y1(0)− 0ν0Kx0,y0τ ]
(5.10)
Observe that, if 0 = 1 the denominator of the ratio in (5.10) decreases monotonically and vanishes at
τ+ =
1
ν0Kx0,y0
(
Y0(0)
 + Y1(0)
)
, and if 0 = −1 then the numerator decreases monotonically and vanishes
at τ− = 1ν0(Kx0,y0+4X0(0))
(
X0(0)
 +X1(0)
)
. Hence for 0 = 1, we have lim
τ→τ+
X¯(τ)
Y¯ (τ)
=∞ (indicating an x-bar
state) while for 0 = −1, we have lim
τ→τ−
X¯(τ)
Y¯ (τ)
= 0 (indicating a y-bar state).
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This proposition illustrates that as time τ increases in the finite interval on which the approximations
in (5.8) are valid, the bar state toward which X¯
Y¯
tends is determined solely by 0. The fact that τ
± = O(1/)
implies that, for larger , there will be more rapid convergence to the bar state. This could be related
to the results of [3], which suggest that |δ − 1| =  needs to be sufficiently large before a bar state will
dominate the dynamics under appropriate stochastic perturbations.
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7 Appendix
Completion of proof of Theorem 3.4
We have already showed the existence of a family of local invariant manifolds for (3.4). Here we compute
the form that this family takes. We begin by splitting (3.4) into real and imaginary parts to get the
following 8 dimensional real system of ODEs
R˙ = (1 +R)(Pre −Qre)
A˙ = −2νA+ 3
20ν
A(w + z)
w˙ = −4νw − 2
5ν
wA
z˙ = −4νz − 2
5ν
zA
P˙r = −2νPre + z
2
(1−R)− 1
5ν
PreA+ (Pre −Qre)Pre + 1
2
PreQre(1− 1
R
) +
1
2
PimQim(1 +
1
R
)
P˙i = −2νPim − 1
5ν
PimA+ (Pre −Qre)Pim + 1
2
PimQre(1− 1
R
)− 1
2
PreQim(1 +
1
R
)
Q˙r = −2νQre + w
2
(R− 1)− 1
5ν
QreA+ (Pre −Qre)Qre + 1
2
PreQre(
1
R
− 1)− 1
2
PimQim(
1
R
+ 1)
Q˙i = −2νQim − 1
5ν
QimA+ (Pre −Qre)Qim + 1
2
PimQre(
1
R
+ 1) +
1
2
PreQim(
1
R
− 1).
(7.1)
Observe that the above system has a line of equilibrium points ~r = (r, 0, 0, 0, 0, 0, 0, 0). The Jacobian of
(7.1) at each of these equilibrium points has 7 negative eigenvalues and 1 zero eigenvalue. Thus for each
point on the line ~r, there is an associated 7 local dimensional stable manifold, W s(~r), and 1 dimensional
center manifold, W c(~r), which is in fact globally defined and corresponds to the line ~r itself. Below we
will proceed to explicitly compute this family of stable manifolds, denoted Mr, up to and including the
quadradic terms. This is a long and tedious calculation but comes from standard invariant manifold
theorems from ODE, see Theorem 4.1 in [4]. Since the linearization of (7.1) has 7 negative eigenvalues
and 1 zero eigenvalue, this theorem guarantees the existence of an 8 dimensional center-stable manifold
associated to each fixed point. As we can identify the line of equilibrium points, ~r, as the globally defined
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center manifold, we indeed know that the following computation will result in the codemension 1 stable
manifold, i.e. the center-stable manifold is the union of Mr and ~r. We begin the derivation by first shifting
coordinates to move the equilibrium point at (r, 0, 0, 0, 0, 0, 0, 0) to the origin.
R˜
A˜
w˜
z˜
P˜r
P˜i
Q˜r
Q˜i

=

R− r
A
w
z
Pre
Pim
Qre
Qim

.
The resulting system with fixed point the fixed point at the origin corresponding to ~r is
˙˜R = (1 + R˜+ r)(P˜r − Q˜r)
˙˜A = −2νA˜+ 3
20ν
A˜(w˜ + z˜)
˙˜w = −4νw˜ − 2
5ν
w˜A˜
˙˜z = −4νz˜ − 2
5ν
z˜A˜
˙˜Pr = −2νP˜r + z˜
2
(1− R˜− r)− 1
5ν
P˜rA˜+ (P˜r − Q˜r)P˜r + 1
2
P˜rQ˜r(1− 1
R˜+ r
) +
1
2
P˜iQ˜i(1 +
1
R˜+ r
)
˙˜Pi = −2νP˜i − 1
5ν
P˜iA˜+ (P˜r − Q˜r)P˜i + 1
2
P˜iQ˜r(1− 1
R˜+ r
)− 1
2
P˜rQ˜i(1 +
1
R˜+ r
)
˙˜Qr = −2νQ˜r + w˜
2
(R˜+ r − 1)− 1
5ν
Q˜rA˜+ (P˜r − Q˜r)Q˜r + 1
2
P˜rQ˜r(
1
R˜+ r
− 1)− 1
2
P˜iQ˜i(
1
R˜+ r
+ 1)
˙˜Qi = −2νQ˜i − 1
5ν
Q˜iA˜+ (P˜r − Q˜r)Q˜i + 1
2
P˜iQ˜r(
1
R˜+ r
+ 1) +
1
2
P˜rQ˜i(
1
R˜+ r
− 1).
(7.2)
The Jacobian of (7.2) at the origin is
J(~0) =

0 0 0 0 1 + r 0 −(1 + r) 0
0 −2ν 0 0 0 0 0 0
0 0 −4ν 0 0 0 0 0
0 0 0 −4ν 0 0 0 0
0 0 0 12(1− r) −2ν 0 0 0
0 0 0 0 0 −2ν 0 0
0 0 12(r − 1) 0 0 0 −2ν 0
0 0 0 0 0 0 0 −2ν

.
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Let us define
X =

R˜
A˜
w˜
z˜
P˜r
P˜i
Q˜r
Q˜i

, J = J(~0),
N(X) =

R˜(P˜r − Q˜r)
3
20ν A˜(w˜ + z˜)
− 25ν w˜A˜
− 25ν z˜A˜
−12 z˜R˜− 15ν A˜P˜r + (P˜r − Q˜r)P˜r + 12 P˜rQ˜r(1− 1R˜+r ) +
1
2 P˜iQ˜i(1 +
1
R˜+r
)
− 15ν A˜P˜i + (P˜r − Q˜r)P˜i + 12 P˜iQ˜r(1− 1R˜+r )−
1
2 P˜rQ˜i(1 +
1
R˜+r
)
1
2 w˜R˜− 15ν A˜Q˜r + (P˜r − Q˜r)Q˜r + 12 P˜rQ˜r( 1R˜+r − 1)−
1
2 P˜iQ˜i(1 +
1
R˜+r
)
− 15ν A˜Q˜i + (P˜r − Q˜r)Q˜i + 12 P˜iQ˜r(1 + 1R˜+r ) +
1
2 P˜rQ˜i(
1
R˜+r
− 1)

.
Then we can write the system as
X˙ = JX+N(X).
Before computing the stable manifold we must change variables and diagonalize the matrix J . The
matrix of eigenvectors of J and its inverse are given by
S =

1 0 r+14ν − r+14ν − r+12ν 0 r+12ν 0
0 1 0 0 0 0 0 0
0 0 − 4νr−1 0 0 0 0 0
0 0 0 4νr−1 0 0 0 0
0 0 0 1 1 0 0 0
0 0 0 0 0 1 0 0
0 0 1 0 0 0 1 0
0 0 0 0 0 0 0 1

, S−1 =

1 0 − r2−1
16ν2
− r2−1
16ν2
r+1
2ν 0 − r+12ν 0
0 1 0 0 0 0 0 0
0 0 − r−14ν 0 0 0 0 0
0 0 0 r−14ν 0 0 0 0
0 0 0 − r−14ν 1 0 0 0
0 0 0 0 0 1 0 0
0 0 r−14ν 0 0 0 1 0
0 0 0 0 0 0 0 1

So we have 
0 0 0 0 0 0 0 0
0 −2ν 0 0 0 0 0 0
0 0 −4ν 0 0 0 0 0
0 0 0 −4ν 0 0 0 0
0 0 0 0 −2ν 0 0 0
0 0 0 0 0 −2ν 0 0
0 0 0 0 0 0 −2ν 0
0 0 0 0 0 0 0 −2ν

= ∆ = S−1JS.
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Defining
Y = S−1X,
the dynamics of Y are given by
Y˙ = S−1JSY+ S−1N(SY) = ∆Y+ S−1N(SY).
So now we have
S

y1
y2
y3
y4
y5
y6
y7
y8

=

y1 +
r+1
4ν y3 − r+14ν y4 − r+12ν y5 + r+12ν y7
y2
− 4νr−1y3
4ν
r−1y4
y4 + y5
y6
y3 + y7
y8

.
For notational convenience, let λ = y1 +
r+1
4ν y3 − r+14ν y4 − r+12ν y5 + r+12ν y7. Then, we have
N(SY)=
λ(y4 + y5 − y3 − y7)
3
5(r−1)y2(y4 − y3)
8
5(r−1)y2y3
− 85(r−1)y2y4
− 2νr−1λy4 − 15ν y2(y4 + y5) + (y4 + y5 − y3 − y7)(y4 + y5) + 12(y4 + y5)(y3 + y7)(1− 1λ+r ) + 12y6y8(1 + 1λ+r )
− 15ν y2y6 + y6(y4 + y5 − y3 − y7) + 12y6(y3 + y7)(1− 1λ+r )− 12y8(y4 + y5)(1 + 1λ+r )
− 2νr−1λy3 − 15ν y2(y3 + y7) + (y4 + y5 − y3 − y7)(y3 + y7) + 12(y4 + y5)(y3 + y7)( 1λ+r − 1)− 12y6y8(1 + 1λ+r )
− 15ν y2y8 + y8(y4 + y5 − y3 − y7) + 12y6(y3 + y7)(1 + 1λ+r ) + 12y8(y4 + y5)( 1λ+r − 1)

.
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After computing S−1N(SY) we see that the complete system in the Y variables is
y˙1 = λ(y4 + y5 − y3 − y7) + r + 1
r − 1(y3 − y4)λ+
r + 1
10ν2
y2(y7 − y5) + r + 1
2ν
(y4 + y5 − y3 − y7)2
+
r + 1
2ν
(y4 + y5)(y3 + y7)(1− 1
λ+ r
) +
r + 1
2ν
y6y8(1 +
1
λ+ r
)
y˙2 = −2νy2 + 3
5(r − 1)y2(y4 − y3)
y˙3 = −4νy3 − 2
5ν
y2y3
y˙4 = −4νy4 − 2
5ν
y2y4
y˙5 = −2νy5 + 2
5ν
y2y4 − 2ν
r − 1λy4 −
1
5ν
y2(y4 + y5) + (y4 + y5 − y3 − y7)(y4 + y5) (7.3)
+
1
2
(y4 + y5)(y3 + y7)(1− 1
λ+ r
) +
1
2
y6y8(1 +
1
λ+ r
)
y˙6 = −2νy6 − 1
5ν
y2y6 + y6(y4 + y5 − y3 − y7) + 1
2
y6(y3 + y7)(1− 1
λ+ r
)− 1
2
y8(y4 + y5)(1 +
1
λ+ r
)
y˙7 = −2νy7 + 2
5ν
y2y3 − 2ν
r − 1λy3 −
1
5ν
y2(y3 + y7) + (y4 + y5 − y3 − y7)(y3 + y7)
+
1
2
(y4 + y5)(y3 + y7)(
1
λ+ r
− 1)− 1
2
y6y8(1 +
1
λ+ r
)
y˙8 = −2νy8 − 1
5ν
y2y8 + y8(y4 + y5 − y3 − y7) + 1
2
y6(y3 + y7)(1 +
1
λ+ r
) +
1
2
y8(y4 + y5)(
1
λ+ r
− 1).
Note that in grouping Θ(2) terms in the y˙1 equation in (7.3) we have:
y˙1 = −r + 1
10ν2
y2y5 +
r + 1
10ν2
y2y7 − r + 1
2ν
(
r + 1
r − 1 +
1
r
)y3y4 +
r + 1
2ν
(
1
2
− r + 1
r − 1 −
1
r
)y3y5
+
r + 1
2ν
(
1
2
+
r + 1
r − 1)y3y7 +
r(r + 1)
2ν(r − 1)y
2
3 +
r + 1
2ν
(
1
2
+
r + 1
r − 1)y4y5 +
r + 1
2ν
(
1
2
− r + 1
r − 1 −
1
r
)y4y7
+
r(r + 1)
2ν(r − 1)y
2
4 +
r2 − 1
2νr
y5y7 +
(r + 1)2
2νr
y6y8 + Θ(3).
Now we are ready to match coefficients on the stable manifold. We know that the stable manifold
takes the form y1 = h(y2, y3, y4, y5, y6, y7, y8) and goes through the origin with parabolic tangency. So let:
h(y2, y3, y4, y5, y6, y7, y8) =
8∑
i=2
8∑
j=i
cijyiyj + Θ(3).
Its derivative with respect to t is:
h˙ =
8∑
i=2
∂h
∂yi
y˙i
= −4ν(c25y2y5 + c26y2y6 + c27y2y7 + c28y2y8 + c56y5y6 + c57y5y7 + c58y5y8 + c67y6y7
+ c68y6y8 + c78y7y8 + c22y
2
2 + c55y
2
5 + c66y
2
6 + c77y
2
7 + c88y
2
8)− 6ν(c23y2y3 + c24y2y4
+ c35y3y5 + c36y3y6 + c37y3y7 + c38y3y8 + c45y4y5 + c46y4y6 + c47y4y7 + c48y4y8)
− 8ν(c34y3y4 + c33y23 + c44y24) + Θ(3).
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Matching coefficients of among the quadratic terms in h˙ and y˙1, we obtain the nonzero coefficients
below.
c25 =
r + 1
40ν3
, c27 = −r + 1
40ν3
, c34 =
r + 1
16ν2
(
r + 1
r − 1 +
1
r
), c35 = −r + 1
12ν2
(
1
2
− r + 1
r − 1 −
1
r
),
c37 = −r + 1
12ν2
(
1
2
+
r + 1
r − 1), c33 = −
r(r + 1)
16ν2(r − 1) , c45 = −
r + 1
12ν2
(
1
2
+
r + 1
r − 1)
c47 = −r + 1
12ν2
(
1
2
− r + 1
r − 1 −
1
r
), c44 = − r(r + 1)
16ν2(r − 1) , c57 = −
r2 − 1
8ν2r
, c68 = −(r + 1)
2
8ν2r
.
The stable manifold for the origin in the Y variables becomes:
h(y2, y3, y4, y5, y6, y7, y8) =
r + 1
40ν3
y2y5 − r + 1
40ν3
y2y7 +
r + 1
16ν2
(
r + 1
r − 1 +
1
r
)
y3y4
− r + 1
12ν2
(
1
2
− r + 1
r − 1 −
1
r
)
y3y5 − r + 1
12ν2
(
1
2
+
r + 1
r − 1
)
y3y7 − r(r + 1)
16ν2(r − 1)y
2
3
− r + 1
12ν2
(
1
2
+
r + 1
r − 1
)
y4y5 − r + 1
12ν2
(
1
2
− r + 1
r − 1 −
1
r
)
y4y7 − r(r + 1)
16ν2(r − 1)y
2
4
− r
2 − 1
8ν2r
y5y7 − (r + 1)
2
8ν2r
y6y8 + Θ(3).
In the original variables, the stable manifold can be written as:
R = r + h
(
A,−r − 1
4ν
w,
r − 1
4ν
z, Pre − r − 1
4ν
z, Pim, Qre +
r − 1
4ν
w,Qim
)
+
r2 − 1
16ν2
w +
r2 − 1
16ν2
z
− r + 1
2ν
Pre +
r + 1
2ν
Qre + Θ(3),
or, equivalently,
R = r +
r2 − 1
16ν2
w +
r2 − 1
16ν2
z − r + 1
2ν
Pre +
r + 1
2ν
Qre − r
2 − 1
160ν4
Aw − r
2 − 1
160ν4
Az +
r + 1
40ν3
APre − r + 1
40ν3
AQre
+
r2 − 1
768ν4r
(7r2 + 2r + 1)wz − r + 1
96ν3r
(4r2 − r + 1)wPre + r + 1
96ν3
(3r + 1)wQre +
r2 − 1
768ν4
(3r + 2)w2
− r + 1
96ν3
(3r + 1)zPre +
r + 1
96ν3r
(4r2 − r + 1)zQre + r
2 − 1
768ν4
(3r + 2)z2 − r
2 − 1
8ν2r
PreQre
− (r + 1)
2
8ν2r
PimQim + Θ(3),
concluding the proof of the theorem.
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