Abstract-Implementation of wireless wideband transmitters using ΔΣ DACs requires very high speed modulators. Digital MASH ΔΣ modulators are good candidates for speed enhancement using interleaving because they require only adders and can be cascaded. This paper presents an analysis of the integrator critical path of two-channel interleaved ΔΣ modulators. The bottlenecks for a high-speed operation are identified and the performance of different logic styles is compared. Static combinational logic shows the best trade-off and potential for use in such high speed modulators. A prototype 12-bit second order MASH ΔΣ modulator designed in 65 nm CMOS technology based on this study achieves 9 GHz operation at 1 V supply.
I. INTRODUCTION
The use of high speed digital ΔΣ modulators (DDSMs) has been reported in many ΔΣ DAC based transmitters for WLAN, WiFi, UMTS and WiMAX radio standards [1] [2] [3] [4] . The speed of these DDSMs has so far been limited to 5.4 GHz [2] . In order to adopt a similar approach for high-data-rate and wideband standards like WiMedia UWB and WiGIG 60-GHz radio, DDSMs that operate at around 10 GHz are required.
MASH DDSMs are very stable and are good candidates for high-speed operation since they are basically accumulators that can be pipelined and cascaded. Nevertheless, a conventional MASH DDSM, shown in Fig. 1 , is not suitable for arriving at a 10 GHz operation in a 65 nm CMOS process. Timeinterleaving of MASH DDSMs is thus required to enhance the speed by making used of relaxed timing constraints and a reduced clock frequency. Only the final multiplexing in the DDSM occurs at the full speed. A 10 GHz throughput can be achieved by using a large number of interleaved channels, however this moves the entire complexity to the multiplexing and multiphase clock generation. When used in a ΔΣ DAC, the DAC dynamic performance is limited by the multiplexing. On the other hand, using only two-channel interleaving (Fig. 2) simplifies the final multiplexing and the clock generation but this pushes the logic to operate at a half-rate clock, which is still a challenging task. A ΔΣ DAC that utilizes this strategy was previously presented in [5] . A study of the delays within the integrator is essential for achieving a high speed using only two-channel interleaving and is the main focus of this paper.
The work presented in [6] primarily addresses only the critical path across the cascaded stages of interleaved MASH DDSMs. The critical path within the integrator of every MASH stage itself was not analyzed as the speed targeted was a moderate 2.5 GHz using a large number of channels (6-12 channels) . This work investigates the speed limitation of the two-channel integrator and compares the performance of different logic styles.
II. MODULATOR CRITICAL PATH
Consider Fig. 3 that shows one N-bit pipeline stage of the two back-to-back adders A (Ch0) and B (Ch1) in more detail. Both the adders are individually constructed from 1-bit adders A 0 -A N-1 and B 0 -B N-1 . Outputs S 0 and S 1 are the running sum of the integrator for channel 0 and channel 1 respectively. The critical path lies between the flipflops FF S0 (start) and FF SN-1 (end). The carry signals from both the adders move in an upward direction while the sum moves in a lateral direction. From this figure, an important observation about the characteristics of the two adders can be made. Adder A is required to generate the sum and carry outputs with equal delay while only the carry generation is critical for Adder B like is the case in conventional adders. To understand this better, it can be seen that the worst case delay can result from three different types of paths. In the first case, it results mainly from the carry chain of A, e.g. the path from FF S0 →A 0 →A 1 ...→A N-1 →B N-1 →FF SN-1 . In the second case, the delay mainly comes from the carry chain of B, e.g. FF S0 →A 0 →B 0 →B 1 ...→B N-1 →FF SN-1 . In the final case, the delay comes partially from the carry chain of A and partially from the carry chain of B, e.g.
In the second and the third cases, it becomes especially important that the sum generated by the 1-bit adders A 0 -A N-1 be transferred to adder B as fast as possible. Thus, A has both its outputs, carry and sum in the critical path making it inherently slower than B.
It can be further seen that even within adders A and B, the individual 1-b adders are inherently different. In adder A, A 0 is the slowest cell since it needs to generate the inverted inputs and also the complementary outputs for sum and carry with equal delay. Hence the fan-out of A 0 is the highest. Adders A 1 -A N-2 have the same fan-out as A 0 but faster by one inverter delay as their complementary inputs are already available. A N-1 is the fastest since it is required to generate only three outputs i.e. co, sum, sum and hence has a lesser fan-out. A similar analysis of adder B shows that B 0 -B N-2 are of the same type and slower than B N-1 . Thus, in a one N-bit deep integrator pipeline, the 1-bit adders can be written in their order of decreasing delays as follows:
While these observations form the basis for designing the 1-bit adders, a further improvement in delay is possible by noting the fact that the sum outputs of B 0 -B N-2 are not in the critical path. Hence it is possible to reduce the drive strength on these nodes. This improves the delay from sum outputs of A 0 -A N-2 to the carry outputs of B 0 -B N-2 respectively as now there is a reduced capacitance on this path. A similar situation exists with co output of A N-1 and hence this node can be also be similarly slowed down to speed up the sum output.
Additional overheads exist in the integrator that further contribute to the overall delay. Firstly, integrators are often required to be reset at start-up in order to drive them to a known state. Hence, a NOR gate is required at all outputs of the pipeline in order to synchronously reset the integrator. This increases the load on sum outputs of all the adders and introduces a skew between the sum and sum outputs of A 0 -A N-1 . A second overhead is a higher load of two flip-flops on S 1 outputs (see Fig. 3 ). This can be understood from Figs. 1 and 2 where it can be seen that the integrator output is fed back and also needs to be sent to the next MASH stage as ΔΣ modulators rarely employ a first order shaping function. Replicating the flops results in a lower delay than having one flop to drive both the feedback path and the next MASH stage.
With this understanding of the factors that affect the overall delay, the integrator pipeline of Fig. 3 was simulated using combinational static CMOS logic and the pipeline depth was varied from one to five and the worst case delay was calculated in each case. The 1-bit adders were implemented as carry select adders while the flip-flops used were standard transmission gate flip-flops (TGFF). The simulations were carried out in a standard 65 nm CMOS technology at 1 V supply and 75°C using low-V T general purpose devices. The simulations use post-layout extracted netlists for the flops and adders. Table I shows the obtained delays and overall effective throughput as a function of pipeline depth. Table I shows that although an effective speed greater than >10 GHz can be achieved with a 1-bit pipeline, the number of flops required to just pipeline the inputs of a first order 12-bit to 3-bit MASH modulator (Fig. 2) is ∼140 which makes 5 GHz clock distribution very challenging. The average 1-b adder delays flattens to an optimal 39 ps per 1-b adder for pipeline depth >3 and results in speeds of up to 6.9 GHz with an optimal flop count. Between these two ends of the solution space, a pipeline depth of two and three can be used for speeds between 7.4-9.1 GHz with a moderate increase in number of flip-flops (40%) and a 12% less optimal average 1-b adder delay. It can also be noted that the fixed overhead delays that result from the flop delay/setup time and the reset NOR gate account for at least 30% of the overall path delay. 
III. DELAY OPTIMIZATION AND ALTERNATIVE LOGIC STYLES
Since static CMOS logic is extremely robust with superior noise immunity, the simulation results presented in the previous section serve as baseline measurement against which further delay optimization or alternative logic styles can be compared. This section presents some alternatives for delay improvement and discusses the trade-offs involved. In this section, a 2-bit pipeline depth as shown in Fig. 4 is used as a reference for all discussions.
Firstly, there exists a possibility to replicate FF S0 of Fig. 3 such that both the complementary inputs can be directly provided to adder A 0 in Fig. 4 (single dashed square) . This gives back one inverter delay of 12 ps, however, the fanout for the sum output of B 0 is now higher compared to Fig. 3 , which reduces this gain to about 4 ps. Thus, providing complementary inputs to the first adder is only moderately beneficial due to the feedback nature of the critical path. A second optimization strategy involves moving the reset logic inside the flop, so as to make it an asynchronous reset instead (Fig. 4, double dashed square) . This gives back 25 ps from the NOR gate (Table I ) but increases the flop delay by 15 ps (7 ps in setup time, 8 ps in flop output delay). This results in an overall 10-ps delay improvement and combined with the foregoing optimization of providing complementary inputs yields an improvement of 14 ps, with only a marginal increase in flop area.
Static TGFFs are not the fastest flops, and instead, using a True Single Phase Clocked Register (TSPCR) FF offers the benefits of a reduced setup time and a single clock phase. TSPCRFF shows a 10 ps improvement for the same clock load as that of a TGFF and coupled with the complementary style of providing the inverted inputs to A 0 , an overall 17 ps improvement is achieved. However, TSPCRFF being a dynamic flop suffers from lower noise margins.
Alternatively, every alternate CMOS gate in the path can be replaced with a ratioed (pseudo-NMOS) logic to reduce the adder load as shown in Fig. 5(a) . The full swing is restored after every alternate gate. This yields a 20 ps overall improvement but at a cost of 80% higher power resulting from the static current in this logic style.
Lastly, a pre-charged domino logic based style was also simulated using a two clock phase system as shown in Fig. 5(b) . Adder A operations are performed in the first clock phase while adder B works on the second. Since the number of adders in the critical path is D+1 for a pipeline depth D, having a 2-pipeline depth (odd number of additions) is inefficient as the additions cannot be equally spread out over both the clock phases. Nevertheless, this kind of an implementation results in an average 1-bit adder delay of 40 ps and overall path delay of 195 ps in a 2-bit pipeline. The 23 ps improvement achieved comes at a cost of increased circuit complexity and additional overheads related to the two-phase clocking. Table II shows the relative comparison of delays between all these discussed styles. The table demonstrates that pure combinational static logic with complementary inputs ready and a TGFF with an asynchronous reset yields a frequency very close to 10 GHz. In order to achieve speeds above 10 GHz, reduced swing logic or dynamic logic is required, which comes with a high power penalty and/or an impact on noise immunity. Moreover, the speed improvement in these logic styles is less than 5% compared to the best case delay obtained using static logic. Hence, these styles would be less preferred for implementing very high speed two-channel interleaved ΔΣ modulators.
IV. MEASUREMENT RESULTS
A prototype of a second order 2-channel interleaved MASH 12-bit input 3-bit output modulator was implemented in standard 65 nm CMOS using combinational static logic and using a 2-bit pipeline of Fig. 3 . A DAC was also integrated in this chip. Fig. 6 shows the measurement setup used. A 12-bit input tone of frequency F in is sent in to the chip at a rate F bb using a pattern generator. Internal to the chip, this data is upsampled to a F s rate by a zero-order hold operation and then directly fed to both the the modulator channels, in effect shorting the two channels. To simplify the testing, the (2F s /F bb )-1 images generated from the upsampling and the shorting are not filtered since this is sufficient to verify the modulator operation. Fig. 7 shows the 8 GHz operation of the modulator (1 V supply) and the DAC. The DAC dynamic performance at 8 GHz has been presented in [5] . Beyond 8 GHz, the DAC dynamic performance deteriorates but nevertheless this still allows the checking of modulator operation. Fig. 8 shows that the modulator continues to operate at 9 GHz, 1 V supply with the input signal and its images observed as expected. Table III shows that this modulator achieves the highest speed as compared to the existing works in literature.
V. CONCLUSION
This paper has presented the critical path analysis of a two-channel interleaved MASH ΔΣ modulator and the delay bottlenecks in the modulator were identified. Simulations show that static CMOS combinational logic with transmission gate flip-flops is an optimum choice of logic style when aiming for a "multi-GHz" operation. With measured speed of MASH ΔΣ 
