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Abstract
As a generalization of inclusion dependencies that are found in relational databases,
word constraints have been studied for semistructured data [6] as well as for an object-
oriented model [10]. In both contexts, it is assumed that each data entity has a unique
identity, and two entities are equal if and only if they have the same identify. In this
setting, the decidability of the implication and nite implication problems for word con-
straints has been established. A question left open is whether these problems are still
decidable in the context of an object-oriented modelM

which supports complex values
with nested structures and complex value equality. This paper provides an answer to
that question. We characterize a schema in M

in terms of a type constraint and an
equality constraint, and investigate the interaction between these constraints and word
constraints. We show that in the presence of equality and type constraint, the implication
and nite implication problems for word constraints are also decidable, by giving a small
model argument.
1 Introduction
Word constraints were introduced in [6] to generalize inclusion dependencies that are com-
monly found in relational databases. They are useful for, among others, query optimization in
a variety of database contexts, ranging from semistructured data to object-oriented databases.
In these contexts, a database is modeled as a rooted edge-labeled directed graph, and a word
constraint is dened to be a rst-order logic sentence of the form:
8x ((r; x) ! (r; x))

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Here r is a constant denoting the root of the graph, and (r; x) and (r; x) are paths from r
to x, which can be represented as logic formulas by taking edge labels as binary predicates.
For example, the following are word constraints for a (semistructured) school database, taken
from [10]:
8x (students  taking(r; x) ! courses(r; x))
8x (courses  taken by(r; x) ! students(r; x))
These constraints state that every course which is being taken by a student in the database
must be a course in the database, and similarly, every student who is taking a course in the
database must be a student in the database. In rst-order logic, these constraints can be
expressed as:
8x (9 y (students(r; y) ^ taking(y; x)) ! courses(r; x))
8x (9 y (courses(r; y) ^ taken by(y; x)) ! students(r; x))
The implication and nite implication problems, which are the central questions for word
constraints, have been studied for semistructured data [6] and an object-oriented model M
[9, 10]. Semistructured data, e.g., as found in the Web, is modeled as a rooted edge-labeled
directed graph, unconstrained by any type system or schema [1, 8]. As in OEM [5], it is
assumed that each data entity (node) in the graph has a unique identity, and two entities
are equal if and only if they have the same identity. This equality relation is called identity
equality . The modelM is similar to the one studied in [2]. It supports atomic types, classes,
and the record and nite set constructs. A database of M can be viewed as a collection
of object-identiers (oids). The value of an oid is either a basic value (i.e., a value of an
atomic type), a record consisting of basic values and oids, or a set consisting of basic values
or oids. In other words, M does not support complex values with nested structures such as
sets of records or records with set component. In M, the equality relation is also dened to
be identity equality. A schema in M can be viewed as imposing a type constraint on the
data, and a database instance of the schema can be understood as a semistructured database
satisfying the type constraint. In bothM and the semistructured data model, the decidability
of word constraint implication has been established in [6, 9, 10].
In many object-oriented database systems such as those studied in [3, 4, 12, 15], complex
values with nested structures are common. Such a complex value may not have a unique
identity. Consequently, the equality relation on complex values cannot be simply treated as
identity equality. More specically, the equality relation in these systems is called complex
value equality , denoted by  and dened as follows:
1. Let v
1
and v
2
be values of an atomic type. Then v
1
 v
2
if v
1
= v
2
(i.e., v
1
and v
2
are
identical).
2. Let o
1
and o
2
be objects of a class. Then o
1
 o
2
if o
1
and o
2
have the same oid. That
is, equality on objects is dened by comparing object identities.
3. Let s
1
and s
2
be of a set type. Then s
1
 s
2
if for every x 2 s
1
, there is y 2 s
2
such
that x  y, and vice versa.
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4. Let r
1
and r
2
be values of type record(l
1
: 
1
; : : : ; l
n
: 
n
). Then r
1
 r
2
if for every
i 2 [1; n], r
1
:l
i
 r
2
:l
i
. Here v:l stands for the projection of v at attribute l.
A natural question to answer here is whether word constraint implication is still decid-
able in the context of a simple extension of M, M

, which supports complex values with
nested structures. In other words, when complex value equality is supported, whether is
word constraint implication still decidable? One may question the need to re-investigate the
problem since at rst glance, complex value equality appears to have no severe impact on
word constraint implication. This appearance can be dispelled by considering the following
example.
Example 1.1: Let  be a schema in M and 
0
a schema in M

:
: class player f
type record (Name: string,
Rank: int)
g
class team f
type set(player)
g
Team1, Team2: team;

0
: class player /* as defined above
Team1, Team2: set(player);
A database instance of  is a value of database type (DBtype):
record(Team1 : team; Team2 : team):
Similarly, a database instance of 
0
is a value of DBtype:
record(Team1 : set(player); T eam2 : set(player));
which is a complex value with nested structure. Because of this, 
0
is not a schema in M.
Let Jones and Smith be objects of player, created by:
Jones = new player("Jones", 2);
Smith = new player("Smith", 3);
Using these objects, an instance I of  and an instance I
0
of 
0
are given as follows:
3
2* * * *
2
Team1 Team2 Team1 Team2 
Name
"Smith" "Jones"
Name Name
"Smith"
*
3 3"Jones"
*
Name
r r
I I’
Rank Rank RankRank
Figure 1: Example databases
I: Team1 = new team(Jones, Smith);
Team2 = new team(Jones, Smith);
I
0
: Team1 = set(Jones, Smith);
Team2 = set(Jones, Smith);
The databases I and I
0
are represented by the graphs shown in Figure 1, in which r denotes
the root and  denotes set membership.
Now let us consider the following word constraints:
'
1
= 8x (9 y (Team1(r; y) ^ (y; x))! 9 y (Team2(r; y) ^ (y; x)))
'
2
= 8x (9 y (Team2(r; y) ^ (y; x))! 9 y (Team1(r; y) ^ (y; x)))
' = 8x (Team1(r; x) ! Team2(r; x))
Here '
1
and '
2
ensure that Team1 and Team2 consist of the same players. Constraint ' in
fact states that Team1 and Team2 are equal, since DBtype is a record type in both  and

0
. It is easy to see that I j= '
1
^ '
2
but I 6j= '. This is because in I, Team1 and Team2
are objects with dierent oids even if they have the same value. However, I
0
j= '
1
^ '
2
and
I
0
j= '. The reason is that in I
0
, Team1 and Team2 are dened to be sets. As a result, they
are equal as long as they consist of the same players. In fact, it can be shown that in the
context of database instances of 
0
, f'
1
; '
2
g indeed implies '. In contrast, in the context of
databases of any schema in M, if '
1
, '
2
and ' are dened, then f'
1
; '
2
g does not imply '.
This example shows that the dierence between the denitions of equality in M and M

4
gives rise to dierent outcomes of word constraint implication.
As illustrated by the example above, complex value equality interacts with word con-
straints. In other words, it does make life harder. In the context of M, it has been shown
that a schema can be characterized in terms of a type constraint [9, 10]. The interaction
between type constraints and path constraints, which is a class of constraint more general
than word constraints, has been well studied [11]. However, in the presence of complex value
equality, an equality constraint is also needed, in addition to type constraint, to capture the
semantics of a schema. The interaction of the three dierent forms of constraints { equality,
type and word constraints { has not been addressed.
This paper investigates the interaction of equality, type and word constraints. To focus
on the central issue and to simplify the discussion, we dene the object-oriented model M

in the avor of the nested relational model [3]. That is, set and record constructors are
required to alternate (i.e., set of sets and record with a record component are prohibited).
We characterize a schema  in M

in terms of an equality constraint, in addition to the
type constraint developed for M [9, 10]. We represent database instances of  as (nite)
logic structures satisfying both the type constraint and the equality constraint. Using this
abstraction, we show that the implication and nite implication problems for word constraints
are decidable in the context of M

. More specically, we present an elementary proof of the
decidability by giving a small model argument. That is, given a nite set  [ f'g of word
constraints, we show that if
V
 ^ :' has a model, then it has a model of size at most
exponential in the length of
V
 ^ :'.
It should be noted that complex value equality is a notion dierent from the so called
shallow and deep equalities [2]. Shallow and deep equalities on objects are not oid equality.
In particular, the denition of deep equality is recursive and thus is not denable in rst-order
logic [2]. To clarify the dierence, below we give the denitions of these predicates.
 Shallow equality , denoted 
s
, is dened in the same way as value equality except for
the case of objects, which is given as follows. Let o
1
and o
2
be objects of a class, and
v
1
, v
2
be the values of o
1
and o
2
, respectively. Then o
1

s
o
2
if v
1
 v
2
.
 Deep equality , denoted 
d
, can be described as follows.
1. Let v
1
and v
2
be values of an atomic type. Then v
1

d
v
2
if v
1
= v
2
.
2. Let o
1
and o
2
be objects of a class, and v
1
, v
2
be the values of o
1
and o
2
, respectively.
Then o
1

d
o
2
if v
1

d
v
2
.
3. Let s
1
and s
2
be of a set type. Then s
1

d
s
2
if for every x 2 s
1
, there is y 2 s
2
such that x 
d
y, and vice versa.
4. Let r
1
and r
2
be values of type record(l
1
: 
1
; : : : ; l
n
: 
n
). Then r
1

d
r
2
if for
every i 2 [1; n], r
1
:l
i

d
r
2
:l
i
.
The rest of the paper is organized as follows. Section 2 presents the object-oriented
model M

, species the type constraint and equality constraint, and gives an abstraction
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of databases of M

. Section 3 formally denes word constraints in the context of M

,
and justies the abstraction of databases given in Section 2 with respect to word constraint
implication. Section 4 establishes the decidability of the implication and nite implication
problems for word constraints in the context of M

. Finally, Section 5 summarizes the main
results of the paper.
2 Equality and type constraints for M

In this section, we present the object-oriented modelM

, dene equality and type constraints,
and give an abstraction of the databases of M

in terms of these constraints. Finally, we
compare M

with the object-oriented model M studied in [9, 10].
2.1 The data model M

We begin by describing the object-oriented model M

.
Assume a xed countable set of labels, L, and a xed nite set of atomic types, B.
Denition 2.1: Let C be some nite set of classes. The set of types over C, denoted Types
C
,
is dened by the following abstract syntax:
 ::= b j C j Set j Record
Set ::= fbg j fCg
Record ::= [l
1
: ; : : : ; l
n
: ]
 ::= b j Set
where b 2 B, C 2 C, and l
i
2 L. The notations [l
1
: ; : : : ; l
n
:  ] and fg represent record
type and set type, respectively. We reserve  to range over Types
C
.
Denition 2.2: A schema in M

is a triple  = (C; ; DBtype), where
 C is a nite set of classes,
  is a mapping: C ! Types
C
such that for each C 2 C, (C) 2 Record, and
 DBtype is a record type in Types
C
having the form:
[l
1
: f
1
g; : : : ; l
n
: f
n
g]
Here we assume that every database has a unique (persistent) entry point, and DBtype in
a schema species the type of the entry point. The entry point is a collection of sets. This
denition of database schema is in the same spirit as those found in [3, 4, 15].
The following should be noted about the denitions above.
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 Given a schema  = (C; ; DBtype) in M

, DBtype can be converted into a \pure
type", i.e., a type containing no classes, by continuously substituting (C) for C for
every C 2 C. In this pure type, the set and record constructors alternate. That is, there
is no set of sets or record with a record component. This is in the avor of the nested
relational model [3].
 To simplify the discussion, we require that a set consists of either basic values or oids.
That is, in M

, complex values with nested structures are limited to be values of
Record. In addition, a record in M

consists of only basic values and sets. This
restriction can be removed without aecting the decidability results of the paper.
Example 2.1: The schema 
0
given in Example 1.1 can be described as (C; ; DBtype),
where
 C = fplayerg,
  maps player to [Name : string; Rank : int], and
 DBtype = [Team1 : fplayerg; T eam2 : fplayerg].
Example 2.2: Another example schema of M

is (C; ; DBtype), where
 C = fstudent; courseg,
  is dened by:
student 7! [name : string; taking : fcourseg]
course 7! [cname : string; taken by : fstudentg]
 DBtype = [students : fstudentg; courses : fcourseg].
Denition 2.3: A database instance of schema (C; ; DBtype) is a triple I = (; ; d),
where
  is an oid assignment that maps each C 2 C to a nite set of oids, (C), such that for
all C;C
0
2 C, (C) \ (C
0
) = ; if C 6= C
0
;
 for each C 2 C,  maps each oid in (C) to a value in [[(C)]]

, where
[[b]]

= D
b
;
[[C]]

= (C);
[[fg]]

= fV j V  [[ ]]

; V is niteg;
[[[l
1
: 
1
; :::; l
n
: 
n
]]]

= f[l
1
: v
1
; :::; l
n
: v
n
] j v
i
2 [[
i
]]

; i 2 [1; n]g;
here D
b
denotes the domain of atomic type b;
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 d is a value in [[DBtype]]

, which represents the (persistent) entry point into the database
instance.
We denote the set of all database instances of schema  by I().
Example 2.3: The instance I
0
of 
0
given in Example 1.1 can be described as (; ; d),
where
 (player) = fJones; Smithg,
  : player! [[[Name : string; Rank : int]]]

is dened by
Jones 7! [Name : \Jones"; Rank : 2]
Smith 7! [Name : \Smith"; Rank : 3]
 d is dened to be [Team1 : fJones; Smithg; T eam2 : fJones; Smithg].
2.2 Equality and type constraints
Along the same lines as [9, 10], we present an abstraction of databases of M

in terms of
rst-order logic. We rst characterize every schema  inM

by means of two rst-order logic
sentences, called the type constraint and the equality constraint determined by , respectively.
We then represent databases of  as (nite) logic structures satisfying the type and equality
constraints. Such a structure can be depicted as an edge-labeled rooted directed graph.
We assume the standard notations used in rst-order logic [13].
To dene type and equality constraints, we rst specify the rst-order vocabulary deter-
mined by a schema. Two important components of the vocabulary are dened as follows.
Denition 2.4: Given a schema  = (C; ; DBtype), the set of binary relation symbols
E() and the set of types T () determined by  are dened to be the smallest sets having
the following properties.
1. DBtype 2 T () and C  T ().
2. For every  2 T (),
 if  = f
0
g, then 
0
2 T () and  2 E();
 if  = [l
1
: 
1
; : : : ; l
n
: 
n
] (or  = C and (C) = [l
1
: 
1
; : : : ; l
n
: 
n
] for some
C 2 C), then for i 2 [1; n], 
i
2 T () and l
i
2 E().
Obviously, both E() and T () are nite. Note here we use the distinguished symbol 
to denote the set membership.
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Using T () and E(), we dene the vocabulary as follows.
Denition 2.5: The signature determined by a schema  in M

is a quadruple
() = (r; E(); R(); Q());
where
 r is a constant symbol, denoting the root;
 E() is the nite set of binary relation symbols dened above, which denote the edge
labels;
 R() is the nite set of unary relation symbols dened by fR

j  2 T ()g, which
denote the sorts; and
 Q() is the nite set of binary relation symbols dened by f

j  2 T ()g, which
denote the equality symbols of dierent sorts.
Example 2.4: The signature determined by the schema given in Example 2.2 is (r; E; R; Q),
where
 r is a constant, which in each instance (; ; d) of the schema intends to name d;
 E = f; students; courses; name; taking; cname; taken byg;
 R = fR

j  2 Tg and Q = f

j  2 Tg, where
T = fDBtype; student; course; string; fstudentg; fcoursegg:
Given the vocabulary () determined by schema , we specify the type constraint and
equality constraint determined by . To do this we use the counting quantier 9 !, whose
semantics is described as follows: structure G satises 9 !x (x) if and only if there exists
a unique element a of G such that G j=  (a). See [7] for detailed discussions of counting
quantiers.
Denition 2.6: Let  be a schema in M

. For every  in T (), the type constraint
determined by  is the logic sentence 8x

(x) dened as follows.
 If  = b, then 

(x) is
R

(x)! 8 y (
^
l2E()
:l(x; y)):
 If  = f
0
g, then 

(x) is
R

(x)! 8 y (
^
l2E()nfg
:l(x; y)) ^ 8 y ((x; y)! R

0
(y)):
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 If  = [l
1
: 
1
; : : : ; l
n
: 
n
], or  = C and (C) = [l
1
: 
1
; : : : ; l
n
: 
n
] for some C 2 C,
then 

(x) is
R

(x)! 8 y (
^
l2E()nfl
1
;:::;l
n
g
:l(x; y)) ^
^
i2[1;n]
(9 ! y l
i
(x; y) ^ 8 y (l
i
(x; y)! R

i
(y))):
The type constraint determined by  is the sentence () dened by
R
DBtype
(r) ^
^
2T ()
8x

(x) ^ 8x (
_
2T ()
R

(x) ^
^
2T ()
(R

(x)!
^

0
2T ()nfg
:R

0
(x))):
Denition 2.7: Let  be a schema in M

. For every  in T (), the equality constraint
determined by  is the sentence 8x y 


(x; y) dened as follows.
 If  = b or  = C for some C 2 C, then 


(x; y) is
x 

y $ x = y:
 If  = f
0
g, then 


(x; y) is
x 

y $ R

(x) ^R

(y) ^ 8 z
1
9 z
2
((x; z
1
)! (y; z
2
) ^ z
1


0
z
2
) ^
8 z
1
9 z
2
((y; z
1
)! (x; z
2
) ^ z
1


0
z
2
):
 If  = [l
1
: 
1
; : : : ; l
n
: 
n
], then 


(x; y) is
x 

y $ R

(x) ^R

(y) ^
^
i2[1;n]
8 z
1
8 z
2
(l
i
(x; z
1
) ^ l
i
(y; z
2
)! z
1


i
z
2
):
The equality constraint determined by  is the sentence 

() dened by
^
2T ()
8x y 


(x; y) ^ 8x y (
_
2T ()
x 

y ! x = y):
The following should be noted.
 For each  2 T (), the denition of 

is not recursive, i.e., 

is not dened in terms
of itself. This is because inM

, only classes can be dened recursively, and the equality
on objects is dened by comparing oids.
 The type constraint is in two-variable logic with counting, C
2
(see [7] for discussions of
C
2
). In contrast, the equality constraint cannot be expressed in C
2
.
 Both type and equality constraints are denable in rst-order logic.
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2.3 An abstraction of databases of M

Using the type and equality constraints dened above, we give an abstraction of the databases
of M

.
Denition 2.8: An abstract database of a schema  is a nite ()-structure G such that
G j= () ^ 

().
We denote the set of all abstract databases of schema  by U
f
().
We use U() to denote the set of all the ()-structures satisfying the following conditions:
for each G 2 U(),
 G j= () ^ 

(); and
 G respects the nite set rule. That is, for each set type  2 T () and for each o 2 R
G

,
there are only nitely many o
0
in G such that G j= (o; o
0
). As a result, each node in G
has nitely many outgoing edges.
It should be noted that U() is not denable in rst-order logic.
The justication of the abstraction will be given in the next section.
2.4 Comparison of M

withM
Finally, we compare M

with M.
In contrast to M

, M does not support complex values with nested structures. More
specically, assume L, B and C as in Section 2.1. The set of types over C inM is dened by:
 ::= t j ftg j [l
1
: t
1
; : : : ; l
n
: t
n
]
t ::= b j C
In M, equality on objects is dened to be oid equality. In addition, the equality relation in
M is simply identity equality.
In M, the denitions of database schemas and instances are similar to Denition 2.2 and
2.3, respectively. However, the signature determined by a schema  in M is dened to be a
triple
() = (r; E(); R());
where r, E() and R() are dened in the same way as in Denition 2.4 and 2.5.
Because the equality inM has a simple semantics, a schema  inM can be characterized
by the type constraint () alone, which is dened in the same way as in Denition 2.6. As
a result, an abstract database of  is dened to be a nite ()-structure satisfying (),
and U() is dened to be the set of ()-structures which satisfy () and respect the nite
set rule.
11
3 Word constraints in M

In this section, we formally dene word constraints in the context of M

. We rst present
the notion of paths. We then dene word constraints and their associated implication and
nite implication problems. Finally, we justify the abstraction of databases of M

given in
the last section with respect to word constraint implication.
3.1 Paths
We begin with a description of paths in terms of nite state automata [14].
Denition 3.1: Let  = (C; ; DBtype) be a schema in M

. The nite state automata
determined by  is dened to be M() = (S; A; ; s; F ), where
 the set of states S is T (), the set of types determined by ;
 the alphabet A is E(), the set of binary relation symbols determined by ;
 the initial state s is DBtype;
 the set of nal states F is also T (); and
 the transition function  is dened as follows: For every  2 T (),
{ if  = f
0
g, then (; ) = 
0
;
{ if  = [l
1
: 
1
; : : : ; l
n
: 
n
], or  = C and (C) = [l
1
: 
1
; : : : ; l
n
: 
n
] for some C 2 C,
then for every i 2 [1; n], (; l
i
) = 
i
.
Dene a (partial) function
b
 : T ()E()

! T () by:
b
(; ) = 
b
(; K) = (
b
(; ); K)
A path  over  is an element of E()

such that there is  2 T () and
b
(; ) is dened.
Let Paths() be the language accepted by M(). An initial path over  is an element
of Paths(). The type of an initial path , type(), is dened to be
b
(DBtype; ).
It is easy to verify that
b
 is indeed a function. As a result, the type of an initial path is
well-dened. In particular, the empty path  is in Paths() and type() = DBtype.
Example 3.1: The nite state automata determined by the schema given in Example 2.2 is
shown in Figure 2.
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{ course }
student course
takingtaken_by
students courses
DBtype
name cname
* *
string 
{ student }
start
Figure 2: The nite state automata determined by the schema given in Example 2.2
Following [9, 10], we represent path  over  as a logic formula (x; y), where x and y
denote the tail and head nodes of the path, respectively. More precisely, (x; y) is dened by:
(x; y) =
8
>
<
>
:
x = y if  = 
9z((x; z) ^ (z; y)) if  =  
9z((x; z) ^ l(z; y)) if  =  l
Here (x; z) is a formula representing the path . We write (x; y) as  when x and y are
understood from the context.
In the sequel, we assume that all the paths over  are in the form of the formulas dened
above.
The concatenation of paths (x; z) and (z; y), denoted (x; z)  (z; y) or simply   , is
dened by:
(x; z)  (z; y) =
8
>
<
>
:
(x; y) if  = 

0
(x; u)  9z((u; z) ^ (z; y)) if (x; z) = 9u(
0
(x; u) ^ (u; z))

0
(x; u)  9z(l(u; z) ^ (z; y)) if (x; z) = 9u(
0
(x; u) ^ l(u; z))
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The length of path , jj, is dened by:
jj =
8
>
<
>
:
0 if  = 
1 + jj if  =   
1 + jj if  =   l
Denition 3.2: Let  be a schema in M

,  and  be paths over . Then  is said to be
a prex of , denoted   , if there exists a path  over , such that  =   .
An important property of M() is described as follows.
Lemma 3.1: Let  be a schema in M

and  be a path in Paths(). Then for every
()-structure G satisfying () and for every node o in G, if G j= (r
G
; o), then o 2 R
G

,
where  = type().
Proof: A straightforward induction on jj.
3.2 The denition of word constraints
Using the notion of path formulas, we dene word constraints as follows.
Denition 3.3: A word constraint ' over a schema  in M

is a sentence of the form
8x ((r; x)! (r; x));
where ;  2 Paths() and type() = type(). We denote ,  as lt(') and rt('), respec-
tively.
We denote the set of all word constraints over schema  as P
w
().
Obviously, P
w
() is a language over vocabulary ().
Example 3.2: The following are word constraints over the schema given in Example 2.2.
 = 8x (students    taking  (r; x)! courses  (r; x));
' = 8x (courses    taken by  (r; x)! students  (r; x)):
In an instance (; ; d) of the schema,  and ' are interpreted as:
8x (9 y (y 2 d:students ^ x 2 y:taking) ! x 2 d:courses)
8x (9 y (y 2 d:courses ^ x 2 y:taken by) ! x 2 d:students)
respectively. As mentioned earlier, v:l stands for the projection of record v at attribute l.
The constraint  states: \any course taken by a student in database d is a course in d ", and
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' states: \any student who is taking a course in database d is a student in d ". These two
constraints express referential integrity for the database.
We borrow the standard denitions of models and implication from rst-order logic [13].
Let  be a schema in M

, G be a structure in U() and ' be a constraint in P
w
(). Then
we write G j= ' if G is a model of '. Given a nite subset  of P
w
(), we use  j=

'
to denote that  implies '. That is, for every structure G 2 U(), if G j= , then G j= '.
Similarly, we use  j=
(f;)
' to denote that  nitely implies '. That is, for every structure
G 2 U
f
(), if G j= , then G j= '. We write  j=

' ( j=
(f;)
') as  j= ' ( j=
f
') if 
is understood from the context.
Denition 3.4: Let  be a schema in M

. The (nite) implication problem for word
constraints (P
w
()) over  is the problem of determining, given any nite subset [f'g of
P
w
(), whether  j=

' ( j=
(f;)
').
3.3 Justication of the abstraction
Next, we justify the abstraction of databases of M

dened in the last section.
As illustrated by Example 3.2, word constraints over a schema  can be naturally inter-
preted in database instances of . Likewise, the notion \I j= '" can also be dened for an
instance I of  and a constraint ' of P
w
().
The agreement between databases and their abstraction with respect to word constraint
implication is revealed by the following lemma.
Lemma 3.2: Let  be any schema in M

. Then for each I 2 I(), there is G 2 U
f
(),
such that
for any ' 2 P
w
(), I j= ' i G j= ' (1)
Similarly, for each G 2 U
f
(), there is I 2 I(), such that (1) holds.
Proof: Let  = (C; ; DBtype).
(1) Given I 2 I(), we construct G 2 U
f
(), such that for each ' 2 P
w
(), I j= ' i G j= '.
Let I = (; ; d). Then we dene V to be the smallest set satisfying the following:
1. d 2 V ;
2. for every v 2 V ,
 if v is a set, then every element of v is in V ;
 if v is a record (or v is an object and (v) is a record), then every attribute of v
(or (v)) is in V .
For every v 2 V , let o(v) be a distinct node. Let G = (jGj; r
G
; E
G
; R
G
; Q
G
), where
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 jGj = fo(v) j v 2 V g;
 r
G
= o(d);
 for each o(v) 2 jGj and  2 T (), G j= R
G

(o(v)) i v is of type  ;
 for each  2 T (), the relation 

is dened to be f(o(v); o(v)) j o(v) 2 R
G

g;
 for all o(v); o(v
0
) 2 jGj,
{ for each l 2 L \ E(), G j= l(o(v); o(v
0
)) i v
0
= v:l (or v
0
= (v):l if v is an
object);
{ G j= (o(v); o(v
0
)) i v
0
2 v.
Then it is straightforward to verify the following:
 G 2 U
f
(); that is, G is a nite ()-structure and G j= () ^ 

();
 for each ' 2 P
w
(), G j= ' i I j= '. This can be easily veried by reductio.
(2) Given G = (jGj; r
G
; E
G
; R
G
; Q
G
) in U
f
(), we dene I = (; ; d) in I(), such that
for every ' 2 P
w
(), I j= ' i G j= '.
To simplify the discussion, we assume that for every atomic type b, its domainD
b
is innite
(a similar proof for the nite case can be found in [9]). By this assumption, there exists an
injective mapping g
b
: R
G
b
! D
b
, where R
G
b
is the unary relation in G denoting the sort b.
For every C 2 C, let (C) = R
G
C
. We then dene a mapping f : jGj !
[
2T ()
[[ ]]

as
follows: For each o 2 jGj,
 if o 2 R
G
C
for some C 2 C, then let f(o) = o;
 if o 2 R
G
b
for some atomic type b, then let f(o) = g(o);
 if o 2 R
G

and  = [l
1
: 
1
; : : : ; l
n
: 
n
], then let f(o) = [l
1
: f(o
1
); : : : ; l
n
: f(o
n
)], where
for i 2 [1; n], o
i
2 jGj and G j= l
i
(o; o
i
);
 if o 2 R
G

and  = f
0
g, then let f(o) = ff(o
0
) j o
0
2 jGj; G j= (o; o
0
)g.
Note that f is well-dened and is an injection, since G is nite and G j= () ^ 

().
Now let
 d = f(r
G
);
 for each C 2 C and each o 2 (C), if (C) = [l
1
: 
1
; : : : ; l
n
: 
n
], then
(o) = [l
1
: f(o
1
); : : : ; l
n
: f(o
n
)];
where for i 2 [1; n], o
i
2 jGj and G j= l
i
(o; o
i
).
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Again, this is well-dened. In addition, it is easy to verify that I 2 I(), and G j= ' i
I j= '.
From Lemma 3.2 follows immediately the corollary below.
Corollary 3.3: Let  be any schema in M

and  [ f'g be any nite subset of P
w
().
Then there is I 2 I() such that I j=
V
 ^ :' if and only if there is G 2 U
f
() such that
G j=
V
 ^ :'.
4 Word constraint implication in M

In this section, we establish the decidability of the implication and nite implication problems
for word constraints in the context of M

.
Theorem 4.1: Over arbitrary schema  inM

, both the implication and nite implication
problems for P
w
() are decidable.
We prove Theorem 4.1 by giving a small model argument. Let  = (C; ; DBtype) be a
schema in M

. Given any nite subset  [ f'g of P
w
(), we show that if
V
 ^ :' has a
model in U(), then it has a model G of size at most 2
mN
, and G 2 U
f
(), where N is the
length of
V
 ^ :', and m is the maximum record width of  dened by
m = 1 +maxfn j  2 T ();  = [l
1
: 
1
; : : : ; l
n
: 
n
] or () = [l
1
: 
1
; : : : ; l
n
: 
n
] if  2 Cg:
Before we give the proof, we rst describe two techniques used to establish the small model
property. The rst is a simple ltration argument. Using it we show that if
V
 ^ :' has a
model in U(), then there is a ()-structure G such that the size of G is at most 2
mN
and
G j=  ^ :' ^ ():
It should be noted that if the equality constraint 

() is not taken into account, this
ltration argument alone suces. The second technique is referred to as identifying operation.
Using it we construct H from G such that the size of H is no larger than the size of G, and
in addition, under certain conditions,
H j=  ^ :' ^ () ^ 

():
Finally, we use a slightly stronger ltration argument and the identifying operation to prove
Theorem 4.1.
4.1 A ltration argument
We rst present a simple ltration argument. It should be noted that for an object-oriented
model which does not support complex values with nested structures and is in the avor of
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the nested relational model, this argument alone is sucient to establish the small model
property for word constraint implication.
We begin with a few denitions.
Let  be a schema in M

and  [ f'g be a nite subset of P
w
(). Then we dene the
following:
Pts( [ f'g) = flt(); rt() j  2  [ f'gg
CloP ts( [ f'g) = f j % 2 Pts( [ f'g);   %g
It is straightforward to verify the following.
Lemma 4.2: Let N be the length of
V
 ^ :'. Then the cardinality of CloP ts( [ f'g) is
at most N .
Let G be a ()-structure. Then for every a 2 jGj, we dene
lb(a; G;  [ f'g) = f j  2 CloP ts( [ f'g); G j= (r
G
; a)g:
In addition, we dene the label of G with respect to  [ f'g to be
LB(G;  [ f'g) = flb(a; G;  [ f'g) j a 2 jGjg:
An important property of LB(G; [f'g) is that it characterizes whether G j=
V
^:'.
Lemma 4.3: Suppose that
V
 ^ :' has a model G. Then for every ()-structure H, if
LB(H;  [ f'g) = LB(G;  [ f'g), then H j=
V
 ^ :'.
Proof: We rst show that H j= . Suppose, for reductio, that there is  2  and a 2 jHj,
such that
H j= lt()(r
H
; a) ^ :rt()(r
H
; a):
Then we have lt() 2 lb(a; H;  [ f'g), but rt() 62 lb(a; H;  [ f'g). By the assumption
that LB(H;  [ f'g) = LB(G;  [ f'g), we have
lb(a; H;  [ f'g) 2 LB(G;  [ f'g):
Hence there is b 2 jGj such that
lb(b; G;  [ f'g) = lb(a; H;  [ f'g):
Therefore,
G j= lt()(r
G
; b) ^ :rt()(r
G
; b):
Hence G 6j= . This contradicts the assumption that G j= .
Next, we show that H j= :'. By G j= :', there exists b 2 jGj such that
G j= lt(')(r
G
; b) ^ :rt(')(r
G
; b):
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Hence we have lt(') 2 lb(b; G;  [ f'g), but rt(') 62 lb(b; G;  [ f'g). By the assumption
that LB(H;  [ f'g) = LB(G;  [ f'g), there is a 2 jHj such that
lb(a; H;  [ f'g) = lb(b; G;  [ f'g):
Therefore,
H j= lt(')(r
H
; a) ^ :rt(')(r
H
; a):
Hence H j= :'.
Next, we present the ltration argument.
Proposition 4.4: Let  be a schema in M

and  [ f'g be a nite subset of P
w
(). If
V
 ^ :' has a model G and G j= (), then there is a ()-structure H such that
H j=
^
 ^ :' ^ ();
and the size of H is at most 2
mN
, where N is the length of
V
^:', and m is the maximum
record width of .
Proof: Let  = (C; ; DBtype). Since G j= (), for every a 2 jGj, there is  2 T () such
that a 2 R
G

. We dene mlb(a) to be either
 lb(a; G;  [ f'g), if  62 C and  is not a record type, or
 (lb(a; G; [f'g); (l
1
; lb(a
1
; G; [f'g)); : : : ; (l
n
; lb(a
n
; G; [f'g))), if  is record
type [l
1
: 
1
; : : : ; l
n
: 
n
] (or  2 C and () = [l
1
: 
1
; : : : ; l
n
: 
n
]), and for i 2 [1; n],
G j= l
i
(a; a
i
).
Let MLB(G) = fmlb(a) j a 2 jGjg. For each s 2 MLB(G), let o
s
be a distinct node. We
dene a function f : jGj !MLB(G) such that for each a 2 jGj, f : a 7! o
s
where s = mlb(a).
Using f , we dene H = (jHj; r
H
; E
H
; R
H
; Q
H
) as follows.
 jHj = ff(a) j a 2 jGjg.
 r
H
= f(r
G
).
 E
H
is populated as follows: for each K 2 E and o
a
, o
b
2 jHj, H j= K(o
a
; o
b
) i there
exist a; b 2 jGj such that G j= K(a; b), f(a) = o
a
and f(b) = o
b
.
 For every  2 T () and o 2 jHj, o 2 R
H

i there is a 2 jGj such that f(a) = o and
a 2 R
G

. This is well-dened by Lemma 3.1 and the assumption that G j= ().
 For every  2 T (), we dene 

be f(o; o) j o 2 R
H

g.
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Next, we show that H is indeed the structure described in the proposition.
(1) The size of H.
For every a 2 jGj, either mlb(a)  CloP ts( [ f'g), or mlb(a)  CloP ts
m
( [ f'g).
Hence by Lemma 4.2, the size of H is at most 2
mN
.
(2) H j= ().
By Lemma 3.1 and the assumption that G j= (), it is easy to verify that for every
o 2 jHj, there is a unique  2 T () such that o 2 R
H

. In addition, by the denition of H, it
is easy to verify the following.
 r
H
2 R
H
DBtype
.
 For every  2 T (D) and o 2 R
H

,
{ if  is either a base type or a set type, then H j= 

(o);
{ if  = [l
1
: 
1
; : : : ; l
n
: 
n
], or  = C and (C) = [l
1
: 
1
; : : : ; l
n
: 
n
] for some C 2 C,
then
H j= 8 y (
^
l2E()nfl
1
;:::;l
n
g
:l(o; y)) ^
^
i2[1;n]
(9 y l
i
(o; y) ^ 8 y (l
i
(o; y)! R

i
(y))):
By the denition of mlb(o), it can also be shown that if  or () is a record type, then
H j=
^
i2[1;n]
9 ! y l
i
(o; y):
To see this, without loss of generality, suppose for reductio that there exist o
1
; o
2
2 jHj, such
that
H j= l
1
(o; o
1
) ^ l
1
(o; o
2
) ^ o
1
6= o
2
:
Then by the denition of E
H
, there exist a; b; c; d 2 jGj such that f(a) = f(c) = o, f(b) = o
1
,
f(d) = o
2
, and G j= l
1
(a; b) ^ l
1
(c; d). By the denition of f and mlb, we have:
mlb(a) = (lb(a; G;  [ f'g); (l
1
; lb(b; G;  [ f'g)); : : : )
mlb(c) = (lb(c; G;  [ f'g); (l
1
; lb(d; G;  [ f'g)); : : : )
mlb(a) = mlb(c)
mlb(b) 6= mlb(d)
By Denition 2.1, 
1
is neither a class type nor a record type. Hence
mlb(b) = lb(b; G;  [ f'g);
mlb(d) = lb(d; G;  [ f'g):
Hence by mlb(b) 6= mlb(d), we have mlb(a) 6= mlb(c). This contradicts the assumption that
f(a) = f(c).
20
Therefore, we have H j= ().
(2) H j=
V
 ^ :'.
It suces to show the following claim.
Claim: For every a 2 jGj, lb(a; G;  [ f'g) = lb(f(a); H;  [ f'g).
For if the claim holds, then LB(H;  [ f'g) = LB(G; [ f'g). Thus by Lemma 4.3, we
have H j=
V
 ^ :'.
Next, we show that for every  2 CloP ts( [ f'g),
 2 lb(a; G;  [ f'g) i  2 lb(f(a); H;  [ f'g):
This can be veried by induction on jj as follows.
Base case:  = . Note that r
G
is the unique node in G such that  2 lb(r
G
; G;  [ f'g).
Hence  2 lb(a; G;  [ f'g) i a = r
G
i f(a) = r
H
i  2 lb(r
H
; H;  [ f'g).
Inductive step: Assume the claim for jj. We next show that the claim also holds for  K,
where  K 2 CloP ts( [ f'g).
If  K 2 lb(a; G;  [ f'g), then there is b 2 jGj such that
G j= (r
G
; b) ^K(b; a):
By induction hypothesis, we have
 2 lb(f(b); H;  [ f'g):
By the denition of E
H
, we have
H j= K(f(b); f(a)):
Therefore,  K 2 lb(f(a); H;  [ f'g).
If  K 2 lb(f(a); H;  [ f'g), then there exists b 2 jHj such that
H j= (r
H
; b) ^K(b; f(a)):
By the denition of E
H
, there exist o
1
; o
2
2 jGj such that f(o
1
) = b, f(o
2
) = f(a) and
G j= K(o
1
; o
2
). By induction hypothesis, we have
 2 lb(o
1
; G;  [ f'g):
Hence  K 2 lb(o
2
; G;  [ f'g). By f(o
2
) = f(a) and the denition of f , we have
lb(a; G;  [ f'g) = lb(o
2
; G;  [ f'g):
Hence  K 2 lb(a; G;  [ f'g).
Therefore, the claim holds.
This completes the proof of Proposition 4.4
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4.2 Identifying operation
Next, we introduce an operation called identifying . Using this operation we are able to
construct structures that satisfy necessary equality constraints. More specically, let  be a
schema in M

and [ f'g be a nite subset of P
w
(). Then if there is a ()-structure G
such that
G j=
^
 ^ :' ^()
and G satises certain conditions, then we can construct H from G such that
H j=
^
 ^ :' ^() ^ 

();
and the size of H is no larger than the size of G.
Before we dene the identifying operation, we rst present some basic properties of the
data model M

.
Let  be a schema in M

and  = (C; ; DBtype). Then we use BC() to denote the
set T () \ (B [ C).
Lemma 4.5: Let  be a schema in M

,  = (C; ; DBtype) and G be a ()-structure
such that G j= (). Then G has the following properties.
1. For every a 2 jGj, if a 2 R
G

and  62 BC(), then either  = DBtype or  = f
0
g.
2. For every a 2 jGj, if a 2 R
G
DBtype
and a 6= r
G
, then for every path  2 Paths(),
G 6j= (r
G
; a).
Proof: By Denition 2.4 and 3.1, it is easy to see that if  2 T (), then there is  2 Paths()
such that type() =  . Hence it suces to show the following claim.
Claim: For every  2 Paths(), if  6= , then either type() 2 BC() or type() is a set
type.
For if the claim holds, then for every  2 T () nBC(),  is either DBtype or a set type.
That is, the rst statement of the lemma holds. The second statement can also be veried by
reductio, using the claim. Suppose, for reductio, that there is a 2 R
G
DBtype
and  2 Paths()
such that a 6= r
G
and G j= (r
G
; a). Then  6=  since a 6= r
G
. If  is not , then it follows
from the claim that type() cannot be DBtype. However, if G j= () and G j= (r
G
; a),
then by Lemma 3.1 and a 2 R
G
DBtype
, we have type() = DBtype. This contradicts the claim.
Next, we show the claim by induction on jj.
Base case:  = K for some K 2 E. By Denition 2.2, type(K) must be a set type. Hence
the claim holds in this case.
Inductive step: Assume the claim for jj. We show that the claim also holds for  K, where
 K 2 Paths(). By induction hypothesis, type() is either in BC() or is a set type. Since
 K 2 Paths(), type() 62 B. By Denition 2.2 and 2.4, if type() 2 C then type( K) is
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either in BC() or is a set type. Similarly, if type() is a set type, then type( K) 2 BC().
Hence the claim holds for  K.
Corollary 4.6: Let  be a schema inM

and [ f'g be a nite subset of P
w
(). If there
is G in U() such that G j=
V
 ^ :', then there is H in U() such that R
H
DBtype
= fr
H
g,
H j=
V
 ^ :', and the size of H is no larger than the size of G.
Proof: Let H be the substructure of G such that
jHj = fa j a 2 jGj; G j= (r
G
; a) for some  2 Paths()g:
It is easy to verify that H j= () ^ 

() and
LB(H;  [ f'g) = LB(G;  [ f'g):
Hence by Lemma 4.3, we have H j=
V
^:'. By Lemma 4.5, we also have R
H
DBtype
= fr
H
g.
In the sequel we assume that for every ()-structure G, R
G
DBtype
= fr
G
g. By Corol-
lary 4.6, this assumption does not aect the outcome of word constraint implication in M

.
Next, we dene the identifying operation.
Denition 4.1: Let  be a schema in M

, G be a ()-structure that satises (),
G = (jGj; r
G
; E
G
; R
G
; Q
G
), and o
1
; o
2
be two distinct nodes in jGj. Then o
1
and o
2
are
said to be identiable if there is  2 T () nBC(), such that G j= R
G

(o
1
) ^R
G

(o
2
), and in
addition, the following conditions are satised.
 If  = f
0
g, then for every a 2 jGj,
G j= (o
1
; a) i G j= (o
2
; a):
 If  = [l
1
: 
1
; : : : ; l
n
: 
n
], then for every i 2 [1; n] and a 2 jGj,
G j= l
i
(o
1
; a) i G j= l
i
(o
2
; a):
The structure resulting from identifying o
1
and o
2
in G is dened to be
G
1
= (jG
1
j; r
G
1
; E
G
1
; R
G
1
; Q
G
1
);
where
 jG
1
j = (jGj n fo
1
; o
2
g) [ fog, where o 62 jGj,
 r
G
1
= r
G
,
 for all a; b 2 jG
1
j and K 2 E(),
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rG G1
K K’K’
α α β
o1 o2
K’ K
r
β
K
o
identifying o1 and o2
Figure 3: The identifying operation
{ if a 6= o and b 6= o, then G
1
j= K(a; b) i G j= K(a; b),
{ if a = o and b 6= o, then G
1
j= K(o; b) i G j= K(o
1
; b) (i G j= K(o
2
; b)),
{ if a 6= o and b = o, then G
1
j= K(a; o) i G j= K(a; o
1
) _K(a; o
2
);
 for every 
0
2 T () n fg, R
G
1

0
= R
G

0
; and in addition,
R
G
1

= R
G

[ fog n fo
1
; o
2
g;
 for every 
0
2 T () n fg and all a; b 2 jG
1
j, a 
G
1

0
b i a 
G

0
b; and in addition,
a 
G
1

b i (a; b) is in 
G

[o
1
=o; o
2
=o] [ f(o; o)g;
where 
G

[o
1
=o; o
2
=o] stands for substituting o for every occurrence of o
1
and o
2
in the
relation 
G

.
The identifying operation is shown in Figure 3.
The following should be noted about structure G
1
described in Denition 4.1.
 The root r
G
is not in fo
1
; o
2
g. This is because we assume R
G
DBtype
= fr
G
g by Corol-
lary 4.6.
 There is no K 2 E() such that G
1
j= K(o; o). This is because  is not a class type. As
a result,  cannot be dened in terms of itself. Thus G 6j= K(o
1
; o
2
) _K(o
2
; o
1
), since
G j= ().
 For every a 2 jGj and K 2 E(), G
1
j= K(o; a) i G j= K(o
2
; a). This is because
G j= K(o
1
; a) i G j= K(o
2
; a).
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Next, we show that the identifying operation has certain properties.
Lemma 4.7: Let , G, o
1
, o
2
, G
1
and o be as described in Denition 4.1. Then G
1
has the
following properties.
1. G
1
j= ().
2. For every  2 Paths() and a 2 jG
1
j,
(a) if a 6= o, then a 2 jGj, and in addition, G
1
j= (r
G
1
; a) i G j= (r
G
; a);
(b) if a = o, then G
1
j= (r
G
1
; o) i G j= (r
G
; o
1
) _ (r
G
; o
2
).
Proof: The rst statement of the lemma can be easily veried by reductio. We prove the
second statement by induction on jj.
Base case:  = . Note that r
G
62 fo
1
; o
2
g. Hence G
1
j= (r
G
1
; a) i a = r
G
1
i a = r
G
i
G j= (r
G
; a). Hence the statement holds for this case.
Inductive step: Assume the statement for jj. We show that the statement also holds for
 K, where  K 2 Paths().
(1) Assume that a 6= o. By Denition 4.1, clearly a 2 jGj.
First, assume that G j=  K(r
G
; a). Then there exists b 2 jGj, such that
G j= (r
G
; b) ^K(b; a):
If b 62 fo
1
; o
2
g, then by Denition 4.1, b 2 jG
1
j and b 6= o. Thus by induction hypothesis and
Denition 4.1, we have G
1
j= (r
G
1
; b) ^K(b; a).
If b 2 fo
1
; o
2
g, then by induction hypothesis we have
G
1
j= (r
G
1
; o):
By Denition 4.1, we have
G
1
j= K(o; a):
Hence G
1
j=  K(a; b).
Conversely, assume that G
1
j=  K(r
G
1
; a). Then there exists b 2 jG
1
j such that
G
1
j= (r
G
1
; b) ^K(b; a):
If b 6= o, then by induction hypothesis, b 2 jGj and
G j= (r
G
; b):
By Denition 4.1, we have
G j= K(b; a):
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Hence G j= (r
G
; b) ^K(b; a).
If b = o, then by induction hypothesis,
G j= (r
G
; o
1
) _ (r
G
; o
2
):
By Denition 4.1, we have
G j= K(o
1
; a) ^K(o
2
; a):
Hence G j= (r
G
; b) ^K(b; a).
(2) Assume that a = o.
First, assume that G j=  K(r
G
; o
1
) _  K(r
G
; o
2
). Without loss of generality, assume
that G j=  K(r
G
; o
1
). Then there exists b 2 jGj, such that
G j= (r
G
; b) ^K(b; o
1
):
Clearly, b 62 fo
1
; o
2
g, since otherwise we would have G
1
j= K(o; o). By Denition 4.1, b 2 jG
1
j
and b 6= o. By induction hypothesis,
G
1
j= (r
G
1
; b):
By Denition 4.1, we have
G
1
j= K(b; o):
Hence G
1
j=  K(r
G
1
; a).
Conversely, assume that G
1
j=  K(r
G
1
; a). Then there exists b 2 jG
1
j such that
G
1
j= (r
G
1
; b) ^K(b; a):
Clearly b 6= o since otherwise we would have G
1
j= K(o; o). By induction hypothesis, b 2 jGj
and
G j= (r
G
; b):
By Denition 4.1,
G j= K(b; o
1
) _K(b; o
2
):
Hence G j=  K(r
G
; o
1
) _  K(r
G
; o
1
).
This completes the proof of Lemma 4.7.
Using Lemma 4.7, we study the impact of the identifying operation on word constraint
implication. To do this, we rst introduce the following notion.
Denition 4.2: Let , G, o
1
and o
2
be as described in Denition 4.1. Let ' be a word
constraint in P
w
(). Then G is said to respect :' when identifying o
1
and o
2
if there exists
a 2 jGj such that
G j= lt(')(r
G
; a) ^ :rt(')(r
G
; a);
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and in addition, either a 62 fo
1
; o
2
g, or a = o
1
and G j= :rt(')(r
G
; o
2
).
Corollary 4.8: Let , G, o
1
, o
2
and G
1
be as described in Denition 4.1. Let  [ f'g
be a nite subset of P
w
(). If G j= , then G
1
j= . In addition, if G respects :' when
identifying o
1
and o
2
, then G
1
j= :'.
Proof: We rst show that if G j= , then G
1
j= . Suppose, for reductio, that there exists
 2  and b 2 jG
1
j, such that
G
1
j= lt()(r
G
1
; b) ^ :rt()(r
G
1
; b):
If b 6= o, then by Lemma 4.7, b 2 jGj and in addition,
G j= lt()(r
G
; b) ^ :rt()(r
G
; b):
This contradicts the assumption that G j= .
If b = o, then by G j= , we have
G j= :lt()(r
G
; o
1
) _ rt()(r
G
; o
1
)
and
G j= :lt()(r
G
; o
2
) _ rt()(r
G
; o
2
):
Again by Lemma 4.7, we have
G
1
j= :lt()(r
G
; o) _ rt()(r
G
; o):
This contradicts the assumption that G
1
6j= .
Next, we show that if G respects :' when identifying o
1
and o
2
, then G
1
6j= '. Let a 2 jGj
such that
G j= lt(')(r
G
; a) ^ :rt(')(r
G
; a):
If a 62 fo
1
; o
2
g, then a 2 jG
1
j and a 6= o. Since G j= lt(')(r
G
; a) ^ :rt(')(r
G
; a), by
Lemma 4.7, we have
G
1
j= lt(')(r
G
1
; a) ^ :rt(')(r
G
1
; a):
That is, G
1
6j= '.
If a = o
1
and G j= :rt(')(r
G
; o
2
), then again by Lemma 4.7, we have
G
1
j= lt(')(r
G
1
; o) ^ :rt(')(r
G
1
; o):
Therefore, G
1
6j= '.
Next, we illustrate how to construct structures that satisfy equality constraints using the
identifying operation.
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Denition 4.3: Let  be a schema inM

and H be a nite ()-structure satisfying ().
Then the ultimately identied structure constructed from H is dened to be structure G
m
,
where
G
1
= H;
G
i+1
= the structure resulting from identifying two identiable nodes in G
i
,
and G
m
is the structure constructed at stage m such that there are no distinct identiable
nodes o
1
, o
2
in jG
m
j.
Ultimately identied structures have the following properties.
Proposition 4.9: Let  and H be as described in Denition 4.3. Then the following
statements hold.
1. The ultimately identied structure G constructed from H exists. In addition, the size
of G is no larger than the size of H.
2. For every nite subset [f'g of P
w
(), if H j=  then G j= . In addition, if H j= :'
and at each stage i of the construction described in Denition 4.3, G
i
respects :' when
identifying nodes, then G j= :'.
3. G j= ().
4. If for any  2 T (), H j= 8x y (x 
H

y ! x = y), then G j= 

().
Proof:
(1) To see that the ultimately identied structure G constructed from H exists, consider the
sequence of structures constructed in Denition 4.3. This sequence is nite since H is nite
and in addition, the size of G
i+1
is strictly less than the size of G
i
unless i = m. As a result,
G exists. In addition, the size of G is no larger than the size of H.
(2) The second statement of the proposition can be veried by a straightforward induction
on stage i, using Corollary 4.8.
(3) The third statement of the proposition follows from Lemma 4.7.
(4) To show the last statement of the proposition, rst, by induction on i, it is easy to show
that for any  2 T (),
G
i
j= 8x y (x 
G
i

y ! x = y).
Therefore,
G j= 8x y (x 
G

y ! x = y). (y)
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Second, we show that G j=
^
2T ()
8x y 


(x; y). Suppose, for reductio, that there exist
a; b 2 jGj and  2 T (), such that
G j= R
G

(a) ^R
G

(b) ^ :


(a; b):
We consider the following cases of  .
If  = b, or for some C 2 C,  = C, then by the denition of G and Denition 4.1, it is
easy to see that
a 
G

b i a = b:
That is, G j= 


(a; b). This contradicts the assumption.
If  = f
0
g, then by (y) and G j= :


(a; b), we have G 6j= a 
G

b and
G j= 8x9 y ((a; x)! (b; y) ^ x 
G

0
y) ^ 8x9 y ((b; x)! (a; y) ^ x 
G

0
y):
By (y), we have G j= a 6= b and
G j= 8x y (x 
G

0
y ! x = y):
Therefore,
G j= 8x ((a; x) $ (b; x)):
That is, a and b are identiable. This contradicts the denition of G.
Similarly, if  = [l
1
: 
1
; : : : ; l
n
: 
n
], then by (y) and G j= :


(a; b), we have G 6j= a 
G

b
and for every i 2 [1; n],
8x8 y (l
i
(a; x) ^ l
i
(b; y)! x 
G

i
y):
By (y), we have G j= a 6= b and for every i 2 [1;m],
G j= 8x y (x 
G

i
y ! x = y):
Therefore, by G j= (), for every i 2 [1;m], we have
G j= 8x (l
i
(a; x) $ l
i
(b; x)):
That is, a and b are identiable. This again contradicts the denition of G.
Therefore,
G j=
^
2T ()
8x y 


(x; y) ^ 8x y (
_
2T ()
x 

y ! x = y):
That is, G j= 

().
This completes the proof of Proposition 4.9.
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4.3 The decidability of word constraint implication in M

Finally, we show Theorem 4.1. More specically, let  = (C; ; DBtype) be a schema inM

and  [ f'g be a nite subset of P
w
(). We show that if
V
 ^ :' has a model in U(),
then it has a small model G of size at most 2
mN
and G 2 U
f
(), where N is the length of
V
 ^ :', and m is the maximum record width of .
Consider  = type(lt(')). By Lemma 4.5,  can be one of the following:
1.  2 BC(),
2.  = DBtype,
3.  = f
0
g.
For the rst case, the ltration argument and identifying operation given above are sucient
to establish the small model property.
Corollary 4.10: Let  be a schema in M

and  [ f'g be a nite subset of P
w
(). If
type(lt(')) 2 BC() and
V
 ^ :' has a model in U(), then it has a model G in U
f
()
such that the size of G is at most 2
mN
, where m and N are as described in Proposition 4.4.
Proof: By Proposition 4.4, if
V
 ^ :' has a model in U(), then there is a structure H
such that
H j=
^
 ^ :' ^ ();
and the the size of H is at most 2
mN
.
Let G be the ultimately identied structure constructed from H. By Proposition 4.9, the
size of G is at most 2
mN
. By the denition of H given in the proof of Proposition 4.4, we have
that for every  2 T (), H j= 8x y (x 
H

y ! x = y). Hence again by Proposition 4.9,
G j= 

(). In addition, by H j= (), we also have G j= ().
Since H j= , by Proposition 4.9, G j= . In addition, by H j= :', there is a 2 jHj such
that
H j= lt(')(r
H
; a) ^ :rt(')(r
H
; a):
By Lemma 3.1, a 2 R
H

where  = type(lt(')). Since  2 BC(), by Denition 4.1, it can
be shown by a straightforward induction on i that a is in jG
i
j for every i 2 [1;m], where G
i
is the structure constructed at stage i in the denition of G, as described in Denition 4.3.
Indeed, a cannot be identied with any other node in any jG
i
j. Hence for every i 2 [1;m], G
i
respects :'. Therefore, by Proposition 4.9, G j= :'.
Now assume that  = DBtype. Let H be the structure constructed in the proof of Propo-
sition 4.4, and G be the ultimately identied structure constructed from H. By Corollary 4.6
and the proof of Proposition 4.4, it is easy to see that R
H
DBtype
= fr
H
g. Therefore, r
H
cannot
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be identied with any other node in the construction of G. Thus by Proposition 4.9, G is
indeed the small model of
V
 ^ :' described above.
Finally, let us consider  = f
0
g. Let H and G be as described above, and G
i
be the
structure constructed at stage i in the denition of G. Consider node a in jG
i
j such that
G
i
j= lt(')(r
G
i
; a) ^ :rt(')(r
G
i
; a);
It is possible that when constructing G
i+1
, a is identied with some b 2 jG
i
j such that
H j= rt(')(r
G
i
; b). If this happens, then it is possible that G j= '.
To prevent this, we need to use a slightly stronger ltration argument. We rst give
the following denition and lemma, which illustrate the motivation for strengthening the
argument given in the proof of Proposition 4.4.
Denition 4.4: Let  = (C; ; DBtype) be a schema in M

, ' be a word constraint in
P
w
() such that type(lt(')) = f
0
g, and H be a ()-structure. Then H is said to satisfy
the isolation condition with respect to ' if there exists a 2 jHj such that
H j= lt(')(r
H
; a) ^ :rt(')(r
H
; a);
and moreover, for any b 2 jHj such that H j= rt(')(r
H
; b), there exists c 2 jHj such that
either
H j= (a; c) ^ :  (b; c);
or
H j= :  (a; c) ^ (b; c):
Lemma 4.11: Let , H, G,  and ' be as described in Proposition 4.9. Assume that
H j=
V
 ^ :' and type(lt(')) = f
0
g. Then G j=
V
 ^ :' if H satises the isolation
condition with respect to '.
Proof: Since H satises the isolation condition with respect to ', there exists a 2 jHj, such
that
H j= lt(')(r
H
; a) ^ :rt(')(r
H
; a);
and moreover, by Denition 4.1, for any b 2 jHj such that H j= rt(')(r
H
; b), a and b are
not identiable in H. Hence H respects :' when identifying nodes in H. In addition, the
structure G
2
resulting from identifying any two identiable nodes o
1
and o
2
in H also satises
the isolation condition with respect to '. To see this, rst notice that by Denition 2.1,
lt(') must be of the form  K, where K is a record label and either type() = DBtype, or
type() 2 C. In both cases, for any node o 2 jHj such that H j= (r
H
; o), o 62 fo
1
; o
2
g. The
same statement also holds for any o 2 jHj such that H j=  K  (r
H
; o). Because of this,
by Denitions 4.1 and 4.4, it is easy to verify that identifying o
1
and o
2
does not violate the
isolation condition with respect to '.
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In fact, by a straightforward induction on i, it can be shown that every G
i
constructed in
the denition of G satises the isolation condition with respect to '. Therefore, G
i
respects
:' when identifying identiable nodes. Thus by Proposition 4.9, G j=
V
 ^ :'.
The purpose of introducing a stronger ltration argument is to ensure the isolation con-
dition. We give the argument in two steps. We rst convert an arbitrary model of
V
 ^ :'
to a model with certain property. We then rene the notion of mlb dened in the proof
Proposition 4.4 based on this property.
Recall the notion of lb introduced in Section 4.1. For each G 2 U(), we dene an
equivalence relation  on jGj as follows:
a  b i lb(a; G;  [ f'g) = lb(b; G;  [ f'g):
Let [o] denote the equivalence class of o with respect to , and let [G] = f[o] j o 2 jGjg.
Denition 4.5: Let  and ' be as described in Denition 4.4, G be a ()-structure, and
a 2 jGj such that
G j= lt(')(r
G
; a) ^ :rt(')(r
G
; a):
Then G is said to have the semi-isolation property with respect to ' if it satises the following
condition: for every [b] 2 [G] such that rt(') 2 lb(b; G;  [ f'g), there exist c; c
0
2 jGj, such
that one of the following holds:
 G j= :  (a; c) and for any o 2 [b], G j= (o; c);
 G j= (a; c) and for any o 2 [b], G j= :  (o; c);
 G j= (a; c) ^ (a; c
0
), and there is a unique b
0
2 [b] such that G j= (b
0
; c) ^:  (b
0
; c
0
).
In addition, for any o 2 [b], if o 6= b
0
, then G j= :  (o; c).
The nodes c and c
0
are called the isolating nodes for a and [b].
Lemma 4.12: Let  = (C; ; DBtype) be a schema in M

and  [ f'g be a nite subset
of P
w
() such that type(lt(')) = f
0
g. If
V
 ^ :' has a model in U(), then there is a
()-structure H such that H j=
V
 ^ :' ^ () and H has the semi-isolation property
with respect to '.
Proof: Let G be a model of
V
 ^ :' in U(). Then there exists a 2 jGj such that
G j= lt(')(r
G
; a) ^ :rt(')(r
G
; a):
By G j= () ^ 

(), for every b 2 jGj such that G j= rt(')(r
G
; b), there exists c 2 jGj
such that either G j= (a; c) ^ :  (b; c), or G j= :  (a; c) ^ (b; c). For each [b] 2 [G] such
that rt(') 2 lb(b; G;  [ f'g), we modify G as follows.
 If there exists c 2 jGj and b
0
2 [b] such that G j= : (a; c)^(b
0
; c), then for any o 2 [b],
we add an edge labeled with  from o to c.
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 If there exists c 2 jGj such that G j= (a; c) and for any o 2 [b], G j= :  (o; c), then c
is the isolating node for a and [b].
 Otherwise there must be c; c
0
2 jGj and b
0
2 [b], such that G j= (a; c) ^ (a; c
0
) and
G j= (b
0
; c) ^ :  (b
0
; c
0
). In this case, for any o 2 [b], if o 6= b
0
, then we remove all the
edges labeled with  from o to c.
Let H be the structure resulting from modifying G as above. Then it is easy to see that H
has the semi-isolation property with respect to ' and H j= (). In addition, by Lemma 4.3,
it is easy to verify that H j=
V
 ^ :'.
Using Lemma 4.12, we present a stronger ltration argument as follows.
Proposition 4.13: Let ,  and ' be as described in Lemma 4.12. If
V
^:' has a model
in U(), then it has a model H such that
H j=
^
 ^ :' ^ ();
H satises the isolation condition with respect to ', and the size of H is at most 2
mN
, where
N is the length of
V
 ^ :', and m is the maximum record width of .
Proof: By Lemma 4.12, there exists a model G such that G j=
V
^:'^(), and G has
the semi-isolation property with respect to '. Hence there exists a 2 jGj such that
G j= lt(')(r
G
; a) ^ :rt(')(r
G
; a);
and for every b 2 jGj such that G j= rt(')(r
G
; b), there exist isolating nodes c
[b]
; c
0
[b]
for a
and [b]. Recall the notions of mlb and f given in the proof of Proposition 4.4. We rene the
denition of mlb such that
 for every b 2 jGj such that G j= rt(')(r
G
; b),
mlb(b) = (lb(b; G;  [ f'g); tag(b; c
[b]
); tag(b; c
0
[b]
));
where
tag(b; o) =
(
true if G j= (b; o)
false otherwise
 mlb(a) = a,
 for every b 2 jGj such that G j= rt(')(r
G
; b), mlb(c
[b]
) = c
[b]
and mlb(c
0
[b]
) = c
0
[b]
.
Dene function f and structure H as in the proof of Proposition 4.4. Similarly, it can be
shown that H j= (). Moreover, since m  2, it is easy to verify that the size of H is at
most 2
mN
. In addition, for every o 2 jGj, it can be veried that
lb(o; G;  [ f'g) = lb(f(o); H;  [ f'g): (z)
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Hence by Lemma 4.3 and the assumption that G j=
V
 ^ :', we have H j=
V
 ^ :'.
Next, we show that H satises the isolation condition with respect to '.
By the denition of mlb, for any b 2 jGj such that G j= rt(')(r
G
; b), f(c
[b]
) = c
[b]
and
f(c
0
[b]
) = c
0
[b]
. We also have f(a) = a. In addition, by the the denition of H, it is easy to
show the following:
H j= (f(b); c
[b]
) i G j= (b; c
[b]
)
H j= (f(b); c
0
[b]
) i G j= (b; c
0
[b]
)
H j= (a; c
[b]
) i G j= (a; c
[b]
)
H j= (a; c
0
[b]
) i G j= (a; c
0
[b]
)
Hence c
[b]
and c
0
[b]
are isolating nodes for a and [f(b)] in H. By (z), we have
H j= lt(')(r
H
; a) ^ :rt(')(r
H
; a):
Moreover, for any o 2 jHj, if H j= rt(')(r
H
; o), then o = f(b) for some b 2 jGj such that
G j= rt(')(r
G
; b). Therefore, by Denitions 4.4 and 4.5, it can be shown that H satises the
isolation condition with respect to '.
The following corollary completes the proof of Theorem 4.1.
Corollary 4.14: Let ,  and ' be as described in Lemma 4.12. If
V
 ^ :' has a model
in U(), then it has a model H in U
f
() such that the size of H is at most 2
mN
, where N
is the length of
V
 ^ :', and m is the maximum record width of .
Proof: By Lemma 4.12, if
V
 ^ :' has a model in U(), then there is a ()-structure
H such that H j=
V
 ^ :' ^ () and H has the semi-isolation property with respect to
'. Thus by Proposition 4.13, there is H
0
such that H
0
j=
V
 ^ :' ^ (), H
0
satises
the isolation condition with respect to ', and the size of H
0
is at most 2
mN
. Let G be the
ultimately identied structure constructed from H
0
. Then by Lemma 4.11,
G j=
^
 ^ :':
By Proposition 4.9, the size of G is at most 2
mN
, and in addition,
G j= (D):
By the denition of H
0
given in the proof of Proposition 4.13 (see also the proof of Proposi-
tion 4.4), we have that for every  2 T (), H
0
j= 8x y (x 
H
0

y ! x = y). Thus again by
Proposition 4.9, we have
G j= 

(D):
Hence G 2 U
f
().
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5 Conclusions
We have provided an answer to the following open question: In the context of an object-
oriented data model M

which supports complex value equality, whether is word constraint
implication decidable? We have introduced equality constraints, in addition to type con-
straints, to characterize database schemas in M

, and established the decidability of the
implication and nite implication problems for word constraints in the presence of the type
and equality constraints. Following up [11], which addresses the interaction between type
and path constraints, this paper has elaborated the interaction among constraints of three
dierent forms: type, equality and word constraints.
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