Abstract -In this paper, we propose a technique t o reduce the number of trellis states in BCJR-type algorithms, i.e., algorithms with a structure similar t o that of the well-known algorithm by Bahl, Cocke, Jelinek and Raviv (BCJR). This work is inspired by reduced-state sequence detection (RSSD). The key idea is t h e construction, during one of the recursions, of a "survivor map," relative t o the reduced-state trellis, t o be used in the other recursion.
I. BCJR-TYPE ALGORITHMS
We assume that a source emits a sequence of independent and identically distributed information symbols { a h } which is transmitted through a channel modeled as having a finite memory, possibly by means of some approximations as in [l] .
Denoting by zf = { Z k } f = I the sequence of samples at the input of the receiver, where K is the transmission length and Z k is the observation vector at the k-th signaling interval, and by e k ( m ' , m ) the branch which connects state Sk = m' to state sk+l = m, we assume that the BCJR algorithm [2] can be generalized as p ( a k = i1.f) = P { a k = i } C 7 k ( e k ) a k ( e k ) P k ( e k ) P { S -( e k ) } cy:a(c+i where S -( e k ) is the beginning state of transition er. The sum in the above formula is extended over all transitions of epoch k associated to information symbol a ( e k ) = i. Similarly to the BCJR algorithm, we assume that we can compute the probability density functions a k ( e k ) and P k ( e k ) by means of a forward and backward recursion [l, 2, 31. each transition in the forward recursion, we build a 'survivor map" to be used in the backward recursion. The proposed reduced-state technique can be successfully applied to various cases where iterative decoding can be employed: coherent detection over channels affected by intersymbo1 interference (ISI) (assuming perfect knowledge of the IS1 channel coefficients), noncoherent detection as proposed in [l] and fading channels.
PRINCIPLE OF A REDUCED-STATE BCJR-TYPE
In Fig. 1 , we consider iterative detection, based on linear prediction, over a Rayleigh flat-fading channel, referring to the concatenated scheme (outer convolutional code and inner differential code) proposed in 151. The performance for various levels of complexity (in terms of prediction order Y and reduced-state parameter Q of the inner differential detector) is shown. The considered numbers of iterations are 1 and 6 in all cases. The performance in the case of decoding with perfect knowledge of the fading coefficients is also shown (solid lines). The normalized fading rate is ~D,,.T. = 0.01.
