The ability to suppress one's impulses and actions constitutes a fundamental mechanism of cognitive control, thought to be subserved by the right inferior frontal cortex (rIFC). The neural bases of more selective inhibitory control when selecting between two actions have thus far remained articulated with less precision. Selective inhibition can be explored in detail by extracting parameters from response time (RT) distributions as derived from performance in the Simon task. Individual differences in RT distribution parameters not only can be used to probe the efficiency and temporal dynamics of selective response inhibition, but also allow a more detailed analysis of functional neuroimaging data. Such model-based analyses, which capitalize on individual differences, have demonstrated that selective response inhibition is subserved by the rIFC. The aim of the present study was to specify the relationship between model parameters of response inhibition and their functional and structural underpinnings in the brain. Functional magnetic resonance imaging (fMRI) data were obtained from healthy participants while performing a Simon task in which irrelevant information can activate incorrect responses that should be selectively inhibited in favor of selecting the correct response. In addition, structural data on the density of coherency of white matter tracts were obtained using diffusion tensor imaging (DTI). The analyses aimed at quantifying the extent to which RT distribution measures of response inhibition are associated with individual differences in both rIFC function and structure. The results revealed a strong correlation between the model parameters and both fMRI and DTI characteristics of the rIFC. In general, our results reveal that individual differences in inhibition are accompanied by differences in both brain function and structure.
Introduction
The aim of the present investigation is to bring to light the neural bases and dynamics of inhibitory control processes during response selection using model-driven functional magnetic resonance imaging (fMRI) and diffusion tensor imaging (DTI). Model-driven fMRI refers to the combination of fMRI with specific model-based parameters that reflect individual differences in the efficiency of specific cognitive processes (compare Daw et al., 2006) . This approach has been demonstrated to provide novel insights into individual differences in neurocognitive processes involved in reward-based decision-making (Daw et al., 2006; Haruno and Kawato, 2006) and in the ability to inhibit ongoing responses (Aron and Poldrack, 2006) . DTI analyses (which allow the study of structural connectivity by quantifying the density of white matter tracts) revealed that the right inferior frontal cortex (rIFC) is tightly connected with the pre-supplementary motor area (SMA) and subthalamic nucleus (Aron et al., 2007) , indicating a brain network associated with stopping a motor response (i.e., nonselective response inhibition). Recently, parameters derived from response time (RT) distribution analysis techniques have been used in model-based fMRI to examine individual differences in the ability to selectively inhibit responses during response selection (Forstmann et al., 2008) . "Selective response inhibition" refers descriptively to action selection mechanisms that serve to reduce interference between competing actions through inhibition of incorrect response impulses. Selective response inhibition is a key aspect of cognitive control that has been studied extensively with classical conflict tasks as the Stroop (1935) , the Eriksen (Eriksen and Eriksen, 1974) , and the Simon (Simon, 1967) task.
Dual-route architectures, proposed to capture the temporal dynamics of information processing while performing on conflict tasks (Kornblum et al., 1990; Eimer, 1995) , have been extended to include selective suppression of response-related activation when two responses are activated simultaneously (Ridderinkhof, 2002) . To account for the temporal dynamics of selective response inhibition and their covariation with brain function and structure, RT distribution analyses can be used. More specifically, to quantify individual differences in selective inhibition, delta plots can be constructed by plotting the interference effect as a function of response speed (de Jong et al., 1994; Ridderinkhof, 2002) . In accordance with the dual-route architecture, delta plots reveal that interference effects in conflict tasks are reduced for relatively slow responses, and more so for participants who are proficient in inhibition.
We studied selective response inhibition in the Simon task by capitalizing on individual differences in RT distribution parameters. In the Simon task, the task-irrelevant spatial position of the stimulus can capture a response that is either congruent or incongruent with the response designated by the color of the stimulus. To manipulate the strength of this congruency effect, participants were cued (either validly or invalidly) about the congruency of the upcoming stimulus. Invalidly (compared with validly) cued stimuli are associated with stronger inhibition to reduce the unexpected response conflict.
We formulate three hypotheses. First, we expect rIFC blood oxygenation level-dependent (BOLD) activation to covary with proficiency in implementing selective response inhibition as reflected by the individual RT distribution parameters. Second, compared with less proficient inhibitors, those participants who are more proficient in selective suppression show increased structural connectivity in the rIFC as measured by fractional anisotropy (FA), reflecting the density of coherent white matter tracts. Third, rIFC BOLD activation and rIFC local structural connectivity correlate positively, reflecting a tight linkage between brain function and structure in explaining individual differences in cognitive control.
Materials and Methods
Participants. Seventeen healthy volunteers were recruited. We obtained written consent from all participants before the scanning session. The experiment was approved by the local ethics committee of the University of Amsterdam, and all procedures were conducted in accordance with relevant laws and institutional guidelines. All subjects had normal or corrected-to-normal vision. No subject had a history of neurological, major medical, or psychiatric disorder, according to self-report. The data of three subjects were excluded from the fMRI analysis because of excessive movement artifacts as well as a technical problem with the response system. The remaining 14 subjects were 11 females and 3 males (mean age, 25 years; SD, 2.8 years), who were all right-handed as assessed by the Edinburgh Inventory (Oldfield, 1971) . For the DTI analysis, only 11 of the 14 fMRI participants were included because of technical problems during the DTI acquisition. However, to increase statistical power, we included two additional subjects who were excluded from the fMRI analysis because of movement artifacts. The remaining 13 subjects were 9 females and 4 males (mean age, 26 years; SD, 3.2 years). Behavioral task. We used a cueing version of the Simon task (Simon, 1967) (Fig. 1) . The Simon target stimuli consisted of green or red circles presented either to the left or to the right of a central fixation cross. Participants were instructed to press the left button to green stimuli and a right button to red stimuli, respectively, with the index and middle fingers of the right hand. Stimulus color (green vs red) is the relevant aspect of the signal, whereas spatial location (left vs right) is the irrelevant dimension. On congruent trials, the responses are spatially compatible with the position of the target (e.g., a green circle designating a left button press and appearing left of fixation). On incongruent trials, the responses are spatially incompatible with the target location (e.g., a red circle designating a right response but appearing left). The distance between the fixation cross and the stimulus covered a visual angle of 2.8°.
On each trial, presentation of the colored circle was preceded by the presentation of a congruency cue. In the choice condition, participants had to choose between receiving a congruent versus an incongruent target signal. The congruency cue looked like "[C I]," and pressing the left response button meant opting for a congruent target, whereas pressing right marked preferring an incongruent target signal. The left and right buttons for responding to the congruency cue were operated, respectively, with the middle and index fingers of the left hand. Follow-up Figure 1 . Schematic drawing of the modified Simon task. Each trial started with the presentation of a congruency cue. In the choice condition, participants indicated their preference for receiving a congruent or incongruent target stimulus by selecting either C (congruent) or I (incongruent) with the middle finger or the index finger of the left hand. In the no-choice condition (data not shown here), the congruency cue either conveyed C or I information. The target matched the cue in 70% of the trials (valid trials; top), whereas in 30% of the trials, target congruence did not match the cue (invalid trials; bottom). The target stimuli consisted of green and red circles that were associated with a left and right button press, respectively, with the index or middle fingers of the right hand. In congruent trials, responses were spatially compatible with the location of the target stimulus (e.g., left green circle leads to an index finger response), whereas in incongruent targets, participants' responses were spatially incompatible with the location of the stimulus (e.g., left red circle leads to a middle finger response).
analyses indicated that participants selected "C" and "I" cues equally often (i.e., frequencies did not differ from 50%, t Ͻ 1). On no-choice trials, subjects could not choose target congruency and were just presented with a "C" or an "I" cue. Nevertheless, participants also had to press left or right to no-choice cues to ensure that responding to cues was counterbalanced across choice and no-choice trials.
The design also included a cue validity manipulation. On 70% of the trials, called "valid trials," target congruency matched the cue. For example, the participant selected a "C" cue (choice condition) or was presented with a "C" cue (no-choice condition) and did receive a congruent target. Importantly, on 30% of the trials, target congruency did not match the congruency information conveyed by the cue (e.g., a "C" cue was followed by an incongruent target). This category of trials will be referred to as "invalid trials."
All stimuli were presented on a back-projection screen that was viewed via a mirror system attached to the magnetic resonance imaging (MRI) head coil. Participants practiced the relevant mapping in a short training session of ϳ10 min before entering the MRI scanner.
The timing of the sequence of trials was triggered from the MRI control every 6 s. The trials started with a variable oversampling interval of 0, 500, 1000, or 1500 ms to obtain an interpolated temporal resolution of 500 ms. A fixation cross was presented during the variable oversampling interval. Participants were asked to maintain fixation. The congruency cue was presented for 2000 ms in the middle of the screen, and participants selected one of the cues using their left index or middle finger. After the cue presentation, a short fixation interval of 500 ms was presented. Next, the target stimulus was displayed until the response interval exceeded 1500 ms while participants had to respond with their right index or middle finger. Finally, feedback was presented for 350 ms indicating a correct response, an incorrect answer, or miss. Because of varying response times and initial oversampling intervals, the intertrial interval ranges between 650 and 3150 ms.
The experiment consisted of 380 trials including 20 null events that were pseudo-randomly interspersed. The null events were included to compensate the overlap of the BOLD response between adjacent trials. The functional scanning lasted ϳ40 min, separated in two experimental blocks. Every block started with two dummy trials that were excluded from the analysis.
RT distribution analysis of interference effects. We used the dual-process model of interference effects in the Simon task and used the associated RT distributional analyses to quantify the effects of selective response inhibition to examine which brain areas covary in activation with individual differences in the response inhibition parameter.
In accordance with this general dual-route architecture, a recurrent and critical observation is that fast responses to incongruent stimuli tend to be associated with below-chance accuracy (Gratton et al., 1992) , which has been referred to as response capture. To overcome direct response capture by task-irrelevant information, many authors have assumed implicitly or explicitly that the response as activated by irrelevant stimulus features is subsequently inhibited (Eimer, 1999) and aborted (Logan and Cowan, 1984) . Such inhibition is not operational instantaneously but requires some time to develop (Eimer, 1999) during target processing. Because of these dynamics (the gradual build-up of response inhibition as time progresses across a trial), slower responses will benefit more from selective response inhibition than faster responses (Burle et al., 2002; Eimer, 1999; Wylie et al., 2007) . Whereas fast responses are dominated by direct location-driven response capture, an additional factor comes into play for slower responses: with slower responses, the selective inhibition process has had time to develop, and thus the activation of the incorrect response along the direct capture route will be reduced. Consequently, correct slow responses to congruent stimuli will be less facilitated by the position-driven response capture, whereas correct slow responses to incongruent stimuli will be less delayed. Thus, given these dynamics, interference effects are affected by selective response inhibition more in slow than in fast responses (for review, see Ridderinkhof et al., 2005) . These dynamics are well captured by so-called delta plots, constructed by plotting the interference effect as a function of response speed (de Jong et al., 1994; Ridderinkhof, 2002; Wiegand and Wascher, 2007) . Whereas delta plots prototypically have a positive slope (i.e., the effects of any experimental factor increase as a function of response speed), the notion that selective inhibition results in a reduction of the interference effect in slow responses (outlined above) implies a different delta-plot pattern: here the interference effect does not increase linearly as a function of response speed, but instead levels off and reduces for slow responses. If more effective selective inhibition results in a more pronounced reduction of interference effects in slow responses, as argued above, then the leveling off of the delta plot should be more pronounced in individuals who are more proficient in response inhibition than in less proficient individuals. Moreover, this reduction should be stronger on invalidly cued trials compared with trials in which cue and target congruency matched. Thus, the slope of the slowest portion of the delta plot may serve as a parametric index sensitive to individual differences in selective response inhibition.
Magnetic resonance imaging scanning procedure. The DTI and fMRI measurements were acquired in a single scanning session on a 3T scanner (Philips). For the fMRI experiment, 30 axial slices were acquired (222 2 mm FOV, 96 ϫ 96 in plane resolution, 3 mm slice thickness, 0.3 mm slice spacing) parallel to the anterior cingulate-posterior cingulate plane and covering the whole brain. We used a single-shot, gradient-recalled echo planar imaging sequence (repetition time 2000 ms, echo time 28 ms, 90°f lip-angle, transversal orientation). Before the functional runs, a threedimensional (3D) T1 scan was acquired [T1 turbo field echo, 25 2 cm FOV, 256 2 in plane resolution, 182 slices, slice thickness 1.2, repetition time (TR) 9.69, echo time (TE) 4.6, FA 8, sagittal orientation].
The diffusion-weighted images (DWIs) (TR 7720 ms, TE 94 ms, flip angle 90°, FOV 224 ϫ 224 mm, matrix size 128 ϫ 128, 40 slices, b ϭ 600, 94 ms) were measured after each of the two experimental blocks in 32 non-collinear directions. The end of each series of directions was preceded by acquisition of a non-diffusion-weighted volume for purposes of registration for motion correction. Each DWI acquisition phase lasted for 5.2 min.
Functional magnetic resonance analysis. Analysis was performed using FEAT (FMRI Expert Analysis Tool) Version 4.0, part of FSL (FMRIB's Software Library, www.fmrib.ox.ac.uk/fsl). The first two volumes were discarded to allow for T1 equilibrium effects. The remaining images were then realigned to compensate for small head movements (Jenkinson et al., 2002) . Data were spatially smoothed using a 5 mm full-width-halfmaximum Gaussian kernel. The data were filtered in the temporal domain using a high-pass filter with a cutoff frequency of 1/50 Hz to correct for baseline drifts in the signal. Finally, the functional data were prewhitened using FSL (FMRIB's Software Library, www.fmrib.ox.ac.uk/ fsl) (Woolrich et al., 2001) .
All functional data sets were individually registered into 3D space using the participants' individual high-resolution anatomical images acquired at the beginning of each scanning session. The individual 3D reference data set was used to normalize the functional data into Montreal Neurological Institute (MNI) space by linear scaling (affine transformations) (Jenkinson and Smith, 2001 ). The statistical evaluation was performed using the general linear model. The design matrix was generated with a synthetic hemodynamic response function and its first derivative. Individual contrast maps were generated for incongruent compared with congruent trials, separately for cue validity (70% valid, 30% invalid trials). Higher-level analysis was performed using FLAME (FM-RIB's Local Analysis of Mixed Effects) (Beckmann et al., 2003; Woolrich et al., 2004) . For the whole-brain analysis of incongruent versus congruent trials per cue validity condition as well as the whole-brain covariance analyses, we only report cortical regions with a height threshold of z Ͼ 2.3 and a cluster probability of p Ͻ 0.05, corrected for whole-brain multiple comparisons [using Gaussian random field theory (GRFT)]. For the whole-brain group analysis for good inhibitors versus poor inhibitors, a height threshold of z Ͼ 1.9 and a cluster probability of p Ͻ 0.05, corrected for whole-brain multiple comparisons (GRFT), was used.
The aim of the covariance analyses was to test for individual differences in selective response inhibition (Forstmann et al., 2008) . To this end, the individual congruency contrasts (incongruent vs congruent) for the two validity conditions were subjected to two separate covariate analyses to investigate the dynamics of selective response suppression. For each participant, the slope values for the different delta-plot segments (see also Results, Behavior) were included as individual covariates.
Finally, to verify the functional significance of this analysis, the individual effect size of the overall Simon interference effect was also entered separately as a covariate in the fMRI regression model.
To compute the percentage signal change of the hemodynamic response of the rIFC, all voxels of the relevant contrast exceeding the critical threshold in the mean z-map were determined. We then extracted the time course of the signal underlying these activated voxels for each participant from the modeled data. The percentage signal change was calculated in relation to the mean signal intensity across all time steps for these voxels. The signal change was averaged separately for incongruent versus congruent trials on valid and incongruent versus congruent trials on invalid trials, beginning with the presentation of the cues for each participant. These values were later used to compute the correlation between the percentage signal change in the rIFC (Forstmann et al., 2008) and (1) the two delta slopes derived from the RT distribution analyses (Figs. 2, 3) , (2) the mean RT congruency effect, and (3) the FA values derived from the DTI analysis (Fig. 3) .
Diffusion tensor imaging analysis. We calculated fractional anisotropy, which reflects the degree of diffusion anisotropy within a voxel, on the basis of the diffusion weighted images. The degree of diffusion anisotropy in a voxel is determined by microstructural features of the tissue in that particular voxel, including fiber properties (for example, fiber diameter and density) and fiber tract coherence. Data analysis and preprocessing were performed with FSLVersion 4.0 (FMRIB's Software Library, www. fmrib.ox.ac.uk/fsl). Correction for eddy currents and head movement was done by means of affine registration on a reference volume. First, FA images were created by fitting a tensor model to the raw diffusion data using FMRIB's Diffusion Toolbox, and then brain-extracted using Bet extraction tool (Smith, 2002) . A larger FA value indicates a distortion of Brownian motion, which signifies the presence of coherent white matter tracts. Values closer to 0 correspond to more isotropic diffusion of water molecules (showing Brownian motion), and absence or little coherence of white matter.
All subjects' FA data were then aligned into a common space using the nonlinear registration Image Registration Took Kit (Rueckert et al., 1999) in combination with TBSS (tract-based spatial statistics) (Smith et al., 2006) . Next, the mean FA image was created and thinned to create a mean FA skeleton, which represents the centers of all tracts common to the group. Each subject's aligned FA data were then projected onto this skeleton and the resulting data were fed into voxel-wise cross-subject statistics.
The significance of the comparison between good inhibitors and poor inhibitors was determined by means of permutation testing using randomizations. We considered activation significant at a t value Ͼ3, with a minimum cluster size of 45 mm 3 resulting in significant differences between good and poor inhibitors. In contrast, comparing groups with a low com- pared with a high mean interference effect, or randomly assigned groups, did not reveal significant differences in connectivity measures.
The individual FA values derived from the anterior part of the inferior fronto-occipital fasciculus (FOF) were correlated with the two different delta slopes derived from the RT distribution analyses. Finally, to test our third hypothesis regarding the linkage between structure and function in the rIFC, we computed correlations between the BOLD signal change derived from the rIFC and the FA values derived from the anterior part of the inferior FOF.
Results
The factor choice (choice vs no-choice) did not affect behavioral measures in any way. Because this choice factor is not relevant for present purposes, data were collapsed across choice and nochoice trials to increase trial numbers.
Behavior
Omnibus repeated measures multivariate ANOVA tested the main effects of target congruency (incongruent vs congruent) and cue validity (valid vs invalid) on error rates and RT.
Error rates
Overall, incongruent trials yielded more choice errors than congruent trials, respectively, 3.7% vs 2.7% (F (1,13) ϭ 6.32, p ϭ 0.026). Error rates did not vary systematically with the (main or interaction) effects of cue validity, F Ͻ1.
Reaction times
The factor congruency produced its typical effect on RT, with incongruent responses (658 ms) being ϳ28 ms slower than congruent responses (630 ms), F (1,13) ϭ 8.95, p ϭ 0.01. RT on invalidly cued trials (657 ms) was marginally slower than on valid trials (632 ms), F (1, 13) ϭ 4.05, p ϭ 0.07. Importantly, the size of the interference effect depended on cue validity, with invalid trials yielding a significantly reduced congruency effect compared with valid trials (18 vs 39 ms, F (1, 13) ϭ 4.74, p ϭ 0.049). This was important in establishing that, indeed, responses to incongruent stimuli required the strongest inhibition of the tendency to activate the incorrect response when the subjects in fact expected a congruent target stimulus.
Selective inhibition
A second set of repeated measures ANOVAs focused on distributional analyses to capture the temporal dynamics of the congruency effect. Overall, the interference effect steadily decreased from 47 to 29 ms in fast and middle segments, to 11 ms in the slowest segment, F (2, 26) ϭ 5.21, p ϭ 0.023. The delta-plot slopes were generally negative-going ( p ϭ 0.006 when tested against a zero slope-value), and did not distinguish between valid and invalid trials or between fast and slow RT segments (F Ͻ 1, p Ͼ 0.30).
Neuroimaging data fMRI data
An initial set of conventional analyses was augmented with a model-driven fMRI approach to examine more rigorously the neural underpinnings of the selective response suppression hypothesis. The first set of analyses focused on the main effects of congruency, i.e., incongruent versus congruent trials. Direct comparison of incongruent and congruent trials across cue validity yielded no significant main effect of congruency. The conditional main effect for congruency in the invalid condition revealed only significant activation in the right medial frontal cortex (4, 40, 42). No significant conditional main effect of target congruency was obtained in the valid cue condition. Thus, in line with earlier findings, the condition that elicited the strongest response capture (when a congruent target was expected but an incongruent target stimulus was delivered) was associated with increased activation in pre-SMA. Comparing good versus poor inhibitors based on a median split using the individual RT distribution parameters (the slope of the slowest segment of the delta plot) in the conditional main effect of congruency for invalidly cued trials revealed significantly stronger activation only in the rIFC (48, 24, 8) for good compared with poor inhibitors. No significant activation was found in the reverse contrast (i.e., for poor vs good inhibitors).
In the second, model-based, set of analyses we entered individual slope values derived for each segment of the delta plot for validly and invalidly cued trials, respectively, as covariates into the analyses of the conditional main effect of congruency for the two cue validity conditions.
The analyses revealed no significant activations for either the faster or the slower segments in the valid cue condition. In contrast, for the invalidly cued condition, significant prefrontal activation was found only in the rIFC (50, 26, 8) for the slowest but not for the fastest segment of the delta plot, a result that was confirmed by a negative correlation between the BOLD signal change derived from the rIFC and the individual slope values of the slowest segment (Fig. 2) .
To further verify the functional significance and specificity of the slowest segment of the delta plot as a specific indicator for selective response inhibition, both the overall mean and the individual effect size of the overall interference effect were also entered (separately) as covariates in the fMRI regression model as a control variable. Importantly, these analyses did not yield any significant effects (F Ͻ 1), confirming that only one specific parameter (i.e., the slope of the slowest segment of the delta plot, specifically predicted individual differences in selective response inhibition) corresponded with rIFC activation.
DTI data
The aim of the DTI data analysis was threefold. In a first step, we compared FA values from good versus poor inhibitors to test for local structural differences in white matter tracts connecting the rIFC. The results revealed significant connectivity differences for good versus poor inhibitors in the right anterior part of the inferior FOF (Fig. 3A) and in the precuneus. Note that the structural difference found in the anterior part of the inferior FOF might also encompass parts of the uncinate fascicle, the extreme capsule, or the third branch of the superior longitudinal fascicle. Given the spatial resolution of the present data, we cannot reliably distinguish between the different fascicles, for instance, using fiber tracking.
In the next step, FA values derived from the anterior and posterior parts of the inferior FOF were correlated with the slowest segment of the delta plot of the invalidly cued trials. The results revealed a significant negative correlation between the slope values and FA values (Fig. 3B ). This pattern of results resembles the BOLD covariance findings observed for the rIFC in the invalidly cued trials (Fig. 2) . As a final step, we tested whether there is a linkage between functional and structural individual differences. Therefore, we computed correlations between the percentage BOLD signal change derived from the rIFC and the FA values derived from the right anterior and posterior part of the inferior FOF. The results revealed a positive correlation between both measures (Fig. 3C) .
Discussion
In the present study we used a model-driven approach to investigate the functional and structural underpinnings of individual differences of selective response inhibition. A cueing version of the Simon task was used, and the resulting individual RT distribution parameters were incorporated as covariates in the functional imaging regression analysis (Forstmann et al., 2008) . Our first hypothesis was that individual RT distribution parameters, reflecting the temporal dynamics of selective response inhibition, predict activation in the rIFC. This hypothesis was confirmed by the present model-based fMRI results (Fig. 2) , indicating a tight linkage between function (BOLD activation in rIFC) and behavior (proficiency of selective response inhibition).
Our second hypothesis stated that individuals who are proficient in selective suppression show higher FA connectivity values in white matter tracts in the rIFC than less proficient subjects. To test this conjecture, individual RT distribution parameters were used to classify subgroups of good and poor inhibitors based on a median split of the slowest segment of the delta plots. The connectivity data revealed higher FA values in the right anterior part of the inferior FOF for good versus poor performers, indicating a tight linkage between structure (FA values in FOF) and behavior (proficiency of selective response inhibition). This pattern of the connectivity differences in the anterior part of the FOF closely resembled the corresponding pattern for the BOLD findings for the rIFC.
Finally, our third hypothesis stated that the rIFC BOLD activation and the rIFC local structural differences should correlate positively. This hypothesis was also confirmed by the present data pattern (Fig. 3C) , reflecting a systematic linkage of individual selective response inhibition differences at the behavioral, functional, and structural levels, as is supported by independent techniques.
In general, the present results are important because they corroborate and extend recent findings: the role of the rIFC in the implementation of response inhibition (Peterson et al., 2002; Aron and Poldrack, 2006; Aron et al., 2007; Forstmann et al., 2008) is modulated by the validity of congruency cues. In the present study, activation in the rIFC was restricted to invalidly cued incongruent trials when incorporating the slowest segment of the delta-plot slopes into the fMRI regression model. In a comparable analysis for validly cued incongruent trials, no such activation in the rIFC was found. At first sight, this finding might seem controversial since we also observed negative-going deltaplot slopes for the valid cue condition. However, given the reduced interference effect in invalidly cued compared with validly cued trials as well as steeper delta slopes in invalidly cued trials, we argue that inhibition is more strongly required because participants misguidedly prepare for a congruent stimulus and hence rely to some extent on the response capture as triggered by the stimulus location. To overcome this incorrect response capture, stronger inhibition is required compared with validly cued incongruent trials. To validate our results, we incorporated the fastest segment of the delta slopes into the regression analysis for both validly and invalidly cued trials as well as the mean congruency effect and the overall mean RT for each individual. None of these additional analyses yielded significant results, attesting to the specificity of the relation between our measure of response inhibition and rIFC activation.
Next, we were interested in whether the individual covariation of the RT distribution parameters would also be reflected in structural connectivity differences in the rIFC. Therefore, we collected DTI data of all participants. In general, there is growing evidence for a direct linkage between BOLD and white matter connectivity data. For instance, Aron et al. (2007) showed that in the stop task, a network composed of the rIFC, the pre-SMA, and the subthalamic nucleus plays a crucial role in stopping a response. In the present study, using the classical Simon task, we observed local structural differences in the anterior part of the inferior FOF. In general, the FOF has been argued to be part of the dorsal visual stream (Ungerleider and Mishkin, 1982) originating from dorsal parieto-occipital and medial parietal areas and projecting into lateral prefrontal areas (Schmahmann and Pandya, 2007) . Converging evidence shows that the FOF is involved in the processing of information regarding the control of actions (Rizzolatti and Matelli, 2003) . More specifically, Rizzolatti et al. (1983) suggest that the FOF may be concerned with higher-order aspects of motor behavior and the spatial aspects of attention. In a similar vein, Schmahmann and Pandya (2007) suggest that the FOF may act as a conduit by which prefrontal cortex areas may influence visual-spatial processing within the occipital and caudal parietal areas. With respect to the present data, we argue that the good inhibitors reveal a higher coherency of white matter tracts compared with poor inhibitors at an anatomical strategic site in the anterior part of the FOF. The increased coherency might give rise to an increased proficiency in implementing inhibition to overcome the incorrect visuospatial task preparation and hence the incorrect competing response in invalidly, compared with validly, cued trials. This notion was further supported by a negative correlation between the individual FA values derived from the anterior part of the FOF and the individual slope values from the slowest segment of the delta plots from the invalid cue condition (Fig. 3B) . It is important to note that group analyses based on individual differences in other measures (such as the slope values from the faster delta-plot segments, the mean interference effects, or the mean overall RT) did not reveal significant local structural differences in the white matter tracts. This underlines once more the validity of exploiting the slow segments of the delta plot as a specific measure of selective response inhibition.
Our final hypothesis concerned the direct linkage between the structure and function of the rIFC and its role in implementing inhibition. A positive correlation was found between local structural differences in the anterior part of the inferior FOF and the BOLD covariation in the rIFC (Fig. 3C ). Individuals revealing a strong rIFC activation in implementing inhibitory control, as shown with our model-driven fMRI analyses, also exhibited higher white matter coherency at an adjacent anatomical site. This finding links structure to function because it shows that, within the right inferior prefrontal cortex, structural individual differences in white matter connection density covary with individual differences in the proficiency of functional brain activation. Furthermore, the present results underline the cardinal importance of incorporating temporal dynamics into the analysis of response inhibition in the Simon task.
In general, this outcome attests to the power of using the combination of model-driven fMRI analysis with structural measures of the brain. In the present case, these behavioral indices were derived from RT distribution analyses that allow a focus on the efficiency of specific neurocognitive processes, typically not revealed in overall mean performance measures. By capitalizing on individual differences in these parameters (rather than relegating them to error variance), this method sheds new light on the functional and structural underpinnings of selective response inhibition in the Simon task. Note that our approach, which was applied here on a relatively small and homogeneous sample drawn from the normal population, holds particular promise for studying more heterogeneous samples from (sub)clinical populations suspected to be characterized by deficient impulse control, such as patients with Parkinson's disease or attention deficit/ hyperactivity disorder.
In sum, we take the present results to indicate that individual differences in behavioral indices of response inhibition predict the activity in the right IFC as well as the density of coherent white matter tracts that is necessary to suppress the initial activation and execution of the incorrect response.
