Abstract. We consider conservation laws on moving hypersurfaces. In this work the velocity of the surface is prescribed. But one may think of the velocity to be given by PDEs in the bulk phase. We prove existence and uniqueness for a scalar conservation law on the moving surface. This is done via a parabolic regularization of the hyperbolic PDE. We then prove suitable estimates for the solution of the regularized PDE, that are independent of the regularization parameter. We introduce the concept of an entropy solution for a scalar conservation law on a moving hypersurface. We also present some numerical experiments. As in the Euclidean case we expect discontinuous solutions, in particular shocks. It turns out that in addition to the "Euclidean shocks" geometrically induced shocks may appear.
Introduction
The theoretical and numerical solution of partial differential equations on stationary or moving surfaces has become quite important during the last decade. In many applications PDEs in bulk phases are coupled to PDEs on interfaces between these phases. There is a satisfactory analysis and numerical analysis for elliptic and parabolic equations on stationary or moving surfaces. For references we refer to [11] , [12] , [14] . Several phenomena like shallow water equations on the earth, relativistic flows, transport processes on surfaces, transport of oil on the waves of the ocean or the transport on moving interfaces between two fluid are modeled by transport equations, and thus hyperbolic PDEs, on fixed or moving surfaces. These equations often are highly nonlinear. In this work we study scalar conservation laws on moving hypersurfaces without boundary in R n+1 . The motion of the surface is prescribed. Assume that Γ(t) is a family of smooth and compact hypersurfaces which moves smoothly with time t ∈ [0, T ]. When the scalar material quantity u = u(x, t), x ∈ Γ(t), t ∈ [0, T ], is propagated with the surface and simultaneously transported via a given flux f = f ((x, t), u) on the surface, then its evolution with respect to prescribed initial values u 0 is governed by the initial value problem (1)u + u∇ Γ · v + ∇ Γ · f (·, u) = 0 on G T , u(·, 0) = u 0 on Γ 0 .
Here v denotes the velocity of the surface Γ, and ∇ Γ is the surface gradient. The dot stands for a material derivative. f is the given flux function which we assume to be tangentially divergence free on Γ and which is a tangent vector to the surface. By G T we denote the space time surface 
Γ(t) × {t}.
The work has been supported by Deutsche Forschungsgemeinschaft via SFB/TR 71 'Geometric Partial Differential Equations'.
The quantities appearing in the PDE (1) are well defined for u : G T → R and do not depend on the ambient space. Let us briefly summarize the published results related to this topic. Total variation estimates for time independent Riemannian manifolds can be found in [20] . The existence proof of entropy solutions on time independent Riemannian manifolds is considered in [7] by viscous approximation. The ideas are based on Kruzkov's and DiPerna's theories for the Euclidean case. In a forthcoming paper Lengeler and one of the authors [26] are generalizing the results which we are going to prove in this contribution to the case of time dependent Riemannian manifolds. They show existence and uniqueness (in the space of measure-valued entropy solutions) of entropy solutions for initial values in L ∞ and derive total variation estimates if the initial values are in BV. Convergence of finite volume schemes on time independent Riemannian manifolds can be found in [1] . In the paper [25] LeFloch, Okutmustur and Neves prove an error estimate of the form ||u − u h || L 1 ≤ ch 1 4 for the scheme in [1] . The proof generalizes the ideas of the Euclidian case and the convergence rate is the same. This result was generalized to the time dependent case by Giesselmann [16] under the assumption that an entropy solution exists, which we are going to prove in this paper. In [2] an error estimate for hyperbolic conservation laws on an (N + 1) dimensional manifold (spacetime), whose flux is a field of differential forms of degree N , is shown. The matter Einstein equation for perfect fluids on spacetimes in the context of general relativity is considered in [24] . A wave propagation algorithm for hyperbolic systems on curved manifolds with application in relativistic hydrodynamics and magnetohydrodynamics have been developed and tested in [30] , [4] , [5] , and finite volume scheme on spherical domains, partially with adaptive grid refinement in [8] , [5] . This paper is organized as follows. In Section 2 we will summarize the notations and basic relations for moving hypersurfaces which we need to show existence for (1) . The PDE in (1) will be derived in Section 3. Since the weak solution of (1) is in general not unique we will define entropy solutions in Section 4. The idea for the existence proof is based on the approximation of the solution of (1) by the solution of a parabolic regularization, which will be presented in Section 5. In Section 6 and 7 we prove uniform estimates in the H 1,1 -norm of the solution of the parabolic regularization. This implies compactness in L 1 and therefore existence for (1), which is the main subject of Section 8. Since this existence result depends on the special regularization, defined in Section 5, we have to prove uniqueness of (1) in Section 9. With the numerical algorithm described in Section 10 we have performed some numerical experiments. The results are shown in Section 11.
Notations and basic relations for moving hypersurfaces
In this Section we present the description of the moving geometry. We use the notion of tangential or surface gradients.
Assumptions 2.1. Let Γ t = Γ(t) ⊂ R n+1 for t ∈ [0, T ] be a time dependent, closed, smooth hypersurface. The initial surface Γ 0 is transported by the smooth function
with Φ(Γ 0 , t) = Γ t and Φ(·, 0) = Id. We assume that Φ(·, t) : Γ 0 → Γ(t) is a diffeomorphism for every t ∈ [0, T ]. The velocity of the material points is denoted by v := ∂ t Φ • Φ −1 . The tangential flow of a conservative material quantity u with u(·, t) : Γ t → R is described by a flux function f = f ((x, t), u) which is a family of vector fields such that f ((x, t), u) is a tangent vector at the surface Γ t for x ∈ Γ t , t ∈ [0, T ] and u ∈ R. We assume that all derivatives of f are bounded and that ∇ Γ · f ((·, t), s) = 0 for all fixed t ∈ R + , s ∈ R. The definition of ∇ Γ · is given below.
2.1. Tangential derivatives and geometry. Let us assume that Γ is a compact C 2 -hypersurface in R n+1 with normal vector field ν. Definition 2.2. For a differentiable function g : Γ → R we define its tangential gradient as
where g is an extension of g to a neighbourhood of Γ. We denote the components of the gradient by
The Laplace-Beltrami operator then is given by
It is well known that the tangential gradient only depends on the values of g on Γ. For more informations about this concept we refer to [10] . With the help of tangential gradients we can describe the geometric properties of Γ. The matrix
has a zero eigenvalue in normal direction: Hν = 0. The remaining eigenvalues κ 1 , . . . , κ n are the principal curvatures of Γ. We can view the matrix H as an extended Weingarten map. The mean curvature H of Γ is given as the trace of H,
where we note, that this definition of the mean curvature differs from the common definition by a factor 1 n . Integration by parts on a hypersurface Γ is given by the following formula. A proof for surfaces without boundary can be found in [17] . The extension to surfaces with boundary is easily obtained. By µ we denote the conormal to ∂Γ. Lemma 2.3.
Higher order tangential derivatives do not commute. But we have the following law for second derivatives. Here and in the following we use the summation convention that we sum over doubly appearing indices.
Lemma 2.4. For a function g ∈ C 2 (Γ) we have for i, k = 1, . . . , n + 1, that
For the convenience of the reader we give a short proof for this relation.
Proof. We use the definition (4) of the tangential gradient and extend g constantly in normal direction to obtain g. Then
In the last step we have used that Hν = 0.
Material derivatives.
In this Section we work with moving surfaces.
Definition 2.5. For a differentiable function g : G T → R we define the material derivative
Note that the material derivative only depends on the values of g on the space-time surface G T . In our proofs we will frequently use the following formula for the commutation of spatial (tangential) derivatives and (material) time derivatives. A proof is given in the Appendix.
Derivation of the PDE
We derive the conservation law, which we are going to solve in this paper. For this we need the following transport theorem on moving surfaces. A proof can be found in [11] .
Lemma 3.1.
Let u(·, t) be a scalar quantity, defined on Γ(t), which is conserved. The conservation law which we are going to solve is given in integral form by
Here γ(t) is a portion of Γ(t) which moves in time according to the prescribed velocity v. Q is a flux, which we will parametrize later. Obviously normal parts of Q do not enter the conservation law, because the conormal µ on ∂γ is a tangent vector. Thus we may assume that Q is a tangent vector to Γ. But note, that even if we choose Q as a vector with a normal part, then Q · µ = P Q · µ with the projection P ij = δ ij − ν i ν j (i, j = 1, . . . , n + 1). We apply integration by parts (5) to the right hand side of (10),
To the left hand side of (10) we apply the transport theorem from Lemma 3.1. This leads to
Thus the equation (10) is equivalent to
and since γ is an arbitrary subregion of Γ, we arrive at the PDĖ
Throughout this paper we assume, that Q has the form
where we assume that
for all u ∈ R on Γ. With this parametrization of the flux the PDE (3) reads
By the divergence of f we mean the 'total' divergence
Remark 3.2. Note, that because of the condition (11) it is in general not possible to choose the flux f independently of x and t. If we start with a flux of the form Q =f (u) in the law (10) , then the PDE changes tou
and we have f ((x, t), u) = P (x, t)f (u) in (12).
Definition of entropy solutions
As in the Euclidean case classical solutions of (1) do not exist globally in time in general. Therefore we have to introduce the notion of a weak solution.
In general weak solutions are not unique. Therefore we select the entropy solution which will be introduced in Definition 4.3. For the motivation of the entropy condition given in (16) , let us consider the following Lemma.
Here and in the following we assume that
with a constant c 0 which is independent of the parameter 0 < ε ≤ 1.
. . , n + 1 and let u 0 ∈ L ∞ (Γ 0 ). Assume that u ε is a smooth solution of
If u ε → u a.e. on G T and u 0ε → u 0 a.e. on Γ 0 for ε → 0 and u ∈ L 1 (G T ), then u satisfies the entropy condition
for all test functions φ ∈ H 1 (G T ) with φ ≥ 0 and φ(·, T ) = 0.
Proof. Let η and q be defined as above. We multiply (1) by η (u ε ) and obtain
This implieṡ
We multiply by a smooth test function φ such that φ ≥ 0, φ(·, T ) = 0 and integrate. This gives
Since
we obtain from (18):
This means that we have the inequality
and for ε → 0 we obtain in the limit
This finally proves the Lemma.
Now we use the property (16) for the definition of an entropy solution.
is an entropy solution (admissible weak solution) of (1) if
holds for all test functions φ ∈ H 1 (G T ) with φ ≥ 0 and φ(·, T ) = 0 and for all η and q with the properties, mentioned above.
and that u is a weak solution of (1).
The following definition of Kruzkov entropy solutions is equivalent to Definition 4.3.
for all k ∈ R and all test functions ϕ ∈ C 1 (G T ) with ϕ ≥ 0 and ϕ(·, T ) = 0. 
The regularized problem
In order to solve the conservation law (1) we solve the initial value problem (15) and consider u ε for ε → 0. For technical reasons let us consider the following regularized PDE
on G T with initial data u ε (·, 0) = u 0ε on Γ 0 with u 0ε → u 0 a.e. on Γ 0 and (14). Here B = B(x, t) is a symmetric diffusion matrix which maps the tangent space of Γ(t) into the tangent space at the point x ∈ Γ(t), so that we have Bν = 0 and ν * B = 0. Assume also that B is positive definite on the tangent space. Similarly as in Lemma 4.2 it can be shown that u is an entropy solution if u ε → u for ε → 0. In the proofs of the following Section we will use the fact that
The main purpose of the next Section is to prove a priori bounds for u ε which are independent of ε.
A Priori estimates for the regularized problem
In this Section we replace u ε by u for better readability. The aim of this Section is the derivation of a priori estimates which are independent of ε. The initital value problem
has a unique smooth solution. This is shown by dovetailing the cut-off technique of Kruzkov with the Galerkin ansatz from [11] . The proof is quite straight forward and so we omit the details here. The proof of smoothness of the weak solution found by this method is a purely local argument.
6.1. Estimate of the solution. We prove that the solution u of the regularized parabolic initital value problem (25) is bounded in the L ∞ -norm in space and time independently of the parameter ε.
Lemma 6.1. Let u be the solution of (25) . Then
with a constant c which is independent of ε but depends on the data of the problem including the final time T and c 0 from (14) .
Proof. This estimate is a consequence of the maximum principle for parabolic PDEs. Because of the unusual setting here, we give a proof. The PDE (23) can be written in a weak form. Note that the nonlinearity f ((x, t), u) is tangentially divergence free with respect to the xvariable. This is crucial here. We begin by transforming u:
where
Because of |w| = e −λt |u| ≤ M ε we then have
Here we have used that g(·, M ) · ν = 0. For the right hand side of this equation we observe that for our choice of λ
We use these two estimates together with the ellipticity condition and get with a positive constant c the estimate 1 2
Here we also have used the transport theorem from Lemma 3.1. From the previous estimate we infer with Young's inequality that
This implies for the nonnegative function
Because of φ(0) = 0 we then obtain with a Gronwall argument that φ(t) = 0. But this says that (w − M ) + = 0 almost everywhere which implies w ≤ M or u(·, t) ≤ c(T, M ) on Γ(t), and the constant c(T, M ) does not depend on ε. The estimate from below follows similarly.
6.2. Estimate of the spatial gradient. Lemma 6.2. Assume that u solves the regularized PDE (25) . Then (29) sup
with a constant c which does not depend on ε.
Proof. Set w i = D i u and w = (w 1 , . . . , w n+1 ). We take the derivative D i of the regularized PDE (25) , 
For the nonlinear term we get with the use of (6)
With (6) the second order term can be rewritten as follows:
For the last term we have used
We now collect the intermediate results (30) , (31), (32) and (33) to arrive at the following PDE for w i = D i u.
We multiply this equation by
|w| , sum with respect to i from 1 to n + 1, use the fact that w is a tangent vector, and get
Here we also used that f ku (·, u)ν k = 0 and w i ν i = 0. We now observe that
The result of Lemma 6.1 allows us to estimate some terms in (34).
We rewrite the second order term on the left hand side of this equation (integrated over Γ).
where we have set
. . , n + 1. We now estimate the last term on the right hand side of (36) integrated over Γ.
Since the matrix Q is positive semidefinite and since B is positive definite on the tangent space we can estimate the last term on the right hand side. We use the abbreviations
The first equation can be obtained as follows:
and because of Q il ν i = ν l , the second term on the right hand side can be rewritten as follows:
Collecting the previous estimates we arrive at
We integrate (36) over Γ and finally get
where we again have used the fact that Γ is compact. Since
we finally get the estimate
Here we have used the bound (26) for u. In summary we have proved that
independently of ε. In the last step we used (14) . Lemma 6.2 is proved.
Estimate of the time derivative
Assume that the matrix B = (B ik ) i,k=1,...,n+1 satisfies
where λ > 0 is a constant and B 0 is a symmetric and positive definite (n + 1) × (n + 1) matrix.
Lemma 7.1. There is a symmetric and positive definite matrix B which solves (38).
Proof. If we subtract this equation from (38), we get
Since (B − B * )(·, 0) = 0 by assumption, we have that B − B * = 0 for all times. The coercivity is seen as follows.
and from this we get for ξ ∈ R n+1 with the coercivity of
, and the smoothness of A(v) and B:
So, B is positive definite if we choose λ big enough. Proof. We take the material derivative of (25) and set z =u.
Lemma 7.2. Assume that u solves the regularized PDE (23). Then
We use (8) and treat the terms separately. Clearly
For the nonlinear terms we get
We calculate the material derivative of the second order term.
Now choose the matrix B such that it satisfies (38). Then
We collect the terms (40), (41) and (42) to geṫ
We observe that similarly as in (35) we have
Multiplying (43) with signz we get (correctly: use
Here we have used the boundedness of u uniformly with respect to the regularization parameter 0 < ε ≤ 1. With the same arguments as in the proof of Lemma 6.2 after integration over Γ we get the inequality
and Lemma 6.2 implies
with a constant c, which does not depend on ε, since we can use (14).
Existence for the conservation law
Theorem 8.1. Assume Assumptions 2.1, (38) and let u 0 ∈ L 1 (Γ 0 ). Then there exists an entropy solution of (1).
Proof. Let u ε be the solution of (23) with u ε (·, 0) = u 0ε on Γ 0 and u 0ε → u 0 a.e. on Γ 0 , Φ as in Assumption 2.1, and w ε (y, t) := u ε (Φ(y, t), t)
for y ∈ Γ 0 and t ∈ [0, T ]. Then due to the Lemmata 6.2 and 7.2 and the properties of Φ (see Assumption 2.1) we obtain
uniformly in ε. This implies that w ε is uniformly bounded in H 1,1 (Γ 0 × [0, T ]). Then due to the Kondrakov-Theorem (see Aubin [3] ) we have a convergent subsequence w ε and w ∈
Define Φ t (x) := Φ(x, t). Since u ε (x, t) = w ε (Φ −1
t (x), t) and due to the properties of Φ (see Assumption 2.1) we have
Then we proceed as in the proof for Lemma 4.2 to prove that u is an entropy solution of (1).
Uniqueness for the conservation law
In this section we are going to prove uniqueness of entropy solutions (see Theorem 9.4) as defined in Definition 4.3 or 4.5. For the sake of brevity we suppress the integration elements dx, dy, dt and dτ the in this section. Integration is meant to be done over each of these variables that occur in the respective integral. We will need that the initial data is approached in the following sense. The analogous result for the Euclidean case can be found in [9] .
Lemma 9.1. There is a set E ∈ [0, T ] of measure zero such that for t ∈ [0, T ]\E an entropy solution u = u(x, t) fulfills
Proof. We use that an entropy solution is a weak solution and choose φ(x, t) := θ(t)χ((Φ(·, t)) −1 (x)) in (13) , where θ(t) = 1 − t/ for 0 ≤ t ≤ and θ(t) = 0 for any other t and where
for all χ ∈ L 1 (Γ 0 ). Now we choose φ(x, t) := θ(t) as a test function in (21) to get
From (47) we know that
and thus
Choosing η(u) = u 2 and using the fact that | det DΦ(x, t)| = 1 + O(t) we arrive at
which implies our claim.
For the proof of uniqueness we need some technical definitions and basic facts from differential geometry. For a parametrizationψ : U →ψ(U ) of a subsetψ(U ) ⊂ Γ 0 with U ⊂ R n open we have the following properties. a) For t > 0 a parametrization of Φ(ψ(U ), t) ⊂ Γ(t) is given by the map ψ(·, t) : U → ψ(U ) where
b) For a function ϕ ∈ C 1 (G T ) the material derivative has the local form
for all ϕ ∈ C 1 (Γ(t)). d) For any function α ∈ L 1 (Γ(t)) we have the following local computation of the integral over a subset ψ(V, t) ⊂ Γ(t) where V ⊂ U .
(51)
Here D denotes the Jacobian operator w.r.t. the spatial coordinate x ∈ U ⊂ R n .
We introduce a function δ ∈ C ∞ (R) satisfying δ ≥ 0, supp δ ⊂ [−1, 1] and
and R δ h (σ)dσ = 1 for some constant C. We need the following two Lemmata whose proofs can be found in [23] . Proof. The proof we give here is in the same spirit as Kruzkov's uniqueness proof [23] and can be seen as its extension to moving surfaces. Let u,ū be two Kruzkov entropy solutions with initial data u 0 ,ū 0 . Furthermore let ψ be as in (48) with ψ(·, t) :
where B R (0) ⊂ R n and ψ(B R (0), t) ⊂ Γ(t). Choose normal coordinates for instance. For some 0 < r < R we define Ω := B r (0) and Ω T := B r (0) × [0, T ]. Let now ϕ ∈ C ∞ (G T ) be a test function with ϕ ≥ 0 and supp ϕ t∈(ρ,T −2ρ) ψ(Ω, t) × {t} where ρ > 0 is a small real number. We know because of a) -d) that then (53)
where D ψ(x, t) denotes the Jacobian of ψ(x, t) with respect to x. For better readability we will suppress the composition with ψ(·, t) in the following, i.e. we introduce new functions which live on Ω×[0, T ] and which we mainly again denote by the names of the original functions. By this we mean to do the following replacements. u(ψ(x, t), t) u(x, t), ϕ(ψ(x, t), t) ϕ(x, t), (∇ Γ(t) · w)(ψ(x, t), t) q(x, t) and f i ((ψ(x, t), t), ·) f i (x, t, ·). In Definition 4.5 we choose a test functioñ ϕ =φ(x, t, y, τ ) ≥ 0 with suppφ (
set k =ū(y, τ ), multiply with det(g(y, τ )) and integrate over Ω T := Ω × [0, T ] with respect to (y, τ ). Using (53) we arrive at
Proceeding analogously for the corresponding version of (22) for the entropy solutionū = u(y, τ ) we get (55)
Summing up (54) and (55) one sees (56)
For a test function ϕ = ϕ(x, t) ≥ 0 satisfying supp ϕ t∈(ρ,T −2ρ) ψ(Ω, t) × {t} we set (in local coordinates)
and h is sufficiently small, such that suppφ ( t∈(ρ,T −2ρ) ψ(Ω, t) × {t}) 2 . For the partial derivatives ofφ the following identities are trivial.
The major part of the proof will be to see that withφ as in (57) the following inequality is obtained from (56) for h → 0:
In order to prove (60) we define a function (61)
We mention that due to Lemma 9.2 and sinceΩ
obviously F is Lipschitz continuous on Ω T in all its arguments. We then use the fact that |λ h . . . | ≤ Ch −(n+1) and Lemma 9.3 to see that
for h → 0 sinceū is bounded and measurable. By substitution we get for the second term (64)
Now we turn to the third term (65)
Here, we notice that those summands of the above integral that contain
. as a factor in the integrand vanish for h → 0. Therefore, it suffices to show that (66)Ĵ
For a better readability we write λ x i instead of λ h . . .
and analogously λ y i . Due to the local Lipschitz continuity of f i on Ω T we have
where · denotes the Euclidean norm in R n . Analogously, with λ x i = −λ y i we get
Obviously, |λ x i | ≤ Ch −(n+2) and using Lemma 9.3 we get |I 3 | → 0 as h → 0. Since det(g) is Lipschitz continuous on Ω T we have
and obtain (72)
we see with Lemma 9.2 that F i is Lipschitz continuous in u on Ω T and obtain according to Lemma 9.3 (74)
for h → 0. Considering I 2 we have (75)
We see that I 2.2 converges for h → 0 to
whereas one can see analogously to I 1 that I 2.1 converges to zero. Thus, we conclude that (77)
and thereby (60). In order to continue the proof of the theorem we introduce the following
Let E v be defined analogously. These sets exist because of Lemma 9.1. We set
By E µ ⊂ [0, T ] we denote those points that are not Lebesgue points of the bounded and measurable function µ and set
as a regularization of the Heavyside function and see a h (σ) = δ h (σ) ≥ 0. Let now τ 1 , τ 2 ∈ (0, T )\E 0 with τ 1 < τ 2 . In order to prove a contraction property we choose the following test function whose definition is given in local coordinates by
for (x, t) ∈ Ω T and zero outside. Hence, supp ζ(·, t) ⊂ S t ⊂ B r (0). We compute the derivatives of ζ as
and ∇ζ(x, t) := −a ( x + Lt − r + ) x x and due to the definition of L we conclude with the Cauchy Schwartz inequality
If we choose the function ϕ from (81) as a test function in (60) we get
For → 0 we have
If now h → 0 this implies
where L(f ix i ) denotes the local Lipschitz constant of f ix i on Ω T and by a Gronwall argument we conclude
Using the fact that (92) |u −ū| − |u 0 −ū 0 | ≤ |u 0 − u| + |ū 0 −ū| and that det(g(x, t)) is bounded and Lipschitz in t we get with Lemma 9.1 for
for all τ 2 ∈ [0, T ]\E 0 . At this point we are able to show that u =ū almost everywhere if u 0 =ū 0 almost everywhere. To this end we assume that u 0 =ū 0 almost everywhere. Let now p ∈ Γ 0 . We show that we find an open setŨ p ⊂ Γ 0 containing p such that u =ū almost everywhere in t∈[0,t] Φ(Ũ p , t) × {t} for somet > 0. To this end let again ψ be as in (48) with ψ(·, t) :
Furthermore we choose 0 < r < R and setψ := ψ(·, 0) andŨ :=ψ(B r (0)) ⊂ Γ 0 . As in (79) we get a local Lipschitz constant L of f and have fort : 
Numerical algorithm
Now we are going to derive a finite volume scheme for the initial value problem (1). Up to our knowledge the first finite volume scheme on evolving surfaces for parabolic equations was proposed by Lenz et al. [27] . They provide a scheme for diffusion on evolving surfaces. We adapt this scheme to nonlinear scalar conservation laws on evolving surfaces.
10.1. Notation and Preliminaries. Following Dziuk and Elliot [11] the smooth initial surface Γ 0 is approximated by a triangulated surface Γ 0,h which consists of a set of simplices (triangles for n = 2) such that all its vertices {x 0 j } N j=1 sit on Γ 0 . Such a set of simplices is called a triangulation T 0 h of Γ 0,h and h indicates the maximal diameter of a triangle on the whole family of triangulations. The triangulation T h (t) and its Γ(t) approximating surface Γ h (t) is defined by mapping the set of vertices {x 0 j } N j=1 with Φ(·, t) onto Γ(t), i.e.
x j (t) := Φ(x 0 j , t), i.e. they lie on motion trajectories. Thus, all the triangulations T h (t) share the same grid topology. Since v =ṙ(t)ν, where ν denotes the unit outer normal on S 2 , we have ∇ Γt · v = 2ṙ(t) r(t) = −2 (cf. [11] ). As in [28] , one sees that the last term on the left hand side in (103) reads in polar coordinates (r, ϕ, θ) and choose an Engquist-Osher numerical flux. For our computations we use surface grids that approximate the sphere S 2 . They consist of flat triangles whose nodes lay on S 2 . We get the experimental orders of convergence which are listed in Table 1 .
Test Problem 2 (Nonlinear)
The results of three further experiments are illustrated in Figures 1, 2 and 3 , respectively. All three have the function u 0 (x 1 , x 2 , x 3 ) = cos 2 (π (x 1 + 2))1 {x 1 <−3/2} (x 1 ) as initial values. For the first two experiments (see Figures 1 and 2 ) the flux function f is constructed by taking a constant vector field which is pointing in direction of the x 1 -axis and projecting it on the hypersurface Γ t . This flux function is not divergence-free. Figure 1 shows the numerical solution of a Burgers equation on an evolving ellipsoid. You can see a shock that moves from left to right. In Figure 2 the same equation is considered, but due to fast change of geometry in the middle of the ellipsoid, the mass is compressed so fast that a second shock riding on the first one is induced. Thus, this second shock is induced by the change of geometry. For the third experiment (see Figure 3 ) the same parameters as in the second one are chosen, only the flux function is different, which is chosen to be divergence-free. Its construction is based on the following lemma which is a generalization of the one for the case of S 2 developed by Ben-Artzi et al. [6] .
Lemma 11.1. Given a function h = h(x, t, u) which is defined for t ∈ [0, T ] and u ∈ R in a neighbourhood of Γ t , then the flux function defined by f (x, t, u) := ν(x, t) × ∇h(x, t, u) is divergence-free, where the x-dependance of f is assumed to C 2 .
Proof. For fixed t ∈ [0, T ], u ∈ R we consider a portion γ(t) of Γ t with smooth boundary ∂γ(t). Then by the divergence theorem we have
∇ Γt · f (x, t, u) = ∂γ(t) (µ(x, t) × ν(x, t)) · ∇h(x, t, u).
As µ(x, t) × ν(x, t) is a unit tangent vector at ∂γ(t) the integrand is the directional derivative along ∂γ(t) und thus the integral vanishes for any smooth portion γ(t).
For the third experiment a flux corresponding to h(x, t, u) = −20x 3 u 2 is chosen. The pictures from Figure 3 show the evolution of the numerical solution. Here, as in Figure 2 a second shock is geometrically induced and overtakes the first one. 
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The Lemma is proved.
