Das Vorzeichenproblem im Projektor-Quanten-Monte-Carlo-Verfahren an Hand des Hubbard-Modells by Feil, Wolfgang
Das Vorzeichenproblem im
Projektor-Quanten-Monte-Carlo-
Verfahren an Hand des
Hubbard-Modells
Dissertation
zur Erlangung des Doktorgrades
der Naturwissenschaften (Dr. rer. nat.)








Die Arbeit wurde angeleitet von:
19. Juli 2005






Prof. Dr. Christoph Strunk
Prof. Dr. Ingo Morgenstern
Prof. Dr. Uwe Krey
Prof. Dr. Andreas Scha¨fer




1.1 Der urspru¨ngliche Modellhamiltonian . . . . . . . . . . . . . . . . . . . . 3
1.2 Hubbard-Modelle fu¨r die HTSC . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.1 Emery-Modell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.2 t-t’-Hubbard-Modell . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Einteilchenoperator und ebene Wellen . . . . . . . . . . . . . . . . . . . . 5
1.4 Supraleitung im Hubbard-Modell . . . . . . . . . . . . . . . . . . . . . . 6
2 Quanten-Monte-Carlo-Verfahren 7
2.1 U¨bersicht u¨ber die QMC-Verfahren . . . . . . . . . . . . . . . . . . . . . 7
2.2 Das Projector-Quantum-Monte-Carlo . . . . . . . . . . . . . . . . . . . 7
2.3 Trotter-Suzuki-Zerlegung . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 Hubbard-Stratonovich-Zerlegung . . . . . . . . . . . . . . . . . . . . . . 9
2.5 Behandlung des Hopping-Termes . . . . . . . . . . . . . . . . . . . . . . 10
2.5.1 Matrixdarstellung des Hopping-Operators . . . . . . . . . . . . . 10
2.5.2 Die Randbedingungen fu¨r das Gitter . . . . . . . . . . . . . . . . 11
2.6 Propagierende Slaterdeterminanten . . . . . . . . . . . . . . . . . . . . . 11
2.7 Erwartungswerte im PQMC . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.7.1 Einteilchen-Greensfunktionen . . . . . . . . . . . . . . . . . . . . 12
2.7.2 Off-Diagonal Long-Range Order (ODLRO) . . . . . . . . . . . . . 13
3 Simulationen mit dem PQMC 15
3.1 Die MC-Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1.1 Monte-Carlo-Moves . . . . . . . . . . . . . . . . . . . . . . . . . . 15
I
II INHALTSVERZEICHNIS
3.1.2 Single-Spin-Flip . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1.3 Cluster-Move-Algorithmus . . . . . . . . . . . . . . . . . . . . . . 16
3.1.4 Numerische Stabilisierung . . . . . . . . . . . . . . . . . . . . . . 16
3.2 Das Vorzeichenproblem im PQMC . . . . . . . . . . . . . . . . . . . . . 17
3.2.1 Erkla¨rungen fu¨r das Vorzeichenproblem . . . . . . . . . . . . . . . 17
3.2.2 Simulationen ohne Vorzeichenproblem . . . . . . . . . . . . . . . 18
3.2.3 Dichtescha¨tzung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2.4 Numerische Stabilita¨t und Vorzeichenproblem . . . . . . . . . . . 21
3.3 Verbesserung der Monte-Carlo-Statistik . . . . . . . . . . . . . . . . . . . 29
3.3.1 Unita¨re Transformationen . . . . . . . . . . . . . . . . . . . . . . 30
3.3.2 Erhaltung der globalen SU(2)-Symmetrie . . . . . . . . . . . . . . 30
3.3.3 Trotter-Suzuki-Zerlegungen ho¨herer Ordnung . . . . . . . . . . . 31
3.3.4 Verallgemeinerte HS-Transformationen . . . . . . . . . . . . . . . 32
4 Erwartungswertverteilung und MC-Vorzeichen 35
4.1 Erwartungswerte der Energie . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2 Erwartungswerte fu¨r ODLRO . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3 Numerische Beobachtungen . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3.1 Orthogonalita¨t der Slaterdeterminanten . . . . . . . . . . . . . . . 51
4.3.2 Singular Value Decomposition . . . . . . . . . . . . . . . . . . . . 53
4.4 Erwartungswerte weiterer Operatoren . . . . . . . . . . . . . . . . . . . . 56
5 Abstandsverhalten der Paarkorrelationen 63
5.1 Abstandsabha¨ngige Vertex-Korrelation . . . . . . . . . . . . . . . . . . . 63
5.1.1 Verteilungen u¨ber die Vertex-Korrelation . . . . . . . . . . . . . . 63
5.1.2 Beschra¨nkung des Datenumfangs . . . . . . . . . . . . . . . . . . 64
5.1.3 Kriterien fu¨r das Verwerfen von Einzelbeitra¨gen . . . . . . . . . . 65
5.2 d-Wellen-Korrelation und Vertexkorrektur . . . . . . . . . . . . . . . . . 67
5.2.1 Quadratische Systeme mit L=16 . . . . . . . . . . . . . . . . . . 67
5.2.2 Quadratische Systeme mit L=36 . . . . . . . . . . . . . . . . . . 72
5.2.3 Quadratische Systeme mit L=100 . . . . . . . . . . . . . . . . . . 77
5.3 s-Wellen-Korrelation mit negativem U . . . . . . . . . . . . . . . . . . . 79
5.3.1 Erwartungswerte fu¨r Energie und ODLRO . . . . . . . . . . . . . 79
5.3.2 Abstandsabha¨ngigkeit der s-Wellen-Korrelation . . . . . . . . . . 80
INHALTSVERZEICHNIS III
5.4 Plateauwerte der d-Wellen-Korrelation . . . . . . . . . . . . . . . . . . . 84
5.4.1 Supraleitende Korrelationen bei U = 4 . . . . . . . . . . . . . . . 84
5.4.2 Modulationen in den Hopping-Termen . . . . . . . . . . . . . . . 90
6 Zusammenfassung und Ausblick 93
A Weitere Histogramme 97
A.1 Verteilungen zur Energie . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
A.2 Verteilungen zu ODLRO . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
A.3 Gemittelte Spin-↓-Erwartungswerte . . . . . . . . . . . . . . . . . . . . . 99
A.4 Histogramme mit Flanken . . . . . . . . . . . . . . . . . . . . . . . . . . 101
B Matrixrechnungen mit Slaterdeterminanten 103
B.1 Skalarprodukt zweier Slaterdeterminanten . . . . . . . . . . . . . . . . . 103
B.2 Erwartungswerte im PQMC . . . . . . . . . . . . . . . . . . . . . . . . . 103
B.3 Erwartungswerte fu¨r ODLRO . . . . . . . . . . . . . . . . . . . . . . . . 104
C Das Monte Carlo Verfahren 107
C.1 ’Importance Sampling’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
C.2 Markov-Ketten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
C.3 Metropolis-Algorithmus . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
C.4 Fehler der Monte-Carlo-Rechnung . . . . . . . . . . . . . . . . . . . . . . 109




Der Grundzustand eines quantenmechanischen Systems ist die Lo¨sung seiner Schro¨din-
gergleichung zum niedrigsten Energieeigenwert. Fu¨r die Hamiltonoperatoren der Fest-
ko¨rperphysik, die man u¨ber die kanonische Quantisierung der klassischen Vielteilchen-
systeme erha¨lt, ha¨ngt dieser zuna¨chst einmal von den Koordinaten aller beschriebenen
Teilchen ab. Die Zahl der Freiheitsgrade liegt also in der Gro¨ßenordnung 1023. Selbst
wenn der Grundzustand also exakt bekannt ist, wa¨re zur Bestimmung seiner Erwar-
tungswerte immer noch eine extrem umfangreiche Rechnung erforderlich. Daran wird
deutlich, wie sehr man in der Festko¨rperphysik auf reduzierte quantenmechanische Mo-
dellsysteme angewiesen ist, deren Eigenfunktionen rechentechnisch so handhabbar sind,
daß man mit ihnen auch Erwartungswerte bestimmen kann. Dabei mu¨ssen diese aber
immer noch die gerade interessierenden physikalischen Eigenschaften eines realen Fest-
ko¨rpers reproduzieren ko¨nnen.
Eine der wohl bekanntesten und erfolgreichsten dieser Theorien ist die BCS-Theorie
der Supraleitung. Diese kann die mikroskopischen Mechanismen konventioneller supra-
leitender Materialien gut erkla¨ren. Das Elektronensystem der von Bednorz und Mu¨ller
bereits 1986 entdeckten supraleitenden Kuprate (HTSC) kann sie jedoch (z. B. we-
gen der abweichenden Effekte bei der Isotopensubstitution) nicht zufriedenstellend be-
schreiben. Deren normalleitende Eigenschaften sind dabei mit dem wohl am meisten
verwendeten Modellsystem fu¨r Elektronen im Festko¨rper, dem Hubbard-Modell, sehr
gut reproduzierbar. Diese ha¨ngen jedoch ganz entscheidend von der Elektron-Elektron-
Wechselwirkung ab, was Berechnungen fu¨r die vermutete supraleitende Phase mittels
einfacher Molekularfeldmethoden nicht ohne weiteres mo¨glich macht.
Alternativ ist fu¨r kleine Systemgro¨ßen die direkte Diagonalisierung beispielsweise mit-
tels des Lanczos-Algorithmus mo¨glich. Mit zunehmender Zahl an Gitterpla¨tzen u¨ber-
steigt jedoch die Dimension der zu diagonalisierenden, darstellenden Matrix die heuti-
gen rechentechnischen Mo¨glichkeiten. Daneben bleiben noch die sogenannten Quanten-
Monte-Carlo-Methoden (QMC-Methoden), um Aussagen u¨ber Parameterbereiche der
Hubbard-Modelle gewinnen zu ko¨nnen, die fu¨r eine Beschreibung der supraleitenden
Phase der HTSC in Frage kommen. Die vorliegende Arbeit beschra¨nkt sich dabei im
wesentlichen auf das Projektor-Quanten-Monte-Carlo-Verfahren (PQMC). In Kapitel 1
wird dazu erst einmal die Anwendbarkeit von hubbardartigen Modellen zur Beschrei-
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bung der HTSC besprochen. Das darauf folgende Kapitel 2 hat die grundlegenden Zer-
legungen fu¨r den Hamiltonoperator, welche den ga¨ngigen QMC-Verfahren zugrunde lie-
gen, zum Inhalt. Außerdem wird das Vorgehen bei der Berechnung der quantenmecha-
nischen Erwartungswerte, speziell auch zum Nachweis einer mo¨glichen supraleitenden
Korrelation, vorgestellt.
Die numerischen Aspekte des PQMC sind in Kapitel 3 ero¨rtert. Der Schwerpunkt der
Diskussion liegt dabei auf den Untersuchungen zur Stabilita¨t der Fließkommarechnun-
gen gerade auch im Zusammenhang mit dem Auftreten des Vorzeichenproblems. Neben-
bei liefern die dabei durchgefu¨hrten Berechnungen von Gro¨ßen, fu¨r die beim Auftreten
einer Teilchen-Loch-Symmetrie analytische Aussagen gemacht werden ko¨nnen, eine gute
Mo¨glichkeit, die Korrektheit der Implementierung insgesamt zu u¨berpru¨fen.
In Kapitel 4 werden die Besonderheiten der Verteilungen u¨ber die Monte-Carlo-Beitra¨ge
zu den quantenmechanischen Erwartungswerten bei den PQMC-Rechnungen fu¨r diver-
se Simulationsparameter vorgestellt und die dadurch bedingten Schwierigkeiten bei der
Berechnung der quantenmechanischen Erwartungswerte besprochen. Deren numerische
Entstehung wird anschließend noch etwas genauer ero¨rtert. Nebenher sind die Mo¨glich-
keiten besprochen, die Konsistenz der Ergebnisse der PQMC-Rechnungen gerade auch
im Vergleich mit anderen Verfahren zur Berechnung von Grundzustandeigenschaften zu
erho¨hen.
Neben einer Differenzbildung aus der Herleitung zum Monte-Carlo-Sampling macht
ein zusa¨tzlicher Korrekturterm bei den Rechungen fu¨r den Nachweis von supraleiten-
den Korrelationen Probleme, der in den Simulationen mit vergleichsweise kleinen, im
Computer dadurch aber noch simulierbaren Systemen nicht einfach vernachla¨ssigt wer-
den kann. Inwieweit den daraus entstehenden, zusa¨tzlichen numerischen Schwierigkeiten
durch eine genauere Analyse des Abstandverhaltens der Korrelationen begegnet wer-
den kann, ist in Kapitel 5 zusammengefaßt. Daru¨berhinaus wird dort auch besprochen,
was die Ergebnisse letztendlich u¨ber mo¨gliche supraleitende Korrelationen des Grund-
zustandes des untersuchten Hubbard-Hamiltonians aussagen ko¨nnen.
In Anhang A sind einige zusa¨tzliche Verteilungen u¨ber die Monte-Carlo-Beitra¨ge diver-
ser quantenmechanischer Observablen zu finden. Die Herleitungen fu¨r die Berechnung
des Skalarproduktes zweier Slaterdeterminanten und der quantenmechanischen Erwar-
tungswerte werden in Anhang B kurz u¨berrissen. Um die in der Arbeit verwendeten
Begriffe zur Monte-Carlo-Rechnung nicht uneingefu¨hrt zu lassen, wird in Anhang C




1.1 Der urspru¨ngliche Modellhamiltonian
Das Hubbard-Modell wurde 1963 unabha¨ngig voneinander von J. Hubbard [Hub63], J.
Kanamori [Kan63] und M.C. Gutzwiller [Gut63] vorgeschlagen. Im weiteren Verlauf des
wissenschaftlichen Diskurses verblieb ersterer jedoch als alleiniger Namensgeber.










ergibt sich aus dem Hamiltonoperator fu¨r wechselwirkende Elektronen im elektrischen
Potential eines ortsfesten Ionengitters durch Vernachla¨ssigung des langreichweitigen An-
teils der Coulomb-Wechselwirkung und die Beschra¨nkung auf ein einziges elektronisches
s-Band [Bae95].
1.2 Hubbard-Modelle fu¨r die HTSC
1.2.1 Emery-Modell
Die allen supraleitenden Kupraten (HTSC) gemeinsamen Cu0-Ebenen gelten als die
Tra¨ger der supraleitenden Stro¨me. Das Anordnungsschema der dabei an der Fermikante
liegenden, gefu¨llten px/y-Orbitale des Sauerstoffs und halb gefu¨llten dx2−y2-Orbitale des
Kupfers in diesen Ebenen ist in Bild 1.1 gezeigt. Die nicht supraleitenden undotierten
HTSC haben in diesem Bild ein halb gefu¨lltes Valenzband, sollten also elektrisch leitend
sein. Sie sind jedoch antiferromagnetische Isolatoren, was man im Rahmen des von
Mott [Mot49] vorgeschlagenen und von Hubbard gerechneten [Hub64a], [Hub64b] Mott-
Hubbard-U¨berganges erkla¨ren kann, wenn man die elektronischen Korrelationen mit im
3
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Abbildung 1.1: Schematische Anordnung der Cu- und O-Orbitale fu¨r
das 3-Band-Hubbard-Modell
Modell beru¨cksichtigt. Der Metall-Isolator-U¨bergang tritt dann ein, wenn die Elektron-
Elektron-Wechselwirkung U groß wird.
Dies ist Motivation dafu¨r, auch die Ladungstra¨ger in einer Cu0-Ebene mit einem 3-
Band-Hubbard-Hamiltonian zu beschreiben. Ein von Emery vorgeschlagenes Modell
erweitert dabei den Hamiltonian (1.1) um eine elektronische Wechselwirkung zwischen
benachbarten Kupfer- und Sauerstoff-Orbitalen [Eme87]. Es gibt davon ausgehend be-
gru¨ndete Anhaltspunkte dafu¨r, daß auch ein effektiver 1-Band-Hubbard-Hamiltonian
das niederenergetische Eigenwertspektrum richtig wiedergeben kann [Son95] [Fei96]. Die
Beschra¨nkung auf (1.1) in dieser Arbeit ist insofern unproblematisch, als daß das ver-
wendete Projektor-Monte-Carlo-Verfahren ohnehin nur die Grundzustandseigenschaf-
ten des Modell-Hamiltonians liefert.
1.2.2 t-t’-Hubbard-Modell
Da die atomaren Wellenfunktionen von Cu und O in den Ebenen stark lokalisiert sind,
also nur schmale Energieba¨nder ausbilden, fallen die tij in (1.1) mit zunehmendem




t falls i und j nn.
t′ falls i und j nnn.
0 sonst.
(1.2)
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wobei hier 〈 〉 und 〈〈 〉〉 die Summe u¨ber na¨chste und u¨berna¨chste Nachbarn bezeichnet,
gelingt es, die normalleitenden Eigenschaften einiger HTSC mit geeigneten Parametern
sehr gut zu reproduzieren. Dies kann als weiteres Argument fu¨r die Anwendbarkeit eines
effektiven Ein-Band-Modelles fu¨r die Simulation der HTSC betrachtet werden [And91].
Ein U¨berblick daru¨ber ist in [Fet98], Kapitel 2, und den dort zitierten Artikeln zu
gewinnen. Dort wird auch speziell auf die Reproduzierbarkeit des Phasendiagrammes
der HTSC mit dem t-t′-Modell eingegangen.
Durch die Einfu¨hrung des t′-Termes erha¨lt man daru¨ber hinaus noch einen Parame-
ter, der es einem erlaubt, ein Van-Hove-Szenario [Hov53] in der Simulation zu be-
werkstelligen. Durch Variation von t′ la¨ßt sich beispielsweise die logarithmische Van-
Hove-Singularita¨t in der elektronischen Zustandsdichte, die das unendlich ausgedehnte
2-dimensionale Modell fu¨r U = 0 hat, so verschieben, daß diese auch abseits der Halb-
fu¨llung noch in der Na¨he der Fermikante zu liegen kommt [Sin95]. t′ muß dazu von
der Gro¨ße der Unterdotierung x = 1 − n↑+n↓
L
des jeweils gerechneten Systems aus L
Gitterpunkten sein, wobei ns, s ∈ {↑, ↓}, die Anzahl der Elektronen mit dem jeweiligen
Spin bezeichnet [Hus96b]. Ein solches Szenario kann unter der zusa¨tzlichen Annahme
einer attraktiven Paar-Wechselwirkung an der Fermikante auch einige charakteristische
Merkmale der HTSC, wie z.B. die Abha¨ngigkeit des Isotopen-Effektes von der Sprung-
temperatur, erkla¨ren [New95].
1.3 Einteilchenoperator und ebene Wellen
Der Einteilchenoperator mit den Hopping-Matrixelementen in (1.3) ist im k-Raum dia-
gonal und beschreibt nicht miteinander wechselwirkende Elektronen im Festko¨rper. Die-
se ko¨nnen dabei als gitterperiodisch modulierte ebene Wellen, den so genannten Bloch-
elektronen, geschrieben werden. Das Hopping nur zu na¨chsten und u¨berna¨chsten Nach-
barn fu¨hrt dabei in 2 Dimensionen mit ~k = (kx, ky) zu der Energie-Impuls-Abha¨ngigkeit
E(k) = −2t(cos(kx) + cos(ky))− 4t′ cos(kx) cos(ky) . (1.4)
Vernachla¨ssigt man die Kristallstruktur ganz und betrachtet das Ionengitter als homo-
gen geladenen Hintergrund, werden aus den Einteilchenzusta¨nden ebene Wellen [Nol91]
Ψ~k = e
i~k~r . (1.5)
Da diese fu¨r ~k und −~k energetisch entartet sind, ergeben geeignete Linearkombinatio-
nen dieser Zusta¨nde Einteilchenwellenfunktionen mit nur reellen Koeffizienten bei der
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Darstellung im Ortsraum. Ein Vielteilchenzustand von N Elektronen kann damit als
Slaterdeterminante aus N dieser Einteilchenzusta¨nde konstruiert werden.
1.4 Supraleitung im Hubbard-Modell
Die Frage, ob ein geeignetes Hubbard-Modell die supraleitenden Eigenschaften der von
Bednorz und Mu¨ller 1985 entdeckten supraleitenden Kuprate (HTSC) korrekt beschrei-
ben kann, ist auch fast 20 Jahre nach deren Entdeckung nicht klar zu beantworten.
Dies liegt zum einen daran, daß etablierte Methoden wie Sto¨rungsansa¨tze [Lin91] und
Mean-Field-Methoden [Hir85] auf Grund der starken Elektronenkorrelation1 in dem fu¨r
die Supraleitung relevanten Parameterbereich versagen; eine analytische Lo¨sung liegt
ohnehin nur fu¨r das eindimensionale Hubbard-Modell vor [Lie68]. Zum anderen treten
bei den alternativ durchfu¨hrbaren numerischen Quanten-Monte-Carlo-Verfahren spezi-
fische Schwierigkeiten auf, die die Ergebnisse der bislang durchgefu¨hrten Rechnungen
nicht unumstritten lassen (mehr dazu in Kapitel 3.2). Diese werden in dieser Arbeit
im Rahmen des Projektor-Quanten-Monte-Carlo-Verfahren mit dem t-t’-Modell (1.3)
besprochen.
1Von starker Korrelation spricht man, wenn U À tij gilt.
Kapitel 2
Quanten-Monte-Carlo-Verfahren
2.1 U¨bersicht u¨ber die QMC-Verfahren
Die etablierten Quanten-Monte-Carlo-Verfahren lassen sich grob in die drei mit den eng-
lischen Namen bezeichneten Verfahren Greens-Function-Monte-Carlo (GFMC), Diffu-
sion-Monte-Carlo (DMC) und Auxiliary-Field-Quantum-Monte-Carlo (AFQMC) ein-
teilen. Letzterer Name hat sich erst in den letzten Jahren etabliert und umfaßt das
Projector-Quantum-Monte-Carlo (PQMC) bzw. Grandcanonical Quantum-Monte-Car-
lo (GQMC), die sich beide in ihrer numerischen Umsetzung sehr a¨hneln. Einen U¨berblick
u¨ber die verschiedenen Verfahren gewinnt man beispielsweise in [Bin95], Kapitel 8.
Fu¨r die Rechnungen zu Hinweisen auf einen mo¨glichen supraleitenden Grundzustand des
Hubbard-Modells abseits der Halbfu¨llung wurden hauptsa¨chlich das Constrained-Path-
Quantum-Monte-Carlo (CPMC) [Zha96], welchem im wesentlichen ein DMC-Algorith-
mus zu Grunde liegt, und die AFQMC-Methoden [Hus96a] verwendet. Die vorliegende
Arbeit bescha¨ftigt sich vornehmlich mit den Eigenschaften des PQMC.
2.2 Das Projector-Quantum-Monte-Carlo
Ziel des PQMC ist es, mittels des Operators
exp(−ΘH) (2.1)
einen quantenmechanischen Zustand |ΨT 〉, der nicht orthogonal zum Grundzustand |Ψ0〉
sein darf, u¨ber Θ→∞ auf |Ψ0〉 zu projizieren. Dann gilt fu¨r den Grundzustandserwar-
tungswert eines Operators O gerade
〈Ψ0| O |Ψ0〉 = 〈ΨT | e
−ΘHOe−ΘH |ΨT 〉
〈ΨT | e−2ΘH |ΨT 〉 . (2.2)
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Um die Rechnung mit dem Hamiltonoperator (1.3) effizient durchfu¨hren zu ko¨nnen, wird
der Projektionsoperator zuerst einmal mit einem nach H. F. Trotter und M. Suzuki be-
nannten Verfahren zerlegt und daran anschließend der Term der elektronischen Wechsel-
wirkung mit Hilfe einer diskreten Hubbard-Stratonovich-Zerlegung in einen effektiven
Einteilchenoperator umgeschrieben. Dies ist auch das Vorgehen beim GQMC, wobei
dort allerdings Tr exp(−βH) berechnet wird. Ebenso bedient sich die Behandlung des
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von (1.3) vertauschen nicht miteinander, sind also nicht gleichzeitig diagonalisierbar.
Dadurch tauchen bei der Anwendung der Exponentialfunktion auch Terme auf, die die
nicht verschwindenden Kommutatoren der beide Operatoren enthalten. Falls fu¨r zwei
Operatoren A und B die Gleichungen [[A,B],A] = 0 und [[A,B],B] = 0 gelten, kann





arbeiten, von dem ausgehend in [Bla96] auch eine generische Darstellung des in Anhang
C verwendeten Wickschen Theorems hergeleitet wird. Im PQMC verwendet man jedoch
eine, fu¨r zwei als stetig vorausgesetzte Operatoren A und B geltende, Trotter-Suzuki-
Zerlegung, die im Prinzip in beliebiger Ordnung angewendet werden kann [Suz86]. In
dieser Arbeit wurde, wenn nicht explizit etwas anderes gesagt ist, eine Trotter-Suzuki-
Zerlegung 2. Ordnung verwendet, die sich zu
e−Θ(A+B) ≈ (eτ(A+B))m mit eτ(A+B) = e τ2AeτBe τ2A +O (τ 3) (2.6)
und τ = − θ
m
schreibt. Um den Fehler klein zu halten, muß also in den numerischen
Rechnungen 1À Θ
m
gelten. Die Ordnung der Zerlegung macht man sich am einfachsten
durch den Vergleich der Taylorentwicklung der beiden Seiten von (2.6) klar [Rae96].
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2.4 Hubbard-Stratonovich-Zerlegung
Durch Trotter-Suzuki wird die Rechnung in die Hintereinanderausfu¨hrung der Opera-
toren exp(H0) und exp(Hint) zerlegt, die jeweils in einer anderen Basis diagonalisiert
werden ko¨nnen. Jedoch ist der Wechsel der Basis, um von einem Operator zum an-
deren zu gelangen, mit erheblichem Rechenaufwand verbunden. Numerisch effizienter
ist es, zuerst einmal eine diskrete Hubbard-Stratonovich-Transformation durchzufu¨hren


























zu einem Exponential eines effektiven Einteilchen-Operators. Dabei la¨uft i u¨ber die L
Gitterpla¨tze und es gelten die Definitionen
nˆi ≡
{
ni↑ + ni↓ − 1 falls U ≤ 0




ni↑ + ni↓ − 1 falls U ≤ 0
ni↑ − ni↓ falls U > 0 (2.9)
cosh(λ) ≡ exp( θ
2m
|U |) . (2.10)
Die Elektronen wechselwirken nun nicht mehr untereinander, sondern nur mehr indirekt
u¨ber das so eingefu¨hrte Ising-Hilfsfeld σ. Die darstellende Matrix des Einteilchenope-
rators kann genauso wie der urspru¨ngliche Vielteilchenterm in Diagonalgestalt notiert
werden und schreibt sich dabei zu





0 . . . exp(sλσL)

 , (2.11)














fu¨hrt nur zu einer Verschiebung des Nullpunktes der Energie und la¨ßt die propagierte
Wellenfunktion unbeeinflußt. Er kann daher vernachla¨ssigt werden. Anzumerken ist
dabei, daß im GQMC (2.12) im Hamiltonoperator verbleibt, um bei Halbfu¨llung µ = 0
zu haben.
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2.5 Behandlung des Hopping-Termes
2.5.1 Matrixdarstellung des Hopping-Operators
Der Hopping-Term ist bereits eine Linearkombination von Einteilchenoperatoren. Fu¨r
die Berechnung des Exponentials seiner darstellenden Matrix kommen drei verschiedene
Methoden zur Anwendung.
• Der Operator ist im Impulsraum diagonal. Um dies auszunutzen, muß die Wellen-
funktion vor jeder Multiplikation mit exp(τH0) erst einer Fouriertransformation
unterworfen werden [Rae87]. Die Anwendung der ’Fast-Fourier’-Transformation
macht es dabei jedoch erforderlich, sich auf Gittergro¨ßen zu beschra¨nken, die eine
Potenz zur Basis 2 sind.
• Das Exponential wird mittels Taylor-Entwicklung, Pade´-Approximation oder Ei-
genwertzerlegung der symmetrischen Matrix direkt berechnet. Dabei gilt es zu
beachten, daß die Verfahren sich nicht immer numerisch stabil verhalten [Mat96].
• Der Operator wird mit Hilfe der Even-Odd-Zerlegung als eine Summe von Ope-


















Die Exponentialberechnung beschra¨nkt sich auf diese Unterblo¨cke und man erha¨lt










Allerdings vertauschen diese Matrizen im allgemeinen nicht miteinander. Der Feh-
ler ist dabei in derselben Ordnung in τ wie die Trotter-Suzuki-Zerlegung von Hop-
pingterm und wechselwirkendem Anteil der Hubbard-Hamiltonians [Mat96]. Da
die Even-Odd-Zerlegung den numerischen Aufwand vonO(l3) aufO(l2) senkt, war
sie das Mittel der Wahl in den nachfolgenden Simulationen, wenn nicht explizit
etwas anderes gesagt wird.
In den Simulationen galt, wenn nicht explizit etwas anderes gesagt wird, immer t = 1.
Dies hat den Vorteil, daß so die Energieskala schon festgelegt ist und die weiteren
Parameter U und t′ direkt hingeschrieben werden ko¨nnen. Andernfalls wa¨ren die fu¨r das
Verhalten der Simulation eigentlich entscheidenden Quotienten U/t bzw. t′/t anzugeben.
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2.5.2 Die Randbedingungen fu¨r das Gitter
Da die elektronische Wechselwirkung nur zwischen Elektronen am gleichen Gitterort
nicht verschwindet, treten die Randbedingungen des Gitters auch nur in den Matrizen
von (2.3) auf. In den hier simulierten Systemen wurde immer mit kontinuierlichen Rand-
bedingungen gerechnet. Dies bedeutet am Beispiel des 2-dimensionalen Falles, daß bei
einem lx × ly-Gitter die na¨chsten Nachbarn c†ic(i+1)mod l bzw. c†ic(i+l−1)mod l, l ∈ {lx, ly}
in die Berechnung der Hopping-Matrix mit einfließen. Dadurch kann zwischen zwei Git-
terpunkten ein maximaler Abstand r von r =
√
((lx/2)2 + (ly/2)2) vorkommen.
2.6 Propagierende Slaterdeterminanten
Das PQMC ist im kanonischen Ensemble formuliert, die Anzahl der Elektronen im Git-
ter ist fu¨r die ganze Simulation fest. Nach der Hubbard-Stratonovich-Zerlegung sind
Elektronen mit unterschiedlichem Spin daru¨berhinaus unterscheidbare Teilchen und
bleiben es wegen des Fehlens von Spinumklapp-Prozessen auch. Deshalb kann man die
Elektronenzusta¨nde fu¨r Spin ↑ und Spin ↓ als zwei separate Slaterdeterminanten dar-
stellen. Die Wirkung des effektiven Einteilchen-Projektionsoperators ist dann fu¨r beide
Determinanten getrennt berechenbar. Wenn |ΨT 〉 die Testwellenfunktion bezeichnet,
gilt zusammengefaßt nunmehr
























Letztere Definition ist fu¨r die spa¨tere Diskussion nu¨tzlich. Die Summe u¨ber die Felder
{σ} ergibt sich durch die HS-Transformation innerhalb der Trotter-Suzuki-Zerlegung.
Man hat es dadurch mit dem m-fachen Produkt der Summe u¨ber Hilfsfelder σi am Ort
i zu tun. Zu bemerken ist, daß dies den entscheidenden Schritt darstellt, in dem man im
Vergleich zur exakten Diagonalisierung Speicherplatz auf Kosten der Rechenzeit spart.
Die Darstellung des Projektionsoperators als Exponential von Einteilchenoperatoren
macht nun eine effiziente numerische Berechnung mo¨glich. Denn das Bild einer Slater-
determinante, auf die ein solcher Operator wirkt, ist wieder eine Slaterdeterminante.
Dies folgt als Korollar aus dem Thouless-Theorem [Tho60][Rin80], kann aber auch di-
rekt nachgerechnet werden [Fri90] [Ham90]. Eine Feldkonfiguration σ legt also eine
Propagation im Raum der Slaterdeterminanten zu festem nel fest, wobei dies in der
’imagina¨ren’ Zeiteinheit τ u¨ber die Matrixrechnungen fu¨r den jeweiligen ’Trotter-Slice’
12 2.7. ERWARTUNGSWERTE IM PQMC
m geschieht. Der Ausdruck ’imagina¨re Zeit’ ergibt sich durch Vergleich von 2.1 mit dem
quantenmechanischen Zeitentwicklungsoperator fu¨r nicht explizit zeitabha¨ngige Proble-
me U(t) = exp(−i~tH), wenn t0 = 0 ist. Es muß insgesamt eine Summation u¨ber 2Lm
Konfigurationen des Isingfeldes vorgenommen werden.
Da die Anzahl der Feldkonfigurationen schon bei kleinen Systemen mit physikalisch
sinnvollen Projektionsparametern sehr groß wird (es muß ja mÀ θ und θ→∞ gelten),
kann die Summe u¨ber die σi nur mit einem ’Importance-Sampling’ Verfahren berechnet
werden. Dazu formt man (2.2) wie nachfolgend um, wobei die Notation aus (2.16)
Verwendung findet;
〈O〉 = 〈ΨT | e
−ΘHOe−ΘH |ΨT 〉
〈ΨT | e−2ΘH |ΨT 〉 =
∑










Das Skalarprodukt 〈σ|σ′〉 1 liefert noch keine geeignete Gewichtungsfunktion fu¨r das
’Importance Sampling’, da es nicht positiv definit ist. Deshalb wird dessen Vorzeichen
sign(〈σ|σ′〉) davon abgespalten und in den Erwartungswert geschoben, so daß fu¨r die
gewichtete Summation schließlich gilt
〈O〉MC =
∑





Die quantenmechanische Rechnung beschra¨nkt sich bis hierhin letztendlich auf die Ma-
trixmultiplikation der linearen Algebra und einer Determinantenberechnung zur Be-
stimmung des Monte-Carlo-Gewichtes. In den Vero¨ffentlichungen wird dieses Vorgehen
deshalb auch als ’Determinantal Approach’ bezeichnet.
2.7 Erwartungswerte im PQMC
2.7.1 Einteilchen-Greensfunktionen
Um tatsa¨chlich quantenmechanische Erwartungswerte mit (2.18) zu erhalten, mu¨ssen
die Ausdru¨cke 〈σ|O|σ′〉
〈σ|σ′〉
berechnet werden. Dabei nu¨tzt man aus, daß alle Observablen
als Linearformen von Einteilchen-Greensfunktionen zur gleichen Zeit 〈ci c†j〉 geschrieben
werden ko¨nnen [Fet71][Hir85]. Es genu¨gt daher, Ausdru¨cke der Form 〈σ| ci c†j |σ′〉 zu
betrachten, die man als Vakuumerwartungswert im zu Grunde liegenden Fock-Raum
auffaßt [Bla96]. Deren Berechnung la¨uft dann numerisch auf die Invertierung der Matrix
des Skalarproduktes der propagierten Zusta¨nde hinaus, wie in Anhang B.2 gezeigt wird.
1Zur Berechnung des Skalarproduktes zweier Slaterdeterminanten siehe Anhang B.1
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2.7.2 Off-Diagonal Long-Range Order (ODLRO)





wenn der BCS-Grundzustand zu |Ψ0〉 = Πk(uk + vkc†k,↑c†−k,↓) |0〉 notiert ist. Die Ener-
gielu¨cke kann mittels Fouriertransformation Ψ(x − y) = ∑k Ψ(k) exp(ik(x − y)) aus
den Einteilchen-Greensfunktionen im Ortsraum berechnet werden [Sch00]. Im PQMC-
Algorithmus ist durch dessen Formulierung als kanonisches, effektives Einteilchenpro-
blem der Nachweis von Supraleitung so jedoch nicht mo¨glich. Ausdru¨cke der Form
〈c†i,↑cj,↓〉 ko¨nnen nicht direkt berechnet werden. Deshalb muß man auf andere Methoden
ausweichen.
Zum Nachweis von mo¨glicherweise supraleitendem Verhalten des Grundzustandes des
Hubbard-Hamiltonians in den PQMC-Rechnungen wird daher das Auftreten von ’Off-
diagonal long-range Order’ verwendet. Man berechnet dazu die gro¨ßten Eigenwerte von
reduzierten Dichtematrizen. Dieses Konzept wurde zuerst fu¨r die Charakterisierung der
Bose-Einstein-Kondensation von Penrose und Onsager verwendet [Pen56]. In der Fol-
gezeit konnte dann von unterschiedlichen Autoren gezeigt werden, daß zum einen Su-
praleitung ODLRO zur Folge hat [Yan62] und umgekehrt ODLRO zum Meißner-Effekt
und der Flußquantisierung fu¨hrt [Sew90][Nie95]. Allerdings wird in diesen Arbeiten
die Existenz eines magnetischen Feldes vorausgesetzt. In [Arr96] wurde gezeigt, daß es
Hamiltonoperatoren gibt, fu¨r die man Eigenzusta¨nde findet, die in Abwesenheit eines
solchen Feldes ODLRO aufweisen, ohne daß man daraus auf Supraleitung schließen
ko¨nnte. Der zweifelsfreie Nachweis von ODLRO in dem durch (1.3) vorgegebenen quan-
tenmechanischen System ist also nur ein erster Schritt, der aber natu¨rlich zuerst einmal
gemacht werden muß.
Zum Nachweis von ODLRO in den Quanten-Monte-Carlo-Rechnungen wird der gro¨ßte
Eigenwert der reduzierten Zweiteilchendichtematrix
ρ(i, j, k, l) = 〈c†i↑ c†j↓ck↑ cl↓〉 (2.20)
berechnet (siehe dazu Anhang B.3). Fu¨r die Supraleitung interessieren dabei speziell
die Paar-Korrelationsfunktionen
ρ(i, i+m, j, j +m) = 〈∆†m(i)∆m(j)〉 = 〈c†i↑ c†(i+m)↓cj↑ c(j+m)↓〉 , (2.21)






auch relativ einfach aufgebaut sein ko¨nnen.
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Da das Modell fu¨r die Beschreibung der HTSC verwendet wird, konzentriert man sich
dabei auf Matrixelemente, die Spin-Singlett-Elektronen mit d-Wellen-Symmetrie be-
schreiben. Die meisten U¨bersichtsartikel zu diesem Thema kommen zu dem Schluß, daß
die experimentellen Befunde auf diese Symmetrie hinauslaufen [Sca95][Ann96][Tsu00].
Durch eine dann notwendige Summation u¨ber die na¨chsten Nachbarn erha¨lt man letzt-
lich die Zweiteilchen-Korrelationsfunktion fu¨r die d-Wellen-Symmetrie















i+δ↓ − c†i↓c†i+δ↑) (2.24)
gebildet, wobei gδ = 1 fu¨r Nachbarschaft in x-Richtung und gδ = −1 fu¨r Nachbarn in
y-Richtung. Im Impulsraum hat der Paarerzeuger der d-Wellen-Symmetrie die Form
∆†d
x2−y2
(k) = 2(cos(kx)− cos(ky))(c†k↑c†−k↓ − c†k↓c†−k↑) . (2.25)
Dabei ist k ein Vektor des reziproken Gitters und die La¨ngenskala ist so gewa¨hlt, daß
a = 1 fu¨r die Gitterperiode a gilt. Wie die Symmetrie die Paar-Wechselwirkung an der
Fermikante bestimmt, ist in [Sca95] schematisch dargestellt.
Allerdings hat (2.23) unabha¨ngig von der konkreten Symmetrie auch schon im wechsel-
wirkungsfreien System einen von 0 verschiedenen Wert. Diesen Beitrag verursachen die
Einteilchenkorrelationen
C(i, j)s = 〈c†iscjs〉 , s ∈ {↑, ↓} , (2.26)
die in den ersten Termen der diagrammatischen Entwicklung mit renormierten Greens-
funktionen auftauchen [Whi89]. Diese Korrelationen klingen mit dem Abstand ‖~i−~j‖
zwischen den Teilchen exponentiell ab. Da aber nur relativ kleine Systeme u¨berhaupt
simuliert werden ko¨nnen, betrachtet man gleich die Differenz aus (2.23) und (2.26)
C(i, j)V = C(i, j)− C(i, j)↑C(i, j)↓ , (2.27)
die man Vertex-Korrelationsfunktion nennt.
Kapitel 3
Simulationen mit dem PQMC
3.1 Die MC-Simulation
3.1.1 Monte-Carlo-Moves
Es wurden diverse Verfahren fu¨r die Durchfu¨hrung eines ’Move’-Versuches beim ’Im-
portance Sampling’ u¨ber die Ising-Hilfsfelder σ (siehe dazu Anhang C) entwickelt.
3.1.2 Single-Spin-Flip
Mit Hilfe der Einteilchen-Greensfunktionen la¨ßt sich die Akzeptanz-Wahrscheinlichkeit
R fu¨r die Annahme einer neuen Spinkonfiguration σneu, die durch Umklappen eines




(1 + ∆sii(j)〈ci(j)c†i(j)〉s) , (3.1)
mit ∆sii(j) = exp(sλ(σ
j(neu)
i − σj(alt)i ) − 1 [Loh89]. Die Variable s bezeichnet dabei den
Elektronenspin und es ist s = 1 fu¨r die Elektronen mit Spin ↑ und s = −1 fu¨r die
Elektronen mit Spin ↓. Bei den nachfolgenden Formeln wird der Spinindex zum Zwecke
der besseren U¨bersichtlichkeit fallen gelassen, alles weitere gilt jeweils separat fu¨r beide
der propagierten Slaterdeterminanten.
Wird der Move angenommen, ergibt sich die Matrix
G(j) mit Gkl(j) = 〈ck(j)c†l (j)〉 (3.2)
aus den neuen Einteilchen-Greens-Funktionen zur imagina¨ren Zeit j [Loh89] zu
G(j)neu = G(j)alt − 1RG(j)
alt∆(j)(1−G(j)alt) . (3.3)
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Dabei bezeichnet ∆ die Matrix, die außer dem Eintrag ∆ii nur Elemente gleich 0 be-
sitzt. Zu den Einteilchen-Greens-Funktionen zu einer anderen imagina¨ren Zeit l kommt
man, indem man an die Matrix zur Zeit j geeignete Matrizen anmultipliziert, die die
Propagation ru¨ckga¨ngig machen bzw. weiterfu¨hren, bis man zum gewu¨nschten Trotter-
Time-Slice kommt. Dieses als ’Wrapping’ bezeichnete Verfahren ist mo¨glich, da die
Matrix D−1 in (B.6) fu¨r alle imagina¨ren Zeiten gleich und das Matrixprodukt assozia-
tiv ist. Durch das Abspeichern von Produkten solcher ’Wrapping’-Matrizen kann man
auch den Sprung u¨ber mehrere Trotter-Slices effizient berechnen [Loh89].
3.1.3 Cluster-Move-Algorithmus
Beim Cluster-Algorithmus werden mehrere der m×L Spins des Hilfsfeldes σ gleichzei-
tig umgedreht und die U¨bergangswahrscheinlichkeit direkt u¨ber die Skalarprodukte der
propagierten Slaterdeterminanten berechnet. Das macht diesen Algorithmus langsamer
als das Verfahren mit Single-Spin-Flip. Allerdings sind die Ergebnisse im Gegensatz
etwa zum Single-Spin-Flip-Algorithmus unabha¨ngig von zusa¨tzlichen Simulationspara-
metern wie etwa der Wiederholungsrate von notwendigen, zusa¨tzlichen numerischen
Stabilisierungsmaßnahmen [Hus96a].
3.1.4 Numerische Stabilisierung
Beim Cluster-Move-Algorithmus mu¨ssen die Einteilchen-Greensfunktionen in den Trot-
ter-Slices u¨ber die darstellenden Matrizen des Hubbard-Hamiltonoperators explizit be-
rechnet werden. Dies ist auch beim Single-Spin-Flip-Algorithmus notwendig, z.B. fu¨r
die Berechnung der Startkonfiguration oder aber zur numerischen Stabilisierung, da
sich Rundungsfehler in der Berechnung von (3.3) aufsummieren [Sca81] [Bla81]. Die
u¨blichen Slaterdeterminanten als Testwellenfunktion bestehen dabei aus nel Einteilchen-
wellenfunktionen, die orthogonal zueinander sind. Bei der unabha¨ngigen Propagation
der Einteilchenzusta¨nde durch die Trotter-Slices geht deren Orthogonalita¨t verloren.
Auf Grund der endlichen numerischen Rechengenauigkeit kann so auch die gesamte
Information u¨ber den fermionischen Zustand abhanden kommen. Um dies zu verhin-
dern, benutzt man als numerische Stabilisierungtechnik das ’Modified Gram-Schmidt’-
Verfahren. Dabei wird die propagierte l × nel-Matrix der Einteilchenzusta¨nde in das
Produkt aus einer l × nel-Matrix Q mit nel orthonormierten Spaltenvektoren (Einteil-
chenzusta¨nde) und eine obere nel × nel-Dreiecksmatrix R zerlegt. Wegen der Assozia-
tivita¨t der Matrixmultiplikation und der Homomorphie der Determinantenabbildung
bezu¨glich der Matrixmultiplikation genu¨gt es dann, die Propagation mit der Matrix Q
fortzufu¨hren [Loh89]. Diese Zerlegung ist ein Spezialfall der allgemeinen QR-Zerlegung,
die numerisch stabiler implementiert werden kann, allerdings auch langsamer ist [Gol89].
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Ausreichende Stabilisierung sollte dann erreicht sein, wenn das Ergebnis nicht mehr von
der Anzahl der Orthogonalisierungen in einem einzelnen Trotter-Slice abha¨ngt.
3.2 Das Vorzeichenproblem im PQMC
Vom Vorzeichenproblem oder ’Minus Sign’-Problem spricht man, wenn der Nenner von
(2.18), der fortan mit 〈sign〉 abgeku¨rzt wird, sehr kleine Werte annimmt. Um das Emery-
Modell fu¨r die HTSC als effektives Ein-Band-Modell rechnen zu ko¨nnen, sollte U/t ≈ 8
gesetzt sein [Son95][Bac91][Hyb89]. Bei dieser starken Korrelation gilt 〈sign〉 < 0.1
schon bei kleinen Gittergro¨ßen von 4×4 Punkten. Entsprechend schlecht wird die sta-
tistische Effizienz der Quanten-Monte-Carlo-Algorithmen. Damit ist dies derzeit das
offensichtlichste Problem, welches die Anwendbarkeit der QMC-Verfahren auf die Fra-
gen zur Hochtemperatursupraleitung einschra¨nkt. In dieser Arbeit wurde u¨berwiegend
mit U = 4 gerechnet. Bei dieser Wechselwirkung erha¨lt man bei nicht allzu großen
Systemen noch konvergente Ergebnisse, gleichwohl sich die Einflu¨sse des Vorzeichens
schon bemerkbar machen.
3.2.1 Erkla¨rungen fu¨r das Vorzeichenproblem
Das Vorzeichenproblem tritt bei all jenen QMC-Rechnungen auf, die als effektives Ein-
teilchenproblem mittels Trotter-Suzuki- und Hubbard-Stratonovich-Zerlegung formu-
liert werden. In all diesen Verfahren wurde festgestellt, daß das mittlere Vorzeichen
exponentiell mit zunehmendem Projektionsoperator (was einer abnehmenden Tempe-
ratur im GQMC entspricht) verschwindet [Loh90][Ass90], also
〈sign〉 = α exp(−β) (3.4)
gilt. α ha¨ngt dabei von Simulationsparametern wie der Systemgro¨ße, der Ho¨he der elek-
tronischen Wechselwirkung U , der genauen Testwellenfunktion ΨT (PQMC) und dem
chemischen Potential (GQMC) bzw. der Elektronenzahl (PQMC) ab. S. Sorella wies
dabei auf den Zusammenhang zwischen der Abha¨ngigkeit des mittleren Vorzeichens
von der genauen Fu¨llung und der energetischen Entartung des wechselwirkungsfreien
Systems an der Fermikante hin [Whi89B]. In der Tat besta¨tigten all die anderen vero¨f-
fentlichten Untersuchungen, daß das Vorzeichenproblem bei Elektronenfu¨llungen weni-
ger gravierend ist, deren Fermienergie im wechselwirkungsfreien System außerhalb eines
energetisch entarteten Einteilchenmultipletts liegt. Man unterscheidet deshalb heutzu-
tage zwischen Simulation mit ’Open-Shell’-Fu¨llung und Rechnungen mit ’Closed-Shell’-
Elektronenkonfiguration [Loh90][Ass90][Bor92].
Außerdem haben sich im Laufe der Jahre verschiedene, teilweise speziell auf die je-
weilige QMC-Methode bezogene Ansa¨tze etabliert, wie man das Auftreten des Vorzei-
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chenproblems erkla¨ren kann. In [Lin92] wird an Hand des mit den Paulimatrizen ρξ,
ξ ∈ {x, y, z}, formulierten einfachen Beispielhamiltonians
H = aρx + bρy (3.5)
gezeigt, daß im GQMC allein schon eine ungeschickte Formulierung des physikalischen
Problems ein Vorzeichenproblem zur Folge haben kann. Dort wird vorgerechnet, daß
durch eine unita¨re Transformation mit dem Operator U = exp(−ipi
4
ρx) die bei der di-
rekten Spurbildung in (3.5) auftretenden, sich gegenseitig egalisierenden Beitra¨ge mit
unterschiedlichen Vorzeichen vermieden werden ko¨nnen. Analog dazu kann auch eine un-
geeignete Hubbard-Stratonovich-Zerlegung die Vorzeichenprobleme verscha¨rfen [Bat93].
Im PQMC und im DMC wird daru¨berhinaus das Verschwinden von 〈sign〉 durch eine un-
gehinderte Propagation der Testwelle Ψ′(t) u¨ber die Nodengrenze N = {Ψ|〈Ψ0|Ψ〉 = 0}
hinweg erkla¨rt [Fah91]. Diese Sichtweise dient als Ausgangspunkt fu¨r den Ansatz, dem
Vorzeichenproblem mittels einer Beschra¨nkung der propagierten Slaterdeterminante
beizukommen. Konkret wird nur u¨ber Hilfsfelder summiert, fu¨r die 〈Ψc|Ψp(i)〉 > 0,
i = 1 . . .m, gilt, wenn m wieder die Anzahl der ’Trotter-Slices’ ist und Ψc eine Slater-
determinante bezeichnet, die dem tatsa¨chlichen Grundzustand mo¨glichst nahe kommen
muß. Falls ΨC = Ψ0, wa¨re dieses Vorgehen dann exakt. Im DMC kann der Algorithmus
fu¨r diesen Ansatz sehr effizient umgesetzt werden. Er wird in [Zha96] genauer beschrie-
ben und dort als ’Constraint Path Monte Carlo’ (CPMC) bezeichnet. Da das Verfahren
fu¨r ΨC → Ψ0 exakt wird, war es naheliegend, die so erhaltenen Energien zumindest als
eine obere Grenze fu¨r die tatsa¨chliche Grundzustandsenergie zu sehen. Daß die Dinge
allerdings nicht so einfach liegen, kann man in [Zha96] nachlesen.
3.2.2 Simulationen ohne Vorzeichenproblem
Simulationen, die ohne weiteres ohne Vorzeichenproblem ablaufen, sind fu¨r geeignete
Parametersa¨tze fu¨r alle Verfahren mo¨glich. Das PQMC mit dem 1-D-Hubbard-Modell
hat bei der Wahl einer geeigneten Testwellenfunktion kein Vorzeichenproblem [Lin92].
Und auch in den 2-D-Hubbard-PQMC-Simulationen verschwindet auf Grund bestimm-
ter Symmetrien bei bestimmten Einstellungen der Simulationsparameter das Vorzei-
chenproblem.
Negatives U
Ein Ising-Spin σi der in Kapitel 2.4 eingefu¨hrten Hubbard-Stratonovich-Zerlegung kop-
pelt bei unterschiedlichem Vorzeichen der elektronischen Wechselwirkung U laut (2.9)
an eine jeweils andere physikalische Gro¨ße an. Bei positivem U ist es der Gesamtspin
nˆi↑ − nˆi↓ am Ort i, fu¨r negatives U hingegen die Gesamtladung nˆi↑ + nˆi↓. Dadurch
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ergibt eine Propagation bei fester Feldkonfiguration mit einer Testwellenfunktion der
Form |ΨT 〉↑ = |ΨT 〉↓ bei negativem U fu¨r beide Spinrichtungen ein identisches Monte-
Carlo-Gewicht. Ein Vorzeichenproblem tritt bei solchen Simulationen also nicht auf, da
das Ergebnis der Multiplikation beider Skalarprodukte immer gro¨ßer 0 ist. In [Bat93]
wird jedoch gezeigt, daß es fu¨r U > 0 keine Hubbard-Stratonovich-Zerlegung mit ei-
nem Ising-Hilfsfeld geben kann, bei der ↑- und ↓-Spins an die gleiche Gro¨ße koppeln
und gleichzeitig die Vorzeichen aller Vorfaktoren unabha¨ngig von der Feldkonfiguration
sind.
Halbfu¨llung
Kann man das Gitter, auf dem der Hamiltonoperator definiert ist, in zwei Untergitter
A und B zerlegen, so daß ein Hopping nur von A nach B und umgekehrt stattfindet,
ist man in der Lage mittels der kanonischen partiellen Teilchen-Loch-Transformation,
Ortsraum : c†i↑ → d†i↑ , c†i↓ → (−1)idi↓
ci↑ → di↑ , ci↓ → (−1)id†i↓
k−Raum : c†k↑ → d†k↑ , c†k↓ → d(k+pi)↓
ck↑ → dk↑ , ck↓ → d†(k+pi)↓ ,
(3.6)
das positiv U -Modell auf ein negativ U -Modell abzubilden [Mic90]. Dabei ist in dem
hier interessierenden zweidimensionalen Fall (−1)i ≡ (−1)(xi+yi) definiert, wobei der
Gittervektor Ri zu ~Ri = (xi, yi) geschrieben ist. Denn dadurch beha¨lt der transformierte
kinetische Teil des Hubbard-Hamiltonians seine Form und im Wechselwirkungsteil gilt
nˆi↓ → 1− nˆi↓.
Obige Transformation deckt eine Spin-Ladungs-Symmetrie auf. Schreibt man den Spin-










wobei ~ρ = (ρ+, ρ−, ρz) u¨ber ρ± = ρx± iρy mittels der Pauli-Matrizen aus (3.5) definiert
ist, fu¨hrt (3.6) zu
S+i ↔ (−1)i∆†os(i)
S−i ↔ (−1)i∆os(i)
2Szi = ni↑ − ni↓ ↔ ni − 1 = ni↑ + ni↓ − 1 ,
(3.8)
mit dem ∆os aus (2.22). Man kann also Paar-Korrelationen und Ladungsdichte fu¨r
negatives U u¨ber die Spin-Observablen im repulsiven Modell und umgekehrt gewinnen.
Die Teilchen-Loch Symmetrie gewa¨hrleistet auch, daß das PQMC bei Halbfu¨llung mit
positivem U ohne Vorzeichenproblem gerechnet werden kann, wenn t′ = 0 in (1.3)
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gesetzt ist. Im Gegensatz zum GQMC [Hir85] hat man im PQMC allerdings noch zu-
sa¨tzlich darauf zu achten, auch die Testwellenfunktion korrekt zu berechnen. Es gilt fu¨r











d†k↓ |0〉 , (3.9)
wenn K die Menge aller reziproken Gittervektoren der 1. Brillouin-Zone des Einteil-





k↓ |0〉 anstelle der Teilchenoperatoren ck↓, die fermionische Einteil-
chenzusta¨nde aus dem Vakuumzustand |0〉 erzeugten. Wie beim attraktiven Modell ist
das Vorzeichenproblem nur dadurch gelo¨st, daß die Skalarprodukte fu¨r Spin ↑ und Spin






Da die Transformation der Testwelle abseits der Halbfu¨llung zu unterschiedlichen Teil-
chenzahlen fu¨r Spin-↑- und Spin-↓-Elektronen fu¨hrt, gelingt es damit dort nicht mehr,
das Vorzeichenproblem aus den Simulationen zu eliminieren. Im GQMC muß man ana-
log µ = 0 voraussetzen, wenn µ das chemische Potential bezeichnet. Dies entspricht bei
einer Formulierung des Hamiltonoperators wie in [Hir85] dann ebenfalls der Halbfu¨llung.
Der Operator ~Si aus (3.7) taucht auch bei einer Na¨herungsrechnung von (1.1) mit U À t










wobei J = 4 t
2
U
, definiert. Bei Halbfu¨llung verschwindet der Hoppingterm und es gilt
dann ni ≡ 1. Das Modell reduziert sich auf den Heisenbergoperator.
3.2.3 Dichtescha¨tzung
In den folgenden Abschnitten wird immer wieder mit Histogrammen argumentiert. Da
diese nicht einfach an eine parametrische Verteilung angepaßt werden konnten, werden
sie in einzelnen Kapiteln mit einer nicht parametrischen Dichtescha¨tzung behandelt. Als
Verallgemeinerung der Histogrammtechnik, bei der die Ho¨he einer normierten Sa¨ule Sx




|{Xi|Xi ∈ Sx}| (3.12)
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Die Breite h bestimmt dabei die Intervalla¨nge, auf dem die Verteilungen gegla¨ttet wer-
den. Um auch an den Ra¨ndern der Verteilung noch gute Gla¨ttungseigenschaften zu
haben, wird mit einem h = h′ · dk(Xi) gerechnet, wobei dk(Xi) = |Xi − Xk|, wenn
Xk der k-te na¨chste Nachbarmeßwert von Xi ist [Sil86]. Da nur Information u¨ber die
benachbarten Meßwerte vorliegt, galt h′ = 1. Die in dieser Arbeit zu sehenden Vertei-
lungen beruhen dabei immer auf Nx ≈ 500 Stu¨tzstellen. Fu¨r die einzelnen Abbildungen





hk(Xi) angegeben, wenn m die Anzahl der Meßwerte ist. Da-
bei wurde k an die einzelne Simulation mittels k = m
Nx
angepaßt. Die Dichtescha¨tzung
hat gegenu¨ber der Histogrammtechnik den Vorteil, unabha¨ngig von der genauen Lage
und Breite irgendwelcher Kana¨le zu sein. Außerdem ko¨nnen die so gewonnen Verteilun-
gen schon bei einer schlechten Statistik der Meßreihe, also nur wenigen Beitra¨gen, als
Funktion u¨ber den Erwartungswertbereich aufgetragen werden.
Um den Verlauf von Verteilungen zu unterschiedlichen Simulationseinstellungen mitein-
ander zu vergleichen, werden des o¨fteren mehrere Graphen in einer Abbildung zusam-
mengefaßt. Um die U¨bersicht durch die Fluktuation der Graphen nicht verloren gehen
zu lassen, wurden diese wo no¨tig in der y-Achse gegeneinander verschoben eingezeich-
net. Der genaue Wert der Verschiebung ist dabei bei den meisten Bildern leicht durch
die Lage der Ausla¨ufer der Verteilungen erschließbar und wird nicht jedesmal neu mit
angegeben.
3.2.4 Numerische Stabilita¨t und Vorzeichenproblem
Das Vorzeichen eines Monte-Carlo-Schrittes ergibt sich aus der Determinante des Skalar-
produktes der propagierten Testwellenfunktion (siehe Kapitel B.1). Generell kann man
sagen, daß deren korrekte numerische Berechnung einige Aufmerksamkeit erfordert. So




wobei ‖.‖ eine geeignete Matrixnorm bezeichnet, nicht auf den Wert der Determinan-
te schließen. Dabei gilt ein großes κ(A) als Anzeichen dafu¨r, daß die Matrix nume-
risch schlecht konditioniert ist [Gol89]. Dies macht sich in den Simulationen zuallererst
dadurch bemerkbar, daß 〈sign〉 auch von der Art und Ha¨ufigkeit von Stabilisierungs-
maßnahmen abha¨ngt, wie sie in Abschnitt 3.1.4 angesprochen wurden. Um den nicht
immer eindeutigen Zusammenhang zwischen Konditionszahl (3.15) und Genauigkeit
der Monte-Carlo-Determinante zu umgehen, wird mit den Systemen bei Halbfu¨llung
argumentiert.
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 = log (〈σ|σ′〉↑)− log (〈σ|σ′〉↓)−∑
i,m
λ σmi (3.16)
zweier unterschiedlicher Systemgro¨ßen bei verschiedenen Wechselwirkungen und varia-
bler Anzahl an Orthogonalisierungsschritten pro Feldkonfiguration fu¨r jeweils einen ein-
zelnen MC-Lauf mit dem Cluster-Move-Verfahren zu sehen. Es wurde mit τ = 1
8
und
insgesamt 64 ’Trotter-Slices’ gerechnet. Bei exakter Rechnung gilt wegen (3.10) δ = 0.
Die Histogramme in den Abbildungen umfassen jeweils mindestens 15000 Meßwerte.
Bei den 4×4-Systemen in den Abbildungen 3.1 und 3.2 liegt bei einer mittleren Anzahl
von Orthogonalisierungsschritten der Fehler in der Gro¨ßenordnung ≈ 10−6. Bemerkens-
wert ist, daß dieser dabei relativ unabha¨ngig von der elektronischen Wechselwirkung
ist. Allerdings steigt er mit gro¨ßer werdendem U an, wenn nur ein Orthogonalisierungs-
schritt am Ende der Propagation ausgefu¨hrt wird (S/O = 32). Die rechten Inlets zeigen
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(b) Gesamter Wertebereich der Verteilung
Abbildung 3.1: δ aus (3.16), 4×4-System mit U=2 S/O bedeutet Slices zwischen zwei
Orthogonalisierungsschritten; hk ≈ 3 · 10−9 (im Inlet hk ≈ 1 · 10−2). Simulationsdaten
〈n〉 = 1, τ = 18 bei insgesamt 64 ’Trotter-Slices’.






























(a) U=4,hk ≈ 6 · 10−9 (hk ≈ 2 · 10−7 Inlet
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(b) U=6,hk ≈ 4 · 10−9 (hk ≈ 7 · 10−5 Inlet
links, hk ≈ 1 · 10−1 Inlet rechts)
Abbildung 3.2: δ aus (3.16), 4×4-System, Simulationsdaten 〈n〉 = 1, τ = 18 bei insgesamt
64 ’Trotter-Slices’.
sierungsschritte total zusammenbricht. Dies passiert bereits bei einer vergleichsweise
Systemgro¨ße U S/O min. max.
1,4,8,16 −7.0 · 10−6 4.0 · 10−6
4 32 −4.0 · 10−4 1.5 · 10−4
4x4
keine -35 30
1,4,8,16 −3.5 · 10−6 2.5 · 10−6
6 32 -0.1 0.1
keine -65 60
4
8,16 −6.0 · 10−6 8.0 · 10−6
8x8
32 −3.5 · 10−4 1.5 · 10−4
6
8,16 −6.0 · 10−6 1.5 · 10−6
32 -0.15 0.15
Tabelle 3.1: Gro¨ßenordnung der minimalen und maximalen Beitra¨ge zu δ(σ); S/O
bezeichnet die Anzahl ’Trotter-Slices’ zwischen zwei Stabilisierungsschritten.






















[x105] S/O 32 






















[x102] S/O 32 
(b) U=6, hk ≈ 3·10−8 (Inlet hk ≈ 2·10−4)
Abbildung 3.3: δ aus (3.16), 8×8-System, S/O bedeutet ’Trotter-Slices’ zwischen zwei
Orthogonalisierungsschritten; Simulationsdaten 〈n〉 = 1, τ = 18 bei insgesamt 64 ’Trotter-
Slices’.
kleinen elektronischen Wechselwirkung von U = 2. Selbst das Vorzeichen stimmt nicht
mehr; was bei Abweichungen von (3.16) in der Gro¨ßenordnung ≈ exp(10) allerdings
nicht verwundern darf. Es bleibt dabei noch anzumerken, daß dann auch die Schwan-
kungen von δ mit zunehmender Wechselwirkung gro¨ßer werden, ganz im Gegensatz zu
den Rechnungen mit angeschalteten Orthogonalisierungsschritten.
Bei den 8×8-Systemen in Abbildung 3.3 wurde wegen der immensen Fehler bei den klei-
neren Systemen auf Rechnungen ganz ohne Orthogonalisierung verzichtet. Wa¨hrend die
Systemgro¨ße um den Faktor 4 ansteigt, erho¨ht sich die Breite der δ-Verteilungen dabei
erkennbar schwa¨cher um einen Faktor ≈ 2, die Abweichung bleibt dabei in der Gro¨ßen-
ordnung von 10−6. Insgesamt besta¨tigt sich der Eindruck, welcher von einer U¨berpru¨fung
der Stabilita¨t der Rechnungen mittels (3.15) in [Hus96a] gewonnen wurde. Demnach ist
ab einer Mindestanzahl an Orthogonalisierungsschritten (hier S/O = 2) wa¨hrend der
Propagation durch eine Feldkonfiguration fu¨r die hier untersuchten Gittergro¨ßen kei-
ne Verbesserung der Rechengenauigkeit mehr zu erzielen. Die korrekte Berechnung der
Monte-Carlo-Gewichte ohne Orthogonalisierung ist numerisch nicht mo¨glich.
Alle Verteilungen zeigen zudem starke Ausreißer, wie sie in Abbildung 3.1(b) exem-
plarisch gezeigt sind. In Tabelle 3.1 sind die jeweils minimalen und maximalen Beitra¨-

































(c) U=6, hk ≈ 7 · 10−10
Abbildung 3.4: δ aus (3.16) Systemgro¨ße 4×4, 11 Elektronen mit Spin ↑, 5 Elektronen mit
Spin ↓⇔ 〈n〉 = 1, τ = 18 bei insgesamt 64 ’Trotter-Slices’; es wurde alle 8 ’Trotter-Slices’
orthonormiert.
ge zu den besprochenen Verteilungen aufgelistet. Sie deuten numerische Schwierigkei-
ten bei der Berechnung des Monte-Carlo-Gewichtes einzelner Hubbard-Stratonovich-
Feldkonfigurationen an. Ein falsches weil negatives Vorzeichen des Skalarproduktes er-
gibt sich dabei allerdings nur, wenn keinerlei numerische Stabilisierung vorgenommen
wird.
In den spa¨teren Simulationen weg von der Halbfu¨llung wurde mit 〈n〉 < 1
2
gerechnet.
Da dabei die Matrizen aus dem Skalarprodukt der propagierten Slaterdeterminanten
weniger Eintra¨ge aufweisen, sollte deren Berechnung auch mindestens von der gleichen
Gu¨te wie in den in diesem Abschnitt vorgestellten Simulationen sein. Daß diese An-
nahme nicht ganz aus der Luft gegriffen ist, wird in den Abbildungen 3.4 und 3.5 mit
Hilfe von Simulationen bei Halbfu¨llung gezeigt, fu¨r die n↑ 6= n↓ galt. Dabei hatten zu-
mindest die Matrizen in der Berechnung der Elektronen mit Spin ↓ die gleiche Anzahl
an Eintra¨gen wie die jeweiligen Matrizen in den spa¨teren Simulationen mit 〈n〉 ≈ 0.7.
Auch hier bewegen sich die maximalen Abweichungen vom theoretischen Wert im Be-
reich von 10−6. Auffa¨llig an den Simulationen mit n↑ 6= n↓ ist, daß in einem einzelnen
Monte-Carlo-Lauf die Ausreißer eine starke Tendenz in entweder die positive oder ne-
gative Richtung besitzen ko¨nnen (siehe exemplarisch dazu die Werte des 4×4-Systems
fu¨r U = 6 in Tabelle 3.2). Da diese statistisch verteilt sein sollten, ist dabei wohl eine
zu kurze Markov-Kette die Ursache fu¨r die Asymmetrie.
Fu¨r die hier betrachteten Systeme war ab einem S/O = 16 keine wesentliche A¨nderung


































(c) U=6, hk ≈ 3 · 10−9
Abbildung 3.5: δ aus (3.16), 8×8-System, 39 Elektronen mit Spin ↑ und 25 Elektronen mit
Spin ↓⇔ 〈n〉 = 1, τ = 18 bei insgesamt 64 ’Trotter-Slices’; es wurde alle 8 ’Trotter-Slices’
orthonormiert.
Systemgro¨ße U S/O min. max.
4x4 6 8 −4.0 · 10−7 1.7 · 10−6
2 −3.0 · 10−6 2.0 · 10−6
8x8 4 8 −5.1 · 10−6 4.5 · 10−6
6 −3.0 · 10−6 2.6 · 10−6
Tabelle 3.2: Minimale und maximale Betra¨ge von δ(σ) fu¨r die Histogrammausschnitte in
den Bildern 3.4-3.5. S/O bezeichnet die Anzahl an ’Trotter-Slices’ zwischen zwei Stabili-
sierungsschritten.
mehr hinsichtlich der Abweichung von (3.16) zu beobachten. Deshalb sollte man da-
von ausgehen ko¨nnen, daß die Stabilita¨t der Rechnung mit S/O = 8 auch fu¨r gro¨ßere
Systeme (12×12 bzw. 16 × 16) weiter bestehen bleibt. Da das immer positive Vorzei-
chen dabei nur durch die spezielle Symmetrie zwischen Spin-↑- und Spin-↓-Elektronen
gewa¨hrleistet wurde, bleibt es allerdings fraglich, ob dieses Ergebnis auch fu¨r das Vor-
zeichen der Skalarprodukte der propagierten Wellenfunktionen geltend bleiben kann.
Greift man sich allerdings zufa¨llig einzelne Spinkonfigurationen im Monte-Carlo Gleich-
gewicht heraus, die ein negatives Vorzeichen bei entsprechenden Simulationsparametern
liefern, und wiederholt die Determinantenberechnung mit massiv erho¨hter Stellenzahl,
wie es die Fließkommaimplementierungen in den ga¨ngigen Computer-Algebra-Systemen
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beispielsweise ermo¨glichen, bleibt ein negatives Vorzeichen erhalten.
Um ga¨nzlich auszuschließen, daß die variable gu¨ltige Stellenzahl der Fließkommarech-
nung fu¨r das Vorzeichenproblem verantwortlich ist, wurde ein Algorithmus implemen-
tiert, der Simulationen innerhalb der rationalen Zahlen ermo¨glicht. Dies ist mo¨glich, da
bei kontinuierlichen Randbedingungen in die Matrizen, mit deren Hilfe die Testwellen-
funktion propagiert wird, letztendlich nur die Faktoren












, k ∈ {2, 4} (3.17)
eingehen, wobei λ in Abschnitt 2.4 und τ in Abschnitt 2.3 definiert wurden. Die Pa-
rameter U , t und t′ wa¨hlt man dann implizit so, daß obige Faktoren rationale Werte
annehmen. Dazu ko¨nnen die Matrixeintra¨ge mu(s) = exp(λ)
s, die die Wechselwirkung
mit dem Hubbard-Stratonovich-Feld vermitteln, direkt auf einen rationalenWert gesetzt
werden. Das passende Vorgehen fu¨r den tanh sieht man besser, wenn man beispielsweise







1− exp( τ t) 2k




schreibt. Es werden dann die mt = exp(τ t)
1
4 auf einen rationalen Wert gesetzt, analoges
gilt fu¨r t′. Die eigentlichen Parameter U und t bzw. t′ berechnen sich daraus mit den










mit ξ ∈ {t, t′}. Gleichung (3.19) ergibt sich aus der Definition von λ in der Hubbard-
Stratonovich-Zerlegung in Abschnitt 2.4 fu¨r U > 0, also dem Vorzeichen der Wechselwir-
kung, bei der gerade die Vorzeichenprobleme auftreten. Da die genauen Verha¨ltnisse t/U
bzw. t′/t in den Simulationen ohnehin nur in der Gro¨ßenordnung von 1 eine Rolle spie-
len, ist man bezu¨glich der die Propagation vermittelnden Matrizen in den Simulations-
parametern nicht sehr eingeschra¨nkt. Um die Rechnung mit der no¨tigen Genauigkeit
auch durchfu¨hren zu ko¨nnen, wurde die ’GNU Multiple Precision Arithmetic Library’
(kurz GMP) verwendet [Tor04].
Die Simulationen beschra¨nkten sich dabei auf 4×4-Systeme, da sich dort die unnormier-





l x), l = 0, 1, 2 und sin(
pi
2
x) mit x = 0, 1, 2, 3 (3.21)
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schreiben. Sie nehmen nur die Werte 1 und 0 an, lassen sich also ebenso wie die Matrix-
elemente mit rationalenWerten schreiben. Die korrekte Normierung der Erwartungswer-
te bleibt ohnehin durch 2.18 gewa¨hrleistet. Um die Rechnung innerhalb der rationalen
Zahlen zu halten, mußte allerdings wa¨hrend der Propagation auf eine Gram-Schmidt-
Orthonormierung verzichtet werden. Es konnten dennoch konvergente Ergebnisse erzielt
werden, da mit im Prinzip nur durch den Speicherplatz begrenzter Genauigkeit gerech-
net wurde. Die korrekte Implementierung wurde mit Hilfe von Testla¨ufen fu¨r U = 0 und
das Verschwinden von (3.16) bei Halbfu¨llung u¨berpru¨ft. Dabei nahm das δ bei einem
4×4-System mit U/t ≈ 8 Werte in der Gro¨ßenordnung von 10−14 an, war also um einen
Faktor≈ 10−7 na¨her am Theoriewert als in den Rechnungen mit Fließkommaarithmetik.
Zur Berechnung der Monte-Carlo-Gewichte und damit auch zu (3.16) mußte das Pro-
dukt der Hauptdiagnonale der mit Hilfe des Gaussschen Eliminationsverfahrens diago-
nalisierten Matrizen D der Einteilchenskalarprodukte (B.2) unter Benutzung der Lo-
grithmusfunktion in Fließkommaarithmetik dargestellt werden. Ansonsten wa¨ren Nen-
ner und Za¨hler des direkt im rationalen berechneten Skalarproduktes zu groß geworden,
ha¨tten also zu viel Speicherplatz beno¨tigt. Dies du¨rfte wohl der hauptsa¨chliche Grund
dafu¨r sein, warum δ = 0 nicht exakt galt. Dafu¨r spricht jedenfalls, daß die Abweichungen
vom Theoriewert nicht von dem jeweiligen Verha¨ltnis U/t abha¨ngen, wie Kontrollrech-
nungen ergaben.
Es stellte sich dabei heraus, daß der Algorithmus auch schon bei einer relativ kleinen
Zahl an ’Trotter-Slices’ deutlich langsamer bleibt, als die Rechnungen mit Fließkomma-
arithmetik. Er konnte etwas beschleunigt werden, indem man die Beschra¨nkung auf
die rationalen Zahlen fu¨r die Orthonormierungen wa¨hrend der Propagation aufgibt (die
GMP-Lib stellt extra Konvertierungsfunktionen hierfu¨r bereit). Dies hatte bei den (al-
lerdings nur relativ wenigen) protokollierten Feldkonfigurationen keinen erkennbaren
Einfluß auf die Genauigkeit der Monte-Carlo-Gewichte. Bei einer Orthonormierung nach
jeweils 4 ’Trotter-Slices’ in einem 4×4-System mit U/t ≈ 8 ergibt sich bei Halbfu¨llung
beispielsweise ein δ in der Gro¨ßenordnung von 10−12, weicht also im Vergleich mit den
Rechnungen ganz im Rationalen um einen Faktor 100 mehr vom exakten Wert ab.
Er ist dabei aber immer noch um ein vielfaches genauer als die Fließkommarechnung.
Insgesamt bleibt der Algorithmus jedoch immer noch um mehrere Gro¨ßenordnungen
langsamer als der Fließkommaalgorithmus. Dabei ha¨ngt die Geschwindigkeit der Rech-
nung im Rationalen unter anderem auch vom verfu¨gbaren Hauptspeicher des Rechners
ab.
Um bei der daher geringen Anzahl an tatsa¨chlich berechneten Hubbard-Stratonovich-
Feldkonfigurationen auch negative Vorzeichen in den Skalarprodukten erwarten zu ko¨n-




gesetzt. Es war außerdem τ = 1
8
bei insgesamt 64 ’Trotter-Slices’. Dabei
stellte sich heraus, daß schon nach ein paar Monte-Carlo-Steps (≈ 10) auch Feldkonfi-
gurationen auftauchen, die ein negatives Vorzeichen des Skalarproduktes zwischen den
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von beiden Seiten propagierten Slaterdeterminanten verursachen, trotzdem die Rech-
nung komplett inQ stattfand. Umgekehrt wurden auch in den Standardsimulationen die
Matrixeintra¨ge auf Werte gesetzt, die den Fließkommadarstellungen rationaler Zahlen
entsprechen. Damit konnte wieder eine Anzahl an Feldkonfigurationen von mehreren
105 gerechnet werden. Es ergab sich dabei ebenfalls kein Unterschied zu den Rech-
nungen, wo die Parameter U , t und t′ unter der Vorgabe t = 1 festgelegt wurden.
Das Vorzeichenproblem kann demnach nicht einfach mit der fehlenden Genauigkeit der
Computerarithmetik in Zusammenhang gebracht werden, gleichwohl dessen Auftreten
auch meist mit Beobachtungen verbunden ist, die auf numerische Instabilita¨ten hinwei-
sen. Dieser Sachverhalt kommt in diesem und vor allem in den kommenden Abschnitten
noch deutlicher zum Vorschein.
Die Rechnungen im Rationalen ko¨nnten vielleicht geeignet sein, gerade den Zusam-
menhang zwischen Vorzeichenwechsel und Instabilita¨ten in den Rechnungen besser zu
verstehen. Dazu wa¨re es allerdings no¨tig, diese Simulationen um einige Gro¨ßenordnun-
gen zu beschleunigen. Dies scheint nur durch schnellere Hardware z. B. den Bau einer
speziell auf dieses Problem abgestimmten Recheneinheit mo¨glich. Voraussichtlich ist
man auch dann noch auf relativ kleine Systemgro¨ßen festgelegt. Aber es wa¨re mo¨glich,
damit schon Erkenntnisse zu gewinnen, die helfen ko¨nnen, auch die Fließkommarech-
nung stabiler zu machen.
In der Monte-Carlo-Simulation, wie sie hier implementiert wurde, kommt es haupt-
sa¨chlich auf das Verha¨ltnis der Absolutbetra¨ge zweier Skalarprodukte an, wie man an
Hand von (2.18) und (C.7) sieht. Die Ergebnisse in diesem Abschnitt legen nahe, daß
dieses in den Fließkommarechnungen mit einer doch recht hohen Genauigkeit (10−6 fu¨r
das gro¨ßte untersuchte System) berechnet werden kann. Eine Abseits der Teilchen-Loch-
Symmetrie auftretende Vorzeicheninstabilita¨t sollte unter diesen Umsta¨nden keinen we-
sentlichen Effekt auf den eigentlichen Konvergenzprozeß der Markov-Kette haben. Es
ergibt sich kein Hinweis darauf, daß die Konvergenz der Rechnung beim Auftreten des
Vorzeichenproblems insgesamt in Frage zu stellen ist.
3.3 Verbesserung der Monte-Carlo-Statistik
In diesem Abschnitt werden einige Ansa¨tze aufgelistet, um die Formulierung der Quanten-
Monte-Carlo-Algorithmen bezu¨glich des Vorzeichenproblems zu verbessern. Sie kommen
ohne zusa¨tzliche Parameter (wie z.B. der Nodenwelle in [Zha96]) aus und haben alle die
Trotter-Suzuki- mit einer nachgeschalteten Hubbard-Stratonovich-Zerlegung gemein-
sam.
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3.3.1 Unita¨re Transformationen
Wo mo¨glich, kann man den Hilbertraum einer unita¨ren Transformation unterwerfen,
welche das Vorzeichenproblem behebt. Dies ist gerade das Vorgehen bei der partiel-
len Teilchen-Loch-Transformation aus 3.2.2, welche jedoch die Simulationen auf den
Parameterbereich mit Halbfu¨llung und t′ = 0 beschra¨nkt. Die partielle Teilchen-Loch-
Transformation spielt ebenfalls eine Rolle bei der Aufdeckung einer SO(4)-Symmetrie
des 1-Band-Hubbard-Hamiltonians bei Halbfu¨llung, wenn Hopping-Terme nur fu¨r na¨ch-
ste Nachbarn betrachtet werden [Yan90]. Diese kann auch noch auf mehr als nur zweitei-
lige Gitter verallgemeinert werden1, was aber die Einfu¨hrung eines geeignet quantisier-
ten Magnetfeldes erfordert [Erc92]. Da in dieser Arbeit mit Hopping zu u¨berna¨chsten
Nachbarn gerechnet wird, jedoch kein a¨ußeres Feld in den Hamiltonoperator einfließt,
bleiben die Rechnungen mit unita¨ren Transformationen auf Kapitel 3.2.4 beschra¨nkt.
3.3.2 Erhaltung der globalen SU(2)-Symmetrie















wobei ni = ξ
†
i ξi. In dieser Darstellung kann man die Invarianz des Hopping-Terms und
der Summe u¨ber die ni unter der globalen SU(2)-Symmetrietransformation g : ξ →
g ξ, g ∈ SU(2) leicht u¨berpru¨fen. Auch die Summe u¨ber die ~Si a¨ndert sich nicht, wie
man mit Hilfe von
g−1σi g = σjRij , (3.23)
wobei R ∈ SO(3), ebenfalls schnell nachrechnet [Erc97]. Fu¨r die in Abschnitt 2.4 ange-
gebene Hubbard-Stratonovich-Zerlegung fu¨r U > 0 ist diese Symmetrie gebrochen und
wird erst durch die Summation u¨ber das Hilfsfeld wieder hergestellt [Ass98]. In zuletzt
zitiertem Paper wurde vom Autor F. F. Assaad ein erweiterter Hubbard-Hamiltonian
















σi(ni↑ + ni↓ − 1)) (3.24)
umgeformt, der die Symmetrie schon fu¨r jede einzelne Feldkonfiguration erha¨lt. Dabei
muß cos(α) = exp(− θ
2m
U) gelten. Das Vorgehen brachte Verbesserungen fu¨r die Be-
rechnung einzelner Observablen wie etwa der Spin-Spin-Korrelationsfunktionen. Eine
Verbesserung der Vorzeichenproblematik insgesamt ergab sich nicht.
1Zweiteilige Gitter ko¨nnen derart in Untergitter A und B zerlegt werden, daß Hopping-Terme nur
zwischen Gitter A und Gitter B auftreten.
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3.3.3 Trotter-Suzuki-Zerlegungen ho¨herer Ordnung
Man betrachtet wieder einen Operator der Form exp(−Θ(A + B)), wie er auch in Ab-
schnitt 2.3 schon notiert war. Er soll ebenfalls Ausgangspunkt fu¨r die Betrachtungen
zu Trotter-Suzuki-Zerlegungen noch ho¨herer Ordnung sein. Die in [Suz86] angegebene
formale Herleitung von Zerlegungen der Ordnung gro¨ßerO (τ 3) arbeitet dabei mit Kom-
mutatoren aus Linearkombinationen der beiden Operatoren A und B und ist nur leicht
handhabbar, wenn diese selbst wieder als Summe von kommutierenden Operatoren ge-
schrieben werden ko¨nnen. Deshalb kam von Suzuki der Vorschlag, durch geeignete Wahl
eines zusa¨tzlichen Parameter a den Fehler der na¨chstho¨heren Ordnung zu eliminieren

















(a) Entwicklung von 〈sign〉 bei normaler
















U=4 sign = -1
U=4 sign = 1
(b) Beitra¨ge zum Energieerwartungswert bei
fraktaler Zerlegung, aufgetrennt nach Vor-
zeichen des Skalarproduktes der propagier-
ten Wellenfunktionen. LD bezeichnet Er-
wartungswert aus Lanczos-Diagonalisierung,
hk ≈ 4 · 10−3.
Abbildung 3.6: Simulationsdaten τ = 18 , L = 16, U = 4, 〈n〉 = 0.63 bei insgesamt
64 ’Trotter-Slices’ in beiden Simulationen. Verteilung u¨ber Energiebeitra¨ge der normalen
Zerlegung sind in Abb. 4.2 zu sehen.
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4. Ordnung
eτ(A+B) = eaτA/2eaτBeaτAeaτBe(1−3a)τA/2e(1−4a)τB
× e(1−3a)τA/2eaτBeaτAeaτBeaτA/2 +O (τ 5) (3.25)
mit a = 1
4− 3√4 ≈ 0.41449 . Bisher konnte noch niemand zeigen, daß solche Zerlegun-
gen das Vorzeichenproblem entscha¨rfen. Auch fu¨r diese Arbeit durchgefu¨hrte PQMC-
Rechnungen mit der Zerlegung in (3.25) fu¨hrten eher zu einer Verschlechterung der
Vorzeichen-Statistik, wie in Abb. 3.6(a) zu sehen ist. Bemerkenswert an Abb. 3.6(b)
ist dabei, daß beide Verteilungen fu¨r positives und negatives Vorzeichen separat schon
eine gute Na¨herung fu¨r den eigentlichen Erwartungswert darstellen, der mittels der ver-
tikalen Linie eingezeichnet ist. Die Qualita¨t der Na¨herung leidet dabei wieder durch
betragsma¨ßig große, jedoch vereinzelt auftretende Ausreißer, wie sie schon bei der Dis-
kussion in Abschnitt 3.2.4 auftraten. So zeigen die vollen Histogramme in Abb. 3.6(b)
Eintra¨ge im Wertebereich zwischen −4 und 4. Dieses Verhalten findet sich auch in den
Simulationen mit der Standard-Trotter-Suzuki-Zerlegung wieder und wird in Kapitel 4
genauer analysiert. In einem Vorgriff sei noch darauf hingewiesen, daß die Histogramme
sich mit der fraktalen TS-Zerlegung gegenu¨ber denen der Standardrechnungen deutlich
verbreitern, wie ein Vergleich mit Abb. 4.2(a) zeigt.
3.3.4 Verallgemeinerte HS-Transformationen
In Anlehnung an [Bat93] werden in diesem Abschnitt die Mo¨glichkeiten fu¨r die Zer-
legung des Wechselwirkungsterms in eine Summe von Einteilchentermen ero¨rtert. Da
dies im Hinblick auf das Vorzeichenproblem geschieht, soll hier U > 0 gelten. Die








dyP (y)yni↑f(y)ni↓ . (3.26)
Der Vorfaktor vor dem Integral auf der rechten Seite von (3.26) gewa¨hrleistet, daß∫
dyP (y) = 2 (3.27)
〈y〉 = 2 exp(τ U
2
) (3.28)
〈f(y)〉 = 2 exp(τ U
2
) (3.29)
〈yf(y)〉 = 2 (3.30)
vorausgesetzt wird. Um u¨ber ein Ising-Hilfsfeld summieren zu ko¨nnen, muß fu¨r P (y)
weiterhin gelten
P (y) = αδ(y − A) + βδ(y −B) , (3.31)
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wobei δ die Delta-Distribution bezeichnet. Mit f(y) = y−1, α = 1, β = 1, A = exp(λ), B =
exp(−λ) und der Produktbildung u¨ber die Gitterorte erha¨lt man wieder die Zerlegung
aus Kapitel 2.4 fu¨r U > 0. Fu¨r f(y) = y unterscheiden sich die Determinanten der
Skalarprodukte von Spin↑- und Spin↓-Elektronen nicht. Bei U > 0 ist dann aber not-
wendig P (y) nicht mehr positiv definit, wenn es die Gleichungen (3.27) bis (3.30) noch
erfu¨llen soll [Bat93], d.h. fu¨r (3.31) o. E. α > 0 und β < 0. Es gelingt also nicht wie
im Fall U < 0, das Sign-Problem durch eine gu¨nstige Wahl der Hubbard-Stratonovich-
Zerlegung zu umgehen.
Der Spezialfall f(y) = y, A = 1, B = −1, α = 1 + exp(τ U
2
), β = 1 − exp(τ U
2
) gewa¨hrt
einen Einblick in die Interaktion von Hubbard-Stratonovich-Zerlegung und Monte-Carlo-
Integration. Denn bei U = 0 hat lediglich eine einzelne Feldkonfiguration σA = {yil}
ein Gewicht ungleich 0. Dies ist genau dann der Fall, wenn fu¨r alle Paare i, l yil =
A = 1, 1 ≥ i ≥ L, 1 ≥ l ≥ m gilt, wobei L die Anzahl der Gitterpla¨tze und m die
Anzahl der ’Trotter-Slices’ bezeichnet. Die Zerlegung ist offenbar absolut ungeeignet
fu¨r eine Monte-Carlo-Integration. Diese problematische Wahrscheinlichkeitsverteilung
sollten auch kleine U nicht reparieren ko¨nnen und in der Tat weichen die Ergebnisse
von PQMC-Simulationen mit U > 0 bei dieser Zerlegung von den Resultaten der exak-
ten Diagonalisierung stark ab. Umgekehrt liefert die u¨bliche Zerlegung mit f(y) = y−1
bei U = 0 fu¨r jede Feldkonfiguration den richtigen Erwartungswert und bei nicht allzu
großen Systemgro¨ßen und elektronischen Wechselwirkungen U noch gute Ergebnisse.




4.1 Erwartungswerte der Energie
Es wurden bei den in diesem Abschnitt betrachteten 4×4-System 8·105 MCS berechnet,
wobei 3 · 105 MCS fu¨r das Einlaufen in die Gleichgewichtsverteilung (siehe Anhang C)
angesetzt waren. Weiterhin war in den Simulationen das Hopping zu den u¨berna¨chsten
Nachbarn mit t′ = −0.22 wieder angeschaltet. Es galt außerdem τ = 1/8 bei insgesamt
64 ’Trotter-Slices’. Es sollen zuallererst die Histogramme der jeweils einzelnen Beitra¨ge
zur Energie also E(σ) betrachtet werden. Fu¨r die Lage des Nullpunktes der y-Achse der
einzelnen Verteilungen gilt auch in diesem Kapitel die Bemerkung im letzten Absatz von
Abschnitt 3.2.3. Die Maxima der getrennt voneinander erstellten Histogramme fu¨r den
Erwartungswert bei positivem Vorzeichen und demjenigen bei negativem Vorzeichen in
den Abb. 4.1-4.5 a¨hneln sich auch bei nicht verschwindendem 〈sign〉 stark. Beide treten
dabei etwa in der Na¨he der Erwartungswerte auf, die in [Fet98] mit Hilfe der Diago-
nalisierung u¨ber ein Lanczos-Verfahren berechnet wurden und mit einem Fehler in der
dritten Nachkommastelle angegeben sind bzw. fu¨r Systemgro¨ßen L > 16 u¨ber ein sto-
chastisches Diagonalisierungsverfahren berechnet wurden. Diese Werte wurden mittels
einer vertikalen Linie ebenfalls in das jeweilige Diagramm eingezeichnet. Die Vertei-
lungen sind dabei so normiert, daß ihr Integral immer 1 ergibt. Fu¨r die Betrachtungen
zum Vorzeichen des Skalarproduktes, welches das Monte-Carlo-Gewicht bestimmt, wird
außerdem das Hubbard-Stratonovich-Feld σ als {σ} = {σL, σR} geschrieben, wobei die
Indizes L und R die Propagation von Links und von Rechts unterscheiden.
Die Verteilungen von δ in Abbildung 3.1(b) sind gewissermaßen auch exemplarisch fu¨r
die Verteilung der in diesem Kapitel vorgestellten quantenmechanischen Erwartungswer-
te wie z.B. der Energie. Diese laufen von einem ausgepra¨gten Maximum zu den Ra¨ndern
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Parameter U sign min. max.
2 1 -1.65 -0.94
L = 16
〈sign〉 = 0.57 -1 -1.55 -0.98
t′ = −0.22 4 1 -2.06 - 0.48




2 1 -1.51 -0.74
L = 36
〈sign〉 = 0.29 -1 -1.49 -0.63
t′ = −0.22 4 1 -2.22 0.43








t′ = −0.22 4 1 -4.35 14.79




Tabelle 4.1: Minimale und maximale Beitra¨ge zu E/L
hin nur allma¨hlich aus. Wie man aus Tabelle 4.1 herauslesen kann, werden die extre-
men Beitra¨ge zur Energie bei den 4×4-Systemen mit steigender Wechselwirkung relativ
zum Wert bei dem das Maximum der Verteilung liegt immer gro¨ßer. Die Verteilungen
mit negativem Vorzeichen fasern dabei zumindest bei ho¨heren Wechselwirkungen weiter
aus. Orientiert man sich an den Ergebnissen der exakten Diagonalisierung, so erkennt
man weiter, daß bei gro¨ßer werdendem U zusa¨tzlich zur Verschlechterung der Monte-
Carlo-Statistik, die sich aus dem Auftreten von negativen Skalarprodukten ergibt, u¨ber
die ausfasernden Ra¨nder zudem noch Schwierigkeiten bei der korrekten Berechnung des
tatsa¨chlichen Erwartungswertes auftreten.
Da, wie bereits angemerkt, bei den kleinen Systemen sowohl der Mittelwert der Konfigu-
rationen mit positivem Vorzeichen als auch der Mittelwert der Felder, die ein negatives
Vorzeichen im Skalarprodukt der propagierten Wellenfunktionen produzieren, schon fu¨r
sich alleine eine gute Na¨herung der tatsa¨chlichen Grundzustandsenergie liefern (siehe
dazu auch [Lin92]), kann dies dazu fu¨hren, daß die eigentlich korrekte Berechnung bei
Mitnahme des Vorzeichens ein schlechteres Ergebnis liefert als eine (weder physikalisch














<sign> = 1.00, sign = 1
<sign> = 0.92, sign = 1
<sign> = 0.57, sign = 1














<sign> = 0.92, sign = -1
<sign> = 0.57, sign = -1
(b) 〈ΨP (σL)|ΨP (σR)〉 < 0
Abbildung 4.1: Beitra¨ge zur Energie, Simulationsparameter L = 16, U = 2, τ = 18 ,
〈n〉 = 0.625 bei insgesamt 64 ’Trotter-Slices’, unterschiedliche 〈sign〉 u¨ber verschiedene
Testwellenfunktionen (siehe Haupttext), LD kennzeichnet Erwartungswert einer Lanczos-
Diagonalisierungsrechnung, hk ≈ 6 · 10−4 fu¨r alle Graphen.
noch mathematisch gerechtfertigte) Rechnung unter Vernachla¨ssigung des Vorzeichens.
Dabei ist unklar, unter welchen Umsta¨nden dieses Verhalten auftritt [Mat01]. Anzu-
merken bleibt dabei, daß dies nicht allein eine Eigenschaft des PQMC-Algorithmus ist,
sondern auch im GQMC beobachtet werden kann [Mat04].
Das 4×4-System mit U=2 entha¨lt bei den hier verwendeten Simulationsparametern
keine negativen Vorzeichen im Monte-Carlo-Sampling, wenn als Testwellenfunktion ei-
ne Slaterdeterminante aus den in Kapitel 1.3 angesprochenen ebenen Wellen ΨTWW=0
verwendet wird. Verrauscht man jedoch ΨTWW=0 durch Addition von λi ~ei an die Einteil-
chenzusta¨nde, wobei die λi zufa¨llig aus einem festgelegten Intervall [0, r], r > 0, gewa¨hlt
sind und mit ~ei die Wannierfunktionen an den Orten ~ri gemeint sind
1, so nimmt 〈sign〉
mit gro¨ßer werdendem r immer mehr ab. Dabei unterscheiden sich die Verteilungen
aus Abb. 4.1 hinsichtlich ihres Verhaltens von den Verteilungen der Simulationen bei
U = 4 bzw. U = 6 mit unverrauschtem ΨTWW=0, welche jeweils ein a¨hnliches mittleres
Vorzeichen 〈sign〉 produzieren (Abbildung 4.2). Die Histogramme haben zwar genau-
1anschließend wurde wieder orthonormiert
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so ihr Maximum in der Na¨he des Erwartungswertes der Lanczos-Diagonalisierung, die
Verteilungen zu Beitra¨gen bei negativem Vorzeichen des Skalarproduktes der propa-
gierten Slaterdeterminanten fasern jedoch mit abnehmendem 〈sign〉 nicht so sehr aus.
Ganz im Gegensatz zum Verhalten der Simulationen bei ho¨herer Wechselwirkung, wie
man Tabelle 4.1 entnehmen kann. Fu¨r U = 4 beispielsweise ist der gro¨ßte Wert bei
den Beitra¨gen mit negativem Skalarprodukt der propagierten Slaterdeterminanten gar
positiv, ein Vorzeichenwechsel, der bei U = 2 und verrauschter Testwelle nicht auftritt.
Die ho¨heren Maximalbeitra¨ge gehen dabei mit einer zunehmenden Breite der Vertei-
lungsmaxima bei gro¨ßer werdender elektronischer Wechselwirkung einher.
Geht man zu einer Systemgro¨ße von 6×6 Gitterpla¨tzen, also L = 36, u¨ber, so findet
sich in den Abb. 4.3 und 4.4 fu¨r die Wechselwirkungen U = 2, U = 4 und U = 6
qualitativ dasselbe Verhalten der Verteilungen des Energieerwartungswertes im Monte-
Carlo-Sampling wieder, wie in den 4×4-Systemen. Es wurden 1, 5 · 106 MCS berechnet,
die ersten 5 · 105 dabei verworfen. Die mittels einer vertikalen Linie eingezeichneten
Vergleichsergebnisse wurden allerdings diesmal aus dem Graphen in Abb. 4.3 in [Fet98]















U=4 sign = 1
U=4 sign = -1















U=6 sign = 1
U=6 sign = -1
(b) U=6, 〈sign〉 ≈ 0.42, hk ≈ 3 · 10−3
Abbildung 4.2: Beitra¨ge zur Energie, Simulationsparameter L = 16, τ = 18 , 〈n〉 =
0.625 bei insgesamt 64 ’Trotter-Slices’, LD kennzeichnet Erwartungswert einer Lanczos-
Diagonalisierungsrechnung (LD), sign = sign(〈ΨP (σL)|ΨP (σR)〉)
















<sign> = 1.00, sign = 1
<sign> = 0.29, sign = 1
<sign> = 0.017, sign = 1
















<sign> = 0.29, sign = -1
<sign> = 0.017, sign = -1
(b) 〈ΨP (σL)|ΨP (σR)〉 < 0
Abbildung 4.3: Beitra¨ge zur Energie, Systemparameter L = 36, U = 2, τ = 18 , 〈n〉
= 0.72 bei insgesamt 64 ’Trotter-Slices’, verschiedene 〈sign〉 unterschiedlich Testwel-
lenfunktionen (siehe Haupttext), LD kennzeichnet den Erwartungswert einer Lanczos-
Diagonalisierungsrechnung (LD) , hk ≈ 3 · 10−4 bei allen Graphen
stammen aus Rechnungen mit einem stochastischen Diagonalisierungsverfahren [Rae93].
Wie man Tabelle 4.1 und Abbildung 4.3 entnimmt, nehmen bei gro¨ßerer elektronischer
Wechselwirkung die maximalen Beitra¨ge deutlich schneller zu als die Breite der jewei-
ligen Verteilung. Dabei zeigt beispielsweise die Rechnung mit U = 4 in den Beitra¨gen
mit negativem Vorzeichen einen gro¨ßeren maximalen Absolutwert als die Beitra¨ge bei
U = 6. Ganz grundsa¨tzlich bleibt also lediglich festzuhalten, daß die gesampelten Wer-
te und vor allem auch ihr Vorzeichen stark von der konkret berechneten Markov-Kette
abha¨ngen, wie die Histogramme einer Gegenrechnung in Anhang A zeigen. Dies deutet
darauf hin, daß sie das Ergebnis einer numerisch schwierigen Einzelrechnung sind, wie
beispielsweise die Matrixinversion nach einer Propagation durch ein nicht gut handhab-
bares Hubbard-Stratonovich-Feld.
Anzumerken bleibt noch, daß auch im 6×6-System bei einer kleinen elektronischen
Wechselwirkung von U = 2 eine ungeeignete Testwellenfunktion die Statistik im we-
sentlichen wieder hauptsa¨chlich u¨ber das Vorzeichen des Skalarproduktes, welches das
Monte-Carlo-Gewicht bestimmt, verschlechtert und nicht so sehr durch Histogramm-

















(a) U=4, 〈sign〉 ≈ 0.29, SD kennzeichnet Er-
wartungswert aus einer stochastischen Dia-















(b) U=6, 〈sign〉 ≈ 0.02, hk ≈ 3 · 10−3
Abbildung 4.4: Beitra¨ge zur Energie, Systemparameter L = 36, τ = 18 , 〈n〉 = 0.72 bei
insgesamt 64 ’Trotter-Slices’, sign = sign(〈ΨP (σL)|ΨP (σR)〉)
Ausreißer. Dies steht wiederum im Gegensatz zu den Rechnungen fu¨r gro¨ßere U , wo
〈sign〉 von vornherein nicht sehr groß ist. Dort werden die Verteilungsra¨nder gerade
von großen extremen Beitra¨gen gepra¨gt. In Abb. 4.5 sind zur Abrundung noch die Ver-
teilungen der Beitra¨ge zum Erwartungswert der Energie in den 8×8-Systemen fu¨r die
Wechselwirkungen U = 2, U = 4 und U = 6 zu sehen. Auch deren Ra¨nder werden





16 6 -1.059 -1.081± 0.003 -1.060±0.001 -1.060±0.001 -1.060±0.001
36 4 -1.05 ± 0.01 -1.088 ±0.003 -1.080 ±0.001 -1.078±0.001 -1.078 ± 0.001
Tabelle 4.2: E/L aus dem PQMC und der Lanczos- und stochastischen Diagonalisierung,
Index b bezeichnet Mittelung u¨ber Werte im Intervall IB = [−2.,−0.4] fu¨r L = 16 und IB =
[−2.4, 0.] fu¨r L = 36, sign=1 heißt Mittelung nur u¨ber Daten mit positivem Skalarprodukt
der propagierten Wellenfunktionen, Fehlerrechnung mit 100 Bins














(a) U=2, 〈sign〉 ≈ 0.99,






























(c) U=6, 〈sign〉 < 0.1, hk ≈
2 · 10−3
Abbildung 4.5: Beitra¨ge zur Energie, Systemgro¨ße L = 64, τ = 18 , 〈n〉 = 0.72 bei insgesamt
64 ’Trotter-Slices’, sign = sign(〈ΨP (σ)|ΨP (σ′)〉)
durch teilweise sehr große Ausreißer gebildet. Dabei ist wiederum der Lauf mit U = 4
am auffa¨lligsten. Das Fehlen von Vergleichswerten aus alternativen Berechnungsmetho-
den zum Grundzustand la¨ßt jedoch eine wenigstens im Ansatz objektive Einteilung in
numerisch stabil bzw. instabil berechnete Beitra¨ge nicht mehr zu.
Die Fehlerrechnung war in den Quanten-Monte-Carlo-Rechnungen, gerade im Zusam-
menhang mit dem Vorzeichenproblem, auch immer imMittelpunkt des Interesses [Hat94]
[Ham93]. Dabei hat sich die Binning-Fehlerrechnung als am brauchbarsten erwiesen
[Hus96a]. Wie in [Hat94] beschrieben, werden die berechneten Mittelwerte einer ein-
zelnen Markov-Kette oder auch aus verschiedenen Markov-Ketten mehrerer La¨ufe in
N gleich große Datensa¨tze, so genannte Bins, aufgeteilt und deren Mittelwerte ri,







(ri − r)2 (4.1)
der Mittelwerte ri, wobei r den Mittelwert des gesamten Datensatzes bezeichnet. Fu¨r
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Bei genu¨gend großen Bins ist sichergestellt, daß die in Kapitel C.4 angesprochene Feh-
lerabscha¨tzung des Markov-Prozesses ∝ 1√
N
Gu¨ltigkeit besitzt.
Bei den ho¨heren Wechselwirkungen ergeben sich beim PQMC mit Hopping zum u¨ber-
na¨chsten Nachbarn tendenziell niedrigere Grundzustandsenergien als bei Rechnungen
mit vergleichbaren Diagonalisierungsverfahren (siehe dazu auch [Fet98] Kapitel 4). Mit-
telt man jedoch beispielsweise bei der Verteilung fu¨r das 4×4-System mit U = 6 aus
Abb. 4.2(b) nur u¨ber das Verteilungsmaximum und ignoriert die Ausreißer, ergeben
sich nahezu u¨bereinstimmende Werte, wie man in Tabelle 4.2 sieht. Der gleiche Effekt
kann erreicht werden, wenn man nur die Verteilung der Beitra¨ge mit positivem Skalar-
produkt der propagierten Slaterdeterminanten betrachtet, wie man weiter der Tabelle
entnehmen kann. Der Mittelwert a¨ndert sich auch nicht durch eine Beschra¨nkung des
Wertebereiches. Die Einschra¨nkung des zula¨ssigen Bereiches auf das in Abb. 4.2(b)
zu sehende Intervall ist dabei zugegebenermaßen willku¨rlich. Was damit aber gezeigt
werden kann ist, daß die Mo¨glichkeit existiert, auch ohne eine Korrektur durch das Vor-
zeichen einen Wert in der Gro¨ßenordnung der exakten Diagonalisierung berechnen zu
ko¨nnen.
Bei der Energieverteilung im 6×6-System mit U = 4 aus Abb. 4.4(a) gelingt eine Kor-
rektur durch Weglassen der Beitra¨ge mit negativem Skalarprodukt bzw. Beschra¨nkung
des zula¨ssigen Wertebereiches fu¨r die E(σ) nicht mehr ganz so gut. Eine U¨bereinstim-
mung mit dem Wert der stochastischen Diagonalisierung innerhalb der gu¨ltigen Fehler
des PQMC ergibt sich bei keinem der vier unterschiedlichen Mittelungsmethoden. Der
korrigierte Wert bewegt sich aber immerhin schon einmal in Richtung des Diagonali-
sierungsergebnisses, wie man wieder in Tabelle 4.2 erkennt. Die bleibende Abweichung
kann ihre Ursache in einem zu kurzen Simulationslauf fu¨r das PQMC haben. Es ist aber
auch mo¨glich, daß die stochastische Diagonalisierungsrechnung auf zu wenig Basisvek-
toren beruht [Fet98].
4.2 Erwartungswerte fu¨r ODLRO
Fu¨r die Analyse der Histogramme u¨ber die Erwartungswerte zur Bestimmung einer su-
praleitenden Korrelation ergibt sich im Gegensatz zu den Verteilungen u¨ber die Energie
eine zusa¨tzliche Schwierigkeit. Wie man an Gleichung (2.27) sieht, setzt sich die Vertex-
Korrelationsfunktion CV bereits aus mehreren zu messenden 〈〈c†icj〉〉MC zusammen. Es
werden in diesem Abschnitt daher nur die Beitra¨ge zur Doppelsumme C der Monte-
Carlo-Meßwerte der unkorrigierten Zwei-Teilchen-Korrelationsfunktionen aus 2.23 u¨ber
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Parameter U sign min. max.
2 1 0.00 0.19
L = 16
〈sign〉 = 0.57 -1 0.01 0.21
t′ = −0.22 4 1 -1.16 1.58




2 1 -0.35 0.38
L = 36
〈sign〉 = 0.017 -1 -0.21 0.21
t′ = −0.22 4 1 -0.95 2.16















Tabelle 4.3: Maximale und minimale Beitra¨ge zu C
Ein Vergleich mit in der Literatur vero¨ffentlichten Vertex-Korrelationsfunktionen CV ,
die sich auf [Fet98] beschra¨nken muß, ist so nur durch Addition der Vertexkorrektur C
mo¨glich. Da diese wie gesagt selbst eine Summe u¨ber Mittelwerte ist, ko¨nnen davon nicht
ohne weiteres Verteilungen angefertigt werden. Deshalb wurde deren in den PQMC-
Simulationen berechneter Mittelwert verwendet. Die dabei wohl einfließenden starken
Ausreißer, wie sie die Histogramme in Abb. 4.7-4.8 vermuten lassen, wurden mittels der
’Binning’-Fehlerrechnung aus Abschnitt 4.1 mit jeweils 20 Bins beru¨cksichtigt. Da der
Fehler sehr klein wird, scheinen sich bei der Vertexkorrektur die Extrembeitra¨ge sehr
gut herauszumitteln. Das beschriebene Vorgehen kann also als eher unproblematisch
angesehen werden.
Die Diagramme wurden fu¨r die Parameter, fu¨r die Vergleichswerte vorlagen, um C auf
der horizontalen Achse verschoben. So ist ein direkter Vergleich mit den in [Fet98]
angegebenen CV mo¨glich, die ebenso wie die Energieerwartungswerte bei den 4×4-
Systemen mittels Lanczos-Diagonalisierung und bei den 6×6-Systemen mittels eines
stochastischen Diagonalisierungsverfahrens berechnet wurden. Sie sind in den nachfol-














<sign> = 1.00, sign = 1
<sign> = 0.92, sign = 1
<sign> = 0.57, sign =1














<sign> = 0.92, sign = -1
<sign> = 0.57, sign = -1
(b) 〈ΨP (σL)|ΨP (σR)〉 > 0
Abbildung 4.6: Beitra¨ge zur d-Wellen-Korrelation, Systemparameter L = 16, U = 2, τ =
1
8 , 〈n〉 = 0.625 bei insgesamt 64 ’Trotter-Slices’, verschiedene 〈sign〉 durch unterschiedliche
Testwellenfunktionen (siehe Haupttext), LD kennzeichnet Erwartungswert einer Lanczos-
Diagonalisierungsrechnung, Fehler der PQMC-Vertexkorrektur um die die Verteilungen
verschoben sind ≈ 1 · 10−5, hk ≈ 2 · 10−4 bei allen Graphen
genden Abbildungen ebenfalls wieder mittels einer vertikalen Linie eingezeichnet. Bei
den 6×6-Systemen kommt analog zur Situation bei den Betrachtungen zu den Ener-
gieerwartungswerten zusa¨tzlich zu der bei der Vertexkorrektur gemachten Fehlern noch
ein absoluter Ablesefehler von ±2 · 10−3 fu¨r die CV hinzu, da diese wieder aus einem
Graphen in [Fet98] stammen.
Die Daten wurden mit denselben Simulationen gewonnen, die auch die Histogramme
u¨ber die Energie geliefert haben. Beginnt man wieder bei der Systemgro¨ße 4×4, so er-
kennt man in Tabelle 4.3, daß die Betra¨ge der Ausreißer in den einzelnen Simulationen
teilweise noch gro¨ßer sind als in den Energie-Verteilungen, obwohl C abha¨ngig von den
genauen Simulationsparametern um fast zwei Gro¨ßenordnungen kleiner ist als E/L. Da
CV um noch eine Gro¨ßenordnung kleiner ist als die unkorrigierte d-Wellen-Korrelation,
ko¨nnen diese Ausreißer bei ohnehin schon kleinem 〈sign〉 die numerische Berechnung
ga¨nzlich versagen lassen. Im Gegensatz zur Energieberechnung, die sich aus Matrix-
elementen in der Na¨he der Hauptdiagonalen der Matrix G in (3.2) zusammensetzt,
































(b) U=6, 〈sign〉 ≈ 0.42, hk ≈ 4 · 10−3
Abbildung 4.7: Beitra¨ge zur d-Wellen-Korrelation, Systemparameter L = 16, τ = 18 ,
〈n〉 = 0.625 bei insgesamt 64 ’Trotter-Slices’, LD kennzeichnet den Erwartungswert ei-
ner Lanczos-Diagonalisierungsrechnung, Fehler der PQMC-Vertexkorrektur, um die die
Verteilungen verschoben sind ≈ 9 · 10−5
enthalten die supraleitenden Korrelationen auch Matrixelemente abseits davon. Daß
bei deren Berechnung nun die Histogramm-Streuung zunimmt, ist wiederum ein Indiz
fu¨r numerische Schwierigkeiten bei der Berechnung von D bzw. D−1 in (B.8), letztere
geht bei der Berechnung von G ja entscheidend mit ein.
In Abbildung 4.6 sind die Histogramme von C im 4×4-Gitter mit U = 2 zu sehen. Wie
schon bei den Energiehistogrammen gilt auch fu¨r die d-Wellen-Korrelation, daß die
Verteilungen bei verschiedenen Testwellenfunktionen, welche dann ein unterschiedliches
〈sign〉 mit sich bringen, in etwa gleich bleiben. Die Simulationen fu¨r U = 2 bei kleiner
Gittergro¨ße zeichnen sich also auch bei der Berechnung der d-Wellen-Korrelation nicht
nur dadurch aus, daß es eine Testwelle gibt, bei der kein negatives Vorzeichen auftritt,
sondern zusa¨tzlich dazu auch durch eine stabile Berechnung der Erwartungswerte selbst
bei ungeeigneten Testwellenfunktionen. Dies a¨ußert sich darin, daß keine Beitra¨ge von
Hubbard-Stratonovich-Feldern auftreten, die extrem vom Wert abweichen, bei dem sich
das Maximum der Verteilung befindet (siehe dazu Tabelle 4.3).
Die Histogramme fu¨r die d-Wellen-Symmetrie in den 6×6-Gittern sind fu¨r alle Werte der













<sign> = 1.00, sign = 1
<sign> = 0.29, sign = 1
<sign> = 0.017, sign = 1















<sign> = 0.29, sign = -1
<sign> = 0.017, sign = -1
(b) 〈ΨP (σL)|ΨP (σR)〉 > 0
Abbildung 4.8: Beitra¨ge zur d-Wellen-Korrelation, Simulationsparameter L = 36, U = 2,
τ = 18 , 〈n〉 = 0.72 bei insgesamt 64 ’Trotter-Slices’, verschiedene 〈sign〉 u¨ber unter-
schiedliche Testwellenfunktionen, LD kennzeichnet den Erwartungswert einer Lanczos-
Diagonalisierungsrechnung, Fehler der PQMC-Vertexkorrektur, um die die Verteilungen






[×10−3] [×10−3] sign=1 [×10−3] sign=1 IB
[×10−3] [×10−3]
4 3.4 4.3 ± 0.6 3.6 ± 0.3 2.4 ±0.2 2.6±0.2 [-0.1,0.15]
16 6 4.8 3.4 ± 2.0 1.2 ± 0.8 3.8±0.7 3.1±0.4 [-0.2,0.3]
6 (lang) 4.8 5.5 ± 1.8 3.6 ± 0.6 2.6±0.5 3.0±0.2 [-0.2,0.3]
36 2 1.3 ± 0.1 1.2 ± 0.04 1.2 ±0.03 1.2± 0.03 1.2± 0.03 [-0.03,0.04]
Tabelle 4.4: CV aus dem PQMC und der Lanczos- bzw. stochastischen Diagonalisierung.
Der Index b bezeichnet Mittelung beschra¨nkt auf das Intervall IB (siehe Haupttext), sign=1
heißt Mittelung u¨ber Daten mit positivem Skalarprodukt der propagierten Slaterdetermi-
nanten, Fehlerrechnung mit 100 Bins

















(a) U=4, 〈sign〉 ≈ 0.29, SD kennzeich-
net Erwartungswert einer stochastischen
Diagonalisierungsrechnung, Fehler PQMC-
Vertexkorrektur (Verschiebung!) ≈ 3 · 10−4,














(b) U=6, 〈sign〉 ≈ 0.02, hk ≈ 3 · 10−3
Abbildung 4.9: Beitra¨ge zur d-Wellen-Korrelation, Simulationsparameter L = 36, τ = 18 ,
〈n〉 = 0.72 bei insgesamt 64 ’Trotter-Slices’, sign = sign(〈ΨP (σL)|ΨP (σR)〉)
elektronischen Wechselwirkung wieder qualitativ mit den entsprechenden Energievertei-
lungen in den Abbildungen 4.3-4.4 vergleichbar, wenn auch die Ra¨nder der Verteilungen
generell weiter ausfasern. Wo und mit welchem Vorzeichen große Ausreißer auftreten,
scheint dabei nur durch die konkrete Markov-Kette festgelegt. Simulationen mit unter-
schiedlichem Seed-Wert des Zufallszahlengenerators zeigen dabei jedoch a¨hnliches Ver-
halten, wovon man sich durch Hinzuziehen der Abbildungen in Anhang A u¨berzeugen
kann. Die Ausreißer in den Verteilungen von C fu¨r unterschiedliche Testwellenfunktio-
nen (also kleiner werdendem 〈sign〉) machen sich schon bei U = 2 bemerkbar, was bei
den Energie-Histogrammen nicht der Fall war. Die Stabilita¨t der Messung mittels B.8
geht demnach mit zunehmender Systemgro¨ße schon bei kleineren Wechselwirkungen
verloren. Wie schnell dies geschieht, ha¨ngt dabei auch von der konkreten Observablen
ab, wie der Vergleich zwischen dem Verhalten von E und C bei L = 36 und U = 2
zeigt.
Die Verteilungen zu den 8×8-Systemen bieten ebenfalls keine Besonderheiten, wieder














(a) U=2, 〈sign〉 ≈ 0.99,



































(c) U=6, 〈sign〉 < 0.1, hk ≈
2 · 10−3
Abbildung 4.10: Beitra¨ge zur d-Wellen-Korrelation, Simulationsparameter L = 64, τ = 18 ,
〈n〉 = 0.72 bei insgesamt 64 ’Trotter-Slices’
erscheinen die Maxima von Histogrammen, die sign=1 produzieren und derjenigen, die
ein negatives Skalarprodukt liefern, nahezu deckungsgleich. Dies ist ja auch zu erwarten,
wenn 〈sign〉 sehr kleine Werte annimmt. Denn nur so kann u¨berhaupt ein endlicher
Wert fu¨r C entstehen. Das Fehlen von Vergleichswerten aus anderen Verfahren la¨ßt
daher weitergehende Betrachtungen nicht zu. Es bleibt dabei anzumerken, daß auch
die Verteilungen der besprochenen Erwartungswerte in gro¨ßeren Systeme mit bis zu
16×16 Gitterpla¨tzen a¨hnliches Verhalten zeigen. Die Betrachtungen zu den Verteilungen
von CV la¨ßt sich also wie folgt zusammenfassen. Wo Vergleichswerte, gewonnen aus
exakten bzw. stochastischen Diagonalisierungsverfahren vorliegen, sind die Maxima der
entsprechenden Verteilungen von C in etwa in deren Na¨he. Das Auftreten von negativen
Vorzeichen erscheint dabei nicht als Korrektur, um den richtigen Erwartungswert zu
bekommen, sondern eher als ein Artefakt der Na¨herungen.
Auch fu¨r CV soll die Entwicklung des Erwartungswertes hinsichtlich der Beschra¨nkung
des zula¨ssigen Wertebereiches der Einzelbeitra¨ge und dem Verwerfen der Beitra¨ge mit
negativem Skalarprodukt der propagierten Wellenfunktionen dargestellt werden. Die
Vertexkorrektur muß dabei wie schon beim Verschieben der Verteilungen als vorgege-
ben betrachtet werden. Es konnte bisher bei den Verteilungen fu¨r das 4×4-Gitter mit
Wechselwirkungen U ≥ 4 aus Abb. 4.7 keine gute U¨bereinstimmung mit den Ergebnis-
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sen aus anderen Verfahren zur Grundzustandsuntersuchung beobachtet werden [Fet98].
In der Tat ist das PQMC-Ergebnis mit 4.3 bei U = 4 viel zu hoch, wie man in Ta-
belle 4.4 nachlesen kann. Der relative Binning-Fehler liegt dabei etwa bei 0.6, ist aber
dennoch zu klein, um noch von einer U¨bereinstimmung mit dem Resultat der Lanczos-
Diagonalisierung sprechen zu ko¨nnen. Dagegen ist der Mittelwert, wenn er nur u¨ber
die Beitra¨ge mit positivem Skalarprodukt gewonnen wird, deutlich na¨her am Resultat
der Lanczos-Diagonalisierung, wie man weiter der Tabelle entnimmt. Die Beschra¨nkung
der Mittelwertbildung auf einen Wertebereich um das Maximum bringt bei Mitnahme
aller Beitra¨ge einen zu niedrigen Wert im Vergleich zum Ergebnis der exakten Diagona-
lisierung. Die beschra¨nkte Mittelwertbildung nur u¨ber die Beitra¨ge, die bei positivem
Vorzeichen des Skalarproduktes der propagierten Wellenfunktionen auftraten, ergibt
ebenfalls einen viel zu kleinen Wert.
Die Probleme mit den großen Beitra¨gen mit negativem Vorzeichen werden ersichtlich,
wenn man sich Tabelle 4.3 ansieht. Der Betrag des kleinsten negativen Wertes ist sehr
viel gro¨ßer als der Wert des gro¨ßten positiven Beitrages. Da die Werte noch mit dem
Vorzeichen des Skalarproduktes der propagierten Wellenfunktionen multipliziert wer-
den, kann dies den großen Wert fu¨r CV erkla¨ren. Es zeigt sich auch, daß das Binning
solche Fehler wohl eher unterscha¨tzt. Dabei sind die Abschneidegrenzen bei der Mittel-
wertbildung mit eingeschra¨nktem Wertebereich der einzelnen Beitra¨ge recht willku¨rlich
gewa¨hlt. Alleine dadurch ist es mo¨glich, das Ergebnis fu¨r CV als Differenz zweier um
eine Gro¨ßenordnung ho¨herer Erwartungswerte, stark zu vera¨ndern. Bei dem Vorgehen,
sich auf den Wertebereich zu beschra¨nken, in dem das Maxima der Verteilung liegt,
wird die U¨bereinstimmung mit demWert des Lanczos-Diagonalisierungsergebnisses eher
schlecht. Dabei fa¨llt es vor allem schwer, die Asymmetrie der Verteilungsflanken richtig
einzuscha¨tzen. Die U¨berlegungen zeigen aber wiederum, daß es nicht unbedingt einer
Korrektur durch das Vorzeichen bedarf, um die Ergebnisse zumindest fu¨r einen etwas
umfangreicheren Parameterbereich konsistenter zu machen.
Beim 4×4-System mit U = 6 stimmt der PQMC-Werte innerhalb des Fehlers mit dem
Lanczos-Wert u¨berein. Dabei werden jedoch die Binning-Fehler insgesamt sehr hoch,
wie man wieder in Tabelle 4.4 sieht. Die Rechnung liefert allerdings keinen ausrei-
chend großen Wert, um das Ergebnis des Erwartungswertes, wenn nur Beitra¨ge mit
positivem Skalarprodukt der propagierten Slaterdeterminanten verwendet werden, in
Einklang mit dem Resultat der Lanczos-Diagonalisierung zu bringen. Dies kann etwas
korrigiert werden, wenn man den zula¨ssigen Wertebereich auf den in Abb. 4.7(b) zu
sehenden Abschnitt einschra¨nkt. Dies verbessert auch den Wert fu¨r CV mit der korrek-
ten Behandlung des Vorzeichens der Skalarprodukte, allerdings nimmt der Fehler dabei
sta¨rker ab als eine Konvergenz in Richtung Lanczos-Ergebnis erfolgt. Dies unterstreicht,
daß die Fluktuationen am Rand der Verteilung sehr viel mehr fu¨r die Abweichung vom
Mittelwert verantwortlich sind als die Beitra¨ge im Verteilungsmaximum. Dabei weist
der zugelassene Wertebereich bei der beschra¨nkten Mittelwertbildung wie schon bei
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U = 4 eine Asymmetrie hin zu positiven Werten auf, welche allerdings auch im Abfall
der Verteilungsflanken zu sehen ist.
Wegen des doch sehr hohen Fehlers fu¨r das PQMC-Ergebnis wurde ein Kontrollauf fu¨r
U = 6 mit 5 · 106 MCS durchgefu¨hrt, wobei 1 · 106 MCS fu¨r das Einlaufen der Markov-
Kette in den Gleichgewichtszustand reserviert waren. Wie man durch Vergleich von
Abbildung 4.7(b) mit Abbildung A.3 in Anhang A sieht, unterscheiden sich die Ver-
teilungsmaxima der beiden La¨ufe nur marginal. Bei dem la¨ngeren Lauf ergab sich ein
mittleres Vorzeichen von 〈sign〉 ≈ 0.4 , das 〈sign〉 blieb also nahezu konstant. Dage-
gen weicht die Vertexkorrektur (≈ 0.502) schon in der dritten Nachkommastelle vom
Wert in den ku¨rzeren La¨ufen ab (≈ 0.504). Durch die Differenzbildung ist diese gera-
de die erste Nachkommastelle von CV . Dies kann als ein starkes Indiz dafu¨r gewertet
werden, daß die Markov-Kette des ersten Laufes noch nicht vollsta¨ndig in die Gleichge-
wichtverteilung gefunden hatte. Die Binning-Fehler nehmen im Vergleich zur Zunahme
der Rechenzeit (Faktor 5) allerdings nur schwach ab. Dafu¨r sind vermutlich die Fluk-
tuationen an den Verteilungsra¨ndern verantwortlich, die auch mit einer Erho¨hung der
Rechenzeit nur schwer in den Griff zu bekommen sind. Am meisten von der aufwendige-
ren Rechnung profitiert der Wert nur u¨ber die Beitra¨ge, die bei positivem Vorzeichen des
Skalarproduktes der propagierten Wellenfunktionen auftreten. Er ist zwar auch inner-
halb der Fehler noch kleiner als das Lanczos-Ergebnis, zeigt aber einen Trend, dorthin
zu konvergieren. Auch verhalten sich die Mittelwerte bei eingeschra¨nktem Wertebereich
fu¨r die Einzelbeitra¨ge jetzt analog zu denjenigen bei U = 4; sie sind beide kleiner als die
analogen Mittelwerte u¨ber alle Beitra¨ge. Dies kann allerdings auch wieder mit den eher
willku¨rlich festgelegten Grenzen fu¨r den zugelassenen Wertebereich liegen. Insgesamt
wird deutlich, daß mit zunehmender Wechselwirkung U die Monte-Carlo-Statistik nicht
nur unter einem abnehmendem mittleren Vorzeichen leidet, sondern sich wohl auch
durch eine fu¨r die Methode eher ungeeignet entwickelnde Wahrscheinlichkeitsverteilung
im Phasenraum verschlechtert.
Beim 6×6-System mit U = 2 in Tabelle 4.4 fa¨llt auf, daß die Binning-Fehler um ei-
ne Gro¨ßenordnung kleiner sind als beispielsweise bei den gro¨ßeren Wechselwirkungen
im 4×4-System. Dabei galt 〈sign〉 = 1; konvergente La¨ufe zeichnen sich wie bereits
mehrfach erwa¨hnt eben gerade auch durch ein hohes mittleres Vorzeichen aus. Die Ein-
schra¨nkung des zula¨ssigen Wertebereiches a¨ndert ebenso nicht viel am Erwartungswert,
der ohnehin ganz gut mit dem Wert der stochastischen Diagonalisierung u¨bereinstimmt.
Bei U = 4 geht die Stabilita¨t schon so weit verloren, daß Werte von CV zu einem einzel-
nen Lauf mit den eingangs des Abschnittes angegebenen MCS nur mit einem relativen
Binning-Fehler von 0.6 angegeben werden ko¨nnten. Dieser wird zwar kleiner, wenn man
die Mittelwertbildung nur u¨ber positives Vorzeichen vornimmt; die Werte sind dann je-
doch durchweg niedriger als in der stochastischen Diagonalisierung berechnet. Es gelingt
nicht mehr, nur durch genauere Analyse eines einzelnen Monte-Carlo-Laufes, mit deut-
lich herabgesetztem Rechenaufwand noch konsistente Ergebnisse zu erzielen. Deshalb


























L=36, U=4, t = -0.22
Abbildung 4.11: Beitra¨ge zu E/L, ΨP (σ) bezeichnet durch das Hubbard-Stratonovich-
Feld σ propagierte und anschließend orthonormierte Wellenfunktion, ΨP = Ψ
↑
P ⊗ Ψ↓P ,
horizontale Linien bezeichnen Erwartungswert der Lanczos- bzw. stochastischen Diagona-
lisierungsrechnungen
wurde auch auf die Angabe der Erwartungswerte an dieser Stelle verzichtet.
4.3 Numerische Beobachtungen
4.3.1 Orthogonalita¨t der Slaterdeterminanten
In den vorangegangenen Abschnitten wurde mehrmals auf die Problematik der Matrix-
invertierung bei der Erwartungswertbildung hingewiesen. Das Wicksche Theorem, das
dabei Verwendung findet (siehe dazu auch Kapitel B.2) ist dabei nur fu¨r nicht or-
thogonal zueinander stehende Slaterdeterminanten anwendbar. Wie in Abb. 4.11 zu
sehen, treten große Ausreißer tatsa¨chlich ausschließlich bei den kleineren Skalarproduk-
ten 〈ΨP (σL)|ΨP (σR)〉 auf. Eine Gro¨ßenordnung von 10−6 bis 10−7, die sich auch schon
als Genauigkeit bei der Berechnung von (3.16) ergab, kann hier auch als grobe Grenze
dienen, unterhalb welcher einzelne extreme Beitra¨ge zum Mittelwert auftauchen. Ein
Verwerfen der Beitra¨ge derjenigen Ising-Felder, die ein Skalarprodukt kleiner als diesen
Wert ergeben, kann allerdings durch die Verteilungen in Abb. 4.11 nicht gerechtfertigt
werden.
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Die Asymmetrie der Ausreißer in manchen Verteilungen kann man dadurch erkla¨ren,
daß erst bei der Berechnung der Umkehrmatrix die Richtigkeit des Vorzeichens verloren
geht. Denn dann entsteht neben der tatsa¨chlichen Verteilung eine weitere mit umge-
kehrtem Vorzeichen, die allerdings durch die Normierung unterdru¨ckt wird. Anzumer-
ken bleibt dabei, daß Ausreißer auch schon bei den Systemen mit Halbfu¨llung auftraten
(siehe Abb. 3.4(c)), und dort δ aus 3.16 ohne Zuhilfenahme von D−1 berechnet wurde.
Jedoch du¨rfte eine anschließende Umkehrmatrixbildung fu¨r numerische Instabilita¨ten
noch anfa¨lliger sein als die alleinige Berechnung der Determinante D zur Bestimmung
des Skalarproduktes.
Bei der ganzen Betrachtung bleibt es allerdings fraglich, ob es sich bei den extremen
Beitra¨gen tatsa¨chlich um numerische Ausreisser handelt oder ob es sich nicht doch
etwa um relevante Beitra¨ge zum Mittelwert handelt. Um die Situation na¨her zu be-
leuchten, wurden Simulationen durchgefu¨hrt, bei denen die Energie als Monte-Carlo-
Gewicht diente. Analog Gleichung (2.18) schreibt sich die Summation u¨ber die Isingfel-
der σges = {{σ}, {σ′}} dabei zu
〈E〉MC =
∑









w′ = | 〈σ|E|σ′〉〈σ|σ′〉 | dient dabei als neues Monte-Carlo-Gewicht. Da dieses ebenfalls nicht






in den Erwartungswert geschoben werden. Dieses Vorgehen hat unter anderem den
Nachteil, daß man nur jeweils einen einzigen physikalischen Erwartungswert in einem
Simulationslauf direkt berechnen kann.
Das Mitprotokollieren des Monte-Carlo-Gewichtes ergab, daß die Simulationen Feld-
konfigurationen finden, fu¨r die w′ Werte annimmt, die sehr stark vom Mittelwert 〈E〉
abweichen. Diese sind noch einmal deutlich ho¨her als die Extremwerte beim Standard-
Sampling. Die Simulationen frieren deshalb an diesen Phasenraumpunkten ein, daß
Monte-Carlo-Sampling insgesamt versagt. Diese extremen Werte nehmen dabei mit stei-
gender Wechselwirkung und Systemgro¨ße zu. Erwa¨hnenswert dabei ist, daß beispiels-
weise das 4×4-System fu¨r U = 2 erst gar keine solchen Ausreißer findet, selbst wenn
man mit sehr vielen MCS simuliert. Dies erkla¨rt dann auch deren Fehlen im Standard-
Verfahren. Die Extremwerte treten gerade wieder bei kleinen Skalarprodukten ν der
propagierten und danach orthonormierten Wellenfunktionen, also ν = 〈ΨP (σ)|ΨP (σ′)〉,
auf. Fu¨r die kleinsten Werte bei denen die Simulationen einfroren, galt beispielsweise
bei U = 6, ν ≈ 10−9 beim 4×4-System und ν ≈ 10−30 beim 10×10-System. Dadurch
werden sie auch vom Standard-Sampling eher vermieden, da das kleine ν mit großer
Wahrscheinlichkeit auch nur ein kleines w = |ρ · ν| zur Folge hat, wenn ρ den Beitrag
der oberen Dreiecksmatrizen aus den Gram-Schmidt-Zerlegungen zum Monte-Carlo-
Gewicht bezeichnet.
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Diese Simulationen lassen es doch als sehr Wahrscheinlich erscheinen, daß die Extrem-
beitra¨ge auch im Standard-Sampling ein Artefakt der Rechnung sind und keine phy-
sikalische Bedeutung haben. Da mit dem Betrag auch das Vorzeichen dieser Beitra¨ge
eher zufa¨llig ist, sind diese zumindest ein Teil des Vorzeichenproblems. Zu erwa¨hnen
bleibt dabei, daß auch die Simulation aus Abschnitt 3.2.4, die sich auf rationale Zah-
len beschra¨nkt, beim Sampling mit Hilfe von (4.4) große Monte-Carlo-Gewichte findet.
Allerdings sind diese nicht ganz so extrem wie in den Fließkommarechnungen. Man
muß dazu aber wieder erwa¨hnen, daß die Rechenzeiten nur sehr kurz waren. Die In-
stabilita¨t beim Messen ist demnach jedoch sicherlich auch auf die Na¨herungen in den
Zerlegungen von exp(−ΘH) zuru¨ckzufu¨hren und beruht nicht alleine auf numerischen
Problemen. Bemerkenswert dabei ist auch, daß die Simulationen u¨ber (4.4) mit U < 0
ebenso wie beim quadratischen System mit L = 16 und U = 2 erst gar keine extrem
großen Monte-Carlo-Gewichte w′ produzieren. Die Symmetrie zwischen den Elektronen
mit unterschiedlicher Spinrichtung unterla¨uft dort also nicht nur das Vorzeichenproblem
sondern verhindert auch Konfigurationen, die problematische Meßwerte liefern.
4.3.2 Singular Value Decomposition
Wie kann man sich erkla¨ren, daß die Verteilungen fu¨r positives und negatives Vorzeichen
so gut zusammenpassen? Dazu werden zuerst die die Propagation erzeugenden Matri-
zen P (σ)ds betrachtet, wobei s ∈ {↑, ↓} den Elektronenspin und d ∈ {L,R} zwischen
der Propagation in 〈 | (≡ L) und | 〉 (≡ R) von 〈exp(−θH)ΨT | exp(−θH)ΨT 〉 un-
terscheidet. Das Gesagte gilt analog fu¨r beide Spinrichtungen, darum kann der Index s
ab jetzt fallengelassen werden. Durch die Asymmetrie des Hubbard-Stratonovich-Feldes
sind die einzelnen P (σ)d ebenfalls nicht symmetrisch, ko¨nnen also nicht diagonalisiert
werden. Stattdessen ist es aber mo¨glich, eine Singula¨rwertzerlegung




mit orthogonalen L×L-Matrizen Ud = (u1, . . . , uL) und Vd = (v1, . . . , vl) durchzufu¨hren
[Gol89]. Man gewinnt beim Mitprotokollieren der Singula¨rwerte den Eindruck, daß die
Projektionseigenschaft von Pd gerade darin zum Ausdruck kommen, daß fu¨r genu¨gend
großes Θ
sd1 À sd2 À . . .À sdL (4.6)
gilt, wobei sdi > 0 fu¨r alle i ist. Allerdings ist dabei anzumerken, daß auch einzelne
Hubbard-Stratonovich-Felder auftauchen, fu¨r die (4.6) nur eher schlecht zutrifft. La¨ßt
man diese außer Betracht und schreibt die Testwellenfunktion zu ΨT = (Ψ1, . . . ,ΨN),
wenn N die Anzahl der Elektronen gleichen Spins bezeichnet, gilt fu¨r die propagierte
Testwellenfunktion ΨdP = (Ψ
′d








j〈vdj |Ψj〉 ≈ sdi 〈vdi |Ψdi 〉udi . (4.7)
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Dabei wurde fu¨r die Na¨herung (4.6) benutzt und auch schon beru¨cksichtigt, daß auf
Grund der Orthonormierung die udj mit j > i aus der Summe na¨herungsweise herausge-
rechnet sind. Da die si > 0 sind, ist das Vorzeichen der Propagation letztlich nur durch
die 〈vdi |ψdi 〉 und
O = sign(det(〈uLi |uRj 〉)) (4.8)
festgelegt.
Fu¨hrt man nun eine Simulation mit der Testwellenfunktion ΨT = Ψ
T
WW=0 bei U = 2
durch und protokolliert parallel dazu das Monte-Carlo-Gewicht fu¨r die in Kapitel 4.1
schon besprochenen verrauschten Startwellen ΨT = Ψ
T
noise, erha¨lt man die in Abb. 4.12
und 4.13 mit Laufi bezeichneten Verteilungen. Der Index i soll fu¨r das indirekte Samp-
ling u¨ber ΨT = Ψ
T
WW=0 stehen. Zum Vergleich sind die Gewichte aus den Simulationen,
die direkt mit ΨT = Ψ
T
noise gerechnet wurden und als Laufd bezeichnet sind, jeweils
dazugestellt. Der Index d steht dabei fu¨r direktes Sampling. Wie man erkennt, liegen
die Monte-Carlo-Gewichte der Felder, die mittels indirektem Sampling erzeugt werden,
beim direkten Lauf noch gut im Maximum der Verteilung. Sie sollten also auch dort mit














Laufd, <sign> = 0.92














Laufd, <sign> = 0.57, sign = 1
Laufi, <sign> = 0.09, sign = 1
Abbildung 4.12: Monte-Carlo-Gewichte aus direktem (Laufd) und indirektem (Laufi)
Sampling (siehe dazu Haupttext), zwei verschiedene Testwellenfunktionen, bei kleinem
〈sign〉 nur Beitra¨ge fu¨r gleiches Vorzeichen des Skalarproduktes der propagierten Wellen-
funktionen. Simulationsparameter U = 2, L = 16, t′ = −0.22, τ = 18 , 〈n〉 = 0.63, τ = 1/8
bei insgesamt 64 Trotter-Slices, hk ≈ 3 · 10−2.
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daß die in (B.8) eingehenden ΨdP zuvor orthonormiert werden. Denn die u
d
i ha¨ngen nur
vom Hubbard-Stratonovich-Feld ab und die 〈vdi |ψi〉 gehen durch die Orthonormierung
nur noch u¨ber das Vorzeichen ein, wenn (4.7) gilt, da Ud bereits eine Orthogonalmatrix
ist. Dann ko¨nnen sich die Beitra¨ge einzelner Ising-Feldkonfigurationen von ΨT = ΨWW=0
und ΨT = Ψnoise nur u¨ber das Vorzeichen unterscheiden. Genau dies ist in den in Abb.
4.6 gezeigten Histogrammen auch zu sehen.
Anzumerken bleibt, daß 〈sign〉 fu¨r ΨT = ΨTnoise bei der Simulation, wo die σ-Felder u¨ber
ΨT = Ψ
T
WW=0 erzeugt wurden, deutlich niedriger war, als in den La¨ufen, wo ΨT = Ψ
T
noise
direkt das MC-Gewicht bestimmte. Das Auswandern der Verteilung der Gewichte nach
rechts in den Abb. 4.12 und 4.13 beim direkten Sampling entscha¨rft demnach die Vor-
zeichenproblematik. Die dafu¨r verantwortlichen Felder, die beim indirekten Sampling
noch nicht auftraten, sollten daher fu¨r die vorherige Betrachtung zum Vorzeichen keine
gro¨ßere Rolle spielen.
Das gerade beschriebene Verhalten wird durch Hubbard-Stratonovich-Felder, fu¨r die













Laufd, <sign> = 0.29, sign = -1













Laufd, <sign> = 0.02, sign = 1
Laufi, <sign> = 0.01, sign= 1
Abbildung 4.13: Monte-Carlo-Gewichte aus direktem (Laufd) und indirektem (Laufi)
Sampling (siehe Haupttext), zwei verschiedene Testwellenfunktionen, bei kleinem 〈sign〉
nur Beitra¨ge fu¨r gleiches Vorzeichen des Skalarproduktes, welches das MC-Gewicht fest-
legt, Simulationsparameter U = 2, L = 36, t′ = −0.22, τ = 18 , 〈n〉 = 0.72, τ = 1/8 bei
insgesamt 64 Trotter-Slices , hk ≈ 4 · 10−2.
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i < N nicht mehr hinreichend gut erfu¨llt. Die Einflu¨sse von noch tiefer liegenden Sin-
gula¨rwerten ko¨nnen jedoch weiter vernachla¨ssigt werden. Dies zeigten Versuche, die
Propagation auf die ersten N Singula¨rwerte zu beschra¨nken. Ein solches Vorgehen hat-
te kaum Auswirkungen auf die Erwartungswerte allerdings auch nicht auf das Verhalten
der Simulation bezu¨glich der Vorzeichenproblematik. Zusammengefaßt la¨ßt sich sagen,
daß mit gro¨ßer werdenden Θ und U die sich ergebenden Matrizen Ud(σ) und V d(σ)
aus den Singula¨rwertzerlegungen u¨ber die Skalarprodukte 〈vdi |ψi〉 und Vorzeichen in
(4.8) Konfigurationen mit negativem Skalarprodukt der propagierten Wellenfunktionen
wahrscheinlicher machen.
Eine mo¨gliche Lo¨sung fu¨r das Vorzeichenproblem ko¨nnte nun darin bestehen, ein Ensem-
ble von Ud(σ) und V d(σ) mit großem Gewicht aus einer beliebigen Testwellenfunktion
zu erstellen und in einem weiteren Optimierungsschritt eine Testwelle ΨˆT daran anzu-
gleichen, die ein negatives Vorzeichen in (4.8) mo¨glichst oft u¨ber die 〈vdi |ψˆi〉 kompensiert.
Versuche mit Hilfe eines Simulated Annealing Algorithmus (siehe Anhang C) eine sol-
che Wellenfunktion zu finden, brachten allerdings keinen Erfolg. Dabei wurde mit der
Testwellenfunktion gestartet u¨ber die auch die mitprotokollierten SVD-zerlegten Propa-
gationsoperatoren erzeugt wurden. Ein Move-Versuch bestand nun aus der Anwendung
einer ebenen Rotation auf die jeweils gleichen zwei Koordinaten der Einteilchenzusta¨nde
der Slaterdeterminanten um einen Winkel φ. Der Rotationswinkel wurde dabei zufa¨llig
aus einem Intervall ]0, a], a < 2pi, gewa¨hlt. Dabei konnte kein a gefunden werden, fu¨r das
die Simulation beim Abku¨hlen gegen eine Slaterdeterminante konvergierte, die mit dem
vorgegebenen Propagationsmatrizen ein ho¨heres 〈sign〉 produzierte als die urspru¨ngliche
Testwellenfunktion. Die Rechnungen gestalteten sich dabei extrem langwierig, da bei
einem Move-Versuch erst alle Vorzeichen mit der neuen Wellenfunktion berechnet wer-
den mußten, so daß der Parameterraum der Simulationen nicht vollsta¨ndig untersucht
werden konnte.
Es stellt sich dabei aber ohnehin die Frage, ob u¨berhaupt eine einzelne Slaterdetermi-
nante gefunden werden kann, die so ein ho¨heres mittleres Vorzeichen gewa¨hrleistet, oder
ob man schon eine Linearkombination aus mehreren Determinanten braucht. Letztend-
lich wu¨rde dies aber darauf hinaus laufen, daß die numerische Effizienz, mit der der
PQMC-Algorithmus implementiert ist, verloren geht.
4.4 Erwartungswerte weiterer Operatoren
Die jetzt folgenden Graphen zu den Verteilungen der einzelnen
〈c†iscjs〉 (4.9)
mit s ∈ {↑, ↓} fu¨r ausgewa¨hlte Paare i,j mit ‖~ri−~rj‖ = r, stammen aus einem einzelnen
Monte-Carlo-Lauf. Sie sollen zeigen, daß die U¨berlegungen und Beobachtungen in den








-20 -10  0  10  20  30  40  50
D
(χ)
χ = <cvi cvj>s(σ)
vi=(0,0),vj=(2,0), s=↑
vi=(3,3), vj=(3,4),s=↑









-120 -90 -60 -30  0
D
(χ)
χ = <cvi cvj>s(σ)
vi=(0,0),vj=(2,0), s=↓
vi=(3,3), vj=(4,3),s=↓
(b) Spin ↓, vi ≡ ~ri, vj ≡ ~rj , hk ≈ 4 · 10−2
Abbildung 4.14: Exemplarisch fu¨r zwei Kombinationen von i und j Verteilung von (4.9)
fu¨r beide Spinrichtungen u¨ber den vollen Wertebereich. Simulationsparameter L = 16,
U = 4, t = −0.22, 〈n〉 = 0.63, τ = 18 bei insgesamt 64 ’Trotter-Slices’
vorangegangenen Abschnitten tatsa¨chlich fu¨r alle mit der PQMC-Simulation berechen-






〈Szi Szi+r〉 , (4.10)







mit den ni, wie sie ebenfalls in (3.8) schon Verwendung fanden.
Denn man stellt fest, daß auch dort schon die Verteilungen der 〈c†icj〉s, s ∈ {↑, ↓}, bei-
einanderliegen, die einmal aus allen Beitra¨gen und einmal nur aus denjenigen, die ein
positives Skalarprodukt der propagierten Wellenfunktionen ergeben, gebildet wurden.
Dies kann man in den Abb. 4.17 und 4.18 fu¨r die Gitter mit L = 36 gut nachpru¨fen. Ein
prinzipieller Unterschied zwischen dem Vorzeichenverhalten der Energieerwartungswer-
te und der Korrelationsfunktionen, wie in der Literatur vermutet [Loh90], kann dann
nur u¨ber die Beitra¨ge weiter weg von den Maxima bzw. durch die genaue Struktur der
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(a) ~ri = (0, 0), ~rj = (2, 0),






-0.2  0  0.2
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(c) ~ri = (2, 1), ~rj = (0, 3),
r =
√
8 , hk ≈ 5 · 10−3
Abbildung 4.15: Verteilungen u¨ber ausgewa¨hlte 〈c†i cj〉s, fu¨r einzelne r = ‖~ri − ~rj‖, Simu-
lationsparameter L = 16, U = 4, 〈n〉 = 0.63, t′ = −0.22 bei insgesamt 64 ’Trotter-Slices’
Verteilungsmaxima zustande kommen. Ein zusa¨tzlich auftretendes 〈sign〉 kann beide
Mechanismen noch weiter forcieren.
In den Verteilungen fallen zuallererst wieder besonders die großen Extremwerte auf
(siehe Abbildung 4.14). Diese werden, wenn sie nicht ohnehin auf systematischen Feh-
lern beruhen, nur mit schlechter Statistik erzeugt. Falls die korrekten Erwartungswerte
durch eine Mittelwertbildung u¨ber diese Ra¨nder bestimmt werden mu¨ßten, wa¨re die nu-
merische Effizienz des PQMC hinfa¨llig. Ein systematischer Unterschied in der Struktur
der Verteilungsmaxima zu unterschiedlichen Vorzeichen ist hingegen nicht erkennbar,
wie man ebenfalls in den Abb. 4.17 und 4.18 implizit erkennen kann.
Bei dieser Gelegenheit soll noch etwas zur Symmetrie der Verteilungen von 〈c†icj〉s mit
s =↑ und s =↓ angemerkt sein. Im unzerlegten Hamiltonian 1.3 ist keine der beiden
Spinrichtungen ausgezeichnet. Dies bleibt auch im PQMC so, wie man sich wie folgt
klarmacht. In den hier gezeigten Simulationen, wo Nel 6= L/2 galt, war Ψ↑T ≡ Ψ↓T
gesetzt. Fu¨r die gewa¨hlte Hubbard-Stratonovich-Zerlegung hat das zugeho¨rige Hilfsfeld
in (2.16) dann die Eigenschaft, beim U¨bergang σji → −σji fu¨r alle i und j die 〈σ|↓ zu 〈σ|↑
und umgekehrt werden zu lassen. Damit vertauschen auch die 〈c†icj〉s fu¨r verschiedene
Spinrichtungen s. Wie man an den Abb. 4.15 bis 4.18 erkennt, wird diese Symmetrie bei
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8, hk ≈ 4 · 10−3
Abbildung 4.16: Verteilungen u¨ber ausgewa¨hlte 〈c†i cj〉s exemplarisch fu¨r einzelne r =
‖~ri−~rj‖, Simulationsparamter L = 16, U = 4, 〈n〉 = 0.63, t′ = 0. bei insgesamt 64 ’Trotter-
Slices’
den hier vorgestellten Simulationsla¨ufen auch nicht gebrochen. Die Verteilungen bleiben
fu¨r beide Spinrichtungen gleich. Dieses Verhalten ist dabei unabha¨ngig von der Gro¨ße
von 〈sign〉, auch beim Auftreten negativer Vorzeichen der Skalarprodukte a¨ndert es sich




10 -0.024 -0.026 0.014 -0.025
t = -0.22
√
13 0.040 0.029 0.041 0.030√
18 0.099 0.084 0.070 0.071√
10 -0.025 -0.022 -0.013 -0.017
t = 0.
√
13 0.025 0.024 0.031 0.030√
18 0.105 0.095 0.110 0.103
Tabelle 4.5: Mittelwerte 〈〈c†iscjs〉〉MC exemplarisch fu¨r einzelne r = ‖~ri − ~rj‖, Simulati-
onsparamter L = 36, U = 4, 〈n〉 = 0.72, τ = 18 bei insgesamt 64 ’Trotter-Slices’
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(a) ~ri = (3, 2), ~rj = (4, 5),
r =
√






-0.15  0  0.15
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(c) ~ri = (0, 5), ~rj = (3, 2),
r =
√
18, hk ≈ 1 · 10−2
Abbildung 4.17: Verteilungen u¨ber ausgewa¨hlte 〈c†i cj〉s exemplarisch fu¨r einzelne r =
‖~ri − ~rj‖, Simulationsparamter L = 36, U = 4, 〈n〉 = 0.72, t′ = −0.22 bei insgesamt 64
’Trotter-Slices’
und 4.18 erkennen kann. Eine Vera¨nderung der Erwartungswerte u¨ber das Aufbrechen
dieser Symmetrie bei kleiner werdendem mittleren Vorzeichen liegt im PQMC demnach
nicht vor.
Da die jeweils gleichen Beitra¨ge zu unterschiedlichen Hilfsfeldern geho¨ren, werden bei
gegebenen ~ri und ~rj die beiden Verteilungen fu¨r die jeweilige Spinrichtung wa¨hrend des
Monte-Carlo-Samplings eher unkorreliert erzeugt. Deren a¨hnlicher Verlauf ergibt sich
erst nachdem die Erwartungswerte fu¨r eine Anzahl an Ising-Feldern berechnet wurden.












wobei σi = {σLi , σRi } wieder eine Konfiguration der Ising-Hilfsfeldes bezeichnet. Weiter
gilt cs = 〈c†i,scj,s〉 und cs = 〈〈c†i,scj,s〉〉MC , s ∈ {↑, ↓}. In den Simulationen galt |r| < 0.25
bei den 4×4-Systemen und |r| < 0.1 bei den 6×6-Systemen.
Die Verteilungen im 4×4-System in Abb. 4.15 und 4.16 wurden fu¨r die drei gro¨ßt mo¨g-
lichen Absta¨nde bei kontinuierlichen Randbedingungen gemacht. Fu¨r die gegebene Sy-
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(a) ~ri = (3, 2), ~rj = (4, 5),
r =
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(c) ~ri = (0, 5), ~rj = (3, 2),
r =
√
18 , hk ≈ 9 · 10−3
Abbildung 4.18: Verteilungen u¨ber ausgewa¨hlte 〈c†i cj〉↑ exemplarisch fu¨r einzelne r =
‖~ri−~rj‖, Simulationsparamter L = 36, U = 4, 〈n〉 = 0.72, t′ = 0. bei insgesamt 64 ’Trotter-
Slices’
stemgro¨ße sind dies r = 2, r =
√
5 und r =
√
8. Es fa¨llt dabei zuallererst eine signifi-
kante Asymmetrie der Werte um des Verteilungsmaxima herum ins Auge. Am sta¨rksten
ausgepra¨gt ist diese bei ~ri = (2, 1) und ~rj = (0, 3) also r = ‖~ri − ~rj‖ =
√
8, wie man
in den Bildern 4.15(c) und 4.16(c) erkennen kann. Dort liegen die Beitra¨ge fu¨r die Ver-
teilungen bis auf wenige Ausnahmen nur im Negativen. Da r =
√
8 der gro¨ßt mo¨gliche
Abstand der ci und cj ist, ko¨nnen dafu¨r die sta¨rksten Effekte der endlichen Systemgro¨ße
vermutet werden. Warum die Beitra¨ge zur Verteilungen aber nahezu nur auf negative
Werte beschra¨nkt sind, erscheint nicht klar. Die Verteilungen zeigen ebenso fu¨r t′ 6= 0
dieselbe Auffa¨lligkeit, verhalten sich also a¨hnlich wie die Simulationen, wo nur Hopping-
Terme zu na¨chsten Nachbarn beru¨cksichtigt wurden, wie man beim Vergleich der Bilder
4.15 und 4.16 erkennen kann.
Daß es sich beim Eindruck der Asymmetrie in den Verteilungen zu r =
√
8 tatsa¨chlich
nur um einen Effekt der endlichen Systemgro¨ße handelt, lassen insbesondere die Bilder
Abb. 4.17(c) und 4.18(c) fu¨r das 6×6-System vermuten. Dort erkennt man, daß diese
fu¨r den jetzt gro¨ßten Abstand r =
√
18 langsam aufweicht, aber immer noch erkennbar
ist. Interessanterweise liegen die Verteilungsmaxima dabei dort gerade im positiven
Wertebereich, wa¨hrend sie bei den kleinen Systemen noch im Negativen lagen. In den
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Abb. 4.17 und 4.18 sind insgesamt die Verteilungen von 〈c†icj〉s(σ) u¨ber ausgewa¨hlte






18 zu sehen. Fu¨r die beiden kleineren
Absta¨nde ist kein so signifikanter Unterschied gegenu¨ber den Verteilungen im kleineren
Gitter auszumachen. Man erkennt aber ganz gut, wie das kleiner werdende 〈sign〉 die
Monte-Carlo-Statistik verschlechtert, ohne jedoch irgendwie die Maxima signifikant zu
verschieben.
Wie eingangs des Kapitels schon angesprochen, sehen sich im 6×6-System bei vorge-
gebenen i und j die Verteilungen zu (4.9) einmal aus allen Beitra¨gen und einmal nur
mit Beitra¨gen von Feldern, fu¨r die sich ein positives Vorzeichen des Skalarpoduktes der
propagierten Wellenfunktion ergibt, recht a¨hnlich. Dies gilt fu¨r beide Spinrichtungen.
Die Mittelwerte unterscheiden sich dagegen teilweise, wie man in Tabelle 4.5 erkennen
kann. Es ko¨nnen maximale Beitra¨ge in der Gro¨ßenordnung von 100 fu¨r einzelne c†icj〉s(σ)
vorkommen, wie fu¨r Abbildung 4.14 bereits angesprochen. Die Mittelwerte liegen dage-
gen in der Gro¨ßenordnung von 1 · 10−1. Das Verha¨ltnis von Extremwert und Mittelwert
liegt also in der Gro¨ßenordnung von 1000, kommt somit der Anzahl an tatsa¨chlich ge-
messenen 20000 Werten schon nahe. Dadurch ist es beim Auftauchen von nur wenigen
extremen Beitra¨gen mo¨glich, daß sich der Erwartungswert signifikant vera¨ndert. Wie
die Diskussion am Ende von Abschnitt 4.2 ergab, ko¨nnen Simulationen mit sehr viel
mehr MCS die Ergebnisse des PQMC konsistenter zu den Resultaten anderer Rechen-
verfahren machen. Da sich dabei die extremen Beitra¨ge eher herausmitteln, sollten diese
tatsa¨chlich nichts wesentliches zum Erwartungswert beitragen.
In den bisher vero¨ffentlichten Rechnung erbrachte ohnehin erst die Mittelwertbildung
u¨ber mehrere La¨ufe konsistente Ergebnisse [Hus96a]. Dieses Vorgehen sollte in etwas
a¨quivalent dazu sein, mit gro¨ßeren MCS-Einstellungen zu arbeiten. Dabei ko¨nnen, wie
bereits gezeigt wurde, einige Observablen, wie etwa die Energie des Systems, auch schon
bei nur einem einzelnen ku¨rzeren Lauf ein brauchbares Ergebnis liefern. Fu¨r die hier
vorgesellten Simulationseinstellungen konvergieren die Erwartungswerte fu¨r ODLRO
dagegen sehr viel langsamer, zumindest bei ho¨herem U . Die Beobachtungen in diesem
Kapitel legen nahe, daß die Anzahl der Monte-Carlo-Steps der u¨blichen Simulationsla¨u-
fe, die sich letztendlich aus der derzeit verfu¨gbaren Rechnerleistung ergeben, bei weitem
nicht ausreicht, konsistente Ergebnisse zu bekommen. Dies gilt auch schon fu¨r Simulati-
onseinstellungen, die ein eigentlich numerisch noch handhabbares mittlerem Vorzeichen
〈sign〉 produzieren. Letztendlich fu¨hrt der Tausch von Speicherplatz gegen Rechenzeit
beim U¨bergang von der exakten Darstellung zu den Na¨herung fu¨r das PQMC auch
dazu, daß nunmehr die notwendige Rechenzeit trotz ’Importance Sampling’ technisch
nicht mehr aufgebracht werden kann. Ein kleines mittleres Vorzeichen schra¨nkt den





Um Aussagen u¨ber die Reichweite der elektronischen d-Wellen-Korrelationen machen










wobei die Cd(r) bzw. Cd(r) sich mittels Summation der Cd(i, j) aus (2.23) bzw. Cd(i, j)
aus (2.26) u¨ber die α Paare i, j mit ‖~i − ~j‖ = r zu festem i und r ergeben. U¨ber
das Verhalten der elektronischen Korrelation bei großen Absta¨nden in den Quanten-
simulationen, speziell fu¨r t′ 6= 0, sind die vero¨ffentlichten Ergebnisse widerspru¨chlich
[Hus96b][Kaz98][Hua01][Vei96]. In diesem Abschnitt soll untersucht werden, inwieweit
die durch die Existenz der starken Ausreißer fu¨r die Mittelwertbildung nur schlecht
konditionierten Verteilungen dafu¨r verantwortlich sind.
5.1.1 Verteilungen u¨ber die Vertex-Korrelation
In Kapitel 4.3.1 wurde bereits nahegelegt, daß die extremen Ausreißer ein Artefakt der
im Rahmen der numerischen Na¨herung orthogonal zueinander stehenden Slaterdeter-
minanten sind. Wie man an den Verteilungen in Kapitel 4.4 bereits sah, zeigen in den
kleinen Systemen schon die Beitra¨ge der einzelnen Erwartungswerte 〈c†icj〉 das gleiche
Verhalten hinsichtlich des Vorzeichens wie die Einzelbeitra¨ge der Energie- und ODLRO-
Messungen. Die zwei Verteilungen u¨ber die nach dem Vorzeichen aufgespaltetenen Ein-
zelbeitra¨ge haben einen sehr a¨hnlichen Verlauf. Bei einem 〈sign〉 in der Gro¨ßenordnung
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von 10−1 sollte dann der Mittelwert u¨ber alle Beitra¨ge immer noch in etwa in der Na¨he
der Maxima dieser Verteilungen liegen. Um das Verhalten der Verteilungen u¨ber (5.1)
hinsichtlich des Vorzeichens des Skalarproduktes der propagierten Wellenfunktionen zu










































verglichen, wobei die Mittelwertbildung 〈 〉MC in (2.18) definiert ist. Die Differenz aus
(5.2) und (5.3) ist gerade wieder CVd (r). Unter anderem wird dabei auch die Vera¨nderung
des Erwartungswertes von CVd (r) untersucht, wenn der zugelassene Wertebereich fu¨r
(4.9) bei den Elektronen mit Spin ↑ und fu¨r∑
δ,δ′
〈c†i+δ↓cj+δ′↓〉(σ) (5.4)
bei den ↓-Spin-Elektronen eingeschra¨nkt wird, noch bevor diese in die Berechnung mit
eingehen. Insbesondere soll dadurch gekla¨rt werden, ob ein CVd (r) 6= 0 durch eine un-
terschiedliche Verteilung von (5.2) und (5.3) entsteht, oder nur unter Einberechnung
von sich unter Umsta¨nden nicht herausmittelnden, vermutlichen Ausreißern zustande
kommt. Das Ausfu¨hren der Summe u¨ber die δ und δ′ in (5.2) und (5.3) noch bevor
die Einzelbeitra¨ge protokolliert werden, hilft, den Umfang der Datensa¨tze kleiner zu
halten. Dies fu¨hrt allerdings dazu, daß die Summe u¨ber das Gitter der Beitra¨ge zu (4.9)
fu¨r Spin ↑ und Spin ↓ nicht direkt miteinander verglichen werden ko¨nnen. Der Voll-
sta¨ndigkeit halber sind aber in Anhang A die Verteilungen fu¨r einige der verwendeten∑
δ,δ′〈c†i+δ↓cj+δ′↓〉 zu sehen.
5.1.2 Beschra¨nkung des Datenumfangs
Um das Histogramm fu¨r den Korrekturterm (5.3) zu berechnen, muß man Datensa¨tze
fu¨r alle einzelnen 〈c†icj〉 aufnehmen, die an deren Berechnung beteiligt sind. Deshalb
beschra¨nkt sich diese Arbeit auf die Analyse der Histogramme der jeweils drei gro¨ß-
ten Absta¨nde, abha¨ngig von der Gittergro¨ße. Dies hat den Vorteil, daß durch die als
kontinuierlich gewa¨hlten Randbedingungen (siehe Kapitel 2.5.2) schon einige 〈c†icj〉 zu-
sammenfallen, was den Umfang der beno¨tigten Daten zusa¨tzlich einschra¨nkt. Bei den
kleinen Gittern ist es dann aber auch wirklich notwendig, die Summe u¨ber δ und δ′
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schon vorher auszufu¨hren, da sonst doch wieder fu¨r alle Paare i, j Datensa¨tze angelegt
werden mu¨ßten.
Die Berechnung der Verteilung zu (5.3) gestaltet sich auch dann noch enorm umfang-
reich. Es liegen M2 Summanden vor, wenn M die Anzahl der gemessenen Beitra¨ge fu¨r
ein (4.9) zu festem i,j und s ist. Dies sind viel zu große Datensa¨tze, um daraus noch
effizient Verteilungen mit der Kerndichte-Scha¨tzung machen zu ko¨nnen, da diese durch
die Verwendung der Exponentialfunktion vergleichsweise rechenzeitintensiv ist. Deshalb
wird in diesem Kapitel weitgehend mit gewo¨hnlichen Histogrammen argumentiert. Da
diese auf sehr vielen Stu¨tzstellen beruhen, konnten sie dennoch problemlos als Graph
u¨ber die Ho¨he der einzelnen Kana¨le gezeichnet werden. Dies ermo¨glicht es, auch wie-
der mehr als eine Verteilung in eine Abbildung einzuzeichnen. Die Histogramme fu¨r
die Vertexkorrektur ko¨nnen dabei allerdings nicht mehr hinsichtlich der Vorzeichen des
Skalarproduktes der propagierten Slaterdeterminanten aufgespalten werden, sondern
nur nach dem Vorzeichen der einzelnen Summanden, da diese ja ein Produkt aus zwei
Meßwerten zu unterschiedlichen Hubbard-Stratonovich-Feldern sind.
.
5.1.3 Kriterien fu¨r das Verwerfen von Einzelbeitra¨gen
Wie man in Abb. 4.14 bereits sah, sind die einzelnen Verteilungen zu (4.9) und (5.4)










2 17± 1 17.6± 1.1 17.3± 0.8 15.9± 0.6 15.8± 0.4
-0.22
√
5 −2± 1 −1.5± 0.7 −1.9± 0.4 −1.5± 0.3 −1.6± 0.2√
8 8 8.4± 1.7 7.9± 1.4 7.6± 1.2 7.1± 1.1
2 - 15.7± 0.2 15.7± 0.2 14.4± 0.2 14.4± 0.2
0
√
5 - −1.3± 0.2 −1.3± 0.2 −1.3± 0.2 −1.2± 0.2√
8 - 9.4± 1.1 9.4± 0.9 8.0± 0.7 7.9± 0.7
Tabelle 5.1: Erwartungswerte von CVd (r) mittels unterschiedlicher Methoden berech-
net, sign=1 bedeutet nur Felder mit positivem Skalarprodukt der propagierten Wel-
lenfunktionen mit eingerechnet, bei PQMCb wurde der zula¨ssige Wertebereich fu¨r Bei-
tra¨ge zum Erwartungswert beschra¨nkt (siehe dazu Haupttext), die Werte der Lanczos-
Diagonalisierung (LD) wurden mit einem Fehler ≈ 10−3 aus einem Graphen in [Hus96a]
abgelesen, Fehlerrechnung mit 100 Bins (Haupttext), Systemparameter L = 16, U = 4,
〈n〉 = 0.63 und τ = 18 u¨ber insgesamt 64 ’Trotter-Slices’.
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tebereich beschra¨nkte Berechnung von CVd (r) die Beitra¨ge der (4.9) jeweils separat fu¨r
jedes Paar i und j erfolgen. Dies macht allerdings eine Automatisierung der Berechnung
eines zugelassenen Wertebereiches no¨tig, da sonst fu¨r mehrere hundert Verteilungen Ab-
schneidegrenzen von Hand gesetzt werden mu¨ßten.
Kann man an ein Histogramm eine Gaußfunktion der Breite σ anfitten, so ist es mo¨glich,
Daten mit Hilfe des ’Chauvinistischen Kriteriums’ zu verwerfen. Dabei geht man so vor,
daß man alle Daten wegla¨ßt, die weiter als d vom Mittelwert der Verteilung weg sind,
wobei gilt
(1− erf(d/σ))N = 1
2
, (5.5)
wenn N die Anzahl der Meßwerte und erf das Gaußsche Fehlerintegral bezeichnet
[Bro91]. Dieses ist fu¨r die Verteilungen, die mit Hilfe der Dichtescha¨tzung (Kapitel
3.2.3) gemacht wurden, beispielsweise nicht praktikabel. Da die Scha¨tzkerne alle mit




Xi)(1− erf((d′−Xi)/dk(Xi)))+Θ(Xi− d′)(erf((Xi− d′)/dk(Xi)))) = 12N genu¨gt, wenn
Θ die Heavysidefunktion ist und die dk wie in Kapitel 3.2.3 definiert sind, nur in der
Na¨he der Maxima der extremsten Beitra¨ge liegen.
Ist keine Korrelation zwischen den einzelnen Beitra¨gen des Monte-Carlo-Samplings vor-
handen, streut dessen Mittelwert um eine Gaußverteilung mit einer Breite ∝ 1√
N
(siehe
Anhang C). Ein mo¨gliches Verfahren, systematische Fehler zu erkennen, wa¨re nun, die
protokollierten Daten in einzelne, gleich große Bins aufzuteilen und nachzusehen, welche
davon mit ihren Mittelwerten eine signifikante Abweichung von der Normalverteilung
verursachen. Dies sollte gerade fu¨r diejenigen der Fall sein, die die extremen Werte ent-
halten. Allerdings hat sich dieses Vorgehen als viel zu aufwendig herausgestellt, um so
fu¨r jede einzelne Verteilung von (4.9) und (5.4) die vermuteten Ausreißer zu identifizie-
ren.
Legt man stattdessen das zugelassene Intervall auf die in den Abbildungen 4.15-4.18
und A.4-A.7 fest, werden die Werte fu¨r CVd (r) gemittelt u¨ber die Beitra¨ge in diesem
Wertebereich sehr klein (Fu¨r die Lage des jeweiligen 0-Punktes der y-Achse sei wieder
auf die Anmerkung in Abschnitt 3.2.3 verwiesen). Da wie in Kapitel 4 besprochen, die
PQMC-Resultate fu¨r die Systemgro¨ße 4×4 noch recht gut mit den Ergebnissen ande-
rer Verfahren zur Berechnung der Grundzustandsenergie u¨bereinstimmen, war dies eine
offenbar zu harte Einschra¨nkung. Nimmt man die Ausla¨ufer der Verteilungen dagegen
noch mit, fallen lediglich ≈ 0.1% der Daten weg. Welchen Umfang die dann tatsa¨chlich
verwendeten Verteilungen hatten, ist exemplarisch fu¨r einige Paare i, j in Anhang A.4
gezeigt. Die flachen Flanken der dort zu sehenden Verteilung mu¨ssen demnach in die
Mittelwertbildung mit einbezogen werden. Schwierigkeiten sollten demnach also ledig-
lich die a¨ußersten Ra¨nder der Verteilungen machen, die eben nur von wenigen extremen
Beitra¨gen gebildet werden, welche allerdings sehr große Werte annehmen ko¨nnen. Die
Grenzen wurden fu¨r die Beitra¨ge mit positivem und negativem Monte-Carlo-Vorzeichen
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Abbildung 5.1: Verteilungen u¨ber (5.2) und (5.3), CVd (r) = K − Λ; Lξ, ξ ∈ {n, r},
unterscheidet normale und eingeschra¨nkte Mittelwertbildung (siehe Haupttext), Inlets
vergleichen Observablen hinsichtlich ξ, Systemparameter L = 16, U = 4, t′ = −0.22,
〈n〉 = 0.63, τ = 18 mit insgesamt 64 ’Trotter-Slices’.
getrennt festgelegt, um das mittlere Vorzeichen nicht systematisch zu vera¨ndern.
5.2 d-Wellen-Korrelation und Vertexkorrektur
5.2.1 Quadratische Systeme mit L=16
Da der Aufwand der Datenprotokollierung schon im 4×4-System fu¨r einen einzelnen
Lauf recht hoch ist (in der Gro¨ßenordnung 100 MB), konnten nur jeweils 2 La¨ufe fu¨r
jede Simulationseinstellung gemacht werden. Dieses Vorgehen la¨ßt es zumindest eher un-
wahrscheinlich erscheinen, daß Werte einer Simulation diskutiert werden, deren Markov-
Prozeß beispielsweise auf Grund ungeeigneter Seed-Werte des Zufallszahlengenerators
in numerische Schwierigkeiten gelaufen ist. In jeder Simulation wurden 5 · 105 MCS fu¨r
das Einlaufen in die Gleichgewichtsverteilung verwendet und anschließend 1 · 106 MCS
fu¨r die Aufnahme der Meßwerte simuliert. Zwischen zwei Messungen lagen 50 MCS,
68 5.2. D-WELLEN-KORRELATION UND VERTEXKORREKTUR





U = 4, t′ = −0.22 √5 nein -14.56 3.88


















Tabelle 5.2:Minimale und maximale Beitra¨ge zur Mittelwertbildung von (5.2) fu¨r
die verschiedenen r in den vorgestellten Simulationen. Die Systeme wurden mit
τ = 1
8
bei insgesamt 64 ’Trotter-Slices’ simuliert.
was insgesamt 20000 Beitra¨ge ergibt. Dabei wurden keine signifikanten Abweichungen
in den jeweiligen Verteilungen fu¨r die beiden La¨ufe festgestellt. Um die Statistik zu
verbessern, sind die gezeigten Verteilungen u¨ber die beiden Rechnungen gemittelt. Die
Simulationen wurden alle fu¨r U = 4 und 〈n〉 = 0.63 gemacht und es sind La¨ufe mit
t′ = −0.22 und t′ = 0 gegenu¨bergestellt. Dabei ergab sich immer ein 〈sign〉 > 0.9.
Generell bleibt anzumerken, daß die Ermittlung der korrigierten Vertexkorrelations-
funktionen ein numerisch a¨ußerst schwieriges Unterfangen ist. Wie man in den Graphen
sieht, sind die Schwankungen im Histogramm u¨ber die Beitra¨ge zu (5.3) sehr viel klei-
ner, als in der Verteilung u¨ber diejenigen zu (5.2). Dies liegt wohl daran, daß erstere sich
aus M mal mehr Beitra¨gen zusammensetzen, wenn M die Anzahl der aufgenommenen
Werte ist. Dann sollte auch der Fehler von (5.3) um
√
M kleiner sein. Deshalb wurde
dieser in der Fehlerrechnung vernachla¨ssigt. Trotzdem sind die Fehler aus einer Binning-
Rechnung mit 100 Bins noch sehr groß, obwohl das Verteilungsmaximum fu¨r (5.2) gut
ausgepra¨gt ist. Die Probleme beruhen daher wohl eher darauf, daß auch bei Abwesen-
heit eines Vorzeichenproblems durch die Differenzbildung bei der Vertexkorrektur die
mit den u¨blichen Rechenzeiten gewonnen Ergebnisse durch die Randwerte noch stark
beeinflußt werden ko¨nnen. Dies unterstreicht auch der signifikante Einfluß der Flanken
der Verteilungen von (4.9) und (5.4) auf den Mittelwert, wie er in der Diskussion zur
Festlegung der Abschneidegrenzen diskutiert wurde. Bei kleiner werdendem 〈sign〉 wird
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Abbildung 5.2: Verteilungen u¨ber (5.2) und (5.3), CVd (r) = K − Λ; Lξ, ξ ∈ {n, r},
unterscheidet normale und eingeschra¨nkte Mittelwertbildung (siehe Haupttext), Inlets
vergleichen Observablen hinsichtlich ξ, Systemparameter L = 16, U = 4, t′ = 0, 〈n〉 =
0.63, τ = 18 mit insgesamt 64 ’Trotter-Slices’
diese Problematik dann noch verscha¨rft.





gegenu¨bergestellt. Einmal unter Hinzunahme aller Beitra¨ge zu den (4.9) bzw. (5.4) und
einmal unter Vernachla¨ssigung der Beitra¨ge, die außerhalb gewisser Grenzen lagen, die
wie eingangs des Abschnittes beschrieben, festgelegt wurden. Wie man erkennt, ergeben
sich die großen CVd (r) fu¨r r = 2 und r =
√
8 auf unterschiedliche Weise. Beim kleineren
Abstand sehen sich die Verteilungen fu¨r die beiden Summanden qualitativ recht a¨hnlich,
allerdings sind die Mittelwerte gegeneinander verschoben. Beim großen Abstand fa¨llt
die positive Flanke der Verteilung u¨ber die Beitra¨ge zu (5.2) scheinbar langsamer ab
als diejenige zu (5.3). Allerdings ist der Unterschied in den Histogrammen nicht gut
zu erkennen. Dies bleibt auch so, wenn diese wie in Abb. 5.3(a) direkt u¨bereinander
gelegt werden. Das Maximum des Korrekturtermes liegt im Gegensatz zum Mittelwert
auf einem etwas ho¨heren Wert als jenes fu¨r die volle Vertexkorrelation. Nimmt man nur
die relative Verschiebung der Verteilungsmaxima von (5.2) und (5.3) als Maßstab fu¨r
die Existenz von ODLRO, so kann man mit Ausnahme von r =
√
8 die Ergebnisse der
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(r), Λ = Σd(r), t = 0
Abbildung 5.3: Verteilungen (5.2) und (5.3) mit r =
√
8 im direkten Vergleich. Lξ,
ξ ∈ {n, r}, indiziert normale und beschra¨nkte Mittelwertbildung (siehe Haupttext),
Systemparameter L = 16, U = 4, 〈n〉 = 0.63, τ = 18 mit insgesamt 64 ’Trotter-Slices’
Lanczos-Diagonalisierung qualitativ wiedererkennen.
Der numerische Wert, der sich fu¨r die CVd (r) aus dem PQMC ergibt, stimmt, wie be-
reits angedeutet, fu¨r alle r gut mit dem entsprechenden Erwartungswert der Lanczos-
Diagonalisierung u¨berein [Hus96a]. Dies wird auch in Tabelle 5.1 ungefa¨hr besta¨tigt.
Die Mittelwerte der beschra¨nkten Summation sind dabei durchweg kleiner, liegen aber
in etwa innerhalb des Ablesefehlers der Lanczos-Daten. Dabei bleibt es aber fraglich,
wie gut die U¨bereinstimmung zwischen exakter Diagonalisierung und PQMC tatsa¨chlich
sein muß. Denn im PQMC sind wegen des endlichen Projektionsfaktors Θ ja sicher noch
Anteile von energetisch ho¨heren Zusta¨nden mit im Mittelwert enthalten. Mo¨glicherweise
kompensieren sich diese Abweichungen gerade durch die verworfenen Extrembeitra¨ge,
was eine scheinbar bessere U¨bereinstimmung fu¨r die nicht aufbereiteten Daten zur Fol-
ge hat. Vergleicht man den Verlauf der vollen und der beschnittenen Datensa¨tze an
den Maxima der Verteilungen, wie sie in den Inlets in Abbildung 5.1 zu sehen sind, so
fa¨llt kein signifikanter Unterschied auf. Dabei war es jedoch, wie bereits vorher schon
angefu¨hrt, wichtig, die eher langsam abfallenden Flanken der Maxima der einzelnen
Verteilungen von (4.9) und (5.4) in die Mittelwertbildung mit einzubeziehen.
Auch fu¨r t′ = 0 werden die Erwartungswerte von CVd (r) beim Weglassen der Extrem-
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beitra¨ge fu¨r alle r etwas kleiner. Wie man durch Vergleich der Werte in Tabelle 5.1
weiter sieht, vergro¨ßert ein t′ = −0.22 nur fu¨r r = 2 und r = √5 die Vertexkorrela-
tion. Bei r =
√
8 dagegen wird diese eher etwas unterdru¨ckt. Dabei fa¨llt auf, daß der
Unterschied zwischen den rechten Flanken der Verteilungen zu (5.2) und (5.3) fu¨r die-
ses r etwas signifikanter ist, als im Fall t′ = −0.22, wie ein Vergleich der Abbildungen
5.3(a) und 5.3(b) zeigt. Dies hat dann auch einen gro¨ßeren Wert fu¨r CVd (r) zur Folge.
Daran erkennt man noch einmal, wie marginal die Effekte nur zu sein brauchen, um
relative A¨nderungen des Erwartungswertes der korrigierten Vertexkorrelationsfunktion
von u¨ber 10 % zu bewirken.





diesmal fu¨r t′ = 0 miteinander verglichen. Diese zeigen qualitativ das gleiche Verhalten
wie im Fall t′ 6= 0. Fu¨r die beiden kleineren Absta¨nde haben die beiden Verteilungen
jeweils in etwa die gleiche Form; bei einem resultierenden CVd (r) ist der Mittelwert von
(5.3) jedoch etwas kleiner. Die Breite der Verteilung ist ebenfalls wieder sehr viel gro¨ßer





bezu¨glich der Form der Verteilungen und der Lage deren Maxima ist auch hier zu
beobachten. Ursa¨chlich dafu¨r sollten die periodischen Randbedingungen sein, da fu¨r das
gro¨ßte mo¨gliche r alleine Beitra¨ge von Absta¨nden ‖~ri−~rj‖ = r generiert werden, die die
Periodizita¨t der Ra¨nder voraussetzen. Das unterstreichen auch die Beobachtungen zu
den Verteilungen u¨ber die (4.9) in Kapitel 4.4. Wie sich dies in den gro¨ßeren Systemen











10 2.8± 5.0 3.2± 1.3 2.1± 1.0 2.5± 0.2
-0.22
√
13 2.4± 3.4 −0.2± 1.0 2.0± 0.9 0.5± 0.3√
18 9.8± 8.5 4.3± 2.5 3.1± 2.5 2.0± 0.7√
10 3.5± 0.8 2.6± 0.3 2.5± 0.2 2.0± 0.1
0
√
13 2.5± 0.6 2.0± 0.4 1.6± 0.2 1.3± 0.2√
18 5.7± 1.4 3.9± 0.9 3.1± 0.9 2.5± 0.5
Tabelle 5.3: Erwartungswerte von CVd (r) aus dem PQMC, sign=1/-1 bedeutet nur Fel-
der mit positivem/negativem Skalarprodukt der propagierten Slaterdeterminanten mit
eingerechnet, bei PQMCb wurde der zula¨ssige Wertebereich fu¨r Beitra¨ge zum Erwar-
tungswert beschra¨nkt (siehe dazu Haupttext), Fehlerrechnung mit 100 Bins (Haupt-
text), Systemparameter L = 36, U = 4, 〈n〉 = 0.72 und τ = 18 u¨ber insgesamt 64
’Trotter-Slices’.
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5.2.2 Quadratische Systeme mit L=36
Bei den 4×4-System wird ein auch durch die exakte Diagonalisierung besta¨tigtes, nicht
verschwindendes CVd (r) fu¨r ausgewa¨hlte r gefunden. Es stellt sich nun die Frage, ob dies
seine Ursache in den wegen der kleinen Systemgro¨ße zweifellos noch stark begrenzten
u¨berhaupt mo¨glichen Absta¨nde hat, also ein so genannter ’Finite-Size’-Effekt ist, oder
auch fu¨r gro¨ßere L bestehen bleibt. Daher wird zuna¨chst zum 6×6-System u¨bergegan-
gen, wobei wieder mit derselben Anzahl an MCS gerechnet wurde wie bei den kleineren
Systemen. Es lagen also ebenfalls 20000 Meßpunkte vor, die alle 50 MCS aufgenommen
wurden.







18 aus wiederum nur 2 Simulationsla¨ufen im Gitter mit L = 36,
so erkennt man in den Abb. 5.4(a)-5.4(c) schon alleine an den Histogrammen die gro¨-
ßeren numerischen Schwierigkeiten, die mit der Bestimmung der Differenz von (5.2)
und (5.3) verbunden sind. Da dabei 〈sign〉 ≈ 0.29 galt, kann dies nicht allein auf das
Vorzeichenproblem zuru¨ckgefu¨hrt werden. Die vermutlichen Maxima der resultierenden
Verteilungen liegen hier jedoch wieder in der Gro¨ßenordnung der Werte, die auch bei
Rechnungen mit Hilfe anderer Verfahren bei allerdings kleinerem U ermittelt wurden
[Hus96a]. Dies gilt auch bereits, wenn man nur Beitra¨ge mit positivem bzw. nur nega-
tivem Monte-Carlo-Vorzeichen betrachtet, wie man in den Abb. 5.5(a)-5.5(c) erkennt.
Das Vorzeichen kann demnach nur als schwache Sto¨rung fu¨r (5.2) bzw. (5.3) angese-
hen werden. Daß es dabei u¨ber die Differenzbildung die Ergebnisse gezielt Richtung
d-Wellen-Korrelation treibt, ist beim Vergleich innerhalb der Verteilungspaare fu¨r Bei-
tra¨ge mit jeweils unterschiedlichem Vorzeichen des Skalarproduktes der propagierten
Slaterdeterminanten in Abb. 5.5 eher zu verneinen. Lediglich bei r =
√
18 deutet sich
ein signifikanter Unterschied in den Verteilungen von (5.2) fu¨r das jeweilig Vorzeichen
des Skalarproduktes an, wie Abbildung 5.5(c) zeigt. Letztendlich haben aber die beiden
Verteilungen u¨ber (5.2) und (5.3) bei Hinzunahme der Vorzeichen einen sehr a¨hnlichen
Verlauf, wie 5.4(c) zeigt. Es bleibt auch zu fragen, ob die Abweichung tatsa¨chlich das
physikalische Verhalten wiedergibt oder nur Ausdruck des eher allma¨hlichen Abklingens
von ’Finite-Size’-Effekten ist, die das CVd (r =
√
18) offenbar immer noch kennzeichnen.
Auch eine qualitative Analyse u¨ber die relative Lage der Maxima der Verteilungen u¨ber
die Beitra¨ge zu (5.2) und (5.3) gelingt nicht mehr. Die einzige Aussage, die dazu wohl
machbar wa¨re, ist, daß CVd (r) ≈ O(10−3) gilt. Denn eine Gro¨ßenordnung mehr la¨ßt
sich im 4×4-Gitter fu¨r r = 2 noch gut an einer relativen Verschiebung der Vertei-
lungsmaxima erkennen, wie die Ergebnisse im vorhergehenden Abschnitt zeigen. Diese
Gro¨ßenordnung kann man allerdings auch schon aus den Mittelwerten in Tabelle 5.3 er-
sehen, die weiter unten noch genauer diskutiert wird. Die Beschra¨nkung des zula¨ssigen
Wertebereiches fu¨r (4.9) bei den ↑-Elektronen bzw. (5.4) bei den Elektronen mit Spin
↓ geschah wieder durch Verwerfen von 0.1 % der betragsma¨ßig gro¨ßten Werte. Dies hat
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Abbildung 5.4: Verteilungen u¨ber (5.2) und (5.3), CVd (r) = K − Λ; Lξ, ξ ∈ {n, r},
unterscheidet normale und eingeschra¨nkte Mittelwertbildung (siehe Haupttext), Inlets
vergleichen Observablen hinsichtlich ξ, Systemparameter L = 36, U = 4, t′ = −0.22,
〈n〉 = 0.72, τ = 18 mit insgesamt 64 ’Trotter-Slices’
wiederum keine sichtbaren Auswirkungen auf die Maxima der Verteilungen, wie man
insbesondere an den Inlets in Abbildung 5.4 sieht. Dennoch werden die extremsten Bei-
tra¨ge zu (5.2) erheblich kleiner, wie man Tabelle 5.4 entnimmt. Das mittlere Vorzeichen
〈sign〉 der im Wertebereich beschra¨nkten Verteilung unterscheidet sich dabei nur unwe-
sentlich von demjenigen des vollen Datensatzes. Das Festlegen der Ausreißer geschah
ja auch getrennt fu¨r die Beitra¨ge bei jeweils anderem Vorzeichen des Skalarproduktes
zwischen den durch das jeweilige Hubbard-Stratonovich propagierten Testwellenfunk-
tionen. Es ist allerdings mo¨glich, daß man dadurch auch gerade systematische Fehler
ignoriert, die bei nur einem der Vorzeichen auftreten.
Dies mag einer der Gru¨nde sein, daß das Weglassen der extremen Beitra¨ge nur bedingt
einen stabilisierenden Einfluß auf die Mittelwerte hat, wie man in Tabelle 5.3 sieht. Die
Fehler, die analog dem Vorgehen bei den 4×4-Systemen berechnet wurden, sind dann
zwar durchweg kleiner, aber immer noch sehr hoch. Sowohl das Ignorieren der Extrem-
werte als auch die Beschra¨nkung der Mittelwerte auf Beitra¨ge mit nur positivem Ska-
larprodukt der propagierten Slaterdeterminanten kann den Erwartungswert von CVd (r)
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Abbildung 5.5: Verteilungen u¨ber (5.2) und (5.3), aufgespalten nach sign, CVd (r) =
K − Λ, Lξ, ξ ∈ {n, r}, indiziert normale und beschra¨nkte Mittelwertbildung (siehe
Haupttext), Systemparameter L = 36, U = 4, t′ = −0.22, 〈n〉 = 0.72, τ = 18 mit
insgesamt 64 ’Trotter-Slices’
stark vera¨ndern. Dabei unterscheiden sich die Werte letzterer Mittelwertbildung von
der korrekten Monte-Carlo-Rechnung sowohl bei Hinzunahme aller Beitra¨ge als auch
bei den verkleinerten Datensa¨tzen teilweise erheblich, was bei den großen Meßfehlern
aber nicht verwundern darf. Die Abweichungen kommen dabei allerdings nicht durch
unterschiedliche Lagen der Verteilungsmaxima zustande, wie insbesondere Abbildung
5.5 verdeutlicht. Neben den kleiner werdenden Fehlern, werden bei einer Beschra¨nkung
der zula¨ssigen Wertemenge auch die Ergebnisse der Mittelwertbildung unter Mitnahme
des Vorzeichens des Skalarproduktes der propagierten Wellenfunktionen laut (2.17) und
durch Mittelung nur u¨ber Beitra¨ge, wo dieses positives Vorzeichen hat, etwas konsisten-
ter. Was gema¨ß Tabelle 5.3 fu¨r ein Verwerfen der extremen Werte spricht.
Die Rechnung wurde wiederum auch fu¨r t = 0 durchgefu¨hrt, deren Histogramme in den
Abbildungen 5.6 und 5.7 zu sehen sind. Dabei fa¨llt qualitativ kein Unterschied zu den
Histogrammen mit t′ 6= 0 auf. Lediglich beim Vergleich der Verteilungen zu r = √18 fu¨r
unterschiedliches Vorzeichen des Skalarproduktes der propagierten Slaterdeterminanten
in Abbildung 5.7(c) liegen die Verteilungsmaxima jetzt ganz eindeutig an verschiedenen
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Abbildung 5.6: Verteilungen u¨ber (5.2) und (5.3), CVd (r) = K − Λ, Lξ, ξ ∈ {n, r},
unterscheidet normale und eingeschra¨nkte Mittelwertbildung (siehe Haupttext), Inlets
vergleichen Observablen hinsichtlich ξ, Simulationsparamter L = 36, U = 4, t′ = 0,
〈n〉 = 0.72, τ = 18 mit insgesamt 64 ’Trotter-Slices’
Positionen. Dies kann aber daran liegen, das die Verteilung mit negativem Vorzeichen
mit noch schlechterer Statistik erzeugt wurde als in der Simulation mit t′ = −0.22,
da hier 〈sign〉 ≈ 0.6 galt, welches beim Einschalten des Hoppings zu den u¨berna¨chsten
Gitterpla¨tzen auf ≈ 0.3 abfa¨llt. Das ho¨here mittlere Vorzeichen macht sich fu¨r die
Mittelwertbildung dagegen eher positiv bemerkbar. So liegen die Werte fu¨r die vier
verschiedenen Mittelungsmethoden alle in etwa in der gleichen Gro¨ßenordnung, wie man





13, so deutet sich eine ho¨here d-Wellen-Korrelation fu¨r die Simulationen mit
t′ = 0 an. Dies widerspricht dem Ergebnis aus den 4×4-Systemen, wo das Anschalten des
Hoppings zu den u¨berna¨chsten Nachbarn noch zu einer Erho¨hung der Vertexkorrelation
fu¨hrte. Der Trend kann wegen der großen Fehler aber auch leicht angezweifelt werden
da er zudem auch stark von der gewa¨hlten Mittelwertbildung abha¨ngt. Außerdem geht
er fu¨r r =
√
18 scheinbar schon wieder verloren. Es entsteht der Eindruck, daß man
letztendlich das Verhalten der Simulationen an den Ra¨ndern der Verteilung vergleicht,
was, wie ausgefu¨hrt, numerisch nicht unproblematisch ist.
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Abbildung 5.7: Verteilungen u¨ber (5.2) und (5.3), aufgespalten nach sign CVd (r) =
K − Λ, Lξ, ξ ∈ {n, r}, unterscheidet normale und eingeschra¨nkte Mittelwertbildung
(siehe Haupttext), Systemparameter L = 36, U = 4, t′ = 0, 〈n〉 = 0.72, τ = 18 mit
insgesamt 64 ’Trotter-Slices’
Es bleibt fu¨r das 6×6-System festzuhalten, daß es nur durch die genauere Analyse der
Einzelbeitra¨ge eines einzigen Monte-Carlo-Laufes zum Erwartungswert nicht mo¨glich
ist, diesen eindeutiger zu bestimmen. Dies gilt auch schon fu¨r Simulationen mit Pa-
rametern, die ein noch relativ hohes mittleres Vorzeichen gewa¨hrleisten. Selbst wenn
man das Vorzeichen der Skalarprodukte, welche das Monte-Carlo-Gewicht bestimmen,
ignoriert, gelingt es nicht, Mittelwerte zu bilden, die von den Werten in den Vertei-
lungsmaxima dominiert sind, obwohl dies die Statistik eigentlich verbessern sollte. Dies
deutet darauf hin, daß die Anzahl der berechneten MCS noch zu klein ist, um u¨berhaupt
konvergente Ergebnisse erzielen zu ko¨nnen. Schlimmstenfalls ist die zu Grunde liegen-
de Phasenraumstruktur so beschaffen, daß die Monte-Carlo-Integration insgesamt nicht
mehr angewendet werden kann. Das dies durchaus mo¨glich ist, zeigt die Diskussion in
Kapitel 3.3.4. Dabei ist die Breite der Maxima in den 6×6-Gittern sehr viel kleiner als in
den Simulationen mit 4×4 Gitterpunkten, wie ein Vergleich der Abbildung 5.1-5.2 mit
Abbildung 5.4-5.7 zeigt. Die Gro¨ßenordnung 10−3 fu¨r die Vertexkorrelationsfunktion ist
dennoch zu niedrig, um nicht durch das Verhalten der Verteilungsra¨nder beeinflußt zu
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Tabelle 5.4: Minimale und maximale Beitra¨ge der 〈c†icj〉 zu (5.2) fu¨r die verschie-
denen r in den vorgestellten Simulationen. Die Systeme wurden mit τ = 1
8
bei
insgesamt 64 ’Trotter-Slices’ simuliert.
werden. Auch la¨ßt sie keine qualitative Aussage mehr u¨ber ein resultierendes CVd (r) fu¨r
einzelne r mit Hilfe der relativen Lage der Verteilungsmaxima der Beitra¨ge von (5.2)
und (5.3) zu.
5.2.3 Quadratische Systeme mit L=100
Der Vollsta¨ndigkeit halber sind hier noch die Verteilungen fu¨r diesmal allerdings nur
eine einzelne Simulation auf einem Gitter mit 10×10 Punkten gezeigt. Es liegen wie-
der 20000 Messungen bei insgesamt 1.5 · 106 MCS vor. Da sich dabei ein 〈sign〉 < 0.1
ergab, wurde auf eine Auswertung der Mittelwerte verzichtet. Die in Abbildung 5.8 zu
sehenden Histogramme zeigen nur Verteilungen, die nach dem Vorzeichen des Skalar-
produktes, welche das Monte-Carlo-Gewicht festlegt, aufgespalten sind. Wie man dort
erkennt, mitteln sich bei der Berechnung des Erwartungswertes die Maxima der beiden
Verteilungen in etwa heraus. Dabei liegen diese aber immer noch in der Na¨he der Werte,
wo sie auch in den kleineren Systemen zu finden waren, wobei dort das mittlere Vor-
zeichen noch gro¨ßere Werte annahm. Das besondere Verhalten des gro¨ßten Abstandes,
der hier bei
√
50 liegt, ist im Gegensatz zu den kleineren Gittern u¨berhaupt nicht mehr
zu sehen. Demnach ist dies dort zweifelsfrei ein Effekt der relativ kleinen Gittergro¨ßen.
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Abbildung 5.8: Verteilungen u¨ber (5.2) und (5.3), CVd (r) = K − Λ, Lξ, ξ ∈ {n, r},
unterscheidet normale und eingeschra¨nkte Mittelwertbildung (siehe Haupttext); Simu-
lationsparameter L = 100, U = 4, t′ = −0.22, 〈n〉 = 0.74, τ = 18 mit insgesamt 64
’Trotter-Slices’
Zu erwa¨hnen bleibt, daß, falls durch das verschwindende Vorzeichen der Mittelwert
von CVd (r) sich im 10×10-System signifikant vera¨ndern sollte, dieser Trend sich vorher
in den kleineren Systemen nicht abzeichnet. Allenfalls fu¨r den Paarabstand r =
√
18
im 6×6-System la¨ßt sich ein derartiges Verhalten zweifelsfrei beobachten (Abbildungen
5.5(c) und 5.7(c)), wobei gerade bei diesem Abstand aber auch die gro¨ßte Anfa¨lligkeit
fu¨r Effekte durch zu kleine Gittergro¨ßen auftritt. Bei den anderen beiden Absta¨nden im
6×6-System ist ein Auseinanderlaufen der Verteilungen mit sign > 0 und sign < 0 al-
lenfalls so minimal, daß er im Rauschen untergeht. Geht man umgekehrt davon aus, daß
eine Verteilung fu¨r ein resultierendes CVd (r) auch wieder ihr Maximum in der Na¨he der
Maxima der einzelnen Verteilungen hat, aus denen sie sich zusammensetzt, so bleibt es
auch im 10×10-System von der Gro¨ße 10−3 und kleiner. Stellt man diese Gro¨ßenordnung
ins Verha¨ltnis zu den Werten der einzelnen Beitra¨ge der Hubbard-Stratonovich-Felder,
so ko¨nnen die abweichenden Schlußfolgerungen in den eingangs des Kapitels zitierten
Artikeln nicht verwundern. Dabei haben gerade die extrem großen Beitra¨ge an den Ver-
teilungsra¨ndern das Potential, das Ergebnis fu¨r CVd (r) signifikant zu vera¨ndern, gerade
auch schon in Simulationen, die ein kleines aber numerisch noch stabil berechenbares
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〈sign〉 produzieren.
5.3 s-Wellen-Korrelation mit negativem U
In [Fet98] wurde gezeigt, daß der d-Wellen-Ordnungsparameter des repulsiven t-t′-
Hubbard-Modells mit U = 2 das gleiche Skalenverhalten bezu¨glich der Systemgro¨ße
besitzt wie der s-Wellen-Ordnungsparamter der attraktiven Modells mit U ≈ −0.3. Al-
lerdings unterscheiden sich die vergleichbaren Verteilungen der Simulationen mit U < 0
durchaus von den bislang gezeigten Verteilungen, wie in diesem Abschnitt noch genauer
gezeigt wird. Um die Ergebnisse mit den Rechnungen fu¨r U = 4 in etwa vergleichbar
zu machen, wurde dabei das attraktive Modell mit U = −0.5 gerechnet. Dabei wur-
den insgesamt wieder 1.5 · 106 MCS simuliert, wobei 5 · 105 MCS fu¨r das Erreichen des
Gleichgewichtszustandes Verwendung fanden.
5.3.1 Erwartungswerte fu¨r Energie und ODLRO
Zuna¨chst einmal soll kurz auf die Beitra¨ge der einzelnen Ising-Felder zu E/L einge-
gangen werden. Wie man in Abbildung 5.9(a) erkennt, zeigt deren Verteilung, wie es
auch bei den Simulationen fu¨r U > 0 der Fall war, ein einzelnes Maxima, das in etwa
beim eigentlichen Erwartungswert fu¨r E/L liegt. Das Fehlen von Beitra¨gen, die extrem
von diesem Mittelwert abweichen, ist wohl auf den kleinen Betrag von U zuru¨ckzufu¨h-
ren. Bei Simulationen mit U = −6 traten analog zu den Rechnungen mit positivem U
durchaus vereinzelte Beitra¨ge auf, die weit ab vom Verteilungsmaximum lagen.
Die supraleitenden Korrelationen des Hubbard-Modells mit negativem U haben s-Wellen-
Charakter [Lok01]. Deshalb ist in Abbildung 5.9(b) auch die Vertexkorrelationsfunktion
fu¨r die lokale s-Wellen-Symmetrie (2.22) zu sehen. Sie zeigt wie auch schon die Energie-
verteilung an den Ra¨ndern keine gro¨ßeren Ausreißer. Im Gegensatz zu den Simulationen
mit repulsiver Wechselwirkung der Elektronen ist die Verteilung dabei so schmal, daß
alle Beitra¨ge auch nach dem Abzug der Vertexkorrektur noch offensichtlich im positi-
ven Wertebereich liegen. Dies ist dabei keine Eigenschaft des Systems bei nur kleiner
Wechselwirkung U , sondern konnte auch bei der Kontrollrechnung mit U = −6 noch
festgestellt werden. So wird eine Berechnung des Mittelwertes mit recht kleinem Fehler
mo¨glich; er liegt fu¨r die angegebenen Werte (auch die der Energie) durchweg in einer
schon nicht mehr angegebenen Stellenzahl. Die Simulationen ko¨nnen also nicht nur auf
Grund des Vorzeichenproblems in den attraktiven Hubbard-Modellen numerisch sehr
viel stabiler durchgefu¨hrt werden.
























(b) CVs = 3.5 · 10−3, hk ≈ 1 · 10−5
Abbildung 5.9: Beitra¨ge zur Energie, Simulationsparameter L = 16, U = −0.5, t′ = −0.22,
τ = 18 , 〈n〉 = 0.625 bei insgesamt 64 ’Trotter-Slices’
5.3.2 Abstandsabha¨ngigkeit der s-Wellen-Korrelation
Wie schon bei den Rechnungen mit positivem U sollen auch hier die beiden Verteilungen

















































Da bei einem U = −0.5 und 〈sign〉 = 1 beim 4×4-System die extremen Beitra¨ge keinen
großen Einfluß haben, werden nur die Verteilungen mit den kompletten Datensa¨tzen
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Abbildung 5.10: Verteilungen u¨ber (5.6) und (5.7), CVs (r) = K −Λ; Systemparameter
L = 16, U = −0.5, t′ = −0.22, 〈n〉 = 0.63, τ = 18 mit insgesamt 64 ’Trotter-Slices’.
vorgestellt. Wie man in Abbildung 5.10 erkennt, liegt der Abstand zwischen den beiden
Maxima der Verteilungen u¨ber (5.6) und (5.7) fu¨r die Absta¨nde r = 2 und r =
√
5 in der
Gro¨ßenordnung der Verteilungsbreiten. Lediglich der Abstand r =
√
8 erfu¨llt dies nicht,
was, analog zum abweichenden Verhalten bei den Simulationen zum repulsiven Modell,
durch die besonderen Randbedingungen fu¨r diesen Abstand erkla¨rt werden kann. Die
Differenz der Werte, an denen die beiden Maxima zum liegen kommen, ist dann eine
gute Scha¨tzung fu¨r das jeweils resultierende CVs (r).
Deren Mittelwerte sind in Tabelle 5.5 zusammengefaßt. Es ergeben sich Werte in der
Gro¨ßenordnung O(10−3) wie sie auch die Rechnungen mit U = 4 beim 4×4-Gitter er-
brachten. Allerdings ist die Struktur der Verteilungen u¨ber die volle Korrelationsfunk-
tion und die der Vertexkorrektur derart, daß zusammen mit der Abwesenheit negativer
Vorzeichen beim Skalarprodukt, welches das Monte-Carlo-Gewicht bildet, numerisch
sehr viel bessere Erwartungswerte berechnet werden ko¨nnen.
Geht man zu den 6×6-Systemen mit schwacher attraktiver Wechselwirkung u¨ber, erha¨lt
man die in Abb. 5.11 zu sehenden Verteilungen u¨ber (5.6) und (5.7). Diese sind wieder
analog den Rechnungen mit dem repulsiven Hubbard-Modell fu¨r die Absta¨nde r =
82 5.3. S-WELLEN-KORRELATION MIT NEGATIVEM U
|~ri − ~rj| CVs (r)
2 1.0 · 10−3√
5 2.1 · 10−3√
8 6.2 · 10−3
Tabelle 5.5: Erwartungswerte von CVs (r), Binning-Fehler haben Gro¨ßenordnung
O(10−6), Systemparameter L = 16, U = −0.5, t′ = −0.22, 〈n〉 = 0.63 und τ = 18




13 und r =
√
18 berechnet worden. Da sich bei dem gro¨ßeren System
trotz 〈sign〉 = 1 extreme Beitra¨ge bemerkbar machten, wurden die Verteilungen wieder
einmal mit dem vollen und einmal mit einem beschra¨nkten Datensatz (das Vorgehen
hierzu wurde in Abschnitt 5.1.3 beschrieben) erstellt. Dabei ergibt sich nur fu¨r (5.6)
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Abbildung 5.11: Verteilungen u¨ber (5.6) und (5.7), CVs (r) = K − Λ; Lξ, ξ ∈ {n, r},
unterscheidet normale und eingeschra¨nkte Mittelwertbildung (siehe Haupttext), Sy-
stemparameter L = 36, U = −0.5, t′ = −0.22, 〈n〉 = 0.72, τ = 18 mit insgesamt 64
’Trotter-Slices’.
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fu¨r (5.6) und (5.7) liegen dort wiederum in der Gro¨ßenordnung der Verteilungsbreiten
voneinander entfernt. Dadurch a¨ndert beim attraktiven Hubbard-Modell das Weglassen
von maximalen Beitra¨gen zu (4.9) den Erwartungswert von CVs (r) bei weitem nicht so
stark, wie es beim repulsiven Modell der Fall war. Die genauen Werte entnimmt man
Tabelle 5.6.
Zusammengefaßt la¨ßt sich sagen, daß bei den hier betrachteten kleinen Gittern (L ≤ 36)
die s-Wellen-Korrelation des schwach attraktiven Hubbard-Modells und die d-Wellen-
Korrelation des Modells mit U = 4 die gleiche Gro¨ßenordnung besitzen. Allerdings
kann die Vertexkorrelationsfunktion in den Simulationen mit U < 0 numerisch sehr viel
stabiler berechnet werden. Denn im repulsiven Modell besteht der Erwartungswert fu¨r
ODLRO zum u¨berwiegenden Teil aus Einteilchenkorrelationen. Es kann nicht ausge-
schlossen werden, daß so auch schon bei den relativ kleinen Systemgro¨ßen der resul-
tierende Erwartungswert allein auf Grund numerischer Fluktuationen zustandekommt.
Das mit der Wechselwirkung und der Systemgro¨ße kleiner werdende 〈sign〉 verscha¨rft
dabei diese Problematik noch.
Es stellt sich zudem die Frage, ob der dominante Einfluß der Einteilchenkorrektur nicht
als Hinweis auf eine u¨berwiegend unkorrelierte Paarung der Elektronen verstanden wer-
den kann. Dies ko¨nnte sich oberhalb von Tc dann auch im Auftreten von Fluktuationen
der Phase des supraleitenden Ordnungsparameters bemerkbar machen, was die Existenz
einer Energielu¨cke bei einer Temperatur T ∗ > Tc, dem sogenannten ’Pseudo-Gap’, er-
kla¨ren hilft [Dev00]. Die hier vorgestellte Histogrammtechnik wu¨rde es nun mo¨glich
machen, u¨ber geeignete Erga¨nzungen zum Hamiltonoperator Mechanismen aufzuspu¨-
ren, fu¨r die auch der Grundzustand des repulsiven Hubbard-Modells einen deutlichen
Unterschied in den Verteilungen von (5.2) und (5.3) zeigt. Dies sollte auch schon fu¨r
kleine Systeme mo¨glich sein, wo dem Vorzeichenproblem noch durch die sorgfa¨ltige
numerische Analyse der Erwartungswerte beigekommen werden kann.
|~ri − ~rj | CVs (r), Ln CVs (r), Lr√
10 4.1 · 10−3 3.8 · 10−3√
13 1.1 · 10−3 1.0 · 10−3√
18 0.5 · 10−3 0.4 · 10−3
Tabelle 5.6: Erwartungswerte von CVs (r), Binning-Fehler haben Gro¨ßenordnung
O(10−5), Systemparameter L = 36, U = −0.5, t′ = −0.22, 〈n〉 = 0.72 und τ = 18
u¨ber insgesamt 64 ’Trotter-Slices’.
84 5.4. PLATEAUWERTE DER D-WELLEN-KORRELATION
5.4 Plateauwerte der d-Wellen-Korrelation
5.4.1 Supraleitende Korrelationen bei U = 4
Um die Schwierigkeiten bei der Erstellung von Verteilungen u¨ber die Vertexkorrektur










diskutiert. {i, j}c bezeichnet dabei alle Paare von Gitterpunkten i und j mit ‖~ri−~rj‖ ≥
rc. Bei den hier verwendeten quadratischen Systemen mit L = 144, L = 196 und
L = 256 sollte wegen ihres exponentiellen Abklingens (siehe Kapitel 2.7.2) der Einfluß
der Cd(i, j) fu¨r den hier auf rc = 5 festgelegten Plateaubereich bereits einigermaßen
vernachla¨ssigbar sein. Sie werden deshalb in die weitere Argumentation nicht mehr mit
einbezogen. In den einzelnen Simulationen wurden 1.5 ·106 MCS berechnet, wobei 5 ·105
MCS fu¨r das Einlaufen in die Gleichgewichtsverteilung verwendet wurden. Die Anzahl
an Elektronen wurde fu¨r die jeweilige Systemgro¨ße so festgelegt, daß die Fu¨llung immer
bei 〈n〉 ≈ 0.7 lag (siehe dazu Tabelle 5.7).
Bei allen L galt fu¨r das mittlere Vorzeichen 〈sign〉 < 0.1. Der Fehler der Erwartungs-
werte ist entsprechend hoch. Wie man in Abbildung 5.12 erkennt, unterscheiden sich die
Verteilungen der drei gro¨ßeren Systeme nur unwesentliche voneinander, sowohl fu¨r die
Beitra¨ge bei positivem als auch negativem Vorzeichen des Skalarproduktes der propa-
gierten Wellenfunktionen. Diese wie auch alle weiteren Verteilungen wurden wieder mit
einem Dichtescha¨tzer erzeugt, fu¨r den Ursprung der y-Achse sei auf den letzte Absatz
in Kapitel 3.2.3 hingewiesen. Zuna¨chst soll einmal interessieren, inwieweit sich die Ein-
PQMC PQMCb PQMC PQMCb
L PQMC PQMCb
sign=1 sign=1 sign=-1 sign=-1 n↑ = n↓
[×10−6] [×10−6] [×10−6] [×10−6] [×10−6] [×10−6]
144 −9± 59 0.7± 25 2.6± 0.8 0.8± 0.4 5± 2 1± 4 49
196 −23± 77 10± 18 0.5± 0.8 0.2± 0.3 4± 3 0.4± 0.2 69
256 17± 35 40± 14 0.0± 0.5 0.2± 0.2 0.3± 0.5 0.0± 0.2 90
Tabelle 5.7: Erwartungswerte von CP5d mittels unterschiedlicher Methoden berechnet,
sign=1/-1 bedeutet nur Felder mit positivem/negativem Skalarprodukt der propagier-
ten Wellenfunktionen mit eingerechnet, bei PQMCb blieb zula¨ssiger Wertebereich fu¨r
Beitra¨ge zum Erwartungswert auf [−1 · 10−4, 1 · 10−4] beschra¨nkt, weiter Simulations-
parameter U = 4, t′ = −0.22, 〈n〉 ≈ 0.7 und τ = 18 u¨ber insgesamt 64 ’Trotter-Slices’,
Fehlerrechnung jeweils mit ≈ 50 Bins
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zelbeitra¨ge zur Energie in den Systemen mit L > 144 im Vergleich zu einem Systemen
unterscheiden, fu¨r das das mittlere Vorzeichen noch stabil ist. Dazu ist in Abb. 5.12 noch
einmal die Energieverteilung des Systems mit L = 36 bei ansonsten gleichen Simulati-
onsparametern mit eingezeichnet. Die Maxima der Verteilungen der gro¨ßeren Systeme
liegen wie man sieht in etwa in der Na¨he desjenigen des 6×6-Systems. Allerdings fa¨llt
auf, daß die Flanken der ersteren bedeutend schneller abfallen. Dabei verlieren die Syste-
me am linken Rand, der den Erwartungswert absenkt, einen gro¨ßeren Wertebereich als
am rechten. Dies hat zu Folge, daß die Erwartungswerte mit ≈ −1.05 fu¨r die jeweiligen
Verteilungen zum Vorzeichen des Skalarproduktes der propagierten Wellenfunktionen
gro¨ßer als im quadratischen System mit L = 36 (E ≈ −1.08) sind. Interessanterweise
ergab sich in den PQMC-Rechnungen im Vergleich zu den Ergebnissen der stochasti-
schen Diagonalisierung fu¨r L = 36 immer ein niedriger Wert. Leider liegen zu den
großen Systemen keine Daten mit anderen Grundzustandsverfahren vor. Es ist mo¨glich,
daß das Verschwinden einer ausgepra¨gten linken Flanke in den Energie-Verteilungen
der großen Systeme ein artifizielles Verhalten des PQMC bei L = 36 wieder korrigiert.
Da das Hauptproblem der stochastischen Diagonalisierung eine nicht vollsta¨ndige Hil-
bertraumbasis ist, erscheint es plausibler, daß gerade diese Zusta¨nde von einem nur im
kleinen System genu¨gend lange simulierten PQMC-Monte-Carlo-Lauf gefunden werden.
Dabei ist auch nicht erkennbar, daß die eigentlich das korrekte Ergebnis repra¨sentieren-
de Differenzverteilung aus den entsprechenden Verteilungen in Abb. 5.12(a) und 5.12(b)
u¨ber das Vorzeichen die Energie weiter absenkt. Bei all den U¨berlegungen kann dem-
nach nicht ausgeschlossen werden, daß die zur Verfu¨gung stehende Rechenzeit insgesamt
immer noch zu kurz ist, um einen stabilen Mittelwert erhalten zu ko¨nnen.
Betrachtet man trotzdem die wiederum nach dem Vorzeichen des Skalarproduktes der
propagierten Slaterdeterminanten aufgespaltenen Beitra¨ge zu CP5d , so erha¨lt man die
in Abbildung 5.13 zu sehenden Verteilungen. Die jeweils zwei Verteilungen zu einem
L sehen sich wieder qualitativ recht a¨hnlich. Die unterschiedliche Ho¨he der jeweiligen
Verteilungsmaxima der beiden Verteilungen zum 16×16-System deuten jedoch wieder
darauf hin, daß in den Simulationsla¨ufen noch zu wenige Daten aufgenommen wurden.
Die Beitra¨ge zu allen Maxima liegen vom Betrag in einer Gro¨ßenordnung O(10−5) wie
man weiter in Abbildung 5.13 erkennt. Weiter kann man der Tabelle 5.7 entnehmen,
daß auch die Mittelwerte nur bis maximal zu dieser Gro¨ßenordnung ansteigen. Dabei
sind die Ergebnisse bei Beschra¨nkung des Wertebereiches auf Beitra¨ge im Intervall
[−1 · 10−4, 1 · 10−4] bei allen Mittelungsmethoden kleiner als bei der Hinzunahme aller
Beitra¨ge zur Bildung des Erwartungswertes. Die Ergebnisse sind also auch stark von der
Verteilungsra¨ndern bestimmt. Diese sind ebenfalls wieder sehr weitla¨ufig, wie Tabelle
5.8 zeigt. Dort sind die Werte in einem Maßstab angegeben, der drei Gro¨ßenordnungen
u¨ber demjenigen der Mittelwerte in Tabelle 5.7 liegt. Insgesamt sind die relativen Fehler
der Erwartungswerte selbst in den gu¨nstigsten Fa¨llen bei ≈ 1, bleiben aber immer
noch in einer Gro¨ßenordnung O(10−5). Dabei sind die Mittelwerte der jeweils nach





































Abbildung 5.12: Verteilungen zu E/L aufgetrennt nach sign(〈Ψ(σL)|Ψ(σR)〉), weitere
Systemparameter U = 4, t′ = −0.22, 〈n〉 ≈ 0.7, τ = 18 mit insgesamt 64 ’Trotter-Slices’,
hk zwischen 2 · 10−6 und 6 · 10−6.
Vorzeichen des Skalarproduktes der propagierten Slaterdeterminanten aufgespaltenen
Beitra¨ge mit Ausnahme des 12×12-Systems noch einmal eine Gro¨ßenordnung kleiner
als die Ergebnisse bei Hinzunahme der Vorzeichens.
Das Verschwinden der Erwartungswerte der Verteilungen aufgetrennt nach dem Vorzei-
chen des Skalarproduktes der propagierten Wellenfunktion erschwert die Diskussion um
die Brauchbarkeit der Ergebnisse, wenn man das Vorzeichen einfach ignoriert. Denn
so sind diese Mittelwerte fu¨r sich allein schon mit einem großen numerischen Fehler
behaftet, wie man wieder der Tabelle 5.7 entnehmen kann. Weiter bleibt es nun auch
fraglich, ob die Vertexkorrektur zu den Beitra¨gen fu¨r das hier berechnete C
Prc=5
d schon
so viel kleiner ist, um sie vernachla¨ssigen zu ko¨nnen. Leider sind die Simulationen auch
beim ignorieren des Vorzeichen nicht stabil genug, um wenigsten dafu¨r brauchbare Mit-
telwerte zu liefern.
Orientiert man sich fu¨r die Korrelationsfunktionen am Verhalten der Energievertei-
lungen (in den kleinen Systemen war dort kein signifikanter Unterschied feststellbar),
so kann man davon ausgehen, daß die Mittelwerte noch immer in der Na¨he der sich







































Abbildung 5.13: Verteilungen zu CP5d /L aufgetrennt nach sign(〈Ψ(σL)|Ψ(σR)〉), weitere
Systemparameter U = 4, t′ = −0.22, 〈n〉 ≈ 0.7, τ = 18 mit insgesamt 64 ’Trotter-Slices’,
hk zwischen 6 · 10−4 und 9 · 10−4.
ergebenden Verteilungsmaxima liegen. Dadurch sind die vorgestellten Ergebnisse um
mindestens eine Gro¨ßenordnung kleiner als die Erwartungswerte mit denen bei Simu-
lationen fu¨r U = 2 in [Hus96a] argumentiert wurde. Dort wurde aus den Werten von
C
Prc
d in der Gro¨ßenordnung von O(10−4) noch als Indiz fu¨r Vorhandensein eines supra-
leitenden Grundzustandes des Hubbard-Modells gewertet. Dabei galt allerdings rc = 2.
Bei der Wechselwirkung U = 4 in den hier vorgestellten PQMC-Rechnungen sind die
supraleitenden Korrelationen im d-Kanal jedoch kleiner als in den Simulationen bei
U = 2. Da man die realen HTSC ohnehin besser mit einem U = 8 beschreibt (siehe
Diskussion in Kapitel 3.2), liefern die PQMC-Rechnungen also eher keinen brauchbaren
Hinweis auf das Vorhandensein supraleitender Korrelationen im Grundzustand des t-t’-
Hubbard-Modells. Dieses kann demnach ohne Modifikationen die Physik realer HTSC
nicht korrekt reproduzieren.
Man kann das PQMC-Verfahren auch als Simulation eines Ising-Spinsystems mit einer
recht komplizierten Wechselwirkung zwischen den Spins bei T = 1 auffassen. Dann er-
innert die Entwicklung der Verteilungen von CP5d mit der Systemgro¨ße L in Abbildung
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5.13 an das Hochtemperaturverhalten der Suszeptibilita¨t eines gewo¨hnlichen zweidimen-











〈Si Sj〉 − 〈Si〉〈Sj〉 . (5.11)
Das System hat bei Tc ≈ 2.3 einen ferromagnetischen Phasenu¨bergang zweiter Ordnung
[Ons44]. In Abbildung 5.14 sind die Verteilungen u¨ber eine Suszeptibilita¨t des zweidi-
mensionalen Ising-Ferromagneten bei T = 9.5 fu¨r die Systemgro¨ßen zu sehen, die auch
zur Berechnung von CP5d herangezogen wurden. Sie unterscheidet sich dabei von (5.11)
dadurch, daß nur u¨ber die Lc Paare i und j summiert wurde, fu¨r die ‖~ri−~rj‖ ≥ 5 galt.
Außerdem wurden die 〈Si〉 von vorneherein auf 0 gesetzt, was bei der hohen Temperatur
allerdings ohnehin der Fall sein sollte. Die Verteilungen wurden dabei aus technischen
Gru¨nden mit der gewo¨hnlichen Histogrammtechnik erstellt und nicht mit einem Kern-





















Abbildung 5.14: Verteilungen ξmod/Lc = 1TLLc
∑
‖~ri−~rj‖≥5〈Si Sj〉 des 2-dim. Ising-
Ferromagneten
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sehr. Dies kann als ein weiteres Indiz fu¨r die Abwesenheit von ODLRO im Grundzustand
des hier betrachteten Hubbard-Modells gewertet werden.
Dabei ist es jedoch mo¨glich, daß das Verschwinden von ODLRO durch das Fehlen der
Beitra¨ge verursacht wird, welche die Flanken der Verteilungsmaxima u¨ber die System-
energie abflachen. Das Fehlen dieser Werte in den Systemen mit L ≥ 144 im Vergleich
mit dem kleineren System mit L = 36 wurde ja bereits am Anfang dieses Abschnit-
tes angesprochen. Wie man in Abbildung 5.15 sieht, haben diese Beitra¨ge im 6×6 eine
CPrd -Verteilung, die im Vergleich zur Gesamtverteilung signifikant zu gro¨ßeren Werten
hin verschoben ist. Allerdings mußte der Graph auf Grund der kleinen Systemgro¨ße fu¨r
Plateauwerte mit rc = 2 berechnet werden. Quantitative Aussagen daru¨ber, inwieweit
solche Beitra¨ge (wenn sie bei signifikant erho¨hter Rechenzeit vom Monte-Carlo-Prozeß
denn auch erreicht werden) die Plateauwerte in den Systemen mit L > 144 erho¨hen
ko¨nnen, sind daraus also nicht zu gewinnen.
Weiter muß man einschra¨nken, daß eine endgu¨ltige Aussage zur Existenz von ODLRO
in den hier betrachteten Systemen auch vor dem Hintergrund des kleinen 〈sign〉 und
der daraus resultierenden großen Fehler gesehen werden mu¨ssen. Es besteht durchaus
die Mo¨glichkeit, daß sich die beiden Verteilungen fu¨r jeweils unterschiedliches Vorzei-
chen des Skalarproduktes exakt herausrechnen sollten. Letztendlich wu¨rde dies heißen,
daß die im Monte-Carlo-Prozeß erzeugten Konfigurationen mit hohem Gewicht nicht
die Physik des Systems repra¨sentieren. Dann mu¨ßten sich diese exakt gegeneinander
aufheben, was sich beim Vergleich von Abbildung 5.13(a) mit Abbildung 5.13(b) al-
lerdings nicht erkennen la¨ßt. Dies kann zum einem noch zu kurzen Monte-Carlo-Lauf
liegen, es besteht aber auch die Mo¨glichkeit, daß dies an der Rechengenauigkeit schei-
tert. Die Untersuchungen in Kapitel 3.2.4 legen ja gerade nahe, daß diese bestenfalls
in der Gro¨ßenordnung O(10−7) liegt, was auf die korrekte Auflo¨sung der hier gezeigten
Verteilungen schon einen signifikanten Einfluß haben kann.
L sign
min. max.










Tabelle 5.8:Minimale und maximale Beitra¨ge zu CP5d , weitere Simulationsparamter U = 4,
t′ = −0.22, 〈n〉 ≈ 0.7, τ = 18 bei insgesamt 64 ’Trotter-Slices’































Abbildung 5.15: Verteilungen zu CP2d /L aufgetrennt nach sign(〈Ψ(σL)|Ψ(σR)〉), Ge-
genu¨berstellung Anteil der Beitra¨ge fu¨r Energie kleiner 1.2 und allen Summanden,
Systemparameter L = 16, U = 4, t′ = −0.22, 〈n〉 = 0.72, τ = 18 mit insgesamt 64
’Trotter-Slices’, hk ≈ 3 · 10−3 immer
Außerdem wa¨re ein Szenario denkbar, daß durch die beschra¨nkte Rechengenauigkeit
noch vor der Richtigkeit der Betra¨ge deren korrektes Vorzeichen verloren geht. Damit die
Simulation jedoch ein signifikantes Wandern eines Maximums der Differenzverteilung
auflo¨sen kann, muß sich dieses zumindest noch innerhalb der Wertebereiches der hier
gezeigten Verteilungen befinden, sollte demnach allenfalls die Gro¨ßenordnung O(10−4)
annehmen. Dann ist die Aussage bezu¨glich des Korrelationen im d-Kanal dahingehend
abzuschwa¨chen, daß eine Erho¨hung der elektronischen Wechselwirkung U kein Forcieren
der supraleitenden Korrelationen erkennen la¨ßt.
5.4.2 Modulationen in den Hopping-Termen
Immer noch Gegenstand der aktuellen Forschung an den HTSC ist die genaue La-
dungsverteilung in den CuO-Ebenen. So wurden beispielsweise statische eindimensio-
nale Strukturen in dem System La1.6−xNd0.4SrxCuO4 bei x = 0.12 mit Hilfe der Neu-
tronenbeugung [Tra95] entdeckt. Man spricht von einer als Streifenphase bezeichneten
Ordnung des Elektronensystems in den Cu0-Ebenen, denn sie besteht aus antiferroma-
gnetischen Streifen zwischen denen sich metallische Streifen ausbilden. Asymmetrien
in der Struktur der CuO-Ebenen ermo¨glichen auch neue Ansa¨tze fu¨r Simulationen zu
Modellen der Hochtemperatursupraleitung, die ohnehin schon zusa¨tzliche Annahmen
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u¨ber den physikalischen Aufbau der CuO-Ebenen der HTSC machen [Fei01].
Die Existenz von ODLRO im t-t′-Hubbard-Modell konnte in dieser Arbeit mit Hilfe der
PQMC-Rechnung so weit lediglich fu¨r die kleinen quadratischen Systeme mit L = 16
eindeutig gezeigt werden. Dieses Ergebnis wird auch von den Resultaten der Lanczos-
Diagonalisierung gestu¨tzt. Auf dieser Gro¨ßenskala konnten dabei mit Hilfe der Raster-
tunnelmikroskopie und -Spektroskopie beispielsweise Inhomogenita¨ten in den elektroni-
schen Eigenschaften der CuO-Ebenen von optimal dotiertem Bi2Sr2CaCu2O8+x aufge-
zeigt werden [Pan01]. Dies gab Anlaß dazu, einmal zu untersuchen, inwiefern es mo¨glich
ist, durch Modifikationen in (1.3) das Verhalten der Simulation bei einem 4×4-Gitter
auch beim U¨bergang zu gro¨ßeren Systemabmesssungen erhalten zu ko¨nnen.
Dazu wurde die Periodizita¨t des Gitters modifiziert, indem das Gitter in 4×4-Untergitter
eingeteilt wurde, wobei die Hopping-Matrixelemente zwischen diesen Untergittern tzij
gegenu¨ber denjenigen innerhalb eines Untergitters tiij modifiziert wurden. Der Einteil-
chenanteil (2.3) des Hamiltonoperators schreibt sich dann zu
H0 = − t
∑
〈i,j〉i,σ







[c†i,σcj,σ + h.c.] + α t
′ ∑
〈〈i,j〉〉z ,σ
[c†i,σcj,σ + h.c.] . (5.12)
Dabei unterscheidet (〈)〈i, j〉(〉)k, k ∈ {i, z} Nachbarn innerhalb eines Untergitters (≡ i)
und benachbarte Randpla¨tze zwischen zwei verschiedenen Untergittern (≡ z). Dies wur-
de fu¨r 12×12- und 16×16-Gitter untersucht, indem tzij = αtiij gesetzt wurde. Bei der
Durchsuchung des Parameterraumes von α konnten allerdings keine Werte gefunden
werden, die gegenu¨ber den Simulationen mit α = 1 eine signifikante Erho¨hung der su-
praleitenden d-Wellen-Korrelation brachten. Lediglich die Systemenergie ließ sich damit
vera¨ndern, diese nahm bei α > 1 zu. Dabei vera¨nderte sich allerdings das Verha¨ltnis
E0/Eint gegenu¨ber dem 4×4-System mit derselben Gesamtenergie.
92 5.4. PLATEAUWERTE DER D-WELLEN-KORRELATION
Kapitel 6
Zusammenfassung und Ausblick
In dieser Arbeit wurde das Vorgehen bei der Berechnung von Grundzustandseigen-
schaften eines quantenmechanischen Systems mit Hilfe des Projektor-Quanten-Monte-
Carlo-Verfahrens (PQMC) am Beispiel des t-t′-Hubbard-Hamiltonoperators vorgestellt.
Das eigentliche Ziel der Rechnungen ist die Kla¨rung der Frage, ob der Grundzustand
der repulsiven Systeme fu¨r geeignete Simulationsparameter ’Off-Diagonal-Long-Range-
Order’ zeigt. Dies wa¨re ein starker Hinweis darauf, daß sich dort allein auf Grund der
Coulomb-Abstoßung eine supraleitende Phase ausbildet.
Das PQMC ist ein numerisch sehr anspruchsvoller Algorithmus. Durch die U¨berpru¨fung
analytischer Ergebnisse, die sich aus der Ausnutzung der Teilchen-Loch-Symmetrie des
Systems bei t′ = 0 ergeben, konnte zuna¨chst einmal die Genauigkeit der Fließkom-
marechnungen abgescha¨tzt werden. Daru¨ber hinaus wurde durch die Implementierung
eines Algorithmus, der nur mit rationalen Zahlen arbeitet, gezeigt, daß das Auftreten ne-
gativer Vorzeichen des Skalarproduktes der propagierten Wellenfunktionen nicht allein
in der Ungenauigkeit der Fließkommana¨herungen seine Ursache hat. Das Vorzeichen-
problem in den Quanten-Monte-Carlo-Rechnungen kann also nicht nur durch fehlende
Rechengenauigkeit erkla¨rt werden. Leider sind die heutzutage u¨blichen Rechnerarchi-
tekturen nicht geeignet, die Simulationen mit rationalen Zahlen effizient zu implemen-
tieren. Dies fu¨hrte dazu, daß nur wenige Feldkonfigurationen fu¨r ein kleines 4×4-Gitter
u¨berhaupt berechnet werden konnten. Dadurch war es letztlich nicht mo¨glich, endgu¨ltig
zu kla¨ren, inwieweit nicht doch auch negative Vorzeichen in den Standardrechnungen
auftreten, die auf numerischen Problemen beruhen.
Das PQMC leidet wie alle anderen Quanten-Monte-Carlo-Rechnungen unter dem Vor-
zeichenproblem. Dabei hat es jedoch die bemerkenswerte Eigenschaft, daß sich die bei-
den Verteilungen u¨ber Beitra¨ge zu jeweils unterschiedlichem Vorzeichen des Skalarpro-
duktes der propagierten Wellenfunktionen nicht signifikant unterscheiden. Dies gilt ge-
rade auch in den Simulationen, welche ein mittleres Vorzeichen in der Gro¨ßenordnung
von 0.1 und ho¨her produzieren. Das jeweilige Maximum der Verteilungen liegt dabei
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in den Parameterbereichen wo dieser bekannt ist, in etwa bei dem Ergebniswert, den
man aus Rechnungen mit Lanczos- bzw. stochastischer Diagonalisierung erha¨lt. Man
gewinnt bei diesen Simulationen den Eindruck, daß die negativen Skalarprodukte der
propagierten Slaterdeterminanten, wenn sie ohnehin nicht ein Artefakt der Na¨herungen
sind, so doch nur eine kleine Korrektur an den Erwartungswerten darstellen.
Dagegen existieren mehrere Vero¨ffentlichungen, die u¨ber einen signifikanten Unterschied
in den Erwartungswerten - einmal unter Mitnahme und einmal beim Weglassen des Vor-
zeichens - berichten. Zu dieser Problematik konnte in dieser Arbeit gezeigt werden, daß
beim PQMC-Verfahren Unterschiede der Mittelwerte zwischen korrekter Mittelwert-
bildung und beispielsweise die Mittelwertbildung nur u¨ber Beitra¨ge, die bei positivem
Vorzeichen des Skalarproduktes aufgenommen wurden, im wesentlichen durch Fluk-
tuationen an den Verteilungsra¨ndern zustandekommen. Diese werden bei bestimmten
Simulationsparametern von Beitra¨gen gebildet, die sehr groß gegenu¨ber dem eigentli-
chen Mittelwert sind. So wird ein recht großer Wertebereich an den Ra¨ndern von nur
wenigen Beitra¨gen, also mit einer schlechten Statistik, abgedeckt. Dadurch ko¨nnen auch
schon bei nicht allzu kleinem mittleren Vorzeichen kleine Schwankungen an den Vertei-
lungsflanken signifikanten Einfluß auf die Erwartungswerte vor allem zu ODLRO haben.
Ein konsistentes Vorgehen, wie durch eine gesonderte Behandlung der Verteilungsra¨n-
der die Ergebnisse besser an die Werte z.B. der Lanczos-Diagonalisierungsrechnungen
angepaßt werden ko¨nnen, ließ sich dabei jedoch nicht ermitteln. Dies kann seine Ursa-
che nicht zuletzt auch darin haben, daß sich die Monte-Carlo-Rechnungen insgesamt
noch u¨ber zu wenige Feldkonfigurationen erstrecken. Da die Problematik bei der Be-
rechnung von ODLRO sehr viel gro¨ßer ist als beispielsweise bei der Ermittlung der
mittleren Energie, kann auch nicht ausgeschlossen werden, daß sich der Grundzustand
hinsichtlich der supraleitenden Korrelationen aus energetisch entarteten Zusta¨nden zu-
sammensetzt. Unterschiedliche Simulationen des Projektionsverfahrens finden so dann
mo¨glicherweise auch jeweils andere Zusta¨nde im zugeho¨rigen Unterraum.
Die anschließende Untersuchung der abstandsabha¨ngigen Vertexkorrelationsfunktion fu¨r
einzelne Absta¨nde sollte genauer kla¨ren, ob endliche Werte fu¨r ODLRO durch die Ver-
teilungsmaxima zustande kommen, oder von den wenigen, jedoch betragsma¨ßig großen
Beitra¨gen an den Verteilungsra¨ndern gebildet werden. Dabei stellte sich heraus, daß
die Werte fu¨r ODLRO bei der Anwendung eines jeden Kriteriums zur Beschra¨nkung
des zugelassenen Wertebereiches der Einteilchen-Greensfunktionen stets kleiner werden.
Die Verteilungsra¨nder tragen demnach schon einen Teil zu einer nicht verschwindenden
ODLRO bei. Jedoch spricht eine signifikanter Unterschied in der Position der jeweili-
gen Maxima der beiden Verteilungen u¨ber die volle Korrelationsfunktion und die davon
abzuziehende Korrektur der Einteilchen-Korrelation fu¨r gewisse Absta¨nde r in den qua-
dratischen Systemen mit L = 16 dafu¨r, daß ODLRO auch u¨ber die Beitra¨ge in den Ver-
teilungsmaxima zustandekommt. Mit steigender Systemgro¨ße wird deren Anteil jedoch
geringer. Es handelt sich demnach also lediglich um kurzreichweitige Korrelationen, die
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in der geringen Systemgro¨ße ihre Ursache haben. Das gleichzeitig mit der Anzahl der
Gitterpunkte kleiner werdende mittlere Vorzeichen unterdru¨ckt den Einfluß der Vertei-
lungsmaxima zudem noch weiter. Die schlechte Statistik des Projektor-Quanten-Monte-
Carlo beim Auftauchen des Vorzeichenproblems beruht nicht zuletzt darauf, daß so nur
mehr u¨ber die weitla¨ufigen aber nur mit wenigen Werten besetzten Verteilungsflanken
gemittelt wird.
Mit Hilfe der Histogrammtechnik konnte daru¨berhinaus ein signifikanter Unterschied
im Verhalten der Simulationen mit attraktiver Wechselwirkung im Vergleich zum re-
pulsiven Hubbard-Modell aufgezeigt werden. Denn wa¨hrend bei U > 0 ODLRO im
d-Kanal sich zum u¨berwiegenden Teil aus Beitra¨gen der Vertexkorrektur, also aus zu-
fa¨lligen Einteilchenkorrelationen, zusammensetzt, ist bei einer anziehenden Wechselwir-
kung zwischen den Elektronen auch ein signifikanter Beitrag von korrelierten Paaren mit
s-Wellensymmetrie beobachtbar. Ein Ansatzpunkt zum weiterfu¨hren der Arbeit wa¨re
nun, zusa¨tzliche Terme zum untersuchten Hamiltonoperator mit U > 0 zu finden, so daß
eine d-Wellenkorrelation gemessen werden kann, die sich aus einer Differenz von deut-
lich unterscheidbaren Verteilungen der vollen Korrelationsfunktion und der zugeho¨rigen
Vertexkorrektur zusammensetzt.
Betrachtet man die Vertex-Plateauwerte von quadratischen Systemen mit L > 144 Git-
terpunkten fu¨r große Absta¨nde, so kommt man zu Ergebnis, daß ODLRO bei U = 4 mit
dem PQMC nicht nachgewiesen werden kann. Dies gilt auch schon fu¨r die Mittelwerte,
die unter Vernachla¨ssigung des Vorzeichens des Skalarproduktes, welches das Monte-
Carlo-Gewicht bestimmt, berechnet werden. Denn bereits die beiden Verteilungen der
nach diesem Vorzeichen aufgespaltenen Beitra¨ge ko¨nnen jeweils nur mit einem großen
Fehler berechnet werden. Die Entwicklung der Verteilungen bei ansteigender Systemgro¨-
ße legt sogar nahe, daß sich die supraleitenden Korrelationen mit dem Hochtemperatur-
verhalten der Suszeptibilita¨t eine Ising-Systems vergleichen lassen, was als Beleg fu¨r die
Abwesenheit von ODLRO im Grundzustand des hier untersuchten Hubbard-Modells
angesehen werden kann. Dabei bleibt allerdings nicht ausgeschlossen, daß auf Grund
einer ungu¨nstigen Phasenraumstruktur in den Simulationen gerade die zur supraleiten-
den Korrelation beitragenden Anteile der Grundzustandswellenfunktion nicht bzw. nur
mit sehr schlechter Statistik gefunden werden. Grundsa¨tzlich sollte beim Auftreten von
negativen Skalarprodukten zwischen den beiden nachfolgenden Fa¨llen unterschieden
werden.
• Das Vorzeichen ist no¨tig, um die richtigen Erwartungswerte im PQMC zu berech-
nen. Dies ist bei den kleinen Systemen, wo Kontrollwerte aus anderen Grund-
zustandsrechnungen vorliegen, wohl eher nicht der Fall. Denn ein Vergleich mit
den Ergebnissen fu¨r den Erwartungswert der Energie mit Resultaten der Lanczos-
Diagonalisierungsrechnungen zeigt, daß es allerho¨chstens zu kleinen Korrekturen
fu¨hrt, die nicht u¨ber die Na¨herungen hinausgehen du¨rften, die ohnehin schon in
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den Algorithmus hineingesteckt wurden. Bei den Mittelwerten zu ODLRO ist dies
nicht ganz so eindeutig, allerdings deutet vieles darauf hin, daß dies wohl eher an
der noch zu kurzen Rechenzeit bzw. an der bereits erwa¨hnten Grundzustandentar-
tung liegt. Beim U¨bergang zu gro¨ßeren Systemen zeigt sich kein kontinuierliches
Auswandern der Differenzverteilungen irgendwelcher hier betrachteter quanten-
mechanischer Erwartungswerte, die so u¨ber das Vorzeichen systematisch vera¨n-
dert wu¨rden. Allerdings ist es mo¨glich, daß das Monte-Carlo-Sampling dort die
fu¨r die physikalischen Eigenschaften bedeutenden Hubbard-Stratonovich-Felder
systematisch nicht findet, weil es stattdessen nur immer Konfigurationen mit ho-
hem Gewicht aber unterschiedlichem Vorzeichen gegeneinder aufrechnet.
• Das Vorzeichen im PQMC ist ein Artefakt der Na¨herungen, wofu¨r einige Hinwei-
se in der hier vorliegenden Arbeit zusammengetragen worden sind. Dies kann wie
vorgeschlagen durch eine ungehinderte Propagation der Wellenfunktion u¨ber eine
Nodengrenze verursacht werden oder einfach auch (zumindest fu¨r einige Feldkon-
figurationen) durch eine numerisch zu ungenaue Determinantenberechnung zu-
stande kommen. In diesem Falle wa¨re es wichtig zu wissen, ob sich die Ergebnisse
auch bei einer exakten Kenntnis des Skalarproduktes aus einer Differenz zweier
Mittelwerte zu unterschiedlichem Vorzeichen zusammensetzen. Fu¨r die Systeme
mit L ≤ 64 liegt diese Situation wohl eher nicht vor, wie die Ergebnisse dieser
Arbeit zeigen. Geht man zudem davon aus, daß Differenzwerte immer noch in der
Na¨he der beiden Verteilungsmaxima zu unterschiedlichem Vorzeichen liegen, so
kann man davon ausgehen, das ODLRO in den Systemen mit L > 64, U > 4 wohl
eher verschwindet.
Dabei kann allerdings nicht ausgeschlossen werden, daß das Vorzeichen gerade in den
gro¨ßeren Systemen sich durch eine U¨berlagerung der beiden Ursachenszenarien zusam-
mensetzt. Bevor dieses genauer untersucht werden kann, sollte die verfu¨gbare Rechen-
zeit wohl noch einmal um mehre Zehnerpotenzen ansteigen, da nur so Effekte durch
zu kurze Monte-Carlo-La¨ufe mit Sicherheit auszuschließen sind. Bei dem Kontrollauf
in Kapitel 4 fu¨r das System mit L = 16 und U = 4 wurden ja die Fehler bei einer
Verfu¨nffachung der Rechenzeit beispielsweise nur in etwa um ein Viertel kleiner. Fu¨r
gro¨ßere L du¨rfte sich die Situation noch weitaus schwieriger gestalten. Es bleibt dann
allerdings zu Fragen, ob das PQMC dann noch als numerisch effizienter Algorithmus
betrachtet werden kann. Nicht zuletzt diese Problematik fu¨hrte dazu, daß die in dieser
Arbeit vorgestellten Ansa¨tze, die durchaus interessante Eigenschaft des PQMC, iden-
tische Verteilungen u¨ber die Beitra¨ge zu den quantenmechanischen Erwartungswerten
fu¨r das jeweilige Vorzeichen des Skalarproduktes der propagierten Wellenfunktion zu
produzieren, auszunutzen, nicht dazu beitragen konnten, die Existenz von ODLRO im
Grundzustand des t-t′-Hubbard-Modells auch fu¨r gro¨ßere Systeme bzw. bei ho¨heren
Wechselwirkungen zweifelsfrei nachzuweisen oder zu widerlegen.
Anhang A
Weitere Histogramme















U=4 sign = 1
U=4 sign = -1
(a) U=4, Ausschnitt aus Intervall (−5, 0), SD
ist Erwartungswert der stochastischen Dia-














U=6 sign = 1
U=6 sign = -1
(b) U=6, Ausschnitt aus Intervall (−4, 2),
〈sign〉 ≈ −0.01, hk ≈ 3 · 10−3
Abbildung A.1: Beitra¨ge zur Energie, Simulationsparameter L = 36, t′ = −0.22, τ = 18 ,
〈n〉 = 0.72 bei insgesamt 64 ’Trotter-Slices’, sign = sign(〈ΨP (σL)|ΨP (σR)〉)
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U=4 sign = 1
U=4 sign = -1
(a) U=4, Ausschnitt Intervall (-1,4),
〈sign〉 ≈ 0.29, SD Erwartungswert der
stochastischen Diagonalisierungsrech-
nung, Fehler PQMC-Vertexkorrektur













U=6 sign = 1
U=6 sign = -1
(b) U=6, , Auschnitt aus Intervall (-
2.5,1.5), 〈sign〉 ≈ 0.013, hk ≈ 2 · 10−3
Abbildung A.2: Beitra¨ge zur d-Wellen-Korrelation, Simulationsparameter L = 36,

























(b) U=6, sign=-1, 〈sign〉 ≈ 0.40
Abbildung A.3: Beitra¨ge zur d-Wellen-Korrelation, Systemparameter L = 16, τ = 18 ,
〈n〉 = 0.625 bei insgesamt 64 ’Trotter-Slices’, Lauf mit 80000 Messungen bei 5 · 106 MCS,
LD kennzeichnet den Erwartungswert einer Lanczos-Diagonalisierungsrechnung. Fehler der
PQMC-Vertexkorrektur, um die die Verteilungen verschoben sind ≈ 9 · 10−5, hk ≈ 6 · 10−3












(a) s =↓, ~ri = (0, 0), ~rj =












(b) s =↓, ~ri = (0, 0), ~rj =
(2, 1), r =
√













(c) s =↓, ~ri = (0, 0), ~rj =
(2, 2), r =
√
8, hk ≈ 5 · 10−3
Abbildung A.4: χ =
∑
δδ′〈c†i+δcj+δ′〉↓ exemplarisch fu¨r einzelne r = ‖~ri − ~rj‖, Simu-













(a) s =↓, ~ri = (0, 0), ~rj =












t’= 0., s=↓, sign=1
(b) s =↓, ~ri = (0, 0), ~rj =
(2, 1), r =
√











t’= 0., s=↓, sign=1
(c) s =↓, ~ri = (0, 0), ~rj =
(2, 2), r =
√
8, hk ≈ 2 · 10−2
Abbildung A.5: χ =
∑
δδ′〈c†i+δcj+δ′〉↓ exemplarisch fu¨r einzelne r = ‖~ri − ~rj‖, Simu-
lationsparameter L = 16, U = 4, 〈n〉 = 0.63, t′ = 0. und τ = 18 bei insgesamt 64
’Trotter-Slices’















(a) s =↓, ~ri = (0, 0), ~rj =
(3, 1), r =
√















(b) s =↓, ~ri = (0, 0), ~rj =
(3, 2), r =
√
















(c) s =↓, ~ri = (0, 0), ~rj =
(3, 3), r =
√
18 ,hk ≈ 1 ·10−1
Abbildung A.6: χ =
∑
δδ′〈c†i+δcj+δ′〉↓ exemplarisch fu¨r einzelne r = ‖~ri − ~rj‖, Simu-

















t’= 0., s=↓, sign=1
t’= 0., s=↓, sign=-1
(a) s =↓, ~ri = (0, 0), ~rj =
(3, 1), r =
√














t’= 0., s=↓, sign=1
t’= 0., s=↓, sign=-1
(b) s =↓, ~ri = (0, 0), ~rj =
(3, 2), r =
√














t’= 0., s=↓, sign=1
t’= 0., s=↓, sign=-1
(c) s =↓, ~ri = (0, 0), ~rj =
(3, 3), r =
√
18 , hk ≈ 4·10−2
Abbildung A.7: χ =
∑
δδ′〈c†i+δcj+δ′〉↓ exemplarisch fu¨r einzelne r = ‖~ri − ~rj‖, Si-
mulationsparameter L = 36, U = 4, 〈n〉 = 0.72, t′ = 0 und τ = 18 bei insgesamt 64
’Trotter-Slices’
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χ = <cr1 cr2>s(σ)
t’=-0.22, s=↑











(b) Spin ↓, χ = ∑δδ′〈c†i+δcj+δ′ 〉↓, ~ri =
(0, 2) ~rj = (2, 2)
Abbildung A.8: Histogramme zu (4.9) fu¨r ↑-Elektronen und (5.4) fu¨r ↓-Elektronen u¨ber
Wertebereich der Mittelwertbildung, Simulationsparameter L = 16, U = 4, 〈n〉 = 0.63
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(b) Spin ↓, χ = ∑δδ′〈c†i+δcj+δ′ 〉↓, ~ri =
(2, 2) ~rj = (0, 5)
Abbildung A.9: Histogramme zu (4.9) fu¨r ↑-Elektronen und (5.4) fu¨r ↓-Elektronen
u¨ber Wertebereich der beschra¨nkten Mittelwertbildung, Simulationsparameter L = 36,
U = 4, 〈n〉 = 0.72 und τ = 18 bei insgesamt 64 ’Trotter-Slices’.




B.1 Skalarprodukt zweier Slaterdeterminanten






(−)PxP(1) ⊗ . . .⊗ xP(N) (B.1)
auf den Zustand
√
N !x1⊗ . . . xN im N -Teilchen-Hilbertraum konstruiert. Der Operator
ist als Projektor idempotent A2 = A und hermitesch A† = A [Nol98]. Daher gilt fu¨r
das Skalarprodukt zweier Slaterdeterminanten
〈A
√
N !x1 ⊗ . . .⊗ xN |A
√
N !y1 ⊗ . . .⊗ yN〉 = N ! 〈x1 ⊗ . . .⊗ xN | A†A |y1 ⊗ . . .⊗ yN〉




(−)P〈x1|yP(1)〉 . . . 〈xN |xP(N)〉 = det(D) (B.2)
mit der MatrixD aus den Skalarprodukten der Einteilchen-Zusta¨nde, alsoDij = 〈xi|yj〉.
B.2 Erwartungswerte im PQMC
Der Notation des Hubbard-Modells im Ortsraum in zweiter Quantisierung liegen die
Wannier-Funktionen als Orthonormalbasis zu Grunde, deren Erzeuger die c†i sind. Die
’equal-times’ Einteilchengreensfunktion 〈σ| cic†j |σ′〉 bei festem σ, σ′ ist dabei gleich dem
Vakuumerwartungswert
〈Φ′0Φ′1 . . .Φ′N |Φ†0Φ†1 . . .Φ†N 〉 . (B.3)
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gegeben, wobei die Einteilchenzusta¨nde der propagierten Slaterdeterminante mit xi =
(x1i , . . . , x
N
i ) notiert sind. Dies ist aber genau das Skalarprodukt (B.2) zwischen zwei
Slaterdeterminanten von N+1 ununterscheidbaren Fermionen. Mit Dkl = 〈0|Φ′kΦ†l |0〉
und der Notation aus Kapitel 2.6 schreibt sich (B.3) also zu
〈σ| cic†j |σ′〉 = det








Die Laplacesche Entwicklung von (B.5) nach der ersten Zeile und die anschließende
Entwicklung der Terme nach der ersten Spalte, die Untermatrizen der Form D(lk) ent-
halten1, ergibt
〈σ| cic†j |σ′〉 = (〈0|Φ′0Φ†0 |0〉 −
∑
kl







l )〈σ|σ′〉 . (B.6)
Dabei wurde benutzt, daß auf Grund der Cramerschen Regel fu¨r die inverse MatrixD−1
det(D(lk)) = det(D)(D−1)kl (B.7)
gilt. Die einzelnen Erwartungswerte fu¨r die reduzierten Dichtematrizen schreiben sich
dann mit (B.6) zu
〈σ| c†icj |σ′〉
〈σ|σ′〉 =








B.3 Erwartungswerte fu¨r ODLRO
Fu¨r den Nachweis von ODLRO in Kapitel 2.7.2 mu¨ssen zudem Matrixelemente der
Form
〈σ| c†i↑ c†j↓ck↓ cl↑ |σ′〉 /〈σ|σ′〉 (B.9)
berechnet werden. Durch die Entkopplung der Elektronen hat man es mit einem effek-
tiven Einteilchen-Problem zu tun. Korrelationsfunktionen ho¨herer Ordnung, wie sie in
1Diese Matrizen entstehen durch Streichung der l-ten Zeile und k-ten Spalte von D
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der Berechnung der reduzierten Dichtematrizen fu¨r ODLRO vorkommen, schreiben sich
daher mit dem Wickschen Theorem zu
〈σ| c†i↑ c†j↓ck↓ cl↑ |σ′〉 /〈σ|σ′〉 =
(
〈σ| c†i↑cl↑ |σ′〉 〈σ| c†j↓ck↓ |σ′〉
)/
〈σ|σ′〉 . (B.10)
Dabei wurde schon benutzt, daß Einteilchen-Terme mit unterschiedlicher Spinquanten-
zahl von Erzeuger und Vernichter verschwinden. Das Wicksche Theorem ist hier direkt
anwendbar, da 〈σ| und |σ′〉 mittels einer geeigneten Transformation der c(†)i↑(↓) als rechtes
bzw. linkes Vakuum betrachtet werden ko¨nnen [Bla96].
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Anhang C
Das Monte Carlo Verfahren
C.1 ’Importance Sampling’
Die Beschreibung des ’Importance Sampling’ mittels Monte Carlo soll sich auf endliche
Summen beschra¨nken. Die Ising-Hilfsfelder des Quanten-Monte-Carlo haben ja gerade
eine endliche Zahl an Freiheitsgraden, was auch den Konfigurationsraum {σi} endlich
macht. Ziel ist es dann, eine Summe der Form∑
{σi}
w(σi)f(σi) (C.1)
zu berechnen. Dabei entspricht w(σi) den Anforderungen an eine Wahrscheinlichkeits-
verteilung und wird auch als Monte-Carlo-Gewicht bezeichnet.
Das prinzipielle Vorgehen dabei ist, daß man einen ’Random Walk’ im Zustandsraum
in der Zeit t unternimmt, der so angelegt ist, daß wσi(t) = w(σi) fu¨r t > te gilt. Dabei
bezeichnet te die Zeit, die die Simulation braucht, um in seine stabile Gleichgewichtsver-
teilung einzulaufen. Die Summe (C.1) berechnet sich dann als das arithmetische Mittel∑
t>te
f(σ(t)). Dies ist in gewissem Sinne genau das umgekehrte Vorgehen wie in der
statistischen Physik, wo man das zeitliche Mittel durch das Scharmittel ersetzt. Man
erkennt daran schon, daß Eigenschaften wie die Ergodizita¨t des ’Random Walk’ im
Zustandsraumes auch hier vorausgesetzt werden mu¨ssen [Met53].
C.2 Markov-Ketten
Wir gehen davon aus, daß der endliche Zustandsraum des zu Grunde liegenden Systems
durch die Variablen {σi} festgelegt ist. Der ’Random Walk’ wird durch den sukzessiven
systematischen U¨bergang von einem σalt des Zustandsraumes (z.B. durch Umklappen
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eines einzelnen, zufa¨llig gewa¨hlten Spins eines Isingfeldes) zu einem σneu erzeugt. Dabei
wird ein Zustand σj beim k-ten Schritt mit einer Wahrscheinlichkeit pij angenommen,
die nur vom Zustand σj des (k−1)-ten Schrittes abha¨ngt. Man erha¨lt so eine (homogene)
Markov-Kette mit der U¨bergangsmatrix P = (pij), pij ≥ 0.
Sei nun |{σi}| = l. Betrachtet man den Vektor an = (an1, . . . anl) der Wahrscheinlich-





wenn a0 die Wahrscheinlichkeitsverteilung am Beginn des Monte-Carlo-Samplings ist.
Existiert ein m, so daß fu¨r alle i, j die (Pm)ij > 0 gilt, heißt P quasi positiv. Dies
ist Voraussetzung dafu¨r, daß der Markov-Prozeß ergodisch ist und man kann zeigen,
daß dann zu jedem j ein von i unabha¨ngiger Grenzwert pij = limm→∞(Pm)ij exis-
tiert, mit
∑
j pij = 1, pij > 0 [Ros71]. Dies ist gleichbedeutend damit, daß der Vektor
pi = (pi1, . . . , pil) der eindeutig bestimmte linksseitige Eigenvektor der Matrix P zum





DasWahrscheinlichkeitsmaß pi wird dann auch als Gleichgewichtsverteilung der Markov-
Kette bezeichnet.
Mit dem Perron-Froebenius-Theorem kann man daru¨ber hinaus noch Aussagen u¨ber
die Konvergenzeigenschaften der Grenzwertbildung machen. Das Theorem besagt, daß
fu¨r alle anderen Eigenwerte ξi von P, i = 2 . . . l, |ξi| < 1 gilt. Sind alle Eigenwerte von
P zueinander verschieden, gilt zudem supi=2,...,l |ani− pii| = O(|ξ2|n) [Beh00]. Dies kann
verwendet werden, um das te aus C.1 abzuscha¨tzen.
C.3 Metropolis-Algorithmus
Der Zweck des Metropolis-Algorithmus ist es nun, die Markov-Kette so zu konstruieren,
daß die Gleichgewichtsverteilung pi gerade dem w(σi) in (C.1) entspricht. Dies wird
dadurch erreicht, daß bei der Konstruktion der Kette zusa¨tzlich zur Ergodizita¨t das
Prinzip des lokalen Gleichgewichts (besser bekannt als ’Detailed Balance’)
wjpji = wipij (C.4)
eingehalten wird. Dann ist der Vektor w = (w1, . . . , wl) eben gerade die eindeutig
bestimmte Gleichgewichtsverteilung der Markov-Kette, da man durch beidseitige Sum-
mation u¨ber i in (C.4) gerade (C.3) erha¨lt.
Man beginnt nun bei der Konstruktion der U¨bergangsmatrix P zuerst mit einer Ma-
trix Q, welche sich implizit durch die Einfu¨hrung der ’Move’-Versuche (z.B. wieder das
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Umklappen eines einzelnen Spins eines Isingfeldes) definiert. Ist N die Anzahl der Mo¨g-
lichkeiten, bei vorgegebener Konfiguration σi einen solchen Versuch auszufu¨hren und





falls Move σi → σj existiert
0 sonst
. (C.5)
Hat man mehrere verschiedene ’Trial-Moves’ implementiert, die zudem mit unterschied-
licher Wahrscheinlichkeit ausgefu¨hrt werden, kann die Matrix Q auch komplizierter
aufgebaut sein. Vorausgesetzt wird bei diesem Vorgehen, daß Q dabei quasi positiv ist.
Daru¨ber hinaus hat ein symmetrisch aufgebautes Q, also
qij = qji , (C.6)
einen zusa¨tzlichen Vorteil, wie man in den Umformungen zu (C.7) noch sehen wird.
Nun werden die U¨bergangswahrscheinlichkeiten in Q so umgewichtet, daß zusa¨tzlich
auch (C.4) erfu¨llt ist. Dies erreicht man mittels Metropolis dadurch, daß die eigentliche
U¨bergansmatrix P sich zu













berechnet. Da die Quasi-Positivita¨t dabei erhalten bleibt, ist der Markov-Prozeß ergo-
disch und hat dann, wie bereits gezeigt, die Verteilung w als Gleichgewichtsverteilung.
Das Metropolis-Verfahren eignet sich fu¨r die Computer-Simulation deshalb so gut, weil
im jeweiligen Markov-Schritt nur
wj
wi
bekannt sein muß und nicht die ganze Matrix P
behandelt zu werden braucht.
C.4 Fehler der Monte-Carlo-Rechnung
Falls die Parameter der Konfigurationen, u¨ber die man summiert, aus einem Ensemble
unabha¨ngiger Wahrscheinlichkeitsverteilungen stammen, kann der Fehler der gewichte-
ten Summation mit Hilfe des zentralen Grenzwertsatzes zu O( 1√
N
) abgescha¨tzt werden.
Dies ist z.B. bei der Summation u¨ber zufa¨llig bestimmte Phasenraumzusta¨nde, dem so
genannten ’Simple Sampling’, der Fall. Die Abscha¨tzung beha¨lt ihre Gu¨ltigkeit, wenn
die Korrelation zwischen je zwei gemessenen Beitra¨gen zu einer Observablen innerhalb
der Markov-Kette verschwindet. Deshalb la¨ßt man nicht jeden erzeugten Zustand der
Kette zur Summe beitragen, sondern erzeugt immer eine von der Observablen abha¨ngi-
ge Anzahl nw an ’Moves’ zwischen je zwei so genannten Messungen. Ist die Anzahl der
no¨tigen nw zu groß bzw. deren Bestimmung fu¨r alle no¨tigen Observablen zu aufwendig,
kann man durch eine Binning-Fehlerrechnung die Korrelation nachtra¨glich aus den Da-
ten herausrechnen. Wesentlich dabei ist gerade, daß der Fehler nicht von der Dimension
des Konfigurationsraumes abha¨ngt, was das Monte-Carlo-Verfahren fu¨r Summen der
Form (C.1) besonders geeignet macht [Low70].
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C.5 Simulated Annealing
La¨uft der Markov-Prozeß gegen eine temperaturabha¨ngige Wahrscheinlichkeitsvertei-
lung P , wie etwa der Boltzmann-Verteilung, kann man das ’Simulated Annealing’
durchfu¨hren. Dazu wird die Simulation bei einer, durch die Energieskala des konkre-
ten Systems festgelegten, hohen Anfangstemperatur gestartet und diese wa¨hrend des
Markov-Prozesses sukzessive abgesenkt. Das Abku¨hlschema ist dabei wiederum von den
Eigenschaften des jeweils zu simulierenden Systems abha¨ngig. Die hohe Anfangstem-
peratur gewa¨hrleistet, daß von Beginn an Konfigurationen mit akzeptablem Gewicht











auffassen. ’Detailed Balance’ sorgt dann im Gleichgewicht dafu¨r, daß dPi
dt
= 0 gilt.
Anzumerken dabei bleibt, daß nur bei Observablen 〈O〉, die keiner eigenen intrinsischen
Dynamik gehorchen, und deshalb
d〈O〉
dt
= i~[O, H ] = 0 (C.9)
gilt, die Kinetik des Systems unter der Mastergleichung physikalisch motiviert werden
kann [Bin92].
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