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SUMMARY 
The general purpose of this study is to present a quantitative 
method of solution to the expansion planning problem. This problem 
appears at the time of planning capital investments (or disinvestments) 
to meet anticipated changes in demand. It is assumed that the 
production-consumer system is made up of several manufacturing plants 
which could ship their outputs simultaneously to different customers. 
Thus, there exists a strong relationship between plants and their 
markets. Some plants may send semifinished products to other plants, 
as a way to increase the production capacity in a department. 
Because of the fact that optimization of the size of each plant 
does not optimize the production capacity of the system, it is necessary 
to consider all plants (actual and proposed) and their markets together. 
In this way, it is possible to ascertain if the increase in capacity of 
one plant may make unnecessary an extra investment in another plant of 
the system. 
In accordance with particular situations, four models are pre­
sented, each one having different assumptions. Model A, being the 
simplest, introduces the basic concepts in the expansion of capacity 
and considers only one period. Model B represents the situation when 
the planning horizon is divided into several periods. Model C extends 
Model B by allowing production for inventory as a way to reduce extra 
investments. Model D shows the case in which new investments change 
the variable productions cost of a plant, i.e., when economies or 
diseconomies of scale are present in new investments. 
All models fit the framework of mixed-integer programming 
problems. Some algorithms are discussed. It was found that Branch 
and Bound methods have had good results when just a few integer 
variables exist, as in this case. In particular, the algorithm 
developed by Rebelin was proposed to solve the models described in 
this work. 
In order to show the applicability of the models and their 
solutions, a practical case was modeled and solved. The real problem 
fits the conditions of Model B. The system contains seven plants and 
nine regions. Although each plant may have four departments, only 
their assembly department was included in the example , on the basis 
that it was common for all plants. Each assembly department has a 
number of lines, each one having the capability to produce one or 
several products. 
Initially, it was found that there were more than 30 different 
products. However, some of these differences were not significant 
for this study. Therefore, 12 representative products were defined in 
order to reduce the dimensionality of the problem. 
The variables in the model were divided in three groups, one for 
each period of time of the planning horizons. Each period has 70 con­
straints (18 relating to production facilities and 52 relating to 
markets regions) and 13 5 variables. 
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A variable gives the name of the product, where it is produced 
(plant and line), and the market where it is shipped. 
Initially eight alternatives (zero-one variables) were proposed 
to increase or decrease the production capacity of the system and 
satisfy the forecast demand. One the optimal mixed solution was 
obtained, a new set of alternatives was proposed. 
The program was run on a Burroughs 5500 computer, using remote 
terminals. Each trial took around ten minutes, but it can reduced 
easily by storing the optimal continuous solution. 
The solution of this example gave two types of solution. One 
involves long-term planning, that is, the selection of investments 
(either decreases or increases in production capacity) for the next 
planning horizon. The other type of solution concerns medium-range 
planning, that is, which plant should ship a given product to a certain 
customer in each period. 
Some extensions of this work might consist of the following: 
a) Separating total cost into three parts, namely, fixed-fixed, 
fixed-variable, and variable cost. 
b) Including a criterion of minimum rate of return on investment. 
c) Developing a methodology to include intangibles and to 
generate investment alternatives. 
d) Considering the forecast demand as a probability distribution 




1.1 Background The purpose of this study is to present a quantitative method for solving the expansion planing problem of an operating firm. It is asumed that the firm consists of more than one plant, manufactures many products, and has customers located at many sites. The expansion problem apears whenever management is planing capital investments to met anticipated demands. Typical examples of the planing decisions that management must make are the following: a) when and where to alocate the capacity increases or decreases; b) whether or not a new plant should be built and, if so, where; c) whether or not an existing plant should be partialy or totaly closed and, if so, when; and d) whether or not the firm should centralize or decen­tralize its operations. In a firm with only one plant, or with a few plants scatered around a region so that there is no interaction among them, decisions can be made on the basis of a single plant. One method widely used is to calculate the figure of merit (profit or cost) for each alterna­tive and rank them in decreasing order of priority until some scarce 
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resource, e.g., capital, is depleted. In efforts to use this approach 
in problems involving multi-plant firms, independence between plants 
or projects is often assumed in order to facilitate computation, even 
though the real situation indicates that strong interactions exist 
between plants. In such a situation, the method will most likely lead 
to a suboptimization. For example, expansion of one plant in the 
system could make the construction of a new one unnecessary, or vice 
versa, although an independent analysis indicates that both are equally 
good investments. Therefore, the method of solution of the expansion 
problem should take into account existing interrelationships between 
plants, their resources, their markets, and the scheduling of alterna­
tives over the planning horizon. 
The method also should permit the analysis of a decision, so 
that management may evaluate some alternatives before the decision is 
implemented in the real world. 
1.2 The Problem 
The initial idea for this research was suggested by officials 
of the American Can Company, but the results of the study are useful 
in the formulation and solution of expansion planning problems in 
many multi-plant, multi-product firms. In this presentation, the 
problems, the models, and the solution procedure first are described 
in detail in general terms. There a particular case is presented in 
order to show the application of a model and its solution. 
Assume first that a firm has many plants operating in a given 
region. Each plant is able to satisfy the final demand of the customers 
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and/or the demand for intermediate products requested by other plants. 
For a projected increase or decrease in the demand for each final 
product, the management of the firm wants a production plan including 
when and where to allocate capacity increases such that the total 
profit is a maximum over a specified planning horizon. 
The capacity of a plant or a department is measured by the 
number of lines or pieces of equipment. In general, it is expressed 
in discrete units. For example, the capacity of an assembly department 
is specified by the number of assembly lines. It is assumed that 
capacity increases are made by adding assembly lines in discrete units. 
The problem of allocation of increases (or decreases) in pro­
ductive capacity requires the study of such factors as demand; price of 
products; requirements and cost of raw materials and labor for each 
period considered; number, size and cost of facilities; capacity for 
different production processes; timing of the installations; location 
of the plant and cost of transportation; and availability and cost of 
capital funds. 
A naive attempt to solve this problem would be to isolate each 
plant and try to optimize its size. However, optimizing the size 
separately does not necessarily give the maximum profit for the system. 
This approach may result in overestimating the investment required for 
each plant. On the other hand, if the system of plants is examined as 
a whole, management may obtain a solution near to the optimum. (The 
system is defined as the set of plants, customers, suppliers of raw 
materials, and the interrelationships between them). In this case, for 
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example, the excess capacity in one plant may be used to satisfy the 
shortage of a nearby plant, during a certain period of time, at a 
lower cost than can be achieved by extra investment. 
In the preceding discussion, it was assumed that a production-
consumption system is already in operation. The optimal configuration 
of a nonexistent new system is not studied here. This distinction is 
important for two reasons. The first reason is that with a system 
already in operation, the decision maker is concerned only with incre­
mental costs. That is, the cost of operating the present system is 
fixed. By specifying increases or decreases in plant capacities, the 
system is modified and only the extra cost should be considered. The 
second reason is that in a new system an extra dimension, the location 
of the plants, is included. In the system already in operation this 
variable is fixed. In the set of possible alternatives, to be described 
later, new plants may be included, but their locations, which depend 
upon the existing plants, are specified in advance. 
Two types of investment decisions to increase the capacity of 
the system are generally made. The first occurs when there exist 
economies (or diseconomies) of scale in the physical plant. Thus, an 
increase in capacity will reduce (increase) the unit variable cost. 
In this case, the decision maker is concerned with the size of the 
equipment. Usually, several sizes of equipment are available from 
which he selects the most appropriate. This situation is common in the 
case of chemical equipment, where economies of scale often exist. 
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The second type of investment decisions applies to the situation 
where economies of scale cannot be obtained by increasing the output 
rate of production units. The increase in capacity is made by additions 
of standard equipment. In this case, there is only one size, so the 
management decision is concerned with the number of facilities, rather 
than the size. That is, the increase in capacity of a plant is not 
made by substituting larger and more efficient facilities, but by 
duplicating equipment of the size already existing. This situation is 
illustrated in a later chapter. 
1.3 Objective 
The objective of this study is twofold: (a) to develop a 
production-capacity planning model which describes the operation and 
expansion of a multi-product, multi-plant firm over a planning horizon, 
and (b) to propose a method of solution of the model in order to deter­
mine the "best" allocation of capacity increases in the system, to 
maximize the present value of the firm's profit, and to satisfy the 
forecasted demand. The "best" allocation refers to the selection of 
the best alternatives from a subset of possible courses of action. 
Thus, it cannot be claimed that the "best" allocation contains the 
true optimum. However, according to March and Simon [1], the decision 
maker is usually more interested in working with satisfactory alterna­
tives than in working with true optimal alternatives. 
There is a trade-off between these two objectives. On one hand, 
it is recognized that the relevance of the model increases with its 
complexity. On the other hand, there is obviously no reason to 
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construct a very complex model which cannot be solved. Therefore, a 
compromise exists between the complexity of the model and the 
practicality of its solution. 
The development of the model starts with the basic assumption 
that the decision maker has a set of feasible alternatives for expan­
sion from which he wants to select the most suitable subset. Several 
factors affecting the expansion of a firm have been included in the 
model. Other factors may be taken into account in a later stage, or 
may be tested in a sensitivity analysis. It is assumed that the 
increases or decreases in capacity in a plant are made in discrete 
steps (e.g., by adding a new production line or by closing an old 
plant) and that the sizes of these increases or decreases are fixed 
and known. 
The solution of the model will provide a production-expansion 
plan. Thus, one part of the solution indicates which plant should 
satisfy the demand for which zone, in a given period of time. That 
is, it indicates what product mix each plant in the system should 
produce. The other part of the solution selects those alternatives for 
capacity expansion that will provide the best investment planning during 
a planning horizon. In summary, some of the questions which will be 
answered, provided that there is a set of possible alternatives, the 
following are: How many plants should be built? What size? What 
should be the product mix of each plant? What is the effect of closing 
an existing plant? 
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1.4 Importance of the Problem 
The amount of literature published in the past decade indicates 
the concern of researchers and management about ascertaining the 
optimal plant size. However, most of the cases reported assume the 
operation of a single-plant, single-product firm. Reports of studies 
involving the more general situation of the multi-plant, multi-product 
firm have appeared only recently—mainly because of the limitations of 
methods to solve the models. A procedure usually used to handle the 
multi-plant, or in general a multi-product, investment is to calculate 
the figure of merit for individual projects without taking into con­
sideration their interrelationships and the desirability of scheduling 
them over a period of time. As stated previously, this procedure has 
the obvious defect of ignoring the effect each investment has on the 
rest of the system, thus producing a suboptimization. Therefore, a 
method is needed which indicates those projects which are most likely 
to fit the available resources of a firm and at the same time serve to 
maximize profit. The model should take into account the interactions 
between alternative projects and, in particular, the opportunity cost 
of using resources in one alternative rather than another. The time 
also should be considered because the act of building a plant is irre­
versible, and also because the model should anticipate future expan­
sions in which the ideal plant size concept will be included. 
The fact that many investment decisions are made on a purely 
subjective basis indicates that a quantitative model of the nature 
described above will be useful to screen the set of possible 
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alternatives. This does not mean that the solution of the model repre­
sents the optimal solution in a real-world problem. However, the use 
of this model will permit the management to see the effects of some 
alternatives on the system. In this way, management will have more 
facts to aid it in making a decision. 
1.5 Method of Procedure 
The main developments concerned with planning for expansion of 
a multi-plant, multi-product firm were classified by means of a litera­
ture search. Once the literature survey was finished, the models were 
developed. It was convenient to begin with the simplest case, and then 
relax the assumptions to include more general situations. Four models 
were developed. Model A represents the situation for an expansion in a 
single period. Model B shows the case when a planning horizon divided 
in several periods is considered. An extension of Model B permits pro­
ducing for inventory; this is Model C. Finally, Model D represents a 
situation when the investments change the variable cost of a plant. 
It was observed that all models fit the framework of mixed-
integer problems. Therefore, a survey was made to look for an efficient 
algorithm to solve this type of problem. It was found that the branch 
and bound methods have had good results in mixed problems, where there 
are just a few 0-1 integer variables. This is the case for the expan­
sion planning problems. In particular, the algorithm by Rebelin was 
used to solve the example presented in the last chapter of this work, 
where a real situation was modeled and solved. The effects on the 
system of assigning capacity additions to different sites, the closing 
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of existing plants, and an increase in demand in some region were 
studied. In a similar fashion, the management of a firm may ascertain, 
to some extent, the change in profit or cost resulting from different 
decisions made to meet the demands in the market. 
1.6 General Limitations 
1. The following data are assumed to be known: 
a) The forecasted demand for each product during each 
period of the planning horizon. 
b) The cost of a new plant and of additions. 
2. A set of feasible alternatives is available for either 
increases or decreases in the capacity of plants. Locations for new 
plants are fixed, i.e., the location problem is not considered. 
3. The planning horizon is divided in time periods. Within 
each period, all parameters (costs, activity coefficients, etc.) are 
assumed to be constants. But they may be different from period to 
period. 
4. Those products with similar characteristics are grouped 
together into a representative product category. 
5. There are no limitations in the size of the labor force. 
6. The tax structure of the firm is not included. Thus, all 
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1 Relationships between Short, Medium, and Long-
Range Decisions (Adapted from H. Chestnut, 
Systems Engineering Methods. New York: 
J. Wiley, 1967.) 
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schedule a series of jobs in the best, or at least in a satisfactory 
manner. They do not answer what to do, but when to do it, provided 
that a given sequence is satisfied. 
2.2 Medium-Term Planning Decision Models 
In a medium-range decision, management is more interested in 
combining production capacity, inventory and work force in an optimal 
manner so that the forecasted demand is satisfied. That is, fluctua­
tions in orders may be followed by changes in production rate, inven­
tory level and/or employment level. Holt, et al. [2] have reported 
a series of models to deal with this medium-term type of decision. 
The decisions to be made are tactical, in the sense that they may change 
the operation of the system, but the size of equipment, the number of 
plants, the number of lines and, in general, the kinds of equipment 
remain fixed. The decisions setting production rate and work force, 
and then inventory levels, do not involve a permanent commitment, but 
rather, frequent review and revision. Usually these decisions are made 
at regular time intervals, e.g., monthly. 
The models developed by Holt, et al. [2] considered a quadratic 
function made up of the following costs: regular payroll, hiring and 
layoff of labor, overtime production and inventory. Each of these 
costs is weighted to override the uncertainty of the future. The sum 
of these weighted costs during a planning horizon is minimized, subject 
to a non-negative inventory constraint for each period. The authors 
do not consider the discount factor under the argument that a future 
beyond a 12-month forecast horizon has a negligible influence on the 
1 3 
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B E T W E E N T H E T W O D E C I S I O N S P ^ A N D W . T H E P R O D U C T I O N I N O N E M O N T H 
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affects the inventory in the next month. This in turn changes the 
work force in the second month, which then affects the production rate 
in the third month. The inventory level produces a feedback in both 
decisions. 
affected only by long-term changes in orders, while production rate 
responds faster to immediate changes in sales and inventory. The model 
was applied to a single product. For those plants producing different 
items, a representative product was defined and the demand, standard 
time, etc., for each item were expressed in terms of this representative 
product. 
medium-range decision was presented by Bowman in 1956 [3], The model 
fits in the framework of the transportation model of linear programming. 
Thus, the sources of production may be different plants in each period 
with a specified capacity, and the sinks are the aggregate demand for 
each period. The output of the model gives the production of each 
plant in each period; some of them may be to inventory. 
The analysis of these models shows that the employment level is 
One of the first models for production planning related to the 
The mathematical model is represented as follows: 
T T n 
Minimize cost c = I I I (Ci 
I _ -1 1 • -1 t=l q=l i=l 
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q m 
7 P.. < K.; i = 1,...,n L
J_ ltq 1 q=t 
and P.̂  
ltq 
0 if q<t 
{> 0 if q>t 
Where 
C\ is the unit production cost of plant i 
Cj is the cost "per period of holding one unit in inventory 
q and t represents time periods 
P^^ is the number of units produced by plant i during period 
t to be sold in period q 
Ŝ  is the number of units to be sold in period q 
is the capacity of the plant i (assumed to be equal for 
all periods). 
Different approaches to the above problem have also been reported 
by Manne Wagner and Whitin [5], and Zangwill [6]. In particular, 
the first two models deal with single-product production and inventory 
without backlogging problems. With the assumptions that the demand is 
known and the production and inventory cost functions are concave, the 
optimal production schedule is found for the next n periods, such that 
the cost of producing and holding inventory is minimized. Zangwill's 
model extends the above models to permit backlogging and to include 
Subject to the I I P- t = S ; q = 1,...,T 
production constraints: t=l i=l ^ ^ 
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multi-products and multi-facilities. Two algorithms are presented, one 
for the parallel facilities case and the other for the series facili­
ties case. 
New algorithms to obtain the optimal production plan (minimize 
costs) are presented by Lippman, et al. [7]. The general assumptions 
are that all costs are described by linear functions; the demands for 
the next n periods are known and are either monotonic, increasing or 
decreasing with time; there exist regular-time and overtime labor 
costs; the amount of overtime is restricted, not to exceed a fraction 
of the regular time utilized in any period. 
3.3 Long-Term Decision Models 
While the medium-term decision models give the tactical alter­
natives, there is a need to evaluate strategic alternatives which 
permit changing the structure of the system. For example, the pre­
dicted sales of a firm may indicate that an increase in output capacity 
of the system will be required in the next planning horizon. At this 
time the management of the firm may have a set of alternatives such 
that the system will be able to satisfy the forecasted demand. 
Some alternatives for increasing the capacity of the system are: 
a) additions of new plants or expansion of existing plants 
b) changes in type and size of production equipment 
c) changes in system configuration to improve operating 
efficiency. 
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Examples are: (a) changes in product mix, (b) concen­
tration of initial operations in a few centers with final 
production operation to be performed in satellite plants. 
The selection of a satisfactory, if not optimal, alternative is a 
decision of far-reaching consequences. It is, in general, irreversible 
and its selection may interfere with the initiation of other alterna­
tives . 
The models in this section may be subclassified into two groups. 
The first group of models seeks to answer the strategic decision, i.e., 
how large a plant should be, without considering the tactical decisions. 
The second group of models considers both tactical and strategic deci­
sions simultaneously. The models of the first group are suitable when 
the new project is independent of the existing system and are, in 
general, easier to apply. Some of these models are described below. 
Hess and Weber [8] reported a model to find the optimal size of 
a one-product plant when there are economies of scale. The demand is 
considered probabilistic, and it is assumed that all variables can be 
expressed as a function of capacity. Calculus techniques are then used 
to determine the size of a new plant which maximizes the expected 
profit. A model to find the optimal plant size when the product demand 
growth follows the S-shaped Gomperz curve was presented by Coleman and 
York [9]. The demand curve is estimated with two parameters: one is 
the estimate of rate of growth demand, and the other the estimate of 
the ultimate demand level. The economies of scale are taken into 
account in both initial and additional investments. Thus, given the 
cost of a plant or an expansion as a function of its size and the 
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parameters which define the growth of demand, the authors describe how 
to construct a model and a method of solution to find the initial 
capacity and the size of future additions so that the present value of 
the total cost is minimized. The uncertainty of demand is handled by 
running several cases with different growth parameters and then 
analyzing the increments in the total cost functions. 
The above and similar models answer the question of the size of 
one plant under some given conditions. A fundamental assumption is 
that such a plant is independent of other plants in the system. The 
consideration of the interaction of several plants introduces the 
problem of production planning. For this reason, some research has 
been conducted on methods to simultaneously solve the tactical and 
strategic alternatives. 
One of the first approaches for handling the expansion of a 
multi-plant, multi-product firm was advanced by Bowman [11]. A regres­
sion model was developed with the basic assumption that a relationship 
between unit cost of production and labor versus area served and 
product mix can be found and is representative of all sizes of plants. 
The particular system under study consisten of ten plants which 
supplied many products to customers located in a given region. It was 
desired to establish the optimal size of each plant. Some simplifica­
tions considered in the model were as follows: The production of any 
item was converted to units of a "product equivalent"; the total demand 
and product mix remained fixed; no time factor was considered. The 
measure of effectiveness was the cost per unit of product equivalent. 
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It was found that the variables with major influences on differences in 
the cost per unit between plants were: volume of product manufactured 
in each plant (V), area served by each plant (A), product mix in each 
plant (M), and labor (L). Since most of the cost of transformation 
was labor cost, the first three variables mentioned above would 
increase as labor costs increased. Then the mathematical model may be 
expressed as 
C = L(a+b/V+cA+eM) 
where a, b, c, e are constants and 
C = annual cost of manufacturing and distribution (not 
including raw material) per unit of product equivalent 
L = labor rates (average hourly wage payment) 
V = annual volume manufactured and distributed (units of 
product equivalent) 
A = area serviced (square miles) 
M = product mix, expressed as a ratio of the average "labor 
content" of the plant's product to the labor content of 
the company's least costly product. 
The underlying rationale of the analysis is that the set of 
plants examined is a small sample from an infinite number of similar 
(possible) plants. Therefore, the parameters a, b, c belong to all 
the systems of possible plants. In particular, they were estimated by 
a least squares multiple regression. Once these parameters have been 
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established, the minimum cost for a plant can be calculated by setting 
the values of (L,V,A,M). 
The model was used to predict the cost of the plant in operation 
and then compared with the actual cost. Once it was determined that 
the model could predict the cost per unit of product equivalent for a 
given set of variables L,V,A, and M, the next step was to see how the 
variables of the model could be manipulated to minimize the unit cost. 
In case of changing the volume of a plant, the labor rates and product 
mix would not necessarily vary, but this is not true for the area 
served, because the greater the volume, the greater the number of 
customers required to absorb the additional increase of volume. The 
relation between volume and area was established K = V/A and called 
"sales density" and was assumed as a constant within each plant's 
territory. By substituting A = V/K in the model and taking the 
derivative dC/dV and equating it to zero, the optimum volume is found 
1/3 2/3 
V = K (2b/c) . The optimum value is thus a function of the sales 
density and the parameters b and c. The application of this formula 
in the existing plants resulted in the conclusion that most of them 
were too small (the ratio of actual size to optimum size varying from 
.15 to .72), and therefore for the given or fixed demand, a better 
number of plants would be half of the actual number, each operating at 
optimum volume. 
A sensitivity analysis of the cost vs. volume showed that a 
plant that was as much as 50 per cent too small incurred an increased 
cost of 5 to 8 per cent, while one 50 per cent larger than the optimum 
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size increased costs by only 1 to 2 per cent. Therefore, the analysis 
indicated that the plants should be larger and that if an error is 
made, it is better to make it on the large side. 
The author pointed out that while the optimum size of the plants 
would not be recommended as precise answers, the model indicated that 
the company's plants were too small and that a system with fewer and 
larger plants would be a less costly one. 
Another model using regression analysis was reported by Lawless 
and Hass [11]. With quite different objectives from the above model, 
the authors identified significant variables affecting the problem of 
size of a one-plant, one-product firm. They found the equations for 
the present value of cash flows incurred in the investment in new 
plants and their expansions during a period of time. Based upon these 
equations, a series of nomographs was presented which provided a means 
for graphical solution. It was assumed that the sales forecast of one 
product for a planning horizon was known and could be expressed as a 
compound percentage increase for a year. They later studied the situa­
tion in which the actual demand was different from that forecasted. 
The problem was stated as "to choose the most economic of the 
alternatives which will provide the capacity needed to satisfy the 
actual sales requirements (which may or may not be equal to the sales 
forecast)." The set of possible courses of action was reduced to four, 
namely, 
a) Build a plant to match the six-year sales forecast. 
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b) Build a plant to match the three-year sales forecast and 
add one increment of expansion during the third year to satisfy the 
six-year requirement, if needed. 
c) Build a plant to match the two-year sales forecast and then 
build additional increments during the second and fourth years, if 
needed. 
d) Build a minimum-size plant for the first-year demand and 
add an increment each year for five years, if needed. 
Decisions b, c and d provided flexibility so that the cost of 
new expansion might be avoided if the demand did not develop as fore­
casted . 
By comparing the differences among the four alternatives, those 
economic factors which were equal for all alternatives could be ignored. 
Accordingly, income from sales and the cost, which vary directly with 
volume, did not need to be considered. Since the timing of expansion 
was included, the present value method was chosen to compare the 
alternatives. 
Ten variables which affected the present value of the cost of 
the alternatives were examined. They are: 1) project life, considered 
as 15 years; 2) taxes, 52 per cent; 3) depreciation, double declining 
method at 10 per cent; 4) construction time, 18 months for a new plant 
and 12 months for an addition; 5) projected growth rate, a range between 
5 and 20 per cent; 6) actual growth rate, six comparisons vs. projected 
a 
growth rate; 7) scale-up factors, ratio cost = (ratio capacity) , with 
.6 < a < 1; 8) scale-up factors for subsequent additions, 9) capital 
23 
cost, 10 to 20 per cent of the total cost; 10) interest rate of return, 
a range of 10 to 20 per cent. 
For each of the four possible alternatives and each of the six 
differences in growth rate, a factorial design layout was formed and 
the present value was calculated for three values of each variable. 
Then a linear model was fitted to the data obtained. It was found that 
by transforming present values to their logarithms, the model accounted 
for 96 to 99 per cent of the total variations. For example, an equa­
tion to find the present value of a decision, given some growth rate, is 
of the type 
PV = antilog (3.27 + .99g - .54k + .037m) 
These equations were drawn in a nomograph form for easier use. 
In 1958, a model for the planning of an optimal structure of the 
French oil industry was reported [12]. Before World War II, the French 
oil refineries were located along the Atlantic and Mediterranean coasts. 
Due to the new sources of crude oil in the Middle East and the increase 
in demand for oil products, it was felt that the French oil industry 
needed to plan for expansion. Since the need for additions in capacity 
was evident, the problem was where to allocate these increases. Two 
types of alternatives were studied. The first was to expand the coast 
refineries and ship the final products to the consumer centers. The 
other alternative was to construct new refineries inland near consumer 
centers. This involved the selection of refinery location and size, 
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and also the type of distribution network which should be used to 
transport the crude oil. Of course, an additional alternative was to 
use a mixed type of decision, that is, expansion of existing coast 
facilities and construction of new refineries inland. 
The planning horizon was established at one decade. The 
criterion used was to minimize the total cost of making the refined 
products available at consumption points. Instead of working with 
different periods of time during the planning horizon, the model was 
simplified to find the optimal structure of the oil refinery systems 
at half of the planning horizon. Thus, a dynamic problem was converted 
to a static problem. Other simplifications were made by considering 
only a part of the total market where, it was believed, a large 
increase in demand was evident. There were 30 centers in this critical 
zone. Also, instead of working with many final products, four broad 
categories of final products were defined, and only four sources of raw 
material were considered. 
There were two types of decisions. Strategic decisions specified 
the location of new refineries and the pipeline to distribute the 
refined products or the addition in capacity in existing plants. The 
other type of decision was called a tactical decision. While the tac­
tical decisions are described by continuous variables, the strategic 
decisions are discrete variables. 
For a given strategic alternative a linear programming model was 
developed. Its objective function was to minimize the total cost of 
the system subject to: a) supplying the demand at the consumer point, 
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b) the existing availability of raw material, and c) the capacity of 
each refinery. 
The method used to solve the problem was partial enumeration. 
A list of the most promising strategic alternatives was set up, and 
for each one the optimal tactical decision usable was obtained by 
running a standard linear programming model. The strategic alternative 
with minimum cost was then the optimal solution. This approach was 
used because at that date (1957) no efficient mathematical techniques 
were available to solve this mixed-integer problem. 
The problem to find the best plant location from a given set of 
locations, under increasing returns of scale, has been studied by 
Manne (13) and Bergendahl (14). The method of solution seeks to 
answer questions of where and how much capacity should be installed by 
a firm in order to minimize the sum of transportation and annual 
investment costs. The method of solution by Manne, called SAOPMA 
(steepest ascent one-point move algorithm), works well for small 
problems, but as the number of plant sites and markets grows the 
method becomes very efficient. 
Bergendahl proposed a recursive application of separable 
programming to solve the plant location problem. Multiple levels of 
fixed investment are introduced in each plant to find how different 
ratios of transportation costs and plant investments influence the 
solution of the problem. The relation between annual investment costs 
and plant size is represented by a piecewise linear function with three 
points. Point 0 indicates no investment, point 1 that the investment 
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has been made but not yet utilized, and point 2 that the plant is 
fully utilized. 
Three methods are compared with two examples. The first 
applies the commonly used separable programming algorithm and gives a 
local optimum very far from the global optimum. The second method, 
called the two-phase solution method, consists of solving first the 
transportation part of the problem, then taking its optimal solution 
as the initial basis of the second phase. This phase is then solved 
by the normal separable algorithm. The results indicate that the 
two-phase method gives a near-to-global optimal solution for those 
cases in which the fixed charges are relatively small with respect to 
the transportation costs. Since in many cases the investment charges 
take a larger part of the total cost, this method is not generally 
applicable. 
The idea of solving the problem in several phases is extended in 
the third method, called marginal cost parameterization. The initial 
concept was advanced by Day in his work on recursive programming. In 
a few words, this method consists of applying the separable programming 
algorithm many times, with the feature that the optimal solution of 
one phase is the basis for a starting point in solving the next. 
Between successive phases, the problem is slightly modified. In the 
initial phase, no fixed cost is considered. That is, the plant invest­
ment costs are made variable costs over the whole possible size of the 
plant. In this case, the investment costs are not covered, since the 
total size of the plant is not fully utilized. In the successive 
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phases, the fixed costs are covered by fewer and fewer units of output 
until a point in which the first unit will pay for the whole plant 
investment. Thus, the indivisible investment is made divisible in the 
early phases until it becomes indivisible again in the last phase. The 
results indicate that this procedure gives the optimal, or at least 
near optimal, solution. (The optimal solutions of the examples were 
found by total enumeration so that they were known previously to the 
application of these methods.) However, the above approaches do not 
solve the planning problem of a multi-product firm. 
An investment model which considers multi-period planning was 
reported by Kendrick [15]. The model considers a firm with many plants, 
each one able to produce many articles. Emphasis is placed upon the 
idea that the planning should include space and time factors. The 
space factor means that the actual location of plants, the transporta­
tion costs of raw material and final products, the intershipment of 
intermediate products, competition and complementation of plants, etc., 
are considered in the model. 
The time factor means that multi-period planning is selected 
so that the desirability of scheduling projects may be calculated. 
However, since the data for demand, costs, technological changes, etc., 
have to be forecasted, a long multi-period duration may give unrealistic 
results. 
An outcome of this model is that management may be able to study 
the effects on the firm of various combinations of projects and the 
effects of different schedules of investments over time. The purpose 
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of the investigation was to develop a computationally feasible invest­
ment model for analyzing groups of interdependent projects and to apply 
the model to the steel industry in Brazil. The problem under study was 
defined as follows: 
A planner responsible for investment analysis in an industrial 
sector sends to the plants projections of the requirements for 
the industry's products for the next decade. He receives from 
the plants feasible studies on a group of investment projects, 
some of which are for additions to capacity and others for the 
establishment of new plants. The planner must then choose from 
among the projects and schedule them over time in such a way as 
to minimize the total investment, production and transportation 
cost and at the same time continually fulfilling the market 
requirements. 
The author started with the description of single-period model 
in which three major steel plants and their markets were included. 
The factors considered in the model were: 
a) production requirements for each product in the market 
b) the capacity of all major productive units in the system 
c) the cost of production for each of the products in every 
plant 
d) the cost of transportation 
e) the cost of importing the product to the market areas 
f) expected profits on exports, and 
g) cost of shipment of intermediate products between plants. 
The tactical decisions in this model were concentrated in three 
areas: 
a) the intershipment of intermediate products 
b) the importing of final or semifinished products, and 
c) the exporting of final products. 
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These decisions were set because of the strong economies of scale 
present in the steel industries. Thus, a decision might be to import 
a final or semifinished product up to the point that additional 
capacity was economically desirable. 
The author then explained the solution of a single-period 
model. An extension was introduced with the time factor. The time 
horizon was divided into several periods of time, within each of which 
the data were assumed constant. Two additional complexities were added 
when the time factor entered into the model; first, the cost and demands 
for each product should be forecast and, secondly, the time discounting 
for cost should be applied in each period of time. 
The author pointed out the relationships between spatial and 
time investment decisions with economies of scale. Thus, in spatial 
planning, strong economies of scale and low transportation cost would 
suggest the establishment of few large plants, whereas, weak economies 
of scale and high transportation cost would suggest many small plants 
located near the customer. In time planning, strong economies of scale 
would imply investment in large plants separated over time. 
Kendrick's multi-period model fits in the framework of mixed-
integer programming. The author solved the problems using Driebeek's 
algorithm. 
Some assumptions underlying Kendrick's model are: 
a) The model is deterministic. 
b) The variable cost does not change with investment decisions 
or with the level of production. 
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c) No inventory from one period to another is allowed. 
d) There is no limitation of available funds for investment. 
e) The price elasticity of the demand is zero. 
f) There is no limitation in exportation or importation of 
product. 
An application of the expansion model involving aluminum pro­
duction has been reported by Kaiser Aluminum [16]. The aluminum 
process consists of two stages. The first stage produces pure aluminum 
oxide (alumina) from a bauxite ore. The sources of this raw material 
are scattered around the world. The second stage reduces the alumina 
to pure aluminum. Thus, the firm can be considered as a multi-plant, 
one-product firm. The total demand for the final product is concen­
trated in 38 regions. A major assumption is that the demand is known 
and that the facilities should be expanded sufficiently to meet this 
demand. 
Because of the power and space restrictions on expanding 
existing sites, and because of the growing world demand for aluminum, 
the management felt that development of new reduction sites was 
desirable. The entry of a new site originates costs such as develop­
ment of roads, power lines, etc., and new overhead costs such as plant 
management, accounting staff, insurance, etc. The site development 
cost and the present value of the fixed overhead cost are lumped in a 
figure which is called a site-entry cost. This cost occurs only once 
for each new reduction site. 
31 
Since economies of scale are present in the investment of 
alumina facilities, and a reduction of weight is obtained in the 
process, the trend is to have very few large plants, near the source of 
raw material. The significant question is which alumina plant should 
be expanded to supply the reduction plants at least cost. The authors 
described the past procedure used by the firm, which is valued con­
sidering each site independently by assuming 1) an expansion of the 
site by a given amount, 2) a "logical" alumina source, and 3) a 
"logical destination" of the aluminum output. Then, the cost for each 
possible alternative was determined and the sites were ranked accord­
ing to the rate of return. That approach had the defect of ignoring 
the interrelationships of each expansion on the rest of the system. 
Hinomoto [17] has studied the case of expansion of productive 
capacity in discrete steps when equipment is subject to technological 
improvements. The basic assumptions of this model were that techno­
logical improvement is continuous over the planning horizon and that it 
decreases the operating costs, that the size of the facility can be 
treated as a continuous variable, and that the future demand is 
expressed as a function of time and price. The author then applied 
calculus to find the necessary conditions for optimum values of the 
following decision variables: the sizes of facilities to be added, 
the timing of purchases of these facilities, the length of the planning 
horizon, and the volume of production at each moment. The criterion 




MODELS FOR EXPANSION PLANNING 
1. Introduction 
As stated in Chapter I, the problem set forth in this study is 
to obtain the optimum expansion plan for an operating production system 
over a given planning horizon and with a given set of exogenous condi­
tions. The operating system is understood to consist of sources of 
raw material (mills) and sources of semifinished and final products 
(plants), along with a set of sinks (markets) and the relationships 
among them. Some of the exogenous conditions that directly affect the 
system are the increase (or decrease) in the demand for each product; 
the production and delivery costs for each product manufactured in each 
plant; technology changes in the manufacturing processes; and the cost 
of the capital. 
In order to simplify the solution of the problem, the planning 
horizon is divided into a finite number of periods. It is assumed that 
within a period the exogenous and internal conditions remain constant. 
In some production systems, it will be necessary to include many 
periods in order to have a realistic representation of the real world; 
in others, a few periods are sufficient to have a good approximation 
of the real situation. The more periods considered, the better is the 
approximation of the real problem, but the more difficult it is to 
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solve. There is a trade-off between number of periods and time 
required to amass the data and solve the problem. 
In order to meet the changes in demand, it is necessary to 
supply some alternatives by means of which the production system will 
be able to satisfy these requirements in an "optimal" manner. Usually, 
these alternatives consist of projects that have passed several tests 
and are the most promising as evaluated by management or the people who 
make the decisions. Thus, the word "optimal" is used in a restricted 
sense, because the optimization is made on the set of proposed alterna­
tives, and there is no assurance that the true optimal will be an 
element of such set. 
This procedure of selecting alternatives agrees with the 
hypothesis advanced by March and Simon [1], who state that the decision 
process of an individual is more concerned with the discovery and 
selection of satisfactory alternatives than with the discovery and 
selection of optimal alternatives. 
The alternatives considered in the models to be described later, 
can be classified in the following groups: 
a) New Investments. Either new plants or additions to the 
existing ones may be added to the system. Usually these alternatives 
require a large investment of money, and are long-range decisions. 
b) Intershipments between Plants. The excess in capacity in 
a given department or in a "surplus" plant may be used to produce a 
semifinished material needed by a "deficit" plant in the system. 
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c) Rented Equipment. This alternative differs from new invest­
ments in that this project is more flexible and may require less 
investment in equipment. In some cases it may be considered as a 
short-range decision. 
d) Inventory. Goods produced in one period may be carried over 
to the next period. In industries that work on request, the inventory 
buildup may not be economically feasible because of the high risk 
involved in keeping a product which may not be requested in other 
periods. 
When a decrease in demand in one or several products is fore­
cast, the following additional alternatives are considered: 
e) Close a Facility. The facility to be closed may be a 
plant, a department, a line, etc. 
f) Reallocate Facilities. Some equipment may be utilized in 
other types of production. 
Four models are presented in this chapter. Model A is the 
simplest because the time factor is not included. However, the 
development of this model will be used to define most of the variables 
and parameters of the system. Model B describes the situation in 
which the planning horizon is divided into several time periods. In 
each period a set of investment projects is proposed, but no inventory 
is carried from one period to another. This restriction is relaxed in 
Model C, which includes several time periods and also provides for 
inventory in order to satisfy some demands in subsequent periods. 
Finally, Model D considers the case in which the unit variable cost 
35 
depends upon the output of a plant and upon capacity changes resulting 
from investment decisions in a given time period. Model D is a variant 
of Model C. A more general model would be a combination of Model D 
and Model C. 
The models are called as follows: 
A. Single-Period Model 
B. Multi-Period Model 
C. Multi-Period with Inventory Model 
D. Multi-Period with Changes in the Unit Variable Cost Model 
The relationships between the models are described below: 
Model C 
^^^•^^"^ (inventory) 
Model A y Model B 
(single-period) (multi-period) — 




Figure 3.1 Relationships between the Four Models 
3.2 Subsystems, Variables and Parameters 
Before presenting the models, it is convenient to define the 
system, its variables and parameters. All models consider the produc­
tion-consumer system of at least the following elements: 
a) a set of sources of raw materials, 
b) a set of existing plants (within each of which there exists 
a given set of departments or processes), 
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c) a set of markets or centers of consumption, 
d) a number of different products, 
e) a given demand for each product in each market for each 
period, 
f) a set of alternatives for expansion from which a subset is 
to be chosen. 
The total system, including vendors, plants, satellite plants 
and consumers, may be represented as in Figure 3.2. 
Consider now an isolated plant. It receives raw materials from 
vendors and semifinished products from other plants. Its production 
is shipped to other plants and/or consumer markets. Figure 3.3 repre­
sents the inputs and output of a plant p. The amount of raw material f 
shipped from source i to plant p is indicated by the variable . 
The amount of semifinished product mT received from plant p' is shown 
by variable U , , . The outputs of plant p are S and U „ ... The m'p'p ^ ^ ^ mpr m"ppTT 
former indicates the amount of finished product m shipped to market r. 
The latter represents the amount of semifinished product m" shipped to 
the other plant p". 
Thus, a plant may receive input in the form of raw materials or 
semifinished products, and send its output to consumer centers and other 
plants. 
3.3 Notation 
Table 3.1 shows the symbols used to designate the subsystems 
and elements of the system. These symbols appear as subscripts in the 
parameters and variables shown in Tables 3.2 and 3.3, respectively. 
Sources of Manufacturing Satellite 
Raw Materials Plants Plants Consumers 
Figure 3-2. The Production-Consumer System 
Figure 3-3. An Isolated Plant in the Production-Consumer System 
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Table 3.1 Subsystems and Elements of the 
Production-Consumer System 
Sources of input i = l,2,...,k (raw material) 
p = k+l,...,I (plants) 
Departments or process 
within a plant p, p(j) j = 1,2,...,J 
Raw materials f = 1,2,...,F 
Intermediate products: m = l,2,...,u 
Final products m = u+1,...,M 
Consumer centers r = 1,2,...,R (markets) 
Projects for expansion 
at plant p: (Alternatives) v = l,2,...,v? 
p p 
Projects for renting 
equipment at plant p: v = v? + 1,...,V 
P P P 
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Table 3.2 Parameters of the Production-Consumer System (One Period) 
bp(j) = Capacity of department or process j in plant p 
3 / .x = Capacity created or reduced in process j at ^ Vp plant p by project v 
d = Requirements of product m in market (consumer mr * r center) r 
â  ,.v = Capacity required per unit m, in plant p, m^ process j 
ê. = Units of raw material f used to produce a unit of product m 
c = Cost of producing a unit or product m, in plant p m^>r and shipping to region r (cost of product f.o.b. in market r; not real cost if shipments of inter­mediate product are involved) 
h = Additional cost of using intermediate product m, m^n in plant m, which was produced at plant p 
qr. = Cost of raw material f shipped from source i to fin . . plant n 
TT = Price of product m, in market r mr r 
ĝ  = Cost of investment of project v , in plant p 
= Capital recovery factor for investment project v ,i.e. p(1+p)L/{(1+p)L-l}, where p is the interest rate of the firm and L is the expected life of project. 
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Table 3.3 Variables of the Production-Consumer System 
S = Amount of units m produced at plant p and 
m ^ r shipped to market r 
U = Amount of intermediate units m produced at 
m ^ n plant p and shipped to plant n 
X = Investment or renting decision variable for v / p project V p at plant p (this variable can only 
take value 0, 1) 
Wj.. = Amount of raw material f shipped from source i 
to plant p 
A first step in the expansion planning of the production-
consumer system is to define 1) the sources of input, either raw 
materials or semifinished products; 2) the sources of output, i.e., 
the number of plants and departments within each plant; 3) the number 
of products, raw materials, semifinished and finished products; and 
4) the proposed increases or decreases in the capacity of the system. 
Any parameter or variable to be considered must specify at least one 
of these elements. 
In general, capital letters are used to indicate variables and 
limits in the subscripts. Small letters represent parameters and 
subscripts. 
3.4 General Assumptions Underlying All Models 
The general assumptions applying to all models are given below. 
Those applicable to a particular model are presented just before its 
development. 
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1. The models are deterministic. That is, the parameters and 
variables within a given period of time are invariant. But they may 
change from one period to another. 
2. The terms associated with continuous variables are linear. 
That is, if the production cost of a unit m̂  is ĉ  and of a unit m̂  is 
c2, then the total cost of producing k̂  units of m̂  and k^ units of 
is k̂ ĉ  + ̂ 2C2' A]_so, the total cost of the system is represented as 
the sum of the total costs of its plants, i.e., the total cost function 
is a separable function. 
3. The capacity of a process within a plant is defined as the 
ability to satisfy a given requirement. The potential capacity of a 
process is the sum of the manufacturing capacity plus inventory on 
hand, plus additional equipment. For example, if the original 
capacity of process A is 100 units/year and there is an initial inven­
tory of 20 units, the potential capacity of the process is 120 units. 
4. The additional capacity added in a process by new invest­
ment remains constant during the minimum of the planning horizon and 
the life of the equipment. The life of rented equipment is equal to 
one period. If a plant or a process is closed down, the capacity of 
the system will be diminished by the corresponding quantity for the 
remaining periods. 
5. All decisions are made at the beginning of a period. 
6. The cost of a given alternative is charged as a discounted 
uniform annual cost over the expected life of the equipment. 
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The objective function in each model is to maximize the profit 
of the system, and the variables are subject to six general groups of 
constraints: 
Market Group 
The demand for each product in each region must be satisfied. 
If the original capacity of the system is not sufficient, additional 
capacity in the form of new investments, rented equipment, inventory, 
etc., will be introduced in the model. 
Raw Materials Group 
There is a limited amount of raw material available at a 
particular source. However, total material from all sources is suffi­
cient for production requirement. 
Availability of Funds Group 
Funds expended for capital expansion in any period must not 
exceed the money available for investment in this period. 
Capacity Group 
The original capacity plus the additions or reductions in 
capacity made as a result of capital investment decisions must be 
sufficient to meet the forecast demand. 
Integer Group 
The decisions to be made concerning new investments and rented 
equipment are designated by zero-one variables. 
Inventory Group 
The amount of material used from inventory must not be greater 
than the inventory available at the beginning of a period. 
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3.5 Model A: Single Period 
The single-period model represents a simple situation in which 
the decisions are made for one single period. 
Assumptions 
1. Single period. 
2. The increase in capacity in this period may be made by new 
investments or rental of equipment. 
Parameters 
Same as Table 3.2. 
Variables 
Same as Table 3.3. 
Objective 
The objective function is a profit equation as follows: 
R M I 
zA = I l y TT s A L. L _ ? _ mr mpr r=l m=u+l p=k+l 
(total revenue obtained by total sales) 
R I M 
I I I c S 
r=l p=k+l m=y+l m p r m p r 
(total cost of production of final products) 
I I U 
I I I h U 
n=k+l p=k+l m=l m p n m p n 
p̂ n 
(total additional cost for shipping intermediate products) 
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I k F 
n=k+l i=l f=l 
(total cost of raw materials) 
I I D g x 
. V V V 
i=k+l v =1 p p p 
(total capital cost for investments) 
The variable S in the first term is the number of units m mpr 
sold at market r from plant p. The sum over all plants times the 
price gives the total sales (in dollars) of product m in market r. 
The double summation over final products and over markets gives the 
total revenue. 
The second term ("total cost of production of final products") 
includes only the cost added during manufacturing; it does not include 
the cost of raw materials. 
The additional cost for intershipment and intermediate product 
is the difference in unit cost of the receiving plant, minus the unit 
cost f.o.b. the supplier plant, plus transportation costs. Summation 
over products and a double summation over plants gives the third term. 
The cost of all raw materials used in the system is given in the 
fourth term. Finally, the fifth term represents the portion of the 
investment g corresponding to this period. The sum over all projects 
VP 
gives the total cost of investments. 
Note that once a project v is selected, the parameters D and 
P . V p 
g are completely defined. The parameter D is the recovery factor 
VP VP 
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and depends only on the rate of interest and the life of the project 
v . The total cost of the project g includes not only the cost of 
P . V p equipment, construction, etc., but also the cost of planning. It should be stresed that only the portion D g of the total cost of a project is charged in a period. That is, the system wil  pay only for the time it uses the investment. If v is an alter­native coresponding to rental of a piece of equipment, the recovery factor D is 1, and g is the rental cost per period. If the renting P P 
contract includes fixed ($/period) and variable costs ($/hour) then 
gv coresponds to the fixed cost. Then the aditional term g' H 
P , ̂  m VP VP 
must be aded to the objective function where g is the variable cost 
VP 
and H the hours worked in a period by the rented equipment v . Also VP P a new constraint should be included to guarante  that the equipment may 
be used only if the equipment is rented. That restriction is: 
H < 3 X v p(j)v v P P P 
where 3 /•\ is the total cpacity aded by poject v (i.e., p(j)v tr J p
P 
hours/period) and is an uper bound on the value of H 
VP 
Note that X = 0 if, and only if, H =0. The "if" part is VP VP obvious, since no utilization implies that the equipment should not be 
rented. The "only if" part says that if no equipment is available (X = 0),it canot be used. In either case, no costs are incurred. P Now H > 0 if and only if X =1, the suficiency folows y vp from the restriction. (Of course, H canot be greater than the uper P 
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bound 3 /.NX ). The necessity part assumes X = 1 . If H = 0 , then p(j) p J * v v ' 
P P X = 0 as shown above, which is a contradiction; therefore, H > 0 . v v 
P P 
Constraints 
This model contains four groups of constraints, namely, capacity, 
markets, raw materials, and integer constraints. The non-negativity 
constraint is assumed to be implicit in all models. 
Capacity Constraints 
The general constraint for a process j at plant i is given by 
the inequality below: 
M R u I 
I Ia,.,S + 7 7 a . JJ 




y I P 
J l a , . OJ - J" 8 , . N X < b , ., 
- n - i x n mp(3) mnp L p(3)v v p(j) m=l n=k+l c c v =1 ^ J p p r J 
p r r 
n*p F 
(h) (i) 
For all p, j. 
p = k+l,...,I (plants) 
j = l,2,...,Jp (departments). 
There are (I * J ) equations. P 
This inequality states that the capacity utilized to produce 
intermediate and final products in process j , at plant i must not 
exceed the capacity available. In order to relax the bottlenecks of 
the process, two decisions can be made: 1 ) receive intermediate 
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products from other plants, and 2) increase the capacity by a new 
investment. These relaxations in the constraints are indicated by the 
negative terms in the left side of the above inequality. 
The term (f) represents the capacity used to produce the final 
products shipped to markets r = 1,...,R. The capacity utilized to 
produce intermediate products is indicated in term (g). One way to 
ease the capacity restrictions of process j, at plant i, is by 
receiving some amount of intermediate products from other plants 
which are the same as those produced in this process. Such inter-
shipments are represented by the term (h). Finally, the addition of 
capacity obtained by the construction and installation of a new 
project at department or process j at plant i is indicated by the 
term (i). The algebraic sum of these four terms must be less than or 
equal to the available capacity of the process b 
The sum of production over all plants for each product and each 
market must be enough to satisfy the demand of this product in a 
market. Thus the demand of product m at market r is satisfied by 
Market Constraints 
I 
mr For all 
m = u+l,...,M (final products) 
r = 1,...,R (market s) 
There are (M x R) equations. 
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Raw M a t e r i a l C o n s t r a i n t s 
The t o t a l o f raw m a t e r i a l f u t i l i z e d a t p l a n t m t o produce 
i n t e r m e d i a t e and f i n a l p r o d u c t s i s equa l t o the t o t a l r e c e i v e d from 
a l l s o u r c e s o f raw m a t e r i a l , t h a t i s , 
R M I y k 
I I e _ S . + I J e U . = 7 W._ . 
L . ' ' . f i n mir ? , . L . fm mip _ • f L i 
r = l m=y+l p = k + l m=l ^ L = l 
( j ) ( k ) (m) 
For a l l 
f = 1 , . . . , F (raw m a t e r i a l ) 
i = l , . . . , k ( s o u r c e o f m a t e r i a l ) . 
There a r e (F x k ) e q u a t i o n s i n t h i s g r o u p . 
The term ( j ) r e p r e s e n t s t h e raw m a t e r i a l f consumed i n produc ing f i n a l 
p r o d u c t s and t h e term ( k ) t h a t consumed i n making i n t e r m e d i a t e p r o d u c t s 
a t p l a n t p . The term (m) g i v e s the t o t a l raw m a t e r i a l f r e c e i v e d by-
p l a n t p , i n t h i s p e r i o d . A t o t a l o f (F x k ) e q u a t i o n s are i n t h i s 
g r o u p . 
I n t e g e r C o n s t r a i n t s 
The v a r i a b l e s which r e p r e s e n t t h e d e c i s i o n o f e x e c u t i n g or not 
e x e c u t i n g a g i v e n p r o j e c t can t a k e o n l y v a l u e s 0 or 1 . 
X v = 0 , 1 ; f o r p = k + 1 , . . . , I ; v = 1 , . . . , V 
P 




S ,U ,W,_. > 0; for all f,i,p,r,m,n. mpr mpn fin ' r 
3.6 Model B: Multi-Period 
Assumptions 
1. The planning horizon is divided into several periods, not 
necessarily equal. The interest rate on capital remains the same for 
all periods. 
2. The increase in capacity in each period may be made by new 
investments and/or rented equipment. 
3. In each period there is a limited amount of money available 
for inve stment s. 
4. The cost of production in a given period is not affected by 
decisions made in that period or prior periods. This cost, however, 
may change from period to period; for example, forecasted increases in 
cost of raw material, labor, etc., may be included here. However, if a 
new project would change the operating cost, then this model does not 
apply. 
5. No inventory can be carried from one period to another. 
Parameters 
Same as Table 3.2 with the additional superscript "t" to indicate 
time period (t=l,...,T). For example, b^ ^ is the capacity of depart­
ment j, plant p, during time period t. Other parameters are: 
50 
= outlay of money required at time t by investment (or 
P 
rental) project v^ 
= total money available to spend in investment and rental 
projects 
6^ = the present worth factor. If the interest rate is p, 
then 611 = l/Cl+p)* 
n = present value of project v ; equal to I 6 D g , 
V P P t=l V p V p 
where L is the minimum of the life of the equipment 
and the planning horizon, D is the capital recovery 
V P 
factor, and g is the cost of project v . 
V P P 
Variables 
Same as Table 3.3 with the additional superscript "t" to indicate 
time. For example, represents the units of product m, produced at 
plant p and shipped to market r during time period t. 
Because of the changing value of money over time, the cost and 
profits of several periods cannot be added directly. It is necessary 
to calculate their equivalent value at a given time. In this thesis 
the Present Value criterion is used. That is, all costs and profits 
will be converted to their equivalent values at the beginning of the 
first period. 
Since the constraints are given for each period, the discount 
factor is not applied to the constraints. 
51 
Objective 
Similarly to the Single-Period Model, the Multi-Period Model 
maximizes the profit of the system. The new objective function, 
which includes time, is: 
T M I R Total revenue from sales 
= 7 Df J J y TT S ...during the horizon B u t mr mpr t=l m=u+l p=k+l r=l ^ planning period. 
R I M 
Total cost of final 
products f.o.b. each 
t „t market. It does not " I I I c Sn .... n ̂  T T L,, mpr mpr include raw materials r=l p=k+l m=y+l ^ r .. . . _ r nor capital cost for 
new projects. 
j j Additional cost for 
y y y t̂ t̂ shipping intermediate 
^ L L mp n mp n •••products from plant n=k+l p=k+l m=l 
p*n to plant. 
k F I total cost of raw 
- I I I qf. W . } ...materials consumed in 
i=l f=l p=k+l P P all plants. 
Vt 
T i p total cost of all addi-
\ \ \ T\ X .. .tional investment made 
t=l p=k+l V =1 p p in the horizon period. 
Constraints 
Capacity. The capacity restriction of department j at plant p 
during the period t is: 
M R u I 
y y a ,.,sT + y \ a L . L^ mpĈ) mpr u f mpĈ ) mpn m=u+l r=l r r m=l n=k+l r r 
n*p 
Capacity used at department j, plant p, Idem, to produce inter-
during period t to produce final product mediate products. 
u I t t Vp 
m=l n=k+l ^ J ^ L n L n p(l)v v p(j) T=1 v = l r j p p r J n*p p 
Capacity "received" Increased capacity Capacity available in 
from other plants due to investments department j, plant p 
through intermedi- up to time t at time t. 
ate products 
For all p, j, t. 
Market 
p=k+l m p r 
Total units of product m Demand for product m at market r 
received at market r during during period t. 
period t. 
For all m, r, t. 
Raw Material 
k M I u 
I I ST . + T T ê  U 0 . L n L n fm mpi « i . - i n fm mP^ i=l m=y+l F £=k+l m=l * 
Raw material f consumed at Idem, to produce intermediate 
plant p at time t to produce products. 
final products. 
= I W* = W* 
i ^ 1 fip fp 
Total raw material f available 
at plant p, at time t. 
For all f, p, t. 
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Availability of Money 
A A a x ^ Y 
Li Li y y • 
p=k+l V =1 P p 
P 
Total outley of money Available money for 
required by investment investments at 
and rental projects at period t. 
period t. 
For all t. 
If different monetary limits exist for investment and for 
renting equipment, then two constraints are needed, one for the invest­
ments and one for the rented equipment. 
Non-ne gat ivi ty 
, S t , U t > 0 for all p,r,m,n,t 
fip mpr mpn r 
Integer 
X* = 0 , 1 for: p=k+l,...,1 
VP 
v = 1,...,V 
P P 
t = 1,...,T. 
The matrix layout of this model is shown in Figure 3.4. Note 
that the only equation common to all periods is the objective function. 
The letter inside a block corresponds to a vector of variables 
or a vector or matrix of parameters defined previously. For simplicity, 
the only subscript used is the time period t. Thus, 
S_£ is a vector of continuous variables; each element gives 
the amount of a final product which each plant produces 
and sends to a given market. 
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Variables: 









S2 U2 W2 • • ST U T T 
C2 h 2 q2 • • C T 
'2 y2 
0 









0 • 0 
Figure 3.4 Matrix Layout of Model B 
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W^ is a vector of continuous variables; each element gives 
the amount of a raw material shipped from a source to 
a plant. 
U is a vector of continuous variables; each element gives the 
amount of an intermediate product shipped between plants. 
X is a vector of 0-1 variables corresponding to the invest­
ment decisions. 
C_£ is a vector of costs; each element gives the cost of 
producing the amount in S. 
h_£ is the cost vector for intershipment between plants. 
q is a cost vector for raw materials. 
<J> is a matrix of zeros and ones; each row indicates all 
possible plants that can be used to satisfy the demand 
of a final product in a zone, or of an intermediate 
product in a plant. 
is a matrix of coefficients; each element gives the amount 
of raw material used by variables and V . 
J t t 
<j>_£ is a matrix of zeroes and -1, whose elements give the 
possible sources of raw materials. 
A_£ is a matrix of coefficients; each element gives the amount 
of capacity consumed by a variable or V_̂ _. 
3^ is a matrix of coefficients relating the increases or 
decreases in capacity when an alternative Xp is in the 
solution. An addition in capacity corresponds to a 
negative element; a decrease, a positive element. 
a is a row vector with elements representing the outlays of 
money required by the projects. 
b is a vector of original capacities of each process in 
each plant. 
y_£ is the limit of capital available in period t. 
d is the vector of demand. 
The integer and non-negative constraints are not included in 
Figure 3.4. When a project v^ is paid in a stream of payments 
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,. .. ,g,p, then its present value is n • If the project is paid 
during the planning stage, then g represents the portion of the 
initial capital outlay corresponding to period t, by applying the 
recovery factor. 
3.7 Model C: Multi-Period with Inventory 
Assumptions 
1-M-. Assumptions 1 to 4 from Model B (Section 3.M-) hold. 
5. Some inventory may be carried from one period to another. 
The input to and output from inventory is considered as a constant 
rate within a period of time. 
Parameters 
Same as Model B, plus the following: 
N̂ " = units of product m in inventory at plant p at the 
mp beginning of period one 
T+1 
N = desired inventory of product m at plant p at the mp end of the planning horizon 
a* = cost of holding one unit m in inventory during time 
m period t 
c = cost of producing a unit m at plant p, process j, 
m p during time period t. Note that cmp(j) ^ s n c r t e cl u al 
to c^p r because the latter includes the transportation 
cost to deliver the product in region r. 
= cost of transporting one unit m from plant p to market 
m p r x during the period of time t. Note that without 
t At V t inventory c = c + ( Z c / . \ J ) 9 where J is the J mpr mpr ^ mp(j) -p -p 




Same as Model B, plus the following: 
N**" = units of product m in plant p at the beginning of 
m p period t; equal to the inventory at the end of period 
t-1 
~t 
S = units of product m, sent from inventory at plant p to 
m p r market r during time period t 
Y^ = units at product m, manufactured at plant p, process j, 
m p ^ during time period t, and sent to inventory. 
Objective Function 
The objective function for Model C contains the same terms as 
those in Model B, i.e., Z , plus three additional terms corresponding 
to the cost of producing for inventory, the cost of carrying inventory, 
and the cost of shipping units from inventory. 
In Models A and B, the cost of production and shipping were 
concentrated in one figure, c^p r« It w a s implicitly assumed that 
production and transportation occurred in the same period of time. 
In Model C, this is not the case. Units may be produced in 
the first period, kept in inventory during the next two periods, and 
sold in the fourth period. Therefore, here the cost, , is broken 
r ' mpr 
down into its components, which are added to the total cost of the 
system. When a unit is produced for inventory, two costs are incurred 
in the system—the cost of production and the cost of carrying inven-
tory. For this reason, the cost associated with variable S m l s only 
the cost of transportation c 
mpr 
The total cost of producing to inventory during a time period t 
is: 
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m=l p=k+l j=l m p ( ] ) m p ( : l ) 
The total cost of shipping units from inventory during a period 
of time t is: 
M I R 
CSHP* = Y J Y c* S* 
m=l p=k+l r=l ^ ^ 
Since the input and output inventory rates are assumed constant, 
the cost of carrying inventory may be set proportional to the average 
inventory in a given period of time. 
The total cost of carrying inventory in one period of time t is: 
M I 
CINV11 = (0.5) Y Y at(Nt +N t + 1) L. m mp mp m=l p=k+l 
The variables generate a new set of inventory constraints 
to be discussed below. 
Thus, the objective function of Model C is: 
Z = Z - J D (CPI* + CSHP* + CINV11), 
C t 
where Z is the objective function of Model B; D is the present worth B t 
factor; CPÎ  is the total cost per period t for producing for inven­




As stated above, a new set of constraints should be included 
in Model C. These constraints are described below. 
Inventory 
> 0: no shortages are allowed. 
mp 
N t+1 'mp N mp 
vP t 
I Y /• 
*J urn I -i j=l 
mp( j ) 
Inventory of product m, Idem, at the Units of product m produced 
plant p, at the beginning beginning of to inventory by plant p 
of period t + 1 period t during time t 
R 
- I s ~t r=l mpr 
Units of production 
consumed from plant 
p during time t 
For: t = 1,...,T 
m = 1,...,M 
p = k+1,. . . , 1 . 
Note that both the initial and final inventory levels of each product 
1 T+1 m at plant p (i.e., N and N , respectively) should be given. If mp mp 
there exist any limitations on the level of inventory, for example, 
because of space, capital investment, etc., then additional new con­
straints , such as 
N* < UB^ or J N* < UB^ mp mp m mp 
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should be included, where UB^ is an upper bound on units of product m 
to be held in inventory during period t, and UB^ is an upper bound on 
inventory at plant p, period t. 
Capacity 
The left-hand side of the capacity restriction in Model B, 
called LCAP , is modified because of the use of the facilities to 
B 
produce for inventory, this restriction becomes 
LCAP^ + I y x < b , M B 'mp(j) p(j) 
Market 
1 ( s * + a* ) > d* 
p=k+l m p r m p ^ 
Raw Material 
Same as Model B. 
Availability of Capital 
Same as Model B. 
Non-negativity 
Same as Model B, plus 
t t ~t y , N , S L > 0 mp mp mpr 
Integer Constraints 
Same as Model B. 
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3.8 The Effect of Increasing or Decreasing 
Variable Cost with Investments 
In previous models, it was assumed that the variable cost of 
production was independent of the investments chosen. That is, no 
matter how large a plant or a process may be or how many investments 
are made, the variable cost per unit remains constant. Thus, if in 
a given plant, a decision is made to increase capacity, then the cost 
of the capacity increase in a given period is the part of the cost 
of investment corresponding to that period. The variable cost, how­
ever, remains the same. Figure 3.5 illustrates this for one plant 
in the system. 
The slope of each line segment represents the variable cost 
(in this case, all are the same), and the intersection with the 
vertical axis gives the present value of the investment cost or rental 
cost of a new piece of equipment. 
The point is the upper bound under the present investment 
(INV^). An output below affects only variable cost, since the fixed 
costs of the equipment and facilities already in operation are con­
sidered as sunk costs. That is, no matter what the level of operation, 
these costs will be on the system. The total cost (TC) for an output 
(S) on this range is 
TC = cS; 0 < S < U 
where c is the unit variable cost. 
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TOTAL COST 
Figure 3 . 5 Total Cost vs. Output of a Plant p During 
a Period, When Variable Cost Does Not Change 
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When an output, S, greater than but lower than is required, 
an additional investment is made with a fixed cost (present value) equal 
to f^. The variable cost remains the same as above. Thus, the total 
cost in this plant for a given period is: 
TC = f + cS: U < S < U 2 
Similarly for an output greater than but lower than U^, the 
total cost in this period is given by: 
TC = f 3 + cS: U 2 < S < U 3 
Thus, in order to minimize the cost of a system in this time 
period we set the following equations: 
minimize TC = cS + f X + f X + OT 
subject to capacity constraint of plant p 
s < u 1 + u 2 x 2 t u 3 x 3 
or 
S - U 2 X 2 - U 3 X 3 £ U l 
capacity constraints for all plants; 
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4>i = 0 ; i = k+l,...,I, 
demand constraints for all products in all markets; 
4>' = 0 ; m = m + 1 , . . . - 1 9 r = 1,...,R 
mr 
integer constraints; 
x 2 , x 3 = 0 , 1 
non-negativity constraints; 
S > 0 (other variables > 0 ) 
Where OT represents other terms in the objective function, such 
as profit and cost for other plants in the system, <|>̂  are the capacity 
constraints of plant i and <J>' are the demand constraints per each r mr 
product m and each market r. 
Note that the capacity constraint for this plant and the initial 
terms of the objective function TC have the same form as the capacity 
constraints and investments costs, respectively, included in Models A, 
B, and C. 
The assumption that the variable costs are independent of the 
level of investments or size of the plant is not always true. A new 
investment may reduce the unit variable cost of operation (economies 
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of scale), or perhaps, it may increase with greater capacity (dis­
economies of scale). These two cases will be studied separately 
below. 
3.8.1 Decreasing Variable Costs with New Investments 
a) No Discontinuities in the Total Cost Function 
The simplest case of decreasing variable costs occurs when 
the cost function (here assumed piecewise linear) is non-increasing 
and there are no "jumps." For example, in Figure 3.6 the total cost 
line for new investments (INV2) intercepts the total cost of the 
present investments (INV1) at an output less than the upper bound 
(U^) of the present capacity of one plant. 
Similarly, the interception of line INV2 with INV3 falls in 
the operating range of the facilities defined by INV2. This situation 
appears when a substitution of equipment is made or when the capacity 
of present facilities may be expanded without additional fixed costs. 
The total cost function of the system to be minimized is: 
TC = c l S l + (f 2X 2 t c 2S 2) + (f 3X 3 t c 3S 3) + OT 
subject to: 
o < s1 < u | x 
o < s 2 < (u£ - u \px 2 
Figure 3.6 Total Cost vs. Output of a Plant in a Period 
t, Having Decreasing Variable Costs Without 
Jumps 
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0 S S 3 S (0' - u-)x 3 
The following equation guarantees that only one interval will 
be selected: 
\ + X 2 + X 3 = 1; X±9 X 2, X 3 = 0 or 1 
The term OT represents additional income and costs which are 
explained in the discussion of Model D. 
Other inequalities, such as capacity and market constraints 
for other plants and products, also must be included here. Of course, 
the non-negativity set of constraints are implicit in the model. One 
may write the equation S = + + to have in one variable S the 
output per period, regardless of what investments are chosen. 
b) Total Cost Function with Discontinuities 
The more general situation occurs when there are jumps in the 
total cost function. In this case, a fixed charge is required in 
order to increase the present capacity of a plant and reduce its vari­
able cost. Figure 3.7 shows the total cost for a plant in a period. 
If an output greater than U^, the upper bound capacity of the present 
facilities, is required, then an investment with charge will increase 
the capacity of 1he plant up to and at the same time reduce the unit 
variable cost from c. to c 0. 
F i g u r e 3 . 7 T o t a l Cos t v s . Output o f a P l a n t i n a P e r i o d 
Having D e c r e a s i n g V a r i a b l e C o s t wi th F ixed 
Charges i n Each Investment 
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The total cost TC for an output 0 < S < U 1 is simply 
TC = c S For an output S, U < S < U , the plant total cost function 
to be minimized is: 
TC = c l S l + ( f X + c 2S 2) 
subject to: 
0 < S < U 
S l * U 1 X 2 
o < s 2 < ( u 2 - u 1 ) x 2 
X = 0 or 1. 
If S is the total output of the plant, i.e., S = + S , 
then the total cost may be expressed as TC = c^S + f^X2 + (c 2 - c-j_)S2. 
Similarly, for a system of plants, one of which, say plant p, 
has the cost pattern shown in Figure 3.7, the model for a single period 
would be: 
minimize TC = c^S + f ^ + (c 2 - c - | _ ) s 2 
+ f 3 X 3 + ( C 3 " C 1 ) S 3 + ° T 
subject to: S 1 * U 1 
s2 s (u2 - u2)x2 
S3 * ( U3 " U2 ) X3 
s = s2 +s2 + s3 
)i = 0; i = 
4>f = 0; m = 1,. . . ,M 
Ymr 
r = 1,...,R 
In order to guarantee that S2 > 0 only if S = U and that 
> 0 only if S = U2» the following constraints are added: 
Sl * U1X2 
S2 * ( U2 " U1 ) X3 
x2, x3 = 0, 1 
The term OT stands for the income and cost of other plants, 
(|> represents the capacity constraints of the system, and <f>m̂  repre­
sents the market restrictions for each product in each market. 
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An example of the application of this model is the case of buy­
ing extra facilities which make the present ones more efficient 
(economies of scale). 
3.8.2 Increasing Variable Costs with New Investments 
It is possible that an increase in capacity will result in an 
increase in variable costs (diseconomies of scale). Here, again, two 
cases will be discussed. In the first, the total cost of a plant is 
represented by a broken line, without "saltus." The second case 
describes the situation in which a fixed cost is added to the system 
whenever an increase in the plant capacity is made, creating jumps in 
the total cost function. 
Increasing variable costs may appear when an addition in plant 
capacity is obtained by paying premium costs. Some examples are (1) 
overtime labor cost premiums and (2) equipment rental costs. In such 
cases, fixed charges may or may not exist. 
a) Increasing Costs Without Discontinuities 
The total cost vs. output of a plant having increased costs 
without jumps is shown in Figure 3.8. 
The working region is divided into three sections: Define 
0 < S < U , 0 < S < U - U , and 0 < S < U - U , where U is the 
_L _L Z Z A. o o Z _L 
upper bound of the capacity of the present facilities, is an upper 
bound of the capacity when an additional increment of (U^ - U^) has 
been added, etc. 
The type of models described here are also used as an approxi­
mation in problems of a class called separable convex programming. 
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The slope of each segment line represents variable costs, and 
c^ < c^ < C g . Because of this property, only one integer 0-1 variable 
is required in this model. Thus, a system with a plant or process 
which has a total cost function as in Figure 3.8 can be modelled as 
follows: 
minimize TC = c.S. + c_S. + c 0 S 0 + OT 
1 1 2 2 3 d 
subject to 0 < S < U 
0 < s 2 < u 2 - u 1 
and 
S 1 + S 2 + S 3 < U 3X; X = 0 or 1 
plus other constraints concerning other plants 
in the system and demands for each 
product in each region. 
The term OT represents other terms in the objective function, 
such as the income, variable cost, and delivery cost, for each 
product to be manufactured by the system. 
If, in the optimal solution, this plant is to be in operation, 
the integer variable X should take the unit value. The term U^i 
defines the upper bound in the plant capacity. Because of increasing 
variable costs, the method of solution will select that interval in 
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TOTAL COST 
Figure 3.8 Total Cost vs. Output of a Plant 
Having Increasing Variable Costs 
Without Discontinuities 
which the contribution of the plant to the system is optimal. Thus, 
only one integer variable is required for each plant having a similar 
pattern to that shown in Figure 3.8. 
Increasing the capacity in one plant not only may increase 
the variable cost, but also may add a fixed cost to the system. 
Figure 3.9 shows this situation for one plant in the system. In 
order to have a capacity greater than the present upper bound U^, a 
fixed cost f^ is required. At the same time, an increase in the 
variable cost (slope) from c^ to c^ is observed. 
Defining, again, the output of a plant for each interval as 
0 < S. < U. - U. n , for i = 1,2,3 where U = 0 , the model can be 
1 1 i-l o 
written as 
b) Total Cost Function with Discontinuities 
minimize TC = c l S l + (f 2X 2 + c 2 S 2 ) + (f 3X 3 + c 3 S 3 ) + OT 
subject to 
the total S = S 1 + S 2 + S 3 < U 1 + ( n 2-U 1)X 2 + (U 3-U 2)X 3 
output 
and x 2 , x 3 = 0, 1 
o < s 2 < (u 2-u 1)x 2 
0 * S3 * ( U 3 - U 2 ) X 3 
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TOTAL COST 
Figure 3.9 Total Cost vs. Output in a Period of a Plant 
Having Increasing Variable Cost with Charges 
in Each Investment 
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plus other constraints of the system. 
The term OT represents the income and cost of all activities in 
the system. Other constraints to be included are the capacity con­
straints for each plant, the demand for each product in each market, 
and other pertinent restrictions. 
If U > (U 2 - U ) > (U - U 2) > then the last constraint 
in the above model, which defines the upper bound on S^, is redundant. 
Note that the set of constraints of the above model does not require 
that INV3 can be made only if INV2 is selected previously. Suppose, 
for example, that (U^-l^) > (^-U^), "^at -*-s> "^e i n c r ease in capacity 
by investment INV3 is greater than the increase corresponding to INV2. 
In that case, there exists a region where INV1 and INV3 give a lower 
cost, without requiring the investment INV2. This region ( U3~ u 2^ ̂ s 
shown in Figure 3.10. 
For example, if the system will need an output U 2 < S < 
from this plant, then the total cost of the systems with investments 
INV3 and INV1 is less than the cost of INV1 + INV2 + INV3. But if the 
plant output is greater than U*, then a sequence of investments INV1, 
INV2, and INV3 will be the best choice. 
If, for technological reasons, the investment INV3 requires 
investment INV2, the additional constraint < X 2 should be included 
in the model. (If X 2 = 0, then X 3 = 0; but if X 2 = 1, then X 2 = 0 or 1). 
The situation in which there are some plants in the system with 
decreasing variable costs and saltus in the total cost function (see 
Section 3.6.1-a) is presented in the following section. Other cases 
may be adapted from the discussion just presented. 
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TOTAL COST 
Figure 3.10 Total Cost vs. Output of a Plant. 
Sequence of Investments 
a) INV1, INV2, and INV3 
b) INV1 and INV3 
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3.8 Model D: Multi-Period with Decreasing Variable Costs 
and Saltus in the Total Cost Function 
Assumptions 
1-2. Assumptions 1 and 2 from Model B, Section 3.5, hold. 
3. The variable cost in some plants (p = k+l,...,I'; where 
I 1 < I) will decrease at the time when new investments are made. Also, 
each increase in capacity incurs a fixed cost. 
Parameters 
Same as Model B plus 
upper bound on the variable S. The variable S repre­
sents output of a plant or a process under given 
conditions 
new variable cost of producing one unit of product 
in plant p, process j, during period t, if the 
project v is chosen P 
additional capacity added to plant p, process j, 
at the beginning of period t, if project v is 
selected P 
t t c — c mp(j)v mp(j)9v -1 
difference in variable cost by changing the invest­
ment in plant p from project v - 1 to project v . 
Note that this quantity is non^-positive. The P 
present facilities at time t = 0 are considered as 





Ac mp(j )v 
Same as Model B plus 
S t ... = additional units of production produced at plant p, 
m p V p process j, during time period t, if project v is 
chosen. It is evident that P 
t gt < t 





Assume that a plant p has projects to be undertaken at the 
beginning of period of time t. When a new addition to capacity (i.e., 
a new project) is chosen, a fixed cost (g^ ) is charged, but at the 
VP 
same time the variable cost decreases. The total cost function is 
similar to that shown in Figure 3.11 for = 3. All subscripts and 
superscripts of the variables in the figure have been eliminated, 
except for v . When the output of this plant is constrained to be less 
than or equal to UB(S), no change is required in the objective function 
of Model B because it already contains the cost c S 
J mpr mpr 
If additions in capacity are permitted in plant p, the cost of 
its projects during period t is: 
V 
VP v t ^ t ct > N x + c t . S 
V =1 V D V D ' 
p 
V 
r P t t t 
v ^ = 2 m P ( ] ) v p mp(i)v 
P 
However, since the first two terms are already included in Z , 
the only term to be added is the third term, with summations over 
plants and over periods. 
Then, the objective function of Model D becomes: 
T V P VP S ^ I I S c \ mpr , L L mp(])v 





T M r p \> t t 
Z D = Z B - I I I I I A cmp(j)v Smp(j)v t=l m=l p=k+l j=l V p = l P P 
Constraints 
Same as Model B plus 
p J v 
_ T nipr > ^ mp(n)v r=l r 1=1 v =1 r p 
P 
Units of product m sent from Total output of product m, 
plant p to all markets during manufactured at plant p 
time t during time t 
for m = 1,... ,M; p = k+1,...,1"; t = 1,...,T. 
M 
y ŝ * < ŝ " x 
mp(j)v ~ p(j)v v m=l p P P 
for v = 1,...,V ; p = k+1,...,I; t = 1,...,T. 
p P 
X < X v v P P-l 
for v = 2,...,v . 
P P 
S* < UB(S t , )X mp(n)v -1 mp(-|)v v p r J p p 
for v = 2, . . . ,V ; p = k+1,...,I. 
p ' p r 
The last two sets of constraints guarantee that a new project is 
selected when the required capacity of the plant exceeds the present 
upper bound. 
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Other models (including inventory, for example) may be written 
as a combination of the models presented here. 
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CHAPTER IV 
METHOD OF SOLUTION 
4.1 Introduct ion 
In Chapter III, different models describing several situations 
in expansion planning were presented. A general characteristic belong­
ing to all of them is that some variables may be continuous and others 
can take only the values zero or one. These models fit in the framework 
of mixed-integer programming. 
If I is a vector of integer variables and X is a vector of con­
tinuous variables, the mixed-integer problem can be written as follows: 
(4.1) Minimize z^ = c I + c^X 
Subject to A I + A 2X > b 
I, X > 0; I integer 
The difficulty of solving problems when some or all of the vari­
ables must be integers has been recognized since the beginning of 
mathematical programming theory [18]. Much research is still under way, 
and only in recent years have methods been available for the solution 
of such problems. 
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There are presently three different approaches to solving mixed-
integer problems. They are: a) cutting planes, b) partitioning and, 
c) branch and bound. None of them is suitable for all mixed-integer 
programming problems. The first two will be described briefly, while 
the branch and bound approach will be described in some detail. 
The fact that the number of continuous variables in all models 
is much greater than the number of discrete variables, and that the 
latter variables are low-leveled (i.e., only two values are allowed, 
0 or 1 ) , suggests the use of a branch and bound algorithm to solve the 
expansion planning problem. 
Since pure-integer programming seems to be easier than mixed-
integer programming, methods of changing a mixed problem to a pure-
integer problem are important. In particular, if the number of integer 
variables in the problem is moderately large while the number of con­
tinuous variables is small, the partitioning approach may be a suitable 
method to solve this type of problem. 
4.2 Cutting Planes 
The idea of cutting planes was used for the first time in 1954 
by Dantzig, et al. [18], and later by Markowitz and Manne [19]. How­
ever, their application of cutting planes was unsystematic and, more 
important, convergence was not proved. The first finite general methods 
to solve all-integer and mixed-integer problem were advanced by 
Gomory [20]. 
The cutting plane method starts with the optimal solution of 
problem (4.1) without considering the integer constraints. The convex 
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hull defined by the constraints H, A I + A 2X < b (I, X > 0; I not 
restricted to be integer) contains all points of the feasible set. 
If one finds an optimal solution which is not feasible, then an addi­
tional linear inequality or cutting plane is generated and added to H. 
This new constraint is not satisfied at the current non-integer solu­
tion, but must be satisfied by all feasible integer points. Thus, the 
new cutting plane and the original constraints define a new convex 
hull which also contains all feasible integer points. The resulting 
linear programming problem is solved, and if integer requirements are 
not met, an additional constraint is added. This procedure is continued 
until the integer variables are forced to take integer values. The 
problem is to generate the new constraints in such a way that the mixed-
integer solution is obtained without excessive computational time. 
One advantage of the method is that it uses the pivoting rules 
of the simplex method to move from one extreme point to another on the 
convex hull. Gomory proved that if a mixed-integer solution exists, it 
can be obtained in a finite number of iterations. Reports of applica­
tions, however, indicate that convergence can be extremely slow. 
Beale reported that it has been shown that unless the objective function 
itself is integral, the method may not converge [21]. 
M-. 3 Part itioning 
Another approach for solving mixed-integer problems was suggested 
by Benders [22]. The rationale behind the method is to convert the 
original mixed-integer problem into an all-integer problem, and then to 
solve it by using an all-integer algorithm. This method is suitable 
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when the number of integer variables is larger than the number of 
continuous variables, as will be seen below. 
A very inefficient method of solving problem (4.1) is to list 
all possible vectors I; then, using each of the possible values for 
I, solve the continuous part as a regular linear programming problem, 
Thus, problem (4.1) becomes: 
(4.1a) Minimize z^ = c I + c^X 
Subject to A 2X > b - A I 
X > 0 
Note that once vector I is defined, the term c^I is constant. 
For a given vector I, say I , the remaining continuous part of problem 
(4.1) may be expressed as 
(4.3) Minimize z^ = c^X 
Subject to A 2X > b - . 
X > 0 
Let be the optimal solution to the above problem corresponding 
to the 1^ vector. If problem (4.1) has a feasible solution, its optimal 
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solution is that in which c_I. + c^X" is minimum. That is, 
1 : 2 : 
z* = min{c, I. + c„X*} . 
1 j : 2 : 
The method is inefficient because we need to enumerate all 
possible integer vectors 1^ before knowing if we have the optimal 
solutions. 
The dual of problem (4.1a) is stated as follows: 
(4.3) Maximize z 2 = W(b - A I) 
WA 2 < c 2 
W > 0 
where W is the row vector corresponding to the dual variables, I is a 
given integer vector, and superscript T means transpose. 
The original problem (4.1) can now be written: 
(4.4) Minimize - c^l + max{W(b-A I)} 
W 
Subject to WA 2 < c 2 
W > 0 
With this new reformulation, we now have a convex set, u), 
i T 
co = {W|WA2 < c 2; W > 0} independent of the integer vector I. If u 
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is empty, then there is no solution to the original problem. Otherwise, 
the max{W(b-A )} occurs at an extreme point of OJ or grows unbounded 
W 
along an extreme ray of to. The convex set OJ contains a finite number 
of extreme points and extreme rays, which can be enumerated. If the 
set UJ does not contain any extreme rays, that is, UJ is strictly 
bounded, one can enumerate all extreme points, W in u, and solve a new 
integer problem, 
(4.5) Minimize z 
Subject to z > c I + max{wk(b-A1I)}s for all W^ea) 
W e = u 
I > 0 and integer 
Recall that VT̂  is an extreme point of the set of constraints (4.4) and 
has been previously specified. 
Note, also, that each extreme point VT̂  generates one constraint 
in (4.5). To find the optimal solution of problem (4.1), or equiva-
lently to (4.5), we have to include all extreme points W ew, which 
could represent a formidale amount of work. Bender's algorithm uses 
only a subset of the extreme points. 
Before presenting the algorithm, we write the general case, 
i.e., when the set w contains both extreme points W and extreme rays 
Let R be the set of extreme rays, W , R c to. 
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If, for some I, there exists a £ R sue h that W (b-A I) > 0, 
then the maximum part of (4.4) becomes + 0 0, and the minimization problem 
is not feasible. The existence of this unbounded solution to problem 
(4.3) implies that for this given integer vector I, problem (4.2) is 
infeasible. Therefore, we need to add the following restriction to 
the integer vector I, 
W r(b-A 1I) < 0, for all f e R 
Problem (4.5) may be rewritten as: 
(4.6) Minimize z 
Subject to z > c 1I + max{Wk(b-A1I)} 
and Wr(b-A I) < 0, for all W r e R 
I > 0 and integer 
Again, in order to find the optimal solution (4.1), it is neces-
k r . 
sary to enumerate all extreme points W and extreme rays W continued 
in oo, include them in (4.6), and then solve the resulting integer 
program. 
However, this is not necessary in Bender's algorithm, because it 
uses only a subset of extreme points and extreme rays in order to 
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decrease the number of constraints to be included in (4.6). 
The algorithm consists of the following steps: 
a) Select a subset of extreme points and extreme rays obtained 
in (4.4) and put them in (4.6). Call this subset Q. 
b) Solve the resulting integer programming problem (4.6). 
c) If no feasible solution exists to the partial problem, 
then no feasible solution exists to the original problem. Terminate. 
Let z*, I" be the optimal feasible solution obtained in step 
b). If the problem is unbounded below, then z* takes a small value. 
d) Solve the dual problem (4.3), using I = I*. 
If - 0 0 (unbounded solution), then the actual integer solution 
I*" does not permit a feasible X. Then a new extreme ray W^, r e R has 
A 
been found, namely W", and it is added to the current subset of extreme 
points and extreme rays Q; go to step b ) . 
A 
If z'2 = then no feasible solution exists. Terminate. 
A . , A 
If zn is finite, call the solution vector W and the correspond-
A 
ing primal vector in (4.2) X", both with an objective function equal 
A 
to z^. Then a feasible solution (I*, X*) in terms of the original 
A 
variables has been obtained and its value is z£• 
e) In order to test optimality, make the comparisons: If 
z* > c.̂ 1* + z* - c^I* + c 2X i V, we have an optimal solution (I s :, X") 
of the original problem. Terminate. 
A A 
But if z" < c^I + z2> then the extreme point W does not satisfy 
the set of constraints of (4.6). In particular, the constraint 
z > c^I + W*(b-A^I) of (4.6) is violated. Therefore, this new con­
straint is added to the subset Q; go to step (b). 
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Obviously, the method converges, because at most we have to 
enumerate and work with a finite set of extreme points and extreme 
rays. Some advantages of this method are as follows: 
a) In each step we may have a feasible, not necessarily 
optimal, solution. This is a characteristic found in primal methods. 
b) In each step we have a lower bound and an upper bound of 
the objective function z^. A lower bound is given by z* since problem 
(4.5) in step b) is solved with a subset of constraints. An upper 
bound is found in step d), and is z* (which may be infinite). 
d) The above advantages permit stopping the algorithm at any 
time after having a feasible solution. The bounds give us the range 
in which the optimum lies. 
Although Gomory's and Bender's algorithms may be used to solve 
some classes of mixed-integer problems, other approaches exist which 
may be more efficient in solving the 0-1 mixed problem with a few 
integer variables. This approach is called branch and bound. 
4.4 Branch and Bound. The Land and Doig Algorithm 
The first algorithm which presented the branch and bound idea 
appeared in 1960; it was developed to solve mixed-integer problems 
[23]. Although the authors, Land and Doig, did not call it such, this 
paper was a pioneer effort in a new approach to solve a diversity of 
problems. This type of implicit enumeration was called branch and 
bound for the first time by Little, et al. [24] in their algorithm to 
solve a traveling salesman problem. 
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Branch and Bound is an intelligent method of searching the space 
of feasible solutions to a given problem. The branching step parti­
tions the space of feasible solutions into mutually exclusive subsets 
(branches). Associated with each branch is a value of the objective 
function which represents a lower bound (in a minimization problem) on 
all problems which originated from that branch. The branch with lowest 
cost is selected for further partitioning. Other branches with greater 
cost are not considered for branching at this stage, but may be recon­
sidered at a later stage. The branching procedure continues until a 
feasible solution is obtained (assuming it exists) in one branch, while 
the other branches have a greater lower bound, whether their solution 
is feasible or not. 
The Land and Doig Algorithm 
In a few words, the Land and Doig method involves the construc­
tion of a tree of linear programming problems, the root of the tree 
being the original problem (4.1) without integer constraints. 
The modified problem is: 
(4 . 7 ) Minimize Z = c^I + c 2X 
Subject to A I + A 2X < b 
I, X > 0 
If the optimal solution to the modified problem given integer 
values to those variables which are restricted to be integers, then 
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this is also the optimal solution to the original problem (4.1). 
Otherwise, the optimal value of the objective function of (4.7) is a 
lower bound to the mixed-integer problem. 
If the integer variable x^ appears with a non-integer value in 
the optimal solution of the modified problem, then two linear program­
ming problems are constructed by setting x, equal to the next lower 
K 
integer value and to the next higher integer value, respectively. 
Both problems are solved, and the branching is repeated again 
in that problem with lower optimal objective function (in a minimiza­
tion problem). The process continues until the optimal solution of a 
problem gives integer values to all variables restricted to be 
integers, and its objective function is a lower bound on all candidate 
branches. With this method, possible solutions are enumerated in such 
a way that only those which could have the optimal solution are con­
sidered. This is an implicit enumeration, rather than a complete 
enumeration. 
The tree is made up of branches and nodes. Each branch is 
associated with an integer constraint of the type: x̂_ = a constant. 
Each node identifies the number of the linear programming problem 
constructed with the original constraints in (4.7) plus all integer 
constraints represented by the branches connecting this node with the 
node 0. Problem (4.7) corresponds to node 0. The optimal objective 
function of a problem is associated with its node. Thus, if "n" is a 
node, then z^ is the optimal value of functional of the nth problem. 
Figure 4.1 shows a tree diagram for a mixed-integer problem 
solved by the Land and Doig algorithm. 
Figure M-.l A Tree Diagram for the Solution of a 
Mixed-Integer Problem by Branch 
and Bound 
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Thus, the node (5) means that the optimal objective function of 
the original problem plus two constraints, x = 3 and x_ = 2, is equal 
/ o 
to 1420. The node (8) has a functional equal to + 0 0, which indicates 
that this solution is not feasible. 
The algorithm is described in more detail below, but we first 
must define J as the set of indexes assigned to those variables 
restricted to be integers, i.e., J = {j|x_. is integer}, and y^ as the 
least lower bound on the functional of problem (4 . 7 ) , at the kth 
stage. Now the steps are as follows: 
a) Solve the original problem without integer constraints 
(4 . 7 ) . If the solution gives x = integer, for all k e J, then this is 
K 
the optimal solution to (4.1). If not, assign the functional to the 
o o *** node (0), with value y . (In "the Figure 3.1, y = = 1250.) 
b) Select a basic variable x̂ ., k e J, which has a value furthest 
from an integer. Let this variable be x^, r e J. Then construct two 
branches, one with x = v = [x ] and the other with x = v' = v + 1.• 
r r r 
The two additional linear programming problems are solved, and the 
A 
respective optimal functionals assigned to nodes (1) and (2). (z^ = 
1325, z* = 1482). 
c) If lower bounds on the objective function 0,1,...,k-1 have 
already been assigned, then choose the node with the lowest functional, 
K 1 A * and assign this value to y . (In the example, y = m i n ^ ^ j Z ^ ) = 1325.) 
d) If the node with least lower bound y has all x̂ ., k e J, 
with non-negative integer values, then this is an optimal solution to 
(4.1). Terminate. Otherwise, find the node q just above the node with 
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least lower bound. Let x = w be the branch joining these two nodes 
s 
(Y q = Y° 9 x g = x , w = 3). 
e) From the node q, draw two branches with associated con­
straints x < w - 1 and x = w + 1. (Note that one of these branches 
s s 
has already been in the tree. ) Solve the problems and select that 
node with minimum functional as a second choice for a branch from node 
q. (The branches are x^ < 2 and x^ = 4; the latter being already in 
the tree.) 
f) Two new branches are drawn from the node with the least 
lower bound y , by setting the x̂ ., k z J, with the value furthest 
from an integer to its neighbor integer values, and the respective 
linear problems are solved. The new values of the objective function 
for this problem are greater than or equal to y . If one of these 
problems is not feasible, this branch is closed and investigated no 
further. If neither of these branches has a feasible solution, then 
the original problem (4.1) has no feasible solution. (The branches 
are x = 1 and x = 2, with z* = 1375 and z* = 1420.) 
o o 4 o 
g) At this point three new branches have been generated. Go to 
step c). (The three branches are, x < 2, x = 1, x = 2.) 
Since the sequence of y°,y1,...,yK,..., gives nondecreasing 
lower bounds on the value of the objective function of the original 
problem (4.1) and the method used to add nodes and arcs covers all 
possibilities, then the algorithm will find the optimal solution, if 
it exists, or will indicate an infeasible solution. 
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The Land and Doig algorithm has led to new algorithms for the 
solution of mixed-integer problems, nonlinear programming problems, 
plant location problems, etc. In particular, the mixed-integer 
algorithms by Driebeek and Rebelin, described below, are based on the 
ideas advanced by Land and Doig. 
4.5 Driebeek's Algorithm [25] 
Driebeek?s algorithm is designed for the solution of large 
mixed-integer problems which have a few low-level integer variables. 
The algorithm begins with the optimal solution of the modified 
problem (4.7) where all integer variables have been transformed into a 
sum of 0-1 variables. A sensitivity analysis is made in the optimal 
simplex tableau. The results of this analysis are summarized in a 
penalty table, in which each cell indicates the increase (decrease) 
of the objective function for a minimization (maximization) problem, 
when an integer variable is set to a specified integer level. The next 
step consists of selecting some trial mixed-integer solutions. 
In each trial an integer level is specified for each integer 
variable. The penalty table is used to list the trials to be computed, 
on the basis of being the most promising integer solutions. In order 
to know if a given trial will have a feasible solution, the right-hand 
side of the optimal continuous solution is modified. If it is neces­
sary, the dual-simplex algorithm is applied to the new tableaus. Since 
only the right-hand side is changed, the tableau in any step is always 
optimal, but may be infeasible. 
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Each trial begins from the optimal continuous solution of 
problem (4.7). The functional or objective function of the continuous 
solution is the lower bound on the mixed-integer solution in a minimi­
zation (maximization) problem. Once a feasible mixed-integer solution 
is found, an upper (lower) bound on the objective function of the 
original problem is obtained. In such cases, the penalty table is 
used again to search only those trials whose penalties are less than 
the difference between the lower and upper bounds. In this way many 
trials will be discarded from the search. 
The author points out three features of the algorithm: 
1. The optimal mixed-integer solution is found (convergence). 
2. The convergence is quite rapid. 
3. Since each trial starts from a common solution, the method 
is insensible to round-off errors and to degeneracy. 
As was stated above, all integer variables of (4.7) are expressed 
as a sum of 0-1 integer variables. Thus, if x^ < n, then x̂_ = £ t ^ 
. < n where t. . 
• 1 
n 
and the restriction becomes £ t̂ . ^ n where = 0,1. When x^ takes 
j=l 
a value less than the upper bound, say x̂_ = j, j < n, it is convenient 
to have each of the first j terms equal to 1, and the rest (n-j ) terms 
equal to 0. This can easily be done by writing the following condi­
tions, instead of / t. . < n 
L. kn 
1 
(4.8) ^ k l ^ ^ k n ^ ° > 
which are equivalent to (n+1) additional constraints and (2n+l) 
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variables (including slack variables). A problem with m integer 
variables, each having m., (i=l,....m), integer values generates a 
1 m 
total of M = £ (m.+l) additional constraints to the modified 
i=l 1 
problem (4.7). 
Note that the equation £ t̂ _. < n is not written because it is 
implicitly included in (4.8). For example, if < 3, the following 
constraints are added to the initial problem. 
Constraint t k l t R 2 t k 3 ^ S ] a S ) < 2 s k 3 b 
S K 0 : 
- 1 1 
- 1 1 
\ 3 : 
Where s^ _., j = 0,...,3, are the integer slack variables. 
During the optimization of problem (4.7) plus the set of con­
straints defined in (4.8), the integer constraints for variables t̂ _. 
do not hold. The only requirement is that 0 ^ t, . < t . < 1 for 
K J 3 K , J +1 
j=0,l,...,n-l, where k denotes that the t variables are part of the 
integer variable x^ and j denotes the possible integer level which 
the variable can take. 
Once the optimal continuous solution is obtained, the con­
straints (4.8) are activated by subtracting a unit delta right-hand 
side vector, Ab, to the right-hand side vector b. For example, if 




(4.9) s. n: s. n + s._ + ... + s. = 7 s.. = 1 kO iO i l m . L . in 3=1 
Since the t's are not present any more, the problem is to get x^ in a 
function of the slack variables s. .. 
kl 
If the last (n-j+1) equations from (4.8) are added, the result­
ing equation becomes: 
m 
*kj = J . Skn h=i 
and 
n m 
k ._n ki . L. 
1=1 1=1 
m 
s y w 
L kn h=j j=l 
m 
= I j s k j 
or 
(third row) and zero elsewhere, Ab = (0,0,1,0) . When Ab is subtracted 
T 
from b, the resulting vector becomes b - Ab = (1,0,-1,0) , which 
implies that t ^ = t^ 2 = 1 and t = = ... = = 0. Thus 
= I t k . = 1 + 1 + 0 = 2. 
In an article by Zionts [26], a more compact representation is 
suggested. He shows that the set of (n+1) constraints and (2n+l) 
variables required for each integer variable x̂ _, < n in Driebeek's 
algorithm can be reduced to a single constraint and (n+1) variables. 
If the (n+1) equations which were set up to satisfy the requirements 
of 0 < t . < t . < 1 (j=l,...,n-l) are added together, the t k»3 k ,3+1 
variables are eliminated and the resulting equation is 
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X, = ST + 2s. _ + . . . + I D S . 
k kl k2 kn 
For 0-1 variables x^ = . However, note that the slack 
variable S ^ Q is still in the tableau by Equation (4.9) and will be 
used to calculate penalties. 
To set an integer variable into a given level x^ = j , it is 
sufficient to bring s, . into the basis, ignoring as candidates for 
kj 
entry into the base all other slack variables s ^ , h*j . For example, 
if x = 2, then s is forced to be in the basis (at level one) and 
K K A 
s , s, and s, have to remain as now basic variables. Note that 
K U Kl K O 
Zionts? procedure does not require the Ab vector, to force the x^ 
variable to be at a given level. 
Sensitivity Analysis and Penalty Calculations 
The penalty calculation will be described according to the 
original paper by Driebeek, and it is assumed that the objective 
function is to be minimized. 
The right-hand side delta vector, Ab, to be introduced at the 
first tableau, also can be introduced at the final tableau if it is 
A _ ] _ 
"up-to-date." Thus, Ab = B Ab where: 
A 
A <* 
Ab" is the delta unit vector to be subtracted from b at 
the optimal tableau, 
B ~̂ is the inverse matrix corresponding to the vectors on 
the optimal basis, and 
Ab is the original delta unit vector to force a solution 
to a single lattice point. 
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There are two cases for calculating the penalties associated with 
each level of the integer variables. The cases depend upon the status 
of the slack integer variables, s, ., in the optimal continuous solution 
kj 
of problem (4.7) where constraints (4.8) have been added. Case 1 is 
concerned with the penalty calculation when the integer slack variable, 
ŝ _., is non-basic; Case 2, when the integer slack variable is basic. 
Case 1 
No basic slack variables. True penalties. 
First suppose that not all integer slack variables appear in the 
optimal continuous solution. The "opportunity costs" for these vari­
ables are non-negative in the final tableau. When Ab is subtracted, 
A 
the optimal objective function z is reduced by c Ab*, where c is the 
B B 
price vector associated with the optimal basic variables. Then, 
Az = c_Ab* = c_B - 1Ab B B 
but since the dual vector associated with the inverse matrix is 
TT = c B \ then Az = TrAb. 
This Az is the minimum decrease in the objective function which 
will be obtained when a given integer point defined by Ab is forced 
into the solution. An extra reduction may appear because of infeasi-
bilities created by the subtraction of Ab. Elimination of these 
infeasibilities by the dual simplex method will further reduce the 
optimal objective function. 
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In other words, if the integer nonbasic variables are forced to 
be in the solution, a decrease in z of at least irAb will be obtained; 
if infeasibilities are created, then an additional reduction will be 
obtained. 
The value Az is then the least decrease m z' when a specified 
integer solution is forced into the solution. This is called the 
"minimum penalty" for this given integer solution. 
Since Ab contains only zeroes and ones, the Az is easily obtained 
by summing those reduced costs corresponding to the slack variable 
whose constraint is being activated. 
Thus, for those nonbasic slack variables in the optimal table, 
the true penalties are simply the reduced costs. 
Case 2 
Basic slack variable. Pseudo penalties. 
If one constraint is loosely satisfied, its slack variable will 
appear at the optimal solution, with a value 0 < sj\ < 1. If a Ab 
vector, with 1 at the s, . row, 0 fs elsewhere, is subtracted in the 
kj 
optimal table, the updated Ab" will be equal to Ab, since Ab vector is 
a unit vector. Therefore, the modified ŝ .̂ in the optimal tableau 
becomes s' . = s," . - 1 or -1 < s' < 0. 
k] kj k] 
Except in the case that s ^ = 0, an infeasibility is introduced. 
In order to break it, the dual simplex method is applied. That is, if 
the infeasibility occurs at row R, then column K is chosen, such that 
A A A - A 
^k^RK = mi n(dn/aj^, f ° r a 1 1 n wi"th aj^ < 0} where aj^ is the value of 
the a ^ element in the optimal table and d^ is the reduced cost of the 
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hth column, and h is a subscript referring to a column. If no K column 
can be found, then the problem has no solution when = j . The 
penalty is set to +00. Otherwise, the penalty, i.e., the reduction on 
the objective function, will be s.'.(d /a v ) > 0. 
K KK 
The pseudo penalty calculation can be summarized as follows: 
A Find a row where a basic slack variable appears; say s". appears in 
k ] 
row R. For this row, select the column with min{d, /a_, ; a_, < 0}. If , h Kn Kn h 
no column has a ^ < 0, then the pseudo penalty associated with s ^ is 
+°°. If a column is found, say K, then the pseudo penalty is equal to 
A 
(s". - l)(d v/a_ v). At this point, each basic (nonbasic) variable has 
K KK 
associated with it a pseudo (true) penalty. 
An integer solution is selected by specifying a level for each 
integer variable by means of the Ab vector. At the time of obtaining 
an integer solution, a decrease in the objective function will be 
incurred in an amount of at least: 
1) the sum of the true penalties associated with the nonbasic 
slack variables or 
2) the maximum of the pseudo penalties associated with the 
basic variables. 
With these facts, a lower bound on the decrement of the objective 
function is easily calculated before the integer solution is obtained. 
In summary, the algorithm may be described as follows: 
a) Select a trial by setting each variable to a desired level. 
The first trial is usually selected at those levels with lowest 
penalties. 
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A - J _ 
b) Construct and update the Ab vector, i.e., Ab" = B Ab. 
A A A A 
Modify the b" vector, i.e., bJJJ ^ = b" - Ab". 
c) If b i : , is feasible, obtain a greatest lower bound GLB on 
mod 
the objective function: GLB = max{z" . n , GLB): store the solution 
trial 
associated with GLB and go to step d). Otherwise, apply dual simplex 
rules. 
If a dual unbound (primal infeasible) solution is found, go to step e). 
If the objective function obtained in any iteration is lower than the 
greatest lower bound obtained so far, go to step e). 
d) Select a new trial. Usually this trial will have the least 
minimum decrement in the objective function of the possible lattice 
points not selected yet, i.e., the minimum of: the sum of true penal­
ties or the largest pseudo penalties. If the least minimum decrement 
is greater than z" - GLB, discard this solution and go to e). Other­
wise, go to b ) . 
e) If all possible integer combinations have been investigated, 
go to f). Otherwise, go to d). 
f) The optimal mixed integer solution is the last feasible solu­
tion (if any) found with functional equal to GLB. 
Since the greatest lower bound does not exist initially, the 
author suggests starting out with an artificial GLB = .90z". If no 
integer solution is found with functional in this interval, a new 
artificial bound is set, GLB = .80z", etc. Computational experience 
has shown that this criterion is good because in many cases the 
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mixed-integer problem has a value of the optimal solution near to the 
value of the objective function in the optimal solution of the modified 
problem (4.7). 
Some differences between Driebeek's (DR) and Land-Doig's (L-D) 
algorithm are worth noting: 
1. L-D specifies only one level in one variable in each trial, 
while DR specifies a complete solution (a lattice point) in each trial. 
2. L-D uses as a criterion for choosing the variable to be set 
as integer that which is furthest from an integer value. On the other 
hand, DR uses cost information, in each trial we know the minimum price 
we have to pay for setting the integer solution. 
3. If a feasible solution has been found during DR, we could 
stop and have a measure of how far we could be from the optimal solu­
tion. In L-D this is not possible because as soon as we get the 
feasible solution, it is optimal. 
4. In DR all equations to be used to get integer values are 
added in the original problem. In L-D these restrictions are added as 
they are needed. 
In the Zionts modifications, the penalties are calculated as in 
Driebeek's algorithm. Once a lattice point (trial) is selected (say 
x̂_ = j , for all k e J and where j^ is an integer solution selected 
for x, ), the corresponding slack variables s, . are forced to be basic 
k k 3 k 
variables, and the other slack variables must be nonbasic regardless 
of their opportunity costs. 
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4.6 Rebelin's Algorithm 
Although using the same basic ideas presented in the above 
algorithm, a more simplified approach was reported by Rebelin [27]. 
The main features of this algorithm include: 
a) It is unnecessary to introduce new 0-1 variables and con­
straints, thus simplifying the handling of the simplex tableau. 
b) There is no difference between true and pseudo penalties. 
c) Discrete variables can be handled. That is, x^ may take 
one of the values 0, .25, .333, which are not integers. 
Assume again a maximization problem. An upper bound on the 
functional of the original problem (4.1) is the value of the optimal 
objective function (zie) of the continuous problem (4.7). This solution 
could be called the "superoptimal" solution of the original problem. 
As the integer, or in general the discrete, variables are activated, 
the value of the corresponding objective function will be no greater 
than z". As soon as a feasible mixed-integer solution is found, a 
lower bound on the value of the objective function of problem (4.1) is 
obtained. If some feasible solutions are on hand, the greatest value 
of the objective function is selected as the lower bound. The optimal 
value of the functional of the mixed-integer problem will be between 
the upper and lower bounds. 
The terms to be used in this algorithm are defined as follows: 
J = {j|x_. is an integer (or discrete) variable}. 
C = {j|xj is a continuous variable}. 
M = {j x. is in the basis}. 
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M = {j | x_. is in the optimal (continuous) basis}. 
n = total number of variables in the original problem 
J U C = {1,2,...,n}. 
A = the original matrix of coefficients (a^_.). A = (A^|A^) 
in problem (4.7). 
x_. = the variables, j = l,...,n. 
x^ = the hth value that the variable k, keJ, can take; 
1 h 4 
\ Xk" , ,' xk"--'V 
a. = the jth column of the A matrix. 
: 
B "*"= the inverse matrix associated with the optimal basis, 
b = the right-hand side vector in the original problem. 
Z = the value of the objective function in the original 
problem. 
3 = the modified right-hand side vector in the optimal continu­
ous table. 
3q = the value of the objective function of the problem with 
modified right-hand side vector. 
* = a superscript indicating that the vector or matrix corre­
sponds to the optimal continuous solution. 
d. = reduced cost of variable x., i.e., z. - c . In the optimal : 1 1 1 
table, d* > 0. 
: 
p̂ . = penalty associated with the hth level of variable x^, keJ. 
Penalty Calculations 
Although Rebelin explains this calculation in a different manner, 
in this work the following approach will be used. 
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Consider the situation when the variable x^, keJ, is to be fixed 
at a given level x^ after having the optimal continuous solution. Now, 
x^ is either basic, keM", or nonbasic, k$M". Both cases are presented 
below: 
Case 1 
' h x^ Basic (keJ, keM*"). In order to set x^, one can subtract 
x^ak from b in the original problem (4.7), thus giving the modified 
b-vector as: 
= B _ 1(b - xjja^ = b" - ^ 
where a" is a unit vector whose non-zero element is at row R. k 
This procedure gives a nonbasic solution because the unit vector 
of the R-row is not present. A new vector to enter into the basis must 
be found (if it exists) which gives the minimum decrease in Z . 
This is done with the dual simplex algorithm. If $ < 0(8 > 0), 
K K 
A A A 
one looks for that column K such that d"/al,/ = max{d./a .; a . < 0} 
A A JeC 1 R l R l 
(=min{d'.7a" > 0}). 
The variable x^, KeC, is entered into the basis, reducing the 
A A "U 
«... n 
objective function in B (d^/a^ ). This term is the penalty p^ associ­
ated with x?1. 
k 
If no K column is found, then no feasible solution exists when 
x^ = x£ is set to +°°. 
Note that 6 R = b R - and 3 = b i S...,M, i*R. 
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Note also that p. is the minimum reduction in the 3« because the k 0 
dual simplex iteration to bring x into the basis may create new 
infeasibilities, (8^ < 0, i=l,...,m, i*R). 
Case 2 
x^ Nonbasic (keJ, keM*). Similarly to the above argument, when 
h * h * x^ = x^» the modified right-hand side becomes 3 = b - x^a^ • The 
* h * 
activation of x̂_ at its hth level has decreased Z by x R d R . This is 
the penalty associated with = x^. Again, this is the minimum 
reduction because some of the 8^ may be negative and breaking these 
infeasibilities by the dual simplex will reduce 3 even more. 
o 
The algorithm for a maximization problem may be described in 
the following steps. A flow diagram is shown in Figure 4.2. 
a) Obtain the optimal continuous solution of problem (4.7). 
If all x^, keJ, are integers, this is the optimal mixed-integer solu-
tion. If not, then z gives an upper bound on the functional of the 
original problem. Set an artificial lower bound y - .90z . 
Yy 
b) Calculate the penalties p, for each level of the variable 
K 
x^, keJ. Set each integer variable equal to its level with minimum 
pen alty. 
c) Obtain the modified right-hand side corresponding to this 
1 h A h " lattice point. 3 = B (b - £ X]<;A|<) = ^ " I x^a^. 
keJ keJ 
d) If some x^ are in the optimal basis in rows R^jR^,..., 
introduce new vectors , jeC in the basis, so that M = {j|jeC}. 
e) If some 8^ < 0, apply dual-simplex algorithm. If an unbound 
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Figure 4.2 Flow Diagram of Rebelen's Algorithm 
for a Maximization Problem 
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of the objective function of the modified problem in a dual-simplex 
iteration falls below the greatest lower bound Y go to step f). If a 
feasible solution is found with > Y , then the new lower bound is 
A 
Y = f3Q, go to step f). 
f) Select another trial, i.e., a level for each x, , keJ. If 
K 
A 
the maximum penalty is greater than z - Y , then go to step g). 
Otherwise go to step c). 
g) If all possible points have been selected, go to step h ) . 
Otherwise, go to step f). 
h) If a feasible mixed-integer solution has been found, its 
optimal value is equal to Y . Otherwise, reset the value of the lower 
bound to Y - .10z . Set each integer variable to its level with 
minimum penalty and go to step c). 
4.7 Calculation of Penalties from a 
Linear Programming Computer System 
In this section it is shown how to obtain the penalties p£ 
associated with x^ from a regular linear programming computer system. 
In particular, the author has been working with two systems, the 
Burroughs ALPS and the Univac-1108's L.P.S. (Linear Programming System). 
Such systems have a dual output and a cost-range of the basic variables. 
Penalties for Nonbasic Integer Variables 
If x, is not in the optimal basis, then the "dual output" gives 
K 
its opportunity cost (reduced cost or shadow price) d^; the penalties 
h " h 
for each level are easily calculated by: p, = d, (x., )• 
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Penalties for Basic Integer Variables 
The penalties for basic variables in the optimal solution of 
problem (M-.7) are calculated through the use of the subroutine which 
finds the range of the basic cost c^. Recalling the sensitivity 
analysis on the basic costs (c^, i£M*)» we want to know how much these 
costs may be increased or decreased without changing the basis. Thus, 
if the new cost isc! = c. +A., (c! = c. + A ! ) , for A. > 0, (A! < 0), 
I I I I I I ' I ' I 
the problem is to find the greatest value of A^ (smallest value of L\\) 
such that the optimal basis does not change. 
Since the criterion for optimality is d.. > 0, j^M", then as long 
as all d. remain non-negative, no change in the basis will be made. A 
A 
change of A^ in the basic cost c_̂  will change d^ by an amount equal to 
(a'.\)A.. If a". > 0, then D] (new) > 0: but if A . . < 0, then d" (new) 
^ 0 when - (a..)A. > d.. The greatest cost INCREASE of c , A., without 
I : I : I 1 
changing basis, is: A. = min{-d./a..; a.. < 0}. 
Similarly, a change of A^ in the basic cost will change d_. by an 
» IT IT IT » amount (A.)a... Thus, if a.. < 0, then d. (new) > 0 because A. < 0; 
I I : I N : T F 1 
but if a'.* . > 0, then d. (new) < 0 when -(a. .) . > d.. The greatest 
t t t A I{ & 
cost decrease of c , A. is A. = max{-d./a..; a.. > 0}. 
1 1 1 . J l] 1 ] 
J t 
The computer output gives both values either as A_̂  and A_̂  (in 
the Univac-108) or as (c^ + A^) and (c^ + A^) in the Burroughs 5500. 
From this output, one obtains the greatest (d_./â _.) ̂  0, that is -A^, 
IT IT t 
and the smallest (d./a..) > 0, that is -A.. To calculate the penalties 
H A A ^ 
of a given level, say x., ieM , one obtains the difference (x. - x.), 
I I I 
where x. is the table. 
I 
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h * h f If the difference is positive, then p. = (x. - x.)(-A.), since r r i 1 1 1 
A 
f . '* 
A. contains m its denominator a positive a... If the difference is i ^ 1 3 h A h negative, then p. = (x. - x.)(-A.), since A. contains a negative 1 1 1 1 1 
denominator. Of course, if the difference is zero, the penalty is 
also zero. 
For example, in the problem reported by Land and Doig [23], 
the values of the integer variables in the optimal (continuous) table 
are x^ = 1.46, x^ = .0099, x^ = 5.0, while the allowed values for each 
h h h of the variables are x = 0,1,2; x = 0,1,2; and x = 0,1,2,3,4,5. 
_L £ O 
From the "primal range" output of the Univac-1108 Linear 
Programming System, the following information is obtained: 





( c ) 1 Label Increment Label Increment 
XI 77.9 Y2 -44.15 Y4 16.41 
X2 76.8 Y4 -16.09 R5 341.39 
X3 89.6 R5 -160.71 999 9* 
Yl 97.1 Y4 -99.69 9999* 
9999 is equivalent to infinity. 
The first and second columns give the names and the costs of 
the basic variables, respectively. In this example, all integer 
variables are basic in the optimal tableau. The third column shows the 
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variable to enter the basis if the original cost (c^) is reduced more 
than the value of the fourth column ("increment"). The last two 
columns give the variable to enter into the basis if the cost (c^) is 
increased by a larger amount than the last column. 
The penalties associated with x^ are: 
p° = (1.46 - 0)(44.15) = 65.8 
p^ = (1.46 - 1X44.15) = 21.67 
p 2 = (1.46 - 2X-16.41) = 8.36 
Similarly for other variables, which results in the following 
penalty table: 
h = 0 1 2 CO 4 5 
h 
P l 65.8 21.67 8.36 
h 
P 2 .16 338 679.4 
h 
P 3 803.6 642.8 482.1 321.4 160.7 0 
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4.8 How to Obtain the Optimal Mixed-Integer Solution 
The table of penalties obtained in the last section is used to 
select the most promising lattice points. For each variable, the 
associated penalties are ranked in decreasing order. For the Land 
and Doig example, the arranged penalties are presented below, where 
the number between parentheses indicates the level of the variable 
associated with the penalty. The new array is: 
Penalties 
Variable (Level) 
x 8.36 (2) 21.67 (1) 65.8 (0) 
x 2 .16 (0) 338 (1) 679.4 (2) 
x 3 0 (5) 160.7 (4) 321.4 (3) 482.1 (2) 
642.8 (1) 803.6 (0) 
The first trial is made by setting each integer variable equal 
to that level •which has the lowest penalty. In the example above, to 
obtain the solution of the first trial the following equations are added 
to the original set of constraints: x^ = 2, x^ = 0, and x^ = 5. The 
second trial is made by setting x^ = 1, x^ = 0, and x^ = 5, etc. 
Note that the addition of these constraints does not follow 
Rebelin's algorithm, which, instead of adding new equations, provides 
only for changes in the b-vector. However, when using a linear 
programming computer code, it may be easier to add the corresponding 
integer constraints rather than modify the code itself as Rebelin 
suggested, the reason being that in using a branch and bound approach, 
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we generally are limited to a few integer variables. 
The author has written a FORTRAN program which follows closely 
Rebelin's algorithm. However, this program is recommended only for 
small problems, because it does not use special optimization sub­
routines as the Univac-1108 or Burroughs linear programming codes do. 
The program is shown in Appendix B. 
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CHAPTER V 
AN EXAMPLE OF THE APPLICATION OF MODEL B 
5.1 Introduction 
This chapter presents an application of Model B which was 
described in Chapter IV. The problem was suggested by the American 
Can Company, but it may appear in other manufacturing systems. The 
problem situation is as follows: 
(a) The manufacturing firm has available customer demand 
forecasts for each product over a specified planning period. 
(b) Present production facilities consist of a complex of 
complete plants and satellite plants with known production capabilities 
and production costs. 
(c) Capital expansion projects to increase (or decrease) total 
production capacity of the system have been screened and a set of 
economically possible alternatives with associated costs is available. 
Questions which must be answered are: 
1) Which alternatives should be undertaken in order to maximize 
total costs (production, distribution and investment costs) over the 
specified planning period. 
2) Which are the bottlenecks of the system. 
3) What is the change of profit by relaxing that bottleneck. 
4) What is the effect on the system of building a new plant 
or closing an existing plant. 
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The study of individual plants would undoubtedly lead to sub-
optimization and excessive investment. On the other hand, if all 
plants and alternatives for expansion are considered together, then 
an "optimal" plan for expansion may be obtained. It cannot, of 
course, be claimed that the plan is a true optimum, since only a 
finite set of alternatives is included in the model. 
The relationships between plants and customers, and between 
plants themselves, may be expressed as linear inequalities, such as 
those in Model B. If a situation does not include item (c) above, 
then a regular production allocation model may be applied. This 
situation implies that there is sufficient capacity in the system and 
more important, that the system's structure does not change. However, 
sooner or later the system has to change its structure in order to 
follow the changes in the environment, namely, changes in demand, new 
products, increase in cost in some plants, changes in technology, etc. 
The set of available alternatives, as stated in point (c) 
above, will permit selection of the best alternatives in order to meet 
the new situation. These alternatives are included in the model by 
means of integer variables. The complete set of variables and con­
straints, then, fits a mixed integer model, such as Model B presented 
in Chapter III. 
In other words, with a regular linear programming model, manage­
ment may obtain the best configuration of the system, assuming that its 
structure does not change. This does not mean that the variables 
included in the model do not change from period to period, but it does 
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mean that the number of plants and their capacity cannot be changed. 
A mixed-integer programming model allows the inclusion of alternatives, 
such as increasing or reducing the number of plants, centralizing or 
decentralizing the system, and buying or renting equipment. In this 
manner, management can see the effect of some alternatives before 
making the final decision. 
In this chapter it will be shown how the model was constructed 
and how the alternatives may be selected. 
5.2 The System 
An initial decision was made to select a typical product and a 
representative system of the firm. Can manufacturing was selected as 
the system to be studied. 
The production process for can making consists of the operations 
shown in Figure 5.1. These operations are: 1) coil cutting, 2) coating 
and lithographing, 3) end presses, 4) assembly lines, and 5) packaging. 
Following the decision that can manufacturing was the most 
appropriate one for application of the expansion planning model, the 
next step was to select the system. 
The criteria used were 1) that the system should be sufficiently 
large to represent a situation typical of other systems in the firm, 
2) that the system's boundaries be easily defined, and 3) that the 
data to be fed into the model be available. 
The can-making complex is made up of seven plants. Some of 
them are able to take the raw material received from the mills and 
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Figure 5 . 1 The Can-Making Process 
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These are called complete plants. Other plants have only assembly-
line facilities; they are called satellite plants. 
This complex of plants may be considered as a closed system. 
That is, with only few exceptions, no input from other subsystems or 
output to other subsystems of the firm was allowed. However, for 
those systems which could receive from or ship to other manufacturing 
subsystems, additional variables and constraints were added to the 
model, as in the case reported by Kendrick [15]. 
From records of past sales, a table was made in which each row 
represents one product and each column a market. In one column 
(market) there may be more than one customer, but for the purposes of 
this study the identification of each customer is lost. 
The number of products was more than 30. It was found advisable 
to group together some of the products which had few differences among 
them into a representative group. Two criteria were used in grouping 
the products: 
1. The cans should have approximately the same size. 
2. The group should be manufacturing-homogeneous; that is, 
all cans in one group must be able to be produced by the same type 
of machinery. 
The above procedure resulted in six beer and beverage can groups 
and six sanitary can groups. These groups, which from now on will be 
called a "representative groups" or simply a "product," are labeled 
Bl, B2, B3, B4, B5, B6, and SI, S2, S3, S4, S5, S6, respectively. 
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The aggregate demand for one representative group in one loca­
tion is then the sum of demands for all can-size members of this group 
in that location. 
It was observed that most of the market locations are clustered 
around the plants and around certain towns. Therefore, to reduce even 
more the dimensionality of the problem, nine regions or market zones 
were defined. The criteria for drawing the boundaries for each region 
were as follows: 
1. The nearness of a plant. One region was assigned to each 
plant, or a group of them if they were nearby, on the basis that the 
furthest point in the region be no more than 50 miles (approximately) 
from the plant. 
2. The concentration of customers. The location of each market 
in a region is approximately at the same distance from all the supplier 
plants. 
After this classification, the number of regions was reduced 
from more than 60 to only 9. 
The locations of the plants and the zones are shown in Figure 
5.2. The plants are indicated by an 
Processes in a Plant 
In this study, only the assembly-line departments were included 
in the model. Within each department, several sections or types of 
lines have been considered. Thus, plant A has three processes, namely, 
line Bl, line B2, and line B3. 
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The reasons that only the assembly lines were used in the model 
were as follows: 
a) Data on costs, standard times, etc., were readily available. 
b) This department is common to all plants, both complete and 
satellite. 
c) Most of the investment decisions concern this department. 
d) The inclusion of other departments would complicate the 
description of the application without giving new 
information. 
The relationships between other departments and the assembly 
lines may be easily added into the model. 
The unit variable costs in the assembly lines were used to 
estimate the total unit variable cost for each product in each plant. 
Each assembly-line department has either beer and beverage (BB) 
lines or sanitary (SN) lines or both. 
There are three types of BB lines and four types of SN lines, 
each one with a definite capability of processing a range of sizes of 
cans. For example, beer and beverage line type 1, is able to produce 
only small sizes of cans, while line type 2 may produce small or medium 
sizes of cans. Since some of the products may be processed in a number 
of different lines, it was necessary to identify the line in which the 
product is manufactured. 
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5.3 Definition of Variables 
The linear programming computer code used in this study permits 
the use of at most six alphanumeric symbols to define a variable. The 
code designation which is used to describe variables in the models is 
in the form XX YY ZZ. The first two terms (XX) define the representa­
tive group of products. The second two terms (YY) define the particular 
plant and the production line where the product is manufactured, and 
the last two terms (ZZ) define the time period of manufacture and the 
market region for which the product is produced. 
In order to identify a variable easily, the following mnemonic 
names were assigned to each group of the symbolic code: 
XX: 
Bl - beer and beverage representative product 1 
• • • 
• • • 
B6 - beer and beverage representative product 6 
SI - sanitary representative product 1 
• • • 
• • • 
S6 - sanitary representative product 6 
As stated previously, each of these representative groups is 
well defined in terms of the can sizes. 
YY: 
The first Y indicates the plant and the second Y the type of 
line where the product XX is manufactured. Since the beer and 
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beverage cans cannot be produced in sanitary lines, and vice versa, 
the symbol XX indicates implicitly whether the line is BB or SN. 
The symbols used to identify each plant are as follows: 
A, F, G, H, K, L, and V. Thus, for example, 
Bl FI identifies the beer and beverage representative product 
1, produced in plant F, BB line type 1. 
S4 G3 identifies the sanitary can representative product 4, 
produced in plant G, SN line type 3. 
B6 A2 identifies the beer and beverage representative produced 
6, produced in plant A, BB line type 2. 
ZZ: 
The first Z gives the period in which the variable is in 
operation and the second Z gives the number of the zone where the 
product XX is sent. The first Z takes the values of 1, 2, 3. The 
second Z may take any integer from 1 to 8. For example, 
Bl FI 18 means BB representative product 1 produced in plant F, 
BB line type 1, during the first period, and sent to zone 8. 
S4 G3 Z3 means SN representative product 4, produced at plant 
G, in SN line type 3, during the second period, and sent to zone 3. 
5.4 Constraints 
Only two groups of constraints were considered in this 
example: 
The capacity constraints of each line and the market constraints 
in each region and for each product (of course, the integer and the 
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S5 means sanitary assembly line type 5. 
WW indicates the period of time when the constraint is in 
operation. For example, T2 means second period. 
Some examples of the complete labels for the capacity con­
straints follow: 
PF Bl Tl identifies the row for capacity of plant PF, beer and 
beverage line type 1, during the first period of the planning horizon. 
OK S2 T2 identifies the row for capacity of plant OK, sanitary 
line type 2, during the second period of the planning horizon. 
In the market constraints, UU represents the name of the 
product. The first U indicates whether it is beer and beverage (B) 
or sanitary can (S). The second U gives the type of product, i.e., 
1, 2, 3, 4, 5, or 6. For example, S3 is sanitary can type 3. 
The VV indicates the zone number. The first V is always Z 
(zone), the second is a number from 1 to 9 which defies the zone. 
For example, Z8 indicates the demand in zone 8. 
Finally, the WW in the markets constraints represents the time 
period when the market constraint is in operation. Thus, T2 means 
second period. 
Some examples of the complete labels for the markets constraints 
follow: 
S3 Z5 Tl identifies the row constraint for the demand for 
product S3, in zone 5, during the second period. 
B4 Zl T3 identifies the row constraint for the demand for the 
beer and beverage can type 4, in zone 1, during the third period. 
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5.5 Data Collection 
Table 5.1 shows the capabilities and capacities of each line in 
each plant and the demand for each product in each zone. Each row is 
one product. The columns are divided into two sections—production 
and demand. In the production section, each type of line in every 
plant is indicated by one column. In the demand section, one column 
represents one region or market. 
A number in the production section is the standard time (in 
hours per unit of cans ) needed to process a product (row) in some 
line at one plant (column). The absence of a number in a cell means 
that this product (row) cannot be produced in that assembly line of a 
plant (column). For example, product Bl may be produced in plant A 
(lines Bl and B2) and in Plant F (lines Bl and B2), and has demand in 
zones 1, 2, and 8. 
The last row in the production section gives the capacity of 
each line in each plant (hours per year). If one plant has several 
identifical assembly lines, the capacity was added for all of them and 
considered as a single line. 
For those plants which have seasonal demands, the annual 
capacity was reduced accordingly. If this is not done, then the solu­
tion of the model may indicate that one of these plants should produce 
out of season. Since no inventory is allowed in this model, the reduc­
tion of plant capacity is used to limit the production of some plants 
A unit of cans is arbitrarily defined and is confidential 
information of the American Can Company. For this paper, the 
knowledge of this number is not important. 
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to the months or weeks when the demand appears. 
A number in one cell in the demand section indicates the annual 
demand for a product (row) in a market (column). 
With this tabulation, one has all information needed in the 
matrix of coefficients in the model. Thus, if one reads across a 
row, the cells with numbers indicate the locations where the product 
can be manufactured. If one reads along a column, one can determine 
the products which a given line can produce, and the last cell gives 
the capacity of the line. 
For each time period, there are 18 constraints relating the 
capacity of each line and 52 constraints for the markets, giving a 
total of 70 constraints per period. The capacity constraints are 
constructed by reading down a column in Table 5-1. For example, take 
plant G. The time spent in producing SI and S3 cans must not exceed 
2500 hours per year. 
The market constraints are constructed by reading a row. For 
each filled cell in the demand section, one market constraint is 
obtained. For example, row Bl in Table 5.1 generates three market 
constraints (Zl, Z2, and Z9), while row B2 generates only one con­
straint for zone 8. 
According to Model B of Chapter III, the cost associated with 
each continuous variable is made up of two components: 1) the unit 
variable cost in a plant and 2) the transportation cost from the plant 
to a market. 
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The total unit variable cost of each can in each plant was 
estimated with the unit variable cost in the assembly lines. It was 
assumed that the unit variable cost from the beginning of the process 
to a point before the assembly lines are reached is proportional to 
the variable cost per can in the assembly department. 
This assumption may be checked with real data later on. How­
ever, for this study it was necessary to assume some costs in order to 
bring the total variable cost to approximately its real figure. Other­
wise, the investment cost included in the model would be dispropor-
tionally large, resulting in a biased solution of the model. 
The transportation cost is made up of two costs—the fixed 
cost for loading and unloading (dollars per trip) and the variable 
cost (dollars per hour). In order to calculate the delivery cost from 
one plant to a market, a speed of 30 miles per hour was assumed. Thus, 
the cost for a trip is given by 
C t = f + (v)(d)/30 
where is the cost of trip (dollars per trip), f is the fixed cost, 
v is the variable cost (dollars per hour), d is the average distance 
between a plant and the customers in a zone, and 30 is the average 
speed. 
In order to obtain the transportation cost per unit of cans (see 
note on page 128), the cost per trip was divided by the average 
units of cans that can be transported in a trip; thus, the cost of 
delivery per unit of cans is obtained by 
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C D = C t / U t 
where is the cost of delivery (dollars per unit of cans); is the 
cost of a trip (dollars per trip); and is the number of cans that 
can be transported in one trip (units of can per trip). 
The total unit cost of a product f.o.b. in the market is 
CL + C , where C is the total unit variable cost of production. D v v ^ 
Before describing the computer runs, the main points of the 
model described above may be summarized as follows: 
In each period the model has 70 constraints and 135 variables. 
There are 18 constraints relating to the capacity of each assembly 
line in each plant and 58 market constraints which define the demand 
for each product in each zone and in each period of time. 
Each one of the 135 variables included in each period of time 
specifies the product, where it is manufactured (the line and the 
plant), the time period and the zone number where it is shipped. 
Before describing the computer runs, some characteristics of 
the model used to describe the example explained above should be 
pointed out. 
The model used in this application corresponds to Model B of 
Chapter III with the following differences: 
a) The objective in this example is to minimize the total cost 
of production during three periods. 
b) Since only the assembly departments were included in the 
example, intershipments of semifinished products were not considered. 
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c) The raw material and capital constraints were not included 
in the example. 
The planning is made for three periods. In each period the 
model has 70 constraints and 135 variables. 
There are 18 constraints relating to the capacity of each 
assembly line in each plant and 58 market constraints which define the 
demand for each product in each zone and in each period of time. Each 
one of the 135 variables included in each period of time specifies the 
product, where it is manufactured (the line and plant), the time 
period, and the zone number to which it is shipped. 
5.6 Computer Runs 
In order to show the applicability of the model and its method 
of solution, the following hypothetical situation was designed. 
It is assumed that the planning horizon is made up of three 
periods of time. The expected increase in the demand for each product 
in each period is shown on the following page. 
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Period 
Product .1 2_ 3_ 
Bl 1.0 1.0 1.0 
B2 1.0 1.2 1.4 
B3 1.1 1.2 1.25 
B4 1.1 1.2 1.3 
B5 1.0 0.9 0.8 
B6 0.8 1.0 1.4 
SI 1.02 1.04 1.06 
S2 1.1 1.01 1.02 
S3 1.05 1.1 1.2 
S4 1.1 1.2 1.3 
S5 1.0 1.01 1.01 
S6 1.0 1.0 0.8 
Discount 
Factor 1.0 0.8 0.7 
For example, the increase in demand for B4 in the third period 
is 140 per cent more than the actual demand. 
The first approach to generating the investment alternatives 
was to run a regular linear programming and find the infeasibilities 
and slacks of the system. Thus, the first run indicated that new 
capacity was needed in beer lines and that excess capacity existed in 
some of the sanitary lines. On this basis, eight investment alterna­
tives were proposed. 
A description of each alternative follows. The symbol between 
parentheses represents the 0-1 variable. 
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Alternative 1: (ISGITI). Close one line SI and one line S3 in 
plant SG beginning with period 1. The saving in fixed costs during 
the planning horizon was estimated at 0.17 dollars. 
Alternative 2: (ISG2TI). Close one line S3 in plant SG begin­
ning with the first period. The savings were estimated as 0.05 
dollars. 
Alternative 3: (IPFITI). Close one beer line Bl at PF plant 
during the first period, with savings of 0.18 dollars. 
Alternative 4: (IHRITI). Close one line SI at HR plant begin­
ning with the first period. Expected savings are 0.3 dollars. 
Alternative 5: (ILAIT2). Open a beer line Bl at plant LA 
beginning with the second period, with an estimated cost of 0.5 
dollars. 
Alternative 6: (ILA2TI). Similar to alternative 1, but begin­
ning with period 1. The estimated cost is 1.5 dollars. 
Alternative 7: (I0KIT2). Close one SI line during the second 
period and another SI during the third period, at plant OK. The 
estimated savings are 0.5 dollars. 
Alternative 8: (IHR2TI). Build a new S2 line at HR plant 
beginning with the first period; the estimated cost is 0.8 dollars. 
A printed output list of all variables, continuous and integer, 
is shown in the Appendix. 
Once the alternative investment decision variables are defined, 
a linear programming run using the Burroughs linear programming code 




























Figure 5.3 Flow Diagram of the Remote Computer Program 
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of the integer variables. Then, eight new constraints were added to 
force the integer variables to take 0 or 1 values. 
The values of the b-vector corresponding to these new constraints 
were changed in each trial, until an optimal solution, or at least a 
feasible solution, was obtained. 
The computer runs were made using a remote terminal connected 
with the B-5500 computer at the Georgia Institute of Technology Computer 
Center. This method of operation was selected because it permitted a 
more rapid change of data before starting each trial and also the basic 
data remained in the computer from one day to another. 
Figure 5.3 shows the flow diagram of the procedure used in the 
remote computer operation. Two data files were used: Small File and 
Big File. The "small data file" contained the following information: 
1. The discount factors for each period. 
2. The forecast demand factors for each product and for each 
period. 
3. Additional constraint names to be added to the "Big Data 
File" which were used to force the variables to integer values. 
4. Additional columns (investment decision variables) and rows 
data to be added to the "Big Data File" and which corresponded to the 
investment alternatives. 
5. The values of the portion of the b-vector corresponding to 
integer variables. 
In the first run, namely, when all variables were permitted to 
be continuous variables, the constraints in point 3 above were of the 
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the type "less than," and the b-vector values of point 5 were set to 
1. Thus, in this run each variable-to-be-integer was allowed to take 
any positive value no greater than 1. After calculating the penalties, 
the type of these constraints was changed to "equal to." 
The "Big Data File" consisted of the data matrix corresponding 
to all continuous variables. These data were set as indicated in the 
ALPS (Burroughs) manual. The information contained in this Big Data 
File may be divided into three groups. 
1. General information (size of the matrix, output formats, 
name of the program, etc.). 
2. Row identification. Name and type of each constraint. The 
types specifies if a constraint is "less than or equal to," "equal to," 
or "greater than or equal to." 
3. Matrix data. For each column, the rows with non-zero values 
are included with their respective values. 
In the Big Data File, a cost row was identified for each period; 
thus, C0ST1, C0ST2 and COST3 indicated the cost rows for period 1, 2, 
and 3, respective (see Appendix A-2). The elements in these cost row 
vectors had to be modified by the corresponding discount factor. 
Similarly, the demand for each product and each period had to be modi­
fied by the forecast demand factor given in the Small Data File (see 
Appendix A-l). 
Both the Small Data File and Big Data File were combined in an 
ALGOL program, called Mixed/Invest, to produce a new matrix which con­
tained all modifications and additions for a given run. The output of 
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Mixed/Invest, called "OUTPGMS Data," was the input for ALPS. Appendix 
A-3 contains OUTPGMS data and Appendix B-l contains the Mixed/Invest 
ALGOL programs. 
In the first run, the integer variables were allowed to take 
any positive value no greater than 1. Penalties were then obtained 
from the optimal continuous table, and the first mixed-integer trial 
was set by assigning to each variable the level with minimum penalty. 
In the table below, the following information pertaining to the example 
is shown. 
a) The optimal continuous values for the investment decision 
variables corresponding to the example. 
b) The penalties associated with each level. 
c) The value of each integer variable selected in the first 
trial. 
Value in Value in 
the Optimal Penalties the First 
Variable Table 0 1 Trial 
ISG1TI CO .118 A 0 
ISG2TI 0.0 0 .5 0 
IPFITI 1.0 .18 0 1 
IHRITI 1.0 CO 0 1 
ILAIT2 0.0 0 .44 0 
ILA2TI .43 1.1 1 
I0KIT3 1.0 .5 0 1 
I1+R2T1 .014 .78 1 
* = infinity. 
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Two examples of the penalty calculation follows: 
Variable: ISG1T1 
Actual profit (cost) = -.17 
Value in the optimal table = .8 
From the sensitivity analysis output the max ((dj/a^,.) 0); a^^O) and 
the min ((d./a . )>0; a .>0) were obtained. 
Lower range = OPEN then, max (d_./a^<0) = -°° and penalty (1) = °°. 
Upper range = -.0330 then, 
min (d./a .> 0) = 0.0330 - (-.17) = .147 
and penalty (0) = (.147)(.8-0) = .1176. 
Now, for IPF1T1, its actual profit or (-cost) is -.18 and its 
value in the optimal table is 1. Then upper range is 0; then penalty 
(0) = (l-0)(0-(-.18)) = .18. 
It should be noted that the values for some variables must be 
fixed for all trails because the penalties for some levels are equal 
to infinity. Using this fact, another run was made in order to obtain 
a better (lower) bound on the objective function. The values fixed 
were ISG1T1=0, ILA2T1=1, IHR2T1=1, while other variables to-be-integer 
were allowed to take any positive value no greater than 1. 
The results of this run indicated that an optimal solution was 
obtained because the values for all investment variables were integers; 
thus, no more branching was needed. 
The results of this problem were used to generate another set 
of 12 new alternatives, whose results were given to the American Can 
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CONCLUSIONS AND RECOMMENDATIONS 
A. Conclusions 
In the development of this work, it'was shown that long-range 
proposals, such as investment alternatives, can be incorporated in a 
linear programming model, in order to plan the expansion of a firm. 
The model and its solution permitted not only the evaluation of 
a set of investment alternatives, but also the generation of new pro­
posals . 
The solution to the expansion problem also gives the solution 
of the medium-range planning problem, namely, the allocation of facili­
ties to consumer regions. 
The development of new algorithms to solve mixed-integer 
programming problems has permitted the solving of many problems which 
a few years ago were discussed only theoretically. 
The solution of each step of the practical problem took about 
ten minutes. Due to the computer system difficulties encountered, the 
solution in each branch was started from the initial table, instead of 
the optimal continuous solution. It is believed that with improved 
computer facilities this time could be reduced at least 90 per cent, 
because most of the computer time in each run was spent in drawing out 
artificial vectors from the solution. Also, in an improved computer 
system, the penalty calculation and the selection of the level of each 
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integer variable may be incorporated in a single code so that the 
computer may obtain the optimal solution automatically. 
The method of solution permits the addition of new investment 
alternatives at any time. After an initial trial is made, the decision 
maker can introduce a new set of alternatives, and by running again a 
linear programming code, the penalties for these new integer variables 
may be calculated. 
Also it is possible to look for other non-optimal alternatives 
in order to trade-off for intangible factors. 
B. Recommendations for Further Study 
Suggestions for extension of this work follow: 
1. Since some of the actual production costs are not linear, 
an extension may be to divide the cost into fixed-fixed, fixed-
variable, and variable cost and include these terms in the model. 
2. Consideration of the intangibles either as an extension of 
the model or as a methodology once the optimal solution is obtained 
might be tried. 
3. In most of the firms, the profit increase is not a sufficient 
criterion but a minimum rate of return on investment is required. Thus, 
in some studies the objective function should be changed to maximize 
rate of return, rather than maximize profit or minimize cost. 
In order to generate alternatives, a simulation program may be 
used. When a feasible non-optimal solution has been obtained, one can 
calculate the greatest improvement that may be obtained by trying other 
solutions. Therefore, in some cases it is not necessary to investigate 
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all lattice points, because the greatest improvement that might be 
obtained is small compared with the possible effect of intangibles 
and error in the data collection. The restriction that the demand for 
the next period is known may be relaxed by assigning a probability 
distribution to the demand for each product. Using a Montecargo Simu­
lation, a series of demand vectors may be generated. Then a mixed-
integer solution may be obtained for each vector by using sensitivity 
analysis. In this way, the effect of changing demand on the investment 
decision can be calculated. 
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ISG1T1SGS1T1 2500 . uuuuooio 
1SG1T1SGS3T1 2500 . uuuouuJl 
ISG1T1SGS1T2 2 5 0 0 . uuuuuoj* 
ISGIT1SGS3T2 2500 . UUUUUU34 
ISG1T1SGS1T3 2500 . UUUUOO34 





















1PF1T1RIPF11 1. UUUUU043 
IHRtTlCST - . 5 uuuuuuto 
iHRlTlHRSlTl 5 0 0 0 . 
IHR1T1HRS1T2 7500 . 
U0U0UU4/ 
UUOUUO40 
IHR1T1HRS1T3 7500 . UUUUU04V 
IHR1T1RIHR11 1. UUUUU03U 















ILA2T1RII.A21 1. UUUUU06VJ 
UUU0UU64 























T M W T J T 
10K1T20KS1T21O0OQ. 







IDK2tinK ,51Tl 5 0 0 0 . 
I0K2TlnKSlT2 7500 . 
I U K ? T i n K S l T J 1 0 0 O 0 . 
I0K2T1RIHK21 1 . 
IPF2TIC5T - . 
IPFPTlPFBlTl 4000 . 




























BIG DATA (A SAMPLE) 




















5 « P F H 1 T l &^ iii i 1 &FI- a i 1 1 HLAR1ri 4L»Bi! 1 1 uuuOuu 1 3 
5 *LA«3T1 -dl^lTl -bl^2Tl -BlZBJl -B2Z011 UUUUU014 
3 -0321T1 diZBTl -H4/1T1 -B4 Z BTl -H4ZVT1 UUUUU013 
4 -B5Z1TI -tfb^BTl -bb^VTl -B6Z1T1 UUUUU016 
5 JDKS1T1 (UJKS2 1 1 &UK̂ >3T 1 (iUKSbTl HbUbl11 UUUUUOl/ 
5 SSGS3T1 lU^SlT" &VT51T1 KVTS3T1 & HMb1 1 1 
b SHRS2T1 SHKSbTl - i l i l T l -blZ2Tl ' " S U J U uuuuuoiv 
5 -S174M -bUbTl " i W ' f l -S1ZBT1 -b2^1!1 UUuOuD2U 
s "S2Z2T1 ~3*/.STl "S2Z6Ti ~b2Z/T] -b2ZB|1 
5 -S3Z1T1 -SJZ2T1 -S3ZJT1 -S>3Z4T1 -bi^b I 1 
b -S376T1 "SiZZTl -S3ZBT1 -S3ZVT1 -S4^»11 UUUUUU<f3 
5 "S4Z2T1 -S4Z3T1 -&4Z6T1 -b4ZB|1 UUUUUU<!4 
b -S5Z1T1 -SSZ2T1 -SbZJTl -SbzbTl -bbZ&l1 UUUUUUifb 
5 -SbzZTl -bb^BTl -S&Z2T1 -b6zbTl -iblO 1 1 uuuOuo2B 
1 -SA78T1 
5 &PFR1T2 *Ph H2T2 &P̂  B3T2 SUAB1T2 &LAB«; I £ UUUUUUifB 
5 &LAR3T2 •UU1T2 -dlZ2T2 -H1ZBT2 -B2ZB I i 
5 "B3Z1T2 » J < : » T 2 -B4Z1X2 -B4ZBT2 -04ZV |2 
4 -B57IT2 -aszB r2 -B3£¥T2 -B&Z1T2 UUUUUUJl 
5 «HKS1T2 su*s2T2 &Uio3T2 *UKSbT2 AbGbU2 
b S5GS3T2 &LNMT2 &VTMT? *VV53T2 4HHS1 ii! UUUUUOJJ 
b SHRS2T2 &HKSbT2 -SIZ1T2 -blZ2T2 UUUUUU34 
5 "51 /412 "b lO 1 2 " b U ' 1 2 •binary -b2ZI 1i UUUUUU33 
5 -S2Z2T2 -b^zorz U U U U U O J O 
5 "SJZlTi; - b J z z i ~i "Si^J T2 -b3z4T2 1 UUUUUUJ/ 
b "S3Z6T2 -•aLm -S3^0T2 -S3ZVT2 -b4^1\i UUUUUU30 
b •S4/2T2 •54 £3 T2 • S 4 / 4 T "i -54^6 T2 -34^81Z uuuOuujv 
b "S571T2 "S3Z2T2 -SbZJT2 "ibzbT2 -s>bz<> i UUUUUU4U 
5 -SbZT T2 -i^ZBT2 "b6*212 "S>»Z3 T2 - 1 d UUU0UU4I 
1 -S67.8T2 UUUUU04i! 
5 &PFB1T3 4pr H2T 3 tyy H J i j &LAfllT3 &UAU<: i i UUUUUU4J 
5 &LA83T3 -BU1T3 -BU2T3 -B1ZBT3 -B2Z0 rJ UUUUUU44 
3 -83Z1TJ BJZBTi "U4Z1T3 -B42ST3 "ri4zy 1 J 0UUUU04b 
4 -H5Z1T3 -tf3^ar3 "d3^T3 -B6Z1T3 UUUUU046 
5 &HKS1 ! i &UM>2 T3 su^a•I I j SUKS5T3 5,3 lib! 1 J UUUUUU4/ 
b «SGS3T3 &LNS1T3 &VTS1T3 &VTSJT3 &HKS113 UUUUU04B 
S SHRS2T3 HrlK!>bT3 -bl*lT3 -blZ2T3 • b U 3 r J 
5 -SIZ4T3 -SlZbT3 "S W T 3 -MZ8T3 -b2^113 
5 "5Z22T3 "!><!Z3 1 3 -b2*8 | i 13 -b2^0 | 3 UUUUUU31 
b -S3Z1T3 -SJZ2T3 -S3Z3T3 -SJZ4T3 -S>3Zb I J uuuuuubif 
b "S3Z6T3 -SiifT3 "S3ZBT3 -S3Z*T3 *i4£lj J UUUUUOSj 
b -S4Z2T3 -S4Z3T3 -S4^4T3 -S4Z6T3 "S4iB|4 uuu0u0i4 
s -S571T3 -S3Z2IJ -S5Z3T3 -SbZbT3 -SbZ6 r J UUUUUQ33 





B1A1.11C0ST1 4 3 3 0 UUUUUU61 
BLAL ULARLTL 4 0 . 6 U U U U U 0 0 2 
8 1 A 1 1 1 B 1 7 1 T 1 UUUUU06i 
B1A118C0ST1 2 3 3 0 UUUUUU04 
B 1 A U 8 L A B 1 T 1 4 0 . 6 U 0 U U U U 6 3 
B 1 A U O B 1 Z 8 T 1 . 0 UUUUU066 
B1A211COST1 4 3 3 0 UU0U0067 
B1A211LAB2T1 4 0 . 6 UUUOUOAO 
BLA211R1Z1T1 UUUUU06V 
B1A218COST1 2 3 3 0 U U U U U O f U 
BLA2T8LAB2TL 4 0 . 6 U U U U U Q '1 
B 1 A 2 1 8 R 1 Z 8 T 1 . 0 UUUOUO 12 
B1F111COST1 2 3 2 0 
BIFLLLPFRLTL 41 , t UOOUUU'4 
B 1 F 1 1 1 B 1 Z 1 T 1 . 0 uuoooo/s 
B L F U ^ C O S T L 2 7 7 0 U U U U U O ' 6 
B1F112PFR1T1 41 . 7 U U U U U U " 
BLFLL28L^2TT . 0 UUUOUO'6 
BLFLTSCOSTL 4 3 2 0 
B1F118PFR1T1 4 1 . r UUUOUOBU 
B 1 F 1 1 8 B 1 ? 8 T 1 UUU0U081 
91F21ICOSTT 2 3 2 0 UOUUUUOI 
B 1 F 2 1 1 P F 9 2 T 1 41 . r OOOU008J 
B 1 F 2 U B 1 Z 1 T 1 . 0 U U U U U 0 B 4 
B1F212COST1 2 7 7 0 
B1F212PFR2T1 4 1 . 7 UUUUUO06 
B 1 F 2 1 2 B 1 Z 2 T 1 . 0 UUUUOUTW 
B2A118C0ST1 2 3 6 0 UUUUUOOO 
B2A118LAB1T1 41 . 2 UUOUUOSY 
B 2 A 1 1 8 R 2 Z 8 T 1 . 0 UUOUUUVU 
B2A218C0ST1 2 3 6 0 UUUUUUVI 
8 2 A ? 1 8 L AR2 T1 4 1 . 2 UUUUUUVI 
B 2 A 2 1 8 9 2 7 8 T 1 . 0 
B3A318C0ST1 3 7 0 0 UUUUUUV4 
B3A318LAB3T1 64 . 5 
B 3 A 3 1 8 R 3 7 8 T 1 . 0 UUUOUOV6 
B 3 F 3 H C O S T 1 2 9 0 0 UUUUUUV 
B3F311PFR3T1 5 2 . 1 UUUUUUVE 
B 3 F 3 1 1 B 3 7 1 T 1 . 0 UUUUUUVV 
B4A JLBCOSTL 3 7 0 0 UUOUUIUO 
B4A318LAB3T1 6 4 . 5 U U U U U 1 U 1 
B 4 A 3 1 8 R 4 Z 8 T 1 . 0 UUOUUIUZ 
B4A319C0ST1 5 1 0 0 UUOOUIUJ 
B4A319LAR3T1 64 ,B U U U U U10 4 
B 4 A 3 1 9 R 4 Z 9 T 1 . 0 OOUUUIUS 
B4F311COST1 2 9 0 0 
B4F311PFB3T1 5 2 . 1 OUU001U' 
B 4 F 3 1 1 B 4 7 1 T 1 . 0 
B5A218COST1 3 1 8 0 0U00U1U9 
B5A218LAB2T1 5 5 . 5 UUUUOILU 
B 5 A 2 1 8 B 5 7 8 T 1 • U U U U U U M 
B5A219C0ST1 4 9 4 0 U U 0 0 0 1 1 2 
B5A219LAR2T1 54 . 0 UUUUUU J 
B 5 A 2 1 9 R 5 7 9 T 1 . 0 U U U U 0 1 1 4 
B5F211COST1 2 8 6 0 UUUUOIIA 
B5F211PFR2T1 51 . i U 0 U U U 1 1 6 
B 5 F 2 1 1 B 5 Z 1 T 1 . 0 U U U U U 1 1 t 
B6F211COST1 2 9 2 0 UOUOULIB 
B6F211PFB2T1 5 2 . 6 UUUUUIIY 
B 6 F 2 1 1 8 6 7 1 T 1 . 0 
51GL 11 COST 1 2 6 2 0 UUUUUUI 
S1G111SGS1T1 47 . 6 UUUUUUI 
B1Z8T3 9 0 . U<J0U14*3 
B278T3 2 5 6 . S UUO01426 
B3Z1T3 2 7 . 
B3Z8T3 7 . 2 000U14Z6 
B4Z1T3 6 9 . U00U14UV 
B478T3 7 3 . 00001430 
84Z9T3 1 2 , O O O U 1 4 3 1 
B5Z1T3 6 . 00QU1432 
85Z8T3 8 . O0O01433 
B5Z9T3 3 0 . 00001434 
86Z1T3 4 7 . 00001435 
0 K S 1 T 3 2 0 0 0 0 , 00001436 
0 K S 2 T 3 2 5 0 0 . 0UOO14if 
OKS3T3 2 5 0 0 . 0 0 0 0 1 4 3 B 
0 K S 5 T 3 2 5 0 0 . 00001439 
S G S 1 T 3 2 5 0 0 . 0 0 0 0 1 4 4 0 
S G S 3 T 3 2 5 0 0 . 0 0 0 0 1 4 4 1 
L N S 1 T 3 2 5 0 0 . OO0Q144Z 
V Y S 1 T 3 2 5 0 0 . O0001443 
VYS3T3 2 5 0 0 . 0 0 0 0 1 4 4 4 
H R S 1 T 3 2 0 0 0 0 , 00001443 
HRS2T3 2 5 0 0 , 00001446 
HRS5T3 2 5 0 0 . UUUU1447 
S 1 Z 1 T 3 1 8 . 5 o o o o i 4 4 6 
S 1 Z 2 T 3 9 . 0000144V 
S 1 Z 3 T 3 2 9 . 00001430 
S 1 Z 4 T 3 6 . 5 U 0 0 0 1 4 5 1 
S 1 Z 5 T 3 2 . 00001432 
S 1 Z 7 T 3 8 . 00001433 
S 1 Z 8 T 3 2 0 . 00001434 
S 2 Z 1 T 3 2 3 . U0UUI435 
S 2 7 2 T 3 1 3 . U U U U 1 4 3 6 
S 2 Z 3 T 3 1 8 , 0U0O14»f 
S 2 7 6 T 3 2 . 00001438 
S 2 7 7 T 3 2 , 000014SV 
S 2 7 8 T 3 1 5 7 . 6 UOO0146O 
S 3 7 1 T 3 2 3 . 2 00001461 
S 3 7 2 T 3 2 5 . 3 O O O O 1 4 6 2 
S373T3 1 6 . 3 0UUU146J 
S 3 Z 4 T 3 1 1 . 3 0 0 0 0 1 4 6 4 
S 3 Z 5 T 3 2 0 . 5 U00U1465 
S 3 Z 6 T 3 1 4 . 8 O 0 o 0 l 4 6 6 
S 3 7 7 T 3 4 0 . o o o O l 4 6 f 
S 3 Z 8 T 3 3 0 . 9 ooo<3i46B 
S 3 Z 9 T 3 5 . 2 UUUU146V 
S 4 Z 1 T 3 5 . 1 00001470 
S 4 Z 2 T 3 4 . 2 0 0 0 0 1 4 M 
S 4 7 3 T 3 8 . 0000147 2 
S 4 Z 4 T 3 2 . 6 O 0 U U U 7 3 
S 4 Z 6 T 3 1 .2 0 0 0 0 1 4 M 
S 4 Z 8 T 3 2 6 . 000014F3 
S 5 Z 1 T 3 2 4 . 00001476 
S 5 Z 2 T 3 8 . 2 0000147 f 
S 5 Z 3 T 3 4 , 5 o o o o u f 8 
S 5 Z 5 T 3 , 3 00001479 
S 5 Z 6 T 3 . 7 OOO0l4B0 
S 5 Z 7 T 3 2 . 4 OOO0I481 
S 5 Z 8 T 3 4 . 2 u u y o i 4 6 2 
S 6 Z 2 T 3 1 . o o o o l 4 » 3 
S 6 Z 5 T 3 2 , 0 0 0 0 1 4 8 4 
S 6 Z 6 T 3 1 . 000014BS 
S 6 Z 8 T 3 0 . 8 000014B6 
EOF 0 U U U 1 4 8 ' 
START PHASE ONE 0 0 0 0 1 4 6 8 
C$T FI ~ ~ 0 0 0 0 1 4 B 9 
COMPUTE OOUU1490 
~CTl R 0 U U 0 1 4 V I 
COST RANGING O U U 0 1 4 9 2 
RSGLTL 0 0 U U 1 4 V 3 
I P F 1 T 1 OOO014V4 
I H R 1 T I UUUU149S 
I L * 1T1 OYOOI4»6 
IOK1TZ OOOOI«»' 
I L A 2 1 1 0 0 0 0 1 4 9 8 
ISGZRZ OUOUI«YY 
IHR2T1 OOUOISUU 
I D K 2 J 1 UOUOLBUI 
I P F 2 U O O 0 0 1 5 0 2 
I H F 3 1 2 UOOONOA 
IL A 311 UU0OI5O4 
-TWO U O 0 0 1 5 0 5 
CONCLUDE U0VJO15O6 
APPENDIX C 





0 1 4 4 
END 
HEADING 
MT.XEU INTErtrr PKOGTRHTWl 1.00 0,80 0.70 1.00 1.00 1.00 1.00 
2.00 1 .00 1.20 1.40 
3.00 1.10 1.20 1.2b 
4.00 1.10 1 .20 1.30 
b.00 1 .00 0.90 0.80 
6.00 0.80 1.00 1.40 
/.oo 1 .02 1.04 
1 i(J6 8.00 1.10 1.01 1,02 y.oo 





5 &PFB1TJ &PFB2T1 &PFB3T1 ALAB1T1 &LAB2T1 
b &LAH3T1 -B1Z1T1 •HIZZTl -B1Z8T1 *B2Z8Tl 
5 -B371T1 •«JZ8T1 •B4Z1T1 -B4Z8T1 •B4Z9T1 
4 -B5Z8 f1 "BbZ9TI -B6Z1T1 
5 &0KS1T1 &0KS2T1 &0KS3T1 R0KS5T1 &SGS1T1 
b «SGS3T1 SLNS1T1 &VV51T1 XVYS3T1 JtHftSlTl 
5 &HRS2T1 &HHS5T1 -SIZ1T1 -S1Z2T1 •S1Z3T1 
b -S174T1 - S U b T l " S l ^ T l -S1Z8T1 -S2Z1T1 
5 -S2Z2T1 -S2Z3T1 -S2Z6T1 -S2Z7T1 -S2Z8TI 
b -S371T1 -SiZ2Tl -S3Z3T1 -S3 Z4T1 -S3zbfl 5 -S376T1 -S3Z7T1 -S3Z8T1 -S3Z9T1 -S4Z1T1 
-S472T1 -S4Z3T1 -S4Z4T1 -S4Z6T1 -S4Z8T1 
5 -S5Z1T1 -SbZ2Tl -SbZiTl -S3Z5T1 -S5Z6T1 
b * 5 b Z m •!>bZ8 f 1 "56Z2T1 -S6ZbTl •S6Z6TI 
1 -S678T1 
5 SPFB1T2 4PfB2T2 &PFB3T2 &LAB1T2 *LAB2T2 
5 &LAB3T? -B1Z1T2 -B1Z2T2 -B1Z8T2 -B2Z8T2 
5 -B3Z1T2 -B3Z8T2 -B4Z1T2 -B4 Z8T2 -B4Z9T2 4 -B5Z1T? -BbZ8T2 •BbZ9T2 -B6Z1T2 
5 &0KS1T2 &0KS2T2 &UKS3T2 R0KS5T2 GSGS1T2 
5 &SGS3T2 &LNS1T2 &VY51T? RVYS3T2 &HRS1T2 
5 &HRS2T2 &HKS5T2 •S1Z1T2 •S1Z2T2 -S123T2 
5 -S1Z4T2 -S1Z5T2 •S1Z?'T2 -S1Z8T2 -S2Z1T2 
5 "S2Z2T2 -S2Z3T2 -S2Z6T2 •S2Z7T2 •b2Z8 1 'I 
5 -S3Z1T2 -S3Z2T2 -S3Z3T2 -S3Z4T2 -S3ZbT2 
b •S3Z6T2 -S^Zf T2 *53Z8T2 -54ZVT2 -S4Z1T<! 
5 -S4Z2T2 -S4Z3T2 -S4Z4T2 -S4Z6T2 -S4Z8T2 
5 -S5Z112 -b^Z2T2 •SSZ3T2 -S5Z5T2 •i>3Z6i2 
5 -S577T2 -SbZ8T? -S6Z2T2 •S6Z5T2 -S6Z6T2 
1 •S6Z8T2 
5 &PFB1T3 &Pr B2T3 &Pr B3T3 RLAB1T3 &LAB2T3 
5 &LAB3T3 -81Z1T3 -B1Z2T3 -B1Z8T3 -B2Z8T3 
5 -B371T3 -83Z8T3 -B4Z1T3 -B4Z8T3 -B4Z9T3 
4 -B5Z1T3 -BSZ8T3 -BbZVT3 -B6Z1T3 
5 &DKS1T3 &0KS2T3 &0KS3T3 &0KS5T3 &SGS1T3 
5 &SGS3T3 &LNS1T3 &VYS1T3 HVYS3T3 &HRS1T3 
5 *HRS2T3 &HRS5T3 -S1Z1T3 -S1Z2T3 •51Z3T3 
5 -S1Z4T3 •S1Z5T3 •S1Z7T3 •S1Z8T3 •S2Z1T3 
5 -S2Z2T3 -S2Z3T3 •S2Z6T3 •S2Z7T3 •S2Z6T3 5 -S3Z1T3 -S3Z2T3 •S3Z3T3 -S3Z4T3 •S3ZST3 
5 -S3Z6T3 -S3Z7T3 •S3Z8T3 -S3Z9T3 •S4ZIT3 5 •S4Z2T3 •S4Z3T3 •S4Z4T3 -S4Z6T3 •54Z8T3 
5 -S5Z1T3 •Ŝ Z2T3 •S5Z3T3 •S5Z5T3 •S5Z6T3 5 -S5Z7T3 -St>Z8T3 •S6Z2T3 -S6Z5T3 •S6Z6T3 
1 -S6Z8T3 




1 •RI0K13 1 •RISG21 
1 •RIHR21 
B1A1 1 L1CST 0.004330 
B1A1 L1 LABITl 40*600000 
Bl Al 1 1B171T1 1.000000 B1A11 L8CST 0.002330 
B1A1 18LAB1T1 40*600000 
Bl Al 1 8B178T1 1.000000 
B1A21 LlCST 0.004330 
Bl A21 L1LAB2T2 40*600000 
B1A21 L1B1Z1T1 1,000000 
B1A21 I 8CST 0*002330 
B1A?1 8LAB2T1 40.600000 B1A21 L8B1Z8T1 1.000000 
B1F11 1CST 0.002320 
B1F11 11PFB1T1 41.700000 
B1F1 1 B171T1 1,000000 
81F1 j 12CST 0.002770 
B1F11 2PFB1T1 41,700000 
B1F11 12R1Z2T1 1,000000 
B1F11 8CST 0.004320 
B1F1 1 8PFB1T1 41,700000 
Bin 1 8B1Z8T1 1.000000 
B1F21 LlCST 0.002320 
B1F91 1PFR2T1 41.700000 
B1F21 1B1Z1T1 1.000000 
B1F91 2CST 0.002770 
B1F21 2PFB2T1 41.700000 
H1 F?1 2R172T1 1.000000 B2A11 8CST 0.002360 
B2A1 1 8LAR1T1 41.200000 B2A11 8B278T1 1,000000 
B2A91 8CST 0.002360 
B2A21 [8LA82T1 41.200000 
B2A2! L8B2Z8T1 1.000000 
B3A3 8CST 0.003700 
B3A31 8LAB3T1 64.500000 
B3 A31 8B3Z8T1 1,000000 
B3F31 LlCST 0.002900 
B3F31 L1PFB3T1 52*100000 
B3F31 1B3Z1T1 1,000000 
B4A31 [8CST 0.003700 
B4A31 L8LAB3T1 64*500000 
B4A31 [8B4Z8T1 1,000000 
B4A31 9CST 0.005100 
B4A3 19LAB3T1 64,500000 
B4A3 19B4Z9T1 1,000000 
84F3 11CST 0.002900 B4F3 11PFB3T1 52,100000 
B4F3 UB4Z1T1 1,ouoooo B5A2 t 8CST 0,003180 
B5A2 18LAB2T1 55.500000 
B5A2 18B5Z8T1 1,000000 
B5A2 19CST 0.004940 B5A? 19LAB2T1 54,000000 
B5A2 t9B5Z9Tl 1,000000 B5F2 11CST 0*002860 
B5F2 11PFB2T1 51.300000 B5F2 UB5Z1T1 1.000000 
B6F2 HCST 0,OU2V20 B6F? UPFB2T1 52.600000 
B6F2 11B6Z1T1 1.ououoo SlGl UCST 0.002620 
SlGl t1SGS1T1 47*600000 S1G1 1 1S1Z1T1 1.000000 
51G1 1 2 C S T 0.0U2880 S1G1 12SGS1T1 47*600000 
S1G1 1ZS1Z2T1 1,000000 S1G1 1 3CST 0.003070 
S1G1 1JSGS1T1 47.600000 S1G1 13S1Z3T1 1.000000 
SlGl t 5CST 0.002920 S1G1 15SGS1T1 47.600000 
SI 61 1551ZbTl 1.UOUOOO SlGl 1 7CST 0.003410 
SlGl 1/SGS1T1 47,600000 SlGl 17S1Z7T1 1.000000 
S1H1 l'CST O.oozyio S1H1 17HRS1T1 44.400000 
S1H1 17S1Z7T1 1.000000 S1H1 1 8CST 0.002310 
SI HI 18HR51T1 44.400000 S1H1 18S1Z8T1 1.000000 
SlKl 11CST 0.002130 SlKl U0KS1T1 49*600000 
SlKl 11 Si 21Tl 1,000000 SlKl Z2CST 0.002470 
SlKl Z20K5L1 49*600000 SlKl Z2SN1Z2 1,000000 
SlKl 1 2CST 0.002470 SlKl l2nKSlTl 49*600000 
SlKl 12S1Z2T1 1.000000 SlKl 1 3CST 0.002620 
SlKl 1 JOKS1T1 49.600000 SlKl 13S1Z3T1 1,000000 
SlKl 1 4CST 0.OU281O SlKl 140KS1T1 49*600000 
SlKl 14S174T1 1,OUOOOO SlKl 1 5CST 0*002620 
SlKl 150KS1T1 49*600000 SlKl 15S175T1 1,000000 
S1L1 1 bCST 0.002870 S1L1 15LNS1T1 45.400000 
SlL! lbSlZ5T1 1,000000 S1L1 17CST 0.002310 































































RILA21 1 .000000 
RinKt 3 1 .000000 
RISG21 1 ,000000 
RIHR21 1 .000000 
EOF 
















OUTPUT ALPS (A SAMPLE) 
DATE I SEPT 17. 1969 RUN STARTED ATI I860 HOURS 8 50 ALGOL OUTPUT FROM PROGRAM ALPS 
MIXEO WITh ALP S-1 FOR B50 
*•**<{ TNPIT !>*»«»« T T MF S I CONTROL CONTROL CARU OUTPUT 
0 1
4 4 0 0 0 0 END 
HFAnTN,; 










08 , n?i, na 1 .40 




i . i (i 
.02 310.  1 1.10 
1 , nti 
1 .20 
1,01 
1.30 1 .nl 12.0 RFAn pATA .0 
CONTROL 




AND 634 COLUMNS. 1716 MATRIX ENTRIES AND 1 R.H.S. 
**•*<[ INVERT J>**< PROC • 7.1 ELAPSED » 248,3 reinvErting after o-th iteration. o transformations with 
NFGA T I yF RTGMX HftNQ sIP-F FRflM T N y£RT I Nj .a 370, 95? OP ROW NO. 
0 ENTRIES. -2 ROW NAMF INFAS
NUMuEr of ENTRIES IN BASIS PRESENTED TO INvERSIONl 381 COMPUTE **•<[ E/INV »>**• TIMESI POCi90.4 ELAPSED > 280,1**•*<[ E/INP )>*** TIMESI _*««<r_TNVERT J +_£fr TIMES! PROC. » 90.7 ELAPSED PROC. • 16.3 EiAPSED 262,2473.0
AElNVERTlNfi AFlELB 75-TH I TERA TI nN' 297 TRANSFORMATIONS WITH 70? FNTRIFSi NUMBER OF ENTRIES IN BASIS PRESENTED TO INVERSION! 461 MAXIMUM EROR QN.-ROW— ̂4-MAXIMUM EROR ON COL 
**•*<[ E/INV ;>**• TIMES .a.?fl40H»-0H. SUM 2.8a043M7.1.81890-12. SUM 1,27329?-1 INVERT >««< PROC. » 182,0 ELAPSED » 491,0 PROC. » 24.(1 ELAPSED 60*.1 
ITER NHJEF-TTYF F"NRT, FNTER. MIN RFO. COST E_XII_ PIVOT RATIO R.H.S. ARTTFLCTAI S »OJ ITRAN 
1«7 1.76441972P-1Q TNFFAS R4/AT3 - 1 . 6 I 2500 N»S-02 ARTFCI 35.53B7*NI7 R ZFL 2 «51 
»*•»»<[ PHASES ;>•**** TIMESI PROC. » 303.6 ELAPSED A 725,3 
MAXIMUM ERROR UN ROW 9? 1.?666NP-P7. SUM S.?174QP-N7 
MAXIMUM ERROR ON COL 92 O.OOOOOP+OO. SUM O.OOOOOJUOO 
MAXIMUM ERROR ON ROH 9? 5.96046P-08. SUM 5.06510P-Q7 
MAXIMUM ERROR ON CUL 12 -6.867570-12, SUM 2.42295P-11 
«*«*«<[ BASTS {>***** TTMFSL PRNC. A 3?2.5 FL APSFD A 774.3 
..**»<[ INVERT ;>**•** TIMESI PROC, A 358.6 ELAPSED = 855.4 
RETNVERTING AFTER 2?S-TH ITERATION. 297 TRANSFORMATIONS WITH 1394 ENTRIES. 
NUMDER OF FNTRTFS HI BASIS PRF SFN TF D TO INYFRSTHNL FII3 
E/INV TIMESI PROC. A 3B6.2 ELAPSED A 693.5 
****.<[ INVERT ;>*.*** TIMESI PROC, « 44^,2 ELAPSED A 1015,5 
REINVESTING AFTER 2 F LL-TH ITERATION. 278 TRANSFORMATIONS WITH 1651 ENTRIES. 
NIIMHER FIR FNTRIFS TN HASLS PRFSFNTFO TO INYFRSTFLMI 621 
**«*«<R E/INV 1 TIMESI PROC » • 474.7 ELAPSED » 1052,5 
• » » » < [ E/PHI2 >>»**** TIMESI PROC, A 4F5,6 ELAPSEO * 1054,0 
EXETUTIQN T T ME = 4 76 SEC. I/O TIME » 434 SEC. SFPT 17? 196 9 T I ME I 1630 HQ"P-* 
IT E« Ot tJECTIyE FUNCT. E N T E R . _MN_ R E D . COST E X I T . p lVQT R A T I O R . H . S . A R T I F I C I A L S «DJ <T RAN 
261 l . oo 3Q4599j» + Ql CST s 1 K1 12 p . OO0QO0OOP+ 00 S1G112 9 . 1 7 9 9 9 9 9 5 B Q 0 883 
A C T I V I T Y CURRENT VALUE L I N E COUNT CONSTRAINT NAME TRANSFORMATION VECTOR P R I C I N G VECTOR 
ARTFCL - 1 0 , 0 3 0 4 5 9 9 9 1 CST 0 , 0 0 0 0 0 0 0 0 1 ,00000000 
ARTFCL 0 . 0 0 0 0 0 0 0 0 2 I N F E A S 0 . 0 0 0 0 0 0 0 0 0 , 0 0 0 0 0 0 0 0 
PFH1T1 1 6 7 3 . 5 0 5 7 3 4 9 8 3 S P F B 1 T 1 0 . 0 0 0 0 0 0 0 0 0 . 0 0 0 0 0 0 0 0 
P FB 2f I 5 7 1 4 . 4 4 0 0 0 8 9 0 4 &PFB2T1 0 . 0 0 0 0 0 0 0 0 0 , 0 0 0 0 0 0 0 0 PFB3T1 2 4 9 6 . 2 4 0 0 3367 5 &PFB3T1 0 , 0 0 0 0 0 0 0 0 0 . 0 0 0 0 0 0 0 0 B2A118 2 5 6 . b 0 0 0 0 0 0 0 6 &LAB1Tl 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 0 0 4 9 5 1 LAB2T1 1 V 3 6 . 0 0 0 0 0 0 0 0 7 &L AB2 T1 0 . 0 0 0 0 0 0 0 0 0 . 0 0 0 0 0 0 0 0 H4A319 1 3 . 1 9 9 9 9 9 9 3 8 &LAB3T1 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 0 0 5 7 3 6 
B1F 1 1 1 4 9 , 2 0 1 9 6 968 9 - B 1 Z 1 T 1 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 2 3 2 0 0 0 
B1F112 
Id.OOOO  
10 - B 1 Z 2 T 1 0 , 0 0 0 0 0 0 0 0 - 0 , 0 0 2 7 7 0 0 0 
b l A l 1 8 9 0 . 0 0 0 0 0 0 0 0 1 1 - B 1 Z 8 T 1 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 0 3 2 0 0 0 
d 1 A111 4 3 . 7 9 8 0 3 0 3 2 12 - B 2 Z 8 T 1 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 0 3 2 0 3 0 
U3F311 2 9 , 6 9 9 9 9 9 9 3 13 - B 3 Z 1 T l 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 2 9 0 0 0 0 
B 3 A 3 i e 7 .9 1999999 14 B3Z8T1 0 . 0 0 0 0 0 0 0 0 0 . o o o o o o o o 
B4F311 7 5 . B 9 9 9 9 9 6 Z 15 - B 4 Z 1 T 1 0 , 0 0 0 0 0 0 0 0 - 0 . 0 0 2 9 0 0 0 0 
B4Z8T1 5 3 . 6 1 8 76054 16 - B 4 Z 8 T 1 0 . 0 0 0 0 0 0 0 0 0 . 0 0 0 0 0 0 0 0 
B4A318 1 3 3 , 9 1 6 7 5 9 7 8 17 - B 4 Z 9 T 1 0 , 0 0 0 0 0 0 0 0 - 0 . 0 0 1 4 0 0 0 0 
B5F211 6.OOOO 18 - B 5 Z 1 T l 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 2 8 6 0 0 0 05A218 ri.00000000 19 - B 5 Z 8 T 1 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 3 1 8 0 0 0 b 5 A i l 9 3 0 . 0 0 0 0 0 0 0 0 8 0 - B 5 Z 9 T 1 0 , 0 0 0 0 0 0 0 0 - 0 , 0 0 4 9 4 0 0 0 8 6 F 2 M .3 T . b9999990 21 - B 6 Z 1 T 1 0 , 0 0 0 0 0 0 0 0 - 0 , 0 0 2 9 2 0 0 0 
ok siti 9«|9 1 .784 82960 
22 &0KS1T1 0 . 0 0 0 0 0 0 0 0 0 . 0 0 0 0 0 0 0 0 
0KS2T1 1 6 0 3 . 8 7 0 3 0 0 2 3 23 » 0 K S 2 T l 0 . 0 0 0 0 0 0 0 0 0 . 0 0 0 0 0 0 0 0 
S 5 K J 1 1 2 0 . 4 9 1 8 0 3 2 8 24 &0KS3T1 0 . 0 0 0 0 0 0 0 0 0 . 0 0 0 0 0 6 9 8 
S6K516 1 .00000000 25 &0KS5T1 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 0 0 0 4 7 1 
S 3 G U 5 1 4 . 2 4 2 5 2 8 9 4 26 &SGS1T1 0 , 0 0 0 0 0 0 0 0 - 0 , 0 0 0 0 0 6 2 7 
S5G317 2 , 3 9 9 9 9 9 9 9 27 &SGS3T1 0 . 0 0 0 0 0 0 0 0 0 . 0 0 0 0 0 2 8 8 
L N S l T l 1 7 3 . 9 160(1546 28 KLNS1T1 0 . 0 0 0 0 0 0 0 0 0 . 0 0 0 0 0 0 0 0 
S3V11« 1 . i 2 9 4 8 7 3 8 29 S V Y S 1 T 1 0 . 0 0 0 0 0 0 0 0 0 . 0 0 0 0 0 7 4 4 
VYS3T1 1 1 0 6 . 9 0 0 0 0 3 6 7 30 & V Y S 3 T1 0 . 0 0 0 0 0 0 0 0 0 . o o o o o o o o 
H R S l T l 4 0 3 5 . 5 2 7 5 J 9 6 7 31 &HRS1Tl 0 . 0 0 0 0 0 0 0 0 0.0000000(1 
HR s2 T1 2 8 5 5 . 0 0 0 0 0 7 1 5 32 & H R S 2 T 1 0 , 0 0 0 0 0 0 0 0 0 . o o o o o o o o 
HRS5T1 1 6 8 4 . 0 0 0 0 0 2 0 8 33 SHRS5T1 0 . 0 0 0 0 0 0 0 0 0 . o o o o o o o o 
S l K l 1 1 1 8 . 6 6 9 9 9 9 8 9 34 - S l Z l T l 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 2 1 3 0 0 0 
S l K l 12 9 . 1 7 9 9 9 9 9 5 35 - S 1 Z 2 T 1 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 2 4 7 0 0 0 
S 1 K1 1 3 2 9 . 5 7 9 9 9 9 9 2 36 - S 1 Z 3 T 1 0 , 0 0 0 0 0 0 0 0 - 0 , 0 0 2 6 2 0 0 0 
SIM 11 6.63000000 37 - S 1 7 4 T 1 0 . 0 0 0 0 0 0 0 0 -0.0028100(1 S l G l 15 2 . 0 3 9 9 9 9 9 9 38 - S 1 Z 5 T 1 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 2 6 2 1 3 7 S11.11 7 8 . 1 5 9 9 9 9 9 7 39 - S 1 Z 7 T 1 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 2 3 1 0 0 0 S1H11B 2 0 . 3 9 9 9 9 9 9 8 40 - S 1 Z 8 T 1 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 2 3 1 0 0 0 S2K111 2 5 , 2 9 9 9 9 9 9 5 41 - S 2 Z 1 T 1 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 2 1 0 0 0 0 
S2K1 1 4 . 2 9 9 9 9 9 9 5 42 - S 2 Z 2 T 1 0 , 0 0 0 0 0 0 0 0 - 0 . 0 0 2 4 4 0 0 0 
S2V113 1 9 . 7 9 9 9 9 9 9 5 43 - S 2 Z 3 T 1 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 2 2 2 3 6 4 
S2K1 16 2 . 1 9 9 9 9 9 9 9 44 - S 2 Z 6 T 1 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 2 2 1 0 0 0 
S2L117 2 . 1 9 9 9 9 9 9 9 45 - S 2 Z 7 T 1 0 . 0 0 0 0 0 0 0 0 - 0 , 0 0 2 3 0 0 0 0 
S2H116 1 7 3 . 3 5 9 9 9 9 6 6 46 - S 2 Z 8 T 1 0 , 0 0 0 0 0 0 0 0 - 0 . 0 0 2 4 6 0 0 0 
S3K11 1 2 4 . 3 5 9 9 9 9 9 0 47 - S 3 Z 1 T 1 0 , 0 0 0 0 0 0 0 0 - 0 . 0 0 2 2 6 0 0 0 
S3V11Z 2 b . 5 6 4 9 9 9 9 4 4 8 - S 3 Z 2 I 1 0 , 0 0 0 0 0 0 0 0 - 0 . 0 0 2 7 4 0 0 0 
S3 V 11 3 1 7 . 3 2 4 9 9 9 9 3 49 - S 3 7 3 T 1 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 2 3 6 0 0 0 
S3K114 1 0 . 5 4 5 5 1 2 5 5 50 - S 3 Z 4 T 1 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 3 3 6 0 0 0 
S3K115 7 . 2 8 2 4 7 1 0 4 51 - S 3 Z 5 T 1 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 3 0 7 0 O O 
S3K1 16 1 5 . 5 3 9 9 9 9 9 6 52 - S 3 Z 6 T 1 0 , 0 0 0 0 0 0 0 0 - 0 . 0 0 2 4 5 0 0 0 
S3L117 4 2 . 0 0 0 0 0 0 0 0 53 " S 3 Z 7 T 1 0 . 0 0 0 0 0 0 0 0 - 0 , 0 0 2 2 5 0 0 0 
S 3 H 1 1 8 3 2 . 4 1 4 9 9 9 9 3 5 4 " S 3 Z 8 T 1 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 2 3 1 0 0 0 
S 3 H 1 1 9 5_̂ 599_9_99J) 5J_ - S _7 9 T 1 0 . 0 0 0 0 0 0 0 0 -O.004N6NNN 
S 4 K 2 1 1 5 , 6 1 0 0 0 0 0 0 5 6 - S 4 Z 1 T 1 0 . 0 0 0 0 0 0 0 0 " 0 . 0 0 3 5 1 0 0 0 
S 4 K 2 1 2 0.943R50Q4 _7. -S47?T1 0 , 0 0 0 0 0 0 0 0 - 0 . 0 0 4 0 7 0 0 0 
S 4 V 3 1 3 B . 7 9 9 9 9 9 9 5 5 8 " S 4 Z 3 T 1 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 4 0 8 0 0 0 
S 4 K 2 1 4 ZJSAQXISDSIQ 5_S - R 4 7 4 T 1 N . N N N QXLOOO -N,04ftinn 
S4K.216 1 . 3 1 9 9 9 9 9 9 6 0 - S 4 Z 6 T 1 0 , 0 0 0 0 0 0 0 0 - 0 . 0 0 3 7 0 0 0 0 
- S 4 H Z 1 8 2A_5-_9J_9_.fi. 6J - S 4 Z B T 1 QjJXO-OQOOOO -.-D-JOO 3 ft 3 0 0 Q 
S 5 K 5 1 1 3 . 5 0 6 1 9 6 7 2 6 2 " S 5 Z 1 T 1 0 , 0 0 0 0 0 0 0 0 - 0 , 0 0 6 0 5 1 7 4 
JL5K51_2 6 . 4 6 3 F I 2 7 1 B 6 J - S 5 7 2 T 1 0 , 0 0 0 0 0 0 0 0 -Q...0 1 0 5 5 1 7 4 
S 5 V 3 1 3 4 . 5 0 0 0 0 0 0 0 6 4 - S S Z 3 T 1 0 , 0 0 0 0 0 0 0 0 - 0 . 0 0 8 4 2 0 0 0 
S5FI315 0 . 5 O U O O 0 O O 6_> -S575T1 O___0OOOD_Q.QO. _.0 . 0 1 1 0 5 1 7 4 
S 5 K 5 1 6 0.70000000 6 6 " S 5 Z 6 T 1 0 , 0 0 0 0 0 0 0 0 - 0 . 0 0 7 5 5 1 7 4 
S 5 G 3 1 2 1 . 7 1 6 3 7 2 7 5 bl - S 5 7 7 T I Q______AO_L<_OQ - 0 . 0 1 7 5 5 1 74 
S 5 H 5 1 8 4 . 1 9 9 9 9 9 9 9 6 8 " S 5 Z 8 T 1 0 , 0 0 0 0 0 0 0 0 - 0 . 0 0 7 9 6 0 0 0 •S _. K S1 2 1 .0000  jbSL - _ _ 7 2 T 1 0.0000  - 0 . 0 Q 4 4 1 4 7 9 
S6K.-15 _ . _ 0 0 0 0 0 0 0 7 0 " S 6 Z 5 T 1 0 , 0 0 0 0 0 0 0 0 - 0 , 0 0 6 4 1 4 7 9 
S 4 G 3 1 2 3 . 6 7 6 1 Q 9 9 5 7 J " S 6 Z 6 T 1 0 . 0 0 0 0 0 0 0 0 -0.00141479 
S 6 H 5 1 8 0 . 8 0 0 0 0 0 0 0 7 2 - S 6 Z 8 T 1 0 , 0 0 0 0 0 0 0 0 - 0 . 0 1 3 0 2 0 0 0 
PRTIL 1 2 1j__1__2S__i OIL! Z J J£F_B_LJ2 0__LOQ__OJ_OQ 0 . 0 0 0 0 0 0 0 0 
P F S 2 T 2 1 2 5 0 . 7 8 0 0 0 5 1 6 7 4 & P F B 2 T 2 0 , 0 0 0 0 0 0 0 0 0 , 0 0 0 0 0 0 0 0 
P F B 3 T 2 L9_9J>.08Q0519JI Z__ _J_£FU__2 [). O O O O O Q I U 0.0000 
B 2 A 1 2 8 2 5 6 . 7 6 3 0 0 8 8 4 7 6 S L A B 1 T 2 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 0 0 3 9 6 1 
J.5_A.22 9_ '_ 2___j_.Q_____IO0__. IT i_JU_2_T_2 Q J Q O Q Q O Q O Q - N • NOON..9.. i 
B 4 A 3 2 9 1 4 . 3 9 9 9 9 9 9 8 7 8 _ L A 8 3 T 2 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 0 0 4 5 8 9 
B I F 1 2 1 4 9 . 4 8 9 1 6 0 9 1 7.9 - H I 71 T? N . N N N N N N N O -0.001 R56QQ 
B 1 F 1 2 2 U . 0 0 0 0 0 0 0 0 8 0 - B 1 Z 2 T 2 0 , 0 0 0 0 0 0 0 0 - 0 , 0 0 2 2 1 6 0 0 bi A I 2 8 9 0 . N O O N N O O O bj -bi z&t? 0.0000  - O . N O N ? 5 6 O O 
B2A2_-8 5 1 . 0 1 6 9 9 0 4 0 82 " B 2 Z 8 T 2 0 . 0 0 0 0 0 0 0 0 -0.00025624 
_ 3 F 3 2 1 3 2 . 3 9 9 9 9 9 9 8 A 3 - W * 7 1 T ? 0 . Q X U X Q O O O -JU-OO-IJ. ? 0 0 0 
B 3 A 3 2 8 D . 6 3 9 9 9 9 9 9 6 4 B 3 Z 8 T 2 0 , 0 0 0 0 0 0 0 0 0 . 0 0 0 0 0 0 0 0 
B 4 F 3 2 1 8_2_1Z.9_9_9-9_9_24 &5 - B A _ 1 T ? IL._XA0XXQO0-) __.. 0 0 2 3 2 0 0 0 
D 4 Z 8 T 2 4 4 . 3 9 8 7 6 0 3 0 8 6 " B 4 Z 8 T 2 0 . 0 0 0 0 0 0 0 0 0 . 0 0 0 0 0 0 0 0 B4A_i2j_ . 9 9 R 7 5 9 . Z J 8_Z -F.4Z9T? 0-i_X0_10_LOOQ - 0 . 0 0 1 1 2 0 0 0 
B 5 F 2 2 1 5 . 3 9 9 9 9 9 9 9 8 6 " B 5 Z 1 T 2 0 , 0 0 0 0 0 0 0 0 - 0 , 0 0 2 2 8 8 0 0 
H 5 A 2 2 8 7___1___J9 9_.9. fij) " B 5 Z 6 J 2 Q » Q D O Q O O I X O _____0._-3I4 5 8 7 
H 1 A 1 2 1 4 3 . 5 1 0 8 3 9 0 9 9 0 - B 5 Z 9 T 2 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 1 7 5 3 8 7 
Jdt>£221 ______O__0OO.__LJQ SLL -R6Z' T ? O.OOOIXO-IOQ - 0 . 0 0 2 3 3 6 Q Q 
S 3 K 1 2 6 1 6 . 2 7 9 9 9 9 9 7 9 2 & 0 K S 1 T 2 0 , 0 0 0 0 0 0 0 0 0 . 0 0 0 0 0 1 9 8 
S 4 K 2 2 6 1_.A4Q.QQ O O P 9_ S N K S » T 2 O . Q O O Q O Q Q Q _ _ _ Q 0 Q 0 0 1 9 B 
S 5 K 3 2 6 0 . 7 0 7 0 0 0 0 0 9 4 4 0 K S 3 T 2 0 , 0 0 0 0 0 0 0 0 0 . 0 0 0 0 0 1 9 8 
S6<526 L_J_ O O P 0 Q 0 0 93 A 0 K S 5 T 2 Q - . 0 0 0 0 0 0 0 0 - - 0 ^ - 0 0 0 0 0 6 5 3 
S 3 G 1 2 5 5 , 7 3 6 0 6 5 1 5 9 6 & S G S H 2 0 , 0 0 0 0 0 0 0 0 " 0 . 0 0 0 0 0 3 0 4 
S 5 G 3 2 7 _.,4__/___Q.Q__G 9_ _.S£_S3T2 __U __0000__flfl R J U O O 0 0 01 3 0 
L N S 1 T 2 1 6 7 7 . 5 2 3 5 5 7 9 3 9 8 & L N S 1 T 2 0 , 0 0 0 0 0 0 0 0 0 , 0 0 0 0 0 0 0 0 
S 3 V 1 2 4 0 . 9 6 8 1 02. 4 9_S TVXS-LX2 0 . 0 0 0 0 0 0 0 0 0 . 0 0 0 0 0 ( 1 6 2 
. Y S 3 T 2 1 0 3 B , 1 4 5 0 0 9 4 3 1 0 0 & V Y S 3 T 2 0 . 0 0 0 0 0 0 0 0 0 , 0 0 0 0 0 0 0 0 
S 3 H 1 2 9 5_._. 2 0 0 0 0 . 0 0 LOJ *HP_1 T ? 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 0 0 3 7 4 4 
H R S 2 T 2 2 6 6 0 . 0 0 0 0 0 5 3 6 1 0 2 & H R S 2 T 2 0 , 0 0 0 0 0 0 0 0 0 . 0 0 0 0 0 0 0 0 
_ H R S 5 12. ___7_____2__a_J0 0 4 3 L O J T H B S 5 T 2 O ^ O O O O O O O O 0 ^ 0 0 0 0 0 0 0 0 
S 1 K 1 2 1 1 9 . 2 3 9 9 9 9 8 9 1 0 4 " S 1 Z 1 T 2 0 , 0 0 0 0 0 0 0 0 " 0 . 0 0 1 8 0 2 0 7 
S L G L 2 2 9 . 3 5 9 9 9 9 9 0 U 1 5 -%\12XZ 0 . 0 0 0 0 0 0 0 0 - Q . 0 0 2 1 5 9 2 1 
S 1 K 1 2 3 3 0 . 1 5 9 9 9 9 9 7 1 0 6 " S 1 Z 3 T 2 0 , 0 0 0 0 0 0 0 0 - 0 . 0 0 2 1 9 4 0 7 
•S1 K 1 2 A IL___I_-9___?__2 L_OZ " S 1 Z 4 _ T 2 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 2 3 4 6 0 7 
S 1 G 1 2 5 2 . 0 8 0 0 0 0 0 0 1 0 8 " S 1 Z 5 T 2 0.00000000 - 0 . 0 0 2 1 9 1 2 1 
S1 H 1 2 7 fl il9._9.St9J L O S --S1ZZ.T2 . .0_.0000001X0 __A»__AA665^.0--
S 1 H 1 2 8 2 0 . 7 9 9 9 9 9 9 5 1 1 0 " S 1 Z 8 T 2 0 , 0 0 0 0 0 0 0 0 - 0 . 0 0 0 1 8 5 7 0 *?*1 21 2 3.??9-_-____- L L ! - S 2 Z 1 T 2 0 . 0 0 0 0 0 0 0 0 -0.01 7 7 7 0 8 
S 2 K 1 2 2 1 3 , 1 3 0 0 0 0 0 0 1 1 2 - S 2 Z 2 T 2 0 , 0 0 0 0 0 0 0 0 - 0 , 0 0 2 0 4 9 0 8 S2y123 1 9 9 9 5_ L L 3 " J . 2 _ 3 I 2 0 . 0 0 0 0 0 0 0 0 - 0 . 0 0 1 , 8 7 7 05 
S 2 K 1 2 & 2 . 0 2 0 0 0 0 0 0 1 1 4 " S 2 Z 6 T 2 0 , 0 0 0 0 0 0 0 0 - 0 . 0 0 1 8 6 5 0 8 .-9H127 2 . 0 2 0 0 0 0 0 0 L L 5 - S 2 Z 7 T ? -1.^00000000 - _ X - 0 0 0 6 4 7 1 7 
S2H128 159 .17599964 116 -S2Z8T2 0 ,00000000 - 0 , 0 0 0 1 6 7 1 7 
S3K221 25 .51999998 117 -S3Z1T2 0 .00000000 - 0 . 0 0 1 9 1 2 0 0 
S3 VI22 27 .82999992 116 -S3Z2T2 0 ,00000000 - 0 . 0 0 2 2 9 6 0 0 
S3V123 18 .14999998 119 -S3Z3T2 0 .00000000 - 0 . 0 0 1 9 9 2 0 0 
S3K224 1 .66463070 120 -S3Z»T2 0 ,00000000 - 0 . 0 0 2 7 9 2 0 0 
S3L125 11 .13524859 121 "S3Z5T2 0 ,00000000 - 0 , 0 0 2 5 6 0 0 0 
S3K125 5 . 6 7 8 6 6 6 2 ! 122 "S3Z6T2 0 .00000000 - 0 . 0 0 2 0 6 4 0 0 
S3L127 7 .47281573 123 "S3Z7T2 O.OOJLOOOOJL - 0 . 0 0 1 8 0 0 0 0 
S3H128 33 .98999989 124 -S3Z6T2 0 ,00000000 - 0 . 0 0 0 1 5 2 0 0 
53H127 36 .52718427 125 -S379T2 0 .00000000 - 0 . 0 0 1 5 5 2 0 0 
S4K321 2 .87380023 126 -S4Z1T2 0 .00000000 - 0 . 0 0 2 9 7 2 7 0 
S4K222 5 .03999999 127 -S4Z2T2 0 .00000000 - 0 . 0 0 3 4 2 0 7 0 
S4V323 9 .59999990 128 -S4Z3T2 0 .00000000 - 0 . 0 0 3 2 6 4 0 0 
S4K224 3 .11999999 129 -S4Z4T2 0 .00000000 - 0 . 0 0 3 8 5 2 7 0 
S4K221 3 .24619976 1 30 -S4Z6T2 0 ,00000000 - 0 . 0 0 3 1 2 4 7 0 
S4H228 31 .19999993 131 -S4Z8T2 0 .00000000 - 0 . 0 0 3 0 6 4 0 0 
S5K521 6 .41738970 1 32 -S5Z1T2 0 .00000000 - 0 . 0 0 4 4 0 1 2 2 
S5K522 3 .76943420 133 -S5Z2T2 0.oooooooo - 0 . 0 0 8 0 0 1 2 2 
S5V323 4 .54499999 134 -S5Z3T2 0 .00000000 - 0 . 0 0 6 7 3 6 0 0 
S5K525 0 .50500000 1 35 -S575T2 0 .00000000 - 0 . 0 0 6 0 0 1 2 2 
S5K321 17 .82261019 136 -S5Z6T2 0 .00000000 - 0 . 0 0 5 6 0 1 2 2 
S5G322 " .51256574 137 -S5Z7T2 0 .00000000 - 0 . 0 1 3 6 0 1 2 2 
S5H528 4 .24200000 136 -S5Z8T2 0 .00000000 - 0 . 0 0 6 3 6 8 0 0 
S6K522 1.oooooooo 1 39 -S6Z2T2 0 ,00000000 - 0 . 0 0 2 9 7 6 3 5 
S6K525 2 .00000000 140 -S6Z5T2 0 .00000000 - 0 . 0 0 4 5 7 6 3 5 
S3K124 10 .01726654 141 -S6Z6T2 0 ,00000000 - 0 . 0 0 0 5 7 8 3 5 
S6H528 0 .80000000 142 "S6Z8T2 0 ,00000000 - 0 . 0 1 0 4 1 6 0 0 
B1F138 3 .35270793 143 &PFB1T3 0 ,00000000 0 .00003125 
B6F231 65 .79999924 144 &PFB2T3 0 ,00000000 0 .00003125 
PFB3T3 1568 .25502169 145 SPFB3T3 0 ,00000000 0 .00000000 
B2A138 302 .96407699 146 &LAB1T3 0 .00000000 0 ,00006641 
B5A239 24 .00000000 147 SLAB2T3 0 .00000000 0 .00006641 
B4A339 15 .59999990 148 &LAB3T3 0 ,00000000 - 0 . 0 0 0 0 4 0 1 6 
B1K231 7 .01870617 149 -B1Z1T3 0 .00000000 - 0 . 0 0 2 9 2 7 1 ? 
B1F132 16.OOOOOOOO 150 -81Z2T3 0 .00000000 - 0 . 0 0 3 2 4 2 1 2 
a i F 131 8b.98129383 151 -B1Z8T3 0 .00000000 - 0 . 0 0 4 3 2 7 1 ? 
H2A236 56 .13592244 152 -B2Z8T3 0 .00000000 - 0 . 0 0 4 3 8 7 9 7 
H3F331 33 ,75000000 153 -B3Z1T3 0 .00000000 - 0 . 0 0 2 0 3 0 0 0 
B3A338 9.OOOOOOOO 154 B3Z8T3 0 .00000000 0 .00000000 
B4F331 89 ,69999961 155 -B4Z1T3 0 ,00000000 - 0 . 0 0 2 0 3 0 0 0 
B428T3 35 .53376017 156 -B4Z8T3 0 ,00000000 0 .00000000 
B4A338 130 .43875979 157 -B4Z9T3 0 .00000000 - 0 . 0 0 0 9 8 0 0 0 
B5F231 4 .80000000 156 "B5Z1T3 0 ,00000000 - 0 , 0 0 3 6 0 5 1 2 
B5A238 6 .39999999 159 -8578T3 0 .00000000 - 0 . 0 0 5 9 1 1 5 0 
IPF3T2 1.OOOOOOOO 160 -85Z9T3 0 .00000000 - 0 . 0 0 5 9 1 1 5 9 
B1A138 66 .64729207 161 "B671T3 o.oooooooo - 0 . 0 0 3 6 8 7 7 S 
S3K134 13 .79999995 162 &0KS1T3 0 ,00000000 0 .00007352 
S3K236 17 .75999999 163 SQKS2T3 0 ,00000000 0 , 0 0 0 0 7 3 5 ? 
S5K331 17 .52332087 164 40KS3T3 0.oooooooo 0 .00000861 
S6K536 0 .80000000 165 S0KS5T3 o.oooooooo - 0 . 0 0 0 0 0 0 4 * 
S1G133 8 .23859294 166 SSGS1T3 0 ,00000000 0 .00006999 
S5G337 2 .42400000 167 &SGO 13 0 .00000000 0 .00000575 
LNS1T3 1316 .43200649 168 SLNSU3 0 ,00000000 0.OOOOOOOO 
S3V133 19 ,79999995 169 &VYS1T3 0 .00000000 0 .00010570 
S5V333 4 .54499999 170 &VYS3T3 0 ,00000000 - 0 . 0 0 0 0 0 0 4 1 
S3H139 6 .23999999 171 &HRS1T3 0 .00000000 - 0 . 0 0 0 0 3 5 8 0 
S4H2J8 37 .67466670 172 4HRS2T3 0 .00000000 - 0 . 0 0 0 0 3 5 7 5 
HRS5T3 1710 .24600046 173 *HB>;5T3 o,oonooonn o.nonoonno 
SI K131 19 .60999990 1 74 -S1Z1T3 0 .00000000 - 0 . 0 0 5 1 3 7 4 5 
S1G132 9 .53999996 175 -S1Z2T3 0 .00000000 - 0 . 0 0 5 3 4 7 4 S 
SlKl33 22 .50140696 176 -S1Z3T3 0 .00000000 - 0 . 0 0 5 4 8 0 4 5 
S1K134 6 .88999999 177 -S174T3 0 .00000000 - 0 . 0 0 5 6 1 3 4 S 
SILl35 S 1 H1 3 7 2.1999 ft , A7999990 178 
1 '« 
-S1Z5T3 "SIZ7T3 0.0000 
o•oooo 
-0,02090 "0.001716 S1H138 
<;?K 1 31 21 . 19993 23.A59Q0992 01 -S1Z8T3 -52Z1T3 -0,002706 
-cuoioja*-S2K132 6H7S2Z8T3 13.25999 
1 82 183 
2.03999 
_2_._0J9i9i29_ 
•S2Z2T3 •S2Z3T3 0.0000184 
1 tt5 28.880839 
•S2Z6T3 •S2Z7T3  OOOO
0.0000 
•5319•.55825•0.051569 •0.004200 
0.0000 S3V132 S3K?32 697256581925172 las 
J 89 
-S3Z2T3 "SV <T3 nnoonoo -0.058410 
-n,0O5S750 
S3K132 ŜL135 1.4532603 »4,S9999990 1909) -S3Z4T3 • -S3ZST3 0,0000 
n, fiQOOO 
-0,062190 
-0 . 0I1224000 
10K1T2 <;3H?37 1OOOO48. noionrt 92 193 -S3Z6T3 -S3Z7T3 0,0000 
n,oooo 
582.0768S3H1 38 S2H1 38 S4V31 S4tf3 32 
S4V33 
say 34 »4V36 S4.ZBJ.3_ S5K5J1 
37,079992 .X89.A3flJla38'l 2.28240267 5.L4i9J>99. 1 0,39998 
3. iflnoon 







I SGIT1 S5K5J5 S5K536 S5A2
1 .599 3876674 6.716702 _3_«.Za:9JLi4_2_a . 0.614959 0505000 20 -2QL-
•S4Z6T3 23 •S5Z1T3 204 205 375
0.00000000 
O-..00.000000 0.0000 0 ,OOOO 0.0000 o.onnono -0,0317458 •.469096•.78096•0.0582912 •0.078409* 5H586S2635S4K31 S6H538 0. 707000 
206 07 42420  800  1.59999 4. 34 759 7 32 08 209 
•S5Z6T3 •S5Z8T3 210 1 •S6Z5T3 •S6Z6T3 0,0000 0.0000 0.OOOO ,nopnno
-0,0574096 •0.01274096 ,05720 •0.3615•0.0506215 •0.0156215 RlPFH IHR1L1-R I LA 1 1 Tl 42T1 
0.64000 _0̂3Jil54i4J._ 0.04905348 l .nonnon 212 21J_ 214 215 •S6Z8T3 +RIPF1+RIHR1 0,0000 0.0000 
-0,09140 0.OOOO 0.OOOO 1 .04929782 
1.OOOO 
l. fioonon 
216 217 LA  RILA21 , 0,0000 •?.73643fl|I0K2T1 RIS(j2_ IHR2T1 H T 0 K 21 RIPF21 ILA3T1 IPFl 1 
048640945 . QOonQOpn 218 _Z19_ 1.OOOO 0.535905b 20 21 +HI0K12 +RI5G2. RIHR21 1.OOOO 22 23 +PF+PF3
0.0000 -0-.0000 0,0000 o,ononono 0,OOOO 0.0000 
0.24505703 •0.89366 0.0000 .025000 
0.95094652 0.0000 0.8927957 -V-AUIE COUNT REOUCFD COST 4 3.7980 3032 0.0000 b i a 1  a 
R 1 At 1 j BUZ18 B1FH21F1IB




21 2B2A8B2A218 0âagaooo256.50000 ôao-Oooo n, noonf) 0.0000 0.0203970 • 
R I P F 2 1 1 . 0 0 0 0 0 0 0 0 6 3 2 0 , 0 0 0 0 0 0 0 0 2 2 2 
R I P F 3 2 0 . 0 0 0 0 0 0 0 0 __33 0 . 0 2 5 0 0 0 0 0 0_ 
R I L A 3 1 0 . 0 0 0 0 0 0 0 0 " 6 3 4 0 . 8 9 2 7 9 5 5 7 0 
M A X I M U M E R R O R O N C O L 2 1 5 1 . 4 5 5 1 9 ? 
vi $ j u n i • H O ' W W r v a 
- 1 1 . S U M 4 . 5 6 6 6 6 9 - 1 1 
. * . * * < [ B A S I S > > • * * * * T I M E S I P R O C . « 5 0 1 , ,4 E L A P S E D > 1 0 9 0 . 1 
C O S T R A N G I N G C O N T R O L C A R D 
* * * . . < [ I N P U T >>**-*- T I M E S I P R O C . • 5 0 3 , ,0 E L A P S E D • 1 0 9 1 . 9 
<;-F-N I - S - F - T - T - V - r - T - Y A - M - A-l - Y - C . - T -
V A R I A B L E N A M E B A S I S S T A T U S A C T U A L c o s t l O W E R RANf.E E N T E R I N r , 
_ 
F X l T I N f . U p p E R R A N G E E N T E R I N G F V T T I N Q , 
I P F 1 T 1 
I S G 1 T 1 IN -0« 1 7 0 0 0 - 0 . 2 6 6 3 6 S 4 G 3 3 1 S 4 K 3 3 1 - 0 . 1 7 1 4 1 0 K S 5 T 3 S 4 K 2 1 2 
I H R 1 T 1 
I P F 1 T 1 IN - 0 ' 5 5 0 0 0 - 0 . 3 0 0 0 0 R I P F 3 2 R I P F l l • 0 , 1 6 6 6 7 1 P F 2 T I I P F l T l 
I L A 1 T 1 
I H R 1 T 1 IN - o . 5 0 0 0 0 O P E N 0 , 5 4 9 3 0 R I H R l 1 S 3 L 1 2 7 
I 0 K 1 T 2 
I L A I T l 0 . 5 0 0 0 0 - 0 , 0 9 0 8 3 I L A 1 T 1 8 1 F 1 3 8 O P E N 
I L A 2 T 1 
I 0 K 1 T 2 IN -1 • 0 0 0 0 0 O P E N - 0 , 7 5 4 9 4 R I 0 K 1 2 S 3 L 1 2 5 
I S G 2 T 2 
I L A 2 T 1 IN 1 • 5 0 0 0 0 O P E N O P E N 
I H R 2 T 1 
I S G 2 T 2 0« 5 0 0 0 0 0 , 1 6 7 3 7 I S G 2 T 2 S 3 K 1 2 5 O P E N 
I 0 K 2 T 1 
I H R 2 T 1 IN 0 . 3 0 0 0 0 O P E N O P E N 
I P F 2 T 1 
I 0 K 2 T 1 IN - o . 7 5 0 0 0 - 0 . 7 5 3 6 2 V Y S 3 T 3 S 4 K 2 1 2 - 0 , 4 3 2 1 6 S 4 K 2 3 1 S 3 K 2 2 4 
I P F 3 T 2 
I P F 2 T 1 - o « 5 5 0 0 0 - 0 . 3 7 5 0 0 I P F 2 T 1 I P F l T l O P E N 
I L A 3 T 1 
I P F 3 T 2 IN -o> 1 5 0 0 0 U P E N - 0 , 1 2 5 0 0 R I P F 3 2 R I P F l l 
E N D 
I L A 3 T 1 IN -1 • 0 0 0 0 0 O P E N - 0 , 1 0 7 2 0 R I L A 3 1 B 1 F 1 3 8 
* * - S U L U T I O N IS U N B O U N D E O F O R P A R A M E T E R V A L U E S i P R E S E N T P A R A M E T E R 
C O N C L U D E C O N T R O L C A R P 
E N D OF R U N M I X E D 
APPENDIX E 
MIXED ALGOL PROGRAM 
B U R R O U G H S B - 5 5 0 0 A L G O L C O M P I L E R L E V E L 4 S A T U R D A Y / 0 / 3 0 / 6 9 , 9 1 4 0 A H , 
B E G I N 
S T A R T 
0 0 0 0 0 1 0 0 
UI- S E G M E N T 
oooo 
Z 
F I L E I N N P U T D I S K S E H I A L ( Z » 1 0 » 3 0 , J 
F I L E OUT O U T P U T D I S K S E R I A L t Z O l l Z f l ] ( 2 * 3 0 f 3 0 f S A V E 1 4 ) 1 
0 0 0 0 0 2 0 0 
0 0 0 0 0 3 0 0 
0 0 0 0 
0 0 0 3 
F I L E I N I N P U T Z U I S K S E R I A L C Z » 1 0 » 3 0 ) J 
F O R M A T F > U ( 1 0 A 6 / f F M Z C A 6 f 5 ( A 6 f A 6 ) ) , F M 3 ( A 6 ) f 
U 0 0 0 0 4 0 0 
0 0 0 0 0 5 0 0 
0 0 0 7 
0 0 1 0 
F M 4 C 2 A 6 ) f F M 5 ( 3 A 6 f F l Z , 6 ) f F M 6 C 7 F I 0 . Z ) f 
5 1 AKT Of S E G M E N T 
0 0 0 0 0 6 0 0 
********** 
0 0 1 0 
i 
F M 7 C A 6 f X 6 f A l f A l f A 3 f A l f F 1 Z . 6 ) > 
3 
0 0 0 0 0 7 0 0 
I S 3 9 LONG 
0 0 1 0 
» N E X T S t l i Z 
A R R A Y F C l O U Z f 0 H 2 J f I N V l O U U ] J 
A L P H A NAM* NOMJ 
OOOQOHOO 
0 0 0 0 0 9 0 0 
0 0 1 0 
0 0 1 4 
A L P H A A R R A Y ~ B f M G 1 U T 1 U ] J 
R E A L D 1 » D Z » 0 3 > 
0 0 0 0 1 0 0 0 
0 0 0 0 1 1 0 0 
0 0 1 4 
0 0 1 6 
R E A L X , 
I N T E G E R I f J * L f L L , N T P J 
U 0 0 0 1 2 0 0 
0 0 0 0 1 3 0 0 
0 0 1 6 
0 0 1 6 
L I S T LAC F O R L « " l M E P 1 U N T I L L L U n l A I L J J J * 
L A X C L A f X ) f 
U 0 O 0 1 4 0 U 
0 0 0 0 1 5 0 0 
0 0 1 6 
0 0 2 6 
L B l N A H f F O K L » " l S T E P 1 U N T I L «, DO 1 S I G l L J f A I L J J ) f 
L C C J f F O R L « » l S T E P 1 U N T I L N T p D O t F C U ' L l l ) * 
U 0 0 0 1 6 0 U 
0 0 0 0 1 7 0 0 
0 0 3 / 
0 0 5 1 
L A B E L L l f L 2 f L 3 f L 4 . L & f L 6 f L 7 f F I N I 
U O O D l o O O 
0 0 0 0 1 9 0 0 
U U 6 4 
0 0 6 4 
L A B E L L O » L g » L 1 0 f L l l f L 1 Z > 
L L I " 4 J 
0 0 0 0 2 0 0 0 
0 0 0 0 2 1 0 0 
0 0 6 4 
0 0 6 4 
N T P I » 3 J 
R E A D C I N P J T f / f D l ' O Z f D 3 ) > 
0 0 0 0 2 2 0 0 
0 0 0 0 2 3 0 0 
0 0 6 5 
0 0 6 6 
F O R J 1 • 1 S T E P 1 U N T I L 1 2 UO R E A O 1 1 u P U T f / f L C ) > 
L l 1 
0 0 0 0 2 4 0 0 
0 0 0 0 2 5 0 0 
0 0 7 8 
0 0 8 5 
R E A D ( l N P J T 2 f F M l f L A ) J 
W R l T E C O U T P U T f F M 1 / L A t l 
0 0 0 0 2 6 0 0 
0 0 0 0 2 7 0 0 
0 0 8 6 
0 0 8 9 
I F A H ] E 8 L " H E AD I N " T H E N 
B E G I N L L « » 1 0 > 
0 0 0 0 2 B 0 O 
0 0 0 0 2 9 0 0 
0 0 9 3 
0 0 9 4 
R E A D C l N P U T Z f F M l ' L A ) ; 
W R I T E ( O U T P U T f F M l f L A ) > 
0 0 0 0 3 0 0 0 
0 0 0 0 3 1 0 0 
0 0 9 5 
0 0 9 9 
W R I T E C O U l P U T f F M 6 f O l f D Z f D 3 ) l 
F O R J « « l S T E P 1 U N T I L 1 2 UO W R I T E C n U T P U T f F M 6 f L C ) \ 
0 0 0 0 3 2 0 0 
0 0 0 0 3 3 0 0 
0 1 0 2 
0 1 1 6 
R E A D ( I N P U T 2 f F M 3 f N A M ) , 
W R I T E C O U T P U T f F M 3 f N A M ) , 
0 0 0 0 3 4 0 0 
0 0 0 0 3 5 0 0 
0 1 2 2 
0 1 3 0 
L L l « 4 J 
END E L S E 
0 0 0 0 3 6 0 0 
0 0 0 0 3 7 0 0 
o i J e 
0 1 3 V 
I F A l l ] E O L "ROW I O " T H E N GO TO L Z i 
GO TO L l » 
0 0 0 0 3 8 0 0 
0 0 0 0 3 9 0 0 
0 1 3 V 
0 1 4 1 
L Z I 
R E A 0 ( l N P U T 2 f F M 2 f L B ) » 
0 0 0 0 4 0 0 0 
0 0 0 0 4 1 0 0 
0 1 4 3 
0 1 4 3 
I F NAM NEQ " E N D " T H E N 
B E G I N H R l T E C O U I P U T f F M 2 f L B ) J 
0 0 0 0 4 2 0 0 
0 0 0 0 4 3 0 0 
0 1 4 6 
0 1 4 7 
GO TO L 2 » 
END E L S E 
0 0 0 0 4 4 0 0 
0 0 0 0 4 5 0 0 
0 1 5 1 
0 1 5 3 
B E G I N 
N O M I - N A M J 
0 0 0 0 4 6 0 0 
0 0 0 0 4 7 0 0 
0 1 5 3 
0 1 5 3 
R E A O d N P U T f F M 3 f N A M > ; 0 0 0 0 4 6 0 0 
0 0 0 0 4 9 0 0 
0 1 5 4 
0 1 6 2 
I F NAM N E 8 " N E W K W S " T H E N GO TO L I Z ) 
0 0 0 0 5 0 0 0 
0 0 0 0 5 1 0 0 
0 1 6 2 
0 1 6 2 
L l l 1 
R E A D O N P U T f F M 2 * L B ) > 
0 0 0 0 5 2 0 0 
0 0 0 0 5 3 0 0 
0 1 6 4 
0 1 6 4 
I F NAM E 8 L " E N D K W S " T H E N GO TO L 1 2 » 
N R I T C ( O U l P U T f F M Z » L B ) I 
0 0 0 0 5 4 0 0 
0 0 0 0 5 5 0 0 
0 1 6 7 
0 1 6 9 
GO TO L I U 
L 1 2 I 
0 0 0 0 5 6 0 0 
O O 0 0 5 7 0 0 
0 1 7 2 
0 1 7 S 
W R I T E . 0 U T P U T » F M J » N O M ) > 
R E A D C I N P U T Z » F M 3 » N A M » N u M } J 
0 0 0 0 5 8 0 0 
0 0 0 0 5 9 0 0 
0 1 7 5 
0 1 B Z 
W R I T E < 0 U T P U T » F M . . » N A M » N O M ) > 
GO TO L.3J 
0 0 0 0 6 0 0 0 
0 0 0 0 6 1 0 0 
0 1 9 3 
0 2 0 4 
E N D ) 
I 3 i 
0 0 0 0 6 2 0 0 
0 0 0 0 6 3 0 0 
0 2 0 4 
0 ? 0 4 
R E A D . I N P U T Z . F M 5 . A l l j » A [ Z j » A t 3 ) , X > J 
I F A l l ) lot " F I K S T • THEN 
0 0 0 0 6 4 0 0 
0 0 0 0 6 5 0 0 
0 2 0 5 
0 2 1 9 
B E G I N L L « » 5 J 
R E A D . I N P U T . F M 3 . N A M . J 
0 0 0 0 6 6 0 0 
0 0 0 0 6 7 0 0 
0 2 2 0 
0 2 Z Z 
I F NAM E B l " N E W C O L " THEN 
" F G I N 
00006»(JO 
000069 (10 
0 2 3 0 
0 9 3 1 
L 9 I 
R E A D C I N P U T . F M S . N A M . S I G l l J . S I G I Z j . X , J 
0 0 0 0 7 0 0 0 
0 0 0 0 7 1 0 0 
0 Z 3 Z 
0 2 3 2 
I F NAM NEQ " E N D C O L " THEN B E G I N 
WRITEC O U T P U T . F M 5 , N A M . S I G t 1 } « S I G [ 2 ] . X ) > 
0 0 0 0 7 2 0 0 
0 0 0 0 7 3 0 0 
0 2 4 6 
0 2 4 8 
GO TO 19) 
FNfi l ENOJ 
0 0 0 0 7 4 0 0 
0OOO75OO 
0 2 6 2 
0 2 6 2 
W R I T E < 0 U I P U T » F M 5 , A i 1 . . A . 2 J ) ) 
LTi 
0 0 0 0 7 6 0 0 0 2 6 2 
R E A 0 ( I N P U T 2 . F M . » L A X } J 
I F A t 2 3 E 8 L " B " TH tN B E G I N 
0 0 0 0 7 6 0 0 
0 0 0 0 7 9 0 0 
0 2 7 5 
0 2 7 6 
ri-o. g o t o l b ; 
END E L S E 
0 0 0 0 8 0 0 0 
0 0 0 0 6 1 0 0 
0 2 6 0 
0 2 B 1 
I F A t 2 ) EQL " S " THEN B E G I N 
I l » 6 . GO TO L 8 . 
0 0 0 0 6 2 0 0 
0 0 0 0 8 3 0 0 
0 2 B 1 
0 2 6 3 
END E L S E 
I F A [ l ) t _L " E O . " THEN 
0 0 0 0 8 4 0 0 
0 0 0 0 8 5 0 0 
0 2 B 4 
0 2 6 4 
B E G I N 
R E A D . I N P U T . F M 3 . N A M . ; 
0 0 0 0 6 6 0 0 
0 0 0 0 8 7 0 0 
0 2 B 6 
0 2 8 6 
I F NAM E 8 L " N E W B R W " THEN B E G I N 
COMMENT. 
0 0 0 0 8 8 0 0 
0 0 0 0 8 9 0 0 
0 2 9 5 
0 2 V 7 
L l O l R E A D O N P U T ' F M . » L A X } I 
TF A T 1 1 NFQ " E N U B R W " THEN 
0 0 0 0 9 0 0 0 
0 0 0 0 9 1 0 0 
0 2 V 7 
0 3 0 0 
B E G I N W R < T E . O U T P U T . F M 7 . L A X . J 
GO Tfl L l O J 
0 0 0 0 9 2 0 0 
0 0 O 0 9 3 O 0 
0 3 0 1 
0 3 0 5 
END E L S E A t l J l " " E O F " E N D ) GO TO L 4 J 
END F L S E 
0 0 0 0 9 4 0 0 
0 0 0 0 9 5 0 0 
0 3 0 B 
0 3 1 Z 
B E G I N W R I T E . O U T P U T . F M 7 » L A X ) > 
r.n Tn i 7 e n d ; 
0 0 0 0 9 6 0 0 
0 0 0 0 9 7 0 0 
0 3 1 2 
0 3 1 5 
L S I J I « 0 J 
I F AC 31 EQL " 1 " THEN J • • 1 J I F AC 33 EQL " 2 " THEN J I » 2 J 
0 0 0 0 9 6 0 0 
0 0 0 0 9 9 0 0 
0 3 1 6 
0 3 1 7 
I F A [ 3 3 t f lL " 3 " THEN J I » 3 J I F A [ 3 J EQL " 4 " THEN J I « 4 I 
TF A I 3 ] EOL " 5 " THEN J « » 5 J I F At 33 EQL " 6 " THEN J I « 6 J 
OOOjOOOO 
0 0 0 1 0 1 0 0 
0 3 Z Z 
0 3 2 6 
C O M M E N T M F A t 5 ) EOL " 1 " THBN L » » l 
E L S E I F A 1 5 3 E B L " Z " THEN L > » Z 
0 0 0 1 0 2 0 0 
0 0 0 1 0 3 0 0 
0 3 3 1 
0 3 3 2 
E L S E I F A l 5 ) EQL " 3 " THEN L » " 3 
E L S E L l " O J 
0 0 0 1 0 4 0 0 
0 0 0 1 0 5 0 0 
0 3 3 5 
0 3 3 6 
Ii-i+ j ; 
X l » X x F c t I . L 3 ) 
0 0 0 1 0 6 0 0 
0 0 0 1 0 7 0 0 
0 3 4 0 
0 3 4 1 
W R I T E ( O U T P U T . F M . * - L A X ) ) 
GO TO L.T) 
oooioeoo 
0 0 0 1 0 9 0 0 
0 3 4 3 
0 3 4 7 
E N D ) 
TF A . 3 1 EOL " C 0 ! > T 1 " TMEN B t G l N 
0 0 0 1 1 0 0 0 
0 0 0 1 1 1 0 0 
0 3 4 7 
0 3 4 7 
I F X G T R - 1 THEN X l « X * l , # - 6 . 
X I « X x D 1 J ; a [ 3 H « " C S T "i 
0 0 0 1 1 2 0 0 
0 0 0 1 1 3 0 0 
0 3 4 9 
0 3 5 1 
END E L S E 
I F A t 3 _ I q L " C O S T 2 " THEN B E G I N 
0 0 0 1 1 4 0 0 
0 0 0 1 1 5 0 0 
0 3 5 4 
0 3 5 4 
I F X G T R - 1 THEN X I " X x l , f > - 6 l 
X i . X x O ? ; n C 3 1 l » " C S T " J 
0 0 0 1 1 6 0 0 
O Q O l 1 7 0 0 
0 3 5 V 
. 0 3 6 2 
END E L S E 
I F AC 3 1 EQL "CO!>T3 " THEN B E G I N 
0 0 0 1 1 8 0 0 
0 0 0 1 1 9 0 0 
0 3 6 4 
0 3 6 4 
I F X GTR 1 T H E N X l « X x l , « - 6 l 
X l = X x D 3 J A £ 3 3 l » " C S T 
0 0 0 1 Z O O O 
0 0 0 1 2 1 0 0 
0 3 6 9 
0 3 7 2 
E N D ) 
W R I T E < O U T P U T , F H » » A l l J » A l 2 J , A C 3 ] , X ) p 
0 0 0 1 2 2 0 0 
0 0 0 1 2 3 0 0 
0 3 7 4 
0 3 7 4 
GO TO L 3 J 
L 4 I 
0 0 0 1 2 4 0 0 
0 0 0 1 2 5 0 0 
0 3 9 Z 
0 3 9 2 
H R I T E { 0 U I P U T » F M 3 » A 1 1 ] J I 
R E A D ( I N P U T , F M 3 , N A M ) > 
0 0 0 1 2 6 0 0 
0 0 0 1 2 7 0 0 
0 3 9 3 
0 4 0 2 
IF NAM E B L " C H A N G E " T H E N B E G I N 
W R I T E < O U * p U T » F H J » N A M ) , 
0 0 0 1 2 8 0 0 
0 0 0 1 2 9 0 0 
0 4 1 0 
0 4 1 2 
L 6 t 
R E A D ( I N P U T » F M 5 » N A M # A C 1 ] » A 1 2 J » X ) J 
0 0 0 1 3 0 0 0 
0 0 0 1 3 1 0 0 
0 4 2 0 
0 4 2 1 
I F NAM E 8 L " E N D " T H E N 
B E G I N H R I T E < O U t P U T , F H 3 , N A H ) » 
0 0 0 1 3 2 0 0 
0 0 0 1 3 3 0 0 
0 4 3 4 
0 4 3 5 
GO TO L 5 J 
END E L S E H R l T E ( O U T P U T » F M 5 » N A M # A C l v A [ 2 J » X ) J 
0 0 0 1 3 4 0 0 
0 0 0 1 3 5 0 0 
0 4 4 4 
0 4 4 4 
GO TO L 6 J 
END; 
0 0 0 1 3 6 0 0 
0 0 0 1 3 7 0 0 
0 4 5 9 
0 4 5 9 
L 5 l 
R E A D ( l N P U T 2 , F M l » L A ) [ F I N ] j 
0 0 0 1 3 8 0 0 
0 0 0 1 3 9 0 0 
0 4 3 9 
0 4 6 0 
W R ! T E ( 0 U T P U T » F M 1 » L A ) J 0 0 0 1 4 0 0 0 0 4 6 4 
GO TO L 5 ; 0 0 0 1 4 1 0 0 0 4 6 0 
F I N i 
L O C K ( O U T P U T ) , 
0 0 0 1 4 2 0 0 
0 0 0 1 4 3 0 0 
0 4 6 S 
0 4 6 9 
E N D . 
2 I S 
0 0 0 1 4 4 0 0 
4 7 4 L O N G , 
0 4 7 0 
N E X T S E G 1 
O U T P U T < H ) I S S E G M E N T N U M B E R 0 0 0 4 , P R T A D D R E S S I S 0 0 7 1 
B L O C K C O N T R O L I S S E G M E N T N U M B E R 0 0 0 5 , P R T A O D n E S S I S 0 0 0 5 
I N P U T ( H ) I S S E G M E N T N U M B E R 0 0 0 6 , P H T I U D R E S S T S 0 0 7 0 
GO TO S O L V E R I S S E G M E N T N U M B E R 0 0 0 7 , P R T ADDQESS I S 0 1 6 7 
A L G O L W R I T E I S S E G M E N T N U M B E R 0 0 0 8 , P R T A D D p E S S I S 0 0 1 4 
A L G O L R E A D I S S E G M E N T N U M B E R 0 0 0 9 , r > R T A O D p E S S I S 0 0 1 5 
A L G O L S E L E C T I S S E G M E N T NUMHER 0 0 1 0 , K R T A U O o t S S IS 0 0 1 » 
1 I S 2 L O N G ' N E X T S E G 0 
N U M B E R O F S Y N T A X E R R O R S D E T E C T E D • 0 , N U M B E R OF S E 8 U E N C E E R R O R S O t T E C T E U « 0 
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