Lineage specification of multipotent progenitor cells is governed by a balance of lineage-affiliated transcription factors, such as GATA1 and PU.1, which regulate the choice between erythroid and myelomonocytic fates. But how ratios of lineage-determining transcription factors stabilize progenitor cells and resolve their indeterminacy to commit them to discrete, mutually exclusive fates remains unexplained. We used a simple model and experimental measurements to analyze the dynamics of a binary fate decision governed by a gene-circuit containing auto-stimulation and cross-inhibition, as embodied by the GATA1-PU.1 paradigm. This circuit generates stable attractors corresponding to erythroid and myelomonocytic fates, as well as an uncommitted metastable state characterized by coexpression of both regulators, explaining the phenomenon of "multilineage priming". GATA1 and PU.1 mRNA and transcriptome dynamics of differentiating progenitor cells confirm that commitment occurs in two stages, as suggested by the model: first, the progenitor state is destabilized in an almost symmetrical bifurcation event, resulting in a poised state at the boundary between the two lineage-specific attractors; second, the cell is driven to the respective, now accessible attractors. This minimal model captures fundamental features of binary cell fate decisions, uniting the concepts of stochastic (selective) and deterministic (instructive) regulation, and hence, may apply to a wider range of binary fate decision points.
Introduction
During cell lineage specification, uncommitted multipotent progenitor cells undergo a discrete cell fate decision, selecting between, and committing to, one of a finite number of predefined cell lineages. The latter represent discrete "genetic programs" that are mutually exclusive and intrinsically robust. In molecular terms, lineage commitment ultimately establishes the cell-type-specific gene expression profile (transcriptome) of the mature, differentiated cell. Transcription factors that act in intricate circuits of gene regulation (Davidson et al., 2002; Swiers et al., 2006) specify the stable, lineage-specific transcriptome. This molecular view of lineage commitment is broadly in agreement with the older systems biology concept that terminal cell fates represent stable attractors in gene network dynamics, first proposed by Delbruck, Jacob and Monod and others for small gene circuits, and by Kauffman for genome-wide networks more than 50 years ago (Kauffman, 1969; reviewed in Huang, 2005) . More recently, mathematical models, stressing the importance of feedback control in gene regulation, further established the idea that stable attractors of gene circuits represent states of differentiation (Cinquin and Demongeot, 2005; Thomas, 1998) . Experiments also suggest that discrete transitions in bistable biochemical systems underlie cell fate decisions or differentiation (Laslo et al., 2006; Xiong and Ferrell, 2003) . The concept of attractors captures in formal terms the qualitative metaphors used to described a cell fate, such as an "energy sink" (Graf, 2002) or a "valley" separated by hills in an "epigenetic landscape" (Waddington, 1957) which naturally explain robustness and discreteness of cell fates.
However, there is not much conceptual understanding of the essence of multipotency, a hall mark of stem or progenitor cells, despite recent success in systematic cataloguing of transcripts from various stem cells (Joshi and Enver, 2003; Phillips et al., 2000) . The attractor concept, while providing a plausible explanation for stable cell types, does not address the dynamics of cell fate decision and determination during development. Multipotency may rather be dynamically defined (Mikkers and Frisen, 2005) , in that it is associated with the simultaneous expression of lineage-specific genes: the "promiscuous expression" of genes specific for the alternative fates available to the as yet uncommitted cell (Cross and Enver, 1997) . Such "multilineage priming" has been reported for various progenitor cells (Akashi et al., 2003; Hu et al., 1997; Kim et al., 2005; Miyamoto et al., 2002) .
Another challenge in developmental biology is to understand how external regulatory signals control cell fate choice. Two alternative but not mutually exclusive concepts have been discussed (Enver et al., 1998 ): In the model of intrinsic or stochastic cell fate control, cell fates constitute preexisting programs that can be adopted by the cell in a chance fashion. In this case, external signals lack fate determining capacity and act simply as a survival/growth factor for cells which have already committed. Alternatively, in the extrinsic or deterministic model, external signals actually impose the genetic program to the cell by activating or repressing the "appropriate" set of genes via signal transduction cascades. In developmental biology the stochastic and deterministic models have also been referred to as "selective" or "instructive" regulation, respectively (Wolpert, 1994) .
The differentiation of blood cells has been intensively studied as a paradigm for lineage specification, leading to the identification of (i) cellular intermediates that act as branch points in the developmental paths (Morrison et al., 1995) and (ii) a panel of key transcriptional regulators that control different decision points (Kluger et al., 2004; Orkin, 2000) . Specifically, at the level of the common myeloid precursor cell (CMP) which makes the binary decision between the erythroid/megakaryocyte versus myelomonocytic lineages, the zinc-finger transcription factor GATA1 and the Ets family transcription factor PU.1 play key roles. GATA1 is expressed in the erythroid/ megakaryocyte and PU.1 in the myelomonocytic lineage. These two lineage-specific and lineage-specifying transcription factors promote the transactivation of large arrays of effector genes that implement the erythroid or the myelomonocytic program, respectively (Ferreira et al., 2005; Rosmarin et al., 2005) . They also mutually inhibit each other in that overexpression of either one can suppress expression of the other and thereby influence the respective fate outcome (reviewed in Graf, 2002) . Thus, in the classification of gene regulatory network components proposed by Davidson and Erwin (2006) , GATA1 and PU.1 not only control directly the "differentiation gene batteries" but also belong to the class of developmental "switch genes". Excess of PU.1 shifts the balance towards myelomonocytic differentiation while excess of GATA1 promotes the erythroid/megakaryocyte fate (Cantor and Orkin, 2001; Graf, 2002) . However, this model of a graded "stoichiometric balance" (Cantor and Orkin, 2001 ) between these two factors does not explain how the progenitor state is normally stabilized and forced to make a discrete "either-or" decision. Importantly, PU.1 and GATA1 also bind to sites in their own promoter region and stimulate their own transcription (Okuno et al., 2005; Tsai et al., 1991) . A common (ad hoc) interpretation of this auto-regulation is that it allows cells to maintain the lineage-specific expression of these key regulatory factors. In contrast we have previously proposed a theoretical model in which the auto-regulatory loops of these transcription factors confer (meta)stability to the promiscuous state of the bipotent progenitor cells (Huang, 2005) . Similar conclusions for the same as well as other genetic circuits with analogous architectures involved in early stem cells development have recently been presented (Chickarmane et al., 2006; Roeder and Glauche, 2006) .
To better understand how the integrated behavior of crossand auto-regulation can govern the actual cell fate decision, we analyze here a simple mathematical model for predicting the generic behavior of the class of circuits exemplified by the GATA1-PU.1 system and compare it with experimental data from gene expression profiling (Bruno et al., 2004) and cell fate monitoring of differentiating FDCP-mix cells. This bone marrow-derived cell line recapitulates the properties of a bipotential progenitor cell (P) in that it undergoes differentiation in response to specific growth factors into cells with properties of either the erythroid/megakaryocyte (E) or the myelomonocyte lineage (M) (Fig. 1) . We propose here that the multipotential state represents a "metastable" state and that during a binary cell fate decision this state is first destabilized upon which it faces the obligatory choice between the two developmental alternatives. This model also unites the "selective" and the "instructive" model of fate determination in a specific fashion. Experimental observations of the trajectories in the GATA1-PU.1 plane, the genome-wide transcriptome changes and cell death kinetics during differentiation are in agreement with the qualitative predictions of the model.
Materials and methods

Experimental data analysis
mRNA profiles in differentiating FDCP-mix cells were derived from microarray data as described by Bruno et al. (2004) . The gene set of 3560 genes that were differentially expressed in at least one of the four treatments was used. Normalized signal intensities of gene i, s i (t) at time t as reported by Bruno et al. (2004) were transformed to log 2 of ratios of relative expression, x i , for all subsequent computations:
For GEDI analysis (Eichler et al., 2003) , Version 3.0 was used (http://www. childrenshospital.org/research/ingber/GEDI/citation.html). Parameters for the underlying SOM (self-organizing map) were as follows: Linear initialization, Euclidean distance as similarity metric, 20 × 19 grid. Training parameters were as follows (phase 1, phase 2): train number: 80, 80; neighborhood radius: 1, 3; learning factor: 0.5, 1.0; neighborhood block size: 2, 2; conscience factor: 3.0, 3.0; these settings led to convergence.
State space non-linear dimension reduction with Isomap was performed according to Tenenbaum et al. (2000) (http://isomap.stanford.edu). For calculating the geodesic intertrajectory distances on the manifold the source code of isomap (written in Matlab) was modified to extract the geodesic distances between the sample profiles.
Analysis of cell growth, differentiation, apoptosis and death after induction of differentiation FDCP-mix cells
The cells were routinely cultured in Fischer's medium with 20% horse serum and 2% IL-3-conditioned medium. Differentiation of FDCP-mix cells was performed as previously described by Bruno et al. (2004) . Briefly, in the erythroid differentiation for apoptosis analysis, the FDCP-mix cells were cultured in IMDM supplemented with 20% FCS and 100 ng/ml SCF, 10 ng/ml IL-6, 0.2 mM hemin and 10 U/ml Epo. In neutrophil differentiation condition, the growth factor concentrations were 10 ng/ml SCF and 10 000 U/ml G-CSF. For colony assay, cells were plated in MethoCult M3234 (StemCell Technologies, Inc.) containing 0.01 ng/ml IL-3, 100 ng/ml SCF and 10 U/ml Epo, at 500/ml or at adjusted densities to obtain appropriate numbers of colonies for scoring. The annexin V-PE apoptosis detection kit (BD Pharmingen) was used for apoptosis analysis following supplier's instructions.
Modeling Established regulatory influences
There are many possibilities to formalize the circuit in Fig. 2 . One can describe the detailed molecular mechanisms and use a chemical-kinetic formalism. However, the most robust observations, repeated in various experimental systems in different species, concern functional, qualitative relationships between the variables (GATA1 and PU.1) (Galloway et al., 2005; Graf, 2002) whereas molecular processes in vivo, such as posttranslational events (phosphorylation, dimerization, regulated proteolysis) remain largely uncharacterized and the published knowledge represent only an idiosyncratic subset of biochemical observations. At the current stage of knowledge they are of qualitative nature and neglect the abundant regulatory inputs from factors outside the modeled circuit. A model describing molecular mechanisms within the circuits may hence suffer more from ignoring inputs from outside the circuit than one that is based on demonstrated functional influences from overexpression or inhibition experiments (Galloway et al., 2005; Graf, 2002; Laslo et al., 2006) . Thus, Fig. 2 . The GATA1-PU.1 gene regulatory circuit and its dynamic behavior. Didactical schemes of state space. (A, D) Structure of the gene circuit with mutual inhibition between the two transcription factors, GATA1 and PU.1 and without (A) or with (D) auto-stimulation. x 1 and x 2 , system variables for activity of GATA1 and PU.1, respectively. Typical dynamic behavior for circuit A (bistability) is shown in the state space representations in panels B and C; and for circuit D (tristability) is shown in panels E and F. (B, E) Flows of S(t) starting from a grid of initial states in GATA1-PU.1 state space. In this example, n = 4, k 1 = k 2 =1, θ = 0.5, a 1 = a 2 = a = 0 for panels B, C and a = 1 for panels E, F, and b 1 = b 2 = b = 1. Black solid circles denote steady states, the attractors A, B and C, and empty circle, the saddle C′. (C, F) "Attractor landscape" with a vertical dimension (visualized by contour curves) representing the negative logarithm of the simulated probability that a state S is at position (x 1 , x 2 ). The landscape is for illustration purposes and is not a true potential function. Attractor C corresponds to the progenitor state, while attractors A and B represent the erythroid and the myeloid states, respectively. Eq. (1) describes the functional relationships of activities of nodes in an influence network and not the actual biochemical interactions.
Meaning of parameters
Since we model here the observed functional interactions in an influence network rather than molecular mechanisms, in Eq. (1), the parameters a 1 and a 2 , respectively, represent the relative strength of the "influences" of the self-induction of GATA1 and PU.1, while b 1 and b 2 capture the influence of the cross-inhibition on the basal activation. k 1 and k 2 represent the rate of the first order deactivation. The parameters θ represent the threshold (inflection point) of the explicitly sigmoidal functions, i.e., the strength of the regulatory interaction (1/θ corresponds to the constant K; n is the Hill coefficient which determines the steepness of the sigmoidal function). Since the detailed biochemistry that is captured by the parameters n and θ is not known we set here θ a 1 = θ a 2 = θ b 1 = θ b 2 = θ and n equal for all terms of Eq.
(1) and to values that can produce bistability (θ = 0.5-1.5, n = 4-8) based on the known separate behavior of parts of the circuit, cross-inhibition or autoregulation (Gardner et al., 2000; Kaplan and Glass, 1995; Xiong and Ferrell, 2003) .
Rationale behind the individual terms of Eq. (1) The stimulatory and inhibitory influences are explicitly modeled as sigmoidal relationships using Hill functions (Gardner et al., 2000; Kaplan and Glass, 1995; Laslo et al., 2006; Xiong and Ferrell, 2003) . The sigmoidal shape of these functions is justified chiefly by the intracellular physicochemical conditions (see Savageau, 1995; Huang, 2002 , and references therein), although cooperative kinetics at the molecular level due to multimerization are likely to be involved.
The first term in Eq.
(1) represents the contribution to activation of transcription factor x i (PU.1 or GATA1) by auto-stimulation of synthesis/ activation and is zero in the absence of x i . The second term represents the cross inhibition, in that a constitutive basal synthesis of PU.1 and GATA1 is cross-inhibited, based on the following rationale: (i) the binding by PU.1 and GATA1, respectively, to the complex and not fully understood cisregulatory regions is only a small aspect of gene regulation, which receives many other "background inputs", including chromatin modification processes and (ii) experimental observation of basal synthesis of these factors in nondifferentiated state in hematopoietic cell lines (S. H., unpublished observation).
Further, to err on the side of over-minimizing the model, inputs from auto-stimulation (first term) and cross-inhibition (second term) are related to each other additively and not multiplicatively (Laslo et al., 2006) . This assumes a primary mechanistic independence of these two processes and is justified as follows: Although GATA1 and PU.1 can interact at the protein level, multiple other proteins, some of which are regulated by these factors but are ignored here, bind to them and interfere with this interaction, relieving the direct mutual dependence. In fact multiple, distantly separated GATA1 and PU.1 binding sites exist in the GATA1 and PU.1 genes, respectively, whose relative contribution and regulation modality are not well known (Cantor and Orkin, 2002; Ferreira et al., 2005; Rosmarin et al., 2005) . Finally, either factor may promote transcription of itself (auto-regulation) by opening the chromatin structure while being transcribed (Fisher, 2002; Georgopoulos, 2002) . In the model the mutual influence between autostimulation and cross-inhibition is achieved indirectly via the levels of x, e.g., auto-stimulation is suppressed by cross-inhibition for cases with a 1 < b 1 when x 1 is sufficiently low (relative to θ a ).
The third term is a first-order decay of activity with apparent rate constant k. This simple assumption is made since there is no evidence that GATA1 controls PU.1 degradation and vice versa.
Computation
Numerical solution of Eqs. (1) and (2), state space and parameter space analysis were performed in Matlab (Mathworks, Inc.) using the ode45 solver. Fixed points (in the state space and bifurcation diagrams) were determined numerically as intersects of the dx 1 /dt =0 and dx 2 /dt = 0 null-isoclines for Eq. (1) by numerically solving for the roots of the algebraic forms and confirmed by numerically integrating the ODEs using the solver, which also confirmed their stability.
Results
Dynamic system modeling of the GATA1-PU.1 gene regulatory circuit Circuits containing mutual inhibition, like that between the transcription factors GATA1 and PU.1, are well known and have long been used to describe bistable genetic switches, since they can produce two discretely separated stable states (Gardner et al., 2000; Glass and Kauffman, 1973) (Fig. 2A) . However, GATA1 and PU.1 also promote their own transcription (auto-regulation) (Fig. 2D) . Since the molecular details of regulation are still largely unknown, a physicochemical model would contain too many uncertain assumptions. Hence, we formulate a minimal model based on the well-documented functional relationships. For simplicity, we begin by assuming an insulated modular system whose system state S(t) is defined by the relative activity levels of two transcription factors, GATA1 and PU.1 at time t: S(t) = [GATA1, PU.1]. The state vector S(t) evolves in time as cellular GATA1 and PU.1 activities change in a mutually dependent manner dictated by the circuit. To determine the potential dynamic behavior of S under these constraints we model the circuit at the same level of coarsegraining as previously used for generic analysis of the same class of circuits (Gardner et al., 2000; Glass and Hill, 1998; Glass and Kauffman, 1973; Laslo et al., 2006) . Synthesis and activation of GATA1 and PU.1 (transcription, translation and post-translational modification) were combined together, since these processes that occur at the time scale of minutes to hours can be separated from that of the integrated circuit behavior that drives differentiation at the time scale of multiple days. Then the regulatory influences that constrain the dynamics of S(t) are described by the "activity" of these two proteins, x 1 (for GATA1) and x 2 (PU.1), respectively, leading to the following ordinary differential equations:
a 1/2 , b 1/2 , k 1/2 , all the θ's and n are non-negative parameters. The first term in each line represents auto-stimulation of activity, the second term is the cross-inhibition (manifest as reduction of basal activity) and the third term is the unregulated decay of activity (for details, see Materials and methods). We focus here on the effects of the parameters a, b and k since we are interested in the relative influence of the various regulatory interactions. This minimal model approach aims not at "fitting" the modeled solution curves for x 1 (t) and x 2 (t) to observed changes in GATA1 and PU.1 expression but instead, at analyzing the generic behavioral potential of the GATA1 and PU.1 system constrained by the circuit. Its simplicity allows us to exhaustively explore the entire relevant state and parameter space and arrive at a qualitative, testable prediction on general principles that govern cell fate decision.
Behavioral repertoire of the GATA1-PU.1 circuit: tristability Numerical solutions for Eq. (1) are graphically depicted in the two-dimensional phase plane spanned by x 1 and x 2 , showing how the system S(t) = [x 1 (t), x 2 (t)], which represents a particular GATA1-PU.1 activity configuration, evolves over time. Fig. 2 shows the vector field and contour lines of a schematic "potential function" in the phase plane.
When auto-regulation is not considered (a 1 = a 2 = 0) the circuit reduces to the widely studied system of mutual inhibition that exhibits a bistable behavior for a wide range of parameter values (Fig. 2 , left panels) (Gardner et al., 2000) . This system has three stationary states: two stable attractor states, A (x 1 A ≫ x 2 A ) and B (x 1 B ≪ x 2 B ) and (for symmetric parameter values with respect to x 1 and x 2 ) a central unstable equilibrium state C′ (x 1 C′ ∼ x 2 C′ ), a saddle state that sits on the separatrix between the two basins of attraction of A and B (Figs. 2B, C). In contrast, presence of auto-stimulation of a similar magnitude as the cross-inhibition (a 1,2 ∼ b 1,2 ) ( Fig. 2 , right panels) converts the unstable saddle C′ into a third (meta)stable central attractor C which (for symmetric parameter values) is located on the x 1 = x 2 diagonal (Figs. 2E, F). The new attractor state has a large basin of attraction, occupying most of the center of the x 1 -x 2 phase plane. The three attractors are separated by two nonlinear, stable manifolds.
If cell fates correspond to the attractor states of the generegulatory network then the stable attractor state A (GATA1 ≫ PU.1) would represent the erythroid fate (E) while the B attractor (PU.1 ≫ GATA1) would represent the myeloid (M) fate. Accordingly, in the tristable system (right panels of Fig.  2 ) the middle attractor C can be interpreted as the bipotential progenitor cell (P), a state with equal access to either lineage. Then the model makes the prediction that the progenitor cell simultaneously expresses low but equal levels of both fatespecific transcription factors, thus, it provides a formal explanation for the promiscuous expression of lineage-specific factors by progenitors (Cross and Enver, 1997) . In this model, the undecided progenitor state (P) is "dynamically" defined, namely, as a metastable state in between two neighboring attractors of the prospective differentiated states (M and E).
One can certainly construct alternative explanations for the promiscuous expression of the lineage-specific transcription factors. For instance, the linear stoichiometric balance model (Cantor and Orkin, 2001) would also be compatible with a promiscuous state. However, the non-linear model presented here is the simplest formalism which explains the local stability of the progenitor state and the switch-like dynamics of differentiation as a consequence of the circuit-architecture.
We next asked how the attractor landscape is affected when we change the parameter values of the equations. The systematic exhaustive analysis of the parameter space is possible because of the simplicity of the model. An example of a parameter space analysis is shown in Fig. 3 which represents a 5 × 5 matrix of the state spaces (x 1 -x 2 phase planes) of 25 different circuits, each with the trajectories of S(t) starting form a grid of initial states, obtained by combined variations in a = a 1 = a 2 , b = b 1 = b 2 and k = k 1 = k 2 , i.e., using symmetric variations for x 1 and x 2 (Figs. 3A, B). Symmetric variations of the corresponding parameters for x 1 and x 2 preserve the quality of tristability but just shrink/ stretch the attractor landscape. Qualitative changes in the structure of the state space appear around bifurcation points (see below). Asymmetric variations of parameters with respect to x 1 and x 2 result in trivial asymmetries in the position of the attractors with respect to the diagonal in the phase plane until in the extreme case, one of the marginal attractors for the differentiated state overtakes the central progenitor attractor (Fig. 3C ). Such asymmetric scenarios were, given the underlying biological rationale, not further analyzed (see below and Discussion). In summary, the regime for existence of tristable dynamics with a central attractor C (x 1 ∼ x 2 ) and two marginal attractors A (x 1 ≫ x 2 ) and B (x 2 ≫ x 1 ) is broad and thus, the tristable behavior appears to be a "generic" ("typical") property of the system described by the Eq. (1).
Bifurcation in the dynamic behavior of the GATA1-PU.1 circuit
The model formalism according to which the progenitor cells sit in a (meta)stable central attractor state, allows us to now ask the question how cells leave this locally stable state when stimulated to differentiate. The parameter space analysis ( Fig. 3) revealed that for certain values of parameters the central attractor state C disappeared, i.e., the system undergoes a bifurcation. (This term is not related to the biological term of "bifurcating" differentiation paths of a bipotent cell.) We hypothesized that induction of differentiation causes a circuit configuration with a central progenitor state C (with x 1 ∼ x 2 ) to change so that C is destabilized and disappears, giving rise to bistability (Fig. 2 , left). Then, a state S originally at or near the attractor state C will inevitably be confronted with choosing between stable state A (x 1 ≫ x 2 ) or B (x 1 ≪ x 2 ). Thus, we asked which modification of parameter values is biologically plausible and can cause such a qualitative change of the "attractor landscape". An associated fundamental question is how the breaking of the symmetry of bipotentiality of the progenitor state is achieved during spontaneous cell fate commitment. We discuss here two theoretical scenarios, which are opposite extremes from a spectrum of possible formalizations of such symmetry-breaking transitions (see Table 1 for a systematic overview):
The differentiation signals change a parameter only in one of the equations in (1). For instance, a myeloid-stimulating agent may increase k 1 or decrease a 1 so as to almost completely deplete the cell of GATA1 activity, collapsing attractor A (Fig. 6C ). This model of asymmetric transition recapitulates the purest form of instructive, deterministic fate regulation by external signals. Such a process would entail that the external signals bear all the burden of the symmetrybreaking and would be manifest in the two differentiation trajectories immediately moving apart in opposite directions, from C towards their respective destination states A, B.
Scenario (ii)
The differentiation signals perturb the circuit, affecting x 1 and x 2 concomitantly so as to cause the progenitor cell attractor state to become unstable in a process that is more or less symmetric (with respect to x 1 and x 2 ). This implies initial changes that are similar (but not identical) for both differentiation processes. In a first phase, the "potential well" for P (Fig. 2 ) is converted to a "hill-top" so that a state located in this region of the state space becomes unstable. Then, in a second phase, small deterministic differences in the triggering signals or stochastic fluctuations of regulatory molecules can "tip" the cell into either attractor state on each side of the hill. This concept captures the stochastic or intrinsic model of cell fate determination, for most of the symmetricbreaking burden is born by the cell. But it also explains increased susceptibility of the destabilized progenitor state to instructive influences.
In the first, instructive model (i) the disruption of the symmetry of the P state (GATA1 ∼ PU.1) is trivial; for instance, an external factor may inhibit GATA1 activation by lowering a 1 to induce myeloid differentiation, represented moving to the left Fig. 2E . The grid distance between the initial states was 0.2. Blue and red: trajectories ending in the attractors for the committed cell fates M and E, respectively. Green: trajectories ending in the central attractor for the state of progenitor cells, P. The black arrows, I and II, refer to the type of symmetric bifurcation (Fig. 4) . on the panels in Fig. 3C . Thus, we asked how the intrinsic symmetry-breaking in the second, two-phase model (scenario ii) can occur. To determine the parameter variations that may trigger a (near) symmetrical bifurcation we varied the parameters a, b, θ and k symmetrically for both state variables, x 1 and x 2 (i.e., a = a 1 = a 2 , b = b 1 = b 2 , etc.) and analyzed all possible bifurcations at which any central attractor state C, with x 1 ∼ x 2 , disappears and gives rise to a bistable situation with two disparate attractor states A (x 1 ≫ x 2 ) and B (x 1 ≪ x 2 ). [The symmetric parameter change facilitates calculations. It is clear that slight asymmetries will be present in reality, whereas strong asymmetry would represent the trivial case of instructive "symmetry breaking" discussed above (scenario i).] From the systematic variation of parameters and evaluation of the entire relevant state space (not shown), we found for symmetric parameter variations in Eq. (1) that a symmetric bifurcation (scenario ii), in which a central attractor state with GATA1 ∼ PU.1 is gradually destabilized and converted into a unstable saddle point (hill top), can be classified into two types:
In the type I symmetric bifurcation (Figs. 3A and 4A, C) of this two-phase model, the starting central progenitor state C (x 1 ∼ x 2 ) is not in the tristable but in a monostable regime and has a basin that occupies the entire phase space. This monostable behavior can undergo a global supercritical pitchfork bifurcation, creating the two differentiation attractors A and B of the bistable regime, while the central progenitor attractor becomes an unstable saddle state (Fig. 4C) . Such a bifurcation occurs when b (= b 1 = b 2 ) is decreased while the other parameters are kept at fixed values. In contrast, the type II symmetric bifurcation (Figs. 3A and 4B, D) is a transition starting from a tristable attractor landscape, going into a bistable regime. As parameter values are varied, the progenitor attractor C is locally converted to an unstable saddle by undergoing a subcritical pitchfork bifurcation traversed in reversed direction, while the two marginal attractors A and B are not qualitatively affected (Fig. 2D ). In our not maximally simplified Eq. (1), this local bifurcation occurs for instance when a (= a 1 = a 2 ) is gradually reduced (e.g., for b = 1, k = 0.5 or 1, θ = 0.5) (Figs. 3A, B) . In this case, disappearance of the central attractor is expected since a = 0 corresponds to the system without auto-regulatory loops which exhibits the bistable behavior (Fig. 2, left) . This type of bifurcation from a tristable to a bistable behavior also occurs when k (= k 1 = k 2 ) is increased (e.g., from k = 0.5 to 1.5, for a = b = 1, θ = 0.5), the case shown in Fig. 4D . The qualitatively same type of bifurcation occurs when the universal threshold θ is increased, e.g., from θ = 0.5 to 0.75 (for a = b = k = 1) (not shown).
Trajectory of differentiation in the GATA1-PU.1 phase space
Very little is known about how external factors, such as EPO or G/GM-CSF in the case of FDCP-mix cells, induce differentiation into either one of the two available fates. Since the scenario of symmetric destabilization (ii) explains the observed stochastic component in cell fate decision (Graf, 2002; Hume, 2000) , we next asked what the trajectories in the GATA1-PU.1 plane would look like if the progenitor cell would undergo a near-symmetric bifurcation. The trajectory of the cellular state S d (t) = [GATA1, PU.1] for cell differentiation process d in the GATA1-PU.1 state space is an experimental observable and can help to evaluate the model. Thus, we computed the possible state trajectories for the two symmetric bifurcations, type I and type II, and compared them with the trajectory observed from mRNA expression level measurements in differentiating FDCP-mix cells.
In the absence of knowledge on how the cytokine signals impinge on the molecular circuit that governs the fate decision, we hypothesized that inducing the FDCP-mix cells to differentiate into the erythroid (E) or myelomonocytic lineage (M), respectively, initiates a change in one or more parameters, a, b, θ, or/and k to a similar (but not identical) extent for the two variables, x 1 and x 2 . The solution trajectories S E (t) and S M (t) are obtained by solving the differential equations for parameters that vary in time at the same time scale as the variables x. Thus, the differential equations in Eq. (1) are extended by two algebraic expressions that describe the time dependence of the parameters that will be varied. For instance, for a type II transition is achieved by decreasing a in Eq. (1) as follows:
Here λ 1,2 are the rates for the decrease of a 1 and a 2 ; a 1 0 , and a 2 0 represent the values of a 1,2 at t = 0. Then, the biology-inspired model assumptions for fate commitment of bipotential progenitor cells were as follows:
(a) Initiation of differentiation triggers a bifurcation in which the central progenitor state S 0 (t 0 ) = [x 1 (t 0 ), x 2 (t 0 )] of attractor C is destabilized. (b) In reality even a clonal cell population is phenotypically heterogeneous (Kaern et al., 2005; Spudich and Koshland, 1976) . Hence, the initial states S 0j of the individual progenitor cells j in a cell population are randomly distributed around the central state S 0 (t 0 ) = [GATA1 ∼ PU.1] with the "promiscuous expression". (c) The actual determination of cell fate, i.e., the introduction of asymmetry, is hence influenced by two factors:
(1) Asymmetries in the position of the initial state S 0 of the progenitor cells in attractor C with respect to the prospective separatrix of the bistable regime. the local vector field by continuously adapting to the changing contours of the attractor landscape in an "adiabatic" process (i.e., the parameter change is too fast for the system to reach the steady state for each new parameter value). S moves until it reaches the new attractor state that is established when the change of the parameter itself ceases.
While the model is not intended to predict a particular trajectory course, it divides the potential behavioral repertoire of the system into two qualitatively distinct alternatives for destabilizing the metastable state at C, thus offering the possibility to determine which of the two alternative bifurcation types (I or II) may be utilized by the cell. To do so we needed to extract distinct observable behaviors associated with either possibility. We first performed a systematic analysis of the parameter space for all trajectories starting in the central region around C. To force cells starting from the very same initial state (1) and (2). Red: trajectories that end in the erythroid state; blue: trajectories that end in the myelomonocyte state. Because a 1 and a 2 in Eq. (2) are treated as system variables the x 1 -x 2 plane is not the state space, hence "trajectories" may intersect. For clarity, only relevant initial states in the basin of the original progenitor attractor C with intermediate (x 1 , x 2 ) values are shown. For type I bifurcation (E), the parameters were θ = 0.5, n = 4, k 1 = k 2 = 1, a 1 = a 2 = 0.01, whereas b was increased asymptotically from 0.5 to 1.0 in an inverted exponential time course at rates λ 1 = 0.9 and λ 2 = 0.3. For type II bifurcation (F), the basic parameters were θ = 0.5, n = 4, k 1 = k 2 = 1, whereas a 1 = a 2 was exponentially decreased from 1.0 to 0.5 and b 1 = b 2 was decreased from 1.5 to 1.0; in both cases at rates λ 1 = − 0.5 and λ 2 = − 0.7.
P around the center [GATA1 ∼ PU.1] to differentiate to either one of the two cell fates (M, E) upon bifurcation, some asymmetry had to be introduced with respect to either S 0 (paracentral position) or λ (λ 1 ≠ λ 2 ) or both. When this enforced asymmetry produced trajectory pairs in which the two trajectories that started from a same paracentral point reached different terminal attractor (either M or E), one of the two trajectories exhibited a characteristic loop as exemplarily shown in Figs. 4E, F . Specifically, numerical analysis revealed that for type I bifurcation, given the imposed asymmetry, if a trajectory S M leading to the myelomonocytic attractor [PU.1 ≫ GATA1] exhibited a loop (not all trajectories do), then it was always in the counterclockwise direction (Fig. 4E) . In contrast, trajectories undergoing type II bifurcation, if they produced loops before reaching the M [PU.1 ≫ GATA1] attractor state, they were always in the clockwise direction (Fig. 4F) . (Since the model is 'cell fate neutral', scenarios with the inverse trajectory assignment, i.e., with the S E instead of the S M trajectory containing the loop, are also generated, but are not relevant for comparison with data.) Fig. 5A shows the typical predicted trajectories for a type II bifurcation that start from the same initial, but not precisely central state S 0 (PU.1 > GATA1), with bias introduced by asymmetric control parameters λ (λ 1 ≠ λ 2 ) tuned so that the two trajectories move towards either one of the two final attractors. Experimentally observed trajectories obtained from three independent microarray measurements of mRNA levels of GATA1 and PU.1 in differentiating FDCP-mix cells displayed a characteristic clockwise loop in the myelomonocyte differentiation trajectory (Figs. 5B-D) , consistent with a type II bifurcation. The characteristic trajectory course for myelomonocyte differentiation in the phase-plane translates into a non- Fig. 2E. (B-D) Three independently observed trajectories for mRNA levels of GATA1 and PU.1 (as log 2 of ratio, with 0 h value as reference) measured by microarrays (Bruno et al., 2004 ) during erythroid and myelomonocytic differentiation of the FDCP-mix cells. Each dot represents a time point for a microarray measurement (0 h, 4 h,…, 168 h -the same time points as in Fig. 6 ). (E, F) GATA1 (red) and PU.1 (blue) levels during myeloid differentiation for model vs. measurement, displayed as average of time course. Error bars indicate standard error (n = 3). monotonical time course for GATA1 and PU.1 (Figs. 5E, F) which also illustrates qualitative agreement between model prediction and experimental observation.
In conclusion, the exhaustive simulation allowed us to avoid the usual parameter optimization and "curve-fitting" to validate a model. Instead, it presented two alternative, mutually exclusive and qualitatively distinct behaviors within the entire behavioral repertoire of the model system. Hence, comparison with experimental results does not primarily serve to find agreement between observed and predicted behavior but to differentiate between the two possible behaviors. Yet, the close similarity of one predicted behavior with the observed, counterintuitive trajectory courses of differentiating FDCPmix cells in the GATA1-PU.1 plane lends additional support to the central idea of the model: lineage commitment may be a two-stage process, with a bifurcation event causing a nearsymmetric destabilization of the progenitor attractor that precedes fate commitment (scenario ii). This makes fate determination asymmetrically imposed by purely "instructive" external signals (scenario i) less likely.
Transcriptome change during binary decision
A network topology motif, such as the 2-gene circuit in Fig.  2 , is not necessarily a functionally independent module. The transcription factors GATA1 and PU.1 regulate and are regulated by many other genes and hence, are embedded in an almost genome-wide gene regulatory network ("giant component") (Huang, 2004) , which establish and maintain the celltype-specific transcriptomes. The changes in the transcriptome accompanying differentiation can be formalized as the highdimensional equivalent of the two-dimensional state S d = [x 1 , x 2 ] introduced above: in general terms, the state vector
] describes the dynamics of a complex network of N genes , where x i d (t) is the activity level of gene i at time t in the differentiation process d. As cells differentiate, S d (t) describes a trajectory in the N-dimensional state space. Each expression profile measurement ("time point") for d = E and d = M is represented by a point S in the N-dimensional state space. Although very little is known about the architecture of genomespanning regulatory networks in mammalian cells, which precludes genome-scale modeling, we hypothesized that the dynamics of fate decision via an initial destabilization of the progenitor state, as postulated and formalized in the circuit model above, may be manifest in the dynamics of the genomescale transcriptome because most of the individual genes are interconnected by the giant component of the regulatory network. This would qualitatively predict that because of the near-symmetric initial destabilization of the core regulatory circuit in the progenitor state, the initial transcriptome changes for erythroid and myeloid differentiation would be similar (but not identical) despite the stimulation with disparate external differentiation signals.
Thus, we analyzed the path of change of the transcriptome of over N = 3560 genes in FDCP-mix cells stimulated to differentiate either into the erythroid or the myelomonocytic lineage (Bruno et al., 2004) . If cell fate decision is initiated by fully asymmetrically acting, instructive signals (alternative i in Table 1 ) then the transcriptome trajectories would rather monotonically move in separate state space directions to adopt the respective cell fate-specific expression patterns. In contrast, if commitment of the progenitor cells to either fate is preceded by an initial, roughly but not absolutely symmetric destabilization of the progenitor state, as postulated above (alternative ii in Table 1 ), and if this is manifest at the transcriptome level, then S E (t) and S M (t) would initially move in a similar direction in the N-dimensional state space.
To obtain a simultaneous global view of the time evolution of the transcriptomes of both differentiation paths at the resolution of genes, the time courses of the gene expression profiles of N = 3560 genes were displayed with the Gene Expression Dynamics Inspector (GEDI) program. GEDI uses self-organizing maps (SOM) to visually represent parallel time courses of high-dimensional measurements simultaneously (Eichler et al., 2003) . Fig. 6 shows the "GEDI maps" each of which represents a gene expression profile at time point t during either differentiation process d, which in turn can be regarded as the
. The GEDI maps confirm that differentiation of the progenitor cells into the erythroid and myeloid lineages was not a progressive transition along the shortest path from the gene expression pattern of the progenitor into separate directions to adopt the respective target expression profiles. Instead, both differentiation paths, S E and S M , exhibited strikingly similar transcriptome changes up to ∼ 24-48 h after induction before separating to develop the expression patterns characteristic of the respective differentiated states that is evident at 168 h (Fig. 6A) . This common initial path in N-dimensional state space is consistent with the model of a near-symmetrical destabilization process of the progenitor state. The common initial trajectory was more pronounced when we limited analysis to the previously defined subset of 347 differentiation-specific genes (Bruno et al., 2004) that exhibited significant change in all four analyzed cell fates derived from FDCP-mix progenitors (Fig. 6B) .
Genome-scale differentiation trajectories
To more quantitatively characterize the above transcriptome change we next asked how the two N-dimensional trajectories S E (t) and S M (t) for N = 3560 genes are positioned relative to each other in the N-dimensional state space. We used the "Isomap" technique for non-linear dimension reduction to embed the trajectories into a three dimensional space (Tenenbaum et al., 2000) . In contrast to linear dimension reduction, such as principal component analysis, Isomap assumes that all input points [=the measured expression profiles at time points t i , S d (t i ) ] in the N-dimensional space collectively form a non-linear manifold, i.e., a subspace of a particular shape and dimension n, where n ≪ N. The reduction of the maximal N-dimensional space to an n-dimensional manifold on which all measured expression profiles reside reflects the dynamic constraints imposed by the gene regulatory network which collapses the space of "realizable" expression profiles (Huang, 2005) . Then, the relevant state space distance between any two states, S i and S j on the manifold may not be well represented by the Euclidean distance E ij , but better by the geodesic distance G ij on the manifold. (If the manifold is a "hilly landscape", then the geodesic distance would be the shortest terrestrial path between two points on two different hills, but the Euclidean distance would be the direct aerial distance.) Isomap applies classical multidimensional scaling (MDS) (Cox and Cox, 1994) on the matrix of all the distances between the available profiles S i (from the two time courses S E (t) and S M (t)) measured as (estimated) geodesic distances G ij on the manifold instead of Euclidean distance E ij . The true (intrinsic) shape of the manifold is not known but can be approximated by the geodesic structure spanned by all the measured points S i (Tenenbaum et al., 2000) . Fig. 7A shows how all the measured profiles along the trajectories S E and S M can be embedded with Isomap in a three dimensional space. [To achieve the best possible "triangulation" of the manifold, we also included the time points from two other differentiation trajectories for which expression profiles were also measured (Bruno et al., 2004) , describing the differentiation of FDCP-mix cells into megakaryocytes (lineage related to the erythroid studied here) and into neutrophils (related to the myeloid-monocyte lineage).] The distribution of a total of 31 time points in the threedimensional embedding space describes roughly an inverted Y shape, with the progenitor cell (P, t = 0) at the bottom of the trunk of the Y, on the left. Upon induction of differentiation, the time points of both the trajectories S E and S M remained in close proximity within the trunk of the Y for time points up to 48 h after induction, progressing into the same direction along dimension 1. The trajectories separated considerably only at t = 72 h into different directions along dimensions 2 and 3 (the two arms of the Y) heading towards the terminal states. The residual variance (inset in Fig. 7) indicates that the dimensionality of the manifold as approximated by the 31 available gene expression profiles is three, and that the three dimensional embedding space (Fig.  7A) recovers 95% of the information.
To quantitate the relative course of the two trajectories, we calculated the intertrajectory distances at equivalent time points. For the trajectories in the two-dimensional GATA1-PU.1 plane (Fig. 7B) , the intertrajectory distance D int (t) calculated from the data in Fig. 5 remained minimal until 24 h when it takes offconsistent with the initial pre-bifurcation "wiggling" of GATA1 and PU.1 around the central state C of the progenitor state (Fig.  7B) . Indeed, the N-dimensional, genome-scale intertrajectory distance between S E (t i ) and S M (t i ) for equivalent time points t i , measured as estimated geodesic G int (t i ) distance (Fig. 7C) indicates that the initial divergence remains small and is even flat between 24 h and 48 h but then it increases rapidly. As expected, for short distances up to 16 h, the Euclidean distance E int (t) (dashed line) was identical to the estimated geodesic distance G int (t i ), since both measured the nearest neighbors in the manifold, but with increasing scale, E int (t) appeared to underestimate the intertrajectory distance compared to G int (t) which follows the complex structure ("curvatures") of the manifold (Fig. 7C) . Both measures suggest that there is little to Fig. 6 . Time evolution of expression profiles during erythroid and myeloid differentiation of the FDCP-mix cells. Each GEDI map ("mosaic") represents a gene expression profile at a time point during either differentiation process, i.e. S d (t) (Eichler et al., 2003) . For analysis, log 2 -transformed, relative expression levels for each gene were used, with expression at 0h as reference, hence the first time point appear in the uniform green color for the value 0. (A) Expression profiles for all N = 3560 genes expressed in FDCP-mix cell lines (Bruno et al., 2004) . Each "tile" in the 19 × 20 mosaics represents a "minicluster" each containing on average approximately 10 genes that behave highly similarly across all expression profiles. Since the assignment of genes to the miniclusters is universal for the entire set of expression profiles, the GEDI maps can be directly compared to each other. (B) GEDI analysis on a 11 × 12 grid for the subset of 347 genes that are differentially expressed in all lineages, as determined by Bruno et al. (2004) . Color bars indicate log 2 (relative expression).
no increase of trajectory separation until 48 h, after which the intertrajectory distance drastically increases as expected from visual inspection of the GEDI maps (Fig. 6) .
To account for noise that may inflate the intertrajetcory distance as the cells depart from the progenitor state S 0 (t = 0) and the relative gene expression levels increase, we also compared the increase of the intertrajetcory distance with the average distance to the progenitor state S 0 , C(t), that the differentiating cells have moved away from. Fig. 7D shows that at any time point the normalized intertrajectory distance was smaller than the normalized distance C(t) from the origin (curve stays below the diagonal in Fig. 7C) . Initially, the departure from the (Tenenbaum et al., 2000) . Solid red dots: points on trajectory S E ; solid blue dots: time points on trajectory S M . Empty circles denote other trajectories measured by Bruno et al. (2004) and used for Isomap construction. Labels indicate differentiation trajectory and time after induction in hours: E = erythroids, M = myelomonocytes, K = megakaryocyte, N = neutrophils (no 168-h time point available for N). Thin lines connecting dots represent nearest neighbors defining the estimated manifold surface used for Isomap calculation. Units of axes correspond to high-dimensional distances in gene expression state space calculated from the relative expression signals (log 2 of ratio, with 0 h value as reference). Inset: Residual variance of Isomap dimension reduction as in Tenenbaum et al. (2000) . (B) Change in the "intertrajectory distance", D int (t), between the erythroid and myeloid differentiation trajectories in the GATA1-PU.1 state space plane. (C) Intertrajectory distance in the 3560-gene state space, as estimated geodesic distance G int (t) (solid line) or Euclidean distance E int (t) (dashed line). (D) Comparison between state space distance traveled away from the progenitor state S 0 , averaged for erythroid and myeloid differentiation (horizontal axis) and the intertrajectory distance (vertical axis) as geodesic or Euclidean distances, as in panel C, for each time point. Units in state space distance normalized for 1 = distances at final time point of 168 h.
progenitor state, C(t), drastically exceeded the increase in the intertrajectory distance (flat part of curve, up to 48 h). After 48 h the intertrajectory distance increased more rapidly as cells begin to adopt the lineage-specific transcriptome. Thus the terminal increase of the intertrajetcory distance between the two differentiation processes was not simply due to the increased level of relative gene expression values.
Behavior of individual genes: split genes
To confirm that the predicted but counterintuitive nonmonotonical time courses associated with the early changes of GATA1 and PU.1 (Fig. 5F ) are a generic property of fate-specific genes in the network that are promiscuously expressed in the progenitor state and not an idiosyncratic behavior of GATA1 and PU.1, we analyzed the time courses of individual genes in the expression profiles. From the set of 347 genes previously reported (Bruno et al., 2004) to exhibit significant change of expression relative to the progenitor cells in all four lineages, we defined a subset using simple but conservative criteria: "split genes" are genes that are expressed in the undifferentiated FDCP-mix cells but whose expression changes in opposite directions ("split") as cells differentiate into the erythroid and myelomonocytic lineages, in that they are down-regulated in one and up-regulated in the other lineage. A gene was defined to be a split gene when the expression levels at the end of the two differentiation paths have changed in the opposite direction (increased and suppressed relative to the starting level) and differed by more than 1.74-fold:
h where h = 0.8 is the relative expression level as log 2 -ratio). With these criteria, 100 of the 347 genes were found to be "split genes". In other words, a considerable number of lineage-specific genes were detectable in progenitor cells at intermediate levels, corroborating the concept of "priming" of multipotent cells by promiscuous expression. Figs. 8A-C show the time courses of three groups of genes among the set of 347 genes: (A) 87 split genes whose expression is increased in myeloid lineage and decreased in the erythroid lineage, (B) 13 split genes with the opposite behavior, and (C) genes that moved in parallel (increased or decreased expression) in the two differentiation processes and whose average expression changed by more than 1.74-fold relative to that of the progenitor cell. Fig. 8 reveals that even as an ensemble, the myeloid-specific split genes displayed an initial transient "dip" of expression before their terminal increase during myeloid differentiation (blue curves), while their suppression in the erythroid lineage also showed a (less characteristic) transient increase early in the processrecapitulating the behavior of PU.1.
If we define a non-monotonical time course as one that exhibits a net change of gene expression during the early period (3 h-48 h) in the opposite direction to that of the late period (72 h-168 h), then the split genes were heavily enriched for genes that displayed non-monotonical behavior: 37% of genes among the split genes meet the above criteria for non-monotonical behavior versus only 3% in the group of non-split genes of group (C). This dramatic difference was not significantly influenced by the particular value h for defining split genes (almost identical results were obtained for range of h = 0.5-1.0). Thus, the lineage-specific split genes do not simply "move" in opposite directions when cells differentiate into the two separate lineages but tend to initially and transiently follow the course they would take in the alternative differentiation path, as proposed by the GATA1-PU.1 circuit model, thereby contributing to the Fig. 8 . Time course of expression levels of selected genes and non-monotonical course of "split genes". The set of 347 genes that change their expression significantly as described by Bruno et al. (2004) were non-exhaustively classified based on time course structure into three groups. Expression values are averages from experimental triplicates. For each gene, two curves are displayed, one for its expression behavior in the myelomonocytic (M) lineage (blue), and one for behavior when cell choose the erythroid lineage (red). (A) "Split genes" that increased their expression in the myelomonocytic lineage but are suppressed in the erythroid lineage (83 genes). (B) Split gene with the reversed behavior (17 genes). (C) Genes that change their expression during differentiation in both lineages in the same direction (21 genes increased their mRNA expression, 153 genes were suppressed).
apparently common initial stretch in the two high-dimensional differentiation trajectories.
Cell proliferation and cell death during lineage specification and differentiation
Our two-stage model for cell fate choice accounts for both deterministic and stochastic processes in cell fate decision.
While the near-symmetric bifurcation and the closely parallel initial transcriptome trajectories make a purely deterministic regulation unlikely, they do not exclude the possibility that the quite sudden separation of the trajectories after 48 h is purely due to a selection in a stochastically heterogeneous cell population by the fate-specifying cytokines. In this scenario, the external factors would promote survival and amplification of the one subpopulation of cells that "happen" to be 01 ng/ ml IL-3, 100 ng/ml SCF and 10 U/ml hEpo). Colonies were counted and their morphology was determined (G = granulocyte colony-forming unit, GM = granulocytemonocyte colony-forming unit, mix = mixed granulocyte-monocyte and erythroid colony-forming unit, Ery = erythroid colony-forming unit). Note that in the cases of no or short (0d, 1d) exposure to differentiating conditions prior to plating, some cells produce pure myeloid and erythroid colonies indicating intrinsic regulation.
"appropriately poised" in the state space [as discussed in Trajectory of differentiation in the GATA1-PU.1 phase space, (see section): (c)], accompanied by the death in the other subpopulation. Microarray-based gene expression profiling of a heterogeneous cell population cannot distinguish a shift in its cellular composition with respect to cell types -each having a distinct gene expression pattern -from a change in the gene expression pattern of every individual cell of the population (Chang et al., 2006) .
To exclude the possibility that fate choice is purely due to cell selection, we measured cell proliferation and death during the early phases of cytokine-induced differentiation. A fate choice governed solely by selection would have to result in a substantial portion of the cells dying early after stimulation of differentiation into either one of the two alternative fates. Furthermore, since the two fates are mutually exclusive, the death rates in the two paths of differentiation should be complementary, adding up to approximately 100%. Conversely, if instruction substantially contributes to fate determination, a much lower rate of cell death might be predicted, since "inappropriately poised" cells would change their gene expression pattern in response to the cytokine rather than die. Figs. 9A and B show the total number of cells, their morphology and percentage of dead cells as judged by trypan blue staining at various time points in erythroid and neutrophil differentiation cultures of the FDCP-mix cells used for the gene profiling studies. As expected, there was some evidence of cell death at later stages of cultures when mature cells predominate. However, in both differentiation conditions, cell death was far below 50%. Importantly, at earlier time-points (< 3 days) there was little evidence of cell death. In addition, in erythroid differentiation experiments we also monitored cell death through apoptosis by annexin V staining which reveals cells destined to die (Figs. 9C, D) . Very few cells stained positive for annexin V and those that did appeared late, around day 3. This finding suggests that cell selection and shift in proportions of cell types is not the major contributor to the observed divergence in the gene expression patterns (Figs. 6 and 7) . Success of differentiation in these experiments was confirmed by standard morphological analysis of individual cells and by colony formation assays (Figs. 9E, F) . The presence of mixed colonies and the decrease of their number in favour of pure erythroid or myeloid colonies as exposure time to the respective fatespecifying conditions prior to plating was increased (Fig.  9F) are consistent with the combined contribution of intrinsic stochastic processes and the external bias by instructive inputs in cell fate commitment.
Discussion
Biological implications
We studied the integrated behavior of the GATA1-PU.1 mutual inhibition/auto-stimulation circuit that underlies binary cell fate decision using a minimal mathematical model based on well-established interactions. We characterized the generic dynamical constrains intrinsic to this architecture and found that it predicted a behavioral repertoire that in principle could explain a binary cell fate decision of a stable progenitor cell.
Comparison of model predictions with observed changes in mRNA expression during differentiation of the bipotent progenitor cell line FDCP-mix into an erythroid lineage and a myelomonocytic lineage helped narrow down the alternative possibilities for how in the first place the circuit can implement a binary fate decision. The qualitative agreement between theoretical prediction and observed behavior supports two main biological principles: First, the model suggests that the bipotent progenitor state is a metastable attractor state located between the two attractors that represent its prospective differentiation fates. This offers a formal explanation for the idea of "program accessibility" as a hall mark of multipotency. The model also explains the phenomenon of "promiscuous expression" of lineage-affiliated genes in progenitor cells (Cross and Enver, 1997) . The mutual inhibition/auto-stimulation circuit (Fig. 2D ) that generates the tristable dynamics may represent a general network motif that governs discrete cell fate decisions in multipotent cells. Many key transcription factors involved in cell fate control are in fact also engaged in circuits consisting of mutual regulation and auto-stimulation (Orkin, 2000) . Notably, at the level of embryonic stem cells, the transcription factors NANOG, OCT4 and SOX2 which play crucial roles in the earliest fate decisions also mutually regulate each other as well as themselves (Boyer et al., 2005; Ralston and Rossant, 2005) .
Second, the process of diversification of a multipotent cell into two distinct fates in response to a differentiation signal is not simply the gradual departure of the transcriptome from that of the progenitor cell to progressively adopt the distinct transcriptome of the respective mature cells. Instead, both model and gene expression data suggest that one can conceptually distinguish between two stages for the commitment process (scenario ii in Table 1 ): despite the distinct signals that induce differentiation into the two different cell types, the two transcriptomes initially change globally in a very similar fashion (Figs. 6 and 7) . This may represent a common destabilization process over a period of 24-48 h that allows cells to escape the progenitor attractor and is reflected in the initial changes in GATA1 and PU.1 that remain in a localized state space region (Fig. 7B) . Then, in a second stage the separation of the trajectories towards the destination transcriptomes occurs quite abruptly, perhaps reflecting the bifurcation event at which the central progenitor attractor disappears. In fact, attempting to "switch" lineage, e.g. from the erythroid to the myeloid lineage, by changing the medium conditions at varying time points after differentiation into one lineage has been initiated, indicates that the point of commitment is at around 24-48 h (T. E., unpublished observation).
Metaphorically, the destabilization and disappearance of the progenitor attractor can be viewed as S being placed on a "watershed" region in Waddington's epigenetic landscape (Waddington, 1957) where it can easily be "tipped" into either side to the now easily accessible attractors of the two prospective lineages by small, deterministic perturbations or by random fluctuations in molecular activities, to reliably produce distinct and specific outcomes. This near-symmetric bifurcation model thus is consistent with the ample evidence for the observed stochasticity in fate determination (Enver et al., 1998 ). Yet, the separation of the trajectories towards final commitment is not purely due to selection for cells that are (randomly) poised to be responsive to the survival promoting activity of the fatespecifying cytokine, since only a small fraction of cells die at this stage of commitment (Fig. 9) . Therefore, cell-intrinsic shifts of gene expression patterns caused by instructive inputs of the cytokines also contribute to the changes of gene expression profile trajectories observed at the cell population level. Such instruction may act by introducing asymmetry in the bifurcation ("tilting the watershed") during the initial destabilization of the progenitor state to harness and bias the stochastic processes. Our model thus naturally unites the stochastic (intrinsic) and deterministic (instructive) mechanisms of cell fate regulation (Enver et al., 1998) .
More generally, the "watershed" metaphor explains the observation that many unspecific (hence, non-instructive) signals, such as solvents or mechanical forces, can cause differentiation in many cell systems: they may do so by "tipping" cells into a predefined program (Graf, 2002; Huang and Ingber, 2000; Hume, 2000) but it also allows for the action of specific deterministic signals to steer cells into one of the two "valleys". Moreover, the (hidden) coexistence of the fatespecific attractors with that of the progenitor state as proposed by the tristable behavior and the type II bifurcation (Fig. 4B ) may explain why in the absence of culture conditions that prevent differentiation, pluripotent embryonic stem cells or multipotent progenitor cells can spontaneously and apparently stochastically undergo differentiation into a limited set of distinct, predefined cell types within the very same environment (Fairbairn et al., 1993; Keller, 1995) . Such intrinsic diversifying behavior cannot be explained by a purely instructive, asymmetric disruption of the progenitor state (scenario i in Table 1) .
The model describes a progenitor cell that can commit to either the megakaryocyte-erythroid progenitors (MEP; 'E' in the model), or the granulocyte-monocyte progenitors (GMP; 'M' in the model) and hence, it corresponds to a common myeloid progenitor cell (CMP) (Akashi et al., 2000) . However, this classical scheme of fate paths appears to be rather simplistic. Until recently, this fate decision was thought to occur exclusively at the level of the CMP cell which gives rise to MEP and GMP cells which then produce the mature erythroid and megakaryoctic, or the granulocytic and monocytic cells, respectively. While the existence of the CMP is not in question, recent observations (Adolfsson et al., 2005) suggest that hematopoietic stem cells may directly give rise to MEP progenitors and produce a novel population which possesses lymphoid and myeloid potential but lacks megakaryocytic/ erythroid differentiation capacity, thereby producing an alternative road map for hematopoietic differentiation. Future models that incorporate a more complex molecular circuitry may explain these newly described "non-classical" cell fate paths.
Limits of modeling
Although the model presented here is still qualitative, we moved a step beyond the current non-formal, metaphoric concepts, and predicted the existence of a metastable attractor state with a promiscuous expression pattern that represents the uncommitted progenitor cells. This model also captures the idea of "stable suspension" for explaining multipotency (Mikkers and Frisen, 2005) . Similar mathematical models for diversifying fate decisions at a more fine-grained (molecular) level of description with similar conclusions have recently been proposed (Chickarmane et al., 2006; Roeder and Glauche, 2006) .
Caution is warranted when modeling complex living systems, which have evolved a class of architecture that is inherently robust (Goodwin et al., 1993; Kauffman, 1993) and in which the same or similar system behavior can be produced by a large ensemble of distinct architectures (Bagley and Glass, 1996; Huang, 2005; Tsong et al., 2006) . As a consequence, theoretical models of complex living systems, even those that coarsely represent the essential traits, may also harbor this fundamental "robustness" and hence, tolerate inaccuracies in modeling assumptions. In particular, they may contain inherently "soft" parameters. This makes it difficult to falsify model predictions by comparing them to the experimental observation of time courses. To avoid this problem of under-determination and sloppiness of parameters as well as the bias associated with the desire to fit model to data, we relied on well-characterized phenotypic influences and only sought to gain general insight on the behavioral repertoire of a minimal system by exploring the entire state space and parameter space. The exhaustive simulation presented two alternative, mutually exclusive, qualitatively distinct behaviors to choose from (Fig. 4) for comparison with experimentally observed state space trajectories. Moreover, the latter involved the entire set of modeled variables, further avoiding fortuitous curve-fitting to a subset of variables due to sloppy parameters . Nevertheless, although the observed trajectory structure consists of multiple (serial) measurements in both modeled dimensions and was seen in three independent time courses, more measurements in more diverse experimental systems, including cell lines with genetically altered circuits, will be necessary to further evaluate and refine the model.
Our model of fate decision rests on the central idea that transition from one attractor state (P) to another (E or M) can be viewed as a rapid change in the parameters of the system equations that in turn imposes a change in the structure of the attractor landscape, with a bifurcation as a special case. However, an alternative view is that the system state S "jumps" from one attractor to another while the attractor landscape is fixed (Bar-Yam and Epstein, 2004; Huang, 2002; Kauffman, 1993) . Noise-driven exit from an attractor can also be modeled in this paradigm (Aurell and Sneppen, 2002; Hasty et al., 2000; Walczak et al., 2005) . For regulated transition between high-dimensional attractors the external signal can then be viewed as abruptly causing changes in the expression values of an appropriate set of genes (determined by the inducing cytokine) to "reset" the position of S so that it is displaced across the attractor boundaries into a new basin of attraction. This model requires that the E and M attractors coexist with the central attractor P, and thus, would necessarily favor the tristable attractor landscape that is the basis for the type II bifurcation (Figs. 4B, D) .
In fact, a central simplification in our model is that it uses deterministic variables that represent macroscopic changes in the averaged activity of the transcription factors in an entire cell population, ignoring cell-to-cell variability in the activity values of PU.1 and GATA1 due to both temporal gene expression noise and stable epigenetic heterogeneity. Thus, the model also discards "noise-driven" state transitions that occur without change in the attractor landscape (Aurell and Sneppen, 2002; Hasty et al., 2000) . However, microarrays measure mRNAs levels as cell population averages, thus both model and experiment suffer the equivalent coarsening. Single-cell observations of the differentiation process (Warren et al., 2006) will be needed to examine noise-driven fate determination and discontinuous "jumping" between attractor states (Chang et al., 2006) .
Another fundamental limitation of modeling gene circuits is that a circuit motif is not necessarily a functionally independent module. In reality the GATA1-PU.1 is embedded in an almost genome-wide network of regulatory interactions whose inputs onto the GATA1-PU.1 circuit were not considered (Swiers et al., 2006) . This shortcoming can be accentuated by attempts to model the dynamics of the system at the level of molecular mechanisms within the circuit while neglecting molecular inputs from outside. In fact, many factors involved in this fate decision also engage in mutual inhibition relationships with GATA1 and PU.1, including FOG, C/EBP, c-Jun, c-Myb, GATA2, etc. (Ferreira et al., 2005; Friedman, 2002; Morceau et al., 2004; Rosmarin et al., 2005) . Thus, future models need to describe a higher-dimensional state space. Nevertheless, it appears that the dynamic properties of local circuits of 2-3 genes considered in isolation can have biological relevance (Mangan and Alon, 2003; Prill et al., 2005) .
The molecular mechanisms downstream of receptor signaling that embody the parameter changes in a, b, θ and k are not known. The central question remains unanswered as to how lineage-determining cytokines, such as Epo and G/GM-CSF, contribute to the initial symmetric destabilization of the progenitor cell, and how they bend the trajectory towards a particular fate. This question has been difficult to address experimentally perhaps precisely because small differences in a broad intracellular signaling response may suffice to tilt fate commitment in the destabilized cell; in fact, post receptor processes of cytokine signaling are pleiotropic and highly overlapping (Fambrough et al., 1999; Kratchmarova et al., 2005) . Concretely, the initial, correlated changes of gene expression patterns in the first 24-48 h of differentiation in both paths may in part be due to the reduction of IL-3 (used to maintain the multipotent state) and in part be caused by (non lineage-specific) overlapping effects of the cytokines Epo and G/GM-CSF. These changes may coincide with general shifts in cell metabolism and physiology, such as exit from cell cycle, which can either be a consequence of differentiation or contribute to it, or both.
Beyond these difficulties in understanding how cytokines and growth factors normally modulate genetic circuits, our model offers the possibility to compare predictions with the trajectory course following a direct (nonphysiological) manipulation of the circuit. For instance, instead of using culture conditions, cell fates can be controlled by GATA1 and PU.1 overexpression (Heyworth et al., 2002; Laslo et al., 2006; Xie et al., 2004) . It would be interesting to monitor the transcriptome trajectories for erythroid and myeloid differentiation following overexpression of GATA1 and PU.1, respectively. Our model predicts that such artificial cell fate control may correspond to either the asymmetric case or a "jump" in state space (Table 1 (A) i, or (B)), hence, overcoming the initial phase of nearsymmetric transcriptome change.
In summary, our model offers a general principle for fate decision that is in agreement with distinct observed qualitative behaviors. Further elucidation of additional proteins involved in the circuitry is necessary to address the question of what are the entry points by which the "instructive" effects of regulators destabilize the progenitor state and break the symmetry to induce commitment. The general principles stimulated by the simple model presented here may provide a conceptual framework that can guide experimental characterization of the molecular basis of cell fate decision.
