Abstract. The classical method of the degenerate kernel method is applied to numerically solve the Hammerstein equations. Several numerical examples are given to demonstrate the effectiveness of the current method. A brief discussion of a number of methods to decompose the kernel is also included.
Introduction
This paper is concerned with the problem of finding numerical solutions of the Hammerstein equation (1.1) <p(x)-[ k(x,y)w(y,<P(y))dy = f(x), xg[0,1], Jo where k, f, and y/ are given functions and <p is the solution to be determined. Several numerical methods for approximating the solution of (1.1) are known. The classical method of successive approximations was introduced in the 1950's [7] . A variation of Nyström's method was presented in [5] . A new collocationtype method was developed in recent papers [3, 4] . In this paper, we employ the degenerate kernel method, which plays an important role in the study of numerical solutions for the Fredholm integral equations of the second kind. A unified theory to present various degenerate kernel methods within the framework of the projection method was recently presented in [2] . In §2 we present the degenerate kernel method and consider the problem of existence and uniqueness of the solution of the new Hammerstein equation associated with the degenerate kernel. The problem of convergence of the numerical solution is also considered in §2. Some examples are considered in §3. In §4 we approximate a given kernel by several specific degenerate kernels and obtain convergence rates for the corresponding approximate solutions of equation (1.1). The idea of approximating the kernel by Boolean sums is also included in this section. A comparison of the performance of the Boolean sum approximation scheme with that of the tensor product approximation scheme ( §3, Example 4) will be given in a future paper.
In order to guarantee the existence of a unique solution to equation ( 1.1 ), we assume throughout this paper that the following conditions (i)-(iv) be satisfied:
(ii) y/(y, u) is continuous in y G[0, X] and zz G (-co, oo), and \j\v{y,<p{y))\2dy\ <A\\<p\\2,
where || ||2 denotes the L2 norm; (iii) y/(y,u) satisfies the Lipschitz condition \y/(y, u) -y/(y,v)\ < B\u -v\ ; (iv) k is bounded by \k(x, y)\ < C with BC < X .
Under these conditions there exists a unique solution in L2[0, 1] for equation (1.1). This can be proved by the Banach contraction mapping principle. To obtain a higher-order convergence rate, we need to assume higher-order smoothness conditions on k.
As the first example in §4 shows, the method of degenerate kernel described in this paper may be applied to integral equations with multiple solutions. Hence, conditions (i)-(iv), which guarantee the global uniqueness of the solution, are perhaps too strong for deciding whether our method is applicable. A reader interested in a more local property of the solution can find a related discussion in [3] .
Degenerate kernel method
Suppose that kn(x, y) is an approximation of the kernel k(x, y), and that it is of a degenerate kernel form,
where the set of functions {B^x)} is assumed to be linearly independent. We also assume that
It is natural to expect the solutions of the following equation (2.3) associated with the degenerate kernels kn(x, y) to converge to the exact solution of equation ( We shall show that the unique solution of equation (2.10) corresponds to the unique solution of equation (2.3) for each zz under some mild assumptions. Equation (2.10) can be solved by a number of standard numerical methods, such as Newton's iterative method or modified Newton's iterative method. Now we consider the existence of a unique solution of (2.3). We recall that assumptions (i)-(iv) are standing assumptions throughout the rest of this paper. Consequently, F is a contraction operator in l2(n), since M < X. Hence, F has a unique fixed point a*, i.e., F(a*) = a*. For this a*, it is obvious that q>n(x) defined by (2.12) is a solution of (2. Proof. Since The inequalities (2.14) and (2.15) can be viewed as a priori and a posteriori estimates, respectively, of the error of the approximate solution.
Examples
Example 1. First we substantiate the claim made earlier that uniqueness of the solution is not necessary for the current method to be applicable. Consider [5] <p(x) f 2 3 -/ xy<p (y)dy = -^x, xg[Q,X).
The actual solutions are q>x(x) = x and tp2(x) = 3x. The kernel function is already degenerate and we obviously take Bx (x) = x and Cx (y) = y. Upon substituting <pn(x) = \x + ax into (2.5), we obtain a -\a + -^ = 0. Solving this equation, the exact solutions are obtained. Again, the kernel is degenerate. We take Bx(x) = X and B2(x) = x . The C('s are chosen in the same way. Upon substituting <Pn = (\x -\) + ax+ a2x into (2.5) and solving the resulting equations, we obtain «1 = 3 and a2 = \ . The exact solution <p(x) = x is obtained by substituting these values of a, and a2 in the expression <pn above.
Example 3. Consider [5] tp(x) -/' exye-vhy)dy = ^-e--=l,
The exact solution is <p(x) = ^Jx . We approximate exy by X +xy + (xy)2/2 + -1-(xy)"/n\. An approximate solution Then \\cp -<pj2 < C4h">+m< .
Proof. Proofs of (i)-(iv) of this theorem are quite obvious from the discussion in this section and Theorem 3. We demonstrate the proof for (iv) only. By (4.5), (4.6), and (4.7), \\k-(Lx®My)k\\<C4hxlh^.
By Theorem 3, h-9j2<f^C4h"x'h^<Cy^, where C, = ^^. n
There exists only a small number of papers which use the Boolean sum approximation technique. These papers are mainly in the area of approximation of eigenvalues of certain operators (see, e.g., [1] and references cited therein).
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