Abstract The binding properties of the protein-inhibitor complex of human immunodeficiency virus type 1 (HIV-1) protease with the inhibitor TMC-126 are investigated by combining computational alanine scanning (CAS) mutagenesis with binding free-energy decomposition (BFED). The calculated results demonstrate that the flap region (residues 38-58) and the active site region (residues 23-32) in HIV-1 protease contribute 63.72% of the protease to the binding of the inhibitor. In particular, the mechanisms for the interactions of key residues of these species are fully explored and analyzed. Interestingly, the regression analyses show that both CAS and BFED based on the generalized Born model yield similar results, with a correlation coefficient of 0.94. However, compared to CAS, BFED is faster and can decompose the per-residue binding free-energy contributions into backbone and sidechain contributions. The results obtained in this study are useful for studying the binding mechanism between receptor and ligand and for designing potent inhibitors that can combat diseases.
Introduction
Acquired immune deficiency syndrome (AIDS), which is induced by human immunodeficiency virus (HIV) infection, has become one of the major medical and humanitarian challenges. HIV-1 protease (PR), a member of the aspartyl protease family, is one of the most important enzymes targeted in research aimed at discovering new drugs to counter AIDS. It cleaves the nonfunctional polypeptide into viral structural (gag) and functional (pol) proteins, a process that is essential for the maturation of the infectious HIV particles [1, 2] . Repression of HIV-1 PR activity could prevent the production of mature and infectious HIV particles, blocking further HIV infection. HIV protease is a centrally symmetric homodimer containing two identical 99 amino acid monomers; the active residues Asp25 and Asp25′ are located at the interface between the two monomers [3] [4] [5] . The binding on an inhibitor to PR can lead to the inactivation of the enzyme and prevent the infection of the host cell. Thus, the dimeric HIV-1 protease is one of the most attractive targets in the development of antiviral therapeutics. Therefore, in order to design efficient inhibitors, it is critically important to investigate the mechanism of the interaction between PR and protease inhibitor (PI) in detail.
Currently, nine antiviral agents that can inhibit HIV-1 protease have been approved by the US Food and Drug Administration (FDA)-including saquinavir, ritonavir, lopinavir, atazanavir, indinavir, amprenavir, and tipranavir-with several others under clinical trial [6] . Due to the short-lived therapeutic benefits of these drugs and the rapid evolution of drug-resistant variants, there is an urgent need to develop antiretroviral drugs with minimal side effects and broad-spectrum activities for current and future wild-type and mutant strains of HIV protease [7, 8] . TMC-126 is an effective nonpeptide inhibitor of HIV-1 protease that is extremely potent against a wide spectrum of HIV protease variants (Fig. 1) . Its structure is largely based on that of darunavir (TMC-114) [9] , which contains a bistetrahydrofuranyl (bis-THF) urethane and an isostere of sulfonamide [10] .
Since it is inconvenient to measure the binding affinities of different PR and inhibitors experimentally, molecular dynamics (MD) simulation can play an important role in investigations of the structural and functional characteristics of biological systems. Using MD simulations, kinetic and thermodynamic data on the simulated system can be obtained. The binding free energy-a very important thermodynamic quantity-can be used to evaluate the stability of a complex. Hence, accurately calculating the binding free energy is crucial when exploring the interactions between proteins and ligands [11] . In order to rapidly evaluate binding free energies, several semiempirical methods such as the molecular mechanics Poisson-Boltzmann surface area (MM-PBSA) and the molecular mechanics generalized Born surface area (MM-GBSA) methods have been developed [12] . The MM-PBSA approach [13] [14] [15] [16] , which is based on the MD simulation of the protein-ligand complex of interest in explicit solvent, has been successfully used to describe the protein-ligand binding free energy in rational drug design [17] [18] [19] [20] [21] [22] [23] . In this method, the binding free energy is decomposed into the molecular mechanical free energy, the solvation free energy, and entropic contributions. The polar contribution to the solvation energy is evaluated using the Poisson-Boltzmann (PB) model, or calculated by the generalized Born (GB) model using the MM-GBSA method. The free-energy decomposition involved in the MM-GBSA method can elucidate the contribution of each protease residue to the overall protein-ligand binding free energy at the atomic level [24, 25] . Both MM-PBSA and MM-GBSA have been used to investigate the mechanisms of interaction between different protease inhibitors and different variants of the HIV-1 protease [17] . Previous studies of HIV-1 protease and inhibitors have mostly utilized the MM-PBSA method to obtain the binding free energy, whereas free-energy decomposition methods based on the GB model were selected to analyze the interaction mechanisms [17, 26] . The GB model is an attractive alternative to the PB model since it is significantly faster and can decompose the binding free energies on a perresidue basis. However, a comparison analysis of the PB and GB models was implemented on the same system that we study in this article. The results showed that the freeenergy changes upon alanine mutation determined by the PB model are smaller and more accurate than those obtained by the GB model [27, 28] . Moreover, when the free-energy decomposition method was performed to investigate the per-residue contributions to the HIV-1 protease by the PB method, the dimerization between the two monomers was barely taken into account.
An extension of the MM-PBSA/MM-GBSA approach based on both the GB and the PB models, computational alanine scanning (CAS) can estimate the free-energy consequences of PR mutations located at the active site, the flap region, and the binding interface from a single MD trajectory. Furthermore, the CAS method allows pairs of residues in the two monomers of PR to be mutated to alanine. Thus, it is a powerful tool for discovering hotspot residues [28] [29] [30] [31] [32] .
In this work, the relative binding free energies in the complex of PR and TM-126 were obtained using 3 ns MD simulations. The per-residue interactions of the HIV-1 protease and TMC-126 were analyzed by the binding free energy decomposition methods mentioned above. Then the CAS method was implemented to discern 15 important residues of the HIV-1 protease. The results obtained by the CAS method based on the GB model and the PB model were compared and discussed. A full comparison of the decomposition method with the CAS method was also performed in this study.
Theoretical methods

Initial structure of the complex
The crystal structure of the HIV protease bound to the mutant resistant inhibitor UIC-98038 was obtained from the Protein Data Bank (PDB; entry: 3I7E) [10] . The starting structures and force field parameters for the inhibitor were obtained as follows. Special attention was given to the protonation states of Asp25 and Asp25′ in the active site. In this work, monoprotonation was adopted, and a proton was added to the oxygen atom OD2 of Asp25 [33] . Considering the importance of water in the binding between PR and the inhibitor, water207 was included in the starting structure [34, 35] . Partial charges and force field parameters for the inhibitor were generated automatically using the Antechamber program in Amber10 [36, 37] . The atomic charges were derived with the AM1-BCC charge method [38] . The general force field (GAFF) [37] and the standard Amber force field (FF03) [39] were used to obtain parameters such as the Lennard-Jones, torsion, bond, and angle terms for small organic molecules and to describe the parameters of the protein, respectively. All missing hydrogens were added using tleap in Amber10 [36] . To neutralize the charge of the system, Cl − counterions were placed in the grid regions with the largest positive Coulombic potentials around the protease, and then the whole system was soaked in an octahedral periodic box of TIP3P [40] waters. All solute atoms were 10 Å from the edge of the water box.
Molecular dynamics simulations
All molecular simulations presented in this work were carried out using the Amber10 simulation package and the force field parameters of Cornell et al. [41] . Periodic boundary conditions and a 10 Å cutoff for nonbonded van der Waals (VDW) interactions were applied in our simulations. The particle mesh Ewald (PME) [41] method was employed to account for the long-range electrostatic interactions under periodic boundary conditions. The SHAKE procedure [42] was applied to all atoms covalently bonded to a hydrogen atom. A time step of 2 fs was used to integrate the equations of motion. In order to remove steric overlap, which produces bad effects between the complex and solvent, two stages of energy minimization were performed: 500 cycles of steepest descent and 2500 cycles of conjugate gradient minimization. First, the water molecules were minimized by keeping the solute fixed with a harmonic constraint of strength 100 kcal mol −1 Å −2 . Second, the entire system was minimized without restriction. Subsequently, before the actual MD simulations, the temperature of the system was gradually raised from 0 K to 300 K over 100 ps, followed by 100 ps of equilibration at 300 K. The initial velocities of atoms were assigned based on a Maxwellian distribution at the starting temperature. Finally, a 3 ns MD simulation was performed at a constant pressure of 1 atm and constant temperature, and controlled by Langevin dynamics with a collision frequency of 1.0 ps −1 . The resulting trajectories were analyzed using the ptraj module of Amber10. One snapshot was saved every 5 ps; 200 snapshots were collected from the previous 1000 ps of simulations for post-processing analysis.
MM-PBSA/MM-GBSA approach
The binding free energy between PR and PI was calculated by the MM-PBSA method according to the following equation:
where G complex ,G receptor , and G ligand represent the free energies of the complex, receptor, and ligand averaged over snapshots taken from MD trajectories. The free energy of each reactant was estimated as the sum of the molecular mechanical free energy, the solvation free energy, and the contributions from the vibrational, rotational, and translational entropies:
The molecular mechanical energy E MM in Eq. 2 was determined with the Sander program from Amber10 software suite according to molecular mechanics with an empirical force field. The topology files thus obtained were further divided into the internal energy of the molecule (E int ), the electrostatic interactions (E ele ), and the van der Waals interactions (E vdW ):
The internal energy E int has three contributions: E bond , E angle and E torsion , which represent the strain energies in bonds, angles, and torsion angles caused by deviations from their equilibrium values. The electrostatic and van der Waals energies were calculated using the Sander module. The solvation free energy contribution includes polar and nonpolar contributions:
With the PB model, the polar portion (ΔG polar in Eq. 5) was estimated by the pbsa program of Ambertools under the MM-PBSA approach.
In MM-PBSA calculations, the grid spacing was set to 0.5 Å, and the radii of the atoms were taken from the PARSE parameter set [42] . The values of the interior dielectric constant and the exterior dielectric constant were set to 1.0 and 80.0, respectively. The nonpolar contribution to the solvation free energy, ΔG nonpolar in Eq. 5, was calculated from the solvent-accessible surface area (SASA) using the LCPO method [43] implemented within Sander, with a probe radius of 1.4 Å, according to the equation
where the surface tension γ and the offset β were set to the default values of 0.00542 kcal/(mol Å 2 ) and 0.92 kcal mol
Unlike the MM-PBSA method, in the MM-GBSA calculation, the polar contribution to the solvation free energy (ΔG polar in Eq. 5) was calculated with the generalized Born (GB) model implemented in Sander, and the nonpolar contribution (ΔG nonpolar in Eq. 5) was determined with the LCPO method based on the solvent-accessible surface area, as described in Eq. 6, in which the surface tension γ and the offset β were set to the default values of 0.0072 kcal/ (mol Å 2 ) and 0.00 kcal mol , respectively. Similar to MM-PBSA, the values of the interior dielectric constant and the exterior dielectric constant were set to 1.0 and 80.0, respectively [44] .
For the calculations of E MM , ΔG ELE , and ΔG nonpolar , 200 snapshots from 2 ns to 3 ns were extracted from a single trajectory of the complex at time intervals of about 5 ps. In this study, we assumed that the entropy contributions were similar for different HIV protease variants and the ligand. When we calculated the relative binding free energies between them, the entropy contribution was neglected [29] .
Binding free-energy decomposition (BFED)
Due to the time-consuming nature and the high computational demands of the PB calculation, the interactions between the inhibitor and each residue of HIV-1 protease were calculated with a decomposition process based GB model using the mm_pbsa program in Amber10. The per-residue contribution was further decomposed into two parts: one from side chains and the other from the backbone. The binding interactions of each inhibitor-residue pair (ΔG inhibitor-residue ) were evaluated using the following equation:
We did not take ΔE int into account in Eq. 7 for per-atom decomposition because E int is zero in a single trajectory and the entropy terms are neglected.
The van der Waals contribution (ΔE vdW ) and the electrostatic contribution (ΔE ele ) in Eq. 7 were computed by the Sander module in Amber10 [36] . In Eq. 7, ΔG polar represents the polar interactions between the inhibitor and each protease residue during solvation, and was calculated using the GB model, with the charges taken from the Amber parameter set. The nonpolar solvation contribution (ΔG nonpolar in Eq. 7) was obtained based on the corresponding SASA, as described in Eq. 6 [24] .
By summing the atomic energy terms in Eq. 7 over each atom of a given residue, we obtained the contribution of this residue to the total binding free energy. The same snapshots were used to calculate all energy components as well as the total binding free energy.
Computational alanine scanning approach
The relative binding free-energy changes ΔΔG bind of different HIV-1 protease variants and the inhibitor were calculated by CAS with the mm_pbsa.pl module in Amber10. ΔΔG bind was estimated by comparing ΔG bind of the alanine mutant to ΔG bind of the wild type according to the following equation [29] :
The key residues of HIV protease were chosen from the binding interface based upon the smallest ligand interaction distances. Since alanine scanning is not suitable for very small (such as glycine) or large residues (the backbone conformations of which differ significantly from that of alanine), prolines and glycines were not selected. The starting atomic coordinates in the alanine mutant structure were obtained by altering the coordinates of the last 1 ns trajectory. In this calculation, we assumed that the contribution to the change in the entropy of the mutant was not significant, so ΔG bind derives from the changes in ΔE MM and ΔG solvate . In computational alanine scanning, the entropy term can be removed because the entropies of the wild type and its mutants are similar for the same ligand and for similar receptors [29] . Here, the same set of snapshots obtained with the wild-type complex was used to calculate ΔG bind for the mutants. The ΔΔG bind values of the different HIV-1 protease variants and the inhibitor were obtained with the same snapshots of binding free-energy decomposition, according to Eq. 8.
Results and discussion
Stability and flexibility of the complex
For the complex of HIV-1 protease with inhibitor (TMC-126), MD simulations with the particle mesh Ewald (PME) method were performed in explicit water for 3 ns. In order to assess the dynamic stability of the protease complex, Fig. 2 shows the calculated root-mean-square displacement (RMSD) of the backbone atoms from the starting structure of the complex.
It is clear from Fig. 2 that a sharp rise is observed during the first 1200 ps. After that, the RMSD values fluctuate between 0.7 Å and 1.5 Å. After about 1.8 ns, the RMSD stabilizes and converges to a lower value of 1.1 Å, which indicates that the conformation of the complex has reached its equilibrium.
The initial structure and the superimposition of the average structure from the last 1 ns of snapshots of the complex are shown in Fig. 3 . Our results showed that the average backbone RMSD value during the last 1 ns of MD trajectories was 0.92 Å, which indicates that the simulated structure is in good agreement with the experimental results. The last 1 ns of snapshots were used to calculate the binding free energy, free-energy decomposition, and computational alanine scanning, as described in the following subsections.
A detailed analysis of the root-mean-square fluctuation (RMSF) versus the residue number in the complex is illustrated in Fig. 4 . As seen from Fig. 4 , the regions around Asp25 and Asp25′ show analogous RMSF behavior, with a minimum value of 0.3 Å. These results are in good agreement with experimental measurements [45] , as well as other theoretical reports [46] . In addition to the N-and C-terminal residues, the regions around 17(17′), 41(41′), 52 (53′), 67(67′), and 81(81′) show the biggest dynamic fluctuations. Residues 1-37 and 59-99 in each monomer are defined as the core region, while residues 38-58 comprise the flap region. The flexibility of the flap region is crucial to the activity of the protease. As seen from Fig. 4 , the flap region, especially the flap elbow region (residues 37-42), shows significant flexibility, which was also observed by Zhu et al. [47] . As described in "Theoretical methods," the crystallographic water that bridges the drug TMC-126 and Ile50/Ile50′ was included in the initial model. Our results showed that this bridging water was maintained throughout the whole MD simulation.
Binding free energy
In order to obtain the relative binding free energy and the VDW, electrostatic and solvation energy terms, the MM-PBSA and MM-GBSA methods were implemented using a single-trajectory protocol. As described in "Theoretical methods," when we calculated the relative binding free energy between HIV-1 and TMC-126, the entropy contribution was assumed to cancel out completely [48] . The values of the different energy terms shown in Eqs. 1-6 were obtained by averaging 200 snapshots taken from the last 1 ns of the MD simulation at 5 ps intervals. Fig. 2 The root-mean-square deviation (RMSD) of the backbone Cα atoms during the MD simulations of the complex with respect to the initial minimized structure of TMC-126 Fig. 3 The average structure from the last 1 ns of the MD trajectory of the complex of HIV-1 protease with TMC-126 superimposed on the initial structure via the protease's backbone atoms. The initial structure of the complex is shown in cyan, whereas the MD structure of the complex is shown in yellow. The figure was created using Chimera Using Eqs. 1-6, the contributions of the energy components to the relative binding free energies of the receptor, ligand, and complex were calculated, and they are listed in Table 1 . Using Eq. 7, with the MM-PBSA and MM-GBSA approaches, the calculated relative binding free energies of TMC-126 with HIV-1 are −37.01 and −62.37 kcal mol −1 , respectively (note that the entropy contribution was assumed to cancel out) [48] . Based on the contributions of the different energy components shown in Table 1 , it is clear that the electrostatic interaction and the VDW interaction in the gas phase provide the driving forces for affinity binding. The nonpolar solvation energy provides a slightly favorable contribution to the binding of the inhibitor to PR, whereas the polar solvation energy provides an unfavorable energy component.
Free-energy decomposition
Analyzing the binding free-energy decomposition and the hydrogen bonds should lead to detailed insights into the binding mechanism for the PR-inhibitor complex. As described in "Theoretical methods," when the MM-GBSA approach is used, the binding free energy is decomposed into per-atom contributions that can be summed over atom groups to obtain the different energy contributions from residues, backbones and side chains [24, 25] . Table 2 shows that the residues Ala28, Ile50, Ile84′, Gly27, Ile50′, Ala28′, Ile47′, and Gly49 contribute more than 1.5 kcal mol −1 to the binding. These residues are mostly from the flap region (residues 38-58) and the active site region (residues 23-32 Similar to Ile50/Ile50′, the side-chain contribution dominates for the other two isoleucine residues, Ile84 and Ile27. As shown in Table 2 , Ile47 has a greater contribution from its backbone than from its side chain, and its binding occurs mainly through the VDW interaction. More than a half of the contribution of Gly49′ (−1.61 kcal mol −1 ) originates from the side chain (−0.91 kcal mol −1 ), according to the calculated free-energy decomposition. Computational alanine scanning
The computational alanine scanning (CAS) method was implemented to acquire ΔΔG bind by mutating residues of proteins to alanine. HIV-1 is a homodimer protease consisting of two identical monomers. In terms of the binding decomposition method, the CAS method can mutate the same residue in each monomer simultaneously, so that we can gain insight into the function of the residue in the homodimer. In order to perform CAS, we first need to select which residue pairs can be mutated to alanine. Our criteria for selecting these mutated pairs were that the chosen residues should make significant contributions to the binding, or that they should be located in a crucial area such as the binding interface, pocket, or flap region. As mentioned in "Theoretical methods," the CAS method does not work well for very small or very big residue mutations. The mutation of proline [50] to alanine sometimes leads to significant conformational changes [29] . In this study, based on our selection criteria, and by combining the residue locations and the results reported in Table 3 , 15 pairs of residues were chosen for mutation to alanine in the CAS method: Arg8, Leu23, Leu24, Thr26, Asp29, Asp30, Val32, Ile47, Ile50, Val56, Leu76, Val82, Asn83, Ile84, and Arg87. In order to make this method practical, we assumed that local changes do not impact on the global conformation of the PR and the total binding modes for the binding of PR to inhibitor. Such an assumption has been proven to be applicable for most mutations according to various alanine scanning mutagenesis experiments [51] . The results obtained with the CAS approach for 15 pairs of residues of PR are shown in Table 3 . The changes in the energy terms (VDW interactions, electrostatic interactions, the polar and nonpolar solvation free energies) upon alanine mutation are also listed in Table 3 . According to Eq. 8, negative values of ΔΔG bind indicate unfavorable substitutions. In contrast, positive ΔΔG bind values suggest that the alanine residue at the mutated position is more favorable for binding.
As can be seen from Table 3 , the binding free energies drop considerably when the six critical residues (Leu23, Val32, Ile47, Ile50, Val82, and Ile84) are mutated to alanine. On the contrary, the ΔΔG subtotal,GB values of Val26, Asp29, and Asp30 are all positive, which indicates that the binding between protease and TMC-126 is influenced when these residues are mutated to alanine. These results are in good agreement with those obtained from the free-energy decomposition method.
Interactions between HIV-1 protease and inhibitor
In this section, we analyze some PR residues that are key to the binding to the inhibitor, based on the results obtained using BFED and CAS and the hydrogen bond data listed in Table 4 . The interactions between PR and the inhibitor based on the average structure from the MD simulations are plotted in Fig. 5 . In order to investigate the hydrogen bonds during MD simulations, the results of a dynamic analysis of hydrogen bonds based on the trajectories of the MD simulations are listed in Table 4 . Some of the hydrogen bonds are also indicated in Fig. 5 .
The BEFD-calculated results show that the favorable residues mainly come from six groups around Ala28/ Ala28′, Ile50/Ile50′, and Ile84/Ile84′. Table 4 shows that the residues that make significant contributions to the binding are all hydrophobic amino acids. According to the results shown in Table 2 , the major force that drives the inhibitor to most of the residues in PR is VDW interactions, especially for the essential residues. This conclusion is consistent with the binding free energies shown in Table 1 .
As shown in Table 2 , Ala28 contributes most of the binding affinity. The main driving forces for the binding of the inhibitor to Ala28 are the VDW energy (−2.55 kcal mol ), which originate in the C-H…π interactions between the bis-tetrahydrofuran (THF) and the alkyl of Ala28, and in the C-H…O interactions of the side-chain atoms of Ala28 with the oxygen atoms of the bis-THF and inhibitor, respectively. The interaction between Ala28′ and the inhibitor is similar to that of Ala28, in that the main driving force for the binding of Ala28′ to the inhibitor is the van der Waals energy (−1.46 kcal mol ) and a highly favorable electrostatic energy (−9.51 kcal mol
−1
). As shown in Table 4 , the OD1 of Asp25 and Asp25′ form hydrogen bonds with Ala28 and the inhibitor with occurrence rates of >98%, which suggests that the Ala28 pair make a favorable contribution to the binding that stabilizes the complex.
Although the PR is symmetrical, it is clear from Table 4 Table 4 show that Asp29 and Asp30 form stable hydrogen bonds with the oxygen of the bis-THF in the inhibitor. The donor-acceptor distances for these pairs and their corresponding occupancies are 3.004 Å and 3.204 Å, 95.2% and 61.2%, respectively. On the other hand, Asp29′ and Asp30′ do not form hydrogen bonds with the inhibitor. Therefore, the hydrogen bonds make favorable contributions to the VDW interactions of Asp29 and Asp30 with the inhibitor, which suggests that the bis-THF group in TMC-126 plays an important role in the binding with the PR. In addition, as shown in Table 3 , the calculated ΔΔG subtotal,GB values of the residue pairs Asp29Ala and Asp30Ala are 2.1 and 1.61 kcal mol −1 respectively, which means that the side chains of Asp29 and Asp30 make unfavorable contributions to the binding affinity. The calculated ΔΔE ele of Asp29Ala and the ΔΔG polar,GB of Asp30Ala are 3.26 kcal mol −1 and 3.59 kcal mol −1 , respectively, indicating that the electrostatic interactions of their side chains have a significant effect on the binding to the inhibitor. The calculated results listed in Table 3 show that there is a significant loss of binding free energy when the four critical residue pairs Ile47/Ile47′ Ile50/Ile50′, Ile84/Ile84′, and Val82/Val82′ are mutated to alanine. The CAScalculated results show that the residues Ile50/Ile50′ have a significant effect on the binding, a −4.71 kcal mol −1 reduction in ΔΔG subtotal,GB , which is in fair agreement with the side-chain contribution (−3.99 kcal mol −1 ) obtained (Tables 2 and 3 ). As shown in Table 3 , the favorable contributions of Ile50 and Ile50′ to the binding energy originate mainly from the VDW interaction (−3.84 kcal mol −1 ) in Table 3 . A possible reason for this is that the side-chain alkyls of Ile50 and Ile50′ form some C-H…H-C interactions with the inhibitor. In addition, the hydrogen atoms connect with the backbone nitrogen atoms of Ile50 and Ile50′, forming strong hydrogen bonds with the oxygen of the WAT207 (Table 4) . As can be seen from Tables 2 and 3 , the interactions of Ile84/Ile84′ and Ile47′ with the inhibitor are similar to that of Ile50/Ile50′. Moreover, the contact of the alkyls of Ile47′ and Ile84′ with the phenyl group of the inhibitor, which results in C-H…π interactions, can also add strong van der Waals interactions to the binding. These results indicate that the VDW interactions significantly favor the binding of these isoleucine residues.
It is well known that the crystal water molecule WAT207 plays an important role in PR-inhibitor binding, since it can generally form four hydrogen bonds with Ile50/Ile50′ and TMC-126 [26] . As shown in Table 4 , the occupancy rates of these four hydrogen bonds are higher than 80%, which suggest that these hydrogen bonds are extraordinarily stable during MD simulations, and that the WAT207 act as a conduit to connect the inhibitor with PR.
Comparisons between the CAS and the BFED methods
The calculated results obtained by computational alanine scanning using the MM-PBSA and MM-GBSA approaches are shown in Table 5 . The regression between the calculated ΔΔG subtotal.PB and ΔΔG subtotal.GB values for the 15 pairs of residues is depicted in Fig. 6 . From Fig. 6 , the correlation coefficient between the calculated ΔΔG subtotal.PB and ΔΔG subtotal.GB values was found to be 0.76 for 15 mutations. As shown in Table 5 , the values of ΔΔG bind obtained by the PB model are clearly smaller than those yielded by the GB model, except for Val32Ala and Arg87Ala. Since the standard deviations obtained by the GB model are a little bit smaller than those given by the PB model, it appears that in this system, the PB model is more sensitive to the atomic coordinates than the GB model when calculating contributions to the solvation energy. These conclusions are consistent with the results reported by Li et al. [52] .
In order to compare the computational alanine scanning (CAS) approach with the binding free-energy decomposition (BFED) approach, in Table 5 we sum the calculated ΔΔG subtotal values of the same 15 pairs of residues corresponding to chains A and B using the BFED method, and the calculated ΔΔG subtotal,GB results for the 15 pairs of residues obtained by the CAS method.
The per-residue contributions calculated using the BFED method include the contributions from the backbone and the side chain. As far as the CAS method is concerned, the backbone does not generally change, because only Cγ is replaced by a methyl in the mutated topology file. Consequently, ΔΔG subtotal mainly reflects the contribution from the side chain of the residue. Thus, the side-chain contributions from the residues in monomers Fig. 5 Geometries of ten residues of HIV-1 protease that participate in some of the strongest interactions with TMC-126, based on the average structure from the last 1 ns of MD simulation A and B obtained using the BFED method and the ΔΔG subtotal,GB results obtained by the CAS method are compared and shown in Fig. 7 . The correlation coefficient between ΔΔG subtotal for the side chain calculated by the BFED method and ΔΔG subtotal,GB calculated by the CAS method is 0.94 for the 15 mutants of residues, which indicates that the CAS method allows useful insight into the contribution of the side chain. Zoete and Michielin studied different systems using both BFED and CAS, and concluded that both of these methods can achieve consistent results [32] , which is in good agreement with our calculated results.
Our results showed that the correlation between BFED and CAS is better than that between GB and PB, as calculated by the CAS method. A possible reason for this is that both BEED and CAS are based upon the GB model in our study.
Both the BFED and the CAS methods have been widely used to identify the hotspots of receptor-ligand complexes reliably and to obtain further insight into their binding and related functional information [32] . Using the analysis of the BFED and CAS methods, it can be concluded that although these two methods are different, they are complementary to some extent. First, the BFED method is based upon the GB model; as far as the CAS method is concerned, both PB and GB models are applied to estimate the binding free-energy differences. Consequently, owing to the distinctness of the models' principles, the results calculated based on the PB model of CAS methods are more accurate than those calculated with the BFED methods. Compared to BFED, the CAS calculations are time-consuming. Second, by applying the BFED approach at an atomistic level, the per-atom contributions can be summed over atomic groups such as residues, backbones, and side chains, in order to obtain their contributions to the binding free energy of the receptor-ligand complex. Simultaneously, the BFED approach allows us to decompose each residue's binding free energy conveniently into different energetic components, such as VDW interactions, electrostatic interactions, and nonpolar solvation energy. On the other hand, the CAS approach requires separate, time-consuming calculations to perform a detailed study of protein-protein interactions at the residue level, and focuses on the impact of side chains on the binding affinity, since it is only employed to evaluate the side-chain contributions of the residues of intest that are mutated into alanine in the topology files. Unfortunately, the CAS method can only be applied to specific residues: not very small residues (such as glynine) or residues that would induce significant global conformational changes (such as proline and cysteine). Third, it is worth mentioning that the CAS approach provides a chance to investigate the influence of several mutants in the complex on the binding affinity, because it allows more than one residue to be mutated to alanine when the topology files are prepared. In contrast to the BFED method, the CAS method provides a preferable insight into systems in which several mutations exist simultaneously; in particular, it can be applied to the dimer and even more complicated systems, such as the HIV-1 protease homodimer and inhibitor complex. As the CAS method substitutes alanine for other residues, this approach can also be regarded as an effective tool to analyze the drug resistance caused by mutagenesis, which could result in improvements to drug design and better guidance for new experimental investigations. In addition, the results obtained by CAS can be compared directly to the experimental data on mutagenesis. However, the CAS approach is not suitable for detecting the binding mechanisms of complexes in which the binding affinity originates from the backbones.
Conclusions
The binding free energy of the complex of HIV-1 protease and TMC-126 was calculated using the MM-PBSA and MM-GBSA methods based on decomposition of the energy at an atomic level on the basis of the GB model. The computational alanine scanning method based on the GB and PB models was applied to this complex in order to investigate the different contributions of HIV-1 protease residues when binding to TMC-126.
The binding mechanism of PR with TMC-126 was investigated by structural analysis, by calculating the free energy and decomposing the inhibitor-residue interaction, and computational alanine scanning. The favorable interactions and the driving forces in the binding of the inhibitor to PR are the van der Waals and electrostatic forces, which mainly come from six groups around Ala28/Ala28′, Ile50/ Ile50′, and Ile84/Ile84. Ala28 mainly contributes to the binding affinity. The contributions of Asp29 and Asp30 to the binding in chains A and B are significantly different because they form hydrogen bonds with bis-THF of the inhibitor, which suggests that the bis-THF group in TMC-126 plays an important role in the binding of the PR. The VDW energy significantly favors binding for isoleucine residues such as Ile47, Ile50 and Ile84. The flap region and the active site region of the PR are crucial to its binding affinity, contributing about 69.78% of the total binding affinity. The crystal water molecule acts as a bridging medium between the inhibitor and PR by forming four hydrogen bonds among the residues Ile50/Ile50′ and TMC-126.
Based on the correlation coefficients obtained from regression analyses relating to different theoretical methods and models, both the BFED and the CAS methods have particular advantages and weaknesses when investigating the binding mechanism. BFED is a rapid and convenient approach. It does not need to consider the global change and can prove the effects of both the backbone and side chains for each residue. However, the CAS method can provide preferable insight into the resistance of mutagenesis and the binding affinities between residues in dimic and multimeric proteins and inhibitors. To conclude, these two complementary methods provide a useful way to determine the hotspot residues and to investigate the binding affinity incisively. We expect that this work will provide some helpful insights into the future of drug design with potent inhibitors.
