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Abstract
Distributed graph transformation is introduced as a formal specication technique
for the compositional specication of distributed systems. Distributed graph trans-
formations are an intuitive, graphical and rule-based formalism to model topological,
local data and dynamical aspects of distributed systems. The approach is composi-
tional in the sense that local components are specied locally and are composed by
means of synchronization constraints. The operational semantics of the distributed
system is composed from the operational semantics of its components.
1 Introduction
Distributed graph transformation [Tae96,TFKV99,Koc99] is a graph-based
specication technique for distributed systems. Distributed graphs are used to
specify both the topology and the local states of distributed system states.
Distributed productions specify the manipulation of distributed graphs includ-
ing topology as well as local state transformations. Whereas [Tae96,TFKV99]
specify a distributed system by one set of global distributed productions, the
specication in [Koc99] is composed from local specications each consisting
of a set of process productions. Process productions obey the visibility in a dis-
tributed system in the sense that only the local view of one local component,
called a process, is necessary to apply a production, but no global information.
The behavior of one local component resp. process of a certain type is speci-
ed by a process grammar containing a process production for each action the
process may perform. The possible process types of the distributed system
are specied in a network type graph and a distributed grammar has a process
grammar for each process type occurring in the network type graph.
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It is intended to model the behavior of distributed systems with synchro-
nization. The synchronization constraints on process productions are given by
a synchronization relation. This relation restricts the behavior of processes, in
the sense that a process move requires a simultaneous move of other processes.
A distributed system specication combines all specication parts: the net-
work type graph, the distributed grammar and the synchronization relation.
2 Distributed Graph Transformation
The topology of a distributed system is specied by a graph typed in the graph
DS for distributed systems shown in Figure 1. The type graph DS represents
Process Port
Fig. 1. Type graph DS for distributed systems.
a view of a distributed system consisting of concurrent processes communi-
cating via shared ports. The type graph DS provides two types of nodes,
namely processes and ports. Edges are pointing from ports to processes, so
that connections between processes are possible only via ports. This view of a
distributed system follows the view of a distributed system in [MPR99]. The
type graph DS may be changed if there exists another view of a distributed
system. In order to distinguish dierent types of processes and ports, respec-
tiveley, a network type graph (NTG) is introduced. The network type graph is
typed in DS to identify the process and port types. A graph typed over the
network type graph is called network graph with respect to the network type
graph. By transitivity, the network graph is typed in DS, as well. Figure 2
shows an example.
Denition 2.1 [network type graph, network graph] A network type graph is
given by a typed graph t
NTG
: NTG! DS. The set of process types of t
NTG
is dened by PType(NTG) = fx 2 NTG
V
jt
NTG
(x) = processg.
A network graph w.r.t. t
NTG
is a typed graph t
G
: G! NTG in NTG.
In the rest of the paper, a network type graph t
NTG
is xed and we abbre-
viate t
NTG
by NTG.
Each process and port has an internal state. A distributed graph integrates
the local states of processes and ports into the topological structure by as-
signing to each process and to each port in the network graph its local state
and to each edge the relation between the local states of the port and those
one of the process. For instance, this relation may specify which elements
of a port are exported by a process or which elements are shared by several
processes. Local states are specied by objects of a category and relations
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by the category morphisms. Example categories for the specication of local
states may be graphs, attributed graphs, partial algebras etc.
Denition 2.2 [distributed graph] A distributed graph over G is a pair
^
G =
ht
G
;Gi where t
G
: G ! NTG is a network graph and G : G ! G
C
is a total
graph morphism from G into the underlying graph G
C
of category C.
A morphism between two distributed graphs consists of a partial graph
morphism between the network graphs and a family of C-morphisms con-
taining a C-morphism for each node in the domain of the partial morphism
between the network graphs. The partial graph morphism relates the network
graphs, the family of C-morphisms relates local states.
Denition 2.3 [distributed morphism] Given two distributed graphs
^
G =
ht
G
;Gi and
^
H = ht
H
;Hi over G resp. H, a distributed morphism
^
f :
^
G !
^
H
is given by a partial graph morphism f : G * H that preserves types (i.e.
t
G
(x) = t
H
Æ f(x) for all x 2 dom(f)) and a family of C-morphisms 
f
=
f
f
(i) : G(i) ! H(f(i))ji 2 dom(f)
V
g, so that for all edges e : i ! j in
dom(f)
E
, H(f(e)) Æ 
f
(i) = 
f
(j) Æ G(e).
The distributed morphism
^
f is total if the graph morphism f is total.
Given a category C, all distributed graphs and distributed morphisms form
a category DGr
C
[Koc99].
3 Process Grammar and Distributed Grammar
The manipulation of distributed graphs takes place by means of process pro-
ductions. A process production is given by a production name and a dis-
tributed morphism. The left-hand side of the production morphism contains
a distributed graph where its network graph has one and only one process
node possibly together with ports. The type of this single process node deter-
mines the type of the process production. A process production cannot create
new process nodes, but can delete the single process node to specify process
termination.
Denition 3.1 [process production] A process production p : (
^
L
r^
!
^
R) of
type x consists of a production name p and a production morphism r^, so that

the network graph L contains one and only one process node, i.e. there is
one and only one v 2 L
V
with t
NTG
(t
L
(v)) = process,

the process node v is of type x, i.e. t
L
(v) = x and

r does not create new process nodes, i.e. if there is a v
00
2 R
V
with
t
NTG
(t
R
(v
00
)) = process then v
00
= r(v).
The application of a process production p : (
^
L
r^
!
^
R) to a distributed graph
^
G is possible if there exists a total distributed morphism m^ :
^
L !
^
G. The
application is given by the pushout of the production morphism r^ and the
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distributed morphism m^ in the category DGr
C
of distributed graphs. The
proof for the existence of pushouts and the construction is given in [Koc99].
The restriction of the left-hand side of a process production to one process
node is motivated by the local views of processes in the distributed system.
Processes can see their own local state, the local state of ports, but not the
local state of remote processes. The left-hand side of a production is a pre-
condition for its application representing a pattern that has to be found in
a distributed graph. To apply a production with a left-hand side consisting
of more than one process requires a global view on the distributed system,
since one has to nd for each process in the left-hand side a process in the
distributed graph. Since such a global view does not exist in a distributed
system, the process productions are restricted.
Example 3.2 [process productions] For the sake of simplicity, the local states
of processes and ports in this example are modeled by sets. The network type
graph for the running example has two process types A and B and one port
type (see Fig. 2).
A B A1 B1
B2
B4
A2B3
network type graph NTG
Fig. 2. A network type graph (left) and a possible network graph (right).
Distributed graphs ht
G
;Gi are represented by the network graph G, where
the local states G(x) of process and port nodes x 2 G
V
are directly integrated
into the network node. Analogously the local morphisms for edges are directly
integrated. For instance, the left-hand side of the process production p in
Fig. 3 represents a distributed graph, where the network graph consists of one
process node of type A and the local state is specied by a singleton set.
Figure 3 shows process productions p; p
0
for process type A and one process
production q for process type B. The process production p creates a new port
that \costs" one of its elements in the local state. The process production p
0
copies an element from the local state of process A into the port. The process
production q for the process B creates an element in the local state of process
B and the connected port.
A process production of type x species one possible action of a process of
type x. To specify the complete behavior of a process, a process production for
each of its actions is provided in a process grammar. The process grammar for
4
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A
PROCESS PRODUCTION   p’
A A A
PROCESS PRODUCTION   q
PROCESS PRODUCTION   p
B B
Fig. 3. Process productions for A and B.
type x contains a set of process productions of type x and a start production of
type x. A start production creates a new process instance. The left-hand side
of a start production contains the ports necessary for starting the process,
the right-hand side contains the new process instance of type x connected
to (possibly newly created) ports. The local state of the created process
represents the initial state of a process of type x. Please notice, that the start
production is not a process production, since there is no process node in its
left-hand side.
Denition 3.3 [start production, process grammar] A start production st(x) :
(
^
L
r^
!
^
R) of type x contains a distributed morphism r^, where
^
L 
^
R contains
only port nodes and
^
R contains additionally one process node of type x and
possibly some new ports.
A process grammar of type x consists of a pair GG(x) = hst(x); (p : r^)
p2P
x
i,
where P
x
is a set of production names, (p : r^)
p2P
x
is an P
x
-indexed set of
process productions of type x and st(x) is a start production of type x.
Example 3.4 [start production and process grammar] The start production
for process A creates a process A that initially contains two elements in its
local state. The initial local state of a process of type B is empty. The
process B is connected immediately to a port. The process grammar for
process type A is given by GG(A) = (st(A); fp; p
0
g), the process grammar for
type B by GG(B) = (st(B); fqg). Here, p; p
0
and q are the process productions
of Example 3.2.
START PRODUCTION st(A)
A
START PRODUCTION  st(B)
B
Fig. 4. Start production for A and B.
A distributed grammar with respect to a network type graph NTG has
a process grammar and a set of indices for each process type in NTG. The
index set for a process type represents the instance space for process instances
of this process type. The necessity of specifying the process instances already
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in the distributed grammar is motivated by the synchronization of processes:
this synchronization is based on the level of process instances, not on the level
of process specications. This allows dierent synchronization constraints
for process instances of the same process type. In principle, any set, also a
countable one, could be chosen for the index set, so that there does not exist
a restriction to the number of process instances.
Denition 3.5 [distributed grammar] Given a network type graph NTG,
a distributed grammar GG = (GG(x); Ind(x))
x2PType
with respect to NTG
consists of a process grammar GG(x) and an index set Ind(x) for each x 2
PType(NTG).
Example 3.6 [distributed grammar] The distributed grammar GG = (GG
(A); Ind(A);GG(B); Ind(B)) for the network type graph in Figure 2 contains
the process grammars GG(A) and GG(B) given in Example 3.4. The index set
for process instances of type A is given by Ind(A) = fA1g and for the process
B by Ind(B) = fB1g. That is, the distributed system may consist of two
process instances: one of type A and one of type B. For the sake of simplicity,
singleton index sets are chosen to present the following concepts more legible.
4 Distributed System Specication
The synchronized communication between processes takes place over common
ports. For a synchronized application of process productions, each of the pro-
cess productions involved in the synchronized move has to perform the same
actions on the corresponding common ports. This requirement is characterized
by the existence of a common port production. A port production of a process
production or start production is the sub-production obtained by deleting the
process from its left and right hand side, whereas all ports are preserved. We
call productions synchronizable if they have the same port production.
Denition 4.1 [port graph, port production] Let
^
G = ht
G
;Gi be a dis-
tributed graph over G, its port graph is the biggest subgraph Port(
^
G) =
ht
Port(G)
; P ort(G)i over Port(G), where the network graph Port(G) is the
biggest subgraph of G that contains only port nodes, i.e. for each node x
in Port(G)
V
holds t
NTG
(t
Port(G)
(x)) = port and Port(G) = Gj
Port(G)
is the
restriction of G on Port(G).
The port production of a process production p : (
^
L
r^
!
^
R) is given by
port(p) : (Port(
^
L)
r^j
Port(
^
L)
! Port(
^
R)).
Example 4.2 [port production] Figure 5 shows the port productions for the
process productions of Example 3.2 and the start productions of Example 3.4.
The productions p and st(B) as well as the productions p
0
and q have the
same port production, i.e. they are synchronizable.
Process productions are synchronizable if they have the same port pro-
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port(p)
port(st(A))
port(p’)
port(q)
port(st(B))
Fig. 5. The port productions of GG(A) and GG(B)
duction. However, not all process productions have to be synchronized. To
indicate the process productions that have to be synchronized, the synchro-
nization relation is introduced. The synchronization relation for a distributed
grammar GG is a relation on production names p
i
, where p is a production
name of a process production in a process grammar GG(x) of GG and i is an
index of the index set Ind(x). The synchronization relation relates only pro-
ductions having the same port production, that is, they are synchronizable.
Synchronized productions have to be applied at the same time. The synchro-
nized behavior can be simulated by a global production built up from the
synchronized process productions by gluing them together over the common
port production (see Example 4.4).
Denition 4.3 [synchronization relation] Given a distributed grammar GG =
(GG(x); Ind(x))
x2PType
with GG(x) = hst(x); (p : r^)
p2P
x
i for each x 2 PType.
Let P
i
x
= fst
i
(x)g[(p
i
)
p2P
x
be the set of process production names for process
instance i 2 Ind(x) for each x 2 PType and P
GG
=
S
x2PType;i2Ind(x)
P
i
x
be the
set of production names of all process instances in the distributed grammar.
Then, a synchronization relation 
S
 P
GG
 P
GG
is a relation on P
GG
, so that
p
i

S
p
j
implies port(p
i
) = port(p
j
).
Example 4.4 [synchronization relation] The synchronization relation 
S

P
GG
 P
GG
with P
GG
= fp
A1
; p
0
A1
; st(A)
A1
; q
B1
; st(B)
B1
g for the distributed
grammar in Example 3.6 may be as follows: p
A1

S
st(B)
B1
and p
0
A1

S
q
B1
.
Since we have only one instance for each process type, we skip the index for the
instance name in the following. The intended meaning of the synchronization
constraint for the productions p and st(B) is, that the process instance A1
creates the process instance B1 if A1 creates the port. This eect becomes
visible by the global production constructed by amalgamation of p and st(B)
over the common port production in Figure 6. The global production p +
st(B) shows that the creation of the port by A1 induces a creation of process
instance B1. The intended meaning of the synchronization constraint for the
productions p
0
and q is, that the element of the process instance A1 shall be
7
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replicated synchronously over the port to the process instance B1. The global
production makes this intended meaning again visible.
A1A1
PRODUCTION   p’ + q
PRODUCTION   p + st(B)
B1
A1 A1B1 B1
Fig. 6. The global productions got by the synchronization relation
To sum up, a distributed system is specied by a network type graph
describing the possible process and port types, a process grammar for each
process type given in the network type graph and an index set for the instances
of each process type as well as a synchronization relation for indicating the
synchronization constraints on the moves of process instances.
Denition 4.5 [distributed system specication] A distributed system speci-
cation DSP = (NTG;GG;
S
) consists of
(i) a network type graph NTG as dened in Denition 2.1,
(ii) a distributed grammar GG = (GG(x); Ind(x))
x2PType
with respect to
NTG as dened in Denition 3.3 and
(iii) a synchronization relation as dened in Denition 4.3.
5 Distributed Operational Semantics
This section gives a brief overview to the compositional operational seman-
tics of a distributed system specication. The operational semantics of a
distributed system specication is composed from the operational process se-
mantics of its process instances. The composition is controlled by the syn-
chronization relation. The basis for the operational process semantics and
their composition are transformation systems. Transformation systems are
introduced by Groe-Rhode in [GR98,GR99] as a common semantical frame-
work in which specications written in dierent languages can be interpreted.
A transformation system is a two layered structure, given by a control ow
graph that models the temporal ordering of actions, and a data level, given
by data states and data transformations that are associated to the states and
transitions of the control ow graph respectively. Via this separation the con-
trol ow graph denes how atomic data transformations are put together to
processes. The paths in the control ow graph model the sequential execution
of actions, branching indicates nondeterministic choice. In [Koc99] it is shown
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that distributed graph transformation can be interpreted in this framework as
well.
The transformation system for the operational process semantics of a pro-
cess instance considers all distributed graphs that can be generated by ap-
plying the process productions of the process instance and by the port pro-
ductions of arbitrary process productions of the distributed grammar. The
start production of the process instance is applied once to start the process
instance.
The transformation system for the operational process semantics of a pro-
cess instance species the behavior of the process instance in a complete envi-
ronment since the possible eects on ports of remote processes are incorporated
in the local semantics as well. Since these port eects cannot be achieved by
the process instance itself, the semantics is called open process semantics.
The distributed semantics is constructed by composition of the transfor-
mation systems for the processes over an auxiliary transformation system by
a colimit in the category of transformation systems [GR99]. The auxiliary
transformation system is generated by the port productions of all process
productions in the distributed system specication. The auxiliary transfor-
mation system represents the complete behavior on the ports possible in the
distributed system specied by the distributed system specication. The aux-
iliary transformation system can be embedded in each transformation system
of the open process semantics of a process, so that the necessary transforma-
tion system morphisms for the colimit are dened.
6 Conclusion
The paper introduced a compositional specication technique for distributed
systems based on distributed graph transformation. It is used to specify the
statical and dynamical aspects of a distributed system by distributed graphs
and process productions, respectively. The technique is compositional in the
sense that local components are specied locally by a process grammar and
their connection is given by a synchronization relation. The operational dis-
tributed semantics is composed from the open process semantics of the process
instances occurring in the distributed system.
In [Koc99], distributed graph transformation and a propositional temporal
logic are integrated to graph-interpreted temporal formulas. Graph-interpreted
formulas provide a methodology to specify temporal properties graphically.
The integration of distributed graph transformation and temporal logic allows
to make use of the variety of verication concepts in the area of temporal logic
to check graph-interpreted temporal formulas. The compositional approach
allows a compositional reasoning in the sense that local satisfaction of local
formulas in a sub-system of the distributed system can be used to prove global
satisfaction of global formulas in the complete distributed system.
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