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基于语义特征视觉注意模型的行人检测方法 
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摘 要 提出一种视觉注意机制下基于语义特征的行人检测方法。首先，在 Itti视觉注意模型中颜色、亮度、方向等初
级视觉特征基础上，结合行人肤色的语义特征，采用自下而上和自上而下的注意相结合的方法，建立空域静态视觉
注意模型。其次，结合运动信息的语义特征，利用运动矢量熵值计算运动显著性，建立时域动态视觉注意模型。最
后，线性组合静态与动态注意模型，获得时空域融合的视觉注意模型，由此得到的显著图可以较好地反映行人区域。
实验结果表明，本文提出的结合语义特征的时空域融合视觉注意模型可以弥补传统 Itti注意模型检测行人的不足，在
不同的场景下都能够检测出行人目标。 
关键词 视频处理；行人检测；视觉注意模型；语义特征；显著图  
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Abstract A novel visual attention model based on semantic features is proposed. Firstly, in addition to low 
level features such as color, intensity, orientation used in Itti visual attention model, the proposed model 
also integrates semantic feature such as skin color to establish stationary visual attention model. Secondly, 
the semantic feature of motion is computed by Lucas-Kanade method and spatial-temporal entropy is 
adopted to build motion visual attention model. Finally, stationary and motion visual attention models are 
linear combined to accomplish spatial-temporal visual attention model, and the computed saliency map can 
be used to indicate the people regions. Experimental results show that the proposed model can make up the 
defects of Itti visual attention model. The proposed model has good performance in detecting people under 
different backgrounds.  
Key words video processing; people detection; visual attention model; semantic features; saliency map 
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1 引言 
行人检测是机器视觉领域的研究热点[1]，在视频监控领域中有着重要的应用。传统的行人检测
通过闭路电视进行人工监控，费时费力且缺乏客观性。随着计算机视觉的发展和广泛应用，智能监
控下的行人检测成为研究的热点。 
    行人检测方法一般分为基于模板匹配和基于统计学习的方法。基于模板匹配的方法根据人体的
明显特征，如头肩部的“Ω ”形等进行行人检测。但由于行人姿势各异及场景干扰等原因，所需的模
板数目较大，算法较慢。基于统计学习的方法通过正样本集和负样本集训练分类器，扫描待检测图
像得到行人位置。目前常用的是将 HOG特征和 SVM分类器相结合的统计学习方法[2]。但存在的问
题是分类器的性能受训练样本的影响大。 
人类往往依赖于视觉注意机制从大量复杂的视觉信息中迅速识别目标[3]，因此，视觉注意机制
在目标检测与跟踪中越来越引起广泛重视，并且取得了实质性的进展和突破[4-7]。人类视觉注意的分
配因素分为自下而上的注意和自上而下的注意[8-9]。自下而上的数据驱动型的视觉注意，根据颜色、
亮度、方向等初级视觉特征，生成显著图；自上而下的任务驱动型的视觉注意，采用如脸、人体等
目标的语义特征作为引导得到目标显著区域。目前许多经典的注意模型都是基于自下而上的注意，
比如图论注意模型[10]、频域注意模型[11]等。其中，最为经典的 Itti视觉注意模型[12]提取颜色、亮度、
方向等初级特征，在多尺度的视觉空间中通过中央周边差分得到显著图。然而研究表明，自上而下
的任务驱动型注意起着主导作用[13]。直接将经典的视觉注意模型应用于行人检测时，可能由于场景
的初级视觉特征的干扰，使得行人区域被判别为非显著区域，引起漏检和误检。 
    本文在 Itti视觉注意模型基础上，引入行人肤色的语义特征，采用自下而上和自上而下相结合的
方式，建立静态视觉注意模型。另外，针对运动的行人，采用光流法检测运动矢量，并通过运动矢
量熵值[14]的方法计算运动显著性，在静态视觉注意模型基础上结合动态语义特征，建立时空域融合
的视觉注意模型。最后，通过实验得到这些特征线性组合的最佳权值，并在行人检测的实验中取得
了较好的效果。 
 
2 时空特征相结合的行人检测方法 
本文提出的时空特征相结合的行人检测方法如图 1 所示。该模型结合了空间域的静态显著图以
及时间域的动态显著图。静态特征包括 Itti模型中的颜色、亮度、方向等初级特征，以及行人肤色的
语义特征。动态语义特征采用光流法检测运动矢量，并通过运动矢量熵值[14]的方法计算运动显著性，
生成动态显著图。 
将静态显著图与动态显著图以一定的权值线性合并生成总显著图，总显著图中的显著区域即被
认为是行人区域。 
Video frames
Low-level 
features
Color Intensity Orientation Skin color Motion 
Semantic 
features
Itti 
saliency map
Stationary 
saliency map
Motion 
saliency map
Combined 
saliency map
People detection
 
图 1 时空特征相结合的行人检测结构图 
Fig.1 Spatio-temporal saliency model with people detection 
2.1 静态显著图 
2.1.1 初级特征描述 
   经典的 Itti视觉注意模型[12]是目前应用最为广泛的视觉注意模型之一，较好地模拟了人眼的视觉
注意。视觉注意模型以生成显著图表达显著性。根据显著性的程度，来进一步判定目标。提取图像
在多尺度下的颜色、亮度、方向等特征，通过计算特征高斯金字塔的中央层和周边层的差分，得到
不同特征的显著图，并通过归一化和线性合并得到图像的总显著图，公式为：                                     
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(1) 
式中 ( )⋅N 是归一化因子。显著图由灰度图表示，灰度值越大表示显著性越高。Itti视觉注意模型
的检测效果如图 2所示。 
  
(a) 原图                  (b) 显著图 
图 2 Itti视觉注意模型显著图 
     (a) Image                  (b) Saliency map 
Fig.2 Itti’s visual attention model  
2.1.2 语义特征-肤色 
在行人目标检测中，行人特征作为高级视觉特征，与颜色、亮度、方向等初级视觉特征相比有
着更加重要的主导地位。因此，本文在 Itti视觉注意模型基础上引入行人的肤色特征，将自下而上的
注意与自上而下的注意相结合，提高行人检测的准确率。 
一般来说，肤色的不同取决于色度信息而非亮度信息。YCbCr色彩格式的原理与人眼视觉感知
的过程相似，常被应用于肤色检测中[15]。在 YCbCr 色彩空间中，Y 表示亮度分量，Cb、Cr 表示色
度分量。不考虑亮度差异，不同肤色的色度分量 Cb和 Cr的分布近似呈二维高斯分布，基于这种性
质的高斯肤色模型是目前应用最为广泛的肤色模型之一[16]。对于一幅彩色图像，通过计算每一个像
素点与肤色模型的相似程度以得到肤色显著图。 
通过训练大量肤色样本，得到均值 m 和协方差矩阵 C ，建立肤色二维高斯模型。设定
( )= Tix Cb Cr 为肤色样本 i的值， n为肤色样本的总个数。均值和协方差矩阵计算如下： 
 
1
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=
= = ∑
n
i
i
m E X x
n
 (2) 
 
1
1( )( ) ( )( )
=
 = − − = − −  ∑
n
T T
i i
i
C E X m X m x m x m
n  
(3) 
采用肤色样本的均值m和协方差矩阵C 建立二维高斯肤色模型，计算像素点与肤色的相似度，
得到肤色显著图。公式为： 
 1exp 0.5( ) ( )− = − − − 
T
skinSM X m C X m  (4) 
本文的肤色样本来自 UCI机器学习数据库，采用数据库中 50859个肤色样本训练肤色高斯模型，
计算出肤色二维高斯模型的参数值如下： 
 [ ]101.9525 159.3565=m  (5) 
 80.8238 -40.9803
-40.9803 36.4285
 
=  
 
C  (6) 
以伪色彩图的形式来表示肤色的显著性，同时叠加到原图上，更好地观察其显著区域。肤色显
著图如图 3所示。 
  
(a) 原图                 (b) 肤色显著图 
图 3 肤色模型显著图 
    (a) Image                 (b) Skin saliency map 
Fig.3 Skin saliency map 
2.1.3 静态显著图生成 
本文的静态显著图由 ittiSM 和 skinSM 线性组合构成。 ittiSM 的权值为 1∂ ， skinSM 的权值为 2∂ ，表示
为下式： 
 1 2= ∂ + ∂stationary itti skinSM SM SM  (7) 
式中， 1 2 1∂ + ∂ = 。其中， 1∂ 、 2∂ 的值根据实验结果而定，其取值应使得实验取得最好的结果。 
2.2 动态显著图 
在视频序列中，动态语义特征的显著性远高于与静态特征显著性[17]。行人的运动信息是由运动
语义特征体现的。运动分为显著运动以及非显著（干扰）运动[18-19]，本文中显著运动即行人的运动，
而复杂环境中的干扰运动，比如晃动的树叶等是待滤除的运动信息。对于滤波后的运动矢量场，采
用基于时空域运动矢量熵值[14]的方法计算显著性，生成运动显著图。 
2.2.1 语义特征-运动信息 
运动信息可以通过光流计算得到[20]。通常，光流计算是全局均匀取点，计算量大并且针对目标
而言，缺少针对性[21]。因此，将帧差法与光流法相结合，初步提取运动目标后，再计算目标的光流
特征。 
运动语义特征的提取包括三个步骤[18]：帧差法提取具有运动信息的像素点、光流法计算运动矢
量场、滤波去除非显著的运动矢量。 
首先，对连续两帧图像 ( , , )F x y t 和 ( , , 1)+F x y t 计算帧差 ( , , )differenceF x y t ，公式如下： 
 ( , , 1) ( , , )= + −T F x y t F x y t  (8) 
 1,
( , , )
0,
>
= 

d
difference
T Tif
F x y t
otherwise
 (9) 
式中，帧差阈值 dT 取值 10。 
其次，在帧差法基础上采用基于梯度的 Lucas-Kanade光流法对具有运动信息的像素点进行光流
计算，由此得到相应的图像运动矢量场。光流是空间物体在观测成像面上像素运动的瞬时速度[22]，
计算相邻两帧在 t到 + ∆t t之间每个像素点的移动。Lucas-Kanade 光流法假设中心像素 p的 ×n n邻域
内像素运动一致，则邻域内每一点光流都近似相同， x、 y方向上的光流特征都满足光流基本约束
方程。令中心像素 p的速度矢量 ( , )=

P u v 。则： 
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式中， ( )x iI p 、 ( )y iI p 、 ( )t iI p 分别为 ip 像素点在 x、y、t方向上的梯度。将式表示为 [ ] =TA u v b，
则光流特征为： 
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v
 (11) 
在帧差法得到的运动区域中均匀取点计算光流场，本文中 5=n 。 
最后，滤除干扰运动矢量，定义阈值 LT ，对每个运动矢量 ,

i jP 的 x、 y分量分别滤波，公式如
下： 
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2.2.2 运动显著图生成 
在获得了图像的运动矢量场之后，本文采用基于时空域运动矢量熵值[14]的方法计算运动显著图。
分别采用运动强度因子 I 、空间一致性因子 sC 、时间相位一致性因子 tC 三个指标计算运动显著性。
其中，运动强度因子 I 表征运动的能量，定义为： 
 2 2
, ,
, 2 2( )
+
=
+
i j i j
i j
u v
I
max U V
 (14) 
式中, , ,( , )i j i ju v 表示运动矢量 ,

i jP 在 x、 y方向上的分量，分母部分为运动矢量场中矢量的最大
长度。 
空间一致性因子 sC 表示运动矢量的空间一致性，在区域窗口 ×w w中具有一致性的运动矢量属于
运动物体的可能性高。 ,

i jP 为 ×w w窗口中的运动矢量，其相位角为 ,θi j。 sC 定义为： 
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式中， , ( )
w
i jSH t 是空间相位 ,θi j的直方图， ( )sp t 是空间相位直方图的概率分布， n是直方图的柱
状条块个数。 
类似的，在长度为 L帧的滑动窗口内定义时间相位一致性因子 tC 如下：  
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式中, , ( )
L
i jTH t 是时间相位直方图, ( )tp t 是时间相位直方图的概率分布, n仍是直方图的柱状条块个
数。 
一般来说幅度越大的运动越能吸引人眼的注意，因此运动强度因子 I 与运动显著性的大小呈正
比。对于空间一致性因子 sC 来说，当某块区域运动矢量的相位一致性高即熵值小的时候，表明该运
动区域属于同一个运动物体的可能更高。另外， tC 表示连续几帧的运动矢量的熵值，熵值越大则运
动越显著。将三个指标以公式的形式组合，得到运动显著图 motionSM ： 
 (1 )= × × − ×motion t sSM I C I C  (19) 
得到运动显著结果如图 4所示。 
  
(a) 原图             (b) 动态显著图 
图 4 动态显著图 
      (a) Image             (b) Motion saliency map Fig.4 Motion saliency map 
2.3 总显著图 
时空域融合的视觉注意模型由静态显著图 stationarySM 以及动态显著图 motionSM 线性组合构成，表示
为式(21)。 stationarySM 的权值为 1β ， motionSM 的权值为 2β 。对于视频对象中的行人检测来说动态特征的
显著性占主导地位，应给予 motionSM 更高的权值。 
 1 2β β= +stationary motionSM SM SM  (20) 
式中， 1 2 1β β+ = 。 
3 实验结果与分析 
本文实验样本取自标准数据库以及实拍视频。静态图像样本来自 MIT 眼动数据库和 CAT2000
眼动数据库，这两个数据库采用眼动仪对十几位 18-35 岁的被测者的眼动结果进行采集，得到人眼
视觉显著图。视频测试样本来自 iLIDS database of AVSS 2007 conference标准库，以及实拍视频。 
首先，通过实验确定模型中的参数，并进行有效性验证；其次，与经典的 Itti 视觉注意模型进
行对比，实验证明本文提出的结合语义的视觉注意模型在行人检测中取得了更好的效果。 
3.1 模型参数的确定 
首先，确定静态显著图 stationarySM 中参数 1∂ 、 2∂ 的值。从MIT和 CAT2000眼动数据库中选择多
组图像分别计算其 Itti视觉注意显著图 ittiSM 、肤色显著图 skinSM ，得到不同 1∂ 、 2∂ 权值组合下的静
态显著图，分别与人眼视觉显著图进行比较。 
AUC(Area Under ROC Curve)指标可以用于评价本文计算出的显著图与人眼视觉显著图的吻合
度[19]。AUC是ROC曲线的曲线下面积，ROC(Receiver Operating Characteristic)是二维平面上的曲线，
横坐标是假正率(FPR)，纵坐标是真正率(TPR)。对计算得到的显著图，调整像素的阈值得到不同阈
值下的显著图，将这些显著图与人眼视觉显著图进行比较，可以得到不同的 TPR和 FPR点对，作出
ROC曲线如图 5所示。图 5中的虚线表示随机情况下的 ROC曲线，即随机情况下 AUC值为 0.5。
AUC值越大表示分类效果越好，即计算出的显著图与人眼视觉显著图的吻合度越高。 
 
图 5 ROC曲线图     图 6 静态显著模型参数实验结果 Fig.5 ROC curve          Fig.6 Experimental results of stationary model parameters
 
利用多组实验图像在不同 1∂ 、 2∂ 值下，计算 AUC值，其平均 AUC值曲线如图 6所示。其中，
横坐标为肤色显著图 skinSM 在 stationarySM 中的权值 2∂ ，纵坐标为 AUC 指标。由图 6 分析得出，当
2 0.75∂ = 时 stationarySM 最终的 AUC值最大，即 stationarySM 与人眼显著图最为吻合。由此，静态显著图可
以由下式计算得出： 
 0.25 0.75= +stationary itti skinSM SM SM  (21) 
可以看出，结合肤色语义特征的 skinSM 在静态显著图 stationarySM 中起着主导的作用。在人类的视觉
注意中，自上而下的任务驱动型注意起着主导作用[10]，实验结果符合心理学理论。 
为了验证本文提出的静态显著图的有效性，计算出不同视觉模型得到的显著图与人眼视觉显著
图之间的平均 AUC值如表 1所示。可以看出，Itti 模型下的显著图 AUC值大于 AUC随机值 0.5，
肤色特征下的显著图 AUC 值比 Itti 模型显著图提高了 6.45%，此外，静态显著图 AUC 值则提高了
9.22%。 
表 1 显著图与眼动结果的平均 AUC值 
Table 1 AUC value for saliency maps 
Saliency map Mean AUC 
Itti saliency map ittiSM  0.5547
 
Skin saliency map skinSM  0.6192
 
Stationary saliency map stationarySM  0.6469
 
 
通过不同视觉模型下的显著图与标准人眼显著图的比较实验，进一步地阐述本文提出的静态显
著图的准确性。图 7-图 9分别显示了不同场景下的原始图像及其人眼显著图、Itti显著图、肤色显著
图以及静态合并显著图实验结果。可以看出，由于场景中亮度、颜色、方向信息的干扰，Itti显著图
检测出的显著区域与人眼显著图可能有较大的不同，肤色显著图与人眼显著图的吻合度得到提高。
由此，加入肤色特征的静态显著图不仅包含了场景中的显著区域，而且包含了人体区域，可以很好
地模拟人眼的视觉注意效果。 
     
(a) 原始图像         (b) 眼动显著图         (c) Itti显著图         (d) 肤色显著图         (e)静态显著图 
图 7 场景一 
(a) Image            (b) Gaze maps        (c) Itti saliency map    (d) skin color saliency map (e)stationary saliency map 
Fig.7 Scene 1 
     
(a) 原始图像         (b) 眼动显著图         (c) Itti显著图          (d) 肤色显著图        (e)静态显著图 
图 8 场景二 
(a) Image            (b) Gaze maps        (c) Itti saliency map    (d) skin color saliency map (e)stationary saliency map 
Fig.6 Scene 2 
     
(a) 原始图像         (b) 眼动显著图         (c) Itti显著图          (d) 肤色显著图        (e)静态显著图 
图 9 场景三 
(a) Image            (b) Gaze maps        (c) Itti saliency map    (d) skin color saliency map (e)stationary saliency map 
Fig.9 Scene 3 
此外，动态语义特征的显著性远高于静态显著性[14]。对于检测监控视频中的行人目标，运动特征起到
了十分重要的作用。针对动态显著图 motionSM ，通过实验发现当 motionSM 的权值 2 0.7β = ，静态显著图 stationarySM
的权值 1 0.3β = 时，两者线性组合得到的总显著图在实验中取得了最好的效果。 
 0.3 0.7= +stationary motionSM SM SM  (22) 
通过分析总显著图，设定相应门限滤滤除总显著图中的显著性不高以及占总图像面积比例过小的区域，
得到最终的行人区域。 
3.2 行人检测实验 
行人检测实验在标准视频库以及实拍视频上进行有效性验证。本文选取三段典型的视频进行阐述。 
图 10为校园监控场景下的实拍视频。将行人进行编号以更清晰地分析实验结果。靠近花坛的 1号同
学为静止状态，2、3、4号为运动行人，其中 4号行人的运动速度明显快于其他两人。根据颜色、亮度、
方向等初级特征得出的 Itti 显著图检测出的行人区域包含了场景中的干扰区域，造成误检。结合肤色和运
动语义特征的显著图中排除了误检区域，较好地模拟出人眼的注意机制，即人体显著性较高，其中运动速
度快的行人显著性相对更高，行人检测取得了较为准确的效果。但是 1号静止同学的腿部由于显著性不高，
未被检测到。 
图 11 为微风天气下树叶晃动场景的实拍视频，由于中间的同学衣服颜色较深，与背景的差别不大，
Itti 显著图中到该同学未被检测到，并且左上角区域由于颜色、亮度、方向的特征较为明显，标注为显著
区域，造成了漏检和误检。结合肤色和运动语义特征的显著图完整地检测出了三名同学，并排除了误检的
区域。 
图 12中的视频序列取自 iLIDS database of AVSS 2007 conference标准库，为地铁站台监控视频。Itti
显著图未能检测到所有的行人，并且由于红色标志的干扰造成了误检。结合语义特征的显著图克服了 Itti
显著图中仅基于场景特征来检测的缺点，完整地检测出所有的行人，包括红色标志上方玻璃后面的行人。
但是当左侧两个行人靠得比较近时，行人区域合并为同一个。 
   (a)视频帧                       (b) Itti显著图                  (c) 行人检测结果 
   (a) video frame               (b) Itti saliency map                (c) People detection 
 
(d) 结合语义特征的显著图             (e) 行人检测结果 
(d) The proposed saliency map           (e) People detection 
图 10 视频序列 1  
Fig.10 Video sequence 1 
 
(a)视频帧                       (b) Itti显著图                  (c) 行人检测结果 
(a) video frame               (b) Itti saliency map                (c) People detection 
 
(d) 结合语义特征的显著图             (e) 行人检测结果 
(d) The proposed saliency map           (e) People detection 
图 11 视频序列 2  
Fig.11 Video sequence 2  
 
(a)视频帧                       (b) Itti显著图                  (c) 行人检测结果 
(a) video frame               (b) Itti saliency map                (c) People detection 
 
(d) 结合语义特征的显著图             (e) 行人检测结果 
(d) The proposed saliency map           (e) People detection 
图 12 视频序列 3  
Fig.12 Video sequence 3
4 结论 
本文提出了一种视觉注意机制下结合语义特征的行人检测方法。该方法在经典的 Itti 视觉注意模型
中颜色、亮度、方向等初级视觉特征的基础上，融合行人肤色的语义特征，将自下而上和自上而下的注
意相结合，完善静态视觉注意模型。另外，在空间域静态特征基础上，结合时间域的运动语义特征，弥
补行人检测中静态特征的缺陷。实验验证了语义特征在视觉注意中起着主导作用。本文改进的静态特征
显著图与眼动显著图的吻合度比 Itti 视觉注意显著图高出 9.22%，时空域融合的视觉注意模型能够较好
地检测出行人区域，具有较高的准确率。本文方法的缺陷在于当多个行人靠得比较近时，多个行人的区
域会融合为同一个。另外，存在人体区域检测不完整的情况。因此，如何能够检测到完整的行人区域，
以及提高在复杂场景下的行人检测鲁棒性，有待进一步的研究。 
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创新点说明： 
（1）提出了一种视觉注意机制下基于语义特征的的行人检测方法。在基于颜色、亮度、方向等初级视
觉特征的经典 Itti 视觉注意模型基础（自下而上的注意）上，结合行人肤色的语义特征（自上而下的注
意），建立空域静态视觉注意模型；并针对运动的行人，结合运动信息的语义特征，采用运动矢量熵值
计算运动显著性，建立时域动态视觉注意模型；线性组合静态与动态注意模型，获得时空域融合的视觉
注意模型，由此得到的显著图可以较好地反映行人区域。并通过实验得到特征的权值，使得行人检测效
果最佳。 
 
（2）与经典的 Itti模型相比，本文的基于语义特征的视觉注意模型可以更好地模拟人眼的视觉注意。本
文改进的静态特征显著图与眼动显著图的吻合度比 Itti 视觉注意显著图高出 9.22%，时空域融合的视觉
注意模型能够较好地检测出行人区域，具有较高的准确率。本文方法可以更有效地检测视频监控中的行
人目标。 
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