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Abstract
This paper shows four different methods to evaluate
multiple-output logic functions using decision diagrams:
SBDD, MTBDD, BDD for characteristic functions (CF),
and BDDs for ECFNs (Encoded Characteristic Function for
Non-zero outputs). Methods to compute average evalua-
tion time for each type of decision diagrams are presented.
By experimental analysis using benchmark functions, the
numberof nodes andaverage evaluationtimeare compared.
Evaluation using BDDs for ECFN outperforms those using
MTBDDs, BDDs for CF, and SBDDs with respect to the
size of BDDs and computation time. The sizes of BDDs
for ECFNs are smaller than ones of corresponding MTB-
DDs (Multi-Terminal BDDs), BDDs for CFs (Characteris-
tic Functions), and SBDDs (Shared BDDs).
1 Introduction
Various kindsof BDDsexist torepresentmultiple-output
logic functions. Among them, an MTBDD (multi-terminal
BDD), an SBDD (shared BDD), and a BDD representing
the characteristic function (BDD for CF) are popular. For a
BDD for CF or an MTBDD, the evaluation time is O
￿
n
￿
m
￿ , where n denotes the number of input variables, and m
denotes the number of output variables. For an SBDD, the
evaluation time is O
￿
n
￿ m
￿ . BDDs for CFs and MTBDDs
are suitable for high speed evaluation. Unfortunately, the
sizes of these BDDs tend to be too large. Thus, we have to
resort to SBDDs, which require longer evaluation time.
In [6], a new data structure, a BDD for ECFN (encoded
characteristic function for non-zero outputs) is introduced.
In thispaper, we show thatby usingBDDsforECFNs, logic
evaluation can be more than two times faster than by using
SBDDs. Also, the size of the memory is smaller than by us-
ing SBDDs. This method can be useful for logic simulation
[1, 3] and embedded system [2].
2 Function Evaluation using BDDs
Another method to represent a logic function is the
branching program. Fig. 2.1 shows a method to convert
a BDD into a branching program. For a given logic func-
tion, construct a binary decision diagram (BDD), as shown
in Fig. 2.1(a). Then, replace each non-terminal node by an
if then else statement. The result is a branching program, as
shown in Fig. 2.1(b). Then, by implementing this program
by a computer, we can evaluate the logic function.
The time to evaluate a logic function for a given input
is proportional to the number of non-terminal nodes that
appear in the path from the root node to the terminal nodes.
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(a) BDD.
v5: if(x1
￿
￿
￿ 0) goto v3;
else goto v4;
v4: if(x2
￿
￿
￿ 0) goto v3;
else goto v1;
v3: if(x3
￿
￿
￿ 0) goto v2;
else goto v1;
v2: if(x4
￿
￿
￿ 0) goto v0;
else goto v1;
v1: return(1);
v0: return(0);
(b) Branching program generated
from BDD.
Figure 2.1: BDD and branching program.
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Figure 2.2: Function evaluation using BDD.
Example 2.1 Consider the BDD in Fig. 2.1. When
￿
x1
￿ x2
￿ x3
￿ x4
￿
￿
￿
￿
1
￿ 0
￿ 1
￿ 1
￿ is applied, f0
￿
1
￿ 0
￿ 1
￿ 1
￿
￿
￿ 1 is
evaluated, as shown in Fig. 2.2. Note that this involves a
traverse across three edges. This ﬁgure also shows that the
minimum pathlengthistwo, whilethemaximumpathlength
is four. (End of Example)
As shown in the above example, the evaluation time
depends on the input values. To estimate the evaluation
time of different DDs, we introduce a metric average path
length, which measures the average evaluationtimeover all
possible combinations. We measure the average evaluation
time by theaverage path length inthe BDD.We assume that
each variable occurs as a 0 with the same probability as a 1.
That is, at any node, a 0-edge is as likely to be traversed as
a 1-edge.
Deﬁnition 2.1 The node traversing probability, denoted
by P
￿
vi
￿ , is the probability of traversing the node vi when
a BDD is traversed from the root node to a terminal
node. The edge traversing probability, denoted by P
￿
ei0
￿
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Figure 2.3: Average path length of BDD.
(P
￿
ei1
￿ ) is the probability of traversing the 0 edge (the 1
edge) from the node vi.
Since, the probabilities that 0 and 1 occur are assumed
to be equal and 1
( 2, P
￿
ei0
￿
)
￿ P
￿
ei1
￿
)
￿ P
￿
vi
￿
*
( 2.
Lemma 2.1 The node traversing probability is equal to the
sum of the edge traversing probabilities of the incoming
edges.
Theorem 2.1 The average path length is equal to the sum
of the node traversing probabilities of the non-terminal
nodes.
Example 2.2 Let us calculate the average path length of
the BDD in Fig. 2.3. P
￿
v5
￿
+
￿ 1, and we have P
￿
e50
￿
+
￿
P
￿
e51
￿
,
￿ 1
( 2. P
￿
v4
￿
,
￿ 1
( 2. P
￿
e40
￿
,
￿ P
￿
e41
￿
-
￿ 1
( 4.
P
￿
v3
￿
-
￿ P
￿
e50
￿
)
￿ P
￿
e40
￿
.
￿ 1
( 2
￿ 1
( 4
￿ 3
( 4. P
￿
e30
￿
.
￿
P
￿
e31
￿
.
￿ 3
( 8. P
￿
v2
￿
/
￿ 3
( 8. P
￿
e20
￿
.
￿ P
￿
e21
￿
-
￿ 3
( 16.
Thus, the average path length of the BDD is given by
P
￿
v5
￿
)
￿ P
￿
v4
￿
)
￿ P
￿
v3
￿
)
￿ P
￿
v2
￿
0
￿ 1
￿ 1
( 2
￿ 3
( 4
￿ 3
( 8
￿
42
( 16
￿ 2
1625. (End of Example)
3 BDDs for Multiple-Output Functions
In this part, we introduce MTBDDs, SBDDs, and BDDs
for CFs to represent multiple-output logic functions.
3.1 Evaluation using MTBDDs
Fig. 3.1 shows an example of an MTBDD representing
a 4-variable 4-output logic function. Since each terminal
node stores all output values, the output values are obtained
by just traversing the MTBDD from the root node to a ter-
minal node.
When the outputs are stored in 32-bit words, up to 32
output values of a terminal node can be evaluated by a sin-
gle memory access, and up to 64 output values can be eval-
uated within two memory accesses. In general, the evalua-
tion time is O
￿
n
￿ m
( 32
￿
2
￿ O
￿
n
￿ m
￿ .
Similar to the case of BDDs, the average evaluation time
is equal to the average path length. Since many outputs are
evaluated by one traversal of the MTBDD, the evaluation
is fast. Unfortunately, the number of terminal nodes can be
up to 2m, and the number of nodes will be too large to be
stored in a memory for many practical applications.
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Figure 3.1: Average path length of the MTBDD.
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Figure 3.2: Example of SBDD.
3.2 Evaluation using SBDDs
An SBDDis obtained from the set of BDDs representing
multiple-output functions, by sharing nodes among BDDs
to reduce the number of nodes. For an n-variable m-output
function, m BDDs are shared. Toevaluate a multiple-output
function for each output, traverse the edges from the root
node to a constant node according to the values of the input
variables. Thus, the evaluation time is O
￿
n
￿ m
￿ .
Fig. 3.2 is the SBDD corresponding to the MTBDD in
Fig. 3.1. To evaluate all the output values, we have to tra-
verse all the BDDs for f0, f1, f2, and f3 from the root node
to the constant nodes, sequentially. The average path length
of an SBDDis thesum of theaverage path lengths of the in-
dividual BDDs in Fig. 3.3, instead of the SBDD in Fig. 3.2.
Example 3.1 The average path length of the SBDD shown
in Fig. 3.2 is 21
8
￿ 3
2
￿ 9
4
￿ 9
4
￿ 69
8
￿ 8
1 625. The BDD in
Fig. 3.4 represents the multiple-output function by using
auxiliary variables z1 and z0. In this case, the average eval-
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Figure 3.3: Average evaluation time of SBDD.
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Figure 3.4: BDD for multiple-output function using auxil-
iary variables.
Table 3.1: Derivation of CFfrom the truth table of multiple-
output function.
(a)
x1 x2 f0 f1
0 0 0 0
0 1 0 1
1 0 0 1
1 1 1 1
f0
￿ x1x2
f1
￿ x1
3 x2
(b)
x1 x2 f0 f1 CF x1 x2 f0 f1 CF
0 0 0 0 1 1 0 0 0 0
0 0 0 1 0 1 0 0 1 1
0 0 1 0 0 1 0 1 0 0
0 0 1 1 0 1 0 1 1 0
0 1 0 0 0 1 1 0 0 0
0 1 0 1 1 1 1 0 1 0
0 1 1 0 0 1 1 1 0 0
0 1 1 1 0 1 1 1 1 1
uation time is 8.625+6=14.625. (End of Example)
3.3 Evaluation using BDDs for CFs
For fast evaluation of multiple-output functions, charac-
teristic functions (CFs) are useful [1, 3, 7]. The CF for an
n-variable m-output logic function is an
￿
n
￿ m
￿ -variable 1-
output logic function, where CF =1 if and only if the com-
binations of the inputs and the outputs are valid.
Example 3.2 Table 3.1(a) shows the truth table of the two-
output function f0
￿ x1x2, f1
￿ x1
3 x2. Table 3.1(b) is the
truth table for the corresponding CF. For example, since
the combination
￿
x1
￿ x2
￿ f0
￿ f1
￿
.
￿
￿
0
￿ 0
￿ 0
￿ 0
￿ exists in Ta-
ble 3.1(a), the value of CF in (b) the corresponding row
is 1. Since the combination
￿
x1
￿ x2
￿ f0
￿ f1
￿
)
￿
￿
0
￿ 0
￿ 0
￿ 1
￿ does
not exist in Table 3.1(a), the value of CF in (b) the corre-
sponding row is 0. (End of Example)
For an n-variable m-output function, the number of rows in
the truth table for CF is 2n
; m. Among them, 2n rows have
1’s and the remaining rows have 0’s.
By using the BDD for CF, we can evaluate a multiple-
output logic function quickly. Consider the multiple-output
function from Figs. 3.1 and 3.2. The BDD for CF for the
multiple-output function is shown in Fig. 3.5. Note that the
non-terminal nodes having indices f0, f1, f2, and f3 corre-
spond to auxiliary variables. In a BDD for CF, the auxiliary
variable fi can appear only after all the input variables that
depend on fi appear. Also, either the 0-edge or the 1-edge
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f0 0 f
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Figure 3.5: Evaluation of function using BDD for CF.
of each auxiliary variables is connected to the constant 0
node. The next example shows a method to evaluate a logic
function by using a BDD for CF.
Example 3.3 (Function evaluation using BDD for CF)
Using the BDD for CF in Fig. 3.5, obtain the output values
for the input
￿
x1
￿ x2
￿ x3
￿ x4
￿
)
￿
￿
1
￿ 0
￿ 0
￿ 1
￿ .
The index of the root node v16 is x1. Since the value of
x1 is 1, proceed to the 1-edge to node v15, whose index is
x2. Since the value of x2 is 0, proceed to the 0-edge to reach
the node v13, which corresponds to auxiliary variable f1.
When we arrive at an auxiliary variable, we have to pro-
ceed along either the 0-edge or the 1-edge. If we proceed
along the 0-edge and arrive at the terminal node 0, then
the output value is non-zero, that is, the output is 1. In this
case, backtrack and proceed along the 1-edge. On the other
hand, if we proceed along the 1-edge and arrive at the ter-
minal node 0, then the output value is non-1, that is, the
output is 0. In this case, we have to backtrack and proceed
along the 0-edge.
In this example, we proceed along the 1-edge ﬁrst and
arrived at the terminal node 0. So we have to backtrack
to the 0-edge, because we obtained the value f1
￿ 0. If
we proceed along the 0-edge ﬁrst, we will not arrive at the
terminal node 0, and we obtain the value f1
￿ 0. In this
case, we can reduce the search time for the backtrack. In
this example, when we arrive at an auxiliary variable, we
ﬁrst proceed along the 1-edge. Similarly, we search the re-
maining parts, and by traversing 10 edges, we can deter-
mine that the output values are
￿
f0
￿ f1
￿ f2
￿ f3
￿
￿
￿
￿
1
￿ 0
￿ 0
￿ 1
￿ .
(End of Example)
If the probabilities of taking values 0 and 1 are the same
for all fi, then the evaluation time does not depend on the
order of traversal. As shown in Example 3.3, the average
evaluation time using a BDD for CF is obtained from the
average path length of the BDD. However, when we arrive
at a node vi that corresponds to an auxiliary variable, we
have to modify the algorithm as follows: At the node vi
that corresponds to an auxiliary variable, either the 0-edge
or the 1-edge is connected to the terminal node 0. Let the
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Figure 3.6: Average path length in BDD for CF.
probability taking values 0 and 1 be the same for fi. Then,
the probability of traversing the edge that is connected to
the constant 0 is one half of the probability P
￿
vi
￿ . Also, the
other edge is alwaystraversed. Thus, the sum of thepassing
probability for both edges is 1
1 5
￿ P
￿
vi
￿ .
Example 3.4 Fig. 3.6 shows the method to obtain the aver-
age evaluation time of the BDD for CF shown in Fig. 3.5. It
is calculated as 1
￿ 1
2
￿
￿ 3
4
￿ 3
8
￿
￿
￿
￿ 1
4
￿ 1
8
￿
’
￿ 3
4
￿
￿ 3
8
￿ 3
16
￿
’
￿
￿ 3
8
￿ 3
16
￿
￿
￿
￿ 1
4
￿ 1
8
￿
’
￿ 3
8
￿ 3
8
￿
￿ 3
16
￿ 3
32
￿
￿
￿
￿ 10
16
￿ 10
32
￿
’
￿
￿ 3
16
￿
3
32
￿
<
￿
￿ 3
16
￿ 3
32
￿
<
￿
￿ 13
16
￿ 13
32
￿
)
￿ 288
32
￿ 9
10. (End of Example)
In this way, BDDs for CFs evaluate a logic function in
O
￿
n
￿ m
￿ time, which is faster than the corresponding SB-
DDs. However, whenthevalueof n
￿ mis large, thenumber
of nodes is excessive, and we cannot construct the BDD for
CF.
4 Function Evaluation using BDDs for ECFNs
A new method to represent multiple-output functions,
using a BDD for ECFN (encoded characteristic function for
non-zero outputs) [6], is faster and requires smaller amount
of memory than SBDDs. This section shows the properties
of the BDD for ECFN.
4.1 ECFN and Output Encoding Problem
An ECFN represents the mapping: F : Bn
= Bu
> B,
where u
￿
@
? log2m
A . F
￿
C
B
￿
E
D
￿
+
￿ 1 iff f
v
F
D
H
G
￿
C
B
￿
+
￿ 1, where
v
￿
D
￿ is an integer represented by the binary vector
D .
Example 4.1 The ECFN for the four-output function
shown in Fig. 3.1 is F
￿ ¯ z1¯ z0f0
3 ¯ z1z0f1
3 z1¯ z0f2
3 z1z0 f3.
(End of Example)
ECFNs can be used in FPGA design, logic emulation, em-
bedded system, etc [5]. A BDD for ECFN is considered as
a generalization of an SBDD.
Deﬁnition 4.1 z0
￿ ¯ z and z1
￿ z.
Deﬁnition 4.2 Foran m-outputfunction fi
￿
i
￿ 0
￿ 1
￿
1
E
1
C
1
￿ m
I
1
￿ , the ECFN is F
￿
m
J 1
K
i
L 0
z
bu
M 1
u
J 1 z
bu
M 2
u
J 2
￿
6
￿
E
￿ z
b0
0 fi
￿ where
D
￿
Table 4.1: Encoding Methods for Four-output Function.
z1 z0 Encoding 1 Encoding 2 Encoding 3
0 0 f0 f0 f0
0 1 f1 f1 f3
1 0 f2 f3 f2
1 1 f3 f2 f1
0 1 0 1
Auxiliary
variables
Input
variables
Auxiliary variables
and input variables
SBDD BDD for ECFN +
Figure 4.1: SBDD
; and BDD for ECFN.
￿
bu
J 1
￿ bu
J 2
￿
1
6
1
E
1
￿ b0
￿ is a binary representation of the integer
i, and u
￿
N
? log2m
A .
z0, z1,
1
E
1
E
1 , zu
J 1 are auxiliary variables. In the above deﬁ-
nition, the integer i is represented by a binary vector
D us-
ing the natural encoding. However, different encodings can
simplify the representation.
Example 4.2 Consider the four-output function F
￿
￿
f0
￿ f1
￿ f2
￿ f3
￿ , where f0
￿ 0, f1
￿ x1, f2
￿ x2, and f3
￿ x1
3
x2. The ECFN F1 generated by Encoding 1 in Table 4.1 is
F1
￿ ¯ z1¯ z0 f0
3 ¯ z1z0 f1
3 z1¯ z0f2
3 z1z0f3. In this case, we have
F1
￿ ¯ z1¯ z00
3 ¯ z1z0x1
3 z1¯ z0x2
3 z1z0
￿
x1
3 x2
￿
￿
￿ z0x1
3 z1x2.
The ECFN F2 generated by Encoding2 in Table 4.1 is
F2
￿ ¯ z1¯ z0 f0
3 ¯ z1z0 f1
3 z1¯ z0 f3
3 z1z0 f2. In this case, we
have F2
￿ ¯ z1¯ z00
3 ¯ z1z0x1
3 z1¯ z0
￿
x1
3 x2
￿
3 z1z0x2
￿ ¯ z1z0x1
3
z1¯ z0x1
3 z1x2.
This example shows that encodings inﬂuence the size of
the representation. (End of Example)
4.2 Optimization of BDDs for ECFNs
The BDD shown in Fig. 3.4 can be considered as a spe-
cial case of a BDD for ECFN. From now on, such a BDD
will besimplydenoted by anSBDD
; . Asshown inFig.4.1,
in an SBDD
; , the auxiliary variables appear above the in-
put variables. However, in a general BDD for ECFN, the
auxiliary variables and the input variables can be mixed to-
gether. By optimizing the ordering of the input and the aux-
iliary variables, the BDD can be minimized.
Deﬁnition 4.3 The number of nodes in the BDD (includ-
ing both non-terminal and terminal nodes) is denoted by
nodes(BDD).
Theorem 4.1 nodes
￿
BDD for ECFN
￿
￿
O nodes
￿
SBDD
;
￿
40 1
x1
x2
z1
x3
z0
x4
Auxiliary
variables
Figure 4.2: BDD for
ECFN considering vari-
able ordering.
0 1 0 1
x1
2
1
0 0 z
z
z
x
x1
2
1
0
z
z
x
Encoding 1 Encoding 2
Figure 4.3: Optimization of
the output encoding.
Example 4.3 Let the BDD in Fig. 3.4 be a BDD for ECFN.
When we optimize the ordering of the variables, the BDD
for ECFN shown in Fig. 4.2 is obtained. (End of Example)
In thisway, BDDsfor ECFNscan bemade smallerthan cor-
responding SBDD
; s. By optimizing boththeoutput encod-
ing and the variable ordering, we can obtain the BDD for
ECFN having fewer nodes than the corresponding SBDD
; .
Example 4.4 Fig. 4.3shows theBDDs for ECFNs that rep-
resent F1 and F2 in Example 4.2. Note that the numbers of
nodes are 6 and 7, respectively. They use Encodings 1 and
2 in Table 4.1. This example shows that output encodings
inﬂuence the size of the BDDs. (End of Example)
4.3 Fast Evaluation using BDDs for ECFNs
By using the BDD for ECFN in Fig. 4.2, we can save
memory and evaluate functions faster than the correspond-
ing SBDD
; . For example, when we apply the input
￿
x1
￿ x2
￿ x3
￿ x4
￿
P
￿
￿
1
￿ 1
￿ 0
￿ 0
￿ to the BDD in Fig. 4.2, we can
see that all the outputs f0, f1, f2, and f3 are 1. On the other
hand, if we use the SBDD
; in Fig. 3.4, we need to traverse
the BDD four times. This shows that a BDD for ECFN of-
ten evaluates several outputs at one traversal.
Example 4.5 Consider the BDD for ECFN shown in
Fig. 4.4. Note that not all the auxiliary variables appear
in a path from the root to a terminal node.
Consider applying the input
￿
x1
￿ x2
￿ x3
￿
￿
￿
￿
1
￿ 1
￿ 1
￿ to the
BDD for ECFN shown in Fig. 4.4. By traversing ﬁve paths
0
Q 4, we can evaluate eight outputs
￿
0
￿ 1
￿ 1
￿ 1
￿ 0
￿ 1
￿ 0
￿ 1
￿ .
In fact, in the path 0, f0 is evaluated; in the path 1, f1 is
evaluated; in the path 2, f2 and f3 are evaluated; in the
path 3, f4 and f6 are evaluated; in the path 4, f5 and f7 are
evaluated. (End of Example)
From here, we will show a fast method to evaluate a BDD
for ECFN. During BDD traversal, when we encounter an
auxiliary variable, by searching both subtrees for 0-edge
and 1-edge, we can evaluate all the outputs efﬁciently.
0 1
x1
2
1
0
z
z
x
2 z
0 z
3 x
Path 0
Path 1
Path 2
Path 3
Path 4
Figure 4.4: Method to traverse BDD.
In order to evaluate all the outputs for an input, we need
an efﬁcient algorithm to traverse the BDD. The follow-
ing algorithm produces the values of multiple-output logic
functions in a compact form. Note that the algorithm is
more complicated than that of BDD for CF.
Algorithm 4.1 (Evaluation of Multiple-Output Function
using a BDD for ECFN)
eval
￿
￿
E
R
u
￿
S
? log2m
A ;
eval
￿
root
￿ u
￿ ;
expand the parenthesis of the output list;
T
evalp
￿
p
￿ lastIndex
￿
E
R
if
￿
p
￿
,
￿ non-terminal node
￿
E
R
if
￿
p
￿
,
￿ node for an input variable
￿
U
R
if
￿
x
V p
> index
W
￿
￿
,
￿ 0
￿
evalp
￿
p
> 0edge
￿ lastIndex
￿ ;
else
evalp
￿
p
> 1edge
￿ lastIndex
￿ ;
T
else if
￿
p
￿
,
￿ node for an auxiliary variable
￿
+
R
currentIndex
X index of the current node;
printf
￿
2lastIndex
J currentIndex
J 1
￿ ;
printf
￿
”
￿
”
￿ ;
evalp
￿
p
> 0edge
￿ currentIndex
￿ ;
evalp
￿
p
> 1edge
￿ currentIndex
￿ ;
printf
￿
”
￿ ”
￿ ;
T
else
R /* terminal node */
printf
￿
2currentIndex
￿ ;
printf
￿
”
￿
”
￿ ;
printf (the value of current terminal node);
printf
￿
”
￿ ”
￿ ;
return
￿
￿ :
T
T
T
The average evaluation time is equal to the average path
length, which can be obtained similarly to the case of
BDDs. Change the values of
￿
z2
￿ z1
￿ z0
￿ to
￿
0
￿ 0
￿ 0
￿ ,
￿
0
￿ 0
￿ 1
￿ ,
￿
0
￿ 1
￿ 0
￿ ,
1
6
1
E
1, and
￿
1
￿ 1
￿ 1
￿ , and obtain the sum of the lengths
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Figure 4.5: Average path length of BDD for ECFN.
of paths from the auxiliary variables to the terminal nodes.
Example 4.6 Figs. 4.5(a)–(e) illustrate a method to ob-
tain the average evaluation time of the BDD for ECFN
in Fig. 4.2. The average evaluation time is calculated as
1
￿ 1
2
￿ 6
4
￿ 3
4
￿ 18
8
￿ 9
8
￿ 57
8
￿ 7
112. (End of Example)
5 Experimental Results
For selected MCNC benchmark functions, we con-
structed MTBDDs, BDDs for CFs, and SBDD
; s. Table 5.1
compares the average number of nodes and evaluation time
of decision diagrams. To construct BDDs for ECFNs, we
used the encoding method in [5]. In the table, Name de-
notes the function name, In denotes the number of inputs,
Out denotes the number of outputs, Node denotes the num-
ber of nodes, and Eva denotes the average evaluation time.
In the columns BDD for ECFN, Mindenotes the case where
the auxiliary variables and the input variable are mixed to
reduce the BDDs.
6 Summary
In this paper, we presented four differentmethods to rep-
resent multiple-output functions by using BDDs. We com-
pared the sizes and average evaluation time of the BDDs.
We experimentally showed that BDDs for ECFNs require
fewer nodes and require relatively short time to evaluate
logic functions. A future research area includes efﬁcient
method to ﬁnd good encodings for ECFNs.
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Table 5.1: Average number of nodes and evaluation time of
decision diagrams.
Name In Out MTBDD BDD for SBDD
Y BDD for
CF ECFN
Nod Eva Nod Eva Nod Eva Nod Eva
apex1 45 45 942 8.8 3594 76.3 1324 269.8 1087 31.8
apex3 54 50 537 6.6 2449 81.6 986 286.6 708 28.2
duke2 22 29 662 6.4 997 49.9 366 150.3 346 22.5
e64 65 65 131 2.0 260 99.5 194 256.0 194 256.0
exep 30 63 1170 7.8 3030 102.3 675 255.7 660 38.0
k2 45 45 929 8.8 3594 76.3 1321 269.8 1167 29.1
mainpla 27 54 632 4.2 3114 85.2 1857 277.5 1018 49.2
mark1 20 31 4138 6.4 745 52.9 119 115.7 117 109.2
misex2 25 18 118 4.9 184 31.9 100 75.6 98 18.9
opa 17 69 241 4.4 1778 107.9 428 322.2 364 37.8
pdc 16 40 19178 10.2 5852 70.2 596 215.4 590 181.1
rckl 32 7 65 2.0 135 12.5 198 100.6 67 4.8
seq 41 35 378 3.3 1197 55.8 1284 168.0 493 28.2
shift 19 16 196095 15.5 3746 39.5 78 86.0 62 55.0
spla 16 46 11100 9.7 7522 78.1 628 226.6 604 99.9
t2 17 16 304 7.5 484 31.7 145 72.9 140 44.9
table5 17 15 436 8.0 677 30.5 685 114.1 476 10.6
ts10 22 16 589837 5.5 589826 31.5 163 88.0 83 14.5
vg2 25 8 420 11.8 471 23.8 90 48.9 82 45.7
x1dn 27 6 214 9.8 245 21.2 139 41.0 139 41.0
x6dn 39 5 195 4.1 225 11.6 235 41.2 193 13.4
x9dn 27 7 292 9.8 237 20.3 139 50.4 139 50.4
xparc 41 73 3844 3.6 4773 113.1 1947 304.8 1232 21.8
Ratio 271.3 0.072 162.5 0.36 1.0 1.0 0.81 0.41
Nod: Number of terminal and non-terminal nodes
Min: When the auxiliary variables can be any place
Eva: Average evaluation time
Ratio: Average of ratios when the value for SBDD is 1.0
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