MAX MASON.
In an article published in these Transactions f the author has proved the existence of normal functions for the differential equation by a method which sets in evidence the properties of the normal functions as solutions of minimum problems. It was shown that this point of view is useful in deriving oscillation theorems, i. e., in investigating the zeros of the functions.
It is the object of this paper to show that the minimal properties of the normal functions may be used to prove in a simple manner the possibility of expanding a function in terms of normal functions. \ The coefficientsp, A, B are supposed to be continuous in the interval (a, b). In addition the following assumptions are made, the determinants afbk -akbi of the coefficients of the equations (2) being denoted by dik : * Presented to the Society September 3 and December 28, 1906, in less general form. Received for publication June 27, 1907 . tVol. 7 (1906 , p. 337.
X Recent articles of special importance on this subject are those of Hilbert, Grundzüge einer allgemeinen Theorie der linearen Integralgleichungen, Nachrichten der K. Gesellschaft der Wissenschaften zu Göttingen, 1904 , 1905 , 1906 , and Kneser, Mathematische Ann alen, vol. 63 (1907 , p. 477. These articles are based on the theory of integral equations, as developed by Hilbert and Schmidt. Kneser removes the restrictions imposed by Hilbert, that the function be continuous with its first and second derivatives, and satisfy the same boundary conditions as the normal functions.
In all work on this subject the boundary conditions for the normal functions are special cases of equations (2), above, except in the important case of singularities of the differential equation.
The function A is supposed positive in all previous work, except in the fifth memoir of Hilbert's series, in which, by considering a new class of integral equations, the restriction is removed. This restriction will not be made in the present article. This minimum value of J is±\ . On the basis of these properties the following theorem will be proved :
A function f(x) which satisfies the boundary conditions (2), is continuous within (a, b), and has a derivative which is continuous except at a finite number of points, may be expanded in a uniformly and absolutely converging series of the form Similarly, JAy^Vie)'=\j BAy^dx^O.
Since the left member of equation (4) It may be proved for the case here considered as follows : Let m be a function having a and ß for consecutive zeros in an interval where A > 0, and satisfying (1) for ¿ = A inside (a, ß ). The existence of such a function is assured by the theorem stated in the introduction.
From the differential equations for u and y¡ it follows that [ j,XP]£ = (X, -A )£pAuyidx.
Determine the sign of « to be positive in (a, ß ). Then «'(ß) < 0, «'(a) > 0, since u cannot vanish together with its derivative. Now A > 0 in (a, ß_), and therefore it follows from the above equation that j/¡ must change sign in ( a, ß ) if /^ > A. is convergent, it follows that the series ci2/i+c22/2 + c3% + ---converges uniformly and absolutely.
The convergence of the series of terms with negative subscripts is proved in the same way. § 3. The series represents the function.
Since the series converges uniformly, the difference /-.Z «iyi = g is a continuous function.
On multiplying this equation by PAyi and integrar ting from a to 6, the equation (5) £ PAyi9dx = 0 results, whatever be i. This equation is sufficient to insure that g is identically zero. It will be shown that on assumption of the contrary a function y may be formed, which has a continuous derivative and satisfies the boundary conditions (2) and the equations
f PAy2dx=±l.
•/a Suppose such a function exists. The value of the expression J= £p(y'2 + By2)dx-[yy'Pya is less than XB and -X_n if n he taken sufficiently large, since these values increase without limit with n. Now y satisfies all the conditions of the minimum problem of which either yn or else y_n is the solution, according as (7) holds with upper or lower sign. But it gives to J a value less than the smallest value X or -X consistent with the conditions. Such a function y can therefore not exist.
It remains to show that if the difference g is not identically zero, a function y satisfying the boundary conditions (2) and the equations (6) and (7) can be formed.
Let X be a value which is not a normal parameter value. The required function y may, therefore, be formed in any case, unless g is identically zero. It follows that the series represents the function.
At a later time I hope to extend this method to more general cases.
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