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Models of spontaneous baryogenesis have an interaction term ∂µθj
µ
B in the Lagrangian, where j
µ
B
is the baryonic current and θ can be a pseudo-Nambu-Goldstone boson. Since the time component
of this term, θ˙j0B , equals θ˙nB for a spatially homogeneous current, it is usually argued that this term
implies a splitting in the energy of baryons and antibaryons thereby providing an effective chemical
potential for baryon number. In thermal equilibrium, one then obtains nB ∼ θ˙T
2. We however
argue that a term of this form in the Lagrangian does not contribute to the single particle energies
of baryons and antibaryons. We show this for both fermionic and scalar baryons. But, similar to
some recent work, we find that despite the above result the baryon number density obtained from
a Boltzmann equation analysis can be proportional to θ˙T 2. Our arguments are very different from
that in the standard literature on spontaneous baryogenesis.
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2I. INTRODUCTION
Observations indicate that our Universe possesses a baryon asymmetry. The conventional approach to baryogenesis
in cosmology is based on the three well known (and necessary) Sakharov’s conditions [1]: (i) violation of baryon
number (ii) violation of C- and CP-symmetries and (iii) being out of thermal equilibrium. However, there exist some
interesting scenarios wherein one or more of these conditions are not satisfied. The spontaneous baryogenesis scenario
is one such novel scenario in which the CP-symmetry is not violated and the baryon asymmetry is generated in
thermal equilibrium.
Models of spontaneous baryogenesis [2, 3] have an interaction of the form ∂µθj
µ in the Lagrangian density, where
jµ is related to the baryonic current and θ may be a pseudo-Nambu-Goldstone boson. Now,
∫
d3xj0 = Q, where Q
is the charge associated with jµ, and ignoring spatial variations in j0, j0 = Q/V = n, where n is the net number
density of the quanta associated with scalars or fermions φ or ψ. The coefficient of n, i.e. θ˙, has been interpreted to be
equivalent to an energy splitting in particle and antiparticle energies and thus an effective chemical potential for φ or
ψ, provided the rate of change of θ˙ is sufficiently slow. This can then give rise to a particle-antiparticle asymmetry in
thermal equilibrium. This interpretation has been invoked in spontaneous baryogenesis, including at the electroweak
phase transition, and in flat direction baryogenesis, radion baryogenesis, quintessential baryogenesis, etc.
In this article we question the arguments underlying the above interpretation. We argue that a θ˙n term in the
Lagrangian density does not necessarily imply a split in the energies of particles and antiparticles and hence does not
automatically lead to an interpretation of θ˙ being an effective chemical potential. We also argue that dispersion rela-
tions k0(k) do not necessarily give particle and antiparticle energies. For the latter one must obtain the Hamiltonian
and take its expectation value in single particle and antiparticle states. The energies one obtains do not always agree
with the expressions for k0. In particular, while k0 may contain θ˙ the single particle and antiparticle energies may
not.
For the models under discussion we include a baryon number violating interaction and further study the Boltzmann
equation, similar to the approach of Ref. [4]. For scenarios with a θ˙j0 term in the Lagrangian density, the dispersion
relations are modified, but, interestingly, even for cases where single particle and antiparticle energies are the same
one does get a net baryon asymmetry due to the modified dispersion relations. Depending on the baryon number
violating term, one gets different expressions for the asymmetry. This mechanism of generation of asymmetry from a
θ˙j0 term is very different from that originally proposed in spontaneous baryogenesis and similar scenarios.
Spontaneous baryogenesis models [2, 3] also consider the generation of baryon asymmetry in the oscillating phase
of the θ field. This has been further commented upon in Refs. [5, 6] and we do not consider this here.
The outline of our article is as follows. In Sections II and III we discuss the case of a fermion current coupled to
the derivative of a field θ. We obtain the dispersion relation and the single particle and antiparticle energies. We
then perform an analysis using the Boltzmann equation. In Sec. IV we consider the case of a scalar field with an
interaction similar to that in Sec. II, i.e., a coupling of the scalar field current with ∂µθ. In Sec. V we consider the
case of a scalar field with a self interaction of the form g2n, where g2 is a constant. In both cases, as in the fermionic
case, we obtain the dispersion relations and single particle and antiparticle energies and then perform an analysis
using the Boltzmann equation. Finally, we summarize our conclusions in Sec. VI.
II. FERMIONS AND ∂µθj
µ
ψ
Let us first consider fermions ψ coupled to a field θ as
L = iψ¯γµ∂µψ −mψ¯ψ + 1
2
v2∂µθ∂
µθ − ∂µθjµψ − V (θ, ψ) (1)
Here θ may be a pseudo-Nambu-Goldstone boson associated with the spontaneous breaking of some symmetry at a
scale v, and the fermionic current is jµψ = ψ¯γ
µψ. In the literature, it has been argued that the time component of
the interaction term ∂µθj
µ
ψ in the Lagrangian density is θ˙(nψ − nψ¯), if spatial variations in j0 can be ignored, and
so θ˙ acts like an effective chemical potential for ψ, in that it gives contributions with different signs to the single
particle energies of particles and antiparticles which would enter in a Fermi-Dirac distribution. This would lead to a
net asymmetry in ψ if the interactions of ψ that change ψ number are in thermal equilibrium. Let us investigate this
proposition.
In standard free fermion field theory one writes down a Lagrangian density for a free field ψ. One can then expand
ψ(x, t) =
∫
d3k
[
bs(k)us(k)f(t) exp(+ik.x) + d
†
s(k)vs(k)g(t) exp(−ik.x)
]
. (2)
3One then substitutes this in the Euler-Lagrange equation, i.e., the Dirac equation, and obtains f(t) = exp(−ik0t)
and g(t) = exp(+ik0t), where k0 =
√
k2 +m2, after associating positive and negative ‘energy’ solutions with spinors
u and v respectively. One subsequently obtains solutions for u and v. One then writes the Hamiltonian density
H = pψψ˙ − L and substituting the above expression for ψ in H, one finds that the eigenvalue, and expectation
value, of the Hamiltonian for a one particle state is k0. It is at this stage that one makes the identification that
k0 =
√
k2 +m2 is the energy E of the one particle state.
We follow the same logic for our study. We start with a general expansion for the fermion field as in Eq. (2).
Then we obtain the functions f(t) and g(t) from the Euler-Lagrange equation for the Lagrangian density in Eq. (1).
Spontaneous baryogenesis scenarios must include baryon (ψ) number violating interactions (such as the last term of
Eq. (2.5) of Ref. [3]) to generate a difference in particle-antiparticle number densities from a difference in particle-
antiparticle energies. Such interactions are not relevant for the discussion below and we ignore V (θ, ψ) in the equation
of motion for the fermionic field/spinors. The equation for u is
[iγ0f˙ /f − γiki −m− θ˙γ0]u = 0 , (3)
where we have ignored spatial variations in θ. Multiplying from the left by [iγ0f˙/f − γiki − θ˙γ0 +m], we get
(if˙/f − θ˙)2 = k2i +m2 ≡ E2∗ . (4)
Keeping the positive square root on the r.h.s. above, i.e. the positive ‘energy’ solution, f˙ /f = −i(E∗ + θ˙) and so
f = e−i
∫
(E∗+θ˙)dt ≡ e−i
∫
k0
u
dt , (5)
where k0u = E∗ + θ˙ . Similarly we get
[iγ0g˙/g + γiki −m− θ˙γ0]v = 0 , (6)
and multiplying from the left by [iγ0g˙/g + γiki − θ˙γ0 +m] we get
(ig˙/g − θ˙)2 = k2i +m2 ≡ E2∗ . (7)
Now, keeping the negative ‘energy’ solution, g˙/g = i(E∗ − θ˙) and so we get
g = e+i
∫
(E∗−θ˙)dt ≡ e+i
∫
k0
v
dt , (8)
with k0v = E∗ − θ˙ . Now let us solve for u and v. If one puts the above expression for f in Eq. (3) then the θ˙ cancels
out and the equation for u is
[E∗γ0 − γiki −m]u = 0 . (9)
Similarly for v we get
[E∗γ0 − γiki +m]v = 0 . (10)
These are the standard equations for the spinors with solutions in the Dirac-Pauli representation as
us(k) = α
(
u˜s
σ.k
(E∗+m)
u˜s
)
vs(k) = β
(
σ.k
(E∗+m)
v˜s
v˜s
)
, (11)
where u˜1 = v˜2 =
(
1
0
)
and u˜2 = v˜1 =
(
0
1
)
. u˜†s′ u˜s = v˜
†
s′ v˜s = δss′ . σi are the Pauli matrices. We will first determine
the normalisation constants α and β using commutation relations.
Considering the field expansion in Eq. (2), we can express bs(k) and ds(k) in terms of the field ψ(x, t) as follows.∫
d3x e−ik
′.xψ(x, t) =
∑
s
∫
d3x
∫
d3k
[
bs(k)us(k)f(t)e
i(k−k′).x + d†s(−k)vs(−k)g(t)ei(k−k
′).x
]
=
∑
s
∫
d3k (2π)3δ(k− k′) [bs(k)us(k)f(t) + d†s(−k)vs(−k)g(t)] . (12)
4Multiplying Eq. (12) by u†s′(k
′) we get∫
d3x e−ik
′.xu†s′(k
′)ψ(x, t) =
∑
s
∫
d3k (2π)3δ(k− k′)
[
bs(k)u
†
s′ (k
′)us(k)f(t) + d†s(−k)u†s′(k′)vs(−k)g(t)
]
= bs′(k
′)(2π)3|α|2f(t) 2E∗
E∗ +m
. (13)
Therefore
bs(k) =
E∗ +m
2(2π)3E∗|α|2f(t)
∫
d3x e−ik.xu†s(k)ψ(x, t) . (14)
Similarly, we obtain that
d†s(k) =
E∗ +m
2(2π)3E∗|β|2g(t)
∫
d3x eik.xv†s(k)ψ(x, t) . (15)
From Eqs. (14) and (15) we also get
b†s(k) =
E∗ +m
2(2π)3E∗|α|2f∗(t)
∫
d3x eik.xψ†(x, t)us(k) (16)
and
ds(k) =
E∗ +m
2(2π)3E∗|β|2g∗(t)
∫
d3x e−ik.xψ†(x, t)vs(k) . (17)
We further note the equal time commutation relation{
ψ(x, t),Πψ(y, t)
}
= iδ(x− y) , (18)
where Πψ = iψ¯γ
0, implies {
ψ(x, t), ψ†(y, t)
}
= δ(x − y) . (19)
Then using Eqs. (14), (16) and (19), we get
{bs(k), b†s′ (k′)} =
(E∗ +m)2
4(2π)6|α|4E2∗
∫
d3x
∫
d3y e−ik.x+ik
′.yu†s(k){ψ(x, t), ψ†(y, t)}us′(k′)
=
(E∗ +m)
2(2π)6|α|2E∗ (2π)
3δ(k− k′)δss′ , (20)
where in the last step we have used k = k′. Similarly,
{ds(k), d†s′ (k′)} =
(E∗ +m)
2(2π)6|β|2E∗ (2π)
3δ(k− k′)δss′ . (21)
Now, demanding the commutation relations
{bs(k), b†s′(k′)} = (2π)3δ(k− k′)δss′
{ds(k), d†s′ (k′)} = (2π)3δ(k− k′)δss′ (22)
we get
|α|2 = E∗ +m
2(2π)6E∗
, |β|2 = E∗ +m
2(2π)6E∗
. (23)
One can also show that {bs(k), ds′ (k′)} and {b†s(k), d†s′ (k′)} are 0. Further imposing{
ψ(x, t), ψ(y, t)
}
=
{
ψ†(x, t), ψ†(y, t)
}
= 0 (24)
5allows us to show that all other commutation relations involving the annihilation and creation operators, such as
{bs(k), d†s′ (k′)}, etc., are 0.
We now obtain the Hamiltonian density from the Lagrangian density as H =∑ϕ pϕϕ˙− L, where ϕ represents the
fermionic and the θ fields. Πψ = iψ¯γ
0. Assuming θ has no other time derivative couplings Πθ = v
2θ˙ − ψ¯γ0ψ. Then
the Hamiltonian density is
H = Πψψ˙ +Πθ θ˙ − L
= −iψ¯γi∂iψ +mψ¯ψ + 1
2
v2θ˙2 +
1
2
v2(∇θ)2 + ∂iθψ¯γiψ + V (θ, ψ) (25)
One might now conclude, from the form of the Hamiltonian density in Eq. (25), that particles and antiparticles have
the same energy and that the θ˙ term does not lead to energy splitting. 1 But then one could argue that one should
write the Hamiltonian in terms of Πθ and not θ˙ and that gives a (Πθ/v
2)j0 term in the Hamiltonian. This might
suggest that energies of particles and antiparticles may also depend on Πθ. But since one is arguing in terms of an
(effective) chemical potential giving rise to a net asymmetry in thermal equilibrium one should consider situations
involving the Fermi-Dirac distribution [1+exp(−(H−µ)/T )]−1 or Boltzmann factor, where µ is the chemical potential
associated with conserved charges, while effective chemical potential terms, such as those possibly associated with θ˙,
come, if at all, from H as per the arguments of spontaneous baryogenesis. Now we would like to draw an analogy
with a particle of charge q moving with velocity v in a magnetic field B. The Hamiltonian for the charged particle
written in terms of the canonical momentum p is
H =
(p− qA/c)2
2m
, (26)
which seems to indicate a difference of q p.A/(mc) in the energies of particles and antiparticles. However when one
uses the Boltzmann factor exp[−(H−µ)/T ] and integrates it over the momentum components (px, py, pz) from −∞ to
+∞ to obtain the number of particles and antiparticles, one can change the integration variables from (px, py, pz) to
the kinetic momentum components (kx, ky, kz) = (px− qAx/c, py− qAy/c, pz− qAz/c), also varying from −∞ to +∞.
Then though qA/c is part of the Hamiltonian when written in terms of the canonical momentum, it does not play a
role in determining the number of particles in statistical physics. Thus even if the Hamiltonian written in terms of the
canonical momentum seems to indicate a difference in particle and antiparticle energies it does not necessarily lead to
an energy splitting and a net asymmetry in thermal equilibrium. For our case, one may argue that the Hamiltonian
can be written initially in terms of Πθ and one can perform a change of variable, θ˙ = (Πθ + ψ¯γ
0ψ)/v2, in which case
the (Πθ/v
2)j0 term will disappear and the Hamiltonian density will contain 12v
2θ˙2 and not lead to a splitting in the
energy of fermions and antifermions. (Just as the energy density of the magnetic field does not contribute to fixing the
number density of a gas of charged particles and antiparticles in a magnetic field, 12v
2θ˙2, the kinetic energy density
of the θ field in our case, will not contribute to setting the number density of fermions and antifermions.)
To resolve the matter of the energy of particles and antiparticles in the presence of the θ field we shall obtain the
expectation value of the Hamiltonian for single particle and antiparticle states. The fermionic Hamiltonian (ignoring
spatial variation in θ) is (see Appendix A for details)
H =
∑
s,s′
∫
d3k (2π)3
[
us(k)(γ
iki +m)us′(k)b
†
s(k)bs′ (k) + vs(k)(−γiki +m)vs′ (k)ds(k)d†s′ (k)
]
=
∑
s
∫
d3k (2π)3
2E2∗
(E∗ +m)
(
|α|2b†s(k)bs(k)− |β|2ds(k)d†s(k)
)
. (27)
Now, using Eq. (21), the normal ordered fermionic Hamiltonian becomes
: H : =
∑
s
∫
d3k
(2π)3
[
b†s(k)bs(k) + d
†
s(k)ds(k)
]√
k2 +m2 . (28)
The only θ˙ dependence in the fermionic field is in f and g but, as in the standard case, the only terms above that
survive go as f∗f and g∗g and so the θ˙ dependence drops out. Therefore the eigenvalue, and expectation value, of the
Hamiltonian is
√
k2 +m2 for a fermion or an antifermion state and does not contain θ˙. The above calculation also
1 A similar argument was made in the arXiv version of Ref. [6].
6underscores the point that in this case the k0u,v in the exponent of f, g, which do contain θ˙, are not to be identified
with fermionic energies, that is, even if the dispersion relations k0(k) contain θ˙ the fermionic energies do not.
We realize that it is inconsistent to keep the θ˙ term and ignore other interactions of ψ in the equation of motion
for the fermionic field/spinors. However, here we are merely trying to point out that the identification of θ˙ with a
difference in fermion-antifermion energies is not justified.
One may argue that in some scenarios one treats the θ field as an external field and so one may not define Πθ or
include Πθ θ˙ in the Hamiltonian, and then there would be an energy splitting ∼ θ˙ between fermions and antifermions.
We would however argue that dynamical versus external refers to whether the given Lagrangian/Hamiltonian de-
termines the evolution equation of a field, i.e. its Euler-Lagrange equation, or whether there are other interactions
that we are ignoring that determine it (this would perhaps be most relevant when the field is to be treated as a
background classical field). It is in the context of the equation of motion for θ that one may differentiate between
dynamical and external fields. Now, going from the Lagrangian to the Hamiltonian does not involve the equation of
motion for θ. So while obtaining the Hamiltonian from the Lagrangian we can and should follow the same approach
irrespective of whether θ is a dynamical or an external field, and we will then obtain the same result that there is
no particle-antiparticle energy splitting. Another way of viewing this is that any external field is actually governed
by a larger Lagrangian in which it is ‘dynamic’ and so one should include the Πθθ˙ contribution while obtaining our
Hamiltonian, since it is part of the larger Hamiltonian. If the given Lagrangian or Hamiltonian does not include all
interactions of θ then it will not be suitable for obtaining the equation of motion for θ.2
A. Effective chemical potential in early Universe scenarios
The discussion above is relevant for models of spontaneous baryogenesis. In the spontaneous baryogenesis mecha-
nism [2, 3], there is a term such as ∂µθj
µ in the Lagrangian density, where jµ is the baryon current. (In some later
models, jµ is a current not orthogonal to baryon number, such as hypercharge.) In Refs. [2, 3] it was argued that
treating θ as a classical background field the term θ˙j0B = θ˙nB = θ˙(nb − nb¯) in the Lagrangian density, where nb,b¯ are
the baryon and antibaryon number densities, contributes differently to the energy of baryons and antibaryons. Thus,
θ˙ can be treated as an effective chemical potential for baryon number. If this is the case then the net equilibrium
baryon density in the thermal bath can be given by the expression: neqB = gθ˙T
2/6, where g is the number of internal
degrees of freedom of the baryons. In the original spontaneous baryogenesis papers, which were not realised in the
context of the electroweak phase transition, θ was a slowly rolling pseudo-Nambu-Goldstone boson associated with
the breaking of a U(1) symmetry [2, 3]. When these models were applied to the electroweak phase transition, the role
of θ was played by either a singlet field or a Higgs doublet [7, 8], or by a phase associated with the Higgs doublets
or hypercharge rotation in a 2-Higgs doublet model [9, 10].3 In Ref. [11] the effects of diffusion were included. In
Ref. [12] spontaneous baryogenesis was considered in the Minimal Supersymmetric Standard Model (MSSM) and an
extension, and in Ref. [13] spontaneous baryogenesis was considered in the MSSM with spontaneous CP violation.
In Ref. [14] spontaneous baryogenesis in a left-right symmetric model was studied. In Ref. [15] the effect of strong
sphalerons on reducing the baryon asymmetry generated at the electroweak phase transition was discussed. Our
comments above on the identification of θ˙ as an effective chemical potential for baryon number or some related charge
are valid for these scenarios.
There have been other attempts at calculating the baryon asymmetry generated at the electroweak phase transition
with a θ˙j0 term in the Lagrangian density but without identifying θ˙ with a chemical potential, such as in Refs. [16–20].
Our comments do not apply to these works. (In the classical force mechanism of electroweak baryogenesis of Refs.
[17–20] there is a ∂µθj
µ
5 term in the Lagrangian density. But by going into the frame of reference of the expanding
Higgs bubble wall one can eliminate the ∂0θ term. Then our arguments above are not relevant. In Ref. [11] the
final calculations are done in the bubble wall frame and our comments do not apply there. For the discussion in the
previous sub-section the θ˙ term in the Lagrangian density can not be removed by a change of reference frame.)
There have been several adaptations of the original idea of spontaneous baryogenesis using a term like θ˙j0 term
in the Lagrangian density to generate the matter-antimatter asymmetry of the Universe. Our arguments above on
the identification of θ˙ with an effective chemical potential are also applicable to these scenarios. In Refs. [21, 22] the
role of θ is played by a slowly moving field associated with a SUSY flat direction while in Ref. [23], the radion field
in a braneworld setup assumes the role of a dynamical field. Models of quintessential baryogenesis [24–27] create a
matter-antimatter asymmetry by coupling the slowly moving quintessence field to the baryon or lepton current, in
2 A discussion of dynamical and external fields is also included in Ref. [4].
3 In models of spontaneous baryogenesis at the electroweak phase transition, sphaleron processes are not fast enough to give thermal
distributions for baryons and antibaryons. Therefore, one uses n˙B = −ΓB(nB − n
eq
B
) ≈ ΓBn
eq
B
for nB ≪ n
eq
B
. ΓB is the rate of B
violation and neq
B
is taken to be ∼ µBT
2, with µB , the effective chemical potential for baryon number, set equal to θ˙.
7a manner similar to models of spontaneous baryogenesis. Furthermore, in Refs. [28, 29] a gravitational interaction
between the time derivative of the Ricci scalar (or a function of it) and the baryon-number current has been studied.
Such a coupling together with baryon-number-violating interactions is used to produce an observationally acceptable
baryon asymmetry in equilibrium. In Ref. [30] the baryon asymmetry is generated using the time derivative of a scalar
field coupled to the baryon current, where the scalar field is a ghost field, a quintessence field and a pseudo-Nambu
Goldstone boson. In certain models of asymmetric dark matter [31–33], the asymmetry in the dark matter which is
linked to that in baryons, is generated by an effective chemical potential. In Refs. [34–37] the time variation of the
Higgs field or the axion field as it relaxes in the early Universe to 0 from a large value obtained during inflation is
treated as an effective chemical potential for B+L or some fermionic number. In Ref. [38] the time dependent axion
field at a point as an axion domain wall passes through it is treated as an effective chemical potential, based on the
derivative coupling of the axion field to the Standard Model left-handed lepton current. In Ref. [39] a current-current
interaction in the Lagrangian density implies that the zeroth component of the current associated with a complex
inflaton field φ, i(φ˙φ∗ − φφ˙∗), is coupled to a B − L charge density, and it is presumed to act as a chemical potential
for B − L. Ref. [40] considered spontaneous baryogenesis driven by a non-canonical scalar field.
One may consider a coupling of fermions with another field that does not involve derivative couplings, such as the
QED Lagrangian density with the term −qψ¯γµψAµ = −qA0(nψ−nψ¯)− qψ¯γiψAi. We are interested in the first term.
Since there is no time derivative it will appear in the Hamiltonian density with a positive sign, and imply that charged
particles and antiparticles have opposite sign energies in an electric field. If Aµ represents a background field one
may treat A0 as an effective chemical potential for the fermions. If Aµ is not a physical field but simply a spacetime
dependent function, or a constant vector, A0 may again be treated as an effective chemical potential.
III. BOLTZMANN EQUATION
In Ref. [4] the authors have also discussed the identification of θ˙ with an effective chemical potential. They study
the kinetic equation for baryons and find that while the naive interpretation of θ˙ as an effective chemical potential
is not appropriate, surprisingly the kinetic equation indicates that the baryon number density is dependent on θ˙ in
a way that cθ˙ plays a role similar to that of an effective chemical potential, where c is a constant whose value may
be different for different types of B-nonconserving reactions. Our analysis below is similar to that in Ref. [4] but the
fermions in our Lagrangian density are transformed so that the Lagrangian density contains a term (∂µθ)J
µ, where
Jµ is the baryonic current, as in models of spontaneous baryogenesis.
In Ref. [4] one considers the Lagrangian density of a complex scalar field Φ interacting with fermions Q1 and L.
L(Φ, Q, L) = gµν∂µΦ∗∂νΦ− V (Φ∗Φ) + Q¯1(iγµ∂µ −mQ)Q1 + L¯(iγµ∂µ −mL)L+ Lint(Φ, Q1, L) , (29)
where Q1 and Φ have nonzero baryonic numbers 1/3 and -1, while L does not carry baryonic charge.
Lint =
√
2
m2X
Φ
v
(L¯γµQ1)(Qc1γµQ1) + h.c. , (30)
where Qc1 is a charge conjugated quark spinor and mX and f are parameters with dimensions of mass.
V (Φ∗Φ) = λ
(
Φ∗Φ− v2/2)2 . (31)
After spontaneous symmetry breaking in the Φ sector, and ignoring the heavy radial mode and any phase in the
vacuum expectation value of Φ, Φ→ veiθ/√2, and the Lagrangian density is
L1(θ,Q, L) = v
2
2
∂µθ∂
µθ + Q¯1(iγ
µ∂µ −mQ)Q1 + L¯(iγµ∂µ −mL)L +
(
eiθ
m2X
(L¯γµQ1)(Qc1γµQ1) + h.c.
)
− U(θ) , (32)
where an explicit symmetry breaking term is included as U(θ). Now, introducing a rotated field Q2 through Q1 =
e−iθ/3Q2, one gets
L2(θ,Q, L) = v
2
2
∂µθ∂
µθ + Q¯2(iγ
µ∂µ −mQ)Q2 + L¯(iγµ∂µ −mL)L
+
(
1
m2X
(L¯γµQ2)(Qc2γµQ2) + h.c.
)
+ (∂µθ)J
µ − U(θ) , (33)
where the quark baryonic current is Jµ = (1/3)Q¯2γµQ2.
8We now consider the process Q2Q2 ↔ LQ¯2 (12↔ 34). Then
n˙Q + 3HnQ ∼
∫
dt
∫
dτLQ¯ dτQQ|A|2δ(kin − kout) exp[−it(k01 + k02 − k03 − k04)](f3f4 − f1f2) (34)
=
∫
dτLQ¯ dτQQ|A|2δ(kin − kout)δ(k01 + k02 − k03 − k04)(f3f4 − f1f2) (35)
where A is the invariant amplitude, kin,out refers to the total incoming and outgoing 3-momentum, and dτab =
d3kad
3kb/[4EaEb(2π)
6] is the phase space factor. k01,2 = E1,2 − θ˙/3, k03 = E3 and k04 = E4 + θ˙/3. The EI ’s are
physical energies and are (k2I +m
2
I)
1
2 while the k0I appear in the expansion of the fermion field as in Eqs. (2), (5) and
(8). (Because of a difference in the signs of the ∂µθJ
µ term, and of a factor of 1/3 in Jµ, in Eq. (33) and Eq. (1)
the expressions for k01,2,4 and k
0
u,v are a bit different.) Note that to get the k
0 delta function θ˙ has to be constant in
time.4 In the spontaneous baryogenesis scenario θ is slow moving compared to the time scale for particle interactions,
and so one can take θ˙ to be nearly constant. This requirement agrees with comments in Sec. IV-C of Ref. [4].
The particle distribution functions are given by
fI = exp[−EI/T + ξI ] (36)
where ξI = µI/T and µI is the chemical potential of species I, and the antiparticle chemical potential is the negative
of that of the particle (presuming fast annihilation of particle-antiparticle pairs into, say, photons).
Then one gets
n˙Q + 3HnQ ∼
∫
dτLQ¯ dτQQ|A|2δ(kin − kout)δ(E1 + E2 − E3 − E4 − θ˙)(f3f4 − f1f2) (37)
=
∫
dτLQ¯ dτQQ|A|2δ(kin − kout)δ(E1 + E2 − E3 − E4 − θ˙) exp[−Ein/T ]
(
eξ3+ξ4+θ˙/T − eξ1+ξ2
)
,(38)
where we have set Ein ≡ E1 +E2 = E3 +E4 + θ˙ in the factor with the distribution functions, using the energy delta
function. Following the analysis below Eq. (4.15) of Ref. [4], if Q and L are in thermal equilibrium the collision
integral on the r.h.s of Eq. (38) vanishes and ξ3+ ξ4+ θ˙/T = ξ1+ ξ2, or ξL = 3ξQ− θ˙/T , assuming Q− Q¯ annihilation
processes to photons are in thermal equilibrium giving ξQ¯ = −ξQ. The interaction term in Eq. (30) is B conserving
but violates B + L, while that in Eqs. (32) and (33) after symmetry breaking is B violating but B + L conserving.
Assuming that B + L conserving processes, and not any B + L violating processes, are in thermal equilibrium, and
that initially B + L is 0, ξQ/3 + ξL = 0. Combining these relations we get ξQ = 0.3 θ˙/T , and
nB = BQnQ =
1
6
gQBQξQT
3 =
1
20
gQBQθ˙T
2 =
1
30
θ˙T 2 (39)
where gQ is the number of spin states of Q, namely 2, and BQ is the baryonic charge of Q.
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The above analysis shows that θ˙ can play the role of a chemical potential for quarks, but with a multiplicative factor
(such as 3/10 for the above case). But this does not follow simply from the argument that a θ˙j0 term in the Lagrangian
density for fermions implies an energy splitting for fermions and antifermions. In fact, as we have shown above, there
is no split in the single particle energies of quarks and antiquarks in the presence of a non-zero θ˙. The multiplicative
factor depends on what is the baryon number violating process in thermal equilibrium, and which charge, B + L in
our case, is conserved. The former determines what are the in and out particles in the collision integral and the form
of the last bracket in Eq. (38), which is then set to 0. The latter gives another relation between chemical potentials.
IV. SCALARS AND ∂µθj
µ
Let us now consider scalars coupled to another field as
L = ∂µφ∗∂µφ−m2φ∗φ+ 1
2
v2∂µθ∂
µθ + ∂µθj
µ − V (θ, φ) (40)
4 We would like to thank Prof. A. D. Dolgov for highlighting this to us.
5 In Ref. [4] the expression for the baryon number density nB in the rotated field case given above their Eq. (4.14) differs from that
inferred from Eq. (4.17) for the unrotated case. The expression for the rotated case has an error but by correctly considering the
chemical potential for lepton number and imposing B +L conservation the authors get the same result as for their unrotated case [41],
which also agrees with our result above. Our nQ and ξQ are their nB and ξB.
9where jµ = i(φ∗∂µφ− ∂µφ∗ φ) is the scalar current and its zeroth component is the scalar charge density, nφ − nφ∗ ,
ignoring spatial variation in j0. The equation of motion from the above Lagrangian density for φ∗ and φ are given as
✷φ∗ + 2i∂µθ∂µφ∗ + (m2 + i✷θ)φ∗ = 0 (41)
✷φ− 2i∂µθ∂µφ+ (m2 − i✷θ)φ = 0 . (42)
We take the field expansion to be
φ(x, t) =
∫
d3k
[
a(k)f(t)eik.x + b†(k)g(t)e−ik.x
]
. (43)
Then the equation of motion for φ, assuming θ is homogeneous, gives
f¨ + k2f − 2iθ˙f˙ + (m2 − iθ¨)f = 0 (44)
Taking θ¨ ≈ 0, if θ is assumed to be slowly rolling, we get
f¨ − 2iθ˙f˙ + (k2 +m2)f = 0 (45)
Keeping the solutions that reduce to the standard positive and negative energy solutions in the absence of θ, we get
f(t) = αe−it(
√
k2+m2+ θ˙2−θ˙) ≡ αe−ik01t (46)
and
g(t) = βeit(
√
k2+m2+ θ˙2 +θ˙) ≡ βeik02t , (47)
where
k01 =
√
k2 +m2 + θ˙2 − θ˙ =
√
E2∗ + θ˙2 − θ˙ (48)
and
k02 =
√
k2 +m2 + θ˙2 + θ˙ =
√
E2∗ + θ˙2 + θ˙ . (49)
E∗ = (k2 +m2)
1
2 , as before. Then
φ(x, t) =
∫
d3k
[
αa(k)eik.x−ik
0
1
t + β b†(k)e−ik.x+ik
0
2
t
]
. (50)
We impose the equal time commutation relations
[φ(x, t), φ(y, t)] = [φ∗(x, t), φ∗(y, t)] = [φ(x, t), φ∗(y, t)] = 0 (51)
[Πφ(x, t),Πφ(y, t)] = [Πφ∗(x, t),Πφ∗(y, t)] = [Πφ(x, t),Πφ∗(y, t)] = 0 (52)
[φ(x, t),Πφ(y, t)] = [φ
∗(x, t),Πφ∗(y, t)] = iδ(x− y) (53)
where
Πφ =
∂L
∂φ˙
= φ˙∗ + iθ˙φ∗ and Πφ∗ =
∂L
∂φ˙∗
= φ˙− iθ˙φ . (54)
Eq. (53) and the last equality of Eq. (52) imply[
φ(x, t), φ˙∗(y, t)
]
=
[
φ∗(x, t), φ˙(y, t)
]
= iδ(x− y) (55)[
φ˙∗(x, t), φ˙(y, t)
]
= 2θ˙ δ(x− y). (56)
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Taking linear combinations of φ and φ˙, and of their complex conjugates, the annihilation and creation operators
can be written as
a(k) =
i
α(k01 + k
0
2)
∫
d3x
(2π)3
(
φ˙(x, t)− ik02φ(x, t)
)
e−i(k.x−k
0
1
t) (57)
b(k) =
i
β∗(k01 + k
0
2)
∫
d3x
(2π)3
(
φ˙∗(x, t)− ik01φ∗(x, t)
)
e−i(k.x−k
0
2
t) (58)
a†(k) =
−i
α∗(k01 + k
0
2)
∫
d3x
(2π)3
(
φ˙∗(x, t) + ik02φ
∗(x, t)
)
ei(k.x−k
0
1
t) (59)
b†(k) =
−i
β(k01 + k
0
2)
∫
d3x
(2π)3
(
φ˙(x, t) + ik01φ(x, t)
)
ei(k.x−k
0
2
t) . (60)
Then imposing the commutation relations
[a(k), a†(k′)] = (2π)3δ(k − k′)
[b(k), b†(k′)] = (2π)3δ(k − k′) (61)
we get
|α|2 = |β|2 = 1
(2π)6
1
2(E2∗ + θ˙2)
1
2
. (62)
One can also show that [a(k), b(k′)] = [a†(k), b†(k′)] = 0. Expressing φ as φ = 1/
√
2[φ1 + iφ2] and imposing
[φi(x, t),Πi(y, t)] = iδ(x− y) (63)
implies [
φ(x, t), φ˙(y, t)
]
=
[
φ∗(x, t), φ˙∗(y, t)
]
= 0 . (64)
Then the first 2 commutation relations in Eq. (52) imply[
φ˙(x, t), φ˙(y, t)
]
=
[
φ˙∗(x, t), φ˙∗(y, t)
]
= 0 . (65)
One can then show that all other commutation relations involving the annihilation and creation operators, such as
[a(k), b†(k′)], etc., are 0.
Assuming θ has no other derivative couplings, Πθ = v
2θ˙ + i(φ∗φ˙− φ˙∗ φ) and the Hamiltonian density is
H = Πφφ˙+Πφ∗ φ˙∗ +Πθ θ˙ − L (66)
= φ˙∗φ˙+ |∇φ|2 +m2φ∗φ+ 1
2
v2θ˙2 + iθ˙(φ∗φ˙− φ˙∗ φ) + V (θ, ψ) (67)
Unlike in the fermionic case, here θ˙ appears in the Hamiltonian with j0 and so looks like an effective chemical potential.
Now one may believe that in this case one will get a θ˙ splitting in the energy. But the normal ordered Hamiltonian
of the terms involving φ gives
: H : = :
∫
d3k
(2π)3
[(
(k01)
2 + k2 +m2 + 2θ˙k01
)
a†(k)a(k) +
(
(k02)
2 + k2 +m2 − 2θ˙k02
)
b(k)b†(k)
−2θ˙2(a†(k)b†(−k) + a(k)b(−k)
] 1
2(E2∗ + θ˙2)
1
2
:
=
∫
d3k
(2π)3
[a†(k)a(k) + b†(k)b(k)]
E2∗
(E2∗ + θ˙2)
1
2
− [(a†(k)b†(−k) + a(k)b(−k)] θ˙2
(E2∗ + θ˙2)
1
2
. (68)
The particle and antiparticle energies E are defined as the expectation value of the Hamiltonian in single particle and
antiparticle states (rather than eigenvalues of the Hamiltonian because of the terms in the second bracket above).
They are the same and are given by
E =
E2∗
(E2∗ + θ˙2)
1
2
=
k2 +m2
(k2 +m2 + θ˙2)
1
2
. (69)
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It is not at all obvious that the Hamiltonian in Eq. (67) will give no energy splitting between particles and antiparticles.
Naively, one would have concluded the opposite.
We now consider an interaction gφ∗φχ∗φ+ h.c. and do a Boltzmann equation analysis as in Sec. III for the process
φ∗ φ ↔ χφ∗(12 ↔ 34). We assume φ has baryon number equal to 1 and χ has lepton number equal to 1. Starting
from
n˙B + 3HnB ∼
∫
dt
∫
dτχφ∗ dτφ∗φ|A|2δ(kin − kout) exp[−it(k01 + k02 − k03 − k04)](f3f4 − f1f2) , (70)
we find that the time integral gives
δ
(
k01 + k
0
2 − k03 − k04
)
= δ
(√
E2∗1 + θ˙2 +
√
E2∗2 + θ˙2 − E3 −
√
E2∗4 + θ˙2 − θ˙
)
= δ
(
E1
E2∗1 + θ˙
2
E2∗1
+ E2
E2∗2 + θ˙
2
E2∗2
− E3 − E4E
2
∗4 + θ˙
2
E2∗4
− θ˙
)
. (71)
This does not give a neat relation one can use to substitute in the distribution functions in Eq. (70).
If we assume θ˙ is small compared to E∗I then we get
n˙B + 3HnB ∼
∫
dτχφ∗ dτφ∗φ|A|2δ(kin − kout)δ(E1 + E2 − E3 − E4 − θ˙)(f3f4 − f1f2)
=
∫
dτχφ∗ dτφ∗φ|A|2δ(kin − kout)δ(E1 + E2 − E3 − E4 − θ˙) exp[−Ein/T ]
(
eξ3+ξ4+θ˙/T − eξ1+ξ2
)
, (72)
In thermal equilibrium the collision integral vanishes and, assuming φ − φ∗ annihilation processes are in thermal
equilibrium, ξφ∗ = −ξφ. Then ξχ = ξφ − θ˙/T . Further assuming that B + L conserving processes are in thermal
equilibrium, and that initial B + L was zero, ξχ = −ξφ. Then ξφ = (1/2)θ˙/T and
nB = Bφ(nφ − nφ∗) = 1
3
ξφT
3 =
1
6
θ˙T 2 . (73)
Again, θ˙ with a multiplicative factor has played the role of a chemical potential for φ. More precisely, for this
particular case, θ˙/2 is the chemical potential for φ. But there is no split in the single particle energies of φ particles
and antiparticles, though unlike in the fermionic case they are amended, equally, by the presence of θ˙.
V. SCALARS WITH g2j
0
In Ref. [42] the authors considered a Lagrangian that is the field theoretic equivalent of a charged particle in a
magnetic field, in a scenario motivated by the coupling of a string to an external magnetic field. The relevant term in
the Lagrangian density reduces to a form g2j
0, where g2 is a constant. The analysis in Ref. [42] was in 1+1 dimensions
and used the difference in the energies of particles and antiparticles to obtain a matter-antimatter symmetry.
Here we consider a scalar field with a similar Lagrangian density as in Ref. [42] but in 3 + 1 dimensions. The
Lagrangian density is given by
L = 1
2
(
(φ˙i)
2 − (φ′i)2
)
− g2
2
ǫij φ˙iφj . (74)
We are interested in studying the effects on the energies of particles and antiparticles due to the presence of such an
interaction term. The canonical conjugate momenta corresponding to the fields φi are given by
Πi(t,x) =
∂L
∂φ˙i
= φ˙i − g2
2
ǫijφj . (75)
Using this, we obtain the Hamiltonian density as
H = Πiφ˙i − L = 1
2
(
(φ˙i)
2 + (φ′i)
2
)
. (76)
Rewriting the Lagrangian density in Eq. (74) in terms of φ± = 1√
2
(φ1 ± iφ2), one gets
L = φ˙+φ˙− − φ+′φ−′ − g2
2i
(φ˙−φ+ − φ˙+φ−). (77)
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Using φ+ = φ−∗ ≡ φ, the Lagrangian density becomes
L = φ˙φ˙∗ − φ′φ′∗ − g2
2
i(φ∗φ˙− φφ˙∗). (78)
The last term is −(g2/2)j0 and is equivalent to −(g2/2)(nφ − nφ∗), ignoring spatial variation in j0. The Lagrangian
density is similar to that in Eq. (40) but with no mass term or dynamical θ field and with ∂µθj
µ or θ˙j0 replaced by
−(g2/2)j0. Then the field φ can be expanded as in Eq. (50) with
k01,2 =
√
k2 +
g22
4
± g2
2
(79)
and
|α|2 = |β|2 = 1
(2π)6
1
2(k2 + g22/4)
1
2
. (80)
Now, Eq. (78) gives
H = Πφφ˙+Πφ∗φ˙∗ − L =
(
φ˙∗φ˙+ φ∗
′
φ′
)
, (81)
where
Πφ = φ˙
∗ +
g2
2i
φ∗ and Πφ∗ = φ˙− g2
2i
φ , (82)
and ′ refers to the spatial derivative.
One might now conclude, from the form of the Hamiltonian density in Eq. (81), that particles and antiparticles
have the same energy and that the g2 term does not lead to energy splitting. But, as argued in Sec. II, one should
not derive such conclusions from the form of the Hamiltonian density.
One might also argue, as in Ref. [42], that the dispersion relations in Eq. (79) imply an energy splitting for scalars
and antiscalars. But, again, as seen earlier in Secs II and IV, k0 and particle energies may differ, and a difference in
k0 for particles and antiparticles does not necessarily lead to a difference in particle and antiparticle energies.
So, as before, we now explicitly calculate single particle/antiparticle energies. The normal ordered Hamiltonian can
be written (ignoring the a†b† and ab terms) as
: H : =
∫
d3k
(2π)3
(
(k01)
2 + k2
2(k2 + g22/4)
1
2
a†kak +
(k02)
2 + k2
2(k2 + g22/4)
1
2
b†kbk
)
. (83)
Taking expectation values in single particle and antiparticle states one can immediately infer that the energy of a
particle is
E =
(k01)
2 + k2
2(k2 + g22/4)
1
2
≈ |k|+ g2
2
, (84)
if g2 ≪ |k|, while the energy of an antiparticle is
E =
(k02)
2 + k2
2(k2 + g22/4)
1
2
≈ |k| − g2
2
. (85)
So the single particle energies of the particle and antiparticle are g2 dependent and different.
We again consider an interaction gφ∗φχ∗φ+h.c., with φ and χ carrying baryon and lepton number of 1 respectively,
and do a Boltzmann equation analysis as in Sec. IV for the process φ∗ φ↔ χφ∗(12↔ 34). The time integral in Eq.
(70) will give
δ
(
k01 + k
0
2 − k03 − k04
)
= δ
(√
k21 + g
2
2/4 +
√
k22 + g
2
2/4− E3 −
√
k24 + g
2
2/4 + g2/2
)
≈ δ(E1 + E2 − E3 − E4 + g2/2) . (86)
Then we get
n˙B + 3HnB ∼
∫
dτχφ∗ dτφ∗φ|A|2δ(kin − kout)δ(E1 + E2 − E3 − E4 + g2/2)(f3f4 − f1f2)
=
∫
dτχφ∗ dτφ∗φ|A|2δ(kin − kout)δ(E1 + E2 − E3 − E4 + g2/2)e−Ein/T
(
eξ3+ξ4−g2/(2T ) − eξ1+ξ2
)
. (87)
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In thermal equilibrium the collision integral vanishes and, assuming φ−φ∗ annihilation processes and B+L conserving
processes are in thermal equilibrium, and that initial B+L was zero, ξφ = −g2/(4T ). Both ξφ and the energy splitting
of g2 between particle and antiparticle energies will contribute to (nφ − nφ∗) to give
nB = Bφ(nφ − nφ∗) = −g2
4
θ˙T 2 , (88)
where the effective chemical potential for φ is −g2/4−g2/2 = −3g2/4. Unlike in the other cases studied in this article,
the effective chemical potential gets a contribution from the split in the single particle energies of φ particles and
antiparticles.
Ref. [42] obtains an asymmetry by only considering the difference in energies of particles and antiparticles with
ξφ set to 0. Now ξφ depends on the B violating process that is in equilibrium and creates the asymmetry between
particles and antiparticles. If L ⊃ gφ2χ∗χ+ h.c. then processes like φφ→ χχ∗ or φχ → φ∗χ in equilibrium will give
ξφ = 0, and the asymmetry in φ and φ
∗ will only be because of the energy splitting.
VI. DISCUSSION AND CONCLUSION
Spontaneous baryogenesis presumes that a term of the form θ˙j0 ∼ θ˙n in the Lagrangian density, where j0 is
the zeroth component of the particle current and n is the net particle number density, translates into a splitting of
energies of particles and antiparticles, and therefore acts as an effective chemical potential which then gives rise to a
matter-antimatter asymmetry or baryon asymmetry in a system in thermal equilibrium. Our analysis above implies
that there are two separate issues here. One is whether or not the term in the Lagrangian density gives rise to an
energy splitting, and the second is whether or not one obtains a matter-antimatter asymmetry. For both fermions
and scalars we find in Secs. II and IV that θ˙j0 modifies the mode functions of the corresponding quantum fields,
but it does not lead to a splitting of single particle and antiparticle energies. However, because of the modified mode
functions, if baryon number violating interactions are in the thermal equilibrium then equating the collision integral
on the r.h.s. of the Boltzmann equation to 0 gives a non-zero chemical potential for particle number. This then gives
rise to a matter-antimatter asymmetry, or baryon asymmetry if the particles carry baryon number.
It may be noted that obtaining the Hamiltonian density in terms of the field and its time derivative and trying
to relate the presence or absence of a θ˙j0 in the Hamiltonian density with particle-antiparticle energy splitting is
inappropriate and misleading. For the fermionic case there is no θ˙j0 term in the Hamiltonian density while it does
appear for the scalar case. But in both cases the single particle energies for particles and antiparticles are the same.
The presence or absence of θ˙j0 in the Hamiltonian density does not depend whether or not θ is a dynamical field
or an external field (like a classical background field). In the latter case, the equation of motion of the field is not
entirely determined by the Lagrangian under study but one still includes Πθ θ˙ in the Hamiltonian density. Therefore
our conclusions above are the same irrespective of whether θ is a dynamical or an external field.
The presumption that a term of the form θ˙j0 ∼ θ˙n in the Lagrangian density gives rise to a splitting in energies
of particles and antiparticles has been widely used in the literature in models of spontaneous baryogenesis, including
at the electroweak phase transition, flat direction baryogenesis, radion baryogenesis, quintessential baryogenesis, etc.
Our analysis above indicates that this presumption may not hold even though such a term may ultimately give rise
to a matter-antimatter asymmetry.
We have also studied the case where the field derivative θ˙ is replaced by a constant, in Sec. V. This modifies the
mode functions and gives a splitting in energies of particles and antiparticles. Then both the energy splitting and
any chemical potential, depending on the number violating interactions in thermal equilibrium, will contribute to the
asymmetry in number densities of particles and antiparticles. These conclusions would also hold for a term of the
form h(θ)j0.
We conclude by comparing our results with that of Ref. [4] for the case of a fermionic current coupled with the
derivative of the θ field. In Eq. (4.3) of Ref. [4] the energies of particles and antiparticles are obtained from the
dispersion relation. We argue that the dispersion relation gives expressions for k0 which enter in the mode functions
of the fermion field ψ (see our Eqs. (5) and (8)) but the single particle and antiparticle energies are given by the
expectation value of the Hamiltonian in Eq. (28) in single particle and antiparticle states. We too find that the
k0 associated with u and v spinors depend on θ˙ and are different, but our Hamiltonian implies that particles and
antiparticles have the same energy which is independent of θ˙. Our analysis of the collision integral in the Boltzmann
equation in Sec. III was done for the case where the quark field is rotated to absorb a phase factor of exp(iθ) after
spontaneous symmetry breaking which gives rise to the (∂µθ)J
µ in the Lagrangian density. In Ref. [4] it was done for
the unrotated case and our result for the baryon asymmetry generated in thermal equilibrium for the rotated quark
fields agrees with their result. Ref. [4] also obtains a result for the baryon asymmetry for the rotated case using other
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arguments. This has an error but after correction it is in agreement with that for the unrotated case and our result
(see the footnote below our Eq. (39)).
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Appendix A: The fermionic Hamiltonian
The fermionic Hamiltonian (ignoring spatial variation in θ) is
H ≡
∫
d3xH
=
∑
s,s′
∫
d3k (2π)3
[
us(k)(γ
iki +m)us′(k)b
†
s(k)bs′ (k) + vs(k)(−γiki +m)vs′ (k)ds(k)d†s′ (k)
]
=
∑
s,s′
∫
d3k (2π)3
|α|2(u˜†s, −u˜†s σ · kE∗ +m
) (m+ k2E∗+m) u˜s′(
−1 + mE∗+m
)
σ · k u˜s′
 b†s′(k)bs(k)
+ |β|2
(
v˜†s
σ · k
E∗ +m
, −v˜†s
)−(1 + mE∗+m) σ · k v˜s′(
m+ k
2
E∗+m
)
v˜s′
 ds(k)d†s′ (k)

=
∑
s,s′
∫
d3k (2π)3
[
|α|2 2m
3 + 2m2E∗ + 2k2(E∗ +m)
(E∗ +m)2
δss′b
†
s(k)bs(k)
+ |β|2 −2m
3 − 2m2E∗ − 2k2(E∗ +m)
(E∗ +m)2
δss′ds(k)d
†
s(k)
]
=
∑
s
∫
d3k (2π)3
(
2|α|2 (m
2 + k2)(E∗ +m)
(E∗ +m)2
b†s(k)bs(k) − 2|β|2
(m2 + k2)(E∗ +m)
(E∗ +m)2
ds(k)d
†
s(k)
)
=
∑
s
∫
d3k (2π)3
2E2∗
(E∗ +m)
(
|α|2b†s(k)bs(k)− |β|2ds(k)d†s(k)
)
. (A1)
Upon using Eq. (21), we then obtain
H =
∑
s
∫
d3k (2π)3
2E2∗
(E∗ +m)
(
|α|2b†s(k)bs(k) + |β|2d†s(k)ds(k)
)
−
∑
s
∫
d3kE∗δ(0k). (A2)
With this, our normal ordered fermionic Hamiltonian becomes
: H : =
∑
s
∫
d3k
(2π)3
(
E∗ +m
2E∗
2E2∗
(E∗ +m)
b†s(k)bs(k) +
E∗ +m
2E∗
2E2∗
(E∗ +m)
d†s(k)ds(k)
)
=
∑
s
∫
d3k
(2π)3
[
b†s(k)bs(k) + d
†
s(k)ds(k)
]
E∗
=
∑
s
∫
d3k
(2π)3
[
b†s(k)bs(k) + d
†
s(k)ds(k)
]√
k2 +m2 . (A3)
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