We introduce AutoGluon-Tabular, an opensource 2 AutoML framework that requires only a single line of Python to train highly accurate machine learning models on an unprocessed tabular dataset such as a CSV file. Unlike existing AutoML frameworks that primarily focus on model/hyperparameter selection, AutoGluon-Tabular succeeds by ensembling multiple models and stacking them in multiple layers. Experiments reveal that our multi-layer combination of many models offers better use of allocated training time than seeking out the best.
Introduction
Machine Learning (ML) has advanced significantly over the past decade. This has led to exciting novel architectures for modeling and techniques for scaling estimators to large datasets. It has also led to a popularization of ML among engineers and data scientists. However, as state-of-the-art ML techniques grow in sophistication, it is increasingly difficult even for a ML expert to incorporate all of the recent best practices into their modeling.
In this paper, we focus on regression and classification problems with tabular data, drawn IID from some underlying distribution and stored in a structured table of values. Numerous AutoML frameworks have recently emerged to solve this problem, as evidenced by a flurry of survey articles (Yao et al., 2018; He et al., 2019; Truong et al., 2019; Guyon et al., 2019; Zöller & Huber, 2019) . While existing frameworks automate large portions of the supervised learning pipeline, few of them are able to robustly take raw data and deliver high-quality predictions without any user input and without software errors (see Appendix E). Many existing frameworks can only handle numeric data (without missing values). Such frameworks can thus only be applied to most datasets after manual preprocessing. Other frameworks can transform raw data to appropriate numeric inputs for ML models, but require the user to manually specify the type of each variable.
Prior work focused almost exclusively on the task of Combined Algorithm Selection and Hyperparameter optimization (CASH), offering strategies to find the best model and its hyperparameters from a sea of possibilities (Thornton et al., 2013; Zöller & Huber, 2019) . As this search is typically intractable (nonconvex/nonsmooth), CASH algorithms are expensive. Their brute-force search expends significant compute evaluating poor model/hyperparameter configurations that no reasonable data scientist would consider.
In this paper we introduce AutoGluon-Tabular, an easy to use and highly accurate Python library for AutoML with tabular data. In contrast to prior work focused on CASH, AutoGluon-Tabular performs advanced data processing, deep learning, and multi-layer model ensembling. It automatically recognizes the data type in each column for robust data preprocessing, including special handling of text fields. AutoGluon fits various models ranging from off-the-arXiv:2003.06505v1 [stat.ML] 13 Mar 2020 shelf boosted trees to customized neural network models. These models are ensembled in a novel way: models are stacked in multiple layers and trained in a layer-wise manner that guarantees raw data can be translated into high-quality predictions within a given time constraint. Over-fitting is mitigated throughout this process by splitting the data in various ways with careful tracking of out-of-fold examples. This paper demonstrates that these admittedly less glamorous aspects of the ML pipeline have a considerable effect on accuracy. Note though, that many of these 'tricks of the trade' are well understood in the data science community, e.g. practitioners on Kaggle. To our knowledge, AutoGluon-Tabular is the first framework to codify this extensive set of best practices within a unified framework.
We additionally introduce several novel extensions that further boost accuracy, including the use of skip connections in both multi-layer stack ensembling and neural network embedding, as well as repeated k-fold bagging to curb overfitting. Another contribution of this paper is a thorough experimental study of 6 AutoML frameworks applied to 50 curated datasets that are particularly representative of real ML applications. The results highlight the substantial impact of these advanced modeling techniques ignored by other AutoML frameworks, which instead allocate their training time budget less resourcefully than AutoGluon.
The rest of this paper is organized as follows. Section 2 describes the components of AutoGluon-Tabular. Section 3 surveys the AutoML frameworks we evaluate. Our experimental setup and benchmark results are presented in Section 4. The last section provides some concluding remarks.
Within the call to fit(), AutoGluon automatically: preprocesses the raw data, identifies what type of prediction problem this is (binary, multi-class classification or regression), partitions the data into various folds for model-training vs. validation, individually fits various models, and finally creates an optimized model ensemble that outperforms any of the individual trained models. For users willing to tolerate longer training times to maximize predictive accuracy, fit() provides additional options that may be specified:
• hyperparameter tune = True optimizes the hyperparameters of the individual models. • auto stack = True adaptively chooses a model ensembling strategy based on bootstrap aggregation (bagging) and (multi-layer) stacking. • time limits controls the runtime of fit().
• eval metric specifies the metric used to evaluate predictive performance.
All intermediate results are saved on disk. If a call was canceled, we can invoke fit() with the argument continue training=True to resume training.
Note that TabularPrediction is just one of many tasks in the overall AutoGluon 3 framework, which also supports AutoML on text and image data. It offers a large range of features including hyperparameter turning, neural architecture search, and distributed training, whose description lies beyond the scope of this work. This paper solely concentrates on the AutoGluon-Tabular module, referred to as AutoGluon here for simplicity, noting that design choices for structured data tables are radically different than for images/text (c.f. transfer learning).
Data Processing
When left unspecified by the user, the type of prediction problem at hand is first inferred by AutoGluon based on the types of values present in the label column. Non-numeric string values indicate a classification problem (with the number of classes equal to the number of unique values observed in this column), whereas numeric values with few repeats indicate a regression problem. This simple feature is just one example of the many AutoGluon optimizations that help users quickly translate raw data into accurate predictions.
AutoGluon relies on two sequential stages of data processing: model-agnostic preprocessing that transforms the inputs to all models, and model-specific preprocessing that is only applied to a copy of the data used to train a particular model. Model-agnostic preprocessing begins by categorizing each feature numeric, categorical, text, or date/time. Uncategorized columns are discarded from the data, comprised of non-numeric, non-repeating fields with presumably little predictive value (e.g. UserIDs). We consider text features to be columns of mostly unique strings, which on average contain more than 3 non-adjacent whitespace characters. The values of each text column are transformed into numeric vectors of n-gram features (only retaining those n-grams with high overall occurrence in the text columns to reduce memory footprint). Date/time features are also transformed into suitable numeric values. A copy of the resulting set of numeric and categorical features is subsequently passed to model-specific methods for further tailored preprocessing. To deal with missing discrete variables, we create an additional Unknown category rather than imputing them. This also allows AutoGluon to handle previously unseen categories at test-time. Note that often observations are not missing at random and we want to preserve the evidence of absence (rather than the absence of evidence).
Types of Models
We use a bespoke set of models in a predefined order. This ensures that reliably performant models such as random forests are trained prior to more expensive and less reliable models such as k-nearest neighbors. This strategy is critical when stringent time-limits are imposed on fit(). It helped auto-sklearn previously win time-constrained Au-toML competitions (Feurer et al., 2018) . In particular, we consider neural networks, LightGBM boosted trees (Ke et al., 2017) , CatBoost boosted trees (Dorogush et al., 2018) , Random Forests, Extremely Randomized Trees, and k-Nearest Neighbors. We use scikit-learn implementations of the latter three models. Note that this list is far smaller than the multitude of candidates considered by AutoML frameworks like TPOT, Auto-WEKA, and auto-sklearn. Nonetheless, AutoGluon is sufficiently modular that users may easily add their own bespoke models into the set of models that AutoGluon automatically trains, tunes, and ensembles.
Neural Network
Tabular data lacks the translation invariance and locality of images and text that can be exploited via convolutions (2016) demonstrated that properly tuned neural networks can provide significant accuracy-boosts when added to an existing ensemble of other types of models. In particular, the decision boundaries learned by neural networks differ from the axis-aligned geometry of tree-based models, and thus provide valuable diversity when ensembled with trees.
The network architecture used by AutoGluon is depicted in Figure 1 , and additional details are in Appendix A. It shares similar design choices as the models of ; Cheng et al. (2016) . Our network applies a separate embedding layer to each categorical feature, where the embedding dimension is selected proportionally to the number of unique levels observed for this feature (Guo & Berkhahn, 2016) . For multivariate data, the individual embedding layers enable our network to separately learn about each categorical feature before its representation is blended with other variables. The embeddings of categorical features are concatenated with the numerical features into a large vector which is both fed into a 3-layer feedforward network as well as directly connected to the output predictions via a linear skip-connection.
To our knowledge, AutoGluon is the first AutoML framework to use per-variable embeddings that are directly connected to the output via a linear shortcut path, which can improve their resulting quality via improved gradient flow. Most existing AutoML frameworks instead just apply standard feedforward architectures to one-hot encoded data (Kotthoff et al., 2017; Pandey, 2019 ).
Multi-Layer Stack Ensembling
Ensembles that combine predictions from multiple models have long been known to outperform individual models, often drastically reducing the variance of the final predictions (Dietterich, 2000) . All of the best-performing AutoML frameworks today rely on some form of model ensembling such as bagging (Breiman, 1996) , boosting (Freund et al., 1996 ), stacking (Ting & Witten, 1997 , or weighted combinations. In particular, various AutoML frameworks utilize shallow stack ensembling. Here a collection of individual "base" models are individually trained in the usual fashion. Subsequently, a "stacker" model is trained using the aggregated predictions of the base models as its features. The stacker model can improve upon shortcomings of the individual base predictions and exploit interactions between base models that offer enhanced predictive power (Van der Laan et al., 2007) .
Multi-layer stacking feeds the predictions output by the stacker models as inputs to additional higher layer stacker models. Iterating this process in multiple layers has been a winning strategy in prominent prediction competitions (Koren, 2009; Titericz & Semenov, 2016) . However, it is nontrivial to implement robustly and thus not currently utilized by any AutoML framework. AutoGluon introduces a novel form of multi-layer stack ensembling, depicted in Figure 2. Here the first layer has multiple base models, whose outputs are concatenated and then fed into the next layer, which itself consists of multiple stacker models. These stackers then act as base models to an additional layer.
We extend the traditional stacking method with three changes that improve its resulting accuracy. To avoid another CASH problem, traditional stacking employs simpler models in the stacker than the base layers ( Van der Laan et al., 2007) . AutoGluon instead simply reuses all of its base layer model types (with the same hyperparameter values) as stackers. This technique may be viewed as an alternative form of deep learning that utilizes layer-wise training, where the units connected between layers may be arbitrary ML models. Unlike existing strategies, our stacker models take as input not only the predictions of the models at the previous layer, but also the original data features themselves (input vectors are data features concatenated with lowerlayer model predictions). Reminiscent of skip connections in deep learning, this enables our higher-layer stackers to revisit the original data values during training.
Our final stacking layer applies ensemble selection (Caruana et al., 2004) to aggregate the stacker models' predictions in a weighted manner. AutoGluon's use of ensemble selection as the output layer of a stack ensemble is a strategy we have not previously encountered. While ensemble selection has been advocated for combining base models due to … … Base Stack Figure 2 . AutoGluon's multi-layer stacking strategy, shown here using two stacking layers and n types of base learners.
its resilience against over-fitting (Feurer et al., 2015) , this property becomes even more valuable when aggregating predictions across a high-capacity stack of models.
Repeated k-fold Bagging
AutoGluon further improves its stacking performance by utilizing all of the available data for both training and validation, through k-fold ensemble bagging of all models at all layers of the stack. Also called cross-validated committees (Parmanto et al., 1996) , k-fold bagging is a simple ensemble method that reduces variance in the resulting predictions. This is achieved by randomly partitioning the data into k disjoint chunks (we stratify based on labels), and subsequently training k copies of a model with a different data chunk held-out from each copy. AutoGluon bags all models and each model is asked to produce out-of-fold (OOF) predictions on the chunk it did not see during training. As every training example is OOF for one of the bagged model copies, this allows us to obtain OOF predictions from every model for every training example.
In stacking, it is critical that higher-layer models are only trained upon lower-layer OOF predictions. Training upon in-sample lower-layer predictions could amplify over-fitting and introduce covariate shift at test-time. Naive stacking with a traditional training/validation split in place of bagging can thus only use a fraction of the data to train the stacker. This issue becomes even more severe with multiple stacking layers. Our use of OOF predictions from bagged ensembles instead allows higher-layer stacker models to leverage the same amount of training data as those of the previous layer.
While k-fold bagging efficiently reuses training data, it remains susceptible to a subtle form of over-fitting. The training process of certain models can be influenced by OOF data through factors such as the early stopping criterion, which can lead to minor over-fitting in OOF predictions. However, a stacker model trained on over-fit lower layer predictions Algorithm 1 AutoGluon-Tabular Training Strategy (multi-layer stack ensembling + n-repeated k-fold bagging).
Require: data (X, Y ), family of models M, # of layers L 1: Preprocess data to extract features 2: for l " 1 to L do {Stacking} 3: for i " 1 to n do {n-repeated} 4: Randomly split data into k chunks tX j , Y j u k j"1 5:
for j " 1 to k do {k-fold bagging} 6: for each model type m in M do 7:
Train a type-m model on X´j, Y´j X Ð concatenatepX, tŶ m u mPM q 14: end for may over-fit more aggressively, and OOF over-fitting can thus become amplified through each layer of the stack.
We propose a repeated bagging process to mitigate such over-fitting. When AutoGluon is given sufficient training time, it repeats the k-fold bagging process on n different random partitions of the training data, averaging all OOF predictions over the repeated bags. The number of repetitions, n, is selected by estimating how many bagging rounds can be completed within the allotted training time. OOF predictions which have been averaged across multiple kfold bags display even less variance and are much less likely to be over-fit. We find this n-repeated k-fold bagging process particularly effective for smaller datasets where OOF over-fitting arises due to limited OOF data sizes.
Training Strategy
Our overall training strategy is summarized in Algorithm 1, where each stacking layer receives time budget T total {L. In Step 7, AutoGluon first estimates the required training time and if this exceeds the remaining time for this layer, we skip to the next stacking layer. After each new model is trained, it is immediately saved to disk for fault tolerance. This design makes the framework highly predictable in its behavior: both the time envelope and failure behavior are well-specified. This approach guarantees that we can produce predictions as long as we can train at least one model on one fold within the allotted time. As we checkpoint intermediate iterations of sequentially trained models like neural networks and boosted/bagged trees, AutoGluon can still produce a model under meager time limits. We additionally anticipate that models may fail while training and skip to the next one in this event.
Many AutoML frameworks train multiple models in parallel on the same instance. While this may save time in some cases, it leads to many out-of-memory errors on larger datasets without careful tuning. AutoGluon-Tabular instead trains models sequentially and relies on their individual implementations to efficiently leverage multiple cores. This allows us to train where other frameworks fail.
AutoML Frameworks
Due to the immense potential of AutoML, many frameworks have been developed in this area. We describe five widely used AutoML frameworks, summarized in Table 1 .
Auto-WEKA (Thornton et al., 2013) was one of the first AutoML frameworks and remains popular today with ongoing improvements (Kotthoff et al., 2017) . It relies on a wide array of models from the WEKA Java ML library, and is one of the first frameworks to address CASH via Bayesian optimization. After models have been selected, Auto-WEKA tries various ensembling strategies to further improve its predictions.
auto-sklearn (Feurer et al., 2015) has been the winner of numerous AutoML competitions to date (Feurer et al., 2018; Guyon et al., 2019) . This framework selects its base models from many options provided in the scikit-learn ML library (Pedregosa et al., 2011) . Two key factors driving auto-sklearn's success include its use of meta-learning to warm start the hyperparameter search (Feurer et al., 2014) , as well as combining many models via the ensemble selection strategy of Caruana et al. (2004) . Time management is a critical aspect of auto-sklearn, which leverages efficient multi-fidelity hyperparameter optimization strategies .
TPOT. The Tree-based Pipeline Optimization Tool (TPOT) of Olson & Moore (2019) employs genetic algorithms to optimize ML pipelines. Each candidate consists of a choice data processing operations, hyperparameters, models, and the option to stack ensembling with other models. While their evolutionary strategy can cope with this irregular search space, many of the randomly-assembled candidate pipelines evaluated by TPOT end up invalid, thus, wasting valuable time that could be spent training valid models.
H2O AutoML (Pandey, 2019) is perhaps the most widely used AutoML framework today, particularly in Kaggle prediction competitions. Able to process raw CSV input into predictions for test data, H2O employs one layer of ensemble stacking combined with bagging, and utilizes an XGBoost tree ensemble (Chen & Guestrin, 2016) as one of its strongest base models. While it merely employs random search for hyperparameter optimization, H2O frequently out- 
GCP-Tables. Recently released, Google Cloud Platform
AutoML Tables is a commercial framework that handles end-to-end AutoML (raw data Ñ predictions), but is only available on Google Cloud as a managed service . GCP-Tables model training and predictions must be performed through API calls to Google Cloud. The internals of this framework thus remain unclear, although it is known to at least utilize both tree ensembles and the AdaNet method of boosting neural network ensembles (Cortes et al., 2017) . GCP- Tables is computationally intensive 
Experiments

Setup
AutoML platforms are nontrivial to compare as their relative performance differs between problems. To ensure meaningful comparisons, we benchmark 4 on a highly varied selection of 50 more curated datasets, spanning binary/multiclass classification and regression problems. These data are collected from two sources:
OpenML AutoML Benchmark. 39 datasets curated by to serve as a representative benchmark for AutoML frameworks. These datasets span various binary and multi-class classification problems and exhibit substantial heterogeneity in sample size, dimensionality, and data types. Each AutoML framework is extensively evaluated in this benchmark through replicate runs on 10 different training/test splits for each dataset, making 390 prediction problems in total (splits provided by original benchmark, and reported numbers are averaged over them). We only provide the test data to AutoML frameworks at prediction time, and their predictions are scored using the original benchmark authors' code. As in the original benchmark, we train for both 1h as well as 4h, and loss on each test set is calculated as 1´AUC or log-loss for binary or multi-class classification tasks, respectively.
Kaggle Benchmark. 11 tabular datasets chosen from recent Kaggle competitions to reflect real modern-day ML applications (full list in Table S1 ). The competitions in this benchmark contain both regression and (binary/multiclass) classification tasks. Various metrics are used to evaluate predictive performance, each tailored to the particular applied problem by the competition organizers. For every competition in this benchmark, none of the test data labels are available to us. Each AutoML framework was trained on the provided training data, and then asked to make predictions on the provided (unlabeled) test data. These predictions were then submitted to Kaggle's server which evaluated their accuracy (on secret test labels) and provided a score (details in Appendix §B). This benchmark offers a way to meaningfully compare AutoML performance across datasets: via the percentile rank achieved on the official competition leaderboards, which quantifies how many data science teams were outperformed by AutoML.
Using these datasets, we compared AutoGluon with the five aforementioned AutoML frameworks. Each was run with default settings except where the package authors suggested an improved setting in private communication. AutoGluon is run via the following code for every dataset: These settings instruct AutoGluon to utilize 2-layer stacking with (repeated) bagging, optimizing its predictions with respect to the specified evaluation metric as much as possible within the given time limit. While AutoGluon does support various hyperparameter optimization strategies, we do not All frameworks were run on the same type of EC2 cloud instance with an identical training time limit, except GCP-Tables, which uses 92 Google Cloud servers by default. As some frameworks only loosely respected the specified time limits, we report actual training times as well.
Results
Tables 2-3 provide pairwise comparisons showing how each framework fares against AutoGluon in these benchmarks (after 4 hours of training), indicating how often one framework is better than another. Figure 3 depicts the performance of each framework across the many datasets in our benchmarks, indicating how much better each framework is than the others for a particular problem. Analogous results with other time limits (1 hour and 8 hours) can be found in the Appendix (Tables S4, S9 , S11-S14 and Figures S1 and S3 ).
In any of these results, it is evident that AutoGluon is significantly more accurate than all of the other AutoML frameworks. For every benchmark and every time limit, Auto-Gluon is the only framework to rank better than 2 nd on average, indicating no other framework could beat it consistently. On over half of the datasets in each benchmark (23/39 for AutoML, 7/11 for Kaggle), AutoGluon performed better than all of the other frameworks combined. AutoGluon is additionally more robust (with far less failures) and better at adhering to the specified training time limits (Table 2-3 , Figures S2-S4 ). Beyond the benchmark-specific metrics for scoring predictions, AutoGluon also achieves the highest raw accuracy among AutoML frameworks when directly predicting class labels rather than probabilities (Table S8 ).
AutoGluon's performance continues to improve with additional training time, and does so more reliably than the other frameworks which may start over-fitting (Table 4 ). When allowed to train for 24h on the otto-group-product data (with the same default arguments used in our benchmarks), AutoGluon was able to produce even more accurate predictions that achieved a rank of 23 rd place (out of 3505 teams) on the official leaderboard for this Kaggle competition. In just 24 hours and without any effort on our part, AutoGluon managed to outperform 99.3% of the participating data scientists. Even just the 4h training used in our benchmark sufficed for AutoGluon to perform very well in some competitions, placing 42 / 3505 and 39 / 2920 on the official leaderboards of the otto and bnp-paribas competitions, respectively.
Ablation Studies
Finally, we study the importance of AutoGluon's various components via ablation analysis. We run variants of Au-toGluon with the following functionalities sequentially removed: First, we omit iterated repetitions of bagging, just using a single round of k-fold bagging (NoRepeat). Second, we omit our multi-layer stacking strategy, so the resulting model ensemble only uses bagging and ensemble selection (NoMultiStack). Third, we omit bagging and rely on ensemble selection with only a single training/validation split of the data (NoBag). Fourth, we omit our neural network from the set of base models that are applied (NoNetwork). Table 5 shows that overall predictive performance dropped each time we removed the next feature in this list. Thus, these features all entail key reasons why AutoGluon is more accurate than other AutoML frameworks. Even after 4h of training, the NoMultiStack variant could usually not outperform the full version of AutoGluon trained for only 1h. 
Conclusion
This paper introduced AutoGluon-Tabular, an AutoML framework for structured data that automatically manages the end-to-end ML pipeline. AutoGluon codifies best modeling practices from the data science community, and extends them in various ways. Key aspects of AutoGluon-Tabular include its robust data processing to handle heterogeneous datasets, modern neural network architecture, and powerful model ensembling based on novel combinations of multilayer stacking and repeated k-fold bagging. Our comprehensive empirical evaluation reveals that AutoGluon-Tabular is significantly more accurate than popular AutoML frameworks that focus on combined algorithm selection and hyperparameter optimization (CASH). Although AutoML is often taken as synonymous with CASH, our work clearly demonstrates that it only constitutes one piece of a successful end-to-end AutoML framework. Appendix: AutoGluon-Tabular: Robust and Accurate AutoML for Structured Data
A. AutoGluon Implementation Details
Default hyperparameter values used for each model can be found in the AutoGluon source code: github.com/ awslabs/autogluon. The implementation of each model and its hyperparameter values are located in the directory: autogluon/utils/tabular/ml/models/. These default hyperparameter values were chosen a priori and not tuned based on the particular datasets used for benchmarking in this paper.
Implemented using MXNet Gluon, the neural network in AutoGluon employs ReLU activations, dropout regularization, batch normalization, Adam with a weight decay penalty (Kingma & Ba, 2015) , and early stopping based on validation performance. While not tuned via hyperparameter optimization, the size of the hidden layers is nonetheless scaled adaptively based on properties of the training data (in a fixed manner). In particular, the feedforward branch of our model uses hidden layers of size 256 and 128 which are additionally scaled up based on the number of classes in multi-class settings. The width of the numeric embedding layer ranges between 32 -2056 and is determined based on the number of numeric features and the proportion of numeric vs. categorical features. Inspired by , a discrete feature with k unique categories observed in the training data is processed by an embedding layer of size: 1.6ˆk 0.56 (up to threshold of size 100).
To ensure stable gradients in regression we rescale targets and use the L 1 loss (even for mean-squared-error objectives). While SeLU activations have demonstrated strong performance in tabular data applications (Klambauer et al., 2017) , we found them occasionally unreliable on data with peculiar characteristics, and opted to use simpler ReLU units for the sake of robustness.
Model-specific data preprocessing for our neural network included the following steps. For numeric features: missing values were imputed using the median, quantile normalization was applied to skewed distributions, and mean-zero unit-variance rescaling was applied to all other variables. For categorical features: a separate "Unknown" category was introduced for missing data as well as new categories encountered during inference, and an "Other" category was used to handle high-cardinality features with ą 100 possible levels, where all rare categories were reassigned to "Other". We only applied our embedding layers to categorical features with at least 4 discrete levels (others were simply one-hot encoded and then treated as numeric).
B. Data used in Kaggle Benchmark
Table S1 describes the datasets that comprised our Kaggle benchmark. Data for each competition can be obtained from its website: kaggle.com/c/x/ where x is the name of the competition specified in the table. We selected data for the benchmark based on a few criteria. First, we aimed to include datasets for which Lu (2019); Rishi (2019) previously demonstrated that GCP-Tables could produce strong results (indicating these are suitable candidates for AutoML). These competitions included the following: allstate-claims-severity, porto-seguro-safe-driver-prediction, walmart-recruiting-trip-type-classification, ieee-fraud-detection.
We decided not to include the other three datasets from in our benchmark because either the data are unavailable (criteo-display-ad-challenge), the competition is no longer scoring predictions (mercari-price-suggestion-challenge), or the data require manual transformations to be formatted as a single table, without a clear canonical recipe to construct such a table (kdd-cup-2014-predicting-excitement-at-donors-choose).
The remaining benchmark data were selected by optimizing for a mix of regression and binary/multiclass classification tasks with IID data (i.e. without temporal dependence), while favoring competitions that were either more recent (indicating more timely applications) or had a large number of teams competing (indicating more prominent applications). Here, we chose to Table S1 . Summary of the 11 Kaggle competitions used in our benchmark, including: the date of each competition, around how many teams participated, and the number of rows/columns in the provided training data. The metrics used to evaluate predictive performance in each competition include: root mean squared logarithmic error (RMSLE), coefficient of determination (R 2 ), mean absolute error (MAE), logarithmic loss (log-loss), area under the Receiver Operating Characteristic curve (AUC), and normalized Gini index (Gini).
Competition
Task (2019) which had an obvious join strategy). Typically based on domain-specific knowledge, the precise manner in which such manual joins are conducted will heavily affect predictive performance, and lies beyond the scope of current AutoML frameworks (which assume the data are contained within a single table). Beyond formatting them into a single table as necessary and specifying ID columns when they are needed to submit predictions, the data provided by Kaggle were otherwise not altered (no feature selection/engineering), in order to evaluate how our AutoML frameworks perform on raw data. For posterity, Table S2 lists additional competitions that appear to fit our selection criteria, but were ill-suited for the benchmark upon closer inspection.
Predictions submitted to a Kaggle competition receive two scores evaluated on private and public subsets of the test data. The performance reported in this paper is based on the private score from each Kaggle competition, which is used to decide the official leaderboard. An exception is the currently ongoing house-prices-advanced-regression-techniques competition for which we report public scores, as the private scores are not yet available (The leaderboard ranks achieved by our AutoML frameworks on this competition are thus unreliable as many competitors game the public scores through various exploits; public test scores nonetheless suffice for fair comparison of AutoML frameworks since our frameworks solely access the test data to make predictions). Throughout our presented results, two methods' performance is deemed equal if their predictions were scored within 5 decimal places of each other.
Certain competitions used scoring metrics not supported by some of the AutoML frameworks in our evaluations. However, by suitably processing the data, we were able to ensure every AutoML framework optimizes a metric monotonically related to the true scoring function. For example, we log-transformed the y-values from competitions using the Root Mean Squared Logarithmic Error, then specified that each AutoML frameworks should use the mean-squared error metric, and finally applied the inverse transformation to their predictions before submitting them to Kaggle. Normalized Gini-index scoring was handled by instead specifying the proportional AUC metric to each AutoML framework. Thus, each AutoML tool was informed of the exact evaluation metric that would be employed and our comparisons are fully equitable. 
Not appropriate for AutoML because...
ga-customer-revenue-prediction unsuited for ML without extensive manual preprocessing microsoft-malware-prediction non IID data with temporal dependence, shift in test distribution talkingdata-adtracking-fraud-detection non IID data with temporal dependence bigquery-geotab-intersection-congestion peculiar prediction problem, non IID data, needs special preprocessing elo-merchant-category-recommendation requires manual join of multiple data files restaurant-revenue-prediction minute sample size (n " 137) new-york-city-taxi-fare-prediction geospatial data requiring domain knowledge or external information sources nyc-taxi-trip-duration geospatial data requiring domain knowledge or external information sources caterpillar-tube-pricing requires manual join of multiple data files favorita-grocery-sales-forecasting non IID data, multiple data files that require joining walmart-recruiting-sales-in-stormy-weather requires manual join of multiple data files rossmann-store-sales non IID data with temporal dependence bike-sharing-demand non IID data with temporal dependence LANL-Earthquake-Prediction non IID data with temporal dependence ashrae-energy-prediction non IID data with temporal dependence
C. Details Regarding Usage of AutoML frameworks
Code to reproduce our benchmarks is available here: github.com/Innixma/autogluon-benchmarking. Our evaluations are based on running each AutoML system on every dataset in the exact same manner. Having to manually adjust tools to particular datasets would otherwise undermine the purpose of automated machine learning.
Only H2O and GCP-Tables could robustly handle training with CSV files of raw data in our experiments (each utilizing their own automated inference of feature types). While Auto-WEKA aims to do the same, our experiments produced numerous errors when applying Auto-WEKA to raw data (e.g. when a new feature-category appeared in test data). To enhance its robustness, we provided Auto-WEKA with the same preprocessed data that we provided to TPOT and auto-sklearn. Lacking end-to-end AutoML capabilities, these packages do not support raw data input and require the data to be preprocessed. Thus, we provided Auto-WEKA, TPOT, and auto-sklearn with the same preprocessed version of each dataset, producing via the same steps AutoGluon uses to transform raw data into numerical features that are fed to certain models: Inferred categorical features are restricted to only their top 100 categories, then one-hot encoded into a vector representation with additional categories to represent rare categories, missing values, and new categories only encountered at inference-time. Inferred numerical features have their missing values imputed and then are rescaled to zero mean and unit variance.
We find that given the AutoGluon-processed data, Auto-WEKA, TPOT, and auto-sklearn are able to match their performance in the original AutoML benchmark (Table S3) , this time without requiring that the feature types have been manually specified for each package. As a commercial cloud service, GCP-Tables differed from the other tools in that it is fully automated with no user-specified parameters to affect predictive performance beyond the given evaluation metric and time limits.
Where available, we used newer versions of each open-source AutoML framework than those evaluated in the original AutoML Benchmark. In particular, we used TPOT version 0.11.1, Auto-WEKA 2.6, H2O 3.28.0.1, and auto-sklearn version 5 0.5.2. For each of these AutoML libraries, we confirmed with the original package authors that any modifications we made to the default AutoML benchmark settings would be improvements. The code to run each AutoML tool is found in the autogluon utils/benchmarking/baselines/ folder of our linked code. Because running GCP-Tables on all 390 prediction problems of the AutoML benchmark was economically infeasible (4h runs would total over $30k), we only ran this AutoML tool on the first fold of each of the 39 datasets. All pairwise comparisons between GCP-Tables and AutoGluon only consider the AutoGluon performance over this same fold, rather than all 10.
We followed the protocol of the original AutoML Benchmark and trained frameworks with 1h and 4h time limits. The Kaggle datasets tend to be larger than those of the AutoML Benchmark and posed memory issues for some of the baseline AutoML tools. To ensure no AutoML framework is resource-limited, we ran the Kaggle benchmark for longer than the AutoML datasets (4h and 8h time limits), and used more powerful AWS m5.24xlarge EC2 instances (384 GiB memory, 96 vCPU cores). For the AutoML Benchmark, we used the same machine as in the original benchmark, an AWS m5.2xlarge EC2 instance (32 GiB memory, 8 vCPU cores).
To ensure averaging over different datasets remains meaningful in the AutoML Benchmark, we report loss values over the test data that have been rescaled. We rescale the loss values for each dataset such that they span r0, 1s among our AutoML frameworks. The rescaled loss for a dataset is set = 0 for the champion framework and = 1 for the worst-performing framework. The remaining frameworks are linearly scaled between these endpoints based on their relative loss. To ensure all head-to-head comparisons between frameworks remain fair, our reported averages/counts are taken only over those datasets where all frameworks trained without error. Table S3 . Comparing our usage of AutoML systems against the results from the original AutoML Benchmark . Out of the 39 datasets, we count how often our implementation exceeded the original performance (ą), or fell below the original performance (ă), or was equally performant ("). Since there were no ties here, all missing counts are datasets where one framework failed. Rather than providing TPOT, auto-sklearn, and Auto-WEKA with information about the true feature types (as done in the original benchmark), we instead provided them with data automatically preprocessed by AutoGluon. This allows these methods to be applied in a more automated/robust manner to other datasets, without harming their performance. 
C.1. AWS Sagemaker AutoPilot
Like GCP-Tables, Sagemaker AutoPilot is another cloud AutoML service which allows users to automatically obtain predictions from raw data with a single API call or just a few clicks. It runs a number of algorithms and tunes their hyperparameters on fully managed compute infrastructure, but does not utilize any model ensembling. At this time, AutoPilot does not estimate class probabilities (only produces class predictions). In order to receive a score in our benchmarks (log-loss, AUC, etc.), predicted class probabilities are needed. For that reason, we only included AutoPilot in the raw accuracy comparison in Table S8 .
D. Additional Results
This section contains the comprehensive set of results from all of our benchmarks. Table S4 . Comparing each AutoML framework against AutoGluon on the 39 AutoML Benchmark datasets (with 1h training time). Listed are the number of datasets where each framework produced: better predictions than AutoGluon (Wins), worse predictions (Losses), a system failure during training (Failures), or more accurate predictions than all of the other 5 frameworks (Champion). The latter 3 columns show the average: rank of the framework (among the 6 AutoML tools applied to each dataset), (rescaled) loss on the test data, and actual training time. Averages are computed over only the subset of datasets/folds where all methods ran successfully. Recall that loss on each test set is evaluated as 1 -AUC or log-loss for binary or multi-class classification tasks, respectively (lower = better). To ensure averaging over different datasets remains meaningful, we rescale the loss values for each dataset such that they span r0, 1s among our AutoML frameworks. The rescaled loss for a dataset is set = 0 for the champion framework and = 1 for the worst-performing framework. The remaining frameworks are linearly scaled between these endpoints based on their relative loss. Figure S1 . Performance of AutoML frameworks relative to AutoGluon on each dataset from the AutoML Benchmark (under 4h training time limit). Failed runs are not shown here (and we omit a massive loss of Auto-WEKA on cars as an outlier). Loss is measured via 1´AUC for binary classification datasets (black text), or log-loss for multi-class classification datasets (purple text), and is divided by AutoGluon's loss here. (A) 1h time limit specified (60 min) (B) 4h time limit specified (240 min) Figure S2 . Actual training times of each framework in the AutoML Benchmark, which varied despite the fact that we instructed each framework to only run for the listed time limit. Unlike AutoGluon, some frameworks vastly exceeded their training time allowance (TPOT in particular). In these cases, the accuracy values presented in this paper presumably represent optimistic estimates of the performance that would be achieved if training were actually halted at the time limit. Datasets are colored based on whether they correspond to a binary (black) or multi-class (purple) classification problem. Table S7 . Comparing open-source AutoML frameworks on all 10 folds of the AutoML Benchmark (with 4h training time limit). We include scores reported from the original AutoML Benchmark, indicated with (O). These results are based on the average performance across all 10 folds. A framework failure on any of the 10 folds is considered an overall failure for the dataset. Columns are defined as in Table 2 , where the averaged columns are relative to the particular table and should not be compared across tables. AutoGluon outperforms all other frameworks in 24 of the 39 datasets. Even without access to the original feature type information which was provided in the original benchmark, AutoGluon is still able to outperform the other frameworks. Our runs of the other AutoML frameworks perform similarly to their original results, indicating feature type information can be inferred effectively in most cases. Note that the original runs failed fewer times than our runs. This is likely because the original AutoML Benchmark runs performed multiple retries of failed frameworks in an attempt to get a result, which we did not consider here. Table S8 . Comparison of the AutoML frameworks on the AutoML Benchmark, evaluating the accuracy metric (with 1h training time limit). Columns are defined as in Table 2 . Rescaled misclassification rate is calculated in the same manner as rescaled loss, but applied specifically to the accuracy metric. Here, we additionally compare with the commercial Sagemaker Autopilot framework described in §C.1. All frameworks were optimized on AUC except for AutoPilot, which was optimized on accuracy. This demonstrates that while AutoGluon performs the best in the primary evaluation metric, it also performs favourably on secondary metrics such as accuracy, even compared to AutoPilot which optimized directly on accuracy. Figure S4 . Actual training times of each framework in the Kaggle Benchmark, which varied despite the fact that we instructed each framework to only run for the listed time limit. Unlike AutoGluon, some frameworks vastly exceeded their training time allowance (TPOT in particular). In these cases, the accuracy values presented in this paper presumably represent optimistic estimates of the performance that would be achieved if training were actually halted at the time limit. The color of each dataset name indicates the corresponding task: binary classification (black), multi-class classification (purple), regression (orange). 
D.1. Additional Results for AutoML Benchmark
Framework
D.3. Complete Set of Performance Numbers
This section lists the performance of each AutoML framework on every dataset from our benchmarks. 
E. AutoML Failures
When designing AutoML solutions, it is not easy to ensure stability and robustness across all manner of datasets that may be encountered in the wild. During our benchmarking process, we encountered various errors and defects in the tested frameworks. These errors include out-of-memory errors, resource limit errors, column name formatting errors, frameworks failing to generate models, frameworks failing to finish in their allotted time limit (and never stopping), data type inference errors, errors due to too few training rows, errors due to too many features, errors due to too many classes, output formatting errors, test data rows randomly shuffled during predictions, and many more. The results presented in this paper represent our best effort to resolve and mitigate as many of these errors as possible.
Many existing AutoML frameworks attempt to simultaneously train many models in parallel on different CPUs, but this leads to memory issues when working with large datasets. In contrast, AutoGluon simply trains each model one at a time, preferring to leverage all available CPUs to reduce individual model-training times as much as possible. This makes a big difference in practice. Both auto-sklearn and Auto-WEKA train models in parallel, and exhibited numerous memory issues when we ran them on larger datasets with less powerful CPUs, despite the fact that AutoGluon worked fine in these settings.
E.1. Failures in AutoML Benchmark
Below is a breakdown detailing what types of errors each AutoML framework encountered in the AutoML Benchmark. Oddly, certain frameworks would error on particular train/test splits while succeeding on other train/test splits of the same dataset.
E.1.1. AutoGluon Failures
AutoGluon failed on 1 of the 39 datasets in the 4h runs (0 failures in the 1h runs). This dataset is Dionis. Dionis is a large dataset of 416,188 rows, 61 features, and 355 classes. We note that no framework succeeded on all 10 folds of Dionis except for AutoGluon with 1h time limit. Both of the commercial AutoML services we tried, GCP-Tables and AutoPilot, also failed to produce a result for Dionis.
Due to AutoGluon's multi-layer stacking, it generates 355 features per successful base model to use as input to the stackers. While most of the models succeed or properly catch memory errors before they happen, the AutoGluon Neural Network does not yet have such a safeguard in the version of AutoGluon used in our benchmarks. Therefore, AutoGluon would randomly succeed or fail a fold depending on how much memory the neural network ended up using. AutoGluon 4h succeeded on folds 0 and 1, but failed on fold 2 with an out-of-memory error that prevented the sequential completion of further folds. Because not all 10 folds were ran, we report a total failure for AutoGluon on this dataset.
