In this letter, we propose a powerful multi-scale feature convolution unit for change detection. The proposed unit is able to extract multi-scale features in the same layer. Based on the proposed unit, two novel deep Siamese convolution networks, deep Siamese multi-scale convolutional network (DSMS-CN) and deep Siamese multi-scale fully-convolutional network (DSMS-FCN), are designed for unsupervised and supervised change detection in multi-temporal very high resolution (VHR) images. For unsupervised change detection, we implement automatic pre-detection to obtain training patch samples, and the DSMS-CN fits the statistical distribution of changed and unchanged ground from patch samples for change detection through multi-scale feature extraction module and deep Siamese architecture. For supervised change detection, an end-to-end deep network DSMS-FCN is trained in any size of multitemporal VHR images, and directly output the binary change map. The experimental results with a GF data set and an open change detection data set confirm that the two proposed architectures perform better than the state-of-the-art methods.
I. INTRODUCTION
Change detection (CD) is the process of identify differences in the state of an object or phenomenon by observing it at different time [1] . And change detection is playing a vital role in land-use and land-cover (LULC) change, forest or vegetation change, urban expansion research and damage assessment.
Multi-spectral image is the most commonly used data source for CD, and a number of methods based on it were proposed. Change detection analysis (CVA) generates a difference image (DI) and clusters DI to achieve the change result. Principal component analysis (PCA), as a dimension reduction methods, transforms the images into a new feature space and select a part of new bands for change detection. In [2] and [3] , multivariate alteration detection (MAD) and its iterative version IRMAD are proposed, which extract change objects by maximizing difference of projection feature. Based on slow feature analysis (SFA) algorithm, Wu et al. [4] proposed a SFA change detection method. The method aims to find the most invariant component in multi-temporal images and find the optimal feature space, in which the change object would be highlighted. architecture, is expert in extracting multi-level information, which is suitable for extracting spectral information and spatial context information in VHR images. In [5] , a deep symmetric network is proposed for change detection of VHR heterogeneous images, and a convolutional layer plays a role of feature extraction. Yang et al. [6] introduce a deep Siamese convolutional network for aerial image change detection, which extract features by two weight sharing convolutional branches and generate binary change map based on the feature difference of the last layer. Two fully convolutional Siamese architectures are first proposed in [7] , which are trained endto-end on change detection dataset and have achieved good performances. All of these method only adopt 3x3 convolution kernel as feature extraction module. Though 3x3 convolution kernel could extract spectral features and spatial context features in some extents, it still has some powerlessness in complex ground situations of VHR images. No research has attempted to use other sizes of convolution kernels or even multiple kernels for change detection in VHR image. Inspired by "network in network" structure [8] and Inception network [9] , we propose a multi-scale feature convolution unit (MFCU) extracting multi-scale spectral features and spatial context features in the same layer, which is suitable for VHR images. Adopting the MFCU as the basic feature extraction module, two methods are designed for unsupervised and supervised change detection.
The rest of this letter is organized as follows. Section II describes our methods in detail. Section III contains quantitative and qualitative comparisons with the state-of-theart change detection methods. In the end, Section IV draws the conclusion of our work in this letter.
II. PROPOSED METHODS

A. Multi-scale Feature Convolution Unit
For the purpose of extracting multi-scale features from VHR images, multi-scale feature convolution unit (MFCU) is proposed. As shown in Fig.1 , the MFCU is a "network in network" structure, and it extracts multi-scale features in parallel by four ways, namely 1x1 convolution kernel, 3x3 convolution kernel, 5x5 convolution kernel and 3x3 max pooling. The 1x1 convolution kernel focuses on extracting the features of pixels itself. The 3x3 convolution kernel extracts the features in a neighborhood. The 5x5 convolution kernel extracts features in a larger range, which is suitable for some large-scale continuous objects. And, max pooling is responsible for extracting the salient features. At last, the four type features are fused to obtain the multi-scale features. It should be noted that the 1x1 convolution before 3x3 convolution and 5x5 convolution is a bottleneck design [9] , which can reduce the parameters of network and make network easier to train. Compared with conventional single convolution unit, the MFCU extracts multi-scale features, which improves the feature abstraction ability of network, but does not significantly increase parameters of network.
B. Deep Siamese Multi-scale Convolutional Network
Using multi-scale space convolution unit as multi-scale feature extraction module, we design two novel Deep Siamese Multi-scale Convolutional Network for unsupervised and supervised change detection with multi-temporal VHR images, respectively.
The first proposed network is deep Siamese multi-scale convolutional network (DSMS-CN). The DSMS-CN ( Fig.  2(a) ) has two components: feature extraction network and change judging network. The feature extraction layer is a Siamese network and its two branches extract features from two patches using a same way because of weight sharing. The former two normal convolutional modules in each branch transform the spatial and spectral information into high dimension features, and the two latter MFCU modules extract abundant multi-scale features from high dimension features. Then, the absolute differences of multiple-layer features are fused and inputted into change judging network. In change judging network, a MFCU layer extracts multi-scale difference feature, and a global average pooling layer (GAP) replace fully connected layer to generate feature vector, which can make network more robust and reduce overfitting [9] . Lastly, the changed result is obtained by a fully connected layer. Another proposed network is deep Siamese multi-scale fully-convolutional network (DSMS-FCN). Same as the general FCN, the DSMS-FCN ( Fig. 2(b) ) consists of two parts: an encoder and a decoder. The encoder layers have two equal weight sharing branches, and the features of multi-temporal images are extracted in a same approach. Each branch has four max pooling and four subsampling layers, and the latter two subsampling layers consist of multi-scale feature convolution module. Based on the concept of skip connections in the U-Net [10] , the features of subsampling layer and upsampling layer at the same scale are concatenated during upsampling, which can produce accurate binary changed map with precise boundaries. The motivation for using the absolute value of the difference between the two branches to be concatenated with the features of the upsampling layer is that change detection is trying to detect differences between multi-temporal images.
C. Unsupervised & Supervised Change Detection Methods
Based on the two aforementioned deep Siamese multiscale feature convolution networks, we propose unsupervised and supervised change detection architectures.
In unsupervised change detection method, the DSMS-CN is adopted. The pre-classification is the first step. The main purpose of this step is to find pixels which have extremely high changed or unchanged probabilities. CVA is first adopted to generate difference image (DI) of multi-temporal images. In supervised architecture, the DSMS-FCN is directly trained end-to-end on change detection datasets without any pre-training. The inputs of the DSMS-FCN are two complete multi-temporal images, and the output is a binary change map. Unlike unsupervised architecture and majority of recent patch-based approach [6] , the DSMS-FCN is able to process images of any sizes and do not require sliding patch-window, therefore the accuracy and speed of inference could be improved.
III. EXPERIMENT
A. Unsupervised Change Detection
To evaluate our DSMS-CN and proposed unsupervised methods, we apply our methods on a GF data set. The three unsupervised methods used for comparison are CVA, MAD [2] , SFA [4] , and their iterative versions [3, 4] .
As shown is Fig. 3 , the result obtained by IRMAD misclassify a lot of building roofs into changed class, while some slightly changed pixels are classified as unchanged class, thus its kappa coefficient is only 32.89. The result of ISFA is slightly better than IRMAD, where its kappa coefficient is 35.30. However, ISFA still has similar shortcomings with IRMAD. This is because both the MAD and SFA are based on the central limit theorem, whereas the Gaussianity of VHR images is not obvious. Therefore, they are not suitable for change detection of the VHR images covering a small region, even though they can achieve outstanding results in low-and medium-resolution images. Compared with MAD and SFA, 
B. Supervised Change Detection
For the purpose of training the proposed DSMS-FCN and evaluate the method, we employ an open available VHR images data set: Air Change Dataset (ACD), which has already been used in [6, 7, 11] . We adopted the data split that was proposed in [6] and [7] : the top-left 784x448 corner of the Szada-1 were cropped for testing, and the rest of the images were used for training. The methods used for comparison were DSCN [6] , CXM [11] , SCCN [5] and three fully convolutional architectures proposed in [7] , using the values in [6] and [7] . Table 2 contains the accuracy assessment of the proposed DSMS-FCN, multi-scale FC-EF and other state-of-the-art methods. The FC-EF, FC-Siam-conc and FC-Siam-Diff are three architectures proposed in [7] . The multi-scale FC-EF is a variation of the FC-EF. Its conventional convolutional unit is replaced by our MFCU. And Fig. 4 is an illustration of our results on this dataset.
The results obtained on the Szada-1 show the superiority of the DSMS-FCN, which outperforms all the other methods and achieves the best recall metric and F1 rate. Utilizing the MFCU, each metric of multi-scale FC-EF is better than FC-EF, and this architecture achieves the best overall accuracy.
IV. CONCLUSION
In this letter, a powerful multi-scale feature convolution unit is presented, which is different from conventional convolution only extracting single-scale feature in one layer, and able to extract features at multi-scale in the same layer by a "network in network" structure. Based on the unit, two deep Siamese convolution network is designed for unsupervised and supervised change detection of VHR images. The DSMS-CN, used for unsupervised change detection and trained on pre-classification samples generated by CVA and FCM, outperforms state-of-the-art unsupervised methods. And the DSMS-FCN, as a fully convolutional architecture, is responsible for supervised change detection. In the experiment with Air Change Dataset, compared with three fully convolution network, a patch-based method and other stateof-the-art methods, our architecture delivers better performance and MFCU also exhibits powerful feature extraction capability. 
