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This article introduces a hybrid approach that combines the advantages of fuzzy sets,
pulse coupled neural networks (PCNNs), and support vector machine, in conjunction with
wavelet-based feature extraction. An application of breast cancer MRI imaging has been
chosen and hybridization approach has been applied to see their ability and accuracy
to classify the breast cancer images into two outcomes: normal or non-normal. The
introduced approach starts with an algorithm based on type-II fuzzy sets to enhance the
contrast of the input images. This is followed by performing PCNN-based segmentation
algorithm in order to identify the region of interest and to detect the boundary of
the breast pattern. Then, wavelet-based features are extracted and normalized. Finally,
a support vector machine classiﬁer was employed to evaluate the ability of the lesion
descriptors for discrimination of different regions of interest to determine whether they
represent cancer or not. To evaluate the performance of presented approach, we present
tests on different breast MRI images. The experimental results obtained, show that the
overall accuracy offered by the employed machine learning techniques is high compared
with other machine learning techniques including decision trees, rough sets, neural
networks, and fuzzy artmap.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Breast MRI is an excellent problem-solving technology in detecting, diagnosing, and staging breast cancer. It has shown a
high sensitivity and moderate speciﬁcity in detecting breast cancer. MRI is also excellent at imaging the augmented breast,
including both the breast implant itself and the breast tissue surrounding the implant. Breast MRI is also useful for staging
breast cancer, determining the most appropriate treatment, and for patient follow-up after breast cancer treatment [1,13,18,
2,14]. Contrast-enhanced breast MRIs acquired by contrast injection have been shown to be very sensitive in the detection
of breast cancer, but are also time-consuming and cause waste of medical resources [11]. To improve the performance,
a computer-aided diagnosis system, which should provide useful information in real time to the radiologist, is required in
order to allow for more accurate and eﬃcient diagnosis with lower error rates. Over the last few decades we have seen a
new era of machine learning emerging that is focusing on the principles, theoretical aspects, and design methodology of
algorithms gleaned from nature.
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biological computers and being capable of performing a variety of tasks that are diﬃcult or impossible to do using conven-
tional techniques. It is focusing on the principles, theoretical aspects, and design methodology of algorithms gleaned as well.
It aims at providing computational methods for accumulating, changing and updating knowledge in intelligent systems, and
in particular learning mechanisms that will help us to induce knowledge from examples or data. Machine learning methods
are useful in cases where algorithmic solutions are not available, there is lack of formal models, or the knowledge about the
application domain is poorly deﬁned [9]. Examples include artiﬁcial neural networks inspired by mammalian neural sys-
tems, evolutionary computation inspired by natural selection in biology, simulated annealing inspired by thermodynamics
principles and swarm intelligence inspired by collective behavior of insects or micro-organisms interacting locally with their
environment causing coherent functional global patterns to emerge. Intelligent systems are a well-established paradigm
with current systems having many of the characteristics of biological computers and being capable of performing a variety
of tasks that are diﬃcult or impossible to do using conventional techniques.
The combination or integration of more distinct machine intelligence techniques can be done in any form, either by
a modular integration of two or more intelligent methodologies, which maintains the identity of each methodology, or
by integrating one methodology into another, or by transforming the knowledge representation in one methodology into
another form of representation, characteristic to another methodology. For example, neural networks and rough sets are
widely used for classiﬁcation and rule generation [7,8,1]. In this paper we show how a combination of various machine
intelligence techniques can be used to analyze breast MRI images for the purpose of diagnosing women breast cancer. Our
approach utilizes type-II fuzzy algorithm for improving the quality of MRI images [11]. Then, we perform segmentation
utilizing pulse coupled neural networks in order to extract regions of interest. Wavelet features are extracted from these
regions and ﬁnally, support vector machine is then performed for the actual diagnosis and discrimination of different regions
of interest to determine whether they represent cancer or not.
The rest of the paper is organized as follows. Section 2 gives a brief introduction to the MRI technology and the machine
intelligent techniques used in our approach. Section 3 presents the proposed breast MRI image analysis approach in detail.
Experimental results are discussed in Section 4. Conclusions are discussed in Section 5.
2. Preliminaries
This section provides a brief explanation of the basic framework of breast MRI imaging technology, the type-II fuzzy,
wavelet and PCNN, along with some of the key basic concepts. A more comprehensive review can be found in sources such
as [11,9].
2.1. Breast MRI imaging technology
MRI imaging techniques, in particular breast MRI imaging, are widely used in medical diagnosis [17,6,14]. For cancer de-
tection, breast MRI is performed using a gadolinium-based contrast agent to increase contrast in the resulting images. When
gadolinium injected into the patient bloodstream, enters the magnetic ﬁeld, its temperature increases slightly. The signals
created by the passing gadolinium are picked up by special radio equipment inside the MRI machine. Gadolinium contrast
agent makes certain tissues, abnormalities or disease processes more clearly visible on a magnetic resonance imaging (MRI)
scans. Those signals are sent to a computer, which creates images of the breast tissue. The presence of the gadolinium in
the veins highlights the circulation inside your breast, and helps create a high-contrast image. Breast cancers are identiﬁed
on the basis of signiﬁcant early increase in signal intensity following intravenous injection of contrast agent.
2.2. Type-II fuzzy sets
Fuzzy logic systems usually employ the type-I fuzzy sets and represent uncertainty by numbers in the range [0,1] which
are referred to as degrees of membership. Type-II fuzzy sets are an extension of type-I fuzzy sets with an additional dimen-
sion that represents the uncertainty about the degrees of membership. The type-II fuzzy sets are useful in circumstances
where it is diﬃcult to determine the exact membership function for a fuzzy set. The type-I membership functions are pre-
cise in the sense that once they have been chosen all the uncertainty disappears. However, type-II membership functions
are fuzzy themselves. The simplest type-II fuzzy sets are interval type-II sets whose elements’ degrees of membership are
intervals with secondary membership degree of 1.0 [5,11].
The type-II fuzzy logic works as follows: the crisp inputs are ﬁrst fuzziﬁed into either type-0 (known as singleton
fuzziﬁcation) or type-I, which then activate the inference engine and the rule base to produce output type-II fuzzy sets.
These the type-II fuzzy sets are then processed by a type-reducer (which combines the output sets and then performs a
centroid calculation), leading to an interval type-II fuzzy sets called the type-reduced set. A defuzziﬁer then defuzziﬁes the
type-reduced set to produce crisp outputs [5,11].
2.3. Pulse-coupled neural networks (PCNNs)
The PCNN was originally presented by Eckhorn et al. [4] in order to explain the synchronous neuronal burst phenomena
in the cat visual cortex. The information of the input is converted to a set of pulse images which present the objects and
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els. The pulse-coupled neural network is a neural network that has the ability to extract edges, image segments and texture
information from images. The PCNN is very generic. Only a few changes are necessary to effective operating on different
types of data. This is an advantage over published image segmentation algorithms which generally require information about
the target before they are effective. But the parameters still have to be set manually [9].
The PCNN is signiﬁcantly different from other artiﬁcial neural network models in both its structure and operation. There
is no training involved. Each neuron in the processing layer is directly tied to an image pixel or a set of neighboring image
pixels, these are the feeding inputs, and they are also linked to nearby neurons, the linking inputs. The feeding inputs are
iteratively processed and together with the linking inputs produce a pulse train. The PCNN neuron consists of three parts:
the dendritic tree, the linking modulation, and the pulse generator. The role of dendritic tree is receiving the inputs from
two kinds of receptive ﬁelds. Depending on the type of receptive ﬁled, it is subdivided into two channels (the linking and
the feeding). The linking receives external stimulus while the feeding receives external stimulus and local stimulus [9].
The dendritic tree is given by:
Fij[n] = e−αF δn .Fij[n − 1] + Sij + V F
∑
kl
MijklYkl[n − 1] (1)
Li j[n] = e−αLδn .Li j[n − 1] + V L
∑
kl
WijklYkl[n − 1] (2)
where M and W are the constant synaptic weights, and S is the external stimulus. V F and V L are normalizing constants.
αF and αL are the time constants, such that αF < αL .
In the linking modulation, it gathers the outputs from two channels. It is made by adding a bias to the linking and
multiplying this by the feeding. The linking modulation is given by:
Uij[n] = Fij[n].
(
1+ βLi j[n]
)
(3)
where Uij is the internal state of the neuron. β is the linking parameter. The pulse generator is determines the ﬁring events
in the model. It depends on the internal state and the threshold.
The dynamic threshold of the neuron is deﬁned as:
θi j[n] = e−αθ .θi j [n−1]+Vθ .Yij[n] (4)
where V θ and αθ are normalized and time constants, respectively.
Eqs. (1) to (4) are run iteratively until the user decides to stop. There is currently no stop mechanism into PCNN. The
PCNN has many parameters that can be altered to adjust its behavior. The (global) linking strength, β , in particular has many
interesting properties (in particular effect on segmentation), while these parameters, together with the two weight matrices,
scale the feeding and linking inputs and scale the internal signals. Finally, the time constants and the offset parameter of
the ﬁring threshold are used to adjust the conversion between pulses and magnitudes. The dimension of the convolution
kernel directly affects the speed that the auto-wave travels. The dimension of the kernel allows the neuron to communicate
with neurons farther away and thus allows the auto-wave to advance farther in each iteration.
2.4. Wavelet transform
Wavelet is a well-known image analysis methodology [15,12]. It is known that the use of wavelets provides a richer
feature space. It provides approximation with excellent time and frequency resolution. The produced wavelet coeﬃcient
yields a smaller set of more robust features, which can improve the probability of correct classiﬁcation. The fundamental
idea behind wavelets is to analyze the signal at different scales or resolutions, which is called multi-resolution [15]. Wavelets
are a class of functions used to localize a given signal in both space and scaling domains. A family of wavelets can be
constructed from a mother wavelet. Compared to windowed Fourier analysis, a mother wavelet is stretched or compressed
to change the size of the window. In this way, big wavelets give an approximate image of the signal, while smaller and
smaller wavelets zoom in on details. Therefore, wavelets automatically adapt to both the high-frequency and the low-
frequency components of a signal by different sizes of windows. Any small change in the wavelet representation produces a
correspondingly small change in the original signal, which means local mistakes will not inﬂuence the entire transform. The
wavelet transform is suited for non-stationary signals, such as very brief signals and signals with interesting components at
different scales [15]. Wavelets mean small waves that segments data into different frequency components and transfer each
component with different resolution that is matched to its scale. The main idea of wavelet analysis is to see both coarse
and detail data without heavy computational penalty. The goal of most modern wavelet researches is to create a set of basis
functions and transform them in order to give an information.
2.5. Support vector machines
Support vector machine (SVM) is a promising classiﬁcation technique proposed by Vapnik [3]. This technique has been
widely studied for classiﬁcation, regression and density estimation. It was recently used in many applications including
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space through some non-linear mapping selected a priori. SVM has given proofs of its high generalization ability. For a
two-class problem, this is typically formulated as an optimization problem. The goal of SVM is to ﬁnd a linear optimal
hyperplane, so that the margin of separation between the two classes is maximized [16,6].
Suppose we have N training data points {(x1, y1), (x2, y2), . . . , (xN , yN)}, where xi ∈ Rd and yi ∈ {+1,−1}. Consider a
hyperplane deﬁned by (w,b), where w is a weight vector and b is a bias. A new object x can be classiﬁed. In practice, the
data is often not linearly separable. However, one can still implement a linear model by transform the data points via a
non-linear mapping to another higher dimensional space (feature space) such that the data points will be linear separable.
This mapping is done by a kernel function.
3. Proposed breast cancer MRI diagnosis approach
The proposed breast cancer MRI diagnosis is comprised of the following three fundamental building phases:
• Pre-processing: In the ﬁrst phase of the investigation, pre-processing algorithms based on fuzzy type-II and pulse
coupled neural networks are presented. It is adopted and used to improve the quality of the images and to make the
feature extraction phase more reliable. It contains several sub-processes; (1) Enhance the contrast of the whole image
using fuzzy type-II algorithm; (2) Detect the boundary of the breast region; and (3) Enhance the edges surrounding the
region of interest.
• Feature extraction-based wavelet transform: In the second phase, wavelet-based features have been extracted, normal-
ized and represented in a database as vector values.
• Classiﬁcation using support vector machine: The last phase is the classiﬁcation and prediction of new objects, it is
dependent on the support vector machine.
These three phases are described in detail in the following section along with the steps involved and the characteristics
feature for each phase.
3.1. Pre-processing phase
To increase the eﬃciency of the classiﬁcation and prediction process, a pre-processing stage should be considered to
enhance the quality of the input breast images before feature extraction and classiﬁcation process. In this paper, algorithm
based on fuzzy type-II is adopted and used to enhance the contrast of the breast MRI image. Fuzzy type-II set is obtained by
blurring a type-I membership function. It uses interval-based sets to construct the type-II fuzzy set by deﬁning the upper
and lower membership values. For more details refer to [11].
This part describes in more detail how the PCNN algorithm detects the boundary of breast cancer automatically. The
introduced boundary detection algorithm is comprised of three stages.
• An intensity adjustment process to map intensity values of an image to a new range is ﬁrst used to generate an image
with enough bright intensity around the breast.
• This adjusted image is then segmented using PCNN.
• The segmented image boundary is added to the original image which is acceptable for a given application.
The PCNN segmentation work as follows: An input gray-scale image is composed of M × N pixels. This image can be
represented as an array of M × N normalized intensity values. Then the array is fed in at the M × N inputs of PCNN. If
initially all neurons are set to 0, the input results in activation of all of the neurons at a ﬁrst iteration. The threshold of each
neuron, Θ , signiﬁcantly increases when the neuron ﬁres; then the threshold value decays with time. When the threshold
falls below the respective neuron’s potential (U ), the neuron ﬁres again, which again raises the threshold. The process
continues creating binary pulses for each neuron. While this process goes on, neurons encourage their neighbors to ﬁre
simultaneously in a way that is supported through interconnections. The ﬁring neurons begin to communicate with their
nearest neighbors, which in turn communicate with their neighbors. The result is an auto-wave that expands from active
regions. Thus, if a group of neurons is close to ﬁring, one neuron can trigger the group. Due to linking between neurons, the
pulsing activity of invoked neurons leads to the synchronization between groups of neurons corresponding to subregions of
the image that have similar properties and produces a temporal series of binary images.
The success of the application of PCNNs to image segmentation depends on the proper setting of the various parameters
of the network, such as the linking parameter β , thresholds θ , decay time constants αθ , and the interconnection matri-
ces M and W . Proper setting of the parameters is especially important when intensity signiﬁcantly varies across a single
segment [9].
3.2. Feature extraction phase: wavelet transform
In this work, the features will be deﬁned in wavelet transform domain. In the case of images, we consider the image
an N × N square matrix of signal values. We decompose the image row-wise for every row using 1-D decomposition
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Wavelet-based selected features.
No. Name Description
1 AMLCE Average multi-resolution local contrast entropy
2 RMSE Root mean square error
3 ASM Angular second moment
4 CON Contrast
5 DIS Dissimilarity
6 COR Correlation
7 IDM Inverse difference moment
8 SD Standard deviation
9 ADWC Average of detailed wavelet coeﬃcient
10 NSSDWC Sum of square of detailed wavelet coeﬃcient
Fig. 1. Samples of MRI images.
algorithm. The resulting two matrices are transposed and processed row-wise again to obtain four N2 × N2 square matrices.
This procedure can be repeated any number of times to represent the resolution level we want to reach. The total number
of coeﬃcients after decomposition always equals the initial input coeﬃcient. This matrix will be considered as our co-
occurrence matrix. Since cancer creates discontinuities in the tissue, in order for cancer to survive, it develops its own
blood supply system which is different than the supply system of normal tissue [10]. Therefore, the variance of the edge is
higher when the continuity breaks down, so cancerous tissue is expected to have more edges, and the time between the
edges is smaller than non-cancerous regions. The activity level of this area is high. The activity level can be measured as
the entropy of this coeﬃcient. The traditional entropy measure is global quantity calculated for the whole image, and then
it is not appropriate for quantifying the distribution of the information at different scales of resolution. The set of selected
wavelet-based features can be seen in Table 1.
3.3. Classiﬁcation using support vector machine
In a third phase, the wavelet-based features were used for classiﬁcation [10]. These feature vectors were used to obtain
high classiﬁcation precision using SVM, which seeks the optimal separating hyperplane between two classes by focusing
on the training samples that lie on the class boundaries while discarding other training samples effectively. The simplest
classiﬁcation problem that SVM could deal with is the linearly separable binary classiﬁcation.
4. Experimental results and discussion
In the following experiments, real breast MRIs acquired from patients with abnormal pathologies were used for perfor-
mance evaluation. The data sets used in this paper contains 120 images, which belong to two categories: normal, abnormal.
There are 70 normal images, 50 benign and malign, which are considered abnormal. Due to the differences in conditions un-
der which acquisition occurred, the images are not at the same level of contrast and we therefore apply the pre-processing
step. The various kinds of tissue found in the breast all appear differently on MRI scans. Cancer can have a unique appear-
ance as well. Some examples of MRI images are shown in Fig. 1. These breast MRI images show many small irregular areas
of increased signal that turned out to be cancer.
4.1. Fuzzy type-II enchantment and accuracy measurement
Fig. 2 shows obtained results of the type-II fuzzy set-based image enhancement on MRI images. The ﬁrst column of each
row depicts the original breast MRI image, the second column shows the result of a locally adaptive type-I fuzzy approach,
while the third column gives the result of the new type-II fuzzy set approach. It shows that the results obtained by type-II
fuzzy are much better than the results obtained by type-I fuzzy. Moreover, to study the accuracy of the enhancement results
using type-II fuzzy compared with type-I fuzzy, we calculate the accuracy based on the total number of pixels and the ratio
of the pixels in the original and the enhanced one [11].
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Table 2
Analysis of fuzzy type-I and type-II.
Image Type Total of pixels Ratio Accuracy
Image 1 Type-I 238400 2306309 9.67411
Image 1 Type-II 238400 −3656010 −15.335612
Image 2 Type-I 214120 −299760 7.67718
Image 2 Type-II 214120 2102354 −0.0927
Table 2 shows the accuracy of fuzzy type-II enhancement samples of the breast MRI images and we observe that the
experimental results indicate the promising possibilities of type-II fuzzy approach that gives a good better quality compared
with the commonly used type-I fuzzy approach.
4.1.1. PCNN segmentation results and accuracy measurement
As for the segmentation results, the accuracy rate was used to evaluate the performance of segmentation. It was calcu-
lated based on the overlap of the standard manually labeled reference image by an expert and a collection of segmentation
results obtained with the PCNN approach (refer to Fig. 3). The ﬁrst row depicts the original breast MRI image, the second
row shows the result of PCNN segmentation results. The accuracy rate, which represents the accuracy rate of the segmented
area in class k relative to the area in the standard reference image was quantiﬁed as the overlap fraction and is deﬁned as:
Accuracy = Sa(k) ∩ SeA(k)
Sa(k)
(5)
where Sa(k) and SeA(k) are the standard and the segmented image, respectively. While Sa(k) ∩ SeA(k) represents the
intersection areas of class k between the segmented image and the standard image, and the denominator represents the
area in class k in the standard image. Table 3 shows the PCNN parameters values used in this application.
4.1.2. SVM classiﬁcation results and accuracy measurement
After the wavelet-based features have been extracted and selected, the assessment of the classiﬁcation results has been
made using the support vector machine SVM applied to categorize the MRI images into two outcome: cancer or non-cancer.
Fig. 4 shows the classiﬁcation accuracy of several machine learning techniques. It shows that SVM (98% accuracy) get high
accuracy rate compared to other four machine learning techniques including rough sets (92%), decision tree (89.7%), Neural
networks (91%) and fuzzy artmap (88%). The only drawback of use SVM is that the parameters such as the cost parameter
which controls the trade-off between allowing training errors and forcing rigid margins, and the kernel type need to be
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Table 3
PCNN parameters used in this implementation.
Parameter Deﬁnition Value
β Linking strength 0.23
αF Feeding decay time constant 0.0014
αL Linking decay time constant 1
αθ Threshold decay time constant 10
V F Inherent feeding potential 0.001
V L Inherent linking potential 1
V θ Inherent thresholding dynamic potential 2–3
N Number of iteration 5
Fig. 4. Comparative analysis based on classiﬁcation accuracy.
284 A.E. Hassanien, T.-h. Kim / Journal of Applied Logic 10 (2012) 277–284Table 4
Features importance.
Feature Classiﬁcation error
All features 5.1%
Removing AMLCE 7.8%
tuned. Moreover, the SVM mapping to higher dimension is complex and training time increases exponentially with the
input data dimension.
The effectiveness of the new introduced feature (AMLCE) is demonstrated by measuring the classiﬁcation accuracy with
and without this feature. The quantitative results are given in Table 4. From Table 4 we can see that the classiﬁcation error
of all selected features including the AMLCE is very low than the accuracy ratio without the AMLCE, which means AMLCE
is very signiﬁcant feature.
5. Conclusions and future works
This article presented a hybrid approach that combines the advantages of fuzzy sets, pulse coupled neural networks
(PCNNs), and support vector machine, in conjunction with wavelet-based feature extraction. An application of breast cancer
MRI imaging has been chosen and hybridization approach have been applied to see their ability and accuracy to classify the
breast cancer images into two outcomes: normal or non-normal. To evaluate the performance of presented approach, we
presented tests on different breast MRI images. The experimental results obtained, show that the overall accuracy offered
by the employed the suggested machine learning techniques is high compared with other machine learning techniques
including decision trees, rough sets, neural networks, and fuzzy artmap.
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