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Abstract
We establish necessary and sufficient conditions for weak conver-
gence to the upper invariant measure for one-dimensional asymmetric
nearest-neighbour zero-range processes with non-homogeneous jump
rates. The class of “environments” considered is close to that consid-
ered by [1], while our class of processes is broader. We also give in
arbitrary dimension a simpler proof of the result of [19] with weaker
assumptions.
1 Introduction
Since [25, 17], the study of disorder-induced phase transitions in driven lat-
tice gases has attracted sustained interest, both in the mathematics and
physics literature. The model studied there was the totally asymmetric sim-
ple exclusion process (TASEP), respectively with a single defect site, and
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with i.i.d. particle disorder, the latter being equivalent to the totally asym-
metric zero-range process (TAZRP) with constant jump rate and i.i.d. site
disorder. Among subsequent works, TASEP with i.i.d. site disorder was con-
sidered in [42], and TAZRP with a single defect site in [32]. More recently,
dynamics-induced phase transition was studied ([33]) in finite non-attractive
homogeneous TAZRP, as well as the interplay between disorder-induced and
dynamics-induced condensation ([21]).
The aforementioned models have a single conserved quantity. In such cases,
the usual picture is that there exists a unique extremal invariant measure with
given asymptotic density. This can be established rigorously for translation-
invariant attractive processes with product invariant measures ([2, 15, 34]).
When invariant measures are not explicit ([16, 5, 38]), one can only show
uniqueness, but it is not known whether such a measure exists for all den-
sity values. Among natural questions is the domain of attraction of each
invariant measure. We are concerned here with the domain of attraction of
the critical invariant measure for a class of asymmetric zero-range processes
(AZRP) with quenched disorder when phase transition occurs. For asymmet-
ric models, large-time convergence is less well understood than for the sym-
metric exclusion process, where complete results are available ([35]). Even for
translation-invariant systems, most of the precise results are one-dimensional
and assume a translation-invariant initial distribution. Few exceptions con-
sidering deterministic initial configurations are [13, 12] for convergence to
blocking measures, and [7] for convergence to translation-invariant measures.
For models with mass as the only conserved quantity, phase transition is
defined ([14]) as the existence of an interval of densities for which an ex-
tremal invariant measure does not exist. For the site-disordered AZRP this
transition occurs when slow sites are rare enough, and for a finite system
above critical density, the steady state is obtained by completing the critical
steady state with a Bose-Einstein condensate at the slowest site ([17]). For
the infinite system (with a drift, say, to the right), the expected picture is the
following ([28, 24]). (1) There is no invariant measure above some finite crit-
ical density ρc. (2) Starting from an initial configuration with supercritical
density to the left, (a) growing condensates of mesoscopic size appear at sites
slower than their local environment on the left. Each condensate disappears
as soon as it enters the domain of influence of a slower condensate on its left.
Intervals between condensates are at critical equilibrium. (b) Eventually, all
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the supercritical mass will escape at −∞, while the distribution of the mi-
croscopic state near the origin converges to the critical invariant measure.
On the mathematical side, some results related to (2a) can be found in [22].
A weaker form of (2b) is established in [19] for nonzero mean AZRP with
i.i.d. site-disorder in any dimension. It is proved there that asymptotically,
the local distribution of the process near the origin can never exceed the
critical invariant measure, but no convergence is obtained. Besides, a subex-
ponential growth condition at infinity is required on the initial configuration.
Statements (1) and (2b) are proved in [1] for the totally asymmetric zero-
range process with constant jump rate. However, the approach used there
does not extend to zero-range processes with more general jump kernels or
more general jump rate functions, and the convergence to critical measure is
established only for strictly supercritical initial conditions.
In the present paper, for nearest-neighbour AZRP with site-disorder, within
a large class of jump rate functions, we establish convergence to the critical
invariant measure when starting from an initial configuration whose asymp-
totic density to the left of the origin is at least critical. Our improvement
with respect to [1] is thus threefold: first, we allow jumps to the right and
left; next, the jump rate is no longer restricted to be constant; lastly, we
also cover the case of critical initial conditions. Our result is optimal in two
respects. First, for a given process, it provides a necessary and sufficient
condition for convergence to the critical measure (see [8] for the proof of ne-
cessity). To our knowledge, this is the first time a domain of attraction is
completely identified for a conservative system with nonzero drift. Next, our
nearest-neighbour assumption on the kernel is the best possible: indeed, we
showed in [8] that the result may not hold for non nearest-neighbour kernels.
Like [1], we are not restricted to i.i.d. disorder, but work under sufficient con-
ditions on a given environment. Our conditions on the disorder are pointwise
slightly more restrictive than those of [1], but they equally include the case
of a random ergodic environment.
To obtain our result, we prove an upper and a lower bound for limiting
distributions as t→ +∞. Our upper bound, valid in any space dimension, is
of independent interest. Indeed, with a surprisingly short proof, we improve
the result of [19] in two respects. First, we introduce a natural condition
on a given environment and jump kernel; the latter is no longer required to
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have non-zero drift. Next, we remove the growth condition at infinity on the
initial configuration.
Our approach of the lower bound is based on hydrodynamic limits. In our
setting, we cannot rely on existing results. Indeed, the hydrodynamic limit
of disordered AZRP in the supercritical regime has been established so far
in the case of TAZRP with constant jump rate ([29]), but is still an open
problem for more general AZRP. Let us recall that for asymmetric mod-
els, the hydrodynamic limit is usually given ([37]) by entropy solutions of a
hyperbolic conservation law of the form
∂tρ(t, x) + ∂x[f(ρ(t, x))] = 0 (1)
where ρ(t, x) denotes the local particle density. The function ρ 7→ f(ρ) in (1)
is the flux function, defined as the mean current in a system starting from a
configuration with asymptotic mean density ρ. For attractive models, phase
transition implies ([16, 38, 5]) that f is linear on any interval where invariant
measures are missing. In the present case, it is constant above critical density.
For general disordered AZRP, the hydrodynamic limit (1) was previously es-
tablished in [11] in any space dimension, but only below critical density. Here
we need and establish (see Proposition 4.1 below) the hydrodynamic limit of
a source, which is typically a supercritical process. Another question which
has not been addressed yet for disordered AZRP is (strong) local equilibrium.
A general approach was set up in [31] for translation-invariant models, but
cannot be adapted outside this setting. We also obtain in Proposition 4.1 a
quenched strong local equilibrium result for the source process. The ideas
used here are first steps towards a more general proof of hydrodyamic limit
and local equilibrium in disordered AZRP. We plan to address these issues
in a forthcoming paper. Let us mention, among related known results, the
hydrodynamic limit of TASEP with i.i.d. site disorder ([40]), the occurrence
of a plateau for the corresponding flux ([3]), and the hydrodynamic limit of
more general exclusion-like attractive models with ergodic disorder ([6]).
The paper is organized as follows. In Section 2, we introduce the notation
and state our main results. Section 3 is devoted to the proof of the upper
bound. Section 4 establishes the lower bound, and in Section 5 we prove the
hydrodynamic limit results used in Section 4.
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2 Notation and results
In the sequel, R denotes the set of real numbers, Z the set of signed integers
and N = {0, 1, . . .} the set of nonnegative integers. For x ∈ R, ⌊x⌋ denotes
the integer part of x, that is the largest integer n ∈ Z such that n ≤ x. The
notation X ∼ µ means that a random variable X has probability distribution
µ.
Fix some c ∈ (0, 1). An environment (or disorder) is a (c, 1]-valued se-
quence α = (α(x), x ∈ Zd), for d ≥ 1. The set of environments is denoted
by A := (c, 1]Z
d
. Let g : N→ [0,+∞) be a nondecreasing function such that
g(0) = 0 < g(1) ≤ lim
n→+∞
g(n) =: g∞ < +∞ (2)
We extend g to N := N ∪ {+∞} by setting g(+∞) = g∞. Without loss
of generality, we henceforth assume g∞ = 1. For d ≥ 1, let X := N
Z
d
denote the set of particle configurations. This set, equipped with the product
topology of N, is compact and metrizable. A configuration is of the form
η = (η(x) : x ∈ Zd) where η(x) ∈ N for each x ∈ Zd. The set X is equipped
with the partial product order: for η, ξ ∈ X, we write η ≤ ξ if and only
if η(x) ≤ ξ(x) for every x ∈ Zd. Let p(.) be a probability measure on Zd.
Let α(.) be a given realization of the disorder. It follows from [35, Theorem
3.9] (see Appendix B.1 for details) that for any initial configuration η0 ∈ X,
there exists a unique in law Feller process (ηαt )t≥0 on X, such that η
α
0 = η0,
and with infinitesimal generator given for any continuous cylinder function
f : X→ R by
Lαf(η) =
∑
x,y∈Zd
α(x)p(y − x)g(η(x)) [f (ηx,y)− f(η)] (3)
where, if η(x) > 0, ηx,y := η − δx + δy denotes the new configuration ob-
tained from η after a particle has jumped from x to y (configuration δx has
one particle at x and no particle elsewhere; addition of configurations is
meant coordinatewise). In cases of infinite particle number, the following
interpretations hold: ηx,y = η − δx if η(x) < η(y) = +∞, η
x,y = η + δy if
η(x) = +∞ > η(y), ηx,y = η if η(x) = η(y) = +∞. Besides, if one starts
with a configuration η0 ∈ N
Zd, then with probability one, ηt ∈ N
Zd for every
t > 0. See Appendix B.1 for more details on these statements. Another con-
struction of this process from a space-time Poisson measure will be described
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in Subsection 3.1 and shortly explained in Appendix B.2, where the equiva-
lence of the two definitions is also argued. The interested reader is referred
to [41] for a unified treatment of both constructions and their equivalence.
The framework of [41] covers the present model thanks to the assumption
that g is bounded.
In the sequel, IP will denote the underlying probability measure on a prob-
ability space (Ω,F , IP) on which the above process is constructed, and IE
will denote expectation with respect to IP. At this stage these spaces are
unspecified, and a more precise choice has no impact on the forthcoming
statements of this section. The reader may consider for instance the canoni-
cal Skorokhod space Ω = D([0,+∞),X), in which case IP is simply the law
of the process. However, in Subsection 3.1 and subsequently, we shall be
working with a specific choice of Ω.
For λ < 1, we define the probability measure θλ on N by
θλ(n) := Z(λ)
−1 λ
n
g(n)!
, n ∈ N (4)
where g(n)! =
∏n
k=1 g(k) for n ≥ 1, g(0)! = 1, and Z(λ) is the normalizing
factor:
Z(λ) :=
+∞∑
n=0
λn
g(n)!
(5)
We extend θλ into a probability measure on N by setting θλ({+∞}) = 0. For
λ ≤ c, we denote by µαλ the invariant measure of L
α defined (see e.g. [11]) as
the product measure on X with one-site marginal θλ/α(x). Since (θλ)λ∈[0,1) is
an exponential family, we have that
µαλ is weakly continuous and stochastically increasing with respect to λ,
(6)
and that the mean value of θλ, given by
R(λ) :=
+∞∑
n=0
nθλ(n) (7)
is a C∞ increasing function from [0, 1) to [0,+∞). The quenched mean
particle density at x under µαλ is defined by
Rα(x, λ) :=
∫
η(x)dµαλ(η) = R
(
λ
α(x)
)
(8)
6
In the forthcoming statements, η0 ∈ N
Z
d
denotes the initial particle configu-
ration, and (ηαt )t≥0 the evolved quenched process with generator (3) starting
from η0 in the environment α ∈ A.
We can now state our results. First, we establish a general upper bound which
improves the result of [19]. It is established there for i.i.d. environments and
jump kernel p(.) with nonzero drift, under an additional assumption on the
initial configuration:∑
n∈N
e−βn
∑
x: |x|=n
η0(x) < +∞, ∀β > 0 (9)
Here we provide a shorter proof of the same result without assumption (9),
and with an explicit assumption for a fixed environnment, which also includes
cases with zero drift.
Theorem 2.1 Assume that a given environment α is such that for every
x ∈ Zd, the limit
lim inf
n→+∞
α(Xˇxn) = c (10)
holds a.s., where (Xˇxn)n∈N denotes the random walk on Z
d with kernel pˇ(.) =
p(−.) starting from x. Then, for every η0 ∈ N
Z
d
and every bounded local
nondecreasing function h : X→ R,
lim sup
t→∞
IEh(ηαt ) ≤
∫
X
h(η)dµαc (η) (11)
In the case of finite nonzero drift, if we think of the random walk paths on
large scale as straight lines, then (10) means that there are enough slow sites
(i.e. with rates close to c) at infinity opposite the drift direction so that one
has a (d − 1)-dimensional barrier of slow sites at infinity. This barrier acts
as a source that carries the critical density and hence bounds the possible
densities of the system. Notice that if d = 1 and the drift is nonzero, a
sufficient condition for (10) is
lim inf
x→−∞
α(x) = c (12)
if the drift is to the right, or lim infx→+∞ α(x) = c if the drift is to the left.
The i.i.d. case studied in [19] is contained in Assumption (10), as shown by
the following corollary.
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Corollary 2.1 Assume the random variables α(x) are (c, 1] valued and i.i.d.,
where c ∈ (0, 1) is the infimum of the support of their common distribution.
Then (10) is satisfied by a.e. realization of these variables.
From now on, we let d = 1, and consider a nearest-neighbour jump kernel
with non-zero drift, that is
p(1) = p ∈ (1/2, 1], p(−1) = q := 1− p (13)
This is not a technical artefact: it is indeed shown in [8] that the forthcoming
results are wrong for more general kernels.
For our main theorem (Theorem 2.2 below), we now introduce a set of condi-
tions to be satisfied by the environment α. First, the set of slow sites should
not be too sparse. To this end we require
∀ε ∈ (0, 1), lim
n→+∞
min{α(x) : x ∈ Z ∩ [−n,−n(1 − ε)]} = c (14)
This is equivalent to the existence of a sequence (xn)n∈N of sites such that
xn+1 < xn < 0, lim
n→+∞
xn+1
xn
= 1, lim
n→+∞
α(xn) = c (15)
Assumption (14) implies (12). Next, we assume existence of an annealed
mean density:
R(λ) := lim
n→+∞
1
n+ 1
0∑
x=−n
R
(
λ
α(x)
)
(16)
= lim
n→+∞
1
n+ 1
n∑
x=0
R
(
λ
α(x)
)
exists for every λ ∈ [0, c)
Note that the positive side (w.r.t. the origin) of Assumption (16) is necessary,
while (14) or (15) concerns only the negative side. Roughly speaking, for our
approach, we only need to find slow sites at −∞, while we have to prove a
hydrodynamic limit statement also (slightly) to the right of 0 (see Remark
4.3). It can be shown (see Lemma 4.6 below and [8]) that R is an increasing
C∞ function on [0, c). We define the critical density by
ρc := R(c−) := lim
λ↑c
R(λ) ∈ [0,+∞] (17)
8
In the sequel, we extend R by continuity to [0, c] by defining
R(c) := R(c−) = ρc
Note that the value obtained by plugging λ = c into (16) would not be
a relevant definition of R(c), see [8] for details. Our next assumption is
finiteness of the critical density:
ρc = R(c−) = lim
λ↑c
R(λ) = R(c) < +∞ (18)
Finally, we need the following convexity assumption:
(H) For every λ ∈ [0, c), R(λ)− R(c)− (λ− c)R
′+
(c) > 0
where
R
′+
(c) := lim sup
λ→c
R(c)−R(λ)
c− λ
(19)
is the left-hand derivative at c of the convex envelope of R (notice that our
assumptions do not imply existence of the derivative R
′
(c)).
For instance, if R is strictly convex, then for any environment satisfying
(14)–(16), R is strictly convex (see Lemma 4.6 below), and thus (H) satis-
fied. A sufficient condition for R to be strictly convex (see [9, Proposition
3.1]) is that
n 7→ g(n+ 1)− g(n) is a nonincreasing function (20)
Assumption (15), due to its second condition, is slightly stronger than as-
sumption (12) made in [1]. Note that both are equivalent if we assume that
α is a typical realization of an ergodic random environment. However, (15)
includes environments with zero density of defects, which cannot be obtained
as a realization of an ergodic disorder with infimum value c. A typical ex-
ample is an environment α(.) for which a sequence satisfying (15) exists,
with limn→+∞ n
−1xn = −∞, and α(x) = 1 for x ∈ Z not belonging to this
sequence. In this case, one has R(λ) = R(λ) and ρc = R(c) < +∞. The
second condition in (15) sets a restriction on the admitted sparsity of defects,
in the sense that their empirical density must decay less than exponentially
in space. We believe that this condition is an artefact of our approach, but
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this is the small price we can currently not avoid for extending the result of
[1] to partial asymmetry and more general functions g.
We also expect condition (H) to be an artefact of our method, and the con-
vergence Theorem 2.2 below to hold without it. A similar condition appears
also in the proof of [1] (on line 8, page 77), where it is automatically implied
by the more stringent restriction g(n) = 1{n>0}.
Having introduced the above conditions, we are ready to state the main
result of this paper.
Theorem 2.2 Assume (13), and that α is a given environment satisfying
(14), (16), (18) and (H). Then, for any η0 ∈ N
Z satisfying the supercriticality
assumption
lim inf
n→∞
n−1
0∑
x=−n
η0(x) ≥ ρc, (21)
the quenched process (ηαt )t≥0 with initial state η0 converges in distribution to
µαc as t→∞.
The reader may wonder if there is a simple example of a given environment
α satisfying (16) and (14) (or (15)). Here is one. Let Q be a probability
measure on (c, 1]. Divide the set of negative integers into a disjoint union
of intervals Ij = Z ∩ [xj+1, xj − 1], where j ∈ N, and (xj)j∈N is a decreasing
sequence such that
lim
j→+∞
(xj − xj+1) = +∞ (22)
For k = 1, . . . , xj − xj+1 = |Ij|, let xj,k := xj − k. We now define α(.) as
follows. First, define β(x) for x 6= 0 by specifying that, for every j ∈ N and
k = 1, . . . , xj − xj+1,
β(xj,k) = β(−xj,k) :=
k
xj − xj+1 + 1
Then, for every x 6= 0, set
α(x) := F−1Q [β(x)]
where FQ is the distribution function of Q, defined by F (t) := Q(−∞, t] for
t ∈ R, and F−1Q its left-continuous inverse defined by
F−1Q (u) := inf{t ∈ R : F (t) ≥ u} = sup{t ∈ R : F (t) < u}
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To complete this definition, give an arbitrary value in (c, 1] to α(0). Let t ∈
[0, 1]. By construction, given (22), the number of values β(x) not exceeding
t for x ∈ Ij is of order t|Ij | as j → +∞, and the total length of intervals
I1, . . . , In is x0 − xn. Thus
lim
n→+∞
1
|xn|
1∑
x=xn
1{β(x)≤t} = lim
n→+∞
1
|xn|
−xn∑
x=1
1{β(x)≤t} = t
We now assume in addition that
lim
j→+∞
xj+1
xj
= 1 (23)
Then we have more generally
lim
n→+∞
1
n
1∑
x=−n
1{β(x)≤t} = lim
n→+∞
1
n
n∑
x=1
1{β(x)≤t} = t
and thus, since for all t ∈ R, α(x) ≤ t⇔ β(x) ≤ FQ(t),
lim
n→+∞
1
n
1∑
x=−n
1{α(x)≤t} = lim
n→+∞
1
n
n∑
x=1
1{α(x)≤t} = FQ(t)
It follows that
lim
n→+∞
1
n
n∑
x=1
δα(x) = lim
n→+∞
1
n
−1∑
x=−n
δα(x) = Q (24)
in the sense of weak convergence of measures. Thus (16) is satisfied with
R(λ) :=
∫
(c,1]
R
(
λ
α
)
Q(dα) (25)
for every λ ∈ [0, c), since for every such λ, the above integrand is a bounded
function of α ∈ (c, 1]. Besides, condition (15) is satisfied by our sequence
(xn)n∈N since we assumed (23), and the third condition in (15) follows from
the fact that α(xn) = F
−1
Q (1/n) converges to c as n → +∞. Note that the
function R in (25) is also the one we would obtain if α were a typical realiza-
tion of i.i.d. (or more generally ergodic) disorder with marginal distribution
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Q for α(0).
The following variant of the above construction shows an example of a ran-
dom independent but not ergodic environment for which (16) and (14) (or
(15)) hold almost surely. Given a sequence (xj)j∈N and intervals Ij as above,
and a sequence of i.i.d. random variables (ai)i∈Z with marginal distribution
Q, we set α(x) = a−j for x ∈ Ij and α(x) = aj for x ∈ −Ij , and define α(0)
to be a (c, 1]-valued random variable independent of (aj)j∈Z.
Given the upper bound of Theorem 2.1, the remaining part of the work will
be to prove the following lower bound, for which all assumptions of Theorem
2.2 are in force. This will be done in Sections 4 and 5.
Proposition 2.1 Assume (13), and that α is a given environment satisfying
(14), (16), (18) and (H). Then the following holds: for any η0 ∈ N
Z satisfying
(21), and every bounded local nondecreasing function h : X→ R,
lim inf
t→∞
IEh(ηαt ) ≥
∫
X
h(η)dµαc (η) (26)
3 Proof of Theorem 2.1 and Corollary 2.1
We start recalling standard material in Subsections 3.1 and 3.2, before pro-
ceeding to the actual proofs in Subsection 3.3.
3.1 Harris construction and coupling
Let us recall the Harris construction of the process with infinitesimal gener-
ator (3). We introduce a probability space (Ω,F , IP), whose generic element
ω - called a Harris system ([23]) - of Ω is a locally finite point measure of the
form
ω(dt, dx, du, dz) =
∑
n∈N
δ(Tn,Xn,Un,Zn) (27)
on (0,+∞)×Zd×(0, 1)×Zd, where δ denotes Dirac measure, and (Tn, Xn, Un, Zn)n∈N
is a (0,+∞)×Zd×(0, 1)×Zd-valued sequence. Under the probability measure
IP, ω is a Poisson measure with intensity
µ(dt, dx, du, dz) := dtdx1[0,1](u)du p(z)dz (28)
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In the sequel, the notation (t, x, u, z) ∈ ω will mean ω({(t, x, u, z)}) = 1. We
shall also say that (t, x, u, z) is a potential jump event. An alternative inter-
pretation of this random point measure is that we have three mutually inde-
pendent families of independent random variables (Dxk)x∈Z, k∈N, (U
x
k )x∈Z, k∈N
and (Zxk )x∈Z, k∈N, such that D
x
k has exponential distribution with parameter
1, Uxk has uniform distribution on (0, 1), Z
x
k has distribution p(.), and that if
we set
T xk :=
k∑
j=0
Dxj , (29)
then, IP-a.s.,
ω(dt, dx, du, dz) =
∑
x∈Z
∑
k∈N
δ(Tx
k
,x,Ux
k
,Zx
k
) (30)
On (Ω,F , IP), a ca`dla`g process (ηαt )t≥0 with generator (3) and initial config-
uration η0 can be constructed in a unique way so that
∀(s, x, z, v) ∈ ω, v ≤ α(x)g
[
ηαs−(x)
]
⇒ ηαs = (η
α
s−)
x,x+z (31)
and, for all x ∈ Zd and 0 ≤ s ≤ s′,
ω ((s, s′]× Ex) = 0⇒ ∀t ∈ (s, s
′], ηt(x) = ηs(x) (32)
where
Ex := {(y, u, z) ∈ Z
d × (0, 1)× Zd : x ∈ {y, y + z}} (33)
(note that the inequality in (31) implies ηαt−(x) > 0, cf. (2), thus (η
α
t−)
x,x+z is
well-defined). Equation (31) says when a potential jump event gives rise to
an actual jump, while (32) states that no jump ever occurs outside potential
jump events. For reader’s convenience, in Appendix B.2, we briefly sketch
this construction and the reason why it yields the same process as (3).
When necessary, random initial conditions are constructed on an auxiliary
probability space Ω0 equipped with a probability measure IP0.
Expectation with respect to IP (resp. IP0) is denoted by IE (resp. IE0).
The product space Ω0×Ω is equipped with the product measure and σ-fields
(thus environment, initial particle configuration and Harris system are mu-
tually independent). Joint expectation with respect to the product measure
is denoted by IE0IE.
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In the sequel, we shall have to couple different processes with different (possi-
bly random) initial configurations and possibly different environments. Such
couplings will be realized on Ω0 × Ω by using the same Poisson clocks for
all processes. The following result is a consequence of the monotonicity as-
sumption on g.
Proposition 3.1 Let η10 ∈ X and η
2
0 ∈ X be two initial configurations,
α1 ∈ A and α2 ∈ A two environments. If η10 ≤ η
2
0, α
1(x) ≤ α2(x) for every
x ∈ Zd such that η20(x) = +∞, and α
1(x) = α2(x) for every x ∈ Zd such that
η20(x) < +∞, then η
1
t ≤ η
2
t for every t > 0.
The above proposition contains in particular the monotonicity of Harris cou-
pling (which implies attractiveness) for identical environments. If a process
starts with +∞ particles at sites x ∈ S for some S ⊂ Zd, S can be viewed
as a set of source/sinks, and Zd \ S as the set on which particles live. This
is the object of the next subsection.
3.2 Open Jackson networks
Let S ⊂ Zd, and (ηt)t≥0 a process with generator (3) such that η0(x) = +∞
for all x ∈ S. Then ηt(x) = +∞ for all x ∈ S and t ≥ 0, and the process
(ηα,St )t≥0, where η
α,S
t denotes the restriction of η
α
t to Z
d \S, is itself a Markov
process on N
Z
d\S
with generator
Lα,Sf(η) =
∑
x,y 6∈S
α(x)p(y − x)g(η(x))[f(ηx,y)− f(η)]
+
∑
x∈S, y 6∈S
α(x)p(y − x)g(η(x))[f(η + δy)− f(η)]
+
∑
x 6∈S, y∈S
α(x)p(y − x)g(η(x))[f(η − δx)− f(η)] (34)
We may identify the process on N
Z
d
and the one on N
Z
d\S
, since the restriction
of the former to N
S
is identically +∞. Proposition 3.1 can be rephrased as
follows in this setting.
Proposition 3.2 If S ⊂ S ′ ⊂ Zd, α = α′ on Zd \ S ′ and α ≤ α′ on S ′, a
process (ηα,St )t≥0 with generator L
α,S and a process (ηα
′,S′
t )t≥0 with generator
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Lα
′,S′ can be coupled in such a way that
ηα,S0 ≤ η
α′,S′
0 on Z
d \ S ′ =⇒ ∀t > 0, ηα,St ≤ η
α′,S′
t on Z
d \ S ′ (35)
The process defined by (34) is an open Jackson network, whose invariant
measures are well-known in queuing theory.
Proposition 3.3 Consider the system
λ(x) =
∑
y∈Zd
λ(y)p(x− y), for all x ∈ Zd \ S (36)
λ(x) = α(x), for all x ∈ S (37)
Assume λ(.) is a solution of (36)–(37) such that
λ(x) < α(x), for all x ∈ Zd \ S (38)
For any S, α(.) and λ(.) satisfying (36)–(37) and (38), the product measure
µα,S,λ on NZ
d\S with marginal θλ(x)/α(x) at site x ∈ Z
d\S is invariant for Lα,S.
If in addition Zd \ S is finite, the system (36)–(37) has a unique solution
λα,S(.) given by
λα,S(x) = IˇExα(XˇT )1{Tˇ<+∞} (39)
where Tˇ denotes the hitting time of S by the random walk (Xˇn)n∈N with
reversed kernel pˇ(x) := p(−x), and IˇEx denotes expectation with respect to
the law IˇPx of this random walk starting from x. Besides, the restriction to
N
Zd\S of the process with generator (34) is positive recurrent if and only if
this solution satisfies condition (38), in which case µα,S := µα,S,λ
α,S
is its
unique invariant measure.
Proof of Proposition 3.3. The first statement follows from standard results
(see e.g. [36]). For uniqueness we have to verify the assumption IPx(T <
+∞) = 1 for every x ∈ Zd \ S, where
T := inf{n ∈ N : Xn ∈ S} ∈ R
denotes the hitting time of S by the random walk (Xn)n∈N with kernel p,
and IPx denotes the law of this random walk starting from x. This follows
from the fact that a random walk on Zd a.s. leaves any finite set in finite
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time, unless its jump kernel is supported on {0}. But since α(x) > c for all
x ∈ Zd, this case is incompatible with assumption (10). Finally, (39) is a
known solution of (36)–(37). 
If the solution to (36)–(37) does not satisfy (38), one cannot define the sta-
tionary measure. The following corollary shows how to modify the source so
that it becomes possible.
Corollary 3.1 Assume λ(.) is a solution of (36)–(37). Define an augmented
source set S ′ = S ′(α, S, λ) by
S ′ := S ∪
{
x ∈ Zd \ S : λ(x) ≥ α(x)
}
(40)
and a modified environment α′ = α′(α, S, λ) by
α′(x) :=
{
λ(x) if x ∈ S ′ \ S
α(x) otherwise
(41)
Then λ(.) satisfies (38) if S and α are replaced by S ′ and α′, and µα
′,S′ :=
µα
′,S′,λ is an invariant measure for Lα
′,S′.
Proof of Corollary 3.1. This results from the following observations. First,
(38) is satisfied by definitions of S ′ and λ′. Then Zd \S ′ is finite since S ⊂ S ′.
Next, if λ, α and S satisfy (36)–(37), then λ′, α′ and S ′ still do. 
The point of Corollary 3.1 is that α′ ≥ α on S ′. Thus, taking S = ∅ in
(35), we have a coupling of (ηαt )t≥0 and (η
α′,S′
t )t≥0 such that
ηα0 ≤ η
α′,S′
0 on Z
d \ S ′ =⇒ ∀t > 0, ηαt ≤ η
α′,S′
t on Z
d \ S ′ (42)
We are now ready for the proofs of Proposition 2.1 and Corollary 2.1.
3.3 Main proofs
Proof of Theorem 2.1. Let F be a finite subset of Zd such that h(η) depends
on {η(x), x ∈ F}. For ε > 0 and δ > 0, let
Sε,δ := {x ∈ Z
d : α(x) < c+ ε or |x| > δ−1} (43)
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The complement of Sε,δ is finite because of the second condition. Hence, for
any starting point x ∈ Zd \ Sε,δ, the hitting time Tˇε,δ of Sε,δ by the random
walk with kernel pˇ(.) is a.s. finite. We write Tˇε,δ = min(Uˇε, Vˇδ), where
Uˇε := inf{n ∈ N : α(Xˇn) < c+ ε}
Vˇδ := inf{n ∈ N :
∣∣Xˇn∣∣ > δ−1}
These hitting times are also IPx-a.s. finite for any starting point, since Vˇδ is
again the exit time from a finite set, while for Uˇε this follows from (10). For
every x ∈ F , it holds that
lim
δ→0
Vˇδ = +∞, IPx-a.s.
It follows that, for each ε > 0, we can find δ = δ(ε) > 0 such that, for every
x ∈ F ,
lim
ε→0
IˇPx
(
Tˇε,δ = Uˇε
)
= 1 (44)
In the sequel, in all expressions involving ε and δ, we shall implicitely take
δ = δ(ε). It follows from (39) and (44) that if λε,δ := λ
α,Sε,δ ,
lim
ε→0
λε,δ(x) = c, for all x ∈ F (45)
We may thus, and will henceforth, take ε small enough to have
λε,δ(x) < α(x), for all x ∈ F (46)
Let S ′ε,δ := S
′(α, Sε,δ, λε,δ) defined by (40), and α
′ := α′(α, Sε,δ, λε,δ) defined
by (41). Note that (46) implies
F ⊂ Zd \ S ′ε,δ (47)
By Corollary 3.1, µε,δ := µ
α′,S′
ε,δ is an invariant measure for Lα
′,S′
ε,δ .
Let (η
α′,S′
ε,δ
t )t≥0 denote the process with generator L
α′,S′
ε,δ , and whose ini-
tial configuration in S ′ε,δ is the restriction of η0 to this set. By Proposition
3.3, this process converges in distribution as t → +∞ to its invariant mea-
sure µε,δ defined above. By (42), η
α
t ≤ η
α′,S′
ε,δ
t on Z
d \ S ′ε,δ. Because h is
nondecreasing, recalling (47), we have
lim sup
t→∞
IEh(ηαt ) ≤ lim
t→∞
IEh(η
α′,S′
ε,δ
t ) =
∫
X
h(η)dµε,δ(η)
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By (45),
lim
ε→0
∫
X
h(η)dµε,δ(η) =
∫
X
h(η)dµαc (η)
This concludes the proof of Theorem 2.1. 
Proof of Corollary 2.1. By Fubini’s theorem, it is enough to show that, for
a.e. random walk path (Xˇn)n∈N, (10) holds a.s. with respect to the law of
the environment. But for a.e. path realization, there exists an increasing
subsequence (nk)k∈N such that Xˇnk 6= Xˇnl for k 6= l. Assume such a path
fixed. Since the random variables {α(Xˇnk); k ∈ N} are i.i.d. and c is the
infimum of their support, (10) holds with probability one with respect to the
joint law of these variables. 
4 Proof of Proposition 2.1
This proof, divided into several parts, is outlined in Subsection 4.1. Subsec-
tion 4.2 states new hydrodynamic limit and strong local equilibrium results
for a source, given in Proposition 4.1, which will be established in Section 5.
These results are the main ingredients in the proof of Proposition 2.1. Sub-
sections 4.3 (devoted to currents, for which various properties are needed)
and 4.4 contain proofs of intermediate results.
4.1 Outline of proof
As a preliminary remark we observe that, by attractiveness, it is enough to
prove (26) for η0 satisfying (21) such that
η0(x) = 0 for all x > 0 (48)
This will be assumed from now on.
Our aim is to derive a lower bound. However, since η0 can be very irreg-
ular, for example it could have large spikes and long stretches of empty sites,
regular configurations (for example with subcritical density profiles) may not
be useful to obtain bounds using attractiveness. Therefore our strategy to
prove Proposition 2.1 is to compare ηαt in the neighborhood of 0 to the process
(ηα,ts )s≥0 with initial configuration (with the convention (+∞)× 0 = 0)
ηα,t0 (x) = (+∞)1{x≤xt} (49)
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for an appropriate choice of xt. This process is a semi-infinite process with a
source/sink at xt: with rate pα(xt), a particle is created at xt + 1, with rate
qα(xt+1)g(η(xt+1)) a particle at xt+1 is destroyed. While η
α,t
0 bounds η0
from above in the region to the left of xt, we will show that near the origin
ηαt dominates η
α,t
t . Furthermore we will establish that the distribution of η
α,t
t
in any finite domain around the origin is arbitrarily close to µαc , and in the
limit as t → +∞ we will then obtain our result. To achieve this, xt should
be chosen so that in the hydrodynamic limit for the process (ηα,ts )s≥0, the
macroscopic density at the origin dominates any density lower than ρc.
We now define quantities relevant for the hydrodynamic limit of that process.
Let
v0 := (p− q) inf
λ∈[0,c)
c− λ
R(c)−R(λ)
(50)
As stated in Lemma 4.5 below, v0 can be interpreted as the speed of a front
of uniform density ρc issued by a source. Assumption (H) is equivalent to
the infimum in (50) being achieved uniquely for λ tending to c, which in turn
is equivalent to
v0 = (p− q)R
′+
(c)−1 ∈ [0,+∞) (51)
where R
′+
was defined in (19).
Let ε > 0 and β < −v0. We have in mind that β = β(ε) will be a function
of ε that tends to −v0 as ε → 0 (the choice of this function will appear
below). For the main idea developed in this section, we let xt := ⌊βt⌋, with
more precision to come on β. However, for various purposes in the sequel
of the paper, configurations of the type (49) may be used with a different
choice of xt. We then proceed in two main steps as follows. We establish the
comparison between ηαt and (η
α,t
s )s≥0 in Lemma 4.1. Then in Lemma 4.2 we
derive the result of Proposition 2.1 using the semi-infinite process.
For ε > 0, let
Aε := Aε(α) = max{x ≤ 0 : α(x) ≤ c+ ε} (52)
aε := aε(α) = min{x ≥ 0 : α(x) ≤ c+ ε} (53)
It follows from definition (52) that
lim
ε→0
Aε(α) = −∞ (54)
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Lemma 4.1 Assume (13), and that α is a given environment satisfying (14),
(16), (18) and (H). There exists a function β = β(ε) such that β < −v0,
limε→0 β(ε) = −v0, and
lim
ε→0
lim inf
t→+∞
IP
({
ηαt (x) ≥ η
α,t
t (x), ∀x ≥ Aε(α)
})
= 1 (55)
The limit (55) and property (54) of Aε imply that, for every bounded, local,
nondecreasing function h : X→ R,
lim inf
t→∞
IEh(ηαt ) ≥ lim inf
t→∞
IEh(ηα,tt ) (56)
The next main step is to study the asymptotics of the r.h.s. of (56).
Lemma 4.2 Assume (13), and that α is a given environment satisfying (14),
(16), (18) and (H). Let β = β(ε) be as in Lemma 4.1. Then, for any bounded
local non-decreasing function h : NZ → R,
lim
ε→0
lim inf
t→+∞
IEh(ηα,tt ) ≥
∫
X
h(η)dµαc (η) (57)
Remark 4.1 The dependence on ε of the l.h.s. of (57) is hidden in the
initial configuration ηα,t0 given by (49), where xt = ⌊β(ε)t⌋.
The combination of (56) and (57) implies Proposition 2.1.
We now give the main lines of the proof of Lemma 4.1, parts of which will
be completed in the next sections. Next, to conclude the outline, we will
explain the main idea for the proof of Lemma 4.2, which will be carried out
at the end of Subsection 4.2.
Proof of Lemma 4.1. We rely on the following interface property of nearest-
neighbour attractive systems, for which, more generally (see e.g. [34, Lemma
4.7] or [37, Lemma 6.5]), the number of sign changes between the difference
of two coupled configurations in nearest-neighbour attractive systems is a
nonincreasing function of time. For self-containedness a proof is given in
Appendix A.
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Lemma 4.3 Let (ζαs )s≥0 and (̟
α
s )s≥0 be two processes coupled via the Harris
system (27). Assume there exists a (possibly random) location x0 such that
ζ0(x) ≤ ̟0(x) for x ≤ x0, and ζ0(x) ≥ ̟0(x) for x > x0. Then there exists
a piecewise constant ca`dla`g Z-valued process (xαs )s≥0, with nearest-neighbour
jumps, such that xα0 = x0, and for all s ≥ 0, ζs(x) ≤ ̟s(x) for x ≤ x
α
s , and
ζs(x) ≥ ̟s(x) for x > x
α
s .
We apply this lemma to ζαs = η
α
s and ̟
α
s = η
α,t
s . In this context, we denote
the location xαs of the lemma by x
α,t
s . Then, to establish (55), it is enough to
show that
lim
ε→0
lim inf
t→∞
IP
({
xα,tt < Aε(α)
})
= 1 (58)
Let b ∈ (β,−v0). On the event {x
α,t
t ≥ Aε(α)}, by Lemma 4.3, we have
Aε(α)∑
x=1+⌊bt⌋
ηαt (x) ≤
Aε(α)∑
x=1+⌊bt⌋
ηα,tt (x),
Therefore, to establish (58), it is enough to prove that there exist functions
β = β(ε) < b = b(ε) < −v0 such that limε→0 β(ε) = 0, and
lim
ε→0
lim sup
t→+∞
IP0 ⊗ IP
 Aε(α)∑
x=1+⌊bt⌋
ηαt (x) ≤
Aε(α)∑
x=1+⌊bt⌋
ηα,tt (x)
 = 0 (59)
(recall Remark 4.1). The limit (59) is a consequence of the following lemma.
Lemma 4.4
(i) For every ε > 0 and b < −v0, there exists a family (δt)t>0 of nonnegative
random variables on (Ω0,F0, IP0), such that limt→+∞ δt = 0 in IP0-probability,
and
lim sup
t→∞
IE0IE
t−1 Aε(α)∑
x=1+⌊bt⌋
ηαt (x) + bρc
− − δt
+ ≤ 2ε− b[ρc −R(c− ε)]
(60)
(ii) For small enough κ > 0, there exist b = bκ and β = βκ such that
βκ < bκ < −v0, limκ→0(bκ − βκ) = 0, and
lim sup
t→+∞
IE0IE
t−1 0∑
x=1+⌊bκt⌋
ηα,tt (x) + bκρc + κ
+ = 0 (61)
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Proof of (59). Let ε > 0, and δ(ε) denote the r.h.s. of (60). By definition
(17) of ρc, we have limε→0 δ(ε) = 0. Let b := bκ =: b(ε) and β := βκ =: β(ε)
be given by Lemma 4.4(ii) for κ = 2δ(ε)1/2. We set
St := t
−1
Aε(α)∑
x=1+⌊bt⌋
ηαt (x) + bρc, S
′
t := t
−1
Aε(α)∑
x=1+⌊bt⌋
ηα,tt (x) + bρc
Then
IP0 ⊗ IP
(
St < −
5
4
δ(ε)1/2
)
≤ IP0 ⊗ IP
(
δt >
δ(ε)1/2
4
)
+ IP0 ⊗ IP
(
St < −
5
4
δ(ε)1/2; δt >
δ(ε)1/2
4
)
≤ IP0 ⊗ IP
(
δt >
δ(ε)1/2
4
)
+ IP0 ⊗ IP
([
S−t − δt
]+
≥ δ(ε)1/2
)
Thus, by Markov inequality and (60),
lim sup
t→+∞
IP0 ⊗ IP
{
St < −
5
4
δ(ε)1/2
}
≤ δ(ε)1/2 (62)
On the other hand,
IP0 ⊗ IP
(
S ′t > −
7
4
δ(ε)1/2
)
≤ IP0 ⊗ IP

t−1 0∑
x=⌊bt⌋
ηα,tt (x) + bρc + 2ε
+ ≥ δ(ε)1/2
4

Hence, by (61) and Markov inequality,
lim sup
t→+∞
IP0 ⊗ IP
{
S ′t > −
7
4
δ(ε)1/2
}
= 0 (63)
The result follows from (62) and (63). 
The proof of Lemma 4.4, which will be given in Subsection 4.4 below, is
based on the analysis of currents (see Subsection 4.3) and on Proposition 4.1.
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The idea can be sketched as follows. To establish (60), we consider for (ηαt )t≥0
the incoming current at site 1 + ⌊bt⌋ and the outgoing current at site Aε(α).
The latter, by statement (72) of Proposition 4.1 applied to xt = Aε(α), can-
not exceed the maximum current (p−q)c by more than ε in average, because
site Aε(α) has rate at most c+ε. We show that the former cannot be less than
(p− q)ct minus the initial supercritical ηα-mass between b and 0. Therefore,
the loss of ηα-mass on the space interval [1 + ⌊bt⌋, 0] between times 0 and t
cannot exceed the initial supercritical mass by more than ε, which implies
that the ηα-mass at time t is at least −bρc − ε.
Let us come back to Lemma 4.2. It is a consequence of strong local equilib-
rium for the semi-infinite process near the origin (given in Proposition 4.1),
and of Lemma 4.5 that we now state.
Recall the definition (50) of v0 and its announced interpretation as the speed
of a critical front issued by the source. We define λ−(v) as the smallest max-
imizer of λ 7→ (p − q)λ − vR(λ) over λ ∈ [0, c]. Let λ0 denote the smallest
minimizer of (50), or λ0 = c if the infimum in (50) is achieved only for λ
tending to c, that is under condition (H). Equivalently, R(v) := R[λ−(v)]
is the smallest maximizer of ρ 7→ f(ρ) − vρ over ρ ∈ [0, ρc]. We will see in
Subsection 4.2 that R(.) is the hydrodynamic density profile generated by
the source.
Lemma 4.5
(i) For every v < v0, λ
−(v) = c.
(ii) For every v > v0, λ
−(v) < λ0, and limv↓v0 λ
−(v) = λ0.
Lemma 4.5 is proved in [8]. It shows that R(λ0) is the density observed right
behind the front. In particular, under assumption (H), this density is ρc.
Therefore, by choosing the position of the source close enough to −v0 we can
make the density of ηα,tt in a neighborhood of zero close to ρc. This is the
idea of Lemma 4.2.
4.2 Hydrodynamics and strong local equilibrium
The hydrodynamic behaviour of the disordered zero-range process is ex-
pected, and in some cases proven, to be given by the entropy solution to
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a scalar conservation law of the form
∂tρ(t, x) + ∂xf [ρ(t, x)] = 0 (64)
for a flux function f constructed from the microscopic dynamics (see (66)
below). Convergence of the disordered zero-range process to the entropy so-
lution of (64) is proved in [11] for subcritical Cauchy data. For our purpose
we need hydrodynamic limit for the process starting with a source, which is
not considered in [11]. Besides we also need a strong local equilibrium state-
ment. The latter was derived for the homogeneous zero-range process with
strictly convex flux in [31]. However, the method used there relies on trans-
lation invariance of the dynamics, which fails in the disordered case. The
strategy introduced in [4], where shift invariance is restored by considering
the joint disorder-particle process, is not feasible either. Therefore another
approach is required here.
We now recall how to obtain the flux function f in (64). It follows from
(4) that
∀x ∈ Z, α ∈ A, λ ∈ [0, c),
∫
X
α(x)g(η(x))dµαλ(η) =
∫
N
g(n)dθλ(n) = λ (65)
The quantity∫
X
[pα(x)g(η(x))− qα(x+ 1)g[η(x+ 1)]dµαλ(η) = (p− q)λ
is the stationary current under µαλ. As a function of the mean density ρ =
R(λ) (see (16)–(18)), the current can be written
f(ρ) := (p− q)R
−1
(ρ) (66)
Its following basic properties are established in [8].
Lemma 4.6 The functions R and f are increasing and C∞, respectively
from [0, (p − q)c] to [0, ρc] and from [0, ρc] to [0, (p − q)c]. Besides, R is
strictly convex if R is strictly convex.
Recall that before stating Lemma 4.5, we defined λ−(v) as the smallest max-
imizer of λ 7→ (p − q)λ − vR(λ) over λ ∈ [0, c], and R(v) := R[λ−(v)] as
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the smallest maximizer of ρ 7→ f(ρ)− vρ over ρ ∈ [0, ρc]. We also define the
Legendre transform of the current
f ∗(v) := sup
ρ∈[0,ρc]
[f(ρ)− vρ] = sup
λ∈[0,c]
[(p− q)λ− vR(λ)] (67)
From standard convex analysis ([39]), we have that
R(v) = −(f ∗)′(v+) = (fˆ ′)−1(v+) (68)
where fˆ := f ∗∗ is the concave envelope of f , defined by
fˆ(ρ) := f ∗∗(ρ) := inf
v∈R
[ρv + f ∗(v)] = inf
v≥0
[ρv + f ∗(v)] (69)
The last equality follows from the fact that f is nondecreasing. Indeed, in
this case, (67) implies that for v ≤ 0,
f ∗(v) = f(ρc)− vρc = c− vρc
and plugging this into (69) shows that the infimum can be restricted to
v ≥ 0. In (68), (f ∗)′(v+) denotes the right-hand derivative of the convex
function f ∗, and (fˆ ′)−1 the generalized inverse of the monotone (but not
necessarily strictly monotone) function fˆ ′: recall that if ψ : [0, ρc]→ [0, c] is
a nonincreasing function, its generalized inverse ψ−1(v) is any function such
that ψ−1(v+) ≤ ψ−1(v) ≤ ψ−1(v−), where
ψ−1(v−) := sup{ρ ∈ [0, ρc] : ψ(ρ) > v} (70)
ψ−1(v+) := inf{ρ ∈ [0, ρc] : ψ(ρ) < v} (71)
It follows from (68) that R is a nonincreasing and right-continuous function.
Proposition 4.1 Assume xt in (49) is such that β := limt→+∞ t
−1xt exists
and is negative. Then statement (72) below holds, statement (73) below holds
for all v > 0, and statement (74) below holds for all v > v0 and h : N
Z → R
a bounded local non-decreasing function:
lim sup
t→∞
{
IE
∣∣∣∣∣t−1 ∑
x>xt
ηα,tt (x)− (p− q)c
∣∣∣∣∣− p[α(xt)− c]
}
≤ 0 (72)
lim
t→∞
IE
∣∣∣∣∣∣t−1
∑
x>xt+⌊vt⌋
ηα,tt (x)− f
∗(v)
∣∣∣∣∣∣ = 0 (73)
lim inf
t→∞
{
IEh
(
τ⌊xt+vt⌋η
α,t
t
)
−
∫
X
h(η)dµ
τ⌊xt+vt⌋α
λ−(v) (η)
}
≥ 0 (74)
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Remark 4.2 Statements (73) and (74) are indeed a hydrodynamic limit
and local equilibrium statement under hyperbolic time scaling, formulated at
macroscopic time 1 and macroscopic position v. One should think of t→ +∞
as the scaling parameter (multiplied here by the macroscopic time 1 to obtain
the microscopic time t). The reduced description at time 1 is sufficient be-
cause the hydrodynamic limit is self-similar (see [4] for details). The usual
form of hydrodynamic limit and local equilibrium statements at macroscopic
time-space location (s, u) would be
lim
t→∞
IE
∣∣∣∣∣∣t−1
∑
x>xt+⌊tu⌋
ηα,tts (x)− sf
∗
(u
s
)∣∣∣∣∣∣ = 0
lim inf
t→∞
{
IEh
(
τ⌊xt+tu⌋η
α,t
ts
)
−
∫
X
h(η)dµ
τ⌊xt+tu⌋α
λ−(u/s) (η)
}
≥ 0
Remark 4.3 If only the negative half of (16) is assumed, statements (73)
and (74) still hold for v < −β, and the former can be extended to v = −β.
Statements (72)–(73) deal respectively with the current across the source and
hydrodynamics away from it. They will be needed to prove (55). Statement
(74) is a strong local equilibrium statement required to prove (57). A heuris-
tic explanation for the values f ∗(v) and λ−(v) in (73)–(74) can be found in [8].
The proof of Proposition 4.1, carried out in Section 5, uses material from
the next subsection.
With Proposition 4.1 and Lemma 4.5, we are ready for the proof of Lemma
4.2.
Proof of Lemma 4.2. By (74) with v = −β,
lim inf
t→+∞
IEh(ηα,tt ) ≥
∫
X
h(η)dµαλ−(−β)(η)
By Lemma 4.5, under assumption (H), lim(−β)↓v0 λ
−(−β) = c. The result
follows by weak continuity of the measure µαλ with respect to λ (see (6)). 
4.3 Currents
Let x. = (xs)s≥0 denote a Z-valued piecewise constant ca`dla`g path such that
|xs− xs−| ≤ 1 for all s ≥ 0. In the sequel we will use paths (x.) independent
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of the Harris system used for the particle dynamics, hence we may assume
that x. has no jump time in common with the latter. We denote by Γ
α
x.(t, η)
the rightward current across the path x. up to time t in the quenched process
(ηαs )s≥0 starting from η in environment α, that is the sum f two contributions.
The contribution of particle jumps is the number of times a particle jumps
from xs− to xs− + 1 (for s ≤ t), minus the number of times a particle jumps
from xs−+1 to xs−. The contribution of path motion is obtained by summing
over jump times s of the path, a quantity equal to the number of particles
at xs− if the jump is to the left, or minus the number of particles at xs− + 1
if the jump is to the right. Using notation (27), assumption (13), and that
x. and η. have no jump time in common, this can be precisely written
Γαx.(t, η) :=
∫
1{u≤α(xs)g[ηαs−(xs)]}1{s≤t, z=1, x=xs}ω(ds, dx, du, dz)
−
∫
1{u≤α(xs+1)g[ηαs−(xs+1)]}1{s≤t, z=−1, x=xs+1}ω(ds, dx, du, dz)
−
∑
0<s≤t
(xs − xs−)η
α
s [max(xs, xs−)] (75)
If
∑
x>x0
η(x) < +∞, we also have
Γαx.(t, η) =
∑
x>xt
ηαt (x)−
∑
x>x0
η(x) (76)
For x0 ∈ Z, we will write Γ
α
x0 for the current across the fixed site x0; that is,
Γαx0(t, η) := Γ
α
x.(t, η), where x. is the constant path defined by xt = x0 for all
t ≥ 0.
The following results will be important tools to compare currents. For a
particle configuration ζ ∈ X and a site x0 ∈ Z, we define
Fx0(x, ζ) :=

∑x
y=1+x0
ζ(y) if x > x0
−
∑x0
y=x ζ(y) if x ≤ x0
(77)
Let us couple two processes (ζt)t≥0 and (ζ
′
t)t≥0 in the usual way through the
Harris construction, with x. = (xs)s≥0 as above.
Lemma 4.7
Γαx.(t, ζ0)− Γ
α
x.(t, ζ
′
0) ≥ −
(
0 ∨ sup
x∈Z
[Fx0(x, ζ0)− Fx0(x, ζ
′
0)]
)
(78)
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Corollary 4.1 For y ∈ Z, define the configuration
η∗,y := (+∞)1(−∞,y]∩Z (79)
Then, for every z ∈ Z such that y ≤ z and every ζ ∈ X,
Γαz (t, ζ) ≤ Γ
α
z (t, η
∗,y) + 1{y<z}
z∑
x=y+1
ζ(x) (80)
Lemma 4.7 and Corollary 4.1 are proved in [8]. From now on, we denote by
η0 any configuration satisfying (21) and (48).
The following version of finite propagation property will be used repeatedly
in the sequel. See [8] for a proof.
Lemma 4.8 For each W > 1, there exists b = b(W ) > 0 such that for large
enough t, if η0 and ξ0 agree on an interval (x, y), then, outside probability
e−bt,
ηs(u) = ξs(u) for all 0 ≤ s ≤ t and u ∈ (x+Wt, y −Wt)
Next corollary to Lemma 4.7 follows from the latter combined with Lemma
4.8 and Lemma 4.11 below. It is proved in Appendix A.
Corollary 4.2 Assume ξα,c−ε0 ∼ µ
α
c−ε, with ε > 0. Then, given W > 1,
Γαx0(t, η0)−Γ
α
x0
(t, ξα,c−ε0 ) ≥ −
(
0 ∨ sup
x∈[x0−Wt,x0+1+Wt]
[
Fx0(x, η0)− Fx0(x, ξ
α,,c−ε
0 )
])
with IP0 ⊗ IP-probability tending to 1 as t→ +∞.
For the current near the origin, we have the following bound, where Aε(α)
was defined in (52) above.
Lemma 4.9 Let α ∈ A satisfy (14). Then
lim sup
t→∞
IE
[
t−1ΓαAε(α)(t, η0)− (p− q)c
]+
≤ ε
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Proof of Lemma 4.9. By Corollary 4.1 (with y = z = Aε(α) and ζ = η0), we
have ΓαAε(α)(t, η0) ≤ Γ
α
Aε(α)
(
t, ηα,t0
)
, for ηα,t0 given by (49) with xt := Aε(α).
We then apply (72) of Proposition 4.1 to the r.h.s. of this inequality. 
The following result for the equilibrium current will be important for our
purpose.
Lemma 4.10 Let α ∈ A satisfy conditions (14) and (16). Assume ξα,λ0 ∼
µαλ with λ ∈ [0, c). Let (xt)t>0 be a Z-valued family and assume the limit
limt→+∞ t
−1xt =: β exists and is negative. Then
lim
t→∞
t−1Γαxt
(
t, ξα,λ0
)
= (p− q)λ in L1(IP0 ⊗ IP)
The proof of Lemma 4.10 uses the following lemma, proved in Appendix A.
Lemma 4.11 For every α ∈ A satisfying (14) and (16), the following limits
hold in L2(µαλ), respectively for every λ ∈ [0, c) in the case of (81), and for
every λ ∈ [0, c] in the case of (82).
lim
n→+∞
n−1
0∑
x=−n
η(x) = lim
n→+∞
n−1
n∑
x=0
η(x) = R(λ) (81)
lim
n→+∞
n−1
0∑
x=−n
α(x)g[η(x)] = lim
n→+∞
n−1
n∑
x=0
α(x)g[η(x)] = λ (82)
Proof of Lemma 4.10. Since part of the following computations will be used
later in a slightly different context, we begin in some generality by presenting
them for a process (ζαt )t≥0 starting from configuration ζ0 = ζ . When required,
we shall specialize this computation to our equilibrium process ζt = ξ
α,λ
t . We
first note that for ζ ∈ X and x, y ∈ Z such that x < y, analogously to (76),
Γαx(t, ζ)− Γ
α
y (t, ζ) =
y∑
z=x+1
ζt(z)−
y∑
z=x+1
ζ(z) (83)
Given L ∈ N, L > 1, we define a space-averaged current
Γα,Lx (t, ζ) := L
−1
L−1∑
i=0
Γαx+i(t, ζ) (84)
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Using (83), we can write
Γαx(t, ζ) = Γ
α,L
x (t, ζ) + ∆
α,L
x (t, ζ) (85)
where
|∆α,Lx (t, ζ)| ≤ L
−1
L−1∑
i=1
(
x+i∑
z=x+1
ζt(z) +
x+i∑
z=x+1
ζ(z)
)
=: ∆˜α,Lx (t, ζ) (86)
Next, we have by (75)
t−1Γα,Lx (t, ζ) = t
−1
∫ t
0
L−1
L−1∑
i=0
pα(x+ i)g[ζαs (x+ i)]ds
− t−1
∫ t
0
L−1
L−1∑
i=0
qα(x+ i+ 1)g[ζαs (x+ i+ 1)]ds+M
α,L
x (t, ζ)
= (p− q)Gα,Lx (t, ζ) +M
α,L
x (t, ζ) +O(L
−1) (87)
where
Gα,Lx (t, ζ) := t
−1
∫ t
0
L−1
L−1∑
i=0
α(x+ i)g[ζαs (x+ i)]ds, (88)
O(L−1) denotes the product of L−1 with a uniformly bounded quantity, and
Mα,Lx (t, ζ) is a martingale with quadratic variation〈
Mα,Lx (t, ζ)
〉
= O
(
t
L3
)
under IP for any fixed ζ (and uniformly over all choices of ζ). From now on,
we assume ζ = ξα,λ0 , ζt = ξ
α,λ
t and x = xt. In this case, using stationarity of
ξα,λ. , we have
IE0IE[∆˜
α,L
xt (t, ξ
α,λ
0 )] = 2IE0
{
L−1
L−1∑
i=1
xt+i∑
z=xt+1
ξα,λ0 (z)
}
= 2L−1
L−1∑
i=1
xt+i∑
z=xt+1
R
[
λ
α(z)
]
≤ 2LR
(
λ
c
)
(89)
Now, we take L = ⌊εt⌋. With this choice, by (89),
lim
ε→0
lim sup
t→+∞
IE0IE[t
−1∆˜α,⌊εt⌋xt (t, ξ
α,λ
0 )] = 0
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By the triangle inequality and stationarity of ξα,λ. ,
IE0IE
∣∣∣Gα,⌊εt⌋x (t, ξα,λ0 )− λ∣∣∣
≤ t−1
∫ t
0
IE0IE

∣∣∣∣∣∣(tε)−1
⌊tε⌋−1∑
i=0
α(xt + i)g[ξ
α,λ
s (xt + i)]− λ
∣∣∣∣∣∣
 ds
= IE0IE

∣∣∣∣∣∣(tε)−1
⌊tε⌋−1∑
i=0
α(xt + i)g[ξ
α,λ
0 (xt + i)]− λ
∣∣∣∣∣∣
 (90)
Now, (82) in Lemma 4.11 and (90) imply that, for ε > 0 such that β < −ε,
lim
t→+∞
IE0IE
∣∣∣Gα,⌊εt⌋x (t, ξα,λ0 )− λ∣∣∣ = 0
which concludes the proof. 
4.4 Proof of Lemma 4.4
This proof is based on the analysis of currents done in Subsection 4.3 (it
uses Corollary 4.2 and Lemma 4.9, which itself required the first statement
of Proposition 4.1, (72)) and on the second statement of Proposition 4.1, (73).
To prepare the proof of Lemma 4.4, we need to relate the supercritical mass to
the loss of current. This is the object of the following lemma. For λ ∈ [0, c),
ξα,λ0 denotes a random variable defined on Ω0 with distribution µ
α
λ. For
t > 0, b < 0 and ε ∈ (0, c), let
δb(t, η0, ξ
α,c−ε
0 ) := t
−1
0∑
x=⌊bt⌋+1
[η0(x)− ξ
α,c−ε
0 (x)]
∆b(t, η0, ξ
α,c−ε
0 ) := t
−1 sup
⌊bt⌋<y≤0
y∑
x=⌊bt⌋+1
[η0(x)− ξ
α,c−ε
0 (x)]
In other words, by (77),
∆b(t, η0, ξ
α,c−ε
0 ) = t
−1 sup
⌊bt⌋<y≤0
(
F⌊bt⌋(y, η0)− F⌊bt⌋(y, ξ
α,c−ε
0 )
)
(91)
31
Lemma 4.12 We have the IP0-a.s. limits
(i) lim sup
t→∞
[∆b(t, η0, ξ
α,c−ε
0 )− δb(t, η0, ξ
α,c−ε
0 )] ≤ 0
(ii) lim sup
t→∞
{
t−1 sup
x∈[⌊bt⌋−Wt,⌊bt⌋+1+Wt]
[
F⌊bt⌋(x, η0)− F⌊bt⌋(x, ξ
α,c−ε
0 )
]
−δb(t, η0, ξ
α,c−ε
0 )
}
≤ 0
Proof of Lemma 4.12. (i) Let ⌊bt⌋ < y ≤ 0. Then
t−1
y∑
x=⌊bt⌋+1
[η0(x)− ξ
α,c−ε
0 (x)] = δb(t, η0, ξ
α,c−ε
0 )
−
[
t−1
0∑
x=y+1
η0(x) + t
−1ρcy
]
1{y<0}
+
[
t−1
0∑
x=y+1
ξα,c−ε0 (x) + t
−1ρcy
]
1{y<0}
=: δb(t, η0, ξ
α,c−ε
0 )− T1(t, y, η0) + T1(t, y, ξ
α,c−ε
0 )
For ζ ∈ {η0, ξ
α,c−ε
0 }, let
T2(t, ζ) := sup
⌊bt⌋<y≤0
T1(t, y, ζ) (92)
We claim that
lim inf
t→∞
T2(t, η0) ≥ 0 (93)
lim
t→∞
T2(t, ξ
α,c−ε
0 ) ≤ 0 IP0 − a.s. (94)
Indeed, let yt denote a value of y such that
T1(t, yt, η0) = T2(t, η0)
(such a value exists because the supremum in (92) is over a finite set).
Assume (tn)n∈N is a positive sequence such that limn→∞ tn = +∞. Since
⌊bt⌋ < yt ≤ 0, there exists a subsequence of (tn)n∈N along which yt/t has a
limit y ∈ [b, 0]. If y < 0, the limit (93) along this subsequence follows from
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supercriticality condition (21) on the initial configuration η0. If y = 0, it
follows because T1(t, yt, η0) is the sum of a nonnegative term and a vanishing
term. A similar argument combined with (81) of Lemma 4.11 establishes
(94). This implies (i) since ∆b(t, η0, ξ
α,c−ε
0 ) ≥ δb(t, η0, ξ
α,c−ε
0 ).
For (ii), since η0(x) = 0 for x > 0, we have
t−1 sup
x∈[⌊bt⌋,⌊bt⌋+1+Wt]
[
F⌊bt⌋(x, η0)− F⌊bt⌋(x, ξ
α,c−ε
0 )
]
= t−1 sup
x∈[⌊bt⌋,min(0,⌊bt⌋+1+Wt)]
[
F⌊bt⌋(x, η0)− F⌊bt⌋(x, ξ
α,c−ε
0 )
]
≤ ∆b(t, η0, ξ
α,c−ε
0 )
(95)
On the other hand, for x ∈ [⌊bt⌋ −Wt, ⌊bt⌋], by (77)
t−1
[
F⌊bt⌋(x, η0)− F⌊bt⌋(x, ξ
α,c−ε
0 )
]
= −t−1
⌊bt⌋∑
y=x
[η0(y)− ξ
α,c−ε
0 (y)]
= −t−1
0∑
y=x
[η0(y)− ξ
α,c−ε
0 (y)]
+ δb(t, η0, ξ
α,c−ε
0 ) (96)
The same argument as in the proof of (i), using assumption (21) and (81) of
Lemma 4.11, shows that IP0-a.s.,
lim inf
t→∞
sup
x∈[⌊bt⌋−Wt,⌊bt⌋]
t−1
0∑
y=x
[η0(y)− ξ
α,c−ε
0 (y)] ≥ 0
Together with (91), (95), (96) and (i), this establishes the lemma. 
We are now ready for the proof of Lemma 4.4.
Proof of Lemma 4.4.
Proof of (60). We start from, using (83) for t large enough,
t−1
Aε(α)∑
x=1+⌊bt⌋
ηαt (x) = t
−1
Aε(α)∑
x=1+⌊bt⌋
η0(x) + t
−1Γα⌊bt⌋(t, η0)− t
−1ΓαAε(α)(t, η0)
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= t−1
0∑
x=1+⌊bt⌋
[η0(x)− ξ
α,c−ε
0 (x)] + t
−1
0∑
x=1+⌊bt⌋
ξα,c−ε0 (x)
+ t−1Γα⌊bt⌋(t, η0)− t
−1ΓαAε(α)(t, η0)
− t−1
0∑
x=1+Aε(α)
η0(x) (97)
For i ∈ {2, 3, 4}, we denote by Si(t) the quantity on the i-th line of the r.h.s.
of (97). Since the sum in the deterministic quantity S4(t) does not depend
on t, we have
lim
t→+∞
S4(t) = 0 (98)
The first term in S2(t) is δb(t, η0, ξ
α,c−ε
0 ). Using (81) in Lemma 4.11 for the
second term, we have
lim
t→+∞
IE0IE
∣∣S2(t) + bR(c− ε)− δb(t, η0, ξα,c−ε0 )∣∣ = 0 (99)
Next, from Corollary 4.2, Lemma 4.10 and Lemma 4.12(ii), we obtain
lim
t→+∞
IE0IE
{
t−1Γα⌊bt⌋(t, η0)− (p− q)(c− ε) + δb(t, η0, ξ
α,c−ε
0 )
+
}−
= 0 (100)
In what follows, we make repeated use of the subadditivity of functions x 7→
x±. Writing
S3(t) + δb(t, η0, ξ
α,c−ε
0 )
+ =
[
t−1Γα⌊bt⌋(t, η0)− (p− q)(c− ε) + δb(t, η0, ξ
α,c−ε
0 )
+
]
+
[
(p− q)c− t−1ΓαAε(α)(t, η0)
]
− (p− q)ε
we obtain[
S3(t) + δb(t, η0, ξ
α,c−ε
0 )
+
]−
≤
[
t−1Γα⌊bt⌋(t, η0)− (p− q)(c− ε) + δb(t, η0, ξ
α,c−ε
0 )
+
]−
+
[
(p− q)c− t−1ΓαAε(α)(t, η0)
]−
+ (p− q)ε
and using (100) with Lemma 4.9, we obtain that
lim sup
t→+∞
IE0IE
{[
S3(t) + δb(t, η0, ξ
α,c−ε
0 )
+
]−}
≤ 2ε (101)
To conclude we use the decomposition
S2(t) + S3(t) + S4(t) + bρc =
[
S2(t) + bR(c− ε)− δb(t, η0, ξ
α,c−ε
0 )
]
+
[
S3(t) + δb(t, η0, ξ
α,c−ε
0 )
+
]
+ S4(t)
+ b[ρc −R(c− ε)]− δb(t, η0, ξ
α,c−ε
0 )
−
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which yields the inequality
[S2(t) + S3(t) + S4(t) + bρc]
− ≤
[
S2(t) + bR(c− ε)− δb(t, η0, ξ
α,c−ε
0 )
]−
+
[
S3(t) + δb(t, η0, ξ
α,c−ε
0 )
+
]−
− S4(t)
−b[ρc − R(c− ε)] + δb(t, η0, ξ
α,c−ε
0 )
−
Observe that (94) implies
lim
t→+∞
δb(t, η0, ξ
α,c−ε
0 )
− = 0, IP0-a.s. (102)
Then, using (98), (99) and (101), (60) follows with δt := δb(t, η0, ξ
α,c−ε
0 )
−.
Proof of (61). By (67) (which implies that f ∗ is nonincreasing) and (68),
f ∗(0)− f ∗(−b) ≤ f ∗(0)− f ∗(−β) =
∫ −β
0
R(z)dz
Thus, by equation (73) of Proposition 4.1,
lim
t→∞
t−1 0∑
x=⌊bt⌋
ηα,tt (x)−
∫ −β
0
R(z)dz
+ = 0 (103)
in IP0 ⊗ IP-probability. We can choose β = βκ < b = bκ < −v0 so that, for
κ > 0 small enough, ∫ −β
0
R(z)dz < −bρc − κ (104)
Indeed, since R is equal to ρc on [0, v0], the difference between the l.h.s. and
the r.h.s. of (104) can be written
−
∫ −b
v0
[ρc −R(x)] dx+
∫ −β
−b
R(x)dx+ κ (105)
Since the second integrand above is bounded by ρc, one may for instance
choose b− β = ε and then (since R is nonincreasing)
b = − inf
{
y > v0 :
∫ y
v0
[ρc −R(x)] dx > (1 + ρc)κ
}
(106)
which implies limκ→0 bκ = −v0. 
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5 Proof of Proposition 4.1
We start with the proof of (72).
5.1 Proof of (72).
To prove (72), we use Corollary 4.1 to compare currents, Lemma 4.10 for
equilibrium current, and variations on the proof of Theorem 2.1 in Section
3.
Let ε ∈ (0, c). We couple (ηα,ts )s≥0 with the stationary process (ξ
α,c−ε
t )t≥0,
where ξα,c−ε0 ∼ µ
α
c−ε. By Corollary 4.1 (with y = z = xt and ζ = ξ
α,c
0 )
t−1Γαxt
(
t, ηα,t0
)
≥ t−1Γαxt
(
t, ξα,c−ε0
)
(107)
Set
St := t
−1Γαxt
(
t, ηα,t0
)
− (p− q)c,
Applying Lemma 4.10 to the r.h.s. of (107) and letting ε→ 0 yields
lim
t→+∞
IE
[
S−t
]
= 0 (108)
Next we are going to prove that
lim sup
t→+∞
IE
[
t−1Γαxt
(
t, ηα,t0
)
− pα(xt) + qc
]
≤ 0 (109)
Suppose this is established. Then by (109), lim supt→+∞ IE{St − p[α(xt) −
c]} ≤ 0. Since |St| = St + 2S
−
t , and (108) holds, (72) follows.
We now prove (109). Let δ > 0, and denote by α˜ the modified environ-
ment that coincides with α at all sites except at xt, where we set
α˜(xt) := c− δ < c < α(xt)
for δ ∈ (0, c). We couple our source process (ηα,ts )s≥0 with the source process
(ηα˜,ts )s≥0 which has a source at the same location xt but environment α˜.
Proposition 3.1 implies that ηα˜,ts ≤ η
α,t
s for every s ≥ 0. The difference∑
x>xt
ηα,ts (x)−
∑
x>xt
ηα˜,ts (x)
36
is not modified by jumps in the bulk. It increases when a particle is created
at xt + 1 for the original process but not for the modified one. Note that
a particle cannot be removed from the bulk only in the modified process,
because ηα˜,ts (xt + 1) ≤ η
α,t
s (xt + 1), and g is nondecreasing. Thus, in the
notation of (27), we have∑
x>xt
ηα,ts (x)−
∑
x>xt
ηα˜,ts (x) ≤ ω((0, s]× {xt} × (α˜(xt), α(xt)]× {1}) (110)
As a function of s, the r.h.s. of (110) is a Poisson process in time with
intensity
α(xt)− α˜(xt) = α(xt)− c+ δ
Hence,
IE
[
t−1Γαxt(t, η
α,t
0 )
]
≤ IE
[
t−1Γα˜xt(t, η
α˜,t
0 )
]
+ p[α(xt)− c+ δ] (111)
We will now show that
lim sup
t→+∞
IE
[
t−1Γα˜xt
(
t, ηα˜,t0
)]
≤ (p− q)c (112)
This, combined with (111) and δ → 0 after t→ +∞, implies (109). To prove
(112), we use Proposition 3.3 with l = xt and S = Z ∩ (−∞, l]. In this case,
the constant function λ˜ with value α˜(l) = c − δ is a solution of (36)–(37).
Since λ˜(x) < c < α˜(x) for all x > l, the measure µα˜,S,λ˜(.) =: µ˜, that is
the product measure with constant parameter α˜(l) = c − δ on NZ∩[l+1,+∞),
is invariant for Lα˜,S. We introduce a stationary process ξα˜,t. with generator
Lα˜,S. We can couple this process to ηα˜,t. so that
ηα˜,ts (x) ≤ ξ
α˜,t
s (x), for all s ≥ 0 and x > xt (113)
We now apply the spatial averaging procedure introduced for the current in
the proof of Lemma 4.10. Recall the quantities defined in (84)–(88). Writing
(87) with x = xt and α˜
′ yields
IE[t−1Γα˜,Lxt (t, η
α˜,t
0 )] = (p−q)IEG
α˜,L
xt (t, η
α˜,t
0 )+IE[t
−1∆˜α˜xt(t, η
α˜,t
0 )]+O(L
−1) (114)
Since Gα,Lx (t, ζ) is a nondecreasing (random) function of ζ and α, this implies
Gα˜,Lxt (t, η
α˜,t
0 ) ≤ G
α˜,L
xt (t, ξ
α˜,t
0 ) (115)
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Since ξα˜,t0 ∼ µ˜, it follows from (88) that
IEGα˜,Lxt (t, ξ
α˜,t
0 ) = c− δ < c
By Proposition 3.1, the quantity ∆˜α˜x(t, ζ) defined in (86) is a nondecreasing
function of ζ . Hence, by (113),
IE∆˜α˜xt(t, η
α˜,t
0 ) ≤ IE∆˜
α˜
xt(t, ξ
α˜,t
0 ) ≤ 2LR
(
c− δ
c
)
(116)
where the last equality follows from the same computation as in (89). Now
we choose L = L(t) in such a way that L → +∞ and L/t→ 0 as t→ +∞.
Plugging (116) into (114) and letting t→ +∞, we obtain (112).
5.2 Proof of (73)
The proof relies on the microscopic interface property stated in Lemma 4.3.
More precisely, to prove (73), we use (72) and derive an intermediate result,
Proposition 5.1. For the latter, we use again results on currents (Lemmas 4.7,
4.10 and ergodic properties of Lemma 4.11), and the interface property. For
λ ∈ [0, c], we consider the stationary processes {ξα,λs }s≥0, run by the given
Harris system, with initially ξα,λ0 ∼ µ
α
λ. We simultaneously construct these
random configurations by inversion for all values of λ.
Let us denote by Fλ the c.d.f. of the probability measure θλ defined in
(4), i.e. Fλ(t) := θλ((−∞, t]) for every t ∈ R, and by F
−1
λ the generalized in-
verse of Fλ, defined as in (70)–(71). Let (V
x)x∈Z be a family of i.i.d. random
variables independent of the Harris system, such that for every x ∈ Z, V x is
uniformly distributed on (0, 1). Then we set
ξα,λ0 (x) := F
−1
λ
α(x)
(V x) (117)
It follows from (117) that if λ ≤ λ˜, then ξα,λ0 ≤ ξ
α,λ˜
0 a.s. Finally, if for
Λ ∈ [0, c] we set
ηα,t,Λ0 (x) = ξ
α,Λ
0 (x)1{x≤xt}, (118)
we have by construction that
ηα,t0 ≥ η
α,t,Λ
0 (119)
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Further, if λ ∈ [0, c], then ηα,t0 (x) ≥ ξ
α,λ
0 (x) for x ≤ xt, and η
α,t
0 (x) ≤ ξ
α,λ
0 (x)
for x > xt. We may therefore consider the interface process (x
α,λ,t
s )s≥0 given
by Lemma 4.3, such that
ηα,ts (x) ≥ ξ
α,λ
s (x) if x ≤ x
α,λ,t
s (120)
ηα,ts (x) ≤ ξ
α,λ
s (x) if x > x
α,λ,t
s (121)
Note that xα,λ,ts > xt, because η
α,t
s (x) = +∞ for x ≤ xt. Besides, since
ξα,λs (x) is a nondecreasing function of λ, x
α,λ,t
s (x) is a nonincreasing function
of λ.
The first step towards proving (73) is the following proposition.
Proposition 5.1 For every Λ ∈ [0, c) and v ∈ (0,−β], it holds that
lim
t→+∞
IE0IE
∣∣∣∣∣∣t−1
∑
x>⌊xt+vt⌋
ηα,t,Λt (x)− f
∗(v,Λ)
∣∣∣∣∣∣ = 0 (122)
where, similarly to (67),
f ∗(v,Λ) := sup
ρ∈[0,R(Λ)]
[f(ρ)− vρ] = sup
λ∈[0,Λ]
[(p− q)λ− vR(λ)] (123)
Proof of Proposition 5.1. We divide it into a lower bound and an upper
bound.
Step one. We prove that, for every λ ∈ [0,Λ],
lim
t→+∞
IE0IE
t−1 ∑
x>⌊xt+vt⌋
ηα,t,Λt (x)− (p− q)λ+ vR(λ)
− = 0 (124)
For s, t ≥ 0, we set yts = ⌊xt + vs⌋ (where t plays the role of a scaling
parameter, and s is the actual time variable). By Lemma 4.7 and (76) we
have, for λ ∈ [0,Λ],
t−1
∑
x>⌊xt+vt⌋
ηα,t,Λt (x) = t
−1Γyt. (t, η
α,t,Λ
0 ) ≥ t
−1Γyt. (t, ξ
α,λ
0 ) (125)
t−1Γyt. (t, ξ
α,λ
0 ) = t
−1Γxt(t, ξ
α,λ
0 )− t
−1
ytt∑
x=1+xt
ξα,λt (x) (126)
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By Lemma 4.10, the first term on the r.h.s. of (126) converges a.s. to the
mean current (p− q)λ. On the other hand, by (81) of Lemma 4.11 and sta-
tionarity of ξα,λ. , the second term converges in distribution to −vR(λ).
Step two. Let St denote the quantity between brackets in (124), where λ
is chosen so as to achieve supλ∈[0,Λ][(p − q)λ − vR(λ)] (which is possible by
continuity of R). Since |St| = 2St + S
−
t , to complete the proof of the propo-
sition, it is enough to show that
lim sup
t→+∞
IE0IESt ≤ 0,
that is,
lim sup
t→+∞
IE0IE
t−1 ∑
x>⌊xt+vt⌋
ηα,t,Λt (x)
 ≤ f ∗(v,Λ) (127)
To this end, it is enough to prove that
lim sup
t→+∞
IE1IE0IE
t−1 ∑
x>ztt
ηα,t,Λt (x)
 ≤ f ∗(v,Λ) (128)
where (zts)s≥0 is a rate v Poisson process starting from z
t
0 := xt, independent
of ηα,t. , and IE1 denotes expectation with respect to this Poisson process. In-
deed, the error between the left-hand sides of (127) and (128) is bounded by
R(Λ/c)t−1IE1|y
t
t−z
t
t |, which vanishes as t→ +∞ by the law of large numbers
for the Poisson process.
To establish (128), for l = εt, m ∈ N \ {0} and L = ml, we consider spatial
blocks of length l,
Bl,j(s) = [z
t
s − L+ 1 + jl, z
t
s − L+ 1 + (j + 1)l) ∩ Z,
for j = 0, . . . , m− 1. We observe that
t−1
∑
x>ztt
ηα,t,Λt (x) ≤ FL(t, η
α,t,Λ
t ) (129)
where
FL(s, η) := t
−1L−1
L−1∑
i=0
∑
x>zts+i−L+1
η(x)
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For s ∈ [0, t], the number of particles to the right of zts + i − L + 1 can be
modified either by a particle jump from or to this position, or by the motion
of the Poisson process. Thus
IE1IE0IEFL(t, η
α,t,Λ
t ) = t
−1
∫ t
0
IE1IE0IEGL(s, η
α,t,Λ
s )ds
+ IE0IEFL(0, η
α,t,Λ
0 ) (130)
where the first term on the r.h.s. is the contribution of particle jumps and
the next one is the contribution of self-motion, with
GL(s, η) := L
−1
L−1∑
i=0
pα(zts + i− L+ 1)g[η(z
t
s + i− L+ 1)]
− L−1
L−1∑
i=0
qα(zts + i− L+ 2)g[η(z
t
s + i− L+ 2)]
− L−1
L−1∑
i=0
vη(zts + i− L+ 2)
By (81) of Lemma 4.11,
IE0IEFL(0, η
α,t,Λ
0 ) ≤ t
−1IE0IE
∑
x>xt−L+1
ηα,t,Λ0 (x) = O(L/t) (131)
Since g is bounded, with an error bounded uniformly by a constant times
l/L = m−1, we can replace GL(s, η) by
G˜L(s, η) := m
−1
m−1∑
j=0
G˜l,j(s, η) (132)
where
G˜l,j(s, η) := H˜l,j(s, η)− K˜l,j(s, η) (133)
with
H˜l,j(s, η) := l
−1
∑
x∈Bl,j(s)
(p−q)α(x)g(η(x)), K˜l,j(s, η) := l
−1
∑
x∈Bl,j(s)
vη(x+1)
(134)
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The sequel of the proof develops the following idea. If instead of ηα,t,Λ. ,
we had one of the equilibrium processes ξα,λ. , by stationarity, recalling (8),
(16) and (65), the expectation of G˜l,j(s, ξ
α,λ
s ) (for large l) would be close to
(p− q)λ− vR(λ) ≤ f ∗(v,Λ). We will show that in some sense, locally, ηα,t,Λ.
is close to ξα,λ. for some random λ. To this end we use the interface prop-
erty (Lemma 4.3) and a large finite set of values of λ, setting λk = kΛ/n
for k = 0, . . . , n. The process ηα,t,Λ. has one interface with each equilibrium
process ξα,λk. . Between two successive interfaces, η
α,t,Λ
. must lie between two
consecutive equilibrium processes, and thus be close to either one if n is large.
Besides, if n ≪ L, this will be true essentially everywhere in our window of
size L. Eventually, limits will be carried out in the following order: t→ +∞,
ε→ 0, m→ +∞ and n→ +∞.
We now proceed to details of the above idea. Let J(s) denote the (ran-
dom) set of indexes j ∈ {0, . . . , m − 1} such that the block Bl,j(s) contains
none of the interfaces xα,λk,ts for k = 0, . . . , n. Note that |J(s)| ≥ m − n. If
j ∈ J(s), there exists a random k = k(s, j) ∈ {0, . . . , n− 1} such that
ξα,λks (x) ≤ η
α,t,Λ
s (x) ≤ ξ
α,λk+1
s (x), for all x ∈ Bl,j(s) (135)
Note that (135) is true even if all interfaces lie to the right of Bl,j(s). Indeed,
in this case, ηα,t,Λs (x) ≥ ξ
α,Λ
0 (x) for all x ∈ Bl,j(s). But since (cf. (118))
ηα,t,Λ0 ≤ ξ
α,Λ
0 , by Proposition 3.1, η
α,t,Λ
s ≤ ξ
α,Λ
s . Thus, η
α,t,Λ
s (x) = ξ
α,Λ
s (x) for
all x ∈ Bl,j(s).
Since H˜l,j(s, η) and K˜l,j(s, η) are increasing functions of η, for j ∈ J(s), (135)
implies
G˜l,j
(
s, ηα,t,Λs
)
≤ H˜l,j
(
s, ξ
α,λk(s,j)+1
s
)
− K˜l,j
(
s, ξ
α,λk(s,j)
s
)
≤ max
k=0,...,n
{
H˜l,j
(
s, ξα,λk+1s
)
− K˜l,j
(
s, ξα,λks
)}
On the other hand, since α(.) ≤ 1 and g(.) ≤ 1, we have the rough bound
G˜l,j(s, η) ≤ 1 for any η ∈ X and 0 ≤ j ≤ m− 1. Thus
G˜L
(
s, ηα,t,Λs
)
≤ G˜L
(
s, ηα,t,Λs
)
+
n
m
(136)
where
G˜L
(
s, ηα,t,Λs
)
:= m−1
∑
j∈{0,...,m−1}∩J(s)
max
k=0,...,n
{
H˜l,j
(
s, ξα,λk+1s
)
− K˜l,j
(
s, ξα,λks
)}
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So far, we have reduced the problem to proving that (recall n/m→ 0)
lim sup
t→+∞
t−1
∫ t
0
IE1IE0IE
{
G˜L(s, η
α,t,Λ
s )− f
∗(v,Λ)
}
ds ≤ 0 (137)
Since
f ∗(v,Λ) ≥ (p− q)λk − vR(λk) ≥ (p− q)λk+1 − vR(λk)−
1
n
for every k ∈ {0, . . . , n}, an upper bound for G˜L(s, η
α,t,Λ
s )− f
∗(v,Λ) is
1
n
+m−1
∑
j∈{0,...,m−1}∩J(s)
max
k=0,...,n
{
H˜l,j
(
s, ξα,λk+1s
)
− K˜l,j
(
s, ξα,λks
)
−
[
(p− q)λk+1 − vR(λk)
]}
≤
1
n
+m−1
m−1∑
j=0
n∑
k=0
∣∣∣H˜l,j (s, ξα,λk+1s )− K˜l,j (s, ξα,λks )
−
[
(p− q)λk+1 − vR(λk)
]∣∣∣
≤
1
n
+m−1
m−1∑
j=0
n∑
k=0
∣∣∣H˜l,j (s, ξα,λk+1s )− (p− q)λk+1∣∣∣
+ m−1
m−1∑
j=0
n∑
k=0
∣∣∣K˜l,j (s, ξα,λks )−R(λk)∣∣∣
In the last expression, the various equilibrium processes are decoupled, so for
each k we may use the stationarity of the corresponding equilibrium process
to compute its expectation. Therefore, to establish (137), it is enough to
prove that, for every ε > 0, m ∈ N \ {0}, n ∈ N \ {0}, j ∈ {0, . . . , m − 1},
k ∈ {0, . . . , n},
lim
t→+∞
t−1
∫ t
0
IE1IE0IE
∣∣∣H˜l,j (s, ξα,λk+10 )− (p− q)λk+1∣∣∣ ds = 0 (138)
lim
t→+∞
t−1
∫ t
0
IE1IE0IE
∣∣∣K˜l,j (s, ξα,λk0 )−R(λk)∣∣∣ ds = 0 (139)
where l = εt. To prove (138), we make the change of variable s = tu in (138),
which yields the integral∫ 1
0
IE1IE0IE
∣∣∣H˜l,j (tu, ξα,λk+10 )− (p− q)λk+1∣∣∣ du
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By (82) of Lemma 4.11 and the fact that limt→+∞ t
−1zttu = β + vu a.s. with
respect to the law of the Poisson process, we obtain that the integrand van-
ishes for every u ∈ [0, 1] as t→ +∞, and the result follows from dominated
convergence (domination holds because the IE0IE expectations of all variables
α(x)g[ξ
α,λk+1
0 (x)] involved in the above integral are all equal to λk+1). The
proof of (139) is similar to that of (138), except that we use (81) instead of
(82). 
Proof of (73). Since ηα,t0 ≥ η
α,t,Λ
0 , by attractiveness,
t−1
∑
x>xt+⌊vt⌋
ηα,tt (x) ≥ t
−1
∑
x>xt+⌊vt⌋
ηα,t,Λt (x)
We apply Proposition 5.1 to the r.h.s. of the above inequality and let Λ ↑ c.
Since limΛ↑c f
∗(v,Λ) = f ∗(v), this yields the lower bound
lim
t→∞
IE
t−1 ∑
x>xt+⌊vt⌋
ηα,tt (x)− f
∗(v)
− = 0 (140)
To obtain the upper bound
lim
t→∞
IE
t−1 ∑
x>xt+⌊vt⌋
ηα,tt (x)− f
∗(v)
+ = 0, (141)
we couple ηα,t. with the process η˜
α,t
. , whose source is located at site x˜t :=
xt + aε(τxtα) (for aε defined in (53)), and with the process η˜
α,t,Λ
. starting
from initial configuration η˜α,t,Λ0 defined as in (118) (but replacing xt by x˜t).
Let 0 < w < v. Notice that assumption (14) (or equivalently (15)) implies
lim
n→+∞
n−1aε(τ−nα) = 0
Hence, for large enough t, x˜t + ⌊wt⌋ < xt + ⌊vt⌋. Since η
α,t
0 ≤ η˜
α,t
0 , by
attractiveness,
t−1
∑
x>xt+⌊vt⌋
ηα,tt (x) ≤ t
−1
∑
x>xt+⌊vt⌋
η˜α,tt (x) ≤ t
−1
∑
x>x˜t+⌊wt⌋
η˜α,tt (x) (142)
Let Λ ∈ [0, c). Since η˜α,tt ≥ η˜
α,t,Λ
t ,
t−1
∑
x>x˜t+⌊wt⌋
η˜α,tt (x) ≤ t
−1
∑
x>x˜t+⌊wt⌋
η˜α,t,Λt (x)
+ t−1
∑
x>x˜t
η˜α,tt (x)− t
−1
∑
x>x˜t
η˜α,t,Λt (x) (143)
For the first term on the r.h.s. of (143), we use Proposition 5.1. For the
second one we use (72). For the third one, we can write
t−1
∑
x>x˜t
η˜α,t,Λt (x) ≥ t
−1
∑
x>x˜t+⌊ut⌋
η˜α,t,Λt (x)
for an arbitrarily small u > 0, and apply again Proposition 5.1 to the above
lower bound. It follows that
lim sup
t→+∞
IE
t−1 ∑
x>x˜t+⌊wt⌋
η˜α,tt (x)− [f
∗(w,Λ) + (p− q)c− f ∗(u,Λ)]

+
≤ ε
We then let ε→ 0 and w ↑ v, u ↓ 0 and Λ ↑ c, so that f ∗(w,Λ)− f ∗(u,Λ)→
f ∗(v)− (p− q)c, which establishes (141).
5.3 Proof of (74)
The proof of (74) relies on (73), Lemma 4.5 and the technical Lemma 5.1.
Let
H(x, λ) :=
∫
X
h(τxη)dµ
α
λ(η)
In Appendix A, we prove the following.
Lemma 5.1 The family of functions {H(x, .) : x ∈ Z} is equicontinuous on
any interval [0,Λ] with Λ < c.
By Lemma 4.5(ii), for v > v0 we have λ
−(v) < c. Thus, thanks to Lemma
5.1, to prove (74), it is enough to prove that, for every λ < λ−(v),
lim inf
t→∞
{
IE0IEh
(
τ⌊(β+v)t⌋η
α,t
t
)
−
∫
X
h(η)dµ
τ[(β+v)t]α
λ (η)
}
≥ 0 (144)
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Let l ∈ N such that h(η) depends only on {η(x) : x ∈ {−l, . . . , l}}. Let
λ < λ−(v), or equivalently ρ < R(v), where ρ := R(λ). By (68), this is also
equivalent to
v < fˆ ′(ρ) =
p− q
R̂
′
(λ)
=: vλ
where R̂ denotes the convex envelope of R, and the above equality follows
from (66). Let w ∈ (v, vλ). We claim that
lim
t→+∞
IP0 ⊗ IP
({
xα,λ,tt ≥ ⌊(β + w)t⌋
})
= 1 (145)
Indeed, if (145) were not true, there would exist a constant C > 0 and a
sequence tn → +∞ such that
IP0 ⊗ IP
({
xα,λ,tntn < ⌊(β + w)tn⌋
})
> C (146)
for all n ∈ N. From this we can derive a contradiction. Indeed, the event in
(146) implies that
t−1n
⌊(β+vλ)tn⌋∑
x=⌊(β+w)tn⌋
[ηα,tntn (x)− ξ
α,λ
tn (x)] ≤ 0
But by (73) of Proposition 4.1 and (68), the above expression converges in
probability to ∫ vλ
w
[R(u)− ρ]du > 0
The event in (145) implies that, for t large enough, the whole interval [⌊vt⌋−
l, ⌊vt⌋+ l] lies to the left of xα,λ,tt , hence η
α,t
t dominates ξ
α,λ
t on this interval.
Thus (145) implies
lim
t→+∞
IP0 ⊗ IP
(
h(ηα,tt ) ≥ h(ξ
α,λ
t )
)
= 1 (147)
Since h is bounded, and ξα,λt ∼ µ
α
λ, (147) implies (144).
A Proofs of Lemmas
Proof of Lemma 4.3. We will define a process (xs)s≥0 (with given initial
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point x0) having the desired properties and in addition is piecewise constant,
jumping at time s only (necessarily a nearest neighbour jump) when either
• s ∈ T xs−. or
• s ∈ T z. for some |xs− − z| = 1 and the associated potential jump is to
site xs−.
If at such times we can always give a choice of xs preserving the required
relations, then we are done.
We first observe that if the jump time s results in no particles moving
then we can keep x. constant. Equally if s entails the movement together of
particles from processes ζα. and ̟
α
. , then again we can maintain the value of
x. at time s. We address the remaining cases:
• s ∈ T xs−. : in this case we are concerned with the motion of a ̟
α
. particle
and no motion of a ζα. particle. This implies that ̟
α
s−(xs−) > ζ
α
s−(xs−). In
consequence we automatically have that
∀y ≤ xs− ̟
α
s−(y) ≥ ζ
α
s−(y) and ∀y > xs− + 1 ̟
α
s−(y) ≤ ζ
α
s−(y).
Therefore in this case we take xs = xs− unless ̟
α
s (xs− + 1) > ζ
α
s (xs− + 1),
in which case we put xs = xs− + 1.
• s ∈ T xs−+1. : in this case we are concerned with the motion of a ζ
α
.
particle and no motion of a ̟α. particle. This implies that ζ
α
s−(xs− + 1) >
̟αs−(xs− + 1). In consequence we automatically have that
∀y < xs− ̟
α
s−(y) ≥ ζ
α
s−(y) and ∀y ≥ xs− + 1 ̟
α
s−(y) ≤ ζ
α
s−(y).
So we take xs = xs− if ̟
α
s (xs−) ≥ ζ
α
s (xs−) otherwise x. jumps to xs− − 1.
• s ∈ T xs−−1. : this is essentially the same as the second case. 
Proof of Corollary 4.2. Given x0 ∈ Z,W > 1, define η˜
α
0 , ξ˜
α,c−ε
0 as follows: for
all z ∈ [x0 −Wt, (x0 + 1) +Wt], η˜
α
0 (z) = η0(z), ξ˜
α,c−ε
0 (z) = ξ
α,c−ε
0 (z) and for
z /∈ [x0−Wt, (x0+1)+Wt], η˜
α
0 (z) = ξ˜
α,c−ε
0 (z) = 0. Then it follows from the
finite propagation property (see Lemma 4.8) that η˜αt (z) = η
α
t (z), ξ˜
α,c−ε
t (z) =
ξα,c−εt (z) for z = x0, x0+1 with IP0⊗ IP-probability ≥ 1− e
−bt. Since by (75)
the current Γαx0(., .) depends only on the occupation numbers of sites x0 and
x0+1, it follows that Γ
α
x0
(t, η˜α0 ) = Γ
α
x0
(t, η0) and Γ
α
x0
(t, ξ˜α,c−ε0 ) = Γ
α
x0
(t, ξα,c−ε0 ).
We conclude by applying Lemma 4.7 to η˜α0 and ξ˜
α,c−ε
0 . 
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Proof of Lemma 4.11. Let us denote by Rn the l.h.s. of (81), and by Gn the
l.h.s. of (82). By (65), (7) and (16), we have∫
Gn(η)dµ
α
λ(η) = λ, lim
n→+∞
∫
Rn(η)dµ
α
λ(η) = R(λ) (148)
for every λ ∈ [0, c]. Since g is bounded, and the random variables {η(x) :
x ∈ Z} are independent under µαλ, the variance of Gn is O(1/n) as n→ +∞.
Thus the result for Gn follows from the weak law of large numbers in L
2(µαλ).
he same argument works for Rn in the case λ < c, because
V (Rn) =
1
n2
0∑
x=−n
V
(
λ
α(x)
)
where V (λ) denotes the variance of θλ, and R(.) and V (.) are bounded on
any interval bounded away from 1. 
Proof of Lemma 5.1. Let l, n ∈ N be such that h depends only on sites x ∈
{−l, . . . , l}. Since h is a local function, we can writeH(x, λ) = H1(x, λ)/H2(x, λ),
where H1(x, .) and H2(x, .) are power series in λ, whose derivatives can be
bounded by power series in λ/c with coefficients independent of x. This
implies that (x, λ) 7→
∂H
∂λ
(x, λ) is uniformly bounded on Z × [0,Λ] for any
Λ ∈ [0, c). 
B Construction of the process
B.1 Generator construction
In this subsection, we explain why our assumptions on g allow the con-
struction of a Feller semigroup on X from usual Hille-Yosida theory and
the framework of [35]. For unbounded functions g, the process can only be
constructed on NZ
d
, and Hille-Yosida theorem cannot be used, see [2] and
references therein for functions g with at most linear growth, and [10] for a
class of functions g with superlinear growth.
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Let T denote the set of finite subsets of Zd. For each T ∈ T and η ∈ X, let
cT (η, .) denote a finite measure on N
T
. In [35, Theorem 3.9] are considered
Markov pregenerators defined on continuous cylinder functions f : X → R
by
Lf(η) :=
∑
T∈T
∫
N
T
cT (η, dξ)[f(η
ξ)− f(η)] (149)
where, for ξ ∈ N
T
, ηξ denotes the particle configuration defined by ηξ(x) =
η(x) for x 6∈ T and η(x) = ξ(x) for x ∈ T . The following theorem states suf-
ficient conditions on the mappings cT for (149) to yield a Markov generator.
To this end, for u ∈ Zd and x ∈ Zd, one defines the quantities
cT (u) := sup {||cT (η1, .)− cT (η2, .)|| : η1(y) = η2(y) for all y 6= u}
γ(x, u) :=
∑
T∈T :T∋x
cT (u), ∀x 6= u
where ||.|| denotes the total variation norm of a measure.
Theorem B.1 ([35], Theorem 3.9) Assume that for every T ∈ T , the
mapping η 7→ cT (η, .) is continuous from X to the set of finite measures on
N
T
with respect to the topology of weak convergence. Assume in addition that
sup
x∈Zd
∑
T∈T : T∋x
cT (η,N
T
) < +∞ (150)
sup
x∈Zd
∑
u∈Zd:u 6=x
γ(x, u) < +∞ (151)
Then the closure of (149) is a Markov generator on X. Thus it generates a
Feller semigroup and defines a Feller process on X.
With our assumptions, one can deduce the following result.
Corollary B.1 Assume g is a nondecreasing continuous function from N to
[0,+∞) such that g(0) = 0 < g(1), and p(.) is a probability measure on Zd.
Then the closure of (3) is a Markov generator on X. Thus it generates a
Feller semigroup and defines a Feller process on X.
Proof of Corollary B.1. We may rewrite (3) in the form (149) by defining
cT = c
α
T as follows: c
α
T (η, .) = 0 if |T | 6= 2, while for T = {x, y} with x 6= y,
cα{x,y}(η, .) = α(x)p(y − x)g[η(x)]δηx,y|T + α(y)p(x− y)g[η(y)]δη
y,x
|T
(152)
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where η|T denotes the restriction of a configuration η to sites in T . It follows
that if |T | 6= 2, cαT (u) = 0 for any u ∈ Z
d; while for T = {x, y} with x 6= y,
we have
cαT (η,N
T
) ≤ [p(y − x) + p(x− y)]g(+∞)
which implies (150). Also from (152), we have that cαT (u) = 0 for |T | 6= 2
and u ∈ Z; while for T = {x, y}, cαT (u) = 0 if u 6∈ {x, y}, and
max[cαT (x), c
α
T (y)] ≤ 2[α(x)p(y − x) + α(y)p(x− y)]g(+∞)
Thus, for x 6= y, we have
γα(x, y) ≤ 2[α(x)p(y − x) + α(y)p(x− y)]g(+∞)
from which (151) follows. 
Corollary B.2 Let (ηt)t≥0 be a Feller process with generator (3) and initial
state η0 ∈ N
Zd. Then, almost surely with respect to the law of the process, we
have ηt ∈ N
Z
d
for all t > 0.
Proof of corollary B.2. By Corollary B.1, for any continuous cylinder function
f : X→ R,
IEf(ηαt ) = IEf(η
α
0 ) +
∫ t
0
IE [Lαf(ηαs )] ds (153)
We may apply (153) to the continuous function f(η) = min(η(x),M) for
arbitrary x ∈ Zd and M ∈ N, Using boundedness of g and letting M → +∞,
we obtain IEηαt (x) < +∞ for every x ∈ Z
d. 
B.2 Graphical construction and equivalence
Most of the following sketch is taken and summarized from [41], where it is
substantially generalized to cover the framewok of [35]. Although based on
similar percolation ideas than [23], it is somewhat different and more general.
For n ∈ N \ {0}, consider a growing (unoriented) connected graph (Gα,nt )t≥0,
where Gαt = (V
α
t , E
α
t ), with vertex set V
α
t ⊂ Z
d, and edge set Eαt ⊂ Z
d×Zd.
By “growing”, we mean that it is a nondecreasing function of time with re-
spect to inclusion. The dynamics of this graph is defined as follows. For every
potential jump event (t, x, u, z) ∈ ω such that both x and x+z lie in [−n, n]d,
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if x ∈ V α,nt− and x + z 6∈ V
α,n
t− , the graph G
α,n
t is obtained by adding vertex
x + z and edge {x, x + z} to Gα,nt− . Similarly, if x + z ∈ V
α,n
t− and x 6∈ V
α,n
t− ,
the graph Gα,nt is obtained by adding vertex x and edge {x, x + z} to G
α,n
t− .
This graph process is constructed from the truncated Poisson process
ωn(dt, dx, du, dz) = 1{x∈[−n,n]d}1{x+z∈[−n,n]d}ω(dt, dx, du, dz)
whose intensity
µn(dt, dx, du, dz) := dtdx1[0,1](u)du1[−n,n]d(x)1[−n,n]d(x+ z) p(z)dz
is now a finite measure. Thus ωn([0, T ] × Zd × (0, 1) × Zd) < +∞ with
probability 1, so that (Gα,nt )t∈[0,T ] is a Markov jump process with bounded
jump rates. The total rate at which the cardinal of Gα,nt may grow if the
current state is Gα,nt− = G := (V,E), is∑
y∈G
∑
x∈(Zd∩[−n,n]d)\G
[pn(x, y) + pn(y, x)] ≤ 2|V |
where pn(x, y) := p(y − x)1[−n,n]d×[−n,n]d(x, y). It follows that, for a given
finite initial graph G0 := (V0, E0),
IE|Gα,nt | ≤ |V0|e
2t (154)
The increasing union
Gαt :=
⋃
n∈N\{0}
Gα,nt :=
 ⋃
n∈N\{0}
V α,nt ,
⋃
n∈N\{0}
Eα,nt

defines a growing connected graph. By (154) and monotone convergence, we
have IE|Gαt | ≤ |V0|e
2t. Hence, with probability one, Gαt is finite for every
t ∈ [0, T ]. It follows that, almost surely,
∀T > 0, ∃n0 ∈ N \ {0}, ∀t ∈ [0, T ], ∀n ≥ n0, G
α
t = G
α,n
t (155)
and that (Gαt )t∈[0,T ] is the growing graph obtained by adding vertices and
edges as above, but without the restriction that vertices should belong to
[−n, n]d.
Now, given a terminal time T and a given site x, we may construct growing
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graphs (Gˇαt )t∈[0,T ] and (Gˇ
α,n
t )t∈[0,T ] starting from vertex x backwards in time,
that is with respect to the time-reversed Poisson process seen from time T ,
obtained from (27) by setting
ωˇ(dt, dx, du, dz) :=
∑
n∈N
δ(T−Tn,Xn,Un,Zn)1{Tn≤T}
The reversed Poisson process has the same law as the original Poisson process
on the time interval [0, T ].
Consider the backward graph process (Gˇα,xt )t∈[0,T ] starting from the termi-
nal graph Gˇα,x0 = ({x}, ∅) with the single vertex x and no edge. We denote
by Vˇ α,xt the set of vertices of Gˇ
α,x
t . We claim that for every t ∈ [0, T ], if
(ηαs )s∈[T−t,T ] is a process satisfying (31)–(32), then η
α
T (x) depends only on the
restriction of ηαT−t to sites x ∈ Vˇ
α,x
t . To prove this statement, assume it is
true for some time t ≤ T , and let
t′ := sup{τ > t : Gˇα,xτ = Gˇ
α,x
t }
Then by (32) and by definition of the graph dynamics, we have
ηαT−τ (y) = η
α
T−t(y), ∀y ∈ Vˇ
α,x
t , τ ∈ (t, t
′) (156)
since on the time interval (t, t′), for the reverse Poisson process, there occurs
no Poisson event connecting a vertex y ∈ Vˇ α,xt to a vertex z 6∈ Vˇ
α,x
t . It follows
from (156) that if two processes satisfying (31)–(32) coincide at time T − t′
at sites y ∈ Vˇ α,xt′− = Vˇ
α,x
t , they will coincide at time T at site x. Finally,
if the two processes coincide at time (T − t′)− at sites z ∈ Vˇ
α,x
t′ , then by
(31) and definition of the graph dynamics, they will coincide at time T − t′
at sites y ∈ Vˇ α,xt′− . Since x was arbitrary, this establishes uniqueness of a
process (ηαs )s∈[0,T ] satisfying (31)–(32) and starting from a given initial con-
figuration η0. It shows more precisely that the restriction of such a process to
the space-time domain {(s, y) ∈ [0, T ]× Zd : y ∈ Vˇ α,xT−s} can be constructed
uniquely by rules (31)–(32), where ω is replaced by the finite measure ωT,x
obtained by removing all potential events for which the edge {x, x+ z} does
not belong to Eˇα,xT . Conversely, for every t > 0 and x ∈ Z
d, we may define
ηαT (x) this way. We claim that the resulting process will satisfy (31)–(32)
with respect to the full measure ω. Indeed: first, (32) is satisfied a fortiori
for ω because it is satisfied for ωT,x, and the support of the latter is included
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in that of the former. Next, (31) also holds for ω, because if (s, y, z, v) ∈ ω,
then for every T > s, we have by construction that {y, y + z} ∈ Eˇα,xT−s, and
thus (s, y, z, v) ∈ ωT,x.
Consider now the process (ηα,nt )t∈[0,T ] obtained by letting particles jump from
x to y only if (x, y) ∈ [−n, n]d, that is replacing ω by ωn in (31)–(32). This
is a jump Markov process with bounded generator similar to (3), but with
pn(x, y) instead of p(y − x). As above for the unrestricted process, the con-
figuration ηα,nT uses only edges from the graph Gˇ
α,n
T . From (155), we have
a random n0 such that η
α,n
t = η
α
t for n ≥ n0 and t ∈ [0, T ]. Hence η
α,n
t
converges a.s. (and thus in law) to ηαt as n→ +∞.
On the other hand, [35, Corollary 3.14] implies that the semigroup of the
jump processes (ηα,nt )t∈[0,T ] converges as n → +∞ to the semigroup of the
process with infinitesimal generator (3). This shows that the process con-
structed a` la Harris coincides with the process defined by (3).
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