Genome-wide occupancy maps of transcriptional regulators are important for 31 understanding gene regulation and its effects on diverse biological processes, but only 32 a small fraction of the >1,600 transcription factors (TFs) encoded in the human genome 33 has been assayed. Here we present data and analyses of ChIP-seq experiments for 34 208 DNA-associated proteins (DAPs) in the HepG2 hepatocellular carcinoma line, 35
Introduction 50
CETCh-seq, and related assays [43] , which includes immune reagent validation and 112 characterization by assays such as western blots, and validation of tagged cell lines by 113 confirmation of genomic DNA sequence. Additionally, the hundreds of ChIP 114 experiments performed have led to tuning and optimization of protocols in efforts to 115 alleviate technical biases [44, 45] . Results of validation experiments for all DAPs 116 assayed here are available on the ENCODE web portal, at www.encodeproject.org. 117
Of the >1,600 total human DAPs, approximately 960 are expressed in HepG2 cells 118 above a threshold RNA value of 1 FPKM (Fragments Per Kilobase of transcript per 119
Million mapped reads), the minimum level at which we have obtained successful ChIP-120 seq and CETCh-seq results. The resource we present here contains ChIP-seq and 121
CETCh-seq maps for ~22% of these 960 factors, of which 171 are sequence-specific 122
TFs and 37 are chromatin regulators and transcription cofactors ( Figure 1A and 123 Supplementary Table 1 ). This large and unbiased sampling in one cell type allowed us 124 to approach analysis from complementary directions, beginning with patterns of DAP 125 occupancy and co-occupancy to find preferential associations with each other and with 126 promoters, enhancers, or insulator functions, and in the other direction, working from 127 genomic loci, sequence motifs, and epigenomic state to explain occupancy. 128
All ChIP-seq/CETCh-seq data are available through the ENCODE web portal 129 (www.encodeproject.org), as well as at Gene Expression Omnibus. Each DAP's 130 genome-wide binding sites were identified using the SPP algorithm [46] , with replicate 131
As an initial analysis, we asked how the binding of each of the 208 DAPs is distributed 139 in the genome relative to known transcriptional promoters. Specifically, we calculated 140 the fraction of called peaks within 3 kilobases (+/-3 kb) of transcription start sites 141 (TSSs) for each factor, analyzing only TSSs of genes expressed (>=1 TPM, or 142
Transcripts Per Kilobase Million) in HepG2 ( Figure 1B) and, separately, all annotated 143
TSSs regardless of expression ( Supplementary Figure 1) . 144
To further summarize the occupancy landscape, we merged all the called peaks from 145 every experiment into non-overlapping 2 kb windows, limited to those windows in which 146 two or more DAPs had a called peak, and performed a Principal Component Analysis 147 (PCA) on these DNA segments, using presence/absence of each DAP at each 148 segment. This analysis captured global patterns of ChIP-seq peaks, with Principal 149
Component 1 (PC1) explaining ~28% of the variance and correlating strongly with the 150 number of unique DAPs associated with a given genomic region ( Figure 1C ). PC2 151 separates promoter-proximal from promoter-distal peaks, underscoring the relevance of 152 promoters as a major predictor of genomic state and DAP occupancy. Interestingly, the 153 shape of this plot suggests that as the number of DAPs associated at a locus increases, 154 the promoter-proximal and promoter-distal regions lose separation along PC2. 155
Additionally, PC2 plotted against PC3 shows strong segregation based on occupancy of 156 the factor CTCF ( Figure 1C ), suggesting discrete genomic demarcations attributable to 157 this important factor, as expected for its insulator/loop anchoring functions. 158 To assess the epigenomic context of each binding site, we used IDEAS (an Integrative 159 and Discriminative Epigenome Annotation System), a machine learning method for 160 biochemical mark-based genomic segmentation [48] . This IDEAS HepG2 epigenomic 161 segmentation inferred 36 genomic states based on eight histone modifications, RNA 162 polymerase ChIP-seq, CTCF ChIP-seq, and DNA accessibility datasets (DNase and 163 FAIRE). Importantly, IDEAS states for HepG2 were classified using mainly histone 164 marks, augmented by only two DNA-associated ChIP-seq maps included in our dataset 165 (CTCF and RNA polymerase). Thus, our analyses using IDEAS segmentation are not 166 circular, as they would be if the segmentation had used all or mostly TF binding data as Clustering of DAP peak calls by the IDEAS segments of these genomic loci delineated 175 several clear bins of genomic state associations. Specifically, we found a subset of 176
DAPs that are preferentially associated with promoters, another subset associated with 177 candidate active enhancers, and a third group distributed across both proximal promoter 178 regions and likely enhancers ( Figure 2A ). We also found two smaller DAP-associated 179 clusters: one associated with heterochromatin/repressed marks (including BMI1 and 180 EZH2, both part of the polycomb repressor complex), and one with CTCF regions 181 (including CTCF and known cohesin complex proteins RAD21 and SMC3) ( Figure 2A , 182 Supplementary Table 2 ). These distinct categories contain members of different classes 183 of DAPs, and point to distinct gene regulatory pathways. Additionally, a PCA based on 184 these IDEAS states clearly segregated the DAPs into bins that recapitulate these 185 clusters ( Supplementary Figure 3) . 186
For roughly 40% of the DAPs assayed, most called peaks were in IDEAS promoter-like 187 regions, while ~30% of DAPs were predominantly associated with IDEAS enhancer-like 188 regions ( Figure 2B ). There was no significant correlation between experimental peak 189 counts and the distribution of peaks across promoters and enhancers. While these 190 preferences are part of a continuous distribution, the unsupervised clustering using all 191
IDEAS genomic states suggests strong localization preferences among subsets of 192
DAPs. The three largest subsets reveal that many DAPs are strongly enriched for 193 promoters, while others are strongly associated with candidate enhancers, implying 194 separable functions for the two classes of most differentiable factors. The third group in 195 the continuum shows little or no bias, associating more equally with both promoters and 196 enhancers. Previous publications have noted the similarities between promoters and 197 enhancers, ascribing enhancer activity to promoters, and it is established that 198 transcription occurs directly at enhancers in the form of enhancer-RNA (eRNA) and 199 even as alternative promoters [49, 50] (and reviewed in [51] ). The subset of DAPs 200 identified as associating with both promoters and enhancers may point to specific 201 genomic loci or gene regulatory networks where the lines between promoters and 202 enhancers are most blurred. It is also possible that the factors in this group are most 203 associated with looping between promoters and distal enhancer elements. Because 204 DAPs localize to specific genomic states, we were able to reproducibly train random 205 forest models capable of predicting the IDEAS state of a genomic region using binding 206 information of only a small number of DAPs ( Figure 2C ). The prediction method was 207 successful when using the combination of TFs/CFs/CRs, and also when trained only on 208 direct DNA-binding proteins or only on CFs/CRs, requiring a subset of any of ~30 DAPs 209 to achieve ~80% accuracy. 210
Liver-specific TFs and genes reveal the cis-and trans-networks of 211

HepG2
212
Identifying transcription networks is important for understanding how genes specify a 213 cell type and execute its activities. Our current understanding is that TFs, including key 214 cell-type specifying factors, interact with other factors via combinatorial cross-regulation 215 to drive gene expression in a cell-specific manner. To identify HepG2-specific cis-216 regulatory elements, we used IDEAS segmentation to identify all promoter-like and 217 enhancer-like regions in at least one of five other cell lines (GM12878, H1hESC, 218 HUVEC, HeLa-S3, and K562), and filtered these regions from the HepG2 segmentation. 219
In the resulting set of 59,115 putative HepG2-specific cis-regulatory regions, we found 220 Because HepG2 is a cancer cell line derived from liver tissue, we focused next on liver-226 specific genes, filtering for genes that are highly and specifically expressed in liver and 227 also expressed in HepG2 at levels of at least 10 TPM. This identified a total of 57 key 228 liver/HepG2 specific genes. We then examined the peak calls of all 208 DAPs close to 229 promoter regions of the 57 liver specific genes (+/-2 kb from TSSs), finding between 13 230 and 148 proteins associated with promoters of these genes. Pioneer TFs (capable of 231 binding closed chromatin and usually involved in recruiting other factors [52,53]) such 232 as FOXA1, FOXA2, and CEBPA, as well as key chromatin regulators such as EP300, 233 associate with most of the 57 liver-specific genes ( Figure 2E ). Of note, the promoters of 234 the very highly expressed liver genes ALB, APOA2, AHSG, FGA, and F2 (also known 235 as thrombin) have very high apparent factor occupancy/association: 65, 148, 124, 114, 236 and 130 DAPs, respectively ( Figure 2E , Supplementary Figure 4 ). We examined DAP 237 occupancy at the promoters of all genes as well as of those genes expressed at 10 238 TPM or higher in HepG2, and compared these to DAP occupancy at the 57 liver-specific 239 genes (Supplementary Figure 5 , Supplementary Table 3 ). In each analysis, increasing 240 factor number correlates positively with increasing RNA level. We note that some prior 241 studies have suggested that high TF occupancy at highly expressed loci is a technical 242 artifact of ChIP-seq [54], but, as described below in the section on HOT sites, several 243 lines of evidence argue that these signals represent true biology. The 57 liver-specific 244 genes have significantly higher expression (rank percentile t-test; p-value < 0.0001) 245 when compared to other genes matched by number of DAPs, indicating a trend toward 246 higher expression associated not only with a higher number of associated DAPs but 247 with specific factor identities. We expanded our analysis to all genes that have higher 248 expression than expected based on the number of DAPs associated at their promoters, 249 identifying the particular factors enriched near these genes. For each of these DAPs, we 250 then filtered all genes with ChIP-seq peaks called for the particular factor, ranking the 251 expression of those genes against that of other genes with near-equal number of 252 associated factors (within 5% of the number of associated factors). We identified DAPs 253 that are associated with higher than expected expression, including unsurprising factors 254 such as PAF1 and RNA polymerase II subunit A (Ser2 phosphorylated), marks of active 255 transcription, as well as ATF4 and HSF1 (Supplementary Figure 5 ). However, we note 256 that there are still many DAPs that have not yet been assayed by ChIP-seq, and this 257 could explain some of the deviation from expected expression. 258 HepG2, we asked how much of the regulation in this cell line is captured by this partial 262 compendium. We used IDEAS to define a set of 370,570 putative HepG2 cis-regulatory 263 elements classified as promoters, "strong" enhancers, or "weak" enhancers (according 264 to standard segmentation terminology). Discrete regions were specified by the IDEAS 265 Approximately 67% of the chromatin regions do not contain any called peaks; however, 275 the vast majority of these (~85.5%) are classified as "weak" or "poised" enhancers by 276 the IDEAS segmentation, and this class of elements is most likely to have the fewest 277 number of associated factors and would therefore be more sensitive to completeness of 278 assayed factors. It is also possible that these elements have undetectable levels of DAP 279 occupancy or do not associate with any DAPs at all. Conversely, elements classified as 280 promoters and "strong" enhancers by IDEAS are enriched for occupancy by higher 281 numbers of DAPs (Supplementary Figure 6 ). Of the IDEAS-determined active promoter-282 like regions in the HepG2 genome, 61% contain a called peak for at least one DAP in 283 this dataset, and of the "strong" enhancer-like regions, 75% contain at least one called 284 peak. This analysis shows that the majority of promoters and "strong" IDEAS-modeled 285 enhancers have one or more DAPs associated, and that these occupied elements 286 display an unexpectedly high average of 15 and 18 called per region, respectively. 287
Thus, these data capture a substantial overview of the TF/CF/CR regulatory network in 288
HepG2 cells. 289 290 We assessed motif enrichment in peaks, and found many previously derived motifs for 291 both direct and potentially indirect associations, as well as a small number of potentially 292 novel motifs. To derive and map motifs for each factor, we used the MEME software 293 suite, TOMTOM, and Centrimo [20,21,55-58] to call and assess motifs for each 294 experiment. We focused only on motifs called from the 171 putatively direct DNA-295 binding TFs in our dataset, based on previous curation [2], filtering these motifs by 296 significance (MEME E-value <1e-05) and enrichment (CMO E-value <1e-10) to obtain a 297 high-confidence set of 293 motifs called from 160 TFs. We compared these motifs to 298 the JASPAR databases [59,60] and to the CIS-BP database [4] to determine whether 299 our de novo derived motifs matched previous findings from various in vivo and/or in vitro 300 assays [61]. Overall, >80% of the 293 motifs had a similar motif in these databases 301 (86% in CIS-BP build 1.02, 82% in JASPAR2018, 81% in JASPAR2016; Supplementary 302 Figure 7 ). For 103 motifs derived from peaks for 77 unique TFs, the most similar motif in 303 the database was annotated as the motif for the TF which was the target of the 304 ChIP/CETCh-seq assay, and we term these cases "concordant" ( Figure 3A , 305 Supplementary table 4 ). There were 163 motifs derived from peak data for 103 TFs that 306 were more similar to the database motif of a different TF, and we denote these as 307 "discordant". We also observed 27 motifs derived from peaks of 17 TFs that were highly 308 dissimilar to any motifs in the databases and may be novel motifs; most of these were 309 from Zinc-Finger TFs, a large class of factors that is virtually unassayed by endogenous 310
Motif analysis reveals direct binding targets and factor associations
ChIP-seq. 311
Examining the 163 discordant motifs, we observed an enrichment of motifs representing 312 pioneer TFs such as FOXA1, and we hypothesize that these motifs were called due to 313 their significant co-occurrence with the assayed TFs. Previous studies have noted the 314 enrichment in ChIP-seq data of sequences that do not appear to be binding motifs for 315 assayed TFs, but rather are more similar to other TF motifs [62] . There are multiple 316 potential explanations for why the ChIP-seq derived motif would most closely match a 317 motif previously annotated for another factor. Related TFs often recognize very similar 318 sequence motifs; for example, the motif we derived for TEAD4 was very similar to the 319 motif previously found for TEAD1 [63] . There are also instances where a factor lacks a 320 strong and specific DNA binding domain and no motif would be expected unless the 321 motif represents a frequent co-binding partner, a scenario we explore below with 322 GATAD2A, and also seen with HMG factors. A similar explanation involves a particular 323 TF acting as an "anchor" at a locus, and through either direct protein:protein 324 interactions, or by inducing an open chromatin environment, behaves as the mechanism 325 for localization of other proteins to that region of DNA. A well-studied example of this 326 highlighted in our data was the enrichment of the CTCF motif in RAD21 ChIP-seq, as 327 RAD21 lacks a DNA-binding domain but is known to interact with CTCF. It is difficult to 328 confidently determine whether a discordant motif represents a key co-factor interaction 329 or a commonly co-localized protein. We note that when we called multiple, distinct, high-330
confidence motifs in a single ChIP-seq experiment, with one motif annotated in 331 databases as the direct target of the assayed TF and another motif representing a 332 different TF that we also assayed separately, we were able to observe from the 333 secondary factor's ChIP-seq experiment that both TFs are likely associated at these 334 loci, since both experiments yielded called peaks at these loci. 335
Supporting our hypothesis that the secondary factor's motif was not a site of direct 336 binding for the primary factor, an examination of the precise location of the motifs within 337 peaks showed a significant difference (K-S test p-value < 2.2e-16) where the direct 338 matching motifs of the assayed factors are closer to the center of called peaks, and the 339 discordant motifs for other TFs are more offset, providing evidence for co-occurrence at 340 these locations ( Figure 3B ). Direct interaction and co-recruitment between these pairs of 341
TFs could explain these observations, and numerous examples of such combinatory 342 and cooperative activities between TF pairs have been reported (reviewed in [64]). We 343 also found no significant trend for secondary TF motifs in any factor clusters we 344 identified by IDEAS state preferences or other methods, suggesting that no biases were 345 introduced by contributions from particular genomic loci ( Supplementary Figure 8) . 346 Additionally, we analyzed the peak locations of the 27 novel motifs (representing 17 347 factors) that were highly dissimilar to any motifs in CIS-BP, and the majority showed 348 enrichment at the center of peaks ( Supplementary Figure 9 ), supporting the notion that 349 these motifs represent direct DNA binding for these factors. 350
To better understand discordant TF motif calls, we constructed a similarity heatmap 351 using all 293 high-confidence motifs from our data and the motif for each assayed TF 352 annotated in the CIS-BP database (n=733) as provided by the MEME suite software 353 ( Figure 3C ). This analysis clustered TFs both by similarity of their direct binding motifs 354 (such as all Forkhead factors) and by co-occurrence with other motifs. In this way, we 355
were able to identify TFs that associate at genomic loci near particular motifs, such as 356 CTCF. Most obvious was a set of 37 factors for which a Forkhead motif was called, 357
indicating the high prevalence of this motif in HepG2 at enhancers and promoters, and these FOX TFs yielded called peaks with a FOX motif that overlapped with a peak for 362 any of these 37 other factors, and we found that most of the 37 contained a FOX peak 363
with FOX motif in about 20% of their peaks, with FOXA1 and FOXA3 motifs being the 364 most common ( Figure 3D ). 365
We next examined the location of the FOX motif in the overlapping peaks and found 366 that all were offset to varying degrees, though always with median distance more than 367 20 bp from the center of peaks ( Figure 3D ). Additionally, we examined all peaks called 368 for each of the 37 factors and identified the fraction containing a primary motif specific to 369 the individual factor along with a FOX motif, the fraction containing only the primary 370 motif, the fraction containing only a FOX motif, and the fraction containing neither motif 371 (Supplementary Figure 10) . For most of the 37 factors, the majority of peaks did not 372 contain a primary motif, a result that may indicate protein:protein interactions and/or 373 looping events in these peaks. Further, examining peak overlaps between these 37 374 factors and the six FOX TFs, we observed varying associations and co-occupancy 375 partners, including factor preferences for individual FOX TFs, as well as a cluster of 376 components of the nucleosome remodeling and histone deacetylase (NuRD) complex 377 (Supplementary Figure 10) . 378
We also found that motif information alone was predictive of genomic segments, clearly 379
showing segregation between IDEAS states in a PCA ( Figure 3E) . A random forest 380 algorithm trained only on motifs was able to predict IDEAS states almost as well as the 381 method trained on ChIP-seq peaks, achieving ~80% success with any ~40 motifs 382 ( Figure 3F) . 383 To identify candidate co-occupancy events mediated by direct DNA binding or by 391 indirect interactions, both of which produce peaks in ChIP-seq data, we performed 392 several analyses. We used the PCA of the protein-bound genomic loci described above 393 (in which genomic loci clustered according to the DAPs associated at each region; 394 Figure 4A) . 401
We performed read count Spearman correlations between all 208 DAPs by calculating 402 raw sequencing counts at every unique locus present in called peaks in any experiment 403 (+/-50 bp from peak center). The resulting correlation heatmap also showed clusters of 404 related proteins as well as both known and potentially novel interactions 405 ( Supplementary Figure 11) . Network plots based on pairwise peak overlaps highlighted 406 a number of known interactions, including CTCF/RAD21 and CEBPA/G networks, as 407 well as DAPs that associate with a large number of other factors, usually chromatin 408 regulatory proteins such as SAP130, GATAD2A, and ARID5B ( Figure 4B ). We 409 examined the associations at the level of called motifs by finding the peaks in each 410 experiment where a specific called motif was present, limiting the analysis to the 293 411 high-confidence motifs from the 171 TFs in the data set. Upon identification of the 412 primary motif, we looked for associations between motifs 1-40 bp away (Supplementary 413 Figure 12 ). This analysis reveals the TFs (and motifs) that are more likely to associate 414 with any other particular TF's motif. Of note, we observed that RAD21 is highly 415 associated with CTCF motifs, as expected, and we also found several other known 416 complexes as well as some novel associations. We found that FOXA1 peaks with the 417 canonical Forkhead motif are more likely to contain relatively few motifs for other 418 factors, but that many factors, such as HNF4A, HNF4G, and RXRB, are enriched for 419 nearby FOXA1 motifs. 420 
421
For an independent assessment of co-occupancy, we trained a chromatin self- 4C, Supplementary Figures 13, 14) . Focusing on the key HepG2 transcription factors 427 FOXA1/2 and HNF4A, we found that 18 distinct metaclusters accounted for nearly half 428 of the peaks for these 3 TFs (43% for FOXA1, 43% for FOXA2, and 49% for HNF4A). 429
DAPs important for liver development, nucleosome remodeling, and the cohesin 430 complex show high co-binding signal in these key 18 metaclusters. 431
Looking closer at the DAPs that distinguish these 18 key clusters, we found that five of 432 these (numbered as 32, 34, 56, 120, and 137) show strong signal from CEBPB, 433 SAP130, and RAD21 ( Figure 4C, Supplementary Figure 13 ). In particular, metacluster 434 32 had a collection of unique features related to the NuRD complex and liver processes 435 ( Supplementary Figure 13) . A decision tree trained on regions in this cluster highlighted 436 the presence of TAF1 and MTA1 (part of the NuRD complex) and the absence of a high 437 signal of KLF16 (a known TF displacer) as sufficient to predict association with MBD1, 438 HBP1, and HDAC2 (a sub-unit of the NuRD complex) with ~91% accuracy. GREAT 439
(Genomic Regions Enrichment of Annotations Tool [68]) analysis of these regions 440
revealed a related set of negative regulation and response GO terms (Supplementary 441 Figure 13 ), which provides further evidence that the NuRD complex is involved in tissue 442 specific gene regulation. 443
The indirect motif, co-occupancy, and SOM analyses led us to find novel factors 444 associated with GATAD2A, a core component of the NuRD complex. GATAD2A has 445 been recalcitrant to antibody ChIP-seq and therefore was one of the targets for our 446
CETCh-seq protocol. The experiments revealed that 53% of the GATAD2A peaks in 447
HepG2 are annotated as active enhancers ( Figure 5A is not predicted to bind DNA independently, and indeed we found the called GATAD2A 451 motif to match FOXA3 ( Figure 5B ). In our co-association analysis in HepG2, we 452 identified 6 factors that co-occur in discrete genomic regions with GATAD2A ( Figure  453 5C). We analyzed our GATAD2A-FLAG protein immunoprecipitation by mass 454 spectrometry, and this revealed that multiple components of the NuRD complex also co-455 immunoprecipitate with GATAD2A ( Supplementary Table 5 ). Of the GATAD2A-456 associated proteins, ZNF219 [72], SMAD4 [73], and RARA [74] have previously been 457 associated with the NuRD complex ( Figure 5C ). We additionally identified ARID5B, 458
FOXA3, and SOX13 as proteins associated with the known NuRD group, specifically at 459 active enhancers with enrichment of Forkhead binding sites ( Figures 5B, 5C ). The 460
classic NuRD complex has been suggested to function at enhancer regions associated 461 with tissue-specific gene regulation [75] , and our data confirms that the core NuRD 462 component GATAD2A is recruited into these regions. Of note, NuRD binding at these 463 open and presumably active regions is thought to function through a NuRD complex 464 containing MBD3 and not MBD2, and our GATAD2A-FLAG IP-mass spectrometry data 465 confirmed this, as we observed MBD3 peptides but no MBD2 peptides 466 immunoprecipitated with GATAD2A ( Supplementary Table 5 ) [76] . 467 
Highly occupied regions are driven by individual TF binding 468
We examined how many factors were bound at each putative cis-regulatory element by 469 merging all peaks from all 208 DAP experiments, with a maximum merged size of 2 kb. 470
This analysis yielded a total of 282,105 genomic sites with at least one associated DAP, 471 a mean of 7.36 associated DAPs, and maximum of 168 DAPs. We asked if certain 472
DAPs are more likely to co-occupy at genomic loci with a high number of other DAPs. 473
To answer this, we performed hierarchical clustering of the degree of co-association for 474 each DAP, which results in three distinct clusters ( Figure 6 ). The first is motifs. It is also conceivable that three-dimensional genomic interactions, including 507 enhancer looping and/or protein complexes, lead to ChIP-seq cross-linking of DAPs in 508 close proximity. 509
We define HOT regions in these data as those sites with 70 or more DAPs within a 2 kb 510 region (n=5,676). Intersecting HOT regions with the previously described IDEAS 511 segmentations revealed that greater than 92% of HOT regions map to candidate 512 promoter or "strong" enhancer-like states (42.25% and 49.88% respectively). We 513 determined using GREAT analysis that promoter-localized HOT regions are associated 514
with housekeeping genes and that distal enhancer HOT regions are near genes 515 associated with liver-specific pathways ( Supplementary Figure 16 ). Additionally, we 516 observed that higher numbers of factors in a particular locus correlates with higher 517 expression of the nearest gene (as discussed above) and with higher sequence 518 conservation ( Supplementary Figures 17, 18) . While previous researchers have noted 519 apparent general ChIP bias favoring highly expressed genomic regions [54], we are 520 able to perform ChIP in untagged cells with an antibody raised against the epitope tag 521 used in CETCh-seq experiments, normalizing for this background in peak-calling, and 522 the HOT regions continue to be strongly enriched (data not shown). 523
We computationally examined the general DNA motif structure of the HOT sites using 524
PIQ (Protein Interaction Quantification) [86]. Using TF footprints identified in ENCODE 525
HepG2 DNaseI hypersensitivity data by PIQ, we observed that at a given locus the 526 number of TF footprints is significantly positively correlated with the number of factors 527 that have called peaks in the locus (Supplementary Figure 19) . This observation was 528 true at multiple PIQ purity (positive predictive value) thresholds and also when using TF 529 footprints called in the same data set from JASPAR motifs. This is consistent with HOT 530 regions having TF motif-driven architecture as a major characteristic. To determine 531 whether factor occupancy at highly bound regions is driven by specific DNA motifs, we 532 trained a Support Vector Machine (SVM) on "HOT-motif" sites, a set of peaks with 50 or 533 more co-localized motifs derived from the HOT sites (n=2,040). We tested the SVM's 534 predictive ability as the number of TFs increased, and observed that predictions 535 remained constant, rather than declining, further strengthening the notion that these 536 sites are not artifacts ( Supplementary Figure 20) . Precision Recall Area Under Curve 537 (PR-AUC) scores for the SVM averaged at ~0.74 for motif-level predictions, and ~0.66 538 for peak-level predictions, scores substantially higher than expected, given the random 539 sample of a positive set of 5,000 sites tested against 10X GC-matched null sequences 540 as the negative set ( Supplementary Figure 21) . We also found, using the k-mers 541 generated by the SVM, that there are 1-5 TFs at each site with very high motif affinity, 542 and ~25-50 TFs with degenerate or weaker motifs (Supplementary Figure 22) , and this 543 observation was true when examining both HOT-motif sites and the broader HOT sites. 544
We asked whether this observation was unique to HOT regions (n=5,676) when 545 compared to an equal number of enhancer regions with only 2-10 associated factors or 546 to a null set of random enhancer elements with any number (0-208 DAPs) of associated 547 factors (as defined by IDEAS segmentation). We observed that the sites with 2-10 548 factors had significantly fewer numbers of both high-affinity and low-affinity TF motifs, 549
and that the random enhancers were essentially devoid of strong motifs (Supplementary 550 Figures 22, 23) . Indeed, the distribution of SVM scores in HOT sites was significantly 551 higher than that of the SVM scores of sites with 2-10 associated factors, and both were 552 significantly higher than that of the null set of random enhancer elements, indicating that 553 the information imparted by the DNA sequence of HOT sites exceeds that of other cis-554 regulatory elements ( Supplementary Figure 24) . Moreover, in HOT sites, the strongest 555 affinity TF at any individual peak varied across sites, indicating regulatory roles 556 attributable to many different factors. The analysis identified important liver factors, such 557 as FOXA3, HNF1A, and CEBPA exhibiting the strongest putative motif affinity at many 558 of these sites (Supplementary Figure 25) . This supports the notion that HOT sites are 559 driven by a few strong and specific TF-DNA interactions and non-specific recruitment of 560 other factors, likely through both protein complexes and binding to degenerate motifs, 561 and possibly linking together multiple distal genomic regions through DAP interactions. DAPs in HepG2) the aggregated data enabled us to identify multiple known complexes 571 and associations through various analyses, and to identify putative novel associations 572 for future research. We also gained new insights into gene regulatory principles, clearly 573
showing the segregation of categories of factors associated with varying localization at 574 particular genomic states. 575
We approached our analysis from complementary directions, analyzing occupancy from 576 the perspective of factor occupancy patterns and from the perspective of genomic loci 577 and the factors that associate at those sites. Multiple analyses showed that some DAPs, 578
including TFs, associate preferentially at promoters, while others, including different 579
TFs, prefer enhancers. They are parts of a continuous distribution, and many factors are ChIP-seq/CETCh-seq technical artifacts. HOT regions have been previously described 589 as being depleted of TF motifs, but we now suggest that this was likely due to the fact 590 that earlier analyses lacked a large enough sampling of key TFs with strong "anchoring" 591 motifs. Our current analyses were informed by a much larger sampling of TFs and other 592
DAPs, and they lead us to propose a model in which HOT regions are nucleated by 593
anchoring DNA motifs and their cognate TFs. They would form a core, with which many 594
other DAPs can and do associate by presumed protein:protein interactions, protein:RNA 595 interactions, and relatively weak DNA interactions at poorer sequence-motif matches. 596
Extensive apparent co-occupancy at domains possessing few or zero anchor motifs can 597 potentially be explained when the ChIP assay captures, through presumed 598 protein:protein fixation, non-adjacent DNA regions that associate with each other by 599 looping interactions. 600
It is important to appreciate that the standard ChIP assay is performed on large cell 601 populations. This means that patterns of computational co-occupancy, which we report 602 on here, cannot discriminate between the simultaneous association of many factors in a 603 single large molecular complex versus diversified smaller complexes that are distributed 604 at any given time across the cell population, with each containing a smaller number of 605 secondary associations, that sum to give massive computational co-occupancy. We 606 can, however, state that at individual known transcriptional enhancers with >70 factors, 607
the ChIP signal for identified anchor factors was significantly higher in magnitude. 608
The results thus far argue that a fully comprehensive catalog of all DAPs will help us to 609 parse among these possibilities, which are not mutually exclusive. Completeness 610 should also contribute to identification of additional novel motifs, and, in the cases of 611 indirect motifs found for factors with known direct motifs, allow for more accurate motif-612 calling. Additionally, a complete catalog of factors in a single cell type will support 613 imputation of critical contacts in DAP networks for three dimensional assembly of 614 genomic enhancer-promoter organization not possible from a few individual DAP 615 binding maps, as demonstrated by our findings regarding the NuRD complex. 616
We anticipate the continued addition of data from more DAPs, and aim to achieve factor 617 completeness in at least one cell line, and hopefully more. We are very interested in 618 learning which of the patterns we observe are specific to HepG2, and which will be 619 recapitulated in other cell lines and, importantly, in primary cells or tissues. The 620 ENCODE Project also continues to expand cellular contexts for these assays. We 621 anticipate more large-scale analyses such as this, and hope that the perspectives 622 gained from these inform more targeted research endeavors and generate meaningful Software Foundation] to construct network plots, using R igraph, implementing 732
Fruchterman Reingold algorithm. The interconnection between TF shared binding sites 733 for 208 TFs was built with a minimum threshold of 75% or more overlap between any 2 734 factors. The sizes of vertices and nodes in the graph are representative of the number 735 of connections each TF has with its connected partner, while edges represent the 736 degree of overlap between TFs. 737
Co-binding was characterized by merging IDR-passing narrow peak files from 208 TFs 738 with the "merge" function from the bedtools software package [98] . A minimum of 1 bp 739 overlap was required and resultant peaks greater than 2 kb (~1%) were filtered from 740 downstream analysis. Hierarchical clustering, using the Euclidean distance metric and 741
Ward clustering method, of TFs based on degree of co-binding was performed in R with 742 the "heatmap.2" function of the gplots package. Null genomic sequences matched to observed binding events were obtained using the 753 "nullseq_generate.py" function available with the LS-GKM package. The fold number of 754 sequences (-x) was set to ten and the random seed (-r) was set to 1. SVMs were 755 trained using the "gkmtrain" function with a kmer length (-l) of 11, kernel function (-t) of 756 4, regularization parameter (-c) of 1, number of informative columns (-k) of 7, and 757 maximum number of mismatches (-d) of 3. Precision-recall area under the curves (PR-758 AUC) were calculated by obtaining the 10-fold cross-validation results from "gkmtrain" 759 (after setting the -x flag to 10), and inputting the results into the "pr.curve" function of 760 the PRROC R package, resulting in mean PR-AUC of 0.66 at the peak level, and 0.74 761 at the motif level. Classifier values for all bound sequences were obtained using the 762 "gkmpredict" function, and HOT sites (n=5,676) were scored with each DNA associated 763 factor to assess their putative binding affinity at HOT regions, and percentile ranked to Characterization Standards, all protein hits that met these criteria were reported, 791 including common contaminants. Fold enrichment for each protein reported was 792 determined using a custom script based on the FC-B score calculation [104]. Following 793 ENCODE Antibody Characterization Guidelines, the transcription factor must be in the 794 top 20 enriched proteins identified by IP-MS, and the top transcription factor overall for 795 release. For GATAD2A co-associated TFs, the peptides with minimum 0.9 probability 796 were present in less quantities than those of GATAD2A. 
812
The self-organizing map was trained with the SOMatic package [67] using the previous 813 chromatin analysis partitioning strategy [66] with modifications as described below We 814 calculated the RPKM of each dataset's first replicate over each of the 951,022 genomic 815 segments to build a training matrix. We used each dataset's second replicate to build a 816 separate scoring matrix. The training matrix was used to train 5 trial self-organizing 817 maps with a toroid topology with size 40 by 60 units using 10 million time steps (~10 818 epochs) and selected the best, based on fitting error using the scoring matrix, for further 819 analysis, and segments were assigned to their closest units based on the scoring 820
matrix. 821
To properly fit the data, SOM units with similar profiles across experiments were 822 grouped into metaclusters using SOMatic. Briefly, metaclustering was performed using 823 k-means clustering of the unit profiles to determine centroids for groups of units. 824
Metaclusters were built around these centroids so that all of the units in a cluster remain 825 connected. SOMatic's metaclustering function attempts all metacluster numbers within a 826 range given and scores them based on Akaike information criterion (AIC) [105] . The 827 penalty term for this score is calculated using a parameter called the "dimensionality," 828 which is the number of independent dimensions in the data, which in this case are the 829 individual cell subtypes. To estimate this number, we used a 60% cut on a hierarchical 830 clustering done on the SOM unit vectors. For this work, the dimensionality was 831 calculated to be 6. For metaclustering, all k between 50 and 250, with 64 trials, was 832 tested and metacluster number 196 had the lowest AIC score and was chosen for 833 further analysis. 834
To generate decision trees for these metaclusters, each of the segments in the training 835 matrix was labeled with its final metacluster. For each metacluster, if the metacluster is 836 of size n, n segments of other clusters were chosen randomly, and this set of positive 837
and negative examples was split, using 80% of the examples for training and 20% for 838 scoring. The training data was fed through an R script using the rpart and rattle 839 packages to create, score, prune, and re-score a tree for each metacluster. This entire 840 process was repeated for 100 trials with only the tree with the highest accuracy drawn. 841
