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Introduction
An adjoint semi-simple group G has a “wonderful” compactification X, which
is a smooth projective variety, containing G as an open subvariety. X is acted
upon by G×G and, B denoting a Borel subgroup of G, the group B × B has
finitely many orbits in X. The main results of this paper concern the intersection
cohomology of the closures of the B × B-orbits. Examples of such closures are
the “large Schubert varieties,” the closures in X of the double cosets BwB in G.
After recalling some basic results about the wonderful compactification, we
discuss in Section 1 the description of the B ×B-orbits, and establish some basic
results.
In Section 2 the “Bruhat order” of the set V of orbits is introduced and
described explicitly. As an application we obtain cellular decompositions of the
large Schubert varieties.
Let H be the Hecke algebra associated to G, it is a free module over an
algebra of Laurent polynomials Z[u,u−1]. As a particular case of results of [MS],
the spherical G × G-variety X defines a representation of the Hecke algebra
associated to G×G, i.e. H⊗Z[u,u−1] H, in a free module M over an extension
of Z[u,u−1], with a basis (mv) indexed by V . The definition of M is sheaf-
theoretical, working over the algebraic closure of a finite field. This is discussed
in Section 3. On the model of [LV] a duality map ∆ is introduced onM, coming
from Verdier duality in sheaf theory. The matrix coefficients of ∆ relative to the
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basis (mv) are discussed at the end of Section 3. They bear some resemblance to
the R-polynomials of [KL].
In Section 4 it is shown that the intersection cohomology of an orbit closure v¯
leads to “Kazhdan–Lusztig” elements inM. The results about matrix coefficients
of Section 3 together with results of [MS] imply the evenness of local intersection
cohomology, and the existence of Kazhdan–Lusztig polynomials.
We also prove evenness of global intersection cohomology of closures v¯.
The results on intersection cohomology, proved in the first instance in positive
characteristics, then also follow in characteristic 0, and over C.
Section 5 contains a brief discussion of the extension of results of the previous
sections to intersection cohomology of an orbit closure v¯, for certain non-constant
sheaves on v.
We have formulated the constructions of the paper (e.g. of the H⊗H-module
M) in such a manner that they also make sense for general Coxeter groups.
Section 6 contains some remarks about the constructions for such groups.
Computation by hand of our Kazhdan–Lusztig polynomials turns out to be
quite cumbersome, the only manageable case (for the author) being G = PGL2.
The Appendix A by W. van der Kallen gives a number of numerical examples,
obtained by computer calculations.
1. Preliminaries
In the sequel G is a connected, adjoint, semi-simple group over the alge-
braically closed field k. We denote by B and T a Borel group and a maximal
torus contained in it. R is the root system of (G,T ) and R+ the system of posi-
tive roots of R defined by B . The Weyl group of R is W . For w ∈W we denote
by w˙ a representative in the normalizer N(T ).
We denote by S the set of simple reflections defined by R+, and by D the set
of simple roots. For I ⊂D let WI ⊂W be the parabolic subgroup of W generated
by the reflections in the roots of I . We write SI = S ∩WI .
Denote by WI = {x ∈ W | x(I) ⊂ R+} the set of distinguished coset
representatives of W/WI and by w0,I the maximal element of WI . On W and
its subsets WI and WI we have the usual Bruhat orders.
1.1. We introduce the “wonderful” compactification X of G. We recall a number
of results, established in [DS,B1]. (In [DS] it is assumed that char(k) = 2. This
restriction is necessary in the general situation discussed there, but is unnecessary
for the compactification of G.)
X is an irreducible, smooth, projective G×G-variety. It containsG as an open
G×G-stable subvariety (the action being (g,h).x = gxh−1, for g,h, x ∈G). The
G×G-orbits XI in X are indexed by the subsets I of D.
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Let PI be the standard parabolic subgroup defined by I ⊂ D, the notation
being such that the Levi subgroup LI containing T has root system with basis I .
We denote by CI the center of LI , by GI = LI/CI the corresponding adjoint
group, by BI ⊂GI the image of B ∩ LI , and by TI the image of T . Then BI is
a Borel group of GI and TI a maximal torus. Notice that CI is connected (it is
the intersection of the kernels of the simple roots in I and these form part of the
basis D of the character group of T ).
Let B− ⊃ T be the opposite of B and P−I ⊃ B− the opposite of PI . Notice
that LI is a Levi subgroup of both PI and P−I .
The G-orbit XI is a G×G-equivariant fiber space over G/P−I ×G/PI , such
that the fiber over P−I × PI is GI . In fact,
XI = (G×G)×P−I ×PI GI , (1)
P−I × PI acting on GI via its quotient GI ×GI . Similarly,
XI = (G×G)×P−I ×PI GI .
We may view GI to be the wonderful compactification of GI .
XI contains a unique base point hI such that
(a) (B ×B−).hI is dense in XI ,
(b) there is a cocharacter λ of T with hI = limt→0 λ(t) (see [B1, Proposi-
tion A1]).
Under the identification (1), hI is the image in XI of (1,1,1). We have hD = 1.
If H is an algebraic group denote by Ru(H) its unipotent radical and by Hdiag
the diagonal of H ×H . It follows from (1) that the isotropy group of hI in G×G
is the semi-direct product of Ru(P−I )×Ru(PI ) and (LI )diag.(CI × {1}) (cf. [B1,
Proposition A1]).
If I ⊂D we define I∗ ⊂D by I∗ = −w0,D(I). Then (I∗)∗ = I . IfA is a subset
of W we put A∗ =w0,DAw0.D .
1.2. Lemma.
(i) The isomorphism g → g−1 of G extends to an isomorphism σ of the variety
X such that for g,h ∈G, x ∈X
σ.
(
(g,h).x
)= (h, g).(σ.x).
(ii) σ(XI )=XI ∗ .
(iii) σ.hI = (w0,D,w0,D).hI ∗ .
Proof. For (i) see [S, 1.2]; (ii) readily follows from the proof of (i); and (iii) is a
consequence of the characterization of the points hI given above. ✷
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For w ∈WI put ιI (w)=w0,Dww0,I . Then ιI is a bijection of WI and
l
(
ιI (w)
)= l(w0,D)− l(w0,I )− l(w). (2)
B × B has finitely many orbits in X. They are described in the following
lemma.
1.3. Lemma.
(i) The B ×B-orbits in XI are of the form
O= (B ×B).(x,w).hI , (3)
with unique elements w ∈W , x ∈WI .
(ii) dimO = l(w0,D)− l(x)+ l(w)+ |I |.
(iii) σ.O = (B × B).(ιI ∗(y∗), ιI ∗(x∗)))(w0,I ∗(z∗)−1w0,I ∗).hI ∗ , where y ∈ WI ,
z ∈WI , and w = yz.
(iv) The isotropy group of (x,w).hI in B × B is the semi-direct product of
a connected unipotent normal subgroup and the isotropy group in T × T ,
which consists of the (t, t ′) ∈ T × T with x−1(t).w−1(t ′)−1 ∈ CI .
Proof. The B ×B−-orbits in XI are of the form
(B ×B−).(v, y).hI = (B ×B−).(x,w).hI ,
where x, y ∈WI , z ∈WI , and v = xz−1, w = yz (by [B1, 2.1]). Hence the B×B-
orbits are of the form
(B ×B).(x,w0,Dyz).hI .
This proves (i).
For v = xz−1 we have
O1 = (B ×B−).(v, y).hI = (B ×B−).(x, y).(BI ×B−I ).
(
1, z−1
)
.hI (4)
(see [B1, p. 151]). It follows that
dimO1 = dimBxP−I + dimB−yPI + dimBI z−1B−I .
Now BxP−I = w0,DB−ιI (x)P−I , whence dimBxP−I = l(ιI (x)). Similarly,
dimB−yPI = l(ιI (y)). We conclude that
dimO1 = l
(
ιI (x)
)+ l(ιI (y))+ l(w0,I )− l(z)+ dimBI .
By the proof of (i) we have
dimO= dim(B ×B−).(vw0,I , ιI (y)).hI .
The formula of (ii) follows from the previous formula and (2).
By Lemma 1.2 we have σ.O= (B ×B)(ww0,D, xw0,D).hI ∗ . Now
ww0,D =w0,Dw∗ = ιI ∗(y∗)w0,I ∗z∗,
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and similarly for xw0,D . The formulas imply (iii), using that (u∗, u∗) fixes hI ∗ if
u ∈WI .
Finally, (iv) follows from the description of the isotropy group of hI in G×G
which was given above. ✷
Let V be the set of B × B-orbits in X. For v ∈ V we write d(v)= dimv. We
denote the orbit of (3) by [I, x,w] or [I, x,w]G. Thus, the elements of V are
parametrized by triples I ⊂D, x ∈WI , and w = yz ∈W (with y ∈WI , z ∈WI ).
By Lemma 1.3(ii)
dim[I, x,w] = l(w0,D)− l(x)+ l(w)+ |I |. (5)
It follows from Lemma 1.3(iii) that
σ.[I, x, yz] = [I∗, ιI ∗(y∗), ιI ∗(x∗)w0,I ∗(z∗)−1w0,I ∗].
For I = D, [D,w,1] is the double coset BwB . Its closure in X is the large
Schubert variety Sw .
The combinatorial setup introduced in [RS] carries over—at least partly—to V
and the subsets VI ⊂ V of B ×B-orbits in XI (I ⊂D).
Let M be the monoid M(W × W) (see [RS, 3.10]). It operates on V . Let
t = (s,1) or (1, s) be a simple reflection of W × W and put Ps = B ∪ BsB
(a minimal parabolic subgroup ofG). If v ∈ V thenm(t).v is the openB×B-orbit
in (Ps × {1}).v if t = (s,1), and similarly for t = (1, s). This defines an action of
M on V , stabilizing all VI (I ⊂ D). If m(t).v = v then d(m(t).v) = d(v) + 1
(cf. [RS, 7.2]).
In [MS, 4.1] an analysis is made of the action of a minimal parabolic group
on the orbits of a Borel group in a spherical variety. This applies to the present
situation, for the group G=G×G and its spherical variety X. We use obvious
notations like B = B ×B , etc.
In general there are four possible cases, labeled I, II, III, IV in [MS, 4.1].
However, in the present case the situation is rather simple, as follows from the
next lemma.
Recall that if x ∈WI and s ∈ S there are three possibilities:
(A) sx > x and sx ∈WI ;
(B) sx > x and sx = xt with t ∈ SI ;
(C) sx < x in which case sx ∈WI .
1.4. Lemma. Let v ∈ V and let σ ∈ S be a simple reflection of W .
(i) Pσ .v is the union of two B-orbits.
(ii) If m(σ).v = v then Pσ .v = v ∪m(σ).v.
(iii) In the situation of (ii) the action map induces an isomorphism of the fibre
product (Pσ −B)×B v onto m(σ).v.
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Proof. Let v = [I, x,w] and put w = yz, where y ∈WI , z ∈WI . Then (cf. [B1,
p. 151])
v = (B ×B).(x, y).(BI ×BI )
(
1, z−1
)
.hI
= (B ×B).(x, y).(B ×B)(1, z−1).hI .
Assume that σ = (s,1)(s ∈ S). Then
Pσ .v = (Ps ×B).(x, y).(B ×B)
(
1, z−1
)
.hI .
By familiar Tits system properties Ps.BxB = BxB ∪ BsxB . It follows that
Pσ .v = v ∪ v′, where
v′ = (B ×B).(sx, y).(B ×B)(1, z−1).hI .
In the cases (A) and (C) for x and s we have v′ = [I, sx,w]. In case (B)
v ∪ v′ = (B ×B).(x, y).(Pt ×BI ).
(
1, z−1
)
.hI = v ∪ [I, x, sw],
and (i) follows. (iii) is also a consequence of these arguments and (ii) follows
from the definition of m(σ).v.
We have proved the lemma for σ = (s,1). For σ = (1, s) (s ∈ S) the proof is
similar.
From (iii) it follows that v and σ are in the case II of [MS, 4.1.4]. ✷
1.5. Lemma. Let s ∈ S and v = [I, x,w] ∈ VI .
(i) m((s,1)).v = v if and only if we have for x and s case (C) or (B) with
wt > t . In these cases we have, respectively, m((s,1)).v = [I, sx,w] and
m((s,1)).v = [I, x,wt].
(ii) m((1, s)).v = v if and only if sw >w, in which case m((1, s)).v = [I, x, sw].
Proof. This is a consequence of the proof of Lemma 1.4. ✷
Next we describe, following [B2, 3.1], a transversal slice Σ in y = (x˙, w˙).hI
to the B × B-orbit [I, x,w]. Recall that this means (see [MS, 2.3.2]) that Σ is
a locally closed subvariety of X containing y , of dimension
dimX− dim[I, x,w] = l(w0,D)+ l(x)− l(w)+ |D− I |,
such that the action map defines a smooth morphism G×Σ →X.
The closure T of T in X is a smooth toric variety, containing hI . Let
ΣI =
{
z ∈ T ∣∣ hI ∈ CI .z}.
Then ΣI is a transversal slice to T .hI in T , isomorphic to affine space of
dimension |D − I |.
Put U =Ru(B), U− =Ru(B−) and let φ be the morphism(
U− ∩ xUx−1)× (U− ∩wU−w−1)×ΣI →X
sending (g,h, z) to (gx˙, hw˙).z.
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1.6. Proposition.
(i) The image Σ of φ is a transversal slice in y to [I, x,w].
(ii) There is a cocharacter of T which contracts S to y .
Proof. This is a version of [B2, Theorem 3.1]. The proof is as in [B2]. It also
follows that Σ is an attractive slice in the sense of [B2], which implies the
property of (ii) (defined in [MS, 2.3.2]). ✷
We end this section with some facts on local systems on the (B × B)-orbits,
needed in Section 5. If A is a torus denote by X(A) its character group and by
X̂(A) the tensor product X(A)⊗Z (Z(p)/Z), where Z(p) is the localization at the
prime ideal (p) of Z, p being the characteristic. The group X̂(A) parametrizes
the (tame) local systems on A which have rank one, see [MS, 2.1].
If Y (A) is the group of cocharacters of A we have, similarly, a group Ŷ (A).
Between X̂(A) and Ŷ (A) there is a pairing 〈 , 〉, with values in Z(p)/Z.
Since G is adjoint the character group X(T ) has basis D. Likewise, X(TI )
has basis I , whence an injection X(TI )→ X(T ), which is the homomorphism
induced by T → TI . Clearly, X(TI ) is a direct summand of X(T ), from which
we see that the induced homomorphism X̂(TI )→ X̂(T ) is injective (cf. [MS,
2.1.5], recall that the kernel CI of the homomorphism T → TI is connected).
We shall identify X̂(TI ) with a subgroup of X̂ = X̂(T ). In the sequel we shall
write X̂= X̂(T ) and X̂I = X̂(TI ).
1.7. Let v ∈ V . If v˙ ∈ v the unipotent radical of the isotropy group (B × B)v˙
is connected by Lemma 1.3(iv). The projection of (B × B)v˙ onto T × T is
independent of the choice of v˙ by [MS, 2.2.5]. We denote it by (T × T )v . Denote
by φv the homomorphism T × T → TI sending (x(t),w(t ′)) to t (t ′)−1CI . Then
φv induces an isomorphism (T × T )/(T × T )v  TI by Lemma 1.3(iv).
By [MS, 2.2.3] the rank one local systems on v which have a weight for
the B × B-action are of the form φ̂vξ (ξ ∈ X̂(TI )), where φ̂v is the induced
homomorphism X̂(TI )→ X̂(T × T ). Let λv (ρv) be the composite of φv and
the injection t → (t,1) (respectively t → (1, t)) of T into T × T .
1.8. Lemma. Let v = [I, x,w], ξ ∈ X̂I . Then λ̂v(ξ) = x−1.ξ , ρ̂v(ξ) = −w−1.ξ ,
and φ̂v = (λ̂v, ρ̂v).
Proof. The proof is straightforward. ✷
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2. The Bruhat order
On V and its subsets VI we have a “Bruhat order,”, defined by the inclusion
of orbit closures. We discuss it in this section. The order on W and its subsets WI
and WI is the usual one.
2.1. Lemma. Let v, v′ ∈ V and let t ∈ S. Then
(a) v m(t).v;
(b) if v′  v then m(t).v′ m(t).v;
(c) if v′  v then d(v′) d(v), with equality if and only if v = v′;
(d) VI (I ⊂D) has a unique element of minimal dimension, viz.BI = [I,w0,Dw0,I ,1].
Proof. The last point follows by using the dimension formula (5). (It will follow
from the next lemma that BI is also the unique minimal element of the Bruhat
order.) The other points are proved as similar results in [RS, 7.2]. ✷
From Lemma 1.5 we see that VI is an M-set whose order is compatible with
the M-action in the sense of [RS, Section 5].
2.2. Lemma. Let I ⊂ D,x,x ′ ∈ WI , w,w′ ∈ W . Then [I, x ′,w′]  [I, x,w] if
and only if there exists u ∈WI such that xu−1  x ′,w′uw.
Proof. We have
dim[I, x,w] − dimBI = l(xw0,Iw0,D)+ l(w).
Let (t1, . . . , tl) be a reduced decomposition of (xw0,Iw0,D,w) ∈W , the ti being
simple reflections ofW . It follows, by repeated application of Lemma 1.5(ii), that
[I, x,w] =m(t1) . . .m(tl).BI =m
(
(xw0,Iw0,D,w)
)
.BI .
By familiar arguments (cf. [BT, 3.13]) one shows that
[I, x,w] = Pt1 . . .Pt l .BI ,
from which one concludes that [I, x,w] is the union of the orbits m((c, d)).BI ,
where c xw0,Iw0,D and d w.
Let [I, x ′,w′]  [I, x,w] and take c, d as before such that [I, x ′,w′] =
m((c, d)).BI . Write c = c′uw0,Iw0,D , with c′ ∈ WI ,u ∈ WI . Then c′uw0,I 
xw0,I and
[I, x ′,w′] = m((c, d)).BI =m((c′uw0,Iw0,D, d)).BI
= (B ×B).(c′u,d).hI =
[
I, c′, du−1
]
.
T.A. Springer / Journal of Algebra 258 (2002) 71–111 79
We conclude that x ′ = c′, w′ = du−1. Hence w′u  w and xw0,I  x ′uw0,I . It
follows that there exist u1, u2 ∈WI such that
xu1  x ′, u2  uw0,I , u1u2 =w0,I .
Then
xu−1  xw0,I u−12 = xu1  x ′.
So there exists u with the asserted properties. Conversely, if so, then
xw0,I = xu−1uw0,I  x ′uw0,I ,
and we conclude that there exist c and d as before, whence [I, x ′,w′] 
[I, x,w]. ✷
Let J be a subset of D containing I . Let x, y ∈WJ , z ∈WJ , w = yz.
2.3. Lemma. If [J, x,w] ∩ XI = ∅ then I ⊆ J . If this is so the intersection
is the union of the orbit closures [I, xv,wv] with v ∈ WJ ∩ WI and l(wv) =
l(w)+ l(v).
Proof. The first point is immediate. By [B1, 2.1, Theorem] we have for x, y ∈
WJ , z ∈WJ :
(B ×B−).(xz−1, y).hJ ∩XI =
⋃
(B ×B−).(xz−1v, yv).hI ,
where v runs through the elements of WJ such that yv ∈ WI and l(xz−1) =
l(xz−1v) + l(v). Such a v lies in WJ ∩ WI , from which one sees also that
l(yvu)= l(y)+ l(vu) for u ∈WI .
Since x ∈ WJ , we have l(z) = l(z−1v) + l(v). Write xz−1v = x1u1, with
x1 ∈ WI , u1 ∈ WI and put v1 = z−1vu−11 . Then xv1 ∈ WI and l(yzv1) =
l(yvu−11 )= l(y)+ l(vu−11 ). We can conclude that
(B ×B−).(x,w).hJ ∩XI =
⋃
(B ×B−).(xv,wv).hI ,
where v runs through the elements of WJ with xv ∈WI , i.e. v ∈WJ ∩WI and
l(w)= l(wv)+ l(v). Using the relation between B×B−-orbits and B×B-orbits
of the proof of Lemma 1.2 we obtain the assertion of the lemma. ✷
2.4. Proposition. Let x ′ ∈WI , x ∈WJ , w,w′ ∈W . Then [I, x ′,w′] [J, x,w]
if and only if I ⊆ J and there exist u ∈ WI , v ∈ WJ ∩ WI with xvu−1  x ′,
w′u  wv, and l(wv) = l(w) + l(v). If this is so we have x ′  x and −l(x ′)+
l(w′)−l(x)+ l(w).
Proof. The preceding lemmas imply the first assertions. If u and v with the
asserted properties exist then, since x ∈WJ ,
x ′  xvu−1  x.
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The last inequality follows from the fact that B-orbit closures in XJ intersect
XI properly if I ⊂ J (see [B2, 1.4]) and the dimension formula (ii) from
Lemma 1.3. ✷
2.5. Corollary.
(i) [I, x ′,w′] [J, x,1] if and only if I ⊆ J , w′ ∈WJ and xw′  x ′.
(ii) [I, x ′,w′] ⊆ [D,1,w] if and only if there exists w1 w with w−11 w′  x ′.
(iii) [I, x,w] ⊆ B if and only if w  x .
Proof. By the proposition, [I, x ′,w′]  [J, x,1] if and only if I ⊆ J and there
exist u ∈ WI ,v ∈ WJ ∩ WI with xvu−1  x ′ and w′u  v. From the second
relation we infer that w′  vu−1. Since vu−1 ∈WJ , w′ also lies in WJ . Moreover,
xw′  xvu−1  x ′. We have established the conditions of (i).
If, conversely, they are satisfied, write xw′ = xvu−1 with u ∈WI , xv ∈WI .
Then w′ = vu−1. Since w′ ∈WJ the same holds for v, so v ∈WJ ∩WI . It follows
that u and v are as required in the proposition, and [I, x ′,w′]  [J, x,1]. This
proves (i). The special case J =D gives (iii).
By the proposition, [I, x ′,w′] [J,1,w] if and only if I ⊆ J and there exist
u ∈WI , v ∈WJ ∩WI with vu−1  x ′ and w′uwv, l(wv)= l(w)+ l(v). There
exist w1  w, v1  v such that w′u = w1v1 and l(w1v1) = l(w1)+ l(v1). Then
w−11 w′ = v1u−1  vu−1  x ′, establishing the condition of (ii).
To prove the sufficiency of the condition it suffices to deal with the case that
w1 = w. So w−1w′  x ′. Write w−1w′ = vu−1, with v ∈ WI , u ∈ WI . Then
w′u=wv. There existw1 w and v1u1  v (v1 ∈WI , u1 ∈WI ) such thatw′u=
w1v1u1 and l(w1v1u1) = l(w1) + l(v1) + l(u1). Then w′w1v1uu−11  w1v1,
v1u1u−1  vu−1  x ′, and l(w1v1)= l(w1)+ l(v1). It follows that [I, x ′,w′]
[D,1,w1] [D,1,w]. We have proved (ii). (iii) is also a special case of (ii). ✷
The explicit description of the Bruhat order of V given in Proposition 2.4
is a bit cumbersome. We present another description which is somewhat more
transparent.
Define two relations 1 and 2 on V by [I, x ′,w′]1 [J, x,w] if I ⊆ J and
x ′  x , w′  w, and [I, x ′,w′] 2 [J, x,w] if I ⊆ J and there is z ∈ WJ with
xz x ′ and w′ =wz, l(wz)= l(w)+ l(z).
2.6. Lemma.
(i) If v, v′ ∈ V , v′ i v (i = 1,2) then v′  v.
(ii) 1 and 2 are order relations.
Proof. (i) is obvious for 1 (take u= v = 1 in Proposition 2.4). If z is as in the
definition of 2, write z= vu−1 (v ∈WI , u ∈WI ). Then u and v are as required
in Proposition 2.4.
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That 1 is an order is obvious. The proof that 2 is an order is straightfor-
ward. ✷
2.7. Lemma. Let v = [J, x,w], v′ = [I, x ′,w′], and assume that v′  v. There is
v˜ ∈ V with v′ 2 v˜ 1 v.
Proof. By Proposition 2.4 there is w1  w and v1u1  v (v1 ∈ WI ,
u1 ∈ WI ) with w′u = w1v1u1, l(w1v1u1) = l(w1) + l(v1) + l(u1). Then
w′uu−11 =w1v1, l(w1v1)= l(w1)+ l(v1), and xvu1u−1  vu−1  x ′. It follows
that v′ 2 [J, x,w1]. Moreover, [J, x,w1] 1 v. Hence v˜ = [J, x,w1] is as re-
quired. ✷
2.8. Proposition. is the order generated by 1 and 2.
Proof. By definition, the order on V generated by 1 and 2 is such that v′
is majorized by v for that order if and only if there exists a chain v0 = v′,
v1, . . . , vs = v of elements of V such that for i = 1, . . . , s either vi−1 1 vi or
vi−1 2 vi . By the preceding lemmas it is immediate that this order is . ✷
In Section 4 we shall find the Möbius function of our order, see the remark
after Proposition 4.6.
If x ∈W put I (x)= {α ∈D | x.α ∈ R+} and for x,w ∈W put
Xx,w =
⋃
I⊆I (x)
[I, x,w].
2.9. Lemma.
(i) [I, x,w] [I (x), x,w];
(ii) Xx,w = [I (x), x,w];
(iii) A large Schubert variety Sw =XD,1,w is a disjoint union of sets Xx ′,w′ .
Proof. It is immediate that [I, x,w] 1 [I (x), x,w]. (i) then follows from
Proposition 2.8, (ii) is a consequence of (i), and (iii) follows from Corollary
2.5(ii). ✷
2.10. Proposition. Xx,w is a locally closed subvariety of X isomorphic to affine
space of dimension l(w0,D)− l(x)+ l(w)+ |I (x)|.
Proof. For α ∈ R let Uα be the one-parameter additive subgroup of G defined
by α. If y ∈ W let Uy be the subgroup generated by the Uα with α ∈ R+,
y−1.α ∈−R+. It is a subgroup of the unipotent part U of B .
We have [I, x,w] = (B × U).(x˙, w˙).hI . The isotropy group K of (x˙, w˙) in
B ×U is the set of (tu,u′) ∈ B ×U with(
x˙−1tux˙, w˙−1u′w˙
)= (clv, lv′),
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where c ∈ CI , l ∈ LI , v ∈ Ru(P−I ), v′ ∈Ru(PI ) (see [B1, Proposition A1]).
The morphism
(u,u′, tCI ) → (u,u′).(x˙, w˙).t.hI
ofUxw0,D ×Uw×T/CI to [I, x,w] is bijective. This follows from the observation
that (Uxw0,D ×Uw)∩K = {1}.
We infer that(
x˙−1, w˙−1
)
.Xx,w =
(
x˙−1Uxw0,D x˙, w˙−1Uww˙
)
.
( ⋃
I⊆I (x)
T .hI
)
⊂ (U ×U−).T .hD.
Using the results of [DS, 3.7–3.8], we see that(
x˙−1Uxw0,D x˙, w˙−1Uww˙
)
.
( ⋃
I⊆I (x)
T .hI
)
is a closed subspace of (U ×U−).T .hD isomorphic to an affine space. Using (5)
we see that its dimension is as stated. Observing that (U × U−).T .hD is open
in X, the proposition follows. ✷
2.11. From the description of Xx,w given in the proof of Proposition 2.10, it
is immediate that there is a cocharacter of T × T , independent of x,w, which
contracts Xx,w to the fixed point (xB−,wB) ∈ X∅ of T × T in X. Hence
the cellular decomposition of X is a Byałinicki–Birula decomposition of the
smooth variety X. (Our decomposition is closely related to the Byałinicki–Birula
decomposition of [B1, 3.3].)
It is known that the union of the cells of dimension i is closed inX. It follows
that a large Schubert variety Sw , which is a union of cells by Lemma 2.9(iii),
enjoys the same property. It is well known that this implies that the odd
cohomology of Sw vanishes and that its 2ith Betti number equals the number of
i-dimensional cells. This leads to the following result. If X is an algebraic variety,
we denote by
PX(t)=
∑
i0
dimHi(X)ti
its Poincaré polynomial, with constant coefficients (in l-adic cohomology, or in
classical cohomology if k =C).
2.12. Corollary. The Poincaré polynomial PSw equals∑
[I (a),a,b][D,1,w]
t2(l(w0,D)−l(a)+l(b)+|I (a)|).
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Corollary 2.5(ii) makes the summation more explicit.
In the particular case w = 1, we have S1 = B . Then the formula simplifies by
Corollary 2.5(iii) to
PB(t)=
∑
ba
t2(l(w0,D)−l(a)+l(b)+|I (a)|).
For G = PGL2 the right-hand side is 1 + t2 + t4 and for G = PGL3 it is
1+ 2t2 + 4t4 + 7t6 + 4t8 + t10.
In the particular casew =w0,D , one obtains a known formula forPX (see [DP,
7.7]).
Another consequence of Proposition 2.10 is that the Chow group A∗(X) is
freely generated by the classes [Xx,w], which is a reformulation of a result due to
Brion (see [B1, 3.3]).
3. A Hecke algebra representation
3.1. LetH be the Hecke algebra of W . It is a free module over the ring of Laurent
polynomials Z[u,u−1], with a basis (ew)w∈W . The multiplication is defined by
the rules
esew =
{
esw if sw >w,(
u2 − 1)ew + u2esw if sw <w,
where w ∈W,s ∈ S.
The variety X is a spherical variety forG=G×G. We now invoke the results
of [MS], where for any spherical variety a module M over a Hecke algebra is
constructed (on the model of the work of Lusztig and Vogan in [LV] in the case
of symmetric varieties). In our case this is the Hecke algebra associated to W , i.e.
H⊗
Z[u,u−1]H.
There are several technicalities which have to be taken care of. In the first
place, one takes the base field k to be an algebraic closure of a finite field Fq ,
and assumes all ingredients of the constructions to be defined over Fq (which is
possible, as there are only finitely many such ingredients). The moduleM is free,
with a basis indexed by the set V of orbits v of B in X. In the general situation
considered in [MS], the basis elements also involve local systems on the orbits.
In the present section we consider the case that all local systems are trivial (that
this is possible is a consequence of the fact that, with the notations of [MS, 4.1.4],
in X only the case II occurs). A more general situation, where non-trivial local
systems on the orbits are taken into account, will be taken up in Section 5.
In the setup of [MS] a basis element mv defined by v ∈ V comes as a class
in a Grothendieck group. More precisely, let AX be the category of constructible
Ql-sheaves S on X, provided with an isomorphism Φ :F ∗S → S (where F is
the Frobenius morphism). (S,Φ) and (S,Φ ′) are identified if Φn = (Φ ′)n for
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some n. Some further conditions are imposed, which need not be spelled out. The
pairs are the objects of an abelian category AX , whose Grothendieck group is
denoted by K(AX).
Put E =Ql and denote for v ∈ V by Ev the sheaf on X which restricts to the
constant sheaf E on v and to 0 on the complement of v. Now mv ∈ K(AX) is
the class of (Ev,φ), where φ is the Frobenius map (mv corresponds to ?0,v of
[MS, 4.3] and es to ?0,s ).
Another technicality is that the base ring Z[u,u−1] has to be extended
(provisionally) to a ring R, the group ring Z[C] of a group C deduced from the
eigenvalues of Frobenius endomorphisms acting on the stalks of certain sheaves.
C is a subgroup of the multiplicative group of non-zero algebraic numbers modulo
roots-of-unity. Then Z[u,u−1] is the group ring of the group generated by the
image u of q1/2.
To define the Hecke algebra action the extension to R is not needed. But if
one is after more delicate properties of M, such as the existence of a Kazhdan–
Lusztig basis, the introduction of the ring extension can not be avoided.
If v = [I, x,w] (as before) we write mv =mI,x,w . The next lemma describes
the H⊗H-action on M. In (i) we have the three cases (A)–(C) for x and s; see
Lemma 1.5. In case (B) we put sx = xσ .
3.2. Lemma. Let x ∈WI , w ∈W , t ∈ S.
(i) If t = (s,1), et .mI,x,w equals
(a) (u2 − 1)mI,x,w + u2mI,sx,w in case (A);
(b1) mI,x,wσ in case (B) if wσ >w;
(b2) (u2 − 1)mI,x,w + u2mI,x,wσ in case (B) if wσ < w;
(c) mI,sx,w in case (C).
(ii) If t = (1, s), et .mI,x,w equals either mI,x,sw if sw >w, or (u2 − 1)mI,x,w +
u2mI,x,sw if sw <w.
Proof. The formulas are proved as in [MS, 4.3.4, 4.3.9], taking into account
Lemmas 1.4(iii) and 1.5. ✷
3.3. There is an action of W on V (see [K]). Since only case II occurs the action
can easily be described (for example, using [MS, Remark, p. 78]). Notice that if
t ∈ S and m(t).v = v we have t .v =m(t).v.
Explicitly, the action is given by: (s,1).[I, x,w] equals [I, sx,w] in the cases
(A) and (C) and [I, x,wσ ] in case (B) (notations being as in Lemma 3.2). Also,
(1, s).[I, x,w] = [I, x, sw] in all cases.
Notice that the formulas of Lemma 3.2 can be rewritten as
et .mv =
{
mt.v if d(t.v) > d(v),(
u2 − 1)mv + u2mt.v if d(t.v) < d(v). (6)
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The construction of our representation given in [MS] is non-elementary, it uses
l-adic sheaves. One can verify in a more elementary way that the formulas of the
proposition define a representation ofH⊗H (see Section 6.1).
But we now shall need the sheaf theoretical approach. Verdier duality theory
leads to an involutorial map ∆ of M, which is semilinear in R relative to the
involution defined by the inverse in the group C and satisfies
∆(et .m)= e−1t .∆(m) (t ∈ S, m ∈M), (7)
(see [MS, 3.3.2, 4.4.7], where ∆ is denoted by D).
3.4. Lemma.
(i) There exist elements bw,v ∈R such that
∆(mv)= u−2d(v)
∑
w∈V
bw,vmw.
(ii) bw,v = 0 if and only if w  v and bv,v = 1.
Proof. A formula similar to (i) is in [MS, 3.4]. However, in that formula other
terms could appear, corresponding to non-constant local systems on the orbits w.
But by the last line of [MS, 3.4.1] only the constant local system on x will appear,
since in our situation all maps φ̂v are injective (as a consequence of Lemma 1.8).
For the proof of (ii) we have to go into the definition of ∆. Denote by ∆(Ev)
the Verdier dual of the sheaf Ev , an object in a derived category. By [MS, 3.3],
bw,v =
∑
i
(−1)i
(∑
ρi
mρi ,iρi
)
, (8)
where ρi runs through the images in C of the eigenvalues of the Frobenius map of
the stalk Hi (∆(Ev))a of the cohomology sheaf Hi (∆(Ev)) in a point a ∈ v(Fq ),
the mρi,i denoting multiplicities.
By general facts about Verdier duality, Hi (∆(Ev))a is the dual of the local
cohomology group H−i[a](X,Ev). By Proposition 1.6(i), there exists a transversal
slice S at a to the orbit w. Then, locally in a for the étale topology, X is the
product of w and S. Hence
Hi[a](X,Ev)=Hi−2d(w)[a] (S,Ev).
By Proposition 1.6(ii) there is a cocharacter of T contracting S to a. Then by
[MS, Remark after 2.3.1] Hi[a](S,Ev) is isomorphic to the cohomology group
with proper support Hic (S,Ev) = Hic (S ∩ v,E). Now S ∩ v = ∅ if and only if
w ⊂ v¯. If this is so, it follows from (8) that bw,v = 0. In fact, up to a power of q
the right-hand side of (8) equals the number of F q -rational points of S ∩ v which
is = 0 (after enlarging F q , if necessary).
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We have shown that bw,v = 0 if w  v. The converse follows from the fact that
the dual ∆(Ev) is zero outside v¯. Finally, bv,v = 1 follows from the fact that v¯ is
smooth in the points of v. ✷
3.5. Proposition.
(i) If bw,v = 0, it is a polynomial in Z[u2] with leading term (−u2)d(v)−d(w).
(ii) (−u2)d(v)−d(w)bw,v(u−2)= bw,v(u2).
Proof. Let v ∈ V and assume that there is t ∈ S such that d(t.v) < d(v), whence
by (7)
∆(mv)= e−1t .∆(mt.v).
Writing this out in terms of the b’s and using
e−1t = u−2
(
et − u2 + 1
)
,
we obtain for d(t.v) < d(v):
bw,v =
{
bt.w,t.v if d(t.w) < d(w),(
1− u2)bw,t.v + u2bt.w,t.v if d(t.w) > d(w). (9)
Using these formulas, a straightforward induction shows that the proof of part (i)
is reduced to the case d(t.v)  d(v) for all t ∈ S. Then v is of the form
[J,w0,Dw0,J ,1] by Lemma 2.1.
Put b˜w,v = u−d(v)+d(w)bw,v . Then (9) shows that
b˜w,v =
{
b˜t.w,t.v if d(t.w) < d(w),(
u−1 − u)b˜w,t.v + b˜t.w,t.v if d(t.w) > d(w). (10)
Using these formulas, by induction b˜w,v is a polynomial in u−1 − u, hence is
invariant under the change u → −u−1. Then (ii) follows from (i).
It remains to deal with the case v = [J,w0,Dw0,J ,1]. In the sequel the
R-polynomials of Kazhdan–Lusztig (see [KL, Section 2]) will appear. They lie
in Z[u2]. They are defined in terms of the Hecke algebraH by
e−1
x−1 = u−2l(x)
∑
y
(−1)l(x)−l(y)Ry,x
(
u2
)
ey,
where x, y ∈W. From (7) we deduce
b[D,1,y],[D,1,x] = (−1)l(x)−l(y)Ry,x.
We have Ry,x = 0 if y  x and Rx,x = 1. The R-polynomials satisfy the
following recursive relations (where x, y ∈W , s ∈ S). Together with the boundary
conditions Ry,1 = δy,1, these relations define the R-polynomials uniquely.
Ry,sx =
{
Rsy,x if sx > x, sy < y,(
u2 − 1)Ry,x + u2Rsy,x if sx > x, sy > y. (11)
T.A. Springer / Journal of Algebra 258 (2002) 71–111 87
We have similar relations to the right action of a simple reflection. Moreover, if
Ry,x = 0, it has leading term u2(l(x)−l(y)).
We return to the determination of the bw,v for v = [J,w0,Dw0,J ,1]. First let
J = D. Then v = [D,1,1] is the B-orbit B ⊂ G. By Proposition 3.5(i) and
Corollary 2.5(iii), bw,v = 0 if and only if w = [I, a, b], with I ⊆ J and b  a.
Write βIa,b = b[I,a,b],[D,1,1]. ✷
3.6. Lemma. βIa,b = (−1)l(a)+l(b)(1− u2)|D−I |Rb,a(u2).
Proof. Let s ∈ S. Then
e(s,1).mD,1,1 = e(1,s).mD,1,1 =mD,1,s .
This implies, using (7):
e(s,1).
(∑
βIa,bmI,a,b
)
= e(1,s).
(∑
βIa,bmI,a,b
)
.
Fix a ∈WI and assume s ∈ S is such that sa > a. Using Lemma 3.2 we determine
the coefficients of mI,a,b on both sides of the preceding equation. We obtain
βIsa,b =
{
βIa,sb if sb < b,(
1− u2)βIa,b + u2βIa,sb if sb > b.
Moreover, we see from Lemma 3.4(ii) that βI1,b = δb.1βI1,1. Comparing the
preceding formulas with the inductive formulas (11) for the R-polynomials we
conclude that
βIa,b = (−1)l(a)+l(b)Rb,a
(
u2
)
βI1,1.
It remains to determine βI1,1 = b[I,1,1],[D,1,1]. Let T be the closure of T in X. It
contains the point h = hI of [I,1,1]. We use again that by [B2, 3.1, Theorem]
there exists a contractible transverse slice S at h to [I,1,1]. It follows from [B2]
that S can be taken to be a transverse slice in T at h to TI .h. From the proof
of Lemma 3.4(ii) we see how to determine βI1,1: we have to study S ∩ B and
the action of the Frobenius map on its cohomology. Now S ∩ B = S ∩ T is a
torus isomorphic to CI . From familiar results about the Frobenius action on the
cohomology of Fq -split tori we then obtain that βI1,1 = (1 − u2)|D−I |, finishing
the proof of Lemma 3.6. ✷
Fix J and put vJ = [J,w0,Dw0,J ,1]. Let I ⊆ J .
3.7. Lemma. Let a ∈WI ,b ∈WJ , and w0,Dw0,J b a. Then
b[I,a,b],vJ = (−1)l(a)+l(b)+l(w0,Dw0,J )
(
1− u2)|J−I |Rw0,Dw0,J b,a.
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Proof. By Corollary 2.5(i) we know that b[I,a,b],vJ = 0 if and only if I ⊆ J ,
b ∈ WJ , and w0,Dw0,J b  a. Write a = a1c, with a1 ∈ WJ , c ∈ WJ . The
preceding inequality can only hold if a1 = w0,Dw0,J and then b  c. Since
a ∈WI , we have c ∈WJ ∩WI . By [KL, 2.1(iv)], applied for W and WJ ,
Rw0,Dw0,J b,a =Rw0,Dw0,J b,w0,Dw0,J c =Rb,c.
Now [I,w0,Dw0,J c, b] lies in XJ and is, in fact, the BJ × BJ -orbit [J, c, b]GJ .
The statement of the lemma then asserts that
b[I,w0,Dw0,J c,b]G,[J,w0,Dw0,J ,1]G = b[I,c,b]GJ ,[J,1,1]GJ . (12)
We have the Hecke algebraHJ of WJ and theHJ ⊗HJ -moduleMJ , with basis
(mJv ), where v runs through the BJ ×BJ -orbits in Y =XJ , i.e. the B ×B-orbits
in Y . There is an injective module homomorphism
α :MJ →M,
with α(mJI,a,b)=mI,w0,Dw0,J a,b.
Denote by ∆J the duality map ofMJ . The equality (12) will follow from
α ◦∆J =∆ ◦ α. (13)
To prove (13) notice that under the fibration map X→G/P−J ×G/PJ , the orbit[J,w0,dw0,J ,1] is mapped onto a point. The fiber over that point is isomorphic
to Y , whence a B × B-equivariant closed embedding i :Y → X, with i(BJ ) =
[J,w0,dw0,J ,1].
Denote by ∆X and ∆Y Verdier duality in the derived category of l-adic sheaves
on X, respectively Y . We then have
i∗ ◦∆Y =∆X ◦ i∗,
because i is a proper morphism. Eq. (13) is a consequence of this equality,
observing that α comes from i∗. ✷
Lemma 3.7 provides the finishing touch to the proof of part (i) of Proposi-
tion 3.5. Part (ii) follows from [KL, 2.1(i)]. Lemma 3.7 is a particular case of
the formula of the following lemma (which was pointed out to me by W. van der
Kallen). Notations are as before.
3.8. Lemma. Let x ∈WJ , I ⊆ J , b ∈WJ . Then
b[I,a,b],[J,x,1] = (−1)l(a)+l(b)+l(x)
(
1− u2)|J−I |Rxb,a(u2). (14)
Proof. Recall that by Lemma 3.4(ii) and Corollary 2.5(i) the left-hand side is = 0
if and only if I ⊆ J , b ∈WJ , and xb a. We prove (14) by descending induction
on l(x). If x is the maximal element of WJ the formula holds by the previous
lemma.
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Assume (14) holds for x and that s ∈ S, sx < x . Then sx ∈WJ . From (9) we
see that
b[I,a,b],[J,sx,1] =

b(s,1).[I,a,b],[J,x,1] if d((s,1).[I, a, b]) < d([I, a, b]),(
1− u2)b[I,a,b],[J,x,1] + u2b(s,1).[I,a,b],[J,x,1]
if d((s,1).[I, a, b]) > d([I, a, b]).
For the action of (s,1) see Section 3.3. We put
b[I,a,b],[J,x,1] = (−1)l(a)+l(b)+l(x)
(
1− u2)−1cx,a,b.
We then have to prove that cx,a,b =Rxb,a . In applying the formulas there are four
cases to be dealt with.
(1) sa > a and sa ∈ WI . Then csx,a,b = cx,sa,b = Rxb,sa by induction. Since
sxb < xb, sa > a this equals Rsxb,a by the first formula (11).
(2) sa = at with t ∈WI and bt < b. Now csx,a,b = cx,a,bt = Rxbt,a . By the first
formula (11) for right action of t and left action of s,
Rxbt,a =Rxb,at =Rxb,sa =Rsxb,a.
(3) sa < a. In this case
csx,a,b =
(
u2 − 1)cx,a,b + u2cx,sa,b = (u2 − 1)Rxb,a + u2Rxb,sa.
This equals Rsxb,a by the formulas (11).
(4) sa = at with t ∈WI and bt > b. Now
csx,a,b =
(
u2 − 1)cx,a,b + u2cx,a,bt = (u2 − 1)Rxb,a + u2Rxbt,a
= Rxb,at
by the second formula (11) for right action of t . Moreover,
Rxb,at =Rxb,sa =Rsxb,a
by the first formula (11). ✷
3.9. Remark. In fact, (14) holds for every x ∈WI .
We claim that if x ∈WI and s ∈ S are such that sx < x , validity of (14) for
sx implies validity for x . By the lemma, validity of (14) for x implies validity for
x = 1. The claim will then imply validity for any x ∈WI .
To prove the claim we use the notations of the proof of Lemma 3.8. Assume
that (14) holds for sx . We consider the four cases of the proof of Lemma 3.8.
In case (1), csx,a,b = cx,sa,b. Assuming that csx,a,b = Rsxb,a , we have cx,sa,b =
Rxb,sa , whence cx,a,b =Rxb,a for sa < a.
In case (2) a similar argument shows that cx,a,bt = Rxbt,a , whence cx,a,b =
Rxb,a if bt < b.
In case (3) we find, using the result of case (1),
csx,a,b =Rsxb,a =
(
u2 − 1)cx,a,b + u2cx,sa,b = (u2 − 1)Rxb.a + u2cx,sa,b.
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From (11) we see that cx,sa,b =Rxb,sa , whence cx,a,bRxb,a if sa > a. Case (4) is
dealt with in a similar manner.
We conclude this section with some additional results about the polynomials
bw,v (v,w ∈ V ).
3.10. Lemma.
(i) bw,v(1)= δw,v .
(ii) b′w,v(1) = −1 if there is a reflection r ∈ W (not necessarily simple) with
w= r.v  v.
(iii) Let v = [J, c, d], w = [I, a, b]. Then b′w,v(1) = −1 if I ⊂ J , |J − I | = 1,
and there exists f ∈WJ with a = cf , b = df .
(iv) In the cases not covered by (ii) and (iii), we have b′w,v(1)= 0.
Proof. It follows from (9) that if t ∈ S we have bw,v(1) = bt.w,t.v(1). Let v =
[J, c, d], I = [I, a, b]. Using the preceding formula the proof of (i) is reduced
to the case c = d = 1. In that case (14) shows that bw,v = 0 unless I = J and
a = b = 1. (i) follows.
We prove the other assertions by induction on d(v). It is a bit easier to work
with the b˜w,v (introduced in the proof of Proposition 3.5). Using (i) one sees that
b˜′w,v(1)= 2b′w,v(1).
Let s ∈ S, t = (1, s). It follows from (10) that if d(t.v) < d(v)
b˜′w,v(1)=
{
b˜′t .w,t.v(1) if d(t.w) < d(w),
−2b˜w,t.v(1)+ b˜′t .w,t.v(1) if d(t.w) > d(w).
If w = t .v < v we have bt.w,t.v = 0 by Lemma 3.4(ii), and then (i) shows that
b˜′w,v =−2, proving (ii). If w = t .v the preceding formulas imply that
b′w,v(1)= b′t .w,t.v(1).
By induction, the proof of (ii)–(iv) is then reduced to the case d = 1. In that case
we have the explicit formula (14) for bw,v . It implies that for I = J
b′w,v(1)=R′cb,a(1).
It is known (see [GJ, 2.2]) that for u, z ∈W we have R′u,z(1) = 0, except when
there is a reflection r ∈ W with u = r.z < z, in which case R′u,z(1) = 1. This
implies that for I = J , d = 1, b˜w,v = 0 unless there is a reflection r ∈ W with
rc= ba−1, which means that (r,1).v =w, proving (ii) and (iv) if I = J .
In the case I ⊂ J , I = J , d = 1, it is clear from (14) that b′w,v(1) = 0 if
|J − I | > 1. If |J − I | = 1, (14) gives that b′w,v(1)= 0 unless a = cb, in which
case it equals −1, in accordance with (ii) and (iv). This concludes the proof of
Lemma 3.10. ✷
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4. Intersection cohomology of B ×B-orbit closures and Kazhdan–Lusztig
polynomials
4.1. The notations are as in the preceding section. For v ∈ V let I = Iv be the
intersection cohomology complex of the closure v¯, i.e. the irreducible perverse
sheaf on X supported by v¯ whose restriction to v is E[d(v)]. It defines an element
ofM:
cv = u−d(v)
∑
w∈V
cw,vmw with cw,v =
∑
i
(−1)i
(∑
ρi
mi,ρi ρi
)
,
where the ρi run through the images in C of the eigenvalues of the Frobenius map
of the stalk Hi (Iv)a in a ∈ x(Fq), the mi,ρi denoting multiplicities (see [MS,
3.1.2]). We have cv,v = 1, and cw,v = 0 if w  v.
4.2. Theorem.
(i) The cw,v are polynomials in u2 with positive integral coefficients;
(ii) I is even, i.e.Hi (I)= 0 if i + d(v) is odd.
Proof. Again we use the result from [B2, 3.1, Theorem] that in a point of an
orbit v there is a contractible transversal slice. By [MS, 2.3.3] it then follows
that I is punctually pure, i.e. that all eigenvalues of the Frobenius map of a stalk
Hi (Iv)a (a ∈ v¯(Fq )) have absolute values q(i+d(v))/2. The fact that the bx,v are
polynomials, proved in Lemma 3.4, implies (i) and (ii). We refer to [MS, 3.4.3
and proof of 7.1.2(ii)]. ✷
Now assume that we work over an arbitrary algebraically closed field.
4.3. Corollary. I is even.
Proof. Since this is true when k is the algebraic closure of a finite field by
the theorem, it is true for any k by a familiar reduction procedure (see [BBD,
Section 6]). It also follows that the result holds over C, relative to the classical
topology. ✷
We can now discard the big ringR. View the cw,v as polynomials in u2. They
are the “Kazhdan–Lusztig polynomials” forM, characterized by properties of the
usual kind.
4.4. Proposition. The (cw,v)x,v∈V are the uniquely determined polynomials with
the following properties:
(a) cv,v = 1 and cw,v = 0 if w  v;
(b) if w < v the u-degree of cw,v(u2) is < d(v)− d(w);
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(c) u−d(v)∑w cw,v(u2)mw is invariant under ∆.
Proof. Our polynomials cw,v have these properties. For (a) this is clear, and (b),
(c) reflect properties of the perverse sheaf I , viz. the support conditions and
duality.
The uniqueness follows from the following identity (cf. [KL, 2.2]):
u−d(v)+d(w)cw,v
(
u2
)− ud(v)−d(w)cw,v(u−2)
=
∑
w<yv
ud(v)+d(w)−2d(y)cy,v
(
u−2
)
bw,y
(
u2
)
.
This can be written in a somewhat less cumbersome form. Write
c˜w,v(u)= ud(v)−d(w)cw,v
(
u−2
)
, b˜w,v(u)= u−d(v)+d(w)bw,v
(
u2
)
.
For w = v, c˜w,v is a polynomial in u without constant term, an integral linear
combination (with coefficients  0) of powers uj with j + d(v) + d(w) even.
Moreover, b˜w,v is a Laurent polynomial in u, a linear combination of powers of u
satisfying the previous parity condition. The preceding formula can be rewritten
as
c˜w,v
(
u−1
)− c˜w,v(u)= ∑
w<yv
c˜y,v(u)b˜w,y(u). (15)
It follows from Proposition 3.5(ii) that the Laurent polynomial b˜w,v(u) is of the
form f (u− u−1), where f ∈ Z[T ]. ✷
4.5. The formula (15) leads to an inductive procedure to determine the Kazhdan–
Lusztig polynomials cw,v , via the Laurent polynomials c˜w,v . Namely, the right-
hand side of (15) is a Laurent polynomial without constant term and −c˜w,v is its
polynomial part. One needs to know the Laurent polynomials b˜w,y . They can be
determined inductively, as in the proof of Proposition 3.5: reduce to the case that
v = [J, x,1] by using (10) and then apply Lemma 3.8.
The procedure has been implemented by W. van der Kallen in a Mathematica
program. Among other things, he computed the cw,v in the case thatG is simple of
rank two and that v = [D,1,1], i.e. the Borel subgroup B of G. See Appendix A
for more details.
The computations give that in type A2 (i.e. for G = PGL3) we have
c[I,x,y],B = 1 unless I = ∅ and either x = st , y = t,1 or x = sts, y = s, t,1
(where s and t = s are simple reflections). In these cases c[∅,x,y],B = 1 + u2,
except when x = sts, y = 1, in which case this polynomial is (1+ u2)2.
In general, Py,x = c[∅,x,y],B (y  x) is a polynomial in u2 whose u-degree is <
2(r+ l(x)− l(y)), where r is the rank of G (by Proposition 4.4(b) and (5)). These
polynomials remind one of the usual Kazhdan–Lusztig polynomials, introduced
in [KL]. One can wonder whether Py,x also have some bearing on representation
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theory. It would be interesting to have a more direct combinatorial definition of
these polynomials.
We next give some other consequences of (15).
4.6. Proposition.
(i) If w v then cw,v has constant term 1.
(ii) cw,v = 0 if and only if w  v.
(iii) If w < v then∑wyv(−1)d(y)−d(w)= 0.
Proof. (i) is equivalent to the statement that the polynomial (in u−1) c˜w,v(u−1)
has leading term (u−1)d(v)−d(w). Now c˜y,v is a polynomial in u without
constant term if y < v and b˜w,y is a Laurent polynomial in u with lowest term
(u−1)d(y)−d(w). It follows that for w < y  v, c˜y,vb˜w,y is a Laurent polynomial
in u whose lowest term is (u−1)m with m  (d(y)− d(w)), equality occurring
only if y = v. This implies that the left-hand side of (15) has lowest term
(u−1)d(v)−d(w). This lowest term must occur in c˜w,v and (i) follows.
(ii) is a consequence of (i) and Proposition 4.4(a).
To prove (iii), consider the leading coefficient in u in both sides of (15). By
(i) this is −1 in the left-hand side. In the right-hand side the leading coefficient
is
∑
w<yv(−1)d(v)−d(y), as follows from Proposition 3.5. The formula of (iii)
follows. ✷
Remark. (iii) implies that the Möbius function of the ordered set V is given by
µ(w,v) = (−1)d(v)−d(w) (w  v). This is similar to a result of Verma for the
Bruhat order of W . In [KL, 3.3(b)] Verma’s result is deduced from properties of
Kazhdan–Lusztig polynomials. It can also be proved along the lines of the proof
of Proposition 4.6(iii).
If w = [I, a, b] and I ⊂ J we put πI,J (w) = [J, c, d], where c ∈WJ is such
that a ∈ cWJ and d = bc−1a. We denote by R(W ) the set of reflections in W .
4.7. Proposition. Let v ∈ V and assume that v¯ is rationally smooth. Then for any
w < v∣∣{r ∈R(W ) |w < r.w  v}∣∣+ ∣∣{J ⊂D ∣∣ J ⊆ I, |J − I | = 1, πI,J (w) v}∣∣
equals d(v)− d(w).
Proof. That v¯ is rationally smooth means that the intersection cohomology
complex Iv isEv¯[dimv] or, equivalently, that cw,v = 1 forw  v. Then c˜w,v(u)=
ud(v)−d(w) for w  v. Inserting this into (15) and taking derivatives of both sides
for u= 1, one obtains for w < v
−2(d(v)− d(w))= ∑
w<yv
((
d(v)− d(y))bw,y(1)+ b˜′w,y(1)).
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The asserted equality is now a straightforward consequence of Lemma 3.10. ✷
Remark. It was pointed out by M. Brion that the right-hand side of the formula
of Proposition 4.7 can be interpreted as the number of (T × T )w-stable curves in
the slice to v along w, see [B2, 1.4, Corollary 2].
An application of Proposition 4.7 is the following result due to Brion, proved
in a somewhat different manner in [B2, 3.3].
4.8. Corollary. Assume that G is simple. If w ∈ W the large Schubert variety
Sw = BwB is rationally smooth if and only if G PGL2 or w =w0,D .
Proof. Take in the proposition v = BwB = [D,1,w] and w = [∅,w0,D,1].
By Corollary 2.5(iii), w  [D,1,1]  v (w is the unique B × B-fixed point
in Sw). We have d(v) = d + r + l(w), where d = l(w0,D) and r is the rank
of G. If s is any reflection in W then (s,1).w = [∅, sw0.D,1] and (1, s).w =
[∅,w0.D, s]. From Corollary 2.5(iii) we then see that all r ∈ R(W ) satisfy
w < r.w [D,1,1] v. Further, if α ∈ D and s ∈ S is the corresponding
simple reflection then π∅,{α}(w)= [{α},wO,Ds, s]. By Corollary 2.5(iii) we have
π∅,{α}(w)  v if s  w0,Ds. If this is not the case and r > 1, we must have
w0,Ds ∈WD−{α}. Since l(w0,Ds) = d − 1, w0,Ds has to be the longest element
of WD−{α}. This implies that s ∈WD−{α} whence s.β ∈ R+ for all simple roots
β = α, which is impossible if r > 1 and R is irreducible (G being simple).
It follows that if r > 1 the number given by the displayed formula in the
Proposition is at least 2d + r . Since d(v)− d(w)= d + r + l(w), Proposition 4.7
gives that if r > 1 rational smoothness of Sw implies
r + d + l(w) 2d + r,
which can only be if w =w0,D .
Conversely, if w = w0,D then Sw = X is smooth. To finish the proof of
Corollary 4.8 it remains to be shown that if G = PGL2, B is rationally smooth.
The wonderful compactification X of PGL2 is isomorphic to projective space P 3,
viewed as the set of lines in the space of 2 × 2-matrices. It follows that B is
isomorphic to P 2, hence is smooth. (Rational smoothness of B in this case can
also be proved by hand, using (15).) ✷
4.9. Global intersection cohomology. We next establish parity of global
intersection cohomology of orbit closures. If X is any irreducible variety, define
its global intersection cohomology groups by
IHi (X)=Hi(X,IX[−dimX]),
the hypercohomology of a shift of the intersection cohomology complex IX of X.
The shift is added in order to recover ordinary cohomology if X is smooth.
T.A. Springer / Journal of Algebra 258 (2002) 71–111 95
As before, we work over the algebraic closure of a sufficiently large field Fq ,
over which X is defined. Let X0 be the underlying F q -variety. Then IX comes
from a perverse sheaf I0 on X0. Moreover, I0 is pure of weight 0 (see [BBD,
5.3.2]). We have a Frobenius endomorphism F of the intersection cohomology
groups. If X is projective and IHi (X) = 0, all absolute values of the eigenvalues
of F on a IHi (X) are qi/2, as follows from [BBD, Section 5].
Now let X = v¯, where v ∈ V .
4.10. Lemma. The eigenvalues of F on a nonzero intersection cohomology group
are integral powers of q .
Proof. Let A be the shifted intersection cohomology complex IX[−dimX]. Put
Xn =
⋃
w∈V, wv,
dimwn
w,
which is a closed subset of X, coming from an Fq -subvariety (Xn)0 of X0.
Clearly, Xdimv = X. We show by induction on n that for each n the eigenvalues
of F on a nonzero hypercohomology group Hi (Xn,A) are integral powers of q .
We have exact sequences of hypercohomology groups
· · · → Hi−1(Xn−1,A)→Hic(Xn −Xn−1,A)→Hi (Xn,A)
→ Hi (Xn−1,A)→ ·· · ,
the arrows commuting with the respective Frobenius endomorphisms. Moreover,
Xn −Xn−1 =
∐
dimw=n
w.
A straightforward argument now shows that it suffices to prove that the
eigenvalues of F on a nonzero groupHic(w,A) are integral powers of q .
We have a spectral sequence
Hic
(
w,Hj (A)
)⇒Hi+jc (w,A),
from which we conclude that it suffices to prove a similar assertion for the groups
Hic (w,H
j (A)). The restriction of the locally constant sheafHj(A) to w isB×B-
equivariant. Since the isotropy groups in B ×B of the points of w are connected
(see Lemma 1.3(iv)) this restriction is constant. By Theorem 4.2(ii) Hj(A) = 0
if j is odd and it follows from Theorem 4.2(i) (cf. the description of cw,v given
in Section 4.1) that all eigenvalues of F on the stalk Hj(A)x(x ∈w(Fq )) are qj .
This reduces the proof to showing that the eigenvalues of F on Hic (w,E) are
powers of q . This follows from the fact that w is isomorphic over Fq to the
product of a torus and an affine space. ✷
4.11. Theorem. IHi (X)= 0 if i is odd.
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Proof. All absolute values of an eigenvalue of F on a nonzero group IHi (X) are
qi/2. By Lemma 4.10 this must be an integral power of q , which can only be if i
is even.
Again, the parity result is true in any characteristic and over C, in the classical
context. ✷
The arguments of the proof can be extended a bit, so as to give a description of
the intersection cohomology Poincaré polynomial of X = v¯.
4.12. Corollary.
∑
i
dim IHi (X) ti =
∑
wv
t2 dimw
(
1− t−2)|Iw|cw,v(t2).
Proof. It follows from the theorem that all eigenvalues of F on IH2i (X) are qi .
A being as in the proof of Lemma 4.10, it also follows that∑
i0
dim IH2i (X)qi =
∑
i
(−1)i Tr(F,Hi (X,A)).
By a result of Grothendieck, the right-hand side equals∑
x∈v(Fq ), i
(−1)i Tr(F,H i(A)x).
Now v(Fq) = ∐wv w(Fq ), and the number of points of w(Fq ) equals
qdimw(1− q−1)|Iw |. Moreover, for all x ∈w(Fq )∑
i
(−1)i Tr(F,H i(A)x)= cw,v(q).
We conclude that the difference of the two sides of the asserted formula vanishes
for t = q1/2. But it then also vanishes for all powers (q1/2)n, hence the difference
is identically zero. ✷
Example. Let G = PGL3, v = B . The Kazhdan–Lusztig polynomials were
described in Section 4.5. Cut the sum of Corollary 4.12 into pieces corresponding
to the cells of Proposition 2.10. A straightforward computation gives for the
intersection cohomology Poincaré polynomial of B ,
1+ 4t2 + 9t4 + 9t6 + 4t8 + t10.
For some other cases the polynomials are given in Appendix A.
It was pointed out by M. Brion that the description of global intersection
cohomology can also be obtained as an application of the results of [BJ].
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5. Nonconstant local systems
In this section we discuss the generalization of Theorem 3.2 to the case of
intersection cohomology complexes for not necessarily constant local systems on
the B × B-orbits v in X. These are the local systems having a weight for the
B ×B-action (see [MS, 2.2]).
If v = [I, x, v] (as before), we write I = Iv .
5.1. Assume that k is the algebraic closure of a finite field F q , over which all
objects which occur are defined. Let R be as in Section 3. Following [MS]
we introduce the free R-module N with basis mξ,v where v ∈ V and ξ ∈
X̂(T × T/(T × T )v) = X̂(TIv ) = X̂Iv ⊂ X̂ (see Section 1.7). Then mξ,v is the
class in the Grothendieck group K(AX) (see Section 3.1) of (Sξ,v, φ), where
Sξ,v is the sheaf which restricts to ξ on v and to 0 on the complement of v, φ
being a Frobenius map. The moduleM of Section 2 is the submodule with basis
mv =m0,v (v ∈ V ).
Let K be the algebra over Z[u,u−1] with basis (eξ,w), where w ∈ W and
ξ ∈ X̂ = X̂(T ), the multiplication being defined by the following rules (see [MS,
4.3.2 and 3.2.3]):
eξ,xeη,y = 0 for ξ = y.η,
and for s ∈ S, ξ = y.η:
eξ,seη,y =

eη,sy if sy > y,(
u2 − 1)eη,y + u2eη,sy if sy < y and 〈yη, αˇ〉 = 0,
u2eη,sy if sy < y and 〈yη, αˇ〉 = 0.
αˇ is the element α∨⊗1 of Ŷ (T )= Y (T )⊗ (Z(p)/Z), where α∨ is the cocharacter
defined by α.
Moreover (see [MS, 3.2]),
eξ,1eη,y = δξ,y.ηeη,y .
If ξ ∈ X̂ we denote by Rξ the closed subsystem of R consisting of the roots α
with 〈ξ, αˇ〉 = 0. Its Weyl group is Wξ . It is a normal subgroup of the isotropy
group W ′ξ of ξ in W .
By [MS, 3.2] we have a structure of K ⊗Z[u,u−1] K-module on N . The next
lemma, which generalizes Lemma 3.2, describes the module structure.
Let v = [I, x,w] ∈ V . For ξ ∈ X̂I we put mξ,I,x,w =mξ,v . In (ii) we use the
notations introduced before Lemma 3.2.
5.2. Lemma. Let x ∈WI ,w ∈W , ξ ∈ X̂I , η ∈ X̂, and s ∈ S.
(i) eη,(s,1).mξ,I,x,w = 0 if η = x−1.ξ and eη,1mξ,I,x,w = δη,x.ξmξ,I,x,w.
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(ii) If η= x−1.ξ , the product of (i) equals
(a) (u2−1)mξ,I,x,w+u2mξ,I,sx,w in case (A) if x.α ∈Rξ , and u2mξ,I,sx,w
otherwise;
(b1) mξ,I,x,wσ in case (B) if wσ >w;
(b2) (u2 − 1)mξ,I,x,w + u2mξ,I,x,wσ in case (B) if wσ < w, w.α ∈ Rξ , and
u2mξ,I,x,wσ if wσ < w, w.α ∈Rξ ;
(c) mξ,I,sx,w in case (C).
(iii) eη,(1,s).mξ,I,x,w = 0 if η = −w−1.ξ .
(iv) If η = −w−1.ξ , the product of (iii) equals mξ,I,x,sw if sw > w. If sw <
w it equals (u2 − 1)mξ,I,x,w + u2mξ,I,x,sw if w.α ∈ Rξ , and u2mξ,I,x,sw
otherwise.
Proof. The first point of (i) follows from [MS, 3.2.3] and the second point is an
easy consequence of the definitions of [MS, 3.2.1].
The formulas of [MS, 4.3.1] for the cases IIa and IIb (proved in [MS, 4.3.4,
4.3.9]) give formulas like those of (ii), except that at first sight on the right-hand
side other elements of X̂I might appear. Consider, for example, case (a) with
x.α ∈ Rξ . Then [MS] shows, using Lemma 1.8, that there is ξ ′ such that
ex−1.ξ,s .mξ,I,x,w =mξ ′,I,sx,w.
It follows from the definition of φv (see Lemma 1.8) that φ(s,1).v = φv ◦ (s,1),
whence φ̂(s,1).v = (s,1) ◦ φ̂v. By the results of [MS] φ̂(s,1).v(ξ ′) = (s,1).φ̂v(ξ).
By Lemma 1.8
y−1.ξ ′ = ρ̂(s.1).v(ξ ′)= ρ̂v(ξ)= y−1.ξ,
whence ξ ′ = ξ. In the other cases the proof that only ξ will occur is similar.
This will prove (ii). The proofs of (iii) and (iv) are similar to the proof of (i),
respectively (ii). ✷
Lemma 5.2 shows that the mξ,v with a fixed ξ ∈ X̂ span a submodule Mξ of
N which is stable under the action of H ⊗H. Clearly, N is the direct sum of
theMξ .
5.3. As for the module M, there exists a semilinear involutorial endomorphism
∆ of N , coming from Verdier duality, see [MS, 3.3]. It will follow from
Lemma 5.4(ii) that ∆ mapsMξ ontoM−ξ .
For s ∈ S, ξ ∈ X̂, m ∈N we have
∆(eξ,(s,1).m)=
{
u−2
(
e−ξ,(s,1)+
(
1− u2)e−ξ,1).∆(m) if s ∈Wξ,
u−2e−ξ.(s,1).∆(m) if s /∈Wξ, (16)
and similarly for eξ,(1,s). See [MS, 5.1].
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5.4. Lemma.
(i) There exist elements bη,w;ξ,v ∈R such that
∆(mξ,v)= u−2d(v)
∑
w∈V, η∈X̂Iw
bη,w;ξ,vmη,w.
(ii) If bη,w;ξ,v = 0 then w  v and φ̂w.η=−φ̂v.ξ . Moreover, b−ξ,v;ξ,v = 1.
Proof. The proof of (i) is like the proof of Lemma 3.4(i). The first point of
(ii) follows from the fact that the Verdier dual ∆(Sξ,v) is zero outside v¯. The
restriction of ∆(Sξ,v) to v is −ξ shifted by 2d(v), which implies the last statement
of (ii). The second one follows from [MS, 3.4]. ✷
5.5. Proposition.
(i) The bη,w;ξ,v are polynomials in Z[u2].
(ii) If bη,w;ξ,v = 0 then ξ =−η. In particular ξ ∈ X̂Iw .
Proof. The proof of (i) is along the lines of the proof of Proposition 3.5(i). We
shall not spell out the details. Let v = [I, x,w] ∈ V and assume that there is t ∈ S
with d(t.v) < d(v). Using Lemma 5.2 and (16) one reduces the proof to the case
that v = [J,w0,Dw0,J ,1]. (The important fact for the proof of (ii) is that by the
formulas of Lemma 5.2, eη,t .mξ,v lies inMξ .)
Assume that v has this form, and assume also that J = D. So v = B . We
then have to compute the bη,[I,1,1];ξ,B . First note that by Lemmas 5.4(ii) and 1.8,
bη,[I,1,1];ξ,[D,1,1] = 0 if η = −ξ .
Assume that η=−ξ . Then ξ ∈ X̂I . Proceeding now as at the end of the proof
of Lemma 3.6, we see that we have to compute the cohomology of the torus
TD−I with values in the restriction to TD−I of the local system ξ on T . But the
restriction map X̂→ X̂(TD−I ) has kernel X̂I , so contains ξ . It follows that the
restriction of ξ to TD−I is the trivial local system, and the computation is then
as in Lemma 3.8, showing that b−ξ,[I,1,1];ξ,B is a nonzero polynomial in u2 if
ξ ∈ X̂I .
It remains to deal with the case that v = [J,w0,Dw0,J ,1] with J arbitrary. This
is done by using an analogue of (13). ✷
5.6. Intersection cohomology. For v ∈ V and ξ ∈ X̂Iv denote by Iξ,v the
intersection cohomology complex of the closure v¯, for the local system ξ on v,
i.e., the irreducible perverse sheaf on X which is zero outside v¯ and whose
restriction to v is ξ [d(v)]. As in Section 3.1, it defines an element of N
cξ,v = u−d(v)
∑
w∈V,η∈X̂Iw
cη,w;ξ,vmη,w,
the cη,w;ξ,v being elements of R.
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5.7. Theorem.
(i) The cη,w;ξ,v are polynomials in u2 with positive integral coefficients.
(ii) If cη,w;ξ,v = 0 then ξ =−η; in particular, ξ ∈ X̂Iw .
(iii) Iξ,v is even.
Proof. The proof of (i) and (iii) is similar to the proof of the analogous results of
Section 4.
(ii) follows from Proposition 5.5(ii), using the inductive description of the
cη,x;ξ,v contained in [MS, 3.4.2, 3.4.3]. It follows from (iii) that the restriction
of Iξ,v to XI is zero if ξ /∈ X̂I .
(ii) remains true over any algebraically closed field (cf. Section 3.3). ✷
6. Arbitrary Coxeter groups
This section deals with a tentative extension to arbitrary Coxeter groups of the
constructions of the preceding sections.
6.1. We first give a more intrinsic description of the moduleM of Section 2. We
now identify D and S. For I ⊂ S letMI be the submodule ofM spanned by the
mv with Iv = I . Denote by HI the Hecke algebra of the subgroup WI generated
by I . It is a subalgebra ofHS =H. Denote by jI the isomorphism ofHI sending
ew(w ∈wI ) to ew0,I ww0,I .
Let i be the endomorphism ofM sending mI,x,w to mI,x,w−1 . Then(
(h,h′),m
) → h.m.h′ = i((h⊗ h′).i(m)) (h,h′ ∈H, m ∈M)
defines a structure of (H,H)-bimodule on M. In particular, we can view M as
an (HI ,H)-bimodule.
If N is a (left) HI -module, denote by jIN the HI -moduleN twisted by jI .
6.2. Lemma.
(i) M=⊕I⊂SMI .
(ii) There is an isomorphism φ of (H,H)-bimodules of MI onto the twisted
induced module jS (H⊗HI (jIH)).
(iii) φ commutes with rightH-actions.
Proof. For (iii) notice that the induced module N of (ii) has a natural right
H-action.
(i) is clear. For the proof of (ii) notice that H is a free right module over HI
with basis ex(x ∈WI ). It follows that (ex ⊗m)x∈WI ,m∈M is a basis of N .
Now define φ by
φ(mI,x,w)= eιI (x)⊗ ew,
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where ιI (x)=w0,Dxw0,I , as in Lemma 1.3. A straightforward check shows that
for s ∈ S
φ(e(s,1).mI,x,w)=
{
e(s∗,1).φ(mI,x,w) if sx ∈WI ,
eιI (x)⊗ ew0,I σw0,I ew if σ = x−1sx ∈WI .
This proves (ii).
The proof of (iii) is easy. ✷
Now assume that (W,S) is an arbitrary Coxeter group (with a finite set of
generators S). As in Section 3, we write W =W ×W,S = S × S.
For I ⊂ S let, as before, WI be the subgroup generated by I and WI the set of
distinguished coset representatives for WI , i.e. the set of x ∈W with xs > x for
all s ∈ I .
Let V be the set of triples [I, x,w] with I ⊆ S, x ∈WI , w ∈W . We introduce
the free Z[u,u−1]-module M with basis (mv)v∈V . For v = [I, x,w] we write
mv =mI,x,w .
As before,M is a direct sum of submodulesMI (I ⊂ S).
6.3. Proposition. The formulas of Lemma 3.2 define a structure ofH⊗H-module
on allMI .
Proof. It is straightforward to verify that for t ∈ S, v ∈ V
e2t .mv =
(
u2 − 1)et .mv + u2mv.
To prove Proposition 6.3 it remains to verify that for t, t ′ ∈ S, the endomorphisms
et and e′t of M verify the appropriate braid relations. This is immediate if one
of t, t ′ is of the form (1, s) with s ∈ S. So assume that t = (s,1), t ′ = (s′,1)
(s, s′ ∈ S). We may assume that s = s′. If a braid relation is to be verified, ss′ has
finite order. Putting J = {s, s′} the group WJ is finite.
Fix v = [I, x,w] ∈ V . Let N be the submodule ofM spanned by the mI,x ′,w′
with x ′ ∈ WJx , w′ ∈ wWI . We may assume that x is the unique element of
WI ∩ (WJ )−1 lying in WJxWI . One knows that then WI ∩ x−1WJx = WK ,
where K = I ∩ x−1.J (see [C, p. 65]). Now the w′ which occur will lie in a fixed
coset modulo WK . Taking w ∈ WK we see that N can be viewed as a module
like MI , for the Hecke algebra HJ of the finite Coxeter group WJ . But for such
a group we have again the result of Lemma 6.2, which implies that the formulas
of Lemma 3.2 define a representation of HJ in N . This implies that the braid
relations hold for the action in M of e(s,1) and e(s ′,1). ✷
6.4. The set V . Suggested by the results of Section 2 we introduce some structure
on the set V .
(a) Suggested by (5) we define a dimension function d on V by
d
([I, x,w])=−l(x)+ l(w)+ |I |.
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Note that if W is infinite the value of d can be any integer.
(b) We have an action on V of W =W ×W , described as in Section 3.3. That
we do have a W -action follows from Proposition 6.3, specializing u to 1.
We also have an action of the monoid M(W ×W) on V .
(c) We next introduce an order relation on V . A simple way of doing this is
suggested by Proposition 2.8. Let 1 and 2 be defined as in Lemma 2.6.
These are orderings. Denote by  the ordering generated by 1 and 2.
6.5. Lemma.
(i) If [I, x ′,w′] [J, x,w] then x  x ′ and −l(x ′)+ l(w′)−l(x)+ l(w).
(ii) Segments in V for the ordering  are finite.
Proof. To prove (i) it suffices that the properties of (i) hold for 1 and 2. For
1 this is immediate. If [I, x ′,w′] 2 [J, x,w] there is z ∈ WJ with w′ =wz,
l(w′)= l(w)+ l(z), xz x ′. Moreover, I ⊆ J . Then
−l(x ′)+ l(w′)=−l(x ′)+ l(xz)− l(x)+ l(w)−l(x)+ l(w).
Also, x  xz x ′.
To prove (ii), let
[H,x ′′,w′′] [I, x ′,w′] [J, x,w].
By (i) we have x ′  x ′′ and
l(w′)−l(x)+ l(w)+ l(x ′) l(w)+ l(x ′′).
These inequalities imply that the segments in V for  are finite, proving (ii).
We prove that Corollary 2.5(i) carries over. ✷
6.6. Lemma. Let x ∈WJ , a ∈WI ,b ∈W . Then [I, a, b] [J, x,1] if and only
if I ⊆ J, b ∈WJ , and xb a.
Proof. If these conditions are satisfied, it is immediate that [I, a, b]2 [J, x,1],
whence [I, a, b] [J, x,1]. Conversely, let this be the case and assume that
v0 = [I, a, b], v1, . . . , vs = [J, x,1]
is a sequence of elements of V such that for i = 1, . . . , s either vi−1 1 vi or
vi−1 2 vi . If s = 1 the condition of the lemma is easily seen to hold. So assume
that s > 1. By induction we may assume that v1 is of the form [K,c, d], with
K ⊆ J , d ∈WJ , and xd  c. If v0 1 v1 then xb  xd  c  a. Since d ∈WJ
and b d , we have b ∈WJ . Moreover, I ⊆K ⊆ J . This shows that the conditions
of the lemma hold.
If v0 2 v1, there is z ∈WK with b = dz, l(b)= l(d)+ l(z), and cz a. Then
xb = xdz cz a. Moreover, I ⊆K ⊆ J and b = dz ∈WJ , since d ∈WJ and
z ∈WK ⊂WJ . The lemma follows. ✷
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The next lemma is a partial analog of Lemma 2.1(b).
6.7. Lemma. Let [I, x ′,w′]  [J, x,w] and assume that s ∈ S is such that
sw >w, sw′ >w′. Then [I, x ′, sw′] [J, x, sw].
Proof. Take a chain v0 = [I, x ′,w′], v1, . . . , vr = [J, x,w] such that for i =
1, . . . , r either vi−1 1 vi or vi−1 2 vi .
First, let r = 1. If v0 1 v1, it is immediate that [I, x ′, sw′] 1 [J, x, sw].
If v0 2 v1 and z is as in the definition of 2 (before Lemma 2.6) then z
may also serve to show that [I, x ′, sw′] 2 [J, x, sw]. Now let r > 1. Assume
that v1 = [K,c, d]. If sd > d , we may assume by induction that [K,c, sd] 
[J, x, sw]. By the case r = 1 we know that [I, x ′, sw′]  [K,c, sd], and the
assertion follows.
If sd < d and v0  v1, we have w′  d . But then we must have sw′  d ,
whence
[I, x ′, sw′]1 [K,c, d] [J, x,w]1 [J, x, sw].
If sd < d , we cannot have v0 2 v1. For if w′ = dz, l(w′) = l(d) + l(z) then
sw′ >w′ implies sd > d .
We have proved the lemma. ✷
6.8. The map ∆. The results of Section 3 suggest the introduction of a map ∆,
semilinear with respect to the automorphism of Z[u,u−1] sending u to u−1, such
that for v ∈ V
∆(mv)= u−2d(v)
∑
x∈V
bx,vmx,
satisfying
(A) ∆(et .m)= e−1t .∆(m) (t ∈ S, m ∈N ),
(B) b[I,a,b],[J,1,1] = (−1)l(a)+l(b)(1−u2)|J−I |Rb,a(u2), for a ∈WI ,b ∈WJ , and
b  a.
(A) is formula (7) and (B) is the particular case x = 1 of (14). The target space
M˜ of ∆ should be a completion ofM, as infinite sums arise.
6.9. Proposition.
(i) There exists a unique ∆ satisfying (A) and (B).
(ii) bw,v = 0 if w  v.
(iii) Ifw v then bw,v is a polynomial inZ[u2]with leading term (−u2)d(v)−d(w).
Proof. The formulas of Lemma 3.2 imply that
mJ,x,w = e−1(x−1,1).e(1,w).mJ,1,1.
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If ∆ exists, it follows that
∆(mJ,x,w)= e(x,1).e−1(1,w−1).∆(mJ,1,1), (17)
showing that ∆ is uniquely determined by (A) and (B).
We define ∆ by (17). Then we have to prove (A).
If s ∈ S, sw > w, then by Lemma 3.2:
∆(e(1,s).mJ,x,w) = ∆(mJ,x,sw)= e(x,1).e−1(1,w−1s).∆(mJ,1,1)
= e−1(1,s)∆(mJ,x,w),
establishing part of (A). The case that sw < w is dealt with similarly, as well as
the cases of t = (s,1) with sx ∈WJ .
There remains the case that t = (s,1) and sx = xσ with σ ∈WJ . Then
∆
(
e(s,1).mJ,x,w
)=∆(mJ,x,wσ )= e−1(1,(wσ)−1).∆(mJ,x,w).
For (A) to hold this should be equal to e−1(s,1).∆(mJ,x,w). Using (17) we see that it
suffices to deal with the case that w = 1. In that case we have to prove
e(s,1).∆(mJ,x,1)= e(1,σ ).∆(mJ,x,1).
Now the arguments of Remark 3.9 show that (B) implies the validity of (14) in
the present situation. The equality to be proved then follows by using properties
of R-polynomials, as in the proof of Lemma 3.8.
We prove (ii) by induction on l(w). For w = 1 the assertion is true by
Lemma 6.6. Let w = 1 and take s ∈ S with sw < w. Formula (9) holds in our
situation and implies
b[I,a,b],[J,x,w] =
{
b[I,a,sb],[J,x,sw] if sb < b,(
1− u2)b[I,a,b],[J,x,sw] + u2b[I,a,sb],[J,x,sw] if sb > b.
If b[I,a,b],[J,x,w] = 0 and sb < b then we can conclude by induction that
[I, a, sb] [J, x, sw]. Application of Lemma 6.7 shows that [I, a, b] [J, x,w].
If b[I,a,b],[J,x,w] = 0 and sb > b then induction gives that [I, a, b] [J, x, sw]
or [I, a, sb] [J, x, sw]. In the first case we have [J, x, sw]1 [J, x,w] and in
the second case we must have [I, a, b]1 [I, a, sb] [J, x, sw]1 [J, x,w]. In
both cases [I, a, b] [J, x,w]. This establishes (ii).
The proof of (iii) is like the proof of Proposition 3.5(i). ✷
6.10. From Lemma 6.5(ii) and Proposition 6.9(ii) we infer that ∆2 is a module
homomorphismM→ M˜, given by
∆2(mv)=
∑
w∈V
( ∑
wzv
u2d(v)−2d(z)bw,z
(
u−2
)
bz,v
(
u2
))
mw.
The results of Section 3 suggest the conjecture that ∆2 = 1. But so far I have not
been able to prove this.
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If ∆2 = 1, one can show that there exist Kazhdan–Lusztig polynomials cw,v
with the properties of Proposition 4.4. In fact, the existence of such polynomials,
for all v,w ∈ V , is equivalent with the involutive property of ∆.
Some support for the conjecture is provided by calculations made by W. van
der Kallen. With his program for computing the Kazhdan–Lusztig polynomials
of Section 4, he did some experimentation with formula (15) in the case of
affine Weyl groups of small rank and in the case of some non-crystallographic
Coxeter groups. The experiments produced polynomials cw,v with positive
integral coefficients (see Appendix A).
It is natural to ask whether there is some geometric background to the
constructions of the present section.
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Appendix A. (by Wilberd van der Kallen)
We computed the cw,v of Theorem 4.2 with a Mathematica program. We
obtained them for all w, v when G is of rank two, and for v = B = [D,1,1] when
G is of rank three. After minor changes in the program, we could also explore a
few affine Weyl groups and a few Coxeter groups that are not Weyl groups.
The set V of B × B orbits has size 1800 for type A3 and it has size 7056 for
type B3. As memory becomes a problem we had to give up on computing and
storing the entire partial order on V . But note that b˜v,w = 0 exactly when v w.
Therefore, we replace in recursion (15) the sum∑
w<yv
c˜y,vb˜w,y
with a sum over y with w = y and b˜y,v = 0.
We also need an efficient solution of the word problem in our Weyl groups.
We are primarily interested in very small Weyl groups, so we can simply start
from a faithful representation. (Matrix coefficients have to lie in a ring for
whose elements a normal form has been implemented.) We might have stored
the multiplication table, but we prefer manipulating words. As Mathematica is
very good at replacement rules in terms of pattern matching, we have it look for
rules that make a word go down in length or lexicographic order. Five rules suffice
for B3. In the main computation these rules are then applied automatically when
reduce is called. Then it is straightforward to introduce things like distinguished
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coset representatives, the length function, the R-polynomials. We use the R-
polynomials also for storing the Bruhat order.
As the partial order on V is not readily available, we do not use directly
that b˜v,w = 0 when v  w. Instead, we check if the criteria in Proposition 2.4,
Corollary 2.5 guarantee vanishing. To be specific, suppose we want to compute
b˜v,w with v = [I, a, b] and w = [J, x, y]. We first check if v =w. Then we check
if I ⊆ J , a  x , l(b)− l(a) l(y)− l(x). If not, then b˜v,w certainly vanishes. If
y = 1 we check if b ∈WJ . Apart from these checks, the procedure is as described
in the paper: To compute b˜v,w one first uses (10) to reduce to y = 1, then one
applies the formula in Lemma 3.8.
As we recompute b˜v,w each time they are needed, it should not be a surprise
that the program is slow. It took about a week to compute the cw,B for type B3.
(Actually, at that time we did not yet use R-polynomials.) On a machine with
more memory one could speed things up.
The Mathematica files are available on our web site. See http://www.
math.uu.nl/people/vdkallen/kallen.html. There one also finds
more of the output, some of it in PostScript, most of it in Mathematica InputForm.
A.1. Tables. We put q = u2. In the tables we have left out all cases where cw,v
equals zero or one.
Table 1
Type A2, cw,v for v = [D,1,1]
cw,v w
1+ q [∅, s1s2,1]
1+ q [∅, s1s2, s2]
1+ q [∅, s2s1,1]
1+ q [∅, s2s1, s1]
1+ q [∅, s1s2s1, s1]
1+ q [∅, s1s2s1, s2]
1+ 2q + q2 [∅, s1s2s1,1]
Observe there is some duplication caused by
the symmetry which interchanges s1 with s2.
Table 2
Type B2, cw,v for v = [D,1,1]
cw,v w
1+ q [∅, s1s2,1]
1+ q [∅, s1s2, s2]
1+ q [∅, s2s1,1]
1+ q [∅, s2s1, s1]
1+ q [∅, s1s2s1, s2s1]
1+ q [∅, s2s1s2, s1s2]
1+ q [∅, s1s2s1s2, s1s2]
1+ q [∅, s1s2s1s2, s2s1]
1+ q [{1}, s2s1s2,1]
1+ q [{1}, s2s1s2, s1]
1+ q [{2}, s1s2s1,1]
1+ q [{2}, s1s2s1, s2]
1+ 2q [∅, s1s2s1, s1]
1+ 2q [∅, s1s2s1, s2]
1+ 2q [∅, s2s1s2, s1]
1+ 2q [∅, s2s1s2, s2]
1+ 3q + q2 [∅, s1s2s1,1]
1+ 3q + q2 [∅, s2s1s2,1]
1+ 3q + q2 [∅, s1s2s1s2, s1]
1+ 3q + q2 [∅, s1s2s1s2, s2]
1+ 4q + 3q2 [∅, s1s2s1s2,1]
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Table 3
Type G2, cw,v for v = [D,1,1]
cw,v w
1+ q [∅, s1s2,1]
1+ q [∅, s1s2, s2]
1+ q [∅, s2s1,1]
1+ q [∅, s2s1, s1]
1+ q [∅, s1s2s1, s2s1]
1+ q [∅, s2s1s2, s1s2]
1+ q [∅, s1s2s1s2, s2s1s2]
1+ q [∅, s2s1s2s1, s1s2s1]
1+ q [∅, s1s2s1s2s1, s2s1s2s1]
1+ q [∅, s2s1s2s1s2, s1s2s1s2]
1+ q [∅, s1s2s1s2s1s2, s1s2s1s2]
1+ q [∅, s1s2s1s2s1s2, s2s1s2s1]
1+ q [{1}, s2s1s2,1]
1+ q [{1}, s2s1s2, s1]
1+ q [{1}, s1s2s1s2, s2]
1+ q [{1}, s1s2s1s2, s2s1]
1+ q [{1}, s2s1s2s1s2, s1s2]
1+ q [{1}, s2s1s2s1s2, s1s2s1]
1+ q [{2}, s1s2s1,1]
1+ q [{2}, s1s2s1, s2]
1+ q [{2}, s2s1s2s1, s1]
1+ q [{2}, s2s1s2s1, s1s2]
1+ q [{2}, s1s2s1s2s1, s2s1]
1+ q [{2}, s1s2s1s2s1, s2s1s2]
1+ 2q [∅, s1s2s1, s1]
1+ 2q [∅, s1s2s1, s2]
1+ 2q [∅, s2s1s2, s1]
1+ 2q [∅, s2s1s2, s2]
1+ 2q [∅, s1s2s1s2, s1s2]
1+ 2q [∅, s1s2s1s2, s2s1]
1+ 2q [∅, s2s1s2s1, s1s2]
1+ 2q [∅, s2s1s2s1, s2s1]
1+ 2q [∅, s1s2s1s2s1, s1s2s1]
1+ 2q [∅, s1s2s1s2s1, s2s1s2]
1+ 2q [∅, s2s1s2s1s2, s1s2s1]
1+ 2q [∅, s2s1s2s1s2, s2s1s2]
cw,v w
1+ 2q [{1}, s1s2s1s2,1]
1+ 2q [{1}, s1s2s1s2, s1]
1+ 2q [{1}, s2s1s2s1s2, s2]
1+ 2q [{1}, s2s1s2s1s2, s2s1]
1+ 2q [{2}, s2s1s2s1,1]
1+ 2q [{2}, s2s1s2s1, s2]
1+ 2q [{2}, s1s2s1s2s1, s1]
1+ 2q [{2}, s1s2s1s2s1, s1s2]
1+ 3q [{1}, s2s1s2s1s2,1]
1+ 3q [{1}, s2s1s2s1s2, s1]
1+ 3q [{2}, s1s2s1s2s1,1]
1+ 3q [{2}, s1s2s1s2s1, s2]
1+ 3q + q2 [∅, s1s2s1,1]
1+ 3q + q2 [∅, s2s1s2,1]
1+ 3q + q2 [∅, s1s2s1s2s1s2, s1s2s1]
1+ 3q + q2 [∅, s1s2s1s2s1s2, s2s1s2]
1+ 4q + q2 [∅, s1s2s1s2, s1]
1+ 4q + q2 [∅, s1s2s1s2, s2]
1+ 4q + q2 [∅, s2s1s2s1, s1]
1+ 4q + q2 [∅, s2s1s2s1, s2]
1+ 4q + q2 [∅, s1s2s1s2s1, s1s2]
1+ 4q + q2 [∅, s1s2s1s2s1, s2s1]
1+ 4q + q2 [∅, s2s1s2s1s2, s1s2]
1+ 4q + q2 [∅, s2s1s2s1s2, s2s1]
1+ 5q + 3q2 [∅, s1s2s1s2,1]
1+ 5q + 3q2 [∅, s2s1s2s1,1]
1+ 5q + 3q2 [∅, s1s2s1s2s1s2, s1s2]
1+ 5q + 3q2 [∅, s1s2s1s2s1s2, s2s1]
1+ 6q + 3q2 [∅, s1s2s1s2s1, s1]
1+ 6q + 3q2 [∅, s1s2s1s2s1, s2]
1+ 6q + 3q2 [∅, s2s1s2s1s2, s1]
1+ 6q + 3q2 [∅, s2s1s2s1s2, s2]
1+ 7q + 5q2 [∅, s1s2s1s2s1,1]
1+ 7q + 5q2 [∅, s2s1s2s1s2,1]
1+ 7q + 5q2 [∅, s1s2s1s2s1s2, s1]
1+ 7q + 5q2 [∅, s1s2s1s2s1s2, s2]
1+ 8q + 7q2 [∅, s1s2s1s2s1s2,1]
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Table 4
Type A3, sample of large cw,v for v = [D,1,1]
cw,v w
1+ 7q + 12q2 + 4q3 [∅, s1s2s1s3s2s1, s2]
1+ 7q + 12q2 + 4q3 [∅, s1s2s3s2s1,1]
1+ 7q + 13q2 + 4q3 [∅, s1s2s1s3s2s1, s1]
1+ 7q + 13q2 + 4q3 [∅, s1s2s1s3s2s1, s3]
1+ 7q + 13q2 + 4q3 [∅, s1s2s1s3s2,1]
1+ 7q + 13q2 + 4q3 [∅, s2s1s3s2s1,1]
1+ 8q + 19q2 + 10q3 [∅, s1s2s1s3s2s1,1]
Table 5
Type B3, sample of large cw,v for v = [D,1,1]
cw,v w
1 + 18q + 71q2 + 73q3 + 11q4 [∅, s2s1s3s2s1s3s2s3, s3]
1 + 18q + 71q2 + 73q3 + 11q4 [∅, s1s2s1s3s2s1s3s2, s1]
1 + 18q + 74q2 + 75q3 + 11q4 [∅, s1s2s1s3s2s1s3s2, s3]
1 + 18q + 74q2 + 76q3 + 13q4 [∅, s1s2s3s2s1s3s2s3, s2]
1 + 18q + 71q2 + 78q3 + 15q4 [∅, s2s1s3s2s1s3s2s3, s2]
1 + 18q + 71q2 + 78q3 + 15q4 [∅, s1s2s3s2s1s3s2s3, s1]
1 + 18q + 72q2 + 79q3 + 15q4 [∅, s1s2s1s3s2s1s3s2s3, s1s3]
1 + 18q + 72q2 + 79q3 + 15q4 [∅, s2s1s3s2s1s3s2,1]
1 + 18q + 75q2 + 81q3 + 16q4 [∅, s1s2s3s2s1s3s2s3, s3]
1 + 18q + 75q2 + 81q3 + 16q4 [∅, s1s2s1s3s2s1s3s2, s2]
1 + 19q + 81q2 + 107q3 + 29q4 [∅, s1s2s1s3s2s1s3s2s3, s1]
1 + 19q + 81q2 + 107q3 + 29q4 [∅, s2s1s3s2s1s3s2s3,1]
1 + 19q + 85q2 + 113q3 + 34q4 + q5 [∅, s1s2s1s3s2s1s3s2s3, s2]
1 + 19q + 85q2 + 113q3 + 34q4 + q5 [∅, s1s2s3s2s1s3s2s3,1]
1 + 19q + 86q2 + 116q3 + 36q4 + 2q5 [∅, s1s2s1s3s2s1s3s2s3, s3]
1 + 19q + 86q2 + 116q3 + 36q4 + 2q5 [∅, s1s2s1s3s2s1s3s2,1]
1 + 20q + 96q2 + 153q3 + 67q4 + 6q5 [∅, s1s2s1s3s2s1s3s2s3,1]
A.2. Poincaré polynomials for intersection cohomology.
Put IPv(q)=∑i0 dim IH2i (v¯) qi.
Table 6
Poincaré polynomials IPv for type A1
IPv v
1 [∅, s1,1]
1+ q [∅,1,1]
1+ q [∅, s1, s1]
1+ q + q2 [{1},1,1]
1+ 2q + q2 [∅,1, s1]
1+ q + q2 + q3 [{1},1, s1]
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Table 7
Poincaré polynomials IPv for v = [D,1,1]
IPv Type
1+ q + q2 A1
1+ 4q + 9q2 + 9q3 + 4q4 + q5 A2
1+ 6q + 17q2 + 24q3 + 17q4 + 6q5 + q6 B2
1+ 10q + 33q2 + 64q3 + 80q4 + 64q5 + 33q6 + 10q7 + q8 G2
1+ 11q + 56q2 + 154q3 + 250q4 + 250q5 + 154q6 + 56q7 + 11q8 + q9 A3
1+ 23q + 181q2 + 770q3 + 2046q4 + 3610q5 + 4350q6 + 3610q7 + 2046q8 + 770q9
+ 181q10 + 23q11 + q12 B3
A.3. Experiments with other Coxeter groups.
Table 8
Dihedral group of order 10, cw,v for v = [D,1,1]
cw,v w
1+ q [∅, s1s2,1]
1+ q [∅, s1s2, s2]
1+ q [∅, s1s2s1, s2s1]
1+ q [∅, s1s2s1s2, s2s1s2]
1+ q [∅, s1s2s1s2s1, s1s2s1]
1+ q [∅, s1s2s1s2s1, s2s1s2]
1+ q [{1}, s2s1s2,1]
1+ q [{1}, s2s1s2, s1]
1+ q [{1}, s1s2s1s2, s2]
1+ q [{1}, s1s2s1s2, s2s1]
1+ 2q [∅, s1s2s1, s1]
1+ 2q [∅, s1s2s1, s2]
cw,v w
1+ 2q [∅, s1s2s1s2, s1s2]
1+ 2q [∅, s1s2s1s2, s2s1]
1+ 2q [{1}, s1s2s1s2,1]
1+ 2q [{1}, s1s2s1s2, s1]
1+ 3q + q2 [∅, s1s2s1,1]
1+ 3q + q2 [∅, s1s2s1s2s1, s1s2]
1+ 3q + q2 [∅, s1s2s1s2s1, s2s1]
1+ 4q + q2 [∅, s1s2s1s2, s1]
1+ 4q + q2 [∅, s1s2s1s2, s2]
1+ 5q + 3q2 [∅, s1s2s1s2,1]
1+ 5q + 3q2 [∅, s1s2s1s2s1, s1]
1+ 5q + 3q2 [∅, s1s2s1s2s1, s2]
1+ 6q + 5q2 [∅, s1s2s1s2s1,1]
As usual, we deleted all cases where cw,v equals zero or one. We also removed all duplication caused
by the symmetry which interchanges s1 with s2 and thus {1} with {2}.
Table 9
Affine type A1, a sample
cw,v w v
1+ 4q + 3q2 + q3 [∅, s2s1s2s1,1] [{1,2},1, s1s2s1]
1+ 4q + 3q2 + q3 [∅, s2s1s2s1, s1] [{1,2},1, s1s2s1]
1+ 4q + 3q2 + 2q3 [∅, s1s2s1s2,1] [{1,2},1, s1s2s1s2]
1+ 4q + 3q2 + 2q3 [∅, s1s2s1s2, s1] [{1,2},1, s1s2s1s2]
1+ 4q + 3q2 + 2q3 [∅, s1s2s1s2, s2] [{1,2},1, s1s2s1s2]
1+ 4q + 3q2 + 2q3 [∅, s1s2s1s2, s1s2] [{1,2},1, s1s2s1s2]
We restricted the lengths of elements of W to four and looked for large cw,v . Again we removed
duplicates. One recovers them by interchanging s1 with s2.
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Table 10
Affine type A2, sample of large cw,v
cw,v w v
1+ 6q + 5q2 [∅, s2s1s3, s1] [{1,2},1, s1s2s3]
1+ 3q + 3q2 + q3 [∅, s3s2s1,1] [{1,2,3},1, s1s3s2]
1+ 3q + 3q2 + q3 [∅, s3s2s1, s1] [{1,2,3},1, s1s3s2]
We restricted the lengths of elements of W to three.
Table 11
Type H3, sample of intermediate size cw,v for v = [D,1,1]
cw,v w
1+ 21q + 62q2 + 33q3 [{1}, s1s2s1s2s3s2s1s2s1s3s2, s1s2s1s2s1]
1+ 23q + 65q2 + 33q3 [{3}, s1s2s3s2s1s2s1s3s2, s2s3s2]
1+ 23q + 65q2 + 33q3 [{3}, s1s2s1s2s3s2s1s2s1s3s2s1, s2s1s2s3s2s1]
1+ 22q + 69q2 + 33q3 [∅, s1s2s1s2s3s2s1s2s1s3, s1s2s3s2s1]
1+ 22q + 69q2 + 33q3 [∅, s2s1s2s3s2s1s2s1s3s2, s2s3s2s1s2]
1+ 24q + 70q2 + 34q3 [{3}, s1s2s3s2s1s2s1s3s2s1, s2s3s2s1]
1+ 24q + 70q2 + 34q3 [{3}, s1s2s1s2s3s2s1s2s1s3s2, s2s1s2s3s2]
1+ 26q + 85q2 + 40q3 [∅, s2s1s2s3s2s1s2s1s3s2, s1s2s1s2s1]
1+ 26q + 85q2 + 40q3 [∅, s3s2s1s2s1s3s2s1s2s3, s1s2s3s2s1]
1+ 26q + 81q2 + 44q3 [{3}, s2s1s2s3s2s1s2s1s3s2, s1s2s3s2]
1+ 26q + 81q2 + 44q3 [{3}, s2s1s2s3s2s1s2s1s3s2s1, s1s2s3s2s1]
For some w the computation of cw,v was not feasible on our machine. Therefore, we just present
a few cw,v that were still within reach. (It gets more difficult as dim(v)− dim(w) increases.)
Note added in proof
In a recent preprint by Y. Chen and M. Dyer (On the combinatorics of B ×B-
orbits on group compactifications, J. Algebra, in press) it is shown that the Bruhat
order of Section 2 can be understood in the context of the “twisted Bruhat orders”
on Coxeter groups, introduced by M. Dyer. The Coxeter groups which appear here
are in general neither finite nor affine. The authors also prove the conjecture made
in Section 6.10.
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