Abstract-Personal data are of great interest in statistical studies and to provide personalized services, but its release may impair the privacy of individuals. To protect the privacy, in this paper, we present the notion and practical enforcement of semantic noise, a semantically-grounded version of the numerical uncorrelated noise addition method, which is capable of masking textual data while properly preserving their semantics. Unlike other perturbative masking schemes, our method can work with both datasets containing information of several individuals and single data. Empirical results show that our proposal provides semantically-coherent outcomes preserving data utility better than non-semantic perturbative mechanisms.
I. INTRODUCTION
Data of individuals arising from surveys or electronic records are of great interest for public and private organizations. The publication of this information allows conducting a variety of statistical studies, for instance, on health, education, trade preferences, living conditions or employability.
This information can be released in two main ways [1] : as macrodata, which consist of aggregated values, or as microdata, where each record details the attributes of a single individual. Unlike macrodata, microdata confer flexibility to perform a personalized analysis. However, the publication of microdata may compromise the individuals' privacy. Government agencies and current legislation on data protection emphasize the need of protecting personal data from disclosure. In this direction, a de-identification process is used to generate non-identifiable datasets. The simplest strategy of de-identification consists in removing identifying attributes, such as identity numbers or names, before releasing microdata. However, some studies [1] [2] show that combinations of certain non-identifying attributes, known as quasi-identifiers (e.g. occupation, sex, ZIP), may be linked with external data sources (e.g. voter registration) to re-identify individuals. Nowadays, the re-identification process allows data brokers to compile and aggregate individuals' information, make inferences about their habits or preferences and share the outcomes with third parties [3] .
A. Related work
To protect quasi-identifiers, different methods have been proposed within the discipline of Statistical Disclosure Control (SDC) [4] . Among them, perturbative methods are the most widespread, which include noise addition, microaggregation, rank swapping or data shuffling. These mechanisms generate a modified version of the original dataset by distorting quasi-identifying attribute values. Ideally, the masked dataset should retain its analytical utility as much as possible without disclosing confidential information or jeopardizing the individuals' privacy. Therefore, masking methods pursue a twofold objective:
• Minimize the risk of disclosure. The masking method must properly distort the quasi-identifiers to prevent linking them with external datasets.
• Minimize the information loss to maximize the analytical utility of the data. In this way, a statistical analysis on the masked dataset should not differ significantly from the same analysis on the original dataset. Many perturbative methods achieve an anonymous version of the dataset by creating groups of indistinguishable records [4] according to some anonymization property. For example, to fulfill k-anonymity [5] , masking methods build clusters of k indistinguishable records by replacing the original values of each record with the representative value of the cluster to which it belongs (e.g. cluster mean). These methods should receive a homogenous record set as input, because the larger the heterogeneity between records, the larger the information loss resulting from making them indistinguishable.
On the other hand, noise addition methods, which distort original values with random noise, are able to deal with records individually. This feature is very useful in certain scenarios, as in the online anonymization of transactional data, especially if data are generated individually via streaming. A representative example is a user performing queries to a Web Search Engine (WSE), which profiles her according to such queries to provide personalized search services, but also for marketing purposes. In this scenario, the user desires to protect the privacy of her profile with respect to the WSE while not impairing the WSE functionalities (e.g., query disambiguation [6] , query suggestion and refinement [7] ). Because the generated profiles may fully characterize the personal features of the users [8] [9] , it is desirable to add some uncertainty to the user's queries. In this regard, noise addition could create fake but plausible queries from the original ones in a controlled way. This would help to hide the real user details while preserving, as much as possible, the WSE functionalities.
Noise addition has also gained relevance in recent years, thanks to the popularization of the ε-differential privacy model [10] , whose enforcement usually relies on Laplacian noise. In this model, the outcomes are protected by making them insensitive (via random noise addition) to changes in one input record, with a probability depending on ε.
Another important consideration is the data type on which a perturbative masking method can operate. Data types can be categorized as:
• Continuous. A datum is continuous if it is numerical and admits arithmetical operations, e.g., age.
• Ordinal categorical. A datum is ordinal categorical if even though it is textual, it admits order relationships, e.g., clothing textual size. Note that arithmetic operations do not make sense with this data type.
• Nominal categorical. A datum is nominal categorycal if it is textual and does not admit neither order relationships nor arithmetic operations. Much of the information used by data brokers for categorizing individuals is of nominal type [3] , e.g., occupation, education or personal interests.
Most perturbative masking methods have been designed to deal with continuous data and, in some cases, with ordinal categorical data [4] . Unlike the previous data types, nominal categorical data are finite, discrete, textual and non-ordinal. In this scenario, it is generally not possible to carry out the arithmetical data transformations required in the masking process. Moreover, as the utility of nominal data is closely related to the preservation of their semantics [11] , data transformations require from operators that consider the meaning of words [12] .
In this sense, only the microaggregation method has been adapted to work with nominal data and obtain semanticallycoherent outcomes [13] [14] . The proposed solutions are based on exploiting the semantic knowledge modeled in ontologies. Ontologies are structures that formally describe concepts of a domain of knowledge and the relationships between them. Some ontologies are of general purpose, as WordNet [15] that tries to model knowledge of the world, and others are of specific domains, as MeSH [16] that models clinical knowledge.
Because of their mathematical roots, noise addition methods are inherently focused on numerical data [17] . However, within the context of differential privacy, some mechanisms have been proposed to deal with discrete data (either discrete numbers or categorical values): the geometric mechanism (which offers a discrete probability distribution alternative to the continuous Laplace distribution) [18] , and the exponential mechanism (which probabilistically chooses the output of a discrete function according to the input dataset and a quality criterion while preserving ε-differential privacy) [19] . However, both of them rely on the data distribution rather than on the actual semantics of the values. This makes them more suitable for discrete numerical values, rather than nominal categorical ones. From a semantic perspective, [20] suggests the adequacy of a noise addition to protect individual textual documents, but does not specify its calculation.
B. Contributions and plan
In this paper, we present the notion and practical enforcement of semantic noise, a semantically-grounded version of the numerical noise addition method, which is capable of masking nominal data while properly preserving their semantics. The contributions of our work are:
• The exploitation of the formal knowledge modeled in ontologies in order to properly capture and manage the semantics of the values to be masked during the noise addition process.
• An adaptation of the statistical operators used in the standard noise addition mechanism to the semantic domain, so that data perturbation is done in coherency with data semantics.
• A semantically-grounded algorithm to add uncorrelated noise to individual attributes, with a specific heuristic to better preserve the meaning of the data.
• A set of empirical experiments with a reference dataset and a comparison with random methods regarding the preservation of the analytical utility (semantic). The rest of the paper is organized as follows. Section II provides the background on uncorrelated noise addition. Section III describes our proposal. Section IV details the experiments and discusses the empirical results. Section V contains the conclusions and provides some lines of future research.
II. BACKGROUND ON UNCORRELATED NOISE ADDITION
Uncorrelated noise addition is a perturbative SDC method that is a priori only suitable to mask numerical data. The initial idea was proposed by Conway [21] and tested thoroughly by Spruill [22] and Kim [23] . This scheme is based on adding sequences of normally distributed random noise to attributes from an input dataset. The outcome is a masked dataset where each anonymized attribute has a mean roughly equal to the original one and a configurable proportional variance.
Following the notation used by Brand in a comprehensive survey about noise addition [17] , the input dataset X is treated as a set of p attributes (or variables), each one corresponding to a different feature of the described individual:
where X j = {x 1j , . . . , x ij , . . . , x nj } is the j-th attribute (or j-th variable) of the dataset and x ij is the value of the attribute j corresponding to the individual/record i. For masking the attribute X j , each value x ij is replaced by a noisy version z ij :
where Z j = {z 1j , . . . , z ij , . . . , z nj } is the masked attribute, X j is the original attribute and 
The factor α determines the amount of applied noise, whose value usually ranges between 0.1 and 0.5 [24] . The higher the α, the higher the masking level, and thus of privacy protection; but also, the lower the data utility. Thus, the factor α defines the trade-off between privacy protection and utility preservation. Note that if α > 0.5, more than 50% of the variation in the masked data is due to the added noise and, as a consequence, data tend to become marginal.
From the foregoing it follows that the method preserves the mean of original data and keeps the variance proportional in a factor 1+α:
In the case of masking multiple attributes, Tendick [24] and Muralidhar [25] state that, given the uncorrelated character of the method, the noise must be applied to each attribute independently. Accordingly, the method will perturb a different variable at each step without considering the noise applied to previous variables. For this reason,
that is, the covariance between any two different noise variables ε t (added to the attribute X t ) and ε l (added to the attribute X l ) is zero, which means that correlations between masked variables are not preserved. As a result, the method is suitable for statistical analysis over attributes but not over records.
III. SEMANTIC UNCORRELATED NOISE ADDITION

METHOD
In this section, we propose a semantically-grounded method to mask nominal attributes of a dataset. The method uses uncorrelated noise addition in combination with the semantic knowledge provided by an ontology. Its operation is based on replacing the original values (i.e., textual terms) of each attribute by other concepts from the same taxonomic domain, which are as semantically distant as the random noise calculated from a specific normal distribution. In this manner, original terms are replaced by semantically similar ones, whose similarity is proportional to the desired privacy protection level. In our approach, data utility is preserved because the semantically-oriented mean and variance measures we define and use during the noise addition process carefully consider the meaning of the data. In Section III.A we present the notion of nominal domain based on an underlying ontology and discuss which semantic distance measures are suited to compare terms. Section III.B defines a semantic version of the statistical operators used in uncorrelated noise addition. Section III.C proposes an algorithm to mask nominal datasets through uncorrelated noise addition.
A. Ontology-based domain
Unlike numerical data, the domain of nominal data is finite, discrete and non-ordinal. This domain can be expressed either as an unstructured term list or as a hierarchically structured set of concepts in an ontology. The former case omits data semantics and, as a consequence, the masking process over nominal attributes may produce outcomes with a significant information loss. The latter case takes into account the meaning of nominal data thanks to the semantic knowledge provided by an ontology. An ontology is a structured knowledge source that explicitly and consensually represents the concepts and the semantic interrelations of a domain [26] . Its structure is a directed graph in which concepts are interrelated mainly by means of taxonomic links (is-a) and, in some cases, non-taxonomic links (as partof) [27] . By relying on ontologies, operations performed over nominal attributes can exploit the modeled semantic relationships between concepts to provide results that are semantically coherent with the original terms and thus, better preserve the utility of the masked data [28] .
Our proposal uses ontologies to capture the underlying semantics of nominal data. In order to ensure the generality of the method, we only consider taxonomical relations because they are available in any ontology and constitute the backbone of the knowledge structure that ontologies provide [29] . In this context, the ontology is seen as a taxonomic tree in which concepts (nodes) are interrelated by means of is-a links (edges).
Before applying noise, our method requires of mapping terms of the input dataset to concepts in a taxonomy. Let X be a dataset with n records and p nominal attributes whose terms have been modeled in a taxonomy τ . Following the notation of Section II, we represent the attribute X j from the dataset X as X j = {x 1 , . . . , x i , . . . , x n }, where x i is the value of the individual i mapped to a concept in τ .
By applying semantic noise to mask the terms of a given attribute, it is possible to obtain new concepts from τ different from the original ones. To ensure the semantic coherence of the results, the new concepts must belong to the domain of the attribute, e.g., if the original term is a disease, the masked term must also be a disease. Thus, it is necessary to define the domain of an attribute and specify what concepts of the taxonomy τ are candidates to participate in the masking process of that attribute. Definition 1. The domain of an attribute X j , denoted by D(X j ), is defined as the set of all concepts belonging to the category of X j .
e.g., if the category of the attribute X j is disease, its domain D(X j ) is the list of all the possible diseases.
On the other hand, we define τ (D(X j )) as the minimum hierarchy extracted from τ that includes all terms in D(X j ). Many of the operations carried out in the noise addition process need to semantically compare two terms, e.g. for assessing how distinct the masked term must be from the original one according to the amount of noise that must be added. For this purpose, we use the notion of semantic distance, a function that quantifies the semantic differences between terms modeled in a taxonomy. Different functions to measure the semantic distance have been proposed in the literature [27] . A suitable semantic distance to be applied in the noise addition scenario should: i) output values normalized in the range [0..1], where the boundary value 0 represents the minimum distance, i.e. the terms are perfect synonyms or the same, and the boundary value 1 represents the maximum distance, ii) perform a linear assessment of the distance, which is suitable for the uniform distribution used to generate noise values, and iii) be computationally efficient. The ontology-based semantic similarity measure proposed by Wu&Palmer [30] fulfills the above features, provides high accuracy and presents low computational cost in comparison with other measures that deal with corpora or consider all the hyponyms of a concept [27] . According to Wu&Palmer the semantic similarity between two concepts modeled in a taxonomy is defined as follows,
where the depth of a given term c is the number of concepts linked between c and root, including themselves, and root is the top node of the taxonomy.
In the context of our proposal, the taxonomy is limited to τ (D(X j )) . Thus, c 1 , c 2 , LCS(c 1 , c 2 ) ∈ τ (D(X j )) and root is the top node of τ (D(X j )). According to definition 2, root coincides with LCS(D(X j )). As sim wp evaluates the similarity between concepts, we formulate sd wp to compute the desired semantic distance, as follows:
B. Semantic statistical operators
The masking process through uncorrelated noise addition requires the computation of two statistical measures: the mean and the variance of each attribute. In our method, these measures must be adapted to nominal data for two reasons:
• Standard arithmetical operations cannot be directly applied on nominal data.
• Measures should capture the semantics of nominal data in order to truly preserve the data utility. For the computation of the mean, we rely on the notions of semantic marginality [28] and centroid [12] . Basically, these works define that the mean of a set of concepts is the least marginal/distant concept of the set. In the context of semantic noise, we propose the following definition:
Definition 3. The mean of a nominal attribute X j is the concept c from τ (D(X j )) that minimizes the marginality with respect to X j .
where m(c, X j ) is the marginality of the term c with respect to the set X j , and is computed as the sum of the semantic distances between c and each term
Note that any term in τ (D(X j )) may be the mean of the attribute, i.e., μ Xj does not necessarily have to match a term from X j . In this manner, the set of mean candidates increases and it is possible to obtain a better approximation of the mean that, due to the inherent nature of nominal data, is discrete.
Similarly to the arithmetic variance, the variance of a nominal dataset should take into account the differences between each term of the set and the mean. From a semantic perspective, these differences are computed using semantic distances [31] .
Definition 4. The variance of a nominal attribute X j is the average of squared semantic distances between each concept x i in X j and the mean μ Xj .
where n is the number of terms in X j .
C. Semantic noise addition
Thanks to the availability of a semantic distance measure that fulfills our requirements (Section III.A) and the semantically-grounded versions of the mean and variance measures (Section III.B), we can now adapt the noise addition method to nominal data. By doing so, our method aims the following purposes in order to minimize the loss of semantics of the masking process: i) to preserve, as much as possible, the mean of the original data, ii) to obtain a data dispersion proportional to the variance of the original data and the noise magnitude, and iii) to replace original values by masked terms within a semantic distance coherent with the desired distortion level.
In the numerical domain, arithmetical noise/error represents a magnitude to be added/subtracted from the original values. Thus, this error represents the numerical distance between the original and masked values. Likewise, in the semantic domain, error values should correspond to semantic distances. These distances are used to replace the original terms by other concepts in the underlying taxonomy that are as semantically distant as defined by the error magnitude. To preserve the analytical utility of the data, after adding noise to an attribute, the mean shall remain the same. In the numerical domain, if a positive error is added to an original value greater (lower) than the mean, the new value will get away from (closer to) the mean in the same magnitude; on the contrary, if the error is negative, the new value will get closer to (away from) the mean. Since the error is normally distributed around zero, the magnitude of the accumulated additions and subtractions with respect to the mean will compensate each other, thus keeping the value of the mean. However, nominal data presents an issue: it lacks a total order, i.e., there are as many orders as reference points, which could be any concept in the taxonomy. As a consequence, if we move away a certain distance from a concept, we cannot guarantee that we will be also closer to or farther from the mean concept with the same distance. Thus, if we use the original terms as reference points to apply the error values/semantic distances, we will respect the absolute errors regarding such values, but we cannot ensure that the mean will be preserved.
To solve this issue, we propose an interpretation of the error sign that guides the replacement of terms in the masking process towards the preservation of the mean:
• If the error i is positive, the concept c in τ (D(X j )) that will replace the original term x i must be farther from the mean than x i , i.e., sd(c, μ Xj ) > sd(x i , μ Xj ).
• If the error i is negative, the concept c in τ (D(X j )) that will replace the original term x i must be closer to the mean than x i , i.e., sd(c, μ Xj ) < sd(x i , μ Xj ).
The idea behind this strategy is to balance the number of movements towards and away from the mean. Since the magnitude of the positive and negative errors should be equivalent, this strategy will tend to preserve the mean.
As it was stated in Section II, to mask a multivariate dataset of p nominal attributes through uncorrelated noise, the noise addition method must be applied to each attribute independently.
Formally, the data masking algorithm is shown in Algorithm 1. First, the taxonomy τ (D(X j )) associated to the domain of the attribute X j is obtained from τ following the procedure detailed in Section III.A. After that, the terms of X j are mapped to concepts of τ (D(X j )). In lines 4 and 5, the semantic mean μ Xj and the variance σ 2 Xj of X j are computed by using (10) and (12) . Then, according to Section II, we generate the noise sequence consisting on n = |X j | random numbers ε j = { 1 , . . . , i , . . . , n } that follows a normal distribution with mean 0 and variance σ 
for all x i in X j do
9:
if i = 0 then 10:
else if x i matches the mean μ Xj then 12:
else if i is positive then 14:
else if i is negative then 16:
end if 18: end for 19: end for 20: return Z In order to compute the masked terms z i , we add the noise to each original term x i by replacing them by a concept c in τ (D(X j )), whose semantic distance computed by using (9) ideally matches the error magnitude | i |, i.e. sd(c, x i ) = | i |, and gets closer to or away from the mean μ Xj according to the sign of i . However, as nominal values are discrete, it may happen that there is not a concept at the exact required distance. In such case, the method selects the concept that, while exceeding the error magnitude, minimizes its distance with x i . At this step, the error sign interpretation proposed above is used (line 14 when i is positive and line 16 when i is negative). Obviously, if i is zero, the masked term z i is exactly x i . Finally, when x i matches μ Xj , the masked term z i is just the concept c in τ (D(X j )) that minimizes its distance with x i (line 12).
In any case, if a concept c in τ (D(X j )) with sd(c, x i ) ≥ | i | does not exist (i.e., we cannot get farther enough within τ (D(X j ))), then we select the term that best approximates the condition. Because of this and due to the need to discretize error values, the accuracy of the noise-added outcomes would depend on the size and granularity of the underlying taxonomy.
IV. EXPERIMENTS
In this section, we evaluate the semantic noise addition method proposed in Section III and compare its results with two non-semantic methods based on data randomization and data distribution:
• A naïve randomization, in which original values are randomly replaced by other values of the same dataset.
• A probabilistic randomization, in which the probability of selecting a value as a replacement corresponds to the probability of appearance of that value in the sample. Because the distribution of the data is considered during the randomization, the outcome will better preserve the statistical features of the data.
In the experiments, we have used the nominal attribute Occupation from the Adult Census dataset, which is publicly available in the UCI repository [32] . The attribute describes the occupation of a set of 30,242 individuals, after removing records with missing values. The 14 textual values of the attribute have been mapped to concepts from the WordNet ontology [15] . After mapping, the distribution for the attribute occupation is X j = {protector (644) (6) , factory worker (1966) , housekeeper(143)}. According to the semantic statistical measures proposed in Section III.B, the mean of the sample is μ Xj = employee (since values are quite balanced among the different categories, the mean of the sample tends to be a general concept of the taxonomy) and the variance is σ To quantify the accuracy of the noise-added masked results, we have considered the following semantic metrics:
1) The semantic distance (9) between the mean of the masked sample and of the original sample. A value of 0 indicates that the mean has been perfectly preserved during the masking process.
2) The absolute difference between the actual variance of the masked sample and the expected variance after adding noise (4). In our method, the latter is a function of the original variance σ 2 Xj and the parameter α.
3) The root mean square error (RMSE), measured as the root average square semantic distance between original and masked value pairs. This measures the overall loss of semantics in the masked sample, which should be similar to the target error resulting from the desired magnitude of noise to be added.
Results for these metrics are presented by our method for different values of α in Table I . Since α determines the amount of applied noise, the higher the α, the higher the RMSE, and thus the masking level. In all cases, the mean of the masked dataset is preserved regardless of the value of α. The difference between the variance of the masked attribute and the expected variance is maintained around a 20-30% of the parameter α. For nominal data, it would be in general difficult to achieve a null difference because of i) the need to discretize noise-added values to concepts in the underlying taxonomy, and ii) the limited scope of the taxonomy, which may result in truncated values. On the other hand, the actual RMSEs show that our method is able to appropriately adapt the distortion process to the configured magnitude of the error (target RMSEs, that are, the mean errors of the noise sequences) and thus, to the desired privacy protection level (i.e., in all cases, the actual RMSE is greater or equal to the target RMSE). The small difference between actual and target RMSEs are caused again by the need to discretize error values. This difference tends to be higher for small values of α because, when the error components i are small, the relative effect of the discretization is more apparent over the absolute magnitude.
In Table II , we compare the accuracy of our approach with the random methods introduced above. For the purpose of a fair comparison, we set the error magnitude for our method to the maximum reasonable value (α = 1), trying to match the degree of perturbation added to the values by random methods. However, we can see that the random methods tend to add a significantly larger amount of noise, which is also non-configurable. From the evaluation metrics, we can see that the naïve randomization provides the worst results, with a significant perturbation of the mean of the masked sampled. The probabilistic randomization, on the other hand, shows a behavior that is more similar to that of our method. In this case, the small spectrum of values in the dataset (14 occupation categories) and the large and even balance of repetitions among the categories configure a favorable scenario for methods based on data distributions. In order to evaluate the methods with a relatively finer grained and less balanced dataset, we extracted a small sample of 100 records from the attribute Occupation with the following distribution X j = {craftsman(46), cleaner (20) , farmer (12) , technician (22) }. The mean is μ Xj = craftsman (i.e., a specific value rather than a general concept) and the variance is σ 2 Xj = 0.13. Evaluation results are depicted in Tables III and IV. From Table III , we now observe a greater variability with regard to the preservation of the mean, according to the value of α. In any case, the difference between the original and masked means is small for our method. On the other hand, in Table IV , the naïve and probabilistic methods show a significantly larger discrepancy for the mean. Moreover, now, the actual RMSEs of the naïve and probabilistic methods are very similar to that of our method; i.e., all the methods are introducing a similar degree of distortion/protection to the data but our method is able to better preserve the semantic features of the sample. We have presented a method to mask nominal data with semantic noise, which offers a semantically-grounded alternative to the classic uncorrelated noise addition. Unlike other perturbative methods, our method is able to deal with records individually, which is especially useful in the online anonymization of transactional data originated via streaming. In comparison with noise addition methods based on data distributions, our proposal is able to better preserve the data utility by exploiting the formal semantics modeled in ontologies, and by replacing the original concepts by semantically similar ones according to a controllable (i.e., parameterized) level of protection. It is also important to note that the core of our method (i.e., the mapping of values to ontological concepts and the semantically-grounded replacement of noise-added values) is not linked to a specific noise distribution or privacy model and thus, it can also be applied to other noise-based mechanisms, such as Laplace noise, which is widely used to enforce ε-differential privacy.
As future work, we plan to further develop the heuristic that guides the masking process so that we can either optimize the preservation of a particular statistic (e.g., the average error or the mean), in case data utility strongly depends on that statistic, or to achieve the best balance between all of them. For correlated multivariate datasets, we also plan to adapt other noise addition mechanisms that are able to preserve the correlations between attributes. Finally, we also plan to use the Laplace probability distribution instead of the Normal one, so that we can offer a semanticallycoherent differential privacy enforcing mechanism, embrace its robust and a priori privacy guarantees, and compare our results with the geometric and exponential mechanisms. 
