Zero-energy bound state at the interface between an $s$-wave
  superconductor and a disordered normal metal with repulsive electron-electron
  interactions by Reeg, Christopher R. & Maslov, Dmitrii L.
Zero-energy bound state at the interface between an s-wave superconductor and a
disordered normal metal with repulsive electron-electron interactions
Christopher R. Reeg and Dmitrii L. Maslov
Department of Physics, University of Florida, P. O. Box 118440, Gainesville, FL 32611-8440, USA
(Dated: October 13, 2018)
In recent years, there has been a renewed interest in the proximity effect due to its role in
the realization of topological superconductivity. Here, we study a superconductor–normal metal
proximity system with repulsive electron-electron interactions in the normal layer. It is known that
in the absence of disorder or normal reflection at the superconductor–normal metal interface, a
zero-energy bound state forms and is localized to the interface [Fauche`re et al., Phys. Rev. Lett.
82, 3336 (1999)]. Using the quasiclassical theory of superconductivity, we investigate the low-energy
behavior of the density of states in the presence of finite disorder and an interfacial barrier. We find
that as the mean free path is decreased, the zero-energy peak in the density of states is broadened
and reduced. In the quasiballistic limit, the bound state eliminates the minigap pertinent to a
noninteracting normal layer and a distinct peak is observed. When the mean free path becomes
comparable to the normal layer width, the zero-energy peak is strongly suppressed and the minigap
begins to develop. In the diffusive limit, the minigap is fully restored and all signatures of the bound
state are eliminated. We find that an interfacial potential barrier does not change the functional
form of the density of states peak but does shift this peak away from zero energy.
I. INTRODUCTION
Some time ago, Fauche`re et al.1 showed that in the
highly idealized limit of no disorder and perfect trans-
mission, a zero-energy bound state arises at the in-
terface between an s-wave superconductor and a nor-
mal metal with repulsive electron-electron interactions.
The one-dimensional analog of this effect is the zero-
energy peak in the density of states of a Luttinger-liquid
quantum wire in proximity to a superconductor2 and,
even in the absence of a superconductor, of a Luttinger
liquid with spatially modulated strength of the repul-
sive interaction.3,4 The (higher-dimensional) zero-energy
state was originally invoked as an explanation of reen-
trant paramagnetism observed by Visani et al. in normal-
metal coated superconducting cylinders;5 however, al-
ternative explanations of this effect within the single-
particle picture have also been suggested (see Ref. 6 for
a review). To the best of our knowledge, there has yet to
be a direct experimental observation of the zero-energy
peak at a superconductor-normal metal interface; this
peak is distinct from the well-known phenomenon of re-
flectionless tunneling, which produces a zero-bias peak
in the conductance7–9 but not in the density of states.10
It has even been suggested that such a peak is an ar-
tifact of the quasiclassical approximation and does not
occur at all in the fully quantum-mechanical treatment
of the problem.11 Relatedly, the most convincing experi-
ments to date involving the search for Majorana fermions
have shown a zero-energy peak in the density of states at
the interface between a topological superconductor and
normal metal;12–15 these developments thus necessitate
a better understanding of the non-Majorana zero-energy
state as well.
In this paper, we study the zero-energy bound state
in a more realistic context. In particular, we study how
disorder and finite normal reflection (in addition to An-
dreev reflection) at the superconductor–normal metal in-
terface affect the low-energy behavior of the local den-
sity of states. We show that impurity scattering eventu-
ally transforms a zero-energy singularity in the density
of states in the ballistic limit into a hard mini-gap in
the diffusive limit. The zero-energy peak is quite sensi-
tive to disorder; our solution of the Eilenberger equations
shows that the peak is severely suppressed compared to
the ballistic case even if the mean free path (`) is five
times longer than the normal metal thickness (d). When
` = d, the peak is barely discernible. This may explain
why the peak has not been observed by scanning tun-
neling microscopy on junctions between superconductors
and conventional metals, as thin metallic films are in-
evitably disordered. On the other hand, normal reflection
at the interface shifts the zero-energy peak in the den-
sity of states to a finite energy but does not smear the
peak. Nevertheless, the amplitude of the peak is reduced,
as normal reflection suppresses the pairing amplitude in-
duced in the normal metal. We also address the claim
of Ref. 11 that no zero-energy bound state arises in this
system if one solves the Bogoliubov–de Gennes (BdG)
equation directly, without invoking the quasiclassical ap-
proximation. We do find the zero-energy peak by solving
the BdG equation.
A normal metal (N) placed in good contact with a su-
perconductor (S) inherits superconducting correlations
expressed through a nonvanishing pairing amplitude,
F (x) = 〈ψ↑(x)ψ↓(x)〉, where x is the coordinate perpen-
dicular to the SN interface. However, electron-electron
interactions are required for the normal metal to inherit
a non-zero pairing potential, ∆(x) = −λ(x)F (x), with
λ the electron-electron interaction coupling. The cou-
pling λ can take positive values (repulsive interaction)
or negative values (attractive interaction) in the normal
metal, depending on the balance between Coulomb repul-
sion and phonon-mediated attraction. It was first noted
ar
X
iv
:1
40
5.
09
18
v2
  [
co
nd
-m
at.
me
s-h
all
]  
11
 Ju
l 2
01
4
20
F(x)
x
S N
0
∆(x)
x
S N
FIG. 1. (Color online) The pairing amplitude F (x) (left
curve) and pairing potential ∆(x) (right curve) profiles near
the (ideal) interface between a superconductor and a normal
metal with repulsive electron-electron interactions (λN > 0).
by de Gennes that repulsive interactions in the normal
metal induce a sign change in ∆(x) at the SN interface.16
Generic spatial profiles of the pairing amplitude and pair-
ing potential are sketched in Fig. 1.
Any infinite system with a pairing potential that has
opposite signs at x = ±∞ will harbor a zero-energy
bound state.17,18 To see this in the context of an SN
proximity system, we start with the BdG equation,19[
H0τˆ3 + ∆(x)τˆ1
]
ψˆE(k⊥, x) = EψˆE(k⊥, x), (1)
where H0 = −∂2x/2m + k2⊥/2m − µ, ψˆE(k⊥, x) =
[uE(k⊥, x), vE(k⊥, x)]T is a particle-hole spinor wave
function with energy E, and τˆi are Pauli matrices in
Nambu space. The pairing potential ∆(x) is taken to
be a real function. In the quasiclassical approxima-
tion, the wave function is represented as a product of
a rapidly oscillating factor and a slowly varying envelope
function: ψˆE(k⊥, x) → φˆE(kF,⊥, x) exp(ikF,xx), where
k2F,⊥ + k
2
F,x = k
2
F . If the second derivative of φˆ is ne-
glected, Eq. (1) simplifies to the Andreev equation,20[−ivx∂xτˆ3 + ∆(x)τˆ1]φˆE(vx, x) = EφˆE(vx, x), (2)
where vx = vF · xˆ. The special property of Eq. (2) is
that it admits a bound state solution at E = 0 if the
pairing potential changes sign at the SN interface. For
definiteness, let us consider a semi-infinite superconduc-
tor (x < 0) in contact with a semi-infinite normal metal
(x > 0). Then the solution to Eq. (2) at E = 0 that is
bounded in both the superconductor and normal metal
is given by
φˆ0(vx, x) = C
(
1
i
)
exp
[
1
vx
∫ x
0
∆(x′)dx′
]
. (3)
Here, vx is taken to be positive and C is a normaliza-
tion constant. For x→ −∞ (i.e., deep into S), the wave
function decays exponentially. Because the pairing po-
tential decays into the normal metal as ∆(x) ∝ −λN/x
far from the SN interface at zero temperature21 (this will
be discussed in more detail in Sec. II), the envelope of the
wave function decays as a power law, φˆ0(vx, x) ∝ 1/xβ for
specularly reflecting
surface
perfectly transmitting
interface
S N
d
x
FIG. 2. Cross section of SN proximity geometry. Interface
located at x = 0 is taken to be perfectly transmitting through-
out most of the paper, while vacuum-normal metal boundary
at x = d is assumed to be specularly reflecting. System is
infinite in both the y and z directions.
x→ +∞ (i.e., deep into into N), with exponent β ∝ λN .
Thus, based on the quasiclassical argument, we expect
there to be a zero-energy bound state localized to the
interface between a superconductor and a normal metal
with repulsive interactions. Note that the very existence
of the bound state does not depend on any details of the
functional form of ∆(x) other than that it must change
sign somewhere between S and N. This point will be im-
portant in Sec. VI, where we go beyond the quasiclassical
approximation.
The remainder of the paper is organized as follows. In
Sec. II, we review the quasiclassical formulation of super-
conductivity as it pertains to the problem at hand. We
then solve the quasiclassical equations analytically using
a simple step-function model for ∆(x) and calculate the
local density of states in Sec. III. In particular, we solve
this model in the ballistic limit assuming perfect trans-
mission at the SN interface in Sec. III A, we consider
the effects of a tunnel barrier in the ballistic limit in
Sec. III B, and we discuss the diffusive limit in Sec. III C.
In Sec. IV, impurity scattering is taken into account and
a fully self-consistent calculation of both the pairing po-
tential and the local density of states is presented for
various values of mean free path. Our numerical meth-
ods are discussed in Sec. IV A, while the results of the
calculation are given in Sec. IV B. Finite temperatures
are discussed in Sec. V. In Sec. VI, we show numerically
that the zero-energy bound state can be obtained from
nonquasiclassical methods as well. Our conclusions are
given in Sec. VII.
II. QUASICLASSICAL THEORY
Throughout the remainder of this paper, we consider a
semi-infinite superconductor, located at x < 0, in contact
with a normal metal of thickness d, located at 0 < x < d
(Fig. 2). Both materials are infinite in the directions
transverse to the SN interface. We assume that the
vacuum-normal metal boundary is specularly reflecting,
and throughout most of the paper we take the SN inter-
face to be perfectly transmitting. However, in Sec. III B
we do allow for interfacial scattering.
Assuming (as in Sec. I) that the Green’s functions vary
3slowly on the Fermi wavelength scale and integrating out
the momentum dependence of the Gor’kov Green’s func-
tions (which has the effect of projecting k → kF ) allows
one to rewrite the Gor’kov equations22 in a greatly sim-
plified form. These simplified equations are the Eilen-
berger equations,23 which can be expressed compactly as
a single matrix equation,
− vx∂xgˆ(vx, ω, x) =
[
ωτˆ3 + ∆(x)τˆ1 + σˆ(ω, x), gˆ(vx, ω, x)
]
.
(4)
In Eq. (4), gˆ is a 2 × 2 quasiclassical matrix Green’s
function containing both normal (diagonal) and anoma-
lous (off-diagonal) components, gˆ = gτˆ3 + f(τˆ1 + iτˆ2) +
f†(τˆ1 − iτˆ2), [Aˆ, Bˆ] = AˆBˆ − BˆAˆ, and σˆ(ω, x) is a matrix
self-energy due to impurity scattering. The Green’s func-
tions obey the normalization condition gˆ2(vx, ω, x) = 1ˆ.
The self-consistency condition on the pairing potential
is given by
∆(x) = −piλ(x)N0
∫
dω
2pi
〈f(vx, ω, x)〉 , (5)
where N0 = mkF /2pi
2 and 〈· · ·〉 = ∫ 1−1 dζ/2 denotes
an angular average over the Fermi surface. Here, we
introduce the shorthand notation ζ = vx/vF . Using
the anomalous Green’s function f(vx, ω, x) in the non-
interacting case (i.e., λN = 0), it is straightforward to
show from Eq. (5) that the pairing potential decays as
∆(x) ∼ −λNN0vF /x for x  ξS , where ξS is the coher-
ence length of the superconductor.
Impurity scattering gives rise to a self-energy σˆ(ω, x)
that must be calculated self-consistently. In the Born
approximation, the self-energy is expressed as
σˆ(ω, x) =
vF
2`
〈gˆ(vx, ω, x)〉 , (6)
where ` is the mean free path. The local density of states
(LDOS) is given by
N(E, x) = N0Re
[〈
gR(vx, E, x)
〉]
, (7)
where the retarded Green’s function gR(vx, E, x) is found
by continuing ω → −iE + δ. Further details about the
self-consistent calculation of the self-energy are discussed
in Sec. IV.
III. STEP MODEL FOR ∆(x)
We first show analytically how the expected zero-
energy state occurs in this system. To this end, we ap-
proximate the pairing potential by a step function (see
Fig. 3),
∆(x) =
 ∆S , x < 0,−∆N , 0 < x < d. (8)
This approximation allows us to solve Eq. (4) in both the
ballistic and diffusive limits. This model was analyzed
FIG. 3. (Color online) Step model for ∆(x).
previously in the ballistic limit by Fauche`re et al.;1 for
the sake of completeness, we will review some of those
results as well as add the effects of a potential barrier
at the SN interface. In particular, we obtain an analytic
form of the density of states at all energies and at any
point within N, and extract an explicit form of the peak
near E = 0. We will also study the diffusive limit within
this model.
A. Ballistic Limit without Interfacial Barrier
We first consider the ballistic limit (` → ∞) and as-
sume perfect transmission of the SN interface, in which
case Eq. (4) is readily solved in both the S and N regions:
gˆN (±vx, ω, x) = 1
ΩN
[
A1(ωτˆ3 −∆N τˆ1)+
+A2(∆N τˆ3 + ωτˆ1 ∓ iΩN τˆ2)e2ΩNx/|vx|+
+A3(∆N τˆ3 + ωτˆ1 ± iΩN τˆ2)e−2ΩNx/|vx|
]
,
gˆS(±vx, ω, x) = 1
ΩS
[
(ωτˆ3 + ∆S τˆ1)+
+B(∆S τˆ3 − ωτˆ1 ± iΩS τˆ2)e2ΩSx/|vx|
]
,
(9)
where Ω2N(S) = ∆
2
N(S) + ω
2. This form of the solu-
tion is chosen so as to explicitly satisfy the symmetries
of the Eilenberger equation, f(vx, ω, x) = f
†(−vx, ω, x)
and g(vx, ω, x) = g(−vx, ω, x). The coefficients are
determined by enforcing suitable boundary conditions.
Specular reflection at the vacuum–N boundary requires
gˆN (vx, ω, d) = gˆN (−vx, ω, d), and perfect transmission
at the SN interface implies gˆS(vx, ω, 0) = gˆN (vx, ω, 0).
In the limit of both ω and ∆N being much smaller than
∆S , the normal Green’s function can be expressed as
gN (vx, ω, x) =
ω
ΩN
ΩN sinhχ−∆N coshχ+ ∆N cosh(χx˜)
ΩN coshχ−∆N sinhχ ,
(10)
where we have defined
χ = 2ΩNd/|vx| (11)
and
x˜ = 1− x/d. (12)
4After analytic continuation, the retarded Green’s func- tion has a non-zero real part due to its poles. Focusing
only on energies E > 0,
Re gRN (vx, E, x) = pi
(
sinhχ− ∆N
ΩN
coshχ+
∆N
ΩN
cosh(χx˜)
)
δ(χ− χ¯)θ(∆N − E)
+ pi
∑
n
(
sinχ+
∆N
ΩN
cosχ− ∆N
ΩN
cos(χx˜)
)
(−1)nδ(χ− χn)θ(E −∆N ),
(13)
where we have defined
χ¯ = tanh−1(ΩN/∆N ); (14a)
χn = tan
−1(ΩN/∆N ) + npi. (14b)
(It is understood that now Ω2N = ∆
2
N − E2 for E < ∆N
and Ω2N = E
2 −∆2N for E > ∆N .) The sum in Eq. (13)
runs over all n > (2ΩNd/vF − χ0)/pi.
To determine the form of the LDOS near zero energy,
we expand in the limit E  ∆N . Changing the angular
integration variable from ζ to χ, we rewrite the LDOS as
N(E, x) =
2piN0∆Nd
vF
∫ ∞
2∆Nd
vF
dχ
χ2
(
−e−χ+
+ cosh(χx˜)
)
δ
(
χ− ln[2∆N/E]
)
.
(15)
If (∆N/E)
x˜  1, we can neglect exp(−χ) compared to
exp(χ). Expanding further in this limit, the integral in
Eq. (15) evaluates to
N (E, x) =
piN0∆Nd/vF
ln2(2∆N/E)
(
2∆N
E
)x˜
. (16)
Equation (16) describes a singularity in the LDOS at zero
energy due to the presence of the bound state, the ampli-
tude of which is determined by the parameter ∆Nd/vF .
While this singularity is present everywhere inside the
normal metal, it weakens away from the SN interface.
Note also that the singularity is integrable at any x due
to the 1/ ln2E factor.
Due to the particularly simple form of the Green’s
function in Eq. (13), the LDOS can be determined ana-
lytically for all energies:
N(E, x) =
2piN0d
vF
[−E + ∆N cosh(χ¯x˜)
χ¯2
θ(∆N −E)θ(χ¯− 2ΩNd/vF ) +
∑
n
E − (−1)n∆N cos(χnx˜)
χ2n
θ(E −∆N )
]
. (17)
The only free parameter which enters Eq. (17) is
∆Nd/vF . In addition to controlling the amplitude of
the zero-energy peak, this parameter determines the be-
havior of the LDOS for energies in the vicinity of ∆N . If
2∆Nd/vF < 1, then χ¯ > 2ΩNd/vF and the LDOS is non-
zero for all energies E < ∆N . If instead 2∆Nd/vF > 1,
a gap forms at energies for which χ¯ < 2ΩNd/vF . The
LDOS at various positions within the normal metal is
plotted in Fig. 4, with ∆Nd/vF = 0.3. For all x > 0,
the LDOS is discontinuous at E = ∆N ; for more de-
tails about the behavior for energies near ∆N , see Ap-
pendix A.
Despite the limitations of this model, it does explic-
itly demonstrate the role of repulsive interactions in the
normal metal. Had the pairing potential taken a positive
sign in N, the pole in Eq. (10) would have been lost and
the LDOS would have exhibited a gap of size ∆N (i.e., N
becomes a superconductor). Furthermore, since the pref-
actor of the singularity in Eq. (16) is proportional to ∆N ,
this term does not appear in the absence of interactions.
B. Ballistic Limit with Interfacial Barrier
We now consider the effects of a potential barrier at the
SN interface. Because the quasiclassical equations de-
scribed in Sec. II are valid in describing only those prop-
erties that vary slowly on the Fermi wavelength scale,
the inclusion of a barrier that is sharp on the atomic
scale (e.g., a delta function barrier) requires some care.
Suitable boundary conditions describing barriers of this
type were derived by Zaitsev24 and Kieselmann;25 they
are given by
dˆS = dˆN ,
1−R(vx)
1 +R(vx)
[
sˆS
(
1 +
1
2
dˆS
)
, sˆN
]
= −dˆS sˆ2S ,
(18)
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FIG. 4. (Color online) Local density of states as a function
of energy in the ballistic limit and for perfectly transmitting
SN interface [Eq. (17)] at various positions x, as shown in the
legend. ∆Nd/vF = 0.3.
where R(vx) is the reflection coefficient of the interface,
dˆ = gˆ(vx, ω, 0) − gˆ(−vx, ω, 0), and sˆ = gˆ(vx, ω, 0) +
gˆ(−vx, ω, 0). Because these boundary conditions produce
a discontinuity in the Green’s function at the interface,
the normalization condition must also be explicitly im-
posed in the normal metal (see Ref. 26), gˆ2N (vx, ω, x) = 1ˆ.
In the presence of a barrier, the Green’s function in
Eq. (10) is modified to
gN (vx, ω, x) =
ω
ΩN
ΩN (1 +R) sinhχ−∆N (1−R) coshχ+ ∆N (1−R) cosh(χx˜)√(
ΩN (1 +R) coshχ−∆N (1−R) sinhχ
)2 − 4Ω2NR . (19)
[Equation (19) reduces back to Eq. (10) at R = 0, as it
should.] In order to proceed analytically, we take R to be
independent of vx. Although ∆N is treated as a parame-
ter in the step model, it is to be understood that in reality
∆N depends on R, as normal reflection weakens Andreev
reflection and thus suppresses superconducting correla-
tions in N; see further discussion of this effect at the
end of this section. In contrast to the Green’s function
displayed in Eq. (10), which contains a single pole, the
Green’s function in Eq. (19) contains branch cut singular-
ities after analytic continuation. For energies E < ∆N ,
the real part of the retarded Green’s function is non-zero
only if |ΩN (1+R) coshχ−∆N (1−R) sinhχ| < 2ΩN
√
R.
This means that the angular integral must run over only
those angles for which this inequality holds; this range of
angles is given by ζ1 < ζ < ζ2, where we define
ζ1 =
2ΩNd/vF
sinh−1
(
ΩN (1−R)
|2∆N
√
R−E(1+R)|
) ,
ζ2 =
2ΩNd/vF
sinh−1
(
ΩN (1−R)
2∆N
√
R+E(1+R)
) . (20)
We can immediately make two qualitative conclusions
about the LDOS. First, due to terms that behave as
exp(1/ζ), the angular average of the retarded Green’s
function will diverge if the lower limit of integration (ζ1)
goes to zero. This will produce a singularity in the LDOS
at an energy
E0 =
2∆N
√
R
1 +R
, (21)
which is the energy at which ζ1 → 0 (this result is also
found in Ref. 27). Second, a gap will form in this system
at energies for which ζ1 > 1. We now investigate these
two properties of the system further.
To determine the form of the singularity, we expand
for E = E0 + δE, assuming that |δE| is much smaller
than both E0 and ∆N (1−R). For ζ1, we obtain
ζ1 =
2∆Nd
vF
1−R
1 +R
1
ln
(
2 (1−R)
2
(1+R)2
∆N
|δE|
) , (22)
and, defining χ′ = 2∆Ndvx
1−R
1+R , the LDOS is given by
N(E, x) =
1 +R
1−R
∫ min{ζ2,1}
ζ1
dζ
cosh(χ′x˜)− e−χ′√
1− (1+R)24R e−2χ′
.
(23)
Provided that (∆N/|δE|)x˜  1, we can further expand
N(E, x) =
1 +R
2(1−R)
∫ min{ζ2,1}
ζ1
dζ exp(χ′x˜). (24)
This integral is dominated by the contribution from the
lower limit and can be approximated by
N(E, x) =
N0∆Nd
vF x˜
1
ln2
(
2 (1−R)
2
(1+R)2
∆N
|δE|)
) (2(1−R)2
(1 +R)2
∆N
|δE|
)x˜
.
(25)
While the presence of the barrier shifts the LDOS sin-
gularity from E = 0 to E = E0, the functional form
60.0 0.2 0.4 0.6 0.8 1.0
E/∆N
0
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FIG. 5. (Color online) Local density of states as a func-
tion of energy in the ballistic limit with a non-ideal SN
interface parameterized by reflection coefficient R = 0.05.
∆Nd/vF = 0.4; vertical dashed line corresponds to E0, as
given by Eq. (21).
of the singularity remains unchanged. A sample plot of
the density of states for R = 0.05 and ∆Nd/vF = 0.4 is
shown in Fig. 5. This plot also demonstrates an impor-
tant property of Eq. (21): even a small amount of normal
reflection at the SN interface produces a substantial shift
in the position of the LDOS singularity (compared to
∆N ) since E0/∆N ∝
√
R rather than to R itself.
For certain choices of the parameters ∆Nd/vF and R,
it is also possible to have a mini-gap in the LDOS. This
occurs if ζ1 > 1 and thus the range of integration over
ζ shrinks to zero. In particular, a gap is formed around
E = 0 if R > exp(−4∆Nd/vF ). For parameter values
∆Nd/vF . 1, the size of this gap can be well approxi-
mated by
Eg =
√
R
1−R ln(1/R)
(
∆N − vF ln(1/R)
4d
)
. (26)
This is consistent with the limiting case R→ 1, in which
case a gap of size ∆N is formed around the Fermi energy.
Additionally, a gap is formed around E = ∆N if
√
R <
2∆Nd/vF−1
2∆Nd/vF+1
, which is consistent with the limiting case
R → 0. As shown in Sec. III A, a gap forms around
∆N if 2∆Nd/vF > 1 in this limit.
While the step model is useful for describing some of
the qualitative features of the LDOS in the presence of
the barrier, it falls short quantitatively. In particular,
∆N is treated as a model parameter here, while in re-
ality it should also depend on R. For constant R, the
spatial profile of the induced pairing potential is modi-
fied to ∆(x) ∼ −λNN0vF /x × 1−R1+R for x  ξS , so that
it is suppressed as R → 1. Also, in reality R is not
independent of vx. For example, the reflection coeffi-
cient of an interface potential V (x) = V0δ(x) is given by
R(vx) = V
2
0 /(V
2
0 +v
2
x). Including these two effects would
require a fully self-consistent numerical solution in the
presence of the barrier, so we simply note the qualitative
features induced by the barrier and proceed throughout
the rest of the paper under the assumption that there is
no interface potential.
C. Diffusive Limit
While it is not possible to solve Eq. (4) analytically for
arbitrary impurity concentration, it is possible to solve
it analytically in the diffusive limit. In this limit, the
Eilenberger equation reduces to the Usadel equation,28
which in a region of constant ∆ reads
d2θ
dx2
=
2Ω
D
sin
(
θ(ω, x)− δ). (27)
In this parameterization, D = vF `/3 is the diffusion co-
efficient, δS = tan
−1(∆S/ω), and δN = − tan−1(∆N/ω).
The Green’s functions are expressed through the function
θ(ω, x) as sin θ(ω, x) = 〈f(vx, ω, x)〉 and cos θ(ω, x) =
〈g(vx, ω, x)〉. Equation (27) was solved in Ref. 29 for the
non-interacting case (∆N = 0); the solution with repul-
sive interactions is obtained along the same lines as
θN (x) = δN + 2 sin
−1
[
sin(α1/2)sn
(
−i
√
2ΩN
D
(d− x) +K[sin2(α1/2)]∣∣∣∣ sin2(α1/2))],
θS(x) = δS + 4 tan
−1
[
exp
(√
2ΩS
D
x
)
tan
(
α0 + δN − δS
4
)]
,
(28)
where α0 = θN (ω, 0)− δN , α1 = θN (ω, d)− δN , sn(u|m)
is a Jacobi elliptic function, and K(m) is the complete
elliptic integral of the first kind (see Ref. 30). The re-
maining boundary values α0 and α1 must be determined
numerically by requiring continuity of θ(ω, x) and dθ/dx
across the SN interface.
It is well known that, in the absence of interactions,
a uniform mini-gap of size Eg ∼ D/d2 forms throughout
the entire normal metal.31–33 We find similar results in
the presence of repulsive interactions, whereby the inter-
actions simply reduce the size of the the mini-gap. For
sufficiently large values of ∆N , the system becomes gap-
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FIG. 6. (Color online) Local density of states in the diffusive
limit at the superconductor/normal metal interface (x = 0)
plotted for various values of ∆N . The normal metal thickness
is d =
√
D/2∆S .
less. Nevertheless, a zero-energy peak does not occur.
The LDOS in the diffusive limit is plotted in Fig. 6 for
several values of ∆N in a system with d =
√
D/2∆S .
IV. ARBITRARILY STRONG DISORDER
In this section, we investigate how the zero-energy sin-
gularity in the LDOS transforms into a hard mini-gap
with increasing disorder. For arbitrary disorder, i.e.,
when we are neither in the ballistic limit nor in the diffu-
sive limit, Eq. (4) must be solved self-consistently using
numerical methods. We thus performed self-consistent
calculations of both the pairing potential ∆(x) and the
self-energy σˆ(ω, x), from which we obtain the Green’s
function and, eventually, the LDOS.
A. Numerical Methods
For our numerical calculations, we use the Riccati pa-
rameterization of the Eilenberger equations. In this pa-
rameterization, Eq. (4) decouples into two stable first-
order equations of the Riccati type via a transformation
of the form34
a =
f(vx, ω, x)
1 + g(vx, ω, x)
, b =
f†(vx, ω, x)
1 + g(vx, ω, x)
. (29)
In terms of these new functions, the Green’s function is
parameterized by
gˆ(vx, ω, x) =
1
1 + ab
(
1− ab 2a
2b ab− 1
)
. (30)
After applying transformation (29), the resulting Riccati
differential equations are
−vx∂xa =
(
a2 − 1)∆˜(x) + 2ω˜(x)a,
vx∂xb =
(
b2 − 1)∆˜(x) + 2ω˜(x)b, (31)
2 1 0 1 2 3 4 5
x/ξS
0.2
0.0
0.2
0.4
0.6
0.8
1.0
∆
(x
)/
∆
S
(a)
0.000 0.004 0.008 0.012
E/∆S
0
1
2
3
4
N
(E
,x
)/
N
0
(b) x=0
x=0.05ξ
x=0.25ξ
x=d
0.000 0.004 0.008 0.012
E/∆S
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
N
(E
,0
)/
N
0
(c)
`/d=100
`/d=25
`/d=5
`/d=1
FIG. 7. (Color online) (a) Spatial profile of the pairing poten-
tial ∆(x) following from a self-consistent solution of Eqs. (4)–
(6) with coupling constants λSN0 = 1 and λNN0 = −0.25 and
normal metal thickness d = 10ξS . (b) Energy dependence of
LDOS at fixed mean free path ` = 100d, shown for various
values of x. (c) Energy dependence of LDOS at fixed position
x = 0, plotted for various values of mean free path `.
where the impurity self-energy is included in the defini-
tions ω˜(x) = ω+σ11(ω, x) and ∆˜(x) = ∆(x) +σ12(ω, x).
When working with real rather than Matsubara frequen-
cies, ω is simply replaced by −iE in these definitions.
Equations (31) can be integrated in the stable direction
using the expression35
an+1 =
[∆˜− (Ω˜ + ω˜)an]e−2Ω˜h/vx − ∆˜− (Ω˜− ω˜)an
[∆˜an − Ω˜ + ω˜]e−2Ω˜h/vx − ∆˜an − Ω˜− ω˜
,
(32)
where Ω˜ = (∆˜2 + ω˜2)1/2 and h is the step size.
Because determining ∆(x) requires Matsubara fre-
quencies while determiningN(E, x) requires real frequen-
cies, we perform these two calculations in parallel. We
begin by solving Eqs. (31) in the clean, non-interacting
limit (i.e., ∆(x) = ∆Sθ(−x) and σˆ(ω, x) = σˆR(E, x) =
0), using both real and Matsubara frequencies. We then
construct the retarded and Matsubara Green’s functions
through Eq. (30) and substitute these Green’s functions
into Eqs. (5) and (6) to obtain ∆(x), σˆ(ω, x), and
σˆR(E, x). Because the retarded Green’s functions in the
clean, non-interacting limit contain poles, we perform
these angular averages analytically; for more details, see
Appendix B. Finally, we substitute the calculated func-
tions ∆(x), σˆ(ω, x), and σˆR(E, x) back into Eqs. (31)
and iterate numerically until self-consistency is achieved.
B. Results
Figure 7 summarizes the results of our self-consistent
calculation. Figure 7(a) shows the spatial profile of the
8pairing potential ∆(x), calculated with coupling con-
stants λSN0 = 1 and λNN0 = −0.25 and normal metal
thickness d = 10ξS . The profile is largely unaffected by
disorder and is shown for `/d = 100.
In the absence of interactions, disorder opens up a
mini-gap in the normal metal even in the quasi-ballistic
limit, i.e., for infinitesimally small values of 1/` (Ref. 35;
see also Appendix B). We find that in the presence of re-
pulsive interactions, the quasi-ballistic mini-gap is elimi-
nated and the zero-energy peak in the LDOS persists to
finite values of `. Figure 7(b) shows the LDOS at vari-
ous positions within the normal metal. The peak is most
pronounced at the SN interface and is localized to the
interface on a scale ξS .
Figure 7(c) shows the evolution of the zero-energy peak
with decreasing mean free path. We find that the ampli-
tude of the peak is very sensitive to disorder. The peak
remains distinct down to `/d ∼ 10, while at `/d = 5 the
peak is far less discernible. For ` ∼ d the peak is strongly
suppressed and the mini-gap, shown in Sec. III III C to
occur in the limit ` d, starts to develop.
V. FINITE TEMPERATURE
In this section, we study the sensitivity of the zero-
energy LDOS peak to finite temperature. At finite tem-
perature, the self-consistency condition on the pairing
potential becomes
∆(x) = −piλ(x)N0T
∑
ωn
〈f(vx, ωn, x)〉 , (33)
where ωn = (2n+ 1)piT are the fermionic Matsubara fre-
quencies. For T  Tc, there are now two spatial scales in
the problem: the superconducting coherence length, ξS ,
and the normal metal coherence length, ξT = vF /T  ξS
in the ballistic limit. The 1/x decay of the pairing po-
tential is cut off at ξT ; for x  ξT , when only the first
Matsubara frequency is important, the pairing potential
falls of exponentially as
∆(x) ∼ −(λNN0vF /x)e−2pix/ξT . (34)
We self-consistently calculated both the pairing poten-
tial (choosing λSN0 = 0.5 and λNN0 = −0.25) and the
LDOS in the quasi-ballistic limit (` = 100d); the results
are displayed in Fig. 8. Unlike with disorder, we find
that the zero-energy peak is rather robust to finite tem-
peratures. At T ≈ 0.17Tc there is a distinct zero-energy
peak, while even at T ≈ 0.71Tc the zero-energy peak is
not completely smeared. However, as the temperature is
increased, the zero-energy peak becomes more localized
to the SN interface.
VI. BEYOND QUASICLASSICS
Recently, an SN junction with repulsive interactions
on the N side was studied numerically by using the exact
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FIG. 8. (Color online) Energy dependence of LDOS at fixed
position x = 0 and mean free path ` = 100d, plotted at several
different temperatures. LDOS follows from a self-consistent
calculation of ∆(x) using Eq. (33); we choose λSN0 = 0.5 and
λNN0 = −0.25.
(non-quasiclassical) BdG equation.11 This study found
no evidence of a zero-energy peak in the LDOS. The au-
thors of Ref. 11 asserted that this peak is an artifact of
the quasiclassical approximation. To test this assertion,
we performed our own non-quasiclassical calculation.
We solve the BdG equation [Eq. (1)] in a finite-sized
system via numerical diagonalization, using a finite dif-
ference method to approximate the derivative and choos-
ing d = 5ξS and µ = 100∆S . Since our primary goal is
to demonstrate the existence of the zero-energy bound
state beyond the quasiclassical approximation rather
than study it in detail, we limit ourselves to a non-self-
consistent calculation for a suitable choice of the pairing
potential ∆(x). In order to emphasize the zero-energy
peak, we choose a model form of ∆(x) that exaggerates
the repulsive interaction on the N side [Fig. 9(a) inset].
The LDOS (at positive energies only) is calculated from
the BdG wave functions through
N(E, x) =
∑
n
∫
d2k⊥
(2pi)2
|un(k⊥, x)|2δ[E −En(k⊥)]. (35)
At a given value of k⊥, the wave functions are normalized
according to∫
dx
[
|un(k⊥, x)|2 + |vn(k⊥, x)|2
]
= 1. (36)
The results of the numerical calculation are displayed in
Fig. 9. We find a distinct peak in the LDOS at low
energies [Fig. 9(a)] superimposed on the usual Andreev
structure36 that exists for energies E & vF /d [Fig. 9(b)].
Not only does our numerical calculation show a zero-
energy peak, but this peak reproduces the 1/E ln2E form
predicted by Eq. (16).
We find further evidence supporting the validity of
the quasiclassical approximation by simply examining
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FIG. 9. (Color online) Local density of states at SN inter-
face, calculated using exact (non-quasiclassical) BdG equa-
tion [Eq. (1)] with d = 5ξS and µ = 100∆S . (a) Zoom of
low-energy behavior. Both the numerical results (dots) and
1/E ln2E functional form predicted by Eq. (16) (solid line)
are plotted. Inset: Model form of pairing potential ∆(x). (b)
Andreev structure of LDOS for energies E & vF /d.
the wave functions themselves. As discussed in Sec. I,
the wave function corresponding to the bound state [see
Eq. (3)] should oscillate on the scale of the Fermi wave-
length with an envelope that decays as a power law into
the normal metal and as an exponential into the super-
conductor. Figure 10(a) shows the spatial dependence of
the wave function uE(x) corresponding to the minimal
eigenvalue of Eq. (1) (the rapidly oscillating curve), cal-
culated using the profile of ∆(x) shown in Fig. 7(a) and
with µ = 100∆S and (1− k2⊥/k2F )1/2 = 0.3. We also plot
the upper component of the quasiclassical BdG spinor
φˆ0(x) given in Eq. (3) (the slowly varying curve) with
vx/vF = 0.3, which traces the envelope of the exact BdG
wave function.
Based both on the zero-energy LDOS peak that we ob-
tain by solving the full BdG equation as well as the ac-
curacy of Eq. (3) in describing the envelope of the exact
wave function, we conclude that, contrary to the asser-
tion of Ref. 11, the quasiclassical approximation does a
very good job in describing an SN junction.
VII. CONCLUSIONS
We considered the effects of impurity scattering and a
tunnel barrier on the zero-energy bound state that forms
at the interface between a conventional s-wave super-
conductor and a normal metal with repulsive electron-
electron interactions. We showed, through a combina-
tion of analytical and numerical calculations, that disor-
der weakens the zero-energy peak in the local density of
states to the point that a mini-gap develops in the diffu-
sive limit. Furthermore, an interfacial barrier shifts this
zero-energy peak to a finite energy. Additionally, we went
beyond the quasiclassical approximation to show numer-
ically that the zero-energy bound state can be obtained
through non-quasiclassical means as well. Based on the
results of this paper, we conclude that the zero-energy
local density of states peak relies strongly on both the
good quality of the sample and the SN interface.
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FIG. 10. (Color online) Spatial dependence of the (unnor-
malized) wave function uE(x) corresponding to the minimal
eigenvalue E of the BdG equation (rapidly oscillating curve).
Quasiclassical wave function [Eq. (3)] traces the envelope of
the exact wave function (slowly varying curve). Parameters:
µ = 100∆S and (1− k2⊥/k2F )1/2 = vx/vF = 0.3. For ∆(x), we
use the form shown in Fig. 7(a). Inset: Zoom of oscillations
on the Fermi wavelength scale.
As we said in Sec. I, there has been no direct experi-
mental observation of the zero-energy peak. Our study
reveals one possible reason for the lack of experimental
evidence: the zero-energy peak is very sensitive to dis-
order and can be seen only in nearly ballistic normal
metal films. On the other hand, SN junctions with N
being a conventional non-superconducting metal (silver,
gold, etc.) are typically highly disordered. One possible
solution would be to replace N by a high-mobility semi-
conductor heterostructure; however the electron (or hole)
layers in these devices are buried under the insulating cap
and thus not accessible to scanning tunneling microscopy
(STM). We propose to search for the zero-energy peak in
suspended graphene, which has quite high electron mo-
bilities ∼ 105 cm2 V−1 s−1 while also offering an ex-
posed two-dimensional surface. Furthermore, graphene
likely has repulsive interactions because it shows no ten-
dency toward intrinsic superconductivity. To focus on
the physics discussed in this paper, one needs to back-
gate the Fermi energy away from the Dirac point. In-
dependent experiments have demonstrated the feasibility
of performing STM,37 achieving ballistic transport,38 and
inducing the proximity effect39 in this material; these are
the three main criteria needed to observe the zero-energy
peak.
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Appendix A: LDOS near E = ∆N
In this appendix, we discuss in further detail the be-
havior of the LDOS at energies near ∆N in the step po-
tential model. We begin with the result from Sec. III A,
N(E, x) =
2piN0d
vF
[−E + ∆N cosh(χ¯x˜)
χ¯2
θ(∆N −E)θ(χ¯− 2ΩNd/vF ) +
∑
n
E − (−1)n∆N cos(χnx˜)
χ2n
θ(E −∆N )
]
, (A1)
where we defined χ¯ = tanh−1(ΩN/∆N ) and χn =
tan−1(ΩN/∆N ) + npi, and the sum runs over all n >
(2ΩNd/vF − χ0)/pi.
We first consider the case 2∆Nd/vF < 1, so that the
LDOS is non-zero for all energies E < ∆N and the sum
in Eq. (A1) starts at n = 0. Expanding Eq. (A1) for
E = ∆N − δE, with 0 < δE  ∆N , gives
N(E, x) =
piN0∆Nd
vF
[
(1 + x˜2) +
1
6
(−5 + x˜4) δE
∆N
]
.
(A2)
For energies E > ∆N , it is illustrative to separate the
n = 0 term in the sum,
N(E, x) =
2piN0d
vF
(
E −∆N cos(χ0x˜)
χ20
+
+
∞∑
n=1
E − (−1)n∆N cos(χnx˜)
χ2n
)
.
(A3)
Expanding the n = 0 term for E = ∆N + δE gives
E −∆N cos(χ0x˜)
χ20
=
∆N
2
(1 + x˜2) +
δE
12
(5− x˜4). (A4)
The LDOS contribution from the n = 0 term for energies
E > ∆N matches the LDOS for energies E < ∆N given
in Eq. (A2). Therefore, any discontinuities in the LDOS
at E = ∆N will arise from the terms corresponding to
n > 0. At x = 0, this contribution can be expanded as
2piN0d
vF
∞∑
n=1
E −∆N cosχ0
χ2n
=
2piN0d
3vF
δE. (A5)
Therefore, at x = 0 the LDOS is given by
N(E < ∆N , 0) =
2piN0d
vF
[
∆N − 1
3
(∆N − E)
]
,
N(E > ∆N , 0) =
2piN0d
vF
[
∆N +
2
3
(E −∆N )
]
.
(A6)
We see that the LDOS itself is continuous at E = ∆N
but experiences a kink because the slope is discontinuous
there. If x > 0, however, the contribution from terms
corresponding to n > 0 in Eq. (A3) is very different. In
this case, we expand
2piN0d
vF
∞∑
n=1
E − (−1)n∆N cos(χnx˜)
χ2n
=
2piN0∆Nd
vF
×
×
∞∑
n=1
(
1− (−1)n cos(npix˜)
n2pi2
−
√
2δE/∆N
n3pi3
×
× {2− (−1)n[2 cos(npix˜) + npix˜ sin(npix˜)]}).
(A7)
The first term in Eq. (A7) produces a discontinuity in the
LDOS at E = ∆N , while the second term determines that
the LDOS behaves as N(E, x) ∼ −N0
√
δE/∆N rather
than linearly with δE for energies E > ∆N . Both cases
x = 0 and x > 0 are displayed clearly in Fig. 4.
If instead 2∆Nd/vF < 1, then a gap forms at energies
E < ∆N and the sum in Eq. (A1) begins at n = 1.
Therefore, the LDOS at energies E > ∆N is given by
Eq. (A5) and Eq. (A7) for the cases x = 0 and x > 0,
respectively.
Appendix B: Mini-gap in a non-interacting SN
junction in the quasi-ballistic limit
Pilgram et al.35 studied numerically the formation of
a minigap in a noninteracting SN junction for arbitrary
values of the ratio d/`, where d is the thickness of the
normal film. Their results suggest that the minigap is
present for any finite d/` and its magnitude is on the
order of 1/τ = vF /` in the ballistic limit.
40 Thus, the
formation of a mini-gap is a non-perturbative effect which
must be signaled by a breakdown of the perturbation
theory in disorder. In this appendix, we demonstrate
how this breakdown occurs.
To calculate the correction to the LDOS to first or-
der in 1/`, we solve the Riccati equations with a non-
interacting step model for the pairing potential, ∆(x) =
∆Sθ(−x). In the Riccati parameterization [Eq. (30)], the
normal Green’s function can be expanded to first order
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in 1/` as
g =
1− ab
1 + ab
≈ 1− a0b0
1 + a0b0
− 2(a0δb+ b0δa)
(1 + a0b0)2
, (B1)
where a0 and b0 denote the solutions to Eqs. (31) in the
absence of disorder and δa and δb denote the first-order
corrections. Here and in the following, arguments of all
functions are dropped for brevity and all quantities are
dimensionless. All energies are given in units of ∆S , all
lengths in units of ξS , and the LDOS in units of N0 (the
LDOS of a normal metal). Because the mini-gap appears
only in the limit E → 0 for a system with 1/` → 0, we
expand all quantities in the low-energy limit.
Let us first review some of the results for a ballistic
system. The solutions to Eqs. (31) in the normal metal
are (assuming ζ > 0)
a0 = (ΩS − ω)e−2ωx/ζ ,
b0 = (ΩS − ω)e−2ω(2d−x)/ζ .
(B2)
Given these solutions, the Green’s functions in the nor-
mal metal can be constructed as
gN =
ω coshχ+ ΩS sinhχ
ΩS coshχ+ ω sinhχ
,
fN =
e2ω(d−x)/ζ
ΩS coshχ+ ω sinhχ
,
(B3)
where in the absence of interactions χ = 2ωd/|ζ|. Af-
ter analytic continuation, these Green’s functions contain
poles located at χn = tan
−1(ΩS/E)+npi. The self-energy
is calculated from the retarded Green’s functions:
σR11 =
1
2`
(
i
∫ 1
0
E cosχ+ ΩS sinχ
E sinχ− ΩS cosχdζ + pi
∑
n
2Ed
χ2n
)
,
σR12 =
1
2`
(∫ 1
0
cos(χx˜)
ΩS cosχ− E sinχdζ + ipi
∑
n
2Ed cos(χnx˜)
(−1)nχ2n
)
.
(B4)
Here, it is understood that after analytic continuation
Ω2S = 1 − E2 and χ = 2Ed/|ζ|. The sums in Eq. (B4)
run over all n > (2Ed − χ0)/pi. These are precisely the
self-energies that were put in by hand in the numerical
procedure described in Sec. IV A. The density of states is
read off from the diagonal component of the self-energy,
N = pi
∑
n
2Ed
χ2n
. (B5)
We now expand the above quantities in the limit E →
0, keeping terms to lowest order in both the real and
imaginary parts of the Green’s functions. Because g is
symmetric under ζ → −ζ and we are only interested in
calculating the LDOS, we are free to take ζ > 0. This
gives a0 = 1 + i(1 + 2x/ζ)E and b0 = 1 + i[1 + 2(2d −
x)/ζ]E. With these expansions for a0 and b0, the first-
order correction to the Green’s function can be expanded
further as
δg = −1
2
(δa+δb)+
i
2
[
δa
(
1+
2x
ζ
)
+δb
(
1+
2(2d− x)
ζ
)]
E.
(B6)
The correction to the LDOS, δN = Re 〈δg〉, is therefore
δN = −1
2
〈Re δa+ Re δb〉−
− E
2
〈
Im δa
(
1 +
2x
ζ
)
+ Im δb
(
1 +
2(2d− x)
ζ
)〉
.
(B7)
The self-energies can be expanded as σR11 = [−iE(1 −
2d lnE)+piEd]/2` and σR12 = 1/2`. We note here that all
of the above expansions are valid provided that Ed/ζ 
1. With the above expansions in hand, we continue to
calculate the first-order correction to the LDOS.
To simplify the calculation, we assume that the super-
conductor is perfectly clean. This implies a boundary
condition δa = 0 at x = 0. Given that δa  a0, the
Riccati equation in the normal metal can be linearized,
− ζ∂xδa+ 2iEδa = 2a0σR11 +
(
a20 − 1
)
σR12. (B8)
Equation (B8) admits a solution
δa = −piEdx
2ζ`
− i
2ζ`
(
−Ex+ 2Exd lnE + Ex
2
ζ
)
. (B9)
Next, we solve a similar linearized Riccati equation for
δb, subject to the specular reflection boundary condition
b = a at x = d. The solution is given by
δb = −piEd(2d− x)
2ζ`
− i
2ζ`
(
(2d− x)×
× (−E + Ed lnE) + E
ζ
(2d− x)2
)
.
(B10)
From Eqs. (B9) and (B10), we can construct the
first-order correction to the Green’s function, given in
Eq. (B6).
To find δN , one needs to integrate δg over ζ. The real
part of δg contains a singular term E2d3/ζ3`. Because
all terms were expanded in the limit Ed  ζ, we must
introduce a lower cutoff Ed in the angular integral, upon
which the corresponding contribution to δN becomes in-
dependent of E:
δN ∼
∫ 1
Ed
E2d3
ζ3`
dζ ∼ −d/`. (B11)
This term gives the leading correction to the LDOS.
The perturbation theory breaks down when this lead-
ing correction becomes of the same order as the LDOS
in the absence of impurities, N ∼ Ed. This linear form
is obtained by expanding Eq. (B5) at small energies and
represents the linear suppression of the LDOS produced
by the Andreev spectrum.36 The breakdown of the per-
turbation theory thus occurs at E ∼ 1/`. While this does
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not prove the existence of a mini-gap, it does show that
the system experiences some non-perturbative effect for
energies on a scale E ∼ 1/`, thus explaining the linear
increase in the size of the mini-gap with disorder in the
quasi-ballistic limit.
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