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Introduction
It has been proved by Li-Yau [6] and Zhong-Yang [15] that if M is an ndimensional closed manifold with nonnegative Ricci curvature, then the first non-zero eigenvalue λ of the manifold has a lower bound (1) λ ≥ π 2 d 2 .
If the Ricci curvature has a positive lower bound (n − 1)K for some positive constant K, Lichnerowicz Theorem states that
Under the same curvature assumption, Escobar [3] proved that if the compact manifold has a non-empty boundary whose the second fundamental form is nonnegative with respect to the outward normal, the the first non-zero Neumann eigenvalue of M satisfies the estimate (2) as well. It is an interesting and reasonable problem to find a unified lower bound for the compact manifolds with positive Ricci curvature in terms of the lower bound of the Ricci curvature and the diameter of the manifold. P. Li conjectured that λ ≥ π 2 d 2 + 1 2 (n − 1)K.
for the first non-zero closed or Dirichlet or Neumann eigenvalue λ. There have been some work along this line, say Yang [13] , Ling [10] . Li's conjecture for Dirichlet eigenvalue has been proved by Ling [10] .
In this paper we gives some new estimates on the lower bounds of the closed eigenvalue and Neumann eigenvalue along the line of Li's conjecture.
Throughout this paper, we let M be an n-dimensional compact manifold whose Ricci curvature has a positive lower bound, (3) Ric(M ) ≥ (n − 1)K > 0 with constant K > 0.
Let ∆ be the Laplace-Beltrimi operator of M , λ the first non-zero (closed or Neumann, which applies) eigenvalue of ∆. We want to prove the following result.
Main Theorem. If M is an n-dimensional, compact manifold that has an empty or none-empty boundary whose second fundamental form is nonnegative with respect to the outward normal. Suppose that Ricci curvature Ric(M ) satisfies (3) . Then the first non-zero (closed or Neumann, which applies) eigenvalue λ of M has the following lower bound estimate
where where d is the diameter of M and µ = 1−π 1 6(π 2 − 4) 4 3(4 − π) + 3(4 − π) 4 − 2 ≈ (0.765 · · · ) > 3/4 for n = 2 and µ = (12 − π 2 )n + π 2 − 4 π 2 for n ≥ 3.
We derive several preliminary estimates in the next section and several lemmas in Section 3. The last section is for the proof of the main theorem.
Preliminary Estimates
The first two preliminary estimates are of Lichnerowicz and Escobar. For the completeness and consistency, we derive the two below, using Li-Yau's method (see Li and Yau[6] , or Li and Treibergs [4] ).
Lemma 1. Let λ be the first non-zero (closed or Neumann, which applies) eigenvalue under the conditions in Main Theorem. Then (2) holds.
Proof. Let u be a normalized eigenfunction of the first non-zero (closed or Neumann, which applies) eigenvalue λ such that
and define a function v by
Then (5) max v = 1 and min v = −1.
The function v satisfies the following
Note that 0 ≤ a < 1. If M has non-empty boundary ∂M then v satisfies Neumann condition on the boundary,
where ν is the the outward normal of ∂M . Take an local orthonormal frame {e 1 , . . . , e n } about
Thus at all point x ∈ M ,
On the other hand, after multiplying (6) by v + a and integrating the both sides over M . When M has non-empty boundary and v satisfies Neumann condition (8), we have
That the integral on the boundary vanishes is due to (8) . Integrating (9) over M and using the above equality, we get
We want to show that ∂ ∂ν (|∇v| 2 ) ≤ 0 on ∂M . Take any x 0 ∈ ∂M . If ∇v(x 0 ) = 0, then it is done. Assume now that ∇v(x 0 ) = 0. Choose an orthonormal frame {e 1 , . . . , e n } about x 0 such that e n | x 0 is the unit outward normal vector to ∂M at x 0 . Let (h ij ) be the second fundamental form of ∂M with respect to the outward normal ν to ∂M . Now at
by the weak convexity of ∂M.
Putting this into (10), we get the Lichnerowicz-type bound (2) for the first non-zero Neumann eigenvalue. Similarly we get the bound (2) for the first non-zero closed eigenvalue by a similar argument as the above when M has no boundary, just noticing that there are no boundary terms.
Lemma 2.
Let v be the same as in (4) . Then v satisfies the following
where a is defined in (7) and b > 1 is an arbitrary constant.
Proof. Consider the function
where v is the function in (4), and where A = λ(1 + a) + ǫ in (13) for small ǫ > 0. Function P must achieve its maximum at some point x 0 ∈ M .
Suppose that x 0 ∈ ∂M . Choose an orthonormal frame {e 1 , . . . , e n } about x 0 such that e n is the outward normal to ∂M at x 0 . By (8) , v n = ∂v/∂ν = 0.
On the other hand, that P attains the maximum at the boundary point x 0 implies that P n ≥ 0.
Thus v 1 = · · · = v n−1 = 0 and ∇v = 0 at x 0 . Therefore we have the estimate
and ∇v(x 0 ) = 0, then we have the above estimate again.
Rotate the local orthonormal frame so that
Thus at x 0 we have
here we have used (14) and (3) . Therefore at x 0 ,
Thus
Finally let ǫ → 0. So in all cases we have the estimate (12) .
We proceed to improve the above bound. Define a function F by
The estimate in (12) becomes
Throughout this paper, we denote a/b by c. Define a function Z by
Then from (16) we have
For convenience, in this paper we let
We have the following theorem on the behavior of the barriers of the function Z.
then we have the following
Corollary 2. If a = 0, which is defined in (7) , and if in addition to the above conditions 1-3 in Theorem 1, z ′ (t 0 ) sin t 0 ≥ 0 and z(t 0 ) ≤ 1, then we have the following
Proof of Theorem 1. Define
This contradicts the condition 3 in the theorem. Therefore
If x 0 ∈ ∂M , then by an argument in the proof of (19), the weak convexity of M and that J(x 0 ) is the maximum would imply that ∇v(x 0 ) = 0. Thus
J(x) can be rewritten as
Thus (21) is equivalent to
and v 1i
x 0
, and ∆ cos 2 t
Putting these results into (23) we get
where we used (24). Now , we have
Therefore,
Proof of Corollary 1. By Condition 2 in the theorem, (17),
In any case the last term in the (20) is non-negative.
Proof of Corollary 2. The last term in the (20) is nonnegative.
Functions for the construction of the barriers
We study the functions that are used for the construction of the barriers.
Then the function ξ satisfies the following
,
.
Proof.
For convenience, let q(t) = ξ ′ (t), i. e.,
Equation (28) and the values ξ(± π 2 ) = 0, ξ(0) = 1 − π 2 4 and ξ ′ (± π 2 ) = ± 2π 3 can be verified directly from (27) and (31) . The values of ξ ′′ at 0 and ± π 2 can be computed via (28). By (30), (ξ(t) cos 2 t) ′ = 4t cos 2 t. Therefore ξ(t) cos 2 t = It is easy to see that q and q ′ satisfy the following equations
and (33)
The last equation implies q ′ = ξ ′′ cannot achieve its non-positive local minimum at a point in (− π 2 , π 2 ). On the other hand, ξ ′′ (± π 2 ) = 2, by equation (28), ξ(± π 2 ) = 0 and ξ ′ (± π 2 ) = ± 2π 3 . Therefore ξ ′′ (t) > 0 on [− π 2 , π 2 ] and ξ ′ is increasing. Since ξ ′ (t) = 0, we have ξ ′ (t) < 0 on (− π 2 , 0) and ξ ′ (t) > 0 on (0, π 2 ). Similarly, from the equation
we get the results in the last line of the lemma. Set
) and ξ ′ (t) t | t=π/2 = 4 3 . This completes the proof of the lemma. 
Then the function η satisfies the following
and η ′′′ (± π 2 ) = 32 15π .
Let p(t) = η ′ (t), i.e.,
Equation (36), η(± π 2 ) = ±1, η ′ (0) = 2( 4 π − 1) and η ′ (± π 2 ) = 8 3π can be verified directly. We get η ′′ (± π 2 ) = ±1/2 from the above values and equation (36). By (36), q = η ′ , q ′ = η ′′ and p ′′ = η ′′′ satisfy the following equations in (− π 2 , π 2 )
and
The coefficient of (p ′′ ) in (40) is obviously negative in (− π 2 , π 2 ) and the righthand side of (40) is also negative. So p ′′ cannot achieve its non-positive local minimum at a point in (− π 2 , π 2 ). On the other hand, p ′′ ( π 2 ) = 32 15π > 0 (see the proof below), p ′′ (t) > 0 on [− π 2 , π 2 ]. Therefore p ′ is increasing and −1/2 = p ′ (− π 2 ) ≤ p ′ (t) ≤ p ′ ( π 2 ) = 1/2. Note that p ′ (0) = 0 (p ′ is an odd function). So p ′ (t) > 0 on (0, π 2 ) and p is increasing on [0, π 2 ]. Therefore 2(4/π − 1) = p(0) ≤ p(t) = η ′ (t) ≤ p( π 2 ) = 8 3π on [0, π 2 ], and on [− π 2 , π 2 ] since p is an even function. We now show that p( π 2 ) = 8 3π , p ′ ( π 2 ) = 1/2 and p ′′ ( π 2 ) = 32 15π . The first is from a direct computation by using (38). By (36),
So p ′ ( π 2 ) = 1/2. Similarly, by (39),
Thus p ′′ ( π 2 ) = 32 15π .
Lemma 5. The function r(t) = ξ ′ (t)/η ′ (t) is an increasing function on [− π 2 , π 2 ], i.e., r ′ (t) > 0, and |r(t)| ≤ π 2 4 holds on [− π 2 , π 2 ].
Proof of the Main Theorem
Theorem 2. If µδ ≤ 4 π 2 a and a > 0 for a constant µ ∈ (0, 1], then under the conditions in Main Theorem the first non-zero (closed or Neumann, which applies) eigenvalue satisfies the following estimate
Proof.
We prove the theorem for µ = 1. For 0 < µ < 1 just replace δ by µδ in Corollary 1 of Theorem 1 and in the following argument. Let
where ξ and η are the functions defined by (27) and (35), respectively. We claim that
In fact, z(t) = 1 + cη(t) + δξ(t). By Lemma 3 and Lemma 4 we have
z ′ (t) ≥ 0 and (46)
Suppose that P > 0 Then z + P satisfies the inequality in Corollary 1 of Theorem 1. Then
This contradicts the assumption P > 0. Thus P ≤ 0 and (44) must hold. Now we have
Let q 1 and q 2 be two points in M such that v(q 1 ) = −1 and v(q 2 ) = 1 and let L be the minimum geodesic segment between q 1 and q 2 . We integrate the both sides of (49) along L from q 1 to q 2 and change variable and let b → 1. Then
Square the two sides. Then
where we used the facts that 
For the case 0 < µ < 1, we replace δ by µδ in the above argument. Then we get , then under the conditions in Main Theorem the first non-zero (closed or Neumann, which applies) eigenvalue satisfies the following estimate
Take b > 1 close enough to 1 so that δ > 4 π 2 c, where c = a/b and and where ξ and η are functions defined in (27) and (35) respectively. Let
We prove that Z(t) ≤ z(t).
If it is not true, then there exists a constant P > 0 and t 0 such that
Then Z(t) ≤ w(t) and Z(t 0 ) = w(t 0 ). So w satisfies (20).
We used (28), (29), (36) and (37) in the above inequality. Thus
The righthand side is not positive as t 0 ≥ 0, by Lemmas 3 and 4. Thus t 0 < 0.
By Lemmas 3 and 4, 2
Note that the function f (t) = t + 1 t − 2 achieves it maximum on [A, B] not containing 0 at an endpoint. Therefore
We now show that m > 0.
If it is not true, then there exist t 0 and constant P such that P = Z(t 0 )−[1+cη(t 0 )] = max (Z(t) − [1 + cη(t)]). Thus 1+cη+P satisfies the inequality in Corollary 1 of the Theorem 1. Therefore
η ′′ (t 0 ) cos 2 t 0 − η ′ (t 0 ) cos t 0 sin t 0 + 1 + c sin t 0 − 2δ cos 2 t 0 = 1 + η(t 0 ) − 2δ cos 2 t 0 ≤ 1 + η(t 0 ).
Theorem 5. If a = 0, then under the conditions in Main Theorem the first non-zero (closed or Neumann, which applies) eigenvalue satisfies the following estimate (59) λ ≥ π 2 d 2 + 1 2 (n − 1)K.
Proof. Let
(60) y(t) = 1 + cos 2 t + 2t cos t sin t + t 2 − π 2 4 cos 2 t δ Then y(t) = 1 + δξ. Then by Lemma 3, for − π 2 < t < π 2 , we have 1 2
y ′′ cos 2 t − y ′ cos t sin t − y = 1 + 2δ cos 2 t, (61) y ′ (t) sin t ≥ 0, and (62) y(± π 2 ) = 1 and 0 < y(t) < 1.
We need only show that Z(t) ≤ y(t). If it is not true, then there is t 0 and a number P > 0 such that P = Z(t 0 ) − y(t 0 ) = max Z(t) − y(t). So y + P satisfies the inequality in the Corollary 2 in the Theorem 1. Therefore y(t 0 ) + P = Z(t 0 ) ≤ 1 2 (y + P ) ′′ (t 0 ) cos 2 t 0 − (y + P ) ′ (t 0 ) cos t 0 sin t 0 + 1 − 2δ cos 2 t 0 = 1 2 y ′′ (t 0 ) cos 2 t 0 − y ′ (t 0 ) cos t 0 sin t 0 + 1 − 2δ cos 2 t 0 = y(t 0 ).
This contradicts the assumption P > 0. The rest of the proof is similar to that of Theorem 2, just noticing that δ ≤ n−1 2n < 1 2 < 4 π 2 −4 . Proof of the Main Theorem. If a = 0, we apply Theorem 5 to get the bound with µ = 1.
For a = 0 we will consider several cases. If δ ≤ 4 π 2 a, then we apply Theorem 2 for µ = 1 to get the following lower bound π 2 d 2 + 1 2 (n − 1)K.
If δ > 4 π 2 a and a ≤ (12−π 2 )n+π 2 −4 8n , then we apply Theorem 3 to get the above lower bound with µ same as in (52).
If δ > 4 π 2 a and a > (12−π 2 )n+π 2 −4 8n then we apply Theorem 4 to get the above bound with µ = 8n π 2 (n − 1) (12 − π 2 )n + π 2 − 4 8n = (12 − π 2 )n + π 2 − 4 π 2 (n − 1) .
We take the last bound which is least of the four to cover all cases. For n = 2,we can do better. Note that (12 − π 2 )n + π 2 − 4 8n = 20 − π 2 16 > π 2 16 = π 2 (n − 1) 8n .
Therefore we need only Theorems 2, 3 and 5 to cover all cases.
