Abstract-The Variable Depth Bragg Peak (VDBP) method for measuring the Single Event Effects (SEE) cross-section of an integrated circuit (IC) in a closed package as a function of ion linear energy transfer (LET) is described. The method uses long-range, high-energy heavy ions that can penetrate the package and deposit charge in the device's sensitive volume (SV), the depth of which is not known. A series of calibrated energy degraders is used to vary the depth of the Bragg peak relative to the device's sensitive volume. When the Bragg peak is located at the sensitive volume, the measured SEE cross-section is a maximum, as is the LET, which is calculated using a Monte Carlo-based program, TRIM that takes both straggling and spread in beam energy and angle into account. Degrader thickness is varied and the change in LET is calculated while the corresponding cross-section is measured. Good agreement was obtained between the LET-dependence of the single event upset (SEU) cross-section for a 4 Mbit memory in an unopened package using the above method and that for an identical de-lidded part previously measured.
I. INTRODUCTION
T HE traditional method for doing SEE testing of ICs requires that the top of the package be removed to expose the IC chip to low-energy heavy ion irradiation that cannot penetrate the package. Accelerators, such as the Texas A&M Cyclotron Facility, Brookhaven Tandem Van de Graaff and the 88" Cyclotron at Lawrence Berkeley Laboratory LBL), provide a variety of heavy ions with energies from roughly 5 MeV/amu to 40 MeV/amu. The resulting LETs in silicon span the range from approximately 0.1 MeV cm mg to 80 MeV cm mg at normal incidence.
It is not always possible to test from the top side because some ICs are flip-chip bonded or packaged with ball-grid-arrays that preclude removal of the top of the package. For packages of this type, a different approach has been used that involves grinding and/or chemically etching away part of the package and the chip from the back side, leaving only a thin silicon substrate layer, about 50-m thick. Heavy ions with sufficient range ( m) to reach the SV of the device are then directed from the back side. More recently, the entire silicon substrate in an SOI/SRAM was removed by a process developed at the Naval Research Laboratory, allowing for irradiation from the back side by low-energy ions [1] .
Another possibility that avoids the difficulties associated with opening packages is to use high-energy heavy ions with ranges much greater than the distance from the surface of the package to the device's SV. Facilities such as Michigan State University, NASA Space Radiation Laboratory at Brookhaven National Laboratory, Le Grand Accélérateur National d'Ions Lourds (France) and Gesellschaft für Schwerionenforschung (Germany) offer relativistic ion beams with sufficiently long ranges. It is a valid assumption that ion energies at the SV are not very different from those at the surface of the package so that the incident LET may be used when calculating cross-section as a function of LET. Testing at these facilities is often restricted to one ion species having a single energy and LET due to the long time it takes to tune a new energy or introduce a new species. To obtain more data points, the LET may be modified by changing the ion beam's angle of incidence. However, changing angle of incidence for very low LET ions does not increase the effective LET sufficiently to reach values at which the SEE cross-section is saturated, particularly in modern devices that have SVs with small lateral dimensions. Another option is to increase ion LET by inserting degraders in the beam. With sufficient degraders, the assumption that the LET does not change is no longer valid.
The VDBP method is based on the above method in that it involves the use of high-energy heavy ions that are able to pass through the packaging material and reach well beyond the SV of the IC, eliminating the need to open or remove part of the package. The method also uses calibrated degraders, made of high-density polyethylene (HDPE), to modify ion LET at the SV. The unique aspect of the VDBP method is that it is not necessary to know, a priori, the depth of the SV below the surface of the package in order to calculate the LET at that point. Instead, an appropriate ion is selected and a reference degrader thickness ( ) is determined experimentally by adjusting the thickness until the measured SEE cross-section is a maximum, at which point the Bragg peak is located at the SV of the device. A Monte Carlo program, TRIM, is used to calculate the dependence of LET on distance ( ) into silicon,
. By definition, the LET is a maximum at the Bragg peak, which is easily obtained from the calculation. As degrader material is removed, 0018-9499/$26.00 © 2011 IEEE the LET curve is translated deeper into the silicon, but its shape does not change. It is a simple matter to obtain the new LET if the relationship between LET in the degrader material relative to that in silicon is known. The above process is repeated until all degraders have been removed, at which point the LET at the SV is a minimum for the ion being used. The result is a plot of cross-section as a function of ion LET over the range of available LETs. To construct the entire curve of cross-section versus LET may require just a single ion for the case of a SEE-hardened device (high LET threshold) or may require up to three ions for unhardened devices with very low LET thresholds ( MeV cm mg).
II. BACKGROUND
The VDBP method requires that the ion LET in silicon at the SV be known accurately. That normally requires calculating the energy lost by ionizing particles in the packaging material and the circuit over-layers that the ions encounter before reaching the SV in the silicon layer. LET, which is the standard metric used for energy loss, is a function of the distance travelled by an ion through matter and may be calculated analytically using the Bethe formula [2] . That formula, however, is not accurate because it assumes a continuous loss of energy with distance and does not consider the fact that energy loss is actually a stochastic process governed by random collisions between the incoming ions and the constituent atoms of the material. Each ion in an ensemble undergoes a unique series of random collisions. For the ensemble as a whole there is a gradually increasing spread in energy with distance and a concomitant spread in LET.
Monte Carlo simulations are specifically designed for taking such random collisions into account. A widely-used program for calculating LET is TRIM that is based on Monte Carlo simulations. TRIM is part of the SRIM program, which can be downloaded from the web onto a personal computer [3] . TRIM provides average LET and spread in LET as a function of distance for an ensemble of ions that lose energy through random interactions.
Monte Carlo simulations of this kind are routinely done in the field of medicine to calculate degrader thickness for adjusting ion range when irradiating tumors inside the human body. A tumor is most effectively destroyed if it receives the maximum ionizing dose. This occurs when the Bragg peak is positioned on the tumor such that the ionizing dose to the tumor itself is maximized and the dose to the healthy tissue surrounding the tumor is kept to a minimum. Before Monte Carlo simulations can be performed to determine the required degrader thickness for tailoring the spatial profile of the dose to most effectively destroy the tumor, the depth of the tumor below the skin must be measured.
The situation is different for most low-energy SEE testing for which de-lidded devices are used. It is assumed that an ion's LET at the SV is the same as the surface, an assumption that is valid because the distance from the surface to the SV is smaller than the range of the incident ion. To measure SEE cross-section at a variety of different LETs, different ion species are used, each with a different LET. Additional points may be added to the curve of cross-section versus LET by rotating the device to increase the effective LET or by inserting degraders in the beam to increase the LET.
There actually are some situations where it is essential to use degraders to modify ion LET, such as when testing is done at very high-energy accelerators that provide ions with relativistic energies and low LETs. The first reported use of degraders for SEE testing at a high-energy facility (BEVATRON at Lawrence Berkeley Laboratory) was by Criswell et al. [4] . They used a column of water whose length could be varied to decrease the energy of the 600 MeV/amu Fe ions. The average LET of the ions incident on the device (after passing through the water column) was determined experimentally with ionization chambers.
More recently, experiments have demonstrated that power MOFETS with a vertical construction are most sensitive to single event gate rupture if the Bragg peak is located in the silicon epitaxial layer, just below the silicon/insulator interface [5] . This is best accomplished by inserting degraders in the low-energy ion beam. Degrader thickness can be calculated if the depth of the sensitive region below the IC surface is known, or the degrader thickness can be varied until the Bragg peak is at the right spot.
The steps involved in the VDBP method are discussed in detail in the next section.
III. BASICS OF THE VDB METHOD
This section describes the basic assumptions of the VDBP method for determining SEE cross-section as a function of LET.
A. Energy Determination
The ion energy selected for the test is an important parameter, as is the associated energy spread. The ion should have sufficient energy to reach the SV but it should not be so large that the maximum degrader thickness cannot stop the beam in front of the SV. The nominal energy and the spread in energy of the ions emerging from the booster ring at Brookhaven are known. Those reaching the device have degraded energies and a larger spread due to their passage through foils needed to increase the size of the beam, through the membrane covering the output port of the accelerator, through air and through the packaging material. Therefore, the total spread in energy at the SV includes the spread in energy of the ions emerging from the accelerator as well as the spread due to straggling of the ions passing through matter (air, packaging material and silicon).
Ion energy incident on the device under test (DUT) is measured by sandwiching the HDPE degrader system between two ionization chambers, and and measuring the charge (proportional to LET) deposited in each ionization chamber as a function of degrader thickness. Fig. 1 shows the customized degrader system that consists of two wheels that are able to rotate independently of one another on the same axle. Each wheel contains 10 slots, 9 with HDPE degraders of varying thickness and one empty slot. In combination, the two wheels provide different thickness combinations from 0 to 9.9 mm in steps of 0.1 mm. Fig. 2 is an example of such a plot. The ratio ( ) of the charge deposited in divided by the charge deposited in as a function of degrader thickness was measured for Fe ions with booster energy 164 MeV/amu. The degrader thickness that positions the Bragg peak in is 7 mm, from which the ion energy was calculated to be 108 MeV/amu.
B. Determination of LET
Once the energy of the incident ion beam has been measured, it is necessary to calculate the ion's LET as a function of distance in silicon using TRIM. TRIM assumes that the ion beam has no lateral extent, has a single energy and is perfectly collimated. As discussed in the previous section, an actual beam has a spread in energy and angle as well as finite lateral dimensions, all of which must be included in the calculation to obtain accurate results. A software package available on the web, "SRIM Supporting Software Module" (SSSM) takes all of these factors into account [6] . The appropriate parameters are entered in the program and an output file is generated that can be used as input for TRIM to produce realistic calculations of average LET and spread in LET as a function of distance in silicon. Because the shape of does not change as degrader thickness is varied, it is necessary to do the TRIM calculation only once.
The spread in ion energy will result in a spread in range such that the Bragg peak, which is the average LET over all the ions, Fig. 3 . Plots of LET as a function of distance into silicon from TRIM for Au ions with energy 217 MeV/amu travelling through 3.5 mm of HDPE. The solid line was calculated using TRIM alone with no initial energy spread, while the dashed line was calculated using SSSM and assuming a 1% spread in energy.
will be reduced in height and spread out longitudinally. Fig. 3 is a plot of average LET as a function of distance in silicon for 217 MeV/amu Au ions. The solid curve uses TRIM alone without taking into account the energy spread of the incident beam. The dashed line was calculated using SSSM and TRIM together and assuming a 1% energy spread of the beam. The differences between the two curves are negligible except near the Bragg peak where the maximum average LET drops from 94 MeV cm mg to 86 MeV cm mg. As incident ion energy increases, the 1% spread in energy will lead to larger errors in the calculated average maximum LET.
In fact, selecting ions with very high energies could lead to a failure to produce SEEs in parts with moderately high LET thresholds because the maximum average LET at the Bragg peak would fall below the LET threshold for the part. It is, therefore, essential to select ions with energies as low as possible in order to increase the average LET at the Bragg peak, while still being sufficiently high to reach the SV.
Another Monte Carlo-based program, FLUKA, was used to calculate LET as a function of distance [7] . FLUKA takes into account ionization by the incident ion as well as the products of nuclear interactions. The latter make a significant contribution to the overall LET, and ignoring it leads to error in the average value of the LET. Fig. 4 shows LET as a function of distance for 217 MeV/amu Au ions passing through 3.5 mm of HDPE and stopping in Si. The dashed line is the contribution from only the products of nuclear interactions, while the dotted line is the contribution from only the Au ions. The solid black line is the sum of these two contributions. FLUKA calculations require a powerful computer and are therefore not used for the VDBP method, which, instead, uses TRIM. In order to verify that TRIM includes the products of nuclear interactions properly, the calculation for the Au ion was repeated using TRIM and compared with the curve obtained from FLUKA. Fig. 4 shows that the curve calculated with TRIM falls directly on top of the FLUKA curve obtained by adding together the direct and indirect contributions to ionization. Therefore, the more efficient program, TRIM, was used routinely to calculate the LET as a function of distance. [To make the TRIM curve fall on top of the FLUKA curve, the -values of the TRIM data were scaled by a constant factor of 0.951, which is different for each ion. There are two possible explanations for why the TRIM curve must be scaled in the direction to agree with the FLUKA curve. One may be due to small differences in the way the two programs handle energy loss. The differences are additive when is integrated over the range of the ion and small differences add up to a noticeable difference. The second may be that FLUKA takes energy loss via nuclear interactions into account explicitly whereas the SRIM manual claims that nuclear interactions are not included. However, the SRIM manual also states that the results of calculations are fit to actual experimental data, which must include nuclear interactions. Whatever the cause of these differences, they play no role in the VDBP method because the depth of the Bragg peak is established experimentally and the maximum LET is the same for both calculations.] The next step is to convert changes in HDPE degrader thickness to shifts in the LET curve in silicon. Each ion will require a separate calculation. The calculation is used to compare the distance the ion travels in silicon with the distance it travels in HDPE for the same energy loss. For example, TRIM is used to calculate the range ( ) of the Fe ions in silicon for incident energy of 108 MeV/amu. The calculation is repeated, except that 2.5 mm of HDPE with a density of 0.92 gm cm is added in front of the silicon. That moves the Bragg peak to a smaller depth . The shift of the Bragg peak in silicon ( ) is equivalent to 2.5 mm of HDPE. The ratio, was found to be 0.537, i.e., for every millimeter of HDPE removed from the beam in front of the DUT, the Bragg peak in silicon shifts 0.537 mm to the right, i.e., beyond the SV for this ion and energy.
Once the point corresponding to maximum LET and crosssection has been determined, the next point adjacent to the peak must be determined. If a thickness of HDPE is removed, it is equivalent to removing of Si. The LET for that point is obtained by moving to the left on the LET(Si) curve a distance and reading the value of LET. That value is then associated with the measured SEU cross-section. This procedure is continued until the cross-section vs LET over the available LET range for the Fe ion is obtained. If the LET range is not sufficient to cover the entire cross-section versus LET curve, other ions with lower LETs can be selected to fill in the missing section.
There are two sources of errors: counting statistics for the cross-section and uncertainty in LET. For these experiments, sufficient upsets were logged that the error bars in the crosssection measurements are smaller than the plotted data points. The largest error in the LET occurs for the Bragg peak at the SV. A calculation was performed to assess how errors in LET affected the curve fitted to the data points of cross-section and LET. Assuming an error equal to half the degrader step size of 0.1 mm of HDPE (0.0265 mm in Si), variations in the LET had no effect on the shape of the curve fitted to the data points. In the critical region at the LET threshold, the uncertainty is less than 10% for the carbon ions.
C. Measurement of SEE Cross-Section
The VDBP method involves measuring the SEU cross-section after each change in degrader thickness while monitoring particle fluence. Fig. 5 illustrates the VDBP method. The figure shows that the Bragg curve moves deeper into the silicon but does not change its shape as degrader thickness is reduced. The vertical black line is the location of the sensitive volume in the DUT. The first measurement is always done with sufficient degrader thickness to stop all of the ions just short of the sensitive volume so that no SEEs are measured. Initial degrader thickness is based on a rough estimate of the depth of the SV below the surface of the package. It is then adjusted by removing or adding degrader material until the Bragg peak is just in front of the SV. Degraders are removed in steps of 0.1 mm until SEEs begin to appear. Because of the sharpness of the Bragg peak, the SEE cross-section rises rapidly to a maximum.
The corresponding SEE cross-section is measured by dividing the number of SEEs by the fluence, as measured by . Degrader thickness is reduced further to move the Bragg peak beyond the sensitive volume and the new lower cross-section is measured and the new LET is calculated. This procedure is repeated until all degraders are removed and the LET for that ion reaches a minimum, which depends on the thickness of the packaging material. It is best to select Au ions for the initial run because they provide the highest LETs, making it possible to obtain the saturated cross-section. For a SEE-hardened device with a high LET threshold, it might only be necessary to use Au to characterize the complete curve of cross-section versus LET. For SEE sensitive devices with low LET thresholds, more ions might be needed to cover the full LET range. In that case the same procedure is repeated for each ion, i.e,. the Bragg peak is initially placed in front of the SV and degrader thickness decreased until single event effects are detected. 
IV. EXPERIMENTAL PROCEDURE
A 4-Mbit CMOS/SOI SRAM manufactured by Freescale was used for demonstrating the VDBP method at the NASA Space Radiation Laboratory (NSRL) at Brookhaven National Laboratory [8] . Other SRAMs from the same wafer lot had previously been tested at LBL using low-energy ions. The SRAMs were specially packaged for those tests: one had no cover on the top and was irradiated from the top side, while the other was mounted in a package with a hole in the base after which the silicon substrate was completely removed to permit testing from the back side [1] .
The SEU cross-section as a function of ion LET was measured on an unopened package with ions incident from both the front and back sides. The first ion selected for testing was Au (165 MeV/amu) because it provided the highest LETs so we could be reasonably sure that it would produce upsets. Prior to irradiating the SRAM, a checkerboard pattern was written to it. After each exposure the SRAM was read and the data compared to what was written. Any differences were flagged as SEUs. A file was generated that contained the relevant SEU data, including the data written to and read from the SRAM and the addresses of the incorrect data. Without a bit-map relating the logical to physical addresses, it was not possible to correct for Multiple Bit Upsets (MBUs) when calculating the event rate. Therefore, each data point was obtained by counting the total number of upsets and not the total number of events. That was the same approach used in calculating the SEU cross-section for the runs at LBL. Sufficient degraders were inserted into the beam that the Bragg peak was just in front of the SV. Initial degrader thickness was based on our knowledge of the depth of the SV below the surface of the package. Degraders were removed in steps of 0.1 mm until SEUs were observed. SEU cross-section was calculated for each LET. Once all the degraders had been removed so that the LET was at a minimum, the beam was switched to Fe. Because the LET threshold for this SRAM had previously been measured to be less than 1 MeV cm mg, three different ions were needed to cover the entire LET range. The third ion used was C (58.23 MeV/amu) with which the LET threshold could be fairly accurately established.
V. RESULTS Fig. 6 shows the cross-section as a function of LET for the SRAM. The figure shows that there are no discontinuities in the data and that they could be fit by a continuous curve. The LET threshold lies between 0.44 and 0.48 MeV cm mg and the data show no evidence of saturation due to the fact that the total number of upsets were counted, not events. As the bit-map relating logical to physical addresses was not available, it was not possible to separate out the multiple-bits that made up a single event. Fig. 7 shows the cross-section as a function of LET obtained from the parts tested at LBL with those tested at NSRL.
VI. DISCUSSION
The close agreement between the cross-section curves presented in Fig. 7 is strong evidence that the VDBP method can be used to test packaged devices for SEEs without having to open up the package, at least for the 4-Mbit SRAMs used in this investigation. The small differences between the data may be ascribed to the fact that three different devices were used.
One advantage of the VDBP method revealed by the plot of Fig. 5 is that the threshold LET can be established with a fair degree of accuracy, i.e., for the 4 Mbit SRAM tested, the LET threshold lies between 0.44 MeV cm mg and 0.48 MeV Fig. 6 . Cross-section as a function of ion LET using the VDBP method on an unopened 4 Mbit SOI/SRAM. The fact that the cross-section does not saturate is because the number of multiple bits that upset from a single ion increases with LET. Fig. 7 . Comparison of the cross-section as a function of ion LET for low-energy ions measured at the Berkeley 88" cyclotron in a specially prepared package and for high-energy ions in an unmodified commercial package at Brookhaven NSRL. cm mg. The reason for this high degree of accuracy is that most of the degraders were removed so that the Bragg peak was shifted well beyond the SV and the slowly changing portion of the LET curve was at the SV. Even including straggling due to the ions passing through the packaging material and the spread in energy of the incident beam, alluded to previously, the average LET in this part of the spectrum differs very little from what the LET would be if those effects were absent. If the LET threshold were to have a value requiring the Bragg peak to be close to the SV, it would be more difficult to obtain that kind of accuracy as smaller changes in degrader thickness would be required and the spread in LET is larger.
The LET threshold established by the VDBP method was compared with that obtained by pulsed laser measurements. One of the devices that had previously been tested at LBL was selected for pulsed laser testing. The device chosen had the entire silicon substrate removed so that the light, incident from the back side, only had to pass through what had been the buried oxide layer before reaching the active silicon layer. The pulsed laser light was scanned across the device to find the most sensitive spot. By carefully adjusting the pulse energy while scanning back and forth across the sensitive region, the threshold energy for upsets was determined. The amount of energy actually absorbed in the device was calculated by taking into account the overlap of the Gaussian beam (FWHM of 1.1 m) with the area of the sensitive node (1.1 m 2.1 m), as well as the loss of light through reflection from the oxide layer and the oxide/silicon interfaces. The energy absorbed in the active silicon layer was converted to LET, resulting in a value of 0.37MeV cm mg, which is in close agreement with the value obtained from the VDBP method.
Because the 4-Mbit SRAM had such a low LET threshold, three ions were used to cover the full LET spectrum. They were Au, Fe and C. Three different beam tunes were required so testing was done on three different occasions. For each ion the energy had to be measured with the two ionization chambers and the relationship between energy loss in HDPE and silicon had to be calculated. The fact that the measured cross-sections for the different ions agree where they overlap suggests that the VDBP method gives consistent results. For a hardened device with a threshold greater than about 30 MeV cm mg, only a Au ion beam would be required to determine the cross-section dependence on LET. In addition, varying the polyethylene degrader thickness in 0.3 mm steps from maximum to no degrader for a 217 MeV/amu Au beam ensures that all depths in a device (up to 3.8 mm of silicon) are exposed to LET(Si) values greater than 69 MeV cm mg All the data collected for this work were obtained with the beam at normal incidence. That is not a requirement as the depth of the Bragg peak can still be determined at non-normal incidence -the depth will increase as secant of the angle. For sub-100-nm devices, such as DICE latches, that use spatial redundancy as a hardening method for SEEs, the cross-section increases significantly with angle of incidence, especially along certain azimuthal directions. Those devices will require the use of ions at non-normal incidence to determine SEE sensitivity. It will be necessary, when doing experiments away from normal incidence, to ensure that there will be no shadowing by additional structures on the package or on the board.
The ions used for the VDBP have very high energies, increasing the likelihood of nuclear interactions, especially with ICs that contain heavy metals, such as tungsten plugs. This 4-Mbit SRAM did, in fact, contain tungsten plugs, but the LET threshold for SEUs by direct ionization was so low that they completely swamped the SEUs caused by ions resulting from nuclear interactions. SEE-hardened devices with high LET thresholds would be more likely to exhibit a low LET tail below the threshold LET.
One limitation of this technique is that the accelerator is a synchrotron that produces pulses of ions. At the NSRL, 0.3 to 0.4 sec spills occur every 3.8 s with fluxes typically on the order of ions cm s. The flux during the pulses can be varied over a wide range. At the highest available fluxes, the irradiation can be done in a relatively short time, but that may not be suitable for dynamic testing where large numbers of SEEs might interfere with each other if they overlap. With such a low duty cycle, relatively long exposure times would be necessary if low flux were required. When planning to run at NSRL, one should be aware of the cost, which is approximately a factor of three greater than low-energy facilities, but in line with other high-energy facilities. Beam size is restricted by the degrader system to an area approximately 4" by 4".
VII. SUMMARY
The VDBP method for measuring single event cross-section as a function of LET using high-energy heavy ions that can penetrate an integrated circuit's package is described. As such, the VDBP method is particularly useful for testing devices that are in advanced packages that cannot be opened up, preventing testing by low-energy heavy ions. The method was validated on a CMOS/SOI 4-Mbit SRAM for which low energy data were available. The close agreement between the two sets of data confirm the validity of the approach.
