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ABSTRACT

Improving the target properties of existing materials or finding new materials with enhanced
functionality for practical applications is at the heart of the materials research. In this respect, the
first-principles approaches, which have been successfully integrated into modern highperformance computers, have become an indispensable part of the materials research, providing a
better understanding of existing materials and guidance on the design of new materials. Using
state-of-the-art computational/theoretical approaches that couple global structure prediction with
ab initio density functional theory calculations, we investigate structural and electronic properties
of CsxO [cesium oxides], Li1+xMn2O4 [lithium manganese oxides], and Y5Si3Hx [hydrogenated
yttrium silicide]. First, we identify thermodynamically stable crystal structures of CsxO (1 ≤ x ≤
3), Li1+xMn2O4 (0 ≤ x ≤ 1), and Y5Si3Hx (0 ≤ x ≤ 8), and analyze their properties that are relevant
to practical applications. CsxO are known as low work function materials, and it is revealed that a
very low work function (0.66 eV) is achievable for CsO compound over a relatively wide range of
the oxygen chemical potential. Moreover, atomic adsorption on the surface of Cs3O results in a
decrease in the work function, which stems from the fact that it is an electride. In the case of
LiMn2O4, a promising cathode material for secondary lithium-ion batteries, it is demonstrated that
lithium insertion into the spinel structure results in the emergence of various degrees of freedom
for crystal formation such as Li ions occupation sites, oxidation states of Mn ions, and local JahnTeller distortions. This finding suggests a possible cause of the cycle capacity fade. Finally, Y5Si3
is known as an electride that can improve catalytic reaction and reversibly store hydrogen.
Investigation on the anionic electrons demonstrates that Y5Si3 contains two times more anionic
electrons than reported value and that the anionic electrons are robust against lattice vibrations.
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We also shed light on the hydrogenation mechanism of Y5Si3Hx by identifying favorable hydrogen
occupation sites and diffusion paths. It is revealed that the 1D hollow space is the dominant
diffusion channel, and fast diffusion is possible in a specific hydrogen content range.
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Chapter 1
Introduction
Metallic compounds are chemical compounds commonly found in nature and are used in a wide
variety of devices because they show a broad spectrum of macroscopic behavior depending on
their composition and crystal structure. Thanks to the development of theories and experimental
techniques in condensed matter physics, the macroscopic properties of these crystalline materials
can be understood and predicted at the atomistic level, and the field of materials science has
evolved to improve the target properties of existing materials or find new materials with improved
functionality for practical applications. Since various properties of metallic compounds are
sensitive to the stoichiometry of the compound and the resulting crystal structure, adjusting the
properties of materials by altering those parameters has been a widely used approach to improve
the functionality of metallic compounds.
Even with state-of-the-art measuring equipment, however, sometimes it could be challenging to
accurately measure the changing parameter and the resulting properties of a material at the same
time, due to inherent characteristics of the material itself or the reaction. In addition, if the
parameters, such as chemical composition, cannot be adjusted in real-time in the measuring
equipment, it will take considerable time and effort to examine the correlation between the
parameter and the resulting properties, because it is necessary to repeat the synthesis and
measurement processes. In such cases, theoretical and computational approaches can play an
essential role by providing clear understandings of physical phenomena and feasible guidance for
the design of new materials.
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Macroscopic behaviors of crystalline materials such as electronic, magnetic, chemical, and
mechanical properties are determined by interactions between their constituents (nucleus and
electrons) in a microscopic or atomistic level. In order to accurately understand and predict the
properties of these materials at the atomistic level, we need to solve the Schrödinger equation that
governs the behavior of quantum mechanical particles. The Schrödinger equation is an eigenvalue
equation of a Hamiltonian operator, in which the energy of the system is an eigenvalue, and the
wavefunction is an eigenfunction corresponding to each eigenvalue. Once the Hamiltonian
operator that accurately describes the system is defined, including the interactions between the
constituent particles, wavefunctions representing states of the system can be obtained by solving
the equation. Instead of employing an empirical or semi-empirical model explaining experimental
data of a particular macroscopic phenomenon, the method of describing the state of the condensed
matter system by directly solving the Schrödinger equation is called the first-principles method.
In this study, the Density Functional Theory (DFT) [1,2] implemented in the Vienna Ab initio
Simulation Package (VASP) [3] was used. The DFT enables us to calculate band structure, density
of states, charge density, etc. We can also estimate the number of electrons assigned to each atom
or the energy barrier for atomic migration by combining the DFT with Bader charge analysis [4,5]
and nudged elastic band calculation [6,7].
However, methods for predicting various properties of materials using numerical calculations
require a crystal structure as the necessary input data, so we have to start from the assumption that
we know the crystal structure. However, even if the material has the same chemical composition,
its physical, chemical, and mechanical properties can vary greatly depending on its allotropic form,
and carbon is a typical example. Even materials consisting of only carbon atoms show different
structures, such as graphite and diamond, depending on their crystal structure, and such
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polymorphs show significant differences in physical and chemical properties. Even for this simple
carbon compound, researches are still underway to find new, unknown structures [8]. Therefore,
identification of the crystal structure is not only the first step in the study of materials but also an
essential process for subsequent characterization.
In particular, the importance and necessity of the crystal structure prediction have been increasing
in the field of materials design, but it has been challenging to predict stable crystal structure even
for a simple chemical composition containing a few atoms in a unit cell. John Maddox's News and
Views article in Nature [9] published in 1988, just 30 years ago, begins with the following sentence,
which stresses the difficulty of crystal structure prediction. “One of the continuing scandals in the
physical sciences is that it remains in general impossible to predict the structure of even the
simplest crystalline solids from a knowledge of their chemical composition." Due to this difficulty
in structure prediction, trial and error processes had to be repeated numerous times to synthesize a
material with target properties.
In recent decades, however, various approaches for predicting the crystal structure of a specific
chemical composition have been proposed and improved, making the research in the global
structure prediction or the global structure optimization itself an essential and indispensable
subfield of computational materials science [10-13]. These methods explore the energy landscape
using trial structures as starting points in the solution space and try to find the optimal structure by
improving the structures using various algorithms.
Among various available algorithms, the particle swarm optimization [14,15] implemented in the
Crystal structure AnaLYsis by Particle Swarm Optimization (CALYPSO) software [16] was used
in this study. The particle swarm optimization algorithm is one of the population-based algorithms,
which is inspired by the social behavior of bird flocks or fish schools. This algorithm enables the
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systematic exploration of stable structures for given chemical composition, and we can find not
only the most stable structure but the metastable structure as well.
Thanks to the exponential growth of computational power along with the development of the
first-principles methods and the global structure prediction algorithms described above, the time
and efforts required for material design and development have been significantly reduced, and also
the characterization of structures that was experimentally difficult to access has become possible.
The purpose of this study is to find correlation between the stoichiometry and properties of
cesium oxides (CsxO, x = 1, 2, and 3), lithium manganese oxides (Li1 + xMn2O4, x = 0, 0,5 and 1),
and hydrogenated yttrium silicide (Y5Si3Hx, 0 ≤ x ≤8) by applying the global structure prediction
algorithm and first-principles calculations.
The cesium oxides exhibit two interesting properties. First, Cs3O was identified as an electride
with 1D building blocks [17], and the anionic electrons are distributed in the interstitial space
between the building blocks. This material was the first electride with a non-trivial band topology.
And, the low work function is also an interesting property of this material. Cesium itself exhibits
a low work function of around 2 eV, and it has been demonstrated that the oxidation can
significantly lower its work function [18] making it promising surface coating material for
electronic devices such as thermionic energy converters [19], light-emitting devices [20], and solar
cells [21]. However, the clear relationship between chemical composition, crystal structure, and
the work function has not been fully established. This is because the experimental characterization
of cesium oxides is still challenging due to its high air sensitivity, unusually large number of oxides
with different ratios, and poor crystallinity. There have been limited experimental studies in which
experimental environments were carefully designed [22,23]. Therefore, in this study, crystal
structures and their electronic properties were investigated by combining the global structure
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prediction algorithms and first-principles calculations. The global structure prediction was utilized
to identify (meta)stable structures for chemical compositions of Cs3O, Cs2O, and CsO. After
identifying stable structures, the relationship between stoichiometry, crystal structure, and the
work function was investigated. The change of work function with the increase of oxygen contents
showed a trend consistent with the experimental data, and it was theoretically confirmed that a
work function of 0.66eV is possible by comparing surface free energies of various possible facets.
It was also demonstrated that, in the case of Cs3O known as an electride, adsorption of
electronegative atoms results in a decrease in the work function. This phenomenon is caused by
the redistribution of charge density near the surface where the adatom penetrates deep into the
surface through the interstitial space of the Cs3O lattice and absorbs anion electrons.
Next, Lithium manganese spinel, LiMn2O4, is one of the promising cathode materials for Li-ion
rechargeable battery, where Li intercalation and extraction are an underlying mechanism for
charge and discharge process. However, in the 0 < x < 1 range of Li1 + xMn2O4, the spinel structure
experiences a phase transition from cubic to tetragonal structure due to the cooperative Jahn-Teller
distortion of Mn6(3+)O complexes. The Jahn-Teller distortion refers to the phenomenon of lowering
the overall energy of an ionic complex by breaking of symmetry. This phase transition leads to
anisotropic volume change, which is known as a major cause of the cycle capacity fade. To
examine the phase transition process more closely, we need to have information about structures
in the intermediate phase. However, since the transition proceeds in the two-phase reaction [24,25],
the intermediate structures can occur only in a fairly narrow interface between LiMn2O4 and
Li2Mn2O4. As a result, experimental identification of the intermediate structures is practically
challenging. In this respect, Li1+xMn2O4 is a suitable material for applying global structure
prediction algorithm to explore the unknown intermediate phases. Since MnO2 is a chemical
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composition with various polymorphs, a constrained structure search was applied to effectively
explore the intermediate phases associated with spinel structure. Also, because the lithium
manganese oxides are strongly correlated materials containing highly localized d-electrons in Mn
ions, a DFT+U method where Hubbard U term is added to the exchange-correlation functional
was used to reflect onsite Coulomb interaction.
Through the constrained crystal structure prediction, twelve (meta)stable structures were
identified within a narrow energy range of 40 meV/atom for Li1.5Mn2O4. This implies that several
different structural phases can exist as a mixed state in the off-stoichiometric stage of Li
intercalation, which may deteriorate the cycle capacity of the secondary battery. The factors
affecting the diversity of intermediate phases were systematically analyzed in terms of occupation
sites of Li ions, charge states of Mn ions, and local Jahn-Teller distortions.
Finally, Y5Si3 is one of the electrides where anionic electrons reside in the 1D void space of the
hexagonal lattice, and those anionic electrons are not strongly bound to any atoms. Due to the
presence of anionic electrons, it has been expected that electrides can be used as a catalyst for the
chemical reaction, which requires electrons. In 2016, It was demonstrated that Y5Si3 can enhance
catalytic activity for direct ammonia synthesis, and this is attributed to the strong electron-donating
ability of this material [26]. By donating electrons to nitrogen molecules, it can reduce the
activation energy of nitrogen dissociation by half compared to conventional catalysts [27]. Another
promising application of this material is an ion storage and transport. Since the electrides
structurally exhibit hollow spaces, it has been expected that those void spaces can be used as a
channel for ion transport. From hydrogenation experiments of this material, reversible hydrogen
storage has been demonstrated, and a rapid change in the hydrogen diffusion rate accompanied by
an alteration in crystal structure was observed [28]. The fast diffusion of the hydrogen in the
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Y5Si3Hx lattice was possible only in the specific hydrogen content range, 1 < x < 2. Although the
electron-donating ability for catalytic activity and the potential for ion transport using 1D hollow
space inside the lattice have been demonstrated in experiments, the electronic properties of Y5Si3
itself and the exact mechanism of the hydrogenation process have not yet been fully understood.
In this study, qualitative and quantitative analysis on the anionic electrons of the Y5Si3 was
performed, and it was demonstrated that this material contains twice the anionic electrons than the
reported value. Furthermore, through systematic exploration using crystal structure search, the
crystal structure and hydrogen diffusion rate at different hydrogen content were examined, and the
cause of fast diffusion occurring in a specific hydrogen content was elucidated.
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Chapter 2
Theoretical and Computational Approaches
2.1 Density Functional Theory (DFT)
The time-independent and non-relativistic many-body Schrödinger equation for a system
containing N electrons and M nuclei is given by

!
!
! ! ! ! !
! ! ! ! !
ĤΨ( r1 , r2 ,..., rN , R1 , R2 ,..., RM ) = EΨ( r1 , r2 ,..., rN , R1 , R2 ,..., RM )

! !

! ! !

!

where the wave function Ψ( r1 , r2 ,..., rN , R1 , R2 ,..., RM ) is a function of the coordinates for the

!
!
electrons ( r ) and nuclei ( R ). The Hamiltonian operator describing this system can be written as

Ĥ = TˆN + Tˆe + VˆN -e + Vˆe−e + VˆN −N
or more specifically,

Ĥ = −

M

1
∑ 2 M ∇2A −
A=1
A

N

1
∑ 2 ∇2i −
i=1

Z
∑ ∑ | r! − AR! | +
i=1 A=1 i
A
N

M

N

N

1
∑ ∑ | r! − r! | +
i=1 j>i
i
j

M

M

Z AZ B
!
−
R
|
A
B

∑ ∑ | R!
A=1 B> A

in atomic units ( me = ! = e 2 (4πε 0 ) = 1 ). The first two terms are associated with the kinetic
energy of the nuclei ( TˆN ) and electrons ( Tˆe ), and the remaining terms are describing the
electrostatic Coulomb interactions between nuclei-electrons ( VˆN −e ), electrons-electrons ( Vˆe−e ), and
nuclei-nuclei ( VˆN − N ).
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Although exact analytic solutions of the Schrödinger equation exist for simplified problems such
as hydrogen-like ions, it is practically impossible to analytically solve the many-body Schrödinger
equation even for a small system with more than three particles [29]. However, methods have been
proposed to solve the many-body Schrödinger equation as accurately as possible using various
approximations. First, with the help of the Born-Oppenheimer approximation [30], the motion of
the nuclei and electrons of a many-nuclei-electrons problem can be separated by assuming the
electrons move much faster than the nuclei. This approximation is a reasonable approach given
that the proton is 1,800 times heavier than the electron. Although several approaches have been
proposed to include the non-adiabatic effect coming from the coupling between the motion of the
nuclei and electrons recently [31-34], the Born-Oppenheimer approximation can still predict
reasonably accurate results for phonon frequencies [35] and molecular dynamics [36,37] in wide
range of systems. According to the Born-Oppenheimer approximation, we can consider the
electrons as moving particles in the field of fixed nuclei, and the associated equation for the
electrons is expressed as follow.

!
!
! !
!
! ! !
[Tˆe + VˆN -e ({ RA}) + Vˆe−e ]ψ ( r1 , r2 ,..., rN ) = E({ RA})ψ ( r1 , r2 ,...rN )
Also, the large mass of nuclei allows us to ignore the quantum effect and predict the movement of
ions using the classical Newton equation rather than the time-dependent Schrödinger equation by
calculating the Hellmann-Feynman forces [38]. However, the problem of finding the ground state
energy by solving the many-electron Schrödinger equation is still challenging because the Nelectron Hamiltonian and the wave function depends on 3N spatial variables associated with the
N electrons.
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In 1964, the foundation of the DFT was established by Hohenberg and Kohn [1] by proving that
the Hamiltonian of the many-electron system can be uniquely determined by the electron density

!
ρ ( r ) instead of the 3N spatial variables of the electrons. They also suggested that the ground state
energy can be expressed as a unique functional of the electron density.
According to the first Hohenberg-Kohn theorem (proof of existence), the ground state density

!

uniquely related to the external potential Vext ( r ) and therefore determines the Hamiltonian and, in
principle, all properties of the system.

!
!
ρ0 ( r ) ⇒ Vext ( r ) ⇒ Ĥ ⇒ Ψ
Based on this theorem, Hohenberg and Kohn suggested that the ground state energy of the N-

!

electron system in an external potential Vext ( r ) can be expressed as a functional of the electron
density

!
!
!
!
E0 [ ρ0 ( r )] = T[ ρ0 ( r )] + EN −e [ ρ0 ( r )] + Ee−e [ ρ0 ( r )]
or
!
E0 [ ρ0 ( r )] =

!

!

∫ dr ρ (r )V
0

ext

!

!
!
( r ) + F[ ρ0 ( r )]

!

!

where E N −e [ ρ0 ( r! )] = ∫ dr!ρ0 ( r! )Vext ( r! ) , and F[ ρ0 ( r )] = T[ ρ0 ( r )] + Ee−e [ ρ0 ( r )] . The former term,

!
E N −e [ ρ0 ( r )] , represents the Coulomb interaction energy between the electrons and the external
!

potential generated by the nuclei, and this is system dependent. The latter, F[ ρ0 ( r )] , corresponds
to the kinetic energy and the electron-electron interaction energy including classical Coulomb,
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exchange, and correlation energy, and this is called the Hohenberg-Kohn functional. This
Hohenberg-Kohn functional is the universal functional completely independent of the system.
Given the explicit form of the energy functional (not described in the Hohenberg-Kohn theorem
itself), to obtain the energy of the ground state, the electron density of the ground state must be
found. This can be achieved by applying the variational principle, which is the second part of the
Hohenberg-Kohn theorem stating that the energy functional delivers the lowest energy if and only

!

!

if the trial density ρ ( r ) corresponds to the correct ground state density ρ0 ( r ) .

!
!
E0 [ ρ ( r )] = min E[ ρ ( r )] ⇔

!
∂E[ ρ ( r )]
= 0
!
∂ ρ ( r ) ρ ( r! )= ρ ( r! )
0

Therefore, by minimizing the energy functional with respect to the electron density, we can
identify the ground state energy as well as the corresponding electron density. Although
Hohenberg and Kohn demonstrated the theoretical justification of using the electron density as a
fundamental variable for describing the electronic state of a system, the explicit form of the
Hohenberg-Kohn functional and the practical way to find the electron density of the ground state
had not yet been established.
In 1965, Kohn and Sham introduced the concept of a non-interacting reference system consisting
of non-interacting one-electron wavefunctions and generating the same density as the actual
interacting system, allowing the approximate calculation of the ground state electron density and
the ground state energy [2]. In the Kohn-Sham (KS) theory, the electron density is expressed as

!
!
!
ρ ( r ) = ∑φi* ( r )φi ( r )
i
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!

where φi ( r ) are the KS orbitals obtained from the KS equation which will be explained later. The
energy functional is expressed in the form of

!
!
!
!
!
E[ ρ ( r )] = Ts [ ρ ( r )] + EH [ ρ ( r )] + E XC [ ρ ( r )] + Eext [ ρ ( r )]
where

! !
1 ρ ( r1 ) ρ ( r2 ) ! !
E H = ∫∫ ! ! dr1 dr2
2
| r1 − r2 |
is the Hartree energy (or the classical part of the Coulomb interaction between the electrons), and
!
! !
Eext = ∫ Vext ( r ) ρ ( r ) dr

represents the intercation between the electrons and the external potential. The KS kinetic energy

!

term is calculated by considering the non-interacting electrons in the KS orbitals φi ( r )

! 1
! !
Ts [ ρ ] = ∑ ∫ φi* ( r )(− ∇ 2 )φi ( r ) dr
2
i
.
It should be noted that this term is not the exact kinetic energy of the interacting electrons, but the
approximate kinetic energy of the non-interacting electrons.
The only unknown part of the energy functional is the so-called exchange-correlation functional

!
E XC [ ρ ( r )], which contains the remaining portion of the exact kinetic energy not covered by Ts ,
and non-classical contributions from the electron-electron interaction.
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!

Now, we can apply the variational principle to find KS orbitals {φi ( r )} minimizing the energy
functional under the orthonormal condition for KS orbitals 〈φi | φ j 〉 = δ ij as a constraint. This
variational method results in N one-electron Schrödinger-like equations with effective potential

!
Veff ( r ) and Lagrange multipliers ε i , and the ε i is called KS orbital energies. The resulting
equations are KS equations and expressed as

⎛ 1 2
! ⎞ !
!
⎜⎝ − 2 ∇ + Veff ( r )⎟⎠ φi ( r ) = ε iφi ( r )
where

!
Veff ( r ) =

!
ρ ( r ') !
!
∫ | r! − r! ' |dr ' + Vext (r ) + VXC .

The V XC is a functional derivative of the exchange-correlation energy E XC .

V XC

!
δ E XC [ ρ ( r )]
=
!
δρ ( r )

By solving these KS equations, we can get the KS orbitals (and the electron density) minimizing
the energy of the N-electron system. However, it should be noted that because the effective

!
!
potential Veff ( r ) itself depends on the electron density ρ ( r ) constructed from the KS orbitals

!
{φi ( r )}, these equations have to be solved in an iterative way.
Although we have a well-established formalism for calculating the electron density and
corresponding ground state energy from the Kohn-Sham theory, accurate calculations are possible

!

only if an explicit form of the E XC [ ρ ( r )] is available, and the quality of the DFT calculation is
13

!

determined by the accuracy for the approximation of the E XC [ ρ ( r )]. The simplest form of the
approximation first presented by Kohn and Sham is the local density approximation (LDA) [2]. In
this approximation, the exchange-correlation energy of the electrons at each position is considered
to be the same as that of the uniform electron gas having the same electron density as that position.

!

Consiquentely, the exchange-correlation functional E XC [ ρ ( r )] is expressed as
!
LDA
E XC
[ ρ ( r )] =

!

∫ ρ (r )ε

XC

! !
( ρ ( r )) dr

!

where ε XC ( ρ ( r )) is the exchange-correlation energy per electron of a homogeneous electron gas

!

of density ρ ( r ) . Although LDA has achieved a remarkable success despite its simplicity, other
types of exchange-correlation functionals have been proposed, such as the generalized gradient
approximations (GGA) and the hybrid functionals, to correct errors in LDA caused by neglecting
the actual inhomogeneities of the electron density. The form of the exchange-correlation functional
in the GGA approximations can be generalized by
!
GGA
E XC
[ ρ ( r )] =

!

∫ ρ (r )ε

XC

!
!
!
( ρ ( r ), | ∇ρ ( r ) |, ⋅⋅⋅) dr .

The GGA functionals are designed to incorporate the gradient or even higher derivatives of the
electron density. In this study, the GGA functional proposed by Perdew, Burke, and Enzerhof
(PBE) [39] was used for the majority of the calculations.
The accuracy and reliability of the DFT calculations have been further improved through the
development and application of advanced exchange-correlation functionals [40] such as metaGGA [41,42] and hybrid [43-46] functionals. However, challenges remained in the accurate
prediction of properties of materials, which were implementations of the relativistic effect of heavy
elements and the onsite Coulomb interaction in the strongly correlated system. First, electron’s
14

spin magnetic moment always relativistically interacts with the magnetic field induced by
electron's own orbital motion in the electrostatic field of nuclei, and this is called spin-orbit
coupling (SOC). Although the SOC can be neglected for light elements, the strength of the
relativistic effects becomes stronger as the atomic number increases. Therefore, when it comes to
$%
heavier elements, SOC should be considered, and this can be achieved by adding 𝐻"#
term into the

Hamiltonian, which is proportional to 𝜎⃗ )* ∙ 𝐿/⃗, where 𝜎⃗ = (𝜎$ , 𝜎& , 𝜎# ) are the (2×2) Pauli spin
/⃗ is the angular momentum operator [47]. Here, 𝛼 and 𝛽 stands for the spin-up and
matrices and 𝐿
spin-down components of the two-component spinor wave functions.
Another challenge in the DFT calculations is the treatment of strongly correlated materials. The
strongly correlated system refers to a material in which onsite Coulomb repulsion is considerably
larger than intersite hopping energy, and transition metal oxides containing highly localized d- or
f-electrons are typical examples. In the DFT approaches, the electron-electron interaction is
expressed as the sum of the classical Coulomb interaction (Hartree energy, EH) and the exchangecorrelation energy (Exc). Since the DFT is based on the non-interacting reference system consisting
of one-electron wavefunctions, the DFT calculates the EH in the way of the mean-field
approximation. Therefore, the EH intrinsically contains unphysical self-interaction energy, and the
Exc should ultimately cancel this. The failure of the accurate description of the strongly correlated
system stems from the incomplete cancellation of the self-interaction energy embedded in the EH.
The inadequate cancellation of this unphysical energy leads to an over-delocalization of valence
electrons, and this is why the standard DFT cannot accurately describe the highly localized d- and
f-electrons. Several methods have been proposed to devise this problem and accurately describe
the strongly correlated system [48], and DFT+U is one of the widely used methods due to its simple
and easy implementation [49-53]. In the DFT+U approach, the strong onsite Coulomb interactions
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of the highly localized (strongly correlated) d- and f-electrons are described by using the Hubbard
model with Hubbard U value, and the remaining electrons are treated as in the standart DFT [54].
In addition to the DFT+U approach, methods such as DFT+Dynamical Mean Field Theory (DFT+
DMFT) [55,56], Reduced Density Matrix Functional Theory (RDMFT) [57,58] have been
proposed, but these methods are computationally much more expensive than the standard DFT
calculations.
Thanks to the improvements in approximation of exchange-correlation functionals, the
development of practical algorithms, and the revolution of the computer technology, the DFT as a
first-principle approach has been widely and successfully applied to predict various material’s
properties in the field of the condensed matter physics, quantum chemistry, and materials science
[40,59,60].

2.2 Global Structure Prediction
2.2.1 Global Structure Prediction Algorithms
In the field of material design, there has been an increasing demand for the crystal structure
prediction as a method for finding new materials with novel properties, and various global
optimization algorithms have been consequently developed to meet these demands [10-13]. In
recent years, this computational approach for finding stable structures has become an integral part
of computational materials sciences, thanks to the exponential growth of computational power.
Widely used methods include simulated annealing [61,62], basin hopping [63], metadynamics [64],
genetic algorithm [65,66], and particle swarm optimization [16,67].
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In the simulated annealing, basin hopping, and metadynamics methods, the search process starts
from a single initial structure and perturbs the atomic configuration to overcome the energy barriers
between neighboring polymorphs. The global minimum can be found by repeating this process.
However, since we start the search from a single point in the solution space, it is limited to explore
all possible local minimums extensively. Moreover, if the actual global minimum is far from the
initial structure, a single execution of the algorithm cannot guarantee the prediction of the global
minimum.
On the other hand, the genetic algorithm and the particle swarm optimization, which can be
classified as population-based (or evolutionary) optimization algorithms, initiate the optimization
process from multiple initial structures called population. Due to the diversity of the structures in
the population, these algorithms can search a vast solution space efficiently by utilizing the
information about the structural geometries and energies of the previous population to improve the
structures of the next population. Each step (or generation) of these population-based optimization
approaches consists of search, rank, and update stages. The search stage is to identify the locations
(crystal structures) and energy values of the local minimums near the structures that make up the
current population. This stage is typically performed in conjunction with the first-principles
calculations using the density-functional theory. In the rank stage, the rank is determined by
comparing the first-principles energy values of the local minimum. Finally, in the update stage,
the structures of the next population are generated by updating the structures of the current local
minimum utilizing unique algorithms depending on different optimization schemes.
In this study, global structure prediction using particle swarm optimization algorithm, which is
one of the population-based optimization algorithms, was performed to identify not only the
ground state structure but also metastable structures through extensive structure search.
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2.2.2 Particle Swarm Optimization (PSO)
The PSO algorithm was first introduced in 1995 by Kennedy and Eberhart [14,15] as a
biologically inspired optimization algorithm. In this algorithm, the movement of the candidate
solutions in the solution space imitates the social behavior of bird flocks or fish schools. The PSO
algorithm was first implemented in a practical software for prediction of crystal structures by Ma
and co-workers [16] in 2010 and has been successfully applied to predict new materials such as
nanoclusters, super-hard materials, and elecrides [67].
While the genetic algorithm improves the quality of candidate solutions by applying genetic
operators such as mutation and crossover, the PSO avoids these operations and solves optimization
problems very effectively by generating candidate solutions (which is called ‘particles’) and
making them move around in the solution space according to a relatively simple updating formula

!

!

!

composed of position and velocity, xit+1 = xit + ν it+1.

!

In the updating formula, xit stands for the coordinate of the ith particle in the current (t) generation

!

before the local optimization, and ν it+1 is the new velocity that determines the location of the ith

!

particle in the subsequent (t+1) generation. Here, it should be noted that the position vector xi is
not a 3 dimensional variable for each ‘physical’ particle (i.e., ions) included in the structure, but a
3N-dimensional variable including position information of N ‘physical’ particles included in the
ith crystal structure.

!

The velocity ν it+1 is calculated by considering various outputs from the current generation.

! !
!
!
! !
ν it+1 = ων it + c1r1 ( bit − xit ) + c2r2 ( git − xit )
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!
!
ν it is the current velocity and ω is the weight factor for the inertia of the velocity. bit means the
ith particle’s best location, which implies the location with the lowest energy experienced by the ith

!

particle up to the present time. Similary, git represents the global best location for the entire
population. c1 and c2 reflect the self-confidence and swarm-confidence, respectively. Finally, r1
and r2 are random numbers between 0 and 1. The inertia weight factor and random numbers are
intended to prevent premature convergence to the local minimum.

2.2.3 Global Structure Prediction Scheme Combining PSO with DFT
As described above, global structure prediction proceeds in three stages: search, rank, and update.
The PSO algorithm performs its functions in the rank and update stages, and the PSO itself cannot
carry out the search where we need to find a locally optimized structure near the updated structure.
This search stage is performed through DFT calculation, and the result is transmitted to the PSO,
so the overall structure prediction process proceed. Figure 2.1 is a schematic diagram presenting
how DFT is combined with PSO to perform crystal structure prediction.
In the first step, a number of random structures are generated according to the population size.
Then, DFT relaxation is performed on the current structures to search locally optimized structures.
When this process complete, PSO updates the structures for the next generation based on the
information of the optimized structures.
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Figure 2. 1 Calculation scheme of combining PSO and DFT.
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Chapter 3
Cesium Oxides: CsxO
3.1 Background
Alkali metals exhibit relatively low work functions, and cesium is known to show the lowest
work function; the work function of polycrystalline cesium ranges between 1.95 and 2.14 eV
[68,69], which makes it appealing for many technical applications. For example, a thin film coating
of cesium helps to improve the photoelectric emission performance of the cathode [70-72]. The
work function of cesium covered cathode can be further lowered through oxidation [73,74]; work
functions of cesium oxide covered GaInAs [75] and GaAs [18], for example, reach to 0.8 and 0.7
eV, respectively. The low work function property of cesium oxides makes it also appealing as a
surface coating and interfacial layer material to ameliorate the performance of other electronic
devices such as thermionic energy converters [19], light-emitting devices [20], and solar cells [21].
Despite the successful application of cesium oxides coating to multiple electronic devices, our
understanding of cesium oxide phases under the experimental conditions is far from complete. It
is because cesium oxide compounds (CsxOy) exist in many different stoichiometries with high
chemical sensitivity [22,23,76], and it remains a challenge to characterize their structural
properties and resultant electronic properties.
In this study, I employ first-principles DFT calculations coupled with global structure prediction
algorithm to identify thermodynamically stable atomic configurations of Cs-O compounds with
different chemical compositions (Cs3O, Cs2O, and CsO). Also, through additional first-principles

21

calculations on the identified structures, I verify previous experimental observations of decreasing
trend in work function with increasing oxidation levels [77,78] and identify the lowest work
function surface among various chemical compositions and possible surface facets.
However, no matter how low the work function of a particular surface is, it is meaningless if it is
impossible to realize the surface experimentally. Therefore, it is necessary to check the
thermodynamic stability of each surface under specific experimental conditions. Here, the
experimental condition means oxygen chemical potential that can be controlled by temperature
and pressure, and the thermodynamic stability of surfaces under different oxygen chemical
potentials can be established by comparing surface free energies. I confirm the experimental
feasibility of the lowest work function surface by comparing the surface free energy of the surface
with other surfaces of the corresponding crystal structure.
One interesting phenomenon about work functions is that atomic adsorption on a material's
surface can modify work functions [79-81]. The underlying mechanism of work function change
is that the surface dipole moment density generated by the surface adatom forms a local electric
field, thereby changing the energy barrier required for electrons to escape from the material. The
reason for the surface dipole moment change is a redistribution of charge density near the
outermost surface. DFT calculation can not only estimate the work function change through a
direct calculation but also provide information which we need to explain the underlying
mechanism of work function change by generating an electron density profile. It is confirmed that
the mechanism of work function change appears exceptionally different in the case of Cs3O
(P63/mcm), recently reported electride [17], owing to the redistribution of “free” electrons
distributed in its cavity space. Its work function is drastically reduced upon the adsorption of
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electronegative atoms. Our theoretical study proposes a new avenue to develop ultralow work
function materials for various technological applications.

3.2 Stable and Metastable Structures (x = 1, 2, and 3)
Figure 3.1 (a), a convex hull diagram, summarizes (meta)stable structures identified through the
global structure search, where the formation energy ( ΔE ) is defined as
⎡ E(Cs O ) − ( x ⋅ E(Cs) / 2 + y ⋅ E(O ) / 2)⎤ / ( x + y ) ,
⎣
⎦
x
y
2

the energy difference to the reference systems, body-centered cubic (BCC) phase of bulk Cs and
O2 molecule in a gas phase. For each chemical composition, 5~9 polymorphs with different crystal
structures were identified in the energy range of < 100 meV/atom.
The global structure search successfully reproduced the crystal structures reported in the literature
(blue triangles in Fig. 3.1(a)), and Fig. 3.1(b) presents those structures: CsO with space group of
Immm (#71) [82], multilayered Cs2O with R3m (#166) space group [83], and Cs3O with P63/mcm
(#193) [84] consisting of 1D building blocks forming large cavity space between the building
blocks, reported as the first 1D electride with topological Dirac nodal lines [17]. The global
structure search identifies two new CsO structures with space group of Pnnm (#58) and C2/m (#12)
(see Fig. 3.1(c)), that are more stable than the one reported so far [82]. Although it is not guaranteed
that all the identified structures through the global structure prediction are experimentally
synthesizable, it is important to note that the energy difference of 100 meV/atom is within the free
energy range that can be overcome by thermodynamic perturbations such as pressure and
temperature [85]. Therefore, these metastable phases can be regarded as synthesizable candidates.
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Figure 3. 1 Convex hull diagram and corresponding structures. (a) Convex hull diagram for Cs-O
compounds. Each black triangle represents a structure identified through a global structure
prediction, and blue triangles indicate the structures reported in the literature. (b) Atomic structures
of the experimentally reported structures. (c) Atomic structures of CsO compound which show
lower formation energy than the literature structure.
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(meta)stable structures of CsO
Table 3.1 lists the (meta)stable structures identified through the global structure search for the
chemical composition of CsO. The structure indicated in blue color (Immm #71) is the structure
synthesized through experiments, and the remaining structures are not reported in literatures so
far. Crystal and electronic structures of the four most stable atomic configurations are illustrated
in Fig. 3.2.
Even though these structures belong to different space groups with different symmetry, they show
very similar tendencies in the coordination of oxygen atoms and electronic structure. First,
considering the stoichiometry, the oxygen atom needs two electrons, but there is only one Cs atom
which can donate one electron. Therefore, oxygen atoms exist in the form of [O2]2- rather than O2-.
We can see these [O2]2- dimers from the crystal structures shown in Fig. 3.2. The projected band
structures also confirm this. All four structures exhibit three oxygen bands (red lines) in the energy
range of -6 eV < E-EF < 0 eV, representing bonding σ, π, and anti-bonding π orbitals formed by
covalent interaction between two oxygen atoms. All of these structures are semiconductors having
a band gap of 1 eV ~ 2 eV.

Table 3. 1 Space group and energy values of identified structures for CsO. Blue color indicates
that the structure has been reported in literature.
Composition

Space group
Amm2 (#38)
P21/c (#14)

CsO

Immm (#71) [82]
C2/m (#12)
Pnnm (#58)

Energy/f.u. (eV)
-7.665
-7.823
-7.825
-7.830
-7.850
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𝛥E (eV)
-0.942
-1.021
-1.022
-1.025
-1.034

Figure 3. 2 Band structure and DOS projected on each species for (meta)stable structures of CsO.
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(meta)stable structures of Cs2O
The (meta)stable structures of Cs2O also share similar properties coming from the stoichiometry,
even though the specific atomic configurations are different from each other. The space groups to
which each atomic configuration belongs, and calculated energy values are listed in Table 3.2. The
structure search results confirm that the rhombohedral R3(m (#166) structure, which has been
synthesized, is energetically the most stable structure.
The (meta)stable structures of Cs2O differ from the CsO structures in that the oxygen atom exists
as O2- ion, and as shown in Fig. 3.3, the O2- ion forms an octahedral coordination geometry
surrounded by six Cs atoms in all the four most stable structures. R3( m (#166) and Cm (#8)
structures exhibit layered structure, showing a sandwich arrangement of Cs-O-Cs in each layer.
These two structures have the same atomic configuration in a single Cs-O-Cs layer, but they belong
to different space groups because the stacking manner of each layer differs. This is why they show
a negligible energy difference. Pmmn (#59) shows the same atomic arrangement with λ-MnO2,
which provides a framework of LiMn2O4 spinel structure. In all four structures, due to the Oh
symmetry of octahedral coordination of O2- ion, the p orbitals of the oxygen atom show bands that
are almost degenerate in a very narrow energy region near the Fermi level (Fig. 3.3).

Table 3. 2 Space group and energy values of identified structures for Cs2O. Blue color indicates
that the structure has been reported in literature.
Composition

Space group

Energy/f.u. (eV)

𝛥E (eV)

Cs2O

Pnnm (#58)
Pmmn (#59)
Fd3(m (#227)
Cm (#8)
R3(m (#166) [83]

-9.414
-9.495
-9.604
-9.617
-9.617

-0.927
-0.954
-0.991
-0.995
-0.995
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Figure 3. 3 Band structure and DOS projected on each species for (meta)stable structures of Cs2O.
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(meta)stable structures of Cs3O
Cs3O exhibits a peculiar phenomenon that is not seen in other chemical compositions, and all the
identified (meta)stable structures listed in Table 3.3 share this property.
The most stable structure is the rhombohedral P63/mcm (#193), and this structure was recently
identified as an electride [17], which is a new class of materials where electrons are not strongly
bound to any specific atom and serve as anions by occupying interstitial space. As shown in Fig.
3.4, this structure consists of 1D building blocks formed by connecting face-sharing Cs6O
octahedra along the c-axis, and anionic electrons are known to exist in the empty space between
these building blocks. Interestingly, the (meta)stable structures identified through crystal structure
search also exhibit the same characteristics.
The four (meta) stable structures consist of 1D or 2D building blocks and show enough space for
the presence of anionic electrons. The projected band structures in Fig. 3.4, demonstrate similar
characteristics showing highly dispersive metallic bands near the Fermi level. We should note that
these metallic bands show contributions neither from the Cs nor O atoms. This is suggesting that
these bands are associated with anionic electrons. To verify the distribution of electrons associated

Table 3. 3 Space group and energy values of identified structures for Cs3O. Blue color indicates
that the structure has been reported in literature.
Composition

Cs3O

Space group

Energy/f.u. (eV)

𝛥E (eV)

P21/m (#11)

-10.513

-0.757

Pmc21 (#26)

-10.552

-0.767

R3( (#148)

-10.578

-0.774

Cmc21 (#36)

-10.593

-0.777

P63/mcm (#193) [84]

-10.659

-0.794
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Figure 3. 4 Band structure and DOS projected on each species for (meta)stable structures of Cs3O.
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with these metallic bands, the partial charge densities in the energy range of -1.2 eV < E-EF < 0
eV were calculated and shown in Fig. 3.5. Depending on the atomic configuration, those metallic
(
electrons are distributed in 1D or 2D empty spaces of the lattices. In particular, in the case of R3
(#148) structure, the 2D electron distribution is connected by 1D channels in the c-axis direction.
The fact that R3( (#148) structure, which shows a 2D layered atomic configuration, exhibits the
same properties as electride indicates that the presence of anionic electrons comes from the
stoichiometry of Cs3O with one extra electron per formula unit rather than the atomic configuration.

3.3 Surface Properties
So far, the structural and electronic properties of the identified structures for CsxO (x = 1, 2, and
3) were explored. In this section, the surface properties such as work functions and surface energies
are discussed. To scrutinize surface properties of the identified structures, slab models of various
low index surface facets were constructed.
The work function (Φ) is defined as the minimum energy required to remove an electron from a
specific surface of the material to the vacuum area. Therefore, it can be evaluated by subtracting
the Fermi level (EF) or the chemical potential of an electron (𝜇) from the vacuum level (Evac),
electrostatic potential energy at the vacuum area of the slab model as following.

Φ = Evac − EF = −e⋅Vvac − µ
Figure 3.6 shows the local electrostatic potential energy of the CsO Immm (#71) (001) surface
slab computed from the DFT calculation as an example. The vacuum level is the electrostatic
potential energy value converged in the vacuum area outside the surface.
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Figure 3. 5 Atomic structure and anionic electron density of (a) the most stable and (b-e)
metastable structures of the Cs3O compound. For the partial charge density of the anionic electrons,
electronic bands near the Fermi level (-1.2 < E-EF < 0 eV) are taken into account. Isosurfaces of
the electron density is drawn to illustrate 1D or 2D anionic electron channels, and the isosurface
level is chosen as the value that clearly shows an accumulation of the anionic electrons in the
vacant space in the range of 0.0055 ~ 0.0065 e/Å3.
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The Fermi level is obtained through a separate calculation and also denoted in the plot as a dotted
horizontal line. The distance between the two horizontal lines for Evac and EF is the work function.
However, we need to be careful when using this value for the semiconductor because the value
given by DFT calculation is instead the Fermi energy, which is the Fermi level at 0 K. And, because
of the smearing of Fermi-Dirac distribution function, it lies slightly above the valence band
maximum (VBM) and even varies depending on the applied smearing method. The Fermi level of
the intrinsic semiconductor at finite temperature is known to be located right in the middle of the
band gap under the assumption that the effective masses of electrons and holes are the same, which
is not always true, but the variation is very small compared to the size of the band gap. Therefore,
in this study, VBM + Egap / 2 is regarded as the Fermi level of the semiconducting system.

Figure 3. 6 Example of electrostatic potential energy. Atomic structure and the electrostatic
potential energy along the z-direction are drawn for the Cs terminated CsO Immm (#71) (001)
surface. The two horizontal dotted lines indicate the vacuum level and the Fermi level.
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The surface energy (𝛾) is an amount of energy increased per unit area to form a surface from a
bulk structure and defined as

γ =

Eslab − N ⋅ Ebulk
,
2A

where Eslab is the computed total energy of a surface slab relaxed on both side, Ebulk is the energy
per formula unit of the bulk structure, N is the number of formula units contained in the surface
slab, A is the area of the surface, and the 2 factor in front of A reflects the fact that top and bottom
surfaces are created in the slab model. This surface energy can be used to compare the relative
stability of the surfaces.
Although the above formula is a commonly used approach for calculating surface energy, one
drawback of this formula is that it can be applied only to symmetric and stoichiometric slabs where
the termination of both ends of the slab is the same (symmetric), and N is well defined as an integer
value (stoichiometric). However, a more general method was suggested considering the cleavage
energy (Ecleavage) and the relaxation energy (Erelaxation) as the two elements of the surface energy
and applied to calculate surface energies of PbTiO3 [86-88] and MoP [89]. By adopting this
approach, the surface energy of specific termination can be calculated regardless of symmetry or
stoichiometry of the slab using the following formulas.

γ (α ) = Ecleavage (α ) + Erelaxation (α )

Ecleavage (α ) = Ecleavage ( β ) =

unrelaxed
[Eslab
(α , β ) − N ⋅ Ebulk ]
2A

relaxed(α )
unrelaxed
(Eslab
− Eslab
(α , β ))
Erelaxation (α ) =
A
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where 𝛼 and 𝛽 stand for two terminations simultaneously generated by one cleavage, and
stoichiometric slab with these two terminations on each end can always be formed. The cleavage
energy can be estimated using this unrelaxed stoichiometric slab even though the two terminations
of the slab are different because the two terminations contribute equally to the Ecleavage, which is
the reason that the cleavage energy is the same for 𝛼 and 𝛽 terminations. The relaxation energy
for a particular termination is determined by comparing energies of the unrelaxed slab and the slab
relaxed only on one side. In this study, the usual former method was exploited for symmetric and
stoichiometric slabs, and the second approach was applied otherwise.

3.3.1 Work Functions and Surface Energies (x = 1, 2, and 3)
Figure 3.7 summarizes the work functions and surface energies of low index surfaces of four
crystal structures for Cs, Cs3O, Cs2O, and CsO, and the numeric values are listed in Table 3.4. In
the table, each surface is labeled by four indices, crystallographic orientation of the cleavage
surface, cleavage plane, cleavage symmetry, and terminated atom(s). The cleavage plane implies
that different ways of cutting with altered terminations are possible along the same direction,
depending on a distance between the cleavage plane and the origin. The cleavage symmetry is
denoted by ‘S’ or ‘A’, which indicates whether the bottom and top surfaces of the slab generated
by the cleavage are symmetric or asymmetric. The last index, terminated atom(s), means the
species of atoms located in the outermost layer of the surface. Surfaces with ‘CsO’ termination
mean that both Cs and O appear in the outermost layer. For example, (001)-2-A-Cs surface means
a surface generated by the second cleavage plane along the (001) direction, and this surface is the
Cs-terminated side of an asymmetric slab, which have O-termination on the other side.
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In Fig. 3.7, each circle represents the work function of a specific surface, and the color of each
circle denotes its surface energy. Low index orientations considered in this study are (001), (010),
(011), (100), (101), and (110). Note that most surfaces of the Cs3O polymorphs display low surface
energy values (g < 0.35 eV/nm2). It is because these structures are composed of 1D or 2D building
blocks as super-atomic components to form crystals, where anionic electrons reside at the cavity
space between the low-D building blocks.
Our work function values for BCC Cs are 1.97, 2.07, and 1.91 eV for (100), (110), and (111)
surfaces, respectively, which agree well with the experimentally measured values [68,69]. The
work functions show a decreasing trend as the oxygen content increases, reaching to the lowest
value of 0.66 eV for the Cs-terminated (001) surface of CsO Immm (#71).

Figure 3. 7 Work functions and surface energies for all surfaces examined in this study. Each
structure is represented by its space group, and each circle corresponds to a particular surface.
The vertical dotted line distinguishes different chemical compositions.
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Table 3. 4 Surface energies (𝜸) and work functions (𝚽) of cesium oxide compounds with different
orientation, cleavage plane, and terminations.
Composition

Space group

Cs

Im3(m (#229)

P63/mcm (#193)

Cmc21 (#36)
Cs3O
R3( (#148)

Pmc21 (#26)

R3(m (#166)

C2/m (#12)
Cs2O
Cm (#8)

P3(m1 (#164)

Surface

𝛾 (eV/nm2)

Φ (eV)

(100)-1-S-Cs
(110-1-S-Cs
(111)-1-S-Cs
(100)-1-S-Cs
(010)-1-S-Cs
(001)-1-A-Cs
(001)-1-A-O
(110)-1-S-Cs
(010)-1-S-Cs
(001)-1-A-Cs
(001)-1-A-O
(001)-2-A-Cs
(001)-2-A-O
(110)-1-S-Cs
(100)-1-S-CsO
(001)-1-S-Cs
(110)-1-S-Cs
(010)-1-A-Cs1
(010)-1-A-Cs2
(001)-1-A-Cs1
(001)-1-A-Cs2
(011)-1-S-Cs
(100)-1-S-CsO
(010)-1-S-CsO
(001)-1-S-Cs
(110)-1-S-CsO
(100)-1-S-CsO
(010)-1-S-Cs
(001)-1-S-Cs
(011)-1-S-Cs
(0-11)-1-S-Cs
(100)-1-S-CsO
(010)-1-S-Cs
(010)-2-A-Cs
(001)-1-S-Cs
(100)-1-S-Cs
(010)-1-S-Cs
(001)-1-S-Cs
(110)-1-S-CsO

0.441
0.375
0.496
0.292
0.292
1.595
0.856
0.367
0.250
1.166
0.398
2.092
0.294
0.282
0.428
0.346
3.499
0.312
0.315
0.250
0.245
0.250
1.096
1.095
0.016
1.106
0.937
0.645
0.039
1.412
0.488
0.950
0.669
4.579
0.024
0.666
0.667
0.040
1.082

1.969
2.075
1.915
1.782
1.780
1.964
2.908
1.720
1.656
1.871
1.587
2.022
2.519
1.832
1.760
1.940
1.980
1.742
1.671
1.794
1.894
1.717
1.477
1.480
1.443
1.825
1.901
1.560
1.446
1.426
1.701
1.899
1.530
1.976
1.447
1.440
1.444
1.434
1.798

37

Table 3.4 (Continued)
Composition

Space group

Pnnm (#58)

C2/m (#12)

CsO
Immm (#71)

P21/c (#14)

Surface

𝛾 (eV/nm2)

Φ (eV)

(100)-1-S-CsO

1.885

1.732

(010)-1-S-Cs

0.878

1.068

(001)-1-S-Cs

0.922

1.431

(011)-1-S-Cs

0.776

1.122

(100)-1-S-CsO

1.863

1.575

(010)-1-S-O

0.873

1.780

(001)-1-S-Cs

0.681

0.766

(011)-1-S-Cs

0.780

1.232

(0-11)-1-S-Cs

0.156

1.127

(100)-1-S-CsO

2.027

1.454

(010)-1-S-O

0.879

1.680

(010)-2-A-Cs

6.403

1.248

(010)-2-A-O

3.761

6.159

(001)-1-S-Cs

0.708

0.663

(001)-2-A-Cs

5.733

2.210

(001)-2-A-O

3.939

5.112

(110)-1-S-O

3.114

3.090

(110)-2-A-Cs

5.385

2.138

(110)-2-A-O

3.566

5.023

(101)-1-S-Cs

1.241

0.988

(101)-2-A-Cs

4.883

2.207

(101)-2-A-O

3.020

3.206

(011)-1-S-Cs

0.419

1.100

(011)-2-S-O

4.517

3.305

(011)-3-A-Cs

6.610

2.090

(011)-3-A-O

2.745

3.699

(100)-1-S-Cs

2.828

2.971

(010)-1-S-Cs

0.165

1.153

(001)-1-A-Cs

5.166

2.153

(001)-1-A-O

3.411

4.321

(011)-1-S-Cs

1.484

2.022

(0-11)-1-S-Cs

0.989

1.398

38

Our results are in excellent agreement with the experimental measurement [77,78] showing
continuous changes in the work function of Cs films as oxidation progresses by increasing oxygen
exposure. Although experiments were unable to elucidate the relationship between work function
and the degree of oxidation levels, it was shown that the work function can reach as low as ~ 0.7
eV with an increased oxygen exposure [77]. Further experiment identified that the chemical
composition corresponding to the lowest work function is CsO [78].

3.3.2 CsO Immm (#71): The Lowest Work Function Structure
Next, the energetics and thermodynamic stabilities of the lowest work function material, CsO
Immm (#71) structure is discussed. Figure 3.8 shows its surface energies and work functions for a
given surface orientation and atomic termination, where all the possible 17 surfaces of low Miller
index facets were taken into account.
Figure 3.8 shows substantial variations in the surface energies (~ 6 eV/nm2) and the work
functions (~ 6 eV) depending on the direction and termination of the surface, which is stemmed
from various origins, such as ionic relaxation, charge redistribution [90], and the formation of
electric dipoles inside asymmetric slabs [91]. Since these factors are sensitively affected by the
nature of broken chemical bonding and ionic configuration of each surface termination, it requires
a complicated procedure to estimate each influence independently. For example, a slab with an
asymmetric termination, Cs- and O-terminations on each side, accumulates a net electric dipole
moment pointing from O-terminated surface to Cs-terminated one, resulting in a higher
electrostatic potential in the direction of the O-terminated surface, consequently an increased work
function.
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Figure 3. 8 Work functions and surface energies of 17 different surfaces of the CsO Immm (#71)
structure. Each surface identified by four indices as described in the text. A different color is used
to indicate each different surface orientation.

Moreover, spill out of surface electrons to the vacuum induces surface dipole barrier that is
responsible for an increased work function. A higher spill out electron density of anions than that
of cations [92] contributes to the relatively low work function of Cs-terminated surfaces than Oterminated ones. Consequently, for a given surface orientation, Cs-terminated surfaces show
relatively smaller work functions than O-terminated surfaces. For all surface orientations except
(100) where the symmetric Cs and O termination is the only possibility, the lowest work function
surfaces are terminated with Cs and show the work functions of 0.66, 1.25, 1.10, 0.99, and 2.14
eV for (001), (010), (011), (101), and (110) directions. The surfaces with the lowest work function
for the (001), (011), and (101) directions are also the most stable surfaces with the lowest surface
energy for each direction.
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Next, thermodynamic stabilities of the CsO surfaces for a given experimental condition,
temperature (T) and pressure (P), are investigated. The relative thermodynamic stabilities of
different surfaces can be determined by comparing surface free energies 𝛾(𝑇, 𝑃) [89,93]. This
quantity is defined as

γ (T , p) = ⎡⎣ Eslab − N Cs ⋅ µCs (T , P) − N O ⋅ µO (T , P) ⎤⎦ / 2 A,
where 𝜇+, and 𝜇- are the chemical potentials of Cs and O, 𝑁+, and 𝑁- are the numbers of Cs and
O atoms contained in the slab, respectively. Here, 𝐸./01 is DFT total energy of a slab neglecting
vibrational entropy and volume changes for a given temperature. This approximation is commonly
applied to calculate the surface free energy due to their negligible contributions [93].
If we limit our discussion to the chemical composition of CsO, and assume the thermodynamic
equilibrium between the surface and the bulk material which is acting as a thermodynamic
reservoir, the equilibrium condition for chemical potential is

CsO
µCs (T , P) + µO (T , P) = Ebulk
.

This equation implies that the sum of the chemical potentials of Cs and O is equal to the Gibbs
free energy per formula unit of bulk material, and again the Gibbs free energy is replaced by DFT
total energy. Using the above two equations, 𝛾(𝑇, 𝑃) can be expressed as a function of a single
variable 𝜇- (𝑇, 𝑃) as follow.

γ (T , p) =

1
CsO
⎡⎣ Eslab − N Cs Ebulk
+ (N Cs − N O ) µO (T , P) ⎤⎦
2A
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The slope of 𝛾(𝑇, 𝑃) is determined by (𝑁+, − 𝑁- )/2𝐴 , the degree of off-stoichiometry per unit
area, thus it becomes zero for stoichiometric slabs, and only the asymmetric cleavage shows nonzero slope because of extra atoms added to construct a symmetric slab.
Now, we need to specify appropriate limits for 𝜇- in which the thermodynamic equilibrium
between the surface slab and the environment can be maintained. The chemical potential of each
element cannot exceed that of the most stable elemental phase [94]. Otherwise, the thermodynamic
equilibrium condition is broken, and the most stable elemental phase starts to form on the surface.
For Cs and O, BCC bulk and free-standing O2 molecule can be considered as the most stable
elemental phases, and the upper limit for chemical potentials are
1
2

Cs
O
, and µO < Emolecule
.
µCs < EBCC
2

The lower limit for µO can be determined by taking into account the equilibrium condition for
chemical potentials and the upper limit of µCs , and consequently, appropriate range for µO is

1
1
1
CsO
Cs
CsO
Cs
Ebulk
− EBCC
< µO < µOmolecule , or Ebulk
− EBCC
− µOmolecule < µO − µOmolecule < 0 .
2
2
2
2
2 2
The left side is the formation energy per formula unit of CsO (Δ𝐸 2.4. ), and if we define Δ𝜇- as
𝜇- − 1⁄2 ∙ 𝜇-56/784/7
, the limits for Δ𝜇- becomes
!

ΔE f.u. < ΔµO < 0 .
The calculated Δ𝐸 2.4. for the CsO Immm (#71) structure is -2.04 eV, so the range of Δ𝜇- is -2.04
eV (O-poor condition) < Δ𝜇- < 0 eV (O-rich condition).
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Figure 3.9 presents surface free energies as a function of oxygen chemical potential, where the
work function of a given surface is also listed in the parentheses. For most regions of oxygen
chemical potential, the surface free energy of the (001)-1-S-Cs surface (solid black line) exhibiting
the lowest work function of 0.66 eV lies below that of other surfaces oriented in the same direction
(other two black lines). The other low work function surfaces, (101)-1-S-Cs (solid brown line, 0.99
eV) and (011)-1-Cs (solid red line, 1.10 eV), are also mostly stable except for the extremely Orich condition.

Figure 3. 9 surface free energy of 17 different surfaces of the CsO Immm (#71) structure as a
function of oxygen chemical potential. The work function is also given by a numeric value inside
the parentheses in the legend.
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3.4 Changes in Work Functions due to Adatom Adsorption
Finally, changes in work functions by adding adsorbate atoms on the surfaces will be discussed.
Specifically, I focus on the experimentally confirmed crystal structures of each chemical
composition (Cs3O P63/mcm, Cs2O R3( m, and CsO Immm), and the surfaces which show the
lowest surface energy or lowest work function for each atomic structure were studied. Figure 3.10
presents the selected surfaces for the investigation of work function changes.

3.4.1 Surface Dipole Moment Density and Work Function
An adsorbate can change the work function, and this phenomenon is directly connected to the
changes in the surface dipole moment induced by the redistribution of charge density [79-81]. The
reason for this is that the electric field induced by the dipole moment changes the potential energy
barrier required for electrons to escape the material. The relationship between the changes in
surface dipole moment and work function can be written as

ΔΦ = −

e
Δp ,
ε0

where Φ is the work function, e is the electron charge, 𝜀9 is the permittivity, and p is the dipole
moment density. A positive dipole moment means that the dipole is pointing out of the surface.
According to the equation, an increase in the surface dipole moment lowers the work function,
whereas a decrease in the surface dipole moment increases the work function. If we consider the
fact that the redistribution of charge density is caused by two factors: a structural deformation of
the surface due to the presence of the adsorbate and the charge transfer between the surface and
the adsorbate, the above equation can be expressed as follows.
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Figure 3. 10 Atomic structures of surface slabs with Li adsorbate. (a) Cs3O P63/mcm (100) surface.
Hm (001) surface. (c) CsO Immm (011) surface. (d) CsO Immm (001) surface. Upper
(b) Cs2O R𝟑
1/5 part of the slab with the adsorbate atom is fully relaxed.
45

ΔΦ = ΔΦ1 + ΔΦ 2 = −

e
(Δp1 + Δp2 )
ε0

Δ𝑝! is the surface dipole moment density produced by the deformation of the substrate, and Δ𝑝"
is the surface dipole moment density induced by the charge transfer. The dipole moment change
due to the charge transfer is a major factor in work function change unless significant
reconstruction of the surface takes place.
The general rule for metal substrates is that the direction of charge transfer is determined by the
difference in electronegativity between the adsorbates and substrates. Adsorbates with low
electronegativity (i.e., electropositive adatom) are expected to lower the work function because the
charge transfer from the adatom to the surface takes place, resulting in negative surface dipole
moment. However, it has been shown that this general rule does not always predict the correct
work function change, because even though charge transfer occurs in the same direction, induced
surface dipoles can be formed in different directions due to detailed differences in charge
redistribution [79]. Also, in the case of the ionic compounds, the redistribution of the charge
density can be further complicated according to the underlying atomic structure of the surface and
chemical bonds between the substrate and the adsorbate. Therefore, numerical computations are
required to accurately estimate the magnitude and direction of surface dipole caused by adsorbates.

3.4.2 Work Function Changes
Calculated work function changes of four different surfaces due to various adsorbates are listed
in Table 3.5 and plotted in Fig. 3.11. In most cases, work functions tend to increase with adsorbates,
even for alkali metals with low electronegativity. Cs3O 100 surface is the only one with lowered
work function upon the adsorption of highly electronegative atoms such as N, S, F, and Cl, where
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Table 3. 5 Changes in work functions upon the adsorption of atomic adsorbates on various surfaces.
The unit of work function is eV. Negative work function changes are indicated by red color.
Adsorbate
pristine
Li
Na
K
Rb
Cs
Mg
Al
Si
N
P
O
S
F
Cl

Cs3O (100)

Cs2O (001)

CsO (001)

CsO (011)

Φ

ΔΦ

Φ

ΔΦ

Φ

ΔΦ

Φ

ΔΦ

1.783
2.335
2.147
2.154
2.096
1.961
2.201
2.214
2.410
1.500
2.422
1.560
2.332
1.379
1.351

0.000
0.552
0.364
0.371
0.313
0.178
0.418
0.430
0.627
-0.283
0.639
-0.223
0.549
-0.404
-0.432

1.443
3.573
2.842
2.420
2.219
2.127
2.998
3.358
4.680
6.000
6.053
3.576
7.366
6.138
8.524

0.000
2.131
1.399
0.978
0.776
0.684
1.556
1.916
3.237
4.557
4.610
2.133
5.923
4.696
7.081

0.662
2.434
2.589
2.174
2.224
2.247
2.826
2.439
2.399
2.529
1.072
1.466
2.416
2.745
3.915

0.000
1.771
1.926
1.511
1.561
1.584
2.163
1.776
1.736
1.866
0.409
0.803
1.753
2.082
3.252

1.101
3.426
3.161
2.474
2.313
2.096
4.051
5.199
3.221
3.397
4.281
2.423
4.121
3.369
6.125

0.000
2.325
2.060
1.373
1.212
0.995
2.950
4.098
2.120
2.296
3.180
1.322
3.020
2.268
5.025

Figure 3. 11 Changes in work functions upon the adsorption of atomic adsorbates on various
surfaces.
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the work function can be lowered as much as 0.43eV. This result is very interesting because,
according to the general rule, electronegative atoms are known to increase the work function.
These results indicate that the change in work function is influenced not only by charge transfer
between the adsorbate and Cs atoms located on the outermost surface but also by other factors. I
will discuss the atomic origins of those changes in work functions in detail.

Increasing cases
As mentioned earlier, electropositive adsorbates can be expected to lower the work function due
to the charge transfer from the adatom to the outermost layer of the surface. However, in the case
of Cs-terminated surfaces, which show low work functions, the charge transfer usually occurs from
Cs atoms in the outermost layer to the adatom because the Cs have lower electronegative than any
other element. This is the first reason for the increase in work function in most cases. Secondly, in
some cases, surface deformation caused by adsorbate also leads to an increase in work function.
This phenomenon can be explained by taking the CsO Immm (#71) (011) surface as an example.
Figure 3.12 shows relaxed atomic structures with various adatoms. In the case of most metal
adsorbates (Li, Na, K, Rb, Cs, Mg, Ag, Au), the structure of the CsO (001) surface does not change
significantly, but in other cases, the surface structure is notably deformed.
This difference implies that the increase in work functions of these surfaces is resulted by other
factors. Table 3.6 shows contributions of the structural deformation and the charge redistribution
to the total work function change in the cases of Li, Na, Al, P, and Cl. As mentioned earlier, in the
case of Li and Na, the structure is almost unchanged, so ΔΦ! has a small value, and the total work
function change is mostly determined by ΔΦ" . However, in the case of Al and P, the degree of
structural deformation is significant so that the value of ΔΦ! is substantial.
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Figure 3. 12 Relaxed structure of CsO Immm (#71) 011 surface with various adatoms.

Table 3. 6 Work function changes of CsO (011) surface due to the structural deformation (𝚫𝚽𝟏 )
and the charge transfer (𝚫𝚽𝟐 ).
Adsorbate

ΔΦ! (eV)

ΔΦ" (eV)

ΔΦ:6:0/ (eV)

Li

0.185

2.140

2.325

Na

0.374

1.686

2.060

Al

5.346

-1.248

4.098

P

5.751

-2.571

3.180

Cl

1.220

3.805

5.025
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The contribution of ΔΦ! is not negligible also in the case of Cl. Figure 3.13 shows changes in the
charge distribution and resulting surface dipole moment density (Δ𝑝" ) in the case of Na, Al, and
Cl adsorbate. Na is an atom with low electronegativity, but it is higher than that of Cs. Hence the
charge transfer from the nearby Cs atom to the Na atom occurs, resulting in a negative surface
dipole moment, which lead to an increase of work function (ΔΦ" ). All alkali metal atoms show
the same tendency. In the case of Al, the direction in which charge transfer occurs is quite different.
Oxygen atoms come out of the Cs layer, and charge transfer from Al atoms to O atoms occurs
through ionic bonding.
This charge transfer is in the opposite direction to that of Na, and therefore the work function
(ΔΦ" ) is lowered through the positive surface dipole moment. However, the negative surface
dipole moment induced by the structure deformation, where negative oxygen ions move out of the
surface, is more significant, and the total work function increases. Finally, in the case of the
electronegative Cl atom, the electrons inside the substrate move toward the Cl atoms to form a
negative surface dipole moment, thereby increasing the work function together with the structural
deformation.

Decreasing cases
Cs3O (P63/mcm #193) (100) surface is the only surface that shows a decrease in work function.
This happens when highly electronegative atoms such as N, S, F, and Cl are adsorbed on the
surface. In the case of the Cl adatom, the work function can be lowered by 0.43eV from 1.782 eV
to 1.351 eV. This phenomenon is attributed to the fact that Cs3O is an electride containing anionic
electrons in a hollow space.
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Figure 3. 13 Change of the surface charge distribution and resulting surface dipole moment density
of CsO (011) surface induced by (a) Na, (b) Al, and (c) Cl.
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Figure 3.14 (a) shows a fully relaxed atomic structure of the Cl-adsorbed Cs3O (100) surface.
Cs3O contains anionic electrons at the cavity space between the 1D building blocks as shown in
Fig. 3.14 (b), which illustrates the partial charge density near the Fermi level. The regions indicated
with cyan color are where the anionic electrons reside. As shown in Figure 3.14, the empty space
between 1D building blocks on the outermost surface allows the Cl atom to penetrate into the
surface, and this adatom absorbs the anionic electrons distributed in this void space. This is why
the anionic electron density in the vicinity of the Cl atom at the top of the slab is significantly
smaller than that of the bottom as shown in Fig. 3.14 (b). Figure 3.14 (c) is the differential charge
density showing how the anionic electron density distributed near the Fermi level changes by
adsorption of the Cl atom. The green regions clearly show a decrease in the anionic electron density
due to the Cl adsorption. Figure 3.14 (d), which shows the changes in total electron density, also
evidently indicates that charge transfer occurs from the region of anionic electrons (blue) to the
vicinity of the Cl atom (green and red). The projected band structures and DOS of this surface
shown in Fig.3.15 also provide the evidence for this charge transfer. First, comparing two DOS
with and without Cl adsorbate, it can be seen that s (-16 eV < E-EF < -15 eV) and p (-4 eV < E-EF
< -3 eV) orbitals of Cl atom are fully occupied. The projected band structure also shows that three
p orbital bands of Cl atom are occupied, which implies that one of the anionic electrons near the
Fermi level is transferred to the Cl atom. Bader charge analysis (Fig. 3.16) was also performed to
check the amounts of electrons assigned to the Cl adsorbate, and it also demonstrates that there is
an increase of 0.896 electrons on Cl site.
So far, the charge transfer where the anionic electron is absorbed into the Cl atom penetrating
deep into the surface was discussed. It is this charge transfer that induces the positive surface
dipole moment and finally leads to a decrease in work function.
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Figure 3. 14 Atomic structure and electron densities of Cl-adsorbed Cs3O (100) surface. (a) Fully
relaxed atomic structure. (b) The partial charge density of anionic electrons calculated from the
anionic electron bands near the Fermi level. (c) Change of anionic electron density upon the
adsorption of the Cl on the surface. (d) Change of total electron density upon Cl adsorption.
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Figure 3. 15 (a) Band structures and (b) DOS projected on each species of the Cs3O (100) surface
with and without the Cl adsorbate.
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Figure 3. 16 Bader charge of adsorbate Cl on the Cs3O (100) surface (a) Atomic structure of the
surface and Bader volume for the Cl atom. (b) Integrated charge density of Cl Bader charge along
the y-axis. The valence charge of the Cl atom is 7 e, whereas the Bader charge of the Cl is 7.896 e

55

The estimated surface dipole moment density induced by the charge transfer is shown in Fig. 3.17
The electron density around the Cl atom shows the depletion of anionic electrons near the Cl atom
and the charge accumulation at the Cl atom. The induced surface dipole moment density converges
to 0.0021 e/A in the vacuum region of the slab, which results in a decrease of the work function
(ΔΦ" ) by -0.38 eV. This value is combined with a decrease in work function caused by structural
deformation (ΔΦ! = -0.05 eV), and the total work function change is -0.43eV.

Figure 3. 17 Changes in electron density and surface dipole moment density due to charge transfer
between Cl adsorbate and Cs3O (100) surface.
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3.5 Summary
The global structure predictions for the chemical composition of CsxO (x = 1, 2, 3) were carried
out to explore the change of atomic structure according to the degree of oxidation of Cs, and the
globally stable and metastable structures were identified for each chemical composition. In the
case of Cs3O, it was revealed that not only the most stable structure, but also metastable structures
possess characteristics of the electride. The work functions for the low index orientation surfaces
of all identified structures were calculated, and it was confirmed that the decreasing trend of work
function as oxidation proceeds, which well agrees with experimental data. The lowest work
function is calculated as 0.66eV for the (001) Cs terminated surface of the CsO Immm (#71)
structure, which is not the most stable structure of this chemical composition but experimentally
synthesized structure. A comparison of surface free energy according to the change of oxygen
chemical potential shows that, in the wide range of experimental conditions, the surface with the
lowest work function is the most stable in the same orientation and second stable among all
possible low index orientations, suggesting that the work function of 0.66 eV is highly feasible.
The work function change induced by adsorbates was also studied. The Cs3O P63/mcm (#193)
structure, which is the electride, showed that the work function could be lowered by changing the
distribution of the anionic electrons through the adsorption of electronegative atoms. In the case
of the Cl adatom, the work function can be lowered by 0.43eV from 1.782 eV to 1.351 eV.
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Chapter 4
Lithium Manganese Oxides: Li1+xMn2O4
4.1 Background
Beginning with the proven possibility of TiS2 as cathode materials for Li-ion rechargeable
batteries in 1976 [95], a variety of cathode materials have been studied to improve the performance
of batteries for portable electronic devices [96,97]. In recent decades, intensive research has led to
improvements in the stability and performance of rechargeable batteries, enabling the realization
of electric vehicles with high power battery [98]. The underlying operating mechanism of Li-ion
secondary batteries is reversible intercalation and deintercalation of Li ions into or from the
cathode materials through electrolyte without significant change in their crystal structure.
Lithium manganese spinel LiMn2O4 began to attract attention as a promising cathode material
after it was verified that Li ion insertion [99] and extraction [100] were possible without affecting
its underlying MnO2 framework. Figure 4.1 illustrates the crystal structure of LiMn2O4 cubic spinel,
and phase transition induced by Li intercalation. 32 oxygen anions form a cubic-close-packed
structure by occupying 32e sites, and 8 lithium cations are located in 8a tetrahedral sites. 16
manganese cations are occupying 16d octahedral sites leaving 8b tetrahedral and 16c octahedral
sites empty. 32e oxygen and 16d manganese ions form MnO2 framework which is known as 𝜆MnO2. (To facilitate understanding of the changes in phase, throughout this document, the ionic
positions in all structures will be described in terms of Wyckoff positions of the cubic spinel
structure which belongs to space group Fd3(m, even if the structure is not a cubic spinel.)
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Figure 4. 1 Crystal structure of LiMn2O4, and phase transition from cubic spinel LiMn2O4 to
tetragonal Li2Mn2O4.

When Li intercalation takes place on this cubic spinel structure, newly inserted Li ions begin to
occupy energetically favorable octahedral 16c sites. If the structure is fully intercalated with Li
ions, the phase transition to tetragonal Li2Mn2O4 structure occurs as all Li ions occupying 8a sites
also move to 16 sites.
LiMn2O4 spinel turned out one of the successful cathode materials with low cost and low toxicity
as well as high charge-discharge rate because it has three dimensional Li ion diffusion channel
[101,102]. However, despite its advantages as a cathode material, the use of LiMn2O4 spinel is
limited to the region of -1 ≤ x ≤ 0 (Li1+ xMn2O4), because of local fracture resulting from
anisotropic volume change during Li ion intercalation (0 < x ≤ 1) into the LiMn2O4 spinel and
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thus loss of electrical contact leading to degradation of cyclability of the secondary battery
[99,103]. This anisotropic volume change is attributed to the cooperative Jahn-Teller distortion of
Mn3+ ions [104]. Jahn-Teller distortion refers to the phenomenon of lowering the overall energy
of an ionic complex by breaking of symmetry, octahedral complexes are typical cases. This
phenomenon is related to removing orbital degeneracy by structural distortion under a specific
electron configuration and consequently leading to energetic stabilization.
In the case of the MnO6 octahedral complex (Fig.4.2), the Mn ion is surrounded by six oxygen
anions, and the five-fold degeneracy of the d orbital is removed and divided into two levels due to
the crystal field. These two levels are called t2g and eg, and dxy, dxz, dyz orbitals correspond to the
relatively low t2g level, and 𝑑# ! and 𝑑$ ! %& ! orbitals belong to the high energy eg level. Given those
two energy levels for d orbitals, if the Mn ion is in the high spin Mn3+ ([Ar]3d4) state, a single
electron occupies eg orbital, and the octahedral complex is stabilized by removing the degeneracy
of the eg level through the elongation (by occupying 𝑑# ! ) or compression (by occupying 𝑑$ ! %& ! )
in the z-axis direction.

Figure 4. 2 Jahn-Teller distortions of MnO6 octahedral complex.
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In LiMn2O4 spinel, oxidation states for oxygen and lithium ions are O2-, Li1+, and Mn ions balance
charge neutrality by occupying Mn3+ and Mn4+ states. Even though the spinel LiMn2O4 contains
Jahn-Teller active Mn3+ ions, it maintains the cubic symmetry above T > 280K by randomly
distributing Mn3+ and Mn4+ ions [105-109]. However, by the intercalation of Li ions into the spinel,
Mn4+ ions change to Mn3+ state, which drives a phase transform to tetragonal Li2Mn2O4 due to the
cooperative Jahn-Teller distortion [110]. This phase transition from cubic LiMn2O4 to tetragonal
Li2Mn2O4 is known to occur through two-phase reaction in the compositional range 0.1 < x < 0.8
in Li1+xMn2O4 [99,103], and first-principle phase diagram supports this with miscibility gap
between 0 < x < 1 [111]. However, the phase diagram can be significantly influenced by the size
of the crystallites constituting the cathode material, and it has been found that when the crystallite
size is considerably small (< 15 nm), the reaction occurs in a solid solution state without phase
boundary which occurs in two-phase reaction [24]. Although the phase transition from the cubic
LiMn2O4 to tetragonal Li2Mn2O4 is well known, its intermediate structures have not been reported
experimentally. This is because the two-phase reaction occurs in the lithium intercalation process,
so that the intermediate phases can appear only at the phase boundary. These intermediate phases,
which occur in only a fraction of the sample, are challenging to observe experimentally.
In this study, I concentrate on identifying possible intermediate phases (Li1.5Mn2O4) that can
appear locally near the phase boundary of the two-phase reaction. After identifying possible
intermediate phases, their magnetic, electronic, and structural properties are analyzed, including
cubic LiMn2O4 (x=0) and tetragonal Li2Mn2O4 (x=1).
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4.2 Stable and Metastable Structures (x = 1, 1.5, and 2)
MnO2 is a polymorphic compound with a wide variety of crystal structures, and the most common
6 phases are β , γ , R , α , δ , and λ [112]. The phases are shown in Fig. 4.3. These phases are
known to accommodate alkali or alkali-earth cations without significant changes in their
underlying MnO2 framework. Among these, the cubic spinel LiMn2O4 and the tetragonal
Li2Mn2O4 structures share the MnO2 framework of the λ phase.

Figure 4. 3 Common polymorphs of MnO2 phase. The purple and brown octahedra indicate MnO6
complexes with spin up and down Mn atoms. The grey polyhedra denote potential intercalation
sites for inserted anions. Reprint from Ref. [112]
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This polymorphism of MnO2 significantly expands the possible solution space in global structure
prediction, which can be an obstacle in fully exploring Li1+xMn2O4 with the λ phase. Therefore,
analyzing the structures of the Li1+xMn2O4 with the λ phase by performing a structure prediction
using only the chemical composition is not only very inefficient but also cannot guarantee the
acquisition of a sufficient amount of data. This is because that the global structure prediction may
converge to other phases that we are not interested in, and even if it converges to the λ phase, we
additionally need to extract structures with λ phase from large amounts of data. Fortunately,
however, the δ and λ phases share the same oxygen sublattices of the face-centered cubic (FCC),
whereas the other phases exhibit hexagonal close packing (HCP) oxygen sublattice. By using this
difference, we can impose constraints on the positions of oxygen atoms during the structure
prediction, which can significantly reduce the search space.
I performed a constrained global structure prediction using simulation cells that contain two
formula units of Li1+xMn2O4 (x = 0, 0.5, and 1) and have the same cell parameters and oxygen
positions as cubic spinel LiMn2O4 (Fig 4.4).

Figure 4. 4 Constraints imposed on crystal structure search.
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The magnetic configurations of Mn ions were set to the ferromagnetic spin order, and the same
magnetic configuration was used to analyze the identified structures. Table 4.1 shows energy
values and structural, electronic features of the identified structures corresponding to the λ phase.
Interestingly, one or two structures were identified for the initial (x = 0) and final (x = 1)
compositions of the phase transitions, whereas, twelve structures were found for the intermediate
(x = 0.5) composition in a relatively small energy range of 40 meV/atom. These results show that
structures of different phases can exist as metastable states in the middle of a phase transition. I
will take a closer look at the structures identified in the initial and final compositions and
intermediate phases in the following sections.

4.3 Electronic and Structural Properties Depending on the
Stoichiometry (x)

4.3.2 Initial and Final Structures: LixMn2O4 (x = 1 and 2)
Figure 4.5 (a) shows the crystal structures of S-1, S-2 (x = 0), and F-1 (x = 1) structures, and the
oxidation states of each Mn ion are distinguished by different colors. In all three structures, MnO6
octahedra complexes centered by Jahn-Teller active Mn3+ ion (Mn(3+)O6) are all elongated in the
same direction, and these structures were analyzed by selecting this direction as the z-axis.
The oxidation state of Mn ions and the local Jahn-Teller distortions of MnO6 octahedra
summarized in Table 4.1 are determined by examining the density of states and partial charge
distribution of d orbitals. Figure. 4.6 (b) shows the density of states projected on d orbitals for each
Mn ion.
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Table 4. 1 Information about identified structures for Li1+xMn2O4 (x = 0, 0.5, and 1) through global
structure prediction. For index, S, I, and F stand for start, intermediate, and final composition,
respectively. ∆E is the energy difference compared to the most stable structure of the
corresponding composition. Local Jahn-Teller distortion represents the direction and type of the
deformation for each Mn(3+)O6 octahedra, A character with an overbar indicates compression,
otherwise elongation.
x

Oxidation Local JT Li Sites
Index Energy/atom ∆E
(eV)
(meV) State of Mn distortion (Tet. : Oct.)

Space
Group

Lattice
System

S-1

-6.7397

-

4/4/3/3

zz

2:0

Imma (74)

Orthorhombic

S-2

-6.6890

50.7

4/4/3/3

zz

0:2

C2/c (15)

Monoclinic

I-1

-6.5916

-

4/3/3/3

zxz

0:3

P1 (1)

Triclinic

I-2

-6.5913

0.3

4/3/3/3

zxz

0:3

P-1 (2)

Triclinic

I-3

-6.5912

0.4

4/3/3/3

xzy

0:3

P1 (1)

Triclinic

I-4

-6.5907

0.9

4/3/3/3

xzy

0:3

$ (148)
R3

Rhombohedral

I-5

-6.5886

3.1

4/3/3/3

zzz

0:3

C2/m (12)

Monoclinic

I-6

-6.5868

4.8

4/3/3/3

zzz

2:1

C2/m (12)

Monoclinic

I-7

-6.5839

7.7

4/3/3/3

zzz

1:2

P1 (1)

Triclinic

I-8

-6.5763

15.3

4/3/3/3

zy$x

0:3

C2/m (12)

Monoclinic

I-9

-6.5741

17.6

4/4/3/2

y

1:2

Cm (8)

Monoclinic

I-10

-6.5726

19.0

4/4/3/2

y

2:1

C2/m (12)

Monoclinic

I-11

-6.5694

22.2

4/3/3/3

z$xy

1:2

Cm (8)

Monoclinic

I-12

-6.5534

38.2

4/3/3/3

z$y$x$

0:3

F-1

-6.4962

-

3/3/3/3

zzzz

0:4

0

0.5

1
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R3$m (166) Rhombohedral
I41/amd (141)

Tetragonal

Figure 4. 5 Crystal structures of the start (x = 0) and final (x = 1) compositions in (a) primitive
unit cell and (b) pseudo-cubic unit cell.
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Figure 4. 6 (a) Partial charge density in the energy range of -1.2 eV < E-EF < 0 eV. The isosurface
is randomly selected to represent the shape of the Mn d orbital. (b) Total and orbital projected local
density of states with both spin majority (positive) and minority (negative) channel. While the
contributions from every O ion are summed up, local DOS for each Mn ion is presented.
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From the DOS, it can be seen that the t2g level electrons (dxy, dxz, dyz) are filled in -7 eV < E-EF <
-2 eV, while the eg level electrons (𝑑# ! , 𝑑$ ! %& ! ) are distributed in -1 eV < E-EF < 2 eV due to the
crystal field of the MnO6 octahedral complex. According to the ligand field theory, which more
specifically explains the separation of energy levels by applying molecular orbital theory to
accommodate covalent interactions, t2g electrons of metal ion form relatively weak π bonding with
electrons from ligands, whereas eg electrons build strong σ bonding. This σ bonding results in a
significant separation of the bonding and anti-bonding levels. The eg electrons in -1 eV < E-EF <
2 eV correspond to the anti-bonding level, and the contribution of the eg electrons in -7 eV < E-EF
< -2 eV relates to the bonding level. eg* symbol will be used to indicate the anti-bonding eg level.
For the S-1 and S-2 structures, the eg* level shows the degeneracy corresponding to 𝑑𝑧2 and 𝑑$ ! %& !
orbitals in the case of two Mn4+ ions, whereas, for the other two Mn3+ ions, the degeneracy of the
eg* level is removed by Jahn-Teller elongation, and an electron occupies 𝑑𝑧2 orbital. On the other
hand, in the F-1 structure, all four Mn ions exhibit Mn3+ oxidation state occupying 𝑑𝑧2 orbital by
lithium intercalation. The occupancy of this 𝑑𝑧2 orbital can be reconfirmed through the
visualization of the partial charge density of the electrons in the energy range of –1.2 eV ≤ E-EF
≤ 0 eV, as shown in Fig. 4.1 (a).
By examining the pseudo-cubic unit cells shown in Fig.4.5 (b), their structural differences can be
understood more clearly. The S-1 structure, the ground state of the LiMn2O4 composition, is a
spinel structure deformed from cubic to orthorhombic structure by Jahn-Teller distortion at 0K.
The S-2 structure differs from the S-1 in terms of the crystal site occupied by Li ions. In the case
of S-1, eight Li ions occupy the most favorable 8a tetrahedral site, whereas those are located at
unfavorable 16c octahedral sites in the metastable S-2 structure making its energy 50.7 meV/atom
higher than the S-1. In the S-2 structure, half of the possible 16c sites are occupied by Li ions, and

68

layers fully filled with Li ions and the Li ion free layers are alternately repeated along the [100]
direction. The F-1 structure saturates all possible 16c octahedral sites with fully intercalated Li
ions. Another difference between the S-1 and the S-2 is the arrangement of Mn3+ and Mn4+ ions.
In the S-1, Mn ions located in the plane parallel to the (001) plane have the same oxidation state,
and the states of Mn3+ and Mn4+ alternately appear along the [001] direction. However, in the S-2,
the layer fully filled with Li ions in the [100] direction have Mn3+ ions, and Mn4+ ions are located
in the Li ion free layer.

4.3.2 Intermediate Structures: LixMn2O4 (x = 1.5)
Figure 4.7 (a) shows the results of the global structure prediction performed on the chemical
composition of Li1.5Mn2O4, and the horizontal blue lines in the graph indicate the structures
exhibiting the λ-phase MnO2 which is a framework of the spinel structure. As shown in Table 4.1,
unlike the initial (x = 0) and final (x = 1) compositions, relatively large numbers of (meta)stable
structures have been identified for the intermediate (x = 0.5) composition.
The reason why a large number of metastable structures appear in a relatively narrow energy
range is that various degrees of freedom for crystal formation are arisen by additionally intercalated
Li ions. Those degrees of freedom are oxidation states of Mn ions, local Jahn-Teller distortions of
Mn3+, and position of Li ions as shown in 4.7 (b). In the following discussion, the analysis of 12
identified structures explains how these three variables influence crystal phases.
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Figure 4. 7 (a) Identified structures through global structure prediction for Li1.5Mn2O4. The black
dots represent all the structures identified from the structure prediction, and the structures with the
λ -MnO2 framework are indicated by blue horizontal lines. (b) A schematic diagram for various

degrees of freedom which can interplay to determine crystal and electronic structure.
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4.3.2.1 Oxidation States of Mn Ions
The first degree of freedom is the oxidation states of Mn ions. If we consider the chemical
composition (Li1.5Mn2O4) and the charge neutrality, Mn ions can have one Mn4+ and three Mn3+
(4/3/3/3), or two Mn4+, one Mn3+, and one Mn2+ (4/4/3/2) states. The I-9 and I-10 structures in
Table 4.1 correspond to the latter, and the other ten structures exhibit the oxidation states of the
former. By comparing the I-7 and I-9 structures, we can see how the oxidation states of the Mn
ions affect the electronic structures. As shown in Fig. 4.8 (a), these two structures share almost the
same atomic configurations in which two and one Li ions occupy the octahedral and tetrahedral
site, respectively, in the λ-phase MnO2 framework. However, in the I-7 structure, three Mn ions
(Mn2, Mn3, Mn4) are Jahn-Teller active Mn3+ elongated along the z-axis, whereas in the I-9
structure, only one Mn ion (Mn2) shows Mn3+ elongated in the y-axis, and another Mn ion (Mn4)
is in Mn2+ state. By comparing the localized density of states of Mn ions of the I-9 structure
depicted in Fig. 4.8 (b), the difference in electronic structures between Mn4+ (Mn1 and Mn3), Mn3+
(Mn2), and Mn2+ (Mn4) states can be understood. In the Mn3(4+) ion, electrons do not occupy the
eg* level, and there is a significant gap between the t2g and eg* bands. In the Mn2(3+) ion, which has
one more electron than the Mn3(4+), the degeneracy of the eg* level is removed, and the occupancy
of the low energy orbital causes the Jahn-Teller elongation along the y-axis direction. Compared
to the Mn3(4+), the energy distribution of the t2g and bonding eg band electrons does not change
much. However, in the Mn4(2+) ion, the degeneracy of the eg* level is restored by occupying the
remaining eg* orbital, and the octahedron eventually expands in all directions. Compared to the
Mn3(4+) and Mn2(3+), a splitting gap between the t2g (and also eg) and eg* level is clearly reduced,
and this can be explained as a result of the reduced ligand field on Mn d orbitals due to the
expansion of the octahedron.
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Figure 4. 8 (a) Crystal structures of I-7 and I-9 representing two different charge states of Mn ions
and (b) total and local density of states. Only the spin majority channel is depicted for Mn ions.
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The I-9 structure (4/4/3/2) shows higher energy (10 meV/atom) than the I-7 (4/3/3/3), and this
increase in the energy might result from the fact that the energy level of the t2g and eg bands are
elevated due to the contraction of the splitting gap in the Mn4(2+) ion. That is, the 4/3/3/3
configuration, which contains more Jahn-Teller active Mn3+ ions in which the eg* level is partially
filled, is more favorable than 4/4/3/2 configuration holding the Mn2+ ion in which the eg* orbitals
are fully filled.

4.3.2.2 Crystal Sites Occupied by Li Ions
The second possible degree of freedom is crystal sites occupied by Li ions. It was predicted that
the Li ions intercalated into the LiMn2O4 spinel would gradually start to occupy the 16c octahedral
sites because 8a sites are already saturated [99,113]. However, there is a disagreement on the effect
of the newly introduced Li ions at the 16c sites on the existing Li ions located at the adjacent 8a
tetrahedral sites. While there is an assertion that the electrostatic repulsion between Li ions located
at the 16c site and the adjacent 8a site is not strong enough so that Li ions can be inserted into the
16c sites without changing the position of existing 8a sites [99], it is also argued that the Li ion
inserted into the 16c octahedral site causes immediate displacement of the face sharing Li ions at
the adjacent 8a sites into the vacant 16c site [113].
The structures I-5, I-6, and I-7 in Table 4.1 lie in a very narrow energy range of about 5 meV/atom
and show the same status of oxidation states of Mn ions and local Jahn-Tell distortions of Mn(3+)O6
octahedra. However, they differ in the crystal sites occupied by Li ions. As shown in Fig. 4.9 (a),
whereas all three Li ions occupy the octahedral sites in the I-5 structure, two and one Li ions are
located at the tetrahedral sites in I-6 and I-7, respectively. The change in positions of Li ions due
to the Li intercalation is shown in Fig 4.10.
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Figure 4. 9 (a) Crystal structure of the I-5, I-6, and I-7 with Li ions located in different crystal
sites. (b) Total and local density of states
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Figure 4. 10 Li intercalation into the octahedral 16c site (Li3) and change of positions of adjacent
Li ions at 8a sites (Li1 and Li2).

In the S-1 structure, two Li ions (Li1 and Li2) are located at the tetrahedral sites, and newly
inserted Li3 ion enters into the octahedral 16c site between the two existing Li ions, and this
corresponds to I-6 structure. From this structure, if the Li1 ion in the tetrahedral site moves to the
octahedral site, it forms an edge-sharing Li octahedra chain consisting of Li1 and Li3, and Li2 in
the tetrahedral site shares its two faces with adjacent Li ions. This is the case of the I-7 structure.
Furthermore, if the Li2 at the tetrahedral site finally moves to another octahedral site, forming an
edge-sharing Li-octahedral plane, the I-7 structure transforms into the I-5 structure which is the
most stable configuration among those three. The important point to note here is that those three
structures are all fully relaxed. This suggests that, although the I-5 structure shows the favored Li
ion configuration, the Coulomb repulsion between the Li ions itself is not sufficient to have the Li
ions at the tetrahedral sites spontaneously move into the vacant octahedral sites. However, the fact
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that all Li ions in the low energy structures (I-1 ~ I-5) occupy octahedral sites reconfirms that the
16c octahedral site is more favorable for Li ions in the Li1.5Mn2O4 composition.

4.3.2.3 Configurations of Local Jahn-Teller Distortions
The third degrees of freedom to examine is a different configuration of local Jahn-Teller
distortions that take place at each Mn(3+)O6 octahedron. The Jahn-Teller effect occurs in either
elongation or compression along the z-axis, depending on which eg* orbital (𝑑𝑧2 and 𝑑$ ! %& ! ) is
occupied by d electron of the metal ion located in the center of the octahedron. However,
considering that the crystal field of the octahedral complex has cubic symmetry, the Jahn-Teller
distortion can occur in any direction of x, y, and z. The eg* orbitals associated with elongation and
compression along each axis can be represented by a linear combination of two orthogonal 𝑑𝑧2
and 𝑑$ ! %& ! orbitals, |ψ (θ )〉 = cosθ | d 3z 2 - r 2 〉 + sin θ | d x 2 - y2 〉 , and six possible cases are listed in
Table 4.2.

Table 4. 2 Linear combinations of 𝒅𝒛𝟐 and 𝒅𝒙𝟐 %𝒚𝟐 representing relevant orbitals to elongations and
compressions in the x, y, and z axes. The 𝒅𝟑𝒛𝟐 %𝒓𝟐 orbital represents the more explicit form of the 𝒅𝒛𝟐 .
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Given the structures containing three Jahn-Teller active ions (Mn3+) in the unit cell (that is,
4/3/3/3 oxidation states of Mn ions), the first phenomenon we can notice from the intermediate
structures concerning the local Jahn-Teller distortion is that structures containing compressed
Mn(3+)O6 octahedron, such as I-8, I-11, and I-12, show relatively higher energies. This is consistent
with the DFT calculation results performed on the Mn(β-diketonato)3 molecule containing the
Mn(3+)O6 octahedral complex [114]. Next, it should be noted that when elongation occurs in all
three Mn(3+)O6 octahedra, the relative direction of each elongation can appear differently.
Figure 4.11 shows crystal and electronic structures of I-1, I-3, and I-5 structures. These structures
exhibit the same Mn oxidation states and Li ion occupations. The only difference is the directions
of local Jahn-Teller distortions occurring at each Mn3+ ion. In the partial charge densities shown
in Fig. 4.11 (b), the lobes of the charge distribution corresponding to the occupied Mn d orbital
show the direction of Jahn-Teller elongations. As shown in the figure, elongation occurs in all
three Mn3+O6 octahedra for all three structures, but the relative directions of elongation are
different. In the I-5 structure, all three Mn3+ ions are elongated in the same direction (zzz), while
in the I-3 structure, they are all elongated in different directions (xzy). In the most stable I-1
structure, the two octahedra are elongated in the same direction, and the other one is elongated in
a direction perpendicular to that (zxz). I-1 and I-3 show a very small energy difference of 0.4
meV/atom, while the energy of I-3 and I-5 differ by 2.7 meV/atom.
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Figure 4. 11 (a) Crystal structure of the I-1, I-3, and I-5 with different configurations of local JahnTeller distortions. (b) Partial charge density in the energy range of -1.2 eV < E-EF < 0 eV. (c) Total
and local density of states. Orbital projected local DOS for Mn3 of the I-1, and Mn2, Mn4 of the
I-3 shows the linear combinations of 𝒅𝒛𝟐 and 𝒅𝒙𝟐 %𝒚𝟐 orbitals in -1.2 eV < E-EF < 0 eV with more
contribution from 𝒅𝒙𝟐 %𝒚𝟐 , which indicates elongations along the x or y axes. The direction can be
determined by observing the partial charge dentisity.
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4.4 Summary
The crystal structure prediction with constraints imposed on oxygen positions and lattice
parameters were performed for the chemical composition of Li1+xMn2O4 (x=0, 0.5, 1) to
investigate the change of crystal and electronic structures induced by Li insertion. The results of
the crystal structure prediction revealed the complexity of intermediate phases. While only one or
two structures were identified in the composition of the initial (x = 0) and final (x = 1) stages of
the phase transition, 12 structures were identified in the intermediate (x = 0.5) composition.
Differences between these 12 structures distributed over a relatively narrow energy range of 40
meV/atom can be explained by considering various degrees of freedom caused by Li intercalation.
The identified structures were analyzed in terms of oxidation states of Mn ions, positions of Li
ions, and local Jahn-Teller distortions of Mn(3+)O6 octahedron by utilizing first-principles DFT
calculations. The cycle capacity fade that occurs in the 0 < x < 1 range of spinel Li1+xMn2O4 during
the operation of a Li ion rechargeable battery has been explained by anisotropic volume change
between the cubic and tetragonal phases. However, our study suggests that the presence of various
metastable structures in the intermediate composition of Li1.5Mn2O4 could be another cause of the
capacity fade.
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Chapter 5
Yttrium Silicide: Y5Si3
5.1 Background
Electrides are a kind of new class of materials where electrons are not strongly bound to any
specific atom and serve as the anions [115]. Hence, those electrons are called anionic electrons
and confined within a cavity space of the lattice. The name, electride, was coined by James Dye
who identified anionic electrons from thin films produced by evaporating methylamine containing
cryptated alkali cations in 1978 [116]. After the existence of anionic electrons was confirmed by
Dye, efforts were made to find crystalline electrides, and in 1983, the first crystalline organic
electride, Cs+(18-crown-6)2e−, was synthesized [117] and characterized [118] by Dye et al.
Although other types of organic elecrides have been synthesized [119-123], they were thermally
unstable and highly sensitive to air and water [124]. Therefore, it was desired to find inorganic
electrides for practical applications. The first inorganic electride, [Ca24Al28O64]4+(4e−), was
synthesized by Kitano et al. in 2012 [125]. This material has a cage structure capable of trapping
anionic electrons. Since then, other types of inorganic electrides such as Ca2N [126] and LnRuSi
[127] have been successfully synthesized. Recently, efforts have been made to design new
electrides by combining database screening, crystal structure prediction with first-principle
calculations [17,128-131]. Researchers have been trying to synthesize and design new electrides
because of the unique characteristics of the electrides and their potential in various applications.
One of the unique characteristics of electride is its electron-donating ability. Electrides show a low
work function and can continuously provide excess electrons. Thanks to these properties,
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[Ca24Al28O64]4+(4e−) shows an efficient thermionic electron emission in the applied electric field,
which can be utilized in a display device [132]. It was also demonstrated that a low barrier electron
injection is possible in organic light-emitting diodes using this electride [133]. Ru-loaded
electrides are also known as an excellent electron donor for catalytic reactions for direct ammonia
synthesis [125-127]. Y5Si3 is one of those electrides that can effectively activate the N2 molecule
by lowering the energy barrier of the N2 dissociation which is a rate-limiting process of the
ammonia synthesis [26]. Although it was verified that Y5Si3 can enhance the catalytic activity for
ammonia synthesis, the electronic properties of Y5Si3 itself have not been fully understood yet.
Another promising application of the electrides is ion storage and transport. Since the electrides
structurally have a hollow space in which anionic electrons are distributed, it has been expected
that those void space can be used for ion transport. Even before Y5Si3 was identified as an electride,
experiments on hydrogenation of this material were conducted and showed very interesting results.
From the experiment, as the hydrogen content x of Y5Si3Hx increased, a rapid change in the
hydrogen diffusion rate accompanied by an alteration in crystal structure was observed [28].
However, the exact mechanism of the hydrogenation process, which can explain the changes in
the hydrogen diffusion rate and crystal structure, is still unknown.
In section 5.2, the structural and electronic properties of Y5Si3 as an elecride will be investigated
in detail to understand how Y5Si3 can contribute to catalytic activity. The effect of vibrational
modes on anionic electrons and interactions between metal atoms and Y5Si3 (001) surface will also
be discussed. In section 5.3, the hydrogenation mechanism of Y5Si3Hx will be systematically
explored. I will investigate how the occupation sites of hydrogen atoms and diffusion barriers
change as the hydrogen content increased. Penetration barriers of a hydrogen atom and molecule
at the Y5Si3 (001) surface will also be discussed.
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5.2 Structural and Electronic Properties of Y5Si3 as an
Electride
In this section, I will take a closer look at the crystal and electronic structures of Y5Si3 in terms
of electride. After qualitatively and quantitatively analyzing the presence of anionic electrons in
the unit cell of Y5Si3, I will explore how vibrational modes affect the distribution of anionic
electrons. Also, by examining the interaction between the Y5Si3 (001) surface and metal atoms,
the electron-donating ability of Y5Si3 to adsorbates, which is a critical part of the catalytic activity,
will be discussed.

5.2.1 Verification of the Presence of Anionic Electrons
As shown in Fig. 5.1 (a), the primitive unit cell of Y5Si3 consists of ten yttrium atoms and six
silicon atoms corresponding to 2 formula units, and the Bravais lattice belongs to a hexagonal
crystal system with a space group of P63/mcm (#193). Three yttrium and three silicon atoms form
a triangular ring in the a-b plane, and these triangular rings are stacked in the c-axis to build a 1D
hollow space along the c-axis as shown in top view. This vacant space is what commonly seen
from the electrides, which contains anionic electrons. As will be seen below, anionic electrons are
distributed in this empty space. Qualitative analysis of the presence of anionic electrons is possible
by looking at the projected band structure and DOS. Figure 5.1 (b) shows the projected band
structure and DOS. In the band structure plot, the blue line represents contributions from the empty
space between triangular rings composed of yttrium and silicon atoms, that is, anionic electron
sites. In the DOS plot, contributions from each species and anionic electron sites are shown in
different colors. The contributions from the void space to the band structure and DOS indicate the
presence of electrons in those interstitial space, and these anionic electrons are distributed in
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Figure 5. 1 Crystal and electronic structures of Y5Si3 (a) Crystal structure of Y5Si3 with hexagonal
lattice symmetry (space group of P63/mcm). Three yttrium and silicon atoms form a triangular
shape in the a-b plane, and these triangles form a 1D hollow space along the c-axis. (b) Atomically
projected band structure and DOS. The blue lines in the band structure plot shows the contributions
from the anionic electron (AE) site.
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the energy range of -1.5 eV <E-EF < 0 eV, near the Fermi level. Another fact we can notice from
the projected band structure is that the contribution of anionic electrons comes mostly from two
bands, which corresponds to four electrons per unit cell. The reason why only one line is shown in
the A-L-H-A path is that the two bands are degenerate. The Hosono group's report [26] claimed
that anionic electrons were associated with a single band, while our study confirmed that two bands
were related to anionic electrons.
Bader charge analysis was performed to quantitatively analyze the amounts of anionic electrons
distributed in the vacant space, and the results are shown in Fig. 5.2 (a). Bader charge analysis was
performed on the partial charge density corresponding to the energy range of -1.5 eV < E-EF < 0
eV, where anionic electrons are distributed. The red area in the figure on the left side shows the
Bader volume containing anionic elections that have charge centers in the 1D hollow space. This
figure clearly shows that electrons that are not bound to yttrium or silicon atoms are distributed in
the empty space. The figure on the right side shows an integrated charge density along the c-axis
inside the Bader volume containing the anionic electrons. It shows the maximum point of electron
density in the center of the unit cell where no atom is located, and the amount of charge in this
Bader volume is 1.488 electrons per formula unit. In other words, 2.976 of anionic electrons exist
in the unit cell. This is almost twice the amount reported by Hosono’s group [26], which is 0.79
e/f.u. These results are consistent with the fact that the two bands are related to the orbitals formed
by anionic electrons. In Fig. 5.2 (b) a partial charge density distributed in the energy range of -0.5
eV < E-EF < 0 eV is visualized. To minimize noise from electrons bound to other atoms and
effectively visualize the distribution of anionic electrons, a relatively narrow energy range was
selected, and it can be confirmed that anionic electrons are distributed in a 1D hollow space in the
center of the Y5Si3 lattice.
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Figure 5. 2 Visualized anionic electrons. (a) Bader charge analysis is performed on a partial charge
density (-1.5 eV < E-EF < 0). The left figure shows a Bader volume for anionic electrons, and the
right figure is an integrated charge density inside the Bader volume along the c-axis. The Bader
volume contains 2.976 electrons, which is 1.488 per formula unit. (b) Distribution of a partial
charge density (-0.5 eV < E-EF < 0). Anionic electrons fill the 1D hollow space.
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The DOS and band structures projected on each species and anionic electron sites are shown in
Fig. 5.3 and 5.4 to examine the detailed interaction between electrons from the yttrium, silicon
atoms, and the anionic electron sites. Considering symmetry by translation in the c-axis direction
and rotation about the axis parallel to the c-axis and passing through the center of the a-b plane,
symmetrically distinguishable sites are two yttrium atoms, one silicon atom, and anionic electron
site (AE) as shown in Fig. 5.3 (a). Looking at Projected DOS (Fig. 5.3 (b)), it can be seen that the
interaction between each site mainly occurs in three energy regions indicated with purple boxes.
These interactions can be confirmed by examining the partial charge densities corresponding to
each energy region. Partial charge densities for each energy region are shown in Fig. 5.3 (c). In
the energy range of -1.75 eV < E-EF < -1.25 eV, we can see that there is an interaction between
Si1 and Y2 site, while an interaction between Si1 and Y1 site occurs in -1.25 eV < E-EF < -0.75
eV. Also, even though the projected DOS shows contributions from the Y1, Y2, and AE sites in
the energy range of -0.5 eV < E-EF < 0 eV, the corresponding partial charge density implies that
there is an interaction between Y1 d orbitals and anionic electrons. The interaction between Y1 d
orbitals and anionic electrons can be confirmed more clearly through the projected band structure
to each site (Fig 5.4). In Fig. 5.4, comparing the projected bands of the AE site (blue lines) with
those of the Y1, Y2, and Si1 sites, it can be seen that the Y1 d orbitals and anionic electrons
contribute to the same bands, that is, there exists strong hybridization between Y1 d orbitals and
anionic electrons. However, the projected bands of the Y2 site does not overlap with the bands
associated with anionic electrons.
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Figure 5. 3 Interactions between electrons from yttrium, silicon, and anionic electron site. (a)
Symmetrically distinguishable atoms and anionic electron sites inside a unit cell. (b) Orbital
projected DOS for each distinguishable atoms and anionic electrons. The purple boxes are
indicating energy regions where interactions between each atom occur. (c) Partial charge densities
of different energy ranges showing interactions between each atom and anionic electron.
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Figure 5. 4 Projected band structure for each distinguishable atoms and anionic electron sites.
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5.2.2 Effect of Vibrational Modes on Anionic Electrons
As discussed earlier, anionic electrons in the Y5Si3 lattice are distributed in a 1D hollow space
formed by stacking of triangular Y-Si rings in the c-axis direction. One of the factors that can affect
the distribution of anionic electrons is the change in atomic positions due to lattice vibrations. To
check whether the distribution of anionic electrons is affected by the lattice vibration, phonon
dispersion relation was calculated, and the anionic electron density for several different atomic
configurations caused by selected vibrational modes was investigated.

Phonon dispersion relation
Figure 5.5 shows the phonon dispersion relation obtained by DFT calculations and special kpoints in the Brillouin zone. The wave vector determines the direction and wavelength of the lattice
vibration that proceeds in the form of waves by the collective motion of the constituent atoms. A
primitive unit cell composed of N atoms has a 3N degree of freedom and shows 3N phonon
branches. Since the Y5Si3 primitive unit cell contains 16 atoms, there are 48 phonon branches,
including 3 acoustic and 45 optical branches.
In the phonon dispersion relation in Fig. 5.5, each blue line represents these branches. The three
branches converging to zero frequency at the Γ point correspond to those acoustic branches. To
examine the effect of lattice vibration on the anionic electron distribution, I investigated how the
low-frequency modes at 𝛤 and A points change the atomic configuration, and thus the anionic
electron density.
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Figure 5. 5 Phonon dispersion relation and Brillouin zone of Y5Si3.

Vibrational modes at 𝜞 point
The Γ point corresponds to the wave vector 𝑘 = 0, and vibration modes at this point have an
infinite wavelength. That is, identical atoms located in all unit cells exhibit the same movement.
Since the three acoustic branches appearing at the A point represent translations in the x, y, and z
directions, of course, they do not affect the relative atomic positions and anionic electron density
in the lattice. Next, the optical branch appears at 0.52 THz, and two vibrational modes (4th and 5th)
are degenerate in this branch, and the atomic configuration for each mode can be seen in Fig. 5.6.
The yellow and blue triangles in the figure show the triangles created by the yttrium atoms that
make up the Y-Si ring. The two triangles are spaced 𝑐⁄2 apart along the c-axis, and as seen from
the top-view, they are twisted by 𝜋⁄6 to form a hexagram, also known as the star of David. The
4th and 5th modes at the Γ points show very similar vibrations. In both cases, rolling of Y-Si rings
occurs about an axis laid in the a-b plane, and the axes for each mode are perpendicular to each
other.
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Figure 5. 6 4th and 5th vibrational modes at 𝛤 point. (a) Atomic configurations and (b)
corresponding partial charge densities in the energy range of -1 eV < E-EF < 0 eV for each
vibrational mode.
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The partial charge densities integrated along the c-axis are shown in Fig. 5.6 (b) and tell us that
the distribution of anionic electrons located at the center of 1D hollow space is hardly affected by
the deformed atomic configuration except that the circular shape is deformed into an ellipse.

Vibrational modes at A point
The A point corresponds to the wave vector 𝑘/⃑ = 𝜋⁄𝑐 𝑏W' and is located at the Brillouin zone
boundary. The wavelength of this wave vector is 2𝑐, and vibration modes at this point take a form
of a standing wave. In other words, identical atoms in two adjacent unit cells along the c-axis move
in opposite directions with the same amplitude. The lowest frequency phonon branch at the A point
happens at 2.27 THz, and four vibrational modes are degenerate in this branch. The 1st and 3rd
vibrational modes are illustrated in Fig. 5.7. The 2nd and 4th modes are identical with the 1st and 3rd
modes respectively if the lattice is translated by 𝑐 ⁄4 along the c axis and rotated by π. In the figure,
there are red, blue, and yellow triangles. As in the previous case, each triangle is formed by the
yttrium atoms that make up the Y-Si ring. The yellow triangle is located in the nodal plane of the
standing wave formed along the c-axis, so the change in atomic position hardly occurs, but the
planes where the red and blue triangles lie will vibrate in opposite directions. The vibrations in the
1st and 3rd mode take place in directions perpendicular to each other. As in the case of the 𝛤 point,
partial charge densities near the Fermi level for both modes are shown in Fig. 5.7. The length of
the simulation cell in the c-axis direction was doubled compared to the modes at the 𝛤 point, so
this was reflected in the scale bar. As shown in Figure 5.7 (b), it can be seen that although the
shape of the anionic electron density is deformed from a circle to a triangular shape by these
vibrational modes, the overall distribution is not significantly affected.

92

Figure 5. 7 1st and 3rd vibrational modes at A point. (a) Atomic configurations and (b)
corresponding partial charge densities in the energy range of -1 eV < E-EF < 0 eV for each
vibrational mode.
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5.2.3 Electron-Donating Ability of Y5Si3 (001) Surface to Metal Atoms
So far, the characteristics of Y5Si3 as an electride were examined in detail by focusing on
confirming the existence of anionic electrons. The property of anionic electrons, which are
distributed near the Fermi level and are not strongly bound to any atom, means that the electrides
are able to donate electrons to other systems readily. This electron-donating ability of the electrides
suggests the possibility of being used as a catalyst. In fact, it has been reported by Hosono’s group
that the electrides such as 12CaO·7Al2O3[27,125,134,135], Ca2N [126,136], LnRuSi [127] can
enhance the catalytic activity for direct ammonia synthesis by reducing activation energy of
nitrogen dissociation. Y5Si3 is also one of those electride that can be used as a catalyst for the
ammonia synthesis reported by the same group. [26] In all the literature mentioned above,
electrides were used as a support for a Ruthenium catalyst, and the essential mechanism for the
ammonia synthesis is the transfer of electrons from the electrides to Ruthenium atoms, where the
dissociation of nitrogen molecules takes place. In this section, I verify the electron-donating ability
of Y5Si3 in more detail by examining how charge transfer occurs through the interaction between
the Y5Si3 (001) surface and various metal atoms. To investigate the interaction between the surface
and various metal atoms, Y5Si3 (001) 1×1 surface slab was constructed first. The surface slab
contains four layers of the Y-Si ring and terminates with those rings on both ends. After
constructing the surface slab, a metal atom was placed on top of the outermost Y-Si ring, and the
upper half of the slab and the metal atom were fully relaxed. The first way to visually check the
charge transfer between the two materials is to look into the differential charge density. The
visualized differential charge densities, shown in Fig. 5.8 is computed by using the below formula.

Δρ = ρ[Y5Si3(001) + M]slab − ρ[Y5Si3]slab − ρ[M]atom
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Figure 5. 8 Differential charge distribution of Y5Si3 (001) surface slab with metal atoms.
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where, ρ[Y5Si3(001) + M]slab is the charge density of the fully relaxed Y5Si3 slab with the metal
atom, and ρ[Y5Si3(001)]slab , ρ[M]atom are the charge densities of the respective component where
the atomic positions are the same with Y5Si3(001)+M. The first thing we can see in Fig. 5.8 is that
charge transfer from the surface to the metal atom occurs for every considered metal atom. We
need to note that electrons that accumulate on the metal atom do not come from yttrium or silicon
atoms located on the outermost surface, but electrons distributed on the surface. This indicates that
anionic electrons that were distributed between neighboring triangular Y-Si rings are still
distributed on the surface even after the surface cleavage, and those electrons can be readily
transferred to the metal atoms. The second thing to note is that, for some metal atoms, only these
surface electrons migrate to the metal atom, but another charge depletion also occurs at the anionic
electron site inside the surface for other metal atoms. The latter happens in the cases of Co, Ni, Ru,
Rh, Pd, Ir, and Pt. To quantitatively analyze the amounts of electrons transferred from the Y5Si3
(001) surface to each metal atom, Bader charge analysis was performed, and the results are shown
in Fig. 5.9 compared to the electron affinity of each metal atom. The electron affinity is defined as
the amount of decrease in energy when a neutral atom absorbs an electron, and this value can be
used as a measure of how easily an electron can be added to a neutral atom.
It is necessary to note that the Bader charge analysis is a method of determining the number of
electrons allocated to each atom based on the geometrical distribution of electrons. Therefore, it is
not possible to determine the exact charge state of each atom, but it is sufficient to confirm the
general trend for charge transfer. As shown in Figure 5.9, the amounts of electrons transferred
from the surface to each metal atom tend to be proportional to electron affinity. However, in the
case of Co, Ni, Ru, Rh, Pd, Ir, and Pt atoms mentioned above, it can be seen that relatively large
amounts of electrons are transferred to the metal atom. This confirms the fact that the anionic
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electron inside the surface is transferred to these metal atoms. According to the data reviewed so
far, the electron-donating property of the Y5Si3 (001) surface varies depending on the type of
adsorbed metal atoms, and the difference is whether or not anionic electrons inside the surface can
be extracted. Now we need to look at what causes this difference. Table 5.1 summarizes the
electron configuration and estimated amounts of transferred charge for each atom.
Metal atoms that exhibit charge depletion at the anionic electron site inside the surface in the
differential charge densities shown in Fig. 5.8, are indicated with red color and marked with an
asterisk. As can be seen from the amount of transferred charge shown in the table, metal atoms
marked with asterisk show relatively high values compared to other atoms. The commonality
shown in the electron configuration of these atoms is that they have a small number of unpaired
vacancies for the d orbital occupation.

Figure 5. 9 Correlation between electron affinity and amount of transferred charge from Y5Si3
(001) surface to metal atoms.
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Table 5. 1 Electron configurations and amount of transferred charge for various metal atoms.
Adsorbate

Electron configuration

Transferred charge (e)

Cr

[Ar] 3d5 4s1

0.401

Mn

[Ar] 3d5 4s2

0.435

Fe

[Ar] 3d6 4s2

0.628

Co *

[Ar] 3d7 4s2

1.051

Ni *

[Ar] 3d9 4s1

0.962

Cu

[Ar] 3d10 4s1

0.701

Nb

[Kr] 4d4 5s1

0.481

Mo

[Kr] 4d5 5s1

0.623

Ru *

[Kr] 4d7 5s1

1.214

Rh *

[Kr] 4d8 5s1

1.253

Pd *

[Kr] 4d10

1.092

Ir *

[Xe] 4f14 5d7 6s2

1.414

Pt *

[Xe] 4f14 5d9 6s1

1.212

Au

[Xe] 4f14 5d10 6s1

0.856

In the case of Pd, even though d orbitals are all filled, but since s orbital is empty, it seems to
show a similar trend. Additional investigation of the interaction between the d orbitals of metal
atoms and the anionic electrons of Y5Si3 is required to clearly understand these phenomena
associated with charge transfer on Y5Si3 (001) surfaces.
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5.2.4 Crystal and Electronic Structures of Y5X3 (X = Si, Ge, Sn, and Pb)
So far, the structural and electronic properties of Y5Si3 as an electride have been examined. One
question we may have here is what changes can be made to the properties of electride when Si
species is replaced with other elements of group 14. To answer this question, Si atoms are replaced
with Ge, Sn, and Pb, and structural and electronic properties were examined.
Before investigating their properties, global structure optimization was performed to check
whether the same structure as that of Y5Si3 can be the most stable for each chemical composition
even when Si atom is replaced with another species, and the results are summarized in Table 5.2.
Table 5.2 shows the space groups of four (meta)stable structures, and relative energy values
compared to the most stable structure for each chemical composition. In all cases of Ge, Sn, and
Pb, including Y5Si3, the structure with P63/mcm space group belonging to the hexagonal crystal
system was identified as the most stable structure and showed an energy difference of 60
meV/atom or more with other metastable structures.

Table 5. 2 Stable structures and corresponding energies for Y5Si3 (X = Si, Ge, Sn, and Pb) identified
through crystal structure search.
Space group [Relative energy (eV/atom)]
Y5Si3

Y5Ge3

Y5Sn3

Y5Pb3

P63/mcm (#193)

P63/mcm (#193)

P63/mcm (#193)

P63/mcm (#193)

[ 0.000 ]

[ 0.000 ]

[ 0.000 ]

[ 0.000 ]

2

P1" (#2)
[ 0.061 ]

I4/mcm (#140)
[ 0.096 ]

C2/c (#15)
[ 0.068 ]

Cmcm (#63)
[ 0.113 ]

3

P1" (#2)
[ 0.072 ]

P1" (#2)
[ 0.107 ]

I4/mcm (#140)
[ 0.082 ]

P2_1/m (#11)
[ 0.116 ]

4

P1" (#2)
[ 0.089 ]

C2/c (#15)
[ 0.114 ]

Cmcm (#63)
[ 0.125 ]

P2_1/m (#11)
[ 0.127 ]

1
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This result implies that the same structure can be synthesized even if the Si atom is replaced with
other group 14 elements in Y5Si3. Figure 5.10 shows the most stable structure for each chemical
composition. They all show the identical atomic configuration, exhibiting the same triangular YX ring in the a-b plane. The specific changes in structural parameters resulting from replacing Si
atom with other species are shown in the graphs in Fig. 5.11. As the atomic number of the X atom
increases, the length of lattice vectors a and c gradually increases, and accordingly, the volume
also increases. If we look at the ratio of lattice parameters a and c, Ge shows a similar ratio with
Y5Si3, but in the case of Sn and Pb, the length of a increases more than the length of c, so that the
expansion in the a-b plane is further intensified. Therefore, the distance between the yttrium atoms
constituting the Y-X ring shows a similar trend.

Figure 5. 10 Crystal structures of Y5X3 (X=Si, Ge, Sn, and Pb). They all show the identical atomic
configuration belonging to the hexagonal crystal system with a space group of P63/mcm (#193).
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Figure 5. 11 Changes of structural parameters of Y5X3 (X=Si, Ge, Sn, and Pb). Y-Y distance
means the distance between yttrium atoms that build the triangular ring in the a-b plane.

So far, I have examined structural changes caused by the substitution of Si atom with other
elements, but our primary concern is whether these chemical compositions exhibit the same
electronic properties as Y5Si3 containing anionic electrons inside the vacant space. Figure 5.12
shows the projected band structure and DOS calculated for each chemical composition, and the
blue color in each graph indicates the contributions from the 1D hollow space, i.e., anionic electron
sites. These plots for four different chemical compositions show almost identical results. In all
cases, it can be seen that anionic electrons mostly contribute to two bands located in the energy
range of -1.5 eV < E-EF < 0 eV near the Fermi level. The amounts of anionic electrons calculated
through the Bader charge analysis are 1.49 (Y5Si3), 1.47 (Y5Ge3), 1.46 (Y5Sn3), and 1.27 (Y5Pb3)
electron per formula unit, that do not show much difference.
101

Figure 5. 12 Projected band structure and DOS of Y5X3 (X=Si, Ge, Sn, and Pb). The projected
band structure shows contributions only from anionic electron sites.
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5.3 Hydrogenation of Y5Si3
The following steps are required to understand and explain the hydrogenation mechanism of
Y5Si3. 1) When the hydrogen atom is absorbed into Y5Si3, it is necessary to know where it can be
stably located, that is, the stable occupation sites of the hydrogen atom. 2) When hydrogen contents
x in Y5Si3Hx increases as hydrogenation progresses, we need to know how the insertion of
hydrogen atoms changes the entire crystal structure. 3) A favorable diffusion path should be
identified by estimating diffusion barriers between each occupation site. 4) Finally, we need to
check the penetration barrier of hydrogen through the surface of Y5Si3 to complete the discussion.
In this section, the hydrogenation mechanism of Y5Si3 will be discussed according to the above
procedure.

5.3.1 Stable Configurations of Y5Si3Hx (0.5 ≤ x ≤ 8)
As a first step in understanding the hydrogenation of Y5Si3, a restricted crystal structure search
was used to find (meta)stable configurations for the chemical composition of Y5Si3Hx. During the
structure search, the structure of the parent Y5Si3 was fixed, and hydrogen atoms were randomly
inserted into the Y5Si3, followed by relaxation of the entire structure to reach locally optimized
configuration, as shown in Fig. 5.13. By repeating this process at least 300 times for different
hydrogen contents, (meta)stable configurations of Y5Si3Hx were identified.

Y5Si3H0.5
Figure 5.14 shows identified locally stable configurations of Y5Si3H0.5 and relative energy
differences between those structures. There is one hydrogen atom in the unit cell. Structures other
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Figure 5. 13 Restricted crystal structure search for identifying stable hydrogen occupation sites of

Y5Si3H0.5.

than the five occupation sites shown in Fig. 5.14 were not identified, and thus the figure shows all
possible locations for hydrogen occupation. In the case of the site 1, the most stable site, the
hydrogen atom is located in the 1D hollow space where anionic electrons are distributed, while in
the other four cases, the hydrogen atom is located outside the 1D vacant space. The site 1 is an
octahedral site surrounded by six yttrium atoms, and the site 2 is also an octahedral site surrounded
by five yttrium and one silicon atoms. Site 3, 4, and 5 form a hexahedron with three yttrium and
two silicon atoms at vertices. There is an energy difference of 0.75 eV between site 1 and site 2,
but a relatively small energy differences of less than 0.25 eV between site 2 ~ site 5.
The projected band structure and DOS were investigated to examine the effect of the hydrogen
atom inserted at each site on the electronic structure, and they are shown in Fig. 5.15. The first
thing we can notice from Fig. 5.15 is that, for all sites, a new electronic band emerges around -5
eV by hydrogen insertion. The formation of this new band indicates that the hydrogen atom absorbs
one electron from Y5Si3 and becomes H- ion. The second thing to look at is the effect of the inserted
hydrogen atom on the anionic electrons. In this respect, site 1 and the rest of the hydrogen sites are
in different situations. Compared with the Y5Si3 projected band structure, it can be seen that, in
the case of site 1, one of the two bands associated with anionic electrons disappears, but in the
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Figure 5. 14 Stable configurations of Y5Si3H0.5 identified through crystal structure search. (a) ~
(e) Crystal structures of Y5Si3H0.5 which contain one hydrogen atom in a unit cell. (f) Relative
energy differences of identified configurations.
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Figure 5. 15 Projected band structures and DOS of Y5Si3 and possible configurations of Y5Si3H0.5
identified through crystal structure search. Contribution from the anionic electrons is indicated in
purple color.
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other cases, two bands are maintained without significant changes. That is, when the hydrogen
atom is located at site 1, it absorbs anionic electrons distributed in the 1D vacant space and
becomes H- ion, but for other sites, it does not have a significant effect on anionic electrons except
for a small deformation of the bands. The effect of the inserted hydrogen on the anionic electrons
can be more clearly understood by looking at the partial charge densities near the Fermi level
shown in Fig. 5.16. As shown in the figures, other sites except for site 1 do not significantly affect
the distribution of anionic electrons filling the 1D hollow channel centered on the lattice. However,
in the case of site 1, we can notice that the anionic electrons inside the octahedron, where the
hydrogen atom is located, disappear. This is consistent with the loss of one anionic electron band
in the projected band structure of site 1 in Fig. 5.15. The calculated amount of Bader charge for
anionic electrons written next to the integrated partial charge density also confirms that the
quantity of anionic electrons is reduced by half only in the case of site 1 from 1.488 to 0.746 e/f.u.
Lastly, it is necessary to notice the shift of the Fermi level occurring in the band structure of site
1. If we look at the band structure, especially near the A point, we can realize that the Fermi level
slightly goes up compared to Y5Si3. This phenomenon indicates that the amounts of electrons
occupying metallic bands across the Fermi level increases. This phenomenon is caused by the
difference between the number of disappearing anionic electrons and the number of electrons
absorbed by hydrogen. The disappearance of one anionic electron band means that two electrons
have transitioned to another state, of which one electron is absorbed by a hydrogen atom. Then,
extra anionic electron that is not absorbed by the hydrogen atom moves to metallic bands, which
increases the Fermi level. The differential charge density drawn in Fig. 5.17 shows this
phenomenon more clearly. The differential charge density shows regions of charge accumulation
and depletion due to charge transfer inside the unit cell.
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Figure 5. 16 Partial charge density of possible configurations of Y5Si3 and Y5Si3H0.5 identified
through crystal structure search. 3D and integrated (along c-axis) partial charge density in the
energy range of -0.5 eV < E-EF < 0 are drawn. Amount of the Bader charges of the anionic electrons
are calculated from partial charge density in the energy range of -1.5 eV < E-EF < 0.
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Figure 5. 17 Differential charge density due to the insertion of a hydrogen atom into the site 1 of
Y5Si3H0.5.

The differential charge density was calculated by applying the below formula.

Δρ = ρ[Y5Si3H0.5]− ρ[Y5Si3]− ρ[H]

ρ[Y5Si3H0.5] is the charge density of fully relaxed Y5Si3H0.5, and ρ[Y5Si3], ρ[H] are the charge
densities of respective component where the atomic positions are the same with Y5Si3H0.5. Electron
depletion occurring near the hydrogen atom and at the proximity of six yttrium atoms corresponds
to the disappeared band in the projected band structure of site1 shown in Fig. 15.5, which is the
hybridized band between the anionic electron and the d orbital of the adjacent yttrium atoms. One
of these disappeared electrons is absorbed by the hydrogen atom in the center of the octahedron,
and the other electron escapes from the anionic electron site and goes into other spaces outside the
octahedron. From the integrated differential charge density along the c-axis shown on the right
side of Fig. 5.17, we can also notice that electrons escape from the depletion region (blue) inside
the octahedron and transferred to the hydrogen atom (green) in the center of the lattice and the
outside the 1D hollow space (cyan).
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The last thing to look at for the chemical composition of Y5Si3H0.5 is an asymmetric change in
anionic charge density caused by the hydrogen atom occupying site 2. As discussed above,
hydrogen occupation in sites other than site 1 does not significantly affect the band of anionic
electrons or the number of anionic electrons calculated through Bader charge analysis. However,
in the case of site 2, a noticeable asymmetric deformation happens in the distribution of anionic
electrons, as shown in Fig 5.18 (b) and (d). Site 2 is an octahedral site surrounded by five yttrium
and one silicon atoms. This octahedron shares its face with the octahedral anionic electron site in
the center of the lattice (Fig. 5.18 (a)). The differential charge density (Fig 5.18 (c) and (e)) shows
that the hydrogen atom located at site 2 becomes an H- ion by absorbing electrons from adjacent
yttrium atoms and the surrounding space. Therefore, the deformations of the distribution of anionic
electrons shown in Fig. 5.18 (b) and (d) can be thought to be caused by Coulomb repulsion between
neighboring anionic electrons and the H- ion.

Y5Si3H1
Y5Si3H1 contains two hydrogen atoms in the unit cell, and Fig. 5.19 shows identified locally
stable configurations of Y5Si3H1 and relative energy differences between those structures. In all
cases except for configuration 2, two hydrogen atoms are located at occupation sites identified in
the case of Y5Si3H0.5, and the location of the hydrogen atoms are summarized in Table 5.3.
The energy differences between possible configurations are determined by the occupation site of
the second hydrogen atom since the first hydrogen atoms are located at site 1, except for 2.
Interestingly, the second most stable configuration 2 shows that two hydrogen atoms can exist
together in a single site 1, indicating that the hydrogen atoms prefer to stay in the 1D hollow space
even though they are concentrated at one site.
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Figure 5. 18 The effect of a hydrogen atom located at site 2 of Y5Si3H0.5 on the charge distribution.
(a) Crystal structure of the site 2 of Y5Si3H0.5 where the hydrogen atom is located at another
octahedron site surrounded by five yttrium and one silicon atoms outside of the 1D hollow space.
(b) Partial charge density (-0.5 eV < E-EF < 0), and (c) differential charge density. (d) Integrated
partial charge density along c-axis. Anionic electron density shows asymmetric distribution. (e)
Integrated differential charge density along c-axis. The six blue circles indicate the position of
Yttrium atoms. It shows different levels of charge depletion and accumulation depending on the
position of the yttrium atom.
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Figure 5. 19 Stable configurations of Y5Si3H1 identified through crystal structure search. (a) ~ (e)
Crystal structures of Y5Si3H1 which contain two hydrogen atoms in a unit cell. (f) Relative energy
differences of identified configurations.
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Table 5. 3 Occupation sites of each hydrogen atom in Y5Si3H1
Occupation sites
Hydrogen
atom

Config. 1
[Fig. 5.19 (a)]

Config. 2
[Fig. 5.19 (b)]

Config. 3
[Fig. 5.19 (c)]

Config. 4
[Fig. 5.19 (d)]

Config. 5
[Fig. 5.19 (e)]

H1

Site 1

Site 1

Site 1

Site 1

H2

Site 1

Double
occupation in
a single site 1

Site 2

Site 3

Site 4

Projected band structures and DOS for each configuration are shown in Fig. 5.20. Like the case
of Y5Si3H0.5, where one new band corresponding to hydrogen s orbital is formed in the vicinity of
-5 eV, two bands newly appear in the energy range of -6 eV < E-EF < - 4eV for all configurations
of Y5Si3H1. This means that the s orbitals of two hydrogen atoms are fully filled with electrons.
Thus, both hydrogen atoms exist as H- ions in the lattice. As can be predicted from the occupation
sites of hydrogen atoms, in the case of configuration 1 where each hydrogen atoms are located at
two anionic electron sites, two bands associated with anionic electrons disappear, while, for other
configurations, one anionic electron band still show contributions from the hydrogen-free anionic
electron site. Partial charge densities for each configuration in the energy range of -0.5 eV < E-EF
< 0 eV (Fig. 5.21) also confirm this difference. In the case of configuration 1, the anionic electron
density entirely disappears in the 1D hollow space, while, in other cases, the charge density is still
present in the hydrogen-free anionic electron site. Moreover, for configuration 1, the shift of Fermi
level, which occurs in the case of site 1 of Y5Si3H0.5, also happens. This phenomenon is further
enhanced because two hydrogen atoms occupy both anionic electron sites, so more electrons
escape from the anionic electron site and fill the orbitals of metallic bands. If we compare the
differential charge density of Y5Si3H1 in Fig. 5.22 with that of Y5Si3H0.5 shown in Fig. 5.17, it can
be noticed that the same trend of charge transfer happens with an increased amount.
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Figure 5. 20 Projected band structures and DOS of Y5Si3 and possible configurations of Y5Si3H1
identified through crystal structure search. Contribution from the anionic electrons is indicated in
purple color.
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Figure 5. 21 Partial charge density of Y5Si3 and possible configurations of Y5Si3H1 identified
through crystal structure search. 3D and integrated (along c-axis) partial charge density in the
energy range of -0.5 eV < E-EF < 0 are drawn. Amount of the Bader charges of the anionic electrons
are calculated from partial charge density in the energy range of -1.5 eV < E-EF < 0.
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Figure 5. 22 Differential charge density due to the insertion of two hydrogen atoms into the config.
1 of Y5Si3H1.

As the final point of discussion on the chemical composition of Y5Si3H1, the interaction between
two hydrogen atoms will be discussed. In the case of Y5Si3H0.5, since the unit cell contains only
one hydrogen atom, and considering the size of the unit cell, the interaction between the hydrogen
atoms can be neglected because a distance between two hydrogen atoms is longer than 6 Å.
However, in the case of Y5Si3H1, we can expect that there is non-negligible interaction between
hydrogen atoms because the spacing between them is relatively close. To examine the interaction
between hydrogen atoms, additional investigations were carried out on two hydrogen-related
bands placed in the energy range of -6 eV < E-EF < -4 eV. Figure 5.23 shows the band structure
and DOS projected on each hydrogen atom, and band resolved partial charge densities
corresponding to the bonding and anti-bonding states formed by the interaction between hydrogen
atoms. In the figure, the left panel of the band structure shows contributions from the first hydrogen
atom, while the right panel shows contributions from the second hydrogen atom. Fig. 5.23 (a) and
(b) are for configuration 1 and 2, respectively. The hydrogen atoms in configuration 1 can be
thought of like a 1D H- ion chain aligned in the c-axis direction with the same spacing, and in the
case of configuration 2, they can be considered as a 2H- dimer confined in limited space of the
lattice. The same phenomenon in both configurations is that two hydrogen atoms contribute

116

equally to the two bands lying in the energy range of -6 eV < E-EF < -4 eV. This tells us that these
two bands correspond to bonding and anti-bonding level caused by the interaction between
hydrogen atoms. In the case of configuration 2, since the distance between hydrogen atoms is
closer than that of configuration 1, the interaction becomes stronger, and the energy gap between
the bonding and anti-bonding level increases accordingly.

Figure 5. 23 Interaction between two hydrogen atoms in config. 1 and config. 2 of Y5Si3H1.
Projected band structure and DOS with partial charge density of bonding and anti-bonding electron
band for (a) config. 1 and (b) config. 2.
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Y5Si3H1.5
Figure 5.24 shows the stable configurations identified through the crystal structure search for the
hydrogen content of Y5Si3H1.5. These configurations also consist of a combination of the possible
hydrogen occupation sites we have seen so far for the lower hydrogen content. It should be noted
here that the configuration 1 where all three hydrogen atoms remain in 1D hollow space is more
stable than other configurations where one hydrogen atom is located at the outside of 1D hollow
space. The occupation sites of hydrogen atoms for each configuration are listed in Table 5.4. The
purpose of identifying stable configurations of this chemical composition, Y5Si3H1.5, is to provide
structural information for the diffusion barrier analysis which will be discussed in the next section.
Therefore, further analysis of electronic structures such as band structure, DOS, partial charge
density, and differential charge density was not carried out.

Table 5. 4 Occupation sites of each hydrogen atom in Y5Si3H1.5
Occupation sites
Hydrogen
atom

H1

Config. 1

Config. 2

Config. 3

Config. 4

Config. 5

[Fig. 5.24 (a)]

[Fig. 5.24 (b)]

[Fig. 5.24 (c)]

[Fig. 5.24 (d)]

[Fig. 5.24 (e)]

Double

Site 1

Double

Site 1

Site 1

Site 1

Site 1

Site 3

Site 4

occupation in
H2

H3

a single site 1

Site 1

occupation in
a single site 1

Site 1

Site 2

Site 2
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Figure 5. 24 Stable configurations of Y5Si3H1.5 identified through crystal structure search. (a) ~
(e) Crystal structures of Y5Si3H1.5 which contain three hydrogen atoms in a unit cell. (f) Relative
energy differences of identified configurations.
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Structural changes of Y5Si3Hx (0 ≤ x ≤ 8)
In the previous discussion, the focus was on how the increase in hydrogen content changes the
electronic structure of Y5Si3Hx. However, here I turn my attention to structural changes of Y5Si3Hx
due to the increase in hydrogen content. To examine the structural changes of Y5Si3Hx caused by
hydrogenation, restricted crystal structure searches were conducted up to the hydrogen content x=8
(16 hydrogen atoms in a Y5Si3 unit cell). First, I will discuss which sites the newly introduced
hydrogen atoms occupy as hydrogenation progresses, and then I will look at how this trend affects
structural parameters such as lattice vectors and volume.
Figures 5.25 (0.5 ≤ x ≤ 4.0) and 5.26 (4.5 ≤ x ≤ 8.0) show the structures identified as the most
stable for each hydrogen content. As discussed previously, in the early stages of hydrogenation
(0.5 ≤ x ≤ 1.5), hydrogen atom begins to fill a 1D hollow space in the center of the lattice where
anionic electrons are distributed. At Y5Si3H1.5, two hydrogen atoms are located at one of the two
available site 1 (double occupation), and the other hydrogen atom occupies another site 1. Then,
when x reaches to Y5Si3H2, occupation in site 2 surrounding the 1D hollow space initiates. In the
hydrogen content of Y5Si3H2, the case where all four hydrogen atoms are located at two site 1 (two
double occupation) in the center of the lattice does not occur, which means that this configuration
is not stable at least at low hydrogen content. From x=2, the hydrogen atoms additionally occupy
site 2, and when x becomes 3.5, the second double occupation in site 1 takes place. As shown in
the top view of Fig. 5.25, in the case of x=3.5, four hydrogen atoms are located in the space
surrounded by yttrium atoms in the center of the lattice, and three hydrogen atoms are placed in
three of site 2, respectively. When x reaches to 4, two site 1 (double occupancy) and four site 2
(single occupancy) are saturated by eight hydrogen atoms. In brief, the tendency of hydrogen
occupancy occurring in 0.5 ≤ x ≤ 4.0 range can be summarized as follow.
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Figure 5. 25 Crystal structures of the most stable configurations of Y5Si3Hx (0.5 ≤ x ≤ 4)
identified through crystal structure search.
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Figure 5. 26 Crystal structures of the most stable configurations of Y5Si3Hx (4.5 ≤ x ≤ 8)
identified through crystal structure search.
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The two site 1 located in the 1D hollow space in the center of the lattice are filled with hydrogen
atoms first, and then hydrogen atoms begin to occupy site 2. Furthermore, at x=1.5 and 3.5, the
first and second double occupation of the hydrogen atoms on site 1 occurs. Finally, available site
1 and site 2 are saturated with eight hydrogen atoms at x=4. When the hydrogen content x exceeds
4, a more complex pattern appears, as shown in Fig. 5.26. Once site 1 and site 2 are saturated,
additionally intercalated hydrogen atoms begin to occupy arbitrary sites that cannot be classified
into the stable sites identified in the case of Y5Si3H0.5. It is also difficult to find a consistent pattern,
such as found in the range of 0.5 ≤ x ≤ 4.0.
Figure 5.27 shows how the formation energy, volume, and lattice parameters of Y5Si3Hx change
as the hydrogenation progresses. The formation energy was calculated using the following formula.

Ef = Ebulk (Y5Si3Hx ) − Ebulk (Y5Si3) − x ⋅1 2 Emolecule (H2)
This quantity represents the amount of energy that decreases when hydrogen in the form of a
molecule is absorbed into one formula unit of Y5Si3. From the plot (Fig. 5.27 (a)), we can see that
as the hydrogen content increases, the formation energy continues to decrease and gradually
increases after around x=6. This implies that, if we ignore energy barriers for hydrogen diffusion,
and the effect of temperature, hydrogen intercalation into the Y5Si3 lattice can be achieved up to
about Y5Si3H6. However, it is known that such spontaneous hydrogenation does not occur unless
a sufficient temperature for hydrogen diffusion is reached [28]. However, if we consider the fact
that the maximum hydrogen content of Y5Si3Hx at the sufficiently high temperature is 6.8 [28], the
formation energy plot obtained through DFT calculations shows meaningful results confirming
that the higher hydrogen conctet is not achievable.
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Next, changes in structural parameters due to the hydrogenation will be discussed. Structural
parameters for different hydrogen content are listed in Table 5.5 and plotted in Fig. 5.27 (b) ~ (d).
The table shows the raw data for those parameters, and in the graphs, changing ratios are plotted
compared to the pristine structure, Y5Si3.

Table 5. 5 Changes of structural parameters as x increases in Y5Si3Hx
x

a (Å) b (Å) c (Å) 𝛼 ( °) 𝛽 ( °) 𝛾 ( °) volume (Å3)

Space group

lattice system

0.0 8.453 8.453 6.377

90.0

90.0

120.0

394.6

P63/mcm (#193)

Hexagonal

0.5 8.460 8.460 6.312

90.0

90.0

120.0

391.2

P3(1m (#162)

Hexagonal

1.0 8.464 8.464 6.253

90.0

90.0

120.0

388.0

P63/mcm (#193)

Hexagonal

1.5 8.285 8.285 6.624

89.1

89.1

119.3

396.4

C2/m (#12)

Monoclinic

2.0 8.237 8.237 6.686

89.4

89.4

119.1

396.1

Cm (#8)

Monoclinic

2.5 8.199 8.199 6.744

89.6

89.6

119.0

396.5

C2/m (#12)

Monoclinic

3.0 8.062 8.136 6.948

87.4

88.2

117.8

402.0

P1 (#1)

Triclinic

3.5 8.035 8.273 7.001

85.0

89.3

118.4

406.9

P1 (#1)

Triclinic

4.0 8.014 8.322 7.052

84.0

90.0

118.8

409.2

Cc (#9)

Monoclinic

4.5 7.846 8.224 7.183

83.5

85.5

115.3

412.1

P1 (#1)

Triclinic

5.0 7.726 8.209 7.374

81.1

85.6

114.1

416.8

P1 (#1)

Triclinic

5.5 7.688 8.767 7.371

77.2

94.9

120.4

417.5

P1 (#1)

Triclinic

6.0 7.715 8.742 7.359

77.6

94.9

120.3

418.3

P1 (#1)

Triclinic

6.5 7.734 8.748 7.356

78.2

95.8

120.0

421.7

P1 (#1)

Triclinic

7.0 7.786 8.266 7.373

83.3

83.5

114.0

423.9

P1 (#1)

Triclinic

7.5 7.846 8.368 7.520

80.2

89.9

117.7

428.7

P1 (#1)

Triclinic

8.0 7.869 8.542 7.622

78.7

90.9

118.8

438.2

P1 (#1)

Triclinic
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Figure 5. 27 Changes in formation energy and structural parameters of Y5Si3Hx (0 ≤ x ≤ 8) (a)
Formation energy per formula unit, (b) volume of unit cell, (c) lengths of lattice vectors, and (d)
angles between lattice vectors as a function of hydrogen content x.
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In the initial stage of hydrogenation (0 ≤ x ≤ 1), hydrogen atoms go into the site 1, shortening
lattice constant c, and the volume decreases. However, angles between the lattice vectors are
maintained, so the hexagonal lattice is unaffected. When x becomes 1.5, changes in lattice angles
occurs, and the hexagonal lattice changes to monoclinic structure. The double occupation of
hydrogen atoms in site 1 causes this structural deformation, where the shape of the octahedron
surrounded by yttrium atoms is distorted, and the hexagonal symmetry is broken. Since then, as
hydrogen atoms are additionally inserted, the volume increases. The next notable change occurs
when x=3. Starting from this hydrogen content, the lengths of a and b, and the angles of 𝛼 and 𝛽
begin to differ from each other, resulting in a change of structure from monoclinic to triclinic
lattice. This phenomenon is consistent with the experimental observation, where highly strained
and disordered structures observed at the hydrogen content higher than 2.6 [28]. When the
hydrogen content exceeds x=4, the hydrogen occupation proceeds without a certain pattern, as
discussed above, and the lattice parameters are randomly and markedly fluctuate.

5.3.2 Diffusion of Hydrogen Ion in Y5Si3 Bulk Phase
So far, the atomic configurations that may occur during the hydrogenation process of Y5Si3 was
discussed. From now on, hydrogen diffusion inside the Y5Si3 lattice will be discussed, which is an
essential element in understanding the hydrogenation mechanism of Y5Si3.
The diffusion rate is determined by the rate constant or diffusion coefficient k, and the diffusion
coefficient is given by the Arrhenius equation as follows.

k = Ae
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− Eb
k BT

,

where A is the pre-exponential factor, Eb is the energy barrier, k B is the Boltzmann constant, and

T is the temperature. Here, the energy barrier is a critical factor that determines the diffusion rate.
In the Y5Si3Hx lattice, various hydrogen diffusion paths are possible depending on the
configuration of hydrogen occupations discussed above. Stable configurations of three different
hydrogen contents, x=0.5, 1, and 1.5 in Y5Si3Hx, were considered, and a solid-state NEB method
was used for DFT calculation of the diffusion barrier estimation.
As an example of diffusion paths, Fig. 5.28 shows three possible diffusion paths that can be
considered for Y5Si3H0.5. Path 1 is the diffusion from site 1 to another site 1, where a hydrogen
atom moves along the c-axis through the 1D hollow space.

Figure 5. 28 Diffusion paths for hydrogen migration in the unit cell of Y5Si3H0.5. To clearly show
the paths, the length of the c-axis is elongated three times. (a) Path 1: diffusion from site 1 to
another site 1 along the c-axis. (b) Path 2: diffusion from site 1 to site 2 in the ab-plane. (c) Path 3:
diffusion from site 1 to site 3 in the ab-plane.
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Paths 2 and 3 represent hydrogen diffusions from site 1 to site 2 and 3, respectively. For paths 2
and 3, the hydrogen atom moves from inside to outside of the 1D channel in the a-b plane.
The calculated energy barriers for possible diffusion paths at x=0.5, 1, and 1.5 are shown in Fig.
5.29 and listed in Table 5.6. Initial and final atomic configurations for each path are embedded in
the plots. Figure 5.29 (a) shows the diffusion barriers for the three paths of Y5Si3H0.5 described in
Fig. 5.28. This plot reveals three fundamental facts regarding the hydrogen diffusion in the Y5Si3
lattice.
1) First, path 1 shows the lowest diffusion barrier of 0.44 eV, and that of path 2 and 3 are 0.76
eV and 0.92 eV, respectively, indicating that the path 1 is the principal channel for the
hydrogen diffusion. In the path 1, the hydrogen atom has to overcome the barrier as it moves
along the c-axis in the 1D hollow space, passing through a triangular ring formed by yttrium
and silicon atoms.
2) Second, the energy changes of paths 2 and 3 through the reaction coordinate proceeds in the
same way. In other words, in path 3, the hydrogen atom passes through site 2 and arrives at
site 3.
3) Finally, the energy barriers for the reverse directions of path 2 and 3 are negligible, implying
that, although site 2 and 3 are locally stable hydrogen occupation sites, the hydrogen atom
readily diffuses to site1. This suggests that site1 is not only energetically but also dynamically
the most favorable site for hydrogen occupancy.
Hydrogen diffusion barriers for the Y5Si3H1 (Fig. 5.29 (b)) show similar results with Y5Si3H0.5.
In the initial state of path 1, both of two site 1 are occupied by hydrogen atoms, and one hydrogen
atom moves along the c-axis forming a double-occupied site 1 in the final state.
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Figure 5. 29 Diffusion barriers for hydrogen migration in Y5Si3Hx (a) x = 0.5, (b) x = 1, and (c)
x=1.5. Images of the initial and final structures for each path are inserted inside the graph. For
each composition, blue line is for the diffusion along the c-axis. Red and green lines are for
diffusions in ab-plane.
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Table 5. 6 Diffusion barriers of possible paths for Y5Si3Hx (x=0.5, 1, and 1.5). Initial and final
sites for the hydrogen diffusion is given in parentheses. Site 1* is indicating a double occupation
of hydrogen atoms in site 1.
Diffusion barrier (eV)
path 1

path 2

path 3

Y5Si3H0.5

0.44

0.76

0.92

(site 1 to site 1)

(site 1 to site 2)

(site 1 to site 3)

Y5Si3H1

0.44

0.61

(site 1 to site 1*)

(site 1* to site 2)

Y5Si3H1.5

0.23

0.59

(site 1* to site 1*)

(site 1* to site 2)

Path 2 is a case where one hydrogen atom moves from double-occupied site 1 to adjacent site 2.
The barrier for diffusion along the c-axis (path 1) shows the same value with that of the path 1 of
Y5Si3H0.5 which is 0.44 eV, and the barrier in the a-b plane (path 2) is 0.61 eV. Finally, in the case
of Y5Si3H1.5, the diffusion barrier along the c-axis is calculated to be 0.23 eV, which shows a
decrease of 0.21 eV compared to 0.44 eV estimated in the lower hydrogen contents. This is mainly
because the double-occupied state in the initial and final states of the diffusion path has higher
energy than the single-occupied state. In other words, compared to path 1 of Y5Si3H0.5, the energies
of the initial and final states are higher, so the energy barrier gets relatively lowered. For the same
reason, the energy barrier for diffusion in the a-b plane (path 2) is lower than that of Y5Si3H0.5 by
0.17 eV.
Based on our understanding of the atomic configurations and diffusion barriers of Y5Si3Hx
described so far, we can explain several experimental results [28] on hydrogenation of Y5Si3 that
the causes have not yet been clarified.
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First, In the initial stage of hydrogenation of Y5Si3Hx, the hydrogen content slowly increased,
but when 1 < x < 2, rapid hydrogen adsorption was observed. It was claimed that this sudden rate
change is attributed to a martensitic transformation, that is, deformation of the lattice structure
caused by temperature change. As shown in Table 5.5, it is true that, in this hydrogen content range,
the hexagonal symmetry is broken, and the structure deforms into a monoclinic structure. However,
this is not the martensitic transformation, but a change of structure caused by the double occupation
of hydrogen in site 1. The cause of the rapid adsorption occurring in this hydrogen content range
is not the structure deformation, but the reduction of the diffusion barrier (-0.21eV) due to the
double hydrogen occupation. The change in diffusion rate due to the reduction of the diffusion
barrier, Δ𝐸@ , can be estimated by considering the diffusion coefficient k as shown below.

k' −
=e
k

( Eb '−Eb )
k BT

=e

−

ΔEb
k BT

The report regarding the hydrogenation of Y5Si3 demonstrated that the maximum hydrogen
adsorption rate is achieved at 375°. At this temperature, the barrier reduction of 0.21 eV results in
43 times faster diffusion.
Second, when the hydrogen content exceeds 3, it was observed that this fast diffusion
phenomenon begins to disappear, and the adsorption rate gets extremely slow even at the higher
temperature. However, the cause of this phenomenon has not been clarified. The cause can be
explained by considering a necessary condition for the fast diffusion, and the structural change of
Y5Si3Hx. As discussed earlier, the main channel of the hydrogen diffusion is the 1D vacant space
encompassed by Y-Si rings, and a key element inducing the fast diffusion is neighboring double
and single occupation of hydrogen atoms. However, as shown in Fig. 5.25, when x=3.5, the 1D
hollow space, the main diffusion channel, becomes saturated with four hydrogen atoms, and
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diffusion can only happen in the a-b plane, which shows a higher diffusion barrier. This provides
a reasonable explanation for the disappearance of fast diffusion, and the very slow hydrogen
adsorption at higher hydrogen content.

5.3.3 Penetration of Hydrogen Atom and Molecule through Y5Si3 (001) Surface
As a final discussion on the hydrogen adsorption property of Y5Si3, hydrogen penetration through
the Y5Si3 (001) surface was investigated. More specifically, the energy barrier required for
hydrogen to penetrate Y5Si3 (001) surface was estimated using the DFT calculation. The case of a
single hydrogen atom will be discussed first, and then a hydrogen molecule.

Penetration of hydrogen atom
Y5Si3 (001) 1×1 surface slab was constructed to calculate the penetration barrier of the hydrogen
atom. The surface slab contains four layers of the Y-Si ring and terminates with those rings on
both ends. After constructing the surface slab, the interaction between the surface and hydrogen
atom was examined by moving the hydrogen atom continuously along the vertical line, which is
parallel to the c-axis and passes through the center of the a-b plane. The hydrogen atom was placed
5 Å away from the outermost surface and moved toward the surface at intervals of 0.25 Å. At each
point, the position of the hydrogen atom was fixed, and atoms on the surface slab were relaxed
only in the a-b plane. The total energy, force acting on the hydrogen atom, differential charge
density, and projected DOS were calculated at each point to investigate the interaction between
the surface and the hydrogen atom.
Figure 5.30 (a) is a plot showing how the total energy of the slab and the force on the hydrogen
atom change as the hydrogen atom moves, and Fig 5.30 (b) illustrates differential charge densities
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Figure 5. 30 Energy barrier for penetration of a hydrogen atom through Y5Si3 (001) surface. (a)
Energy of surface slab and force on the hydrogen atom as a function of the position of the hydrogen
atom. (b) Differential charge densities at different positions of the hydrogen atom.
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at different hydrogen positions. The reference point for the hydrogen position is the plane of the
outermost surface, and a positive number means outside the surface. From the differential charge
densities showing the charge transfer between the surface and the hydrogen atom, we can notice
that there is no interaction between the surface and the hydrogen atom when the hydrogen atom is
located at 5Å. However, when it gets closer to the surface (2.5Å), electron transfers from the
surface to the hydrogen atom, and the Coulomb attraction occurs between them. Figure 5.30 (a)
shows that negative force is acting on the negatively charged hydrogen atom, or H- ion due to this
Coulomb attraction. Then, the H- ion is dragged toward the surface and stabilized at 1Å. The
energy plot shows that there is a penetration barrier of 0.29 eV for the hydrogen atom to pass
through the triangular Y-Si ring located on the outermost surface. Once the hydrogen atom
overcomes this barrier, the anionic electron distributed in the vacant space inside the surface is
absorbed by the hydrogen atom. The projected DOS shown in Fig. 5.31 explains the charge state
of the hydrogen atom and interaction with the surface more clearly. When the hydrogen atom is
far from the surface (5 Å), only the spin up channel of the s orbital of the hydrogen atom is filled,
but when the hydrogen atom reaches near the surface (2.5 Å), both the spin up and down channels
are filled, and the hydrogen atom becomes an H- ion. In the process of passing through the Y-Si
ring (-0.25 Å), s orbital broadening occurs due to the interaction with the surrounding yttrium
atoms. Once the hydrogen atom is fully seated in the vacant space (-1.75 Å) inside the surface, the
interaction with the yttrium atoms gets weaker, and the s orbital band becomes sharp again.
We should note that the penetration barrier (0.29 eV) is less than the diffusion barrier (0.44 eV)
in the bulk phase discussed earlier. This suggests that, during the hydrogenation reaction of Y5Si3,
penetration through the surface cannot be a rate-limiting process, and the diffusion inside the
material determines the overall hydrogen adsorption rate.
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Figure 5. 31 Projected DOS of Y5Si3 (001) surface with a hydrogen atom at difference distances.
Y1 and S1 mean the yttrium and silicon atom on the outermost surface.
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Penetration of hydrogen molecule
The penetration of the hydrogen molecule through the Y5Si3 (001) surface was also examined.
The investigation was carried out in a similar way as for the penetration of the hydrogen atom,
except that the hydrogen molecule replaces the hydrogen atom. The hydrogen molecule was
aligned perpendicular to the surface. The position of the bottom hydrogen atom close to the surface
was fixed, and the top hydrogen atom and atoms in the Y5Si3 surface were relaxed. As shown in
Fig. 5.32 (a), the force acting on the top hydrogen atom is zero at all positions, which means that
the rest of the surface slab is fully relaxed except for the bottom hydrogen atom. The total energy
of the slab, forces acting on the two hydrogen atoms, differential charge density, and projected
DOS were calculated at different positions of the bottom hydrogen atom.
A noticeable change in the energy profile in the surface penetration process of the hydrogen
molecule compared to the case of the hydrogen atom is that it does not exhibit the low energy state,
i.e., a locally stable state, outside the surface. The reason can be inferred by comparing the
differential charge densities shown in Fig. 5.30 (b) and Fig. 5.33(b). In the case of the single
hydrogen atom, the charge transfer from the surface to the hydrogen atom occurs at 2.5 Å, and the
Coulomb interaction results in the locally stable state outside the surface. However, in the case of
the hydrogen molecule, the charge transfer does not occur until it passes through the outermost
surface of the slab. Thus, the locally stable state outside the surface does not appear. In other
words, in the case of the hydrogen atom, since the stable state exists outside the outermost surface,
an energy barrier for passing through the triangular Y-Si ring emerges. However, in the case of the
hydrogen molecule, one hydrogen atom can penetrate the outermost surface without this energy
barrier. The projected DOS, shown in Fig. 5.33 confirms this different charge transfer trend more
clearly. Before the position of the bottom hydrogen atom reaches to 0 Å, there is no significant
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Figure 5. 32 Energy barrier for penetration of a hydrogen molecule through Y5Si3 (001) surface.
(a) Energy of surface slab and forces on hydrogen atoms as a function of the position of the bottom
hydrogen atom. (b) Differential charge densities at different positions of the hydrogen atom.
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Figure 5. 33 Projected DOS of Y5Si3 (001) surface with a hydrogen molecule at difference
distances. Y1 and S1 mean the yttrium and silicon atom on the outermost surface.
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change in the electron occupation of the hydrogen molecule. However, as the bottom hydrogen
atom passes through the outermost surface (at 0 Å), the electron occupancy of the anti-bonding
level of the hydrogen molecule begins to appear, which implies a charge transfer from the surface
to the hydrogen molecule. As the bottom hydrogen atom passes -0.25 Å, the distance between the
two H- ions increases, and the gap between the bonding and anti-bonding levels of the hydrogen
molecule gets narrower. Finally, at -1.75 Å, the two H- ions are separated into inside and outside
of the surface and show weaker interaction.
Even though there is no energy barrier to penetrate the Y-Si ring near the outermost surface of
Y5Si3, we can see that an energy barrier of 0.08 eV exists at a point 1.25 Å away from the surface.
This energy barrier is not for passing through the surface but rather for overcoming a Coulomb
repulsion between the hydrogen molecule and the surface, which occurs as the hydrogen molecule
approaches the surface. This repulsion can be understood by looking at the differential charge
density shown in Fig. 5.32 (b). Near the surface of the material, there exists an electric field
accompanied by an increase in electrostatic potential energy, and the polarization of the hydrogen
molecule is induced by this electric field as shown in the differential charge density at 2.5 Å. Since
the dipole moment of the polarized hydrogen molecule and the surface dipole moment generated
due to an electron spill out at the surface are directed in opposite directions, a repulsive force, and
thus an energy barrier emerges.
In conclusion, if the energy barrier of 0.08 eV is overcome near the Y5Si3 (001) surface, a
hydrogen molecule dissociates into two H- ions, and one H- ion can pass through the outermost
surface without energy barrier. Given that the binding energy of the hydrogen molecule is -4.52
eV [137], 0.08 eV is a very low energy cost to dissociate the hydrogen molecule.
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5.4 Summary
The anionic electrons distributed in the 1D hollow channel in Y5Si3 lattice was qualitatively and
quantitatively analyzed through DFT calculation. As previously reported, it was reconfirmed that
anionic electrons exist near the Fermi level in the energy range of -1.5 eV < E-EF < 0. However, it
turned out that this material contains almost twice the anionic electrons (1.488 e/f.u.) than the
reported value (0.79 e/f.u.). This study verified that the presence and distribution of these anionic
electrons are robust against lattice vibrations. Global structure search revealed that even if Si
species is replaced with other group 14 elements (Ge, Sn, and Pb), the structures with the same
atomic configuration as Y5Si3 are the most stable structures. Except for slight changes in the lattice
parameters, they all contain anionic electrons in the 1D hollow space. Furthermore, systematic
exploration of Y5Si3Hx using crystal structure search revealed a detailed hydrogenation mechanism
by identifying favorable hydrogen occupation sites and estimating diffusion barriers between them.
The dominant channel of the hydrogen diffusion is a 1D hollow space in which anionic electrons
are distributed, and the diffusion rate increases rapidly as a double occupation of hydrogen atoms
occurs at the single octahedral site when x > 1. However, when the 1D hollow space is saturated
with a hydrogen atom (x > 3), such fast diffusion cannot occur, which is consistent with the
experimental results. Investigation of the interaction between the hydrogen molecule and Y5Si3
(001) surface demonstrated that the hydrogen molecule readily dissociates into two H- ions by
absorbing electrons from the surface and one of the hydrides can penetrate the surface without an
energy barrier.
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Chapter 6
Conclusion and Outlook
The computational materials researches that discover and design new materials with improved
target properties have become an integral part of the materials science field and has been
accelerated through the combination of the global structure prediction algorithms and firstprinciples calculations [10,11,13,62,138,139]. Among the various available global structure
prediction algorithms, the PSO algorithm has successfully predicted stable atomic configurations
of crystalline solids [16,67,130,140], and first-principles calculations based on DFT have been
developed to a decent level so that we can accurately predict the electronic, magnetic, and
mechanical properties for a given atomic configuration [40,60].
In this study, extensive researches on CsxO, Li1+xMn2O4, and Y5Si3 have been conducted by
combining the PSO algorithm and DFT calculations. As the last chapter of this dissertation, I
briefly summarize the results and implications of my study and discuss directions for future
research.

CsxO
In order to overcome the limitations of the experimental characterization of the cesium oxides
compounds, computational approaches were applied to understand structural and electronic
properties of CsxO. Through the global structure prediction, it has been demonstrated that not only
the most stable structure, but also metastable structures of Cs3O compound show the characteristics
of electride. Also, surface slab modeling confirmed the decreasing trend of the work function due
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to oxidation observed in the experiment [77,78], and we also identified atomic configuration and
surface corresponding to the lowest work function, which is 0.66 eV. The thermodynamic stability
of this lowest work function surface was investigated by comparing surface free energies, and we
demonstrated that the lowest work function surface is stable in a wide range of oxygen chemical
potential. Finally, the effect of adatom adsorption on the work function has been explored, and it
was revealed that the work function of electride can be reduced by adatom adsorption, and anionic
electrons play an important role. However, although the theoretical calculation proved the
experimental results related to the work functions of CsxO and succeeded in specifying the
minimum work function surface, there are still some requirements to further improve the
calculation result.
The first relates to the accuracy of the calculated work function values. Although the calculated
work functions are well-converged values with respect to the surface slab thickness, the width of
the vacuum layer, and the k-point mesh, the computed work functions may vary depending on the
exchange-correlation functional selected for calculations [141]. In this study, only GGA functional
was utilized to compute the work functions. Although, for the Cs BCC structure, the GGA
functional estimated sufficiently accurate work functions compared to the experimental values, it
is necessary to verify the accuracy of computed work functions of CsxO through calculations using
LDA or hybrid functionals. Furthermore, since the Cs is a heavy metal with an atomic number of
55, the relativistic effect such as the spin-orbit coupling on the surface energies and work functions
should be explored.
The second is the consideration of the vacancies of the Cs atom at the outermost surface. In this
study, perfect cleavages without surface vacancies was considered. However, indeed the surface
vacancies result in off-stoichiometry of the outermost surface and affect the surface properties
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such as the surface free energy and work function [142]. Therefore, it is also necessary to examine
the changes in surface free energies and work functions due to the possible Cs surface vacancies.
Finally, one of the critical variables in changes in work function due to the adatom adsorption is
the surface coverage of adsorbate [143]. The surface coverage of adsorbates is directly related to
the induced surface dipole moment density, thus affecting the work function. In the case of the
Cs3O P63/mcm (#193) structure, which is an electride, it was demonstrated that the adsorption of
electronegative adsorbates can lower its work function. We expect that the work function would
be reduced further by increasing the surface coverage of adsorbates, and it is required to find the
optimum coverage.

Li1+xMn2O4
Although the phase transition from the cubic spinel structure (LiMn2O4) to the tetragonal spinel
structure (Li2Mn2O4) is known to have a profound effect on the cycle capacity of the battery
operation, identifying intermediate structures through experiments has been challenging due to the
two-phase reaction of the phase transition [99,110,144]. In this study, intermediate phases are
extensively explored by applying the global structure prediction algorithm, and it was revealed
that various degrees of freedom interplays in crystal formation in the intermediate composition
(Li1.5Mn2O4). Based on the theoretical exploration of the intermediate structures, we suggest that
this diversity of the intermediate phases could deteriorate the cycle capacity, which implies that
the cycle capacity can be improved by suppressing those degrees of freedom that occur during the
phase transition.
The lithium manganese oxides are a type of strongly correlated material, and the DFT+U
approach was used in this study to reflect the strong onsite Coulomb interaction of highly localized
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Mn d-electrons. The Hubbard U value for the d-electron of Mn ions in the spinel structure was
carefully chosen to be a value that was self-consistently calculated through the linear response
theory and first-principles calculations [145]. Although the DFT+U method has been successfully
applied to predict and explain various properties of spinel lithium manganese oxides, [146-149],
The calculation results of this study need to be verified through other approaches such as
DFT+DMFT [55,56] or RDMFT [57,58].
In addition, although our research has successfully described the various degrees of freedom
associated with the intermediate phases, specific methods of restraining them have not been
revealed in this study. Therefore, to improve the cycle stability, methods to prevent disordered
structures in the intermediate phase should be found.
However, it must first be confirmed whether intermediate phases identified through theoretical
studies occur during the actual battery operation. Although the experimental identification of
intermediate phases has been limited due to the two-phase reactions, it has been found that a solidsolution reaction is possible without domain boundaries in the cathode material constructed by
nanocrystalline LiMn2O4 with a size of 15 nm [24], which suggests the possibility of identifying
intermediate structures by employing the neutron powder diffraction technique.

Y5Si3
The Y5Si3 is an electride where the anionic electrons are confined in the 1D vacant space in the
hexagonal lattice. The potential as the catalyst [26] and ion transport material [28] demonstrated
in the experiments were verified and explained through theoretical calculations. The presence and
distribution of anionic electrons were reconfirmed through the analysis of the projected band
structure and Bader charges. However, our study provided a refined description of the anionic
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electrons by correcting misinterpretation in the literature [26]. To verify the potential of Y5Si3 as
a catalyst, electron-donating property of the Y5Si3 (001) surface was investigated, and we
demonstrated that the degree of the electron-donation varies depending on types of adsorbate, and
effective metal atoms for the electron extraction were identified. Furthermore, we shed light on
the hydrogenation mechanism of Y5Si3, revealing that the 1D hollow space is favorable hydrogen
occupation sites and diffusion path. Experimentally observed fast diffusion [28] in the hydrogen
content range 1 < x < 2 was confirmed by evaluating diffusion barriers, and it was shown that the
hydrogen molecule can readily dissociate into two H- ions at the Y5Si3 surface.
However, the activation temperature for hydrogen diffusion of Y5Si3 is quite high (250°), and
rapid diffusion occurs only when a higher temperature is reached (375°) [28]. However, as we
demonstrated in section 5.2.4, when the Si atoms are replaced with other group 14 elements, it
shows slightly expanded lattice parameters with the same lattice symmetry and atomic
configuration. The extension of the lattice parameters leads to the enlargement of the triangular YSi ring, which acts as an obstacle to the hydrogen diffusion through the 1D hollow space. Therefore,
we expect that the activation temperature for hydrogen diffusion can be lowered by replacing Si
atoms with other elements, and we will investigate this in the near future.
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