Abstract-A capacity-achieving polar coding scheme is introduced for reliable communications over a set of parallel communication channels. They are assumed to be arbitrarily-permuted memoryless binary-input and output-symmetric (MBIOS) channels, and they form a set of (stochastically) degraded channels. The general case where the parallel channels are not necessarily degraded is addressed in the full paper version [3], though the suggested scheme is not capacity-achieving in the general case.
I. INTRODUCTION
The case of communication over a set of parallel channels is of interest for various applications (e.g., un-equal error protection, OFDM etc). Channel coding over a set of parallel arbitrarily-permuted channels is studied in [6] . The information message in such a setting is encoded into a set of codewords, all with a common block length. These codewords are transmitted over a set of parallel discrete memoryless channels (DMC) where the assignment of codewords to channels is arbitrary. This assignment is known only to the receiver, which decodes the transmitted message based on the set of received vectors.
Polar codes form a class of capacity-achieving block codes [1] . A parallel polar coding scheme is provided in this paper for communication over binary-input arbitrarily-permuted memoryless stochastically-degraded and symmetric parallelchannels. The main difference between the provided parallel scheme and the original polar coding in [1] , is setting the predetermined and fixed bits which are incorporated in the encoding and decoding procedures. The proposed scheme is based on maximum distance separable (MDS) codes (see, e.g., [4] ), in a manner which relates to the rate-matching code in [6] . The provided presentation is concise due to space limitations, detailed presentation is provided in [3] . This paper is structured as follows: Section II provides some preliminary material. Section III considers channel polarization for stochastically degraded parallel channels. The parallel polar coding scheme is introduced and analyzed in Section IV. Section V concludes the paper. The reader is referred to a full paper version [3] which includes proofs and detailed explanations.
II. PRELIMINARIES A communication model is considered where a message m ∈ [M ]
{1, . . . , M }, M ≥ 2, is transmitted over a set of S parallel memoryless channels. All of the S parallel encoder π
Communication over an arbitrarily-permuted parallel channel [6] . channels are assumed to have a common input alphabet X , and possibly different output alphabets Y s , s ∈ [S]. The transition probability function of each channel is denoted by P s (y s |x), where y s ∈ Y s , s ∈ [S], and x ∈ X . The encoding operation maps a message m ∈ [M ] into a set of S codewords {x s ∈ X n } S s=1 . The mapping of codewords to channels is done by an arbitrary permutation π :
The permutation π is fixed during the transmission of the codewords. The set of possible S channels are known at both the encoder and decoder. The encoder has no information about the chosen permutation. The decoder, on the other hand, knows the specific chosen permutation. An example of the considered model for S = 3 channels is shown in Figure 1 .
A rate R > 0 is achievable if there exists a sequence of encoder and decoder pairs such that for all δ > 0 and a sufficiently large block length n
where
e (n) is the average block error probability for a fixed permutation π and block length n. The capacity of the considered model C Π is the maximal achievable rate to satisfy (1) . It is clear that
In fact it is proved in [6] that if all the capacities C s , s ∈ [S], are achieved with the same input distribution, then
978-1-4244-8264-1/10/$26.00 © 2010 IEEE This result is proved using two different approaches: The first is a random coding argument and a joint typicality decoding over product channels. The second is based on a rate-matching coding scheme, where an information message
, that is combined with a random coding argument, and a sequential joint-typicality decoding.
Polar codes achieve the mutual information of a DMC assuming equiprobable inputs [1] . Let p be a transition probability function of a DMC with an input-alphabet X = {0, 1} and an output-alphabet Y. The construction of polar codes is defined recursively. At the i-th step of the construction (denoted as channel combining), the transition probability function p n , n = 2 i , is defined. The channel p n has an input alphabet X n and an output alphabet Y n . This construction is equivalent to a linear encoding operation
for all y ∈ Y n and w ∈ X n where G n is a series of n × n matrices defined in [1] . The split channels {p
n (y, w|x)
where y ∈ Y n , w ∈ X l−1 , and x ∈ X . The Bhattacharyya parameter of the split channel p
, a class of rate 1 n |A n | polar codes are formed by setting the components of w whose indices are in A n , to the information bits. The remaining bits in w are predetermined and fixed. These predetermined and fixed bits play an inevitable role in the decoding process of polar coding. The decoding process of polar coding is based on a successive cancellation decoding which is based on the recursive structure of the channel polarization technique [1] . This decoding procedure will be denoted in the following as a polar successive cancellation decoding procedure. Theorem 1 (On the polarization rate [2] ). Fix an arbitrary rate R < C(p), where C(p) is the capacity of the DMC p, and a constant 0 < β < 1 2 . Then, there exists a sequence of information sets A n ⊆ [n] such that for large enough blocklengths n it follows that |A n | ≥ nR and B(p
Proposition 1 (On error events [1] ). Under the assumptions and notation in Theorem 1, define the events
where l ∈ [n], y ∈ Y n is the received vector and
Then, the events {E l (p)} l∈ [n] , are independent of the actual input vector w, and satisfy
III. STOCHASTICALLY DEGRADED PARALLEL CHANNELS Definition 1 (Stochastically degraded channels). Consider two memoryless channels with a common input alphabet X , transition probability functions P 1 and P 2 , and two output alphabets Y 1 and Y 2 , respectively. The channel P 2 is a stochastically degraded version of the channel P 1 if there exists a channel D with an input alphabet Y 1 and an output alphabet Y 2 such that
The following lemma can be proved by induction:
Lemma 1 (On the degradation of split channels). Let P 1 and P 2 be two transition probability functions with a common binary input alphabet. For a blocklength n, the split channels of P 1 and P 2 are denoted by P (l) 1,n and P (l) 2,n , respectively, for all l ∈ [n]. Assume that the channel P 2 is a stochastically degraded version of the channel P 1 . Then, for every l ∈ [n], the split channel P (l) 2,n is a stochastically degraded version of the split channel P 
Proof outline: Properties (2) and (3) follow from Theorem 1 and Proposition 1. The monotonicity property in (3) is proved by induction. The induction step is proved using Lemma 1 (where the exact technical details are omitted [3] ).
IV. THE PROPOSED CODING SCHEME In this section we consider the proposed polar coding scheme for the considered set of parallel channels. Due to space limitations, the description here is rather condensed, and we refer the reader to the full paper version [3] . To this end, let us choose a set of S − 1 MDS codes over the Galois field GF(2 m ), all with a common block length S (either by puncturing an appropriate RS code or by using GRS codes). These codes are denoted by C
be a given set of memoryless degraded and symmetric parallel channels, whose capacities are ordered such that
be the information index sets satisfying the properties in Corollary 1, for block length n and rates
0. In addition, it is assumed that n and k s for all s ∈ [S], are integral multiples of m.
In this coding scheme, k = S s=1 k s information bits are encoded into S codewords x s , s ∈ [S]. Each codeword is based on a channel polarization where the predetermined and fixed bits used in the encoding, are defined based on the algebraic structure that is inherited from the MDS codes. As the rate R s can be chosen arbitrarily close to C s for s ∈ [S], the capacity C Π is achievable.
Prior to the stage of polar encoding, the k information bits are first mapped to a set of binary vectors
The Sk S bits in u s,1 (s ∈ [S]) are plain information bits, chosen arbitrarily from the k information bits. The vectors in
are also filled with plain information bits, chosen arbitrarily from the set of the remaining k − Sk S information bits (note that, under the above assumptions, k − Sk S > 0). Next, the vector u S,2 is determined as follows (the construction is illustrated in Figure 2 ):
• Each vector in C 2 is rewritten as a row vector of a matrix over GF(2 m ). Each m consecutive bits are mapped to a symbol over GF (2 m ). This results in a (S − 1)
is the symbol over GF(2 m ) corresponding to the binary length-m vector
• Each one of the columns of C (2) are considered as the first S − 1 symbols of a codeword in the code C 
MDS .
• A length-K S−1,S vectorũ S,2 over GF(2 m ) is defined using the last symbol of each of the codewords c j , j ∈ [K S−1,S ], evaluated in the last step.
• The vector u S,2 is defined by the binary representation of the vectorũ S,2 where each symbol over GF(2 m ) is replaced by its corresponding binary length-m vector. The definition of the remaining vectors in U continues in a similar way. Let 2 < l ≤ S, and assume that the vectors u s,l ′ are already defined for all s ∈ [S] and l ′ < l, based on
information bits (from a total of k information bits). The construction phase for the vectors u s,l , s ∈ [S] is defined as follows:
• The binary vector set C l = {u s,l : 1 ≤ s ≤ S − (l − 1)} are filled with S − (l − 1) k S−(l−1) − k S−(l−2) arbitrarily chosen information bits, out of the remaining information bits so far.
where • Evaluate the remaining symbols for each of the codewords c j ,
over GF(2 m ) are defined using the codewords c j , j ∈ [K S−(l−1),S−(l−2) ] according toũ s,l (j) = c j,s .
• For every s > S −(l −1), The vector u s,l is defined to be the binary representation of the vectorũ s,l (where each symbol over GF(2 m ) is replaced with its binary length-m vector representation). Let G n be the the polar generator matrix defined in [1] . Given an index set A ⊆ [n], denote by G n (A) the |A|×n submatrix, obtained from G n by taking the rows whose indices are in A. The codewords x s , s ∈ [S], are defined according to
where A (S+1) n ∅ and b ∈ X n−k1 is a binary predetermined and fixed vector. Based on the recursive definition of the polar generator matrix, the encoding complexity of the operation defined as above can be shown to equal O(n log n) [1] .
The decoding process starts with the observations received at the output of the channel P 1 whose capacity is maximal. Assume that the codeword x π −1 (1) is transmitted over P 1 . A polar successive cancellation decoding, with respect to the information index set A (1) n , is applied to the received vector. This allows the decoding of the vectors u π −1 (1),l , l ∈ [S]. At the second stage, the decoding of the received vector over P 2 , which denotes the probability transition of the channel with the second largest capacity, is concerned. Assume that the codeword x π −1 (2) is transmitted over P 2 . A polar successive cancellation decoding is used. This decoding procedure is capable of decoding |A (2) n | bits based on n − |A (2) n | predetermined and fixed bits. For the current decoding procedure, n − |A (1) n | of these bits are the predetermined and fixed bits in b. The rest of the bits are based on the bits that were decoded at the previous stage. Specifically, the binary vector u π −1 (2),S can be evaluated using the binary vector u π −1 (1),S . Recall that u π −1 (2),S is the binary representation ofũ π −1 (2),S . Moreover, each of the symbols ofũ π −1 (2),S belongs to a codeword in the
MDS . These codewords are fully determined from the vector u π −1 (1),S as follows:
• Rewrite the vector u π −1 (1),S over GF(2 m ) where each m consecutive bits are replaced by the corresponding symbol over GF(2 m ). Denote bỹ
the resulting length-K 1,2 vector over GF(2 m ).
• For each symbolũ
MDS whose π −1 (1)-th symbol satisfies c j,π −1 (1) =ũ π −1 (1),S (j). These codewords are fully determined by the considered symbols.
• Definẽ
• The vector
is set to the binary representation ofũ π −1 (2),S . With both b and u π −1 (2),S , as predetermined and fixed bits, the polar successive cancellation decoding can be applied. Consequently, after the second decoding stage, all the S binary vectors u π −1 (2),s , s ∈ [S], are fully determined. Moreover, based on the codewords c j , j ∈ [K 1,2 ], the vectors u π −1 (s),S , are fully determined for all s ≥ 2 as well.
Next, the remaining S − 2 decoding stages are described. It is assumed that after the s − 1 decoding stage, 2 < s < S, the vectors u π −1 (s ′ ),l for either 1 ≤ s ′ < s and l ∈ [S], or s ′ ≥ s and S − s + 3 ≤ l ≤ S, are decoded at previous stages. At the s-th stage, the decoding is extended for the vectors u π −1 (s),l for all l ∈ [S] and the vectors u π −1 (s ′ ),S−s+2 for all s ′ ∈ [S]. In order to apply the polar successive cancellation decoding procedure to the vector received over the channel P s , the bits in b and {u π −1 (s),l } l≥S−(s−2) must be known for the procedure. The vector b is clearly known. In addition, the bits in {u π −1 (s),l } l≥S−(s−3) are already decoded in previous stages. It is left to determine the bits in u π −1 (s),S−(s−2) . These bits are determined in a similar manner as in the decoding stage for s = 2, where the vector u π −1 (2),S is determined. Moreover, the determination of u π −1 (s),S−(s−2) is established along with the determination of u π −1 (s ′ ),S−(s−2) for all s ′ ≥ s, in the following way:
• The binary vectors u π −1 (s ′ ),S−s+2 for s ′ < s are already decoded at previous stages. Rewrite these vectors over GF(2 m ) where each consecutive m bits are rewritten by the corresponding symbol over GF(2 m ). Denote the set of resulting vectors by
all in the code C (s−1) MDS and satisfy the constraints c j,π −1 (s ′ ) =ũ π −1 (s ′ ),S−s+2 (j) for 1 ≤ s ′ < s.
• Let us define the vectors
• The vectors u π −1 (s ′ ),S−s+2 are determined for all s ′ ≥ s by the binary representation ofũ π −1 (s ′ ),S−s+2 . Based on successive cancellation at the current decoding stage, the k s bits corresponding to the information set A (s) n are decoded. This completes the decoding of all the binary vectors u π −1 (s),l for l ∈ [S].
Theorem 2. The provided parallel coding scheme achieves the capacity C Π of every arbitrarily-permuted memoryless degraded and symmetric set of parallel channels.
Proof: Consider a set of S arbitrary-permuted degraded memoryless parallel channels P s , s ∈ [S], whose capacities are C s , s ∈ [S], respectively, and assume that
For a rate R < C Π , chose a rate set {R s } S s=1 satisfying:
The rate of the proposed scheme equals
From (2), it follows that the proposed scheme can be designed to operate at every rate below capacity. The vectors u s,l , s, l ∈ [S], in U, are determined either via the successive cancellation decoding procedure of the polar codes, or determined by the MDS code structure applied in the parallel scheme. The successive cancellation decoding procedure is based on detecting the input to the set of split channels P n . The information bit corresponding to a split channel P (l) s,n , is denoted by a s,l . Note that the bit a s,l is either determined by the successive cancellation decoding procedure for polar codes, or else determined by the codeword of an MDS code for which it belongs to. In cases where the bit a s,l is decoded via a polar successive cancellation decoding procedure, the decoded bit is denoted byâ s,l .
Assuming that a permutation π is applied to the transmission of codewords. Define the events
for all s ′ ≤ s, l ′ < l} where s ∈ [S] and l ∈ A (s)
n . Since all the information bits can be fully determined from {â s,l : s ∈ [S], l ∈ A s n } the conditional block error probability is given by
where m is the transmitted message (representing the k information bits). According to Proposition 1, the events E l (P s ) for s ∈ [S] and l ∈ A (s)
n , are independent of the transmitted message. Moreover, it follows from the definitions of E l (·) and F s,l that F s,l ⊆ E l (P s ). Consequently, the average block error probability is upper bounded by using the union bound according to
Pr (E l (P s )) .
Finally, plugging the upper bound in (4) into (5), assures that for every fixed S > 0, the block error probability can be made arbitrarily low as the block length increases.
V. SUMMARY AND CONCLUSIONS The parallel polar coding scheme provided in this paper is based on the channel polarization method that was originally introduced by Arikan [1] for a single-channel setting. The definition of polar codes is based on a set of predetermined and fixed bits which are crucial to the decoding process. In contrast to the original polarization scheme in [1] where these bits may be chosen arbitrarily (in the case of symmetric channels), the provided parallel scheme incorporates an algebraic structure for these bits. The structure is based on MDS codes, in a manner that is similar to the rate-matching scheme in [6] . It is shown that the provided scheme achieves the capacity of the considered model of parallel channels. For non-degraded parallel channels, upper and lower bounds on the achievable rates can be derived for the provided scheme based on the techniques in [5] . Due to space limitations, the reader is referred to [3] for more details.
