Abstract. The topological map is a model that represents 2D and 3D images subdivision. It aims to allow the use of topological and geometrical features of the subdivision in image processing operations. When handling regions in an image, one of the main operation is the region merging, for example in segmentation process. This paper presents two algorithms of region merging in 3D topological maps: one local which modifies locally the map around merged regions, and another one global which runs through all the elements of the map. We study their complexities and present experimental results to compare both approaches.
The aim of our work is to provide image processing operations using 3D topological maps. We need algorithms that maintain and update the information stored, like relations between regions (adjacency, inclusion, etc.). In a previous work [7] , a region merging method has been defined on 3D topological maps, but it is limited to the merging of two adjacent regions.
In this paper, we present and compare two algorithms, one local and one global, for region merging. The first one is dedicated to interactive processing of 3D topological maps as it aims to minimize the number of modifications of the map while merging together a set of connected regions. The global algorithm is designed for automated processing for example in segmentation operations. It allows the merging of any number of regions by connected components. Some experiments show that the two proposed algorithms behave as intended. The local region merging is slower when used intensively contrary to the global region merging.
In Sect. 2, we first present topological maps, which are combinatorial maps verifying specific properties used to represent 3D images. Then, Sect. 3 studies the local approach of region merging in topological maps. We explain the algorithm and give its complexity. In Sect. 4, we present the global approach. Section 5 shows the experimentation results, and compares both approaches in different cases. Lastly, we conclude and give some perspectives in Sect. 6.
Recalls on 3D Topological Maps
A 3D topological map is an extension of a combinatorial map used to represent a 3D image partition. Let us recall the notions on combinatorial maps, 3D images, intervoxel elements and topological maps that are used in this work.
A combinatorial map is a mathematical model describing the subdivision of a space, based on planar maps. A combinatorial map encodes all the cells of the subdivision and all the incidence and adjacency relations between the different cells, and so describe the topology of this space.
The single basic elements used in the definition of combinatorial maps are called darts, and adjacency relations are defined onto darts. We call β i the relation between two darts that describes an adjacency between two i-dimensional cells (see Fig. 1 B for one example of combinatorial map and [12] for more details on maps and comparison with other combinatorial models). Intuitively, with this model, the notion of cells is represented by a set of darts linked by specific β i relations. For example, a face incident to a dart d is represented by the set of darts accessible using any combination of β 1 and β 3 relations. Moreover, given a dart d, which belongs to an i-cell c, we can find the i-cell adjacent to c along the (i − 1)-cell which contains d by using β i (d). For example, given a dart d that belongs to a face f and a volume v, the volume adjacent to v along f is the 3-cell containing β 3 (d).
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To avoid particular process for the image border voxels, we consider an infinite region R 0 that surrounds the image. If a region R j is completely surrounded by a region R i we say that R j is included in R i .
In the intervoxel framework [10] , an image is considered as a subdivision of The topological map is a data structure used to represent the subdivision of an image into regions. It is composed of three parts:
-a minimal combinatorial map representing the topology of the image; -an intervoxel matrix used to retrieve geometrical information associated to the combinatorial map. The intervoxel matrix is called the embedding of the combinatorial map; -an inclusion tree of regions. Figure 1 presents an example of topological map. The 3D image, composed of three regions plus the infinite region R 0 (Fig. 1 A) , is represented by the topological map which is divided in three parts labeled B, C and D. The minimal combinatorial map extracted from this image is shown in Fig. 1 B. The embedding of the map is represented in Fig. 1 C, and the inclusion tree of regions in Fig. 1 D. The combinatorial map allows the representation of all the incidence and adjacency relations between cells of an object. In the topological map framework, we use the combinatorial map as a topological representation of the partition of an image in regions. Each face of the topological map is separating two adjacent regions and two adjacent faces do not separate the same two regions. With these rules, we ensure the minimality (in number of cells) of the topological map (see [7, 4] for more details on topological maps).
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The intervoxel matrix is the embedding of the combinatorial map. Each cell of the map is associated with intervoxel elements representing geometrical information of the cell. A face, in the combinatorial map, is embedded by a set of surfels separating voxels of the two incident regions. The edges, which are the border of faces, are represented by a set of linels. The vertices, which are the border of edges, are embedded by pointels. Thus the intervoxel matrix allows to retrieve the geometry of the labeled image represented by the combinatorial map.
The inclusion tree of regions represents the inclusion relations. Each region in the topological map is associated to a node in the inclusion tree. The nodes are linked together by the inclusion relation previously defined. To link the tree with the combinatorial map, each dart d of the map knows its belonging region (called region(d)). Each region R knows one of its dart called representative dart (called rep(R)). rep(R) has to belong to the external surface of R and its other incident region R 2 , given by region(β 3 (rep(R))), has to be a smaller region than R considering the sweeping order of the image voxels (i.e. R 2 is found before R when we run through the image with a scan line algorithm).
Local Region Merging
The objective of the local merging approach is to modify the topological map in a local way to reflect the merging of the selected regions. As its a local operation, we do not want to run through all the darts of the topological map. We also aim to locally transform the inclusion tree of regions. Lastly, it is necessary to respect the minimality property of the topological map and update the geometrical embedding of the map.
Algorithm
The region merging algorithm takes in input a topological map M and a set S of connected regions to merge. The algorithm modifies the topological map M such as all the regions of S are merged together in the resulting region.
Algorithm 1 presents the local approach of the region merging operation. An overview of the local process divides it into three main steps:
-initialize the main region and mark the internal faces (i.e. faces incident to two regions that will be merged); -update the inclusion tree to take into account the possible modifications of the inclusion relations; -update the combinatorial map and the embedding by removing internal faces and simplifying their incident edges and vertices.
Before starting the merging process itself, we choose in set S a region, called main region 2) for the resulting region. The next step is the marking of the internal faces between the regions of set S. We run through the darts belonging to regions of S in the topological map (line 2). Each dart d such as region(d) ∈ S and region(β 3 (d)) ∈ S is incident to an internal face. We mark all the darts incident to the face incident to such a dart. In order to check if a dart belongs to a region of set S in a constant time, we use a second mark applied on regions that belong to S.
To update the inclusion tree (line 4) we remove the selected regions of the tree and then we run through all the darts of the selected regions to find newly internal surfaces. For each one, we build a new connected component of regions in the inclusion tree.
The next step concerns the two other structures of the topological map: the combinatorial map and its embedding, the intervoxel matrix. We want to remove internal faces from the combinatorial map (line 5). This is achieved by using the face-removal (defined in [6] like any other cell-removal operations used in this work) on each internal face previously marked.
The last step of this operation is the map simplification (line 6). Indeed, the removal of the internal faces modifies the degree of the incident edges. Degree two edges are not minimal according to the constraints of the topological map: they are removed with the edge-removal operation. If a degree-two edge is removed, the degree of the two incident vertices changes, so they are simplified if needed.
When a cell is removed in the combinatorial map by using cell-removal operation, the intervoxel matrix is also modified in order to remove the corresponding embedding. For instance, when a face (2-cell) is removed in the combinatorial map, all the corresponding surfels are removed in the embedding.
Complexity
Now we are going to study the time complexity of the local region merging algorithm presented in Algo. 1. The selection of the main region is achieved in O(|S|) where |S| is the number of regions to merge. Checking the validity of the representative dart is a constant time operation.
The loop marking internal faces process each dart belonging to the regions of S exactly once. Testing if region(β 3 (d)) ∈ S is a constant time operation, so this step has time complexity O(D selected ) where D selected is the number of darts belonging to the regions of S.
Updating the inclusion tree is the most expensive operation regarding the number of covered darts. To find new internal surfaces, we run through all the darts belonging to selected regions. This step has complexity O(D selected ). If no inclusion appears, D included , the number of darts belonging to newly included regions, is equal to zero. Otherwise all the included darts are covered. Thus this operation has time complexity O(D selected + D included ) and in the worst case, when all regions are newly included in the resulting region, we cover the darts of the whole topological map.
The cell-removal operation in the combinatorial map has linear time complexity in number of darts incident to the corresponding cell. We only remove cells belonging to the surface of the merged regions. Thus, the complexity is linear in number of darts of the merged region: D selected . Updating the embedding is linear in the number of intervoxel elements representing the cells. The whole process may be upper-bounded by S removed , the number of surfels removed during the face-removal operation (because this number is always greater than the number of linels and the number of pointels). This stage has time complexity
Algorithm 1 has time complexity O(D selected + D included + S removed ). It can be upper bounded by the number of darts and the number of surfels of the whole topological map.
Global Region Merging
As a first approach of the region merging in the topological map, the local merge does not provide an effective way to deal with multiple sets of connected regions to merge. To overcome this drawback, we look for another approach allowing several merges at the same time.
The principle of the global merging algorithm is to separate the modifications of the topological map from the merging of regions. The aim is at first to handle the regions at an high level, and then to translate the high level merging into an effective one by removing cells from the topological map.
The first part of the algorithm concerns the symbolic merging of regions. To handle the high level merging and the representation of region sets, we use a disjoint-set forest [3] of regions. Disjoint-sets are used to represent multiple sets. The main operations are the retrieval of the belonging set of an element (find), and the merging of two sets (union). We use union-find trees to represent disjoint-sets. In [14] , R. Tarjan shows that the union and find operations can be considered as constant time operations in practical cases.
During the symbolic merging, all regions in a same connected component are merged together in the same union-find tree. Then the merge operation, defined on disjoint-set forest, is used and some internal features of regions like number Rebuild the inclusion tree of regions; 5 of voxels, or mean color are propagated. The root of each tree in the disjoint-set forest will be the resulting region for the merge of the underlying connected set of regions. When all the sets have been processed, each root of the disjoint-set forest is a remaining region of the merging process. The second part of the algorithm removes all the internal faces. Then, we simplify the topological map and rebuild the inclusion tree.
Algorithm
The global approach of the region merging algorithm takes in input a topological map M and an oracle function that tells how regions have to be merged. The algorithm modifies the topological map M such that all the connected regions that have to be merged according to the oracle are actually merged.
Algorithm 2 presents the global approach of the region merging operation, which is divided into three main steps:
-compute the disjoint-set forest of regions: this is the symbolic merging; -remove the internal faces and simplify the incident cells; -build the new inclusion tree.
The first step of the algorithm (line 1 of Algo. 2) concerns the symbolic merging. If the oracle merges r and its neighboring region r 2 in a same connected component, we merge the union-find trees containing the two regions. At the end of the symbolic merging, since only neighboring regions have been merged, each union-find tree represents a connected component of regions. The oracle function could be for example a labelling function which merges regions having the same label.
The next step (line 3) concerns the removal of the internal faces in the topological map. This is the same process as the one used in the internal face removal for the local approach, but without using a mark on internal faces. Indeed, a dart d belongs to an internal face if f ind(region(d)) = f ind(region(β 3 (d))) (i.e. both adjacent regions are in the same disjoint-set). We run through all the darts of the topological map, and for each dart d validating the previous assertion, we use the face-removal operation.
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Then, we use the map simplification, presented in the local approach, to obtain the minimal combinatorial map and its corresponding embedding (line 4).
The last step of this approach concerns the building of the new inclusion tree of regions (line 5). This operation is processed with the same algorithm as the one used during the extraction of the topological map (see [4] for more details). Contrary to the local approach, the inclusion tree is completely destroyed and then rebuilt ; we do not modify the previous tree. This is justified because the global approach is generally used to merge many regions, and in such a case it is more expensive to update the tree than to rebuild it (see experiments in Sect. 5).
Complexity
The first step of the global region merging (presented in Algo. 2) is the symbolic merging. The test line 2 of Algo. 2, which has constant time complexity using a mark on regions, is performed on all the darts of the topological map. The merging of the disjoint-sets containing the two implied regions is considered as a constant time operation. This step has time complexity O(|D|) where |D| is the number of darts of the topological map.
The complexity of the internal face removal is O(|D|) where |D| is the total number of darts in the map. The map simplification algorithm and the updating of the embedding are the same as the ones used in the local approach. So this whole step, covering the face removals and the simplification of the map, has complexity O(|D| + S removed ) where S removed is the number of removed surfels in the embedding. The complexity of the inclusion tree building is in O(|D|) which give us the time complexity of Algo. 2 in O(|D| + S removed ). We can notice that the complexity of the two approaches is the same in the worst case, but they have different processing times depending on the number of merged regions.
Experiments and Analysis
In this section, we are interested in comparing the two approaches of the region merging in topological maps. We study the processing time of the two methods. All the following experiments use as input a same topological map representing 32 3 regions in a 32 3 voxels image (which means each voxel belongs to a different region). In this topological map, we select several regions to merge, in order to study some specific configurations. The goal of the experiments is to compare the behaviour of both algorithms and thus showing the more intresting approach in different cases. For this reason, we use small artificial images to facilitate the comparison without depending on the content of the image.
Merging of a Connected Component of Regions
We have compared the two approaches when the selected regions form only one connected component. We have introduced two protocols of experimentation in this case. For the first one, we have merged an increasing number of regions using both approaches. Figure 2 A shows the total processing time of both methods in function of the number of darts belonging to merged regions. This shows that the processing time of the local approach increases linearly with the number of darts. The processing time of the global algorithm tends to decrease as the number of merged regions increases. Indeed, during the merging operation, most of the darts are removed, and the simplification and the building of the inclusion tree are cheaper when the number of darts is smaller. To conclude this experiment, we can observe that the local approach is faster than the global one when the number of merged regions remains small. On the contrary, the global approach is faster when the number of regions is bigger. Table 1 presents the processing times of the three different steps of both algorithms in this experiment. The chosen steps are the same as the ones used in the overview of both algorithms. We can observe, in the local approach results, that each step takes an increasing time as the number of merged regions increases. The global approach behave differently. The symbolic merging growth slowly, but the face-removal, the simplification, and the building of the inclusion tree take less time as the number of merged regions increases. These values show the differences between the two approaches and explain the behavior of their processing times.
The second experiment, presented in Fig. 2 B, compares the processing time of the two methods when the number of included regions increases. We have merged a constant number of regions (5768), but these regions are merged in order to include a specified number of regions. This example shows the merging of a small number of regions regarding to the topological map size. This explain why the global approach is slower than the local one in this experiment. The main point we can observe is that the processing time of the global approach remains constant whereas in the local approach where it slowly increases. This is due to the updating of the inclusion tree of regions which depends on the number of included darts. The global approach does not depend on the configuration of these included regions so its processing time is more reliable in general cases. 
Merging of Several Connected Components of Regions
We have also compared the two approaches when the selected regions form several connected components. We have studied the impact of the number of sets on the merging process, as well as the impact of their size. We have used the same kind of topological map representing 32 3 regions. In this image, we have selected several regions that belongs to different connected components. To merge such sets of connected regions with the local approach, we have used the local algorithm on each set, and we have computed the total processing time. The same result is obtained by giving to the global method the union of all the sets.
Firstly, we have merged an increasing number of sets of connected regions. Each set contains two regions. Figure 3 A presents the processing time of the two approaches in function of the number of merged sets. It shows that the local approach processing time increases with the number of merged set whereas the global method one decreases. The local approach behaves as expected since it is the addition of the processing time of a single merge in the topological map. The global approach behavior is explained, as previously, by the fact that the number of remaining darts decreases and thus the map simplification cost decreases. Figure 3 A shows that the global approach becomes more efficient than the local one as the number of sets growth.
Secondly, we are looking into the influence of the set size on both approaches. In the experiment, we have always merged 256 sets of regions, but we increase the size of each set from 2 to 64 regions. As in the previous experiment, the global merging processing time decreases as the number of merged regions increases. The processing time of the local approach is more expensive when the size of the sets increases. Figure 3 B shows that the global merging operation becomes more efficient than the local one when the size of the connected components increases.
In all the experiments, we have a same conclusion. The local approach is better when the number of selected regions is small and when the number of connected components remains low. This is mainly the case when the region merging is used in an interactive way or when we merge regions during a local process. In the case of a more global process, we prefer to use the global approach of the region merging as it will be generally more efficient and also have a more predictable processing time in function of the image size.
Conclusion
In this paper, we have presented two different approaches of the region merging operation in the 3D topological map. This work shows that the topological map could be efficiently modified in order to represent the evolution of the representation of 3D images during an image processing operation. We have detailed the local approach of the region merging in 3D topological maps. It processes by applying local modifications to the three components of the topological map: the combinatorial map, the intervoxel matrix and the inclusion tree. The local method allows an efficient processing when the number of merged regions remains small compared to the map size. The configuration of the selected regions also influences the processing time of the region merging when there is included regions. Another drawback of this approach is that the selected regions to merge have to be in only one connected component. If it is not the case, the local region merging have to be applied to each connected component.
To overcome issues of the local approach, we have proposed a second method of region merging. It aims to merge by connected component any number of regions by processing the whole map at once. As shown in the experiments, the processing time does not change even if there are included regions or if there are several connected components. On the contrary, the processing time of the global approach tends to decrease when the number of merged regions increases. This method gives a better way to merge regions in an automated way.
Thus, we have two region merging algorithms on 3D topological maps that allow users to process regions interactively or automatically. These are the first needed tools for image processing with the 3D topological maps. The next step of our work is to use these operations in a real bottom-up segmentation process. Our idea is to change the symbolic merging step of the global approach to merge regions according to a criterion, and then applying the last steps of the algorithm to produce the segmented image. We also want to study the opposite operation of the merge called region splitting. The aim of this operation is to divide a region into several smaller regions given a criterion, which may be a cut surface or an homogeneity measure. A splitting operation will gives the ability to implement a split-and-merge segmentation in the 3D topological map.
