ALGORITHMS FOR CONVEX SWITCHING SYSTEMS by LI SHANGRU





FOR THE DEGREE OF MASTER OF SCIENCE
DEPARTMENT OF MATHEMATICS




I would like to take this opportunity to express my sincere appreciation to my
supervisor, Professor Juri Hinz, who gives me precious supervision in four years.
Without his patience and support, I could not have completed this thesis. I benefit
a lot from him from the mathematical knowledge to programming techniques.
What I learn from his is not just academic training, but also critical thinking and
how to be a researcher.
I would like to thank professor Tan Hwee Huat deeply for being my supervisor
in the past two years. He is extremely patient and helpful when he fulfills the duty
of a supervisor. Without his help and support, this thesis can never be finished
and submitted.
I would also like to present my gratitude to the Department of Mathematics and
Faculty of Science for providing me with great education and research condition
and scholarship. I also thank my friends in the Department of Mathematics for
their discussions and suggestions. Many thanks go to Dr. Chen Junrui who has
given me insightful suggestions on this thesis. I also thank Dr. Wang Yi, Dr. Ji
Feng, Dr. Hou Likun, Dr. Du Zhikun , Dr. Jia Xiaowei, Dr. Li Xudong, Dr. Zhou





List of Tables ix
1 Introduction 1
1.1 Schemes and algorithms for convex switching systems . . . . . . . . 2
1.2 Duality bounds for error estimation . . . . . . . . . . . . . . . . . . 5
1.3 Organization of this thesis . . . . . . . . . . . . . . . . . . . . . . . 7
2 Convex switching systems 8
2.1 Markov Decision Theory . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Scheme of convex switching . . . . . . . . . . . . . . . . . . . . . . 13
2.3 Examples of convex switching systems . . . . . . . . . . . . . . . . 17
2.3.1 American put option pricing . . . . . . . . . . . . . . . . . . 18
2.3.2 Storage management . . . . . . . . . . . . . . . . . . . . . . 19
2.3.3 GARCH models . . . . . . . . . . . . . . . . . . . . . . . . . 22
iv
Contents v
2.3.4 Vector autoregression models . . . . . . . . . . . . . . . . . 25
3 Value functions approximation 29
3.1 Finite sample approximation . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Subgradient envelopes approximations . . . . . . . . . . . . . . . . 37
4 Algorithmic implementation 42
4.1 Matrix representatives of convex functions . . . . . . . . . . . . . . 42
4.2 Algorithmic implementation . . . . . . . . . . . . . . . . . . . . . . 46
4.3 Non-convex reward and scrap functions . . . . . . . . . . . . . . . . 50
4.4 A further approximation . . . . . . . . . . . . . . . . . . . . . . . . 53
5 Convex switching for POMDPs and HMMs 63
5.1 Partially observable Markov decision processes . . . . . . . . . . . . 64
5.2 Examples of POMDPs . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.2.1 Tiger game . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.2.2 Robot navigation . . . . . . . . . . . . . . . . . . . . . . . . 73
5.3 Convex switching scheme for POMDPs . . . . . . . . . . . . . . . . 78
5.4 Hidden Markov models . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.4.1 Algorithmic implementation . . . . . . . . . . . . . . . . . . 90
6 Duality bounds for convex switching 92
6.1 Upper bound estimate . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.2 Lower bound estimate . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.2.1 Distance to optimality . . . . . . . . . . . . . . . . . . . . . 105
7 Numerical results 108
7.1 American option pricing . . . . . . . . . . . . . . . . . . . . . . . . 108
7.1.1 American put option . . . . . . . . . . . . . . . . . . . . . . 109
7.1.2 American option with non-convex payoff . . . . . . . . . . . 112
Contents vi
7.2 Tiger game . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
7.3 Robot navigation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117




In this thesis we introduce the convex switching system, which was presented by
Hinz (2014a) as a specific structured model in Markov decision theory. The main
features of this system is that it contains convex reward functions and the under-
lying states follow linear dynamics. Many problems in engineering, finance and
statistics can be modelled under the scheme of convex switching systems. Math-
ematically these kinds of problems fall into the area of discrete-time stochastic
control which normally are processed with Bellman recursions. An exact solution
for such problems can be difficult sometimes, especially when the dimension of s-
tates is high. Here in this thesis we first introduce a two-step approximation for the
Bellman recursion of convex switching systems from Hinz (2014a). Furthermore,
for algorithmic efficiency, we introduce matrix representatives for the functions
based on the specific structure of value functions in convex switching systems. We
summarize the algorithm after applying such representatives on the modified Bell-
man recursion we have. It is also shown that the algorithms can be applicable for
problems with non-convex rewards and POMDPs/HMMs with nonlinear dynam-
icsHinz (2016), Hinz and Yee (2016). The main contribution from the author is
presented in the last chapter. Some numerical illustrations in classic stochastic
vii
Summary viii
control problems are shown. And simulations of application in real-life problems





In real world, people have to make decisions under uncertainty. The target is
normally to determine a strategy to achieve the optimality over a give time period.
Mathematically, most of such problems are modelled with Markov processes where
one can make predictions for the future of the process based only on its current
state. Making decisions under such processes have been thoroughly studied in
Makov decision theory, which can be viewed as discrete-time stochastic control.
Standard mathematical treatment for them can be found in Bertsekas (2005) and
Feinberg and Shwartz (2002). The book Ba¨uler and Rieder (2011) focuses on
introducing applications of Markov decision theory in finance.
The most challenging problem in discrete-time stochastic control is that as the
dimension of the state space, observation space or action space rises, the complex-
ity of the problems increases exponentially. This phenomenon is called ’the curse
of dimensions’, which makes the exact solution not practically available. In such
situation, approximate algorithms have been developed. The book Powell (2007)
provides a wide variety of approximate methods for different kinds of stochas-
tic control problems. Among them is the least-squares Monte Carlo methods by
1
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Longstaff and Schwartz (2001). The least-squares Monte Carlo method approx-
imate value functions by linear combinations of basis functions. Over the past
decade, it has attracted many mathematicians. Its convergence property was stud-
ies by Clement et al. (2002) and Stentoft (2004). One of the main advantages of
the least-squares Monte Carlo approach is that it reduces computation to simple
regressions under low dimension. The convergence study also justify this method
when both the sample size and basis size are sufficiently large. However, the two
sizes are intertwined that increasing only one size may cause large oscillation. An-
other challenge of least-squares Monte Carlo approach is that sometimes the basis
functions are difficult to choose.
Motivated by the disadvantages of least-squares Monte Carlo method, Hinz
(2014a) introduce a model which is basis-free and possesses favored convergence
property. In our setting, we will approximate the value functions by finite sampling
and subgradient envelopes. At last, we will also introduce a recursive algorithm
which is based on some simple linear algebraic operations.
1.1 Schemes and algorithms for convex switching
systems
In the first part of this thesis, we introduce the convex switching systems following
works of Hinz (2014a) as a specific structured Makov model with the following
requirement:
1. the states in a convex switching system can be written as (p, z), which con-
tains two components: deterministically driven position p and stochastic
component z.
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2. the deterministic position transition is given by a pre-specific function
α : P × A→ P, (a, p) 7→ α(p, a) ∈ P,
For the stochastic component, we suppose it follows linear dynamics
Zt+1 = Wt+1Zt, t = 0, . . . , T − 1






t=1 of disturbances is realized by inte-
grable independent random variables taking values in d× d matrices Md,d.
3. the reward functions and scrap value are convex and globally Lipschitz con-
tinuous.
When a Markov model satisfies the above conditions, it enjoys great properties
in theory and reality. Although it seems that the requirements are restrictive,
we can show that many typical problems fall into such convex switching systems.
Especially, we show details about how to adapt following problems into convex
switching systems scheme:
1. The pricing of American (Bermutan) put option.
2. Multi-level storage management.
3. Modified GARCH model for log-returns. In GARCH model, the underlying
dynamics of log-returns are nonlinear, but we can introduce a slight modifi-
cation on it and transform the nonlinear dynamics into linear ones.
4. Vector autoregression (VAR) model.
5. Problems with non-convex rewards or scrap values. For those non-convex
rewards and scrap values can be written as differences of convex functions,
we present that the algorithm is also application when some modification is
taken. The details for this problem can be found in Section 4.3.
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6. Partially observable Markov decision processes (POMDPs). For POMDPs
the underlying dynamics are nonlinear, but we introduce a method on how to
change their dynamics into linear ones and act like convex switching systems.
This problem is discussed in details in Chapter 5.
The major difficulty in the stochastic control problem is how to approximate
the value functions through Bellman recursions efficiently. In this thesis, we first
introduce a two-step approximation.
1. Using finite sampling method to calculate the numerical integral for the ex-
pectation term in Bellman operator.
2. Using subgradient envelopes to approximate all the convex functions in re-
cursions.
After the two-step approximation, we obtain a double modified Bellman oper-
ator and prove the convergence of such approximation. Although we have the ap-
proximation method, there is still some distance to developing efficient algorithms.
Utilizing the convexity in the convex switching systems, we develop recursive al-
gorithms through the following steps:
1. Introducing the matrix representatives for convex functions. Thus all the
convex functions in recursions can be presented as matrices.
2. Apply the matrix representatives in the double modified Bellman recursions.
Thus we have a problem with iterations of matrices.
3. For further simplification and improvement, we introduce approximation on
the matrix representatives of the numerical integral derived from previous
algorithms. This simplification can be imposed for both convex and non-
convex scenarios.
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Having developed the algorithm for general convex switching systems, we make
extension of it to POMDPs, which have nonlinear underlying state dynamics.
1.2 Duality bounds for error estimation
The second part of this is to determine lower and upper bounds estimation with
duality techniques Hinz (2014b). The aim in this part if to find an interval in the
form of
v0(p, z) ≤ v0(p, z) ≤ v¯0(p, z), (1.2.1)
where v0(p, z) and v¯0(p, z) denote the lower and upper bound estimates, v0(p, z) is
the exact optimal value.
In this part, we suggest an adaptation of the approach (Rogers (2007)) to obtain
recursive schemes for the lower and upper bounds. The core for this approach is to
derive duality bounds with pathwise stochastic control. For both lower and upper
bounds, first introduce a sequence of functions ϕ = (ϕt)
T
t=1 of random mappings
ϕt : P × Rd × A× Ω→ R, (p, z, a, ω) 7→ ϕt(p, z, a)(ω),
which for t = 1, . . . , T satisfy
E(ϕt(p, z, a)) = 0, p ∈ P, z ∈ Rd, a ∈ A
such that the σ-algebras
σ(ϕt(p, z, a),Wt; a ∈ A, z ∈ Rd), t = 1, . . . , T, are independent.
For the upper bound, introduce random functions (v¯ϕt )
T
t=0
v¯ϕt : P × Rd × Ω→ R, t = 0, . . . , T
which are recursively defined for t = T, . . . , 1 via
v¯ϕT (p, z) = rT (p, z)
v¯ϕt (p, z) = max
a∈A
(
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Then we can prove that
vpi
∗
t (p, z) ≤ E(v¯ϕ
∗
t (p, z)), for all t = 0, . . . , T , p ∈ P , z ∈ Rd.
with varphi∗ be chosen as





Thus we have a upper bound E(v¯ϕ
∗
t (p, z)). So the optimal policy pi
∗ is not
available, we use approximate optimal policy derived by our algorithm instead.
After using Monte Carlo method to calculate the numerical expectation, we have
a upper bound.
It is similar for the lower bound. The motivation is simple: since pi∗ is the
optimal policy, then any value function vpi0 (p, z), which can be calculated via Monte
Carlo method, derived by arbitrary policy pi can be a lower bound. The problem
is how to choose the policy to make the lower bound as tight as possible.
Introduce random functions (vpi,ϕt )
T
t=0
vpi,ϕt : P × Rd × Ω→ R, t = 0, . . . , T
which are recursively defined for t = T, . . . , 1 via
vpi,ϕT (p, z) = rT (p, z)
vpi,ϕt (p, z) = rt(p, z, pit(p, z)) + ϕt+1(p, z, pit(p, z))
+vpi,ϕt+1(α(p, pit(p, z)),Wt+1z).
It is proved that
vpi
∗
t (p, z) = v
pi∗,ϕ∗
t (p, z), for all t = 0, . . . , T , p ∈ P , z ∈ Rd.
with ϕ∗ same as before. Similar with the estimate of upper bound, we use the
approximate policy instead of the optimal policy pi∗. Then using Monte Carlo
method, we can have a lower bound. The the approximate policy is more accurate,
the lower and upper bounds with be closer. Numerical results about duality bounds
estimation will be presented in later part of this thesis.
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1.3 Organization of this thesis
This thesis is organized as follows: in the second chapter, we will introduce the
scheme of convex switching systems defined by Hinz (2014a) for Markov decision
problems first and some examples in Markov decision problems will be presented
under the framework of convex switching systems. In the third chapter, we present
the value approximation method Hinz and Yap (2016) for the Bellman recursion in
convex switching systems and prove the convergence of such approximation. The
approximation method contains two steps of approximation, which are presented in
two sections respectively. In the fourth chapter, we introduce some implementation
methods for algorithmic purpose. We first define the concept of matrix represen-
tatives and then apply them on the double modified Bellman recursion from the
Chapter 3. In this chapter, we also show that the algorithm can be extended to
some non-convex scenarios. In the last section in this chapter, we impose further
approximation for the algorithm for higher efficiency for both convex and non-
convex scenarios. In the fifth chapter, it is shown that the POMDPs and HMMs
whose underlying dynamics are nonlinear into the scheme of convex switching sys-
tems Hinz (2016) Hinz and Yee (2016). Two examples in POMDPs are given in
this chapter. In the sixth chapter, proof is given for the algorithms for estimation
of lower and upper bounds for the approximate value function derived from the
algorithms which are introduced in previous chapters. In the seventh chapter, we
provide some numerical results on classic stochastic control problems as illustration




In this chapter, we introduce the scheme of convex switching systems which is
formulated in Hinz (2014a). The main features of such scheme is that the value
functions and scrap values are convex and the underlying dynamics in the stochas-
tic control process are linear. We also show that the restrictions regarding the
convexity and linearity here are not overly strict by presenting some examples in
this chapter. In the first section, we will give a brief review of the background
about Markov decision theory. In the second section, we will introduce the defini-
tion and main elements in a convex switching system and provide conditions for the
validity of the convex switching system as a Markov model. In the third section,
we show that many stochastic problems fall into the area of convex switching. We
adapt the American put option pricing, storage management problem, GARCH
and vector-auto-regression models into the form of convex switching systems.
2.1 Markov Decision Theory
In this thesis, we aim to develop algorithm under some certain scheme when the
decisions are made under the Markov decision theory. In this section, we will give a
brief review as some preliminaries for this thesis. Markov decision processes discuss
8
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stochastic problems on which people can partly control over a time period. Many
industrial and economic problems can be modeled with such processes. Many of the
Markov decision problems are usually addressed as discrete-time stochastic control
problems. These problems have attracted the attention of many mathematicians.
An extensive review about the theoretical background and modern applications of
Markov decision processes can be found in the book by Puterman (1994). The
book by Ba¨uler and Rieder (2011) introduces wide applications of Markov models
on financial problems. While exact solution of stochastic problems are usually
impossible for complicated problems, numerous approximate methods have been
developed. The theory of approximate dynamic programming aims to provide
appropriate approximate solutions for such problems. The book by Powell (2007)
provides substantial materials about modern development on approximate dynamic
programming. In this thesis, we consider the finite-horizon case of a Markov model,
whose framework consists of the following elements:
• E is the state space, endowed with a σ-algebra E .
• (Xt)Tt=0 are the states of the stochastic process following a controlled Marko-
vian evolution.
• A is the action space. The actions are denoted by a ∈ A.
• rt : E×A → R is a measurable function where rt(Xt, a) gives the (discounted)
immediate reward of the system at time t if the current state is Xt and action
a is taken.
• rT : E → R is the scrap value at terminal time t = T .
• pit : E → A is the decision rule prescribing at time t in the state x ∈ E the
action pit(x) ∈ A. The sequence pi = (pit)T−1t=0 is called policy.
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• Kt is the stochastic kernel from E×A to E. The mapping B → Kt(B|(x, a))
is a probability measure on E for all B ∈ E. The quantity Kt(B|(x, a)) is the
probability to reach a state in B at time t + 1 when the action a is applied
in the state x at time t.
For each policy pi = (pit)
T−1
t=0 with a starting point x ∈ E at time t = 0, . . . , T−1,
there exists a measure Px,pit on the σ-algebra σ(Xt, . . . , XT ) with P
x,pi
t (Xt = x) = 1
whose Markovian dynamics depends on (pis)
T−1
s=t as
Px,pit (Xs+1 ∈ B|Xt, . . . , Xs) = Px,pit (Xs+1 ∈ B|Xs) = Ks(B|(Xs, pis(Xs)))
for each s = t, . . . , T − 1, B ∈ E . In some problems, the transition kernel K is
action-dependent, we write it as
Px0,pi(Xt+1 ∈ B |X0, . . . , Xt) = Kpit(Xt)t (Xt, B) (2.1.1)
In such situation, given that system is in state Xt at time t, when the action
a = pit(Xt) is taken, the transition probability will be K
a=pit(Xt)
t (Xt, ·), which as-
signs the stochastic evolution of the state from Xt to Xt+1 with the distribution
K
pit(Xt)
t (Xt, · ). For the sake of notational convenience, we use Kat to denote the
one-step transition operator associated with the transition kernel Kat when the ac-






′) x ∈ E, (2.1.2)
whenever the above integrals are well-defined.
Let us denote by Ex,pit the expectation with respect to P
x,pi
t for each x ∈ E. S-
tarting from X0 = x and following the policy pi = (pit)
T−1
t=0 , the expected cumulative
reward is





rs(Xs, pis(Xs)) + rT (XT )).
2.1 Markov Decision Theory 11
The goal of Markov decision theory is to determine a policy pi∗ = (pi∗t )
T−1
t=0 ,
which is optimal in the sense that it satisfies
V pi
∗
0 (x) ≥ V pi0 (x) for all x ∈ E, for each policy pi = (pit)T−1t=0 .
To determine an optimal policy, we first introduce the expected value of a
policy. For t = 0, . . . , T and the policy (pis)
T−1
s=t , the policy values are defined as





rs(Xs, pis(Xs)) + rT (XT )), (2.1.3)
for t = 0, . . . , T , x ∈ E.
Here V pit (x) is the expected total reward at time t over the remaining stages
from t to T with initial state x following the policy pi. The value functions are the
supremum over all policies:
Vt(x) = sup
pi
V pit (x), t = 0, . . . , T, x ∈ E, (2.1.4)
It is the maximal expected total reward at time t over the remaining stages to T if
we start from x. The existence of the optimal values requires further assumptions
which we will discuss later.
For a given policy pi, we can compute the expected total reward recursively by
reward iterations. To simplify the notation, we introduce the following operator
Lt(·) for t = 0, . . . , T − 1
Ltv(x, a) = rt(x, a) +
∫
E
v(x′)Kt(dx′ | (x, a)) (x, a) ∈ E ×A (2.1.5)
which acts on each measurable function v : E → R where the above integral exists.
With the operator Lt, we can define the so-called Bellman operators for each x ∈ E
and each decision rule pit
T pitt v(x) = Ltv(x, pit(x)), x ∈ E
Ttv(x) = sup
a∈A
Ltv(x, a), x ∈ E. (2.1.6)
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With the Bellman operators, the Bellman recursion is defined as
vT = rT , (2.1.7)
vt = Ttvt+1 for t = T − 1, . . . , 0. (2.1.8)
Under certain assumptions, there exists a recursive solution (vt)
T
t=0 to the Bell-
man recursion, which yields the value functions and determines an optimal policy.
These assumptions are needed to solve two major difficulties in obtaining a recur-
sive solution to (2.1.8) starting with (2.1.7):
Integrability The existence of the integrals in the Bellman recursions
vT (·) = rT (·)







′)Kt(dx′ | (·, a))
)
,
for t = T − 1, . . . , 1, is not proved yet.
Measurability The measurability of the resulting function is not clear since the
supremum is taken over a possibly not countable set of actions A.
To address the integrability and measurability problems, additional assump-
tions are required. For instance, the existence of the so-called upper-bounding
function yields a simple sufficient condition to ensure the integrability of functions
in the Bellman recursions. For later use, let us recall the definition of the upper
bounding function from Ba¨uler and Rieder (2011):
Definition 2.1.1. A measurable function b : E 7→ R+ is called an upper bounding
function with constant C ∈ R+ if for x ∈ E, a ∈ A, t = 0, . . . , T − 1 holds∫
E
b(x′)Kt(dx′ | (x, a)) ≤ Cb(x) (2.1.9)
|rt(x, a)| ≤ Cb(x)
|rT (x)| ≤ Cb(x)
2.2 Scheme of convex switching 13
The first assumption we have is that an upper bounding function exists. For
the problem of measurability, there is no such problem if




with an appropriate decision rule pi?t : E → A.
(2.1.10)
For instance, this always holds when the action space A is finite. In this situation
(2.1.10), the recursive solution (vt)
T
t=0 of the Bellman recursion coincides with value
functions (Vt)
T




t=0 yield an optimal
policy. This result is referred as the verification theorem, (see Ba¨uler and Rieder
(2011)).
For our purposes, we conclude that
if there exists an upper bounding function and the
action space A is finite, then Bellman recursion yields
an optimal policy in terms of maximizing decision rules.
 (2.1.11)
In this thesis, we restrict the Markov decision problems with a finite action
space A and ensure the existence of an upper bounding function. With these
two assumptions, we can obtain all value functions along with the corresponding
optimal policy from the solution of the Bellman recursion.
2.2 Scheme of convex switching
In this thesis, we concentrate on Markov decision models with a specific structure
suggested by Hinz (2014a). Here we assume that the state space E = P × Rd
is a product of a finite space P of positions with measurable space Rd of a given
dimension d ∈ N. Each state (p, z) ∈ E can be separated as a deterministic position
component p and a stochastic part z.
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We suppose the first component, the position p is driven deterministically with-
in a finite set of controls A. The deterministic position control is given by a pre-
specific function
α : P ×A → P, (a, p) 7→ α(p, a) ∈ P,
where α(p, a) ∈ P is the new position when the previous position was p ∈ P and
the action a ∈ A was taken. For the second component, we suppose it follows
linear dynamics
Zt+1 = Wt+1Zt, t = 0, . . . , T − 1






t=1 of disturbances is realized by integrable
independent random variables taking values in d× d matrices Md,d.
Let us call such a specific Markov decision problem a switching system. For a
switching system, the transition kernel Kt acts as∫
P×Rd
f(p′, z′)Kt(d(p′, z′) | (p, z, a)) = E(f(α(p, a),Wt+1z)) (2.2.1)
and the Bellman operators are defined for each decision rule pit at t = 0, . . . , T − 1
by
T pitt v(p, z) = rt(p, z, pit(p, z)) + E(v(α(p, pit(p, z)),Wt+1z)),
Ttv(p, z) = max
a∈A
(rt(p, z, a) + E(v(α(p, a),Wt+1z))) .
In the following, we will focus on problems with some convexity properties.
Recall that a function φ : Rd → R is globally Lipschitz continuous if there exists
some c ∈ R+ such that |φ(z) − φ(z′)| ≤ c‖z − z′‖1 holds for z, z′ ∈ Rd, where we
chose the norm ‖z‖1 = ‖(zj)dj=1‖1 =
∑d
j=1 |zj|.
Let us introduce the function space
L := {φ : Rd → R : φ is convex and globally Lipschitz continuous}.
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If a switching system contains convex and globally Lipschitz continuous reward
functions
rt(p, ·, a) ∈ L, (2.2.2)
rT (p, ·) ∈ L (2.2.3)
for all t = 0, . . . , T − 1, a ∈ A, then we call such a Markov decision problem
a convex switching system. In the remainder of this thesis, we will show that
convex switching systems have important practical applications and can suggest
an efficient numerical algorithm for their policy optimization.
To control the integrability along a converging sequence (fn)n∈N ⊂ L of convex
functions, we require that there exists one universal constant, which is a global
Lipschitz constant for all functions in this sequence. This leads us to the following
concept:
Definition 2.2.1. We call (fn)n∈N ⊂ L a ULCC-sequence (uniformly Lipschitz
continuous converging sequence of convex functions), if it holds that:
a) (fn)n∈N is uniformly Lipschitz continuous in the sense that
there exists c ∈ R+ such that
|fn(z)− fn(z′)| ≤ c‖z − z′‖1
holds for all z, z′ ∈ Rd, n ∈ N.
b) (fn)n∈N converges pointwise on a dense set.
Because of the convexity, it can be proved that each ULCC sequence (fn)n∈N
converges in the following sense:
lim
n∈N
fn = f uniformly on compact sets.
Furthermore, the limit function f is also convex and globally Lipschitz continuous
f ∈ L whose global Lipschitz constant inherits from the uniform Lipschitz constant
of the ULCC sequence (fn)n∈N.
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In this thesis, the policy optimization is treated in terms of recursive solutions
of Bellman equations. The validity of this approach is ensured by the existence of
an upper bounding function, which is discussed in the following lemma.
Lemma 2.2.2. By the definition of a convex switching system, the matrix entries
of disturbances are integrable
E(|W ijt |) <∞ i, j = 1, . . . , d, t = 1, . . . , T . (2.2.4)
Under this assumption, there exists an upper bounding function given by
b : P × Rd → R, (p, z) 7→ ‖z‖1 + 1. (2.2.5)
Proof. Due to the global Lipschitz continuity (2.2.2) of each reward function, for
each t = 0, . . . , T , p ∈ P , a ∈ A, there exists a global constant c satisfying
|rt(p, z, a)| ≤ |rt(p, 0, a)|+ |rt(p, z, a)− rt(p, 0, a)|
≤ |rt(p, 0, a)|+ c‖z‖1
|rT (p, z)| ≤ |rT (p, 0)|+ |rT (p, z)− rT (p, 0)|
≤ |rT (p, 0)|+ c‖z‖1





|rt(p, 0, a)|, c, |rT (p, 0)|). (2.2.6)
To show the first requirement in (2.1.9), we use
‖Wtz‖1 ≤ ‖Wt‖‖z‖1






|W ijt | ≤
d∑
i,j=1
|W ijt | (2.2.7)
2.3 Examples of convex switching systems 17








E(|W ijt |) <∞
Using (2.2.1) the estimate∫
P×Rd
(‖z‖1 + 1)Kt(d(p′, z′) | (p, z, a))
= E(‖Wt+1z‖1 + 1)
≤ (E(‖Wt+1‖)‖z‖1 + 1)
≤ C1(‖z‖1 + 1)
with C1 = max(E(‖Wt‖), 1). That is, the maximum C = C0 ∨ C1 is the bounding
constant for the upper bounding function b in (2.2.5).
When the existence of upper bounding function is proved, the integrability of
the convex switching system is satisfied. Therefore the validity of the Bellman
recursion is proved by the verification theorem and we can find the optimal policy
through Bellman recursions.
2.3 Examples of convex switching systems
The convex switching system is a narrow class of Markov decision problems with
some restrictions. It is required that the action space A is finite and the state space
E can be written as a combination of a deterministic part and a stochastic part.
The deterministic part is a position component of a finite set and the stochastic
part are states following linear dynamics. Furthermore, all the reward functions
are required to be convex. These requirement seem to be restrictive. However, it
turns out that diverse discrete-time control problems can be formulated as convex
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switching systems. In this section, we will adapt some models into the convex
switching scheme.
2.3.1 American put option pricing
The pricing of American put option is a typical optimal stopping problem in s-
tochastic control. Here we consider the valuation of an American put option in
discrete time (which is equivalent to the valuation of the Bermudan put option).
The discounted asset price (Zt)
T
t=0 at time steps 0, 1, . . . , T is modeled as a sampled
geometric Brownian motion
Zt+1 = Wt+1Zt, t = 0, . . . , T − 1, Z0 ∈ Rd (2.3.1)
where (Wt)
T
t=1 are independent random variables following log-normal distribution.
In this framework, the un-discounted asset price follows
eρtZt, t = 0, . . . , T
where the parameter ρ ≥ 0 stands for the continuously compounded interest rate,
paid per time interval. The fair value of an option with strike price K and maturity
date T is given by the solution to the optimal stopping problem
sup{E(e−ρτ (K − eρτZτ )+) : τ is {0, 1, . . . , T}-valued stopping time}.
The corresponding switching system is defined by two positions and two actions
denoted as follows:
• the positions P = {1, 2}, where p = 1 stands for option already exercised and
p = 2 stands for exercise right is still available (not exercised yet).
• the actions A = {1, 2}, where a = 1 stands for ’stop’ (selling the option) and
a = 2 stands for ’go’ (holding the option)
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With this interpretation, the position change is given by
(α(p, a))2p,a=1 ∼
 α(1, 1) α(2, 1)





where the option will be available (not exercised) only when the precious option
state is ’not exercised’ (p = 2) while the action ’hold’ (a = 2) is taken.
The reward
(e−ρtK − Zt)+(p− α(p, a)), for all p ∈ P , a ∈ A.
is paid only once, when the system transforms from the position 2 to 1 (exercising
the option). Note that the reward functions are written as a maximum of two
affine linear functions
rt(p, z, a) = (e
−ρtK − z)+(p− α(p, a)) = max(0, (e−ρtK − z))(p− α(p, a)),
for all p ∈ P , a ∈ A, z ∈ R.
Assuming that at maturity the option is exercised automatically, we can also
write the scrap value as a maximum of two affine linear functions
rT (p, z) = (e
−ρTK − z)+(p− α(p, 1)) = max(0, (e−ρTK − z))(p− α(p, 1))
for all p ∈ P , z ∈ R. Thus, all reward functions and all scrap values are globally
Lipschitz continuous and convex, in accordance to the assumption (2.2.2).
2.3.2 Storage management
In some applications, certain transformations are usually required before the con-
trol problem can be recognized as a convex switching system. The problem is
that the transition of states are not explicitly given as linear dynamics. The state
space of such given Markov decision problem usually needs to be embedded into
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an appropriate vector space to realize the underlying linear dynamics in a matrix-
multiplication form Zt+1 = Wt+1Zt. The following multi-level storage management
problem show how embedding works.
Consider in a storage management problem, the level of a commodity in a
storage facility needs to be controlled over a time horizon from 0 to T . The storage
level of the commodity is within some pre-specified possible levels. Given storage
costs and random market commodity price fluctuations, the controller has to decide
when to purchase the commodity and fill the storage, or when to withdraw from
the storage selling it at the market price or just maintain the storage level. The
problem can be formulated as following:
• the positions P is the set of possible levels of the commodity in the storage.
• the actions A is the set of actions which can be taken in order to change the
level in the storage facility.
• the position change matrix α(p, a) describes the transition from the previous
storage level p to a new level α(p, a) when action a ∈ A is taken.
Assume that the market (spot) price of the underlying commodity (Z˜t)
T
t=0 fol-
lows a Markov evolution. More generally, the state Z˜t at time t could be mul-
tivariate, in which case the first component of Z˜t = (Z˜
(1)
t , . . . , Z˜
(d−1)
t ) is usually
the market (spot) price of the commodity at time t. The other components may
be latent variables representing other related factors such as the current market
conditions, or other stochastic factors which may be required to ensure the Markov
property of the price dynamics.
Let us assume that (Z˜t)t∈N follows the dynamics of a linear state space model
recursively defined by
Z˜t+1 = ΓZ˜t + W˜t+1 fort = 0, 1, . . . , T − 1,
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Such a dynamic captures not only auto-regressive models, but also time series
models with seasonal and trend components. To describe the dynamics a linear
dynamic form, we embed the state vector Z˜t from Rd−1 into Rd as
Zt = (Z˜t, 1) = (Z˜
(1), . . . , Z˜(d−1), 1).






 = Wt+1Zt (2.3.2)






 , t = 0, . . . , T − 1.
At any time t, suppose that reward is given by
(p− α(p, a)) · qZ(1)t − c|p− α(p, a)|, (2.3.3)
where q > 0 is the step size after discretization of continuous time, and c > 0
represents the proportional transaction cost. The factor (p−α(p, a))qZ(1)t describes
the cash flow from selling/buying the amount (p− α(p, a))q at the price Z(1)t .
Note that the reward (2.3.3) now appears as a affine linear function
z 7→ rt(p, (z(1), . . . , z(d)), a) = (p− α(p, a))q · z(1) − c|p− α(p, a)|z(d)
with the state variable z = (z(1), . . . , z(d)) ∈ Rd for all p ∈ P , a ∈ A. For simplicity,
assume further that the storage must be returned to the owner at time T at a pre-
specified level p¯ ∈ P or the difference to this level must be settled financially. In
this case, the scrap value is also given by a linear function
z 7→ rT (p, (z(1), . . . , z(d))) = (p− p¯)q · z(1) − c|p− p¯|z(d)
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for all p ∈ P and z ∈ Rd.
Thus, all reward functions and scrap values are globally Lipschitz continuous
and convex, in accordance to the assumption (2.2.2).
2.3.3 GARCH models
One of the most important requirement of the convex switching system is that
the underlying dynamics must be linear. However such restriction of linearity
sometimes can be relaxed. In reality, some non-linear dynamics can be covered
under the convex switching system framework after appropriate modification. In
the following example we suggest a slight change to the GARCH recursion of log-
returns in order to treat the corresponding time series as convex switching systems.
Generalized autoregressive conditional heteroskedasticity (GARCH) model is
important in time series analysis and it is widely used in finance, statistics and
engineering. More details about the GARCH model and log-returns can be found
in the textbook Tsay (2010) of financial time series analysis.
When we use GARCH recursions model the evolution of the log-returns (Yt)t∈Z
of a financial asset. In this example, the random variable Yt stands for the loga-
rithmic increments of the price from time t−1 to t. The GARCH model is defined
in terms of a pre-specified, independent, identically distributed noise (Nt)t∈Z with
mean 0 and variance 1. More precisely, the processes (σ2t )t∈Z, (X
2
t )t∈Z and (Yt)t∈Z
are introduced as solutions to


















σ2tNt, t ∈ Z. (2.3.6)
such that (σ2t )t∈Z is predictable and (Xt)t∈Z, (Yt)t∈Z are adapted with respect to
the filtration generated by the noise (Nt)t∈Z. To ensure the existence of the unique
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solution to the GARCH(p,q) recursions, the coefficients are required to satisfy







From the recursions (2.3.4) and (2.3.6) it follows that modeling of the conditioned
variance σ2t of the log-return Yt can be described as convex switching dynamics.





















through embedding the states. According to the GARCH theory, the process
(σ2t )t∈Z correctly captures volatility clustering, empirically observed in financial
time series. However, since the log-return Yt =
√
σ2tNt requires a non-linear trans-
formation of the state variable σ2t , the series (Yt)t∈Z does not follow linear state
dynamics, which is required in the convex switching scheme. But a slight mod-
ification of the model can help. Different with the original interpretation of σ2t
conditioned variance, this variable can be interpreted as the conditioned standard
deviation of the log-return.
Based on this, instead of the last equation we obtain (2.3.6)
Yt = σ
2
tNt, t ∈ Z, (2.3.7)
which yields the desired convex switching dynamics.
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t , 1), the above recursion is written
as
Z˜t+1 = W˜t+1Z˜t, t ∈ Z.
with the random matrix W˜t+1 resulting from (2.3.8). This state dynamics for log-
returns yields also a linear state dynamics for the logarithm ln(St) of the asset
price (St)
T
t=0, obtained as a partial sum









with the matrix E = [1, 0, . . . , 0], giving the required increment EZ˜t = Yt for the
logarithmic asset price ln(St+1) = ln(St)+Yt. Based on the modified GARCH(1,1)
model, we obtain a linear dynamic for convex switching
Zt+1 = Wt+1Zt
of dimension d = 5, where the logarithmic asset price is represented as the first
component Z
(1)
t of the state vector Zt.
One application of the proposed modified model could be the pricing of Ameri-
can call option with strike price K and time-varying volatility σt , given an interest
rate ρ > 0. Note that the discounted payoff at time t of this option is given by a
convex function on the state space
z = (z(1), . . . , z(d)) 7→ e−ρt(ez(1) −K)+,
hence the exercise problem can be treated by the presented convex switching
methodology. This problem is about exercise time optimization from the per-
spective of the objective measure. Compared to the risk-neutral modeling, this is
a significantly more complicated high-dimensional optimal stopping problem, since
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the time-varying volatility matters here. More details modified GARCH can be
found in Hinz (2014a).
2.3.4 Vector autoregression models
In this section, we will present an example which does not following Markov evo-
lutions can also be modelled by convex switching. Most of the methods from
Markov decision theory are applicable for Markov evolutions only. However, in
practice some stochastic evolution does not satisfy Markov assumptions. The fu-
ture observations are influenced by both the previous observation and a near past
of the random evolution. In such scenario, the vector autoregressions (VAR) are
appropriate. Vector autoregression is an econometric model used to capture the
linear interdependencies among multiple time series. VAR models generalize the
univariate autoregression (AR) models by allowing for more than one evolving vari-
able. All variables in a VAR are treated symmetrically in a structural sense and
each variable has an equation decribing its evolution based on its own lags and the
lags of the other model variables. More knowledge of the VAR can be found in
the time series text book Hamilton (1994). Here, we assume that the stochastic
evolution (Yt)t∈Z follows a recursive data-generating mechanism
Yt = A1Yt−1 + . . . ,+ApYt−p + t (2.3.9)
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 , t ∈ Z.
with independent, identically distributed noise variables (εt)t∈Z and coefficient ma-
trices A1, . . . , Ap. To estimate the coefficient matrices and the noise variance, the
transitory representation of the vector auto-regression is usually more appropri-
ate than the original recursion (2.3.9). The transitory form of the vector auto-
regression is given as a recursive equation
∆Yt = Γ1∆Yt−1 + · · ·+ Γp−1∆Yt−(p−1) + ΠYt−1 + µ+ εt (2.3.10)
of the increments
∆Yt = Yt − Yt−1, t ∈ Z,
with coefficient matrices
Γi = −Ai+1 − · · · − Ap, i = 1, . . . , p− 1
Π = −I + A1 + · · ·+ Ap,
where the noise has mean of
µ = E(t),
and centered noise is defined as
εt = t − µ
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for all t ∈ Z. These quantities are usually estimated with statistical techniques
based on least-squares approximation.
The advantage of the transitory representation is that when the increments
(∆Yt)t∈Z follow a stationary process whereas the original evolution (Yt)t∈Z may not
be stationary. When such situations become frequently, the estimation of coeffi-
cient matrices Π, Γ1, . . . ,Γp−1 will be preferable to that of A1, . . . , Ap. Moreover,
if the increments follow stationary processes, then the transitory representation
should also be used for the purpose of optimal control. The reason is that a s-
tationary evolution stays within a bounded domain, which is advantageous for
numerical treatment. Due to this, let us determine a convex switching scheme for
the transitory representation (2.3.10) of the vector auto-regression.
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with identity matrix I, which yields the recursion
Zt+1 = Wt+1Zt, t ∈ Z
of the dimension d = p × q + 1, with state vectors Zt+1, Zt and random matrix
Wt+1 resulting from (2.3.11).
An application of this model can be co-integration, where Yt could describe
prices of financial assets, observed at time t. The transitory form of vector autore-
gressions are frequently used in modeling of the co-integrated price evolutions to
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capture temporal and spacial price interdependencies, with some applications to
pair trading. In the case that Yt stands for asset prices, one may assume that a
finite number of positions in these assets can be taken. The position change by




In the previous chapter, we have introduced the scheme of convex switching sys-
tems following the work of Hinz (2014a) and some applications are shown. While
in reality, most problems will become computationally intractable when it is imple-
mented with the original Bellman recursions, especially in high-dimension cases,
an efficient approximate algorithm is required. In this chapter, we will proceed
to the value functions approximation of the convex switching systems and provide
theoretical proof for validity of these approximations.
The major difficulty of solving the Bellman recursions (2.1.7), (2.1.8) in
Ttv(p, z) = max
a∈A
(rt(p, z, a) + E(v(α(p, a),Wt+1z)) , t = 0, . . . , T − 1. (3.0.1)
is the calculation of the expectation. To find a numerical approximation of the
integration, Hinz (2014a) introduced the following two steps:
Step 1 Approximate the expectation E(v(α(p, a),Wt+1z), for each z ∈ Rd,
Step 2 Approximate the mapping z 7→ E(v(α(p, a),Wt+1z)).
In the first step, we can approximate the expectation with numerical integration for
each z. However, our final goal is to approximate the expectation as a function of z
29
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in Step 2. Calculation at each single point z does not make the algorithm efficient
or feasible. Therefore we move forward to the Step 2 with further approximation
to the expectation as a function of z. This chapter introduces the approximation
approach with two sections. The first section covers the first step approximation
by finite sampling. The second section introduces the subgradient envelopes with
which we finish the second step. Combining two sections in this chapter will give
approximation methods and mathematical proof for the two steps.
3.1 Finite sample approximation
Starting with the first step, we have to approximate the expectation with numerical
integrations methods, which gives a modified Bellman operator T nt given as
T nt v(p, z) = max
a∈A
(







Here we introduce an approximation of the expectation by finite sampling. The
idea is that rather than calculate the expectation with random variable Wt, we can
replace Wt with sampled values or averages. Then the expectation can be evaluated
as weighted summations. Before the sampling, we introduce a disjoint partition
Π(n) of the set Md,d of all matrices
Π(n) = {Π(n)(k) ⊂Md,d : k = 1, . . . , n}.
Then we define a random variableW nt taking average values of samples (E(Wt |Wt ∈




E(Wt |Wt ∈ Π(n)(k))1{Wt∈Π(n)(k)},
for n ∈ N, t = 1, . . . , T.
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Equivalently, such sampling can be described as the conditional expectation
W nt = E(Wt |σnt )
where the σ-algebra σnt ⊂ σ(Wt) generated as
σnt := σ({Wt ∈ Π(n)(k)}, k = 1, . . . , n).
Assuming that (Π(n))n∈N is obtained by sub-partitioning with granularity tending
to zero, we obtain a martingale (W nt )n∈N within the filtration (σ
n
t )n∈N.
Remarks 3.1.1. Such martingale-type approximation of disturbances has been ap-
plied in Hernandez-Lerma and Runggaldier (1994) to obtain value function approx-
imations along with lower and upper bounds. In higher dimensions, it turns out to
be very computationally costly to deal with such discretization. The problem here
is to algorithmically handle a calculation of the average point
Wnt (k) := E(Wt1{Wt∈Π(n)(k)})/P(Wt ∈ Π(n)(k)), k = 1, . . . , n (3.1.2)
within each element Π(n)(k) of a potentially large partition Π(n).
In some numerical experiments, we observed that instead of using the condi-
tioned average (3.1.2), reliable results can also be obtained with simple Monte-
Carlo sampling drawn from a sequence of independent identically distributed copies
of Wt. We will address the generalization of our results to this appealing case of
Monte-Carlo discretization in a subsequent work.
Let us explain this procedure in the next example.
Example Let us discuss illustrate the matrix partitioning and the martingale
methodology in the storage facility management problem introduced in Section
2.3.2.
Let us assume that the commodity price follows a univariate autoregressive
model of order d = 2 with coefficients 0.3 and 0.65, driven by a sequence (εt)t∈N of
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independent identically distributed random variables. Such AR(2) model can be
expressed as
Zt+2 = 0.65Zt+1 + 0.35Zt + εt+2
We realize the process of current price as the second component (Z
(2)
t )t∈N of the























which gives the linear evolution Zt+1 = Wt+1Zt required for convex switching







the only random component is (Wt)2,3 which is represented by the noise variable





k=1 and calculate the average points
e
(n)
t (k) = E(εt | εt ∈ I(n)t (k)),
for k = 1, . . . , n, n ∈ N. Introducing the partition of the space of all 3×3 matrices
as
Π(n)(k) = {M ∈M3,3 : M2,3 ∈ I(n)t (k)}
for k = 1, . . . , n, we obtain the non-random matrices as








 , k = 1, . . . , n.
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The matrices (Wnt (k))nk=1 represent indeed all possible realizations of the discrete





which we have introduced as conditional expectation W nt = E(Wt |σnt ) with respect
to the σ-algebra (3.1). To obtain the matrix partitioning for the next granularity









k=1. In our approach, random
variable Wt will be replaced by the sampled random variable W
n
t in the calculation
of expectation.
Having illustrated the partitioning, let us proceed the calculation of expecta-
tion. If we replace Wt with (3.1.2), then the work that is needed to be done is
just the calculation of expectation of discrete random variables. If we denote the
probability of each partition by
νnt (k) = P(W nt =Wnt (k)),
we can write the expectation as




With this notation, the Bellman operator can be written as
T nt v(p, z) = max
a∈A
(






for all p ∈ P , z ∈ Rd for each v : P × Rd → R with v(p, ·) ∈ L.
So far we have finished the first step of approximation. In the following, we
will verify such method by presenting a proof of the convergence of the Bellman
recursion with finite sampling:
vnT (p, z) = rT (p, z) (3.1.4)
vnt (p, z) = T nt vnt+1(p, z) p ∈ P, z ∈ Rd, t = 0, . . . , T − 1 (3.1.5)
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Before showing the convergence proof of the Bellman operator, we introduce the
following lemma.
Lemma 3.1.2. Let W be a random variable which takes values in Md,d and suppose
that W is integrable in the sense that
E(|W ij|) <∞ for i, j ∈ 1, . . . , d.
Consider a filtration (σn)n∈N satisfying ∨n∈Nσn = σ(W ) which defines the martin-
gale
W n := E(W |σn), n ∈ N.
Given a ULCC-sequence (fn)n∈N with f = limn→∞ fn, define functions
z 7→ E(fn(W nz)), z ∈ Rd, n ∈ N. (3.1.6)
Then (E(fn(W n·))n∈N is also a ULCC-sequence with
lim
n→∞
E(fn(W nz)) = E(f(Wz)), z ∈ Rd.
Proof. Noted that (fn)n∈N is a ULCC sequence, the ULCC property of (E(fn(W n·)))n∈N








W nz = Wz almost surely,
for all z ∈ Rd.




fn(W nz) = f(Wz), for all z ∈ Rd, almost surely. (3.1.7)
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To conclude our statement
lim
n→∞
E(fn(W nz)) = E(f(Wz)), for all z ∈ Rd, (3.1.8)
from (3.1.7), we need to show for each z ∈ Rd the convergence of (fn(W nz))n∈N
to f(Wz) in expectation. Note that for each z ∈ Rd the almost sure convergence
(3.1.7) would imply the convergence of expectations (3.1.8), if we could ensure that
the family of random variables
(fn(W nz))n∈N is uniformly integrable. (3.1.9)
To show the statement (3.1.9), we use a global Lipschitz constant C of the family
(fn)n∈N to estimate
















for all n ∈ N.
Since for each i, j = 1, . . . , d, the family
((W n)i,j = E(|Wi,j| |σn))n∈N
is uniformly integrable, the dominating family of random variables on the right of
(3.1.10) is also uniformly integrable, being a conditional expectations of |Wi,j| (see
Williams (1991), section 13.4).
Being dominated by a uniformly integrable family, (fn(W nz))n∈N is shown to
be uniformly integrable (see Williams (1991), section 13.3), which finishes the
proof.
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Let us now discuss the convergence of the value functions from the sampled
problems to that of the original. Consider the finite sample approximations of a
convex switching system introduced above. As in the previous lemma, suppose
that for each t = 1, . . . , T a filtration (σnt )n∈N satisfies ∨n∈Nσnt = σ(Wt) and defines
a closed martingale
W nt = E(Wt |σnt ), n ∈ N (3.1.11)
which in turn defines sampled Bellman operators (3.1.1).
Lemma 3.1.3. Consider functions fn : P × Rd → R, n ∈ N such that for each
p ∈ P (fn(p, ·))n∈N is a ULCC-sequence with f = limn→∞ fn. Then for each p ∈ P ,
(T nfn(p, ·))n∈N is also a ULCC-sequence with
lim
n→∞
T nt fn = Ttf




E(fn(p,W nt+1z)) = E(f(p,Wt+1z)) z ∈ Rd
each p ∈ P . From this, we deduce the desired convergence
lim
n→∞









(rt(p, z, a) + E(f(α(p, a),Wt+1z)))
= Ttf(p, z) for all p ∈ P , z ∈ Rd.
After proving the sampled Bellman operator, we can prove the convergence of
the value functions by induction. Here we suppose that the original value functions
(vt)
T
t=0 are defined by (2.1.7), (2.1.8) with Bellman operator (3.0.1), whereas the
value functions (vnt )
T
t=0 of the sampled problem are obtained via (3.1.4), (3.1.5)
with Bellman operator (3.1.1). Hence, the sampling is given in terms of (3.1.11)
and so the Lemma 3.1.3 is applicable.
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Proposition 3.1.4. In the framework described above it holds that
lim
n→∞
vnt (p, z) = vt(p, z) for all p ∈ P , z ∈ Rd. (3.1.12)
Proof. We prove statement (3.1.12) by induction through t+1 = T, . . . , 1, showing
the implication
(vnt+1(p, ·))n∈N is a
ULCC-sequence
for each p ∈ P with
limn→∞ vnt+1(p, z) = vt+1(p, z)
=⇒
(vnt (p, ·))n∈N is a
ULCC-sequence
for each p ∈ P with
limn→∞ vnt (p, z) = vt(p, z).
(3.1.13)
We start our induction with t+1 = T . Note that at the beginning, when t+1 = T ,
the functions coincide by definition
vnt+1(p, ·) = rT (p, ·) = vt+1(p, ·) p ∈ P.
Thus (vnt+1(p, ·))n∈N is a ULCC-sequence with limit
lim
n→∞
vnt+1(p, z) = rT (p, z) = vt+1(p, z), p ∈ P, z ∈ Rd.
Hence the assumption on the left-hand side of (3.1.13) is fulfilled for t+1 = T . Now
use Bellman recursions vnt = T nt vnt+1 and vt = Ttvt+1 combined with Lemma 3.1.3
where we set fn = vnt+1 to conclude that the right-hand side of (3.1.13) follows.
3.2 Subgradient envelopes approximations
Proposition 3.1.4 proves the validity of our finite sampling scheme. It shows that
with appropriate sampling of disturbances, we can approximate the expectation
with summations and we have shown the pointwise convergence of such approx-
imation. As we have mentioned, this approximation of E(vt+1(α(p, a),Wt+1z)) is
calculated for each z ∈ Rd, so only the first step of approximation is finished. In
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this section, we will move forward to the second step to show how to approximate
the entire function z 7→ E(vt+1(α(p, a),Wt+1z)).
There are many methods studying such problem. Among them the least-squares
Monte Carlo method (Longstaff and Schwartz (2001)) is especially attractive for
researchers, suggesting approximate the value functions with linear combination
of basis functions. There are also other regression methods, kernel method and
neural networks.
In this thesis, we will utilize the convexity features in approximation of value
functions and show its computational efficiency. Before presenting our approach,
let us introduce the definition of the subgradient in convex analysis.
Definition 3.2.1 (Subgradient). Given a function f : Rd → R and g ∈ Rd, an
affine-linear mapping h : Rd → R is referred to as a subgradient of f at point g if
it holds that
f(z) ≥ h(z) for all z ∈ Rd and f(g) = h(g)
More details and properties about subgradients can be found in the classic
textbook about convex analysis Rockafellar (1970).
Our methodology is that with the convexity of the ULCC functions, we can
approximate them as a maximum of subgradients on appropriate grid points. Let
us denote a subgradient of f : Rd → R at point g ∈ Rd by Ogf . If a convex
function f is defined on the entire set Rd and takes only finite values (as in our
case), then at any point g ∈ Rd, the set of subgradients is not empty (see Theorem
23.4, Rockafellar (1970)).
In the following, let us introduce the definition of subgradient envelope.
Definition 3.2.2 (Subgradient envelope). Given a grid G ⊂ Rd, a subgradient
envelope SGf of the function f ∈ L on the grid G is defined as the maximum of
subgradients determined at each point of the grid:
SGf = ∨g∈GOgf, for each f ∈ L.
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Consider a sequence (Gm)m∈N of finite grids in Rd such that
Gm ⊂ Gm+1, m ∈ N, ∪m∈NGm is a dense subset of Rd. (3.2.1)
For each Gm introduce the corresponding subgradient envelope SGm as above, by
SGm : L → L, SGmf := ∨g∈Gm(Ogf). (3.2.2)
It is intuitive that when the grids Gm become denser and denser, the subgradient
envelopes (SGmh) may approach to the function h ∈ L. The following lemma
proves our intuition.
Lemma 3.2.3. If (hm)m∈N ⊂ L is a ULCC-sequence with limm→∞ hm = h, then
the subgradient envelopes (SGmhm)m∈N also form a ULCC-sequence with
lim
m→∞
SGmhm = h. (3.2.3)
Proof. Note that a subgradient envelope SGmhm of a convex globally Lipschitz
continuous function hm is also convex and globally Lipschitz continuous whose
Lipschitz constant that does not exceed that of hm. Hence, (SGmhm)m∈N is a






holds for each g from the dense set ∪m∈NGm ⊂ Rd, which implies pointwise con-
vergence (and also uniform convergence on bounded sets) due to the Theorem 10.8
from Rockafellar (1970).
After the validation of approximation of convex globally Lipschitz continuous
functions with subgradient envelopes, we will apply the subgradient envelopes on
the sampled Bellman operator T nt defined in previous section. The modification
T n,mt is defined as
(T n,mt v)(p, ·) := SGm(T nt v)(p, ·), (3.2.4)
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for all n,m ∈ N, t = 0, . . . , T − 1, which is defined on functions
v : P × Rd → R with v(p, ·) ∈ L,
under the standing assumption (3.2.1) with gradient envelopes defined in (3.2.2).
With these modified Bellman operators, we introduce the recursions
vn,mT (p, ·) = (SGmrT )(p, ·), p ∈ P (3.2.5)
vn,mt = T n,mt vn,mt+1 for t = T − 1, . . . , 0. (3.2.6)
For given n ∈ N, consider value functions (vnt )Tt=0 of the finite sampling obtained
as in Proposition 3.1.4 and introduce a sequence (vn,mt )
T
t=0 recursively defined from
(3.2.5), (3.2.6) with Bellman operator (3.2.4). The following proposition is to
prove that for a sufficiently dense grid, the result of the above recursion yields
approximations of the original value functions.
Proposition 3.2.4. In the framework described above, it holds that
lim
m→∞
vn,mt (p, z) = v
n
t (p, z) for all p ∈ P , z ∈ Rd (3.2.7)
Proof. We prove statement (3.2.7) by induction for t + 1 = T, . . . , 1, showing the
implication
(vn,mt+1 (p, ·))m∈N is a
ULCC-sequence for
each p ∈ P with
limm→∞ v
n,m
t+1 (p, ·) = vnt+1(p, ·)
=⇒
(vn,mt (p, ·))m∈N is a
ULCC-sequence for
each p ∈ P with
limm→∞ v
n,m
t (p, ·) = vnt (p, ·)
(3.2.8)
We start our induction with t + 1 = T . Note that at the beginning t + 1 = T , by
definition, the functions fulfill
vn,mt+1 (p, ·) = SGmrT (p, ·) = SGmvt+1(p, ·) p ∈ P.
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vn,mt+1 (p, ·) = rT (p, ·) = vnt+1(p, ·), p ∈ P. (3.2.9)
Hence the assumption on the left-hand side of (3.2.8) is fulfilled for t+1 = T . Now
use Bellman recursions
vn,mt (p, ·) = SGmT nt vn,mt+1 (p, ·), p ∈ P.
With a fixed sampling index n, we use Lemma 3.1.3 with (fm = vn,mt+1 )m∈N to
conclude that (T nt vn,mt+1 (p, ·))m∈N is a ULCC-sequence with
lim
m→∞
T nt vn,mt+1 (p, ·) = T nt vnt+1(p, ·), p ∈ P,
since (3.2.9) is fulfilled by the induction assumption. To the sequence (T nt vn,mt+1 (p, ·))m∈N,
we apply Lemma 3.2.3 to verify that (SGmT nt vn,mt+1 (p, ·))m∈N is a ULCC-sequence for
each p with the limit
lim
m→∞
SGmT nt vn,mt+1 (p, ·) = T nt vnt+1(p, ·), p ∈ P.
Using the definitions
SGmT nt vn,mt+1 = T n,mt vn,mt+1 = vn,mt
T nt vnt+1 = vnt
we obtain the desired statement on right-hand side of (3.2.8).
Therefore we have proved the validity of the two steps of value function ap-
proximation. The double modified Bellman operator (3.2.5) will be applied in
algorithmic implementation in later parts of this thesis.
Chapter4
Algorithmic implementation
In the previous chapter, we provide the modification for Bellman operator (3.2.5)
and prove that it indeed approximates the value functions in Bellman operation
under convex switching scheme. However, this approximation is not convenient to
be applied in numerical experiments directly. In this chapter, we focus on develop-
ing efficient numerical representations and algorithms based on the approximation
methods in Chapter 3.
In the first section, we introduce the matrix representatives from of convex
functions from Hinz (2014a) where the convex functions can be expressed in matrix
form. In the second section, we adapt the algorithm in Chapter 3 with the form
of matrix representatives. In the third section, we introduce an extension of the
algorithm for convex functions to non-convex functions. In the fourth section, we
present a further approximation for the algorithms of both convex and non-convex
functions.
4.1 Matrix representatives of convex functions
In the previous chapter, we have been able to approximate the value functions
and Bellman recursions with convex piecewise affine linear functions. To improve
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the efficiency of the recursion in numerical implementation, we introduce matrix
representatives for these functions. The idea is that we can write a convex piecewise
affine linear function as a maximum of affine linear functions.







where l is a convex piecewise affine linear function and (ai,j)
d
j=1 ∈ Rd, bi ∈ R


















 , z ∈ R
d (4.1.1)
Having introduced the embedding of variables




we rewrite (4.1.1) as









au,1 . . . au,d bu
 . (4.1.3)
Let us call any matrix L which satisfies (4.1.2) a matrix representative of the
function l. For convenience of notation, let us write l ∼ L if a piecewise linear
convex function l possesses a matrix representative L.
Example As an illustration, consider a function l, which is the maximum of two
affine linear functions, can be written as
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Then the matrix  a1 b1
a2 b2

is a matrix representative of function l.
Noted that for a function f ∈ L, the subgradient envelope SGmf on a grid
Gm = {g1, . . . , gm} is given as a maximum over m affine subgradients. Thus,
the matrix representative of the subgradient envelope SGmf has at most m rows.
Furthermore, if a function l itself is already given with the matrix representative
L, then its matrix representative on given grids is a re-arrangement of the rows of
L.
To define the re-arrangement, we introduce the operator ΥGm , which acts on
the matrix L ∈Mu,d+1. For given grids Gm, the operator ΥGm transforms a matrix
of u× (d+ 1) to a matrix of m× (d+ 1) in the following rule:
(ΥGmL)i,· = Largmax(Lg¯i),· for all i = 1, . . . ,m. (4.1.4)
where g¯i is the embedding of gi ∈ Gm. Essentially, the i-th row of ΥGmL is the row
of L which maximizes Lg¯i. Since L consists of the affine functionals of the convex
piecewise affine function l, ΥGmL is actually a matrix representative of SGml.
Our goal here is to express the modified Bellman recursion (3.2.6) in terms of
matrix representatives with the operator ΥGm . Notice that the main operations
in (3.2.6) are summation and maxima of the subgradient envelopes. We introduce
the following operation rules about the matrix representation.
Lemma 4.1.1. Consider functions f , (fk)k∈K ⊂ L, (fa)a∈A and L, (Lk)k∈K,
(La)a∈A are corresponding matrix representatives, then the following rules hold:
1. Subgradient envelope A matrix representative of SGmf is given by ΥGmL,
i.e.
f ∼ L =⇒ SGmf ∼ ΥG[L].
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3. Maximum A matrix representative of SGm (∨a∈Afa) is given by ΥGm unionsqa∈A
La, where the symbol unionsqa∈AΥGmLa denotes a matrix obtained by binding row
by row all matrices ΥGmL
a, for a ∈ A. i.e.
f ∼ L, fa ∼ La, a ∈ A =⇒ SGm (∨a∈Afa) ∼ ΥGm unionsqa∈A La.
where A is a finite set.
4. Composition with linear mapping A matrix representative of SGm(f(W ·))
is given by ΥGm [LW ], for each matrix W ∈Md+1,d+1. i.e.
f ∼ L =⇒ SGm(f(W ·)) ∼ ΥGm [LW ]
Proof. The first rule has already been discussed. It is straight-forward from the
definition of matrix representatives and subgradient envelopes.
For the second rule, we need to notice that the summation preserves the con-







(∇gfk) g ∈ Rd, (4.1.5)








From the matrix representative for subgradient envelopes, we can derive the sum-
mation rule.
To find the matrix representative for the maximum of functions, let us denote
f = ∨a∈Afa ∈ L. For each grid g ∈ Gm, we need to find which function of (fa)a∈A
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attains the maximum. Since fa itself is a maximum of a family of affine functionals,
we can put all the functionals which build up each fa in a same pool and search
the one where the maximum is attained. In the matrix representation level, this
process can be done by binding the matrix representatives of fa into a new matrix
row by row and for each grid g finding which row represents the affine functional
where the maximum is attained.
If (La)a∈A are matrix representatives of (fa)a∈A, then the bound matrix is
given by unionsqa∈AΥGmLa. So a matrix representative of SGm (∨a∈Afa) is given by
ΥGm unionsqa∈A La.
Combining the results about the summations and maxima, we can have the
following result:
Lemma 4.1.2. Consider a family (fk,a)k∈K,a∈A ⊂ L of convex functions and a
matrix family (Lk,a)k∈K,a∈A such that
SGmfk,a ∼ Lk,a for each k ∈ K and a ∈ A. (4.1.7)













The above lemma gives a matrix representative for a subgradient envelope of
a maximum of a sum of functions, which exhibits same structure as that in the
modified Bellman operator (3.2.5). The details of algorithmic implementation is
in the next section.
4.2 Algorithmic implementation
In previous section, we introduce the matrix representatives for convex piecewise
affine linear functions. In this section, we will apply the matrix representatives
4.2 Algorithmic implementation 47
on the double-modified Bellman recursions in Chapter 3, which contain piecewise
affine linear value functions. Finally we can have an algorithm dealing with matrix
rather than functions directly.
As we have discussed, in our approach, the value function is approximated
in two steps. First, we approximate the expectation with summations by finite
sampling. Then we apply the subgradient envelope operator on the approximate
value function from the first step. With the two steps of approximation, we obtain
the modified Bellman recursion (3.2.5) and (3.2.6) and prove its convergence to the







vn,mt = vt, t = 0, . . . , T. (4.2.1)
To implement the recursion more efficiently, we apply the matrix representatives
of the functions as introduced in previous section. Recall from (3.2.6) and (3.1.3)
that
vn,mt (p, z) = SGmT nt vn,mt+1 (p, z) (4.2.2)
T nt vn,mt+1 (p, z) = max
a∈A
(








with p ∈ P , z ∈ Rd.
Remember that in this representation vn,mt+1 (p, ·) ∈ L is convex piecewise affine,
we can apply the matrix representatives from (4.1.2). For simplification, we denote
by V m,mt (p) and R
m
t (p, a) the matrix representatives of v
n,m(p, ·) and rt(p, a, ·).
Then the matrix representative for












4.2 Algorithmic implementation 48
Here, it is noticed that the operation above requires binding a number of large
matrices, which is not algorithmically efficient. This operation occupies too much
memory and the consuming time is high. To ease such a problem, we introduce a
mathematically equivalent modification, but it is more convenient algorithmically.
Given grid Gm = {g1, . . . , gm} ⊂ Rd and m×d+1 matrix representatives F (a),





to denote a m× d+ 1 matrix F whose i-th row
Fi, = Fi,(a(i)), i = 1, . . . ,m
equals to the i-th row of the matrix F (a(i)), where the maximum at the i-th grid
point gi is reached
a(i) = argmaxa∈A{F (a) · gi.}
This maximization is used to obtain a sub-gradient of the maximum over a fam-
ily fa, a ∈ A of piecewise linear and convex functions in terms of the matrix
representatives of their sub-gradient envelopes:







Observe that the rows of the matrix F representing a sub-gradient envelope
SGf of a convex piecewise linear function f can always be arranged such that F =
ΥG(F ) holds. Let us refer this as a normal form of the sub-gradient representative.
For a normal form of a matrix representative, its i-th row is the one reaches the
maximum among the dot products of each row and the i-th grid.
Finally, we introduce the matrix representative RmT (p) of the subgradient en-
velopes SGmrT (p, ·) of scrap values rT (p, ·) for m ∈ N and p ∈ P . With these
notations, the recursions can be expressed in the level of matrix representatives.
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Since the double-modified backward induction involves maximization, summa-
tions and compositions with linear mappings applied to piecewise linear convex




• Given a grid Gm = {g1, . . . , gm}, implement the row-rearrangement operator
Υ = ΥGm and the row maximization operator unionsqa∈A on this grid.
• Determine a distribution sampling (Wt(k))nk=1 of each disturbance Wt with
the corresponding weights (νt(k))
n
k=1 or t = 1, . . . , T .
• Given reward functions (rt)T−1t=0 and scrap value rT , determine the normal
form of the matrix representatives of their sub-gradient envelopes
SGmrt(p, ·, a) ∼ Rt(p, a), SGmrT (p, ·) ∼ RT (p)
for t = 0, . . . , T − 1, p ∈ P and a ∈ A.
• Introduce the matrix representative of each value function
vn,mt (p, ·) ∼ Vt(p) for t = 0, . . . , T , p ∈ P
which are obtained via the following matrix of the backward induction:
Initialization: Start with the matrices
VT (p) = RT (p), for all p ∈ P .
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With the above algorithm, we transform the original Bellman recursions into
recursions of matrices, where many efficient numerical techniques have been de-
veloped. It is also more convenient for coding and programming. In the following
parts of the thesis, we will extend the applicable area of the algorithm and try
further approximation and simplification.
4.3 Non-convex reward and scrap functions
In this section, we will show that the convexity of reward and scrap functions is not
essential. Our algorithm allows each reward and scrap function be a difference of
two convex functions. A function that can be written as a difference of two convex
functions is called a DC function. DC functions have been studied in optimization
theory for a long time. Kripfganz and Schulze (1987) constructed two different
ways of representations of piecewise affine linear functions as differences of convex
functions. Zalgaller (2000) provided algorithms for decomposing a piecewise affine
linear function as a difference of two convex functions in some sense of minimal.
Let us assume the value function maximization can be written as
max
a∈A
(f˘a − fˆa) (4.3.1)
where f˘a and fˆa are convex functions. This maximization can be rewrite as
max
a∈A
(f˘a − fˆa) = max
a∈A
(f˘a − fˆa + fˆ)− fˆ (4.3.2)





which does not depend on a.
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It is evident that in the modified maximization, the objective function of max-
imization
f˘a − fˆa + fˆ (4.3.3)
is also a convex function. Then our algorithm for convex functions is applicable.
When we apply the same approach to problems where reward and scrap func-
tions are non-convex, let us assume that for for all t = 0, . . . , T − 1, and p ∈ P ,
a ∈ A
rt(p, ·, a) = r˘t(p, ·, a)− rˆt(p, ·, a), (4.3.4)
rT (p, ·) = r˘T (p, ·)− rˆT (p, ·). (4.3.5)
with convex functions r˘t(p, ·, a) and rˆT (p, ·).
Let us determine their matrix representatives
R˘t(p, a), R˘T (p), Rˆt(p, a), RˆT (p)
of their subgradient envelopes
SGm r˘t(p, ., a), SGm r˘T (p, .), SGm rˆt(p, ., a), SGm rˆT (p, .).
Then the original modified Bellman recursion can be decomposed into two parallel
recursive processes. If at the step t+ 1 the value function vt+1 is represented as a
difference vt+1 = v˘t+1 − vˆt+1 of convex functions v˘t+1(p, ·) and vˆt+1(p, ·) for p ∈ P ,
then we obtain
Ttv(p, ·) = sup
a∈A




[r˘t(p, ·, a) +Kat v˘t+1(p, ·)]− [rˆt(p, ·, a) +Kat vˆt+1(p, ·)]
)
and the matrix representatives for v˘t+1(p, ·) and vˆt+1(p, ·) are denoted by V˘t(p),
Vˆt(p). Following the methodology we have just discussed, we can write the back-
ward induction as following:
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Algorithm
Pre-calculation
• Decompose the reward function (rt)T−1t=0 and scrap vale functionrT into differ-
ences of convex functions as in (4.3.4) and (4.3.5) with their normal form of
matrix representatives
SGm r˘t(p, ·, a) ∼ R˘t(p, a), SGm rˆt(p, ·, a) ∼ Rˆt(p, a),
SGm r˘T (p, ·) ∼ R˘T (p), SGm rˆT (p, ·) ∼ RˆT (p)
(4.3.6)
for all t = 0, . . . , T − 1, p ∈ P and a ∈ A.
• Introduce the approximate value value functions (vn,mt )Tt=0 which are returned
by the following recursion in terms of the decomposition
vn,mt = v˘
n,m
t − vˆn,mt (4.3.7)
with piecewise linear convex functions v˘n,mt (p, ·), vˆn,mt (p, ·) whose matrix rep-
resentatives are
v˘n,mt (p, ·) ∼ V˘t(p) vˆn,mt (p, ·) ∼ Vˆt(p) (4.3.8)
for t = 0, . . . , T , p ∈ P .
Initialization: Start with the matrices
V˘T (p) = R˘T (p), VˆT (p) = RˆT (p), for all p ∈ P
Recursion: For t = T − 1, . . . , 1 calculate for p ∈ P
Ψ˘t(p, a) = R˘t(p, a) +
∑n
k=1 νt+1(k)Υ[V˘t+1(α(p, a)) ·Wt+1(k)]
Ψˆt(p, a) = Rˆt(p, a) +
∑n





a∈A Ψˆt(p, a), p ∈ P
V˘t(p) =
⊔
a∈A(Ψ˘t(p, a)− Ψˆt(p, a) + Vˆt(p)).
(4.3.10)
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With the same methodology of matrix recursions for double-modified Bellman
recursion, we have presented the extension of the algorithm in previous section to
non-convex function which can be decomposed into two convex functions. After
implementing two parallel matrix recursions we can find the optimal value and
policy for the problems with non-convex vale functions.
4.4 A further approximation
Although numerical experiments of the algorithm in Section 4.2 and Section 4.3
indicate stable and reliable results, it seems that the computational performance
suffers from the fact that most of the calculation time has been spent on matrix
rearrangements required by the operator Υ. Since the row-rearrangement must be
completed after each disturbance multiplication for each k in the calculation,
n∑
k=1
νt+1(k)Υ[Vt+1(α(p, a)) ·Wt+1(k)]. (4.4.1)
For possible disturbance sampling size n of thousands, this task becomes demand-
ing, particularly in high dimensions.
For convenience of the notations, let us omit the time index t+ 1 in (4.4.1) and
emphasize two major numerical difficulties of this expression:
1. summation of matrices Υ[V ·W (k)] over a large index range k = 1, . . . , n.
2. rearrangement Υ[VW (k)] of large matrices V ·W (k)
In this section, we will present a solution to both problems, suggesting a conve-
nient further approximation to (4.4.1). With the notable calculation improvement
achieved in this way, it is possible to obtain approximate control solutions for large
grids and distribution samples.
The crucial point for the two problems is to determine an approximation of
the row-rearrangement operator Υ. The idea can be simple: a row-rearrangement
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operation, which is an elementary operation on a matrix, can be written as matrix
multiplication. More precisely, we can construct a matrix Y (k) such that, for each
matrix V
Y (k)VW (k) ≈ Υ[VW (k)] (4.4.2)
for k = 1, . . . , n.
Let us postpone the discussion of the approximation (4.4.2) which solves the
second problem and assume we have known how to solve (4.4.2), we turn to the






ν(k)Y (k)VW (k). (4.4.3)
on the right-hand side of the above approximation.
Note that in this expression, the distribution sample size n and the grid size m
(row number of V ) are typically large, while the dimension d of the disturbance
matrices W (k) is much smaller. Normally, to achieve numerically accurate results
in real implementations, the sample size n and the grid size m have to be chosen
in the range of thousands, whereas the state size dimension d is typically at most
dozens. This insight shows that a significant saving in calculation can be achieved
by an additive decomposition of the disturbance realizations.
Assume that disturbance matrix W can be represented as a linear combination
W = W¯ +
∑J
j=1 jE(j)
with non-random matrices W¯ , (E(j))Jj=1




With this decomposition, the realization W (k) of the disturbance matrix W (k)
can be obtained as
W (k) = W¯ +
J∑
j=1
j(k)E(j), k = 1, . . . , n. (4.4.5)
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ν(k)j(k)Y (k), j = 1, . . . , J, (4.4.7)
Here we obtain a significant simplification of (4.4.3) with a low number J of matrix
summations and multiplications as
n∑
k=1




Some further clarification of Y (k) is needed and we proceed to the second
question. Given the grid G = {g1, . . . , gm}, let us order all grid points in form of
rows within a grid matrix G. Obviously, G will contain m rows with Gi,· = gi for
i = 1, . . . ,m.
Note that the result L˜ = Υ[L] is a matrix, which is characterized by the fol-
lowing requirements:
L˜ consists of m rows which are obtained
from the rows of L by a arrangement,
(4.4.9)
such that
for each i = 1, . . . ,m it holds that
L˜i,· ·G>i,· ≥ Lj,· ·G>i,· holds for all j.
i = argmax1≤j≤m{Lj,· ·GTi,·}
(4.4.10)
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Let us continue with the second problem. According to (4.4.9) and (4.4.10),
the result Υ[VW (k)] is characterized by
Υ[VW (k)] consists of m rows which are obtained
from the rows of VW (k) by row-rearrangement.
(4.4.11)
Since any row rearrangement can be achieved by a left-multiplication with appro-
priate matrix, we assume that this procedure is implemented by the left-multiplication
with Y (k), giving
Y˜ (k)VW (k) = Υ[VW (k)] (4.4.12)
Of course, Y˜ (k) depends on V and W (k) and we determine a reasonable surrogate
Y (k) for Y˜ (k) which depends on W (k) but not on V in what follows. Realizing
that Y˜ (k) must satisfy (4.4.12), we observe that in view of (4.4.10)
(Y˜ (k)V )i,· · (W (k)G)>i,· ≥ Vj,· · (W (k)G)>i,· (4.4.13)
for all i, j = 1, . . . ,m.
Now, for each i = 1, . . . ,m, consider the row (W (k)G)i,·. Since (W (k)G)i,· may
not be in the grids G, we instead use the closest point in G. Now we determine
the closest row Ghk(i),· in the original grid matrix by the host function
hk(i) = argminj=1,...,m{‖(W (k)G)i,· −Gj,·‖}, i = 1, . . . ,m. (4.4.14)
Having obtained such a host function
hk : {1, . . . ,m} → {1, . . . ,m},
instead of the relation (4.4.13), we consider the condition
(Y (k)V )i,· ·G>hk(i),· ≥ Vj,· ·G>hk(i),· (4.4.15)
for all i, j = 1, . . . ,m with an appropriate row-rearrangement matrix Y (k). Clearly,
(4.4.13) and (4.4.15) are not equivalent, but for sufficiently dense grid, (4.4.15) can
be considered as a reasonable approximation for (4.4.13).
4.4 A further approximation 57
Now define the sparse matrices Y (k)
Yi,j(k) =
 1 if j = hk(i)0 else. (4.4.16)








Then (4.4.15) can be written as:
Vhk(i),· ·G>hk(i),· ≥ Vj,· ·G>hk(i),·
which holds for all i, j = 1, . . . ,m if Υ[V ] = V .
Here we have finished the two difficulties and can proceed to the algorithm
part. The approximate calculation of (4.4.1) presented here requires extensive
pre-calculations. Thus, a notable performance gain is reached only if disturbances
(Wt)
T
t=1 are identically distributed, in which case the pre-calculations must be done
only once. Let us formulate the following algorithm for this case.
Algorithm
Pre-calculations:
• Given a grid Gm = {g1, . . . , gm} and identically distributed disturbances
(Wt)
T
t=1 whose distribution is represented by that of a random matrix W
following a decomposition (4.4.4).
• Determine a sampling (W (k))nk=1 of disturbance distribution as in (4.4.5)
and calculate the matrices D0 (4.4.6) and Dj(4.4.7) using Y (k) (4.4.16) with
proximity functions hk from (4.4.14).
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• Apply the efficient calculation (4.4.8) of conditional expectation which we
denote by E




With such approximation, we introduce approximate recursions for models with
convex value functions and those with non-convex functions respectively.




(Rt(p, a) + E(Vt+1(p, a))) .
Recursion (Non-convex): Follow the algorithm (4.3.6) – (4.3.10) replacing (4.3.9)
by
Ψ˘t(p, a) = R˘t(p, a) + E [V˘t+1(α(p, a))]
Ψˆt(p, a) = Rˆt(p, a) + E [Vˆt+1(α(p, a))]
In some numerical experiments, it is observed that for the non-convex case the
parallel type of algorithm can be time-consuming and intractable. The problem
might be we have to do two parallel approximate recursions and they also influence
each other. To avoid such a problem, let us present a further simplification of this
algorithm for non-convex case based on first-order approximation.
In the previous considerations, we followed a convex decomposition, utilizing
a representation f = fˆ − f˘ of a function f given in terms of a difference of two
convex piecewise affine linear function. fˆ ∼ Fˆ and f˘ ∼ F˘ with normal form of
matrix representatives Fˆ and F˘ .The value f(z) at point z is then calculated as
f(z) = max(Fˆ z)−max(F˘ z).
The methodology is that, if we pick the i-th grid point gi ∈ G, then
f(gi) = max(Fˆ gi)−max(F˘ gi).
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Since both Fˆ and F˘ are normal form of matrix representatives,
max(Fˆ gi) = Fˆi,· · gi, max(F˘ gi) = F˘i,· · gi.
Then the value at the grid point can be written as:
f(gi) = Fˆi,· · gi − F˘i,· · gi
= (Fˆi,· − F˘i,·)gi.
The motivation is that if the point z is not a grid point, we can find one grid
point h(z) to approximate it and we can have the following first-order approxima-
tion
f(z) ≈ (Fˆ − F˘ )h(z).
where h is the host function of the underlying grid G:
h(z) = argmin{‖z − g‖ : g ∈ G}.
which returns to each argument z ∈ Rd the so-called host, a point on the grid with
the closest distance to z. The first-order approximation uses the difference Fˆ − F˘
directly, unlike convex decomposition, which requires a separate calculation of
convex and concave part Fˆ and F˘ . If one decides to use first-order approximation
to access the functions, then there is no need to trace convex and concave part




• Determine the operator E as in (4.4.17), under the assumptions required
therefore.
• Determine for p ∈ P , a ∈ A and t = 0, . . . , T − 1 the matrices
Rt(p, a) = Rˆt(p, a)− R˘t(p, a), RT (p) = RˆT (p)− R˘t(p), (4.4.18)
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which are obtained as in (4.3.6).
• Introduce the approximate value functions, their convex decomposition and
representatives as in (4.3.7) and (4.3.8). The matrices
Vt(p) = V˘t(p)− Vˆt(p) for t = 0, . . . , T , p ∈ P .
are obtained via the following scheme:
Initialization: Start with the matrices
VT (p) = R˘T (p)− RˆT (p), for all p ∈ P




(Rt(p, a) + E(Vt+1(p, a))) . (4.4.19)
Remarks 4.4.1. Unlike in the convex decomposition case (4.3.6) – (4.3.10), the
direct algorithm (4.4.18) – (4.4.19) merely returns the difference Vt(p) = V˘t(p) −
Vˆt(p). That is, the access to the approximate value functions is provided via
vm,nt (p, z) ≈ Vt(p) · h(z),
using the host function
z 7→ h(z) = argmin{‖z − g‖ : g ∈ Gm}
of the grid Gm.
In particular, we suggest an approximation pim,n = (pim,nt )
T−1
t=0 of the optimal
strategy as
pim,nt (p, z) = argmaxa∈A (Rt(p, a) + E(Vt+1(p, a)) · h(z)) , (4.4.20)
for t = 0, . . . , T − 1, z ∈ Rd, p ∈ P . With such approximation, the parallel recur-
sions can be avoided and the efficiency of the algorithm is improved remarkably.
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Remarks 4.4.2. To obtain an efficient implementation of the host function h, a
tree-like structure on the grid can be used is easily established using hierarchical
clustering methods. The procedure is as follows
• Use k-means algorithm to separate the grid G into two partitions, each with
clustering point gˆ1 and gˆ2 which we call hosts. This is the first level.
• Let us go to the next level. For each of two partition, apply the k-means
algorithm again and separate each partition into two partitions with hosts
recorded.
• Do such steps until the grid G cannot be partitioned anymore. Hosts in each
level are recorded.
The above procedures can be done for log2(m) steps. After that we have a new
grid of all hosts Gˆ instead of original G. The number of grids in Gˆ is largely reduced
when compared to G. In the algorithm implementation, we will use Gˆ instead when
necessary.
The reason for using Gˆ is that it is much easier to calculate the host function
h(z). Here we calculate h(z) as
z 7→ h(z) = argmin{‖z − g‖ : g ∈ Gˆ}.
To find which host in Gˆ that z belongs to, we compare the distance of z to host in
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First we compare the distance of z to g1 with that to g2, where g1 and g2 are hosts
in first level. Suppose g1 is closer, let us move to next level. In the second level,
we compare the distance of z to g11 with that to g12. When we continue like this,
until to the final level we can find the host of z.
Chapter5
Convex switching for POMDPs and
HMMs
In previous chapters, we have introduced the scheme of convex switching system-
s and provided approximate algorithm for it. In this chapter, we will apply the
convex switching systems and the algorithms on the artially observable Markov
decision processes (POMDPs) and hidden Markov models. As a specific class of
Markov models, POMDPs possess properties of Markov evolution and convexity
which is preferred in our convex switching scheme. However one problem in adapt-
ing POMDPs under convex switching scheme is that the underlying dynamics of
POMDPs are given by Bayesian calculation which is nonlinear, whereas one impor-
tant assumption in convex switching systems is linear dynamics. Hidden Markov
models(HMMs) are a special type of POMDPs. While in a POMDP, the transition
kernels and output kernels are action-dependent, transition and output kernels in
an HMM do not depend on action. In this chapter, we will present how to solve
such nonlinear problem. In the first section, we will give some basic concepts and
definitions about POMDPs. In the second section, we will present two examples
of POMDPs. In the third section, which is the core of this chapter, we will show
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how to adapt POMDPs to convex switching systems with methodology from Hinz
(2014b) and provide an algorithm Hinz (2016) Hinz and Yee (2016) for them. In
the fourth chapter, we will present the structure of HMMs and apply the algorithm
of convex switching systems on them.
5.1 Partially observable Markov decision process-
es
Partially observable Markov decision processes (POMDPs) stand for a specific class
of Markov decision whose stochastic evolution follows a controlled Markov process,
under the assumption that the controller has access to only partial observation.
This problem enjoys a wide variety of applications, encompassing a substantial
area of financial, economic, and engineering questions as presented in Cassandra
(1998). The book by Ba¨uler and Rieder (2011) provides examples of POMDPs on
financial problems such as terminal wealth problems and dynamic mean-variance
problems. The applications in robot navigation, numerical treatment of POMDPs
has attracted notable interest from information sciences and numerous algorithms
have been developed and tested in the area of artificial intelligence. The survey by
Hauskrecht (2000) provides a wide variety of approximate algorithms for POMDPs.
The core of this problem is how to approximate the value functions efficiently.
Although many algorithms have been developed, the real applications still turn
out to be notoriously difficult for existing methods, due to the high-dimensionality
of the state space. The thesis by Werner (2014) provides a survey on adapting a
POMDP into the scheme of convex switching and shows some applications. Hinz
(2016) and Hinz and Yee (2016) show the framework of adapting the POMDPs
to the convex switching scheme and its application in optimal asset allocation
problem.
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One POMDP model contains the following elements:
• the underlying system state (xt)Tt=0 is from X = {e1, . . . , en} which is a set
of unit vectors in Rn. It is not directly observed and evolves like a controlled
Markov chain.
• the observation which is available to the controller is realized by a stochastic
process (yt)
T
k=0 with values in a space Y (usually Rd when the observation is
continuous, in discrete case it is also a set of unit vectors like X ).
• at any time t = 0, . . . , T − 1 the controller must take an action a ∈ A from
a pre-specified finite action set A, which changes the transition law, driving
the system from (xt, yt) to (xt+1, yt+1). In this way, ((xt, yt))
T
t=0 evolves as a
controlled Markov process.
• at any time t, the underlying process produces an output yt+1, whose dis-
tribution depends on the current state xt. Independently with the output,
the system state xt evolves to the next state xt+1. Both the output and
underlying transitions depend on the action at ∈ A taken at the time t.






where Γa = (Γax,x′)(x,x′)∈X describes the transition from xt to xt+1 if action a ∈ A is
chosen, µax denotes the distribution of the observation yt+1 if xt = x ∈ X under the
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assumption that the action a ∈ A at time t is taken for x ∈ X and a ∈ A (when
the observation is discrete, the output kernel is also a matrix).
We denote Qt for t = 0, . . . , T−1 as the joint evolution (xt, yt)Tt=0 on measurable
functions φ : X × Y → R as∫










In the following, we will introduce the reference measure method for POMDP-
s. Assuming that for each x ∈ X and a ∈ A the distribution µax is absolutely




(y), y ∈ Y , x ∈ X.
So we can write the distributions as
µax(dy) = ν
a
x(y)µ(dy) x ∈ X, a ∈ A.
Using the reference measure µ, the transition kernel Qt is written as∫










for all x ∈ X , y ∈ Y , and a ∈ A.
Because the controller cannot observe the state evolution (xt)
T
t=0, the decision
at any time t = 0, . . . , T − 1 has to rely on x̂t, the expectation of the state xt
conditioned on the observations y0, . . . , yt. With this, the hidden state estimates
(x̂t)
T
t=0 yield a process which takes values in the set X̂ of all probability measures
on X . Essentially, X̂ is the convex hull of X .
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It turns out that (x̂t, yt)
T
t=0 also follows a controlled Markov process on the state
















where Da(y) stands for the diagonal matrix whose diagonal elements are given by
(νax(y))x∈X each a ∈ A and y ∈ Y ,
Da(y) = diag(νax(y))x∈X .
The norm is given as ‖z‖ = ∑ni=1 |zi|, each z ∈ Rn.
Remarks 5.1.1. The evolution of estimated underlying states {xˆt}Tt=0 can be de-
rived with Bayes Theorem. In the following we will show this when the observation
{yt}Tt=1 are discrete. The continuous situation is similar.





where Γ is the transition matrix of underlying states {xt}Tt=0, D(yt+1) = diag(dYxi(yt+1)/dµ)xi∈S,
‖ · ‖ is the 1-norm.
Proof. We can rewrite the conditional expectation with respect to xˆt and yt+1,
since xˆt ∈ Yt. Then we can apply the Bayes Theorem.
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xˆjtP(xt+1 = ei|xt = ej)P(yt+1|xt = ej)ei = Γ>D(yt+1)xˆt
n∑
i=1
xˆitP(yt+1|xt = ei) = ‖D(yt+1)xˆt‖
Remarks 5.1.3. From (5.1.2), although Kat φ(x̂, y) is written as a function of
(x̂, y), it actually depends on the first component x̂ only. Later in the stochas-
tic control stage, we will utilize this important property.
In the framework of POMDPs, the reward and scrap functions are given in
specific forms. Naturally, one assumes that the reward earned at time t + 1 is
a function of the realization yt+1. However, it is more convenient to model the
expectation of this reward conditioned on the situation at time t. Since when one
is to make decision at time 0, the observations from time 1 to time T are not
known, we use their expectations instead. That is, given t = 0, . . . , T − 1, the
conditioned next-step reward expectation depends on the current state estimate x̂t
and on the action a chosen at the time t in terms of a linear function
x̂ 7→ ρat ◦ x̂
on X̂ . In this thesis, we use the following definition of partially observable Markov
decision processes:
Definition 5.1.4. A partially observable Markov decision process (POMDP) is
a stochastic control problem whose controlled Markov evolution is given by the
transition kernels (5.1.2), and all reward and scrap functions are linear
rt((x̂, y), a) = ρ
a
t ◦ x̂, (x̂, y) ∈ X̂ × Y, a ∈ A, (5.1.4)
rT (x̂, y) = ρT ◦ x̂, (x̂, y) ∈ X̂ × Y , (5.1.5)
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with pre-specified vectors
ρat , ρT ∈ RX for all t = 0, . . . , T − 1.
5.2 Examples of POMDPs
In this section, to give the reader some intuition on POMDPs, we slightly adapt
two examples from Cassandra et al. (1994). The first subsection is about tiger
game and the second subsection is about a simplified robot navigation problem.
Both problems are typical POMDPs and we will show how to quantify them. The
implementation of both problems will be presented in a later chapter.
5.2.1 Tiger game
Imagine an agent is standing in front of two closed doors. Behind one of the doors
is a tiger, while behind the other is a large reward. If the agent opens the door with
the tiger behind it, the result is obviously very terrible, where mathematically a
large penalty is incurred. If the agent opens the door with big reward behind, this
reward is earned. After the door is opened, the tiger hides again randomly and
the decision process starts anew. Instead of opening a door, the agent can listen,
collecting information on the location of the tiger. However, this incurs a small
cost, and is not absolutely accurate. There is a chance that the agent will hear the
tiger behind the one door while the tiger lies behind the other one. This decision is
made consecutively over T − 1 periods, at the last time t = T no action is required
and the game finishes. The goal is to determine the optimal action policy for this
game to gain most rewards.
To adapt this problem into a POMDP scheme, we determine the following
essential elements of a POMDP problem:
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• the system state space here is the position of the tiger, that is ’tiger left’ and
’tiger right’. In this game, the agent cannot observe the state. We represent
them by unit vectors e1 = (1, 0), e2 = (0, 1) in R2 respectively. The non-
observable state process is described by a controlled Markov chain (xt)
T
t=0 on
the state space X = {e1, e2}.
• the observation space here is how the agent senses, that is ’hearing right’,
’hearing left’ and ’no hearing’, where ’hearing right’ means after hearing, the
agent thinks the tiger is behind the right door and same for ’hearing left’.
We denote the observation set as Y = {o1, o2, o3} whose elements stand for
the three observations respectively.
• the action space is how the agent will act, that is ’open left’, ’open right’ and
’listen’. It is denoted as A = {a1, a2, a3} and ai, i = 1, 2, 3 stand for the
three actions respectively.
To quantify a model for this game, we assume the POMDP system evolutes as
following:
• assume that the ’listen’ action does not change the state. The ’open left’ and
’open right’ actions cause a transition to system state ’tiger left’ and ’tiger
right’ respectively with probability 0.5, since the tiger has no preference to a
particular door, when hiding again.
• when the system is in state ’tiger left’, the ’listen’ action results in observation
’hearing left’ with probability 2/3 and the observation ’hearing right’ with
probability 1/3, conversely for the state ’tiger right’, since the agent has an
accuracy rate of 2/3 when listening.
• independently on the state, the ’open left’ and ’open right’ actions result in
having ’no hearing’.
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• The reward for opening the correct door is +10, the penalty for choosing the





Having determined the elements of the POMDP model, we obtain the corre-
sponding transition matrices as












At any time t = 0, . . . , T − 1, the controller obtains an observation yt+1 taking
values in Y = {o1, o2, o3}.
According to the above specification, we introduce the following distributions
of the observation yt+1 conditioned on xt = x, if the action a is applied:
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Then we can calculate the diagonal density matrices Da(y) from its definition, for






















Note that if the door is opened (action a ∈ {a1, a2} taken), hearings from left or
right o ∈ {o2, o3} occur with zero probability, hence the density dµax/dµ vanishes
on Y .
If one decides to listen, then the observation o1 (’no hearing’) does not occur













Finally, according to the rewards, penalties and costs specified above, we obtain
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After determining all the parameters above, we show that the quantification of
the tiger game satisfies the definition in Definition 5.1.4.
5.2.2 Robot navigation
One of the most important applications of POMDPs in artificial intelligence is
the robot navigation. In this subsection, we consider a simplified problem of au-
tonomous robot navigation. Here, we suppose that there are four cells, one of
which contains the target. The robot can move from one cell to a neighboring
one without recording any information or can record observations whether the cell
contains the target. The problem is to optimally drive the robot to the target.
In this example there are four cells and one of them contains the target. As in
the following figure, the cell number three contains the target, which is denoted by
a circle.
1 2 3 4
The POMDP framework of such a problem can be modelled as following:
• the state space is the position of the robot, denoted as (xt)Tt=0, which is unob-
servable. Here we define the space as a set of unit vectors X = {e1, e2, e3, e4}
where ei, i ∈ {1, 2, 3, 4} represents the current location of the robot.
• there are three possible observations: the observation ’no target’ can be made
in states 1, 2, and 4, the observation ’target’ can only be made and recorded in
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state 3 and the observation ’no information’ which is always obtained when
one decides to move instead of recording any information. We denote the
stochastic process of observation (yt)
T
t=1 with values in a space Y = {o1, o2, o3}
with the following interpretation:
– o1 denotes the the event ’no target’.
– o2 denotes the event ’target’.
– o3 denotes the event ’no information’.
• there are three possible actions, we denote the action set A = {a1, a2, a3}.
The actions are ’move left’ (a1) and ’move right’ (a2) mean moving to the left
cell and right cell respectively; action ’search around’ (a3) means collecting
information in current cell without moving.
• in reality, there is some probability of failure for the robotic control. So we
assume the robot moves to the correct direction with probability 0.9, and
with probablity 0.1 it moves to the opposite direction. If the movement of
order is not possible in a particular direction (when move left in the first cell
or move right in the forth cell), then the robot remains in the same location.
Let us quantify this problem as a POMDP by determining the dynamics and
distribution. Assume that the robot is initially equally likely to be in any of the
three non-target states.
• The dynamics of (xt)Tt=0 is driven by three actions
A = {a1, a2, a3}
with the following interpretation:
– The action a1 represents the command ’left’. Given the action a = a1
in the state ei, the robot will have transitioned to the state ej with
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j = max(1, i − 1) or j = min(i + 1, 4) (since when the robot is in the
fourth cell and move wrongly to the right, its state is not changed).
With the above description, we can have the transition matrix
(Γa1)x,x′∈X =

0.9 0.1 0 0
0.9 0 0.1 0
0 0.9 0 0.1
0 0 0.9 0.1

where we have supposed 0.1 probability to move in the opposite direc-
tion.
– similarly, when the action a2 (’move right’) is taken, the robot will
transit from state ei to ej with j = min(4, i + 1) or j = max(i − 1, 1)
(since when the robot is in the first cell and move wrongly to the left,
its state is not changed). In this case the transition matrix is as follows:
(Γa2)x,x′∈X =

0.1 0.9 0 0
0.1 0 0.9 0
0 0.1 0 0.9
0 0 0.1 0.9

where we again have probability of 0.1 to move in the opposite direction.
– when the action a3 (’search around’) is taken, the robot will collect




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 .
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• At any time t, the controller obtains an observation realized as a stochastic
process (yt)
T
t=1 with values in a set Y = {o1, o2, o3} which has been interpreted
in previous part. The output of the observation is as following:
– the observations o1, o2 occur only if the command a3 ’search around’ has
been applied.
– the observation o3, ’no information’ is recorded when one decides to
move (command a1 or a2 meaning ’move left’, ’move right’ respectively).
With the above assumptions, we have the following distributions of the ob-
servation yt+1 conditioned on xt = x, if the action a is applied:
(µax({y}))y∈Y = {0, 0, 1} for a ∈ {a1, a2}, x ∈ {x1, x2, x3, x4}
and
(µa3x ({y}))y∈Y = {1, 0, 0} for x ∈ {x1, x2, x4}
and
(µa3x ({y}))y∈Y = {0, 1, 0} for x = x3.
After determining the above distributions, we introduce the reference measure µ










and write the diagonal density matrices for a ∈ {a1, a2} as
Da(o1) =

0 0 0 0
0 0 0 0
0 0 0 0




0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 ,
5.2 Examples of POMDPs 77
Da(o3) =

3 0 0 0
0 3 0 0
0 0 3 0





3 0 0 0
0 3 0 0
0 0 0 0




0 0 0 0
0 0 0 0
0 0 3 0




0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

Next we need to define the reward and scrap values. For this robot navigation
problem we can assign a reward of 5 when the ’target’ is reached, and a cost of −1
for all ’no goal’ states. Thus we have for all a ∈ A:
ρat (x1) = ρ
a1
t (x2) = ρ
a
t (x4) = −1,
ρat (x3) = 5 t = 0, . . . , T − 1.
For the definition of the scrap values, we again agree that the same payment
occurs:
ρT (x1) = ρT (x2) = ρT (x4) = −1,
ρT (x3) = 5
With the above given definition, we can represent rewards for t = 0, . . . , T − 1
by multiplications with matrices
Rt(a) =
[
−1 −1 5 −1
]
, a ∈ A
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and for scrap value, by multiplication with
RT =
[
−1 −1 5 −1
]
.
After determining all the parameters above, we show that the quantification of
the simplified robot navigation problem satisfies the definition in Definition 5.1.4.
5.3 Convex switching scheme for POMDPs
One important assumption in the convex switching systems is that the underlying
states should following linear dynamics. With the above definition of POMDPs
we obtain a Markov decision problem whose stochastic kernel (5.1.2) does not
satisfy the assumption of linearity. However, in this section we can show that if
the function φ satisfies certain assumptions, then the kernel can be described in
terms of linear disturbances.
Let us define a positive homogeneous function extension from X̂ to Rn+,
φ˜(x) = ‖x‖φ( x‖x‖), x ∈ R
n
+ \ {0}.
The value at 0 can be obtained via taking limit.
The positive-homogeneous function plays as an important role to adapt the
POMDP into a convex switching scheme. It has many favorable properties, one
of which is φ˜ preserves the convexity of φ. The following lemma shows how the
positive-homogeneous function can transfer a nonlinear transition kernel into linear
state dynamics.
Lemma 5.3.1. Given a partially observable Markov decision problem with nota-
tions as above, consider a function φ : X̂ → R obtained as a restriction φ = φ˜|X
of a function φ˜ : Rn → R which is positive-homogenous
φ˜(x) = ‖x‖φ˜( x‖x‖), x ∈ R
n
+ \ {0}. (5.3.1)
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Then for t = 0, . . . , T − 1 it holds that
(Kat φ)(x̂) = E(φ˜(W at+1x̂)) x̂ ∈ X̂ , a ∈ A, (5.3.2)
where each disturbance W at+1 is given as matrix-valued function
W at+1 = (Γ
a)>Da(Yt+1), a ∈ A (5.3.3)
of a random variable Yt+1 whose distribution equals to the reference measure µ.
Proof. Observe from (5.1.2) that Kat φ(x̂, y) = Kat φ(x̂) depends on the first compo-





















Here we define the extended transition kernels K˜at as
(K˜at φ˜)(x) = E(φ˜(W at+1x)) labelextker (5.3.4)
for x ∈ Rn a ∈ A, t = 1, . . . T − 1, which acts on measurable functions φ˜ on Rn.
After redefining the transition dynamics and extended transition kernels, we can
rewrite the backward induction.
Proposition 5.3.2. Given a partially observable Markov decision problem with
notations as above, consider value functions (vt)
T
t=0 derived by backward inductions
vT (x̂, y) = rT (x̂, y), (5.3.5)
vt(x̂, y) = max
a∈A
(rt((x̂, y), a) +Kat vt+1(x̂, y)) ,
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for x̂ ∈ X , y ∈ Y and t = T − 1, . . . , 0 with rewards rt, scrap values rT and








ρat ◦ x+ K˜at v˜t+1(x)
)
,
x ∈ Rn, t = T − 1, . . . , 0
with rewards ρt, scrap values ρT and extended transition kernels K˜at from (5.1.4),
(5.1.5) and (??) respectively. Then for t = 0, . . . , T it holds that
vt(x̂, y) = v˜t(x̂) for all x̂ ∈ X , y ∈ Y
with positive-homogenous v˜t.
(5.3.7)
Proof. Let us prove (5.3.7) by induction. Starting at t = T , the statement (5.3.7)
holds because of (5.1.4) by the initializations (5.3.5) and (5.3.6) of the backward
induction.
vT (x̂, y) = rT (x̂, y) = ρT ◦ x̂ = v˜T (x̂)
Since v˜T is linear, it is positive-homogenous.
Assume that (5.3.7) holds for t+ 1 with a positive-homogenous v˜t+1, we apply
Lemma 5.3.1 to conclude that
Kat vt+1(x̂, y) = K˜at v˜t+1(x̂) for all x̂ ∈ X , y ∈ Y .
Using (5.1.4) rt((x̂, y), a) = ρ
a
t ◦ x̂, we obtain vt(x̂, y) = v˜t(x̂).
(??) shows that K˜at v˜t+1(x) is positive-homogenous. Since ρat is linear, (5.3.6)
shows that v˜t is positive-homogenous.
Having obtained the value functions of a partially observable Markov decision
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problem from




ρat ◦ x+ E(v˜t+1(W at+1x)
)
,
x ∈ Rn, t = T − 1, . . . , 0
the connection to convex switching systems is established. As a final result, we for-
mulate an adaptation of the algorithm for convex switching problems for POMDPs.
Using matrix representatives, the modified backward induction can be rewritten
in terms of matrix operations
Algorithm
• Pre-calculations: Determine a grid Gm = {g1, . . . , gm}.
– Implement the row rearrangement operator Υ = ΥGm and the row max-
imization operator unionsqa∈A.
– Determine a sampling (W at (k))
n
k=1 of each disturbance for t = 1, . . . , T ,
which can be given by (5.3.3)
W at+1 = (Γ
a)>Da(Yt+1), a ∈ A
• Induction: Introduce the matrix representative Vt of value function approx-
imation and write the modified backward induction for (Vt)
T
t=0:
– Initialization: Start with the matrix
VT = ρT ,
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5.4 Hidden Markov models
Hidden Markov models can be seen as a POMDP with specific structure that the
transition and output kernels are not action-dependent. In hidden Markov models,
the underlying unobservable states also follow Markov process and the observations
depend on the unobservable states. Hidden Markov models have wide applications
in engineering, statistcs, finance etc. Elliott et al. (1995) provides details of esti-
mation and control methods in hidden Markov models with reference probability
method, including discrete and continuous hidden Markov models. MacDonald
and Zucchini (1997) studied the hidden Markov models when the observations and
time were discrete, that is, the realizations of (yk)
n
k=1 were in a finite set. Later,
Elliott (1994), Elliott et al. (1995), and Ku¨nsch (2001), extended the models to
continuous observations were given using the reference probability method. Liptser
and Shiryayev (1977) and Elliott (1982) connected the hidden Markov models with
stochastic filtering theory in continuous time. An introduction of hidden Markov
model can be found in Hinz (2013). In this chapter, we consider the hidden Markov
models with discrete and finite states and observations.
The mechanism of hidden Markov models originates from the idea to consider
a real-valued time series (yt)
T
t=1 as an output of a Markov process. Thereby, the
realizations of this series are supposed to depend in a specific way on a hidden
underlying states which may operate in different regimes. The operating regime is
not directly observed and is assumed to follow a Markov chain (xt)
T
t=0 on a finite
state space SX . In this section, we consider hidden Markov models with discrete
observations, that is (yt)
T
t=1 are from a finite set SY . Similarly with a POMDP, a
hidden Markov model contains the following elements:
• the unobservable states (xt)Tt=0 are from a finite set of N -dimension unit
vectors SX = {e1, e2, . . . , eN}.
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• the observations (yt)Tt=0 are from from a finite set of M -dimension unit vectors
SY = {f1, f2, . . . , fM}.
• let X be the transition kernel on SX , and Y be the transition kernel from
SX to SY , the stochastic processes (xt)t≥0, (yt)t≥1 represent a hidden Markov
model with parameter (p,X, Y ), if the transition probability satisfies
P (yk+1 = y, xk+1 = x |σ(x0, . . . , xk, y1, . . . , yk)) = Xxk(x)Yxk(y) k ≥ 1.
(5.4.1)
• Given a hidden Markov model (xt)t≥0, (yt)t≥1 with parameter (p,X, Y ), the
state process (xt)
T
t=0 follows Markov process with initial distribution q and
transition kernel X. In discrete scenario, the transition can be denoted with
a matrix. Here the transition matrix is defined as A = (aij)
n
i,j=1 with
aij = P(xt+1 = ej|xt = ei).
• The dependence of output of the observations on the underlying states can
also be given as a matrix. The output matrix C = (cij)
n,m
i,j=1 is defined as
cij = P(yt+1 = fj|xt = ei).
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Suppose (Ω,F , P ) is a probability space, the object (Ω,F , P, (xk)nk=0, (yk)nk=1)
is called a hidden Markov model (HMM) with parameter (p,X, Y ), if for each
measurable bounded function f : Sn+1 × (Rd)n → R we have






f(ξ0, . . . , ξn, η1, . . . , ηn)
p(ξ0)Xξ0(ξ1) . . . Xξn−1(ξn)Yξ0(η1) . . . Yξn−1(ηn).
From (5.4.3), HMM is described by its parameter (p,X, Y ) in the sense that the
joint distribution of (x0, (x1, y1) . . . , (xn, yn)) is uniquely determined by (p,X, Y ).
In discrete situation, the transition kernel X and output kernel Y can also be
described as transition matrix A and output matrix C as
Xei(ej) = aij
Yei(fj) = cij
Remarks 5.4.1. In a hidden Markov model with parameter (p,X, Y ), the state pro-
cess (xk)
n
k=0 is Markovian with initial distribution p and transition kernels (Xk)
n−1
k=0.
Conditioned on x0, . . . , xn−1, the observations y1, . . . yn are independent. The dis-
tribution of the output y1, . . . yn conditioned by x0 = ξ0, . . . , xn−1 = ξn−1 factorizes
as ⊗n−1k=0Yξk .
Consider a hidden Markov model (Ω,F ,P, (xk)nk=0, (yk)nk=1) in a stochastic con-
trol problem, there are two main problems:
• Problem 1: estimate the current state xk of the system, given the observations
(η1, . . . , ηk) of the output process until time k.
• Problem 2: Suppose that the parameter (p,X, Y ) is not known. Instead, we
assume that it is found within the parameterized set {(p,Xν , Y ν) : ν ∈ D}
Given the sequence of realizations (ηj)
n
j=1 of the output process, to determine
those parameter which best explains the observations.
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The both problems are important in hidden Markov theory and they have been
thoroughly studied. The first problem is related with filtering, prediction and
smoothing of a hidden Markov model. We will sketch the procedure in later part.
The second problem is about fitting observations with appropriate parameter of
(p,X, Y ). This problem has been efficiently solved by the EM-algorithm.
Given a HMM (Ω,F ,P, (xk)nk=0, (yk)nk=1), we define the filtrations Y , G as
Y := (Yk := σ(yj : j ≤ k))nk=0,
G := (Gk := σ(xj, yj : j ≤ k))nk=0.
Obviously, from the Markov property of the hidden Markov model, we have
E(Xk+1|Gk) = A>Xk
E(Yk+1|Gk) = C>Xk
Let us point out the following Markov property. Using (5.4.3), one directly
verifies that for all E ⊂ SX , F ⊂ SY , k = 0, . . . , n− 1 holds
E(1{yk+1∈E}1{xk+1∈F}|Gk) = Yxk(E)Xxk(F ) (5.4.3)
Hidden Markov modeling provides an efficient recursive solution for filtering
problems. He we sketch the method of reference probability measure from Elliott
et al. (1995). Let (Ω,F ,P, (xk)nk=0, (yk)nk=1) be a hidden Markov model and µ be a






(yj) k = 0, . . . , n
then (Λk)
n
k=0 is a strictly positive martingale conditioned on G starting at 1, which
is seen from (5.4.3):
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Thus, we can define a new measure P which is equivalent to P by dP := ΛndP.
With this definition, the restricted measures satisfy
dP|Gk
dP|Gk










for k = 0, . . . , n.
One result is that the new measure P still gives a hidden Markov model (Ω,F ,P, (xk)nk=0, (yk)nk=1)
whose parameter is (p,X, Y ) with Y ξ = µ for all ξ ∈ SY . In fact, with respect to
P, we have the following theorem





EP(f(x0, . . . , xn, y1, . . . , yn))
= E(f(x0, . . . , xn, y1, . . . , yn)
µ
Yx0









f(ξ0, . . . , ξn, η1, . . . , ηn)
p(ξ0)Xξ0(ξ1) . . . Xξn−1(ξn)µ(η1) . . . µ(ηn).
Thus, with respect to P, the distribution of the output process (yk)nk=1 is ⊗n1µ.
Another important property is that with respect to P, yk+1 and Gk are inde-
pendent for all k = 0, . . . , n− 1.
EP(1{yk+1∈B} | Gk) = µ(B) = P({yk+1 ∈ B})
for all k = 0, . . . , n− 1 and B ∈ SY .
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which follows from (5.4.3) using the parameter (p,X, Y ) of
(Ω,F ,P, (xk)nk=0, (yk)nk=1).
Under the reference measure, the distribution of output will always be µ regardless
with the history of underlying states and observations.








which holds for equivalent measures P, P and H ∈ L1(Ω,F ,P) (see Elliott (1982)),





















, as hk is Gk–measurable.
For many processes, the unnormalized estimates
(γk(hk) = EP(Λ
−1
k hk | Yk))nk=0
satisfy recursive relations. We shall indicate how these recursions work by deriving
them for (γk(xk))
n
k=0 and for (γk(1))
n
k=0. First, observe that for all k = 0, . . . , n− 1
we have
E(xk+1|Gk) = A>xk















k+1xk+1 | Gk ∨ σ(yk+1)) | Yk+1)
= EP(Λ
−1
k+1EP(xk+1 | Gk ∨ σ(yk+1)) | Yk+1)
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Since xk+1 and yk+1 are Gk-independent in view of (5.4.3) with respect to P ,







k xk | Yk+1)
= A>D(yk+1)EP(Λ
−1
k xk | Yk+1)
= A>D(yk+1)EP(Λ
−1
k xk | Yk)
= A>D(yk+1)γk(xk).
The second last equality holds since xk and yk+1 are Yk-independent with re-
spect to P. (This follows from σ(xk) ∨ Yk ⊂ Gk and from the P–independence of
Gk and yk+1.)





0 x0|Y0) = EP(x0) = p. (5.4.7)
The normalizing term γk(1) is obtained by the sum of all entries of γk(xk), since
1 ◦ xk = 1 implies that
γk(1) = γk(xk ◦ 1) = γk(xk) ◦ 1. (5.4.8)
Remarks 5.4.2. The recursive filter can be extended to a general form
γm,k(φm) = E(Λkφmxk|Yk).
With this general unnormalized recursive filter, when we use different φ, we can
have estimators for number of jumps, occupation time or observation transitions.
Details can be found in Elliott et al. (1995).
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Remarks 5.4.3. In this chapter, we provide two equations of estimation recur-
sions, (5.4.6) is from the change of measure and (5.1.3) is from Bayes Theorem.
We can prove these two recursions are equivalent by induction.
When t = 0, xˆ0 = γ(x0) = x0 since the beginning state is initialized as known.
Assuming xˆt = γ(xt), one can prove the normalization of γ is same as the denom-
inator of (5.1.3), i.e.
‖A>D(yt+1)xˆt‖ = ‖D(yt+1)xˆt‖
with direct matrix calculation. Thus we prove the equivalence of two recursions.
While the form of recursions in (5.1.3) is more convenient in the expression of
expectation, the change of measure still is the core in the expectation calculation.
With this filtration, when the hidden Markov model parameter (p,X, Y ) given,
we can generate the estimate state process (xˆ)nk=0. A new hidden Markov model
can be obtained as (Ω,F , X, Y , (xˆ)nk=0, (y)nk=1). This is essentially same as the
POMDP structure, removing the action a. The transition in (5.1.2) of POMDPs
















Let us consider the expectation in Bellman recursions under the hidden Markov
model scheme. Since the hidden Markov models are also POMDPs with action-
independent transition and output kernels, the backward induction of convex switch-
ing systems for POMDPs can also be applied on hidden Markov models.
Given value functions (vt)
T
t=0 of a hidden Markov, consider their homogenous
extensions (v˜t)
T
t=0. Similarly with that in POMDP, the backward induction yields
v˜T (x) = ρT (x), (5.4.9)
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When dealing with optimal control under hidden Markov models, the underlying
elements like the hidden states, transition matrix and output matrix are all un-
known. This problem can be solved with EM-algorithm. With EM-algorithm, the
transition and output matrices can be estimated with history data. After the esti-
mation, we can proceed the stochastic control as a convex switching system. Using
matrix representatives, the modified backward induction can be rewritten in terms
of matrix operations
Algorithm
• EM-algorithm Determine the number of states N and observations M and
use EM-algorithm to estimate the transition and output kernels X and Y
(matrices A and C).
• Pre-calculations:
– Determine a gridGm = {g1, . . . , gm}, then implement the row rearrange-
ment operator Υ = ΥGm and the row maximization operator unionsqa∈A.
– The reference measure is set to be µ. For convenience, it is set to be
uniform distribution µ(k) = 1/M for k = 1, . . . ,M .
– Calculate D(y) = diag ((Yξ(y)/µ(y))ξ∈SX ) for each y ∈ SY
• Induction: Introduce the matrix representative Vt of value function approx-
imation and write the modified backward induction for (Vt)
T
t=0:
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– Initialization: Start with the matrix
VT = ρT ,









Duality bounds for convex switching
In previous chapters, we provide the framework and algorithms of convex switching
systems. In this chapter, we will present an error estimation method with duality
techniques. Duality techniques in the stochastic control theory originates from
a Lagrangian formulation of the optimal solution. A Monte Carlo approach for
American option valuation was developed by Rogers (2002) and independently by
Haugh and Kogan (2004). This duality approach can be applied to problems of
optimal stopping type. The work by Rogers (2007) extended this technique to
a certain class of discrete-time stochastic control problems. In this chapter, we
summarize the method from Hinz (2014b) which is an adaptation of the approach
Rogers (2007) to obtain recursive schemes for upper and lower bound estimation
of an approximate solution.
Here we try to give the estimate of value in the form of
v0(p, z) ≤ v0(p, z) ≤ v¯0(p, z), (6.0.1)
where v0(p, z) and v¯0(p, z) denote the lower and upper bound estimates. In this
chapter, we will provide methods to estimate both the lower and upper bounds
and how to tight both estimation.
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6.1 Upper bound estimate
Given a stochastic process (Zt)
T
t=0 adapted to the filtration (Ft)Tt=0 and the family
V of (Ft)Tt=0-stopping times, the value of the optimal stopping problem can be
dominated by the expectation of the pathwise maximum.
V ∗0 = sup
τ∈V
E(Zτ ) ≤ E( sup
0≤t≤T
Zt).
The similar result applies if the original process (Zt)
T
t=0 is replaced by (Zt −
Mt)
T
t=0 with a martingale (Mt)
T
t=0 ∈ M0 from the set M0 of all uniformly inte-
grable (Ft)Tt=0-martingales starting with M0 = 0. Since the expectation E(Mτ ) =
E(M0) = 0 of the stopped martingale is zero for each stopping time τ ∈ V , we
obtain:
V ∗0 = sup
τ∈V
E(Zτ −Mτ ) ≤ E( sup
0≤t≤T
(Zt −Mt)). (6.1.1)
It turns out that this estimate is tight in the following sense:





For technical reasons, we assume that for some p > 1, sup0≤t≤T |Zt| ∈ Lp, and
the paths of Z are right continuous. Under these assumptions, the Snell envelope
process
V ∗t = ess sup
t≤τ≤T
E(Zτ |Ft)
is a super martingale of class D. So it has a Doob-Meyer decomposition




t − A∗t ,
where M∗t is a martingale vanishing at zero and A
∗
t is a previsible integrable in-
creasing process also vanishing at zero. Actually the optimal in the equality (6.1.2)
can be achieved by taking M = M∗. This result is summarized as the following
theorem, the proof of which can be found in (Rogers (2002))
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Theorem 6.1.1.





whereM0 is the space of martingales M for which sup0≤t≤T |Mt| ∈ L1 with M0 = 0.
The infimum is achieved by taking M = M∗.
A practical application of this theorem could be a procedure to find the op-
timal stopping value V ∗0 via Monte Carlo simulation. First generate simulated
paths (Zt −Mt)Tt=0 and find the maximum value on each trajectory. Then we can
calculate the empirical mean along with the empirical standard deviation. This
yields a confidence interval of an upper bound of V ∗0 . To improve this bound,
one needs to choose an appropriate martingale that approximates M∗ to have an
approximation of V ∗0 . In reality, it is usually not possible to find the appropriate
martingale where the equality in (6.1.2) is reached, since the difficulty is almost e-
quivalent with finding the solution of the original optimal stopping problem. Some
systematic approach is provided by Andersen and Broadie (2004) to obtain suitable
martingales. In (Rogers (2007)), this duality technique is extended to a certain
class of discrete-time stochastic control problems. Thereby, instead of solving path-
wise optimization in the optimal stopping problem, a deterministic dynamic is to
be solved on each trajectory. This method is efficient under a recursive scheme
with backward induction. In the reminder of this section, we will show that the
approach followed in (Rogers (2007)) can make an explicit recursive scheme for
estimation of an upper bound to control problems of convex switching type.
Consider a sequence ϕ = (ϕt)
T
t=1 of random mappings
ϕt : P × Rd ×A× Ω→ R, (p, z, a, ω) 7→ ϕt(p, z, a)(ω), (6.1.3)
which for t = 1, . . . , T satisfy
E(ϕt(p, z, a)) = 0, p ∈ P, z ∈ Rd, a ∈ A. (6.1.4)
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The σ-algebras
σ(ϕt(p, z, a),Wt; a ∈ A, z ∈ Rd) (6.1.5)
are independent for t = 1, . . . , T .
Given such ϕ = (ϕt)
T





v¯ϕt : P × Rd × Ω→ R, t = 0, . . . , T
which are recursively defined for t = T, . . . , 1 via
v¯ϕT (p, z) = rT (p, z) (6.1.6)
v¯ϕt (p, z) = max
a∈A
(







t=0 the following holds:
Theorem 6.1.2. (i) Given ϕ = (ϕt)
T
t=1 as in (6.1.3) satisfying (6.1.5), introduce
(v¯ϕt )
T
t=0 by (6.1.7). For each policy pi = (pit)
T−1





dominated from above as
vpit (p, z) ≤ E(v¯ϕt (p, z)) (6.1.8)
for all t = 0, . . . , T , p ∈ P , z ∈ Rd. (ii) Given the value (vpi∗t )Tt=0 of the optimal
policy pi∗ = (pi∗t )
T−1










for all p ∈ P , z ∈ Rd, a ∈ A and t = 1, . . . , T − 1. Then the mappings (ϕ∗t )Tt=1
satisfy (6.1.3) and (6.1.5) such that (6.1.8) holds with equality:
vpi
∗
t (p, z) = v¯
ϕ∗
t (p, z) (6.1.10)
for all t = 0, . . . , T , p ∈ P , z ∈ Rd.
Proof. (i) The value (vpit )
T
t=0 of the policy pi = (pit)
T−1
t=0 satisfies the recursion (6.2.2).
Using this recursion and (6.1.4) we obtain
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Now, let us prove the statement (6.1.8) by induction. For t = T the inequality
(6.1.8) holds with equality because of
the initialization vpiT = rT = v¯
ϕ
T in (6.2.1) and (6.1.6). (6.1.11)
Given induction assumption
vpit+1(p, z) ≤ E(v¯ϕt+1(p, z)), for all p ∈ P , z ∈ Rd,
we use (6.1.5) to conclude that
vpit+1(α(p, pit(p, z)),Wt+1z) ≤ E(v¯ϕt+1(α(p, pit(p, z))) |Wt+1)
holds for all p ∈ P , z ∈ Rd. Using this, we obtain in (6.1.11) an estimate
vpit (p, z) ≤ E (rt(p, z, pit(p, z)) + ϕt+1(p, z, pit(p, z)))
+E
(
E(v¯ϕt+1(α(p, pit(p, z))) |Wt+1)
)
from which the statement follows
vpit (p, z) ≤ E
(
rt(p, z, pit(p, z))













≤ E (v¯ϕt (p, z)) ,
where in the last step the recursion (6.1.7) is used.
(ii) Now suppose that pi∗ is an optimal strategy and define ϕ∗ = (ϕ∗t )
T
t=1 as in
(6.1.9). The assumption (6.1.4) is satisfied due to
E(vpi∗t+1(α(p, a),Wt+1z) = E(vpi
∗
t+1(α(p, a),Wt+1z)).
Furthermore, the independence (6.1.5) holds since for t = 0, . . . , T − 1 the random
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which is a function of Wt+1. Let us now verify the statement (6.1.10). By induction




t+1 holds. Using this, we
conclude for all p ∈ P , z ∈ Rd and a ∈ A the statement
rt(p, z, a) + ϕ
∗
t+1(p, z, a) + v¯
ϕ∗
t+1(α(p, a),Wt+1z)
= rt(p, z, a) + ϕ
∗
t+1(p, z, a,Wt+1z) + v
pi∗
t+1(α(p, a),Wt+1z). (6.1.12)
On the other hand, using (6.1.9), we infer that for all p ∈ P , z ∈ Rd and a ∈ A it
holds that
rt(p, z, a) + ϕ
∗
t+1(p, z, a) + v
pi∗
t+1(α(p, a),Wt+1z)
= rt(p, z, a) + E(vpi
∗
t+1(α(p, a),Wt+1z)) (6.1.13)
−vpi∗t+1(α(p, a),Wt+1z) + vpi
∗
t+1(α(p, a),Wt+1z)
= rt(p, z, a) + E(vpi
∗
t+1(α(p, a),Wt+1z)) (6.1.14)




t (p, z) = max
a∈A
(
rt(p, z, a) + ϕ
∗














for p ∈ P, z ∈ Rd, a ∈ A.
Let us elaborate on a practical application of this technique. Suppose that we
attempt to assess the distance-to-optimality of an approximate policy p˜i, obtained
by a numerical procedures described previously. According to (i) of the Theorem
6.1.2, arbitrary (ϕt)
T
t=1 satisfying (6.1.4) and (6.1.5) yields an upper bound
vpi
∗
0 (p, z) ≤ E(v¯ϕ0 (p, z)) p ∈ P, z ∈ Rd, (6.1.15)
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Note that the expectation E(v¯ϕ0 (p, z)) can be approached via Monte-Carlo average.
Thus, we obtain the following estimation procedure:
Algorithm for upper bound estimation:
1) Given a switching system, implement (ϕt)
T
t=1 which fulfill (6.1.3), (6.1.4) and
(6.1.5).













for t = 0, . . . , T − 1, k = 1, . . . , K.
4) For each k = 1, . . . , K initialize the recursion at t = T as
v¯ϕT (p, z
k
T ) = rT (p, z
k
T )
for all p ∈ P and continue for t = T − 1, . . . , 0 by
v¯ϕt (p, z
k





t , a) + ϕt+1(p, z
k







Store the value as v¯ϕ0 (p, z
k
0 ) for k = 1, . . . , K.










0 (p, z0) from above, possibly using confidence bounds.
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To obtain a tighter upper bound, (ϕt)
T
t=1 have to be chosen appropriately.
Here the statement (ii) of Theorem 6.1.2 suggests an appropriate choice. Thus
in the most ideal case, the (ϕt)
T





through(6.1.9) and an exact upper bound can be given. In reality, this situation
is not possible, since the optimal strategy pi∗ is not known before the calculation
of (ϕt)
T
t=1. One method for this can be using approximate value functions (ϕ˜t)
T
t=0
which can be derived by the algorithms described in this thesis before. That is,
following (6.1.9), a reasonable candidate for t = 0, . . . , T − 1 could be given as
ϕt+1(p, z, a) = E(v˜t+1(α(p, a),Wt+1z)− v˜t+1(α(p, a),Wt+1z). (6.1.16)
Notice that this choice of (ϕt)
T
t=1 involves calculation of expectation E(v˜t+1(α(p, a),Wt+1z),
whose exact value can be not numerically available. Here we use Monte Carlo sim-
ulation to approximate this expectation by replacing it with an arithmetic mean





That is, given independent random variables Wt+1 and W
(i)
t+1 for i = 1, . . . , I
and t = 0, . . . , T − 1, the distribution of W (i)t+1 is the same as that of Wt+1. For all
t = 0, . . . , T − 1, a ∈ A, p ∈ P , and z ∈ Rd, we can rewrite the (ϕt)Tt=1 as







t+1z)− v˜t+1(α(p, a),Wt+1z). (6.1.17)
With this definition, (ϕt)
T
t=1 satisfies (6.1.4) and (6.1.5). In the above algorithm
can be used in practice.
6.2 Lower bound estimate
Having suggested the estimation of the upper boundary in the first section, let
us turn to the estimation of the lower bound in the interval (1.2.1). Since the
value function vpi
∗
0 (p, z) following the optimal policy pi
∗ is the maximal, the value
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function vpi0 (p, z) of any other policy pi can be a lower bound.
vpi0 (p, z) ≤ vpi
∗
0 (p, z).
In a switching system, following an arbitrary policy pi = (pit)
T−1
t=0 and starting at










for t = 0, . . . , T − 1.
The value functions





s , zs, a
pi
s ) + rT (p
pi
T , zT ))
of the policy pi = (pit)
T−1
t=0 follow the Bellman recursion
vpiT (p, z) = rT (p, z) (6.2.1)
vpit (p, z) = rt(p, z, pit(p, z)) + E(vpit+1(α(p, pit(p, z)),Wt+1z)), (6.2.2)
for t = T − 1, . . . , 0.
Consider the realizations of policy pi for sampling disturbances {Wt}Tt=0,





s , zs, a
pi
s ) + rT (p
pi
T , zT ),
which satisfying the recursions
VpiT (p, z) = rT (p, z) (6.2.3)
Vpit (p, z) = rt(p, z, pit(p, z)) + Vpit+1(α(p, pit(p, z)),Wt+1z), (6.2.4)
for t = T − 1, . . . , 0.
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Since the value function is the expectation of all the runs under the policy
vpi0 (p, z) = E(Vpi0 (p, z))
the policy value vpi0 (p, z) can be theoretically taken as a limit of an average of







Vpi0 (p, z)(ωk) = E(Vpi0 (p, z)) = vpi0 (p, z) (6.2.5)
from sequence (ωk)k∈N of independent random experiments.
Thus, we have an estimation of a lower bound from policy pi. Since the policy
pi can be arbitrary, how to choose an appropriate policy to obtain a more accurate
estimation remains a problem. Here we will present that a slight adaptation of
the upper bound technique which can provide better results. Similarly to (ii) of
the previous theorem indicating that the variance Monte-Carlo trials reduces if
approximate solution is close to to the optimal, we establish a recursive procedure
with a built-in variance reduction.
The idea is simple: if the policy pi = (pit)
T−1
t=0 is taken, we modify the recursions
(6.1.6), (6.1.7) by removing the maximization over action space since an exact
series of actions is taken. If the policy pi = (pit)
T−1
t=0 approximates the optimal one
better, we would have a closer estimate of optimal value functions.
In the following, we use a similar method as that in the upper bound estimation.
Given a sequence ϕ = (ϕt)
T




vpi,ϕt : P × Rd × Ω→ R, t = 0, . . . , T
which are recursively defined for t = T, . . . , 1 via
vpi,ϕT (p, z) = rT (p, z) (6.2.6)
vpi,ϕt (p, z) = rt(p, z, pit(p, z)) + ϕt+1(p, z, pit(p, z))
+vpi,ϕt+1(α(p, pit(p, z)),Wt+1z). (6.2.7)
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Using (vpi,ϕt )
T
t=0 the following holds:
Theorem 6.2.1. (i) Given ϕ = (ϕt)
T
t=1 as in (6.1.3) satisfying (6.1.5) and a policy
pi = (pit)
T−1




t=0. It holds that
vpit (p, z) = E(v
pi,ϕ
t (p, z)) (6.2.8)
for all t = 0, . . . , T , p ∈ P , z ∈ Rd. (ii) Given the value (vpi∗t )Tt=0 of the optimal
policy pi∗ = (pi∗t )
T−1










for all p ∈ P , z ∈ Rd, a ∈ A and t = 1, . . . , T − 1. Then the mappings (ϕ∗t )Tt=1
satisfy (6.1.3) and (6.1.5)such that (6.2.8) holds with equality:
vpi
∗
t (p, z) = v
pi∗,ϕ∗
t (p, z) (6.2.10)
for all t = 0, . . . , T , p ∈ P , z ∈ Rd.
Proof. (i) The value (vpit )
T
t=0 of the policy pi = (pit)
T−1
t=0 satisfies the recursion (6.2.2).
Using this recursion and (6.1.4) we obtain






Now, let us prove the statement (6.2.8) by induction.
For t = T the inequality (6.2.8) holds with equality because of
the initialization vpiT = rT = v
pi,ϕ
T in (6.2.1) and (6.2.6). (6.2.12)
Assume it holds for t+ 1,
vpit+1(p, z) = E(v
pi,ϕ
t+1(p, z)), for all p ∈ P , z ∈ Rd,
6.2 Lower bound estimate 103
we use (6.1.5) to conclude that
vpit+1(α(p, pit(p, z)),Wt+1z) = E(v
pi,ϕ
t+1(α(p, pit(p, z))) |Wt+1)
holds for all p ∈ P , z ∈ Rd. Using this, we obtain an equality in (6.2.11)
vpit (p, z) = E (rt(p, z, pit(p, z)) + ϕt+1(p, z, pit(p, z)))
+E
(








using the recursion (6.2.7) the statement (6.2.8) follows.
(ii) Let us now verify the statement (6.2.10). By induction which is started as in




t+1 holds. Using this, we conclude for all
p ∈ P , z ∈ Rd and a ∈ A the statement
rt(p, z, a) + ϕ
∗
t+1(p, z, a) + v
pi∗,ϕ∗
t+1 (α(p, a),Wt+1z) =
= rt(p, z, a) + ϕ
∗
t+1(p, z, a,Wt+1z) + v
pi∗
t+1(α(p, a),Wt+1z). (6.2.13)
On the other hand, using (6.1.9), we infer that for all p ∈ P , z ∈ Rd and a ∈ A it
holds that
rt(p, z, a) + ϕ
∗
t+1(p, z, a) + v
pi∗
t+1(α(p, a),Wt+1z) =
= rt(p, z, a) + E(vpi
∗
t+1(α(p, a),Wt+1z)) (6.2.14)
−vpi∗t+1(α(p, a),Wt+1z) + vpi
∗
t+1(α(p, a),Wt+1z)
= rt(p, z, a) + E(vpi
∗
t+1(α(p, a),Wt+1z)) (6.2.15)




t (p, z) = rt(p, z, pi
∗










= rt(p, z, pi
∗







t (p, z), p ∈ P, z ∈ Rd, a ∈ A.
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The practical implementation of the lower bound estimation is based on the
same realization of (ϕt)
T
t=1 as in (6.1.17), using independent copies of disturbances.
We can use same (ϕt)
T
t=1 as those in the upper bound estimation. Let us summarize
this procedure as follows:
Algorithm for lower bound estimation:
1) Given approximate value functions (v˜t)
T
t=0 and a corresponding strategy p˜i =
(p˜it)
T−1
t=0 , chose ϕ = (ϕt)
T−1
t=0 as in (6.1.17).
2) For K ∈ N of Monte-Carlo trials, obtain independent realizations (Wt(ωk))Tt=1
of disturbances for k = 1, . . . , K .








t , a)(ωk), t = 0, . . . , T − 1, k = 1, . . . , K.
4) For each k = 1, . . . , K initialize the recursion at t = T as
vϕT (p, z
k
T ) = rT (p, z
k
T ) for all p ∈ P
and continue for t = T − 1, . . . , 0 and for all p ∈ P by
vϕt (p, z
k
t ) = rt(p, z
k
t , p˜it(p, z
k
t )) + ϕt+1(p, z
k








Store the value as vϕ0 (p, z
k
0 ) for k = 1, . . . , K, p ∈ P .
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to estimate vp˜i0 (p, z0) for p ∈ P from below, possibly using confidence bounds.
6.2.1 Distance to optimality
In previous two sections, algorithms for upper and lower bounds estimation are
provided. As can be seen from the estimation process, some calculation of items
are required for both algorithm. For convenience in coding and implementation,
we can combine these two algorithms as following:
Algorithm for lower and upper bounds estimation:
1) Given approximate value functions (v˜t)
T
t=0 and a corresponding strategy p˜i =
(p˜it)
T−1




i=1 of Wt+1. Then
chose ϕ = (ϕt)
T−1
t=0 as in (6.1.17),












3) Starting at zk0 := z0 ∈ Rd, define trajectories (zkt )Tt=0 recursively for k =
1, . . . , K
zkt+1 = Wt+1(ωk)z
k





for t = 0, . . . , T − 1, k = 1, . . . , K.
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T ) = rT (p, z
k
T ) for all p ∈ P
and continue for t = T − 1, . . . , 0 by
v¯ϕt (p, z
k





t , a) + ϕt+1(p, z
k







– lower bound For each k = 1, . . . , K initialize the recursion at t = T as
vϕT (p, z
k
T ) = rT (p, z
k
T ) for all p ∈ P
and continue for t = T − 1, . . . , 0 and for all p ∈ P by
vϕt (p, z
k
t ) = rt(p, z
k
t , p˜it(p, z
k
t )) + ϕt+1(p, z
k








Store the value as vϕ0 (p, z
k
0 ) for k = 1, . . . , K, p ∈ P .










0 (p, z0) from above, possibly using confidence bounds.








to estimate vp˜i0 (p, z0) for p ∈ P from below, possibly using confidence
bounds.
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The width of such an interval is called the distance to the optimality, since it
measures how accurate the approximate value function v˜0(p, z) is. As can be seen
from the Theorem 6.1.2, Theorem 6.2.1 and the procedure in the above algorithm,
the closer the approximate value function v˜0(p, z) is with the optimal value function
vpi
∗
0 (p, z), the shorter the interval is.
Chapter7
Numerical results
This chapter is the main contribution of the author. In this chapter, we will
show numerical results for the implementation of algorithm from Hinz (2014a)
on multiple models. In the first section, we present the implementation of the
algorithms on American put option pricing with two cases. The first case is original
American put option and can be treated as a typical convex switching system.
The second case is an American put option with non-convex payoff at maturity,
which is calculated with our extended algorithm for models with non-convex reward
functions. The second section about tiger game and the third section about robot
navigation are two problems that have been formulated as POMDPs. We will use
them as examples to show how to apply our algorithm for POMDPs. The fourth
section is about pair currency trading modelled with hidden Markov models. We
apply our algorithm to give trading strategy and some simulations are presented.
7.1 American option pricing
In this section, we will present two example of American option. In the first
subsection, we show how to evaluate the value function for an American put option.
In the second subsection, we use another American type option that has non-convex
108
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reward functions. Both examples can be adapted into convex switching systems
and be solve with algorithms in our thesis.
7.1.1 American put option
The adaption of American put option pricing to a convex switching system has
been discussed in Section 2.3.1. Here let us recall the parameter setup first:
• P={1, 2} is the position set.
• A={1, 2} is the action set.
• Discounted price {Zt}Tt=0 follows geometric Brownian motion:
Zt+1 = Wt+1Zt,
where {Wt}Tt=1 follow log-normal distribution.
• The change of positions follows the function α(p, a):
(α(p, a))2p,a=1 ∼
 α(1, 1) α(2, 1)





• The reward function rt(p, z, a) is given by:
rt(p, z, a) = max(0, (e
−ρtK − z))(p− α(p, a)),
for all p ∈ P , a ∈ A, z ∈ R.
• The scrap function rT (p, z) is given by:
rT (p, z) = max(0, (e
−ρTK − z))(p− α(p, 1))
for all , p ∈ P , z ∈ R.
Then we define some elements for the American put option
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• The exercise time is T = 10.
• The exercise price is K = 100.
• The discount factor is ρ = 0.9.
With these parameters, we can proceed to our algorithm for it as a convex
switching system. The value of such American put option at exercise time T is as
the following figure:
We show the result of the first step of backward induction is shown in the
following figure, where the red line denotes holding the American put option to
time T and the blue line stands for exercising the option at time T − 1. Taking
the maximum of both function, shown as the black line, we can have the value
function at time T − 1. Iterate such procedure from T until to time 0, we can have
the value function for the option at time 0. The result is shown in the next figure,
which is a much smoother function.
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7.1.2 American option with non-convex payoff
One important feature of our algorithm is that it can be extended to problems
with non-convex reward functions. In this subsection, we will show how to apply
the algorithm to an American option with non-convex payoff.
Suppose we have an American option with payoff as the following figure and
its function is given as:
rT (S) =

S-80, S ≤ 90;
100-S, 90 < S ≤ 100;
0, S > 100.
To apply our algorithm, we need to decompose rT into a difference of two convex
functions:
rT = r˘T − rˆT ,
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where
r˘T = max{100− S, 0}
rˆT = max{180− 2S, 0}.
r˘T and rˆT are both convex functions. Furthermore, r˘T is the payoff of long one
American put option with strike price 100 while rˆT is the payoff of short 2 Amer-
ican put option with strike price 90. After the decomposition, we can apply our
algorithm for non-convex cases. The following figure shows the first step of back-
ward induction, where red line stands for holding the option to maturity time T ,
green curve stands for exercise the option immediately. Taking the maximum of
these two functions, we can have the value of the option at time T − 1, shown as
the black curve.
If we do the iteration until to time 0, we can have the value of option shown in
the following figure:
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7.2 Tiger game
The parameters for the POMDP of tiger game have been set up. In this section
we directly proceed to the algorithm implementation part. To implement the
algorithm, first of all we need to define the grid for the states. The dimension
of states is 2, but since the meaning of states here is the probability of the tiger
behind each door, the sum of two components of each grid is 1. Here, we pick 100
grid points (pk, qk)
100
k=1 and pk are picked equidistantly in the interval [0, 1], while
qk = 1− pk.
We show this in a one-stage game. In the following, we show figures of values
when each action is taken.
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The value function is taking the maximum over the above 3 functions, the figure
is
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7.3 Robot navigation
In this section, we experiment the algorithm for the POMDP of the robot naviga-
tion. The setup of parameters have been done in section 5.2.2. With given step
number T , we can calculate the value function V by backward induction through
the algorithm and use this function V to make optimal decision in the tests. In
each step of the experiment, we need to record the following factors:
• Optimal action at.
• Real state xt which is unobservable.
• Observation yt+1 which is observable.
• Estimate state xˆt
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To initialize the experiments, we set the initial estimate state xˆ0 as {1/3, 1/3, 0, 1/3},
since we assume the robot starts with a non-target position. Our test procedures
are as follows:
Test
1. Set up the initial estimate state xˆ0 = {1/3, 1/3, 0, 1/3} and record its real
position x0. Let xˆt = xˆ0, xt = x0, we will start the following recursions until
time T or when the target is found.
2. Apply the value function V on xˆt and choose the optimal action at.
3. With the action at, the real position xt will change to xt+1 following some
probability.
4. With the action at and real position xt, we will have observation yt+1.
• If yt+1 = 2, the target is found and the navigation ends.
• Otherwise we will continue a new round until to a given ending time T .
5. The estimate state xˆt will evolve to xˆt+1 with (5.1.3) when at and yt+1 are
determined.
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The third step is done by following transition:
• When at = 1, with probability 0.9, xt+1 = max(xt − 1, 1); with probability
0.1, xt+1 = min(xt + 1, 4).
• When at = 2, with probability 0.9, xt+1 = min(xt + 1, 4); with probability
0.1, xt+1 = max(xt − 1, 1).
• When at = 3, the position will not change, so xt+1 = xt.
The fourth step is done as follows:
• When at = 1 or at = 2, the observation is ’no information’, so yt+1 = 3.
• When at = 3, the robot is examining whether the target is in this cell,
– if xt 6= 3, the target is not in this cell, so yt+1 = 1.
– if xt = 3, the target is in this cell, so yt+1 = 2.




Here we show three examples of the tests. The blue circle denotes the target
in the third cell and the big black circle denotes the robot.
Test 1:
The start position of robot is the first cell.
1 2 3 4
Step 1 The robot moves right, the updated estimate state is (0.07, 0.3, 0.33, 0.3).
1 2 3 4
7.3 Robot navigation 120
Step 2 The robot searches around and no target is found. The updated estimate
state is (0.1, 0.45, 0, 0.45).
1 2 3 4
Step 3 The robot moves right, the updated estimate state is (0.06, 0.09, 0.45, 0.40).
1 2 3 4
Step 4 The robot searches around and the target is found!
Test 2:
The start position of robot is the second cell.
1 2 3 4
Step 1 The robot moves right, the updated estimate state is (0.07, 0.3, 0.33, 0.3).
1 2 3 4
Step 2 The robot searches around and the target is found!
Test 3
The start position of robot is the fourth cell.
1 2 3 4
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Step 1 The robot moves right, the updated estimate state is (0.07, 0.3, 0.33, 0.3).
1 2 3 4
Step 2 The robot searches around and no target is found. The updated estimate
state is (0.1, 0.45, 0, 0.45).
1 2 3 4
Step 3 The robot moves right and the updated estimate state is (0.06, 0.09, 0.45, 0.40).
1 2 3 4
Step 4 The robot searches around and no target is found. The updated estimate
state is (0.1, 0.16, 0, 0.74).
1 2 3 4
Step 5 The robot moves left and the updated estimate state is (0.24, 0.01, 0.68, 0.07).
1 2 3 4
Step 6 The robot searches around and the target is found!
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7.4 Currency trading problem
In this section, we consider a problem of pair trading of foreign currency. In
foreign currency trading, the exchange rates are given as two prices: bid price and
ask price. In reality, we buy some currency with higher price (ask price) and sell
the same currency with lower price (bid price). The gap of two prices are called
’bid-ask spread’. The less liquid the currency is, the bid-ask spread is higher. In
our model, for the simplification of the trading problem, we neglect the bid-ask
spread and assume all the trading activities are based on the bid price. In this
section, we will fit the bid prices of currency pairs with some hidden Markov models
and will give trading strategy based on this.
In the following, let us sketch a strategy with directional trading signals, ’long’,
’short’ or ’neutral’ based on the tick change of exchange rates. In finance, the tick
of currency rates is defined as the smallest size of the change (upward or downward)
that the currency rates can make. With the development of information technology,
the minimum change of currency rates could be as low as 10−5 US dollars for
pairs like EUR/USD, GBP/USD, etc. However it is not necessary for a trader to
react when a change of prices is as small as that, since over-frequent trading can
cause too much transaction costs. Here, we redefine the size of the tick as the
change of price that makes a trader to determine a trading strategy (position).
From empirical tests and transaction costs in reality, we set the ’tick’ as 6× 10−4
(currency units) in our model (for currency pairs not containing Japanese Yen).
For example, if a trader is trading EUR/USD with tick data (with change of 10−5)
given, he will record all the change of prices. When the cumulated change reaches
one (redefined) tick (6 × 10−4 currency units), he will make a decision, long the
currency or short it or clear the positions. After exercising his decision, the trader
will reset the cumulated change of price to zero and recalculate it afterwards. After
the cumulated change of price reaches one tick again, he will make next decision...
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Our target is to maximize the profit of pair trading during a given time period.
Given the background, we can summarize the elements in this model:
• the observations {yk}nk=1 are the tick change of currency rate that we observe.
As the above description, we assume the tick size is 6 × 10−4. The price
will ’goes downward’ or ’goes upward’ with one tick, denoted by y1k and y
2
2
respectively, i.e. SY = {f1, f2}.
• the underlying states {xk}nk=0 are unobservable. From empirical experiments,
we set the dimension of xk as 7, i.e. SX = {e1, . . . , e7}.
• the set of actions A are the trading commands ’long’, ’neutral’ or ’short’,
which is denoted as 3, 2 and 1
• the position p of the trading model is given as 1, 2 and 3, which stands for
’short position’, ’neutral’ and ’long position’ correspondingly







• the reward functions in the calculation of expectation are functions of the
estimated underlying states xˆt. Due to the time-homogeneity of the hidden
Markov model, the reward functions are same during all the recursion steps.
Since the changes of price has only two situations, going upward with one
tick and going downward with one tick, the expectation of reward can be
calculated as expectation of estimated underlying states. Let
xˆt = {xˆ1t , . . . , xˆ7t}.
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The expected reward of time t+ 1 at time t is
rt(xˆt, p, a) = (α(p, a)− 2)
7∑
i=1










= 6× 10−4(α(p, a)− 2)
(







= 6× 10−4(α(p, a)− 2)(C,2 − C,1)> ◦ xˆ>t
−c|α(p, a)− p|
• the scrap value at terminal time is forced to be zero since we assume that
the trader has to clear all the positions. To implement this in our model,
we apply penalty on ’long position’ and ’short position’ to force the terminal
optimal activity is ’neutral’.
RT (xˆT , p, a) = 6× 10−4(α(p, a)− 2)(C,2 − C,1)> ◦ xˆ>T
−10c|α(p, a)− 2|
In reality, the tick data of currency rates can be obtained from many databases
or websites. In those data, the time of almost all (not every) tick changes (normally
0.00001) are recorded. Since our model is based on a different tick size 0.0006, we
have to adapt the tick data. The basic mechanism of the adaption is:
• set the first price as the first sample price,
• if the difference of next price and the sample price is less than one tick 0.0006,
we neglect it and read next price;
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• if the next price is higher than the sample price with change more than
0.0006, we realize the observation as +0.0006 and update the new sample
price with 0.0006 higher;
• if the next price is lower than the sample price with change more than 0.0006,
we realize the observation as −0.0006 and update the new sample price with
0.0006 lower.
• after updating the sample price, we need to verify the if the price is a jump
or not:
– if the difference of the price of the updated sample price is less than one
tick, we record the real price and read the next price
– if the difference of the price of the updated sample price is still larger
than one tick, we ignore this price and read the next price
• do the above loop until the end of the data source.
Following such mechanism, we can adapt the historical data, which we will
use to determine the output matrix and transition matrix of the HMM with EM-
algorithm. In this section, four currency pairs were tested, for the period of May
2014. Data was obtained from truefx.com tick history database, and the quoted
bid prices were preprocessed to generate the inputs with tick size 0.0006. After
training the model with data in May, we will use the data in early June to test.
The ratio of training data and testing data is 2 : 1. The following table shows the
currency pair name, and the size of the training and test sets respectively.
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The figures of original price (black) and sampled price (red) are as follows.
Since in tick data, the prices are not recorded with real time, the trajectories only
show the trend of the currency rates. Therefore it is natural that our sampled
prices trajectories do not coincide with the original trajectories. There are some
time gaps presented in the figures but they do not influence the implementation of
our model.
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During the adaption, we should notice that our adapted tick data with size
0.0006 is different with the original one due to two main reasons. First, the cumu-
lated change of real prices might not be exact 0.0006, it could be slightly higher
or lower while we record them as 0.0006. Second, in reality price can increase or
decrease dramatically with complicated underlying reasons. When we calculate cu-
mulated changes including those prices, the changes are much higher than 0.0006.
In our treatment, when the change is more than two ticks, we regard this price as a
jump. We will ignore all the jumps when training the hidden Markov models with
historical data. During our sampling, we will record both the sampled price data
and real price data. The sample data is used for training and real data is used for
test.
After obtaining the adapted data, we can train the model with historical data by
EM-algorithm. With the help of the R package ’depmixs4’, we obtain the transition
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and output matrices easily through EM-algorithm. Let us take the USDCHF pair
as an example. After applying the EM-algorithm, the transition matrix is:
A =

0.04 0.09 0.60 0.05 0.02 0.1 0.09
0.25 0.28 0.02 0.13 0.11 0.08 0.13
0.03 0.02 0.09 0.59 0.07 0.10 0.10
0.25 0.09 0.03 0.01 0.10 0.15 0.37
0.10 0.47 0.24 0.05 0.13 0.01 0.00
0.18 0.16 0.10 0.22 0.10 0.19 0.05
0.26 0.10 0.10 0.25 0.15 0.01 0.13

The output matrix is:
C =

x1 x2 x3 x4 x5 x6 x7
y1 0.06 0.70 0.08 1.00 0.46 0.49 0.44
y2 0.94 0.30 0.92 0.00 0.54 0.51 0.56

>
where xi stands for the i-th component of the estimate state. xi is also the proba-
bility when the real state is ei.
The meaning of two matrices have be explained in previous part. We interpret
the output matrix in the following diagram. Part of the output relations are shown
for the tidiness of figure. For example, for state x2, the price has a probability of
0.7 to go downward and a probability of 0.3 to go upward. So overall, when the
state is e2, the price tends to go downward. While for x5, the price tends to go
upward.
















When we have the transition and output matrices, we can use them for stochas-
tic control with the convex switching system. First, we will initialize the elements
for convex switching systems. The historical data is used as training data to de-
termine the output and transition matrices in the hidden Markov model. Here
we take the estimated states {xˆk}nk=0 of historical trajectory as the grids G for
approximation.
The reward functions are calculated as the expected profit under the estimated
states given an action taken.
For the scrap value, we assume at the terminal time the position will be cleared,
so we impose penalty for other actions (’long’ or ’short’).
With all the elements needed for the backward induction have been determined,
we will start the algorithm for Bellman recursion under convex switching scheme.
Notice that in the calculation of expectation, the recursion of estimated states
follows (5.1.3) and the observation follows reference measure (uniform distribution
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here).
So far we have known how to calculate the value functions with backward in-
duction and make the optimal decisions. To show our strategy is indeed profitable,
we have to test it with real data (observations).
Before the tests with future data, we test the strategy with train data first.
First of all, we will implement our model when there is no transaction costs. The
figures below show the test results of each currency pair, where dark green lines
are currency price trajectories and black lines are cumulated wealth trajectories.
Since the trajectories are scaled in one figure for each currency pair, the decision
at each tick can be seen.
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From the above figures of training results, all the models can gain some profits
with historical data in May. In the following, we will present results when such
hidden Markov models are applied in the following data in early June. Before test
the models, we still need to adapt the data. But differently, we adapt the new data
in a view of a trader dealing with current prices rather than history. The main
difference is the dealing with jumps. In historical data, when we encounter a jump,
we neglect it and train the models without them. While in a trader’s view, even
when he notice that it is a jump, he cannot neglect but has to make a decision and
realize such a jump as ’going downward’ or ’going upward’ by one tick. So when
testing the model, we treat the jumps as normal data.
In the following figures, black lines stand for the real cumulated wealth, dark
green lines stand for the real currency rates and red lines stand for cumulated
wealth calculated with sampled data.
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From the above figures, not all the models can gain profit. It is normal since
the real world of currency is too complicated and it is impossible to require one
simple model to gain over all the pairs. During test with different parameters, such
as choosing different tick size, some pairs show different test results. The optimal
tick size might not be same for all the pairs. In reality, a trader should decide the
tick size for each currency pair with consideration of lots of factors. In this thesis,
we propose the idea and method to implement our model. The specific parameter
configuration is left for further discussion.
Similarly, we can test our model with transaction costs. Here we set the trans-
action cost as 0.00005. The following figures show the training results with trans-
action costs. Similar with the scenarios without transaction cost, all the currency
pairs show good training of hidden Markov models.
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In the next, we test the models with data in early June. As we have discussed
in previous part of no transaction costs, some currency pairs fail to make profits.
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Chapter8
Conclusion
This thesis focuses on the following problems:
1. We sketch the scheme of convex switching systems which consists of states fol-
lowing linear dynamics, deterministically transition of positions, finite num-
ber of actions and convex reward functions. We show that many problems
can be modelled with such a scheme with a number of examples like American
option pricing, storage management problems, etc.
2. We summarize the approximate algorithm for stochastic control with convex
switching systems. The approximation follows two steps: the first step is to
approximate the expectation of each grid point via finite sampling, the second
step is to approximate the expectation as a whole function with help of the
subgradient envelope. The subgradient envelope plays an important role in
the algorithm, which uses the subgradients of the value function on grids
to approximate the original function. The of convergence of approximate
functions for two steps is also proved.
3. Although we have presented the approximation methods and prove their
convergence, there is still some distance to real algorithmic implementation.
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To improve this, we have proposed the matrix representatives for piecewise
linear functions and use them as approximation. With the matrix repre-
sentatives and the approximate recursions, we have provided an efficient al-
gorithm for convex switching systems. Then we have shown that even the
convex switching systems require the reward functions be convex, we can ex-
tend our algorithm to problems with reward functions which can be written
as differences of two convex functions. To further improve the efficiency of
the algorithm, we have approximated the row-rearrangement operator and
defined a new generated grid. For non-convex cases, we have proposed the
first order approximation to the original algorithm.
4. To apply the algorithm to more problems, we have shown the adaptation of
the POMDPs and HMMs to convex switching schemes when some conditions
are satisfies. Even though the dynamics in POMDPs and HMMs follow
Bayesian estimate which are nonlinear, when we restrict the problems with
positive-homogeneous functions, the dynamics act like linear ones which we
have already studied. We have shown how to adapt the tiger game and robot
navigation problems to convex switching schemes.
5. We have shown how to estimate upper and lower bounds for the value func-
tions derived from our algorithm. Through duality techniques, we have pro-
vided algorithm to generate upper and lower bounds with estimate value
functions. We have also proved that, the more accurate the estimate value
functions are, the more closer upper and lower bounds we will have.
6. We have provided numeric results and simulations for the problems which we
have studied in this thesis. And some application and simulation in industrial
and financial problems are also presented.
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