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Zusammenfassung 
Ausgängspunkt bei der Behandlung konvektiv dominierter, elliptischer Pro-
bleme sind die bekannten hierarchischen Finite-Element-Methoden für den 
rein elliptischen Fall. Als stabile Erweiterung des Standard-Galerkin-Verfah-
rens wird ,das Stromlinien-Diffusions-Verfahren durch physikalisejbe Über-
legungen motiviert und kurz diskutiert. Anschließend zeigen wir, daß diese 
Methode erst in Verbi^^dung, mit einer hier, erstmals vorgestellten lokalen 
Ausrichtung der Kanten wirksam eingesetzt werden kann. Zusammen mit 
einer ebenfalls neu entwickelten Hchtuhgsorientierten Veffeinerungsstrategie 
erhält man eine erheblich stabilere, genauere und schnellere Auflösung von 
Grenzschichten als mit'herkömmlichen Methodeni ' 
1 Einleitung 
Die Simulation von Verbrennungsprozessen führt im stationären Fall auf 
elliptische Systeme von partiellen Differentialgleichungen mit dominieren-
den konvektiven Termen. Die numerische Behandlung solcher Systeme mit 
herkömmlichen Methoden macht große Schwierigkeiten, einerseits was die 
Komplexität der Algorithmen, andererseits was die Verläßlichkeit der Ergeb-
nisse betrifft. Vor diesem Hintergrund ist es zur Entwicklung leistungsfähiger 
Codes erforderlich, über das bloße Variieren bekannter Ansätze hinaus nach 
grundsätzlich neuen Lösungen zu suchen. 
Erstes Ergebnis und Basis für weitere Entwicklungen ist dabei die Arbeit 
vo.n Deuflhard, Leinen und Ysemitant [3] über die Behandlung.skalarer, rein 
elliptischer Probleme mit adaptiven Finite^Element-Methoden. Die Grund-
idee, eine gegebene Ausgangsnäherung, schrittweise bis .zurückwünschten Ge* 
mauigkeit zu verbessern, findest mathematisch ihren Niederschlag «in der Ver-
wendung Hierarchischei* Fittiter Elemente, aus der «ich dann in natürlicher 
Weise die Wahl deä iterativen (Sieicjiün^slösers, Fehlgrschätzefs und der Ver-
feinerungsstrategie ergibt. 
Die Erweiterung der in [3] dargestellten Vorgehensweise auf konvektiv do-
minierte Probleme erfordert gegenüber dem rein elliptischen Fall eine Neu-
oder Weiterentwicklung all dieser einzelnen Bausteine. Dazu soll in der vor-
liegenden Arbeit ein Beitrag geleistet werden. 
Wir beschäftigen uns dabei mit dem Modellproblem 
-e Au + ß-Vu- f , auf ft CIR2 
:
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mit ß = ß(x,y)ßE\R7'-, (&jy) € ß . Den Einflußrand bezeichnen wir mit 
,,rj„ = {(x,y) e ö p | nlx-iV) -ßfaM^Q}
 r i v 
wobei n(x,y) die nach außen gerichtete(Normale, ijn Prunkt (x,y) ^,aft be-
deutet. " "'' • • " ' . 
Der folgende Abschnitt enthälj; eine {.kiurze Beschreibungi,des isogenannten 
Stromlinien-Diffusions-Verfahrens, einer stabilen Modifikation des Standard-
Galerkin- Verfahrens. Es zeigt sich, daß dieses Verfahren seinem Namen nur 
gerecht wird, wenn die Richtung der zugrunde Hegenden Triangulierung der 
Flußrichtung ß angepaßt ist. Im Abschnitt 3 stellen wir eine neue Ver-
feinerungsstrategie zur schnellen Auflösung von Grenzschichten vor, welche 
insbesondere bei Anwendung auf innere Grenzschichten ein vorheriges Aus-
richten der Kanten nötig macht. Durch die vorangegangenen Überlegungen 
motiviert, wird im letzten Abschnitt erstmals ein Algorithmus zur adaptiven 
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Ausrichtung der Triangulierung vorgeschlagen, dessen Wirksamkeit anhand 
eines Beispiels demonstriert wird. 
2 Das Stromlinien-Diffusions-Verfahren 
Der Grad, in dem die Diskretisierung eine der Differentialgleichung zugrunde 
liegende physikalische Realität widerspiegelt, ist ein Maß für die Stabilität 
dieses Verfahrens [2]. Wir wollen dieses Grundprinzip zunächst an dem ein-
fachen Beispiel 
- eu" + u' = 0 , u(0) = 0 , ü(l) =. 1 , (1) 
erläutern. Das Standard-Galerkin-Verfahren (siehe [7]) zu einem äquidistanten 
Gitter zur Schrittweite h = 1/N führt auf das zentrale Differenzenschema 
jp(-Ui-1 + 2Ui-Ui+1) + ±(Ui+1-Ui-1) = 0 (2) 
mit i = 1,...,7V — 1 und U0 = 0 , UN = 1. Hier hängt £/,• in gleicher 
Weise von C/,+i und Ui-i ab, was der physikalischen Realität, nämlich einer 
stärkeren Abhängigkeit vom stromaufwärts genommenen Wert (7,_i offenbar 
widerspricht. Entsprechend ist das Verfahren bei dominierender Konvek-
tion, das heißt e < h/2 instabil. Ersetzt man die zentrale Approximation 
der Konvektion durch eine Mittelung von vor- und rückwärts genommenen 
Differenzenquotienten, so erhält man das upwind-Schema: 
_£_ ( . ^ + 2 u t - ui+1) +1±^(u t - üi-0 + i ^ { u i + 1 - u%) = o. (3) 
Die Wahl des upwind-Parameters 6 > 0 ermöglicht eine physikalisch sinnvolle 
Gewichtung von Ui-i und £/,-+1: Das Verfahren (3) ist für 8 > (h — 2s)/2h 
stabil. Diese Gewichtung kann man als Addition von künstlicher Diffusion 
interpretieren, denn (3) läßt sich umschreiben in 
4 ^ ( - ü i - i + 2C/v - Ui+l) + i (üi+ 1 - £/,_x) = 0 . (4) 
Schließlich führt diese rein aus Stabilitätsgründen angebrachte künstliche Dif-
fusion nicht zu einem Verlust an Approximationsgenäuigkeit. Im Gegenteil 
kann man im vorliegenden Fall 8 sogar so wählen, daß (4) die ersetzte Lösung 
in den Knotenpunkten reproduziert (siehe [4]). 
Zur Diskretisierung des zweidimensionalen Modellproblems (M) aus dem 
ersten Abschnitt wählen wir zunächst eine uniforme Triangulierung T von ü 
mit der Gitterweite h und bezeichnen mit Vf den Raum aller stetigen Funk-
tionen, die auf jedem Dreieck aus T linear sind. Das Standard-Galerkin-
Verfahren zu (M) lautet dann gemäß [7]: 
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Finde ein uT G VT mit uT\r0 = u0, so daß gilt 
e{VuT-Vv) + (uTß,v) = {f,v), (5) 
für alle v G VT mit v\r0 =0, , 
wobei wir von den Abkürzungen 
(v,w)= / v(x)w(x)dx , wp := ß • Vto 
Gebrauch gemacht haben. Wie im 1-D-Fall wird (5) für große Reynolds-
Zahlen Re = \\ß\\/e instabil. Überträgt man nun die obigen Überlegungen 
(zunächst etwa anhand des Beispiels ß = (1,0)) auf die Diskretisierung (5), so 
wird deutlich, daß die Addition stabilisierender, künsthcher Diffusion nur in 
Flußrichtung ß physikalisch sinnvoll ist. Zusätzlich eingeschleppte Diffusion 
senkrecht zu ß (crosswind) ist dagegen nicht zu rechtfertigen und verfälscht 
die Ergebnisse. 
Der Diffusion in Richtung ß entspricht formal der Term (uß, Vß). Um diesen 
Term in die Diskretisierung einzuführen, wurde von Hughes und Brooks [5] 
vorgeschlagen, in (5) die Testfunktionen v EVT durch v + 8hvß, v 6 Vr , zu 
ersetzen. Man erhält so das Stromlinien-Diffusions-Verfahren. 
Finde ein uT € VT mit u r | r 0 == u0j so daß gilt 
e(V«T • Vu) + (uj , v + Shvp) = ( / ,« + Shvp) (6) 
für alle v 6 Vr mit u|r0 = 0. 
Dabei ist 
-ä~vßl~ ~ä~vßV= ° ' * € T , für alle v G VT ox " ay '* 
berücksichtigt worden. Man beachte das Auftreten des Strorrüinien-Diffu-
sionsterms Sh(uß,Vß) mit dem upwind-Parameter S > 0. 
Analog zum 1-D-Fall zeigen theoretische Untersuchungen wie auch numerische 
Experimente, daß das Stromlinien-Diffusions-Verfahren (6) nicht nur sta-
biler, sondern auch von höherer Genauigkeit ist als das Standard-Galerkin-
Verfahren (5). Für Einzelheiten verweisen wir auf [7] und [8]. 
Allerdings hängt das Verhalten des Diffusionsterms (u^Vß) und damit die 
Güte des Verfahrens (6) wesentlich von der Richtung der Kanten der Dreiecke 
aus T ab, wie folgendes einfache Beispiel zeigt. 
Beispiel 1: Wir setzen in (M): 
s = 10-4, ß = (1,1), / = 0, Ü = [0,1] x [0,1] sowie 
/ 0, falls j / > 0 • 
«o(*,y) = < ,
 A (x,y) ET0 
I 1, sonst 
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am Einflußrand T0 = Tin und Fn = dQ\r0. Die Bilder 1 und 2 zeigen die 
Höhenlinien der von (6) mit 8=1 gelieferten Lösungen zusammen mit den 
zugrundeliegenden Triangulierungen 7[ und T-i, welche sich offenbar nur in 
der Richtung der Diagonalkanten unterscheiden. Während auf T\ die von der 
Randunstetigkeit ausgehende Grenzschicht optimal aufgelöst wird, ist sie auf 
%, über mehrere Gitterlinien verschmiert. 
Dieser Effekt wird verständlich, wenn man (6) als Differenzenverfahren 
schreibt. Dem Stromlinien-Diffusionsterm {Uß,Vß) entsprechen im obigen 
Beispiel dann nämlich die Differenzensterne 
1 
2A2 • 2 • 
V - l • • ) 
auf Tx 
f \ - 1 • \ 1 2 
- 1 3 -1 h2 
\ • " I i ) 
aufT2 . 
Während also T\ eine optimale Modellierung der gewünschten zweiten Ab-
leitung in Richtung ß = (1,1) zuläßt, degeneriert auf T% der entsprechende 
Term zu einer Approximation des Laplace-Operators. Aus dem senkrecht 
zu ß wirkenden Anteil dieser isotropen Diffusion resultiert offenbar die in 
Bild 2 zu beobachtende Verschmutzung der Näherungslösung. Damit Hegt 
es nahe, wenigstens in der Umgebung von Grenzschichten die Gitterlinien 
der Flußrichtung anzupassen. Wir kommen auf diesen Punkt in Abschnitt 4 
zurück. 
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Bild 1 Stromlinien-Diffusionsverfahren auf 7i (optimale Kantenrichtung) 
Bild 2 Stromlinien-Diffusionsverfahren auf % (ungünstige Kantenrichtung) 
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3 Richtungsorientierte Verfeinerung 
Bei der Diskretisierung eines isotropen, rein elliptischen Problems erfolgt der 
Fehlertransport von einem festgehaltenen Gitterpunkt aus in alle Richtungen 
gleichmäßig. Dem entspricht die in alle Richtungen gleich wirkende reguläre 
(rote) Verfeinerung von Bank, Sherman und Weiser [1] (vergleiche auch [3]), 
bei der ein zu verfeinerndes Dreieck durch Halbierung der Kanten in vier 
ähnliche Dreiecke unterteilt wird (Bild 3). 
Bild 3 Reguläre (rote) Verfeinerung 
Im konvektiv dominierten Fall sind dagegen durch Stromlinien oder eventuell 
auftretende Grenzschichten gewisse Richtungen ausgezeichnet, was sich auch 
in der Verfeinerungsstrategie widerspiegeln muß. So macht es beispielsweise 
keinen Sinn, zur Auflösung einer Grenzschicht die parallel zur Grenzschicht 
liegenden Kanten ebensooft zu verfeinern wie solche, die die Grenzschicht 
schneiden. Daher werden für Differenzenverfahren auch schon lange Git-
ter mit stark unterschiedlichen Schrittweiten in unterschiedliche Richtungen 
verwendet. Um entsprechende Triangulierungen adaptiv erzeugen zu können, 
bedarf es neben der regulären (roten) auch einer gerichteten (blauen) Ver-
feinerung (Bild 4). 
Bild 4 Gerichtete (blaue) Verfeinerung in y-Richtung 
Läßt sich die verwendete Triangulierung - wie in Beispiel 2 - auf ein Rechteck-
gitter zurückführen, so bewirkt eine uniforme blaue Verfeinerung, etwa in 
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y-Richtung, gerade die Halbierung der Schrittweite in y-Richtung, während 
einer uniformen roten Verfeinerung die Halbierung beider Schrittweiten ent-
spricht. 
Die blaue Verfeinerung beliebiger Dreiecke mit gemeinsamer Kante ist weder 
möglich noch sinnvoll. Im einzelnen werden zwei Dreiecke t, t' (Bild 5) zur 
gemeinsamen blauen Verfeinerung senkrecht zu a zugelassen, wenn folgende 
drei Bedingungen erfüllt sind. 
Bild 5 Verfeinerungskriterien 
Die Kanten a und a' sind parallel. (1) 
Die Kanten a und a' sollen nicht verfeinert werden. (2) 
Sind a, a' die größten Winkel in t, t', so müssen ß, ß' die 
kleinsten Winkel in t, t' sein. ^ ' 
Die Bedingungen (1) und (2) definieren die Verfeinerungsrichtung, während 
die etwas technische Bedingung (3) dafür sorgt, daß die Innenwinkel der 
entstehenden Dreiecke nicht zu groß werden (vergleiche [6]). Anders als im 
rein elliptischen Fall schaden kleine Innenwinkel dagegen nicht. Im Gegen-
teil zeigen theoretische Untersuchungen an Modellproblemen, wie auch nu-
merische Experimente, daß blau erzeugte Triangulierungen auf besser kon-
ditionierte Gleichungssysteme führen als man sie durch rote Verfeinerung 
erhält. 
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Beispiel 2: Wir setzen in (M): 
e = 10-4, £ = ( 1 , 1 ) , f=l, Ü = [0,1] x [0,1] und «0 = 0 auf T0 = dÜ. Ausge-
hend von der Ausgangstriangulierung (Bild 6) soll die sich am Ausflußrand 
bildende Grenzschicht adaptiv aufgelöst werden. 
Bild 6 Ausgangstriangulierung für Beispiel 2 
Dabei verwenden wir als provisorischen Fehlerschätzer schlicht die Steigung 
längs der jeweiligen Kante. Die auftretenden linearen Gleichungssysteme 
werden mit ORTHOMIN, einer Verallgemeinerung des CG-Verfahrens auf 
nichtsymmetrische Matrizen (siehe zum Beispiel [9]), iterativ gelöst. Als 
upwind-Parameter wählen wir 8 = 1/2 und in (2.6) wird die für nichtuniforme 
Triangulierungen sinnlose globale Schrittweite h durch die lokale Schrittweite 
in Flußrichtung ersetzt. Die Bilder 7 und 8 zeigen nun die durch lokale blaue 
und durchweg rote Verfeinerung erzeugten Triangulierungen Tx und T2 nebst 
den Höhenlinien der zugehörigen Lösungen. Offenbar hat man bei erheblich 
reduzierter Anzahl von Unbekannten keinerlei Einbußen an Genauigkeit. Die 
Anzahl der benötigten Iterationsschritte zur Lösung der Gleichungssysteme 
war für die rote Triangulierung 7^, bei etwa neunfachem Aufwand pro Ite-
rationsschritt, fast doppelt so hoch wie im lokal blauen Fall. Insgesamt 
ergibt sich also nur durch Verwendung der blauen Verfeinerungsstrategie 
gegenüber der bisher üblichen Vorgehensweise eine Beschleunigung etwa um 
das achtzehnfache. 
Im obigen Beispiel war die Bedingung (1) im Bereich der Grenzschicht tri-
vialerweise erfüllt. Bei inneren Grenzschichten ist (1) im allgemeinen jedoch 
nur durch lokale Ausrichtung der Kanten zu gewährleisten. Darauf gehen 
wird im folgenden Abschnitt näher ein. 
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Bild 7 Beispiel 2 mit blauer Verfeinerung, 484 Knoten 
=s- f :—T 
-4 
Bild 8 Beispiel 2 mit roter Verfeinerung, 1412 Knoten 
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4 Lokale Kantenausrichtung 
Wie bereits gezeigt wurde, hat die Richtung der Kanten der verwendeten 
Triangulierung einen großen Einfluß auf das Verhalten der zugehörigen Nähe-
rungslösungen. In diesem Abschnitt soll daher ein Algorithmus zur adaptiven 
Ausrichtung der Kanten im Bereich von inneren Grenzschichten vorgestellt 
werden. 
Die Grundidee besteht dabei darin, jeweils im Anschluß an einen Verfei-
nerungsschritt die neu entstandenen (aktuellen) Kanten im Bereich einer 
inneren Grenzschicht dem Verlauf dieser Grenzschicht anzupassen (Bild 9). 
Bild 9 Ausrichten der Kanten 
Die algorithmische Umsetzung dieser Idee zerfällt in zwei Teile: Grenz-
schichtschätzer und Kantenausrichter. Der Grenzschichtschätzer liefert dabei 
einen Polygonzug aus aktuellen Kanten, welcher anschließend vom Kanten-
ausrichter dem Verlauf der Grenzschicht optimal angepaßt wird. Kenntnis 
über diesen Verlauf hat man dabei aus der jeweils aktuellen Näherungslösung. 
Der Aufwand für diese Prozedur ist im Verhältnis zum Gesamtaufwand aus 
zwei Gründen gering. Zunächst arbeitet der Algorithmus nur auf Punk-
ten in der Nähe der Grenzschicht, deren Anzahl um eine Größenordnung 
kleiner ist als die Gesamtpunktzahl. Geht man zweitens von relativ glat-
ten Grenzschichten aus, wie sie im allgemeinen in der Praxis vorkommen, 
so braucht das Ausrichten der Kanten nur auf entsprechend niedrigen Ver-
feinerungsstufen vonstatten zu gehen, da ja die bloße Richtung der Grenz-
schicht schon auf relativ groben Triangulierungen gut genug approximiert 
wird. 
Anschließend sollen Arbeitsweise und Wirkung der adaptiven, lokalen Kan-
tenausrichtung anhand eines einfachen Beispiels demonstriert werden. 
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Beispiel 3: Wir setzen in (M): 
£ = 10" 4 , ß = {y,-x), / = 0 , ft = [0 , l ]x [0,1], sowie 
0, fallsy>§ ( x , y ) € r 0 
1, sonst 
am Einflußrand T0 = Tm und Tn = dÜ\T0. Die exakte Lösung bildet eine von 
der Unstetigkeit in u0 ausgehende Grenzschicht in Form eines Viertelkreises 
aus, welche sich durch den Diffusionsanteil zum Ausflußrand hin verbreitert. 
Zur Diskretisierung verwenden wir das Stromlinien-Diffusions-Verfahren (6) 
mit dem upwind-Parameter 6 = 1. Fehlerschätzer und Gleichungslöser wer-
den wie in Beispiel 2 gewählt. Ausgehend von derselben Ausgangstrian-
gulierung (Bild 10) wurden adaptiv jeweils unter Verwendung lokaler Kanten-
ausrichtung und in üblicher Weise die in den Bildern 11 und 12 dargestellten 
Triangulierungen T\ und % erzeugt. 
Bild 10 Ausgangstriangulienmg für Beispiel 3 
Die Höhenlinien der zu T\ und T2 gehörigen Näherungslösungen zeigt jeweils 
die rechte Seite der Bilder 11 und 12. Deutlich ist in Bild 12 der störende 
Einfluß von crosswind zu erkennen, insbesondere im mittleren Bereich, wo 
die Kanten ähnlich wie in Bild 2 senkrecht zur Flußrichtung liegen. 
Schließlich geht die bessere Auflösung und höhere Stabilität der Näherung 
auf dem lokal ausgerichteten Gitter analog zum Beispiel 2 mit einer er-




Bild 11 Beispiel 3 mit Drehung der Kanten, 243 Knoten 
Bild 12 Beispiel 3 ohne Drehung der Kanten, 877 Knoten 
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