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1. Introduction
Recently, the dynamics of inﬁnite lattice systems has drawn much attention of mathematicians and physicists, see
[3,6,10,14,28,45,50] and others. Lattice dynamical systems (LDSs) are spatiotemporal systems with discretization in some
variables including coupled ordinary differential equations (ODEs) and coupled map lattices and cellular automata [14]. In
some cases, LDSs arise as spatial discretization of partial differential equations (PDEs) on unbounded (or bounded) domains.
LDSs have many applications, ranging from biology [26] to chemical reaction theory [27], electrical engineering [11], laser
systems [22], image processing and pattern recognition [12,15,16], etc.
There are many works concerning the deterministic LDSs. For example, the traveling wave solutions of such systems
were studied in [4,6,13,28,41]; the long time behavior of LDSs was examined by [3,6,10,25,28,33,44,45,47–50,52]. Especially,
Bates et al. [3] presented a framework on the existence and upper semicontinuity of a global attractor associated to ﬁrst-
order LDSs. Later, Wang [45] and Zhou and Shi [50] obtained, respectively, some suﬃcient and necessary conditions for the
existence of a global deterministic attractor for the semigroup corresponding to deterministic autonomous LDSs.
However, a system in reality is usually of uncertainty due to some external “noise”, which is random. The random
effects are not only considered as compensations for the defects in some deterministic models, but also are rather essential
phenomena. The theory of random phenomenon is now well developed, see [1,2,7,24,36,37] and the references therein.
Attractor is an important concept to describe the long term behavior of solutions for a system (e.g. [17,23,29,35,38,42,43]).
In the book [43] Temam studied systematically the global deterministic attractor for many concrete deterministic
autonomous equations arising in mathematical physics. Chepyzhov and Vishik [17] investigated extensively the non-
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Schmalfuss, Imkeller, Langa and Robinson, etc. developed the theory of random attractor [7–9,20,21,34,35].
However, there are only several papers concerning the random attractor for abstract stochastic LDSs. Bates et al. [5]
initiated the study of stochastic LDSs and obtained the existence of a global random attractor for a type of stochastic ﬁrst-
order LDSs with white noise on lattice Z. Later, Lv and Sun [31] extended the result of [5] to stochastic LDSs with white
noise on lattice Zk , k ∈ N. Similar to deterministic LDSs, stochastic LDSs arise as spatial discretization of stochastic PDEs in
some cases, and thus they could be regarded as discrete analogue of stochastic PDEs.
Our ﬁrst goal in the present paper is to present some suﬃcient conditions on the existence of a global random attractor
for general stochastic LDSs. This result extends Theorem 1 in [45] for autonomous LDSs to stochastic LDSs. It also generalizes
the suﬃcient conditions for the existence of a pullback attractor for non-autonomous LDSs [53] to stochastic LDSs. Indeed,
the central idea of this paper originates from [45,53]. The authors of [45,53] used the deﬁnition of asymptotic nullness and
pullback ω-limit compactness, respectively, to describe the uniform smallness of “tail end” of solutions for autonomous and
non-autonomous LDSs. Here we will use the deﬁnition of random asymptotically nullness to picture the uniform smallness of
a RDS within tempered random bounded sets.
Compared with the work of [5,31], we use the random asymptotically nullness of a continuous stochastic LDSs to replace
the asymptotic compactness condition, while the asymptotic compactness condition plays an essential role in the proof of
Proposition 4.1 in [5]. The existence condition of a global random attractor in [5] for a continuous stochastic LDSs is a slight
generalization of Theorem 3.5 in [20] for a cocycle generated by stochastic PDEs. The suﬃcient conditions presented here
reﬂect the intrinsic characteristic of stochastic LDSs and the phase space 2. It is worthwhile pointing out that the random
asymptotically nullness is a building block when we study the Kolmogorov ε-entropy of the global random attractor. This
point is similar to the role that the pullback ω-limit compactness plays when one studies the Kolmogorov ε-entropy of the
pullback attractor (or compact kernel sections) for non-autonomous LDSs (see e.g. [53,54,57]).
The second purpose of this article is to apply the obtained result to stochastic lattice sine-Gordon equation. We mainly
prove the existence of a global random attractor and give an upper bound of the Kolmogorov ε-entropy for stochastic lattice
sine-Gordon equation. The upper semicontinuity of the global random will be illustrated in Remark 6.2.
The paper is organized as follows. The next section is preliminaries related to RDS and random attractor. In Section 3,
we present some suﬃcient conditions for the existence of a global random attractor for general stochastic LDSs. Section 4
is devoted to prove the existence of a global random attractor for stochastic lattice sine-Gordon equation. In Section 5 we
give an upper bound of the Kolmogorov ε-entropy for the global random attractor. Finally, we give some remarks.
2. Preliminaries
In this section, we select some concepts (from [1,5]) related to a RDS and a random attractor.
Let (X,‖ · ‖X ) be a Banach space. Let (Ω,F ,P) be a probability space and {θt : Ω → Ω, t ∈ R} be a family of measure
preserving transformations such that (t,ω) → θtω is measurable, θ0 = id, θt+s = θtθs , for all s, t ∈ R. The probability space
(Ω,F ,P, (θt)t∈R) (together with the ﬂow θt ) is called a metric dynamical system.
Deﬁnition 2.1. A stochastic process {S(t,ω)}t0,ω∈Ω is said to be a continuous RDS on (Ω,F ,P, (θt)t∈R) with state space X
if S : [0,+∞) × Ω × X → X is (B[0,+∞) ×F ×B(X),B(X))-Borel measurable, and for each ω ∈ Ω:
(i) The mapping S(·,ω) · : [0,+∞) × X → X , (t, x) → S(t,ω)x is continuous;
(ii) S(0,ω) is the identity operator on X ;
(iii) (Cocycle property) S(t + s,ω) = S(t, θsω)S(s,ω) for all s, t  0.
Deﬁnition 2.2. A set-valued mapping ω → B(ω) is said to be a random set if the mapping ω → distX (x,B(ω)) is measur-
able for any x ∈ X . A random set B(ω) is said bounded if there exist x0 ∈ X and a random variable r(ω) > 0 such that
B(ω) ⊂ {x ∈ X: ‖x − x0‖X  r(ω)} for all ω ∈ Ω . If B(ω) is compact for all ω ∈ Ω then B(ω) is called a ran-
dom compact set. A random bounded set B(ω) ⊂ X is said tempered with respect to {θt}t∈R if for a.e. ω ∈ Ω ,
limt→+∞ e−β|t| supx∈B(θ−tω) ‖x‖X = 0 for all β > 0.
In what follows we use D(X) to denote the set of all tempered random subsets of X .
Deﬁnition 2.3. A random bounded set B0(ω) ⊂ X is called a random bounded absorbing set in D(X) if for any B ∈D(X)
and a.e. ω ∈ Ω , there exists T (ω,B) > 0 such that S(t, θ−tω)B(θ−tω) ⊂ B0(ω), ∀t  T (ω,B).
Deﬁnition 2.4. Let {S(t,ω)}t0,ω∈Ω be a RDS on (Ω,F ,P, (θt)t∈R) with state space X , if ω →A(ω) satisﬁes:
(I) (Random compactness) A(ω) is a random compact set of X for a.e. ω ∈ Ω;
(II) (Invariance) For a.e. ω ∈ Ω and all t  0, S(t,ω)A(ω) =A(θtω);
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lim
t→+∞distX
(
S(t, θ−tω)B(θ−tω),A(ω)
)= 0.
Then A(ω) is called a global random D attractor for {S(t,ω)}t0,ω∈Ω .
Deﬁnition 2.5. Let B(ω) ⊂ X be a random set. For any ε > 0 and each ω ∈ Ω , let Nε,ω(B(ω), X) = Nε,ω(B(ω)) be the
minimal number of deterministic open balls in X with radii ε that is necessary to cover B(ω). The number Kε(B(ω)) =
Kε(B(ω), X) = lnNε,ω(B(ω)) is called the Kolmogorov ε-entropy of B(ω) in X .
Lemma 2.1. (See [30].) Let n ∈ N and Γ = {x = (xm)|m|n: xm ∈ R, |xm|  r} ⊂ R2n+1 be a regular polyhedron. Then Γ can be
covered by Nε(Γ ) = ([2r · 1ε ·
√
2n + 1] + 1)2n+1 balls in R2n+1 with radii ε2 , where [ρ] denotes the maximum integer ρ .
Lemma2.2. (See [5].) Let K (ω) ∈D(X) be a random absorbing set for the continuous RDS {S(t,ω)}t0,ω∈Ω , which is closed andwhich
satisﬁes for a.e. ω ∈ Ω the following asymptotic compactness condition: each sequence xn ∈ S(tn, θ−tnω)K (θ−tnω) with tn → +∞
has a convergent subsequence in X. Then the RDS {S(t,ω)}t0,ω∈Ω has a unique global randomD attractor
A(ω) =
⋂
τtK (ω)
⋃
tτ
S(t, θ−tω)K (θ−tω).
3. Suﬃcient conditions for the existence of a global random attractor for general stochastic LDSs
In this section, we present some suﬃcient conditions for the existence of a global random D attractor for the RDS
associated to general stochastic LDSs.
Write
2 =
{
u = (um)m∈Z: um ∈ R,
∑
m∈Z
u2m < +∞
}
, (3.1)
and equip it with the inner product and norm as
(u, v) =
∑
m∈Z
umvm, ‖u‖2 = (u,u), ∀u = (um)m∈Z, v = (vm)m∈Z ∈ 2.
Obviously, 2 = (2, (·,·),‖ · ‖) is a Hilbert space.
Consider the following stochastic lattice differential equations with initial values
u˙m = Fm(u j: j ∈ Imn) + amw˙m, m ∈ Z, t > 0, (3.2)
um(0) = um,0 m ∈ Z, (3.3)
where u = (um)m∈Z ∈ 2, Imn = { j ∈ Z: | j − m|  n}, Fm : R2n+1 → R is a smooth function satisfying some conditions,
a = (am)m∈Z ∈ 2 and {wm: m ∈ Z} are independent two-sided Brownian motions. In the sequel, we consider the probability
space (Ω,F ,P), where
Ω = {ω ∈ C(R, 2): ω(0) = 0}, (3.4)
the σ -algebra F is generated by the compact open topology (see [1,5]), and P is the corresponding Wiener measure on F .
Deﬁne (θt)t∈R on Ω via
θtω(·) = ω(· + t) − ω(t), t ∈ R,
then (Ω,F ,P, (θt)t∈R) is a metric dynamical system. Let em ∈ 2 be the element having 1 at the mth component and all
the other components 0. Then
W (t) = W (ω, t) =
∑
m∈Z
amwmem (3.5)
is white noise with value in 2 deﬁned on (Ω,F ,P), see [1,5,31] for details.
Deﬁnition 3.1. A RDS {S(t,ω)}t0,ω∈Ω on (Ω,F ,P, (θt)t∈R) with state space 2 is said to be random asymptotically null if
for any B(ω) ∈D(2), any ε > 0 and a.e. ω ∈ Ω , there exist T (ε,ω,B) > 0 and M(ε,ω,B(ω)) ∈ N such that∑
|m|>M(ε,ω,B(ω))
∣∣(S(t, θ−tω)u(θ−tω))m∣∣2  ε, ∀t  T (ε,ω,B), ∀u(ω) ∈ B(ω). (3.6)
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We now make the following assumptions for Eqs. (3.2)–(3.3).
(A1) Stochastic lattice differential equations (3.2)–(3.3) generate a continuous RDS {S(t,ω)}t0,ω∈Ω on (Ω,F ,P, (θt)t∈R)
with state space 2.
(A2) There exist a θt -invariant set Ω˜ ⊂ Ω of full P measure and a random bounded absorbing set B˜0(ω),ω ∈ Ω˜ , such that
for any B ∈D(2) and all ω ∈ Ω˜ there exists T (ω,B) > 0 yielding S(t, θ−tω)B(θ−tω) ⊂ B˜0(ω) for all t  T (ω,B).
(A3) {S(t,ω)}t0,ω∈Ω is random asymptotically null on B˜0(ω), i.e., for any ε > 0, there exist T (ε,ω, B˜0) > 0 and
M(ε,ω) ∈ N such that
sup
u∈B˜0(ω)
∑
|m|>M(ε,ω)
∣∣(S(t, θ−tω)u(θ−tω))m∣∣2  ε, ∀t  T (ε,ω, B˜0). (3.7)
Theorem 3.1. Let (A1)–(A3) hold. Then the RDS {S(t,ω)}t0,ω∈Ω possesses a unique global randomD attractor given by
A˜(ω) =
⋂
τT (ω,B˜0)
⋃
tτ
S(t, θ−tω)B˜0(θ−tω). (3.8)
Moreover, for each ω ∈ Ω˜ and any ε > 0,
Kε
(A˜(ω)) (2M˜(ε) + 1) ln([2R˜(ω) · 1
ε
·
√
2M˜(ε) + 1
]
+ 1
)
, (3.9)
where R˜(ω) = supu∈A˜(ω) ‖u‖ and M˜(ε)
.= M˜(ε,ω, B˜0(ω)) is the minimal positive integer such that
sup
u∈B˜0(ω)
∑
|m|>M˜(ε)
∣∣(S(t, θ−tω)u(θ−tω))m∣∣2  3ε24 , ∀t  T
(
ε,ω, B˜0(ω)
)
. (3.10)
Proof. For any random bounded set B ∈D(2), let {pn}∞n=1 ⊂ B and
u(n) = S(tn, θ−tnω)pn, where u(n)m =
(
S(tn, θ−tnω)pn
)
m, m ∈ Z,
with tn → +∞ as n → +∞. By (A2), for each ω ∈ Ω˜ , there exists T1(ω,B) > 0 such that
S(t, θ−tω)pn ∈ B˜0(ω), ∀t  T1(ω,B), ∀n ∈ N. (3.11)
Since tn → +∞ as n → +∞, we see that there exists N1(B) ∈ N such that tn  T1(ω,B) if n N1(B), hence
u(n) = S(tn, θ−tnω)pn ∈ B˜0(ω), ∀n N1(B). (3.12)
We know that 2 is a reﬂexive Banach space, there exist some u0 = (u0,m)m∈Z ∈ 2 and a subsequence of S(tn, θ−tnω)pn
(still denote by S(tn, θ−tnω)pn) such that
S(tn, θ−tnω)pn = u(n) ⇀ u0 weakly in 2 as n → +∞. (3.13)
We next prove
lim
n→+∞
∥∥u(n) − u0∥∥= 0. (3.14)
For any ε > 0 and each ω ∈ Ω˜ , by (A3) and (3.12), there exist T2(ε,ω, B˜0) > 0 and M1(ε,ω) ∈ N such that
∑
|m|>M1(ε,ω)
∣∣u(n)m ∣∣2  ε28 , ∀t  T1(ε,ω) + T2(ε,ω, B˜0), ∀n N1(B). (3.15)
Also, since u0 ∈ 2, there exists an M2(ε) ∈ N such that
∑
|u0,m|2  ε
2
8
. (3.16)|m|>M2(ε)
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u(n)m
)
|m|M(ε,ω) → (u0,m)|m|M(ε,ω) strongly in R2M(ε,ω)+1 as n → +∞.
Hence, there exists N2(ε,ω) ∈ N such that∑
|m|M(ε,ω)
∣∣u(n)m − u0,m∣∣2  ε22 , ∀n N2(ε,ω). (3.17)
Taking N3(ε,ω,B) = max{N1(B),N2(ε,ω)} and T (ε,ω, B˜0) = T1(ε,ω) + T2(ε,ω, B˜0), we obtain from (3.15)–(3.17) that∥∥u(n) − u0∥∥2 = ∑
|m|>M(ε,ω)
∣∣u(n)m − u0,m∣∣2 + ∑
|m|M(ε,ω)
∣∣u(n)m − u0,m∣∣2
 2
∑
|m|>M(ε,ω)
(∣∣u(n)m ∣∣2 + |u0,m|2)+ ε22
 ε2, ∀t  T (ε,ω, B˜0), ∀n N3(ε,ω,B).
Since tn → +∞ as n → +∞, there exists N4(ε,ω) ∈ N such that tn  T (ε,ω) if n  N4(ε,ω). Choose N(ε,ω,B) =
max{N3(ε,ω,B),N4(ε,ω)} and we get∥∥u(n) − u0∥∥2  ε2, ∀n N(ε,ω,B),
which implies that (3.14) holds. By (3.13), (3.14) and Lemma 2.2, {S(t,ω)}t0,ω∈Ω possesses a unique global random D
attractor A˜(ω) given by (3.8).
We next verify (3.9). By the invariance property of global random attractor and (A2), we have A˜(ω) =
S(t, θ−tω)A˜(θ−tω) ⊂ B˜0(ω) for t  T (ω, A˜). Thus, by (A3), for any u = (um)m∈Z = (S(t, θ−tω)u0(θ−tω))m)m∈Z ∈ A˜(ω),
where u0(ω) ∈ A˜(ω) ⊂ B˜0(ω), there exists some M˜ = M˜(ε,ω) ∈ N such that∑
|m|>M˜
|um|2 =
∑
|m|>M˜
∣∣(S(t, θ−tω)u0(θ−tω))m∣∣2  3ε24 , ∀t  T (ω, A˜) + T (ε,ω, A˜). (3.18)
Since A˜(ω) is a random compact set of 2, for each ω ∈ Ω˜ , there exists R˜(ω) > 0 such that supu∈A˜(ω) ‖u‖ R˜(ω). Hence
for above M˜ , the polyhedron{
(um)|m|M˜ : um ∈ R, |um| < R˜(ω)
}⊂ R2M˜+1
can be covered, under the usual norm of R2M˜+1, by
N∗ε,ω =
([
2R˜(ω)
ε
√
2M˜ + 1
]
+ 1
)2M˜+1
deterministic balls in R2M˜+1, with radii ε2 . Let the centers of these
ε
2 -balls be
u˜k = (u˜k,m)|m|M˜ , k = 1,2, . . . ,N∗ε,ω,
and set u∗k = (u∗k,m)m∈Z , where
u∗k,m =
{
u˜k,m, |m| M˜;
0, |m| > M˜,
then u∗k ∈ 2, k = 1,2, . . . ,N∗ε,ω . For above u = (um)m∈Z ∈ A˜(ω), there exists some k (1 k N∗ε,ω) such that∥∥u − u∗k∥∥2 = ∑
|m|>M˜
∣∣um − u∗k,m∣∣2 + ∑
|m|M˜
∣∣um − u∗k,m∣∣2
=
∑
|m|>M˜
|um|2 +
∑
|m|M˜
|um − u˜k,m|2
 3ε
2
4
+ ε
2
4
= ε2,
which implies that A˜(ω) can be covered, under the norm of 2, by N∗ε,ω-balls in 2 with centers u∗k , k = 1,2, . . . ,N∗ε,ω , and
radii ε. By Deﬁnition 2.5, we get (3.9). The proof of Theorem 3.1 is complete. 
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We consider the existence of a global random D attractor for the following stochastic lattice sine-Gordon equation with
initial value:
u¨m + u˙m + (Au)m + λmum + β sinum = fm + amw˙m, m ∈ Z, t > 0, (4.1)
u˙m(0) = u1m,0, um(0) = um,0, m ∈ Z, (4.2)
where u = (um)m∈Z , um ∈ R, λ = (λm)m∈Z , β > 0 and f = ( fm)m∈Z ∈ 2 are given; a = (am)m∈Z and {wm: m ∈ Z} are as in
Section 3; and A is a linear operator from 2 into 2 deﬁned by
(Au)m = 2um − um+1 − um−1, m ∈ Z, ∀u = (um)m∈Z ∈ 2.
In fact, lattice equations (4.1)–(4.2) can be regarded as a discrete analogue of the following continuous stochastic sine-
Gordon equation on R:
dut + ut −
(
uxx − λ(x)u − β sinu
)
dt = f (x)dt + adW˜ , (4.3)
where W˜ is a one-dimensional two-sided Wiener process on some probability space. When the spatial domain is an open
bounded set of Rn (n ∈ N) with smooth boundary, Fan [19] obtained the existence of a random attractor with ﬁnite Haus-
dorff dimension for the RDS associated to (4.3), while Zhou et al. [51] obtained the existence of a random attractor for a
system involved (4.3). The deterministic model of (4.3) has been extensively studied, see [43] and the references therein.
In this section, we will prove the existence of a global random D attractor for the RDS associated to (4.1)–(4.2). We need
the following hypotheses on λm and β:
(H1) There exist two positive constants λ0 and λˆ0 such that
0< λ0  λm  λˆ0 < +∞, ∀m ∈ Z;
(H2) β
2 <
1
6
λ20√
1+ 4λ0(1+ √1+ 4λ0) .
4.1. Existence and uniqueness of solutions
We ﬁrst introduce a linear operator B and its adjoint operator B∗ as follows:
(Bu)m = um+1 − um, (B∗u)m = um−1 − um, ∀m ∈ Z, ∀u = (um)m∈Z ∈ 2.
One can easily check that
(Au, v) = (BB∗u, v) = (B∗Bu, v) = (Bu, Bv) = (B∗u, B∗v), ∀u, v ∈ 2. (4.4)
Now for any two elements u, v ∈ 2, deﬁne a bilinear form (·,·)λ on 2 via
(u, v)λ = (Bu, Bv) +
∑
m∈Z
λmumvm, where λm is as in (4.1), (4.5)
then we have
λ0‖u‖2  ‖u‖2λ  (4+ λˆ0)‖u‖2, ∀u = (um)m∈Z ∈ 2, (4.6)
which implies that the norm ‖ · ‖λ induced by (·,·)λ is equivalent to the norm ‖ · ‖. We denote by 2λ the space with the
following inner product and norm 2λ = (2, (·,·)λ,‖ · ‖λ). Set
Eλ = 2λ × 2, E = 2 × 2,
and equip them with the inner products and norms as: for ψ(i) = (u(i), v(i))T ∈ Eλ or E , i = 1,2,{(
ψ(1),ψ(2)
)
Eλ
= (u(1),u(2))
λ
+ (v(1), v(2));
‖ψ‖2Eλ = (ψ,ψ)Eλ , ∀ψ ∈ Eλ,
(4.7)
and {(
ψ(1),ψ(2)
)
E =
(
u(1),u(2)
)+ (v(1), v(2));
2
(4.8)
‖ψ‖E = (ψ,ψ)E , ∀ψ ∈ E.
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min{1,√λ0}‖ψ‖E  ‖ψ‖Eλ 
√
4+ λˆ0‖ψ‖E , ∀ψ = (ψm)m∈Z ∈ E. (4.9)
Now we set
v = u˙ + δu with vm = u˙m + δum, m ∈ Z, (4.10)
where
0< δ = λ0
1+ 4λ0 <
1
4
, (4.11)
and express Eqs. (4.1)–(4.2) as the following initial value problem in Hilbert space Eλ
ϕ˙ + Θϕ = C(ϕ, t,ω), t > 0, (4.12)
ϕ(0) = ϕ0 = (u0, v0)T = (u0,u10 + δu0)T , (4.13)
where ϕ = (u, v)T with u = (um)m∈Z and v being as in (4.10), C(ϕ, t,ω) = (0, f − β sinu + W˙ )T , f = ( fm)m∈Z , β sinu =
(β sinum)m∈Z , W is as in (3.5), and
Θ =
(
δ I −I
A + λ − δ(1− δ)I (1− δ)I
)
. (4.14)
In (4.14) I is the identity operator on 2 and λ = (λm)m∈Z such that λu = (λmum)m∈Z for u = (um)m∈Z ∈ 2.
Lemma 4.1. For any ϕ = (u, v)T ∈ Eλ , there holds
(Θϕ,ϕ)Eλ  α‖ϕ‖2Eλ +
1
2
‖v‖2, (4.15)
where
0< α = λ0√
1+ 4λ0(1+ √1+ 4λ0) < δ. (4.16)
Proof. Θϕ = (δu − v, (A + λ − δ(1− δ))u + (1− δ)v)T and
(Θϕ,ϕ)Eλ = δ‖u‖2λ − (v,u)λ + (Bu, Bv) +
∑
m∈Z
λmumvm − δ(1− δ)(u, v) + (1− δ)‖v‖2
= δ‖u‖2λ − δ(1− δ)(u, v) + (1− δ)‖v‖2  δ‖u‖2λ − δ‖u‖‖v‖ + (1− δ)‖v‖2
 δ‖u‖2λ −
δ√
λ0
‖u‖λ‖v‖ + (1− δ)‖v‖2.
Hence, (Θϕ,ϕ)Eλ − α‖ϕ‖2Eλ − 12‖v‖2  (δ − α)‖u‖2λ + ( 12 − δ − α)‖v‖2 − δ√λ0 ‖u‖λ‖v‖. By some computations we get
4(δ − α)( 12 − δ − α) = δ
2
λ0
and end the proof. 
Remark 4.1. By (H2) and (4.16), we have β2 < 16αλ0.
Let the metric dynamical system (Ω,F ,P, (θt)t∈R) be as in Section 3.
Lemma 4.2. Let T > 0, f = ( fm)m∈Z ∈ 2 and (H1)–(H2) hold. Then for eachω ∈ Ω and any initial data ϕ0 = (u0,u10 + δu0)T ∈ Eλ ,
Eqs. (4.12)–(4.13) admit a unique solution ϕ ∈ L2(Ω,C([0, T ], Eλ)) satisfying
sup
t∈[0,T ]
∥∥ϕ(t)∥∥2Eλ  ‖u0‖2λ + ‖u10 + δu0‖2 + 3α ‖ f ‖2 + supt∈[0,T ]
∥∥W (t)∥∥2
+ 2
(
4+ λˆ0
α
+ 3
2
) T∫
0
e−α(t−s)
∥∥W (s)∥∥2 ds. (4.17)
Moreover, the solution of (4.12)–(4.13) depends continuously on the initial data ϕ0 , i.e., for each ω ∈ Ω the mapping ϕ0 ∈ Eλ → ϕ ∈
C([0, T ], Eλ) is continuous.
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ψ˙ + Θψ = Cˆ(ψ, t,ω), t > 0, (4.18)
ψ
(
0,W (0)
)= ψ0 = (u0,u10 + δu0) = ϕ0, (4.19)
where ψ = (u, y)T = ((um, ym)m∈Z)T , Cˆ(ψ, t,ω) = (W , f − β sinu − (1 − δ)W )T . For each ﬁxed ω ∈ Ω , Eqs. (4.18)–(4.19)
are a deterministic system. At this case, by a standard argument, Eqs. (4.18)–(4.19) possess a local solution ψ = (u, y)T ∈
C([0, Tmax), Eλ), where [0, Tmax) is the maximal interval. Taking the inner product (·,·)Eλ of (4.18) with ψ = (u, y)T , we
obtain
1
2
d
dt
‖ψ‖2Eλ + (Θψ,ψ)Eλ = (W ,u)λ +
(
f − β sinu − (1− δ)W , y). (4.20)
We have the estimations of the terms on the right-hand side of (4.20) as follows:
(W ,u)λ 
α
4
‖u‖2λ +
1
α
‖W ‖2λ 
α
4
‖u‖2λ +
4+ λˆ0
α
‖W ‖2, (4.21)
( f , y) 1
6
‖y‖2 + 3
2
‖ f ‖2, (4.22)
(−β sinu, y) 1
6
‖y‖2 + 3β
2
2
‖u‖2  1
6
‖y‖2 + 3β
2
2λ0
‖u‖2λ 
1
6
‖y‖2 + α
4
‖u‖2λ, (4.23)
(−(1− δ)W , y) 1
6
‖y‖2 + 3
2
(1− δ)2‖W ‖2  1
6
‖y‖2 + 3
2
‖W ‖2. (4.24)
Thus, by (4.20)–(4.24) and Lemma 4.1, we get
d
dt
‖ψ‖2Eλ + α‖ψ‖2Eλ  2
(
4+ λˆ0
α
+ 3
2
)
‖W ‖2 + 3‖ f ‖2. (4.25)
Applying Gronwall inequality to (4.25), we obtain
∥∥ψ(t,ω)∥∥2Eλ  e−αt‖ψ0‖2Eλ + 2
(
4+ λˆ0
α
+ 3
2
) t∫
0
e−α(t−s)
∥∥W (s)∥∥2 ds + 3
α
‖ f ‖2
 e−αt
(‖u0‖2λ + ‖u10 + δu0‖2)
+ 2
(
4+ λˆ0
α
+ 3
2
) t∫
0
e−α(t−s)
∥∥W (s)∥∥2 ds + 3
α
‖ f ‖2, ∀t  0. (4.26)
By taking expectation on both sides of the above inequality, we infer from the property of white noise (see [5, Proposi-
tion A.1]) that ψ ∈ L2(Ω,C([0, T ), Eλ)). Also, by (4.26),
sup
t∈[0,T ]
∥∥ψ(t)∥∥2Eλ  ‖u0‖2λ + ‖u10 + δu0‖2 + 3α ‖ f ‖2 + 2
(
4+ λˆ0
α
+ 3
2
) T∫
0
e−α(t−s)
∥∥W (s)∥∥2 ds. (4.27)
Similar to the above derivation, we can obtain the continuity of the mapping ψ0 ∈ Eλ → ψ ∈ C([0, T ), Eλ) for each ﬁxed
ω ∈ Ω . Since ϕ(t) = ψ(t) + (0,W (t))T , we conclude (4.17) from (4.27) and the continuity of the mapping ϕ0 ∈ Eλ → ϕ ∈
C([0, T ), Eλ) is then obvious. The proof of Lemma 4.2 is complete. 
By Lemma 4.2 and the proof of Theorem 3.2 in [5], we have
Lemma 4.3. Eqs. (4.12)–(4.13) generate a continuous RDS {ϕ(t,ω)}t0,ω∈Ω on (Ω,F ,P, (θt)t∈R) with state space Eλ .
4.2. Existence of a random bounded absorbing set
In this subsection, we verify the existence of a random bounded absorbing set for the RDS {ϕ(t,ω)}t0,ω∈Ω . Note that
D(Eλ) denote the set of all tempered random subsets of Eλ .
Lemma 4.4. There exist a θt -invariant set Ω ′ ⊂ Ω of full P measure and a random bounded absorbing set B0(ω) ∈ D(Eλ) for
{ϕ(t,ω)}t0,ω∈Ω ′ such that for any B ∈D(Eλ) and each ω ∈ Ω , there exists T (ω,B) > 0 yielding
ϕ(t, θ−tω)B(θ−tω) ⊂ B0(ω), ∀t  T (ω,B).
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η(θtω) = −
0∫
−∞
esθtω(s)ds, t ∈ R, ω ∈ Ω, (4.28)
then η(θtω) is an Ornstein–Uhlenbeck process on (Ω,F ,P, (θt)t∈R) with values in 2 and solves the following Itô equation
dη + ηdt = dW (t), t  0,
see [5,18,31] for details. Moreover, there exists a θt-invariant set Ω ′ ⊂ Ω of full P measure such that the mapping
t → η(θtω) is continuous for each ω ∈ Ω ′ and the random variable ‖η(ω)‖ is tempered. Set z(t) = v(t) − η(θtω), where
(u(t), v(t))T is the solution of Eqs. (4.12)–(4.13) with ϕ0 ∈ B ∈D(Eλ). Let φ = (u, z)T , then φ satisﬁes
φ˙ + Θφ = C˜(φ, t,ω), (4.29)
where C˜(φ, t,ω) = (η, f −β sinu+ δη)T . We use φ(t,ω)φ0 to denote the solution of Eq. (4.29) with initial data φ(0,ω)φ0 =
φ0(ω), where φ0(ω) = (u0,u10 + δu0 − η(ω))T is a random variable. We next prove that there exists a random bounded
absorbing ball for the RDS deﬁned by φ(t,ω)φ0. Taking the inner product (·,·)Eλ of (4.29) with φ = (u, z)T , we obtain
1
2
d
dt
‖φ‖2Eλ + (Θφ,φ)Eλ = (η,u)λ + ( f − β sinu + δη, z), (4.30)
and
(η,u)λ 
α
4
‖u‖2λ +
1
α
‖η‖2λ 
α
4
‖u‖2λ +
4+ λˆ0
α
‖η‖2, (4.31)
( f , z) 1
6
‖z‖2 + 3
2
‖ f ‖2, (4.32)
(−β sinu, z) 1
6
‖z‖2 + 3β
2
2
‖u‖2  1
6
‖z‖2 + 3β
2
2λ0
‖u‖2λ 
1
6
‖z‖2 + α
4
‖u‖2λ, (4.33)
(δη, z) 1
6
‖z‖2 + 3δ
2
2
‖η‖2. (4.34)
By (4.30)–(4.34) and Lemma 4.1, we have
d
dt
‖φ‖2Eλ + α‖φ‖2Eλ  2
(
4+ λˆ0
α
+ 3δ
2
2
)
‖η‖2 + 3‖ f ‖2. (4.35)
Applying Gronwall inequality to (4.35), we obtain
∥∥φ(t,ω)φ0(ω)∥∥2Eλ  e−αt∥∥φ0(ω)∥∥2Eλ + 2
(
4+ λˆ0
α
+ 3δ
2
2
) t∫
0
e−α(t−s)
∥∥η(θsω)∥∥2 ds + 3
α
‖ f ‖2.
Since ‖η(ω)‖ is tempered and η(θtω) is continuous in t , by Proposition 4.3.3 in [1], there exists a tempered function
r1(ω) > 0 such that∥∥η(θtω)∥∥2  r1(θtω) r1(ω)eα|t|/2, ∀t ∈ R. (4.36)
Hence,
∥∥φ(t, θ−tω)φ0(θ−tω)∥∥2Eλ  e−αt∥∥φ0(θ−tω)∥∥2Eλ + 3α ‖ f ‖2 + 2
(
4+ λˆ0
α
+ 3δ
2
2
) t∫
0
eα(s−t)
∥∥η(θs−tω)∥∥2 ds
 e−αt
∥∥φ0(θ−tω)∥∥2Eλ + 3α ‖ f ‖2 + 2
(
4+ λˆ0
α
+ 3δ
2
2
) 0∫
−t
eατ
∥∥η(θτω)∥∥2 dτ
 e−αt
∥∥φ0(θ−tω)∥∥2Eλ + 3α ‖ f ‖2 + 4α
(
4+ λˆ0
α
+ 3δ
2
2
)
r1(ω). (4.37)
Recall that ϕ0 ∈ B ∈D(Eλ) and ‖η(ω)‖ is tempered, thus ‖φ0(θ−tω)‖2Eλ is tempered. Set
R21(ω) =
6 ‖ f ‖2 + 8
(
4+ λˆ0 + 3δ
2)
r1(ω),α α α 2
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φ(t, θ−tω)φ0(θ−tω) = ϕ(t, θ−tω)
(
ϕ0 −
(
0, η(ω)
)T )− (0, η(θtω))T ,
let B0(ω) = {ϕ ∈ Eλ: ‖ϕ‖Eλ  R1(ω) + ‖η(ω)‖ = R(ω)}, then B0(ω) is a random absorbing set for {ϕ(t,ω)}t0,ω∈Ω and
B0(ω) ∈D(Eλ). The proof is complete. 
4.3. Random asymptotic nullness
We shall verify the random asymptotic nullness of the RDS {ϕ(t,ω)}t0,ω∈Ω .
Lemma 4.5. Let ϕ0 ∈ B0(ω), the random absorbing set given in Lemma 4.4. Then for any ε > 0, there exist T (ε,ω,B0) and
M(ε,ω) ∈ N such that the solution ϕ = (ϕm)m∈Z = ((um, vm)m∈Z)T of Eqs. (4.12)–(4.13) satisﬁes∑
|m|>M(ε,ω)
∣∣(ϕ(t, θ−tω)ϕ0(θ−tω))m∣∣2Eλ  ε, ∀t  T (ε,ω,B0), (4.38)
where
|ϕ|2Eλ = |um+1 − um|2 + λmu2m + v2m
for any ϕ = (ϕm)m∈Z = ((um, vm)m∈Z)T ∈ Eλ .
Proof. Deﬁne a smooth function χ(x) ∈ C(R+, [0,1]) ∩ C1(R+,R+) such that
χ(x) =
{
0, 0 x 1;
1, x 2,
and
∣∣χ ′(x)∣∣ χ0 (constant), ∀x ∈ R+. (4.39)
Let M be some positive integer and set
ξ = (ξm)m∈Z = (p,q)T with ξm = (pm,qm)T =
(
χ
( |m|
M
)
um,χ
( |m|
M
)
zm
)T
.
Taking the inner product (·,·)Eλ of Eq. (4.29) with ξ , we obtain
(φ˙, ξ)Eλ + (Θφ, ξ)Eλ =
(
C˜(φ, t,ω), ξ
)
Eλ
. (4.40)
We next estimate the three terms in (4.40) one by one. Firstly,
(φ˙, ξ)Eλ =
∑
m∈Z
(Bu˙)m(Bp)m +
∑
m∈Z
λmu˙mpm +
∑
m∈Z
z˙mqm
=
∑
m∈Z
(Bu˙)m
(
χ
( |m + 1|
M
)
um+1 − χ
( |m|
M
)
um
)
+ 1
2
d
dt
∑
m∈Z
χ
( |m|
M
)(
λmu
2
m + z2m
)
=
∑
m∈Z
χ
( |m|
M
)
(Bu˙)m(Bu)m + 1
2
d
dt
∑
m∈Z
χ
( |m|
M
)(
λmu
2
m + z2m
)
+
∑
m∈Z
(
χ
( |m + 1|
M
)
− χ
( |m|
M
))
(u˙m+1 − u˙m)um+1
= 1
2
d
dt
∑
m∈Z
χ
( |m|
M
)(|um+1 − um|2 + λmu2m + z2m)
+
∑
m∈Z
(
χ
( |m + 1|
M
)
− χ
( |m|
M
))
um+1(vm+1 − δum+1 − vm + δum).
By (4.39),∣∣∣∣∑
m∈Z
(
χ
( |m + 1|
M
)
− χ
( |m|
M
))
um+1(vm+1 − δum+1 − vm + δum)
∣∣∣∣
=
∣∣∣∣∑
m∈Z
χ ′
(
m˜
M
)
1
M
um+1(vm+1 − δum+1 − vm + δum)
∣∣∣∣
 χ0
M
(
(2+ δ)‖u‖2 + 2‖v‖2)
 χ0
(
(2+ δ)‖u‖2 + 4‖z‖2 + 4∥∥η(θtω)∥∥2), (4.41)M
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(φ˙, ξ)Eλ 
1
2
d
dt
∑
m∈Z
χ
( |m|
M
)
|φm|2Eλ −
2χ0
M
(
(δ + 1)‖u‖2 + 2‖z‖2 + 2∥∥η(θtω)∥∥2). (4.42)
Secondly,
(Θφ, ξ)Eλ = δ(Bu, Bp) + δ
∑
m∈Z
λmumpm − (Bz, Bp) −
∑
m∈Z
λmzmpm
+ (Bu, Bq) +
∑
m∈Z
λmumqm − δ(1− δ)(u,q) + (1− δ)(z,q), (4.43)
and
δ(Bu, Bp) = δ
∑
m∈Z
(um+1 − um)
(
χ
( |m + 1|
M
)
um+1 − χ
( |m|
M
)
um
)
= δ
∑
m∈Z
χ
( |m|
M
)
(um+1 − um)2 + δ
∑
m∈Z
(
χ
( |m + 1|
M
)
− χ
( |m|
M
))
(um+1 − um)um+1
 δ
∑
m∈Z
χ
( |m|
M
)
(um+1 − um)2 − 2χ0δ
M
‖u‖2, (4.44)
−δ(1− δ)(u,q) = −δ(1− δ)
∑
m∈Z
χ
( |m|
M
)
umzm, (4.45)
(1− δ)(z,q) = (1− δ)
∑
m∈Z
χ
( |m|
M
)
z2m, (4.46)
(Bu, Bq) − (Bz, Bp) =
∑
m∈Z
(Bu)m(Bq)m −
∑
m∈Z
(Bz)m(Bp)m
=
∑
m∈Z
(um+1 − um)
(
χ
( |m + 1|
M
)
zm+1 − χ
( |m|
M
)
zm
)
−
∑
m∈Z
(zm+1 − zm)
(
χ
( |m + 1|
M
)
um+1 − χ
( |m|
M
)
um
)
=
∑
m∈Z
(
χ
( |m + 1|
M
)
−χ
( |m|
M
))
(um+1zm − umzm+1)
=
∑
m∈Z
χ ′
(
m˜
M
)
1
M
(um+1zm − umzm+1)
−2χ0
M
(‖u‖2 + ‖z‖2). (4.47)
Combining (4.43)–(4.47), we obtain
(Θφ, ξ)Eλ −
∑
m∈Z
χ
( |m|
M
)(
α|φm|2Eλ +
1
2
z2m
)

∑
m∈Z
(
(δ − α)(|um+1 − um|2 + λmu2m)+
(
1
2
− α − δ
)
z2m − δ(1− δ)umzm
)
− 2χ0
M
(
(1+ δ)‖u‖2 + ‖z‖2)
−2χ0
M
(
(1+ δ)‖u‖2 + ‖z‖2), (4.48)
because 4λ0(δ − α)( 12 − δ − α) = δ2 and
(δ − α)((um+1 − um)2 + λmu2m)+
(
1
2
− δ − α
)
z2m + δ(1− δ)umzm
 λ0(δ − α)u2m +
(
1
2
− δ − α
)
z2m − δ|umzm| 0, ∀m ∈ Z.
Thirdly,
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C˜(φ, t,ω), ξ
)
Eλ
= (Bη, Bp) +
∑
m∈Z
λmηmpm + ( f ,q) + (δη,q) − (β sinu,q), (4.49)
and
(Bη, Bp) =
∑
m∈Z
(ηm+1 − ηm)
(
χ
( |m + 1|
M
)
um+1 − χ
( |m|
M
)
um
)

(∑
m∈Z
χ
( |m + 1|
M
)
u2m+1
)1/2(∑
m∈Z
χ
( |m + 1|
M
)
(ηm+1 − ηm)2
)1/2
+
(∑
m∈Z
χ
( |m|
M
)
u2m
)1/2(∑
m∈Z
χ
( |m|
M
)
(ηm+1 − ηm)2
)1/2
 αλ0
12
∑
m∈Z
χ
( |m|
M
)
u2m +
24
αλ0
∑
|m|M
η2m, (4.50)
∑
m∈Z
λmηmpm =
∑
m∈Z
χ
( |m|
M
)
λmumηm 
α
6
∑
m∈Z
χ
( |m|
M
)
λmu
2
m +
3
2α
∑
m∈Z
χ
( |m|
M
)
λmη
2
m
 α
6
∑
m∈Z
χ
( |m|
M
)
λmu
2
m +
3λˆ0
2α
∑
|m|M
η2m, (4.51)
( f ,q) =
∑
m∈Z
χ
( |m|
M
)
zm fm 
1
6
∑
m∈Z
χ
( |m|
M
)
z2m +
3
2
∑
|m|M
f 2m, (4.52)
(δη,q) = δ
∑
m∈Z
χ
( |m|
M
)
zmηm 
1
6
∑
m∈Z
χ
( |m|
M
)
z2m +
3δ2
2
∑
|m|M
η2m, (4.53)
(−β sinu,q) = −β
∑
m∈Z
χ
( |m|
M
)
zm sinum  β
∑
m∈Z
χ
( |m|
M
)
|um||zm|
 1
6
∑
m∈Z
χ
( |m|
M
)
z2m +
3β2
2
∑
m∈Z
χ
( |m|
M
)
u2m
 1
6
∑
m∈Z
χ
( |m|
M
)
z2m +
αλ0
4
∑
m∈Z
χ
( |m|
M
)
u2m. (4.54)
Therefore, we have
(
C˜(φ, t,ω), ξ
)
Eλ

∑
m∈Z
χ
( |m|
M
)(
αλ0
3
u2m +
α
6
λmu
2
m
)
+ 1
2
∑
m∈Z
χ
( |m|
M
)
z2m
+
(
24
αλ0
+ 3λˆ0
2α
+ 3δ
2
2
) ∑
|m|M
η2m +
3
2
∑
|m|M
f 2m
 α
2
∑
m∈Z
χ
( |m|
M
)
|φm|2Eλ +
1
2
∑
m∈Z
χ
( |m|
M
)
z2m
+
(
24
αλ0
+ 3λˆ0
2α
+ 3δ
2
2
) ∑
|m|M
η2m +
3
2
∑
|m|M
f 2m. (4.55)
Taking (4.42), (4.48) and (4.55) into account, we get
d
dt
∑
m∈Z
χ
( |m|
M
)
|φm|2Eλ + α
∑
m∈Z
χ
( |m|
M
)
|φm|2Eλ  2
(
24
αλ0
+ 3λˆ0
2α
+ 3δ
2
2
) ∑
|m|M
η2m + 3
∑
|m|M
f 2m
+ χ0
M
(
12‖z‖2 + 8(1+ δ)‖u‖2 + 8∥∥η(θtω)∥∥2). (4.56)
Applying Gronwall inequality to (4.56), we obtain (for t  Tk = Tk(ω))
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m∈Z
χ
( |m|
M
)∣∣(φ(t,ω)φ0(ω))m∣∣2Eλ  e−α(t−Tk) ∑
m∈Z
χ
( |m|
M
)∣∣(φ(Tk,ω)φ0(ω))m∣∣2Eλ + 8χ0M
t∫
Tk
eα(τ−t)
∥∥η(θτω)∥∥2 dτ
+ 3
α
∑
|m|M
f 2m +
χ0C1
M
t∫
Tk
eα(τ−t)
∥∥(φ(τ ,ω)φ0(ω)∥∥2Eλ dτ
+ 2
(
24
αλ0
+ 3λˆ0
2α
+ 3δ
2
2
) t∫
Tk
eα(τ−t)
∑
|m|M
∣∣ηm(θτω)∣∣2 dτ , (4.57)
where C1 = max{12,8+ 8δ}. Replacing ω by θ−tω, we have by (4.37)
e−α(t−Tk)
∑
m∈Z
χ
( |m|
M
)∣∣(φ(Tk, θ−tω)φ0(θ−tω))m∣∣2Eλ
 e−α(t−Tk)
∥∥φ(Tk, θ−tω)φ0(θ−tω)∥∥2Eλ
 e−α(t−Tk)
(
e−αTk
∥∥φ0(θ−tω)∥∥2Eλ + 3α ‖ f ‖2 + 4α
(
4+ λˆ0
α
+ 3δ
2
2
)
r1(ω)
)
, (4.58)
where r1(ω) is as in (4.36). Hence, there is a T1(ε,ω) > Tk(ω) such that
e−α(t−Tk)
∑
m∈Z
χ
( |m|
M
)∣∣(φ(Tk, θ−tω)φ0(θ−tω))m∣∣2Eλ < ε20 , ∀t  T1(ε,ω). (4.59)
Also, using (4.37) we obtain
χ0C1
M
t∫
Tk
eα(τ−t)
∥∥φ(τ , θ−tω)φ0(θ−tω)∥∥2Eλ dτ
 χ0C1
M
t∫
Tk
eα(τ−t)
(
e−ατ
∥∥φ0(θ−tω)∥∥2Eλ + 3α ‖ f ‖2 + 4α
(
4+ λˆ0
α
+ 3δ
2
2
)
r1(ω)
)
dτ
 χ0C1
M
(∥∥φ0(θ−tω)∥∥2Eλ (t − Tk)e−αt + 3α2 ‖ f ‖2 + 4α2
(
4+ λˆ0
α
+ 3δ
2
2
)
r1(ω)
)
. (4.60)
Since φ0(θ−tω) ∈ B0(θ−tω), that is, ‖φ0(θ−tω)‖Eλ  R(θ−tω) which is a tempered function, from (4.60) we deduce that
there exist T2(ε,ω) > Tk(ω) and M1(ε,ω) ∈ N such that
χ0C1
M
t∫
Tk
eα(τ−t)
∥∥φ(τ , θ−tω)φ0(θ−tω)∥∥2Eλ dτ < ε20 , (4.61)
for ∀t  T2(ε,ω), ∀M  M1(ε,ω). Since f = ( fm)m∈Z ∈ 2, there exists M2(ε,ω) ∈ N such that
3
α
∑
|m|M
f 2m <
ε
20
, ∀M  M2(ε,ω). (4.62)
Now let T0 > 0 to be speciﬁed later. Then for ∀t > T0 + Tk ,
t∫
Tk
eα(s−t)
∑
|m|M
∣∣ηm(θs−tω)∣∣2 ds =
0∫
Tk−t
eατ
∑
|m|M
∣∣ηm(θτω)∣∣2 dτ
=
0∫
−T0
eατ
∑
|m|M
∣∣ηm(θτω)∣∣2 dτ +
−T0∫
Tk−t
∑
|m|M
eατ
∣∣ηm(θτω)∣∣2 dτ . (4.63)
By (4.36), we get
−T0∫
eατ
∥∥η(θτω)∥∥2 dτ  2
α
r1(ω)e
−αT0/2. (4.64)
Tk−t
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T0 = T0(ε,ω) 2
α
ln
(80( 24αλ0 + 3λˆ02α + 3δ22 )r1(ω)
αε
)
, (4.65)
we obtain
2
(
24
αλ0
+ 3λˆ0
2α
+ 3δ
2
2
) −T0∫
Tk−t
eατ
∥∥η(θτω)∥∥2 dτ < ε
40
. (4.66)
For the ﬁxed T0, by Lebesgue’s theorem there is an M3(ε,ω) ∈ N such that
2
(
24
αλ0
+ 3λˆ0
2α
+ 3δ
2
2
) 0∫
−T0
eατ
∑
|m|>M
∣∣ηm(θτω)∣∣2 dτ < ε
40
, ∀M  M3(ε,ω). (4.67)
Analogously, let t > T ∗ + Tk where T ∗ > 0 will be speciﬁed later. Then
t∫
Tk
eα(s−t)
∥∥η(θs−tω)∥∥2 dτ =
0∫
Tk−t
eατ
∥∥η(θτω)∥∥2 dτ =
0∫
−T ∗
eατ
∥∥η(θτω)∥∥2 dτ +
−T ∗∫
Tk−t
eατ
∥∥η(θτω)∥∥2 dτ . (4.68)
Choosing
T ∗ = T ∗(ε,ω) 2
α
ln
(
640χ0r1(ω)
αεM
)
and using (4.64), we get
8χ0
M
−T ∗∫
Tk−t
eατ
∥∥η(θτω)∥∥2 dτ  16χ0
αM
r1(ω)e
−αT ∗/2 < ε
40
. (4.69)
For the ﬁxed T ∗ , again by Lebesgue’s theorem there exists M4(ε,ω) ∈ N such that
8χ0
M
0∫
−T ∗
eατ
∥∥η(θτω)∥∥2 dτ < ε
40
, ∀M  M4(ε,ω). (4.70)
Taking
T (ε,ω) = max{T1(ε,ω), T2(ε,ω), T0 + Tk, T ∗ + Tk},
M5 = M5(ε,ω) = max
{
M1(ε,ω),M2(ε,ω),M3(ε,ω),M4(ε,ω)
}
,
and combining (4.57), (4.59), (4.61), (4.62), (4.66)–(4.70), we obtain (for t > T (ε,ω)),∑
|m|>2M5
∣∣(φ(t, θ−tω)φ0(θ−tω))m∣∣2Eλ ∑
m∈Z
χ
( |m|
M5
)∣∣(φ(t, θ−tω)φ0(θ−tω))m∣∣2Eλ < ε4 ,
from which we get∑
|m|>2M(ε,ω)
∣∣(ϕ(t, θ−tω)φ0(θ−tω))m∣∣2Eλ  2 ∑
|m|>M(ε,ω)
∣∣(φ(t, θ−tω)φ0(θ−tω))m∣∣2Eλ + 2 ∑
|m|>M(ε,ω)
∣∣ηm(ω)∣∣2 < ε, (4.71)
where M(ε,ω) = max{M5(ε,ω),M6(ε,ω)}, and M6(ε,ω) ∈ N makes∑
|m|>M6(ε,ω)
∣∣ηm(ω)∣∣2 < ε
4
.
The proof of Lemma 4.5 is complete. 
By Theorem 3.1 and Lemmas 4.3–4.5, we have
Theorem 4.1. Assume that f = ( fm)m∈Z ∈ 2 and (H1)–(H2) hold. Then the RDS {ϕ(t,ω)}t0,ω∈Ω generated by Eqs. (4.12)–(4.13)
possesses a unique global randomD attractor given by
A(ω) =
⋂
τt(B0,ω)
⋃
tτ
S(t, θ−tω)B0(θ−tω). (4.72)
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In this section, we give an upper bound of the Kolmogorov ε-entropy of the global random D attractor A(ω) obtained
in Theorem 4.1.
Theorem 5.1. Let f = ( fm)m∈Z ∈ 2 and (H1)–(H2) hold. Then for a.e. ω ∈ Ω ,
Kε
(A(ω)) (2Mˆ(ε,ω) + 1) ln([ R(ω)√
λ0
· 8+ 2λˆ0
ε
·
√
2Mˆ(ε,ω) + 1
]
+ 1
)
+ (2Mˆ(ε,ω) + 1) ln([R(ω) · 8+ 2λˆ0
ε
·
√
2Mˆ(ε,ω) + 1
]
+ 1
)
, (5.1)
where Mˆ(ε,ω)
.= Mˆ( 8+2λˆ0−
√
8+2λˆ0
8+2λˆ0 ε,ω,B0) is the minimal positive integer such that
sup
(ϕm)m∈Z=ϕ∈B0
( ∑
|m|>Mˆ(ε,ω)
|ϕm|2Eλ
)1/2

8+ 2λˆ0 −
√
8+ 2λˆ0
8+ 2λˆ0
ε. (5.2)
Proof. By the invariance property of the global random D attractor and Lemma 4.4, we have A(ω) = ϕ(t, θ−tω)A(θ−tω) ⊂
B0(ω) for t > T (ω,A). Thus, for ∀ε > 0 and ∀ϕ = (ϕm)m∈Z = ((um, vm)m∈Z)T = ϕ(t, θ−tω)ϕ0(θ−tω) ∈ A, where
ϕ0(ω) ∈A(ω) ⊂ B0(ω), by Lemma 4.5 there exists some Mˆ(ε,ω) .= Mˆ( 8+2λˆ0−
√
8+2λˆ0
8+2λˆ0 ε,ω,B0) ∈ N such that (5.2) holds.
For above ϕ , we decompose it into two parts as
ϕ = ϕ(1) + ϕ(2) = (ϕ(1)m )m∈Z + (ϕ(2)m )m∈Z, (5.3)
where
ϕ
(1)
m = (ζm,μm)T =
{
ϕm, |m| Mˆ(ε,ω);
0, |m| > Mˆ(ε,ω); (5.4)
and
ϕ
(2)
m =
{
0, |m| Mˆ(ε,ω);
ϕm, |m| > Mˆ(ε,ω).
(5.5)
Then
∥∥ϕ(2)∥∥Eλ =
( ∑
|m|>Mˆ(ε,ω)
|ϕm|2Eλ
)1/2

8+ 2λˆ0 −
√
8+ 2λˆ0
8+ 2λ0 ε,
∥∥ϕ(1)∥∥2Eλ = ∑
|m|Mˆ(ε,ω)
∣∣ϕ(1)m ∣∣2Eλ = ∑
|m|Mˆ(ε,ω)
(
(ζm+1 − ζm)2 + λmζ 2m + μ2m
)
 ‖ϕ‖2Eλ  R2(ω).
Thus, ∑
|m|Mˆ(ε,ω)
(
λmζ
2
m + μ2m
)
 R2(ω),
from which we get
|ζm| R(ω)√
λ0
and |μm| R(ω) for |m| Mˆ(ε,ω).
Now for the regular polyhedron
Υ1 =
{
ζ = (ζm)|m|Mˆ(ε,ω): ζm ∈ R, |ζm|
R(ω)√
λ0
}
⊂ R2Mˆ(ε,ω)+1,
Lemma 2.1 shows that Υ1 can be covered, under the usual norm of R2Mˆ(ε,ω)+1, by
N(1)ε,ω(Υ1) =
([
R(ω)√ · 8+ 2λˆ0 ·
√
2Mˆ(ε,ω) + 1
]
+ 1
)2Mˆ(ε,ω)+1
λ0 ε
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8+2λˆ0 . Similarly, the regular polyhedron
Υ2 =
{
μ = (μm)|m|Mˆ(ε,ω): μm ∈ R, |μm| R(ω)
}⊂ R2Mˆ(ε,ω)+1
can be covered, under the usual norm of R2M˜(ε)+1, by
N(2)ε,ω(Υ2) =
([
R(ω) · 8+ 2λˆ0
ε
·
√
2Mˆ(ε,ω) + 1
]
+ 1
)2Mˆ(ε,ω)+1
balls in R2M˜(ε)+1 with radii ε
8+2λˆ0 . Therefore, the polyhedron
Υ = Υ1 × Υ2 =
{
ϕ(1) = (ζm,μn)|m|,|n|Mˆ(ε,ω): |ζm|
R(ω)√
λ0
, |μn| R(ω)
}
⊂ R2Mˆ(ε,ω)+1 × R2Mˆ(ε,ω)+1
can be covered, under the usual norm of R2Mˆ(ε,ω)+1 × R2Mˆ(ε,ω)+1, by
Nε,ω(Υ ) = N(1)ε,ω(Υ1) × N(2)ε,ω(Υ2) =
([
R(ω)√
λ0
· 8+ 2λˆ0
ε
·
√
2Mˆ(ε,ω) + 1
]
+ 1
)2Mˆ(ε,ω)+1
×
([
R(ω) · 8+ 2λˆ0
ε
·
√
2Mˆ(ε,ω) + 1
]
+ 1
)2Mˆ(ε,ω)+1
balls in R2Mˆ(ε,ω)+1 × R2Mˆ(ε,ω)+1 with radii
√
2·ε
8+2λˆ0 . Let the centers of these
√
2·ε
8+2λˆ0 balls be
ϕ∗k =
(
ζ ∗k,m,μ
∗
k,n
)
|m|,|n|Mˆ(ε,ω) ⊂ R2Mˆ(ε,ω)+1 × R2Mˆ(ε,ω)+1,
where k = 1,2, . . . ,Nε,ω(Υ ). Choose
ϕˆk = (ϕˆk,m,n)m,n∈Z =
{
ϕ∗k , max{|m|, |n|} Mˆ(ε,ω);
0, max{|m|, |n|} > Mˆ(ε,ω),
where k = 1,2, . . . ,Nε,ω(Υ ), then ϕˆk ∈ E for k = 1,2, . . . ,Nε,ω(Υ ). Now for any ϕ = (ϕm)m∈Z in decompositions (5.3)–(5.5),
we see from (4.9) and the derivation above that there exists some k (1 k Nε,ω(Υ )) such that
∥∥ϕ(1) − ϕˆk∥∥Eλ 
√
4+ λˆ0
∥∥ϕ(1) − ϕˆk∥∥E =
√
4+ λˆ0
∥∥(ϕm)|m|Mˆ(ε,ω) − ϕ∗k ∥∥R2Mˆ(ε,ω)+1×R2Mˆ(ε,ω)+1

√
4+ λˆ0 ·
√
2
8+ 2λˆ0
ε =
√
8+ 2λˆ0
8+ 2λˆ0
ε.
Hence, for any ϕ ∈A(ω) ⊂ B0(ω), there exists some k (1 k Nε,ω(Υ )) such that
‖ϕ − ϕˆk‖Eλ =
∥∥ϕ(1) + ϕ(2) − ϕˆk∥∥Eλ  ∥∥ϕ(1) − ϕˆk∥∥Eλ + ∥∥ϕ(2)∥∥Eλ

√
8+ 2λˆ0
8+ 2λˆ0
ε + 8+ 2λˆ0 −
√
8+ 2λˆ0
8+ 2λˆ0
ε
= ε,
which implies that the global random D attractor A(ω) ⊂ Eλ can be covered, under the norm of ‖ · ‖Eλ , by Nε,ω(Υ ) balls
centered at ϕˆk , k = 1,2, . . . ,Nε,ω(Υ ), with radii ε. By Deﬁnition 2.5, we obtain (5.1) and end the proof. 
6. Some remarks
We end this paper with some remarks and possible extensions.
Remark 6.1. When 2 is deﬁned by
2 =
{
u = (um)m∈Zk : m = (m1,m2, . . . ,mk) ∈ Zk, um ∈ R,
∑
m∈Zk
u2m < +∞
}
,
the result of this paper can be extended by a similar way. At this case, the operator A is deﬁned by
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− u(m1−1,m2,...,mk) − u(m1,m2−1,...,mk) − · · · − u(m1,m2,...,mk−1), (6.1)
or by a more general form (see e.g., [28,49]). If the operator A is deﬁned by (6.1), Eqs. (4.1)–(4.2) can be regarded as a
discrete analogue of the following stochastic sine-Gordon equation on Rk:
dut + du −
(
u − λ(x)u − β sinu)dt = f (x)dt + adW˜ (t),
where  = ∂2
∂x21
+ ∂2
∂x22
+ · · · + ∂2
∂x2k
. It is worthy to point out that although the generalization maybe trivial, it makes sense
because it shows that the spatial dimension does not play an essential role on the global existence of solutions while it
does obviously in the continuous stochastic sine-Gordon model. This phenomenon, which may be an important difference
between PDEs and LDSs, was ﬁrst revealed in [28] for the nonlinear Schrödinger equation.
Remark 6.2. We want to point out that many previous papers concerning autonomous and non-autonomous LDSs discussed
the upper semicontinuity of the global attractor and kernel sections, see e.g. [45–48,50,53,54,56,57]. They used the global
attractor and kernel sections of the ﬁnite truncated ODEs to approximate those of the inﬁnite lattice systems. We guess
that one can also use the global random attractor of the ﬁnite truncated stochastic ODEs to approximate the global random
attractor corresponding to inﬁnite stochastic lattice systems. This will be the topic of another paper.
Remark 6.3. The issue of limiting behavior and stability of stochastic systems with respect to its parameter is interesting
and meaningful. For example, one can refer to [32,39]. The limiting behavior of some autonomous lattice systems was
investigated in [44,55,58]. Consider the following inﬁnite lattice systems:
u¨m + u˙m − (um+1 − 2um + um−1) − λmum + fm(um) = gm + ν w˙m, (6.2)
u˙m − (um+1 − 2um + um−1) − λmum + fm(um) = gm + ν w˙m, (6.3)
u¨m + u˙m − (um+1 − 2um + um−1) − λmum + fm(um) = gm, (6.4)
u˙m − (um+1 − 2um + um−1) − λmum + fm(um) = gm, m ∈ Z. (6.5)
We would like to remark that the issues on following limiting behaviors of inﬁnite lattice systems are very interesting:
(6.2)
→0+−−−−→ (6.3)
ν → 0+
⏐⏐ ⏐⏐ ν → 0+
(6.4)
→0+−−−−→ (6.5)
We will study above limiting behavior in a forthcoming paper.
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