We present an analysis of the optical colors of 413 Virgo cluster early-type dwarf galaxies (dEs), based on Sloan Digital Sky Survey imaging data. Our study comprises (1) a comparison of the color-magnitude relation (CMR) of the different dE subclasses that we identified in Paper III of this series, (2) a comparison of the shape of the CMR in low and high-density regions, (3) an analysis of the scatter of the CMR, and (4) an interpretation of the observed colors with ages and metallicities from population synthesis models. We find that the CMRs of nucleated ( dE(N) ) and non-nucleated dEs ( dE(nN) ) are significantly different from each other, with similar colors at fainter magnitudes (m r 17 mag), but increasingly redder colors of the dE(N)s at brighter magnitudes. We interpret this with older ages and/or higher metallicities of the brighter dE(N)s. The dEs with disk features have similar colors as the dE(N)s and seem to be only slightly younger and/or less metal-rich on average. Furthermore, we find a small but significant dependence of the CMR on local projected galaxy number density, consistently seen in all of u − r, g − r, and g − i, and weakly i − z. We deduce that a significant intrinsic color scatter of the CMR is present, even when allowing for a distance spread of our galaxies. No increase of the CMR scatter at fainter magnitudes is observed down to m r ≈ 17 mag (M r ≈ −14 mag). The color residuals, i.e., the offsets of the data points from the linear fit to the CMR, are clearly correlated with each other in all colors for the dE(N)s and for the full dE sample, implying that, at a given magnitude, a galaxy with an older stellar population than average typically also exhibits a higher metallicity than average. Given the observational data for Virgo dEs presented here and in the previous papers of this series, we conclude that there must be at least two different formation channels for early-type dwarfs in order to explain the heterogeneity of this class of galaxy.
INTRODUCTION
It has long been known that a close correlation exists between the colors and luminosities of early-type galaxies, in the sense that more luminous objects have redder colors (e.g., Baum 1959; de Vaucouleurs 1961; Faber 1973; Sandage & Visvanathan 1978b; Caldwell 1983) . A striking observation is the universality of the colormagnitude relation (CMR): it was found to be equal, within the measurement errors, for E and S0 galaxies within clusters, groups, or the field (Faber 1973; Sandage & Visvanathan 1978b,a; Bower et al. 1992) , leading Faber (1973) to state that the colors of elliptical galaxies "are independent of all physical properties studied other than luminosity". Faber also showed that a similar relation exists between the strength of spectral absorption features and luminosity, which basically is the spectroscopic analogue to the CMR. She interpreted the CMR as a trend of increasing metallicity with luminosity, which today is still considered to be the primary determinant of the CMR (e.g., Kodama & Arimoto 1997; Chang et al. 2006 ). This can be understood with a higher binding energy per unit mass of gas in more massive galaxies, leading to stronger enrichment of the stellar populations. Recently, Bernardi et al. (2003) showed that color seems to correlate even more strongly with velocity dispersion than it does with luminosity. This implies that the CMR itself is most likely just a combination of the relation of luminosity and velocity dispersion ("Faber-Jackson relation", Faber & Jackson 1976) and that of color and velocity dispersion. As Matković & Guzmán (2005) point out, the latter might hint at a more fundamental relation, namely between galaxy metallicity and mass.
While this trend includes the dEs, there has been disagreement about whether or not they follow the same CMR as the giant ellipticals. de Vaucouleurs (1961) found the dwarfs to be "systematically bluer" than the giants (but nevertheless following a CMR), whereas Caldwell (1983) reported a linear CMR over a range of −15 ≤ M V ≤ −23 mag. However, his Figure 3 actually suggests that the slope of the CMR might indeed be slightly different for the dEs, in the same way as the results of de Vaucouleurs (1961) suggested (i.e., with decreasing magnitude, dwarfs become bluer more rapidly than giants do). Matković & Guzmán (2005) found a change in the slope of the Faber-Jackson relation for "faint early-type" galaxies -here, "faint" means −17.3 ≤ M B ≤ −20.5 mag, thus reaching only slightly into the dwarf regime. De Rijcke et al. (2005) found an even larger difference in slope for a sam-ple of 15 dEs, but argued that this is consistent with theoretical models, due to the dynamical response to starburst-induced mass loss, which is stronger for objects of lower mass. Significant constraints to such models could only be provided with a better understanding of dE formation. In contrast to giant ellipticals, formation mechanisms proposed for dEs in clusters are typically not based on an early formation epoch, but rather, on infall and subsequent transformation of late-type galaxies through gas-stripping and tidally enhanced star formation (e.g., Davies & Phillipps 1988; Moore et al. 1996; van Zee et al. 2004; Sabatini et al. 2005; Dellenbusch et al. 2007) .
After having established a subdivision scheme of Virgo cluster early-type dwarf (dE) galaxies into subclasses with different shapes and distributions (Lisker et al. 2007 , Paper III of this series), we can now proceed to the next logical step, namely to exploiting the wealth of data provided by the Sloan Digital Sky Survey (SDSS) Data Release 5 (DR5, Adelman-McCarthy et al. 2007 ) by a multicolor analysis of our sample of 413 dEs. However, the colors of different dEs, or of dEs of different subclasses, can not straightforwardly be compared with each other: the existence of the CMR requires such a comparison to be done either at fixed magnitude or with a correction for magnitude differences. For this reason, we shall explore the dE colors mainly through an analysis of their CMR.
One would naively expect that, if two given dE subclasses formed through different mechanisms, their resulting CMRs should display differences as well, since the relation of galaxy mass to the properties of its stellar population should depend to some extent on how and when the latter was formed. On the other hand, the apparent universality of the CMR -mainly defined for giant ellipticals -would seem to argue against such differences. Conselice et al. (2003) found considerable scatter of the CMR of dEs in the Perseus cluster at magnitudes M B ≥ −15 mag, apparently caused by two different sequences of dwarfs in color-magnitude space. They argue that the early-type dwarfs must have multiple originssimilar to the conclusion of Poggianti et al. (2001) about an apparent bimodal metallicity distribution of Coma cluster dwarfs that might hint at more than one formation channel. We should be able to test the presence of such a bimodality in more detail, given our "preparatory work", namely the separation of dE subclasses that have different shapes and distributions (Paper III). Moreover, the SDSS multicolor data enable us to construct CMRs in more than one color, and also to analyze our galaxies in color-color space, thereby translating colors into ages and metallicities. Since Rakos & Schombert (2004) found the dE(nN)s in the Coma and Fornax clusters to be younger and to have a higher metallicity than the dE(N)s, we can perform a similar analysis for our Virgo cluster galaxies, allowing us to test the similarity of dE populations of different clusters.
DATA
The SDSS DR5 covers all galaxies listed in the Virgo cluster catalog (VCC, Binggeli et al. 1985) , except for an approximately 2
• × 2.
• 5 area at α ≈ 186.
• 2, δ ≈ +5.
• 0. It provides reduced images taken in the u, g, r, i, and z bands with an effective exposure time of 54s in each band (see also Stoughton et al. 2002) , as well as the necessary parameters to flux-calibrate them. The pixel scale of 0.
′′ 396 corresponds to a physical size of 30 pc at our adopted Virgo cluster distance of d = 15.85 Mpc (distance modulus m − M = 31.0 mag; van den Bergh 1996; Graham et al. 1999 ), which we use throughout.
The SDSS imaging camera (Gunn et al. 1998 ) takes data in drift-scanning mode nearly simultaneously in the five photometric bands, and thus combines very homogeneous multicolor photometry with large area coverage and sufficient depth to enable a systematic analysis of dEs. The images have an absolute astrometric accuracy of rms≤ 0.
′′ 1 per coordinate, and a relative accuracy between the r band and each of the other bands of less than 0.1 pixels (Pier et al. 2003) . They can thus easily be aligned using their astrometric calibration and need not be registered manually. Furthermore, adjacent SDSS images can be accurately combined, allowing the extraction of subimages that fully cover a given object, even if the latter lies at the edge of an SDSS image.
The rms of the noise per pixel corresponds to a surface brightness of approximately 24.2 mag arcsec −2 in the u band, 24.7 in g, 24.4 in r, 23.9 in i, and 22.4 in z. The typical total signal-to-noise ratio (S/N) of a bright dE (m B ≈ 14 mag) amounts to about 1000 in r, within an aperture radius of approximately two half-light radii. For a faint dE (m B ≈ 18 mag) this value is typically about 50. While the S/N in g and i is similar, it is several times lower in z and almost ten times lower in u.
Since the sky level on the SDSS images can vary by some tenths of the noise level across an image, it is not sufficient to subtract only a single sky flux value from each image. We therefore determined the sky flux distribution across a given image using a thorough procedure, as described in detail in Paper III. The sky-subtracted images were then flux-calibrated and corrected for Galactic extinction (Schlegel et al. 1998) . We also correct for the reported 3 SDSS zeropoint offsets in u and z from the AB system (Oke & Gunn 1983) :
SAMPLE AND BASIC MEASUREMENTS
Our working sample of Virgo cluster dEs contains 413 certain cluster members that were initially classified as early-type dwarfs in the VCC ("dE" or "dS0", including uncertain candidates), that are brighter than m B ≤ 18.0 mag, that passed our visual examination for confusion with possible dwarf irregulars, and for which a Petrosian radius (Petrosian 1976 ) could be derived. The details of our sample selection are described in Paper III.
For each galaxy, we determined a "Petrosian semimajor axis" (hereafter Petrosian SMA, a p ), i.e., we use ellipses instead of circles in the calculation of the Petrosian radius (see, e.g., Lotz et al. 2004b ). The total flux in the r band was measured within a = 2 a p , yielding a value for the half-light semimajor axis, a hl,r . Axial ratio and position angle were then determined through an isophotal fit at a = 2 a hl,r . The details of this process are outlined in Paper III. Disturbing foreground or background objects were properly masked, and the area blocked by these masks was taken into account in the determination of the total r-band flux. We also decided to mask the nuclei, if present, in order to guarantee that a nucleus with a different color than its host galaxy would not affect our measurements of the inner galaxy colors. For each galaxy and band, we measured the flux within three elliptical apertures: a ≤ 0.5 a hl,r ("small aperture"), a ≤ a hl,r ("intermediate aperture" or half-light aperture), and a ≤ 2 a hl,r ("large aperture").
ERROR ESTIMATION
The actual errors on the measured fluxes are a combination from several different sources of uncertainties, which we attempt to estimate as realistically as possible. The noise level in every image is measured as the standard deviation around the mean of all unmasked pixels, clipped five times iteratively at 3σ. For each galaxy, band, and aperture, we then adopt the following uncertainties of a given flux measurement:
• The "S/N uncertainty" is the inverse S/N value.
• The "sky level uncertainty" is derived from the uncertainty in the sky level determination per pixel, which is taken to be 0.2% of the noise level: the mean flux value of all unmasked pixels after sky subtraction typically deviates from zero by this value or less.
• The uncertainty in the determination of the Petrosian SMA ("Petrosian uncertainty") is estimated to be of the same order as the sky level uncertainty, which we therefore simply count twice in our calculation of total errors. We elaborate on this uncertainty in more detail in Appendix A.
• The uncertainty in the photometric calibration ("calibration uncertainty") is reported 3 as 0.02 mag in g, r, and i, and 0.03 mag in u and z.
• The natural red leak of the u filter causes the "uleak uncertainty" of 0.02 mag 3 .
For each flux measurement f x in a given band x, we combine all the different uncertainties to a single uncertainty ∆f x . This is done by adding the individual uncertainties quadratically, as exemplified below for the u band.
Here, σ u denotes the noise level per pixel, as described above. N pix is the number of pixels included in the given aperture. The first term is the S/N uncertainty, the second term is the combination of sky level uncertainty and Petrosian uncertainty, and the last two terms are the calibration uncertainty and the u-leak uncertainty, respectively. Errors on measured color values are calculated by adding the relative flux errors from each band quadratically, and converting them to magnitudes. An example is given below for the u − g color error, ∆(u − g), calculated from the u band flux f u , the g band flux f g , and their respective errors.
would actually yield only the errors on one side, whereas the errors on the other side would be calculated from −2.5 log(1 + √ ...), and would consequently be smaller. However, we prefer the conservative approach to use the larger errors for both sides. Galaxies for which the relative flux error becomes ≥1 are excluded from the respective diagrams or calculations, since the argument to the logarithm in Equation 4 would become ≤0, denoting an uncertainty that is too large to be useful. This occurs only for five of the fainter objects, for colors that include the u band.
STATISTICAL TECHNIQUES

Linear fitting of color-magnitude relations
Since color-magnitude relations of early-type galaxies are found to be linear or nearly linear (e.g., Bower et al. 1992; Bernardi et al. 2003) we describe our relations by fitting a straight line to the data points. A common approach is least-squares fitting, which, however, can sometimes lead to undesired results, e.g., a "best fit" with a slope that differs significantly from that defined by the bulk of data points (Press et al. 2002, see their Figure 15 .7.1). We therefore prefer to apply a robust fitting technique using a so-called M-estimate (Press et al. 2002) , namely the mean absolute deviation (rather than the mean square deviation used for least-squares fitting). See, e.g., Chang et al. (2006) for an earlier application of this technique to color-magnitude relations.
We thus have to minimize the function
where a and b are the zeropoint and the slope of the relation, respectively, m i and c i are magnitude and color of the i-th galaxy, and σ i is the corresponding measurement uncertainty, or alternatively, any kind of inverse weight. We set σ i equal to the respective color error, neglecting magnitude errors, since they are small compared to the range of magnitudes that is considered (compare, e.g., Figure 1 ), and since they are also closely correlated with the color errors. For some cases we tested σ i = (∆m i ) 2 + (∆c i ) 2 , i.e., quadratically adding magnitude and color error. We found no significant differences in the resulting best fit. The fitting process is repeated two times iteratively, excluding data points that are offset from the fitted line by more than three times the derived rms scatter.
Statistical comparisons of color-magnitude relations
In the following sections, we aim at performing quantitative, statistical comparisons of two given colormagnitude relations. Here, we briefly outline our method for such a comparison, and present a more detailed description in Appendix B.
We decided on an approach that takes into account both the data points themselves and the linear fits to them. For two given sets of data points A and B, we compute the color residuals of both sets about the CMR A and statistically compare these residuals through a K-S test and a Student's t-test for unequal variances. This is done analogously for the residuals about the CMR B. The final probability for a common underlying distribution from the two K-S tests is then derived by averaging both values of the K-S statistic D (see Press et al. 2002) . The final probability from the two t-tests is adopted to be the larger of the two individual probabilities.
In the course of the paper, we will usually simply refer to the higher of the probabilities from the K-S test and the t-test. We typically consider two CMRs to be "significantly" different if the statistical comparison yields probabilities below a few percent.
COLOR-MAGNITUDE RELATIONS OF EARLY-TYPE DWARF SUBCLASSES
In Paper III we established a subdivision scheme for the dEs that comprises several subclasses with different properties: dEs with disk features like spiral arms or bars (dE(di)s, Lisker et al. 2006a, Paper I) , dEs with blue centers (dE(bc)s, Lisker et al. 2006b , Paper II) caused by recent or ongoing central star formation, bright and faint ordinary dEs (i.e., not displaying disk substructure or a blue center) that are nucleated (dE(N)s), and bright and faint ordinary dEs that have no nucleus or only a weak nucleus that is below the detection limit of the VCC (dE(nN)s). The bright dE(nN)s, dE(di)s, and dE(bc)s are shaped like thick disks and show no central clustering, while the faint dE(nN)s and the dE(N)s have rounder shapes, and the dE(N)s are more strongly concentrated towards the cluster center. These results define a morphology-density relation within the dE class, and we now seek to investigate whether this is also correlated with color.
In Figure 1 we present the relations of color and r magnitude separately for dE(N)s, dE(nN)s, dE(di)s, and dE(bc)s, as well as for the full dE sample excluding dE(bc)s. Our choice of presented colors relies partly on the considerations outlined in Section 9.1: u−r is mainly age-sensitive, i − z is metallicity-sensitive, g − i provides the largest wavelength baseline within the three high-S/N SDSS bands (g, r, i), and g − r is an alternative to u − r, since the smaller wavelength range of g − r is counterbalanced by the significantly smaller errors in g as compared to u. The horizontal dotted lines denote the separation between our bright and faint subsamples, which were divided at the median r brightness of our full sample, m r = 15.67 mag (Paper III; corresponding to M r = −15.33 when adopting m − M = 31.0). The CMRs of the dE subclasses are compared to each other in the lowermost row of the figure.
The resulting parameters of the corresponding linear fits are given in Table 1 . While the colors presented in Figure 1 were measured within the half-light aperture (as defined in Section 3), Table 1 also includes the CMRparameters for the small and large apertures. These will be taken into account in Section 9.2, where systematic radial stellar population gradients will be discussed.
First, we focus on the dE(bc)s. From Paper II, we expect that the colors beyond a > 0.5 a hl,r are on average only slightly affected by the positive central color gradient, and that the colors are not noticeably affected beyond a > a hl,r . However, in all of u − r, g − r, and g − i, the dE(bc)s are somewhat bluer than the other dE subclasses. Note that no precise statements can be made about the slope of their CMR, since it is constrained at the faint end by only two data points. Nevertheless, it can be seen that the scatter in g −r and g −i is somewhat larger than that of the other subclasses at the same magnitudes. This is confirmed by the respective values of the rms scatter, which are larger by a factor of ∼1.5 for the dE(bc)s. In contrast, the dE(bc)s follow a surprisingly tight relation in i − z: the scatter is a factor of two lower than the rms of the measurement errors 4 (see Table 1 ), and likewise, it is lower than the scatter of all other subclasses in this bin. At larger radii, the relation seems to turn around, i.e., such that brighter galaxies are bluer, but again, the small sample size does not allow robust conclusions. Nevertheless, a trend for the CMR to turn around is also seen for the dE(N)s and the dE(nN)s.
The CMR of the dE(di)s is similar to that of the dE(N)s in all of u − r, g − r, and g − i, although it is always slightly bluer. According to our statistical tests, as described in Section 5.2 and presented in Table 2 , this small difference is nevertheless significant in g − i: for all apertures, the probability of a common underlying distribution function 5 with the dE(N)s is ≤1.6%. For the small and intermediate apertures of g − r, it is ≤2.3%, and for the small aperture of u − r it is ≤1.7%. We note, though, that these values should be taken with a grain of salt, since the linear fit to the dE(di)s is constrained by only three data points at the faint end, and since the sample is of only moderate size. Nevertheless, the slight blueward offset of the dE(di)s from the dE(N)s is consistently seen in all the above bands. In i − z, however, the dE(di)s basically follow the same relation as the dE(N)s. For the large aperture, the dE(di)s are slightly redder, but the difference is not significant (see Table 2 ).
The dE(nN)s follow a steeper CMR than the dE(N)s or the dE(di)s in all colors and apertures, including i − z even though the difference is small there. They lie at about the same color values at the faint end of the sample, but become red less rapidly with increasing magnitude. The difference between the CMRs of the dE(nN)s and the dE(N)s is significant in all apertures of g − r (probability of common distribution ≤0.5%) and g − i (0.0%). It is, however, not significant in i − z (≥15%), and hardly significant in u − r (≤9%). To illustrate these differences in a more obvious way than Figure 1 does, we overplot in Figure 2 the linear fit of the respective other subclass over the data points of dE(N)s and dE(nN)sthe discrepancy in g − r and g − i is clearly seen.
In order to further quantify the above considerations, one would want to compare average color values of the subsamples. The problem with this approach is that the samples are not distributed equally in magnitude; the average colors could thus come out different just because of the existence of a color-magnitude relation. Therefore, we compare instead the color values of the linear fits to the CMRs at a fixed magnitude. We choose two magnitude values for this comparison, namely the median r magnitude of our bright dEs, m r,bri. = 14.77 mag (M r,bri. = −16.23) and the median r magnitude of our faint dEs, m r,fai. = 16.51 mag (M r,fai. = −14.49), which we refer to hereafter as the bright and faint "reference magnitude", respectively. The corresponding color values for the different subclasses are given in Table 3 .
The values so derived reflect our above comparisons of the various CMRs: the dE(N)s are redder than the dE(nN)s in u − r, g − r, and g − i at both the bright and the faint reference magnitudes, with the difference being smaller for the latter. In i − z, the dE(N)s are still redder at the bright reference magnitude, whereas no clear difference is present at the faint reference magnitude, also given the rather large scatter of the CMR. The dE(di)s, which we consider only at the bright reference magnitude, are intermediate between the dE(nN)s and the dE(N)s in u − r, g − r, and g − i. In i − z, their colors are very similar to those of the dE(N)s, again reflecting our above analysis of the CMRs. In Section 9, we will attempt to interpret these color values in terms of age and/or metallicity differences.
We need to point out one possible caveat with the above comparisons: in Paper III we found significant differences in both the shapes and the distributions of faint and bright dE(nN)s. It might thus be not appropriate to fit a single line through their combined sample. Therefore, we show in Figure 3 separate fits to the CMRs of the bright and faint dEnN subsamples. While these do differ from the fit to the full sample, they are rather poorly constrained: the range in magnitude covered by each subsample is not very large compared with the scatter of the data points. The linear fits might thus be not reliable enough to allow a robust statistical comparison. Nevertheless, a comparison with a similar fit to the bright subsample of the dE(N)s shows that the bright dE(nN)s are still significantly bluer than the (bright) dE(N)s in u − r, g − r, and g − i at the bright reference magnitude (see the two rightmost columns of Table 3 ).
COLOR-MAGNITUDE RELATIONS OF DENSITY-SELECTED SAMPLES
A weak dependence of the stellar population ages of early-type galaxies on local environmental density has recently been reported by Bernardi et al. (2006) , based on a study of Lick indices. These authors found earlytype galaxies in high-density environments to be slightly older than at lower densities. Our large sample size allows us to test whether this is the case for dEs as wellwe can of course only probe a cluster environment, but the range in local densities (see, e.g., Paper III) should be large enough to find such an effect, if present.
We thus subdivide the sample of dE(N)s, dE(nN)s, and our full dE sample (excluding dE(bc)s) at their respective median local projected densities. These are, in units of the logarithm of the number of galaxies per square degree, 1.374 for the dE(N)s, 1.198 for the dE(nN)s, and 1.293 for the full dE sample. It can be seen from these values that the dE(N)s populate on average regions of higher density than the other subclasses, reflecting their centrally clustered spatial distribution, which is not seen for the other subclasses (Paper III). As described in the previous papers of this series, local projected density is calculated by defining a circular area around each galaxy that includes its ten nearest neighbour cluster members, independent of galaxy type (Dressler 1980; Binggeli et al. 1987) .
The resulting CMRs are shown in Figures 4 and 5. The respective subsamples are denoted by a subscript "low" for the low-density subsample, and "high" for the high-density subsample. The pairwise statistical comparisons of the CMRs of low and high-density subsamples are given in Table 4 .
For all colors of u − r, g − r, and g − i, the dE(N)s, dE(nN)s, and the full dE sample, the derived CMR at lower densities is consistently steeper than at higher densities. Typically, the CMRs intersect at the fainter magnitudes of our sample, and with increasing magnitude, galaxies are on average redder in the high-density regime. In i − z, the low-density subsamples also follow a slightly steeper CMR, but the intersection occurs at brighter magnitudes. Note that, typically, any correlation with projected density would be even stronger with true volume density, since projection always causes some objects to apparently lie close to the center that are actually situated in front of or behind the center.
The difference between the low and high-density subsamples of our full dE sample is significant in u−r (probabilities for a common underlying distribution ≤3.0% for all apertures, see Table 4 ), and even more significant in g − r (≤0.9% for all apertures) and g − i (0.0% for all apertures). The dE(N)s alone also display significant differences between the two density regimes, namely for the intermediate apertures in u − r (probability ≤2.0%) and g − i (≤2.2%). In g − r, the probability is still lower than 6.5%. The fact that the percentages are not as low as for the full dE sample, and that significant differences are not found for all apertures, is at least partly due to the lower sample size as compared to the full sample. Although a density difference is also seen for the dE(nN)s in Figure 4 , it is not statistically significant: the lowest probabilities for a common distribution occur in g − i for the small aperture (≤6.7%) and the intermediate aperture (≤ 10.2%). Here, probably the subsample sizes are too small and the scatter of the CMRs too large for the rather small differences to be significant.
The dE(N)s and dE(nN)s are populating different density regimes (Paper III) and display significantly different CMRs (see Section 6). Therefore, one might conjecture that the difference between the density-selected subsamples of the full dE sample stems mainly from the difference between the two subclasses. The fact that the dE(N)s alone also show significant density differences would argue against this hypothesis, but we nevertheless conduct a further test. We first construct a "combined sample", which differs from the full sample in that it contains no dE(di)s. Its median local projected density is 1.295, and divides the sample into halves that, initially, do not contain an equal number of dE(N)s and dE(nN)s. For the low (high) density half of the combined sample, we then exclude randomly that many dE(nN)s (dE(N)s) that the number of galaxies belonging to each subclass becomes equal. This leads to a combined sample containing 86 objects of each subclass in the low-density part, and 55 in the high-density part, adding up to 282 objects in total. This approach guarantees that differences between the resulting low-and high-density CMRs cannot be caused by one of the subclasses dominating over the other in one density regime.
The random exclusion of galaxies is repeated 100 times, and the resulting CMRs are compared as previously described. We use the intermediate aperture of g − i, where the density difference was found to be significant for the dE(N)s alone (210 objects). The probability for a common distribution has a median value of 1.2% among our 100 realizations and exceeds 5% in 11 cases and 10% in 3 cases only. This confirms that a density dependence of the CMR is present and is not faked by an unequal combination of dE(N)s and dE(nN)s. Nevertheless, the illustration of the first 8 realizations in Figure 6 also leave room to speculate whether it is actually only the brighter dEs whose color depends on density (and is reddest in high-density regions), thereby affecting the fit to the CMR of all dEs. A further subdivision of the dEs into bright and faint subsamples, in addition to the subdivision by density, yields significant differences for the bright part of the full dE sample in all of u − r, g − r, and g − i (≤2.4% for all colors and apertures). Still, at least for the small and intermediate apertures in g − i, the statistical comparison also yields a significant difference for the faint subsample (≤1.8%). Among the dE(N)s and dE(nN)s, the lowest probability is the one for the bright dE(N)s in g − i for the small aperture, with ≤6.6%. An even larger sample size would be required to draw reliable conclusions on the precise cause of the correlation between CMR and density.
So far, we did not consider the possibility that the density dependence of the CMR could be caused by different average distances of the subsamples along the line of sight. To test this, we consider the low and high-density subsample of all dEs (excluding dE(bc)s) in g − i. At the color value that the CMR of the high-density subsample has at the bright reference magnitude, the CMR of the low-density subsample is 0.62 mag brighter. Assuming an average distance modulus of m − M = 31.0 mag, this would correspond to an average offset of the subsamples along the line of sight of 4.5 Mpc. Moreover, both CMRs intersect at the fainter magnitudes -thus, the brighter dEs that are in regions of higher projected density would have to be, on average, 4.5 Mpc closer to us than the fainter dEs in the same projected regions.
A difference in distance modulus of 1.0 mag between the Virgo cluster parts termed "cluster A" (i.e., basically the part of the cluster that has a declination δ 10
• , see Binggeli et al. 1993 ) and the western part of "cluster B" (southward of cluster A and within a circular region around M 49) was reported by Gavazzi et al. (1999) , such that the latter part would be further away by 8.6 Mpc. Their study is based on a combined sample of early-type and late-type galaxies. While the number of dEs in this rather small region appears to be too low to account for the differences that we see in the CMRs, we nevertheless test this possibility by excluding all galaxies below a declination δ < 10
• . However, the difference between the low and high-density CMR is still equally large. Within cluster A, Gavazzi et al. (1999) give a dispersion of 0.45 mag in their determination of the distance modulus -but they note that this value is comparable to the nominal uncertainty in the methods used. Based on the surface brightness fluctuations of 16 Virgo dEs, Jerjen et al. (2004) found a distance dispersion of ±1.45 Mpc, too low to be able to explain the observed differences. While their result is derived from a rather small sample, they noted that this dispersion, compared to the tangential extension of the cluster, implies a prolate spatial distribution of the galaxies that excellently agrees with other studies (Neilsen & Tsvetanov 2000; West & Blakeslee 2000) . We also point out again that the color differences would require a systematic offset of 4.5 Mpc, not just a distance dispersion. Furthermore, such an offset should also be reflected in the magnitude distribution of the two subsamples -yet their median r magnitudes differ by 0.07 mag only, and their distributions are very similar. From these considerations, it is clear that the significant correlation of the CMR with local density is real and can not be explained with differences in distance.
THE SCATTER OF THE COLOR-MAGNITUDE RELATION
If the observed scatter of the CMR would be solely due to measurement uncertainties, no correlation should be present between the color residuals in two different colors -except, obviously, for colors that share a certain band, like u−r and g−r. If, on the other hand, a significant true scatter was present (like, e.g., found by Conselice et al. (2002) for early-type dwarfs in the Perseus cluster), one would expect at least some correlation between the residuals: a dE that is intrinsically bluer in u − r than most of the other galaxies should typically not be intrinsically redder in g − i than most other dEs, since the wavelength ranges covered by these colors overlap significantly. (It would, though, be "allowed" to be redder in i − z.) Likewise, if the scatter was due to a spread in distance and therefore in magnitude, most galaxies would fall on the same side of the CMR in all colors.
We therefore present in Figure 7 a pairwise comparison of the color residuals for u − r vs. g − i, u − r vs. i − z, and g − r vs. i − z. In each quadrant of each figure panel, we give the percentage of objects that falls within it as black numbers. A correlation is clearly seen for the dE(N)s and for the full dE sample in u − r vs. g − i, for which more than twice as many objects lie within the upper right and lower left quadrant than within the other two. In u − r vs. i − z, the correlation is somewhat weaker, and again slightly weaker in g − r vs. i − z. For the dE(nN)s, only u − r vs. g − i shows a clear correlation. These results indicate that there must be a significant true scatter of the CMR, similar to the results of Secker et al. (1997) for the Coma cluster.
Appendix C describes in more detail how we arrive at the above conclusions. There, we also calculate that the distance modulus dispersion of our galaxies would have to be ±0.61 mag if it were the sole cause of the observed correlation. However, the value measured by Jerjen et al. (2004) is only ±0.177 mag. Therefore, while a certain distance scatter is naturally unavoidable, we conclude that a significant intrinsic color scatter must be present for our galaxies, with a strong correlation between the different colors.
A further question that can be addressed with our data is whether the scatter of the CMR increases with decreasing luminosity. For example, Conselice et al. (2002 Conselice et al. ( , 2003 found a significant increase of the CMR scatter of early-type galaxies at magnitudes M B −15, roughly corresponding to M r −16 and thus to m r 15. In order to quantify how the scatter changes with magnitude in our data, we show in Figure 8 the ratio of the rms of the color residuals about the CMR to the rms of the color errors, binned to quartiles defined by the r brightnesses of our full sample (i.e., the four bins are separated at the previously defined bright reference magnitude, m r,bri. = 14.77, the median value, m r = 15.67, and the faint reference magnitude, m r,fai. = 16.51 mag). We use this "rms-ratio" in order to detect any real change in the scatter, i.e., one that is not caused only by increasing measurement errors at fainter magnitudes. The values shown were derived using the half-light aperture.
As can be seen from Figure 8 , neither the dE(N)s, the dE(nN)s, nor the full dE sample shows an increase in the CMR scatter at fainter magnitudes in any color. In contrast, the scatter increases in u − r with increasing brightness, and also does so in g − i for the brightest bin of the dE(N)s. A trend for the latter is also seen for the dE(nN)s in g − i: the second-brightest bin shows an increase, but the brightest bin contains too few objects to be reliable. These variations in the scatter can actually be seen qualitatively in Figure 1 , in particular the large scatter of the bright dE(N)s in g − i. We can only speculate that this could be caused by a larger spread in the stellar population properties of these objects, and that it might be in some way related to the potential break in dwarf galaxy structure discussed by Binggeli & Cameron (1991) at M BT ≃ −16. This magnitude corresponds to m B = 15.7 given their m−M = 31.7, and is thus roughly equivalent to m r = 14.7. We can certainly rule out a significant increase in the color scatter of the Virgo cluster dEs about the CMR down to m r ≈ 17 mag (below which our sampling becomes more sparse), i.e. M r ≈ −14 mag, in contrast to what Conselice et al. (2003) observed for early-type dwarfs in the Perseus cluster.
We further note that the overall scatter of the dE(nN)s is clearly larger than that of the dE(N)s in all colors except i − z (Figure 8) , again confirming the qualitative impression from Figure 1. For this, there might be a simple explanation: the color scatter of a sample of galaxies with a given spread in stellar population age will decrease with time. This can be illustrated using synthetic colors of a model stellar population that formed in a single exponentially declining (τ = 1 Gyr) peak of star formation, derived from population synthesis models of Bruzual & Charlot (2003) with a metallicity of [Fe/H] = −0.64 (see Section 9). We now consider the change in g − i color of this stellar population during 3-Gyr intervals from an age of 1.5 Gyr to 13.5 Gyr (our adopted look-back time to the first star formation in the Universe, see Section 9.1). In the first interval, i.e., from 1.5 to 4.5 Gyr, the g − i color reddens by 0.48 mag. In the next three intervals, it reddens by only 0.18, 0.07, and 0.03 mag, respectively. Therefore, the color spread of a sample of galaxies would, for a given age spread, be smaller for larger average ages. As we will show in the following section, the dE(nN)s exhibit somewhat younger stellar populations than the dE(N)s, thus providing a "natural" cause of the observed difference in CMR scatter. Similarly, this could account for the rather large scatter of the dE(bc)s in g − i that is seen in Figure 1. 9. STELLAR POPULATIONS 9.1. Population synthesis models We now attempt to use our color measurements for drawing conclusions about the actual stellar population characteristics of our galaxies. For this purpose, we construct several stellar population models, using the population synthesis code from Bruzual & Charlot (2003) . Following the recommendation of the authors, we use "Padova 1994" isochrones (Bertelli et al. 1994) , as well as a Chabrier initial mass function (IMF; Chabrier 2003) . We use the Bruzual & Charlot high resolution files, which rely on the STELIB spectral library in the wavelength range 3200−9500Å and on the BaSeL 3.1 spectral library outside this range (see Bruzual & Charlot 2003 , and references therein). All Bruzual & Charlot models were calculated with fixed metallicity, i.e., they do not take into account chemical enrichment. When adopting a concordance cosmology (H 0 = 71 km s −1 Mpc −1 , Ω m = 0.27, Ω Λ = 0.73), it is now 13.67 Gyr since the Big Bang (Wright 2006) . We thus assume that the first stars have formed ∼13.5 Gyr ago (also see Kashlinsky et al. 2007) , which is relevant for our model with constant star formation rate (see below). All of our models are constructed for three of the seven available metallicities, namely Z = 0. Firstly, we construct a commonly used model, namely a stellar population formed through a single peak of star formation that exponentially decays with time (illustrated in the top panel of Figure 9 ). We choose decay times of τ = 1 Gyr (the exp-1 model) and 2 Gyr (exp-2 model). The resulting model tracks are shown in the left column of Figure 10 in various color-color diagrams. The tracks are curves of constant metallicity, and span a range of ages, from 1 to 13.5 Gyr. Here, "age" means the time since the beginning of the star formation.
Secondly, we construct a model based on the study of Davies & Phillipps (1988) , who proposed a scenario for dE formation in which a dwarf irregular (dIrr) experiences several short intense bursts of star formation, during which it would appear as blue compact dwarf (BCD). These bursts would increase the initial metallicity and surface brightness of the dIrr, such that, after some time of passive evolution and fading, it would eventually appear as dE. Davies & Phillipps suggest ten bursts within a period of 1 Gyr, each one with a duration of 10 Myr. We thus construct a corresponding model (burst model) with 10 bursts of star formation, the tenth one occuring 0.9 Gyr after the beginning of the first one (middle panel of Figure 9 ). Each "burst" is a period of constant star formation rate (SFR) with a duration of 10 Myr. The corresponding model tracks are shown in the middle column of Figure 10 . Here, "age" means the time since the beginning of the first star formation burst.
Thirdly, we construct a model that is intended to represent the popular scenario of dE formation through infall of a late-type galaxy into the cluster (e.g. Moore et al. 1996) . The galaxy experiences a short period of enhanced star formation through gas compression and similar effects, and is then stripped of its remaining gas. This model (const-b100 model) is defined by a constant SFR since 13.5 Gyr ago, i.e., since the formation of the first stars within our adopted cosmology (see above). Star formation is subsequently boosted by a factor of 100 during a short period of 10 Myr, and is finally truncated (lower panel of Figure 9 ). The corresponding model tracks, shown in the right column of Figure 10 , are thus not tracks along different formation ages, but along different truncation times. The analogue to a young age in the exp and the burst models therefore is a recent truncation of star formation in the const-b100 model, whereas a larger age would correspond to a less recent truncation of star formation. Note that the model tracks shown for the exp and the burst models actually consist of all age points provided by Bruzual & Charlot (2003) (60 points or more), whereas the truncation times of the const-b100 model have only been calculated by us for the points shown in the figure, which we then simply connected by lines.
The reason for plotting the model tracks in various combinations of color-color diagrams (Figure 10) is to find out which combination of colors would come closest to breaking the famous age-metallicity degeneracy (even if this cannot be achieved entirely with only optical photometry at hand). In addition, we also need to take into account that the three bands g, r, and i provide the best S/N, whereas the S/N is a few times lower in z and almost ten times lower in u. Each color-color diagram basically relates a "blue" color (on the y-axis) to a "red" color (on the x-axis).
It can be clearly seen in Figure 10 that the agemetallicity degeneracy is very strong in the cases in which the r band is used in the red color -i − z therefore is the obvious choice, since it provides the reddest possible color. For the blue color, we first note that u − r does a better job in breaking the degeneracy than u − g, since the color ranges covered by the models are larger for the former, but the errors are similar, if not smaller, in u − r. However, given the considerably smaller errors, g − r is a useful alternative. We will therefore use both the u − r vs. i − z and the g − r vs. i − z diagram in our analysis in Section 9.2. As an aside, note that for the burst model, the tracks are somewhat less squeezed together in g − r vs. i − z than in u − r vs. i − z.
Before we proceed towards the application of our models, we briefly comment on possible variants of our models. The main effect of weakening or amplifying the final star formation burst in the const-b100 model is a shift towards less recent truncation times: in the case of no final burst and star formation being truncated 0.5 Gyr ago, the colors are similar to the const-b100 model and truncation occuring 1 Gyr ago, or to a model with a three times stronger final burst and truncation occuring ∼1.5 Gyr ago. Likewise, the dominating effect of a truncation of star formation in the exp models is a shift towards younger ages.
Comparison of models and data
It is generally difficult to directly compare average color values of different dE subsamples, since they are usually not sampled equally in luminosity, and thus already have different colors due to the correlation of color and magnitude. Therefore, we simply compare the color values of the linear fits to the CMR of each subsample, measured at the bright and faint "reference magnitudes", as defined in Section 6. This is shown in Figures 11 and  12 , along with the model tracks. In the left part of each figure, we use the u − r vs. i − z diagrams for comparison with the models, while the g − r vs. i − z diagrams are used in the right part. On each side, the respective left column shows the color values at the bright reference magnitude, while the right column shows the values at the faint reference magnitude. We also compare the colors measured within our three different apertures: the smallest symbol represents the small aperture, the largest symbol stands for the large aperture, so that gradients can be recognized. Models are shown as lines of constant metallicity in Figure 11 and as lines of constant age in Figure 12 . We note again that the CMRs of the dE(bc)s and dE(di)s are only constrained by a handful of data points at fainter magnitudes. The resulting color values should thus be taken with a grain of salt, at least at the faint reference magnitude.
We first focus on the color values at the bright reference magnitude. A systematic gradient can be seen for the dE(N)s, in the sense that the stars in the inner regions of the galaxies have on average higher metallicities and possibly also somewhat younger ages. A very similar trend was also found for low-mass early-type dwarfs in the Local Group (Harbeck et al. 2001 ). The dE(nN)s also show color differences with radius, but the direction of the gradient is not as well-defined as for the dE(N)s: in the u − r vs. i − z diagrams, the colors for the small and intermediate aperture would imply an almost equal metallicity but different age, whereas in the g − r vs. i − z diagrams they would suggest a roughly equal age. The colors within the large aperture correspond to a lower metallicity and older age as compared to the other apertures in both the u−r vs. i−z and g−r vs. i−z diagrams. For the dE(di)s, the colors within the large aperture also seem to hint at a higher age, but no clear gradient can be seen between the apertures. Again, this might be partly due to the only moderate sample size. The dE(bc)s seem to have higher metallicities in the outskirts than in the center -here, near-infrared photometry would be desirable to guarantee that the "red color" used in the diagrams is not affected by the light of the young stars that are present in the center.
The figures illustrate that, within our simplified framework of models, the stars of the dE(nN)s are, on average, either younger 6 than those of the dE(N)s, or of lower metallicity, or both. Unfortunately, the famous agemetallicity degeneracy prevents us from making a more definite statement, but in any case, the stellar population characteristics of dE(N)s and dE(nN)s differ. The dE(di)s appear to be on average slightly younger and/or slightly less metal-rich than the dE(N)s, a result that is more pronounced in the g − r vs. i − z than in the u − r vs. i−z diagrams. They are, however, older and/or more metal-rich than the dE(nN)s. Overall, the metallicities of the various subclasses lie at or below the track for [Fe/H] = −0.64 -however, care must be taken with absolute numbers, given the assumptions and simplifications on which the models are based.
At the faint reference magnitude, the differences between the subclasses are smaller, and no systematic gra-6 Note that this statement does not constrain the actual star formation history. If star formation began at the same epoch in both the dE(nN)s and dE(N)s, but lasted longer in the dE(nN)s, the stars of the latter would be younger on average. The same age difference could, however, be achieved if star formation began at a later epoch, but did not last longer than in the dE(N)s. dient within them can be seen. In the g − r vs. i − z diagrams the dE(nN)s still appear to be somewhat younger and/or less metal-rich than the dE(N)s, but the difference is smaller than at the bright reference magnitude, and it is even smaller in the u − r vs. i − z diagrams. There is still a tendency for the dE(nN)s to have lower metallicities and/or older ages in the outer regions than in the center, while for the dE(N)s, there is a slight reverse trend. However, we recall that the scatter in i − z at fainter magnitudes is rather large.
SUMMARY AND DISCUSSION
We have analyzed the colors of 413 Virgo cluster dEs by constructing color-magnitude relations (CMRs) for different dE subclasses and different local densities, as well as by comparing them to theoretical colors from population synthesis models of Bruzual & Charlot (2003) . We found significant differences between the CMRs of dE(N)s and dE(nN)s, as well as between the CMRs at low and high local projected densities. The models imply that the brighter dE(nN)s are younger than the dE(N)s and/or have lower metallicities. The dE(di)s are more similar to the dE(N)s, yet still seem to be slightly younger and/or less metal-rich on average. A significant intrinsic color scatter of the CMR is present. The color residuals about the CMR are correlated between different colors for the dE(N)s, and partly also for the dE(nN)s, such that a galaxy falling on the blue side of the CMR in one color also does so in the other color. We find no increase in the color scatter at fainter magnitudes down to m r ≈ 17 mag (M r ≈ −14 mag).
The dE(N)s are consistent with having a nearly "perfect" intrinsic correlation of colors, i.e., if the intrinsic u − r color of a dE(N) lies on the red side of the respective CMR, the same is true in almost all cases for the intrinsic i − z color. This is particularly interesting, since u−r is more sensitive to the age of the stellar population, while i − z is sensitive to metallicity. A simple, straightforward interpretation is that when the stars in a dE are on average older than the typical value at that dE's luminosity, then they are also more metal rich, and vice versa. Assuming a direct correlation between luminosity and galaxy mass, we can speculate that the intrinsic scatter of the CMR could, for a given initial mass, reflect a spread in star formation rate or in the efficiency with which gas is turned into stars, perhaps caused by environmental effects. Neglecting other possible effects, a higher SFR at a given initial (gas) mass would lead to stronger enrichment, i.e. to a higher metallicity, than a lower SFR. The gas would be consumed more rapidly, thus reaching the end of star formation earlier than with a lower SFR, and consequently yielding older stars on average.
Subclass colors and stellar populations
While we found in Section 6 that dE(nN)s and dE(N)s follow different CMRs, we then discovered in Section 7 that the CMR depends on environmental density. Since dE(nN)s and dE(N)s populate different density regimes (Paper III), we should compare the CMR of the dE(nN)s to that of the low-density subsample of dE(N)s: the median density of the latter is 1.18 (in units of the logarithm of the number of galaxies per square degree), and it is 1.20 for the dE(nN)s. In contrast, the median density of the full sample of dE(N)s is 1.37. However, the CMR of the low-density dE(N)s is still significantly different from that of the dE(nN)s in g − r and g − i; the probability for a common distribution is ≤0.1% for the half-light aperture. Likewise, the color difference between dE(N)s and dE(nN)s at the bright reference magnitude is 0.09 mag in u − r and 0.05 mag in both g − r and g − i, using the half-light aperture. This difference only changes by 0.01 mag in u − r and g − i and even less in g − r when considering only the low-density dE(N)s. Thus, the colors of the (bright) dE(nN)s do differ from those of the dE(N)s even if we allow for the different sampling in density.
The same test can be done for the dE(di)s: their densities (median value 1.18) are also much more comparable to those of the low-density dE(N)s than to those of the full sample. While the color difference between the dE(di)s and the full dE(N) sample at the bright reference magnitude is only 0.02 mag in u − r, 0.03 mag in g − r, and 0.04 mag in g − i, the statistical comparison of their CMRs yields significant differences (Section 6). This changes when we compare the dE(di)s to only the low-density dE(N) sample. Although the colors of the dE(di)s are still slightly bluer than those of the lowdensity dE(N)s, none of these differences is statistically significant. Whether or not this could indicate a close relation between dE(di)s and dE(N)s despite their very different shapes will be discussed in Section 10.2. Rakos & Schombert (2004) determined ages and metallicities for 91 dEs in the Coma and Fornax clusters, based on narrowband photometry. They derived ages above 8 Gyr for the dE(N)s, which they found to be about 5 Gyr older than the dE(nN)s. At least qualitatively, and in a relative sense, this would be consistent with our results. As for the metallicities, Rakos & Schombert found the dE(N)s to have lower metallicities than the dE(nN)s, conjecturing that "globular clusters and dEN galaxies are primordial and have metallicities set by external constraints such as the enrichment of their formation clouds." This is not in agreement with our results for the brighter magnitudes: there, we find the metallicities of the dE(N)s to be either similar (in the inner part of the galaxies, see Figure 11 ) or higher ( Figure 12 ) than those of the dE(nN)s. Due to the fact that the Virgo cluster is a dynamically less relaxed structure than the Coma and Fornax clusters, it would be particularly interesting to find systematic differences in the stellar content of their galaxy populations. However, it would be premature to conclude that the dE(nN)s and dE(N)s in Virgo behave inversely to those in the other clusters -the sample of Rakos & Schombert (2004) only comprises 10 dE(nN)s of the Coma cluster and 9 dE(nN)s of the Fornax cluster, and moreover, the dE(nN)s show a considerable color scatter in the metallicity-sensitive color i − z. Whether or not these issues can account for the differences needs to be analyzed in future work.
The question of whether our fitted CMRs would be consistent with being mainly a luminosity-metallicity relation can be qualitatively addressed by comparing the respective CMR values at the bright and faint reference magnitude in Figure 12 . Overall consistency with this interpretation is present for all subclasses, but we cannot exclude the additional presence of at least some age differences with magnitude. A general problem for the interpretation of the colors also is that the color values for some data points lie at "too large" an age, i.e., they fall above the age of the Universe for our model tracks. We thus need to emphasize again that many simplifications entered the calculation of these tracks, like the fact that the models are calculated at a fixed metallicity, or the rather simple star formation histories that we consider. All our interpretations of observed dE colors are always done within this simplified framework of stellar population models.
The minimum number of formation scenarios
On the basis of our observational analyses presented here and in the previous papers of this series, we now attempt to answer the question of how many different dE formation mechanisms there must be at least in order to explain the diversity of dE subclasses. To start with, how confident can we be that the (flat) dE(di)s do not belong to the same intrinsic (sub-)class as the (round) If disk substructure, like spiral arms or bars, could only occur in the flattest dEs, due to, e.g., the kinematical configuration of these objects, we would have automatically selected only intrinsically flat galaxies in our search for disk features (Paper I), and would obviously have found their flattening distribution to be consistent with disk galaxies. The fact that these show no central clustering could then be explained, for example, by the much stronger tidal heating that a galaxy experiences in denser regions of the cluster, leading to an earlier destruction of disk features (cf. Mastropietro et al. 2005) . Similarly, if dE(N)s and dE(di)s originated from a morphological transformation of infalling late-type spirals through galaxy harassment (Moore et al. 1996) , one could imagine that the amount of transformation depended on how close the encounters with massive galaxies were that led to it -and the probability for close(r) encounters is obviously higher in the cluster center, leading to rounder objects without disk features.
Why, then, are there almost no fainter dE(di)s? While we concluded in Paper I that we most likely missed a significant amount of dE(di)s at fainter magnitudes due to our detection limits, we also argued that the true number fraction does decrease when going to fainter objects. As a possible explanation, we can speculate that disk substructure might be more likely to occur in more massive galaxies, possibly connected to the presence of a certain amount of rotational velocity. These qualitative considerations demonstrate that dE(di)s and dE(N)s could, in principle, have formed through the same formation process, keeping our counter of necessary dE formation mechanisms at 1 for the moment.
Could the dE(nN)s be also related to the dE(N)s and be formed by the same process? At least for the bright subsamples, the colors of dE(nN)s and dE(N)s differ significantly, indicating younger average stellar ages of the dE(nN)s, or lower metallicities, or both (Section 9). This still holds true even when the different density distributions of dE(nN)s and dE(N)s are accounted for (Section 10.1). One might thus conjecture that the dE(nN)s simply formed more recently. The significantly flatter shapes of the bright dE(nN)s could then possibly be explained in the sense that they still need to experience several (further) encounters with massive galaxies, leading to further morphological transformation. One would, though, need to invoke another assumption, namely that the faint dE(nN)s, which are already significantly rounder than the bright dE(nN)s, were much more affected by the first tidal encounters, while the bright dE(nN)s were able to partly preserve their initial shape 7 -this could possibly be explained by the difference in mass.
Another requirement of this scenario would be that the distribution of dE(nN)s within the cluster, which is not centrally concentrated at all (Paper III), would need to shift towards significantly larger local densities within the next few Gigayears, in order to be similar to the distribution of today's dE(N)s. However, Conselice et al. (2001) derived a two-body relaxation time for the Virgo dEs of much more than a Hubble time. Even violent relaxation, which probably only applies for the case of infalling or merging groups, would take at least a few cluster crossing times t cr , with t cr ≈ 1.7 Gyr for Virgo (Boselli & Gavazzi 2006) . It thus seems difficult to reconcile these numbers with the required dynamical process.
A further, obvious point is that nuclei would need to form soon in the dE(nN)s. Perhaps nuclei are currently being formed in the centers of the dE(bc)s where we are witnessing ongoing star formation (Paper II). Such a scenario would lead to nuclei whose stars were clearly younger than the vast majority of their host galaxies' stars. This would, however, be hardly consistent with the results of Côté et al. (2006) , who found "old to intermediate-age populations" of dE nuclei, and of Lotz et al. (2004a) , who measured similar colors of nuclei and dE globular clusters. An alternative would be that most nuclei form through coalescence of globular clusters (e.g. Oh & Lin 2000) . Yet in neither case do we find an explanation for why the ratio of nucleated and non-nucleated dEs should increase strongly with luminosity if the latter were the immediate progenitors of the former.
Taken together, our observational results do not allow to explain dE formation with less than two different processes. We thus conclude by repeating the statement of van Zee et al. (2004), "we caution against single-channel evolutionary scenarios." Early-type dwarfs are not a homogeneous class of objects, and we strongly recommend to separately analyze the properties of dEs belonging to different subclasses in any future study of dEs.
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APPENDIX A. THE PETROSIAN UNCERTAINTY
The uncertainty in the determination of the Petrosian SMA is difficult to estimate, and even more so the subsequent uncertainty in the total r band flux and the corresponding half-light SMA. Apart from proper masking of neighbouring or blended objects -which we assume to have been done sufficiently accurately -the determination of the Petrosian SMA is strongly affected by a possible over-or underestimation of the sky level. Should the sky level be overestimated, as is the case in the measurements of the SDSS photometric pipeline (see Lisker et al. 2005 ), the Petrosian SMA will be underestimated, and vice versa. Thus, in the case of a sky level overestimation, the total galaxy flux will be underestimated due to both the sky flux oversubtraction and the lower-than-actual Petrosian SMA within which the flux is measured. We thus assume the "Petrosian uncertainty" to be of the same order as the sky level uncertainty (see Section 4), which we therefore simply count twice in our calculation of total errors. The Petrosian uncertainty is not directly relevant for the calculation of a color value of a given galaxy from the flux values of two bands, since the aperture used is the same for both bands, independent of whether its size was under-or overestimated. However, it is relevant for comparing the color values of two different galaxies, since for one of them, the half-light SMA might have been underestimated, but overestimated for the other. In order to obtain a conservative error estimate for the colors, we therefore decided to take into account the Petrosian uncertainty in the same way as for the r band total flux, even if this might be somewhat too pessimistic.
B. STATISTICAL COMPARISON OF TWO COLOR-MAGNITUDE RELATIONS
Here we elaborate in more detail on our method of statistically comparing two given color-magnitude relations (Section 5.2). Obviously, one would consider two CMRs to be different if either their slopes, their zeropoints, or both were significantly different from each other. Unfortunately, our method of linear fitting described in Section 5.1 does not yield errors on these parameters -but even with a method that would yield formal errors, like least-squares fitting, it is often the case that these errors are not realistic (Press et al. 2002) . The alternative to comparing the fitted lines would be to compare the two underlying datasets directly. However, here we face the problem that these might have different average magnitudes, like, e.g., the dE(N)s and the dE(nN)s. For example, for two given datasets that follow exactly the same CMR but probe different magnitude regimes, a two-dimensional K-S test would yield a probability of zero that the datasets have the same underlying distribution, simply because they are significantly different in the magnitude-dimension. This is clearly not the sort of test we want to perform.
Given the above considerations, we decided on an approach that combines a comparison of both the data points and the fitted lines of two datasets A and B. First, we compute the color residuals of the data points A and the data points B about the CMR A. This gives us two distributions of a single parameter, namely the residual about the CMR A, independent of magnitude. We can now compare these two distributions with each other through a (one-dimensional) K-S test, which compares the cumulative distributions, and through a Student's t-test for unequal variances, which compares the means of the distributions. We then compute analogously the residuals of the data points A and B about the CMR B. For the K-S test, we take the average of both values of the K-S statistic D (which is the maximum difference between two cumulative distributions, see Press et al. 2002) , and compute our final probability from it. For the t-test, we simply use the larger of the two probabilities as our final probability.
The K-S test has the advantage that it is sensitive to different distributions around the CMR, even if the mean of both was zero, e.g. if both CMRs had different slopes but crossed each other at the middle data point. The Student's t-test for unequal variances has the advantage of taking into account the scatter of each dataset around the mean, which implicitly includes the measurement errors. Note that the goodness of the linear fit is only taken into account implicitly to a small extent: if one of the two linear relations was a rather bad fit or was based on a small sample with large scatter, this would partially be counterbalanced by the inverse comparison with the other CMR. If, however, both linear fits were rather weakly defined, the resulting probabilities might not be too useful.
C. THE SCATTER OF THE COLOR-MAGNITUDE RELATION
In order to obtain a rough estimate of the true scatter of the CMR (i.e., that is not caused by measurement errors), we can compare the observed scatter with our measurement errors. The respective values are given in Table 1 : the column "rms" gives the root mean square of the color residuals about the linear fit to the CMR, while the column "E-rms" gives the root mean square of the errors. If the observed scatter was solely due to measurement errors, these two values should be similar, at least for the larger (i.e., statistically robust) dE subsamples. The ratio of the two values, which is given in the last column of the table, is thus an indirect measure of the true scatter; we refer to it as the "rms-ratio". The true scatter can be a combination of an intrinsic color scatter and a distance spread; we shall consider the latter at the end of this section.
We first note that for most CMRs, the rms-ratio increases with aperture size. As for a possible intrinsic color scatter, it can hardly be deduced whether, and how strongly, it increases from the inner to the outer parts of the dEs. As for our measurement errors, we know that they consist of one part that remains constant with aperture size, namely the error on the photometric calibration zeropoint ("calibration uncertainty", see Section 4), and another part that increases with aperture size, namely the S/N uncertainty and the sky level uncertainty. It thus appears likely that an overestimation of the calibration uncertainty causes, at least partly, the observed increase in the rms-ratio with aperture size: due to this uncertainty, the measurement errors do not approach zero with increasing S/N, but instead reach a finite value. If this value -which is provided directly by the SDSS for each color -would be overestimated, the rms-ratio would fall below a value of 1 for high-S/N measurements, which is indeed the case for some of the small-aperture CMRs, like e.g., for the bright dE(N)s in i − z. Again, we are not able to tell how much of the increase in the rms-ratio is an intrisic effect, but the above considerations suggest that the photometric calibration might be at least somewhat better than estimated.
We now attempt to derive an estimate for how large the true scatter is with respect to our measurement uncertainties, i.e., which of the two dominates the observed scatter. Given the above findings, we focus only on the rms-ratios for the large-aperture CMRs, in order to not underestimate the true scatter. When we consider only the larger dE subsamples, i.e., the bright and faint dE(N)s, the faint dE(nN)s, and the full samples of dE(N)s, dE(nN)s, and all dEs, we find that the rms-ratio always lies between 1.3 and 2. With the simplifying assumption that the rms of the true scatter and the rms of the measurement uncertainties add quadratically to yield the observed rms, these values would imply that the rms of the true scatter lies between 0.8 and 1.7 of that of the measurement uncertainties.
We now attempt to estimate how the fraction of galaxies within the different quadrants ( Figure 7 ) would be distributed given a perfect correlation plus measurement errors. With "perfect correlation", we mean that each galaxy falling on one side of the CMR in one color falls on the same side of the CMR in the other color. We only care about the direction of the color offset, i.e., the sign of the residual, not about its absolute value. In the following, we describe for the correlation of u − r vs. g − i how we simulate a CMR scatter. This simulation is done in the same way for the other color pairs.
In order to keep our approach simple, yet still instructive, we refrain from choosing a certain analytic model distribution for the true scatter of u − r and g − i. Instead, we adopt the observed distribution of color values as one possible example for a true distribution. To guarantee that a given galaxy falls on the same side of the CMR for both colors, simulating a perfect correlation, we assign to the g − i residual of each galaxy the sign of its corresponding u − r residual (but keep its absolute value). This represents our simulated distribution of true 8 residuals. For simulating the distribution of measurement uncertainties, we use again the observed distribution of color residuals, but redistribute these values randomly among our galaxies, and assign them random signs. We then add these values to the simulated true residuals, thereby yielding simulated observed residuals. Note that in this case, the rms of the true scatter and of the measurement uncertainties are obviously equal, since we used the same absolute values. This can be altered by multiplying the simulated true residuals with a certain factor.
The simulation was performed for the full dE sample (excluding dE(bc)s), and was repeated 1000 times for all three independent color pairs (i.e., u − r vs. g − i, u − r vs. i − z, and g − r vs. i − z). We chose the rms value of the true scatter to be 0.8 and 1.7 times as large as the rms of the measurement uncertainties in order to test our values deduced above. For simplicity, we term these two cases the "0.8-case" and "1.7-case", respectively. For u − r vs. g − i, the resulting median fraction of galaxies within the upper right and lower left quadrants is 63% for the 0.8-case, and 72% for the 1.7-case. For both u − r vs. i − z and g − r vs. i − z, the corresponding values are 62% and 72%. Our observed value for u − r vs. g − i (70%) lies between the two simulated cases and closer to the 1.7-case. For u − r vs. i − z, the observed value is 60%, and for g − r vs. i − z, it is 59% -both values are only slightly below the simulated 0.8-case. These results confirm that our galaxy colors can well be explained by a true scatter within the range deduced above, and that the dEs, or at least the dE(N)s, are consistent with exhibiting a strong correlation of color residuals between different colors.
We now need to investigate whether part of the scatter of the CMR could be caused by a spread in distance, which would lead to a certain scatter in magnitude, and would thus contribute to the scatter of the CMR. We concentrate on the CMR of the dE(N)s in g − i for the large aperture. Here, the rms of our measurement errors is 0.034 mag (Table 1) . Assuming the 0.8-case, the true rms scatter woud be 0.027 mag. The slope of the CMR is −0.044 (Table 1) . Consequently, a scatter of ±0.027 mag around the CMR would mean a scatter of ±0.61 mag in the distance modulus, or +5.14 −3.88 Mpc at our adopted Virgo cluster distance of 15.85 Mpc (m − M = 31.0 mag). Such a huge (rms!) scatter is at variance with the observations - Jerjen et al. (2004) deduced a true dispersion in distance modulus of ±0.177 mag, corresponding to +1.35 −1.24 Mpc (when using our distance modulus). When we adopt this observed value as rms distance scatter, the resulting color scatter for the CMR in question is ±0.008 mag. While this is rather small, it is nevertheless almost one third of the inferred true scatter in the 0.8-case (see above). However, the rms scatter from different uncertainties does most likely not add linearly -if the "distance uncertainty" was added quadratically to the intrinsic color scatter, it would have a very small effect only. In any case, while a small but finite distance scatter is naturally unavoidable, we conclude that a significant intrinsic color scatter must be present for our galaxies, with a strong correlation between the different colors. Note. -"rms" is the root mean square of the color residuals about the linear fit, "E-rms" is the root mean square of the color errors, and "Ratio" is the ratio of rms and E-rms. Clipped data points are not taken into account in the calculation of the rms. Note. -The CMRs of a pair of dE subclasses (1st and 2nd column) are compared for a given color (3rd column) and aperture (4th column). Probabilities for a common underlying distribution are derived from a K-S test (5th column) and a Student's t-test for unequal variances (6th column); see text for details. The corresponding CMRs for the intermediate aperture are shown in Figure 1 . . The left column shows our exp model, i.e., a star formation peak that exponentially declines with a decay time of τ = 1 Gyr (solid lines) and 2 Gyr (dotted lines). The middle column shows our burst model, i.e., 10 short bursts of star formation occuring within 1 Gyr. For both the exp and the burst models, each model track reaches from an age of 1 Gyr (lower end, typically outside the plotting range) to 13.5 Gyr (upper end). Ages are marked at 4.5, 7.5, 10.5, and 13.5 Gyr with filled squares or filled circles (exp-2 model). For the burst model, we give another age mark at 1.5 Gyr (filled diamond). The right column shows our const-b100 model, i.e., constant star formation that is truncated at a certain epoch, including a final burst (see Figure 9 ). For this model, the model tracks actually are simply lines that connect the data points for a truncation of star formation that, from bottom to top, occured 0.5, 1, 2, 3, 5, and 7 Gyr ago. Figure 10 ) are shown for the exp models (top row), the burst model (middle row), and the const-b100 model (bottom row). Figure 11 , but with model tracks now being lines of constant age (instead of constant metallicity). For the exp and the burst models, the tracks represent ages of 4.5, 7.5, and 13.5 Gyr. For the const-b100 model, the tracks connect points of constant truncation times, namely 1, 3, and 7 Gyr ago.
