It has been more than 40 years since Blalock (1964) noted the distinction between what he called "cause" (formative) and "effect" (reflective) indicators of latent variables, and three decades since the academic literature recognized that some SEM measurement models don't fit classical test theory's assumptions about the direction of causality of the relationships between constructs and their indicators (Bagozzi 1981; Fornell and Bookstein 1982) . Since that time, interest in modeling constructs with formative indicators has significantly increased in the business, social science, and information systems literatures (e.g., Bollen 2007; Cenfetelli and Bassellier 2009; Diamantopoulos and Papadopoulos 2010; Diamantopoulos et al. 2008; Diamantopoulos and Winklhofer 2001; Edwards and Bagozzi, 2000; Jarvis et. al. 2003; Law and Wong 1999; MacKenzie et al. 2005; Marakas et al. 2007; Petter et al. 2007) , and an increasing number of academic studies are incorporating these types of measurement models in their substantive investigations. However, recently researchers in a variety of disciplines (Franke et al. 2008; Howell et al. 2007; Kim et al. 2010 ) have raised questions surrounding the correct conceptualization and operationalization of formative indicator measurement models.
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In this context, the articles by Jarvis et al. (2003) and MacKenzie et al. (2005) were written with several goals in mind. In these articles we attempted not only to illustrate the extent of measurement model misspecification in our literatures and the potential consequences of such misspecification but, more importantly, to provide needed guidance to researchers about how to (1) determine which type of measurement model is conceptually appropriate, (2) develop and purify scales using formative indicators, and (3) specify structural equation models incorporating these composite latent variables.
Others have expanded on this work, including Petter et al. (2007) , Cenfetelli and Bassellier (2009) , and Kim et al. (2010) in the IS literature specifically. Aguirre-Urreta and Marakas now have continued this discussion with an investigation of just one of the many potential negative consequences of measurement model misspecification-specifically, the potential for bias in structural parameter estimates. They make the argument that, since standardized parameter estimates do not show the same extent of bias as do unstandardized estimates in a misspecified measurement model, the current belief in the negative consequences of misspecification is unwarranted. Although we find there are many areas of agreement between our work and that of Aguirre-Urreta and Marakas, we disagree wholeheartedly with their conclusion. Therefore, we would like to take this opportunity to highlight our points of agreement, as well as offer some alternative insights on the points upon which we disagree. We also will outline some additional implications of misspecification that we believe Aguirre-Urreta and Marakas have overlooked.
First and most importantly, we fully agree with AguirreUrreta and Marakas that, regardless of whether or not mea-1 Joseph Valacich was the accepting senior editor for this paper. surement model misspecification biases structural parameter estimates, it is essential that researchers correctly specify their measurement models to match their theoretical conceptualizations. As Aguirre-Urreta and Marakas (p. 134) state, Great care should be taken when interpreting our results. Our findings should not be taken to indicate that proper construct specification is not importantmuch to the contrary. To the extent that the ultimate goal of researchers is to better model the theoretical relationships underlying patterns of manifest variables, then certainly properly specifying causality relationships between components of a theory is central to such a goal. Moreover, and although not generally discussed, properly understanding the direction of causality has major implications for researchers interested in the development of interventions or manipulations of those constructs of interest. The definition of the construct itself, as well as its nomological network, are impacted when defined by one specification or the other. While we do not challenge the conclusion that misspecification is a major issue in the information systems discipline, we believe there is much to be gained from a clear and accurate perspective on the magnitude of its consequences, and why those occur.
We also agree with the authors' last statement in this quotenamely, that an accurate perspective on the magnitude of the consequences of misspecification is critical. However, we disagree that the magnitude of bias in the structural parameter estimates fully captures all of the important consequences of misspecification. In fact, we believe it fails to even address the most important consequences of misspecification. Therefore, we next outline and discuss four critical consequences of measurement model misspecification, including but not limited to the effect of measurement model misspecification on standardized and unstandardized structural parameter estimates.
Consequences for Construct Validity
Before we can consider the impact of measurement model misspecification on a structural model, we must consider its effect on construct validity. A measurement model is a set of theoretical hypotheses about both the conceptual meaning of a latent construct and its relationship to its measureshypotheses that are just as critical to the validity of a research study as those pertaining to the relationships between the latent constructs in a structural model (Bagozzi 1984; MacKenzie 2003) . For any construct, the goal of the item generation process is to develop a set of items that faithfully captures all of the essential aspects of the construct domain. As noted by Diamantopoulos and Siguaw (2006) , this is true regardless of whether the measures are viewed as formative or reflective. In addition, in instances where the construct has multiple distinct facets or subdimensions, one also must consider how the subdimensions relate to the higher-order construct. This primarily is a conceptual issue, not an empirical one. It is essential to specify the relationships between the indicators of these subdimensions-and especially the relationships between the subdimensions and the higher-order latent construct-in a manner that is consistent with the conceptual definition. Decisions about the nature of these relationships (i.e., formative or reflective) should be based on a number of important conceptual considerations, which, if ignored, result in a conceptually misspecified measurement model (Bollen and Lennox 1991; Edwards and Bagozzi 2000; Jarvis et al. 2003; Law and Wong 1999; Law et al. 1998 , MacKenzie et al. 2005 . The use of a conceptually misspecified measurement model will undermine validity not only because it influences estimates of the effects of the focal construct on other constructs, but also because it fundamentally misrepresents the relations between the indicators and the focal construct. This is crucial because, as noted by Bagozzi (1984, p. 14) , Without consideration of the relationships between theoretical and empirical concepts, it is not possible to assess the meaning of one's terms in a theory. Closely related to this is the problem of construct validity….Construct validity is the extent to which an operationalization measures the theoretical concept which it is intended to measure. It thus depends on the definitional and theoretical meaning of the concept, the behavior of its measurements, and the semantic and syntactic relationships between the two. Our ability to detect true empirical generalizations and interpret them as evidence of underlying nonobservational propositions is dependent fundamentally on construct validity and the relationships between theoretical and empirical concepts. Failure to specify correspondence rules and employ valid measurements of concepts in our theories not only creates a lacuna between theory construction and hypothesis testing but prevents one from addressing the degree of confirmability or falsifiability of theories.
Although they do not emphasize this point in their paper, Aguirre-Urreta and Marakas (p. 124) make a statement that is consistent with this perspective when they write: "Research on the proper specification of constructs is still of critical importance to uncover the true relationships between variables and their structure." Thus, we are in agreement that a proper specification of the conceptual relationships inherent in the measurement model is critical, whether or not the choice of specification affects structural parameter estimates.
Measurement model misspecification also can result in the misapplication of scale purification procedures that would have additional serious consequences for the content validity of our scales. As noted by a number of authors (Bollen 1984; Bollen and Lennox 1991; Diamantopoulos et al. 2008; Diamantopoulos and Winklhofer 2001; Jarvis et al. 2003) , attempting to force a reflective indicator measurement model on a construct that is more appropriately conceptualized as having formative indicators is likely to lead to the discarding of items with low item-to-total correlations. This is a problem because internal consistency reliability is not an appropriate standard for evaluating formative indicators (Bollen and Lennox 1991) . In fact, it is entirely possible (although not necessary) for formative indicators to be completely uncorrelated. In this situation, removing items that don't correlate positively and strongly with other items is likely to result in omitting unique (but critical) parts of the construct domain, thus culminating in a set of measures that is deficient. Clearly, if a latent construct's indicators do not adequately capture the conceptual domain of the construct, there is little value in examining how it relates to other constructs in a structural model.
In addition, the above-identified problems resulting from measurement model misspecification also could affect the publishability of research studies in academic journals, and the amount of attention paid in the literature to certain types of constructs. For example, if reviewers fail to recognize the distinction between formative and reflective measurement models, it is likely that studies using constructs appropriately modeled as having formative indicators may be rejected in the review process because the reviewers may insist on high internal consistency reliabilities and require a reflective indicator measurement model to fit the data. Similarly, if researchers fail to recognize the distinction between formative and reflective measurement models, they may abandon or discard research projects before submitting them for review, simply because they are unable to force the data to fit a reflective indicator measurement model that, in reality, may be inappropriate. The end result may be that some constructs are neglected in the literature because their indicators do not conform to a conceptually inappropriate (i.e., reflective) measurement model, or-perhaps even worse-they may be published with severely restricted construct domains.
Aguirre-Urreta and Marakas (p. 134) seem to understand this potential when they state: "Note we are not claiming here that a researcher can merely change the direction of the relationship between latent and manifest variables and obtain the same results." However, they do not explicitly acknowledge the potential for misspecification to damage construct validity and the extension of that damage forward onto our understanding of critical theoretical concepts in our literatures. In fact, they continue that sentence by saying, "rather, that the bias…due to this change is limited." We would argue that although the bias to some standardized structural parameter estimates might be limited depending on several factors (including the position of the focal construct within the structural model and the level of intercorrelation between indicators), the negative consequences for the valid conceptualization and operationalization of critical theoretical concepts in our literature are unrelated to any potential bias in a structural model's parameter estimates.
Consequences for Model Fit Assessments
Moreover, focusing solely on the bias in structural parameter estimates also ignores the impact of measurement model misspecification on our overall assessment of the goodness of fit of the structural models themselves. Before hypotheses can be tested or path estimates evaluated, the fit of the model should be evaluated. As demonstrated in MacKenzie et al. (2005) , the fit statistics of a structural model can be significantly biased by misspecification in the measurement model. We found that if a formative indicator measurement model is misspecified as reflective, the most commonly relied-upon fit statistics-for example, comparative fit index (CFI), goodness-of-fit index (GFI), root-mean-square error of approximation (RMSEA), and standardized root-mean-square residual (SRMR)-can be extremely biased, depending on the location of the misspecified construct within the structural model, the sample size, and the inter-item correlations. Specifically, we found errors of inference as great as 16 percent on common fit statistics in which a correctly specified model was falsely rejected as being inconsistent with the data, and errors of inference in situations in which a misspecified model was falsely judged to fit the data ran as high as 100 percent for the CFI, GFI, and SRMR, and as high as 94 percent for the RMSEA.
These findings have important consequences for our overall evaluation of a structural model. That is, a researcher could be misled by the fit statistics, falsely judging that a misspecified model fits the data well; or vice versa, falsely rejecting a correctly specified model. In the first case, the results of the model and its hypotheses could be used to make predictions about relationships among variables that, in reality, aren't supported by the evidence. In the second case, good data might be thrown away and valuable findings lost.
In either case, these consequences of misspecification of a single construct in a measurement model also can extend into adversely affecting the publishability of a particular piece of research. That is, "bad" models may get published, while "good" ones are rejected or abandoned early in the model testing process. In either case, these errors of inference have implications for the quality of evidence of the models in our literature.
Consequences for Structural Parameter Estimates
We also agree with Aguirre-Urreta and Marakas that misspecification of a measurement model can sometimes result in substantial bias in the model's structural parameter estimates, and this bias appears not only in the unstandardized estimates (as demonstrated in our work), but also in the standardized estimates as reported by Aguirre-Urreta and Marakas. As Aguirre-Urreta and Marakas demonstrate in their results, the misspecification of a formative construct can result in a relative bias in the standardized estimates ranging between -29 percent and -68 percent (for the path linking ξ 1 to η 1 in their Model 2, in which the misspecified construct is placed in the endogenous position). Such bias would be considered substantial by any standards.
In addition, Aguirre-Urreta and Marakas also report relative bias amounts of as much as 5 percent (for the paths from η 1 to η 2 and η 1 to η 4 in Model 2) and as much as 7 percent (for the paths from ξ 1 to η 1 and ξ 1 to η 3 in their Model 1 in which the misspecified formative construct is placed in the exogenous position in the structural model) when the correlations among the formative indicators are low (as will often be the case). These values also are noteworthy, based on widely accepted standards used in other simulations testing for bias in parameter estimates in structural equation models. Indeed, Hoogland and Boomsma (1998) argue that relative bias greater than 5 percent is unacceptable, and many others have adopted this standard in their simulation studies (e.g., Chen et al. 2010; Cheung 2007; Leite 2007 ).
However, we strongly disagree with Aguirre-Urreta and Marakas' fundamental assertion that the standardized estimates are the "right" values to consider when investigating bias due to misspecification. They support their assertion with the statement (footnote 3, p. 126) that: "Standardized parameters figure prominently in applied research," and cite such evidence as the fact that rules-of-thumb for proxy measures of construct validity recommend standardized estimates greater than 0.70, and that the software package PLS only reports standardized estimates. As a result, they conclude (p. 127) that the "key" to interpreting their results …is to remember that relationships in unstandardized form are expressed in a metric that is dependent on the particular estimated variances for the factors involved, whereas those expressed in standardized form have been rescaled to make the variances of all latent and manifest variables equal to one.
However, although standardized estimates are appropriate for comparing the relative influence among a set of predictors within a single sample, they are not appropriate for comparing differences in influence across different samples. In many respects, our disagreement with them on this issue is a revival of a long-standing debate in the research literature about whether it is better to use unstandardized or standardized estimates for comparisons of effects across samples. AguirreUrreta and Marakas' simulation procedure-and that of Jarvis et al. (2003 and MacKenzie et al. (2005) -contrasts the average effect of one construct on another from literally thousands of samples for which the measurement model is correctly specified, to the average effect from thousands of samples for which the measurement model is incorrectly specified. Thus, both analyses are fundamentally based upon comparisons of the estimates of the effect of one construct on another across samples. Many researchers (Alwin 1988; Blalock 1964; Borhnstedt 1969; Duncan 1975; Greenland et al. 1991; Greenland et al. 1986; Kim and Mueller 1976; King 1986; Schumacker and Lomax 2004) have argued that it is misleading to compare standardized estimates across samples because the standardization procedure implicitly equates the variances of the latent constructs across these samples and there is no reason to believe that these variances would be equal. This happens because the standardization process transforms the variances of the constructs to the same value of 1, which implicitly equates theses variances across the samples. In the specific case at hand, this is a particularly serious problem because we know that the variances of the constructs are not equivalent across samples because the manipulation of the measurement model specification altered the variance of the correctly and incorrectly specified constructs (Law et al. 1998) . It is for precisely this reason that so many researchers (such as those cited above) have argued that standardized estimates should not be used for cross-sample comparisons of parameter estimates, and that unstandardized estimates should be used instead. Indeed, this recommendation is consistent with current modeling practice in the SEM literature whenever measurement or structural model estimates are compared across samples (see Byrne et al. 1989; Byrne and Stewart 2006; Cheung and Rensvold 1999; Diamantopoulos and Papadopoulos 2010; Steenkamp and Baumgartner 1998; Vandenberg and Lance 2000) , and with recent recommendations by several authors in the metaanalysis literature (see Baguley 2009; Cummings 2004) . It is also consistent with the recommendations of Alwin (1988, pp. 19-20, emphasis in original) , who noted that, The conventional logic governing the choice of metric for variables or the scaling of coefficients in structural equation models is usually given as follows. In order to compare the effects of variables in a given equation or set of equations in terms of their relative importance, one refers to coefficients for variables scaled in a common metric, typically variables scaled to have a standard deviation of unity, that is, standardized coefficients….By contrast, when the objective is to compare the magnitudes of coefficients for a given variable in equations specified in different populations, the general practice is to compare the regression coefficients in their original metric, rather than to rely on standardized units. Differing magnitudes of coefficients reflect both the units of measurement and the sizes of effects, and because the magnitudes of such standardized coefficients are clearly dependent upon within-population variances, and to the extent these vary significantly across populations/subpopulations, it is generally thought that the unstandardized values are the more stable and therefore the more appropriate.…As the discussion above suggests, it is not simply because these metric coefficients are unaffected by interpopulation differences in variation that they are of value for this purpose, as is often supposed. The rationale in fact is different: structural coefficients are often assumed to be invariant reflections of the causal processes generating the distributions and joint distributions of the variables.
In view of the clear consensus in the research literature that it is better to compare unstandardized than standardized structural estimates across samples, we believe that AguirreUrreta and Marakas are wrong to assert that standardized estimates should have been used in Jarvis et al. (2003) and MacKenzie et al. (2005) . In addition, we find the arguments they provide in support of their position to be unpersuasive for several reasons.
First, it is true that the unstandardized parameter estimates produced by researchers using "real data" will be influenced to some unknown extent by the probability that the specific non-zero values used to set the metric for the latent constructs differ from the true population values for that item loading. However, the estimates produced in our Monte Carlo simulations specifically controlled for this additional source of bias by choosing a value to set the metric in the estimated models that exactly matched the true population value for that item loading. Thus, we know that the estimates of bias due to measurement model misspecification that we reported in our 2003 and 2005 articles did not include any additional bias due to the choice of value for setting the metric, and the implications for the effects of measurement model misspecification on the unstandardized parameter estimates are exactly as we described.
Second, there is no evidence that Aguirre-Urreta and Marakas' estimates of bias (which are based on the standardized estimates) are any more accurate than those using unstandardized estimates. Indeed, they are likely to be less accurate because the standardization procedure equates the variances of the latent constructs across the samples even though they are known to differ (Law et al. 1998) .
And finally, their argument is unpersuasive because the scaling problem is common to every single latent construct model, regardless of whether the constructs have formative or reflective indicators. Indeed, by their logic, if this problem makes it inappropriate to use unstandardized estimates as the basis for hypothesis tests in our study, then it would also be inappropriate to use unstandardized estimates for hypothesis testing in every other study. This, of course, would be inconsistent with the recommendations of most SEM textbooks, software manuals, and experts, including Bentler (1995) , Bollen (1989) , Jöreskog and Sörbom (1993) , MacCallum and Browne (1993) , and Schumacker and Lomax (2004) , among many others. Consequently, we don't believe Aguirre-Urreta and Marakas' conclusion is warranted.
Consequences for Hypothesis Testing
Aguirre-Urreta and Marakas state in their opening paragraph (p. 123), When attempting to empirically test their theoretical propositions, researchers must find ways to make these constructs manifest in order to ascertain whether the expected relationships among them hold as predicted by the proposed research model. We couldn't agree more. This is the crux of the issue. The most important consequence of measurement model misspecification is not the bias in the structural estimates we report, but rather the erroneous conclusions we draw from our models. Regardless of whether standardized or unstandardized estimates are the "appropriate" choice to report in a statistical analysis, the fact remains that hypotheses about the relationships between constructs generally are tested using the values of the unstandardized estimates and their standard errors. Thus, any bias in either or both of those two values, as demonstrated in our and others' work, would potentially bias the theoretical conclusions we draw from our data.
Aguirre-Urreta and Marakas seem to assume that our original argument was that researchers should only care about measurement model misspecification if the misspecification causes bias in the structural parameters. For example, they state (p. 124) "in several of these articles, Monte Carlo simulations were used to illustrate the deleterious effects of construct misspecification on the estimation of structural parameters of interest." Although it certainly is true that we reported the effects on structural parameters, our focus was not on the biases in the estimates themselves, but rather on the implications of such biases on drawing accurate conclusions from structural models. As we stated in our original work, "as demonstrated by our simulation, the failure to correctly specify the measurement model can lead to different conclusions about the empirical relationships between latent constructs" (Jarvis et al. 2003, p. 216) . Our primary goal never was to determine the precise impact of misspecification on the magnitude of a specific path value, or on the relative influence of a set of predictor variables. Rather, our goal always has been to investigate the impact that measurement model misspecification has on the testing of hypotheses about the causal relationships among constructs, and on the evaluation of structural models of those relationships.
Conclusion
Aguirre-Urreta and Marakas appear to take umbrage with the suggestion of our work, and that of Petter et al. (2007) , thatbecause of the substantial proportion of misspecified models in our respective literatures-some of the empirical results in our literatures may be misleading. They argue that this assertion is overstated because the standardized estimates are not as biased as the unstandardized estimates. However, their argument ignores the substantial negative impact of measurement model misspecification on construct development and purification, structural model fit statistics, hypothesis testing, and the resulting choices of which constructs and models appear in the academic literature.
What we most strongly disagree with is the authors' conclusion that their results somehow prove that "the consequences of misspecification seem to be much less dire than previously thought" (p. 124). We believe that the consequences of measurement model misspecification are exactly as dire as previously thought. Those consequences simply never had anything to do with the standardized parameter estimates. However, we are happy to note that we all agree that the proper conceptualization and specification of measurement models is, as Aguirre-Urreta and Marakas (p. 137) note, "a worthy goal." The continuing attention paid to the proper application and use of appropriately specified measurement models can serve only to improve the theoretical development and empirical testing of constructs and structural models in many social science and business disciplines. 
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