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We study the phase diagram of memristive circuit models in the replica-symmetric case using a
novel Lyapunov function for the dynamics of these devices. Effectively, the model we propose is an
Ising model with interacting quenched disorder, which we study at the first order in a control param-
eter. Notwithstanding these limitations, we find a complex phase diagram and a glass-ferromagnetic
transition in the parameter space which generalizes earlier mean field theory results for a simpler
model. Our results suggest a non-trivial landscape of asymptotic states for memristive circuits.
PACS numbers:
I. INTRODUCTION
There are several intriguing features, still unexplored,
in the dynamical analysis of circuits with memory, and
in particular memristors [1–3]. An essential property of a
memristor is its (pinched at the origin) hysteretic behav-
ior in the voltage-current diagram and the non-linearity
of the component. Physical memristors [4–8] have rather
non-trivial voltage-current curves, but some core features
are captured by a simple description which we adopt in
this paper. The state of the resistance between two limit-
ing values can be parametrized by a parameter w, which
is constrained between 0 and 1 and can be thought as
the first order term in a polynomial expansion for the
resistance in terms of a an adimensional parameter. We
will refer to w as the internal memory parameter. For
the case of titanium dioxide devices, a rather simple toy
model for the evolution of the resistance is the following:
R(w) = Ron(1− w) + wRoff ≡ Ron(1 + ξw),
d
dt
w(t) = αw − Ron
β
i(t), (1)
initially studied for α = 0, and where 0 ≤ w ≤ 1,
ξ = Roff−RonRon ; in the equation above i(t) is the current
flowing in the device at time t. Physically, w can be in-
terpreted as the level of internal doping of the device,
but this is a crude description. The constants α, β and
ξ control the decay and reinforcement time scales and
the nonlinearity in the equation respectively, and can be
measured experimentally. While ξ is adimensional and
depends only on the resistance boundaries, α has the di-
mension of an inverse time, while β a time by a voltage.
Aside from applications to memory devices, there is in-
terest in these components also because memristors can
serve for neuromorphic computing devices [11].
The purpose of this paper is further understanding
the asymptotic dynamics of a circuit of memristors, and
specifically the statistics of the resistive states. While cir-
cuit laws impose correlations beween the currents across
the circuits, for the case of memristors of the type above
the Kirchhoff constraints can be solved exactly. In fact
it possible to derive a set of coupled differential equa-
tion which incorporate the Kirchhoff laws, derived in [12]
and whose solution describes the statistics of asymptotic
states and which we analyze in the following. The equi-
librium currents of a resistive circuit can be written in
the vectorial form [13] as
~i(t) = −ΩR/AR−1~S(t), (2)
where ΩR/A = A
t(ARAt)AR is a non-orthogonal projec-
tor on the cycle space of the graph.
For a memristor (and in particular a circuit) the re-
sulting dynamical equation(s) which we discuss below is
(are) nonlinear and hard to solve analytically. An anal-
ysis for the asymptotic states can however be done via
Lyapunov functions. After a first attempt at deriving
a Lyapunov function in [14], plagued by constraints on
the external fields, here we provide a novel yet similar
Lyapunov function free of these requirements.
For this purpose, we first focus on the derivation of
the Lyapunov function and a correspondence between
the Ising model and memristors. With such mapping
at hand, the next step is understanding the nature of the
asymptotic states using the Lyapunov function. One way
of tackling this problem has been first proposed in [24]
(and then in [14]). In that case a toy model of memris-
tor dynamics corresponds a Lyapunov function equiva-
lent to a Curie-Weiß model, the statistics of the asymp-
totic states have been understood via standard statistical
mechanics methods. In particular, it has been noted in
[24] that via the evaluation of the partition function and
the mean magnetization of an equivalent Ising model, the
asymptotic states w =
∑
i wi(∞)/N could be predicted
with a fair precision statistically, given random initial
conditions.
Here we follow the same prescription, but for the case
in which the interaction matrix is a projector operator on
the cycle basis of the circuit. For random circuits, and
since the Lyapunov is being minimized, it make sense
to study the problem via a quenched average over the
projection matrix Ω, and analyze the resulting phases.
This is because dLdt =
~∇wL · ddt ~w = 0 implies d~wdt = 0,
and thus asymptotic states are characterized by the local
minima of the system.
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2The standard procedure commonly used in the study
of disordered systems of this type is to analyze the phase
diagram of the system and understand if a glass phase
is present. For this purpose we perform the average us-
ing the replica trick in order to calculate the free energy,
f = 〈logZ〉P (Ω). Clearly, because one has the constraint
Ω2 = Ω, the distribution P (Ω) is non-trivial. In this pa-
per we introduce the constraint as interaction over i.i.d.
Gaußian variables, whose parameters can be fixed by the
condition above. Our attempt is motivated by the fact
that it was noticed numerically in [14] that the distribu-
tion of elements P (Ωij) can be approximated by a short-
tailed distribution.
Using the approach described above, we study the
phases of the model as a function of the mean field
adimensional parameters φ = sαβ and ξ, and predict a
ferromagnetic-spin glass transition which is robust with
respect to the introduction of the interactions in the dis-
order model.
II. THE MEMRISTIVE CIRCUIT-SPIN MODEL
CORRESPONDENCE
A. Circuit dynamics
The extension of eqn. (1) to a circuit can be done, and
is given by [12]
d
dt
~w(t) = α~w(t)− 1
β
(
I + ξΩW (t)
)−1
Ω~S(t), (3)
with the constraints 0 ≤ wi ≤ 1. In a circuit, we can
think of the variables wi as living on the edges of a graph,
and Ωij contains the information about the topology of
the graph. Each edge of the graph represents a resistive
component. We note that because Ω is a projector oper-
ator, Ω = Ω2 we can always write ~S = Ω~S+(I−Ω)~S, it is
easy to see that we can add to ~S any vector S˜ = (I−Ω)~k,
which will not affect the dynamics. This form of free-
dom arises from the Kirchhoff (current and voltage) con-
straints from which the differential equation has been
derived.
B. Dynamical aspects and Lyapunov function
A possible way to understand the dynamics of mem-
ristive circuits is via the analysis of Lyapunov functions.
We consider the following energy function which mem-
ristors minimize along their dynamics when controlled in
direct current. In terms of the memristors asymptotic
variables wi = {1, 0}, the first proposal for a Lyapunov
function for memristor was given in [14, 24], but these are
not valid for arbitrary values either of the graph or the
external voltage. Here we show that another Lyapunov
function can be obtained, which is not plagued by these
deficiencies. We begin with the equations of motion,
(I + ξΩW ) ~˙w = α~w + αξΩW ~w − 1
β
~x. (4)
Consider
L = −α
3
~wTW ~w − αξ
4
~wTWΩW ~w +
1
2β
~wTW~x. (5)
In this case, we have
dL
dt
= ~˙wT
(
−αW ~w − αξWΩW ~w + 1
β
W~x
)
= − ~˙wT (W + ξWΩW ) ~˙w
= − ~˙wT
√
W (I + ξ
√
WΩ
√
W )
√
W ~˙w
= −||
√
W ~˙w||2
(I+ξ
√
WΩ
√
W )
(6)
and we have that dLdt ≤ 0.
L = −α
3
~wTW ~w − αξ
4
~wTWΩW ~w +
1
2β
~wTW~x. (7)
An asymptotic form can be obtained by replacing wki =
wi for integer k, as asymptotically one has wi = {1, 0}.
Thus, the asymptotic Lyapunov function form is given
by
L(~w) = = −α
3
~wT ~w − αξ
4
~wTΩ~w +
1
2β
~wT~x
L(~σ) = −α
3
~s+ 1
2
· ~σ + 1
2
− αξ
4
~σ + 1
2
Ω
~σ + 1
2
+
1
2β
~σ + 1
2
~x
≡ −α
6
~σ ·~1− αξ
4
~σ
2
Ω
~σ
2
− αξ
4
~σ
2
Ω~1 +
1
2β
~σ
2
~x (8)
from which we obtain
L˜ =
8L(~σ)
α
= ~σ · ( 2~x
αβ
− 4
3
~1− ξΩ~1)− ξ
2
~σ Ω˜ ~σ (9)
where Ω˜ has only the off-diagonal terms of Ω. The struc-
ture of the Lyapunov function above is very similar to
the one described before, but only requires the spectral
condition I + ξΩW ≥ 0, which is naturally satisfied by
the network.
For the purpose of the calculation which follows, it is
worth writing the Lyapunov function as
L˜(s) = −
n∑
i=1
σihi −
n∑
i=1
n∑
j=1
Ωijbij(s), (10)
up to a constant −N ξ2 . We report in bold functions of the
state variables σi. In the case of the corrected Lyapunov
function we have bij =
ξ
2 (σiσj − 2σi) and ~h = 2αβ~x −
8
3
~1. In this latter formulation of the Lyapunov function
we thus have the control over the external field and the
absence of constraints. In what follow we will however
3perform calculations with bij =
ξ
2σiσj−σitj for a generic
ti. We can however also define bij =
ξ
2 (σiσj−σitj−σjti)
and ~h = 2αβ~x − 43~1. 1 In the latter formulation we have
thus the control over the external field and the and the
absence of Lyapunov boundary.
We can gain a little intuition by assuming that Ω is
diagonal. In this case we have
L˜ =
8L(~σ)
α
= ~σ · ( 2~x
αβ
− 4
3
~1− ξΩ~1) (11)
and we see that the asymptotic value of σi is determined
via the strength of ξ.
III. CONSTRAINTS ON THE DISORDER
AVERAGE
In the case of the memristor Lyapunov function there
are a few additional properties that one needs to consider.
For a comparison, while in the Sherrington-Hamiltonian
one has that self coupling terms Ωiis
2
i reduce to an addi-
tive constant and may be neglected, the binary memristor
variables introduce a linear dependence on the diagonal
terms Ωii.However, since the coupling matrix over which
we will perform the average multiplies a term which is
of the form bij = ξ(
1
2σiσj − σi), one has to make mul-
tiple assumptions about the distribution of the disorder,
in particular the properties of the off-diagonal and diag-
onal elements. These assumptions must be compatible
with the underlying assumption of a projector matrix.
In the following, we will call symmetric disorder the case
in which there is no difference between the fluctuations
of the diagonal and off-diagonal elements, not to be con-
fused with the matrix Ωij which is always symmetric with
respect to transposition.
A. Gaußian matrix disorder with soft constraints
1. Symmetric disorder
Let us now discuss the fluctuations of the elements Ωij .
At the simplest level of description, we can assume that
Psym(Ωij) ∝ exp
(
N(Ωij)
2
2J2
)
, (12)
meaning that we assume completely symmetric disorder.
The distribution of the elements P (Ωij) was studied nu-
merically in [14] for a variety of random graphs, showing
1 We note that bij is not symmetric by construction. However,
the tensor will always be contracted with symmetric tensors or
summed over both indices, and thus automatically symmetrized
in the calculation. Thus, it can be thought of being symmetrized
in what follows, as bij =
1
2
(ξσiσj − σitj − σjti) without loss of
generality.
that most of the probability can be roughly approximated
by a Gaußian distribution when averaging over various
(random) graphs. The evaluation of the disorder average
is rather simple in this case (leading to a model similar
to the Sherrington-Kirkpatrick model [26]), and we will
use it as a baseline of our calculations.
Below we provide a refined distribution which considers
the fact that Ωij is a projector operator.
2. Asymmetric disorder
The symmetric disorder above does not assume any
particular properties for the matrix Ωij . In order to make
a more realistic ansatz about the distribution of the cou-
plings, we assume that our distribution is of the form
Pas(Ωij) ∝ exp
(
(N − 1)(Ωij − µoff )2
2J2
(1− δij)
)
· exp
(
δij
(Ωii − µ)2
2ρ2
)
. (13)
The Ansatz above must be made consistent with the fact
that Ω2 = Ω, and thus need to find relationships be-
tween µoff , µ, J and ρ. In order for the system to be
reminiscent of a projector operator, we must have that
the off-diagonal elements and diagonal elements fluctu-
ate differently, but with a well defined relation. Let us
thus assume that for i 6= j, 〈Ω2ij〉 = J
2
N−1 , 〈Ωij〉 = µoff ,
〈Ω2ii〉 = ρ2, 〈Ωii〉 = µ. We must have
Ωii =
∑
k
ΩikΩki =
∑
k 6=i
ΩikΩki + Ω
2
ii, (14)
from which
〈Ωii〉 =
∑
k 6=i
〈Ω2ik〉+ 〈Ω2ii〉, (15)
which we can rewrite as
µ = (N − 1) J
2
N − 1 + ρ
2 = J2 + ρ2 (16)
Similarly, we must have other fluctuations relations be-
tween the mean of the off diagonal terms. In fact, for
i 6= j,
〈Ωij〉 = 〈
∑
k 6=i 6=j
ΩikΩkj〉+ 〈ΩiiΩij〉+ 〈ΩijΩjj〉
=
∑
k 6=i6=j
〈Ωik〉〈Ωkj〉+ 〈Ωii〉〈Ωij〉+ 〈Ωij〉〈Ωjj〉
which, if we replace µoff = 〈Ωij〉 can be rewritten as
µoff =
(N − 2)µ2off
1− 2µ . (17)
4It is not hard to see that in the limit N → ∞, we must
have that if µ is constant (with respect to N),
µoff → 0. (18)
A similar argument applied to Ωii
2 gives
µ =
J2
1 + J2
. (19)
However, we will see that this constraint will come from
the enforcement of a projector condition on the measure.
Let us now discuss how to fix µ. Since we aim to use
such approach for a projector operator, we must have
Trace(Ω) = L, where L is the dimension of the vector
space Span(Ω). We stress that N here is not the number
of nodes of the graph, but the edges. Thus, we can use
〈Trace(Ω)〉 = L = Nµ, (20)
where L is the number of fundamental cycles in the
graph, and from which µ = LN . In the case of the pro-
jector operator on the cycle space of a graph, we have
that for a circuit L = N − V + χ, where χ is the Euler
characteristic (and is typically finite), and V is the num-
ber of vertices in the circuit. For a random circuit, one
must have that N = p2V (V − 1), where p is the proba-
bility of having a certain memristor (edge in the circuit).
It follows that V = 12 +
√
1
4 +
2N
p ≈
√
2
pN for large N .
Thus,
µ =
L
N
≈ 1−
√
2
p
1√
N
, (21)
now, if p is constant, in the thermodynamic limit µ ≈ 1.
On the other hand, if p = cN , where c is a constant, then
we have
µ = 1−
√
2
c
(22)
which is less than one for c > 2, which is easy to see it
must be the case for the graph to be connected. We will
use this parametrization for the non-interacting disorder
in what follows. The scaling of the diagonal elements that
the matrix Ωij is consistent with the observation obtained
numerically in earlier works, in which Ωii ≈ 1− 1√N and
P (Ωij) ∝ e−
Ω2ij
2J2
N . It is easy to see that we can always
rewrite
1 = (
J√
µ
)2 + (
ρ√
µ
)2 (23)
in terms of an angle θ, with J =
√
µ cos(θ) and ρ =√
µ sin(θ). We will see later that we can fix the value
of θ a posteriori with assumptions on the scaling of the
disorder average.
B. Quenched dynamics approximation
We wish to first gain some intuition on the effect of
the quenched disorder on the dynamics of memristors.
Consider the differential equation for a memristive circuit
d
dt
~w = α~w − 1
β
(I + ξΩW )−1Ω~s (24)
where χ =
Roff−Ron
Ron
> 1. Let us consider a first approx-
imation. If 〈Ωij〉 = 0 for i 6= j, and 〈Ωii〉 = µ. Let us
assume first that we can write at the first approximation
P (Ω) =
1
N
∏
i 6=j
e−
Ω2ij
2J2
∏
i
e
− (Ωii−µ)2
2ρ2 (25)
where N = 12piρJ . Consider χ  1, we can write at the
first order in χ the following expansion
〈(I + ξΩW )−1Ω〉 ≈ 〈Ω− ξΩWΩ〉. (26)
Now, consider∑
k
wk〈ΩikΩkj〉 =
∑
k
wkδij
(
δik(µ
2 + ρ2) + (1− δik)J2
)
(27)
It follows that
d
dt
〈wi〉 = 〈wi〉
(− ξ(µ2 + ρ2)si + ξJ2si + α))
− si(µ
β
+ ξJ2
N∑
i=1
〈wi〉) (28)
If si is homogeneous, and J
2 scale as the inverse of N ,
then
d
dt
〈wi〉 = 〈wi〉
(− ξ(c2 + ρ2)s+ ξJ2 s
N
+ α)
)
− s(µ
β
+ ξJ2〈〈wi〉〉) (29)
and in the limit N →∞, we have
d
dt
〈wi〉 = 〈wi〉
(− ξ(µ2 + ρ2)s+ α))
−s(µ
β
+ ξJ2〈〈wi〉〉) (30)
which is an equation of the form
d
dt
〈wi〉 = a〈wi〉+ b〈〈w〉〉, (31)
where 〈〉 is the quenched average, and 〈〈〉〉 the mean
field and quenched average. The dynamical equations
above were shown to be equivalent to mean field Ising
model, and were obtained in [24]. We know that such
equation has a transition of the Curie-Weiß type, e.g. a
ferromagnetic-paramagnetic asymptotic dynamics. Here
we study a similar system using the Lyapunov function
of the full system without a first order approximation,
and show that the paramagnetic phase becomes a glass
phase in what follows.
5C. Projection matrix measure
At this point we wonder whether the parametrization
for a non-interacting disorder is sufficient. The key point
is that the matrix Ωij cannot be identically and inde-
pendently distributed, as we need to take into account
the constraints Ω2ij = Ωij . Such constraint is problem-
atic as we will discuss in a second. One possibility is to
introduce a series of delta function in the average. We
have
dP (Ω) ∝
∏
ij
dΩijP (Ωij)δ(
∑
k
ΩikΩkj − Ωij). (32)
which can be written, writing δ(x) = 12pi
∫
R dλe
iλx as
dP (Ω) ∝
∏
ij
dΩijdλij e
−∑(ij),(kt) ΩijC(ij)(kt)(λ)Ωkt
· e
∑
ij ΩijPij(λ) (33)
where Cijkt = iλitδjk + δikδjt
N
2J2 , and Pij = iλkt. How-
ever, we could not find an exact inverse for the matrix C
for arbitrary λ. Thus in this paper we focus on a simpler
problem in which the fact the Ωij is a projector is applied
to first order in perturbation theory. We write the delta
function as
δ(x) = lim
γ→∞ e
− γ2 x2 (34)
as is commonly done for the Landau-Ginzburg problem,
and we write
dP (Ω) ∝
∏
ij,i 6=j
dΩije
− (N−1)Ω
2
ij
2J2
∏
i
dΩiie
− (Ωii−µ)2
2ρ2
· e− γ˜2
∑
ij(
∑
k ΩikΩkj−Ωij)2
=
∏
ij,i 6=j
dΩije
−Ω2ij( N2J2 +γ˜)
∏
i
dΩiie
−(Ωii−µ˜)2( 12ρ2 +γ˜)
· eγ
∑
ijt ΩijΩitΩtj− γ˜2
∑
t,t′ ΩitΩtjΩit′Ωt′j+const
which we see immediately is quartic in Ωij , and where we
defined µ˜ = µ1+ρ2γ˜ . Also this integral cannot be evaluated
exactly, but it can be done in perturbation theory.
It is interesting to note that the presence of γ˜ renor-
malizes the variables µ, J and σ. If we want to still
satisfy the projector conditions we must have
µ
1 + ρ2γ˜
=
J2
1 + J2 γ˜N−1
+
ρ2
1 + ρ2γ˜
. (35)
We are interested in integrals of the form
〈e
∑
ij Ωijbij 〉P (Ω) (36)
in the following, and in particular in the thermodynamic
limit in which N − 1 ≈ N . We evaluate these at the first
order in λ, and obtain a correction to the average over
disorder due as a function of the interaction strength.
Specifically, we find that at the first order in λ we can
write:
〈e
∑
ij Ωijbij 〉P (Ω) =
∏
〈ij〉
e
b2ijJ
2
1
2N
∏
i
ebiiµ1+
b2iiρ
2
1
2
∏
ij
eγNFij
+ O(γ) (37)
Now it is interesting to note that there are two possibil-
ities for the scaling of γ˜. The first option is to keep it
constant in N , in which case it does not affect J , but only
µ and σ. Alternatively, we can re-scale γ˜ → γN and de-
fine J ′ as 12(J1)2 =
1
2J2 +γ and defined Cij , in which case
σ and µ go to zero. As we will see later, unless γ˜ → γN
the corrections to the disorder average will not scale with
the size of the system. Moreover, we will see that unless
ρ = 0, the corrections due to the projection constraints
scale with the wrong power in N in the thermodynamic
limit. If we combine eqns (19) and eqn. (35), we see that
in order for the two constraints to be satisfied, we should
have γ = N in the thermodynamic limit.
IV. DISORDER AVERAGE
Let us first describe the notation for the replicated
partition function, which we define for integer n, as
Zn(Ω) =
 ∑
{s}=±1
eβ(
∑N
i<j Ωijbij+h0
∑N
j=1 σj)
n
=
n∏
α=1
∑
{si}=±1
eβ(
∑N
i<j Ωijb
α
ij+h0
∑N
j=1 σ
α
j ). (38)
In what follows, superscripts α, β indicate replicas, while
subscript indices the spin sites (σαi is the spin at the site
i of replica α).
We begin by performing the average over the disorder.
This step is typically the easiest point of the calculation,
but in our case (because of the interacting disorder), re-
quires some attention. We have
Zn = Zn(Ω) =
∑
Ω
P [Ω]Zn(Ω)
=
∑
Ω
P (Ω)
( n∏
α=1
∑
{sα}
exp{
n∑
α=1
[ ∑
1≤i<j≤N
Ωijb
α
ij}
· exp{h0
N∑
i=1
sαi
]
}
)
(39)
and using eqn (37), we can define
Zn = 〈Zn〉P (Ω). (40)
Specifically, the sum over J has to be substituted with
an integral:
P [Ω] =
∏
1≤i<j≤N
P (Ωij)dΩij (41)
6which we perform in the next section. In what follows,
we define bij =
∑n
α=1 b
α
ij . For the disorder average, we
have the following measure
P (Ωij) = lim
γ→∞
1
N
∫ ∞
−∞
dΩij
∏
〈ij〉
e−N
Ω2ij
2J2
·
∏
i
e
− (Ωii−µ)2
2ρ2 e−γ(
∑
t ΩitΩtj−Ωij)2
where N is a normalization factor, and would like to
perform the following average 〈e
∑
ij bijΩij 〉P (Ωij).
Let us note that from our previous analysis of the Lya-
punov function, for large values of ξ or the disorder in
Ωij we should expect an asymptotic random state. Intu-
itively this is true when γ = 0 as we will see.
A. Average over the bond disorder
Often in spin glass calculations the average over the
disorder is somewhat trivial, given that the elements of
the coupling matrix Jij (here Ωij) are assumed to be
i.i.d. distributed. However, as mentioned before we as-
sume that the disorder is interacting. The corrections are
discussed below, albeit the details of the calculations are
provided in the Appendices.
1. Calculation of Fij
We would like to perform the following average over
the disorder using a first order correction induced by the
fact that the our exchange coupling matrix is a projec-
tor operator. The projector constraint is represented by
the parameter γ, which multiplies Fij in eqn.( 37). Now
note that if γ = 0 we have the standard average over
the disorder introduced by Sherrington and Kirkpatrick
(with Ω0 = 0), while for γ > 0 we have corrections due
to the projector operator property. For this reason, here
we consider only the first order corrections, e.g. we as-
sume for the time being that γ  1. We will use this as
a probe of the effect of non-trivial correlations between
the elements of of the matrix Ωij . With this prescription
we have an interacting disorder, rather than a free one,
simply meaning integrals over disorder are not Gaußian.
While seemingly harmless, such modification complicates
substantially the average over the disorder. These calcu-
lations became soon very involved, and we had to soldier
through them. We have
〈e
∑
ij bijΩij 〉P (Ωij) = lim
γ˜→∞
1
N
∫ ∞
−∞
dΩij
∏
〈ij〉
e−N
Ω2ij
2J2
∏
i
e
− (Ωii−µ)2
2ρ2 e−γ˜(
∑
t ΩitΩtj−Ωij)2e
∑
ij bijΩij
≈ 1N
∫ ∞
−∞
dΩij
∏
〈ij〉
e−Ω
2
ij(N
1
2J2
+γ˜)e
∑
ij bijΩij
1− γ˜ 1
2
∑
ij
(
∑
t
ΩitΩtj − Ωij)2 + γ˜
2
∑
ij
Ω2ij

≈ 1N
∫ ∞
−∞
dΩij
∏
〈ij〉
e−Ω
2
ij(N
1
2J2
+γ˜)e
∑
ij bijΩij
1− γ˜
2
∑
ij
∑
tt′
ΩitΩtjΩit′Ωt′j + γ˜
∑
ij
∑
t
ΩijΩitΩtj

We see in that in order for the average to be extensive,
we must have γ˜ to scale as N . We thus simply rescale
γ˜ → γN , and define a new effective constant J1 such that
1
2J21
= 12J2 + γ. With this prescription we have
〈e
∑
ij bijΩij 〉P (Ωij) ≈
1
N
∫ ∞
−∞
dΩij
∏
〈ij〉
e
−N Ω
2
ij
2J21 e
∑
ij bijΩij
1−N γ
2
∑
ij
∑
tt′
ΩitΩtjΩit′Ωt′j + γN
∑
ij
∑
t
ΩijΩitΩtj
 .
The calculation above is a little long but simple. We have
〈1〉 =
∫ ∞
−∞
dΩij
∏
〈ij〉
e
−N Ω
2
ij
2J21
∏
i
e
− (Ωii−µ)2
2ρ2 e
∑
ij bijΩij
= N
∏
i<j
e
J21b
2
ij
2N
∏
i
ebiiµ1+
ρ21b
2
ii
2 (42)
It is faster in what follows to write
〈1〉 =
∏
ij
eCijbij+Qijb
2
ij ,
Cij = δijµ1
Qij = δij
ρ21
2
+ (1− δij) J
2
1
2(N − 1) . (43)
7Using the formulae above we can calculate
〈Ωi1j1 · · ·Ωikjk〉 =
∂
∂bi1j1
· · · ∂
∂bikjk
〈1〉. (44)
For the case of the first order correction, we can write
〈e
∑
ij bijΩij 〉P (Ωij) ≈ (1 + γN
∑
ij
∑
t
∂
∂bij
∂
∂bit
∂
∂btj
− Nγ
2
∑
ij
∑
t,t′
∂
∂bit
∂
∂btj
∂
∂bit′
∂
∂bt′j
)〈1〉.
Let us now calculate the second term in the expansion.
In the symmetric toy model case, we have µ = 0 and
ρ21 =
J21
N−1 . In this case,
〈1〉 =
∫ ∞
−∞
dΩij
∏
i,j
e
−N Ω
2
ij
2J21 e
∑
ij bijΩij = N
∏
ij
e
J21b
2
ij
2N .
(45)
Once the average has been performed, at the first or-
der in γ we can re-insert the average in the exponential,
as 1 − γx ≈ e−γx, as it is common in perturbation the-
ory. While this is an approximation, it is not inconsistent
with the assumption γ˜ → γ, as we will choose the param-
eters for the average such that at the exponent we have
a quantity which is homogeneous in N . This said, this
approximation will force us to consider only small but
non-zero values of γ in what follows.
B. Spin glass mean field equations
At this point, we can use standard techniques for the
analysis of mean field spin glasses in the replica-ansatz
approximation. Assuming the rescaling γ˜ → γN ,
lim
N1
∑
ij
NFij = N
∑
ij
aij(n)q
imj . (46)
The partition function can thus be written as
βF = − lim
n→0
ZΩ − 1
n
= lim
n→0
1
n
Trs1···sn
∏
〈ij〉
e
b2ijJ
2
1
2N +γNFij
− 1
n
(47)
In order to perform the calculation, we can insert 1
smartly into the partition function, with the technique
introduced in [23], both for the magnetization and the
overlap parameter:
1 =
∫
q>0
dqαβδ(Nqαβ −
∑
i
σαi σ
β
i )
=
∫
q>0
dqαβ
∫ ∞i
−∞i
Ndλαβ
2pii
e−
1
2
∑
α 6=β λαβ(Nq
αβ−∑i σαi σβi )
1 =
∫
m>0
dmαδ(Nmα −
∑
i
σαi )
=
∫
m>0
dmα
∫ i∞
−∞i
dηα
2pii
e−
∑
α ηα(Nm
α−∑i σαi ). (48)
We now would like to take the trace over the spins. This
can be done as follows.
First, we note that we can write∑
{s1}
· · ·
∑
{sn}
e
∑
a6=b λab
∑
i σ
a
i σ
b
i+
∑
a ηa
∑
i σ
a
i
= (
∑
s1
· · ·
∑
sn
e
∑
a 6=b λabσ
aσb+
∑
a ηaσ
a
)N .
In order to calculate this exactly, we assume the RSA
for the overlap, qab, e.g. qab = q for a 6= b and qab = 0
for a = b, and ma = m. At this point we note that
it is not necessary to introduce a Lagrange multiplier
for every element of the matrix qab and for the mean
magnetization, but two only. Thus we can write∑
s1
· · ·
∑
sn
e
∑
a 6=b λabσ
aσb+
∑
a ηaσ
a
=
∑
s1
· · ·
∑
sn
e
∑
a 6=b λσ
aσb+
∑
a ησ
a
. (49)
We now see that this is the partition function of a Curie-
Weiß model. We can thus write
ZCW (λ, η) =
∑
s1
· · ·
∑
sn
e
∑
a 6=b λσ
aσb+
∑
a ησ
a
=
1√
2pi
∫
dx˜ e−
x˜2
2 +n log 2 cosh(
√
2λx˜+η)−nλ,
This implies that we can write an effective term in the
quenched partition function of the form eN logZCW (λ,η).
Since terms which are proportional to n2 and higher are
going to be suppressed in the limit n → 0, it is im-
portant to know those that are linear in n. We thus
see that factors that scale as N−1 and proportional to
n2 can be suppressed. We performed in the Appen-
dices the steps that lead to the function HRS . In Ap-
pendix A we calculate the perturbative corrections, while
in B and C we calculate the corrections in terms of the
parameters q and m in the symmetric replica Ansatz.
Some assumptions here have been done. We first no-
ticed that, unless ρ21 =
J21
N−1 , the final result depends also
on higher order overlaps such as ραβγ = 1N
∑
i σ
α
i σ
β
i σ
γ
i
and ηαβγδ = 1N
∑
i σ
α
i σ
β
i σ
γ
i σ
δ
i . Such analysis will be per-
formed in following studies, but here we focus on the re-
duced set of parameters J, ξ, γ, s = 1N
∑
i
xi
2αβ and γ. Of
8these, we are interested in the phase diagram as a func-
tion of the two physical parameters ξ and s. We note
that since in this approximation ρ now scales with N ,
necessarily because of eqn. (23) we must have 1 = J√µ .
In terms of the angle of eqn. (23), we thus see that we
choose θ = 0. These results will be effectively be per-
turbed as function of the strength of γ. We can thus
interpret the role of γ as a measure of how robust are
our phase diagrams with the introduction of non-trivial
correlations in the disorder average. Given the prescrip-
tions above, let us now show the dependence of HRS on
the parameters above and q and m.
In the replica symmetric ansatz, the final result of the
calculation depends on the polynomial mean field func-
tional:
H˜RS(q,m) =
(
h− µ1ξ + γ
(− 2J41 (1− 2µ1)
−J21 ξµ21(3− 2µ1)
))
m
− γ
(1
4
J81 ξ
4
)
q3m+ γ
(
− 3ξ
4
J61 (1− 2µ1)
)
q2m
+
(
J21
2
ξ2 + γξ2µ1J
4
1
(3
2
− µ1
))
qm
− γ
(ξ3
2
J61 (1− 2µ1)
)
qm2
+
(
−J
2
1
4
ξ2 + γJ41 ξ
2
(− µ1(1− µ1) + J21
2
))
q
+
(
− J
2
1
2
ξ2
8
+ γJ41 ξ
(
− µ1
8
−µ1(1− µ1)ξ
4
+
ξ2
2
J21 (1− 2µ1)
))
q2
+ γJ61
ξ2
8
(
1 + 2(1− 2µ1)ξ
)
q3
+
7γJ81
32
ξ4q4
(50)
which one has also to consider two terms of the form
Hl(λ, η) = λq + ηm (51)
and for small n we have
logZn(λ, η) ≈ n( 1√
2pi
∫ ∞
−∞
dx˜ e−
x˜2
2 log 2 cosh(
√
2λx˜+ η)
−λ), (52)
it follows that
−f = lim
n→0
ZΩ − 1
nN
= H˜RS(q,m) +Hl
+
1√
2pi
∫ ∞
−∞
dx˜ e−
x˜2
2 log 2 cosh(
√
2λx˜+ η)− λ,
(53)
where q,m, λ, η have to satisfy the saddle point equations
(SPE’s). The SPE’s in the variables λ, η, q and m, after
a rapid calculation, given by
1− q = 1√
2pi
∫ ∞
−∞
dx˜ e−
x˜2
2
x˜ tanh
(
η +
√
2
√
λx˜
)
√
2
√
λ
m =
1√
2pi
∫ ∞
−∞
dx˜ e−
x˜2
2 tanh(
√
2λx˜+ η)
λ = −∂qH˜RS(q,m),
η = −∂mH˜RS(q,m), (54)
respectively. We can thus substitute in the first two equa-
tions and get the final mean field equations
q =
1√
2pi
∫ ∞
−∞
dx˜ e−
x˜2
2 tanh2
(
M(q,m)
)
m =
1√
2pi
∫ ∞
−∞
dx˜ e−
x˜2
2 tanh
(
M(q,m)
)
where M(q,m) =
√
−2(∂qH˜RS(q,m))x˜− ∂mH˜RS(q,m).
which define the state of the system depending on the
parameters obtained via the mean field equations.
V. NUMERICAL SOLUTIONS OF THE MEAN
FIELD EQUATIONS
At this point we can, with the equations at hand, try
to understand the behavior of the overlap and magneti-
zation as a function of the parameters of the model in the
RSA, in which the only relevant parameters are the mean
magnetization m = 1n
∑
αm
α = 1nN
∑
α
∑
im
α
i and the
replica overlap q = 2n(n−1)N
∑
αβ
∑
i σ
α
i σ
β
i . We recall
that a ferromagnetic phase is equivalent to m 6= 0, q 6= 0
a paramagnetic phase m = q = 0, and a glass phase
m = 0, q 6= 0.
We first study the case γ = 0,
A. Case γ = 0
as a function of ξ and the mean external field s. These
are the two figures in Fig. 1 in which we plot the mag-
netization and the overlap as a function of ξ and s, for
J1 = J =
√
µ = 1. We observe that there are two phases:
a glass phase and a ferromagnetic phase, and that there
is a special paramagnetic point along the ξ = 0 line at
s = 83 , which is where m = q = 0. Such point is special
as we will discuss shortly, as it plays an important role
also in the other phase diagrams. Numerically one can
see that the the phase separation line does depend on the
strength of the disorder.
For J → 0, the phase separation is characterized, for
J1 =
√
µ = 10−4, by a horizontal line ξ = 2, for which
above ξ = 2 we have a glass phase, and below a ferro-
magnetic phase. We can see the phase diagram in Fig.
9FIG. 1: Magnetization and Overlaps as a function of ξ and
s for J = 1, γ = 0. We observe a transition between a glass
and a ferromagnetic phase.
2 (top). Also in this case, however, along the ξ0 line we
have that there is a special point at s = s0 ≈ 2.2 for
which there is a secluded glass phase for s > s0. If we
allow for J to remain constant and and µ → 0, the fer-
romagnetic phase shrinks, and the secluded glass phase
joins with the glass phase which covers essentially the
entire plane aside from a region below s0.
On the other hand, the situation is inverted for large
values of the disorder, J1  1, the ferromagnetic-glass
line is separated along a vertical line s∗ = const(µ) which
for µ = 0 is approximately equal to s0, but that moves
further right for J =
√
µ. We plot the phase diagram in
Fig. 2 (bottom). It is interesting to note however that
along the ξ = 0 line the ferromagnetic-glass transition is
still at s0, implying that there is a re-entrant glass region
for ξ ≈ 0 and s ≥ s0. For very large values of J , the
critical line s∗ is paramagnetic, as on that specific line
q = 0.
FIG. 2: The diagrams above describe in the parameter region
ξ ∈ [0, 10] and s ∈ [−5, 5], and for γ = 0, the two limit-
ing cases J  1 and J  1, with the condition J = √µ.
The dashed red line is the phase line between the ferromag-
netic and glass phases. Yellow corresponds to a ferromagnetic
phase, while blue to a glass phase.
B. Case γ 6= 0
In the case in which the higher order terms in HRS are
present, and in particular with an interacting disorder,
we find that some of the features of the previous phase
diagrams are robust. Let us focus on Fig. 3 in which
we plot for J =
√
µ = 1 the phase diagram of the model
for γ = 0.05. The bottom region of the [s, ξ] diagram is
very similar to the situation we had in Fig. 1, with the
difference that for γ > 0 we have a re-entrant glass phase
within the ferromagnetic region (for s ≤ s0 ≈ 8/3). It
is interesting to note that for γ > 0 a new ferromagnetic
region above ξ = ξ0(γ) appears. For larger values of γ
such region moves down , and in the regimes in which we
should include second order contributions in γ, it merges
with the ferromagnetic region below. It follows that most
10
FIG. 3: Phase diagram with the introduction of the interac-
tions, for γ = 0.05, and J =
√
µ = 1. Yellow corresponds to
a ferromagnetic phase, while blue to a glass phase.
of the [s, ξ] plane is covered with a ferromagnetic regime.
VI. CONCLUSIONS
In this paper we have presented an attempt to char-
acterize the asymptotic behavior of purely memristive
circuits in terms of Lyapunov functions, via a disorder
average on the projection matrix Ω which represents the
underlying cycle space of the graph. We have first intro-
duced a new Lyapunov function in which no constraints
on the parameters ξ and s must be satisfied. Since along
the dynamics ddtL ≤ 0, the nature and complexity of
the minima of L characterizes the possible asymptotic
states in which the memristor states can relax on. At
long times, such Lyapunov function is well approximated
by an Ising model. In the equivalent Ising model, we
have a linear term in the state variables which depends
on the circuit control (e.g. voltage or current genera-
tors, either in series or parallel), via the adimensional
parameter s = φαβ . The parameters α and β control the
relaxation and excitation timescales of the memristors. A
quadratic term emerges in the Lyapunov function, which
depends on Ω, a matrix (a projector operator), in which
the circuit topology enters, and the adimensional param-
eter ξ, which controls the degree of nonlinearity in the
system.
Such memristors-Ising model correspondence allows for
an analysis typical of disordered systems via the intro-
duction of a disorder distribution over the parameters
Ωij , for random circuits. Such analysis can be performed
via standard techniques applied to study of glasses and
spin glasses, via a quenched average over the the possi-
ble Ωij values based on empirical evidence. In previous
papers it had been noticed that for random graphs the
distributions of the elements of the projector operator,
P (Ωij) which characterizes both the dynamics and the
Lyapunov function was short tailed, and well approxi-
mated by a Gaußian. Such distribution cannot be i.i.d.
for all the variables states, random because of the con-
straints Ω2 = Ωij element by element. We have thus
introduced these constraints perturbatively into the mea-
sure for the disorder average in terms of a control param-
eter.
The phases of the model have been then analyzed in
terms of the physical parameters of the model: ξ, which
controls the nonlinearity in the system, and that corre-
sponds to a quadratic term in the Lyapunov function,
and s = φαβ which is an effective external field. What
we obtained is evidence that memristors can be in a
glass or ferromagnetic phase depending on the value of
ξ =
Roff−Ron
Ron
and the control parameter s, and which
seem robust to the introduction of correlations into the
disorder average.
From the point of view of memristor dynamics, the
glass phase seems to confirm many observations of strong
dependence of the system dynamics on the initial con-
ditions. The ferromagnetic phase is instead interpreted
as a phase in which the memristors eventually end all
in the Ron or Roff states, while a glass phase one in
which depending on the initial conditions the memris-
tors end up in some random states. This is interesting
for the following reason. In [24] it was noticed that a
paramagnetic-ferromagnetic transition was present in a
memristor model equivalent to a Curie-Weiß Ising model.
For random circuits, such transition seem to become
glass-ferromagnetic.
It is fair to say that in this paper we have performed
however various approximations, both at the level of the
disorder and in the spin glass calculations via the replica
symmetric Ansatz and have chosen a set of parameters
for which higher order overlaps can be neglected. The
importance and relevance of these terms will be analyzed
in future works.
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Appendix A: The symmetric case
Perturbatively, we should expect the following type of expansion in N and J for the terms of order 3 and 4:∫∞
−∞ x
3e−
Nx2
2J2
+rx dx∫∞
−∞ e
−Nx2
2J2
+rx dx
=
3J4r
N2
+
J6
N3
r3
∫∞
−∞ x
4e−
Nx2
2J2
+rx dx∫∞
−∞ e
−Nx2
2J2
+rx dx
=
3J4
N2
+
6J6r2
N3
+
J8r4
N4
. (A1)
This expectation is confirmed for symmetric disorder, but it is less evident for asymmetric disorder. A long but easy
calculation shows that
〈ΩijΩktΩpq〉
〈1〉 =
J41
N2
(
δipδjqbkt + δikδjtbpq + δkpδtqbij
)
+
J61
N3
bpqbktbij (A2)
while
〈ΩijΩktΩpqΩrs〉
〈1〉 =
J41
(N − 1)2
(
δipδjqδrkδst + δikδjtδrpδsq + δkpδtqδriδsj
)
+
J61
N3
(
δrpδsqbktbij + bpqδrkδstbij + bpqbktδriδsj + brsδipδjqbkt + brsδikδjtbpq + brsδkpδtqbij
)
+
J81
N4
bpqbktbijbrs. (A3)
Those expansions are a generalization of the scalar cases discussed above. The cubic term leads, once we sum over
t and we choose appropriately the indices, to
F 3ij = N
∑
t
〈ΩitΩtjΩij〉
〈1〉 = γN
(
J41
(N − 1)2 (bii + bjj + δijbij) +
J61
N3
bij
∑
t
bitbtj
)
(A4)
Thus, we have that the non-constant terms, dependent on bij are∑
ij
F 3ij = (µ1 + ρ
2
1)
2
∑
i
bii +
∑
i 6=j
(µ1 + ρ
2
1)
J21
N − 1bij (A5)
F 4ij = −
N
2
∑
t,t′
〈ΩitΩtjΩit′Ωt′j〉
〈1〉 = −
γN
2
( J41
N2
(N + 2δij) +
J61
N3
(δii
∑
t
b2tj + δjj
∑
t
b2it + 2biibjj + 2δij
∑
t
bitbtj)
+
J81
N4
(
∑
t
bitbtj)
2
)
(A6)
In the symmetric case, we have µ = 0 and ρ21 =
J21
N−1 ≈ J
2
1
N , and adding these two results we have, up to some
constants,
NFij = NF
3
ij +NF
4
ij = N
(
J41
N2
(bii + bjj + δijbij) +
J61
N3
bij
∑
t
bitbtj
)
−N
2
( J61
N3
(δii
∑
t
b2tj + δjj
∑
t
b2it + 2biibjj + 2δij
∑
t
bitbtj) +
J81
N4
(
∑
t
bitbtj)
2
)
=
J41
N
(
bii + bjj + δijbij − J
2
1
2N
(δii
∑
t
b2tj + δjj
∑
t
b2it + 2biibjj + 2(δij − bij)
∑
t
bitbtj)
− J
4
1
N2
(
∑
t
bitbtj)
2
)
(A7)
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Which is the basis of the calculation. Since the symmetric disorder case is the limit of the asymmetric disorder for
which Cij = 0 and Qij =
J21
2N , the calculation above is a reference to check that the the asymmetric calculation is
correct in those limits.
Appendix B: Asymmetric disorder case
Let us now focus on the harder case.
〈Ωij〉
〈1〉 =
∂bij 〈1〉
〈1〉 = (Cij + 2Qijbij)
〈ΩijΩkt〉
〈1〉 = 2Qijδikδtj + (Cij + 2Qijbij)(Ckt + 2Qktbkt)
〈ΩijΩktΩpq〉
〈1〉 = 2Qijδikδtj(Cpq + 2Qpqbpq)
+ (2Qijδipδqj)(Ckt + 2Qktbkt) + (Cij + 2Qijbij)2Qktδkpδtq
+ (Cij + 2Qijbij)(Ckt + 2Qktbkt)(Cpq + 2Qpqbpq)
〈ΩijΩktΩpqΩrs〉
〈1〉 = 2Qijδikδtj2Qpqδrpδqs
+ 2Qijδipδqj2Qktδkrδts
+ 2Qijδirδjs2Qktδkpδtq
+ 2Qijδikδtj(Cpq + 2Qpqbpq)(Crs + 2Qrsbrs)
+ 2Qijδipδqj(Ckt + 2Qktbkt)(Crs + 2Qrsbrs)
+ (Cij + 2Qijbij)2Qktδkpδtq(Crs + 2Qrsbrs)
+ 2Qijδirδjs(Ckt + 2Qktbkt)(Cpq + 2Qpqbpq)
+ (Cij + 2Qijbij)2Qktδkrδts(Cpq + 2Qpqbpq)
+ (Cij + 2Qijbij)(Ckt + 2Qktbkt)2Qpqδprδqs
+ (Cij + 2Qijbij)(Ckt + 2Qktbkt)(Cpq + 2Qpqbpq)(Crs + 2Qrsbrs) (B1)
where Cij = δijµ1 and Qij = δij
ρ21
2 + (1− δij) J
2
1
2(N−1) =
1
2δij(ρ
2
1 − J
2
1
N−1 ) +
J21
2N .
F 3ij
γN
=
∑
t
〈ΩijΩitΩtj〉 =
∑
t
(
2Qijδiiδtj(Ctj + 2Qtjbtj) + (2Qijδitδjj)(Cit + 2Qitbit) + 2Qitδitδtj(Cit + 2Qijbij)
+ (Cij + 2Qijbij)(Cit + 2Qitbit)(Ctj + 2Qtjbtj)
)
up to constant terms =
∑
t
(
2Qijδiiδtj2Qtjbtj + 2Qijδitδjj2Qitbit + 2Qitδitδtj2Qijbij
+ 2QijbijCitCtj + CijCit2Qtjbtj + Cij2QitbitCtj
+ Cij2Qitbit2Qtjbtj + 2QijbijCit2Qtjbtj
+ 2Qijbij2QitbitCtj + 2Qijbij2Qitbit2Qtjbtj
)
(B2)
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And after a lengthy but easy calculation, we obtain the final result:
F 3ij
γN
= ρ21
(
ρ21δij + (1− δij)
J21
N − 1
)
(bjj + bii)
+ ρ21(3µ
2
1 + ρ
2
1)δijbij + 3µ1ρ
2
1δijb
2
ij
+ µ1
J41
(N − 1)2
∑
t
(
δij(1− δit)(1− δjt)bitbtj + (1− δtj)δitb2tj + (1− δit)δtjb2it
)
+
(
ρ21δij + (1− δij)
J21
N − 1
)
bij (B3)
·
(
σ41δijbiibjj + (1− δij)
ρ21J
2
1
N
(bijbjj + biibij) +
∑
t
J41
(N − 1)2 (1− δit)(1− δtj)bitbtj
)
(B4)
For the case ρ21 =
J21
N−1 , but µ1 6= 0, we have
F 3ij
γN
=
J41
(N − 1)2 (bjj + bii+) + δij
( J41
(N − 1)2 + 3
J21µ
2
1
N − 1
)
bij
+
µ1J
4
1
(N − 1)2
(
δij
∑
t
bitbtj + 2b
2
ij
)
+
J61
(N − 1)3bij
∑
t
bitbtj
(B5)
In order to double check that the result is correct, let us assume that Cij = 0, and Qij =
J21
2(N−1) . Then we have
F 3ij
γN
=
∑
t
〈ΩijΩitΩtj〉 =
∑
t
( J41
(N − 1)2 (δiiδtjbtj + δitδjjbit + δitδtjbij)
+
J61
N3
bijbitbtj
)
=
J41
(N − 1)2 (bii + bjj + bij) +
J61
N3
bij
∑
t
bitbtj (B6)
which is exactly the result we had in the symmetric case. For the fourth order term we have
−2F
4
ij
γN
=
∑
t,t′
〈ΩitΩtjΩit′Ωt′j〉 =
∑
t,t′
(
2Qitδitδjt2Qit′δt′iδt′j
+2Qitδiiδt′t2Qtjδtt′δjj
+2Qitδit′δtj2Qtjδtiδjt′
+(Cit′ + 2Qit′bit′)(Cit + 2Qitbit)2Qtjδt′jδt′tδjj
+(Cit′ + 2Qit′bit′)2Qitδit′δtj(Ctj + 2Qtjbtj)
+2Qit′δit′δt′j(Cit + 2Qitbit)(Ctj + 2Qtjbtj)
+(Ct′j + 2Qt′jbt′j)(Cit + 2Qitbit)2Qtjδtiδjt′
+(Ct′j + 2Qt′jbt′j)2Qitδiiδtt′(Ctj + 2Qtjbtj)
+(Ct′j + 2Qt′jbt′j)(Cit′ + 2Qit′bit′)2Qitδitδtj
+(Ct′j + 2Qt′jbt′j)(Cit′ + 2Qit′bit′)(Cit + 2Qitbit)(Ctj + 2Qtjbtj)
)
(B7)
After a lengthy calculation, we find:
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−2F
4
ij
γN
=
(
4µ1ρ
2
1
(
ρ21δij + (1− δij)
J21
N − 1
)
(bii + bjj)
+2σ41
(
ρ21δij + (1− δij)
J21
N − 1
)
biibjj
+4(µ1σ
4
1 + µ
3
1ρ
2
1)δijbij
+
∑
t
(
ρ21δit + (1− δit)
J21
N − 1
)(
σ41δtj + (1− δtj)
J41
(N − 1)2
)
(b2it + b
2
tj)
+
∑
t
(2µ21 + 2ρ
2
1)δij
(
σ41δtj + (1− δtj)
J41
(N − 1)2
)
bitbtj
+4µ21
(
σ41δij + (1− δij)
J41
(N − 1)2
)
b2ij
+
∑
t′
µ1
(
ρ21δit′ + (1− δit′)
J21
N − 1
)(
ρ21δt′j + (1− δt′j)
J21
N − 1
)
bit′bt′j
+
∑
t
3µ1
(
ρ21δij + (1− δij)
J21
N − 1
)
bij
(
ρ21δit + (1− δit)
J21
N − 1
)(
ρ21δtj + (1− δtj)
J21
N − 1
)
bitbtj
+
∑
t′t
(
ρ21δit′ + (1− δit′)
J21
N − 1
)(
ρ21δt′j + (1− δt′j)
J21
N − 1
)
bit′bt′j
·(ρ21δtj + (1− δtj)(ρ21δit + (1− δit) J21N − 1)bitbtj) (B8)
In the case in which ρ21 =
J21
N−1 , but µ1 6= 0, we have
−2F
4
ij
γN
= 4µ1
J41
(N − 1)2 (bii + bjj) +
J61
(N − 1)3
∑
t
(b2it + b
2
tj) + 2
J61
(N − 1)3biibjj
+4
(
µ1
J41
(N − 1)2 + µ
3
1
J21
N − 1
)
δijbij + 2
( J61
(N − 1)3 + µ
2
1
J41
(N − 1)2
)
δij
∑
t
bitbtj
+4µ21
J41
(N − 1)2b
2
ij + 4µ1
J61
(N − 1)3bij
∑
t
bitbtj
+
J81
(N − 1)4
∑
t
∑
t′
bt′jbit′bitbtj (B9)
Below we double checked that the results are consistent with the symmetric ones. If we now set Cij = 0 and
Qij =
J21
2(N−1) we obtain:
−2F
4
ij
γN
= 2
J61
(N − 1)3biibjj +
J61
(N − 1)3 (b
2
it + b
2
tj) + 2
J61
(N − 1)3 δij
∑
t
bitbtj +
J81
(N − 1)4 (
∑
t
bitbtj)
2 (B10)
which is exactly the result obtained for the symmetric case. The correction due to the disorder is thus
Fij = γN(F
3
ij −
1
2
F 4ij) (B11)
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and for σ1 =
J21
N−1 we have
Fij
γN
=
J41
(N − 1)2 (1− 2µ1)(bjj + bii)
+
( J41
(N − 1)2 + 3
J21µ
2
1
N − 1 − 2µ1
J41
(N − 1)2 − 2µ
3
1
J21
N − 1 −
J61
(N − 1)3 − µ
2
1
J41
(N − 1)2
)
δijbij
+
µ1J
4
1
(N − 1)2 δij
∑
t
bitbtj + 2
J41
(N − 1)2 (µ1 − µ
2
1)b
2
ij
+
J61
(N − 1)3 (1− 2µ1)bij
∑
t
bitbtj
− J
6
1
2(N − 1)3
∑
t
(b2it + b
2
tj)−
J61
(N − 1)3biibjj
−1
2
J81
(N − 1)4
∑
t
∑
t′
bt′jbit′bitbtj (B12)
Each term has been calculated separately. We have
∑
ij
Fij
γN
=
J41
(N − 1)2 (1− 2µ1)2(N
2n
ξ
2
−N2
∑
α
mα)
+
( J41
(N − 1)2 + 3
J21µ
2
1
N − 1 − 2µ1
J41
(N − 1)2 − 2µ
3
1
J21
N − 1 −
J61
(N − 1)3 − µ
2
1
J41
(N − 1)2
)
(N
∑
α
(
ξ
2
−mαt))
+
µ1J
4
1
(N − 1)2 (N
2
∑
αβ
(ξ
4
(qαβ)2 + t2mαmβ + ξtqαβmβ
)
)
+ 2
J41
(N − 1)2 (µ1 − µ
2
1)(N
2
∑
αβ
(
ξ2
4
(qαβ)2 + t2qαβ − ξt
2
qαβ(mβ +mα)
)
)
+
J61
(N − 1)3 (1− 2µ1)(N
3
∑
αβγ
qαβ
(1
8
ξ3qβγqγα + qβγ(
ξ
2
t2 − 3t
4
mγ) +
t2
2
ξmαmγ +
1
2
ξt2(mγ)2 − t3mγ
)
)
− J
6
1
2(N − 1)3 2N
3
∑
αβ
qαβ(
ξ2
4
qαβ + t2 − tξmα)
− J
6
1
(N − 1)3
(N2n2ξ2
4
− 2N
2nξ
2
t
∑
α
mα +N2t2(
∑
α
mα)2
)
−1
2
J81
(N − 1)4
(
N4
∑
αβγδ
(
1
16
ξ4qαγqβδqγδqαβ − 1
2
ξt3mβmδmβqαγ − 1
2
ξt3mδmδmβqαγ
+
1
4
ξ2t2mβmβqαγqγδ +
1
4
ξ2t2mβmδqαγqαβ +
1
4
ξ2t2mδmβqαγqγδ +
1
4
ξ2t2mδmδqαγqαβ
+
1
4
ξ2t2mδmβqαγqβδ − 1
8
ξ3tmβqαγqγδqαβ − 1
8
ξ3tmδqαγqγδqαβ − 1
8
ξ3tmβqαγqβδqγδ
−1
8
ξ3tmδqαγqβδqαβ + t4mδmβqαγ
−1
2
ξt3mβqαγqγδ − 1
2
ξt3mδqαγqαβ +
1
4
ξ2t2qαγqγδqαβ)
)
(B13)
In the replica symmetric ansatz (RSA), we will assume that mα = m, and qαβ = q for α 6= β and 0 otherwise. We
define zkn = Tr(Ωn − I)k, kpn = ~1tn(Ωn − I)p~1n and Ωn is the n× n matrix with ones everywhere. The matrix Ωn has
eigenvalues n − 1 with multiplicity 1, and −1 with multiplicity n − 1. Thus, zkn = (n − 1)k + (−1)k(n − 1) = (n −
1)
(
(n− 1)k−1 + (−1)k). It is not hard to see that instead kpn = n(n−1)p. This implies that limn→0 kpnn = (−1)p = ep,
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while limn→0
zpn
n = cp, and we have the first coefficients c1 = 0, c2 = −1, c3 = 2 and c4 = −3. For N →∞ we get
∑
ij
Fij
γN
= −J41 (1− 2µ1)2nm
−nJ21µ21(3− 2µ1)mt
+ µ1J
4
1
(ξ
4
n(n− 1)
2
q2 + t2n2m2 + ξt
n(n− 1)
2
qm
)
+ 2µ1J
4
1 (1− µ1)
(ξ2
4
n(n− 1)
2
q2 +
n(n− 1)
2
t2q − ξt
2
qmn(n− 1)
)
+ J61 (1− 2µ1)
(1
8
ξ3q3z3n + q
2k2n(
ξ
2
t2 − 3t
4
m) +
t2
2
ξqm2
n(n− 1)
2
+
1
2
ξt2qm2
n(n− 1)
2
− t3qmnk2n
)
−J61 (
ξ2
4
q2
n(n− 1)
2
+ qt2
n(n− 1)
2
− tξmn2)
−1
2
J81 (
1
16
ξ4q4z4n −
1
2
ξt3m3q
n3(n− 1)
2
− 1
2
ξt3m3q
n3(n− 1)
2
+
1
4
ξ2t2m2q2nk2n +
1
4
ξ2t2m2q2nk2n +
1
4
ξ2t2m2q2nk2n +
1
4
ξ2t2m2q2nk2n
+
1
4
ξ2t2m2q2
n2(n− 1)2
4
− 1
8
ξ3tmq3k3n −
1
8
ξ3tmq3k3n −
1
8
ξ3tmq3k3n
−1
8
ξ3tmq3k3n + t
4m2
n3(n− 1)
2
−1
2
ξt3mq2nk2n −
1
2
ξt3mq2nk2n +
1
4
ξ2t2q3k3n) (B14)
and in the limit n→ 0, and adding the base Hamiltonian:
lim
n→0
lim
N→∞
H0
nN
=
J21
2
(−ξ
2
8
q2 + ξtqm− t
2
2
q) + (h− µ1t)m (B15)
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lim
n→0
lim
N→∞
H0 + γ
∑
ij Fij
nN
= −J
2
1
2
ξ2
8
q2 +
J21
2
ξtqm− J
2
1
2
t2
2
q + (h− µ1tm)
γ
(
− J41 (1− 2µ1)2m− J21µ21(3− 2µ1)tm− µ1J41
ξ
4
1
2
q2 + µ1J
4
1 ξt
1
2
qm
−2µ1J41 (1− µ1)
ξ2
4
1
2
q2 − 1
2
t22µ1J
4
1 (1− µ1)q +
ξt
2
2µ1J
4
1 (1− µ1)qm
+
1
8
J61 (1− 2µ1)ξ3c3q3 +
ξ
2
t2J61 (1− 2µ1)e2q2 −
3t
4
J61 (1− 2µ1)e2q2m
− t
2
4
J61 (1− 2µ1)ξqm2 − J61 (1− 2µ1)
1
4
ξt2qm2 + J61
ξ2
8
q2 + J61
t2
2
q
− 1
16
1
2
J81 ξ
4c4q
4 +
1
4
J81 ξ
3te3mq
3 − 1
8
J81 ξ
2t2e3q
3
)
=
(
h− µ1t+ γ
(− 2J41 (1− 2µ1)− J21µ21(3− 2µ1)t))m
+ γ
(1
4
J81 ξ
3te3
)
q3m+ γ
(
− 3t
4
J61 (1− 2µ1)e2
)
q2m
+
(
J21
2
ξt+ γ
(
+ µ1J
4
1 ξt
1
2
+ ξtµ1J
4
1 (1− µ1)
))
qm
+ γ
(
− t
2
4
J61 (1− 2µ1)ξ − J61 (1− 2µ1)
1
4
ξt2
)
qm2
+
(
−J
2
1
2
t2
2
+ γ
(− t2µ1J41 (1− µ1) + J61 t22 )
)
q
+
(
−J
2
1
2
ξ2
8
+ γ
(− µ1J41 ξ4 12 − µ1J41 (1− µ1)ξ24 + ξ2 t2J61 (1− 2µ1)e2)
)
q2
+ γ
(
J61
ξ2
8
+
1
8
J61 (1− 2µ1)ξ3c3
)
q3
+ γ
(
− 1
16
1
2
J81 ξ
4c4 − 1
8
J81 ξ
2t2e3
)
q4
=
∑
ij=0
aijq
imj ≡ H˜RS(q,m) (B16)
If we use t = ξ and consider that h = 2αβx − 8/3, and substitute the numerical values ep = (−1)p and c3 = 2 and
c4 = −3,
H˜RS(q,m) =
(
h− µ1ξ + γ
(− 2J41 (1− 2µ1)− J21 ξµ21(3− 2µ1)))m
− γ
(1
4
J81 ξ
4
)
q3m+ γ
(
− 3ξ
4
J61 (1− 2µ1)
)
q2m
+
(
J21
2
ξ2 + γξ2µ1J
4
1
(3
2
− µ1
))
qm
− γ
(ξ3
2
J61 (1− 2µ1)
)
qm2
+
(
−J
2
1
4
ξ2 + γJ41 ξ
2
(− µ1(1− µ1) + J21
2
))
q
+
(
−J
2
1
2
ξ2
8
+ γJ41 ξ
(
− µ1
8
− µ1(1− µ1)ξ
4
+
ξ2
2
J21 (1− 2µ1)
))
q2
+ γJ61
ξ2
8
(
1 + 2(1− 2µ1)ξ
)
q3
+
7γJ81
32
ξ4q4
(B17)
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and for µ1 = 0 we have a great deal of simplifications, namely
H˜RS(q,m) =
(
h− 2γJ41
)
m− γ
(1
4
J81 ξ
4
)
q3m+ γ
(
− 3t
4
J61
)
q2m+
(
J21
2
ξ2
))
qm
− γ
(ξ3
2
J61
)
qm2 +
(
−J
2
1
2
ξ2
2
+ γ
(
+ J61
t2
2
))
q +
(
−J
2
1
2
ξ2
8
+ γJ41 ξ
(
+
ξ2
2
J21
))
q2
+ γJ61
ξ2
8
(
1 + 2ξ
)
q3 +
7γJ81
32
ξ4q4
(B18)
Appendix C: Converting correction to mean field parameters
First we define
mα =
1
N
∑
i
σαi (C1)
qαβ =
1
N
∑
i
σαi σ
β
i (C2)
ραβγ =
1
N
∑
i
σαi σ
β
i σ
γ
i (C3)
ηαβγδ =
1
N
∑
i
σαi σ
β
i σ
γ
i σ
δ
i (C4)
From which we have that, using the fact that γ is small, that
〈e
∑
ij bijΩij 〉P (Ωij) ≈ N
∏
i,j
eCijbij+Qijb
2
ijeγCij (C5)
where Cij = δijµ1 and Qij = δij
ρ21
2 + (1 − δij) J
2
1
2(N−1) . We are now interested in the result of the calcuation of
the previous terms. We now use bij =
∑
α(
ξ
2σ
α
i σ
α
j − σαi tj). Also, we define t = 1N
∑
j tj ,
∑
i σ
α
i = Nm
α, and∑
i σ
α
i σ
β
i = Nq
αβ .
1. Base Hamiltonian
The first terms we have the γ independent terms, which are
∑
ij
Cijbij = µ1
∑
α
∑
ij
δij(
ξ
2
σαi σ
α
j − σαi tj)
= µ1
∑
α
∑
i
(
ξ
2
− σαi tj)
mft → −Nµ1t
∑
α
mα (C6)
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And we also have
∑
ij
Qijb
2
ij =
∑
αβ
∑
ij
(
δij
ρ21
2
+ (1− δij) J
2
1
2(N − 1)
)
(
ξ
2
σαi σ
α
j − σαi tj)(
ξ
2
σβi σ
β
j − σβi tj)
=
∑
αβ
∑
ij
(
δij(
ρ21
2
− J
2
1
2(N − 1)) +
J21
2(N − 1)
)
(
ξ2
4
σαi σ
α
j σ
β
i σ
β
j −
ξ
2
σαi σ
β
i σ
β
j −
ξ
2
σβi σ
α
i σ
α
j + t
2
jσ
α
i σ
β
i )
= (
ρ21
2
− J
2
1
2(N − 1))
∑
αβ
∑
i
(
ξ2
4
− ξt
2
σαi −
ξt
2
σβi + t
2
jσ
α
i σ
β
i )
+
J21
2(N − 1)
∑
αβ
∑
ij
(
ξ2
4
σαi σ
α
j σ
β
i σ
β
j −
ξt
2
σαi σ
β
i σ
β
j −
ξt
2
σβi σ
α
i σ
α
j + t
2
jσ
α
i σ
β
i )
mft = −(ρ
2
1
2
− J
2
1
2(N − 1))N(−
ξt
2
n
∑
α
mα − ξt
2
n
∑
β
mβ + t2
∑
αβ
qαβ)
+
J21
2(N − 1)N
2
∑
αβ
(
ξ2
4
(qαβ)2 − ξt
2
qαβmβ − ξt
2
qαβmα + t2qαβ) (C7)
Of course, we also have an external field term which contributes a term
Hh = h
∑
α
∑
i
σαi = hN
∑
α
mα. (C8)
In the case µ1 6= 0 and ρ21 = J
2
1
N we have for N  1
lim
n→0
H0
N
=
J21
2
∑
αβ
(
ξ2
4
(qαβ)2 − ξt
2
qαβmβ − ξt
2
qαβmα + t2qαβ − µ1t
∑
α
mα
Replica Symmetric =
J21
2
(−ξ
2
8
q2 + ξtqm− t
2
2
q) + (h− µ1t)m. (C9)
2. Functional dependence of the corrections
In the correction terms we will have to calculate many of these terms, which we report here.
We have
∑
ij
bii =
∑
ij
bjj = N
∑
α
∑
i
(
ξ
2
σαi σ
α
i − σαi ti) = N2n
ξ
2
−
∑
α
∑
i
σαi ti.
mft → N2nξ
2
−N2
∑
α
mα (C10)
where we note that in order to complete the calculation we are forced to use the mean field assumption tk ≡ t.
Similarly
∑
i
bii
∑
j
bjj = (Nn
ξ
2
−
∑
α
∑
i
σαi ti)
2 =
N2n2ξ2
4
− 2Nnξ
2
∑
α
∑
i
σαi ti +
∑
αβ
∑
ij
σαi σ
β
j titj
mft → N
2n2ξ2
4
− 2N
2nξ
2
t
∑
α
mα +N2t2(
∑
α
mα)2 (C11)
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Also, ∑
ij
∑
k
b2ik =
∑
ij
∑
k
b2kj = N
∑
i,k
(
∑
α
(
ξ
2
σαi σ
α
k − σαi tk))2
= N
∑
αβ
∑
i,k
(
ξ2
4
σαi σ
β
i σ
α
k σ
β
k − ξσαi σβi σαk tk + σαi σβi t2k)
= N
∑
αβ
(
ξ2
4
(
∑
i
σαi σ
β
i )
2 + (
∑
i
σαi σ
β
i )
∑
k
t2k − ξ(
∑
i
σαi σ
β
i )(
∑
k
σαk tk))
mft → N
∑
αβ
(
ξ2N2
4
(qαβ)2 +N2(qαβ)t2 −N2tξqαβmα)
= N3
∑
αβ
qαβ(
ξ2
4
qαβ + t2 − tξmα) (C12)
∑
ij
bij =
∑
α
∑
ij
(
ξ
2
σαi σ
α
j − σαi tj
)
=
∑
α
(
ξ
2
(
∑
i
σαi )
2 −
∑
i
σαi
∑
j
tj)
mft → N2
∑
α
(
ξ
2
(mα)2 −mαt) (C13)
∑
ij
δijbij =
∑
α
∑
ij
δij
(
ξ
2
σαi σ
α
j − σαi tj
)
=
∑
α
(
ξ
2
∑
i
(σαi )
2 −
∑
i
σαi ti)
mft → N
∑
α
(
ξ
2
−mαt) (C14)
Let us now look at terms of the form:∑
ij
∑
t
bitbtj =
∑
αβ
∑
ijk
(
ξ
2
σαi σ
α
k − σαi tk
)(
ξ
2
σβkσ
β
j − σβk tj
)
=
∑
αβ
(ξ2
4
∑
i
σαi
∑
j
σβj
∑
k
σαk σ
β
k +
∑
i
σαi
∑
j
tj
∑
k
σβk tk

− ξ
2
∑
k
σαk σ
β
k
∑
i
σαi
∑
j
tj +
∑
k
tkσ
β
k
∑
i
σαi
∑
j
σβj
)
mft → N3
∑
αβ
(ξ2
4
mαqαβmβ + t2mαmβ − ξ
2
t
(
qαβmα +mα(mβ)2
))
(C15)
while ∑
ij
δij
∑
t
bitbtj =
∑
α,β
∑
ik
bikbki =
∑
αβ
∑
ik
(
ξ
2
σαi σ
α
k − σαi tk)(
ξ
2
σβkσ
β
i − σβk ti)
=
∑
αβ
(ξ
4
∑
i
σαi σ
β
i
∑
k
σαk σ
β
k +
∑
i
σαi ti
∑
k
σβk tk
− ξ
2
∑
k
σβkσ
α
k
∑
i
σαi ti +
∑
i
σαi σ
β
i
∑
k
tkσ
β
k
)
=
∑
αβ
(ξ
4
∑
i
σαi σ
β
i
∑
k
σαk σ
β
k +
∑
i
σαi ti
∑
k
σβk tk + ξ
∑
k
σβkσ
α
k
∑
i
σαi ti
)
mft → N2
∑
αβ
(ξ
4
(qαβ)2 + t2mαmβ + ξtqαβmβ
)
(C16)
22
∑
i
b3ii =
∑
αβγ
∑
i
(
ξ
2
− σαi t)(
ξ
2
− σβi t)(
ξ
2
− σγi t)
=
∑
αβγ
N(−t3ραβγ + 1
2
ξt2qαβ +
1
2
ξt2qαγ +
1
2
ξt2qβγ − 1
4
ξ2tmα − 1
4
ξ2tmβ − 1
4
ξ2tmγ +
ξ3
8
)
(C17)
∑
i
bii
∑
t
bitbti =
∑
αβγ
∑
it
(
ξ
2
− tσαi
)(
1
2
ξσβi σ
β
k − tσβi
)(
1
2
ξσγi σ
γ
k − tσγk
)
=
∑
αβγ
N2
(1
8
ξ3qβγqβγ − t3mγqαβ + 1
2
ξt2qαβqβγ +
1
2
ξt2mγραβγ
+
1
2
ξt2mβmγ − 1
4
ξ2tqβγραβγ − 1
4
ξ2tmβρβγ − 1
4
ξ2tmγqβγ
)
(C18)
∑
ij
b2ij(bii + bjj) =
∑
αβγ
∑
ij
(
1
2
ξσαi σ
α
j − tσαi
)(
1
2
ξσβi σ
β
j − tσβi
)(
−tσγi − tσγj + ξ
)
=
∑
αβγ
N2(
1
4
ξ3(qα+β)2 − t3mγqαβ + 1
2
ξt2mαραβγ +
1
2
ξt2mβραβγ +
1
2
ξt2qαβqαγ +
1
2
ξt2qαβqβ+γ
− 1
4
ξ2tqαβραβγ − 1
4
ξ2tqαβραβγ − 1
2
ξ2tmαqαβ − 1
2
ξ2tmβqαβ − t3ραβγ + ξt2qαβ) (C19)
∑
ij
bij
∑
t
bitbtj =
∑
αβγ
∑
ijk
(1
8
ξ3
(
σαi σ
β
i
)(
σαj σ
γ
j
)(
σγkσ
β
k
)
− 1
4
ξ2
(
σαi σ
β
i
)
σαj
(
σβkσ
γ
k
)
tj − 1
4
ξ2
(
σαi σ
β
i
)
σγj
(
σβkσ
γ
k
)
tj
+
1
2
ξ
(
σβi σ
α
i
)(
σβkσ
γ
k
)
t2j −
1
4
ξ2
(
σαi σ
β
i
)(
σαj σ
γ
j
)
σγk tk +
1
2
ξ
(
σαi σ
β
i
)
σαj σ
γ
k tjtk
+
1
2
ξ
(
σβi σ
α
i
)
σγj σ
γ
k tjtk −
(
σαi σ
β
i
)
σγk t
2
j tk
)
mft →
∑
αβγ
(1
8
ξ3N3qαβqαγqγβ − t
4
ξ2N3qαβmαqβγ − t
4
ξ2N3qαβmγqβγ
+
ξ
2
N3t2qβαqβγ − t
4
N3ξ2qαβqαγmγ +
t2
2
ξN3qαβmαmγ +
1
2
ξt2N3qαβ(mγ)2 − t3N3qαβmγ
)
= N3
∑
αβγ
qαβ
(1
8
ξ3qβγqγα + qβγ(
ξ
2
t2 − 3t
4
mγ) +
t2
2
ξmαmγ +
1
2
ξt2(mγ)2 − t3mγ
)
(C20)
23
∑
ij
(
∑
t
bitbtj)
2 =
∑
αβγδ
∑
ijkt
( 1
16
ξ4
(
σαi σ
γ
i
) (
σβj σ
δ
j
)(
σαk σ
β
k
)(
sγms
δ
m
)
−1
8
ξ3
(
σαi σ
γ
i
)
σβj
(
σαk σ
β
k
)(
sγms
δ
m
)
tj − 1
8
ξ3
(
σαi σ
γ
i
)
σδj
(
σαk σ
β
k
)(
sγms
δ
m
)
tj
+
1
4
ξ2
(
σαi σ
γ
i
) (
σαk σ
β
k
)(
sγms
δ
m
)
t2j −
1
8
ξ3
(
σαi σ
γ
i
) (
σβj σ
δ
j
)
σβk
(
sγms
δ
m
)
tk
+
1
4
ξ2
(
σαi σ
γ
i
)
σβj σ
β
k
(
sγms
δ
m
)
tjtk +
1
4
ξ2
(
σαi σ
γ
i
)
σδjσ
β
k
(
sγms
δ
m
)
tjtk − 1
2
ξ
(
σαi σ
γ
i
)
σβk
(
sγms
δ
m
)
t2j tk
−1
8
ξ3
(
σαi σ
γ
i
) (
σβj σ
δ
j
)(
σαk σ
β
k
)
sδmtm +
1
4
ξ2
(
σαi σ
γ
i
)
σβj
(
σαk σ
β
k
)
sδmtjtm
+
1
4
ξ2
(
σαi σ
γ
i
)
σδj
(
σαk σ
β
k
)
sδmtjtm −
1
2
ξ
(
σαi σ
γ
i
) (
σαk σ
β
k
)
sδmt
2
j tm
+
1
4
ξ2
(
σαi σ
γ
i
) (
σβj σ
δ
j
)
σβk s
δ
mtktm −
1
2
ξ
(
σαi σ
γ
i
)
σβj σ
β
k s
δ
mtjtktm
−1
2
ξ
(
σαi σ
γ
i
)
σδjσ
β
k s
δ
mtjtktm +
(
σαi σ
γ
i
)
σβk s
δ
mt
2
j tktm
)
mft →
∑
αβγδ
(N4
16
ξ4qαγqβδqαβqγδ − t
8
ξ3N4qαγmβqαβqγδ − t
8
ξ3N4qαγmδqαβqγδ
+
t2
4
ξ2N4qαγqαβqγδ − t
8
N4ξ3qαγqβδmβqγδ
+
t2
4
N4ξ2qαγ(mβ)2qγδ +
t2
4
N4ξ2qαγmδmβqγδ − N
4
2
t3ξqαγmβqγδ
−N
4
8
tξ3qαγqβδqαβmδ +
N4
4
t2ξ2qαγqαβmδmβ
+
N4
4
t2ξ2qαγqαβ(mδ)2 − N
4
2
t3ξqαγqαβmδ +
N4
4
t2ξ2qαγqβδmβmδ − N
4
2
t3ξqαγ(mβ)2mδ
−N
4
2
t3ξqαγ(mδ)2mβ + t4N4qαγmβmδ
)
= N4
∑
αβγδ
( ξ4
16
qαγqβδqαβqγδ − tξ
3
2
qαβqβγqγδmδ
+
ξ2t2
4
(qαγqγδ((mβ)2 +mδ) + qαγqβδmβmδ + qαγqγδmαmβ)
−t3ξ(qαγqγδmβ + qαγ(mβ)2mδ) + t4qαγmβmδ)
)
(C21)
Also, for the next asymmetrical calculation we need
∑
ij
(bii + bjj)bij =
∑
αβ
∑
ij
(
ξ
2
σαi σ
α
j − σαi tj)(ξ − σαi ti − σαj tj)
=
∑
αβ
∑
ij
(
1
2
ξ2σαi σ
α
j + t
2σαi σ
β
j −
1
2
ξtσαi σ
α
j σ
β
j −
1
2
ξtσαj σ
α
i σ
β
i + t
2σαi σ
β
i − ξtσαi )
mft →
∑
αβ
N2(
1
2
ξ2mαmα + t2mαmβ − 1
2
ξtmαmα+β − 1
2
ξtmαqαβ + t2qαβ − ξtmα) (C22)
24
And for the last calculation we need the term∑
ij
(bij)
2 =
∑
αβ
∑
ij
(
ξ
2
σαi σ
α
j − σαi tj)(
ξ
2
σβi σ
β
j − σβi tj)
=
∑
αβ
∑
ij
(
ξ2
4
σαi σ
α
j σ
β
i σ
β
j + σ
α
i σ
β
i t
2
j −
ξ
2
(σαi σ
α
j σ
β
i tj + σ
β
i σ
β
j σ
α
i tj)
)
mft → N2
∑
αβ
(
ξ2
4
(qαβ)2 + t2qαβ − ξt
2
qαβ(mβ +mα)
)
(C23)
∑
ij
δijb
4
ij =
∑
αβγδ
∑
i
(
ξ
2
− σαi ti)(
ξ
2
− σβi ti)(
ξ
2
− σγi ti)(
ξ
2
− σδi ti)
= N
∑
αβγδ
(t4ηαβγδ − 1
2
ξt3ραβγ − 1
2
ξt3ραβδ − 1
2
ξt3ραγδ − 1
2
ξt3ρβγδ +
1
4
ξ2t2qαβ
+
1
4
ξ2t2qα+γ +
1
4
ξ2t2qαδ +
1
4
ξ2t2qβγ +
1
4
ξ2t2qβδ +
1
4
ξ2t2qγδ − 1
8
ξ3tmα
−1
8
ξ3tmβ − 1
8
ξ3tmγ − 1
8
ξ3tmδ +
ξ4
16
) (C24)
∑
ij
b2ij(bjj + bii)
2 =
∑
αβγδ
∑
ij
(
ξ
2
σαi σ
α
j − σαi t)(
ξ
2
σβi σ
β
j − σβi t)(ξ − (σγi − σγj )t)(ξ − (σδi − σδj )t)
= N2
∑
αβγδ
(
1
4
ξ4qαβqαβ + t4mγραβδ + t4mδραβγ + t4qαβqγδ − 1
2
ξt3mαηαβγδ
−1
2
ξt3mβηαβγδ − 1
2
ξt3qαγραβδ − 1
2
ξt3qβγραβδ − 1
2
ξt3qαδραβγ
−1
2
ξt3qβδραβγ − 1
2
ξt3qαβραγδ − 1
2
ξt3qαβρβγδ − ξt3mγqαβ − ξt3mδqαβ
+
1
4
ξ2t2qαβηαβγδ +
1
4
ξ2t2ραβδραβγ +
1
4
ξ2t2ραβγραβδ
+
1
4
ξ2t2qαβηαβγδ +
1
2
ξ2t2mαραβγ +
1
2
ξ2t2mβραβγ +
1
2
ξ2t2qαβqαγ
+
1
2
ξ2t2qαβqβγ +
1
2
ξ2t2mαραβδ +
1
2
ξ2t2mβραβδ +
1
2
ξ2t2qαβqαδ +
1
2
ξ2t2qαβqβδ
−1
4
ξ3tqαβραβγ − 1
4
ξ3tqαβραβγ − 1
4
ξ3tqαβραβδ
−1
4
ξ3tqα+βραβδ − 1
2
ξ3tmαqαβ − 1
2
ξ3tmβqαβ
+t4ηαβγδ − ξt3ραβγ − ξt3ραβδ + ξ2t2qαβ) (C25)
∑
ij
(
∑
t
bitbtj)
2 =
∑
ijlk
bilbljbikbkj =
∑
αβγδ
∑
ijlt
(
ξ
2
σγi σ
γ
k − tσγi
)(
ξ
2
σαi σ
α
l − tσαi
)(
ξ
2
σδjσ
δ
k − tσδk
)(
ξ
2
σβj σ
β
l − tσβl
)
= N4
∑
αβγδ
(
1
16
ξ4qαγqβδqγδqαβ − 1
2
ξt3mβmδmβqαγ − 1
2
ξt3mδmδmβqαγ
+
1
4
ξ2t2mβmβqαγqγδ +
1
4
ξ2t2mβmδqαγqαβ +
1
4
ξ2t2mδmβqαγqγδ +
1
4
ξ2t2mδmδqαγqαβ
+
1
4
ξ2t2mδmβqαγqβδ − 1
8
ξ3tmβqαγqγδqαβ − 1
8
ξ3tmδqαγqγδqαβ − 1
8
ξ3tmβqαγqβδqγδ
−1
8
ξ3tmδqαγqβδqαβ + t4mδmβqαγ
−1
2
ξt3mβqαγqγδ − 1
2
ξt3mδqαγqαβ +
1
4
ξ2t2qαγqγδqαβ) (C26)
25
∑
ij
δijb
2
ij
∑
t
bitbtj =
∑
i
b2ii
∑
t
bitbti
= N2
∑
αβγδ
(
1
16
ξ4qγδqγδ + t4σδkρ
αβγ − 1
2
ξt3qγδραβγ − 1
2
ξt3mδηαβγδ − 1
2
ξt3mδqα+γ
−1
2
ξt3mδqβγ +
1
4
ξ2t2qγδηαβγδ +
1
4
ξ2t2qαγqγδ +
1
4
ξ2t2mδραγδ +
1
4
ξ2t2qβγqγδ
+
1
4
ξ2t2mδρβγδ +
1
4
ξ2t2mγmδ − 1
8
ξ3tqγδραγδ
−1
8
ξ3tqγδρβγδ − 1
8
ξ3tmγqγδ − 1
8
ξ3tmδqγδ) (C27)
∑
ij
bij(bjj + bii)
∑
t
bitbtj =
∑
αβγδ
∑
ij
(
1
2
ξσαi σ
α
j − tσαi
)(
−tσβi − tσβj + ξ
)(1
2
ξσγi σ
γ
k − tσγi
)(
1
2
ξσδjσ
δ
k − tσδk
)
= N2
∑
αβγδ
(
1
8
ξ4qαγqαδqγδ + t4mβmδqαγ − 1
2
ξt3mαmδραβγ − 1
2
ξt3mβqαγqγδ
−1
2
ξt3mδqαγqαβ − 1
2
ξt3mδmδqαβγ − 1
2
ξt3mδqαγqβδ +
1
4
ξ2t2mαqγδρα+β+γ
+
1
4
ξ2t2qαγqαβmγ+δ +
1
4
ξ2t2mδqγδραβγ +
1
4
ξ2t2mδqαδραβγ
+
1
4
ξ2t2qαγqβδqγδ +
1
4
ξ2t2mδqαγραβδ +
1
2
ξ2t2mαmδqαγ +
1
2
ξ2t2mδmδqαγ
−1
8
ξ3tqαδqγδραβγ − 1
8
ξ3tqαγqγδραβδ − 1
4
ξ3tmαqαγqγδ − 1
4
ξ3tmδqαγqγδ
−1
4
ξ3tmδqαγqαδ + t4mδραβγ − 1
2
ξt3qγqδραβγ − ξt3mδqαγ + 1
2
ξ2t2qαγqγqδ)
(C28)
∑
ij
δijb
3
ij(bjj + bii) = 2
∑
i
b4ii = 2
∑
αβγδ
∑
i
(
ξ
2
− tσαi
)(
ξ
2
− tσβi
)(
ξ
2
− tσγi
)(
ξ
2
− tσδi
)
= 2N
∑
αβγδ
(t4ηαβγδ − 1
2
ξt3ραβγ − 1
2
ξt3ρα+β+δ − 1
2
ξt3ραγδ − 1
2
ξt3ρβγδ
+
1
4
ξ2t2qαβ +
1
4
ξ2t2qαγ +
1
4
ξ2t2qαδ +
1
4
ξ2t2qβγ +
1
4
ξ2t2qβδ +
1
4
ξ2t2qγδ
−1
8
ξ3tmα − 1
8
ξ3tmβ − 1
8
ξ3tmγ − 1
8
ξ3tmδ +
ξ4
16
) (C29)
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3. Corrections
F 3ij
γN
= ρ21
(
ρ21δij + (1− δij)
J21
N − 1
)
(bjj + bii)︸ ︷︷ ︸
F3A
+ ρ21(3µ
2
1 + ρ
2
1)δijbij︸ ︷︷ ︸
F3B
+ 3µ1ρ
2
1δijb
2
ij︸ ︷︷ ︸
F3C
+ µ1
J41
(N − 1)2
∑
t
(
δij(1− δit)(1− δjt)bitbtj
)
︸ ︷︷ ︸
F3D
+ µ1
J41
(N − 1)2
∑
t
(
δit(1− δtj)b2tj + (1− δit)δtjb2it
)
︸ ︷︷ ︸
F3E
+
(
ρ21δij + (1− δij)
J21
N − 1
)
bijσ
4
1δijbiibjj︸ ︷︷ ︸
F3F
(C30)
+
(
ρ21δij + (1− δij)
J21
N − 1
)
bij(1− δij) ρ
2
1J
2
1
N − 1(bijbjj + biibij)︸ ︷︷ ︸
F3G
(C31)
+
(
ρ21δij + (1− δij)
J21
N − 1
)
bij
∑
t
J41
(N − 1)2 (1− δit)(1− δtj)bitbtj︸ ︷︷ ︸
F3H
(C32)
Asymmetric F3:
F3A =
∑
ij
(
ρ21δij + (1− δij)
J21
N − 1
)
ρ21(bii + bjj)
=
∑
ij
(
ρ21δij + (1− δij)
J21
N − 1
)
ρ21(
∑
α
(
ξ
2
σαi σ
α
i − σαi ti) +
∑
β
(
ξ
2
σβj σ
β
j − σβj tj))
≈ −ρ21
∑
α
∑
ij
(
ρ21δij(σ
α
i ti + σ
α
j tj) + (1− δij)
J21
N − 1(σ
α
i ti + σ
α
j tj)
)
= −ρ21t
∑
α
(
2ρ21
∑
i
σαi +
J21
N − 1
∑
ij
(1− δij)(σαi + σαj )
)
= −ρ21t
∑
α
(
2ρ21
∑
i
σαi + 2
J21
N − 1
∑
i<j
(σαi + σ
α
j )
)
= −ρ21t
∑
α
(
2ρ21
∑
i
σαi + 4J
2
1
∑
j
σαj
)
= −ρ21t
∑
α
(
2ρ21 + 4J
2
1
)∑
i
σαi
→ −ρ21t
(
2ρ21 + 4J
2
1
)
N
∑
α
mα (C33)
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F3B = ρ
2
1(ρ
2
1 + 3µ
2
1)
∑
ij
δijbij
mft ≈ ρ21(ρ21 + 3µ21)tN
∑
α
mα (C34)
F3C = 3µ1ρ
2
1
∑
ij
δijb
2
ij
mean field = 3µ1ρ
2
1
∑
α,β
∑
i
(−ξ
2
(σαi + σ
β
i )t+ σ
α
i σ
β
i t
2)
→ 3Nµ1ρ21
∑
α,β
(qαβt2 − ξ
2
(mα +mβ)t)
(C35)
F3D = µ1
J41
(N − 1)2
∑
ij
∑
t
(
δij(1− δit)(1− δjt)bitbtj
)
mean field = µ1
J41
(N − 1)2
∑
αβ
(∑
j
∑
r
(
ξ
2
σαj σ
α
r − σαj t)(
ξ
2
σβr σ
β
j − σβr t)−N(qαβt2 −
ξ
2
(mα +mβ)t))
= µ1
J41
(N − 1)2
∑
αβ
(∑
j
∑
r
(
ξ2
4
σαj σ
α
r σ
β
r σ
β
j −
ξ
2
(σαj σ
α
r σ
β
r + σ
β
r σ
β
j σ
α
j )t+ t
2σβr σ
α
j )−N(qαβt2 −
ξ
2
(mα +mβ)t))
→ µ1 J
4
1
(N − 1)2
∑
αβ
(
(
ξ2
4
N2(qαβ)2 − ξN
2
2
(qαβmβ + qαβmα)t+N2t2mαmβ)−N(qαβt2 − ξ
2
(mα +mβ)t))
(C36)
F3E = µ1
J41
(N − 1)2
∑
ij
∑
t
(
(1− δtj)δitb2tj + (1− δit)δtjb2it
)
= 2µ1
J41
(N − 1)2
∑
αβ
(
(
ξ2
4
N2(qαβ)2 − ξN
2
2
(qαβmβ + qαβmα)t+N2t2mαmβ)−N(qαβt2 − ξ
2
(mα +mβ)t))
(C37)
F3F =
∑
ij
(
ρ21δij + (1− δij)
J21
N − 1
)
bijσ
4
1δijbiibjj
≈ σ61
∑
αβγ
∑
i
(−t3σαi σβi σγi +
1
2
ξt2σαi σ
β
i +
1
2
ξt2σαi σ
γ
i +
1
2
ξt2σβi σ
γ
i −
1
4
ξ2tσαi −
1
4
ξ2tσβi −
1
4
ξ2tσγi +
ξ3
8
)
= Nσ61
∑
αβγ
(−t3ραβγ + 1
2
ξt2qαβ +
1
2
ξt2qαγ +
1
2
ξt2qβγ − 1
4
ξ2tmα − 1
4
ξ2tmβ − 1
4
ξ2tmγ)
(C38)
28
F3G =
∑
ij
(
ρ21δij + (1− δij)
J21
N − 1
)
bij(1− δij) ρ
2
1J
2
1
N − 1(bijbjj + biibij)
=
2ρ21J
4
1
(N − 1)2N
2
∑
αβγ
((
1
8
ξ3)(qαβ)2 +
1
2
ξt2mαραβγ +
1
2
ξt2mβραβγ − 1
4
ξ2tqαβραβγ
1
4
ξ2tmαqαβ − 1
4
ξ2tmβραβ − t3ραβγ + 1
2
ξt2qαβ
+
1
8
ξ3(qαβ)2 − t3mγqαβ + 1
2
ξt2qαβqαγ +
1
2
ξt2qαβqβγ
1
4
ξ2tqαβραβγ − 1
4
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∑
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∑
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∑
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=
J41
(N − 1)2
∑
αβγ
(
(ρ21 −
J21
N − 1)
(1
8
ξ3mαmβqαβ +
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+
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∑
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∑
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−2F
4
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F4I
(C41)
F4A =
∑
ij
4µ1ρ
2
1
(
ρ21δij + (1− δij)
J21
N − 1
)
(bii + bjj)
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∑
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∑
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∑
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∑
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∑
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∑
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∑
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∑
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=
∑
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∑
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∑
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∑
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∑
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− ξ
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∑
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∑
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∑
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− ξ
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∑
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∑
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∑
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∑
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∑
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∑
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∑
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in these last terms it can be seen that if ρ21 6= J21/N , for N → ∞ we are forced to include also higher order overlap
distributions.
