We give a simple explanation why the stationary state of the 1D TASEP model with open boundaries is related to the Catalan numbers. Our construction is based on planar binary trees and provides a combinatorial solution of the stationary state. We discuss the relation to permutation/Catalan tableaux approaches in an appendix.
I. INTRODUCTION
The Totally Asymmetric Simple Exclusion Process with open boundary condition(open-boundary TASEP) is one of the first interacting driven lattice gas models whose stationary state has been obtained exactly [1] [2] [3] ; The stationary state of a driven, out-of-equilibrium particle system is unknown, contrary to a system at equilibrium for which one can write down the Boltzmann distribution. In fact, the open-boundary TASEP belongs to a large family of stochastic models whose stationary state can be calculated by algebraic-integrability techniques, notably the matrix product Ansatz [4] . On the other hand, the stationary state of these models has rich combinatorial structures. In particular the stationary weights of the open-boundary TASEP are known to be closely related to Catalan numbers. This relation has been interpreted using Catalan tableaux(see Viennot et. al. [12] ) or more generally using permutation tableaux( [8, 9] ). Duchi and Schaeffer( [6] ) constructed a TASEP model with one hidden line to derive the stationary measure combinatorially. Corteel et. al. managed to do so using lattice paths( [7] ) or permutation tableaux ( [10] ) for more general partially asymmetric exclusion processes. The relation to tableaux combinatorics can also lead to determinant formulae for probabilities ([11] ).
Here we would like to record another simple combinatorial approach to the open-boundary TASEP stationary state, based on binary trees. Although binary trees are also used in Angel's combinatorial approach ( [5] ) to the TASEP with two species of particles(for a definition see [4] , Sect. 4), our approach is more closely related to permutation/Catalan tableaux approaches, and particularly close to that of [10] . The appendix B will be devoted to discussing this relation while the rest of this note will be self-contained.
Setup and main result. In what follows let n > 0 be a positive integer. The n-site open-boundary TASEP is a continuous time Markov chain whose configuration space is {•, •} n . A state C therein is a string of length n of •/•'s and describes the particle occupancy of n sites. Its dynamics is determined by the following transition rates
where α, β ∈ (0, 1] are parameters and A, A ′ represent arbitrary •/• strings. A nontrivial question is to determine the stationary measure of such a system for any n. This amounts to finding P st n {C} such that for any configuration C,
Let us denote T n the set of plane binary trees with (n + 2)-endpoints. Their cardinality is given by the Catalan numbers |T n | = C n+1 = On T n we shall define a reduction map R : T n → {•, •} n and a weight function µ : T n → R + as follows :
. . , t n ) (called its reduced configuration) and t k is determined by the (k + 1)-th endpoint of T counting from left : t k = • if it is a left descendent(its edge is of up-right direction) and t k = • if it is a right descendent(its edge is of up-left direction). The leftmost and rightmost endpoints are not concerned. For n = 2, from left to right in figure 1 
Proposition 1
The stationary measure of the n-TASEP with parameter α, β is given by
) is the number of vertices between the leftmost(rightmost) endpoint of T and the its root. Z n = T ∈Tn µ(T ) is the normalisation factor.
The rest of the note is devoted to a combinatorial proof of the above proposition. For the sake of transparency, we shall prove it first for the special case of α = β = 1 in Sect. II. The general case is considered in Sect. III.
II. CASE OF
In this section we focus on the case of α = β = 1, i.e., and consider the following restriction of Proposition 1 :
Proposition 2 The stationary probability of the n-TASEP with α = β = 1 is induced by the uniform measure on T n
(Here and below, |X| denotes the cardinal of the set X.) In other words, for any state C ∈ {•, •} n , we have the flux balance equation
Since α = β = 1, W (C → C ′ ) is either 0 or 1, so both sides of equation 1 are integers, which suggests a combinatorial proof. Indeed, we shall interpret either side of (1) as the size of a set, and construct a bijection between them.
On a plane binary tree, we define a last branching vertex to be a non-endpoint vertex whose descendents are both endpoints. The last branching vertices were all marked with 's in the figure 1. We define a marked plane binary tree is a plane binary tree with only one of its last branching vertices marked with a . We denote T n the set of marked binary trees of (n + 2) end-points and let f : T n → T n be the map that forgets the marking. For n > 1, we have T n > |T n | since f is subjective but not one-to-one. For example, T 2 has 6 elements as listed below : T 3 has 20 elements(while T 3 has 14), we draw them in the appendix A.(In general, one can show that T n has 2n n elements. But we will not need this result for the following) Now we make a crucial observation that follows from the above definitions : The last branching vertices of a tree T correspond to the active bonds(places where a transition to another configuration is possible) of its reduced configuration R(T ). As a consequence, we have the following
Thus we managed to see the left hand side of 1 as the size of a set. Next, we shall describe a map π : T n → T n which we will prove to be a bijection, and such that the right hand side of 1 is the size of the set (Rf π) −1 {C}, which is bijected to f −1 R −1 {C} by π. This would conclude the proof of Proposition 2. Consider a marked tree T . Since the tree root is never a last branching vertex (for n > 0), its marked last branching vertex v is either a left descendent or a right descendent (of its ascendent). Suppose for the moment that v is a right descendent. To obtain π( T ), we remove the segment linking v and its left descendent, glue it to the next right-descendent endpoint to its right and mark the new vertex. For example :
To illustrate, the moved segment is drawn in bold.
In the special case where v has the rightmost endpoint of the tree as descendent, the above operation cannot be done. In this case, we glue the removed segment to the rightmost left-descendent endpoint of the tree and mark the new vertex, for example π :
−→ Note that in this second (boundary) case the moved segment changes direction as opposed to the first case. So we have defined π when the marked last branching vertex is a right descendent. For the alternative possibility, we just need to swap the words "left" and "right" in the recipe described above (Equivalently, one may say that we complete the definition of π in the unique way so that it preserves the left-right symmetry). We illustrate below π for n = 2 (see appendix A for n = 3).
One sees that they are permutations(bijections). This is true in general :
Lemma 4 π : T n → T n is a bijection.
In fact we can describe its inverse σ in a similar manner. To obtain σ( T ) from T , assuming that the marked last branching vertex v is a right(left) descendent, remove the segment linking v and its left(right) descendent, glue it to the next right(left)-descendent endpoint to its left(right) ; when it is impossible to do so, move it to the leftmost(rightmost) endpoint (changing its direction). In either case, mark the new vertex. This construction guarantees that σ and π are inverse to each other. Now let us take a pair T = π( T ′ ) and consider their respective reduced states C = Rf ( T ) and C ′ = Rf ( T ′ ). One can observe by construction of π that W (C ′ → C) = 0(in fact equal to 1 provided α = β = 1) for any such pair T and T ′ . Conversely, for any pair of states C, C ′ such that W (C ′ → C) = 0 (= 1 in the case α = β = 1), there are exactly R −1 n {C ′ } marked trees T ′ such that Rf π( T ′ ) = C. In fact, for each T ′ ∈ R −1 {C ′ }, there is one and only one T ′ such that f ( T ′ ) = T ′ and that Rf π( T ′ ) = C : It is the one obtained by marking the last branching vertex corresponding to the active bond involved in the transition C ′ → C. We have thus shown the following :
Lemma 5 For any C, C ′ ∈ {0, 1} n , the set F (C ′ → C) defined as
is non-empty if and only if W (C ′ → C) = 0. In this case its cardinal is equal to that of R −1 {C ′ }. Thus, when α = β = 1 we have
Summing the above equation over C ′ , we have for any
which is promised before. Now combining equations (2), the bijectiveness of π (lemma 4) and the equation 5) gives
which proves Proposition 2. Notice that summing eq.(4) over C gives eq. (2), so it is in fact the only ingredient for proving Proposition 2 besides the bijectiveness of π.
III. GENERAL α, β
Now that combinatorial constructions are independent of the value of α and β, to adapt our proof to arbitrary values of α and β, we need to assign weights to marked trees so that a weighted version of (4) holds. We defineμ :
) counts the same vertices as do l(T )(r(T ) respectively) except the marked one when it is there : For example when T = ,μ T = α
µ (μ respectively) defines a measure on (the power set of) T n (respectively T n ) in the obvious way and we shall denote the measure again by µ(μ respectively).
To show Proposition 1, all we need is the following two properties of µ andμ, which can be readily checked :
(b) For any T ∈ T n ,μ( T ) =μ(π( T )). Property (a) implies the following variant of (4)
Summing it over C ′ givesμ
which generalises eq. (5), while summing (6) over C(and switching variable names C and C ′ ) giveŝ
which generalises eq. (2). Now property (b) implieŝ
That is, the stationary measure of the n-site TASEP is given by P st n {C} = (Z n ) −1 µ(R −1 {C}), where Z n = µ(T n ), as claimed in Proposition 1.
IV. CONCLUSION
In this note we have considered a combinatorial solution of the open boundary TASEP stationary state in terms of planar binary trees. We can summarise our approach as two points. First, the (nontrivial) stationary measure on the configuration space is induced by a simple measure on the space of plane binary trees (in the case of α = β = 1 the latter measure is uniform). Second, the balance equation is given a bijective proof(at least in the α = β = 1 case) : every term therein is interpreted as the cardinal of a set, and equality comes from the construction of a bijection.
Let us mention briefly some models whose stationary state can be obtained by a variant of the approach presented above, leaving details for future work. One can adapt this approach to the periodic boundary condition TASEP with one second class particle(for an introduction see [4] , Sect. 4) with only a slight modification of π. Essentially the same construction works when there are k second class particles : For this we need to consider k-tuples of planar binary trees. The latter construction works also for a special case of open boundary two-species TASEP where the second class particles are neither injected nor extracted, as first considered in [13] . An interesting question is whether it is possible to generalise our approach to the multi-species TASEP, whose stationary state has been obtained combinatorially by Martin and Ferrari in [14] , but with a queueing-theory-inspired construction. not a Catalan tableaux since it violates the second defining property. Catalan tableaux were considered as a special case of permutation tableaux in [16] , where it is shown that the number of Catalan tableaux of index n is the Catalan number C n . There has been a combinatorial proof of this result by constructing a bijective correspondence with binary trees in [12] . Our definition can be seen to be equivalent to the Definition 2.1 of [12] by removing the column without 1's.
Here we propose another simple bijection, from T n onto the set of Catalan tableaux of index n + 1. We shall describe it as a procedure of obtaining a 0/1 tableaux from a plane binary tree in 3 steps. As a running example we take T = ∈ T 3 .
1. We first draw a lattice path in the 2D square lattice, starting from anywhere, as we read all endpoints of T from left to right : We move one unit to the right(respectively, one unit up) each time we read a left-descendent(rightdescendent, respectively). Note that the lattice path has length n+2, the first(last) step is always to the right(up, respectively), so that we can form a Young diagram λ(T ) by adding a vertical segment from the starting point and a horizontal line from the ending point. For example,
Here the lattice path is drawn in bold. (Remark that λ(T ) depends only on the reduced configuration R(T )) 2. Then we rotate the binary tree by π/4 and embed it conformally into the Young diagram λ(T ) as illustrated such that each endpoint is at the centre of its corresponding lattice path segment. So far we have defined a map, which we denote φ, from T n to a certain set of 0/1 tableaux. One can show that Proposition 6 φ is a bijection between T n and the set of Catalan tableaux of index n + 1.
Equipped with this Catalan tableaux ↔ plane binary tree correspondence, one can reformulate the combinatorial approach to the TASEP stationary state of Corteel and Williams in [10] (more general partially asymmetric processes were considered there using permutation tableaux ; one can see that the special case of TASEP corresponds to considering only Catalan tableaux) in terms of planar binary trees : By doing so we recognised that the Markov chain dynamics that the authors of [10] defined on the set of Catalan tableaux can be obtained by using the π bijection defined in this note. However, we have refrained from defining a Markov chain dynamics on T n (although it can be done).
