Computational Fluid Dynamics
The Euler equations can be solved using the flux limited high order methods described earlier by finding the fluxes using solutions to the Riemann problem
In principle we can solve this problem, the Riemann problem, exactly by assuming constant states and then integrate the fluxes over the time step. In the last lecture we did so for the case when the fluids are initially at rest.
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Conservative variable form The Euler Equations The alphas are given by
Where the jumps across the cell boundary are:
and (again)
The Euler Equations
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( )
The Roe approximate Riemann solver was one of the first method to compute the fluxes in a simpler way. 
WENO 3 WENO 5
Using WENO to reconstruct the conserved variables
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Recall the "primitive" form of the Euler equations
The Euler Equations-Revisited
The eigenvector of
are (using arbitrary scaling):
Right eigenvectors Left eigenvectors
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Form the matrices
Then we can make C diagonal:
We have:
To get the characteristic form
Use that
For WENO 5 it is generally found that applying it to the characteristic variables gives superior results. To do so the Q's are "frozen" so we can write
Where Q is often approximated. Thus, we first find the primitive variables, then the characteristic variables, use WENO5 to reconstruct those and then find the original conserved variables. 
Multidimensional Flow
Time splitting (1-v)Δt
Splitting thus recovers some properties of the exact advection by allowing flux from diagonal cells. This is one reason for focusing on onedimensional schemes, since doing multidimensional flow by splitting is actually better than multidimensional discretization of the original equations
For the Euler equations:
In vector form where
Flux vector splitting
The Euler Equations The first part can be written as uf and it can be shown that it represents information carried by the flow velocity u, so the upwind direction depends only on the sign of u. The second part of the fluxes represents information carried by u ± c and for supersonic flow, where the Mach number is either larger than 1 or smaller then 1, the upwind direction again depends on the sign of the velocity. For 1 < M < 1, the second term is split in two and allocated to the upwind and downwind directions as a linear function of the Mach number. Thus, following Laney (1998), the scheme is: where we note that the first part depends only on the sign of the velocity. The variables in the second part are found by:
To discretize equation (6.130) we first write (6.137) and then approximate the fluxes using the first order upwind scheme:
For a numerical implementation it is possible to rewrite (6.138) as (6.139) where the fluxes at the half-points are found bŷ
(6.140)
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The first part can be written as uf and it can be shown that it represents information carried by the flow velocity u, so the upwind direction depends only on the sign of u. The second part of the fluxes represents information carried by u ± c and for supersonic flow, where the Mach number is either larger than 1 or smaller then 1, the upwind direction again depends on the sign of the velocity. For 1 < M < 1, the second term is split in two and allocated to the upwind and downwind directions as a linear function of the Mach number. Thus, following Laney (1998), the scheme is: where we note that the first part depends only on the sign of the velocity. The variables in the second part are found by:
For a numerical implementation it is possible to rewrite (6.138) as 139) where the fluxes at the half-points are found bŷ
For a numerical implementation it is possible to rewrite (6.138) as 139) where the fluxes at the half-points are found bŷ Using that max(f, 0) = 0.5(f + |f |) and min(f, 0) = 0.5(f |f |) for any f we can write the fluxes for 1 < M < 1 as:
and we use this form in the code shown below. Once the fluxes have been found by (6.141), the variables are updated using (6.139).
As methods for the Euler equations are developed, new methods are often tested using problems used to test earlier methods. Several of these tests have been used by so many researchers that they have become de facto standards. One such test was introduced by Sod (1978) and consists of discontinuous initial conditions with high pressure gas occupying the left half of a domain and a low pressure gas in the right half. The solution consists of the high pressure gas expanding into the low pressure gas, sending a shock wave ahead and a rarifaction wave in the other direction. Thus, the solution consists of (moving from right to left): undisturbed gas at low pressure on the right, compressed low pressure gas (separated by a shock from the undisturbed gas); expanded high pressure gas moving into the right hand side of the domain; a rarifaction fan where the initially compressed gas expands smoothly; and finally the undisturbed high pressure gas on the left. The exact solution is easily found, as explained in chapter 15, and once the conditions in each region have been found, the time evolution is simply given by expanding the time axis at a constant rate. A code for this problem, using (6.141) and (6.139) is given below and sample results are
56
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Using that max(f, 0) = 0.5(f + |f |) and min(f, 0) = 0.5(f |f |) for any f we can write the fluxes for 1 < M < 1 as:
As methods for the Euler equations are developed, new methods are often tested using problems used to test earlier methods. Several of these tests have been used by so many researchers that they have become de facto standards. One such test was introduced by Sod (1978) and consists of discontinuous initial conditions with high pressure gas occupying the left half of a domain and a low pressure gas in the right half. The solution consists of the high pressure gas expanding into the low pressure gas, sending a shock wave ahead and a rarifaction wave in the other direction. Thus, the solution consists of (moving from right to left): undisturbed gas at low pressure on the right, compressed low pressure gas (separated by a shock from the undisturbed gas); expanded high pressure gas moving into the right hand side of the domain; a rarifaction fan where the initially compressed gas expands smoothly; and finally the undisturbed high pressure gas on the left. The exact solution is easily found, as explained in chapter 15, and once the conditions in each region have been found, the time evolution is simply given by expanding the time axis at a constant rate. A code
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To discretize equation (6.130) we first write 137) and then approximate the fluxes using the first order upwind scheme:
Using that max(f,0)=0.5*(f+|f|) and min(f,0)=0.5*(f-|f|)
The step in the other direction is done in the same way 
The Euler Equations G1(i,j)=0.5*(rv(i,j+1)+rv(i,j))-0.5*(abs(rv(i,j+1))-abs(rv(i,j))); G2(i,j)=0.5*(v(i,j+1)*ru(i,j+1)+v(i,j)*ru(i,j))... -0.5*(abs(v(i,j+1))*ru(i,j+1)-abs(v(i,j))*ru(i,j));
G4(i,j)=(rE(i,j+1)+p(i,j+1))*v(i,j+1);end end, end for i=2:nx-1 ; for j=2:ny-1 % Update soluAon
end; end r(2:nx-2,1)=r(2:nx-2,2);ru(2:nx-2,1)=ru(2:nx-2,2);rE(2:nx-2,1)=rE(2:nx-2,2); r(2:nx-2,ny)=r(2:nx-2,ny-1);ru(2:nx-2,ny)=ru(2:nx-2,ny-1);rE(2:nx-2,ny)=rE(2:nx-2,ny-1); r(1,2:ny-2)=r(2,2:ny-2);rv(1,2:ny-2)=rv(2,2:ny-2);rE(1,2:ny-2)=rE(2,2:ny-2); r(nx,2:ny-2)=r(nx-1,2:ny-2);rv(nx,2:ny-2)=rv(nx-1,2:ny-2);rE(nx,2:ny-2)=rE(nx-1,2:ny-2); Ame=Ame+dt, istep % contour(r,40); axis equal, axis([1, ny, 1, nx]);pause end mesh(r) plot(x,r,'k','linewidth',2);hold on set(gca,'Box','on'); set(gca,'Fontsize',24, 'LineWidth',2) text(5,0.9,'Density','Fontsize',24) % print -depsc ZBResults1 
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Nonlinear numerical dissipation
We consider a problem to study the nonlinear effective numerical dissipation of the WENO-CU6 scheme for a turbulencelike velocity spectrum. For the Euler equations an isotropic fluctuation field develops an equipartition spectrum for the kinetic energy. The effective numerical dissipation can be assessed by checking how much of the equipartition spectrum restored. Initially the flow field has constant density q = 1 and constant pressure p = 100/c. The generated initial random 
We consider a problem to study the nonlinear effective numerical dissipation of the WENO-CU6 scheme for a turbulencelike velocity spectrum. For the Euler equations an isotropic fluctuation field develops an equipartition spectrum for the kinetic energy. The effective numerical dissipation can be assessed by checking how much of the equipartition spectrum restored. Initially the flow field has constant density q = 1 and constant pressure p = 100/c. The generated initial random In this work, an adaptive central-upwind 6th-order weighted essentially non-oscillatory (WENO) scheme is developed. The scheme adapts between central and upwind schemes smoothly by a new weighting relation based on blending the smoothness indicators of the optimal higher order stencil and the lower order upwind stencils. The scheme achieves 6th-order accuracy in smooth regions of the solution by introducing a new reference smoothness indicator. A number of numerical examples suggest that the present scheme, while preserving the good shock-capturing properties of the classical WENO schemes, achieves very small numerical dissipation. Ó 2010 Elsevier Inc. All rights reserved.
Introduction
High-order weighted essentially non-oscillatory (WENO) schemes [8, 3] are discretization schemes which are generally suitable for the simulation of shock-turbulence interaction due to their high-resolution properties. WENO schemes use a dynamic set of upwind stencils, where a nonlinear convex combination of lower order approximation polynomials adapts either to a higher order approximation in smooth regions of the solution, or to a lower-order spatial discretization that avoids interpolation across discontinuities and provides the necessary numerical dissipation for shock capturing. The weights of the convex combination are based on local smoothness indicators. The basic weighting strategy is to assign small weights to those lower order polynomials whose underlying stencils contain discontinuities, so that an essentially non-oscillatory solution is obtained. For smooth regions of the solution, optimal weights are used for each of the lower-order polynomials to achieve in combination an upwind scheme of maximum order. However, it is known that, while reproducing sharp shock profiles, the WENO scheme is still much more dissipative than central schemes, particularly in regions without strong shock wave but with large density variation or shear rates.
Generally, there are two approaches to decrease excessive dissipation of a WENO scheme. One approach is to resort to hybrid methods, where a low-dissipation scheme is switched on or off depending on indicators reflecting the flow-field properties [2, 14, 15, 11] . Besides of increasing the complexity of the overall discretization scheme, the choice of an effective discontinuity detector remains a problematic issue for these methods when applied to complex applications. Additionally, some hybrid schemes, such as a hybrid of a high-order linear scheme and a robust non-linear shock-capturing scheme, can possibly cause numerical instabilities when multiple discontinuities are closely located, i.e. separated by only very few grid points [10] . An alternative approach is to modify the weighting strategy within the WENO methodology to achieve less numerical dissipation in smooth and moderate flow regions. As no other scheme or specific discontinuity detector is used, this approach is easy to implement and more suitable for complex applications. Approaches of this type can achieve less numerical dissipation than the classical WENO scheme, however, currently, they are still considerably more dissipative than hybrid schemes.
0021-9991/$ -see front matter Ó 2010 Elsevier Inc. All rights reserved. doi:10.1016/j.jcp.2010.08.019 velocity and the pressure are then determined using the updated density field. In compressible flows, on the other hand, the density usually varies in each fluid and must be updated by solving the governing equations.
The ghost-fluid method of Fedkiw et al.
[8] offers a way to capture fluid interfaces in compressible flows, avoiding unphysical oscillations and minimizing the smearing of discontinuous variables such as entropy. As indicated in Fig. 2 , the ghost-fluid method first defines each fluid domain with the corresponding ghost-fluid region, and the governing equations with the corresponding equation of state in each fluid domain are then solved independently. Finally the solutions in both domains are combined.
In the ghost-fluid regions, as explained by Fedkiw et al. [8, 24] , discontinuous variables across a fluid interface are given using a one-sided extrapolation and continuous variables are copied from the real fluid on a node by node basis. In the case 
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Enormous progress has been made in solution techniques for hyperbolic systems with shocks in the last twenty years. Advanced methods are now able to resolve complex shocks within a grid space or two, even in multidimensional situations for a large range of governing parameters and physical complexity.
Here, we have only examined relatively elementary aspects of methods for hyperbolic systems, but this short introduction should have taught you methods to solve such systems and introduced you to literature.
Of all the proposals that have been put forward over the last two to three decades, the WENO approach is probably the "favorite" approach at the moment.
Fifth order with third order RK most common.
Reconstruction done either component wise (faster but less accurate) or in the characteristic variables (more expensive but less accurate)
