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Abstract
Fast matrix algorithms have become the fundamental tools of machine learning in big data
era. The generalized matrix regression problem is widely used in the matrix approximation such
as CUR decomposition, kernel matrix approximation, and stream singular value decomposition
(SVD), etc. In this paper, we propose a fast generalized matrix regression algorithm (Fast
GMR) which utilizes sketching technique to solve the GMR problem efficiently. Given error
parameter 0 <  < 1, the Fast GMR algorithm can achieve a (1 + ) relative error with the
sketching sizes being of order O(−1/2) for a large group of GMR problems. We apply the Fast
GMR algorithm to the symmetric positive definite matrix approximation and single pass singular
value decomposition and they achieve a better performance than conventional algorithms. Our
empirical study also validates the effectiveness and efficiency of our proposed algorithms.
1 Introduction
Matrix manipulations are the basis of modern data analysis. As the datasets becomes larger
and larger, it is much more difficult to perform exact matrix multiplication, inversion, and decom-
position. Consequently, matrix approximation techniques have been extensively studied, including
approximate matrix multiplication (Cohen & Lewis, 1999; Drineas et al., 2006a; Kyrillidis et al.,
2014), the least square regression (Clarkson & Woodruff, 2013; Sarlos, 2006) and low-rank matrix
approximation (Bourgain & Nelson, 2013; Boutsidis et al., 2014; Clarkson & Woodruff, 2013; Mar-
tinsson et al., 2011). In this paper, we focus on the generalized matrix regression (GMR) problem
which is defined as follows
X? = argmin
X
‖A−CXR‖F , (1.1)
where A ∈ Rm×n, C ∈ Rm×c and R ∈ Rr×n are any fixed matrices with c n and r  m. Notation
‖A‖F =
√∑
i,j A
2
i,j is the Frobenius norm. Note that C and R are any fixed matrices and can
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be (in)dependent on A. It is well know that the optimal solution of the problem is X? = C†AR†,
where C† is the pseudo inverse of C and R† is similarly defined.
The GMR problem arises from the randomized low rank approximation. For example, in the
CUR decomposition, one first tries to find columns C and and rows R which maintain the principal
information of column and row spaces of A, respectively. Then, a core matrix X? = C†AR† (the
solution of (1.1)) is constructed to make the approximation error ‖A−CXR‖F as small as possible.
Accordingly, the CUR decomposition A ≈ CX?R is obtained (Drineas et al., 2008; Wang et al.,
2016b). Similarly, in the randomized SVD algorithms, approximate top-k left and right singular
vectors U and V are obtained by random sketching (projection) method. Then, the core matrix X
are also computed by GMR problem with C and R are replaced by U and V in (1.1), respectively
(Clarkson & Woodruff, 2009, 2017).
However, it costs O(nnz(A) ·min(c, r)+mc2+nr2) time to solve the GMR exactly to obtain X∗,
where nnz(A) denotes the number of non-zero entries of A. To solve GMR problem efficiently, we
resort to the sketching technique. Using two sketching matrices , instead of solving problem (1.1),
we are going to solve the following sketched problem
min
X
∥∥SC (CXR−A) STR∥∥
where SC ∈ Rsc×m and SR ∈ Rsr×n are two sketching matrices with sc  m and sr  n. Then the
sketched problem can be solved at the costs of O(scsr ·min(sc, sr) + scc2 + srr2) computation. We
can observe that the computational cost of solving the sketched GMR problem is independent of
the input sizes of A. Furthermore, we will prove that the solution of the sketched GMR problem
can well approximate the exact solution of GMR. Therefore, GMR can be solved efficiently by
utilizing the sketching technique.
Another important motivation behind the fast GMR lies in the stream (single pass) low rank
matrix approximation (Tropp et al., 2017). In this setting, the principal column and row information
can be captured by sketching matrices Ω˜ ∈ Rn×c and Ψ˜ ∈ Rr×m as follows
C = AΩ˜, and R = Ψ˜A.
Similar to CUR decomposition, a core matrix is needed to make the low rank approximation error
as small as possible. Recall that the optimal core matrix is C†AR†. However, in the stream
setting, the data will be dropped after obtaining C and R, one can not obtain the entries of A
any more. To solve the dilemma, we can resort to the sketching technique again and construct a
small matrix A˜ = SCAS
T
R with low space cost. Then we will use the sketched matrix to compute
an approximate core matrix. The above procedure can be summarized as to solve the sketched
GMR problem. Therefore, the fast GMR algorithm is also an important pillar in stream low rank
approximation.
In this paper, we aims to solve the generalized matrix regression problem efficiently by utilizing
the sketching technique. We summarize our contribution as follows.
1. We propose fast generalized matrix regression algorithm which can solve the GMR problem
with a (1 + )-relative error bound.
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2. We show that the sketching sizes used in fast generalized matrix regression algorithm is only
of order −1/2 in most cases to achieve a (1 + )-relative error bound. Moreover, this kind of
bound of sketching sizes is unknown before.
3. We apply our fast GMR algorithm to the symmetric positive semi-definite matrix approxi-
mation (Algorithm 2). Our method achieves substantially better theoretical and empirical
performance than several conventional algorithms.
4. We apply our Fast GMR algorithm to the single pass SVD decomposition (Algorithm 3). Our
algorithm can obtain an approximate SVD decomposition of the matrix A with (1+)-relative
error with respect to ‖A−Ak‖F with Ak be the best rank k approximation of A at the cost
of only O(nnz(A)) computation and O((m+ n)k/) storage space.
More Related Literature The least square regression (LSR) problem minX ‖CX − A‖F is
closely related to the generalized matrix regression. Using sketching technique to solve the LSR
problem has been widely studied (Clarkson & Woodruff, 2009; Sarlos, 2006; Clarkson & Woodruff,
2013). Similar to our fast GMR algorithm, one tries to solve the sketched SLR minX ‖SCX−SA‖F
where S is a sketching matrix of proper sizes. Compared with the GMR problem, we can observe
that GMR has an extra term R than the LSR problem. Therefore, the theories of analyzing
the sketched LSR can not directly derive the bounds of sketching sizes of the GMR problem.
Furthermore, our theoretical analysis shows that the sketching sizes is only of order −1/2 is sufficient
for a large group of GMR problems. In contrast, the sketching size of the LSR problem should be
at least of order −1 which has achieved the lower bound provided in (Clarkson & Woodruff, 2009).
There are several symmetric positive semi-definite (SPSD) matrix approximation have been
proposed in which Nystro¨m is the most popular one (Williams & Seeger, 2001). Nystro¨m has been
widely used in kernel approximation. Recently, the fast symmetric positive semi-definite (SPSD)
matrix approximation was proposed by (Wang et al., 2016b) which applies the sketching technique
to reduce the computational cost. However, this method is not sufficiently efficient. Specifically,
to achieve a (1 + )-relative error for the kernel matrix approximation given the chosen column
matrix C ∈ Rn×c, the sketching size of the method in (Wang et al., 2016b) is at least O(cn1/2−1/2)
which means that this method needs to compute another O(nc2−1) entries of the kernel matrix. In
contrast, our method (Algorithm 2) achieves the SPSD approximation in a different way compared
with the fast SPSD of (Wang et al., 2016b) and only requires to compute O(c2−1) extra entries in
most applications. Therefore, our algorithm is better than the fast SPSD method.
Recently, Tropp et al. (2017) brought up a single pass SVD algorithm (Algorithm 4 in Appendix)
using sketching matrices. For any input matrix A ∈ Rm×n, target rank k and error parameter ,
the sketch sizes of their algorithm are O (k/) and O (k/2) to achieve a (1+)-relative error bound
with respect to ‖A − Ak‖F . The algorithm runs in O
(
k/ · nnz(A) +mk2/2 + nk2/3 + k3/4)
time using Gaussian projection. Implementing with a proper sketching matrix, this algorithm can
run in input sparsity. In fact, the algorithm of Tropp et al. (2017) is equivalent to the one of
Clarkson & Woodruff (2009) in algebraic essence. Single pass SVD algorithms via sketching have
also been widely studied in other works (Clarkson & Woodruff, 2013; Nelson & Nguyeˆn, 2013;
3
Cohen et al., 2015). In contrast to the previous work mentioned above, our single pass algorithm
only takes O((m+ n)k−1) storage space and O(nnz(A)) computational cost.
2 Preliminary
Section 2.1 gives the notation used in this paper. Section 2.2 gives the cost of several basic
matrix operations. Section 2.3 introduces matrix sketching techniques and several important kinds
of sketching matrices.
2.1 Notation
Let Im be the m×m identity matrix. Given a matrix A = [aij ] ∈ Rm×n of rank ρ and a positive
integer k ≤ ρ, its SVD is given as A = UΣVT = UkΣkVTk + Uρ\kΣρ\kVTρ\k, where Uk and
Uρ\k contain the left singular vectors of A, Vk and Vρ\k contain the right singular vectors of A,
and Σ = diag(σ1, . . . , σρ) with σ1 ≥ σ2 ≥ · · · ≥ σρ > 0 are the nonzero singular values of A.
Accordingly, ‖A‖F , (
∑
i,j a
2
ij)
1/2 = (
∑
i σ
2
i )
1/2 is the Frobenius norm of A and ‖A‖2 , σ1 is the
spectral norm.
Additionally, A† , VΣ−1UT ∈ Rn×m is the Moore-Penrose pseudoinverse of A, which is
unique. It is easy to verify that rank(A†) = rank(A) = ρ. Moreover, for all i = 1, . . . , ρ, σi(A†) =
1/σρ−i+1(A). If A is of full row rank, then AA† = Im. Also, if A is of full column rank, then
A†A = In. When m = n, tr(A) =
∑n
i=1 aii is the trace of A.
It is well known that Ak , UkΣkVTk is the minimizer of both min ‖A−X‖F and min ‖A−X‖2
over all matrices X ∈ Rm×n of rank at most k ≤ ρ. Thus, Ak is called the best rank-k approximation
of A.
Assume that ρ ≤ n. The column leverage scores of A are `i = ‖Vi,:‖22 for i = 1, . . . , n. It holds
that
∑n
i=1 `i = ρ. Furthermore, we can define the column coherence µ(A) =
m
ρ maxi ‖ui‖2. If
ρ < m, the row leverage scores and row coherence can be similarly defined.
2.2 Computation cost of matrix operations
We will give the computation cost of basic matrix operations. For matrix multiplication, given
dense matrices B ∈ Rm×n and C ∈ Rn×k, the basic cost of the matrix product B ×C is O(mnk)
flops. It costs O(k · nnz(B)) flops for the matrix product B ×C when B is sparse, where nnz(B)
denotes the number of nonzero entries of B. If S is a count sketch or OSNAP sketching matrix
described in the next subsection (Woodruff, 2014), then the product S×B costs O(nnz(B)).
2.3 Matrix Sketching
Matrix sketching methods are useful tools for speeding up numerical linear algebra and machine
learning (Woodruff, 2014; Mahoney, 2011). Popular matrix sketching methods include random
sampling (Drineas et al., 2006b, 2012), Gaussian projection (Halko et al., 2011; Johnson & Linden-
strauss, 1984), subsampled randomized Hadamard transform (SRHT) (Drineas et al., 2012; Halko
et al., 2011), count sketch (Clarkson & Woodruff, 2013), OSNAP (Nelson & Nguyeˆn, 2013), etc.
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Table 1: For property 2, the leverage score sampling is w.r.t. the row leverage scores of A and A
is an orthonormal matrix.
Sketching Property 1 Property 2
Leverage Sampling k
η2
log kδ1
1
2δ2
Gaussian Projection k+log(1/δ1)
η2
1
2δ2
SRHT k+logn
η2
log kδ1
logmd
2δ2
Count Sketch k
2
δ1η2
1
2δ2
OSNAP
(
k
η
)1+γ
log 1δ1
1
2δ2
Leverage score sampling. Define probabilities p1, · · · , pm ∈ (0, 1) (
∑
i pi = 1). A subset of
rows sampled from A according to the probabilities forms a sketch of A. For i = 1 to m, the
i-th row is sampled with probability pi; once selected, it gets scaled by
1√
spi
. The procedure of
row sampling can be equivalently captured by a sketching matrix S ∈ Rs×m. There is exactly one
non-zero entry in each row of S, whose position indicates the index of the selected row. Uniform
sampling sets pi =
1
n ; leverage score sampling uses pi =
`i∑
i `i
, for i ∈ [m], where `i is the i-th
leverage score of some matrix.
Gaussian projection. The most classical sketching matrix is the Gaussian random matrix
G ∈ Rs×m whose entries are i.i.d. sampled from N (0, 1/s). Because of well-known concentra-
tion properties of Gaussian random matrices (Woodruff, 2014), they are very attractive. However,
Gaussian random matrices are dense, so it takes O(mns) to compute GA, which makes Gaussian
projection inefficient.
Subsampled randomized Hadamard transform (SRHT). SRHT is usually a more efficient
alternative of Gaussian projection for dense matrix. Let Hm ∈ Rm×m be the Walsh-Hadamard
matrix, D ∈ Rm×m be a diagonal matrix with diagonal entries sampled from {+1,−1} uniformly,
and P ∈ Rs×m be uniform sampling matrix. Then the matrix S = 1√
s
PHD is an SRHT matrix,
and it costs O(mn log s) time when applied to an m× n matrix.
Count sketch. The count sketch matrix S ∈ Rs×m has only one non-zero entry in each column;
the entry is a random sign, and its position is uniformly at random (Clarkson & Woodruff, 2013).
Therefore, it is efficient to obtain SA especially when A is sparse.
OSNAP. An OSNAP matrix S ∈ Rs×m is of the form that there is only p non-zero entries uni-
formly sampling from {1,−1} in each column and these non-zero entries are distributed uniformly
(Nelson & Nguyeˆn, 2013).
The sketching matrices have two important properties which we describe in the following lemma.
The first property is known as subspace embedding (Woodruff, 2014). It shows that all singular
5
values of SA are close to the ones of A. The second property shows that the sketching matrix can
preserve the multiplication of two matrices. Furthermore, for these four kinds of sketching matrices,
the combination of any two kinds of sketching matrices still have the above two properties.
Lemma 1. Let A ∈ Rm×d be any fixed matrix of rank k, B ∈ Rm×n be another fixed matrix, and
S ∈ Rs×m be any sketching matrix described in this subsection. The order of s is listed in Table 1.
Then we have
(1− η)‖Ax‖22 ≤ ‖SAx‖22 ≤ (1 + η)‖Ax‖22 (property 1)
with probability at least 1− δ1,
and
‖BTSTSA−BTA‖2F ≤ 2‖A‖2F ‖B‖2F (property 2)
with probability at least 1− δ2. Here η and  are the error parameters.
The properties of leverage score sampling were first proved by Drineas et al. (2006b, 2008);
Woodruff (2014). These theoretical results of Gaussian projection can be found in (Woodruff,
2014). The properties of SRHT were established by Tropp (2011); Drineas et al. (2011). Theoretical
guarantees of count sketch were proved by Clarkson & Woodruff (2013); Meng & Mahoney (2013).
Theoretical guarantees of OSNAP were then given by Nelson & Nguyeˆn (2013).
3 Fast Generalized Matrix Regression
The fast GMR method is going to utilize the sketching technique to solve the GMR problem
efficiently. Instead of solving problem (1.1) directly, the fast GMR method will solve the following
sketched problem
min
X
∥∥∥∥SCC︸ ︷︷ ︸
C˜
X RSTR︸ ︷︷ ︸
R˜
−SCASTR︸ ︷︷ ︸
A˜
∥∥∥∥. (3.1)
SC ∈ Rsc×m and SR ∈ Rsr×n are two sketching matrices with sc  m and sr  n. Thus, we will
only to solve a GMR problem
min
X
∥∥∥C˜XR˜− A˜∥∥∥
with much reduced sizes which requires much less computational cost compared with the original
GMR problem. Furthermore, if A˜ = SCAS
T
R can be obtained efficiently, then fast GMR method
can much reduce the computational cost to solve the GMR problem. The detailed description of
the Fast GMR method is listed in Algorithm 1.
Let X˜ denote the solution of the sketched GMR problem (3.1). One common requirement of X˜
is to achieve the (1 + )-relative error in randomized linear algebra, that is,
‖A−CX˜R‖F ≤ (1 + ) min
X
‖A−CXR‖F .
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Algorithm 1 The Fast GMR method.
1: Input: Real matrices A ∈ Rm×n, C ∈ Rm×c and R ∈ Rr×n. Sketching sizes sc and sr;
2: Construct the sketching matrices SC ∈ Rsc×m and SR ∈ Rsr×n;
3: Compute the sketched matrices SCC ∈ Rsc×c, RSTR ∈ Rr×sr , and SCASTR ∈ Rsc×sr ;
4: Compute the solution of the sketched GMR as X˜ = (SCC)
†SCASTR(RS
T
R)
†;
5: Output: X˜.
Table 2: The leverage score sampling is w.r.t. the column leverage scores of C and row leverage
scores of R, respectively. Here γ is a positive constant. The number of the nonzero entries per
column of OSNAP is O(1). ρ is defined in Eqn. (3.2).
Sketching matrices Order of sc Order of sr Tsketch
Leverage Sampling max{ c√

, c
ρ2
}+ c log c max{ r√

, r
ρ2
}+ r log r mc logm+ nr log n+ scsr
Gaussian Projection max{ c√

, c
ρ2
} max{ r√

, r
ρ2
} min{sc, sr} · nnz(A)
SRHT max{ c√

, c
ρ2
}+ c log c max{ r√

, r
ρ2
}+ r log r mn · log(min{sc, sr})
Count Sketch max{ c√

, c
ρ2
}+ c2 max{ r√

, r
ρ2
}+ r2 nnz(A) +mc+ nr + min{msr, nsc}
OSNAP max{ c√

, c
ρ2
}+ c1+γ max{ r√

, r
ρ2
}+ r1+γ nnz(A) +mc+ nr + min{msc, nsr}
Next, we will show what properties of the sketching matrices SC and SR should satisfy to guarantee
X˜ can obtain the (1 + )-relative error bound.
3.1 Error Analysis And Computation Complexity
As we have listed in Section 2.3, there are different kinds of sketching matrices. In the following
theorem, we give the bound of sketching sizes of sketching matrices to keep a (1 + )-relative error
bound and provide the detailed computational complexity.
Theorem 1. Let A ∈ Rm×n, C ∈ Rm×c and R ∈ Rr×n be any fixed matrices with c  n and
r  m. And 0 <  < 1 is the error parameter. ρ is defined as
ρ ,
∥∥A−CC†ARR†∥∥
F
‖(I−CC†)ARR†‖F + ‖CC†A(I−RR†)‖F
. (3.2)
Sketching matrices SC ∈ Rsc×m and SR ∈ Rsr×n are described in Table 2. X˜ is defined as
X˜ = (SCC)
†SCASTR(RS
T
R)
†. (3.3)
Then we have
‖A−CX˜R‖F ≤ (1 + ) min
X
‖A−CXR‖F ,
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with probability at least 0.95. The time complexity of computing X˜ is
O(srr2 + scc2 + scsr ·min(c, r)) + Tsketch, (3.4)
where Tsketch is the time cost of computing the sketches SCC, RS
T
R, and SCAS
T
R.
Remark 1. From Eqn. (3.4), we can observe that the computational complexity of the fast GMR
consists of the cost of solving the sketched GMR and Tsketch. Table 2 shows that the sketched GMR
with Gaussian projection matrix can be solved most efficiently because the sketching sizes sc and
sr required are smaller than other kinds of sketching matrices. However, its Tsketch is much larger.
Hence, Gaussian projection matrix is commonly not used independently but combining with count
sketch or OSNAP where after sketching by OSNAP, Gaussian projection matrix is used to obtain
a more compact sketched form. Furthermore, from the Tsketch of leverage sampling. we can observe
that one can solve the GMR problem approximately even the whole the matrix A is not needed to
be observed. Thus, the fast GMR with leverage sampling is recommended.
Remark 2. From Table 2, we can observe that the sketching sizes are linear to max{ 1√

, 1
ρ2
}. If
1
ρ2
≤ √, then the sketching sizes only depend on O
(
1√

)
. Note that, this kind of dependence on
 is unknown before. The best dependence on  is linear dependence on 1 such as the least square
regression (Sarlos, 2006; Clarkson & Woodruff, 2013) and low rank approximation with respect to
Frobenius norm (Clarkson & Woodruff, 2009). By the definition of ρ in Eqn. (3.2), we know that
ρ is determined by
∥∥A−CC†ARR†∥∥
F
and
∥∥(I−CC†)ARR†∥∥
F
+
∥∥CC†A(I−RR†)∥∥
F
. Since
CC†ARR† is a matrix of rank max{rank(C), rank(R)}, without loss of generality, we assume that
C and R are full column and row rank, then we have
∥∥A−CC†ARR†∥∥
F
≥ ∥∥A−Amin{c,r}∥∥F .
On the other hand, (I−CC†)ARR† and CC†A(I−RR†) are at most of rank c and r, respectively.
Thus, it holds that
∥∥(I−CC†)ARR†∥∥
F
+
∥∥CC†A(I−RR†)∥∥
F
≤ 2 ∥∥Amax{c,r}∥∥F . Therefore, we
can upper bound 1ρ as
1
ρ
≤ 2
∥∥Amax{c,r}∥∥F∥∥A\min{c,r}∥∥F .
Since it holds that c n and r  m, 1ρ is commonly much smaller than 11/4 . Thus, the sketching
sizes are linear to 1√

.
3.2 Extensions
In real applications, the input matrix A maybe has some special structure like symmetry or
symmetric positive semi-definiteness (SPSD). The SPSD property is very common in kernel meth-
ods. In these cases, C = RT in Problem (1.1) and X? will be symmetric or SPSD. However, X˜ is
not symmetric in Theorem 1 in most cases because SC and SR are chosen independently.
However, after obtaining X˜ in Theorem 1, with extra minor efforts, we can get a symmetric or
SPSD matrix Xˆ which also achieves a (1 + )-relative error bound. The key idea is based on the
following proposition.
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Table 3: The leverage score sampling is w.r.t. the column leverage scores of C. Here γ is a positive
constant. And the number of the nonzero entries per column of OSNAP is O(1). ρ is defined as
ρ = 12 ·
‖A−CC†ACC†‖
F
‖(I−CC†)ACC†‖
F
.
Sketching Order of s Tsketch
Leverage Sampling max{ c√

, c
ρ2
}+ c log c nc log n+ s2
Gaussian Projection max{ c√

, c
ρ2
} nnz(A)s
SRHT max{ c√

, c
ρ2
}+ c log c n2 log s
Count Sketch max{ c√

, c
ρ2
}+ c2 nnz(A)
OSNAP max{ c√

, c
ρ2
}+ c1+γ nnz(A)
Proposition 1. Let Z ⊂ Rm×n be a closed convex set, and suppose that X ∈ Z. For any initial
approximation Xˆ, it holds that
‖X−ΠZ(Xˆ)‖F ≤ ‖X− Xˆ‖F ,
where ΠZ(Xˆ) is defined as
ΠZ(Xˆ) = argmin
Z
{‖Z− Xˆ‖F : Z ∈ Z}.
This proposition is well-known in convex analysis. It means that the distance of two points will
not increase after projecting onto a convex set.
Let us denote the set of n × n symmetric matrices by Hn and denote the set of n × n PSD
matrices by Hn+. It is easy to check that Hn and Hn+ are convex. For a non-symmetric matrix
X ∈ Rn×n, the projection onto Hn is
ΠHn(X) =
X + XT
2
. (3.5)
Furthermore, the projection of X onto Hn+ relies on three steps. First, we project X onto Hn
and get Xsym = ΠHn(X). Second, compute an eigenvalue decomposition Xsym = VDV
T . Third,
form D+ by zeroing out the negative entries of D. Then the projection X+ of the matrix X onto
Hn+ is
X+ = ΠHn+(X) = VD+V
T . (3.6)
For the GMR with symmetric or SPSD structure, the Fast GMR algorithm has the following
result.
Theorem 2. Let A ∈ Rn×n be any fixed symmetric matrix, C be any n × c matrix with c  n.
And 0 <  < 1 is the error parameter. S1 ∈ Rs×n and S2 ∈ Rs×n are sketching matrices listed in
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Table 3. Let X˜ be defined as
X˜ = (S1C)
†S1AST2 (C
TST2 )
†. (3.7)
Then, the projection X˜sym = ΠHs(X˜) of the matrix X˜ onto Hs satisfies
‖A−CX˜symCT ‖F ≤ (1 + ) min
X
‖A−CXCT ‖F ,
with probability at least 0.95. The projection ΠHs(·) is defined in Eqn. (3.5).
Furthermore, if A is SPSD, then the projection X˜+ = ΠHs+(X˜) of the matrix X˜ onto H
s
+ satisfies
‖A−CX˜+CT ‖F ≤ (1 + ) min
X
‖A−CXCT ‖F ,
with probability at least 0.95. The projection ΠHs+(·) is defined in Eqn. (3.6).
Remark 3. The Fast GMR for the SPSD input matrix is required to conduct eigenvalue decom-
position of X˜ defined in Eqn. (3.7). However, the Fast GMR still keeps computational efficiency
because the X˜ is a c× c matrix and its eigenvalue decomposition only takes O(c3) time. Therefore,
the eigenvalue decomposition of X˜ will not bring much computational burden.
4 Application to SPSD Matrix Approximation
The symmetric positive semi-definite matrix approximation is an important tool in machine
learning and has been widely used to speed up large-scale eigenvalue computation and kernel
learning. The famous Nystro¨m method is the most popular kernel approximation method (Williams
& Seeger, 2001). However, from the perspective of matrix approximation, the Nystro¨m method
is impossible to attain (1 + ) bound relative to ‖K−Kk‖ unless one samples c ≥ Ω(
√
nk/)
columns (Wang & Zhang, 2013). Here K ∈ Rn×n is the kernel matrix and Kk is the best rank k
approximation of K. This result is unsatisfying because it requires Ω(n3/2
√
k/) entries of K to
be computed.
The main reason for the inefficiency of the Nystro¨m method to approximate the kernel is
due to the way that the core matrix X is computed. In fact, much higher approximation ac-
curacy can be achieved if X is computed by minimizing the generalized matrix regression prob-
lem minX
∥∥K−CXCT∥∥
F
, where C is the selected columns of K. There have been different
ways to obtain the C such as uniform random sampling and the prototype method (Wang et al.,
2016a). By the prototype method, one can obtain such a matrix C ∈ Rn×O(k/) of K columns that
minX
∥∥K−CXCT∥∥ ≤ (1 + ) ‖K−Kk‖.
Recently, Wang et al. (2016b) proposed the fast positive definite matrix approximation model
which aims to construct a core matrix X efficiently when the column matrix C ∈ Rn×c is at hand.
The main idea behind the fast SPSD approximation also lies in the sketching technique which
constructs the core matrix Xˆ as follows
Xˆ , (SC)†(SKST )(CTST )†, (4.1)
10
Algorithm 2 The fast SPSD Matrix Approximation.
1: Input: Sample size c and s;
2: Sample c columns of the kernel matrix K ∈ Rn×n uniformly and compute entries of the chosen
columns to form C;
3: Compute the leverage scores of C;
4: Compute the intersection matrix S1KS
T
2 with leverage scores sampling matrices S1 and S2;
5: Compute Xˆ = (S1C)
†S1KST2 (CTST2 )†
6: Compute the eigenvalue decomposition of [V,D] = eig
(
Xˆ+XˆT
2
)
.
7: Compute X˜+ = VD+V
T where D+ is computed by zeroing out the negative entries of D;
8: Output: C and X˜+.
where S is a sketching matrix.
Theorem 2 shows our Fast GMR method has the potential to be applied in the SPSD matrix ap-
proximation. In this section, we will propose an computation efficient SPSD matrix approximation
method.
4.1 Computation Efficient SPSD Matrix Approximation
We will propose an efficient modified Nystro¨m method in this section. Similar to the Nytro¨m
method, we will first sample c columns of the kernel matrix K uniformly and form the column
matrix C. Then, we compute the leverage scores of C and apply them to form a sub-sampled
intersection matrix S1KS
T
2 by the leverage score sampling, where S1 and S2 are two s×n leverage
score sampling matrix mutually independent. Finally, we compute the core matrix as
X˜+ = ΠHs+
(
(S1C)
†(S1KST2 )(C
TST2 )
†
)
, (4.2)
where ΠHs+(A) denotes the projection of A onto the positive semi-definite cone. The detailed
algorithm is described in Algorithm 2.
Then the output C and X˜+ of Algorithm 2 have the following properties.
Theorem 3. Let C ∈ Rn×c and X˜+ ∈c×c be the output of Algorithm 2. K ∈ Rn×n is the kernel
matrix. If the sample size s = O
(
max{ c√

, c
ρ2
}+ c log c
)
, where  ∈ (0, 1) and ρ is defined as
ρ =
1
2
· ‖K−CC
†KCC†‖F
‖(I−CC†)KCC†‖F
. (4.3)
Then it holds with probability at least 0.95 that
‖K−CX˜+CT ‖F ≤ (1 + ) min
X
‖K−CXCT ‖F .
Moreover, the number of entries of K required to be computed is
N = nc+ c2 ·max{−1, −2ρ−4} .
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Table 4: The leverage score sampling matrices are of size s×n w.r.t. the row leverage scores of C.
ρ is defined in Eqn. (4.3) with ρ ≥ 12 .
Method Order of s Number of Entries to Be Observed
Fast PSD (Wang et al., 2016b) c
√
n
 nc
2−1
Algorithm 2 max{ c√

, c
ρ2
}+ c log c nc+ c2 ·max{−1, −2ρ−4}
Remark 4. Theorem 3 shows that to obtain a (1 + )-relative error rank-k approximation of the
kernel matrix, one can only observe a subset entries of the kernel matrix. Thus, Algorithm 2 is
computation efficient and can be applied in the kernel method to accelerate the speed.
4.2 Comparison With Previous Work
Wang et al. (2016b) has proposed the fast positive semi-definite matrix approximation using
leverage score sampling to conduct low rank kernel approximation as
K ≈ CXˆCT
where Xˆ is computed as Eqn. (4.1). Comparing Eqn. (4.1) and (4.2), we can observe the difference
lies in the sketching way. In Eqn. (4.1), it only uses a sketching matrix S to guarantee Xˆ to be
SPSD. In contrast, Eqn. (4.2) utilizes two independent leverage score sampling matrices S1 and S2
which results in the matrix (S1C)
†(S1KST2 )(CTST2 )† is not even symmetric. Hence, Eqn. (4.2) has
to project it on the SPSD matrix cone.
Comparison between Eqn. (4.1) and (4.2) shows that the core matrix constructed as Eqn. (4.1) is
more compact and easier to implement. However, the method of Eqn. (4.1) will cause more entries of
the kernel matrix required to be observed when construct the core matrix Xˆ. The fast SPSD approx-
imation model of Wang et al. (2016b) requires the observation of O(nc2/) entries of K to attain the
(1+)-relative error bound. In contrast, Algorithm 2 only requires O (nc+ c2 ·max{−1, −2ρ−4})
entires of the kernel matrix to be observed. Thus, Algorithm 2 is more attractive than the fast
SPSD approximation (Wang et al., 2016b).
5 Application In Single-Pass SVD
In this section, we will apply the Fast GMR algorithm to the single-pass SVD algorithm and
propose an efficient single pass SVD algorithm.
5.1 Algorithm Description
To design an ‘efficient’ single-pass SVD, we also resort to matrix sketching. Given an input
matrix A ∈ Rm×n, a target rank k and an error parameter , we choose two proper sketching
matrices Ψ˜ = GRΨ and Ω˜ = Ω
TGTC where Ψ ∈ Rr0×m, Ω ∈ Rc0×n are two OSNAP matrices with
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c0 and r0 being both of order O
(
k

)1+γ
. GC ∈ Rc×c0 and GR ∈ Rr×r0 are two Gaussian projection
matrices with c and r are of order O(k ). Using these sketching matrices, we can get the following
sketched form in O(nnz(A)) time
C = AΩ˜ and R = Ψ˜A.
By the properties of sketching matrices, we know that C and R preserve important structure infor-
mation of column space and row space of A, respectively. Let UC and VR denote the orthonormal
bases of C and RT , respectively. We will show that
min
X
‖A−UCXVTR‖F ≤ (1 + ) min
rank(Z)≤k
‖A− Z‖F . (5.1)
We can see that the first part of above equation is a generalized matrix regression problem and its
optimal solution is
X? = UTCAVR. (5.2)
However, the cost of computing X? is O(nnz(A)k/) and it needs to store the whole A in memory
which contradicts with single-pass algorithm.
To overcome the above dilemma, we resort to the Fast GMR algorithm in Section 3. Thus, we
introduce another two sketching matrices SC ∈ Rsc×m and SR ∈ Rsr×n defined in Algorithm 3, and
then compute
X˜ = (SCUC)
† SCASTR︸ ︷︷ ︸
M
(VTRS
T
R)
†, (5.3)
where M is defined in Algorithm 3. We can see that X˜ can be computed in O(nnz(A)) time and
only single-pass of A. By Theorem 1, we can see that X˜ is a good approximation of X? to achieve
a (1 + )-relative error.
Finally, we compute the SVD of X˜ and construct U, Σ, and V which satisfy∥∥A−UΣVT∥∥
F
≤ (1 + ) ‖A−Ak‖F .
We depict the above procedure in Algorithm 3 with some modifications to obtain a single-pass
SVD.
5.2 Algorithm Analysis
From the description of Section 5.1, we can see that each step of Algorithm 3 can preserve the
important information of the input matrix. Thus, Algorithm 3 can achieve a (1 + )-relative error
just as the following theorem states.
Theorem 4. Given any matrix A ∈ Rm×n, target rank k and error parameter , and ρ is defined
as
ρ =
∥∥A−UCUTCAVRVTR∥∥F∥∥(I−UCUTC)AVRVTR∥∥F + ∥∥UCUTCA(I−VRVTR)∥∥F , (5.4)
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Algorithm 3 Fast Single-Pass SVD.
1: Input: A real matrix A ∈ Rm×n, target rank k and error parameter ;
2: Set sketching size r0, c0 to be of value O
(
k

)1+γ
, r and c to be of value O (k ) and sc, and sr
to be of value O
(
max
{
k
3/2
, k
2ρ2
}
+
(
k

)1+γ)
;
3: Construct OSNAP matrices Ψ ∈ Rr0×m, SC ∈ Rsc×m, Ω ∈ Rc0×n, SR ∈ Rsr×n with the number
of non-zero entry per column being O(1) and Gaussian projection GR ∈ Rr×r0 , GC ∈ Rc×c0 .
4: C = [ ], R = [ ], M = [ ].
5: while A is not completely read through do
6: Read next L-columns of columns of A denoted by AL;
7: Update R = [R,GRΨAL] and C = C + ALΩ
TGTC ;
8: Update M = M + SCALSR.
9: end while
10: Compute the orthonormal bases of C and RT by [UC ,∼] = qr(C, 0), [VR,∼] = qr(RT , 0).
11: Compute N = (SCUC)
†M(VTRS
T
R)
†.
12: Compute the SVD decomposition [UN ,Σ,VN ] = svd(N).
13: Output: U = UCUN , Σ, and V = VRVN .
the outputs of Algorithm 3 satisfy that
‖A−UΣVT ‖F ≤ (1 + )‖A−Ak‖F ,
with probability at least 0.9. Furthermore, the computational complexity of Algorithm 3 is only
O
(
nnz(A) + (m+ n)
(
k

)2+γ
+
k2
2
·max
{
k
3/2
,
k
2ρ2
}
+
(
k

)3+2γ)
.
The space complexity is
O
(
(m+ n)
k

+ max
{
k2
3
,
k2
4ρ4
}
+
(
k

)2+2γ)
,
where 0 < γ < 1 is a constant.
From the above analysis, we can see that Algorithm 3 runs in input sparsity. And the computa-
tional complexity is almost cubic in −1. This means that even when  is of moderate small value,
Algorithm 3 still has good performance.
It is worth noting that Algorithm 3 only requires an SVD of an O (k )×O (k ) matrix. Generally
speaking, SVD is more costly and harder to be implemented in parallel. Hence, Algorithm 3 runs
very quickly even the input sizes m and n are large. Furthermore, we can observe that our algorithm
is memory efficient since the leading space complexity is only linear in m+n and k .
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5.3 Comparison with Previous Work
Recently, Tropp et al. (2017) proposes a single-pass SVD algorithm (described in Algorithm 4 in
Appendix) which requiresO
(
k
 · nnz(A) +mk
2
2
+ nk
2
3
+ k
3
4
)
computational cost andO
(
mk + n
k
2
+ k
2
3
)
space cost. We can observe that our algorithm has better performance than the one of Tropp et al.
(2017). Specifically, Algorithm 3 has a much smaller sketching size r = O (k ) in contrast to the
sketching size r = O ( k
2
)
of Tropp et al. (2017) to achieve that ‖A−UΣVT ‖F ≤ (1+)‖A−Ak‖F
. Furthermore, our algorithm also achieve a much lower computational cost.
In fact, our algorithm is very similar to the one of Tropp et al. (2017). The outputs of Algorithm 3
satisfy that
UΣVT = (AΩ˜)︸ ︷︷ ︸
C
(
(SCUC)
†SCASTR(V
T
RS
T
R)
†
)
︸ ︷︷ ︸
N
(Ψ˜A)︸ ︷︷ ︸
R
,
while the outputs of the algorithm of Tropp et al. (2017) (Algorithm 4) satisfy
UΣVT = (AΩ˜)︸ ︷︷ ︸
C
(
Ψ˜AΩ˜
)†
︸ ︷︷ ︸
N′
(Ψ˜A)︸ ︷︷ ︸
R
.
We can see that the difference between these two algorithms lies on N and N′. By Theorem 1, N
is indeed a good approximation of C†AR† which is the optimal solution of Problem (1.1), while
N′ does not have such property. Because of the way of constructing N′, the sketching size r of
Ψ˜ ∈ Rr×m should be larger than the sketching size c of Ω˜ ∈ Rc×n. Otherwise, N′ will be ill-
conditioned, and the performance of the algorithm of Tropp et al. (2017) deteriorates greatly. This
has been shown theoretically and empirically in Tropp et al. (2017).
We now observe our comparison from the perspective of Nystro¨m approximation. If A is a kernel
matrix, and Ω˜ and Ψ˜ are the same sampling matrices, then N′ is just the intersection matrix and
the algorithm of Tropp et al. (2017) is just the conventional Nystro¨m method. In this case, our
algorithm can be regarded as an approximate modified Nystro¨m method (Wang & Zhang, 2013).
Wang & Zhang (2013) showed that the modified Nystro¨m method substantially better than the
conventional Nystro¨m method. This also reveals the reason why our algorithm is better.
6 Experiments
In this section, we will study the algorithms proposed in previous sections empirically. In Sec-
tion 6.1, we conduct experiments on different real-world matrices to validate the tightest of our
theoretical analysis in Section 3. In Section 6.2, we will apply our fast GMR based SPSD approxi-
mation to the kernel approximation and compare it with several conventional kernel approximation
methods. In Section 6.3, we compare our fast single pass SVD algorithm with the practical single
pass SVD proposed by Tropp et al. (2017).
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Table 5: Datasets summary(sparsity= #Non-Zero Entriesn×d )
Dataset m n sparsity source
gisette 5, 000 6, 000 dense libsvm dataset
mnist 60, 000 780 dense libsvm dataset
svhn 19, 082 3, 072 dense libsvm dataset
rcv1 20, 242 50, 236 0.16% libsvm dataset
real-sim 72, 309 20, 958 0.24% libsvm dataset
news20 15, 935 62, 061 0.13% libsvm dataset
6.1 Experiments on Fast GMR
In Section 3, we have provided a tight bound for sketched generalized matrix approximation
theoretically. It is of interest to empirically validate the correctness and tightness of our theoretical
analysis.
We conduct several experiments on real-world datasets whose detailed description is listed in
Table 5. For the C and R, we construct them as
C = AGC and R = GRA,
where GC ∈ Rn×c and GR ∈ Rr×m are two Gaussian projection matrices. In our experiments,
we set c = 20 and r = 20. In the following experiments, we choose our sketching matrices SC
and SR as Gaussian projection for dense matrices and count sketch matrices for sparse matrices,
respectively. In addition, we set sc = ac and sr = ar where a varies from 2 to 12 for dense matrix
A and a varies from 3 to 13 for sparse matrix A. We report the error ratio is defined as
error ratio =
‖A−CX˜R‖F
‖A−CC†AR†R‖F − 1,
where X˜ is defined in Eqn (3.3). Furthermore, to compute ‖A − CX˜R‖F efficient when A is a
large sparse matrix, we will use the following method to approximate it
‖S1(A−CX˜R)S2‖F = (1± )‖A−CX˜R‖F ,
where S1 ∈ Rs1×m and S2 ∈ Rn×s2 are two count sketch matrices with s1, s2 = O(−2) (Clarkson
& Woodruff, 2013). ‖A−CC†AR†R‖F can be approximated similarly efficiently. We report our
result in Figure 1.
We can observe that the error ratio is linear to 1/a2 which shows that the sketching sizes sc and
sr is of order O
(
c√

)
and O
(
r√

)
, respectively. This validates the tightness of our sketching sizes
bound shown in Theorem 1. Furthermore, we can also observe that when a = 10, the error ratio 
is really small and is close to 0.05 on most datasets. Thus, our Fast GMR algorithm can achieve
good performance in real applications with sketching sizes only being of several times of c and r.
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Figure 1: Result of Comparison
Table 6: Datasets summary for kernel approximation
Dataset dna gisette madelon mushrooms splice a5a
#Instance 2,000 6,000 2,000 8,142 1,000 6,414
#Attribute 180 5,000 500 112 60 123
σ 0.04 1.5× 10−3 3.5× 10−6 0.1 0.02 0.3
η 0.89 0.85 0.87 0.95 0.83 0.63
6.2 Experiments on Kernel Approximation
Let X = [x1, . . . ,xn] be the d×n data matrix, and K be the RBF kernel matrix with each entry
computed by Ki,j = exp
(−σ‖xi − xj‖2), where σ is the scaling parameter. We set the scaling
parameter σ in the following way. We fix k = 15 and define
η =
‖Kk‖2F
‖K‖2F
=
∑k
i=1 λ
2
i (K)∑n
i=1 λ
2
i (K)
.
We choose σ such that η is above 0.6. We conduct experiments on several datasets available at the
LIBSVM site. The datasets are summarized in Table 6.
In this set of experiments, we study the effect of how the core matrix X is constructed. We
form C ∈ Rn×c by uniform sampling with c = 2k. To evaluate the sketching size s affecting the
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Table 7: The error ratio against of s/c of the fast SPSD (Wang et al., 2016b)
a = s/c
dataset
dna gisette madelon mushrooms splice a5a
a = 8 1.06 12.8 3.07 0.44 1.26 1.83
a = 10 0.95 9.83 2.44 0.43 1.04 1.49
a = 12 0.78 8.47 2.04 0.39 0.90 1.34
a = 14 0.72 7.08 1.79 0.30 0.80 1.12
a = 16 0.66 6.03 1.60 0.33 0.73 1.01
approximation accuracy, we choose s = ac with a varying from 3 to 16 and plot sc against the
approximation error
error ratio =
‖K−CXCT ‖F
‖K‖F .
We compare our algorithm with Nystro¨m , the fast SPSD algorithm (Wang et al., 2016b), and the
optimal method which constructs the optimal core matrix X = C†K(C†)T . To distinguish with
the the fast SPSD algorithm (Wang et al., 2016b), we name our method (Algorithm 2) faster SPSD
method. We report experiments result in Figure 2 and list the result of the fast SPSD in Table 7.
From the Figure 2, we can observe that once s = 10c, our faster SPSD algorithm can achieve
almost good as the optimal error ratio. In contrast, there is a large gap between Nystro¨m and
the optimal error ratio. Then, we compare our faster SPSD algorithm with the fast SPSD method
whose result is listed in Table 7. We can observe that when s is of several times of a, the fast SPSD
perform poorly and the error ratio is commonly much larger than the one of Nystro¨m method. For
example, on the kernel matrix based on ‘madelon’ dataset, the error ratio of Nystro¨m is only about
0.55 while the error ratio of the fast SPSD is 1.60 even s/c = 16. Instead, our faster SPSD achieve
a error ratio close to 0.42. In fact, the fast SPSD can achieve better error ratio than Nystro¨m
and close to the optimal ratio only when s is one tenth of n just shown in the experiments of
Wang et al. (2016b). Furthermore, the experiments also validate theoretical analysis in Section 4.2.
Therefore, we claim that our faster SPSD algorithm outperforms the fast SPSD both theoretically
and empirically.
6.3 Experiments on Single Pass SVD
We fix the input matrix A ∈ Rm×n and the target rank k. Let U, Σ, and V be the outputs of
the single pass SVD algorithm. We will measure the relative error to the best rank k approximation:
error ratio =
‖A−UΣVT ‖F
‖A−Ak‖F − 1. (6.1)
We compare Algorithm 3 (Fast SP-SVD) with the practical single pass SVD (Practical SP-SVD)
algorithm of Tropp et al. (2017). This is because the existing single pass SVD algorithms almost
share the same algebraic form while Practical SP-SVD implemented in a more numerical stable
way just shown in the experiments of Tropp et al. (2017). It is worthy to notice both the ‘Fast
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Figure 2: Result of Comparison
SP-SVD’ and ‘Practical SP-SVD’ are without fixed rank, that is, U, Σ, and V are of rank larger
than k. Thus, the relative error defined in Eqn. (6.1) can be negative and lower bounded by −1.
We conduct experiments on real-world datasets described in Table 5 . The sizes of these datasets
range from thousands to millions. The datasets include both dense and sparse data matrices. In
our experiments, we set the target rank k = 10 and set c and r are several times of k in both Fast
SP-SVD and Practical SP-SVD (Algorithm 4 in Appendix). In their implementation, to have a fair
comparison, we both use Gaussian projection for dense input matrices and count sketch for sparse
input matrices. Furthermore, in the Fast SP-SVD, we set sc = 3c · a1/2 and sr = 3r · a1/2. We
report the error ratio against (c+ r)/k in Figure 3.
From Figure 3, we can see that our algorithm is substantially better than Practical SP-SVD
in all datasets. Especially, when (c + r)/k is small, that is the sketching sizes are small, our Fast
SP-SVD achieves much lower error ratio. This result is constant with our theoretical comparison
in Section 5.3. Furthermore, our algorithm has another very practical advantage over Practical
SP-SVD which can not be revealed from Figures. Theorem 4 shows that the sketch sizes c and r
of Algorithm 3 should be the same. Hence, we only need to tune one parameter. In contrast, the
algorithm of Tropp et al. (2017) need to tune two parameters which are closely interrelated. In
fact, it is very cost to find a good parameters for this algorithm.
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Figure 3: Result of Comparison
7 Conclusion
In this paper, we propose fast generalized matrix regression algorithm utilizing sketching tech-
niques. We provide a tight bound on the sketching sizes for the fast GMR which are of order −1/2
to achieve a (1 + ) error bound for a large group of GMR problems. This kind of bound of the
sketching size is unknown before and the empirical study also validates the tightness of this bound.
The fast GMR algorithm is then applied to the SPSD approximation and the single pass SVD al-
gorithm. Our fast GMR based SPSD approximation method can achieve much better performance
than the existing methods both theoretically and empirically. Similarly, our fast single pass SVD
algorithm outperform the practical single pass SVD proposed recently.
References
Bourgain, J. & Nelson, J. (2013). Toward a unified theory of sparse dimensionality reduction in
euclidean space. arXiv preprint arXiv:1311.2542.
Boutsidis, C., Drineas, P., & Magdon-Ismail, M. (2014). Near-optimal column-based matrix recon-
struction. SIAM Journal on Computing, 43(2), 687–717.
Clarkson, K. L. & Woodruff, D. P. (2009). Numerical linear algebra in the streaming model. In
20
ACM Symposium on Theory of Computing, STOC 2009, Bethesda, Md, Usa, May 31 - June
(pp. 205–214).
Clarkson, K. L. & Woodruff, D. P. (2013). Low rank approximation and regression in input sparsity
time. In Proceedings of the forty-fifth annual ACM symposium on Theory of computing (pp. 81–
90).: ACM.
Clarkson, K. L. & Woodruff, D. P. (2017). Low-rank psd approximation in input-sparsity time. In
Proceedings of the Twenty-Eighth Annual ACM-SIAM Symposium on Discrete Algorithms (pp.
2061–2072).: SIAM.
Cohen, E. & Lewis, D. D. (1999). Approximating matrix multiplication for pattern recognition
tasks. Journal of Algorithms, 30(2), 211–252.
Cohen, M. B., Elder, S., Musco, C., Musco, C., & Persu, M. (2015). Dimensionality reduction for k-
means clustering and low rank approximation. In Proceedings of the Forty-seventh Annual ACM
Symposium on Theory of Computing, STOC ’15 (pp. 163–172). New York, NY, USA: ACM.
Drineas, P., Kannan, R., & Mahoney, M. W. (2006a). Fast monte carlo algorithms for matrices i:
Approximating matrix multiplication. SIAM Journal on Computing, 36(1), 132–157.
Drineas, P., Magdon-Ismail, M., Mahoney, M. W., & Woodruff, D. P. (2012). Fast approximation
of matrix coherence and statistical leverage. The Journal of Machine Learning Research, 13(1),
3475–3506.
Drineas, P., Mahoney, M. W., & Muthukrishnan, S. (2006b). Sampling algorithms for l 2 regression
and applications. In Proceedings of the seventeenth annual ACM-SIAM symposium on Discrete
algorithm (pp. 1127–1136).: Society for Industrial and Applied Mathematics.
Drineas, P., Mahoney, M. W., & Muthukrishnan, S. (2008). Relative-error CUR matrix decompo-
sitions. SIAM Journal on Matrix Analysis and Applications, 30(2), 844–881.
Drineas, P., Mahoney, M. W., Muthukrishnan, S., & Sarlo´s, T. (2011). Faster least squares ap-
proximation. Numerische Mathematik, 117(2), 219–249.
Halko, N., Martinsson, P.-G., & Tropp, J. A. (2011). Finding structure with randomness: Prob-
abilistic algorithms for constructing approximate matrix decompositions. SIAM review, 53(2),
217–288.
Johnson, W. B. & Lindenstrauss, J. (1984). Extensions of Lipschitz mappings into a Hilbert space.
Contemporary mathematics, 26(189-206).
Kyrillidis, A., Vlachos, M., & Zouzias, A. (2014). Approximate matrix multiplication with applica-
tion to linear embeddings. In Information Theory (ISIT), 2014 IEEE International Symposium
on (pp. 2182–2186).: IEEE.
21
Mahoney, M. W. (2011). Randomized algorithms for matrices and data. Foundations and Trends
in Machine Learning, 3(2), 123–224.
Martinsson, P.-G., Rokhlin, V., & Tygert, M. (2011). A randomized algorithm for the decomposition
of matrices. Applied and Computational Harmonic Analysis, 30(1), 47–68.
Meng, X. & Mahoney, M. W. (2013). Low-distortion subspace embeddings in input-sparsity time
and applications to robust linear regression. In Proceedings of the forty-fifth annual ACM sym-
posium on Theory of computing (pp. 91–100).: ACM.
Nelson, J. & Nguyeˆn, H. L. (2013). Osnap: Faster numerical linear algebra algorithms via sparser
subspace embeddings. In Foundations of Computer Science (FOCS), 2013 IEEE 54th Annual
Symposium on (pp. 117–126).: IEEE.
Sarlos, T. (2006). Improved approximation algorithms for large matrices via random projections.
In Foundations of Computer Science, 2006. FOCS’06. 47th Annual IEEE Symposium on (pp.
143–152).: IEEE.
Tropp, J. A. (2011). Improved analysis of the subsampled randomized hadamard transform. Ad-
vances in Adaptive Data Analysis, 3(01n02), 115–126.
Tropp, J. A., Yurtsever, A., Udell, M., & Cevher, V. (2017). Practical sketching algorithms for
low-rank matrix approximation. SIAM Journal on Matrix Analysis and Applications, 38(4),
1454–1485.
Wang, S., Luo, L., & Zhang, Z. (2016a). Spsd matrix approximation vis column selection: theories,
algorithms, and extensions. The Journal of Machine Learning Research, 17(1), 1697–1745.
Wang, S. & Zhang, Z. (2013). Improving cur matrix decomposition and the nystro¨m approximation
via adaptive sampling. The Journal of Machine Learning Research, 14(1), 2729–2769.
Wang, S., Zhang, Z., & Zhang, T. (2016b). Towards more efficient SPSD matrix approximation
and cur matrix decomposition. Journal of Machine Learning Research, 17(210), 1–49.
Williams, C. K. & Seeger, M. (2001). Using the nystro¨m method to speed up kernel machines. In
Advances in neural information processing systems (pp. 682–688).
Woodruff, D. P. (2014). Sketching as a tool for numerical linear algebra. Foundations and Trends R©
in Theoretical Computer Science, 10(1–2), 1–157.
22
A Proof of Theorem 1
Before the proof of Theorem 1, we first give several important lemmas which will be used in our
proof. First, we have the following lemma.
Lemma 2. We are given A ∈ Rm×n, C ∈ Rm×c and R ∈ Rr×n. X? is defined as
X? = C†AR†. (A.1)
X˜ is a c× r matrix. Then we have
‖A−CX˜R‖2F = ‖A−CX?R‖2F + ‖C(X? − X˜)R‖2F .
Proof. We have
‖A−CX˜R‖2F
=‖A−CX?R + CX?R−CX˜R‖2F
=‖A−CX?R‖2F + ‖CX?R−CX˜R‖2F + 2tr[(A−CX?R)T (CX?R−CX˜R)]
=‖A−CX?R‖2F + ‖C(X? − X˜)R‖2F ,
where the last equality is because
tr[(A−CX?R)T (CX?R−CX˜R)]
=tr[((Im −CC†)A + (CC†)A(In −R†R))TC(X? − X˜)R]
=tr[AT (Im −CC†)C(X? − X˜)R] + tr[R(In −R†R)ATCC†C(X? − X˜)]
=0.
Note that Lemma 2 holds for any matrix X˜ of size c × r. Since ‖A − CX?R‖2F is a constant
scalar, we only need to bound the value of ‖C(X? − X˜)R‖2F . Moreover, we have the following
identity.
Lemma 3. Given A ∈ Rm×n, C ∈ Rm×c and R ∈ Rr×n, we also assume that SC ∈ Rsc×m and
SR ∈ Rsr×n are sketch matrices described in Table 2. Let X˜ and X? be defined in Eqn. (3.3) and
Eqn. (A.1) respectively, then we have
‖CX?R−CX˜R‖F = ‖[(SCUC)TSCUC ]−1UTCSTCSCA`STRSRVR[(SRVR)T (SRVR)]−1‖F ,
where A` , A−CX?R.
Proof. First, we consider CX˜R. Let the condensed SVDs of C and R be respectively
C = UCΣCV
T
C and R = URΣRV
T
R.
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Then, we have
CX˜R =C(SCC)
†SCASTR(RS
T
R)
†R
=UCΣCV
T
C(SCUCΣCV
T
C)
†SCASTR(URΣRV
T
RS
T
R)
†URΣRVTR
=UCΣCV
T
C(ΣCV
T
C)
†(SCUC)†SCASTR(V
T
RS
T
R)
†(URΣR)†URΣRVTR (A.2)
=UC(SCUC)
†SCASTR(V
T
RS
T
R)
†VTR,
where (A.2) is because ΣCV
T
C is of full row rank and URΣR is of full column rank such that
ΣCV
T
C(ΣCV
T
C)
† = I
and
(URΣR)
†URΣR = I.
Similarly, we have
CX?R = CC†AR†R = UCUTCAVRV
T
R.
We define
A` , A−CX?R.
Then, we obtain
CX?R−CX˜R
=UC(SCUC)
†SCASTR(V
T
RS
T
R)
†VTR −UCUTCAVRVTR
=UC(SCUC)
†(SCASTR − SCUCUTCAVRVTRSTR)(VTRSTR)†VTR
=UC(SCUC)
†SCA`STR(V
T
RS
T
R)
†VTR.
Since SC and SR are the sketching matrices in Table 2, then SCUC is still of column full rank.
Thus, we have the following identities
(SCUC)
† = [(SCUC)TSCUC ]−1(SCUC)T
and
(VTRS
T
R)
† = (VTRS
T
R)
T [(VTRS
T
R)(V
T
RS
T
R)
T ]−1.
Therefore, we have
‖CX?R−CX˜R‖F = ‖[(SCUC)TSCUC ]−1UTCSTCSCA`STRSRVR[(SRVR)T (SRVR)]−1‖F .
With Lemma 3 at hand, we will show that CX?R and CX˜R are close to each other. We first list
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two assumptions to help the proof of Theorem 1. In fact, these assumptions hold for the sketching
matrices listed in Table 2.
Assumption 1. Let SC be a sketching matrix for C and C = UCΣCV
T
C be the SVD decomposition
of C. Let B be any matrix independent of SC and be of consistent sizes with U
T
C . We assume that
SC satisfies that
Pr
{∥∥UTCSCTSCUC − I∥∥2 ≥ 0.5} ≤ δ1 (A.3)
Pr
{∥∥UTCSCTSCB−UTCB∥∥ ≥ 1 ‖UC‖F ‖B‖F} ≤ δ2 (A.4)
with 1 ∈ (0, 1/2) and δ1, δ2 ∈ (0, 1/2).
Assumption 2. Let SR be a sketching matrix for R
T and R = URΣRV
T
R be the SVD decomposi-
tion of R. Let B′ be any matrix independent of SR be of consistent sizes consistent with VTR. We
assume that SC satisfies that
Pr
{∥∥VTRSTRSRVR − I∥∥2 ≥ 0.5} ≤ δ1 (A.5)
Pr
{∥∥VTRSTRSRB′ −VTRB′∥∥ ≥ 2 ‖VR‖F ∥∥B′∥∥F} ≤ δ2 (A.6)
with 2 ∈ (0, 1/2) and δ1, δ2 ∈ (0, 1/2).
Lemma 4. Let A, C, R be the input matrices of Algorithm 1. Matrices SC ∈ Rsc×m and
SR ∈ Rsr×n satisfy the properties described in Assumption 1 with 1 = min
(
1/4
c1/2
, 
1/2
c1/2
· ρ
)
and
Assumption 2 with 2 = min
(
1/4
r1/2
, 
1/2
r1/2
· ρ
)
, where ρ is defined in Eqn. (3.2). Let X˜ and X? be
defined in Eqn. (3.3) and Eqn. (A.1) respectively, then we have
‖CX?R−CX˜R‖F ≤ 8
√
‖A−CX?R‖F .
Proof. By Eqn. (A.3) and (A.5), we can obtain that
0.5 ≤ σmin(SCUC) ≤ 1.5, and 0.5 ≤ σmin(SRVR) ≤ 1.5. (A.7)
Combining with the result of Lemma 3, we have
‖CX?R−CX˜R‖F ≤
∥∥∥UTCSCTSCA`STRSRVR∥∥∥
F
· ∥∥[(SCUC)TSCUC ]−1∥∥2 · ∥∥[(SRVR)T (SRVR)]−1∥∥2
(A.7)
≤ 4
∥∥∥UTCSCTSCA`STRSRVR∥∥∥
F
=4
∥∥UTCSCTSC(A−UCUTCAVRVTR)STRSRVR∥∥F ,
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By Eqn. (A.4) with 1 = min
(
1/4
c1/2
, 
1/2
c1/2
· ρ
)
we have
∥∥UTCSCTSC(A−UCUTCAVRVTR)STRSRVR − (UTCA−UTCAVRVTR)STRSRVR∥∥F
≤min
(
1/4
c1/2
,
1/2
c1/2
· ρ
)
· ‖UC‖F ·
∥∥(A−UCUTCAVRVTR)STRSRVR∥∥F
= min
(
1/4, 1/2ρ
)∥∥(A−UCUTCAVRVTR)STRSRVR∥∥F .
Thus, we can obtain that∥∥UTCSCTSC(A−UCUTCAVRVTR)STRSRVR∥∥F
≤∥∥(UTCA−UTCAVRVTR)STRSRVR∥∥F + min(1/4, 1/2ρ)∥∥(A−UCUTCAVRVTR)STRSRVR∥∥F .
(A.8)
Then, we will bound above terms individually. First, by Eqn. (A.6) with 2 =
√

r · ρ, we have∥∥(UTCA−UTCAVRVTR)STRSRVR∥∥
≤
√

r
· ρ ‖VR‖F ·
∥∥UTCA−UTCAVRVTR∥∥
=ρ
√
 ·
∥∥UTCA−UTCAVRVTR∥∥F∥∥A−UCUTCAVRVTR∥∥F ·
∥∥A−UCUTCAVRVTR∥∥F . (A.9)
Moreover, by Eqn. (A.6) with 2 =
1/4
r1/2
, we have∥∥(A−UCUTCAVRVTR)STRSRVR − (AVR −UCUTCAVR)∥∥F
≤ 
1/4
r1/2
‖VR‖F
∥∥A−UCUTCAVRVTR∥∥F
=1/4
∥∥A−UCUTCAVRVTR∥∥F
Thus, we have∥∥(A−UCUTCAVRVTR)STRSRVR∥∥F
≤∥∥AVR −UCUTCAVR∥∥F + 1/4 ∥∥A−UCUTCAVRVTR∥∥F
≤
∥∥AVR −UCUTCAVR∥∥F∥∥A−UCUTCAVRVTR∥∥F ·
∥∥A−UCUTCAVRVTR∥∥F + 1/4 ∥∥A−UCUTCAVRVTR∥∥F . (A.10)
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Combining Eqn. (A.8), (A.9), and (A.10), we can obtain that∥∥UTCSCTSC(A−UCUTCAVRVTR)STRSRVR∥∥F
(A.9)
≤ ρ√
∥∥UTCA−UTCAVRVTR∥∥F∥∥A−UCUTCAVRVTR∥∥F ·
∥∥A−UCUTCAVRVTR∥∥F
+ min
(
1/4, 1/2ρ
)∥∥(A−UCUTCAVRVTR)STRSRVR∥∥F
(A.10)
≤
(
√
+
√
ρ ·
∥∥AVR −UCUTCAVR∥∥F + ∥∥UTCA−UTCAVRVTR∥∥F∥∥A−UCUTCAVRVTR∥∥F
)
· ∥∥A−UCUTCAVRVTR∥∥F
=2
√
 · ∥∥A−UCUTCAVRVTR∥∥F ,
where the last equality is because of the definition of ρ. Thus, we have
‖CX?R−CX˜R‖F ≤ 8
√
 · ∥∥A−UCUTCAVRVTR∥∥F .
Combining above lemmas, we can prove Theorem 1 as follows.
Proof of Theorem 1. SC and SR are any sketch matrix in Table 2. Then they satisfy Assump-
tion 1 with 1 = min
(
1/4
c1/2
, 
1/2
c1/2
· ρ
)
and Assumption 2 with 2 = min
(
1/4
r1/2
, 
1/2
r1/2
· ρ
)
, respectively.
Furthermore, probability parameters δ1 and δ2 of SC and SR are 0.01. Then, Assumption 1 and
Assumption 2 hold simultaneously with probability at least (1− 0.01)4 = 0.96.
By Lemma 3 and 4, we can obtain that
‖A−CX˜R‖2F =‖A−CX?R‖2F + ‖CX?R−CX˜R‖2F
≤‖A−CX?R‖2F + 64‖A−CX?R‖2F
=(1 + 64)‖A−CX?R‖2F .
By rescaling , we get the result.
For time complexity, it takes Tsketch to compute SCC, RS
T
R and SCAS
T
R. Computing the
pseudo-inverse of SCC and RS
T
R requires O(scc2) and O(srr2) respectively. The multiplication of
(SCC)
†SCASTR(RS
T
R)
† costs O(scsr min(c, r)). Hence, the time complexity of constructing X˜ is
O(srr2 + scc2 + scsr ·min(c, r)) + Tsketch.
B Proof of Theorem 2
Proof of Theorem 2. By Theorem 1, we have
‖A−CX˜CT ‖F ≤ (1 + ) min
X
‖A−CXCT ‖F .
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Algorithm 4 Practical Single Pass SVD by Tropp et al. (2017); Clarkson & Woodruff (2013).
1: Input: A real matrix A ∈ Rm×n, target rank k and sketching size c and r;
2: Construct sketching matrices Ψ˜ ∈ Rr×m, Ω˜ ∈ Rn×c.
3: C = [ ], R = [ ].
4: while A is not completely read through do
5: Read next L-columns of columns of A denoted by AL;
6: Update R = [R, Ψ˜AL] and C = C + ALΩ˜;
7: end while
8: Compute the orthonormal bases of C and VT by [UC ,TC ] = qr(C, 0) and [VR,TR] = qr(R
T , 0)
respectively.
9: Compute N = (Ψ˜UC)
†RVR.
10: Compute the SVD decomposition [UN ,Σ,VN ] = svd(N).
11: Output: U = UCUN , Σ, and V = VRVN .
Since X˜sym is the projection of X˜ onto Hs (defined in Eqn. (3.5)), by Proposition 1, we have
‖A−CX˜symCT ‖F ≤ ‖A−CX˜CT ‖F ≤ (1 + ) min
X
‖A−CXCT ‖F .
Similarly, if A is SPSD, since X˜+ is the projection of H˜ onto Hs+ (defined in Eqn. (3.6)), X˜+
satisfies
‖A−CX˜+CT ‖F ≤ ‖A−CX˜CT ‖F ≤ (1 + ) min
X
‖A−CXCT ‖F .
C Proof of Theorem 3
Proof of Theorem 3. The proof of ‖K −CX˜+CT ‖F ≤ (1 + ) minX ‖K −CXCT ‖F is almost the
same to the one of Theorem 2. Thus, we will omit the detailed proof.
Next, we will analyze the query complexity of Algorithm 2. First, it requires to query nc entries
of the kernel to construct C. Next, to compute the core matrix, it needs s× s entries of the kernel,
that is, c2 ·max{−1, −2ρ−4}. Therefore, the total query complexity is
N = nc+ c2 ·max{−1, −2ρ−4} .
D Proof of Theorem 4
Before the proof of Theorem 4, we introduce SF(, k) projection which is a class of projection
matrices which have a particular property defined as follows (Clarkson & Woodruff, 2017). With
the help of SF(, k) projection, Theorem 4 can be proved in a convenient way.
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Definition 1 (SF(, k) projection). For given A ∈ Rm×n, say that projection P ∈ Rm×m is left
SF(, k) for A if
‖(I−P)A‖22 ≤ (/k)‖A−Ak‖2F .
Similarly, we say projection P ∈ Rn×n is right SF(, k) for A if
‖A(I−P)‖22 ≤ (/k)‖A−Ak‖2F .
By sketching matrices, we can construct SF(, k) projections very efficiently (Clarkson & Woodruff,
2017).
Lemma 5 ((Clarkson & Woodruff, 2017)). Suppose S ∈ Rs×m be an OSNAP matrix with O (k )1+γ
and γ being a positive constant or a Gaussian projection matrix with s = O (k ). Then PSA is right
SF(, k) for A ∈ Rm×n with probability at least 0.99, where PSA is the orthonormal projection
onto the row space of SA. Specifically, when S is OSNAP, then the number of non-zero entry per
column p is O(1).
Let S1 and S2 be OSNAP and Gaussian projection matrix with proper dimension, respectively,
then S2S1 still have the sketching property described in Lemma 5.
Lemma 6. S1 ∈ Rs1×m is an OSNAP matrix with s1 = O
(
k

)1+γ
, γ being a positive constant,
and the number of non-zero entry per column p being O(1). S2 ∈ Rs2×s1 is a Gaussian projection
matrix with s1 = O
(
k

)
. Then PS2S1A is right SF(, k) for A ∈ Rm×n with probability at least
0.98, where PS2S1A is the orthonormal projection onto the row space of S2S1A.
Besides OSNAP matrices and Gaussian projection, other sketching matrix such and sampling
matrix can be used to construct SF(, k) projection (Clarkson & Woodruff, 2017).
Now, we give the following lemma which is important to the proof of Theorem 4.
Lemma 7. Let P1 and P2 be left and right SF(, k) for A. Then
‖A−P1AkP2‖2F ≤ (1 + 4)‖A−Ak‖2F .
Proof. We have
‖A−P1AkP2‖2F =‖A−Ak‖2F + ‖Ak −P1AkP2‖2F + 2tr((A−Ak)T (Ak −P1AkP2))
=‖A−Ak‖2F + ‖Ak −P1AkP2‖2F + 2tr((A−Ak)T (I−P1)AkP2),
where the second equality is because (A−Ak)TAk = 0.
For ‖Ak −P1AkP2‖2F , by the fact (I−P1)P1 = 0 and ‖AB‖F ≤ ‖A‖2‖B‖F , we have
‖Ak −P1AkP2‖2F =‖Ak −P1Ak + P1Ak −P1AkP2‖2F
=‖Ak −P1Ak‖2F + ‖P1Ak −P1AkP2‖2F
≤‖Ak −P1Ak‖2F + ‖Ak −AkP2‖2F .
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By the fact that rank(Ak) = k and ‖Akx‖2 ≤ ‖Ax‖2 for all x,
‖Ak −P1Ak‖2F ≤k‖(I−P1)Ak‖22
≤k‖(I−P1)A‖22
≤‖A−Ak‖2F ,
where the last inequality is because P1 is left SF(, k) for A.
Similarly, we have
‖Ak −AkP2‖2F ≤ ‖A−Ak‖2F .
We also have that
tr((A−Ak)T (I−P1)AkP2) ≤
k∑
i=1
σi((I−P1)(A−Ak))σi((I−P1)AkP2)
≤k‖(I−P1)(A−Ak)‖2‖(I−P1)AkP2‖2
≤k‖(I−P1)A‖22
≤‖A−Ak‖2F
Combining above results, we have
‖A−P1AkP2‖2F ≤ ‖A−Ak‖2F + 4‖A−Ak‖2F .
Corollary 5. Let PC and PR be left and right SF(, k) for A. Then Eqn. (5.1) holds.
Proof. By Lemma 7, we have
‖A−PCAkPR‖2F ≤ (1 +O())‖A−Ak‖2F .
Combining the fact that minX ‖A−UCXVTR‖F ≤ ‖A−PCAkPR‖F , we obtain the Eqn. (5.1).
Proof of Theorem 4. We have C = AΩ˜ and R = Ψ˜A, where Ω˜ = ΩTGTC and Ψ˜ = GRΨ. Ω
and Ψ are OSNAP matrices and GC and GR are Gaussian projection matrices. By Lemma 6 and
Corollary 5, we have that UCU
T
C is left SF(, k) for A with probability at least 0.98 and VRV
T
R is
right SF(, k) for A with probability at least 0.98.
Hence, by Lemma 7 it holds that
‖A−UCUTCAVRVTR‖2F ≤ ‖A−UCUTCAkVRVTR‖2F ≤ (1 + 4)‖A−Ak‖2F .
Combining Theorem 1, we have
‖A−UΣVT ‖2F ≤ (1 + )‖A−UCUTCAVRVTR‖2F ≤ (1 + 5)‖A−Ak‖2F .
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By rescaling the , we get the result.
It holds with probability at least 0.98× 0.98 that UCUTC and VRVTR are SF(, k) for A. More-
over, Theorem 1 holds with probability at least 0.9. Therefore, the success probability is at least
0.9.
Now, we analyze the computational and space complexity of Algorithm 3. In the analysis, we
will use the notation γ which is a constant in (0, 1) and related to the OSNAP sketching matrix
depicted in Section 2.3. The detailed analysis of computational cost is as follows:
1. The costs of computing C and R are respectivelyO
(
nnz(A) +m
(
k

)2+γ)
andO
(
nnz(A) + n
(
k

)2+γ)
.
Constructing M needs O
(
nnz(A) + min{m,n} ·max
{
k
3/2
, k
2ρ2
}
+ n
(
k

)1+γ)
time.
2. It requires O
(
m
(
k

)2)
and O
(
n
(
k

)2)
time to compute UC and VR by QR decomposition.
3. The time complexity of obtaining (SCUC)
†M(VTRS
T
R)
† isO
(
(m+ n)k +
k2
2
·max
{
k
3/2
, k
2ρ2
}
+
(
k

)3+2γ)
.
The cost of SVD of (SCUC)
†M(VTRS
T
R)
† is O
((
k

)3)
.
4. It costs O
(
m
(
k

)2)
and O
(
n
(
k

)2)
to obtain U and V.
Therefore, the total computational cost of Algorithm 3 is
O
(
nnz(A) + (m+ n)
(
k

)2+γ
+
k2
2
·max
{
k
3/2
,
k
2ρ2
}
+
(
k

)3+2γ)
. (D.1)
Next, we analyze the space complexity:
1. It needs O(n) space to store Ψ and SC , and O(m) to store Ω and SR. GR and GC need
O
(
k2+γ
1+γ
)
space.
2. It needs O (m (k )) and O (n (k )) space to store C and R, respectively. The storage space of
M requires
O
(
max
{
k2
3
,
k2
4ρ4
}
+
(
k

)2(1+γ))
.
Therefore, the total space cost is
O
(
(m+ n)
k

+ max
{
k2
3
,
k2
4ρ4
}
+
(
k

)2+2γ)
.
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