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I. INTRODUCTION 
We are concerned with some inequalities for sums of decreasing (or 
nearly decreasing) terms. The basic result is as follows. (Here and through- 
out we write A for numbers that depend only on the indicated arguments, 
but may be different from one occurrence to another.) 
THEOREM 1. Suppose that a, >, 0, L >, 0, and W- a a,, is nonincreasing. 
If b>l, 
Mb 
p>1; (1) 
Here, as throughout, a sum with nonintegral limits extends over all 
integers between the limits. 
Inequalities (1) and (2) are equivalent : write p = l/q and b, = u$‘k” - ’ . 
Since the left-hand sides of (1) and (2) do not depend on the arrange- 
ment of the ak, we can state the convergence theorem that follows from 
Theorem I, with I = 0, in the following form: if {a,} is the rearrangement 
of {ak} in decreasing order, then if 2 ak converges, so does xnkP kP- ’ if 
p > 1; if 1 nkp V- ’ converges, and p < 1, then xak converges. 
I do not attempt to obtain the best possible values for the “constants” 
A($, I, b); they could be calculated by a method that S. Lojasiewicz 
has used to find the best constant in special cases of Theorem 2. 
Theorem 1 has a number of interesting applications. It can be used 
to prove some inequalities that were recently used by Konyushkov [4] 
in the theory of approximation and by the author [2] to prove a theorem 
of Beurling’s [l] on absolute convergence of Fourier series. Some other 
possible applications are mentioned in 9 IV. 
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II. PROOF OF (1) 
Let b be a number greater than 1. For typographical convenience, 
we write B(K) = b k’2 . Let m and s be, respectively, the smallest integer 
such that B(m) > A4 and the largest integer such that B(s) ,< N. Then 
N 
&kqy’+B~m;-; . . . +~)k’aak-” 
k=m M *WI B(s) 
B(m+l)-1 
> @B(m+l) B(- A@ + 1)) ,r k” 
*Ml 
B(m+Z) - 1 B(s) - 1 
+QB(m+Z)B(--++2)) 2 k’+ 1.. +a*,&-As) 2 k” 
B(m +l) B(s - 1) 
> A(1) [@B(m+l) B(- l(m $ l))B((A + lb) + . . -1 
= A(A) [aB(m+l) B(m) + aB(m+2) B(m + 1) + . . .I 
2 A (4 P&n +1j w@) + &(nr+z)q@ + l)P) + *. . + &)W - l)P)ll'" 
2 A (A $) 
[ 
B(m+2)-1 *((s + l)P) - 1 UP 
&tl+1j z1 kf’-l+ . . . + U%(S) c I 
kP-1 
B(m+l) B(s) 
B(m-+2) - 1 B((s +l)P) - 1 
> A@,#) 2 kp-‘a#+ . . . + 2 kp-‘U# 
B(m+l) Bfs) 1 
l/P 
I 
“’ > A@,$) [~k”u,D]lir . 
III. INEQUALITIES FOR REPEATED SUMS 
Theorem 1 can be used to give short proofs of many theorems anal- 
ogous to those that are connected with Hilbert’s double-series theorem 
([3], Chapter 9). For series of decreasing or nearly decreasing terms, such 
inequalities generally hold with their direction reversed. We first state 
a general theorem. 
THEOREM 2. Let K(x, y) be homogelzeous of degree - 1, let 
s;K(l, @‘dzc < 00, ultd suppose that either (i) K(m, vz) decreases in both 
argzcmelzts; or (ii) K(m,n) = 0 for m > n and K(m,n) decreases in both 
arguments for m < n; or (iii) K(m, n) = 0 for m < n and K(m, n) de- 
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creases in m and is monotonic 
some nonnegative 1. Then 
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in n for m > n. Let a,m- ‘. decrease for 
For example, let K(m,n) =m-V’Pn(r’P)- 1 for m > n and K(m,n) = 0 
for m < n, with y > p - 1. Then (1) reads 
Let K(m, n) = rn(v@)-rfi-Y/P, y>l,form~nandK(m,n)=Oform>v~. 
Then (1) reads 
2 n--7( im(ylP)-lamr >A(p,A,y) ia,@, p> 1. (6) 
n=1 ?tS=l H, = 1 
These are the inequalities given by Konyushkov. 
Proof of Theorem 2. We give the proof for (3); the proof for (4) 
is similar. In case (i) we have, for each n, K(m, n)a, m- a decreasing, 
and hence by Theorem 1 
(i K(m, n)amr >, A@, A, b) i ’ a,,? mf-‘K(m, n)@, 
+%=I m=b 
i ( 2 K(m, ti)amy >, A ($,A, b) i i a,P mp--l K(m, n)P. 
n=l m-1 n=l m=b 
Since K(l, 1) must be positive, we can replace b by 1 as the lower limit 
of the summation on the right, changing A($, 1, b) if necessary. We now 
have 
x cc % 
s( ~K(m,n)a~~>A($,L) ZaJ’mP---l iK(m,n)P. 
n=1 \m=l I m== 1 n-1 
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Since K(m, n) decreases in n, we have 
j&m,@‘> ~*j;(m,t)Pdt= [K(m,i,, 
*=I n=l n 1 
a, 00 
=WZ -p 
I 
K(l, t/my dt > ml-P 
I 
K(1, zq dzc. 
1 1 
Therefore 
In case (ii) the argument is just the same. 
In case (iii), we have, with any convenient b, 
Now if K(m, n) decreases in 12, 
;K(m,n)P >, ~~pqTn.,dl =[m’~~,,,,~dt 
10=1 n=l * 1 
W/b1 +1)/m l/b 
-ml-P  
I 
K(l, u)Pdu > ml--P 
I 
K(l, u)Pdu. 
1/m 0 
If, however, K(m, 12) increases in n, 
?K(m,n)P> 2 jK(m,~)~d~=ilj*h(~,ll”dl 
?C=l *=I m-1 0 
[~/bll~ l/b 
=m 1-P 
I 
K(l, u)Pdu 3 ml-9 
I 
K(l, ~)pdu. 
0 0 
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In either case, (3) follows. 
IV. OTHER APPLICATIONS 
(i) Take $ = 2, b < 2 in (1). Then 
(7) 
provided that n- Ian is nonincreasing for some 1. Since c:= r kak2 is the 
area of the image of the unit disk under 2e, = f(z) = cr= r ak.zk, this says 
that if n- ‘a,, decreases for some 1 and xak converges, then f(z) is not too 
multivalent. For example, if every point in the image of the unit disk 
is covered at least $ times, we have X7= i kUk2 > np, and so 
p < f(lP + A@h \ nA(il) 
(ii) Another interpretation of (7) is that if a periodic f has an absolutely 
convergent Fourier series with complex Fourier coefficients ck such that 
clkl Ikl-” decreases, then the derivative of f of order 4 belongs to L2. 
(iii) With am2 instead of a,,,, and p = 4, inequality (4) with K(m, a) 
= l/n for m > n, K(m, n) = 0 for m < n states that 
if nva a, decreases. This can be interpreted as a statement about the 
rapidity of convergence of a series of orthonormal functions rjk(x) with 
monotonic coefficients. Let j(x) - xak C&(z) with partial sums sn(x), 
let %- ’ a, decrease, and let za,, converge. Then 
m 
converges, where the norm is taken in L2. As a corollary we can infer 
that there is an increasing sequence of integers ni such that the sequence 
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converges almost everywhere. When $k(~) are the trigonometric functions 
and (uk} decreases, this is significant only if k*/2uk is not monotonic, 
since otherwise k112ak + 0 and the series Ck1’2ak+k (x) converges except 
at isolated points. 
To establish the corollary, note that 
Since the right-hand side is bounded, the series xk1’2ak(bk(X) converges 
in mean square and so a sequence of its partial sums converges almost 
everywhere. 
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