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1 Introduction
Let H be a separable Hilbert space and let M(H) be the space of all complex-
valued Borel measures on H . The Fourier transform of σ in M(H) is defined
by
f(σ)(h′) ≡ σ̂(h′) =
∫
H
exp{i〈h, h′〉}dσ(h), h′ ∈ H. (1.1)
The set of all functions of the form (1.1) is denoted by F(H) and is called the
Fresnel class of H . Let (H,B, ν) be an abstract Wiener space. It is known [25, 26]
that each functional of the form (1.1) can be extended to B uniquely by
σ̂(x) =
∫
H
exp{i(h, x)∼}dσ(h), x ∈ B (1.2)
where (·, ·)∼ is a stochastic inner product between H and B. The Fresnel class
F(B) of B is the space of (equivalence classes of) all functionals of the form (1.2).
There has been a tremendous amount of papers and books in the literature on the
Fresnel integral theory and Fresnel classes F(B) and F(H) on abstract Wiener
and Hilbert spaces. For an elementary introduction, see [24, Chapter 20].
Furthermore, in [25], Kallianpur and Bromley introduced a larger class FA1,A2
than the Fresnel class F(B) and showed the existence of the analytic Feynman
integral of functionals in FA1,A2 for a successful treatment of certain physical
problems by means of a Feynman integral. The Fresnel class FA1,A2 of B2 is the
space of (equivalence classes of) all functionals on B2 of the form
F (x1, x2) =
∫
H2
exp
{ 2∑
j=1
i(A
1/2
j h, xj)
∼
}
dσ(h)
where A1 and A2 are bounded, nonnegative and self-adjoint operators on H and
σ ∈ M(H).
Let A be a nonnegative self-adjoint operator on H and let σ be any complex
Borel measure on H . Then the functional
F (x) =
∫
H
exp{i(A1/2h, x)∼}dσ(h) (1.3)
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belongs to the Fresnel class F(B) on B because it can be rewritten as∫
H
exp{i(h, x)∼}dσA(h)
for σA = σ ◦ (A1/2)−1. For the functional F given by equation (1.3), the analytic
Feynman integral
∫ anf1
B
F (x)dν(x) with parameter q = 1 (based on the connection
with the Fresnel integral of F in F(H) by Albeverio and Høegh-Krohn, the most
important value of the parameter q is q = 1) on B exists and is given by∫ anf1
B
F (x)dν(x) =
∫
H
exp
{
− i
2
〈Ah, h〉
}
dσ(h). (1.4)
If we choose A to be the identity operator on H , then equation (1.4) is equal to
‘the Fresnel integral F(f)’ of f(σ), studied by Albeverio and Høegh-Krohn in [1].
The concept of the Fresnel integral is not based on the technique of analytic con-
tinuation, but appears as solutions of important problems in quantum mechanics
and in quantum field theory.
Let A be a bounded self-adjoint operator on H . Then we may write
A = A+ −A−
where A+ and A− are each bounded, nonnegative and self-adjoint. Take A1 = A+
and A2 = A− in the definition of FA1,A2 above. For any F in FA+,A− , the analytic
Feynman integral of F with parameter (1,−1) is given by∫ anf(1,−1)
B2
F (x1, x2)d(ν × ν)(x1, x2) =
∫
H
exp
{
− i
2
〈Ah, h〉
}
dσ(h). (1.5)
Kallianpur and Bromley, using this idea, studied and investigated relationships
between the Albeverio and Høegh-Krohn’s Fresnel integral with respect to a sym-
metric bilinear form ∆ onH (see [1, Chapter 4]) and the analytic Feynman integral
given by equation (1.5).
In this paper we extend the ideas in [25] from the functionals on B2 to the
functionals on the product function space C2a,b[0, T ]. The function space Ca,b[0, T ],
induced by generalized Brownian motion, was introduced by J. Yeh [28, 29] and
was used extensively by Chang and Chung [11], Chang and Skoug [13], and Chang,
Chung and Skoug [19]. In this paper we also construct a concrete theory of the
generalized analytic Fourier-Feynman transform(GFFT) and the first variation of
functionals in a generalized Fresnel type class defined on C2a,b[0, T ]. Other work
involving GFFT theories on Ca,b[0, T ] include [14, 17, 20].
The Wiener process used in [2, 3, 4, 5, 6, 7, 9, 10, 12, 22, 23, 25, 26, 30] is
stationary in time and is free of drift while the stochastic process used in this
paper, as well as in [11, 13, 14, 15, 16, 17, 18, 20, 28], is nonstationary in time, is
subject to a drift a(t), and can be used to explain the position of the Ornstein-
Uhlenbeck process in an external force field [27]. It turns out, as noted in Remark
3.6 below, that including a drift term a(t) makes establishing the existence of
the GFFT of functionals on C2a,b[0, T ] very difficult. However, when a(t) ≡ 0 and
b(t) = t on [0, T ], the general function space Ca,b[0, T ] reduces to the Wiener space
C0[0, T ].
3
2 Definitions and preliminaries
Let D = [0, T ] and let (Ω,W , P ) be a probability measure space. A real-valued
stochastic process Y on (Ω,W , P ) and D is called a generalized Brownian motion
process if Y (0, ω) = 0 almost everywhere and for 0 = t1 < t2 < · · · < tn ≤ T , the
n-dimensional random vector (Y (t1, ω), . . . , Y (tn, ω)) is normally distributed with
density function
Kn(~t, ~u) =
( n∏
j=1
2π
(
b(tj)− b(tj−1)
))−1/2
× exp
{
− 1
2
n∑
j=1
[
(uj − a(tj))− (uj−1 − a(tj−1))
]2
b(tj)− b(tj−1)
}
where ~u = (u1, . . . , un), u0 = 0, ~t = (t1, . . . , tn), a(t) is an absolutely continu-
ous real-valued function on [0, T ] with a(0) = 0, a′(t) ∈ L2[0, T ], and b(t) is a
strictly increasing, continuously differentiable real-valued function with b(0) = 0
and b′(t) > 0 for each t ∈ [0, T ].
As explained in [29, p.18–20], Y induces a probability measure µ on the mea-
surable space (RD,BD) where RD is the space of all real-valued functions x(t),
t ∈ D, and BD is the smallest σ-algebra of subsets of RD with respect to which all
the coordinate evaluation maps et(x) = x(t) defined on R
D are measurable. The
triple (RD,BD, µ) is a probability measure space. This measure space is called the
function space induced by the generalized Brownian motion process Y determined
by a(·) and b(·).
In [29], Yeh shows that the generalized Brownian motion process Y determined
by a(·) and b(·) is a Gaussian process with mean function a(t) and covariance
function r(s, t) = min{b(s), b(t)}, and that the probability measure µ induced by
Y , taking a separable version, is supported by Ca,b[0, T ] (which is equivalent to
the Banach space of continuous functions x on [0, T ] with x(0) = 0 under the
sup norm). Hence, (Ca,b[0, T ],B(Ca,b[0, T ]), µ) is the function space induced by
Y where B(Ca,b[0, T ]) is the Borel σ-algebra of Ca,b[0, T ]. We then complete this
function space to obtain (Ca,b[0, T ],W(Ca,b[0, T ]), µ) where W(Ca,b[0, T ]) is the
set of all Wiener measurable subsets of Ca,b[0, T ].
A subset B of Ca,b[0, T ] is said to be scale-invariant measurable provided ρB
is W(Ca,b[0, T ])-measurable for all ρ > 0, and a scale-invariant measurable set
N is said to be a scale-invariant null set provided µ(ρN) = 0 for all ρ > 0.
A property that holds except on a scale-invariant null set is said to hold scale-
invariant almost everywhere(s-a.e.). A functional F is said to be scale-invariant
measurable provided F is defined on a scale-invariant measurable set and F (ρ · )
is W(Ca,b[0, T ])-measurable for every ρ > 0. If two functionals F and G defined
on Ca,b[0, T ] are equal s-a.e., we write F ≈ G.
Let L2a,b[0, T ] be the set of functions on [0, T ] which are Lebesgue measurable
and square integrable with respect to the Lebesgue-Stieltjes measures on [0, T ]
induced by a(·) and b(·); i.e.,
L2a,b[0, T ] =
{
v :
∫ T
0
v2(s)db(s) <∞ and
∫ T
0
v2(s)d|a|(s) <∞
}
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where |a|(·) is the total variation function of a(·). Then L2a,b[0, T ] is a separable
Hilbert space with inner product defined by
(u, v)a,b =
∫ T
0
u(t)v(t)d[b(t) + |a|(t)].
In particular, note that ‖u‖a,b ≡
√
(u, u)a,b = 0 if and only if u(t) = 0 a.e. on
[0, T ].
Let {φj}∞j=1 be a complete orthonormal set of real-valued functions of bounded
variation on [0, T ] such that
(φj , φk)a,b =
{
0 , j 6= k
1 , j = k
.
Then for each v ∈ L2a,b[0, T ], the Paley-Wiener-Zygmund(PWZ) stochastic integral
〈v, x〉 is defined by the formula
〈v, x〉 = lim
n→∞
∫ T
0
n∑
j=1
(v, φj)a,bφj(t)dx(t)
for all x ∈ Ca,b[0, T ] for which the limit exists; one can show that for each v ∈
L2a,b[0, T ], the PWZ stochastic integral 〈v, x〉 exists for µ-a.e. x ∈ Ca,b[0, T ] and if
v is of bounded variation on [0, T ], then the PWZ stochastic integral 〈v, x〉 equals
the Riemann-Stieltjes integral
∫ T
0 v(t)dx(t) for s-a.e. x ∈ Ca,b[0, T ]. For more
details, see [13].
Remark 2.1. For each v ∈ L2a,b[0, T ], the PWZ stochastic integral 〈v, x〉 is
a Gaussian random variable on Ca,b[0, T ] with mean
∫ T
0
v(s)da(s) and variance∫ T
0
v2(s)db(s). Note that for all u, v ∈ L2a,b[0, T ],∫
Ca,b[0,T ]
〈u, x〉〈v, x〉dµ(x) =
∫ T
0
u(s)v(s)db(s) +
∫ T
0
u(s)da(s)
∫ T
0
v(s)da(s).
Hence we see that for all u, v ∈ L2a,b[0, T ],
∫ T
0
u(s)v(s)db(s) = 0 if and only if
〈u, x〉 and 〈v, x〉 are independent random variables.
Remark 2.2. Recall that above, as well as in papers [13, 14, 15, 16, 17, 19, 20],
we require that a : [0, T ] → R is an absolutely continuous function with a(0) = 0
and with
∫ T
0 |a′(t)|2dt <∞. Now throughout this paper we add the requirement∫ T
0
|a′(t)|2d|a|(t) <∞. (2.1)
Remark 2.3. Note that the function a(t) = t2/3, 0 ≤ t ≤ T doesn’t satisfy
condition (2.1) even though its derivative is an element of L2[0, T ].
Remark 2.4. The function a : [0, T ] → R satisfies the requirements in Remark
2.2 if and only if the function a′ is an element of L2a,b[0, T ].
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The following Cameron-Martin like subspace of Ca,b[0, T ] plays an important
role throughout this paper.
Let
C′a,b[0, T ] =
{
w ∈ Ca,b[0, T ] : w(t) =
∫ t
0
z(s)db(s) for some z ∈ L2a,b[0, T ]
}
.
For w ∈ C′a,b[0, T ], with w(t) =
∫ t
0
z(s)db(s) for t ∈ [0, T ], let Dt : C′a,b[0, T ] →
L2a,b[0, T ] be defined by the formula
Dtw = z(t) =
w′(t)
b′(t)
. (2.2)
Then C′a,b ≡ C′a,b[0, T ] with inner product
(w1, w2)C′
a,b
=
∫ T
0
Dtw1Dtw2db(t) =
∫ T
0
z1(t)z2(t)db(t)
is a separable Hilbert space.
Note that the linear operator given by equation (2.2) is a homeomorphism. In
fact, the inverse operator D−1t : L
2
a,b[0, T ]→ C′a,b[0, T ] is given by
D−1t z =
∫ t
0
z(s)db(s).
It is easy to show that D−1t is a bounded operator since
‖D−1t z‖C′a,b =
∥∥∥∥ ∫ t
0
z(s)db(s)
∥∥∥∥
C′
a,b
=
(∫ T
0
z2(t)db(t)
) 1
2
≤
(∫ T
0
z2(t)d[b(t) + |a|(t)]
) 1
2
= ‖z‖a,b.
Applying the open mapping theorem, we see that Dt is also bounded and there
exist positive real numbers α and β such that α‖w‖C′
a,b
≤ ‖Dtw‖a,b ≤ β‖w‖C′
a,b
for all w ∈ C′a,b[0, T ]. Hence we see that the Borel σ-algebra on (C′a,b[0, T ], ‖·‖C′a,b)
is given by
B(C′a,b[0, T ]) = {D−1t (E) : E ∈ B(L2a,b[0, T ])}.
Remark 2.5. Our conditions on b : [0, T ]→ R imply that 0 < δ < b′(t) < M for
some positive real numbers δ and M , and all t ∈ [0, T ].
The following lemma follows quite easily from Remarks 2.2, 2.4 and 2.5 above
and the fact that a(t) =
∫ t
0
a′(s)
b′(s) db(s) on [0, T ].
Lemma 2.6. The function a : [0, T ] → R satisfies the conditions in Remark 2.2
if and only if a is an element of C′a,b[0, T ].
Throughout this paper for w ∈ C′a,b[0, T ], with w(t) =
∫ t
0
z(s)db(s) for t ∈
[0, T ], we will use the notation (w, x)∼ instead of 〈z, x〉 = 〈Dtw, x〉. Then we have
the following assertions.
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(i) For each w ∈ C′a,b[0, T ], the random variable x 7→ (w, x)∼ is Gaussian with
mean (w, a)C′
a,b
and variance ‖w‖2C′
a,b
.
(ii) (w,αx)∼ = (αw, x)∼ = α(w, x)∼ for any real number α, w ∈ C′a,b[0, T ] and
x ∈ Ca,b[0, T ].
(iii) If {w1, . . . , wn} is an orthonormal set in C′a,b[0, T ], then the random variables
(wi, x)
∼’s are independent.
We denote the function space integral of aW(Ca,b[0, T ])-measurable functional
F by
E[F ] ≡ Ex[F (x)] =
∫
Ca,b[0,T ]
F (x)dµ(x)
whenever the integral exists.
Remark 2.7. For each t ∈ [0, T ], let
βt(s) =
∫ s
0
χ[0,t](τ)db(τ) =
{
b(s), 0 ≤ s ≤ t
b(t), t ≤ s ≤ T .
Then the family of functions {βt : 0 ≤ t ≤ T } from C′a,b[0, T ] has the reproducing
property
(w, βt)C′
a,b
= w(t)
for all w ∈ C′a,b[0, T ]. Note that βt(s) = min{b(s), b(t)}, the covariance function
associated with the generalized Brownian motion Y used in this paper. We also
note that for each x ∈ Ca,b[0, T ],
x(t) =
∫ T
0
χ[0,t](s)dx(s) = (βt, x)
∼.
Remark 2.8. Let A : C′a,b[0, T ] → C′a,b[0, T ] be a bounded linear operator with
adjoint A∗. Let w and g be elements of C′a,b[0, T ] with g(t) =
∫ t
0
z(s)db(s) for some
z ∈ L2a,b[0, T ]. Then
Ex[(Aw, x)
∼] = Ex[〈DtAw, x〉] =
∫ T
0
DtAwda(t) =
∫ T
0
DtAw
a′(t)
b′(t)
db(t)
=
∫ T
0
DtAwDtadb(t) = (Aw, a)C′
a,b
= (w,A∗a)C′
a,b
and
(Aw, g)∼ = 〈DtAw, g〉 =
∫ T
0
DtAwdg(t) =
∫ T
0
DtAw
g′(t)
b′(t)
db(t)
=
∫ T
0
DtAwDtg(t)db(t) = (Aw, g)C′
a,b
= (w,A∗g)C′
a,b
.
Next, letting A be the identity operator, yields the formulas
Ex[(w, x)
∼] =
∫ T
0
Dtgda(t) = (g, a)C′
a,b
and (w, g)∼ = (w, g)C′
a,b
.
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In this paper, as possible, we adopt the definitions and notations of [13, 15, 20]
for the definitions of the generalized analytic Feynman integral and the GFFT of
functionals on Ca,b[0, T ].
The following integration formula is used several times in this paper:∫
R
exp{−αu2 + βu}du =
√
π
α
exp
{β2
4α
}
(2.3)
for complex numbers α and β with Re(α) > 0.
3 The GFFT of functionals in a Banach algebra
F a,bA1,A2
Let M(C′a,b[0, T ]) be the space of complex-valued, countably additive (and hence
finite) Borel measures on C′a,b[0, T ]. M(C′a,b[0, T ]) is a Banach algebra under the
total variation norm and with convolution as multiplication.
We define the Fresnel type class F(Ca,b[0, T ]) of functionals on Ca,b[0, T ] as
the space of all stochastic Fourier transforms of elements of M(C′a,b[0, T ]); that
is, F ∈ F(Ca,b[0, T ]) if and only if there exists a measure f in M(C′a,b[0, T ]) such
that
F (x) =
∫
C′
a,b
[0,T ]
exp{i(w, x)∼}df(w) (3.1)
for s-a.e. x ∈ Ca,b[0, T ]. More precisely, since we shall identify functionals which
coincide s-a.e. on Ca,b[0, T ], F(Ca,b[0, T ]) can be regarded as the space of all
s-equivalence classes of functionals of the form (3.1).
The Fresnel type class F(Ca,b[0, T ]) is a Banach algebra with norm
‖F‖ = ‖f‖ =
∫
C′
a,b
[0,T ]
d|f |(w).
In fact, the correspondence f 7→ F is injective, carries convolution into pointwise
multiplication and is a Banach algebra isomorphism where f and F are related by
(3.1).
Remark 3.1. (1) The Banach algebra F(Ca,b[0, T ]) contains several interesting
functions which arise naturally in quantum mechanics: LetM(R) be the class of C-
valued countably additive measures on B(R), the Borel class of R. For ν ∈ M(R),
the Fourier transform ν̂ of ν is a complex-valued function defined on R by the
formula
ν̂(u) =
∫
R
exp{iuv}dν(v).
Let G be the set of all complex-valued functions on [0, T ] × R of the form
θ(s, u) = σ̂s(u) where {σs : 0 ≤ s ≤ T } is a family from M(R) satisfying the
following two conditions:
(i) For every E ∈ B(R), σs(E) is Borel measurable in s,
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(ii)
∫ T
0
‖σs‖db(s) < +∞.
Let θ ∈ G and let H be given by
H(x) = exp
{∫ T
0
θ(t, x(t))dt
}
for s-a.e. x ∈ Ca,b[0, T ]. It was shown in [18] that the function θ(t, u) is Borel-
measurable and that θ(t, x(t)),
∫ T
0
θ(t, x(t))dt and H(x) are elements of F(Ca,b[0, T ]).
This fact is relevant to quantum mechanics where exponential functions play a
prominent role. For more details, see [18].
(2) In [13] Chang and Skoug introduced a Banach algebra S(L2a,b[0, T ]) of func-
tionals on Ca,b[0, T ] given by
S(L2a,b[0, T ]) =
{
F : F (x) ≈
∫
L2
a,b
[0,T ]
exp{i〈v, x〉}dσ(v), σ ∈M(L2a,b[0, T ])
}
,
and then showed that the generalized analytic Feynman integral and the GFFT
exist for F ∈ S(L2a,b[0, T ]) under appropriate conditions. If
F (x) ≈
∫
L2
a,b
[0,T ]
exp{i〈v, x〉}dσ(v)
for some σ ∈M(L2a,b[0, T ]), then we have
F (x) ≈
∫
C′
a,b
[0,T ]
exp{i(w, x)∼}d(σ ◦Dt)(w)
where Dt : C
′
a,b[0, T ]→ L2a,b[0, T ] is given by equation (2.2) above. Conversely, if
F (x) ≈
∫
C′
a,b
[0,T ]
exp{i(w, x)∼}df(w)
for some f ∈ M(C′a,b[0, T ]), then we have
F (x) ≈
∫
L2
a,b
[0,T ]
exp{i〈v, x〉}d(f ◦D−1t )(v).
Thus we have that F ∈ S(L2a,b[0, T ]) if and only if F ∈ F(Ca,b[0, T ]).
When a(t) ≡ 0 and b(t) = t on [0, T ], S(L2a,b[0, T ]) reduces to the Banach
algebra S introduced by Cameron and Storvick [3]. In [24, pp.609–629], Johnson
and Lapidus give a very complete summary of various relationships which exist
among the Banach algebras S, F(H) and F(B).
Let A be a nonnegative self-adjoint operator on C′a,b[0, T ] and f any complex
measure on C′a,b[0, T ]. Then the functional
F (x) =
∫
C′
a,b
[0,T ]
exp{i(A1/2w, x)∼}df(w) (3.2)
9
belongs to F(Ca,b[0, T ]) because it can be rewritten as
∫
C′
a,b
[0,T ]
exp{i(w, x)∼}dfA(w)
for fA = f ◦ (A1/2)−1. Let A be self-adjoint but not nonnegative. Then A has the
form
A = A+ −A− (3.3)
where both A+ and A− are bounded, nonnegative self-adjoint operators.
In this section we will extend the ideas of [25] to obtain expressions of the
generalized analytic Feynman integral and the GFFT of functionals of the form
(3.2) when A is no longer required to be nonnegative. To do this, we will introduce
definitions and notations analogous to those in [13, 15, 20].
Let W(C2a,b[0, T ]) denote the class of all Wiener measurable subsets of the
product function space Ca,b[0, T ]×Ca,b[0, T ] ≡ C2a,b[0, T ]. A subset B of C2a,b[0, T ]
is said to be scale-invariant measurable provided {(ρ1x1, ρ2x2) : (x1, x2) ∈ B}
is W(C2a,b[0, T ])-measurable for every ρ1 > 0 and ρ2 > 0, and a scale-invariant
measurable subset N of C2a,b[0, T ] is said to be scale-invariant null provided (µ ×
µ)({(ρ1x1, ρ2x2) : (x1, x2) ∈ N}) = 0 for every ρ1 > 0 and ρ2 > 0. A property
that holds except on a scale-invariant null set is said to hold s-a.e. on C2a,b[0, T ].
A functional F on C2a,b[0, T ] is said to be scale-invariant measurable provided F
is defined on a scale-invariant measurable set and F (ρ1 · , ρ2 · ) is W(C2a,b[0, T ])-
measurable for every ρ1 > 0 and ρ2 > 0. If two functionals F and G defined on
C2a,b[0, T ] are equal s-a.e., then we write F ≈ G. For more details, see [9, 25].
We denote the product function space integral of a W(C2a,b[0, T ])-measurable
functional F by
E[F ] ≡ E~x[F (x1, x2)] =
∫
C2
a,b
[0,T ]
F (x1, x2)d(µ × µ)(x1, x2)
whenever the integral exists.
Throughout this paper, let C, C+ and C˜+ denote the complex numbers, the
complex numbers with positive real part and the nonzero complex numbers with
nonnegative real part, respectively. Furthermore, for all λ ∈ C˜+, λ−1/2(or λ1/2) is
always chosen to have positive real part. We also assume that every functional F
on C2a,b[0, T ] we consider is s-a.e. defined and is scale-invariant measurable.
Definition 3.2. Let C2+ = {~λ = (λ1, λ2) ∈ C2 : Re(λj) > 0 for j = 1, 2} and
let C˜2+ = {~λ = (λ1, λ2) ∈ C2 : λj 6= 0 and Re(λj) ≥ 0 for j = 1, 2}. Let F :
C2a,b[0, T ]→ C be such that for each λ1 > 0 and λ2 > 0, the function space integral
J(λ1, λ2) =
∫
C2
a,b
[0,T ]
F (λ
−1/2
1 x1, λ
−1/2
2 x2)d(µ× µ)(x1, x2)
exists. If there exists a function J∗(λ1, λ2) analytic in C
2
+ such that J
∗(λ1, λ2) =
J(λ1, λ2) for all λ1 > 0 and λ2 > 0, then J
∗(λ1, λ2) is defined to be the analytic
function space integral of F over C2a,b[0, T ] with parameter
~λ = (λ1, λ2), and for
~λ ∈ C2+ we write
Ean~λ [F ] ≡ Ean~λ~x [F (x1, x2)] ≡ E
an(λ1,λ2)
x1,x2 [F (x1, x2)] = J
∗(λ1, λ2).
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Let q1 and q2 be nonzero real numbers. Let F be a functional such that E
an~λ [F ]
exists for all ~λ ∈ C2+. If the following limit exists, we call it the generalized analytic
Feynman integral of F with parameter ~q = (q1, q2) and we write
Eanf~q [F ] ≡ Eanf~q~x [F (x1, x2)] ≡ E
anf(q1,q2)
x1,x2 [F (x1, x2)] = lim
~λ→−i~q
Ean~λ [F ]
where ~λ = (λ1, λ2)→ −i~q = (−iq1,−iq2) through values in C2+.
Definition 3.3. Let q1 and q2 be nonzero real numbers. For ~λ = (λ1, λ2) ∈ C2+
and (y1, y2) ∈ C2a,b[0, T ], let
T~λ(F )(y1, y2) ≡ T(λ1,λ2)(F )(y1, y2) = E
an~λ
~x [F (y1 + x1, y2 + x2)].
For p ∈ (1, 2], we define the Lp analytic GFFT, T (p)~q (F ) of F , by the formula
(~λ ∈ C2+)
T
(p)
~q (F )(y1, y2) ≡ T (p)(q1,q2)(F )(y1, y2) = l. i.m.~λ→−i~q
T~λ(F )(y1, y2)
if it exists; i.e., for each ρ1 > 0 and ρ2 > 0,
lim
~λ→−i~q
∫
C2
a,b
[0,T ]
∣∣T~λ(F )(ρ1y1, ρ2y2)− T (p)~q (F )(ρ1y1, ρ2y2)∣∣p′d(µ× µ)(y1, y2) = 0
where 1/p + 1/p′ = 1. We define the L1 analytic GFFT, T
(1)
~q (F ) of F , by the
formula (~λ ∈ C2+)
T
(1)
~q (F )(y1, y2) = lim
~λ→−i~q
T~λ(F )(y1, y2)
if it exists.
We note that for 1 ≤ p ≤ 2, T (p)~q (F ) is defined only s-a.e.. We also note
that if T
(p)
~q (F ) exists and if F ≈ G, then T (p)~q (G) exists and T (p)~q (G) ≈ T (p)~q (F ).
Moreover, from Definition 3.3, we see that for q1, q2 ∈ R− {0},
E
anf~q
~x [F (x1, x2)] = T
(1)
~q (F )(0, 0). (3.4)
Next we give the definition of the generalized Fresnel type class F a,bA1,A2 .
Definition 3.4. Let A1 and A2 be bounded, nonnegative self-adjoint operators on
C′a,b[0, T ]. The generalized Fresnel type class F a,bA1,A2 of functionals on C2a,b[0, T ]
is defined as the space of all functionals F on C2a,b[0, T ] of the form
F (x1, x2) =
∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
i(A
1/2
j w, xj)
∼
}
df(w) (3.5)
for some f ∈M(C′a,b[0, T ]). More precisely, since we identify functionals which co-
incide s-a.e. on C2a,b[0, T ], F a,bA1,A2 can be regarded as the space of all s-equivalence
classes of functionals of the form (3.5).
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Remark 3.5. (1) In Definition 3.4 above, let A1 be the identity operator on
C′a,b[0, T ] and A2 ≡ 0. Then F a,bA1,A2 is essentially the Fresnel type class F(Ca,b[0, T ])
and for p ∈ [1, 2] and nonzero real numbers q1 and q2,
T
(p)
(q1,q2)
(F )(y1, y2) = T
(p)
q1 (F0)(y1),
if it exists, where F0(x1) = F (x1, x2) for all (x1, x2) ∈ C2a,b[0, T ] and T (p)q1 (F0)(y)
means the Lp analytic GFFT on Ca,b[0, T ], see [13, 14].
(2) The map f 7→ F defined by (3.5) sets up an algebra isomorphism between
M(C′a,b[0, T ]) and F a,bA1,A2 if Ran(A1 + A2) is dense in C′a,b[0, T ] where Ran in-
dicates the range of an operator. In this case F a,bA1,A2 becomes a Banach algebra
under the norm ‖F‖ = ‖f‖. For more details, see [25].
Remark 3.6. Let F be given by equation (3.5). In evaluating E~x[F (λ
−1/2
1 x1, λ
−1/2
2 x2)]
and T(λ1,λ2)(F )(y1, y2) = E~x[F (y1+λ
−1/2
1 x1, y2+λ
−1/2
2 x2)] for λ1 > 0 and λ2 > 0,
the expression
ψ(~λ; ~A;w) ≡ ψ(λ1, λ2;A1, A2;w)
= exp
{ 2∑
j=1
[
−
(Ajw,w)C′
a,b
2λj
+ iλ
−1/2
j (A
1/2
j w, a)C′a,b
]}
(3.6)
occurs. Clearly, for λj > 0, j ∈ {1, 2}, |ψ(~λ; ~A;w)| ≤ 1 for all w ∈ C′a,b[0, T ]. But
for ~λ ∈ C˜2+, |ψ(~λ; ~A;w)| is not necessarily bounded by 1.
Note that for each λj ∈ C˜+ with λj = αj + iβj, j ∈ {1, 2},
λ
1/2
j =
√√
α2j+β
2
j+αj
2 + i
βj
|βj |
√√
α2j+β
2
j−αj
2 ,
Re(λ
1/2
j ) ≥ |Im (λ1/2j )| ≥ 0,
and
λ
−1/2
j =
√√
α2j+β
2
j+αj
2(α2j+β
2
j )
− i βj|βj |
√√
α2j+β
2
j−αj
2(α2j+β
2
j )
.
Hence, for λj ∈ C˜+ with λj = αj + iβj, j ∈ {1, 2},
|ψ(~λ; ~A;w)|
=
∣∣∣∣ exp{ 2∑
j=1
[
− 1
2λj
(Ajw,w)C′
a,b
+ iλ
−1/2
j (A
1/2
j w, a)C′a,b
]}∣∣∣∣
=
∣∣∣∣ exp{ 2∑
j=1
[
− 1
2
(
αj
α2j + β
2
j
− i βj
α2j + β
2
j
)
(Ajw,w)C′
a,b
+ i
(√√
α2j+β
2
j+αj
2(α2j+β
2
j )
− i βj|βj |
√√
α2j+β
2
j−αj
2(α2j+β
2
j )
)
(A
1/2
j w, a)C′a,b
]}∣∣∣∣
(3.7)
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= exp
{ 2∑
j=1
[
− αj
2(α2j + β
2
j )
(Ajw,w)C′
a,b
+
βj
|βj |
√√
α2j+β
2
j−αj
2(α2j+β
2
j )
(A
1/2
j w, a)C′a,b
]}
.
The last expression of (3.7) is an unbounded function of w for w ∈ C′a,b[0, T ].
Thus Ean~λ [F ], Eanf~q [F ], T~λ(F ) and T
(p)
~q (F ) might not exist. Throughout this
paper we thus will need to put additional restrictions on the complex measure f
corresponding to F in order to obtain our results for the GFFT and the generalized
analytic Feynman integral of F .
In view of Remark 3.6 above, we clearly need to impose additional restrictions
on the functionals F in F a,bA1,A2 .
For a positive real number q0, let
Γq0 =
{
~λ = (λ1, λ2) ∈ C˜2+
∣∣∣∣λj = αj + iβj ,
|Im(λ−1/2j )| =
√√
α2j+β
2
j−αj
2(α2j+β
2
j )
<
1√
2q0
, j = 1, 2
} (3.8)
and let
k(q0; ~A;w) ≡ k(q0;A1, A2;w)
= exp
{ 2∑
j=1
(2q0)
−1/2‖A1/2j ‖o‖w‖C′a,b‖a‖C′a,b
}
(3.9)
where ‖A1/2j ‖o means the operator norm of A1/2j for j ∈ {1, 2}. Then for all
~λ = (λ1, λ2) ∈ Γq0 ,
|ψ(~λ; ~A;w)| = exp
{ 2∑
j=1
[
− αj
2(α2j + β
2
j )
‖A1/2j w‖2C′a,b
+
βj
|βj |
√√
α2j+β
2
j−αj
2(α2j+β
2
j )
(A
1/2
j w, a)C′a,b
]}
≤ exp
{ 2∑
j=1
√√
α2j+β
2
j−αj
2(α2j+β
2
j )
|(A1/2j w, a)C′a,b |
}
≤ exp
{ 2∑
j=1
√√
α2j+β
2
j−αj
2(α2j+β
2
j )
‖A1/2j w‖C′a,b‖a‖C′a,b
}
< k(q0; ~A;w).
(3.10)
We note that for all real qj with |qj | > q0, j ∈ {1, 2},
(−iqj)−1/2 = 1√|2qj | + sign(qj) i√|2qj |
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and (−iq1,−iq2) ∈ Γq0 .
For the existence of the GFFT of F , we define a subclass F q0A1,A2 of F
a,b
A1,A2
by
F ∈ F q0A1,A2 if and only if∫
C′
a,b
[0,T ]
k(q0; ~A;w)d|f |(w) < +∞ (3.11)
where f and F are related by equation (3.5) and k is given by equation (3.9).
Remark 3.7. Note that in case a(t) ≡ 0 and b(t) = t on [0, T ], the function
space Ca,b[0, T ] reduces to the classical Wiener space C0[0, T ] and (w, a)C′
a,b
= 0
for all w ∈ C′a,b[0, T ] = C′0[0, T ]. Hence for all ~λ ∈ C˜2+, |ψ(~λ; ~A;w)| ≤ 1 and for
any positive real number q0, F q0A1,A2 = FA1,A2 , the Kallianpur and Bromley’s class
introduced in Section 1.
Theorem 3.8. Let q0 be a positive real number and let F be an element of F q0A1,A2 .
Then for any nonzero real numbers q1 and q2 with |qj | > q0, j ∈ {1, 2}, the L1
analytic GFFT of F , T
(1)
~q (F ) exists and is given by the formula
T
(1)
~q (F )(y1, y2)
=
∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
i(A
1/2
j w, yj)
∼
}
ψ(−i~q; ~A;w)df(w)
(3.12)
for s-a.e. (y1, y2) ∈ C2a,b[0, T ], where ψ is given by equation (3.6).
Proof. We first note that for j ∈ {1, 2}, the PWZ stochastic integral (A1/2j w, x)∼ is
a Gaussian random variable with mean (A
1/2
j w, a)C′a,b and variance ‖A
1/2
j w‖2C′
a,b
=
(Ajw,w)C′
a,b
. Hence, using equation (3.5), the Fubini theorem, the change of
variables theorem and equation (2.3), we have that for all λ1 > 0 and λ2 > 0,
J(y1, y2;λ1, λ2)
≡ E~x[F (y1 + λ−1/21 x1, y2 + λ−1/22 x2)]
=
∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
i(A
1/2
j w, yj)
∼
}( 2∏
j=1
Exj
[
exp
{
iλ
−1/2
j (A
1/2
j w, xj)
∼
}])
df(w)
=
∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
i(A
1/2
j w, yj)
∼
}[ 2∏
j=1
(
2π(Ajw,w)C′
a,b
)−1/2
×
∫
R
exp
{
iλ
−1/2
j uj −
[uj − (A1/2j w, a)C′a,b ]2
2(Ajw,w)C′
a,b
}
duj
]
df(w)
=
∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
i(A
1/2
j w, yj)
∼
}
×
[ 2∏
j=1
exp
{
(Ajw,w)C′
a,b
2
[
iλ
−1/2
j +
(A
1/2
j w, a)C′a,b
(Ajw,w)C′
a,b
]2
−
(A
1/2
j w, a)
2
C′
a,b
2(Ajw,w)C′
a,b
}]
df(w)
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=∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
i(A
1/2
j w, yj)
∼
}
ψ(~λ; ~A;w)df(w).
Let
T~λ(F )(y1, y2) =
∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
i(A
1/2
j w, yj)
∼
}
ψ(~λ; ~A;w)df(w) (3.13)
for each ~λ ∈ C2+. Clearly,
T~λ(F )(y1, y2) = J(y1, y2;λ1, λ2)
for all λ1 > 0 and λ2 > 0. Let Γq0 be given by equation (3.8). Then for all
~λ ∈ Int(Γq0),
|T~λ(F )(y1, y2)| <
∫
C′
a,b
[0,T ]
k(q0; ~A;w)d|f |(w) < +∞.
Using this fact and the dominated convergence theorem, we see that T~λ(F )(y1, y2)
is a continuous function of ~λ = (λ1, λ2) on Int(Γq0 ). For each w ∈ C′a,b[0, T ],
ψ(~λ; ~A;w) is an analytic function of ~λ throughout the domain Int(Γq0) so that∫
∆ ψ(
~λ; ~A;w)d~λ = 0 for every rectifiable simple closed curve ∆ in Int(Γq0). By
equation (3.13), the Fubini theorem and the Morera theorem, we see that T~λ(F )(y1, y2)
is an analytic function of ~λ throughout the domain Int(Γq0). Finally, by the dom-
inated convergence theorem, it follows that
T
(1)
~q (F )(y1, y2) = lim~λ→−i~q
T~λ(F )(y1, y2)
=
∫
C′
a,b
[0,T ]
lim
~λ→−i~q
exp
{ 2∑
j=1
i(A
1/2
j w, yj)
∼
}
ψ(~λ; ~A;w)df(w)
=
∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
i(A
1/2
j w, yj)
∼
}
ψ(−i~q; ~A;w)df(w).
Theorem 3.9. Let q0 and F be as in Theorem 3.8. Then for all p ∈ (1, 2] and all
nonzero real numbers q1 and q2 with |qj | > q0, j ∈ {1, 2}, the Lp analytic GFFT of
F , T
(p)
~q (F ) exists and is given by the right hand side of equation (3.12) for s-a.e.
(y1, y2) ∈ C2a,b[0, T ].
Proof. Let Γq0 be given by equation (3.8). It was shown in the proof of Theorem
3.8 that T~λ(F )(y1, y2) is an analytic function of
~λ throughout the domain Int(Γq0).
In view of Definition 3.3, it will suffice to show that for each ρ1 > 0 and ρ2 > 0,
lim
~λ→−i~q
∫
Ca,b[0,T ]
∣∣T~λ(F )(ρ1y1, ρ2y2)− T (p)~q (F )(ρ1y1, ρ2y2)∣∣p′d(µ× µ)(y1, y2) = 0.
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Fixing p ∈ (1, 2] and using the inequalities (3.10) and (3.11), we obtain that
for all ρj > 0, j ∈ {1, 2} and all ~λ ∈ Γq0 ,∣∣T~λ(F )(ρ1y1, ρ2y2)− T (p)~q (F )(ρ1y1, ρ2y2)∣∣p′
≤
∣∣∣∣ ∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
iρj(A
1/2
j w, yj)
∼
}[
ψ(~λ; ~A;w)− ψ(−i~q; ~A;w)
]
df(w)
∣∣∣∣p
′
≤
(∫
C′
a,b
[0,T ]
[∣∣ψ(~λ; ~A;w)∣∣+ ∣∣ψ(−i~q; ~A;w)∣∣]d|f |(w))p′
≤
(
2
∫
C′
a,b
[0,T ]
k(q0; ~A;w)d|f |(w)
)p′
< +∞.
Hence by the dominated convergence theorem, we see that for each p ∈ (1, 2] and
each ρ1 > 0 and ρ2 > 0,
lim
~λ→−i~q
∫
Ca,b[0,T ]
∣∣T~λ(F )(ρ1y1, ρ2y2)− T (p)~q (F )(ρ1y1, ρ2y2)∣∣p′d(µ× µ)(y1, y2)
= lim
~λ→−i~q
∫
C2
a,b
[0,T ]
∣∣∣∣ ∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
i(A
1/2
j w, ρjyj)
∼
}
ψ(~λ; ~A;w)df(w)
−
∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
i(A
1/2
j w, ρjyj)
∼
}
ψ(−i~q; ~A;w)df(w)
∣∣∣∣p
′
d(µ× µ)(y1, y2)
=
∫
Ca,b[0,T ]
∣∣∣∣ ∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
i(A
1/2
j w, ρjyj)
∼
}
× lim
~λ→−i~q
[
ψ(~λ; ~A;w)− ψ(−i~q; ~A;w)
]
df(w)
∣∣∣∣p
′
d(µ× µ)(y1, y2)
= 0
which concludes the proof of Theorem 3.9.
Remark 3.10. (1) In view of Theorems 3.8 and 3.9, we see that for each p ∈ [1, 2],
the Lp analytic GFFT of F , T
(p)
~q (F ) is given by the right hand side of equation
(3.12) for q0, q1, q2 and F as in Theorem 3.8, and for s-a.e. (y1, y2) ∈ C2a,b[0, T ],
T
(p)
~q (F )(y1, y2) = E
anf~q
~x [F (y1 + x1, y2 + x2)], p ∈ [1, 2].
In particular, using this fact and equation (3.4), we have that for all p ∈ [1, 2]
T
(p)
~q (F )(0, 0) = E
anf~q
~x [F (x1, x2)].
(2) For nonzero real numbers q1 and q2 with |qj | > q0, j ∈ {1, 2}, define a set
function f
~A
~q : B(C′a,b[0, T ])→ C by
f
~A
~q (B) =
∫
B
ψ(−i~q; ~A;w)df(w), B ∈ B(C′a,b[0, T ]),
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where f and F are related by equation (3.5) and B(C′a,b[0, T ]) is the Borel σ-
algebra of C′a,b[0, T ]. Then it is obvious that f
~A
~q belongs to M(C′a,b[0, T ]) and for
all p ∈ [1, 2], T (p)~q (F ) can be expressed as
T
(p)
~q (F )(y1, y2) =
∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
i(A
1/2
j w, yj)
∼
}
df
~A
~q (w)
for s-a.e. (y1, y2) ∈ C2a,b[0, T ]. Hence T (p)~q (F ) belongs to F a,bA1.A2 for all p ∈ [1, 2].
(3) Let A be a bounded self-adjoint operator on C′a,b[0, T ]. Then A has the form
(3.3). Take A1 = A+ and A2 = A− in Definition 3.4 above. Then for F ∈ F q0A+,A−
and for real q with |q| > q0, equations (3.4) and (3.12) with ~q = (q1, q2) replaced
with ~q = (q,−q) becomes
E
anf(q,−q)
~x [F (x1, x2)] = T
(p)
(q,−q)(F )(0, 0)
=
∫
C′
a,b
[0,T ]
exp
{
− i
2q
(Aw,w)C′
a,b
}
df
~A
~q (w).
The following corollary follows from equations (3.4) and (3.12).
Corollary 3.11. Let q0 and F be as in Theorem 3.8. Then for all real numbers
q1 and q2 with |qj | > q0, j ∈ {1, 2}, the generalized analytic Feynman integral
Eanf~q [F ] of F exists and is given by the formula
Eanf~q [F ] =
∫
C′
a,b
[0,T ]
ψ(−i~q; ~A;w)df(w)
where ψ is given by equation (3.6).
In the proof of Theorem 3.8, we showed that T~λ(F ) is an analytic function of
~λ throughout the domain Int(Γq0). Thus we have the following corollary.
Corollary 3.12. Let q0 and F be as in Theorem 3.8 and let Γq0 be given by (3.8).
Then for each ~λ ∈ Int(Γq0 ),
Ean~λ [F ] =
∫
C′
a,b
[0,T ]
ψ(~λ; ~A;w)df(w)
where ψ is given by equation (3.6).
4 Relationships between the GFFT and the func-
tion space integral of functionals in F a,bA1,A2
In this section we establish a relationship between the GFFT and the function
space integral of functionals in the Fresnel type class F a,bA1,A2 .
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Throughout this section, for convenience, we use the following notation: for
given λ ∈ C˜+ and n = 1, 2, . . ., let
Gn(λ, x) = exp
{[
1− λ
2
] n∑
k=1
[(ek, x)
∼]2+(λ1/2− 1)
n∑
k=1
(ek, a)C′
a,b
(ek, x)
∼
}
(4.1)
where {en}∞n=1 is a complete orthonormal set in C′a,b[0, T ].
To obtain our main results, Theorems 4.3 and 4.6 below, we state a fundamental
integration formula for the function space Ca,b[0, T ].
Let {e1, . . . , en} be an orthonormal set in (C′a,b[0, T ], ‖ · ‖C′a,b), let k : Rn → C
be a Borel measurable function and let K : Ca,b[0, T ]→ C be given by equation
K(x) = k((e1, x)
∼, . . . , (en, x)
∼).
Then
E[K] =
∫
Ca,b[0,T ]
k((e1, x)
∼, . . . , (en, x)
∼)dµ(x)
= (2π)−n/2
∫
Rn
k(u1, . . . , un)
× exp
{
−
n∑
j=1
[uj − (ej , a)C′
a,b
]2
2
}
du1 · · · dun
(4.2)
in the sense that if either side of equation (4.2) exists, both sides exist and equality
holds.
We also need the following lemma to obtain our main theorem in this section.
Lemma 4.1. Let {e1, . . . , en} be an orthonormal subset of C′a,b[0, T ] and let w ∈
C′a,b[0, T ]. Then for each λ ∈ C+, the function space integral
Ex[Gn(λ, x) exp{i(w, x)∼}]
exists and is given by the formula
Ex[Gn(λ, x) exp{i(w, x)∼}]
= λ−n/2 exp
{[
λ− 1
2λ
] n∑
k=1
(ek, w)
2
C′
a,b
− 1
2
‖w‖2C′
a,b
+ iλ−1/2
n∑
k=1
(ek, a)C′
a,b
(ek, w)C′
a,b
+ i(en+1, a)C′
a,b
[
‖w‖2C′
a,b
−
n∑
k=1
(ek, w)
2
C′
a,b
]1/2}
(4.3)
where Gn is given by equation (4.1) above.
Proof. (Outline) Using the Gram-Schmidt process, for any w ∈ C′a,b[0, T ] we can
write w =
∑n+1
k=1 ckek where {e1, . . . , en, en+1} is an orthonormal set in C′a,b[0, T ]
and
ck =
{
(ek, w)C′
a,b
, k = 1, . . . , n[‖w‖2C′
a,b
−∑nj=1(ej , w)2C′
a,b
]1/2
, k = n+ 1
.
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Then using (4.1), (4.2), the Fubini theorem and (2.3), it follows that equation (4.3)
holds for all λ > 0. Finally (4.3) holds for all λ ∈ C+ by analytic continuation.
The following remark will be very useful in the proof of our main theorem in
this section.
Remark 4.2. Let q0 be a positive real number and let Γq0 be given by equation
(3.8). For real numbers q1 and q2 with |qj | > q0, j ∈ {1, 2}, let {~λn}∞n=1 =
{(λ1,n, λ2,n)}∞n=1 be a sequence in C2+ such that
~λn = (λ1,n, λ2,n)→ −i~q = (−iq1,−iq2).
Let λj,n = αj,n + iβj,n for j ∈ {1, 2} and n ∈ N. Then for j ∈ {1, 2}, Re(λj,n) =
αj,n > 0 and
λ−1j,n = (αj,n + iβj,n)
−1 =
αj,n − iβj,n
α2j,n + β
2
j,n
for each n ∈ N. Since |Im((−iqj)−1/2)| = 1/
√
2|qj | < 1/
√
2q0 for j ∈ {1, 2}, there
exists a sufficiently large L ∈ N such that for any n ≥ L, λ1,n and λ2,n are in
Int(Γq0) and
δ(q1, q2) ≡ sup
({|Im(λ−1/21,n )| : n ≥ L}
∪ {|Im(λ−1/22,n )| : n ≥ L}
∪ {|Im((−iq1)−1/2)|, |Im((−iq2)−1/2)|}) < 1√
2q0
.
Thus there exists a positive real number ε > 1 such that
δ(q1, q2) <
1
ε
1√
2q0
.
Let {en}∞n=1 be a complete orthonormal set in C′a,b[0, T ]. Using Parseval’s
identity, it follows that
(g1, g2)C′
a,b
=
∞∑
n=1
(en, g1)C′
a,b
(en, g2)C′
a,b
for all g1, g2 ∈ C′a,b[0, T ]. In addition for each g ∈ C′a,b[0, T ],
‖g‖2Ca,b −
n∑
k=1
(ek, g)
2
C′
a,b
=
∞∑
k=n+1
(ek, g)
2
C′
a,b
≥ 0
for every n ∈ N. Note that for g ∈ C′a,b[0, T ], (g, a)C′a,b may be positive, negative
or zero. Since
(g, a)C′
a,b
=
∞∑
n=1
(en, g)C′
a,b
(en, a)C′
a,b
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and for ε > 1,
−ε‖g‖C′
a,b
‖a‖C′
a,b
< −‖g‖C′
a,b
‖a‖C′
a,b
≤ (g, a)C′
a,b
≤ ‖g‖C′
a,b
‖a‖C′
a,b
< ε‖g‖C′
a,b
‖a‖C′
a,b
,
there exists a sufficiently large Kj ∈ N such that for any n ≥ Kj,∣∣∣∣ n∑
k=1
(ek, A
1/2
j w)C′a,b(ek, a)C′a,b
∣∣∣∣ < ε‖A1/2j w‖C′a,b‖a‖C′a,b
≤ ε‖A1/2j ‖o‖w‖C′a,b‖a‖C′a,b
for j ∈ {1, 2}.
Using these and a long and tedious calculation we can show that for every
n ≥ max{L,K1,K2},∣∣∣∣ exp{ 2∑
j=1
([
λj,n − 1
2λj,n
] n∑
k=1
(ek, A
1/2
j w)
2
C′
a,b
− 1
2
‖A1/2j w‖2C′a,b
+ iλ
−1/2
j,n
n∑
k=1
(ek, A
1/2
j w)C′a,b(ek, a)C′a,b
+ i(en+1, a)C′
a,b
[
‖A1/2j w‖2C′a,b −
n∑
k=1
(ek, A
1/2
j w)
2
C′
a,b
]1/2)}∣∣∣∣
< k(q0; ~A;w)
where k(q0; ~A;w) is given by (3.9).
In our next theorem, for F ∈ F a,bA1,A2 , we express the GFFT of F as the limit
of a sequence of function space integrals on C2a,b[0, T ].
Theorem 4.3. Let q0 and F be as in Theorem 3.9. Let {en}∞n=1 be a complete
orthonormal set in C′a,b[0, T ] and let {(λ1,n, λ2,n)}∞n=1 be a sequence in C2+ such
that λj,n → −iqj where qj is a real number with |qj | > q0, j ∈ {1, 2}. Then for
p ∈ [1, 2] and for s-a.e. (y1, y2) ∈ C2a,b[0, T ],
T
(p)
~q (F )(y1, y2)
= lim
n→∞
λ
n/2
1,n λ
n/2
2,n E~x[Gn(λ1,n, x1)Gn(λ2,n, x2)F (y1 + x1, y2 + x2)]
where Gn is given by equation (4.1) above.
Proof. By Theorems 3.8 and 3.9 above, we know that for each p ∈ [1, 2], the Lp
analytic GFFT of F , T
(p)
~q (F ) exists and is given by the right hand side of equation
(3.12). Thus it suffices to show that
T
(1)
~q (F )(y1, y2) = E
anf~q
~x [F (y1 + x1, y2 + x2)]
= lim
n→∞
λ
n/2
1,n λ
n/2
2,nE~x[Gn(λ1,n, x1)Gn(λ2,n, x2)F (y1 + x1, y2 + x2)].
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Using equation (3.5), the Fubini theorem and equation (4.3) with λ and w
replaced with λj,n and A
1/2
j w, j ∈ {1, 2}, respectively, we see that
λ
n/2
1,n λ
n/2
2,nE~x[Gn(λ1,n, x1)Gn(λ2,n, x2)F (y1 + x1, y2 + x2)]
= λ
n/2
1,n λ
n/2
2,n
∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
i(A
1/2
j w, yj)
∼
}
×
( 2∏
j=1
Exj
[
Gn(λ
−1/2
1,n , xj) exp
{
i(A
1/2
j w, xj)
∼
}])
df(w)
=
∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
(
i(A
1/2
j w, yj)
∼ +
[
λj,n − 1
2λj,n
] n∑
k=1
(ek, A
1/2
j w)
2
C′
a,b
− 1
2
‖A1/2j w‖2C′a,b + iλ
−1/2
j,n
n∑
k=1
(ek, a)C′
a,b
(ek, A
1/2
j w)C′a,b
+ i(en+1, a)C′
a,b
[
‖A1/2j w‖2C′a,b −
n∑
k=1
(ek, A
1/2
j w)
2
C′
a,b
]1/2)}
df(w).
(4.4)
But, by Remark 4.2 we see that the last expression of (4.4) is dominated by (3.11)
on the region Γq0 given by equation (3.8) for all but a finite number of values of n.
Next using the dominated convergence theorem, Parseval’s relation and equation
(3.12), it follows that for s-a.e. (y1, y2) ∈ C2a,b[0, T ],
lim
n→∞
λ
n/2
1,n λ
n/2
2,n E~x[Gn(λ1,n, x1)Gn(λ2,n, x2)F (y1 + x1, y2 + x2)]
=
∫
C′
a,b
[0,T ]
lim
n→∞
exp
{ 2∑
j=1
(
i(A
1/2
j w, yj)
∼ +
[
λj,n − 1
2λj,n
] n∑
k=1
(ek, A
1/2
j w)
2
C′
a,b
− 1
2
‖A1/2j w‖2C′a,b + iλ
−1/2
j,n
n∑
k=1
(ek, a)C′
a,b
(ek, A
1/2
j w)C′a,b
+ i(en+1, a)C′
a,b
[
‖A1/2j w‖2C′a,b −
n∑
k=1
(ek, A
1/2
j w)
2
C′
a,b
]1/2)}
df(w)
=
∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
i(A
1/2
j w, yj)
∼
}
ψ(−i~q; ~A;w)df(w)
= T
(1)
~q (F )(y1, y2)
which concludes the proof of Theorem 4.3.
Corollary 4.4. Let q0, F , {en}∞n=1, {(λ1,n, λ2,n)}∞n=1 and (q1, q2) be as in Theo-
rem 4.3. Then
E
anf~q
~x [F (x1, x2)] = limn→∞
λ
n/2
1,n λ
n/2
2,n E~x[Gn(λ1,n, x1)Gn(λ2,n, x2)F (x1, x2)]
where Gn is given by equation (4.1) above.
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Corollary 4.5. Let q0, F and {en}∞n=1 be as in Theorem 4.3 and let Γq0 be given
by (3.8). Let ~λ = (λ1, λ2) ∈ Int(Γq0 ) and let {(λ1,n, λ2,n)}∞n=1 be a sequence in C2+
such that λj,n → λj, j ∈ {1, 2}. Then
E
an~λ
~x [F (x1, x2)] = limn→∞
λ
n/2
1,n λ
n/2
2,nE~x[Gn(λ1,n, x1)Gn(λ2,n, x2)F (x1, x2)] (4.5)
where Gn is given by equation (4.1) above.
Our another result, namely a change of scale formula for function space inte-
grals now follows from Corollary 4.5 above.
Theorem 4.6. Let F ∈ F a,bA1,A2 and let {en}∞n=1 be a complete orthonormal set in
C′a,b[0, T ]. Then for any ρ1 > 0 and ρ2 > 0,
E~x[F (ρ1x1, ρ2x2)] = lim
n→∞
ρ−n1 ρ
−n
2 E~x[Gn(ρ
−2
1 , x1)Gn(ρ
−2
2 , x2)F (x1, x2)]
where Gn is given by equation (4.1) above.
Proof. Simply choose λj = ρ
−2
j for j ∈ {1, 2} and λj,n = ρ−2j for j ∈ {1, 2} and
n ∈ N in equation (4.5).
Remark 4.7. Of course, if we choose a(t) ≡ 0, b(t) = t, A1 = I(identity op-
erator) and A2 = 0(zero operator), then the function space Ca,b[0, T ] reduces to
the classical Wiener space C0[0, T ] and the generalized Fresnel type class F a,bA1,A2
reduces to the Fresnel class F(C0[0, T ]). It is known that F(C0[0, T ]) forms a Ba-
nach algebra over the complex field and that F(C0[0, T ]) and S are isometrically
isomorphic. See [22]. In this case, we have the relationships between the analytic
Feynman integral and the Wiener integral on classical Wiener space as discussed
in [5] and [6].
5 The first variation of functionals in F a,bA1,A2
In this section, we first give the definition of the first variation of a functional F
on C2a,b[0, T ]. The following definition of the first variation on product space is
due to Yoo and Kim [30].
Definition 5.1. Let F be a functional on C2a,b[0, T ] and let g1 and g2 be elements
of Ca,b[0, T ]. Then
δF (x1, x2|g1, g2) = ∂
∂h
F (x1 + hg1, x2)
∣∣∣∣
h=0
+
∂
∂h
F (x1, x2 + hg2)
∣∣∣∣
h=0
(5.1)
(if it exists) is called the first variation of F in the direction of (g1, g2).
Throughout this section, when working with δF (x1, x2|g1, g2), we will always
require g1 and g2 to be elements of C
′
a,b[0, T ].
For j ∈ {1, 2}, let gj ∈ C′a,b[0, T ] and let F be an element of F a,bA1,A2 whose
associated measure f , see equation (3.5), satisfies the inequality∫
C′
a,b
[0,T ]
‖w‖C′
a,b
d|f |(w) < +∞. (5.2)
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Then using equation (5.1), we obtain that
δF (x1, x2|g1, g2)
=
2∑
k=1
[
∂
∂h
(∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
i(A
1/2
j w, xj)
∼
+ ih(A
1/2
k w, gk)
∼
}
df(w)
)∣∣∣∣
h=0
]
=
∫
C′
a,b
[0,T ]
[ 2∑
k=1
i(A
1/2
k w, gk)C′a,b
]
exp
{ 2∑
j=1
i(A
1/2
j w, xj)
∼
}
df(w)
=
∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
i(A
1/2
j w, xj)
∼
}
dσ
~A,~g(w)
(5.3)
where the complex measure σ
~A,~g is defined by
σ
~A,~g(B) =
∫
B
[ 2∑
k=1
i(A
1/2
k w, gk)C′a,b
]
df(w), B ∈ B(C′a,b[0, T ]).
The second equality of (5.3) follows from (5.2) and Theorem 2.27 in [21]. Also,
δF (x1, x2|g1, g2) is an element of F a,bA1,A2 as a functional of (x1, x2), since by the
Cauchy-Schwartz inequality and (5.2),
‖σ ~A,~g‖ ≤
∫
C′
a,b
[0,T ]
2∑
j=1
|i(A1/2j w, gj)C′a,b |d|f |(w)
≤
∫
C′
a,b
[0,T ]
2∑
j=1
‖A1/2j ‖o‖w‖C′a,b‖gj‖C′a,bd|f |(w)
≤
( 2∑
j=1
‖A1/2j ‖o‖gj‖C′a,b
)∫
C′
a,b
[0,T ]
‖w‖C′
a,b
d|f |(w) < +∞,
where ‖A1/2j ‖o is the operator norm of A1/2j .
For given positive real number q0, we define a subclass G q0A1,A2 of F
a,b
A1,A2
by
F ∈ G q0A1,A2 if and only if∫
C′
a,b
[0,T ]
‖w‖C′
a,b
k(q0; ~A;w)d|f |(w) < +∞
where f , the associated measure of F , and F are related by equation (3.5) and
k(q0; ~A;w) is given by equation (3.9).
Our next two theorems follows quite readily from the techniques developed in
Sections 3 and 4 above.
Theorem 5.2. Let q0 be a positive real number and let g1 and g2 be elements of
C′a,b[0, T ]. Let F be an element of G q0A1,A2 and let Γq0 be given by (3.8). Then:
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(1) for all real numbers q1 and q2 with |qj | > q0, j ∈ {1, 2} and all p ∈ [1, 2],
the Lp analytic GFFT of δF ( · , · |g1, g2), exists, is an element of F a,bA1,A2 and is
given by the formula
T
(p)
~q (δF ( · , · |g1, g2))(y1, y2)
=
∫
C′
a,b
[0,T ]
[ 2∑
j=1
i(A
1/2
j w, gj)C′a,b
]
exp
{ 2∑
j=1
i(A
1/2
j w, yj)
∼
}
ψ(−i~q; ~A;w)df(w)
for s-a.e. (y1, y2) ∈ C2a,b[0, T ], where ψ is given by equation (3.6); and
(2) for all real numbers q1 and q2 with |qj | > q0, j ∈ {1, 2}, the generalized
analytic Feynman integral of δF (·, ·|g1, g2) exists and is given by the formula
E
anf~q
~x [δF (x1, x2|g1, g2)]
=
∫
C′
a,b
[0,T ]
[ 2∑
j=1
i(A
1/2
j w, gj)C′a,b
]
ψ(−i~q; ~A;w)df(w). (5.4)
In addition, for each ~λ ∈ Int(Γq0 ),
E
an~λ
~x [δF (x1, x2|g1, g2)]
=
∫
C′
a,b
[0,T ]
[ 2∑
j=1
i(A
1/2
j w, gj)C′a,b
]
ψ(~λ; ~A;w)df(w).
Theorem 5.3. Let q0, {en}∞n=1, {(λ1,n, λ2,n)}∞n=1 and (q1, q2) be as in Theorem
4.3 above, and let g1 and g2 be elements of C
′
a,b[0, T ]. Let F be an element of
G q0A1,A2 and let Γq0 be given by (3.8). Then:
(1) for all p ∈ [1, 2],
T
(p)
~q (δF ( · , · |g1, g2))(y1, y2)
= lim
n→∞
λ
n/2
1,n λ
n/2
2,n E~x[Gn(λ1,n, x1)Gn(λ2,n, x2)δF (y1 + x1, y2 + x2|g1, g2)]
for s-a.e. (y1, y2) ∈ C2a,b[0, T ], where Gn is given by equation (4.1) above;
(2) the generalized analytic Feynman integral Eanf~q [δF (·, ·|g1, g2)] of δF (·, ·|g1, g2)
is expressed as follows:
E
anf~q
~x [δF (x1, x2|g1, g2)]
= lim
n→∞
λ
n/2
1,n λ
n/2
2,n E~x[Gn(λ1,n, x1)Gn(λ2,n, x2)δF (x1, x2|g1, g2)].
Also for each ~λ ∈ Int(Γq0) and all sequence {(λ1,n, λ2,n)}∞n=1 in C2+ which con-
verges to ~λ,
E
an~λ
~x [δF (x1, x2|g1, g2)]
= lim
n→∞
λ
n/2
1,n λ
n/2
2,n E~x[Gn(λ1,n, x1)Gn(λ2,n, x2)δF (x1, x2|g1, g2)],
and
(3) for any ρ1 > 0 and ρ2 > 0,
E~x[δF (ρ1x1, ρ2x2|g1, g2)] = lim
n→∞
ρ−n1 ρ
−n
2 E~x[Gn(ρ
−2
1 , x1)Gn(ρ
−2
2 , x2)F (x1, x2)].
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6 Functionals in F a,bA1,A2
In this section, we first prove a theorem ensuring that various functionals are in
F a,bA1,A2 .
Theorem 6.1. Let A1 and A2 be bounded, nonnegative, self-adjoint operators on
C′a,b[0, T ]. Let (Y,Y, γ) be a σ-finite measure space and let ϕl : Y → C′a,b[0, T ]
be Y–B(C′a,b[0, T ]) measurable for l ∈ {1, . . . , d}. Let θ : Y × Rd → C be given
by θ(η; ·) = ν̂η(·) where νη ∈ M(Rd) for every η ∈ Y and where the family
{νη : η ∈ Y } satisfies:
(i) νη(E) is a Y-measurable function of η for every E ∈ B(Rd); and
(ii) ‖νη‖ ∈ L1(Y,Y, γ).
Under these hypothesis, the functional F : C2a,b[0, T ]→ C given by
F (x1, x2) =
∫
Y
θ
(
η;
2∑
j=1
(A
1/2
j ϕ1(η), xj)
∼, . . . ,
2∑
j=1
(A
1/2
j ϕd(η), xj)
∼
)
dγ(η) (6.1)
belongs to F a,bA1,A2 and satisfies the inequality
‖F‖ ≤
∫
Y
‖νη‖dγ(η).
Proof. Using the techniques similar to those used in [8], we can show that ‖νη‖ is
measurable as a function of η, that θ is Y-measurable, and that the integrand in
equation (6.1) is a measurable function of η for every (x1, x2) ∈ C2a,b[0, T ].
We define a measure τ on Y × B(Rd) by
τ(E) =
∫
Y
νη(E
(η))dγ(η), for E ∈ Y × B(Rd).
Then by the first assertion of Theorem 3.1 in [23], τ satisfies ‖τ‖ ≤ ∫
Y
‖νη‖dγ(η).
Now let Φ : Y × Rd → C′a,b[0, T ] be defined by Φ(η; v1, . . . , vd) =
∑d
l=1 vlϕl(η).
Then Φ is Y × B(Rd)–B(C′a,b[0, T ])-measurable on the hypothesis for ϕl, l ∈
{1, . . . , d}. Let σ = τ ◦ Φ−1. Then clearly σ ∈ M(C′a,b[0, T ]) and satisfies
‖σ‖ ≤ ‖τ‖.
From the change of variables theorem and the second assertion of Theorem 3.1
in [23], it follows that for a.e. (x1, x2) ∈ C2a,b[0, T ] and for every ρ1 > 0 and ρ2 > 0,
F (ρ1x1, ρ2x2)
=
∫
Y
ν̂η
( 2∑
j=1
(A
1/2
j ϕ1(η), ρjxj)
∼, . . . ,
2∑
j=1
(A
1/2
j ϕd(η), ρjxj)
∼
)
dγ(η)
=
∫
Y
[ ∫
Rd
exp
{
i
d∑
l=1
vl
[ 2∑
j=1
(A
1/2
j ϕl(η), ρjxj)
∼
]}
dνη(v1, . . . , vd)
]
dγ(η)
=
∫
Y×Rd
exp
{
i
d∑
l=1
vl
[ 2∑
j=1
(A
1/2
j ϕl(η), ρjxj)
∼
]}
dτ(η; v1, . . . , vd)
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=∫
Y×Rd
exp
{ 2∑
j=1
i(A
1/2
j Φ(η; v1, . . . , vd), ρjxj)
∼
}
dτ(η; v1, . . . , vd)
=
∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
i(A
1/2
j w, ρjxj)
∼
}
dτ ◦ Φ−1(w)
=
∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
i(A
1/2
j w, ρjxj)
∼
}
dσ(w).
Thus the functional F given by equation (6.1) belongs to F a,bA1,A2 and satisfies the
inequality
‖F‖ = ‖σ‖ ≤ ‖τ‖ ≤
∫
Y
‖νη‖dγ(η).
As mentioned in (2) of Remark 3.5, F a,bA1,A2 is a Banach algebra if Ran(A1+A2)
is dense in C′a,b[0, T ]. In this case, many analytic functionals of F can be formed.
The following corollary is relevant to Feynman integration theories and quantum
mechanics where exponential functions play an important role.
Corollary 6.2. Let A1 and A2 be bounded, nonnegative and self-adjoint operators
on C′a,b[0, T ] such that Ran(A1 + A2) is dense in C
′
a,b[0, T ]. Let F be given by
equation (6.1) with θ as in Theorem 6.1, and let β : C→ C be an entire function.
Then (β ◦ F )(x1, x2) is in F a,bA1,A2 . In particular, exp{F (x1, x2)} ∈ F
a,b
A1,A2
.
Corollary 6.3. Let A1 and A2 be bounded, nonnegative, self-adjoint operators on
C′a,b[0, T ], and let {g1, . . . , gd} be a finite subset of C′a,b[0, T ]. Given β = ν̂ where
ν ∈ M(Rd), define F : C2a,b[0, T ]→ C by
F (x1, x2) = β
( 2∑
j=1
(A
1/2
j g1, xj)
∼, . . . ,
2∑
j=1
(A
1/2
j gd, xj)
∼
)
.
Then F is an element of F a,bA1,A2 .
Proof. Let (Y,Y, γ) be a probability space and for l ∈ {1, . . . , d}, let ϕl(η) ≡ gl.
Take θ(η; ·) = β(·) = ν̂(·). Then for all ρ1 > 0 and ρ2 > 0 and for a.e. (x1, x2) ∈
C2a,b[0, T ],∫
Y
θ
(
η;
2∑
j=1
(A
1/2
j ϕ1(η), ρjxj)
∼, . . . ,
2∑
j=1
(A
1/2
j ϕd(η), ρjxj)
∼
)
dγ(η)
=
∫
Y
β
( 2∑
j=1
(A
1/2
j g1, ρjxj)
∼, . . . ,
2∑
j=1
(A
1/2
j gd, ρjxj)
∼
)
dγ(η)
= β
( 2∑
j=1
(A
1/2
j g1, ρjxj)
∼, . . . ,
2∑
j=1
(A
1/2
j gd, ρjxj)
∼
)
= F (ρ1x1, ρ2x2).
Hence F ∈ F a,bA1,A2 .
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Remark 6.4. Let d = 1 and let (Y,Y, γ) = ([0, T ],B([0, T ]),mL) in Theorem 6.1
where mL denotes Lebesgue measure on [0, T ]. Then Theorems 4.6, 4.7 and 4.9 in
[18] follows from the results in this section by letting A1 be the identity operator
and letting A2 ≡ 0 on C′a,b[0, T ]. The function θ studied in [18] (and mentioned
in (1) of Remark 3.1 above) is interpreted as the potential energy in quantum
mechanics.
7 A translation theorem for the generalized ana-
lytic Feynman integral of functionals in F a,bA1,A2
In [4], Cameron and Storvick derived a translation theorem for the analytic Feyn-
man integral of functionals in the Banach algebra S on classical Wiener space and
in [11], Chang and Chung derived a translation theorem for function space integral
of functionals on Ca,b[0, T ]. The translation theorem in [11], using the notation
of this paper, states that if x0 ∈ C′a,b[0, T ] and if G is a µ-integrable function on
Ca,b[0, T ], then
E[G(x+ x0)] = exp
{
− 1
2
‖x0‖2C′
a,b
− (x0, a)C′
a,b
}
E[G(x) exp{(x0, x)∼}]. (7.1)
In this section, we will present a generalized analytic Feynman integral version
of the translation theorem for functionals in F a,bA1,A2 .
Theorem 7.1. Let q0 and F be as in Theorem 3.8. Let g1 and g2 be elements
of C′a,b[0, T ]. Then for all p ∈ [1, 2], all real numbers q1 and q2 with |qj | > q0,
j ∈ {1, 2} and for s-a.e. (y1, y2) ∈ C2a,b[0, T ],
T
(p)
~q (F )(y1 +A
1/2
1 g1, y2 +A
1/2
2 g2)
= exp
{ 2∑
j=1
[
iqj
2
(Ajgj , gj)C′
a,b
− (−iqj)1/2(A1/2j gj , a)C′a,b
]}
× exp
{ 2∑
j=1
iqj(A
1/2
j gj , yj)
∼
}
T
(p)
~q (F
∗)(y1, y2)
(7.2)
where
F ∗(y1, y2) = F (y1, y2) exp
{ 2∑
j=1
[
− iqj(A1/2j gj , yj)∼
]}
.
Proof. By Theorems 3.8 and 3.9, the Lp analytic GFFT T
(p)
~q (F ) of F exists for
all p ∈ [1, 2] and is given by the right hand side of equation (3.12). Thus we only
need to verify the equality in equation (7.2). We will give the proof for the case
p ∈ (1, 2]. The case p = 1 is similar, but somewhat easier.
For λj > 0, j ∈ {1, 2} and w ∈ C′a,b[0, T ], let Gj(w; ·) be a functional on
Ca,b[0, T ] given by
Gj(w;xj) = exp
{
i(A
1/2
j w, λ
−1/2
j xj)
∼
}
(7.3)
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and let
x0,1 = λ
1/2
1 A
1/2
1 g1 and x0,2 = λ
1/2
2 A
1/2
2 g2. (7.4)
Then for j ∈ {1, 2},
‖x0,j‖2C′
a,b
= λj(Ajgj , gj)C′
a,b
and (x0,j , a)C′
a,b
= λ
1/2
j (A
1/2
j gj, a)C′a,b . (7.5)
Using (3.5), the Fubini theorem, (7.4), (7.3), (7.1) and (7.5), we obtain that
for λ1 > 0 and λ2 > 0,
T~λ(F )(y1 +A
1/2
1 g1, y2 +A
1/2
2 g2)
=
∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
i(A
1/2
j w, yj)
∼
}
×
( 2∏
j=1
Exj
[
exp
{
i
(
A
1/2
j w, λ
−1/2
j xj +A
1/2
j gj
)∼}])
df(w)
=
∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
i(A
1/2
j w, yj)
∼
}( 2∏
j=1
Exj
[
Gj(w;xj + x0,j)
])
df(w)
=
∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
i(A
1/2
j w, yj)
∼
}
× exp
{ 2∑
j=1
[
− λj
2
(Ajgj , gj)C′
a,b
− λ1/2j (A1/2j gj, a)C′a,b
]}
×
( 2∏
j=1
Exj
[
exp
{
i(A
1/2
j w, λ
−1/2
j xj)
∼ + λ
1/2
j (A
1/2
j gj, xj)
∼
}])
df(w)
= exp
{ 2∑
j=1
[
− λj
2
(Ajgj , gj)C′
a,b
− λ1/2j (A1/2j gj , a)C′a,b
]}
× E~x
[ ∫
C′
a,b
[0,T ]
exp
{ 2∑
j=1
[
i(A
1/2
j w, yj)
∼ + i(A
1/2
j w, λ
−1/2
j xj)
∼
]}
df(w)
× exp
{ 2∑
j=1
λ
1/2
j
(
A
1/2
j gj , xj
)∼}]
= exp
{ 2∑
j=1
[
− λj
2
(Ajgj , gj)C′
a,b
− λ1/2j (A1/2j gj , a)C′a,b − λj(A
1/2
j gj, yj)
∼
]}
× E~x
[
F (y1 + λ
−1/2
1 x1, y2 + λ
−1/2
2 x2)
× exp
{ 2∑
j=1
[
λj(A
1/2
j gj , yj)
∼ + λ
1/2
j
(
A
1/2
j gj , xj
)∼]}]
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= exp
{ 2∑
j=1
[
− λj
2
(Ajgj , gj)C′
a,b
− λ1/2j (A1/2j gj , a)C′a,b − λj(A
1/2
j gj, yj)
∼
]}
× E~x
[
Φ1(y1 + λ
−1/2
1 x1, y2 + λ
−1/2
2 x2)
]
,
where
Φ1(x1, x2) = F (x1, x2) exp
{ 2∑
j=1
[
λj(A
1/2
j gj , xj
)∼]}
.
On the other hand for λ1 > 0 and λ2 > 0, we see that
T~λ(F
∗)(y1, y2)
= E~x
[
F ∗
(
y1 + λ
−1/2
1 x1, y2 + λ
−1/2
2 x2
)]
= E~x
[
F
(
y1 + λ
−1/2
1 x1, y2 + λ
−1/2
2 x2
)
× exp
{ 2∑
j=1
[
− iqj(A1/2j gj, yj + λ−1/2j xj)∼
]}]
= E~x
[
F
(
y1 + λ
−1/2
1 x1, y2 + λ
−1/2
2 x2
)
× exp
{ 2∑
j=1
[
− iqj(A1/2j gj, yj)∼ − iqλ−1/2j (A1/2j gj , xj)∼
]}]
.
Next, using Ho¨lder’s inequality with λ1 > 0 and λ2 > 0, it follows that
E~x
[∣∣∣F ∗(y1 + λ−1/21 x1, y2 + λ−1/22 x2)
− Φ1(y1 + λ−1/21 x1, y2 + λ−1/22 x2)
∣∣∣]
= E~x
[∣∣∣∣F (y1 + λ−1/21 x1, y2 + λ−1/22 x2)∣∣∣∣
×
∣∣∣∣1− exp{ 2∑
j=1
[
(iqj + λj)(A
1/2
j gj, yj)
∼
+ (iqjλ
−1/2
j + λ
1/2
j )(A
1/2
j gj , xj)
∼
]}∣∣∣∣]
≤
(
E~x
[∣∣∣∣F (y1 + λ−1/21 x1, y2 + λ−1/22 x2)∣∣∣∣p])1/p
×
(
E~x
[∣∣∣∣1− exp{ 2∑
j=1
[
(iqj + λj)(A
1/2
j gj, yj)
∼
+ (iqjλ
−1/2
j + λ
1/2
j )(A
1/2
j gj , xj)
∼
]}∣∣∣∣p
′])1/p′
.
Note that each factor in the last expression has a limit as ~λ = (λ1, λ2) → −i~q =
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(−iq1,−iq2) in C2+, and that(
E~x
[∣∣∣∣1− exp{ 2∑
j=1
[
(iqj + λj)(A
1/2
j gj , yj)
∼
+ (iqjλ
−1/2
j + λ
1/2
j )(A
1/2
j gj, xj)
∼
]}∣∣∣∣p
′])1/p′
→ 0
as ~λ = (λ1, λ2)→ −i~q = (−iq1,−iq2) in C2+. Hence we have that
T
(p)
~q (F )(y1 +A
1/2
1 g1, y2 +A
1/2
2 g2)
= l. i.m.
~λ→−i~q
T~λ(F )(y1 +A
1/2
1 g1, y2 +A
1/2
2 g2)
= l. i.m.
~λ→−i~q
exp
{ 2∑
j=1
[
− λj
2
(Ajgj , gj)C′
a,b
− λ1/2j (A1/2j gj , a)C′a,b
− λj(A1/2j gj, yj)∼
]}
E~x
[
Φ1(y1 + λ
−1/2
1 x1, y2 + λ
−1/2
2 x2)
]
= exp
{ 2∑
j=1
[
iqj
2
(Ajgj, gj)C′
a,b
− (−iq)1/2(A1/2j gj , a)C′a,b + iqj(A
1/2
j gj , yj)
∼
]}
× l. i.m.
~λ→−i~q
E~x
[
Φ1(y1 + λ
−1/2
1 x1, y2 + λ
−1/2
2 x2)
]
= exp
{ 2∑
j=1
[
iqj
2
(Ajgj, gj)C′
a,b
− (−iq)1/2(A1/2j gj , a)C′a,b + iqj(A
1/2
j gj , yj)
∼
]}
× l. i.m.
~λ→−i~q
T~λ(F
∗)(y1, y2)
= exp
{ 2∑
j=1
[
iqj
2
(Ajgj, gj)C′
a,b
− (−iq)1/2(A1/2j gj , a)C′a,b + iqj(A
1/2
j gj , yj)
∼
]}
× T~q(F ∗)(y1, y2).
The following corollary follows from equation (3.4) above.
Corollary 7.2. Let q0, F , g1 and g2 be as in Theorem 7.1. Then for all real
numbers q1 and q2 with |qj | > q0, j ∈ {1, 2},
E
anf~q
~x [F (x1 +A
1/2
1 g1, x2 +A
1/2
2 g2)]
= exp
{ 2∑
j=1
[
iqj
2
(Ajgj , gj)C′
a,b
− (−iqj)1/2(A1/2j gj , a)C′a,b
]}
× Eanf~q~x
[
F (x1, x2) exp
{ 2∑
j=1
[
− iq(A1/2j gj , xj)∼
]}]
.
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By (1) of Remark 3.5 and Corollary 7.2 above, we have the following corollary.
Corollary 7.3. Let q be a nonzero real number, let g0 ∈ C′a,b[0, T ] and let F be
an element of F(Ca,b[0, T ]) given by equation (3.1). Then∫ anfq
Ca,b[0,T ]
F (x+ g0)dµ(x)
∗
= exp
{
iq
2
‖g0‖2C′
a,b
− (−iq)1/2(g0, a)C′
a,b
}
×
∫ anfq
Ca,b[0,T ]
F (x) exp{−iq(g0, x)∼}dµ(x)
(7.6)
where
∗
= means that if either side exists, then both sides exist and equality holds.
Remark 7.4. In Corollary 7.3, taking a(t) ≡ 0 and b(t) = t, the general function
space Ca,b[0, T ] reduces to the classical Wiener space C0[0, T ]. Also, we know that
equation (7.6) becomes∫ anfq
C0[0,T ]
F (x+ g0)dmw(x)
= exp
{
iq
2
‖g′0‖22
}∫ anfq
C0[0,T ]
F (x) exp
{
− iq
∫ T
0
g′0(t)dx(t)
}
dmw(x)
where ‖ · ‖2 is the norm on L2[0, T ]. This result subsume similar known result
obtained by Cameron and Storvick [4].
8 A Cameron-Storvick type theorem on C2a,b[0, T ]
In [2], Cameron (see [7, Theorem A, p.145]) expressed the Wiener integral of the
first variation of a functional F in terms of the Wiener integral of the product of
F by a linear functional, and in [7, Theorem 1], Cameron and Storvick obtained
a similar result for the analytic Feynman integral on classical Wiener space. In
[10, Theorem 2.4, p.491], Chang, Song and Yoo also obtained a Cameron-Storvick
theorem on abstract Wiener space. In [13], Chang and Skoug obtained these
results for functionals on the function space Ca,b[0, T ]. Also see [12, 15] for related
results involving conditional (generalized) Feynman integrals and Fourier-Feynman
transforms.
In order to establish similar results for functionals in F a,bA1,A2 (see Theorem 8.3
below) we first obtain a Cameron-Storvick type theorem for the function space
C2a,b[0, T ].
Theorem 8.1. Let g1 and g2 be elements of C
′
a,b[0, T ]. Let F (x1, x2) be µ × µ-
integrable over C2a,b[0, T ]. Assume that F has a first variation δF (x1, x2|g1, g2) for
all (x1, x2) ∈ C2a,b[0, T ] such that for some γ > 0,
sup
|h|≤γ
∣∣δF (x1 + hg1, x2 + hg2|g1, g2)∣∣
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is µ× µ-integrable over C2a,b[0, T ] as a function of (x1, x2) ∈ C2a,b[0, T ]. Then
E~x[δF (x1, x2|g1, g2)]
= E~x
[
F (x1, x2)
{
(g1, x1)
∼ + (g2, x2)
∼
}]
− {(g1, a)C′
a,b
+ (g2, a)C′
a,b
}
E~x[F (x1, x2)].
(8.1)
Proof. First note that
δF (x1 + hg1, x2 + hg2|g1, g2)
=
∂
∂λ
F (x1 + hg1 + λg1, x2 + hg2)
∣∣∣∣
λ=0
+
∂
∂λ
F (x1 + hg1, x2 + hg2 + λg2)
∣∣∣∣
λ=0
=
∂
∂λ
F (x1 + (h+ λ)g1, x2 + hg2)
∣∣∣∣
λ=0
+
∂
∂λ
F (x1 + hg1, x2 + (h+ λ)g2)
∣∣∣∣
λ=0
=
∂
∂µ
F (x1 + µg1, x2 + hg2)
∣∣∣∣
µ=h
+
∂
∂µ
F (x1 + hg1, x2 + µg2)
∣∣∣∣
µ=h
= 2
∂
∂h
F (x1 + hg1, x2 + hg2).
But since
sup
|h|≤γ
∣∣∣∣ ∂∂hF (x1 + hg1, x2 + hg2)
∣∣∣∣
is µ× µ-integrable,
∂
∂h
F (x1 + hg1, x2 + hg2)
is µ× µ-integrable for sufficiently small values of h. Hence by the Fubini theorem
and equation (7.1), we see that
E~x[δF (x1, x2|g1, g2)]
= E~x
[
∂
∂h
F (x1 + hg1, x2)
∣∣∣
h=0
]
+ E~x
[
∂
∂h
F (x1, x2 + hg2)
∣∣∣
h=0
]
= Ex2
[
∂
∂h
Ex1 [F (x1 + hg1, x2)]
∣∣∣
h=0
]
+ Ex1
[
∂
∂h
Ex2 [F (x1, x2 + hg2)]
∣∣∣
h=0
]
= Ex2
[
∂
∂h
(
exp
{
− h
2
2
‖g1‖2C′
a,b
− h(g1, a)C′
a,b
}
× Ex1
[
F (x1, x2) exp{h(g1, x1)∼}
])∣∣∣∣
h=0
]
+ Ex1
[
∂
∂h
(
exp
{
− h
2
2
‖g2‖2C′
a,b
− h(g2, a)C′
a,b
}
× Ex2
[
F (x1, x2) exp{h(g2, x2)∼}
])∣∣∣∣
h=0
]
= E~x
[
F (x1, x2)
{
(g1, x1)
∼ + (g2, x2)
∼
}]
− {(g1, a)C′
a,b
+ (g2, a)C′
a,b
}
E~x
[
F (x1, x2)
]
.
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Lemma 8.2. Let g1, g2, and F be as in Theorem 8.1. For each ρ1 > 0 and
ρ2 > 0, assume that F (ρ1x1, ρ2x2) is µ × µ-integrable. Furthermore assume
that F (ρ1x1, ρ2x2) has a first variation δF (ρ1x1, ρ2x2|ρ1g1, ρ2g2) for all (x1, x2) ∈
C2a,b[0, T ] such that for some positive function γ(ρ1, ρ2),
sup
|h|≤γ(ρ1,ρ2)
∣∣δF (ρ1x1 + ρ1hg1, ρ2x2 + ρ2hg2|ρ1g1, ρ2g2)∣∣
is µ× µ-integrable over C2a,b[0, T ] as a function of (x1, x2) ∈ C2a,b[0, T ]. Then
E~x
[
δF (ρ1x1, ρ2x2|ρ1g1, ρ2g2)
]
= E~x
[
F (ρ1x1, ρ2x2)
{
(g1, x1)
∼ + (g2, x2)
∼
}]
− {(g1, a)C′
a,b
+ (g2, a)C′
a,b
}
E~x
[
F (ρ1x1, ρ2x2)
]
.
(8.2)
Proof. Let R(x1, x2) = F (ρ1x1, ρ2x2). Then we have that
R(x1 + hg1, x2) = F (ρ1x1 + ρ1hg1, ρ2x2)
and
R(x1, x2 + hg2) = F (ρ1x1, ρ2x2 + ρ2hg2)
and that
∂
∂h
R(x1 + hg1, x2)
∣∣∣∣
h=0
=
∂
∂h
F (ρ1x1 + ρ1hg1, ρ2x2)
∣∣∣∣
h=0
and
∂
∂h
R(x1, x2 + hg2)
∣∣∣∣
h=0
=
∂
∂h
F (ρ1x1, ρ2x2 + ρ2hg2)
∣∣∣∣
h=0
.
Thus we have
δF (ρ1x1, ρ2x2|ρ1g1, ρ2g2)
=
∂
∂h
F (ρ1x1 + ρ1hg1, ρ2x2)
∣∣∣∣
h=0
+
∂
∂h
F (ρ1x1, ρ2x2 + ρ2hg2)
∣∣∣∣
h=0
=
∂
∂h
R(x1 + hw1, x2)
∣∣∣∣
h=0
+
∂
∂h
R(x1, x2 + hg2)
∣∣∣∣
h=0
= δR(x1, x2|g1, g2).
Hence by equation (8.1), we have
E~x
[
δF (ρ1x1, ρ2x2|ρ1g1, ρ2g2)
]
= E~x
[
δR(x1, x2|g1, g2)
]
= E~x
[
R(x1, x2)
{
(g1, x1)
∼ + (g2, x2)
∼
}]
− {(g1, a)C′
a,b
+ (g2, a)C′
a,b
}
E~x
[
R(x1, x2)
]
= E~x
[
F (ρ1x1, ρ2x2)
{
(g1, x1)
∼ + (g2, x2)
∼
}]
− {(g1, a)C′
a,b
+ (g2, a)C′
a,b
}
E~x
[
F (ρ1x1, ρ2x2)
]
which establishes equation (8.2).
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Theorem 8.3. Let g1, g2, and F be as in Lemma 8.2. Then if any two of the
three generalized analytic Feynman integrals in the following equation exist, then
the third one also exists, and equality holds:
E
anf(q1,q2)
~x
[
δF (x1, x2|g1, g2)
]
= −iEanf(q1 ,q2)~x
[
F (x1, x2)
{
q1(g1, x1)
∼ + q2(g2, x2)
∼
}]
− i
{
(−iq1)1/2(g1, a)C′
a,b
+ (−iq2)1/2(g2, a)C′
a,b
}
E
anf(q1,q2)
~x
[
F (x1, x2)
]
.
(8.3)
Proof. Let ρ1 > 0 and ρ2 > 0 be given. Let y1 = ρ
−1
1 g1 and y2 = ρ
−1
2 g2. By
equation (8.2),
E~x
[
δF (ρ1x1, ρ2x2|g1, g2)
]
= E~x
[
δF (ρ1x1, ρ2x2|ρ1y1, ρ2y2)
]
= E~x
[
F (ρ1x1, ρ2x2)
{
(y1, x1)
∼ + (y2, x2)
∼
}]
− {(y1, a)C′
a,b
+ (y2, a)C′
a,b
}
E~x
[
F (ρ1x1, ρ2x2)
]
= E~x
[
F (ρ1x1, ρ2x2)
{
ρ−21 (g1, ρ1x1)
∼ + ρ−22 (g2, ρ2x2)
∼
}]
− {ρ−11 (g1, a)C′a,b + ρ−12 (g2, a)C′a,b}E~x[F (ρ1x1, ρ2x2)].
(8.4)
Now let ρ1 = λ
−1/2
1 and ρ2 = λ
−1/2
2 . Then equation (8.4) becomes
E~x
[
δF (λ
−1/2
1 x1, λ
−1/2
2 x2|g1, g2)
]
= E~x
[
F (λ
−1/2
1 x1, λ
−1/2
2 x2)
{
λ1(g1, λ
−1/2
1 x1)
∼ + λ2(g2, λ
−1/2
2 x2)
∼
}]
− {λ1/21 (g1, a)C′a,b + λ1/22 (g2, a)C′a,b}E~x[F (λ−1/21 x1, λ−1/21 x2)].
(8.5)
Since ρ1 > 0 and ρ2 > 0 were arbitrary, we have that equation (8.5) holds for all
λ1 > 0 and λ2 > 0. We now use Definition 3.2 to obtain our desired conclusions.
9 Applications of the Cameron-Storvick type the-
orem
In this section we consider functionals in the generalized Fresnel type class F a,bA ≡
F a,bA+,A− where A, A+ and A− are related by equation (3.3) above.
Let φ be a function of bounded variation on [0, T ]. Define an operator A :
C′a,b[0, T ]→ C′a,b[0, T ] by
Aw(t) =
∫ t
0
φ(s)Dswdb(s) =
∫ t
0
φ(s)
w′(s)
b′(s)
db(s) =
∫ t
0
φ(s)z(s)db(s)
for w(t) =
∫ t
0 z(s)db(s). It is easily shown that A is a self-adjoint operator. We
also see that A = A+ −A− where
A+w(t) =
∫ t
0
φ+(s)Dswdb(s) and A−w(t) =
∫ t
0
φ−(s)Dswdb(s)
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and φ+ and φ− are the positive part and the negative part of φ, respectively. Also,
A
1/2
+ and A
1/2
− are given by
A
1/2
+ w(t) =
∫ t
0
√
φ+(s)Dswdb(s) and A
1/2
− w(t) =
∫ t
0
√
φ−(s)Dswdb(s),
respectively. For a more detailed study of this decomposition, see [24, pp.187-189].
For fixed g ∈ C′a,b[0, T ], let g1 = A1/2+ g and g2 = A1/2− (−g). Then we see that
for all w(t) =
∫ t
0 z(s)db(s) in C
′
a,b[0, T ],
(A
1/2
+ w, g1)C′a,b + (A
1/2
− w, g2)C′a,b
= (A
1/2
+ w,A
1/2
+ g)C′a,b − (A
1/2
− w,A
1/2
− g)C′a,b
= (A+w, g)C′
a,b
− (A−w, g)C′
a,b
= (Aw, g)C′
a,b
.
(9.1)
Using equation (2.2), we also see that
(A
1/2
+ w, a)C′a,b = (w,A
1/2
+ a)C′a,b
=
∫ T
0
Dtw
√
φ+(t)
a′(t)
b′(t)
db(t)
=
∫ T
0
Dtw
√
φ+(t)a′(t)dt
≡ (Dtw
√
φ+, a′)
(9.2)
and
(A
1/2
− w, a)C′a,b =
∫ T
0
Dtw
√
φ−(t)a′(t)dt ≡ (Dtw
√
φ−, a′). (9.3)
Assume that F is an element of F q0A ∩ G q0A for some q0 ∈ (0, 1) where F q0A ≡
F q0A+,A− and G
q0
A ≡ G q0A+,A− (the classes F
q0
A1,A2
and G q0A1,A2 are defined in Sections
3 and 5, respectively).
Using (5.4) with (q1, q2) = (1,−1), (9.1), (9.2) and (9.3), we obtain that
E
anf(1,−1)
~x
[
δF (x1, x2|A1/2+ g,−A1/2− g)
]
= E
anf(1,−1)
~x
[
δF (x1, x2|g1, g2)
]
=
∫
C′
a,b
[0,T ]
[
i(A
1/2
+ w,A
1/2
+ g)C′a,b − i(A
1/2
− w,A
1/2
− g)C′a,b
]
× exp
{
− i
2
((A+ −A−)w,w)C′
a,b
}
× exp
{
i
[
(−i)−1/2(A1/2+ w, a)C′a,b + (i)−1/2(A
1/2
− w, a)C′a,b
]}
df(w)
=
∫
C′
a,b
[0,T ]
i(Aw, g)C′
a,b
exp
{
− i
2
(Aw,w)C′
a,b
}
× exp
{
i
[
(−i)−1/2(Dtw
√
φ+, a′) + (i)−1/2(Dtw
√
φ−, a′)
]}
df(w).
(9.4)
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We also see that for all ρ1 > 0, ρ2 > 0 and h ∈ R∣∣δF (ρ1x1 + ρ1hg1, ρ2x2 + ρ2hg2|ρ1g1, ρ2g2)∣∣
≤
∫
C′
a,b
[0,T ]
[∣∣(A1/2+ w,A1/2+ (ρ1g))C′a,b∣∣+ ∣∣(A1/2− w,A1/2− (−ρ1g))C′a,b ∣∣]d|f |(w)
≤ ρ1
∫
C′
a,b
[0,T ]
∣∣(A+w, g)C′
a,b
∣∣d|f |(w) + ρ2 ∫
C′
a,b
[0,T ]
∣∣(A−w, g)C′
a,b
∣∣d|f |(w)
≤ (ρ1‖A+‖o + ρ2‖A−‖o)‖g‖C′
a,b
∫
C′
a,b
[0,T ]
‖w‖C′
a,b
d|f |(w).
But the last expression above is bounded and is independent of (x1, x2) ∈ C2a,b[0, T ].
Hence δF (ρ1x1 + ρ1hg1, ρ2x2 + ρ2hg2|ρ1g1, ρ2g2) is µ × µ-integrable in (x1, x2) ∈
C2a,b[0, T ] for every ρ1 > 0 and ρ2 > 0. Also by Theorem 5.2 and Corollary 3.11, the
generalized analytic Feynman integrals E
anf(1,−1)
~x [δF (x1, x2|A1/2+ g,−A1/2− g)] and
E
anf(1,−1)
~x [δF (x1, x2)] exist. Thus by equation (8.3) together with equation (9.4)
we have∫
C′
a,b
[0,T ]
i(Aw, g)C′
a,b
exp
{
− i
2
(Aw,w)C′
a,b
}
× exp
{
i
[
(−i)−1/2(Dtw
√
φ+, a′) + (i)−1/2(Dtw
√
φ−, a′)
]}
df(w)
= −iEanf(1,−1)~x
[
F (x1, x2)
{
(A
1/2
+ g, x1)
∼ + (A
−1/2
− g, x2)
∼
}]
− i
{
(−i)1/2(Dtg
√
φ+, a′)− (i)1/2(Dtg
√
φ−, a′)
}
E
anf(1,−1)
~x
[
F (x1, x2)
]
.
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