Abstract-The neural network paradigm of learning vector quantization (LVQ) and several enhancements of the standard algorithms have demonstrated improved predictive accuracy when applied to simple 'toy' problems. In this paper, we propose a novel approach of evolutionary optimized LVQ classification applied in real-world business decision support. We predict the success of retail outlets of a multinational German company in terms of revenue and profit. The predictions are used to support investment decisions, establishing new stores or closing down existing ones with limited prospective profits. In addition, the predictions provide information to change in-store design or product lines of existing stores. The LVQ networks are trained on data reflecting the macroscopic socio-demographic infrastructure and microscopic in-store aspects of existing outlets.
I. INTRODUCTION This paper proposes the application of an evolutionary built artificial neural network on an economic real-world classification problem. A genetic component provides improved selection of input variables for achieving higher classification accuracy. For comparison reasons, manually parameterized standard LVQ is applied as well. Locations of retail stores are classified in terms of sales volume to support decisions that have strong impact on large investments for stores. This main decision has long-term character and induces high fix costs. More detailed decisions on in-store design and assortment of a certain store are more flexible and can more easily be revised in case of an unprofitable decision. All decisions have impact on sales quantity and therefore on the important cash flow.
The organization of this paper is as follows. In Section II, the ideas of standard LVQ are presented briefly. References to enhancements are given. In Section III the new developed combination of evolutionary algorithms and slightly modified LVQ algorithms is shown. Fitness functions are briefly discussed and a parallelized implementation is suggested.
The problem -evaluation of locations for retail stores and decision on their in-store design and assortment -is proposed as a multi-class classification task in Section IV. The realworld scenario and computational experiments are described as well as their results. An interpretation of these results is suggested and exemplified. Section V concludes the paper with a summarization and perspectives for further developments. Classification is the process of assigning a class label y to an object with observed measurable attributes expressed in x. With a sufficient large set of available examples (x, y), a machine for supervised learning of the mapping x -4 y can be constructed. The objective of a classification process is to find a specific learning machine which captures the relationships in the representative training examples not for building useless overfitted models by memorizing but for generalizing the problem structure from the underlying data generator. The generalization ability allows correct classification of unseen objects based on their attributes' values only. A decision maker should be interested in this performance under generalization conditions.
Learning vector quantization implements a supervised nearest neighbor pattern classifier providing substantial gain in learning speed and performance. The LVQ is regularly applied in pattern recognition, multi-class classification and data compression tasks in widespread areas such as robotics, linguistics or data-mining. In terms of artificial neural networks (ANN), LVQ is a feed-forward, hetero-associative, winner-takes-all ANN, related to self-organizing maps [L] . It includes an input layer (one neuron per input variable), a Kohonen layer with neurons that learn and perform the classification, and an output layer (one node for each class). The number of the hidden Kohonen neurons is either predisposed by the user or dynamically determined by enhanced algorithms.
The weight vector of the weights between all input neurons and a hidden neuron j is called a codebook vector (CV) w; = (t( j,...t,wI). Each CV can be seen as a hidden neuron. A CV is a prototype representing a labelled region (a 'cell') in input space formed by all x. A class can be represented by an arbitrarily number of CVs, but one CV represents one class only. During training process, the weights are changed in accordance with adapting rules changing the CV's position. The basic LVQ algorithm rewards correct classifications by moving the 'winner' w-w (the CV being nearest to the presented input vector x-) towards x, whereas incorrect classifications are punished by moving the CV in opposite direction. Thus, presented patterns attract prototypes of the correct class, whereas prototypes of other classes are repelled. [2] , [3] . More detailed information can be found in the work of Kohonen, specialized topics are outlined e.g. in [4] , [5] . An overview of statistical and neural approaches to pattern classification is given e.g. in [6] , [7] . Besides Kohonen's standard algorithms, several extensions from various authors are suggested, e.g. LVQ with conscience [8] , LVQ without repulsion [9] , Generalized LVQ [10] , Learning/Linear Vector Classification [11] , Distinction Sensitive LVQ [12] , Dynamic LVQ [13] , LVQ with Weighted Objective Function [14] or LVQ with Training Count [15] . Newer developments are another Generalized LVQ [16] , Generalized Relevance LVQ [17] , Robust Soft LVQ [18] or LVQ4-algorithms with promising performance and results [19] . [20] , [21] , [22] for an overview and more details).
III. EVOLUTIONARY DEVELOPMENT OF LVQ
The [23] .
Combinations of GAs and LVQ can be found e.g. as G-LVQ in [24] or as LVQ-GA in [25] . The A weighted Euclidean distance 4p between two vectors a and b substituting the typically used Euclidean distance E is given by using these relevance weights:
O,P = qE is valid for Oj = 1. The +-weighting of a feature i has influence on its impact on the distance by shortening its distance component more (with low factor O/) or less (with high factor 0/D).
Genetic operators are one-or two-point-crossover and mutation. The crossover is only applied to the gene section coding the input neurons in order to get only genotypes that lead to valid, applicable phenotypes. Furthermore, this section can also be varied by mutation of a single gene, inversion of a gene sequence or exchange of two genes. Genes coding number of hidden neurons and initialization parameter are varied by mutation only, i.e. adding or subtracting a value within a valid range. A high rate for crossing over and low rate for mutation are recommended.
For a high degree of automatization, a destabilization is implemented. It interrupts an optimum search being too local and makes the GA more flexible. Destabilization in this sense means 'death' of accidentally selected 'individuals' and replacement with accidentally constructed new ones. The destabilization occurs if a critical fraction of identical or similar individuals -measured by comparison of all genes or essential gene sections -within a population exists. The number of existing individuals to be taken into the new population can be controlled by a 'rate of survival'. A rate of null is equivalent to a restart of an experiment.
The simplest criterion for selection of parents is the fitness value of a net. Alternatively, a group of some nets differing in their initialization value only can be considered in order to make evaluation more independent from a net's initialization. The (4) . Instead of searching for an all-purpose net for all classes, an approach for finding 'expert nets' specialized for the subtask of recognize patterns belonging to a special class may be sufficient. Besides these direct measures of performance in terms of classification rates, a fitness function can include 'costs' for net complexity, e.g. expressed as number of input variables and/or hidden neurons (as in [25] ). In general, less complexity means better generalization ability. Thus, the formulation of an appropriate fitness function is highly dependent on the specific problem to be solved.
Capability of both the LVQ nets and the used fitness function can be evaluated graphically. The results of nets are sorted in descending order of the fitness value (in case of maximizing fitness). The separate charting of fitness values or classifications rates for different data sets (used for learning and tests of validation and generalization) in a twodimensional scatter diagram allows for comparison of values per x-coordinate and evaluation of the degree of correlation between the fitness used to control the evolutionary process and the fitness for unknown ('real') data. Ideally, results on training/validation/generalization data are rudimentary proportional (see s-curve in Fig. 1(a) ). It can be assumed that a net with high fitness value also yields a satisfactory result for unknown data and therefore can be reasonably selected for application. Fig. 1(b) . medium: 'analyze location more detailed, e.g. assortment or in-store design, * low: 'do not establish new store/shut down existing store'. The task is to classify locations/stores, that are described in numerical data patterns of values for external and internal properties of locations and stores. Furthermore, interpretation of classification results should lead to decisions on assortment and in-store design for upgrading a store to be a member of a class with higher sales volume in the future. B. Computational experiment in a real-world scenario For each class approximately the same number of examples is available. Sales volume of stores that are opened or closed within a calendar year are extrapolated based on a seasonal (monthly) distribution. Furthermore, data are pre-partitioned for large, medium and small cities. Class memberships differ for each type of city, because decision rules and definitions of 'high', 'medium' or 'low' sales volumes differ. Disjoint data sets for learning, validation and generalization tests are randomly selected from the entire data. Different constellations are used for several experiments in order to get general results for estimation of the methods' performance. Learning data consist roughly of 40-70% of available data records, validation data has 5-25 %, the rest forms the hold-out-set for out-of-sample evaluation of the classifier's generalization performance. For Table I , showing results from those nets that are selected for generalization tests due to their promising results on training and validation data).
Results of the top 10% of the nets (in respect of MCR on validation data) show only a slight higher minimum MCR on generalization data for the manually adjusted LVQs (up to seven basis points). Even those results are not in the range of the GA-LVQ's results. As expected, the fitness charts of GA-LVQ never show an ideal s-curve for hold-out data, but Fig. 1(a) and Fig. 1(b) with a slightly decreasing fitness and more variance from high to low rank. On the other hand, charts of classification rates of conventionally developed nets clearly tend to be similar to Fig. 1(b) with an almost horizontal scatter plot for generalization data. The classification rates on validation data give less or no information about nets' quality. The user is not able to select a net that generalizes well and reliably. 
