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CORRECTION OF BDFK FOR FRACTIONAL FEYNMAN-KAC
EQUATION WITH LE´VY FLIGHT ∗
JIANKANG SHI † AND MINGHUA CHEN‡
Abstract. In this work, we present the correction formulas of the k-step BDF convolution
quadrature at the starting k−1 steps for the fractional Feynman-Kac equation with Le´vy flight. The
desired kth-order convergence rate can be achieved with nonsmooth data. Based on the idea of [Jin,
Li, and Zhou, SIAM J. Sci. Comput., 39 (2017), A3129–A3152], we provide a detailed convergence
analysis for the correction BDFk scheme. The numerical experiments with spectral method are given
to illustrate the effectiveness of the presented method. To the best of our knowledge, this is the first
proof of the convergence analysis and numerical verified the sapce fractional evolution equation with
correction BDFk.
Key words. Fractional Feynman-Kac equation with Le´vy flight, correction of BDFk, fractional
substantial derivative, error estimates.
1. Introduction. Functionals of Brownian motion have diverse applications in
physics, mathematics, and other fields. The probability density function of Brownian
functionals satisfies the Feynman-Kac formula, which is a Schro¨dinger equation in
imaginary time. The functionals of non-Brownian motion, or anomalous diffusion,
follow the general fractional Feynman-Kac equation [1, 2], where the fractional sub-
stantial derivative is involved [11]. This paper focuses on providing the correction of
k-step backward differential formulas (BDFk) for backward fractional Feynman-Kac
equation with Le´vy flight [1, 2, 5, 6]
C
s D
γ
tG(t) +AG(t) = f(t) with A := (−∆)α/2,(1.1)
where f is a given function and the initial condition G(0) = G0 with the homogeneous
Dirichlet boundary conditions. Here (−∆)α/2 with α ∈ (1, 2) is the fractional Lapla-
cian, the definition of which is based on the spectral decomposition of the Dirichlet
Laplacian [20, 32]; and the Caputo fractional substantial derivative with 0 < γ < 1 is
defined by [4, 5, 11]
C
s D
γ
t G(t) =
1
Γ(1− γ)
∫ t
0
e−σ(t−s)
(t− s)γ
(
σ +
∂
∂s
)
G(s)ds(1.2)
with a constant σ > 0. It should be noted that (1.2) reduces to the Caputo fractional
derivative if σ = 0.
High-order schemes for the time discretization of (1.1) with σ = 0 (Caputo frac-
tional derivative) have been proposed by various authors. There are two predominant
discretization techniques in time direction: L1-type approximation [19, 23, 25, 31] and
Lubich-Gru¨nwald-Letnikov approximation [3, 21, 24]. For the first group, under the
time regularity assumption on the solution, they developed the L1 schemes [19, 31] for
the Caputo fractional derivative and strictly proved the stability and convergence rate
with O (τ2−α). It is extended to the quadratic interpolation case [23] with a conver-
gence rate O (τ3−α). Recently, for a layer or blows up at t = 0, a sharp new discrete
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stability result has been considered in [29]. In the second group, using fractional linear
multistep method and Fourier transform, error analysis of up to sixth order temporal
accuracy for fractional ordinary differential equation has been discussed [21] with the
starting quadrature weights schemes. A few years later, based on operational calculus
with sectorial operator, nonsmooth data error estimates for fractional evolution equa-
tions have been studied in [8, 22] and developed in [16, 17] to restore O (τk). Under
the time regularity assumption, high order finite difference method (BDF2) for the
anomalous-diffusion equation has been studied in [18] by analyzing the properties of
the coefficients. Application of Grenander-Szego¨ theorem, stability and convergence
for time-fractional sub-diffusion equation have been provided in [13, 15] with weighted
and shifted Gru¨nwald operator.
In recent years, the numerical method for backward fractional Feynman-Kac equa-
tion (1.1) with α = 2 were developed. For example, the time discretization of Caputo
fractional substantial derivative was first provided in [4] with the starting quadrature
weights schemes. Spectral methods for substantial fractional ordinary differential
equations was presented in [14]. Under smooth assumption, numerical algorithms (fi-
nite difference and finite element) for (1.1) with α = 2 are considered in [9]. Moreover,
the second-convergence analysis are discussed in [6, 12]. In addition, the problem with
nonsmooth solution is also discussed in [6]. Recently, the second-order error estimates
are presented in [30] with nonsmooth initial data. However, it seems that there are
no published works for more than three order accurate scheme for model (1.1) with
Le´vy flight. In this work, we provide a detailed convergence analysis of the correction
BDFk (k ≤ 6) for (1.1) with nonsmooth data.
We first provide the solutions of fractional Feynman-Kac equation with Le´vy
flight.
Solution representation for (1.1). Let Ω be a bounded domain with a bound-
ary ∂Ω. If σ = 0, then (1.1) reduce to the following time-space Caputo-Riesz fractional
diffusion equation [7]
C∂γt G(x, t) +AG(x, t) = f(x, t), (x, t) ∈ Ω× (0, T ]
G(x, 0) = v(x), x ∈ Ω
G(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ],
where f is a given function and A denotes the Laplacian (−∆)α/2. Based on the idea
of [16, 27, 32] with the eigenpairs {(λα/2j , ϕj)}∞j=1 of the operator A, it is easy to get
(1.3) G(x, t) = E(t)v +
∫ t
0
E(t− s)f(s)ds.
Here the operators E(t) and E(t) are, respectively, given by
E(t) =
∞∑
j=1
Eγ,1(−λα/2j tγ)(v, ϕj)ϕj(x)
and
E(t)χ =
∞∑
j=1
tγ−1Eγ,γ(−λα/2j tγ)(v, ϕj)(χ, ϕj)ϕj(x)
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with the Mittag-Leffler function Eγ,α/2(z) [26, p. 17], i.e.,
Eγ,α/2(z) =
∞∑
k=0
zk
Γ(kγ + α/2)
, z ∈ C.
If σ > 0, using (1.3) and the following property [4, 5]
C
s D
γ
t e
−σtG(t) = e−σt
(
C∂γt G(t)
)
,
infer that
(1.4) G(x, t) = e−σtE(t)v + e−σt
∫ t
0
E(t− s)eσsf(s)ds.
From the above solution representation of (1.1), we known that the smoothness
of all the data of (1.1) do not imply the smoothness of the solution G. For example,
if G0 ∈ L2(Ω) and γ ∈ (0, 1) with α = 2, the following estimate holds [27, Theorem
2.1]
‖C∂γt G(t)‖L2(Ω) ≤ ct−γ‖G0‖L2(Ω),
which reduces to a classical case ‖∂tG(t)‖L2(Ω) ≤ ct−1‖G0‖L2(Ω) if γ = 1 [32, Lemma
3.2 ]. This shows that G has an initial layer at t→ 0+ (i.e., unbounded near t = 0) [29].
Hence, the high-order convergence rates may not hold for nonsmooth data. Thus, the
corrected algorithms are necessary in order to restore the desired convergence rate,
even for smooth initial data. In this paper, based on the idea of [17], we present the
correction of the k-step BDF convolution quadrature (CQ) at the starting k− 1 steps
for the backward fractional Feynman-Kac equation with Le´vy flight (1.1). The desired
kth-order convergence rate can be achieved with nonsmooth data. To the best of our
knowledge, this is the first proof of the convergence analysis and numerical verified
the sapce fractional evolution equation with correction BDFk.
The paper is organized as follows. In the next Section, we provide the correction
of the k-step BDF convolution quadrature at the starting k − 1 steps for (1.1). In
Section 3, based on operational calculus, the detailed convergence analysis of the
correction BDFk are provided. To show the effectiveness of the presented schemes,
the results of numerical experiments are reported in Section 4.
2. Correction of BDFk. Let tn = nτ, n = 0, 1, . . . , N with τ =
T
N the uni-
form time steplength, and let Gn denote the approximation of G(t) and fn = f(tn).
The convolution quadrature generated by BDFk, k = 1, 2, . . . , 6, approximates the
Riemann-Liouville fractional substantial derivative sD
γ
t by [4]
(2.1) D
γ
τϕ
n :=
1
τγ
n∑
j=0
qjϕ
n−j
with ϕn = ϕ(tn). Here the weights qj = e
−σjτ bj and bj are the coefficients in the
series expansion
(2.2) δγτ (ξ) =
1
τγ
∞∑
j=0
bjξ
j with δτ (ξ) :=
1
τ
k∑
j=1
1
j
(1 − ξ)j and δ(ξ) := δ1(ξ).
4 J. SHI AND M. CHEN
Then the standard BDFk for (1.1) is as following
(2.3) D
γ
τ
(
Gn − e−σtnG(0))+AGn = f(tn).
To obtain the k-order accuracy with nosmooth data, we correct the standard
BDFk (2.3) at the starting k − 1 steps by
D
γ
τ
(
Gn − e−σtnG(0))+AGn =− a(k)n e−σnτAG0 + b(k)n f(0)
+
k−2∑
l=1
d
(k)
l,nτ
l∂ltf(0) + f(tn) 1 ≤ n ≤ k − 1;
D
γ
τ
(
Gn − e−σtnG(0))+AGn =f(tn) k ≤ n ≤ N.
(2.4)
Here the correction coefficients a
(k)
n and b
(k)
n are given in Table 2.1 and d
(k)
l,n is given
in Table 2.2. We noted that the correction coefficients share similarities with the
fractional Caputo equations [17].
Table 2.1: The coefficients a
(k)
n and b
(k)
n .
Order of BDF a
(k)
1 a
(k)
2 a
(k)
3 a
(k)
4 a
(k)
5 b
(k)
1 b
(k)
2 b
(k)
3 b
(k)
4 b
(k)
5
k = 2 1
2
1
2
k = 3 11
12
− 5
12
11
12
− 5
12
k = 4 31
24
− 7
6
3
8
31
24
− 7
6
3
8
k = 5 1181
720
− 177
80
341
240
− 251
720
1181
720
− 177
80
341
240
− 251
720
k = 6 2837
1440
− 2543
720
17
5
− 1201
720
95
288
2837
1440
− 2543
720
17
5
− 1201
720
95
288
Table 2.2: The coefficients d
(k)
l,n .
Order of BDF d
(k)
l,1 d
(k)
l,2 d
(k)
l,3 d
(k)
l,4 d
(k)
l,5
k = 3 l = 1 1
12
0
k = 4 l = 1 1
6
−
1
12
0
l = 2 0 0 0
k = 5 l = 1 59
240
−
29
120
19
240
0
l = 2 1
240
−
1
240
0 0
l = 3 − 1
720
0 0 0
k = 6 l = 1 77
240
−
7
15
73
240
−
3
40
0
l = 2 1
96
−
1
60
1
160
0 0
l = 3 − 1
360
1
720
0 0 0
l = 4 0 0 0 0 0
2.1. Solution representation with CQ for (1.1). First we split right-hand
side f into
(2.5) f(t) = f(0) +
k−2∑
l=1
tl
l!
∂ltf(0) +Rk.
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Here
(2.6) Rk = f(t)− f(0)−
k−2∑
l=1
tl
l!
∂ltf(0) =
tk−1
(k − 1)!∂
k−1
t f(0) +
tk−1
(k − 1)! ∗ ∂
k
t f,
and the symbol ∗ denotes Laplace convolution. Let W (t) := G(t) − e−σtG(0) with
W (0) = 0. Then we can rewrite (1.1) as
(2.7) sD
γ
tW (t) +AW (t) = −Ae−σtG(0) + f(0) +
k−2∑
l=1
tl
l!
∂ltf(0) + Rk
with Cs D
γ
t G(t) =sD
γ
t [G(t) − e−σtG(0)] =sDγtW (t) in [4].
Applying Laplace transform in [4] to both sides of the above equation, we have
(σ + z)γŴ (z) +AŴ (z) = −A(σ + z)−1G(0) + z−1f(0) +
k−2∑
l=1
1
zl+1
∂ltf(0) + R̂k(z),
where Ŵ and R̂k denote the Laplace transform, i.e, û(z) =
∫∞
0
e−ztu(t)dt. Then
Ŵ (z) = ((σ + z)
γ
+A)
−1
[
−A(σ + z)−1G(0) + z−1f(0) +
k−2∑
l=1
1
zl+1
∂ltf(0) + R̂k(z)
]
.
By the inverse Laplace transform, we can obtain the solution W (t) as following
W (t) =
1
2pii
∫
Γθ,κ
eztK(σ + z)
(
−AG(0) + σ + z
z
f(0)
)
dz
+
1
2pii
∫
Γθ,κ
ezt(σ + z)K(σ + z)
(
k−2∑
l=1
1
zl+1
∂ltf(0) + R̂k(z)
)
dz
(2.8)
with
(2.9) K(σ + z) = ((σ + z)
γ
+A)
−1
(σ + z)−1.
Here the Γθ,κ is defined by [10]
(2.10) Γθ,κ = {z ∈ C : |z| = κ, | arg z| ≤ θ} ∪ {z ∈ C : z = re±iθ, κ ≤ r <∞}.
It should be noted that we have the following resolvent bound [8]
(2.11) ||(zγ +A)−1|| ≤ c|z|−γ and ||K(z)|| ≤ c|z|−1−γ
with a positive constant c.
2.2. Discrete solution representation with CQ for (2.4). In this subsection,
we provide the discrete solution of (2.4).
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Lemma 2.1. Let f ∈ Ck−1([0, T ];L2(Ω)) and ∫ t
0
(t− s)γ−1||∂lsf(s)||L2(Ω)ds <∞.
Let discrete solution Wn = Gn − e−σnτG(0) with W 0 = 0. Then
Wn =
1
2pii
∫
Γτ
θ,κ
etnzK
(
δτ (e
−(σ+z)τ )
)
[
−µ1(e−(σ+z)τ )AG0 + δτ (e
−(σ+z)τ )
δτ (e−zτ )
µ2(e
−zτ )f(0)
]
dz
+
1
2pii
∫
Γτ
θ,κ
etnzK
(
δτ (e
−(σ+z)τ )
)
δτ (e
−(σ+z)τ )
×
k−2∑
l=1
γl(e−zτ )
l!
+
k−1∑
j=1
d
(k)
l,ne
−zjτ
 τ l+1∂ltf(0)dz
+
1
2pii
∫
Γτ
θ,κ
etnzK
(
δτ (e
−(σ+z)τ )
)
δτ (e
−(σ+z)τ )τR˜k(e
−zτ )dz.
(2.12)
Here the contour is
Γτθ,κ = {z ∈ C : |z| = κ, | arg z| ≤ θ} ∪
{
z ∈ C : z = re±iθ , κ ≤ r < pi
τ sin(θ)
}
,
and R˜k(e
−zτ ) =
∑∞
n=1 e
−znτRk(tn), and
µ1(ξ) = δ(ξ)
 ξ
1− ξ +
k−1∑
j=1
a
(k)
j ξ
j
 ,
µ2(ξ) = δ(ξ)
 ξ
1− ξ +
k−1∑
j=1
b
(k)
j ξ
j
 and γl(ξ) = ∞∑
n=1
nlξn.
(2.13)
Proof. Let Wn = Gn − e−σnτG(0). From (2.4), it holds
D
γ
τW
n +AWn = − (1 + a(k)n )e−σnτAG0 + (1 + a(k)n )f(0)
+
k−2∑
l=1
(
tln
l!
+ d
(k)
l,n τ
l
)
∂ltf(0) +Rk(tn) 1 ≤ n ≤ k − 1;
D
γ
τW
n +AWn = − e−σnτAG0 + f(0) +
k−2∑
l=1
tln
l!
∂ltf(0) +Rk(tn) k ≤ n ≤ N.
(2.14)
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Multiplying (2.14) by ξn and summing over n, we have
∞∑
n=1
ξn
(
D
γ
τW
n +AWn
)
= −
 ∞∑
n=1
ξne−σnτ+
k−1∑
j=1
ξja
(k)
j e
−σjτ
AG0
+
 ∞∑
n=1
ξn+
k−1∑
j=1
ξjb
(k)
j
 f(0) + k−2∑
l=1
 ∞∑
n=1
ξn
tln
l!
+
k−1∑
j=1
ξjd
(k)
l,n τ
l
 ∂ltf(0) + R˜k(ξ)
= −
 ξe−στ
1− ξe−στ +
k−1∑
j=1
ξja
(k)
j e
−σjτ
AG0 +
 ξ
1− ξ +
k−1∑
j=1
ξjb
(k)
j
 f(0)
+
k−2∑
l=1
γl(ξ)
l!
+
k−1∑
j=1
ξjd
(k)
l,n
 τ l∂ltf(0) + R˜k(ξ),
(2.15)
where R˜k(ξ) =
∑∞
n=1 ξ
nRk(tn) and γl(ξ) =
∑∞
n=1 n
lξn. Here we use the property∑∞
n=1 ξ
n = ξ1−ξ . Since
∞∑
n=1
ξnD
γ
τW
n =
∞∑
n=1
ξn
1
τγ
n∑
j=1
qn−jW
j =
∞∑
j=1
∞∑
n=j
ξn
1
τγ
qn−jW
j
=
∞∑
j=1
∞∑
n=0
ξn+j
1
τγ
qnW
j =
1
τγ
∞∑
n=0
ξnqn
∞∑
j=1
ξjW j = δγτ (e
−στξ)W˜ (ξ)
(2.16)
with W 0 = 0 and
∑∞
n=1 ξ
nAWn = AW˜ (ξ). We obtain
W˜ (ξ) = K
(
δτ (e
−στ ξ)
)
δτ (e
−στ ξ)
−
 e−στ ξ
1− e−στξ+
k−1∑
j=1
a
(k)
j e
−σjτ ξj
AG0
+
 ξ
1− ξ+
k−1∑
j=1
b
(k)
j ξ
j
 f(0) + k−2∑
l=1
γl(ξ)
l!
+
k−1∑
j=1
d
(k)
l,n ξ
j
 τ l∂ltf(0) + R˜k(ξ)

= K
(
δτ (e
−στ ξ)
) [−τ−1µ1(e−στ ξ)AG0 + τ−1 δτ (e−στ ξ)
δτ (ξ)
µ2(ξ)f(0)
+ δτ (e
−στ ξ)
k−2∑
l=1
γl(ξ)
l!
+
k−1∑
j=1
d
(k)
l,n ξ
j
 τ l∂ltf(0) + δτ (e−στ ξ)R˜k(ξ)
 ,
(2.17)
where K is given by (2.9) and
µ1(e
−στξ) = δ(e−στξ)
 e−στξ
1− e−στ ξ +
k−1∑
j=1
a
(k)
j e
−σjτ ξj
 ,
µ2(ξ) = δ(ξ)
 ξ
1− ξ +
k−1∑
j=1
b
(k)
j ξ
j
 .
(2.18)
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According to Cauchy’s integral formula, and the change of variables ξ = e−zτ , and
Cauchy’s theorem of complex analysis, we have
Wn =
1
2pii
∫
|ξ|=̺κ
ξ−n−1W˜ (ξ)dξ =
1
2pii
∫
Γτ
etnzτW˜ (e−zτ )dz
=
1
2pii
∫
Γτ
θ,κ
etnzτW˜ (e−zτ )dz
(2.19)
with the Bromwich contours [26]
Γτ = {z = κ+ 1 + iy : y ∈ R and |y| ≤ pi/τ}.
The proof is completed.
3. Convergence analysis. In this section, based on the idea of [17], we provided
the detailed convergence analysis of the correction BDFk for (1.1) with Le´vy flight.
3.1. A few technical Lemmas. We first introduce a few technical lemmas.
Lemma 3.1. Let δ(ξ) is given by (2.2) for 1 ≤ k ≤ 6. Then
δ(e−y) = y − 1
k + 1
yk+1 +O(yk+2).
Proof. According to (2.2) and the Taylor series expansion e−y =
∑∞
n=0
(−y)n
n! =∑k+1
n=0
(−y)n
n! +O(yk+2), we have
δ(e−y) = 1− e−y = y − 1
2
y2 +O(y3), k = 1;
δ(e−y) =
3
2
(
1− 4
3
e−y +
1
3
e−(2y)
)
= y − 1
3
y3 +O(y4), k = 2;
δ(e−y) =
11
6
(
1− 18
11
e−y +
9
11
e−2y − 2
11
e−3y
)
= y − 1
4
y4 +O(y5), k = 3;
δ(e−y) =
25
12
(
1− 48
25
e−y +
36
25
e−2y − 16
25
e−3y +
3
25
e−4y
)
= y − 1
5
y5 +O(y6), k = 4;
δ(e−y) =
137
60
(
1− 300
137
e−y +
300
137
e−2y − 200
137
e−3y +
75
137
e−4y − 12
137
e−5y
)
= y − 1
6
y6 +O(y7), k = 5;
δ(e−y) =
147
60
(
1− 360
147
e−y +
450
147
e−2y − 400
147
e−3y +
225
147
e−4y − 72
147
e−5y +
10
147
e−6y
)
= y − 1
7
y7 +O(y8), k = 6.
The proof is completed.
Lemma 3.2. Let δτ (ξ) be given by (2.2) for 1 ≤ k ≤ 6. Then there exist the
positive constants c1, c2 and c such that
c1|z| ≤ |δτ (e−zτ )| ≤ c2|z| and |δγτ (e−zτ )− zγ | ≤ cτk|z|k+γ ∀z ∈ Γτθ,κ.
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Proof. From Lemma 3.1, we have c1|z| ≤ |δτ (e−zτ )| ≤ c2|z|. On the other hand,
according to (39) of [17] and Lemma 3.1, we have
|δγτ (e−zτ )− zγ | = γ
∣∣∣∣∣
∫ δτ (e−zτ )
z
ζγ−1dζ
∣∣∣∣∣ ≤ maxζ |ζ|γ−1 ∣∣δτ (e−zτ )− z∣∣ ≤ cτk|z|k+γ .
The proof is completed.
Lemma 3.3. Let δτ and K be given by (2.2) and (2.9), respectively. Then there
exist a positive constants c such that∥∥∥K(δτ (e−(σ+z)τ ))−K(σ + z)∥∥∥ ≤ cτk|σ + z|k−1−γ ≤ cτk|z|k−1−γ ,
where κ in (2.10) is large enough compared with σ.
Proof. Using the triangle inequality and (2.11), we have∥∥∥K(δτ (e−(σ+z)τ )) −K(σ + z)∥∥∥
=
∥∥∥(δτ (e−(σ+z)τ ))−1(δγτ (e−(σ+z)τ ) +A)−1 − (σ + z)−1 ((σ + z)γ +A)−1∥∥∥
≤
∣∣∣((δτ (e−(σ+z)τ ))−1 − (σ + z)−1)∣∣∣ ∥∥∥(δγτ (e−(σ+z)τ ) +A)−1∥∥∥
+
∣∣(σ + z)−1∣∣ ∥∥∥∥(δγτ (e−(σ+z)τ ) +A)−1 − ((σ + z)γ +A)−1∥∥∥∥
≤cτk|σ + z|k−1−γ .
Here we use [17] ∥∥∥(δγτ (e−(σ+z)τ ) +A)−1 ∥∥∥ ≤ c|σ + z|−γ
and (
δγτ (e
−(σ+z)τ ) +A
)−1
− ((σ + z)γ +A)−1
=
(
(σ + z)γ − δγτ (e−(σ+z)τ )
)(
δγτ (e
−(σ+z)τ ) +A
)−1
((σ + z)γ +A)−1 .
The proof is completed.
Lemma 3.4. Let δτ be given by (2.2) with 1 ≤ k ≤ 6 and µ1(ξ), µ2(ξ), γl(ξ) be
given by (2.13). Let a
(k)
j , b
(k)
j and d
(k)
l,j be given in Table 2.1 and Table 2.2. Then∣∣∣δτ (e−(σ+z)τ )− (σ + z)∣∣∣ ≤ cτk |σ + z|k+1 ≤ cτk |z|k+1 ,∣∣∣µ1(e−(σ+z)τ )− 1∣∣∣ ≤ cτk |σ + z|k ≤ cτk |z|k , ∣∣µ2(e−zτ )− 1∣∣ ≤ cτk |z|k ,∣∣∣∣∣∣
γl(e−zτ )
l!
+
k−1∑
j=1
d
(k)
l,j e
−zjτ
 τ l+1 − 1
zl+1
∣∣∣∣∣∣ ≤ cτk |σ + z|k−l−1 ≤ cτk |z|k−l−1 ,
where κ in (2.10) is large enough compared with σ.
Proof. From Lemma 3.1, infer that∣∣∣δτ (e−(σ+z)τ )− (σ + z)∣∣∣ ≤ cτk |σ + z|k+1 ≤ cτk |z|k+1 .
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The others inequality similar arguments can be performed as in [17], we omit it here.
Lemma 3.5. Let δτ (ξ) be given by (2.2) with 1 ≤ k ≤ 6. Then∣∣∣∣δτ (e−(σ+z)τ )δτ (e−zτ ) − σ + zz
∣∣∣∣ ≤ cτk (|σ + z|k+1 |z|−1 + |σ + z| |z|k−1) ≤ cτk |z|k ,
where κ in (2.10) is large enough compared with σ.
Proof. According to Lemma 3.2 and 3.4, we have∣∣∣∣δτ (e−(σ+z)τ )δτ (e−zτ ) − σ + zz
∣∣∣∣ = ∣∣∣∣zδτ (e−(σ+z)τ )− z(σ + z) + (σ + z)z − (σ + z)δτ (e−zτ )zδτ(e−zτ )
∣∣∣∣
≤
∣∣∣∣δτ (e−(σ+z)τ )− (σ + z)δτ (e−zτ )
∣∣∣∣ + ∣∣∣∣(σ + z) (z − δτ (e−zτ ))zδτ(e−zτ )
∣∣∣∣
≤ cτ
k |σ + z|k+1
|δτ (e−zτ )| +
cτk |σ + z| |z|k
|δτ (e−zτ )| ≤
cτk |σ + z|k+1 + cτk |σ + z| |z|k
c1 |z|
≤ cτk
(
|σ + z|k+1 |z|−1 + |σ + z| |z|k−1
)
≤ cτk |z|k .
The proof is completed.
Lemma 3.6. Let γl(ξ) be given by (2.13). Then∣∣∣∣γl(e−zτ )l! τ l+1 − 1zl+1
∣∣∣∣ ≤ cτ l+1 l = 1, 2, . . . , 5, z ∈ Γτθ,κ.
Proof. From (2.13), we have
γ1(e
−zτ ) =
e−zτ
(1− e−zτ )2 , γ2(e
−zτ ) =
e−zτ + e−2zτ
(1− e−zτ )3 ,
γ3(e
−zτ ) =
e−zτ + 4e−2zτ + e−3zτ
(1− e−zτ )4 ,
γ4(e
−zτ ) =
e−zτ + 11e−2zτ + 11e−3zτ + e−4zτ
(1− e−zτ )5 ,
γ5(e
−zτ ) =
e−zτ + 26e−2zτ + 66e−3zτ + 26e−4zτ + e−5zτ
(1− e−zτ )6 .
Using the Taylor series expansion, we have
(3.1)
∣∣∣(1− e−zτ )l+1τ−(l+1)zl+1∣∣∣ ≥ c|z|2l+2.
For simplicity, we denote γl(e
−zτ ) = ψl(e
−zτ )
ρl(e−zτ )
with ρl(e
−zτ ) = (1− e−zτ )l+1, it yields∣∣∣(ψl(e−zτ )) zl+1 − l!ρl(e−zτ )τ−(l+1)∣∣∣
=
∣∣∣∣∣τ l+2z2l+3
∞∑
n=0
(∑l
j=1 pl,j(−jzτ)n
(n+ l + 1)!
− l!
∑l+1
j=1 cl,j(−jzτ)n
(n+ 2l+ 2)!
)∣∣∣∣∣
≤cτ l+2|z|2l+3 ≤ cτ l+1|z|2l+2 if l = 2, 4,
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and ∣∣∣(ψl(e−zτ )) zl+1 − l!ρl(e−zτ )τ−(l+1)∣∣∣
=
∣∣∣∣∣τ l+1z2l+2
∞∑
n=0
(∑l
j=1 pl,j(−jzτ)n
(n+ l + 1)!
− l!
∑l+1
j=1 cl,j(−jzτ)n
(n+ 2l+ 2)!
)∣∣∣∣∣
≤cτ l+1|z|2l+2 if l = 1, 3, 5.
Here the coefficients pl,j and cl,j are, respectively, given in Table 3.1 and Table 3.2.
Table 3.1: The coefficients pl,j.
pl,1 pl,2 pl,3 pl,4 pl,5
l = 1 1
l = 2 1 16
l = 3 1 64 8
l = 4 1 704 8019 4096
l = 5 1 1664 48114 106496 15625
Table 3.2: The coefficients cl,j .
cl,1 cl,2 cl,3 cl,4 cl,5 cl,6
l = 1 -2 16
l = 2 3 -384 2187
l = 3 -4 1536 -26244 65536
l = 4 5 -20480 1771470 -209715201 48828125
l = 5 -6 61440 -10628820 251658240 -1464843750 2176782336
The proof is completed.
3.2. Error analysis. We now given the error analysis of correction BDFk (2.4)
for (1.1).
Lemma 3.7. Let G(t) and Gn be the solutions of (1.1) and (2.4), respectively. If
G0 = 0 and f(t) =
tk−1
(k−1)!g with g = ∂
k−1
t f(0), then
‖Gn −G(tn)‖ ≤ cτk
∫ tn
0
(tn − s)γ−1‖g‖ds.
Proof. From (2.8) and (2.12), we have
G(tn) =
1
2pii
∫
Γθ,κ
eztn((σ + z)γ +A)−1
1
zk
gdz
and
Gn =
1
2pii
∫
Γτ
θ,κ
eztn(δγτ (e
−(σ+z)τ ) + A)−1
γk−1(e
−zτ )
(k − 1)! τ
kgdz.
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Then
G(tn)−Gn = I + II.
Here
I =
1
2pii
∫
Γτ
θ,κ
eztn
(
((σ + z)γ +A)−1
1
zk
− (δγτ (e−(σ+z)τ ) +A)−1
γk−1(e
−zτ )
(k − 1)! τ
k
)
gdz
and
II =
1
2pii
∫
Γθ,κ\Γτθ,κ
eztn((σ + z)γ +A)−1z−kgdz
with
Γθ,κ\Γτθ,κ =
{
z ∈ C : z = re±iθ , pi
τ sin(θ)
≤ r <∞
}
.
Using Lemma 3.6, it yields
‖I‖ ≤ cτk‖g‖
(∫ pi
τ sin θ
κ
ertn cos θr−γdr +
∫ θ
−θ
eκtn cosψκ1−γdψ
)
= cτk‖g‖
(
tγ−1n
∫ tnpi
τ sin θ
tnκ
es cos θs−γdr + κ1−γ
∫ θ
−θ
eκtn cosψdψ
)
≤ cτk‖g‖
(
tγ−1n + κ
1−γ
∫ θ
−θ
eκTdψ
)
≤ cτk‖g‖ (tγ−1n + κ1−γeκT )
≤ cτk‖g‖ (tγ−1n + (κT )1−γeκT tγ−1n ) ≤ cτktγ−1n ‖g‖
and
‖II‖ ≤ c‖g‖
∫ ∞
pi
τ sin θ
ertn cos θr−k−γdr
≤ cτk‖g‖
∫ ∞
pi
τ sin θ
ertn cos θr−γdr ≤ cτktγ−1n ‖g‖.
According to the triangle inequality, the desired result are obtained.
Lemma 3.8. Let G(t) and Gn be the solutions of (1.1) and (2.4), respectively. If
G0 = 0 and f(t) =
tk−1
(k−1)! ∗ g(t), then
‖Gn −G(tn)‖ ≤ cτk
∫ tn
0
(tn − s)γ−1‖g(s)‖ds.
Proof. From (2.8), we have
G(tn) =
1
2pii
∫
Γθ,κ
eztn((σ + z)γ +A)−1f̂(z)dz
=
(
1
2pii
∫
Γθ,κ
ezt((σ + z)γ +A)−1dz ∗ f
)
(tn)
= (E ∗ f)(tn) =
(
E ∗
(
tk−1
(k − 1)! ∗ g(t)
))
(tn) =
((
E ∗ t
k−1
(k − 1)!
)
∗ g(t)
)
(tn)
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with E (t) = 12πi
∫
Γθ,κ
ezt((σ + z)γ +A)−1dz.
Using the generating function f˜(ξ) =
∑∞
n=0 f(tn)ξ
n and
G˜(ξ) =
(
δγτ
(
e−στ ξ
)
+A
)−1
f˜(ξ) := E˜ (δτ (ξ))f˜(ξ)
in (2.17), we obtain
Gn =
n∑
j=0
E
n
τ f(tj) with E˜ (δτ (ξ)) =
∞∑
n=0
E
n
τ ξ
n.
From Cauchy’s integral formula and taking the change of variables ξ = e−zτ , we
have following integral representation
E
n
τ =
τ
2pii
∫
Γτ
θ,κ
eznτ
(
δγτ
(
e−(σ+z)τ
)
+A
)−1
dz.
Using Lemma 3.2, it means that
(3.2) ‖E nτ ‖ ≤ cτ
(∫ pi
τ sin(θ)
κ
ertn cos(θ)r−γdr +
∫ θ
−θ
eκtn cos(ψ)κ−γκdψ
)
≤ cτtγ−1n .
Let Eτ (t) =
∑∞
n=0 E
n
τ δtn(t) with δtn the Dirac delta function at tn. Then
(Eτ (t) ∗ f(t))(tn) =
 ∞∑
j=0
E
j
τ δtj (t) ∗ f(t)
 (tn) = n∑
j=0
E
j
τ f(tn − tj)
=
n∑
j=0
E
n−j
τ f(tj) = G
n.
Moreover, we have
˜(Eτ ∗ tk−1)(ξ) =
∞∑
n=0
n∑
j=0
E
n−j
τ t
k−1
j ξ
n =
∞∑
j=0
∞∑
n=j
E
n−j
τ t
k−1
j ξ
n
=
∞∑
j=0
∞∑
n=0
E
n
τ t
k−1
j ξ
n+j =
∞∑
n=0
E
n
τ ξ
n
∞∑
j=0
tk−1j ξ
j
= E˜ (δτ (ξ))τ
k−1
∞∑
j=0
jk−1ξj = E˜ (δτ (ξ))τ
k−1γk−1(ξ).
From Lemma 3.7, we have the following estimate∥∥∥∥((Eτ − E ) ∗ tk−1(k − 1)!
)
(tn)
∥∥∥∥ ≤ cτktγ−1n .
Next, we prove the following inequality (3.3) for t > 0
(3.3)
∥∥∥∥((Eτ − E ) ∗ tk−1(k − 1)!
)
(t)
∥∥∥∥ ≤ cτktγ−1, ∀t ∈ (tn−1, tn).
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Using the Taylor series expansion of E (t) at t = tn, we get(
E ∗ t
k−1
(k − 1)!
)
(t)
=
(
E ∗ t
k−1
(k − 1)!
)
(tn) + (t− tn)
(
E ∗ t
k−2
(k − 2)!
)
(tn) + · · ·+ (t− tn)
k−2
(k − 2)! (E ∗ t) (tn)
+
(t− tn)k−1
(k − 1)! (E ∗ 1) (tn) +
1
(k − 1)!
∫ t
tn
(t− s)k−1E (s)ds.
This above expansion also holds for
(
Eτ ∗ tk−1(k−1)!
)
(t). Then we have∥∥∥∥((Eτ − E ) ∗ tll!
)
(tn)
∥∥∥∥ ≤ cτ l+1tγ−1n .
Using (2.11), we have
‖E (t)‖ ≤ c
(∫ ∞
κ
ert cos θr−γdr +
∫ θ
−θ
eκt cosψκ1−γdψ
)
≤ ctγ−1
and ∥∥∥∥∫ t
tn
(t− s)k−1E (s)ds
∥∥∥∥ ≤ c ∫ tn
t
(s− t)k−1sγ−1ds ≤ cτktγ−1.
Similarly, from (3.2), we deduce∥∥∥∥∫ t
tn
(t− s)k−1Eτ (s)ds
∥∥∥∥ ≤ cτk−1‖E nτ ‖ ≤ cτktγ−1n .
Then we can obtain (3.3) by tγ−1n ≤ tγ−1 for t ∈ (tn−1, tn) and γ ∈ (0, 1). The proof
is completed.
Theorem 3.9. Let f ∈ Ck−1([0, T ];L2(Ω)) and ∫ t
0
(t− s)γ−1||∂lsf(s)||L2(Ω)ds <
∞. Let G(tn) and Gn be the solutions of (1.1) and (2.4) at the point tn, respectively.
Let εn = Gn −G(tn) with ε0 = 0. Then
||εn|| = ||Gn −G(tn)|| ≤ cτk
(
tγ−kn
∥∥AG0∥∥+ tγ−kn ‖f(0)‖+ k−1∑
l=1
tγ+l−kn
∥∥∂ltf(0)∥∥
+
∫ tn
0
(tn − s)γ−1‖∂ks f(s)‖ds
)
.
Proof. Using
Gn −G(tn) =Wn + e−σnτG(0)− (W (tn) + e−σtnG(0)) =Wn −W (tn)
and subtracting (2.8) from (2.12), we have
(3.4) Gn −G(tn) = I1 + I2 +
k−2∑
l=1
Il,3 + I4 − I5.
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Here
I1 =
1
2pii
∫
Γτ
θ,κ
−etnz
[
K
(
δτ (e
−(σ+z)τ )
)
µ1(e
−(σ+z)τ )−K(σ + z)
]
AG0dz;
I2 =
1
2pii
∫
Γτ
θ,κ
etnz
[
K
(
δτ (e
−(σ+z)τ )
) δτ (e−(σ+z)τ )
δτ (e−zτ )
µ2(e
−zτ )−K(σ + z)σ + z
z
]
f(0)dz;
Il,3 =
1
2pii
∫
Γτ
θ,κ
etnz
[
K
(
δτ (e
−(σ+z)τ )
)
δτ (e
−(σ+z)τ )
k−2∑
l=1
(
γl(e
−zτ )
l!
+
k−1∑
j=1
d
(k)
l,ne
−zjτ
τ l+1 −K(σ + z)σ + z
zl+1
 ∂ltf(0)dz;
I4 =
1
2pii
∫
Γτ
θ,κ
etnzK
(
δτ (e
−(σ+z)τ )
)
δτ (e
−(σ+z)τ )τR˜k(e
−zτ )dz
− 1
2pii
∫
Γθ,κ
eztnK(σ + z)(σ + z)R̂kdz;
I5 =
1
2pii
∫
Γθ,κ\Γτθ,κ
eztnK(σ + z)
(
−AG(0) + σ + z
z
f(0) + (σ + z)
k−2∑
l=1
1
zl+1
∂ltf(0)
)
dz.
According to Lemma 3.4 and Lemma 3.3, we estimate the first term I1 as following
‖I1‖ =
∥∥∥∥∥ 12pii
∫
Γτ
θ,κ
−etnz
[
K
(
δτ (e
−(σ+z)τ )
)
µ1(e
−(σ+z)τ )−K(σ + z)
]
AG0dz
∥∥∥∥∥
≤cτk
∥∥AG0∥∥ ∫ piτ sin θ
κ
etnr cos θrk−1−γdr + cτk
∥∥AG0∥∥ ∫ θ
−θ
etnκ cosψκk−γdψ
≤cτk
∥∥AG0∥∥ tγ−kn ∫ pitnτ sin θ
κtn
es cos θds+ cτk
∥∥AG0∥∥κk−γ ∫ θ
−θ
eTκdψ
≤cτk
∥∥AG0∥∥ (tγ−kn + κk−γeTκ) ≤ cτk ∥∥AG0∥∥ (tγ−kn + (Tκ)k−γeTκtγ−kn )
≤cτk ∥∥AG0∥∥ tγ−kn .
From Lemma 3.4, Lemma 3.5 and Lemma 3.3, we estimate the second term I2 as
following in a similar way to I1, i.e.,
‖I2‖ ≤ cτk ‖f(0)‖ tγ−kn .
By Lemma 3.4 and Lemma 3.3, we estimate the third term Il,3
‖Il,3‖ ≤cτk
∥∥∂ltf(0)∥∥
(∫ pi
τ sin θ
κ
etnr cos θrk−l−1−γdr +
∫ θ
−θ
etnκ cosψκk−l−γdψ
)
≤cτk
∥∥∂ltf(0)∥∥ tγ+l−kn , l = 1, 2, . . . , k − 2.
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Direct calculation I5 as following
‖I5‖ ≤c
∫
Γθ,κ\Γθ,κ
∣∣eztn ∣∣ |σ + z|−1−γ ‖AG(0)‖|dz|
+ c
∫
Γθ,κ\Γθ,κ
∣∣eztn ∣∣ |σ + z|−1−γ ∣∣∣∣σ + zz
∣∣∣∣ ‖f(0)‖|dz|
+ c
∫
Γθ,κ\Γθ,κ
∣∣eztn ∣∣ |σ + z|−1−γ |σ + z| k−2∑
l=1
1
|z|l+1
∥∥∂ltf(0)∥∥|dz|
≤c ‖AG(0)‖
∫ ∞
pi
τ sin θ
etnr cos θr−1−γdr + c ‖f(0)‖
∫ ∞
pi
τ sin θ
etnr cos θr−1−γdr
+ c
k−2∑
l=1
∥∥∂ltf(0)∥∥∫ ∞
pi
τ sin θ
etnr cos θ
1
rl+1+γ
dr
≤cτk
(
tγ−kn ‖AG(0)‖ + tγ−kn ‖f(0)‖+
k−2∑
l=1
tγ+l−kn
∥∥∂ltf(0)∥∥
)
for the last inequation, we use∫ ∞
pi
τ sin θ
etnr cos θr−1−γdr ≤cτk
∫ ∞
pi
τ sin θ
etnr cos θrk−1−γdr
=cτktγ−kn
∫ ∞
tnpi
τ sin θ
es cos θsk−1−γds ≤ cτktγ−kn ,
for the above inequality, we using 1 ≤ ( sin θπ )k τkrk, since r ≥ πτ sin θ .
Next we estimate I4, from (2.6)Rk =
tk−1
(k−1)!∂
k−1
t f(0)+
tk−1
(k−1)! ∗∂kt f(t) = R1k+R2k,
so I4 = I
1
4 + I
2
4 , we have
I14 =
1
2pii
∫
Γτ
θ,κ
etnzK
(
δτ (e
−(σ+z)τ )
)
δτ (e
−(σ+z)τ )τR˜1k(e
−zτ )dz
− 1
2pii
∫
Γθ,κ
eztnK(σ + z)(σ + z)R̂1kdz
=
1
2pii
∫
Γτ
θ,κ
etnz
(
δτ (e
−(σ+z)τ ) +A
)−1 γk−1(e−zτ )
(k − 1)! τ
k∂k−1t f(0)dz
− 1
2pii
∫
Γτ
θ,κ
eztn ((σ + z)γ +A)
−1 ∂
k−1
t f(0)
zk
dz
− 1
2pii
∫
Γθ,κ\Γτθ,κ
eztn ((σ + z)γ +A)
−1 ∂
k−1
t f(0)
zk
dz.
From Lemma 3.7, it yields ∥∥I14∥∥ ≤ cτktγ−1n ∥∥∂k−1t f(0)∥∥ .
Similarly, using Lemma 3.8 with g(t) = ∂kt f(t), we get∥∥I24∥∥ ≤ cτk ∫ tn
0
(tn − s)γ−1‖∂ks f(s)‖ds.
The proof is completed.
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4. Numerical results. We now numerically verify the above theoretical results
including convergence orders of correction BDFk scheme (2.4) for (1.1) in one spatial
dimension. In space direction, it is discretized with the spectral collocation method
with the Chebyshev-Gauss-Lobatto points [28] in the interval Ω = (−1, 1). Since the
convergence rate of the spatial discretization is well understood, we focus on the time
direction convergence order. Let us consider the following three examples:
(a) G0 =
√
1− x2 and f(x, t) = 0.
(b) G0 = 0 and f(x, t) = (t+ 1)
5
(
1 + χ(0,1)(x)
)
.
(c) G0 =
√
1− x2 and f(x, t) = cos(t) (1 + χ(0,1)(x)).
Since the analytic solutions is unknown, the order of the convergence of the nu-
merical results are computed by the following formula
Convergence Rate =
ln
(||GN/2 −GN ||∞/||GN −G2N ||∞)
ln 2
.
Table 4.1: The maximum errors and convergent order of correction BDFk scheme
(2.4) for example (a) with σ = 0.5 and T = 1.
(α, γ)
k
N
40 80 160 320 Rate
2 8.7495e-06 2.1453e-06 5.3116e-07 1.3215e-07 ≈2.0163
3 5.0931e-07 6.0766e-08 7.4234e-09 9.1742e-10 ≈3.0389
(1.7,0.3) 4 4.2355e-08 2.4277e-09 1.4544e-10 8.9015e-12 ≈4.0721
5 6.9984e-09 1.2741e-10 3.7184e-12 1.1269e-13 ≈5.3075
6 7.8500e-07 4.8068e-09 1.5732e-13 2.7200e-15 ≥6.0000
2 2.7568e-05 6.8210e-06 1.6966e-06 4.2309e-07 ≈2.0086
3 1.0888e-06 1.3273e-07 1.6383e-08 2.0350e-09 ≈3.0212
(1.3, 0.7) 4 6.4696e-08 3.8130e-09 2.3168e-10 1.4275e-11 ≈4.0486
5 6.0435e-09 1.6306e-10 4.8147e-12 1.2657e-13 ≈5.1811
6 2.9492e-05 3.3112e-08 2.3309e-13 5.1903e-14 ≥6.0000
Tables 4.4 and 4.5 show that the stand BDFk scheme in (2.3) just achieves the
first-order convergence and the corrected BDFk scheme in (2.4) preserves the high-
order convergence rate with the nonsmooth data.
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