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“This—” He indicated his sword again, seeing Bellis begin to understand. “—is
a sword of possible strikes. A Possible Sword. It’s a conductor for a very rare kind
of energy. It’s a node in a circuit, a possibility machine. This—” He patted the little
pack strapped to his waist. “—is the power: a clockwork engine. These,” the wires
stitched into his armor, “draw the power up. And the sword completes the circuit.
When I grip it, the engine’s whole.
If the clockwork is running, my arm and the sword mine possibilities. For every
factual attack there are a thousand possibilities, nigh-sword ghosts, and all of them
strike down together.”
Doul sheathed the blade and stared up into the trees’ pitch-black canopy.
“Some of the most likely are very nearly real. Some are fainter than mirages,
and their power to cut...is faint. There are countless nigh-blades, of all probabilities,
all striking together.”
China Miéville, The Scar.
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Abstract
In this thesis, we introduce new models of quantum computation to study the potential and
limitations of quantum computer algorithms. Our models are based on algebraic extensions of
the qubit Clifford gates (CNOT, Hadamard and pi/4-phase gates) and Gottesman’s stabilizer
formalism of quantum codes. We give two main kinds of technical contributions with applica-
tions in quantum algorithm design, classical simulations and for the description of generalized
stabilizer states and codes.
Our first main contribution is a formalism of restricted quantum operations, which we name
the normalizer circuit formalism, wherein the allowed gates are quantum Fourier transforms
(QFTs), automorphism gates and quadratic phase gates associated to a set G, which is either an
abelian group or an abelian hypergroup. These gates extend the qubit Clifford gates, which only
have non-universal quantum computational power and can be efficiently simulated classically, to
comprise additional powerful gates such as QFTs, which are central in Shor’s celebrated factoring
algorithm. Using our formalism, we show that normalizer circuit models with different choices
of G encompass famous quantum algorithms, including Shor’s and those that solve abelian
Hidden Subgroup Problems (HSP). Exploiting self-developed classical-simulation techniques,
we further characterize under which scenarios normalizer circuits succeed or fail to provide
a quantum speed-up. In particular, we derive several no-go results for finding new quantum
algorithms with the standard abelian Fourier sampling techniques. We also devise new quantum
algorithms (with exponential speedups) for finding hidden commutative hyperstructures. These
results offer new insights into the source of the quantum speed-up of the quantum algorithms
for abelian and normal HSPs.
Our second main contribution is a framework for describing quantum many-body states,
quantum codes and for the classical simulation of quantum circuits. Our framework comprises
algebraic extensions of Gottesman’s Pauli Stabilizer Formalism (PSF) [1], in which quantum
states/codes are written as joint eigenspaces of stabilizer groups of commuting Pauli operators.
We use our framework to obtain various generalizations of the seminal Gottesman-Knill the-
orem [2, 3], which asserts the classical simulability of Clifford operations. Specifically, we use
group and hypergroup theoretic methods to manipulate novel types of stabilizer groups and
hypergroups, from infinite continuous ones, to others that contain non-monomial non-unitary
stabilizers and mimic reactions of physical particles. While the PSF is only valid for qubit and
(low dimensional) qudit systems, our formalism can be applied both to discrete and continuous-
variable systems, hybrid settings, and anyonic systems. These results enlarge the known families
of quantum states/codes that can be efficiently described with classical methods.
This thesis also establishes the existence of a precise connection between the quantum al-
gorithm of Shor and the stabilizer formalism, revealing a common mathematical structure in
several quantum speed-ups and error-correcting codes. This connection permits a beautiful
transfer of ideas between the fields of quantum algorithms and codes, which lies at the roots of
our methods and results.
v

Zusammenfassung
In dieser Doktorarbeit führen wir neue quantum-computing-Modelle ein, um das Potential und
die Einschränkungen von Quantenalgorithmen zu untersuchen. Unsere Modelle basieren auf
algebraischen Erweiterungen der Clifford-Gatter für Qubits (CNOT-, Hadamard-, und pi/4-
Phasen-Gatter) und auf Gottesmans Stabilisator-Formalismus für Quantencodes. Wir legen hier
zwei Arten von zentralen technischen Beiträgen und Ergebnissen vor und zeigen deren Anwen-
dung für das Design von Quantenalgorithmen, die klassische Simulation von Quantensystemen
und die Beschreibung verallgemeinerter Stabilisator-Zustände und -Codes auf.
Unser erstes Hauptergebnis ist ein Formalismus zur Beschreibung eingeschränkter Quanten-
operationen, den wir als Normalisator Schaltkreis-Formalismus (normalizer circuit formalism)
bezeichnen. Darin sind die folgenden Quantengatter erlaubt: die Quanten-Fouriertransformati-
onen (QFTs), Automorphismen-Gatter und quadratische Phasengatter, die alle zu einer Menge
G assoziiert sind, die entweder eine abelsche Gruppe oder eine abelsche Hypergruppe darstellt.
Diese Gatter erweitern die Qubit-Clifford-Gatter, die kein universelles Quantencomputing er-
lauben und (mit einem klassischen Computer) effizient simuliert werden können, um mächtige
zusätzliche Gatter wie z.B. die QFTs, die in Shors gefeiertem Algorithmus eine zentrale Rol-
le spielen. Mit unserem Formalismus zeigen wir, dass das Normalisator-Schaltkreis-Modell mit
geeigneter Wahl von G wichtige Quantenalgorithmen, wie den Shor-Algorithmus und die Algo-
rithmen zur Lösung abelscher Hidden-Subgroup-Probleme (HSP) umfasst. Weiterhin charakteri-
sieren wir unter Verwendung selbstentwickelter klassischer Simulationstechniken die Szenarien,
unter denen mit Normalisator-Schaltkreise eine Quantenbeschleunigung erreicht werden kann
bzw. wann das nicht möglich ist. Insbesondere beweisen wir eine Reihe von No-go-Resultaten be-
züglich der Möglichkeit, mit herkömmlichen abelschen Fourier-Sampling-Techniken neue Quan-
tenalgorithmen (mit Quantenbeschleunigung) zu finden. Außerdem konstruieren wir neue Quan-
tenalgorithmen zum Auffinden verborgener kommutativer Hyperstrukturen. Diese Ergebnisse
ermöglichen neue Einsichten in die Ursache der exponentiellen Quantenbeschleunigung, die die
Quantenalgorithmen zur Lösung des abelschen und normalen HSPs bieten.
Unser zweites Hauptergebnis ist ein Rahmen zur Beschreibung von Vielteilchen-Quanten-
zuständen und Quantencodes und zur klassischen Simulation von Quanten-Schaltkreise. Unser
Rahmen umfasst algebraische Erweiterungen von Gottesmans Pauli-Stabilisator-Formalismus
(PSF) [1] – in dem Quantenzustände/-codes als gemeinsame Eigenräume von Stabilisator-
gruppen kommutierender Pauli-Operatoren geschrieben werden – und wir benutzen ihn, um
verschiedene Verallgemeinerungen des fruchtbaren Gottesman-Knill Theorems [2, 3], das die
effiziente klassische Simulierbarkeit von Clifford-Operationen beweist, abzuleiten. Genauer ge-
sagt, verwenden wir gruppen- und hypergruppentheoretische Methoden um neue Typen von
Stabilisatorgruppen und -hypergruppen zu behandeln, von unendlich-kontinuierlichen Grup-
pen zu solchen, die nicht-monomiale, nicht-unitäre Stabilisatoren enthalten und die Reaktionen
physikalischer Teilchen nachbilden. Während der PSF nur für Qubit- (und niedrigdimensiona-
le) Qudit-Systeme gültig ist, kann unser Formalismus sowohl auf diskrete wie kontinuierliche
Systeme, auf hybride Fälle und auf anyonische Systeme angewendet werden. Diese Ergebnisse
vii
vergrößern die bekannten Familien von Quantenzuständen/-codes, die mit klassischen Methoden
effizient beschrieben werden können.
Diese Arbeit zeigt außerdem eine präzise Verbindung zwischen Shors Quantenalgorithmus
und dem Stabilisatorformalismus und enthüllt eine mathematische Struktur, die zahlreichen
Algorithmen mit Quantenbeschleunigung und fehlerkorrigierenden Codes gemeinsam ist. Diese
Verbindung ermöglicht einen eleganten Transfer von Ideen zwischen den Quantenalgorithmen
und Quantencodes und stellt die Grundlage unserer Methoden und Resultate dar.
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Chapter 0
Introduction
This chapter summarizes the technical contributions of this thesis, the methodology we use and
points out key connections to prior work. Our aim is to present the main ideas and methods to a
non-expert readership and locate them in their historical background. Some technical material
(including some results, techniques and connections) are not included in our exposition and
delegated to the technical chapters of the thesis. We refer the reader to chapters 1-6 for full
statements of results and extended discussions of their technical significance.
0.1 Motivation
Quantum algorithms: the quest and the challenges
What are the potentials and limitations of quantum computers? Arguably, the most attractive
feature of quantum computers is their ability to efficiently solve problems with no known classical
solution, as demonstrated by Shor’s 1994 groundbreaking discovery of an efficient quantum
algorithm for factoring numbers [4]. To date, although a more than significant number of
quantum algorithms has been discovered1 [6–12, 5], there is still great demand for finding new
ones and applications of them [11, 12]. Consequently, one of the greatest challenges of the
field of quantum computing as per today is to understand for which precise problems quantum
algorithms can be exponentially (or super-polynomially) faster than their classical counterparts.
One lesson gleaned from more than 20 years of quantum algorithm research, is that quantum
computers can exponentially outperform classical ones at solving certain “structured” problems
[13, 14]. Yet, our understanding of what these “structures” are remains limited and, even
today, the search for quantum algorithms with exponential benefits remains more of an art
than a science.
But what makes quantum algorithms with exponential advantages so hard to find? Although
it is nearly impossible to give a mathematical answer to this question, a number of potential
reasons have been pointed out in the literature. On the one hand, from the computer science
perspective, a 2004 list2 due to Shor [15], highlighted several major obstacles:
(i) the lack of an analogue classical theory for deciding which problems can be solved effi-
ciently on a classical computer;
(ii) the modest number of quantum algorithmic techniques discovered so far;
1At the time of writing the “Quantum Algorithm Zoo" website [5] (one the best known online resources of
this field) cites 262 papers on quantum algorithms.
2The list (i-iv) was made in 2004 [15], ten years after the factoring algorithm, but it is remarkably up to date.
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(iii) the constrains to find interesting candidate problems to tackle with quantum computers,
which should, ideally, “neither be in P nor NP-hard3” while most problems of interest in
computer science are in either one of these two classes; and also because
(iv) candidate problems must remain unsolved after 60 years of classical algorithm research.
One the other hand, from the physical side, one needs to add the inherent difficulty of com-
prehending the emergent complexity of quantum systems, which poses a barrier not only to
understand quantum speed-ups, but, more generally, quantum many-body phenomena. The
same complexity that prevents us from simulating complex quantum dynamics on classical
computers [17–19] is a double edge possibility sword, which makes possible (in principle) the
existence of a quantum speed-up, but does not easily let us unravel the physical mechanisms
that sustain them. In fact, the obstacle of complexity might be found (again and again) in other
formidable unsolved problems in many-body physics, such as, e.g., deciding whether topological
order is stable at non-zero temperature [20]; whether realizable self-correcting quantum memo-
ries [21, 22] exist; in identifying the physical ingredients that sustain high Tc superconductivity
[23]; and last but not least, in the principles that guide the complex quantum many-body
quantum dynamical evolution of a quantum computer.
0.2 This thesis in a nutshell
A Holy Grail of quantum computation would be to have a theory of quantum speed-ups4 that
would tell from basic principles which problems can be efficiently solved with a quantum com-
puter. Ideally, such a theory would delineate the physical algorithmic mechanisms behind
quantum speed-ups and be helpful in the design of new quantum algorithms. Although it is
not a priori not clear whether one can even hope for such a theory within the state of the art
of quantum physics and complexity theory (because of the obstacles surveyed above), in this
thesis we make progress towards this ambitious goal by developing a theory for a subclass of
quantum computational speed-ups.
In the rest of this preliminary chapter we outline how the above program will be imple-
mented along the thesis. We begin with a discussion of why classical simulation methods and
restricted gate models are central to our program, motivating the study of our first models of
abelian-group normalizer circuits for gaining insight into quantum Fourier transforms (section
0.2.1). After looking at limitations of our first models, we discuss more powerful ones based
on the notion of black-box groups, which we prove are useful to describe quantum algorithms
and identifying no-go scenarios for finding them (section 0.2.2). Lastly, we describe our last
normalizer-circuit formalism based on abelian hyper-structures, which we exploit to devise new
quantum algorithms and infer insights into the working mechanisms of existing ones (section
0.2.3).
In parallel, we explain how algebraic generalizations of the stabilizer formalism [1] can be
constructed and applied to address the main questions of this thesis.
In section 0.3 we discuss a few connections to previous work.
In section 0.4 we summarize the structure of the remaining chapters of this thesis.
3Strong evidence suggests that quantum computers cannot efficiently solve NP-complete problems [15, 16]. It
is standard in quantum computing nowadays to assume that to be the case; and that P 6= NP, BPP 6= BQP.
We take all these assumptions in this thesis. We remind the reader that P and NP are the classes of problems
that can be solved and verified (respectively) in polynomial time on a deterministic classical computer, while
BPP and BQP consist of problems that can be solved in polynomial time in probabilistic classical computers
and quantum ones.
4Throughout this thesis, “quantum speed-up” will be synonymous of “superpolynomial quantum speed-up”.
We do not investigate quantum algorithms that yield polynomial advantages over classical computers.
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0.2.1 Classical simulations, normalizer circuits and quantum Fourier transforms
A fruitful approach to understand the emergence and the structure of exponential quantum
speed-ups is to study restricted models of quantum computation. Ideally, the latter should
exhibit interesting quantum features and, at the same time, have less power than universal
quantum computers (up to reasonable computational complexity assumptions). To date, several
models studied in the literature seem to have these desirable properties, including Clifford
circuits [1, 2, 24, 3], nearest-neighbor matchgates [25–28], Gaussian operations [29–32], the one-
clean qubit (DQC1) model [33], and commuting circuits [34–37] (a more complete list is given
in section 0.3).
The first result concerning restricted gate models in the history of quantum computation
is the celebrated Gottesman-Knill theorem, which states that any quantum circuit built out of
Clifford gates (Hadamards, CNOTs, pi/2-phase gates) and Pauli measurements can be efficiently
simulated on a classical computer [1, 2, 13]; thus, a quantum computer that works exclusively
with these operations cannot achieve exponential quantum speed-ups.
The Gottesman-Knill theorem illustrates how subtle the frontier between classical and quan-
tum computational power can be. For example, even though Clifford circuits can be simulated
efficiently classically, replacing the pi/2-phase gates by a pi/4-phase gate immediately yields a
quantum universal gate set [38, 39]. Another interesting feature is that, even though the com-
puting power of Clifford circuits is not stronger than classical computation, their behavior is
genuinely quantum: they can be used, for instance, to prepare highly entangled states (such
as cluster states [40–42]), or to perform quantum teleportation [2]. Yet, in spite of the high
degrees of entanglement that may be involved, the evolution of a physical system under Clif-
ford operations can be tracked efficiently using a Heisenberg picture: the stabilizer formalism,
backbone tool and basis of modern quantum error correction [22].
0.2.1.1 Normalizer circuits over abelian groups (setting in chapters 1-4)
The fact that the Gottesman-Knill theorem yields a powerful tool to identify non-trivial families
of quantum circuits that cannot lead to a quantum speed-up, motivates us to adopt it as the
starting point of this thesis. Unfortunately, for our purposes, the theorem presents the major
downside that it can only be applied to study Clifford gate circuits, which have no known
applications in quantum algorithm design5. To overcome this limitation, we dedicate the first
part of this thesis (chapters 1-4) to the study of new restricted models of quantum circuits
that contain more types of quantum gates.
More precisely, in chapters 1-4 we introduce our first models of normalizer circuits, which
have the most interesting feature of containing quantum Fourier transforms (QFT6), quantum
gates that are essential in Shor’s factoring algorithm [4] and are sometimes pointed out to be
root of its exponential quantum speed-up. Specifically, we define a normalizer circuit over an
abelian group G to be a quantum circuit consisting of three types of gates:
— Quantum Fourier transforms over G;
— Gates which compute automorphisms of G;
— Gates which compute quadratic functions on G.
We introduce the above normalizer circuit models in full detail and give examples in chapter
1, and in chapter 2 we develop classical group theoretic and algorithmic tools to investigate
5Note that Clifford circuits do provide a good setting to study which quantum states are universal resources
in quantum computation via state injection [43–46, 45, 47, 48]; yet, this thesis is not concerned with universality
but quantum speed-ups.
6Throughout the thesis, the acronym “QFT” will always stand for “quantum Fourier transform” and not for
“quantum field theory”.
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them. In chapters 3-4 we present classical simulation results for normalizer circuits, which we
summarize next.
0.2.1.2 Chapter 3: finite abelian group G
In chapter 3 we fix G to be a finite abelian group. When G = Zn2 (the group of n-bit strings with
addition modulo 2), normalizer circuits coincide precisely with the standard Clifford circuits.
However, more exotic families of circuits can be obtained by simply modifying the parameter
G. But there is more: for G = Z2n , the associated normalizer circuit contain precisely the
QFTs which are used in Shor’s discrete-logarithm and factoring algorithms [4]; for other choices
of G, normalizer circuits contain highly entangling gates and QFTs associated to arbitrary
abelian groups, which are central subroutines in Kitaev’s ubiquitous quantum phase estimation
algorithm [49] and in quantum algorithms for solving so-called abelian Hidden Subgroup
Problems (HSPs) [4, 50–53, 49, 54–58]: the latter comprise not only Shor’s, but also Deutsch’s
[50], Simon’s [51] quantum algorithms; furthermore, all famous quantum algorithms for breaking
widely used public-key cryptosystems (namely, RSA [59], Diffie-Hellman’s [60] and elliptic curve
cryptopgraphy [61, 62]) belong to this class. Our motivation to investigate this abelian-group
normalizer circuit model in chapter 3 (see also chapter 1) is to gain insight into the question
of “When does the QFT serve as a resource for quantum computation?” and, specifically, of
when does it lead exponential quantum speed-ups?.
This chapter is based on [63] (joint work with Maarten Van den Nest).
Main results and techniques. Our first main result in chapter 3 (cf. theorem 3.7) is a
generalized Gottesman-Knill theorem, which states that normalizer circuits over a group G can
be efficiently simulated in a classical computer if G is given to us in a canonically decomposed
form. Specifically, when G is given as a product of cyclic group factors
G = ZD1 × · · · × ZDm
—-in which case normalizer gates over G act on a Hilbert space
HG = CD1 ⊗ · · · ⊗ CDm , (1)
i.e. HG is a collection of m finite systems of arbitrarily large dimensions D1, D2, . . . , Dm—our
result says that any quantum circuit built of normalizer gates over G can be classically simulated
in time at most polynomial in the number of QFTs and gates present of the circuit, the number
of factors m, and the logarithms logDi of all local dimensions (hence, the simulation is efficient
in the dimension of HG even if Di = 2n is exponentially large). The significance of this result
is that it identifies many non-trivial families of quantum computations that fail to harness the
power of QFTs in order to achieve achieve exponential quantum speed-ups.
Our second main contribution in chapter 3 (cf. theorems 3.2, 3.5, 3.4) is a generalized
stabilizer formalism over finite abelian groups, i.e., for systems of the form (1). For a
given finite abelian group G, our formalism lets us describe rich families of quantum states
and codes within HG, which we name stabilizer states/codes over G, as joint eigenspaces of
stabilizer groups of generalized Pauli operators over G: for groups of the form Zn2 , we recover
the standard definitions of qubit Pauli operator and qubit stabilizer state/code, hence, our
formalism extends Gottesman’s PSF. We show that our formalism can be used to efficiently
track the evolution of abelian-group stabilizer states under arbitrarily-long normalizer circuits
in a Heisenberg picture, by tracking a small-number of stabilizer group generators. Furthermore,
we develop explicit analytic normal forms for the evolved states in terms of subgroup cosets
and quadratic functions. This techniques are key to prove our main simulation result.
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The main technical effort in chapter 3 goes into developing our generalized stabilizer formal-
ism. Prior to our work, classical techniques to simulate Clifford circuits had been developed for
qudit systems of constant dimension d (in our setting, this parameter grows unboundedly); most
works further assumed d to be prime, in which case G is a vector space and exploited standard
field-theoretic algorithms in the simulation (e.g. Gaussian elimination). For our simulations we
develop different techniques that involve representation theory of abelian groups, computational
group theory, and Smith normal forms.
0.2.1.3 Chapter 4: infinite abelian group G
In chapter 4 we introduce new generalized families of normalizer circuits over infinite abelian
groups that act on infinite dimensional systems. Specifically, we define normalizer circuits over
groups of the form7
G = Za × Tb × ZD1 × · · · × ZDc ,
extending our prior setting by allowing new types of group factors, namely, integer lattices Za
of arbitrary rank a, and hypertori Tb of arbitrary dimension b. The motivation for adding Z
is that several number theoretical problems of interest in quantum computation are naturally
connected to problems over the integers (e.g., factoring is related to hidden subgroup over Z);
we further add T because it is connected to Z via the Fourier transform over this group.
This chapter is based on [64] (joint work with Cedric Yen-Yu Lin and Maarten Van den Nest).
Main results and techniques. Our main contributions in this chapter are a generalized stabi-
lizer formalism and a Gottesman-Knill theorem for infinite dimensional systems, which states
that all normalizer circuits over infinite groups as above can be simulated classically in polyno-
mial time. These results extend those of chapter 3 to infinite dimensions.
The simulation techniques in chapter 4 differ strongly from previous work on stabilizer
simulations because they can handle continuous infinite groups G as well as and continuous-
infinite stabilizer groups. The groups under consideration are notoriously difficult to manipulate
because they are neither finite, nor finitely generated, nor countable; they are not vector spaces
and do not have bases; and they are not compact. Remarkably, in this setting, generalized
stabilizer groups can no longer be described with finite sets of generators. Instead, we develop
a novel machinery for handling infinite stabilizer groups based on linear map encodings, normal
forms for quadratic functions and group morphisms. Combining this technology with novel
ε-net techniques, we devise the most powerful classical algorithm to date to sample the support
of infinite dimensional stabilizer states. This leads to our simulation result a la Gottesman-Knill
for infinite dimensional systems.
0.2.1.4 Discussion (chapters 3-4)
We end this subsection discussing potential applications of the techniques developed in chapters
3-4 outside the scope of this thesis.
First, we recall that Gottesman’s original Paul Stabilizer Formalism and the Gottesman-
Knill theorem for qubits and qudits has been used in a variety of settings. The PSF itself is
a central tool in, e.g., measurement-based quantum computation (with qubits [42] and qudits
[65, 66]), quantum error-correction (qubits [1, 2, 43], qudits [3, 67–71]), secret-sharing (qubits
[72], qudits [73, 74]); in the study of topologically-ordered systems (qubits [75], qudits [76–78])
and universal resources for quantum computation via state injection (rebits [47], qubits [48],
7Our construction can be applied to define normalizer circuit models over arbitrary abelian groups, but we
focus on these types for the reasons given in the main text.
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qudits [44]), among others. The standard Gottesman-Knill is often applied in fault-tolerant
quantum computation in order to simulate Pauli/Clifford noise channels [79, 80] and delay
recovery operations [81], which indirectly reduces noise threshold requirements [82–86].
It is plausible that the techniques developed in chapters 3–4 could find applications in
the fields mentioned above. An attractive feature of our work is that it leads to the first
known stabilizer formalism and normalizer gate models for hybrid systems of asymmetric qu-
dits HD1⊗· · ·⊗HDa , harmonic oscillators H⊗bosc and quantum rotors H⊗c+drot , which have Hilbert
spaces labeled by groups of the form ZD1 × . . . × ZDa , Rb and Zc × Td, respectively: qudits
and harmonic oscillators have well-known applications in QIP over discrete and continuous-
variables; the latter, quantum rotors, describe other QIP platforms like, e.g., Josephson tunnel-
ing junctions, which are the basic constituent of all superconducting-qubit designs for building
quantum computers, and electromagnetic modes carrying angular momentum [87, 88]. Our
normalizer gate models for these systems extend the well-known families of qudit Clifford gates
and continuous-variable Gaussian unitaries [29–32] and define “superconducting” analogues the
latter, which might find uses in QEC and QIP8. Our stabilizer formalism yields a framework
for defining and analyzing stabilizer codes and states for all these platforms: in finite dimen-
sions, our techniques are novel in that they can handle qudit dimensions that differ, or are not
prime numbers, or can be large; for infinite dimensional systems labeled by Z and T groups, our
methods could be applied to simulate charge/phase/flux noise or delay recovery operations in
fault-tolerant quantum computing schemes based on “rotating-variable” superconducting codes
(such as, e.g. Kitaev’s 0-pi codes [89, 90]).
0.2.2 The computational power of normalizer circuits over black-box groups
The models of normalizer circuit over abelian groups studied in chapters 3-4 let us identify
scenarios where QFTs fail to achieve achieve exponential quantum speed-ups. In chapter 5 of
this thesis we introduce models of quantum computation based on extended normalizer circuits
that have non-trivial quantum power. We further use these models and classical simulation
techniques in order to characterize the computational power of a large family of quantum algo-
rithms.
Specifically, in chapter 5, we consider black box normalizer circuits that are associated to
finite abelian groups that are black box groups B (as introduced by Babai and Szemerédi in
[91]) and allow G to be of the form.
G =
(
Za × Tb × ZD1 × · · · × ZDc
)
previous setting
× (B)new setting . (2)
Note that the difference between this and earlier settings is that the group B is no longer
assumed to be given in a decomposed form ZD1 × · · · × ZDd , which makes a distinction in
terms of computational complexity: though every finite abelian group is isomorphic to some
decomposed group ZD1 × · · · × ZDd , computing such a decomposition is at least as hard as
factoring, which is polynomial-time reducible to the problem of decomposing multiplicative
groups Z×N of integers modulo N [92]. In chapter 5, abelian groups for which such a direct
product product decomposition is a priori unknown are modeled as black-box group for which it
is only known how elements can be efficiently represented (as bit-strings) and multiplied/added.
This chapter is based on [93] (joint work with Cedric Yen-Yu Lin and Maarten Van den Nest).
8Normalizer gates over groups of the form Zad and Rb, respectively, yield the standard qudit Clifford gates and
Gaussian unitaries (see chapter 1, section 4.1 and appendix E). Within our formalism, we obtain more general
models gates by either looking at systems whose Hilbert spaces HG are labeled by different groups and/or by
combining registers HG1 ⊗HG2 into a larger “hybrid” system.
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Main results and techniques. In contrast to our classical simulation result for decomposed
abelian groups, we find that allowing black-box groups in our setting dramatically changes
the computational power of normalizer circuits. In particular, we show that many of the most
famous quantum algorithms are particular instances of normalizer circuits over black-box groups
(2), thereby proving that normalizer circuits over black box groups can offer exponential quantum
speed-ups and break widely used public-key cryptographic systems. Namely, in our generalized
formalism, the following algorithms are examples of black-box normalizer circuits over a group
G of form (2)—or have equivalent normalizer circuit versions:
• Shor’s algorithm for computing discrete logarithms [4]: G = Zp−1 × Z×p ;
• Shor’s factoring algorithm [4]: G = Z× Z×N ;
• The generalized Shor’s algorithm for finding discrete-logarithms over an elliptic curve E
[94–96]: G = Z2 × E;
• Simon’s algorithm [51] and other oracular abelian hidden subgroup problem algorithms
[49, 52], are normalizer circuits over groups of the form G×B, where G and B are a group
and a black-box group determined by the input of the HSP;
• Cheung-Mosca’s algorithm for decomposing black-box finite abelian groups [97, 98] is a
combination of several types of black-box normalizer circuits.
The above results establish a precise connection between Clifford circuits and Shor-like quantum
algorithms and, furthermore, imply that black-box normalizer circuits are powerful enough
to break important cryptosystems such as RSA [59], Diffie-Hellman’s [60] and elliptic curve
cryptopgraphy [61, 62]. In the rest of chapter 5, we further exploit the abelian group stabilizer
formalism developed in earlier chapters to tightly characterize the computational power of
normalizer circuits, as outlined next.
• We show that the problem of decomposing black-box groups is complete for the class of
computational problems solvable by black-box normalizer circuits: once an oracle to solve
that problem is provided, we show (theorem 5.6) that our simulation techniques from
earlier chapters render black-box normalizer circuits efficiently classically simulable. For
this result, we need to introduce a generalized version of the group decomposition problem
considered by Cheung-Mosca [97, 98], for which we give an efficient quantum algorithm
based on normalizer circuits; extending, along the way, the result of [97, 98]. These results
demonstrate that the computational power of normalizer circuits is encapsulated precise
in the classical hardness of decomposing black-box groups.
• We give a no-go theorem (theorem 5.7) for finding new quantum algorithms within the
class of black-box normalizer circuits considered. This result has immediate implications
for quantum algorithm design, for it imposes provable restrictions to quantum comput-
ing theorists for finding new quantum algorithms with the basic set of Fourier sampling
techniques over finite abelian groups, which are covered by our normalizer circuit model:
specifically, our result shows that any (potentially sophisticated) quantum algorithm based
on such techniques can be emulated by smartly using our extended Cheung-Mosca quan-
tum algorithm9.
• Another consequence of theorem 5.7 is a universality result for short normalizer circuits
that explains a curious quantum computing mystery: although many quantum algorithms
9Like all of our results, this no-go theorem is for quantum algorithms with superpolynomial speed-ups.
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use quantum Fourier transforms, interestingly, many of them use only a small number of
them and, in fact, two are often enough [4, 55–58, 50–53, 49, 54]. A corollary of theorem 5.7
is that all quantum algorithms based on normalizer circuits can be simulated by sequences
of quantum circuits that contain two QFTs and use intermediate classical processing.
Hence, normalizer circuits cannot gain any significant superpolynomial advantage from
using more than two Fourier transforms.
0.2.2.1 Discussion (chapter 5)
The no-go theorem presented in chapter 5 is not only a useful tool to identify approaches for
finding quantum algorithm that do not work, for, by carefully analyzing the conditions under
which the theorem holds, one may guess promising avenues for finding new ones (cf. section
5.1.4). In fact, this and other insights from chapter 5 helped us to find the new quantum
algorithms that we present in our next chapter 6.
0.2.3 Abelian hypergroups and quantum computation
In chapters 3-5 we showed that the abelian group normalizer circuit framework and the abelian
group stabilizer formalism are helpful tools to understand the exponential quantum speed-ups
of Shor’s algorithm and the quantum algorithms for solving abelian hidden subgroup problems
(HSP). In the final chapter of this thesis (chapter 6) we attempt to extend this approach in
order to gain insight into quantum algorithms for nonabelian groups hidden subgroup problems,
which have been object of intense research work [99–119, 9] in the last decades of quantum com-
putation. The motivation of the HSP research program followed the breakthrough discoveries
that solving the HSP over symmetric and dihedral groups would lead to revolutionary efficient
algorithms for Graph Isomorphism [120] and certain latticed-based problems [121]. Despite
much effort, no efficient quantum algorithm for dihedral or symmetric HSP has yet been found.
Specifically, our initial goal in chapter 6 is to gain understanding into a seminal efficient
quantum algorithm of Hallgren, Russell, and Ta-Shma [99] for finding hidden normal subgroups,
which, remarkably, works efficiently for any nonabelian group. Surprisingly, despite the fact
that the HRT algorithm is also the basis of several sophisticated algorithms for nonabelian HSPs
[122, 123], its efficiency remains poorly explained. Given the success of the normalizer circuit
framework (chapters 3-5) at understanding abelian HSP quantum algorithms, we address the
question of whether a more sophisticated stabilizer formalism can shed light into this question
and lead to new applications of quantum computation. Our main results, summarized below,
answer this question in the affirmative.
This chapter is based on [124] (joint work with Kevin C. Zatloukal).
Main results and techniques.
• Our first result in chapter 6 is a connection between the hidden normal subgroup problem
(HNSP) and abelian hypergroups, which are algebraic objects that model collisions of
physical particles and anti-particles and generalize abelian groups. Our result shows that
in many natural cases the HNSP can be reduced to the commutative problem of finding
subhypergroups of abelian hypergroups.
The above connection and the fact that abelian groups are particular instances of abelian
hypergroups, motivates us to explore whether abelian hypergroups and the normalizer circuit
framework can be combined to answer our initial main question. Our findings are presented
next.
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• A hypergroup stabilizer formalism. We present a generalized stabilizer formalism
based on commuting hypergroups of generalized Pauli operators (whose multiplication
mimics particle annihilation processes) as well as extended families of (Clifford-like) nor-
malizer circuits over abelian hypergroups. Using our formalism, we devise classical algo-
rithms for simulating hypergroup normalizer circuits and develop analytic normal forms
for describing quantum many-body quantum states (namely, hypergroup coset states) and
analyzing the convergence of quantum algorithms.
• New quantum algorithms. We devise the first provably efficient quantum algorithms
for finding hidden subhypergroups of abelian hypergroups and, exploiting our hypergroup-
HNSP connection, also new quantum algorithms for the latter problem. Our algorithms
are based on hypergroup normalizer gates, which let us apply our hypergroup stabilizer
methods in our analysis. We show that our algorithms provably work for hypergroups
that arise from nilpotent, dihedral and symmetric groups, which are the most interesting
groups from the nonabelian HSP perspective. In contrast, no efficient quantum algorithm
for nilpotent, dihedral or symmetric HSPs is known.
0.2.3.1 Discussion (chapter 6)
Our HNSP quantum algorithms are different from the one of Hallgren et al. in that they exploit
commutative structures that are related to those present in Shor’s algorithm via a stabilizer
formalism: this provides an important new insight into why the HNSP is much easier than the
general nonabelian HSP. Furthermore, our quantum algorithm for finding abelian subhyper-
groups provide strong evidence that the abelian Hidden Subhypergroup Problem [125, 126] is
a much easier problem for quantum computers than the nonabelian HSP (perhaps even more
natural one because of its elegant connection to a stabilizer picture).
A main building block of the quantum algorithms in this chapter is a novel adaptive/recursive
quantum Fourier sampling technique of independent interest. This technique overcomes the
limitations of an earlier abelian HSHP quantum algorithm [125, 126] based on Shor-Kitaev’s
quantum phase estimation [49], which we prove to be inefficient on easy instances.
Beyond the scope of this thesis, abelian hypergroups have important applications in, e.g.,
convex optimization [127, 128], classical classical error correction [129] and conformal field theory
[130]. In topological quantum computation [75], fusion-rule hypergroups are indispensable in
the study of nonabelian anyons and topological order [131].
Our stabilizer formalism over abelian hypergroups provide the first generalization and alter-
native to Gottesman’s Pauli Stabilizer Formalism where stabilizer operators are not necessarily
unitary, nor monomial, nor sparse matrices. These techniques are likely to find applications in
quantum error correction and classical simulations, e.g., for probing the classical simulability of
protected gates over topological quantum field theories [132].
0.2.4 Summary of complexity theoretic results
In order to summarize our complexity theoretic results, we provide a Venn diagram (figure 1)
that represents the known complexity classes associated to the different families of normalizer
circuits investigated in this thesis and their relationships.
0.3 Relationship to previous works
We discuss some (non-technical) connections between our thesis and other works on restricted
models of quantum computations and/or classical simulations. We refer to chapters 3.1.3, 4.1.2,
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Figure 1: Circles in this Venn diagram represent complexity classes of computational problems:
a class of problems X is plotted inside Y if Y is known to include X. BPP and BQP are
the classes of problems that can be solved by quantum and (probabilistic) classical computers
in polynomial time [13]. The quantum circuits corresponding to classes outside BPP have
access to classical computers that carry out classical post-processing tasks. Class (a) Clifford,
which contains the problems solvable via qubit Clifford circuits, forms a subset of BPP [2]
(this containment is believed to be strict [133]). Class (b) Normalizer DAG represents the
problems solvable via normalizer circuits over arbitrary decomposed abelian groups (chapters
3-4). Class (c) Normalizer BBG represents the problems solvable via black-box-group normalizer
circuits, e.g., factoring and discrete-log (chapter 5). Class (d1) Normalizer Hyper—resp. class
(d2) Normalizer DECH—contain problems solvable via normalizer circuits over efficiently—
resp doubly-efficiently—computable hypergroups (chapter 6). The containment of (a) and (b)
inside (d2) (marked with “?”) is conjectured in chapter 6 and only proven for CSS-preserving
operations. Problems marked by a superscript “*” are oracular and proven to be contained
in their respective classes if certain subroutines to carry out some classical calculations are
provided externally. We refer the reader to chapters 1-6 for details on the normalizer circuit
models associated to each class.
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5.1.3 and 6.1.3 for connections related to the main technical contributions of the thesis.
The normalizer circuit formalism presented in this thesis was developed by a sequence of
various works. Normalizer circuits over finite abelian groups with terminal measurements were
introduced by Van den Nest [134] and Bermejo-Vega-VdN [63], over infinite and black-box
groups by BV-Lin-VdN [64, 93], and over abelian hypergroups by BV-Zatloukal [124].
Clifford circuits over qubits and qudits, which can be understood as normalizer circuits
over groups of the form Zm2 and Zmd (section 1.3.1), and Gaussian unitaries, which can be
approximated by normalizer circuits over Rm to any degree of accuracy (chapter 4.1.2, appendix
E), have been extensively investigated in the literature: see, e.g., [1–3, 135, 133, 136–139] and
[29–32, 140–144] for Clifford and Gaussian references, respectively.
Certain generalizations of Clifford circuits that are not normalizer circuits have also been
studied: [133, 43, 28, 138, 139] consider Clifford circuits supplemented with some non-Clifford
ingredients; a different form of Clifford circuits based on projective normalizers of unitary groups
was investigated in [145].
Aside from generalizations of Clifford circuits, many other classes of restricted quantum
circuits have been studied in the literature (very often within the context of classical simu-
lations). Some examples (by no means meant to be an exhaustive list) are nearest-neighbor
matchgate circuits [25–28, 146–150], the one-clean qubit model [151–158], circuit models based
on Gaussian and linear-optical operations [30–32, 144, 44, 159, 160], commuting circuits [34–37],
low-entangling10 circuits [162, 163] , low-depth circuits [164, 165], tree-like circuits [165–169],
low-interference circuits [170, 171] and a few others [172, 173].
In this thesis, classical simulation techniques play an important role in the development of
the complexity theoretic hardness results and quantum algorithms we present. In this way, our
results relate to other projects where classical simulations methods helped to find new quantum
algorithms [174, 37] and/or complexity theoretic hardness results [144, 36, 158].
Like Clifford circuits, the models we introduce are also unlikely to be universal: in chapters
3-5 we know they are not unless computational complexity classes that are believed to be distinct
collapse; the universality of the model in chapter 6 was not fully investigated.
0.4 Reading guide
In chapter 1 we illustrate the many of the ideas developed in the thesis by introducing the
simplest circuit families we investigate, namely, our models of normalizer circuits that arise from
abelian groups—and from non-black-box ones. Therein, we give several examples of normalizer
gates, and explain their connection with Clifford unitaries.
In chapter 2 we introduce classical group-theoretic and algorithmic techniques that will be
essential in chapters 3-5, including a theory of matrix representations for group morphisms,
normal forms for quadratic functions and algorithms for solving systems of linear equations
over groups.
The remaining chapters contain the quantum contributions of the thesis. In chapters 3 and
4 we develop techniques for simulating normalizer circuits over decomposed abelian groups, and
develop their associated stabilizer formalism. In chapter 5 we add black-box groups to these
models, show how the resulting circuits can implement quantum algorithms and derive our first
complexity-theoretic hardness results.
Finally, in chapter 5, we move above from the abelian-group setting allowing normalizer
circuits to act on commutative hyper-structures. In this setting we investigate and devise
10Here entanglement is measured with respect to the Schmidt-rank measure (low-entangling circuits with
respect to continuous entanglement measures are universal for quantum computation [161]).
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new quantum algorithms for the normal HSP and the abelian HSHP, as well as a hypergroup
stabilizer formalism.
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Chapter 1
Normalizer circuits over abelian groups
Quantum Fourier transforms (QFT) lie among the most important quantum operations in
quantum computation, being key components of many quintessential quantum algorithms [7]
and often linked to the exponential speed-up of, e.g., Shor’s factoring algorithm. In this chapter
we introduce quantum circuit models that contain QFTs and resemble the circuits employed in
Shor-like quantum algorithms. Specifically, we propose normalizer circuits over abelian groups
[134, 63, 64] as high-dimensional generalizations of the well-known Clifford circuits [1–3] that
contain group QFTs, automorphism gates and quadratic-phase gates.
Normalizer circuit models provide a framework that we exploit to develop the program of
this thesis: in chapters 3-4 we show that the normalizer circuits in this chapter cannot provide
quantum speed-ups despite the presence of QFTs in various settings; in chapters 5-6, we propose
extended models of normalizer circuit model that lead to quantum algorithms. The purpose of
this chapter is to introduce the simplest normalizer circuit models of the thesis (chapters 3-4)
and convey their key quantum features before moving to more involved (albeit powerful) ones
(chapters 5-6). To illustrate our definitions, we give several examples of normalizer gates and
also present some other concepts that appear later in the thesis: namely, the notions of Clifford
and Pauli operators.
Section 1.3 of this chapter is based on [63] (joint work with Maarten Van den Nest). Section
1.4 is based on [64] (joint work with Cedric Yen-Yu Lin and Maarten Van den Nest). Prior
to us, normalizer circuits over finite abelian groups were considered in [134] by Van den Nest.
Connections to prior work are surveyed at the end of section 1.1.
1.1 Introduction
Clifford gates are a winsome family of restricted quantum operations with a wide range o appli-
cations in quantum computation and information processing and, at the same time, a beautiful
mathematical theory to describe them: i.e. the stabilizer formalism [1, 2]. By definition, an
n-qubit Clifford circuit C is any unitary gate that leaves invariant the n-qubit Pauli group1
under conjugation; equivalently, C is any circuit built of sequences of Hadamard gates, CNOTs,
CZ gates and Phase gates S = diag(1, i) (acting on arbitrary qubits).
In this section we introduce normalizer circuits associated to an abelian group G, as group
theoretic generalizations of the Clifford circuits containing abelian-group quantum Fourier trans-
forms (QFTs), autormorphism and quadratic phase gates; the latter generalize the Hadamard,
CNOT, CZ and S gates, respectively. Specifically, we will focus on groups of the form G =
ZD1× . . .×ZDa×Zb×Tc, where ZD = {0, 1, . . . , D−1} is the additive group of integers modulo
1Ie. the group generated by the arbitrary n-fold tensor products of the Pauli matrices σx, σy, σz.
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N , Z is the additive group of integers and Tc = T× · · · ×T is a b-dimensional hypertorus. Our
motivation to consider these different types of group factors is twofold:
• On the one hand, our motivation to consider finite abelian groups of form ZD1× . . .×ZDa
is that the ‘standard” quantum Fourier transform F2n used by Shor in its factoring and
discrete-log quantum algorithms can be understood as a QFT over Z2n . The associated
finite-group normalizer circuits will be investigated in chapter 3.
• On the other hand, our interest in the infinite integer group Z is that several number
theoretical problems are naturally connected to problems over the integers, a crucial ex-
ample being the factoring problem, which is reducible to a hidden subgroup problem over
Z [55–58]. The motivation to consider hypertori Tm is that they are intrinsically con-
nected to integer groups Zm via a quantum Fourier transform. The associated normalizer
circuits over the latter infinite groups will be investigated in chapter 4.
The families of normalizer circuits above are not the only ones we investigate along the thesis:
in chapters 5 and 6, in order to develop some of our main quantum algorithm and complexity
theoretic results, we will introduce more general (and powerful) models of normalizer gates
that are related to black-box groups and abelian hypergroups. Our later models, which
are slightly more abstract, will be much easier to understand after going through the simpler
examples in this chapter.
Also, in order to enrich the discussion in the introduction of the thesis (chapter 0), we
consider in appendix E a model of normalizer circuits over real groups Rm and show that
they realize the well-known families of (bosonic) Gaussian unitaries, the latter being central in
continuous-variable quantum information processing [175, 29, 140, 31, 32, 141, 30, 142, 143].
Since Clifford gates are, in turn, a fundamental gate-set for QIP with discrete-variables, this
side result motivates the search of potential applications of normalizer circuit models over more
general commutative algebraic structures in quantum information processing. We leave this
potential research avenue open to future investigations (cf. chapter 4 for extended discussion)
1.1.1 Chapter outline
We split the discussion of this section as follows. In section 1.2, we introduce normalizer gates
over (fully) arbitrary abelian groups in a low level of detail. In section 1.3 we introduce our first
quantum circuit model based on normalizer circuits over finite abelian groups ZD1 × . . .×ZDa .
In section 1.4, we introduce the more involved infinite-dimensional normalizer circuit model
over groups Za × Tb × ZD1 × . . .× ZDc .
Along the section we illustrate our definitions with several examples. Section 1.3.1 contains
finite-dimensional ones, and explains the connection between normalizer circuits, the qubit and
qudits Clifford gates used so-widely in quantum error correction [24, 3], and Shor’s quantum
Fourier transform [4]. Section 1.4.3 contains examples of infinite-dimensional normalizer gates.
1.2 Normalizer gates
In short, normalizer gates are quantum gates that act on a Hilbert space HG which has an
orthonormal standard basis {|g〉}g∈G labeled by the elements of an abelian group G. The
latter can be finite or infinite, but it must have a well-defined integration (or summation) rule
(namely, a Haar measure) and a well-defined classical Fourier transform. Given these conditions,
we define a normalizer gate over G to be any gate of the following three types:
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(i) Quantum Fourier transforms. These gates implement the (classical) Fourier transform
of the group ψ(x) → ψˆ(p) as a quantum operation ∫ ψ(x)|x〉 → ∫ ψˆ(p)|p〉. Here, ψ is a
complex function acting on the group and ψˆ is its Fourier transform.
(ii) Group automorphism gates. These implement group automorphisms α : G → G, at
the quantum level |g〉 → |α(g)〉, g ∈ G. When G is infinite, we require α to be continuous.
(iii) Quadratic phase gates are diagonal gates that multiply standard basis states with
quadratic phases |g〉 → ξ(g)|g〉, where |ξ(g)| = 1. “Quadratic” means that g → ξ(g) is
an “almost multiplicative” function with the property ξ(g + h) = ξ(g)ξ(h)B(g, h), and
B(g, h) is a bi-character of G: i.e., a bi-multiplicative correcting term fulfilling
B(x+ y, g) = B(x, g)B(y, g), B(g, x+ y) = B(g, x)B(g, y), for all x, y, g ∈ G.
Again, when G is infinite, we require ξ, B to be continuous in all arguments.
Classical Fourier transforms. In the definition of QFT above (i), the classical Fourier trans-
form over an abelian group G is defined canonically through the notion of character functions
of G: a complex function χp on G is said to be a character if χp(x + y) = χp(x)χp(y) and
|χp(x)| = 1 holds for every x, y ∈ G; the set of all such functions is denoted Ĝ. Then, for all
abelian groups G with reasonable topologies2, the Fourier transform
ψ(x) QFT over G−−−−−−−→ ψˆ(p) :=
∑
χp∈Ĝ
χp(g)ψ(g)
defines a unitary transformation (up to normalization), which we will regard as a valid quantum
circuit element.
The properties of character functions will be reviewed in chapter 2. In the next sections, we
give examples of QFTs for various groups.
The groups. Although normalizer circuits as above can be associated to almost3 any abelian
group, in this thesis we focus4 on abelian groups of the form
G = ZD1 × . . .× ZDa × Zb × Tc (1.1)
where ZD = {0, 1, . . . , D − 1} is the additive group of integers modulo N , Z is the additive
group of integers and Tc = T× · · · × T is a b-dimensional hypertorus. These particular groups
are chosen for their connection with hidden subgroup problems (chapter 3-5). Throughout the
paper, the elements of T (the circle group5) are represented as real numbers in [0, 1) modulo 1
(these are angles measured in units of 2pi).
It is important to note that the finite abelian groups ZD1 × . . . × ZDa in (1.1) are fully
arbitrary because of a well-known group-theoretic result.
2This holds for locally compact Hausdorff ones (i.e. the vast majority of groups used in quantum mechanics).
3Our circuit model is well-defined for any locally compact abelian group (cf. discussion in chapter 4, appendix
E), though sometimes a renormalization factor is required for the map |g〉 → |α(g)〉 to be unitary. Within this
thesis, this re-scaling only plays a role in appendix E (cf. discussion).
4In appendix E we briefly study normalizer circuits over Rm and show that they coincide with the well-known
family of (bosonic) continuous-variable Gaussian unitaries, widely used in the CV-QIP literature [29, 30, 142, 143].
5In our notation, the circle group T is a one-dimensional torus and T2 is the usual two-dimensional one.
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Theorem 1.1 (Fundamental Theorem of Finite Abelian Groups [176]). Any finite abelian
group G has a decomposition into a direct product of cyclic groups, i.e.
G = ZD1 × . . .× ZDk (1.2)
for some positive integers D1, · · · , Dk. Here, the elements of (1.2) are m-tuples of the form
g = (g(1), . . . , g(k)) with g(i) ∈ ZDi and addition of two group elements is component-wise
modulo Di. The order (or cardinality) of G is denoted by |G|, and fulfills |G| = D1D2 · · ·Dk.
On complexity. Although theorem 1.1 states that any finite abelian group can be expressed
as a product of the type (1.2) via isomorphism, computing this decomposition is regarded as a
difficult computational problem (at least as hard as factoring integers6). In this section and in
chapters 3-4 a product decomposition (1.2) of G will always be explicitly given; however, this
assumption will be removed in chapter 5.
The Hilbert space of a group. The Hilbert space HG associated to any group of the form
(1.1), inherits a natural tensor-product structure from the factors of G
HG = HZD1 ⊗ · · · ⊗ HZDa ⊗H⊗bZ ⊗H⊗cT (1.3)
A normalizer circuit overG performs a quantum computation on them := a+b+c computational
registers of HG. The former a registers form a finite-dimensional subspace of Di-level systems
HZD1⊗· · ·⊗HZDm , whereHZDi ∼= CDi . The latter, form a subspace of (b+c) infinite-dimensional
quantum rotors7, which may be regarded as quantum particles that can move in a circular orbit
around a fixed axis, having angular position and integral momentum bases labeled by T and
Z: the position is given by a continuous angular coordinate and the angular momentum is
quantized in ±1 units (the sign indicates the direction in which the particle rotates [178]). A
normalizer computation over G will act on specific designated basis of HG: the first of these
bases is the standard group-element basis BG of product states labeled by elements of G
|g〉 = |g(1)〉 ⊗ · · · ⊗ |g(m)〉 for all g ∈ G. (1.4)
The remaining bases can be obtained from (1.4) by performing single-register quantum Fourier
transforms (QFT), which we introduce below.
1.3 Normalizer circuits over finite G
We introduce now our models of normalizer circuit models over finite abelian groups letting
G = ZD1× . . .×ZDm . These models will be investigated later in chapter 3. The latter act on the
Hilbert spaces of form HG = HZD1 ⊗· · ·⊗HZDm that are always finite-dimensional. Restricting
to this case allows us to introduce our circuit models without technical complications that are
only relevant in an infinite dimensional setting, such as in chapters 4-5.
In short, a normalizer circuit over G is a circuit composed of normalizer gates (i-ii-iii) acting
on group-element states |g〉. The size of a normalizer circuit is the number of normalizer gates
6Decomposing G = Z×N yields an efficient algorithm to compute the Euler Totient function and this knowledge
can be used to factorize in polynomial time [92, chapter 10]. In turn, efficient quantum algorithms to decompose
abelian groups exist, at least for “reasonably presented” (black-box) groups (cf. chapter 5).
7The rotors we consider are sometimes called quantum fixed-axis rigid rotors [177]
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it contains. To complete the definition of this model, we define QFTs over G and give examples
of automorphism gates and quadratic-phase gates.
Input states: The allowed initial states of a normalizer circuit are group element states (1.4).
At later steps the quantum state of the computation is of the form ∑g∈G ψ(g)|g〉.
QFT over finite G: The QFT over ZD implements a unitary change of basis on HZD :
FZN :=
∑
x,y∈ZN
〈y˜ |x〉|x〉〈y|, with |y˜〉 := 1√
N
∑
x∈ZN
e2pii
xy
N |x〉 for every y ∈ ZN .
The global QFT over the entire group G acting on the entire space HG is given by
FG = FZD1 ⊗ · · · ⊗ FZDm =
1√|G| ∑
g,h∈G
χg(h)|g〉〈h|, (1.5)
where χg are the character functions of the group G, which fulfill χg(x + y) = χg(x)χg(y) =
χg(x+ y) for any x, y, g ∈ G and are defined as follows:
χg(h) = exp
(
2pii
m∑
i=1
g(i)h(i)
Di
)
. (1.6)
A partial QFT is any operator obtained by replacing a subset of the gates FZDi in this ten-
sor product by identity operators. The unitarity of all QFTs above follows from well-known
character orthogonality relationships8.
Measurements: Throughout the thesis, measurements in the standard basis (1.20) at the end
of normalizer circuit are always allowed, although in chapter 3 we will also allow measurements
of any generalized Pauli operator σ(a, g, h) over G, which we define to be of the form
σ(a, g, h) := γaZ(g)X(h), X(g) :=
∑
h∈G
|h+ g〉〈h|, Z(g) :=
∑
h∈G
χg(h)|h〉〈h|. (1.7)
All operators X(g), Z(g) are unitary (the former just permute standard basis and the latter
multiply by a complex phase). Generalized Pauli operators form a group PG (cf. [134] or section
3.3), henceforth called the Pauli group over G.
Relationship to Clifford operations: A unitary operator U on HG is called a Clifford operator
over G if it maps the Pauli group PG onto itself under conjugation σ → UσU †. The set of all
Clifford operators forms a group, henceforth called the Clifford group CG. Formally, CG is the
(group theoretic) normalizer of the Pauli group in the full unitary group acting on HG.
It was proven in ([134] (see theorem 3.4, chapter 3) that every finite-G normalizer circuit
is a Clifford operator, but it is currently not known whether all possible Clifford operators can
be implemented via normalizer gates. Such a question is of considerable relevance, since the
finding of a non-normalizer Clifford operation could lead to a new quantum gate. However, in
section 3.3.3.2 we give supporting evidence (lemma 3.5) against the existence of such gates
and further conjecture that any Clifford operator can be implemented as a poly-size normalizer
circuit (conjecture 3.1). Further evidence is given below, where we explain how these notions
are equivalent for regular Clifford circuits on qubits and qudits.
8For any G, these relationships say that 〈χg, χh〉 = 1|G|
∑
x∈G χg(x)χh(x).
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1.3.1 Examples with finite G
Here we give examples of Pauli and normalizer operations for several choices of finite abelian
group G. We illustrate in particular how the definitions of the preceding section generalize
existing notions of Pauli and Clifford operators for qubits and qudits.
1.3.1.1 Qubit Clifford circuits: G = Zm2
Recall that qubit Clifford circuits [1, 2] are quantum circuits that normalize the qubit Pauli
group and can be generated by sequences of CNOTs, CZ gates, Hadamard gates and Phase
gates S = diag(1, i) (acting on arbitrary qubits). Below, we show that for G = Zm2 , qubit
Clifford circuits become examples of normalizer gates for G = Zm2 ; this was first observed in
[134]. Note that, in this case, HG = C2⊗· · ·⊗C2 is a system of m qubits and its group-element
basis {|x〉, x ∈ Zm2 } is the standard basis labeled by m bit-strings.
1. Hadamards: Applying (1.5) one finds that the QFT over Z2 is simply the Hadamard
gate H; the QFT over Zm2 is H⊗m; and partial QFTs are obtained via combinations of
single-qubit Hadamard action on qubit subsets.
2. CNOT, as a classical operation, implements the boolean map (x1, x2) → A(x1, x2) =
(x1, x1 + x2 (mod 2)) where A denotes an invertible 2 × 2 matrix over Z22, hence, a Z22
automorphism. It follows that CNOT|x1, x2〉 = |A(x1, x2)〉 is a Z22 automorphism gate.
3. S and CZ. Let A be an m × m matrix with entries in Z2 and let a ∈ Zm2 . Then, the
following functions are quadratic9 over Zm:
ξA : x→ (−1)xTAx and ξa : x→ i(aTx) mod 2, x ∈ Zm2 . (1.8)
The fact that these functions are quadratic follows from the following equations10:
ξA(x+ y) = ξA(x)ξA(y)(−1)xT (A+AT )y (1.9)
ξa(x+ y) = ξ(x)ξ(y)(−1)q(x,y) with q(x, y) = (aTx)(aT y) (1.10)
As a particular case, we obtain that for m = 1 and m = 2 the functions x → ix and
(x, y) → (−1)xy are quadratic. Finally, note the Clifford gates D, CZ are simply the
quadratic functions associated to these gates, since:
D = diag(1, i); CZ = diag(1, 1, 1,−1).
Moreover, all normalizer circuits over Zm2 are also qubit Clifford circuits and, hence, these
circuits families coincide. This follows from the fact that normalizer circuits leave the generalized
Pauli group PG invariant under conjugation and, moreover, for G = Zm, PG becomes the
standard qubit Pauli group: to see this, let σx and σz denote the standard Pauli matrices and
let g ∈ Zm2 be an m-bit string; then, applying definition (1.7) one finds that
X(g) = σg(1)x ⊗ · · · ⊗ σg(m)x , Z(g) = σg(1)z ⊗ · · · ⊗ σg(m)z , for g ∈ Zm2 (1.11)
In short, X(g) is a tensor product of σx-matrices and identities, and Z(g) is a tensor product of
σz-matrices and identities. Therefore, every Pauli operator (1.7) has the form σ ∝ U1⊗· · ·⊗Um
where each Ui is a single-qubit operator of the form σuxσvz for some u, v ∈ Z2. This recovers the
usual notion of a Pauli operator on m qubits [1, 2] .
9Note that the exponent in ξA is polynomial of degree 2 in x, whereas the exponent in ξa has degree 1. Hence,
the notion of quadratic functions we use differs from the usual notion of “quadratic form” used in, e.g., [135, 136]
10Identity (1.10) can be proved by distinguishing between the 4 cases aTx, aT y ∈ {0, 1}.
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1.3.1.2 Qudit Clifford circuits: G = Zmd
In this case the Hilbert space HG = Cd⊗ · · ·⊗Cd is a system of m d-level systems (qudits) and
Pauli operators have the form σ ∝ U1 ⊗ · · · ⊗ Um, where each Ui is a single-qudit operator of
the form XudZvd for some u, v ∈ Zd, where Xd and Zd are the usual generalizations of σx and σz
for d-level systems:
Xd =
∑
x∈Zd
|x+ 1〉〈x| and Zd =
∑
x∈Zd
e2piix/d|x〉〈x| (1.12)
Examples of normalizer gates over Zmd are the standard Clifford operations for qubits,
SUMd =
∑
x∈Zd
|x, x+ y〉〈x, y|, CZd =
∑
ωxyd |x, y〉〈x, y|, ωd := e2pii/d (1.13)
FZd =
1√
d
∑
e2piixy/d|x〉〈y|, Sd =
∑
ξ
x(x+d)
d |x〉〈x|, ξd := epii/d. (1.14)
To show that SUMd is a normalizer gate, note that (x, y)→ (x, x+y) is indeed an automorphism
of Zd × Zd. The gates CZd and Sd are quadratic phase gates [134, section 11]. In addition,
the “multiplication gate” Md,a =
∑ |ax〉〈x| is also a normalizer gate, for every a ∈ Zd which
is coprime to d. Indeed, for such a the map x → ax is known to be an automorphism of Zd.
Furthermore, it is known that the entire Clifford group for qudits (for arbitrary d) is generated
by the gates SUMd, FZd , Sd and Ma [136]; hence, for G = Zm2 normalizer circuits become the
qudit Clifford circuits.
Lastly, the diagonal gates associated to the functions below are quadratic phase gates [134]:
z → ωbz2+cz and z → γbz(z+d); ω := e2pii/d, γ := ω1/2. (1.15)
1.3.1.3 Shor’s discrete quantum Fourier transform: G = Z2m
In our last example, we consider G to be the single cyclic group G = Z2m . In this case, HG is a
2m-dimensional Hilbert space with standard basis {|0〉, . . . , |2m−1〉}. Note that, in contrast with
previous examples (e.g. G = Zm2 ), the structure of Z2m does not naturally induce a factorization
of the Hilbert space into m single-qubit systems. As a consequence, normalizer gates over Z2m
act globally on HG.
Examples of normalizer gates are now given by FZ2m , S2m and M2m, a, following the defi-
nitions of the previous example with d = 2m. Crucially, here the gate FZ2m is the “standard”
F2m QFT used in e.g Shor’s algorithm and the phase estimation quantum algorithm [49].
1.4 Normalizer circuits over infinite G
We now extend the circuit model from previous section introducing normalizer gates over arbi-
trary infinite abelian groups G = ZD1× . . .×ZDa×Zb×Tc with associated infinite-dimensional
Hilbert spaces HG = HZD1 ⊗ · · · ⊗HZDm ⊗H⊗mZ ⊗H⊗mT . We investigate these circuits in detail
in chapter 4 and use them to understand Shor’s factoring algorithm in chapter 5.
1.4.1 Infinite-dimensional aspects of infinite-group normalizer gates
We now introduce some idiosyncratic features of infinite-dimensional Hilbert spaces that, as ex-
plained next, will affect our treatment of infinite-dimensional quantum states, quantum Fourier
transforms and allowed measurement bases. These aspects will be important to construct well-
defined computational models based on infinite-group normalizer gates (section 1.4.2).
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Infinite-dimensional quantum states
For Z (resp. T), a quantum state in HZ (resp. HT) is associated to any normalized sequence
of complex numbers {ψ(x) : x ∈ Z} with ∑ |ψ(x)|2 = 1 (resp. normalized complex function
{φ(p) : p ∈ T} with ∫T dp |φ(p)|2 = 1):
|ψ〉 =
∑
x∈Z
ψ(x)|x〉; |φ〉 =
∫
T
dp φ(p)|p〉, (1.16)
where dp denotes the standard Haar/Lebesgue measure on T and we introduced the plane-wave
states
|p〉 :=
∑
z∈Z
e2piizp|z〉 p ∈ T = [0, 1). (1.17)
Plane-wave states, as well as those |ψ〉 states whose squared sums are not finite, are non-
normalizable unphysical states that do not belong to HZ. Nonetheless, it will be convenient in
our formalism to consider them.
Infinite-dimensional Quantum Fourier transforms
The QFT over Z: Though non-normalizable, the plane-wave states |p〉 (1.17) labeled by torus
elements define a dual “orthonormal basis”11 of HZ, in the sense that the map ψ → ψˆ:
|ψ〉 QFT over Z−−−−−−−→ |ψˆ〉 =
∫
T
dp ψˆ(p)|p〉 with ψˆ(p) := 〈p|ψ〉 =
∑
x∈Z
e2piipxψ(x), (1.18)
is a well-defined unitary transformation and 〈p|p′〉 = δ(p − p′) is a normalized Dirac delta.
The QFT over Z (denoted FZ) is defined as the unitary transformation that implements the
change of basis (1.18). It is crucial to note that, strictly speaking, the QFT over Z is an
isomorphism from the Hilbert space HZ onto HT, since it changes the underlying integral basis
into a continuous one labeled by angles. Therefore, it is natural to identify HZ = HT as spaces
associated to two different canonical bases of quantum states of a single physical system (i.e., a
quantum rotor with angular position and integral momentum [178]). Henceforth, we adopt this
convention and use the index group Z, T to denote in which basis we work.
We immediately observe, that, because the Z group-element and Fourier basis have different
cardinality, their associated infinite-dimensional QFTs must have two unique exotic features
with no finite-dimensional counterpart.
(a) QFTs are not gates: Since the standard basis {|x〉 : x ∈ Z} and Fourier basis {|p〉 : p ∈
T} have different cardinality they cannot be rotated onto each other. Instead, the QFT is
a change of basis between two orthonormal basis, but it does not define a unitary rotation
as in the standard (finite dimensional) circuit model12. This is in strong contrast, with
the finite group case where the QFT could be implemented either as a change of basis or
as a gate: e.g. the QFT over ZN implemented the change of basis |y〉 → |yˆ〉.
11Although we use this terminology, the |p〉 states do not form a basis in the usual sense since they lie outside
of HZ. Rigorously, the |p〉 kets should be understood as Dirac-delta measures, or as Schwartz-Bruhat tempered
distributions [179, 180]. The theory of rigged Hilbert spaces [181–184] (often used to study observables with
continuous spectrum) establishes that the |p〉 kets can be “used as a basis” for all practical purposes.
12Mathematically, this Fourier transform is a unitary transformation between two different functional spaces,
L2(Z) and L2(T). The latter two define one quantum mechanical system with two possible bases (of Dirac-delta
measures) labeled by Z and T. In the finite dimensional case, the picture is simpler because the QFT is a unitary
transformation of L2(ZN ) onto itself. (These facts are consequences of the Plancherel theorem for locally compact
abelian groups [185, 186].)
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(b) QFT over T. A technical obstacle to construct a well-defined infinite-dimensional nor-
malizer circuit model is that such models cannot be based on QFTs over Z only because
they cannot be concatenated one after another: this happens because the QFT over Z
changes the underlying group labeling the basis from Z to T, and a QFT over Z is only
a well-defined normalizer gate in the Z basis. To cope with this issue, we need to allow
a normalizer circuit over Z to contain not only QFTs over Z but also a distinct type of
QFT over T that re-expresses a state |φ〉 = ∫T dp ψ(p)|p〉 back in the integer basis of HZ
|φ〉 QFT over T−−−−−−−→ |φˆ〉 =
∑
x∈Z
φˆ(x)|x〉 with φˆ(x) := 〈x|φ〉 =
∫
T
dp e2piipxφ(p). (1.19)
We stress that, in our circuit model, the QFT over Z (resp. over T) may only be applied if we
work in the group-element basis labeled by Z elements (resp. T elements). Also, some readers
may note, at this point, that the latter QFT over T implements the well-known classical Fourier
series of a periodic real function as a quantum gate. Conversely, the QFT over Z is nothing
but the quantum version of the (also well-known) discrete-time Fourier transform [187], which
turns a discretized signal into a periodic function.
Designated bases
Above, we saw the action on QFTs on the Hilbert space HZ = HT is two perform a change
between two distinct natural bases. As a consequence of this feature, it follows that com-
putational models based on normalizer gates over Z and T do not have a unique preferred
“standard basis”, as opposed to the finite-dimensional setting of section 1.3. Instead, we will
let a normalizer circuit over an infinite group G = ZD1 × . . . × ZDa × Zb × Tc act on a time-
dependent designated basis: the latter is a “standard basis” that is subject to change along the
computation.
Definition 1.1 (Designated basis). At every time step t in a normalizer circuit there is a
designated basis BGt of the Hilbert space HG, which is the group-element basis of a group Gt
picked from a family of size 2b+c constructed below (1.20). The pair (Gt, BGt) determines the
allowed normalizer gates at time t as well as the basis in which measurements are performed.
Specifically, each designated basis BG′ is the group-element basis of a group G′ of form
G′ := ZD1 ⊗ . . .ZDa ×G′1 × · · · ×G′b+c, where each Gi ∈ {Z,T}. (1.20)
BG′ := {|g〉 = |g(1)〉 ⊗ · · · ⊗ |g(m)〉; g = (g(1), . . . , g(m)) ∈ G′}. (1.21)
The notation Gi = T indicates that |g(i)〉 is a Fourier state of Z (1.17). The states |g〉
are product-states with respect to the tensor-product decomposition of HG. There are 2b
possible choices of groups in (1.20) (which are, in fact, related via Pontryagin duality13) and 2b
inequivalent group-element basis of the Hilbert space.
Example 1: The designated basis BG is the group-element basis labeled by G elements:
|x(1)〉⊗· · ·⊗|x(a)〉⊗|y(1)〉⊗· · ·⊗|y(b)〉⊗|z(1)〉⊗· · ·⊗|z(c)〉, x(i) ∈ ZDi; (y, z) ∈ Zb×Tc. (1.22)
13From a mathematical point of view, all groups (1.20) form a family (in fact, a category) which is generated
by replacing the factors Gi of the group ZD1 × . . . × ZDa × Zb with their character groups G∗i (cf. chapter 2),
and identifying isomorphic groups. Pontryagin duality [188–190, 185, 186, 191, 192] then tells us that there are
2b different groups and bases. Note that this multiplicity is a purely infinite-dimensional feature, since all finite
groups are isomorphic to their character groups; consequently, this feature does not play a role in the study of
finite-dimensional normalizer circuits.
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Example 2: In turn, choosing the Fourier basis in the (a+ b)-th space we obtain in turn
|x〉 ⊗ (|y′(1)〉 ⊗ · · · ⊗ |y′(b− 1)〉 ⊗ |p〉)⊗ ∣∣z′〉 , (y′, p, z′) ∈ (Zb−1 × T)× Tc, (1.23)
which is labeled by the elements of ZD1 × . . .× ZDa × Zb−1 × Tc+1.
Update rules: The action of a QFT over Z or T in a normalizer circuit will be precisely to
change the designated basis of the computation, as explained next:
1. Precisely, when we say that the QFT over Z (1.17) is applied to |ψ〉, we mean that
the designated basis is changed from the Z group-element to its Fourier T-element basis:
here, the state does not actually change (no gate is physically applied), but the normalizer
gates acting after the QFT will be associated with T (not Z), and measurements will be
performed in the T basis (cf. next section 1.4.2). Correspondingly, the wavefunction of
the state |ψ〉 ought to be re-expressed in the Fourier basis (1.18).
2. Respectively, when we say that the QFT over T is applied to |ψ〉, we mean that the
designated basis is changed from the T-element basis to the Z group-element basis. Like
in the previous case, we must re-express the state |ψ〉 in the new designated basis (1.19).
1.4.2 The full infinite-dimensional normalizer circuit model
We now present our infinite-group normalizer circuit model in precise terms. Below, we fix
G = ZD1 × . . .× ZDa × Z⊗b × Tc, HG = HZD1 ⊗ · · · ⊗ HZDa ⊗H⊗bZ ⊗H⊗cT ,
and letm := a+b+c be the number of total registers of the computation. In this decomposition,
the parameters a, b, c, Di can be chosen arbitrarily.
Roughly speaking, a normalizer circuit over G of size T is a quantum circuit C =
UT · · ·U1 composed of T normalizer gates Ui as in section 1.3. However, in contrast with finite-
group setting, now not all gates Ui need to be normalizer gates over the group G, but over any
group G′ (1.20) that labels one of the allowed designated basis of G. Specifically, a normalizer
circuit over G is any quantum circuit generated by the following rules:
• Input states: The input states of a normalizer computation are elements of some desig-
nated group basis BG0 at time zero. For instance, if we choose G0 = ZD1 × . . . × ZDa ×
Z⊗b × Tc, in our notation, then the registers H⊗bZ and H⊗cT are fed, respectively, with
standard-basis |n〉, n ∈ Z and Fourier-basis states |p〉, p ∈ T.
• Structure of the circuit:
◦ At time t = 1, the gate U1 is applied, which is either an automorphism gate, quadratic
phase gate over G0 (see section 1.4.3) or a QFT. As earlier, we allow the application
of partial QFTs on any subset of the individual registers HZNi , HZ, HT and the full
QFT over G is the combination of all partial QFTs acting on the smaller registers.
◦ At time t = 1, after the action of U1, the designated basis is changed from BG0 to
BG1 , for some group G1 in the family (1.20), which may only differ from G0 if a QFT
was applied. Specifically: whenever if G0(i) = Z (respectively, if G0(i) = T) and a
QFT acts on the ith register, then the group G1 is chosen so that G1(i) = T (resp.
G1(i) = Z); in all other case G1(i) = G0(i) is left unchanged.
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◦ At time t = 2, the gate U1 is applied, which is, again, either an automorphism gate,
quadratic phase gate or a QFT over G1. The designated basis is changed from BG1
to BG2 , for some group G2, following the rules of the previous step.
◦ The gates U3, . . . , Ut are considered similarly. We denote by BGt the designated basis
after application of Ut (for some group Gt in the family (1.20)), for all t = 3, . . . , T .
Thus, after all gates have been applied, the designated basis is GT .
◦ After the circuit, a measurement in the designated basis GT is performed.
1.4.3 Examples of infinite-dimensional normalizer gates
Finally, we illustrate the above definitions giving examples of normalizer gates over Zm and Tm.
The infinite case G = Zm
First, the formulas below show how the QFT over Z acts on quantum states:14
State before QFT over Z
|x〉, x ∈ Z∑
x∈Z
e2pii px|x〉
∑
x∈Z
|rx〉
State after QFT over Z∫
T
dp e2pii px|p〉
|p〉, p ∈ T
1
r
∑
k∈Z:
k/r∈T
|k/r〉
Second, the gates below are examples of automorphism and quadratic phase gates, respectively:
SUMZ,a =
∑
x,y∈Z
|x, x+ ay〉〈x, y|, Sp =
∑
x∈Z
exp (piipx2)|x〉〈x|
where a is an arbitrary integer and p is an arbitrary real number. The fact that these gates
are indeed normalizer gates follows from general normal forms for matrix representations group
homomorphisms (lemma 2.8) and quadratic functions (theorem 2.1) that we introduced in
chapter 2.
The infinite case G = Tm
We now take a look at the effect of the quantum Fourier transform over T over some states.15
State before QFT over T
|p〉, p ∈ T∫
T
dp e2pii px|p〉
1
r
∑
k∈Z:
k/r∈T
|k/r〉
State after QFT over T∑
x∈Z
e2pii px|x〉, x ∈ Z
|−x〉∑
x∈Z
|rx〉 =
∑
x∈Z
|−rx〉
14The transformations we depict can be found in standard signal processing textbooks [187].
15These examples also illustrate that the QFT over T is the quantum version of the Fourier series [187].
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Comparing the effect of the QFT on HZ and the QFT on HT, we see that the former is the
“inverse” of the latter up to a change of sign of the group elements labeling the basis; concate-
nating the two of them yields the transformation |x〉 to | − x〉. This is a general phenomenon,
which we shall observe throughout the thesis.
Examples of automorphism gates over Tm are the sum and sign-flip gates:
SUMT,b =
∫∫
T
dpdq |p, q + bp〉〈p, q|, MT,s =
∫
T
dp |sp〉〈p|
where b is any integer and s = ±1 (the correctness of these formulas comes from lemma 2.8).
Unlike the previous examples we have considered, any quadratic phase gate over G is purely
multiplicative (i.e., the bi-multiplicative function B(g, h) is always trivial16). In the case m = 1,
this is equivalent to saying that any such gate is of the form∫
T
dp exp (2piibp)|p〉〈p|
with b an arbitrary integer.
16This fact can be understood in the light of a later result, theorem 2.1 and it is related to nonexistence of
nontrivial group homomorphisms from Tm to Zm, the latter being the character group of Tm up to isomorphism.
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Chapter 2
Classical group theoretic and
algorithmic techniques
In this chapter we develop a series of classical group-theoretic and algorithmic techniques.
These tools will provide a basic language in this thesis to attack quantum computing problems
in chapters 3-5. The main contributions in this chapter are threefold:
I. A theory of matrix representations for abelian-group homomorphisms. We
show that, similarly to real linear maps, homomorphisms between elementary abelian
groups of form Ra×Zb×Tc×ZN1× . . .×ZNd admit concise classical descriptions in terms
of matrix representations with well-behaved algebraic properties (lemmas 2.6, 2.7). We
give a normal form that fully characterizes the structure of such matrices (lemma 2.8).
II. Normal forms for quadratic and bi-character functions over abelian-groups (the-
orem 2.1, lemma 2.10), based on matrix representations of group homomorphisms.
III. Classical algorithms for group theoretic problems. We give efficient classical
algorithms for solving linear systems of equations over abelian groups α(x) = b where
α : G → H is an abelian-group homomorphism, x ∈ G, b ∈ H (theorem 2.2): our algo-
rithms decide the existence of and find general solution (definition 2.3) for any such system
if a matrix representation A of α is provided; our technique is based on a reduction to
mixed real-integer systems of equations (2.47) and the Smith normal form.
We highlight that in chapters 3-5 we will identify a rich variety of quantum applications for
results I-II-III. For this reason, we regard the latter as main contributions of the thesis. To
illustrate the versatility of these methods, we anticipate some of these applications:
• Matrix representations (result I) and our normal form for quadratic functions (result II)
will be applied to define efficient classical encodings for abelian-group normalizer gates
(s. 3.3.3, 4.2) and infinite-dimensional stabilizer states (s. 4.5.1); as well as to derive our
classical simulation results (theorems 3.7, 4.1, 4.2) and our complexity theoretic hardness
results (theorem 5.6, 5.7).
• Our normal form for quadratic functions can also be applied to characterize the wave-
functions of abelian-group1 stabilizer states in combination with another normal form for
the latter (theorem 3.4). These results partially2 extend Gross’ discrete Hudson theorem,
which describes odd-dimensional pure qudit stabilizer states via quadratic forms [193, 194].
1This result is proven only for finite-dimensional stabilizer states but it can be easily extended to the infinite
dimensional settings of chapter 4, appendix E.
2The theorem in [193, 194] also says that such states are precise those with a positive Wigner representation;
this fact does not easily extend to even dimensions due to certain nonlocal features (cf. discussion in chapter 4).
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• Our group theoretic algorithms (result III) are used ubiquitously in chapters 3-5, more
importantly, to manipulate abelian-group stabilizer states, stabilizer groups and general-
ized abelian-group Pauli operators. As examples of key results where these techniques
play a key role, the reader might look at theorems 3.2, 3.4, 3.5, 4.1, 4.3 and our extended
Cheung-Mosca quantum algorithm 5.5 for the group decomposition problem.
Last, we point out that the concept of quadratic function explored by [134] and this thesis has a
great theoretical value for understanding the algebraic structure of the stabilizer formalism. For
instance, we saw in the examples of chapter 1 that this notion yields a one-line unified definition
for all diagonal Clifford gates for qubits and qudits, as well as a (previously unknown) common
group-theoretic operational interpretation for these gates (a generalization of this result for finite
abelian groups is given by lemma 3.5). Furthermore, our later result (theorem 3.4) further shows
that these functions yield a description of all phases of stabilizer states. It would be interesting
to explore if quadratic functions have applications beyond this thesis in the area of fault-tolerant
quantum computation, e.g., to understand better which quantum error correcting codes have
transversal cubic (non-Clifford) diagonal gates [70]. We propose these questions to the reader
as motivation for further research.
2.0.4 Relationship to previous work
The author makes no claim about the novelty of the methods in this chapter for solving non-
quantum problems: it is quite possible that some of the results I-II-III might be known, e.g.,
by group theorists and/or computer scientists working on (classical) algorithms for algebraic
problems, even if we did not find explicit proofs for them in the literature. The connections to
existing classical works that we are aware of are pointed out throughout the chapter.
In our view, the value of the techniques in this chapter comes from their applications to
solve problems in quantum information and computation. In this sense, we regard our results
I-II-III as novel and our new and the techniques employed in their proofs of interest to the
general quantum audience.
To the best of our knowledge, Van den Nest [134, section 6] and us [63], were the first
to point out and exploit the notions of quadratic functions and abelian-group-homomorphism
matrix representations in quantum computation theory. Quadratic functions over finite abelian
groups were introduced in [134, 63], and over infinite groups in [64]. Prior to these works,
quadratic forms (which are instances of quadratic functions) were used, e.g., in [135, 136] to
study the qubit/qudit stabilizer formalism (see also section 3.5.1). VdN and us are also among
the first to introduce classical algorithms for solving linear systems of equations. Prior to us,
some quantum applications of classical algorithms for solving linear systems of equations were
known (though the concept had not been introduced). Implicitly, methods for solving certain
instances of these systems (of the type given in lemma 3.1.(e)) were employed in the classical
post-processing of quantum algorithms for abelian hidden subgroup problems [118] and in the
classical simulation algorithm of [134, theorems 3,4]. This technique was formalized in a group-
theoretic language and generalized to the full extent of theorem 2.2 by us in [63, 64], as part of
this thesis.
Our account in this chapter is based on [64] (joint work with Cedric Yen-Yu Lin and Maarten
Van den Nest), which contains our most general algorithms for infinite-abelian-group problems.
2.0.5 Chapter outline
The proofs of the theorem in this chapter have been moved to appendices A.1-A.6, in order
to give more attention to the quantum contributions of the thesis. Section 2.1.1 surveys some
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necessary notions of group and character theory. In section 2.2 we develop our theory of matrix
representations of group homomorphisms. In section 2.3 we present normal forms for quadratic
functions. In section 2.4 we study computational aspects of the abelian groups in this thesis,
including the computational complexity of solving systems of linear equations over groups (s.
2.4.2), for which we give polynomial-time deterministic classical algorithms.
2.1 Introduction to abelian group theory
2.1.1 Definitions
Elementary abelian groups: A commutative group G is called elementary if it is of the form
G = Za × Rb × ZN1 × . . .× ZNc × Td (2.1)
Below, we often let F := ZN1 × . . . × ZNc be the finite subgroup in the above decomposition.
Though the main results in this thesis are not for normalizer circuits over real-number groups Rb
(see appendix E), we consider these groups in this chapter to develop of our classical methods.
An elementary abelian group of the form Z, R, T or ZN is said to be primitive. Thus every
elementary abelian group can be written as G = G1 × · · · ×Gm with each Gi primitive; we will
often use this notation. We will also use the notation GZ, GR, GF , GT to denote elementary
abelian groups that are, respectively, integer lattices Za, real lattices Rb, finite groups F and tori
Td. We will also assume that the factors Gi of G are arranged so that G = GZ×GR×GF ×GT.
Characteristic: The group characteristic char(G) of a primitive group is a number defined as
char(Z) := 0, char(R) := 0, char(ZN ) := N, char(T) := 1. (2.2)
Group theoretically, char(G) can be equivalently defined as (a) the order of 1 in G if 1 has finite
order (which is the case for ZN and T); (b) zero, if 1 has infinite order in G (which is the case
for Z and R).
Group element encodings: Consider an elementary abelian group G = G1×· · ·×Gm where ci is
the characteristic of Gi. Each element g ∈ G can be represented as an m-tuple g = (g1, . . . , gm)
of real numbers. If x = (x1, . . . , xm) is an arbitrary m-tuple of real numbers, we say that x is
congruent to g, denoted by x ≡ g (mod G), if
xi ≡ gi (mod ci) for every i = 1, . . . ,m. (2.3)
For example, every string of the form x = (λ1c1, . . . , λmcm) with λi ∈ Z is congruent to 0 ∈ G.
2.1.2 Character functions and character duality
Definition 2.1 (Character [188, 195]). Let G be an elementary abelian group. A character of
G is a complex function χµ on G that fulfills two properties:
(i) χ(g + h) = χ(g)χ(h), for every g, h ∈ G, (ii) |χ(g)| = 1, for every g ∈ G.
Properties: For any two characters χ1, χ2 the function χ1χ2 is a new character. Furthermore,
character functions form a new elementary abelian group under the functional point-wise product
called the character group or dual group Ĝ. Finally, the character group of a direct product group
G = G1 × · · · ×Gm is the product of character groups Ĝ = Ĝ1 × · · · × Ĝm.
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Examples of groups and their character groups
Let G = G1 × · · · × Gm be an elementary abelian group. Then Ĝ is isomorphic to another
elementary abelian group G∗ obtained via the following map:
G = Ra×Tb×Zc×ZN1×. . .×ZNd → G∗ :=
(
Ra × Zb × Tc × ZN1 × . . .× ZNd
) ∼= Ĝ. (2.4)
Thus, in particular, R̂ is isomorphic to R itself and similarly ẐNi is isomorphic to ZNi itself;
these groups are called autodual. On the other hand, Ẑ is isomorphic to T and, conversely, T̂ is
isomorphic to Z. We also note from the rule (2.4) that the dual group of Ĝ is isomorphic to G
itself. This is a manifestation of the Pontryagin-Van Kampen duality [188–190] (cf. lemma 2.2).
We now give explicit formulas for the characters of any primitive abelian group.
• The characters of R are
χx(y) := exp (2piixy), for every x, y ∈ R. (2.5)
Thus each character is labeled by a real number. Note that χxχx′ = χx+x′ for all x, x′ ∈ R.
The map x→ χx is an isomorphism from R to R̂, so that R is autodual.
• The characters of ZN are
χx(y) := exp
(2pii
N
xy
)
, for every x, y ∈ ZN . (2.6)
Thus each character is labeled by an element of ZN . As above, we have χxχx′ = χx+x′
for all x, x′ ∈ ZN . The map x → χx is an isomorphism from ZN to ẐN , so that ZN is
autodual.
• The characters of Z are
χp(m) := exp (2piipm), for every p ∈ T, m ∈ Z, (2.7)
Each character is labeled by an element of T. Again we have χpχp′ = χp+p′ for all p, p′ ∈ T
and the map p→ χp is an isomorphism from T to Ẑ.
• The characters of T are
χm(p) := exp (2piipm), for every p ∈ T, m ∈ Z; (2.8)
Each character is labeled by an element of Z. Again we have χmχm′ = χm+m′ for all
m,m′ ∈ Z and the map m→ χm is an isomorphism from Z to T̂.
If G is a general elementary abelian group, its characters are obtained by taking products of
the characters described above. More precisely, if A and B are two elementary abelian groups,
the character group of A × B consists of all products χAχB with χA ∈ Â and χB ∈ B̂, and
where χAχB(a, b) := χA(a)χB(b) for every (a, b) ∈ A × B. To obtain all characters of a group
G having the form (2.4), we denote
G∗ := Ra × Zb × Tc × F. (2.9)
Considering an arbitrary element
µ = (r1, . . . , ra, z1, . . . , zb, t1, . . . , tc, f1, . . . , fd) ∈ G∗, (2.10)
the associated character is given by the product
χµ := χr1 . . . χra χz1 . . . χzb χt1 . . . χtc χf1 . . . χfd (2.11)
where the individual characters χri , χzj , χtk , χfl . . . of R,Z,T and ZNl are defined above. The
character group of G is given by
Ĝ = {χµ : µ ∈ G∗}. (2.12)
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2.1.3 Duality theory of abelian groups
Note that rule (2.4) immediately implies that (G∗)∗ = G, i.e., the character group of G∗ is
{χg : g ∈ G}, where χg is defined in full analogy with (2.11). Furthermore, these equa-
tions illustrate two fundamental features of elementary abelian groups and their character func-
tions.
Lemma 2.1 (The character group is elementary). For every µ, ν ∈ G∗, g ∈ G it holds that
χµ+ν(g) = χµ(g)χν(g). (2.13)
As a consequence, the map µ→ χµ realizes the group isomorphism between G∗ and Ĝ.
Lemma 2.2 (Group-character duality). For every g ∈ G and µ ∈ G∗ we have
χµ(g) = χg(µ). (2.14)
This identity implies that the map g → χg defines a group isomorphism between G and the
character group of Ĝ, establishing a duality between groups and their associated charactersa
aThis is a manifestation of the Pontryagin-Van Kampen duality [188–190, 185, 186, 191, 192], which says that
any locally compact abelian group G is isomorphic to Ĝ via the map g → χ˜g where χ˜g(χµ) = χµ(g).
Both lemmas 2.2 follow from inspection of the characters of R,Z,T and ZN defined in (2.5)-(2.8).
The lemmas also reflect the strong duality between G and G∗.
Finally, the definition of every character function χa(b) as given in (2.5)-(2.8), which is in
principle defined for a in R,ZN ,Z,T and b in R,ZN ,T,Z, respectively, can be readily extended
to the entire domain of real numbers, yielding functions χx(y) with x, y ∈ R. Consequently,
the character functions (2.11) of general elementary abelian groups G = G1 × · · · × Gm can
also be extended to a larger domain, giving rise to functions χx(y) where x, y ∈ Rm. With this
extended notion, we have the following basic property:
Lemma 2.3. Let g ∈ G and µ ∈ G∗. For every x, y ∈ Rm such that x ≡ g (mod G) and y ≡ µ
(mod G∗), we have
χy(x) = χµ(g). (2.15)
The proof is easily given for primitive groups, and then extended to elementary abelian groups.
2.1.4 Duality of subgroups and morphisms
Character functions give rise to set-theoretical dualities among abelian group subgroups and
morphisms, via the notions of dual morphisms and subgroup annihilators3. We review these
concepts next.
Dual morphism: Let α : G→ H be a continuous group homomorphism between two elementary
abelian groups G and H. Then, there exists a unique continuous group homomorphism α∗ :
3Annihilator subgroups have been called “orthogonal subgroups” in some quantum computing works [118, 134,
63]. We avoid using this term because it is hardly ever used in group theory and because “subgroup orthogonality”
differs from the usual “orthogonality” of vector spaces.
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H∗ → G∗, which we call the dual homomorphism of α [188, prop. 30], defined as
χα∗(µ)(g) = χµ(α(g)). (2.16)
Again, we have α∗∗ = α by duality.
Annihilator subgroup: Let G be an elementary abelian group and X be any subset of G. The
annihilator4 X⊥ is the subset
X⊥ := {µ ∈ G∗ : χµ(x) = 1 for every x ∈ X}. (2.17)
We can define the annihilator Y ⊥ of a subset Y ⊆ G∗ analogously as
Y ⊥ := {x ∈ G : χµ(x) = 1 for every µ ∈ Y }. (2.18)
By combining the two definitions it is possible to define double annihilator sets X⊥ := (X⊥)⊥,
which is a subset of the initial group G, for every set X ⊆ G. Similarly, Y⊥ ⊆ G∗ for every
Y ⊆ G∗. The following lemma states that X and X⊥ are related to each other and, in fact,
identical sets iff X is a closed subgroup.
Lemma 2.4 (Annihilator properties [189]). Let X,Y and H,K be, respectively, two arbitrary
subsets and two closed subgroups of an elementary abelian group G. Then the following holds.
For subsets:
(a) X⊥ is a closed subgroup of G∗ (and X⊥ is a closed subgroup of G).
(b) X⊥ is the smallest closed subgroup of G containing X.
(c) If Y is a subset of G such that X ⊆ Y then X⊥ ⊇ Y ⊥ and X⊥ ⊆ Y⊥.
For closed subgroups:
(a) H⊥ = H.
(c) H⊥ is isomorphic to (G/H)∗.
(d) |H⊥| = |G/H| = |G|/|H| if G is finite.
(e) (H ∩K)⊥ = 〈H⊥, K⊥〉.
2.1.5 Final note on notation: simplifying characters via the bullet group
In order to simplify calculations with characters in the next sections, it will be convenient to
renormalize the elements of the group G∗ with a map µ → µ• which is defined so that the
following equation holds for any g ∈ G and µ ∈ G∗:
χµ(g) = exp
(
2pii
m∑
i=1
µ•i gi
)
. (2.19)
For this reason, we introduce a new abelian group G•, called the bullet group of G, which is
isomorphic to G• = G•1 × · · · ×G•m and Ĝ, defined as
Z•N :=
{
0, 1
N
,
2
N
, . . . ,
N − 1
N
mod 1
}
,
R• := R∗ = R; Z• := Z∗ = T; T• := T∗ = Z. (2.20)
4As mentioned earlier, in the quantum computation literature (see e.g. [55, 118, 134]) the annihilator H⊥ of
a subgroup H is sometimes known as the orthogonal subgroup of H.
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Thus the only difference between the groups G∗ and G• is in the ZNi components. The groups
G∗ and G• are manifestly isomorphic via the “bullet map”
µ ∈ G∗ → µ• := (µ•1, . . . , µ•m) ∈ G•, (2.21)
where µ•i := µi/N if µi ∈ ZN and µ•i = µi if µi belongs to either R,Z or T.
2.2 Homomorphisms and matrix representations
Given two elementary abelian groups H and G, a group homomorphism from G to H is a map
α : H → G that fulfills α(g + h) = α(g) + α(h) for every g, h ∈ H. (In other words, α is the
group-theoretic analogue of a linear map.) An isomorphism from G to H is an invertible group
homomorphism. An automorphism of G is an isomorphism of the form α : G→ G, i.e. from a
group onto itself. The set of all automorphisms of G forms a group, called the automorphism
group.
Throughout this thesis, continuous group homomorphisms between abelian groups are to
be described in terms of matrix representations. In this section we introduce and develop these
techniques.
2.2.1 Normal form of a homomorphisms
Let G = G1 × . . .×Gm and H = H1 × . . .×Hn be two elementary finite abelian groups, where
Gi, Hj are primitive subgroups. As discussed in section 2.1.1, we assume that the Gi and Hj
are ordered so that G = GZ ×GR ×GF ×GT and H = HZ ×HR ×HF ×HT.
Consider a continuous group homomorphism α : G → H. Let αZZ : GZ → GZ be the map
obtained by restricting the input and output of α to HZ. More precisely, for g ∈ GZ consider
the map
(g, 0, 0, 0) ∈ G→ α(g, 0, 0, 0) ∈ H (2.22)
and define αZZ(g) to be the GZ-component of α(g, 0, 0, 0). The resulting map αZZ is a continuous
homomorphism from Z to Z. Analogously, we define the continuous group homomorphisms
αXY : GY → HX with X,Y = Z,R,T, F . It follows that, for any g = (z, r, f, t) ∈ G, we have
α(g) =

αZZ(z) + αZR(r) + αZF (f) + αZT(t)
αRZ(z) + αRR(r) + αRF (f) + αRT(t)
αFZ(z) + αFR(r) + αFF (f) + αFT(t)
αTZ(z) + αTR(r) + αTF (f) + αTT(t)
↔

αZZ αZR αZF αZT
αRZ αRR αRF αRT
αFZ αFR αFF αFT
αTZ αTR αTF αTT


z
r
f
t
 (2.23)
α is therefore naturally identified with the 4×4 “matrix of maps” given in the r.h.s of (2.23).
The following lemma (see e.g. [196] for a proof) shows that homomorphisms between ele-
mentary abelian groups must have a particular block structure.
Lemma 2.5 (Homomorphism normal form). Let α : G → H be a continuous group homo-
morphism. Then α has the following block structure
α↔

αZZ 0 0 0
αRZ αRR 0 0
αFZ 0 αFF 0
αTZ αTR αTF αTT
 (2.24)
where 0 denotes the trivial group homomorphism.
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The lemma shows, in particular, that there are no non-trivial continuous group homomor-
phisms between certain pairs of primitive groups: for instance, continuous groups cannot be
mapped into discrete ones, nor can finite groups be mapped into zero-characteristic groups.
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2.2.2 Matrix representations
Definition 2.2 (Matrix representation). Consider elementary abelian groups G = G1× · · · ×
Gm and H = H1 × · · · ×Hn and a group homomorphism α : G→ H. A matrix representation of
α is an n×m real matrix A satisfying the following property:
α(g) ≡ Ax (mod H) for every g ∈ G and x ∈ Rm satisfying x ≡ g (mod G) (2.25)
Conversely, a real n×m matrix A is said to define a group homomorphism if there exists a group
homomorphism α satisfying (2.25).
It is important to highlight that in the definition of matrix representation we impose that the
identity α(g) = Ax (mod H) holds in a very general sense: the output of the map must be
equal for inputs x, x′ that are different as strings of real numbers but correspond to the same
group element g in the group G. In particular, all strings that are congruent to zero in G
must be mapped to strings congruent to zero in H. Though these requirements are (of course)
irrelevant when we only consider groups of zero characteristic (like Z or R), they are crucial
when quotient groups are involved (such as ZN or T).
As a simple example of a matrix representation, we consider the bullet map5, which is an
isomorphism from G∗ to G• . Define the diagonal m×m matrix Υ with diagonal entries defined
as
Υ(i, i) =
{
1/Ni if Gi = ZNi for some Ni,
1 otherwise.
(2.26)
It is easily verified that Υ satisfies the following property: for every µ ∈ G∗ and x ∈ Rm
satisfying x ≡ µ (mod G∗), we have
µ• ≡ Υx (mod G•). (2.27)
Note that, with the definition of Υ, equation (2.19) implies
χµ(g) = exp
(
2pii
m∑
i=1
µ•(i)g(i)
)
= exp
(
2piiµTΥg
)
. (2.28)
Looking at equation (2.27) coefficient-wise, we obtain a relationship µ•(i) ≡ x(i)Ni (mod 1) for
each factor Gi of the form ZNi ; other factors are left unaffected by the bullet map. From this
expression it is easy to derive that Υ−1 is a matrix representation of the inverse of the bullet
map6, i.e. the group isomorphism µ• → µ (mod G∗).
The next lemma (see appendix A.1 for a proof) summarizes some useful properties of matrix
representations.
Lemma 2.6 (Properties of matrix representations). Let G, H, J be elementary abelian
groups, and α : G → H and β : H → J be group homomorphisms with matrix representations
5Strictly speaking, definition 2.2 cannot be applied to the bullet map, since G• is not an elementary abelian
group. However the definition is straightforwardly extended to remedy this.
6We ought to highlight that the latter is by no means a general property of matrix representations. In fact,
in many cases, the matrix-inverse A−1 (if it exists) of a matrix representation A of a group isomorphism is not a
valid matrix representation of a group homomorphism. (This happens, for instance, for all group automorphisms
of the group ZN that are different from the identity.) In lemma 2.8 we characterize which matrices are valid
matrix representations. Also, in section 2.4.2 we discuss the problem of computing matrix representations of
group automorphisms.
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A, B, respectively. Then it holds that
(a) BA is a matrix representation of the composed homomorphism β ◦ α;
(b) The matrix A∗ := Υ−1G AT ΥH is a matrix representation of the dual homomorphism α∗,
where ΥX denotes the matrix representation of the bullet map X∗ → X•.
As before, let G = G1× · · · ×Gm be an elementary abelian group with each Gi of primitive
type. Let
ei = (0, . . . , 0, 1, 0, . . . , 0) (2.29)
denote the i-th canonical basis vector of Rm. If we regard g ∈ G as an element of Rm, we may
write g = ∑ g(i)ei. Note however that ei may not belong to G itself. In particular, if Gi = T
then ei /∈ T (since 1 /∈ T in the representation we use, i.e. T = [0, 1)).
Lemma 2.7 (Existence of matrix representations). Every group homomorphism α : G→ H
has a matrix representation A. As a direct consequence, we have α(g) ≡∑i g(i)Aei (mod H), for
every g = ∑i g(i)ei ∈ G.
The last property of lemma 2.7 is remarkable, since the coefficients g(i) are real numbers when
Gi is of the types R and T. We give a proof of the lemma in appendix A.1.
We finish this section by giving a normal form for matrix representations and charac-
terizing which types of matrices constitute valid matrix representations as in definition 2.2.
Lemma 2.8 (Normal form of a matrix representation). Let G = G1 × · · · × Gm and
H = H1 × · · · ×Hn be elementary abelian groups. Let cj , c∗j , di and d∗i denote the characteristic
of Gj , G∗j , Hi and H∗i , respectively. Define Rep to be the subgroup of all n×m real matrices that
have integer coefficients in those rows i for which Hi has the form Z or Zdi . A real n×m matrix
A is a valid matrix representation of some group homomorphism α : G → H iff A is an element
of Rep fulfilling two (dual) sets of consistency conditions:
cjA(i, j) = 0 mod di, d∗iA∗(i, j) = 0 mod c∗j , (2.30)
for every i = 1, . . . , n, j = 1, . . . ,m, and being A∗ the m × n matrix defined in lemma 2.6(b).
Equivalently, A must be of the form
A :=

AZZ 0 0 0
ARZ ARR 0 0
AFZ 0 AFF 0
ATZ ATR ATF ATT.
 (2.31)
with the following restrictions:
1. AZZ and ATT are arbitrary integer matrices.
2. ARZ, ARR are arbitrary real matrices.
3. AFZ, AFF are integer matrices: the first can be arbitrary; the coefficients of the second
must be of the form
A(i, j) = αi,j
di
gcd (di, cj)
(2.32)
where αi,j can be arbitrary integersa.
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4. ATZ, ATR and ATF are real matrices: the first two are arbitrary; the coefficients of the third
are of the form A(i, j) = αi,j/cj where αi,j can be arbitrary integersb.
aSince AFZ, AFF multiply integer tuples and output integer tuples modulo F = ZN1 × . . .× ZNc , for some Nis,
the coefficients of their ith rows can be chosen w.l.o.g. to lie in the range [0, Ni) (by taking remainders).
bDue to the periodicity of the torus, the coefficients of ATZ, ATF can be chosen to lie in the range [0, 1).
The result is proven in appendix A.1.
2.3 Quadratic functions
In this section we study the properties of quadratic functions over arbitrary elementary groups
of the form G = Ra × Ta × Zb × ZN1 × . . .× ZNc . Most importantly, we give normal forms for
quadratic functions and bicharacters. We list results without proof, since all techniques used
throughout the section are classical. Yet, we highlight that the normal form in theorem 4.1 has
quantum applications, since we will show in chapter 3 that quadratic functions can be used to
give a powerful normal form for stabilizer states over elementary groups.
All results in this section are proven in appendix A.6.
2.3.1 Definitions
Let G be an elementary abelian group. Recall from chapter 1 that a bicharacter of G is a
continuous complex function B : G×G→ U(1) such that the restriction of B to either one of
its arguments is a character of G. Recall that a quadratic function ξ : G→ U(1) is a continuous
function for which there exists a bicharacter B such that
ξ(g + h) = ξ(g)ξ(h)B(g, h) for all g, h ∈ G. (2.33)
In this section, we call ξ a B-representation if the above equation holds. A bicharacter B is
said to be symmetric if B(g, h) = B(h, g) for all g, h ∈ G. Symmetric bicharacters are natural
objects to consider in the context of quadratic functions: if ξ is a B-representation then B is
symmetric since
B(g, h) = ξ(g + h)ξ(g)ξ(h) = ξ(h+ g)ξ(h)ξ(g) = B(h, g). (2.34)
2.3.2 Normal form of bicharacters
The next lemmas characterize bicharacter functions.
Lemma 2.9 (Normal form of a bicharacter). Given an elementary abelian group G, then a
function B : G×G→ U(1) is a bi-character iff it can be written in the normal form
B(g, h) = χβ(g)(h) (2.35)
where β is some group homomorphism from G into G∗.
This result generalizes lemma 5(a) in [134].The next lemma gives a explicit characterization
of symmetric bicharacter functions.
Lemma 2.10 (Normal form of a symmetric bicharacter). Let B be a symmetric bicharacter
of G in the form (2.35) and let A be a matrix representation of the homomorphism β. Let Υ
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denote the default matrix representation of the bullet map G∗ → G• as in (2.26), and M = ΥA.
Then
(a) B(g, h) = exp (2pii gTMh) for all g, h ∈ G.
(b) M is a matrix representation of the homomorphism G β→ G∗ •→ G•.
(c) If x, y ∈ Rm and g, h ∈ G are such that x ≡ g (mod G) and y ≡ h (mod G), then
B(g, h) = exp (2piixTMy). (2.36)
(d) The matrix M is symmetric modulo integer factors, i.e. M = MT mod Z.
(e) The matrix M can be efficiently symmetrized: i.e. one can compute in classical polynomial
time a symmetric matrix M ′ = M ′T that also fulfills (a)-(b)-(c).
2.3.3 Normal form of quadratic functions
Our final goal is to characterize all quadratic functions. This is achieved in theorem 2.1. To
show this result a few lemmas are needed.
Lemma 2.11. Two quadratic functions ξ1,ξ2 that are B-representations of the same bicharacter
B must be equal up to multiplication by a character of G, i.e. there exists µ ∈ G∗ such that
ξ1(g) = χµ(g)ξ2(g), for every g ∈ G. (2.37)
Proof. This lemma can be proven using projective representation theory [197]. Here, we give a
simple alternative proof. We prove that the function f(g) := ξ1(g)/ξ2(g) is a character, implying
that there exists µ ∈ G∗ such that χµ = f :
f(g + h) := ξ1(g)
ξ2(g)
ξ1(h)
ξ2(h)
B(g, h)
B(g, h) = f(g)f(h). (2.38)
Our approach now will be to find a method to construct a quadratic function that is a
B-representation for any given bicharacter B. Given one B-representation, lemma 2.11 tells
us how all other B-representation look like. We can exploit this to characterize all possible
quadratic functions, since we know how symmetric bicharacters look (lemma 2.10).
The next lemma shows how to construct B-representations canonically.
Lemma 2.12. Let B be a bicharacter B of G. Consider a symmetric real matrix M such that
B(g, h) = exp (2pii gTMh). Then the following function is quadratic and a B-representation:
Q(g) := epii (gTMg+CTg), (2.39)
where C is an integer vector dependent on M , defined component-wise as C(i) = M(i, i)ci, where
ci denotes the characteristic of the group Gi.
Finally, we arrive at the main result of this section.
Theorem 2.1 (Normal form of a quadratic function). Let G be an elementary abelian
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group. Then a function ξ : G→ U(1) is quadratic if and only if
ξ(g) = epii (gTMg + CTg + 2vTg) (2.40)
where C, v, M are, respectively, two vectors and a matrix that satisfy the following:
• v is an element of the bullet group G•;
• M is the matrix representation of a group homomorphism from G to G•; and
• C is an integer vector dependent on M , defined component-wise as C(i) = M(i, i)ci, where
ci is the characteristic of the group Gi.
The normal form in theorem 2.1 can be very useful to perform certain calculations within the
space of quadratic functions, as illustrated by the following lemma.
Lemma 2.13. Let ξM,v be the quadratic function (2.40) over G. Let A be the matrix represen-
tation of a continuous group homomorphism α : G→ G. Then the composed function ξM,v ◦ α is
also quadratic and can be written in the normal form (2.40) as ξM ′,v′ , with
M ′ := ATMA, v′ := ATv + vA,M , vA,M := ATCM − CATMA, (2.41)
where CM is the vector C associated with M in (2.40).
2.4 Computational group theory
Computational aspects of finite abelian groups are now discussed; our discourse focuses on
a selected catalog of computational problems relevant to this chapter and efficient classical
algorithms to solve them. Since this section concerns only classical computational complexity,
we will tend to omit the epithet classical all the way throughout it.
2.4.1 Basic group operations
We begin recalling that basic arithmetical computations within groups of the form
G = Ra × Tb × · · · × Zc × F, F := ZN1 × . . .× ZNd . (2.42)
can be efficiently performed in a classical computer [198]. From now on, the size ‖N‖b of
an integer N is the number of bits in its binary expansion (recall that ‖Nmax‖b is roughly
log |N | times the absolute value of N). Throughout this thesis the elements of (2.42) will
always be represented as m := a + b + c + d vectors of fractions g = (g(1), . . . , g(m)) ∈ G,
which can be efficiently stored in a computer: when G is finite, O(polylog |G|) bits of memory
are enough7, in general, O(mpoly ‖Nmax‖b) bits are enough where Nmax denotes the largest
numerator/denominator in g that we need to store. The bit-size scaling of these descriptions
is efficient in the size of the input. Similarly, matrix representations as in lemma 2.8 can be
efficiently described in terms of rational matrices, instead of vectors.
We discuss now how to perform some basic operations efficiently within any finite abelian
group (2.42). First, given two fractions a and b with numerators and denominators of size
at most l, common arithmetic operations can be computed in poly(l) time with elementary
algorithms: such as their sum, product, the quotient of a divided by b, and the remainder
7This follows from the inequalities 2m ≤ |G| and Ni ≤ |G|.
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a mod b [198]. Therefore, given g, h ∈ G, the sum g+ h can be obtained in O(mpoly ‖Nmax‖b)
time by computing the m remainders g(i) + h(i) mod char(Gi), where char(Gi) is the char-
acteristic function (2.2). Similarly, given an integer n, the element ng can be obtained in
polylog(m‖Nmax‖b, ‖n‖b) time by computing the remainders ng(i) mod di.
In connection with section 2.2, it follows from the properties just introduced that ma-
trix representations can be stored using only a polynomial amount of memory, and, moreover,
that given the matrix representation A we can efficiently compute Ah (mod G). Specifically,
given a matrix representation A of the homomorphism α : G1 × · · · × Gm → H1 × · · · ×
Hn, we need polylog(mn, ‖Nmax‖b) space to store its columns ai as tuples of integers, and
polylog(mn, ‖Nmax‖b) time to compute the function α(h).
2.4.2 Systems of linear equations over abelian groups
Let α : G → H be a continuous group homomorphism between elementary abelian groups G,
H and let A be a rational matrix representation of α. We consider systems of equations of the
form
α(x) ≡ Ax ≡ b (mod H), where x ∈ G, (2.43)
which we dub systems of linear equations over (elementary) abelian groups. In this section we
develop algorithms to find solutions of such systems.
Systems of linear equations over abelian groups form a large class of problems, containing,
as particular instances, standard systems of linear equations over real vectors spaces,
Ax = b, A ∈ Rn×m, x ∈ Rm,b ∈ Rn, (2.44)
as well as systems of linear equations over other types of vector spaces, such as Zn2 , e.g.
By = c, B ∈ Zn×m2 , y ∈ Zm2 , c ∈ Zn2 . (2.45)
In (2.44) the matrix A defines a linear map from Rm to Rn, i.e. a map that fulfills A(ax+by) =
A(ax) + A(by), for every a, b ∈ R, x,y ∈ Rn and is, hence, compatible with the vector space
operations; analogously, B in (2.45) is a linear map between Z2 vector spaces.
We dub systems (2.43) “linear” to highlight this resemblance. Yet the reader must beware
that, in general, the groups G and H in problem (2.43) are not vector spaces (primitive factors
of the form Z or Zd, with non-prime d, are rings yet not fields; the circle T is not even a ring, as
it lacks a well-defined multiplication operation8), and that the map A is a group homomorphism
between groups, but not a linear map between vector spaces.
Indeed, there are interesting classes of problems that fit in the class (2.43) and that are not
systems of linear equations over vectors spaces. For infinite groups, an example are systems
of mixed real-integer linear equations [199, 200], which we introduce in equation (2.47) in this
section. Furthermore, in the next chapters, we will encounter a wide range of computational
problems directly related to simulating normalizer circuits that can be reduced to linear systems
over abelian groups (cf. lemma 3.1 in chapter 3): hence, the techniques developed in this section
will be useful throughout the thesis.
Input of the problem. In this thesis, we only consider systems of the form (2.43) where the
matrix A is rational. In other words, we always assume that the group homomorphism α has a
rational matrix representation A; the latter is given to us in the input of our problem. Exact
8Note that T = R/Z is a quotient group of R and that the addition in T is well-defined group operation
between equivalence classes. It is, however, not possible to define a multiplication ab for a, b ∈ T operation
between equivalence classes: different choices of class representatives yield different results.
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integer arithmetic will be used to store the rational coefficients of A; floating point arithmetic
will never be needed in our proofs.9
General solutions of system (2.44) Since A is a homomorphism, it follows that the set Gsol
of all solutions of (2.43) is either empty or a coset of the kernel of A:
Gsol = x0 + kerA (2.46)
The main purpose of this section is to devise efficient algorithms to solve system (2.43) when
A, b are given as input, in the following sense: we say that we have solved system (2.43) if we
manage to find a general solution of (2.43) as defined next.
Definition 2.3 (General solution of system (2.43)). A general solution of a system of equa-
tions Ax ≡ b (mod H) as in (2.43) is a pair (x0, E) where x0 is a particular solution of the system
and E is a continuous group homomorphism (given as a matrix representation) from an auxiliary
group X := Rα × Zβ into G, whose image im E is the kernel of A.
Although it is not straightforward to prove, general solutions of solvable systems of the form
(2.43) always exist. This is shown in appendix A.2.
A main contribution of this chapter is a deterministic classical algorithm that finds a general
solution of any system of the form (2.43) in polynomial time. This is the content of the next
theorem, which is one of our main technical results.
Theorem 2.2 (Classical algorithms for linear systems over groups (2.43)). Let A, b
define a system of linear equations (over elementary abelian groups) of form (2.43), with the
group G as solution space and image group H. Let m and n denote the number of direct-
product factors of G and H respectively and let ci, dj denote the characteristics of Gi and Hj .
Then there exist efficient, deterministic, exact classical algorithms to solve the following tasks in
O (poly(m,n, ‖A‖b, ‖b‖b, log ci, log dj)) time:
1. Deciding whether system (2.43) admits a solution.
2. Finding a general solution (x0, E) of (2.43).
3. Simplifying “discrete” solutions: given a finitely generated G and a solution (x0, E) where
E acts on X = Zα+βa; find {Q, Eiso} such that (a) Q is an elementary group isomorphic to
the quotient X/ ker E and (b) Eiso is a matrix representation of the isomorphism Q E−→ imE .
4. If G is finite, counting the number of solutions of (2.43) and finding x1, . . . , xr ∈ G such
that all solutions of the system are linear combinations of the form x0 +
∑
kixi.
aNote that X needs to be of form X = Zα+β for discrete G (lemma 2.8).
A rigorous proof of this theorem is given in appendix A.3. Below, we sketch the key ideas behind
our algorithms for task (1-2); our algorithms for tasks (3-4) crucially combine the former ones
with fast classical methods to compute Smith normal forms [201].
In short, for tasks (1-2), we show that the problem of finding a general solution of a system
of the form (2.43) reduces in polynomial time to the problem of finding a general solution of a
9Of course, not all group homomorphisms have rational matrix representations (cf. lemma 2.8). However, for
the applications we are interested (cf. chapter 0-5) it is enough to study this subclass.
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so-called system of mixed real-integer linear equations [199].
A′x′ +B′y′ = c, where x′ ∈ Za, y′ ∈ Rb, (2.47)
where A′ and B′ are rational matrices and c is a rational vector. Denoting by Rb′ the given
space in which c lives, we see that, in our notation,
(
A B
)
w = c, where w ∈ Za × Rb is
a particular instance of a system of linear equations over elementary locally compact abelian
groups that are products of Z and R. Systems (2.47) play an important role within the class of
problems (2.43), since any efficient algorithm to solve the former can be adapted to solve the
latter in polynomial time.
The second main idea in the proof of theorem 2.2 is to apply an existing (deterministic)
algorithm by Bowman and Burdet [199] that computes a general solution to a system of the
form (2.47). Although Bowman and Burdet did not prove the efficiency of their algorithm in
[199], we show in appendix A.4 that it can be implemented in polynomial-time, completing the
proof of the theorem.
Application of theorem 2.2: computing inverses of group automorphisms
In section 2.2.2 we discussed that computing a matrix representation of the inverse α−1 of a
group automorphism α cannot be done by simply inverting a (given) matrix representation
A of α. However, the algorithm given in theorem 2.2 can be adapted to solve this prob-
lem.
Lemma 2.14. Let α : G → G be a continuous group automorphism. Given any matrix repre-
sentation A of α, there exists efficient classical algorithms that compute a matrix representation
X of the inverse group automorphism α−1.
A proof (and an algorithm) is given in appendix A.5.
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Chapter 3
Classical simulations of normalizer
circuits over finite abelian groups
In chapter 1 we introduced normalizer circuits over finite abelian groups as group theoretic
generalizations of Clifford circuits composed of quantum Fourier transforms, automorphism
gates and quadratic-phase gates (cf. chapters 1-1.3). An interesting feature of this circuit
families is the presence of QFTs over finite abelian groups, which are central in Shor’s factoring
algorithm [4] and in quantum algorithms for abelian hidden subgroups problems [118, 119, 7].
Normalizer circuits over finite abelian groups were first studied by Van den Nest in [134],
who proved that the action of such circuits on computational basis states and followed by
computational basis measurements can be simulated classically efficiently. In this section, we
generalize the result in [134] in several ways. Most importantly, we show that normalizer circuits
supplemented with intermediate measurements of arbitrary (generalized) Pauli operators can
also be simulated efficiently classically, even when the computation proceeds adaptively. This
yields a generalization of the Gottesman-Knill theorem (valid for n-qubit Clifford operations [1,
2]) to quantum circuits described by arbitrary finite abelian groups. Moreover, our simulations
are twofold: we present efficient classical algorithms to (a) sample the measurement probability
distribution of any adaptive-normalizer computation, as well as (b) to compute the amplitudes
of the state vector in every step of it.
Finally we develop a generalization of the stabilizer formalism [1, 2] relative to arbitrary
finite abelian groups: for example we characterize how to update stabilizers under generalized
Pauli measurements and provide a normal form of the amplitudes of generalized stabilizer states
using quadratic functions and subgroup cosets.
The results in this chapter, together with [134]’s identify a large family of (arbitrarily long)
quantum computations that cannot yield exponential speed-ups in spite of usage of the QFT.
In chapter 4 we will show that many of our results can even be generalized to an infinite-
dimensional setting. In the second part of this thesis (cf. chapter 5), the techniques developed
in these first chapters will help us to identify and analyze more powerful models of normalizer
gates that achieve exponential quantum speedups
This chapter is based on [63] (joint work with Maarten Van den Nest).
3.1 Introduction
In the circuit model considered in [134] the allowed operations are normalizer gates over a finite
abelian group G = ZD1 × . . .× ZDm (cf. chapter 1.3) supplemented with standard basis states
and terminal measurements in the standard basis. The main result in [134] states that any
such circuit is efficiently classically simulable for any group G. The main contribution of this
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chapter is a generalization of the result of [134] where intermediate measurements are allowed at
arbitrary times in the computation. This extension recovers a missing feature that was present
in the original [1, 2] Gottesman-Knill theorem, which states that intermediate measurements of
Pauli operators interspersed along a Clifford circuit can also be classically simulated, and even
if operations are chosen adaptively.
Specifically, in this work, we define adaptive normalizer circuits over G to comprise the
following three fundamental ingredients:
• Normalizer gates over G, i.e. QFTs, automorphism gates, quadratic phase gates.
• Measurements of generalized Pauli operators over G at any time of the computation.
• Adaptiveness: the choice of normalizer gate at any time may depend (in a polynomial-
time computable way) on the outcomes obtained in all previous measurement rounds.
If G is chosen to be Zn2 , the corresponding class of adaptive normalizer circuits precisely corre-
sponds to the class of adaptive Clifford circuits allowed in the original Gottesman-Knill theorem.
3.1.1 Main results
This chapter contains several results, summarized as follows:
I. A Gottesman-Knill theorem for all finite abelian groups (Theorem 3.7). Given
any abelian group G, every poly-size adaptive normalizer circuit over G, acting on any
standard basis input, can be efficiently simulated by a classical computer. That is, we
show that the conditional probability distribution arising at each measurement (given the
outcomes of the previous ones) can be sampled in classical polynomial time.
II. A stabilizer formalism for finite abelian groups. Generalizing the well-known stabi-
lizer formalism for qubits, we develop a stabilizer formalism for arbitrary abelian groups.
This framework is a key ingredient to efficiently track the evolution of quantum states
under normalizer circuits. In particular, our results are:
– We provide an analytic formula, as well as an efficient algorithm, to compute the
dimension of any stabilizer code over a finite abelian group (Theorem 3.2).
– We provide an analytic formula, as well as an efficient algorithm, to compute the
update of any stabilizer group under Pauli measurements over arbitrary finite abelian
groups (Theorem 3.5).
III. A normal form for stabilizer states (Theorem 3.4). We give an analytic formula
to characterize the amplitudes of stabilizer states over abelian groups and show how to
compute these amplitudes efficiently. It follows that all stabilizer states over abelian
groups belong to the class of Computationally Tractable (CT) states, introduced in [170].
The interest in this property is that all CT states can be simulated classically in various
contexts well beyond the setting of the present work—cf. [170] for a discussion.
In all the results above the term efficient is used as synonym of “in polynomial time in log |G|”
(where |G| denotes the cardinality of the group G). All algorithms presented show good per-
formance regarding computational errors: the sampling algorithm given in theorem 3.7 is exact
(i.e. it samples the output probability of the adaptive normalizer circuit exactly in polynomial
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time1), whereas the algorithms in theorem 3.4 yield exponentially accurate estimates of state
amplitudes and normalization constants.
3.1.2 Discussion
Technical aspects of the results.
An important technical difference (and difficulty) of our setting compared to the Gottesman-
Knill theorem qubit one is that in the context of arbitrary finite abelian groups (such asG = Z2n)
arithmetic is generally over large integers. This is in contrast to Zn2 where arithmetic is simply
over Z2 i.e. modulo 2. The difference is in fact twofold:
• First, Z2 is a field. As a result, it is possible to describe the “standard” stabilizer formal-
ism for qubits with vector space techniques over Z2. In this context methods like Gaussian
elimination have straightforward analogues, which can be exploited in the design of classical
algorithms. General abelian groups are however no longer fields. This complicates both the
analytic and algorithmic aspects of our abelian-group stabilizer formalism due to, for instance,
the presence of zero divisors.
• Second, in Z2 arithmetic is with small numbers (namely 0s and 1s), whereas in general finite
abelian groups arithmetic is with large integers. For example, this is the case with G = Z2n .
Of course, one must beware that some problems in number theory are widely believed to be
intractable for classical computers: consider, for instance, the integer factorization problem or
computing discrete logarithms. One of the main challenges in our scenario is to show that the
“integer arithmetic” used in our classical simulation algorithms can be carried out efficiently. For
this purpose, a significant technical portion of our work is dedicated to solving systems of linear
equations modulo a finite abelian group, defined as follows: given a pair of finite abelian groups
Gsol and G (both of which are given as a direct product of cyclic groups), and a homomorphism
α between them, we look at systems of the form α(x) = b where x ∈ Gsol and b ∈ G. We present
polynomial-time deterministic classical algorithms for counting and finding solutions of these
systems. These efficient algorithms lie at the core of our classical simulations of normalizer
circuits.
The power of adaptiveness.
Another interesting feature in our work compared to the qubit setting, is that abelian-group
normalizer circuits with intermediate measurements are more powerful than those with only
terminal measurements for quantum state preparation: in section 3.7.2, we show that certain
families of abelian group stabilizer states (namely, abelian-group coset states) can only be
prepared if intermediate measurement is allowed2. Albeit, despite displaying superior QIP
features, our main simulation result says that enhanced normalizer circuits with intermediate
measurements can still not outperform classical computers.
1In our model, for simplicity we assume availability of a subroutine which allows to generate, with zero error,
a uniformly random integer in the interval [0, N ] in polylog(N) time, for any integer N . Under this assumption,
our classical sampling algorithm for simulating normalizer circuits also has perfect accuracy i.e. no additional
errors are introduced.
2This is analogous to a known feature of stabilizer states in composite qudit dimensions, some of which cannot
be prepared without measuring Paulis, even though mere terminal measurements are enough in the qubit setting
(cf. discussion in section 3.7.2).
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Applications.
Finally, we recall that the stabilizer formalism has been used in a variety of settings (both
for qubits and d-level systems) beyond the context of the Gottesman-Knill theorem. This
includes e.g. measurement-based quantum computation [42, 65, 66], quantum error-correction
and fault-tolerance [3, 43, 67–71], secret-sharing [72–74], topological systems [75–78], quantum
computation via state injection (rebits [47, 48, 44]) and other applications. The mathematical
tools developed in the present work may therefore also have applications outside the realm of
classical simulations of quantum circuits.
3.1.3 Relationship to previous work
In [134] it was proven that one can sample classically in poly-time the output distribution of any
non-adaptive normalizer circuit followed by a terminal measurement in the standard basis. Our
work extends this result in various ways, as outlined above in I-II-III. Main differences are the
fact that here we consider adaptive normalizer circuits, and two different types of simulations:
sampling output distributions and computation of amplitudes.
To our knowledge, ref. [134] and the present work are the first studies to investigate nor-
malizer circuits over arbitrary finite abelian groups, including those of the form G = Zmd where
d can be an exponentially large number, such as d = 2n; they are also the first to consider
normalizer operations that act on high-dimensional physical systems without a natural tensor
product decomposition (such as Cp where p > 2n is an exponentially big prime number), or
clusters of heterogeneous qudits (e.g. Ca × Cb × Cc when a, b, c are different, as opposed to
Cd⊗n).
Restricting to groups of the form G = Zmd where d is constant, our work recovers previous
results regarding classical simulations of Clifford circuits for qudits. We emphasize that in this
second scenario d is a fixed parameter that does not scale; this is in contrast with the cases
studied in [134] and in the present paper. We briefly summarize prior work on qudits.
• Results when d is a constant prime number: if d = 2, the ability to sample classically
efficiently follows from the Gottesman-Knill theorem [1, 2], whereas the computation of
amplitudes from [135]; for prime values of d larger than 2, techniques given in [3] yield
efficient sampling simulations also for adaptive Clifford circuits.
• Results when d is an arbitrary constant: techniques given in [136] can be used to
simulate non-adaptive Clifford circuits followed by a terminal standard basis measurement
(sampling output distributions and computation of amplitudes); tools developed in [137]
can be used to sample in the adaptive case.
Finally, our work also connects to previous studies on the simulability of abelian quantum
Fourier transforms (QFTs) [166–168, 134]. In [166] it was shown that the action of the approx-
imate QFT over Z2n on product states, followed by a terminal measurement in a product basis
can be classically simulated in quasi-polynomial O(nlogn) time. This result was improved in
[167] where fully efficient classical simulation algorithms were given for this setting and, more
generally, for constant-depth circuits of bounded interaction range, interspersed with a con-
stant amount of approximate QFTs. In [168] it was shown that the “semi-classical” QFT acting
on a class of entangled input states can be efficiently classically simulated. Finally, Van den
Nest [134] gave efficient classical algorithms for circuits of arbitrary size containing QFTs and
normalizer gates.
A common ingredient in works [166–168] is that they all employ tensor contraction schemes
in their simulations, which crucially depend on the geometric structure of the quantum circuit:
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in particular, all these methods can only be efficient if the graph representing the gate structure
of the circuit has a strong tree-like structure (measured by the tree-width [165]). Unlike the
simulations given in [134] and in the present work, the circuits in [166–168] can only generate
limited amounts of entanglement [169]. Also, the simulations in [134] and in the present work
are fully independent of the structure of the circuit. This generality comes at the cost that we
have to restrict our allowed gates, similarly to the original Gottesman-Knill theorem.
3.1.4 Chapter outline
We refer the reader to chapter 1-1.3 for an introduction to the normalizer circuit model of
this chapter, its relationship to the standard Pauli and Clifford operations and definitions of
character, quadratic and bicharacter functions. The rest of the chapter is organized as follows.
Sections 3.2 and 3.3 contain technical preliminaries. Section 3.2 presents a number of efficient
classical algorithms to solve algebraic computational problems based on the classical techniques
we developed in chapter 2. Section 3.3 gives a detailed account of the mathematical properties
of Pauli, Clifford and (unitary) normalizer operations.
The remaining sections contain the main results of our work. In section 3.4, a theory of
abelian-group stabilizer codes is developed. In section 3.5 we give normal forms for stabilizer
states. Section 3.6.2 explains how intermediate (generalized) Pauli operator measurements can
be implemented, and how they transform abelian-group stabilizer states. In section 3.7 we
show how to simulate adaptive normalizer circuits classically and discuss the power of these
operations for state preparation.
3.2 Preliminaries on finite abelian groups
Conventions and methodology: Throughout this section we fix the group G to be of the form
G = Zd1 × . . .× Zdm , (3.1)
with parameters di, m chosen arbitrarily. The elements and canonical generators3 of G are
denoted by g = (g(1), . . . , g(m)), g(i) ∈ Zdi , resp., ei = (0, . . . , 1i, . . . , 0). The m elements ei
generate G and for any g ∈ G can be naturally written as g = ∑ g(i)ei. Throughout the section,
we use the shorthand (modG) as synonym of (modd1, . . . ,moddm).
The classical simulation and stabilizer formalism methods in this chapter exploit several
of the classical group theoretic techniques that we develop in chapter 2. In particular, we will
apply the notions and main properties of annihilator subgroup H⊥ (section 2.1.4), and character
χg(h), quadratic ξ(h) and bicharacter B(g, h) functions (chapters 1, 2.1, 2.3) to devise analytic
tools to describe stabilizer states and codes. Furthermore, the theory of matrix representations
for group homomorphisms that we developed in chapter will be useful to characterize normalizer
gates and various linear structures present in the problems we study.
Computational group theory: Computational aspects of finite abelian groups are now dis-
cussed; our discourse focuses on a selected catalog of computational problems relevant to this
chapter and efficient classical algorithms to solve them.
In computational complexity theory a (classical or quantum) algorithm is said to be efficient
if it solves a given computational problem of input-size n in (classical or quantum) poly (n)
time: when one looks at problems related to finite abelian groups, this will be synonym of
3These elements play a similar role as the canonical basis vectors of vector spaces like Rm or Cm (though G
is not a vector space).
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“in polylog(|G1|, |G2|, . . . , |Gn|) time”, being G1, . . . , Gn the groups involved in a problem of
interest. Since this section concerns only classical computational complexity, we will tend to
omit the epithet classical all the way throughout it.
Periodically, and at crucial stages of this chapter, some advanced algebraic computational
problems are bound to arise. The following lemma compiles a list of group theoretical problems
that will be relevant to us and can be solved efficiently by classical computers.
Lemma 3.1 (Algorithms for finite abelian groups). Given H, K, two subgroups of G, and
{hi}, {kj}, polynomial-size generating-sets of them, there exist efficient classical algorithms to
solve the following problems deterministically.
(a) Decide whether b ∈ G belongs to H; if so, find integers wi such that b = ∑wihi.
(b) Count the number of elements of H.
(c) Find a generating-set of the intersection H ∩K.
(d) Find a generating-set of the annihilator subgroup H⊥ (cf. definition in chapter 2.1.4).
(e) Given the system of equations χhi(g) = γai , find elements (g0, g1, . . . , gs) such that all
solutions can be written as linear combinations of the form g0 +
∑
vigi.
(h) Find a r×m matrix representation Ω of a homomorphism $ : G→ Zrd such that H coincides
with the kernel of $ and r, d have polynomial bit-size.
The proof of the lemma is given in appendix B.1, where we prove the following statement.
Lemma 3.2. Problems (a-e) in lemma 3.1 are polynomial-time reducible to either counting or
finding solutions of systems of equations of the form α(x) = Ax = b; where α is a group homo-
morphism between two (canonically-decomposed) finite abelian groups, Gsol and G, to which x,
b respectively belong and A is a matrix representation of α.
We recall that the system of equation in lemma 3.2 is a linear system over groups in the sense of
(chapter 2.4.2), which can be solved efficiently with our classical algorithm in theorem 2.2: the
latter may be applied to count solutions and/or output an element x0 and a poly-size generating
set of kerα such that Xsol = x0 + kerα is the total number of solutions of the system.
3.3 Pauli operators and normalizer circuits over abelian groups
3.3.1 Definitions and terminology
We recall (section 1.3) that a generalized Pauli operator over G (hereafter often simply denoted
Pauli operator) is any unitary operator of the form
σ(a, g, h) := γaZ(g)X(h), X(g) :=
∑
h∈G
|h+ g〉〈h|, Z(g) :=
∑
h∈G
χg(h)|h〉〈h| (3.2)
where χg is a character, γ := eipi/|G| is a primitive root of unity, and a ∈ Z2|G|. Throughout this
chapter, the triple (a, g, h) describing the Pauli operator is called the label of σ. It is important
to observe that, although σ is a |G| × |G| matrix, its label (a, g, h) is an efficient description of
itself comprising O(log |G|) bits; from now on, we will specify Pauli operators in terms of their
labels, and refer to the latter as the standard encoding of these operators.
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3.3.2 Manipulation of Pauli operators
First, note that every Pauli operator factorizes as a tensor product relative to the tensor de-
composition of HG i.e. σ can be written as σ = U1 ⊗ · · · ⊗ Um where Ui acts on Cdi . This
property simplifies several proofs; it can be verified straightforwardly by applying (3.2) and the
definition (1.6) of the characters of G.
Basic manipulations of Pauli operators can be carried out transparently by translating them
into transformations of their labels: we review now some of these rules. First, the Pauli matrices
(3.2) obey the following commutation rules:
X(g)X(h) = X(g + h) = X(h)X(g)
Z(g)Z(h) = Z(g + h) = Z(h)Z(g) (3.3)
Z(g)X(h) = χg(h)X(h)Z(g).
Combinations of these rules straightforwardly lead to the next two lemmas.
Lemma 3.3 (Products and powers of Pauli operators [134]). Consider Pauli operators
σ and τ and a positive integer n. Then στ , σn and σ† are also Pauli operators, the labels of
which can be computed in polylog(|G|, n) time on input of n and the labels of σ and τ . Moreover,
σ† = σ2|G|−1.
Lemma 3.4 (Commutativity). Consider two Pauli operators σ(a1, g1, h1) = σ1 and σ(a2, g2, h2) =
σ2. Then the following statements are equivalent:
(i) σ1 and σ2 commute;
(ii) χg1(h2) = χg2(h1);
(iii) x := (g1, h1) and y := (h2,−g2) annihilate each other as elements of G×G: i.e. χx(y) = 1.
Lemma 3.3 implies that the set of all Pauli operators PG over G forms a (finite) group, called
the Pauli group (over G).
3.3.3 Normalizer quantum circuits
Hitherto we have not considered technical aspects of normalizer circuits, such as how to describe
normalizer circuits efficiently, or how to compute their action on Pauli operators; we address
these questions in this section.
3.3.3.1 Describing normalizer operations
In this chapter we will be interested in classical simulations of normalizer circuits. To make
meaningful statements about classical simulations one must first specify which classical descrip-
tions of normalizer circuits are considered to be available. In the case of Pauli operators over G,
we saw in the previous section that it is possible to describe them using few (polylog |G|) mem-
ory resources, by choosing their labels (a, g, h) as standard encodings; this property holds for all
normalizer gates and—hence—circuits [134]: all of them admit efficient classical descriptions.
This is discussed next.
• First, a partial quantum Fourier transform is described by the set of systems HZdi on
which it acts non-trivially
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• Second, an automorphism gate is described by the matrix representation of the associated
automorphism (cf. chapter 2.2.2).
• Third, let ξ be an arbitrary quadratic function. Then, it follows from our normal form for
quadratic functions (theorem 2.1) that there exists n(g) ∈ Z2|G| such that ξ(g) = epiin(g)/|G|
for every g ∈ G; furthermore, the O(m2) integers n(ei) and n(ei+ej) comprise an efficient
description of ξ and, thus, of the associated quadratic phase gate.4
Henceforth we will assume that all normalizer gates are specified in terms of the descriptions
given above, which will be called their standard encodings. The standard encoding of each
type of gate comprises polylog(|G|) bits. The standard encoding of a normalizer circuits is the
sequence of classical descriptions of its gates.
3.3.3.2 Normalizer vs Clifford
The following theorem from [134] states that every normalizer gate belongs to the Clifford group,
and the action of any normalizer gate on a Pauli operator via conjugation can be described
efficiently classically.
Theorem 3.1 (Normalizer gates are Clifford [134]). Every normalizer gate is a Clifford
operator. Furthermore let U be a normalizer gate specified in terms of its standard classical
encoding as above, and let σ be a Pauli operator specified in terms of its label; then the label of
UσU † can be computed in polylog |G| time.
Proof. We do not reproduce the original proof of this theorem since we present an infinite-
dimensional generalization of it in chapter 4 (theorem 4.2). However, we illustrate here how the
main types of normalizer gates FG, Uα, Dξ act on Pauli operatorsX(g), Z(g) under conjugation:
FG : X(g)→ Z(g); Z(g)→ X(−g)
Uα : X(g)→ X(α(g)); Z(g)→ Z(α−∗(g))
Dξ : X(g)→ ξ(g)X(g)Z(β(g)); Z(g)→ Z(g)
(3.4)
Above, β : G→ G denotes the homomorphism in lemma 2.9, α∗ is the dual group automorphism
of α (2.16); and α−∗ denotes the inverse of α∗.
It is unknown whether the entire Clifford group can be generated (up to global phase factors)
by normalizer gates in full generality. However, it was proven in [136] (see also the examples in
section 1.3.1) that this is indeed the case for groups of the form G = Zmd (i.e. m qudit systems);
more strongly, every Clifford group element (over Zmd ) can be written as a product of at most
polylog(|G|) such operators. We conjecture that this feature holds true for Clifford operators
over arbitrary finite abelian groups.
Conjecture 3.1. Let G be an arbitrary (canonically decomposed) finite abelian group. Then,
up to a global phase, every Clifford operator over G can be written as a product of polylog |G|
normalizer gates.
Finally, in the following lemma we provide some partial support for this conjecture. We show
that both automorphism gates and quadratic phase gates have a distinguished role within the
Clifford group, characterized as follows:
4Given these integers one can efficiently compute M and vector v as in (2.40) (cf. appendix C.3.3): it follows
that ξ can be efficiently computed given these numbers (see also [134] for an earlier proof of this fact).
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Lemma 3.5. Up to a global phase, every Clifford operator which acts on the standard basis as
a permutation has the form X(g)Uα for some g ∈ G and some automorphism gate Uα. Every
diagonal Clifford operator is, up to a global phase, a quadratic phase gate.
Proof. The first statement was proved in [134]. We prove the second statement. Let D =∑
ξ(g)|g〉〈g| be a diagonal unitary operator (so that |ξ(g)| = 1 for all g ∈ G) in the Clifford
group. Without loss of generality we may set ξ(0) = 1, which can always be ensured by choosing
a suitable (irrelevant) overall phase. Then for every h ∈ G, D sends X(h) to a Pauli operator
under conjugation. This implies that there exists a complex phase γ(h) and group elements
f1(h), f2(h) ∈ G such that
DX(h)D† = γ(h)X(f1(h))Z(f2(h)). (3.5)
Since D is diagonal, it is easy to verify that we must have f1(h) = h for every h ∈ G. Now
consider an arbitrary g ∈ G. Then
DX(h)D†|g〉 = ξ(g)ξ(g + h)|g + h〉; (3.6)
γ(h)X(h)Z(f2(h))|g〉 = γ(h)χg(f2(h))|g + h〉. (3.7)
Condition (3.5) implies that (3.6) is identical to (3.7) for every g, h ∈ G. Choosing g = 0 and
using that ξ(0) = 1 and χ0(x) = 1 for every x ∈ G it follows that γ(h) = ξ(h). We thus find
that
ξ(g + h) = ξ(g)ξ(h)χg(f2(h)). (3.8)
The function B(g, h) := ξ(g + h)ξ(g)ξ(h) is manifestly linear in g, since B(g, h) = χg(f2(h)).
Furthermore by definition B is symmetric in g and h. Thus B is also linear in h.
3.4 An abelian Group Stabilizer Formalism
In this section we develop further the stabilizer formalism for finite abelian groups as started
in [134]. We provide new analytic and algorithmic tools to describe them and analyze their
properties. Throughout this section we consider an arbitrary abelian group of the form G =
Zd1 × . . .× Zdm .
3.4.1 Stabilizer states and codes
Let S be a subgroup of the Pauli group PG. Then S is said to be a stabilizer group (over
G) if there exists a non-zero vector |ψ〉 ∈ HG which is invariant under all elements in S i.e.
σ|ψ〉 = |ψ〉 for every σ ∈ S. The linear subspace V := {|ψ〉 : σ|ψ〉 = |ψ〉 for all σ ∈ S} is
called the stabilizer code associated with S. If V is one-dimensional, its unique element (up to a
multiplicative constant) is called the stabilizer state associated with S. In this chapter we will
mainly be interested in stabilizer states. Occasionally, however, it will be useful to consider the
general setting of stabilizer codes (cf. e.g. theorem 3.2).
Note that every stabilizer group S is abelian. To see this, consider a state |ψ〉 6= 0 which is
invariant under the action of all elements in S and consider two arbitrary σ, τ ∈ S. Then (3.3)
implies that there exists a complex phase α such that στ = ατσ. It follows that |ψ〉 = στ |ψ〉 =
ατσ|ψ〉 = α|ψ〉, where we have used that σ|ψ〉 = |ψ〉 = τ |ψ〉. We thus find that |ψ〉 = α|ψ〉 so
that α = 1 (i.e. σ and τ commute).
On the other hand, not every abelian subgroup of the Pauli group is a stabilizer group. A
simple counterexample is the group {I,−I} where I is the identity operator acting on HG.
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The support of a stabilizer code V is the set of all g ∈ G for which |g〉 has a nonzero overlap
with V i.e. there exists |ψ〉 ∈ V such that 〈g|ψ〉 6= 0. The support of a stabilizer state |φ〉 is
simply the set of all g ∈ G for which 〈g|φ〉 6= 0.
3.4.2 Label groups
Let S be a stabilizer group over G. The diagonal subgroup D is the subgroup of S formed by its
diagonal operators i.e. it consists of all operators in S of the form γaZ(g). Second, we introduce
two subgroups H and D of G called the label groups of S:
H = {h ∈ G : there exists γaZ(g)X(h) ∈ S}, (3.9)
D = {g ∈ G : there exists γaZ(g) ∈ D}, (3.10)
Using (3.3) it is straightforward to verify that D is indeed a subgroup of G. To prove that H
is a subgroup as well, one argues as follows. Let σ be a Pauli operator with label (a, g, h). We
call g the “Z-component” and h the “X-component” of σ. Denote the X-component formally
by ϕ(σ) := h. Then H is the image of S under the map ϕ. The commutation relations (3.3)
yield
ϕ(στ) = ϕ(σ) + ϕ(τ) for all σ, τ ∈ S. (3.11)
This implies that ϕ is a homomorphism from S to G. It follows that H is a subgroup of
G.
Lemma 3.6 (Label groups). Let S be a stabilizer group and assume that the labels of k =
polylog |G| generators of S are given as an input. Then the label groups of S fulfill:
(i) H ⊆ D⊥, where D⊥ denotes the annihilator of D (section 2.1.4);
(ii) Generating sets of H, D can be efficiently computed classically;
(iii) The labels of a generating set of D can be efficiently computed classically.
Proof. Property (i) is a straightforward consequence of the commutation relations given in
lemma 3.4 and the definition of annihilator subgroup (2.17). To show property (ii), recall that
the map ϕ defined above is a homomorphism from S to G with H = Im(ϕ). Suppose that S is
generated by {σ1, . . . , σk}. Then H is generated by {ϕ(σ1), . . . , σ(σk)}: this yields an efficient
method to compute generators of H. To prove the second statement of (ii) as well as (iii)
requires more work. The argument is a direct generalization of the proof of lemma 9 in [134]
and the reader is referred to this work.
3.4.3 Certificates
The main purpose of this section is to provide a criterion to verify when a stabilizer group gives
rise to a one-dimensional stabilizer code i.e. a stabilizer state. This is accomplished in corollary
3.1. To arrive at this statement we first analyze how the dimension of a general stabilizer code
is related the structure of its stabilizer group.
Theorem 3.2 (Structure Test). Let S be a stabilizer group with stabilizer code V and D⊥ be
the annihilator of the label subgroup D (section 2.1.4). Then, there exists g0 ∈ G such that
(i) supp(V) = g0 + D⊥, (ii) dim(V) = |D
⊥|
|H| , (3.12)
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where H, D are the label subgroups of S. Furthermore, there exist efficient classical algorithms
to compute a representative g0 of the support, a generating set of D⊥ and the dimension dim(V).
Before proving theorem 3.2, we note that combining property (ii) together with lemma 3.6(i)
immediately yield:
Corollary 3.1 (Uniqueness Test). Let S be a stabilizer group with stabilizer code V. Then V
is one-dimensional if and only if H and D annihilate each other: i.e. iff H = D⊥.
Theorem 3.2(ii) also leads to an alternative formula for the dimension of a stabilizer code:
Corollary 3.2. The dimension of V equals |G|/|S|.
The result in corollary 3.2 is well known for stabilizer codes over qubits [1, 13] (i.e. where
G = Zm2 so that |G| = 2m) and qudits (where G = Zmd ) [1, 202].
Proof. [of corollary 3.2] Consider the map ϕ : S → G, defined in section 3.4.2, which is a group
homomorphism with image H. Furthermore the kernel of ϕ is precisely the diagonal subgroup
D of G. Since |Im ϕ| = |S|/|ker ϕ| it follows that |H| = |S|/|D|. Finally we claim that D and D
are isomorphic groups so that |D| = |D|. To prove this, consider the map δ : D → D that sends
σ = γaZ(g) to δ(σ) = g. Using (3.3) it follows that this map is a homomorphism; furthermore,
it is a surjective one by definition of D, and thus imδ = D. The kernel of δ is the set of all σ ∈ S
having the form σ = γaI. But the only operator in S proportional to the identity is the identity
itself, since otherwise S cannot have a common +1 eigenstate. This shows that the kernel of
δ is trivial, so that D and D are isomorphic, as claimed. The resulting identity |H| = |S|/|D|
together with |D⊥| = |G|/|D| (recall lemma 2.4) and theorem 3.2(ii) proves the result.
We now prove theorem 3.2 using techniques developed in [203] where the properties of
so-called M-spaces were studied. We briefly recall basic concepts and results.
A unitary operator acting on HG is said to be monomial if it can be written as a product
U = DP where D is diagonal and P is a permutation matrix. A subspace M of HG is called
an M-space if there exists a group of monomial unitary operators G such that |ϕ〉 ∈ M iff
U |ϕ〉 = |ϕ〉 for every U ∈ G. The group G is called a stabilizer group of M. If M is one-
dimensional, its unique (up to a multiplicative factor) element |ψ〉 is called an M-state. The
support of M is defined analogously to the support of a stabilizer code i.e. it is the set of all
g ∈ G such that |g〉 has a nontrivial overlap with M. With this terminology, every stabilizer
code is an instance of an M-space and every stabilizer state is an M-state. To see this, note
that every Pauli operator σ(a, g, h) is a monomial unitary operator. Indeed, σ can be written
as a product σ = DP where D = γaZ(g) is diagonal and P = X(h) is a permutation matrix.
We introduce some further terminology. Let G be an arbitrary monomial stabilizer group.
For every g ∈ G, let Gg be the subset of G consisting of all U ∈ G satisfying U |g〉 ∝ |g〉 i.e. U
acts trivially on g, up to an overall phase. This subset is easily seen to be a subgroup of G.
Also, we define the orbit Og of g as:
Og = {h : ∃U ∈ G s.t. U |g〉 ∝ |h〉} (3.13)
In the following result the support of any M-space is characterized in terms of the orbits Og
and the subgroups Gg.
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Theorem 3.3 (Support of M-space [203]). Consider an M-spaceM with monomial stabilizer
group G. Then the following statements hold:
(i) There exist orbits Og1 , . . . ,Ogd such that d = dim(M) and
supp(M) = Og1 ∪ · · · ∪ Ogd . (3.14)
(ii) Consider g ∈ G and an arbitrary set of generators {V1, . . . , Vr} of Gg. Then g ∈ supp(M) if
and only if Vi|g〉 = |g〉 for every i.
Using this result, we can now prove theorem 3.2.
Proof. [of theorem 3.2] We apply theorem 3.3 to the Pauli stabilizer group S. In this case,
the group Sg and the orbit Og fulfill
Og = g +H, Sg = D. (3.15)
To demonstrate the first identity in (3.15), we use (3.2) which implies σ(a, x, y)|g〉 ∝ |g + y〉
for every σ(a, x, y) ∈ S. To show the second identity, first note that D|g〉 ∝ |g〉 for every
diagonal operator D ∈ D, showing that D ⊆ Sg. Conversely, if σ ∈ Sg has label (a, x, y) then
σ|g〉 ∝ |g + y〉. Since σ ∈ Sg the state |g〉 is an eigenvector of σ; this can only be true if y = 0,
showing that σ ∈ D.
Using lemma 3.6, we can efficiently compute the labels of a generating set {σ1, . . . , σr} of
Sg = D, where σi = γaiZ(gi) for some ai ∈ Z2|G| and gi ∈ G. Owing to theorem 3.3(ii), any
g ∈ G belongs to the support of V if and only if σi|g〉 = |g〉 for every i = 1, . . . , r. Equivalently,
g satisfies
γaiχgi(g) = 1 for all i = 1, . . . , r. (3.16)
Since the elements gi generate the label group D, the solutions of the system are easily seen—use
the multiplicativity of characters and (2.17)—to form a coset of the form supp(V) = g0 + D⊥
for some particular solution g0. Moreover, the classical algorithm in lemma 3.2.(e), returns a
valid g0 and a generating set of D⊥, showing (i).
Further, we combine (i) with theorem 3.3(i) to get a short proof of (ii): the equation
supp(V) = Og1 ∪ · · · ∪ Ogd = (g1 +H) ∪ · · · ∪ (gd +H) = g0 + D⊥
implies, computing the cardinalities of the sets involved, that d|H| = dimV|H| = |D⊥|.
Finally, the ability to compute g0 and to find generators of D⊥ efficiently classically follows
by applying theorem 2.2 to a linear system described by a r × m matrix Ω that defines a
homomorphism from G to Zr|G|, with r ∈ O(polylog |G|). Furthermore, we can compute dimV
directly using formula (ii) together with lemma 3.6 and the algorithms of lemma 3.1.
3.5 Normal form of a stabilizer state
We now apply the stabilizer formalism of section 3.4 to develop an analytic characterization of
the amplitudes of arbitrary stabilizer states over finite abelian groups. In addition, we show
that the wavefunction of any stabilizer state can always be efficiently computed and sampled,
which we use later to study the classical simulability of normalizer circuits.
Theorem 3.4 (Normal form of stabilizer states). Every stabilizer state |φ〉 over a finite
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abelian group G with stabilizer group S has the form
|φ〉 = α 1√|H|∑
h∈H
ξ(h)|s+ h〉. (3.17)
Here α is a global phase, H is the label group (3.9), s ∈ G, and relative phases are described
by a quadratic function ξ on the group H. Furthermore, if a generating set {σ1, . . . , σr} of S is
specified, the following tasks can be carried out efficiently:
(a) Compute s;
(b) Given g ∈ G, determine if g ∈ s+H;
(c) Given h ∈ H, compute ξ(h) up to n bits in poly(n, log |G|) time;
(d) Compute
√|H|.
Proof. Corollary 3.1 implies that D⊥ = H. Using this identity together with theorem 3.2(i), we
find that supp(|φ〉) = s + H for some s ∈ G. By definition of H, for every h ∈ H there exists
some element σ(a, g, h) ∈ S. Using that σ(a, g, h)|φ〉 = |φ〉 we then have
〈s+ h|φ〉 = 〈s+ h|σ(a, g, h)|φ〉 = γaχs+h(g)〈s|φ〉 (3.18)
This implies that |〈s+h|φ〉| = |〈s|φ〉| for all h ∈ H. Together with the property that supp(|φ〉) =
s+H, it follows that |φ〉 can be written as
|φ〉 = 1√|H|∑
h∈H
ξ(h)|s+ h〉 (3.19)
for some complex phases ξ(h). By suitably choosing an (irrelevant) global phase, w.l.o.g. we
can assume that ξ(0) = 1.
We now show that the function h ∈ H → ξ(h) is quadratic. Using (3.18, 3.19) we derive
ξ(h) =
√
|H|〈s+ h|φ〉 =
√
|H|γaχs+h(g)〈s|φ〉 = γaχs+h(g)ξ(0) = γaχs+h(g). (3.20)
Since ξ(h) by definition only depends on h, the quantity γaχs+h(g) only depends on h as well:
i.e. it is independent of a and g. Now select h1, h2 ∈ H and two associated stabilizer operators
σ1 = σ(a1, g1, h1), σ2 = σ(a2, g2, h2) ∈ S. Then
ξ(h1 + h2) =
√
|H|〈s+ h1 + h2|φ〉 (3.21)
=
√
|H|〈s+ h1 + h2|σ1σ2|φ〉 (3.22)
=
√
|H|γa1χs+h1+h2(g1) 〈s+ h2|σ2|φ〉 (3.23)
= [γa1χs+h1(g1)] [γa2χs+h2(g2)] χg1(h2) ξ(0) (3.24)
= ξ(h1)ξ(h2)χg1(h2) (3.25)
In (3.22) we used that σ1σ2|φ〉 = |φ〉; in (3.23-3.24) we used the definitions of Pauli operators
and the fact that
√|H|〈s|φ〉 = ξ(0); finally in (3.25) we used identity (3.20) and the fact that
ξ(0) = 1. Now define B(h1, h2) = ξ(h1 + h2)ξ(h1)ξ(h2). We claim that B is a bicharacter
function of H. To see this, note that the derivation above shows that B(h1, h2) = χg1(h2)
for any σ(a1, g1, h1) ∈ S. Linearity in the second argument h2 is immediate. Furthermore, by
definition B is a symmetric function i.e. B(h1, h2) = B(h2, h1). This shows that B is bicharacter,
as desired.
We now address (a)-(d). As for (a) recall that s+H is the support of a stabilizer state |φ〉;
theorem 3.2 then provides an efficient method to compute a suitable representative s. Note
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also that a generating set of H can be computed efficiently owing to lemma 3.6. Statement (b)
follows from lemma 3.1(a). Statement (d) follows from lemma 3.1(b). Finally we prove (c), by
showing that the following procedure to compute ξ(h) is efficient, given any h ∈ H:
(i) determine some element σ ∈ S such that σ|s〉 ∝ |s+ h〉;
(ii) compute 〈s+ h|σ|s〉 = ξ(h).
To achieve (i), it suffices to determine an arbitrary stabilizer element of the form σ = σ(a, g, h) ∈
S. Assume that generators σ1 = σ(a1, g1, h1), . . . , σr = σ(ar, gr, hr) are given to us. We can then
use algorithm (a) in lemma 3.1 to find integers wi such that h =
∑
wihi, for which σ =
∏
σwii is
an operator of form σ(a, g, h) for some values of a, g—use (3.3). Moreover, given the wi the label
(a, g, h) of σ can be computed efficiently; this accomplishes (i). Finally, it is straightforward
that (ii) can be carried out efficiently: using formula ξ(h) = γaχs+h(g) and standard algorithms
to compute elementary functions [198].
3.5.1 Reproduction of existing normal forms
Theorem 3.4 generalizes result from [135, 136, 193] where analogous characterizations were given
for qubits and qudits, although those works do not consider the notion of quadratic functions
used here (furthermore their methods are completely different from ours). For example, in ref.
[135] it was shown that every Pauli stabilizer state for qubits (corresponding to the group Zm2 )
can be written as
|φ〉 ∝ 1√|S|∑
x∈S
(−1)q(x)il(x)|x+ s〉. (3.26)
Here S is a linear subspace of Zm2 , q(x) = xTAx mod 2 is a quadratic form over Z2, and l(x)
mod 2 is a linear form. This characterization indeed conforms with theorem 3.4: the set S is a
subgroup of Zm2 and the function
x ∈ Zm2 → ξ(x) := (−1)q(x)il(x) (3.27)
is quadratic (chapter 1.3.1).
Application: computational tractability of stabilizer states
Theorem 3.4 also implies that every stabilizer state belongs to the family of Computationally
Tractable states (CT states) [170]. A state |ψ〉 = ∑ψg|g〉 ∈ HG is said to be CT (relative to
its classical description) if the following properties are satisfied:
(a) there exists an efficient randomized classical algorithm to sample the distribution {|ψg|2};
(b) given g ∈ G, the coefficient ψg can be computed efficiently with exponential precision.
CT states form a basic component in a general class of quantum computations that can be
simulated efficiently classically using probabilistic simulation methods. For example consider a
quantum circuit C acting on a CT state and followed by a final standard basis measurement
on one of the qubits. Then, regardless of which CT state is considered, such computation
can be efficiently simulated classically when C is e.g. an arbitrary Clifford circuit, matchgate
circuit, constant-depth circuit or sparse unitary. See [170] for an extensive discussion of classical
simulations with CT states.
Here we show that every stabilizer state |ψ〉 ∈ HG over a finite abelian group G is CT. To be
precise, we prove that such states are CT up to a global phase. That is, instead of (b) we prove
a slightly weaker statement which takes into account the fact that any stabilizer state specified
in terms of its stabilizer is only determined up to an overall phase. Formally, we consider the
property
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(b’) there exists an efficient classical algorithm that, on input of g ∈ G, computes a coefficient
ψ′g, where the collection of coefficients {ψ′g : g ∈ G} is such that |ψ〉 = α
∑
ψ′g|g〉 for some
complex phase α.
Corollary 3.3. Let |ψ〉 be a stabilizer state over an abelian group G, specified in terms of a
generating set of polylog |G| stabilizers. Then |ψ〉 is CT in the sense (a)-(b’).
Proof. Property (a) was proved in [134]. To prove (b’), note that theorem 3.4 implies there
exists a global phase α such that
〈g|ψ〉 =
{
α · 1√|H| · ξ(h) if g = s+ h for some h ∈ H
0 if g /∈ H+ s. (3.28)
Using theorem 3.4(b) it can be efficiently determined whether g belongs to H+ s. If not, then
〈g|ψ〉 = 0. If yes, then compute h = g− s; then ξ(h) can be computed owing to theorem 3.4(c).
Finally,
√|H| can be computed owing to theorem 3.4(d).
3.6 Pauli measurements in the stabilizer formalism
The rest of this chapter is investigates normalizer circuits that contain intermediate measure-
ments of generalized Pauli operators. In this section we show how generalized Pauli measure-
ments can be implemented and neatly described within our stabilizer formalism over abelian
groups (cf. section 3.4). The main result of this section (theorem 3.5) is an update-rule for
describing the output state after measuring any generalized Pauli operator on an abelian-group
stabilizer state. We use these tools to probe the classical simulability of adaptive normalizer
circuits in section 3.7.
3.6.1 Definition
Associated with every Pauli operator σ (3.2) we will consider a quantum measurement in the
eigenbasis5 of σ. Consider the spectral decomposition σ = ∑λPλ where λ ∈ C are the distinct
eigenvalues of σ and Pλ is the projector on the eigenspace associated with eigenvalue λ. Given
a state |ψ〉 ∈ HG, the measurement associated with σ is now defined as follows: the possible
outcomes of the measurement are labeled by the eigenvalues {λ} where each λ occurs with
probability ‖Pλ|ψ〉‖2; furthermore, if the outcome λ occurs, the state after the measurement
equals to Pλ|ψ〉 up to normalization.
Consider a group G of the form (1), with associated physical system HG = Cd1 ⊗ · · · ⊗Cdm .
We remark that a measurement of the i-th system Cdi in the standard basis {|0〉, . . . , |di − 1〉}
can be realized as a measurement of a suitable Pauli operator, for every i ranging from 1 to
m. To keep notation simple, we demonstrate this statement for the special case G = Zmd ,
yet the argument generalizes straightforwardly to arbitrary G. Denote by ei ∈ G the group
element which has 1 ∈ Zd in its i-th component and zeroes elsewhere. Then definition (3.2)
implies that the Pauli operator Z(ei) acts as Zd on the i-th qudit and as the identity elsewhere,
where Zd was defined in (1.12). Note that Zd has d distinct eigenvalues, each having a rank-
one eigenprojector |x〉〈x| with x ∈ Zd. It follows straightforwardly that measurement of Z(ei)
corresponds to measurement of the i-th qudit in the standard basis.
5Recall that σ is not hermitian but still unitary, hence, diagonalizable.
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3.6.2 Implementation
It is easily verified that every Pauli operator σ can be realized as a poly-size (unitary) quantum
circuit [134]. Therefore, measurement of σ can be implemented efficiently on a quantum com-
puter using standard phase estimation methods [13]. Here we provide an alternate method. In
particular we show that every Pauli measurement can be implemented using only normalizer
circuits and measurements in the standard basis, which will be a useful ingredient in our proof
of theorem 3.7. To this end, we will use the following result from [204].
Lemma 3.7 ([204]). For any dimension d and for integers j and k such that j, k ∈ Zd, there
exists a poly-size normalizer circuit C over the group Zd that transforms Z(j)X(k) into a diagonal
Pauli operator of the form γaZ(gcd(j, k)). Furthermore, there are efficient classical algorithms to
compute a description of C.
Corollary 3.4. Consider a Pauli operator σ over an arbitrary finite abelian group G. Then there
exists a poly-size normalizer circuit C over G such that CσC† = γaZ(g). Furthermore, there are
efficient classical algorithms to compute a description of C as well as γa, a and g.
Proof. To compute C note that every Pauli operator over G has the form σ ∝ U1 ⊗ · · · ⊗ Um
where Ui is a Pauli operator over Zdi and apply lemma 3.7 to each factor. The rest follows by
applying theorem 3.1 to compute the label of CσC† and, in the case of γa, by using standard
algorithms to compute scalar exponentials.
Lemma 3.7 and corollary 3.4 reduce the problem of measuring general Pauli operators to that
of implementing measurements of Z(g). Indeed, given an arbitrary σ to be measured, we can
always compute a poly-size normalizer circuit that transforms it into a diagonal operator γaZ(g),
using corollary 3.4. Then, the measurement of σ is equivalent to the procedure (a) apply C;
(b) measure γaZ(g); (c) apply C†. Finally, Pauli operators that are proportional to each other
define the same quantum measurement, up to a simple relabeling of the outcomes. Therefore
it suffices to focus on the problem of measuring an operator of the form Z(g).
Note now that, by definition, the eigenvalues of Z(g) have the form χg(h). Define the
following function ω from G to Zd, where d = lcm(d1, . . . , dm):
ω(h) =
∑
i
d
di
g(i)h(i) mod d. (3.29)
With this definition one has χg(h) = e2piiω(h)/d. Given any y ∈ Zd, the eigenspace of Z(g)
belonging to the eigenvalue λ = e2piiy/d is spanned by all standard basis states |h〉 with ω(h) = y.
Next, note that ω is a group homomorphism from G to Zd due to lemma 2.8. As a result,
the controlled operation f(h, a) = (h, a+ ω(h)) is a group automorphism of G× Zd and it can
be implemented by a normalizer gate Uf |h, a〉 = |h, a+ ω(h)〉.
The gate Uf can now be used to measure Z(g), with a routine inspired by the coset-state
preparation method used in the standard quantum algorithm to solve the abelian hidden sub-
group problem [118, 119]: first, add an auxiliary d-dimensional system Cd in the state |0〉 to
HG, the latter being in some arbitrary state |ψ〉; second, apply the global interaction Uf ; third,
measure the ancilla in the standard basis. The global evolution of the system along this process
is
|ψ〉|0〉 =
∑
h∈G
ψ(h)|h〉|0〉 Uf−−→
∑
h∈G
ψ(h)|h〉|ω(h)〉 Measure−−−−−→ 1√
py
 ∑
h:ω(h)=y
ψ(h)|h〉|y〉

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The measurement yields an outcome y ∈ Zd with probability py =
∑
h:ω(h)=y |ψ(h)|2. The latter
precisely coincides with ‖Pλ|ψ〉‖2 where Pλ is the eigenprojector associated with the eigenvalue
λ = e2piiy/d and, therefore, we have implemented the desired measurement.
In figure 3.1 we show a poly-size quantum circuit that implements the measurement of the
Pauli operator σ = CZ(g)C† in the way just described. In the picture, the m + 1 horizontal
lines represent the m physical subsystems that form HG = Cd1 ⊗ · · · ⊗ Cdm and the ancillary
system Cd; the numbers ci := d/di g(i) are chosen to compute the function (3.29) in the ancillary
system. For merely pictorial reasons, the depicted measurement acts on a standard-basis state.
We now make two remarks. First, the state of the ancilla could be reset (with Pauli gates) to its
|g(1)〉
C
• · · ·
C†
|g(2)〉 • · · ·
...
...
|g(m)〉 · · · •
|0〉d Xc1d Xc2d · · · Xcmd
Figure 3.1: Quantum circuit implementing measurement of operator σ = CZ(g)C†
original value once the measurement outcome ω(x) is recorded; this could be used to implement
a series of measurements using only one ancilla. Second, the value ω(x) can be used to compute
λ = χg(x) = e2piiω(x)/d.
Finally we mention that a procedure given in [137] to implement measurements of qudit Pauli
operators (as presented in section 1.3.1.2) can be recovered from ours by choosing G = Zmd .
3.6.3 Measurement update rule
In this section we show that Pauli measurements transform stabilizer states into new stabilizer
states. We give an analytic formula to update their description. Moreover we show that the
update can be carried out efficiently.
Theorem 3.5 (Measurement update-rule). Consider a stabilizer state |φ〉 over G with sta-
bilizer group S and let σ be a Pauli operator. Perform a measurement of σ on |φ〉, let the mea-
surement outcome be labeled by an eigenvalue λ of σ, and let |φm〉 denote the post-measurement
state. Then the following statements hold:
(i) The state |φm〉 is a stabilizer state, with stabilizer group
Sm = 〈λσ, CS(σ)〉. (3.30)
Here CS(σ) denotes the centralizer of σ inside S, i.e. the group containing all elements of S
that commute with σ.
(ii) The labels of a generating set of Sm can be computed efficiently classically, given the labels
of a generating set of S.
Proof. First we show that |φm〉 is stabilized by Sm. To see this, first note that |φm〉 is trivially
stabilized by λσ. Furthermore, σ commutes with every τ ∈ CS(σ). It follows that the projector
P onto the λ-eigenspace of σ commutes with τ as well (this can easily be shown by considering
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σ and τ in their joint eigenbasis). Hence τP |φ〉 = Pτ |φ〉 = P |φ〉. Using that |φm〉 ∝ P |φ〉, we
find that τ |φm〉 = |φm〉 for every τ ∈ CS(σ).
Second, we prove that |φm〉 is the unique state stabilized by the group Sm. Without loss of
generality we restrict to the case σ = Z(gm). This is sufficient since, first, every Pauli operator
can be transformed into an operator of the form αZ(g) with a suitable normalizer circuit C (cf.
the discussion in section 3.6.2); and, second, for any normalizer circuit C, the quantum state
|φm〉 is a stabilizer state with stabilizer group Sm if and only if C|ψm〉 is a stabilizer state with
stabilizer group CSmC†.
Working with the assumption σ = Z(gm), we write the label subgroups Hm and Dm of Sm
in terms of the label groups H and D of S. We have Sm = 〈λσ, CS(σ) 〉 where σ = Z(gm) for
some gm ∈ G. This implies that only the labels of CS(σ) contribute to Hm. The centralizer
CS(σ) can be written as CS(σ) = S∩CP(σ), where CP(σ) is the subgroup of all Pauli operators
that commute with σ. Thence, using lemma 3.4 we see that CP(σ) consists of all γaZ(g)X(h)
with labels h ∈ 〈gm〉⊥. Hence,
Hm = H ∩ 〈gm〉⊥ (3.31)
Due to the commutativity of Z(gm) and CS(σ), any element in Sm can be reordered as τ Z(gm)i,
with τ ∈ CS(σ). Therefore, the diagonal group of Sm can be written as Dm = 〈D′, Z(gm)〉
where D′ is the diagonal subgroup of CS(σ). We now claim that D′ = D where D is the diagonal
subgroup of S. To see this, first note that trivially D′ ⊆ D since CS(σ) is a subgroup of S.
Conversely, D ⊆ D′: as every diagonal element of S commutes with Z(gm), we have D ⊆ CS(σ);
but this implies D ⊆ D′.
Putting everything together, we thus find Dm = 〈D, Z(gm)〉. It follows:
Dm = 〈D, 〈gm〉〉 =⇒ D⊥m = 〈D, 〈gm〉〉⊥ = D⊥ ∩ 〈gm〉⊥, (3.32)
where we used lemma 2.4. Since S uniquely stabilizes |φ〉, we have H = D⊥ owing to corollary
3.1. With (3.32) and (3.31) this implies that Hm = D⊥m. Again using corollary 3.1, it follows
that Sm uniquely stabilizes |φm〉.
To complete the proof of the theorem, we give an efficient classical algorithm to find a
generating set of the centralizer CS(σ); our approach is to reduce this task to a certain problem
over the group G × G that can be efficiently solved using lemma 3.1. Let K ⊂ G × G be the
group of tuples (g, h) such that there exists a stabilizer operator σ(a, g, h) ∈ CS(σ); we prove
that CS(σ) is isomorphic to K via the map κ : σ(a, g, h) → (g, h), and that κ is efficiently
classically invertible: this reduces the problem to finding a generating set of K and applying
the map κ−1 to all its elements.
First, it is straightforward to verify that κ is an isomorphism. Equations (3.3) imply that
the map is indeed linear. Surjectivity is granted by definition. Invertibility follows then from
the fact that only elements of the type γaI ∈ CS(σ), for some a, belong to kerκ (where I
denotes the identity): the latter are invalid stabilizer operators unless γa = 1.
Second, we show how to compute κ−1. Let the operator to measure σ be of the (general)
form σ = γamZ(x)X(y), and let (a′, g′, h′) be the label of an arbitrary stabilizer τ ∈ S. Given
a set of (mutually commuting) generators σ1, . . . , σr of S, with corresponding labels (ai, gi, hi),
the element τ can be written in terms of them as
τ =
∏
σvii = γa
′
X
(∑
vigi
)
Z
(∑
vihi
)
(3.33)
for some integers vi. From this equation it follows that K ⊂ 〈(g1, h1), . . . , (gr, hr)〉, which leads
us to the following algorithm to compute κ−1: given (g, h) ∈ K, use the algorithm of lemma
3.1(a) to compute r integers wi such that (g, h) =
∑
wi(gi, hi); due to (3.3), the stabilizer
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operator defined as ς = ∏σwii (whose label can be efficiently computed) is proportional to
X(g)Z(h); it follows that κ(ς) = (g, h) and, hence, ς equals κ−1(g, h).
Finally, combining (3.33) with formula (iii) in lemma 3.4 we obtain
K = 〈y,−x〉⊥ ∩ 〈(g1, h1), . . . , (gr, hr)〉. (3.34)
Using eq. (3.34) together with algorithms (c-d) of lemma 3.1, we can efficiently compute s =
polylog |G| elements (x1, y1), . . . , (xs, ys) that generate K; applying κ−1 to these, we end up
with a set of stabilizer operators κ−1(xi, yi) that generates CS(σ).
3.7 Classical simulation of adaptive normalizer Circuits
In this section we prove our main result, i.e., a classical simulation theorem for adaptive norma-
lizer circuits a la Gottesman-Knill (theorem 3.7). We conclude the chapter discussing some
significant differences between the power of adaptiveness for quantum state preparation in our
formalism compared to previous qubit and prime qudit works (section 3.7.2).
3.7.1 Simulation result
Recall that in [134] the following classical simulation result was shown:
Theorem 3.6. Let G = Zd1 × · · · × Zdm be a finite abelian group. Consider a polynomial size
unitary normalizer circuit over G acting on a standard basis input state. Both circuit and input
are specified in terms of their standard encodings as described above. The circuit is followed by
a measurement in the standard basis. Then there exists an efficient classical algorithm to sample
the corresponding output distribution.
In the theorem, the standard encoding of a normalizer circuit is defined as in section 3.3 in this
chapter; the standard encoding of a standard basis input state |g〉 is simply the tuple g, i.e. a
collection of m integers. Recall also that “efficient” is synonymous to “in polynomial time in
log |G|”.
Proof of theorem 3.6. For the sake of completeness, we will prove the result using the techniques
of this chapter and refer the reader to [134] for the original proof. Let C denote the normalizer
circuit. Without loss of generality we assume that the input state is |0〉. Indeed, any standard
basis state |g〉 can be written as |g〉 = X(g)|0〉. The Pauli operator X(g) can be realized as a
polynomial-size normalizer circuit because of corollary 3.4 and because diagonal Z(g) gates can
be implemented with standard phase kickback tricks [134, 205]. Hence, X(g) can be absorbed
in the overall adaptive normalizer circuit.
Next, let ei ∈ G denote the i-th “canonical basis vector” and note that the state |0〉 is
a stabilizer state with stabilizer generators Z(e1), . . . , Z(em): clearly, all Z(ei)s stabilize |0〉;
furthermore, the label subgroups associated to the stabilizer code S := 〈Z(e1), . . . , Z(em)〉
fulfill6 D = G = {0}⊥ = H⊥, hence, |0〉 is uniquely stabilized because of corollary 3.1. It follows
that the state |ψ〉 = C|0〉 is a stabilizer state uniquely stabilized by CSC† with generators
{CZ(ei)C†}mi=0, the labels of which can be efficiently computed due to theorem 3.1. Finally,
since simulating a terminal measurement in the standard basis is equivalent to sampling the
probability distribution |ψ(x)|2, the claim follows from the fact that stabilizer states described in
terms of poly-size sets of stabilizer generators are computationally tractable (corollary 3.3).
6This identity follows from lemma 2.4(a-b), which yields G = (G⊥)⊥ = {0}⊥.
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The main classical simulation result of this chapter (theorem 3.7 below) is a generalization
of the above result. Rather than unitary normalizer circuits, the family of quantum circuits con-
sidered here is that of the adaptive normalizer circuits. A polynomial-size adaptive normalizer
circuit consists of polylog |G| elementary steps, each of which is either a unitary normalizer
gate U or a Pauli measurement M . Furthermore, the choice of which U or M to apply in
any given step may depend, in a (classical) polynomial-time computable way, on the collection
of outcomes obtained in all previous measurements. The notion of adaptive normalizer cir-
cuits is thus a direct generalization of the adaptive Clifford circuits considered in the original
Gottesman-Knill theorem [1, 2]. Note that, compared to theorem 3.6, two elements are added.
First, measurements are no longer restricted to be standard basis measurements but arbitrary
Pauli measurements. Second, the circuits are adaptive.
Before stating our classical simulation result, we make precise what is meant by an efficient
classical simulation of an adaptive normalizer circuit. First, recall that the outcomes of any Pauli
measurement are labeled by the eigenvalues of the associated Pauli operator. Since σ2|G| = I
(recall lemma 3.3) it follows that each Pauli operator eigenvalue is a 2|G|-th root of unity i.e. it
has the form λ = epiik/|G| for some k ∈ {0, . . . , 2|G|−1}. This implies that any Pauli measurement
gives rise to a probability distribution over the set of 2|G|-th roots of unity; we denote the latter
set by S2|G|. Now consider an adaptive normalizer circuit C. Let Pi(λ|λ1 · · ·λi−1) denote the
conditional probability of obtaining the outcome λ ∈ S2|G| in the i-th measurement, given that
in previous measurements the outcomes λ1 · · ·λi−1 ∈ S2|G| were measured. We now say that C
can be simulated efficiently classically if for every i the i-th conditional probability distribution
Pi(λ|λ1 · · ·λi−1) can be sampled efficiently on a classical computer, given the description of all
gates and measurement operators in the circuit.
Theorem 3.7 (Classical simulation of adaptive normalizer circuits). Consider a polyno-
mial size adaptive normalizer circuit over G, specified as a list of normalizer gates in their standard
encoding, which acts on an arbitrary standard basis input state. Then any such circuit can be
efficiently simulated classically.
Proof. Let C denote the adaptive normalizer circuit. Without loss of generality we assume that
the input state is |0〉. Indeed, any standard basis state |g〉 can be written as |g〉 = X(g)|0〉; the
Pauli operator X(g) can be realized as a polynomial-size normalizer circuit [134] and can thus
be absorbed in the overall adaptive normalizer circuit. Letting ei ∈ G denote the i-th “canonical
basis vector”, the state |0〉 is a stabilizer state with stabilizer generators Z(e1), . . . , Z(em) [134].
We now recall the following facts, proved above:
(a) Given any normalizer gate U and any stabilizer state |ψ〉 specified in terms of a generating
set of polylog |G| generators, the state U |ψ〉 is again a stabilizer state; moreover a set of
generators can be determined efficiently (see theorem 3.1).
(b) Given any Pauli operator σ and any stabilizer state |ψ〉 specified in terms of a generating
set of polylog(|G|) generators, the state |ψλ〉 obtained after measurement of σ, for any
outcome λ, is again a stabilizer state; moreover a set of generators can be determined
efficiently (cf. theorem 3.5).
Furthermore, the measurement probability distribution can be sampled efficiently in poly-
nomial time on a classical computer. The latter is argued as follows. First, it follows from
the discussion in section 3.6.2 that the simulation of any Pauli measurement, on some in-
put stabilizer state |ψ〉, reduces to simulating a unitary normalizer circuit (the description
of which can be computed efficiently) followed by a standard basis measurements (acting
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on the same input |ψ〉 and a suitable ancillary stabilizer state |0〉). Second, normalizer
circuits acting on stabilizer state inputs and followed by standard basis measurements on
stabilizer states can be simulated efficiently: this was shown in the proof of theorem 3.6
for an input stabilizer state with stabilizer generators Z(e1), . . . , Z(em); the argument,
however, carries over immediately to the general case.
The proof of the result is now straightforward. Given any tuple λ1, . . . , λi−1, a generating
set of stabilizers can be computed efficiently for the state of the quantum register obtained
immediately before the i-th measurement, given that the previous measurement outcomes were
λ1 · · ·λi−1. Furthermore, given this stabilizer description, the distribution Pi(λ|λ1 · · ·λi−1) can
be sampled efficiently on a classical computer, as argued in (b).
3.7.2 The role of adaptiveness
To conclude this section we comment on an interesting difference between normalizer circuits
and the “standard” qubit Clifford circuits, concerning the role of adaptiveness as a tool for
state preparation. For qubits, adaptiveness adds no new state preparation power to the
unitary Clifford operations. Indeed for any n-qubit stabilizer state |ψ〉 there exists a (poly-size)
unitary Clifford circuit C such that |ψ〉 = γC|0〉⊗n, for some global phase γ [135]. In contrast,
over general abelian groups G this feature is no longer true. The associated adaptive normalizer
circuits allow to prepare a strictly larger class of stabilizer states compared to unitary normalizer
circuits alone.
To demonstrate this claim, we provide a simple example of a stabilizer state over G = Z4
that cannot be prepared from standard basis input states via unitary normalizer transforma-
tions over G, even in exponential time. However, the same state can be prepared efficiently
deterministically if one considers adaptive normalizer schemes. We consider
|ψ〉 = 1√
2
(|0〉+ |2〉) (3.35)
Suppose that there existed a unitary Clifford operator U ∈ CG which generates |ψ〉 from |0〉.
Since the stabilizer group of |0〉 is generated by Z(1), the stabilizer group of |ψ〉 would be
generated by UZdU †. However it was shown in [136] that the stabilizer group of |ψ〉 cannot be
generated by one single Pauli operator (i.e. at least two generators are needed), thus leading to
a contradiction.
On the other hand, we now provide an efficient adaptive normalizer scheme to prepare, not
only the example |ψ〉, but in fact any coset state [118, 119, 7] of any finite abelian group G.
This refers to any state of the form
|H + x〉 := 1√|H| ∑
h∈H
|h+ x〉, (3.36)
where H is a subgroup of G and x ∈ G. Note that |ψ〉 is a coset state of the group G = Z4 with
H := 〈2〉 and x := 0.
Our algorithm to efficiently prepare general coset states |H+x〉 receives the element x and a
polynomial number of generators of H. Here, we use the classical algorithm in lemma 3.1.(h) to
efficiently compute the matrix representation of a group homomorphism $ : G→ Zsd such that
ker$ = H, where s and d have polynomial bit-size. Given $, we define a group automorphism
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α of the group G×Zsd by α(g, h) := (g, h+$(g)). We now consider the following procedure7:
|0〉|0〉 FG⊗I−−−−→
∑
h∈G
|h〉|0〉 Uα−−→
∑
h∈G
|h〉|$(h)〉 M−→ 1√|H| ∑
h∈H
|g + h〉|b〉 = |g +H〉|b〉, (3.37)
where FG denotes the QFT over G, the unitary Uα is the automorphism gate sending |g, h〉
to |α(g, h)〉, and M is a measurement of the second register in the standard basis. If the
measurement outcome is b, then the post-measurement state is |g +H〉|b〉 where g is a solution
of the equation $(g) = b. It can be verified that each coset state of H (and thus also the desired
coset state |x+H〉) occurs equally likely, i.e. with probability p = |H|/|G|: in general, p can be
exponentially small. However, if we apply adaptive operations, we can always prepare |x+H〉
with probability 1, as follows. First, given the measurement outcome b we efficiently compute
an element g′ ∈ G satisfying $(g′) = b using theorem 2.2. Then we apply a “correcting” Pauli
operation X(x− g′) to the first register state, yielding X(x− g′)|g +H〉 = |x+ (g − g′) +H〉 =
|x+H〉 as desired (we implicitly used g − g′ ∈ H).
7Observe that$ can be considered as a function that hides the subgroupH in the sense of the hidden subgroup
problem (HSP) [118, 119, 7]. That is, for every g, g′ ∈ G we have $(g) = $(g′) iff g − g′ ∈ H. Procedure (3.37)
is essentially the routine used in the quantum algorithm for HSP to prepare random coset states.
62
Chapter 4
Normalizer circuits and a
Gottesman-Knill theorem for
infinite-dimensional systems
In chapter 3 we studied models of normalizer circuits over finite abelian groups that act on
arbitrary finite-dimensional systems HD1 ⊗ · · · ⊗ HDn . The latter constituted group theoretic
generalized Clifford operations that implemented quantum Fourier transforms, group automor-
phism gates and quadratic phase gates over a group of the form G = ZD1 × · · · × ZDn . In this
chapter, we extend the normalizer-circuit formalism to infinite dimensions, by allowing norma-
lizer gates to act on systems of the form H⊗aZ : each factor HZ has a standard basis labeled by
integers Z, and a Fourier basis labeled by angles, elements of the circle group T. As discussed
in chapter 1, in this setting, normalizer circuits become hybrid quantum circuits acting both on
continuous- and discrete-variable systems. Here, we show that infinite-dimensional normalizer
circuits can be efficiently simulated classically with a generalized stabilizer formalism for
Hilbert spaces associated with groups of the form Za × Tb × ZD1 × · · · × ZDn . We develop
new techniques to track stabilizer-groups based on the normal forms for group automorphisms
and quadratic functions we developed in chapter 2: we use the latter classical techniques to
reduce the problem of simulating these extended normalizer circuits to that of finding general
solutions of systems of mixed real-integer linear equations [199] and exploit this fact to devise
a robust simulation algorithm: the latter remains efficient even in pathological cases where
stabilizer groups become infinite, uncountable and non-compact. The techniques developed in
this chapter might find applications in the study of fault-tolerant quantum computation with
superconducting qubits [89, 90].
This chapter is based on [64] (joint work with Cedric Yen-Yu Lin and Maarten Van den
Nest).
4.1 Introduction
In this chapter we investigate our generalized infinite-dimensional normalizer circuit model
(chapter 1) where normalizer gates were associated to abelian groups G that can be infinite.
Specifically, our interest is to focus on groups of the form G = F×Za, where F = Zd1× . . .×Zdn
is a finite abelian group (decomposed into cyclic groups) as in the normalizer circuit setting
considered in chapter 3, and where Z denotes the additive group of integers—the latter being
an infinite group. The motivation for adding Z is that several number theoretical problems
are naturally connected to problems over the integers, a crucial example being the factoring
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problem, which is reducible to a hidden subgroup problem over Z [55–58]. The main result
of this paper is a proof that all normalizer circuits over infinite groups G can be simulated
classically in polynomial time, thereby extending the classical simulation results obtained in
chapter 3 for normalizer circuits over finite abelian groups.
Similarly to the finite group case, normalizer circuits over an infinite group G are composed
of automorphism gates, quadratic phase gates and quantum Fourier transforms (chapter 1, 1.4).
However, as discussed in chapter 1-1.4.1, several issues that are not present in finite dimensions
arise in extending normalizer circuits to infinite groups G:
(i) First, because the physical system associated with G has standard basis vectors |g〉 labeled
by elements in G, the Hilbert space of the computation is infinite-dimensional.
(ii) Second, infinite-dimensional quantum Fourier transforms (QFT) perform changes of basis
between the group element basis {|g〉} and a Fourier basis, but are no longer gates: this
was true in chapter 3 because Fourier basis elements were labeled by elements of the
character group Ĝ that was isomorphic to G; however, the infinite-yet-discrete group Z
has a continuous-variable Fourier basis labeled by elements of the circle group T1.
In chapter 1.4.1, we saw that (i-ii) have important consequences for the treatment of normalizer
gates over G. In particular, in order to construct a closed normalizer formalism over groups
F×Za in this chapter, we will need to consider continuous ones F×Za×Tb, let the computational
basis change along the computation via the action of QFTs (the latter changed the underlying
group G indexing the basis) and allow initial state preparations and measurements in all group-
element and Fourier bases associated to the Hilbert space HG.
4.1.1 Main results
To achieve an efficient classical simulation of normalizer circuits over F×Za×Tb (theorem 4.1),
we develop new stabilizer formalism techniques which extend the stabilizer formalism for
finite abelian groups of chapter 3 (which, in turn, extended the well-known stabilizer formalism
for qubit/qudit systems [1, 2, 24, 135, 136, 133, 137]).
In generalizing the stabilizer formalism to describe infinite-dimensional normalizer circuits,
several complications arise from the presence of non-finite nor-finitely-generated associated
groups. One immediate consequence is that the associated Pauli stabilizer groups are no longer
finitely generated either, which is a unique infinite-dimensional feature. This fact requires the
development of new simulation techniques, since in our (and all known) finite-dimensional sta-
bilizer formalisms, a central common feature is that quantum states can be efficiently described
as eigenstates of stabilizer groups of Pauli operators that are finite and fully determined by
small lists of group generators. Furthermore, if a Clifford gate is applied to the state, the list
of generators transforms in a transparent way which can be efficiently updated. Performing
such updates throughout the computation yields a stabilizer description of the output state,
from which final measurement statistics can be efficiently reproduced classically by suitably
manipulating the stabilizer generators of the final state.
For the above reasons, in this chapter we abandon the standard method to track stabilizer
groups. Instead, we devise a new simulation method based on the existence of certain concise
normal forms for quadratic functions and homomorphisms on G, which we presented as
independent (classical) results in chapter 2. Thereby, we demonstrate that these purely group-
theoretic contributions of the thesis have interesting applications in quantum information, far
beyond those discussed in chapter 3: therein, we exploited matrix representations in simulations
1We recall that T = [0, 1) (resp. Tn) are the group of angles (given in 2pi units) with the addition and the
n-dimensional hypertorus: as discussed in chapter 2.1.2, Tn is isomorphic to the character group of Zn for any n.
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and used quadratic functions to develop normal forms for stabilizer states2; in this chapter, we
find new uses of these classical tools, e.g., to develop efficient classical encodings for infinite-
dimensional stabilizer states that cannot be described with any other available method.
A crucial ingredient in the last step of our simulation is a polynomial-time classical algo-
rithm that computes the support of a stabilizer state, given a stabilizer group that describes
it. This algorithm exploits a classical reduction of this problem to solving systems of linear
equations over infinite groups, which we showed how to solve in chapter 2. To find this
reduction, we make crucial use of the afore-mentioned normal forms and our infinite-group
stabilizer formalism.
Lastly, we mention a technical issue that arises in the simulation of the final measurement of
a normalizer computation: the basis in which the measurement is performed may be continuous
(stemming again from the fact that G contains factors of T). As a result, accuracy issues need
to be taken into account in the simulation. For this purpose, we develop ε-net techniques to
sample the support of stabilizer states.
4.1.2 Relationship to previous work
In the particular case when G is finite, our results completely generalize the results in [134]
and some of the results of chapter 3 (ref. [63]): here, we fully characterize the support of
stabilizer states in infinite dimensions, but, for simplicity, we will no longer allow adaptive
Pauli measurements in the middle of a normalizer computation.3
Prior to our work, an infinite-dimensional stabilizer formalism best-known as “the contin-
uous variable (CV) stabilizer formalism” was developed for systems that can be described in
terms of harmonic oscillators [175, 29, 140, 31, 32, 141], which can be used as “continuous
variable” carriers of quantum information. The CV stabilizer formalism is used in the field of
continuous-variable quantum information processing [175, 29, 140, 31, 32, 141, 30, 142, 143],
being a key ingredient in current schemes for CV quantum error correction [140, 206] and CV
measurement-based quantum computation with CV cluster states [207–209, 206]. A CV ver-
sion of the Gottesman-Knill theorem [31, 32] for simulations of Gaussian unitaries (acting on
Gaussian states) has been derived in this framework.
We stress that, although our infinite-group stabilizer formalism in this chapter and the CV
stabilizer formalism share some similarities, they are physically and mathematically inequivalent
and should not be confused with each other. The results in this chapter are for Hilbert spaces
of the form H⊗aZ ⊗ H⊗bT ⊗ HZN1 ⊗ · · · ⊗ HZNc with a basis |g〉 labeled by the elements of
Ta×Zb×ZN1×. . .×ZNc : the last c registers correspond to finite-dimensional “discrete variable”
systems; the first a + b registers can be thought of infinite-dimensional “rotating-variable”
systems that are best described in terms of quantum rotors4. In the CV formalism [31], in
contrast, the Hilbert space is HmR with a standard basis labeled by Rm (explicitly constructed as
a product basis of position and momentum eigenstates of m harmonic oscillators). Due to these
differences, the available families of normalizer gates and Pauli operators in each framework
(see sections 1.4.2, 4.3 and [31] for examples) are simply inequivalent.
Furthermore, dealing with continuous-variable stabilizer groups as in [140, 31, 141] is some-
times simpler, from the simulation point of view, because the group Rm is also a finite-
2This is due to our normal form for stabilizer states in theorem 3.4; we mention that this result can also be
easily extended to infinite dimensional stabilizer states as considered later in this chapter (section 4.4).
3We believe it should be possible to fully extend the simulation techniques in chapter 3 to infinite dimensions.
4The quantum states of a quantum fixed-axis rigid rotor (a quantum particle that can move in a circular
orbit around a fixed axis) live in a Hilbert space with position and momentum bases labeled by T and Z: the
position is given by a continuous angular coordinate and the angular momentum is quantized in ±1 units (the
sign indicates the direction in which the particle rotates [178]).
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dimensional vector space with a finite basis. In our setting, in turn, G is no longer a vector
space but a group that may well be uncountable yet having neither a basis nor a finite gener-
ating set; on top of that, our groups contain zero divisors. These differences require new tech-
niques to track stabilizer groups as they inherit all these rich properties. For further reading on
these issues we refer to the discussion in chapter 3, where the differences between prime-qudit
stabilizer codes [1–3] (which can described in terms of fields and vector spaces) and stabilizer
codes over arbitrary spaces Hd1 ⊗ · · · ⊗Hdn (which are associated to a finite abelian group) are
explained in detail. Last, we mention that a similarity with the Rm case is that our groups are
not compact.
Finally, we mention some related work on the classical simulability of Clifford circuits based
on different techniques other than stabilizer groups: see [138] for simulations of qubit non-
adaptive Clifford circuits in the Schrödinger picture based on the stabilizer-state normal form
of [135]; see [44, 159] for phase-space simulations of odd-dimensional qudit Clifford operation
exploiting a local hidden variable theory based on the discrete Wigner function of [210, 193, 194];
see [47] and [48] for phase-space simulations of restricted types of Clifford operations based on
sampling rebit and qubit Wigner functions.
It should be insightful at this point to discuss briefly whether the latter results may extend
to our set-up. In this regard, it seems plausible to the authors that efficient simulation schemes
for normalizer circuits analog to those in [138] might exist and may even benefit from the
techniques developed in the present work (specifically, our normal forms, as well as those given
in chapter 3). Within certain limitations, it might also be possible to extend the results in
[44, 159, 47] and [48] to our setting. One fundamental limitation is that local hidden variable
models for the full-fledged stabilizer formalism on qubits (which we generalize here) cannot exist
due to the existence of certain stabilizer-type Bell inequalities [211–213]. Consequently, in order
to find a hypothetical non-negative quasi-probability representation of normalizer circuits with
properties analogue to those of the standard discrete Wigner function as in [193, 194, 47] (which
leads to local HVMs), one would necessarily need to specialize to restricted normalizer-circuit
models5 with, e.g., fewer types of gates, input states or measurements; this, in fact, is part of
the approach followed in [47, 48]. The case for [48] is more subtle, since the classical simulation
method therein is based on more general non-contextual hidden variable models: it is presently
a subject of ongoing research whether the standard (qubit) Gottesman-Knill can be recovered by
sampling non-contextual HVMs; this program deals with some interesting challenges related to
the phenomenon of state-independent quantum contextuality with Pauli observables (we refer
the reader to [48] for discussion).
Currently, there are no good candidate Wigner functions for extending the results of [44,
159] or [47] to systems of the form H⊗aZ : the proposed ones (see [88, 87, 214] and references
therein) associate negative Wigner values to Fourier basis states (which are allowed inputs in
our formalism and also in [44, 159, 47]) that we introduce in section 1.4.1; for one qubit, these
are the usual |+〉, |−〉 states. The existence of a non-negative Wigner representation for this
individual case has not been ruled out by Bell inequalities or contextuality arguments, up to
our best knowledge.
5Note that this might not be true for quasi-probability representations that do not lead to non-local HVMs.
The locality of the hidden variable models given in [210, 194, 44, 47] comes both from the positivity of the Wigner
function and an additional factorizability property (cf. [194] and [47] page 5, property 4): in principle, classi-
cal simulation approaches that sample non-negative quasi-probability distributions without the factorizability
property are well-defined and could also work, even if they do not lead to local hidden variable models.
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4.1.3 Discussion and outlook
Finally, we discuss open questions suggested by the work in this chapter as well as a few potential
avenues for future research.
First, we anticipate that the techniques developed in this chapter will play a key role in the
following chapter 5, where we will draw a rigorous connection between the normalizer circuit
framework developed here and a large family of quantum algorithms, including Shor’s factoring
algorithm. (In particular, normalizer circuits over infinite groups of the form Z will be essential
to understand this celebrated quantum algorithm.)
Connections with quantum error correction. We also point out that, due to the presence of
Hilbert spaces of the form HZ, our stabilizer formalism over infinite groups yields a natural
framework to study continuous-“rotating”-variable error correcting codes for quantum comput-
ing architectures based on superconducting qubits. Consider, for instance, the so-called 0-pi
qubits [89, 90]. These are encoded qubits that, in our formalism, can be written as eigenspaces
of groups of (commuting) generalized Pauli operators associated to Z and T (cf. sections 4.3-4.4
and also the definitions in [89, 90]). Hence, we can interpret them as instances of generalized
stabilizer codes6 over the groups Z and T. The authors believe that it should be possible to
apply the simulation techniques in this paper (e.g., our generalized Gottesman-Knill theorem)
in the study of fault-tolerant quantum-computing schemes that employ this form of general-
ized stabilizer codes: we remind the reader that the standard Gottesman-Knill theorem [1, 2]
is often applied in fault-tolerant schemes for quantum computing with traditional qubits, in
order to delay recovery operations and track the evolution of Pauli errors (see, for instance,
[82, 83, 81, 79]).
Also in relation with quantum error correction, it would interesting to improve the stabilizer
formalism in this chapter in order to describe adaptive Pauli measurements; this would fully
extend our simulation results from chapter 3.
Connection with bosonic Gaussian unitaries. In relation to works on continuous-variable and
hybrid quantum information processing, it would be interesting to investigate normalizer cir-
cuits over more general types of infinite groups. After completion of this work, we became
aware that normalizer circuits over Rm groups and Gaussian unitaries can be used to efficiently
approximate each other to any accuracy (this result is presented in appendix E, theorem E.1),
hence, define identical gate models for all practical purposes. Because of the importance of the
Clifford and Gaussian formalisms in discrete- and continuous-variable QIP, a natural next ques-
tion (that we leave to future investigations) would be to analyze the potential QIP applications
of normalizer gates over hybrid systems H⊗aR ⊗H⊗bZ ⊗H⊗cT ⊗HZN1 ⊗ · · · ⊗HZNd . We highlight
that results developed in this chapter can be extended to study such hybrid system context
with only tiny modifications (cf. discussion in appendix E).
Connection with duality theory. Lastly, we mention that an important ingredient underlying
the consistency of our normalizer/stabilizer formalism is the fact that the groups associated to
the Hilbert space fulfill the so-called Pontryagin-Van Kampen duality7 [188–190, 185, 186,
191, 192]. From a mathematical point of view, it is possible to associate a family of normalizer
gates to every group in such class, which accounts for all possible abelian groups that are locally
compact Hausdorff (often called LCA groups). Some LCA groups are notoriously complex
objects and remain unclassified to date. Hilbert spaces associated to them can exhibit exotic
6In this chapter we only discuss stabilizer states but it is easy to adapt our techniques in chapter 3.4 to study
codes.
7Aspects of this duality and a generalization of it feature also in the circuit models studied in chapters 5-6.
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properties, such as non-separability, and may not always be in correspondence with natural
quantum mechanical systems. In order to construct a physically relevant model of quantum
circuits, we have restricted ourselves to groups of the form Za × Tb × ZN1 × . . . × ZNc , which
can be naturally associated to known quantum mechanical systems. As aforementioned, we
believe that the results presented in this paper can easily be extended to all groups of the form
Za × Tb × ZN1 × . . . × ZNc × Rd, which we call “elementary”, and form a well-studied class
of groups known as “compactly generated abelian Lie groups” [189]. Some examples of LCA
groups that are not elementary are the p-adic numbers Qp and the adele ring AF of an algebraic
number field F [190].
4.1.4 Chapter outline
We refer the reader to chapter 1 for a detailed introduction to the normalizer circuit model
over finite and infinite abelian groups: specifically, see section 1.4 for specific details on the
infinite-group case, including a discussion of the most technical infinite-dimensional aspects of
these circuits compared to the finite-group setting (s. 1.4.1), a full description of the circuit
model (s. 1.4.2) and examples 1.4.3.
In section 4.2 we state the main result (theorem 4.1) of this chapter. In section 4.3 we
study the properties of Pauli operators over abelian groups. In section 4.4 we present stabilizer
group techniques based on these operators. Finally, in 4.5, we prove our main result.
We refer the reader to chapter 2 for a description of the classical techniques that we
exploit in the classical simulations of this chapter: namely, see sections 2.2, 2.3 for details on
our matrix representations and normal forms for group homomorphisms and quadratic functions,
and section 2.4.2 for our classical algorithms for solving linear equations over groups.
4.2 Main result
In our main result (theorem 4.1 below) we show that any polynomial-size normalizer circuit
(see c. 1.4.2 for definitions and details on our computational model) over any group of form
G = Z⊗a × Tb × ZN1 × . . .× ZNc , with HG = H⊗aZ ⊗H⊗bT ⊗HZN1 ⊗ · · · ⊗ HZNc (4.1)
can be simulated efficiently classically. Before stating the result, we will rigorously state what
it is meant in our work by an efficient classical simulation of a normalizer circuit, in terms of
computational complexity.
In short, the computational problem we consider is the following: given a classical de-
scription of a normalizer quantum circuit, its input quantum state and the measurement per-
formed at the end of the computation, our task is to sample the probability distribution of final
measurement outcomes with a classical algorithm. Any classical algorithm to solve this problem
in polynomial time (in the bit-size of the input) is said to be efficient.
We specify next how an instance of the computational problem is presented to us.
First, we introduce standard encodings that we use to describe normalizer gates. Our
encodings are efficient, in the sense that the number of bits needed to store a description of
a normalizer gate scales as O(polym, polylogNi), where m is the total number of registers of
the Hilbert space (4.1) and Ni are the local dimensions of the finite dimensional registers (the
memory size of each normalizer gate in these encodings is given in table 4.1). This polynomial
(as opposed to exponential) scaling in m is crucial in our setting, since normalizer gates may
act non-trivially on all m registers of the Hilbert space (4.1)—this is an important difference
between our computational model (based on normalizer gates) and the standard quantum circuit
model [13], where a quantum circuit is always given as a sequence of one- and two-qubit gates.
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(i) A partial quantum Fourier transform FGi over Gi (the ith factor of G) is described by
the index i indicating the register where the gate acts non-trivially.
(ii) An automorphism gate Uα is described by what we call a matrix representation A of the
automorphism α (definition 2.2): an m×m real matrix A that specifies the action of the
map α.
(iii) A quadratic phase gate Dξ is described by an m×m real matrixM and an m-dimensional
real vector v. The pair (M, v) specifies the action of the quadratic function ξ associated to
Dξ. Here we exploit the normal form for quadratic functions that we gave in theorem 2.1.
In this chapter, we assume that all maps α and ξ can be represented exactly by rational matrices
and vectors A, M , v, which are explicitly given to us8.
Second, a normalizer circuit is specified as a list of normalizer gates given to us in their
standard encodings.
The existence and efficiency of our standard encodings is guaranteed by the (classical) the-
ory of matrix representations and quadratic functions that we developed in chapter 2:
specifically, because of our existence lemma 2.7 for group-homomorphism matrix representa-
tions; our normal form that characterizes the structure of these matrices (lemma 2.8); and
our analytic normal forms for bicharacter functions (lemmas 2.9, 2.10) and quadratic functions
(theorem 2.1). Because of their quantum applications, these earlier classical results are also
main contributions of this thesis.
Lastly, we mention that, in this chapter, we allow the matrices A, M and the vector v in
(i-iii) to contain arbitrarily large and arbitrarily small coefficients. This degree of generality is
necessary in the setting we consider, since we allow all normalizer gates to be valid components
of a normalizer circuit. However, the presence of infinite groups in (4.1) implies that there
exists an infinite number of normalizer gates (namely, of automorphism and quadratic gates,
which follows from the our analysis in sections 2.2 and 2.3). This is in contrast with the settings
considered in chapter 3, where both the group (4.1) and the associated set of normalizer gates
are finite. As a result, the arithmetic precision needed to store the coefficients of A, M , v in
our standard encodings becomes a variable of the model (just like in the standard problem of
multiplying two integer matrices).
We state now our main result.
Theorem 4.1 (Main result). Let C be any normalizer circuit over any group G = Za × Tb ×
ZN1× . . .×ZNc as defined in section 1.4.2. Let C act on a input state |g〉, g ∈ G0 in the designated
standard basis BG0 at time zero, and be followed by a final measurement in the designated basis
BGT at time T . Then the output probability distribution can be sampled classically efficiently
using an infinite-dimensional stabilizer formalism and epsilon-net methods.
We remind the reader that in theorem 4.1 both standard and Fourier basis states of HZ are
allowed inputs (cf. section 1.4.2).
In theorem 4.1, the state |g〉 is described by the group element g, which is encoded as a
tuple of m rational9 numbers of varying size (see table 4.1, row 1). The memory needed to store
8Some automorphisms and quadratic functions can only be represented by matrices with irrational entries (cf.
the normal forms in sections 2.2,2.3). Restricting ourselves to study the rational ones allows us to develop exact
simulation algorithms. We believe irrational matrices (even with transcendental entries) could also be handled
by taking into account floating-point errors. We highlight that the stabilizer formalism in this paper and all of
our normal forms are developed analytically, and hold even if transcendental numbers appear in the matrix
representations of α and ξ. (It is an good question to explore whether an exact simulation results may hold for
matrices with algebraic coefficients.)
9In this work we do not use floating point arithmetic.
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the normalizer gates comprising C is summarized in table 4.1, row 2. By “classically efficiently”
it is meant that there exists a classical algorithm (theorem 4.3) to perform the given task
whose worst-time running time scales polynomially in the input-size (namely, in the number of
subsystems m, the number of normalizer gates of C) and of all other variables listed in the “bits
needed” column of table 4.1), and polylogarithmically in the parameters 1ε , ∆ that specify the
number of points in a (∆, ε)-net (which we introduce below) and their geometrical arrangement.
Input element Description needs to Bits needed
Input state |g〉 Specify element g(i) of infinite group Z, T variableSpecify element g(j) of finite group ZNj logNj
Normalizer circuit C
Specify quantum Fourier transform FGi logm
Specify automorphism gate Uα via A m2‖A‖b
Specify quadratic phase gate Dξ via M, v m2‖M‖b +m‖v‖b
Table 4.1: The input-size in theorem 4.1. Above, m = a + b + c + d denotes the number of
primitive factors of G. ‖X‖b denotes the number of bits used to store one single coefficient of
X, which is always assumed to be a rational matrix/vector. Formulas in column 3 are written
in Big Theta Θ notation and do not include constant factors.
Sampling techniques
We finish this section by saying a few words about the (∆, )-net methods used in the proof of
theorem 4.1. These techniques are fully developed in sections 4.5 and 4.5.3.
We shall show later (lemma 4.3) that the final quantum state |ψ〉 generated by a normalizer
circuit is always a uniform quantum superposition in any designated basis BGt , (1.21) at any
time step t: i.e., given the most general form of state |ψ〉, which is
|ψ〉 =
∫
X
dg ψ(g)|g〉, (4.2)
where dg denotes the Haar measure10 on Gt, ψ(g) are the amplitudes of a normalized wave-
function and X is the support of ψ (i.e., the set of x ∈ Gt such that ψ(x) 6= 0); we show
that |ψ(x)| = |ψ(y)| for all x, y ∈ X at any time step. As a result the final distribution of
measurement outcomes of a normalizer circuit is always a flat distribution over some set X.
Moreover, we show in section 4.5.3 that X is always isomorphic to a group of the form
K ×Zr where K is compact, and that an isomorphism can be efficiently computed: as a result,
we see that, although X is not compact, the non-compact component of X inherits a simple
Euclidean geometry from Rr. Our sampling algorithms are based on this fact: to sample X in
an approximate sense, we construct a subset N∆,ε ⊂ X of the form
N∆,ε = Nε ⊕ P∆, (4.3)
whereNε is an ε-net (definition 4.1) of the compact componentK ofX and P∆ is a r-dimensional
parallelotope contained in the Euclidean component Zr, centered at 0, with edges of length
2∆1, . . . , 2∆r. We call N∆,ε a (∆, ε)-net (definition 4.2). The algorithm in theorem 4.1 can
efficiently construct and sample uniformly from such sets for any ε and ∆ := ∆1, . . . ,∆r of our
choice: its worst-case running-time is O(polylog 1ε , polylog∆i), as a function of these parameters.
We refer the reader to section 4.5 and theorem 4.3 for more details.
10If X is a discrete set, this Haar integral is simply a sum over all elements in Gt.
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Treatment of finite-squeezing errors
It follows from the facts that we have just discussed that when G is not a compact group (i.e. G
contains Z primitive factors) the support X of the quantum state |ψ〉 can be an unbounded set.
In such case, it follows from the fact that |ψ〉 is a uniform superposition that the quantum state
is unphysical and that the physical preparation of such a state requires infinite energy; in the
continuous-variable quantum information community, states like |ψ〉 are often called infinitely
squeezed states [215]. In a physical implementation (cf. chapter 5), these states can be replaced
by physical finitely-squeezed states, whose amplitudes will decay towards the infinite ends11 of
the support set X. This leads to finite-squeezing errors, compared to the ideal scenario.
In this chapter, we consider normalizer circuits to work perfectly in the ideal infinite-
squeezing scenario. Our simulation algorithm in theorem 4.1 samples the ideal distribution
that one would obtain in the infinite precision limit, neglecting the presence of finite-squeezing
errors. This is achieved with the (∆, )-net methods described above, which we use to dis-
cretize and sample the manifold X that supports the ideal output state |ψ〉; the output of this
procedure reveals the information encoded in the wavefunction of the state.
In the following chapter 5, we will make use of this simulation algorithm to study quantum
algorithms based on normalizer circuits. We will also study how information can be represented
with finitely-squeezed states in a computation.
4.3 Pauli operators over abelian groups
In this section we introduce Pauli operators over groups of the form G = Za × Tb × F (note
that we no longer include factors of Rd because these groups are not related to the Hilbert
spaces that we study in this paper), discuss some of their basic properties and finally show that
normalizer gates map any Pauli operator to another Pauli operator. The latter property is a
generalization of a well known property for qubit systems, namely that Clifford operations map
the Pauli group to itself.
Note on terminology. Throughout the rest of the paper, we sometimes use the symbol
HT as a second name for the Hilbert space HZ. Whenever this notation is used, we make
implicit that we are working on the Fourier basis of HZ, which is labeled by the circle group
T. Sometimes, this basis will be called the T standard basis or just T basis. From now on,
G∗ = Ta×Zb×F will always denote the uniquely-define dual elementary group that is isomorphic
to the character group Ĝ of G (cf. chapter 2.1.2 for details about group characters).
4.3.1 Definition and basic properties
Consider an abelian group of the form G = Za × Tb × F and the associated Hilbert space HG
with the associated group-element basis {|g〉 : g ∈ G} as defined in section 1.4.1 . We define
two types of unitary gates acting on HG, which we call the Pauli operators of G. The first type
of Pauli operators are the X-type operators XG(g) (often called shift operators in generalized
harmonic analysis):
XG(g)ψ(h) := ψ(h− g), for every g, h ∈ G, (4.4)
where the ψ(h) are the coefficients of some quantum state |ψ〉 in HG. These operators can also
be written via their action on the standard basis, which yields a more familiar definition:
XG(g)|h〉 = |g + h〉, for every g, h ∈ G. (4.5)
11The particular form of the damping depends on the implementation. These effects vanish in the limit of
infinite squeezing.
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In representation theory, the map g → XG(g) is called the regular representation of the group
G. The second type of Pauli operators are the Z-type operators ZG(µ):
ZG(µ)|g〉 := χµ(g)|g〉, for every g ∈ G, µ ∈ G∗. (4.6)
We define a generalized Pauli operator of G to be any unitary operator of the form
σ := γZG(µ)XG(g) (4.7)
where γ is a complex number with unit modulus. We will call the pair (µ, g) and the complex
number γ, respectively, the label and the phase of the Pauli operator σ. Furthermore we will
regard the label (µ, g) as an element of the abelian group G∗ × G. The above definition of
Pauli operators is a generalization of the notion of Pauli operators over finite abelian groups
as considered in chapter 3, which was in turn a generalization of the standard notion of Pauli
operators for qubit systems. An important distinction between Pauli operators for finite abelian
groups and the current setting is that the ZG(µ) are labeled by µ ∈ G∗. For finite abelian groups,
we have G∗ = G and consequently the Z-type operators are also labeled by elements of G.
Using the definition of Pauli operators, it is straightforward to verify the following commu-
tation relations, which hold for all g ∈ G and µ ∈ G∗:
XG(g)XG(h) = XG(g + h) = XG(h)XG(g)
ZG(µ)ZG(ν) = ZG(µ+ ν) = ZG(ν)ZG(µ) (4.8)
ZG(µ)XG(g) = χµ(g)XG(g)ZG(µ)
It follows that the set of generalized Pauli operators of G form a group, which we shall call the
Pauli group of G.
4.3.2 Evolution of Pauli operators
The connection between normalizer gates and the Pauli group is that the former “preserve” the
latter under conjugation, as we will show in this section. This property will be a generalization of
the well known fact that the Pauli group for n qubits is mapped to itself under the conjugation
map σ → UσU †, where U is either a Hadamard gate, CNOT gate or (pi/2)-phase gate [1,
2]. More generally, as we know from [134] and chapter 3, normalizer gates over any finite
abelian group G also map the corresponding Pauli group over G to itself under conjugation. In
generalizing the latter result to abelian groups of the form G = Za × Tb × F , we will however
note an important distinction. Namely, normalizer gates over G will map Pauli operators over
G to Pauli operators over a group G′ which is, in general, different from the initial group G.
This feature is a consequence of the fact that the groups Za and Tb are no longer autodual
(whereas all finite abelian groups are). Consequently, as we have seen in chapter 1.4, the QFT
over G (or any partial QFT) will change the group that labels the designated basis of HG from
G to G′. We will therefore find that the QFT maps Pauli operators over G to Pauli operators
over G′. In contrast, such a situation does not occur for automorphism gates and quadratic
phase gates, which do not change the group G that labels the designated basis.
Before describing the action of normalizer gates on Pauli operators (theorem 4.2), we provide
two properties of QFTs.
Lemma 4.1 (Fourier transforms diagonalize shift operators). Consider a group of the
form G = Za × Tb × F . Then the X-type Pauli operators of G and the Z-type operator of G∗ are
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related via the quantum Fourier transform FG over G:
ZG∗(g) = FGXG(g)F†G. (4.9)
Proof. We show this by direct evaluation of the operator XG(h) on the Fourier basis states.
Using the definitions introduced in section 2.1.2 we can write the vectors in the Fourier basis of
G (chapter 1.4) in terms of character functions (definition 2.1): letting |µ〉 be the state
|µ〉 =
∫
G
dhχµ(h)|h〉 =
∫
G
dhχ−µ(h)|h〉, (4.10)
then the Fourier basis of G is just the set {|µ〉, µ ∈ G∗}. Now it is easy to derive
XG(g)|µ〉 = XG(g)
(∫
G
dhχµ(h)|h〉
)
=
∫
G
dhχµ(h)|g + h〉 =
∫
G
dh′χµ(h′ − g)
∣∣h′〉
= χµ(−g)
(∫
G
dh′χµ(h′)
∣∣h′〉) = χg(µ)|µ〉 = ZG∗(g)|µ〉. (4.11)
In the derivation we use lemmas 2.2, 2.1 and equation (4.6) applied to the group G∗.
The next theorem shows that normalizer gates are generalized Clifford operations, i.e. they
transform Pauli operators into Pauli operators under conjugation and, therefore, they normalize
the group of all Pauli operators within the group of all unitary gates12.
Theorem 4.2 (Normalizer gates are Clifford). Consider a group of the form G = Za×Tb×F .
Let U be a normalizer gate of the group G. Then U corresponds to an isometry from HG to HG′
for some suitable group G′, as discussed in section 1.4.2. Then the conjugation map σ → UσU †
sends Pauli operators of G to Pauli operators of G′, hence, U is a generalized Clifford operator.
Our result generalizes Van den Nest’s theorem for finite abelian group normalizer gates (theorem
3.1), which we reviewed in chapter 3.
Proof. We provide an explicit proof for Pauli operators of type XG(g) and ZG(µ). This is
enough to prove the lemma due to (4.8). As before, G = G1×· · ·×Gm where the Gi are groups
of primitive type.
We break the proof into three cases.
• If U is an automorphism gate Uα : |h〉 → |α(h)〉 then
UαXG(g)U †α|h〉 = |α(α−1(h) + g)〉 = |h+ α(g)〉 = XG(α(g))|h〉, (4.12)
UαZG(µ)U †α|h〉 = χµ(α−1(h))|h〉 = χα∗-1 (µ)(h)|h〉 = ZG
(
α∗
-1(µ)
)
|h〉, (4.13)
where α∗ is the dual group automorphism (2.16).
• If U is a quadratic phase gate Dξ associated with a quadratic function ξ then
DξXG(g)D†ξ|h〉 = ξ(g + h)ξ(h)|g + h〉 = ξ(g)B(g, h)|g + h〉
= ξ(g)χβ(g)(h)|g + h〉 = ξ(g)X(g)Z(β(g))|h〉, (4.14)
where, in the second line, β is the group homomorphism in the bi-character normal form
of lemma 2.9. Moreover DξZG(µ)D†ξ = ZG(µ) since diagonal gates commute.
12It is usual in quantum information theory to call the normalizer group of the n-qubit Pauli group “the Clifford
group” because of a “tenuous relationship” [216, Gottesman] to Clifford algebras.
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• If U is the Fourier transform FG on the HG then
FGXG(g)F†G = ZG∗(g), FGZG(µ)F†G = XG∗(−µ). (4.15)
The first identity is the content of lemma 4.1. The second is proved in a similar way:
ZG(µ)|ν〉 = ZG(µ)
(∫
G
dhχ−ν(h)|h〉
)
=
∫
G
dhχ−ν(h)χµ(h)|h〉 =
∫
G
dhχ−(ν−µ)(h)|h〉
= |ν − µ〉 = XG∗(−µ)|ν〉, (4.16)
where we apply (4.10), lemma 2.1 and (4.5,4.6). These formula also apply to partial
Fourier transforms FGi , since Pauli operators decompose as tensor products.
4.4 Stabilizer states
In this section we develop a stabilizer framework to simulate normalizer circuits over infinite
abelian groups of the form G = Za × Tb × ZN1 × . . . × ZNc . As explained in section 4.1,
our techniques generalize methods given in chapter 3 (which apply to groups of the form F =
ZN1×. . .×ZNc) and are closely related to the (more general) monomial stabilizer formalism [203].
4.4.1 Definition and basic properties
A stabilizer group S over G is any group of commuting Pauli operators of G with a nontrivial
+1 common eigenspace. Here we are interested in stabilizer groups where the +1 common
eigenspace is one-dimensional, i.e. there exists a state |ψ〉 such that σ|ψ〉 = |ψ〉 for all σ ∈ S,
and moreover |ψ〉 is the unique state (up to normalization) with this property. Such states are
called stabilizer states (over G). This terminology is an extension of the already established
stabilizer formalism for finite-dimensional systems (chapter 3, [1, 2, 24, 3]).
We stress here that stabilizer states |ψ〉 are allowed to be unnormalizable states; in other
words, we do not require |ψ〉 to belong to the physical Hilbert space HG. In a more precise
language, stabilizer states may be tempered distributions in the Schwartz-Bruhat space S×G
[179, 180]. This issue arises only when considering infinite groups, i.e. groups containing Z or
T. An example of a non-physical stabilizer state is the Fourier basis state |p〉 (1.17) (we argue
below that this is indeed a stabilizer state). Note that not all stabilizer states for G = T must
be unphysical; an example of a physical stabilizer state within HG is∫
T
dp|p〉 QFT over T−−−−−−−→ |0〉, 0 ∈ Z. (4.17)
The stabilizer group of this state is {XT(p) : p ∈ T}, which can be alternatively written as
{ZZ(p) : p ∈ T} (lemma 4.1). Similar examples of stabilizer states within and outside HG can
be given for G = Z. Note, however, that in this case the standard basis states |x〉 with x ∈ Z
(which are again stabilizer states) do belong to HZ.
Next we show that all standard basis states are stabilizer states.
Lemma 4.2. Consider G = Za × Tb × F with associated Hilbert space HG and standard basis
states {|g〉 : g ∈ G}. Then every standard basis state |g〉 is a stabilizer state. Its stabilizer group
is
{χµ(g)ZG(µ) : µ ∈ G∗}. (4.18)
The lemma implies that the Fourier basis states and, in general, any of the allowed group-
element basis states (11) are stabilizer states.
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Proof. Let us first prove the theorem for g = 0, and show that |0〉 is the unique state that is
stabilized by S = {ZG(µ) : µ ∈ G∗}. It is easy to check that a standard-basis state |h〉 with
h ∈ G is a common +1-eigenstate of S if and only if χµ(h) = 1 for all µ ∈ G∗ or, equivalently, iff
h belongs to G⊥, the annihilator of G. It is known that G⊥ coincides with the trivial subgroup
{0} of G∗ [189, corollary 20.22], and therefore |0〉 is the unique standard-basis state that is also
a common +1 eigenstate of S. Since all unitary operators of S are diagonal in the standard
basis, |0〉 is the unique common +1 eigenstate of S.
For arbitrary |g〉 = XG(g)|0〉, the stabilizer group of |g〉 is XG(g)SXG(g)†, which equals
{χµ(g)ZG(µ) : µ ∈ G∗} (see equation (4.8)).
Let |ψ〉 be a stabilizer state with stabilizer group S. We define the following sets, all of
which are easily verified to be abelian groups:
L := {(µ, g) ∈ G∗ ×G : S contains a Pauli operator of the form γZ(µ)X(g)};
H := {g ∈ G : S contains a Pauli operator of the form γZ(µ)X(g)};
D := {µ ∈ G∗ : S contains a Pauli operator of the form γZ(µ)} (4.19)
The groups L, D and H contain information about the labels of the operators in S. We highlight
that, although D and H are subsets of very different groups (namely G and G∗, respectively),
they are actually closely related to each other by the relation
H ⊆ D⊥ (or, equivalently, D ⊆ H⊥), (4.20)
which follows from the commutativity of the elements in S and the definition of annihilator
(recall sections 4.3.1 and 2.1.4).
Finally, let D be the subgroup of all diagonal Pauli operators of S. It is easy to see that, by
definition, D and D are isomorphic to each other.
4.4.2 Support of a stabilizer state
We show that the support of a stabilizer state |ψ〉 (the manifold of points where the wavefunction
ψ(x) is not zero) can be fully characterized in terms of the label groups H, D.
Our next result characterizes the structure of this wavefunction.
Lemma 4.3. Every stabilizer state |ψ〉 over G is a uniform quantum superposition over some
subset of the form s + H, where H ⊂ G is the label subgroup defined as in (4.19). Equivalently,
any stabilizer state |ψ〉 can be writte in the form
|ψ〉 =
∫
H
dhψ(h)|s+ h〉 (4.21)
where dh is the Haar measure over H and all amplitudes have equal absolute value |ψ(h)| = 1.
We call the s+H the support of |ψ〉.
This lemma generalizes corollary 1 in [134].
Proof. Let |ψ〉 be an arbitrary quantum state |ψ〉 = ∫X dg ψ(g)|g〉. The action of an arbitrary
Pauli operator U = γZG(µ)XG(h) ∈ S on the state is
U |ψ〉 = γ
∫
X
dg χµ(g + h)ψ(g)|g + h〉 =
∫
X
dg ψ(g)|g〉 = |ψ〉. (4.22)
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Recall the definition of H in (4.19). Comparing the two integrals in (4.22), and knowing that
|χµ(x)| = 1 for every x ∈ G, we find that the absolute value of ψ cannot change if we shift this
function by an element of H; in other words,
for every g ∈ X it holds |ψ(g)| = |ψ(g + h)| for every h ∈ H. (4.23)
Now let Y ⊂ X denote the subset of points y ∈ X for which ψ(y) 6= 0. Eq. (4.23) implies that
Y is a disjoint union of cosets of H, i.e.
Y =
⋃
ι∈I
sι +H, (4.24)
where I is a (potentially uncountable) index set, and that |ψ〉 is of the form
|ψ〉 =
∫
Y
dy ψ(y)|y〉 =
∫
I
dι α(ι)|φι〉, (4.25)
where the states |φι〉 are non-zero linearly-independent uniform superpositions over the cosets
xι +H:
|φι〉 =
∫
H
dhφι(h)|sι + h〉 (4.26)
and |φι(h)| = 1 for every h. Putting together (4.25) and (4.26) we conclude that, for any
U ∈ S, the condition U |ψ〉 = |ψ〉 is fulfilled if and only if U |φι〉 = |φι〉 for every |φι〉: this holds
because U leaves invariant the mutually-orthogonal vector spaces Vι := span{|sι + h〉 : h ∈ H}.
Consequently, every state |φι〉 is a (non-zero) common +1 eigenstate of all operators in S.
Finally, since we know that |ψ〉 is the unique +1 common eigenstate of S, it follows from (4.25,
4.26) that I has exactly one element and Y = s+H; as a result, |ψ〉 is a uniform superposition
of the form (4.26). This proves the lemma.
Lemma 4.4. An element x ∈ G belongs to the support s+H of a stabilizer state |ψ〉 iff
D|x〉 = |x〉 for all D ∈ D. (4.27)
Equivalently, using that D = γµZG(µ) for some µ ∈ D and that γµ is determined by µ, we get
supp(|ψ〉) = {x ∈ G : χµ(x) = γµ for all µ ∈ D}. (4.28)
Lemma 4.4 was proven for finite groups in [134] and by us in chapter 3, partially exploiting the
monomial stabilizer formalism (MSF) developed in [203]. Since the MSF framework has not
been generalized to infinite dimensional Hilbert spaces, the techniques in [203, 134] and chapter
3 can no longer be applied in our present setting13. Our proof works in infinite dimensions and
even in the case when the Pauli operators (4.4,4.6) have unnormalizable eigenstates.
Proof. Write |ψ〉 as in (4.21) integrating over X := s + H. Then, the “if” condition follows
easily by evaluating the action of an arbitrary diagonal stabilizer operator D = γµZG(µ) on a
the stabilizer state |ψ〉: indeed, the condition
D|ψ〉 = |ψ〉 ⇐⇒
∫
X
dx (γµχµ(x))ψ(x)|x〉 =
∫
X
dxψ(x)|x〉, (4.29)
13The authors believe that the MSF formalism in [203] should be easy to extend to infinite dimensional systems if
one looks at monomial stabilizer groups with normalizable eigenstates. However, dealing with monomial operators
with unnormalizable eigenstates—which can be the case for (4.4,4.6)—seems to be notoriously harder.
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holds only if γµχµ(x) = 1, which is equivalent to D|x〉 = |x〉 (here, we use implicitly that
ψ(x) 6= 0 for all integration points).
Now we prove the reverse implication. Take x ∈ G such that D|x〉 = |x〉 for all D ∈ D.
We want to show that |x〉 belongs to the set s + H. We argue by contradiction, showing that
x /∈ s + H implies that there exists a nonzero common +1 eigenstate |φ〉 of all S that is not
proportional to |ψ〉, which cannot happen.
We now show how to construct such a |φ〉.
Let Y := {ξ(µ, g)ZG(µ)XG(g)} be a system of representatives of the factor group S/D. For
every h ∈ H, we use the notation Vh to denote a Pauli operator of the form ξ(νh, h)ZG∗(νh)XG(h).
It is easy to see that the set of all such Vh forms an equivalence class in S/D, so that there is
a one-to-one correspondence between H and S/D. Therefore, if to every h ∈ H we associate a
Uh ∈ Y (in a unique way), written as Uh := ξ(νh, h)ZG∗(νh)X(h), then we have that:
(a) any Pauli operator V ∈ S can be written as V = UxD for some Ux ∈ Y and D ∈ D;
(b) UgUh = Ug+hDg,h for every Ug, Uh ∈ Y and some Dg,h ∈ D.
With this conventions, we take φ to be the state
|φ〉 :=
(∫
Y
dU U
)
|x〉 =
(∫
H
dhUh
)
|x〉 =
∫
H
dh ξ(νh, h)χνh(x+ h)|x+ h〉dh. (4.30)
The last equality in (4.30) shows that |φ〉 is a uniform superposition over x + H. As a result,
|φ〉 is non-zero. Moreover, |φ〉 linearly independent from |ψ〉 if we assume x /∈ supp(ψ), since
this implies that supp(φ) = x+H and supp(ψ) = s+H are disjoint. Lastly, we prove that |φ〉
is stabilized by all Pauli operators in S. First, for any diagonal stabilizer D we get
D|φ〉 = D
(∫
Y
dU U
)
|x〉 =
(∫
Y
dU U
)
D|x〉 =
(∫
Y
dU U
)
|x〉, (4.31)
due to commutativity and the promise that D|x〉 = |x〉. Also, any stabilizer of the form Ux
from the set of representatives Y fulfills
Ux|φ〉 = Ux
(∫
H
dhUh
)
|x〉 =
(∫
H
dhUxUh
)
|x〉 =
(∫
H
dhUx+h
)
Dx,h|x〉 (4.32)
=
(∫
H
dh′ Uh′
)
|x〉 = |φ〉 (4.33)
Hence, using property (a) above, it follows that any arbitrary stabilizer V stabilizes |φ〉 as
well.
Corollary 4.1. The sets H and supp(|ψ〉) = s+H are closed.
Proof. It follows from (4.28) that supp(|ψ〉) is of the form x0 +D⊥. Putting this together with
(4.21) in lemma 4.3 it follows that H = D⊥. Since any annihilator is closed (lemma 2.4), H is
closed. Since the group operation of G is a continuous map14, s+H is closed too.
14This is a fundamental property of topological groups. Consult e.g. [189, 190] for details.
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4.5 Proof of theorem 4.1
In this section we prove our main result (theorem 4.1). As anticipated, we divide the proof in
three parts. In section 4.5.1, we show that the evolution of the quantum state during a norma-
lizer computation can be tracked efficiently using stabilizer groups (which we introduced in
the previous section). In section 4.5.2 we show how to compute the support of the final quan-
tum state by reducing the problem to solving systems of linear equations over an abelian
group, which can be reduced to systems of mixed real-integer linear equations [199] and solved
with the classical algorithms presented in section 2.4. Finally, in section 4.5.3, we show how
to simulate the final measurement of a normalizer computation by developing net techniques
(based, again, on techniques of section 2.4) to sample from the support of the final state.
4.5.1 Tracking normalizer evolutions with stabilizer groups
As in the celebrated Gottesman-Knill theorem [1, 2] and its existing generalizations (cf. chapter
3), our approach will be to track the evolution of the system in a stabilizer picture. Since
we know that the initial state |0〉 is a stabilizer state (lemma 4.2) and that normalizer gates
are Clifford operations (lemma 4.5), it follows that the quantum state at every time step of
a normalizer computation is a stabilizer state. It is thus tempting to use stabilizer groups of
abelian-group Pauli operators to classically describe the evolution of the system during the
computation; this is the approach we used in chapter 3 to simulate normalizer circuits over
finite abelian groups.
However, complications arise compared to all previous cases where normalizer circuits are
associated to a finite group G. We discuss these issues next.
Stabilizer groups are infinitely generated. A common ingredient in all previously
known methods to simulate Clifford circuits and normalizer circuits over finite abelian groups
can no longer be used in our setting: traditionally15, simulation algorithms based on stabilizer
groups keep track of a list of (polynomially many) generators of a stabilizer group, which can
be updated to reflect the action of Clifford/normalizer gates. In our set-up, this is a futile
approach because stabilizer groups over infinite abelian groups can have an infinite number of
generators. Consider for example the state |0〉 with G = Z, which has a continuous stabilizer
group {ZG(p)|p ∈ T} (lemma 4.2); the group that describes the labels of the Pauli operators
is the circle group T, which cannot be generated by a finite number of elements (since it is
uncountable).
Fourier transforms change the group G. In chapter 3, the group G associated to a
normalizer circuits was a parameter that does not change during the computation. In section
4.3.2 we discussed that our setting is now different, as Fourier transforms can change the group
that labels the designated basis (theorem 4.2, eq. 4.15); this reflects that groups (4.1) are not
autodual.
In this section we will develop new methods to track the evolution of stabilizer groups, that
deal with the issues mentioned above.
From now on, unless stated otherwise, we consider a normalizer circuit C comprising T gates.
The input is the |0〉 state of a group G, which we denote by G(0) to indicate that this group
15As discussed in section “Relationship to previous work”, there are a few simulation methods [138, 44, 159]
for Clifford circuits that are not based on stabilizer-groups, but they are more limited than stabilizer-group
methods: the Schrödinger-picture simulation in [138] is for non-adaptive qubit Clifford circuits; the Wigner-
function simulation in [44, 159] is for odd-dimensional qudit Clifford circuits (cf. also section 4.1).
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occurs at time t = 0. The stabilizer group of |0〉 is {ZG(µ) : µ ∈ G(0)∗}. The quantum state at
any time t during the computation will have the form |ψ(t)〉 = Ct|0〉 where Ct is the normalizer
circuit containing the first t gates of C. This state is a stabilizer state over a group G(t). The
stabilizer group of |ψ(t)〉 is S(t) := {CtZG(µ)C†t , µ ∈ G(0)∗}.
Throughout this section, we always assume that normalizer gates are given in the standard
encodings defined in section 4.2.
Tracking the change of group G
First, we show how to keep track of how the group G that labels the designated basis changes
along the computation. Let G = G1× · · · ×Gm with each Gi of primitive type. Define now the
larger group Γ := G∗ ×G. Note that the labels (µ, g) of a Pauli operator γZG(µ)XG(g) can be
regarded as an element of Γ, so that the transformations of these labels in theorem 4.2 can be
understood as transformations of this group. We show next that the transformations induced
on this group by normalizer gates are continuous group isomorphisms, that can be stored in
terms of matrix representations. This will give us a method to keep track of G and G∗ at the
same time. Studying the transformation of Γ as a whole (instead of just G) will be useful in
the next section, where we consider the evolution of Pauli operators.
First, note that both automorphism gates and quadratic phase gates leave G (and thus Γ)
unchanged (theorem 4.2). We can keep track of this effect by storing the 2m×2m identity matrix
I2m (the matrix clearly defines a group automorphism of Γ). Moreover, (4.15) shows that Fourier
transforms just induce a signed-swap operation on the factors of Γ. We can associate a 2m×2m
matrix Si to this operation, defined as follows: Si acts non-trivially (under multiplication) only
on the factors G∗i and Gi; in the subgroup G∗i ×Gi formed by these factors Si acts as
(µ(i), g(i)) ∈ G∗i ×Gi −→ (g(i),−µ(i)) ∈ Gi ×G∗i . (4.34)
By construction, Γ′ = SiΓ. Manifestly, Si defines a group isomorphism Si : Γ→ Γ′.
Lastly, let G(t) denote the underlying group at time step t of the computation. Define
Γ(t) := G∗(t)×G(t) and let V1, . . . , Vt be the matrices associated to the first t gates describing
the transformations of Γ. Then, we have Γ(t) = VtVt−1 · · ·V1Γ(0), so that it is enough to store
the matrix VtVt−1 · · ·V1 to keep track of the group Γ(t).
Tracking Pauli operators
We deal next with the fact that we can no longer store the “generators” of a stabilizer group. We
will exploit a crucial mathematical property of our stabilizer groups: for any stabilizer group S
arising along the course of a normalizer circuit, we will show that there always exists a classical
description for S consisting of a triple (Λ,M, v) where Λ and M are real matrices and v is a
real vector. If we have G = Ta × Zb × ZN1 × . . .× ZNc with m = a+ b+ c, then all elements of
the triple (Λ,M, v) will have O(polym) entries. As a result, we can use these triples to describe
the stabilizer state |ψ〉 associated to S efficiently classically. Moreover, we shall show (lemmas
4.5, 4.7) that the description (Λ,M, v) can be efficiently transformed to track the evolution of
|ψ〉 under the action of a normalizer circuit.
Let Γ(t) be the group G∗(t) × G(t). Recalling the definition of the group L in (4.19), we
denote by L(t) ⊆ Γ(t) this group at time t. We want to keep track of this group in a way that
does not involve storing an infinite number of generators. As a first step, we consider the initial
standard basis state |0〉, where
L(0) = {(µ, 0) : µ ∈ G(0)∗}. (4.35)
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A key observation is that this group can be written as the image of a continuous group homo-
morphism
Λ0 : (µ, g) ∈ Γ(0)→ (µ, 0) ∈ Γ(0); (4.36)
it is easy to verify L(0) = im Λ0. Therefore, in order to keep track of the (potentially uncount-
able) set L(0) it is enough to store a 2m× 2m matrix representation of Λ0 (which we denote by
the same symbol):
Λ0 =
(
I 0
0 0
)
(4.37)
Motivated by this property, we will track the evolution of the group L(t) of Pauli-operator labels
by means of a matrix representation of a group homomorphism: Λt : Γ(0)→ Γ(t) whose image
is precisely L(t). The following lemma states that this approach works.
Lemma 4.5 (Evolution of Pauli labels). There exists a group homomorphism Λt from Γ(0)
to Γ(t) satisfying
L(t) = im Λt. (4.38)
Moreover, a matrix representation of Λt can be computed in classical polynomial time, using
O(poly(m, t)) basic arithmetic operations.
Proof. We show this by induction. As discussed above, at t = 0 we choose Λ0 as in (4.37).
Now, given the homomorphism Λt at time t, we show how to compute Λt+1 for every type of
normalizer gate. The proof relies heavily on the identities in the proof of theorem 4.2. We also
note that the equations below are for groups of commuting Pauli operators but they can be
readily applied to any single Pauli operator just by considering the stabilizer group it generates.
• Automorphism gate Uα: Let A be a matrix representation of α; then equations (4.12)-
(4.13) imply
Λt+1 =
(
A∗-1 0
0 A
)
Λt. (4.39)
The matrix A∗-1 can be computed efficiently due to lemmas 2.14 and 2.6.(b).
• Quadratic phase gate Dξ: suppose that ξ is a B-representation for some bicharacter B
(recall section 2.3). Let M be a matrix representation of the homomorphism β that
appears in lemma 2.9. Then (4.14) implies
Λt+1 =
(
I M
0 I
)
Λt. (4.40)
• Partial Fourier transform FGi : recalling (4.15), we simply have
Λ(t+ 1) = SiΛ(t), (4.41)
with
Si =

1
0
1
0
1
0
0
−1
0
1
0
1

(4.42)
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where the
(
0 1
−1 0
)
subblock in Si corresponds to the i-th entries of G∗ and G.
We now show how the phases of the Pauli operators in S(t) can be tracked.
Suppose that there exists (µ, g) ∈ L and complex phases γ and β such that both
σ := γZ(µ)X(g) and τ := βZ(µ)X(g) (4.43)
belong to S. Then σ†τ must also belong to S, where σ†τ = γβI with I the identity operator.
But this implies that γβ|ψ〉 = |ψ〉, so that γ = β. This shows that the phase of σ is uniquely
determined by the couple (µ, g) ∈ L. We may thus define a function γ : L→ U(1) such that
S = {γ(µ, g)Z(µ)X(g) : (µ, g) ∈ L}. (4.44)
Lemma 4.6. The function γ is a quadratic function on L.
Proof. By comparing the phases of two stabilizer operators σ1 = γ(µ1, g1)ZG(µ1)XG(g1) and
σ2 = γ(µ2, g2)ZG(µ2)XG(g2) to the phase γ((µ1, g1) + (µ2, g2)) of their product operator σ2σ1,
we obtain
γ((µ1, g1) + (µ2, g2)) = γ(µ1, g1)γ(µ2, g2)χµ2(g1), (4.45)
which implies that γ is quadratic.
Although it does not follow from lemma 4.6, in our setting, the quadratic function γ will always
be continuous. As a result, we can apply the normal form given in theorem 2.1 to describe the
phases of the Pauli operators of a stabilizer group. Intuitively, γ must be continuous in our
setting, since this is the case for the allowed family of input states (lemma 4.2) and normalizer
gates continuously transform Pauli operators under conjugation; this is rigorously shown using
induction in the proof of theorem 4.7.
We will use that these phases of Pauli operators are described by quadratic functions on
L(t) (recall lemma 4.6). In particular, theorem 2.1 shows that every quadratic function can be
described by means of an m×m matrix M and a m-dimensional vector v. For the initial state
|0〉, we simply set both M , v to be zero. The next lemma shows that M , v can be efficiently
updated during any normalizer computation.
Lemma 4.7 (Evolution of Pauli phases). At every time step t of a normalizer circuit, there
exists a 2m×2m rational matrixMt and am-dimensional rational vector vt such that the quadratic
function describing the phases of the Pauli operators in S(t) is ξMt,vt (as in theorem 2.1). Moreover,
Mt and vt can be efficiently computed classically with O(poly(m,n)) basic arithmetic operations.
Proof. The proof is similar to the proof of lemma 4.5. We act by induction. At t = 0 we just
take M0 to be the zero matrix and v0 to be the zero vector. Then, given Mt and vt at time t,
we show how to compute Mt+1, vt+1. In the following, we denote by A the matrix that fulfills
Λt+1 = AΛt in each case of lemma 4.5 and write (µ′, g′) = A(µ, g) for every (µ, g) ∈ Γt. Finally,
let ξt and ξt+1 denote the quadratic phase functions for S(t) and S(t+ 1), respectively.
• Automorphism gate Uα. Let A, A∗-1 be matrix representations of α, α∗-1 . Using (4.12,
4.13) we have
ξt(µ, g)ZG(µ)XG(g)
Uα−−→ ξt(µ, g)ZG(µ′)XG(g′) (4.46)
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with (µ′, g′) = A(µ, g) and A =
(
A∗-1 0
0 A
)
. The matrix A∗-1 can be computed using
lemmas 2.14 and 2.6.(b). The phase ξt(µ, g) of the Pauli operator can be written now as
a function ξt+1 of (µ′, g′) defined as
ξt+1(µ′, g′) := ξt(A−1(µ′, g′)) = ξt(µ, g). (4.47)
The function is manifestly quadratic. By applying lemma 2.13 we obtain
Mt+1 = A−TMtA−1, vt+1 = A−Tvt + vA−1,Mt , (4.48)
where vA−1,Mt is defined as vA,M in lemma 2.13.
• Partial Fourier transform FGi. The proof is analogous using that A = Si. Since the
Fourier transform at the register ith exchanges the order of the X and Z Pauli operators
acting on the subsystem HGi (4.15), we locally exchange the operators using (4.8), gaining
an extra phase. Assume for simplicity that i = 1 and re-write G = G1 × · · · × Gm as
G = A×B; let g = (a, b) and µ = (α, β). Then FG1 acts trivially on HG′ and we get
ξt(µ, g)ZG1(α)XG1(a)⊗ U
FG1+reorder−−−−−−−−→
(
ξt(µ, g)χ(α,0)(a, 0)
)
ZG∗1(a)XG∗1(−α)⊗ U.
In general, for arbitrary i, we gain a phase factor χ(0,...,µ(i),...,0)((0, . . . , g(i), . . . , 0)). Using
the change of variables (µ′, g′) = A(µ, g) = Si(µ, g), we define ξt+1 to be function that
carries on the accumulated phase of the operator. For arbitrary i we obtain
ξt+1(µ′, g′) := ξt(µ, g)χ(0,...,µ(i),...,0)((0, . . . , g(i), . . . , 0)). (4.49)
The character χ(0,...,µ(i),...,0)((0, . . . , g(i), . . . , 0)) can be written as a quadratic function
ξMF ,vF (µ, g) with vF = 0 and
MF :=

0 0 ΥG(i, i)
0
0
ΥG(i, i)
0
0

, (4.50)
where ΥG(i, i) is the ith diagonal element of ΥG (2.19). Applying lemma 2.13 we obtain
Mt+1 = A−T (Mt +MF ) A−1, vt+1 = A−Tvt + vA−1,Mt+MF . (4.51)
• Quadratic phase gate Dξ. Let ξ = ξMQ,vQ be the quadratic function implemented by
the gate and Mβ be the matrix representation of β as in (2.9). We know from lemma 2.10
that MQ = ΥGMβ. Using (4.14) and reordering Pauli gates (similarly to the previous
case) we get
ξt(µ, g)ZG(µ)XG(g)
Dξ+reorder−−−−−−−→
(
ξt(µ, g)ξMQ,vQ(g)χβ(g)(g)
)
ZG(µ+ β(g))XG(g)
The accumulated phase can be written as a quadratic function ξM ′,v′ with
M ′ := Mt +
(
0 0
0 MQ
)
−
(
0 0
0 2MQ
)
, v′ := v +
(
0
vQ
)
(4.52)
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Using lemma 2.13 and A =
(
I Mβ
0 I
)
(from the proof of lemma 4.5) we arrive at:
Mt+1 = A−TM ′A−1, v′ = A−Tv′ + v′A−1,M ′ (4.53)
Combining lemmas 4.5 and 4.7, we find that the triple (Λt,Mt, vt), which constitutes a classical
description of the stabilizer state |ψ(t)〉, can be efficiently computed for all t. This yields a poly-
time algorithm to compute the description (ΛT ,MT , vT ) of the output state |ψT 〉 of the circuit.
Henceforth we continue to work with this final state and drop the reference to T throughout.
That is, the final state is denoted by |ψ〉, which is a stabilizer state over G with stabilizer S.
The latter is described by the triple (Λ,M, v), the map from Γ(0) to Γ is described by Λ, etc.
4.5.2 Computing the support of the final state
Given the triple (Λ,M, v) describing the final state |ψ〉 of the computation, we now consider
the problem of determining the support of |ψ〉. Recall that the latter has the form x+H where
the label group H was defined in (4.19) and x ∈ G is any element satisfying conditions (4.27).
Since L = ΛΓ(0) and Λ is given, a description of H is readily obtained: the m × 2m matrix
P = (0 I) is a matrix representation of the homomorphism (µ, g) ∈ Γ→ g ∈ G. It easily follows
that H = PΛΓ(0). Thus the matrix PΛ yields an efficient description for H. To compute an
x in the support of |ψ〉, we need to solve the equations (4.27). In the case of finite groups
G, treated in chapter 3, the approach consisted of first computing a (finite) set of generators
{D1, . . . , Dr} of D. Note that x ∈ G satisfies (4.27) if and only if Di|x〉 = |x〉 for all i. This
gives rise to a finite number of equations. In chapter 3 we showed how such equations can be
solved efficiently. In contrast with such a finite group setting, here the group G, and hence also
the group D, can be continuous, so that D can in general not be described by a finite list of
generators. Consequently, the approach followed for finite groups does no longer work. Next
we provide an alternative approach to compute an x in the support of |ψ〉 in polynomial time.
4.5.2.1 Computing D
We want to solve the system of equations (4.28). Our approach will be to reduce this problem
to a system of linear equations over a group of the form (2.43) and apply the algorithm in
theorem 2.2 to solve it. To compute D it is enough to find a compact way to represent D, since
we can compute the phases of the diagonal operators using the classical description (Λ,M, v)
of the stabilizer group. To compute D we argue as follows. An arbitrary element of L has the
form Λu with u ∈ Γ(0). Write Λ in a block form
Λ =
(
Λ1
Λ2
)
(4.54)
so that Λu = (Λ1u,Λ2u) with Λ1u ∈ G∗ and Λ2u ∈ G. Then
D = {Λ1u : u satisfies Λ2u ≡ 0 mod G.}
The equation Λ2u ≡ 0 mod G defines a linear system of constrains over a group as in (2.43).
This means (because of our algorithm in theorem 2.2) that we can compute in polynomial time
a general solution of it and, in particular, a matrix representation ED of a group homomorphism
ED : Ra × Zb → G∗ whose image is precisely D, i.e.:
D = {EDw : w ∈ Ra × Zb}.
In particular, this means that we can efficiently compute a classical description ED of D.
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4.5.2.2 Computing the support x0 +H
Recalling the support equations (4.28) and the fact that |ψ〉 is described by the triple (Λ,M, v),
we find that x0 belongs to the support of |ψ〉 if and only if
ξM,v(µ, 0)χµ(x0) = 1, for all µ ∈ D. (4.55)
We will now write the elements µ ∈ D in the form µ = EDw where w is an arbitrary element in
Ra × Zb. We further denote ED,pad :=
(
ED
0
)
. We now realize that
• ξM,v(EDw, 0), as a function of w only, is a quadratic function of Ra × Zb, since ξM,v is
quadratic and ED is a homomorphism. Furthermore
ξM,v(EDw, 0) = ξM ′,v′(w) with M ′ := ETD,padMED,pad, v′ := ETD,padv. (4.56)
• χEDw(x0), as a function of w only, is a character function of Ra×Zb which can be written
as χ$ with $ := ED∗(x0).
It follows that x0 satisfies (4.55) if and only if the quadratic function ξM ′,v′ is a character and
coincides with χ$. Using lemma 2.10 and theorem 2.1, we can write these two conditions
equivalently as:
wT1M
′w2 = 0 (mod Z), for all w1, w2 ∈ Ra × Zb (4.57)
E∗D(x0) = ETD,padv (mod Ra × Tb). (4.58)
The first equation does not depend on x0 and it must hold by promise: we are guaranteed that
the support is not empty, so that the above equations must admit a solution. Furthermore, and
crucially, the second equation is again a system of linear equations over groups (section 2.4.2),
a general solution (x0, E) of which can be efficiently computed with our classical algorithm in
theorem 2.2.
4.5.3 Sampling the support of a state
In the last section we showed how to efficiently compute a classical description of the (uniform)
support of the final state supp(|ψ〉), re-expressing it as the set of solutions Gsol = x0 + im E
of a linear system over groups (4.58) and using our classical algorithm (theorem 2.2) to find
a general solution (x0, E). In this section, we complete our classical simulation algorithm by
devising a classical subroutine to uniformly sample from the solution space Gsol of any linear
system α(x) = b with variables x in a group
G = Ta × Zb × ZN1 × . . .× ZNc . (4.59)
More generally, our main result (theorem 4.3) is an algorithm to uniformly sample elements
from any coset of form x0+im E , provided that (x0, E) is given to us as an input: here, E denotes
an arbitrary matrix representation of a group homomorphism from Rα×Zβ to G with known α,
β. Throughout the section, we letH := imE be the image of E and denotem := a+b+c. Because
stabilizer states have uniform support (lemma 4.3), this yields our final classical algorithm to
simulate final measurement statistics.
Input of the problem and assumptions: For our algorithm to work, H needs to be a closed
subgroup (in the topological sense), which is enough since the subgroup H that defines the
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support of a stabilizer state (and we aim to sample) is always closed (corollary 4.1). Below, we
use the word “subgroup” as a synonym of “closed subgroup”.
A simple heuristic: The coset structure of supp(|ψ〉)=Gsol immediately suggests us a simple
heuristic to sample this set, which will be the first step towards our algorithm:
(a) Choose a random element v ∈ Rα×Zβ using some efficient classical procedure. This step
should be easy since this group is a simple product of a conventional real Euclidean space
Rα and an integer lattice Zβ.
(b) Apply the map v → x0 + E(v) to obtain a probability distribution on Gsol.
Unfortunately, this straightforward strategy has important caveats and does not yet yield an
algorithm to sample Gsol. In the first place, the heuristic neglects two delicate mathematical
properties of the groups under consideration, namely, that they are continuous and unbounded.
Moreover, the second step of the heuristic involves the transformation of a given probability
distribution on a space Rα×Zβ by the application of a non-injective map E : Rα×Zβ → G; this
step is prone to create a wild number of collisions among samples, about which the heuristic
gives no information.
Norms
In the rest of this section we show how to tackle problems (a-b) with a strategy that uses epsilon-
net methods. To this end, our first step is to introduce a suitable notion of 2-norm for any group
of form G := Za ×Rb × ZN1 × . . .× ZNc × Td analogous to the standard 2-norm ‖ · ‖2 of a real
Euclidean space (we denote the group 2-norm simply by ‖ · ‖G): given g = (gZ, gR, gF , gT) ∈ G,
‖g‖G :=
∥∥(gZ, gR, g	F , g	T )∥∥2 (4.60)
where g	F (resp. g	T ) stands for any integer tuple x ∈ Za (resp. real tuple y ∈ Rd) that is
congruent to gF (resp. gT) and has minimal two norm ‖ · ‖2. The reader should note that,
although g	F , g	T may not be uniquely defined, the value of ‖g‖G is always unique.
The following relationship between norms will later be useful:
if ‖g‖2 ≤ 12 then ‖g‖G = ‖g‖2 ≤ 12 ; (4.61)
or, in other words, if an element g ∈ G has small ‖ · ‖2 norm as a tuple of real numbers, then
its norm ‖g‖G as a group element of G is also small and equal to ‖g‖2.
Net techniques
Groups of the form (4.59) contain subgroups that are continuous and/or unbounded as sets.
These properties must be taken into account in the design of algorithms to sample subgroups.
We briefly discuss the technical issues—absent from the case of finite G as in chapter 3 —that
arise, and present net techniques to tackle them.
The first issue to confront, related to continuity, is the presence of discretization errors
due to finite precision limitations, for no realistic algorithm can sample from a continuous
subgroup H exactly. Instead, we will sample from some distinguished discrete subset Nε of H
that, informally, “discretizes” H and that can be efficiently represented in a computer. More
precisely, we choose N to be a certain type of ε-net:
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Definition 4.1 (ε-net). An ε-neta N of a subgroup H is a finitely generated subgroup of H
such that for every h ∈ H there exists n ∈ N with ‖h− n‖G ≤ ε.
aOur definition of ε-net is based on the ones used in [217, 218, 37, 219]. We adopt an additional non-standard
convention, that N must be a subgroup, because it is convenient for our purposes.
The second issue in our setting is the unboundedness of certain subgroups of G by themselves.
We must carefully define a notion of sampling for such sets that suits our needs, dealing with
the fact that uniform distributions over unbounded sets (like R or Z) cannot be interpreted as
well-defined probability distributions; as a consequence, one cannot simply “sample” from N
or H uniformly. However, in order to simulate the distribution of measurement outcomes of
a physical normalizer quantum computation (where the initial states |g〉 can only be prepared
approximately) it is enough to sample uniformly from some bounded compact region of H with
finite volume V . We can approach the infinite-precision limit by choosing V to be larger and
larger, and in the V →∞ limit we will approach an exact quantum normalizer computation.
We will slightly modify the definition of -net so that we can sample from H in the sense
described above. For this, we need to review some structural properties of the subgroups of
groups of the form (4.59)
It is known that any arbitrary closed subgroup H of an elementary group G of the form
(4.59) is isomorphic to an elementary group also of the form (4.59) (see [189] theorem 21.19
and proposition 21.13). As a result, any subgroup H is of the form H = Hcomp ⊕Hfree where
Hcomp is a compact abelian subgroup of H and Hfree is either the trivial subgroup or an un-
bounded subgroup that does not contain non-zero finite-order elements (it is torsion-free, in
group theoretical jargon). By the same argument, any ε-net Nε of H decomposes in the same
way
Nε := Nε,comp ⊕Nε,free. (4.62)
where Nε,comp is a finite subgroup of Hcomp and Nε,free is a finitely generated torsion-free sub-
group of Hfree. The fundamental theorem of finitely generated abelian groups tells us that
Nε,free is isomorphic to a group of the form Zr (a lattice of rank r) and, therefore, it has a
Z-basis [220]: i.e. a set {b1, . . . , br} of elements such that every n ∈ Nε,free can be written in
one and only one way as a linear combination of basis elements with integer coefficients:
Nε,free =
{
n =
r∑
i=1
nibi, for some ni ∈ Z
}
. (4.63)
In view of equation (4.59) we introduce a more general notion of nets that is adequate for
sampling from this type of set.
Definition 4.2. Let Nε be an ε-net of H and let {b1, . . . , br} be a prescribed basis of Nε,free.
Then, we call a (∆, ε)-net any finite subset N∆,ε of Nε of the form
N∆,ε = Nε,comp ⊕ P∆, (4.64)
where P∆ denotes the parallelotope contained in Nε,free with vertices ±∆1b1, . . . ,±∆rbr,
P∆ :=
{
n =
r∑
i=1
nibi, where ni ∈ {0,±1,±2, . . . ,±∆i}
}
. (4.65)
The index of P∆ is a tuple of positive integers ∆ := (∆1, . . . ,∆r) that specifies the lengths of the
edges of P∆.
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Notice thatN∆,ε → Nε in the limit where the edges ∆i of P∆ become infinitely long and that the
volume covered by N∆,ε increases monotonically as a function of the edge-lengths. Hence, any
algorithm to construct and sample (∆, ε)-nets ofH can be used to sample fromH in the sense we
want. Moreover, the next theorem (a main contribution of this chapter) states that there exist
classical algorithms to sample the subgroupH through (∆, ε)-nets efficiently.
Theorem 4.3. Let H be an arbitrary closed subgroup of an elementary group G = Ta × Zb ×
ZN1 × . . . × ZNc . Assume we are given a matrix-representation E of a group homomorphism
E : Rα × Zβ → G such that H is the image of E . Then, there exist classical algorithms to sample
H through (∆, ε)-nets using O(poly
(
m,α, β, logNi, ‖E‖b, log 1ε , log ∆i
)
) time and bits of memory.
Again, ‖E‖b denotes the maximal number of bits needed to store a coefficient of E as a fraction.
The proof is the content of the next section, where we devise a classical algorithm with the
advertised properties.
Proof of theorem 4.3: an algorithm to sample subgroups
We denote by ETR the block of E with image contained in Ta and with domain Rα. Define a
new set L := (ε1Z)α × Zβ, which is a subgroup of Rα × Zβ, and let N := E(L) be the image of
L under the action of the homomorphism E .
In first place, we show that by setting ε1 to be smaller than 2ε/(α
√
a|E|), we can ensure that
N is an ε-net of H for any ε of our choice. We will use that L is, by definition, a ( ε1
√
α
2 )-net
of Rα × Zβ. (This follows from the fact that, for every x ∈ Rα there exists x′ ∈ (ε1Z)α such
that |x(i)− x′(i)| ≤ ε1/2, so that ‖x− x′‖2 ≤ ε1
√
α/2). Of course, we must have that N must
be an ε-net of H for some value of ε. To bound this ε we will use the following bound for the
operator norm of the matrix ETR:
‖ETR‖2op ≤ αa|ETR|2 ≤ αa|E|2. (4.66)
The first inequality in (4.66) follows from Schur’s bound on the maximal singular value of a
real matrix. This bound implies that, if two elements x := (x, z) ∈ L and x ′ := (x′, z) ∈ L are
ε1
√
α/2-close to each other, then
‖Ex − Ex ′‖2 ≤ ‖ETR‖op‖x− x′‖2 ≤ 12α
√
a|E|ε1 (4.67)
(In the first inequality, we apply the normal form in lemma 2.8.) Finally, by imposing α
√
a
2 |E|ε1 ≤
ε ≤ 12 , we get that ‖E(x − x ′)‖G ≤ ε due to property (4.61); it follows that N is an ε-net of H
if ε1 ≤ 2ε/(α
√
a|E|) for every ε ≤ 12 .
Assuming that ε1 is chosen so that N is an ε-net, our next step will be to devise an algorithm
to construct and sample an (∆, ε)-net N∆ ⊂ N . The key step of our algorithm will be a
subroutine that computes a nicely-behaved classical representation of the quotient group Q ∼=
L/ ker E and a matrix representation of the group isomorphism16 Eiso : Q→ N . We will use the
computed representation of Q to construct a (∆, ε)-net Q∆ ⊂ Q and sample elements form it;
then, by applying the map Eiso to the sampled elements, we will effectively sample a (∆, ε)-net
N∆ ⊂ N ; and, moreover, in a clean collision free fashion. The first steps of our subroutine are
described next.
1. Set precision. Choose ε1 so that N is an ε-net using the above bounds.
16Q and N are isomorphic due to the first isomorphism theorem [189].
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2. Put L in standard form. Note that L is isomorphic to the discrete finite-generated
abelian group L′ := Zα+β via an isomorphism φ : L′ → L with matrix representation
ε1Iα⊕ Iβ. In order to apply the algorithms in theorem 2.2, we “absorb” the ε1 parameter
into the map φ and replace L with L′, and E with the map E ′ := E(ε1Iα ⊕ Iβ).
3. Take quotient. Apply algorithm 3 in theorem 2.2 to compute an efficient decomposition
Q′ = Zσ1×. . .×Zσa×Zb ∼= of the quotient L′/ ker E ′ ∼= Q′ and a new matrix representation
E ′iso of the isomorphism E ′iso : Q′ → N . Our earlier result says that this step can be
implemented in time at most polynomial in the variables m, α, β, logNi, ‖E‖b, and log 1ε .
The above steps procedure outputs a new classical representation (x0, E ′iso) of the support
supp(|ψ〉) = x0 + E ′iso with the remarkable property that now E ′iso is invertible., Moreover,
since the matrix E ′iso acts isomorphically on Q′, it follows that the epsilon-net subgroup N is a
direct sum of cyclic subgroups generated by the columns of Eiso:
N = 〈f1〉 ⊕ · · · ⊕ 〈fa〉 ⊕ 〈b1〉 ⊕ · · · ⊕ 〈bb〉, (4.68)
where fi, bj stand for the (i)th and the (a + j)th column of Eiso; via isomorphism, it must
also hold that the elements fis (resp. bj) generate the compact subgroup Ncomp (resp. form
a Z-basis of Nfree). Finally, taking {fi} (resp. {bj}) as default generating-set (resp. default
basis) of Ncomp and Nfree, we select a parallelotope P∆ of the form (4.65) with some desired
∆ = (∆1, . . . ,∆b). This procedures specifies a net N∆ = Ncomp ⊕ P∆ that can be efficiently
represented with O(poly
(
m,α, β, logNi, ‖E ′iso‖b, log 1ε log ∆i
)
) bits of memory (by keeping track
of the generating-sets of N and the numbers ∆i). Moreover, we can efficiently sample from N∆
uniformly and collision-freely by generating random strings of the form
a∑
i=1
xifi +
b∑
j=1
yjbj , (4.69)
where xi ∈ Zσi and yj ∈ {0,±1, . . . ,±∆j}. This completes the proof.
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Chapter 5
The computational power of normalizer
circuits over black box groups
In this chapter we present a precise connection between Clifford circuits, Shor’s factoring al-
gorithm and several other famous quantum algorithms with exponential quantum speed-ups
for solving abelian hidden subgroup problems. We show that all these different forms of quan-
tum computation belong to a common new restricted model of quantum operations that we
call black-box normalizer circuits. To define these, we extend the model of normalizer circuits
of chapters 3-4 where normalizer gates could be quantum Fourier transforms, group automor-
phism and quadratic phase gates associated with a (finite or infinite) abelian group G. While
earlier G was always given in an explicitly decomposed form, in this chapter we remove this
assumption and allow G to be a black-box group [91]. In contrast with standard normalizer cir-
cuits, which we showed to be efficiently classically simulable, we find that black-box normalizer
circuits are powerful enough to factorize and solve classically-hard problems in the black-box
setting. We further set upper limits to their computational power by showing that decomposing
finite abelian groups is complete for the associated complexity class. In particular, solving this
problem renders black-box normalizer circuits efficiently classically simulable by exploiting the
generalized stabilizer formalism of chapters 3-4. Lastly, we employ our connection to draw a
few practical implications for quantum algorithm design: namely, we give a no-go theorem for
finding new quantum algorithms with black-box normalizer circuits, a universality result for
low-depth normalizer circuits, and identify two other complete problems.
This chapter is based on [93] (joint work with Cedric Yen-Yu Lin and Maarten Van den
Nest).
5.1 Introduction
In this chapter, we introduce black-box normalizer circuits, a new restricted family of quan-
tum operations, and characterize their computational power. Our new model extends the
classes of normalizer circuits over abelian groups of chapters 3-4 as explained next. In previous
chapters, normalizer circuits acted in high and infinite dimensional systems associated with an
abelian group G: in our construction, we associated G with a Hilbert space HG with a standard
basis {|g〉}g∈G labeled by G elements. Furthermore, previously, the group G was assumed to be
given in an explicit factorized form, which endows the Hilbert space of the computation with a
tensor-product structure:
G = Za × Tb × ZN1 × . . .× ZNc ←→ HG = H⊗(a+b)Z ⊗HZN1 ⊗ · · · ⊗ HZNc ; (5.1)
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above, Z is the group of integers, ZN the group of integers modulo N , and T is the circle group,
consisting of angles from 0 to 1 (in units of 2pi) with the addition modulo 1. The Hilbert space
HZ has a standard basis labeled by integers (Z basis) and a Fourier-basis labeled by angles
(T basis). A normalizer circuit over G was a circuit built of three types of normalizer gates:
Quantum Fourier transforms over G, group automorphism gates and quadratic phase gates.
With these definitions, we saw (section 1.3.1) that n-qubit Clifford circuits are examples of
normalizer circuits over the group Zn2 .
In chapters 3-4 we showed that, despite containing arbitrary numbers of QFTs, which play
an important role in Shor’s algorithms [4], and entangling gates (automorphism, quadratic
phase gates), normalizer circuits can be efficiently simulated by classical computers. For this,
we exploited an extended stabilizer formalism over groups to track the evolution of normalizer
circuits, thereby generalizing the celebrated Gottesman-Knill theorem [1, 2].
The key new element in the present chapter are normalizer circuits that can be associated
with abelian black-box groups [91], which we may simply call “black-box normalizer circuits”.
A group B (always abelian in this work) is a black-box group if it is finite, its elements are
uniquely encoded by strings of some length n and the group operations are performed by a
black-box (the group black box) in one time-step. We define black-box normalizer circuits to
be a normalizer circuits associated with groups of the form G = Gprev × B, with Gprev is of
form (5.1).
The key new feature in this chapter is that the black-box group B is not given to us
in a factorized form. This is a subtle yet tremendously important difference: although such a
decomposition always exists for any finite abelian group (chapter 1, theorem 1.1), finding just
one is regarded as a hard computational problem; indeed, it is provably at least as hard as fac-
toring1. Our motivation to adopt the notion of black-box group is to study abelian groups for
which the group multiplication can be performed in classical polynomial-time while no efficient
classical algorithm to decompose them is known. A key example1 is Z×N , the multiplicative
group of integers modulo N , which plays an important role in Shor’s factoring algorithm [4].
With some abuse of notation, we call any such group also a “black-box group”2.
5.1.1 Main results
This chapter focuses on understanding the potential uses and limitations of black-box normalizer
circuits. Our results (listed below) give a precise characterization of their computational
power. On one hand, we show that several famous quantum algorithms, including Shor’s
celebrated factoring algorithm, can be implemented with black-box normalizer circuits. On the
other hand, we apply our former simulation results (chapters 3- 4) to set upper limits to the
class of problems that these circuits can solve, as well as to draw practical implications for
quantum algorithm design.
Our main results are now summarized:
1. Quantum algorithms. We show that many of the best known quantum algorithms
are particular instances of normalizer circuits over black-box groups, including Shor’s
celebrated factoring and discrete-log algorithms; it follows that black-box normalizer cir-
cuits can achieve exponential quantum speed-ups over all known classical algorithms.
Namely, the following algorithms are examples of black-box normalizer circuits.
1Knowing B ∼= Zd1 × . . . × Zdm implies that the order of the group is |G| = d1d2 · · · dm. Hardness results
for computing orders [91, 221] imply that the problem is provably hard for classical computers in the black-box
setting. For groups Z×N , computing ϕ(N) := |Z×N | (the Euler totient function) is equivalent to factoring [92].
2It will always be clear from context whether the group multiplication is performed by an oracle at unit cost
or by some well-known polynomial-time classical algorithm; most results will be stated in the black-box setting.
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• Discrete logarithm. Shor’s discrete-log quantum algorithm [4] is a normalizer
circuit over Z2p−1 × Z×p (theorem 5.1, section 5.3.1).
• Factoring. We show that a hybrid infinite-finite dimensional version of Shor’s fac-
toring algorithm [4] can be implemented with normalizer circuit over Z × Z×N . We
prove that there is a close relationship between Shor’s original algorithm and our
version: Shor’s can be understood as a discretized qubit implementation of ours
(theorems 5.2, 5.3). We also discuss that the infinite group Z plays a key role in
our “infinite Shor’s algorithm”, by showing that it is impossible to implement Shor’s
modular-exponentiation gate efficiently, even approximately, with finite-dimensional
normalizer circuits (theorem 5.4). Last, we further conjecture that only normalizer
circuits over infinite groups can factorize (conjecture 5.1).
• Elliptic curves. The generalized Shor’s algorithm for computing discrete logarithms
over an elliptic curve [94–96] can be implemented with black-box normalizer circuits
(section C.2); in this case, the black-box group is the group of integral points E of
the elliptic curve instead of Z×p .
• Group decomposition. Cheung-Mosca’s algorithm for decomposing black-box fi-
nite abelian groups [97, 98] is a combination of several types of black-box normalizer
circuits. Furthermore, we present a new extended quantum algorithm building upon
Cheung-Mosca’s that finds even more information about the structure of the group
and is also normalizer-circuit based (section 5.3.4).
• Hidden subgroup problem. Deutsch’s [50], Simon’s [51] and, in fact, all quantum
algorithms that solve abelian hidden subgroup problems [52, 53, 49, 54–58], are nor-
malizer circuits over groups of the form G×O, where G is the group that contains the
hidden subgroup H and O is a group isomorphic to G/H (section 5.3.3). The group
O, however, is not a black-box group due to a small technical difference between our
oracle model we use and the oracle setting in the HSP.
• Hidden kernel problem. The group O ∼= G/H in the previous section becomes a
black-box group if the oracle function in the HSP is a homomorphism between black-
box groups: we call this subcase the hidden kernel problem (HKP). The difference
does not seem to be very significant, and can be eliminated by choosing different
oracle models (section 5.3.3). However, we will never refer to Simon’s or to general
abelian HSP algorithms as “black-box normalizer circuits”, in order to be consistent
with our and pre-existing terminology.
Note that it follows from the above that black-box normalizer circuits can render insecure
widespread public-key cryptosystems, namely, Diffie-Hellman key-exchange [60], RSA [59]
and elliptic curve cryptography [61, 62].
2. Group decomposition is as hard as simulating normalizer circuits. Another
main contribution of this work is to show that the group decomposition problem (suitably
formalized) is, in fact, complete for the complexity class Black-Box Normalizer, of
problems efficiently solvable by probabilistic classical computers with oracular access to
black-box normalizer circuits. Since normalizer circuits over decomposed groups are ef-
ficiently classically simulable (chapters 3- 4), this result suggests that the computational
power of normalizer circuits originates precisely in the classical hardness of learning the
structure of a black-box group.
We obtain this last result by proving a significantly stronger theorem (theorem 5.6),
which states that any black-box normalizer circuit can be efficiently simulated step by step
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by a classical computer if an efficient subroutine for decomposing finite abelian groups is
provided.
3. A no-go theorem for new quantum algorithms. In this work, we provide an negative
answer to the question “can new quantum algorithms based on normalizer circuits be
found?”: by applying the latter simulation result, we conclude that any new algorithm
not in our list can be efficiently simulated step-by-step using our extended Cheung-Mosca
algorithm and classical post-processing. This implies (theorem 5.7) that new exponential
speed-ups cannot be found without changing our setting (we discuss how the setting might
be changed in the discussion, section 5.1.4). This result says nothing about polynomial
speed-ups.
4. Universality of short normalizer circuits. A practical consequence of our no-go
theorem is that all problems in the class Black Box Normalizer can be solved using
short normalizer circuits with a constant number of normalizer gates. (We may still need
polynomially many runs of such circuits, along with classical processing in between, but
each individual normalizer circuit is short.) We find this observation interesting, in that
it explains a very curious feature present in all the quantum algorithms that we study
[4, 94–98, 50–53, 49, 54–58] (section 5.3): they all contain at most a constant number of
quantum Fourier transforms (actually at most two).
5. Other complete problems. As our last contribution in this series, we identify another
two complete problems for the class Black Box Normalizer (section 5.6): these are the
(afore-mentioned) abelian hidden kernel problem, and the problem of finding a general-
solution to a system of linear equations over black-box groups (the latter are related to the
systems of linear equations over groups studied in chapters 2, 3, 4).
5.1.2 The link between Clifford circuits and Shor’s algorithm
The results in this chapter together with those previously obtained in chapters 3-4 (see also [134])
demonstrate the existence of a precise connection between Clifford circuits and Shor’s factoring
algorithm. At first glance, it might be hard to digest that two types of quantum circuits that
seem to be so far away from each other might be related at all. Indeed, classically simulating
Shor’s algorithm is widely believed to be an intractable problem (at least as hard as factoring),
while a zoo of classical techniques and efficient classical algorithms exist for simulating and
computing properties of Clifford circuits [1, 2, 24, 3, 135, 133, 136, 222, 138, 137, 139]. However,
from the point of view of this chapter, both turn out to be intimately related in that they both
are just different types of normalizer circuits. In other words, they are both members of a
common family of quantum operations.
Remarkably, this correspondence between Clifford and Shor, rather than being just a mere
mathematical curiosity, has also some sensible consequences for the theory of quantum comput-
ing. One that follows from theorem 5.6, our simulation result, is that all algorithms studied in
this chapter (Shor’s factoring and discrete-log algorithms, Cheung-Mosca’s, etc.) have a rich
hidden structure which enables simulating them classically with a stabilizer picture approach “à
la Gottesman-Knill” [1, 2]. This structure lets us track the evolution of the quantum state of the
computation step by step with a very special algorithm, which, despite being inefficient, exploits
completely different algorithmic principles than the naive brute-force approa i.e., writing down
the coefficients of the initial quantum state and tracking their quantum mechanical evolution
through the gates of the circuit3. Although the stabilizer-picture simulation is inefficient when
3Note that throughout this chapter we always work at a high-level of abstraction (algorithmically speaking),
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black-box groups are present (i.e., it does not yield an efficient classical algorithm for simulat-
ing Shor’s algorithm), the mere existence of such an algorithm reveals how much mathematical
structure these quantum algorithms have in common with Clifford and normalizer circuits.
In retrospect, and from an applied point of view, it is also rather satisfactory that one can
gracefully exploit the above connection to draw practical implications for quantum algorithm
design: in this chapter, we have actively used our knowledge of the hidden “Clifford-ish” math-
ematical features of the abelian hidden subgroup problem algorithms in deriving results 2, 3, 4
and 5 (in the list given in the previous section).
As a side remark, we regard it a memorable curiosity that replacing decomposed groups with
black-box groups not only renders the simulation methods in chapters 3-4 inefficient (this is, in
fact, something to be expected, due to the existence of hard computational problems related
to black-box groups), but it is also precisely this modification that suddenly bridges the gap
between Clifford/normalizer circuits, Shor’s algorithms, Simon’s and so on.
Finally, it is mathematically elegant to note that all normalizer circuits we have studied are
related through the so-called Pontryagin-Van Kampen duality [188–190, 185, 186, 191, 192],
which states that all locally-compact abelian (LCA) groups are dual to their character groups.
The role of this duality in the normalizer circuit model was discussed in chapter 4.
5.1.3 Relationship to previous work
Up to our best knowledge, neither normalizer circuits over black-box groups, nor their rela-
tionship with Shor’s algorithm or the abelian hidden subgroup problem, have been investigated
before this thesis.
The hidden subgroup problem (HSP) has played a central role in the history of quantum
algorithms and has been extensively studied before our thesis. The abelian HSP, which is also
a central subject of this chapter, is related to most of the best known quantum algorithms that
were found in the early days of the field [50–53, 49, 54–58]. Its best-known generalization, the
non-abelian HSP (which we investigate in chapter 6), has also been heavily investigated due to
its relationship to the graph isomorphism problem and certain shortest-vector-lattice problems
[100, 223, 101–117] (see also the reviews [118, 119, 9] and references therein).
The notion of black-box group, which is a key concept in our setting, was first considered
by Babai and Szemerédi in [91] and has since been extensively studied in classical complexity
theory [224–227, 221]. In general, black-box groups may not be abelian and do not need to have
uniquely represented elements [91]; in the present work, we only consider abelian uniquely-
encoded black-box groups.
In quantum computing, black-box groups were previously investigated in the context of
quantum algorithms, both in the abelian [97, 98, 228] and the non-abelian group setting [229,
105, 113, 230, 231, 112, 232, 233]. Except for a few exceptions (cf. [229, 228]) most quantum
results have been obtained for uniquely-encoded black-box groups.
and that the “steps” in a normalizer-based quantum algorithm are always counted at the logic level of normalizer
gates, disregarding smaller gates needed to implement them. In spite of this, we find the above simulability
property of black-box normalizer circuits to be truly fascinating. To get a better grasp of its significance, we
may perform the following thought experiment. Imagine, we would repeatedly concatenate black-box normalizer
circuits in some intentionally complex geometric arrangement, in order to form a gargantuan, intricate “Shor’s
algorithm” of monstrous size. Even in this case, our simulation result states that if we can decompose abelian
groups (say, with an oracle), then we can efficiently simulate the evolution of the circuit, normalizer-gate after
normalizer-gate, independently of the number of Fourier transforms, automorphism and quadratic-phase gates
involved in the computation (the overhead of our classical simulation is at most polynomial in the input-size).
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5.1.4 Discussion and outlook
We finish our introduction by discussing a few potential avenues for finding new quantum
algorithms as well as some open questions suggested by the work in this chapter.
In this work, we provide a strict no-go theorem for finding new quantum algorithms with
black-box normalizer circuits, as we define them. There are, however, a few possible ways to
modify our setting leading to scenarios where one could bypass these results and, indeed, find
new interesting quantum algorithms. We now discuss some.
One interesting possibility would be to consider more general types of normalizer circuits
than ours, by extending the class of abelian groups they can be associated with. However,
looking at more general decomposed groups does not look particularly promising: we believe
that our methods in chapters 4-5 can be extended, e.g., to efficiently simulate normalizer circuits
over groups of the form Ra×Zb×Tc×ZN1 × . . .×ZNd ×B, with additional R factors, once we
know how to decompose B (see also our discussion in chapter 4). On the other hand, allowing
more general types of groups to act as black-boxes looks rather promising to us: one may, for
instance, attempt to extend the notion of normalizer circuits to act on Hilbert spaces associated
with multi-dimensional infrastructures [234, 235], which may, informally, be understood as
“infinite black-box groups”4 We expect, in fact, that known quantum algorithms for finding
hidden periods and hidden lattices within real vector spaces [236–239] and/or or infrastructures
[234, 235] (e.g., Hallgren’s algorithm for solving Pell’s equation [236, 237]) could be at least
partially interpreted as generalized normalizer circuits in this sense. Addressing this question
would require a careful treatment of precision errors that appear in such algorithms due to the
presence of transcendental numbers, which play no role in the present chapter5. Some open
questions in this quantum algorithm subfield have been discussed in [235].
A second enticing possibility would be to study possible extensions of the normalizer circuit
framework to non-abelian groups, in connection with non-abelian hidden subgroup problems
[100, 223, 101–117]. This direction will be explored in the last chapter of this thesis (chapter 6)
where we develop a possible nonabelian model of normalizer circuits and use it to devise new
efficient quantum algorithms for the so called normal Hidden Subgroup Problem [223].
A third possible direction to investigate would be whether different models of normalizer
circuits could be constructed over algebraic structures that are not groups.
Our results in chapter 6 will also make significant progress in this direction: therein, we
consider (in general) normalizer circuit models over so-called abelian hypergroups, which gener-
alize abelian groups, and used them to develop the first provably-efficient quantum algorithms
for a hypergroup extension of the hidden subgroup problem.
Furthermore, one could, for instance, consider sets with less algebraic structure than groups,
like semi-groups. In this regard, we highlight that a quantum algorithm for finding discrete
logarithms over finite semigroups was recently given in [240]. Alternatively, one could study
also sets with more structure than groups, such as fields, whose study is relevant to Van Dam-
Seroussi’s quantum algorithm for estimating Gauss sums [241].
Lastly, we mention some open questions suggested by the work of this chapter.
In this work, we have not investigated the computational complexity of black-box normalizer
4An n-dimensional infrastructure I provides a classical presentation for an n-dimensional hypertorus group
Rn/Λ ∼= Tn, where Λ is an (unknown) period lattice Λ. The elements of this continuous group are represented
with some classical structures known as f-representations, which are endowed with an operation that allows us to
compute within the torus. Although one must deal carefully with non-trivial technical aspects of infinite groups
in order to properly define and compute with f -representations (cf. [234, 235] and references therein), one may
intuitively understand infrastructures as “generalized black-box hypertoruses”. We stress, though, that it is not
standard terminology to call “black-box group” to an infinite group.
5No such treatment is needed in this work, since we study quantum algorithms for finding hidden structures
in discrete groups.
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circuits without classical post-processing. There are two facts which suggest that power of
black-box normalizer circuits alone might, in fact, be significantly smaller. The first is the fact
that the complexity class of problems solvable by non-adaptive Clifford circuits with standard
basis inputs and measurements is ⊕L [133], which is believed to be a strict subclass6 of P.
The second is that finite-dimensional normalizer circuits are unable of implementing classical
boolean functions coherently in various settings (see [134] and lemma 3.5 in chapter 3).
Finally, one may study whether considering more general types of inputs, measurements
or adaptive operations might change the power of black-box normalizer circuits. Allowing, for
instance, input product states has potential to increase the power of these circuits, since this
already occurs for standard Clifford circuits [43, 139]. Concerning measurements, the authors
believe that allowing, e.g. adaptive Pauli operator measurements (in the sense of chapter 3)
is unlikely to give any additional computational power to black-box normalizer circuits: in the
best scenario, this could only happen in infinite dimensions, since we showed (chapter 3) that
adaptive normalizer circuits over finite abelian groups are also efficiently classically simulable
with stabilizer techniques. With more general types of measurements, it should be possible to
recover full quantum universality, given that qubit cluster-states (which can be generated by
Clifford circuits) are a universal resource for measurement-based quantum computation [40, 42].
The possibility of obtaining intermediate hardness results if non-adaptive yet also non-Pauli
measurements are allowed (in the lines of [144] or [139, theorem 7]) remains also open.
5.1.5 Chapter outline
In section 5.2 we introduce our normalizer-circuit models over black-box groups. In section 5.3
we show how the quantum algorithms in result 1 above are examples of black-box normalizer
circuits7. In section 5.4 we give our first completeness result and our no-go theorem (results
2-3). In section 5.5 we present our universality result. Finally, in section 5.6 we study additional
complete problems (result 5).
5.2 Black-box groups and black-box normalizer circuits
In this section we introduce abelian black-box groups and present models of black-box group
normalizer circuits; the latter generalize our earlier models in chapters 1, 3-4.
5.2.1 Decomposed groups and black-box groups
The most general groups we consider in this chapter are abelian groups of the form
G = Za × Tb × ZN1 × . . .× ZNc ×B. (5.2)
where the parameters a, b, N1, · · · , Nc are arbitrary integers of unbounded size and B is an
arbitrary (finite) abelian black-box group. Following the nomenclature of chapters 3-4, Z denotes
the (infinite, discrete) group of integers under addition, T is the (infinite, continuous) group of
angles in the interval [0, 1) under addition modulo 1 and ZNi is the (finite) group of integers
modulo Ni.
Note that the key difference with earlier chapters is the presence of a black-box group B. In
terms of computational complexity, there is an stark separation between decomposed abelian
groups and black-box groups, which is discussed next.
6This is the class of problems solvable by classical poly-size circuits of NOT and CNOT gates [133].
7For the sake of conciseness, our results about quantum algorithms to compute discrete-logarithms over
elliptic-curves (which require a brief introduction to the latter abstract groups) are given in appendix C.2.
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Decomposed abelian groups: A finite abelian group G is decomposed if it is of the form
G = ZN1 × ZN2 × · · · × ZNk (5.3)
and the positive integers k,N1, · · · , Nk are given to us as a description of G. By the fundamental
theorem of finite abelian groups (chapter 0, theorem 1.1), any finite group can be put in the
form (5.3) via isomorphism. Yet finding such a decomposition for a group G may be difficult
in practice. As a key example, there is currently not known efficient classical algorithm to
decompose the multiplicative group8 Z×N of integers modulo N into cyclic subgroups. In fact,
the latter problem has long been believed to be classically hard even in the simple case N = pq
for p, q prime: in this case, Z×pq ∼= Zp−1 × Zq−1 and decomposing Z×pq becomes at least as hard
as factoring pq and, hence, breaking the ubiquitous RSA cryptosystem [59]. More generally,
decomposing Z×N is known to be polynomial time equivalent to factoring [92]. In the quantum
case, however, Cheung and Mosca gave an algorithm [97, 98] to decompose any finite abelian
group.
Black box groups: In equation (5.2), the factors ZN1 × . . .×ZNc represent an arbitrary finite
abelian group for which the group decomposition is known. The case where the decomposition
is unknown will be covered by the black box group B.
In this chapter, we define a black-box group B [91] to be a finite group whose elements are
uniquely encoded by binary strings of a certain size n, which is the length of the encoding.
The elements of the black-box group can be multiplied and inverted at unit cost by querying
a black-bock, or group oracle, which computes these operations for us. The order of a black-
box group with encoding length n is bounded above by 2n: the precise order |B| may not be
given to us, but it is assumed that the group black box can identify which strings in the group
encoding correspond to elements of the group. When we say that a particular black-box group
(or subgroup) is given (as the input to some algorithm), it is meant that a list of generators of
the group or subgroup is explicitly provided.
From now on, all black-box groups in this work will be assumed to be abelian. Although
we only consider finite abelian black-box groups, we stress now, that the only (albeit subtle)
difference between these groups and the explicitly decomposed finite abelian groups in chapter
3 is that, for black-box groups, we assume no knowledge of a decomposition (5.3). Our moti-
vation to introduce black-box groups in our setting is precisely to model those abelian groups
that cannot be efficiently decomposed with known classical algorithms that have, nevertheless,
efficiently classically computable group operations. With some abuse of notation, we shall call
all such groups also “black-box groups”, even if no oracle is needed to define them; in such cases,
oracle calls will be replaced by poly(n)-size classical circuits for computing group multiplications
and inversions.
As an example, let us consider again the group Z×N . This group can be naturally modeled
as a black-box group in the above sense: on one hand, for any x, y ∈ Z×N , xy and x−1 can be
efficiently computed using Euclid’s algorithm [198]; the same algorithm tells us whether a given
integer z ∈ Z belongs to Z×N (i.e., whether z is coprime to N); on the other hand, decomposing
Z×N is as hard as factoring [92]. Last, note that a generating set of Z
×
N can be efficiently found
by uniformly sampling random integers from {1, . . . , N} because |Z×N |/|ZN | ∈ Ω(1/ log logN)
[242] and due to the following lemma.
Lemma 5.1. For any uniquely-encoded black-box group B with encoding length n, if it holds that
|B|/2n ∈ Ω(1/poly(n)) (i.e., if the encoding used does not incur into superpolynomial overhead),
8Recall that Z×N is formed of integers relatively prime to N multiplied modulo N .
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then a generating set of B can be found in probabilistic polynomial-time by sampling bit-strings
in {0, 1}n uniformly at random and rejecting those not that are not elements of B.
Proof. Because |B|/2n ∈ Ω(1/poly(n)), we obtain an uniformly-random element of B after
T ∈ O(polyN) trials with Ω(1− cT ) probability for some constant c ∈ (0, 1) (via the Chernoff-
Hoeffding bound [243]). Furthermore, by uniformly sampling t ∈ Θ(log |G|) elements g1, . . . , gt
from any finite group G, we obtain a generating-set with probability exponentially close to 1.
To see this, note that if Gi := 〈g1, . . . , gi〉 is a proper subgroup of G, then gi+1 ∈ G belongs to
Gi with a small probability |Gi|/|G| ≤ 1/2. Further if gi+1 /∈ Gi, then |Gi+1|/|Gi| ≥ 2. Hence,
the cardinality |Gt| converges exponentially fast to |G| in t.
5.2.2 Black box normalizer circuits
We now define families of normalizer circuits over any group G of form (5.2) with Hilbert space
HG = HaZ ⊗HbT ⊗
(
HZN1 ⊗ · · · ⊗ HZNc
)
⊗HB,
which we view as the physical system of m := a + b + c + 1 computational registers. Because,
mathematically speaking, B is equivalent to some group ZD1×. . .×ZDm (via some isomorphism),
the definitions of normalizer gates over G in this chapter will be identical to previous ones
(chapter 1). Consequently, in this chapter we adopt the model of normalizer circuit over infinite
groups from chapters 1-4 with only a few minor modifications—cf. (a-b-c-d) below—, which are
needed to take some aspects of our new setting into consideration. In short, modifications below
are related to, mainly, two facts: (i) now less information is given to us about the structure
of the black-box group B; (ii) in this chapter, precision errors need to be handled with more
care than before since we aim at characterizing the power of black-box normalizer circuit model
rigorously in terms of computational complexity classes.
(a) Black-box designated bases: As in chapter 1.4, all designated bases (ditto for input states
and final measurements9) of a normalizer computation on a Hilbert space HG are labeled by a
group that is either fixed along the computation (when G is a finite group) or may change via
the action of infinite-group QFTs. Each designated basis BG′ is parametrized by a group G′
from the following family:
G′ = G′1 × · · · ×G′a+b × ZN1 ⊗ . . .ZNc ×B where G′i ∈ {Z,T}, (5.4)
BG′ :=
{|g〉 := |g(1)〉 ⊗ . . . |g(m)〉, g = (g(1), . . . , g(m)) ∈ G′} . (5.5)
where we simply adapted earlier formulas to consider B. Note that, in the case of the (finite)
black box group B, the Hilbert space HB has a (unique) standard basis {|b〉} where b ranges
over all elements of B. (It follows that HB is |B|-dimensional.) Hence, the existence of multiple
designated bases is, again, an infinite-dimensional feature as in chapter 1.4 and does not come
from the black-box. In fact, though multiple designated bases will play a role in some of the
quantum algorithms we consider (see, e.g., the factoring algorithm in section 5.3.2) they will
now show up e.g. in Shor’s discrete log quantum algorithm (section 5.3.1).
(b) Black-box normalizer gates: As in chapter 1, a normalizer circuit over G is a sequence
of automorphism gates, quadratic phase functions and QFTs over any group G′. However, in
this chapter we will not allow QFTs to act on the black box subspace HB of the total system
HG. This restriction is natural because, although HB has a mathematically well-defined Fourier
9As in chapter 1.4, we only consider terminal measurements performed at the end of the computation.
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basis, it is not currently known how to implement its associated QFT without decomposing the
black-box group first10.
(c) Classical encodings for black-box normalizer gates
Because of the presence of black box groups in G = Za × Tb × ZN1 × . . . × ZNc × B, it is
no longer possible in this chapter to use the classical encodings of chapters 3-4 to represent
automorphism and quadratic-phase gates since the latter crucially exploited that G was given
in a fully decomposed form11. (This issue does not affect QFTs since we allow only decomposed-
group ones.)
For the above reason, throughout this chapter, we assume that any automorphism gate Uα
and quadratic phase gate Dξ over G can be given to us in a more general format, namely, as
a black-box quantum gates (i.e., an oracle) that can be implemented either at unit cost or by
a poly-size quantum algorithm (that is explicitly given to us). Furthermore, we make some
additional simplifying assumptions about the associated classical functions α, ξ, which we will
assume efficiently computable rational functions, which have the following restrictions.
1. Rational.12 An automorphism/function α : G → G is rational if it returns rational
outputs for all rational inputs. A quadratic function ξ is rational if it can be written in
the form ξ(g) = exp (2pii q(g)) where q is a rational function from G into R modulo 2Z.
2. Efficiently computable. α and q can be computed by polynomial-time uniform family
of classical circuits {αi}, {qi}. All αi, qi are poly(m, i) size classical circuits that query
the group black box at most poly(m, i) times: their inputs are strings of rational numbers
whose numerators and denominators are represented by i classical bits (their size is O(2i)).
For any rational element g ∈ G that can be represented with so many bits (if G contains
factors of the form T these are approximated by fractions), it holds that αi(g) = α(g) and
qi(g) = q(g).
In certain cases (see section 5.3) we will consider groups like Z×N which, strictly speaking,
are not black-box groups (because polynomial time algorithms for group multiplication for
them are available and there is no need to introduce oracles). In those cases, the queries
to the group black box (in the above model) are substituted by some efficient subroutine.
We add a third restriction to the above.
3. Precision bound. For any q or α that acts on an infinite group a bound nout is given so
that for every i, the number of bits needed to specify the numerators and denominators in
the output of qi or αi exactly is at most i+ nout. The bound nout is independent of i and
indicates how much the input of each function may grow or shrink along the computation
of the output13. This bound is used to correctly store the output of maps α : Za → Za,
10To our best knowledge, all existing QFT-based quantum algorithms exploit only those abelian-group QFTs
that act on (explicitly) factorized systems of the form HZN1 ⊗ · · · ⊗ HZNc for this reason.11Note that, by construction, one cannot use, our earlier matrix representations encoding to represent group
automorphisms over a non-decomposed B; similar issues affect our prior encodings for quadratic-phase gates.
12We expect this assumption not to be essential, but it simplifies our proofs by allowing us to use exact
arithmetic operations. Our stabilizer formalism in chapter 4 can still be applied if the functions α, ξ are not
rational, and we expect some version of the simulation result (theorem 5.6) to hold even when transcendental
numbers are involved (taking carefully into account precision errors). It is a good question to explore whether
an exact simulation result may hold for algebraic numbers [244].
13For infinite groups there is no fundamental limit to how much the output of α or q may grow/shrink with
respect to the input (this follows from the normal forms in chapter 2). The number nout parametrizes the
precision needed to compute the function. This assumption might be weakened if a treatment for precision errors
is incorporated in the model.
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α′ : Za → Ta and to detect whether the output of a function α′′ : Tb → Tb might get
truncated modulo 1.
The allowed automorphism gates Uα and quadratic phase gates Dξ are those associated with
efficiently computable rational functions α, ξ. We ask these unitaries to be efficiently imple-
mentable as well14, by poly(m, i, nout)-size quantum circuits comprising at most poly(m, i, nout)
quantum queries of the group black box. The variable i denotes the bit size used to store the
labels g of the inputs |g〉 and bounds the precision level d of the normalizer computation, which
we set to fulfill log d ∈ O(i + nout). The complexity of a normalizer gate is measured by the
number of gates and (quantum) oracle queries needed to implement them.
In the next section 5.3, we will see particular examples of efficiently computable normalizer
gates. We will repeatedly make use of automorphism gates of the form
Uα|k1, . . . , km, x〉 −→
∣∣∣k1, . . . , km, bk11 · · · bkmm x〉
where ki are integers and bj , x are elements of some black-box group B. These gates are allowed
in our model, since there exist well-known efficient classical circuits for modular exponentiation
given access to a group multiplication oracle [198]. In this case, a precision bound can be easily
computed: since the infinite elements ki do not change in size and all the elements of B are
specified with strings of the same size, the output of α can be represented with as many bits as
the input and we can simply take nout = 0 (no extra bits are needed).
Many examples of efficiently computable normalizer gates were given in chapter 1; for de-
composed finite group ZN1 × . . .×ZNc . It was also shown in [134] that all normalizer gates over
such groups can be efficiently implemented.
(d) Precision requirements
Finally, recall that in the model of quantum circuits we use, input states and final measurements
in the Fourier-basis {|p〉, p ∈ T} of HZ can never be implemented with perfect accuracy, a
limitation that stems from the fact that the |p〉 states are unphysical. This can be quickly seen
in two ways: first, in the Z basis, these states are infinitely-spread plane-waves |p〉 = ∑ e2piizp|z〉;
second, in the T basis, they are infinitely-localized Dirac-delta pulses. Physically, preparing
Fourier-basis states or measuring in this basis perfectly would require infinite energy and lead
to infinite precision issues in our computational model.
In the algorithms we study in this work (namely, the order-finding algorithm in theorem
5.2), Fourier states over Z can be substituted with realistic physical approximations. The
degree of precision used in the process of Fourier state preparation is treated as a computational
resource. We model the precision used in a computation as follows.
Since our goal is to use the Fourier basis |p〉, p ∈ T, to represent information in a com-
putation, we require the ability to store and retrieve information in this continuous-variable
basis. Our assumption is that for any finite set X with cardinality d = |X|, we can divide
the continuous circle-group T spectrum into d equally sized sectors of length 1/d and use them
to represent the elements of X. More precisely, to each element of X we assign a number in
Zd. The element xi ∈ X with index i ∈ Zd is then represented by any state of the subspace
Vi,d = span{
∣∣∣ id + ∆〉 with |∆| < 12d}. We call the latter states d-approximate Fourier states
and refer to d as the precision level of the computation. We assume that these states can be
prepared and distinguished to any desired precision d in the following way:
14Recall that, in finite dimensions, the gate cost of implementing a classical function α as a quantum gate is
at most the classical cost [13] and that computing q efficiently is enough to implement ξ using phase kick-back
tricks [95]. We expect these results to extend to infinite dimensional systems of the form HZ.
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1. State preparation assumption. Inputs |ψi〉 with at least 23 fidelity to some element of
Vi,d can be prepared for any i ∈ Zd.
2. Distinguishability assumption. The subspaces {Vi,d}i can be reliably distinguished.
Note that d determines how much information is stored in the Fourier basis.
Definition 5.1 (Efficient use of precision). A quantum algorithm that uses d-approximate
Fourier states to solve a computational problem with input size n is said to use an efficient
amount of precision if and only if log d is upper bounded by some polynomial of n. Analogously,
an algorithm that stores information in the standard basis {|m〉, m ∈ Z} is said to be efficient
if the states with m larger than some threshold log (mmax) ∈ O(polyn) do not play a role in the
computation.a
aNote that this definition is not necessary to define normalizer circuits but to discuss the physicality of the model.
We point out that there might be better ways to model precision than ours (which may, e.g., lead to tighter bounds
or more efficient algorithms), but our simple model is enough to derive our main results. We advance that, even if
these precision requirements turned out to be high in practice, there exist efficient discretized qubit implementations
of all the infinite-dimensional quantum algorithms that we study later in the chapter (cf. theorem 5.3).
5.3 Quantum algorithms
5.3.1 The discrete logarithm problem over Z×p
In this section we consider the discrete-logarithm problem studied by Shor [4]. For any prime
number p, let Z×p be the multiplicative group of non-zero integers modulo p. An instance of the
discrete-log problem over Z×p is determined by two elements a, b ∈ Z×p , such that a generates
the group Z×p . Our task is to find the smallest non-negative integer s that is a solution to the
equation as = b mod p; the number is called the discrete logarithm s = loga b.
We now review Shor’s algorithm [4, 7] for this problem and prove our first result.
Theorem 5.1 (Discrete logarithm). Shor’s quantum algorithm for the discrete logarithm prob-
lem over Z×p is a black-box normalizer circuit over the group Z2p−1 × Z×p .
Theorem 5.1 shows that black box normalizer circuits over finite abelian groups can efficiently
solve a problem for which no efficient classical algorithm is known. In addition, it tells us
that black-box normalizer circuits can render widespread public-key cryptosystems vulnerable:
namely, they break the Diffie-Helman key-exchange protocol [60], whose security relies in the
assumed classical intractability of the discrete-log problem.
Proof. Let us first recall the main steps in Shor’s discrete log algorithm.
Algorithm 5.1 (Shor’s algorithm for the discrete logarithm).
Input. Positive integers a, b, where Z×p = 〈a〉.
Output. The least nonnegative integer s such that as ≡ b (mod p).
We will use three registers indexed by integers, the first two modulo p−1 and the last modulo
p. The first two registers will correspond to the additive group Zp−1, while the third register will
correspond to the multiplicative group Z×p . Two important ingredients of the algorithm will be
the unitary gates Ua : |s〉 → |sa〉 and Ub : |s〉 → |sb〉.
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1. Initialization: Start in the state |0〉|0〉|1〉.
2. Create the superposition state 1p−1
∑p−1
x,y=0 |x〉|y〉|1〉, by applying the standard quantum
Fourier transform on the first two registers.
3. Apply the unitary U defined by U |x〉|y〉|z〉 = |x〉|y〉|zaxby〉, to obtain the state
1
p− 1
p−1∑
x,y=0
|x〉|y〉|axby〉
This is equivalent to applying the controlled-Uxa gate between the first and third registers,
and the controlled-Uyb between the second and third registers.
4. Measure and discard the third register. This step generates a so-called coset state
1√
p− 1
p−1∑
k=0
|γ + ks,−k〉,
where γ is some uniformly random element of Zp−1 and s is the discrete logarithm.
5. Apply the quantum Fourier transform over Zp−1 to the first two registers, to obtain
1√
p− 1
p−1∑
k′=0
e2pii
k′γ
p−1
∣∣k′, k′s〉,
6. Measure the system in the standard basis to obtain a pair of the form (k′, k′s) mod p uni-
formly at random.
7. Classical post-processing. By repeating the above process n times, one can extract the
discrete logarithm s from these pairs with exponentially high probability (at least 1− 2−n),
in classical polynomial time.
Note that the Hilbert space of the third register precisely corresponds to HB if we choose the
black-box group to be B = Z×p . It is now easy to realize that Shor’s algorithm for discrete log is
a normalizer circuit over Zp−1×Zp−1×Z×p : steps 2 and 4 correspond to applying partial QFTs
over Zp−1, and the gate U applied in state 3 is a group automorphism over Zp−1×Zp−1×Z×p .
We stress that, in the proof above, there is no known efficient classical algorithm for solving
the group decomposition problem for the group Z×p (as we define it in section 5.3.4): although,
by assumption, we know that Z×p = 〈a〉 ∼= Zp−1, this information does not allow us to convert
elements from one representation to the other, since this requires solving the discrete-logarithm
problem itself. In other words, we are unable to compute classically the group isomorphism
Z×p ∼= Zp−1. In our version of the group decomposition problem, we require the ability to
compute this group isomorphism. For this reason, we treat the group Z×p as a black-box group.
5.3.2 Shor’s factoring algorithm
In this section we will show that normalizer circuits can efficiently compute the order of elements
of (suitably encoded) abelian groups. Specifically, we show how to efficiently solve the order
finding problem for every (finite) abelian black-box group B [91] with normalizer circuits. Due
to the well-known classical reduction of the factoring problem to the problem of computing
orders of elements of the group Z×N , our result implies that black-box normalizer circuits can
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efficiently factor large composite numbers, and thus break the widely used RSA public-key
cryptosystem [59].
We briefly introduce the order finding problem over a black-box group B, that we always
assume to be finite and abelian. In addition, we assume that the elements of the black-box
group can be uniquely encoded with n-bit strings, for some known n. The task we consider is
the following: given an element a of B, we want to compute the order |a| of a (the smallest
positive integer r with the property15 ar = 1). Our next theorem states that this version of
the order finding problem can be efficiently solved by a quantum computer based on normalizer
circuits.
Theorem 5.2 (Order finding over B). Let B be a finite abelian black-box group and HB its
associated Hilbert space. Let Va be the unitary that performs the group multiplication operation
on HB: Va|x〉 = |ax〉. We denote by c -Va the unitary that performs Va on HB controlled on the
value of an ancillary register HZ:
|m,x〉 c−Va−−−−−−−→ |m, amx〉, for any m in Z.
Assume that we can query an oracle that implements c -Va in one time step for any a ∈ B. Then,
there exists a hybrid version of Shor’s order-finding algorithm, which can compute the order |a| of
any a ∈ B efficiently, using normalizer circuits over the group Z×B and classical post-processing.
The algorithm runs in polynomial-time, uses an efficient amount of precision and succeeds with
high probability.
In theorem 5.2, by “efficient amount of precision” we mean that instead of preparing Fourier
basis states of HZ or measuring on this (unphysical) basis, it is enough to use realistic physical
approximations of these states (cf. section 5.2.2).
Proof. We divide the proof into two steps. In the first part, we give an infinite-precision quantum
algorithm to randomly sample elements from the set Outa = { k|a| : k ∈ Z} that uses normalizer
circuits over the group Z × B in polynomially many steps. In this first algorithm, we assume
that Fourier basis states of HZ can be prepared perfectly and that there are no physical limits
in measurement precision; the outcomes k/|a| will be stored with floating point arithmetic and
with finite precision. The algorithm allows one to extract the period |a| efficiently by sampling
fractions k/|a| (quantumly) and then using a continued fraction expansion (classically).
In the second part of the proof, we will remove the infinite precision assumption.
Our first algorithm is essentially a variation of Shor’s algorithm for order finding [4] with
one key modification: whereas Shor’s algorithm uses a large n-qubit register Hn2 to estimate
the eigenvalues of the unitary Va, we will replace this multiqubit register with a single infinite
dimensional Hilbert space HZ. The algorithm is hybrid in the sense that it involves both
continuous- and discrete-variable registers. The key feature of this algorithm is that, at every
time step, the implemented gates are normalizer gates, associated with the groups Z×Z×N and
T × Z×N (which are, themselves, related via the partial Fourier transforms FZ and FT). The
algorithm succeeds with constant probability.
Algorithm 5.2 (Hybrid order finding with infinite precision).
Input. A black box (finite abelian) group B, and an element a ∈ B.
Output. The order r := |a| of a in B, i.e. the least positive integer r such that ar = 1.
We will use multiplicative notation for the black box group B, and additive notation for all
15Since B is finite, the order |a| is a well-defined number.
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other subgroups.
1. Initialization: Initialize HZ on the Fourier basis state |0〉 with 0 ∈ T, and HB on the state
|1〉, with 1 ∈ B. In our formalism, we will regard |0, 1〉 as a standard-basis state of the basis
labeled by T×B.
2. Apply the Fourier transform FT to the register HZ. This changes the designated basis of
this register to be the one labeled by the group Z. The state |0〉 in the new basis is an
infinitely-spread comb of the form ∑m∈Z |m〉.
3. Let the oracle Va act jointly on HZ×HB; then the state is mapped in the following manner:∑
m∈Z
|m〉|1〉 c -Va−−−−−−→
∑
m∈Z
|m, am〉. (5.6)
Note that, in our formalism, the oracle c -Va can be regarded as an automorphism gate Uα.
Indeed, the gate implements a classical invertible function on the group α(m,x) = (m, amx).
The function is, in addition, a continuousa group automorphism, since
α ((m,x)(n, y)) = α(m+ n, xy) = (m+ n, (am+n)(xy))
= (m+ n, (amx)(any)) = (m, amx)(n, any) (5.7)
= α(m,x)α(n, y).
4. Measure and discard the register HB. Say we obtain as as the measurement outcome. Note
that the function am is periodic with period r = |a|, the order of the element. Due to
periodicity, the state after measuring as will be of the form∑
j∈Z
|s+ jr〉
 |as〉. (5.8)
After discarding HB we end up in a periodic state ∑ |s+ jr〉 which encodes r = |a|.
5. Apply the Fourier transform FZ to the register HZ. We work again in the Fourier basis of
HZ, which is labeled by the circle group T. The periodic state∑ |s+ jr〉 in the dual T basis
reads [187]
r−1∑
k=0
e2pii
sk
r
∣∣∣kr〉 (5.9)
6. Measure HZ in the Fourier basis (the basis labeled by T). Since we assume that the initial
state of the computation can be as close to |0〉 as we wish, the wavefunction of the final state
(5.9) is sharply peaked around values p ∈ T of the form k/r. As a result, a high resolution
measurement will let us sample these numbers (within some floating-point precision window
∆) nearly uniformly at random.
7. Classical postprocessing: Repeat steps 1-7 a few times and use a (classical) continued-
fraction expansion algorithm [13, 205] to extract the order r from the randomly sampled
multiples {ki/r}i. This can be done, for instance, with an algorithm from [245] that obtains r
with constant probability after sampling two numbers k1r ,
k2
r , if the measurement resolution
is high enough: ∆ ≤ 1/2r2 is enough for our purposes.
aThis is vacuously true: since the group G := Z×B is discrete, any function f : G→ G is continuous.
103
Manifestly, there is a strong similarity between algorithm 5.2 and Shor’s factoring algorithm:
the quantum Fourier transforms FT in our algorithm FZ plays the role of the discrete Fourier
transform F2n , and c -Va acts as the modular exponentiation gate [4]. In fact, one can regard
algorithm 5.2 as a “hybrid” version of Shor’s algorithm combining both continuous and discrete
variable registers. The remarkable feature of this version of Shor’s algorithm is that the quantum
part of the algorithm 1-6 is a normalizer computation.
Algorithm 5.2 is efficient if we just look at the number of gates it uses. However, the algo-
rithm is inefficient in that it uses infinitely-spread Fourier states |p〉 = ∑m∈Z e−2piipm|m〉 (which
are unphysical and cannot be prepared with finite computational resources) and arbitrarily pre-
cise measurements. We finish the proof of theorem 5.2 by giving an improved algorithm that
does not rely on unphysical requirements.
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Algorithm 5.3 (Hybrid order finding with finite precision).
1-2 Initialization: Initialize HB to |1〉. The register HZ will begin in an approximate Fourier
basis state
∣∣∣0˜〉 = 1√2M+1 ∑+M−M |m〉, i.e. a square pulse of length 2M + 1 in the integer basis,
centered at 0. This step simulates steps 1-2 in algorithm 5.2.
3-4 Repeat steps 3-4 of algorithm 5.2. The state after obtaining the measurement outcome as
is now different due to the finite “length” of the comb ∑Mm=0 |m〉; we obtain
|ψ〉 = 1√
L
Lb∑
−La
|s+ jr〉, (5.10)
where L = La + Lb + 1 and s is obtained nearly uniformly at random from {0, . . . , r − 1}.
The values La, Lb are positive integers of of the form bM/rc −  with −2 ≤  ≤ 0 (the
particular value of  depends on s, but it is irrelevant in our analysis). Consequently, we
have L = 2bM/rc − (a + b).
5 Apply the Fourier transform FZ to the register HZ . The wavefunction of the final state ψˆ is
the Fourier transform of the wavefunction ψ of (5.10). We compute ψˆ using formula (1.18):
ψˆ(p) =
∑
x∈Z
e2piipxψ(x) = 1√
L
Lb∑
−La
e2piip(s+jr) = 1√
L
(
e2piips
) e2piipr(Lb+1) − e−2piiprLa
e2piipr − 1
= e
2piip
(
s+Lb−La2
)
√
L
sin (piLpr)
sin (pipr) =
e
2piip
(
s+Lb−La2
)
√
L
DL,r(p) (5.11)
(to derive the equation, we apply the summation formula of the geometric series and re-
express the result in terms of the Dirichlet kernel [185]
DL,r(p) =
sin (piLpr)
sin (pipr) . (5.12)
6 Measure HZ in the Fourier basis. We show now that, if the resolution is high enough,
then the probability distribution of measurement outcomes will be “polynomially close” to
the one obtained in the infinite precision case (5.9). Intuitively, this is a consequence of the
fact that in the limit M → ∞ (when the initial state becomes an infinitely-spread comb),
we have also L → ∞ and that the function DL, r(p) converges to a train ∑r−1k=0 δk/r(p) of
Dirac measures [185]. In addition, for a high finite value of M , we find that the probability
of obtaining some outcome p within a ∆ = 1Lr window of a fraction
k
r is also high.
Pr(|p− kr | ≤ ∆2 ) =
1
L
∫ + ∆2
−∆2
sin2 (piLpr)
sin2 (pipr) dp ≥
∆
L
sin2
(pi
2
)
sin2
( pi
2L
) ≥ 4
pi2r
, (5.13)
where we use the mean value theorem and the bound sin(x)2 ≤ x2. It follows that with
constant probability (larger than 4/pi2 ≈ 0.41) the measurement will output some outcome
∆
2 -close to a number of the form k/r. (A tighter lower bound of 2/3 for the success proba-
bility can be obtained by evaluating the integral numerically.)
Lastly, note that although the derivation of (5.13) implicitly assumes that the finial mea-
surement is infinitely precise, it is enough to implement measurements with resolution close
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to ∆. Due to the peaked shape of the final distribution (5.13), it follows that Θ( 1M ) reso-
lution is enough if our task is to sample ∆2 -estimates of these fractions nearly uniformly at
random; this scaling is efficient as a function of M (cf. section 5.2.2).
7 Classical postprocessing: We now setM (the length of the initial comb state) to be large
enough so that ∆2 =
1
2Lr ≤ 12r2 ; since r ≤ |B|, taking logM ∈ O(polyn), where n denotes
the encoding length of B, is enough for our purposes. With such an M , the measurement
step 6 will output a number p that is 12r2 close to a
k
r with high probability, which can be
increased to be arbitrarily close to 1 with a few repetitions. We then proceed as in step 7
of algorithm 5.2 to compute the order r.
Shor’s algorithm as a normalizer circuit
Our discussion in the previous section reveals strong a resemblance between our hybrid nor-
malizer quantum algorithm for order finding and Shor’s original quantum algorithm for this
problem [4]: indeed, both quantum algorithms employ remarkably similar circuitry. In this
section we show that this resemblance is actually more than a mere fortuitous analogy, and
that, in fact, one can understand Shor’s original order-finding algorithm as a discretized version
of our finite-precision hybrid algorithm for order finding 5.2.
Theorem 5.3 (Shor’s algorithm as a normalizer circuit). Shor’s order-finding algorithm
[4] provides an efficient discretized implementation of our hybrid normalizer algorithm 5.3.
Note that the theorem does not imply that all possible quantum algorithms for order finding
are normalizer circuits (or discretized versions of some normalizer circuit). What it shows is
that the one first found by Shor in [4] does exhibit such a structure.
Proof. Our approach will be to show explicitly that the evolution of the initial quantum state
in Shor’s algorithm is analogous to that of the initial state in algorithm 5.3 if we discretize the
computation. Recall that Shor’s algorithm implements a quantum phase estimation [49] for the
unitary Va. Let D be the dimension of the Hilbert space used to record such phase. We assume
D to be odd16 and write D = 2M + 1. Then Shor’s algorithm can be written as follows:
1. Initialize the state |0, 1〉 on the Hilbert space HD ×HZ×N .
2. Apply the discrete Fourier transform FZD on HD to obtain
D−1∑
m=0
|m〉|1〉 =
M∑
−M
|m〉|1〉. (5.14)
So far, we have simulated step 1 in algorithm 5.3 by constructing the same periodic state.
These first two steps are also clearly analogous to steps 1-2 in algorithm 5.2.
3-4 Apply the modular exponentiation gate Ume, which is the following unitary [4]
Ume|m,x〉 = |m, amx〉, (5.15)
to the state. Measure the registerHZ×N in the standard basis. We obtain, again, a quantum
state of the form (5.10), with L ≤ D.
16This choice is not essential, neither in Shor’s algorithm nor in algorithm 5.3, but it simplifies the proof.
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6 We apply the discrete Fourier transform FZD to the registerHZD again. We claim now that
the output state will be a discretized version of (5.11) due to a remarkablemathematical
correspondence between Fourier transforms. Note that any quantum state |ψ〉 of the
infinite-dimensional Hilbert space HZ can be regarded as a quantum state of HD given
that the support of |ψ〉 is limited to the standard basis states |0〉, |±1〉, . . . , |±M〉. Let
us denote the latter state |ψD〉 to distinguish both. Then, we observe a correspondence
between letting FZ act on |ψ〉 and letting FZD act on |ψD〉.
ψˆ(p) =
x=+M∑
x=−M
e2piipxψ(x) ←→ ψˆD(k) =
x=+M∑
x=−M
e2pii
kx
D ψD(x) (5.16)
The correspondence (equation 5.16) tells us that, since we have ψ(x) = ψD(x), it follows
that the Fourier transformed function ψˆD(k) is precisely the function ψˆ(p) evaluated at
points of the form p = kD . The final state can be written as
D−1∑
k=0
ψˆ
(
k
D
)
|k〉. (5.17)
which is, indeed, a discretized version of (5.11).
7-8 The last steps of Shor’s algorithm are identical to 7-8 in algorithm 5.3, with the only
difference being that the wavefunction (5.17) is now a discretization of (5.11). The prob-
ability of measuring a number k such that kD is close to a multiple of the form
k′
r will
again be high, due to the properties of the Dirichlet kernel (5.12). Indeed, one can show
(see, e.g. [7]) with an argument similar to (5.13) that, by setting D = N2, the algorithm
outputs with constant probability and almost uniformly a fraction kD among the two clos-
est fraction to some value of the form k/r (see e.g. [4] for details). The period r can be
recovered, again, with a continued fraction expansion.
Normalizer gates over ∞ groups are necessary to factorize
At this point, it is a natural question to ask whether it is necessary at all to replace the Hilbert
space Hn2 with an infinite-dimensional space HZ with an integer basis in order to be able to
factorize with normalizer circuits. We discuss in this section that, in the view of the authors,
this is a key indispensable ingredient of our proof.
We begin our discussion pointing out obstacles for finding quantum factoring algorithm
based on modular exponentiation gates (controlled Va rotations), showing that implementing
the latter by normalizer circuits over finite groups ZM × B is not possible without solving a
computational problem at least as hard as factoring.
Theorem 5.4. Let HZM = be the Hilbert space with basis {|0〉, . . . , |M − 1〉} and dimension
M . Let B be an abelian black-box group with associated Hilbert space HB. Consider the
composite Hilbert space H = HZM × HB and define Ume to be the unitary gate on H defined
as Ume|m,x〉 = |m, amx〉, where a, x ∈ B and m ∈ ZM . Then, unless M is a multiple of the
order of a, there does not exist any normalizer circuit over H (even of exponential size) satisfying
‖C − Ume‖op ≤ 1− 2−1/2.
We prove the theorem in appendix C.1. We highlight that a similar result was proven in [134,
theorem 2]: that normalizer circuits over groups of the form Z2n×ZN also fail to approximate the
modular exponentiation. Also, we point out that it is easy to see that the converse of theorem 5.4
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is also true: if |a| divides M , then an argument similar to (C.1) shows that (m,x)→ (m, amx)
is a group automorphism of ZM × B, and the gate Ume automatically becomes a normalizer
automorphism gate.
The main implication of theorem 5.4 is that, although finite-group normalizer circuits over
ZN × B can easily implement the quantum Fourier transforms needed for Shor’s factoring
algorithm, they cannot implement nor approximate the quantum modular exponentiation gate
between HB, playing the role of the target system, and some ancillary control system, unless a
multiple M = λ|a| of the order of a is known in advance. Yet the problem of finding multiples
of orders is at least as hard as factoring and order-finding: for B = Z×N , a subroutine to find
multiples of orders can be used to efficiently compute classically a multiple of the order of the
group ϕ(N), where ϕ is the Euler totient function, and it is known that factoring is polynomial-
time reducible to the problem of finding a single multiple of the form λϕ(N) [92].
The above no-go result highlights a deep reason why normalizer gates over Z × B (where
we may view Z as the limit of ZM when M →∞) are needed in theorem 5.3 for implementing
a modular exponentiation gate. We further conjecture that the obstacles displayed above are
a general feature of finite-group normalizer gates, and that no finite-dimensional black-box
normalizer circuit can implement an efficient factoring algorithm.
Conjecture 5.1. Unless factoring is contained in BPP, there is no efficient quantum algorithm
to solve the factoring problem using only normalizer circuits over finite abelian groups (even when
these are allowed to be black-box groups) and classical pre- and post-processing.
We back up our conjecture with two facts. On one hand, Shor’s algorithm for factoring [4] (to our
knowledge, the only quantum algorithm for factoring thus far) uses a modular exponentiation
gate to estimate the phases of the unitary Va, and these gates are hard to implement with
finite-group normalizer circuits due to theorem 5.4. On the other hand, the reason why this
does works for the group Z seems to be, in the view of the authors, intimately related to the
fact that the order-finding problem can be naturally cast as an instance of the abelian hidden
subgroup problem over Z (see also section 5.3.3). Note that, although one can always cast the
order-finding problem as an HSP over any finite group Zλϕ(N) for an integer λ, this formulation
of the problem is unnatural in our setting, as it requires (again) the prior knowledge of a
multiple of ϕ(N), which we could use to factorize and find orders classically without the need
of a quantum computer [92].
5.3.2.1 Elliptic curves
We finish our discussion of Shor’s algorithms for discrete-log and factoring by highlighting
that the techniques in sections 5.3.1-5.3.2 can be combined to show that existing generalized
quantum algorithms for computing discrete-logarithms [94–96] over elliptic curves17 can also
be implemented with black-box normalizer circuits (over the infinite group Z2 × E): here,
the black-box group is the group of points E of an elliptic curve; despite the latter groups
being relatively more abstract that those in sections above, they are finite, abelian and efficient
(unique) encodings and fast multiplication algorithms for them are known (hence, they can be
modeled as black-box groups).
This last result, which we give in appendix C.2 implies that normalizer circuits can also
render elliptic curve cryptography (ECC) vulnerable, as discussed in the chapter introduction.
17This last result extends easily even to arbitrary black-box groups.
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5.3.3 The hidden subgroup problem
All problems we have considered this far—finding discrete logarithms and orders of abelian
group elements—fit inside a general class of problems known as hidden subgroup problems over
abelian groups [55–58]. Most quantum algorithms discovered in the early days of quantum
computation solve problems that can be recast as abelian HSPs, including Deutsch’s problem
[50], Simon’s [51], order finding and discrete logarithms [4], finding hidden linear functions [52],
testing shift-equivalence of polynomials [53], and Kitaev’s abelian stabilizer problem [49, 54].
In view of our previous results, it is natural to ask how many of these problems can be solved
within the normalizer framework. In this section we show that a well-known quantum algorithm
that solves the abelian HSPs (in full generality) can be modeled as a normalizer circuit over
an abelian group O. Unlike previous cases, the group involved in this computation cannot be
regarded as a black-box group, as it will not be clear how to perform group multiplications of
its elements. This fact reflects the presence of oracular functions with unknown structure are
present in the algorithm, to which the group O is associated; thus, we call O an oracular group.
We will discuss, however, that this latter difference does not seem to be very substantial, and
that the abelian HSP algorithm can be naturally regarded as a normalizer computation.
The quantum algorithm for the abelian HSP
In the abelian hidden subgroup problem we are given a function f : G → X from an abelian
finite18 group G to a finite set X. The function f is constant on cosets of the form g+H, where
H is a subgroup “hidden” by the function; moreover, f is different between different cosets.
Given f as a black-box, our task is to find such a subgroup H.
The abelian HSP is a hard problem for classical computers, which need to query the oracle f
a superpolynomial amount of times in order to identify H [7]. In contrast, a quantum computer
can determine H in polynomial time O(polylog |G|), and using the same amount of queries to
the oracle. We describe next a celebrated quantum algorithm for this task [55, 56, 97]. The
algorithm is efficient given that the group G is explicitly given19 in the form G = Zd1× . . .×Zdm
[97, 98, 58].
Algorithm 5.4 (Abelian HSP).
Input. An explicitly decomposed finite abelian group G = Zd1 × . . .×Zdm , and oracular access to
a function f : G → X for some set X. f satisfies the promise that f(g1) = f(g2) iff g1 = g2 + h
for some h ∈ H, where H ⊆ G is some fixed but unknown subgroup of G.
Output. A generating set for H.
1. Apply the QFT over the group G to an initial state |0〉 in order to obtain a uniform super-
position over the elements of the group ∑g∈G |g〉.
2. Query the oracle f in an ancilla register, creating the state
1√|G|∑
g∈G
|g, f(g)〉 (5.18)
3. Apply the QFT over G to the first register.
18In this section we assume G to be finite for simplicity. For a case where G is infinite, we refer the reader
back to section 5.3.2, where we studied the order finding problem (which is a HSP over Z).
19If the group G is not given in a factorized form, the abelian HSP may still be solved by applying Cheung-
Mosca’s algorithm to decompose G (see next section).
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4. Measure the first register in the standard basis.
5. After repeating 1-3 polynomially many times, the obtained outcomes can be postprocessed
classically to obtain a generating set of H with exponentially high probability (we refer the
reader to [118] for details on this classical part).
We now claim that the quantum part of algorithm 5.4 is a normalizer circuit, of a slightly more
general kind than the ones we have already studied. The normalizer structure of the HSP-solving
quantum circuit is, however, remarkably well-hidden compared to the other quantum algorithms
that we have already studied. It is indeed a surprising fact that there is any normalizer structure
in the circuit, due to the presence of an oracular function, whose inner structure appears to be
completely unknown to us!
Theorem 5.5 (The abelian HSP algorithm is a normalizer circuit.). In any abelian HSP,
the subgroup-hiding property of the oracle function f induces a group structure O in the set X.
With respect to this hidden “linear structure”, the function f is a group homomorphism, and the
HSP-solving quantum circuit is a normalizer circuit over G×O.
The proof is the content of the next two sections.
Unweaving the hidden-subgroup oracle
The key ingredient in the proof of the theorem (which is the content of the next section) is to
realize that the oracle f cannot fulfill the subgroup-hiding property without having a hidden
homomorphism structure, which is also present in the quantum algorithm.
First, we show that f induces a group structure on X. Without loss of generality, we
assume that the function f is surjective, so that imf = X. (If this is not true, we can redefine
X to be the image of f .) Thus, for every element x ∈ X, the preimage f−1(x) is contained in
G, and is a coset of the form f−1(x) = gx +H, where H is the hidden subgroup and f(gx) = x.
With these observations in mind, we can define a group operation in X as follows:
x · y = f˜
(
f−1(x) + f−1(y)
)
. (5.19)
In (5.19) we denote by f˜ the function f˜(x + H) = f(x) that sends cosets x + H to elements
of X. The subgroup-hiding property guarantees that this function is well-defined; moreover, f
and f˜ are related via f(x) = f˜(x+H). The addition operation on cosets f−1(x) = gx +H and
f−1(y) = gy +H is just the usual group operation of the quotient group G/H [176]:
f−1(x) + f−1(y) = (gx +H) + (gy +H) = (gx + gy) +H. (5.20)
By combining the two expressions, we get an explicit formula for the group multiplication in
terms of coset representatives: x · y = f(gx + gy). It is routine to check that this operation is
associative and invertible, turning X into a group, which we denote by O. The neutral element
of the group is the string e in X such that e = f(0) = f(H), which we show explicitly:
x · e = e · x = f˜
(
f−1(x) + f−1(e)
)
= f˜
(
f−1(x) +H
)
= x (5.21)
The group O is manifestly finite and abelian—the latter property is due to the fact that the
addition (5.20) is commutative.
Lastly, it is straightforward to check that the oracle f is a group homomorphism from
G to O: for any g, h ∈ G let x := f(g) and y := f(h), we have
f(g + h) = f˜ (g + h+H) = f˜ ((g +H) + (h+H)) = f˜
(
f−1 (x) + f−1 (y)
)
(5.22)
= x · y = f(g) · f(h). (5.23)
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It follows from the first isomorphism theorem in group theory [176] that O is isomorphic to the
quotient group G/H via the map f˜ .
The HSP quantum algorithm is a normalizer circuit
We will now analyze the role of the different quantum gates used in algorithm 5.4 and see that
they are examples of normalizer gates over the group G × O, where O is the oracular group
that we have just introduced.
The Hilbert space underlying the computation can be written as HG⊗HO with the standard
basis {|g, x〉 : g ∈ G, x ∈ O} associated with this group. We will initialize the ancillary registers
to the state |e〉, where e = f(0) is the neutral element of the group; the total state at step 1
will be |0, e〉. The Fourier transforms in steps 1 and 3 are just partial QFTs over the group G,
which are normalizer gates. The quantum state at the end of step 1 is ∑g∈G |g, e〉.
Next, we look now at step 2 of the computation:
1√|G|∑
g∈G
|g, e〉 −→ 1√|G|∑
g∈G
|g, f(g)〉. (5.24)
This step can be implemented by a normalizer automorphism gate defined as follows. Let
α : G × O → G × O be the function α(g, x) = (g, f(g) · x). Using the fact that f : G → O is
a group homomorphism (5.22), it is easy to check that α is a group automorphism of G × O.
Then the evolution at step 2 corresponds to the action of the automorphism gate Uα:
Uα
∑
g
|g, e〉 =
∑
g
|α(g, e)〉 =
∑
g
|g, f(g) · e〉 =
∑
g
|g, f(g)〉. (5.25)
Finally, note that in the last two steps of the algorithm we measure the register HG in the
standard basis and post-process the information classically like in a normalizer computation.
Hence, we have shown that every step in the quantum algorithm 5.4 can be implemented by a
normalizer gate over G×O. This finishes the proof of theorem 5.5.
The oracular group O is not a black-box group (but almost)
We ought to stress, at this point, that although theorem 5.5 shows that the abelian HSP
quantum algorithm is a normalizer computation over an abelian group G × O, the oracular
group O is not a black-box group (as defined in section 5.2.1), since it is not clear how to
compute the group operation (5.19), due to our lack of knowledge about the oracular function
which defines the multiplication rule. Yet, even in the absence of an efficiently computable
group operation, we regard it natural to call the abelian HSP quantum algorithm a normalizer
circuit over G×O. Our reasons are multi-fold.
First, there is a manifest strong similarity between the quantum circuit in algorithm 5.4
and the other normalizer circuits that we have studied in previous sections, which suggests that
normalizer operations naturally capture the logic of the abelian HSP quantum algorithm.
Second, it is in fact possible to argue that, although O is not a black-box group, it behaves
effectively as a black-box group in the quantum algorithm. Observe that, although it is true
that one cannot generally compute x · y for arbitrary x, y ∈ O, it is indeed always possible to
multiply any element x by the neutral element e, since the computation is trivial in this case:
x · e = e · x = x. Similarly, in the previous section, it is not clear at all how to implement the
unitary transformation Uα|g, x〉 = |g, f(g) · x〉 for arbitrary inputs. However, for the restricted
set of inputs that we need in the quantum algorithm (which is just the state |e〉), it is trivial
to implement the unitary, for in this case Uα|g, e〉 = |g, f(g)〉; since quantum queries to the
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oracle function are allowed (as in step 2 of the algorithm), the unitary can be simulated by such
process, regardless of how it is implemented. Consequently, the circuit effectively behaves as a
normalizer circuit over a black-box group.
Third, although the oracular model in the black-box normalizer circuit setting is slightly
different from the one used in the abelian HSP they are still remarkably close to each other. To
see this, let xi be the elements of X defined as xi := f(ei) where ei is the bit string containing
a 1 in the ith position and zeroes elsewhere. Since the eis form a generating set of G, the
xis generate the group O. Moreover, the value of the function f evaluated on an element
g = ∑ g(i)ei is f(g) = xg(1)1 xg(2)2 · · ·xg(m)m , since f is a group homomorphism. It follows from
this expression that the group homomorphism is implicitly multiplying elements of the group
O. We cannot use this property to multiply elements of O ourselves, since everything happens
at the hidden level. However, this observation shows that the assuming that f is computable
is tightly related to the assumption that we can multiply in O, although slightly weaker. (See
also the next section.)
Finally, we mention that this very last feature can be exploited to extend several of our
main results, which we derive in the black-box setting, to the more-general “HSP oracular
group setting” (although proofs become more technical). For details, we refer the reader to
sections 5.4-5.6 and appendix C.4.
A connection to a result by Mosca and Ekert
Prior to our work, it was observed by Mosca and Ekert [57, 97] that f must have a hidden
homomorphism structure, i.e. that f can be decomposed as E ◦α where α is a group homomor-
phism between G and another abelian group Q ∼= G/H, and E is a one-to-one hiding function
from Q to the set X. In this decomposition, E hides the homomorphism structure of the oracle.
Our result differs from Mosca-Ekert’s in that we show that X itself can always be viewed
as a group, with a group operation that is induced by the oracle, with no need to know the
decomposition E ◦ α.
It is possible to relate both results as follows. Since both Q and O are isomorphic to G/H,
they are also mutually isomorphic. Explicitly, if β is an isomorphism from Q to G/H (this map
depends on the particular decomposition f = E ◦α), then Q and O are isomorphic via the map
f˜ ◦ β.
5.3.4 Decomposing finite abelian groups
As mentioned earlier, there is a quantum algorithm for decomposing abelian groups, due to
Cheung and Mosca [97, 98]. In this section, we will introduce this problem, and present a
quantum algorithm that solves it, which uses only black-box normalizer circuits supplemented
with classical computation. The algorithm we give is based on Cheung-Mosca’s, but it reveals
some additional information about the structure of the black-box group. We will refer to it as
our extended Cheung-Mosca’s algorithm.
The group decomposition problem
In this work, we define the group decomposition problem as follows. The input of the
problem is a list of generators α = (α1, · · · , αk) of some abelian black-box group B. Our
task is to return a group-decomposition table for B. A group-decomposition table is a tuple
(α, β,A,B, c) consisting of the original string α and four additional elements:
(a) A new generating set β = β1, . . . , β` with the property B = 〈β1〉 ⊕ · · · ⊕ 〈β`〉. We will say
that these new generators are linearly independent.
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(b) An integer vector c containing the orders of the linearly independent generators βi.
(c) Two integer matrices A, B that relate the old and new generators as follows:(
β1, . . . , β`
)
=
(
α1, . . . αk
)
A,
(
α1, . . . αk
)
=
(
β1, . . . , β`
)
B. (5.26)
This last equation should be read in multiplicative notation (as in e.g. [246]), where
“vectors” of group elements are right-multiplied by matrices as follows: given the ith
column ai of A (for the left hand case), we have βi = (α1, . . . , αk)ai = αai(1)1 · · ·αai(k)k .
Our definition of the group decomposition is more general than the one given in [97, 98]. In
Cheung and Mosca’s formulation, the task is to find just β and c. The algorithm they give
also computes the matrix A in order to find the generators βi (cf. the next section). What is
completely new in our formulation is that we ask in addition for the matrix B.
Note that a group-decomposition table (α, β,A,B, c) contains a lot of information about
the group structure of B. First of all, the tuple elements (a-b) tell us that B is isomorphic to
a decomposed group G = Zc1 × . . . × Zck . In addition, the matrices A and B provide us
with an efficient method to re-write linear combinations of the original generators αi as linear
combinations of the new generators βj (and vice-versa). Indeed, equation (5.26) implies
αx11 · · ·αxkk =
(
α1, . . . αk
)
x =
(
β1, . . . , β`
)
(Bx), for any x ∈ Zk,
βy11 · · ·βy`1 =
(
β1, . . . , β`
)
y =
(
α1, . . . αk
)
(Ay), for any y ∈ Z`.
It follows that, for any given x, the integer string y = Bx (which can be efficiently computed
classically) fulfills the condition αx11 · · ·αxk1 = βy11 · · ·βy`1 . (A symmetric argument proves the
opposite direction.)
As we discussed earlier in the introduction, the group decomposition problem is provably hard
for classical computers within the black-box setting, and it is at least as hard as Factoring (or
Order Finding) for matrix groups of the form Z×N (the latter being polynomial-time reducible
to group decomposition). It can be also shown that group decomposition is also at least as
hard as computing discrete logarithms, a fact that we will use in the proof of theorems 5.6,
5.7:
Lemma 5.2 (Multivariate discrete logarithms). Let β1, . . . , β` be generators of some abelian
black-box group B with the property B = 〈β1〉⊕· · ·⊕〈β`〉. Then, the following generalized version
of the discrete-logarithm problem is polynomial time reducible to group decomposition: for a given
β ∈ B, find an integer string x such that βx11 · · ·βx`` = β.
Proof. Define a new set of generators for B by adding the element β`+1 = β to the given set
{βi}. The array α′ := (β1, . . . , β`+1) defines an instance of Group Decomposition. Assume that
a group decomposition table (α′, (β′1, . . . , β′m), A′, B′, c′) for this instance of the problem is given
to us. We can now use the columns b′i of the matrix B′ to re-write the previous generators βi
in terms of the new ones:
βi = (β1, . . . , β`+1)ei =
(
β′1, . . . , β′m
)
(B′ei) =
(
β′1, . . . , β′m
)
b′i = β
′b′i(1)
1 · · ·β
′b′i(m)
m . (5.27)
Here, ei denotes the integer vector with e(i) = 1 and e(j) = 0 elsewhere. Conditions (a-b) imply
that the columns b′i can be treated as elements of the group G = Zc′1 × . . . × Zc′m . Using this
identification, the original discrete logarithm problem reduces to finding an integer string x ∈ G
such that b′`+1 = (b′1, . . . , b′`)x =
∑
x(i)b′i (now in additive notation). The existence of such an
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x can be easily proven using that the elements β1, . . . , β` generate B: the latter guarantees the
existence of an x such that
β`+1 = (β1, . . . , β`)x =
(
β′1, . . . , β′m
)
(b′1, . . . , b′`)x =
(
β′1, . . . , β′m
)
b′`+1, (5.28)
which implies (b′1, . . . , b′`)x ≡ b′`+1 mod (c′1, . . . , c′m). By finding such an x, we can solve the
multivariate discrete problem, since βx11 · · ·βx`` = β
′b′`+1(1)
1 · · ·β
′b′`+1(m)
m = β`+1 = β, due to
(5.27). Finally, note that we can find x efficiently with existing our deterministic classical
algorithms for Group Membership in finite abelian groups (lemma 3.1).
We highlight that, in order for the latter result to hold, it seems critical to use our formulation
of group decomposition instead of Cheung-Mosca’s. Consider again the discrete-log problem
over the group Z×p (recall section 5.3.1). This group Z×p is cyclic of order p− 1 and a generating
element a is given to us as part of the input of the discrete-log problem. Although it is not
known how to solve this problem efficiently, Cheung-Mosca’s group decomposition problem (find
some linearly independent generators and their orders) can be solved effortlessly in this case,
by simply returning a and p− 1, since 〈a〉 = Z×p ∼= Zp−1. The crucial difference is that Cheung-
Mosca’s algorithm returns a factorization Zc1 × . . .×Zc` of B, but it cannot be used to convert
elements between the two representations efficiently (one direction is easy; the other requires
computing discrete logarithms). In our formulation, the matrices A, B provide such a method.
Quantum algorithm for group decomposition
We now present a quantum algorithm that solves the group decomposition problem. The first
3 steps of our algorithm mimic Cheung and Mosca’s20. Our novel contribution here is step 4,
which computes the B matrix in (5.26).
Algorithm 5.5 (Extended Cheung-Mosca’s algorithm).
Input. A list of generators α = (α1, . . . , αk) of an abelian black-box group B.
Output. A group decomposition table (α, β,A,B, c).
1. Use the order finding algorithm (comprising normalizer circuits over Z × B and classical
postprocessing) to obtain the orders di of the generators αi. Then, compute (classically)
and store their least common multiplier d = lcm(d1, . . . , dk).
2. Define the function f : Zkd → B as f(x) = αx(1)1 · · ·αx(k)k , which is a group homomorphism
and hides the subgroup ker f (its own kernel). Apply the abelian HSP algorithm to compute
a set of generators h1, . . . , hm of ker f . This round uses normalizer circuits over Zkd ×B and
classical post-processing (cf. section 5.3.3).
3. Given the generators hi of ker f one can classically compute a k × ` matrix A (for some
`) such that (β1, . . . , β`) = (α1, . . . , αk)A is a system of linearly independent generators
[98, theorem 7]. β, A and the orders ci of the βis (computed again via an order-finding
subroutine) will form part of the output.
4. Finally, we show how to classically compute a valid relationship matrix B. (This step is not
part of Cheung-Mosca’s original algorithm.) The problem reduces to finding a k× ` integer
20Cheung-Mosca’s original presentation first applied Shor’s algorithm to decompose B into Sylow p-subgroups
and subsequently performed the group decomposition on these subgroups [98]. It is discussed in [98] that the
first of these steps is not necessary. In our presentation we bypass this step.
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matrix X with two properties:
(a) X is a solution to the equation (α1, . . . , αk)X = (α1, . . . , αk). Equivalently, every
column xi of X is equal (modulo d) to some element of the coset ei + ker f ⊂ Zkd.
(b) Every column xi is an element of the image of the matrix A.
It is easy to see that a matrix X fulfilling (a-b) always exists, since for any αi, there exists
some yi such that αi = (β1, . . . , β`)yi (because the βis generate the group). It follows that
αi = (α1, . . . , αk)(Ayi). Then, the matrix with columns xi = Ayi has the desired properties.
Our existence proof forX is constructive, and tells us thatX can be computed in quantum
polynomial time by solving a multivariate discrete logarithm problem (lemma 5.2). However,
we will use a more subtle efficient classical approach to obtain X, by reducing the problem
to a system of linear equations over abelian groups as in chapter 2. Let H be a matrix
formed column-wise by the generators hi of ker f . By construction, the image of the map
H : Zmd → Zkd fulfills imH = ker f . Properties (a-b) imply that the ith column xi of X must
be a particular solution to the equations xi = Ayi with yi ∈ Z` and xi = ei + Hzi mod d,
with zi ∈ Zmd . These equations can be equivalently written as a system of linear equations
over Zm+`: (
A −H
)(yi
zi
)
= ei mod d, (yi, zi) ∈ Zmd × Z`, (5.29)
which can be solved in classical polynomial time using the algorithms from chapter 2. Then,
the matrix X can be constructed column wise taking xi = Ayi.
Finally, given such an X, it is easy to find a valid B by computing a Hurt-Waid integral
pseudo-inverse A# of A [200, 199]:
α = αX = α(AA#)X = (αA)(A#X) = (β1, . . . , β`)(A#X). (5.30)
In the third step, we used that A# acts as the inverse of A on inputs x ∈ Zk that live in
the image of A [200]. Since integral pseudo-inverses can be computed efficiently using the
Smith normal form (see appendix A.4), we finally set B := A#X.
5.4 Simulation of black-box normalizer circuits
Our results so far show that the computational power of normalizer circuits over black-box
groups (supplemented with classical pre- and post- processing) is strikingly high: they can solve
several problems believed to be classically intractable and render the RSA, Diffie-Hellman, and
elliptic curve public-key cryptosystems vulnerable. In contrast, normalizer circuits associated
with abelian groups that are explicitly decomposed, can be efficiently simulated classically, by
exploiting the generalized stabilizer formalism of chapters chapters 3-4.
It is natural to wonder at this point where the computational power of black-box normalizer
circuits originates. In this section, we will argue that the hardness of simulating black-box
normalizer circuits resides precisely in the hardness of decomposing black-box abelian groups.
An equivalence is suggested by the fact that we can use these circuits to solve the group de-
composition problem and, in turn, when the group is decomposed, the techniques of chapters
3-4 render these circuits classically simulable. In this sense, then, the quantum speedup of such
circuits appears to be completely encapsulated in the group decomposition algorithm. This
intuition can be made precise and be stated as a theorem.
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Theorem 5.6 (Simulation of black-box normalizer circuits). Black-box normalizer cir-
cuits can be efficiently simulated classically using the stabilizer formalism over abelian groups of
chapters 3-4 if a subroutine for solving the group-decomposition problem is provided as an oracle.
The proof of this theorem is the subject of section C.3 in the appendix.
Since normalizer circuits can solve the group decomposition problem (section 5.3.4), we
obtain that this problem is complete for the associated normalizer-circuit complexity class,
which we now define.
Definition 5.2 (Black-Box Normalizer). The complexity class Black-Box Normalizer is
the set of oracle problems that can be solved with bounded error by at most polynomially many
rounds of efficient black-box normalizer circuits (section 5.2.2), with polynomial-sized classical
computation interspersed between. In other words, if N is an oracle that given an efficient (poly-
size) black-box normalizer circuit as input, samples from its output distribution, then
Black-Box Normalizer = BPPN . (5.31)
Corollary 5.1 (Group decomposition is complete). Group decomposition is a complete
problem for the complexity class Black-Box Normalizer under classical polynomial-time Turing
reductions.
We stress that theorem 5.6 tells us even more than the completeness of group decomposition.
As we discussed in the introduction, an oracle for group decomposition gives us an efficient
classical algorithm to simulate Shor’s factoring and discrete-log algorithm (and all the others)
step-by-step with a stabilizer-picture approach “à la Gottesman-Knill”.
We also highlight that theorem 5.6 can be restated as a no-go theorem for finding new
quantum algorithms based on black-box normalizer circuits.
Theorem 5.7 (No-go theorem for new quantum algorithms). It is not possible to find
“fundamentally new” quantum algorithms within the class of black-box normalizer circuits studied
in this work, in the sense that any new algorithm would be efficiently simulable using the extended
Cheung-Mosca algorithm and classical post-processing.
This theorem tells us that black-box normalizer circuits cannot give exponential speedups over
classical circuits that are not already covered by our extended Cheung-Mosca algorithm; the
theorem may thus have applications to algorithm design.
Note, however, that this no-go theorem says nothing about other possible polynomial speed-
ups for black-box normalizer circuits; there may well be other normalizer circuits that are
polynomially faster, conceptually simpler, or easier to implement than the extended Cheung-
Mosca algorithm. Our theorem neither denies that investigating black-box normalizer could be
of pedagogical or practical value if, e.g., this led to new interesting complete problems for the
class Black-Box Normalizer.
Finally, we note that theorem 5.6 can be extended to the general abelian hidden subgroup
problem to show that the quantum algorithm for the abelian HSP becomes efficiently classically
simulable if an algorithm for decomposing the oracular group O is given to us (cf. section 5.3.3
and refer to appendix C.4 for a proof). We discuss some implications of this fact in the next
sections.
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5.5 Universality of short quantum circuits
Since all problems in Black-Box Normalizer are solvable by our extended Cheung-Mosca
quantum algorithm (supplemented with classical processing), the structure of said quantum
algorithm allows us to state the following:
Theorem 5.8 (Universality of short normalizer circuits). Any problem in the class Black-
Box Normalizer can be solved by a quantum algorithm composed of polynomially-many rounds
of short normalizer circuits, each with at most a constant number of normalizer gates, and
additional classical computation. More precisely, in every round, normalizer circuits containing
two quantum Fourier transforms and one automorphism gate (and no quadratic phase gate) are
already sufficient.
Proof. This result follows immediately form the fact that group decomposition is complete
for this class (theorem 5.1) and from the structure of the extended Cheung-Mosca quantum
algorithm with this problem, which has precisely this structure.
Similarly to theorem 5.6, theorem 5.8 can be extended to the general abelian HSP setting. For
details, we refer the reader to appendix C.4.
We find the latter result is insightful, in that it actually explains a somewhat intriguing
feature present in Deutsch’s, Simon’s, Shor’s and virtually all known quantum algorithms for
solving abelian hidden subgroup problems: they all contain at most two quantum Fourier
transforms! Clearly, it follows from this theorem than no more than two are enough.
Also, theorem 5.8 tells us that it is actually pretty useless to use logarithmically or poly-
nomially long sequences of quantum Fourier transforms for solving abelian hidden subgroup
problems, since just two of them suffice21. In this sense, the abelian HSP quantum algorithm
uses an asymptotically optimal (constant) number of quantum Fourier transforms. Furthermore,
the normalizer-gate depth of this algorithm is optimal in general.
5.6 Other Complete problems
We end this chapter by giving two other complete problems for the complexity class Black Box
Normalizer.
Theorem 5.9 (Hidden kernel problem is complete). Let the abelian hidden kernel problem
(abelian HKP) be the subcase of the hidden subgroup problem where the oracle function f is
a group homomorphism from a group of the form G = Za × ZN1 × . . . × ZNb into a black-box
group B. This problem is complete for Black Box Normalizer under polynomial-time Turing
reductions.
Proof. Clearly group decomposition reduces to this problem, since the quantum steps of the
extended Cheung-Mosca algorithm algorithm (steps 1 and 3) are solving instances of the abelian
kernel problem. Therefore, the abelian HKP problem is hard for Black Box Normalizer.
Moreover, abelian HKP can be solved with the general abelian HSP quantum algorithm,
which manifestly becomes a black-box normalizer circuit for oracle functions f that are group
homomorphisms onto black-box groups. This implies that abelian HKP is inside Black Box
Normalizer, and therefore, it is complete.
21This last comment does not imply that building up sequences of Fourier transforms is useless in general. On
the contrary, this can be actually be useful, e.g., in QMA amplification [247].
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Note. Although we originally stated the abelian HSP for finite groups, one can first apply
the order-finding algorithm to compute a multiple d of the orders of the elements f(ei), where
ei are the canonical generators of G. This can be used to reduce the original HKP problem to
a simplified HKP over the group Zad × ZN1 × . . .× ZNb
The latter result can be extended to show that any abelian hidden subgroup problem is
polynomial-time equivalent to decomposing groups of formO (cf. appendix C.4).
Theorem 5.10 (System of linear equations over groups). Let α be a group homomorphism
from a group G = Za×ZN1 × . . .×ZNb onto a black-box group B. An instance of a linear system
of equations over G and B is given by a homomorphism α and an element b ∈ B. Our task is to
find a general (x0,K) solution to the equation
α(x) = b, x ∈ G,
where x0 is any particular solution and K is a generating set of the kernel of α. This problem is
complete for Black Box Normalizer under polynomial-time Turing reductions.
Proof. Clearly, this problem is hard for our complexity class, since the abelian hidden kernel
problem reduces to finding K.
Moreover, this problem can be solved with black-box normalizer circuits and classical compu-
tation, proving its completeness. First, we find a decomposition B = ⊕〈βi〉 ∼= H = Zc1×. . .×Zc`
with black-box normalizer circuits. Second, we recycle the “de-black-boxing” idea from the proof
of theorem 5.6 to compute a matrix representation of α, and solve the multivariate discrete loga-
rithm problem b = βb(1)1 · · ·βb(`)` , b ∈ H, either with black-box normalizer circuits or classically
(recall section 5.3.4). The original system of equations can now be equivalently written as
Ax = b (mod H). A general solution of this system can be computed with classical algorithms
given in chapter 2.
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Chapter 6
Abelian hypergroups and quantum
computation
Motivated by a connection, described here for the first time, between the hidden normal sub-
group problem (HNSP) and abelian hypergroups (algebraic objects that model collisions of
physical particles), we develop a stabilizer formalism using abelian hypergroups and an asso-
ciated classical simulation theorem (a la Gottesman-Knill). Using these tools, we develop the
first provably efficient quantum algorithm for finding hidden subhypergroups of nilpotent abelian
hypergroups and, via the aforementioned connection, a new, hypergroup-based algorithm for
the HNSP on nilpotent groups. We also give efficient methods for manipulating non-unitary,
non-monomial stabilizers and an adaptive Fourier sampling technique of general interest.
This chapter is based on [124] (joint work with Kevin C. Zatloukal).
6.1 Introduction
Ever since Shor’s groundbreaking discovery of an efficient quantum algorithm for factoring
[4], researchers have striven to understand the source of its quantum speed up and find new
applications for quantum computers. An era of breakthroughs followed, in which researchers
found that factoring and discrete log are instances of the so-called Hidden Subgroup Problem
(HSP), a more general problem about finite groups1; developed efficient quantum algorithms
for the abelian group HSP [49, 54–57, 97, 98, 58]; and discovered that solving the nonabelian
group HSP over symmetric and dihedral groups would lead to a revolutionary algorithm for
Graph Isomorphism [120] and break lattice-based cryptography [121].
Motivated by these breakthroughs, there has been a great deal of research work over the
last decade aimed at finding efficient quantum algorithms for nonabelian HSPs, leading to many
successes [99–119, 9], though efficient quantum algorithms for dihedral and symmetric HSP have
still not been found.
Thus far, the foundation of nearly all known quantum algorithms for nonabelian HSPs has
been the seminal work of Hallgren, Russell, and Ta-Shma [99], which showed that hidden normal
subgroups can be found efficiently for any nonabelian group. For example, the algorithms for
(near) Hamiltonian groups [122] work because all subgroups of such groups are (nearly) normal.
Likewise, the sophisticated algorithm of Ivanyos et al. for 2-nilpotent groups [123] cleverly
reduces the problem of finding a hidden non-normal subgroup to two problems of finding hidden
normal subgroups.
1In the HSP, the task is to find a subgroup H of a finite group G by evaluating a function f : G→ X, which
is given to us and is promised to hide H in the sense that f(x) = f(y) iff x = yh for some h ∈ H.
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Surprisingly, given the importance of the nonabelian HSP program in the history of quantum
computing, the success of the quantum algorithm for the hidden normal subgroup problem
(HNSP) [99] remains poorly explained. The initial motivation for this work was to improve our
understanding of the quantum algorithm for the HNSP up to the same level as those for abelian
HSPs.
Our approach is inspired by the connection between Shor’s algorithm, Gottesman’s Pauli
stabilizer formalism (PSF) [1], and the Gottesman-Knill theorem [1–3] of chapter 5. In short,
there we showed that all most-famous quantum algorithms for abelian Hidden Subgroup Prob-
lems are generalized types of Clifford operations over groups; this connection, combined with
the generalized Group Stabilizer Formalism (GSF) for simulating normalizer circuits (chapters
3-4), let us derive a sharp no-go theorem for finding new quantum algorithms with the standard
abelian group Fourier sampling techniques.
Given the success of our previous techniques at understanding abelian HSP quantum algo-
rithms, our aim in this chapter is to gain a deeper understanding of the algorithm for HNSPs
on nonabelian groups using a more sophisticated stabilizer formalism. Furthermore, because
the PSF (and generalizations) have seminal applications in fault tolerance [3, 43], measurement
based quantum computation [42], and condensed matter theory [75], we expect a new stabilizer
formalism to find new uses outside of quantum algorithm analysis.
6.1.1 Main results
While it would be natural to generalize the abelian group stabilizer formalisms into a nonabelian
group stabilizer formalism, we find that the proper way to understand the quantum algorithm
for the HNSP is not to generalize the “abelian” property but rather the “group” property. In
particular, we will work with abelian hypergroups. These are generalizations of groups and can
be thought of as collections of particles (and anti-particles) with a “collision” operation that
creates new particles. A group is a special case of a hypergroup where each collision produces
exactly one resulting particle.
Our first result is a formal connection between the HNSP and abelian hypergroups which
will be helpful to understand why quantum computers can solve this problem:
I. Connecting the HNSP to the abelian HSHP. We demonstrate (section 6.3) that,
in many natural cases, the HNSP can be reduced to a problem on abelian hypergroups,
called the hidden subhypergroup problem (HSHP) [125, 126]. This occurs because all of
the information about the normal subgroups of a nonabelian group is captured in its
hypergroup of conjugacy classes. Even in a nonabelian group, there is a multiplication
operation on conjugacy classes that remains abelian. Our results show that, in many nat-
ural cases, finding hidden normal subgroups remains a problem about an abelian algebraic
structure even when the group is nonabelian.
Our next results show that the tools that proved successful for understanding quantum algo-
rithms for abelian group HSPs (as well as many other problems) can be generalized to the
setting of abelian hypergroups:
II. A hypergroup stabilizer formalism. We extend the PSF [1–3] and our earlier abelian-
group extension (chapters 3-4) into a stabilizer formalism that uses commuting hypergroups
(instead of groups) of generalized Pauli operators. The latter are no longer unitary nor
monomial but still exhibit rich Pauli-like features that let us manipulate them with (new)
hypergroup techniques and are normalized by associated Clifford-like gates. We also
provide a normal form for hypergroup stabilizer states (theorem 6.4) that are CSS-like
[248–250] in our setting.
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III. A hypergroup Gottesman-Knill theorem. We introduce models of normalizer cir-
cuits over abelian hypergroups, which contain hypergroup quantum Fourier transforms
(QFTs) and other entangling gates. These models provide a major generalization of the
(finite2) abelian group normalizer circuit models of chapters 3-5. We show (theorem
6.3) that the dynamical evolution of such circuits can be tracked in our hypergroup sta-
bilizer picture and, furthermore, that for large hypergroup families (including products
T m of constant size hypergroups), many hypergroup normalizer circuits can be efficiently
simulated classically (theorem 6.5).3
We complete our analysis of the HNSP, which we reduced to the abelian HSHP (result I.),
showing that our normalizer circuit model encompasses an earlier HSHP quantum algorithm
based on a variant of Shor-Kitaev’s quantum phase estimation, which was proposed by but not
fully analyzed by Amini-Kalantar-Roozbehani in [125, 126]. Using our stabilizer formalism, we
prove the latter to be inefficient on easy instances, and, thereby, point out the abelian HSHP as
the first known commutative hidden substructure problem in quantum computing that cannot
be solved by standard phase estimation4. In spite of this no-go result, we also show, in our
last main contribution, that in the interesting cases from the nonabelian HSP perspective, the
abelian HSHP can actually be solved with a novel adaptive/recursive quantum Fourier sampling
approa
IV. New quantum algorithms. We present the first provably efficient quantum algorithm
for finding hidden subhypergroups of nilpotent5 abelian hypergroups, provided we have
efficient circuits for the required QFTs. This algorithm also leads, via the connection above
(result I.), to a new efficient quantum algorithm for the HNSP over nilpotent groups that
directly exploits the abelian hypergroup structure and is fundamentally different from the
algorithm of Hallgren et al. [99].
Our correctness proofs for these last quantum algorithms can further be extended to crucial non-
nilpotent groups6 (and their associated class hypergroups) such as the dihedral and symmetric
groups.7 In contrast, no efficient quantum algorithm for the nilpotent, dihedral and symmetric
HSPs is known. This provides strong evidence that abelian HSHP is a much easier problem
for quantum computers than nonabelian HSP, and, because of its Shor-like connection with a
stabilizer formalism, perhaps even a more natural one.
6.1.2 Applications
Though lesser known than nonabelian groups, abelian hypergroups have a wide range of applica-
tions in convex optimization (cf. association schemes [127, 128]), classical cryptography, coding
theory [129] and conformal field theory [130]. In topological quantum computation [75], fusion-
rule hypergroups [131] are indispensable in the study of nonabelian anyons [131]. Our stabilizer
formalism over the latter hypergroups likely has applications for quantum error correction and
for the simulation of protected gates over topological quantum field theories [132].
2For simplicity, we do not consider infinite groups nor infinite dimensional Hilbert spaces in this chapter.
3Here, we rely on computability assumptions (section 6.6.1) that are always fulfilled in chapter 3.
4Note that, in our context and in any HSP setting, phase estimation is used to extract information from a
fixed unitary oracle U . This should not be confused with the settings where U is not fixed and phase estimation
becomes a BQP-complete problem [251].
5These are conjugacy class hypergroups associated to nilpotent groups [176]. The latter form a large group
class that includes abelian groups, Pauli/Heisenberg groups over Zpr with prime p, dihedral groups D2N with
N = 2n, groups of prime-power order and their direct products.
6We give another algorithm that works for all groups under some additional mild assumptions.
7For dihedral groups/hypergroups we give a quantum algorithm; for symmetric ones, a classical one already
does the job because symmetric groups/hypergroups have few normal subgroups/subhypergroups.
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The stabilizer formalism and classical simulation techniques presented in this chapter are
unique in that they are the first and only available methods to manipulate stabilizer operators
that neither unitary, nor monomial, nor sparse that we are aware of [203]. Furthermore,
our stabilizer formalism yields the first known families of qubit/qudit stabilizer operators for
any arbitrary finite dimension d that are not the standard Weyl-Heisenberg operators [3], with
associated normalizer gates that are not the standard qudit Clifford gates. Additionally, our
methods allow great flexibility to construct new codes because the stabilizer families can be
chosen over any hypergroup of interest.
6.1.3 Relationship to prior work
Because finite groups are particular examples of finite abelian groups (see section 6.2), the hy-
pergroup normalizer circuits extend (finite) abelian group models of [134], chapters 3-6. Though
we will not consider infinite hypergroups, many of our results should extend to locally compact
abelian hypergroups (cf. [252, 126] and the discussion in chapter 4 on locally compact abelian
groups).
Our efficient classical simulation result (theorem 6.5) is not a full generalization of the
Gottesman-Knill theorem [1, 2], but of its CSS-preserving variant [47] and without intermedi-
ate measurements; in terms of gates and compared to [134], chapter 3-4, this means that we
can only simulate hypergroup normalizer circuits built of automorphism gates, global QFTs and
generalized Pauli gates. In this chapter, we dedicate most effort to cope with the highly non-
trivial difficulty that our Pauli operators are non-monomial and non-unitary, which renders all
existing stabilizer formalism techniques [1–3, 134, 63, 64, 93, 133, 135, 136, 138, 137, 203, 253]
inapplicable (including those developed thus far within the thesis). To tackle this issue, we
develop new simulation techniques based on hypergroup methods, up to a fairly mature state,
though further improvement remains possible (see section 6.6 for a discussion and a related
conjecture).
The quantum algorithm results of this chapter solve a question left open in chapter 5 (cf.
discussion) where we gave our no-go theorem for finding new quantum algorithms based on
black-box group normalizer circuits. Therein, we raised the question of whether normalizer
circuits over different algebraic structures could be found and be used to bypass our no-go
theorem. Our quantum algorithms for abelian HSHPs answer their question in the affirmative:
the circuits we use to solve that problem are instances of normalizer circuits over nonabelian
groups/hypergroups (section 6.7).
The hidden subhypergroup problem (HSHP) we discuss was first considered by Amini,
Kalantar and Roozbehani in [125, 126], yet (to the best of our knowledge) no provably ef-
ficient quantum algorithm for this problem has been given before. We show that an earlier
quantum algorithm proposed in [126] for solving the problem using a variant of Shor-Kitaev’s
quantum phase estimation [49] is inefficient on easy instances (section 6.7). Interestingly, this
means that abelian HSHP is the first known commutative hidden substructure problem that
cannot be solved by standard phase estimation. Instead, our quantum algorithm is based on a
novel adaptive/recursive Fourier sampling quantum approach.
For any non-abelian group G, the simulation results we present lead to efficient classical
algorithms for simulating quantum Fourier transforms over G (specifically, as employed in weak
Fourier sampling routines) acting on coset states |aH〉, a ∈ G, H ⊂ G such that aH is invariant
under conjugation8. In this sense, our work connects with [254], where efficient classical algo-
rithms were given for simulating weak and strong quantum Fourier sampling on arbitrary coset
states of semi-direct products group Zp nA, where p is prime and A is an abelian group given
8This happens, e.g., if aH = N for normal N or if the subgroup H contains the derived subgroup [G,G].
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in a canonical form ZN1 × · · · × ZNm .
Finally, we mention it is not contradictory that some hypergroup normalizer circuits are
efficiently classically simulable while others lead to valuable quantum algorithms. Analogously
to earlier chapters (see discussion in chapter 5), this difference arises from the existence of
hypergroups with weaker and stronger computability properties, which now play the role of
“decomposed abelian groups” and “abelian black-box groups” (see section 6.6.1 and appendix
D.3).
6.1.4 Chapter outline
We give a non-technical introduction to the theory of hypergroups in section 6.2. We then
re-introduce the hidden normal subgroup problem (HNSP) and prove its connection to the
hidden subhypergroup problem (HSHP) in section 6.3. We present our models of hypergroup
normalizer circuits, our hypergroup stabilizer formalism, and our simulation results in sections
6.4-6.6 and describe these on some examples. Finally, we use these tools to develop new
quantum algorithms for abelian HSHP and HNSP in section 6.7.
While our motivation for developing our hypergroup stabilizer formalism was to understand
more about the HNSP, we note that the results of sections 6.4–6.6 are more general, as they
apply to arbitrary hypergroups. We expect that these tools will have applications outside of
the analysis of quantum algorithms such as to the development of new error correcting codes.
6.2 Abelian hypergroups and hypergroup duality
This section is an introduction for quantum computer scientists to the beautiful theory of finite
abelian hypergroups9, whose origin dates back to works by Dunkl [258], Jewett [259], Spector
[260] in the 70s. Our account is based on [255–257, 261, 262, 130, 263, 252] and borrows
most notation and terminology from [130, 261–263]. Throughout the chapter, hypergroups and
groups are assumed to be finite unless said otherwise.
In brief, abelian hypergroups are algebraic structures that generalize abelian groups, al-
though in a different way than nonabelian groups. Despite being less known than the latter,
abelian hypergroups have a wide number of applications in multiple fields, including combi-
natorics, convex optimization [127, 128]; cryptography, classical error correction [129]; classical
information theory [130]; and conformal field theory [130]. In topological quantum computation
[75], certain hypergroups known by the names of “fusion theories or categories” [130, 131] are
invaluable in the study of topological order and nonabelian anyons [131].
On top of their versatility, abelian hypergroups also admit a simple and intuitive physical
definition, which we give now before going into the full mathematical details of their theory. In
simple terms, a finite abelian hypergroup T is a set of particle types {x0, x1, . . . , xn} that can
collide. When xi collides with xj a particle xk is created with probability nkij . Furthermore, a
non reactive vacuum particle x0 will be created with non-zero probability by such process iff xi
is the antiparticle of xk (which always exists).
6.2.1 Definition
We now turn the intuitive definition of hypergroup above into a precise mathematical one.
9The hypergroups we consider are frequently called “finite commutative hypergroups” in mathematics. We
call them “abelian” because of the focus of this work on abelian and nonabelian HSPs. In some of our references
[255–257], the hypergroups in this work are called “reversible abelian hypergroups”.
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A finite abelian hypergroup T = {x0, x1, . . . , xn} is a basis of a commutative complex C∗
algebra A(T ) = CT , called the hypergroup algebra of T , with a particular structure. A(T ) is
endowed with an associative commutative hyperoperation
xixj =
n∑
k=0
nkijxk ∀xi, xj ∈ T , (6.1)
which returns a superposition of outcomes in T (we write “xk ∈ xixj” when xk is a possible
outcome of xixj , with nkij 6= 0); a multiplicative identity x0 = 1; and an involution xi → xi.
Note that commutativity and the presence of the involution imply that nc
a,b
= ncba = ncab holds
for any a, b, c ∈ T .
Furthermore, the “structure constants” nkij ≥ 0 are real numbers with three properties:
(i) Anti-element property. For every xi and any xj , the identity x0 = 1 can be an outcome
of xixj if and only if xj = xi. We call xi the anti-element of xi.
(ii) Normalization property. For all values of k = 0, . . . , n we have ∑nk=0 nki,j = 1; in other
words, nkij is a probability distribution (of outcomes) over k.
(iii) Reversibility.10 For every x, y, z ∈ T , it holds that z ∈ xy if and only if y ∈ xz.
Moreover, if the weight of x is defined as wx := 1/n0xx, the following identity holds:
nzxy
wz
= n
y
xz
wy
=
nxzy
wx
(6.2)
As a simple example, any finite abelian group G is an abelian hypergroup. The elements
of G define the basis of the group algebra CG and the involution is x := x−1. In the case of a
group, though, for any i, j ∈ Zn+1, there is only a single nonzero nki,j since xixj = xk for some
k; though hypergroups have a more complicated multiplication than groups, they preserve the
property that the product of x and x includes the identity.
Hypergroups in this work. Though nonabelian hypergroups exist11, this chapter focuses on
abelian ones because they fulfill certain useful dualities (see below). In sections 6.3 and 6.7, we
further focus on specific abelian hypergroups that arise from finite groups (section 6.2.3).
6.2.2 Glossary
We now give a glossary of hypergroup theoretic concepts for future reference. In all definitions
below T is fixed to be an arbitrary abelian finite hypergroup.
Weight functions. Every subset X ⊂ T has a weight $X := ∑x∈X wx, with wx as in (6.2).
Subhypergroup. A subhypergroup N is a subset of T that is also a hypergroup with the same
identity, involution, structure constants and weights.
Quotient hypergroup. For any subhypergroup N the quotient hypergroup T /N is an abelian
hypergroup whose elements are the cosets aN := {x ∈ T : x ∈ ab for some b ∈ N}. Its
hyperoperation is defined [256, 262] by, first, identifying each aN with an element of the A(T )
10This last property (iii) and (6.2) can both be derived from the previous axioms [256].
11In fact, every nonabelian group G is also a kind of nonabelian hypergroup.
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algebra12 via aN := ∑x∈aN wxx/$aN . Then, T /N inherits a hyperoperation with structure
constants rcNaN ,bN =
∑
d∈cN ndab and weights waN = 1/(
∑
b∈N nba,a) = $aN/$N .
Morphisms. A map between two hypergroups f : T → T ′ is a homomorphism if f(ab) =
f(a)f(b) = ∑c ncabf(c) and f(a) = f(a). An invertible homomorphism is an isomorphism. An
isomorphism from T to T is an automorphism. As with groups, isomorphic hypergroups have
identical hypergroup-theoretic properties (weights, subhypergroups, etc.).
Character hypergroup T ∗. A complex function Xµ : T → C is a character of T if it is not
identically zero and satisfies the identity13
Xµ(ab) = Xµ(a)Xµ(b) =
∑
c
ncabX (c) and Xµ(a) = Xµ(a) for all a, b ∈ T . (6.3)
For any abelian hypergroup T , its set T ∗ of character functions defines an abelian signed hyper-
group with the point-wise functional product as hyperoperation, the trivial character X1(a) = 1
as identity and the complex conjugate map Xµ → Xµ as involution: here, “signed” means that
T ∗ fulfills (i-ii-iii) but may have some negative structure constants mγµν , which represent nega-
tive probabilities. If all constants mγµν are non-negative, T ∗ is a hypergroup called the character
hypergroup of T , and T is said to be strong [252]. Throughout the chapter, we assume all hy-
pergroups to be strong (without notice) so that the associated character hypergroups T ∗ define
new “dual theories” of particle collisions14.
Weight-order duality. The hypergroups T and T ∗ have the same cardinalities and weights:
$T =
∑
a∈T
wa =
∑
Xµ∈T ∗
wXµ = $T ∗ . (6.4)
Abelian hypergroup duality. The hypergroup T ∗∗ of characters of T ∗ is isomorphic to the
original hypergroup T . This isomorphism is constructed canonically by sending a ∈ T to a
character
X˜a(Xµ) = Xµ(a). (6.5)
In particular, this shows that the hypergroups T , T ∗ have the same number of elements.
Remark 6.1 (Notation). Throughout the text, we identify dual characters X˜a ∈ T ∗∗ with
elements a ∈ T via the isomorphism (6.5). We write the hyperoperation of T ∗ compactly as
XµXν = ∑γmγµνXγ and, occasionally, use the expression Xµ as a shorthand for Xµ.
The notions of character and duality lead to a family of related concepts that are extremely
valuable in hypergroup theory and in the present work:
Annihilators. The annihilator N⊥ of a subhypergroup N ⊂ T is a subhypergroup of T ∗
N⊥ := {Xµ ∈ T ∗ : Xµ(a) = 1 for all a ∈ N}. (6.6)
12See [255] for a set theoretic definition
13If characters are linearly extended to act on the hypergroup algebra A(T ), condition (6.3) becomes Xµ(ab) =
Xµ(a)Xµ(b), ∀a, b ∈ A(T ); in other words, the characters of T are also the characters of A(T ).
14Many of the hypergroup concepts and properties presented in this section as well as our results in sections
6.4, 6.6 can be effortlessly extended to the setting where T is an abelian signed hypergroup, in which case T ∗ is
also an abelian signed hypergroup [256, 257, 252, 264, 265]). Though it seems plausible, we have not investigated
whether our results in section 6.5 can be extended to signed hypergroups. In the remaining sections, we focus on
class and character hypergroups that arise from finite groups, which are always strong.
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Subhypergroup duality. A stronger form of hypergroup duality relates the notions of annihila-
tor, subhypergroup and quotient: the annihilator N⊥ is isomorphic to the characters (T /N )∗
of T /N ; moreover, the character hypergroup N ∗ is isomorphic to T ∗/N⊥.
Character orthogonality. Character functions are orthogonal with the inner product
〈Xµ,Xν〉 =
∑
a∈T
wXνwa
$T
Xµ(a)Xν(a) = δµ,ν . (6.7)
Moreover, due to hypergroup and subhypergroup duality, for any subhypergroup N ⊂ T , any
two cosets aN , bN ∈ T /N and any Xµ,Xν ∈ N⊥, the following generalized orthogonality rela-
tionships are always fulfilled∑
a∈N
wXνN⊥wa
$N
Xµ(a)Xν(a) = δXµN⊥,XνN⊥ ,
∑
Xµ∈N⊥
wbNwXµ
$N⊥
Xµ(a)Xµ(b) = δaN ,bN , (6.8)
6.2.3 Examples from group theory
We now introduce two examples of hypergroups that play a central role in our work (namely,
in sections 6.3 and 6.7). For an arbitrary finite group, these are the hypergroups of conjugacy
classes and of characters, which are dual to each other in the sense of (6.5). The existence of
these hypergroups linked to arbitrary groups lets us apply our hypergroup normalizer circuit
and stabilizer formalisms (sections 6.4–6.5) to nonabelian groups.
6.2.3.1 The hypergroup of conjugacy classes of G
Let G be any finite group. For any g ∈ G, we let Cg := {ga | a ∈ G}, where ga := a−1ga denotes
the conjugacy class of g. We let G be the set of distinct conjugacy classes of G.
Let C = {g1, g2, . . . } and D = {h1, h2, . . . } be two conjugacy classes. Then, for any product,
gihj , its conjugate (gihj)a = gai haj is a product of conjugates, so it can be written as gkh` for
some k and `. Furthermore, if there are M distinct products gi1hj1 , . . . , giMhjM producing
some element x, then the distinct products gai1h
a
j1 , . . . , g
a
iM
hajM all produce x
a. Thus, for each
conjugacy class E arising in the product of elements of C and D, we get a well defined number
of “how many times” that class arises, which we denote MEC,D.
We will denote by A(G) the complex vector space with the distinct conjugacy classes as a
basis, which make into a C-algebra by defining the product CD := ∑E∈GMEC,DE.
We take the map Cg 7→ Cg−1 , extended to all of A(G) by linearity, as our involution.
It is easy to see that Ce arises in a product CgCh iff Ch contains g−1, which occurs iff
Ch = Cg−1 . Thus, we can see that the first of the two required properties holds for the product
with structure constants MEC,D.
To get the normalization property to hold, though, we must make a minor change. For each
Cg ∈ G, define cg to be the vector (1/|Cg|)Cg. Then we will take {cg |Cg ∈ G} to be a new basis.
The structure constants become mEC,D := MEC,D|E|/|C||D|. Since the total number of products
of elements formed multiplying C by D is |C||D|, we can see that ∑E∈GMEC,D|E| = |C||D|,
which means that these new structure constants, mEC,D, are properly normalized. Thus, con-
jugacy classes define a hypergroup, up to this normalization, which we call the class hyper-
group G.
Finally, we note that this hypergroup is abelian, even if the underlying group is not abelian.
To see this, we calculate gh = hh−1gh = hgh = (hg)h (since hh = h), which shows that gh and
hg are in the same conjugacy class. Hence, if we are multiplying conjugacy classes instead of
elements, we do not distinguish between gh and hg, and we get an abelian structure.
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6.2.3.2 The hypergroup of characters
Let Ĝ denote the set of irreducible characters of the finite group of G, A(Ĝ) the complex vector
space with basis Ĝ, and χµ the character of the irreducible representation µ. As we explain
next, Ĝ has a natural hypergroup structure.
First, the involution of Ĝ will be the linear extension of the map χµ 7→ χµ, for χµ ∈ Ĝ, the
image also being an irreducible character.
Second, for any two characters, χµ and χσ, the pointwise product χµχσ is also a character,
though it is not necessarily irreducible. However, as is well known, any representation can
be written as a linear combination of irreducible characters: χµχσ =
∑
τ∈ĜN
τ
µ,σχτ for some
non-negative integers N τµ,σ. Using this as our product, A(Ĝ) becomes a C∗-algebra, where the
identity element is the trivial irreducible representation, χ1, given by χ1(g) ≡ 1.
Third, the coefficient N τµ,σ, as is also well known from representation theory, is given by
〈χµχσ, χτ 〉, where 〈·, ·〉 is the inner product 〈χµ, χσ〉 = |G|−1∑g∈G χµ(g)χσ(g). From this, we
can see that N1µ,σ = 〈χµχσ, χ1〉 = 〈χµ, χσ χ1〉 = 〈χµ, χσ〉. Since χµ and χσ are both irreducible,
this is 1 if χσ = χµ and 0 otherwise. Hence, we can see that the structure constants N τµ,σ have
the first required property.
Finally, we will normalize the characters, as in section 6.2.3.1, in order to have (ii). For this,
we define Ĝ, the character hypergroup of G, to be the hypergroup with elements
Xµ := χµ
dµ
(6.9)
where dµ is the dimension of the irrep µ. The structure constants now become nτµ,σ :=
N τµ,σdτ/dµdσ. Since χµχσ is actually the character of the representation µ⊗σ, which splits into
a direct sum of irreducible representations (as described above), we must have ∑
τ∈ĜN
τ
µ,σdτ =
dµdσ as the latter is the dimension of the tensor product. This implies that (ii) is fulfilled and
that Ĝ (now suitably normalized) is indeed a hypergroup.
Finally, we note that, in this case, our product is manifestly abelian since χµχσ denotes the
element-wise product of these functions, which takes place in the abelian group C.
6.2.3.3 The relationship between G and Ĝ
Crucially, the characters of the hypergroup G turn out to be the normalized characters Xµ =
χµ/dµ of G and, due to duality (6.13), conjugacy classes are the characters of Ĝ. Classes and
characters have weights wCg = |Cg| and wXµ = d2µ, respectively, where dµ is the dimension of the
irrep µ. This fantastic connection between groups and hypergroups lets one easily derive many
well known results in nonabelian group character theory [176, 266] using the properties of section
6.2.1, including the usual character orthogonality relationships and the famous |G| = ∑Xµ∈Ĝ d2µ
identity: the latter can be derived from (6.4), which leads to $G =
∑
Cg∈G |Cg| = |G| =∑
Xµ∈Ĝ d
2
µ and also implies, $G = |G| and $Ĝ = |Ĝ|.
6.3 Understanding the Hidden Normal Subgroup Problem
In this section, we demonstrate a formal connection between the hidden normal subgroup
problem (HNSP) and a problem on abelian hypergroups, defined below, which we call the CC-
HSHP. Specifically, we show that, in many cases, we can efficiently reduce the HNSP to the
CC-HSHP, classically. This reduction tells us that, even though the HNSP is defined in terms
of nonabelian groups, it can be translated into a problem about an algebraic structure that is
abelian, albeit one that is more complex than a group (a hypergroup).
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In the remainder of the chapter, we will see the effects of moving from nonabelian groups to
abelian hypergroups. While the switch from groups to hypergroups creates some new difficulties,
we also gain a great deal by working with an abelian structure. In particular, we will see that
the mathematical structure of abelian hypergroups leads to a beautiful stabilizer formalism and
to new quantum algorithms. Here, we explain how abelian hypergroups arise specifically when
looking for hidden normal subgroups before moving to the more general setting.
In the first subsection, we formally define the two problems mentioned above, the HNSP
and the CC-HSHP. Afterwards, we show how to reduce the former to the latter.
6.3.1 The HNSP and the CC-HSHP
In the HNSP, we are given an oracle f : G → {0, 1}∗, assigning labels to group elements, that
is promised to hide some normal subgroup N CG. The latter means that we have f(x) = f(x′)
for x, x′ ∈ G if and only if x′ = xn for some n ∈ N . An algorithm solves the HNSP if it can use
this oracle and other quantum computation in order to determine the subgroup N with high
probability.
The algorithm of Hallgren et al. for the HNSP finds the hidden subgroup N using exclusively
information provided by characters of the group. They showed that this works only for normal
subgroups as it cannot distinguish a non-normal subgroup H ≤ G from a conjugate subgroup
Ha 6= H.
If we are only examining the characters of the group G, then it stands to reason that we
can get the same information from the hypergroup of characters Ĝ or, equivalently, from the
hypergroup of conjugacy classes G since these two hypergroups contain the same information.15
Hence, we may expect that the HNSP onG is related to some problem on the abelian hypergroup
G.
A natural question for abelian hypergroups like these is the hidden subhypergroup problem
[125]. For our abelian hypergroup of conjugacy classes, we will refer to this problem as the
conjugacy class hidden subhypergroup problem or CC-HSHP. Here, we are given an oracle
f : G→ {0, 1}∗, assigning labels to conjugacy classes, that hides some subhypergroup, and we
are asked to determine that subhypergroup via oracle queries and quantum computation. We
will see next how this is related to the HNSP.
6.3.2 Reducing the HNSP to the CC-HSHP
Since a normal subgroup N is (the union of) a set of conjugacy classes that is closed under
multiplication and taking inverses, it also defines a subhypergroup of G, which we denote by
NG.16 Hence, any subgroup that can be found as the solution of the HNSP can also be found
as the solution of the CC-HSHP. Indeed, as we will see next, in many cases, we can directly
reduce the HNSP to the CC-HSHP.
In order to perform this reduction, we need to provide a CC-HSHP oracle. Our proofs
will show how to translate an oracle for the HNSP into an oracle for the CC-HSHP. These
translations assume that we can perform certain computations with conjugacy classes, described
in detail in appendix D.4.2, which we refer to as “computing efficiently with conjugacy classes”.
(While formally an assumption, we know of no group for which these calculations cannot be
performed efficiently.)
15After all, each can be recovered from the other as its dual hypergroup.
16We distinguish this from N , which is a set of group elements, because NG is a set of conjugacy classes.
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Theorem 6.1 (HNSP ≤ CC-HSHP, I). Let G be a group. Suppose that we are given a hiding
function f : G→ {0, 1}∗ that is also a class functiona. If we can compute efficiently with conjugacy
classes, then we can efficiently reduce this HNSP to the CC-HSHP.
aThis means that f is constant on conjugacy classes. This will occur iff G/N is abelian, where N is the hidden
subgroup.
Proof. The assumptions about computing efficiently with conjugacy classes imply that, given a
conjugacy class Cg, we can efficiently find an element x ∈ Cg and apply f to get a label. (Since f
is a class function, the label is the same for any x′ ∈ Cg.) Let N be the hidden subgroup. Since
f hides N and N is normal, we can see that f(xn) = f((xn)a) = f(xana) = f(xa) = f(xan′)
for any n, n′ ∈ N . This shows that f is constant on CgNG, which corresponds to a coset of the
subhypergroup NG ≤ G. It follows immediately that f has distinct values on distinct cosets of
NG, so we can see that f is a hiding function for this subhypergroup corresponding (uniquely)
to N .
Theorem 6.2 (HNSP ≤ CC-HSHP, II). Let G be a group. Suppose that we are given a hiding
function f : G → H that is also a homomorphism. If we can efficiently compute with conjugacy
classes of G and H, then we can efficiently reduce this HNSP to the CC-HSHP.
Proof. Consider any element x ∈ G. For any conjugate xa, for some a ∈ G, we see that
f(xa) = f(a−1xa) = f(a−1)f(x)f(a) since f is a homomorphism. Furthermore, since a−1a =
e, we see that f(a−1)f(a) = f(e) = e, which shows that f(a−1) = f(a)−1. Putting these
together, we have f(xa) = f(a)−1f(x)f(a) = f(x)f(a). This means that the function f˜ taking
x to the conjugacy class label of f(x) is a class function, which we can compute efficiently
by assumption.17 Thus, by the same proof as in previous theorem, we can reduce this to the
CC-HSHP.
This latter theorem applies to many of the important examples of HSPs. This includes the
oracles used for factoring, discrete logarithm over cyclic groups and elliptic curves, and abelian
group decomposition (cf. chapter 5).
While all of these examples are abelian groups, it is true in general that, for any normal
subgroup of any group, there is always some hiding function that is a group homomorphism.18
From these proofs, we can see that the essential difference between the HNSP and the CC-
HSHP is the slightly differing requirements for their oracles. We have seen that, whenever we
can convert an oracle for the former into one for the latter, we can reduce the HNSP to the
CC-HSHP.19 Above, we showed this can be done in the case that the two sets of requirements
are actually the same (theorem 6.1) and the case where the labels produced by the oracle are
not opaque but rather come with enough information to compute with their conjugacy classes
(theorem 6.2).
Apart from this, it is worth reflecting on which of the types of oracle is the most sensible for
the problem of finding hidden normal subgroups. With this in mind, we note that the oracle
in the HNSP is not specific to normal subgroups: the same type of oracle can hide non-normal
subgroups as well — we are simply promised that, in these cases, the hidden subgroup happens
to be normal. In contrast, the oracle in the CC-HSHP can only hide normal subgroups because
it is required to be constant on conjugacy classes. Hence, even though we came upon the oracle
17Also note that, since e is the only element in its conjugacy class, f˜ hides the same subgroup as f .
18If H E G is the hidden subgroup, then one example is the canonical oracle G→ G/H given by x 7→ xH.
19This also assumes the relatively minor assumption that we can compute with conjugacy classes.
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definition from the CC-HSHP by looking at hypergroups, it is arguable that this is actually a
better definition of hiding function for normal subgroups. Our proofs above demonstrate that,
whenever we are given an oracle of this type, we can reduce finding the hidden normal subgroup
to the CC-HSHP.
We will return to the HNSP in section 6.7. There, we will show that the CC-HSHP can be
efficiently solved on a quantum computer under reasonable assumptions. This, together with
the theorems above, show that the HNSP is easy because the CC-HSHP is easy, which gives an
explanation for why the HNSP is easy in terms of the presence of an abelian algebraic structure.
Before we can do that, however, we need to first develop some tools for analyzing quantum
algorithms using abelian hypergroups. These tools will be of independent interest.
6.4 Normalizer circuits over abelian hypergroups
In section 6.3, we described our motivating example (the hidden normal subgroup problem) for
considering how abelian hypergroups can be used to understand quantum computation. There,
the abelian hypergroups arose from nonabelian groups. However, there are a vast number of
interesting hypergroups with applications in physics and mathematics [130], including many of
the ones used in topological quantum computation [75, 75], that do not arise from groups. So
in the next three sections, we will work with a general abelian hypergroup T , which could come
from any of these settings.
Our plan in these next few sections is to extend the abelian-group normalizer circuit model
that we applied to successfully understand quantum algorithms in chapters 3-5. We start, in
this section, by defining a model of normalizer circuits over hypergroups that we will analyze.
Definitions are given in section 6.4.1. In section 6.4.2, we go through a few examples of what
these models consist of for different hypergroups. In later sections, we develop a stabilizer
formalism and a Gottesman-Knill-type theorem that applies to these circuits.
6.4.1 Circuit model
Fix T to be an arbitrary finite abelian hypergroup. We now define a circuit model, which we
call normalizer circuits over T . The gates of these circuits are called normalizer gates.
The Hilbert space: Normalizer gates over T act on a Hilbert space HT with two orthonormal
bases, BT = {|a〉, a ∈ T } and BT ∗ = {|Xµ〉,Xµ ∈ T ∗}, labeled by elements and characters of
T ,20 that are related via the quantum Fourier transform (QFT) of T :
FT |a〉 =
∑
Xµ∈T ∗
√
wXµwa
$T ∗
Xµ(a)|Xµ〉, F†T |Xµ〉 =
∑
a∈T
√
wawXµ
$T
Xµ(a)|a〉. (6.10)
Character orthogonality (6.7) implies that (6.10) is a unitary transformation.
Registers: Because in many settings it is important to split a quantum computation in multiple
registers, we let T and HT have a general direct product and tensor product form
T = T1 × · · · × Tm ←→ HT ∼= HT1 ⊗ · · · ⊗ HTm . (6.11)
In this case, the QFT over T is the tensor product of the QFTs over the Ti’s:
FT = FT1 ⊗ · · · ⊗ FTm . (6.12)
20Note that duality (6.5) implies dimHT = dimHT ∗ .
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Input states: Each register HTi is initialized to be in either an element state |xi〉, xi ∈ Ti or in
a character state |Xµ〉,Xµ ∈ T ∗i .
Gates: The allowed normalizer gates at step t of a normalizer circuit depend on a parameter
T (t), which is a hypergroup, related to T , of the form
T (t) = T (t)1 × · · · × T (t)m with T (t)i ∈ {Ti, T ∗i }. (6.13)
The role of T (t) is to indicate whether the operations carried out by circuit at time t will be
on the element or character basis. At step 0, T (0) is chosen so that Ti(0) ∈ {Ti, T ∗i } indicates
whether HTi begins on an element or character state. At any steps t > 0, T (t) depends on the
gates that have been applied at earlier steps, following rules given below.
Normalizer gates at time t can be of four types:
1. Pauli gates. Pauli gates of type X21 implement the T (t) hyperoperation XT (t)(a)|b〉 =
|ab〉 for invertible elements a ∈ T (t). Pauli gates of type Z multiply by phases ZT (t)(Xµ)|b〉 =
Xµ(b)|b〉 which correspond to invertible characters in T (t)∗.
2. Automorphism Gates. Let α : T (t) → T (t) be an automorphism of the hypergroup
T (t). Then the automorphism gate Uα taking |g〉 7→ |α(g)〉 is a valid normalizer gate.
3. Quadratic Phase Gates A complex function ξ : T (t) → U(1) is called “quadratic” if
the map B : T (t)×T (t)→ U(1) defined by ξ(gh) = ξ(g)ξ(h)B(g, h) is a bi-character, i.e.,
a character of the hypergroup in either argument. A quadratic phase gate is a diagonal
map Dξ taking |g〉 7→ ξ(g)|g〉 for some quadratic function ξ.
4. Quantum Fourier Transforms. A global QFT implements the gate FT (t) over T (t)
(6.10). Partial QFTs implement the gates FT (t)i on single registers HT (t)i (while the other
registers remain unchanged).
Update rule: Because QFTs change the hypergroup that labels the standard basis (6.10), the
rules above do not specify which normalizer gates should be applied on the second step. For this
reason, in our gate model, we update the value of T (t+1) at time t+1 so that T (t+1)i = T (t)∗i
if a QFT acts on HT (t)i and T (t+ 1)i = T (t)i otherwise.
Measurements: At the final step T , every register HTi is measured in either the element or the
character basis depending on the configuration of the QFTs in the circuit: specifically, HTi is
measured in basis BTi labeled by elements of Ti when T (T )i = Ti, and in the character basis BT ∗i
when T (T )i = T ∗i . In the end, the final string of measurement outcomes identifies an element
of the hypergroup T (T ).
6.4.2 Examples from group theory
We now give examples of normalizer gates over conjugacy class and character hypergroups with
the aim to illustrate our definitions and, furthermore, show how our results can be applied to
define models of normalizer circuits over nonabelian groups.
21In previous chapters we did not consider X-type Pauli gates to be normalizer gates explicitly but we proved
that they can be implemented via normalizer circuits comprising 3 gates (lemma 4.1). This property is shared
with hypergroup normalizer circuits, as shown in (6.26), theorem 6.3 below. For the sake of generality, we add
them to the basic set of normalizer gates in this final chapter.
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Example 1: Clifford and abelian-group normalizer circuits
For an abelian group G, all conjugacy classes contain a single group element. Consequently,
the class hypergroup G is always a group and it is equal to G. In this scenario, our gate
model coincides with the finite abelian-group normalizer-circuit model of earlier chapters, which
contain numerous examples of normalizer gates, including the standard Clifford circuits for
qubits/qudits [2, 3] and circuits that contain abelian-group QFTs. We refer the reader to
chapter 1 for examples of normalizer circuits that are efficiently classically simulable, and to
chapter 5 for hard instances that can implement famous quantum algorithms such as Shor’s [4].
Example 2: normalizer circuits over nonabelian groups
We now apply our circuit formalism to introduce (new) models of normalizer gates over any finite
nonabelian group G. For this, we associate a Hilbert space HG to G with basis {|g〉, g ∈ G}
and restrict the computation to act on its (nontrivial) subspace IG of conjugation invariant
wavefunctions.22
As is well-known from representation theory [266], the Dirac delta measures δCg over conju-
gacy classes Cg ∈ G and the character functions χµ of the irreducible representations µ ∈ Irr(G)
form two dual orthonormal bases of IG. In our circuit model, recalling the definitions of class
hypergroup G and character hypergroup Ĝ (see section 6.2.3), this means that IG can be
viewed as the Hilbert space of the conjugacy class hypergroup HG with a conjugacy-class basis
BG = {|Cg〉, Cg ∈ G} and a character basis BĜ = {|Xµ〉,Xµ ∈ Ĝ} if we define these bases withinHG as the vectors
|Cg〉 = 1√|Cg|
∑
aga−1∈Cg
∣∣∣aga−1〉 and |Xµ〉 =
√
d2µ
|G|
∑
g∈G
Xµ(g)|g〉. (6.14)
With these identifications, we can now define a normalizer circuit over G to be a nor-
malizer circuit over the hypergroup G: the latter acts on the conjugation invariant subspace,
admits conjugacy class and character state inputs, and applies QFTs, group automorphisms,
and quadratic phase functions associated to G and Ĝ. Furthermore, if we have a direct product
G = G1×· · ·×Gm, then G = G1×· · ·×Gm, Ĝ = Ĝ1×· · ·× Ĝm and HG = HG1⊗· · ·⊗HGm . In
this setting, normalizer gates such as partial QFTs and entangling gates over different registers
are allowed.
It is straightforward to check, using the identities wCg = |Cg|, wXµ = d2µ and $G = $Ĝ = |G|
(section 6.2.3), that the QFT defined with the bases from (6.14) is actually the identity map.
Even so, the QFT performs a useful purpose in these circuits as it changes the basis used for
subsequent gates, T (t+ 1). In particular, the QFT can change the final basis to the character
basis, which means that the final measurement is performed in the character basis rather than
the element basis.
As we show in appendix D.4, we can perform a final measurement in the character basis
provided that we have an efficient QFT circuit for the group G. The same techniques also allow
us to prepare initial states and perform all the gate types (Pauli gates, automorphisms, and
quadratic phases) in the character basis efficiently.
Performing the gate types in the conjugacy class basis is straightforward if we make some
modest assumptions about our ability to compute with conjugacy classes of the group. For
example, we need a way to map an element g ∈ G to a label of its conjugacy class Cg. These
details are discussed in appendix D.4.2, where we explain why these assumptions are easily
satisfied for typical classes of groups.
22That is, wave functions ψ(x) such that ψ(xg) = ψ(x) for all x, g ∈ G.
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Example 3: quaternionic circuits
Lastly, we give concrete examples of normalizer gates over nonabelian groups for systems of the
form Qn8 where Q8 is the quaternion group with presentation
Q8 = 〈−1, i, j, k|(−1)2 = 1, i2 = j2 = k2 = ijk = −1〉 (6.15)
Note that Q8 is nonabelian and that, although it has eight elements ±1,±i,±j,±k, it has
only five conjugacy classes {1}, {−1}, {±i}, {±j}, {±k}. Hence, although the Hilbert space
H⊗nQ8 = {|g〉 : g ∈ Q8} is 8n-dimensional, our quantum computation based on normalizer gates
will never leave the 5n-dimensional conjugation invariant subspace H⊗n
Q8
, which can be viewed
as a system of 5-dimensional qudits. Using the group character table [177], it is easy to write
down the conjugacy class and character basis states of HQ8 :
• Conjugacy-class states:
|C1〉 = |1〉, |C−1〉 = |−1〉, |Ci〉 = |i〉+|−i〉√2 , |Cj〉 =
|j〉+|−j〉√
2 , |Ck〉 =
|k〉+|−k〉√
2
• Character states:
|X1〉 = 1√8
(
|C1〉+ |C−1〉+
√
2|Ci〉+
√
2|Cj〉+
√
2|Ck〉
)
,
|Xi〉 = 1√8
(
|C1〉+ |C−1〉+
√
2|Ci〉 −
√
2|Cj〉 −
√
2|Ck〉
)
,
|Xj〉 = 1√8
(
|C1〉+ |C−1〉 −
√
2|Ci〉+
√
2|Cj〉 −
√
2|Ck〉
)
,
|Xk〉 = 1√8
(
|C1〉+ |C−1〉 −
√
2|Ci〉 −
√
2|Cj〉+
√
2|Ck〉
)
,
|X2〉 = 2√8 (|C1〉 − |C−1〉) ,
We now give a list of nontrivial normalizer gates (not intended to be exhaustive), which we
obtain directly from the definitions in section 6.4 applying basic properties of the quaternion
group [176, 177]. For the sake of conciseness, the elementary group-theoretic derivations are
omitted.
• Quantum Fourier transform. For one qudit, the QFT implements the change of basis
between the conjugacy-class and character bases written above. For n-qudits, the total
QFT implements this change of bases on all qudits. Partial QFTs, instead, implement the
QFT on single qudits.
• Pauli gates: XQ8(−1)|Cx〉 = |−Cx〉, ZQ8(X`)|Cx〉 = X`(Cx)|Cx〉 for ` = i, j, k.
• Automorphism gates: All automorphisms of the class-hypergroup can be obtained
by composing functions αxy that swap pairs of conjugacy classes Cx, Cy with x, y ∈
{i, j, k}. The corresponding swap gates Uαxy |Cz〉 = |αxy(Cz)〉 are instances of one-qudit
quaternionic automorphism gates.
• Quadratic phase gate. Next, we give examples of non-linear quadratic phase gates.
For one qudit, quadratic phase gates Dξi , Dξj , Dξk defined as
Dξx |Cy〉 = |Cy〉, if y ∈ 〈x〉 = {±1,±x} and Dξx |Cz〉 = i|Cz〉 otherwise,
provide quaternionic analogues of the one-qubit P = diag(1, i) Clifford gate.
For two qudits, there is also a “quaternionic controlled-Z gate” Dξ, which implements a
quadratic function ξ(Cx, Cy) = fCx(Cy), with fCx being a linear character specified by the
following rules: fC±1 = X1 and fCx = Xx for x = i, j, k. We refer the reader to appendix
D.2 for a proof that the above functions are quadratic.
133
Most of the above gates act on a single copy ofHQ8 and, thus, cannot generate entanglement.
Entangling normalizer gates can be found by considering two copies of HQ8 . The allowed
normalizer gates are now those associated to the group Q8 ×Q8.
We give next three examples of two-qudit automorphism gates Uαi , Uαj , Uαk , that can
generate quantum entanglement and provide quaternionic analogues of the qubit CNOT [2]
and the qudit CSUM gates [3]. The three are defined as
Uαx |C1, C2〉 = |αx(C1, C2)〉 = |C1, fx(C1)C2〉 (6.16)
where fx(Cy) = C1 if Cy is contained in the subgroup 〈x〉 = {±1,±x} generated by x and
fx(Cy) = C−1 otherwise23. The action of any of these gates on the product state |X1〉|C1〉
generates an entangled state; we show this explicitly for Uαi :
Uαi |X1〉|C1〉 = 12
( |C1〉+|C−1〉√
2 + |Ci〉
)
|C1〉+ 12 (|Cj〉+ |Ck〉) |C−1〉.
Quaternionic quadratic-phase gates can also generate highly entangled states. For instance,
the action of Dξ on a product state |X1〉|X1〉 creates an entangled bi-partite state with Schmidt
rank 4, which is close to the maximal value of 5 achievable for a state in HQ8 ⊗HQ8 :
Dξ|X1〉|X1〉 = 14
(( |C1〉+|C−1〉√
2
)
|X1〉+ |Ci〉|Xi〉+ |Cj〉|Xj〉+ |Ck〉|Xk〉
)
. (6.17)
A quaternionic analogue of the (d = 4) qudit cluster state [65] displaying multi-partite entan-
glement can prepared by repeatedly applying Dξ to all pairs of neighboring qudits on a lattice,
chosen to be initially in the state |X1〉.
As this example shows, while normalizer circuits have fairly simple algebraic properties,
they can produce states that are very complicated and often highly entangled. Thus, as in
the abelian case, it comes as a surprise that these circuits can often be classically simulated
efficiently, as we will see in section 6.
6.5 A Hypergroup Stabilizer Formalism
In this section we develop a stabilizer formalism based on abelian hypergroups that extends
Gottesman’s PSF [1–3] and the abelian group extension of chapters 3-5. We apply our formalism
to the description of new types of quantum many-body states, including hypergroup coset states
and those that appear at intermediate steps of quantum computations by normalizer circuits
over hypergroups.
This section is organized as follows. In section 6.5.1, we introduce new types of Pauli
operators based on hypergroups that have richer properties than those of chapters 3-5: most
remarkably, they can be non-monomial and non-unitary matrices. In section (section 6.5.2) we
show that commuting stabilizer hypergroups built of the latter Paulis can be used to describe
interesting families of quantum states, which we call hypergroup stabilizer states, as well as track
the dynamical evolution of hypergroup normalizer circuits (theorem 6.3). In section 6.5.3, we
give a powerful normal form (theorem 6.4) for hypergroup stabilizer states that are CSS-like
[248, 249]. The latter will be an invaluable tool in this chapter, which we later use to describe
hypergroup coset states (equation 6.31, corollary 6.1) and analyze the quantum algorithms of
section 6.7. The techniques in this section will also be the basis of the classical simulation
methods developed in section 6.6.
23The function fx defines a group homomorphism from Q8 into its center Z(Q8). Using this fact, it is easy to
show that αx is a group automorphism.
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The fact that our hypergroup stabilizer formalism is based on non-monomial, non-unitary
stabilizers introduces nontrivial technical difficulties that are discussed in detail in sections
6.5.1-6.5.2. The techniques we develop to cope with the issues are unique in the stabilizer
formalism literature since both the original PSF and all of its previously known extensions [1–
3, 134, 63, 64, 93, 133, 135, 136, 138, 137, 203, 253] were tailored to handle unitary monomial
stabilizer matrices. For this reason, we regard them as a main contribution of this chapter.
Like in previous section, we develop our stabilizer formalism over arbitrary abelian hyper-
groups. Throughout the section, we fix T = T1 × · · · × Tm to be an arbitrary finite abelian
hypergroup with Hilbert space HT ∼= HT1 ⊗ · · · ⊗ HTm .
6.5.1 Hypergroup Pauli operators
We introduce generalized Pauli operators over T acting on HT with analogous properties to
the qubit and abelian-group Pauli matrices (chapters 3-4). In our formalism Pauli operators
perform operations associated to the abelian hypergroups of section 6.4. First, Pauli operators
over a hypergroup T (6.18) implement multiplications by hypergroup characters as well as the
hypergroup operation of T . For the character group T ∗, Pauli operators over T ∗ are defined
analogously (6.19). More precisely, for all x, y ∈ T , Xµ,Xν ∈ T ∗, we define
ZT (Xµ)|x〉 := Xµ(x)|x〉, XT (x)|y〉 :=
∑
z∈T
√
wy
wz
nzx,y|z〉, (6.18)
ZT ∗(x)|Xµ〉 := Xµ(x)|Xµ〉, XT ∗(Xµ)|Xν〉 :=
∑
Xγ∈T ∗
√
wν
wγ
mγµ,ν |Xγ〉. (6.19)
With this definition, Pauli operators over a product T = T1× · · · × Tm inherit a tensor product
form XT (a) := XT1(a1) ⊗ · · · ⊗ XTm(am) and ZT (Xµ) = ZT1(Xµ1) ⊗ · · · ⊗ ZTm(Xµm). Any
operator that can be written as a product of operators of type XT (a) and ZT (χµ) will be called
a generalized hypergroup Pauli operator.
We state a few main properties of hypergroup Pauli operators. First, it follows from (6.18)
that the Pauli operators ZT (Xµ) commute and form a hypergroup isomorphic to T ∗:
ZT (Xµ)ZT (Xν) = ZT (Xν)ZT (Xµ) =
∑
γ
mγµνZT (Xγ), for any Xµ,Xν ∈ T ∗. (6.20)
Although it is not obvious from the definitions, we show later (theorem 6.3, eq. 6.26) that
the X-Paulis XT (a) are also pair-wise commuting normal operators, which are diagonal in the
the character basis {|Xµ〉,Xµ ∈ T ∗}, and form a faithful representation of the conjugacy-class
hypergroup. Precisely, for any a, b ∈ T , Xµ ∈ T ∗, we have
XT (a)|Xµ〉 = Xµ(a)|Xµ〉, XT (a)XT (b) = XT (b)XT (a) =
∑
c
ncabXT (c). (6.21)
The following lemma characterizes when Pauli operators of different type commute.
Lemma 6.1 (Commutativity). The operators XT (a), ZT (Xµ) commute iff Xµ(a) = 1.
Proof. For any state |b〉 in the basis BT , compare ZT (Xµ)XT (a)|b〉 = ∑c√wbwcncabXµ(c)|c〉
with XT (a)ZT (Xµ)|b〉 = ∑c√wbwcncabXµ(b)|c〉. Then, the “if” holds because Xµ(a) = 1 im-
plies Xµ(b) = Xµ(c) for any b ∈ T , c ∈ ab [252, proposition 2.4.15], and the two expressions
coincide. Conversely, letting b = e in these two expressions yields the “only if”.
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Note that the above properties are always fulfilled by qubit [2], qudit [3] and group Pauli
operators (chapter 3). In this sense, hypergroup Pauli operators provide a generalization of
these concepts. Yet, as we will see in the next section, there are some remarkable properties of
group Pauli operators that are fully shared by their hypergroup counterparts.
6.5.2 Hypergroup stabilizer states
We will now extend the notion of stabilizer state from groups to hypergroups.
Definition 6.1 (Stabilizer hypergroup and stabilizer state). A stabilizer hypergroup Sλ is
a hypergroup of commuting hypergroup Pauli operators over T (6.18-6.19) with an associated
stabilizer function λ that selects an eigenvalue λ(U) for every U in Sλ.
Let {Sλii }ri=1 be a collection of r mutually commuting stabilizer hypergroups. Then, a quantum
state |ψ〉 is called a stabilizer state stabilized by {Sλii }ri=1 if, up to normalization and global phases,
it is the unique non-zero solution to the system of spectral equations
U |ψ〉 = λi(U)|ψ〉, for all U ∈ Sλii , i = 1, . . . , r. (6.22)
By definition, every function λi is further constrained to be a character of Sλii . This is necessary
for the system (6.22) to admit nontrivial solutions.a
aLet UV =
∑
W
sWUVW for any U, V ∈ Sλii with structure constants sWU,V . Then (6.22) implies UV |ψ〉 =
λ(U)λ(V )|ψ〉 =∑
W
sWUV λ(W )|ψ〉. Since |ψ〉 6= 0, every non-zero λ must be a character (by definition).
In this work we focus on pure stabilizer states and do not discuss mixed ones.
Though, in the PSF and in the group GSF (chapters 3-5), stabilizer groups can always be
described efficiently in terms of generators or matrix representations of morphisms, the existence
of efficient descriptions is hard to prove in the hypergroup setting. The stabilizer hypergroups
Sλ in this chapter (see section 6.5.3) have efficient polylog |T |-size classical descriptions (where
|T | is the dimension of the Hilbert space HT ) if poly-size descriptions for the subhypergroups
of T and T ∗ are promised to exist. We highlight that this latter condition is fulfilled for many
hypergroups of interest, including conjugacy class and character hypergroups, and anyonic fusion
rule theories24. The stabilizer hypergroups obtained from all those cases provide a powerful
means to describe quantum many-body states that are uniquely defined via an equation of the
form (6.22).
The definition of stabilizer hypergroup and state generalizes the standard notions used in
the PSF and the Group Stabilizer Formalism. At the same time, our hypergroup Paulis also
have novel interesting properties that are explained next.
Comparison 6.1 (Relationship to group stabilizer states.). All qubit, qudit, and abelian-
group stabilizer states (chapter 3) are instances of hypergroup stabilizer states over an abelian
hypergroup G, where G chosen to be a group of the form Zm2 , Zmd , and ZN1 × · · · × ZNm (respec-
tively) with λ(U) = +1. Hypergroup Pauli operators and stabilizer hypergroups over G (6.18)
become standard Pauli operators and stabilizer groups over G (in the notation of chapter 3).
24All examples mentioned belong to a class of so-called resonance hypergroups T that have integral weights,
wa, and fulfill a Lagrange theorem [262], which says that $N for any subhypergroup N ⊂ T always divides $T .
As in the finite group case (lemma 5.1), this implies that a random set {a1, . . . , am} ⊂ T with m ∈ Θ(log$T )
generates T via hyperoperations with high probability Ω(1− cm) form some constant c ∈ (0, 1).
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Comparison 6.2 (Subtleties of hypergroup Pauli operators). Interestingly, in spite of
having some Pauli-like mathematical properties (section 6.5.1), hypergroup Pauli operators are
not as simple as group Pauli operators (chapter 3): namely, they are not necessarily unitary and
no longer monomial (1-sparse) matrices because the hyperoperations in (6.18) are non-invertible
and return multiple outcomes. The absence of these two properties is reflected in definition 6.1.
In our formalism, stabilizer hypergroups Sλ of commuting Paulis do not necessarily form groups.
Stabilizer states are no longer restricted to be +1-eigenstates of hypergroup Pauli operators U ∈
Sλ, as in chapter 3, for Pauli operators can now have zero eigenvaluesa. This allows us to include
more states in the formalism.
aThis follows from (6.18) because nonabelian group and hypergroup characters can take zero values [261, 126].
Comparison 6.3 (Non-commutativity up to a phase). Hypergroup Paulis do not satisfy
an identity of the form ZT (Xµ)XT (a) = Xµ(a)XT (a)ZT (Xµ) in general, although this is the case
when T is a group (chapter 3). In our setting, this is fulfilled only in some special cases, e.g.,
when either a or Xµ is an invertible hypergroup element (theorem 6.3, eq. 6.23) or when Xµ(a)=1
(where ZT (Xµ) and XT (a) commute due to lemma 6.1).
Comparison 6.4 (Multiple stabilizer hypergroups). The reason why we use multiple stabi-
lizer hypergroups {Sλii } instead of merging them into a single commutative algebra is that finding
a basis with hypergroup structure for the latter object is not a simple taska. On the other hand,
we can easily keep track and exploit the available hypergroup structures by simply storing a
poly-size list of pairwise commuting stabilizer hypergroups.b
aWe have not investigated this problem nor whether a hypergroup basis can always be found.
bThroughout the chapter r will always be poly-sized and all examples we give (section 6.5.3) have r ≤ 2.
The next two results imply that any intermediate quantum state of a hypergroup normalizer
circuit (section 6.4) computation is a hypergroup stabilizer state and, hence, can be charac-
terized concisely as a joint-eigenstate of some commuting hypergroup Pauli operators. This
observation motivates our further development of these concepts.
Claim 6.1 (Standard basis states). Conjugacy-class and character states (6.10) are instances
of hypergroup stabilizer states stabilized by single stabilizer hypergroups.
Theorem 6.3 (Evolution of stabilizer states). Normalizer gates map hypergroup Pauli oper-
ators to new hypergroup Pauli operators under conjugation and, therefore, transform hypergroup
stabilizer states into stabilizer states. It follows from this and the previous claim that the quantum
state of a normalizer circuit is always a stabilizer state.
Note that theorem 6.3 extends Van den Nest’s theorem 3.1 for abelian group stabilizer states.
In order to prove claim 6.1, theorem 6.3, and many of the main results in the next sections,
we will develop a new kind of hypergroup stabilizer formalism techniques that can cope with
the non-monomiality and the non-unitarity of hypergroup Pauli operators. A central part
of the chapter will be dedicated exclusively to this end. We stress the necessity to develop
such techniques since currently available stabilizer-formalism methods—including the PSF [1–
3, 133, 135, 136, 138, 137], the Group Stabilizer Formalism (chapters 3-5), the general Monomial
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Stabilizer Formalism of Van den Nest [203], and the recent XS stabilizer formalism [253]—can
not be applied in our setting as they critically exploit the monomiality/unitarity of stabilizer
operators for central tasks such as simulating Clifford/Normalizer operations, analyzing stabi-
lizer state and code properties (e.g., code dimension, code support), and giving normal forms
for stabilizer states25. The lack of these beneficial properties requires a change of paradigm in
our setting.
To prove claim 6.1, we show a stronger result (theorem 6.4 below), which gives a normal
form for hypergroup stabilizer states; we outline the proof of theorem 6.3 below, with details
referred to appendix D.1.
Proof of theorem 6.3, part I. We show that normalizer gates transform X- and Z-type Pauli
operators over T into new Pauli operators (which may involve products of X, Z Paulis) under
conjugation. This result extends to arbitrary products of these operators.
Specifically, for any invertible element s ∈ T , invertible character Xς ∈ T ∗, automorphism
α, quadratic function ξ, we can calculate this action for the normalizer gates ZT (Xµ)XT (a),
Uα, Dξ, and the hypergroup QFT:
XT (a)
ZT (Xς)XT (s)−−−−−−−−−→ Xς(a)XT (a), ZT (Xµ) ZT (Xς)XT (s)−−−−−−−−−→ Xµ(s)ZT (Xµ), (6.23)
XT (a)
Uα−−→ XT (α(a)), ZT (Xµ) Uα−−→ ZT (Xα−∗(µ)), (6.24)
XT (a)
Dξ−−→ ξ(a)XT (a)ZT (β(a)), ZT (Xµ) Dξ−−→ ZT (Xµ), (6.25)
XT (a)
QFT−−−→ ZT ∗(a), ZT (Xµ) QFT−−−→ XT ∗(Xµ). (6.26)
When HT = HT1 ⊗ · · · ⊗ HTm , the partial QFT over Ti simply transforms the ith tensor factor
of the Pauli operators according to (6.26). In (6.25), β is a homomorphism from T to the
subhypergroup of invertible characters T ∗inv that depends on ξ; in (6.24), α−∗ is the inverse of
the dual automorphism α∗ [256]:
Definition 6.2 (Dual automorphism [256]). The dual automorphism of α, denoted α∗, is the
automorphism of T ∗ that takes Xµ to the character Xα∗(µ) := Xµ ◦ α for fixed Xµ.a
aThis is a morphism because Xα∗(µ)Xα∗(ν)= (Xµ ◦ α) (Xν ◦ α) =
∑
γ
mγµν (Xγ ◦ α) =
∑
γ
mγµν Xα∗(γ).
Proving (6.23-6.26) involves bulky yet beautifully structured hypergroup calculations that are
carried out in appendix D.1.
It is worth noting that normalizer gates transform Pauli operators over T into Pauli operators
over T if they are not QFTs and into Pauli operators over T ∗ otherwise26.
6.5.3 A normal form for stabilizer states and examples
In this final subsection we give examples and a normal form for a class of hypergroup states that
generalize the well-known notion of Calderbank-Shor-Steane (CSS) stabilizer states [248–250]:
Definition 6.3 (CSS stabilizer state). A hypergroup stabilizer state |ψ〉 over T is said of
25The role of monomiality and unitarity in the PSF has been extensively discussed in [203].
26Recall from section 6.4 that the hypergroup label T keeps track of the basis in which basis (6.10) measurements
are performed and indicates which Pauli operators are diagonal in each basis.
138
CSS type if it is uniquely stabilized by two mutually commuting stabilizer hypergroups SλzZ , SλxX
consisting only of Z and X Pauli operators respectively.
The standard definition of CSS state is recovered by setting T = Zn2 (chapter 1). For the sake
of brevity, we assume SλzZ and SλxX to be maximal mutually commuting hypergroups in this
section27. With these requirements, lemma 6.1 imposes that SλzZ , SλxX must be of the form
SλxX = {XT (a), a ∈ N}, λx(XT (a)) = Xς(a)
SλzZ = {ZT (Xµ),Xµ ∈ N⊥}, λz(ZT (Xµ)) = Xµ(s), (6.27)
where s ∈ T , Xς ∈ T ∗, N ≤ T is a subhypergroup, and N⊥ is the annihilator of N (6.6).
We are now ready to prove the main technical result of this section, theorem 6.4, which
characterizes the set of hypergroup stabilizer states of CSS type and leads to specific examples.
Theorem 6.4 (Normal forms for CSS-type hypergroup stabilizer states).
(a) The quantum states stabilized by {SλxX ,SλzZ } from (6.27) are those in the subspace
VS := span
{ ∑
x∈sN
ψy(x)|x〉, y ∈ sN
}
= span
 ∑
Xµ∈XςN⊥
ψ̂ν(µ)|Xµ〉, Xν ∈XςN⊥
 ,
where ψy and ψ̂ν are functions supported on sN and XςN⊥, respectively, and defined by
ψy(x) :=
√
wx
∑
b∈N
nbx,yXς(b)
 and ψ̂ν(µ) := √wXµ
 ∑
β∈N⊥
mβµ,νXβ(s)
 . (6.28)
A state |ψ〉 is uniquely stabilized by {SλxX ,SλzZ } iff dim(VS) = 1. (b) Furthermore, if either s or
Xς is invertible, then {SλxX ,SλzZ } stabilizes a unique state of forma
|ψ〉 =
∑
x∈sN
√
wxwXςN⊥
$sN
Xς(x)|x〉, FT |ψ〉 =
∑
Xµ∈XςN⊥
√
wXµwsN
$ςN⊥
Xµ(s)|Xµ〉. (6.29)
aCf. section 6.2.2 for definitions of wXςN⊥ , wsN , $sN , $ςN⊥ .
Theorem 6.4 is proven at the end of the section after mentioning a few main applications.
We highlight that, despite our focus on stabilizer states, theorem 6.4 can be easily extended
to study hypergroup stabilizer codes. For instance, in case (b), we could choose a smaller
stabilizer hypergroup SλxX = {XT (a), a ∈ K} with K ( N to obtain a stabilizer code VS , whose
dimension is easy to compute with our techniques28. Similarly, one could shrink SλzZ or both
stabilizer hypergroups at the same time.
Open question The hypergroup CSS code construction we outlined clearly mimics the stan-
dard qubit one [248–250, 13]. Interestingly, there could also be hypergroup CSS codes with
no qubit/qudit analogue if there exist groups (or even hypergroups T that do not arise from
groups) for which VS in theorem 6.4(a) can be degenerate. Though this is never the case for
27This maximality assumption is not necessary in our derivation but it shortens the proofs.
28With minor modifications of our proof of theorem 6.4, we get that the dimension is the number of cosets of
K inside sN , if Xς is invertible, and the number of cosets of N⊥ inside XςK⊥, if s is invertible.
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abelian groups because the Pauli operators in (6.27) generate a maximal linearly independent
set of commuting operators (with rank one common eigenprojectors), it can happen in our
setting.29 We leave open the question of whether such codes exist.
Examples and applications of theorem 6.4
Theorem 6.4 is an important technical contribution of this work that will be used three times
within the scope of the chapter: firstly, in the examples below, to construct efficient classical
descriptions for new kinds of complex many body states; secondly, in section 6.6, to devise
classical algorithms for simulating hypergroup normalizer circuits (theorems 6.5); and finally,
in section 6.7, in the development of an efficient quantum algorithm for hidden subhypergroup
problems (theorems 6.8–6.9).
We now give examples of CSS hypergroup stabilizer states of the simpler form (6.29).
Example 1: standard basis states We show now that conjugacy-class states and character
states (6.10) are instances of hypergroup CSS states (of type (b)), as anticipated above (claim
1). Consider, first, an arbitrary |a〉 with a ∈ T . Eq. (6.20) implies that |ψ〉 is stabilized by
SλzZ = {ZT (Xµ), Xµ ∈ T ∗} with maximal N⊥ = T ∗ and λz(ZT (Xµ)) = Xµ(a). Letting SλxX , N ,
and λx be trivial, the state can written in the form given in theorem 6.4.(b) (note that λx is
an invertible character) and, hence, |a〉 is a uniquely stabilized CSS state. An almost identical
argument, using (6.21) instead, shows that any character state |Xν〉 is uniquely stabilized by
SλxX = {XT (a), a ∈ T } with λx(XT (a)) = Xν(a). (Note that in both cases equation (6.29)
reproduces (6.10) consistently.)
Example 2: hypergroup coset states The states in example 1 are always product states. Yet
theorem 6.4 also implies that highly entangled states such as the abelian group coset states that
appear in the abelian HSP quantum algorithms [7],
|x+H〉 =
∑
h∈H
1√|H| |x+ h〉, H is a subgroup of a finite abelian group G, (6.30)
as well as the abelian hypergroup coset states used in the quantum algorithm [125],
|sN〉 =
∑
x∈sN
√
wx
$sN
|x〉, N is a subhypergroup of a finite abelian hypergroup T , (6.31)
are all instances of CSS hypergroup states of type (a) with trivial Xς , uniquely stabilized by
SλxX = {XT (a), a ∈ N}, SλzZ = {ZT (Xµ),Xµ ∈ N⊥}, λz(ZT (Xµ)) = Xµ(s), and trivial, invertible
λx.
In the special case of abelian group coset states (6.30), theorem 6.4 recovers a result by Van
den Nest [134] who identified the latter with generalized abelian group stabilizer states (see also
theorem 3.4). Theorem 6.4 extends the latter result demonstrating the existence of complex
many-body states—hypergroup coset states (6.31) and more (6.28-6.29)—that can be described
within the present Hypergroup Stabilizer Formalism but not within the standard PSF nor the
GSF (chapters 3-5), or even (to the best of our knowledge30) or within other generalizations
of the PSF such as the Monomial Stabilizer Formalism [203] and the X-S Stabilizer Formalism
[253].
29Products of hypergroup Pauli operators in (6.27) can be linearly dependent (choose N = {±1, Ci} for the
quaternion group, section 6.4) and their cardinality |N ||N⊥| may not match the dimension of H
G
[264].
30The authors are not aware of any method to express hypergroup coset states in terms of monomial unitary
stabilizers as in [1–3, 134, 63, 203, 253]. We doubt such a description could exist and, at the same time, be easy
to track under the action of hypergroup normalizer circuits as in theorem 6.3.
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Proof of theorem 6.4
We finish this section by proving theorem 6.4 and giving a method for preparing coset states
as a corollary (corollary 6.1). As announced in the previous section, the proof of this result
relies on new technical ideas based on hypergroup methods, which are needed to handle the
non-unitary, non-monomial stabilizers of theorem 6.4.
Proof of theorem 6.4. First note that the properties discussed in section 6.5.1 show that both
stabilizer hypergroups SλxX , SλzX are well-defined. To prove the theorem, we will use some basic
hypergroup theoretic results described in the following lemma.
Lemma 6.2 ([252, 2.4.15,2.4.16]). For any subhypergroup N , the hypergroup isomorphisms
N ∗ ∼= T ∗/N⊥ and (T /N )∗ ∼= N⊥ (cf. section 6.2.2), can be canonically realized as follows.
(i) All characters of N are obtained via restriction of characters of T , and two characters
Xα,Xβ ∈ T ∗ act equally on N if and only if Xα ∈ XβN⊥.
(ii) All quotient characters are obtained by letting characters in N⊥ act on cosets xN , and this
map is well-defined because the former act constantly on the latter.
Next, we identify necessary and sufficient conditions for a state |ψ〉 to be uniquely stabilized by
{SλxX ,SλzZ }. First, condition (6.22) says that |ψ〉 is stabilized by SλzZ iff
ZT (Xµ)|ψ〉 = Xµ(s)|ψ〉 = λz(ZT (Xν))|ψ〉 for every Xµ ∈ N⊥. (6.32)
Due to lemma 6.2(ii), this holds iff the wavefunction ψ is supported on a subset of the coset
sN . On the other hand, we show that |ψ〉 is further stabilized by SλxX iff ψ belongs to the image
of the following operator:
PX := $−1N
∑
b∈N
wXςN⊥wbXς(b)XT (b). (6.33)
The “only if” follows from the fact that XT (b)|ψ〉 = Xς(b) and the orthogonality relationship
(6.8). The “if” follows from the calculation
XT (a)PX =
∑
b,c∈N
wXςN⊥wb
$N
ncabXς(b)XT (c) =
∑
c∈N
wXςN⊥wc
$N
∑
b∈N
nbacXς(b)
XT (c) (6.34)
=
∑
c∈N
wXςN⊥wc
$N
Xς(a)Xς(c)XT (c) = Xς(a)PX , (6.35)
which implies with (6.8) that PX is a projector, and consequently, we getXT (a)|ψ〉 = XT (a)PX |ψ〉 =
Xς(a)PX |ψ〉 = Xς(a)|ψ〉 as desired.
As a result, we obtain that the stabilized states of {SλxX ,SλzZ } are the quantum states in the
vector space VS := span{PX |y〉 : y ∈ sN}, where
PX |y〉 =
∑
b∈N
x∈sN
wXςN⊥wb
$N
√
wy
wx
nxb,yXς(b)|x〉 ∝
∑
x∈sN
√
wx
∑
b∈N
nbx,yXς(b)
 |x〉, (6.36)
and that |ψ〉 is uniquely stabilized iff this space is one dimensional. The proof for the RHS
of (6.28) is the same: due to duality, we can apply a QFT (6.26) and reach this equality by
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repeating the whole proof from the beginning with exchanged roles for T and T ∗. This proves
case (a).
Finally, we prove (b). First, in the simplest case, s = e, we can see that ψy(x) =√
wxXς(xy) = √wxXς(x)Xς(y) = ψ1(x)Xς(y) by (6.3), since x, y ∈ N and Xς is a character
of N . When x, y ∈ sN , for s 6= e, we can, in general, have nzx,y 6= 0 for z 6∈ N , so we cannot
apply (6.3). However, when s is invertible (so ss = 1), we can get the same result as in the
simplest case by a simple change of variables.
For any x, y ∈ sN , we define x′ := sx and y′ := sy. Since x′y′ = sxys = ssxy = xy, we have
nbx′y′ = n
b
xy and, taking b = 1 and y = x, we have wx′ = wx from the definition of wx. As these
are the only appearances of x and y in ψy(x), this shows that ψy(x) = ψy′(x′). This combined
with the previous easy case (for x′, y′ ∈ N ), shows that all ψy’s are proportional to the non-zero
function ψ1(x), which shows that the space is one-dimensional and contains |ψ〉. Finally, it is
easily checked, in the case that Xς is invertible, that the normalization constant in (6.29, LHS)
is (wXςN⊥/$sN )
−1/2; otherwise, it follows from (6.8). As in case (a), duality lets us repeat the
argument to get (6.29, RHS).
As a final remark, we highlight that theorem 6.4 introduces many new states that we are
not aware to be preparable by standard or character basis inputs and normalizer gates (the
ingredients of the computational model in section 6.4), in general. However, we point out
that the CSS states of type theorem 6.4.(b) can always be prepared by measuring Pauli opera-
tors.
Corollary 6.1 (Coset state preparations). Let C be a circuit takes the standard basis state
|X1〉 as input, performs F†T (an inverse QFT) or FT ∗ , and then performs a syndrome measurement
of the Pauli operators in a stabilizer hypergroup SλzZ of form (6.27)a. Then C prepares a coset
state. Specifically, it prepares |sN〉 with probability $sN /$T . Furthermore, if |x0〉 is given, FT
or F†T ∗ is applied, and SλxX (6.27) is measured, then the outcome is a coset state
∣∣∣XςN⊥〉 with
probability $ςN⊥/$T ∗ .
aThis is the canonical measurement defined by the common eigenprojectors that may be implemented, e.g., by
measuring a poly-size set generating set of SλzZ , which exists if there is one for N⊥ (section 6.5).
All states of form (6.29) can further be prepared from a coset state by applying Pauli gates.
Proof. If we prove the first case, the second holds due to hypergroup duality. Lemma 6.2(ii)
implies that measuring SλzZ is equivalent to performing a projective measurement with projectors
{PsN = |sN〉〈sN|}. The claim follows by rewriting F†T |X1〉 = FT ∗ |X1〉 =
∑
a∈T
√
wa
$T |a〉 =∑
sN∈T /N
√
$sN
$T |sN〉.
6.6 Classical simulation of hypergroup normalizer circuits
In chapter 3, we gave efficient classical algorithms for simulating normalizer circuits over finite
abelian groups, which recovered the standard Gottesman-Knill theorem [1, 2]. Together with
the original GK theorem, these results demonstrate the existence of quantum computations that
fail to give exponential quantum speed-ups despite usage of several powerful ingredients, such
as maximally entangled states [41], quantum Fourier transforms and abelian-group coset states.
Our next theorem extends a variant of the original Gottesman-Knill to normalizer circuits over
arbitrary abelian hypergroups.
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Theorem 6.5 (Simulation). Let C be a normalizer circuit over a finite abelian hypergroup T
containing global QFTs, automorphism gates, and Pauli gates (but no quadratic phase gates)
followed by a final measurement in the standard basis (cf. section 6.4). Then, given certain
computability assumptions about T and its characters (section 6.6.1), there exists an efficient
classical algorithm for sampling the measurement outcomes of C.
The proof of the theorem is given at the end of the section. Our simulation result greatly
expands the number of known families of quantum circuits that can be classically simulated
and it also adds yet more evidence to support the idea that, for the HSP, quantum efficiency
may go hand-in-hand with classical simulability.
We highlight that our theorem generalizes the so-called CSS-preserving Gottesman-Knill
theorem [47] without intermediate measurements, where the only normalizer gates allowed are
those that send CSS states to CSS states (definition 6.3). Our result also extends the CSS-
preserving non-adaptive case of the theorems in chapter 3. Yet, theorem 6.5 does not fully extend
the ones in (chapter 3-4, [1, 2, 134, 63]), which altogether cover simulations of partial QFTs,
quadratic phase gates, and intermediate Pauli-operators measurements interspersed along the
circuit. Simulating these extended cases is much harder in our nonabelian setting because of
the non-unitarity and non-monomiality of hypergroup Pauli operators (cf. discussion in section
6.5), which do not let us apply any existing techniques for manipulating stabilizer codes [1–
3, 134, 63, 64, 93, 203, 133, 135, 136, 138, 137]; instead, the simulation method we give is based
on the new hypergroup stabilizer techniques of section 6.5.
We stress that CSS normalizer operations can be highly nontrivial, as the quantum algo-
rithms for abelian HSP we investigated in chapter 5 are normalizer circuits with CSS structure.
Hence, theorem 6.5 could be used to simulate, e.g., Shor’s discrete-log quantum algorithm gate-
by-gate if the information about the hidden subgroups was not manifestly hidden and groups
were presented in a factorized form (cf. chapter 5 for an extended discussion). This means, for
instance, that the entanglement present in a CSS-preserving circuit can be quite substantial.
Lastly, we conjecture that our simulation result can be extended to all normalizer gates
despite the non-monomiality/non-unitarity issues we discuss.
Conjecture 6.1 (Conjecture). There exist nontrivial families of abelian hypergroups for which
the normalizer circuits of theorem 6.5 can still be efficiently classically simulated if they are sup-
plemented with partial QFTs and quadratic phase gates acting at arbitrary circuit locations, and
even if operations are chosen adaptively depending on the outcome of intermediate measurements
of hypergroup Pauli operators.
In conjecture 6.1, to qualify as “nontrivial”, an abelian hypergroup family should not just con-
sist of abelian groups and the weights of the elements of these hypergroups should be allowed to
grow asymptotically with the number of bits needed to represent them (in order for the hyper-
groups not to be excessively “group-like”). The measurement of a hypergroup Pauli operator
is defined via its eigenvalue decomposition31 as in section 3.6. We consider examples of these
measurements in theorem 6.7.
Discussion: extensions of theorem 6.5 In the light of our conjecture, we mention a few simpler
extensions of theorem 6.5 that we are aware of.
31Note that the following operators are manifestly diagonalizable: any Z(Xµ),Xµ ∈ T ∗ (6.18); any X(a), a ∈ T
(6.26); any product of commuting diagonalizable Paulis such as those in (6.27) and in theorem 6.4; any operator
that is unitary equivalent to any of the latter. Unlike abelian-group Pauli operators, which are unitary (chapter 3),
it is not a priori obvious whether any product of hypergroup Paulis always remains diagonalizable (this question
was not investigated in this thesis); only diagonalizable products define measurements in conjecture 6.1.
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First, note that an efficient classical simulation is still possible if the main circuit is followed
by another one C′ that contains any monomial normalizer gate (including quadratic-phase gates),
which is then followed by a measurement in the standard basis32: such circuits can prepare more
types of entangled stabilizer states like (6.17) and the quaternionic cluster state (section 6.4.2).
Second, the theorem can be easily extended to allow arbitrary CSS state/stabilizer state
inputs with one further minimal assumption, namely, that their corresponding wavefunctions
can be sampled both in the hypergroup element basis BT and in the character basis BT ∗ , which
lets us, in particular, simulate QFTs acting on the state (see section 6.6.1, condition (ii) and
section 6.6.2). Furthermore, if this holds for the simple CSS states of theorem 6.4, then theorem
6.5 can be extended to circuits that can, e.g., prepare coset states as in corollary 6.1 and/or
accept coset states as inputs.
6.6.1 Computability assumptions on hypergroups
In theorem 6.5, we must restrict ourselves to hypergroups with sufficient structure to let us
efficiently compute within them and their character hypergroups. Note that assumptions of
this kind are typically made in the HSP literature: for instance, in order for the HRT quantum
algorithm for the HNSP [99] to be efficient one needs to be given the ability to intersect char-
acters kernels. The assumptions needed for theorem 6.5 are listed next, followed by examples
of hypergroups that meet them.
First, in theorem 6.5 we assume that the hypergroup T as well as its dual T ∗ are effi-
ciently computable: we say that a hypergroup T is efficiently computable33 if its elements can
be uniquely represented with n = O(polylog|T |) bits and there are O(poly(n))-time classical
subroutines to perform the hypergroup multiplication, i.e., given two elements xi, xj ∈ T and
an index k, we can efficiently compute the coefficient nkij for any i, j, k.
In theorem 6.5, we further need to assume that the involved hypergroups are what we call
doubly efficiently computable: a hypergroup T is doubly efficiently computable if both T and T ∗
are efficiently computable and, furthermore, if the structure of their associated character tables
is sufficiently well-known that we are able to efficiently perform the following tasks classically:
(i) Computable characters. For any a ∈ T , any character function Xµ(a) can be efficiently
computed classically34.
(ii) Simulable input states. Quantum Fourier transforms of allowed input states can be
efficiently sampled classically, or equivalently, the distributions {pa} and {qµ}, with pa :=
wawXµ
$T |Xµ(a)| for fixed Xµ ∈ T ∗ and qµ :=
wawXµ
$T |Xµ(a)| for fixed a ∈ T , can be efficiently
sampled.
(iii) Computable dual morphisms. For any efficiently computable hypergroup automor-
phism α : T → T , its inverse α−1 and its dual automorphism (definition 6.2) α∗ : T →
T ∗ : χ → f∗χ, can both be efficiently determined and computed. Duals of computable
hypergroup homomorphisms f : T → T ′ can also be computed35.
Examples and remarks Both computability notions presented are preserved by taking direct
products T1 × T2. Furthermore, the notion of doubly efficiently computable hypergroup is
preserved under taking duals T ↔ T ∗.
32One can simply absorb those gates in the measurements [170].
33Efficiently computable hypergroups generalize the black-box groups [91] explored in chapter 5.
34For simplicity, we will assume that this can be done with perfect precision in this chapter. Our results readily
extend if characters can be computed within an arbitrarily small error.
35Applying def. 6.2 to a homomorphism f : T → T ′ one gets a dual morphism f∗ : T ′ → T [256, 1.6.(ii)].
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Any hypergroup of the form T1×· · ·×Tm is doubly efficiently computable if homomorphisms
are restricted to be of a product form f1×· · ·×fm, wherem is constant, or if they act nontrivially
only in a constant number of sites. As a result, normalizer circuits over hypergroups of the
from T1 × · · · × Tm with constant-size Ti will always turn out to be efficiently simulable if they
contain at most k-local entangling gates, for any constant k (theorem 6.5). The examples given
in section 6.4.2 over the quaternions were of this form.
As another example, for any finite abelian group G, all problems in (i-ii-iii) can be solved in
O(polylog |G|) time given that G is explicitly given in the form G = ZN1×· · ·×ZNm . Condition
(ii) holds for any abelian group stabilizer state with known stabilizer group. These results are
invariant of the bit-size of any Ni (chapter 3).
For arbitrary finite abelian hypergroups finding simple bounds like those in chapter 3 is likely
to be an “impossible” problem, since the question cannot even be addressed without classifying
all conjugacy class and character hypergroups of all finite groups, whereas classifying the latter is
regarded as a (so-called) “wild” problem [267, 268]. It is easier to prove polynomial-time bounds
for particular hypergroup/group families that fulfill the minimal computability requirements (i-
ii-ii), like in the two examples given above.
Finally, we highlight that some efficiently computable hypergroups are provably not dou-
bly efficiently computable unless efficient classical algorithms for believed-to-be-hard problems
like computing discrete-logarithms exist (see appendix D.3). In the abelian group case, the
associated normalizer circuits can realize Shor’s [4] algorithms and lead to exponential quan-
tum speed-ups (chapter 5). In section 6.7, we will develop new quantum algorithms based on
normalizer circuits over such “black-box” hypergroups.
6.6.2 Proof of theorem 6.5
We finish this section proving theorem 6.5 by giving an explicit classical algorithm for sampling
the outcome distribution after measuring the final state of the computation C|ψ0〉, being |ψ0〉
the input state. Our algorithm is efficient given that the hypergroup T is doubly efficiently
computable (section 6.6.1). The key technique that we exploit in our simulation is a normal
form for CSS normalizer circuits.
Lemma 6.3 (Normal form). Let C be a normalizer circuit over a T as in theorem 6.5. Then,
C can be put in a layered normal form C = MF , where F is either trivial or a QFT and M is a
monomial circuita of automorphism gates and Pauli gates. Furthermore, classical descriptions of
M and F can be computed classically efficiently if T is doubly efficiently computable.
aThat is, a circuit whose transformation in matrix form has one entry per row and column.
Proof of lemma 6.3. First, note that the Pauli gates in the circuit (which are of the formXT (C),
ZT (X ) in the conjugacy-class basis and of the form ZT ∗(C), XT ∗(X ) in the character ba-
sis) can be conjugated with all the other normalizer gates using the update rules in theorem
6.3(6.24,6.25). As a result, if U is a Pauli gate at an intermediate circuit position C = C2UC1,
it can be removed from its location by adding a new Pauli-correction term U ′ = C2UC†2 at the
beginning of the circuit. By doing this, we put C in an intermediate two-layered normal form
C = PC′, where P is a circuit of Pauli gates and C′ collects all QFTs and all automorphism
gates that were present in C, in the same temporal order.
We finish the proof of the lemma by showing that C′ can be put in a normal form AS where
S is either the identity gate or a QFT, and A is a circuit of automorphism gates. Once we have
that, we can combine P and A into a single layer M and obtain C = MS. Because every gate
in M is either a permutation or a diagonal unitary, M is manifestly monomial.
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To this end, we use that group automorphism gates can be conjugated with Fourier trans-
forms in an elegant way, by replacing them with dual automorphism gates. Specifically, we have
FT Uα = U−1α∗ FT = Uα−∗FT and FT ∗Uα−∗ = UαFT ∗ , where α−∗ is the dual of α−1 (definition
6.2). This follows by simple calculation, using (6.10) and the fact that automorphisms cannot
change the weights of elements. Furthermore, we in fact have
Uα|Xµ〉 =
∑
a∈T
√
wawXµ
$T Xµ(a)|α(a)〉
b:=α(a)=
∑
b∈T
√
wbwX
α−∗(µ)
$T Xα−∗(µ)(b)|b〉 = Uα−∗ |Xµ〉.
Hence, it follows that Uα = Uα−∗ as gates, which means that can implement the latter since we
can implement the former by assumption.
Applying these rules, we can move the QFTs before the automorphisms. Furthermore, since
the effect of each QFT is just to change the designated of the circuit, any product of QFTs is
equivalent to a single QFT gate, F , that changes the basis once (or not at all). By this process,
we get C′ = AF , where A is a product of automorphism gates.
Finally, the assumption that both T and T ∗ are efficiently computable (and, hence, so
is any hypergroup of form in (6.13)) means that we can efficiently compute the conjugations
to determine the gates in P using (6.24, 6.26). The assumption that T is doubly efficiently
computable also implies that we can find α−∗ efficiently for any α, so that we can compute the
automorphisms in A efficiently as well. Finally, we efficiently obtain a classical description for
M (resp. F ) by listing the Pauli and automorphism gates (resp. QFTs) it contains.
To prove the theorem, we first apply lemma 6.3 to put C in normal form, MF . Next, we
note that M acts as M |a〉 = γa|pi(a)〉, where γa has unit modulus and pi is some permutation
on the elements of the basis for the image of F . Thus, measuring in the final basis, after
applying M , is equivalent to measuring in the basis after F and then applying pi. Because T
is doubly efficiently computable (as defined in section 6.6.1), we can, first, compute M and
F by lemma 6.3; second, simulate a measurement after applying F by assumption (ii); and,
finally, compute the action of pi on the obtained samples: for the latter step, we can infer a
poly-size boolean circuit implementing pi from the automorphism and Pauli X-gates in M—via
assumption (iii) and via the circuit that implements the hypergroup multiplication. Q.E.D.
Remark As mentioned in the discussion after theorem 6.5, one can straightforwardly extend
this simulation method to any input |ψ0〉 if measurements on |ψ0〉 on the hypergroup element
and character bases are easy to simulate (because we only use that information about the state).
6.7 Quantum algorithms for HNSP and abelian HSHP
In this last section, we apply the hypergroup methods of previous sections to the development
new quantum algorithms for the HNSP and for the CC-HSHP.
We give three quantum algorithms for the HNSP of increasing generality (and complexity).
These algorithms are interesting because they are fundamentally different from the one of Hall-
gren et al. [99], as they exploit the hypergroup structure of the HNSP: to solve the problem,
we turn it into a CC-HSHP (using theorems 6.1-6.2, section 6.3) and solve the resulting abelian
HSHP instead. Our results show that, in the cases considered here, the HNSP is easy because
the CC-HSHP is easy, which gives an explanation for why the HNSP is easy in terms of the
presence of an abelian algebraic structure.
Our quantum algorithms for the CC-HSHP are interesting in their own right (beyond their
use in solving the HNSP) as no provably efficient algorithms were previously known.
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As we will see shortly, all of the quantum algorithms we consider here fit within our nor-
malizer circuit model. This means that they can be analyzed using the stabilizer formalism
of section 6.5. The results of that section, especially theorem 6.4, will be critical to all of our
analysis below.
We begin in section 6.7.1 by looking at a previously proposed algorithm for the HSHP [126].
We show that, in one subclass of cases, not only can we reduce the HNSP to the CC-HSHP
(as we saw in section 6.3), but in fact, the algorithm of [99] for the HNSP is identical, under a
simple vector space isomorphism, to the proposed algorithm of [126] applied to the CC-HSHP.
This demonstrates an even deeper connection between the HNSP and the CC-HSHP than that
demonstrated by the reductions of section 6.3.
In section 6.7.2, we use our stabilizer formalism to analyze the proposed algorithm of [126].
We describe instances where it does and does not work correctly. This analysis leads us to a
new algorithm, described in the same section, which works correctly for all groups.
In section 6.7.3, we develop new quantum algorithms, taking advantage of the unique struc-
ture of abelian hypergroups. The resulting algorithms work for all nilpotent (hyper)groups
(along with some non-nilpotent groups) and requires fewer assumptions than those of sec-
tion 6.7.2. As with the algorithms of section 6.7.2, the stabilizer formalism remains key to our
analysis.
Finally, in section 6.7.4, we mention a few further results and some open problems.
6.7.1 A comparison of two simple algorithms for the HNSP
To illustrate ideas we use later and introduce the quantum algorithm proposed in [126] for the
CC-HSHP, we begin by discussing it and comparing it to the standard algorithm for the HNSP
[99] in the case when the oracle f : G→ {0, 1}∗ is a class function. This happens if and only if
G/N is abelian, where N is the hidden normal subgroup. We show that, for this case, the two
algorithms actually coincide: the HNSP becomes an instance of the CC-HSHP and the same
algorithm solves both problems.
As we saw in section 6.3, such an f is easily transformed into an oracle f : G → {0, 1}∗
for the CC-HSHP since each coset xN is in a conjugacy class by itself. This allows us to turn
algorithms for the CC-HSHP into algorithms for the HNSP (and vice versa). We now compare
two algorithms designed for this common problem via two different perspectives.
The quantum algorithm of Hallgren, Russell, and Ta-Shma for HNSP [99], henceforth re-
ferred to as “HRT”, operates as follow:
1. Initialize a workspace register in a quantum state |χ1〉.
2. Apply an inverse QFT in order to obtain a superposition ∑g∈G |g〉.
3. Evaluate the oracle on an ancillary register to obtain ∑g |g, f(g)〉. Measure the second
register to project the state of the first onto a coset state |xN〉, for some x drawn uniformly
at random.
4. Apply a QFT to |xN〉 and measure the label µ of an irreducible representation.
5. Repeat the experiment T times and record the outcomes µ1, . . . , µT .
6. Determine the subgroup ⋂i kerχµi . With exponentially high probability 1 − O( 12T ), the
subgroup ⋂i kerχµi is the hidden subgroup N .
The quantum part of this algorithm (steps 1–5) can be implemented efficiently if we have an
efficient implementation of the QFT. However, the complexity of the classical post-processing
(step 6) is unknown, in general.
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The quantum algorithm of Amini, Kalantar, and Roozbehani applies to the hidden subhy-
pergroup problem (HSHP). When applied to the conjugacy class hypergroup, G, we refer to
this algorithm as “AKR”. It takes as input an oracle f : G→ {0, 1}∗ and operates as follows:
1. Initialize a workspace register in a quantum state |X1〉.
2. Apply an inverse QFT in order to obtain a superposition |G|−1/2∑Cx∈G√wCx |Cx〉.
3. Evaluate the oracle on an ancillary register to obtain |G|−1/2∑Cx √wCx ∣∣∣Cx, f(Cx)〉. Mea-
sure the second register to project the state of the first onto a hypergroup coset state∣∣∣CxNG〉, for some x drawn uniformly at random.36
4. Apply a QFT to the state
∣∣∣CxNG〉 and measure the label Xµ of a character.
5. Repeat the experiment T times and record the outcomes Xµ1 , . . . ,XµT .
6. Determine the subhypergroup of classes in the kernels of all the Xµi ’s.
Like HRT, steps 1–5 can be implemented efficiently while the complexity of step 6 is unknown,
in general.
As the reader can see, the two algorithms perform the same steps. First, they apply an
inverse Fourier transform to prepare a superposition over the entire basis on which they operate.
Next, they apply their respective oracles to an additional register, measure, and throw away
its value. Finally, they apply a Fourier transform and measure in the new basis. For AKR,
this is measuring a character label, while for HRT, this is measuring the label of an irrep. It is
critical to note that HRT does not use the value of the matrix index register, which is part of
the output of the QFT for the group.
When f is a class function (so that G/N is abelian), we have CxNG = xN since each coset
xN is in its own conjugacy class. Hence, we can see that the two algorithms are in matching
states after steps 1–3. In particular, the state of HRT after step 3 is conjugation invariant,
and since the QFT preserves conjugation invariance, so is the state of HRT after step 4. In
fact, it is easy to check that the QFT of G applied to the conjugation invariant subspace is
exactly the QFT of G. More precisely, we have the following result, which is also easy to
check.
Proposition 6.1 (HRT = AKR). If f : G → {0, 1}∗ is a class function, then HRT operates
entirely within the conjugation invariant subspace HG. Furthermore, within this subspace, HRT
is identical to AKR.
The first part of the following lemma simplifies our analysis of the algorithm. (And the second
part will be useful to us later on.)
Lemma 6.4 ([255]). For any normal subgroups N,K such that N E K E G, the hypergroup
G/NG is isomorphic to G/N (the class hypergroup of G/N) and KG/NG is a subhypergroup of
G/NG isomorphic to K/NG/N (which is a subhypergroup of G/N).
Since G/N is abelian, the quotient hypergroup G/NG ∼= G/N is actually a group. Hence, it
follows immediately from the standard results on Fourier sampling of abelian groups [49] that
both algorithms are correct in this case as they are actually just performing Fourier sampling
of an abelian group.
36Note that we are working in the Hilbert space with basis {|Cx〉 |Cx ∈ G} and the state
∣∣CxNG〉 is a super-
position of those conjugacy classes that make up CxNG.
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Theorem 6.6 (CC-HSHP is easy, I). Let G be a group. Suppose that we are given a function
f : G→ {0, 1}∗ hiding the subhypergroup corresponding to a normal subgroup N CG such that
G/N is abelian, and suppose that we can efficiently compute the QFT for G. Then there is an
efficient quantum algorithm for the CC-HSHP.
As a corollary of theorem 6.6, we can see that there is an efficient hypergroup-based algorithm
for solving HNSP in the case when the oracle f : G→ {0, 1}∗ is a class function.
Corollary 6.2 (HNSP is easy, I). Let G be a group. Suppose that we are given a hiding
function f : G → {0, 1}∗ that is also a class function. If we can efficiently compute the QFT for
G and compute efficiently with conjugacy classes of G, then we can efficiently solve this HNSP.
Proof. This follows since we can efficiently reduce the HNSP to a CC-HSHP by theorem 6.1,
we can use the QFT of G to implement the QFT of G as described in appendix D.4, and we
can solve this CC-HSHP efficiently by theorem 6.6.
6.7.2 Analysis of the algorithm of Amini et al.
In this subsection, we analyze the AKR algorithm in more detail. Our analysis will bene-
fit from our hypergroup stabilizer formalism tools (section 6.5), namely, our normal forms in
theorem 6.4, which will let us characterize the outcome probability distribution of the quan-
tum algorithm.37 This is possible due to the following connection with our normalizer circuit
framework.
Theorem 6.7 (AKR is normalizer). For any finite group G, the AKR quantum algorithm for
the CC-HSHP over G is a normalizer circuit with intermediate Pauli measurements. Furthermore,
all of its intermediate quantum states are CSS stabilizer states of form (6.29).a
aAlthough we do not discuss the full AKR algorithm, this theorem also holds for all abelian hypergroups.
Proof. Steps 1-3 implement a coset state preparation scheme as in corollary 6.1, using the oracle
as a black box to perform a syndrome measurement of type SλZ (cf. the proofs of corollary 6.1,
theorem 6.4 for details). Step 4 takes the QFT of a coset state of form (6.29).
Using this connection, we can apply the tools developed in the previous sections to compute
the probability of measuring a given character label Xµ at step 5.
The mixed state of AKR after the oracle is called and its value discarded is given by
ρ =
∑
CxNG∈G/NG
wCxNG
$G/NG
∣∣∣CxNG〉〈CxNG∣∣∣
since the probability of measuring each coset CxNG is proportional to its weight.38 Each coset
state
∣∣∣CxNG〉 is a stabilized by XG(Cy) for any Cy ∈ NG and any ZĜ(Xµ) for any Xµ ∈ N⊥G,
which means that it is a CSS stabilizer state of the form shown in equation (6.27) with s = Cx
37This is a new result. No formula for this probability was given in [125, 126].
38The initial superposition has probability of measuring Cx proportional to wCx , so the probability of measuring
the coset CxNG, which contains all the elements with the same value from the oracle as Cx, is proportional sum
of all of their weights, $CxNG . These sums are proportional to the weights wCxNG , so we get the form in the
equation above after normalizing the probabilities to sum to 1.
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and Xς = X1, the trivial character. Thus, we can read off the Fourier transform of this state
directly from theorem 6.4.
Our application of theorem 6.4 is greatly simplified by the fact that Xς is the trivial character
X1. This means that wXςN⊥G = 1 since the weight of a character is the dimension of the underlying
representation µ.39 This means that the state |ψ〉 for s = Cx and N = NG is proportional to∑
Cy∈CxNG
√
wCy |Cy〉, which is proportional to
∣∣∣CxNG〉, and thus, we have |ψ〉 = ∣∣∣CxNG〉 since
both states are normalized. Thus, theorem 6.4 tells us
FG
∣∣∣CxNG〉 = ∑
Xµ∈N⊥G
√√√√wµwCxNG
$
N
⊥
G
Xµ(Cx)|Xµ〉,
and hence, the Fourier transform of the mixed state of AKR is
FGρF†G =
∑
CxNG∈G/NG
wCxNG
$G/NG
√wCxNG ∑
µ∈N⊥G
√
wµ
$
N
⊥
G
Xµ(Cx)|Xµ〉
×
√wCxNG ∑
ν∈N⊥G
√
wν
$
N
⊥
G
Xν(Cx)〈Xµ|

=
∑
µ,ν∈N⊥G
√
wµwν
 ∑
CxNG∈G/NG
w2
CxNG
$2
G/NG
Xµ(Cx)Xν(Cx)
 |Xµ〉〈Xν |,
where, in the last step, we have used the fact that N⊥G ∼=
(
G/NG
)∗
. Finally, using lemma 6.4,
we conclude that the probability of measuring the outcome Xµ is
Pr(Xµ) = wµ
∑
CxNG∈G/NG
w2
CxNG
$2
G/NG
Xµ(Cx)Xµ(Cx) = wµ
∑
CxN∈G/N
w2CxN
$2
G/N
Xµ(Cx)Xµ(Cx). (6.37)
This formula is the key to our analysis of AKR in this section and the next.
6.7.2.1 Non-convergence of AKR for simple instances
We begin examining these probabilities by looking at an example.
Example 6.1 (AKR Counterexample). The Heisenberg group over Zp (with p prime) is the
set Z3p with multiplication defined by (x, y, z) · (x′, y′, z′) = (x+ x′, y+ y′, z+ z′+ xy′). For a nice
review of its representation theory, see the article of Bacon [269].
The center of this group is the normal subgroup Z(G) = {(0, 0, z) | z ∈ Zp}. Hence, any element
of Z(G) is in a conjugacy class of its own. For any (x, y, z) 6∈ Z(G) (i.e., with (x, y) 6= (0, 0)), it is
easy to check that its conjugacy class is the coset (x, y, z)Z(G). Hence, the weight of the former
classes are 1 and those of the latter are |Z(G)| = p.
Let us consider the case when the hidden subgroup is trivial N = {e}. For any (a, b) 6=
(0, 0) there is a 1-dimensional irrep of the Heisenberg group, which we denote Xa,b given by
39Note that XςN⊥G is an element of Ĝ/N⊥G ∼= N∗G (section 6.2.2), so this is the weight of Xς viewed as a
character of NG, where it remains trivial.
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Xa,b(x, y, z) = ωax+byp , where ωp is a p-th root of unity. We can apply equation (6.37) to compute
the probability of measuring this irrep in AKR. To do this, we first note that this probability
would be the inner product of Xµ with itself except that weights have been squared. Since there
are only two sizes of conjugacy classes, it is not difficult to rewrite this expression in terms of that
inner product as follows.
Pr(Xa,b) =
∑
z
1
p6
|Xa,b(0, 0, z)|2 +
∑
(x,y)6=(0,0)
p2
p6
|Xa,b(x, y, 0)|2
= 1
p6
∑
z
1 + p
2
p6
∑
(x,y)6=(0,0)
1
= 1
p6
p+ p
2
p6
(p2 − 1)
= p
4 − p2 + p
p6
where we have used the fact that |Xa,b(x, y, z)| = 1 for all x, y, z ∈ Zp.
Finally, the probability of measuring any of the 1-dimensional irreps is
∑
(a,b)6=(0,0)
Pr(Xa,b) = (p2 − 1)p
4 − p2 + p
p6
= p
6 − 2p4 + p3 + p2 − p
p6
= 1−O
( 1
p2
)
.
This means that if p is exponentially large, we are unlikely to ever see an irrep other than the Xa,b’s,
and since Z(G) is in the kernel of all such irreps, the intersection of the kernels of polynomially
many irreps will include Z(G) with high probability.
Since the AKR algorithm returns the intersection of the kernels of the sampled irreps as its
guess of the hidden subgroup, this demonstrates that the AKR algorithm will fail to find the
hidden subgroup with high probability for the Heisenberg group with N = {e}. Indeed, this
shows that AKR will fail to distinguish between N = Z(G) and N = {e}, despite the fact that
the former is exponentially larger than the latter.
The probability distribution over irreps established by AKR in this example (and many others)
favors the small dimensional irreps, whereas the distribution established by HRT favors the
large dimensional irreps. In this example, that fact prevents AKR from ever seeing the irreps
needed to uniquely determine N . (Paradoxically, when finding non-normal hidden subgroups,
it is often the small irreps that are most useful and HRT that struggles to find them.40)
6.7.2.2 An application of AKR: a 2nd hypergroup algorithm for the HNSP
While AKR may fail to uniquely determine N from its samples, the following lemma tells us
that it will, with high probability, learn something about N .
Lemma 6.5. If N 6= G, then the intersection K of the kernels of the irreps sampled by AKR is
a strict subgroup of G — i.e., we will have N ≤ K  G — with high probability.
Proof. The intersection of the kernels will be smaller than G provided that at least one of the
samples has a kernel smaller than G. In other words, the intersection will be a strict subgroup
40While the AKR distribution would be better, AKR does not apply to finding non-normal hidden subgroups
since the hypergroup structure is no longer present.
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provided that at least one of the irreps sampled is not the trivial irrep.
We can use eq. (6.37) to calculate the probability of sampling the trivial irrep. Since
X1(Cx) = 1 for any Cx, the probability for the trivial irrep is just ∑CxN∈G/N w2CxN /$2G/N .
If we let G′ denote the group G/N , then we can also write this as ∑Cx′∈G′ w2Cx′/$2G′ . Now, our
job is to determine how close this can be to 1.
Let C1, . . . , Cm be the conjugacy classes of G′, and define si = wCi/$G′ = |Ci|/|G′|. The
si’s satisfy
∑
i si = 1 (since every element of G′ is in some conjugacy class). Since the size of a
conjugacy class divides the size of the group, we also know that si ≤ 1/2 for every i. Forgetting
everything but these constraints, we can upper bound the probability of sampling the trivial
irrep by the solution of the optimization problem
maximize
∑
i
s2i , subject to
∑
i
si = 1, si ≤ 12 for i = 1 . . .m.
The latter problem can be solved by ordinary methods of calculus. In particular, it is easy to
check that the objective is increased if si and sj are replaced by si +  and sj −  provided
that si > sj . (I.e., the derivative in this direction is positive.) Hence, the objective will be
maximized when the two largest si’s have value 1/2 and all other si’s are 0. At that point, the
objective is (1/2)2 + (1/2)2 = 1/2.
This tells us that the probability of sampling the X1 is at most 1/2 on each trial. Hence,
the probability that all the samples are the trivial irrep is exponentially small.
This lemma tells us that AKR will find, with high probability, a strict subgroupK  G such that
N ≤ K. This means that we can reduce the problem of finding N hidden in G to the problem
of finding N hidden in K, which is a strictly smaller group. Provided that we understand the
representation theory of K as well and, in particular, have a QFT for it, then we can recursively
solve this problem. In more detail, we have:
Theorem 6.8 (CC-HSHP is Easy, II). Let G be a group and N a normal subgroup. Suppose
that, for each normal subgroup K satisfying N ≤ K ≤ G, we have a function fK : K → HK
that hides NK .a If we can efficiently compute the QFT for each such K, then there is an efficient
quantum algorithm for the CC-HSHP.
aAlternatively, we may assume that, for any K CG, we have a function fK that hides (N ∩K)K .
As a corollary, we can see that there is an efficient hypergroup-based algorithm for solving
HNSP in the case when the oracle f : G→ H is a group homomorphism.
Corollary 6.3 (HNSP is easy, II). Let G be a group. Suppose that we are given a hiding
function f : G→ H for N CG that is a group homomorphism. If we can efficiently compute the
QFT for any normal subgroup K satisfying N ≤ K ≤ G and compute efficiently with conjugacy
classes for any K and HK , where HK is the image of f |K , then we can efficiently solve this HNSP.
Proof. The restriction of f to K, f |K : K → HK , is itself a group homomorphism, so by the
assumptions of the corollary and theorem 6.2, we can efficiently compute from it a CC-HSHP
oracle fK : K → HK . Hence, the result follows from theorem 6.8 and the results of appendix D.4
on implementing the QFT of a hypergroup with the QFT of the group.
We finish this subsection comparing the quantum and classical requirements of our quantum
algorithms in theorem 6.8, corollary 6.3 to those of HRT’s.
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(i) Post-processing requirements: Similarly to HRT’s, the quantum algorithms in theorem 6.8,
corollary 6.3 are information theoretic and are only fully-efficient if certain subroutines are given
(e.g., as oracles) to carry out classical post-processing tasks. Specifically, the HRT quantum
algorithm (step 6 above), relies on a subroutine to compute kernels of group irreps. In our
case, it is easy to show that the same kernel-intersection subroutine is necessary and sufficient
in order to compute a description of K (resp. K) in every iteration; hence, our algorithms and
HRT’s have identical post-processing requirements41.
(ii) Reduction requirements (only for corollary 6.3) : Our HNSP quantum algorithm in corol-
lary 6.3 requires the ability to efficiently convert an oracle f : G → X for the HNSP into an
oracle f : G → X ′ for the CC-HSHP by some procedure. E.g. we know that such a procedure
exists if f is a group homomorphism and we can compute with conjugacy classes (section 6.3).
It is important to note that any HNSP oracle can always be converted into an HSHP.
Indeed, all one needs to convert f into f is to make f worse by forgetting how to distinguish
two conjugate cosets xN , xaN . Of course, this can be done classically in (at most) exponential
time; an open question (which we leave open to future research) is whether a polynomial-time
reduction between these problems always exists.
(iii) Quantum-circuitry requirements: The quantum steps of our algorithms above rely on
(iii.a) (In both algorithms) our ability to implement QFTs over normal subgroups of G;
(iii.b) (In the CC-HSHP case) our ability to construct the intermediate oracle f for any K.
Requirement (iii.a) is not needed in the original HRT algorithm [223] but appears in our setting
because we use recursion. Requirement (iii.b) may be prohibitive for groups, yet, when fulfilled,
it gives us a general quantum algorithm that works for any group G.
We highlight that Requirements (iii.a-iii.b) are not fundamental. In next section, we give
improved quantum algorithms for specific groups and hypergroups (including nilpotent ones),
exploiting additional algebraic structure to bypass these two assumptions. Yet, our quantum
algorithms in theorem 6.8, corollary 6.1 are conceptually simpler and group-independent at the
cost of having these two extra assumptions.
6.7.3 Efficient quantum algorithm for the nilpotent group HNSP and CC-HSHP
In this section, we present our most sophisticated hypergroup-based quantum algorithms for
the HNSP and the CC-HSHP. Unlike those in previous sections, our new algorithm does not
require any extra assumptions about subgroups (such as hiding functions for them or the ability
to compute efficiently with their conjugacy classes). Remarkably, our algorithm for the HNSP is
fundamentally different from HRT’s, showing that this central problem can be solved efficiently
via a hypergroup approach if the hidden-subgroup oracle is a group homomorphism of a nilpotent
group.
Our approach takes advantage of unique properties of hypergroups. In particular, as we are
looking to reduce our problem on G to a subproblem, we note that, for any normal subgroup
K ≤ G, there are actually two smaller hypergroups associated to it. The first is the hypergroup
K that we get by looking at K as a group separate from G. The second is the subhypergroup
41The proof of our claim is straightforward. Our algorithms compute kernels of measured irreps of G when
restricted to a normal subgroup in every iteration. An algorithm that intersects kernels of irreps can be used
to find ker(ν|K) since the latter equals ker ν ∩ K and K itself can be written as a irrep-kernel intersection by
induction. Conversely, given a list of irreps, one can find the intersection of their kernels by repeatedly computing
the kernel of the next irrep restricted to the intersection of the kernels of those previous.
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KG, where KG contains the conjugacy classes Cx ∈ G such that x ∈ K. Above, when we
recursively solved a problem in K, we were using the hypergroup K. However, as we will see
in this section, it is also possible to solve the subproblem on the subhypergroup KG ≤ G.
The subhypergroup KG has two advantages over K. The first is that a CC-HSHP oracle
for G is also a CC-HSHP oracle for KG: since the conjugacy classes of the two hypergroups
are the same, the condition that the oracle is constant on conjugacy classes of G means that
the same is true for KG. The second advantage of this subhypergroup is given in the following
lemma.
Lemma 6.6 (Subhypergroup QFT). Let K CG. If we can efficiently compute FG, the QFT
over G, then we can also efficiently compute FKG , i.e., the QFT over KG.
Proof. In fact, the QFT for KG is implemented by the same QFT as for G provided that we
choose the appropriate basis for the dual of KG.
To describe this basis, we first note that every character on G is a character on KG simply
by restricting its domain to KG. This map of G → KG is in fact surjective with kernel K⊥G
[252]. This means that the characters of KG are in 1-to-1 correspondence with the cosets of
K
⊥
G in Ĝ (i.e., K
∗
G ' Ĝ/K⊥G), so our basis for characters of KG should be a basis of cosets
of K⊥G in Ĝ. As described in the example of section 6.5.3, the cosets of K
⊥
G are of the form∣∣∣XνK⊥G〉 = ∑Xµ∈XνK⊥G√wµ/$XνK⊥G |Xµ〉. Note that $XµK⊥G = wXµK⊥$K⊥G = $XµK⊥G$(G/K)∗ =
$XµK⊥G
$G/K = $XµK⊥G$G/$KG , using the definitions in section 6.2. This means that we can
write the state instead as
∣∣∣XνK⊥G〉 = ∑
Xµ∈XνK⊥G
√
wµ$KG
wXµK⊥G
$G
|Xµ〉,
which is the definition we will use below.
With that basis chosen, we can now calculate the Fourier transform of a conjugacy class
state |Cx〉 with Cx ∈ KG. The key fact we will use below is that Xµ(Cx) = Xν(Cx) whenever
Xµ ∈ XνK⊥G since they differ only by multiplication with a character that is identity on Cx
(lemma 6.2.(i)). Hence, we can define XνK⊥G(Cx) to be this common value.
FG|Cx〉 =
√
wCx
$G
∑
Xµ∈Ĝ
√
wµXµ(Cx)|Xµ〉
=
√
wCx
$G
∑
XνK⊥G∈Ĝ/K
⊥
G
XνK⊥G(Cx)
∑
µ∈XνK⊥G
√
wµ|Xµ〉
=
√
wCx
$G
∑
XνK⊥G∈Ĝ/K
⊥
G
XνK⊥G(Cx)
√
wXνK⊥G
$G
$KG
∣∣∣XνK⊥G〉
=
√
wCx
$KG
∑
XνK⊥G∈Ĝ/K
⊥
G
√
wXνK⊥G
XνK⊥G(Cx)
∣∣∣XνK⊥G〉
Because K∗G ∼= Ĝ/K⊥G and $KG = $K∗G , this last line is, by definition, the QFT for KG, so we
have seen that the QFT for G implements this QFT as well.
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The lemma shows that the assumption that we have an efficient QFT for the whole hypergroupG
is sufficient to allow us to recurse on a subproblem onKG without having to assume the existence
of another efficient QFT specifically for the subproblem, as occurred in our last algorithm.
Our next task is to analyze the AKR algorithm applied to this hypergroup and, in particular,
determine the probability distribution that we will see on character cosets when we measure.
Recall that the algorithm starts by preparing a weighted superposition over KG (which is a
uniform distribution over K) and invoking the oracle. The result is
ρ =
∑
CxNG∈(NG/KG)
wCxNG
$(KG/KG)
∣∣∣CxNG〉〈CxNG∣∣∣.
As with AKR, we can find the Fourier transform of this state directly from theorem 6.4.
Following the same argument as before, we see that the |ψ〉 from part (b) with Xς = X1,
the trivial character, and s = Cx is precisely the state
∣∣∣CxNG〉. Note that, since we are no
longer working in G but the subhypergroup KG, we do a QFT over KG (lemma 6.6) and the
subhypergroup N⊥ = N⊥G in theorem 6.4 belongs to K∗G.
FKG
∣∣∣CxNG〉 = ∑
Xµ∈N⊥G≤K
∗
G
√
wXµwCxNG
$
N
⊥
G
Xµ(Cx)|Xµ〉,
By a similar calculation to before, we have
FKGρF
†
KG
=
∑
Xµ,Xν∈N⊥G
√
wXµwXν
∑
CxNG∈(KG/NG)
w2
CxNG
$2
N
⊥
G
Xµ(Cx)Xν¯(Cx)|Xµ〉〈Xν |.
Finally, using N⊥G ∼= (KG/NG)∗ ∼= (K/NG/N )∗ (lemma 6.4), we conclude that the probability
of measuring Xµ ∈ N⊥G is
Pr(Xµ) = wXµ
∑
CxNG∈(KG/NG)
w2
CxNG
$2(KG/NG)
Xµ(Cx)Xµ(Cx)
= wXµ
∑
CxN∈(K/NG/N )
w2CxN
$2
K/NG/N
Xµ(CxN )Xµ(CxN ), (6.38)
which is analogous to what we saw in equation (6.37).
With this in hand, we can now prove the following result for p-qroups [176], i.e., groups
whose order is a power of a prime number p.
Lemma 6.7 (HSHP over p-groups). Let G be a p-group (where p is prime). Suppose that
we are given a hiding function f : G→ {0, 1}∗. If we can efficiently compute the QFT for G and
we can efficiently compute the kernels of irreps when restricted to subgroups, then there is an
efficient quantum algorithm for the CC-HSHP.
Proof. We follow a similar approach to before, applying AKR to subhypergroups KG (starting
with K = G) until we measure an irrep ν with kernel smaller than K and then recursing on
JG ≤ KG, where J = ker(ν|K). By assumption, we can compute ker(ν|K) efficiently. If we
fail to find such a ν in polynomially many samples, then we can conclude that K is the hidden
subgroup with high probability.
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By lemma 6.6 and the notes above it, our assumptions imply that we have an oracle and an
efficient QFT for each subproblem. To implement AKR, we also need the ability to prepare a
uniform superposition overK. This was implemented earlier using the inverse Fourier transform.
In this case, that would require us to prepare a complicated coset state in Ĝ. However, we can
instead just prepare the superposition directly by the result of Watrous [270].42
Finally, it remains to prove that we have a good probability (e.g., at least 1/2) of mea-
suring a nontrivial irrep or, equivalently, that the probability of measuring the trivial ir-
rep is not too large (e.g., at most 1/2). As before, this amounts to putting a bound on∑
CxN∈(K/NG/N )(wCxN /$K/NG/N )
2, this time by equation (6.38). By the same argument as
before, this will hold if we can show that wCxNG/$K/N is bounded by a constant less than 1.
Earlier, we showed this by using the fact that the size of a conjugacy class divides the size of
the group. Unfortunately, that does not help us here because we are comparing wCxNG = |CxN |
not to the size of G/N but to the size of the subgroup K/N . These two need not be related by
even a constant factor. In extreme cases, K/N may contain only one group element that is not
in CxN [271].
Instead, we will use properties of p groups. Since G is a p-group, so is K/N , and the size of
K/N must be pk for some k. Since the size of a conjugacy class divides the size of a group (this
time G/N), the size of CxN in K/N must be pj for some j. Now, we must have j ≤ k since
CxN ⊂ K/NG/N . However, we cannot have j = k unless N = K, which we have assumed is
not the case, since K/N must contain at least two classes (one identity and one non-identity).
Hence, we can conclude that wCxN = |CxN | is smaller than $K/NG/N = |K/N | by at least a
factor of p ≥ 2. We conclude as before that the probability of measuring the trivial irrep is at
most 1/2.
Theorem 6.9 (CC-HSHP Is Easy, III). Let G be a nilpotent group. Suppose that we are
given a hiding function f : G→ {0, 1}∗. If we can efficiently compute the QFT for G and we can
efficiently compute the kernels of irreps when restricted to subgroups, then there is an efficient
quantum algorithm for the CC-HSHP.
Proof. A nilpotent group is a direct product of p-groups for different primes [272]. This means
that any subgroup must be a direct product of subgroups, one in each of the p-groups.43 Hence,
it suffices to solve the CC-HSHP in each of these p-groups.
Finally, we can apply this result to the HNSP if we are given an oracle that can be converted
into a CC-HSHP oracle.
Corollary 6.4 (HNSP is easy, III). Let G be a nilpotent group. Suppose that we are given a
hiding function f : G→ H that is a homomorphism. If we can efficiently implement the QFT for
G, compute with conjugacy classes of G and H, and compute kernels of irreps when restricted to
subgroups, then there is an efficient quantum algorithm for the HNSP.
We note that the class of nilpotent groups includes the Heisenberg group, which, as we saw
in Example 6.1, is a case where the original AKR algorithm does not find the hidden normal
subgroup with polynomially many samples. Our last algorithm, however, solves the problem
efficiently in this case.
42This result holds for black-box groups, so we only need to assume that we know the kernel of each irrep not
that we can intersect the kernels of arbitrary irreps.
43This is, for example, an immediate consequence of Goursat’s Lemma [273] (since a quotient of a p-group and
a quotient of a q-group, with q 6= p, can only be isomorphic if they are both trivial groups).
156
Minimal requirements: We highlight that our final quantum algorithms (theorem 6.9, corol-
lary 6.4) work under a minimal amount of assumptions compared to those in last section:
• Our final quantum algorithm for CC-HSHP (theorem 6.9) is provably efficient given (a)
a single circuit to implement the QFT over G, due to lemma 6.6, and (b) an HRT kernel-
intersection subroutine—requirement (i) in last section). In particular, this algorithm does
not need the additional requirements (iii.a-iii.b) of theorem 6.8, hence, runs efficiently
under the same assumptions as HRT’s.
• Our final quantum algorithm for HNSP (corollary 6.4) is provably efficient given require-
ment (ii) (the HNSP oracle is efficiently convertible into an HNSP oracle); and, again,
(a) an single circuit to implement the QFT over G, due to lemma 6.6, and (b) an HRT
kernel-intersection subroutine. Requirements (iii.a-iii.b) are no longer needed.
Conclusion about the HNSP: Altogether, the results in this section show that one can solve
the HNSP by reducing it to CC-HSHP in many settings under reasonable assumptions, the most
significant one being (in the view of the authors) the need to find an oracle conversion protocol
(which we handled restricting to group-homomorphism hiding functions). In such scenarios, we
show that the fact that the HNSP can be solved efficiently depends crucially on the fact that
the hypergroups in the CC-HSHP is abelian. Thus, the results of the last two sections give us
an explanation for why the HNSP is easy (in a wide range of settings) because of the presence
of an abelian algebraic structure, the abelian hypergroup of conjugacy classes.
Remarkably, though both HRT’s quantum algorithm and ours rely on equivalent assump-
tions in the classical post-processing step, the quantum parts of the two algorithms are fun-
damentally different. Hence our algorithm demonstrates a new way in which this important
problem can be solved efficiently by quantum computers.
Finally, we mention that because of the very special mathematical structure that is common
to both the HRT and AKR oracles—see requirement (ii) and section 6.7.2—we are optimistic
about the possibility of extending our results beyond the homomorphism-oracle setting44.
6.7.4 Further results and open problems
We finish this section with some discussion on whether this last result can be extended further.
The most natural next step beyond nilpotent groups would be to show that the algorithm works
for super-solvable groups. We start with a positive example in that direction.
Example 6.2 (Dihedral Groups). As we saw above, the algorithm will work correctly provided
that the probability of measuring the trivial irrep is not too close to 1. By equation (6.38), this
is given by ∑
CxN∈(K/NG/N )(wCxN /$K/NG/N )
2.
Without loss of generality, we may assume N = {e} by instead looking at the group G/N . For
a dihedral group, such a quotient is either dihedral or abelian. Since abelian groups are (trivially)
nilpotent, we know the algorithm works in that case already.
By our earlier arguments, the probability ∑C∈(K)G(wC/$K)2 is bounded by a constant below
one provided that the fractional weights wC/$K are bounded by a constant below one. In other
words, our only worry is that there is a normal subgroup K containing a conjugacy class that is
44In fact, similarly to the abelian HSP setting (cf. chapter 5.3.3, theorem 5.5) it can easily be shown that
hiding-subgroup promise of the HRT oracle f : G → X induces a group structure on X—an isomorphism onto
G/N—such that f : G→ X is a group homomorphism. A potential approach to extend our results would be to
search for a method to exploit this hidden group-homomorphism structure.
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nearly as large as K.
Let us consider the dihedral group of order 2n, generated by a rotation a of order n and a
reflection r of over 2. Most of the normal subgroups are contained in the cyclic subgroup 〈a〉.
These are subgroups of the form 〈ad〉 with d dividing n. Every conjugacy class in this subgroup
contains either 1 or 2 elements (since r−1ajr = a−j and hence r−1a−jr = aj). Since a nontrivial
normal subgroup cannot consist of one conjugacy class, the worst case would be when K has 3
elements and contains a conjugacy class with 2 elements. In that case, the probability of measuring
the trivial irrep could only be as large as 2/3, which still a constant (independent of n) less than
onea.
If n is odd, then any normal subgroup K containing r is the whole group, and the largest
conjugacy class contains every ajr for j ∈ Zn, which is half the elements, so we get a bound of
1/2 in that case. If n is even, then there are two more normal subgroups, one containing a2jr for
each j and one containing a2j+1r, but both also contain all rotations of the form a2j , so at least
half of the elements in these subgroups are contained in 1–2 element conjugacy classes, and once
again we get a bound of 1/2.
All together, this shows that the probability of measuring the trivial irrep is at most 2/3 for
the dihedral groups, so the algorithm will succeed with high probability.
aNote that if wCx/$KG ≤ c, then character orthogonality (6.8) lets us bound the probability of measuring a char-
acter Xµ ∈ T ∗ (6.38) since Pr(Xµ)/wXµ =
∑
Cx∈KG(wCx/$KG)
2|Xµ(Cx)|2 ≤ c(
∑
Cx∈KG wCx/$KG |Xµ(Cx)|
2) =
c/wXµK⊥G
. Specifically, for any invertible character we get Pr(Xµ) ≤ c.
On the other hand, we also have a negative example.
Example 6.3 (Super-solvable group [271]). We will consider the group of simple affine trans-
formations over Zp. These are transformations of the form x 7→ ax + b for some a ∈ Z×p and
b ∈ Zp, which we denote by (a, b). These form a group under composition. In particular, applying
(a, b) and then (c, d) gives acx + bc + d, which shows that (c, d) · (a, b) = (ac, bc + d). A simple
calculation shows the formula for the commutator
[(a, b), (c, d)] = (1, c−1(1− a−1)d− a−1(1− c−1)b).
This implies that the commutator subgroup [G,G] is contained in the set {(1, b) | b ∈ Zp}. On the
other hand, taking a = 1, c = 2−1, and d = 0 in this formula gives the result (1, b), so [G,G] must
contain all the elements of this set. If we mod out [G,G], then we are left with the abelian group
Z×p . We have proven that the group is super-solvable.
On the other hand, for any element (1, d), taking a = 2−1, c = 1 and b = 0 in the formula
above gives the result (1,−d), which is not the identity (1, 0). This means that the group has a
trivial center, and thus, it cannot be nilpotent.
Another simple calculation shows that conjugating (1, b) by (c, 0) gives us (1, c−1b). Hence, the
conjugacy class of (1, b) with b 6= 0 contains every (1, b′) with b′ 6= 0. This is all of the subgroup
[G,G] except for the identity element (1, 0). Hence, once we have K = [G,G], we can see by
equation (6.38) with N = {e} that the algorithm will get the trivial irrep with high probability,
so we can see that the algorithm will fail to find N in this case.
Put together, these results show that our last algorithm works for some non-nilpotent, super-
solvable groups (like the dihedral groups45), but not all super-solvable groups since it fails on
the affine linear group. Determining exactly which super-solvable groups the algorithm does
45It is super-solvable since it is a semi-direct product of abelian groups, and it is easy to check that it is not
nilpotent unless n is a power of 2.
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succeed on is an open problem.
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Appendix A
Supplement to chapter 2
A.1 Supplementary material for section 2.2
Proof of lemma 2.6
First we prove (a). Note that it follows from the assumptions that α(g+h) = A(g+h) = Ag+Ah
(mod H), β(x + y) = B(x + y) = Bx + By (mod J), for every g, h ∈ G, x, y ∈ H. Hence,
β ◦α(g+h) = β(Ag+Ah+ zeroH) = BAg+BAh+ zeroJ (mod J), where zeroX denotes some
string congruent to the neutral element 0 of the group X. As in the last equation zeroJ vanishes
modulo J , BA is a matrix representation of β ◦ α.
We prove (b). From the definitions of character, bullet group and bullet map it follows that
χµ(α(g)) = exp
2pii∑
ij
µ•(i)A(i, j)g(j)
 = exp (2pii(ATµ•) · g) for every g ∈ G. (A.1)
Let f be the function f(g) := exp (2pii(ATµ•) · g). Then it follows from (A.1) that f is
continuous and that f(g + h) = f(g)f(h), since the function χµ ◦ α has these properties. As a
result, f is a continuous character f = χν , where ν ∈ G∗ satisfies ν• = ΥGν = ATµ• (mod G•).
Moreover, since f = χµ ◦ α = χα∗(µ) it follows that α∗(µ) = ν (mod G∗) and, consequently,
α∗(µ) = Υ−1G (A
Tµ•) (mod G∗) = Υ−1G A
TΥHµ (mod G∗). (A.2)
Finally, since χµ(α(g)) = χx(α(g)) for any x ∈ Rn congruent to µ, we get that α∗(µ) =
Υ−1G ATΥHx (mod G∗) for any such x, which proves the second part of the lemma.
Proof of lemma 2.7
We will show that each of the homomorphisms αXY as considered in lemma 2.5 has a matrix
representation, say AXY . Then it will follow from (2.24) in lemma 2.5 that
A :=

AZZ 0 0 0
ARZ ARR 0 0
AFZ 0 AFF 0
ATZ ATR ATF ATT.
 , (A.3)
as in (2.31), is a matrix representation of α.
First, note that if the group Y is finitely generated, then the tuples ei form a generating set
of Y . It is then easy to find a matrix representation AXY of αXY : just choose the jth column
of AXY to be the element α(ej) of X. Expanding g =
∑
i g(i)ei (where the coefficients g(i)
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are integral), it easily follows that AXY satisfies the requirements for being a proper matrix
representation as given in definition 2.2. Thus, all homomorphisms αXY with Y of the types
Za or F have matrix representations; by duality and lemma 2.6(b), all homomorphisms αXY
with X of type Ta or F have matrix representations too.
The only non-trivial αXY left to consider is αRR. Recall that the latter is a continuous map
from Rm to Rn satisfying αRR(x+ y) = αRR(x) + αRR(y) for all x, y ∈ R. We claim that every
such map must be linear, i.e. in addition we have
αRR(rx) = rαRR(x) (A.4)
for all r ∈ R. To see this, first note that dαRR(kx/d) = kαRR(x), where k/d is any fraction (k, d
are integers). Thus (A.4) holds for all rational numbers r = k/d. Using that αRR is continuous
and that the rationals are dense in the reals then implies that (A.4) holds for all r ∈ R. This
shows that αRR is a linear map; the existence of a matrix representation readily follows.
Proof of lemma 2.8
It suffices to show (a), that any matrix representation A of α must be an element of Rep and
fulfill the consistency conditions (2.30); (b), that these consistency conditions imply that A is
of the form (2.31) and fulfills propositions 1-4; and (c), that every such matrix defines a group
homomorphism.
We will first prove (a). Let Hi is of the form Z or Zdi . Then, for every j = 1, . . . ,m,
the definition of matrix representation 2.2 requires that (Aej)(i) = A(i, j) (mod Hi) must be
an element of Hi. This shows that the ith row of A must be integral and, thus, A belongs
to Rep. Moreover, since x := cjej ≡ 0 (mod G) and y := d∗i ei ≡ 0 (mod H∗), (due to the
definition of characteristic) it follows that Ax = 0 (mod H) and Ay = 0 (mod G∗), leading to
the consistency conditions (2.30).
Next, we will now prove (b).
First, the block form (2.31) almost follows from (2.24) in lemma 2.5: we only have to show,
in addition, that the zero matrix is the only valid matrix representation for any trivial group
homomorphism αXY = 0 in (2.24). It is, however, easy to check case-by-case that, if AXY is a
matrix representation of αXY with AXY 6= 0, then αXY cannot be trivial.
Second, we prove propositions 1-4. In proposition 1, AZZ must be integral since AZZej(i) ∈ Z
(where, with abuse of notation, i, j index the rows and columns of AZZ). By duality the same
holds for ATT (it can be shown using lemma 2.6(b)). In proposition 2 the consistency conditions
(including dual ones) are vacuously fulfilled and tell us nothing about ARZ, ARR. In proposition
3, both matrices have to be integral to fulfill that AXY (ei) (mod Y ) is an element of X, which
is of type Za or F ; moreover, for Y = F , the consistency conditions directly impose that the
coefficients must be of the form (2.32), due to basic properties of linear congruences (see e.g.
lemma 11 in [63] for a similar derivation.) Lastly, in proposition 4, all consistency conditions
associated to ATZ and ATR are, again, vacuous and tell us nothing about the matrix; however,
the first consistency condition tells us that ATF has rational coefficients of form αi,j/cj .
Finally we will show (c). First, it is manifest that if A fulfills 1-4 then A ∈ Rep. Second,
to show that A is a matrix representation of a group homomorphism it is enough to prove that
every AXY fulfilling 1-4 is the matrix representation of a group homomorphism from Y to X.
This can be checked straightforwardly for the cases AZZ, ARZ, ARR, AFZ, ATZ, ATR applying
properties 1-4 of A and using that, in all cases, there are no non-zero real vectors congruent to
the zero element of Y . Obviously, for the cases where AXY must be zero the proof is trivial. It
remains to consider the cases AFF , ATF , ATT. In all of this cases, it holds due to properties
1,3,4 that the first consistency condition in (2.30) is fulfilled. We prove the remaining cases in a
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single step, by letting G′ = GF ×GT, H ′ = HF ×HT and A′ =
(
AFF 0
ATF ATT
)
and showing that
A′ : G′ → H ′ is a homomorphism given (2.30). To this end, we let a′i denote the ith column
of A′, m′ be the total number of columns; with this notation, we evaluate the action of A′ on
g, h, g + h ∈ G′ without taking remainders to be
A′g +A′h =
∑
[g(i) + h(i)]a′i, A′(g + h) =
∑
(g + h)(i)a′i. (A.5)
Recalling associativity of H and G, the latter expression shows that A′h defines a function from
G′ to Zm′ , and, thus, A′h (mod H ′) is a function from G′ to H ′. Last, it holds for every i that
g(i)+h(i) = qici+(g+h)(i) for some integers qi , since (by definition of the group G) (g+h)(i)
is the remainder obtained when g(i) + h(i) is divided by ci (qi is the quotient). It follows,
subtracting modularly, that A′(g) +A′(h)−A′(g + h) = ∑i qicia′i = 0 (mod H ′) for every g, h,
using (2.30); it follows that A′ (hence AFF , ATF , ATT) are group homomorphisms.
A.2 Existence of general-solutions of systems of the form (2.43)
In this section we show that general-solutions of systems of linear equations over elementary
abelian groups always exist (given that the systems admit at least one solution).
We start by recalling an important property of elementary abelian groups.
Lemma A.1 (See theorem 21.19 in [189] or section 7.3.3 in [190]). The class of elementary
abelian groupsa is closed with respect to forming closed subgroups, quotients by these, and finite
products.b
aBeware that in [189] the class of elementary groups is referred as “the category CGAL”, which stands for
Compactly Generated Abelian Lie groups.
bIn fact, as mentioned in [189], corollary 21.20 elementary LCA groups constitute the smallest subclass of LCA
containing R and fulfilling all these properties.
In our setting, the kernel of a continuous group homomorphism A : G→ H as in (2.43) is always
closed: this follows from the fact that the singleton {0} ⊂ H is closed (because elementary
abelian groups are Hausdorff [189]), which implies that kerA = A−1({0}) is closed (due to
continuity of A). Hence, it follows from lemma A.1 that kerA is topologically isomorphic to
some elementary abelian group H ′ := Ra×Tb×Zc×ZN1 × . . .×ZNc ; consequently, there exists
a continuous group isomorphism ϕ from H ′ to H.
Next, we write the group H ′ as a quotient group X/K of the group X := Ra+b×Zc+d by the
subgroup K generated by the elements of the form char(Xi)ei. The quotient group X/K is the
image of the quotient map q : X → X/K and the latter is a continuous group homomorphism
[189]. By composing ϕ and q we obtain a continuous group homomorphism E := ϕ ◦ q from
X onto H. The map E together with any particular solution x0 of (2.43) constitutes a general
solution of (2.43), proving the statement.
A.3 Proof of theorem 2.2
In this appendix, we prove theorem giving efficient classical algorithms for tasks (1-4).
A.3.1 Algorithms for tasks (1-2)
We show how to decide the existence of and find general solutions of the system Ax = b
(mod H). Our first step is to show that systems of linear equations over groups (2.43) can be
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reduced to systems of mixed real-integer linear equations (2.47). This is proven next.
Start with two elementary groups of general form G, H. First, notice that we can write G
and H as G = G1 × · · · × Gm, H = H1 × · · · × Hn where each factor Gi, Hj is of the form
Gi = Xi/ciZ, Hj = Yi/diZ with Xi, Yi ∈ {Z,R}; the numbers ci, dj are the characteristics of
the primitive factors. We assume w.l.o.g. that the primitive factors of G, H are ordered such
that both groups are of the form Za × F × Tb: in other words, the finitely generated factors
come first.
We now define a new group X := X1×· · ·×Xm (recall that with the ordering adopted X is
of the form Za×Rb) which will play the role of an enlarged solution space, in the following sense.
Let V be the subgroup of X generated by the elements c1e1, . . . , cmem. Observe that the group
G—the solution space in system (2.43)—is precisely the quotient group X/V, and thus can be
embedded inside the larger group X via the quotient group homomorphism q : X→ G = X/V:
q(x) := (x(1) mod c1, . . . ,x(m) mod cm) = x (mod G); (A.6)
remember also that kerq = V. Now let α : X → H be the group homomorphism defined
as α := A ◦ q. Then it follows from the definition that α(x) = Ax (mod H), and A is a
matrix representation of α. (This is also a consequence of the composition property of matrix
representations (lemma 2.6.(a), since the m×m identity matrix Im is a matrix representation
of q.) We now consider the relaxed1 system of equations
α(x) = b (mod H), where x ∈ X = Za × Rb. (A.7)
Note that the problem of solving (2.43) reduces to solving (A.7), which looks closer to a system
of mixed real-integer linear equations. Indeed, let Xsol denote the set of all solutions of system
(A.7); then2
Gsol = q(Xsol) =⇒ Gsol = q(x0) + q(kerα) = x0 + kerα (mod G), (A.8)
Hence, our original system (2.43) admits solutions iff (A.7) also does, and the former can be
obtained from the latter via the homomorphism q. We further show next that (A.7) is equivalent
to a system of form (2.47). First, note that the matrix A has a block form A =
(
AZ AR
)
where AZ, AR act, respectively, in integer and real variables. Since the constraint (mod H) is
equivalent to the modular constraints mod d1, . . . , mod dn, it follows that x =
(
xZ xR
)
∈ Xsol
if and only if
AZxZ +ARxR +Dy = c, where D = diag(d1, . . . , dn), y ∈ Zn. (A.9)
Clearly, if we rename A′ :=
(
AZ D
)
, x′ :=
(
xZ y
)
, B = AR and y′ := xR, system (A.9) is
a system of mixed-integer linear equations as in (2.47). Also, system (2.47) can be seen as a
system of linear equations over abelian groups: note that in the last step the solution space X
is increased by introducing new extra integer variables y ∈ Zn. If we let G denote the group
X× Zn that describes this new space of solutions, then (A.9) can be rewritten as
Ag :=
(
A D
)
g = c, where g ∈ G (A.10)
and c represents an element of Y.
1Notice that the new system is less constrained, as we look for solutions in a larger space than beforehand.
2It is easy to prove Gsol = q(Xsol) by showing Gsol ⊃ q(Xsol) and the reversed containment for the preimage
q−1(Gsol) ⊂ Xsol; then surjectivity of q implies Gsol = q(q−1(Gsol)) ⊂ q(Xsol).
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Mind that (A.9) (or equivalently (A.10)) admits solutions if and only if both of (A.7) and
(2.43) admit solutions. Indeed, the solutions of (A.9) and (A.7) are—again—related via a sur-
jective group homomorphism pi : X × Zn → X : (x,y) → x. It follows from the derivation of
(A.9) that pi(Gsol) = Xsol and, consequently, q ◦ pi(Gsol) = Gsol; these relationships show that
either all systems admit solutions or none of them do.
In the second step of the proof, we use existing algorithms to find a general solution (g0,P)
of system (A.10) and show how to use this information to compute a general solution of our
original problem (2.43).
First, we recall that algorithms presented in [199] can be used to: (a) check whether a system
of the form (2.47,A.10) admits a solution; (b) find a particular solution g0 (if there is any) and
a matrix P that defines a group endomorphism of G = X × Zn whose image imP is precisely
the kernel3 of A =
(
A D
)
(for details see theorem 1 in [199]).
Assume now that (A.9) admits solutions and that we have already found a general solution
(g0 = (x0,y0),P). We show next how a general solution (x0, P ) of (2.43) can be computed by
making use of the map q ◦ pi. We also discuss the overall worst-case running time we need to
compute (x0, P ), as a function of the sizes of the matrix A and the tuple b given as an input
in our original problem (2.43) (the bit-size or simply size of an array of real numbers—tuple,
vector or matrix—is defined as the minimum number of bits needed to store it with infinite
precision), size(G) and size(H):
• First, note that (g0 = (x0,y0),P) can be computed in polynomial-time in size(A), size(b),
size(G) and size(H), since there is only a polynomial number of additional variables and
constrains in (A.9) and the worst-time scaling of the algorithms in [199] is also poly-
nomial in the mentioned variables. (We discussed the complexity of these methods in
section 2.4.2.)
• Second, a particular solution x0 of (2.43) can be easily computed just by taking x0 :=
q ◦ pi((x0,y0)) = pi(x0) (mod G): this computation is clearly efficient in size(x0) and
size(G).
• Third, note that the composed map P := q ◦ pi ◦ P defines a group homomorphism
P : G → G whose image is precisely the subgroup kerA; a matrix representation of P
(that we denote with the same symbol) can be efficiently computed, since
if P =
(
PXX PXZ
PZX PZZ
)
then P :=
(
PXX PXZ
)
(A.11)
is a matrix representation of q ◦ pi ◦P that we can take without further effort.
The combination of all steps above yields a deterministic polynomial-time algorithm to compute
a general solution (x0, P ; G) of system (2.43), with worst-time scaling as a polynomial in the
variables m, n, ‖A‖b, ‖b‖b, log ci, log dj . This proves theorem 2.2.
A.3.2 Algorithm for problem (3-4)
First, we show that problem 4 can be solved by via the algorithm for problems 1-2-3. First, we
can use algorithms 1-2 to decide if a general solution exists and (in the affirmative case) find
3In fact, the matrix P is also idempotent and defines a projection map on G and kerA is the image of a
projection map: subgroups satisfying this property are called retracts. Though the authors never mention the
fact that P is a projection, this follows immediately from their equations (10a,10b).
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(x0, E) such thatGsol = x0+imE . Moreover, we can run our algorithm 3 to find (a) an elementary
group Q isomorphic to imE , which must necessarily be finite and of form Q = ZD1 × . . .×ZDm ,
so that the total number of solutions is |Gsol| = |imE| = |Q| = D1 . . . Dm, which is efficiently
computable; and (b) a matrix representation of the isomorphism Eiso : Q → imE , the columns
of which form a generating set of imE ; hence, we can simply set the sought elements x1, . . . , xr
to be the columns of Eiso.
The above reduction shows that we can finish our proof if we give an efficient classical
algorithm for problem 4. We address this question next.
Recall that, in problem 4, we are given G = Za×ZN1 × . . .×ZNb , X = Zα+β and (x0, E) as
an input. Our task is to devise an algorithm to compute a primitive-group decomposition of the
quotient Q = X/ ker E and a matrix representation of the isomorphism Eiso : Q→ imE . To this
end, we first apply our algorithm in theorem 2.2 to obtain a (α+ β)× γ matrix representation
A of a group homomorphism4 A : Zγ → X such that imA = ker E (where γ = α+ β +m). We
can represent these maps in a diagram:
Zγ Zα+β imEA E (A.12)
The worst-case time complexity needed to compute A is polynomial in the variables m, α, β,
logNi, ‖E‖b. Next, we compute two integer invertible matrices U , V such that A = USV and S
is in Smith normal form (SNF). This can be done in O
(
poly
(
m,α, β, logNi, ‖E‖b), log 1ε
))
time
with existing algorithms to compute the SNF of an integer matrix (see e.g. [201] for a review).
Each matrix V , S, U is the matrix of representation of some new group homomorphism, as
illustrated in the following diagram.
Zγ Zα+β imE
Zγ Zα+β
A
V
E
S
U (A.13)
Since V , U are invertible integer matrices the maps V : Zα → Zα and U : Zα+β → Zα+β are con-
tinuous group isomorphisms and, hence, have trivial kernels. As a result, imS = imU−1AV −1 =
imU−1A = U−1(imA) = U−1(ker E), which shows that ker E is isomorphic to imS via the iso-
morphism U−1. These facts together with lemma 2.6.(a) show that Eiso := EU is a matrix
representation of a group isomorphism from the group Q := X/imS into imE .
Finally, we show that Q can be written explicitly as a direct product of primitive groups of
type Z and Zd. We make crucial use of the fact that S is Smith normal form, i.e.
S =

s1
s2
. . .
s(α+β)
0
 =

Ia
σ1
. . .
σb
0
0
 , (A.14)
where the coefficients σi are strictly positive. It follows readily that imS = Za×σ1Z×· · ·σbZ×
{0}c, and therefore
Q = Za+b/imS = {0}a × Zσ1 × . . .× Zσb × Zc. (A.15)
4Lemma 2.8 ensures that real factors do not appear in the domain of A because there are no non-trivial
continuous group homomorphisms from products of R into products of Z.
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A.4 Efficiency of Bowman-Burdet’s algorithm
In this appendix we briefly discuss the time performance of Bowman-Burdet’s algorithm [199]
and argue that, using current algorithms to compute certain matrix normal forms (namely,
Smith normal forms) as subroutines), their algorithm can be implemented in worst-time poly-
nomial time.
An instance of the problem Ax + By = C, of the form (2.47), is specified by the rational
matrices A, B and the rational vector C. Let A, B, C have c× a, c× b and c entries. Bowman-
Burdet’s algorithm (explained in [199], section 3) involves different types of steps, of which the
most time consuming are (see equations 8-10 in [199]):
1. the calculation of a constant number of certain types of generalized inverses introduced
by Hurt and Waid [200];
2. a constant number of matrix multiplications.
A Hurt-Waid generalized inverseM# of a rational matrixM can be computed with an algorithm
given in [200], equations 2.3-2.4. The worst-case running time of this procedure is dominated
by the computation of a Smith Normal form S = UMV of M with pre- and post- multipliers
U , V . This subroutine becomes the bottleneck of the entire algorithm, since existing algorithms
for this problem are slightly slower than those for multiplying matrices (cf. [201] for a slightly
outdated review). Furthermore, S, U and V can be computed in polynomial time (we refer the
reader to [201] again).
The analysis above shows that Bowman-Burdet’s algorithm runs in worst-time polynomial
in the variables ‖A‖b, ‖B‖b, ‖C‖b, a, b, c, which is enough for our purposes.
A.5 Proof of lemma 2.14
As a preliminary, recall that group homomorphism form an abelian group with the point-wise
addition operation. Clearly, matrix representations inherit this group operation and form a
group too. This follows from the following formula,
(α+ β)(g) = α(g) + β(g) = Ag +Bg = (A+B)g (mod G), (A.16)
which also states that the sum (A+B) of the matrix representations A, B of two homomorphisms
α, β is a matrix representation of the homomorphism α+β. The group structure of the matrices
is, in turn, inherited by their columns, a fact that will be exploited in the rest of the proof; we
will denote by Xj the abelian group formed by the jth columns of all matrix representations
with addition rule inherited from the matrix addition operation.
A consequence of lemma 2.8 is that the group Xj is always an elementary abelian group,
namely
Gj = Z ⇒ Xj = G = Za × Rb × ZN1 × . . .× ZNc × Td;
Gj = R ⇒ Xj = {0}a × Rb × {0}c × Rd;
Gj = ZNj ⇒ Xj = {0}a × {0}b × (η1,jZ× · · · × ηc,jZ)×
(
1
Nj
Z
)d
;
Gj = T ⇒ Xj = {0}mz × {0}mr × {0}mf × Zmt ; (A.17)
where ηi,j := Ni/ gcd (Ni, Nj).
We will now prove the statement of the lemma.
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First, we reduce the problem of computing a valid matrix representation X of α−1 to that
of solving the equation α ◦ β = id (α) is now the given automorphism) where β stands for any
continuous group homomorphism β : G → G. It is easy to show that this equation admits
β = α−1 as unique solution, since
α ◦ β = id =⇒ β = (α−1 ◦ α) ◦ β = α−1 ◦ (α ◦ β) = α−1. (A.18)
Hence, our task will be to find a matrix X such that g → Xg (mod G) is a continuous group
homomorphism and such that AX is a matrix representation of the identity automorphism.
The latter condition reads AXg = g (mod G) for every g ∈ G and is equivalent to
AX
∑
j
g(j)ej
 = ∑
j
g(j)Axj =
∑
j
g(j)ej (mod G), for every g ∈ G, (A.19)
where xj denotes the jth column of X. Since (A.19) holds, in particular, when all but one
number g(j) are zero, it can be re-expressed as an equivalent system of equations:
g(j)Axj = g(j)ej (mod G), for any g(j) ∈ Gj , for j = 1, . . . ,m. (A.20)
Finally, we will reduce each individual equation in (A.20) to a linear system of equations of the
form (2.43). This will let us apply the algorithm in theorem 2.2 to compute every individual
column xj of X.
We begin by finding some simpler equivalent form for (A.20) for the different types of
primitive factors:
(a) If Gj = Z or Gj = ZNj the coefficient g(j) is integral and can take the value 1. Hence,
equation (A.20) holds iff Axj = ej (mod G).
(b) If Gj = R or Gj = T we show that (A.20) is equivalent to Axj = ej (mod Xj). Clearly,
(A.20) implies g(j)Axj = g(j)ej + zero where zero = 0 (mod G) and where we fix a value
of g(j) ∈ Gj . Since Gj is divisible, g(j)′ = g(j)/d is also an element of Gj for any positive
integer d. For this value we get g(j)d Axj =
g(j)
d ej + zero′. These two equations combined
show that zero = d zero′ must hold for every positive integer d ∈ Z. Since both zero and
zero′ are integral, it follows that the entries of zero are divisible by all positive integers;
this can only happen if zero = 0 and, consequently, (A.20) is equivalent to Axj = ej .
Since both Axj and ej are jth columns of matrix representations, the latter equation can
be written as Axj = ej (mod Xj) with Xj as in (A.17).
Finally, we argue that the final systems (a) Axj = ej (mod G) and (b) Axj = ej (mod Xj) are
linear systems of the form (2.43). First notice that for any two homomorphisms β, β′ with matrix
representations X, Y , it follows from (A.16) and lemma 2.6.(a) that A(X + Y ) = AX +AY is
a matrix representation of the homomorphism α ◦ (β + β′) = α ◦ β + α ◦ β′. Consequently,
A(X + Y )g = (AX +AY )g (mod G), for every g ∈ G. (A.21)
The argument we used to reduce AXg = g (mod G) to the cases (a) and (b) can be applied again
to find a simpler form for (A.21). Applying the same procedure step-by-step (the derivation is
omitted), we obtain that, if Gj = Z or Gj = ZNj , then (A.21) is equivalent to A(xj + yj) =
Axj +Ayj (mod G); if Gj = R and Gj = T, we get A(xj + yj) = Axj +Ayj (mod Xj) instead.
It follows that the map xj → Axj is a group homomorphism from Xj to G in case (a) and from
Xj to Xj in case (b). This shows that systems (a) and (b) are of the form (2.43).
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A.6 Supplementary material for section 2.3
Proof of lemma 2.9
The lemma is a particular case of proposition 1.1 in [274]. We reproduce a shortened proof of
the result in [274] (modified to suit our notation) here.
If β is an continuous homomorphism from G into G∗ then B(g, h) = χβ(g)(h) is continuous,
since composition preserves continuity. Also, it follows using the linearity of this map and of the
character functions that B(g, h) is bilinear, and hence a bicharacter. Conversely, consider an
arbitrary bicharacter B. The condition that B is a character on the second argument says that
for every g the function fg : h→ B(g, h) is a character. Consequently fg(h) = B(g, h) = χµg(h)
for all h ∈ G and some µg ∈ G∗ that is determined by g. We denote by β be the map which sends
g to µg. Using that g → B(g, h) is also a character it follows that χβ(g+g′)(h) = χβ(g)(h)χβ(g′)(h)
for all h ∈ G, so that β : G → G∗ is a group homomorphism. It remains to show that β is
continuous; for this we refer to the proof in [274], where the author analyzes how neighborhoods
are transformed under this map.
Proof of lemma 2.10
We obtain (a) by combining (2.28) with the normal form (2.35): the matrix M is of the form
ΥX where X is a matrix representation of β; (b) follows from this construction. (c) follows
from the normal form in lemma 2.9, property (a) and lemma 2.3.
To prove (d) we bring together (a) and the relationship B(h, g) = B(g, h), and derive
gTMh = gTMTh mod Z, for every g, h ∈ G. (A.22)
Write G = G1×· · ·×Gm with Gi of primitive type. If Gi is either finite or equal to Z or R then
the canonical basis vector ei belongs to G. If Gi = T then tei ∈ G for all t ∈ [0, 1). If neither
Gi nor Gj is equal to T, taking g = ei, h = ej in equation (A.22) yields M(i, j) ≡M(j, i) mod
Z. If Gi and Gj are equal to T, setting g = tei and h = sej yields stM(i, j) ≡ stM(j, i) mod Z
for all s, t ∈ [0, 1), which implies that
st(M(i, j)−M(j, i)) ∈ Z (A.23)
for all s, t ∈ [0, 1). This can only happen if M(i, j) = M(j, i). The other cases are treated
similarly. In conclusion, we find that M is symmetric modulo Z. This proves (d).
Lastly, we prove (e). Note that we have just shown that M(i, j) = M(j, i) if Gi = Gj = T;
the same argument can be repeated (with minor modifications) to show M(i, j) = M(j, i) if
either one of Gi or Gj is of the form R or T. Hence, M(i, j) 6= M(j, i) can only happen
if Gi, Gj are of the form Z or Zd. In this case, we denote by ∆ij the number such that
M(j, i) = M(i, j) + ∆i,j . (d) tells us that ∆ij is an integer. Moreover, by choosing g = g(i)ei,
h = h(j)ej in (A.22) it follows that
M(j, i)g(i)h(j) = M(i, j)g(i)h(j) + ∆i,jg(i)h(j) mod Z, (A.24)
As g(i) and h(j) are integers the factor ∆i,jg(i)h(j) gets canceled modulo Z and produces
no effect. Finally, we define a new symmetric matrix M ′ as M ′(i, j) = M(i, j) if i ≥ j, and
M ′(i, j) = M(j, i) if i < j. It follows from our discussion that gTM ′h = gTMh mod Z for every
g, h ∈ G, so that M ′ manifestly fulfills (a).
It remains to show that M ′ fulfills (b)-(c). Keep in mind that h → Mh (mod G•) defines
a group homomorphism into G•. From our last equations, it follows that either M(i, j)h(j) =
M ′(i, j)h(j) or M(i, j))h(j) = M ′(i, j)h(j) mod Z if both Gi and Gj are discrete groups. From
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the definition of bullet group (2.20), it is now easy to derive that Mh = M ′h (mod G•) for
every h, and to extend this equation to all tuples x congruent to h (this reduces to analyzing
all possible combinations of primitive factors). As a result, M ′ is a matrix representation that
defines the same map as M , which implies (b). The fact that M ′ satisfies (c) follows using the
same argument we used for M .
Proof of lemma 2.11
We prove that the function f(g) := ξ1(g)/ξ2(g) is a character, implying that there exists µ ∈ G∗
such that χµ = f :
f(g + h) := ξ1(g)
ξ2(g)
ξ1(h)
ξ2(h)
B(g, h)
B(g, h) = f(g)f(h). (A.25)
Proof of lemma 2.12
Define the function q : G→ R as
q(g) := gTMg + CTg. (A.26)
We prove that q(g) is a quadratic form modulo 2Z with associated bilinear form bq(g, h) :=
2gTMh; or, in other words, that the following equality holds for every g, h ∈ G:
q(g + h) = q(g) + q(h) + 2gTMh (mod 2Z). (A.27)
Assuming that (A.27) is correct, it follows readily that the function Q(g) = exp (piiq(g)) is
quadratic and also a B-representation, which is what we wanted:
Q(g + h) = Q(g)Q(h) exp (2pii gTMh) (A.28)
We prove (A.27) by direct evaluation of the statement. First we define qM (g) := gTMg and
qC(g) := CTg, so that q(g) = qM (g) + qC(g). We will also (temporarily, i.e. only within the
scope of this proof) use the notation g⊕h to denote the group operation in G and reserve g+h
for the case when we sum over the reals. Also, denoting G = G1 × . . . Gm with Gi primitive,
we define c := (c1, . . . , cm) to be a tuple containing all the characteristics c := char(Gi). With
these conventions we have g ⊕ h = g + h+ λ ◦ c, where λ is a vector of integers and ◦ denotes
the entrywise product: λ ◦ c = (λ1c1, . . . , λmcm). Note that λ ◦ c is the most general form of
any string of real numbers that is congruent to 0 ∈ G (the neutral element of the group). We
then have (using that M = MT ):
qM (g ⊕ h) = qM (g) + qM (h) + 2gTMh
+ 2gTM(λ ◦ c) + 2hTM(λ ◦ c) + (λ ◦ c)TM(λ ◦ c), (A.29)
qC(g ⊕ h) = qC(g) + qC(h) +
∑
i
M(i, i)λ(i)c2i . (A.30)
Consider an x ∈ Rm for which there exists g ∈ G such that x ≡ g mod G. Then xTM(λ ◦ c)
with x ∈ G must be an integer. Indeed, we have
1 = B(g, 0) = exp (2piixTM(λ ◦ c)), (A.31)
where in the second identity we used lemma 2.10 together with the property λ ◦ c ≡ 0 mod G.
This shows that xTM(λ ◦ c) is an integer. It follows that the fourth and fifth terms on the right
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hand side of eq. (A.29) must be equal to an even integer and thus cancel modulo 2Z. Combining
results we end up with the expression
q(g ⊕ h) = q(g) + q(h) + 2gTMh+ ∆ (mod 2Z), (A.32)
where
∆ := (λ ◦ c)TM(λ ◦ c) +
∑
i
M(i, i)λ(i)c2i . (A.33)
We finish our proof by showing that ∆ is an even integer too, which proves (A.27).
First, we note that, due to the symmetry of M , we can expand (λ ◦ c)TM(λ ◦ c) as
(λ ◦ c)TM(λ ◦ c) =
∑
i,j : i<j
2M(i, j)λ(i)λ(j)cicj +
∑
i
M(i, i)λ(i)2c2i . (A.34)
Revisiting (A.31) and choosing x = ei and λ = ej for all different values of i, j, we obtain the
following consistency equation for M
cjM(i, j) = ciM(i, j) = 0 (mod Z) (A.35)
It follows that all terms of the form 2M(i, j)λ(i)λ(j)cicj are even integers. We can thus remove
these terms from (A.34) by taking modulo 2Z, yielding
∆ =
∑
i
M(i, i)λ(i)2c2i +
∑
i
M(i, i)λ(i)c2i (mod 2Z) (A.36)
=
∑
i
M(i, i)c2iλ(i)(λ(i) + 1) = 0 (mod 2Z), (A.37)
where in the last equality we used the fact that λ(i)(λ(i) + 1) is necessarily even.
Proof of lemma 2.13
The fact that ξM,v ◦α is quadratic follows immediately from the fact that ξM,v is quadratic and
that α is a homomorphism. Composed continuous functions lead to continuous functions. As a
result, theorem 2.1 applies and we know ξM ′,v′ = ξM,v ◦ α for some choice of M ′, v′.
Let BM (g, h) = exp (2piigTMh) be the bicharacter associated with ξM,v. One can show by
direct evaluation (and using lemma 2.6(a) and lemma 2.10) that BM ′ with M ′ := ATMA is the
bicharacter associated to ξM,v ◦ α. Let QM ′(g) := exp(pii (gTM ′g + CTM ′g)), be the quadratic
function in lemma 2.11. By construction, both ξM,v ◦α and QM ′ are BM ′-representations of the
bicharacter BM ′ . As a result, lemma 2.11 tells us that the function f(g) := ξM,v ◦α(g)/QM ′(g)
is a character of G, so that there exists v′ ∈ G∗ such that χv′(g) = f(g). We can compute v′ by
direct evaluation of this expression:
χv′(g) = exp (pii (ATCM − CATMA) g) exp (2pii (ATv) · g) . (A.38)
It can be checked that the function exp (2pii (ATv) g) is a character, using that it is the com-
position of a character exp(2pivTg) (theorem 2.1) and a continuous group homomorphism α.
Since χv′ is also a character, the function exp (pii (ATCM − CATMA) g) is a character too (as
characters are a group under multiplication), and it follows that vA,M = (ATCM − CATMA)/2
is congruent to some element of G• 5; we obtain that v′ = ATv + vA,M is an element of G•.
Finally, we obtain that ξM ′,v′ is a normal form of ξM,v ◦ α, using the relationship ξM,v ◦ α(g) =
QM ′(g)f(g) = QM ′(g)χv′(g) = ξM ′,v′(g).
5This statement can also be proven (more laboriously) by explicit evaluation, using arguments similar to those
in the proof of lemma 2.12.
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Appendix B
Supplement to chapter 3
B.1 Proof of lemma 3.2
In the following, we define AH , AK to be integer matrices whose columns are the elements
of the sets {h1, . . . , hr} and {k1, . . . , ks}; the latter generate respectively H and K. Also, we
denote by d the least common multiplier of d1, . . . , dm. One can use lemma 2.8 to check that
the matrices AH , AK and [AH |AK ] define group homomorphisms from Ztd to G, if the value of
t is respectively chosen to be r, s and r + s.
We will show how to turn the problems (a-c) into system of the form Ax = b (mod G) such
that G equals the original group G; Gsol is chosen to be Ztd, for some t; and A is an integer
matrix that defines a group homomorphism from G to Gsol:
(a) b belongs to H if and only if b can be obtained as a linear combination of elements of
H, i.e., if and only if AHx = b (mod G) has at least one solution x ∈ Zrd. Moreover, if one finds
a particular solution w, this element fulfills b = AHw =
∑
w(i)hi (mod G).
(b) The order of H is the number of distinct linear combinations of columns of AH , which
coincides with the order of the image of the group homomorphism AH : Zrd → G. With this
knowledge, it suffices to count the number of solutions of AHx = 0 (mod G), which equals
| kerAH |. Then, one can compute |H| = |imAH | = dr/| kerAH |, where the latter identity comes
from the first isomorphism theorem (imAH ∼= Zrd/ kerAH).
(c) g belongs to H ∩ K iff it can be simultaneously written as h = ∑x(i)hi = ∑ y(i)ki
for some (x, y) ∈ Zrd × Zsd; or, equivalently, iff there exist an element (x, y) of the kernel of
[AH |AK ] : Zrd × Zsd → G such that h = AHx = −AKy (mod G). Thus, given a generating-set
{(xi, yi)} of ker [AH |AK ], the elements gi := AHxi (mod G) generate H ∩K, and, owing to, the
problem reduces to finding solutions of [AH |AK ]
(x
y
)
= 0 (mod G).
(d-e) Note that problem (d) reduces to (e) by setting all ai to be 0—this yields the system
(2.17), whose solutions are the elements of the annihilator subgroup. Therefore, it will be
enough to prove the (e)th case. Moreover, since the equations χhi(g) = γai can be fulfilled for
some g ∈ G only if all γai are |G|th-roots of the unit, this systems can only have solutions if
all ai are even numbers. As we can determine it efficiently whether these numbers are even, we
assume from now on that it is the case.
Now define a tuple of integers b coefficient-wise as b(i) := ai/2; use the later to re-write γai =
exp (2pii b(i)/|G|). Also, denote byH the group generated by the elements hi. By letting |G|mul-
tiply numerators and denominators of all fractions in (1.6), the system of complex exponentials
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χhi(g) = γai can be turned into an equivalent system of congruences
∑
j(|G|/dj)hi(j)g(j) = b(i)
mod |G|. Finally, by defining a matrix Ω with coefficients Ω(i, j) := (|G|/dj)hi(j) the system
can be written as
Ωg = b (mod G), (B.1)
where b belongs to G = Zr|G|, being r the number of generators hi, and we look for solutions
inside Gsol = G. Moreover, the coefficients of Ω fulfill djΩ(i, j) = 0 mod |G|; hence, condition
(2.30) is met and Ω defines a homomorphism.
(h) Note that the group homomorphism ω(g) := Ω(g) (mod Zr|G|) fulfills kerω = H⊥.
Therefore, if we substitute H with H ′ := H⊥ in the procedure above, given s = polylog |G|
generators of H ′, we would obtain an s × m integer matrix Ω′ that defines a second group
homomorphism $ : G→ Zs|G| such that
$(g) = Ω′(g) (mod G) and ker$ = H ′⊥ = H. (B.2)
As a result, our classical algorithm for problem (d) can be efficiently adapted to solve (h).
(Remarks:) Finally, note that Ω can be computed in O(polylog |G|) using standard al-
gorithms to multiply and divide integers (chapter 2.4). It is now routine to check, using the
concepts developed thus far, that both log |Gsol| and log |G| are O(polylog |G|); as a result,
the input-size of the new problem, as well as the memory needed to store Ω and b, are all
O(polylog |G|).
Finally, notice that r, s and r + s are O(polylog |G|) due to the initial assumption that
the generating-sets are poly-size, and that d is O(d1d2 · · · dm) = O(|G|); as a consequence,
log |Gsol|, log |G| are also O(polylog |G|); and, thus, we need O(polylog |G|) memory to store
the matrix A. It follows that the input-size of the new problem is O(polylog |G|) and, therefore,
we have reduced all problems (a-c) to systems of linear equations over finite abelian groups in
polynomial time.
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Appendix C
Supplement to chapter 5
C.1 Proof of theorem 5.4
To prove the result we can assume that we know a group isomorphism ϕ : B → G that
decomposes the black-box group as a product of cyclic factors G = ZN1 × . . . × ZNd . Let
Uϕ : HB → HG be the unitary that implements the isomorphism Uϕ|b〉 = |ϕ(b)〉 for any b ∈ B.
It is easy to check that C is a normalizer circuit over ZM ×G if and only if (I⊗Uϕ)C(I⊗Uϕ)† is
a normalizer circuit over ZM ×B: automorphism (resp. quadratic phase) gates get mapped to
automorphism (resp. quadratic phase) gates and vice-versa; isomorphic groups have isomorphic
character groups [188], and therefore Fourier transforms get mapped to Fourier transforms.
As a result, it is enough to prove the result in the basis labeled by elements of ZM ×G. The
advantage now is that we can use results from chapter 3, [134]. In fact, the rest of the proof
will be similar to the proof of theorem 2 in [134].
The action of Ume in the group-element basis reads Ume|m, g〉 = |m,mα+ g〉, in additive
notation. Define a function F (m, g) = (m,mα + g). We now assume that the order M of 1 as
an element of ZM is not divisible by |a| and that there exists a normalizer circuit C such that
‖C − Ume‖ < δ with δ = 1 − 1/
√
2 and try to arrive to a contradiction. This property implies
that ‖C|m, g〉 − Ume|m, g〉‖ < δ for any standard basis state, and consequently
|〈F (m, g)|C|m, g〉| > 1− δ = 1√2 (C.1)
We now from, e.g., theorem 3.4 that C|m, g〉 is a uniform superposition over some subset x+K
of ZM ×G, being K a subgroup. If K has more than two elements, then C|m, g〉 is a uniform su-
perposition over more than two computational basis states. It follows that 〈m′, g′|C|m, g〉 ≤ 1√2
for any basis state |m′, g′〉 in contradiction with (C.1), so that we can assume K = {0} and that
C|m, g〉 is a standard basis state. Then (C.1) implies that |F (m, g)〉 and C|m, g〉must coincide for
every (m, g) ∈ ZM×G, so that C must perfectly realize the transformation |(m, g)〉 → |F (m, g)〉;
however, the only classical functions that can be implemented by normalizer circuits of this
form are affine maps [134], meaning that F (m, g) = f(m, g) + b for some group automorphism
f : ZM ×G→ ZM ×G and some b ∈ ZM ×G.
Finally, we arrive to a contradiction showing that if F (m, g) is affine then M need to be a
multiple of |a|. First, by evaluating F (m, g) = f(m, g) + b = (m,mα + g) at (0, 0),(1, 0) and
elements of the form (0, g), we check that b = 0, so that F (m, g) must be an automorphism.
Because of M is the order of (1, 0) in ZM ×G, it follows that (0, 0) = F ((0, 0)) = F (M(1, 0)) =
MF ((1, 0)) = M(1, α) modulo ZM ×G, which holds only if M is a multiple of the order of α.
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C.2 Quantum algorithm for discrete logarithms over elliptic curves
In this appendix, we show that a quantum algorithm given by Proos and Zalka [94] to compute
discrete logarithms over elliptic curves can be implemented with black-box normalizer circuits.
This generalizes our result from section 5.3.1, where we saw that black-box normalizer circuits
can compute discrete logarithm in Z×p and break the Diffie-Hellman key exchange protocol:
specifically, we showed that Shor’s algorithm for this problem decomposes naturally in terms
of normalizer gates over Z2p−1 × Z×p , where Z×p is treated as a black-box group. Unlike the
previous setting, our implementation of Proos and Zalka algorithm requires either normalizer
gates over an infinite group Z2×E (similarly to Shor’s factoring algorithm, section 5.3.2) or an
order-finding oracle.
Basic notions
To begin with, we review some rudiments of the theory of elliptic curves. For simplicity, our
survey focuses only on the particular types of elliptic curves that were studied in [94], over fields
with characteristic different than 2 and 3. Our discussion applies equally to the (more general)
cases considered in [95, 96], although the definition of the elliptic curve group operation becomes
more cumbersome in such settings1. For more details on the subject, in general, we refer the
reader to [7, 275].
Let p > 3 be prime and let K be the field defined by endowing the set Zp with the addition
and multiplication operations modulo p. An elliptic curve E over the field K s a finite abelian
group formed by the solutions (x, y) ∈ K ×K to an equation
C : y2 = x3 + αx+ β (C.2)
together with a special element O called the “point at infinity”; the coefficients α, β in this
equation live in the field K. The discriminant ∆ := −16(4α3 + 27β2) is assumed to be nonzero,
ensuring that the curve is non-singular. The elements of E are endowed with a commutative
group operation. If P ∈ E then P +O = O+P = P . The inverse element −P of P is obtained
by the reflection of P about the x axis. Given two elements P = (xP , yP ) and Q = (xQ, yQ) ∈ E,
the element P +Q is defined via the following rule:
P +Q =
{
O if P = (xP , yP ) = (xQ,−yQ) = −Q,
−R otherwise (read below). (C.3)
In the case P 6= Q, the point R is computed as follows:
xR = λ2 − xP − xQ
yR = yP − λ(xP − xR)
λ :=

yQ−yP
xQ−xP if P 6= Q
3x2P+α
2yP if P = Q and yP 6= 0
R can also be defined, geometrically, to be the “intersection between the elliptic curve and the
line through P and Q” (with a minus sign) [7].
It is not hard to check form the definitions above that the elliptic-curve group E is finite and
abelian; from a computational point of view, the elements of E can be stored with n ∈ O(log |K|)
bits and the group operation can be computed in O(polyn) time. Therefore, the group E can
be treated as a black box group.
Finally, the discrete logarithm problem (DLP) over an elliptic curve is defined in a way
analogous to the Z×p case, although now we use additive notation: given a, b ∈ E such that
1Correspondingly, the complexity of performing group multiplications in [95, 96] is greater.
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xa = b for some integer x; our task is to find the least nonnegative integer s with that property.
The elliptic-curve DLP is believed to be intractable for classical computers and can be used to
define cryptosystems analog to Diffe-Hellman’s [7].
Finding discrete logarithms over elliptic curves with normalizer circuits
In this section we review Proos-Zalka’s quantum approach to solve the DLP problem over an
elliptic curve [94]; their quantum algorithm is, essentially, a modification of Shor’s algorithm to
solve the DLP over Z×p , which we covered in detail in section 5.3.1.
Our main contribution in this appendix is a proof that Proos-Zalka’s algorithm can be
implemented with normalizer circuits over the group Z×Z×E. The proof reduces to combining
ideas from sections 5.3.1 and 5.3.2 and will be sketched in less detail.
Algorithm C.1 (Proos-Zalka’s [94]).
Input. An elliptic curve with associated group E (the group operation is defined as per (C.3)),
and two points a, b ∈ E. It is promised that sa = b for some nonnegative integer s.
Output. Find the least nonnegative integer s such that sa = b.
1. We use a register HE , where E is the group associated with the elliptic curve (C.2), and
two ancillary registers H of dimension N = 2n, associated with the group A = ZN × ZN .
The computation begins in the state |0, 0, O〉, where (0, 0) ∈ A and O ∈ E.
2. Fourier transforms are applied to the ancillas to create the superposition ∑(x,y)∈A |x, y,O〉.
3. The following transformation is applied unitarily:∑
(x,y)∈A
|x, y,O〉 c -U−−−−−−→
∑
(x,y)∈A
|x, y, xa+ yb〉. (C.4)
4. Fourier transforms are applied again over the ancillas and then measured, obtaining an
outcome of the form (x′, y′). These outcomes contain enough information to extract the
number s, with similar post-processing techniques to those used in Shor’s DLP algorithm.
Algorithm C.1 is not a normalizer circuit over ZN × ZN × E. Similarly to the factoring case,
the algorithm would become a normalizer circuit if the classical transformation in step 3 was an
automorphism gate; however, for this to occur, N needs to be a common multiple of the orders
of a and b (the validity of these claims follows with similar arguments to those in section 5.3.2).
In view of our results in sections 5.3.1 and 5.3.2, one can easily come up with two approaches
to implement algorithm 5.1 using normalizer gates.
(a) The first approach would be to use our normalizer version of Shor’s algorithm (theorem
5.2) to find the orders of the elements a and b: normalizer gates over Z × E would be
used in this step. Then, the number N in algorithm C.1 can be set so that all the gates
involved become normalizer gates over ZN × ZN × E.
(b) Alternatively, one can choose not to compute the orders by making the ancillas infinite
dimensional, just as we did in algorithm 5.2. The algorithm becomes a normalizer circuit
over Z × Z × E: as in algorithm 5.2, the ancillas are initialized to the zero Fourier basis
state, and the discrete Fourier transforms are replaced by QFTs over T (in step 2) and Z
(in step 4). A finite precision version of the algorithm can be obtained in the same fashion
as we derived algorithm 5.2. Proos-Zalka’s original algorithm could, again, be interpreted
as a discretization of the resulting normalizer circuit.
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C.3 Proof of theorem 5.6
In this section we will prove theorem 5.6. The proof uses results of Section 5.3.4; the reader
may wish to review that section before proceeding with this proof.
A key ingredient of our proof will be the main simulation result of chapter 4 (theorem
4.1). We recall that this theorem can be applied given the following conditions: (i) G is given
in an explicitly decomposed form; (ii) any group automorphism gate is specified as a rational
matrix A, as in the normal form of theorem 2.8; (iii) any quadratic phase gate is specified as
(M, v), where rationalM is a matrix and v is a rational vector, as in the normal form of theorem
2.1; (iv) (partial) quantum Fourier transforms are specified by the elementary subgroups it acts
on. Note that, in the black-box normalizer-circuit setting, only condition (iv) is granted by
assumption.
Hence, given a black-box normalizer circuit acting on a black-box group G = Za × Tb ×
ZN1 × . . .×ZNc ×B, there are two things we need to do to “de-black-box" it, so that the circuit
can be classically simulated via theorem 4.1:
1. Decompose the black-box portion of G, B: i.e., find ZB := ZNc+1×· · ·×ZNc+d , isomorphic
to B, and matrix representations of the isomorphisms ϕ,ϕ−1 that relate these groups.
2. Calculate normal forms for each of the normalizer gates in the computation.
Since we are given access to an oracle for Group Decomposition, we do not to show step 1. In
the rest of the paper we show how to tackle task 2.
C.3.1 Switching from black-box encoding to decomposed group encoding.
Throughout the rest of the appendix, we fix G = G1 × · · · ×Gm be the decomposed group
G = Za × Tb × ZN1 × . . .× ZNc × ZNc+1 × · · · × ZNc+d
where Gi corresponds to the ith primitive factor in the above equation, m := a+ b+ c+ d and
ZB := ZNc+1 × · · · ×ZNc+d is the group given in step 1. above. We recall now that our classical
algorithms to decompose our black box group B output a set of linearly independent generators
b1, · · · , bk′ of B such that B = 〈β1〉 ⊕ · · · ⊕ 〈β`〉, as well as the order N ′i = Nc+i of βi.
In our proof below, we will need to be able to convert elements back and forth from the
original black-box encoding and this decomposed group encoding. To change between encodings,
we need show how to perform the following tasks:
(a) Our first task is to map an element from the decomposed group ZB to the black box group
B. In other words, we need to be able to compute the following group homomorphism ϕ:
ϕ : ZB → B, ϕ(g) = bg(1)1 · · · bg(d)d , for any g ∈ ZB.
(b) Our second task is to convert elements from the original black-box group encoding to the
new encoding defined by ZB. In other words, given an arbitrary b ∈ B, we need to be
able to compute ϕ−1(b).
Note that it is always possible to compute ϕ(g) = bg(1)1 · · · bg(d)d for any g ∈ ZB, since this can
be done using a polynomial number of queries to the black-box group oracle (using repeated
squaring if necessary for the exponentiation). Task (a) is therefore immediate.
As for Task (b), we note that computing ϕ−1(b) for an element b ∈ B is equivalent to
finding a list of integers (g(1), · · · , g(d)) such that bg(1)1 · · · bg(d)d = b. This is a special case of
the multivariate discrete logarithm problem, defined in lemma 5.2; from lemma 5.2 we see that
Task (b) can be solved efficiently with a polynomial number of calls to the Group Decomposition
oracle.
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C.3.2 Step (i): Group automorphism gates
Recall that, by assumption, we have access to a group automorphism oracle α : G→ G which,
by the change of encoding of section C.3.1, can be efficiently turned into a classical rational
automorphism f : G → G. Furthermore, f can be efficiently evaluated by using the oracle α
and switching the input and output of α from the black-box encoding (where the group action
is implemented as a black-box circuit) to the decomposed group encoding (where elements of
the group are given as a list of numbers, and the group action is simply addition of vectors),
and vice versa (see previous subsection for details).
Our next step is to find a matrix representation A for f . We will assume (for the efficiency
of this algorithm) that the size and precision of the coefficients are upper bounded by a known
parameter D, i.e. each element ofM can be written as Ai,j = αi,j/βi,j for integers αi,j , βi,j with
absolute value no more than D.2
We now show how to obtain the matrix representation A from by evaluating f : Qa+b+c+d →
Qa+b+c+d (which we view as a function sending rational inputs to rational outputs). Because
this function is a group automorphism we know that it further fulfills
f(x) ≡ f(x′) mod G if x ≡ x′ mod G, (C.5)
where two vectors are equal modulo G if each pair of corresponding entries are equal modulo
char(Gi). Recalling that any matrix representation A for f has a specific block-structure of
characterized by lemma 2.8(2.31), we show how find a matrix representation A for f coefficient-
by-coefficient.
Let ci = char(Gi) be the characteristic of the ith primitive-group factor Gi of G as in lemma
2.8. Then, for most entries of A this is trivial: note that we have
Ai,j ≡ f(ej)i mod ci. (C.6)
Hence by evaluating f on the unit vectors ei, we can determine Ai,j modulo ci. Thus we can
evaluate ATF exactly, the coefficients of the i-th rows of AFZ and AFF modulo ZNi , and the
coefficients of ATZ and ATF modulo 1. This is sufficient for the cases listed above; the only case
we still need to treat is ATT, whose entries are arbitrary integers (and ci = char(T) = 1 in this
case). We can instead evaluate f(ej/∆) for some large integer ∆:
Ai,j/∆ ≡ f(ej/∆)i mod ci (C.7)
which allows us to determine Ai,j modulo ∆ci for our choice of α. Choosing ∆ > 2D then
allows us to determine Ai,j exactly for the case of ATT.
C.3.3 Step (ii): quadratic phase gates
Next, we consider a quadratic phase gate ξ, implemented as a classical circuit family q : G→ Q
such that
ξ(g) = e2piiq(g) ∀g ∈ G. (C.8)
For simplicity, we assume that we have changed from the original encoding G to G using the
same technique as in previous section and treat the elements of G as a vector in Qa+b+c+d. Our
next goal is to write the quadratic function ξ(g) in the normal form given by theorem 2.1, i.e.
find M,v as in theorem such that
ξ(g) = epii (gTMg + CTg + 2vTg). (C.9)
2Note that D can be inferred from the precision bound nout (s. 5.2.2) of an automorphism gate: because the
output of α can only be nout bits larger than its input, it follows that the size of the denominator/numerator of
every matrix element increases at most by D = 2nout . A similar argument will hold for quadratic phase gates.
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Here, q, M , C, and v, are rational by the assumptions and we do not need to find C, which
is determined by M . Furthermore, due to theorem 2.1, lemmas 2.10-2.8, M , v have some
additional structural features, namely: v is an element of the bullet group G•; M is the matrix
representation of a group homomorphism from G to G•; and, up to a permutation, M has the
following upper triangular structure
M :=
MTZ MTF MTTMF •Z MF •F 0
MZZ 0 0
 (C.10)
where (i)MZZ andMTT are arbitrary integer matrices; (ii)MF •Z andMTF have rational entries,
the former with the formM(i, j) = αi,j/Ni and the latter with the formM(i, j) = αi,j/Nj , where
αi,j are arbitrary integers, and Ni is the order of the i-th cyclic subgroup ZNi ; (iii) MF •F is
a rational matrix with coefficients of the form M(i, j) = αi,jgcd (Ni,Nj) where αi,j are arbitrary
integers, and Ni is the order of the i-th cyclic subgroup ZNi ; (iv) MTZ is an arbitrary real
matrix. The entries of MF •Z, MTF , MF •F , and MTZ can be assumed to lie in the interval [0, 1).
Moreover,M can be assumed to be symmetric, i.e. MTZZ = MTT,MTF •Z = MTF ,MTF •F = MF •F ,
and MTTZ = MTZ.
We now show how to computeM and v, To this end, we assume, as before, that the size and
precision of the coefficients are upper bounded by some known constant D, i.e. each element of
M can be written as Mi,j = αi,j/βi,j for integers αi,j , βi,j with absolute value no more than D.
To do this, let us first determine the entries ofM . This can be done in the following manner:
it should be straightforward to verify that
ξ(x+ y) = ξ(x)ξ(y)e2piixTMy (C.11)
for any x, y ∈ G, and therefore
xTMy ≡ q(x+ y)− q(x)− q(y) mod Z. (C.12)
We can use this method to determine nearly all the entries of M exactly, by taking x and y to
be unit vectors ei and ej ; this would determine Mij up to an integer, i.e.
Mi,j = eTiMej ≡ q(ei + ej)− q(ei)− q(ej) mod Z. (C.13)
This determines all entries of M except for those in MZZ and MTT (the other entries can
be assumed to lie in [0, 1)). To deal with MZZ we take x = ∆−1ei, and y = ej , such that
the coefficient M(i, j) is in the submatrix MZZ and 1/∆ is an element of the circle group with
∆ > 2D, where D is the precision bound. We obtain an analogous equation(
eTi
∆Mej
)
≡ Mi,j∆ ≡ q(∆
−1ei + ej)− q(∆−1ei)− q(ej) mod Z, (C.14)
which allows us to determine Mi,j : since the number Mi,j/∆ is smaller than 1/2 in absolute
value, the coefficient is not truncated modulo 1. One can apply the same argument to obtain
the coefficients of MTT, choosing x = ei, and y = ∆−1ej .
Once we determine all the entries of M in this manner, we get immediately the vector C as
well (since C(i) = ciM(i, i)) (theorem 2.1). It is then straightforward to calculate the vector
v. Thus we can efficiently find the normal form of ξ(g) through polynomially many uses of the
classical function q.
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C.4 Extending theorem 5.6 to the abelian HSP setting
In this appendix, we briefly discuss that theorem 5.6 (and some of the results that follow from
this theorem) can be re-proven in the general hidden subgroup problem oracular setting that
we studied in section 5.3.3. This fact supports our view (discussed in the main text) that the
oracle models in the HSP and in the black-box setting are very close to each other.
Recall that the main result in this section (theorem 5.5) states that the quantum algorithm
abelian HSP is a normalizer circuits over a group of the form Zd1 × . . .× Zdm ×O, where O is
a group associated with the abelian HSP oracle f via the formula (5.19). The group O is not
a black-box group, because no oracle to multiply in O was provided. However, we discussed at
the end of section 5.3.3 that one can use the hidden subgroup problem oracle to perform certain
multiplications implicitly.
We show next that theorem 5.6 can be re-casted in the HSP setting as “the ability to
decompose the oracular group O renders normalizer circuits over Zd1 × . . .×Zdm ×O efficiently
classically simulable”. To see this, assume a group decomposition table (α, β,A,B, c) is given.
Then we know O ∼= Zc1 × · · · × Zcm . Let us now view the function α(g) = (g, f(g)) used in the
HSP quantum algorithm as a group automorphism of G×Zc1 ×· · ·×Zcm , where we decompose
O. Then, it is easy to check that
(
1 0
B 1
)
is a matrix representation of this map. It follows
that the group decomposition table can be used to “de-black-box” the HSP oracle, and this fact
allows us to adapt the proof of theorem 5.6 step-by-step to this case.
We point out further that the extended Cheung-Mosca algorithm can be adapted to the HSP
setting, showing that normalizer circuits over G×O can be used to decompose O. This follows
from the fact that the function f that we need to query to decompose B using the extended
Cheung-Mosca algorithm (algorithm 5.5) has precisely the same form as the HSP oracle. Using
the HSP oracle as a subroutine in algorithm 5.5 (which we can query by promise), the algorithm
computes a group decomposition tuple for O.
Finally, we can combine these last observations with theorem 5.9 and conclude that the
problem of decomposing groups of the form O is classically polynomial-time equivalent to the
abelian hidden subgroup problem. The proof is analogous to that of theorem 5.9.
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Appendix D
Supplement to chapter 6
D.1 Proof of theorem 6.3, part II
In this appendix, we derive equations (6.23-6.26) finishing the proof of theorem 6.3. We treat
the different types of normalizer gates separately below.
1. Automorphism Gates. It follows from the definition in section 6.2 that any hypergroup
automorphism α fulfills nα(c)α(a),α(b) = n
c
a,b and wα(a) = wa for all a, b, c ∈ T . Combining
these properties with (6.18) we derive (6.24).
2. Quadratic phase gates. The RHS of (6.25) follows because Dξ is diagonal, hence,
commutes with ZT (Xµ).
The LHS can be derived by explicitly evaluating the action of DξXT (a)D†ξ on basis states
in BT = {|b〉, b ∈ T } using that, for any c, c′ ∈ ab and any quadratic function ξ with
associated bicharacter B, the following identities holds:
(i) ξ(c) = ξ(c′) = ξ(ab), (ii) ξ(c) = ξ(a)ξ(b)B(a, b), (iii) B(a, b) = Xβ(a)(b)
for some homomorphism β from T onto T ∗inv. Above, (i) follows from the triangle inequality
and given properties, namely, ξ(ab) = ∑c∈ab ncabξ(c), |ξ(c)| = 1, and∑c ncab=1; (ii) follows
from (i) and the definition of quadratic function; and last, the normal form for bicharacters
(iii) can be obtained by extrapolating the group-setting argument given in [134], lemma
5.
3. Quantum Fourier transforms. We derive (6.26) by explicitly computing the action of
Pauli operators on the states F†T |Xµ〉 (which form a basis) using (6.10):
XT (a)F†T |Xµ〉 =
∑
b∈T
√
wbwXµ
$T Xµ(b)XT (a)|b〉 (D.1)
(6.18)=
∑
b∈T
√
wbwXµ
$T Xµ(b)
(∑
c
√
wb
wc
nca,b|c〉
)
(6.2)=
∑
c∈T
√
wcwXµ
$T
(∑
b
nba,cXµ(b)
)
|c〉 =
∑
c∈T
√
wcwXµ
$T Xµ(a)Xµ(c)|c〉
= Xµ(a)F†T |Xµ〉 = F†T ZT ∗(a)|Xµ〉 (D.2)
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ZT (Xµ)F†T |Xν〉
(6.18)=
∑
b∈T
√
wbwXν
$T
Xµ(b)Xν(b)|b〉
=
∑
b∈T
√
wbwXν
$T
 ∑
Xγ∈T ∗
mγµνXγ(b)
 |b〉 (D.3)
=
∑
Xγ∈T ∗
√
wXν
wXγ
mγµν
∑
b∈T
√
wbwXγ
$T
Xγ(b)|b〉

= F†T
∑
Xγ∈T ∗
√
wXν
wXγ
mγµν |Xγ〉 = F†TXT ∗(Xµ)|Xν〉, (D.4)
where we used wXγ = wXγ and m
γ
µν = m
γ
µν from section 6.2. The analogous statement for
partial QFTs follows straightforwardly using that character hypergroup of T1 × · · · × Tm
is T ∗1 × · · · × T ∗m [252] and the tensor-product structure of Pauli operators (section 6.5.1).
4. Pauli gates. We can now use (6.26) to get ZT (Xς)XT (a)ZT (Xς)† = Xς(a)XT (a) and
ZT (Xς)ZT (Xµ)ZT (Xς)† = ZT (Xµ) since invertible characters are quadratic functions with
trivial B and β. Moreover, we can apply (6.26) and repeat the argument in the charac-
ter basis, obtaining XT (s)XT (a)XT (s)† = XT (a), XT (s)ZT (Xµ)XT (s)† = Xµ(s)ZT (Xµ).
Equation (6.23) is derived combining these expressions.
D.2 Quadratic functions
We prove that the functions ξi, ξj , ξk and ξ defined in section 6.4.2 are quadratic. The quadratic-
ity of ξx, with x = i, j, k, follows from the fact that the function can be obtained by composing
the quotient map Q8 → Q8/{±1,±x} ∼= Z2, with the isomorphism Q8/〈x〉 → Z2 and the map
Z2 → C : a→ ia; since the latter is a quadratic function of Z2 [134], it follows easily that ξx is a
quadratic function of Q8. Note that in this derivation we implicitly use that {±1,±x} is a sub-
hypergroup of Q8 [255], that the quotient Q8/S is an abelian hypergroup for any subhypergroup
S, and that the quotient map Q8 → Q8/S is a hypergroup homomorphism [255].
To show that ξ : Q8 ×Q8 → C is quadratic, we use the fact, prove below, that the function
B(Cx, Cy) := fCx(Cy) is a symmetric bi-character of Q8. Given that property as a promise and
recalling that ξ((Cx, Cy)) = B(Cx, Cy) (by definition), we can see that
ξ ((Ca, Cb) · (Cc, Cd)) = B(CaCc, CbCd) = B(Ca, CbCd)B(Cc, CbCd))
= B(Ca, Cb)B(Ca, Cd)B(Cc, Cb)B(Cc, Cd)
= ξ ((Ca, Cb)) ξ ((Cc, Cd))B(Ca, Cd)B(Cc, Cb)
= ξ ((Ca, Cb)) ξ ((Cc, Cd))B′ ((Ca, Cb), (Cc, Cd)) , (D.5)
where we define B′ ((Ca, Cb), (Cc, Cd)) = B(Ca, Cd)B(Cc, Cb). The latter is easily seen to be a
bi-character of Q8 ×Q8, so that ξ is indeed quadratic.
It remains to show that B(Cx, Cy) is a symmetric bi-character. To see this, note, that
both the quotient hypergroup Q8/{±1} and the subhypergroup of linear characters Q̂8` of Q8
are isomorphic to the Klein four group Z2 × Z2. Observe next that the map Cx → fCx is a
homomorphism Q8 → Q̂8`, as it can be obtained composing the quotient map Q8 → Q8/{±1}
with a chain of isomorphisms Q8/{±1} → Z2 × Z2 → Q̂8`. This latter fact implies that
B(Cx, Cy) = fCx(Cy) is a character in both arguments, hence, a bi-character. Finally, it is
routine to check that B(Cx, Cy) = B(Cy, Cx) by explicit evaluation, which completes the proof.
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D.3 Efficient vs. doubly efficient computable hypergroups
We give an example of an efficient computable abelian hypergroup that cannot be doubly
efficiently computable unless we are given the ability to compute discrete logarithms over Z×p .
In chapter 5, we discussed that this problem is believed to be hard for classical computers (being
the basis of the Diffie-Hellman public-key cryptosystem [60]), yet it can be solved via Shor’s
discrete-log quantum algorithm [4]. This problem reduces to the so-called hidden subgroup
problem over Z2p−1 [204] for a certain hiding function f , which defines a group homomorphism
from Z2p−1 to Z×p (chapter 5.3.1).
Considering now the group T = Z2p−1 × Z×p , which is manifestly efficiently computable
following our definition, we can define an efficiently computable group automorphism α : T →
T : (m,x)→ (m, f(m)x). We show that T cannot be doubly efficiently computable unless the
initial hidden subgroup problem and, hence, the discrete logarithm problem, can be solved in
probabilistic polynomial time (which, up to date, is not possible).
First, we show that, if we are able to compute1 α∗, we must also be able to compute
f∗ : Ẑ×p → Ẑ2p−1 (the dual of f , which is defined analogously to α∗), since for any Xµ,ν := Xµ⊗Xν
we have
Xα∗(µ,ν)(m,x) = (Xµ ⊗Xν)(m, f(m)x) = Xµ(m)Xν(f(m))Xν(x) = Xµ(m)Xf∗(ν)(m)Xν(x),
consequently, Xα∗(µ,ν) =
(
Xµ · Xf∗(ν)
)
⊗ Xν . Hence, if we can evaluate α∗ on any character
X1 ⊗ Xµ, then we can determine Xf∗(ν), the value of f∗ on ν, for any Xν . If we now evaluate
f∗(µi) on all elements of a O(log p)-sized randomly-obtained generating set {Xµi} of Ẑ×p and
use our classical algorithms (theorem 2.2) to solve the system of equations {[f∗(µi)](x) =
Xµi(f(x)) = 1, x ∈ Z2p−1}, whose solutions are those x for which f(x) = e, we have found (in
these x’s) generators of the hidden subgroup. This finishes the reduction.
D.4 Implementing normalizer circuits over G
In this section, we present more details on how to efficiently implement normalizer circuits over
the hypergroup G when we are working in the Hilbert space HG = {|g〉 | g ∈ G} labeled by
elements of the group. As described in section 6.4.2, normalizer circuits over G can be thought
of as operating entirely within the subspace IG ≤ HG of conjugation invariant wavefunctions;
however, we will describe these operations in this section in terms of how they operate on the
entire Hilbert space. In section D.4.1, we discuss operations applied in the character basis, and
in section D.4.2, we discuss the same in the conjugacy class basis.
D.4.1 Working in the character basis
Normalizer circuits allow of the following operations to be performed in the character class basis:
preparation of initial states; Pauli, automorphism, and quadratic phase gates; and measurement
of final states. It should be easy to understand how each of these could be implemented efficiently
if we worked in a basis {|µ〉 |µ ∈ Irr(G)} of irrep labels. However, the Hilbert space HG is only
naturally labeled by group elements, which is why, in section 6.4.2, we defined the character
basis states {|Xµ〉 | Xµ ∈ Ĝ} in the element basis.
Below, we will describe how to implement an isometry |Xµ〉 τ7→ |µ〉 and its inverse, using
a readily available choice for the basis {|µ〉 |µ ∈ Irr(G)}. It should then be clear that we can
1We are implicitly assuming that there are efficient unique classical encodings for representing the characters
of Z×p , which is a strong yet weaker assumption that Z×p being doubly efficiently computable.
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implement each of the above gates by applying τ , performing the operation in the irrep label
basis, and then applying τ−1. To prepare an initial state |Xµ〉, we prepare |µ〉 in the irrep label
basis and then apply τ−1. Finally, to measure in the character basis, we apply τ and then read
the irrep label.
Our definition of the irrep label basis {|µ〉 |µ ∈ Irr(G)} comes from the definition of the
QFT over the group G. Recall that the QFT over any finite group G [7], denoted FG, is
a unitary gate that sends an element state |g〉, for any g ∈ G, to a weighted superposition
|G|−1/2∑µ∈Irr(G) dµ|µ, µ(g)〉, where |µ〉 is a state that labels the irrep µ and |µ(g)〉 is a d2µ
dimensional state defined via
|µ(g)〉 =
(
µ(g)⊗ Idµ
) dµ∑
i=1
|i, i〉√
dµ
=
dµ∑
i,j=1
[µ(g)]i,j√
dµ
|i, j〉. (D.6)
This transformation FG has been extensively studied in the HSP literature and efficient quantum
implementations over many groups are currently known (including the symmetric group, wreath
products of polynomial-sized groups and metabelian groups [7]).
To see how we can use this, let’s look at what FG does to a character class state. In (6.14),
we defined the state |Cx〉, when living inside the Hilbert spaceHG, to be a uniform superposition
over the elements in the class Cx. If we apply FG to this state, the result is
FG|Cx〉 = 1√|Cx|
∑
g∈Cx
FG|g〉
= 1√|Cx|
∑
g∈Cx
1√|G| ∑
µ∈Irr(G)
dµ|µ〉 ⊗
dµ∑
i,j=1
[µ(g)]i,j√
dµ
|i, j〉
= 1√|Cx||G|
∑
µ∈Irr(G)
dµ|µ〉 ⊗
dµ∑
i,j=1
[∑g∈Cx µ(g)]i,j√
dµ
|i, j〉.
To simplify further, we need to better understand the sum in the numerator on the right.
The sum ∑g∈Cx µ(g) is more easily analyzed if we write it as (|Cx|/|G|)∑h∈G µ(xh): by
standard results on orbits of group actions [273], each µ(g), for g ∈ Cx, arises the same number
of times in the sum ∑h∈G µ(xh), which hence must be |G|/|Cx| times for each, so we have
(|Cx|/|G|)∑h∈G µ(xh) = ∑g∈Cx µ(g). The sum (1/|G|)∑h∈G µ(xh) may be familiar, as it is
well known to be 1dµχµ(x)I [276].
2
Putting these parts together, we can see that
FG|Cx〉 = 1√|Cx||G|
∑
µ∈Irr(G)
dµ|µ〉 ⊗
dµ∑
i=1
|Cx|χµ(x)
dµ
√
dµ
|i, i〉
=
√
|Cx|
|G|
∑
µ∈Irr(G)
dµ
χµ(x)
dµ
 1√
dµ
dµ∑
i=1
|µ, i, i〉
 ,
which is rewritten in our usual hypergroup notation as
FG|Cx〉 =
∑
Xµ∈Ĝ
√
wCxwXµ
wG
Xµ(Cx)
 1√
dµ
dµ∑
i=1
|µ, i, i〉
 . (D.7)
2This is a simple application of Schur’s lemma. This sum is a G-invariant map HG → HG, so it must be a
constant times the identity. The constant is easily found by taking the trace of the sum.
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This precisely mirrors the definition of FG with |Xµ〉 replaced by d−1/2µ
∑dµ
i=1 |µ, i, i〉. We will
denote the latter state below by |µdiag〉. Thus, it follows by (6.7) that FG|Xµ〉 = |µdiag〉.
To implement the operation τ , we apply FG and then carefully discard the matrix index
registers.3 By the above discussion, we can see that this maps |Xµ〉 to the state |µ〉, so this
implements the operation τ correctly for any conjugation invariant state.
To implement the operation τ−1, we do the above in reverse. Starting with a state |µ〉,
we adjoin matrix index registers, prepare a uniform superposition over |1〉, . . . , |dµ〉 in the first
index register using the inverse Fourier transform over the abelian group Zdµ , and then copy
the first index register to the second4 to get the state |µdiag〉. Finally, we apply F†G to get the
state |Xµ〉 per the calculations above.
As discussed earlier, the operations τ and τ−1 are all that we need in order to implement
each of the required operations of normalizer circuits over G in the character basis.
D.4.2 Working in the character class basis
Most of the time, gates applied in the conjugacy class basis arise from operations on the whole
group. For example, automorphisms of conjugacy classes often arise from automorphisms of the
group. Likewise, Pauli Z operators in the conjugacy class basis are applications of characters,
which are defined on the whole group, and Pauli X operators can also be implemented using
multiplication in the group. Hence, it remains only discuss how to prepare initial states and
measure in the conjugacy class basis.
For this, we need to assume that we can perform certain operations on conjugacy classes,
as described in the following definition.
Definition D.1. Let C1, . . . , Cm be the conjugacy classes of G. Consider the following operations
for working with conjugacy classes:
• Given a conjugacy class label i, produce the size of this class, |Ci|.
• Given an x ∈ G, produce the pair (i, j), where x = xj in the class Ci = {x1, . . . , xt}.
• Given a pair (i, j), produce the element xj from Ci.
If each of these operations can be performed efficiently, then we say that we can compute efficiently
with conjugacy classes of G.
We note that this assumption is trivial for abelian groups since each element is in its own
conjugacy class. For some common examples of nonabelian groups, such as the dihedral and
Heisenberg groups (and their higher nilpotent generalizations), elements are normally encoded
in this manner already, so no additional assumption is actually required. For other common
examples like the symmetric group, while elements are not always encoded directly in this
manner, it is easy to see how the above calculations can be performed efficiently. In general,
while we must formally make this assumption, we are not aware of any group for which these
calculations cannot be performed efficiently.
If we can compute efficiently with conjugacy classes of G, then we can prepare initial states
as follows. Starting with the conjugacy class label i in a register, we first compute the size
3In full detail, we do the following. First, apply the map |i, j〉 7→ |i, j − i〉, which gives |i, 0〉 when applied to
|i, i〉. Next, write down dµ in a new register and then invoke the Fourier transform over Zdµ on the first index
register. The result of this will always be |0〉, so after uncomputing dµ, we are left with the state |0, 0〉 in the
index registers regardless of the value of µ. At that point, they are unentangled and can be safely discarded.
4Or rather, apply the map |i, j〉 7→ |i, i+ j〉, which gives |i, i〉 when applied to |i, 0〉.
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|Ci| into a new register. Next, we adjoin another new register and invoke the inverse Fourier
transform over the abelian group Z|Ci|. After uncomputing the size |Ci|, we are left with the
superposition M−1/2∑Mj=1 |i, j〉, where M = |Ci|. Finally, we apply the operation that turns
pairs into group elements to get M−1/2∑Mj=1 |xj〉, where x1, . . . , xM are the elements of Ci,
which is the desired initial state.
To perform a measurement in the conjugacy class basis, we can do the reverse of how
we prepared the initial states in order to produce a conjugacy class label |i〉 in a register.
Alternatively, we can simply measure in the group element basis and then, afterward, compute
the conjugacy class of this element. These two approaches will give identical measurement
probabilities.
Finally, we note that the two operations just described are the equivalent of the operations
τ and τ−1 from section D.4.1 for the conjugacy class basis.5 As a result, if we do have gates that
can be easily implemented on conjugacy classes but do not extend easily to the whole group,
then we can implement these gates in the same manner as in the character basis: apply τ to
convert into a basis of conjugacy class labels {|i〉 |Ci ∈ G}, apply the gate in this basis, and
then apply τ−1 move back to the conjugacy class basis in HG.
Thus, we can see that the ability to compute efficiently with conjugacy classes of G allows us
to fully implement normalizer circuits operations applied in the conjugacy class basis. If we also
have an efficient QFT forG, then as we saw in the previous section, we can implement normalizer
circuits operations applied in the character basis as well. Together, these two assumptions allow
us to fully implement normalizer circuits over G when working in the Hilbert space HG.
5Indeed, the separation of a group element label into a conjugacy class label and an index label is analogous
to how, in the space of irreducible representations, we separate each basis element into an irrep label and matrix
index labels. It is frequently assumed that we can separate the latter into different registers whenever convenient,
so our assumption that we can do the same for conjugacy classes is only affording the same convenience for the
hypergroup G that is often assumed for Ĝ.
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Appendix E
Normalizer circuits over R generate all
bosonic Gaussian unitaries
To complement our discussion in sections 0.2.1-4.1, we show in this appendix that normalizer
circuits over real groups of the form Rm (which were not considered in this thesis) coincide
with the well-known definitions of (bosonic) Gaussian unitaries, which are central in continuous-
variable quantum information processing [175, 29, 140, 31, 32, 141, 30, 142, 143]. This appendix
is based on unpublished joint work with Geza Giedke [277].
To begin with, we expand on an earlier comment in section 4.1, where we mentioned that
the infinite-group normalizer circuit model (chapter 1.4) is well-defined for any abelian group
that has a locally compact Hausdorff topology and and, in particular, for groups of the form
Za×Tb×ZN1×· · ·×ZNc with additional Rm factors. Here, we discuss how to define normalizer
gates and Pauli operators over Rm groups. In fact, this turns out to be slightly easier than
for the groups in chapter 4, since Rm groups are always isomorphic to their own character
groups and have several other benign algebraic features: namely, they are vector spaces, have
a well-defined inner product and, because R is a field of zero characteristic, do not contain
zero divisors. In fact, because Rm = (Rm)∗ ∼= R̂m (section 2.1.2) all designated bases (1.20)
and Pauli operators (4.5-4.6) are labeled by the same index group Rm; hence, the distinction
between G and G∗ can be dropped from our formalism, similarly to the the finite abelian group
setting of chapter 3).
We now relate normalizer circuits over Rm to unitary gates that act on harmonic oscillators.
Note, first, that the Hilbert space of the computation HRm = H⊗mR has a group element basis
{|x〉X , x ∈ Rm} and a character basis {|p〉P , p ∈ Rm} that are related through the quantum
Fourier transform over Rm as
|p〉P =
∫
Rm
dx e2piipx|x〉X . (E.1)
Unlike for Zn integer groups, there exists a natural 1-to-1 mapping between the elements and
characters of Rm that lets us implement the QFT over Rm as the unitary gate FRm that
implements the map |x〉X →
∫
Rm dx e2piipx|p〉X . Realize that, w.l.o.g, we can identify HRm with
the Hilbert space H⊗mosc of m harmonic oscillators and the states |x〉X (respectively |p〉P ) with
the joint eigenstates of all position operators Xˆi (respectively, all momentum ones Pˆj) of the
m-mode harmonic-oscillator. With this identification, it follows from [215, 2.80,2.83] that the
generalized Pauli operators ZRm(p), XRm(x) over Rm coincide with tensor-products of so-called
position and momentum shift operators in the Gaussian formalism:
XRm(x) =
m⊗
i=1
X(xi) :=
m⊗
i=1
exp
(
ixiPˆi
)
, ZRm(p) =
m⊗
i=1
Z(pi) :=
m⊗
i=1
exp
(
i piXˆi
)
. (E.2)
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Pauli operators are, hence, examples of normalizer circuits1 over Rm that are Gaussian unitaries,
i.e., gates that can be generated by Hamiltonians that are (at most) quadratic polynomials of
position and momentum operators. Furthermore, it follows from [215, 2.87,2.89] that single-
mode (in our notation, mode is synonym of register) partial quantum Fourier transforms over
Rm (E.1) are instances of so-called single-mode Gaussian phaseshifters
U(θ) := exp
(
θaˆ†aˆ
)
= exp
(
θ Xˆ
2+Pˆ 2
2
)
, (E.3)
with angle θ = 3pi/4, (here and below we fix physical units so that 1 = ~ = ω, where ω is the
oscillator frequency); it follows that any QFT over Rm and, in particular, the global m-modes
QFT FRm = FR⊗· · ·⊗FR = U(3pi/4)⊗m is Gaussian. Our next result shows that all other nor-
malizer gates can also be implemented via Gaussian unitaries and vice-versa.
Theorem E.1 (Bosonic Gaussian = Normalizer over Rm). Let HRm = H⊗mosc be the Hilbert
space of m harmonic oscillators. Then, any m mode Gaussian unitary U can be approximated
up to error ε by circuit U˜ of O(polylog 1ε ) two-mode normalizer gates over Rm. Moreover, any
normalizer circuit V over Rm can be approximated up to error ε by a circuit V˜ of O(polylog 1ε )
two-mode Gaussian unitariesa.
aThese error bounds are the standard ones that come from quantum gate synthesis algorithms [278]
To prove the result, we give an explicit classical algorithm that outputs classical descriptions
for U˜ , V˜ . This classical algorithm is efficient if certain maps that describe the action of U V
on Pauli operators–see (E.4) below—can be efficiently computed.
Proof. First, note that both normalizer circuits and Gaussian unitaries send Pauli operators
(over Rm) to Pauli operators under conjugation: for the former, this follows from theorem 4.2
(the proof of which holds for any locally compact abelian G); for the later, it follows from the
fact that Gaussian unitaries send shift operators to shift operators [215]. We prove our result
by showing that any unitary C that sends Paulis to Paulis can be efficiently implemented by
circuits U , V built of Gaussian unitaries and normalizer gates, respectively. The results follows
by choosing the circuit C to be either Gaussian or normalizer.
Our next step is to write the action of C on Pauli operators as
CZ(p)X(x)C† = γC(p, x)Z(αCZ(p, x))X(αCX(p, x)) (E.4)
for some functions γC , αC . To prove our claim we will assume that γC , αC can be computed
efficiently for any target C that we may want to implement. This choice will lead to efficient
algorithms to decompose C in terms of simpler Gaussian and normalizer gates. We highlight
that if we drop this assumption then our algorithm becomes inefficient but still outputs poly-
size approximations for C: the latter claim, though weaker, is already enough to show that
normalizer circuits over Rm and Gaussian unitaries define the same families of unitary gates.
Now, note that, because Cσ1σ2C† = (Cσ1C†)(Cσ2C†) for any two Pauli operators σ1 :=
Z(p1)X(x1), σ2 := Z(p2)X(x2), the map αC needs to be a group automorphism of Rm×Rm and,
necessarily, a continuous one, because U is continuous. Hence, αC has a matrix representation
AC (lemma 2.7) whose entries AC(ei, ej), where we denote ei := (0, . . . , 0, 1i, 0, . . . , 0), can be
efficiently inferred by evaluating αC . Furthermore, because of the identity
Cσ1σ2C† = Cσ2σ1e2pii[(p1,x1),(p2,x2)] C† = (Cσ2C†)(Cσ1C†)e2pii[AC(p1,x1),AC(p2,x2)] (E.5)
1Recall that Pauli X gates can be implemented by a normalizer circuit with 3 normalizer gates due to lemma 4.1
(the proof of which applies to any locally compact abelian group).
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for any x1, p1, x2, p2 ∈ Rm, it follows that AC must be a symplectic matrix, i.e., it must preserve
the symplectic product defined as [(p1, x1), (p2, x2)] = p1 · x2 − x1 · p2.
We will now show that C can be efficiently approximated both by Gaussian-unitary and
normalizer-gate circuits. For this, we use the following lemma, which says that if we can find
(Gaussian-gate or normalizer-gate) circuits that act like C on Pauli operator labels (i.e., on
phase space in the CV QIP jargon) then we are done.
Lemma E.1 (Phase space actions). Let U be any unitary that sends Pauli operators to Pauli
operators and whose action on (phase space) Pauli operator labels (E.4) is identical to that of
C: i.e., such that αU = αC but γU might differ from γC . Then, U coincides with C up to a
correction term W := ZRm(b)XRm(a) that is a Pauli operator over Rm. Moreover, if αU , γU and
their inverses are given to us as oracles, then W can be efficiently determined classically.
Note that in lemma E.1 an oracle could be any arbitrary poly-size circuit that approximates
αU , γU . In particular, a valid oracle could be given by a circuit U˜ of O(polylog 1ε ) (not necessarily
nearest neighbor) k-mode gates (with constant k) that fulfill (E.4) and implements U up to error
ε, as studied below: from such a description, one can efficiently infer classical boolean circuits
that compute these maps.
Lemma E.1 is important because it tells us that if we can find an efficient circuit U that
implements the action of C in phase space then we can also implement C efficiently by performing
a Pauli correction. Since the latter can be implemented with either Gaussian unitaries or
normalizer gates, we can reduce our original problem to finding good Gaussian and normalizer
approximations of C in phase space.
Proof of lemma E.1. For C′ := CU † and any α, β ∈ Rm, we consider the stabilizer groups
SZ = {e2piiα·pZRm(p), p ∈ Rm}, SX = {e2piiβ·xXRm(x), x ∈ Rm},
which are easily seen to uniquely stabilize, respectively, the states |α〉X and |β〉P (cf. proof of
lemma 4.2) . By assumption, the gate C′ sends Paulis to Paulis (via conjugation) with αC′ = id,
being the identity. Hence, C′ transforms the stabilizer groups as SZ → SZ′ ,SX → SX′ where
S ′Z = {γC
′(p, 0)e2piiα·pZRm(p), p ∈ Rm}, SX = {γC′(0, x)e2piiβ·xXRm(x), x ∈ Rm}.
Moreover, using that ZRm(p1 + p2) = ZRm(p1)ZRm(p2), XRm(x1 + x2) = XRm(x1)XRm(x2) it
follows that γC′ restricts to a character of Rm on the subgroups Rm × {0} and {0} × Rm.
Therefore, there exist α′, β′ ∈ Rm such that γC′(p, 0) = e2piiα′·p and γC′(0, x) = e2piiβ′·x. From
these equations, we derive that the action of C′ is
C′|α〉X = ϕ(α)
∣∣α+ α′〉X , C′|β〉P = ϑ(β)∣∣β + β′〉P , (E.6)
where the additional terms ϕ(α), ϑ(β) are introduced since stabilizer states are only well-
defined up to an (arbitrary) phase. Finally, we show that the complex function ϕ (resp. ϑ) is
proportional (as a vector), to the character function χ(−β′) (resp. χα′) of Rm: for ϕ this follows
from the identity
C′|β〉P
(E.1)=
∫
Rm
dα e2piiβ·αϕ(α)
∣∣α+ α′〉X (E.6,E.1)= ϑ(β) ∫Rm dα′′ e2pii(β+β′)·α′′ ∣∣α′′〉;
the proof for ϕ is analogous. These last equations fully determine C′ as a unitary gate to be of
form C′ ∝W = ZRm(b)XRm(a) with a := α′, b := −β′, up to a (neglectable) global phase.
Finally, note thatW can be efficiently identified because that the vectors a, b can be inferred
by evaluating the function γC′ = (γC ◦αU -1)(γU ) on basis vectors ei, which can be done efficiently
by computing the oracles that we are given.
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Next, we recall that for any (necessarily invertible) symplectic matrix AC , there exist efficient
classical algorithms [279, 215] that can be used to find a circuit of Gaussian unitaries U such
that αU = αC ; here γU might differ from γC . Hence, adding a Pauli correction, U provides an
exact Gaussian implementation of C. Moreover, this result still holds if we restrict our Gaussian
gates to belong to simple gate sets: first, U can be written as a circuit of O(m) Gaussian
single-mode squeezers, which are gates of the form
S(r) := exp
(
ir
(
XˆPˆ + Pˆ Xˆ
))
(E.7)
where r is a real parameter and two global Gaussian passive2 transformations3; furthermore,
techniques from [281] let us approximate the latter global operations to any error ε by Gaussian
circuits comprising O(polylog 1ε ) (non nearest-neighbor) two-mode beamsplitters
UBS = exp
(
i
pi
4
(
Xˆ1Xˆ2 + Pˆ1Pˆ2
))
(E.8)
and single-mode QFTs (ie. phaseshifters of the form U(3pi/4)). Combining these two facts, we
obtain a poly-size circuit of two-local4 Gaussian gates U˜ approximating U .
We complete our proof showing that all gates in the Gaussian circuit U˜ are normalizer gates
over Rm up to a Pauli correction. Since, we have already discussed that all QFTs and Pauli
gates are normalizer, we just need to show this for S(r) and UBS . Moreover, due to lemma
E.1, it is enough to show that the action in phase space of these gates coincides with that of
some normalizer gates. Writing our phase space points as (p1, p2, x1, x1) ∈ R2m, the symplectic
matrices associated to these gates are [143]
AS(r) =
(
e−r 0
0 er
)
, AUBS = 1√
2

1 1
−1 1
0 0
0 0
0 0
0 0
1 1
−1 1
 . (E.9)
It follows that, up to a Pauli, S(r), UBS can be implemented as the one-mode and two-mode
normalizer automorphism gates
UαS(r) |x〉 =
1√
er
|erx〉, x ∈ R, UαBS |x1, x2〉 =
∣∣∣∣∣ 1√2
(
1 1
−1 1
)
(x1, x2)
〉
, (x1, x2) ∈ R2
which implement the classical maps αS(r) : x→ erx and (x1, x2)→ 1√2
(
1 1
−1 1
)
(x1, x2). These
are easily seen to be continuous group automorphisms of R and R2 whose actions in phase space
are also described by the matrices (E.9): the proof of the latter fact is analogous to the one of
eq. (4.39) in lemma 4.5.
Discussion: renormalization factor for automorphism gates
Finally, we mention that there is a subtle (albeit negligible) difference between the automor-
phism gates over Rm compared to those in chapters 1-4: unlike earlier, for the Rm, a normal-
ization factor is needed in the definition of automorphism gate in order that they are always
2Passive unitaries are those that preserve the energy eigenspaces of the global m-mode oscillator hamiltonian.
3In the standard approaches [279, 215], this step is implemented by computing the so-called Euler decomposi-
tion of a 2m×2m symplectic matrix [280] using efficient classical algorithms for the Singular Value Decomposition.
4Here we used non nearest neighbor interactions. Of course, these could be decomposed into linear-size circuits
of two-mode nearest neighbor ones using two-mode swap operations (which are both Gaussian and normalizer).
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unitary. This is exemplified in our formulas for UαS(r) and UαBS above. In general, for any au-
tomorphism gate Uα, a re-scaling by a factor of 1/
√| detA| is needed because of the well-known
change-of-variable formula used in integration by substitution∫
Rm
dx|ψ2(x)| =
∫
Rm
dy|detA| |ψ2(α(y))|
where detA is the determinant of a matrix representation of α.
More generally, for an arbitrary locally compact abelian group G, the re-scaling factor
needed for an automorphism gate Uα (with respect to earlier chapters) is 1/
√
modα, where
mod α denotes the so-called module function of G [189]. The latter equals | detA| for G = Rm
and is defined via the analogous integration-by-substitution formula:∫
G
dg|ψ2(g)| =
∫
G
dhmodα |ψ2(α(h))|.
The existence of this function follows from properties of the Haar measure of an LCA group
and guarantees that re-scaled automorphism gates do not increase volumes locally, at the level
of group-element labels, hence, preserve inner products at the quantum-state level: it follows
that they are always unitary gates. On the other hand, this re-normalization was not needed for
the groups ZD1 × . . .× ZDa × Zb × Tb considered earlier because their associated module func-
tion is always trivial (intuitively, because continuous invertible endomorphisms cannot locally
increase/shrink volumes on toruses and discrete groups).
Finally, we highlight that the presence of these normalization factors is meaningless from a
stabilizer formalism perspective. This is because mod α is a group homomorphism Aut(G) →
R+, which readily implies modα−1 = 1/ mod α and Uα−1 = U †α. As a result, these factors
always get canceled when automorphism gates act by conjugation on the Heisenberg picture.
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