We present a differentially private data generation paradigm using random feature representations of kernel mean embeddings when comparing the distribution of true data with that of synthetic data. We exploit the random feature representations for two important benefits. First, we require a very low privacy cost for training deep generative models. This is because unlike kernel-based distance metrics that require computing the kernel matrix on all pairs of true and synthetic data points, we can detach the data-dependent term from the term solely dependent on synthetic data. Hence, we need to perturb the data-dependent term once-forall and then use it until the end of the generator training. Second, we can obtain an analytic sensitivity of the kernel mean embedding as the random features are norm bounded by construction. This removes the necessity of hyper-parameter search for a clipping norm to handle the unknown sensitivity of a generator network. We provide several variants of our algorithm, differentiallyprivate mean embeddings with random features (DP-MERF) to generate (a) heterogeneous tabular data, (b) input features and corresponding labels jointly; and (c) high-dimensional data. Our algorithm achieves better privacy-utility trade-offs than existing methods tested on several datasets.
Introduction
Classical approaches to differentially private (DP) data generation typically assumes a certain class of pre-specified queries. These DP algorithms produce a privacy-preserving synthetic database that is similar to the privacy-sensitive original data for that fixed query class (Mohammed et al., 2011; Xiao et al., 2010; Hardt et al., 2012; Zhu et al., 2017 However, specifying a query class upfront significantly limits the flexibility of the synthetic data, if data analysts hope to perform other machine learning tasks.
To overcome this inflexibility, many papers on DP data generation have utilized the recent advance in deep generative modeling. The majority of these approaches is based on the generative adversarial networks (GAN) (Goodfellow et al., 2014) framework, where a discriminator and a generator play a min-max form of game to optimize for the Jensen-Shanon divergence between the true and synthetic data distributions. The Jensen-Shannon divergence belongs to the family of divergence, known as Ali-Silvey distance, Csiszár's φ-divergence (Csiszr & Shields, 2004) , defined as D φ (P, Q) = M φ P Q dQ where M is a measurable space and P, Q are probability distributions. Depending on the form of φ, D φ (P, Q) recovers popular divergences 1 such as the Kullback-Liebler (KL) divergence (φ(t) = t log t). The GAN framework with the Jensen-Shanon divergence was also used for DP data generation (Park et al., 2018; Torkzadehmahani et al., 2019; Yoon et al., 2019) .
Another popular family of distance measure is integral probability metrics (IPMs), which is defined by D(P, Q) = sup f ∈F M f dP − M f dQ where F is a class of realvalued bounded measurable functions on M . Depending on the class of functions, there are several popular choices of IPMs. For instance, when F = {f : f L ≤ 1}, where f L := sup{|f (x) − f (y)|/ρ(x, y) : x = y ∈ M } for a metric space (M, ρ), D(P, Q) yields the Kantorovich metric, and when M is separable, the Kantorovich metric recovers the Wasserstein distance, a popular choice for generative modelling such as Wasserstein-GAN and Wasserstein-VAE (Arjovsky et al., 2017; Tolstikhin et al., 2018) . The GAN framework with the Wasserstein distance was also used for DP data generation (Xie et al., 2018; Frigerio et al., 2019) .
As another example of IPMs, when F = {f : f H ≤ 1}, i.e., the function class is a unit ball in reproducing kernel Hilbert space (RKHS) H associated with a positive-definite kernel k, D(P, Q) yields the maximum mean discrepancy (MMD), M M D(P, Q) = sup f ∈F M f dP − M f dQ .
In this case finding a supremum is analytically tractable and the solution is represented by the difference in the mean embeddings of each probability measure: M M D(P, Q) = µ P − µ Q H , where µ P = E x∼P [k(x, ·)] and µ Q = E y∼Q [k(y, ·)]. For a characteristic kernel k, the squared MMD forms a metric, i.e., M M D 2 = 0, if and only if P = Q. MMD is also a popular choice for generative modelling in the GAN frameworks (Li et al., 2017a; , as MMD compares two probability measures in terms of all possible moments (no information loss due to a selection of a certain set of moments); and the MMD estimator is in closed form (eq. 1) and easy to compute by the pair-wise evaluations of a kernel function using the points drawn from P and Q.
Here, we propose to use a particular form of MMD via random Fourier feature representations (Rahimi & Recht, 2008) of kernel mean embeddings for differentially private data generation. Our contributions are summarized below.
(1) We provide a simple, computationally efficient, and highly practical algorithm for DP data generation.
• Simple: Random feature representations of mean embeddings (eq. 2) separate the mean embedding of the true data distribution (data-dependent) from that of the synthetic data distribution (data-independent). Hence, only the data-dependent term needs privatization. Random features provide an analytic sensitivity of the mean embedding, with which we simply adjust the noise level of a DP mechanism to produce DP data.
• Computationally efficient: As we have an analytic sensitivity, we do not need to search for the "right" clipping bound 2 which is necessary in many existing DP GAN-based methods. This reduces computational cost significantly, i.e., the computational cost of our method reduces to the usual SGD-based training of a generator.
• Highly practical: As the only term that needs privatization is simply the mean embedding of the true data distribution, we perturb the term once-for-all and then use it until the end of the training, resulting in a very low privacy loss for training deep generative models. Hence, our method achieves better privacy-utility tradeoffs compared to existing GAN-based methods.
(2) Our algorithm accommodates several needs in privacy-preserving data generation.
• Generating input and output pairs jointly: We treat both input and output to be privacy-sensitive. This is 2 Nobody reports how much computational power they used to find the right clipping norm in the existing DP GAN-based methods. From our experience, this step requires a significant amount of compute power as in each clipping norm candidate we need to train an entire generative model coupled with a discriminator. different from the conditional-GAN type of methods.
• Generating imbalanced and heterogeneous tabular data: This is an extremely important condition for a DP method to be useful, as real world datasets frequently exhibit class-imbalance and heterogeneity.
• Generating image data using a low-dimensional-code based framework.
(3) We raise a question whether we really benefit from the DP versions of heavy machinery such as GAN and auto-encoder-based methods to generate the datasets that we typically consider in the DP literature.
• We consider commonly-used tabular datasets and image datasets (MNIST and FashionMNIST) . For more complex data, it is necessary to use larger networks. However, the typical size of the classifiers in the DP literature todate is limited by 3-layer neural networks due to the challenge in finding a good privacy-utility trade-off. 3 .
• Our vanilla method without the dimensionality reduction significantly outperforms other DP-GAN and our DP-auto-encoder-based methods for these data.
• As we are limited to relatively simple data and relatively small networks, we wonder if we truly benefit from the complicated-and-expensive-to-train GAN or auto-encoder type of DP data generation methods. If we can generate these datasets using much simpler methods like ours, the answer would be probably no.
We start by describing necessary background information before introducing our method.
Background
In the following, we describe the kernel mean embeddings with random features, and introduce differential privacy.
Random feature mean embeddings
Given the samples drawn from two probability distributions:
the MMD estimator is defined as (Gretton et al., 2012) :
The total computational cost of MMD(X m , X n ) is O(mn), which is prohibitive for large-scale datasets.
A fast linear-time MMD estimator can be achieved by considering an approximation to the kernel function k(x, x ) with an inner product of finite dimensional feature vectors, i.e., k(x, x ) ≈φ(x) φ (x ) whereφ(x) ∈ R D and D is the number of features. The resulting MMD estimator is
which can be computed in O(m + n), i.e., linear in the sample size. One popular approach to obtaining suchφ(·) is based on random Fourier features (Rahimi & Recht, 2008) which can be applied to any translation invariant kernel, i.e., k(x, x ) =k(x − x ) for some functionk. According to Bochner's theorem (Rudin, 2013) ,k can be written as
, where i = √ −1 and due to positive-definiteness ofk, its Fourier transform Λ is nonnegative and can be treated as a probability measure. By drawing random frequencies
where Λ depends on the kernel, (e.g., a Gaussian kernel k corresponds to normal distribution Λ), k(x − x ) can be approximated with a Monte Carlo average. The vector of random Fourier features is given bŷ
where each coordinate is defined bŷ φ j (x) = 2/D cos(ω j x), φ j+D/2 (x) = 2/D sin(ω j x), for j = 1, · · · , D/2. The approximation error of these random features is studied in (Sutherland & Schneider, 2015) .
Differential privacy
Given neighbouring datasets D, D differing by a single entry, a mechanism M is -DP if and only if |L (o) | ≤ , ∀o, D, D , where L (o) is the privacy loss of an outcome o defined by L (o) = log P r(M(D)=o) P r(M(D )=o) . A mechanism M is ( , δ)-DP, if and only if |L (o) | ≤ , with probability at least 1 − δ. DP guarantees a limited amount of information the algorithm reveals about any one individual. A DP algorithm adds randomness to the algorithms' outputs. Let a function h : D → R p computed on sensitive data D outputs a p-dimensional vector. We can add noise to h for privacy, where the level of noise is calibrated to the global sensitivity (Dwork et al., 2006) , ∆ h , defined by the maximum difference in terms of L 2 -norm ||h(D) − h(D )|| 2 , for neighboring D and D (i.e. differ by one data sample). The Gaussian mechanism that we will use in this paper outputs h(D) = h(D) + N (0, σ 2 ∆ 2 h I p ). The perturbed functioñ h(D) is ( , δ)-DP, where σ is a function of , δ.
There are two important properties of DP. The composability theorem (Dwork et al., 2006) states that the strength of privacy guarantee degrades with repeated use of DPalgorithms. Furthermore, the post-processing invariance property (Dwork et al., 2006) tells us that the composition of any arbitrary data-independent mapping with an ( , δ)-DP algorithm is also ( , δ)-DP.
Differentially private stochastic gradient descent
Existing DP data generation algorithms under the GAN framework follow the two steps iteratively (Park et al., 2018; Torkzadehmahani et al., 2019; Xie et al., 2018; Frigerio et al., 2019) . The discriminator is updated by differentially private stochastic gradient descent (DP-SGD) (Abadi et al., 2016) , where the gradients computed on the data are altered by the Gaussian mechanism to limit the influence that each sample has on the model. The generator update is data-indepdent, as the generator update only requires accessing the privatized loss of the discriminator. Due to the post-processing invariance of DP, the resulting generator produces differentially private synthetic data. As DP-SGD requires accessing data numerously during training, a refined composition method to compute the cumulative privacy loss is proposed using the notion of Rényi Differential Privacy (RDP) (Mironov, 2017; Wang et al., 2019) .
Definition 2.1 ((α, )-RDP) A mechanism is called -Renyi differentially private with an order α if for all neighbouring datasets D, D the following holds:
(4) D α (P ||Q) is the α-Rényi divergence defined in Supplementary material. Note that RDP takes an expectation over the outcomes of the DP mechanism, rather than taking a single worst case as in pure DP. Also, the RDP definition can benefit from the privacy amplification effect due to subsampling of data (See Theorem 9 (Wang et al., 2019)). Repeated use of RDP mechanisms composes by
Once the cumulative privacy loss using the RDP composition is computed, the RDP notion can be converted to the original definition of DP by the following proposition.
Proposition 1 [From RDP to DP (Mironov, 2017) If M is a (α, )-RDP mechanism, then it also satisfies + log 1/δ α−1 , δ -DP for any 0 < δ < 1.
We will use the RDP-based composition as it yields a significantly smaller cumulative privacy loss than that by the linear sum of worst cases in the pure DP case.
Differentially private mean embeddings with random features (DP-MERF)
We first introduce the DP-MERF algorithm to learn the joint 4 distribution over the input features x and output labels y (either categorical variables in classification, or numerical variables in regression). The benefit of learning the joint distribution is that we do not need to assume the information on the output labels to be public. By learning the joint distribution, we keep the ratio of the datapoints across different classes the same in the generated dataset as in the real dataset. This way our generated dataset is truthful to the privacy-sensitive original dataset in terms of the distribution over both input features and output labels.
DP-MERF for input/output pairs
Suppose a generator G θ (parameterized by θ) takes a pair of inputs z x , z y drawn from a known distribution and outputs a pair of samples denoted byx θ ,ỹ θ :
We consider the following objective function,
where F denotes the Frobenius norm. This type of joint maximum mean discrepancy was used in other papers (Zhang et al., 2019; Gao & Huang, 2018) .
We compose P x,y = P x|y P y , and the generator accordingly:
Here we consider a kernel from a product of two existing kernels, k((x, y), (x , y )) = k x (x, x )k y (y, y ), where k x is a kernel for input features and k y is a kernel for output labels. For regression, we could use the Gaussian kernel for both k x and k y . For classification, we could use the Gaussian kernel for k x and the polynomial kernel with order-1, k y (y, y ) = y y + c for one-hot-encoded labels y and some constant c, for instance. In this case, the resulting kernel is also characteristic forming the corresponding MMD as a metric. See (Szabó & Sriperumbudur, 2018) for details.
We represent the mean embeddings using random features
where f (y i ) = y i for the order-1 polynomial kernel and y i is one-hot-encoded. See Supplementary material for derivation. As a matrix notation, the random feature mean embedding in eq. 6 can be also written as
where the c'th column is defined by
where c c is the set of the datapoints that belong to the class c, and m c is the number of those datapoints. Recall D is the number of random features. C is the number of classes in the dataset. Notice that the sum in each column is over the number of instances that belong to the particular class c, while the divisor is the number of samples in the entire dataset, m. This brings difficulties in learning with this loss function when classes are highly imbalanced, as for rare classes m can be significantly larger than the sum of the corresponding column. Hence, for class-imbalanced datasets, we modify the mean embedding with appropriately weighted one below: 5
where the vector of weights is defined by
and ω c = mc m . By dividing by the weights, now each column has a similar order of strength regardless of the number of datapoints belonging to the specific class.
Here we privatize the weights ω and each column m c separately, using the two mechanisms defined below.
Definition 3.1 (M weights ) The mechanism takes a dataset D and computes eq. 9. It outputs the privatized weights given a privacy parameter σ and the sensitivity ∆ ω ,
where C is the number of classes.
Note that privatizing weight vector is analogous to privatizing the mixing coefficients in (Park et al., 2017) . If there is one datapoint's difference in the neighbouring two datasets, only two elements can differ in the weight vector, resulting in the sensitivity of ∆ ω = √ 2 m . These DP weights become the inputs z y to the generator for label generation: G 2 (ω) →ỹ to sample the output labels according to the real dataset. 5 We arrive at this expression if we modify the kernel on the labels by a weighted one, i.e., ky(y, y ) = C c=1 1 ωc yc y c .
Algorithm 1 DP-MERF for generating input/output pairs Require: Dataset D, and a privacy level ( , δ) Ensure: ( , δ)-DP input output samples for all classes
Step 1. Given ( , δ), compute the privacy parameter σ by the RDP composition in (Wang et al., 2019) for the (C + 1) repeated use of the Gaussian mechanism.
Step 2. Privatize the random feature mean embeddings via M weights and M mc .
Step 3. Train the generator by minimizing eq. 12
Definition 3.2 (M mc ) The mechanism takes a dataset D and computes eq. 8. It outputs the privatized quantity given a privacy parameter σ and the sensitivity ∆ mc ,
where D is the number of random features.
As the norm ofφ is bounded by 1, the sensitivity of m c (eq. 8) is ∆ mc = 2 m . During the training, we will need to perform M weights once, and M mc as many times as the number of classes. Hence, we divide our privacy budget into C + 1 compositions of the Gaussian mechanisms. Now the objective function to minimize is modified to
where µ DP Px,y = 1 ω1m 1 , · · · 1 ω Cm C . Our algorithm is summarized in Algorithm 1.
Note that by privatizing the weights and each column m c separately, we can get the benefit of sensitivity being on the order of 1/m, rather than on the order of 1/m c where the latter could hamper the training performance as in highly imbalanced datasets m c can be very small resulting in a high additive noise variance.
DP-MERF for heterogeneous data
To handle heterogeneous data consisting of continuous variables denoted by x con and discrete variables denoted by x dis , we consider the sum of two existing kernels, k((x con , x dis ), (x con , x dis )) = k con (x con , x con ) + k dis (x dis , x dis ), where k con is a kernel for continuous variables and k dis is a kernel for discrete variables.
As before, we could use the Gaussian kernel for k con (x con , x con ) =φ(x con ) φ (x con ) and a normalized polynomial kernel with order-1, k dis (x dis , x dis ) = 1 d dis x dis x dis for one-hot-encoded values x dis and the length of x dis being d dis . This normalization is to match the importance of the two kernels in the resulting mean embeddings. Under these kernels, we can approximate the mean embeddings using random features
where we defineĥ(x
from the definition of kernel (See Supplementary material for derivation). In summary, for generating input and output pairs jointly when the input features are heterogeneous, we run Algorithm 1 with three changes: (a) redefinef (x, y) in eq. 6 as vec(ĥ(x con , x dis )f (y) ); (b) redefine m c in eq. 11 as 
DP-MERF for image data
Following the convention of the machine learning literature for image data generation, we introduce an encoder in order to reduce the dimensionality, denoted by e τ : x → g, where x ∈ R Dx and g ∈ R Dg and the data dimension D x is higher than the latent dimension D g . The encoder is parameterized by τ . Similarly, we impose a decoder that can map the lowdimensional code g to the data space, d κ : g → x where the decoder is parameterized by κ. We then introduce a generator that can produce the low-dimensional code which can be transformed to the data space through the decoder. Our method employs two mechanisms below.
M DP −SGD : We train an auto-encoder by minimizing the mean squared error between the raw pixels and the reconstructed pixels. What's important here is that we employ non-private SGD for the encoder update, while we employ DP-SGD for the decoder update resulting in a DP decoder d κ . In our algorithm, we do not need a private encoder as in the mechanism below we only use the decoder to map the generated latent code to the image space. Hence, we spend less amount of privacy budget compared to algorithms that require perturbing both encoder and decoder.
Using a DP decoder, we now match the random feature mean embedding on the pair of pixels and labels with that on the pair of the decoded codesd κ (g i ) and generated labels y. For this we decompose our generator into two parts as before, with a difference that now our generator produces lower-dimensional latent codes instead of high-dimensional pixels, i.e., G θ (z gi , z yi ) → (g i ,ỹ i ). The mean embedding of true data remains the same as before,
while the mean embedding of generated data is given by µ Qx,y = 1 m m i=1f (d κ (g i ),ỹ i ). Using the product of two kernels for the joint distribution on the input and output pairs, as before, we arrive atf (x i , y i ) := vec(φ(x i )f (y i ) ).
Definition 3.3 (Mμ) The mechanism takes a dataset D and computes eq. 14. It outputs the privatized quantity given a privacy parameter σ gen and the sensitivity ∆ µ Px,y , µ DP Px,y = µ Px,y + N (0, σ 2 gen ∆ 2 µ Px,y I).
The random featuresφ are norm bounded (i.e., norm 1), which results in ∆ µ Px,y = 2 m (See Supplementary material for proof). Now the objective function to minimize is modified to
Our algorithm is summarized in Algorithm 2.
Algorithm 2 DP-MERF for generating image data
Require: Dataset D, and a privacy level ( , δ) Ensure: ( , δ)-DP input data and output labels
Step 1: Given ( , δ), compute the privacy parameters σ dec and σ gen using the RDP composition by (Wang et al., 2019) for the repeated use of the Gaussian mechanism.
Step 2: Train the decoder using M DP −SGD with σ dec
Step 3: Train the generator using Mμ with σ gen .
A corollary of the RDP composition theorem in Thm. 2.1 combined with Prop. 1 states that Algorithm 2 is DP.
Corollary 3.1 If M DP −SGD with σ dec is (α, 1 (α))-RDP and Mμ with σ gen is (α, 2 (α))-RDP, then the composition of the two is (α, 1 (α) + 2 (α))-RDP.
We convert the RDP level to the DP level by Prop. 1.
Related work
There are three categories of relevant work to ours. The first category is the differentially private GAN framework and its variants (Xie et al., 2018; Torkzadehmahani et al., 2019; Frigerio et al., 2019; Yoon et al., 2019) . The core technique of most of these algorithms is based on DP-SGD, with an exception that (Yoon et al., 2019) is based on the Private Aggregation of Teacher Ensembles (PATE). Unlike these methods, our method does not involve the difficult task of finding the equilibrium between the generator and the discriminator. Our method is not limited to the binary classification problems as in PATE- GAN (Yoon et al., 2019) ; nor requires a complicated sensitivity computation as in DP- GAN (Xie et al., 2018) . Furthermore, our method can generates the input features conditioning on the labels, while it does not learn the distribution over the labels. The only method we are aware of aiming at generating data for multiclass supervised learning is DP-CGAN, against which we will compare our method in Sec. 5.
The second category is the differentially private autoencoder framework (Abay et al., 2019; Tantipongpipat et al., 2019; Chen et al., 2018) , which reduces the dimensionality of the high-dimensional data into a low-dimensional code space via an auto-encoder training and learns a generator which produces codes. Our method for image data also uses an auto-encoder for dimensionality reduction. However, unlike these methods, we train the generator using the mean embeddings with random features.
The third category is the framework of kernel methods with differential privacy. Balog et al. (2018) proposed to use the reduced set method in conjunction with random features for sharing DP mean embeddings, but generative models are not part of their algorithms. Sarpatwar et al. (2019) also used the random feature representations of the mean embeddings for the DP distributed data summarization to take into account covariate shifts.
Experiments
The experiments present robustness of the method in producing a diverse range of data both in private and non-private settings. We first train a generator using either DP-MERF or DP-CGAN, and obtain synthetic data samples, which we use to train 12 predictive models (see Table 4 in the Appendinx for the models). We then use these trained models using the synthetic data to predict the labels of real test data. As comparison metrics, we use ROC (area under the receiver operating characteristics curve) and PRC (area under the precision recall curve) for binary-labeled data. We use F1 score and prediction accuracy for multiclass-labeled data. As a baseline, we also show the performance of the models trained with the real training data. All the numbers shown in the tables are the average over 5 independent runs.
Due to the space limit, we describe all our experimental details (e.g., architectural choices for generators, the number of random features we used for each dataset, learning rate, pre-processing of tabular data) in Supplementary material.
Heterogeneous and homogenous tabular data
We begin the experiments with a set of tabular data which contain real-world information. The datasets we consider contain either only numerical data (homogenous) or both numerical and categorical data (including ordinal data such as education), which we call heterogenous datasets. The numerical features which are both discrete and continuous values. The categorical features can have two classes (e.g. whether a person smokes or not) or several classes (e.g. country of origin). The output labels are also categorical; we include datasets with both binary and multiclass labels. Table 1 summarizes the datasets. Table 2 shows the average across the 12 predictive models trained by the generated samples from DP-MERF and DP-CGAN in both private and non-private settings. Results for the individual models can be found in the appendix. DP-MERF produces high-quality samples which are only a few percentage points short of the real-world data. The method works well both with numerical and categorical data. In the private setting, we perturb the mean embedding of the true data once using Algorithm 1, resulting in a relatively small drop in evaluation metrics.
Image data
For image datasets, MNIST and FashionMNIST, two changes are made to the training procedure of DP-MERF generators. Firstly, they are trained with mini-batches and the mean embedding for the data distribution is computed and perturbed separately for each minibatch instead of once for the whole dataset. This reduces the chance of overfitting to a static objective but comes a higher privacy cost. Secondly, as the datasets in question are almost perfectly balanced, we assume that the label distribution is uniform instead of learning it.
On these datasets, we compare DP-CGAN, DP-MERF, and, as an additional generative model, DP-MERF coupled with an autoencoder introduced in Sec. 3.3, denoted by DP-MERF+AE. Table 3 compares the real data prediction performance based generated training sets using the three methods. Results are averaged over 12 classifiers. It shows that basic DP-MERF outperforms the other approaches by a wide margin and maintains good performance under more meaningful privacy constraints of (2.9, 10 −5 )-DP and (1.3, 10 −5 )-DP.
Looking at the generated samples of the three tested methods in Fig. 1 , we see that the samples from DP-MERF and DP-CGAN are noisier than those from DP-MERF+AE. One interesting aspect in the samples from DP-MERF and DP-CGAN is that DP-GCAN produces generally noisy samples; while DP-MERF produces a few highly noisy samples (probably not so useful for downstream tasks) and others that still keep the core structure of each image. Another interesting observation we made in the samples from DP-MERF+AE is that these samples are visually a lot cleaner than those from DP-MERF and DP-CGAN. However, our results indicate that this is not crucial for performance in downstream tasks. In fact, we observed that the generated samples from DP-MERF+AE are less diverse than those from DP-MERF. We believe this is due to the fixed auto-encoder during the training of generator. If the code space is fixed via an autoencoder, the distribution over the generated images mapped by the DP decoder from our DP codes might not necessarily cover the true data space. This suggests that the higher variance in the DP-MERF samples, even if part of it is noise and Data Samples DP-CGAN DP-MERF DP-MERF+AE Figure 1 . Generated samples with (9.6, 10 −5 )-DP contains little information, is at least partially responsible for its superior performance.
Summary and Discussion
We proposed a simple and practical algorithm using the random feature representation of kernel mean embeddings for DP data generation. Our method requires a significantly lower privacy budget to produce quality data samples compared to DP-CGAN, tested on 8 tabular datasets and 2 image datasets. The metrics we used were targeting at supervised learning tasks. In future work, we plan to test our algorithm in more subtle metrics such as measuring the diversity of generated samples and the ability to cover all the modes of the data distribution. 
Derivation of feature maps for a product of two kernels
Under our assumption, we decompose the kernel below into two kernels:
Derivation of feature maps for a sum of two kernels
Under our assumption, we compose the kernel below from the sum of two kernels:
k((x con , x dis ), (x con , x dis )) = k con (x con , x con ) + k dis (x dis , x dis ),
=ĥ(x con , x dis ) Tĥ (x con , x dis ).
Sensitivity of weights
Recall that the weights are defined by ω = [ω 1 , · · · , ω C ], where each element is ω c = mc m . Here m c is the number of datapoints that belong to class c and m is the total number of datapoints in the training data, i.e., C i=1 m i = m. When there are two datapoints' difference (denote those datapoints by x i , x i ) in two neighbouring datasets, there will be two classes that are affected by the two datapoints. Below, without loss of generality, we assume two datapoints difference appears in m C and m 2 .
The sensitivity of ω is
where the last line is due to max x i |m 2 − m 2 (x i )| = 1 and max xi |m C (x i ) − m C | = 1.
Sensitivity of m c with homogeneous data
The sensitivity of m c is
where the list line is because φ (x i ) 2 ≤ 1.
Sensitivity of m c with heterogeneous data
Recall thatĥ(x (i)
con and x (i) dis . The sensitivity of m c , assuming that two datasets differ at the n-th datapoint, is
where the list line is because x dis is a vector of binary variables.
Sensitivity of µ Px,y for image data
Using the product of two kernels
where only two columns are non-zero, as there are only two datapoints difference in two datasets if the labels of these two points are different. As the random features are norm bounded (by 1), the sensitivity is √ 2 m . On the other hand, if the labels of those two points are the same, only one column is non-zero, where the value is 1 mφ (x n ) − 1 mφ (x n ). Hence, the sensitivity is 2 m . Therefore the worse case upper bound among these two cases is ∆ µ Pg,y = 2 m . 8. Rényi differential privacy Definition 8.1 (α-Rényi Divergence) For two probability distributions P, Q that have the same support, the α Rényi divergence is
for α ∈ (1, ∞).
Heterogeneous and homogenous tabular data
In this section we describe the tabular datasets we have used in our experiments with their respective sources. We include the details of data preprocessing in case it was performed on a dataset. The datasets in this form were used in all our experiments as well as the experiments on the benchmark methods. In the main text we included the details for a multi-class dataset and here we also include the results across all the classification methods for a binary dataset in Table 5 and Table 6 . We also include the best and average F1-score over five runs for the respective classification methods in Table 7 and Table 8 . Notice that this average corresponds to the average reported in Table 1 in the main text. Both digit and fashion MNIST datasets are loaded through the torchvision package and used without further preprocessing. Both datasets of size 60000 consist of samples from 10 classes, which are close to perfectly balanced. Each sample is a 28x28 pixel image and thus of significantly higher dimensionality than the tabular data we tested.
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Autoencoder training
Siamese loss: We regularize the autoencoder training by adding a siamese loss of the following form, where m is a margin hyper-parameter:
The first term of this loss encourages samples of the same class to be encoded to similar points in the embedding space, which are no further than m apart. Since reconstruction is important, we use a margin in the first term as well, while the standard Siamese loss does not. The second term penalizes embeddings of different classes with distance less than m from each other. This ensures separation between classes in the embeddings. Without this regularization, we found significant overlap among similar classes in the encoding dimension, as it didn't affect the class-agnostic reconstruction loss. This made training a generator that could produce distinct samples for each class difficult.
AE architecture: As only the decoder is trained with DP-SGD, we choose an asymmetric autoencoder architecture, where the encoder consists of three fully connected layers with two batch normalization layers in between. The decoder on the other hand only has two layers in order to save parameters and no batch normalization, as it interferes with DP-SGD. Further details can be found in the implementation.
Detailed results
A detailed version of the results summarized in Table 3 of the paper are shown below, for digit MNIST is Table 9 and fashion MNIST in Table 10 . All scores are the average of 5 independent runs of training a generator and evaluating the synthetic data it produced. The tables show that DP-MERF consistently outperforms the other approaches across models. The only exceptions are decision trees gradient boosting and bagging, where all three models perform poorly but others do slightly better. Table 9 . Performance on digit MNIST data. Numbers denote accuracy scores along with F1-scores in parentheses. Best score at = 9.6 in bold.
Real DP-CGAN DP-MERF+AE DP-MERF DP-MERF DP-MERF data = 9.6 = 9.6 = 9.6 = 2.9 = 1.3 Table 10 . Performance on fashion MNIST data. Numbers denote accuracy scores along with F1-scores in parentheses. Best score at = 9.6 in bold.
Logistic Regression
Real DP-CGAN DP-MERF+AE DP-MERF DP-MERF DP-MERF data = 9.6 = 9.6 = 9.6 = 2.9 = 1.3 
