Introduction and preliminaries
The objective of this paper is to investigate the core partial order for its characterizations and its interaction with some known partial orders, for example, the minus order, the sharp order and the star order. Let C mÂn be the set of m Â n complex matrices and Y 2 C mÂn . The symbols Y Ã and CðYÞ will respectively denote the conjugate transpose and the column space of Y.
The symbol I will denote the identity matrix. For a matrix A 2 C mÂn , the unique matrix X 2 C nÂm satisfying . A g-inverse of A that is a q-inverse as well as a v-inverse is called a qv-inverse and is denoted by A À qv . Moreover, a q-inverse (as also a v-inverse and therefore a qv-inverse) of A exists if A is of index 6 1.
A qv-inverse of a matrix A (whenever it exists) is the unique commuting reflexive g-inverse called its group inverse and is denoted by A # .
Two types of unique generalized inverses, namely
qv for a square matrix A of index 6 1 were defined by Rao and Mitra Page 97, [11] . The same have been rediscovered by Baksalary and Trenkler in [3] and the g-inverse A
y has been named the core inverse of A. Clearly such a g-inverse of a matrix exists only when the matrix is of index 6 1 and such matrices are known as core matrices. Definition 1.1 [3] . The core inverse of a square matrix A is a matrix G such that AG ¼ P A and CðGÞ # CðAÞ, where P A is the orthogonal projector onto CðAÞ. Since P A ¼ AA y , it follows that the core inverse of a square matrix A is a matrix G such that AG ¼ AA y and CðGÞ # CðAÞ. The core inverse G of a square matrix A exists if and only if A is of index 6 1. It is a reflexive least squares inverse. Moreover, if A is non-singular (A is of index 0), then its core inverse is the usual inverse.
qv , (which also exists when the matrix is of index 6 1), has properties and theory similar to that of core inverse as noted in [3] .
For the sake of convenience, we record the following canonical form [4] of A and its core inverse G given in [3] . This kind of representation of A and G has been found quite useful in studying the core partial order. Let A 2 C nÂn be a matrix of rank r. Then A can be represented in the form
where U 2 C nÂn is unitary, R ¼ diagðr 1 I r 1 ; . . . r t I rt Þ is a diagonal matrix, the diagonal entries r i being singular values of A,
The core inverse of A(whenever it exits) is denoted by A H and is given as
The Moore-Penrose inverse and the group inverse (whenever it exists) of a matrix A having representation (1) are respectively equal to
as shown in [3] . The following theorem includes some useful properties of the core inverse that will be used in this paper. Theorem 1.2. Let A be square matrix of index 6 1. Then the following hold:
(ii) Whenever core inverse of A exists, it is unique [3] .
Proof. 
. If A has representation (1), then A is range Hermitian if and only if L ¼ 0 as shown in [3] . We now give definitions of some matrix orders frequently used in this paper. We note that some of these matrix orders have been defined over arbitrary field, for instance in [10] . However, for our needs we record these definitions for complex matrices only.
Let A and B be Hermitian matrices of the same order. Then A is below B under the Löwner order (written as A6 L B) if B À A is a non-negative definite matrix. Let A and B be complex rectangular matrices of the same order. Then A is below B under the star order [9] (written as A 6
Also, A is below B under the right star order [2] 
Let A and B be complex square matrices of the same order. Further, let both A and B be of index 6 1. We say A is below B under the sharp order [8] [10] . For any other definition or unexplained terminology, the readers are referred to [10, 11] . All matrices used in this paper will be complex and singular matrices (not of index 0).
The paper has been organized as follows. In Section 2 along with some basic properties of core partial order some new characterizations of it have been obtained here. In Section 3, we discussed at length the relationships of the core order with some known partial orders. Reverse order law for core inverse is also proved.
Core partial order
The core partial order was defined in [3] as follows: Definition 2.1. Let A; B be square matrices of index 1 and of the same order. Then A 6
Let A and B be square matrices of index 1 and of same order such that A is below B under the core partial order, i.e., A 6 H B. It was shown in [3] that if A has representation (1), then B must be of the form
where RK is non-singular, U is unitary and Z is some matrix of index 6 1.
Remark 2.2.
(1) Let A and B be square matrices of index 1 and of same order such that A 6 H B. If A is as in (1), then B is as in (5) 
Proof.
(ii) Now by Remark 2.2 and the fact that A 6 Theorem 2.4. Let A; B be square matrices of index 1 and of the same order. Then the following are equivalent:
Pre-multiplying by A y A and post-multiplying by AA # on both sides we have
Pre-multiplying by A # A and post-multiplying by AA y on both sides, we have
We now give some characterizations of the core partial order.
Theorem 2.5. Let A; B be square matrices of index 1 and of the same order. Then the following are equivalent:
Proof. The equivalence of (i) and (ii) is already established in [3] .
(ii) implies (iii). Since BA ¼ A 2 , it follows that CðA 2 Þ # CðBÞ. As A is of index 1, CðAÞ ¼ CðA 2 Þ, so, CðAÞ # CðBÞ. Now, Premultiplying A y A ¼ A y B, with A Ã A on both sides and using AA y is Hermitian, we have
Combining this last equality with CðAÞ # CðBÞ implies A Ã 6 B. 
(iii) implies (i). As shown in [3]
Hence, (i) holds. h Theorem 2.6. Let A; B be square matrices of index 1 and of the same order. Then the following are equivalent:
H B (ii) There exist projectors P and Q with Q orthogonal such that
Proof. (i) ) (ii) It is easy to see that P ¼ AA# and Q ¼ AA y satisfy the desired conditions as in (ii).
(ii) ) (i). Now
. In fact, the following holds:
Theorem 2.7. Let A; B be square matrices of index 1 and of the same order. Then the following are equivalent:
which AG ¼ BG and GA ¼ GB, where G is partitioned in confirmation with the partitioning of A.
titioned in a manner that the multiplication BG is defined. Since G is a g-inverse of A, it follows that A ¼ AGA. So, G i ; i ¼ 1; 3 satisfy the following 
where B 1 is non-singular and B 4 is arbitrary. Also, from AG ¼ BG and GA ¼ GB, we have A ¼ BGA and 
Since B is range Hermitian, we have B H ¼ B y and A 6 Proof. The proof follows from Theorem 2.5. h
Relationship of core order with known partial orders
It was also shown in [3] that for A ¼ 
