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ABSTRACT 
Sérgio M. C. Freire 
Department of Geography, December 2007 
University of Kansas 
 
Natural or man-made disasters (e.g., earthquakes, fires, toxic releases, 
terrorism, etc.) usually occur without warning and can affect large numbers of 
people. Census figures register where people reside and usually sleep, but 
when disaster strikes knowing where people are more likely to be at the time 
of the event can be invaluable information for adequate emergency response 
and evacuation planning. These data can also be useful for risk and 
consequence assessment or a variety of studies involving population, such as 
transportation planning, land planning, GeoMarketing, and health and 
environmental studies. Having this information in a GIS-usable raster format 
significantly increases its value and facilitates integration with other spatial 
datasets for analysis or modeling. The validity of the concept of ambient 
population for the desired purposes has been demonstrated by the recent 
development of global population distribution databases. However, the 
highest spatial resolution data available (30 arc seconds) for Portugal, though 
appropriate for use in major hazard events (e.g. volcanic eruptions, major 
earthquakes) which typically affect large areas, is too coarse for many 
practical uses in the country, especially at the local scale. Therefore, higher-
resolution databases of daytime and nighttime population distributions are 
currently being developed by Los Alamos National Laboratory and Oak Ridge 
National Laboratory for the US, based on two different approaches. 
This study concerns the development of fine-scale raster datasets of 
daytime and nighttime population distributions for two municipalities of 
Metropolitan Lisbon in Portugal, Cascais and Oeiras. Their combined 
population was 332,811 in 2001. The most recent census enumeration figures 
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and mobility statistics (2001) are combined with physiographic data, using 
areal interpolation in a dasymetric mapping approach. To model nighttime 
population, land use and land cover classes from different datasets are 
selected and combined with street centerlines to derive residential streets to 
which population is allocated in each census block group. The addresses of 
private businesses and public services (including health care facilities and 
schools) and respective workforce in each municipality are georeferenced to 
model the daytime worker population of 139,074, which is combined with a 
derived map of daytime residential population to estimate overall daytime 
population. Because reliable high-resolution results require accurate input 
data, a significant effort was devoted to verifying and improving input 
datasets, especially land use and land cover, street centerlines and business 
addresses. 
Main results represent maximum daytime population and maximum 
nighttime residential population in 2001 for each 25-meter grid cell in the 
study area. Since the same spatial reference base was used to map 
population density, day and night distributions are directly comparable. 
Verification and validation procedures confirm that the approach suits the 
objectives. However, accuracy of results is mostly dependent on adequacy 
and quality of input data sets. Nevertheless, given the availability of input data 
sets for the whole country, it is possible to implement this methodology for 
other areas in Portugal. 
 
Keywords: population density, ambient population, population modeling, 
emergency management, dasymetric mapping, areal interpolation, GIS, 
Cascais, Oeiras. 
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1. INTRODUCTION 
 
Natural or man-made disasters, such as natural disasters, 
technological accidents, and terrorism usually occur without warning and can 
potentially affect people from a local to continental scale. Accurately 
estimating population exposure is recognized as a key component of 
catastrophe loss modeling, one element of effective risk management (FEMA, 
2004; Chen et al., 2005; NRC, 2007). Despite recent efforts by Dobson (2002; 
2003; 2007) at devising a technique that could be employed in real-time once 
a disaster occurs, for planning and simulation purposes and to ensure 
adequate timely response, population distribution information should be 
produced and made available beforehand whenever possible. Also, such data 
sets can be useful for virtually any application involving the spatial distribution 
of people if they are produced at appropriate, application-specific, spatial and 
temporal scales (Sutton et al., 2003). 
Having this information in a Geographic information System (GIS)-
usable raster format significantly increases its value by facilitating integration 
with other spatial datasets for analysis or modeling. Although efforts to 
rasterize population distributions predate the development of most current 
commercial GIS (Balk et al., 2006), increased availability of digital spatial data 
combined with the improved analysis capabilities in GIS have allowed for the 
development of several global population distribution databases (Tobler et al., 
 2 
1995; Goldewijk and Battjes, 1997; Dobson et al., 2000). However, their 
spatial detail is still insufficient to adequately support analysis at the local 
level and to distinguish between daytime and nighttime population 
distributions. 
Population distributions are not static in time, varying over daily, 
seasonal and long term time scales (Sutton et al., 2003). For disaster 
planning in urban areas, it is the daily population variation that is particularly 
important to be able to estimate the number and socioeconomic classes 
affected by an impact. For a given area, daytime population distribution is 
likely to differ from nighttime due to a number of human activities, such as 
work and leisure. In Portugal, existing population distribution maps and 
exposure studies are based on census data (e.g., Oliveira et al., 2005). 
Census figures register where people reside and usually sleep, but, when 
disaster strikes, knowing where people work or shop can be invaluable 
information for adequate emergency response and evacuation planning.  
Population density seems like a simple measure, but the nature of 
human population counts as a spatial variable poses several challenges with 
respect to its accurate representation at a given spatio-temporal scale. While 
census data can be taken to reasonably approximate nighttime population 
counts, to estimate daytime population distribution usually other types of 
information from other sources are needed. For the purpose of data 
comparability between daytime and nighttime population distributions, it is 
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desirable that these datasets be available or converted to the same spatial 
reference base. 
Modeling efforts by various authors have employed differing 
approaches and methodologies to address these challenges and represent 
the distribution of population in diverse regions and at varying scales. 
 
1.1 Objectives 
 
The main objective of this study is to develop and implement a data-
driven model to map current daytime and nighttime distributions of population 
in Portugal at high spatial resolution, using readily available data sets and 
statistics. The model is tested in two municipalities of the Lisbon Metropolitan 
Area, Cascais and Oeiras, but since it relies on mostly publicly-available 
geographic data sets and statistics, this approach can be used to map 
population distribution in other areas of Portugal. The model also aims to 
approximate a representation of ambient population through the combination 
of daytime and nighttime distributions in a single measure. Dobson et al. 
(2000), in the context of the population dataset called LandScan, coined the 
concept of “ambient population” as a temporally averaged measure of 
population density that accounts for the loci of human activities (such as 
sleep, work, study, transportation, etc.) that may be more adequate for certain 
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applications (such as emergency response) than residence-based population 
density. 
The secondary objectives of this project are to examine the adequacy 
of using residential streets information as a proxy for disaggregating census 
data at fine spatial scales, and to analyze the effect of grid cell size on the 
accuracy of this type of dasymetric map, following Eicher and Brewer’s (2001) 
suggestion. 
 
1.2 Significance of the Study 
 
Despite the continuing interest in measuring and describing the spatial 
characteristics of human population and socioeconomic variables (e.g. by 
census bureaus, etc.), in terms of accuracy and spatial coverage these 
measures still lag behind the measurement and representation of physical 
variables describing the Earth’s surface (Deichmann, 1996). Examples of 
such physical factors include accurate high resolution elevation datasets, and 
remote-sensing derived land use and land cover maps. This also holds true in 
Portugal where a single national population distribution database is non-
existent among the many publicly-available digital spatial datasets, despite 
the country’s pioneering role in developing a Spatial Data Infrastructure and 
repository (Julião, 2003). 
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This study originated from an interest in the development and 
applications of the LandScan Global Population Project (Dobson et al., 2000), 
and the realization that, despite its originality and intrinsic value, these data 
were not suitable for certain applications, especially those requiring higher 
temporal and spatial detail. Dobson (2002) acknowledges that “even finer 
resolutions are needed for many types of disasters”, namely those that can 
“impact areas as small as a neighborhood, city block, or single building”, and 
therefore the Oak Ridge National Laboratory (ORNL), based on the 2000 
census, is developing LandScan USA as daytime and nighttime population 
surfaces at the higher resolution of 3 arc seconds (Bhaduri et al., 2002).  
 
This project follows a model successfully developed and tested by Los 
Alamos National Laboratory (McPherson and Brown, 2003; McPherson et al., 
2004; McPherson et al., 2006) to estimate daytime and nighttime population 
distributions in U.S. cities for emergency response activities. The Los Alamos 
approach is adapted and tested in Portugal using recently available spatial 
data sets and statistics to map diurnal and nocturnal distributions of 
population at high spatial resolution. It is expected that these maps will suit a 
variety of purposes requiring population information. However, the main intent 
of the project is to develop a population dataset to aid emergency 
management activities by improving daytime exposure estimates of 
populations potentially affected by natural or human-induced hazards. Other 
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possible uses for the data include spatial modeling, health and environmental 
studies (epidemiology, pollution, quality of life, etc.), GeoMarketing, 
transportation and urban planning, and education.  
 
The significance of this study is based on the following points: 
1. Results meet the need for more and better geographic 
socioeconomic databases by providing insight into the spatial 
and temporal distribution of population in the study area at 
resolutions previously unavailable; the high spatial resolution 
permits analysis at the local scale for which existing population 
databases are inadequate, while allowing for easy spatial 
aggregation to coarser cell sizes when appropriate. 
2. Development of a methodology or model that is data-driven and 
mostly dependent on official census and statistics of population 
counts and distribution, as opposed to relying on empirical or 
heuristic weights which usually make model calibration difficult 
and uncertain; also, since input data exist for other 
municipalities in Portugal, population can be modeled for those 
areas as well. 
3. The approach models both worker/student and residential 
components of daytime population, and yields potentially 
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valuable and previously unavailable intermediate data products 
such as residential streets and georeferenced workplaces. 
4. Results can be used in the future to derive coefficients for 
dasymetric interpolation of nighttime and daytime population 
distributions for larger areas (e.g., whole metropolitan areas), 
especially in the daytime period. 
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2. REVIEW OF THE LITERATURE 
 
2.1 Approaches to Simulating Population Distributions 
 
Numerous efforts have attempted to portray population distribution on 
a regular raster grid. Deichmann (1996) refers to early examples such as 
Adams’ (1968; see Deichmann, 1996) population density map for West Africa 
(which served mostly cartographic purposes), national population grids that 
have been produced for decades by the census offices of Japan and Sweden, 
and digital maps for individual countries produced by the US Census Bureau 
(Leddy, 1994). By the 1970’s, the Oak Ridge National Laboratory was using 
computers to map the US population density for small areas (Haaland and 
Heath, 1974). Although attempts at creating gridded population surfaces 
predate the advent of the computer (Balk et al., 2006; DeMers, 1997), the last 
two decades have seen numerous studies and initiatives to further this 
methodology. Chief among the many factors that contribute to a renewed 
interest in population distribution methods and applications, are: a) the 
advancements of Geographic Information Systems (GIS) and GIS-based 
analysis and mapping, b) greater availability and integration of digital spatial 
data (digital maps, satellite imagery, etc), c) an increased awareness and 
interest in the socioeconomic dimension in environmental change studies, 
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and d) a need to improve emergency management by better estimating 
population exposure to risk.  
This context has fostered the research and production of numerous 
population distribution databases at different spatial resolutions and having 
local to global coverage. The approaches behind these datasets range from 
heuristic (i.e., without modeling) to experimentation with several recent 
“intelligent” areal interpolation methods. Notably, the combination of areal 
interpolation research and dasymetric mapping applications resulted in added 
complexity (Fisher and Langford, 1996; Eicher and Brewer, 2001). Each effort 
usually represents a unique combination of: a specific purpose or goal, 
variables used, adopted methodology, scale of study, and envisioned 
application(s). Although the adoption of one or another of these inter-related 
criteria complicates the task of trying to systematize a fast-evolving field (as 
illustrated by the different designations used by different authors for the same 
techniques or its variants), most efforts reported in the GIS and remote 
sensing literature seem to fit the comprehensive typology suggested by Wu et 
al. (2005).  
Regarding the purpose for modeling, there are two main reasons to 
estimate population distribution surfaces. The purpose to a great extent 
determines the adopted interpolation methodology. From this perspective the 
processes of modeling population distribution can be grouped under the 
following general approaches (Wu et al., 2005): 
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1. An approach mostly concerned with refining the population 
distribution for a given area by realistically redistributing existing 
population counts, from census or other sources. To this effect, 
interpolation or disaggregation techniques are usually applied in 
what may be considered a “top-down” approach to modeling. 
The present study fits into this category. 
2. A statistical modeling approach is usually employed when the 
main purpose is to estimate the total population for an area at a 
specific time, normally when an official or reliable count is 
unavailable. The goal is accomplished by inferring or applying a 
statistical relationship between population and other related 
variables, such as city size or land use.  
 
Deichmann (1996) also divides approaches to this problem into two 
categories, areal interpolation and surface modeling. However, that author 
argues that surface modeling can also be seen as a special case of spatial 
interpolation when it is used as an intermediate step in addressing the 
problem of incompatible zonal systems. 
More recently a new set of approaches is emerging that is aimed at 
directly estimating the population distribution from which total counts can 
subsequently be derived for any zoning. Such a “bottom-up” approach was 
experimented and compared by Rabbani (2007), who estimated ambient 
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population for a municipality in Brazil by deriving building occupancy 
coefficients, and combined this with a buildings database. 
 
2.2 Nature of Population Data for Spatial Modeling 
 
Population figures are among the most basic socioeconomic indicators. 
However, as with any geographic variable, the way demographic data are 
collected and made available have implications for its manipulation and 
representation. The complex nature of population data poses several 
challenges for adequately modeling and analyzing its distribution in space 
and time. Goodchild et al. (1993) and Deichmann (1996) mention a number of 
characteristics and difficulties that make representation of these data 
problematic, including:  
1. That, despite being collected for individual households, owing to 
confidentiality and data volume requirements, census counts 
are reported as aggregate figures for a set of larger collection 
units. Therefore geographic population databases have 
originally two basic components: a spatial reference system of 
contiguous polygons and respective attribute data. When the 
reporting units differ from the ones used for analysis, a method 
needs to be employed to transform census data between these 
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incompatible spatial units, potentially creating 
interpolation/extrapolation errors. 
2. When the nature of reporting units is arbitrary, results of a 
spatial analysis become dependent on that configuration, an 
effect known as the modifiable areal unit problem (Openshaw, 
1983).  Data characteristics may also change with aggregation 
level – i.e., the concept of ecological fallacy, which suggests 
general population characteristics apply to individuals 
(Openshaw, 1984).  
3. Census data are basically residence-based. However, 
population is not static, and its variation in space and time is 
scale-dependent (Sutton, 2003). Due to human activities and 
mobility, census data represent a specific situation that in reality 
may never occur. The distinction made in some national 
censuses between de jure (i.e., usually resident) and de facto 
(present) population is mostly ineffective at adequately 
addressing this issue. In addition to these issues, some 
applications require knowledge of non-residential population 
distributions. In particular, emergency management applications 
have suggested the need for temporal disaggregation of 
population distributions. This has been achieved mainly through 
the simulation of ambient population and segmentation of 
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population information into daytime and nighttime distributions. 
The concept of ambient population was first proposed by 
Dobson et al. (2000), and was heuristically implemented as a 
temporally averaged measure of population density that 
accounts for human activities. In this sense, ambient population 
corresponds to a temporal aggregation of population 
distribution, a compromise between daytime and nighttime 
distributions that strictly represents neither period. Sutton et al. 
(2003) suggest that smoothing of residential-based population 
grids by using a mean spatial filter can also approximate 
ambient population distribution. However, this requires 
knowledge of specific mobility patterns, assumes these are 
stable, and even then can only simulate displacement in the 
vicinity of residence. 
Recently there has been more research on the temporal 
dimension of population distribution (e.g., Zandvliet and Dijst, 
2004), and daytime and nighttime population datasets have 
been created for various areas at several resolutions: 
McPherson and Brown (2003) estimated daytime and nighttime 
population distributions in U.S. cities for emergency response 
activities at 250 meter spatial resolution, while the Oak Ridge 
National Laboratory is creating LandScan USA as daytime and 
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nighttime population surfaces for the year 2000 at the higher 
resolution of 3 arc seconds (Bhaduri et al., 2002); at the local 
level, Sleeter (2004) redistributed census population to a 30-
meter grid in the San Francisco Bay region, USA, and Sleeter 
and Wood (2006) estimated day and night population densities 
at 10 meters for a coastal county in Oregon. 
4. Population counts are discrete, ratio-level numeric data. Thus 
population density is inherently a discrete statistical surface, 
“one that occurs only as individuals with some difference in 
numbers per unit area” (DeMers, 1997, p. 258). Although its 
distribution may be approximated by a continuous surface (e.g., 
isopleth maps), this becomes impossible below a certain level 
of spatial resolution, which itself depends on density (Goodchild 
et al., 1993). Also, since population refers to specific positive 
quantities, methods used for accurate representation of 
population surfaces should satisfy the necessary (but not 
sufficient) volume preserving and nonnegativity requirements 
(Tobler, 1979). Tobler’s so-called “pycnophylactic condition” 
implies that within one enumeration zone, the sum of all 
distributed individuals should match input totals for that zone. 
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2.3 Population Modeling Methodologies 
 
The variety of modeling methodologies present in the literature also 
reflect the complex nature of population data as evidenced by the 
assumptions and operations made in order to modify the data for specific 
applications. Based on the many methodologies it becomes clear that there is 
no single best method for interpolating or rescaling the data, instead each 
method has its strengths and limitations for a desired purpose.  
The typology of methods and corresponding techniques suggested by 
Wu et al. (2005) is summarized in Table 1. 
 
Table 1. Typology of methods for modeling population distribution 
Methods Techniques 
Exact distance-weighting, kriging, spline, finite difference 
Point-based 
Approximate 
least squares, least squares 
fitting with splines, Fourier 
series models, power-series 
trend models 
Without 
ancillary 
data 
Area-based Areal weighting, Pycnophylactic interpolation 
“Intelligent” interpolation Control zones 
Areal 
interpolation 
With 
ancillary 
data Dasymetric mapping 
Limiting variables, Related 
variables 
Statistical modeling 
Correlation with urban 
extent, land use, dwellings, 
image pixel, and several 
physical and socio-
economic variables 
Source: Modified from Wu et al. (2005)  
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2.3.1 Areal Interpolation Methods 
 
Cross-area estimation or areal interpolation (Goodchild and Lam, 
1980) is primarily designed for transferring data between two sets of non-
nesting spatial units, a process also designated by Goodchild et al. (1993) as 
spatial basis change. The two spatially incompatible data location arrays are 
usually termed source zone and target zone, corresponding to census 
enumeration units and grid cells, respectively, in the context of the current 
population interpolation project. 
According to Wu et al. (2005), the quality of the resulting estimates 
seems to depend largely on a) the definition of source and target zones, b) 
the degree of generalization in the interpolation process and c) the 
characteristics of the partitioned surface, or the assumptions made regarding 
the homogeneity of population distribution in either source or target zones 
(Goodchild et al., 1993; Deichmann, 1996). 
This approach can be divided into two categories, those that 
incorporate ancillary information as surrogate variables to aid the interpolation 
process, and those that do not use such ancillary information. However, most 
methods in the latter group are also capable of integrating surrogate 
variables. 
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2.3.2 Areal Interpolation Without Ancillary Data 
 
2.3.2.1 Point-Based Methods 
 
Either point-based methods or area-based methods can be used when 
population data are the only input for interpolation. In point-based 
interpolation, local population counts are assigned to point locations whose 
distribution is assumed to be a summary of the distribution of the variable to 
be modeled (Martin and Bracken, 1991). With census data, point locations 
that represent each source zone value can be used to generate a population 
grid. Exact methods preserve the original point values and include most 
distance-weighting methods, kriging, spline functions, and finite difference 
methods. Inexact or approximate methods are concerned with determining an 
overall surface function at the expense of maintaining point values and 
include distance-weighted least squares, least squares fitting with splines, 
Fourier series models, and power-series trend models.  
Other than their complexity, point-based methods entail significant 
problems, such as: a) source zone centroids, usually taken as point values for 
interpolation, are not true “sample locations” and may even fall outside of the 
respresentative source zone, which is a relevant concern since the results are 
particularly affected by the density and spatial arrangement of data points; b) 
the a priori assumptions made by interpolation methods concerning the 
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surface involved - these seldom fit complex geographical phenomena; and c) 
methods that do not meet the volume-preserving requirement, thus being 
fundamentally inadequate for modeling population density, especially high 
resolution problems where a smooth continuous surface does not match the 
discrete nature of the variable. Notable exceptions are the distance-decay 
function by Martin and Bracken (1991), the modified kernel-based function by 
Martin (1996), and the quadratic kernel function described in Silverman 
(1986) which is the base for the Kernel Density tool available in the ArcGIS 
9.1 software (ESRI, ArcGIS Help). 
 
2.3.2.2 Area-Based Methods 
 
An immediate advantage of area-based methods is their volume-
preserving ability. In this category, the simplest implementation is the method 
known as areal weighting, whereby target zones are overlaid on source zones 
and the resulting proportions serve as a weight to linearly apportion 
population. However, this procedure assumes population density to be 
constant within each source zone, a condition usually violated in real census 
areas.  
Proposing an alternative, Tobler’s (1979) raster-based pycnophylactic 
(i.e., mass-preserving) interpolation tends to the other extreme by artificially 
imposing a smooth transition between adjacent zones to minimize the 
 19 
curvature of the estimated surface.  However, this can also lead to artificial 
errors because abrupt discontinuities do exist in the spatial distribution of 
population density at local scales, which make this approach and its variants 
less realistic and effective for such applications (Flowerdew and Green, 
1992). In general, overlay methods produce better results for discontinuous 
surfaces while Tobler’s method is preferable when smoothness is an actual 
surface feature. 
 
2.3.3. Areal Interpolation With Ancillary Data 
 
Since the distribution of population is related to other spatial variables, 
namely land use, terrain slope, and transportation networks, such ancillary 
information can be used to aid in the interpolation process. 
Some area-based approaches aimed at overcoming the problem 
caused by the assumption of homogenous source zones have been labeled 
as “intelligent” interpolation methods. Among these are studies by Flowerdew 
and Green (1992) and Goodchild et al. (1993) where so-called “control 
zones”, believed to have homogenous densities, are used as a third set of 
areal weights to estimate population values. These authors demonstrated that 
the use of even subjective or imprecise geographic information can 
significantly improve the accuracy of results. 
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In Portugal, Néry et al. (2007) built on the efforts of Vidal et al. (2001) 
and Goodchild et al. (1993) to experiment with zonal interpolation methods for 
socio-economic statistics. They demonstrated their usefulness for spatial 
disaggregation of census data, and show that improvements are obtained by 
including land cover information as ancillary data. 
 
2.3.3.1 Dasymetric Interpolation 
 
The fact that socio-economic data are usually reported as aggregate 
figures for a set of collection units explains why choropleth mapping is the 
most popular and simple technique for portraying area-based data such as 
population counts. Choropleth maps depict a statistical surface using area 
symbols that coincide with the data collection regions (Robinson et al., 1995). 
The problem with this type of mapping is that it conveys an idea of uniform 
distribution of the variable within each reporting unit.  In the context of 
population census mapping, because mapping zones are enumeration zones, 
there is an exhaustive coverage of space even in areas of the map where 
population is not present. 
Aiming to overcome this limitation of choropleth mapping, dasymetric 
mapping can be defined as a cartographic technique that allows the depiction 
of quantitative areal data using boundaries from additional ancillary 
information (objective or subjective) that divide the mapped area into zones of 
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relative homogeneity – dasymetric zones. Dating from the nineteenth century, 
this technique, popularized in the U.S. by Wright (1936), was originally used 
for population mapping (Eicher and Brewer, 2001, citing McCleary, 1969; 
1984). According to Maantay et al. (2007), the earliest known example of its 
application is Scrope’s 1833 classed population density map of the world, but 
the Russian geographer Semenov Tyan-Shansky (1827-1914) is usually 
credited for inventing the dasymetric map, although this issue is still a matter 
of academic debate. The technique has recently experienced a revival due to 
advances offered by GIS (DeMers, 1997). Other practical problems where 
dasymetric mapping has been successfully applied include crime mapping 
and catastrophe loss estimation. For example, Poulsen and Kennedy (2004) 
used dasymetric mapping to disaggregate the spatial distribution of residential 
burglary in Massachusetts, USA, based on land use and housing data. Chen 
et al. (2004) employ the technique to refine housing distributions to map 
exposure estimates for catastrophe loss estimation in Sydney, Australia. The 
authors recognize the potential benefit to risk assessment by employing 
exposure data to finer areal units, as opposed to the previous method that 
omitted spatial disparity in loss estimation models. 
Dasymetric mapping is frequently applied without being explicitly 
acknowledged in the GIS and remote sensing literature (Robinson et al., 
1995; DeMers, 1997), falling generally into the generic modeling category. 
Although dasymetric mapping largely predates studies in areal interpolation 
 22 
methods, the overlap of dasymetric mapping applications and areal 
interpolation research has resulted in added complexity and ambiguity for the 
field (Eicher and Brewer, 2001). Chrisman (2002) argues that dasymetric 
mapping is in fact a form of areal interpolation and therefore suggests the use 
of the term dasymetric interpolation instead of the more commonly used 
designation. 
Recent applications of dasymetric mapping or interpolation using GIS, 
both as raster and vector-based methods, include Eicher and Brewer (2001), 
Harvey (2002a), Mennis (2003), Sleeter (2004), Mennis and Hultgren (2006a, 
2006b), and Langford (2006; 2007). Raster methods have not been popular 
for dasymetric mapping, but their effectiveness combined with ease of 
implementation and use will probably lead to their more frequent adoption 
(Eicher and Brewer, 2001). Raster based dasymetric mapping with adequate 
resolution can be effective at bridging the gap between visualization-oriented 
choropleth maps and analysis-oriented areal interpolation. 
Dasymetric mapping allows ancillary data related to the mapped 
variable to be explored in many different ways. According to Charpentier 
(1997), McCleary (1969; 1984) suggested seven types of dasymetric maps, 
while Robinson et al. (1995) characterize dasymetric maps based on whether 
they use ancillary information as either limiting variables or related variables. 
The limiting variable method sets maximum population totals or densities that 
may be assigned to an area, while the related variables approach explores 
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the correlation between population distribution and related variables 
(Robinson et al., 1995). Most often land use and land cover maps derived 
from aerial photographs or satellite systems are the surrogate variable of 
choice, but transportation networks, topography, as well as other remote 
sensing-derived data may be used. McPherson and Brown (2003) and Reibel 
and Bufalino (2005) recently innovated the use of street databases for 
dasymetric disaggregation of population. 
A specific form of the limiting variable approach is the binary method, 
the simplest and original form of dasymetry, which is merely the assignment 
of population to inhabited areas, which are defined by categorical ancillary 
data. Applied by Fisher and Langford (1996) this method has shown to be 
less sensitive to land cover classification error (Langford, 2004).  
More elaborate dasymetric approaches redistribute census population 
to different land use types based on estimated population density ratios 
between these classes. These weights can be estimated using global or 
regional regression analyses (e.g., Langford et al., 1991), be pre-defined 
heuristically or empirically (e.g., Eicher and Brewer, 2001), or be determined 
using empirical sampling techniques (e.g., Mennis, 2003; Mennis and 
Hultgren, 2006a, 2006b). 
Langford et al. (1991) used regression of population density and land 
use within a dasymetric mapping procedure to redistribute population in the 
U.K. to a 1-km raster surface. The model overestimated population in urban 
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areas and underestimated population in suburban and rural regions, showing 
the difficulty of deriving such models due to the spatial variation in the nature 
of land use and land cover (LULC) and other variables as they relate to 
population density. Langford (2006) also refers to the presence of spatial non-
stationarity in the relationship between population and LULC. 
Using Landsat TM imagery, Harvey (2002a) devised a pixel-level 
dasymetric method by conducting an ordinary least-squares regression 
between population density and the digital values of the pixels. In contrast to 
such complex approaches, Langford (2007) proposed simplicity and 
convenience by demonstrating the use of raster pixel maps to derive urban 
masks for dasymetric-based population interpolation. 
A comprehensive study by Eicher and Brewer (2001) mapped six 
socio-economic variables using ancillary land-use data to test the accuracy of 
five dasymetric and areal interpolation methods: binary methods (in raster 
and vector), three-class methods (raster and vector), and the limiting variable 
method (vector). Their analysis concluded that the traditional limiting variable 
method performed best and that vector implementations had lower error but 
could not be deemed statistically better than the raster methods, the latter 
being more easily implemented. However, the adopted 1-km resolution can 
be considered fairly coarse and scale effects resulting from choice of cell size 
remain under-researched in dasymetric mapping. Resolution must be fine 
enough to adequately capture the spatial variation of population distribution. 
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Mennis (2003) generated raster population surfaces at 100-m 
resolution for five counties in Pennsylvania, USA, using remote sensing-
derived land cover as ancillary data. That author built on Eicher and Brewer’s 
(2001) “grid three-class” method, but instead of using subjectively-determined 
percentages for disaggregating population to cells, these percentages were 
determined by empirical sampling densities in three urbanization classes. An 
area-based weighting scheme addressed relative differences in area among 
urban land cover classes within a given unit. While Mennis conducted no 
formal accuracy assessment, Sleeter (2004) applied this approach using the 
National Land Cover Data set to model population distribution in the San 
Francisco Bay region (CA, USA) at high spatial resolution (30 m) and 
obtained high correlation coefficients against census block populations. 
Sleeter and Wood (2006) applied a similar approach using parcel-level land 
use and density to map daytime and nighttime population density for a coastal 
county in Oregon at 10 meters. 
Building on efforts by Langford (2006), Mennis later improved his 
approach by sampling choropleth map zones using centroid, contained, and 
percent cover rules to associate a zone with an ancillary class (Mennis and 
Hultgren, 2006a; 2006b).  
Wu et al. (2005) remarked that provided that ancillary information 
reflects the spatial distribution of the variables being mapped, methods using 
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this information, especially the dasymetric method, tend to be more accurate 
than those without ancillary information.  
Fisher and Langford (1995) classified areal interpolation approaches 
into cartographic, regression, and surface methods, and upon testing five 
methods (Fisher and Langford, 1996) showed that cartographic methods 
provided both the best (dasymetric mapping) and worst (areal weighing) 
estimates.  
 
2.3.4 Statistical Modeling Methods 
 
The application of statistical modeling to population estimation started 
in the 1950’s, building from theories in urban geography (e.g., Clark, 1951) 
that related population distribution and morphological factors that often can be 
derived from remotely sensed data. A feature of the “purely” statistical 
modeling approach is that, normally, census population data are not used as 
the input, rather these data are used in the model training phase. Although 
this approach is “originally designed to estimate intercensal population or 
population of an area difficult to enumerate, it can also be incorporated into 
the process of interpolating census population” (Wu et al., 2005, p.1), in what 
can perhaps be viewed as a hybrid approach. 
A plethora of studies have explored correlation between population and 
numerous variables, such as urban extent (Clark, 1951), multispectral satellite 
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imagery reflectance (Wu, 2007), satellite-derived vegetation indices (Li and 
Weng, 2005), impervious surface (Lu and Li, 2006), and others. The 
predictive power of nighttime lights for large areas especially has been 
explored and demonstrated by various scientists (Sutton, 1997; Sutton et al., 
1997, 2001; Lo, 2001; Pozzi et al., 2003). Harvey (2002b) offers a 
comprehensive review of methods to estimate population using satellite 
imagery and their respective strengths and weaknesses. 
Methods of “smart interpolation” using multiple variables have also 
been proposed and implemented by Deichmann and Eklundh in 1991 
(Deichmann, 1996), and by Sweitzer and Langaas (1995). Deichmann (1996) 
summarizes the process in three steps: 
1. A surface of weighting factors is created on a regular raster grid 
for the study area. 
2. Initial weights are heuristically adjusted using ancillary data. 
3. Total population count for the study area is distributed to cells 
according to the weights, preserving the total volume. 
This approach was adopted for production of the LandScan population 
database, in which the combination of road proximity, slope, land cover, 
nighttime lights, and an urban density factor oriented the disaggregation of 
census data to grid cells in a probabilistic model. LandScan is considered 
“probably the best representation of rural and urban population density 
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available” (Sutton et al., 2003) and has been used for many purposes 
(Dobson, 2002; 2003; 2007; Dobson et al., 2003). 
 
2.4 Scale of Study 
 
Scale is an important factor in determining the usefulness and 
accuracy of population mapping, and it can be addressed in both the spatial 
and temporal dimensions. Normally the geographical extent of a study defines 
the spatial scale, often characterized as local, regional (national) or global. 
The scale of the study and existence of compatible input datasets has 
implications for the choice of appropriate resolution (Balk et al., 2006). 
In the context of population distribution modeling, the large majority of 
efforts seem to take place at the fringes of local and global scales, with a 
scarcity of studies at the national level. This may in part correlate with 
availability of input datasets, which so often are not made accessible to 
researchers at the national level or because the national data tend to be 
prohibitively costly for use by most researchers. In contrast, a number of 
international institutions and companies have recently begun to have the 
storage and computing capacity to collect large geographic datasets for use 
in global studies, even if their characteristics are neither homogenous nor 
ideal. Therefore, most experimental research efforts take place at the more 
controlled local or regional scales, where knowledge of the study area may 
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assist in dealing with data and interpreting results. Some examples are 
Langford et al. (1991), Goodchild et al. (1993), Fisher and Langford (1996), 
Eicher and Brewer (2001), Mennis and Hultgren (2006a; 2006b), and 
Langford (2006; 2007). 
Regarding global scale models, the 1990’s can be considered the age 
of global gridded population datasets, with three new undertakings adding to 
previous efforts by the US Bureau of Census (Leddy, 1994): the Global 
Demography Project / Gridded Population of the World (GPW) (Tobler et al, 
1995), the HYDE dataset (Goldewijk and Battjes, 1997), and the LandScan 
Global Population Database (Dobson, 2000; Dobson et al, 2000). Their main 
characteristics are summarized in Table 2. 
 
Table 2. Characteristics of global gridded databases of population density 
Project 
Resolution 
(cell size) 
Temporal 
coverage 
Spatial coverage 
LandScan Global 
Population Project 
30’’ 1998 – 2005 World  
Gridded Population 
of the World, v3  
2.5’ 1990, 1995, 2000 World (72 N to 57 S) 
HYDE Database, v. 
2.0 
30’ 1700 – 1995, yearly World 
Global Population 
Database 
Variable: 
20’ X 30’ and 5’ X 
7.5’ 
Variable, starting in 
1965 
Selected countries, 
150 in 1994 
 
In fact, some initial efforts have evolved into quasi “operational” 
programs featuring subsequent versions whose periodical release mostly 
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reflects improvements in spatial and temporal resolution of the source data. 
Notable examples are GPW, with three versions released in 1995, 2000 and 
2004 (Deichmann et al., 2001; Balk et al., 2006), and LandScan, with 
releases for 1998, 2000, 2001, 2002, 2003, 2004, and 2005 (ORNL, 2007). 
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3. METHODOLOGY 
 
This section presents the study area, describes the main procedures 
and software used, the collection and organization of variables, the modeling 
of population distribution, and procedures used to verify and validate the 
results. 
 
3.1 Study Area 
 
The official administrative limits of the municipalities (concelhos) of 
Cascais and Oeiras in 2001 constitute the study area for this research. This 
area was selected for several reasons: a) its characteristics, namely with 
regard to urban and suburban character, and strong economic activity, b) the 
availability and access to input data, and c) personal familiarity with the area, 
which facilitates data verification and field work. 
Cascais and Oeiras are two of the eighteen municipalities that 
comprise the Lisbon Metropolitan Area (LMA) in Portugal. This is the main 
metropolitan area in the country with a resident population of 2,661,850 (INE, 
2001) encompassing a surface area of 2,963 square kilometers, representing 
26% of the Portuguese population and 3.2% of the national area. These two 
adjacent municipalities are located at the mouth of the Tagus river and along 
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the Atlantic coast immediately to the west of the city of Lisbon. They border 
the municipalities of Amadora and Sintra to the north (see Figure 1). 
The topography of the study area varies from flat to rolling, but is 
carved with local valleys created by small streams flowing north-south. Most 
of the land is occupied by artificial surfaces, with some areas of agriculture 
and natural vegetation remaining. The western part of Cascais is classified as 
a Natural Park. Regarding the settlement pattern, there is both concentrated 
and dispersed settlement, with the latter being more prevalent in Cascais due 
to the rapid and unplanned urbanization taking place in the 1970s. As is 
typical of Portugal (see Freire and Caetano, 2005), urbanization is strongest 
along the coast and is expanding to the interior. 
These municipalities have a number of characteristics that make them 
good candidates for this study. Eighteen percent of the resident population in 
the study area commutes to Lisbon for work or school (INE, 2003a). Despite 
the attracting effect of Lisbon proper for employment, these two municipalities 
also display intense economic activity within their boundaries. Most activities 
belong to the tertiary sector, but in Cascais the secondary is still an important 
economic factor. Oeiras recently created technological and office parks, while 
Cascais maintains some industrial zones. Until the 1960s this coastal area 
was mostly sought for leisure, and tourism is also a significant activity. 
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Figure 1: Location of the study area in Portugal and in the Lisbon Metro Area. 
 
Cascais and Oeiras occupy 97 and 46 km2, respectively, and have a 
combined population of 332,811; this results in an average population density 
of 2332 inhabitants/km2, well above the national average density of 112 
inhabitants/km2. However, population density varies widely throughout the 
study area, from high density in multi-story residential apartments to low-
density in rural areas. 
The resident population of the study area, the LMA and Portugal as a 
whole and their evolution in the last three national censuses (1981, 1991, and 
2001) are reported in Table 3. 
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Values show that population in the study area has been increasing well 
above the national rate, especially from 1991 to 2001, and more so in 
Cascais, which also grew more rapidly than the metro area in both periods. 
 
Table 3. Population and growth rates in census years, 1981-2001. 
 1981 1991 
Change 
81-91 (%) 
2001 
Change 
91-2001 (%) 
Cascais 141,498 153,294 8.3 170,683 11.3 
Oeiras 149,328 151,342 1.3 162,128 7.1 
LMA 2,502,044 2,540,276 1.5 2,682,687 5.6 
Portugal 9,833,014 9,867,147 0.3 10,356,117 5 
Source: INE, 2003a; 2003b 
 
3.2 Description of Software 
 
There were several steps involved in attaining the goals of this study, 
namely collection, organization, and processing of variables, modeling, and 
quality assessment of population grids.  Software used for pre-processing of 
data, modeling, analysis and presentation of results included the following: 
1. Microsoft Access – a database management system used for 
creating, managing and querying large data sets. This software 
was used to query and retrieve census population data. 
2. Microsoft Excel – a spreadsheet used for organizing data in 
tables and analyzing small data sets. This software was used to 
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compile and verify data, to create tables for importing to GIS 
software, and to analyze and produce statistics. 
3. ESRI ArcView – a desktop mapping and Geographic 
Information Systems (GIS) application used for collecting, 
managing, integrating, analyzing and presenting geospatial data 
sets. This software was instrumental for inspecting and 
improving input data for modeling. 
4. ESRI ArcGIS – a more powerful mapping and Geographic 
Information Systems (GIS) application used for collecting, 
managing, integrating, analyzing and presenting geospatial data 
sets. This software was essential for geocoding addresses of 
workers and students for daytime population modeling, for other 
analyses, and to produce maps to present the results. 
5. Google Earth (http://earth.google.com/earth.html) – a 
downloadable application used to visualize geospatial 
information using web-based satellite imagery as a base map. 
This application was useful for comparing and improving input 
data. 
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3.3 Collection and Organization of Variables 
 
In geographic modeling, choice of input variables and their 
characteristics should be appropriate to the objectives and mutually 
compatible in terms of scale, resolution and reference date. In particular, 
assuring temporal consistency of data sets is usually challenging and often 
impossible in the context of population mapping, even at local or regional 
scales: for instance, Eicher and Brewer (2001) redistributed 1990 census data 
using a 1970 land use and land cover (LULC) map, while Mennis (2003) 
based disaggregation of 1990 population counts on 1993/1996 urban land 
cover data. 
In this study, the spatial detail of census zones whose counts are to be 
disaggregated should be met in scale, resolution, and accuracy by ancillary 
data sets used for disaggregation. Input variables used for modeling include 
both physiographic and statistical data. In the first group are census tracts, 
street centerlines and land use and land cover (LULC), while the second 
includes census counts, data on workplaces and employment, and 
commuting statistics for the study area. These data were obtained from 
various sources and in different formats which are listed in Table 4.  
In general, temporal consistency among data sets was very high, with 
the exception of street centerlines whose reference date was three years 
subsequent to the model target date (2001). For this reason and due to the 
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importance of this data set in the model, it was decided to modify it in order to 
better represent reality at the target date. The one-year lag in LULC data was 
considered acceptable. A detailed description of, and modifications applied to, 
each variable listed follows. 
 
Table 4. Main input datasets used for modeling nighttime and daytime population. 
Data set Source Date Data type 
Street centerlines GeoPoint 2004 Vector polyline 
LULC (COS90; CLC2000) IGP; IA 1990; 2000 Vector polygon 
Census block groups INE 2001 Vector polygon 
Census statistics INE 2001 Database (MS Access) 
Workplaces and employment DGEEP 2001 Table 
Commuting statistics INE 2001 Table (O/D matrix) 
 
3.3.1 Street Centerlines 
 
Street centerlines represent streets through a single line digitized along 
their center, and are most useful for address geocoding (or address 
matching). These data are characterized by their high spatial detail, positional 
accuracy, and ease of updating. Furthermore, in the framework of this project 
they provide a convenient support for modeling population by allowing the 
same spatial basis to be used for both nighttime and daytime distributions. 
The fact that street centerlines are provided for spatial reference by the US 
Bureau of Census (i.e., the TIGER/Line files) confirms importance of its 
relation to socioeconomic variables. Reibel and Bufalino (2005) used street 
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grids without distinction of classes of streets or roads and still obtained better 
results than areal weighting alone. Sleeter and Wood (2006) recognize that 
use of a roads layer in their mapping of daytime population would improve 
land use delineations and results. 
Street centerlines for each of the two municipalities for 2004 were 
obtained (in MapInfo .MIF format) from GeoPoint (www.geopoint.pt), a private 
vendor which compiles this information from several sources: municipalities, 
other companies, and the postal service (see Figure 2). Unfortunately a 
record of previous versions was not kept and it was impossible to obtain such 
data for 2001. These data were very detailed and complete, both 
geometrically and regarding attributes used for geocoding addresses. 
 
 
Figure 2: Street centerlines obtained for the study area. 
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3.3.2 Land Use and Land Cover 
 
Initial information on land use and land cover was obtained from two 
data sets in the public domain available in vector format for mainland 
Portugal: the Land Cover Map of 1990 (COS’90), with a minimum mapping 
unit (MMU) of 1 ha and a complex classification system that allows more than 
900 classes (see Figure 3); and the CORINE Land Cover 2000 (CLC2000) 
map (Figure 4), with a 25-ha MMU and a hierarchical nomenclature with 44 
classes in the most detailed version (level 3) (Bossard et al., 2000). The CLC 
nomenclature is presented in Table 5. Despite their designations, both data 
sets aim at mapping both land use and land cover classes. Since imagery 
only captures land cover, these maps were produced using visual 
interpretation aided by ancillary data and field work to infer land use, which is 
a very challenging process.  
CLC is an operational European program and its data were already 
used as ancillary information to disaggregate population counts in the 
European Union (Gallego and Peedell, 2001). In that experiment, population 
density was mapped to 100-m cells (1 ha), but validation showed that CLC 
alone was insufficient to accurately represent population in the study area. 
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Figure 3: The Land Cover Map of 1990 (COS’90) for the study area, converted to 
CLC nomenclature. See Table 5 for an explanation of the land cover 
classes 
 
For modeling population, accurate mapping of urban residential land 
use is important (Langford, 2004), and an accurate LULC data at appropriate 
resolution can adequately represent population distribution, potentially 
dispensing with the need for other variables. However, no formal accuracy 
assessment was conducted for COS’90, while validation of CLC2000 in 
Portugal has shown a thematic agreement of 83% (Caetano et al., 2006), 
despite the fact that the evaluation was not designed as a strict accuracy 
assessment.  
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Another issue impacting the use of these data for modeling has to do 
with size of MMU and the classification system used, and the fact that LULC 
classes are mutually exclusive. This creates problems in areas where land 
uses are mixed (either horizontally or vertically) but had to be classified under 
only one “pure” class (e.g., residential-commercial areas classified as 
residential). Perhaps this problem could be mitigated by including additional 
mixed classes in the LULC nomenclatures or using a main class and a 
secondary class to characterize mixed polygons. 
Upon careful inspection, important errors were detected in these data 
sets within the study area. Because the nighttime population surface is so 
dependent on correct identification of residential areas, LULC data has to be 
the most accurate possible, and so it was decided to correct them prior to 
modeling.  
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Figure 4: The CORINE Land Cover 2000 (CLC2000) map for the study area. See 
Table 5 for an explanation of the land cover classes 
 
Table 5. Standard CORINE Land Cover nomenclature. 
Level 1 Level 2 Level 3 
1.1 Urban fabric 
1.1.1 Continuous urban fabric 
1.1.2 Discontinuous urban fabric 
1.2 Industrial, commercial and 
transport units 
1.2.1 Industrial or commercial 
units 
1.2.2 Road and rail networks and 
associated land 
1.2.3 Sea ports 
1.2.4 Airports 
1. Artificial 
surfaces 
1.3 Mines, dumps and 
construction sites 
1.3.1 Mineral extraction sites 
1.3.2 Dump 
1.3.3 Construction sites 
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1.4 Artificial non-agricultural 
vegetated areas 
1.4.1 Green urban areas 
1.4.2 Sport and leisure facilities 
2.1 Arable land 
2.1.1 Non-irrigated arable land 
2.1.2 Permanently irrigated land 
2.1.3 Rice fields 
2.2 Permanent crops 
2.2.1 Vineyards 
2.2.2 Fruit trees and berries 
plantations 
2.2.3 Olive groves 
2.3 Pastures 2.3.1 Pastures 
2.Agricultural 
areas 
2.4 Heterogeneous agricultural 
areas 
2.4.1 Annual crops associated 
with permanent crops 
2.4.2 Complex cultivation patterns 
2.4.3 Land principally occupied by 
agriculture with significant areas 
of natural vegetation 
2.4.4 Agro-forestries 
3.1 Forests   
3.1.1 Broad leafed forest 
3.1.2 Coniferous forests 
3.1.3 Mixed forest 
3.2 Scrub and/or herbaceous 
vegetation associations 
3.2.1 Natural grassland 
3.2.2 Moors and heathlands 
3.2.3 Sclerophyllous vegetation 
3.2.4 Transitional woodland-scrub 
3. Forest 
and semi-
natural areas 
3.3 Open spaces with little or 
no vegetation 
3.3.1 Beaches, dunes, sand 
3.3.2 Bare rocks 
3.3.3 Sparsely vegetated areas 
3.3.4 Burnt areas 
3.3.5 Glaciers and permanent 
snowfields 
4.1 Inland wetlands 
4.1.1 Inland marshes 
4.1.2 Peat bogs 
4. Wetlands 
4.2 Coastal wetlands 
4.2.1 Salt marshes 
4.2.2 Salines 
4.2.3 Intertidal flats 
5. Water 
bodies 5.1 Continental waters 
5.1.1 Stream courses 
5.1.2 Water bodies 
 44 
5.2 Marine waters 
5.2.1 Coastal lagoons 
5.2.2 Estuaries 
5.2.3 Sea and ocean 
 
3.3.3 2001 Census Data 
 
The National Statistical Institute of Portugal (INE) conducts decadal 
censuses of population, dividing the basic administrative level (Freguesia, i.e., 
commune) into two-level statistical areas called subsecção estatística, and 
secção estatística. These areas are defined by polygons in a geographical 
base for referencing with attributes in a database. In this study, counts of 
resident population (i.e., de jure) from the 2001 census were used at the level 
of secção estatística (i.e., similar to block group in the US) for modeling, with 
block-level data (i.e., subsecção estatística) used for validating results. One 
secção estatística unit corresponds to a continuous area of a single 
Freguesia (i.e., commune) with approximately 300 dwellings used for 
residence. Counts of present (i.e., de facto) population are also available, but 
these fail to represent population in workplaces or schools in a normal 
weekday.  
In the study area there are 529 block groups, with all of them having 
some resident population. However, the population density of block groups 
varies significantly from urban to more rural parts of the region, and some 
polygons misrepresent actual population presence due to their large size. The 
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mean size of block groups in the study area is 27 ha, with a standard 
deviation of 72.4 ha. 
Population density by block group in the study area is presented in 
Figure 5, classified by quantiles.  
 
 
Figure 5: Density of resident population in the study area, by secção (block group). 
 
The INE produces inter-censal estimates for each year at the municipal 
level, but due to the aggregated level and low confidence these data are unfit 
for local-level modeling of population. 
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3.3.4 Workplaces and Employment 
 
The main data set on workforce was acquired from the Directorate-
General of Studies, Statistics, and Planning (DGEEP) of the Ministry of Labor 
(DGEEP, 2001). Data were obtained as a table listing for Cascais and Oeiras 
the name of workplaces (firms), address of facilities, business code and type, 
and number of employees in 2001. Companies involved in temporary or 
displaced activities (such as catering, construction) are also included, but 
specific addresses are not provided. Because DGEEP collects only data on 
private firms, it was necessary to complement this information with data on 
public workplaces. 
A shapefile locating schools in the Metro Area and a database listing 
respective students and workforce was obtained from the Lisbon Metro Area 
services. 
 
3.3.5 Commuting Statistics 
 
Data on number of daily commuters for reasons of work or school in 
2001 were obtained from an official mobility study by INE (2003a) for the 
municipalities integrating the Metropolitan Areas of Lisbon and Porto. This is 
the most recent and most detailed disaggregated data yet available on the 
subject. Figures were available in paper as an origin/destination (O/D) matrix 
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recording the number of people leaving their homes for the cited reasons and 
leaving, entering, and remaining in each municipality. This study provided the 
municipal reference totals for daytime population distribution and/or control: 
total workforce, total daytime residential population, and total daytime 
population. 
Geographical data were transformed into a convenient format for 
modeling in GIS: vector data sets were converted to shapefile format (ESRI) 
and to the national projection system used for large-scale mapping (scale 1: 
25,000). The national projection system uses the Hayford-Gauss Militar 
projection and the Lisbon Datum. Although this projection is conformal and 
not equal-area, distortions in the study area are negligible in the context of the 
study. 
 
3.4 Modeling the Population Distribution 
 
In the present context, modeling population distribution at a specific 
spatio-temporal scale entails two basic challenges: a) obtaining or deriving 
reliable population counts at an appropriate spatial and temporal level for 
disaggregation, and b) applying a method to interpolate those counts in a 
realistic fashion. In the current approach, two types of information are 
combined: a) statistical and census data and b) physiographic data. The most 
recent statistical and census data (2001) provide the population counts for 
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each daily period, while physiographic data sets define the spatial units (i.e., 
grid cells) used to disaggregate those counts. This general approach was 
successfully implemented by Los Alamos National Laboratory (New Mexico, 
USA) to map daytime and nighttime population distributions in the US at 250-
m resolution (McPherson and Brown, 2003; McPherson et al., 2004; 2006), 
and is adapted and applied to Portugal. 
This method allows the daily temporal component of population to be 
considered for estimating their nighttime and daytime distributions and was 
implemented within a Geographic Information System, ArcGIS 9.1 (ESRI). 
GIS offers the necessary tools and flexibility to implement raster or vector-
based dasymetric methods, and was used to verify, correct and integrate 
geographic data sets, for modeling, analysis, and mapping the results for 
presentation. 
Because some data sets are made available on a municipal basis, 
Cascais and Oeiras were modeled separately. For the area of each 
municipality, 25-m raster grids were produced representing densities of 
nighttime (residential) population, daytime residential population, daytime 
worker and student population, total daytime population, and ambient 
population in 2001. 
The raster format offers several advantages: it constitutes a regular 
tessellation of space as square cells, which is convenient for GIS analysis 
and modeling. The grid cells are flexible reference units appropriate for 
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representing numerical data and they facilitate relating data from incompatible 
areal units using GIS zonal functions (Martin and Bracken, 1991). 
Furthermore, most environmental and simulation models (e.g., diffusion of 
pollutants) in which population exposure is analyzed also adopt the raster 
data model. 
Regarding spatial resolution, its choice should depend on the goals 
and scale of the study (Balk et al., 2006) and on the existence of compatible 
input datasets. Considering these principles it was decided that 25 meters 
was the highest resolution possible to model population with confidence in 
this project. Modeling at the highest spatial resolution possible seems to 
make more sense at a time when storage and processing capacity become 
less of an issue: fine raster data can easily be aggregated to coarser while 
coarser results cannot be adequately refined without modeling from source 
data again. 
A cell size of 25 meters was selected for the following reasons: 
1. it suits the objective of supporting local-level analysis; 
2. it approximates dimensions of an average single-family lot (half-
block width), and allows modeling at the scale of individual 
buildings without compromising statistical privacy, required in 
Portugal; 
3. it is a sub multiple of 50 and 100 meters, which are potential cell 
sizes for public dissemination of the data; 
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4. it is smaller than the dasymetric zones used in this study. 
 
Following the suggestion by Eicher and Brewer (2001), a limited 
sensitivity analysis on the effect of grid cell size on accuracy for the adopted 
method was conducted for the municipality of Oeiras. Nighttime population 
distribution was mapped at resolutions of 12.5 m, 25 m, and 50 m, all of these 
cell sizes being fine enough for local-level applications in accordance with the 
project’s goals. Correlation analysis results comparing aggregated population 
counts from each final surface to official census blocks are presented in Table 
6. 
 
Table 6. Results of correlation analysis of cell size in Oeiras. 
Cell size No. of cells Correlation R2 
12.5 m 33,119 0.80 0.64 
25 m 15,342 0.79 0.62 
50 m 6,255 0.75 0.56 
 
The analysis shows that while resolution consecutively increases four-
fold, there is only a small improvement in accuracy with 25-m cells compared 
with 50 m, and this improvement becomes marginal with an increase in 
resolution from 25 m to 12.5 m. Therefore this study selected the 25 m grid 
resolution.  
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The main phases involved in creating the population surfaces included 
pre-processing of data sets, modeling the distributions, and verification and 
validation of results. An overview of tasks involved in the modeling process is 
presented in Figure 6. 
 
 
Figure 6: Flowchart of main tasks involved in modeling the spatial and temporal 
distribution of population. 
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3.4.1 Pre-processing of Data Sets 
 
Due to the characteristics of the data and the model requirements, pre-
processing of some data sets was necessary:  
1. The five COS’90 individual worksheets (map tiles) covering the 
study area were downloaded and merged together. This shapefile was then 
improved using ArcView based on orthophotos for 1995, municipal paper 
maps, and personal knowledge of the area. The main problems detected and 
corrected involved misclassification of industrial or commercial units as 
residential areas. With correction, the number of polygons in this COS’90 
shapefile changed from 1162 to 1259. Figure 7 illustrates corrections to 
COS’90 made for a coastal area in Cascais. 
 
 
Figure 7: Sample of original (A) and corrected (B) COS’90 LULC map. 
 
The example illustrates the identification and separation of industrial or 
commercial units (class 121) misclassified as urban fabric (classes 111 and 
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112). Correct delineation of these classes is especially important for model 
results. 
Finally, polygon boundaries were dissolved based on the 
corresponding CLC codes, using an existing conversion table. The steps 
taken to pre-process the COS’90 are represented in Figure 8. 
 
Figure 8: Flowchart of pre-processing of COS’90 LULC map. 
 
2. The CLC2000 map was also inspected and corrected in the study 
area, using orthophotos for 1995, municipal paper maps, and personal 
knowledge of the zone. Both thematic and geometric corrections were made 
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misclassification of industrial or commercial land use as residential. Figure 9 
illustrates corrections to CLC200 made for an area in Oeiras. 
 
 
Figure 9: Sample of original (A) and corrected (B) CLC2000 LULC map. 
 
3. Street centerlines for each of the two municipalities for 2004 were 
converted from MapInfo .MIF format to ESRI’s shapefile (.shp) format. Due to 
the importance of streets in the model and the rate of change in the area, it 
was decided to modify these data to better represent the street network 
existing in 2001. This editing was accomplished in ArcView with the aid of 
ancillary data (paper maps, satellite imagery, Google Earth). Figure 10 shows 
the street network obtained for 2004 and edited to represent 2001. Red lines 
correspond to streets built or modified between 2001 and 2004 and which 
were corrected or removed from the street shapefile used for modeling. 
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Figure 10: Street network in 2004 and in 2001. 
 
4. Residential population counts for secção estatística (i.e., block 
group) in the study area were selected from the Census database and 
retrieved as a table, to join with corresponding polygons in the GIS and create 
the census shapefile.  
5. Data on workforce from DGEEP used for placement of workers at 
facilities were exhaustively verified for errors and improved with the aid of on-
line resources such as the Yellow Pages (http://pai.pt/) and the companies’ 
own websites. Main problems detected and corrected included insufficient 
address information and misplacement of workplaces among municipalities. 
Overall, it was found that 78 of the 4129 workplaces listed in the DGEEP 
database were not located in the study area and were removed. 
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3.5 Nighttime Population Distribution 
 
Nighttime population distribution is modeled by combining a dasymetric 
mapping technique with an areal interpolation method to disaggregate 
residential population to residential streets. A grid binary method is employed 
to model this distribution: total resident population is evenly distributed to 
selected grid cells in each secção estatística (block group). The binary 
method represents a specialized form of the limiting variable method 
described by McCleary (1969), in the sense that all land uses deemed 
uninhabited are limited to zero population (Eicher and Brewer, 2001). 
This approach can also be considered a method of spatial 
interpolation, i.e., transferring data from source zones (census block groups) 
to non-nested or incompatible target zones (residential grid cells). The 
method was selected for simplicity of implementation and because it was one 
of the most accurate in previous testing (Eicher and Brewer, 2001). 
Furthermore, this method is well suited for quantitative data contained in 
polygons, such as population, and allows for volume preservation. Volume 
preservation is important to this study and a basic requirement for accurate 
representation of the variable at multiple scales. For raster data this implies 
that the sum of all grid cell values in each source zone equals its initial total. 
For the pycnophylactic condition to be met for the study area, all block groups 
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having population (source zones) must contain at least one residential grid 
cell (i.e., one dasymetric zone) to receive population. 
The main features of the nighttime modeling approach are summarized 
in Table 7. 
 
Table 7. Summary characteristics of population modeling approach 
Technique 
Interpolation 
method 
Source zone Target zone Resolution 
Grid binary 
dasymetric 
mapping 
Areal weighting Census block group 
Residential 
street cells 25 m 
 
This grid binary technique requires that only residential streets be 
considered to receive population. However, street centerlines obtained did not 
include any attribute discriminating the type of land use. Therefore, land use 
and land cover maps were used as ancillary information to help identify 
streets of a residential nature and use. Streets would be considered 
residential whenever they overlapped residential LULC polygons, with the 
exception of thoroughfares which do not allow direct access to residences. 
So, first all expressways and limited access highways were excluded from the 
street dataset, and a shapefile of eligible streets was thus obtained.  
The data set of residential LULC polygons for the study area was 
created from the previously corrected COS’90 and CLC2000 maps. The 
rationale was to rely primarily on land use information from the more detailed 
but somewhat outdated COS’90 map and update it with new urban residential 
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areas from CLC2000. The CLC level 2 class 11 (Urban fabric) reasonably 
approximates residential land use, and therefore all corresponding level 3 
polygons classed 111 (Continuous urban fabric) and 112 (Discontinuous 
urban fabric) were selected in CLC2000 and COS’90 and combined in a 
polygon union operation. However, since the CLC2000 map fails to capture 
smaller land use types that are mostly immutable in a period of ten years, it 
was decided to exclude areas classified as such in 1990 from consideration 
as residential in 2000. Upon inspection of the study area, polygons classified 
as 121 (Industrial or commercial units), 123 (Sea ports), 124 (Airports), 141 
(Green urban areas), and 142 (Sport and leisure facilities) in COS’90 were 
deemed immutable and selected so their area could be erased from the 
residential shapefile. This process was implemented in ArcGIS and is outlined 
in Figure 11. 
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Figure 11: Flowchart of GIS procedure for definition of residential land use polygons 
 
Next, the shapefile of eligible streets was clipped with the residential 
LULC polygons to derive the shapefile of residential streets to which 
population could be allocated. Figure 12 shows final residential streets for 
Oeiras in comparison with all initial street centerlines, as well as residential 
LULC used in their definition. 
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Figure 12: Complete street network, residential polygons and residential streets in 
Oeiras. 
 
The availability of two level-3 LULC classes representing Urban fabric 
(codes 111 and 112) could suggest adoption of the limiting variable method, 
in alternative to the simple binary approach used. However, that solution was 
not adopted for the following reasons: 
1. Defining two residential street density classes based on LULC and 
weighting them accordingly would most probably be redundant due to the fact 
that the street network is already denser in areas with land use class 111 than 
for 112; i.e., varying road densities within source zones should already 
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account for different population distribution characteristics represented by 
LULC classes. 
2. Distinction between classes 111 and 112 in mapping land use and 
land cover does not aim at capturing different densities of settlement, but 
instead correlates with proportion of impervious surface; therefore class 111 
may include large parking lots where population density is in reality lower than 
that of single-family homes classified as 112. 
3. It would require setting of threshold densities (weights) for each 
class. There is no evidence (empirical or other) available to do so for the 
study area. 
Therefore, instead a binary distinction of residential vs. non-residential 
land use was preferred, with population being distributed evenly within 
dasymetric zones. 
 
The distribution of population from census block groups to residential 
streets was calculated according to McPherson and Brown (2003). This was 
carried out in ArcGIS with the Spatial Analyst extension, using map algebra. 
First, vector residential streets were converted to raster format. In ArcMap, 
each residential street shapefile was converted to 25-m grids using municipal 
limits as a mask, and cells in each block group polygon were counted and 
written to a raster. This raster was then used to generate a new grid of 
residential location coefficients necessary to interpolate the census polygon 
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data. The residential location coefficient represents the proportion of the total 
residential population in a block group that is allocated to each grid cell and is 
calculated as: 
 
Pri =1/Rbg (1) 
 
where Pri is the residential location coefficient for each cell i, and Rbg is 
the number of residential grid cells per block group. 
The grid of nighttime residential population was computed according to 
equation 2: 
 
NRPi = RPbg * Pri (2) 
 
where NRPi is nighttime residential population in each grid cell i, RPbg 
the residential population in each block group, and Pri is the residential 
location coefficient for each cell.  
 
3.6. Daytime Population Distribution 
 
The daytime population distribution is derived from two components 
(as illustrated in Figure 6): a) the daytime population in their places of work or 
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study – the workforce population surface, and b) the population that remains 
home during the day - the daytime residential population density. 
For the latter, in the absence of other information, it is assumed that all 
individuals who according to INE (2003a) do not commute to work or school 
remain in their residences in the daytime period. This means that this study is 
not including the potential effects of shopping centers and several other 
activities on daytime population distributions. The INE (2003a) study, by 
listing the number of people commuting by origin/destination (O/D), indicates 
the total number of residents in each municipality who leave their homes 
daily. The difference from this figure to the total resident (i.e., nighttime) 
population, constitutes the daytime residential population (see Table 8). This 
total is then transformed in a ratio that expresses the proportion of the 
resident nighttime population that does not leave home during the day. By 
multiplying the nighttime population grid by this ratio, the daytime residential 
population grid is obtained. 
 
Table 8. Resident population and figures calculated from O/D matrix in the study 
area, 2001. 
Municipality 
Resident 
population 
Daytime 
population 
Population 
originating 
in the 
municipality 
Population 
destined to 
the 
municipality 
Daytime 
residential 
population 
Cascais 170,683 151,115 87,056 67,488 83,627 
Oeiras 162,128 148,937 84,777 71,586 77,351 
Source: INE, 2003a 
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Adding the total daytime residential population in each municipality to 
the people whose destination is that municipality (whether originating outside 
or inside) yields the daytime population, which in the study area is lower than 
the resident population (see Table 8). This population whose destination is 
the municipality constitutes the total workforce and students present during 
the daytime - the workforce population.  
This figure was used as a control to “calibrate” the detailed data on 
workforce and students, since the INE study was assumed to provide the 
official and most reliable reference population totals for this project. In order 
for the total workforce population obtained from disparate sources to agree 
with the figures from INE, it was necessary to scale the DGEEP data. This 
was accomplished by approximation: by querying the databases it was 
discovered that the sum of school population added to the sum of personnel 
of workplaces with five or more employees would approximate the INE value. 
For a perfect match final adjustments were made by adjusting the value of 
workforce of those few public services for which specific figures were 
unavailable. 
With this option it was assumed that the personnel of private 
workplaces with up to four employees worked in, or in the close vicinity to, the 
place of residence (e.g., ground floor of multi-story building). This solution is 
simplistic but correlates well with the empirical notion that this situation 
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frequently occurs in smaller businesses in the study area (e.g., small retail 
shops, bars and cafés, etc.). Regarding public workplaces it was assumed 
that these do not correspond to anyone’s residence and all employees have 
to commute to work. 
The (daytime) workforce population grid was created by 
georeferencing all workplaces (private and public) and schools in the study 
area. This phase was the most labor-intensive and time-consuming of the 
whole project, owing to three main reasons: a) the poor quality of address 
information in the DGEEP database and model requirements, b) the need to 
complete the database by obtaining data for public services from many 
disparate sources, and c) the presence of firms and activities that due to 
temporary nature had no address specified below the municipality identifier. 
Due to the first factor it was necessary to manually geo-reference 
1,395 workplaces (32% of the total), because details of address and/or 
reference information were insufficient to allow geocoding in ArcGIS with the 
positional accuracy required by the high resolution model. Such was the case 
of shopping centers, whose large size required that individual stores were 
manually located in their interior. This was done in ArcView using as main 
reference the street centerlines and 1-meter orthophotos for 1995, with the 
aid of available maps and up to date high-resolution imagery from Google 
Earth. Fieldwork was also carried out to locate some workplaces, especially in 
rural areas and industrial areas, and to confirm the location of others. 
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The second problem was overcome by identifying all public services in 
the study area and through personal contacts by email or phone requesting 
information on the number of staff for 2001. Using this process, an additional 
212 public services and staff were identified in the study area. Data on the 
129 public schools existing in 2001 were obtained in a shapefile from the 
Lisbon Metro Area, but it only contained information on the number of 
students, teachers, and staff for Cascais. The number of students per school 
in Oeiras was obtained from the Ministry of Education website and values for 
Cascais were then used to calculate teacher and staff-to-student ratios to 
proportionately estimate counts of teachers and staff for Oeiras. 
The third problem, accounting for temporary workers without a 
permanent work address, could not be resolved in a systematic way. 
Therefore, it was decided to randomly distribute them to located workplaces 
in the respective municipality. This was accomplished by using a random 
number generator in Excel to select as many workplaces as the total number 
of temporary workers and then increasing their staff by one. In this fashion, 
1019 temporary workers were distributed in Oeiras, and 812 in Cascais. 
Although not entirely satisfactory, this simplification is likely to have low 
impact in overall results since it only affects 1.4% of all workers present in the 
study area.  
All workplaces for which complete and reliable addresses were 
determined, 2921, were geocoded in ArcGIS. Geocoding is a semi-automatic 
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process that assigns coordinates to an address by comparing these 
descriptive elements to those present in the reference material. Street 
centerlines obtained from GeoPoint provided the reference used for 
geocoding workplaces’ addresses. Geocoding was carried out at several 
levels and in an iterative way.  First, addresses having ZIP code 4+3 (código 
postal, in Portugal) were geocoded to one street side; then, remaining 
addresses were geocoded to the other side of the street; finally, remaining 
addresses having only ZIP code 4 were geocoded. Figure 13 shows all 
workplaces manually georeferenced and geocoded in the study area.  Finally, 
all georeferenced workplaces were converted to a 25-m grid using the 
number of workers or students for each cell value, resulting in the (daytime) 
workforce population grid. 
 
 
Figure 13: Places of work and study georeferenced in Cascais and Oeiras. 
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3.7 Ambient Population Distribution 
 
The ambient population aims to represent, using a single measure, the 
weekly average distribution of population considering where the main human 
activities of sleep, work, and study take place. 
The ambient population distribution is estimated by computing a 
weighted average of nighttime and daytime distributions, considering the 
proportion of nighttime and daytime periods occurring in a 7-day weekly cycle. 
The grid of ambient population was computed according to equation 3: 
 
APi = (NRPi*9/14) + (DPi*5/14) (3) 
 
where APi is ambient population for each cell i, NRPi is nighttime 
residential population for each cell i, and DPi is daytime population in each 
cell i. Because the working schedules tend to be long and highly irregular in 
metro areas in Portugal (morning rush hour usually starts at 7:30 AM and 
evening ends as late as 9:00 PM) a simple division of week days in two 
twelve-hour periods of work and rest was assumed. Of those total fourteen 
day and night periods occurring in a typical week, daytime population 
distribution will occur in five of those (i.e., daytime workdays), while the 
remaining nine periods will be better represented by the nighttime distribution. 
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3.8 Verification and Validation 
 
For a rigorous quantitative assessment of model results, data are 
required which represent ‘ground truth’ with adequate accuracy and 
compatibility with the modeled data. However, a frequent driver for projects 
such as this one is precisely the absence of a suitable reference database, a 
fact that limits the scope of validation (Dobson, 2000; McPherson and Brown, 
2003). 
Therefore, validation of daytime population distribution was limited by 
unavailability of compatible reference data sets for Portugal. However, it can 
be argued that this limitation is less relevant since daytime population 
distribution originates from a combination of the nighttime distribution surface 
(subject to formal validation) with mostly official statistical data, as opposed to 
being derived from heuristic or empirical weights. Still, the daytime population 
distribution was subject to verification in several ways:  
1. The input data (especially workplaces’ addresses from DGEEP) 
were verified through cross-checking with other sources and 
field work, regarding location of workplaces (firms). 
2. Results were verified with high-resolution imagery to confirm 
positional accuracy of distributions. 
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3. A check that the total number of workers provided and other 
statistics (census and mobility) were not contradictory. The 
specific number of workers and students obtained by workplace 
and school, the official census counts, and the mobility figures 
were not questioned or verified. 
 
Nighttime population distribution was subject to a formal accuracy 
assessment process, using the higher-resolution of census blocks (i.e., 
subsecção) as reference (i.e., ground truth). However, there is no standard or 
consensus method for quantitative assessment of interpolated population 
distributions, and different accuracy measures have been used by different 
authors: mean percent error (MPE) and mean absolute percent error (MAPE) 
(Goodchild et al., 1993), root mean squared (RMSE) error (Fisher and 
Langford, 1995), RMSE and coefficient of variation (CV) of RMSE (Eicher and 
Brewer, 2001), and correlation analysis (McPherson and Brown, 2003). 
Therefore all of these measures were computed for each municipality in the 
study area. 
Cell values in modeled distributions were aggregated by census block 
in ArcGIS and compared against the respective census count, and accuracy 
measures were calculated in Microsoft Excel. For each municipality, scatter 
plots of correlation analysis were also created, and the MPE mapped. 
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4. RESULTS AND DISCUSSION 
 
In this section, model results are presented and discussed. Main model 
results comprise floating-point raster grids of nighttime population distribution, 
daytime worker and student population distribution, daytime residential 
population distribution, and total daytime population distribution. These results 
represent, for the study area, maximum expected population densities in 2001 
for each 625 square-meter grid cell. 
Grids approximating ambient population distribution considering a 
weekly cycle are also computed and presented. 
 
4.1 Nighttime Population Distribution 
 
The nighttime (residential) population distribution grids (Figure 14 and 
Figure 15) represent maximum expected population density by cell for a 
typical nighttime period, assuming that all people are in their respective 
homes. This is obviously a simplification of reality, since on any given night an 
unknown number of people will not be in their residences for varied reasons, 
such as nighttime work shifts, travel, leisure, etc. Therefore, resident 
population density is over-estimated and results misrepresent those activities 
taking place in the nighttime period and do not account for people that may 
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occupy hotels and other lodging, either originating from inside or outside the 
study area. 
Use of this raster dasymetric mapping approach allows the allocation 
of population within source zones (i.e., block groups) to those residential 
areas where it is really present, at high spatial resolution. However, the use of 
simple areal weighting for distributing population in each dasymetric zone is 
subject to the assumption of even density which may not correlate with reality 
in some areas, such as those areas comprised of both single-family dwellings 
and multi-storey apartment buildings. Fortunately this situation is avoided in 
the design of census zones, and especially uncommon at the block level. 
Residential streets seem to provide adequate support for 
disaggregating official census counts, but the nighttime population 
distributions closely reflect the mapping of residential streets, which in turn is 
dependent on land use classification as residential. Therefore the approach 
used here is subject to the combined effects of error from different ancillary 
data sets and its propagation to the final results. Still, it is believed that results 
represent improvement over the classical census representation of 
population, and the raster format offers flexibility by facilitating computation of 
total counts to any zoning.  
Results preserve the overall relative differences in population density 
between Cascais and Oeiras (Cascais is approximately half that of Oeiras) 
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and reveal a pattern of significant range of nighttime densities within the study 
area, especially in Oeiras. 
 
 
Figure 14: Grid of nighttime population distribution in Cascais. 
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Figure 15: Grid of nighttime population distribution in Oeiras. 
 
4.2 Daytime Residential Population Distribution 
 
The daytime residential population distribution grids (Figure 16 and 
Figure 17) is the residential component of the overall population distribution 
during daytime hours, and represents the maximum expected residential 
population density by cell during a typical daytime period. This study assumes 
that all people who do not leave for work or school remain in their homes. In 
reality, an unknown number of people will be involved in regular activities 
taking place away from home for at least part of the day (e.g., shopping, 
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leisure, sport practice etc.). This assumption causes daytime residential 
population densities to suffer from over-estimation.  
A second bias in this dataset is introduced because estimation of 
residential population for each municipality is dependent on a single ratio that 
expresses the proportion of the nighttime (resident) population that does not 
leave home for work or study during the day. Because mobility figures used to 
derive that ratio are only available at the level of municipalities, it is assumed 
that this proportion is constant across that area, which may not be true. 
Ideally, this ratio should be more disaggregated or differences estimated 
using ancillary variables such as mean age of residents, since older or retired 
individuals are expectedly more likely to remain home. McPherson and Brown 
(2003) also report the same limitation in their model. 
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Figure 16: Grid of daytime residential population distribution in Cascais. 
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Figure 17: Grid of daytime residential population distribution in Oeiras. 
 
4.3 Daytime Worker and Student Population Distribution 
 
The daytime worker and student population distribution grids (Figure 
18 and Figure 19) is the displaced component of the overall population 
distribution during a typical daytime period, and represents maximum 
expected worker and student population density by cell during the daytime 
period, assuming that all workers and students are present in their listed 
workplaces or schools. 
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In reality not all students will be in school all day, and on any given day 
an unknown number of workers will not be in their listed workplaces. Absent 
workers may be on sick leave, traveling, visiting customers, etc. But even if 
they are at work, for some workers their actual workplace will be different 
from their listed workplace. This situation occurs in ‘distributed activities’ 
(such as security, cleaning, transportation, etc.) where workers are either 
traveling (i.e., transportation) or are commonly assigned to workplaces of 
customers of the firm for which they are listed as staff (i.e., security and 
cleaning). Although agriculture is a residual activity in the study area, the 
model also misrepresents presence of farm workers in agricultural fields. 
Some densities are also over-estimated because the grid cell size is too small 
to represent the actual area occupied by some large workplaces and schools. 
Use of parcel data or some other information relating to building footprint in 
geocoding and converting the whole building footprint and associated 
population to several grid cells would better model these situations. These 
factors contribute to the occurrence of a wide range of densities in the study 
area, especially in Oeiras. 
For dissemination, aggregating the original results to a lower-resolution 
would generalize results by reducing the variability of cell values towards their 
mean, while still preserving usefulness. For example, 50-m grids would still be 
fine enough to support analysis at the local level, but would reduce the 
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problem of a work place being represented by a grid cell smaller that the 
footprint of the building housing the workers.  
Especially important for the quality of these distributions is the 
positional accuracy of workplace locations, and therefore significant effort was 
devoted to verify and ensure their accurate geo-referencing. 
The mean density value of these distributions does not represent 
average business size since several workplaces may occupy the same grid 
cell. 
 
 
Figure 18: Grid of daytime worker and student population distribution in Cascais. 
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Figure 19: Grid of daytime worker and student population distribution in Oeiras. 
 
4.4 Daytime Population Distribution 
 
The daytime population distribution grids (Figure 20 and Figure 21) 
represent maximum expected overall population density by cell in daytime 
period assuming that all people are present in their assigned workplaces or 
school locations and the rest remains at home.  
Resulting from the simple arithmetic sum of the daytime residential 
population distribution with the daytime worker and student population 
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distribution on a cell-by-cell basis, this representation inherits the limitations 
and caveats of  the input datasets which were outlined above.  Still, the 
daytime distribution has the merit of adequately accommodating people 
working at home, when compared with an approach employing figures of 
active population and assuming that those workers regularly commute. 
 
 
Figure 20: Grid of daytime population distribution in Cascais. 
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Figure 21: Grid of daytime population distribution in Oeiras. 
 
4.5 Ambient Population Distribution 
 
The ambient population distribution grids (Figure 22 and Figure 23) 
represent an approximation to a weekly average distribution of population 
density considering where the main human activities of sleep, work, and study 
take place. 
Resulting from the arithmetic weighted sum of the daytime residential 
population distribution with the daytime worker and student population 
distribution on a cell-by-cell basis, this representation inherits the limitations 
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and caveats of those input datasets. Namely this representation does not 
account for people involved in activities different than the main ones cited 
above, but it would be important to represent people present in transportation 
networks and shopping centers because there is the perception that on 
average these are frequented by a significant number of individuals in the 
study area. It would be especially important to represent these activities in 
finer temporal segmentations that would represent periods of intense 
commuting (i.e., ‘rush hour’) or leisure (e.g., weekends). 
Although available census and commuting statistics for the study area 
do not account for population shifts other than for work or school, an ambient 
population map would greatly benefit from inclusion of important fluxes such 
as those caused by tourism, especially in areas where tourism influx 
significantly increases counts of actual population present. Inclusion of daily 
shopping activities based on known distributions of shopping centers and 
seasonal tourism activities could be included on a probabilistic simulation, but 
would require additional information to be used in a similar way to the 
commuting statistics used in this study. However, this project also 
demonstrates that modeling the temporal distribution of population becomes 
increasingly difficult and challenging as spatial resolution increases (Sutton et 
al., 2003), while limitations of source data and results become more apparent. 
Perhaps the representation of ambient population could be further 
improved by smoothing values using a mean spatial filter that simulates 
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people’s movement in the vicinity of home, workplace or school, as suggested 
by Sutton et al. (2003). To produce realistic results this approach requires 
knowledge of average distance traveled and information that this distance be 
rather invariable throughout the study area. However, this information would 
have the advantage of preserving the model’s spatial resolution. 
 
 
Figure 22: Ambient population distribution in Cascais. 
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Figure 23: Ambient population distribution in Oeiras. 
 
4.6 Verification and Validation 
 
There is no standard or consensus method for quantitative validation of 
modeled population surfaces, but the nighttime population distributions were 
assessed using different accuracy measures which have previously been 
employed in similar studies. 
Because zone-based modeling was adopted at the level of census 
block groups (source zones), and despite results being presented in raster 
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format, it seems appropriate that the dasymetric distributions be assessed 
using the smaller census blocks. In contrast, results of a cell-based model 
would be best assessed against a reference dataset that had the actual 
population by cell at the same resolution as the model. However, such 
reference data sets are usually non-existent and accuracy values are very 
dependent on positional accuracy with which model and reference data set 
are co-registered (Sutton et al., 2003), leading to preference for zone-based 
assessment even in these cases. 
In the present case, since results are modeled at the level of the 
census block group and assessed at the lower level of the census block, it is 
important to characterize these enumeration units in the study area (Table 9). 
 
Table 9. Characteristics of census blocks and block groups in Cascais and Oeiras. 
Blocks Block groups 
Area (ha) Area (ha) 
Municipality 
No. 
Mean S.D. 
No. 
Mean S.D. 
Cascais 2433 4.0 2.2 289 33.6 91.3 
Oeiras 1486 3.0 6.4 240 19.1 37.4 
 
Table 9 shows that there is a large number of census blocks in each 
municipality, which allows for parametric analysis of results using blocks as 
observations. It also shows that census blocks are on average quite small 
and more homogenous in size in Cascais than in Oeiras, while block groups 
are very heterogeneous, more so in Cascais. 
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Table 10 shows the mean and standard deviation (S. D.) values of 
block-level population in census and model data for the study area. 
 
Table 10. Population statistics by block for Cascais and Oeiras. 
 Census Model 
Municipality Mean S.D. Mean S.D. 
Cascais 70.2 98.3 70.2 89.5 
Oeiras 109.1 128.8 109.1 116.9 
 
Using the values obtained by assessment at the level of the census 
block, overall error measures were computed for each municipality in the 
study area and are presented in Table 11. 
 
Table 11. Overall accuracy measures for Cascais and Oeiras. 
Measure 
Municipality RMSE CV r MPE MAPE 
Cascais 53.7 0.77 0.84 77.9 114.0 
Oeiras 80.7 0.74 0.79 147.2 183.3 
 
Values show that the model generally performed better in Cascais 
according to every error measure, with the exception of coefficient of variation 
(CV). CV is a standardized value obtained by dividing the root mean squared 
error (RMSE) by the actual mean value for the municipality. RMSE is a useful 
measure because it can be applied to count data and has the same units as 
the mapped variable (Eicher and Brewer, 2001). Although the RMSE is higher 
for Oeiras, the CV is lower due to the fact that the actual mean population per 
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block is higher than in Cascais (109.1 vs. 70.2). This means that although 
nominally a larger number of people are on average being misplaced in 
Oeiras, this is less significant in distorting the overall distribution than it is in 
Cascais.  
Following the approach taken by McPherson and Brown (2003), 
correlation analysis was also conducted to assess model performance. 
Bivariate correlation analysis evaluates the strength of association between 
two variables (Burt and Barber, 1996), in this case between the same two 
variables drawn from different data sets -- modeled counts and actual census 
counts in each block. The Pearson´s product-moment correlation coefficient 
(r) was also computed, the most commonly used measure of correlation for 
interval or ratio variables (Burt and Barber, 1996). Scatter plots of the 
correlation analyses for Cascais and Oeiras are presented in Figure 24 and 
Figure 25, respectively. The charts show that the model has a tendency to 
underestimate in census blocks with intermediate population totals, i.e., those 
having from 100 to 400 people. This effect is most probably due to the fact 
that residential street density does not adequately represent population 
density in those areas especially because the study assumes constant 
density in dasymetric zones. 
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Figure 24: Comparison of census vs. modeled population by block in Cascais. 
 
OEIRAS - Nighttime distribution
y = 0.7158x + 31.026
R2 = 0.6219
0
100
200
300
400
500
600
700
800
900
1000
0 100 200 300 400 500 600 700 800 900 1000
Census
M
o
d
e
l
 
Figure 25: Comparison of census vs. modeled population by block in Oeiras. 
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This analysis can be summarized by the correlation coefficient, a 
dimensionless variable that equals 1 when the association is perfect, i.e., 
there is an increasing linear relationship. The obtained overall correlation 
coefficients for each municipality were both high, but with a higher value for 
Cascais (0.84) than for Oeiras (0.79), indicating a good fit between model 
results and reality. Even when the 36 blocks that coincide with block groups 
are not considered, the coefficients decrease only slightly to 0.79 and 0.75, 
respectively. 
In accordance with Goodchild et al. (1993), mean percent error (MPE) 
values for each municipality were obtained by computing the error for each 
block as a percentage and calculating its average, while the mean absolute 
error (MAPE) was obtained by averaging the absolute percentile error by 
block. An overall MPE for each municipality has little explanatory power for 
errors, mostly revealing if there is a tendency for under or over-prediction of 
population by the model and its intensity. Obtained MPE values show that 
over-prediction dominates errors by blocks, and that it is stronger in Oeiras. 
Municipal MAPE values show that on average, by census block model 
predictions are off by 114% in Cascais and by 183% in Oeiras. However, 
MPE and MAPE can be deceiving measures to assess overall model quality 
because all samples (blocks) carry the same weight in the calculation 
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regardless of the number of people actually mis-estimated or the population in 
the block (error count).  
 
Percentage error may be a measure more useful for mapping and 
analyzing the spatial distribution of error, and therefore the percentage errors 
calculated for each of the 3,919 census blocks in the study area were 
grouped in five classes and mapped (Figure 26). 
 
 
Figure 26: Map of percentage error by census block in Cascais and Oeiras. 
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Although Figure 26 does not reveal a clear spatial pattern of error, a 
brief statistical analysis shows that while population is over-predicted for the 
majority of blocks, as previously stated, blocks where the population is under-
predicted account for the majority (63%) of the population in the study area 
(see Table 12). The population is significantly over-predicted in a large 
number of blocks (1,318) that represent only 11% of the total population, 
while population is significantly under-predicted in 573 blocks that represent 
19% of the population. In short, the model tends to under-predict population in 
smaller, more urban blocks with high densities and over-predict in larger rural 
blocks with low densities, but significant mis-estimation affects only 30% of 
the total population in the area. 
 
Table 12. Statistical characterization of percent error by census block in the study 
area. 
Population 
PE Class 
No. of 
blocks 
Mean Area 
(ha) Mean Total % 
Mean Pop. 
Dens (sq km) 
-100 to -51 573 3.2 110 63,014 19.0 14,774 
-50 to -1 1,152 2.4 127 145,946 43.9 11,726 
0 141 6.9 161 22,276 6.7 7,362 
1 to 50 735 3.7 89 65,237 19.6 8,152 
51 to 19,863 1,318 4.6 27 35,888 10.8 2,419 
 
To allow for cartographic depiction of the quality of modeling by source 
zone (census block group) the absolute percentage errors calculated for each 
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census blocks were averaged by block group, then grouped in four classes 
and mapped (Figure 27). 
 
 
Figure 27: Map of mean absolute percentage error (MAPE) by census block group in 
Cascais and Oeiras. 
 
Figure 27 shows that on average higher percentile mis-estimations 
tended to occur in larger, more rural block groups while model results tend to 
be more accurate in smaller, more urban block groups. However, it should be 
noted that averaging percentage errors by block group can also be 
misleading because the number of blocks in each block group varies between 
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1 (36 blocks) and 36 (1 block) and all blocks are given the same weight 
regardless of the number of people actually mis-estimated.  
Probably a more useful indication for the user of the data is to provide 
an error measure using the same units and spatial basis as the model results, 
i.e., population by grid cell. Therefore a count error by modeled cell in each 
census block was computed and mapped for each municipality, using five 
classes (Figure 28 and Figure 29).  
 
 
Figure 28: Map of count error by model cell for nighttime distribution in Cascais. 
 
 95 
 
Figure 29: Map of count error by model cell for nighttime distribution in Oeiras. 
 
Cell values represent the difference in number of persons to the value 
necessary to correctly account for population of the block where they are 
contained (evenly distributed to all grid cells in a block). Error is not depicted 
for areas of blocks where census population was present but was not mapped 
by the model – an error of omission. The model allocated zero population to 
84 blocks that were populated (with a total of 2,518 people) according to the 
census, and inversely allocated population (12,814 people) to 292 blocks that 
did not have any in the census. Similar to previous results, the range of count 
errors by modeled cell is higher in Oeiras than in Cascais. 
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Verification and validation efforts show that overall model performance 
was very satisfactory given its very high spatial resolution and the rigorous 
validation conducted using a very high number of samples and varied 
measures. Eicher and Brewer (2001) obtained 0.73 as the overall mean of 
coefficient of variation for the binary method, using 1 km2 cells. Dobson et al. 
(2000) had to limit validation of their ambient population data to selected 
areas using residential counts, given the unavailability of ambient counts. 
McPherson and Brown compared aggregated 250-m model results to county-
level data and obtained a correlation coefficient of 0.99. However, their 
population source zones for modeling nighttime population (census block 
groups) are nested in the reference zones for validation (counties), and 
therefore the difference to a perfect correlation is probably due to effect of 
gridding. Sleeter (2004) obtained correlation coefficients between 0.80 and 
0.88 modeling block-group level residential distributions at 30 m. 
Still, it should be noted that comparing the quality of different studies 
and projects in this field based on quantitative error measures is difficult, 
since all of them use different input data sets, model at different scales and 
resolutions, and utilize different reference data sets for validation. Even if the 
current model somewhat mis-estimates nighttime density at the block level, it 
is still an improvement over an assumption of continuous and exhaustive 
population presence throughout space displayed by census choropleth maps. 
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5. CONCLUSIONS 
 
A data-driven model was developed and implemented to map the 
spatial and temporal distribution of population in two municipalities in Portugal 
for 2001. An approach based on dasymetric mapping was used to combine 
existing physiographic and statistical data sets to map daytime and nighttime 
population densities at high spatial resolution. The model used residential 
streets as ancillary information, which seem to provide an adequate spatial 
reference base for disaggregating and mapping population distribution at fine 
scale; using streets as a common reference base allows for direct comparison 
of daytime and nighttime population distributions even at high spatial 
resolution. 
The model allows temporal segmentation of population distribution into 
daytime and nighttime populations for a typical workday cycle, increases 
spatial resolution of nighttime (residential) distributions compared to census 
data, and models both worker/student and residential components in daytime 
distributions. Results are produced in a raster format which facilitates 
aggregation by any zoning for analysis and supports map algebra operations, 
such as computing the difference between daytime and nighttime population 
densities for a given area. Model results and characteristics compare 
favorably with other population mapping efforts, such as LANL’s and 
LandScan USA: LANL’s model has a coarser spatial resolution (250 m) and 
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does not consider population in schools, but its results have a much wider 
geographical coverage; LandScan USA also has coarser spatial resolution 
(90 m) but will consider mobility and prison population, and will model various 
demographic attributes (age, gender, race). 
The very high spatial resolution of model results (25 meters) makes 
them suitable for local-level analysis, and several applications in the field of 
emergency management have already been demonstrated in recent 
presentations (Freire, 2007a; 2007b). Increasing spatial resolution beyond 25 
m did not significantly improve accuracy of model results. 
The modeling method meets basic requirements for distributing 
population counts, namely the non-negativity constraints and the 
pycnophylactic condition. This means that nature of the data (ratio) is 
preserved, and that population is only re-distributed within small source zones 
(block groups) without their totals being modified. 
In addition to the final population products, the model also yields 
intermediate data sets previously unavailable in Portugal, such as residential 
streets. The model also approximates a representation of ambient population 
on a weekly basis through the combination of daytime and nighttime 
distributions in a single measure, at a spatial resolution 100 times higher than 
previously available. The approach was successfully applied and tested in 
Cascais and Oeiras, two municipalities of the Lisbon Metropolitan Area, but 
since the approach is essentially data-based, accuracy of results is mostly 
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dependent on adequacy and quality of input data sets.  However, based on 
these results it should be possible to implement this model for a number of 
additional municipalities in Portugal. 
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6. RECOMMENDATIONS FOR FURTHER STUDY 
 
The following have been identified as potentially fruitful developments 
for the present work: 
• Inclusion of some spatial indicator of density within dasymetric 
zones to improve upon an assumption of even distribution in these 
zones. One possibility would be to further experiment with 
information on land use and land cover from existing maps. 
• Better modeling of people employed in distributed activities (e.g., 
security, cleaning, transportation, etc.) and modeling of people 
present in transportation networks, in hospitals and prisons, or in 
leisure and shopping activities. 
• Better modeling may result in part from improving the LULC 
datasets by use of mixed classes or by using a main class and a 
secondary class to characterize mixed polygons. 
• Better representation of population distribution during periods of 
commuting (8:00 to 10:00 AM and 5:00 to 8:00 PM). 
• Using typical shopping profiles to allocate population to shopping 
centers during typical shopping hours. 
• Using tourist census information to allocate tourists to hotels and 
other tourist attractions during typical times of sleeping and specific 
activities (beaches, museums, etc.). 
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• Additional research on the effect of spatial resolution (grid size) 
and gridding method on accuracy; experiment with gridding options 
to better account for right and left sides of streets. 
• Further investigation on best methods to assess and portray quality 
measures for results. 
• Explore statistical sources beyond census demographics to 
consider tourism influx in areas and periods where that activity is 
significant. 
• Increased temporal segmentations of population distribution, so as 
to represent differences on a weekly basis (workdays vs. week-
end) or on a seasonal basis (winter vs. summer). 
• Use of model results to derive parameter weights for rapid 
estimation of daytime population distribution at regional scale with 
high spatial resolution. 
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