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NEARLY HOLOMORPHIC AUTOMORPHIC FORMS ON SL2
SHUJI HORINAGA
Abstract. We define the space of nearly holomorphic automorphic forms on a connected reductive
group G over Q such that the homogeneous space G(R)1/K◦
∞
is a Hermitian symmetric space. By
Pitale, Saha and Schmidt’s study, there are the classification of indecomposable (g, K∞)-modules which
occur in the space of nearly holomorphic elliptic modular forms and Siegel modular forms of degree 2.
This paper studies global representations of the adele group G(AQ) which occur in the space of nearly
holomorphic Hilbert modular forms. In the case of elliptic modular forms, the result of this paper is an
adelization of Pitale, Saha and Schmidt’s result.
1. Introduction
The notion of a nearly holomorphic modular form was introduced by Shimura to study the analytic
behavior of Eisenstein series at certain points (cf. [18, 20]). For example, the Eisenstein series E2 of weight
two is a nearly holomorphic elliptic modular form. Similarly, a nearly holomorphic Siegel Eisenstein
series of weight (n+ 3)/2 of degree n is constructed by Shimura in [24, § 17]. Recently, Pitale, Saha and
Schmidt studied the representation theoretic aspects of nearly holomorphic elliptic modular forms in [15]
and Siegel modular forms of degree 2 in [16] by using the theory of BGG category O. They classified
the (sl2(C), SO(2,R))-modules and (sp4(C),U(2))-modules that occur in the space of nearly holomorphic
modular forms. Moreover they determined the multiplicity of each irreducible (sl2(C), SO(2,R))-module
in terms of modular forms. In this paper we consider global representations of the adele group generated
by nearly holomorphic Hilbert modular forms. We determine the structure of the space of non-cuspidal
nearly holomorphic automorphic forms on the adele group SL2(AF ) as a global representation for a totally
real number field F .
Let G be a connected reductive group over Q and G∞ the group of R-valued points of G. In this
paper we assume the homogeneous space H = G◦∞/A
∞
GK
◦
∞ is a Hermitian symmetric space. Here G
◦
∞
is the identity component of G(R), K◦∞ is a maximal compact subgroup of G
◦
∞ and A
∞
G is the identity
component of the split component of G◦∞. Let g, k and a be the complexification of the Lie algebra of
G◦∞, K
◦
∞ and A
∞
G , respectively. Then we have the well-known decomposition:
g = a⊕ (k+ p+ + p−),
where p+ (resp. p−) is the Lie subalgebra of g corresponding to the holomorphic tangent space (resp. anti-
holomorphic tangent space) of H at the base point K◦∞ ∈ H = G◦∞/A∞GK◦∞. Here ⊕ and + are the direct
sum as Lie algebras and the direct sum as C-vector spaces, respectively. For details, see [17, §2.3, (3.9)].
We denote by A(A\G) the space of automorphic forms on the adele group A∞G \G(AQ). We say that an
automorphic form ϕ is nearly holomorphic (resp. holomorphic) if ϕ is p−-finite (resp. if ϕ is annihilated
by p−), i.e., there exists a positive integer m ∈ Z≥1 such that pm− ·ϕ = 0 (resp. p− ·ϕ = 0). Let N (A\G)
be the space of nearly holomorphic automorphic forms, SN (A\G) the space of cusp forms in N (A\G)
and EN (A\G) the orthogonal complement of SN (A\G) in N (A\G) with respect to the Petersson inner
product. We would like to understand the space EN (A\G) as a G(Afin)× (g,K◦∞)-module.
Let G = ResF/QSL2. Here Res is the Weil restriction and F is a totally real number field of degree
d. For a place v, we denote by Fv the v-completion of F . Let OFv (resp. OF ) be the ring of integers of
Fv (resp. F ). We denote by a the set of archimedean places of F . First we consider (g,K∞)-modules
generated by Hilbert modular forms (cf. [15]). For a congruence subgroup Γ of SL2(F ), we denote by A(Γ)
the space of automorphic forms on Γ\G∞. The Lie group G∞ =
∏
v∈a SL2(Fv) acts on the Hermitian
symmetric space H =
∏
v∈a Hv. In this case, Hv is the complex upper half plane and the maximal compact
group Kv of SL2(Fv) is the stabilizer of
√−1 ∈ Hv under the linear fractional transformation. The Lie
algebra k is a Cartan subalgebra of g and p = k+ p− is a Borel subalgebra of g. We choose the positive
root system corresponding to the Borel subalgebra p. For λ ∈ Cd, let N(λ) be the Verma module with
highest weight λ and L(λ) its irreducible quotient (cf. [5, §1.3], §3.1). We say that an automorphic form
ϕ ∈ A(Γ) is nearly holomorphic if ϕ is p−-finite. This definition is equivalent to Shimura’s definition
(cf. [22, § 7], [24, Appendix 8]). Let N (Γ) be the space of nearly holomorphic automorphic forms in
1
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A(Γ). For an infinitesimal character χ, let N (Γ, χ) be the generalized χ-eigenspace of N (Γ). We denote
by χλ the infinitesimal character of N(λ) (cf. [5]). For λ = (λ1, . . . , λd) and µ = (µ1, . . . , µd), the
infinitesimal characters χλ and χµ are the same if and only if there exists w ∈ W such that w · λ = µ.
Here W ∼= (Z/2Z)d is the Weyl group of G∞ and w · λ = w(λ + (−1, . . . ,−1)) + (1, . . . , 1). In this case,
for w = (ε1, . . . , εd) ∈ W ∼= (Z/2Z)d with εi ∈ {±1} for any i, we have w(x1, . . . , xd) = (ε1x1, . . . , εdxd).
Then, integral infinitesimal characters are parametrized by the set Zd≥1. For a parameter λ, we say that
λ is singular if there exists 1 6= w ∈ W such that w · λ = λ. We also say that λ is regular if λ is not
singular. The following proposition is the Hilbert modular form version of the theorem of [15].
Proposition 1.1. Suppose F 6= Q and λ ∈ Zd≥1. Then the space N (Γ, χλ) decomposes as the direct sum
N (Γ, χλ) =
{
L(λ)
⊕
m(Γ,λ) if λ 6= (2, . . . , 2),
L(λ)
⊕
m(Γ,λ) ⊕ C if λ = (2, . . . , 2).
Here the multiplicity m(Γ, λ) is the dimension of the space of holomorphic Hilbert modular forms of
weight λ with respect to Γ and C is the trivial representation.
Next we “adelize” the above statement. Set K =
∏
v<∞Kv ×K∞ where Kv = SL2(OFv ) for a non-
archimedean place. Let B be the upper triangular subgroup of SL2 with Levi decomposition B = MN .
HereM is the diagonal subgroup of SL2. For a complex number s, a place v of F and a character µv of F
×
v ,
let Iv(µv, s) be the space of Kv-finite functions f on SL2(Fv) such that f(mng) = µv(a)|a|s+1f(g) where
m = diag(a, a−1) ∈M(Fv), n ∈ N(Fv) and g ∈ G(Fv). Let F×∞,+ be the identity component of the group
of units in the ring F∞ =
∏
v∈a Fv. For a Hecke character µ of F
×F×∞,+\A×F , let I(µ, s) =
⊗
v Iv(µv, s).
Put P0 = ResF/QB, M0 = ResF/QM and N0 = ResF/QN . Then P0 is a Borel subgroup of G with Levi
decomposition P0 = M0N0. For an automorphic form ϕ on G(AQ), let ϕ0 be the constant term of ϕ
along P0, i.e.,
ϕ0(g) =
∫
N0(Q)\N0(AQ)
ϕ(ng) dn, g ∈ G(AQ).
We denote by SN (G) the space of automorphic forms ϕ in N (G) such that ϕ0 = 0. Let EN (G) be the
orthogonal complement of SN (G) in N (G) with respect to the Petersson inner product and EN (G,χ)
the generalized eigenspace for an infinitesimal character χ. A constant term of nearly holomorphic
automorphic form is described as follows:
Proposition 1.2. Let ϕ be a nearly holomorphic automorphic form on G(AQ). Then there exist unitary
Hecke characters µ1, . . . , µℓ of F
×F×∞,+\A×F , integers s1, . . . , sℓ and functions φi ∈ I(µi, si) such that the
constant term ϕ0 is equal to the sum
∑ℓ
i=1 φi.
Hence we can regard the space EN (A\G) as a subrepresentation of the algebraic direct sum of induced
representations. We consider a necessary condition for λ to satisfy EN (G,χλ) 6= 0. We say that a
parameter λ = (λ1, . . . , λd) is parallel if λ1 = · · · = λd and λ is integral if λ ∈ Zd.
Lemma 1.3. For a parameter λ ∈ Cd, the space EN (G,χλ) is zero unless there exists w ∈W such that
w · λ is parallel and integral.
Hence we may assume the parameter λ lies in Zd≥1 and parallel. For a parameter λ = (λ1, . . . , λd) ∈ Zd≥1
and the corresponding infinitesimal character χλ, we say that χλ is sufficiently regular if λi ≥ 3 for all
1 ≤ i ≤ d. For an integer k, set k = (k, . . . , k) ∈ Zd. For a place v, we denote by 1v and 1 the trivial
character of F×v and the trivial Hecke character of F
×F×∞,+\A×F , respectively. We denote by X the set of
all Hecke characters of F×F×∞,+\A×F . Put
X1 = {µ = ⊗vµv ∈ X | µv = 1v for any v ∈ a}
and
X−1 = {µ = ⊗vµv ∈ X | µv = sgn for any v ∈ a}.
Here sgn is the sign character of R×.
Theorem 1.4 (sufficienly regular case). For a sufficiently regular infinitesimal character χλ with λ =
k ∈ Zd≥3, we have
EN (G,χλ) ∼=
⊕
µ∈X
(−1)k
(⊗
v<∞
Iv(µv, k − 1)⊗ L(k)
)
.
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In order to study the singular infinitesimal character case i.e., λ = 1, we need the notion of theta
correspondence. For a two-dimensional quadratic space V over F , let R(V ) be the representation of the
adele groupG(A) corresponding to the trivial representation of the orthogonal group O(V ) under the theta
correspondence (see section 3.2). Then we may regard the representation R(V ) as a subrepresentation
of I(χV , 0) where χV is the quadratic character associated to V (see [10, Introduction]). For Hecke
characters µ and µ′, we say that µ is associated to µ′ if µ = µ′ or µ = µ′−1. If µ and µ′ are associated,
the induced representation I(µ, 0) is isomorphic to I(µ′, 0). We denote by X(−1)ℓ/ ∼ is the associated
classes of Hecke characters in X(−1)ℓ .
Theorem 1.5 (singular case). If λ = 1, we have
EN (G,χλ) ∼=
⊕
µ∈X−1/∼
µ2 6=1
(⊗
v<∞
Iv(µv, 0)⊗ L(1)
)
⊕
⊕
V
R(V ).
Here V runs through all isometry classes of two-dimensional quadratic spaces over F such that Vv has
signature (2, 0) for all v ∈ a.
The remaining case is λ = 2. If F = Q, let E2,A be the unique (up to constant) unramified vector of
weight 2 in N (G) (see Theorem 3.4).
Theorem 1.6 (regular but non-sufficiently regular case). Let π be the G(Afin)× (g,K∞)-module gener-
ated by E2,A.
(1) If F = Q, we have the following non-split exact sequence
0 −→ C −→ π −→
⊗
v<∞
Iv(1v, 1)⊗ L(2) −→ 0.
(2) If λ = 2, we have
EN (G,χλ) ∼=


⊕
µ∈X1
(⊗
v<∞
Iv(µv, 1)⊗ L(2)
)
⊕ C if F 6= Q,
⊕
ω∈X1
ω 6=1
(⊗
v<∞
Iv(ωv, 1)⊗ L(2)
)
⊕ π if F = Q.
Finally, we compare the G(Afin)× (g,K∞)-module generated by holomorphic automorphic forms and
the space of nearly holomorphic automorphic forms. LetH(G) be the G(Afin)×(g,K∞)-module generated
by holomorphic automorphic forms.
Corollary 1.7. As a G(Afin)× (g,K∞)-module, we have
N (G)/H(G) ∼=
{
trivG(Afin) ⊗ L(2) if F = Q,
0 if F 6= Q.
Here trivG(Afin) is the trivial representation of G(Afin).
Note that the representation trivG(Afin) ⊗ L(2) is an irreducible quotient of π.
Acknowledgments. The auther would like to thank Professor Tamotsu Ikeda for helpful discussions,
suggestions and encouragements. The auther also would like to thank Ameya Pitale and Ralf Schmidt
for helpful discussions.
2. The space of nearly holomorphic automorphic forms
In this section, we define the space of nearly holomorphic automorphic forms on a connected reductive
group G over Q with certain properties.
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2.1. Definition of nearly holomorphic automorphic forms. Let G be a connected reductive group
over Q. In this section, we denote by A the adele ring of Q and by Afin the finite adele ring of Q. For
example, G = ResF/QSp2n where Res is the Weil restriction and F is a totally real number field.
For a Q-algebra R, let G(R) the group of R-valued points of G. For a place v of Q and R = Qv, put
Gv = G(Qv). We denote by ∞ the archimedean place of Q. Take a maximal compact subgroup Kv of
Gv for any place v. Set K =
∏
vKv. We denote by A
∞
G the identity component of the split component
of the center of G∞.
For any topological group H , we denote by H◦ the identity component of H . Set
G1∞ =
⋂
χ∈Homconti(G◦∞,R
×
+)
Ker(χ).
It is a normal subgroup which contains the derived subgroup and all compact subgroups of G◦∞. Then,
by [25, Lemma 2.2.2], we have
A∞G ∩G1∞ = {1}, G◦∞ = G1∞A∞G , K◦∞ ⊂ G1∞.
Hence we have the direct product decomposition G◦∞ = G
1
∞ × A∞G as a topological group. Since A∞G
is connected, the semisimple Lie group G1∞ is connected. Note that the compact group K∞ ∩ G◦∞ is
a connected maximal compact subgroup of G◦∞. In general, the compact group K∞ is not connected.
In this paper, we assume that the homogeneous space H = G1∞/K
◦
∞
∼= G◦∞/A∞GK◦∞ is a Hermitian
symmetric space (cf. [17, § 2.3]).
Let g1 = Lie(G1∞) ⊗R C and k = Lie(K◦∞) ⊗R C. Let p+ (resp. p−) be the Lie subalgebra of g1
corresponding to the holomorphic tangent space (resp. anti-holomorphic tangent space) at the base point
K◦∞ ∈ H = G1∞/K◦∞. We then have the decomposition
g1 = k+ p+ + p−.
For details, see [17, § 2.3, (3.9)]. Put g = Lie(G◦∞)⊗R C. Let U(g) be the universal enveloping algebra of
g and Z the center of U(g).
Fix a minimal parabolic subgroup P0 of G over Q. We say that a parabolic subgroup P of G is
standard if P contains P0. We assume that the maximal compact subgroup K =
∏
vKv of G(A) satisfies
the following conditions (cf. [13, § I.1.4]):
• G(A) = P0(A)K.
• P (A) ∩K = (M(A) ∩K)(N(A) ∩K).
• M(A) ∩K is a maximal compact subgroup of M(A).
Here P runs through all standard parabolic subgroups of G with Levi decomposition P =MN and M is
a standard Levi subgroup.
Definition 2.1. ([13, Definition I.2.17]). Let P = MN be a standard parabolic subgroup of G. For a
smooth function φ : N(A)M(Q)\G(A) −→ C, we say that φ is automorphic if it satisfies the following
conditions:
• φ is right K-finite.
• φ is Z-finite.
• φ is slowly increasing.
We denote by A(P\G) the space of automorphic forms on N(A)M(Q)\G(A). For simplicity, we write
A(G) when P = G. Let A(A\G) be the space of automorphic forms on A∞G \G(A). The space A(P\G)
is a G(Afin) × (g,K∞)-module by the right translation. For an automorphic form ϕ, we say ϕ is nearly
holomorphic (resp. holomorphic) if ϕ is p−-finite (resp. p− · ϕ = 0). Let N (P\G) be the subspace of
A(P\G) consisting of all nearly holomorphic automorphic forms. We call a function φ ∈ N (P\G) a
nearly holomorphic automorphic form. Note that the space N (P\G) is a G(Afin) × (g,K∞)-module by
the right translation. We define A(AP\G) and N (AP\G) similarly.
Remark 2.2. The above definition of near holomorphy seems different from Shimura’s definition. He
defined the notion of near holomorphy of smooth functions on a Ka¨hler manifold. When we lift a function
on the Hermitian symmetric spaces to a function on the group (cf. (2.1)), our definition and Shimura’s
definition are equivalent for some cases by [22, § 7]. For example, in the case when G = ResF/QSL2 with
a totally real number field F , the definitions are equivalent (cf. (2.3)).
For an infinitesimal character χ : Z −→ C, let
N (P\G,χ) = {φ ∈ N (P\G) | z · φ = χ(z)φ, for any z ∈ Z},
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and N (P\G,χ)gen the generalized χ-eigenspace in N (P\G). Since any function in N (P\G) is Z-finite,
we have
N (P\G) =
⊕
χ
N (P\G,χ)gen,
where χ runs through all infinitesimal characters.
Question 2.3. Does N (P\G) decompose as⊕χN (P\G,χ) ?
In the case where P = G = SL2 or Sp4, this question is affirmative by the results of Pitale-Saha-
Schmidt [15, 16]. Indeed, in such cases, for a nearly holomorphic automorphic form ϕ, a (g,K∞)-module
generated by ϕ is semisimple as a Z-module.
2.2. Automorphic forms and classical modular forms. We first define a factor of automorphy as
follows: We follow the book [17, Chap. II]. Put P+ = exp(p+) and P− = exp(p−). For simplicity, we
denote by KC and K
◦
C the complexification of K∞ and the identity component of KC, respectively. Note
that the connected group K◦C is the complexification of K
◦
∞. We then have
P+A∞G ∩K◦CP− = {1}, G1∞ ⊂ P+K◦CP−, G1∞ ∩K◦CP− = K◦∞.
Hence we obtain the Harish-Chandra embedding H −֒→ p+:
H ∼= G◦∞/A∞GK◦∞ ∼= G1∞K◦CP−/K◦CP− −֒→ P+K◦CP−/K◦CP− ∼= P+ ∼= p+.
We denote by D the image of the embedding. For g ∈ P+A∞GK◦CP−, let (g)+, (g)A∞G , (g)0 and (g)− be
the components of g corresponding to P+, A∞G , K◦C and P−, respectively, i.e.,
g = (g)+(g)A∞
G
(g)0(g)−, (g)+ ∈ P+, (g)A∞
G
∈ A∞G , (g)0 ∈ K◦C, (g)− ∈ P−.
Clearly, the equality D = {exp−1((g)+) ∈ P+ | g ∈ G◦∞} holds. For g ∈ G◦∞ and z ∈ D, we define
elements g(z) ∈ D and J(g, z) ∈ K◦C by
exp(g(z)) = (g exp(z))+, J(g, z) = (g exp(z))0.
The function J(g, z) is called the canonical factor of automorphy. For a finite-dimensional representation
(σ, V ) of K◦C, put Jσ(g, z) = σ(J(g, z)).
Next we define nearly holomorphic modular forms. For γ ∈ G(Q) and a finite-dimensional representa-
tion (σ, V ) of K◦C, we define the slash operator |σγ : C∞(H, V ) −→ C∞(H, V ) by
(f |σγ)(z) = Jσ(γ, z)−1f(γ(z)), f ∈ C∞(H, V ), z ∈ H.
For a discrete subgroup Γ of G◦∞, we say that a slowly increasing function f ∈ C∞(H, V ) is a C∞-modular
form of weight σ with respect to Γ if f |σγ = f for every γ ∈ Γ. We denote by C∞(H, σ)Γ the space of all
C∞-modular forms on H of weight σ with respect to Γ. Since any Hermitian symmetric space is a Ka¨hler
manifold, we can define the notion of a nearly holomorphic function. For details, see [20, 21, 23, 24].
For a discrete subgroup Γ of G◦∞ and a finite-dimensional representation (σ, V ) of K
◦
∞, we denote by
Nσ(Γ) (resp. Mσ(Γ)) the subspace of all nearly holomorphic functions (resp. holomorphic functions) in
C∞(H, σ)Γ.
Let Kfin be an open compact subgroup of G(Afin). Let g1, . . . , gh be a set of complete representatives
of the double coset G(Q)\G(A)/G◦∞Kfin. We may assume that the elements g1, . . . , gh belong to G(Afin),
since G(Q) is dense in G(R). Let Γi be the projection of G(Q) ∩ giKfinG◦∞g−1i to G◦∞. We now obtain
the isomorphism
A∞GG(Q)\G(A)/K∞Kfin ∼=
h∐
i=1
Γi\H
by the map
γgig∞k 7−→ g∞(i)
for any γ ∈ A∞GG(Q), g∞ ∈ G∞ and k ∈ Kfin. Here i is the base point of H = G1∞/K◦∞ corresponding to
K◦∞. For a collection f = (f1, . . . , fh) such that fi ∈ Nσ(Γi), we define a function Ff on G(A) by
Ff (g) = (fi|σg∞)(i), g = γgig∞k, γ ∈ G(Q), g∞ ∈ G◦∞, k ∈ Kfin.(2.1)
Note that the V -valued function Ff is left A
∞
GG(Q)-invariant and right K-finite. Moreover we have
Ff (gk∞) = σ(k∞)
−1Ff (g)(2.2)
for g ∈ G(A), k∞ ∈ K◦∞. Let (σ∨, V ∨) be the contragredient representation of (σ, V ). For v∨ ∈ V ∨, we
have a scalar valued function g 7−→ 〈Ff (g), v∨〉. For simplicity of notation, we denote by 〈Ff , v∨〉 the
scalar valued function. For an automorphic form ϕ and an finite-dimensional irreducible representation
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τ of K◦∞, we say that ϕ has a K
◦
∞-type τ if the representation 〈r(k)ϕ | k ∈ K◦∞〉C of K◦∞ is isomorphic
to τ where r is the right translation. Then the automorphic form 〈Ff , v∨〉 has the K◦∞-type σ by the
formula (2.2). By the definition of Ff , the open compact group Kfin fixes the automorphic form 〈Ff , v∨〉
under the right translation. We denote by A(A\G)Kfinσ the space of Kfin-fixed functions with K◦∞-type
σ. We then obtain the map(
h⊕
i=1
C∞(H, σ)Γi
)
⊗ V ∨ −→ A(A\G)Kfinσ∨ : f ⊗ v∨ 7−→ 〈Ff , v∨〉.
Conversely, we construct a modular form on H from an automorphic form on A∞G \G(A). Let ϕ
be an automorphic form in A(A\G)Kfinσ∨ . We fix an isomorphism W = 〈k · ϕ | k ∈ K◦∞〉C ∼= σ as a
K◦∞-representation. We then obtain a subspace Ev of HomC(W,C) spanned by elements evg for every
g ∈ G(A). Here evg(Φ) = Φ(g) for any Φ ∈ W . For k ∈ K◦∞ and evg ∈ Ev, put k · evg = evgk−1 . Then
the canonical pairing 〈 · , · 〉 on Ev ×W is K◦∞-invariant. Hence Ev is isomorphic to (σ∨)∨ ∼= σ as a
K◦∞-representation. Let ι
∨ be the fixed isomorphism W ∼= σ∨ and ι an isomorphism from Ev to σ such
that 〈evg,Φ〉 = 〈ι(evg), ι∨(Φ)〉 for every evg ∈ Ev and Φ ∈ W . Let {vj} be a basis of V and {v∨j } its
dual basis in V ∨. We now describe evg ∈ Ev in terms of ϕ.
Lemma 2.4. With the above notation, we have
(dim V )
dimV∑
j=1
(∫
K◦∞
ϕ(gk−1)σ(k−1)vj dk
)
⊗ v∨j = ι(evg)⊗ ι∨(ϕ).
Proof. We have〈∫
K◦∞
ϕ(gk−1)σ(k−1)vi dk, v
∨
j
〉
=
∫
K◦∞
ϕ(gk−1)〈σ(k−1)vi, v∨j 〉 dk
=
∫
K◦∞
〈k · evg, ϕ〉〈σ(k−1)vi, v∨j 〉 dk
=
∫
K◦∞
〈k · ι(evg), ι∨(ϕ)〉〈σ(k−1)vi, v∨j 〉 dk
=
1
dim V
〈vi, ι∨(ϕ)〉〈ι(evg), v∨j 〉
for any j by the Schur orthogonality. Hence we obtain the equality∫
K◦∞
ϕ(gk−1)σ(k−1)vi dk =
1
dim V
〈vi, ι∨(ϕ)〉ι(evg).
Then the sum
(dim V )
dimV∑
j=1
∫
K◦∞
ϕ(gk−1)σ(k−1)vj dk ⊗ v∨j
is equal to
dimV∑
j=1
〈vj , ι∨(ϕ)〉ι(evg)⊗ v∨j =
dimV∑
j=1
ι(evg)⊗ 〈vj , ι∨(ϕ)〉v∨j = ι(evg)⊗ ι∨(ϕ).
This completes the proof. 
Consequently we obtain V -valued functions f
(j)
i,ϕ on H for i = 1, . . . , h and j = 1, . . . , dim V defined by
f
(j)
i,ϕ(g∞(i)) = (dimV )Jσ(g∞, i)
∫
K◦∞
ϕ(gigk
−1
∞ )σ(k
−1
∞ )vj dk∞.
Then the function f
(j)
i,ϕ is a C
∞-modular form of weight σ with respect to Γi. Hence we obtain the
converse map
A(A\G)Kfinσ∨ ∼−→
(
h⊕
i=1
C∞(H, σ)Γi
)
⊗ V ∨
defined by
ϕ 7−→
dimV∑
j=1
(
f
(j)
i,ϕ ⊗ v∨j
)
.
To sum it up, we have the following:
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Lemma 2.5. Let (σ, V ) be an irreducible finite-dimensional representation of K◦∞. We regard σ as the
irreducible holomorphic representation of K◦C. Let Kfin be an open compact subgroup of G(Afin) and
g1, . . . , gh ∈ G(Afin) the representatives of G(Q)\G(A)/G◦∞Kfin. Let Γi be the congruence subgroup
of G◦∞ corresponding to the double coset G(Q)giG
◦
∞Kfin. With the above notation, we obtain the
isomorphism (
h⊕
i=1
C∞(H, σ)Γi
)
⊗ V ∨ ∼= A(A\G)Kfinσ∨ : f ⊗ v∨ 7−→ 〈Ff , v∨〉.
Under certain assumptions of G◦∞, the above isomorphism induces the following isomorphism:
(
h⊕
i=1
Nσ(Γi)
)
⊗ V ∨ ∼= N (A\G)Kfinσ∨ ,(2.3)
where N (A\G)Kfinσ∨ is the subspace of all p−-finite functions in A(A\G)Kfinσ∨ . For details see section 5 and
7 in [22]. In particular if G = ResF/QSp2n with a totally real number field F , the assumptions hold.
3. G = ResF/QSL2 case
In this section, we determine the structure of EN (ResF/QSL2) as a (g,K∞)-module. Throughout this
section, let F be a totally real number field over Q of degree d and let G = ResF/QSL2. In this case, a
maximal compact subgroup K∞ of G(R) is connected.
3.1. The category O. In this subsection, we recall some basic facts of the BGG category O. For details,
see [5].
For simplicity we assume F = Q. In this case, the Lie algebra g is equal to sl2(C) with Cartan
subalgebra k. Let p = k+ p− be a Borel subalgebra of g. In the rest of the paper, we choose the positive
roots system corresponding to the Borel subalgebra p. Then the BGG category O is defined to be the full
subcategory of the category of U(g)-modules whose objects are the modules M satisfying the following
three conditions:
• M is a finitely generated U(g)-module.
• M is k-semisimple, that is, M is a weight module: M =⊕λ∈k∗ Mλ.
• M is locally p−-finite: for each v ∈M , the subspace U(p−) · v of M is finite-dimensional.
Let M be a U(g)-module. We say that M is a highest weight module if there exists a maximal weight
vector v+ ∈M such that M = U(g) · v (see [5, §1.2]). Any λ ∈ k∗ defines Cλ a one-dimensional p-module
Cλ with trivial p−-action. Now set
N(λ) = U(g) ⊗U(p) Cλ
which has a natural structure of a left U(g)-module. This is called a Verma module with highest weight λ.
Then N(λ) is the universal highest weight module of weight λ. The module N(λ) has a unique irreducible
quotient L(λ).
The center Z of U(g) acts on N(λ) as a character since N(λ) has a unique highest weight vector. We
denote by χλ the character of Z. Then any character of Z is equal to χλ for some λ ∈ k∗. As usual, k∗ is
identified with C and the unique positive root is identified with the integer −2. Then for λ and µ ∈ C,
the equation χλ = χµ holds if and only if λ = µ or λ = 2− µ. For λ ∈ C, let Oλ be the full subcategory
of O whose objects are all generalized χλ-eigen modules. Then the modules N(λ), N(2 − λ) and their
irreducible quotients belong to Oλ. For a module M , let M∨ be the contragredient module of M . Then
N(λ)∨ lies in Oλ. Since Oλ has enough projectives, there exists a projective cover pr : P (λ) −→ L(λ).
Here pr is an essential epimorphism, i.e., no proper submodule of the projective module P (λ) is mapped
onto L(λ). Such a module is unique up to isomorphism. The classification of indecomposable modules
in Oλ is as follows:
Lemma 3.1 (§3.12 in [5]). With the above notation, we have the following:
(1) The Verma module N(λ) is irreducible unless λ ∈ Z≤0.
(2) If λ 6∈ Z, every indecomposable module in Oλ is isomorphic to N(λ) or N(2−λ). Here the Verma
modules N(λ) and N(2− λ) are irreducible.
(3) If λ = 1, every indecomposable module in Oλ isomorphic to N(1). Here the Verma module N(1)
is irreducible.
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(4) If λ ∈ Z>1, every indecomposable module in Oλ is isomorphic to one of the following five modules:
N(λ), L(2− λ), N(2 − λ), N(2− λ)∨, P (λ).
Moreover we have the following exact sequences:
0 −→ N(λ) −→ N(2 − λ) −→ L(2− λ) −→ 0,
0 −→ N(λ) −→ P (λ) −→ N(2− λ) −→ 0.
For λ ∈ k∗, we denote by N−(λ) the Verma module with respect to the Borel subalgebra p+ + k. Let
L−(λ) be its irreducible quotient. In this case, N−(λ) is irreducible unless λ ∈ Z≥0. Moreover, with
the above notation, N−(λ) has the infinitesimal character χ−λ. For λ
+ ∈ Z≥1 and λ− ∈ Z≤−1, the
module N(λ+) (resp. N−(λ−)) is isomorphic to the (limit of) holomorphic discrete series representation
(resp. (limit of) anti-holomorphic discrete series representation) of SL2(R) of weight λ
+ (resp. λ−).
For a general totally real field F , the Lie algebra g is isomorphic to the d-th product sl2(C)×· · ·×sl2(C).
Hence any irreducible module of g is an outer tensor product of certain irreducible modules of sl2(C).
If F 6= Q, any (g,K∞)-module, which occur in the space of nearly holomorphic automorphic forms on
G(A), is semisimple (see Corollary 3.5).
3.2. Induced representations and theta correspondence. Let AF be the adele ring of F and AF,fin
the finite adele ring F . To simplify notation, we write A and Afin instead of the adele ring of Q and the
finite adele ring AQ,fin, respectively. In order to state the main theorem, we recall the theta correspondence
and the socle series of induced representations briefly.
For a place v, take a two-dimensional quadratic space (Vv, ( , )) over Fv. Let
∆(Vv) = − det(Vv) ∈ F×v /F×2v
be the discriminant of Vv where det(Vv) = det((xi, xj)) for any basis {x1, x2} of Vv. For x ∈ F×v , set
χVv (x) = (x,∆(Vv))v,
where ( · , · )v is the Hilbert symbol of Fv. We define the Hasse invariant εv of Vv by
εv(Vv) = (a1, a2)v,
where {x1, x2} is a basis of V such that (xi, xj) = δi,jai. Note that for a place v, the isometry classes
of two-dimensional quadratic spaces Vv are determined by the quadratic character χVv and the Hasse
invariant ε(Vv). Since the quadratic space Vv is two-dimensional, we have εv(Vv) = 1 if χVv = 1v. Here
1v is the trivial character.
We take a non-trivial additive character ψ = ⊗vψv as follows: If F = Q, let
ψp(x) = exp(−2π
√−1 y), x ∈ Qp,
ψ∞(x) = exp(2π
√−1x), x ∈ R,
where y ∈ ∪∞m=1p−mZ such that x − y ∈ Zp. In general, for an archimedean place v of F , put ψv = ψ∞
and for a non-archimedean place v with the rational prime p divisible by v, put ψv(x) = ψp(TrFv/Qp(x)).
For a place v, we have a local Weil representation ωψv of SL2(Fv) × O(Vv) on S(Vv), the space of
Schwartz-Bruhat functions on Vv (see [10]). Let Iv(χVv , s) = Ind
SL2(Fv)
B(Fv)
(χVv | · |s) where B = MN is
the upper triangular subgroup of SL2. Here M is the diagonal subgroup of SL2. We now obtain a
SL2(Fv)-intertwining map
S(Vv) −→ Iv(χVv , 0)(3.1)
defined by
ϕ 7−→ (g 7−→ ωv(g)ϕ(0)).
Let R(Vv) be the maximal quotient of S(Vv) on which O(Vv) acts trivially, i.e., the space of O(Vv)
co-invariants in S(Vv). Then, under the map (3.1), the representation R(Vv) may be identified with a
subrepresentation of Iv(χVv , 0). If v is an archimedean place and the real quadratic space Vv has signature
(2, 0), the set of weights in the representation R(Vv) is equal to {1+2m | m ∈ Z≥0} by [8, Proposition 2.1].
Hence, the representation R(Vv) is isomorphic to the limit of holomorphic discrete series representation
of SL2(R) of weight 1. For an archimedean place v and a real quadratic place Vv with signature (p, q),
set R(p, q) = R(Vv).
If V is a global two-dimensional quadratic space, set R(V ) =
⊗
v R(Vv). On the other hand, we choose
a collection C = {Wv}v of local two-dimensional quadratic space in such a way that
• εv = 1 for almost all v,
• χVv = χWv for all v,
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then we may define a global automorphic representationR(C) =⊗v R(Wv). If there is no global quadratic
space with the collection C as its completion, then we call the collection incoherent. For a quadratic Hecke
character χ, we then have the decomposition
I(χ, 0) =
⊕
V
R(V )⊕
⊕
C
R(C)
where V runs through all two-dimensional quadratic spaces over F with the associated character χV = χ
and C = {Wv}v runs through all incoherent families such that the associated character ⊗vχWv is equal
to χ. The spaces R(V ) and R(C) is characterized as eigenspaces of the intertwining operator (cf. Remark
3.15). Kudla and Rallis discuss the realization of the spaces R(V ) and R(C).
Theorem 3.2 (Theorem 3.1 in [10]). The following assertions hold.
(1) If a collection C is incoherent, we have
Hom(R(C),A(G)) = 0.
(2) For a two-dimensional quadratic space V over F , we have
Hom(R(V ),A(G)) 6= 0.
Moreover a realization R(V ) −→ A(G) can be given by Eisenstein series.
For the Theorem 3.2 (2), the realization is given by Lemma 3.14.
Fix a generator ̟v of the maximal ideal of the ring of integers OFv of Fv. For a non-archimedean
place v of F and a character µv : Fv −→ C×, we say that µv is normalized if µv(̟v) = 1. The following
lemma is well-known:
Lemma 3.3 ([9] for a non-archimedien case, Theorem 2.4 in [14] for an archimedine case). For a place
v of F , let µv be a unitary character of F
×
v . Suppose µv is normalized if v is non-archimedean and µv is
F×v,+-invariant if v is archimedean. Here F
×
v,+ is the identity component of F
×
v .
(1) If v is an archimedean place, the induced representation Iv(µv, s) has a p−-finite vector if and
only if s ∈ 2Z≥0 and µv = sgn or s ∈ −1 + 2Z≥0 and µv = 1v. Moreover, we have
0 −→ L(k)⊕ L−(k) −→ Iv(sgnk, k − 1) −→ Fk −→ 0, Iv(sgn, 0) ∼= R(2, 0)⊕R(0, 2),
0 −→ C −→ Iv(1v,−1) −→ L(2)⊕ L−(2) −→ 0,
for k ∈ Z≥1. Here, the representation Vk is the finite dimensional representation of SL2(R) with
dimFk = k − 1 and C is the trivial representation.
(2) If v is a non-archimedean place, the induced representation Iv(µv, s) is reducible if and only if
either of the following conditions holds:
• µ2v = 1v, µv 6= 1 and s ∈ (π
√−1/ log q)Z.
• µv = 1v and s ∈ {±1 + 2mπ
√−1/ log q | m ∈ Z} ∪ {(2m+ 1)π√−1/ log q | m ∈ Z}.
Moreover, if µ2v = 1v and µv 6= 1v, we have
Iv(µv, 0) = R(V
1
v )⊕R(V −1v ),
where V ±1v is a two-dimensional quadratic space over Fv with χV ±1v = µv and ε(V
a
v ) = a for
a ∈ {±1}. If µv = 1v, we have
0 −→ Stv −→ Iv(1v, 1) −→ C −→ 0,
0 −→ C −→ Iv(1v,−1) −→ Stv −→ 0,
where Stv is the Steinberg representation of SL2(Fv).
3.3. The space of nearly holomorphic Hilbert modular forms. In this subsection we discuss basic
properties of nearly holomorphic Hilbert modular forms.
For a finite-dimensional representation σ of K∞ and a congruence subgroup Γ of SL2(F ), let Nσ(Γ)
(resp. Mσ(Γ)) be the space of nearly holomorphic Hilbert modular forms (resp. holomorphic Hilbert
modular forms) of weight σ (cf. section 2). Since the compact connected Lie group K∞ is isomorphic to
SO(2,R)d, irreducible representations of K∞ are parametrized by d-tuple integers k = (k1, . . . , kd) ∈ Zd.
If the representation σ corresponds to the integers k ∈ Zd, let us denote Nk(Γ) = Nσ(Γ) and Mk(Γ) =
Mσ(Γ). For a holomorphic Hilbert modular form f of weight k = (k1, . . . , kd), we have k1 = · · · = kd
unless f is a cusp form by [4, Chap. 1, Remark 4.8].
For an integer k, we define differential operators Rk and Lk on H1 = {z ∈ C | Im(z) > 0} by
Rk =
k
y
+ 2
√−1 ∂
∂z
, Lk = −2
√−1 y2 ∂
∂z
.
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Let a = {∞1, . . . ,∞d} be the set of archimedean places of F . We regard a as the set of embeddings of
F into R. We have G(R) =
∏
v∈a SL2(Fv). We denote by Hv the homogeneous space SL2(Fv)/Kv. The
Hermitian symmetric space Hv is the complex upper half plane H1 and the maximal compact subgroup
Kv is the stabilizer of
√−1 ∈ Hv under the linear fractional transformation. We define differential
operators Rk,j and Lk,j on H∞j similarly to the above differential operators Rk and Lk. For 1 ≤ i ≤ d,
set ei = (0, . . . , 0, 1, 0, . . . , 0). Then the spaces Rk,j(Nk(Γ)) and Lk,j(Nk(Γ)) are contained in Nk+2ej (Γ)
and Nk−2ej (Γ), respectively. For a non-negative integer ℓ, set
R
(ℓ)
k,j = Rk+2ℓ−2,j ◦ · · · ◦Rk+2,j ◦Rk,j , L(ℓ)k,j = Lk−2ℓ+2,j ◦ · · · ◦ Lk−2,j ◦ Lk,j .
We say that a differential operator D on H =
∏
v∈a Hv is a Maass-Shimura differential operator if D is
a composition of the above operator R
(ℓ)
k,j for any j. When F = Q, let E2 be the weight two Eisenstein
series with the Fourier expansion
E2(x+
√−1 y) = 3
πy
− 1 + 24
∞∑
n=1

 ∑
0<d|n
d

 exp(2π√−1n(x+√−1 y)), x+√−1 y ∈ H1.(3.2)
The following statement has been proved by Shimura [21, Theorem 5.2]:
Theorem 3.4. Take a nearly holomorphic Hilbert modular form f ∈ Nk(Γ). Then there exist holomor-
phic Hilbert modular forms f1, . . . , fℓ and Maass-Shimura differential operators D0, . . . Dℓ such that
f =


ℓ∑
i=1
Difi +D0E2 if F = Q,
ℓ∑
i=1
Difi if F 6= Q.
If F = Q, the following discussions can be found in [15]. For the rest of this subsection, we assume
F 6= Q. For a congruence subgroup Γ and an infinitesimal character χλ (see §3.1), let N (Γ, χλ)gen
be the generalized χλ-eigenspace of nearly holomorphic automorphic forms on Γ\G(R) and N (Γ, χλ)
the subspace of all χλ-eigenforms in N (Γ, χλ)gen. By K∞-finiteness of automorphic form, a weight in
N (Γ, χλ)gen is integral. Since any module in O with integral highest weight has integral infinitesimal
character, the space N (Γ, χλ)gen is zero unless the infinitesimal character χλ is integral, i.e., λ ∈ Zn. For
λ = (λ1, . . . , λd) ∈ Zd, we denote by L(λ) the irreducible highest weight module L(λ1) ⊠ · · · ⊠ L(λd) of
g ∼= sl2(Fv)⊗R C. For an integral infinitesimal character χλ, we may assume λ ∈ Zd≥1.
Corollary 3.5. Suppose λ ∈ Zd≥1 and F 6= Q. As a (g,K∞)-module, we have
N (Γ, χλ)gen = N (Γ, χλ) ∼=
{
L(λ)
⊕
m(Γ,λ) if λ 6= (2, . . . , 2),
L(λ)
⊕
m(Γ,λ) ⊕ C if λ = (2, . . . , 2).
Here the multiplicity m(Γ, λ) is the dimension of Mλ(Γ).
Proof. By Theorem 3.4 and F 6= Q, any automorphic form in N (Γ) generates a highest weight representa-
tion. Since any highest weight module has some infinitesimal character, we have N (Γ, χλ)gen = N (Γ, χλ).
Take a nearly holomorphic automorphic form ϕ ∈ N (Γ, χλ) of weight k = (k1, . . . , kd). We may assume
ϕ is highest weight and ki ≥ 0 for any i. If ki ≥ 1 for all i, the automorphic form ϕ generates the
irreducible module N(k1, . . . , kd). In this case k is equal to λ. If ki = 0 for some i, we may assume
k1 = · · · = kd = 0. Indeed, if kj 6= 0 for some j 6= i, we have Mk(Γ) = 0 for any congruence subgroup Γ
by Freitag [4, Chap. 1 Prop. 4.11]. Then the automorphic form ϕ is a constant function. In this case one
has λ = (2, . . . , 2) by easy computation. This completes the proof. 
3.4. Main theorem. Let P0 = ResF/QB, M0 = ResF/QM and N0 = ResF/QN . Then P0 is a Borel
subgroup of G with Levi decomposition P0 = M0N0. For φ ∈ A(G), we define the constant term
φ0 ∈ A(P0\G) by
φ0(g) =
∫
N0(Q)\N0(AQ)
φ(ng) dn, g ∈ G(AQ).
By the definition of EN (G), the map
EN (G) −→ A(P0\G) : φ 7−→ φ0
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is injective. Note that this map is G(Afin) × (g,K∞)-intertwining. Hence, the image is contained in
N (P0\G). For an infinitesimal character χ : Z −→ C, let
EN (G,χ) = EN (G) ∩ N (G,χ).
By Corollary 3.5, the action of Z on N (Γ, χλ) is the character χλ. Hence the action of Z on EN (G) is
semisimple. This implies that
EN (G) =
⊕
χ
EN (G,χ).
We say that λ = (λ1, . . . , λd) ∈ Cd is parallel if λ1 = · · · = λd and is integral if λ ∈ Zd.
Lemma 3.6. Suppose EN (G,χλ) is non-zero. Then there exists w ∈ W such that w · λ is integral and
parallel.
Proof. Integrality of χλ is clear by Corollary 3.5. Let Π be a non-zero G(Afin) × (g,K∞)-submodule
of EN (G,χλ). Take a non-zero automorphic form ϕ ∈ Π. Let Π∞ be a (g,K∞)-module generated by
ϕ. Since Π∞ is a locally p−-finite module with finite length, there exists a highest weight vector φ of
weight µ in Π∞. Note that φ is orthogonal to all cusp forms. Since holomorphic non-cusp forms with
some weight have parallel weight by [4, Chap. 1, Remark 4.8], the weight µ is parallel and integral. By
χλ = χµ, there exists w ∈W such that µ = w · λ. This completes the proof. 
Now, we can obtain a description of a constant term.
Proposition 3.7. For a nearly holomorphic automorphic form ϕ ∈ N (G), there exist Hecke characters
µ1, . . . , µℓ of F
×F×∞,+\A×F , integers s1, . . . sℓ and functions φi ∈ IndSL2(AF )B(AF ) (µi| · |si) such that
ϕ0 =
ℓ∑
i=1
φi.
Proof. By the proof of [13, Lemma I.3.2] and commutativity of M0(AQ), any automorphic form φ ∈
A(B\G) is left M0(AQ)-finite. Take ϕ ∈ N (G). Since ϕ is K∞-finite, it decomposes as a finite sum
ϕ =
∑
k
ϕk,
where ϕk is of weight k. Then, ϕk is also p−-finite by Ad(K∞)(p−) = p−. We may assume ϕ = ϕk.
Define a nearly holomorphic Hilbert modular form Fϕ|kγ by
(Fϕ|kγ)(g∞(i)) = j(γg∞, i)kϕ(g∞γ−1fin ), g∞ ∈ G(R), γ ∈ SL2(OF ),
where γfin is an element of G(AQ) defined by
(γfin)v = γ for v <∞, γ∞ = 1 for v ∈ a,
and j(γg∞, i)
k = Jσk(γg∞, i) (see section 2.2). Here σk corresponds to the irreducible representation of
K∞ with the parameter k. For ξ ∈ F and z = (z1, . . . , zd) ∈ Cd, set
eξ(z) = exp

2π√−1 d∑
j=1
ξ(j)zj

 ,
where ξ(j) =∞j(ξ) for ∞j ∈ a. We denote the Fourier expansion of Fϕ|kγ by
(Fϕ|kγ)(z) =
∑
ξ∈F
a(z, ξ, γ)eξ(z), z = (z1, . . . , zd) ∈
∏
v∈a
Hv.
Since ϕ is p−-finite, the Fourier coefficient a(z, ξ, γ) is a polynomial in y
−1
1 , . . . , y
−1
d , where (y1, . . . , yd) =
Im(z). For k ∈ G(Afin), let (ϕ0)k be the automorphic form on M0(A) defined by
(ϕ0)k(m) = ϕ0(mk).
Let Kϕ be the stabilizer of ϕ in G(Afin). By the strong approximation theorem, for k ∈ G(Afin), there
exists γk ∈ G(Q) such that the finite component of γ−1k k lies in the open compact subgroup Kϕ. Then,
for g∞ ∈ G(R) and k ∈ G(Afin), we have
ϕ(g∞k) = ϕ(γ
−1
k γk,∞g∞) = (Fϕ|kγk,∞g∞)(i) = j(g∞, i)−k(Fϕ|kγk,∞)(g∞(i)).
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Here γk,∞ is the infinity component of γk. For m∞ ∈M0(R), we then have
(ϕ0)k(m∞) =
∫
N0(Q)\N0(A)
ϕ(nm∞k) dn =
∫
L\N0(R)
ϕ(n∞m∞k) dn∞
=
∫
L\N0(R)
∑
ξ∈F
j(n∞m∞, i)
−ka(n∞m∞(i), ξ, γk,∞)eξ(n∞m∞(i)) dn∞
= j(m∞, i)
−ka(m∞(i), 0, γk,∞).
Here, L is the lattice of N0(R) corresponding to N0(Afin) ∩Kϕ, i.e., the infinity component of N0(Q) ∩
(Kϕ×N0(R)). Note that j(n∞m∞, i)k and a(n∞m∞(i), ξ, γk,∞) do not depend on n∞ by the definitions.
This shows that the action ofM0(R) on ϕ0 under the left translation is semisimple. By [13, Lemma I.3.2],
there exist Hecke characters µj of F
×F×∞,+\A×F and integers sj for 1 ≤ j ≤ ℓ such that
ϕ0 ∈
ℓ∑
j=1
Ind
SL2(AF )
B(AF )
(µj | · |sj ).
This completes the proof. 
We now state the main theorem. By Proposition 3.7, the module EN (G,χ) is contained in the algebraic
direct sum of certain induced representations. For k ∈ Z, let
k = (k, . . . , k) ∈ Zd.
For a Hecke character µ of F×F×∞,+\A×F , let I(µ, s) be the induced representation IndSL2(AF )B(AF ) (µ| · |s)
and Ifin(µ, s) the finite part of the induced representation I(µ, s). We denote by X the set of all Hecke
characters of F×F×∞,+\A×F . Put
X1 = {µ = ⊗vµv ∈ X | µv = 1v for any v ∈ a}
and
X−1 = {µ = ⊗vµv ∈ X | µv = sgn for any v ∈ a}.
For Hecke characters µ1 and µ2, we say that µ1 and µ2 are associate if µ1 = µ2 or µ1 = µ
−1
2 . If µ1 and
µ2 are associate, we write µ1 ∼ µ2.
By Theorem 3.4, if F = Q, there exists a unique (up to constant) nearly holomorphic automorphic
form of weight two which is invariant under the right translation of
∏
v<∞ SL2(OFv ). We write E2,A
such the automorphic form. Under the isomorphism (2.3), E2,A corresponds to the weight two Eisenstein
series E2 (see (3.2)).
Theorem 3.8. Suppose λ ∈ Zd≥1.
(1) The space EN (G,χλ) is zero unless λ is parallel.
(2) If k ≥ 3 and λ = k, we have
EN (G,χλ) ∼=
⊕
µ∈X
(−1)k
(Ifin(µ, k − 1)⊗ L(k)) .
(3) If k = 1 and λ = k, we have
EN (G,χλ) ∼=
⊕
µ∈X−1/∼
µ2 6=1
(Ifin(µ, 0)⊗ L(1))⊕
⊕
V
R(V ),
where V runs through all isometry classes of two-dimensional quadratic spaces over F such that
Vv has signature (2, 0) for all v ∈ a.
(4) If k = 2 and λ = k, we have
EN (G,χλ) ∼=


⊕
µ∈X1
µ6=1
(Ifin(µ, 1)⊗ L(2))⊕ π if F = Q
⊕
ω∈X1
(Ifin(ω, 1)⊗ L(2))⊕ C if F 6= Q.
Here π is a G(Afin)×(g,K∞)-module generated by E2,A. Moreover we have a long exact sequence
0 −→ C −→ π −→ Ifin(1, 1)⊗ L(2) −→ 0.
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We compare the space of nearly holomorphic automorphic forms and the space of Eisenstein series
(cf. Appendix A). Conjecture A.2 follows immediately from the proof of Theorem 3.8.
Corollary 3.9. Conjecture A.2 is true for G = ResF/QSL2.
Finally, we compare the space generated by holomorphic automorphic forms and the space of nearly
holomorphic automorphic forms. LetH(G) be the G(Afin)×(g,K∞)-module generated by all holomorphic
automorphic forms.
Corollary 3.10. As a G(Afin)× (g,K∞)-module, we have
N (G)/H(G) ∼=
{
trivG(Afin) ⊗ L(2) if F = Q
0 if F 6= Q.
Here trivG(Afin) is the trivial representation of G(Afin).
In the rest of the paper, we prove the above statements.
3.5. Eisenstein series. We review briefly the theory of Eisenstein series on SL2(AF ).
Fix a Hecke character µ of F×F×∞,+\AF . Let K be a maximal compact subgroup of G(A) defined by
Kv = SL2(OFv ), K =
∏
v<∞
Kv ×K∞.
We say that a section Φs of I(µ, s) is a standard section if the restriction Φs|K is independent of s. For
a standard section Φs, we define the Eisenstein series by
E(g, s,Φ) =
∑
γ∈P0(Q)\G(Q)
Φs(γg), g ∈ G(A).
By Langlands [12], E converges absolutely for Re(s)≫ 0 and can be meromorphically continued to whole
s-plane (see section A). Moreover, the functional equation
E(g, s,Φ) = E(g,−s,MsΦ)
holds. Here, for Re(s)≫ 0, the intertwining operator Ms is defined by
Msf(g) =
∫
N(AQ)
f(wng) dn, w =
(
0 −1
1 0
)
.
Then, the constant term E0 of E is equal to
E0(g, s,Φs) = Φs(g) +MsΦs(g).
By Langlands [12], E0 has a pole at s = s0 if and only if E has a pole at s = s0. Moreover, E0 is non-zero
if and only if E is non-zero.
We say that a standard section Φs is factorisable if Φs = ⊗v≤∞Φs,v. For a factorisable standard
section ⊗vΦs,v, we have the decomposition
MsΦs =
∏
v
Ms,vΦs,v.
For a non-archimedean place v and a local standard section Φs,v of Iv(µv, s), we say Φs,v is unramified
if Φs,v is right Kv-invariant. Then, by [2, Proposition 9.3.2], for an unramified character µv and an
unramified section Φs,v, we have
Ms,vΦs,v(1) =
Lv(s, µv)
Lv(s+ 1, µv)
Φs,v(1).
Here Lv(s, µv) = (1 − µv(̟v)|̟v|−sv )−1 is the local Euler factor when µv is unramified and is 1 if µv is
ramified. For a finite set of places S containing all archimedean places, put
LS(s, µ) =
∏
v 6∈S
Lv(s, µv).
Set
M∗s,v =
1
Lv(s, µv)
Ms,v.
Kudla and Rallis proved the following statement in [7, Proposition 4.3] and [9, Proposition 5.5]:
Proposition 3.11. Let v be a non-archimedean place. With the above notation, we have the following:
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(1) The normalized intertwining operator M∗s,v is non-zero and entire, i.e., for any s, for any s, there
exists a function Φs ∈ Iv(µv, s) such that Ms,vΦs is non-zero and for any standard section Φs,
M∗s,vΦs is entire.
(2) Suppose µv = χVv for some two-dimensional quadratic space Vv. Then at s = 0, we have
M0,v(R(Vv)) = R(Vv).
For an archimedean place v, an integer ℓ and µv = sgn
ℓ, let Φ
ℓ
∞ be a non-zero standard section of
weight ℓ = (ℓ, . . . , ℓ) ∈ Zd in I∞(µ∞, s) =
⊗
v∈a Iv(µv, s). The following Lemma is well-known. For the
proof, see [11, Theorem 2.4].
Lemma 3.12. Let Φs,fin ⊗ Φℓ∞ = ⊗v<∞Φs,v ⊗ Φℓ∞ be a factorisable standard section for ℓ ∈ Z. Let S
be a finite set of places such that Φs,v is unramified for v 6∈ S. Then, we have
E0(1, s,Φ
ℓ
s) = Φ
ℓ
s(1) +MsΦ
ℓ
s(1)
= Φℓs(1) +
(
π(−√−1)ℓ21−sΓ(s)
Γ(α)Γ(β)
)d
LS(s, µ)
LS(s+ 1, µ)

 ∏
v∈S\{∞}
Ms,vΦs,v(1)



∏
v 6∈S
Φs,v(1)

Φℓ∞,−s(1),
where d = [F : Q], α = (s+ 1 + ℓ)/2 and β = (s+ 1− ℓ)/2.
Put
ξ(s, ℓ) =
(
π(−√−1)ℓ21−sΓ(s)
Γ(α)Γ(β)
)d
where α = (s + 1 + ℓ)/2 and β = (s + 1 − ℓ)/2. If the induced representation I∞(µ∞, s) has a non-zero
p−-finite vector, one of the following conditions hold:
• s ∈ 2Z≥0 and µv = sgn for any v ∈ a.
• s ∈ −1 + 2Z≥0 and µv = 1v for any v ∈ a.
Take a standard factorisable section Φs of I(µ, s). First, we consider the case s ∈ 2Z≥0 and µv = sgn
for any v ∈ a. In this case, we may assume a standard factorisable section Φs can be expressed as Φs =
Φs,fin ⊗Φks,∞. Put k = s+ 1. Then, k ≥ 3 or k = 1. In this case, Φks,∞ lies in L(k) ⊂
⊗
v∈a I(µv, k − 1).
Clearly, we have the following statement:
Lemma 3.13. Suppose k ∈ Z≥3 and k is odd. For any factorisable standard section Φks = Φs,fin⊗Φks,∞,
we have
E0(g, s,Φ
k
s )|s=k−1 = Φkk−1(g), g ∈ G(A).
Proof. The factor ξ(s, k) is zero at s = k − 1 and the other factor
LS(s, µ)
LS(s+ 1, µ)

 ∏
v∈S\{∞}
Ms,vΦs,v(1)

Φk∞,−s(1)
is finite. Hence, by Lemma 3.12, we have
E0(1, s,Φ
k
s)|s=k−1 = Φkk−1(1).
By the Iwasawa decomposition P0(AQ)K = G(AQ), we have E0(g, s,Φ
k
s)|s=k−1 = Φkk−1(g) for any g ∈
G(A). This completes the proof. 
Put k = 1. Suppose µ2 = 1 with µv = sgn for any v ∈ a. This case corresponds to Theorem 3.2.
Lemma 3.14. Let V be a two-dimensional quadratic space over F and Φs be a standard section in
I(s, χV ) such that Φ0 ∈ R(V ). The constant term E(g, 0,Φ) is equal to Φ0. Hence the Eisenstein series
gives the realization
R(V ) −→ A(G) : Φ0 7−→ E( · , 1,Φ).
Proof. By [7, Proposition 7.1], we have
M0Φ0 = Φ0.
This shows that the constant term of the Eisenstein series E(g, s,Φ) is equal to
Φ0 +Mw,0Φ0 = 2Φ0
at s = 0. This completes the proof. 
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Remark 3.15. For a two-dimensional quadratic space V , the composition of the intertwining operator
M0 ◦M0 acts on I(0, χV ) as the identity map by [1, Theorem 1 (iii)]. Hence the induced representa-
tion I(0, χV ) decomposes as a direct sum of +1-eigenspace I(0, χV )
+ and −1-eigenspace I(0, χV )−. By
Theorem 3.2, the space R(C) is contained in I(0, χV )− for an incoherent family C. Indeed, if Φ ∈ R(C)
lies in I(0, χV )
+, the Eisenstein series E( · , s,Φ) is non-zero at s = 0. Hence we have the realization
R(C) 7−→ A(G). This contradicts to Theorem 3.2. Conversely, the space R(V ) is contained in I(0, χV )+.
Hence we have
I(0, χV )
+ =
⊕
W
R(W ), I(0, χV )
− =
⊕
C
R(C),
where W runs through all two-dimensional quadratic spaces over F such that χW = χV and C = {Wv}
runs through all incoherent families such that χWv = χV . This is a key fact to show the Siegel-Weil
formula. Moreover, the similar statement holds for local induced representations. For a place v of F , let
V ε be a two-dimensional quadratic space over Fv such that ε(V
ε) = ε. If v is non-archimedean, we can
show that the representation R(V ε) is the εγ(0, χV ε , ψv)-eigenspace of the local intertwining operator
Mw,v,0 by [6, Lemma 3.1]. Here γ(s, χV ε , ψv) is equal to
γ(s, χV ε , ψv) = ε(s, χV ε , ψv)
L(1− s, χ−1V ε)
L(s, χV ε)
and ε(s, χV ε , ψv) is the local epsilon factor associated to ψv. Note that the eigenvalue εγ(0, χVv , ψv) is
depending on the definition of the Weil representation associated to ψ. Of course, the same statement
for an archimedean case holds by the straightforward computations.
For a non-quadratic Hecke character µ, by the functional equation, we have the following:
Lemma 3.16. Suppose µ2 6= 1. Let Φs be a standard section of I(µ, s). Then we have
E(g, 0,Φ) = E(g, 0,MsΦ), g ∈ G(AF ).
Next, we assume s ∈ −1 + 2Z≥0 and µv = 1v for any v ∈ a. The case of k = s + 1 ≥ 4 is similar to
Lemma 3.13.
Lemma 3.17. Suppose k ∈ Z≥3 and k is even. For any factorisable standard section Φks = Φs,fin⊗Φks,∞,
we have
E0(g, s,Φ
k
s )|s=k−1 = Φkk−1(g), g ∈ G(A).
We assume s = 1. In this case, k is equal to 2.
Lemma 3.18. For any factorisable standard section Φ
2
s = Φs,fin ⊗ Φ2s,∞, we have
E0(1, s,Φ
2)|s=1 = Φ21(1)−
3
π
Φ
2
−1(1)
if F = Q, µ = 1 and S = {∞}. We also have
E0(1, s,Φ
2)|s=1 = Φ21(1)
if one of the following condition holds:
• F 6= Q.
• Φ1,v ∈ Stv for some non-archimedean place v.
• µ 6= 1.
Proof. The factor
LS(s, µ)
LS(s+ 1, µ)

 ∏
v∈S\{∞}
Ms,vΦs,v(1)

Φ2∞,−s(1)
has at most simple pole at s = 1. Suppose F 6= Q. In this case, the factor ξ(s, 2) has a zero of order
d > 1 at s = 1. Hence we have
E0(1, s,Φ
2
s)|s=1 = Φ21(1).
Suppose F = Q, µ = 1 and S = {∞}. Then LS(s, µ)/LS(s+ 1, µ) has a simple pole at s = 1 and
π(−√−1)221−sΓ(s)/Γ(α)Γ(β) has a simple zero at s = 1. By computing the residue, we have
E0(1, s,Φ
2
s)|s=1 = Φ21(1)−
3
π
Φ
2
−1(1).
Suppose F = Q and Φs,v belongs to the Steinberg representation Stv at s = 1. For such a place v, we
have Mw,s,vΦs,v = 0 at s = 1 by Lemma 3.3. Hence the lemma follows. Finally suppose µ 6= 1. In this
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case, since the factor ξ(s, 2) has a simple zero at s = 1 and the L-function LS(s, µ)/LS(s+1, µ) does not
have a pole at s = 1, the assertion is clear. This completes the proof. 
3.6. Siegel-Weil formula. Before the proof of Theorem 3.8, we refer to the Siegel-Weil formula. Let V
be a quadratic space over F with dimensionm. Supposem is even. We then obtain the Weil representation
ωψ on the Schwartz-Bruhat space S(V (A)) where ψ is the fixed additive character of F\AF (cf. §3.2).
Then we have a map
ωψ −→ I(χV ,m/2− 1): ϕ 7−→ (g 7−→ ωψ(g)ϕ(0)).
For ϕ ∈ S(V ), let Φϕ,s be a standard section of I(χV ,m/2− 1) such that
Φϕ,m/2−1(g) = ωψ(g)ϕ(0).
We get the Eisenstein series E( · , s,Φϕ).
Set H = O(V ). Put
θ(g, h;ϕ) =
∑
x∈V (F )
ωψ(g)ϕ(h
−1x), ϕ ∈ ωψ, g ∈ SL2(AF ), h ∈ H(AF ).
The Siegel-Weil formula for anisotropic case states the relation between the Eisenstein series E( · , s,Φϕ)
and the theta function θ(g, h;ϕ):
Theorem 3.19 ([10]). Suppose V is anisotropic. Then for any ϕ ∈ ωψ, we have
E(g,m/2− 1,Φϕ) = κ
∫
H(F )\H(A)
θ(g, h;ϕ) dh, g ∈ SL2(AF ).
Here
κ =
{
1 if m > 2
2 if m = 2.
For an archimedean place v, the image of the local Weil representation ωψv is the (limit of) discrete
series representation of SL2(R) of weight m/2 if Vv is positive definite. Suppose Vv is positive definite
for any v ∈ a. Then V is anisotropic. Hence the certain space of nearly holomorphic Eisenstein series is
isomorphic to the space of theta integrals.
3.7. Proof of Theorem 3.8. By Lemma 3.6, we have (1). We first treat the case k ≥ 3. By Lemma
3.3, we may assume that s = k−1 and µv = sgnk for any v ∈ a. If k ∈ Z≥1, the space of p−-finite vectors
in Ind
G(A)
B(A)(µ| · |k−1) is of the form
Ifin(µ, k − 1)⊗ L(k).
This is irreducible by the irreducibility of local induced representations. Hence, we obtain a map
N (G,χk) −→
⊕
µ∈X
(−1)k
(Ifin(µv, k − 1)⊗ L(k)) : ϕ 7−→ ϕ0.(3.3)
Proof of Theorem 3.8 (2). By (3.3), we have an injective map
EN (G,χk) −֒→
⊕
µ∈X
(−1)k
(Ifin(µv, k − 1)⊗ L(k)) .
Take a function Φ in the right hand side. Let Φs be a standard section such that Φk−1 = Φ. Then by
Lemma 3.13 and Lemma 3.17, for the standard section Φs, the constant term of E( · , k − 1,Φ) is equal
to Φk−1. Hence we obtain the inverse map. This completes the proof. 
Next we treat the case of k = 1.
Proof of Theorem 3.8 (3). Fix a congruence subgroup Γ of SL2(F ). We denote by E1(Γ) the orthogonal
complement of S1(Γ) in M1(Γ). By (2.2), the space E1(Γ) corresponds to the space of holomorphic
KΓ-fixed automorphic forms on G(A) of weight 1. Here KΓ is the closure of Γ in G(Afin).
For a Hecke character µ ∈ X−1, let E(0) be the C-vector space spanned by the Eisenstein series
E( · , 0,Φ) for a standard section Φs of I(s, µ). Note that such the Eisenstein series E(g, s,Φ) is finite at
s = 0 by Lemma 3.11. Let E(0,KΓ) be the subspace of E(0) consisting of KΓ-fixed Eisenstein series. By
[19, Theorem 8.3], we have the isomorphism E(0,KΓ) ∼= E1(Γ) as a C-vector space by (2.2). We obtain
the correspondence ⋃
Γ
E1(Γ) ∼= {ϕ ∈ EN (G,χ1) | Yv · ϕ = 0 for all v ∈ a}
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by the isomorphism (2.2), where Γ runs through all congruence subgroups of SL2(F ) and Yv is a root
vector of weight −2 in sl2(Fv)⊗ C. This shows that any automorphic form in EN (G,χ1) is a finite sum
of Eisenstein series. Since any automorphic form in EN (G,χ1) generates a highest weight module as a
(g,K∞)-module, we then have the isomorphism
EN (G,χ1) ∼=
⊕
µ∈X−1/∼
{(Φs +MsΦs)|s=0 | Φ ∈ Ifin(µ, 0)⊗D1} ⊕
⊕
V
R(V )
as a G(Afin)×(g,K∞)-module by the constant term, by Lemma 3.2 and Lemma 3.16. For a non-quadratic
character µ, the space {Φ0 +M0Φ0 | Φ0 ∈ Ifin(µ, 0)⊗D1} is isomorphic to I(µ, 0) as G(Afin)× (g,K∞)-
module. Indeed, the map Φ 7−→ Φ+M0Φ is injective and intertwining for Φ ∈ Ifin(µ, 0)⊗D1 with a non-
quadratic Hecke character µ. Note that by Theorem 3.2, for any incoherent family C, the representation
R(C) does not occur in EN (G). This completes the proof. 
Finally we proof the case of k = 2.
Proof of Theorem 3.8 (4). The proof for the case of F 6= Q is similar to the proof for Theorem 3.8 (2).
Suppose F = Q. For a non-archimedean place v, put
M (v) =
⊗
p<∞,p6=v
Ip(1p, 1)⊗ Stv ⊗ L(2) ⊂ I(1, 1).
By Lemma 3.18, the representation M (v) occur in EN (G,χ2). Similarly, the induced representation
I(µ, 1) and the trivial representation C occur in EN (G,χ2) if µ 6= 1. We show that the subrepresentation
τ = C⊕
⊕
v<∞
M (v) ⊕
⊕
µ∈X1
I(µ, 1)
of EN (G,χ2) is a maximal subrepresentation of it. By Proposition 3.7 and Lemma 3.3 (1), EN (G,χ2) can
be identified with a subrepresentation of the subspace of all p−-finite vectors in
⊕
µ∈X1
(I(µ, 1)⊕I(µ,−1)).
Such a space of all p−-finite vectors is equal to the following space:⊕
µ∈X1
(Ifin(µ, 1)⊗ L(2)⊕ Ifin(µ,−1)⊗N(0)∨) .
Here N(0)∨ is the contragredient representation of the Verma module N(0) (see §3.1). Take a nearly
holomorphic automorphic form ϕ ∈ EN (G,χ2) of weight 2. Then there exist f ∈
⊕
µ∈X1
Ifin(µ, 1)⊗L(2)
and g ∈ ⊕µ∈X1 Ifin(µ,−1) ⊗ N(0)∨ such that ϕ0 = f + g. For a root vector Y ∈ sl2(C) of weight −2,
we have Y · f = 0. Then Y · ϕ is of weight 0 and hence Y · ϕ is a constant function. Since constant
functions generates the trivial representation, (Y · ϕ)0 = Y · ϕ0 belongs to I(1,−1). This shows that g
lies in Ifin(1,−1) ⊗ N(0)∨. Summarizing that, the representation EN (G,χ2) may be identified with a
subrepresentation of
Π = Ifin(1,−1)⊗N(0)∨ ⊕
⊕
µ∈X1
(Ifin(µ, 1)⊗ L(2)) .
We now obtain the filtration
τ ⊂ EN (G,χ2) ⊂ Π.
Then the quotient space Π/τ is isomorphic to
trivG(Afin) ⊗ L(2)⊕ trivG(Afin) ⊗ L(2).(3.4)
Since τ has no unramified vector of weight 2 and EN (G,χ2) has an unramified vector of weight 2,
the quotient EN (G,χ2)/τ is non-zero. Since the representation (3.4) has length 2, EN (G,χ2)/τ is
isomorphic to the representation (3.4) or an irreducible representation of the form trivG(Afin) ⊗ L(2).
Note that the dimension of unramified vectors in (3.4) of weight 2 is 2. If EN (G,χ2)/τ is isomorphic to
the representation (3.4), this contradicts to dimN2(SL2(Z)) = 1. Hence EN (G,χ2)/τ is irreducible and
is generated by E2,A. Since π contains C and M
(v) for any v <∞, we have
EN (G,χ2) ∼=

 ⊕
µ∈X1
µ6=1
Ifin(µ, 1)⊗ L(2)

⊕ π.
This completes the proof. 
This completes the proof of Theorem 3.8.
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3.8. proof of Corollary 3.10. Suppose F 6= Q. In this case, since any (g,K∞)-submodule of N (G) is
highest weight representation, we have the equality N (G) = H(G).
Suppose F = Q. By Theorem 3.8, the following representations are generated by highest weight
vectors:
EN (G,χk),
⊕
µ∈X1,µ6=1
I(µ, 1), M (v), C
for k ∈ Z≥1 with k 6= 2 and all non-archimedean place v. By the proof of Theorem 3.8 (4), the assertion
follows.
Appendix A. The space of Eisenstein series
In this appendix, we conjecture the relationship between Eisenstein series and nearly holomorphic
automorphic forms.
We keep the notation of §2. Fix a minimal parabolic Q-subgroup P0 of G and a Levi decomposition
P0 = M0N0. We define the Weyl group W = WG by NormG(M0)/M0. Let P = MN be a standard
parabolic subgroup of G with M the standard Levi subgroup. We regard a∗M = Hom(A
∞
M ,C
×) ∼=
Hom(M(A)/M1(A),C×) as the set of characters of M(A). Let (aGM )
∗ = Hom(A∞M/A
∞
G ,C
×). We regard
λ ∈ (aGM )∗ as a character of M(A). The modulus character ρP of P (A) can be regarded as an element of
(aGM )
∗.
For a standard Levi subgroup M , we set
W (M) =
{
w ∈W
∣∣∣∣ • wMw−1 is a standard Levi subgroup of G• w has a minimal length in wWM
}
.
Recall that two standard parabolic subgroups P = MN and P ′ = M ′N ′ are associated if there exists
w ∈ W (M) such that M ′ = wMw−1. If P ′ and P are associated we write P ∼ P ′. Take w ∈ W (M).
Put M ′ = wMw−1 and let P ′ =M ′N ′ be the standard parabolic subgroup with Levi subgroup M ′.
Let τ be an irreducible cuspidal automorphic representation of M(A). We tacitly assume that the
central character χτ is trivial on A
∞
G . Recall that a cuspidal datum is a pair (M, τ) such that M is a
Levi subgroup of G and that τ is an irreducible cuspidal automorphic representation. Let w ∈ W (M).
The irreducible cuspidal automorphic representation τw of M ′(A) is defined by τw(m′) = τ(w−1m′w)
for m′ ∈ M ′(A). Similarly, for λ ∈ (aGM )∗, λw ∈ (aGM )∗ 7−→ (aGM ′)∗ is defined by λw(m′) = λ(w−1m′w)
for m ∈ M ′(A). A cuspidal datum (M, τ) is called regular if we have τw 6∼= τ for any 1 6= w ∈ W with
wMw−1 = M . Two cuspidal data (M, τ) and (M ′, τ ′) are called equivalent if there exists w ∈ W (M)
such that M ′ = wMw−1 and that τ ′ = τw .
Let A(G)(M,τ) is the subspace of automorphic forms in A(A\G) with cuspidal support (M, τ). The
space A(A\G) is decomposed as
A(A\G) =
⊕
(M,τ)
A(A\G)(M,τ).
Here, (M, τ) runs through all equivalence classes of cuspidal datum. (See [13], III.2.6, [3] Theorem 1.4).
Put N (A\G)(M,τ) = N (A\G) ∩ A(A\G)(M,τ).
Question A.1. When N (A\G)(M,τ) 6= 0 ?
Let Acusp(A\G) be the space of cusp forms on G(Q)\G(A). The τ -isotypic subspace of the space
Acusp(M(A)) of cusp form on M(Q)\M(A) is denoted by Acusp(M(A))τ . Let IGP (τ) be the space which
consists of all smooth functions f : M(Q)N(A)\G(A) −→ C such that the following conditions (1) and
(2) hold:
(1) f is right K-finite.
(2) for any k ∈ K, a function on M defined by m 7−→ m−ρP f(mk) belongs to Acusp(M(A))τ .
Put I(τ) = IndKP (A)∩K(Acusp(M(A))τ ). Then we have an isomorphism IGP (τ) ≃ I(τ). For f ∈ IGP (τ) and
λ ∈ (aGM )∗, put
fλ(mnk) = m
λf(mk), m ∈M(A), n ∈ N(A), k ∈ K.
Then, we have fλ ∈ IGP (τ ⊗ λ). Then we have a C-vector space isomorphism IGP (τ ⊗ λ) ≃ I(τ) for any
λ. Then, the product I(τ)× (aGM )∗ can be considered as a fiber bundle over (aGM )∗ such that the fiber at
λ ∈ (aGM )∗ is IGP (τ ⊗ λ). We denote this fiber bundle by
F(aG
M
)∗I(τ) =
∐
λ∈(aG
M
)∗
IGP (τ ⊗ λ).
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For an irreducible representation σ of K, let I(τ)σ be the space of functions f ∈ I(τ)σ with K-type σ.
Then I(τ)σ is a finite-dimensional C-vector space. The space I(τ) is endowed with the topology induced
from the algebraic direct sum
I(τ) =
⊕
σ
I(τ)σ .
The fiber bundle F(aG
M
)∗I(τ) is endowed with the topology induced from the product topology of I(τ)×
(aGM )
∗. For f ∈ IGP (τ), the function of the form λ 7−→ fλ is called a standard section of F(aGM )∗I(τ).
Let P =MN be a standard parabolic subgroup of G and (M, τ) a cuspidal datum. For any f ∈ IGP (τ),
we define the Eisenstein series E(g, λ, f) by
E(g, λ, f) =
∑
γ∈P (Q)\G(Q)
fλ(γg), g ∈ G(A), λ ∈ (aGM )∗.
Due to Langlands’ theory [12], the Eisenstein series E(g, λ, f) is absolutely convergent on some open set
of (aGM )
∗ and it can be continued to a meromorphic function on the entire space (aGM )
∗. The intertwining
operator
M(w, τ ⊗ λ) : IGP (τ ⊗ λ) −→ IGP ′(τw ⊗ λw)
is defined by the integral
M(w, τ ⊗ λ)f(g) =
∫
N ′(A)∩wN(A)w−1\N ′(A)
f(w−1ng) dn, f ∈ IGP (τ ⊗ λ)
as long as the integral converges. It is well-known that M(w, τ ⊗ λ) converges absolutely on some open
subset of (aGM )
∗ and it can be continued to a meromorphic function on the entire space (aGM )
∗ (see [13,
Proposition II.1.6]). The set of singular points Xw of M(w, τ ⊗ λ) is contained in a locally finite union
of hyperplanes in (aGM )
∗. If necessary, we enlarge Xw so that the intertwining operators M(w, τ ⊗ λ) are
isomorphism for any λ 6∈ Xw. We may also assume that the cuspidal datum (M, τ ⊗ λ) is regular for any
λ ∈ Xw. Note that the set of poles of the Eisenstein series is contained in X =
⋃
w∈W (M) Xw.
Let P ′ =M ′N ′ be a standard parabolic subgroup such that P ′ ∼ P . Put
W (M,M ′) = {w ∈W (M) | wMw−1 =M ′}.
By [13, Proposition II.1.7], the constant term EP ′ of E( · , λ, f) along a standard parabolic subgroup
P ′ =M ′N ′ is equal to
EP ′(g, λ, f) =
∫
N ′(Q)\N ′(A)
E(ng, λ, f) dn
=
∑
w∈W (M,M ′)
M(w, τ ⊗ λ)f(g),
for λ 6∈ X. Suppose that P ′′ =M ′′N ′′ ∼ P ′ =M ′N ′ ∼ P =MN . Then we have a functional equation
M(w′, τw ⊗ λw) ◦M(w, τ ⊗ λ) =M(w′w, τ ⊗ λ),
for w ∈W (M,M ′), w′ ∈ W (M ′,M ′′).
Now we consider the fiber bundle F(aG
wMw−1
)∗I(τw) over (aGwMw−1)∗ as a fiber bundle over (aGM )∗ by
the pullback by λ 7−→ λw. Then we take the fiber product
F(aG
M
)∗
( ∏
w∈W (M)
I(τw)
)
of {
F(aG
wMw−1
)∗I(τw) |w ∈ W (M)
}
over (aGM )
∗. Let fλ be a standard section of F(aG
M
)∗I(τ). Then λ 7−→M(w, τ⊗λ)fλ can be considered as a
meromorphic section of F(aG
wMw−1
)∗I(τw) defined for λ /∈ X. Thus the collection (M(w, τ ⊗λ)fλ)w∈W (M)
can be considered as a meromorphic section of the fiber product bundle F(aG
M
)∗
(∏
w∈W (M) I(τw)
)
.
Let V(M, τ) be the closure of the loci of these sections, where fλ runs through all standard sections.
Put
E(M, τ) = V(M, τ) ∩
⊕
P ′=M ′N ′
P ′∼P

 ⊕
w∈W (M,M ′)
(IGP ′(τw))

 .
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Here, ⊕
P ′=M ′N ′
P ′∼P

 ⊕
w∈W (M,M ′)
(IGP ′(τw))


is considered as the fiber of the fiber bundle F(aG
M
)∗
(∏
w∈W (M) I(τw)
)
at λ = 0. If 0 6∈ X, we have the
isomorphism IGP (τ) ∼= E(M, τ), since in this case M(w, τ) is an isomorphism for any w ∈W (M).
Suppose (fw)w ∈ E(M, τ). Then, there exists a sequence
(fw,i)w ∈ E(M, τ ⊗ λwi ), i = 1, 2, . . .
with λi ∈ (aGM )∗ \ X such that limi→∞ fw,i = fw for all w. For such a sequence (fw,i)w , the limit
lim
i→∞
E(g, λi, f1,i)
exists, since the limit of any constant term exists. This limit does not depend on the choice of the
sequence (fw,i)w and will be denoted by E(g, (fw)w). Let E0(M, τ) be a C-vector space which is spanned
by Eisenstein series E(g, (fw)w) for (fw)w ∈ E(M, τ). Then we have E0(M, τ) ⊂ A(A\G)(M,τ). Note that
if τ is regular, then the map E(M, τ) −→ E0(M, τ) is an isomorphism. We then state the conjecture as
follows:
Conjecture A.2. (1) N (A\G)(M,τ) ⊂ E0(M, τ).
(2) The action of Z on N (A\G) is semisimple.
(3) If N (A\G)(M,τ) 6= 0, then the infinitesimal character of τ is integral.
Note that (1) implies (2), since the action of Z on E0(M, τ) is semisimple.
Remark A.3. Let λ 7−→ fλ be a holomorphic section of IGP (τ ⊗ λ). Then there exists a polynomial
Q(λ) of λ ∈ (aGM )∗ such that Q(λ)E(g, λ, fλ) is holomorphic at λ = 0. In [3], it is proved that the
space A(G(Q)A∞G \G(A))(M,τ) is generated by the derivatives of Q(λ)E(g, λ, fλ) as fλ runs through
all holomorphic sections. The space E0(M, τ) can be considered as the space of the leading terms of
Q(λ)E(g, λ, fλ).
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