Electron cryo-microscopy (cryoEM) involves the estimation of orientations of projection images or 12 three-dimensional (3D) volumes. However, the lack of statistical tools of rotations in cryoEM fails to 13 answer the growing demands for adopting advanced statistical methods. In this study, we develop a 14 comprehensive statistical tool specialized for cryoEM based on an unit quaternion description of spatial 15 rotations. Some basic properties and definitions of the quaternion, as well as a way to use the unit 16 quaternion to describe and perform rotations, are first recalled. Then, based on the unit quaternion, 17 the distance and geodesic between rotations are designed for cryoEM to enable comparisons and inter-18 polations between rotations, which are prerequisites of statistics of rotations in 3D cryoEM. Further, 19 methods of directional statistics specialized for cryoEM are developed, including calculations of the av-20 erage rotation, sampling, and inference with uniform and angular central Gaussian (ACG) distribution, 21 as well as an estimation of the rotation precision. Finally, the method of handling molecular symmetry 22 is introduced. Using the unit quaternion system for cryoEM, we provide comprehensive mathematical 23 tools for the analysis of spatial rotations in cryoEM. 24 In the three-dimensional (3D) reconstruction of electron cryo-microscopy (cryoEM), particle images or 26 pre-reconstructed sub-tomograms of biological samples need to be rotated in 3D spaces to specific ori-27 entations in order to enable the reconstruction of a 3D density map [1, 2, 3, 4, 5, 6, 7] . Accordingly, the 28 description, determination, operation and analysis of rotations are important for cryoEM. Different algo-29 rithms are being developed to determine the rotation, i.e., orientation, parameters in order to achieve a 30 better rotation precision for higher resolution. There are growing demands for adopting advanced statis-31 tical methods in the development of such algorithms. In this study, we develop comprehensive statistical 32 tools specialized for cryoEM to meet these demands.
Introduction
Equivalently, the quaternion is often written in 4D vector format as
where {i, j, k} are three imaginary units, and nq =
The conjugate of a quaternion is defined as
The norm of a quaternion q is defined as 84 |q| := q 2 0 + q 2 1 + q 2 2 + q 2 3 = q 2 0 + nq · nq.
(4)
The multiplication of two quaternions, q and q , is calculated based on the multiplication rule of their 85 basis elements, 1, i, j, and k as
where ⊗ represents the quaternion product. The result of quaternion multiplication can also be written 87 in vector format as
where · and × represent the inner product and cross product of vectors. The complex form and vector 89 form of quaternion multiplication are equivalent. For simplicity, the vector form of a quaternion is 90 frequently used as follows. More basic properties of quaternion algebra are listed in Appendix I. 91 2.2 Unit quaternion description of three-dimensional spatial rotation 92 If norm equals to 1, i.e., |q| = 1, the quaternion q is called a unit quaternion. The product of a unit 93 quaternion q with its conjugate is 1, as q ⊗ q * = q * ⊗ q = 1; all unit quaternions form S 3 (see Appendix
94
I for more properties). The unit quaternion can be used to perform 3D rotation. A brief introduction is 95 as follows. 96 The rotation of a 3D vector v to another vector v is performed using a 3 × 3 orthogonal matrix M 97 with a determinant of 1, as follows.
The same operation can also be achieved by performing unit quaternion multiplication. Viewing v 
In the following context, we will not distinguish between v and   0 v   . For simplicity, Rq is used to 101 represent the rotation by unit quaternion q in the present work, i.e., 102
Note that a pair of unit quaternions is involved in the multiplication; hence, q and −q will not cause a 103 different rotation [10] . Consequently, Rq = R−q. 104 The unit quaternion explicitly represents a 3D spatial rotation around an axis. Any unit quaternion 105 q can be written in the form[11]
which presents a rotation around axisnq with rotation angle φ.
107
For sequential rotations, such as Rq 1 followed by Rq 2 , the unit quaternion of the overall rotation is 108 calculated as [10] 109
demonstrating that q2 ⊗ q1 represents the overall rotation. Moreover, the dot product and cross product 110 of vectors are preserved under spatial rotations, i.e., quaternion multiplications (see Appendix II). This 111 is useful for combined computations of quaternion multiplication and vector multiplication.
vp, which is called the swing. vp is calculated as follows.
The swing rotating vn to vp can be obtained by a rotation around the axis
for angle
which is called the swing angle. Accordingly, the swing quaternion is 
Second, the image is in-plane rotated around its norm vector; currently, vp, for angle ψt to match 130 the projection of the object, called the twist. Then, the twist quaternion is
as vp is a unit vector.
132
Based on the definition of swing-twist decomposition, i.e., q = qt⊗qs, the twist quaternion qt = q⊗q *
(see Appendix V-II), where the coefficient 2 in the beginning of right item of Equation (19) is a by-167 product of the fact that unit quaternion space S 3 and rotation space SO(3) form a 2 − 1 homomorphism.
168
The absolute value in this calculation indicates that qi and −qi (i = 1, 2) represent the same rotation 169 and will not cause different distances.
170
In the cryoEM scenario, the distance we defined above provides a simple estimate of the possible 171 maximal changes of projection directions resulting from different rotations as
where vp q 1 and vp q 2 are the projection directions that result from rotations Rq 1 and Rq 2 , respectively 173 (see Appendix V-III). For example, a particle image in single-particle cryoEM may be rotated for multiple 174 rounds to search for its final projection direction. The distance between rotations in adjacent rounds gives direct information about whether the search has become stable.
Geodesic between rotations
In geometry, the geodesic is a curve or line indicating the shortest path between two points in a surface.
the rotation Rq 1 to the rotation Rq 2 along the shortest path in SO (3), which was then used for the 180 interpolation between two rotations.
181
In the unit quaternion system, this geodesic is the shortest arc connecting the corresponding unit 182 quaternions of rotations Rq 1 and Rq 2 on the surface S 3 . Note that the distances between q1 and q2, 183 and between q1 and −q2 are the same. However, the shortest arcs connecting q1 and q2, and connecting which is considered as an example of the geodesic application.
193
The geodesic between Rq 1 and Rq 2 can be described as a function
of an affine parameter t ∈ [0, 1]. By abuse of notations, in the following context, we denote f l (Rq 1 , Rq 2 , t) 195 as f l (q1, q2, t), and the value of this function is also a unit quaternion representing the rotation. This 196 function describes the relation distance from Rq 1 , i.e.,
Therefore, it is easy to obtain
Based on the geometry of the geodesic, the analytical formula of the geodesic function can be derived as
when q1 · q2 ≥ 0, and
when q1 · q2 < 0, where φ = cos −1 (q1 · q2), ranges [0, π].
201
The formula can be used to calculate interpolations between two rotations. As an example, we calculated the interpolation between two rotations Rq 1 = (−0.884, −0.265, −0.123, 0.364) T and Rq 2 = 203 (0.370, 0.424, −0.686, −0.461) T (Figure 1a ), and converted the interpolated rotations to Euler angles with 204 a ZYZ convention used in cryoEM ( Figure 1b sampling on a rigid grid with a number of grid points proportional to N 3 , where N is a positive integer 216 and indicates the precision of the grid interval. The drawback of these Euler-angle-based methods is that 217 it is difficult to generate samples with a real uniform distribution or more complicated distribution. The 218 increased number of applications of the statistical inference algorithm in cryoEM, such as the particle 219 filter based on random importance sampling, has increased the demand for better mathematical tools to 220 perform random sampling in rotational space.
221
In general, there are two types of requests for random sampling. One is to generate samples in rota-222 tional space with a specific statistical distribution. Another one is to estimate the statistical properties 223 for a series of given rotation parameters. Corresponding methods and theories are usually referred to 224 as directional statistics, and the unit quaternion has shown advantages for such purposes. Together 225 with the distance and geodesic defined above, we introduce and developed tools of unit quaternion for 226 cryoEM. Here, we first introduce a method to calculate the average of a set of rotations. Second, we 227 discuss the method of uniform sampling in SO(3). Third, we introduce the angular central Gaussian
228
(ACG) distribution. Finally, a specific ACG distribution is shown as an example to demonstrate a cos-229 tume application of ACG distribution. Based on such distribution, we derived a calculable formula that 230 should also be useful in the estimation of the angular precision and angular stability of a particle during 231 3D alignment. 
where qiqi T is a tensor of qi and itself. Eigenvalues and eigenvectors can be determined using the linear 242 algebra method. While only the principal eigenvector is needed, we usually use the iterative formula[20] 243q = Tq |Tq| (28)
to approximate the principal eigenvector. Equation (28) will not converge only when the largest two 244 eigenvalues of T are strictly equal, which nearly never happens in numerical calculations. identity matrix I, a series of 4D vectors can be sampled. Then, by normalizing these vectors with norm 252 1, we obtain unit quaternions represented by q uniformly distributed in S 3 , i.e.,
where v is a 4D vector sampled from N4(0, I), and U S 3 denotes the uniform distribution in S 3 . Accord-254 ingly, the corresponding rotation Rq obeys a uniform distribution in SO(3). As an example to mimic the 255 global search in cryoEM, we generated a set of rotations with uniform distribution, and applied them on In the local search of cryoEM 3D alignment, we often expect to perform intensive searches around a 260 given orientation/rotation with high probability. As the distance from the given rotation increases, the 261 probability of finding the correct solution is decreased, and hence fewer searches are needed. Under such 262 a situation, sampling with a Gaussian distribution is often performed. However, the rotational space is not a linear space, and the Gaussian distribution with a requirement of a linear space is not satisfied.
264
Alternatively, the ACG distribution[22] provides a solution in rotational space with features similar to 265 that of a Gaussian distribution. In general, the ACG distribution is a useful tool in rotational space to 266 generate or analyze samples with a maximal central distribution. THUNDER[9] has used tools of ACG 267 distribution to perform sampling in rotational space. 
where v is a 4D vector sampled from N4(0, A). The probability density function of the ACG distribution
which reaches a maximum when q equals the principal eigenvector of the covariance matrix A[22].
275
Therefore, by selecting a covariance matrix A with a principal eigenvector along q, we can obtain an 276 ACG distribution with maximum probability density at q. As an example, Figure 2c and Figure 2d 277 demonstrate the distribution of the projection direction and in-plane rotational angles derived from the 278 swing-twist decomposition, respectively, where A is a diagonal matrix with principal eigenvector along
279
(1, 0, 0, 0) T . A general method is introduced to generate such a covariance matrix (see Appendix VII).
280
Given a set of unit quaternions {qi} 1≤i≤N , the estimation for the covariance matrix A is useful for the 281 probability analysis or generating new random rotations. While missing an explicit maximum-likelihood 282 method to estimate A, an iterative formula[22] is usually used to approximate A
Local perturbation and confidence area 284
As mentioned before, a series of rotations {Rq i } 1≤i≤N can be generated using an ACG distribution around 285 a given rotation Rq by selecting a covariance matrix A. Here, we used a special form of covariance matrix 286 to generate rotations, which can be conveniently correlated with the angular accuracy of the local search.
287
To obtain {Rq i } 1≤i≤N , we first generate a set of unit quaternions {q i } 1≤i≤N with an ACG distribution
is chosen with k > 1 so that the principal eigenvector of A is along qe = (1, 0, 0, 0) T , Rq e is a still rotation, 290 i.e., no rotation. Accordingly, R q i 1≤i≤N present perturbations for the still rotation. By appending 291 these generated rotations to a given rotation Rq, i.e.,q ⊗ q i , we obtain perturbations
Rq as
which still obeys a specific ACG distribution.
294
In the above covariance matrix A, the parameter k is used to regulate the range of perturbations.
295
A larger k value leads to a narrower distribution of {qi} 1≤i≤N in S 3 , i.e., perturbations over a smaller To characterize the intensity of the perturbation, we first derived the probability density of the 305 resulting unit vector v, which is (see Appendix VIII)
where p( v; v0, A) reaches a maximum when z = v · v0 = 1, i.e., v = v0, and v obeys a distribution 307 invariant under rotation around v0 (Appendix VIII, Figure 3a ). Then, we introduced the concept of the 308 confidence area [z0, 1] with confidence level a, which satisfies
The confidence level a describes the probability of making a perturbation up to z0, or up to the angle 310 distance of cos −1 (z0) (Figure 3b ). In other words, the confidence level can also be considered as the 311 percentage of samples fallen into a range with angle distance up to cos −1 (z0). Therefore, = cos −1 (z0), 312 can be defined as the angular precision of rotation sampling under a given confidence level, a. We 313 developed the following formula to calculate z0 with given k and a (see Appendix IX)
To simplify the computation, we derived an approximation formula to calculate angular precision 315 from k and a, or to calculate k from and a, as
In fact, this formula is the asymptote of 1 when k → ∞ (Figure 3b ). The correctness of this approxima-317 tion formula is proven in Appendix X. the ACG distribution, and has a covariance matrix in Equation (33). Then, we developed an iterative 326 method to determine the maximum-likelihood approximation of k from q −1 ⊗ qi 1≤i≤N , which is
The correctness of this iterative method is proven in Appendix XI.
328
Combining Equation (37) Figure 4 : The angular precision increases as the refinement is iterated. 3D refinement is performed using a proteasome dataset (EMPIAR-10025) with 112,412 particles and an ellipsoid as initial model. The reciprocal of the average angular precision is plotted against the iteration number of refinement. A global search is performed under three sequentially increasing cutoff frequencies, followed by a local search and a defocus search. The resolutions of the refining reference at several iterative rounds are labeled. 
Symmetry Group Symbol Generators
Axis of Generators Number of Elements Cyclic C n cos π n , 0, 0, sin π n T C n on Z n Dihedral D n cos π n , 0, 0, sin π n T , (0, 1, 0, 0)
the following properties of quaternions are similar to complex numbers, except that the multiplication of 437 quaternions is not commutative, i.e., q 1 ⊗ q 2 is not always equal to q 2 ⊗ q 1 .
438
The inversion of a non-zero quaternion q, which is denoted as q −1 , is defined as the quaternion that 439 satisfies q −1 ⊗ q = 1 and q ⊗ q −1 = 1. From the rule of quaternion multiplication, i.e., Equation (6), the 440 product of quaternion q and its conjugate q * (Equation (3)) is
which is usually written as q ⊗ q * = |q| 2 . Similarly, q * ⊗ q = |q| 2 . Accordingly, q −1 can be calculated as
When q is a unit quaternion, |q| = 1 and q −1 = q * .
443
The conjugation, norm, and multiplication of quaternions satisfies the following properties.
444
(i) (q * ) * = q.
445
(ii) (q 1 ⊗ q 2 ) * = q * 2 ⊗ q * 1 .
446
(iii) |q| = |q * |.
447
(iv) |q 1 ⊗ q 2 | = |q 1 | · |q 2 |.
448
(v) Multiplication is associative, i.e., (q 1 ⊗ q 2 ) ⊗ q 3 = q 1 ⊗ (q 2 ⊗ q 3 ).
449
(vi) 1 is the multiplicative identity, i.e., 1 ⊗ q = q ⊗ 1 = q.
450
Denoting the set of all unit quaternions q |q| = 1 as S 3 , which is a 3-dimensional sphere in R 4 , S 3 is 451 closed under the multiplication of quaternions, so it is a group. Moreover, S 3 is a compact and Hausdorff 452 topological subspace of R 4 , and the multiplication of unit quaternions is continuous. Therefore, S 3 is a 453 compact topological group. In fact, S 3 is a compact Lie group [2] .
454
Appendix II Dot and cross product preservation 455 The dot product and cross product are preserved under spatial rotation. Dot product preservation represents 456 the property where for two 3D vectors v 1 and v 2 , their inner product remains the same after they are rotated 457 by the same rotation, as in
hold for all v 1 , v 2 ∈ R 3 and q ∈ S 3 . Meanwhile, the cross product preservation represents the property 459 where the rotation of the cross product of two vectors v 1 and v 2 equals to the cross product of the rotated 460 vectors by the same rotation, as in
hold for all v 1 , v 2 ∈ R 3 and q ∈ S 3 .
462
The proof is as follows. From the rule of quaternion multiplication,
Replacing v 1 with R q ( v 1 ) and v 2 with R q ( v 2 ) in the equation above, we obtain
The left side of Equation (46) can be further calculated as
Comparing Equation (46) and Equation (47), we obtain
which proves Equation (43) and (44).
As the rotation by Euler angles φ, θ, and ψ in ZY Z convention is a combination of rotating φ around the 469 z-axis, followed by rotating θ around the y-axis, and finally rotating ψ around the z-axis, the corresponding 470 unit quaternion is
Thus, the corresponding unit quaternion q φθψ can be calculated as 
where I is a 3 × 3 unit matrix, and In this section, Equation (18) will be proven to be a well-defined distance definition in SO (3).
481
First, the maximum definition of distance between two rotations R q1 , R q2 ∈ SO(3), i.e., Equation (18), 482 can be attained as S 2 is compact. Thus, the use of the maximum operator is appropriate in Equation (18). 483 Second, it will be proven below that the three basic requirements of the distance definition in mathematics, 484 i.e., the symmetry property, the positive definitiveness property, and the triangle inequity property, are 485 satisfied for Equation (18).
486
The symmetry property is such that
holds for all q 1 , q 2 ∈ SO(3). It is proven as follows.
i.e, distance in S 2 , also has symmetry 489 property.
490
The positive definiteness property contains two parts. The first part is that
holds for all R q1 , R q2 ∈ SO (3), which can be derived by d S 2 (R q1 ( v), R q2 ( v)) ≥ 0 for any v ∈ S 2 , as d S 2 is 492 the distance in S 2 , which also has a positive definiteness property. The second part is that
holds when and only when R q1 = R q2 . This statement is proven as follows.
The triangle inequity property is that
. It is proven as follows.
i.e., the distance 500 in S 2 also has a triangle inequity property.
501
We have proven the suitability of Equation (18) 
holds for all R q1 , R q2 and R q . The left multiplication of the same rotation R q also maintains the distance such that
holds for all R q1 , R q2 and R q .
515
The right multiplication distance-keeping property, i.e., Equation (61), holds as
by changing the variable.
517
The left multiplication distance-keeping property, i.e., Equation (62), holds as
because the distance on the unit sphere S 2 has the following property
because the spatial rotation preserves the inner product, i.e., Equation (43).
520
With the properties of the distance on SO(3) described in Equation (61) and Equation (62), more 521 properties can be derived as follows. 
where φ is the rotation angle of R q . Thus, from Equation (66), Equation (67), and Equation (68), there
where the corresponding rotation matrix of R q −1
From the definition of the distance in S 2 , i.e., Equation (17), and the definition of the distance in SO (3), 532 i.e, Equation (18), Equation (69) is converted to
that has a ranges [0, π]. By far, the distance d SO(3) (q 1 , q 2 ) has been shown to be equal to the angle of 534 rotation of R q −1 1 ⊗q2 .
535
The second step, i.e., 2 cos −1 (|q 1 · q 2 |) in Equation (19) will also be shown to be equal to the angle of 536 rotation of R q −1 1 ⊗q2 .
537
As the unit quaternion multiplication has this property[4]
by choosing q = q −1 1 , 2 cos −1 (|q 1 · q 2 |) is derived into
As the rotation angle of R q −1 1 ⊗q2 is φ, fromy Equation (10),
where unit vectorn is the rotation axis. Thus, using Equation (72), the second step is proven
By far, the distance d SO(3) (R q1 , R q2 ) defined in Equation (18) and 2 cos −1 (|q 1 · q 2 |) in Equation (19) 543 have both been proven to be the rotation angle of R q −1 1 ⊗q2 . Thus, Equation (19) has been proven.
By choosing v in Equation (18) as v n in Equation (12),
Thus, the distance between R q1 and R q2 has been proven to be the upper bound of their projection direction 550 difference.
551
Appendix VI Projective arithmetic mean as an approximation of 552 geometric mean
553
In this section, the projective arithmetic mean will be proven to be an approximation of the geometric mean 554 for a given set of rotations {R qi } 1≤i≤N and their weights {w i } 1≤i≤N .
555
The projective arithmetic mean is defined as [5] 556 arg min
where M q represents the rotation matrix of rotation R q , and · F represents the Frobenius norm[6].
557
From Equation (19), M q − M qi F is related to the distance defined in Equation (18) [7] , such that
As f (x) = 2 √ 2 sin x 2 is a monotonic increasing function where x ranges [0, π), the projective arithmetic mean 559 is an approximation of the geometric mean to some degree.
560
Appendix VII Selection of covariance matrix that causes the ACG 561 distribution to reach a maximum probability den-562 sity at a given unit quaternion 563
In this section, we introduce a convenient method for selecting the covariance matrix A in the ACG distri-564 bution to make the ACG(A) attain a maximum probability density at a given unit quaternion q. As stated 565 in Section 4.3.1, A should be a positive-definite symmetric matrix with q as the principal eigenvector.
, we can choose A as
where
is an orthogonal matrix and k > 1.
569
As
A is symmetric. Moreover, as k > 1, from the principle of eigenvalue decomposition [3] , q is the principal eigenvector of A. 
We denote the probability density of this distribution of v as p( v; v 0 , A).
577
The concept of the deviation of p( v; v 0 , A) is to use the principle of marginal probability density, such that
We will prove that p( v; v 0 , A) can be calculated as
where cos θ = v · v 0 , i.e., θ is the angular distance between v and v 0 . From Equation (80), we can also 
we can conclude that p( v ψθ ; A) monotonically decreases when θ increases as k > 1, which means that 584 p( v; v 0 , A), i.e., the probability density of v reaches a maximum at v 0 .
585
In the first part of this proof, we will specify v 0 to be (0, 0, 1) T and prove the above statement. Then, in 586 the second part of this proof, we will extend v 0 from (0, 0, 1) T to an arbitrary unit vector, while the above 587 statement will still hold.
588
For the first part, v 0 = (0, 0, 1) T . We use Euler angles to parameterize spatial rotations. Considering 
where c 1 = cos φ, s 1 = sin φ, c 2 = cos θ, s 2 = sin θ, c 3 = cos ψ, and s 3 = sin ψ. Let R φ,θ,ψ act on
we can observe that v = R q ( v 0 ) is independent of φ. In other words, v = R q ( v 0 ) obeys a distribution and the Haar measure under these coordinates is dq φ,θ,ψ = sin θ 8π 2 dφdθdψ[8]. Therefore, based on the ACG 597 probability density function described in Equation (31), the probability density of the ACG distribution 598 using Euler angles is
where p(q φ,θ,ψ ; A) is the probability density of the ACG distribution with covariance matrix as A.
600
By substituting Equation (84) into (79), 
(86) Therefore, we have proven Equation (80) when v = (0, 0, 1) T .
603
In the second part, we will extend v 0 from (0, 0, 1) T to an arbitrary unit vector, while the above statement
, that is,
where v = R q v 0 ( v ) and q = q v0 ⊗ q ⊗ q * v0 .
607
Note that dq is the Haar measure on S 3 , so[9] 608 dq = dq .
and q =   q 0 n q   , we can conclude that R q v 0 ( n q ) = n q . As R q v 0 is a spatial rotation, | n q | = n q . Thus, we 611 can conclude from Equation (89) that 612 p(q; A) = p(q ; A).
and d v = d v , Equation (86) can be converted into
( 1 k 2 − 1) cos θ + ( 1 k 2 + 3) (( 1 k 2 − 1) cos θ + ( 1 k 2 + 1)) 3 2 ,
where cos θ = v · v 0 . Up to the present, we have proven that Equation (80) still holds when v is an arbitrary unit vector.
tions from ACG distribution with a special covari-619 ance matrix 620
In this section, we still follow the assumptions and notations in Appendix VIII. We will prove that the 621 method employed to calculate the confidence area using Equation (37) holds.
622
As v is in S 2 , which means that 
For simplicity, we denote ( 1 k 2 − 1)z 0 + ( 1 k 2 + 1) as z 0 and 
We have thus proven that the method employed to calculate the confidence area using Equation (37) holds.
area of a unit vector rotated by rotations from ACG 630 distribution using a special covariance matrix 631 In this section, we still follow the assumptions and notations in Appendix VIII and Appendix IX. We prove 632 that the reciprocal of angular precision, i.e., 1 , is asymptotically linear to k, and that the asymptote is
to which 1 trends when k → ∞.
634
The proof is as follows. From Equation (37), it can be seen that
Note that when k → ∞, 
Hence, θ 0 → 0 and 1 → ∞. We aim to show that when k → ∞, 1 grows linearly in k. We have 
Hence, we have proven that the reciprocal of angular precision, i.e., 1 , is asymptotically linear to k, and the 640 asymptote is 1−a 2 √ 2a−a 2 k, to which 1 trends when k → ∞.
641
Appendix XI Special form of ACG distribution inference 642
In this section, we will prove that the iterative method for determining the maximum-likelihood approxima-643 tion of k in the special-form ACG distribution covariance matrix A holds. 644 We denote k 2 as ξ, andq −1 ⊗ q i as   q 0i n qi   . We imitate the method of this reference [10] to find the 
ξ −1 q 0 2 i + n qi · n qi −2 .
(106)
where ξ = k 2 . Thus, we have proven Equation (39) as an iteration formula for solving k.
