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Abstract
We report the discovery of KMT-2018-BLG-1292Lb, a super-Jovian Mplanet=5.0±1.2MJ planet orbiting an F
or G dwarf Mhost=1.2±0.3Me, which lies physically within 10 pc( ) of the Galactic plane. The source star is a
heavily extincted AI∼5.2 luminous giant that has the lowest Galactic latitude, b=−0°.28, of any planetary
microlensing event. The relatively blue blended light is almost certainly either the host or its binary companion,
with the ﬁrst explanation being substantially more likely. This blend dominates the light at the I band and
completely dominates at the R and V bands. Hence, the lens system can be probed by follow-up observations
immediately, i.e., long before the lens system and the source separate due to their relative proper motion. The
system is well characterized despite the low cadence, Γ=0.15–0.20 hr−1, of observations and short viewing
windows near the end of the bulge season. This suggests that optical microlensing planet searches can be extended
to the Galactic plane at relatively modest cost.
Uniﬁed Astronomy Thesaurus concepts: Gravitational microlensing (672)
Supporting material: data behind ﬁgure
1. Introduction
As a rule, optical microlensing searches heavily disfavor
regions of high extinction, and as a result, systematically avoid
the Galactic plane. For example, prior to the start of OGLE-IV
(the fourth phase of the Optical Gravitational Lensing
Experiment; Udalski et al. 2015) in 2010, all but a small
fraction of Galactic-bulge microlensing observations were
restricted to the southern bulge, despite the fact that the stellar
content of the lines of sight toward the northern and southern
bulge are extremely similar. With its larger-format camera,
OGLE-IV began systematically covering the northern bulge,
but mainly at very low cadence. Hence, it remained the case
that the great majority of observations were toward the
southern bulge.
However, Poleski (2016) showed that the microlensing event
rate is basically proportional to the product of the surface
density of clump stars and the surface density of stars below
some magnitude limit (in the principal survey band), e.g.,
I<20; the two numbers being proxies for the column densities
of lenses and sources, respectively.18 Guided in part by this
work, the Korea Microlensing Telescope Network (KMTNet;
Kim et al. 2016) devised an observing strategy that much more
heavily favored the northern bulge, which accounts for about
37% of the area covered and 24% of all the observations.
Nevertheless, even with this more ﬂexible attitude toward high-
extinction ﬁelds, KMTNet still followed previous practice in
systematically avoiding the Galactic plane; see Figure 12 of
Kim et al. (2018).
Indeed, there is an additional reason for avoiding ﬁelds
with high or very high extinction. Namely, even if the high
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18 His formula, derived from a ﬁt to OGLE data, is actually slightly more
complicated.
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stellar-lens column densities near the plane partially compen-
sate for the lower column density of sources, it remains the case
that events, particularly planetary and binary events, in ﬁelds
with very high extinction are more difﬁcult to interpret. Quite
often, these events have caustic crossings from which one can
usually measure r q q= E* , i.e., the ratio of the angular radius
of the source to the Einstein radius. Next, one can usually
determine θ* from the offset of the source relative to the red
clump (RC) in color and magnitude (Yoo et al. 2004).
However, the color measurement required for this technique
is only possible if the event is detected in a second band, which
is usually V band in most microlensing surveys. However,
V-band observations rarely yield usable results in very high-
extinction ﬁelds. Hence, one must either take special measures
to observe the event in a redder band (e.g., H) or one must
estimate θ* without beneﬁt of a color measurement, which
inevitably substantially increases the error in θ* (and soq q r=E * ). Another difﬁculty (and possible cause of increased
uncertainty in θ*) is that the density of disk stars, which are
candidates for the lensed source, is much higher along near-
plane lines of sight compared to typical bulge ﬁelds. This
substantially increases the probability that the source lies in the
disk, either in front of or behind the bulge, which would
undermine the assumption implicit in the method of Yoo et al.
(2004) that the source suffers the same extinction as the bulge
clump; see, e.g., Shvartzvald et al. (2018).
As a result of the almost complete absence of optical
microlensing observations toward the Galactic plane, there is
essentially no experience with how these theoretical concerns
translate into practical difﬁculties—and hence, no practical
approaches to overcoming these difﬁculties. This is unfortunate
because the Galactic plane could potentially provide important
complementary information to more standard ﬁelds in terms of
understanding the microlensing event rate and Galactic
distribution of planets. Moreover, it is possible that WFIRST,
which operates in the near-infrared, will observe low-latitude
ﬁelds (Spergel et al. 2013). It would therefore be useful to gain
additional experience in these ﬁelds prior to WFIRST launch;
see, e.g., Ranc et al. (2018).
While this shortcoming is widely recognized, the main
orientation of researchers in the ﬁeld has been to await infrared
microlensing surveys. Gould (1995) advocated a “K-band
microlensing [survey] of the inner galaxy.” Although his focus
was on regions projected close to the Galactic center, the same
approach could be applied to any high-extinction region, in
particular the Galactic plane. In fact, PRIME, a 1.8 m ﬁeld
telescope with 1.3 deg2 camera to be installed at SAAO in
South Africa, will be the ﬁrst to conduct a completely dedicated
IR microlensing survey (T. Sumi 2019, private communica-
tion). While the exact survey strategy has not yet been decided,
PRIME will certainly focus on heavily extincted regions
toward the inner Galaxy. The VISTA Variables in the Via
Lactea (VVV; Minniti et al. 2010; Saito et al. 2012)
Microlensing Survey (Navarro et al. 2017, 2018) has already
conducted wide-ﬁeld IR observations covering a (20°.4×1°.1)
rectangle of the Galactic plane spanning 2010–2015. They
discovered 630 microlensing events. However, given their low
cadence (ranging from 73 to 104 epochs over 6 yr), they were
not sensitive to planetary deviations. In addition, Navarro et al.
(2020) used VVV near-IR photometry to search for microlen-
sing events in ﬁelds along the Galactic minor axis, ranging
from b=−3.7 to b=4, covering a total area of ∼11.5 deg2.
They found N=238 new microlensing events in total, N=74
of which have bulge RC giant sources. They found a strong
increase of the number of microlensing events with Galactic
latitude toward the plane, both in the total number of events
and in the RC subsample—in particular, an order of magnitude
more events at b=0 than at =b 2∣ ∣ along the Galactic minor
axis. This gradient is much steeper than predicted by models
that had, in principle, been tuned to explain the observations
from the optical surveys farther from the plane.
Shvartzvald et al. (2017) conducted a survey of high-
extinction microlensing ﬁelds—see Figure 1 of Shvartzvald
et al. (2017) and Figure 1 of Shvartzvald et al. (2018)—which
had substantially higher cadence despite the relatively short
viewing window from the 3.8 m UKIRT telescope in Hawaii.
This yielded the ﬁrst infrared detection of a microlensing
planet, UKIRT-2017-BLG-001Lb, which lies projected just
0°.33 from the Galactic plane and 0°.35 from the Galactic center
(Shvartzvald et al. 2018). Both values were by far the smallest
for any microlensing planet up to that point. They estimated the
extinction at AK=1.68, which corresponds approximately to
AI;7 AK=11.8.
19
This high extinction value might lead one to think that such
planets are beyond the reach of optical surveys. In fact,
KMTNet routinely monitors substantial areas of very high
extinction simply because its cameras are so large that these are
“inadvertently” covered while observing neighboring regions
of lower extinction and high stellar density. For example,
KMT-2018-BLG-007320 lies at (l, b)=(+2.32,+0.27) and
has AK=1.3 (Gonzalez et al. 2012). This raises the possibility
that optical surveys could in fact probe very high extinction
regions as well, albeit restricted to monitoring exceptionally
luminous sources or very highly magniﬁed events.
Here, we report the discovery of the planet KMT-2018-
BLG-1292Lb at Galactic coordinates (l, b)=(−5.23,−0.28),
which is the closest to the Galactic plane of any microlensing
planet to date. The planetary perturbation is well characterized
despite the fact that it occurred near the end of the season, when
it could be observed only about three hours per night from each
site, and that it lies in KMTNet’s lowest-cadence ﬁeld. Thus,
this detection in the face of these moderately adverse
conditions suggests that optical surveys could contribute to
the study of Galactic-plane planetary microlensing at relatively
modest cost.
2. Observations
KMT-2018-BLG-1292 is at (R.A., decl.)=(17:33:42.62,
−33:31:14.41) corresponding to (l, b)=(−5.23,−0.28). It
was discovered by applying the KMTNet event-ﬁnder algo-
rithm (Kim et al. 2018) to the full season of 2018 KMTNet
data, which were taken from three identical 1.6 m telescopes
equipped with (2°×2°) cameras in Chile (KMTC), South
Africa (KMTS), and Australia (KMTA). The event lies in KMT
ﬁeld BLG13, which was observed in the I band at cadences of
Γ=0.2 hr−1 from KMTC and Γ=0.15 hr−1 from KMTS and
KMTA. One out of every ten I-band observations was matched
by an observation in the V band. However, the V-band light
curve is not useful due to high extinction.
19 In this paper, we use a scaling relation AI=7.0 AK, which we derive from a
regression of individual values of AI from Nataf et al. (2013) on values of AK
from Gonzalez et al. (2012), over the whole area that is common to both.
20 http://kmtnet.kasi.re.kr/ulens/event/2018/view.php?event=KMT-2018-
BLG-0073
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The event was initially classiﬁed as “clear microlensing” based
on the relatively rough DIA pipeline photometry (Tomaney &
Crotts 1996; Alard & Lupton 1998; Woźniak 2000), but planetary
features were not obvious. The possibly planetary anomaly was
noted on 2019 January 5, when the data were routinely re-reduced
using the KMTNet pySIS (Albrow et al. 2009) pipeline as part of
the event-veriﬁcation process. The ﬁrst modeling was carried
almost immediately, on 2019 January 8. This conﬁrmed the
planetary nature, thus triggering ﬁnal tender loving care (TLC)
reductions. However, in addition, it also made clear that the event
might still be ongoing after the bulge has passed behind the Sun.
This led KMTNet to take two measures to obtain additional
data. First, KMTNet began observing BLG13 from KMTC on
February 2, which was 17 days before the start of its general
bulge observations. This was made possible by the fact that
KMT-2018-BLG-1292 lies near the western edge of the bulge
ﬁelds, and so can be observed earlier in the season than most
ﬁelds, given the pointing restrictions due to the telescope
design. Second, KMTNet contacted C.Kochanek for special
permission to obtain nine epochs of observations (17 pointings)
from 2019 January 31 to 2019 February 8 on the dual channel
(optical/infrared) ANDICAM camera (DePoy et al. 2003) on
the 1.3 m SMARTS telescope in Chile. The primary objective
of these observations was to obtain H-band data, which could
yield an I−H color, provided that the event remained
magniﬁed at these late dates. As mentioned above, it was
already realized that the KMT V-band data would not yield
useful source-color information.
However, because the source turned out to be a low-
amplitude variable (see Section 3.1) while the magniﬁcation at
the ﬁrst ANDICAM H-band observation was low, A∼1.1, the
-I H( ) color measurement from these data was signiﬁcantly
impacted by systematic uncertainties. Fortunately, the VVVX
survey (Minniti 2018) obtained seven Ks-band data points on
the rising part of the light curve, including three with
magniﬁcations A=1.47–1.58. While these are, of course, also
affected by systematics from source variability, the impact is a
factor of ∼5 times smaller. Hence, in the end, we use these
VVV survey data to measure the source color. The VVV light
curve is reduced using aperture photometry.
3. Light Curve Analysis
3.1. Source and Baseline Variability
The light curve exhibits low-level (few percent) variability,
including roughly periodic variations with period P∼16 days.
This level of variation is far too small to have important
implications for deriving basic model parameters, but could in
principle affect subtle higher-order effects, in particular the
microlens parallax. For clarity of exposition, we therefore
initially ignore this variability when exploring static models
(Section 3.2), and then use these to frame the investigation
of the variability. We then account for its impact on the
microlensing parameters (and their uncertainties) after introdu-
cing higher-order effects into the modeling in Section 3.3.
3.2. Static Model
Figure 1 shows the KMT data and best-ﬁt model for KMT-
2018-BLG-1292 together with residuals, while Figure 2 shows the
cumulative Δχ2 distribution between standard and parallax
models. With the exception of a strong anomaly lasting
δt;6 days, the 2018 data take the form of the rising half of a
standard Paczyński (1986) single-lens single-source (1L1S) curve.
The early initiation of 2019 observations, discussed in Section 2,
then capture the extreme falling wing of the same Paczyński
proﬁle.
We therefore begin by searching for static binary (2L1S)
models, which are characterized by seven nonlinear para-
meters: a rt u t q s, , , , , ,0 0 E( ). The ﬁrst three are the standard
1L1S Paczyński parameters, i.e., the time of lens-source closest
approach, the impact parameter (in units of the Einstein radius
qE), and the Einstein radius crossing time. The next three
parameters characterize the planet, i.e., the planet-host mass
ratio, the magnitude of the planet-host projected separation (in
units of qE), and the orientation of this separation relative to the
lens-source relative proper-motion mrel. The last parameter,r q qº E* , is the normalized source radius.
We ﬁrst conduct a grid search over (s, q), in which these two
parameters are held ﬁxed while all others are allowed to vary in
a Markov chain Monte Carlo (MCMC). The Paczyński
parameters are seeded at values derived from a 1L1S ﬁt (with
the anomaly removed), and α is seeded at six values drawn
uniformly around the unit circle. Given the very high extinction
toward this ﬁeld (AI;7AK=5.2) and the relatively bright
baseline ﬂux (Ibase∼18.2), the source is very likely to be a
giant. In view of this, we seed the normalized source radius at
ρ=0.005. This procedure yields only one local minimum. We
then allow all seven parameters to vary and obtain the result
shown in Table 1. For each entry in this table (and the next
two), the ﬁrst value is from the best-ﬁtting model (to allow
others to easily recover the solution), the second (in
parentheses) is the mean derived from the MCMC, and the
last is the standard deviation about the mean.
The only somewhat surprising element of this analysis is that ρ
is measured reasonably well, with ∼13% precision. This is
unexpected because one does not necessarily expect to measure ρ
with such sparse sampling, roughly one point per day. However,
from the solution, the source-radius crossing time is rº =t tE*
9.4 hr, such that the diameter crossing time is almost one day.
Moreover, as shown by the caustic geometry in Figure 3, the
source actually runs almost tangent to caustic, which means that all
six data points are affected by the caustic (and so ﬁnite-source
effects). Hence, the relatively good measurement of ρ is partly
due to a generic characteristic of giant-star sources (which in turn
are much more likely for optical microlensing searches in
extincted ﬁelds) and partly due to a chance alignment of the
source trajectory with the caustic. We note that UKIRT-2017-
BLG-001 (Shvartzvald et al. 2018) had a similarly good (∼10%)
ρ measurement with similar (1 day) cadence,21 and for similar
reasons: a large source, whose detection was favored by heavy
extinction, and consequently long t* (∼16 hr).
3.3. Parallax Models
We next attempt to measure the microlens parallax vector
(Gould 1992, 2000):
p mpq m q k p kº º ºM
G
c M
, ,
4
au
8.1
mas
,
1
E
rel
E
rel
rel
E
2
rel 2
( )


21 Formally, the cadence was Γ=3 day−1, compared to an average of
Γ∼1 day−1 for KMT-2018-BLG-1292. However, these three points were
conﬁned to a few hours (see Figure 1 of Shvartzvald et al. 2018), so the gaps in
the data were similar.
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where M is the lens mass, mrel is the instantaneous geocentric
lens-source relative proper motion, and prel is the lens-source
relative parallax. Because the parallax effect due to Earth’s
annual motion is quite subtle, such a measurement can be
affected by source variability. Hence, we must simultaneously
model this variability together with the microlens parallax in
order to assess its impact on both the best estimate and
uncertainty of pE.
Note that, based on the deﬁnition of the microlens parallax in
Equation (1), the lens mass and lens-source relative parallax
can be derived from measurements of qE and pE:
q
kp p q p= =M , . 2
E
E
rel E E ( )
3.3.1. Signiﬁcant Parallax Constraints Are Expected
The relatively long timescale, t 63E  days, of the standard
solution in Table 1 suggests that it may be possible to measure
or strongly constrain pE. In addition to the relatively long
timescale, the presence of sharply deﬁned peaks (from the
anomaly) tend to improve microlens parallax measurements
(An & Gould 2001). Moreover, from Equation (1), p =E
q k q=M M M0.21 1.7 masE E( ) ( ) , where we have nor-
malized to the best estimate of qE in Section 4. Thus, either pE
is relatively large or the lens is massive enough to be visible,
which implies that even upper limits on pE can be important.
Finally, while it would be relatively difﬁcult to measure pE
from 2018 data alone (because these contain only the rising
part of the light curve), the 2019 data on the extreme falling
wing add signiﬁcant constraints to this measurement. We
therefore add two parameters to the modeling p p,N EE, E,( ), i.e.,
the components of pE in equatorial coordinates.
Because parallax effects, which are due to Earth’s orbital
motion, can be mimicked in part by orbital motion of the lens
system (Batista et al. 2011; Skowron et al. 2011), one should
always include lens motion, at least initially, when incorporat-
ing parallax into the ﬁt. We model this with two parameters,
g aº ds dt s d dt,(( ) ), where ds/dt is the instantaneous rate
of change in separation and dα/dt is the instantaneous rate of
change of the orientation of the binary axis. Note that all
“instantaneous” quantities m g,( ) are deﬁned at time t=t0.
However, we ﬁnd that these two additional parameters are not
Figure 1. KMT data and best-ﬁt model for KMT-2018-BLG-1292. The lower three panels show the residuals from the ﬁnal parallax model, a standard model that
includes two periodic wave forms, and a standard model without additional wave forms, respectively. The inset shows a zoom of the caustic region. Note that,
although the source spent six days transiting the caustic, there are only six data points from all three KMT observatories combined. This is partly because the event lies
in a low-cadence ﬁeld, and partly because the anomaly occurred very near the end of the season, when the bulge is visible for only a few hours per night.
(The data used to create this ﬁgure are available.)
4
The Astronomical Journal, 159:58 (16pp), 2020 February Ryu et al.
signiﬁcantly correlated with the parallax, nor are they
signiﬁcantly constrained by the ﬁt. Hence, we remove them
from the ﬁt.
3.3.2. Accounting for Variability
As mentioned in Section 3.1, the source shows low-level
variations in the standard-model residuals. We will show in
Section 4 that the source is a luminous red giant, so source
variability would not be unexpected. These variations do not
signiﬁcantly affect the static model (and so were ignored up to
this point), but they could affect the parallax measurement,
which depends on fairly subtle distortions of the light curve
relative to the one deﬁned by a static geometry. We therefore
simultaneously ﬁt for this variability together with the nine
other nonlinear parameters describing the 2L1S parallax
solution. This will allow us, in particular, to determine whether
the parallax parameters p p,N EE, E,( ) are correlated with the
variability parameters. We consider models that incorporate
variability into an “effective magniﬁcation”
å
a r p p
p f
=
´ + +
=
A t A t t u t q s
a
t
P
; , , , , , , , ,
1 sin
2
, 3
N E
i
N
i
i
i
eff 0 0 E E, E,
1
per
( ) ( )
( )
⎡
⎣
⎢⎢
⎛
⎝⎜
⎞
⎠⎟
⎤
⎦
⎥⎥
where fa P, ,i i i( ) are the amplitude, period, and phase of each
of the Nper wave forms that are included.
We search for initial values of the wave-form parameters by
ﬁrst applying Equation (3) to static models with the microlen-
sing parameters seeded at the best-ﬁt nonvariation model. We
set Nper=1 and ﬁnd the three wave-form parameters. We then
set Nper=2 and seed the previous (7+3)=10 nonlinear
parameters at the Nper=1 solution in order to ﬁnd the next
Figure 2. Cumulative distribution of Δχ2 between the standard and parallax (u0>0) models with two period-variable components (P2). Contributions are shown
separately for the three observatories, as well as the total. The “special observations” conducted early in the season at KMTC contribute Δχ2=4 out of cD = 10tot2 .
Essentially all of this cD = 10tot2 improvement comes from KMTC, but this division of contributions is partly due to random differences among models that are
consistent with the best ﬁt. See text.
Table 1
Standard Model of KMT-2018-BLG-1292
Standard Parameters
χ2/DoF 1239.256/1226
t0 (HJD
′) 8408.14 (8408.39)±0.51
u0 0.273 (0.275)±0.008
tE (days) 63.02 (62.86)±1.33
s 1.343 (1.347)±0.009
q (10−3) 3.191 (3.162)±0.245
α (rad) 2.604 (2.606)±0.009
ρ (10−3) 5.837 (6.156)±0.779
fS 0.370 (0.375)±0.013
fB 0.441 (0.436)±0.013
t* (days) 0.368 (0.386)±0.043
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three. In principle, this procedure could be repeated, but we
ﬁnd no additional signiﬁcant periodic variations.
We seeded the ﬁrst component with P1=11 days, based on
our by-eye estimate of the periodic variations. Somewhat
surprisingly, this ﬁt converged to P1∼70 days. Hence, we
seeded the second component again with P2=11 days, which
converged to P2 ; 16 days. We show this Nper=2 standard
model on the left side of Table 2, which can be compared to the
model without periodic variation in Table 1. As anticipated in
Section 3.2, the introduction of periodic components has
virtually no effect on the standard microlensing parameter
estimates, although the ﬁt is improved by Δχ2=19 for six
degrees of freedom (DoF).
These values served as benchmarks for the next phase of
simultaneously ﬁtting for parallax and periodic variations, in
which the parallax ﬁts could in principle become coupled to long-
term variations. We seed the Nper=1 parallax ﬁts with a variety
of periods, but these always converge to P1∼65 days. We then
seed P2=16 days, which then converges to a similar value.
Adding more wave forms does not signiﬁcantly improve the ﬁt.
3.3.3. Parallax Model Results
Table 2 shows the ﬁnal results, i.e., for nine microlensing
parameters plus six periodic-variation parameters. As usual, we
test for the “ecliptic degeneracy,” which takes approximately
a p a p -u u, , , ,N N0 E, 0 E,( ) ( ) (Skowron et al. 2011), and
present this solution as well in Table 2.
In addition, in Table 3, we show the evolution of key
microlens parameters as additional period terms are introduced.
In fact, neither the microlens parallax nor the other key microlens
parameters change signiﬁcantly as a result of incorporating
periodic variability into the ﬁts. For reference, we report that, in
the P2 parallax ﬁts, the correlation coefﬁcients of the periodic
variability parameters with the parallax components are r =p P, 1NE,-0.07, r = -p 0.08P, 2NE, , r = -p 0.07P, 1EE, , and r = -p 0.03P, 2EE,
for (u0>0) and r = +p 0.02P, 1NE, , r = -p 0.02P, 2NE, , r =p P, 1EE,+0.08, and r = -p 0.14P, 2EE, for (u0<0).
Figure 2 shows the cumulative difference in χ2 between the
P2 standard model and the P2 parallax model with u0>0.
Note that, of the total Δχ2=10, about Δχ2=4 comes from
Figure 3. Geometry for the two parallax models (u0>0 and u0<0) of KMT-2018-BLG-1292. The closed contours show the planetary caustic. The upper panels are
enlarged views of the regions surrounding these caustics. The source size is shown to scale at the epochs of observation, which are color-coded by observatory. Note
that the source travels along the edge of the caustic, such that all six data points (spread out over six days) are affected by the caustic, which enables a reasonably good
measurement of the normalized source size ρ=θ*/θE. While this close alignment of the source trajectory with the edge of the caustic is unusual, the large value of ρ
(due to the very large source) implies that random trajectories through the caustic would likely intersect or closely approach the caustic contour several times.
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the early-2019 KMTC data, which were the product of the
special observations described in Section 2. Essentially all of
the remainingΔχ2=6 comes from regions of the KMTC light
curve where there are also KMTS and KMTA data. Never-
theless, the latter two data sets do not contribute. The
“expectation” (in a mathematical sense) is that KMTS and
KMTA would each contribute signiﬁcantly less to the total
Δχ2 than KMTC (though not zero). This is because KMTS has
73% as many observations during the 2018 event and
somewhat worse data quality, while KMTA has 83% as many
observations and substantially worse data quality. To further
investigate this, we randomly draw 10 solutions from the
MCMC that are within Δχ2=1 of the best ﬁt. By
construction, there is very little variation in the resulting total
Table 2
Best-ﬁt Models of KMT-2018-BLG-1292
Parameters Standard (P2) Parallax (P2, u0>0) Parallax (P2, u0<0)
χ2/DoF 1220.382/1220 1210.224/1218 1209.540/1218
t0 (HJD
′) 8408.63 (8408.56)±0.22 8407.93 (8407.78)±0.20 8407.88 (8407.23)±0.14
u0 0.269 (0.272)±0.006 0.272 (0.280)±0.009 −0.282 (−0.288)±0.009
tE (days) 63.98 (63.42)±1.02 61.96 (58.99)±1.75 59.22 (57.75)±1.55
s 1.342 (1.345)±0.007 1.344 (1.355)±0.010 1.355 (1.366)±0.010
q (10−3) 3.075 (3.071)±0.225 3.173 (3.355)±0.282 3.266 (3.550)±0.266
α rad( ) 2.611 (2.609)±0.007 2.593 (2.607)±0.017 −2.603 (−2.621)±0.017
ρ (10−3) 5.501 (5.846)±0.612 5.526 (6.514)±0.906 6.473 (7.429)±0.978
p NE, L 0.046 (−0.006)±0.055 −0.018 (0.042)±0.057
p EE, L 0.064 (0.093)±0.026 0.093 (0.103)±0.027
fS 0.367 (0.371)±0.011 0.368 (0.383)±0.015 0.384 (0.399)±0.016
fB 0.444 (0.440)±0.011 0.443 (0.428)±0.015 0.427 (0.411)±0.015
t* days( ) 0.352 (0.370)±0.035 0.342 (0.383)±0.046 0.383 (0.428)±0.048
a1 0.005 (0.003)±0.002 0.005 (0.003)±0.002 0.005 (0.003)±0.002
P1 (days) 67.36 (69.34)±7.38 68.41 (68.41)±6.02 68.40 (63.92)±5.89
f1 1.141 (0.953)±0.214 0.908 (0.991)±0.174 0.727 (−0.096)±0.176
a2 0.007 (0.006)±0.003 0.008 (0.005)±0.003 0.007 (0.004)±0.002
P2 (days) 15.76 (15.84)±0.44 15.73 (15.76)±1.49 15.70(17.21)±1.71
f2 0.118 (0.561)±0.597 −0.751 (−1.644)±0.671 −0.766 (−0.912)±0.676
πE L 0.079 (0.107)±0.030 0.095 (0.124)±0.034
fπ L 0.949 (1.603)±0.505 1.765 (1.237)±0.451
Table 3
Parameter Evolution with Additional Periodic Components
Parameters P0 P1 P2
Parallax (u0>0)
χ2/DoF 1228.214/1224 1221.603/1221 1210.224/1218
q (10−3) 3.488 (3.402)±0.284 3.612 (3.457)±0.290 3.173 (3.355)±0.282
ρ -10 3( ) 6.590 (6.745)±0.937 6.453 (6.449)±0.853 5.526 (6.514)±0.906
fS 0.382 (0.386)±0.016 0.382 (0.380)±0.014 0.368 (0.383)±0.015
p NE, −0.054 (−0.030)±0.058 −0.024 (−0.003)±0.055 0.046 (−0.006)±0.055
p EE, 0.099 (0.094)±0.029 0.091 (0.118)±0.029 0.064 (0.093)±0.026
a1 L 0.005 (0.004)±0.003 0.005 (0.003)±0.002
P1 days( ) L 68.33 (66.99)±8.93 68.41 (68.41)±6.02
f1 L 0.055 (−1.404)±0.692 0.908 (0.991)±0.174
a2 L L 0.008 (0.005)±0.003
P2 (days) L L 15.73 (15.76)±1.49
f2 L L −0.751 (−1.644)±0.671
Parallax (u0<0)
χ2/DoF 1227.849/1224 1222.034/1221 1209.540/1218
q (10−3) 3.575 (3.445)±0.286 3.831 (3.454)±0.286 3.266 (3.550)±0.266
ρ -10 3( ) 6.739 (6.889)±0.965 6.835 (6.830)±0.950 6.473 (7.429)±0.978
fS 0.385 (0.389)±0.016 0.388 (0.388)±0.016 0.384 (0.399)±0.016
p NE, 0.043 (0.014)±0.058 0.049(0.012)±0.062 −0.018 (0.042)±0.057
p EE, 0.106 (0.105)±0.031 0.119 (0.104)±0.030 0.093 (0.103)±0.027
a1 L 0.005 (0.003)±0.002 0.005 (0.003)±0.002
P1 (days) L 68.39 (72.82)±10.80 68.40 (63.92)±5.89
f1 L 0.583 (0.166)±0.526 0.727 (−0.096)±0.176
a2 L L 0.007 (0.004)±0.002
P2 (days) L L 15.70(17.21)±1.71
f2 L L −0.766 (−0.912)±0.676
7
The Astronomical Journal, 159:58 (16pp), 2020 February Ryu et al.
cD = 10.2 0.5tot2 , but the three individual observatories
show more substantial variation: cD = 10.2 2.3KMTC2 ,
cD = 1.8 2.7KMTS2 , cD = - 1.6 2.7KMTA2 . Hence, the
variation of individual contributions to cD tot2 is comparable
to one-third of the cD = 62 that is accessible to all
observatories. We conclude that while the parallax “signal” is
not strong, there is no reason to doubt that it is real, based on
the cumulative Δχ2 plot. We will discuss an additional test of
this parallax signal in Section 6. We also again emphasize that,
even if the parallax signal were “consistent with zero,” this
would not diminish the relevance of the parallax measurement.
That is, parallax upper limits (which can still be“consistent
with zero”) place lower limits on the lens mass, while limits on
the observed ﬂux from the lens can place upper limits on
the mass.
Because both πE and ρ are measured, one can infer the lens
mass and lens-source relative parallax via Equation (2),
provided that the angular source size θ* (and so q q r=E * )
can be determined from the color–magnitude diagram (CMD).
4. Color–Magnitude Diagram
There are two challenges to applying the standard procedure
(Yoo et al. 2004) of putting the source star on an instrumental
CMD in order to determine θ*. Both challenges derive from the
fact that the event lies very close to the Galactic plane. First, the
extinction is high, which implies that the V-band data, which
are taken routinely, will not yield an accurate source color.
Fortunately, there are Ks data from the VVVX survey taken
when the event was sufﬁciently magniﬁed to measure the Ks
source ﬂux.
The second issue is more fundamental. The upper panel in
Figure 4 shows an I versus -I K( ) CMD, where the I-band
data come from pyDIA reductions of the ﬁeld stars within a
2′×2′ square centered on the event and the K-band data come
from the VVV DR2 catalog (Minniti et al. 2010) available
fromhttp://vizier.u-strasbg.fr/viz-bin/VizieR. The position of
the “baseline object” (magenta) is derived from the ﬁeld-star
photometry of these two surveys, while the position of the
source star (blue) is derived from the fS measurements from the
model ﬁt to the light curves. The position of the blended light is
shown as an open circle because, while its I-band magnitude is
measured from the ﬁt, its K-band ﬂux is too small to be reliably
determined. Hence, its position is estimated from the I versus
-V I( ) CMD, which is described immediately below. The
centroid of the RC is shown in red.
The lower panel of Figure 4 shows the same quantities for the
I versus -V I( ) CMD. It is included to facilitate analysis of
the properties of the blend, which is discussed further below. In
this case, the source (blue) and clump centroid (red) are shown as
open symbols because neither can be reliably determined from
the data—and hence are estimates rather then measurements.
The source lies D - = + -I K I, 0.70, 0.63( ) ( ) redward
and brighter than the clump. We ﬁrst interpret this position
under the assumption that the lens suffers an extinction similar
to that of the clump itself. In this case, the source is a very red,
luminous giant, - -I K M, 2.1, 0.7I0[( ) ] ( ) , which would
explain why it is a low-amplitude semiregular variable.
Adopting the assumption that the source suffers the same
extinction as the clump, together with the intrinsic clump position
- =V I I, 1.06, 14.620,cl[( ) ] ( ) from Bensby et al. (2013)
and Table 1 of Nataf et al. (2013), as well as the color–color
relations of Bessell & Brett (1988), we obtain - =V K K, 0[( ) ]
3.90, 11.83( ). Next, using the color/surface-brightness relation of
Groenewegen (2004),
q m = - + -K V Klog as 3.296 0.2 0.039 , 40 0*( ) ( ) ( )
we obtain
q m= 12.08 1.04 as. 5* ( )
The error bar in Equation (5) is determined as follows. First,
while the formal errorD -I K( ) (from ﬁtting the I and K light
curves to the model and centroiding the clump) is only
∼0.05 mag, we assign a total error s D - =I K 0.11[ ( )] mag
(i.e., adding 0.1 mag in quadrature). We do so because the
source is variable, and this variation may have a different phase
and amplitude in I (where it is measured) than K. Hence, we
determine I−K by ﬁtting both light curves to a standard
model without periodic wave-forms and account for the
unknown form of the variation with this error term. This error
directly propagates to errors of 0.28 mag in -V K 0( ) and 0.11
mag in K0, which are perfectly anticorrelated—and so add
constructively via Equation (5) to 0.2×0.11+0.039×
0.28=0.329 dex. Finally, there is a statistically independent
error in ΔI of 0.09 mag, which comes from a 0.07 mag error in
centroiding the clump and a 0.05 mag error from ﬁtting the
model. This yields an additional error in Equation (5) of
0.2×0.09=0.018 dex, which is added in quadrature to
obtain the ﬁnal result.
We consider the assumption underlying Equation (5), i.e.,
that the source suffers the same extinction as the clump, to be
Figure 4. Color–magnitude diagrams (CMDs) in I vs. -I K( ) (upper) and I vs.
-V I( ) (lower). The black points are ﬁeld stars from a 2′×2′ square centered
on KMT-2018-BLG-1292. The large circles are the positions of the source
(blue), blend (green), “baseline object” (magenta), and clump centroid (red).
The ﬁlled circles are measured, while the open circles are estimated (and shown
for illustration only). The source (blue) is a luminous and very red giant. The
blend (green) is a foreground main-sequence star, lying in front of the majority
of the dust column toward the Galactic bar.
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plausible because there is a well-deﬁned clump, meaning that
there is a strong overdensity of stars at the bar. Hence, it is
quite reasonable that the source would lie in this overdensity.
However, because the line of sight passes through the bar only
about 45 pc below the Galactic plane, it is also possible that the
source lies in front of, or behind, the bar. For example, the
source star for UKIRT-2017-BLG-001Lb, the only other
microlensing planet that was discovered so close to the
Galactic plane, was found to lie in the far disk (Shvartzvald
et al. 2018). From the standpoint of determining θ*, the
distance to the source does not enter directly because only the
apparent magnitude and color enter into Equation (4).
However, the distance does enter indirectly because, if the
source lies farther or closer than the clump, then it suffers more
or less extinction. This issue is not important in most
microlensing events because the line of sight usually intersects
the bulge well above (or below) the dust layer. We can
parameterize the extra dust (or dust shortfall) relative to the
clump byΔAK. Then, from Equation (4), the inferred change in
θ* for a given excess dust column is
qD
D =
- - 
A
E V K
A
log
0.2 0.195 1 0.26, 6
K K
* ( ) ( )
⎛
⎝⎜
⎞
⎠⎟
where we have adopted E(V−K )=11 AK, i.e., AI=7AK (as
discussed above), together with - =A E V I 1.2I ( ) , which is
typical of bulge ﬁelds (Nataf et al. 2013).
The dust column to the clump has AK=0.75. The source
cannot lie in front of substantially less dust than the clump
because then it would be intrinsically both much redder and
much less luminous than we derived above for the color and
absolute magnitude. For example, if ΔAK=−0.1 and the source
were at =D 6 kpcS , then -  +I K M, 2.7, 0.9I0[( ) ] ( ). Such
low-luminosity, extremely red giants are very rare.
By the same token, if ΔAK=+0.1 and =D 11 kpcS , then-  -I K M, 1.5, 1.8I0[( ) ] ( ). This is a marginally plausible
combination, although higher values of AK would imply giants
that are bluer than the clump but several magnitudes brighter.
We adopt a 1σ uncertainty in σ(AK)=0.05, and hence a
fractional error s q = =ln 0.05 0.23 ln 10 2.6%*( ) · . This
uncertainty is actually small compared to the 8.6% error in
Equation (5). Finally, we adopt an error of 9.0% by adding
these two errors in quadrature. (We will provide some evidence
in Section 6 that the source is actually in the bar.)
Combining the value of θ* from Equation (5) with the
average of the two virtually identical values of ρ in Table 2 (but
using the larger error), we obtain
q qr
m q
= = 
= =  -
t
1.73 0.31 mas
10.8 1.9 mas yr . 7
E
rel
E
E
1
*
( )
Together with the parallax measurement p ~ 0.116E , this result
for qE implies that the lens mass and relative parallax are
~M M1.8  and p 0.20 masrel  , and so ~D 3.2 kpcL . In
fact, because the fractional errors on both qE and pE are
relatively large, these estimates will require a more careful
treatment. However, from the present perspective, the main
point to note is that these values make the blended light seen in
Figure 4 a plausible candidate for the lens.
5. Blend = Lens?
We shall begin by gathering the available information about
the blend.
5.1. Astrometry: Blend is Either the Lens or Its Companion
We ﬁrst measure the astrometric offset between the “baseline
object” and the source, initially ﬁnding qD = 60 mas (0.15
pixels), with the source lying almost due west of the “baseline
object.” This offset substantially exceeds the formal measure-
ment error (∼8 mas) based on the standard error of the mean of
seven near-peak measurements, as well as our estimate of
∼15 mas for the astrometric error of the “baseline object.”
However, such an offset could easily be induced by differential
refraction. That is, the source position is determined from
difference images formed by subtracting the template from
images near peak, i.e., late in the season when the telescope is
always pointed toward the west, whereas the template is
formed from images taken over the season (and in any case, the
source contributes less than half the light to these images).
Moreover, the image alignments are dominated by foreground
main-sequence stars because these are the brightest in the I
band. This contrasts strongly with the situation for typical
microlensing events, for which the majority of bright stars are
bulge giants. Hence, the color offset between the reference-
frame stars and the source is aboutD - ~I K 4( ) . This means
that the mean wavelength of source photons passing through
the I-band ﬁlter is close to the red edge of this bandpass,
while the mean wavelength of reference-frame photons is
closer to the middle. As the effective width of the KMT I band
is about 160 nm, the wavelength offset between the two should
be aboutΔλ∼50 nm. Because blue light has a higher index of
refraction than red light, it appears relatively displaced toward
the zenith. Stated otherwise, the red light is displaced in the
direction of the telescope pointing, i.e., west.
To quantify this argument, we ﬁrst review the expected
displacement starting from Snell’s Law22 ( = ¢n i rsin sin ),
where n is the index of refraction, i is the angle of incidence,
and r′ is the angle of refraction. We then quantitatively evaluate
the astrometric data within this formalism. The angular
displacement δ(i) of the source should obey
d l l l
l
l l
= ¢ - ¢ ¢D ¢ D
- D
i r r
dr
d
d r
d i
i
dn
d
sin
cos
tan . 8
source frame( )
( )
 

Figure 5 shows the seven measurements of the x (east–west)
coordinate of the source position in pixels versus itan in black
and the “baseline object” position in red. The line is a simple
regression without outlier removal. The scatter about this line is
σ=10 mas(0.025 pixels). The y intercept is the extrapolation
of the observed trend to the zenith. The offset from the
“baseline object” is only 16 mas(0.04 pixels), i.e., on the order
of the error in measuring its position on the template. The offset
in the other (north–south) coordinate (which is not signiﬁcantly
affected by differential refraction) is likewise 16 mas. We note
22 Actually due to Ibn Sahl, circa 984 C.E.
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that the slope of the line is q =  ´d d itan 2.56 0.54( )
-10 7 radians. Substituting23 l = - ´ - -dn d 6.17 10 nm9 1 into
Equation (8) yields
l l lD = - = 41 9 nm. 9source frame ( ) ( )
The close proximity of the baseline object to the source
implies that the excess light is almost certainly associated with
the event, i.e., it is either the lens itself or a companion to the
lens or to the source. That is, the surface density of stars
brighter in I than the blend is only 90 arcmin−2. Hence, the
chance of a random alignment of such a star with the source
within 25 masis only ∼5×10−5. However, the blend is far
too blue to be a companion to the source, which would require
that it be behind the same - ~E V I 4( ) column of dust.
5.2. Is the Blend a Companion to the Lens?
As we have shown thus far, the blend must be either the lens
or a companion to the lens. To evaluate the relative probability
of these two options, we should consider the matter from the
standpoint of the blend—which is deﬁnitely in the lens system,
whether it is the lens or not. There is a roughly 70% probability
that the blend has a companion, and if it does, some probability
that this companion to the blend is the lens.
However, this conditional probability is actually quite low
due to three factors. We express the arguments in terms of
Q1, the mass ratio of the blend to the host lens (viewed as
companion to the blend), and ab, the projected separation
between them. For the purposes of this argument, we assume
that the lens is at ~D 3 kpcL , but the ﬁnal result depends only
weakly on this choice.
First, <a 75 aub . Otherwise, the astrometric offset between
the source and the “baseline object” would be larger than
observed. Second, the source must pass no closer than about
2.5 blend-Einstein-radii from the blend. Expressed quantita-
tively: q>a D Q2.5b L E 1 2. Smaller separations can be divided
into two cases. Case 1: q q<D Q a D Q0.5 2.5L b LE 1 2 E 1 2.
In this case, the blend would give recognizable microlensing
signatures to the light curve. Actually, this is a fairly
conservative limit because such signatures will often be present
even at larger separations. Case 2: qa D Q0.5b L E 1 2. Such
cases are possible, but the planet would then be a circumbinary
planet rather than a planet of the companion to the blend, which
would be required to make the blend a distinct source of light.
Third, the cross section for lensing is lower for the blend’s
putative companion than for the blend itself, by -Q 1 2. We take
account of all three factors using the binary statistics of
Duquennoy & Mayor (1991), and plot the cumulative
probability as a function of host to blend mass ratio in
Figure 6. The total probability that the blend is a companion to
the lens is only 6.6%.
5.3. Gaia Proper Motion of the “Baseline Object”
Regardless of whether the blend is the lens or a companion
to the lens, the blend proper motion mb is essentially the same
as that of the lens. In principle, the two could differ due to
orbital motion. However, we argued in Section 5.2 that the
projected separation is at least a Q12 aub 1 2 , meaning that
the velocity of the blend relative to the center of mass of the
system is less than -5 km s 1, which is small compared to the
measurement errors in the problem.
The proper motion of the “baseline object” has been
measured by Gaia
m = - +  -N E, 3.0, 0.9 0.8, 1.1 mas yr , 10base 1( ) ( ) ( ) ( )
with a correlation coefﬁcient of 0.51. In fact, mbase is the ﬂux-
weighted proper motion of the blend and source in the Gaia
band,
m m m m mh h h h= - +  - +1 1 , 11B S L Sbase ( ) ( ) ( )
where η is the fraction of total Gaia ﬂux due to the source. It
may eventually be possible to measure η directly from Gaia
data because there are two somewhat magniﬁed (A;1.34)
epochs at JD′=8342.62 and 8342.69 as well as one
moderately magniﬁed (A;1.75) epoch at 8364.62. Based on
the reported photometric error and number of observations, we
estimate that individual Gaia measurements of the “baseline
object” have 2% precision. If so, Gaia will determine η with
fractional precision σ(η)/η;0.022/η. Pending release of Gaia
individual-epoch photometry, we estimate η by ﬁrst noting that
the blend is 0.32 mag brighter than the source, even in the I
band, and that only the blend will effectively contribute at
shorter wavelengths where the Gaia passband peaks. We
therefore estimate that the blend will contribute an equal
number of photons at these shorter wavelengths, while the
source will contribute almost nothing, which implies η=0.27.
Figure 5. Correction for differential refraction along the east–west axis. Pixel
position of the difference-image source in the x (west) direction as a function of
itan , where i is the angle of incidence (i.e., airmass=sec i) at seven epochs
(black). The red point shows the position of the “baseline object” on the
template. The line is a simple regression of the seven points, while the blue
circle is its extrapolation to the zenith. The agreement within 0.04 pixels (16
mas), together with similar agreement on y (north–south) axis, which is not
impacted by differential refraction, shows that the blended light is either the
lens itself or a companion to the lens. The scatter of the measurements is
10 mas. This strong differential fraction is unusual for the near-standard KMT
I-band ﬁlter and occurs only because of the extreme reddening, which displaces
the mean source light from the mean reference-frame light within this ﬁlter by
Δλ=(41±9) nm.
23 From n−1=0.05792105/(238.0185−(λ/μm)−2)+0.0016917/(57.362−
(λ/μm)−2), https://refractiveindex.info/?shelf=other&book=air&page=Ciddor.
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We can relate the Gaia proper motion to the heliocentric
proper motions of the source and lens by writing
m m m m m pº - = + Å ^v;
au
, 12L Shel hel rel
rel
, ( )
where = - -Å ^ -v N E, 3.9, 15.0 km s, 1( ) ( ) is Earth’s velocity
projected on the event at t0. We can then simultaneously solve
Equations (11) and (12) to obtain
m m m m m mh h= + = - - +; 1 .
13
L Shel base hel base( )
( )
Next, we note that Equation (13) depends only weakly on
the somewhat uncertain prel via the Å ^v , term in Equation (12).
For example, if p = 0.20 masrel , then this term is onlyp ~Å ^ -v au 0.7 mas yr, rel 1, which is quite small compared tomrel. Therefore, to simplify what follows, we evaluate mhel
using this value.
6. A New Test of the pE Measurement
The Gaia measurement of the “baseline object” and the
resulting Equation (13) allow us to test the reliability of the
parallax measurement. Such tests are always valuable, but
especially so in the present case because the modeling of
the source variability could introduce systematic errors into
the parallax measurement. We have already conducted one test
by showing in Table 3 that pE does not signiﬁcantly change as
we introduce additional wave-form parameters. Furthermore,
we have shown that ∼40% of the parallax signal comes
from the early-2019 KMTC observations that were speciﬁcally
taken to constrain the parallax (see Figure 2). Nevertheless,
the opportunity for additional tests is certainly welcome,
particularly because introducing pE only improves the ﬁt by
Δχ2=11 (u0<0) or Δχ
2=10 (u0>0).
From a mathematical standpoint, the two DoF of pE can be
expressed equally well in Cartesian p p,N EE, E,( ) or in polarp fp,E( ) coordinates. Here, f p pºptan E NE, E, , i.e., the position
angle of mrel north through east. Cartesian coordinates are
usually more convenient for light-curve modeling because their
covariances are better behaved (but cf. Shin et al. 2018).
However, from a physical standpoint, polar coordinates are
more useful because the amplitude of pE contains all the
information relevant to M and prel (see Equation (2)) while the
direction contains none. In particular, a test of the measurement
of fp that does not involve any signiﬁcant assumption about pE
can give added conﬁdence to the measurement of the latter.
Figure 7 illustrates such a test. It shows the source and lens
proper motions as functions of fp in 15° steps. The cardinal
directions are marked in color and labeled. The error ellipses
(shown for cardinal directions only) take account of both the
Gaia proper motion error and the uncertainty in the magnitude
of mrel (at ﬁxed direction). The cyan ellipses show the expected
dispersions of Galactic-disk (left) and Galactic-bar (right)
sources. Hence, it is expected that, if the parallax solutions are
correct, then at least one of them should yield a value of fp that
is reasonably consistent with one of these two cyan ellipses.
Note that there are substantial sections of the source “circle of
points” that would be inconsistent or only marginally consistent
with these ellipses.
The yellow line segments show the ranges of source (outer)
and lens (inner) proper motions implied by the 1σ range of the
fπ measurements from the two (u0>0 and u0<0) solutions.
The source proper motion derived from these solutions is
clearly consistent with a Galactic bar source. This increases
conﬁdence that pE is correctly measured within its quoted
uncertainties as well.
Finally, we note that in order to limit the complexity of
Figure 7, we have ﬁxed both p = 0.20rel and η=0.27. We
therefore now consider how this Figure would change for other
values of these quantities.
Changing prel by pD rel would displace the center of each
“circle of points” very slightly, i.e., by h p- - D Å ^v1 rel ,( ) 
pD -0.06, 0.23 0.1 mas mas yrrel 1( )( ) for the source and by
p- D -0.02, 0.08 0.1 mas mas yrrel 1( )( ) for the lens. The effect
of such a shift on this ﬁgure would hardly be discernible.
Changing η, for example from 0.27 to 0.22 or 0.32, would
make the source “circle of points” larger or smaller by 7%.
Again, such changes would hardly impact the argument given
above.
7. Physical Parameters
While both qE and pE are measured, they have relatively
large fractional errors: 18% and 28%, respectively. Hence,
it is inappropriate to evaluate the physical parameters simply
by algebraically propagating errors using, for example,
Equation (2). Instead, we evaluate all physical quantities by
applying these (and other) algebraic equations to the output of
the MCMC. The results are tabulated in Table 4 and illustrated
in Figure 8. Because the source proper motion is consistent
with Galactic-bar (but not Galactic-disk) kinematics, we simply
assign the source distance =D 9 kpcS . See Section 6 and
Figure 7. The errors are relatively large, but based on the
microlensing data alone, the lens is likely to be an F or G star,
with a super-Jovian planet.
Figure 6. Cumulative probability that the host is a companion to the blend
(rather than the blend itself) as function of lens to “putative primary” (blend)
mass ratio. Although lower-mass secondaries of G-dwarf binaries are more
common (Duquennoy & Mayor 1991), these are suppressed by lower cross
sections (∝M1/2) and smaller range of semimajor axis in which the “putative
primary” could avoid giving rise to microlensing signatures. The total
probability that the lens is a companion to the blend (rather than the blend
itself) is only 6.6%.
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This result is supported by the fact that the blend (lens) lies
near the “bottom edge” (alternatively “blue edge”) of the
foreground main-sequence stars on the CMD (Figure 4). To
understand the implications of this position, consider two stars of
the same apparent color -V I( ), but which differ in reddening
by D -E V I( ) and in intrinsic color by D -V I 0( ) . Tautologi-
cally, D - + D - =E V I V I 00( ) ( ) . We then adopt esti-
mates D = D -A E V I1.2I ( ) and D = D -M V I2.3I ( ). This
leads to an estimate
D = D + D + D = - D + DI M A ADM 0.92 DM, 14I I I ( )
where DDM is the difference in distance modulus.
Now, AI is roughly linear in distance =A 5.2 magI
= -9 kpc 0.58 mag kpc 1( ) , while DM is logarithmic, dDM
= -dD D5 ln 10 1( ) . Hence, the derivatives of the two terms in
Equation (14) are equal and opposite at Dstationary 
4.1 kpc. As the second derivative of Equation (14) is strictly
negative, this stationary point is a maximum. That is, the
bottom of the foreground track in the CMD corresponds
roughly to stars at this distance, which implies that the lens/
blend has ~D DL stationary, AI,L∼2.4, and MI,L∼3.2. This
would be consistent with an M∼1.4Me main-sequence star,
or perhaps a star of somewhat lower mass on the turn off
(which is not captured by the simpliﬁed formalism of
Equation (14)). That is, this qualitative argument is broadly
consistent with the results in Table 4. We discuss how follow-
up observations can improve the precision of these estimates in
Section 8.2.
We can also ask how Figure 8 would be affected by
regarding the blended light as providing an upper limit on the
lens ﬂux. Because it is very likely that blended light is actually
due to the lens (see Section 5), we adopt a moderately
conservative approach to this constraint that allows for a
plausible range of mass–luminosity relations. We adopt a
simple mass–luminosity relation scaled to the zero-age main-
sequence position of the Sun, =M M M4.4 7.5 logI L, – ( ) but
set the ﬂux limit 0.25 mag brighter than the blend, i.e.,
IL>18.5. We also adopt the simple uniform extinction model
above, i.e., = -A D0.58 mag kpcI L L, 1 . The results are shown in
Figure 9 and tabulated in Table 4, where they can be directly
compared to the unconstrained ﬁts from Figure 8.
The most important difference in Figure 9 relative to
Figure 8 (as encapsulated in Table 4) is that the lens-mass range
is moved somewhat lower and is substantially more compact.
The most likely positions in the two (M, DL) panels of the ﬂux-
constrained distribution are - D = 2 ln 2.44max[ ( )] and
0.50 from the maximum-likelihood positions in the uncon-
strained distribution, for the (u0>0) and (u0<0) solutions,
respectively. This approximate agreement is consistent with the
lens being the origin of the blended light. We therefore adopt
the “with ﬂux constraints” lines of Table 4 as our ﬁnal
estimates of the system parameters. In principle, one might
regard the u0<0 solution as slightly preferred because it has
slightly lower χ2 and is slightly more consistent with the ﬂux
constraint. However, because such small χ2 differences are
often due to small systematic errors in microlensing events, we
ignore this. Instead, we adopt the strict mean between the two
solutions in the Table 4 “with ﬂux constraint” ﬁts, and then
consider the 1σ interval as that spanned by both solutions. For
example, = M M5.0 1.2 Jplanet and = M M1.2 0.3host .
We note that, at the distances indicated in Figures 8 or 9 (or
by the more qualitative argument given above), the lens lies
Figure 7. Proper motion of the lens and source, under the assumption that the
angle of the parallax vector pE has a direction indicated by the ﬁgure labels,
north (red), east (green), south (blue), and west (magenta), with 15° steps
indicated by black circles. The error ellipses, which take account of both the
Gaia errors and correlation coefﬁcient, as well as the error in the magnitude of
the geocentric lens-source relative proper motion, mrel, are shown for the
cardinal directions. The cyan ellipses show the expected proper motion
dispersions for disk (left) and bar (right) sources. The 1σ range of the measured
source proper motion (upper yellow track), which is derived from the direction
fπ of the microlens parallax pE, is consistent with the kinematics of the
Galactic bar. This lends support to the other polar coordinate of the parallax
vector, i.e., its amplitude pE, being correctly measured as well.
Table 4
Physical Parameters
Parallax (P2)
Quantity u0>0 u0<0
Mlens (Me) -+2.18 0.600.92 -+1.68 0.470.76
+ ﬂux constraint -+1 25. 0.270.27 -+1 09. 0.170.22
Mplanet MJ( ) -+7.59 1.892.41 -+6.16 1.472.57
+ ﬂux constraint -+4 95. 1.011.23 -+4 42. 0.670.90
a^ (au) -+8.21 1.361.81 -+7.19 1.161.77
+ ﬂux constraint -+6 56. 0.930.76 -+6 03. 0.620.71
DL (kpc) -+3.25 0.550.74 -+3.17 0.520.74
+ ﬂux constraint -+3 84. 0.660.56 -+3 46. 0.430.51
qE (mas) -+1.86 0.250.29 -+1.67 0.230.24
+ ﬂux constraint -+1 25. 0.070.06 -+1 27. 0.080.05
mhel,N (mas yr−1) - -+0.83 5.336.54 -+3.97 5.813.36
+ ﬂux constraint - -+1 21. 1.852.71 -+2 89. 4.512.74
mhel,E (mas yr−1) -+9.75 2.211.88 -+8.49 2.051.75
+ ﬂux constraint -+7 34. 0.730.44 -+6 77. 1.540.88
vL,LSR,l (km s
−1) -+0.0 19.618.8 -+11.7 17.56.9
+ ﬂux constraint - -+10 2. 9.58.2 -+4 1. 15.46.2
vL,LSR,b (km s
−1) - -+62.5 15.518.8 - -+49.8 20.719.4
+ ﬂux constraint - -+66 4. 10.211.1 - -+51 5. 13.816.5
Note. Bold-faced quantities indicate the values and uncertainties after applying
the ﬂux constraint.
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quite close to the Galactic plane,
= - + -
=- -
z z
D
R
D b b
D
1 sin
0.0060 2.48 kpc , 15
L
L
L
L
0
sgrA*( )
( ) ( )
⎛
⎝⎜
⎞
⎠⎟
where bsgrA* is the Galactic latitude of SgrA
*, R0 is the
Galactocentric distance, and where we have adopted =z 15 pc
for the height of the Sun above the Galactic plane. That is, if DL
is within a kpc of 2.48 kpc, then the lens is within 6 pc of the
Galactic plane.
8. Discussion
8.1. Lowest Galactic-latitude Planet
At b=−0.28, KMT-2018-BLG-1292Lb is the lowest Galactic-
latitude microlensing planet yet detected. However, KMTNet did
not consciously set out to monitor the Galactic plane. Instead, it
has a few ﬁelds, including BLG13, BLG14, BLG18, BLG38, and
BLG02/BLG42, whose corners “inadvertently” cross the Galactic
plane or come very close to it; see Figure 10. This is a side effect
of having a large-format square camera on an equatorial mount
telescope (together with the fact that the Galactic plane is inclined
by∼30° relative to north toward the Galactic center). Of these ﬁve
ﬁelds, BLG13 has the lowest cadence (Γ=0.15–0.2 hr−1), with
BLG14 and BLG18 being ﬁve times higher and BLG02/42 being
20 times higher. Nevertheless, despite this low cadence (further
aggravated by the fact that the anomaly occurred near the end of
the season, when the Galactic bulge was visible for only a few
hours per night) and the very high extinction AI∼5.2, KMT-
2018-BLG-1292Lb is characterized reasonably well, with mea-
surements of both qE and pE. This leads us to assess the reason for
this serendipitous success.
The ﬁrst point is that the source is very luminous and very
red, which together made the event reasonably bright in spite of
the high extinction. It also implies a large source radius, with a
source-diameter crossing time of almost one day, 2t*=19 hr.
Hence, despite the low effective combined cadence from all
three observatories Γ∼1 day−1, the source proﬁles on the
Figure 8. Likelihood distributions for pairs of physical parameters, ^M M a D, , ,p L( ), i.e., the lens mass, the planet mass, the host-planet projected separation, and the
distance to the lens system. The lower left panels show the (u0<0) solution, while the upper right panels show the >u 00( ) solution. Black, red, and yellow show
likelihood ratios - D < 2 ln 1, 4, 9max[ ( )] ( ), respectively. The diagonal shows the single-parameter histograms, with (u0<0) in black and (u0>0) in red.
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source plane nearly overlap as it transits the caustic; see
Figure 3. Thus, although the actual trajectory fortuitously rides
the edge of a caustic, even random trajectories through the
caustic would have led to signiﬁcant ﬁnite-source effects for
some measurements, and therefore to a measurement of qE.
This large source size is not fortuitous: in high-extinction
ﬁelds, such large sources are the only ones that will give rise to
detectable microlensing events in the optical, apart from a
handful of very high-magniﬁcation events. That is, although
high-extinction ﬁelds necessarily greatly reduce the number of
sources that can be probed for microlensing events, those that
can shine through the dust can yield well-characterized events
even with very low cadence. This means that optical surveys
could, in principle, more systematically probe the Galactic
plane for microlens planets at relatively low cost in
observing time.
Although Figure 10 is presented primarily to show current
optical coverage of the Galactic plane and to illustrate the
possibilities for future coverage, it also has more general
implications for understanding past and possible future
strategies for microlensing planet detection. We summarize
these here. The colored circles in Figure 10 represent published
microlensing planets discovered in 2003–2017, while the black
squares show 2018 event locations that we assess as likely to
yield future planet publications. The blue points, which are from
2003 to 2010, i.e., prior to OGLE-IV, are uniformly distributed
over the southern bulge. By contrast (and restricting attention for
the moment to the southern bulge), planet detections in all
subsequent epochs are far more concentrated toward the regions
near ~ + -l b, 1, 2.5( ) ( ). During 2003–2010, the cadence of
the survey observations was typically too low to detect and
characterize planets by themselves.24 Hence, most planets were
discovered by a combination of follow-up observations
(including survey auto-follow-up) and survey observations of
events alerted by OGLE and/or MOA. The choice of these
follow-up efforts was not strongly impacted by survey cadence,
Figure 9. Likelihood distributions for pairs of physical parameters, ^M M a D, , ,p L( ), i.e., the lens mass, the planet mass, the host-planet projected separation, and the
distance to the lens system, under the constraint that the lens ﬂux should not exceed the blended light. The ﬁgure description is the same as for Figure 8.
24 However, note that even in this period, six of the 22 planetary events were
detected and characterized in pure survey mode: MOA-2007-BLG-192, MOA-
bin-1, MOA-2008-BLG-379, OGLE-2008-BLG-092, OGLE-2008-BLG-355,
MOA-2010-BLG-353 (Bennett et al. 2008, 2012; Koshimoto et al. 2014;
Poleski et al. 2014; Suzuki et al. 2014; Rattenbury et al. 2015).
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which in any case was relatively uniform. It is still slightly
surprising that the planet detections do not more closely track
the underlying event rate, which is higher toward the
concentration center of later planet detections.
As soon as the OGLE-IV survey starts (green points
2011–2013), the overall detection rate increases by a factor
2.7, but the southern-bulge planets also immediately become
more concentrated. This partly reﬂects that the OGLE and
MOA surveys (together with the Wise survey; see Shvartzvald
et al. 2016) were very capable of detecting planets without
follow-up observations in their higher-cadence regions, which
were near this concentration. In addition, however, these
higher-cadence regions began yielding vastly more alerted
events, as well as better characterization of these events, which
also tended to concentrate the targets for follow-up observa-
tions. Also notable in this period are the ﬁrst three planets in the
northern bulge, to which OGLE-IV devoted a few relatively
high-cadence ﬁelds.
In the next period (yellow points, 2014–2015), the surveys
remained similar, but follow-up observations were sharply
curtailed due to reduction of work by the Microlensing Follow-
Up Network (μFUN; Gould et al. 2010). The rate drops by 45%,
but the main points to note are that the southern bulge discoveries
become even more concentrated and there are no northern bulge
discoveries. In particular, comparing 2003–2010 with 2011–2015,
the dispersion in the l direction in the southern bulge drops
by more than a factor of two, from σl=3°.21±0°.50 to σl=
1°.45±0°.20.
The magenta and black points together show the planets
discovered during the three years when the KMT wide-area
survey joined the ongoing OGLE and MOA surveys, which is
also the ﬁrst time that the KMT ﬁelds shown in the ﬁgure
become relevant to the immediate discussion. There are several
points to note. First, the rate of detection increases by a factor
of 2.7 relative to the previous two years (or by a factor of 1.8
relative to the previous ﬁve years). Second, the southern bulge
planets become somewhat less concentrated, but still tend to
follow the KMT very high-cadence (numbered in red) and
high-cadence (numbered in magenta) ﬁelds. In fact, only four
out of 24 planets in the southern bulge lie outside of these
ﬁelds. This should be compared to the 22 blue (2003–2010)
points, 11 (half) of which lie outside these ﬁelds. Finally, there
are eight planets in the northern bulge, all in the four high-
cadence ﬁelds.
This history seems to indicate that there is substantial
potential for ﬁnding microlensing planets in low-cadence ﬁelds
by carrying out aggressive follow-up observations similar to
those made prior to the OGLE-IV era.
8.2. Precise Lens Characterization from Spectroscopic
Follow-up
As shown in Section 5.1, the blend is almost certainly either
the lens or its companion, and as shown in Section 5.2, it is
very likely to be the lens; see Figure 6. Hence, a medium-
resolution spectrum of the blend would greatly clarify the
nature of the lens in two ways.
First, by spectrally typing the blend, one could obtain a much
better estimate of its mass. Second, if the mass turns out to be,
e.g., M∼1.2Me, in line with the “with ﬂux constraints”
results in Table 4, then this would further reduce the probability
that the lens is a companion to the blend, relative to the 6.6%
probability that we derived in Section 5.2. This is because
companions to the blend with mass ratio Q−10.65 would
then have masses M0.75Me, which are signiﬁcantly
disfavored by the results of Section 7. Hence, on the order of
70% of the probability allowed by Figure 6 would be
eliminated, which would further increase conﬁdence that the
blend (now spectrally typed) was the lens.
Such a spectrum could be taken immediately. Of course, the
source would remain in the aperture for many years, but it is
Figure 10. The positions of published microlensing planets from 2003 to 2017 (circles) and likely-to-be-published microlensing planets from 2018 (squares) are
shown against the KMT ﬁeld conﬁguration for 2016–2018, which are color-coded (red, magenta, blue, green) according to their nominal cadence Γ=(4, 1, 0.4,
0.2) hr−1. The two planets that lie close to the plane, UKIRT-2017-BLG-001Lb (Shvartzvald et al. 2018) and KMT-2018-BLG-1292Lb (this work) are shown as stars.
Despite the fact that KMT systematically avoids the Galactic plane, ﬁve of its ﬁelds (BLG13, 14, 18, 38, and 02/42) “inadvertently” cross the plane or come close to
it. The detection of KMT-2018-BLG-1292Lb in the lowest cadence of these ﬁelds suggests that the Galactic plane could be probed for planets in the optical at
relatively low cost. Published planets are color-coded by year of discovery. Their changing areal distribution with time is discussed in Section 8.1.
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unlikely to contribute much light in the V- and R-band ranges
of the spectrum, as we discussed in Section 5.1. In addition, the
source spectrum is likely to be displaced by many tens of
-km s 1 from that of the blend.
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