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1. INTRODUCTION 
A study of the Dirichlet problem for the Helmholtz equation may be classified 
by two criteria, one of them if it is of the problem for a closed boundary or for 
an open boundary, and the other if an approach employed there is based on a 
theory of an integral equation or on the series expansion of the integral repre- 
sentation of a solution. 
Most of the mathematical works were related to the problem for a closed 
boundary. Weyl and Mtiller [I] assumed that a solution of the (three-dimensional 
scalar) problem for a closed boundary is represented by a double layer potential 
whose density is a solution of an integral equation of Fredholm of the second 
kind. Then, by proving the existence of a solution of the integral equation, 
they proved the existence of the (unique) solution of the Dirichlet problem. On 
the other hand, Calderon [2] employed a series expansion approach to the 
(three-dimensional vector) problem for a closed boundary, and showed that a 
function which is square integrable over the boundary is approximated by a 
linear combination of the fundamental solutions (and its derivatives) of the 
original equation, and thus proved a solution of the problem to be expanded in a 
series that converges uniformly at a positive distance from the boundary. He also 
proved the existence of the solution. Yasuura [3] obtained a similar result with 
the (two-dimensional scalar) problem, and applied it to the analysis of two- 
dimensional electromagnetic fields. Recently, Fel’d [4] published a similar 
work in which he employed different systems of functions to expand the solution 
of the (three-dimensional) problem for a closed boundary. 
There are some essential differences between the cases of closed and open 
boundaries. A closed boundary separates the whole space into two domains, the 
interior and the exterior, while in the case of an open boundary, the interior 
domain is empty. Furthermore, a solution of an integral equation, or a density 
of an integral representation, in the case of a closed (smooth) boundary, is 
square integrable over the boundary, while that of an open boundary is not 
necessarily square integrable because of its singularity at the end points of the 
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boundary. These facts make a study on an open boundary different from that 
on a closed boundary. 
In his preceding paper [5], the author established a complete theory of the 
two-dimensional problem for an open boundary. He showed that a solution of 
the problem is necessarily represented by a simple layer potential whose density 
is a solution of an integral equation of Fredholm of the first kind, and that the 
converse is also true. He showed also that Weyl’s representation by a double 
layer potential, and the reduction to an equation of the second kind as well, 
were possible only by virtue of the existence of an interior domain. In other 
words, there is no other way in the case of an open boundary than to solve an 
integral equation of the first kind. Then, he converted the Fredholm integral 
equation to a singular integral equation of Cauchy type kernel, derived the 
general edge conditions which are indispensable to the study on an open 
boundary, generalized the known theory of a singular integral equation, and 
proved the existence and uniqueness of the solution. He also derived a formula 
which enables us to express the solution explicitly. To the best knowledge of the 
author, this is the only mathematical theory ever made on the Dirichlet problem 
for an open boundary. 
Since this work [5] was based on the theories of integral equations, it cor- 
responds to the work of Weyl for a closed boundary. As a counterpart of [5] 
which corresponds to the works by Calderon, Yasuura, and Fel’d for a closed 
boundary, we shall develop in this paper a theory for an open boundary by a 
series expansion approach. 
Similarly to [l], the coexistence of interior and exterior domains was essential in 
the works [2,3, and 41. In fact, in [2 and 31, a solution which is analytic everywhere 
in the inside of an exterior domain was expanded and approximated by a linear 
combination of the fundamental solutions whose singularities are located in the 
interior domain. In [4], complete systems of functions were obtained by means of 
certain fields considered in exterior as well as interior domains. Furthermore, 
since functions expanded in [2, 3, and 41 were rather smooth, the discussion 
of convergence was limited in the realm of the Hilbert space of square integrable 
functions. Contrary to this, as was mentioned above, these are not the case for 
an open boundary, and the methods worked in [2, 3 and 41 are not applicable 
any more. 
However, thanks to Theorem 3.2 below, it will be shown in Section 3 that 
the system of functions (un}, derived by the integral transform Y of a system of 
functions {vn} which is complete in the Hilbert space of square integrable 
functions on an open boundary, spans a dense subspace of the linear space of 
continuous functions on the boundary, and that the unknown density r which 
is continuous in the inside of the boundary, but has singularities at the end 
points of it, is expanded in terms of the complete system (F~} uniformly in the 
inside of the boundary. With the help of these results, it will also be shown that 
the solution of the Dirichlet problem for an open boundary is approximated 
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uniformly by a known series in any closed subdomain included in the outside 
of the boundary. Furthermore, in Section 4, the existence of the solution of the 
Dirichlet problem, which was proved in [SJ with help of the theory of an integral 
equation, will be proved again, by means of the limiting process of the series 
expansion. 
From the point of view of application, the result obtained in this paper, which 
is of the form pertinent to numerical calculation involving only integration over 
an open boundary, will solve with a mathematical rigor the diffraction of two- 
dimensional acoustic and electromagnetic waves by a union of arbitrary thin 
obstacles of finite dimension. The author will apply his result to the analysis 
of various practical problems in the following papers. 
2. THE STATEMENT OF THE PROBLEM AND NOTATION 
Let Lo be a union of a finite number of simple, smooth and open arcs of 
finite length in a plane E2 , where any two element arcs have no point in common. 
Here we mean by an open arc a straight or curved line segment whose end points 
do not belong to it. The joining of Lo with all of its end points is denoted by L. 
(In [Sj, we denoted Lo and L by L and& respectively.) Let points in E, be denoted 
by x, y, etc., the distance between x andy by 1 x - y / , and any one of end points 
of L by x*. Suppose that k is a complex valued constant such that Im Fz < 0, 
and that #(x, y) = #(y, x) = (l/42’) Ht’(K 1 x - y I), where HA” is the zeroth- 
order Hankel function of the second kind. 
Let us denote by L*(p) the intersection of the point sets LO and 
Z{x 1 1 x - x* 1 < p}, where 2 stands for the joining of the sets with respect 
to all end points xx, and p is a positive constant. Set L(p) = L, = L -L*(p), 
then all end points of L(p) belong to it, while no end point of L*(p) belongs to it. 
The following function spaces are introduced. C(L) is the linear space of 
functions continuous on L, where the norm is defined by /lfi/L. = SUP,,~ j f(x)/ . 
C(Lp) is the similar space on L(p) with the norm ([f((L(0) = SUP,,~(~) /f(x)1 . 
9!,(L) is the Hilbert space of square integrable functions on Lo. The inner 
product and the norm are defined by (f, g) = ~,J(x) g(x) ds, and ~~fl~a = 
(f,f)lj2, respectively, where - means the complex conjugate and ds, is the line 
element of L at x. 
T(L) is the set of all functions 7 such that 
(i) 7 6 C(Lp) for any p > 0, 
(ii) for x EL*(~), it holds that / x - x* la . / Al < K, (2.1) 
where K and ol are constants such that K > 0 and 0 < 01 < 1. Obviously, 
C(L) c T(L). 
409/6Il2-3 
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Let (qn} be a set of functions which is complete in !&(L), let u, be the functions 
defined by 
44 = VP,) = jL 1/I@, Y) AY) 4, (x EL), (2.2) 
and let U(L) be the linear space spanned by the system {Us}, where we have 
introduced an integral transform Y defined by 
R- = .i L 4(x, Y> 4~) 4,; (2.3) 
Y is an additive operator from T(L) into C(L), of which the existence and the 
continuity of the inverse operator Y-r will be proved later. 
The Dirichlet problem for the two-dimensional Helmholtz equation for an 
open boundary Lo (briefly called the problem D,) is to find a function u(x) 
such that it satisfies 
(i) the Helmholtz equation Au(x) + Iz~u(x) = 0 (2 E E2 - L), 
(ii) the boundary conditions U*(X) = y*(x) (x ELO), 
(iii) the radiation condition at infinity, 
(iv) the edge conditions at the end points of Lo. 
The reader is referred to [5, Sect. 21 for the detailed description of the problem. 
However, it is worth noting that the boundary values yi, and consequently, 
g(x) defined by (2.6) below, are assumed in this paper to be continuous on L, 
while they were assumed in [5] to be Holder continuously differentiable on L. 
The following theorem is the reproduction of Theorem 2.1 of [5], which 
makes the foundation of the theory of the problem D, . 
THEOREM 2.1. A solution u(x) of the problem D, , if exists, is necessarily 
represented by 
44 = j; #(x, Y) T(Y) 4 - uo(4 (xE-%--1, (2.4) 
where uo(x) is a known function given by 
T is an unknown function such that 7 E T(L) and such that it satisfies the integral 
equation of Fredholm of the first kind 
~‘7 z J’ L Y@, r> 4~) 4 = g(x) (x EL), (2.5) 
where g(x) is a known function given by 
(2.6) 
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Conversely, if 7 E T(L) is a solution of (2.5) for g E C(L), and if U(X) is defined 
by (2.4) in terms of T, U(X) is the solution of the problem D, . 
By this theorem, the problem D, is shown to be equivalent to solving for the 
integral equation (2.5). In [5], (2.5) was converted to a singular integral equation 
of a Cauchy type kernel, and the theory of singular integral equation was 
applied. In the following sections, however, by a series expansion technique 
applied to the Eq. (2.5) itself, we show how the solution is proved to exist and 
how it is obtained. 
The following is the reproduction of Corollary 4.1 of [5], which proves the 
uniqueness of the solution. 
THEOREM 2.2. 5 = 0 is equivalent to r = 0. 
This shows also the existence of the inverse operator Y--l. 
3. THE APPROXIMATION THEOREM 
Suppose that D is a closed domain included in E, -L such that d(D, L) = 
infzEhL Ix-y1 >o. 
THEOREM 3.1. Given a positive constant E, there exist positive constants p 
and 6 such that ;f a function T belonging to T(L) satis$es 11 T J/L(Q) < 6, then 
j jL #(x, Y) 4~) 4, / < 6 
holds uniformly for any x in D. 
Proof. By the assumption that d(D, L) > 0, the positive constants 
ml = s”PxED,~EL 1 $& Y)I and m2 = SUPXED sL 1 $(x, y)l ds, exist and are finite. 
Since 7 E T(L), it holds on any L*(p) that 
j x - x* [a . I T(X)1 <K, 
where K > 0 and 1 > a! > 0, which proves that 
(3.2) 
j jL*(,, ~0, Y> T(Y) 4 j < (4~~~~~-9/(1 - 4 
where v is the number of element arcs of Lo. Similarly, since /I 7 ]jL(Q, < 6, it 
follows that ( sL(,,) $(x, y) 7(y) ds, j < Sm, . Accordingly, we have 
) jL 5% Y> T(Y) 4/ j < Sm, + (4Km,v+)/(l - a). (3.3) 
If p and S are chosen so that 6 < (c/2m,) and pl-” < (1 - a) 6/8Km,v, (3.3) is 
reduced to (3.1). 
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Even if the values of K and 01 are not known, the theorem certifies that the 
smaller values of p and 6 make the value 1 JL #(x, y) T(Y) ds, j smaller uniformly 
in D. It is noted, however, that we can always put K = 1. In fact, if K < 1, we 
may put K = 1 in (3.2), and if K > 1, we may replace T by T/K, without 
making any disturbance in the theorem. Furthermore, in [5], it has been shown 
that 01 == 4 if g is Holder continuously differentiable on L. Hence, we may assume 
that 
pl/” < (c/l 6mp), s < (C/2??I,). (3.4) 
By Weierstrass’ approximation theorem, a function T which is continuous 
on L(p), and also g which is continuous on L, may be approximated on L(p) 
and on L, respectively, by linear combinations of functions belonging to a 
certain system (&J. Then, by Theorem 3.1, the solution (2.4) of the problem D, 
may be approximated uniformly in D, say, by sL #(x, y) 2 c&(y) ds, - uO(x). 
However, this is not practical since 7 is not known. The expansion g(x) - 
C C,&(X) is also of no use since this expression cannot be continued into the 
outside of L so far as 4’s are not represented in the form of (*) C&(X) I= 
.f~ 4(x, Y) 4~) ds,, representations, however, which require us to solve the 
integral equations (*) so as to find the dnesities oR . These troubles will be 
resolved by the following theorems, and a pertinent system of functions {u%} 
will be obtained. 
The theorem below is the reproduction of Theorem 4.2 of [5], which played 
an important role there, and will play an especially important role again in this 
paper. 
THEOREM 3.2. Suppose that 7 (E T(L)) and g (E C(L)) are related to each 
other by Eq. (2.5). Given a positive constant E, then there exists a positive constant 6 
such that j/g \IL < 6 implies 
/I 7 Iho) < E> (35) 
for an arbitrarily prescribed positive constant p. 
This theorem proves the continuity of the operator Y-l. In [5, Theorem 4.21, 
(3.5) was described as (**) supacet / T(x)1 < E, where L stood for Lo of this paper. 
Since we did not employ the symbol L(p) there, (**) was not so exact as (3.5). The 
author wants to take advantage of this chance to revise (**) to (3.5). With respect 
to an estimation of 8, a detailed discussion of the proof of Theorem 4.2 of [5] 
shows that we have 
6 < AE (3.6) 
where Sz is a constant determined exclusively by the geometry of L and p. 
However, for the sake of simplicity, the detail will be omitted here. 
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Let U(L) be the linear space introduced in Section 2. Obviously, U(L) C C(L), 
and furthermore, we have 
THEOREM 3.3. U(L) is dense in C(L). 
Proof. Assume that the contrary is true. Then, there exists an element 
f0 E C(L) such that infUG. 1) u - f. IjL. > 0; hence, by the Hahn-Banach 
theorem, there exists a continuous linear functional F in C such that F(f,,) = 1 
and F(u) = 0 for any u in U(L). By Riesz’ theorem, this functional is expressed 
as F(u) = (u,f ), w h ere the right-hand member is the inner product defined in 
Section 2, and f is an element of G!,(L). Therefore, we have F(f,) = (f. , f) =: 1, 
and also F(u,) = (Us , f) = 0 f or all n, which turns out, by virtue of (2.2) and 
the symmetry property of 4, to be (un , f) = sL P)~(x) ds, sL #(x, y)f(y) ds, = 0. 
Because {v,} is assumed to be complete in f?!,(L), the last expression implies that 
JL #(x, Y> f (Y> 4, = 0. For f E g!,(L) and for any positive constant 6, , there 
exists fi E C(L) such that // fi /i2 < 6, , where we have set f2 =f - fi . As a 
consequence, we have 
where M = sup,&k. I !J(x, y)12 &J i12, and x is any point on L, thus yielding 
j! sL 4(x, y) f,(y) ds, /IL < Ma, . If iVI8, = 6 is sufficiently small, the last result, 
together with Theorem 3.2, proves that Ij fi lJL(0) < 6 holds for any positive 
constant f. Since p is arbitrary and fi E C(L), the last inequality is replaced by 
Ii fi jjL < E. Accordingly, we have 
I(fo ,f )I G 1 jLf,fl ds j + j jLfufi ds 1 
< j, Ifo I . Ifi Ids + [s, I fu 12ds/li2 * 
< E j, If,, I ds + 4 1 j, Ifo I2 ds(? 
which may be less than 1 if E and 8, are sufficiently small. This contradicts 
( f0 , f) = 1, thus proving the theorem. Q.E.D. 
With help from these theorems, we are able to derive an approximation 
theorem as follows. 
Let g(x) be an arbitrarily given function belonging to C(L). Assume that the 
solution ~(3) of Eq. (2.5) for the given function g(x) exists. (The existence of 7 
will be proved in Sect. 4.) With the help of Theorem 3.3, it is possible to find 
an approximation of g(X), say, 
N 
gN(x) = c w&4 (3.7) 
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expressed in terms of the known system of functions {Us}. Since gN(x) =I 
.fi ICI@, Y> C” m4r> ds, y we have 
c&) - gN@) = s, ?& Y) IT(Y) - 2 cn’?h(Y)\ a% T 
which proves, by Theorem 3.2, that 
TN(x) = : Cn~)n(X) (3.8) 
is an approximation of T(X) valid uniformly on L(p). Furthermore, if we set 
UN@) = s, +k Y) f cdfn(Y) ds, - ‘O(‘), 
then we have U(X) - z+(x) = jL #J(x, y) {I - T,“(Y)} ds, , which proves by 
Theorem 3.1 that uN(x) is an approximation of the solution u(x) of the problem 
D, uniformly valid in a closed domain D included in E, -L. Thus we have 
proved the following theorem. 
THEOREM 3.4. Let a positive constant G be given and let positive constants p, 
6, and 6, be chosen so that 
P -=c (46wY, 62 < (4%), 6, < 536, . (3.10) 
Let a given function g(x) E C(L) be upp roximated by gN(x) introduced by (3.7) so 
that j/g - g, \iL < 6, . Then, TV dejined by (3.8) is the approximation of T(X) 
such that I/ 7 - TN j/,.(p) < 6, . Furthermore, uN(x) defined by (3.9) is the upproxima- 
tion of u(x) such that 1 u(x) - UN(x)1 < E holds uniformly in D. 
4. THE EXISTENCE THEOREM 
In Theorem 3.4, we have assumed the existence of the solution 7 of the 
integral equation (2.5) for a given continuous function g(x). The uniqueness 
has been proved by Theorem 2.2, and in [5], the existence has been proved for a 
Holder continuously differentiable function g(x), with help of the theory of a 
singular integral equation. In this section, with the help of Theorems 3.2 and 
3.3, we shall prove the existence of the solution for a continuous function g(x). 
THEOREM 4.1. For a given function g(x) E C(L), there exists the solution T of 
(2.5) in T(L). In other words, the domain of the operator Y-l is C(L). The solution 
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T(X) is given by the series C,” c,q,,(x), where the c’s are the coeficients of the uni- 
formly convergent series g(x) = Cf c,u,(x). That is, we have 
g(x) = j-, V%T Y) f w~(Y> 4, . (4.1) 
1 
Proof. Let 6, , 6, ,... be a decreasing sequence of positive numbers tending 
to zero. Since U(L) is dense in C(L), there exists a linear combination U(~)(X) = 
CNi c~)u~(x) corresponding to Si which satisfies I/g - 0 IIL < Si . Let S > 0 
be given, and let N be an integer such that S/2 > 6,; then it follows that 
11 u(i) - u(j) /IL < S as far as N < i,j. That is, G(x) tends to g(x) = C,” c,u,(x) 
uniformly on L. Set G(x) = EN” c~‘~~(x); then T(~)(X) E C(L), and we have 
0(x) - G)(x) = lL 4(x, y) (G(y) - &j)(y)} ds, , which yields, by virtue of 
Theorem 3.2, 11 I - T($) llL(p~ < E for positive constants E and p if 
Ij 0 - u(j)llL < 6, that is, if N < i, j. In other words, the sequence T@)(X) 
tends to, say, -r(x) = Cm c,P)~(x) E C(L,), uniformly on L(p). Accordingly, in 
the limit as i tends to infinity, 
u%) = j-,,,, $% Y) T”‘(Y) 4 + : c(ni’ J,*,,, $(x, Y> R(Y) ds, 
is reduced to 
g(x) = s,, ) +(x, Y> T(Y) & + R(P), 
P 
where we have set 
If x EL(f), ?N% Y) S(Y) are continuous with respect to y on L*(p), hence, by 
virtue of the mean value theorem, we have 
s L*(p) 4(x, Y> V,(Y) 4 = .4(x, ~4 vn(~n> 
where Yn EL*(P). 
Therefore, we have R(p) = p lim C”i c~‘$J(x, yJ p)Jy,J, which is, again by the 
continuity of #(x, y) am, reduced to 
R(p) = pC(x, 3/o) lim $ d%n(Yo) + O(p2) = P$e Yd T(Yo) + o(P2>, 
where y,, is a point on L*(p). As a consequence, we obtain 
g(x) = lL( 
0 
) 4(x, Y> T(Y) ds, + PW YO) 4~01 + W2). 
In the limit as p tends to zero, the right-hand member of the last equation should 
converge to g(x). On the other hand, if pT(y) does not tend to zero, 
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lLo Jk) Icl(x, Y> 4~) ds, d oes not converge. Hence, we see that, if p -+ 0, 
then pi + 0 where y EL*(~). In other words, we have proved that T(Y) 
satisfies (2.1): / y - x* lo! 1 pi < K for some K > 0 and 1 > 01 > 0 and that 
lim pro IL(,,) ?&P Y) T(Y) d% = JL #(x3 Y) T(Y) d% . 
That is, we have proved (4.1). 
Finally, by Theorems 4.1 and 2.1, we have 
Q.E.D. 
THEOREM 4.2. Let y+ and y- be given functions belonging to C(L), and uO and g 
be the functions defined by (2.4) and (2.5) in terms of y+ and y- , respectively. Then 
where the c’s are the coeficients of the expansion of g(x), is the unique solution of the 
problem D, . 
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