In transportation planning and development, transport network design problem seeks to optimize specific objectives (e.g. total travel time) through choosing among a given set of projects while keeping consumption of resources (e.g. budget) within their limits. Due to the numerous cases of choosing projects, solving such a problem is very difficult and time-consuming. Based on particle swarm optimization (PSO) technique, a heuristic solution algorithm for the bi-level problem is designed. This paper evaluates the algorithm performance in the response of changing certain basic PSO parameters.
Introduction
Transportation Network Design is the important issue of improving transportation networks by selecting the optimal projects among a set of alternatives. TNDP attempts to optimize certain objectives under resource constraints. For an n-project case, considering an accept-reject decision for each project, there are 2 n alternative networks which are to be compared. Although solving such a problem among a few alternatives does not take too much time, the solution becomes excessively time-consuming as n increases. Various approaches have been proposed to solve TNDP. In large scale problems, meta-heuristic techniques which benefit some sort of intelligence in finding the optimal solution have proved to be efficient. Particle Swarm Optimization (PSO) as one of these techniques has already been adapted to TNDP. In this paper, after adapting the PSO to TNDP on the well-known Sioux Falls network, the role of basic PSO parameters in algorithm performance is experimented and the results are shown consequently. 
The TNDP

Particle Swarm Optimization
Particle Swarm Optimization (PSO) is a meta-heuristic optimization approach which has been widely applied to various problems. PSO technique that was developed by Kennedy and Eberhart is originated from the behavior of birds 'flocks in which individuals convey information between themselves and the leader in order to seek the best direction to food.
In a problem space, each particle has a position and a velocity and it moves in the search During the iteration time t, the velocity of the j th dimension of each particle i is updated by:
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Where w is called as the inertia weight, 1 c and 2 c are constant values and 1 r , 2 r are random numbers in the interval   0,1 . The current position of each particle is then defined by the sum of its current velocity and its previous position.
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In order to avoid the particles from moving out of the search space, the maximum velocity during the iterations is restricted by max v .
Adapting the PSO to the TNDP
Employing the PSO for solving TNDP needs some modifications to the algorithm given in the previous section. First, the PSO is basically developed for continuous optimization problems.
This is while the TNDP is formulated as a combinatorial optimization problem in terms of The PSO must also be adapted for budget constraint embedded in the [ULP].
PSO algorithm
Step 1. Initialization
Select the particle swarm size n, the parameters 1 c and 2 c , the value of the inertia weight w , and the maximum velocity max v .
For  i 1 to n do: initialize the decision variable i p so that
Step 2. Updating each particle's position and velocity Step 4. Updating local bests and global best
Step 5. End criterion. 
Sioux Falls Network
The Sioux Falls network has 24 nodes and 76 arcs, as shown in Fig. 1 
Computational Results
In order to examine the sensitivity of From Figure 5 , considering a constant w , average NTAPS increases with c until it reaches to its maximum value while average OFV decreases as displayed in Figure 6 . Figure 7 shows the frequency of finding the optimal solution in 1000 iterations that is a determinant of algorithm speed in finding the optimal solution. When c is set in the range   1.8, 2.2 , the algorithm reaches the optimal solution in less than 100 iterations. Also, in figure 8 , the highest difference between OFV of the first and the last iterations is gained in the same range of c . This point can be further approved in figure 9 when this range achieves the highest probability of finding the optimal solution in 50 runs.
From figures 5-9, it can be readily concluded that 0.5 1 wc  is a more reliable range for w .
As a result, by fixing c = 2 as the center of the proposed range, figure 10 is drawn to find the best results of w in the range  0, 2 . From this figure, it is clearly seen that by selecting w in the range   0.5, 0.9 , the decreasing speed of OFV is more considerable than other cases. Referring to figure 9 again, w =0.7 seems to be the best w in this problem.
In many cases, a decreasing variable value for w is proposed. Therefore, a comparison between a constant w (=0.7) and a decreasing w starting from 1.2 to 0.4 is conducted and the results are depicted in figure 11 . From this figure, w constant demonstrates a better convergence behavior than w decreasing.
Summary and Conclusion
By reviewing the papers related to PSO algorithm which were used to solve various problems, It can be figured out that the best PSO coefficients are gained on the basis of specific problem features.
The obtained results of this paper shows that the best parameters for solving TNDP with PSO algorithm are w = 0.7 , 1 c = 2 c = 2. It must be considered that in some cases, the best solution is the one which has the minimum quantity of average NTAPS that is gained by increasing 1 c , 2 c . 
