In this paper sufficient solvability of some boundary value problems for the operator-differential equations of the fourth order with non local value conditions in a semi-axis. Conditions which provide a neterevy of the operator generated with the operator-differential equation and value conditions are received.
Here and in sequel the derivatives are understood in the sense of distributions theory [1] . Following monographs [1, 2] further, we define a Hilbert space Similarly spaces are defined L 2 (R; H) and W 4 2 (R; H) in R = (−∞, ∞). Further, we will define space subspaces W According to the theorem of traces [1] 
2 , S (R + ; H) it is defined correctly. In the separable Hilbert space H, consider the boundary value problem
where f (t), u (t) are vector-valued functions from H, and here we assume that the following conditions are fulfilled: 1) A is a positive-definite self-adjoint operator with completely continuous inverse
2) the operators A j j = 1, 4 are linear, and 
and satisfies the inequality
In the present paper we study the Φ-solvable (neterevy) of problem (1), (2) . Solvability of boundary value problem for operator-differential the equations with local value conditions are considered, for example, works [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] .
Apparently from (1), (2) both the operator-differential equation and boundary conditions have the indignant parts.
At first we investigate solvability the boundary value problem
Denote P 0 the operator acting from space W 4 2 , S (R + ; H) in L 2 (R + ; H) as follows
At first we will prove the following lemma
Proof. Let {e n } ∞ n=1 full orthonormalized system of own vectors answering {λ n }(0 < λ 1 < λ 2 < ... < λ n < ...), i.e. Ae n = λ n e n . Then designating y = A 7 2 x we get
The lemma is proved.
Theorem 1. Let it is carried out conditions 1) and 3), and χ
At first we will show that Ker P 0 = {0}. As common decision of the equation
On the other hand, considering that ω
Considering relation (5) and (9) in equality (8) we get:
Then from inequality (7) follows Qx 7
, therefore x 1 = 0. Therefore, x 2 = 0 and u 0 (t) = 0. Now we will show that image of the operator P 0 coincides with
satisfies to the equation P 0
2 (R ; H). According to Plansherel's theorem we have:
Here we consider that at any ξ ∈ R
Let's designate narrowing u 1 (t) on [0 , ∞) through ξ f (t). It is obvious that ξ f (t) ∈ W 4 2 (R + ; H) and according to the theorem of traces [1] ξ
, j = 0 , 3. Let's look for now to the solution of the equation
and belong to definition. From a condition (4) follows that x 1 (f ) = −x 2 (f ) − ξ f (0) and
From here, relatively
, where Q it is defined from equality (6), and
Thus,
and from Banakh's theorem of the return operator the approval of the theorem follows. The theorem is proved. Remark 1. From the proof of the theorem 1 it is visible that the equation P 0
u (t) = f 1 (t) has regularly the decision u 1 (t) with any f 1 (t) ∈ L 2 (R ; H), and
Remark 2. Simple calculation shows that from equality (10) it is represented in a look
where
From an inequality (11) follows that
and H) , and according to the theorem of traces [1] 
Thus from the proof of the theorem follows that the regular solution of a task (3), (4) is submitted in a look
with any f (t) ∈ L 2 (R + ; H), and
Now we will prove the main theorem.
Theorem 2. Let conditions 1)-3) be satisfied, and χ
= S W 4 2 (R + ; H) < 4 √
and on an imaginary axis exists resolvent
Let's show that the operator standing in the second (18) compact operator composed in the equation in L 2 (R + ; H). It the purpose we will designate through
also we will put that K 0 the compact operator in space L 2 (R + ; H). From a lemma and from an inequality (17) we receive that As operator
Thus, for the proof Φ-solvable (neterevy) of problem (1), (2) is enough to prove Φ-solvable (neterevy) of the integral equation
in space L 2 (R + ; H). For this purpose we will designate through
After Fourier's transformation from the equation (20) we receive that
As B 4−j ∈ σ ∞ , that at the big |ξ| the inequality [13] takes place
that at the big |ξ|
Then sup
On the other hand the equation (20) is equivalent to system of the equations
This system we will write in a look operator the equation in
From univalently and correctly to resolvability of the equation (20) follows that the operator 
