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INTRODUCTION
A classical theorem of Brauner [3] (also Ka¨hler [10], Zariski [15]) gives
a formula for the generators and relations of the topological fundamental
group of the knot determined by the germ of an analytically irreducible sin-
gular curve in C2. These elegant formulas depend only on the characteristic
pairs of a Puiseux series expansion of the curve. Zariski states this theorem
as part of his discussion on Puiseux series in the chapter on resolution of
singularities in his book Algebraic Surfaces [16].
Let γ be the germ of an analyically irreducible plane curve singularity at
the origin. Let Dε be an epsilon ball centered at the origin in C2, and let
Sε be the boundary of Dε. For ε sufficiently small, the pair Dε; γ ∩Dε is
homeomorphic to the pair consisting of the cone over Sε and the cone over
γ ∩ Sε (c.f. Theorem 2.10 [11]). Thus Sε − γ ∩ Sε is a strong deformation
retract of Bε − γ ∩ Bε, and the topological fundamental group of the knot
is isomorphic to pitop1 Bε − γ ∩ Bε.
The arithmetic analogue of the topological fundamental group of the
knot determined by the germ of an analytically irreducible singular plane
curve is thus the algebraic fundamental group pi1SpecR − V f  , where
R = kx; y is a power series ring over an algebraically closed field k, and
f ∈ R is irreducible.
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The basic theory of the algebraic fundamental group is classical, being
understood for Riemann surfaces in the 19th century. The algebraic funda-
mental group is constructed from the finite topological covers, which are al-
gebraic. Abhyankar extended the algebraic fundamental group to arbitrary
characteristic [2] and Grothendieck [8] defined the fundamental group in
general.
In positive characteristic, Puiseux series expansions do not always exist
(cf. Section 2.1 of [5]). However, in characteristic zero, the characteristic
pairs of the Puiseux series are determined by the resolution graph of a
resolution of singularites of the curve germ. As such, the characteristic
pairs can be defined in any characteristic from the resolution graph (cf.
[5]).
In this paper we prove an arithmetic analogue of Brauner’s theorem,
valid in arbitrary characteristic. The generators and relations in our theorem
(Theorem 0.0 below) for the prime to p part of the algebraic fundamental
group coincide with those of Brauner’s theorem [3, 10, 15].
Theorem 0.1 (Main Theorem). Let R = kx; y be a power series ring
over an algebraically closed field k of characteristic p ≥ 0. Suppose that f ∈
R is irreducible. Let U = SpecRf  = SpecR − Vf . Let mi; ni, 1 ≤
i ≤ g be the characteristic pairs of f . Then pip1 U is isomorphic to the
prime to p part of the pro-finite completion of the free group on the symbols
Q0; : : : ;Qg; P1; : : : ; Pg with the relations
Q
mi
i = Pnii Qmi−1mii−1 ; 1 ≤ i ≤ g; Q0 = 1; Pi+1Pyii Qmi−1xii−1 = Qxii ;
1 ≤ i ≤ g − 1;
xi and yi are integers such that xini = yimi + 1, ni = ni − ni−1mi.
The prime to p part of a fundamental group pi1 is the quotient pi
p
1 of
pi1 by the closed normal subgroup generated by its p-Sylow subgroups.
Let C = V f , m be the maximal ideal of R. The basic strategy of
the proof is to construct an embedded resolution of singularities τx X →
SpecR of C such that the preimage of C is a simple normal crossings di-
visor. Then Abhyankar’s lemma [2] shows that pip1 SpecOˆX;x − τ−1C
has an extremely simple form for any x ∈ τ−1m. We further compute the
prime to p part of the algebraic fundamental group of the complement of
τ−1C in the formal completion of X along each of the exceptional curves
of X → SpecR. Then we make use of an arithmetic analogue of Van
Kampen’s theorem by Grothendieck and Murre [9] to give N + 1 genera-
tors (where N is the number of exceptional curves of X → SpecR) and
certain relations. This is accomplished in Theorem 6.2 of Section 3. We
make essential use of the theory of the fundamental group developed by
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Grothendieck in [8] and by Grothendieck and Murre in [9]. A result related
to Theorem 6.2 has been proven by the authors in [6], where the prime to
p part of the local algebraic fundamental group of a quasi-rational surface
singularity is computed.
In Section 7 we prove the main theorem, Theorem 0.1. In this section
we make an analysis of the combinatorics of the resolution graph of C, as
is developed in Sections 2 and 4.
The authors would like to thank David Buchsbaum for being a wonderful
teacher and an exemplary mathematician.
1. CONTINUED FRACTIONS
Let n;m be positive integers with n;m = 1. By the Euclidean algo-
rithm, we can expand n
m
in a continued fraction in nonnegative integers ti,
n
m
=
t1 +
1
t2+
: : :
+ 1
tν
:
We represent this by
n
m
= t1; : : : ; tν: (1)
Conversely, given a ν-tuple of nonnegative integers t1; : : : ; tν with ti > 0
for i > 1, there is a unique factorization n
m
with n, m relatively prime
positive integers such that
n
m
= t1; : : : ; tν:
Definition 1.1. Let σ = t1; : : : ; tν be a ν-tuple of nonnegative inte-
gers with ti > 0 for i > 1.
pk = pkσ;−1 ≤ k ≤ ν
}
is the sequence given by
p−1 = 0; p0 = 1; p1 = t1; pk = tkpk−1 + pk−2; k ≤ ν:
Definition 1.2. Let σ = t1; : : : ; tν be a ν-tuple as in Definition 1.1.
Set
qk = qkσ = pk−1
(t2; : : : ; tν:
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We have the identity
qk = tkqk−1 + qk−2:
Lemma 1.3.
pνqν−1 − qνpν−1 = −1ν:
Proof. Let S = pνqν−1 − qνpν−1. Now
pkqk−1 − qkpk−1 = tkpk−1 + pk−2qk−1 − tkqk−1 + qk−2pk−1
= pk−2qk−1 − qk−2pk−1
for any k. Hence by repeated application of the above calculation, we get
S =
(
p1q0 − q1p0 if ν is odd
p0q1 − q0p1 if ν is even.
But p1q0 − q1p0 = 0− 1 = −1, so S = −1ν as desired.
Lemma 1.4. Let σ = t1; : : : ; tν be a ν-tuple of nonnegative integers such
that ti > 0 for i > 1. Let
n
m
, n;m = 1 be the unique factorization such that
n
m
= t1; : : : ; tν. Let pk = pkσ and qk = qkσ be as in Definitions 1.1
and 1.2. Then pν = n and qν = m. Furthermore, for k ≥ 1,
pk
qk
= t1; : : : ; tk:
2. RESOLUTION GRAPHS
Let R = kx; y be a power series ring over an algebraically closed
field k (of arbitrary characteristic). Suppose that f ∈ R is irreducible (and
singular). Let C = Vf .
There is a unique sequence of blowups of points
XN → XN−1 → · · · → X1 → X0 = SpecR
such that if hx XN → X0 is the composed morphism, h−1C is a divisor
with simple normal crossings, and N is the smallest number of blowups
such that the preimage of C has this property.
We can associate to C a graph 0f  called the resolution graph of C.
0f  is the intersection graph of the exceptional curves of g and the strict
transform of C. The vertices of 0f  are a vertex E0, corresponding to
the strict transform of C on XN , and vertices Ei, for 1 ≤ i ≤ N, which
correspond to the (strict transform in XN of the) exceptional curve of Xi →
Xi−1. Two vertices are connected by an edge if the corresponding curves
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intersect. The weight of a vertex is −1 times the self intersection number
of the corresponding curve in XN .
The resolution graph 0f  can be constructed inductively, by elementary
transformations on the intersection graphs 0i of the ith blowup Xi.
01
σ2→ 02
σ3→ · · · στg; 0; 0−→ 0τg; 0; 0: (2)
01 is the single vertex E1 with wtE1 = 1. An elementary transformation
of type one of a weighted graph 0, σX;Y , adds a new vertex X with
weight 1 and an edge from X to Y and increases the weight of Y by 1. An
elementary transformation of type two of a weighted graph 0, σX;Y;Z,
adds a new vertex X with weight 1 and edges from X to Y and from X to
Z, increases the weights of Y and Z by 1, and removes the edge from Y
to Z.
There are unique natural numbers
L = gy νi; 1 ≤ i ≤ gy tij; 1 ≤ i ≤ g; 1 ≤ j ≤ νi} (3)
such that g, νi are positive, tij is positive if j > 1 or if i = 1, and
ti; 1; : : : ; ti;νi 6∈ Z for 1 ≤ i ≤ g, such that the data L uniquely determine
the construction of 0f  by the following rules.
Define
τi; j; k =
iX
a=1
νaX
b=1
tab +
jX
c=1
ti+1; c + k: (4)
στi; 0; 1 = σEτi; 0; 1; Eτi; 0; 0 1 ≤ i ≤ g− 1:
If ti+1; 1 = 0, νi+1 = 2, 1 ≤ i ≤ g − 1,
στi; 0; k = σEτi; 0; k; Eτi; 0; k−1; Eτi; 0; 0 2 ≤ k ≤ ti+1; 2
If ti+1; 1 = 0, νi+1 > 2, 1 ≤ i ≤ g − 1,
στi; 0k = σ
(
Eτi; 0k; Eτi; 0k−1; Eτi; 0 0

2 ≤ k ≤ ti+1; 2 + 1
στi; j; k = σ
(
Eτi; j; k; Eτi; j; k−1; Eτi; j; 0

2 ≤ j ≤ νi+1 − 2
2 ≤ k ≤ ti+1; j+1 + 1
στi; νi+1−1; k = σ
(
Eτi; νi+1−1; k; Eτi; νi+1−1; k−1;
Eτi; νi+1−1; 0

2 ≤ k ≤ ti+1; νi+1 :
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If ti+1;1 ≥ 1 and 0 ≤ i ≤ g − 1,
στi; 0k = σEτi; 0k; Eτi; 0k−1 2 ≤ k ≤ ti+1; 1 + 1
στi; j; k = σEτi; j; k; Eτi; j; k−1; Eτi; j; 0 1 ≤ j ≤ νi+1 − 2
2 ≤ k ≤ ti+1; j+1 + 1
στi; νi+1−1; k = σ
(
Eτi; νi+1−1; k; Eτi; νi+1−1; k−1;
Eτi; νi+1−1; 0

2 ≤ k ≤ ti+1; νi+1 :
Conversely, suppose we are given data L = g; νi; tij as in (3). Then we
can associate a graph 0L to L by the following rules.
The vertices of 0L are Ei, with 0 ≤ i ≤ τg; 0; 0. The edges of 0 are
e0; τg; 0; 0
eτi; 0; 0; τi; 0; 1 1 ≤ i ≤ g− 1
If 1 ≤ i ≤ g − 1, ti+1; 1 = 0; and νi+1 = 2, 0 contains the edges
e
(
τi; 0; k; τi; 0; k− 1 2 ≤ k ≤ ti+1; 2
e
(
τi+ 1; 0; 0; τi; 0; 0:
If 1 ≤ i ≤ g − 1, ti+1; 1 = 0; and νi+1 > 2, 0 contains the edges
e
(
τi; 0; k; τi; 0; k− 1 2 ≤ k ≤ ti+1; 2 + 1
eτi; 2; 1; τi; 0; 0
e
(
τi; j; k; τi; j; k− 1 2 ≤ j ≤ νi+1 − 2
2 ≤ k ≤ ti+1; j+1 + 1
e
(
τi; j + 1; 1; τi; j; 0 2 ≤ j ≤ νi+1 − 2
e
(
τi; νi+1 − 1; k; τi; νi+1 − 1; k− 1

2 ≤ k ≤ ti+1; νi+1
e
(
τi; νi+1; 0; τi; νi+1 − 1; 0

:
If 0 ≤ i ≤ g − 1 and ti+1; 1 ≥ 1, then 0 contains the edges
e
(
τi; 0; k; τi; 0; k− 1 2 ≤ k ≤ ti+1; 1 + 1
e
(
τi; j; k; τi; j; k− 1 1 ≤ j ≤ νi+1 − 2
2 ≤ k ≤ ti+1; j+1 + 1
e
(
τi; j; 0; τi; j + 1; 1 1 ≤ j ≤ νi+1 − 2
e
(
τi; νi+1 − 1; k; τi; νi+1 − 1; k− 1

2 ≤ k ≤ ti+1; νi+1
e
(
τi; νi+1 − 1; 0; τi; νi+1; 0

:
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The weights of the vertices are
wtτi − 1; 0; k
=
8>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>:
2 k 6=Pjn=1 ti; n 1 ≤ j ≤ νi
ti; j+1 + 2 k =
Pj
n=1 ti; n 1 ≤ j < νi − 1
ti; νi + 1 k =
Pνi−1
n=1 ti; n
ti+1; 2 + 1 k =
Pνi
n=1 ti; n i < g; ti+1; 1 = 0; νi+1 = 2
ti+1; 2 + 2 k =
Pνi
n=1 ti; n i < g; ti+1; 1 = 0; νi+1 > 2
2 k =Pνin=1 ti; n i < g; ti+1; 1 6= 0
1 k =Pνin=1 ti; n i = g
0 k = 0 i = 1:
From the algorithm following (3), we can associate to L a sequence of
blowups of points hx Xτg; 0; 0 → X of (2), such that 0L is the intersection
graph of the exceptional curves of g, augmented by a vertex E0 of weight
0 and an edge from E0 to Eτg; 0; 0.
Let C be a nonsingular curve on Xτg; 0; 0 which is disjoint from Ej for
j < τg; 0; 0 and intersects Eτg; 0; 0 transversely at a point. This is possible
since X is Henselian. Let f ∈ R be a local equation for C = hC. Then
0L is the resolution graph 0f  of f .
Consider the sets of characteristic pairs
N = m1; n1; : : : ; mg; ng}
where g is a positive integer, mi; ni are relatively prime positive integers,
n1 > m1 and mi > 1 for all i.
There is a 1-1 correspondence between the sets of characteristic pairs N
and the set of resolution graphs 0 which arise from resolution of irreducible
(singular) f ∈ R.
Suppose that N = m1; n1; : : : ; mg; ng is a set of characteristic pairs.
We will associate a resolution graph to N.
Define n1 = n1, ni = ni − ni−1mi for 2 ≤ i ≤ g. From the continued
fraction representations
ni
mi
= ti; 1; : : : ; ti; νi (5)
of (1), we obtain data L = g; νi; tij. We have shown above that 0L is a
resolution graph.
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We can associate characteristic pairs m1; n1; : : : ; mg; ng to a reso-
lution graph 0f  by formula (3) and the formula
ni
mi
= ni + ni−1mi
mi
= ti; 1; : : : ; ti; νi; 1 ≤ i ≤ g: (6)
n1 > m1 since t11 > 0.
3. PUISEUX SERIES
In characteristic zero, the characteristic pairs of f play a remarkable
role in the Puiseux series expansion of f (cf. Chapter 1 [16]). In positive
characteristic, Puiseux series expansions do not always exist (cf. Section 2.1
of [5]).
In this section we will suppose that k has characteristic zero. Given a
nonunit f ∈ R, Newton developed an algorithm to construct a fractional
power series expansion (cf. [4])
y =
k1X
i=1
a1;ix
i + b1x
n˜1
m˜1 +
k2X
i=1
a2;ix
n˜1+i
m˜1 + b2x
n˜2
m˜1m˜2 + · · ·
+
kgX
i=1
ag;ix
n˜g−1+i
m˜1m˜2 ···m˜g−1 + bgx
n˜g
m˜1m˜2 ···m˜g +
∞X
i=1
cix
n˜g+i
m˜1m˜2 ···m˜g : (7)
We can write the above fractional power series as a power series yx1/ν
in x1/ν, where ν = m˜1m˜2 · · · m˜g. This series is a solution to
f
(
x; yx 1ν  = 0:
After suitable choice of regular parameters x; y in R, we can normalize (7)
by the conditions
1 <
n˜1
m˜1
<
n˜2
m˜1m˜2
< · · · < n˜g
m˜1 · · · m˜g
:
m˜j > 1 for 1 ≤ j ≤ g, m˜j; n˜j = 1 for 1 ≤ j ≤ g; and bj 6= 0 for 1 ≤ i ≤ g.
If f is irreducible, then the expansion (7) is a Puiseux series expansion
of f . Let ω be a primitive νth root of unity. Then
f = γ
ν−1Y
i=0
(
y − yωix 1ν 
for some unit γ ∈ R.
Classically (cf. [4, 7, 16]) the characteristic pairs are defined as them˜1; n˜1; : : : ; m˜g; n˜g} (8)
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obtained from the Puiseux series expansion (7) of f . We will call (8) the
classical characteristic pairs of f .
Enriques and Chisini [7] construct the resolution graph of f from the
classical characteristic pairs of f . Neuerburg, in his thesis [13], gives a mod-
ern proof. He shows that the algorithm following (3) applied to the data L
constructed from (8) by the formula (6) constructs the resolution graph of
f . The case ti; 1 = 0 requires special treatment. This point is not clear in
the literature.
Thus (assuming that k has characteristic zero), the characteristic pairs
are precisely the classical characteristic pairs.
4. A REORDERING OF THE RESOLUTION GRAPH
We will now reindex the nodes of the resolution graph 0f  to give a
combinatorial description of 0f  which will be more natural for our anal-
ysis of the fundamental group.
We can describe 0f  as follows. Let mi; ni, 1 ≤ i ≤ g be the charac-
teristic pairs of f , ni = ni −mini−1. Let
ni
mi
= ti; 1; : : : ; ti; νi
be the continued fraction representation as in (5). Let
bi; 2k−1 =
kX
j=1
ti; 2j−1
bi; 2k =
kX
j=1
ti; 2j
bi; k = 0; k ≤ 0:
The graph 0f  has g+ 1 horizontal branches with each branch connected
to the next by a single edge. The g + 1st horizontal branch has one node
Og+1 with weight 0. For i ≤ g, the ith horizontal branch has
νiX
j=1
ti; j
nodes. There are
 νi+12 X
j=1
ti; 2j−1
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nodes
Li1; Li2; : : : ; Li
0@ νi+12 X
j=1
ti; 2j−1
1A
numbered from the left, and
 νi2 X
j=1
ti; 2j
nodes
Ri1;Ri2; : : : ; Ri
0@ νi2 X
j=1
ti; 2j
1A
numbered from the right. Ri denotes the right end of the ith branch
whereas the left extreme Li of the ith branch is connected by an edge
to the node Oi−1 of the i − 1st branch. When ti; 1 = 0 and νi = 2, Oi
coincides with Li. Further,
Oi =
(
Libi; νi if νi is odd
Ribi; νi if νi is even:
Og+1 is connected by an edge to the node Og.
All nodes except Oi, 1 ≤ i ≤ g and Libi; 2k−1, Ribi; 2 k have weight 2.
(Libi; 1 does not exist if ti; 1 = 0).
wtOi =
8>>>>>><>>>>>>:
2 if ti+1; 1 6= 0
1+ ti+1; 2 if ti+1; 1 = 0; νi+1 = 2
2+ ti+1; 2 if ti+1; 1 = 0; νi+1 6= 2
1 if i = g
wtLibi;2k−1 =
(
2 + ti; 2k 2k− 1 < νi − 1
1+ ti; 2k 2k− 1 = νi − 1:
wtRibi; 2k =
(
2+ ti; 2k+1 2k < νi − 1
1+ ti; 2k+1 2k = νi − 1:
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νi even
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νi odd
Remark 4.1. When compared with the resolution graph in Section 2,
where the jth node Ej corresponds to the exceptional divisor of the jth
blowup, we see that for 1 ≤ k ≤ ti; j+1, Eτi−1;j;k is the bi; j−1 + kth node
from the left on the ith branch if j is even and is the bi; j−1 + kth node
from the right on the ith branch if j is odd.
5. ALGEBRAIC FUNDAMENTAL GROUPS
Suppose that X is a normal irreducible scheme. Let η be the generic
point of X, K = OK;η, the “function field” of X. Let  be an algebraic
closure of K.
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Suppose that L is a finite extension of K which is Galois over K. We can
form the normalization of Y of X in L. The set of all such Y which are
unramified over X form a projective system Ym. If Ln ⊂ Lm we have natural
morphisms ϕn;mx Ym → Yn. We have natural maps τmx Spec → Ym
which are compatible with the ϕn;m. Let M be the union of the fields Lm.
M is a subfield of  which is Galois over K.
AutKM = lim← AutKLm ∼= lim← AutXYm
op:
lim← AutXYm
op is the algebraic fundamental group pi1X.
Let C be the category of etale covers of X. Consider the functor F x C→
finite sets defined by
FZ = HomXSpec; Z:
C is a Galois category, and F is a fundamental functor for C (Expose´ V
[8], Chapter IV [12]).
Suppose that Z ∈ C. For each Ym we have a natural map HomXYm;Z
→ FZ, given by h 7→ h ◦ τm.
lim→ HomXYm;Z → FZ
is an isomorphism. Thus the system Ym pro-represents F . F is an equiva-
lence between C and the category Cpi of finite sets on which pi = pi1X
acts continuously (Theorem V 4.1 [8], Theorem 4.4 [12]).
Suppose that D is a divisor on X. This method can be extended to con-
struct a fundamental group of X −D. In this case we consider normal Ga-
lois Ym such that Ym  X −D is unramified. We can further consider the
category CDX of normal covers Y of X which are etale over X −D and
such that p does not divide AutXZ whenever Z is a Galois closure of an
irreducible component of Y . In this case the Galois Ym which are unrami-
fied over X −D and such that p does not divide AutXYm pro-represent
the fundamental functor F CDX. The prime to p part pip1 X −D of
the fundamental group pi1X −D is a fundamental group for CDX. The
prime to p part of a fundamental group pi1 is the quotient pi
p
1 of pi1 by
the closed normal subgroup generated by its p-Sylow subgroups.
Let S be a normal, connected formal scheme with a simple normal cross-
ings divisor D on S . Let CDS  be the category of formal S schemes
Y which are normal, etale over S −D, and such that p does not divide
AutXZ whenever Z is a Galois closure of an irreducible component of
Y . CDS  is a Galois category by Proposition 4.2.2 of [9] and thus has a
fundamental group by Expose´ V [8]. A fundamental functor for CDS  can
be constructed as follows (4.2.3 [9]). Let s ∈ S , and let V = spfA be a
neighborhood of s in S . Let V ∗ = SpecA, and choose s∗ ∈ V ∗ such that
s∗ is not on the divisor on V ∗ corresponding to D, and s is in the closure of
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s∗. Let  be an algebraically closed field containing ks∗. We can define
a fundamental functor F x CDS  → finite sets by
FT  = HomV ∗Spec; T ∗
where T ∗ = SpecB if T V ∗ = spfB.
Suppose that E is an integral divisor on a normal formal scheme X ,
Y → X is finite, and the integral divisor E′ maps to E. The isotropy group
IE′/E is defined as follows. Let R = OX;E , S = OY;E′ . Let K be the
quotient field of R and let L be the quotient field of S. Let a be the
maximal ideal of R, and let b be the maximal ideal of S. Define
IE′/E = g ∈ AutXY  gx ≡ x mod a for all x ∈ S:
By the ramification theory of Dedekind domains (cf. Chapter V, Section 10
[16]), IE′/E is canonically isomorphic to a subgroup of the multiplicative
group R/a∗.
6. PRELIMINARY ANALYSIS
We will now follow the notation of the statement of Theorem 0.1. Set
N = τg; 0; 0. Set E = PNi=0 Ei, a simple normal crossings divisor on X.
Let X be the formal completion of X along E′ =PNi=1 Ei. Let pij = Ei ∩Ej
whenever Ei and Ej intersect properly. Let Xi be the formal completion of
X along Ei, and let Xij be the formal completion of X along pij .
Let pi be a fundamental group for CEX. By Corollary 9.9 [9] we have
pi
p
1 SpecRf  ∼= pi:
Let pii be a fundamental group for CEXi, and let piij be a fundamental
group for CEXij.
Let µr be the rth roots of unity of k. Set µt = limp - rµr .
We first analyze piij . Let T = OX;pij ∼= kx; y. Whenever p does not di-
vide m and p does not divide n, set Tmn = ks; t/sm − x; tn − y,
Ymn = spfTmn. By Abhyankar’s Lemma ([2], XIII 5.3 [8]), piij ∼=
lim← AutXijYmn ∼= µ
t ⊕ µt , where the summands are the direct limits
of inertia groups of prime divisors ramified over Ei ∩ Xij and Ej ∩ Xij
respectively. We thus have
piij ∼= Fαi; αj/αi; αjp:
Furthermore,
pi0 ∼= Fα0; αN/α0; αNp:
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We now analyze pii for i > 0 and define a continuous homomorphism (a
path)
piij → pii: (9)
This construction will be used in the proof of Lemma 6.1. Let Tb;ψab
pro-represent a fundamental functor for CEXi, where the Tb are Galois.
Thus pii ∼= lim← AutXiTb
op. Let  be an algebraically closed field containing
the quotient field of A, where Xij = spfA. FZ = HomSpec; Z is
a fundamental functor for CEXij. GZ = HomSpec; Z Xij is a
fundamental functor for CEXi. Let tb ∈ GTb be a coherent system of
points.
Suppose that Sb; ϕab pro-represent F , where the Sb are Galois, and
τb ∈ FSb are a coherent system of points. piij ∼= lim← AutXijSb
op.
For given Tb, we will define a homomorphism ubx piij → AutXiTbop.
For a  0, there exists h ∈ HomXij Sa; Tb Xij such that tb = h ◦ τa,
since lim→ HomXijSa; Tb Xij ∼= GTb. Suppose that σ ∈ piij . h ◦ σ ◦ τa ∈
GTb, and GTb is a principal homogeneous space under the action of
AutXiTbop on the right, since Tb is Galois. Thus there exists a unique
ubσ ∈ AutXiTbop such that ubσ ◦ tb = h ◦ σ ◦ τa. Since ψba ◦ ub = ua,
we can construct a continuous homomorphism piij → pii.
Lemma 6.1. Suppose that i 6= 0, for some l, that a path λijli x piijl → pi is
given, and that τ is a permutation of 1; : : : ;mi. Then there exist paths
λ
ijk
i x piijk → pii such that
pii =
(
Fαi; αj1; : : : ; αjmi 

αjτ1αjτ2 · · ·αjττmiα
ei
i = 1;
αi; αj1 = · · · = αi; αjmi  = 1
p
;
where ei = E2i .
Proof. Suppose that Ym pro-represent CEXi, where each Ym is
normal, connected, and Galois over Xi. Let ϕm x Ym → Xi. By Ab-
hyankar’s lemma ([1], XIII 5.3 [8]) and since Xi is complete along Ei,
Emi = ϕ−1m Eired is irreducible. Hence the inertia group Hm = IEmi /Ei
is a normal subgroup of AutXiYm. The quotient Ym/Hm ∈ C
P
j 6=i EjXi.
Let 5 be a fundamental group for C
P
j 6=i EjXi. We have an onto group
homomorphism 9x pii → 5, whose kernel is N = lim← IE
m
i /Ei. We fur-
ther have 5 ∼= pip1 Ei −
P
j pij since Xi is complete along Ei (Lemma 9.6
[9]). We thus have the exact sequence of Corollary 5.1.11 [9].
µt → pii → pip1

Ei −
X
j
pij

→ 0: (10)
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Suppose that Zm pro-represents C
P
j 6=i EjXi. The path λijli determines a
coherent system of irreducible divisors Emjl in Zm which map to Ejl in Xi.
There exist irreducible divisors Emjk in Zm which map to Ejk in Xi for 1 ≤
k ≤ mi and k 6= jl, such that if αj are generators of lim← IE
j
m/E ∼= µt ,
5 ∼= (Fαj1; : : : ; αjmi αjτ1 · · ·αjτmi = 1p:
This can be deduced from Section 7 [1], Theorem 12.1 [14], and the iso-
morphism 5 ∼= pip1 Ei −
P
j pij.
Let αi be a generator of N = lim← IE
m
i /Ei. pip1 Xi −
P
Ej is a quotient
of Fαi; αj1; : : : ; αjmi . By (9) we can choose paths λ
ijk
i such that λ
ijk
i αjk =
αjk . λ
ijk
i αi = αi since ϕ−1m Ei is irreducible.
Let di = E2i . Let s be an integer between 1 and mi. Let r be an
integer such that r; p = 1, r; di = 1; and r > −di. Since Ei can be
contracted inside Xi to a rational singularity, there exists g ∈ 0Xi;OXi
such that g = −diEs + Ei. Let ϕ x Wr → Xi ∈ CEXi be defined so that
ϕ∗OWr  is the normalization of OXit/tr − g. We can choose a surjection
3x pij → AutXiWr. ϕ is unramified over Ejk if k 6= s. Hence 3αjk = 1 if
k 6= s. Consideration of the induced map piij → AutXiWr shows that
AutXiWr =
(
Fαi; αjs/αri = αrjs = αi; αjs  = αjsα
di
i = 1

: (11)
By taking r arbitrarily large, we see from (11) that (10) is left exact, and
pii =
(
Fαi; αj1; : : : ; αjmj 

αjτ1αjτ2 · · ·αjττmiα
ei
i = 1;
αi; αj1 = · · · = αi; αjmi  = 1
p
for some integer ei. Now (11) shows that ei = di.
The following theorem is related to a similar result of the authors proved
in Theorem 3 of [6]. This is one of the main ingredients in the proof of our
main theorem.
Theorem 6.2. Suppose that Ej1; : : : ; Ejmi are the curves which intersect
Ei properly, and τi are permutations of j1; : : : ; jmi. Then pip1 SpecRf 
is isomorphic to the prime to p part of the pro-finite completion of the free
group on the symbols α0; α1; : : : ; αN, with the relations
αjτi1
αjτi2
· · ·αjτimiα
ei
i = 1 1 ≤ i ≤ N
αi; αj1 = · · · = αi; αjmi  = 1 1 ≤ i ≤ N
where ei = E2i .
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Proof. Since the resolution graph 0 is a tree, it follows from Lemma
6.1 and induction that it is possible to choose paths λiji x piij → pii and
ϕix pii → pi such that
piij pii
pij pi
λ
ij
j
λ
ij
j
ϕi
ϕj
(12)
commutes and
pii =
(
Fαi; αj1; : : : ; αjmi 

αjτi1
αjτi2
· · ·αjτimiα
ei
i = 1;
αi; αj1 = · · · = αi; αjmi  = 1p;
where Ej1; : : : ; Ejmi are the curves which intersect Ei properly, and τi
are given permutations of j1; : : : ; jmi. We can then identify αi with
ϕiαi = ϕjαi in pi. An application of the arithmetic analogue of Van
Kampen’s theorem proved in Corollary 8.3.6 [9] to (12) finishes the proof
of Theorem 6.2.
7. THE GROUP ASSOCIATED TO A TREE
Suppose that 0 is a tree with weighted nodes f1; : : : ; ft and weights
e1; : : : ; et respectively, such that one of the nodes fs is a distinguished node.
The group G0 associated to 0 is the free group generated by the nodes
f1; : : : ; ft modulo the relations
fi1 · · · fir f
−ei
i = 1; i 6= s (13)
fifij = fij fi; 1 ≤ j ≤ r (14)
where fi1; : : : ; fir are the nodes adjacent to fi. A node with only one adja-
cent node is called an end.
In the relations (13), we have made a choice of an ordering of the nodes
fi1; fi2 ; : : : ; fir adjacent to fi. A change in this ordering results in groups
which are isomorphic but not equal.
By Theorem 6.2, the prime to p part of the algebraic fundamental group
of the complement of f is the pro-finite completion with respect to normal
subgroups of finite index prime to p of the group Gf  = G0 associated
to the resolution graph 0 = 0f  of f , where our distinguished node is
Og+1.
We will not specify the ordering of the nodes in the relations (13) at this
time. The ordering is only significant at the nodes which are adjacent to
three nodes. We will make this choice as is appropriate in the course of the
proof of Theorem 7.3.
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Lemma 7.1. Let σ = a1; : : : ; a2r−1 be an 2r − 1 tuple of natural num-
bers, such that ai is positive for i > 1, and let w be a natural number. Let
n
m
= a1; : : : ; a2r−1
where n;m are relatively prime positive integers. Let pk = pkσ, qk = qkσ
be as in Definition 1. Let
bi =
8>><>>:
iX
j=1
a2j−1; 1 ≤ i ≤ r
0; i = 0:
Let 1σ;w be the weighted graph
1σ;w has br nodes N1;N2; : : : ;Nbr. Nbr is the distinguished
node. The weight of Nt is 2 unless t = bi for some i. The weight of Nbi
is 2+ a2i for 1 ≤ i < r; the weight of Nbr is w.
Then, the group G1σ;w is freely generated by N1. Furthermore,
Nbi + k = N1p2i−1+kp2i 0 ≤ k ≤ a2i+1; 1 ≤ bi + k ≤ br (15)
In particular,
Nbr = N1n (16)
and
Nbr − 1 = N1p2r−1−p2r−2 (17)
Remark 7.2. The right arm of the ith horizontal branch of 0f  is
1σ;w with σ = ti; 2; ti; 3; : : : ; ti; 2r, r =
 νi
2

,
w =
(
wtOi νi even
1+ ti; νi νi odd:
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We have a natural isomorphism of G1σ;w with the subgroup of
G0 generated by Rik, 1 ≤ k ≤ bi; 2 νi2 . Let σi = ti; 1; ti; 2; : : : ; ti; νi. By
Definition 1.2
pjσ = qj+1ti; 1; ti; 2; : : : ; ti; 2 νi2 
= qj+1σi
for j ≤ 2 νi2 . We have
Ribi; 2j + k = R
q2jσi+kq2j+1σi
i
for 1 ≤ bi; 2j + k ≤ bi; 2 νi2 , 0 ≤ k ≤ ti; 2j+2.
If νi is even,
Ribi; 2 νi2  = Ribi; νi = Oi
and
Oi = R
qνi σi
i = Rmii :
If νi is odd, Ribi; 2 νi2  = Ribi; νi−1. In this case Oi = Libi; νi, and we
have the relation
Libi; νiRibi; νi−1 − 1Ribi; νi−1−1+ti; νi  = 1:
Oi = Libi; νi = Ribi; νi−11+ti; νi Ribi; νi−1 − 1−1
= R1+ti; νi qνi−1σi−qνi−1σi−qνi−2σii
= Rqνi σii = Rmii :
In either case, we can express Ri1;Ri2; : : : ; Oi as powers of Ri.
The left arm of the first horizontal branch of 0f  is 1σ;w with σ =
t1; 1; t1; 2; : : : ; t1; 2r−1, r = ν1 + 1/2,
w =
(
1+ t1; ν1 ν1 even
wtO1 ν1 odd:
We have a natural isomorphism of G1σ;w with the subgroup of G0
generated by L1k, 1 ≤ k ≤ b1; 2ν1+1/2 − 1.
By arguments similar to the one for the right arms of the graph, we get
O1 = Ln11 , and all the intermediate nodes are powers of L1.
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Proof (of Lemma 7.1). The proof is by induction on j = bi + k, 1 ≤
j ≤ br .
We first prove the formula for j = 1 and 2. N2 = N1wtN1. Let j =
1. If b1 = 0, then b1 + 1 is the first node. Nb1 + 1 = N1 = N1p1+1p2
since p1 = a1 = 0 and p2 = 1+ a1a2 = 1.
If b1 6= 0, then N1 = Nb0 + 1 = N1p−1+1p0 .
Now, if bi 6= 1 for i = 1 or 2,
N2 = N12 = N1p−1+2p0 if b1 6= 0
= N1p1+2p2 if b1 = 0:
If 1 = bi for i = 1 or 2 and hence a2i−1 = 1, then p2i−2 = 1, p2i−1 = 1, and
p2i = 1+ a2i. So
N1 = Nbi = N11 = N1p2i−1
and
N2 = Nbi + 1 = N12+a2i = N1p2i−1+p2i :
Thus we have the formula for j = 1 and 2.
Assume, by induction, that we know the formula for j and j− 1 for some
j < br . Then
j = bi + k 0 ≤ k < a2i+1 for some i and k:
Case 1. k > 0.
Then the weight at j is 2. We have the relation Nj+ 1Nj− 1Nj−2 =
1. So Nj + 1 = Nj2Nj−1.
Nj + 1 = N12p2i−1+kp2iN1−p2i−1+k−1p2i
= N1p2i−1+k+1p2i
as desired.
Case 2. k = 0.
Then the jth node has weight 2+ a2i, so
Nj + 1 = Nj2+a2iNj − 1−1:
By induction,
Nj = N1p2i−1
Nj − 1 = N1p2i−3+a2i−1−1p2i−2
= N1p2i−1−p2i−2
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so
Nj + 1 = N12+a2ip2i−1−p2i−1+p2i−2
= N1p2i−1+p2i−2+a2ip2i−1
= N1p2i−1+p2i
as desired.
Finally, since p2i−1 + a2i+1p2i = p2i+1, we have the result for all j ≤ br .
Nbr = N1p2r−1 = N1n by Lemma 1.4, and
Nbr − 1 = N1p2r−3+a2r−2−1p2r−2 = N1p2r−1−p2r−2 :
Our main theorem, Theorem 0.1, will follow from Theorem 6.2 and The-
orem 7.3 below.
Theorem 7.3. Let 0 = 0f  be the resolution graph of f . The group G0
is generated by 2g+ 1 generators Pi, Qi, 1 ≤ i ≤ g; and Q0 with the relations
Q0 = 1
Q
mi
i = Pnii Qmi−1mii−1 1 ≤ i ≤ g
Pi+1P
yi
i Q
mi−1xi
i−1 = Qxii 1 ≤ i ≤ g− 1
where mi; ni are the characteristic pairs of f and ni = ni −mini−1 and xi; yi
satisfy
xini − yimi = 1y
Furthermore,
xi =

1− −1ν
2

qνiσi + −1νiqνi−1σi
yi =

1− −1ν
2

pνiσi + −1νipνi−1σi
where
ni
mi
= ti; 1; : : : ; ti; νi
and
σi = ti; 1; : : : ; ti; νi:
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Proof. Recall that Ri is the right most node on the ith branch whereas
Li is the left extreme and Oi is the node which is joined by an edge to Li+1
of the i+ 1th branch.
Let Qi be the generator for Ri for each i. We have, by Remark 7.2 for
each i with 1 ≤ i ≤ g, all the nodes to the right of Oi in terms of Qi, and
Oi = Qmii .
Let P1 = L1 and
Pi = LiO−wtOi−1−1i−1 ; 2 ≤ i ≤ g:
Since Li commutes with Oi−1, Pi commutes with Li and Oi−1. By Remark
7.2, all the nodes on the 1st branch to the left of O1 are obtained in terms
of P1 and O1 = Pn11 = Qm11 .
In order to prove that G is generated by the Pi and Qi, it just remains
to get the nodes to the left of Oi in terms of Pj and Oj . When ti1 = 0 and
νi = 2, Li = Oi = Ribi; νi and there is nothing to the left of Oi. So we
may assume that ti1 > 0 or νi > 2.
Consider the following formula
Lir = Pri Oi−1 1 ≤ r ≤ bi; 1
= Pp2j−1σi+kp2jσii O
q2j−1σi+kq2jσi
i−1 if r = bi; 2j−1 + k; bi; 2j−1
≤ r ≤ bi; 2j+1: (18)
We verify formula (18) by induction on r, for
bi; 2j−1 ≤ r ≤ bi; 2j+1; 0 ≤ j ≤

νi + 1
2

− 1:
Now, if bi; 1 = 0, then Lir does not exist for r ≤ bi; 1. If bi; 1 6= 0, then
wtOi−1 = 2 and
Li = PiOi−1
by definition. Suppose Lik = Pki Oi−1 for all k ≤ t < bi; 1. Since Pi com-
mutes with Oi−1, we have
Lit + 1 = Lit2Lit − 1−1
= P2ti O2i−1P−t+1i O−1i−1
= Pt+1i Oi−1
so Lir = Pri Oi−1, 1 ≤ r ≤ bi; 1.
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Thus we have verified (18) for j = 1, r ≤ bi; 1. Suppose that (18) is proved
for all r ≤ bi; 2j−1, 2j − 1 < νi − 1. Then let r = bi; 2j−1.
Lir + 1 = Lir2+ti; 2jLir − 1−1
= P2+ti; 2jp2j−1σi−p2j−1σi−p2j−2σii
×O2+ti; 2jq2j−1σi−q2j−1σi−q2j−2σii−1
= Pp2j−1σi+p2jσii O
q2j−1σi+q2jσi
i :
Thus (18) is verified for bi; 2j−1 + 1. Suppose it is true for r ≤ bi; 2j−1 + k <
bi; 2j+1. Then
Lir + 1 = Lir2Lir − 1−1
= P2p2j−1σi+2kp2jσi−p2j−1σi+k−1p2jσii
×O2q2j−1σi+2kq2jσi−q2j−1σi+k−1q2jσii−1
= Pp2j−1σi+k+1p2jσii O
q2j−1σi+k+1q2jσi
i−1
Thus (18) is verified for all r ≤ bi; 2j−1, j ≤ νi + 1/2.
This proves that G is generated by the Pis and Qis.
Now, if νi = 2j − 1, then by Remark 7.2 and (18),
Q
mi
i = Oi = Libi; νi = P
pνi σi
i O
qνi σi
i−1 :
If νi = 2j, then Oi = Libi; 2j−11+ti; 2jLibi; 2j−1 − 1−1. So
Q
mi
i = Oi = P
1+ti; 2jp2j−1σi−p2j−1σi−p2j−2σi
i
×O1+ti; 2jq2j−1σi−q2j−1σi−q2j−2σii−1
= Pp2j−2σi+ti; 2jp2j−1σii O
q2j−2σi+ti; 2jq2j−1σi
i−1
= Pp2jσii O
q2jσi
i−1
In either case,
Q
mi
i = P
pνi σi
i O
qνi σi
i−1
= Pnii Qmi−1mii−1 1 ≤ i ≤ g:
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Finally, all that remains is to consider the relations contributed by the
nodes Oi, 1 ≤ i < g. We have
In any case, we can order the nodes adjacent to Oi in the relation (13)
for Oi so that
Li+1Ai = OwtOii B−1i :
Therefore
O
−wtOi−1
i Li+1Ai = OiB−1i
and thus
Pi+1Ai = Qmii B−1i : (19)
By Remark 7.2 and Lemma 7.1,
Bi = Q
qνi σi−qνi−1σi
i = Qmi−xii
where xi = qνi−1σi if νi is even
= Qqνi−1σii = Qmi−xii
where xi = qνiσi − qνi−1σi if νi is oddy
so
Pi+1Ai = Qxii : (20)
Suppose that we are not in the case ti; 1 = 0 and νi = 2. Then by (18)
Ai = P
pνi−1σi
i O
qνi−1σi
i−1 = Pyii Oxii−1 = Pyii Qmi−1xii−1
where xi = qνi−1σi; yi = pνi−1σi if νi is even
= Ppνi σi−pνi−1σii O
qνi σi−qνi−1σi
i−1
= Pyii Oxii−1 = Pyii Qmi−1xii−1
where
xi = qνiσi − qνi−1σi;
yi = pνiσi − pνi−1σi if νi is odd: (21)
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If Ai = Oi−1, then ti; 1 = 0, νi = 2. So
xi = qνi−1σi = q1σi = 1
yi = pνi−1σi = p1σi = ti; 1 = 0:
Therefore,
Ai = Oi−1 = P0i Qmi−1i−1
= Pyii Qmi−1xii−1 :
(22)
From (20), (21), and (22),
Pi+1P
yi
i Q
mi−1xi
i−1 = Qxii 1 ≤ i ≤ g − 1:
This completes all the relations. The relation at Og simply expresses the
distinguished node Og+1 in terms of Og;Ag;Bg.
Thus we have the group generated by Pi;Qi with relations,
Q0 = 1
Q
mi
i = Pnii Qmi−1mii−1 1 ≤ i ≤ g
Pi+1P
yi
i Q
mi−1xi
i−1 = Qxii 1 ≤ i ≤ g− 1
PiQ
mi−1
i−1 = Qmi−1i−1 Pi 1 ≤ i ≤ g:
The rest of the commutator relations are obvious. Finally, the commuta-
tivity of Pi and Oi = Qmi−1i−1 can be deduced by induction from the first three
relations.
In fact, when i = 1 P1 does commute with Q0 = 1. Using induction, we
see that,
Pi+1Q
mi
i = Pi+1Pnii Qmi−1mii−1
= Qxii Q−mi−1xii−1 P−yii Pnii Qmi−1mii−1
= Qxii Pnii Qmi−1mii−1 Q−mi−1xii−1 P−yii
= Qmi+xii Q−mi−1xii−1 P−yii
= Qmii Pi+1:
Removing these redundant relations, we get the statement of the theo-
rem. The fact that xi and yi satisfy the relation xini − yimi = 1 follows from
our Lemma 1.3.
This finishes the proof of the theorem.
Remark 7.4. It is interesting to note that our method of proof yields
values for xi and yi precisely in terms of the characteristic pairs. This is not
found in the topological results of Brauner or Zariski. However, it can be
seen that any values of xi and yi that satisfy xini − yimi = 1 will indeed
result in exactly the same set of relations. This is so because Pi commutes
with Qmi−1i−1 and hence with Q
mi
i as well.
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