In the present context, there are many records available in textual format that offers a means to share knowledge and valuable information which are in most of the scenarios temporally bound. It is not straightforward to access the information which are relevant to a specific time frame without identifying the time, event information along with their relation in any form of documentation. The importance of temporality is especially crucial in the medical domain where the records of a patient are varying with age, medication and surgeries.
Introduction
Time provides a substrate for the human management of perception and action. As a pervasive element of human life, time is a primary element that allows us to observe, describe and reason about what surrounds us in the world . As a cognitive and linguistic component for describing changes which happen through the occurrence of events, processes, and actions, time provides a way to record, order and measure the duration of such occurrences . The nature of time is critical to our ability to communicate plans, stories and change. Further, much of the information and many of the assertions made in a text are bounded in time.
Information Extraction is the process of automatic extraction of structured information such as entities, relationships between entities, and attributes describing entities from unstructured sources. This enables much richer forms of queries on the abundant unstructured sources than possible with keyword searches alone.
Within the biomedical community there has been a long standing interest in temporal reasoning. The interest led to the automatic extraction and interpretation of temporal information from medical texts, which includes electronic discharge summaries, patient case summaries etc. In the perspective of medical researchers making effective use of gathered temporal information from the above mentioned narratives in terms of temporality is considered important. TIECA consisted of six subtasks related to these core concepts: TIMEX3 span (TS) and attribute (TA) classification, EVENT span (ES) and attribute (EA) classification, document creation time (DR) and narrative container (CR) relations as depicted in Figure 1 . The Colon cancer patient data set of the Mayo Clinic provided in SemEval 2016 was used. We attempted to provide a solution to all six subtasks through this research, with the aim of benchmarking existing tools and methods on this corpus for further development of semantic processing of clinical notes. A system was developed through this research using both rule based and machine learning techniques. In this paper, we describe our system, its results, and an error analysis for the identified subtasks.
This paper is organized as follows. The next section explains some of the background which will be followed by the related works in Section 3. The methodology used to produce the TIECA model provided in Section 4 Experimental results are presented in Section 5. Section 6 gives the Discussion followed by Conclusion in Section 7 and future work are given in the last section.
Background
For successful temporal modelling, three core concepts need to be defined: temporal expressions (TIMEX3), denoting time references like dates; events (EVENT), denoting salient occurrences; and temporal relations (TLINK) denoting order (e.g. before, after) between an event and / or TIMEX3.
Time Extraction
Time related information in text is often expressed using a phrase that precisely describes a point or duration. Sometimes these points reference an absolute unambiguous time (anchored via e.g. a calendar), which is of great help when trying to map events from a discourse to a timeline. It is also often that case that such phrases explicitly state an interval's length. Since they are so explicit, these phrases are used when temporality is critical.
Under this definition, we considers only "proper interval" (an interval where the start point is before the end point.) as the intervals; that is, no minimum atomic duration is recognized, and there is no quantization of time into chronons. Rather, temporal entities are described by infinitesimal points that bound them.
In the context of our research a "temporal expression", or timex, is any expression that denotes a moment, interval or other temporal region without having to rely upon an event. Each interval is composed of two points between which it obtains. For example, 24th August 1997, two weeks and now are all temporal expressions; after the storm is not. Time can belong to any one of the following classes, namely, Absolute, Deictic, Anaphoric, Duration, Set, Pre Post Expressions and Quantifiers.
Event Extraction
The term Event, has many definitions in the real world but in the context of our research Events are considered as a cover term for situations that happen or occur. Events can be punctual or last for a period of time. Events may also be those predicates describing states or circumstances in which something obtains or holds true.
Events do not have to be real and observable for them to be annotated in a given text. Unreal events, such as those in a fictional or modal context should be included in a temporal annotation of a document. Description of future events or of things subordinated into the conditional world of an if condition (for example) are still events, and ought to be processed as such.
An event can belong to any of the following types, namely, Aspectual, Intentional Actions, Occurrences, Perception, Reporting, Evidential or State.
Relation Extraction
In the context of our research interval algebra which describes a relation are considered to be those that define types of relation between intervals and a set of axioms for operating with these relations; an interval has a start and an end point. Some temporal logic use points instead of intervals. For interval logic, a point event may be represented by an interval whose start and end occur simultaneously; a proper interval is an interval where the end occurs after the start . Temporal logic deal with reasoning about the relations that hold between intervals.
In our research context the DR consist of four class categories: before, after, overlap and before / overlap which describes the overall relationship. The CR, focuses on the contains class to recognize whether an event or time mentioned within the document consists or is contained by another.
Related Work

Annotation Standard and Guidelines
TimeML is an expressive language for temporal information annotation, designed to connect the processes of temporal analysis of a text with a representation and formal meaning of time. It is a specification language for event and temporal expressions in natural language text able to capture distinct phenomena in temporal markup, to anchor events to temporally denoting expressions, and to order relative event expressions.
The development of temporal annotation standards and corpora has a long history. Of note is the TimeBank corpus which contains 183 news articles annotated with temporal information, events, times and temporal links between events and times. This corpus was developed in multiple iterations, and prior analyses of the annotated data and the annotation standard aided the evolution of both. For example, Boguraev and Ando presented an extensive analysis of the TimeBank reference corpus in terms of development support of TimeML-compliant analytics, which helped advance the state of the art in temporal annotation. Indeed, iterative application of an annotation standard and examination of the resulting annotated data are critical steps in the MATTER development cycle, used for construction annotation standards [8] .
Rule Based Systems
HeidelTime which is a multilingual, cross-domain temporal tagger initiated at the Database Systems Research Group at Heidelberg University. It extracts temporal expressions from the documents and normalizes them according to the TIMEX3 annotation standards. HeidelTime distinguishes between narrative-style documents and news-style documents (e.g., Wikipedia articles) in all languages. Also in addition, English colloquial (e.g., Tweets and SMS) and scientific articles (e.g., clinical trails) are supported.
MedTime is temporal information extraction system for clinical narratives. It was developed as a part of EVENT/TIMEX3 track of the 2012 i2b2 clinical temporal relations challenge. MedTime uses hybrid system which uses cascaded rule-based and Machine Learning Techniques to extract Event and Time Expressions. It also normalizes extracted Time Expressions. Temporal Tagging was done by incorporating Heideltime temporal tagger. Rule specific to clinical discharge summaries were added to existing rule set.
Machine Learning systems
Maximum entropy model, unlike HMM, are discriminative model. Given a set of features and training data, the model directly learns the weight for discriminative features for classification. In Maximum entropy models, objective is to maximize the entropy of the data, so as to generalize as much as possible for the training data. ATT System used big windows and rich syntactic and semantic features for the TempEval time expression and event segmentation and classification tasks.
Methodology
Figure 2: Design Overview
The TIECA system consisted of the main components as depicted in Figure 2 , while the processes listed below were carried out to achieve the desired objective.
Data Cleaning
The data obtained from Mayo Clinic had documents consisting of different types of documents with a variety of encoding. Due to the differences in encoding some of the content could not be processed due to dirty data. As a result the data had to be cleaned initially before subjecting them to use within the research. Table 1 : Corpus Information A python script was written to filter the clean data within the corpus which would be utilized for the research while the other dirty data were discarded. Finally, the corpus for training consisted of 293 reports for the purpose of training while there were 147 reports for the purposes of testing as shown in Table 1 .
Preprocessing of the Corpus
Most of the time natural language sentences used as inputs for sentiment analysis, likely to contain malformed and incomplete text because of the less restricted, free format nature users were given at the time of generating the content. In order to prepare the data for further process, each sentence has to be normalized using some simple filters. Word boundaries: white space and punctuations are handled such that removing them will not affect the features of sentences, ex: Ph.D., Mr. is kept unchanged. The preprocessing was conducted by a module developed in python using NLTK (Natural Language Tool Kit).
Concept Extraction
Decomposition of natural language sentences into concepts is a focal task of any information extraction system. This module is responsible for extracting a set of concepts, known as a bag of concepts from sentence given as the input. First the sentence is decomposed into clauses. A general assumption during clause separation is that, if a piece of text contains a preposition or subordinating conjunction, the words preceding these function words are interpreted not as events but as objects. Then each clause is processed to generate verb and noun chunks using shallow parsing or natural language chunking and part-of-speech (POS) tagger. Once lexical categories are identified, single word (unigram) and multiword (bigram or trigram) concepts are formulated by checking for pre-defined set.
Analyzer Module for Time
The time module will be split into two components which focus on rule based and machine learning approaches. The rule based approach was developed using General Architecture for Text Engineering (GATE), where different rules were developed for identifying words relevant to each class within TS and capturing the TA after making the prior classification. A pipeline needs to be built for the tasks of TS and TA using SVM classifier for the machine learning approach with parameters being set manually via grid search for the machine learning approach. Separate classifiers needs to be built for each of the Time Attribute type using simple lexical features. The lexical features considered within this context are the token itself in full and without its ending (2 characters), part of speech tag, numeric type, capital type, lower case, surrounding tokens and gazetteer information based partly on an adapted version of Heidel Time.
Each token will be classified as either B (Begin), I (Inside), O (Out) using BIO chunking mechanism. For identifying TA values a slightly different context window size and information pertaining to the gazetteer need to be employed.
Analyzer Module for Event
Event module will utilize a SVM based approach for the purposes of identifying spanning events along with discovering the attributes of the components. From the comprehensive literature review it had been made clear that this produces comparatively better results in comparison to other proven techniques available.
SVM are supervised learning models with associated learning algorithms that analyze data and recognize patterns, used for classification and regression analysis. Given a set of training input bag-ofconcepts, each marked as belonging to one of two polarity categories, an SVM training algorithm builds a model that assigns test bag-of-concepts into one category, making it a non-probabilistic binary linear classifier. An SVM model is a representation of the examples as points in space, mapped so that the examples of the separate categories are divided by a clear gap that is as wide as possible. New bag-ofconcept examples are then mapped into that same space and predicted to belong to a polarity category based on which side of the gap they fall on.
Analyzer Module for Relations
The relation classification endeavor consisted of two sub components namely, DR and narrative CR. Previous phases involved identifying the event mentioned in the document and the associated time frames along with the document time, which needs to be used as the basis of input in determining the relationship between the components.
Token level features needs to be used for each of the sentences found within the provided text corpus. From the output which will be thus obtained will undergo an extraction procedure in terms of the following features: binary feature (which indicated if the token position in terms of if it is the first token in the provided sentence), the token lemma and the normalization forms, its associated type of token (word / punctuation / symbol / number / contraction) and whether if it was tagged as any of the semantic types which have been already identified (medical , procedure, anatomical site, sign/symptom, disease / disorder and concept). Another feature indicating whether the token was part of an event mention, a time mention or none of those, will be extracted from the initial predictions (phase 1) or the gold annotation (phase 2).
A CRF tool (CRF++) will be used for the DR identification using the aforementioned features along with a window of +5 or -5 tokens for each feature as contextual feature. For the CR identification an integrated approach incorporating both rule based and machine learning techniques is considered as a possible potential solution. The search space for the provided scenarios will be limited to three event or time mentions in the ascending sequential order from the text to classify CR between the identified two mentions. CRF++ can be used for the machine learning part with the same token features as identified for DR. If the two adjacent mentions were located in separate sentences those type of sentences will be merged together to form one sentence.
For the rule based section GATE or Moonstone could be utilized. Moonstone can be placed in the pipeline along with the before identified predictions for the purpose of recognizing potential instances of the contains relation, using the below two rules:
1. If a DATE annotation initiates a sentence, and an EVENT annotation occurs anywhere in the following three sentences, with no intervening DATE mention, then infer a CR between the two.
2. If two EVENT annotations appear within a sentence, and one appears commonly as the first argument in the training annotations denoting the contains relation, and the second commonly appears as the second contains argument in the training annotations, then infer a CR between the two.
In the final stage both machine learning and rule based techniques needs to be integrated after three runs. The first run (V1) will be entirely based on the Machine Learning solution. In the second run (V2) the mentions extracted from the rule based system will be added along with V1 search space. In the third run (V3), initially start with the mentions from the rule based system and add random pairs from the first run maintaining the constraint that maximum 3 nearest mentions are included along with the rule based feature.
Experiments
For the purpose of the research all the data belonging to the above three different types were analyzed together in the training and evaluation phase due to the fact that the time related information(words) with respect to the six classes are used in a similar format as a result of the English grammar and sentence structure. As a result there was no need to consider them separately for the purpose of the research.
Rule Based
The rules of the system were derived following the principles mentioned in Heidel Time [9] by developing individual rules for the sub tasks and afterwards combining them to obtain the a collaborative procedure. For each sub-task there were instances when more than one rule was required for the purpose of identifying the relevant detail for the extraction of the words.
Initially two different corpuses were formulated in GATE namely, training and testing corpus. After creating empty corpus and naming it as the training corpus the 293 documents were added to it for the purpose of running the tests on the training data, a similar procedure was done for the testing data set as well. When the rule based system was developed to extract the time related information for the six different classes there were scenarios in which more than one rule was required for the purpose identifying the appropriate class and attribute of the identified element. The variations in linguistics nature of English language and its different forms of applications in general scenarios require different rules to be utilized for certain types of classes.
The rules were written in JAPE format, where there were individual files consisting of rules to identify the elements belonging to each of the relevant class. There were rules written in GROOVY to identify the attributes of the identified elements in terms of their values. The scores obtained for each is as shown in Table 2 in terms of precision, recall and f1-score. From the table it was evident that the rule based system performed well in identifying the span of the temporal words comparatively more than that of identifying the appropriate class of the identified elements. The training data was analyzed in many ways and different types of rules were developed but after a certain degree the rules proved to be inappropriate for the testing set, as a result they were discarded.
Machine Learning
The features and their relative values were extracted with the aid of Natural Language Tool Kit (NLTK) and Pandas libraries. After identifying the features and extracting them, the features were ranked by its relative significance for the purposes of TIECA research. The feature selection was conducted using Waikato Environment for Knowledge Analysis (WEKA).
In the context of machine learning there are scenarios where certain features act as noise or there may be presence of redundant features which hinder the performance of the entire system as a whole. The reason is that the complexity within the system increases when there are a lot of features which the system uses to identify the temporal information as a result run time tends to increase with not much significant improvement in productivity.
The selected features out of the identified features were namely, the token itself, capital type (e.g. all in upper case, mixed case, lower case), stripped token (the two last characters, e.g. decades -decad), POS tag, numeric type (e.g. digit, alphanumeric), surrounding tokens (from 5 to 2 preceding and subsequent tokens, but never more than 5 and never less than 2.) and time-specific gazeteer which was used as a feature (whether or not the token was in the gazeteer). The machine learning solution performed comparatively better than the rule based system and produced a much better result in terms of precision, recall and f1-score as depicted in Table 3 . When more features were incorporated into the machine learning based solution it produced better results for training but the relative performance on the testing set began to drop due to overfitting.
Discussion
The machine learning solution produced scores in terms of the identified surpassing similar systems. The rule based approach developed using GATE had a low scores compared to that of the machine learning approach. In order to understand why the TIECA system achieved comparatively low Precision with the Clinical TempEval results, an extensive analysis was performed on the manually annotated time expressions provided for that task. When comparing the guidelines against the manually annotated corpus some inconsistencies can be observed concerning the span and the class feature of a timex. A degree of error can be expected to be seen in any manually annotated corpus; however, similar divergences could be found to be occurring repeatedly. Table 4 summarizes all the expression types which were analyzed, detailing the number of annotation agreements and disagreements, as well as the total number of expressions found in the corpus.
Analysis of Span and Class
Explicit times of the day should be annotated as a timex of class TIME (TimeML guideline). This should be the case even if such expressions appear isolated in the text (e.g., 1:33 pm) or within a more complex expression together with a date (e.g., 04-Oct-2010 09:44). Less than 10% of the expressions denoting time were manually annotated. Of these, almost 60% represent annotation disagreements as a timex of class DATE instead of TIME. THYME Guidelines state that words like since, during and until preceding a timex of class DATE should modify the timex class to DURATION. However, in almost 65% of such modified timexes, we found that this rule was not followed, and that the timex was presented as a DATE.
Additionally, in the same section, one can find that two dates can be used to construct a DURATION timex (e.g., December 2009 through March 2010). However, because each one represents a single point in time, they should both be separately annotated as DATE rather than DURATION. The guidelines are clear about a diverse set of non-markable expressions. The TIDES Guidelines have a specific section to describe what should not be annotated as a timex, including prepositions and subordinating conjunctions, specific duration and frequency expressions, and proper names. Table 5 lists time expressions found in the provided corpus that are non-markable expressions according to the guidelines.
Non Markable Expressions
There is no reference in the guidelines to annotating the words Date and Time as a timex when they are not part of a more complex expression, as such isolated words cannot be normalized. In expressions like Date/Time=Mar 3, 2010, it is expected that Mar 3, 2010 should be annotated as a DATE, but not the words Date and Time as time expressions of class DATE and TIME respectively. We found 359 occurrences of such words in 217 different documents, from which 63 of them were incorrectly annotated as DATE and TIME (17.5%).
Non-quantifiable durations are not markable, as they refer to some vague duration (interval) of time, including expressions like duration, for a long time, some time, and an appropriate amount of time. On the other hand, temporal expressions denoting imprecise amount of time should be annotated as a timex (e.g., many days, few hours). We found 185 non-quantifiable duration expressions, from which 43 were incorrectly annotated as a timex with class DURATION (almost 25% of disagreement).
Prepositions which introduce noun phrases are never triggers for time expressions and they can never appear as the syntactic head of an annotated expression. In around 10% of those kind of expressions found in the corpus, time expressions were incorrectly annotated including the head preposition (in, on, at, during, after, since, until) . Some examples include until July, on Monday, in the last year. We observed that some expressions tend to appear more often than others in the Clinical TempEval datasets. Most of these are a timex of class SET. A SET is defined (section 4.2.6 of THYME Guidelines) as an expression which comprises a quantifier (optional) and an interval to represent a frequency (mandatory). Three times weekly, monthly and 1/day are considered as a SET, but not twice which is considered as a QUANTIFIER. We selected a set of the most significant expressions, in terms of the number of occurrences, in order to compare the number of manually annotated expressions against the number of expressions which we found within the text. Table 6 shows how many times each expression was manually annotated and how many times we found it within the corpus (number of found occurrences). Considering all of the selected expressions for this analysis, only 23.3% of such expressions were manually annotated. Considering only SET expressions, the percentage of manually annotated expression is even lower (8.5%).
Frequent Expressions
Annotation guidelines should clearly state the full set of rules defining what should or should not be annotated, and how. For THYME, the annotators had to piece together several guidelines to figure out what to annotate. This is a potential source of error. Training in the use of multiple sets of guidelines could be considered as an alternative.
In creating the THYME gold standard, multiple annotators and an adjudication process were used. A potential source of error with this approach is that where all annotators have a low recall and adjudication focuses only on resolving disputes, the resulting recall can be no greater than the union of the two. This casts doubt on the veracity of inter-annotator agreement as an indicator of the accuracy of annotation of a corpus.
This last point raises the potential merit of using a high recall rule-based system to prepare a corpus, creating annotations for review by human annotators. Some constructs and guidelines can be represented by simple, unambiguous rules, and where this is the case, the rules will most likely outperform the human annotator in terms of recall. We feel that in such high recall cases, the disadvantage of the approach, that there tends to be a poor correction of missing spans, would be outweighed by the increased number of annotations found.
Quantifiers
A special type of timex of class QUANTIFIER was introduced in the THYME Annotation Guidelines. These are used to identify expressions such as twice, four times, and three incidents which represent the number of occurrences of an EVENT. However, the THYME Guidelines do not make it clear whether or not the words that identify the event itself should be part of the timex span.
In order to understand the way in which QUANTIFIERs and associated EVENTs should be annotated, we examined their occurrence in the Clinical TempEval corpus. We listed all non-numerical words that we found either (a) annotated as part of the QUANTIFIER span or (b) immediately after the QUANTI-FIER span. Our reasoning was that these represented the repeated EVENT.
We compared the number of manually annotated QUANTIFIERs associated with these EVENTs in the reference corpus, with the number of all QUANTIFIERs that we could find, where they were related to the same kind of EVENT. For example, if the reference corpus included a QUANTIFIER annotation for twice in the expression twice before colonoscopy, then we looked for all occurrences of QUANTIFIER expressions associated with colonoscopy. Only 11.6% of the QUANTIFIERs that we found were manually annotated in reference the corpus. A questionnaire was distributed among 20 participants which provided results that helped us to further validate the findings which we were able to conclude.
Conclusion
Present day, Web 2.0 and other online textual records offers a great means to share knowledge, which may be useful to various kinds of people with the constraint of temporal validity. Most of the existing approaches have been unable to provide a wholistic solution for this concern. TIECA focuses on providing solution for the problem of temporal information extraction within the medical domain, since it is the area in which temporality of data is vital for life critical scenarios.
This research proposed a novel approach that encompasses a rule based and machine learning approach to solve the problem of temporal information extraction primarily within the medical domain. One of the major contributions of this research is the rules used within the system and the classification methodology used to identify the temporal words along with their attribute.
It was observed that the proposed TIECA methodology was always few steps ahead of the benchmarked systems on all the experimentations. Very promising results in terms of precision, recall and F1-score are visible with the system developed through this research. Successful results were achieved in the latter stages of the research due to fine tuning the system without overfitting to the training data. This experiment shows well ahead results, proving that the proposed method is very adequate for the context of the medical domain.
The task of adapting annotation of temporal semantics to clinical notes is a challenging and significant task. Within this research a detailed results of a principled analysis of expert manual annotations of temporal expressions in the THYME schema over a corpus of clinical notes. In multiple categories discrepancies between annotations and the guidelines were found. The spans or temporal expressions were in some instances incorrect. Ambiguities remained regarding the correct identification of the Timex class, as also happened in TimeML. Wording in the guidelines was sometimes misinterpreted leading to non markable timexes being annotated. TimeML confusion appeared around the annotation of complex. SET type timexes and their quantifiers. This data driven analysis and its findings should help to guide future temporal annotation efforts in the clinical domain.
Future Works
Construction of multilingual temporal information extraction with the aid of appropriate lexical resources as well as taggers and parsers (i.e., POS taggers). The research was conducted taking into consideration a medical domain, in the future branching this work to other domains as well which rely on temporal validity. Enforcing a text quality filter for the purpose of filtering incomplete and misspelled words.
