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In this paper the relation between De Morgan triples on the unit interval and Atanassov’s
intuitionistic De Morgan triples is presented, showing how to obtain, in a canonical way,
Atanassov’s intuitionistic DeMorgan triples fromDeMorgan triples.Moreover,we also show
that the automorphisms on the unit interval and on L∗ (the intuitionistic value lattice) are in
one-to-one correspondence and how automorphisms on L∗ act on Atanassov’s intuitionistic
De Morgan triples. It is also proved that the action of automorphisms and the canonical
construction of De Morgan triples on L∗ commutes.
© 2010 Elsevier Inc.
1. Introduction
Menger in [36] introduced the triangular norms (t-norms) notion in order to model the distance in probabilistic metric
spaces. Schweizer and Sklar in [41] gave an axiomatics for t-norms. In [1], Alsina et al. use t-norms and their dual notion
(t-conorms) to model conjunction and disjunction connectives in fuzzy logics, generalizing several previous fuzzy interpre-
tations for the conjunction, provided, among others, by Zadeh in [44], Bellman and Zadeh in [9] and Yager in [43] (which
define a general class of interpretations). From a t-norm it is also possible to obtain canonical fuzzy interpretation for impli-
cation and negation connectives [15]. Thus, each t-norm determines a different set of true formulas (1-tautologies) and false
formulas (0-contradictions) and therefore different fuzzy logics. In this way, t-norms play an important role in fuzzy logic in
the narrow sense [30]. The dual notion of t-norms are called t-conorms. A triple 〈T, S,N〉, where T is a t-norm, S a t-conorm
and N a fuzzy negation, is called De Morgan Triple if it fulfills De Morgan laws [33]. On the other hand, automorphisms on
the unit interval, i.e. bijective and increasing functions on [0, 1], has been used to distort or transform classes of functions
on [0, 1] preserving their main properties or to characterize some of such classes [34].
After the introduction of the concept of fuzzy sets by Zadeh in 1965 several researches were conducted on the extensions
of the notion of fuzzy sets. Among these extensions the one that have drawn the attention of many researches the last
decades is the theory of intuitionistic fuzzy sets introduced by Atanassov (AIFS) in 1983 [2,4,5]. This is mainly due to the fact
that AIFS are consistent with human behavior. AIFS add an extra degree to the usual fuzzy sets in order to model hesitation
and uncertainty about the membership degree of belonging. In fuzzy set theory the hesitation degree (or nonmembership
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degree) of an element of the universe is implicity defined as oneminus themembership degree, and hence it is fixed. In AIFS
theory the hesitation degree is somehow independent.
Since AIFS theory is a generalization of fuzzy set theory it is natural to expect that most of the concepts and properties
intrinsic to fuzzy set theory should have a counterpart in AIFS theory. Thus several notions originally defined for fuzzy
sets were extended for AIFS, such as similarity measures [28] and relations [12]. In particular the notions of t-norms, t-
conorms, fuzzy negations and automorphisms were generalized for AIFS in [18,20] and in this paper we prove that the set
of intuitionistic automorphisms with the composition form a group.
This paper considers these generalizations and provides a way to construct intuitionistic t-norms, t-conorms and nega-
tions and automorphisms on L∗ (the intuitionistic value lattice) from t-norms, t-conorms, negations and automorphisms
on [0, 1], respectively, in such a way that if 〈T, S,N〉 is a De Morgan triple, then its Atanassov’s intuitionistic version also
satisfies similar properties as De Morgan laws. It is also proved that this correspondence behave functorially, i.e. if we apply
these constructions to the conjugates of a t-norm (t-conorm, negation) we obtain the same intuitionistic t-norm (t-conorm,
negation) obtained by applying these constructions to the t-norm (t-conorm, negation) and then the respective automor-
phism on L∗. Finally, we use the Atanassov operators, introduced in [4], in order to show how to obtain De Morgan triples
from Atanassov’s intuitionistic De Morgan triples.
2. De Morgan triples
Amapping T : [0, 1] × [0, 1] −→ [0, 1] is a triangular norm, t-norm for short, if for each x, y, z ∈ [0, 1] it satisfies the
following properties:
1. Symmetry: T(x, y) = T(y, x),
2. Associativity: T(x, T(y, z)) = T(T(x, y), z),
3. Monotonicity: if x ≤ z then T(x, y) ≤ T(z, y) and
4. One identity: T(x, 1) = x.
Some basic t-norms are:
1. Gödel or minimum: TG(x, y) = min{x, y},
2. Łukasiewicz: TL(x, y) = max{x + y − 1, 0},
3. Product: TP(x, y) = xy,
4. Drastic Product:
TD(x, y) =
⎧⎨
⎩
min{x, y}, if max{x, y} = 1,
0, otherwise.
We can establish a partial order on t-norms as follow:
T1 ≤ T2 iff ∀x, y ∈ [0, 1], T1(x, y) ≤ T2(x, y).
It was proved in [41] the following inequalities:
Proposition 1. Let T be a t-norm. Then
TD ≤ T ≤ TG.
Corollary 2. T(x, y) = 1 iff x = y = 1.
Proof. Straightforward from Proposition 1. 
Corollary 3. If x = 0 or y = 0 then T(x, y) = 0.
Proof. Straightforward from Proposition 1. 
Corollaries 2 and 3 show that t-norms generalize the classical conjunction.
Amapping S : [0, 1]×[0, 1] −→ [0, 1] is a triangular conorm, t-conorm for short, if for each x, y, z ∈ [0, 1], it satisfies
the following properties:
1. Symmetry: S(x, y) = S(y, x),
2. Associativity: S(x, S(y, z)) = S(S(x, y), z),
3. Monotonicity: if x ≤ z then S(x, y) ≤ S(z, y) and
4. Zero identity: S(x, 0) = x.
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Some basic t-conorms are:
1. Gödel or maximum: SG(x, y) = max{x, y},
2. Łukasiewicz: SL(x, y) = min{x + y, 1},
3. Probabilistic sum: TP(x, y) = x + y − xy,
4. Drastic sum:
SD(x, y) =
⎧⎨
⎩
max{x, y}, if min{x, y} = 0,
1, otherwise.
We can establish a partial order on t-conorms as follow:
S1 ≤ S2 iff ∀x, y ∈ [0, 1], S1(x, y) ≤ S2(x, y).
It was proved in [41] the following inequalities:
Proposition 4. Let S be a t-conorm. Then
SG ≤ S ≤ SD
Corollary 5. S(x, y) = 0 iff x = y = 0
Proof. Straightforward from Proposition 1. 
A function N : [0, 1] → [0, 1] is a fuzzy negation if
N1 : N(0) = 1 and N(1) = 0;
N2 : If x ≥ y then N(x) ≤ N(y), ∀x, y ∈ [0, 1].
In addition, fuzzy negations satisfying the following involutive property are called strong fuzzy negations [30,15]:
N3 : N(N(x)) = x, ∀x ∈ [0, 1].
As it is well known, all strong fuzzy negations are continuous and strict [23,15,8], i.e. if x < y then N(y) < N(x).
Example 1. A typical example of a strong fuzzy negation is the complement negation, that is, the function NC(x) = 1− x.
An example of a strict and continuous fuzzy negationwhich is not strong isN(x) = 1− x2 and an example of fuzzy negation
which is neither continuous nor strict is N⊥(1) = 0 and N⊥(x) = 1 when x = 1 [8].
It is also possible to establish a partial order on fuzzy negations in a natural way. Considering two fuzzy negations N1 and
N2, this partial order is defined as:
N1 ≤ N2 if, for each x ∈ [0, 1],N1(x) ≤ N2(x).
Remark 1. If N1 ≤ N2 and x ≥ y then N1(x) ≤ N2(y).
There are several subtle different notions for De Morgan triples in the context of fuzzy logic, see for example [16,33,26,
30,38,10,42,22,45,31]. However, an usual way to define a De Morgan triple (DMT) (see for example, [38,30,35,22]) is as a
triple 〈T, S,N〉 where T is a t-norm, S a t-conorm and N a fuzzy negation, satisfying the properties:
T(x, y) = N(S(N(x),N(y))), (1)
S(x, y) = N(T(N(x),N(y))), (2)
which naturally imply that N is a strong fuzzy negation (it is sufficient take y = 1 in Eq. (1)). This equations are inspired in
the logical equivalent version of the De Morgan laws:
α ∧ β ≡ ¬(¬α ∨ ¬β) and α ∨ β ≡ ¬(¬α ∧ ¬β) (3)
which are possible because the classical negation is involutive. However in fuzzy logic not all fuzzy negations are involutive
and so it is different to consider the logical equivalences in Eq. (3) instead of the original De Morgan laws:
¬(α ∧ β) ≡ ¬α ∨ ¬β and ¬(α ∨ β) ≡ ¬α ∧ ¬β. (4)
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In this paper we opted for consider the original De Morgan laws as done in [33,39,45]. Thus,
Definition 6. A triple 〈T, S,N〉, where T is a t-norm, S a t-conorm and N a fuzzy negation, is a De Morgan triple if for each
x, y ∈ U,
N(T(x, y)) = S(N(x),N(y)), (5)
N(S(x, y)) = T(N(x),N(y)). (6)
Clearly in the case that 〈T, S,N〉 is a De Morgan triple, in the sense of Definition 6 and N is a strong fuzzy negation,
〈T, S,N〉 is also a DeMorgan triple in the sense, for example, of [26,30,31], generalizing in this way these approaches. Notice
that (TG, SG,N⊥) is a De Morgan triple in sense of Definition 6 which is not a De Morgan triple in the sense of [16,30,31].
3. Automorphisms on [0, 1] acting on De Morgan triples
In fuzzy logic, a typical way of generating newer fuzzy t-norms from a given fuzzy t-norm is obtained via automorphisms
on the real unit interval [0, 1], which are defined as bijection functions on [0, 1] preserving natural ordering. To find fuzzy
connectives (t-norms, t-conorms and implications) which satisfy nice and realistic properties, as the iterative boolean-law
or the contradiction law, is onemain problem and it may possible be solved up to an automorphism [15,29,37]. The set of all
automorphisms is a group under the mapping composition and it is a fundamental structure for representation theorems
related to the fuzzy connectives (norms, conorms, negations and implications).
A mapping ρ : [0, 1] −→ [0, 1] is an automorphism on [0, 1] if it is bijective and monotonic: x ≤ y ⇒ ρ(x) ≤ ρ(y)
[29,37].
An equivalent definition is given in [15], whereρ : [0, 1] −→ [0, 1] is an automorphismon [0, 1] if it is a continuous and
strictly increasing function satisfying the boundary conditions, thatmeans, ρ(0) = 0 and ρ(1) = 1. Aut([0, 1]) denotes the
set of all automorphisms on [0, 1]. Automorphisms on [0, 1] are closed under composition: if ρ and ρ′ are automorphisms
on [0, 1] then ρ ◦ ρ′(x) = ρ(ρ′(x)) is also an automorphism on [0, 1]. The inverse of an automorphism on [0, 1] is also an
automorphism on [0, 1]. In fact, the algebraic structure of 〈Aut([0, 1]), ◦〉 is a group.
Let ρ be an automorphism on [0, 1] and f : [0, 1]n → [0, 1] be a function where [0, 1]n = [0, 1]× · · ·× [0, 1] n-times.
The action of ρ on f , denoted by f ρ , is defined as follows
f ρ(x1, . . . , xn) = ρ−1(f (ρ(x1), . . . , ρ(xn))). (7)
In particular, when f is a t-norm, t-conorm or a fuzzy negation, then f ρ is also a t-norm, t-conorm or fuzzy negation,
respectively. In what follows next we will prove that automorphisms preserve De Morgan triples, i.e. the action of an
automorphism on all components of a De Morgan triple gives rise to a De Morgan triple.
Theorem 7. Let 〈T, S,N〉 be a De Morgan triple and ρ be an automorphism. Then 〈Tρ, Sρ,Nρ〉 is also a De Morgan triple.
Proof. We will prove that 〈Tρ, Sρ,Nρ〉 satisfies Eq. (5). Eq. (6) follows in an analogous setting
Nρ(Tρ(x, y)) = ρ−1(N(ρ(ρ−1(T(ρ(x), ρ(y)))))) by Eq. (7)
= ρ−1(N(T(ρ(x), ρ(y))))
= ρ−1(S(N(ρ(x)),N(ρ(y)))) by hypothesis
= ρ−1(S(ρ(ρ−1(N(ρ(x))), ρ(ρ−1(N(ρ(y)))))))
= Sρ(Nρ(x),Nρ(y)) by Eq. (7) 
4. Atanassov’s intuitionistic De Morgan triples
An Atanassov’s intuitionistic fuzzy set (AIFS) A in a universe X is
A = {(x, μA(x), νA(x)) : x ∈ X}
where μA, νA : X → [0, 1] are functions satisfying the condition μA(x) + νA(x) ≤ 1.
Deschrijver and Kerre in [17] gave an alternative approach for AIFS. They proved that AIFS can also be seen as an L-fuzzy
set in the sense of Goguen [27] by considering the complete lattice 〈L∗,≤L∗〉 where
L∗ = {(x, y) ∈ [0, 1] × [0, 1] : x + y ≤ 1} and
(x1, x2) ≤L∗ (y1, y2) if and only if x1 ≤ y1 and x2 ≥ y2.
Notice that 0L∗ = (0, 1) and 1L∗ = (1, 0).
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Given a nonempty subset A ⊆ L∗ it supremum and infimum, with respect to ≤L∗ , can be obtained as follows:
sup A = (sup{l(X) : X ∈ A}, inf{r(X) : X ∈ A}),
inf A = (inf{l(X) : X ∈ A}, sup{r(X) : X ∈ A}),
where l(x1, x2) = x1 and r(x1, x2) = x2.
In [20] the subset D = {X ∈ L∗ : l(X) + r(X) = 1} of L∗ was called of diagonal.
Let  be the auxiliar order on L∗, defined in Eq. (8). This order is the reverse of the order introduced in [11] and is in
correspondence with the inclusion order on interval-valued fuzzy sets (IVFS) (see for example [13,7,8]) when we considers
the well known isomorphism between AIFS and IVFS in [17]
X  Y ⇔ l(Y) ≤ l(X) and r(Y) ≤ r(X). (8)
A mapping T : L∗ × L∗ −→ L∗ is an Atanassov’s intuitionistic fuzzy triangular norm, L∗-t-norm for short, if, for each
X, Y, Z ∈ L∗, T satisfies the following properties [18,20]:
1. Symmetry: T (X, Y) = T (Y, X),
2. Associativity: T (X, T (Y, Z)) = T (T (X, Y), Z),
3. Monotonicity: if Y ≤L∗ Z then T (X, Y) ≤ T (X, Z), and
4. Border condition: T (X, 1L∗) = X .
A mapping S : L∗ × L∗ −→ L∗ is an Atanassov’s intuitionistic fuzzy triangular conorm, L∗-t-conorm for short, if, for
each X, Y, Z ∈ L∗, S satisfies the following properties [18,20]:
1. Symmetry: S(X, Y) = S(Y, X),
2. Associativity: S(X, S(Y, Z)) = S(S(X, Y), Z),
3. Monotonicity: if Y ≤L∗ Z then S(X, Y) ≤ S(X, Z), and
4. Border condition: S(X, 0L∗) = X .
A mapping N : L∗ −→ L∗ is an Atanassov’s intuitionistic fuzzy negation, L∗-negation for short, if N satisfies the
following properties [18,20]:
1. Border condition: N (0L∗) = 1L∗ and N (1L∗) = 0L∗ ,
2. Antitonicity: for each X, Y ∈ L∗, if X ≤L∗ Y then N (Y) ≤L∗ N (X),
L∗-negations satisfying the property
Involution: N (N (X)) = X , ∀X ∈ L∗.
are called strong L∗-negations.
A triple 〈T , S,N 〉 is an Atanassov’s Intuitionistic De Morgan Triple, if
N (T (X, Y)) = S(N (X),N (Y)) (9)
and
N (S(X, Y)) = T (N (X),N (Y)). (10)
4.1. Obtaining Atanassov’s intuitionistic De Morgan triples from De Morgan triples
The following proposition, considering T1 = T2, shows how to obtain from any t-norm an L∗-t-norm.
Proposition 8. Let T1 : [0, 1]2 → [0, 1] and T2 : [0, 1]2 → [0, 1] such that T1 ≤ T2. T1 and T2 are t-norms iff T˜1T2 :
L∗ × L∗ −→ L∗, defined by
T˜1T2(X, Y) = (T1(l(X), l(Y)), 1 − T2(1 − r(X), 1 − r(Y))) (11)
is an L∗-t-norm, denominated L∗-derived t-norm of T1 and T2. When T1 = T2 we will denote T˜1T2 by T˜1.
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Proof. (⇒) By definition of L∗, l(X) ≤ 1−r(X) and l(Y) ≤ 1−r(Y). So, bymonotonicity of t-norms, T1(l(X), l(Y)) ≤ T1(1−
r(X), 1−r(Y)). SinceT1 ≤ T2,T1(1−r(X), 1−r(Y)) ≤ T2(1−r(X), 1−r(Y)). So,T1(l(X), l(Y)) ≤ T2(1−r(X), 1−r(Y)) ≤ 1.
Therefore, T1(l(X), l(Y)) + 1−T2(1−r(X), 1−r(Y)) ≤ 1 and so, by Eq. (11), T˜1T2(X, Y) ∈ L∗.
In the sequel it will be proved that T˜1T2 is an L
∗-t-norm.
Symmetry: ∀X, Y ∈ L∗
T˜1T2(X, Y) = (T1(l(X), l(Y)), 1−T2(1−r(X), 1−r(Y)))
= (T1(l(Y), l(X)), 1−T2(1−r(Y), 1−r(X)))
= T˜1T2(Y, X)
Associativity: ∀X, Y, Z ∈ L∗
T˜1T2(X, T˜1T2(Y, Z)) = (T1(l(X), l(˜T1T2(Y, Z))), 1−T2(1−r(X), 1−r(˜T1T2(Y, Z))))
= (T1(l(X), l(T1(l(Y), l(Z)), 1−T2(1−r(Y), 1−r(Z)))),
1−T2(1−r(X), 1−r(T1(l(Y), l(Z)), 1−T2(1−r(Y), 1−r(Z)))))
= (T1(l(X), T1(l(Y), l(Z))), 1−T2(1−r(X), 1−(1−T2(1−r(Y), 1−r(Z)))))
= (T1(T1(l(X), l(Y)), l(Z))), 1−T2(1−r(X), T2(1−r(Y), 1−r(Z)))
= T˜1T2(T1(l(X), l(Y)), l(Z)), 1−T2(1−r(X), 1−r(Y)), 1−r(Z))
Monotonicity: If Y ≤L∗ Z then l(Y) ≤ l(Z) and r(Y) ≥ r(Z). So, T1(l(X), l(Y)) ≤ T1(l(X), l(Z)) and T2(r(X), r(Y)) ≥
T2(r(X), r(Z)). Thus, (T1(l(X), l(Y)), T2(r(X), r(Y))) ≤L∗ (T1(l(X), l(Z)), T2(r(X), r(Z))) and therefore T˜1T2(X, Y) ≤L∗
T˜1T2(X, Z).
Border condition: ∀X ∈ L∗,
T˜1T2(X, 1L∗) = (T1(l(X), l(1L∗)), 1−T2(1−r(X), 1−r(1L∗)))
= (T1(l(X), 1), 1−T2(1−r(X), 1))
= (l(X), 1−(1−r(X)))
= X.
(⇐) First note that T1(x, y) = l(˜T1T1((x, 1 − x), (y, 1 − y)) and T2(x, y) = 1 − r(˜T2T2((x, 1 − x), (y, 1 − y)). So, it is
sufficient to consider the case when T1 = T2 (or simply T). Therefore,
l(T˜((x, 1 − x), (y, 1 − y)) = T(x, y) = 1 − r(T˜((x, 1 − x), (y, 1 − y)). (12)
Trivially, T satisfy the properties of symmetry, monotonicity and border condition. So, only remain to prove that T is
associative:
T(x, T(y, z)) = l(T˜((x, 1 − x), (l(T˜((y, 1 − y), (z, 1 − z))),
1 − l(T˜((y, 1 − y), (z, 1 − z)))))) by Eq. (12)
= l(T˜((x, 1 − x), (l(T˜((y, 1 − y), (z, 1 − z))),
r(T˜((y, 1 − y), (z, 1 − z)))))) by Eq. (12)
= l(T˜((x, 1 − x), T˜((y, 1 − y), (z, 1 − z)))) by def. of l and r
= l(T˜(T˜((x, 1 − x), (y, 1 − y)), (z, 1 − z))) by assoc. of T˜
= l(T˜((T(x, y), 1 − T(x, y)), (z, 1 − z))) by Eq. (11)
= T(T(x, y), z) by Eq. (12) 
We say that an L∗-t-norm T is representable if there exist t-norms T1 and T2 such that T = T˜1T2.
Theorem 9. An L∗-t-norm T is representable iff T is -isotonic, in both arguments.
Proof. (⇒) Notice that, because L∗-t-norms are symmetric, it is sufficient to consider -isotonicity in one argument. If T
is representable, i.e. T = T˜1T2 for some t-norms T1 ≤ T2, then when X  Y , l(Y) ≤ l(X) and 1 − r(X) ≤ 1 − r(Y). So,
T1(l(Y), l(Z)) ≤ T1(l(X), l(Z)) and T2(1 − r(X), 1 − r(Z)) ≤ T2(1 − r(Y), 1 − r(Z)). Therefore,
T (X, Z) = (T1(l(X), l(Z)), 1 − T2(1 − r(X), 1 − r(Z)))  (T1(l(Y), l(Z)), 1 − T2(1 − r(Y), 1 − r(Z))) = T (Y, Z).
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(⇐) Suppose that T is -isotonic. We will prove that, in this case, Tl, Tr : [0, 1] × [0, 1] → [0, 1] defined by
Tl(x, y) = l(T ((x, 1 − x), (y, 1 − y))) and Tr(x, y) = 1 − r(T ((x, 1 − x), (y, 1 − y))) (13)
are such that T = T˜lTr .
It is not difficult to prove that Tl and Tr are t-norms such that Tl ≤ Tr .
Since, (l(X), 1− l(X)) ≤L∗ X and (l(Y), 1− l(Y)) ≤L∗ Y , then by the isotonicity property T ((l(X), 1− l(X)), (l(Y), 1−
l(Y))) ≤L∗ T (X, Y). So, l(T ((l(X), 1−l(X)), (l(Y), 1−l(Y)))) ≤ l(T (X, Y)). But, (l(X), 1−l(X))  X and (l(Y), 1−l(Y)) 
Y . Thus, by the -isotonicity property, T ((l(X), 1 − l(X)), (l(Y), 1 − l(Y)))  T (X, Y). So, l(T (X, Y)) ≤ l(T ((l(X), 1 −
l(X)), (l(Y), 1 − l(Y)))). Therefore, l(T (X, Y)) = l(T ((l(X), 1 − l(X)), (l(Y), 1 − l(Y))).
Analogously, it is possible to prove that, r(T (X, Y)) = r(T ((1 − r(X), r(X)), (1 − r(Y), r(Y)))). Thus,
T˜lTr(X, Y) = (Tl(l(X), l(Y)), 1 − Tr(1 − r(X), 1 − r(Y)))
= (l(T ((l(X), 1−l(X)), (l(Y), 1 − l(Y)))),
1−(1−r(T ((1−r(X), r(X)), (1−r(Y), r(Y))))))
= (l(T ((l(X), 1 − l(X)), (l(Y), 1 − l(Y)))),
r(T ((1 − r(X), r(X)), (1 − r(Y), r(Y)))))
= (l(T (X, Y)), r(T (X, Y)))
= T (X, Y) 
We can establish a partial order on L∗-t-norms: T1 ≤ T2 if for each X, Y ∈ L∗ we have that T1(X, Y) ≤L∗ T2(X, Y). It is
not hard to prove that for any L∗-t-norm T ,
T˜D ≤ T ≤ T˜G. (14)
Notice that
T˜G(X, Y) = (min{l(X), l(Y)},max{r(X), r(Y)}),
T˜D(X, Y) =
⎧⎨
⎩
T˜G(X, Y), if X = 1L∗ or Y = 1L∗ ,
0L∗ , otherwise.
The following proposition, considering S1 = S2, shows how to obtain from any t-conorm an L∗-t-conorm.
Proposition 10. Let S1 : [0, 1]2 → [0, 1] and S2 : [0, 1]2 → [0, 1] be such that S1 ≤ S2. S1 and S2 are t-conorms iff
S˜1S2 : L∗ × L∗ −→ L∗, defined by
S˜1S2(X, Y) = (S1(l(X), l(Y)), 1 − S2(1 − r(X), 1 − r(Y))) (15)
is an L∗-t-conorm, denominated L∗-derived t-conorm of S1 and S2.
Proof. Analogous to the proof of Proposition 8. 
When S1 = S2 we will denote S˜1S2 by S˜1.
Analogously to Theorem 9, we have that an L∗-t-conorm S is representable iff S is -isotonic, in both arguments.
We can establish a partial order on L∗-t-conorms: S1 ≤ S2 if for each X, Y ∈ L∗ we have that S1(X, Y) ≤L∗ S2(X, Y). It
is not hard to prove that for any L∗-t-conorm S ,
S˜G ≤ S ≤ S˜D (16)
Notice that
S˜G(X, Y) = (max{l(X), l(Y)},min{r(X), r(Y)})
S˜D(X, Y) =
⎧⎨
⎩
S˜G(X, Y), if X = 0L∗ or Y = 0L∗ ,
1L∗ , otherwise.
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The following proposition, considering N1 = N2, shows how to obtain from any fuzzy negation an L∗-negation.
Proposition 11. Let N1 and N2 be fuzzy negations. If N1 ≤ N2 then N˜1N2 : L∗ −→ L∗ defined by
N˜1N2(X) = (N1(1 − r(X)), 1 − N2(l(X))) (17)
is an L∗-negation, denominated L∗-derived negation of N1 and N2.
Proof. We need to prove that N˜1N2 is an L
∗-negation, i.e. that it satisfies the border and antitonicity properties.
Border condition: N˜1N2(0L∗) = (N1(1 − 1), 1 − N2(0)) = (1, 0) = 1L∗ .
Antitonicity: If X ≤L∗ Y then l(X) ≤ l(Y) and 1− r(X) ≤ 1− r(Y). So, N1(1− r(X)) ≥ N1(1− r(Y)) and 1− N2(l(X)) ≤
1 − N2(l(Y)). Therefore, N˜1N2(Y) ≤L∗ N˜1N2(X). 
We say that an L∗-negation N is representable if there exist fuzzy negations N1 and N2 such that N = N˜1N2.
Proposition 12. An L∗-negation is representable iff N is -isotonic.
Proof. (⇒) IfN is representable, i.e.N = N˜1N2 for some fuzzy negations N1 ≤ N2, then when X  Y , 1− r(X) ≤ 1− r(Y)
and l(Y) ≤ l(X). So, N1(1 − r(Y)) ≤ N1(1 − r(X)) and N2(l(X)) ≤ N2(l(Y)) and therefore 1 − N2(l(Y)) ≤ 1 − N2(l(X)).
Hence,
N (X) = (N1(1 − r(X)), 1 − N2(l(X)))  (N1(1 − r(Y)), 1 − N2(l(Y))) = N (Y).
(⇐) Suppose that N is isotonic with respect to . We will prove that, in this case, Nl,Nr : [0, 1] → [0, 1] defined by
Nl(x) = l(N (x, 1 − x)) and Nr(x) = 1 − r(N (x, 1 − x)) (18)
are such that N = N˜lNr .
It is not difficult to prove that Nl and Nr are fuzzy negations such that Nl ≤ Nr .
Since, X ≤L∗ (1− r(X), r(X)), then by the antitonicity propertyN (1− r(X), r(X)) ≤L∗ N (X). So, l(N (1− r(X), r(X))) ≤
l(N (X)). But, (1− r(X), r(X))  X and therefore, by the-isotonicity property,N (1− r(X), r(X))  N (X). So, l(N (X)) ≤
l(N (1−r(X), r(X))). Thus, l(N (1−r(X), r(X))) = l(N (X)). Analogously, it is possible to prove that, r(N (l(X), 1− l(X))) =
r(N (X)). Thus,
N˜lNr(X) = (Nl(1 − r(X)), 1 − Nr(l(X)))
= (l(N (1 − r(X), r(X))), r(N (l(X), 1 − l(X)))]
= (l(N (X)), r(N (X)))
= N (X) 
When N1 = N2 we will denote N˜1N2 by N˜1.
Lemma 13 [19, Lemma 3.5]. If N is a strong L∗-negation then for each X ∈ D, N (X) ∈ D.
Proposition 14 [19, Theorem 3.6]. LetN be an L∗-negation.N is strong if and only ifN = N˜ for some strong fuzzy negation N.
Theorem 15. 〈T, S,N〉 is a De Morgan triple iff 〈T˜, S˜, N˜〉 is an Atanassov’s intuitionistic De Morgan Triple.
Proof. (⇒) By Propositions 8, 10 and 11, just remain to prove that Eqs. (9) and (10) are satisfied.
N˜(T˜(X, Y)) = N˜(T(l(X), l(Y)), 1 − T(1 − r(X), 1 − r(Y))) by Eq. (11)
= (N(1 − (1 − T(1 − r(X), 1 − r(Y)))), 1 − N(T(l(X), l(Y)))) by Eq. (17)
= (N(T(1 − r(X), 1 − r(Y))), 1 − N(T(l(X), l(Y))))
= (S(N(1 − r(X)),N(1 − r(Y))), 1 − S(N(l(X)),N(l(Y)))) by Eq. (5)
= S˜((N(1 − r(X)), 1 − N(l(X))), (N(1 − r(Y)), 1 − N(l(Y)))) by Eq. (15
= S˜(N˜(X), N˜(Y))
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The proof of Eq. (10) is analogous.
(⇐) By Propositions 8, 10 and 11, just remain to prove that Eqs. (5) and (6) are satisfied.
N(T(x, y)) = l(N˜(T(x, y), 1 − T(x, y))) by Eq. (17)
= l(N˜(T˜((x, 1 − x), (y, 1 − y)))) by Eq. (11)
= l(˜S(N˜(x, 1 − x), N˜(y, 1 − y))) by Eq. (9)
= l(˜S((N(x), 1 − N(x)), (N(y), 1 − N(y)))) by Eq. (17)
= l(S(N(x),N(y)), 1 − S(N(x),N(y))) by Eq. (15
= S(N(x),N(y)) by definition of l
The proof of Eq. (6) is analogous. 
An Atanassov’s intuitionistic De Morgan triple 〈T , S,N 〉 is representable if there exist De Morgan triples 〈T1, S1,N1〉
and 〈T2, S2,N2〉 such that T = T˜1T2, S = S˜1S2 and N = N˜1N2.
Theorem 16. Let T be an L∗-t-norm, S be an L∗-t-conorm and N be a strongL∗-negation. T , S and N are representable iff
〈T , S,N 〉 is also representable.
Proof. (⇒) Suppose that T = T˜1T2, S = S˜1S2 and N = N˜ for t-norms T1 and T2, t-conorms S1 and S2, and a strong fuzzy
negation N. Then
(N(T2(x, y)), 1 − N(T1(x, y))) = N˜(T1(x, y), 1 − T2(x, y))
= N˜(˜T1T2((x, 1 − x), (y, 1 − y))
= S˜1S2(N˜(x, 1 − x), N˜(y, 1 − y))
= S˜1S2((N(x), 1 − N(x)), (N(y), 1 − N(y)))
= (S1(N(x),N(y)), 1 − S2(N(x),N(y))).
So, N(T2(x, y)) = S1(N(x),N(y)) and N(T1(x, y)) = S2(N(x),N(y)). Dually, it is possible to prove that N(S2(x, y)) =
T1(N(x),N(y)) and N(S1(x, y)) = T2(N(x),N(y)). Hence, 〈T1, S2,N〉 and 〈T2, S1,N〉 are a De Morgan Triples and therefore〈T , S,N 〉 is also representable.
(⇐) Follows directly by the definition of representable Atanassov’s intuitionistic De Morgan triple. 
5. Automorphism on L∗ acting on Atanassov’s intuitionistic De Morgan triples
Amapping  : L∗ −→ L∗ is an automorphism on L∗ if it is bijective and monotonic w.r.t. the≤L∗ order, that is, X ≤L∗ Y
implies that (X) ≤L∗ (Y). The set of all automorphisms on L∗ is denoted by Aut(L∗). In what follows, it is provided a
canonical construction of automorphisms on L∗ from automorphisms on [0, 1] and vice-versa.
Theorem 17. Let ρ : [0, 1] −→ [0, 1] be an automorphism on [0, 1]. Then the function ρ˜ : L∗ −→ L∗ defined by
ρ˜(X) = (ρ(l(X)), 1 − ρ(1 − r(X))) (19)
is an automorphism on L∗.
Proof. The bijectivity of ρ˜ follows straightforward from the bijectivity of ρ and Eq. (19). On the other hand, if X ≤L∗ Y then
l(X) ≤ l(Y) and r(X) ≥ r(Y) and so, by the monotonicity of ρ , ρ(l(X)) ≤ ρ(l(Y)) and 1− ρ(1− r(X)) ≥ 1− ρ(1− r(Y)).
Therefore, ρ˜(X) ≤L∗ ρ˜(Y). 
Theorem 18. Let  : L∗ −→ L∗ be an automorphism. Then the function l : [0, 1] −→ [0, 1] defined by
l(x) = l((x, 1 − x)) (20)
is an automorphism on [0, 1].
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Proof. Straightforward from the bijectivity and ≤L∗-isotonicity of . 
Corollary 19. Let ρ : [0, 1] → [0, 1] and  : L∗ → L∗ be automorphisms on [0, 1] and on L∗, respectively. Then Eqs. (21) and
(22) bellow holds
ρ˜l = ρ, (21)
˜l = . (22)
Proof. Let x ∈ [0, 1], then
ρ˜l(x) = l(ρ˜(x, 1 − x)) by Eq. (20)
= l(ρ(l(x, 1 − x)), 1 − ρ(1 − r(x, 1 − x))) by Eq. (19)
= l(ρ(x), 1 − ρ(1 − (1 − x)))
= ρ(x)
The proof that Eq. (22) holds is analogous. 
Proposition 20. Let  be an automorphism on L∗. Then (D) = D.
Proof. Straightforward from Eqs. (22) and (19) and Theorem 18. 
Proposition 21. Let  be an automorphism on L∗ and r : [0, 1] −→ [0, 1] be the function defined by
r(x) = 1 − r((x, 1 − x)). (23)
Then r = l .
Proof. Let x ∈ [0, 1]. Then,
r(x) = 1 − r((x, 1 − x)) by Eq. (23)
= 1 − r(˜l(x, 1 − x)) by Eq. (22)
= 1 − r(l(x), 1 − l(x)) by Eq. (19)
= l(x) 
Remark 2. Thus, the operator .˜ is a bijection between Aut([0, 1]) and Aut(L∗).
Proposition 22. Let ρ and ρ′ be automorphisms on [0, 1]. Then
1. ρ˜ ◦ ρ˜′ = ρ˜ ◦ ρ′
2. i˜d[0,1] = idL∗ .
Proof. Let (x1, x2) ∈ L∗. Then
1. ρ˜ ◦ ρ˜′(x1, x2) = ρ˜(ρ′(x1), 1 − ρ′(1 − x2))
= (ρ(ρ′(x1)), 1 − ρ(1 − (1 − ρ′(1 − x2))))
= (ρ(ρ′(x1)), 1 − ρ(ρ′(1 − x2)))
= ρ˜ ◦ ρ′(x1, x2),
2. i˜d[0,1](x1, x2) = (id[0,1](x1), 1 − id[0,1](1 − x2))
= (x1, x2). 
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Corollary 23. Let ρ be an automorphism on [0, 1]. Then
ρ˜−1 = ρ˜−1. (24)
Thus, Proposition 22 and Corollary 23 show that the bijection .˜ is an isomorphism between (Aut([0, 1]), ◦,−1 , id[0,1])
and (Aut(L∗), ◦,−1 , idL∗). Once, (Aut([0, 1]), ◦) is a group [25,38] then (Aut(L∗), ◦) is also a group.
The action of an automorphism  ∈ Aut(L∗) on an L∗-t-norm is defined by
T (x, y) = −1(T ((x), (y))). (25)
Proposition 24. Let T be an L∗-t-norm and  ∈ Aut(L∗). Then T  is also an L∗-t-norm.
Proof. We will prove that, since T satisfies the four axioms of L∗-t-norms, T  also satisfy these four axioms.
Symmetry: Straightforward.
Associativity: Follows by the following computations:
T (X, T (Y, Z)) = −1(T ((X), T ((Y), (Z)))) by Eq. (25)
= −1(T (T ((X), (Y)), (Z))) by associativity of T
= −1(T ((−1(T ((X), (Y)))), (Z)))
= T (T (X, Y), Z) by Eq. (25)
Monotonicity: If Y ≤ Z then (Y) ≤ (Z) and so, by the monotonicity of T , T ((X), (Y)) ≤ T ((X), (Z)). Thus, by the
monotonicity of −1 and Eq. (25), T (X, Y) ≤ T (X, Z).
Border condition: Follows by the following computations:
T (X, 1L∗) = −1(T ((X), (1L∗))) by Eq. (25)
= −1(T ((X), 1L∗))
= −1((X)) by border condition of T
= X 
Theorem 25. Let T be a t-norm on [0, 1] and ρ be an automorphism on [0, 1]. Then T˜ ρ˜ = T˜ρ , where ρ˜ is the automorphism on
L∗ obtained from ρ as in Eq. (19).
Proof. Let (x1, x2), (y1, y2) ∈ L∗.
T˜ ρ˜ ((x1, x2), (y1, y2)) = ρ˜−1(T˜(ρ˜(x1, x2), ρ˜(y1, y2))) by Eq. (25)
= ρ˜−1(T˜((ρ(x1), 1 − ρ(1−x2)), (ρ(y1), 1−ρ(1−y2)))) by Eq. (19)
= ρ˜−1(T(ρ(x1), ρ(y1)), 1−T(1−(1−ρ(1−x2)), 1−(1−ρ(1−y2))))
by Eq. (11)
= ρ˜−1(T(ρ(x1), ρ(y1)), 1 − T(ρ(1 − x2), ρ(1 − y2)))
by definition
= ρ˜−1(T(ρ(x1), ρ(y1)), 1−T(ρ(1−x2), ρ(1−y2))) by Eq. (24)
= (ρ−1(T(ρ(x1), ρ(y1))), 1−ρ−1(1−(1−T(ρ(1−x2), ρ(1−y2)))))
by Eq. (19)
= (Tρ(x1, y1), 1−ρ−1(T(ρ(1−x2), ρ(1−y2)))) by Eq. (7)
= (Tρ(x1, y1), 1−Tρ(1−x2, 1−y2)) by Eq. (7)
= T˜ρ((x1, x2), (y1, y2)) by Eq. (25) 
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The action of an automorphism  ∈ Aut(L∗) on an L∗-t-conorm is defined by
S(x, y) = −1(S((x), (y))). (26)
Proposition 26. Let S be an L∗-t-conorm and  ∈ Aut(L∗). Then S is also an L∗-t-conorm.
Proof. Analogous to the proof of the Proposition 24. 
Theorem 27. Let S be a t-conorm on [0, 1] and ρ be an automorphism on [0, 1]. Then S˜ρ˜ = S˜ρ , where ρ˜ is the automorphism
on L∗ obtained from ρ as in Eq. (19).
Proof. Analogous to the proof of the Theorem 25. 
The action of an automorphism  ∈ Aut(L∗) on an L∗-negation is defined by
N(X) = −1(N ((X))). (27)
Proposition 28. Let N be an L∗-negation and  ∈ Aut(L∗). Then N is also an L∗-negation.
Proof. We will prove that N satisfies the border condition and the antitonicity property when N is an L∗-negation.
Border condition: N(0L∗) = −1(N ((0L∗))) = −1(N (0L∗)) = −1(1L∗) = 1L∗ .
Antitonicity: If X ≤ Y then by the definition of L∗-automorphism, (X) ≤ (Y) and so, by the antitonicity property of N ,
N ((Y)) ≤ N ((X)). Therefore
N(Y) = −1(N ((Y))) ≤ −1(N ((X))) = N(X). 
Theorem 29. Let N be a fuzzy negation on [0, 1] and ρ be an automorphism on [0, 1]. Then N˜ρ˜ = N˜ρ , where ρ˜ is the
automorphism on L∗ obtained from ρ as in Eq. (19).
Proof. Let (x1, x2) ∈ L∗.
N˜ρ˜ (x1, x2) = ρ˜−1(N˜(ρ˜(x1, x2))) by Eq. (27)
= ρ˜−1(N˜(ρ(x1), 1 − ρ(1−x2))) by Eq. (19)
= ρ˜−1(N(ρ(1−x2)), 1−N(ρ(x1))) by Eq. (17)
= ρ˜−1(N(ρ(1−x2)), 1−N(ρ(x1))) by definition
= ρ˜−1(N(ρ(1−x2)), 1−N(ρ(x1))) by Eq.(24)
= (ρ−1(N(ρ(1−x2))), 1 − ρ−1(N(ρ(x1)))) by Eq. (19)
= (Nρ(1−x2), 1 − Nρ(x1)) by Eq. (7)
= N˜ρ(x1, x2) by Eq. (17) 
Theorem 30. Let 〈T , S,N 〉 be an intuitionistic De Morgan triple and  ∈ Aut(L∗). Then 〈T , S,N〉 is also an intuitionistic
De Morgan triple.
Proof. From Propositions 24, 26 and 28 it is enough to prove that 〈T , S,N〉 satisfies the axioms (9) and (10)
N(T (X, Y)) = N(−1(T ((X), (Y)))) by Eq. (25)
= −1(N (T ((X), (Y)))) by Eq. (27)
= −1(S(N ((X)),N ((Y)))) by Eq. (9)
= −1(S((−1(N ((X)))), (−1(N ((Y))))))
= S(−1(N ((X))), −1(N ((Y)))) by Eq. (26)
= S(N(X),N(Y)) by Eq. (27)
So, the axiom (9) is satisfied and in an analogous way it is possible to prove that the axiom (10) is also satisfied. 
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6. Atanassov’s operators
Different ways of transforming intuitionistic fuzzy sets into fuzzy sets was established in [4] via an operator indexed by
a value α ∈ [0, 1]. In [14] this operator, adapted for interval-valued (IV) fuzzy sets, was used to show how to transform
t-norms, t-conorms and fuzzy negations in IV t-norms, IV t-conorms and IV fuzzy negations, respectively, and conversely,
how to transform IV t-norms, IV t-conorms and IV fuzzy negations in t-norms, t-conorms and fuzzy negations, respectively.
It is also remarked in these paper that, given the well known equivalence between IV fuzzy sets and AIFS, the results in the
paper are valid also for AIFS.
Let K : [0, 1] × L∗ → [0, 1] be a function. Given α ∈ [0, 1] define the function Kα : L∗ → [0, 1] by Kα(X) = K(α, X).
K is an Atanassov’s operator if for each X, Y ∈ L∗ and α, β ∈ [0, 1],
1. Kα(X) = l(X) whenever X ∈ D;
2. K0(X) = l(X) and K1(X) = 1 − r(X);
3. Kα(X) ≤ Kα(Y) whenever X ≤L∗ Y ; and
4. Kα(X) ≤ Kβ(X) iff α ≤ β .
An example of a such Atanassov’s operator is
Kα(X) = l(X) + α(1 − l(X) − r(X)). (28)
Lemma 31. Let T , S and N be an L∗-t-norm, an L∗-t-conorm and a strong L∗-negation, respectively. Then for each Atanassov’s
operator K and α ∈ [0, 1], the functions TKα : [0, 1]2 → [0, 1], SKα : [0, 1]2 → [0, 1] and NKα : [0, 1] → [0, 1] defined by
TKα (x, y) = Kα(T ((x, 1 − x), (y, 1 − y))), (29)
SKα (x, y) = Kα(S((x, 1 − x), (y, 1 − y))), (30)
NKα (x) = Kα(N (x, 1 − x)). (31)
are t-norms unless of associativity, t-conorms unless of associativity and strong fuzzy negations, respectively.
Proof. See [14, Lemma 4,Lemma 10]. 
Proposition 32. Let T, S and N be a t-norm, a t-conorm and a strong fuzzy negation, respectively. Then for each Atanassov’s
operator K and α ∈ [0, 1],
T˜Kα (x, y) = T(x, y), (32)
S˜Kα (x, y) = S(x, y), (33)
N˜Kα (x) = N(x). (34)
Proof. By Propositions 8, 10 and 14, T˜ , S˜ and N˜ are L∗-t-norm, L∗-t-conorm and a strong L∗-negation, respectively.
T˜Kα (x, y) = Kα(T˜((x, 1 − x), (y, 1 − y))) by Eq. (29)
= Kα(T(x, y), 1 − T(x, y)) by Eq. (11)
= T(x, y) by definition of Kα item 1
The proof that S˜Kα (x, y) = S(x, y) and N˜Kα (x) = N(x) follows by the same setting. 
Thus, by Proposition 32 and Theorem 15, 〈T˜, S˜, N˜〉 is an Atanassov’s intuitionistic De Morgan triple iff 〈T˜Kα , S˜Kα , N˜Kα 〉 is
a De Morgan triple.
Itwas proved in [14, Theorem11] thatwhen TK0 = TK1 then TK0 is a t-norm. Since, by thedefinition of Atanassov operators,
l(T ((x, 1−x), (y, 1−y))) = K0(T ((x, 1−x), (y, 1−y))) = K1(T ((x, 1−x), (y, 1−y))) = 1−r(T ((x, 1−x), (y, 1−y))),
then T preserves diagonal elements, i.e. T (D,D) ⊆ D. But, the representable L∗-t-normswhich preserve diagonal elements
are of the form T˜ for some t-norm T . So, from the item 4 of the definition of Atanassov operator and by Proposition 32, for
each α ∈ [0, 1], TKα = T .
However there are several Atannasov’s intuitionistic De Morgan triples 〈T , S,N 〉, which are not of the form 〈T˜, S˜, N˜〉,
such that 〈TKα , SKα ,NKα 〉 is a De Morgan triple. In the next proposition we will show some of such cases.
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Proposition 33. Let K be an Atanassov operator and 〈T , S,N 〉 be a representable Atanassov’s intuitionistic De Morgan triple
such that N˜ is strong. Then 〈TK0 , SK1 ,NK0〉 and 〈TK1 , SK0 ,NK1〉 are De Morgan triples.
Proof. Because 〈T , S,N 〉 is representable there are t-norms T1 and T2, t-conorms S1 and S2 and a strong fuzzy negation N
such that T = T˜1T2, S = S˜1S2 and N = N˜.
Trivially, by the definition of Atanassov operators and Eqs. (11), (15) and (17), TK0 = T1, TK1 = T2, SK0 = S1, SK1 = S2,
NK0 = NK1 = N. So, by Theorem 16, the proposition follows. 
7. Final remarks
This paper showed that the extension of the notions of De Morgan triples and automorphism on [0, 1] for AIFS is well
behaved in the sense that the next diagram commutes:
DM × Aut([0, 1])〈T
ρ, Sρ,Nρ〉 DM
DM× Aut(L∗)
(〈T˜, S˜, N˜〉, ρ˜)
 〈T˜ ρ˜ , S˜ρ˜ N˜ρ˜〉 DM
〈T˜ρ, S˜ρ, N˜ρ〉

where DM is the Class of De Morgan triples on [0, 1] whereas DM is the class of De Morgan triples on L∗. For that, we
proved that the next diagrams commutes:
T × Aut([0, 1]) T
ρ
 T
 × Aut(L∗)
(T˜, ρ˜)

T˜ ρ˜  
T˜ρ

S × Aut([0, 1]) S
ρ
 S
S× Aut(L∗)
(˜S, ρ˜)

S˜ρ˜  S
S˜ρ

N × Aut([0, 1]) N
ρ
 N
N× Aut(L∗)
(N˜, ρ˜)

N˜ρ˜  N
N˜ρ

where T, S and N are the classes of t-norms, t-conorms and fuzzy negations on [0, 1], respectively, and , S and N are
the classes of t-norms, t-conorms and fuzzy negations on L∗ respectively.
Moreover we proved that 〈Aut(L∗), ◦〉 is a group which is isomorphic to the group 〈Aut([0, 1]), ◦〉.
Atanassov in [3], extended the notion of intuitionistic fuzzy sets for lattice valued intuitionistic fuzzy sets (intuitionistic L-
fuzzy sets). Thus, in analogywith thework of [6,21,24,40]where the notion of interval-valued fuzzy connectives is extended
for the interval lattices framework, would be possible to extend our results for intuitionistic L-fuzzy sets.
Asnoted in[32], thereexistsa strongrelationbetweenbipolarmeasuresofbelief andAIFS.But, since therelationpointedby
[32] is based on the specific intuitionistic DeMorgan triple 〈T˜G, S˜G, N˜C〉, it could clearly be extended to arbitrary Atanassov’s
intuitionistic De Morgan triples.
Another future work, is to provide a generalization of the notion of additive generators, defined for De Morgan triples on
[0, 1], to Atanassov’s intuitionistic De Morgan triples and to show that this new notion also behave functorially,
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