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In recent years, there are increasing interests in fatigue-tracking technologies with the 
widespread hope that they will be invaluable in the prevention of fatigue-related 
accidents. In the literature, various efforts have been put in the fatigue measurement 
methods, including performance, perceptual, electrophysiological based 
measurements. Among them, Electroencephalogram (EEG) might be the most 
predictive and reliable physiological indicator of fatigue. However, most previously 
published research findings on EEG changes in relationship to fatigue have found 
varying, even conflicting results, which could be due to methodological limitation. It 
needs further research before we can eventually come out with an EEG-based fatigue 
monitor. 
Validation criterion is critical in fatigue detection technologies to confirm the 
measurement output is meaningful results highly related to fatigue. In the literature, 
only very few studies of fatigue detection technologies have actually used a 
performance criterion variable in conjunction with controlled sleep deprivation to 
validate their fatigue detection methodologies. Hence it is important to develop an 
EEG-based fatigue detection method with vigilance performance validation variable.  
This study presents a new task- Auditory Vigilance Task (AVT) as validation criterion 
for fatigue detection. The validity and sensitivity of this task was verified by a 
scientifically controlled 25-hour fatigue experiment recorded by EEG. Results show 
that the AVT performance concomitant with changes in fatigue induced by the 
combine influence of sleep deprivation and circadian rhythm. The effectiveness of 
Summary 
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AVT performance as the validation criterion is verified by the artificial learning 
method - SVM. SVM test accuracy indicated that fatigue data can be reliably and 
accurately separated by AVT criterion. Compared to the subject self estimation, AVT 
is more effective for both individual subject and a population of subjects. Therefore, 
this AVT performance is verified to be effective as validation criterion in fatigue 
detection technologies.  
Finally, this EEG-based fatigue detection technology with vigilance performance 
validation variable is developed. The ability of this EEG-based method is verified by 
SVM prediction accuracy. Prediction accuracy shows that there is a high probability 
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Fatigue is a common phenomenon in our daily life. One common definition of fatigue 
in medicine is that fatigue is the “state following a period of mental or bodily activity 
characterized by a lessened capacity for work”. The concept of mental fatigue early 
introduced by Grandjean (1981)，clearly differentiated mental fatigue from physical 
fatigue. He defined that physical fatigue is concerned on the reduced muscular system 
performance; mental fatigue deals with much reduced mental performance, and the 
sense of weariness. Cortical deactivation occurred during fatigue has been reported by 
recent researches on driver fatigue (Brookhius & Waard, 1993; Kecklund & Åkerstedt, 
1993; Waard & Brookhius, 1991). In this study, we defined that mental fatigue as a 
cortical deactivation, which reduced mental performance and decreased alertness. In 
this study, only mental fatigue was investigated for its increasing influence on 
operation safety and work efficiency (the word “fatigue” refers to mental fatigue 
hereafter in this study). 
 
Fatigue has major implications in road fatalities and is believed to present a major 
hazard in the transportation industry. According to the early work by Idogawa (1991) 
on driver fatigue, it is believed to account for 35-45% of road accidents. Recently, an 
estimation made by the National Highway Traffic Safety Administration in the United 
States has announced the figure of road accidents reported due to fatigue related 
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drowsy driving to be 100,000, resulting in 1,500 fatalities each year (Stutts, Wilkins, 
& Vaughn, 1999). 
   
Many factors may account for fatigue. Sleep restriction or deprivation is the most 
significant cause. Besides, night time work (i.e. circadian rhythms), monotonous 
work tasks and extended work times also have the correlation with driver fatigue 
(Horne & Reyner, 1995). These findings may help in the experimental design in this 
research. 
 
Various research efforts have been focused on the measurement of fatigue. Among 
them, Electroencephalogram (EEG) might be the most predictive and reliable 
physiological indicator of fatigue (Brookhuis et al., 1986; Lal & Craig, 2001). Since it 
has been widely accepted that characteristic changes in EEG waveforms and power 
bands can be used to visually label the transition from alert to sleep and different 
sleep stages (Rechtschaffen & Kales, 1968), the EEG has been viewed as a standard 
for measuring alertness and drowsiness in laboratory and in transportation operators.  
 
Validation criterion is critical in fatigue detection technologies to confirm the 
measurement output is meaningful results highly related to fatigue. In the literature, 
only a very few studies of fatigue detection technologies have actually used a 
performance criterion variable in conjunction with controlled sleep deprivation to 
validate their fatigue detection methodologies. Hence it is important to develop an 





1.2. Problem Statements 
Fatigue was believed to be a nonlinear, temporally dynamic, and complex process 
which results from the various combinations of many factors, sleep loss, extended 
work periods, circadian rhythm, etc (Dinges, 1995). The complexity of fatigue metric 
makes it difficult to be detected or identified. Among the increasing number of fatigue 
detection technologies, EEG has been viewed as one of the most promising 
approaches for detecting changes related to fatigue. However, there are considerable 
differences among current EEG fatigue-monitoring technologies. Previous study have 
shown that the link between EEG changes and fatigue levels depended on task design, 
subject state, and electrode site. These studies differ from the precise nature of their 
fatigue-detection algorithm to the number and placement of scalp electrodes from 
which they record (Makeig & Jung, 1995; Lal & Craig, 2002). Therefore, a robust 
experimentally controlled study is needed to measure meaningful fatigue-induced 
changes and to identify the EEG changes associated with different fatigue levels 
labeled by the validation criterion. 
 
Validation criterion is the most significant problem facing all of fatigue monitoring 
technologies. Previous studies use many indicators to determine fatigue, including 
performance, perceptual, physiological, psychological based measurements (Lal & 
Craig, 2002). Among them, vigilance performance is preferred by many researchers 
(Hartley, 2000; Mallis, 1999). Studies have also shown that rating scales or subjective 
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estimates are unreliable which could not be relied on to determine fatigue (Dinges, 
1989). The auditory reaction time task has been regarded as a promising criterion. 
However, research on the auditory vigilance performance task as a validation 
criterion is rare and the subject needs further study. 
 
1.3. Research Objectives 
The first objective is to design a scientific task as the validation criterion for our 
fatigue detection technology. Since the fundamental problem confronting all of the 
fatigue detection technologies is lack of validation criterions, this study will present 
an auditory vigilance performance task as the validation criterion. The validity and 
sensitivity of this task design are scientifically proven by the biological basis. The 
effectiveness of AVT task as validation criterion will be compared with subjective 
estimation of fatigue. 
  
The second objective is to develop the EEG-based fatigue detection methodology 
using our own validation criterion. This EEG-based fatigue detection technology 
composes of data acquisition from a multi-channel EEG measurement, pattern 
recognition method to identify EEG patterns related to different fatigue levels, and 
prediction of future fatigue using the developed fatigue models. 
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2. LITERATURE REVIEW 
 
2.1. Existing Fatigue Detection Technologies 
There are 4 classes of fatigue detection and prediction technology identified by 
Dinges and Mallis (1998):  
1. Readiness-to-perform and fitness-for-duty technologies 
2. Mathematical models of alertness dynamics joined with ambulatory technologies  
3. Vehicle-based performance technologies 
4. In-vehicle, on-line, operator status monitoring technologies 
Using this classification system the different fatigue detection technologies will be 
summarized and the specific technologies will be discussed.  
 
2.1.1. Readiness-to-perform and fitness-for-duty technologies  
“Fitness-for-duty or readiness-to-perform approaches, which are becoming popular 
replacements for urine screens for drugs and alcohol, can involve sampling aspects of 
performance capability or physiological responses. Because these tests are 
increasingly becoming briefer and more portable, the developers are seeking to 
extend their use beyond prediction of functional capability at the start of a given work 
cycle (i.e., prediction of relative risk over many hours), to prediction of capability in 
future time frames (e.g., whether someone is safe to extend work time at the end of a 
shift or duty period)” (Dinges & Mallis, 1998).  
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Fitness-for-duty systems attempt to assess the vigilance or alertness capacity of an 
operator before the work is performed. The main aim is to establish whether the 
operator is fit for the duration of the duty period, or at the start of an extra period of 
work. The tests roughly fall into one of two groups: performance-based or measuring 
ocular physiology.  
 
In the real world some transport operators report for the start of a shift with a sleep 
debt already accrued. Effective fitness-for-duty tests could have a place in these 
circumstances. However, as Haworth (1992) points out, the general applicability of 
use of such fitness-for-duty tests is less than that of vehicle (and in-vehicle operator 
performance) tests as most pre-work testing is only applicable for truck or other 
commercial vehicle drivers- the majority of other road users (e.g. car drivers) would 
not be tested. Similarly, as most of the devices are not especially portable, it would be 
difficult to test the operator after several hours of his/her shift when fatigue levels 
might be higher.  
 
Thus used alone, fitness-for-duty testing, in some circumstances, has the potential to 
detect the occurrence of existing fatigue impairment (and accordingly, the potential to 
detect fatigue-related incidents). Their concurrent validity is therefore potentially 
good. However, their predictive validity has not been established for fitness for 
duration 1, 2 or 10 hours into a trip. Predictive validity needs to be established before 
they can be used to plan delivery schedules.  
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2.1.2. Mathematical models of alertness dynamics joined with ambulatory 
technologies  
As Dinges and Mallis (1998) state “This approach involves the application of 
mathematical models that predict operator alertness/performance at different times 
based on interactions of sleep, circadian, and related temporal antecedents of fatigue 
(e.g., Åkerstedt & Folkard, 1997; Belenky et al., 1998; Dawson et al. 1998). This is 
the subclass of operator-centered technologies that includes those devices that seek to 
monitor sources of fatigue, such as how much sleep an operator has obtained (via 
wrist activity monitor), and combine this information with a mathematical model that 
is designed to predict performance capability over a period of time and when future 
periods of increased fatigue/sleepiness will occur.”  
 
Several mathematical models have been devised which may be capable of predicting 
the level of performance for an individual, based on past sleep and workload factors. 
These highly complex algorithms allow for individual patterns of sleep, work and rest 
to be entered into a system that will then show outputs describing how levels of 
performance will be affected by the individual’s sleep/work history. The key issue for 
these models is their predictive validity; do they accurately predict what they are said 
to predict? Is this information available in order to assess the models? 
 
The accuracy of the fatigue algorithm is critical. As Dinges (1997) states, “a model 
that misestimates a cumulative performance decline by only a small percentage can 
lead to a gross miscalculation of performance capability and alertness over the course 
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of a working week”. So while such models show potential to easily predict fatigue in 
operators, a large amount of validation and possible ‘fine-tuning’ of the models are 
needed before their veracity can be fully accepted. At the time of writing there are 
few convincing real world predictive validation data on this technology.  
 
As with the fitness-for-duty testing described above, the Fatigue Audit ‘Interdyne’ 
technology (see for example Dawson et al. 1998) is performed before a shift and 
needs no special apparatus in the vehicle, so it does not impinge on the performance 
of in-vehicle systems (such as route guidance) and can fit in well with other 
regulatory/enforcement methods. By contrast the U.S. Army sleep watch system is 
"continuous" and operates continuously 24 hrs per day, including within the truck cab. 
Drivers may consult their sleep watch at any time to determine whether they need 
sleep or not. Thus this model has not only the potential to predict fatigue but also 
detect it.  
  
All the models do have the potential to improve the design of shift work rosters and 
even in their present state of development they could provide useful advice to 
inexperienced supervisors responsible for roster design. The next generation of these 
models will need to take account of individual differences in susceptibility to fatigue 
including indications of differences in circadian physiology and periodicity and the 
degree of fatigue caused by different job demands.  
 
 
2. Literature Review 
 9
2.1.3. Vehicle-based performance technologies  
As Dinges and Mallis (1998) state “These technologies are directed at measuring the 
behavior of the driver by monitoring the transportation hardware systems under the 
control of the operator, such as truck lane deviation, or steering or speed variability, 
which are hypothesized to demonstrate identifiable alterations when a driver is 
fatigued as compared with their ‘normal’ driving condition.”  
 
These technologies have a sound basis in research which has shown that vehicle 
control is impaired by fatigue. However, these technologies are not without their own 
problems. What for example, is ‘normal’ or safety critical ‘abnormal’ variability for 
these measures? What is the range of ‘normal’ variability of these measures in the 
driving population? Could a perfectly safe driver be classified as ‘abnormal’ on 
occasions, e.g. score a false positive? How has the threshold of ‘abnormal’ driving 
behavior been selected? With rare exceptions these questions are not answered in the 
product descriptions. Thus these technologies also fail to provide satisfactory answers 
to the problem of successful validation.  
 
Generally such technologies involve no intrusive monitoring devices and the output 
relates to the actual performance of the driver controlling the vehicle, hence 
technologies in this group seemingly have a great deal of face validity, despite the 
absence of satisfactory information on concurrent and predictive validity.  
 
Reasonably simple systems that purport to measure fatigue through vehicle-based 
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performance are currently commercially available, however, their effectiveness in 
terms of reliability, sensitivity and validity is uncertain (i.e. formal validation tests 
either have not been undertaken or at least have not been made available to the 
scientific community). More complex systems (such as SAVE) are undergoing 
rigorous evaluation and design, and seem potentially very effective, however they are 
not yet commercially available. Thus the authors cannot recommend any of the 
current systems for immediate use in transportation in Australia and New Zealand in 
2000. Equally, until more complex systems are further developed and validated, it is 
difficult to speculate upon the role of such technologies vis-à-vis other enforcement 
and regulatory frameworks.  
 
2.1.4. In-vehicle, on-line, operator status monitoring technologies  
As Dinges and Mallis (1998) state “This category of fatigue-monitoring technologies 
includes a broad array of approaches, techniques, and algorithms operating in real 
time. Technologies in this category seek to record some biobehavioral dimension(s) 
of an operator, such as a feature of the eyes, face, head, heart, brain electrical activity, 
reaction time etc., on-line (i.e., continuously, during driving).” As such, in-vehicle, 
on-line, operator status monitoring is simply the measurement of some 
physiological/biobehavioural events of the operator whilst in the act of operating the 
machinery.  
 
As with the previous section (describing vehicle based performance technologies), at 
present, systems that purport to measure fatigue through operator status fall into one 
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of two general categories: simple systems that are currently commercially available, 
but with uncertain effectiveness in terms of reliability, sensitivity and validity. More 
complex systems (such as PERCLOS) that are undergoing rigorous evaluation and 
design, and seem potentially very effective, but are however not yet validated against 
real world data and are not commercially available. Again, at the current time the 
authors cannot recommend any of the systems for immediate use in transportation in 
Australia and New Zealand in 2000. Similarly, until more complex systems are 
further developed and validated, it is difficult to speculate upon the position of these 
technologies with regard to enforcement and regulatory frameworks. 
 
2.2. EEG-Based Fatigue Monitoring 
Physiological aspects of humans are known to reflect the effects of fatigue or other 
forms of impairment (Grandjean, 1981). A large number of monitors have been 
developed. The EEG has been acclaimed as one of the most promising monitors, 
sensed via an array of small electrodes affixed to the scalp, and examining alpha, beta 
and theta brain waves to reflect the brain status, identifiable in stages from fully alert, 
wide awake brain, through to the various identifiable states of sleep (Mabbott et al., 
1999). Before we continue, it is important to clarify the properties of EEG. We should 
at least make sure EEG is indeed carrying some characteristics which can be used to 
identify brain states.  
 
EEG is the recording of the electric activity in the human brain, which is measured 
from the scalp by an array of electrodes. It has been one of the major tools to 
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investigate brain functionality since Dr. Hans Berger, a German neuro-psychiatrist, 
published his first EEG recording (Berger, 1929), particularly, with the development 
of computer technology, quantitative electroencephalogram (qEEG) plays a 
significant role nowadays in the EEG-based clinical diagnosis and studies of brain 
function(Thakor & Tong, 2004), such as brain injury/tumor, epilepsy, Parkinson’s 
disease (Pezard, Jech, & Ruzicka, 2001), and anesthesia. In addition, there are various 
research findings showing that different mental activities, either normal or 
pathological, produce different patterns of EEG signals (Miles, 1996). One of the 
successful EEG-based applications is sleep scoring system. Doctors can solely rely on 
the EEG in the classification of various sleep stages (Fig 2.1) based on canonical 
sleep scoring system (Rechtschaffen & Kales, 1968).  
 
 
Fig. 2.1 EEG patterns associated with sleep stages. 
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EEG provides an indispensable window through which we are able to understand 
human brain to certain extend. Therefore, it is natural to believe EEG recording is the 
most promising physiological measurement of fatigue compared to other subjective or 
objective methods. Some EEG monitoring technologies are summarized and 
discussed below. 
 
Consolidated Research Inc. (CRI) EEG Method 
CRI’s EEG Drowsiness Detection Algorithm uses ‘specific identified EEG 
waveforms’ recorded at a single occipital site (O1 or O2). CRI Research Inc. reports 
that the algorithm is capable of continuously tracking an individual’s alertness and/or 
drowsiness state through alert periods, sleep periods, and fatigued periods as well any 
changes in alertness level. The algorithm uses approximately 2.4 second of EEG data 
to produce a single output point with a 1.2 second update rate. The algorithm output 
is an amplitude variation over time that increases in magnitude in response to the 
subject moving from normal alertness through sleep onset and the various stages of 
sleep. The algorithm is highly sensitive to transient changes in alertness based on a 
second-by-second basis.  
 
CRI’s algorithm for predicting a drowsiness state does not rely on 
electrooculographic (EOG), or any other measurement of eye movements or the status 
of the eyes (unlike other EEG algorithms used for drowsiness detection). Although 
CRI asserts that their EEG measure is tracking a state internal to the subject that is 
related to excessive drowsiness, the CRI output has low correlation with one 
2. Literature Review 
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acceptable visual reaction time test- Psychomotor Vigilance Test (PVT) (Mallis, 
1999). Furthermore, this EEG algorithm only record one channel- O1 or O2, which is 
oversimplified comparing to the complexity of EEG signal and fatigue process. 
 
EEG algorithm adjusted by CTT (Makeig & Jung, 1996) 
This EEG technology is based on methods for modeling the statistical relationship 
between changes in the EEG power spectrum and changes in performance caused by 
drowsiness. The algorithm is reported to be a method for acquiring a baseline 
alertness level, specific to an individual, to predict subsequent alertness and 
performance levels for that person. Baseline data for preparing the idiosyncratic 
algorithm were collected from each subject while performing the CTT. 
 
Makeig and Inlow (1993) have reported drowsiness-related performance is significant 
for many EEG frequencies, particularly in 4 well-defined EEG frequency bands, near 
3, 10, 13, and 19 Hz, and at higher frequencies in two cycle length ranges, one longer 
than 4 min and the other near 90 sec/cycle. However, they have observed that an 
individualized EEG model for each subject is essential due to large individual 
differences in patterns of alertness-related change in the EEG spectrum (Makeig & 
Inlow, 1993; Jung, et al., 1997).  
 
EEG spectral analysis (Lal & Craig, 2002) 
This EEG method is calculated the EEG changes in four frequency bands including 
delta (0-4 Hz), theta (4-8 Hz), alpha (8-13 Hz), and beta (13-20 Hz) during fatigue. 
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For each band, the average EEG magnitude is computed as an average of the 19 
channels (representative of the entire head). Magnitude was defined as the sum of all 
the amplitudes (EEG activity) in a band’s frequency range. The EEG of 
drowsiness/fatigue is classified into 5 phases according to the simultaneous video 
analysis of the facial features. This method reveals that magnitude data from the 
average of the response across the entire head have overall difference between the 5 
phases, and the magnitude observed in all the phases are significantly different from 
the alert baseline. 
 
Lal and Craig report that Delta and theta activity increase significantly during 
transition to fatigue by 22% and 26%, respectively. They also find that the subjects 
remained in each of the 5 phases for 2-3 min on average. However, as considered the 
duration of each phase defined by Lal and Craig, these findings most approximately 
contribute to the microsleep periods.  
 
As discussed above, there are considerable differences among current EEG 
fatigue-detection technologies. They differ from the precise nature of their drowsiness 
algorithm to the number and placement of scalp electrodes from which they record. 
They may also differ by whether or not they record and correct for eye movement 
(EOG activity). The variability in the literature may also be attributed to 
methodological limitations, such as inefficiency or limitation of signal processing 
techniques used in EEG society, insufficient number of subject under study, 
insufficient number of electrodes, disturbance of unknown factors due to coarse 
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experimental design, and relatively limited adoption of newly emerged pattern 
recognition techniques. Consequently, most previously published research findings on 
EEG changes in relationship to fatigue have found varying, even conflicting results. It 
needs further research before we can eventually come out with an EEG-based fatigue 
monitor. 
 
2.3.  Scientific Validation of Fatigue Detection Technologies 
The fundamental problem confronting all of the fatigue detection technologies is their 
validation. Most of the technologies currently are in prototypic, evaluation or early 
implementation stages, and as yet remain scientifically and practically unproven. The 
problem of the choice of criterion variable for validation of the test is examined, 
along with the problems of integrating the output of the technologies into the 
transport system and whether they will receive acceptance. For example, fatigue 
detection is going to have to be considerably more accurate than drivers’ own self 
reports if it is going to be relied upon by drivers to improve safety. If it is less 
accurate than drivers’ self reports then they will ignore it.  
 
The validation criterion is critical in the experiment to confirm that the measurement 
output of the technology is a meaningful covariate of the adverse effects of the 
induced fatigue. If the validation criterion variable is either inherently unreliable itself 
(e.g., self report of alertness) or a physiological variable of uncertain relationship to 
actual fatigue (Richardson, 1995), then it cannot be determined with certainty 
whether the technology’s output variable was changing in relationship to a reliable 
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criterion of impairment from fatigue. Hence some most popular existing validation 
criterions in fatigue detection technologies are discussed below.  
 
PERCLOS – Ocular Measure 
‘PERCLOS', an acronym derived from percentage of eyelid closure, is a slow eye lid 
closure when 80% of the pupil is covered. PERCLOS was found to be the best 
potential measure of fatigue drawn from a range of ocular variables studied at Duke 
University in the 1970s and at Virginia Polytechnic Institute and State University 
during the 1980s and 1990s. Fatigue was manipulated by sleep deprivation and the 
ocular variables included pupilometry, gaze, saccades, convergence, blinking etc.  
 
Walt Wierwille, et al. (1994) reviewed the work at Virginia Tech in the 1980s and 90s 
on PERCLOS, which antedates the current research program. There has been 
considerable progress with PERCLOS (80% slow eye lid closure) and it clearly is the 
best of the potential ocular measures for assessing fatigue. The data are impressive. 
But Wierwille adopted a fairly cautious stance on using PERCLOS to measure fatigue, 
certainly on its own. He was in favor of combining it with performance measures (e.g. 
Lateral lane deviation).  
 
Dixon Cleveland reviewed the technology for measuring PERCLOS. There is now 
good technology for measuring PERCLOS non invasively from dashboard mounted 
cameras using infra-red beams to measure retinal reflection and a light emitting diode 
beam to give a corneal reflection with which to measure gaze direction (by measuring 
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the vector between the papillary and the corneal reflections). PERCLOS no longer 
has to be measured manually from videos (Federal Motor Carrier Safety 
Administration, 2000). However, the outstanding problem at the time of the 
conference was loss of image to measure PERCLOS when drivers look in their 
mirrors outside the view of cameras. Since then this problem has apparently been 
overcome, although problems may remain with getting good quality retinal 
reflections from some eyes. It is worth pointing out, that PERCLOS works fairly well 
in the darkness of night, but not very well at all in daylight, because ambient sun light 
reflections off the windows and continually bouncing around the truck cab as the 




Head position is believed to change with increasing levels of fatigue. A person may 
begin to lose muscle tone in the neck and the head may begin to bob, drop or roll, 
which can be characteristic signs of sleepiness. It has been speculated that control of 
head motions may change depending on the degree of alertness of an individual. 
 
The non-contact Proximity Array Sensing System (PASS), developed by Advanced 
Safety Concepts, Inc. is an apparatus designed to record the x, y, and z coordinates of 
the head using three electromagnetic fields. Its drowsiness algorithm is based on 
research that indicates a relationship between micro-motion of the head and 
impairment or drowsiness. It is hypothesized by ASC, Inc. that changes in the x, y, z 
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coordinates of the head may be an indicator of fatigue onset, and that PASS may 
detect micro-sleeps based on different head movement patterns. However, the 
problem is that operator performance has already declined to unsafe levels before the 
head nods forward in a fatigued/sleepy state.  
 
Vigilance Performance 
Vigilance performance variables as the validation criterion are preferred by most 
researchers in development of fatigue monitoring technologies (Caldwell, 1997; 
Makeig & Inlow, 1993; Mallis, 1999). Stimulus-response (SR) reaction task is the 
most popular one in this category, which is performed by measuring certain aspects of 
a participant response to the presentation of a stimulus. These aspects most often 
include length of response time, accuracy of responses, false reports, or response 
omissions while researchers may vary presentation time, number of trials, intervals 
between stimulus onsets, and maximum response time. Stimuli may use one or more 
of several sensory modalities, like audition, vision, or physical sensation. A general 
potential problem with such task is that special care must be taken to ensure that the 
demands of the task do not interfere with, or increase, the participant’s workload. 
 
In many fatigue studies, researchers have created their own battery of SR tests to 
monitor fatigue. However, many of these tests remained unproven of their validity, 
sensitivity and effectiveness. Some of them are too complex, accordingly to have 
dramatic learning curves; some are aptitude and acquiring skills dependence; some 
have not been validated to be sensitive to fatigue (Berka, et al., 2004). Therefore, a 
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scientific test with high validity and sensitivity is needed in this fatigue detection 
research. 
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3. VALIDATION CRITERION: AUDITORY 
VIGILANCE TASK PERFORMANCE 
 
Validation criterion is critical in fatigue detection technologies to confirm whether the 
measurement output is meaningful results highly related to fatigue. This study 
presents a new task- Auditory Vigilance Task (AVT) as validation criterion for fatigue 
detection. This AVT design should meet four goals as an objective validation 
criterion: 
1. Task should be simple to perform, free of learning curve. Therefore, the task can 
not too intellectually complex to motivate or arouse the subject, must not be too 
simplistic that it involves behaviors that are very automatic.  
2. Task should be independent on acquired skills (aptitude, knowledge). 
3. Task cannot in itself affect levels of fatigue.  
4. Task should be highly sensitive to changes during fatigue process.  
 
This chapter describes the AVT task in details, and presents the biological basis and 
validity of task design, and draws the conclusion that this AVT is suitable for further 
use in fatigue study and in light of the direction for fatigue monitoring. 
 
3.1. Biological Basis of Task Design 
3.1.1. Cortical deactivation 
Our brain is the most complex structure known in the universe. It is made of three 
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main parts: the forebrain, midbrain, and hindbrain. The forebrain consists of the 
cerebrum, thalamus, and hypothalamus (part of the limbic system). The midbrain 
consists of the tectum and tegmentum. The hindbrain is made of the cerebellum, pons 
and medulla. Often the midbrain, pons, and medulla are referred to together as the 
brainstem.  
 
The cerebrum or cortex is the largest part of the human brain, associated with higher 
brain function such as thought and action. The cerebral cortex is divided into four 
sections, called "lobes": the frontal lobe, parietal lobe, occipital lobe, and temporal 
lobe. Fig. 3.1 is a visual representation of the cortex:  
 
 
Fig. 3.1 Lobes of the cerebral cortex 
 
Different functions of the four lobes are as follows (see Fig. 3.2): 
Frontal Lobe- associated with reasoning, planning, parts of speech, movement, 
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emotions, and problem solving  
Parietal Lobe- associated with movement, orientation, recognition, perception of 
stimuli  
Occipital Lobe- associated with visual processing  
Temporal Lobe- associated with perception and recognition of auditory stimuli, 
memory, and speech 
 
 
Fig. 3.2 Functions of the lobes   
 
During fatigue process, we experience the transition from an alert state to the fatigue 
state. The brain activity is the interchange of the cortex activation and deactivation in 
specific area which represent certain patterns that could be detected by EEG, 
functional magnetic resonance imaging (FMRI), etc. In the auditory reaction task, the 
brain undergoes its own process from sound detection to cognitive response which is 
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button press by the subjects. The whole process is shown in Fig. 3.3, after the sound 
gets into the brain through the ears, it goes through the pons, midbrain, and then to 
the Medial Geniculate Complex (MGC) of the thalamus. After that it gets to the 
primary auditory cortex at the temporal lobe of the brain for the sound discrimination. 
Later it goes to belt area, and parabelt area to analyze sound and mediate the 
communication (Kaas & Hackett, 2000; Muzur, Pace-Schott & Hobson, 2002). When 
brain is mentally fatigued, deactivation of regional cortex occurs and results in 
miscommunications between lobes. This AVT design is based on the understanding 










Fig. 3.3 Activation stream of auditory response in brain cortex  
 
3.1.2. Working memory 
In the auditory reaction task, a string of sound stimuli are displayed at one time, 
which involved in working memory when subjects respond to these stimuli. For 
future demonstration, we first describe working memory and how fatigue affects 
working memory. C. G. Jung writes: “What we call memory is this faculty to 
reproduce unconscious contents, and it is the first function we can clearly distinguish 
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in its relationship between our consciousness and the contents that are actually not in 
view.” (Logie & Gilhooly, 1998) Psychologists today describe memory in terms of 
four stages: Sensory memory, Short-memory, Working memory, and Long-term 
memory. 
 
In the 1980s, two English researchers named Baddeley and Hitch coined the term 
“working memory” for the ability to hold several facts or thoughts in memory 
temporarily while solving a problem or performing a task. Baddeley’s research also 
showed that there is a “central executive” or neural system in the frontal portion of 
the brain responsible for processing information in the “working memory.” He coined 
the term “articulatory loop” for the process of rapid verbal repetition of the 
to-be-remembered information, which greatly helps maintain it in working memory. 
 
Working memory is sometimes thought of as a synonym for short-term memory 
(STM). However the two terms have slightly different values. Since the term working 
memory emphasized the active, task-based nature of the store, whereas short-term 
memory represents the same system as long-term memory, but is used under rather 
special conditions which result in very little long-term retention. Yet one view is that 
short-term memory represents not one but a complex set of interacting subsystems 
that together are referred to as working memory. The working memory is implicated 
particularly in carrying out a string of cognitive tasks. The working memory contains 
two complementary systems for storing information. These are the articulatory loop 
and the visuospatial scratchpad. As shown in Fig. 3.4, both systems are linked to the 
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so-called central executive, a more active system which actually performs the 
short-term memory task under discussion (Baddeley, 1976). 
 
Fig. 3.4 Structure of working memory (simplified model based on Baddeley, 2002)  
 
Sleep deprivation affects working memory. A recent study investigated the working 
memory capacities of individuals who were sleep-deprived demonstrating lower 
working memory efficiency than those who slept eight hours a night (Sirota, 
Csicsvari, Buhl & Buzsáki, 2003). Fatigue also affects working memory by 
worsening your ability to concentrate and slowing down recall process (Stern & 
Fogler, 1988). A study of medical residents from five U.S. academic health centers 
has found that sleep loss and fatigue affect learning, job performance and personal 
relationships. Specifically, residents reported adverse effects on their abilities to learn, 
either in short-term or long-term memory (Papp et al., 2004) 
 
As mentioned above, fatigue and sleep deprivation affect working memory. Therefore, 
in our study design, the fatigued subjects induced by sleep deprivation and circadian 
rhythm should show performance impairment when they performed the AVT task 
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which involved in working memory.  
 
3.1.3. Reaction time 
This AVT task is a simple reaction time (RT) test designed to evaluate the ability to 
sustain attention and respond in a timely manner to sound stimuli. Reaction time is 
one of the most important factors in vigilance task. In literature, Reaction time has 
been a favorite subject of experimental researchers since the middle of the nineteenth 
century. Psychologists have named three basic kinds of reaction time experiments 
(Luce, 1986; Welford, 1980):  
1. In simple reaction time experiments, there is only one stimulus and one response. 
'X at a known location,' 'spot the dot,' and 'reaction to sound' all measure simple 
reaction time.  
2. In recognition reaction time experiments, there are some stimuli that should be 
responded to (the 'memory set'), and others that should get no response (the 
'distracter set'). There is still only one correct response. 'Symbol recognition' and 
'tone recognition' are both recognition experiments.  
3. In choice reaction time experiments, the user must give a response that 
corresponds to the stimulus, such as pressing a key corresponding to a letter if the 
letter appears on the screen. The Reaction Time program does not use this type of 
experiment because the response is always pressing the spacebar.  
 
Many researchers have confirmed that reaction to sound is faster than reaction to light, 
with mean auditory reaction times being 140-160 ms and visual reaction times being 
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180-200 ms (Welford, 1980; Brebner & Welford, 1980). Perhaps this is because an 
auditory stimulus only takes 8-10 ms to reach the brain (Kemp et al., 1973), but a 
visual stimulus takes 20-40 ms (Marshall et al., 1943). Differences in reaction time 
between these types of stimuli persist whether the subject is asked to make a simple 
response or a complex response (Sanders, 1998). For about 120 years, the accepted 
figures for mean simple reaction times for college-age individuals have been about 
190 ms (0.19 sec) for light stimuli and about 160 ms for sound stimuli (Welford, 1980; 
Brebner and Welford, 1980). 
 
There are many factors affecting reaction time. One factor is 'arousal' or state of 
attention, including muscular tension. Reaction time is fastest with an intermediate 
level of arousal, and deteriorates when the subject is either too relaxed or too tense 
(Welford, 1980; Broadbent, 1971).  
 
Another factor contributing to reaction time is age. Reaction time shortens from 
infancy into the late 20s, then increases slowly until the 50s and 60s, and then 
lengthens faster as the person gets into his 70s and beyond (Welford, 1977; Rose et 
al., 2002). Previous studies also indicate that in almost every age group, males have 
faster reaction times than females, and female disadvantage is not reduced by practice 
(Welford, 1980; Adam et al., 1999). 
 
Fatigue is one of the most investigated factors. Welford (1968, 1980) found that 
reaction time gets slower when the subject is fatigued. Singleton (1953) observed that 
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this deterioration due to fatigue is more marked when the reaction time task is 
complicated than when it is simple. Mental fatigue, especially sleepiness, has the 
greatest effect. Kroll (1973) found no effect of purely muscular fatigue on reaction 
time.  
 
Study on reaction times in performance in vigilance tasks found that individual 
periodograms indicated a rhythm in attentional capacity with periods ranging from 5 
to 30 min (Conte, Ferlazzo & Renzi, 1994). These findings indicate that considerable 
individual variation can be accounted for by considering individual periodicity in 
performance.  
 
In this study, we choose auditory stimuli in our task design. Since mean simple 
reaction time is about 160 ms for sound stimuli, and our task design is more complex 
than simple reaction time task, we consider the response time for each sound stimulus 
is 375 ms. As subjects are required to respond to one sound set with four sound 
stimuli at one time, we fix the inter-set interval is 1.5 s (see the task description 
section). This reaction time setting is also verified by many training data.  
 
3.2. AVT Description  
Resource required 
This Auditory Vigilance Task (AVT) had been programmed to operate on a 
compatible computer for use in fatigue research. The program was coded in VC and 
could be easily modified by users to vary task difficulty or other task characteristics. 
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The program interface is shown in Fig. 3.5. 
 
 
Fig. 3.5 AVT test program interface  
 
Task description 
Four sound stimuli (left, right, up, down) of 500 ms duration each were randomly 
ordered in one sound set. Each test session had 50 sound sets with 1.5 s inter-set 
interval. The total task duration was around 3 min. Subjects were required to sincerely 
concentrate and press the corresponding pre-specified buttons as soon as they could 
when they heard each complete sound set. Target sound sets were considered detected 
if the subject pressed the response buttons within the 1.5 s. When subjects responded, 
the performance is the combined influence of working memory and reaction time. 
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AVT performance 
Target sounds were considered detected if the subject pressed the response buttons 
within the inter-set interval (1.5 s). A failure to respond (or a failure to respond in a 
timely manner) to a stimulus was counted in the performance scoring. The final 
performance scoring referred to the percentage of detected sound stimuli in the whole 
test session. This AVT performance scorings were the index of vigilance performance 
impairment that indicated the loss of attention capability. 
 
3.3. Validity of AVT Design 
To test the learning curve or best performance level of AVT, eight healthy subjects (4 
males and 4 females, age range 19-25) trained on the task for an hour in ten 3-min 
blocks separated by 3-min non-task periods. This experiment was conducted at the 
same time of the day (10am-11am) for each participant, so as to exclude the influence 
of circadian rhythm. A subjective scale created specifically for this fatigue study 
called “Fatigue State Scale (FSS)” was used to evaluate fatigue levels before and after 
the training task. This scale contained 5 different levels, i.e. not fatigued at all (level 
1), slightly fatigued (level 2), moderately fatigued (level 3), very fatigued (level 4) 
and extremely fatigued (level 5). Subjects’ responses to the FSS immediately before 
and after the training task were recorded and compared. The Paired t-test showed that 
subjects’ responses did not change significantly after the one hour training task (t(7) = 
-0.55, P = 0.598 > 0.05), indicating that this AVT task can not in itself affect fatigue 
levels.  
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AVT performance scorings of all the ten training blocks from the eight subjects were 
recorded. To test the significance of this learning response, analyses of variance 
(ANOVA) were used. AVT performance of the eight subjects was nearly stable after 
the first two training blocks. As shown in Table 3.1, Statistical analysis (ANOVA) 
showed that performance in the last 5 blocks did not vary over blocks (F4, 28 = 0.93, P 
= 0.462), but varied between subjects (F7, 28 = 36.13, P < 0.0001). The learning data 
also showed no significant gender difference among the 8 (4 males and 4 females) 
subjects (F1, 4 = 1.79, P = 0.189).  
 




Source        DF        SS        MS        F        P 
Subjects       7   1046.40    149.49    36.13   0.000 
Blocks         4     15.35      3.84     0.93    0.462 
Error         28    115.85      4.14 
Total         39   1177.60 
 
                       Individual 95% CI 
Subjects        Mean   ---------+---------+---------+---------+-- 
1              98.00                                  (---*---) 
2              92.00                      (---*---) 
3              96.40                               (---*---) 
4              82.80    (---*--) 
5              99.80                                      (---*--) 
6              93.40                         (---*---) 
7              95.40                             (---*---) 
8              99.00                                    (---*---) 
                       ---------+---------+---------+---------+-- 
                            85.00     90.00     95.00    100.00 
 
                       Individual 95% CI 
Blocks          Mean   ---------+---------+---------+---------+-- 
 6             94.25     (-----------*------------) 
 7             94.00   (-----------*------------) 
 8             94.13    (-----------*------------) 
 9             95.00           (------------*-----------) 
10             95.63                 (-----------*-----------) 
                       ---------+---------+---------+---------+-- 
                            93.60     94.80     96.00     97.20 
_____________________________________________________________________ 
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All subjects have similar learning curves as shown in Fig. 3.6. As displayed in Fig. 
3.6, after 2 or 5 training trails, this AVT design is free of a learning curve. The reason 
for this characteristic is that this task is simple to perform, not intellectually complex 
which is also independent on subjects’ aptitude and knowledge. 
 


























This Auditory Vigilance Task (AVT) is an objective performance task adopted for 
monitoring fatigue. The biological basis of this task design is on the understanding 
that mental fatigue is a cortical deactivation. Meanwhile the task design is involved in 
the influence of working memory and reaction time. These biological bases make 
AVT task sensitive to fatigue process. The task is simple to perform and not too 
intellectually complex, free of learning curve or influence from acquired skills 
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(aptitude, knowledge). In our training data, this AVT task is verified to have no 
gender difference and no effect on fatigue levels by itself. This AVT therefore appears 
to be suitable for fatigue detection study.  
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4. EXPERIMENT DESIGN 
 
As stated in Chapter 3, the AVT task has been theoretically verified to be sensitive to 
fatigue based on its biological characteristics. This experiment design is used to 
estimate the validity and reliability of the AVT design in real application. This is 
achieved by testing whether the AVT performance co-vary with all fatigue levels 
induced by controlled laboratory study involving sleep loss and sampling over all 
circadian phases. A 25-hr of sustained wakefulness experiment is conducted in the 
laboratory, and AVT performance scorings and concomitant EEG data are recorded 
once an hour throughout this 25-hr period. Estimations of the relationship between 
AVT performance and fatigue changes are obtained within individual subject and 
between subjects.  
 
In this chapter, detailed experimental protocol such as the selection of subjects, 
experimental procedures and EEG data acquisition is presented. The independent 
variables sleep loss and/or circadian rhythm across a range of fatigue levels are also 
precisely controlled in this study protocol.  
 
4.1. Subjects 
Ten right-handed healthy young adults (age range 20-29; years of education 15-20) 
were monitored in the laboratory for 25 hr of sustained wakefulness. Subjects were 
recruited from the local tertiary institutions for the experiment. To qualify for the 
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study, subjects had to have no medical contraindications such as severe concomitant 
disease, alcoholism, drug abuse, and psychological or intellectual problems likely to 
limit compliance. Subjects were also screened to ensure that they had regular sleeping 
patterns (sleeping no later than 1 am, waking no later than 9 am, and no habitual 
daytime napping) and were free of sleep disorders. Table 4.1 showed the subjects 
characteristics and sleep hours.  
 
Table 4.1 Characteristics of subjects studied 





Mean sleep hours 7 
days prior to study (hr)
Sleep hours night 
before study 
01 24 Male 167 63 7.0 7.0 
02 24 Male 170 78 7.5 7.0 
03 20 Female 160 48 8.0 7.0 
04 24 Female 164 47 8.0 7.5 
05 23 Female 160 56 7.0 5.5 
06 25 Male 172 58 8.5 8.0 
07 24 Male 173 70 8.0 6.0 
08 26 Male 172 68 8.0 7.5 
09 29 Male 167 55 7.5 6.0 
10 27 Male 172 68 8.0 6.0 
 
Informed consent was obtained and the protocol was approved by the local ethics 
committee on studies involving human subjects. Subjects were recruited by a brief 
description of the 25 hr sleep deprivation protocol. Prior to the experiment, interested 
volunteers were required to answer the questionnaire involving sleep and medical 
history items. The questionnaire used in this preliminary screen has been repeatedly 
used in other sleep deprivation studies. Only those volunteers who reported no history 
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of medical or sleep problems and had the full protocol explained to them over the 
email would be our potential subjects. The potential subjects were asked to schedule a 
laboratory screening, if they wished to pursuer participation in the experiment.  
 
4.2. Experimental Procedures 
4.2.1. Pre-experimental screening 
Potential subjects reported to the laboratory for a 2-hr screening session 
approximately 1-2 weeks before the experimental protocol was scheduled to begin. 
During this session, subjects were provided with exact details of all experimental 
procedures and they also signed the approved consent form. The researchers also 
performed a confidential medical screen that consisted of questions about their health 
and medical history, as well as a series of questionnaires about their usual patterns of 
sleep and experiences with sleep deprivation to ensure that they were healthy (e.g., 
free of sleep disorders) and had a stable sleep/wake cycle.  
 
Upon completion of the initial screening, qualified subjects received a sleep diary 
which could track subject’s habitual sleep/wake cycles for approximately one week. 
Evaluation of the sleep diary data was allowed for the determination of the regularity 
and normalcy of sleep/wake schedules. Only those subjects with healthy, nocturnally 
placed sleep-wake cycles were permitted to participate in the 25-hr total sleep 
deprivation laboratory protocol. Eligible subjects who met all inclusion criteria were 
then scheduled for the in-lab experimental protocol. However, even after being 
scheduled for participation in the experiment, subjects continued to keep sleep diaries, 
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as a quality assurance that they had stable sleep/wake cycles up to the time of the 
experiment session as well as to record amounts of sleep debt upon beginning the 
experiment. 
 
4.2.2. Experimental protocol 
Subjects reported to the laboratory at 8:30 am and were monitored for 25 hours of 
sustained wakefulness. This 25-hr design could ensure this study to collect data 
sampling over all circadian phases. Subjects abstained from caffeine, smoking and 
other stimulants for 24 hours before the study. Prior to entering the study, as shown in 
table 1, subjects reported average daily sleep periods of 7.75±0.49 hr. They also 
reported sleep periods of 6.75±0.83 hr the night before the study. Before the study, 
subjects reported compliance with all given instructions. Subjects studied 
experimental protocol and get familiar with the AVT task. Experiment started at 10 
am and all subjects remained awake to the next day’s 11am (25-hr total sleep 
deprivation).  
 
Researchers remained with subjects during all times of the 25-hr total sleep 
deprivation session to ensure that wakefulness was maintained; to check and maintain 
low electrode impedance for EEG recordings; to adjust and calibrate equipment and 
technologies; to confirm the integrity of data collection; to ensure that subjects 
remained motivated and performed appropriately during test bouts; and to ensure that 
appropriately timed events occurred according to the experimental protocol. 
Researchers also engaged in social activity with subjects to assist them in staying 
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awake between performance test bouts.  
 
Subjects performed the Auditory Vigilance Task once an hour throughout 25-hr 
period of sleep deprivation. As shown in Fig. 4.1, they were instructed to put their 
right hand fingers on the response buttons and performed the task with their eyes 
closed. The instruction to keep eyes closed was used to increase the difficulty of 
remaining alert during the AVT testing session. Subjects also rated their fatigue levels 
after the task using a Fatigue State Scale (FSS), which contained 5 different levels, i.e. 
not fatigued at all (level 1), slightly fatigued (level 2), moderately fatigued (level 3), 
very fatigued (level 4) and extremely fatigued (level 5).  
 
Throughout all experiment period, subjects remained in constant light in a room that 
was temperature-controlled. Meals (excluding caffeine products) were provided at 




Fig. 4.1 Experiment set-up: Subjects performed AVT test with eyes closed. 
4. Study Design 
 40
4.3. Data Acquisition 
EEG data were recorded simultaneously with the AVT sessions. 21-channel EEG was 
recorded according to the International 10-20 system using PL-EEG Wavepoint 
system (Medtronic, Inc. Denmark), and all the electrodes referred to mastoids (A1A2). 
Electrical impedances at all electrode sites were less than 13 KΩ. EEG signals were 
sampled at 167 Hz and the total sample time was the same as the AVT session 
duration.  
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5. STATISTICAL ANALYSIS 
 
The statistical approach used to analyze the experimental data was applied to meet the 
several objectives. The main objective was to determine the effectiveness of this 
study design by testing whether the AVT performance in practice is sensitive to 
fatigue changes induced by our experimental protocol. A secondary objective was to 
assess the AVT performance variability both within subject and between subjects.  
 
5.1. Effectiveness of Study Design 
The experimental design was used to estimate the sensitivity of AVT performance 
concomitant with changes in fatigue induced by the combine influence of sleep 
deprivation and circadian rhythm. The wide range of fatigue levels were achieved by 
requiring subjects to remain awake for 25-hr and perform the AVT task once an hour 
throughout the total sleep deprivation period. This experimental design is highly 
effective as seen in Fig. 5.1. 
 
Fig. 5.1 shows the AVT performance curve across the whole 25 hr experiment period 
from 2 subjects. As shown in Fig. 5.1, AVT performance co-varies with changes in 
fatigue induced by the combined influence of sleep deprivation and circadian rhythm. 
Subjects showed lowest performance scorings around 3 to 7 AM, while the highest 
performance occurred around the beginning of the experiment sessions. This finding 
is consistent with the studies on core body temperature cycle (an indicator of 
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circadian rhythm) which have concluded that normally body temperature peaks occur 
around 11:30 am and 7 pm, while troughs around 4 am and 2 pm (especially around 4 
am, core body temperature drops to its lowest value). In the troughs when the core 
body temperature is falling to its lowest, the urge to sleep is strongest. Therefore, the 
subjects in this study were prone to have much more lapses around 4 am. In Fig. 5.1, 
performance recovered gradually after the lowest performance point. However, the 
day 2’s performance mostly cannot recover to the same performance level as day 1’s 
because of one night sleep deprivation. 
 
As shown in Fig. 5.1, the AVT performance decreased by an order of magnitude 
during the 25-hr experimental period. From the repeat measures ANOVA, the AVT 










Fig. 5.1 AVT performance curves during the experiment period (25 hr of 
wakefulness). AVT performance decreased significantly in the 25-hr period (F25, 250 = 
13.233, P < 0.0001). 
 
 
5.2. AVT Performance Variability 
In section 5.1, our qualitative analysis confirmed that the AVT performance co-varies 
with changes in fatigue induced by the combined influence of sleep deprivation and 
circadian rhythm. In this section, we quantitatively analyze the AVT performance 
variability both within subject and between subjects.  
 
5.2.1. Intra-Subject variability 
Referred to the core body temperature profile (see Fig 5.2), we tested the variability 
of AVT performance induced by circadian rhythm. Since two peaks in body 
temperature were observed around 11:30 am and 7 pm, and two troughs around 4 am 
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and 2 pm (especially around 4 am, core body temperature drops to its lowest value), 
we compared the AVT performance at these four times of day. As displayed in Table 
5.1, Statistical analysis (ANOVA) showed that AVT performance of these four hours 
have significant differences (F3, 27 = 58.29, P < 0.001). Results indicated that AVT 




Fig. 5.2 Core body temperature profile  
 
Paired t-test was used to assess the variability of AVT performance induced by sleep 
deprivation. Table 5.2 displayed the AVT performance of Day 1 and Day 2 at the 
same time of day (10 am and 11 am). Results showed that AVT performance drops 
dramatically after one night sleep deprivation (10 am: t(5) = 9.07, P < 0.001; 11 am: t(5) 
= 9.07, P < 0.001). These findings also indicated that AVT performance is sensitive to 
fatigue changes induced by sleep deprivation. 
 
 




Table 5.1 Two-way ANOVA: AVT performance versus time of day, Subjects 
__________________________________________________________________________________ 
Source       DF       SS       MS      F      P 
time of day   3  4541.08  1513.69  58.29  0.000 
Subjects      9   325.53    36.17   1.39  0.240 
Error        27   701.18    25.97 
Total        39  5567.77 
 
S = 5.096   R-Sq = 87.41%   R-Sq(adj) = 81.81% 
 
 
time        Individual 95% CIs For Mean Based on 
of          Pooled StDev 
day   Mean  ---+---------+---------+---------+------ 
 4    70.7  (---*--) 
11    96.7                            (---*--) 
14    91.6                       (---*--) 
19    96.3                            (--*---) 
            ---+---------+---------+---------+------ 




Table 5.2 Day 1’s AVT performance vs. Day 2’s AVT performance (%) 
Subject 01 02 03 04 05 06 07 08 09 10 
Day 1’s  
10 am 100 92 96 95 100 88 100 97 97 91 
Day 2’s 
10am 87 68 81 66 82 64 84 74 89 77 
Paired t = 9.07 P < 0.001 
           
Day 1’s 
11am 97 93 100 96 97 89 99 98 100 95 
Day 2’s 
11am 91 82 83 70 85 75 82 87 91 80 
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5.2.2. Inter-Subject variability                                                           
In order to investigate individual differences, the AVT performance was compared to 
estimate the between-subject variability. Subject-specific ‘z’ scores were calculated 
using these values in the following way: the grand mean of all subjects’ performance 
scorings was subtracted from the average of a specific subject’s performance and this 
number was then divided by the between subject standard deviation. This allowed for 
a determination of a subject’s overall tendency to fatigue. AVT performance ‘z’ values 
less than zero indicated a more than average tendency to fatigue and AVT 
performance ‘z’ values more than zero indicated less than average tendencies to 
fatigue. All subjects were classified into two different groups based on their tendency 
to fatigue: (1) subjects with a greater than average tendency to fatigue (‘z’ < 0) are 
considered lower performers (LP) and; (2) subjects with a less than average tendency 
to fatigue (‘z’ > 0) are considered lower performers (LP).  
 
The mean and standard deviation of the average of AVT performance for both higher 
performers and lower performers through the whole 25-hr awake are shown in Table 
5.3. Table 5.3 clearly demonstrates that differences exist between the two groups. 
Two sample t-test shows that the mean AVT performance for the HP is significantly 
higher than the mean AVT performance for LP (t = 3.67, p = 0.005, df = 6). It was 
confirmed by the sleep diary that these differences were not due to any differences in 
sleep histories. There were no statistically significant difference in sleep quality or 
average sleep amount on seven nights prior to the experimental protocol (higher 
performers = 7.5±0.5 hr; lower performers = 8±0.35 hr). 
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Table 5.3 Average AVT performance (%) for higher performers and lower performers 
Higher Performers 01 05 08 09 10 Mean SD
Average AVT Performance 89.33 88.80 87.54 93.08 88.38 89.53 2.15
Lower Performers 02 03 04 06 07 Mean SD
Average AVT Performance 83.43 85.83 77.41 83.00 85.08 82.95 3.31
 
 
The experimental design was used to estimate the sensitivity of AVT performance 
concomitant with changes in fatigue induced by the combine influence of sleep 
deprivation and circadian rhythm. The AVT performance variability within subject 
co-varies with the fatigue process, while the overall AVT performance varies between 
subjects. This inter-subject variability may bring some difficulty in development of 
our fatigue technologies if the sample data is not sufficient. 
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6. SUPPORT VECTOR MACHINES (SVM) FOR 
FATIGUE PATTERN CLASSIFICATION 
 
The best word to describe the EEG signal is complex. The EEG complexity originates 
in the intricate neural system, which is almost a black-box to us. The complexity of 
EEG signals requires some advanced signal processing methodology prior to any 
brain activity identification. Therefore, to evaluate the EEG patterns related to 
different fatigue levels, a standard artificial learning, multi-class SVM was used. This 
machine learning method is widely used for classification (pattern recognition) and 
regression models, and has been generally believed the best statistical tool for 
classification and regression.   
 
Support Vector Machines (SVM) are learning machines that can perform binary 
classification (pattern recognition) and real valued function approximation (regression 
estimation) tasks (Haykin, 1999). SVM are generally competitive to (if not better than) 
Neural Networks or other statistical pattern recognition techniques for solving pattern 
recognition problems. It is also handy for solving regression problem, which is 
convenient for continuous tracking fatigue. More importantly, SVM are showing high 
performance in practical applications in recent studies. Therefore, SVM is chosen to 
be used in this study. 
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6.1. Algorithm 
6.1.1. SVM for classification of binary case 
Consider two classes’ training vectors xi∈Rn, i=1, … , l, and the corresponding target 
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The decision function is 
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6.1.2. SVM for multi-class classification 
The intuitive way to solve the multi-class classification was “one-against-one” 
approach. In total of k(k-1)/2 classifiers were actually constructed and each one was 
trained using data from two different classes. For training data from the ith and the jth 
classes, the primal problem was:  
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SVM was effective in solving both binary and multi-class classification. In this study, 
five-level FSS was adopted, therefore, the multi-class SVM was chosen.  
 
6.1.3. Support Vector Regression 
Since our objective is continuously monitoring fatigue, the system’s output should be 
able to track the subtle change of fatigue level in individuals. Therefore, the pattern 
recognition should go for regression after essential features in relationship to fatigue 
are validated by means of multi-class classification.  
 
Given a set of available samples, {(x1, z1), … ,(xl, zl)}, such that zi∈R1 is a target 
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The corresponding dual problem is: 
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where Qij=K(xi, xj)=φT(xi) φ(xj). 
 










− + +∑ x x  (6.7) 
 
 
6.2. EEG Fatigue Data Labeling 
To evaluate the effectiveness of AVT as a criterion for labeling fatigue data, EEG 
datasets were labeled accordingly to AVT performance scorings and FSS scorings 
respectively. Since five-level FSS was used, we also classified AVT scorings into five 
levels for further analysis. For each subject, the individual scale (from the highest 
AVT score to the lowest AVT score) was evenly divided into five segments as fatigue 
level 1 to 5 respectively. The AVT scorings were classified as follows: 
 
a= (Highest scoring – Lowest scoring)/5 
Level 1: Highest scoring ~ [Highest scoring – a] 
Level 2: [Highest scoring – a] ~ [Highest scoring – 2*a] 
…… 
Level 5: [Highest scoring – 4*a] ~ Lowest scoring 
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6.3. Feature Extraction 
A fast Fourier transform (FFT) and Power Spectra Density (PSD) were performed on 
the EEG data. Four features used were extracted from the power spectrum of the EEG 
data. The frequency range was separated into four frequency bands, namely Delta 
(1.5Hz~3.5Hz), Theta (3.5Hz~7.5Hz), Alpha (7.5Hz~12.5Hz) and Beta 
(12.5Hz~25.0Hz). The four features were intended to characterize the power spectral 
density of EEG data (Hao & Gotman, 1997). Their detailed definitions were as 
following:  
 
Feature 1: Dominant frequency 
Every peak in the power spectrum corresponded to a peak frequency. The peak here 
was defined as formed by two points. One of them was within the rising slope and the 
other was within the falling slope, and they corresponded to amplitudes equal to half 
the amplitude of the peak. These two frequencies formed a frequency band. This band 
was called full width half maximum band of the peak. Among all the peaks in a 
spectrum, the peak with the largest average power in its full width half maximum 
band was called the dominant peak. The peak frequency corresponded to this 
dominant peak was defined as dominant frequency. This feature was applied to each 
frequency band. 
 
Feature 2: Average power on the dominant peak 
This was defined as the average power on the full width half maximum band of the 
dominant peak. 
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Feature 3: Center of gravity frequencies 
This parameter was defined as the frequencies that the power spectrum in the given 
frequency range concentrate. In other words, we can consider this parameter as given 
the normalized power spectrum as the probability, the mean of frequency. It was 















∑  (6.8) 
where P(fi) is the power at frequency fi. 
 
Feature 4: Frequency variability 
This feature was defined as the standard deviation of frequency given the power 
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The window used in estimating the power spectrum was 500 samples with the 
sampling frequency 167 Hz, which was in total 3 seconds. Windows overlapped by 
the time increment of 5 sample points. The dimension of the feature vector was 4 
characteristics×4 frequency bands×19 channels = 304.  
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6.4. Training and testing SVM model 
All the EEG datasets for different subjects and different levels were separated equally 
into two parts, one was for training the SVM model (training data), and the other one 
was for testing the model (testing data). To achieve less bias, we randomized the 
datasets for these two parts. The labeled training EEG data were fed into SVM, an 
optimal C value as shown in Equation (6.4) was achieved. Therefore, a multi-class 
SVM model was set up. Afterwards using the testing data to verify the model, test 
accuracy was given as the output. For individual model, all the training and testing 
data files were from the same subject. For the mix model, first we mixed the datasets 
of the same fatigue level from all the subjects. Then we trained and tested SVM 
models as done in individual model. 
 
6.5. SVM Test Accuracy  
Analysis was done to examine the accuracy of the trained SVM to classify the 
subjects’ fatigue levels. It was found that the trained SVM could recognize the 5 
different fatigue classes which were labeled by AVT performance. These results and 
discussions are presented below. 
 
6.5.1. SVM test accuracy using AVT label criterion 
Individual model (AVT label criterion) 
SVM test accuracy for individual model using AVT performance as label criterion 
refers to that the EEG data were labeled by AVT performance into 5 fatigue levels, 
after feature extraction, using half of individual subject’s data to train SVM model, 
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then the trained SVM model was evaluated by the same subject’s testing data. This 
test accuracy for individual model reflects the separability and consistency of the 
labeled EEG data, and further demonstrated the effectiveness and reliability of the 
AVT criterion for individual subjects.  
 
The SVM test accuracies of individual subject are displayed in Table 6.1. The missing 
data in Table 6.1 are due to the reason that we linearly classified the 5 fatigue levels 
by both AVT performance and FSS, while the behavior performance affected by 
fatigue process is nonlinear, temporally dynamic, and complex (Dinges, 1995).  
 
Table 6.1 shows high test accuracy for all individual subjects. Subject 01 has the 
highest test accuracy of 93.5401% and subject 07 has the lowest test accuracy of 
85.0998%. All the test accuracies are above 85% (90.8144±2.7878%), and have low 
inter-subject ranges. These findings indicate that fatigue data can be reliably and 
accurately separated by AVT label criterion.  
 
Mix model (AVT label criterion) 
SVM test accuracy for mix model using AVT performance as label criterion refers to 
that the EEG data were labeled by AVT performance scoring into 5 fatigue levels, 
after feature extraction, using training data from all the 8 subjects to train SVM model, 
then the trained SVM model was evaluated by all subjects’ testing data. The reason 
for using mix model is to reduce the influence of individual variance (‘noise’) and 
recognize the essential fatigue ‘pattern’ of the EEG data. In this section, we only use 8 
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subjects’ data for training and testing the mix model, the other 2 subjects’ data is for 
validation the model in future analysis. This test accuracy for mix model reflects the 
generalisability of the labeled EEG data, and further establishing a generalized model 
for fatigue detection.  
 
Table 6.1 SVM test accuracy of Individual model: EEG dataset labeled by AVT 
performance 
 
EEG Dataset (Sample points) Subjects 




Training 27,635 13,900 10,459 6,529 5,662 
01 
Testing 27,635 13,900 10,459 6,529 5,662 
93.5401 
Training 29,773 14,718 * 11,002 10,540 
02 
Testing 29,773 14,718 * 11,002 10,540 
90.2264 
Training 24,104 13,417 5,319 10,596 8,009 
03 
Testing 24,104 13,417 5,319 10,596 8,009 
92.9441 
Training 21,671 5,270 16,167 16,251 5,333 
04 
Testing 21,671 5,270 16,167 16,251 5,333 
88.6669 
Training 25,366 16,146 12,131 10,290 5,209 
05 
Testing 25,366 16,146 12,131 10,290 5,209 
91.5564 
Training 33,808 18,162 7,860 * 5,139 
06 
Testing 33,808 18,162 7,860 * 5,139 
92.5589 
Training 20,509 15,277 5,005 10,090 13,073 
07 
Testing 20,509 15,277 5,005 10,090 13,073 
85.0998 
Training 25,448 17,740 5,170 10,025 5,098 
08 
Testing 25,448 17,740 5,170 10,025 5,098 
91.9228 
^ Subjects ID sequence was the same as listed in Table 4.1 (same as Table 4.3). 
* No EEG dataset were classified to these fatigue levels. 
 
 
The SVM test accuracy of mix model is displayed in Table 6.2. Since there are 
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sufficient data from the 8 subjects for training and testing mix model, also for saving 
the training and testing calculation time, time increment of windows overlapped in 
feature extraction step is increased to 50 sample points (while 5 sample points for 
individual model). As shown in Table 6.2, test accuracy of mix model is 90.5970%, 
which indicates high probability of extracting the correct EEG pattern for different 
fatigue levels. This finding is also in light of the direction of monitoring system by 
establishment the fatigue model. 
 
Table 6.2 SVM test accuracy of Mix model: EEG dataset labeled by AVT 
performance 
 
EEG Dataset (Sampling points) Subjects 




Training 20,831 11,463 6,211 7,478 4,806 
01~08 




6.5.2. SVM test accuracy using FSS label criterion 
This section includes analysis performed using a second label criterion, FSS method. 
As discussed previously, in order to evaluate the effectiveness of objective criterion, 
AVT performance, subjective measure was selected for comparison. The second 
criterion (FSS) was used to recalculate the SVM test accuracy to determine whether 
the AVT performance is a better criterion for labeling fatigue data.  
 
Individual model (FSS label criterion) 
SVM test accuracy for individual model using subjects self estimation (FSS) as label 
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criterion refers to that the EEG data were labeled by FSS scoring into 5 fatigue levels, 
after feature extraction, using half of individual subject’s data to train SVM model, 
then the trained SVM model was evaluated by the same subject’s testing data. Similar 
to Table 6.1, Table 6.3 displays SVM test accuracies of individual subjects data 
labeled by FSS scoring. Compared to the results observed in Table 6.1, test accuracies 
of FSS label criterion have relatively low values. The highest test accuracy is 
81.0025% for subject 03 and the lowest test accuracy is 65.4272% for subject 05. All 
the test accuracies are around 70% (74.0141±4.8238%), and have larger inter-subject 
ranges. These findings indicate that fatigue data cannot be reliably and accurately 
labeled by FSS criterion as labeled by AVT criterion. Further analysis will be applied 
to reinforce this finding by comparing the SVM test accuracy for both label criterions 
within and between subjects. 
 
Mix model (FSS label criterion) 
SVM test accuracy for mix model using FSS scoring as label criterion refers to that 
the EEG data were labeled by FSS scoring into 5 fatigue levels, after feature 
extraction, using training data from all the 8 subjects to train SVM model, then the 
trained SVM model was evaluated by all subjects’ testing data. Similar to Table 6.2, 
Table 6.4 displays SVM test accuracies of mix model labeled by FSS scoring and 
time increment of windows overlapped in feature extraction step is also 50 sample 
points. As shown in Table 6.4, test accuracy of mix model is 72.4667% which 
indicates relatively lower probability of extracting the real pattern of different fatigue 
levels. 
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Table 6.3 SVM test accuracy of Individual model: EEG dataset labeled by FSS 
EEG Dataset (Sampling points) Subjects 




Training 5,332 28,190 10,919 10,333 12,979 
01 
Testing 5,332 28,190 10,919 10,333 12,979 
71.7135 
Training 15,143 25,889 16,945 5,496 5,045 
02 
Testing 15,143 25,889 16,945 5,496 5,045 
77.1811 
Training 10,750 21,417 13,333 10,708 10,250 
03 
Testing 10,750 21,417 13,333 10,708 10,250 
81.0025 
Training 11,191 21,712 16,188 5,332 12,999 
04 
Testing 11,191 21,712 16,188 5,332 12,999 
73.2731 
Training 10,708 18,826 18,835 12,515 5,209 
05 
Testing 10,708 18,826 18,835 12,515 5,209 
65.4272 
Training 15,117 18,078 15,162 10,052 7,617 
06 
Testing 15,117 18,078 15,162 10,052 7,617 
75.8248 
Training 18,401 20,867 15,327 5,045 7,635 
07 
Testing 18,401 20,867 15,327 5,045 7,635 
70.5969 
Training 12,632 15,937 23,478 15,267 * 
08 
Testing 12,632 15,937 23,478 15,267 * 
77.0936 
* No EEG dataset were classified to these fatigue levels 
  
 
Table 6.4 SVM test accuracy of Mix model: EEG dataset labeled by FSS 
EEG Dataset (Sampling points) Subjects 




Training 9,927 17,091 13,018 7,475 6,173 
01~08 
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6.5.3. AVT labeling vs. FSS labeling 
Before further comparison, we first test the linear relationships between the subjective 
measures (FSS scoring) and the objective measures (AVT performance scoring). The 
coherence estimation between these two measures for all subjects was applied to meet 
this objective. The term coherence is usually used to measure the degree of similarity 
between two time series in the frequency domain, simple measure of coherence in the 
time domain were calculated using both Pearson Product Moment Correlation 
Coefficients and Spearman Rank Correlation Coefficients. Spearman correlation 
coefficients were calculated to determine whether the Pearson correlation estimates of 
coherence were influenced by outlier values. Results revealed that the subject-specific 
Pearson and Spearman values were consistently similar. Therefore, the reported 
analyses and interpretations are based on Pearson correlation coefficients referred to 
as “coherence”. Since each subject performed 26 AVT tests and rated 26 FSS across 
this 25 hr experiment period, therefore, the coherence between these 26 AVT 
performance scorings and FSS scorings for each subject was calculated. 
 
As displayed in Table 6.5, the Pearson’s correlation coefficients between the FSS 
scoring and AVT scoring vary between subjects (correlation coefficient r = 
0.77± 0.07). Highest correlation coefficient can reach r = 0.86, the lowest coefficient 
r = 0.66 can be seen as well. Results show that the correlations between these two 
measures are stronger (r > 0.80) for some subjects; while for some subjects, the 
correlations are weaker (r = 0.66). However, this coherence estimation does not 
indicate which measure performs better. Statistical analysis should be applied to test 
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the performance of these two criterions. 
 
Table 6.5 Pearson’s correlation coefficients between FSS scorings and AVT scorings 
Subject 01 02 03 04 05 06 07 08 mean±std. 
Coef. 0.80 0.71 0.85 0.66 0.77 0.78 0.75 0.86 0.77±0.07 
 
SVM test accuracy for AVT label and FSS label criterion may demonstrate a clear 
conclusion. For easy comparison, we summarized the SVM test accuracy for 
individual model labeled by AVT performance and FSS scoring respectively in Table 
6.6. There is a consistent difference observed within each subject between SVM test 
accuracy for AVT labeling and test accuracy for FSS labeling in Table 6.6. SVM test 
accuracy using FSS labeling is consistently lower than test accuracy using AVT 
labeling. Paired t-test shows that SVM test accuracy of individual subjects using AVT 
labeling is significantly higher than that of FSS labeling (t(7) = 9.90, p < 0.001). And 
the test accuracy of AVT label criterion also has lower inter-subject variation. 
 
Table 6.6 SVM test accuracy (%) of 8 subjects’ individual model 
(AVT labeling vs. FSS labeling) 
 
Subjects Label 
criterion 01 02 03 04 05 06 07 08 
AVT 93.5401 90.2264 92.9441 88.6669 91.5564 92.5589 85.0998 91.9228
FSS 71.7135 77.1811 81.0025 73.2731 65.4272 75.8248 70.5969 77.0936
 
 
In summary, AVT as a label criterion is more accurate and effective than subjects’ self 
estimation (FSS scoring). Referred to the conclusions we drawn in Chapter 3 and 
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Chapter 5, we find that this AVT criterion is much suitable for fatigue detection study. 
AVT criterion is used in post hoc analysis in this study.  
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7. EEG-BASED MENTAL FATIGUE DETECTION 
USING AVT CRITERION 
 
In order to solve the problem that most previously published research findings on 
EEG changes in relationship to fatigue have varying, even conflicting results, this 
study proposed a robust experimentally controlled method to measure meaningful 
fatigue-induced changes and to identify the EEG changes associated with different 
fatigue levels labeled by the validation criterion. This EEG-based fatigue detection 
technology composed of data acquisition from a multi-channel EEG measurement 
(see details in Chapter 4), pattern recognition method (SVM) to identify EEG patterns 
related to different fatigue levels, and prediction of future fatigue.  
 
As the EEG data acquisition, AVT validation criterion and pattern recognition method 
have been stated in previous chapters. This chapter will focus on the effectiveness of 
this EEG detection technology. The effectiveness of this EEG method was verified by 
the prediction accuracy of future fatigue using the trained SVM model obtained in 
Chapter 6.    
 
7.1. Prediction accuracy of individual model  
SVM model prediction is to use the trained SVM model labeled by AVT criterion to 
assess the fatigue levels. The prediction accuracy is an estimation to assess the 
performance of our trained SVM model, and further demonstrate the effectiveness of 
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our EEG-based fatigue detection methodology. 
 
First, we examined the ability of individual SVM trained model (see details in 
Chapter 6) to predict the future fatigue levels as determined by AVT performance 
scoring, the validation criterion. These SVM predictions were calculated both for 
original subject and new subject. For the original subject, we assessed the probability 
of development of a subject-specific system for fatigue level estimation. For new 
subject, the SVM prediction accuracy acts as the indicator to assess the influence of 
inter-subject variability.  
 
Predict fatigue levels for the same subject (Repeatable pattern) 
To assess the prediction of the subject-specific model, we used the trained SVM 
model to predict future fatigue levels for the same subject. To achieve this, 
experiment 2 was conducted one month after the first experiment was completed. 
Two (subject 06 and 08) of the original 8 subjects whose data had been used for 
trained SVM model were selected to participate in this experiment, which were 
conducted in the same protocol as experiment 1. This prediction accuracy refers to the 
accuracy of using experiment 1’s trained SVM model to predict the fatigue levels as 
determined by AVT performance scoring in experiment 2. Table 7.1 are displayed the 
subject-specific prediction accuracy of individual model of two subjects (subject 06 
and 08).  
 
As shown in Table 7.1, the SVM prediction of individual model to predict the fatigue 
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levels of the same individual has acceptable accuracy values (greater than 75%). 
These results indicate that the individuals have reasonably repeatable fatigue pattern, 
which is the basis of the development of subject-specific fatigue monitoring system. 
However, the prediction accuracy cannot be equivalent to test accuracy as displayed 
in Table 6.1. The reason for this finding is that biological process could not be exactly 
constant every day, thus this baseline difference accounts for respectively lower 
prediction accuracy.     
 
Table 7.1 Prediction accuracy for Individual model predicting the same subject’s data 
from Experiment 2 
 
Subject ID Trained SVM model Testing data 
Prediction 
Accuracy (%) 
06 Experiment 1 Experiment 2 80.6941 
08 Experiment 1 Experiment 2 78.2358 
 
 
Predict fatigue levels for other subjects (individual difference) 
To test the ability of individual model’s prediction on other subjects, we used one’s 
trained SVM model to predict fatigue levels for others. This prediction accuracy 
refers to the accuracy of using one’s trained SVM model to predict the fatigue levels 
as determined by AVT performance scoring of other subjects. For comparison with 
Table 7.1, we also use the individual model of subject 06 and 08 to predict other 
subjects’ fatigue. The SVM individual model prediction for other subject’s fatigue 
levels are displayed in Table 7.2.  
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As displayed in Table 7.2, the SVM prediction accuracies of individual model to 
predict the fatigue levels of other subjects are quite low, and most of the accuracies 
are less than 50%. The results also reveal that none of the prediction accuracies for 
predicting others’ fatigue levels can outperform the accuracies for predicting the same 
individual’s fatigue. These significantly lower prediction accuracies contribute to the 
individual difference and variability between subjects (See 5.2.2 for more details). 
Hence this SVM prediction accuracy acts as the indicator to assess the influence of 
inter-subject variability.  
 
Table 7.2 Prediction accuracy (%) for Individual model predicting other subject’s 




model 01 02 03 04 05 07 
06 47.5861 41.5512 54.6335 42.5079 48.4803 49.3715 
08 45.8006 48.7026 46.3281 49.4795 43.5312 40.2378 
 
 
7.2. Prediction accuracy of Mix model 
Secondly, we examined the ability of mix model to predict the future fatigue levels as 
determined by AVT performance scoring. To test the generalisability of the mix 
model, these SVM predictions were calculated both for original subjects and new 
subjects. Original subjects refer to subjects whose training data were used to train the 
mix model. New subjects refer to subjects whose training data were not used to train 
the mix model.  
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Prediction accuracy of original subjects for mix model 
To test the ability of mix model’s prediction on original subjects, we used trained 
SVM mix model to predict original subjects’ fatigue levels. This prediction accuracy 
refers to the accuracy of using trained SVM mix model to predict the fatigue levels as 
determined by AVT performance scoring. The SVM mix model prediction of original 
four subjects’ fatigue levels are displayed in Table 7.3.  
 
Table 7.3 Prediction accuracy (%) of Mix model predicting original subjects’ fatigue 
levels 
 
Subjects Trained SVM 
mix model 01 02 03 04 
01~08 92.1178 90.7600 92.4105 88.6101 
 
 
Table 7.3 shows relatively high accuracy results of predicting original subjects’ 
fatigue levels using mix model of the population of 8 subjects. All the test accuracies 
are above 85%, and these prediction accuracies are comparable to individual model’s 
test accuracy as displayed in Table 6.1. This finding indicates that our established 
SVM mix model is workable in a population of subjects whose fatigue data is 
involved in training data. Moreover, this result could be helpful for us to develop the 
fatigue detection system for pilot fatigue, which the sample size is a fixed number, 
not a huge one. 
 
Prediction accuracy of new subjects for mix model 
To test the ability of mix model’s prediction on new subjects, we used trained SVM 
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mix model to predict new subjects’ fatigue levels. This prediction accuracy refers to 
the accuracy of using trained SVM mix model to predict the fatigue levels as 
determined by AVT performance scoring. As stated previously, only subjects 09 and 
10’s data were not used to train the SVM mix model, so we use the mix model to 
predict subject 09 and 10’s fatigue levels. The SVM mix model prediction of new 
subjects’ (Subject 09 and 10) fatigue levels are displayed in Table 7.4. 
 
Table 7.4 Prediction accuracy of Mix model predicting new subjects’ fatigue levels 
Subjects 
Trained SVM mix model 
09 10 
01~08 76.9524 78.5043 
 
 
As displayed in Table 7.4, the SVM prediction accuracy of mix model to predict the 
fatigue levels of new subjects has acceptable accuracy values (greater than 75%), 
which is much better than individual model prediction accuracy as displayed in Table 
7.2. This prediction accuracy reflects the generalisability of our SVM mix model, 
which further demonstrates that this SVM mix model established by our EEG 
methodology could be suitable for development of fatigue monitoring system applied 
to a population of subjects. However, the prediction accuracy is not too high. The 
reason for this finding is because of our database limited, that we only used 8 
subjects’ EEG data. The prediction accuracy could be increased if larger sample size 
and wider range included. 
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In this chapter, we tested the ability of our EEG-based fatigue detection method using 
AVT criterion to predict future fatigue levels. Prediction accuracy shows that there is 
a high probability to develop subject-specific EEG-based fatigue monitoring system. 
The prediction of the mix model is also workable for a population of subjects. 







This study consists of two main parts: First, it proposed to a scientifically designed 
task as the validation criterion for our fatigue detection technology. Second, the 
development of the EEG-based fatigue detection methodology using our own 
validation criterion is presented.  
 
8.1.1. Auditory Vigilance Task as the validation criterion for fatigue detection 
technologies 
Validation criterion is critical in fatigue detection technologies to confirm whether the 
measurement output is meaningful results highly related to fatigue. This study 
presents a new task- Auditory Vigilance Task (AVT) as validation criterion for fatigue 
detection. This method has the following characteristics which make it suitable for 
further use in fatigue research:  
 
1. This designed AVT task is an auditory reaction task. Subjects are required to 
respond to some sound stimuli set in limited time interval. The AVT performance 
refers to the percentage of detected sound stimuli in the whole test session. This 
AVT performance is the index of vigilance performance impairment. 
2. This AVT is an objective vigilance performance task. The biological basis of this 
task design is on the understanding that mental fatigue is a cortical deactivation. 
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Meanwhile the task design is involved in the influence of working memory and 
reaction time which are sensitive to impairment of fatigue. These biological bases 
make AVT task scientifically sensitive to fatigue process. 
3. This task is not too intellectually complex to motivate or arouse the subject, or not 
be too simplistic that it involves behaviors that are very automatic. Therefore, this 
task is simple to perform, free of learning curve and independent on acquired 
skills (aptitude, knowledge).  
4. This AVT task is verified to have no gender difference and no effect on fatigue 
levels by itself in our training data.  
5. The validity and sensitivity of this task is estimated by a scientifically controlled 
25-hour fatigue experiment recorded by EEG. Results show that this AVT is 
highly sensitive to changes during fatigue induced by our controlled laboratory 
experiment.  
6. The effectiveness of this AVT is compared to the subjective rating scale (FSS). 
The 5-level fatigue EEG datasets (labeled by AVT and FSS respectively) were fed 
into Support Vector Machines (SVM). SVM test accuracy indicated that AVT is 
more effective than subject’s own estimation.  
 
These results demonstrate conclusively that this AVT method is suitable for fatigue 






8.1.2. Establishment of EEG-based fatigue detection technology using AVT 
criterion 
In order to solve the problem that most previously published research findings on 
EEG changes in relationship to fatigue have varying, even conflicting results, this 
study proposed a robust experimentally controlled method to measure meaningful 
fatigue-induced changes and to identify the EEG changes associated with different 
fatigue levels labeled by the validation criterion. This EEG-based fatigue detection 
technology composed of data acquisition from a multi-channel EEG measurement, 
pattern recognition method (SVM) to identify EEG patterns related to different 
fatigue levels, and prediction of future fatigue using the established fatigue model. 
The following conclusions are drawn from this study: 
 
1. The EEG data labeled by the AVT criterion into different fatigue levels can be 
reliably and accurately separated, which is demonstrated by the high SVM test 
accuracies. 
2. SVM prediction accuracy of individual model indicates that the individuals have 
reasonably repeatable fatigue pattern, which is the basis of the development of 
subject-specific fatigue monitoring system. 
3. SVM prediction accuracy of a population of subjects reflects the generalisability 
of our SVM mix model, which further demonstrates that this SVM mix model 
established by our own methodology could be suitable for development of fatigue 




8.2. Recommendations for Future Work 
Although the proposed method has achieved the primary objective of fatigue 
detection using EEG and SVM, improvements can be made to make this method 
more accurate and reliable. Directions in which this work could be further explored 
and enhanced are as follows:  
 
1. Further consider and improve our validation task. One limitation of this study is 
that the validation task had the possibility to alter the biobehavioral variables of 
the subjects that the EEG fatigue detection technology was aiming to measure. 
Future study could improve the task involved in more monotonous stimuli. 
Another limitation of the validation task is that this task is language dependent. 
Since this task use sound stimuli (‘left’, ‘right’, ‘up’, ‘down’) in English, only the 
participants who know English can use this task. Future improvement can be 
applied to change the different sound stimuli to tones with different frequency (e. 
g. 200 Hz, 500 Hz, 700 Hz, and 1000 Hz).  
2. Recruit a larger population samples and include wider range. Not all subjects 
demonstrated the same set of physiological characteristics because of individual 
differences such as age, gender, or the different ability to remain alert. And the 
detection and prediction accuracy could be increase when a larger sample of 
testing data was used. Hence future experimentations should increase the sample 
size and include a wider range such as age and races. 
3. Apply some signal separation and noise reduction methods before pattern 
recognition. This is to ensure that the EEG data depict the real brain activities and 
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not other noise or non-brain activities such as muscle movements and eye blinks. 
Independent Component Analysis (ICA) and other signal preprocess methods 
could be used to filter off any suspected noise and used to effectively train to 
recognize such oscillation pattern more qualitatively. By verifying components to 
be removed and separating these components, the real brain activity can be 
revealed. 
4. Search critical features which are related with fatigue changes. The present study 
was to extract features of the four frequency bands (Delta, Theta, Alpha, and Beta) 
from the entire head. In order to solve the problems such as over-fitting and to 
achieve smallest error, key features related highly to fatigue should be selected 
and identified. This will be a major step towards an online EEG-based fatigue 
monitoring system for tracking the slow migration from normal alertness to 
extreme fatigue level. 
5. Apply this EEG fatigue-tracking method in field trial. 
Many obstacles may be encountered when implementing the fatigue-detection 
technology in an operational setting. An ideal fatigue monitoring system should 
be validated in both controlled laboratory experiments and in field trials. In order 
for a validated fatigue-tracking technology to be used as part of a fatigue 
management program, it must be unobtrusive to the user and be capable of 
calculating real time measurements. As far as algorithm development is 
concerned, it must reliably and validly detect fatigue in all individuals (i.e., 
individual differences) and it must require as little calibration as possible, both 
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