Introduction
The problem of determining the position and orientation of an object with respect to a camera has many relevant applications in computer vision: object positioning, camera calibration, hand-eye calibration, docking for land and space mobile robots, and cartography. This problem is also known as the perspective n-point problem, ezterior (or extrinsic) camera calibration problem, or camera location and orientation problem and can be stated more formally as follows: Given a set of points that are described in an object centered frame, given the projections of these points onto an image, and given a projection model and the parameters of this model, determine the rigid transformation (rotation and translation) between the object centered frame and the camera centered frame.
Previous approaches attempting to solve this problem fall into two categories: (i) Closed-form solutions and (ii) Numerical solutions. In this paper we concentrate on numerical solutions.
Since the object pose from a single view problem is nonlinear, choices for (i) the mathematical representation of the problem, (ii) the error function to be minimized, and for (iii) the optimization method are crucial.
Yuan [14] proposed to separate the rotational component of the problem from the translational one and he concentrated on the estimation of the rotation parameters. The rotation is represented by an orthonormal matrix and the solution is given by the common root(s) of six quadratic equations. The common root(s) is then found using Newton's iterative gradient method. However the author noticed that local optima occur when gradient techniques are used. Several loc,al minima correspond to the nonlinear nature of the problem. The global minimum can be reached only by properly initializing the iterative algorithm.
Lowe [8] used Newton's method as well for estimating the orientation and location of an object with respect to a camera. As with Yuan's method, Lowe noticed some problems with Newton's method and in a subsequent paper he suggested how to deal with the initialisation and stability problems [9].
[7] examined alternative iterative approaches to solving for the viewing parameters. . We analyse the accuracy and robustness of our method with respect to the number of correspondences, the image noise, and matching errors.
Object pose from line correspondences
We consider a pin-hole camera model and we assume that the parameters of the projection (the in- Figure 1 : The object line, its projection onto the image, and t,he center of projection F are coplanar and this plane is shown in grey. f i is the unit vector normal to this plane. trinsic cainera parameters) are known. The origin of the camera frame is at F -the center of projection, the z-axis is parallel to the optical axis, and the zy-plane is parallel with the image plane. We assume that the optical axis is perpendicular onto the image plane.
We consider now an object line. In the object frame this line is described parametrically by its direction v' and by a point vector fi' and it can be expressed in the camera fr,ame as well:
where the 3 x 3 rotation matrix R and the translation vector t' describe the rigid transformation from the object frame to the camera frame and are precisely the parametrs associated with the object pose problem. The correspondence constraints express the fact that an object line belongs to the plane defined by the center of projection and the image line, i.e.,:
where n' is the vector normal to this plane, Figure 1 .
Therefore, each line correspondence provides 2 constraints. In the general case if N line correspondences are available, the pose problem becomes the problem of solving for a set of 2 N non linear constraints, or equivalently, the problem of minimizing the following error function: Given q such that r . r = 1, T . s = 0, the rotation matrix R and the translation vector ;can be easily derived from r and s using the following formulae:
where W ( r ) and &( r ) are two 4 x 4 matrices associated with a quaternion: where the parameters to be estimated are r and S. X is a positive number which must be taken very large in order to guarantee that the penalization constraints (rTr = 1 and r T s = 0) are satisfied (for our application we took X = 50).
The error function
Notice that an alternative to this error function may be to consider the estimation of r and s separately. One may estimate the rotation first using the following error function: N f(r) = x ( r T A i r ) 2 + X(rTr -1)2
Once the optimal value of r is found, the computation of the optimal value of s is trivial.
The trust-region method
I t is clear that the minimization of the error functions described by equation (6)' equation (7) equivalent to the following non linear least squares problem:
with ' P j (x) being twice continuously differentiable from R" to R.
We recall that the gradient Vf(z) and the Hessian V2 f(z) can be calculated as follows: 
.,H(z) = J ( z )~J ( z )
. This is based on the premise that the first-order term will eventually dominate the second-order term. denote the current estimate of the solution;
a quantity subscripted by k will denote that quantity evaluated at the k*h iteration of the algorithm.
Let
Tlhe basic idea of the trust-region optimization method consists of successively approximating the error function by a local quadratic form in a neighbourhood of the current solution X k :
where:
The error function will be reduced via the direction dl:, i.e., X k + l = X k + d k , where dk is the value of d which minimizes the local quadratic form over a restricted spherical region centered around z k : the trust rcgion:
The parameter 6 k is called the trust radius and is determined dynamically using a measure of the quality of' the approximation; this is measured by a quality coefficient r k : min(qk(4 : lldll 5 b k ) (12) If rk is too small it means that the approximation is not good and the trust region should be decreased. Otherwise the trust region should be increased. The lccal quadratic form depends on the gradient and the Hessian of the error function. Hence, the minimum thus found has "good" second-order properties. In a trust-region method the main difficulty resides in the minimization of the local quadratic form. Various trust region algorithms differ upon the method being used to minimize the local quadratic form inside the trust region.
Local quadratic problem
Local quadratic problem is the problem of minimizing a quadrat,ic form inside a sphere:
where g E R", H is a symmetric matrix and 6 is a positive number. All existing methods for solving this problem are based on the following theorem: The most important feature of Hebden's algorithm is that usually the number of iterations required to produce an acceptable approximation of solution p* is very small since I I , is convex, almost linear, and strictly decreasing on ] -AI, +oo[ .
Practical trust-region algorithm
We propose to apply the following practical trustregion algorithm to our problem (see also Clermont & 
Experimental results

error in transl.
The trust region algorithm is particularly wellsuited for solving the object pose from a single view problem because the error function is a sum of squares of quadratic constraints. Indeed, the trust region algorithm -generally applicable for any non linear constraints -is more robust and more efficient when these constraints are quadratic. The robutness and eficiency of the algorithm are du to the quadratic nature of the constaints. The experiments that we performed can be paraphrased as follows: i: 0 In a separate experiment we artificially mismatch some of the correspondences but this mismatch is done locally: a mismatch is defined as a set of two point correspondences that are inverted. This experiment validates the robustness of our method with respect to matching errors. Table 1 summarizes the results obtained with our method when applied to eq. (7). Once the optimal rotation is thus found, we determine the optimal translation using linear optimization. We noticed that the rotation is relatively robust with respect to matching errors. The translation is robust too but to a least extent. The rotation and translation experiment allows up to 5% of "locally'' mismatched points. The rotation then translation experiment is more sensitive to matching errors.
Discussion
The method that we presented in this paper for estimating the exterior parameters of a camera from line and point correspondences may be evaluated with respect to the following items:
e Initialisation -the final result is independent of the initialisation. This is a dramatic improvement with respect to other approaches using Newton's met hod.
e Number of correspondences -the results are also robust with respect to the number of matchings.
a Accuracy -The algorithm nicely resists when noise is injected in the image. 0 Eficiency -The rotation then translation implementation is more efficient than the rotation and translation implementation. In fact there is a compromise between efficiency and accuracy. One may be interested in a fast algorithm which will provide a less accurate result. Ideally, with 30 line correspondences, the algorithm converges in less than 1 second.
0 Matching errors -The algorithm allows for matching errors. In this case we noticed that the rotation and translation implementation is more robust with respect to matching errors. We are not aware of many experiments testing robustness and accuracy in the presence of matching errors
To conclude, we believe that the method that we presented in the paper has those properties that make it suitable to be used whenever robustness, accuracy, and efficiency are needed. We also believe that the trust-region method could beneficially be used to solve for other non-linear minimization problems in computer vision such as handjeye calibration and structure from motion.
