Introduction
With the advent of automated detection of DNA sequence data (Smith et ai, 1986; Hunkapiller et al, 1991) , it is possible to consider the analysis of whole genomes in the biological study of a particular organism (Fleischmann et ai, 1995) . A challenge to these projects is the scale at which data handling must be done. Between 10 7 and 10 8 sequencing tracts will have to be obtained to determine completely the nucleotide sequence of the human genome. Large-scale sequencing has entered a phase where increases in throughput and decreases in cost will likely be the result of incremental changes in the sequencing process rather than through the introduction of fundamentally new technology. Hence, Washington, Seattle, WA 98195, USA 'To whom reprint requests should be addressed production-level DNA sequencing is an activity that can benefit from practices already routine in the manufacturing sector (Gevirtz, 1994) .
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Tracking laboratory workflow information, such as DNA purification methods, sequencing chemistry, electrophoresis conditions and other parameters, is essential in large-scale data production. Traditionally, workflow data have been managed by ad hoc methods through handwritten worksheets, notebooks and complicated codes in filenames. The longterm usefulness of these data is confined to the time frame of a project, or employment of key personnel, and it quickly becomes impossible to compare new and old methods. Linking workflow data with the final data is essential in process control, but has been impractical in large-scale sequencing because tools designed to automate this process have not been available.
Large-scale data production also requires automated methods for data handling and processing. Many large-scale sequencing projects utilize random or shotgun sequencing (Wilson et al., 1994; Fleischmann et al., 1995; Rowen et al, 1996) , where individual strings of DNA sequence data are assembled by computer into larger arrays of overlapping strings of contiguous sequence data. Without automated data management systems, a significant portion of experienced labor time is involved in managing data files associated with sequencing projects. Current sequence analysis and assembly programs require interactive use, and highly skilled individuals spend a notable amount of time repetitively moving data files and organizing directory structures for these programs. If a single laboratory were to determine completely the sequence of the human genome in 10 years it would have to complete roughly 10 000 sequences per day. At this level, it is impossible for individuals to run programs on data files interactively. Software modules are required that automatically initiate DNA sequence assembly and generate progress reports as their output. The Hopper system was developed in order to prototype methods for linking laboratory workflow information with final data and automating the flow and storage of data associated with large-scale DNA sequencing.
System and methods

Design
Before an automated system can be implemented, it must go through an initial design phase where the major goals and methods are described. The two primary objectives of the Hopper system were to move and store DNA sequence data as well as to produce quality reports from the data that provide systematic tracking of laboratory workflow information. The Hopper system was built in a bottom-up approach in that many requirements of the system were identified as it was built. However, bootstrapping models require initial decisions about software languages, data storage and overall architecture. Since it was not clear at the outset which software tools would be required or best suited for a particular task, the overall architecture of the Hopper system was chosen to be component based in which separate functional units of the system would be written as small independent programs rather than writing a large integrated software package. In this way, multiple solutions to individual problems can be tested in a data-flow scheme and easily replaced if necessary.
Software language decisions are based on how data are used and the main objectives of the Hopper system are to organize and automate data processing. The most versatile programming language for this task is Perl (Wall and Swartz, 1991) . It is well suited for connecting different software programs quickly and cheaply because it makes available the entire range of UNIX shell utilities, so spawning subprocesses to use existing applications written in other languages is trivial. Perl also has powerful functions for text processing that map directly onto the many operations performed routinely on DNA sequences. Another advantage of Perl is that the standard distribution includes an interface to the number Berkeley database library (libdb) which implements disk-based b-trees, hash tables and list structures. Finally, Perl is free, standardized, comes with a powerful debugger and the same program will run without changes on numerous platforms.
The other major decision was how to store the data, which was really a decision between using the UNIX file system or a database management system (DBMS). For a bootstrap approach to system building, the UNIX file system provides the greatest flexibility. A data repository can be built with little overhead and libdb routines provide rapid access to the data. In addition, specialized queries can be constructed as the important relationships between data structures emerge. The main disadvantages with the UNIX file system are that concurrent access to the data is impractical, thus limiting multiuser access, and queries of the data have to be constructed in code rather than use standardized query language (SQL) (Koch, 1993) .
Linking laboratory workflow information with DNA sequence data
Laboratory workflow information was linked to DNA sequence data by adding this information to the comment field (256 characters per sample) of the ABI-373 sample sheet. After sequencing gels are analyzed, the information from the sample sheet is added to the raw data files that contain the sequence traces. In order to automate this process and file naming, a sample sheet generator, Tksash Fig. 1 . Example of the sample sheet generator (Tksash). In its current implementation, running on a UNIX workstation, a user enters the numbers of the first and last samples in a series (positions in a 96 well plate); experimental parameters are selected from fields, as well as the project name, and source DNA. Parameters are added or deleted by modifying configuration files in a reference directory, and appear in the selection boxes Specified parameters are saved in a user specific file, thus eliminating the need to reenter all data each time it is used; only updates are added. When the data have been entered, the resulting information is written to the ABI-373 sample sheet file, and selected experimental information is added to the comment field.
( Figure 1 ), was required. Tksash was written in Tcl/Tk (Ousterhout, 1994) . In its current configuration, running on a UNIX workstation, the number of the first sample in a series is entered and experimental parameters (added to the ABI comment field) are selected from pull-down menus in addition to the project name, and source DNA. These parameters are added or deleted by modifying configuration files in a reference directory, reducing data entry by individuals and ensuring that the data are added in a correct format. The parameters specified by each user are saved in a user-specific file, thus eliminating the need to rewrite the sample sheet each time it is used; only updates are added. When the data have been entered, the resulting information is written to an ABI sample sheet file. This file is transferred to an Apple Macintosh computer (see below) and is used by the analysis software to generate the sample files, thus linking experimental information with specific samples.
Automating data flow
The UNIX file system is used to prototype data flow and storage ( Figure 2 ). Data transfers between an Apple Macintosh (the collection device for the ABI sequencer) and a UNIX workstation were accomplished by FTP (file transfer protocol) using a Macintosh program, Fetch (Mattews, 1992) . Fetch has a number of automatic features that make it useful for this work. It transfers Macintosh folders, containing binary and text files, to a remote host converting the Macintosh folders to UNIX directories and subdirectories. During transfer, Fetch reads a 128 byte header line in each file and transfers the data accordingly (binary mode or ACSII mode). Finally, hosts and transfer directories can be predetermined by creating 'shortcuts', simplifying use. After the data are transferred, a central Perl program (Hopper) automatically runs a series of programs that store the data and provide a number of first-level analyses (Figure 2 ). Hopper creates and uses a specific set of directory structures. While intended to be customizable, it makes some assumptions about computer system organization and management, including groups, permissions and ownership of files, and cross-mounting of devices if multiple CPUs are used. The directory structures are optimized for the basecalling and assembly software Phred and Phrap (see below). Hopper.pm is a Perl 5 module that provides most of the functionality of the Hopper system. All of the Perl programs that manipulate files and write reports for the Hopper system use Hopper.pm methods to build and maintain directory structures, test input files for compliance with system rules, archive data, and produce nightly and summary reports. Therefore, Hopper is easily configured; the precise directories, file paths, execu- principal configuration file is largely free format and allows '#' delimited comments. Because of the way Hopper object is implemented, it is entirely possible to run several completely separate Hopper systems on the same computer system at the same time simply by specifying different configuration files. The Hopper directories are organized in two groups (Figure 3) . The first group, referred to collectively as the 'bailer', consists of a set of directories on dedicated file systems to which the chromatogram files are copied immediately upon transfer. Even though these files are segregated by project, not all files for a given project need to reside on a particular file system. Hopper copies data to wherever it finds room. Each file system dedicated to the Hopper has a root directory called bailer, which is also configurable. Subdirectories for different projects are created in the bailer directory, and chromatogram files are stored in the subdirectories for their particular project. This method has several advantages: disks are used efficiently; they are filled completely, or to a predetermined fraction, in a specified order. When chromatogram files are removed for archiving, the released disk space is filled with new files regardless of whether there is room for an entire project. Disks can be added to the system as needed, without moving files, rebuilding or reconfiguring the system other than adding the new disk to the list of file systems. Data are made available to users by creating symbolic links to all chromatogram files for a particular project in subdirectories specific to that project (Figure 3 ). These are automatically created and maintained by the Hopper when the nightly transfer, update and assembly (see below) jobs are run. To the assembly software, Consed, and the project manager, it appears as though all the chromatogram files are in a single subdirectory. They can also be moved or backed up to a different device should one fail, or the storage be reorganized without interrupting working projects. The symbolic links can be re-created in any location by running an update program.
Data transfer from the Hopper directory to the bailer directories and subsequent linking to project directories triggers the invocation of a series of additional programs to analyze and process the data further ( Figure 2 ). As the data are transferred, chromatogram files are checked against those already in the system for unique names. Any files that have names matching any data in the system are rejected by Hopper, and must be checked and renamed by the project manager. Chromatograms are analyzed with Phred (B.Ewing and P.Green, unpublished) to generate '.phd' files that contain the DNA sequence, quality values, and point positions for Consed (C.Abajian and D.Gordon, unpublished). The resulting sequence strings are screened against a series of general {Escherichia coli and all vector sequences used in the sequencing projects) and specific (e.g. alu) sequence libraries using cross_match (P.Green, unpublished). These screens provide another level of quality assurance to the data. For example, screens against E.coli and vector sequences give an indication of the purity of the template library, whereas screens against the libraries specific to a particular project will identify errors in sample tracking or labeling. Finally, Phrap (P.Green, unpublished) is automatically run to assemble the overlapping DNA sequences. In addition to the basic level of data processing, Hopper also automatically generates quality reports based on the quality values, produced by Phred, for each position in a sequence file. These reports, as well as the results from the screens and data assembly, are e-mailed to the appropriate individuals (Figure 4) . Finally, since all of the information tracked by the Hopper system is in the chromatogram file, more complicated queries of the data are possible, including performance by machine, personnel and project.
Discussion
Increasing data production in large-scale sequencing is accomplished either by expanding an existing operation, introducing changes in the sequencing process or, more commonly, by a combination of the two. Therefore, it is critical to monitor sequencing production to determine the true effectiveness of any changes that are made in the process. The cost of sequencing DNA is directly correlated with the number and quality of the sequences obtained. Fewer templates require fewer people, fewer reagents, and so forth. Without sacrificing redundancy, or dramatically Fig. 4 . Example of summary reports produced by Hopper. (A) Quality report produced based on the number of Ns within a sequence. The first column gives the sample name followed by its length as calculated using the fraction of Ns in sliding a window from the 5' and 3' ends of the sequence. If the quality within the window is below a threshold value, an index is moved. This quality analysis was recently replaced by a more detailed analysis using Phred (B.Ewing and P.Green, unpublished). (B) An example of a screen report. New sequence data were screened for alu, cosmid vector and E.coli sequences using cross_match. In this screen, the data are organized by which machine the sequencing reactions were analyzed on. (C) An assembly report. The contig length and number of sequences in the assembly are given. The singlet reads are sequences that do not match any other sequence in the assembly, these are typically cosmid vector sequences (typically 15-20% of the total), but also include poor quality. The difference between total reads and total chromats describes the number of reactions that produce no data.
changing sequencing strategies, the number of templates required in a project can be significantly reduced by modest improvements in the read length (the amount of usable data in a sequence determination) and success rate (defined as sequences that go into the final contig) for the data obtained. These desired goals, however, are only achievable through the implementation of rigorous sample tracking and quality assurance methods which are easy to use, robust and automatable. Tksash is one method for accomplishing this goal. Laboratory workflow information is entered by selecting fields from a browser type application and sample entry is greatly simplified. The data are written to the sample sheet used on the ABI-373 sequencers and are added to the chromatogram files when they are generated.
A significant challenge in large-scale sequencing is producing data of consistent quality over a period of time ( Figure 5 ). Therefore, analytical methods are needed in the production environment to maintain consistent data quality. Statistical process control is one method of quality analysis which is well suited for DNA sequencing. Statistical process control is used in manufacturing operations where all of the independent steps in a process are not easily measured. Product quality is instead measured in terms of the mean and variance of specified parameters. Thus, a process is said to be in control when the mean and variance of a particular parameter are within a defined range. Random DNA sequencing is a multistep process that is very amenable to this type of analysis. For example, cosmids (DNA clones with 35-45 kb inserts) can be used to define a unit of sequencing. Each one is sheared, by sonication, to produce a random mixture of small DNA fragments which are subsequently subcloned into an M13 vector (Deininger, 1983; Wilson etal., 1994; Rowen et ai, 1996) . Approximately 1000-1500 clones from the resulting library are used as template DNA for sequencing (300-500 bp/clone). In a sequencing operation, the number of templates required and the time to finish each one of these units can be observed to vary dramatically. To determine whether the causes for this high variation are assignable to the process (DNA template quality, lot-to-lot reaction variability, electrophoresis) or some intrinsic factor days back 14 0 Fig. 5 . Time course of production quality. The fraction data passing, defined as the number of reactions producing a sequence >250 bp and the total number of reactions attempted are plotted against time (days back from the analysis point). In this example, it was observed that scaling up the number of reactions was resulting in a high failure rate.
(a high proportion of alu sequences within a cosmid), one can analyze the data in terms of a variety of quality parameters, such as length and fraction of high-or lowquality base calls. Each cosmid unit can also be subdivided and analyzed by blocks of 96 reactions, which represent a unit of preparation (Figure 6 ), that can be analyzed independently. A process in control, without assignable causes for variation, will show the same distribution for a specified parameter, such as length of sequence strings, for all blocks of data. If the data show a wide range in the distribution of a parameter, there are said to be assignable causes to the variance.
The Hopper system was developed to work as an information management system designed to automate the flow of DNA sequence information in a production setting utilizing a component-based architecture. Components are functional units of a larger system. They can be databases, graphics tools or analysis programs. These subsystems can interact with each other through the use of translators, programs that convert data from one format to another. Component-based systems have many advantages over large integrated software packages. Small component programs work independently of other processes, and thus are easier to debug, modify and replace when changes are introduced into the system. Isolated components can be developed in different programming languages, eliminating constraints on language choice and allowing the language best suited for a particular task to be used. Software components also save on development costs because they can be reused in other applications. Finally, existing applications can be incorporated into a system by converting them to components with 'wrapper' programs. This ability can extend to client/server applications [e.g. BLAST (Altschul el ai, 1990) , FASTA (Pearson, 1990 ) servers] as well. Phred, Phrap and cross_-match are the underlying programs for basecalling, assembly and other similarity analysis which were converted to components with wrapper scripts written in Perl.
The component-based architecture proved to be highly advantageous in a number of instances. In the initial phase of development, all of the sequence data were analyzed with ABI software and quality estimates were based on the fraction of Ns in the sequence strings. When the Phred basecalling software was available, it was easily implemented in the data flow scheme. Similarly, the initial screens for contaminating sequences were first accomplished with FASTA (Pearson, 1990 ) and later replaced with cross_match. By writing separate Perl scripts that called these programs and captured their output, it was a relatively simple process to change the programs used in the data flow model without changing the structure of the main control program.
Finally, in addition to flexibility, it is important to review the goals of a system periodically to maintain functionality. Issues about the scale of data handling, platform dependence and use should be examined so that adjustments can be made as lessons are learned from practical experience.
The Hopper system was initially designed to handle the data for two DNA sequencing projects -100 kb in length. In these projects, >20000 chromatogram files were easily managed and the system was extended to handle a limited cDNA sequencing project. At this scale, the Hopper system is well suited for many laboratories and centralized DNA sequencing facilities. The current implementation of Hopper, using the Hopper.pm module, manages >80000 chromatogram files for -80 individual cosmid or bacterial artificial chromosome (BAC) sequencing projects. Because the current verison does not rely on a commercial DBMS, and is written largely in Perl, it will run essentially unchanged on any variant of Unix, but it is already revealing weaknesses at this volume of data for that same reason. Problems appear first in the form of slower access to the data because even simple queries require repeated access to the Unix file system, which degrades as the number of files and disks increase. Simple disk-based hashing schemes (such as those provided by public domain libraries like the Berkeley DB routines, or ndbm) offer faster access times, but make no provison for concurrent access to the data by multiple users, forming data processing bottlenecks as users wait for their turn to update or access a particular index. Finally, even though Perl programming can provide quick responses to ad hoc queries, it cannot match the flexibility and power of a true query language. For example, minor errors, such as incorrectly naming chromatogram files, cause a proliferation of small Perl scripts used only once to correct the names and links. These errors are more easily corrected using SQL when the data are managed by a commercial DBMS. It is clear that the next round of development will be based on a commercial DBMS product, taking advantage of the immense power of the available software tools, but using standards such as SQL wherever A. (Wilson, 1993) . These data show the individual variations that occur within the total set of data. In this example, the histogram for the entire cosmid shows a bimodal distribution. One interpretation of this observation is that there are sequences in this cosmid that result in templates which are difficult to sequence. However, the individual distributions do not support this hypothesis and instead support a hypothesis that the variation in this case is likely to be due to a high variance in template DNA concentration from the preparations.
B.
possible to reduce the exposure of the systems' critical software components to expensive and potentially crippling platform dependencies. One of the greatest lessons learned with Hopper is that of continously planning ahead. Discipline is required at the early stages of design and implementation in order to make possible smooth transitions from one underlying technology to another (such as moving from a file system-based to a DBMS-based architecture) without disrupting the production of data. Much of Hopper was designed with this eventuality in mind, and derived classes of Hopper objects (OraHopper.pm) are already in development that use Oracle to build and maintain the database while providing the same functionality and high-level programming interface.
