A new subspace optimization method for performing aero-structural design is introduced. The method relies on a semi-analytic approach to the sensitivity analysis that includes post-optimality sensitivity information from the structural optimization subproblem. The resulting coupled post-optimality sensitivity (CPOS) approach is used to guide a gradient-based optimization algorithm. The new approach simplifies the system-level problem, thereby reducing the number of calls to the costly aerodynamics solver. The aero-structural optimization of an aircraft wing is carried out, and it is shown that the proposed method results in a problem equivalent to the conventional approach. The new method is also shown to reduce both the computational time required by the aerodynamic discipline, and the total time required by higher-fidelity optimizations.
I. Introduction
Multidisciplinary design optimization (MDO) is an area of research that aims to enable the design of better systems and products with shorter design cycles. One useful application of MDO techniques is coupled aerodynamic and structural optimization of aircraft wings. This usefulness is due to the fact that the trade-off between aerodynamic and structural efficiency is a primary consideration in the design of aircraft. 16 The interdisciplinary coupling inherent in MDO tends to pose significant organizational and computational challenges, and there exist several different MDO architectures for dealing with this complexity. 17 These architectures can be divided into two main classes: fully integrated formulations and decompositional formulations. Fully integrated formulations, which include the multidisciplinary feasible (MDF) and the individual discipline feasible (IDF) architectures, impose a single, system-level optimizer that is given control over the entire state of the system. 5, 18 Decompositional formulations, such as collaborative optimization (CO) 14, 9, 4 and bi-level system synthesis (BLISS), 8 divide the original problem into smaller subproblem optimizations. In this research, we develop a new hybrid architecture that involves subspace optimization. The crucial consideration for good convergence properties is the efficient computation of multidisciplinary sensitivities that include post-optimality information from the subspace optimization. The objective is to decrease the cost of solving MDO problems that exhibit a large discrepancy between disciplinary solution times, as is the case in high-fidelity aero-structural optimization. 10 
II. Motivation
The trade-off between drag and structural weight for aircraft wings is governed by two main interactions between the aerodynamics and structures. First, the structural weight affects the required lift, which in turn affects the lift-induced drag. Second, the aerodynamic loads affect the structural deformations, which in turn change the aerodynamic shape. Therefore, in order to obtain a converged aero-structural state, several iterations of the two disciplines are needed.
Previous work addressed the challenge of performing high-fidelity aero-structural analysis and optimization. 10 The key to solving such large optimization problems was the development of the coupled-adjoint equations, which made it possible to efficiently compute gradients with respect to large numbers of design variables. 11 Several observations were made that resulted in new research directions. For instance, to take advantage of the adjoint approach, the stress constraints were agglomerated. 13 Another issue was the fact that the computational cost of the structural analysis (a linear finite-element model) was an order of magnitude lower than the computational fluid dynamics (CFD) solver.
The aim of the present work is to take advantage of this asymmetry by solving a structural subspace optimization problem within the aero-structural analysis module, thereby removing the structural design variables and constraints from the system-level optimizer. This means that for each aerodynamic analysis one has to perform a structural optimization, which will increase the computational cost of the multidisciplinary analysis. The advantage of the proposed method, however, is that it removes the need for calculating the large number of derivatives of aerodynamic parameters with respect to the structural design variables and constraints. This is accomplished without having to compromise the influence of the structures on the aerodynamics. The interactions between the disciplines are modeled exactly, and the fidelity of the analyses is not limited by any approximation technique, such as a response surface, which are sometimes used in hierarchical architectures.
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III. Research Methodology
The research has initially focused on the implementation of the new method for linear aerodynamic and structural analyses. This aero-structural analysis is able to model the coupling between the two disciplines, and it is sufficient to determine whether the proposed architecture is a beneficial formulation. The primary optimizer used for this research is pySNOPT, which is a sequential quadratic programming algorithm 6 wrapped with Python.
1 In order to provide reference results, MDF and sequential optimization formulations were implemented and tested. A thorough investigation was performed in order to determine an efficient method for calculating the system-level sensitivities that are required by the proposed architecture as gradient information. Once the sensitivity equations had been developed, a comparison was made against the reference formulations in order to determine if the proposed architecture offers any computational advantages.
IV. Model Description
As previously mentioned, all of the work to date has focused on low-fidelity aero-structural optimization. The structural model consists of a single wing spar, which is modeled using frame finite-elements to represent a tube-shaped spar. The structural analysis is governed by the following equation,
where K is the stiffness matrix of the structure, u is the displacement vector and f is the vector of external forces. The aerodynamic analysis employs an inviscid panel code to model the wing, which solves the system,
where A is the aerodynamic influence coefficients matrix, Γ is the vector of panel circulations, and v is the vector of panel boundary conditions, which is simply the local angle of attack of each panel. The final equation states that the wing must produce the lift needed to maintain level flight, i.e.,
where L is the total wing lift and W is the total weight of the aircraft. To model the coupled system, the Breguet range equation was selected as the main objective function. This expression models the trade-off between the drag and the structural weight of the aircraft, and can be written as
where V is the cruise velocity, c is the specific fuel consumption, L/D is the ratio of lift to drag, and W i and W f are the initial and final weights of the aircraft. The initial weight of the aircraft consists of the structural weight and a fixed fuel weight, while the final weight is simply the structural weight. The design variables that are being investigated are the jig twist distribution of the wing (γ) and the wall thicknesses of the tube finite-elements (t). The work to date has only focused on these two design variables in order to limit the complexity of both the optimization problem and the aero-structural analysis. The rest of the variables required to describe the wing geometry, such as span, sweep, and taper, have been taken as fixed parameters and are based on the Boeing 757. The analysis has been set up so that the number of aerodynamic and structural design variables can be varied independently of one another. The number of aerodynamic panels and structural elements are also variable parameters, and they dictate the fidelity of the discipline analyses. Figure 1 shows the aerodynamic and structural discretization of the wing with 15 panels and elements, and the structural displacements resulting from a sample load distribution. 
V. Reference Formulations
The multidisciplinary feasible (MDF) method is the traditional approach to solving MDO problems, and as such, it is well suited to providing a baseline solution to the design problem. In this monolithic approach, a single optimizer is connected to a multidisciplinary analysis (MDA) module, which solves the aerodynamics and structures iteratively using a fixed-point iteration. This aero-structural solution converges unless the wing is divergent. Figure 2 illustrates the MDF architecture for the aero-structural optimization. The two disciplines are linked within the MDA module through the exchange of coupling variables, which consist of the vector of external forces returned from the aerodynamic analysis, and the vector of displacements as determined by the structural analysis. Once the aero-structural analysis has converged to a feasible state, the wing drag and aircraft weight are passed to a module which computes the range. The range and element stresses are returned to the optimizer, along with the sensitivity information that is required to determine the next design step. The optimization is constrained by the yield stress of the material, and the structural design variables are constrained between the minimum gauge thickness of the spar material and the radius of the beam elements.
The sequential optimization approach, as the name suggests, involves optimizing the two disciplines in sequence. Figure 3 shows the flow of variables for the aero-structural system in a sequential configuration. First the range is maximized with respect to the aerodynamic design variables, in order to produce the minimum drag. The state of the aerodynamics is passed to the structural discipline, where the same objective function is considered. This time the structural variables are varied, which results in a minimized weight. However this approach does not converge to the true optimal solution, because the method does Figure 3 . Sequential optimization not properly take into account the interactions between the two disciplines. More specifically, the aerodynamic optimization is unaware of the effect that it has on the element stresses by varying the jig twist. The structural optimization is then limited to a design space dictated by the aerodynamic state, which results in a convergence to the aerodynamic optimum as opposed to the true system optimum. Although it is not a valid MDO architecture, the sequential optimization method was also selected to generate a reference result, since the proposed architecture exhibits certain parallels to the sequential approach. Namely, both methods involve two optimizations, where the structural design variables are controlled by one optimizer and the aerodynamic variables by the other.
VI. Reference Results
Results were generated for both the MDF method and the sequential approach, and are shown in Figure 4 . The range values are summarized in Table 1 . These trials were run using 15 jig twist and thickness design variables, and 15 beam elements and panels. The graphs at the top of Figure 4 illustrate how the design variables of the two optimization approaches differ at the converged solutions. Although the jig twist distributions of both methods result in a deflected wing that twists downwards, which is expected for a swept configuration, the MDF method deflects at a slightly higher degree. Similarly both methods result in a thickness distribution that is highest at the root and decreases until the minimum gauge is reached a few meters from the tip, but the outcome of the sequential approach is a slightly heavier configuration. The two optimization methods result in almost identical vertical wing displacement distributions, and the final graph indicates that the structures are fully stressed for both methods except for elements for which the minimum thickness bound is reached. The difference between the two approaches is made apparent by the lift distribution curves. From this graph it is evident that the sequential approach indeed results in a minimum drag design, since it agrees very closely with the theoretical aerodynamic optimum, which is described by an elliptical distribution. The MDF approach on the other hand deviates from the elliptical distribution. Instead the wing loading is shifted rootward, resulting in reduced wing bending moments, a lighter structure, and a lift distribution that maximizes the range of the aircraft. 
VII. Proposed Architecture
A schematic representation of the new architecture is shown as Figure 5 . As can be seen from the diagram, the new subspace optimization method that uses coupled post-optimality sensitivity (CPOS) analysis closely resembles the MDF formulation. The defining feature of the proposed architecture is the structural optimization routine embedded within the MDA module, which eliminates the need to consider the structural variables and constraints at the system-level. A fixed-point iteration scheme is employed to alternate between the aerodynamic and structural analyses until the two disciplines agree on the state of the aircraft. After the aero-structural system has converged, the subspace optimization provides the value of the optimized structural weight (W * ) to the range calculation, while the aerodynamic solver provides the lift and drag values. 
VII.A. Preliminary Results
It was understood early on that in order for the proposed formulation to be a feasible architecture, it would be necessary to find an efficient method of determining the sensitivity of the aero-structural module with respect to the system-level variables. Applying a finite-difference step over the MDA module is costly because not only does the aero-structural system need to be re-analyzed for each aerodynamic variable, but each call to the structural routine requires a re-optimization of the structural weight. However the first step in the investigation of the new architecture was to determine if the formulation is in fact mathematically equivalent to the original one. This involved demonstrating that the architecture would converge to the same design as the MDF approach. Therefore finite-differences were used as a preliminary sensitivity method. The architecture was tested using five jig twist and thickness variables, as well as five elements and panels, and the results are shown in Table 2 Table 2 . Results comparison for the three formulations using finite-differences
As can be seen from Table 2 , the design variables determined by the proposed architecture agree very closely with the MDF results. Consequently, both architectures converged to the same maximum range value, which is significantly higher than the value determined by the sequential approach. This indicates that the proposed architecture is in fact a valid formulation of the optimization problem. Unfortunately, the finite-difference approach to the sensitivity analysis was even more inefficient than expected, and the proposed architecture required an extensive amount of time to converge. Therefore it was deemed essential to find a more efficient means of obtaining the system-level sensitivities in order for the new architecture to be feasible.
VIII. Coupled Post-Optimality Sensitivity Analysis
Sensitivity analysis is an important consideration when performing gradient-based optimization, since the derivative calculations are often the most costly step of an optimization cycle.
10 Due to the presence of the structural optimization routine, the new architecture seemed like a logical application of postoptimality sensitivity analysis.
3 Standard post-optimality analysis allows for the change in the optimum solution with respect to a change in a previously fixed parameter to be attained, without having to perform a re-optimization. Unfortunately this method does not take into account the coupled nature of the current system, and it became clear that an extension needed to be developed for the proposed architecture.
The sensitivities of coupled systems can be computed using semi-analytical methods, such as the global sensitivity equations (GSE), 15 which is the coupled version of the direct method, or the coupled-adjoint method.
11 These methods avoid the cost and inaccuracy of finite-differencing performed on the entire system analysis. For the aero-structural system involving the coupled aerodynamic residuals (A) and structural residuals (S), as well as the aerodynamic state variables (w) and the structural state variables (u), the direct sensitivity equation can be written as,
where x are the global design variables of interest. The solution of this equation can then be substituted into the total sensitivity equation,
to find the total derivative of the system-level objective function, f , with respect to the system-level design variables.
The sensitivity analysis discussion in this paper involves several instances of partial and total derivatives. In order to avoid any unnecessary confusion, the difference between these two types of derivatives will be clarified. A partial derivative is a derivative of a function of multiple variables when all but the variable of interest are held constant. A total derivative, on the other hand, is a derivative that takes indirect dependencies into account. Therefore in the following equations, if a derivative involves solving a set of discipline residuals, a total derivative will be indicated.
VIII.A. Aerodynamic Residuals
The aerodynamic and structural residuals are easily identified. Since the aerodynamic analysis involves solving equations (2) and (3), the aerodynamic residuals are the system of equations that result from solving those two equations simultaneously, and can be written as,
The local incidence for each panel has been replaced by the individual contributions of jig twist, twist deflection and angle of attack, i.e., v = − γ jig + γ ∆ + αe , where e is a vector of ones. The second row is a scalar equation that represents the lift constraint (3), where n is the number of panels, q is the free stream dynamic pressure, and b is the wing span. The state variables for the aerodynamic residuals are w T = Γ T α , where α is the angle of attack of the aircraft in radians.
VIII.B. Structural Residuals
The structural residuals are given simply by equation (1), i.e.,
The state variables for the structural residuals, u, are the displacements. For the MDF architecture, the coupled sensitivities for equations (7) and (8) can be computed to provide gradients to a single optimization problem. However for the proposed architecture, the structural discipline within the MDA module not only involves an analysis but also a full optimization, which must also be taken into account when formulating the residual equations.
VIII.C. Structural Optimization Residuals
The structural optimization is performed in order to minimize the aircraft weight by varying the internal wing thicknesses, subject to a given load distribution. The optimization is constrained to prevent the structural stresses (σ) from exceeding the yield stress of the material, and to keep the thicknesses between a minimum gauge value and the radius of the spar, and can be stated as,
The optimization residuals, O, are governed by the Karush-Kuhn-Tucker (KKT) conditions, which are,
where
are the Lagrange multipliers for the stress and thickness constraints, respectively, and
are the slack variables associated with those constraints. It should be noted that the radius constraints are omitted from the KKT equations, because although they are used to guide the optimizer away from nonphysical solutions, they are not active at the optimum. It should also be mentioned that total derivatives are present in the KKT residuals (10), because finding the desired sensitivities with respect to the thickness design variables requires the solution of the structural equations (1). This will be discussed in more detail shortly. The optimization state variables consists of three vectors, and thus y
Now that the complete set of residual equations have been identified for the new architecture, the corresponding coupled direct sensitivity equations are given by,
The corresponding total sensitivity is,
When discussing the new architecture, the system-level design variables (x) are simply the jig twists of each panel (γ jig ), whereas for the MDF method, they include the structural thicknesses as well.
We will now derive the partial derivative terms of equation (11) in more detail.
VIII.D. Aerodynamic Sensitivities
The partial derivative of the aerodynamic residuals with respect to the flow variables can be decomposed as
which is the same matrix shown in equation (7). The partial derivatives with respect to the structural state variables involves only the local angle of attack of each panel, and thus we write,
which represents how the finite-element displacements are translated into twist deflections. The partial derivative of the aerodynamic residuals with respect to the KKT system variables can be broken down as follows,
where the only direct effect is the dependence of the weight on the structural thicknesses.
VIII.E. Structural Analysis Sensitivities
The matrix of sensitivities of the structural residuals with respect to the flow variables involves only the vector of external forces,
The sensitivity with respect to the structural displacements is simply the stiffness matrix, i.e.,
Differentiation with respect to the KKT system variables yields,
VIII.F. Structural Optimization Sensitivities
As previously mentioned, the first KKT condition in (10) is written with total derivatives. These total derivatives can be derived using the chain rule. Since the structural optimization objective function is only dependent on the thicknesses, explicitly or otherwise, it follows that the total derivative of the weight with respect to the thicknesses reduces to a partial derivative,
The thickness constraints are obviously only dependent on the thickness design variables, so the resulting derivatives are nothing more than the identity matrix. However for the stress constraints we have,
where the total derivative indicates a need to re-solve the structural residuals. Therefore in terms of the state variables, the dσ/ dt term is explicitly dependent on Γ and t, while the stress constraint itself is only a direct function of the displacements. This information will prove useful when solving the optimization derivatives, because these sensitivities involve second derivatives due to the first KKT condition, i.e.,
Differentiating the KKT conditions with respect to the structural displacements yields,
where we note that only the stresses depend directly on the displacements. The matrix of derivatives of the KKT residuals with respect to its own state variables is,
IX. Results and Discussion
Before running any MDO trials, the CPOS equations that were developed for the new architecture were verified against the finite-difference approach. The two methods are compared in Table 3 for a trial with five jig twist and thickness design variables, corresponding to five panels and five elements. The jig twist of the first panel was held fixed. The partial derivatives in the CPOS equations are calculated using the complexstep method.
12 Because this method is not subject to the subtractive cancellation that occurs with the finite-difference method. However the complex-step method was not used for the system-level comparison, because it would involve complexifying the optimization algorithm. As shown in Table 3 , the CPOS results agree with finite-differences to five digits. It is likely that the CPOS results are more accurate than the finite-difference ones. The main advantage of the CPOS method is clear: the computational time was only 3% of the time required by finite-differences.
Once the CPOS was validated, optimization was performed. For both the MDF and the CPOS methods, a fixed-point iteration scheme was used to converge the MDA, which consists of the aero-structural analysis.
The corresponding direct coupled sensitivity formulations were used to determine the system-level sensitivities for the two architectures. The MDO trials were performed based on four separate parameters: the number of aerodynamic design variables (nxA), the number of structural design variables (nxS), the number of aerodynamic panels (nP anel), and the number of structural elements (nElem). These four parameters were varied independently in order to determine the effect that each one had on the architectures being compared. The results are summarized in Table 4 .
The first trial, with fives aerodynamic and structural design variables, and 30 panels and elements, was selected as the reference case, and serves as a suitable starting point for the discussion of the results. Table 4 shows that for this case, the MDF architecture required approximately twice as many system level iterations as the new architecture to find the optimum, and required on average 20 more iterations between the aerodynamic and structural disciplines to converge the MDA. The fewer number of calls to the MDA is what we expected from the new method, whose central idea is to nest the structural optimization problem in the MDA and simplify the system-level problem. The system-level optimizer of the new architecture is unconstrained and only in charge of the aerodynamic design variables, whereas the MDF optimizer has the added burden of varying both the aerodynamic and structural design variables, as well as satisfying the stress and thickness constraints imposed by each element. The fewer number of iterations required within the MDA module, on the other hand, was an unexpected advantage of the new architecture. We believe that this occurs because the presence of the structural optimization in the MDA module limits the displacement of the wing by preventing the stress constraints from being violated. This results in a stiffer wing being returned by the structural analysis, and smaller fluctuations between subsequent discipline analyses.
The timings of the first trial, listed in Table 4 , do not show the true potential of the new architecture. For the reference trial, the new architecture takes over twice as long as the MDF method to converge to the optimum. This is largely due to the total structural time, which is the consequence of having an optimizer in the MDA module as opposed to simply a structural solver.
The breakdown of the structural subspace optimization is displayed in Table 5 . The main bottleneck for the structural optimization is in the calculation of the constraint sensitivities. This is because, as previously mentioned, these sensitivities involve a total derivative. The complex-step is used to calculate the constraint sensitivities, so the structural residuals need to be re-solved for each structural design variable perturbation, in order to obtain the full stress gradient.
In addition to the longer structural time, the total time required to calculate the system-level sensitivities is greater for the new architecture, even with fewer MDA evaluations, mostly due to the computation of second derivatives in two of the direct sensitivity terms in equations (21) and (23). As a result of the fewer number of MDA iterations, however, the new architecture succeeds in reducing the amount of time Table 5 . Structural subspace optimization summaries for the new architecture dedicated to the aerodynamics solver, thereby accomplishing the main objective of the proposed formulation. Unfortunately the current low-fidelity analysis does not exploit this advantage of the new architecture, because the aerodynamic solver is actually faster than the structural solver. In fact, for Trial 1, a single structural solution requires over four times longer than one aerodynamic solution. This is obviously not representative of high-fidelity aero-structural analysis, where the nonlinear aerodynamic models are much more computationally intensive then the linear structural solutions. To make our point, the aerodynamic time delay required to make the total elapsed time of the two architectures equivalent was calculated, and is displayed in the second last column of Table 4 . For the reference trial, a 3.57 second slower aerodynamic analysis would result in the new architecture being as equally efficient as the MDF approach. This delay equates to an aerodynamic analysis that takes roughly nine times longer the structural analysis, as shown in the last column of Table 4 . Having discussed the reference results in detail, the effect of independently varying the four parameters will now be investigated.
IX.A. Case 1: Number of Structural Design Variables
Along with the reference trial, Trials 2 and 3 show the effect of increasing the number of structural design variables. For the MDF method, the added design variables result in a few additional optimization iterations, which translates into proportional increases in the structural, aerodynamic, and sensitivity analysis times. For the new architecture, the additional structural variables do not change the system-level problem. The range convergence plots for the first three trials are shown in Figure 6 , and it can be seen that the system-level iterations taken by the new architecture remain relatively unchanged. However these structural design variables complicate the subspace optimization problem, causing significantly longer structural times. Referring to Table 5 , it is apparent that the constraint gradients are the cause of the delay. This is because, as mentioned, the computational time of the complex-step method scales with the number of design variables. Increasing nxS also slows down the total MDA sensitivity time for the new architecture. The thickness variables act as state variables of the structural optimization residuals, and increasing nxS increases the size of the partial derivative terms in the direct sensitivity matrices. Subsequently, increasing nxS exhibits a negative trend for the new architecture, and both the required aerodynamic time delay and aerodynamic-to-structural time ratio increase significantly.
IX.B. Case 2: Number of Aerodynamic Design Variables
Trials 4 and 5 illustrate the effect of increasing the number of aerodynamic design variables. The jig twists prove to be the more pivotal design variables, and increasing their numbers has a considerable effect on the number of MDF iterations required. The number of system-level iterations of the new architecture increases as well, but not as drastically, due to the absence of constraints. This is illustrated with convergence plots in Figure 6 . For both architectures the structural, aerodynamic, and MDA sensitivity times increase relative to the reference trial. However this increase is directly proportional to the increase in MDA evaluations, and as a result the trend favors the new architecture. Both the required aerodynamic time delay and aerodynamicto-structural time ratio decrease, and a further increase in nxA would result in the new formulation being more computationally efficient than the MDF approach.
IX.C. Case 3: Size of Structural Model
Trials 6 and 7 demonstrate what happens with a larger number of structural elements, which increases both the fidelity of the structural analysis and the amount of structural constraints. For the MDF approach these added constraints only slightly increase the number of optimizer iterations. The main effect for both architectures is the longer structural and MDA sensitivity times, due to the increased number of structural states (u). These additional states significantly affect the structural subspace optimization. The time required to compute the constraint increases with the number of elements, as shown in Table 5 , because it requires an evaluation of the structural residuals. The time required to compute the constraints sensitivities meanwhile, increases by five times the same amount, due to the need to solve the structural residuals for each design variable. As a result the new architecture exhibits relatively longer overall convergence times, and the required aerodynamic time delay increases with the number of elements. It is interesting to note though that the required aerodynamic delay increases more or less proportionally with the structural solver time, so the ratio in the final column of Table 4 remains approximately constant.
IX.D. Case 4: Size of Aerodynamic Model
Finally, Trials 8 and 9 reveal the effect of an increased number of panels, and consequently an increased number of aerodynamic states (w). This leads to a more costly aerodynamic analysis, and Trial 9 is the first MDF trial where the aerodynamic analysis is more expensive to compute than the structural analysis. The larger aerodynamic state vector also increases the MDA sensitivity times of both architectures, but the total MDF times increase more rapidly due to the higher number of MDA evaluations, and for Trial 9 less time is spent computing the system-level sensitivities for the new architecture. As a result, the required aerodynamic time delay decreases with increasing panels, and Trial 9 illustrates a situation where the new architecture is the faster approach. Compared to the MDF method, for all nine trials the proposed architecture requires fewer calls to the MDA module, the MDA converges in fewer iterations, and there is less total time spent on the aerodynamic analysis. With a costly enough aerodynamic analysis, the new formulation could be advantageous for all of the trials. However, the beneficial trends emerge as either the number of aerodynamic design variables, or the number or aerodynamic panels, is increased. The time breakdowns for these trials are displayed graphically as Figure 7 . In this figure it is obvious that the aerodynamic times are dominated by the structural and sensitivity times. The trend of Trials 1, 4, and 5 occurs because the increased jig twists cause the MDF method to require comparatively more system-level iterations, resulting in all three time categories growing at a faster rate. The trend of Trials 1, 8, and 9 occurs because the increased number of aerodynamic states hinders both the aerodynamic and MDA sensitivity analyses, which has a greater effect on the MDF method, due to the higher number of MDA calls. For illustrative purposes, these same trials are shown in Figure 8 with the time of the aerodynamic solver artificially set to ten times that of the structural solver. It can be seen how the aerodynamic delays accumulate within the MDF approach to significantly increase the total aerodynamic times, while having a less noticeable effect on the new formulation. Another advantage of the new architecture is that the modular nature of the formulation allows for the structural optimization to be considered independently. Since single-discipline structural optimization is a relatively mature field, there exist several different approaches to the problem. 2, 7 Although for the current research only the conventional approach, or nested analysis and design (NAND), was considered, other formulations including the simultaneous analysis and design (SAND) approach and the displacementbased two-phase approach are also applicable. These formulations do not all involve the same design and state variables, so some of the sensitivity terms developed in this paper are specific to the conventional approach. However as long as the structural optimization aims to satisfy the KKT conditions, the same coupled sensitivity method applies. The potential benefit in this extension is that each of the different approaches is best suited for a particular set of problems, and any reductions in the structural optimization times would lead to significant improvements in the overall performance of the new architecture.
X. Conclusion
In this paper, we developed a new subspace optimization method for performing aero-structural design that uses a coupled sensitivity method for determining the required system-level derivatives. We showed that this new architecture is a valid formulation that achieves the same optimum as the traditional MDF approach.
The new architecture has also been shown to offer computational advantages over the MDF method: it simplifies the system-level problem, resulting in fewer calls to the MDA module, fewer total iterations, and fewer evaluations of the aerodynamic analysis.
Simple extrapolations of the results demonstrate that the new architecture becomes increasingly advantageous as the fidelity of the aerodynamic analysis is increased. This was possible due to the sensitivity equations that were developed, which involve including the structural optimization residuals in the coupled direct sensitivity equations.
More generally, the coupled post-optimality sensitivity method developed herein can be applied to any MDO problem and would be advantageous in problems where there are large discrepancies between the computational costs of the disciplinary solvers.
