A special case of the data compression problem is presented, in which a powerful encoder transmits a coded file to a decoder that has severely constrained memory. A data structure that achieves minimum storage is presented, and alternative methods that sacrifice a small amount of storage to attain faster decoding are described.
The encoder in our data compression system is allowed substantial computational resources. It can expend significant time and space to find a compact representation of the source text. Once the representation is constructed, it will be transmitted to the decoder. The decoder may be viewed as a special-purpose translator with very limited space. This space limitation provides an interesting challenge.
We employ a dictionary compression technique, that is, an algorithm which compresses a source text by replacing strings of characters in the source by pointers to a dictionary. The dictionary is a collection of n strings of varying lengths. Long dictionary entries have higher potential for compression than short ones in that we replace a large number of characters with a single codeword. We must, however, also take into account the frequency with which a dictionary entry occurs in the source text. We want to assign short codewords to frequently occurring strings; if a string occurs only rarely its codeword may be too long to provide good compression even though the string being replaced is itself quite long. The degree of compression to be achieved by a dictionary compression system is largely dependent on the choice of the dictionary; however, it is also necessary to represent the pointers efficiently. We choose to represent pointers by prefix codes based on the relative frequencies of the dictionary entries they represent. The Huffman code is the most widely-known prefix code and is minimal in that it provides the best compression of any prefix code applied to a fixed dictionary [5] . Arithmetic codes, which are not prefix codes, can provide better compression than the Huffman code when applied to the same dictionary [ll] . This improved compression is possible because arithmetic codes are not constrained to map an integer number of bits to each dictionary entry. The additional compression they provide is generally a few percent.
The application on which this research is based involves a minimal memory constraint. While technology is providing increasing amounts of memory at low cost, minimizing the use of memory will always be a goal in 01990 ACM 0001.0782/90/0400-0470 $1.50 An offsetting advantage of Huffman codes is that they are more robust. While an error in a single bit will prevent the bits that follow from being correctly decoded by an arithmetic decoder, Huffman codes tend to resynchronize quickly, thus localizing damage [6] . A more important consideration in terms of the present application is that arithmetic coding uses the frequencies of the dictionary entries during decoding. Our methods do not require the table of frequencies, and as a result we are able to decode with a much smaller space requirement. For these reasons we elect to use April 2990 Voolume 33 Number 4
Communications of the ACMHuffman coding for tour application. The compressed version of the source text consists of a representation of: (I) the encoding dictionary, (2) its prefix code, and (3) the sequence of codes that can be expanded to recover the original text.
Most of the compression is achieved by choosing an appropriate dictionary. The computation of the corresponding prefix code is straightforward. The method of representing the dictionary and the prefix code, however, also affects the resulting compression ratio (for moderate-sized files, the representation choice can have a significant impact on the compression ratio). The encoder in our iapphcation must construct a representation which is compact and which our spacelimited decoder can translate efficiently. The way in which the encoder represents the dictionary and the prefix code is the focus of our work. We partition the encoding dictionary into two parts: All of our methods prepend the stream of characters to the encoded text and store the characters as part of the decode data structure. It is in the way that (lb) and (2) are represented that the methods differ. We will compare the decode space efficiencies of our methods and the amount of representation overhead they incur. We define representation overhead to be the number of bytes in the compressed text that are used to represent items (lb) and (2). We allow the decoder some limited set-up time to receive the code representation (items 1 and 2) and store the information needed for performing translation. Except for the lag due to set-up, the decoder must operate on-line. That is, the time required for decoding must be proportional to the size of the expanded source.
FIGURE2.
An Example Dictionary
Sieminski's method requires 64K bytes to store the decode tables for a simple situation in which the dictionary contains only 127 individual characters, The size of the decode tables grows exponentially if dictionary entries longer than one character are used [8] . The method of [2] requires O(n') extra space where n is the number of dictionary entries. While processing time is of concern, our primary criterion is the efficient use of internal memory during decoding. Thus, these methods are inappropriate for our purposes.
In order for our methods to be presented in the most general form, we define the variables listed in Figure 1 .
It should be noted that N 2 lg n bits,' that M 5 V, that B I V, and that A 2 C since we must be able to access any dictionary entry with an address. Figure 2 Our first solution to the problem of decoding in restricted memory uses the Huffman code tree to represent the dictionary. We do not use, however, the obvious linked implementation in which each internal node contains pointers to its left and right subtrees; the space requirements of this implementation are prohibitive. Instead, Method Al employs an implicit representation of the tree structure. Method A2 is a variation of Method Al which provides improved storage utilization.
Method Al Method Al uses a total of nC + (n -l)A space in addition to the space required for the n dictionary entries (the space for a dictionary entry is the space required to store the characters that make up the entry). The code representation and the dictionary are stored as a single structure. The prefix code is represented by the corresponding binary tree stored in preorder form. Preorder storage is defined recursively: the root node is stored first, followed by its left subtree stored in preorder form, and then its right subtree in preorder form. In our storage scheme, a leaf node contains a flag bit (set to one, distinguishing between internal nodes and leaves), the length of the corresponding dictionary entry, and the entry itself. For each internal node we store two items, a flag bit (set to zero) and an address. The address component of an internal node is the address of its right subtree. The left subtree for an internal node is stored immediately following the node itself. A tree with n leaves contains n -1 internal nodes. Thus, the total storage in addition to the dictionary entries is nC for the leaf nodes and (n -l)A for the internal nodes, assuming that there is a spare bit in the address and length fields. In our application, for which the typical values given in Figure 1 apply, the storage requirement is 3n -2 bytes. Figure 3 shows a Huffman tree for the example dictionary. The codeword for each dictionary entry appears under the entry. We use the convention that left branches are labeled "0" and right branches "1." Figure 4 gives the corresponding decode data structure. We represent tree nodes as tuples of the form (0, address) or (1, length, entry). The address values are based on allowing 2 bytes for an address (A = 2) and 1 byte for each character 'and each string length (C = 1). We assume that the first bit of an address or length field stores the flag bit.
The storage scheme just described allows for simple decoding. For each codeword we begin at the first position of the decode table, and we decode one bit at a time. On a 0 bit we move from an internal node to its left child by advancing over the address field. On a 1 bit we use the address field to move to the right subtree of the current internal node. We continue to decode bits until a flag value of 1 is encountered, indicating a leaf node. At this point we have detected the end of a codeword and located the corresponding dictionary entry. The dictionary entry is appended to the decoded output, and we return to the first position of the decode table ready to decode the next codeword. The following operations are performed for each codeword in the encoded source. We use address ( k ) to represent the address component of an internal node k, flag ( k) to represent the flag component of any node k, and length (k) to represent the length component of a FIGURE 3. The encoder transmits the tree to the decoder in the form we have described. Thus, the representation overhead associated with Method Al is nC + (n -l)A, and the lag time consists of the time necessary to receive and store the tree.
Method A2
The storage requirement of Method Al can be improved in some cases because the length values need not be stored in the decode data structure. The key observation that allows elimination of the string lengths is that the length of an entry can be found by subtracting its starting address from the starting address of its preorder successor. The starting address of any leaf node's preorder successor can be found easily, trivially, in fact, if the leaf, x, is a left child of its parent. In this case, the preorder successor of x is its sibling, and the iting Practices address of the sibling is stored in x's parent node. In the other case, when x is a right child, we can walk from x to its preorder successor as follows: we walk up "1" branches until we reach a node that is not a right child; at this point, we walk up a single "0" branch and then down a "1" (right) branch. In other words, the preorder successor of x is the right child of the lowest internal node from which we follow a "0" (left) branch to x. This characterization is also valid when x is a left child, since x's parent is the lowest internal node from which we follow a left branch to x; and x's preorder successor is the right child of this (parent) node. The only node for which this characterization is not valid is the final node in the preorder listing. This node lies on a path from the root consisting of only right branches, and it has no preorder successor. So that we can decode this final node, we store the address of its (nonexistent) preorder successor in address 0 of the decode data structure, ahead of the preorder representation of the decode tree. Thus we store n addresses in Method A2 instead of the n -1 addresses used in Method Al.
In the Method Al data structure, address values are coupled with flag bits to represent internal nodes, and length values are coupled with flag bits and combined with character strings to represent leaf nodes. The coupling is accomplished by using the leading bit of the address or length value for storing the flag. In eliminating the length value from a leaf node, we are presented with the problem of how to store the flag bit. The best solution to this problem is to couple the flag bit with the leading character of the dictionary entry. In order for this to be possible, we must be able to store characters in b -1 bits (where b is the number of bits per byte). This assumption may be reasonable on machines with s-bit bytes where the application involves storing or transmitting text. The printable characters typical of many text files can be represented in seven bits. Under this assumption, the storage requirement of Method A2 becomes nA, as compared with (n -l)A + nC for Method Al. Using the typical values given in Figure 1 , we have 2n bytes for Method AZ, as compared with 3n -2 bytes for Method Al.
If the assumption of a spare bit in character storage is not valid, eliminating the lengths may not provide an improvement in storage utilization. Since high-level languages have the byte as the atomic unit of addressable memory, we are forced to store the flag in a byte when neither the length field nor the character field can accommodate it. If string lengths can be stored in a single byte (C = 1) with a spare bit, we gain nothing by storing a one-byte flag instead of a onebyte (flag, length) pair. In fact, the storage requirement for Method A2 would be nA + n bytes as compared with (n -l)A + n bytes for Method Al.
In a case where lengths require more than 1 byte of storage (C 2 2), however, the one-byte flag would be an improvement over the C-byte (flag, length) pair. In this case, Method A1 requires (n -1)A + nC bytes of storage, and Method A2 requires only nA + 71. In addition, the use of the fflae. lenethl counline denends on the until flag-value = 1 append contents of memory locations k . . . p -1 to the decoded output
The encoder transmits the tree to the decoder in the form we have described. Thus, assuming a spare bit in character bytes, the representation overhead for \" "I I"~1 Method A2 is nA and the set-up time consists of the FIGURE 5.
Method A2 Storage of Example Dictionary of Figure 2 assumption that lengths can be stored in a way that provides a spare bit for the flag. If this assumption is not valid, storing the flag alone will provide a space improvement over storing the (flag, length) pair in C + 1 bytes. In summary, the elimination of the length values from the Method Al data structure is not guaranteed to provide improved storage utilization, but does so under fairly general conditions. In fact, Method A2 will be superior to Method Al unless characters require all b bits in a byte and string lengths require at most b -1 bits. And in this case Method A2 can lose by at most A + 1 bytes! In Figure 5 we give the Method A2 data structure for the example dictionary of Figure 2 under the assumption that each character contains a spare bit that can be used for the flag value. We assume that address fields also contain the spare bit and that A = 2. We represent internal nodes as (flag, address) pairs and leaf nodes as (flag, entry) pairs.
Using the Method A2 data structure to decode is very similar to using the Method Al structure. The only difference is that, in addition to the address of the dictionary entry being decoded, we are also looking for the address of its preorder successor. The following instructions are performed for each codeword. We use address(k) and flag(k) asinMethod Al; prepresents the current candidate for the address of the preorder successor. We use the notation contents ( 0 ) to retrieve the successor of the last node in the preorder listing from memory location 0. Decode speed is very similar to that of Method Al; the only extra time is due to storing an address in p for each 0 bit. . We describe this concept first and then our implementation of it. The essence of the canonical code concept is that Huffman's algorithm is needed only to compute the lengths of the codewords to be mapped to the dictionary entries. Once lengths are determined, actual codewords may be specified in many ways; the only necessary condition is that they satisfy the prefix property. This is true for prefix codes in general. Intuitively, the canonical code may be viewed as one that builds the prefix code tree from left to right in increasing order of depth (i.e., codeword length) with the convention that each leaf is placed at the first position (from left to right) available to it. The example dictionary has codeword length sequence [2, 2, 3, 3, 3, 4, 41 . In constructing the canonical code, the first codeword of length two is placed at the left edge of level two of the tree. Using the convention that left branches are labeled with 0 and right branches with 1, the first codeword is 00. The second codeword of length two is the sibling of the first, 01. The first codeword of length three is placed at the first available position on level three of the tree. Level three is filled from left to right by placing codewords 100, 101, and 110. The length-four codewords, 1110 and 1111, complete the tree. The canonical code tree for the example dictionary is given in Figure 6 . The codeword for each dictionary entry appears under the entry.
The canonical code possesses some nice mathematical properties. The codewords of a given length are consecutive binary numbers. The first codeword of length I, cl, is related to the last codeword of length I -1, dr _ I, by the equation cl = 2(dr _, + 1). In other words, the first codeword of length 1 is obtained from the last codeword of length I -1 by adding 1 to the binary number represented by dr _ 1 and shifting that binary number left once. In the case where some lengths are unused, as in [I, 3, 3, 3, 4, 41 , the codewords of length 3 are consecutive binary numbers as are the codewords of length 4. The function that computes the first length 3 codeword from the length 1 codeword is 2(2(d, + 1)); that is, to move down two levels in the tree from level 1 to level 3, two shifts are required. For the length sequence [l, 3, 3, 3, 4,4] , the canonical code is {O, 100, 101, 110, 1110, 1111) . Every canonical code has a string of zeros as its first (shortest) codeword and a string of ones as its last (longest) codeword. We say that a canonical code has the numerical sequence property.
How does the numerical sequence property contribute to reducing memory requirements? First, the ca-FIGURE 6.
The Canonical Huffman Code Tree for the Example Dictionary of Figure 2 nonical code eliminates the need for the encoder to transmit to the decoder an explicit representation of the tree; the length sequence is sufficient to define the tree. We represent the length sequence as a list consisting of (1) min, the length of the shortest codeword, (2) max, the length of the longest codeword, and (3) the number of codewords of each length. The first example we used, is thus, represented by 2, 4, 2, 3, 2 and the second by 1, 4, 1, 0, 3, 2. In most cases this representation is more compact than a list of the lengths of all of the codewords. If the encoder uses the length list to define the code, the size of the representation is 2B + LM where L = max -min + 1; M represents the number of bytes required to store the maximum number of codewords of any given length and B the number of bytes required to store the length of a codeword. We will show that the data structure needed by the decoder can be constructed efficiently given the length list.
In addition to providing a compact representation of the code, the numerical sequence property may be used to index into the data dictionary. This is done through the use of two small tables, limit and base. Each of these tables is indexed from min to max. The limit table is used in decoding to detect the end of a codeword. The entry limit[i] contains the value of the largest codeword of length at most i. The numerical sequence property guarantees that the numerical value of a codeword of length i is greater than the value of any shorter codeword. Thus, if the binary value of a string of i bits is greater than limit[i] the string is not a codeword but a prefix of a codeword. The decoder reads min bits from the coded text. If the binary value of this bit string is less than or equal to Zimit[min] the bit string represents a codeword. If the value of the first min bits is greater than limit [min] the decoder reads another bit, updates the value of the bit string, and compares that value to limitZ[min + 11. This process continues until the value of the bit string of length i is less than or equal to limit[i] for some i. At this point we have recognized a codeword. Once the end of a codeword is detected the April 1990 Volume 33 Number 4
Communications of the ACMbase table may be used to locate the corresponding dictionary entry. The base table as defined in [3] maps a codeword value onto the relative position of the corresponding dictionary entry in a list of dictionary entries.
The information provided by the limit and base tables is sufficient to allow decoding if the entries of the data dictionary are all of the same length; however, for variable-length entries we need the address of the appropriate entry, not an index. We present two solutions to this problem. We comment that tables limit and base as defined by Connell [3] are redundant with respect to one another. That is, the information contained in the base The length of the entry is given by address [p + 11 -address[p] . The address and length of the entry are all we need to append the entry to the output of the decoder. The storage requirement at decode time consists of LV for the limit table (limit contains codeword values), Lh! for the base table (base contains subscripts from 1 to II + l), and (n + l)A for the address table. In most cases we expect LV + LN + (n + l)A to be an improvement over the nC + (n -l)A requirement of Method Al. In practice L is generally O(lg n) while a typical value of L is 13. Therefore, Method Al requires 3n -2 bytes and Method Ejl 2n + 54 in a typical application. The storage requirement of Method B1 will always be greater than the 2n requirement of Method AZ; thus, Method Bl provides no improvement in an application in which character bytes contain an unused bit. In terms of translation time, Method Bl is expected to ' valuefc) is the binary value of codeword c 454
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The encoder transmits the length list, the strings, and their lengths as a preface to the encoded text. Thus, the representation overhead is 2B + LM + nC. The representation is transmitted in the following form: first, min and max; then for each codeword length i (from min to max), n, followed by ni (length, str) pairs. Each ni represents the number of dictionary entries with codeword length i and each (length, str) pair gives the number of characters in a dictionary entry followed by the character string itself. The entries with codeword length i are listed in order of decreasing codeword value. The decoder performs the following calculations to set up the decode data structure. In addition to the time required to receive the data, the decoder performs 0(n) operations in setting up the address table and e(L) operations in constructing tables limit and base. Figure 7 gives the Method B1 data structure for the example dictionary. The addresses represent byte addresses of dictionary entries; we assume that the starting address is 1 and that each character of an entry occupies 1 byte. Figures 10 and '11 provide space and time comparisons of Method Al. Method A2, and Method Bl.
Method B2
We now present a modification of Method Bl which can provide space utilization superior to that of Method A2. Method B2 is actually a collection of methods, parameterized by a variable k. The time-space compromise that best fits the requirements of a particular application can be selected by fixing an appropriate value of k. Method Bl Data Structure for the Example of Figure 2 tionary is represented by three tables. The first table, string, contains the dictionary entries stored as in Method Bl (i.e., in modified level order). The second table, address, is indexed from 1 to 1 n/k 1 and stores the address of every kth dictionary entry, with address [ j] containing the address of entry jk. The third table, fen, is indexed from 1 to n -1 n/k J and contains string lengths. Thus the space requirements of Method B2 are: LV + LN for the limit and base tables, 1 n/k ] A for the address table, and (n -1 tz/k J )C for the len table.
The limit table is used to recognize codewords as in Method Bl. The base table again yields an index into the list of dictionary entries; if base[i] = x then the xtk dictionary entry is the first entry (in modified level order) with codeword of length i. When a codeword c of length i has been decoded, we use p = base[i] + limit [i] -value(c) -1 to find the corresponding dictionary entry. If p mod k = 0, the address of the first character of the entry is stored in address [p/k]. If p mod k # (k -l), the length of entry p is stored in len[p -1 p/k 1 + 11. Thus, when p mod k = 0, both the address and the length of the corresponding dictionary entry are stored in the decode data structure. When p mod k # 0, address[ 1 p/k ] ] is a pointer to the block of k entries which includes the one we seek. We walk along this block until we find the entry corresponding to c. This walk can be viewed as a sequence of jumps that use the len values to jump over entries. The number of jumps is given by p mod k; the maximum number of jumps is k -1. If p mod k # (k -1). the length of the entry is stored in the len table; otherwise, the length of the entry is computed from the starting address of its successor in the modified level order listing (i.e., address [ 1 p/k J + 11). The following calcula- -n,,,, -1
