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The goal of this paper is a construction of a discrete mathematical model for the evolution of a population 
of cells, classified by their DNA content. In order to take into account ‘crowding effects’, the growth is 
modelled as a pure jump non-linear Markov process. Existence and uniqueness of solutions for the 
corresponding martingale problem are proved by means of fixed point techniques. 
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1. Introduction 
Several mathematical models have been proposed in order to study the cell cycle 
(see e.g. Bertuzzi et al., 1981,1983; Gerardi and Nappo, 1985,1988). The various 
models differ both in biological assumptions (for instance, on inactivity periods of 
the cells, DNA-synthesis mechanism) and in the choice of the mathematical formula- 
tion (deterministic or probabilistic models, discrete or continuous time evolution, 
etc.). 
Here we assume that DNA is produced by ‘quanta’ according to the following 
dynamics: 
- Each cell stays in phase G, (gap period) for an exponential time of parameter 
A,. In the gap period there is no DNA synthesis. 
- Then the cell starts producing DNA with a synthesis speed u (synthesis period). 
This period ends when the DNA amount has doubled. 
- After another gap period, Gz, there is the mitotic period. Together, these two 
periods are represented as an exponential time of parameter AZ. 
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- At the end of mitosis, the cell can die, or produce two identical daughters 
which start the same cycle anew. 
The cell population evolution is described by keeping track of the number of 
cells which have a given DNA amount, at each time. 
In most of the literature, cells are assumed to move independently of each other. 
In this paper, on the contrary, we take into account some interaction among particles, 
in particular ‘crowding effects’. One way to do this is to allow the parameters 
determining the behaviour of each cell to depend on the state of the total population, 
for instance on the total number of cells, or on the population average DNA level. 
With this approach, the resulting stochastic process is a pure-jump Markov process. 
In Calzolari et al. (na.), processes of this kind are studied in order to obtain a law 
of large numbers as the initial number of individuals diverges and the DNA 
production unit tends independently to zero. 
Instead we focus on the situation where the cells’ interaction is related statistically 
to the condition of the whole population. For instance, one may suppose that each 
cell measures the mean total size of the population on some time interval and 
modifies its behaviour accordingly. These considerations have led us to assume that 
the parameters depend on the current expectation of the total size of the population 
or, more in general, on the current probability law of the state of the whole 
population. 
From a mathematical standpoint this forces one to abandon the classical 
framework of Markov processes and suggests modelling the population growth 
process as a so-called non-linear Markov process. 
Non-linear Markov diffusion processes have been studied as solutions of a class 
of stochastic differential equations (McKean, 1966,1967), and more recently 
(Metivier, 1984; Nappo and Orlandi, 1990) as solutions of non-linear martingale 
diffusion problems. The latter approach turns out to be the most apt to be generalized 
to jump processes. 
Just as in the case of classical ‘linear’ Markov processes, the martingale problem 
technique consists in determining the distribution of the process on its path space, 
by prescribing the martingale property for a suitable class of functions. This has 
two advantages in particular. First, it can be used for generators with a more general 
structure than diffusion generators (i.e., second-order differential operators) includ- 
ing, for instance, generators of jump processes. Second, it does not require too 
strong regularity properties on the coefficients of the generator. For a more detailed 
discussion of these topics, see Strock and Varadhan (1979) for the diffusion case, 
or Ethier and Kurtz (1986) for the general case. 
The main point is proving the existence and uniqueness of solutions. This is done 
by a fixed point argument. The necessary estimates are obtained by a representation 
of the solution of the associated non-homogeneous linear martingale problem by 
stochastic equations. 
A more detailed description of the mathematical problem is contained in 
Section 2, together with an outline of the paper. 
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Finally, let us remark that a law of large numbers for the processes studied in 
this paper can be obtained with the same techniques used in Calzolari et al. (n.a.). 
Some preliminary results can be found in Calzolari and Gerardi (1988). 
2. The mathematical model 
In order to construct a discrete model, we fix k> 0 and choose k+ 1 points 
l=P,<P,<...<P,+,=2, di=P,+,-P,, i=l,..., k. 
Let xi be the number of cells with a DNA content between P, (enclosed) and 
Pi+, (i=l,..., k); let xk+, be the number of cells with the maximum amount of 
DNA content, and xk+* be the number of cells in the gap period G,. So the state 
space of our process is [Wd, d = k+2, and its dynamics is defined by the following 
operator: 
+ah2Xk+,[f(X+2y(k+2)-y(k+‘))-f(X)] 
+ (1 - a)A2xk+,[f(x -yck+‘)) -f(x)l 
+A,Xk+2[f(X+y(1)+y(k+2)) -ftx)l, (2.1) 
where (Y E [0, l] and yci) = (yi”, . . , yy)) s.t. yi” = 6:“. 
Note that we want to allow v and A,, A2 to depend in a suitable way on the 
distribution P, of the process X at time t: 
VIE B(@), P,(Z) = P(x, E I), 
where %I(Rd) is the family of Bore1 sets in Rd. 
In mathematical terms, we consider the operator 
(2.2) 
where v belongs to II@“), the family of probability measures on Rd, and the 
coefficients r,(x, V) are implicitly defined by (2.1). 
For a suitable class 6?J of functions f on Rd, the martingale problem associated 
with this operator, and with the initial condition (t,, X0) (X0 a random variable on 
Rd) is the non-linear martingale problem (NLMGP {Ly.( t,,, X0)}) 
, 
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In order to find solutions for the above NLMGP we proceed, roughly speaking, 
as follows: 
- we fix T>O and choose v.: [0, T]+17(Rd); 
- then we consider the linear non-homogeneous MGP {L, , (to, x0)} and prove 
that it is well-posed. Let Y be the solution and Q, its distribution at time t; 
- we have now a well-defined map 
$:u.+Q. (2.4) 
and we construct a suitable metric under which the map $, at least for small t’s, is 
a contraction, so that the (unique) fixed point is the required solution of the NLMGP. 
The set of assumptions that we will use enables us to deal with a class of model 
that includes in particular (2.1). 
Below we first examine the linear non-homogeneous MGP {A,, (to, X0)}, where 
A, = L, (2.5) 
is the operator with coefficients 
&(r, x) = Yk(X, v,). (2.6) 
We represent the solution of the MGP (2.5) by a stochastic equation driven by 
one-dimensional independent Poisson processes. This is the key tool to study the 
map $ and prove that it has a unique fixed point. 
3. The linear non-homogeneous martingale problem 
Consider the linear non-homogeneous MGP {A,, (to, X,,)} associated with the 
operator 
Af(x) = i AtA& x)[f(x+ L) -l-(x)1, (3.1) 
k=l 
where 
XERd, /kE(Wd, k=l,..., n, t E LO, a), 
hk( t, x) are non-negative functions s.t. max sup hk( t, x) s A( 1 + IIXII), 
k f 
(3.2) 
llxll = j, Ixil* 
The goal of this section is to prove that the MGP (3.1) is well-posed. As is well 
known, this is equivalent to showing that the homogeneous MGP {A, (to, X0)}, 
Af(c xl = 
a”f(t, x) 
-+A./-(~, x), dt (3.3) 
has a unique solution for every to E [0, CO), and for every Rd-valued random variable 
X0. The solution will be an E-valued process, IE = [0, 00) x Rd. 
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In order to do this, we follow a general procedure for proving well-posedness of 
martingale problems, which consists in (i) first obtaining existence of solutions (a 
priori explosive ones), (ii) then showing that, under suitable assumptions, all 
solutions do not explode, and (iii) finally exploiting this fact to prove uniqueness 
by a localization argument. 
Lemma 3.1. The MGP (3.3) has a solution (t, X,) in &[O, a), where E’ is the one 
point compactzjkation of E, for every initial condition (to, X0). 
Proof. The assertion follows by the fact that A satisfies the positive maximum 
principle and that the domain 9’ of A contains a subset which is dense in the set 
of continuous functions on IE vanishing at infinity, namely the algebra generated by 
the functions H(t, x) of the form 
H(r, x) = h(r)g(x), (3.4) 
where h E %‘[O, CO), g E %(IWd), and both have compact support. 0 
Remark 3.2. The above result holds as soon as the coefficients hk are bounded over 
compact sets, a condition which is implied by (3.2). 
Lemma 3.3. If P(( to, X0) E IE) = 1, then every solution to (3.3) belongs to &[O, a). 
Proof. It can easily be verified that one can find a sequence of functions H,,( t, x) 
of the form (3.4) which converges increasingly to 1, and such that AH,, (t, x) converges 
to zero pointwise and is bounded uniformly in n. q 
Theorem 3.4. For every initial condition X0, such that P(X, E rW”> = 1, for every to E Iw+ 
the MGP {A,, (to, X0)} is well-posed in &d[O, 00). 
Proof. We only have to prove uniqueness for the MGP (3.3). Let 
ER = {x E Rd : llxll< R} x [0, co), 
&7,k(fi x) = JL(t, X)I{IIxlI<R), 
ACR’f( t, x) = *+ i AR,k(f, x)[f(x+ 4s) -_/+)I. 
k=l 
For every positive R, the stopped MGP associated with (A, E,) has the same 
solutions as the one associated with (A (R) IE,) which is well-posed because its , , 
coefficients are bounded. 0 
The law of the solution to the MGP (3.3) exhibits a certain regularity (as one can 
expect from the sublinear growth assumption) which is illustrated by the following 
proposition. 
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Proposition 3.5. The solution X to the MGP (3.1) has as manyfinite moments as the 
initial condition X0, for every t 2 t,. 
Proof. 
ll~~ll-ll~~ll-~,‘~,~~~~~x.~~jx,+r,ll-ll~~ll~~~ 
is a local martingale. By &Onwall’s lemma it is easy to see that, with L = ma& I( lk 11, 
for any t G T: 
E((X,II ~exp{nLAT}(~llX~Il+nLAT)=~~(~lIX~lI). 
The assertion now follows by induction. 0 
(3.5) 
4. Representation theorem 
From now on, for the sake of simplicity, we will carry out the proofs for the case 
to = 0: the general case is completely analogous. 
Let N, , . . . , IV,, be independent standard Poisson processes. The goal of this 
section is to show that the solution X of the MGP {A,, (0, X0)} = {A,, X0} coincides 
in law with the unique solution of the equation 
2,=x0+ i 1kNk 
(I 
f 
hk(S, 2,) ds . (4.1) 
k=l 0 > 
This representation will be crucial in the next section, in order to estimate the 
distance between solutions of MGPs of the form (3.1) in terms of the distance 
between the corresponding rates. In particular the fact will be exploited that the 
processes 
f 
Yk(f) = Nk 
(I 
hk(S, -%) ds - 
0 > I 
, 
AktS, -&I ds (4.2) 
0 





with respect to a suitable filtration ‘8,. 
Lemma 4.1. Equation (4.1) has a unique solution for every t < r,, where 
7,=inf{t: ~~Z,_~~ =a}. 
Proof. Define 
Z,(t) = X0, 
zi(t)=Xo+ i lkhTk Ak(% &-l(S)) ds . 
k=L > 
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Let 7i be the time of the ith jump of 2,. We have 
Z,=Z,(t) for tE[O, Ti] 
and, as the jump size is bounded by L, 
7=lirn7,~~~. 
i+m 
Actually, equality holds. In fact, if 7, = tco, the jump rates are bounded on every 
finite time interval and thus T = +CO; if 7, < +OO and T < T,, let 
m = sup II-5 II, 
s < T 
n(t) = number of jumps of Z up to time t. 
We have 
m<+co, lim n(t) = +cO. 
l’i- 
On the other hand, for any t < T,, 
n(t)scOnSt. i Nk(T,A(l+m))<+a, 
k=l 




Tk(t) = hk(s, Z) ds. 
0 
Lemma 4.2. Assume M = ma& SUp(l,x) hk( t, X) < +m and suppose that 
(X0, N,, . . . > N,) are independent. Then the following holds: 
(a) P(T,=a) = 1. 
(b) For any u=(u,,...,u,,), set 9,,=9xov%~~v~.*v9>; then (T(t)su)= 
(T1(t)Cul,...,T,(t) c u,) E 9,, and Z is STC,,-adapted. 
(c) The solution to (4.1), Z, is the (unique) solution to the MGP {A,, X0}. 
Proof. Since Z satisfies (4.1), 
~~~r~~ G Ilxoll+ L i Nk(Mt) <a, 
k=l 
which proves (a). The assertions in (b) and (c) can be proved by a slight modification 
of the argument in Ethier and Kurtz (1986). 0 
In the sequel denote 5% = .YF7;(,). 
Theorem 4.3. Let Z be the solution of equation (4.1) and X be the solution of the 
MGP (3.1). Then X=Z in law (X =YZ). The processes Yk defined by (4.2) are 
orthogonal zero-mean %,-martingales with ( Yk, Yk) given by (4.3). 
40 A. Geradi, M. Romiii / A Markov model of interacting cells 
Proof. For any R > 0, set again 
AR,k(C x) = Ak(C X)&<R}, 
A:R’f(~) = j, ‘+R,k(f, X)b-(X-t l/c) -f(x)]. 
Let XR be the solution of the MGP {A, (R) X0} and let ZR be the solution of the , 
equation obtained by (4.1) by replacing hk with AR,k. 
By Lemma 4.2, ZR is a %,-adapted process with paths in &d[O, T] and 
zp =CJX;=XR(f AflX,,)=X(fh ux,R), 
where 
u ,,,=inf{t~O:]]X,]l~R}. 
On the other hand, by Lemma 4.1, setting 
uZ,R =inf{t 20: ]]Z,]] 2 R} 
we have 
ZR = Z( t A uZ,R) 
and therefore 
which in turn implies ffZ,R = uX,R and thus, by taking limits as R goes to infinity on 
both sides, 
z ‘YX. 
In order to prove the second part of the theorem, observe that 
r:(r A uZ,R) = %(t A %,R) 
so that, as R goes to infinity, T:( t h gZ,R) + I and T~( t) is a %(-stopping time for 
any t. The assertion then follows by the multi-parameter formulation of the optional 
sampling theorem (Ethier and Kurtz, 1986). 0 
We wish to point out that the main results of this section hold as soon as the 
coefficients Ak( f, x) are bounded over compact sets. 
The following is a stronger version of (3.5). 
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Proof. By Theorem 4.3 and Proposition 3.5 we have 
I 
7 
s E IlX,ll + nLA (1+ElIXll) ds 
0 
c EllX,ll+ nLAT+ nLA /oTE[s,;$ i\X,.ii]ds 
and therefore (4.4). q 
5. The non-linear martingale problem 
In this section we discuss the NLMGP {L,, X0}, where L, is defined in (2.2), for v 
belonging to a suitable subset of II(&) and for any initial condition X0, such that 
E IlXoll < +co. 
The following technical results are needed in order to specify the assumptions 
on the parameter yi(x, v). Let 
I If( 9= f:Rd+Rs.t. Ilf’I”=supI+llxll+~+; If(x) -f(Y)1 < +co x I lb-YII . 
Let 9* be its topological dual space. 8*, endowed with the norm 
llPllr*=&pJ)l 
is a Banach space. For p, v E 9*, set p(p, V) = 11~ - v]]~+. 
Let IT, = 9* n 17(Rd). It can easily be seen that 
17, = /_L E IT@“) s.t. 
I 
Rd Ilxllddx)<+~ . 
Lemma 5.1. The space (II,, p) is a complete metric space. 
Proof. Let {pn} be a Cauchy sequence in II, and let p E 9* be its limit in the metric 
p. The family {p,} is tight; moreover, for any f in VZb(Rd) the sequence {(p,,,f)} is 
a Cauchy sequence so that {pun} converges to p also weakly and p E 17,. 0 
Consider now &,[O, T]: it is a complete metric space with the metric 
d(p.9 v.) = sup Pbt, v,). 
[‘AT1 
For any V.E Dn,[O, T], assume 
I%(& v)-Yk(Y, ~)l~~IIX-YlI. (5.1) 
Let A, be the operator defined by (3.1). Since the family set Ak(tr x) = yk(x, v,) 
satisfies (3.2), the MGP {A,, X0} has, by Theorem 3.4, a unique solution X; let P, 
be its one-dimensional distribution. 
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Lemma 5.2. 7’he function P. belongs to D,,[O, T]. 
Proof. For any t, P, E I71 by (3.5). Moreover, 
P(P,,, P,,)~EIlX,,-X,,II 
so that right continuity and existence of left-hand limits of P. follow by the 
corresponding properties of the process X together with Proposition 4.4. q 
-By Lemma 5.2 and Theorem 3.4 the map 4 (cf. (2.3)), 
$ : 01,[0, Tl+ &JO, Tl, 
is well-defined. We conclude by proving that I,!J has a unique fixed point. 
(5.2) 
Theorem 5.3. Assume (5.1) and 
s;PlYk(x, ~)-Yk(%~)l~ v(l+ll~llMP, VI. 
Then the NLMGP {Ly, X0} has a unique solution in D*,[O, T]. 
(5.3) 
Proof. For any P.E DIT,[O, T], let X,(p) be the solution of the (linear non- 
homogeneous) MGP {L,, , X,,} and (cI(p), its one-dimensional distribution. Then 
P(IcI(k)I, ccr(v),) s ElIX(P) -X(v)ll 
and by using (4.1) and setting 
T:(t) = ~k(xs(~), /A) ds, 7ky( t) = ~k(X(v), vs) ds 
we get 
k=l 
+ i lllkllE[Nk(‘%t))- Nk(T:(t) A 6(f))] 
k=l 
G ki, Illkll{E[Tc(t) - T:(t) A T:(t)]+ E[T:(t) - T:(t) A T:(t)]} 
sLE { j, J; Iyk(xs(p), /-b)- yk(xs(v), vs)l ds} 
=sLE i II 
I 
(yk(xs(p), Ys) - Yk(Xs(V), CL,)1 ds 
k=l 0 
+ J ; Iyk(-%(y), ,%)- yk(-%(v), G)i da) 
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+ V 
I 




’ EIlXs(~.)-Xs(~)li ds 
0 
+ Tin Vd(p., ~.)[l+~~(~IIX_ll)l. 
By Gronwall’s lemma, for T small enough, (I, is a contraction. By the usual 
‘patching’ technique this yields the existence and uniqueness of the fixed point of 
*. cl 
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