ABSTRACT-During the iterative design of a system (or circuit) the **Crude Monte Carlo" and "Correlated Sampling," can be designer is often faced with the problem of ranking two designs according to used to rank "A" and "B"; in particular it studies for each some criterion. If the system elements have uncertain values, each system method the number of simulations required to achieve a manifestation can be evaluated as to whether or not it meets some performance criterion. The fraction which meets or exceeds the criterion is called ranking with a prescribed level of confidence. the yield. Monte Carlo techniques can be used to simulate the population of systems and thus to estimate the ranking of two designs. The first result presented in the paper is a derivation of the probability that one design is 1.2 Notation better than another, along with confidence limits for that probability.
The problem of ranking two designs is a recurring one in equal (0,0), (0, 1), (1, 0) [2, 3, 41 . In this paper we simulate the process taking place in a production run. The circuits (or systems) Manuscript receivZed June 13, 1972; revised October 2, 1973 . and March a.re assembled using components selected at random from 1. 1974 kind.
In translating this situation into an equivalent computer 3. THE PROBLEM OF RANKING problem, the first step is to write a program for computing TWO ALTERNATE DESIGNS the true values of the m output parameters as function of the true values of the n input parameters. Secondly, we This paper is particularly concerned with the following obtain (or postulate) the shapes of the probability distri-problem [1] : design a circuit or system which, when mass butions for the true values of the input parameters. There is produced, will meet certain specifications. To arrive at an no reason to believe that the yield rankings are robust with optimum design an iterative procedure is used which conrespect to the pdf's used to describe the distribution of the tinuously modifies the design, checks to see if the yield has true values of the input parameters; in other words, use of increased, modifies the better design, checks to see if the inaccurate pdf's may well lead to incorrect rankings. new modification has increased the yield further, etc.
Within the computer a random-number generator is used Assume that somewhere during the optimization we must to pick values from these distributions. Once a set of true choose one of the two alternate designs, "A" and "B" having input parameter values has been obtained, they are inserted the yields Ya, and Yb. (2) and (3). It follows that the variable Y is approximately statistical confidence level for the computed results is insuf-Normally distributed with mean Y and variance Y(1-ficient and the effort is wasted. Certain methods exist for Y)/N. reducing the number of trials; they are based on the exploiLet there be N simulations of each system, all of them tation of a feature peculiar to the problem at hand [7, 8] . mutually statistically independent. Then Ag is approxi-E.g., in Section 5, we show that a certain covariance may be mately Normally distributed with mean [Yi -Yb] and positive when we rank alternate designs which are similar; variance later in Section 5 we show how this covariance can be used2 Secs. 4.2 and 4.3. When (4) applies one can make a signifi-N will probably be over 1000. The dire need for methods of cance test of the null hypothesis or one can put confidence reducing sample size is as obvious as the methods are limited limits on (A\ Y-A\ Y). The two procedures are essentially [7, 8] . Only by exploiting some feature peculiar to the equivalent since they use the same information, problem at hand can one hope to reduce the sample size. Correlated sampling can reduce sample size when the correlation is positive; Section 5 shows why this is so.
Significance Test
For the statistical significance test make the null hypo- take the values (0,0), (0, 1), (1, 0) , (1, 1) . In this section it is still CabO Y(-Y)(21N)
(5b) presumed that the tests are statistically independent, in AY = Y-Yh = (Nsa -NSb)/N (6) pairs; i.e., the only possible dependence among the x's is between those of a pair. In Sec. 4 it was presumed that there
Next we calculate z, (4) reduces to (7) under the null hypo-was no correlation between Xa and Xb in pair i. That assumpthesis, namely tion is now dropped. The following relationships are not too difficult to derive z= (AY) Cabo (7) E-'Y} = Y and we perform the usual significance test. [5, (20) ].
In the following we assume, as in Sec. 4 , that the sample on can deive an exress ion [5,p(20) Consequently we may expect 6. CONCLUSIONS nOOn nolnlO~~~~Two Monte Carlo methods are feasible for determining when separate sets of random numbers were used for all the statistical confidence associated with the correct ranking 2N design simulations. Inspection of (9) and (10) both methods. The aficionado of geometry will appreciate [7] A. E. Mace, Sample-Size Determination, New York: Reinhold, 1964 .
that the same results can be proved geometrically [5] .
