Radford's biproduct for quasi-Hopf algebras and bosonization  by Bulacu, Daniel & Nauwelaerts, Erna
Journal of Pure and Applied Algebra 174 (2002) 1–42
www.elsevier.com/locate/jpaa
Radford’s biproduct for quasi-Hopf algebras and
bosonization
Daniel Bulacua ;∗, Erna Nauwelaertsb
aFaculty of Mathematics, University of Bucharest, Str. Academiei 14, RO-70109 Bucharest 1, Romania
bDepartment of Mathematics, Limburgs Universitair Centrum, B-3590 Diepenbeek, Belgium
Received 13 October 2000; received in revised form 14 October 2001
Communicated by C. Kassel
Abstract
Let B be a braided Hopf algebra (with bijective antipode) in the category of left Yetter–
Drinfeld modules over a quasi-Hopf algebra H . As in the case of Hopf algebras (J. Algebra 92
(1985) 322), the smash product B#H de:ned in (Comm. Algebra 28(2) (2000) 631) and a kind
of smash coproduct a=ord a quasi-Hopf algebra structure on B ⊗ H . Using this, we obtain the
structure of quasi-Hopf algebras with a projection. Further we will use this biproduct to describe
the Majid bosonization (J. Algebra 163 (1994) 165) for quasi-Hopf algebras. c© 2002 Elsevier
Science B.V. All rights reserved.
MSC: 57T05; 81R05; 81R50
0. Introduction
Let H be a Hopf algebra and B a linear space such that B is an algebra in the
category of left H -modules, HM, and a coalgebra in the category of left H -comodules,
HM. A necessary and suDcient condition for the smash product algebra structure and
the smash coproduct coalgebra structure to a=ord a Hopf algebra structure on B⊗H was
given by Radford in [15]. More precisely, B has to be a Hopf algebra in the braided
category of Yetter–Drinfeld modules HHYD, see [10], [14, Ch. 10]. Moreover, there
exists a correspondence between Hopf algebras A provided with a projection  :A→ H
 This research was performed in the framework of the cooperation project “Hopf algebra and (co) Galois
theory” supported by the Flemish and Romanian Ministries of Research.
∗ Corresponding author.
E-mail address: dbulacu@al.math.unibuc.ro (D. Bulacu).
0022-4049/02/$ - see front matter c© 2002 Elsevier Science B.V. All rights reserved.
PII: S0022 -4049(02)00014 -2
2 D. Bulacu, E. Nauwelaerts / Journal of Pure and Applied Algebra 174 (2002) 1–42
which admits a section i :H → A (as Hopf algebras), and Hopf algebras in the category
H
HYD. This correspondence formulated in the language of braided categories is due to
Majid [11] who called this process bosonization.
In this paper we will generalize the above constructions for quasi-bialgebras or
quasi-Hopf algebras. The category of left Yetter–Drinfeld modules HHYD over a quasi-
bialgebra was de:ned by Majid in [13] in order to describe the quantum double D(H)
for a :nite dimensional quasi-Hopf algebra H in the form of an implicit Tannaka–Krein
reconstruction theorem. The explicit formulae for D(H) was found by Hausser and Nill
in [6,7], and they proved that, as in the Hopf case, the category of left D(H)-modules
is isomorphic to the category of left–right Yetter–Drinfeld modules HYD
H .
The category HHYD is braided so we can consider (co)algebras, bialgebras and Hopf
algebras in this category in a natural way (see the de:nitions below). In Section 2
we will give some examples of such objects in HHYD. We will prove that H itself is
an object in this category (Lemma 2.2) but, in general, it is not an algebra in HHYD
(since H is an associative algebra and an algebra in HHYD is not necessarily associative
because its multiplication is associative up to associativity constraints which are given
by the reassociator of H). Nevertheless, following [4], if we de:ne on H a new
multiplication and denote by H0 the resulting structure then H0 becomes an algebra
in the braided category HHYD (Proposition 2.5). Now, the next question is: when is
H0 a coalgebra, a bialgebra, etc. in our category. Keeping in mind that for a Hopf
algebra this is true when H is cocommutative or, more generally, quasi-triangular, and
using the braided reconstruction theorem, due to Majid [10], we will show that, when
H is a quasi-triangular quasi-Hopf algebra, H0 is a cocommutative Hopf algebra in
the braided category HM with bijective antipode. Note that, to prove the bijectivity
of the antipode, we need a nice description for the inverse of the element u which
de:nes the square of the antipode for H as inner automorphism, see Lemma 2.9 (using
this formula, in [3], the authors proved that for a quasi-triangular quasi-Hopf algebra
with an R-matrix R and antipode S, the bijectivity of S and the invertibility of R
are unnecessary). Moreover, in this particular case, as in the Hopf case, there is a
functor from HM to HHYD which sends (co)algebras, etc. objects in HM into the same
objects but now in HHYD (Proposition 2.4). So, in this way H0 can be viewed as a
cocommutative Hopf algebra in the braided category HHYD with bijective antipode.
In Section 3 we will construct the Radford’s biproduct B × H when H is a quasi-
bialgebra (or quasi-Hopf algebra) and B a bialgebra (or Hopf algebra with bijective
antipode) in HHYD. This biproduct B × H is B ⊗ H as vector space with the algebra
structure given by the smash product constructed in [4] and with the quasi-coalgebra
structure de:ned by (3.1) and (3.2). In this way B × H becomes a quasi-bialgebra
(quasi-Hopf algebra), Theorem 3.3; note that, in the second case, the bijectivity of the
antipode of B is required because, following Drinfeld [5], a quasi-Hopf algebra has a
bijective antipode by de:nition. This construction generalizes the one given by Radford
for Hopf algebras [15], but because it is hard to de:ne a kind of “quasi-comodule
coalgebra” and the computations demand B as object in HHYD and almost all the
conditions which imply B as bialgebra in HHYD, we will start directly with B as above.
Also, our comultiplication cannot be viewed as a comultiplication in a braided category
between two coalgebras because, in general, H is not a coalgebra in HHYD and, in our
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case, the quasi-coassociativity requires multiplication with an reassociator on the left
side and with its inverse on the right side and for the coassociativity of a coalgebra in
H
HYD we need only multiplication with the reassociator of H on the left side (see the
complete de:nitions below).
In Section 4 we will prove the main result of this paper: the structure of quasi-Hopf
algebras with a projection (Theorem 4.6). This is also a generalization of a result of
Radford [15] for Hopf algebras. Let H be a quasi-Hopf algebra, A a quasi-bialgebra
and  :A → H; i :H → A two quasi-bialgebra maps such that  ◦ i = id. Follow-
ing [4], if we de:ne on A a new multiplication induced by i, and using the reas-
sociator of H and its antipode, and if we denote by Ai the resulting structure, then
Ai becomes an algebra in the monoidal category HM. Now, using the other map
 we will de:ne a subalgebra of Ai in the monoidal category HM, denoted by Bi
(Lemma 4.1). With some additional structures Bi becomes, an object in HHYD, and
secondly, a bialgebra in HHYD (or Hopf algebra with bijective antipode if A is a
quasi-Hopf algebra and ; i are quasi-Hopf algebra maps), see Proposition 4.4. The
main result states that Bi × H is isomorphic to A as quasi-bialgebras or quasi-Hopf
algebras.
In the last section we will :rst show that our biproduct is closed under a gauge
transformation F on H ⊗ H , where H is a quasi-bialgebra or a quasi-Hopf algebra
(such element is also called a twist). More precisely, there is a natural monoidal iso-
morphism from HHYD to the category of left Yetter–Drinfeld modules over HF , the
deformed quasi-bialgebra, and under this functor a bialgebra or a Hopf algebra object,
say B, corresponds to a bialgebra or Hopf algebra object BF , respectively. There-
fore, we have two biproducts B × H and BF × HF . If F is the gauge transformation
on B × H ⊗ B × H induced by F then (B × H)F is isomorphic to BF × HF as
quasi-bialgebras or quasi-Hopf algebras, respectively (Theorem 5.1). Finally, we re-
call, for Hopf algebras, the Majid’s bosonization [11]. Because this can be viewed
as a particular case of Radford’s biproduct, we will obtain, as a consequence, the
bosonization construction for quasi-Hopf algebras. As a corollary, we obtain that if H
is a quasi-triangular quasi-Hopf algebra, then the smash product de:ned by the ad-
joint action of H on H0 has a structure of a quasi-Hopf algebra. This fact generalizes
[11, Corollary 4.6].
1. Preliminaries
1.1. Quasi-Hopf algebras
We work over a commutative :eld k and all algebras, linear spaces, etc. will be over
k; unadorned ⊗ means ⊗k . Following Drinfeld [5], a quasi-bialgebra means (H;; ; )
where H is a unital algebra, and  :H → H ⊗H and  :H → k are algebra homomor-
phisms satisfying
(id⊗ )((h)) = (⊗ id)((h))−1; (1.1)
(id⊗ )((h)) = h⊗ 1 (⊗ id)((h)) = 1⊗ h; (1.2)
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for all h∈H , where ∈H ⊗ H ⊗ H is invertible and a 3-cocycle in the sense that
(1⊗ )(id⊗ ⊗ id)()(⊗ 1) = (id⊗ id⊗ )()(⊗ id⊗ id)(); (1.3)
(id⊗ ⊗ id)() = 1⊗ 1⊗ 1: (1.4)
The map  is called the coproduct or the comultiplication,  the counit and  the
reassociator. As for Hopf algebras [16] we denote (h) =
∑
h1 ⊗ h2, but since  is
only quasi-coassociative we adopt the further convention
(⊗ id)((h)) =
∑
h(1;1) ⊗ h(1;2) ⊗ h2
(id⊗ )((h)) =
∑
h1 ⊗ h(2;1) ⊗ h(2;2);
for all h∈H . Now H is called a quasi-Hopf algebra if, moreover, there exist an
antiautomorphism S of the algebra H (an antipode) and elements ; ∈H such that,
for all h∈H , we have∑
S(h1)h2 = (h) and
∑
h1S(h2) = (h); (1.5)
∑
X 1S(X 2)X 3 = 1 and
∑
S(x1)x2S(x3) = 1; (1.6)
where we shall denote the tensor components of  by big letters, for instance
=
∑
X 1 ⊗ X 2 ⊗ X 3 =
∑
T 1 ⊗ T 2 ⊗ T 3 =
∑
V 1 ⊗ V 2 ⊗ V 3 etc:
and the ones of −1 by small letters, for instance
−1 =
∑
x1 ⊗ x2 ⊗ x3 =
∑
t1 ⊗ t2 ⊗ t3 =
∑
v1 ⊗ v2 ⊗ v3 etc:
For a quasi-Hopf algebra the antipode is uniquely determined up to a transformation
 → U;  → U−1, S(h) → US(h)U−1, for any invertible U ∈H . Note that the
de:nitions of S; ;  imply ()() = 1 (thus, by rescaling  and  we may without
loss assume () = () = 1) and  ◦ S = . The identities (1.2), (1.3) and (1.4) also
imply
(⊗ id⊗ id)() = (id⊗ id⊗ )() = 1⊗ 1⊗ 1: (1.7)
Next we recall that the de:nition of a quasi-Hopf algebra is “twist coinvariant” in the
following sense. An invertible element F ∈H⊗H is called a gauge transformation or a
twist if it satis:es the relation (⊗id)(F)=(id⊗)(F)=1. If H is a quasi-Hopf algebra
and F=
∑
F1⊗F2 ∈H ⊗H is a gauge transformation with inverse F−1 =∑ G1⊗G2,
then one can de:ne a new quasi-Hopf algebra HF by taking the algebra structure of
H and
F(h) = F(h)F−1; (1.8)
F = (1⊗ F)(id⊗ )(F)(⊗ id)(F−1)(F−1 ⊗ 1); (1.9)
F =
∑
S(G1)G2; F =
∑
F1S(F2): (1.10)
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For a Hopf algebra one knows that the antipode is an anticoalgebra morphism. For
quasi-Hopf algebras this is only true up to a twist. If we set
∑
A1 ⊗ A2 ⊗ A3 ⊗ A4 = (⊗ 1)(⊗ id⊗ id)(−1); (1.11)
∑
B1 ⊗ B2 ⊗ B3 ⊗ B4 = (⊗ id⊗ id)()(−1 ⊗ 1) (1.12)
and we de:ne the elements ; ; f∈H ⊗ H by
=
∑
S(A2)A3 ⊗ S(A1)A4; =
∑
B1S(B4)⊗ B2S(B3); (1.13)
f =
∑
(S ⊗ S)(op(x1))(x2S(x3)); (1.14)
where op(h) =
∑
h2 ⊗ h1, then f is a twist with inverse given by
f−1 =
∑
(S(x1)x2)(S ⊗ S)(op(x3)) (1.15)
and the following relations hold:
f(h)f−1 =
∑
(S ⊗ S)(op(S−1(h))) for all h∈H; (1.16)
f() = ; ()f−1 = : (1.17)
Furthermore, the corresponding twisted reassociator (see (1.9)) is given by
f =
∑
(S ⊗ S ⊗ S)(X 3 ⊗ X 2 ⊗ X 1): (1.18)
We also need a generalization of Hopf algebra formulae of the type
∑
h1⊗h2S(h3)=
h⊗1 to the quasi-coassociative setting. Let H be a quasi-Hopf algebra. Following [6,7],
if we de:ne
pR =
∑
x1 ⊗ x2S(x3); qR =
∑
X 1 ⊗ S−1(X 3)X 2 (1.19)
then for all h∈H the following relations hold:
∑
(h1)pR[1⊗ S(h2)]=pR[h⊗1];
∑
[1⊗ S−1(h2)]qR(h1)=(h⊗1)qR;
(1.20)
and, writing pR =
∑
p1 ⊗ p2, qR =
∑
q1 ⊗ q2
∑
(q1)pR[1⊗ S(q2)] = 1⊗ 1;
∑
[1⊗ S−1(p2)]qR(p1) = 1⊗ 1; (1.21)
(qR ⊗ 1)(⊗ id)(qR)−1 =
∑
[1⊗ S−1(X 3)⊗ S−1(X 2)][1⊗ S−1(f2)
⊗S−1(f1)](id⊗ )(qR(X 1)); (1.22)
where f =
∑
f1 ⊗ f2 is the element de:ned by (1.14).
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A quasi-bialgebra or quasi-Hopf algebra H is quasi-triangular if there is an invertible
element R∈H ⊗ H such that
(⊗ id)(R) = 312R13−1132R23 (id⊗ )(R) = −1231R13213R12−1; (1.23)
op(h) = R(h)R−1 for all h∈H: (1.24)
Explicitly, if " denotes a permutation of {1; 2; 3}, we set "(1)"(2)"(3) =
∑
X "
−1(1) ⊗
X "
−1(2) ⊗ X "−1(3), and Rij means R acting non-trivially in the ith and jth positions of
H ⊗H ⊗H . If R satis:es these conditions it is called an R-matrix. It is easy to see that
(⊗id)(R)=(id⊗)(R)=1. Moreover, the above relations imply the quasi-Yang–Baxter
equation
R12312R13−1132R23= 321R23
−1
231R13213R12: (1.25)
Let H be a quasi-triangular quasi-Hopf algebra with R-matrix R=
∑
R1⊗R2. If we
de:ne
u=
∑
S(R2p2)R1p1; (1.26)
where pR =
∑
p1 ⊗ p2 is the element de:ned by (1.19) then it can be proved (see
[1]) that u is an invertible element of H , (u) = 1 and
S2(h) = uhu−1 for all h∈H: (1.27)
Moreover, the R-matrix R=
∑
R1 ⊗ R2 satis:es
∑
S(R2)R1 = S()u: (1.28)
1.2. Hopf algebras in braided categories
A monoidal category means a category C with objects U; V;W , etc., a functor ⊗ :C×
C → C equipped with an associativity natural transformation consisting of functorial
isomorphisms aU;V;W : (U ⊗ V ) ⊗ W → U ⊗ (V ⊗ W ) satisfying a pentagon identity,
and a compatible unit object 1 and associated functorial isomorphisms (the left and
right unit constraints, lV :V ∼= V ⊗ 1 and rV :V ∼= 1 ⊗ V , respectively). Now, if C
and D are monoidal categories then, roughly speaking, we say that T :C → D is a
monoidal functor if it respects the tensor products (in the sense that for any two objects
U; V ∈C there exists a functorial isomorphism (U;V :T(U )⊗T(V )→ T(U ⊗V ) such
that ( respects the associativity constraints), the unit object and the left and right unit
constraints (for a complete de:nition see [12], p. 421).
Let C be a monoidal category. An object V ∈C has a left dual or is rigid if there
is an object V ∗ and morphisms evV :V ∗ ⊗ V → 1; coevV : 1→ V ⊗ V ∗ such that
l−1V ◦ (idV ⊗ evV ) ◦ aV;V∗ ;V ◦ (coevV ⊗ idV ) ◦ rV = idV ; (1.29)
r−1V∗ ◦ (evV ⊗ idV∗) ◦ a−1V∗ ;V;V∗ ◦ (idV∗ ⊗ coevV ) ◦ lV∗ = idV∗ : (1.30)
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If every object in the category has a left dual, then we say that C is a rigid monoidal
category.
A braided category is a monoidal category equipped with a commutativity natural
transformation consisting of functorial isomorphisms cU;V :U ⊗V → V ⊗U compatible
with the unit and the associativity structures in a natural way (for a complete de:nition
see [9,12]).
Suppose that (H;; ; ) is a quasi-bialgebra. If U; V;W are left H -modules, de:ne
aU;V;W : (U ⊗ V )⊗W → U ⊗ (V ⊗W ) by
aU;V;W ((u⊗ v)⊗ w) =  · (u⊗ (v⊗ w)): (1.31)
Then the category HM of left H -modules becomes a monoidal category with tensor
product ⊗ given via , associativity constraints aU;V;W , unit k as a trivial H -module
and the usual left and right unit constraints. If H is a quasi-Hopf algebra then the
category of :nite dimensional left H -modules is rigid; the left dual of V is V ∗ with
the H -module structure given by (h · ’)(v) = ’(S(h) · v), for all v∈V , ’∈V ∗; h∈H
and with
evV (’⊗ v) = ’( · v); coevV (1) =
n∑
i=1
 · vi ⊗ vi; (1.32)
where {vi} is a basis in V with dual basis {vi}.
Now, if H is a quasi-triangular quasi-bialgebra with R-matrix R=
∑
R1 ⊗ R2, then
HM is a braided category with braiding
cU;V (u⊗ v) =
∑
R2 · v⊗ R1 · u for all u∈U; v∈V: (1.33)
We are interested in general Hopf algebras in braided categories C. The de:nition
of a Hopf algebra B in C is obtained in the obvious way in analogy with the stan-
dard axioms [16]. Thus, a bialgebra in C is (B;m; 0; ; ) where B is an object in
C and the morphism m :B⊗B → B forms a multiplication that is associative up to
the isomorphism a. Similarly for the coassociativity of the comultiplication  :B →
B⊗B. The identity in the algebra B is expressed as usual by 0 : 1 → B such that
m◦ (0⊗ id) = m◦ (id⊗ 0) = id. The counit axiom is (⊗ id)◦=(id⊗ )◦= id. In
addition,  is required to be an algebra morphism where B⊗ B has the multiplication
(B⊗B)⊗ (B⊗ B) a−−−→ B⊗ (B⊗ (B⊗ B)) id⊗a
−1
−−−−−−−−−→ B⊗ ((B⊗ B)⊗ B) mB⊗B = id⊗c⊗id

B⊗B←−−−
m⊗m (B⊗B)⊗ (B⊗B) ←−−−−−−−−−a−1 B⊗ (B⊗ (B⊗B))←−−−id⊗amB⊗ ((B⊗B)⊗B)(1.34)
A Hopf algebra B is a bialgebra with a morphism S :B → B in C (the antipode)
satisfying the usual axioms m ◦ (S ⊗ id) ◦ = 0 ◦ =m ◦ (id⊗ S) ◦ . A bialgebra or
Hopf algebra B in C is quasi-triangular if it has a second coproduct op (the opposite
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coproduct) and morphisms R;R−1 : 1→ B⊗B such that op makes B into a bialgebra
in C and
mB⊗B ◦ (R⊗R−1) = mB⊗B ◦ (R−1 ⊗R) = 0⊗ 0; (1.35)
(id⊗ ) ◦R= (m⊗ id⊗ id) ◦ a−1B;B;B⊗B
◦ (id⊗ aB;B;B) ◦ (id⊗ cB;B⊗B) ◦ aB;B;B⊗B ◦ (R⊗R); (1.36)
(op ⊗ id) ◦R= (id⊗ id⊗ m) ◦ aB⊗B;B;B ◦ (a−1B;B;B ⊗ id)
◦ (c−1B;B⊗B ⊗ id) ◦ a−1B⊗B;B;B ◦ (R⊗R); (1.37)
mB⊗B ◦ (op ⊗R) ◦ lB = mB⊗B ◦ (R⊗ ) ◦ rB: (1.38)
1.3. Smash product
Let H be a quasi-bialgebra and A an algebra in the monoidal category HM; we will
denote by h ⊗ a → h · a the H -module structure of A. Following [4] we de:ne the
smash product A#H as follows: as vector space A#H is A ⊗ H (elements a ⊗ h will
be written a#h) with multiplication given by
(a#h)(b#h′) =
∑
(x1 · a)(x2h1 · b)#x3h2h′; (1.39)
for all a; b∈A; h; h′ ∈H . This A#H is an associative algebra and it is de:ned by an
universal property (as Heyneman and Sweedler did for Hopf algebras, see [4]). It is
easy to see that H is a subalgebra of A#H via h → 1#h; A is a k-subspace of A#H
via a → a#1 and the following relations hold:
(a#h)(1#h′) = a#hh′; (1#h)(a#h′) =
∑
h1 · a#h2h′; (1.40)
for all a∈A; h; h′ ∈H .
2. Hopf algebras in the category of Yetter–Drinfeld modules over a quasi-Hopf
algebra
Let H be a quasi-bialgebra. In [13] Majid de:nes the double category of left mod-
ules over H , HHYD (also called Yetter–Drinfeld modules), and uses it to describe the
quantum double D(H) (when H is a :nite dimensional quasi-Hopf algebra) in the form
of an implicit Tannaka–Krein reconstruction theorem. The explicit structure of D(H)
was found by Hausser and Nill in [6,7]. Now, recall from [13] the following:
De#nition 2.1. Let H be a quasi-bialgebra with reassociator . A k-linear space M
is called a left Yetter–Drinfeld module if M is a left H -module (denote the action
by h ⊗ m → h · m) and H coacts on M to the left (denote the left coaction by
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3M :M → H ⊗M; 3M (m)=
∑
m(−1)⊗m(0); m∈M) such that for all m∈M and h∈H
the following relations hold:
∑
X 1m(−1) ⊗ (X 2 · m(0))(−1)X 3 ⊗ (X 2 · m(0))(0)
=
∑
X 1(Y 1 · m)(−1)1Y 2 ⊗ X 2(Y 1 · m)(−1)2Y 3 ⊗ X 3 · (Y 1 · m)(0); (2.1)
∑
(m(−1))m(0) = m; (2.2)
∑
h1m(−1) ⊗ h2 · m(0) =
∑
(h1 · m)(−1)h2 ⊗ (h1 · m)(0): (2.3)
The category HHYD consists of such objects and morphisms which intertwine the
H -action and the corresponding H -coaction.
Following [13], the category HHYD is monoidal; explicitly, if (M; 3M ); (N; 3N )∈HHYD
then (M ⊗N; 3M⊗N )∈HHYD where M ⊗N is in an usual way a left H -module and for
all m∈M; n∈N
3M⊗N (m⊗ n) =
∑
X 1(x1Y 1 · m)(−1)x2(Y 2 · n)(−1)Y 3
⊗X 2 · (x1Y 1 · m)(0) ⊗ X 3x3 · (Y 2 · n)(0): (2.4)
The associativity isomorphisms are given by the same formula (1.31) as for HM.
Moreover, the category is braided with
cM;N (m⊗ n) =
∑
m(−1) · n⊗ m(0): (2.5)
By the above de:nition and axioms (1.1)–(1.7), it is not hard to see that when H
is a quasi-Hopf algebra the braiding c is invertible, in the sense that for all objects
M;N ∈HHYD; cM;N is bijective, where for all m∈M; n∈N its inverse is given by
c−1M;N (n⊗ m) =
∑
y31X
2 · (x1 · m)(0)
⊗S−1(S(y1)y2X 1(x1 · m)(−1)x2S(y32X 3x3)) · n: (2.6)
Similarly we can de:ne the category of left–right Yetter–Drinfeld modules HYD
H .
In fact, a left–right Yetter–Drinfeld module over H is a left Yetter–Drinfeld mod-
ule over H cop, so the categories HYD
H and H copH
cop
YD are isomorphic, where H cop =
(H;op; (−1)321; S−1; S−1(); S−1()) is the cooposite quasi-Hopf algebra associated
to H and (−1)321 =
∑
x3⊗ x2⊗ x1. Moreover, by [7, Corollary 3.13], if H is a :nite
dimensional quasi-Hopf algebra then the categories HYD
H and D(H)M are isomorphic.
If H is a Hopf algebra, then H itself is a Yetter–Drinfeld module by considering H
as a left H -module via the left adjoint action and with left H -coaction given via .
For the quasi-Hopf case we have the following:
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Lemma 2.2. Let H be a quasi-Hopf algebra. Then H is a left Yetter–Drinfeld module
with the structures:
h . h′ =
∑
h1h′S(h2) for all h; h′ ∈H; (2.7)
3H (h)=
∑
h(−1)⊗ h(0) :=
∑
X 1Y 11 h1g
1S(q2Y 22 )Y
3⊗X 2Y 12 h2g2S(X 3q1Y 21 );
(2.8)
where f−1 =
∑
g1 ⊗ g2 and qR =
∑
q1 ⊗ q2 are the elements de;ned by (1.15) and
(1.19); respectively.
Proof. It is easy to see that H is a left H -module via .. Now; we will prove that the
relations (2.1)–(2.3) hold. To this end we :rst de:ne the element U∈H ⊗ H given
by
U =
∑
U1 ⊗U2: =
∑
g1S(q2)⊗ g2S(q1): (2.9)
Following [8; Lemma 3.13] for all h∈H we have
U[1⊗ S(h)] =
∑
(S(h1))U[h2 ⊗ 1]; (2.10)
(id⊗ )(U)(1⊗U) =
∑
(⊗ id)((S(X 1))U)(X 2 ⊗ X 3 ⊗ 1): (2.11)
By (1.6) we obtain that
3H (h) =
∑
(X 1 ⊗ X 2)(Y 1hS(Y 2))U[Y 3 ⊗ S(X 3)] ∀h∈H (2.12)
and therefore; for any h∈H we have∑
Z1(T 1 . h)(−1)1T
2 ⊗ Z2(T 1 . h)(−1)2T 3 ⊗ Z3 . (T 1 . h)(0)
=
∑
(Z1X 11 ⊗ Z2X 12 ⊗ Z31X 2)(⊗ id)((Y 1(T 1 . h)S(Y 2))U)
[Y 31 T
2 ⊗ Y 32 T 3 ⊗ S(Z32X 3)] by (2:12)
=
∑
(Z1X 11 ⊗ Z2X 12 ⊗ Z31X 2)−1(id⊗ )((Y 1T 1hS(Y 21 T 2)))
(⊗ id)((S(W 1))U)(W 2 ⊗W 3 ⊗ 1)[Y 22 T 3 ⊗ Y 3 ⊗ S(Z32X 3)]
by (1:3) and (1:1)
=
∑
(Z1 ⊗ X 1Z21 ⊗ X 2Z22 )(id⊗ )((Y 1T 1hS(Y 21 T 2))U)(1⊗U)
[Y 22 T
3 ⊗ Y 3 ⊗ S(X 3Z3)] by (2:11) and (1:3)
=
∑
Z1Y 11 (T
1hS(T 2))1U1T 3 ⊗ {[(X 1 ⊗ X 2)(Z2Y 12 (T 1hS(T 2))2
U2S(Z31Y
2))]U[Z32Y
3 ⊗ S(X 3)]} applying (2:10) twice
=
∑
Z1h(−1) ⊗ {(X 1 ⊗ X 2)(Y 1Z21h(0)S(Y 2Z22 ))U[Y 3Z3 ⊗ S(X 3)]}
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by (1:3) and (2:12)
=
∑
Z1h(−1) ⊗ (Z2 . h(0))(−1)Z3 ⊗ (Z2 . h(0))(0) by (2:12):
By () = () = 1;
∑
(g1)g2 = 1;
∑
(q2)q1 = 1, (1.2) and (1.7) it follows that∑
(h(−1))h(0) =h, for all h∈H , thus we only have to show the compatibility relation
(2.3). This follows easily from (2.12), (1.1) and (2.10).
Remark 2.3. If H is a quasi-Hopf algebra then H is not necessarily an algebra in
the monoidal category HM. But; following [4]; we can associate to H an algebra in
HM; denoted by H0. More precisely; H0 = H as linear space; but for all h; h′ ∈H the
multiplication is given by
h ◦ h′ =
∑
X 1hS(x1X 2)x2X 31 h
′S(x3X 32 ): (2.13)
Then H0 becomes an algebra in HM with unit  and with left adjoint action de:ned
by (2.7). By the above lemma; it follows that H0 is also an object in HHYD with the
same action and coaction as H .
Now, let (H; R) be a quasi-triangular quasi-bialgebra and B a bialgebra in the braided
category HM, that is B is a left H -module via h⊗ b → h · b and:
(1) B is a left H -module algebra, i.e. B has a multiplication and a usual unit 1B
satisfying the following conditions:
(ab)c =
∑
(X 1 · a)[(X 2 · b)(X 3 · c)];
h · (ab) =
∑
(h1 · a)(h2 · b); h · 1B = (h)1B; (2.14)
for all a; b; c∈B and h∈H .
(2) B is a left H -module coalgebra, i.e. B has a comultiplication B :B→ B⊗B (we
will denote (b) =
∑
b1 ⊗ b2, for all b∈B) and a usual counit B such that∑
X 1 · b(1;1) ⊗ X 2 · b(1;2) ⊗ X 3 · b2 =
∑
b1 ⊗ b(2;1) ⊗ b(2;2); (2.15)
B(h · b) =
∑
h1 · b1 ⊗ h2 · b2; B(h · b) = (h)B(b); (2.16)
for all h∈H; b∈B, where we adopt for the quasi-coassociativity of B the same
notations as in the preliminaries.
(3) B is an algebra morphism, that is, by (1.34), (1.33): B(1B) = 1B ⊗ 1B and
B(ab) =
∑
(y1X 1 · a1)(y2Y 1R2x2X 31 · b1)⊗ (y31Y 2R1x1X 2 · a2)
(y32Y
3x3X 32 · b2); (2.17)
for all a; b∈B. Then, the following result generalizes [12, Lemma 7.4.4].
Proposition 2.4. In the above hypothesis; B is a bialgebra in HHYD. Moreover; if B
is only an (co)algebra in HM (i.e. B is a left H-module (co)algebra) then B is an
(co)algebra in HHYD.
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Proof. We set R=
∑
R1 ⊗ R2 =∑ r1 ⊗ r2. First; if we de:ne
3B :B→ H ⊗ B; 3B(b) =
∑
b(−1) ⊗ b(0)
:=
∑
R2 ⊗ R1 · b for all b∈B; (2.18)
then B is an object in HHYD. Indeed; (2.1) follows easily by (1.23); (2.2) by
∑
(R2)R1
= 1 and the Yetter–Drinfeld condition (2.3) by (1.24). Because the associativity con-
straints in HM are the same as the ones of HHYD; we have to show that the following
assertions hold:
(i) B is a quasi-comodule algebra; that is; the multiplication m and the unit 0 inter-
twine the H -coaction 3B. So; by (2.4) we must check:
3B(bb′) =
∑
X 1(x1Y 1 · b)(−1)x2(Y 2 · b′)(−1)Y 3 ⊗ [X 2 · (x1Y 1 · b)(0)]
[X 3x3 · (Y 2 · b′)(0)]; (2.19)
for all b; b′ ∈B and
3B(1B) = 1H ⊗ 1B: (2.20)
(ii) B is a quasi-comodule coalgebra; i.e. the comultiplication B and the counit B
interwine the H -coaction 3B. Explicitly; for all b∈B we must have∑
b(−1) ⊗ b(0)1 ⊗ b(0)2 =
∑
X 1(x1Y 1 · b1)(−1)x2(Y 2 · b2)(−1)Y 3
⊗X 2 · (x1Y 1 · b1)(0) ⊗ X 3x3 · (Y 2 · b2)(0); (2.21)
∑
B(b(0))b(−1) = B(b)1: (2.22)
(iii) B is an algebra morphism; i.e. B(1B) = 1B ⊗ 1B and; by (1.34) and (2.5); for
all b; b′ ∈B we must check
B(bb′) =
∑
[y1X 1 · b1][y2Y 1(x1X 2 · b2)(−1)x2X 31 · b′1]
⊗ [y31Y 2 · (x1X 2 · b2)(0)][y32Y 3x3X 32 · b′2]: (2.23)
Now, it is not hard to see that (1.23), (1.24) ⇒ (2.19); (2.14), ∑ (R1)R2 = 1 ⇒
(2.20); (1.23), (2.16) ⇒ (2.21); (2.16), ∑ (R1)R2 = 1⇒ (2.22). Finally, (iii) is just
(2.17). The fact that B is an (co)algebra in HHYD means that (2.14) and (2.19), (2.20)
hold (respectively, (2.15), (2.16) and (2.21), (2.22) hold). Thus, the last assertions
follow from the above.
If H is a Hopf algebra then H is an algebra in HHYD. Now, when H is a quasi-Hopf
algebra, by Remark 2.3, we have that H0 is an object in HHYD and an H -module algebra.
Moreover, as expected, H0 is an algebra in the braided category HHYD.
Proposition 2.5. Let H be a quasi-Hopf algebra and H0 the H-module algebra de;ned
in Remark 2.3. Then H0 is an algebra in the braided category HHYD.
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Proof. We only have to show that H0 is a quasi-comodule algebra; i.e. the relations
(2.19) and (2.20) hold. To prove (2.19) we set qR =
∑
q1 ⊗ q2 =∑ Q1 ⊗Q2; f−1 =∑
g1 ⊗ g2 =∑ G1 ⊗ G2; where qR and f−1 are the elements de:ned by (1.19) and
(1.15); respectively; and for all h; h′ ∈H we calculate
∑
X 1(x1Y 1 . h)(−1)x2(Y 2 . h′)(−1)Y 3 ⊗ [X 2 . (x1Y 1 . h)(0)]
◦[X 3x3 . (Y 2 . h′)(0)]
=
∑
X 1Z1(T 1x11Y
1
1 hS(T
2x12Y
1
2 ))1g
1S(q2)T 3x2U 1(V 1Y 21 h
′S(V 2Y 22 ))1G
1
S(Q2)V 3Y 3 ⊗ [X 21 Z2(T 1x11Y 11 hS(T 2x12Y 12 ))2g2S(X 22 Z3q1)]
◦ [X 31 x31U 2(V 1Y 21 h′S(V 2Y 22 ))2G2S(X 32 x32U 3Q1)] by (2:7); (2:8) and (1:16)
=
∑
X 1Z1y11(T
1Y 11 hS(x
1T 2Y 12 ))1g
1S(q2)x2U 1(T 31V
1Y 21 h
′S(V 2Y 22 ))1G
1
S(Q2)V 3Y 3 ⊗ [X 21 Z2y12(T 1Y 11 hS(x1T 2Y 12 ))2g2S(X 22 Z3y2q1)]
◦ [(X 3y3x3)1U 2(T 31V 1Y 21 h′S(V 2Y 22 ))2G2S((X 3y3x3)2U 3T 32Q1)]
by (1:3); (1:16); (1:20) and (1:1)
=
∑
X 1(T 1Y 11 hS(x
1T 2Y 12 ))1g
1S(q2)x2U 1(T 31V
1Y 21 h
′S(V 2Y 22 ))1G
1S(Q2)
V 3Y 3 ⊗ X 2(T 1Y 11 hS(x1T 2Y 12 ))2g2S(z1q1)z2x31U 2(T 31V 1Y 21 h′S(V 2Y 22 ))2G2
S(X 3z3x32U
3T 32Q
1) by (1:3); (2:13); (1:1) and (1:5)
=
∑
X 1(T 1Y 11 hS(z
1x1T 2Y 12 ))1g
1S(q2)z2(x2T 31V
1Y 21 h
′S(V 2Y 22 ))1G
1
S(Q2)V 3Y 3 ⊗ X 2(T 1Y 11 hS(z1x1T 2Y 12 ))2g2S(q1)z3
(x2T 31V
1Y 21 h
′S(V 2Y 22 ))2G
2S(X 3x3T 32Q
1) by (1:20); (1:16) and (1:3)
=
∑
X 1(T 1V 1(Y 11 y
1)1hS(z1T 21V
2(Y 11 y
1)2))1g1S(q2)z2T 2(2;1)
(V 3Y 12 y
2h′S(Y 2y3))1G1S(Q2)Y 3 ⊗ X 2(T 1V 1(Y 11 y1)1hS(z1T 21V 2(Y 11 y1)2))2
g2S(q1)z3T 2(2;2)(V
3Y 12 y
2h′S(Y 2y3))2G2S(X 3T 3Q1)
by (1:3); (1:16); (1:20) and again (1:3)
=
∑
X 1(V 1Y 1(1;1)y
1
1hS(z
1V 2Y 1(1;2)y
1
2))1g
1S(q2)z2(V 3Y 12 y
2h′S(Y 2y3))1
G1S(Q2)Y 3 ⊗ X 2(V 1Y 1(1;1)y11hS(z1V 2Y 1(1;2)y12))2g2s(q1)z3
(V 3Y 12 y
2h′S(Y 2y3))2G2S(X 3Q1) by (1:1); (1:16); (1:20) and (1:5)
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=
∑
X 1Y 11 (V
1y11hS(z
1V 2y12))1g
1S(q2)z2(V 3y2h′S(y3))1G1S(Q2Y 22 )Y
3
⊗X 2Y 12 (V 1y11hS(z1V 2y12))2g2s(q1)z3(V 3y2h′S(y3))2G2S(X 3Q1Y 21 )
by (1:1) two times; (1:16); (1:20); (1:5) and again (1:16)
=
∑
X 1Y 11 (V
1y11hS(V
2y12))1g
11(V 3y2h′S(y3))1G1S(Q2Y 22 )Y
3
⊗X 2Y 12 (V 1y11hS(V 2y12))2g22(V 3y2h′S(y3))2G2S(X 3Q1Y 21 )
by (1:19); (1:16) and (1:13); where we denote =
∑
1 ⊗ 2
=
∑
3H0 (V
1y11hS(V
2y12)V
3y2h′S(y3)) by (1:17)
= 3H0 (h ◦ h′) by (1:3) and (1:5):
Now, we prove the relation in (2.20). For this we need the following formula (see
[8, Lemma 7.2])
pR =
∑
(X 1S(X 2))U(X 3 ⊗ 1); (2.24)
where pR and U are the elements de:ned by (1.19) and (2.9), respectively. Recall that
the unit for H0 is  and therefore, by (2.12), we have
3H0 (1H0 ) =
∑
(X 1 ⊗ X 2)(Y 1S(Y 2))U[Y 3 ⊗ S(X 3)]
=
∑
(X 1 ⊗ X 2)pR[1⊗ S(X 3)] by (2:24)
= 1⊗ 1H0 by (1:19):
For Hopf algebras one knows that H is a Hopf algebra in HHYD if H is cocom-
mutative or, more generally, if H is quasi-triangular. In the second case, the explicit
structure formulae were found by Majid [11,12]. Moreover, this structure can be ob-
tained by using the braided reconstruction theorem. Now, we generalize all these results
for our quasi-Hopf algebras in order to obtain H0 as a Hopf algebra in HHYD. We :rst
use the braided reconstruction theorem (also due to Majid, see [10]) for constructing
H0 as a Hopf algebra in the braided category HM (here H will be quasi-triangular)
and then we apply Proposition 2.4 to obtain the desired structures.
Now, let C and D be two monoidal categories with D braided. If F; G :C→ D are
two functors then we denote by Nat(F;G) the set of natural transformations = :F→ G,
by M ⊗ F :C → D the functor (M ⊗ F)(N ) =M ⊗ F(N ), where M ∈D; N ∈C, and
by Mor(M;M ′) the set of morphisms between M and M ′ in D. Suppose that there is
an object B∈D such that for all M ∈D
Nat(M ⊗ F;F) ∼= Mor(M;B)
by functorial bijections >M and let ?= {?N :B⊗ F(N )→ F(N )|N ∈C} be the natural
transformation corresponding to the identity morphism idB. Then, using ? and the
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braiding in D we have induced maps
@sM :Mor(M;B
⊗s)→ Nat(M ⊗ Fs;Fs)
and we suppose that these are bijections (that is the representability assumption for
modules). Then, using >B⊗B; >1; @2B and ?1 we can de:ne a multiplication, a unit, a
comultiplication and a counit for B. By [10, Theorem 3.2] we have the following:
Theorem 2.6. If C and D are monoidal categories with D braided and F :C→ D is
a monoidal functor which satis;es the representability assumption for modules; then
B as above is a bialgebra in D. Moreover; if C is rigid then B is a Hopf algebra in
D and if C is braided then B is a quasi-triangular bialgebra in D.
For the rest of this section, H will be a quasi-triangular quasi-Hopf algebra with an
R-matrix R =
∑
R1 ⊗ R2; C the braided category HM, HL the vector space H with
the left regular action and B the same vector space H but with the left adjoint action
de:ned by (2.7). If M;N ∈C we denote by HomH (M;N ) the set of H -linear maps
between M and N .
Our goal is to apply the above theorem for C =D and F = id. The :rst step is to
show that B as above is the object which we need.
Lemma 2.7. Let H be a quasi-Hopf algebra; pR=
∑
p1⊗p2 and qR=
∑
q1⊗q2 the
elements de;ned by (1.19) and M ∈C. Then; if we de;ne for all =∈Nat(M ⊗ id; id)
>M :Nat(M ⊗ id; id)→ HomH (M;B);
>M (=)(m) =
∑
=HL(p
1 · m⊗ p2); m∈M;
then >M is well de;ned and a functorial bijection with its inverse given for all N ∈C;
3∈HomH (M;B); m∈M and n∈N by
>−1M (3)N :M ⊗ N → N; >−1M (3)N (m⊗ n) =
∑
q13(m)S(q2) · n:
Proof. We :rst have to check that >M (=) is H -linear. Indeed; for all h∈H we have
h . >M (=)(m) =
∑
h1=HL(p
1 · m⊗ p2)S(h2)
=
∑
=HL(h(1;1)p
1 · m⊗ h(1;2)p2S(h2))
=
∑
=HL(p
1h · m⊗ p2) by (1:20)
= >M (=)(h · m);
where the second equality uses that =HL is H -linear and = is functorial under the
morphism HL → HL de:ned by right multiplication. It follows that > is functorial and
>−1M (3) is a natural transformation. To see that >
−1
M is well de:ned we have to check
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that each >−1M (3)N is H -linear. That is true since for all h∈H
>−1M (3)N (h · (m⊗ n)) =
∑
>−1M (3)N (h1 · m⊗ h2 · n)
=
∑
q13(h1 · m)S(q2)h2 · n
=
∑
q1h(1;1)3(m)S(q2h(1;2))h2 · n (since 3 is H -linear)
=
∑
hq13(m)S(q2) · n by (1:20)
= h · >−1M (3)N (m⊗ n):
Thus; we only have to show that >M and >−1M are inverses. Now;
(>M ◦ >−1M )(3)(m) =
∑
>−1M (3)HL(p
1 · m⊗ p2)
=
∑
q13(p1 · m)S(q2)p2
=
∑
q1(p1 . 3(m))S(q2)p2 (since 3 is H -linear)
=
∑
q1p113(m)S(q
2p12)p
2
= 3(m) by (1:21)
and similarly
(>−1M ◦ >M )(=)N (m⊗ n) =
∑
q1>M (=)(m)S(q2) · n
=
∑
q1=HL(p
1 · m⊗ p2)S(q2) · n
=
∑
=HL(q
1
1p
1 · m⊗ q12p2S(q2)) · n
= =HL(m⊗ 1) · n by (1:21)
= =N (m⊗ n);
where the last equality uses that = is functorial under the morphism HL → N; h → h ·n.
By the above lemma the natural transformation ? corresponding to the identity mor-
phism idB is ? = {?N |N ∈C}, where each ?N :B⊗ N → N is given by
?N (h⊗ n) = >−1B (idB)N (h⊗ n) =
∑
q1hS(q2) · n for all h∈H; n∈N: (2.25)
Now, we are able to begin our reconstruction. The reconstruction of the algebra
structure on B does not involve the braiding and it is given by the following
Lemma 2.8. B = H0 as algebra; where the algebra structure of H0 in C is given in
Remark 2.3.
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Proof. Following the proof of [10; Theorem 3.2] the multiplication on B is obtained
as mB = >B⊗B(=); where for all N ∈C;
=N : (B⊗ B)⊗ N → N; =N = ?N ◦ (idB ⊗ ?N ) ◦ aB;B;N :
More precisely; =N ((h ⊗ h′) ⊗ n) =
∑
Q1(X 1 . h)S(Q2)q1(X 2 . h′)S(q2)X 3 · n; where
we denote by
∑
Q1 ⊗ Q2 another copy of qR; and therefore:
mB⊗B(h⊗ h′) =
∑
=HL(p
1 . (h⊗ h′)⊗ p2)
=
∑
Q1(X 1p11 . h)S(Q
2)q1(X 2p12 . h
′)S(q2)X 3p2
=
∑
Q1(X 1x11 . h)S(Q
2)q1(X 2x12 . h
′)S(q2)X 3x2S(x3)
by (1:19)
=
∑
Q1(y1 . h)S(Q2)q1y2(1;1)(x
1 . h′)S(q2y2(1;2))y
2
2x
2S(y3x3)
by (1:3) and (1:5)
=
∑
X 1y11hS(X
2y12)X
3y2q1(x1 . h′)S(q2)x2S(y3x3)
by (1:20) and (1:19)
=
∑
X 1hS(y1X 2)y2X 31 q
1p11h
′S(q2p12)p
2S(y3X 32 )
by (1:3); (1:5) and (1:19)
= h ◦ h′ by (1:21); and (2:13):
Finally; the unit for B is 0(1)= >k(r)(1)=
∑
rHL(p
1 · 1⊗p2) = rHL(1⊗ ) = ; where
r denotes the right unit constraints; and this :nishes the proof.
We now suppose that the representability assumption for modules holds. Applying
again [10, Theorem 3.2] the coproduct  of B is characterized as being the unique
morphism  :B→ B⊗ B in C such that:
?M⊗N = (?M ⊗ ?N ) ◦ a−1B;M;B⊗N ◦ (idB ⊗ aM;B;N ) ◦ (idB ⊗ (cB;M ⊗ idN ))
◦ (idB ⊗ a−1B;M;N ) ◦ aB;B;M⊗N ◦ (⊗ idM⊗N );
for all M;N ∈C. Explicitly, the map  is characterized by
∑
(q1hS(q2))1 · m⊗ (q1hS(q2))2 · n=
∑
q1(y1X 1 . h1)S(q2)y2Y 1R2x2X 31 · m
⊗Q1(y31Y 2R1x1X 2 . h2)S(Q2)y32Y 3x3X 32 ·n;
for all m∈M; n∈N , where qR=
∑
q1⊗q2=∑ Q1⊗Q2. We used the braiding (1.33),
computed h · (m ⊗ n) in the usual way and set (h) =∑ h1 ⊗ h2. Since the above
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equality is true for all m∈M; n∈N , we conclude that  is the unique morphism in
C satisfying:∑
(q1hS(q2)) =
∑
q1(y1X 1 . h1)S(q2)y2Y 1R2x2X 31
⊗Q1(y31Y 2R1x1X 2 . h2)S(Q2)y32Y 3x3X 32 ; (2.26)
for all h∈H . Now, under our assumption,  is given explicitly by
(h) =
∑
x1X 1h1g1S(x2R2y3X 32 )⊗ x3R1 . y1X 2h2g2S(y2X 31 ) (2.27)
for all h∈H . = . Indeed, applying (1.16), (1.1) and (1.24) several times we obtain
that  is an H -linear map. Also, a straightforward but tedious computation ensures that
 de:ned in (2.27) sati:es relation (2.26) (the details are left to the reader). Finally,
by [10, Theorem 3.2] the counit for B is (h) = ?k(h⊗ 1)=
∑
q1hS(q2) · 1= (h), for
all h∈H , where we used that () = 1.
Suppose now that M ∈C is :nite dimensional and let M∗ be its dual. In the prelim-
inaries we observed that M∗ is also an object in C via 〈h ·m∗; m〉=m∗(S(h) ·m), for
all h∈H , m∗ ∈M∗ and m∈M . If evM and coevM are the evaluation and coevaluation
maps then, according to [10, Theorem 3.2], the reconstructed S is characterized by
?M ◦ (S ⊗ idM ) = l−1M ◦ (idM ⊗ evM ) ◦ aM;M∗ ;M ◦ ((idM ⊗ ?M∗)⊗ idM )
◦ (aM;B;M∗ ⊗ idM ) ◦ ((cB;M ⊗ idM∗)⊗ idM ) ◦ (a−1B;M;M∗ ⊗ idM )
◦ ((idB ⊗ coevM )⊗ idM ) ◦ (lB ⊗ idM );
for all M ∈C, where l; a; c are the left unit constraints, the associativity constraints
and the braiding for C, respectively. Explicitly, S is characterized by∑
q1S(h)S(q2) · m=
∑
Y 1X 1R2x2S(Y 2q1(X 2R1x1 . h)S(q2)X 3x3)Y 3 · m;
for all h∈H , m∈M . So we conclude that S is the unique morphism in C which
satis:es∑
q1S(h)S(q2) =
∑
Q1X 1R2x2S(q1(X 2R1x1 . h)S(q2)X 3x3)S(Q2);
for all h∈H . Thus, by our assumption, the desired formula for S is
S(h) =
∑
X 1R2x2S(q1(X 2R1x1 . h)S(q2)X 3x3) for all h∈H (2.28)
(it is not hard to see that S as above is H -linear). In our case C is braided and F is the
identity functor of C, hence it is a tensor functor in the sense that the braiding of C
is mapped to the braiding of C. Then, by [10, Corollary 3.10], B is a quasi-triangular
Hopf algebra in C with the opposite coproduct op = and R-matrix R= 0⊗ 0. This
means that B is a braided cocommutative group, i.e. a cocommutative Hopf algebra in
the braided category C. Moreover, by Proposition 2.4, B is a braided cocommutative
group in HHYD.
Given these formulae for the braided group B (also denoted by H), one can also
check directly that it satis:es the axioms for a quasi-triangular Hopf algebra in a braided
category. Moreover, as in the Hopf case, we can generalize the above construction of
B but we do not need it in this paper (see [12]).
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For quasi-Hopf algebras the antipode is bijective by de:nition. So, in order to de-
scribe the converse construction (called bosonization by Majid), we have to show that
S, as above, is bijective. To prove this we need two lemmae. Note that the :rst lemma
gives a nice description for the inverse of the element u de:ned by (1.26).
Lemma 2.9. Let H be a quasi-triangular quasi-Hopf algebra with R-matrix R =∑
R1 ⊗ R2. Then the inverse of the element u is given by
u−1 =
∑
q1R2p2S2(q2R1p1); (2.29)
where pR =
∑
p1 ⊗ p2 and qR =
∑
q1 ⊗ q2 are the elements de;ned by (1.19).
Proof. By [1; Section 3]; we know that u is invertible; thus it is suDcient to prove
that
∑
q1R2p2S2(q2R1p1)u = 1. Indeed; if
∑
r1 ⊗ r2 is another copy of R then we
have
∑
q1R2p2S2(q2R1p1)u
=
∑
q1R2p2uq2R1p1 by (1:27)
=
∑
X 1R2p2S(S(X 2)X 3)uR1p1 by (1:19) and (1:27)
=
∑
X 1R2p2S(r2X 3)r1X 2R1p1 by (1:27) and (1:28)
=
∑
X 1R21S(X
2R22)X
3R1 by (1:23) and (1:19)
=1 by (1:5);
∑
(R2)R1 = 1 and (1:6):
Lemma 2.10. Let H be a quasi-triangular quasi-Hopf algebra with R-matrix R and
let u be the element given by (1.26). Then the antipode S de;ned by (2.28) satis;es
a second relation
S(h) =
∑
R2u−1S(R1h) for all h∈H: (2.30)
Proof. Use (2.7); (1.23); the de:nition of qR and (1.3); (1.5) and (1.24) two times;
again (1.3) and (1.5); the de:nitions of pR and qR; and by previous lemma. The details
are left to the reader.
We denote the inverse of the R-matrix R by R−1 =
∑ QR1⊗ QR2 and de:ne S−1 :H →
H by
S−1(h) =
∑
QR
1
S−1(uh)S( QR
2
) for all h∈H: (2.31)
Using the above lemma and (1.27) several times, it is not hard to see that S and S−1
are inverses. We summarize all this in the following:
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Theorem 2.11. Let (H; R) be a quasi-triangular quasi-Hopf algebra and denote by C
the braided category of left H-modules; HM. Then H gives a braided cocommutative
Hopf algebra B in C; considering the left adjoint action (2.7); the same algebra
structure as H0 de;ned in Remark 2.3; coproduct as in (2.27); counit ; and antipode
S as in (2.28). Moreover; the antipode is bijective with inverse de;ned by (2.31) and;
by Proposition 2.4; B is a cocommutative Hopf algebra in the braided category HHYD
with a bijective antipode.
3. Radford’s biproduct B × H
In this section H will be a quasi-bialgebra or quasi-Hopf algebra with antipode S
and B will be a bialgebra or Hopf algebra in the braided category HHYD with bijective
antipode SB. Thus, B is a left H -module algebra, so we can de:ne the smash product
B#H . We denote by B×H the vector space B⊗H (elements b⊗h will be written b×h)
with the algebra structure given by the smash product (1.39) and with comultiplication
(b× h) =
∑
y1X 1 · b1 × y2Y 1(x1X 2 · b2)(−1)x2X 31 h1
⊗y31Y 2 · (x1X 2 · b2)(0) × y32Y 3x3X 32 h2; (3.1)
and counit (b × h) = (b)(h), for all b∈B; h∈H , where we keep the notations of
the previous section. Our goal is to prove that B×H is a quasi-bialgebra (quasi-Hopf
algebra) with reassociator
B×H =
∑
1× X 1 ⊗ 1× X 2 ⊗ 1× X 3; (3.2)
in case B is a bialgebra in HHYD (respectively, a Hopf algebra with bijective antipode),
generalizing implication (b) ⇒ (a) in [15, Theorem 1]. Note that, in our case, we
cannot de:ne independently the smash coproduct (in the sense that in some context a
resulting object is a “quasi-coalgebra”) because a quasi-bialgebra H is not a coalgebra
so, as in De:nition 2.1, to de:ne a kind of H -comodule and then a left H -comodule
coalgebra B we need :rst an H -action on B and compatibility relations between these
structures. Because this construction must generalize the usual one for Hopf algebras,
the computations need almost all the conditions required for B to be a bialgebra in the
braided category HHYD (see (2.14)–(2.16) and (2.19)–(2.23)).
We start with the following:
Lemma 3.1. Let H be a quasi-bialgebra and B a bialgebra in the braided category
H
HYD. Then B× H is a quasi-bialgebra.
Proof. First; we will prove that  de:ned in (3.1) together with (3.2) is quasi-
coassociative in the sense of de:nition (1.1). We shall not perform all the computations;
but we shall point out the relations which are used in every step.
(id⊗ )((b× h))
=
∑
y1X 1 · b1 × y2Y 1(x1X 2 · b2)(−1)x2X 31 h1 ⊗ t1Z1y3(1;1)Y 21 · (x1X 2 · b2)(0)1
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× t2T 1[z1Z2y3(1;2)Y 22 · (x1X 2 · b2)(0)2 ](−1)z2(Z3y32)1Y 31 x31X 3(2;1)h(2;1)
⊗ t31T 2 · [z1Z2y3(1;2)Y 22 · (x1X 2 · b2)(0)2 ](0) × t32T 3z3(Z3y32)2Y 32 x32X 3(2;2)h(2;2)
=
∑
y1X 1 · b1 × y2Y 1(x1X 2 · b2)(−1)x2X 31 h1 ⊗ y3(1;1)t1Z1Y 21 · (x1X 2 · b2)(0)1
×y3(1;2)t2T 1[z1Z2Y 22 · (x1X 2 · b2)(0)2 ](−1)z2(Z3Y 3)1x31X 3(2;1)h(2;1)
⊗ (y32)1t31T 2·[z1Z2Y 22 ·(x1X 2·b2)(0)2 ](0)×(y32)2t32T 3z3(Z3Y 3)2x32X 3(2;2)h(2;2)
by twice (1:1); (2:3) and again (1:1) applied twice
=
∑
y1X 1 · b1 × y2Y 1W 11 (v1V 1x11X 21 · b(2;1))(−1)v2(V 2x12X 22 · b(2;2))(−1)
V 3x2X 31 h1 ⊗ y3(1;1)t1Y 2W 12 · (v1V 1x11X 21 · b(2;1))(0) × y3(1;2)t2T 1[z1Y 31W 2v3
· (V 2x12X 22 · b(2;2))(0)](−1)z2Y 3(2;1)W 31 x31X 3(2;1)h(2;1) ⊗ (y32)1t31T 2
· [z1Y 31W 2v3 · (V 2x12X 22 · b(2;2))(0)](0) × (y32)2t32T 3z3Y 3(2;2)W 22 x32X 3(2;2)h(2;2)
by (2:21) and (1:3)
=
∑
y1X 1Z1 · b(1;1) × y2Y 1(w1W 1V 1x11X 21 Z2 · b(1;2))(−1)w2U 1
⊗(W 21 V 2x12X 22 Z3·b2)(−1)W 22 V 3x2X 31 h1⊗y3(1;1)t1Y 2·(w1W 1V 1x11X 21 Z2·b(1;2))(0)
⊗y3(1;2)t2Y 31 T 1[z1w31U 2·(W 21 V 2x12X 22 Z3·b2)(0)](−1)z2(w32U 3W 3x3)1X 3(2;1)h(2;1)
⊗ (y32)1t31Y 3(2;1)T 2 · [z1w31U 2 · (W 21 V 2x12X 22 Z3 · b2)(0)](0)
⊗ (y32)2t32Y 3(2;2)T 3z3(w32U 3W 3x3)2X 3(2;2)h(2;2)
by (2:15); (1:1); (2:3) two times; again (1:1) and (1:3)
=
∑
y1X 1V 11 · b(1;1) × y2Y 1(w1X 2V 12 · b(1;2))(−1)w2U 1(x1X 31 V 2 · b2)(−1)x2
·(X 32 V 3h)1 ⊗ y3(1;1)t1Y 2 · (w1X 2V 12 · b(1;2))(0) × y3(1;2)t2Y 31 T 1[z1w31U 2
(x1X 31 V
2 · b2)(0)](−1)z2w3(2;1)U 31 x31(X 32 V 3h)(2;1) ⊗ (y32)1t31Y 3(2;1)T 2
· [z1w31U 2 · (x1X 31 V 2 · b2)(0)](0) × (y32)2t32Y 3(2;2)T 3z3w3(2;2)U 32 x32(X 32 V 3h)(2;2)
applying (1:3) two times
=
∑
y1X 1V 11 · b(1;1) × y2Y 1(w1X 2V 12 · b(1;2))(−1)w2U 1W 1
(v11x
1X 31 V
2 · b2)(−1)v12x2(X 32 V 3h)1 ⊗ y3(1;1)t1Y 2 · (w1X 2V 12 · b(1;2))(0)
×y3(1;2)t2(Y 3w3)1T 1U 21 [W 2 · (v11x1X 31 V 2 · b2)(0)](−1)W 3v2x31(X 32 V 3h)(2;1)
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⊗ (y32)1t31(Y 3w3)(2;1)T 2U 22 · [W 2 · (v11x1X 31 V 2 · b2)(0)](0)
× (y32)2t32(Y 3w3)(2;2)T 3U 3v3x32(X 32 V 3h)(2;2)
by (1:1); (2:3); again (1:1); (1:3) and again (2:3) two times
=
∑
y1X 1V 11 ·b(1;1)×y2Y 1(w1X 2V 12 ·b(1;2))(−1)w2U 1W 11 (v1X 31 V 2·b2)(−1)1
v21x
1(X 32 V
3h)1 ⊗ y3(1;1)t1Y 2 · (w1X 2V 12 · b(1;2))(0) × y3(1;2)t2(Y 3w3)1U 2W 12
(v1X 31 V
2·b2)(−1)2v22x2(X 32 V 3h)(2;1)⊗(y32)1t31(Y 3w3)(2;1)U 31W 2·(v1X 31 V 2·b2)(0)
× (y32)2t32(Y 3w3)(2;2)U 32W 3v3x3(X 32 V 3h)(2;2)
by (2:1) and twice (1:3)
=
∑
y1X 1V 11 · b(1;1) × y2Y 1(w1X 2V 12 · b(1;2))(−1)w2X 31U 1W 11 [(v1V 2 · b2)(−1)
v2V 31 h1]1x
1 ⊗ y3(1;1)t1Y 2 · (w1X 2V 12 · b(1;2))(0) × y3(1;2)t2Y 31 (w3X 32 )1U 2W 12
[(v1V 2 · b2)(−1)v2V 31 h1]2x2 ⊗ (y32t3)1Y 3(2;1)(w3X 32 )(2;1)U 31W 2 · (v1V 2 · b2)(0)
× (y32t3)2Y 3(2;2)(w3X 32 )(2;2)U 32W 3v3V 32 h2x3
by twice (1:1); (2:3) and again (1:1) two times
=
∑
X 11 y
1Z1w11V
1
1 ·b(1;1)×X 12 y2(Z2w12V 12 ·b(1;2))(−1)Z3w2U 1W 11 [(v1V 2·b2)(−1)
v2V 31 h1]1x
1 ⊗ t1X 2y3 · (Z2w12V 12 · b(1;2))(0) × t2X 31 w31U 2W 12 [(v1V 2 · b2)(−1)
v2V 31 h1]2x
2⊗ (t3X 32 )1w3(2;1)U 31W 2·(v1V 2·b2)(0)×(t3X 32 )2w3(2;2)U 32W 3v3V 32 h2x3
by (1:3); (2:3); (1:1) and again (1:3)
=
∑
X 11 Y
1
1 y
1z11Z
1w11V
1
1 · b(1;1) × X 12 Y 12 y2(z1(2;1)Z2w12V 12 · b(1;2))(−1)z1(2;2)
Z3w2U 1W 11 [(v
1V 2 · b2)(−1)v2V 31 h1]1x1 ⊗ X 21 Y 2y3 · (z1(2;1)Z2w12V 12 · b(1;2))(0)
×X 22 Y 3z2w31U 2W 12 [(v1V 2 · b2)(−1)v2V 31 h1]2x2 ⊗ X 31 z31w3(2;1)U 31W 2
·(v1V 2 · b2)(0) × X 32 z32w3(2;2)U 32W 3v3V 32 h2x3 by (1:3); (1:1) and (2:3)
=
∑
X 11 Y
1
1 y
1Z1z11w
1
1V
1
1 · b(1;1) × X 12 Y 12 y2(Z2z12w12V 12 · b(1;2))(−1)Z3z2
[w2W 1(v1V 2 · b2)(−1)v2V 31 h1]1x1 ⊗ X 21 Y 2y3 · (Z2z12w12V 12 · b(1;2))(0)
×X 22 Y 3z3[w2W 1(v1V 2 · b2)(−1)v2V 31 h1]2x2 ⊗ X 31 w31W 2 · (v1V 2 · b2)(0)
×X 32 w32W 3v3V 32 h2x3 by (1:1) and (1:3)
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=
∑
X 11 y
1Y 1w11V
1
1 · b(1;1) × X 12 y2T 1(z1Y 2w12V 12 · b(1;2))(−1)z2Y 31
[w2W 1(v1V 2 · b2)(−1)v2V 31 h1]1x1 ⊗ X 21 y31T 2 · (z1Y 2w12V 12 · b(1;2))(0)
×X 22 y32T 3z3Y 32 [w2W 1(v1V 2 · b2)(−1)v2V 31 h1]2x2 ⊗ X 31 w31W 2 · (v1V 2 · b2)(0)
×X 32 w32W 3v3V 32 h2x3 by (1:3); (2:3) and again (1:3)
=
∑
B×H [(w1V 1 · b1 × w2W 1(v1V 2 · b2)(−1)v2V 31 h1)⊗ w31W 2
· (v1V 2 · b2)(0) × w32W 3v3V 32 h2]−1B×H by (1:40); (2:16); (3:2) and (3:1)
=B×H (⊗ id)((b× h))−1B×H by (3:1):
It follows that (b × h) = (b)(h) is the counit for  and  is an algebra map.
Because we can view H as a subalgebra in B × H via the canonical inclusion and
(1× h) =∑ 1× h1 ⊗ 1× h2, for all h∈H , it is not hard to see that B×H satis:es
(1.3) and (1.4). The fact that  is an algebra map, is left to the reader since it is a
similar computation as above.
Lemma 3.2. Let H be a quasi-Hopf algebra with an antipode S and B a Hopf algebra
in HHYD with bijective antipode SB. Then s :B× H → B× H given by
s(b× h) =
∑
(1× S(X 1x11b(−1)h))(X 2x12 · SB(b(0))× X 3x2S(x3)); (3.3)
for all b∈B; h∈H; together with the elements B×H =1×  and B×H =1×  is an
antipode for the quasi-bialgebra B× H .
Proof. By (2.20); (2.14) and (1.6) it is easy to see that s(1 × 1) = 1 × 1. Now; we
have to prove that s is antimultiplicative and satis:es (1.5) and (1.6). First; because
B is a braided Hopf algebra; its antipode SB is a morphism in HHYD; that means SB is
H -linear and
∑
SB(b)(−1) ⊗ SB(b)(0) =
∑
b(−1) ⊗ SB(b(0)) for all b∈B: (3.4)
Moreover; by [10; Lemma 2.3]; the antipode SB is an antialgebra morphism in the sense
that SB(1)= 1 and SB(bb′)=m ◦ cB;B(SB(b)⊗ SB(b′)); for all b; b′ ∈B; where; as usual;
m denotes the multiplication on B and c the braiding of the category. In our case; by
(2.5) and (3.4); we obtain that
SB(bb′) =
∑
[b(−1) · SB(b′)]SB(b(0)) for all b; b′ ∈B: (3.5)
In order to prove that s is antimultiplicative; observe :rst that (1.40); (1.16); (1.17);
(1.13) and the axioms which de:ne a quasi-Hopf algebra imply
s(b× h) =
∑
(1× S(b(−1)h))(g1S(Y 2)Y 3 · SB(b(0))× g2S(Y 1))
for all b∈B; h∈H; (3.6)
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where; as usual; f−1 =
∑
g1 ⊗ g2 is the element de:ned by (1.15). Now; for all
b; b′ ∈B; h; h′ ∈H; we calculate
s((b× h)(b′ × h′))
=
∑
(1× S(X 1x11[(y1 · b)(y2h1 · b′)](−1)y3h2h′))
(X 2x12 · SB([(y1 · b)(y2h1 · b′)](0))× X 3x2S(x3)) by (1:39) and (3:6)
=
∑
(1× S(X 1x11Y 1(y1 · b)(−1)y2h1b′(−1)h′))(X 2x12
· {[(Y 2 · (y1 · b)(0))(−1)Y 3y3h2 · SB(b′(0))]SB((Y 2 · (y1 · b)(0))(0))}
×X 3x2S(x3)) by (2:19); (2:3); (3:5) and since SB is H -linear
=
∑
(1× S(b′(−1)h′))(1× S(X 1x11Y 1b(−1)1h1))
{[X 21 x1(2;1)Y 2b(−1)2h2 · SB(b′(0))][X 22 x1(2;2)Y 3 · SB(b(0))]× X 3x2S(x3)}
by (2:1); (1:40) and (2:14)
=
∑
(1× S(b′(−1)h′))(1× S(X 1Y 11 x1(1;1)b(−1)1h1))
(X 2Y 12 x
1
(1;2)b(−1)2h2 · SB(b′(0))× 1)(X 31 Y 2x12 · SB(b(0))× X 32 Y 3x2S(x3))
by (1:1); (1:3) and (1:39)
=
∑
(1× S(b′(−1)h′))(g1S(X 12 [Y 1x11b(−1)h](1;2)1X 2Y 12 [x11b(−1)h]2 · SB(b′(0))
× g2S(X 11 [Y 1x11b(−1)h](1;1))2X 3)(Y 2x12 · SB(b(0))× Y 3x2S(x3))
by (1:39); (1:16); (1:17) and again (1:39)
=
∑
(1× S(b′(−1)h′))(g1S(Z2)Z3 · SB(b′(0))× g2S(Y 1x11b(−1)hZ1))
(Y 2x12 · SB(b(0))× Y 3x2S(x3)) by (1:13); (1:1) and (1:5)
=
∑
(1× S(b′(−1)h′))(g1S(Z2)Z3 · SB(b′(0))× g2S(Z1))s(b× h)
by (1:40) and (3:3)
= s(b′ × h′)s(b× h) by (3:6):
Because H is a subalgebra of B × H and s(1 × h) = 1 × S(h), for all h∈H , it is
not hard to see that the relations in (1.6) are satis:ed. Thus, we have to check the
relations in (1.5). We will prove only the :rst one, the second one is left to the reader.
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Let us start by noting that (1.3), (2.3), again (1.3), (2.16) and (1.39) imply
(b× h) = (1× X 1)(y1Z1 · (x1 · b)1 × y2[Z2 · (x1 · b)2](−1)Z3x2h1)
⊗X 2y3 · [Z2 · (x1 · b)2](0) × X 3x3h2; (3.7)
for all b∈B, h∈H . From (1.40), (1.16), (1.17), (1.13) and the axioms which de:ne
a quasi-Hopf algebra it follows that∑
(1× S(X 1))(X 2 · b× X 3h) =
∑
g1S(X 2)X 3 · b× g2S(X 1)h; (3.8)
for all b∈B, h∈H . Therefore, if we denote by ∑ G1⊗G2 another copy of f−1 then
by (3.6) we have∑
s((b× h)1)(1× )(b× h)2
=
∑
s(y1Z1 · (x1 · b)1 × y2[Z2 · (x1 · b)2](−1)Z3x2h1)(1× S(X 1))
(X 2y3 · [Z2 · (x1 · b)2](0) × X 3x3h2) since s is antimultiplicative
=
∑
(1× S([y1Z1 · (x1 · b)1](−1)y2[Z2 · (x1 · b)2](−1)Z3x2h1))
(g1S(T 2)T 3 · SB([y1Z1 · (x1 · b)1](0))× g2S(T 1))
(G1S(X 2)X 3y3 · [Z2 · (x1 · b)2](0) × G2S(X 1)x3h2) by (3:6) and (3:8)
=
∑
(1×S((x1·b)(−1)x2h1))(g1S(T 2y12)T 3y2·SB((x1·b)(0)1)×g2S(T 1y11))
(G1S(X 2)X 3y3·(x1·b)(0)2×G2S(X 1)x3h2) by (2:21); (1:40)and (1:16)
=
∑
(1× S((x1 · b)(−1)x2h1))([g11G1S(T 2z3y1(2;2))T 3y2 · SB((x1 · b)(0)1 ]
[g12G
2S(X 2T 12 z
2y1(2;1))X
3y3 · (x1 · b)(0)2 ]× g2S(X 1T 11 z1y11)x3h2)
by (1:39); (1:16); (1:9); (1:18) and (1:1)
=
∑
(1× S((x1 · b)(−1)x2h1))([g11G1S(Y 2y2(1;2)z12T 22 )Y 3y22z2T 31
· SB((x1 · b)(0)1)][g12G2S(X 2Y 1y2(1;1)z11T 21 )X 3y3z3T 32 · (x1 · b)(0)2 ]
× g2S(X 1y1T 1)x3h2) by (1:3); (1:5) and again (1:3)
=
∑
(1× S((x1 · b)(−1)x2h1))([g11G1S(T 22 )1T 31 · SB((x1 · b)(0)1)]
[g12G
2S(T 21 )
2T 32 · (x1 · b)(0)2 ]× g2S(T 1)x3h2) by (1:1); (1:5) and (1:13)
=
∑
(1× S((x1 · b)(−1)x2h1))(g1S(T 2)T 3 · [SB((x1 · b)(0)1)(x1 · b)(0)2 ]
× g2S(T 1)x3h2) by (1:16); (1:17) and (2:14)
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= (b)
∑
(1× S(h1))(1× h2)
by (2:22); (2:16); (2:14) and
∑
(g1)g2 = 1
= (b× h)1×  by (1:40) and (1:5):
Finally, it remains to prove that s is bijective. Because the computations are long
we will prove this in the next theorem.
Now we can prove the main result of this section which is a generalization of
Radford’s biproduct [15]:
Theorem 3.3. If H is a quasi-bialgebra and B a bialgebra in the category of left
Yetter–Drinfeld modules HHYD; then B×H; the k-vector space B⊗H with the smash
product algebra structure as in (1.39) and comultiplication; counit and reassociator
as in Lemma 3.1 is a quasi-bialgebra. Moreover; if H is a quasi-Hopf algebra and
B a Hopf algebra in HHYD with bijective antipode SB; then s de;ned in Lemma 3.2
is an antipode for B× H; where for all b∈B; h∈H its inverse is given by
s−1(b× h) =
∑
(1× S−1(h)q2)(Y 2 · S−1B ((p1 · b)(0))
×S−1(q1Y 1(p1 · b)(−1)p2S(Y 3)); (3.9)
and where qR =
∑
q1 ⊗ q2; pR =
∑
p1 ⊗ p2 are the elements de;ned in (1.19).
Proof. By the previous results we only have to check that s and s−1 are inverses.
First; using (1.40); (1.22); (1.1); (2.3); (1.20) and (1.21) it is not hard to see that
s−1(b× h) =
∑
(1× S−1(h))(S−1(x3g2)q2 · S−1B ((x1 · b)(0))
× S−1(q1(x1 · b)(−1)x2g1)); (3.10)
for all b∈B; h∈H; where f−1 =∑ g1 ⊗ g2 is the element de:ned in (1.15). Now;
from (1.40); (3.10); again (1.40); (1.16); (1.1); (1.20); and again (1.40) and (3.10) it
follows that
s−1((1× h)(b× h′)) = s−1(b× h′)s−1(1× h); (3.11)
for all b∈B; h; h′ ∈H . Also; s−1(1 × h) = 1 × S−1(h) for all h∈H; S−1B is H -linear
and by (3.4) we have that∑
S−1B (b)(−1) ⊗ S−1B (b)(0) =
∑
b(−1) ⊗ S−1B (b(0)) for all b∈B: (3.12)
Using all these facts we can prove that s−1 ◦ s = id. Indeed; if  =∑ 1 ⊗ 2 is the
element de:ned by (1.13); then for all b∈B and h∈H we calculate
s−1(s(b× h))
=
∑
(1× S−1(S(Y 2)Y 3X 3y2S(y3))[Z2 · (x1X 2y12 · b(0))(0)
× S−1(S(X 1y11)Y 1Z1(x1X 2y12 · b(0))(−1)x2S(Z3x3))](1× b(−1)h)
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by (3:3); (3:11); (3:9); (1:19); (3:4) and (1:40) two times
=
∑
[S−1(S(Y 2Z12 )t
3Y 3(2;2)Z
3
2X
3
2 y
2
2
2S(y31)) · (x1X 2y12 · b(0))(0)
× S−1(S(X 1y11)Y 1Z11 (x1X 2y12 · b(0))(−1)x2S(t1Y 31 Z2x3)t2Y 3(2;1)Z31X 31 y21
1S(y32))](1× b(−1)h)
by (1:40); (1:16); (1:17); (1:13); (1:3) and (1:5)
=
∑
[S−1(S(Y 2)Y 3t3x3(2;2)Z
3
2X
3
2 y
2
2
2S(y31)) · (x1X 2y12 · b(0))(0)
×S−1(S(X 1y11)Y 1(x1X 2y12·b(0))(−1)x2Z1S(t1x31Z2)t2x3(2;1)Z31X 31 y211S(y32))]
(1× b(−1)h) by (1:1); (1:5); (2:3); (1:3) and again (1:5)
=
∑
[S−1(S(Y 2)Y 3x3X 32 y
2
2
2S(y31)) · (x1X 2y12 · b(0))(0)
×S−1(S(X 1y11)Y 1(x1X 2y12 · b(0))(−1)x2X 31 y211S(y32))](1× b(−1)h)
by (1:1); (1:5); (1:3) and again (1:5)
=
∑
[S−1(S(Y 2X 22 )Y
3X 3x3y22
2S(y31)) · (Z2(x1y1)2 · b(0))(0) × S−1
(S(X 1Z1(x1y1)1)Y 1X 21 (Z
2(x1y1)2 · b(0))(−1)Z3x2y211S(y32))](1× b(−1)h)
by (1:3) and (2:3)
=
∑
[S−1(x3y22
2S(y31))t
3 · (Z2 · (x11y11 · b)(0))(0)
× S−1(S(t1Z1(x11y11 · b)(−1)x12y12)t2(Z2 · (x11y11 · b)(0))(−1)Z3x2y211S(y32))]
(1× h) by (1:3); (1:5); (1:40) and (2:3)
=
∑
[S−1(S(y1T 1x11)y
2x31X
22S(y31x
3
(2;1)X
3
1 )) · b
× S−1(S(T 2x12)T 3x2X 11S(y32x3(2;2)X 32 ))](1× h)
by (2:1); (1:5); (1:3); (1:1) and again (1:5)
=
∑
[S−1(S(y1T 1x11)y
2x31Z
1S(y31x
3
(2;1)Z
2)) · b
× S−1(S(T 2x12)T 3x2S(y32x3(2;2)Z3))](1× h) by (1:13); (1:3) and (1:5)
=
∑
[S−1(S(y1)y2Z1S(y31Z
2)) · b× y32Z3](1× h)
by (1:1); (1:5); (1:3); again (1:5); and (1:6)
= b× h by (1:3); (1:5); (1:6) and (1:40):
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The fact that s ◦ s−1 = id is proved more easily using: (3.9), s is an antialgebra
morphism, (1.40), (3.3) two times, (2.1), (1.5), (3.8), (1.16), (1.17) and the others
axioms which de:ne a quasi-Hopf algebra (the details are left to the reader).
4. The structure of quasi-Hopf algebras with a projection
In this section H = (;; ; S; ; ) will be a quasi-Hopf algebra and (A; A; A) a
quasi-bialgebra or a quasi-Hopf algebra with the antipode SA de:ned by the elements
A; A. A quasi-bialgebra map between H and A is an algebra map B :H → A which
intertwines the quasi-coalgebras structures, respects the counits and satis:es (B⊗ B⊗ B)
() = A. If A is a quasi-Hopf algebra then B is a quasi-Hopf algebra map if, in
addition, B()=A; B()=A and SA ◦ B= B◦S (for Hopf algebras these conditions are
unnecessary). So the elements ; ; f; f−1 of H ⊗ H are mapped into the ones of
A⊗A. Finally, B as above de:nes a quasi-bialgebra or quasi-Hopf algebra isomorphism
if it is bijective.
We are able now to give the structure of quasi-Hopf algebras with a projection.
Let H be a quasi-Hopf algebra, A a quasi-bialgebra and  :A → H; i :H → A two
quasi-bialgebra maps such that  ◦ i = id. Under this hypothesis, as in the Hopf
case (see [15,10]), we will construct a Hopf algebra in the category of left Yetter–
Drinfeld modules (denoted by Bi) and secondly we will prove that the biproduct (in
the quasi-sense as constructed above) Bi × H is isomorphic to A as quasi-bialgebras.
Moreover, if A is a quasi-Hopf algebra then A  Bi × H as quasi-Hopf algebras.
Recall from [4, Proposition 2.2] that if H is a quasi-Hopf algebra, A an associative
algebra and i :H → A an algebra map and if we de:ne on A a new multiplication
given by
a ◦ a′ =
∑
i(X 1)ai(S(x1X 2)x2X 31 )a
′i(S(x3X 32 )) (4.1)
and we denote this new structure on A by Ai, then Ai becomes a left H -module
algebra with unit i() and with the left adjoint action induced by i, that is h .i a =∑
i(h1)ai(S(h2)), for all h∈H and a∈A.
Lemma 4.1. Let H be a quasi-Hopf algebra and A a quasi-bialgebra and suppose that
there exist two quasi-bialgebra maps  :A→ H and i :H → A such that  ◦ i = idH .
If we put
B=
{
a∈A
∣∣∣
∑
a1 ⊗ (a2)=
∑
i(x1)ai(S(x32X
3)f1)⊗ x2X 1S(x31X 2)f2
}
(4.2)
then B is a subalgebra of Ai in the monoidal category HM. We will denote by Bi
the subspace B of A with the algebra structure in HM induced by Ai.
Proof. We have to prove that B is closed under .i and ◦ and i()∈B. Now; let∑
F1 ⊗ F2 be another copy of f;  =∑ 1 ⊗ 2 and h∈H; b∈B. Because  and i
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are quasi-bialgebra maps the :rst assertion follows from
(h .i b)1 ⊗ ((h .i b)2)
=
∑
i(h(1;1)x1)bi(S(x32X
3)f1S(h2)1)⊗ h(1;2)x2X 1S(x31X 2)f2S(h2)2
by (4:2) and since  ◦ i = id
=
∑
i(x1h1)bi(S(x32(h2)(2;2)X
3)f1)⊗ x2(h2)1X 1S(x31(h2)(2;1)X 2)f2
by (1:16) and (1:1)
=
∑
i(x1)(h .i b)i(S(x32X
3)f1)⊗ x2X 1S(x31X 2)f2 by (1:1) and (1:15):
Now; we shall prove that b ◦ b′ ∈B for all b; b′ ∈B and i()∈B. Indeed;
∑
(b ◦ b′)1 ⊗ ((b ◦ b′)2)
=
∑
i(X 11 )b1i(S(x
1X 2)11x21X
3
(1;1))b
′
1i(S(x
3X 32 )1)
⊗(i(X 12 )b2i(S(x1X 2)22x22X 3(1;2))b′2i(S(x3X 32 )2))
=
∑
i(X 11 y
1)bi(S(x12X
2
2 y
3
2Y
3)1x21X
3
(1;1)z
1)b′i(S(x32(X
3
2 z
3)2Z3)F1)
⊗X 12 y2Y 1S(x11X 21 y31Y 2)2x22X 3(1;2)z2Z1S(x31(X 32 z3)1Z2)F2
by (1:17); (4:2) and (1:16)
=
∑
i(X 11 y
1)bi(S(T 2t12x
1
2X
2
2 y
3
2Y
3)T 3t2x21z
1X 31 )b
′i(S(x32z
3
2Z
3(X 32 )2)F
1)
⊗X 12 y2Y 1S(T 1t11x11X 21 y31Y 2)t3x22Z1(X 32 )(1;1)S(x31z31Z2(X 32 )(1;2))F2
by (1:1); (1:13) and again (1:1)
=
∑
i(X 11 y
1)bi(S(T 2x12(X
2y3)2Y 3)T 3x2X 31 )b
′i(S(t32Z
3x3X 32 )F
1)
⊗X 12 y2Y 1S(t1T 1x11(X 2y3)1Y 2)t2Z1S(t31Z2)F2
by (1:5); (1:3); (1:1) and again (1:5) two times
=
∑
i(y1X 1)bi(S(T 2(y31)(1;2)x
1
2V
2
2 Y
3X 2)T 3(y31)2x
2V 31 X
3
1 )b
′
i(S(t32Z
3y32x
3V 32 X
3
2 )F
1)⊗ y2V 1Y 1S(t1T 1(y31)(1;1)x11V 21 Y 2)t2Z1S(t31Z2)F2
by (1:3); (1:1) two times and (1:5)
=
∑
i(y1X 1)bi(S(w21x
1T 2V 22 Y
3X 2)w22x
2(T 3V 3)1X 31 )b
′
i(S(t32Z
3y32w
3x3(T 3V 3)2X 32 )F
1)⊗ y2V 1Y 1S(t1y31w1T 1V 21 Y 2)
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t2Z1S(t31Z
2)F2 by (1:1); (1:5) and (1:3)
=
∑
i(y1)i(X 1)bi(S(x1X 2)x2X 31 )b
′i(S(x3X 32 ))i(S(t
3
2Z
3y32T
3)F1)
⊗y2T 1S(t1y31T 2)t2Z1S(t31Z2)F2
by (1:5); (1:3); again (1:5); (1:1); and again (1:5)
=
∑
i(X 11 y
1)(b ◦ b′)i(S(t32Z3X 3)F1)⊗ X 12 y2S(t1X 2y3)t2Z1S(t31Z2)F2
by (4:1); (1:3) and (1:5)
=
∑
i(X 11 y
1)(b ◦ b′)i(S(X 3)F1)⊗ X 12 y2S(X 2y3)S(t1)t2S(t3)F2
by (1:3) and (1:5) two times
=
∑
i(x1)(b ◦ b′)i(S(x32X 3)F1)⊗ x2X 1S(x31X 2)F2
by (1:6); (1:3) and (1:5):
Finally; by (1.17); (1.13); (1.3); (1.5) and(4.2); we obtain that i()∈B.
For the Yetter–Drinfeld module structure on Bi we need the following:
Lemma 4.2. Let H; A; ; i; B as in Lemma 4.1. If we de;ne
C :A→ A; C(a) =
∑
a1i(S((a2))) for all a∈A (4.3)
then ImC = B.
Proof. By (1.13); (1.14) it is easy to see that
∑
1S(2) = S() and because ()=1
we obtain that
∑
f1S(f2) = S(). Thus; if b∈B then; by (4.2); (1.5) and (1.6) we
obtain that C(b)= b; so B ⊆ ImC. For the converse inclusion let b=∑ a1i(S((a2)))
∈ ImC for some a∈A. Then it is not hard to see that
∑
b1 ⊗ (b2) =
∑
i(x1)bi(S(x32X
3)f1)⊗ x2X 1S(x31X 2)f2
so; by (4.2); we have that b∈B and therefore ImC = B.
Now, by (4.3), (1.17), (1.16), (1.3), (1.5) and (1.1) we have
(C(a)) =
∑
i(x1)a1i(S(x32X
3(a(2;2)))f1)
⊗ i(x2X 1)C(a(2;1))i(S(x31X 2)f2); (4.4)
for all a∈A. The above equality implies
∑
[i(Y 1)⊗ i(y1Y 2)](C(a))(i ⊗ i)(g1S(y3Y 32 )⊗ g2S(y2Y 31 ))
=
∑
a1i(S((a(2;2))))⊗C(a(2;1))∈A⊗ B; (4.5)
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for all a∈A, where f−1 =∑ g1 ⊗ g2. Thus, by Lemma 4.2 we have that∑
[i(Y 1)⊗ i(y1Y 2)](b)(i ⊗ i)(g1S(y3Y 32 )⊗ g2S(y2Y 31 ))∈A⊗ B;
for all b∈B. Now, by Lemma 4.1 it follows that
3B(b) :=
∑
X 1(Y 1(b1)g1S(y3Y 32 ))S(Z
2X 22 )Z
3X 3
⊗Z1X 21 .i i(y1Y 2)b2i(g2S(y2Y 31 ))∈H ⊗ B; (4.6)
for all b∈B, so 3B de:nes a linear map 3B :B → H ⊗ B. Using several times the
3-cocycle relation (1.3), and using (1.5), (1.1) and (1.19), we get the following formula
for 3B:
3B(b) =
∑
X 1Y 11 (b1)g
1S(q2Y 22 )Y
3 ⊗ i(X 2Y 12 )b2i(g2S(X 3q1Y 21 ))∈H ⊗ B;
(4.7)
for all b∈B. This is almost the same as the structure de:ned in (2.8). Because  and
i are quasi-bialgebra maps and  ◦ i = id, we obtain by similar computations as in
Lemma 2.2 that B is an object in HHYD with the structures .i and (4.7). Moreover,
by Lemma 4.1 and similar computations as in Proposition 2.5 we obtain that Bi is an
algebra in the braided category HHYD. Our goal is to prove that Bi is a bialgebra in
H
HYD. First, we de:ne a coalgebra structure on B in HHYD (and therefore on Bi) as
follows:
Lemma 4.3. Let H; A; ; i; B as in Lemma 4.1. If we de;ne for all a∈A
 :B→ B⊗ B; (C(a)) =
∑
C(a1)⊗C(a2); (4.8)
then B becomes a coalgebra in HHYD; where the counit is = |B.
Proof. We will show that  is well de:ned by proving that Ker C is a coideal in A;
that is (Ker C) ⊆ Ker C ⊗ A + A ⊗ Ker C and (Ker C) = 0. Indeed; if we denote
by H+ =Ker ; then Ker C=Ai(H+). To prove this we use the same arguments as in
[15; Theorem 3]. First observe that (4.3) implies
C(aa′) =
∑
a1C(a′)(i ◦ S ◦ )(a2) for all a; a′ ∈A
and since C(i(h)) = (h)i(); for all h∈H; we obtain that
C(ai(h)) = (h)C(a) for all a∈A; h∈H: (4.9)
Thus; Ai(H+) ⊆ Ker C. On the other hand; since  ◦ i = id; by (1.1); (1.5) and (1.6)
we have a=
∑
i(X 1)C(a1)i(S(X 2)X 3(a2)) for all a∈A. So; if a∈ Ker C then
a=
∑
i(X 1)C(a1)i(S(X 2)X 3)(i((a2))− (a2)1)∈Ai(H+)
and therefore Ker C=Ai(H+); which shows that Ker C is a coideal. Now we have to
prove that B with comultiplication  and =|B is a coalgebra in HHYD; that means the
relations (2.15); (2.16) and (2.21); (2.22) hold. The :rst two relations follow easily
from (1.1); (4.9);
h .i C(a) =C(i(h)a) (4.10)
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and (C(a)) = (a) for all h∈H; a∈A. To prove the other ones; observe that for
b=C(b)∈B the relations (4.5); (4.9) and ∑ (g1)g2 = 1 imply
(b) =
∑
C(i(Y 1)b1)⊗ i(Y 2)b2i(S(Y 3)): (4.11)
Also; we need that
∑
T 1U 11 (C(a)1)g
1S(q2U 22 )U
3 ⊗ i(T 2U 12 )C(a)2i(g2S(T 3q1U 21 ))
=
∑
V 1(a1)S(U 2V 22 (a(2;2)))U
3V 3 ⊗C(i(U 1V 21 )a(2;1)); (4.12)
for all a∈A; which follows from (4.4); (1.20); (1.19); (4.10) and the axioms of a
quasi-Hopf algebra. Now; if we put (b) =
∑
b1⊗b2 for all b∈B; denote by
∑
Q1⊗
Q2 another copy of qR and set f−1 =
∑
g1 ⊗ g2 =∑ G1 ⊗ G2; then (2.21) follows
from
∑
X 1(x1Y 1 .i b1)(−1)x2(Y 2 .i b2)(−1)Y 3 ⊗ X 2 .i (x1Y 1 .i b1)(0)
⊗X 3x3 .i (Y 2 .i b2)(0)
=
∑
X 1C(i(x1Y 1Z1)b1)(−1)x2(i(Y 21 Z
2)b2i(S(Y 22 Z
3)))(−1)Y 3
⊗X 2 .i C(i(x1Y 1Z1)b1)(0) ⊗ X 3x3 .i (i(Y 21 Z2)b2i(S(Y 22 Z3)))(0)
by (4:11) and (4:10)
=
∑
X 1T 1U 11 (C(i(x
1Y 1Z1)b1)1)g1S(q2U 22 )U
3x2V 1(W 1Y 21 Z
2)1(b2)1
S(W 2Y 22 Z
3)1G1S(Q2)W 3Y 3⊗ i(X 21 T 2U 12)C(i(x1Y 1Z1)b1)2i(g2S(X 22 T 3q1U 21))
⊗X 3x3 .i i(V 2(W 1Y 21 Z2)2)(b2)2
i(S(W 2Y 22 Z
3)2G2S(V 3Q1)) by (4:7) and (1:16)
=
∑
X 1T 1U 11 (C(i(x
1Y 1Z11 )b1)1)g
1S(q2U 22 )U
3x2V 1Y 21 Z
1
(2;1)(b2)1
G1S(Q2Y 3(1;2)Z
2
2 )Y
3
2 Z
3 ⊗ i(X 21 T 2U 12 )C(i(x1Y 1Z11 )b1)2i(g2S(X 22 T 3q1U 21 ))
⊗X 3x3 .i i(V 2Y 22 Z1(2;2))(b2)2i(G2S(V 3Q1Y 3(1;1)Z21 )) by (1:3) and (1:16)
=
∑
X 1T 1U 11 (C(i(Y
1
1 x
1Z11 )b1)1)g
1S(q2U 22 )U
3Y 12 x
2Z1(2;1)(b2)1
G1S(Q2Z22 )Z
3 ⊗ i(X 21 T 2U 12 )C(i(Y 11 x1Z11 )b1)2i(g2S(X 22 T 3q1U 21 ))
⊗ i(X 31 Y 2x3Z1(2;2))(b2)2i(G2S(X 32 Y 3Q1Z21 )) by (1:20) and (1:3)
=
∑
X 1T 1U 11 (C(i(Y
1Z11 )1b(1;1))1)g
1S(q2U 22 )U
3(Y 1Z11 )2(b(1;2))
G1S(Q2Z22 )Z
3 ⊗ i(X 21 T 2U 12 )C(i(Y 1Z11 )1b(1;1))2i(g2S(X 22 T 3q1U 21 ))
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⊗ i(X 31 Y 2Z12 )b2i(G2S(X 32 Y 3Q1Z21 )) by (1:1) two times and (4:9)
=
∑
X 1[Y 1Z11(b1)]1V
1S(U 2{[Y 1Z11(b1)]2}(1;2)V 2)U 3{[Y 1Z11(b1)]2}2V 3
G1S(Q2Z22 )Z
3 ⊗C(i(X 2)i(U 1){[i(Y 1Z11 )b1]2}(1;1))
⊗ i(X 31 Y 2Z12 )b2i(G2S(X 32 Y 3Q1Z21 )) by (4:12); (1:1); (4:9) and (4:10)
=
∑
X 1Y 11 Z
1
(1;1)(b(1;1))V
1S(V 2)V 3G1S(Q2Z22 )Z
3
⊗C(i(X 2Y 12 Z1(1;2))b(1;2))⊗ i(X 31 Y 2Z12 )b2i(G2S(X 32 Y 3Q1Z21 ))
by (1:1); (4:9) and (1:5)
=
∑
Y 1Z11(b1)G
1S(Q2Z22 )Z
3 ⊗C(i(X 1)[i(Y 2Z12 )b2]1)
⊗ i(X 2)[i(Y 2Z12 )b2]2i(G2S(Y 3Q1Z21 ))i(S(X 3))
by (1:6); (1:3); (1:1) and (4:9)
=
∑
b(−1) ⊗C(i(X 1)b(0)1)⊗ i(X 2)b(0)2 i(S(X 3)) by (4:9) and (4:7)
=
∑
b(−1) ⊗ b(0)1 ⊗ b(0)2 by (4:11):
Finally; relation (2.22) follows from
∑
(g2)g1 =1; (b)= (b); for all b=C(b)∈B;
and (1.6).
In order to prove that Bi as above is a bialgebra in HHYD we need the following
formula:
∑
C(i(h1)a1) ◦ (h2(a2) .i a′)
=
∑
i(h1)a1a′i(S(h2(a2))) for all h∈H; a; a′ ∈A; (4.13)
which follows from de:nitions (4.1) and (4.3) and the axioms for a quasi-Hopf algebra.
Proposition 4.4. Let H; A; ; i; Bi be as in Lemma 4.1. Then Bi is a bialgebra in
the braided category HHYD. Moreover; if A is a quasi-Hopf algebra with an antipode
SA and ; i are quasi-Hopf algebra morphisms; then Bi is a Hopf algebra in HHYD
with antipode
S(b) =
∑
i((b1))SA(b2) for all b∈B: (4.14)
Proof. In view of the previous results; to prove that Bi is a bialgebra in HHYD; we
only have to show that the comultiplication  de:ned in (4.8) is an algebra map; that
is (i()) = i() ⊗ i() and the relations in (2.23) hold for our structures. The :rst
equality follows easily from C(i(h))=(h)i() for all h∈H and (2.23) can be deduced
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from following computations (we shall not perform all the computations; but we shall
point out the relations that are used in every step):
∑
(y1X 1 .i b1) ◦ [y2Y 1(x1X 2 .i b2)(−1)x2X 31 .i b′1]⊗ [y31Y 2 .i (x1X 2 .i b2)(0)]
◦ [y32Y 3x3X 32 .i b′2]
=
∑
C(i(y1X 1Z1)b1) ◦ {y2Y 1[i(x11X 21 Z2)b2i(S(x12X 22 Z3))](−1)
x2X 31 .i C(i(T
1)b′1)} ⊗ {y31Y 2 .i [i(x11X 21 Z2b2i(x12X 22 Z3)](0)}
◦ [y32Y 3x3X 32 .i i(T 2)b′2i(S(T 3))] by (4:11) and (4:10)
=
∑
C(i(y1X 1Z1)b1) ◦ {y2Y 1U 1[V 1x11X 21 Z2(b2)S(V 2x12X 22 Z3)]1g1S(q2)
V 3x2X 31 .i C(i(T
1)b′1)} ⊗ {y31Y 2 .i i(U 2)[i(V 1x11X 21 Z2)b2i(S(V 2x12X 22 Z3))]2
i(g2S(U 3q1))} ◦ [y32Y 3x3X 32 .i i(T 2)b′2i(S(T 3))]
by (4:7); (1:16) and since  ◦ i = id
=
∑
C(i(y1X 1Z11 )b1) ◦ {y2Y 1U 1[x1X 2Z12(b2)S(X 3(1;1)z1Z2)]1g1S(q2)X 3(1;2)
z2Z31 .i C(i(T
1)b′1)} ⊗ {y31Y 2 .i i(U 2)[i(x1X 2Z12 )b2i(S(X 3(1;1)z1Z2))]2
i(g2S(U 3x2q1))} ◦ [y32Y 3x3X 32 z3Z32 .i i(T 2)b′2i(S(T 3))]
by (1:3) two times; (1:16); (1:20) and (1:1)
=
∑
C(i(y1X 1Z11 )b1) ◦ {y2Y 1X 21 [Z12(b2)S(z1Z2)]1
g1s(q2)z2Z31 .i C(i(T
1)b′1)}
⊗{i(y3(1;1)x1Y 2X 22 )[i(Z12 )b2i(S(z1Z2))]2i(g2S(y3(1;2)x2Y 31 X 31 q1))}
◦ [y32x3Y 32 X 32 z3Z32 .i i(T 2)b′2i(S(T 3))] by (1:16); (1:20) and (1:3)
=
∑
C(i(X 1Z11 )1b(1;1)) ◦ {(X 1Z11 )2(b(1;2))g1S(q2z12Z22 )z2Z31 .i C(i(T 1)b′1)}
⊗ [i(x1X 2Z12 )b2i(g2S(x2X 31 q1z11Z21 ))] ◦ [x3X 32 z3Z32 .i i(T 2)b′2i(S(T 3))]
by (1:1); (1:3); again (1:1) two times and (4:9)
=
∑
i(X 1Z11 )1b(1;1)C(i(g
1S(q2z12Z
2
2 )z
2Z31T
1b′1)i(S((X
1Z11 )2)(b(1;2))
⊗ i(X 2Z12 )b2i(g2S(y1X 31 q1z11Z21 )y2X 3(2;1)z31Z3(2;1)T 2)b′2i(S(y3X 3(2;2)z32Z3(2;2)T 3))
by (4:13) and (4:1)
D. Bulacu, E. Nauwelaerts / Journal of Pure and Applied Algebra 174 (2002) 1–42 35
=
∑
C(i(X 1Z11 )b1i(g
1S(Y 2z12x
1
2Z
2
2 )Y
3z2x21Z
3
(1;1)b
′
1)
⊗ i(X 2Z12 )b2i(g2S(Y 1z11x11Z21 )z3x22Z3(1;2))b′2i(S(X 3x3Z22 ))
by (1:1) two times; (1:5); (1:3); and again (1:1) and (1:5)
=
∑
C(i(X 1)[i(Z1)bi(S(x1Z2)x2Z31 )b
′]1)
⊗ i(X 2)[i(Z1)bi(S(x1Z2)x2Z31 )b′]2
i(S(x3Z22 ))i(S(X
3)) by (1:13); (1:16) and (1:17)
=(b ◦ b′) by (4:11) and (4:1):
It remains to prove that S in (4.14) is well de:ned and that it is the antipode
for Bi (it is unique because it is the inverse of the identity map in the convolution
algebra HomH (Bi; Bi)). The fact that S(b)∈B for all b∈B follows from de:nition (4.2),
i◦S=SA◦ i, (1.17), (1.16) and the axioms which de:ne a quasi-Hopf algebra. Now, the
fact that
∑
S(b1)◦b2=
∑
b1◦S(b2)=(b)i() for all b∈B, it is a simple computation
so is left to the reader. Finally, we have to check that S is a morphism in HHYD. The
fact that S is H -linear, with the adjoint action induced by i, is straightforward. To
prove that S intertwines the H -coaction (4.7), we must check
(id⊗ S) ◦ 3B(b) = 3B ◦ S(b) for all b∈B: (4.15)
Let us start by noting that if for some h; h′ ∈H and b∈B we have i(h)bi(h′)∈B
then
S(i(h)bi(h′)) = (h′)h .i S(b); (4.16)
and therefore, by (4.7)
(id⊗ S) ◦ 3B(b) =
∑
Y 11 (b1)S(Y
2)Y 3 ⊗ Y 12 .i S(b2): (4.17)
On the other hand, by de:nition (4.14), (1.17), (1.16), (1.13) and the axioms which
de:ne a quasi-Hopf algebra, we get the following relation:∑
(S(b)1)⊗ S(b)2 =
∑
x1(b1)S(x32X
3(b(2;2)))f1
⊗ i(x2X 1)S(b(2;1))i(S(x31X 2)f2) (4.18)
for all b∈B. Using (4.18) and the equivalent de:nition (4.6) for 3B we obtain that
3B ◦ S(b) =
∑
X 1(b1)S((b(2;2)))S(Z2X 22 )Z
3X 3 ⊗ Z1X 21 .i S(b(2;1)): (4.19)
Now, b∈B, so from (4.2), (1.1), (1.9) and (1.18) it follows that∑
(b1)⊗ b(2;1) ⊗ (b(2;2)) =
∑
Y 1x11(b1)g
1S(y3x3(2;2)X
3
2 )f
1
⊗ i(Y 2x12)b2i(g2S(y2x3(2;1)X 31 )F1f21)
⊗Y 3x2X 1S(y1x31X 2)F2f22 ;
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where
∑
F1 ⊗ F2 is another copy of f. Therefore, since ∑ f1S(f2) = S() and
using (4.16),
∑
(g2)g1 = 1 and the axioms of a quasi-Hopf algebra, we obtain that
∑
(b1)S((b(2;2)))⊗ S(b(2;1)) =
∑
Y 1(b1)S(Y 3)⊗ Y 2 .i S(b2): (4.20)
This together with (4.19) implies:
3B ◦ S(b) =
∑
X 1Y 1(b1)S(Z2X 22 Y
3)Z3X 3 ⊗ Z1X 21 Y 2 .i S(b2)
=
∑
Y 11 (b1)S(Y
2)Y 3 ⊗ Y 12 .i S(b2) by (1:3) and (1:5)
= (id⊗ S) ◦ 3B(b) by (4:17):
For our biproduct we need a Hopf algebra in the braided category HHYD with bijective
antipode.
Lemma 4.5. Under the hypothesis of Proposition 4.4 the antipode S is bijective with
inverse given by
S−1(b) = S−1A (i()b2i(g
2))i((b1)g1) for all b∈B; (4.21)
where f−1 =
∑
g1 ⊗ g2 is the element de;ned by (1.15).
Proof. We :rst show that S−1 is well de:ned. Since the computations are not easy
we include them. If  =
∑
1 ⊗ 2 is the element de:ned by (1.13); then it is not
hard to see that
∑
S(1)2 = S() and therefore
∑
S(g1)g2 = S(). Also; we use
several times that ; i are quasi-Hopf algebra maps such that  ◦ i = id. Now; we put
f−1 =
∑
g1 ⊗ g2 =∑ G1 ⊗ G2 =∑ G1 ⊗ G2; and for all b∈B we calculate
∑
S−1(b)1 ⊗ (S−1(b)2)
=
∑
S−1A (i(
2)(b2)2i(g22G
2))i((b(1;1))g11)⊗ 〈 ◦ S−1A ; i(1)(b2)1i(g21G1)〉
(b(1;2))g12 by (4:21); (1:16) and (1:17)
=
∑
S−1A (i()i(x
3)(b2)(2;2)i(X 32 g
2
2G
2))i((b1)X 1g11)
⊗ S−1(x2(b2)(2;1)X 31 g21G1)x1(b2)1X 2g12 by (1:3) and (1:1)
=
∑
i(y1)S−1A (i()b2i(x
3X 32 Y
3g2))i((b1)X 1Y 11 g
1
(1;1)G
1
1G
1S(y32)f
1)
⊗y2S−1(S(x1X 2Y 12 )x2X 31 Y 2g12G2)g1(1;2)G12G2S(y31)f2
by (1:1); (1:5); (1:9); (1:18) and (1:16)
=
∑
i(y1)S−1A (i()b2i(g
2))i((b1)g1)i(X 1G11G
1S(y32)f
1)
⊗y2S−1(X 3G2)X 2G12G2S(y31)f2 by (1:3); (1:5); (1:1) and again (1:5)
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=
∑
i(y1)S−1(b)i(g1S(y32X
3)f1)⊗ y2S−1(g22G2S(X 1))g21G1S(y31X 2)f2
by (4:21); (1:9) and (1:18)
=
∑
i(y1)S−1(b)i(S(y32X
3)f1)⊗ y2X 1S(y31X 2)f2
by (1:5) and since
∑
(g2)g1 = 1 and
∑
S(g1)g2 = S():
So by (4.2) Im S−1 ⊆ B. Note that the de:nitions of S and S−1 do not use the fact
that the element b belongs to B.
Finally, we have to prove that S and S−1 are inverses. Note that (1.13) implies∑
S−1(2)1 = S−1() and a direct computation shows that S ◦ S−1 = S−1 ◦ S = id
(we leave the details to the reader).
We can prove now the main result of this paper:
Theorem 4.6. Let H be a quasi-Hopf algebra; A a quasi-bialgebra; and  :A →
H; i :H → A quasi-bialgebra maps such that  ◦ i = id. Let Bi be the bialgebra
in the braided category HHYD of Proposition 4.4 and Bi×H the associated biproduct
as in Theorem 3.3. Then
F :Bi × H → A; F(b× h) =
∑
i(X 1)bi(S(X 2)X 3h)
for all b∈B; h∈H; (4.22)
is an isomorphism of quasi-bialgebras with inverse
F−1 :A→ Bi × H; F−1(a) =
∑
C(a1)× (a2) for all a∈A: (4.23)
Moreover; if A is a quasi-Hopf algebra and ; i are quasi-Hopf algebra maps; then
F is an isomorphism of quasi-Hopf algebras.
Proof. Note that Bi×H as algebra is the smash product of Bi and H . Thus; by (1.39)
and (4.1); the multiplication in Bi × H is given by
(b× h)(b′ × h′) =
∑
i(X 1x11)bi(S(y
1X 2x12)y
2X 31 x
2
1h(1;1))
b′i(S(y3X 32 x
2
2h(1;2)))× x3h2h′ (4.24)
for all b; b′ ∈B and h; h′ ∈H; and therefore
F((b× h)(b′ × h′))
=
∑
i(Z1X 1x11)bi(S(y
1X 2x12)y
2X 31 x
2
1h(1;1))b
′i(S(Z2y3X 32 x
2
2h(1;2))Z
3x3h2h′)
=
∑
i(X 1)bi(S(y1z1X 2)y2z21X
3
(1;1)h(1;1))b
′i(S(y3z22X
3
(1;2)h(1;2))z
3X 32 h2h
′)
by (1:3); (1:1) and (1:5)
=
∑
i(X 1)bi(S(X 2)Y 1(X 3h)(1;1))b′i(S(Y 2(X 3h)(1;2))Y 3(X 3h)2h′)
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by (1:3) and (1:5)
=
∑
i(X 1)bi(S(X 2)X 3h)i(Y 1)b′i(S(Y 2)Y 3h′) by (1:1) and (1:5)
= F(b× h)F(b′ × h′):
It follows that F(i()×1)=1; hence F is an algebra morphism. To show that F respects
the quasi-coalgebra structures; observe :rst that
∑
F(C(i(h1)a1)× h2(a2)) = i(h)a for all h∈H; a∈A: (4.25)
Now; if we repeat the computations performed in the :rst part of the proof of Propo-
sition 4.4; we obtain that in our case the comultiplication (3.1) is given by
(b× h) =
∑
C([i(X 1Z11 )b1]1)× [X 1Z11(b1)]2g1S(q2z12Z22 )z2Z31h1 ⊗ i(x1X 2Z12 )
b2i(g2S(x2X 31 q
1z11Z
2
1 ))× x3X 32 z3Z32h2 for all b∈B; h∈H: (4.26)
It follows that F(b× 1) =∑ i(X 1)bi(S(X 2)X 3) and F(i()× h) = i(h); for all b∈B;
h∈H . Therefore; by (4.26); (1.40) and (4.25) we obtain that
∑
F((b× h)1)⊗ F((b× h)2)
=
∑
i(X 1Z11 )b1i(g
1S(q2z12Z
2
2 )z
2Z31h1)⊗ i(Y 1x1X 2Z12 )b2
i(g2S(Y 2x2X 31 q
1z11Z
2
1 )Y
3x3X 32 z
3Z32h2)
=
∑
i(Z11 )b1i(g
1S(T 2z12Z
2
2 )T
3z2Z31h1)⊗ i(Z12 )b2i(g2S(T 1z11Z21 )z3Z32h2)
by (1:5) and (1:19)
=
∑
i(Z11 )b1i(S(Z
2)1g11Z31h1)⊗ i(Z12 )b2i(S(Z2)2g22Z32h2)
by (1:13) and (1:16)
=
∑
F(b× h)1 ⊗ F(b× h)2 by (1:17):
It is not hard to see that F respects the counits. Since the reassociator for Bi × H is
Bi×H =
∑
i()× i(X 1)⊗ i()×X 2⊗ i()×X 3 it follows that F is a quasi-bialgebra
map. The fact that F and F−1 are inverses is a straightforward calculation; so it is left to
the reader. It remains to prove that if A is a quasi-Hopf algebra and ; i are quasi-Hopf
algebra morphisms; then F is a quasi-Hopf algebra morphism. Since Bi×H = i()× 
and Bi×H = i() × ; it follows that F(Bi×H ) = i() and F(Bi×H ) = i(); thus we
only have to check that
SA ◦ F(b× h) = F ◦ SBi×H (b× h) for all b∈B; h∈H: (4.27)
We put s = SBi×H . Because F is an algebra map and s(i() × h) = 1 × S(h); for all
h∈H; specializing (3.3) for Bi × H; by the de:nitions of F and S and (1.3); (1.1);
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(1.5) and(1.6) we obtain that
F(s(b× h)) =
∑
i(S(y1b(−1)h)y2)S(b(0))i(S(y3)) for all b∈B; h∈H:
(4.28)
Now; by (4.7); (4.16);
∑
(g2)g1 = 1; (1.1) and (1.5) we have that
F(s(b× h)) =
∑
i(S(S(Y 2)Y 3h))i(S(y1(b1))y2)S(b2)i(S(Y 1y3)) (4.29)
and therefore; by (4.14); (1.1) and (1.6) we obtain (4.27).
5. Twisting and bosonization
We begin this section with some generalities. If F =
∑
F1 ⊗ F2 is a gauge trans-
formation for a quasi-bialgebra or quasi-Hopf algebra H (see the preliminaries for the
de:nition), then there is a monoidal isomorphism between the tensor categories HM
and HFM. This functor is the identity on objects and morphisms with the monoidal
structure ( given by multiplication by F−1 (the inverse of F), that is, for any two
left H -modules V;W; (V;W :V ⊗W → V ⊗W; (V;W (v⊗w)=
∑
G1 · v⊗G2 ·w, where
v∈V; w∈W and F−1=∑ G1⊗G2. Moreover, this functor induces a monoidal isomor-
phism between the braided categories HHYD and HF
HFYD as follows: it is the identity on
objects and morphisms and if M ∈HHYD with h⊗m → h·m and 3M (m)=
∑
m(−1)⊗m(0),
h∈H , m∈M , then M becomes an object in HFHFYD with the same H -action and coac-
tion given by
3FM (m) =
∑
F1(G1 · m)(−1)G2 ⊗ F2 · (G1 · m)(0) for all m∈M: (5.1)
The above assertion follows easily from (1.9) and De:nition 2.1, the details are left
to the reader. Under this isomorphism a (co)algebra, bialgebra, Hopf algebra object B
corresponds to a (co)algebra, etc. object BF . Note that, if B is a bialgebra (or Hopf
algebra) in the :rst category then BF is a bialgebra (Hopf algebra) in the second
category with the HF -coaction (5.1), multiplication and comultiplication as follows:
b♦b′ =
∑
(G1 · b)(G2 · b′); ˜(b) =
∑
F1 · b1 ⊗ F2 · b2 (5.2)
and with the same unit and counit as B, where (b)=
∑
b1⊗b2 is the comultiplication
of B in the :rst category (with the same antipode as B in case B is a Hopf algebra).
Therefore, we have two biproducts B × H and BF × HF which are quasi-bialgebras
(quasi-Hopf algebras, if B has bijective antipode). We will prove that these biproducts
are isomorphic in the following sense:
Theorem 5.1. Let H be a quasi-bialgebra; F a gauge transformation for H and B a
bialgebra in HHYD. If we denote by F=
∑
1×F1⊗ 1×F2 the gauge transformation
for B× H induced by F; then the map B : (B× H)F → BF × HF given by
B(b× h) =
∑
F1 · b× F2h for all b∈B; h∈H (5.3)
is a quasi-bialgebra isomorphism. Moreover; if H is a quasi-Hopf algebra and B
a Hopf algebra in HHYD with bijective antipode; then B is a quasi-Hopf algebra
isomorphism.
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Proof. We only describe the structures involved and leave veri:cations of some details
to the reader.
Because the biproduct considered as algebra is a smash product, and always the new
quasi-bialgebra HF has the same algebra structure as H , we know by [2, Proposition
2.3] (the dual case, see also [4, Proposition 2.17]) that B de:ned above is an algebra
isomorphism with inverse given by
B−1(b× h) =
∑
G1 · b× G2h for all b∈B; h∈H:
Because B(1×h) = 1×h, for all h∈H , it follows from (3.2) that (B⊗B⊗B)((B×H)F) =
BF×HF . Thus, for the :rst statement, we only have to show that B respects the coalgebra
structures. This follows from applying (1.8) and (1.9) several times in (3.1). Now, for
the second assertion observe that the elements ;  for (B×H)F, denoted by F and
F, respectively, are in fact F=1×F ; F=1×F (see (1.10)), so B(F)= BF×HF
and B(F) = BH×HF . Thus, the proof will be complete once we show that sBF×HF ◦
B = B ◦ s, because the antipode for (B × H)F is the same as the antipode for B × H ,
say s. The latter equation follows from applying again (1.8) and (1.9) several times
and the formula
(1× h)(b× h′) =
∑
F1h1G1 · b× F2h2G2h′ for all b∈B; h; h′ ∈H;
which holds in the smash product BF × HF .
In the last part of this paper we focus on the Majid bosonization for quasi-Hopf
algebras. We :rst recall the construction in the Hopf case.
Let H be a quasi-triangular Hopf algebra. Following [11], bosonization generalizes
the Jordan–Wigner bosonization transform for Z2-graded systems in physics, and as-
sociates to every Hopf algebra B in the braided category of left representations of H
an ordinary Hopf algebra bos(B). This bos(B) is de:ned as a smash product by the
canonical action of H on B and a coproduct using the quasi-triangular structure R and
this action. Thus, it is a kind of converse to Theorem 2.11, when H is a Hopf algebra.
The connection with the Radford’s biproduct is the following: by a Hopf version of
Proposition 2.4, there is a functor from HM to HHYD which acts as the identity on
objects and morphisms and a left H -module becomes a left Yetter–Drinfeld module
with the additional structure (2.18). Because this is a functor of braided categories, a
braided bialgebra (or braided Hopf algebra) B∈HM can also be considered in HHYD
and then the corresponding bosonization can be viewed as an example of Radford’s
biproduct.
Now, for quasi-Hopf algebras we will use the second point of view. For this, let H
be a quasi-triangular quasi-bialgebra with R-matrix R=
∑
R1 ⊗ R2 and B a bialgebra
in the braided category HM. As explained above, by Proposition 2.4, B can be viewed
as a bialgebra in HHYD, so we can construct the biproduct (in the quasi-Hopf sense)
B× H which will be denoted by bos(B). By Theorem 3.3 we have the following:
Proposition 5.2. Under the above hypothesis; bos(B) is a quasi-bialgebra with algebra
structure given by the smash product
(b× h)(b′ × h′) =
∑
(x1 · b)(x2h1 · b′)× x3h2h′; (5.4)
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for all b; b′ ∈B; h; h′ ∈H; with unit 1×1; with comultiplication (see (3.1) and (2.18))
(b× h) =
∑
y1X 1 · b1 × y2Y 1R2x2X 31 h1
⊗y31Y 2R1x1X 2 · b2 × y32Y 3x3X 32 h2 (5.5)
and counit (b× h) = (b)(h); for all b∈B; h∈H; and with reassociator
bos(B) =
∑
1× X 1 ⊗ 1× X 2 ⊗ 1× X 3: (5.6)
Moreover; if H is a quasi-Hopf algebra and B a Hopf algebra in the braided category
H
HYD with bijective antipode SB; then bos(B) is a quasi-Hopf algebra with the antipode
s given by (see (3.3) and (2.18)):
s(b× h) =
∑
(1× S(X 1x11R2h))(X 2x12R1 · SB(b)× X 3x2S(x3)); (5.7)
for all b∈B; h∈H; and elements 1×  and 1× . The inverse of s is given by (see
(3.9) and (2.18)):
s−1(b× h) =
∑
(1× S−1(S(X 2)X 3h))(Y 2R1x1 · S−1B (b)
× S−1(X 1Y 1R2x2S(Y 3x3)); (5.8)
for all b∈B; h∈H .
Because as an algebra bos(B) is a smash product, from [2, Lemma 2.5], it follows
that the modules over B in the braided category HM correspond to the ordinary modules
over bos(B). Also, by Theorem 5.1 the bosonization construction is closed under a
twist.
Now, if B = H0 as in Theorem 2.11 then, almost similar as in the Hopf case (see
[11, Corollary 4.6]), we have the following:
Corollary 5.3. If H is a quasi-triangular quasi-Hopf algebra then the smash product
de;ned by the left adjoint action of H on H0 has a structure of a quasi-Hopf algebra.
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