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ABSTRACT 
 In this paper a fully automatic scheme for embedding visually 
recognizable watermark patterns to video objects is proposed. 
The architecture consists of 3 main modules. During the first 
module unsupervised video object extraction is performed, by 
analyzing stereoscopic pairs of frames. In the second module 
each video object is decomposed into three levels with ten 
subbands, using the Shape Adaptive Discrete Wavelet Trans-
form (SA-DWT) and three pairs of subbands are formed (HL3, 
HL2), (LH3, LH2) and  (HH3, HH2). Next Qualified Significant 
Wavelet Trees (QSWTs) are estimated for the specific pair of 
subbands with the highest energy content. QSWTs are derived 
from the Embedded Zerotree Wavelet (EZW) algorithm and 
they are high-energy paths of wavelet coefficients. Finally 
during the third module, visually recognizable watermark pat-
terns are redundantly embedded to the coefficients of the high-
est energy QSWTs and the inverse SA-DWT is applied to pro-
vide the watermarked video object. Performance of the pro-
posed video object watermarking system is tested under vari-
ous signal distortions such as JPEG lossy compression, sharp-
ening, blurring and adding different types of noise. Further-
more the case of transmission losses for the watermarked video 
objects is also investigated. Experimental results on real life 
video objects indicate the efficiency and robustness of the pro-
posed scheme. 
Keywords: video object (VO), Shape Adaptive Discrete 
Wavelet Transform, visually recognizable watermark pattern, 
Qualified Significant Wavelet Tree. 
1. INTRODUCTION 
During the last decade the significant improvement of PCs’ 
computational power and the rapid growth of low-cost portable 
devices, allowed for easy manipulation, replication and distri-
bution of digital media. However the large amounts of visual 
information have led to an emerging need for copyright protec-
tion of intellectual property. To confront this problem digital 
watermarking has been proposed as a means to identify the 
owner of the digital data and detect illegal distribution paths. 
The watermarking process encodes hidden copyright informa-
tion into the digital media, by modifying the original data ei-
ther in the spatial or in the frequency domain. 
On the other hand, MPEG-4 has introduced the concept of 
Video Objects (VOs), which may correspond to semantic enti-
ties. Such an object-based representation is very useful for a 
variety of applications including retrieving and indexing of 
visual information, efficient image/video coding and im-
age/video editing. These semantic entities make the produced 
content far more reusable and flexible, leading to a migration 
from a frame-based to an object-based consideration of digital 
media [1]. According to the aforementioned concepts, semantic 
object-based watermarking schemes can allow for hierarchical 
protection of media content and provide several new function-
alities compared to frame-based approaches. 
Till now most of the digital watermarking algorithms are 
frame-oriented. Early techniques embed the watermark in the 
least significant bits (LSBs) of image pixel [2]. However, this 
technique and some other proposed improvements [3], [4], 
except of having relatively low-bit capacity, they are also not 
resistant enough to lossy image compression, cropping and 
other image processing attacks. On the contrary, frequency-
domain-based techniques are more robust to attacks. In particu-
lar Cox et. al. [5] embed a set of i.i.d. sequences, following a 
Gaussian distribution, into the perceptually most significant 
frequency components of an image. In [6], visually recogniz-
able patterns are embedded, by selectively modifying the mid-
dle frequencies of the image obtained using the DCT trans-
form. Other approaches such as [7], [8], [9] use the Discrete 
Wavelet Transform (DWT) to hide data in the frequency do-
main. In most of the aforementioned techniques the watermark 
is a random sequence of bits and can be detected only by em-
ploying a detection theory scheme. Furthermore, all the afore-
mentioned approaches are frame-based and thus semantically 
meaningful video objects composing a frame may not be suffi-
ciently protected. 
On the other hand, limited work has been done in literature 
towards object-based watermarking. Starting from early works, 
in [10] a digital watermarking scheme of objects is proposed, 
based on the 2-D/3-D shape adaptive discrete wavelet trans-
form with Arbitrary Regions Of Support (AROS). The water-
mark in this scheme is an i.i.d. Gaussian distributed vector 
variable, added to all high-pass bands of an object in the wave-
let domain. In [11], the embedding scheme exploits the shape 
of video objects and the watermark is a random sequence trans-
formed to fit the scale and orientation of them. However, both 
approaches use no segmentation algorithm, assuming that VOs 
are pre-segmented, i.e., they are a priori available. In [12], a 
motion oriented segmentation algorithm is used to detect VOs 
and the watermark is a pseudorandom sequence, embedded to 
the DCT coefficients in an 8×8 block resolution. Nevertheless 
in this approach, the detected objects are motion regions and 
therefore this scheme cannot be straightforwardly applied to 
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images where no motion information is available.  In the work 
of [13] a cocktail watermarking technique is proposed where 
again the watermark is an i.i.d. Gaussian distribution. The pro-
posed system incorporates low-level texture segmentation for 
object detection, which faces difficulties in correctly separating 
semantically meaningful entities. Furthermore, in all the 
aforementioned approaches, the watermark is a random vari-
able sequence instead of a visually recognizable pattern. 
Additionally, considering the most recent works, in [14] 
image segmentation is performed and the extracted salient 
spatial features are used as reference for compensating usual 
geometric attacks. During segmentation the largest segments 
are selected for watermark embedding. In [15] a binary water-
mark image is embedded into multi-scale feature point-based 
local characteristic regions in the transform domain. For syn-
chronization purposes characteristic regions are first detected, 
using SIFT and image normalization. However the detected 
regions in both schemes may not correspond to semantically 
meaningful video objects. In [16] watermark synchronization is 
accomplished by invariant local feature regions, centered at 
scale-space feature points. Affine covariant regions (ACRs), 
local circular regions (LCRs), Tchebichef moments, and local 
Tchebichef moments (LTMs) are investigated to embed and 
detect the watermark. However all these kinds of regions usu-
ally do not efficiently detect semantics. In [17] scale and affine 
invariant regions are extracted on a de-noised image and non-
overlapping invariant regions are selected. The watermark is 
embedded surrounding the selected invariant regions. In [18] a 
watermarking scheme is proposed to enhance the capability of 
resisting VQ attacks, by partitioning the image into interrelated 
regions with irregular shapes. The authentication watermark is 
generated by a feedback-based chaotic system and inserted into 
the two LSBs of the region pixels, while recovery is achieved 
by a reference sharing mechanism on the encoded DCT coeffi-
cients. However interrelated regions also may not correspond 
to semantically meaningful video objects, while LSB insertion 
is not robust to signal processing manipulations. In [19] a frag-
ile, blind, high payload capacity, Region of Interest Medical 
image watermarking (MIW) technique is proposed for gray-
scale medical images. Aim of this work is to maintain Elec-
tronic Patient Report (EPR)/DICOM data privacy and medical 
image integrity. Another relevant work is presented in [20], 
where a lossless watermarking technique for Ultrasound im-
ages is proposed, based on difference expansion (DE). Its main 
aim is to hide patient's data and protect the ROI by a tamper 
detection method. However in both schemes ROIs are detected 
manually, while watermarks are not designed to survive under 
signal processing manipulations. The work in [21] focuses on 
surveillance video, in order to protect its integrity against later 
manipulation. The system is based on an array construction 
method using seed sequences, which allows a simple hardware-
generated watermark to be inserted into a surveillance camera 
video stream in realtime within the camera itself. The water-
mark changes in every frame, and it is possible to infer lost 
frames. By ceding to the camera the task ROIs detection can be 
accomplished, however ROIs are not watermarked in order to 
maintain the local integrity of the video frame. Finally in [22] 
an Angle Quantization Index Modulation-based watermarking 
scheme is proposed that considers the statistical behaviour of 
the region, where a message bit is to be embedded before set-
tling on the size of the quantization step. However in this case 
regions are just 8×8 pixel blocks without any explicit meaning, 
which are distinguished based on texture estimation (homoge-
neous and highly-textured regions). 
In this paper, a fully automatic video object-based water-
marking scheme is designed and implemented for stereoscopic 
video sequences. Two of the main contributions of the pro-
posed approach are: (a) The scheme is fully automatic, using 
an efficient unsupervised video object segmentation scheme, 
which exploits depth information and (b) visually recognizable 
patterns such as binary, grayscale or color images are embed-
ded to each video object, in contrast to existing object-based 
approaches. Thus selection of experimental thresholds during 
watermark detection is avoided, as the retrieved watermark is 
recognizable. In particular in the proposed approach initially 
video objects are unsupervisedly extracted by incorporating the 
method proposed in [23]. Then, each unsupervisedly extracted 
video object is decomposed into three levels by applying a 
shape adaptive discrete wavelet transform (SA-DWT) [24], 
providing ten subbands.  Afterwards, three pairs of subbands 
are formed, (HL3, HL2), (LH3, LH2) and (HH3, HH2) and the 
pair with the highest energy content is selected. For this pair 
Qualified Significant Wavelet Trees (QSWTs) are detected [7] 
in order to select the coefficients where the watermark should 
be casted. QSWTs, which are based on the definition of the 
Embedded Zerotree Wavelet (EZW) algorithm [25], are high-
energy paths of coefficients within the selected pair of sub-
bands and enable adaptive casting of watermark energy in dif-
ferent resolutions, achieving watermark robustness. Then, the 
watermark pattern is redundantly embedded to both subbands 
of the selected pair, using a non-linear insertion procedure that 
adapts the watermark to the energy of each wavelet coefficient. 
Finally, the inverse SA-DWT is applied to produce the water-
marked video object. Differences between the original and 
watermarked video objects are imperceptible to human eyes, 
while watermarked video objects are robust under different 
combinations of image processing attacks and transmission 
losses. Experimental results exhibit the efficiency of the pro-
posed automatic video object-watermarking scheme, in real 
world sequences. 
 
2. COMPARISON TO OUR PREVIOUS WORK 
In this paper we significantly extend and enhance the re-
sults and overall presentation of our previous work (see foot-
note of first page). In particular: 
(a) Regarding Section 3 (Unsupervised Video Object Seg-
mentation) an analytical description of the tube-embodied GVF 
field method is provided. Additionally, compared to our previ-
ous work, the extraction technique is applied to several stereo-
scopic frames (two of which are presented) and not only to one 
test image. 
(b) Regarding Section 4 (Shape Adaptive Discrete Wavelet 
Transform and Qualified Significant Wavelet Trees), a figure is 
created (Figure 2) to illustrate the decomposition process and 
more details are provided, explaining the detection of signifi-
cant wavelet coefficients. Also another important contribution 
of our current work is the introduction of “In-Nodes”. 
(c) Section 5 (Video Object Watermarking: Embedding 
and Extraction Methods) contains two new figures (Figure 4 
and Figure 5) that make much clearer the processes of water-
mark embedding and extraction. Furthermore the typical 
QSWTs detection algorithm [7] is modified to take into con-
sideration “In-Nodes”, which essentially accelerate the detec-
tion process. 
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(d) Section 6 (Experimental Results) is significantly ex-
tended by performing several new experiments. More specifi-
cally in our initial work we have tested watermark robustness 
under salt & pepper noise, Gaussian noise, blur, JPEG lossy 
compression and sharpening. In this paper many new mixed 
attacks are included, which present significant interest to the 
research community: combination of sharpening and bluring, 
combination of sharpening and bluring under JPEG compres-
sion and combination of different JPEG compression ratios 
under various Bit Error Rates, corresponding to typical mobile 
radio channels. All these new results provide a more integrated 
aspect of the presented methodology, leading to clearer conclu-
sions of the advantages of the proposed watermarking scheme. 
(e) Finally in terms of bibliography (Section 8), this paper 
follows the terminology of the updated version of the ISO/IEC 
14496-2:2004 standard that focuses on “coding of audio-visual 
objects”. Furthermore regarding state-of-art completeness, this 
paper contains fourteen new references that extensively cover 
the topic of video object watermarking. 
 
3. UNSUPERVISED VIDEO OBJECT 
SEGMENTATION 
The first module of the proposed watermarking scheme in-
cludes an efficient unsupervised video object segmentation 
process. In this paper, the fast and accurate video object extrac-
tion method proposed in [23] is incorporated, which exploits 
depth information. In particular, for each stereoscopic pair of 
frames initially the disparity field is computed followed by an 
occlusion detection and compensation algorithm [26]. This 
procedure leads to the estimation of an occlusion compensated 
depth map. Afterwards, a segmentation algorithm is applied to 
the depth map, providing a depth segments map. Depth infor-
mation is an important feature for content description, since 
usually video objects are composed of regions located on the 
same depth plane [27]. However, object boundaries (contours) 
cannot be identified with high accuracy by a depth segmenta-
tion algorithm, mainly due to erroneous estimation of the dis-
parity field, even after it has been improved by the occlusion 
detection and compensation algorithm.  For this reason, con-
tours of depth segments are refined using a Gradient Vector 
Flow (GVF) scheme [28]. In particular, inside each depth seg-
ment, a GVF field is computed, which is incorporated for ad-
justing the depth segment’s contour. In our case, the GVF field 
is estimated only within a tube region, leading to a significant 
reduction of the computational complexity. The "out"-
boundary of the tube coincides to the depth segment’s contour, 
while the "in"-boundary is constructed by shrinking the "out"-
boundary using an edge map constraint [23]. Finally an active 
contour is unsupervisedly initialized onto the "out"-boundary 
of the tube and is guided to the video object’s boundary, driven 
by the tube-embodied GVF field. In Figure 1 the tube genera-
tion for a frame of the “Eye to Eye” sequence and a frame of 
the standard sequence “Claude” is presented, while in Figures 
1(c,f) the detected video objects are shown. 
4. SHAPE ADAPTIVE DISCRETE WAVELET 
TRANSFORM AND QUALIFIED SIGNIFICANT 
WAVELET TREES 
The shape-adaptive discrete wavelet transform (SA-DWT) 
was proposed in [24], for efficiently coding arbitrarily shaped 
visual objects. The SA-DWT transforms the samples in an 
arbitrarily shaped region into the same number of coefficients 
in the subband domain, while preserving the spatial correlation, 
locality and self-similarity across subbands. Furthermore for a 
rectangular region, the SA-DWT becomes identical to the con-
ventional wavelet transform. In the framework of video object 
watermarking, where regions of arbitrary shape are considered, 
the SA-DWT should be adopted as it is contour-sensitive, pro-
viding exact values of the wavelet coefficients at the border of 
each video object. On the contrary, the conventional DWT 
provides wavelet coefficients of usually higher (than the real) 
values in the borders of video objects, since the area around 
video objects (background area) is also considered. Thus more 
reliable QSWTs are detected when using the SA-DWT. 
 
(a) (b) 
 
(c) 
 
(d) (e) 
 
(f) 
Figure 1: Video object segmentation using the proposed tube-
embodied Gradient Vector Flow (GVF) method [23]. (a,d) The 
“out” and “in” boundaries of the tubes around the video objects 
for a frame of the “Eye to Eye” sequence and the “Claude” 
sequence.  (b,e) The gradient vector flow fields inside the 
tubes. (c,f) The detected video objects. 
 
By applying the SA-DWT once to an area of arbitrary 
shape, four parts of high, middle, and low frequencies, i.e. LL1, 
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HL1, LH1, HH1, are produced. Band LL1 (HH1) includes low 
(high) frequency components both in horizontal and vertical 
direction, while the HL1 (LH1), includes high (low) frequencies 
in horizontal direction and low (high) frequencies in vertical 
direction. Subband LL1 can be further decomposed in a similar 
way into four different subbands, denoted as LL2, HL2, LH2, 
HH2 respectively. This process can be repeated several times, 
depending on the specific application. An example of video 
object decomposition into three levels with ten subbands using 
the SA-DWT is depicted in Figure 2. In this figure, a parent-
child relationship is defined between wavelet coefficients at 
different scales, corresponding to the same location. For exam-
ple, the subbands LH3, LH2, LH1 follow a parent-child relation-
ship.  The coefficient at the highest level is called the parent, 
and all coefficients corresponding to the same spatial location 
at the lower levels of similar orientation are called children. 
For a given parent, the set of all coefficients at all finer scales 
of similar orientation corresponding to the same location  
are called descendants. In Figure 2 arrows point from parent 
pixels/subbands to the respective children pixels/subbands. The 
wavelet coefficients can be distinguished into two types; the 
“In-Node” coefficients which belong to the video object area 
and the “Out-Node” coefficients which do not belong to the 
video object. 
 
HH1
HL1
LH1
HL2
HH2LH2
HL3
LH3 HH3
LL3
In-Node
Out-Node
 
Figure 2: SA-DWT decomposition of a video object. Arrows 
point from parent subbands to respective children subbands. 
“In-Node” coefficients are pixels that belong to the video ob-
ject. “Out-Node” coefficients do not belong to the video object. 
 
In the proposed video object watermarking scheme, coeffi-
cients with local information in the subbands are chosen as 
target coefficients for casting the watermark. Coefficients se-
lection is based on Qualified Significant Wavelet Trees 
(QSWTs) derived from the Embedded Zerotree Wavelet algo-
rithm (EZW) and the necessary definitions are given below. 
Definition 1: An “In-Node” wavelet coefficient xn(i,j) ∈ D 
is a parent of xn-1(p,q), where D is a subband labeled HLn, LHn, 
HHn, p=2i-1|2i, q=2j-1|2j, n>1, i>1 and j>1. Symbol | corre-
sponds to the OR-operator.  The xn-k(p,q) are called descen-
dants of  xn(i,j),  for 1≤k<n. 
Definition 2: If an “In-Node” wavelet coefficient xn(i,j)  
and all its descendants xn-k(p,q) for 1≤k<n satisfy |xn(i,j)|<T,   
|xn-k(p,q)|<T for a given threshold T, ∀ p=2i-1|2i, q=2j-1|2j, 
then the tree xn→ xn-1 …→ xn-k is called wavelet zerotree [25]. 
Definition 3: If an “In-Node” wavelet coefficient xn(i,j) sat-
isfies |xn(i,j)|>T, for a given threshold T, then xn(i,j) is called a 
significant coefficient [25]. 
Definition 4: If an “In-Node” wavelet coefficient xn(i,j) ∈ 
D, where D is one of the subbands labeled HLn, LHn, HHn, 
satisfies |xn(i,j)|>T1 and its “In-Node” children xn-1(p,q) satisfy            
|xn-1(p,q)|>T2, for given thresholds T1 and T2, ∀ p=2i-1|2i,    
q=2j-1|2j, then the “In-Node” parent xn(i,j) and its “In-Node” 
children xn-1(p,q) are called a Qualified Significant Wavelet 
Tree (QSWT). 
5. VIDEO OBJECT WATERMARKING: EMBEDDING 
AND EXTRACTION METHODS 
After unsupervised video object extraction is accom-
plished, each video object is decomposed into three levels with 
ten subbands, using the SA-DWT. In the following, the water-
mark image, which is a visually recognizable pattern, is redun-
dantly embedded to the host video object, by modifying the 
QSWT coefficients of one of its subband pairs. In particular, 
for each video object three pairs of subbands are examined 
(since the decomposition is performed into three levels) for 
possible watermark casting; pair P1 consisting of subbands 
(HL3, HL2), pair P2 of subbands (LH3, LH2) and finally pair P3 
of (HH3, HH2). The pair of the highest energy content com-
pared to the other two pairs is selected as the most appropriate 
for watermark casting. Let us denote as 
kP
E  the energy of Pk, 
k=1,2,3, which is defined as the sum of the squares of "In-
Node" wavelet coefficients of the respective pair of subbands 
Pk. 
∑∑∑∑ +=
p qi j
p qpxjixE k
2
2
2
3 )],([)],([  k=1,2,3             (1) 
where x3(i,j) is an “In-Node” wavelet coefficient of the respec-
tive subband, x3(i,j)∈Rk, k=1,2,3, with R1=HL3, R2=LH3 and 
R3=HH3. Similarly, x2(p,q)∈Sk, k=1,2,3, with S1=HL2, S2=LH2 
and S3=HH2. 
Then the most appropriate pair for watermark casting is se-
lected as the one that maximizes the energy, 
kpk
Ek
,3,2,1
maxargˆ
=
=                                                                   (2) 
5.1 The Watermark Embedding Method 
After selecting the pair of subbands with the highest energy 
content, QSWTs are detected for the selected pair kPˆ  and the 
visually recognizable watermark is cast by modifying the val-
ues of the detected QSWTs. In order to estimate the QSWTs, 
we need to determine the two threshold parameters T1, T2.  In 
our case, the average values over all "In-Node" wavelet  coeffi- 
JCS&T Vol. 12 No. 3                                                                                                                                October 2012
126
 Le
ft 
Ch
an
n
el
R
ig
ht
 
Ch
an
n
el
Stereoscopic Pair
Video
Object
Extraction
SA-DWT
QSWTs detection for
highest energy subbands
pair Pk:(XX3, XX2)
XX3
XX2
Non-Linear Watermark
insertion to the best
'axb' QSWTs
Inverse
SA-DWT
Watermark
of size axb
W
at
er
m
ar
k
so
rti
ng
Host Video
Object
Watermarked
Video Object
1
2
3a
5
3b
4
 
Figure 4: Watermark embedding method. 
 
 
cients of the respective subbands of the selected pair are used 
as threshold values, 
∑∑=
i j
jix
N
T ),(1 3
1
1 , "In-Node" kRjix ˆ3 ),( ∈                    (3a) 
∑∑=
p q
qpx
N
T ),(1 2
2
2 , “In-Node” kSjix ˆ2 ),( ∈       (3b) 
where 1N ( 2N ) is the number of "In-Node" wavelet coeffi-
cients of kR ˆ ( kS ˆ ). 
QSWTs are detected using these threshold values. To better 
clarify the proposed algorithm, a piece of pseudo-code is given 
in Figure 3. 
 
t=0 
   QSWT[t]=Ø 
      For i=1 to N /* N
 
x
 
M 
 
is the size of subband LH3. */ 
 For j=1 to M 
     If x3(i,j)∈LH3 is “In-Node” AND x3(i,j)≥T1 
  If  {  
   x2(2*i-1, 2*j-1) ∈LH2  is "In-Node"  
   AND x2(2*i-1, 2*j-1)≥T2 
  
   AND x2(2*i-1, 2*j) ∈LH2 is "In-Node" 
                 AND x2(2*i-1, 2*j) ≥T2  
    AND x2(2*i, 2*j-1) ∈LH2 is "In-Node" 
   AND x2(2*i, 2*j-1) ≥T2  
         AND x2(2*i, 2*j) ∈LH2 is "In-Node" 
         AND x2(2*i, 2*j) ≥T2    
     
    } 
                            QSWT[t]=x3(i, j) + x2(2*i-1, 2*j-1) +  
                                   +x2(2*i-1, 2*j)+ x2(2*i, 2*j-1)+ x2(2*i, 2*j) 
   t=t+1 
  End If 
     End If 
 End For j 
       End For i 
 
Figure 3: Pseudo-code for estimating qualified significant 
wavelet trees (QSWTs). 
  
For simplicity purposes, we assume that pair 2P  has been 
selected and that all four children x2(p,q) of parent x3(i,j) are 
“In-Node” wavelet coefficients. Other cases, where only some 
of the children are “In-Node” coefficients, can be addressed in 
a similar way. 
Assuming that the watermark pattern is of size axb, the axb 
largest values of array QSWT[t] (see Figure 3) are selected to 
cast the watermark. Let us assume that the ),(3 lmx  wavelet 
coefficient is the nth significant value of array QSWT[t], with 
ban ⋅≤ . Then, the value of ),(3 lmx  is modified as 
)),(1(),(),( 333 lmwclmxlmx ′′⋅+⋅=′                                 (4) 
where ),( lmw ′′  is the nth greatest gray-scale value of the 
digital watermark, c3 is a scaling constant that balances the 
robustness of watermark casting and ),(3 lmx′  is the modified 
wavelet coefficient. As is observed, the nth significant value of 
array QSWT[t] is modified by the nth greatest value of the 
watermark image. Small values of ),(3 lmx  are modified by 
small values of the watermark image to avoid image artifacts, 
while when ),(3 lmx  is large the watermark energy is in-
creased for robustness. 
The child coefficient of ),(3 lmx  is modified in a 
similar way. In particular, among all children of ),(3 lmx  
the child with the maximum wavelet coefficient is se-
lected and used for watermark casting. 
)),(1(),(),( 222 lmwcsrxsrx ′′⋅+⋅=′                                 (5) 
where ),(2 srx  is the child of ),(3 lmx  with the maximum 
wavelet coefficient value: 
)}2,2(),2,12(
),12,2(),12,12(max{),(
22
222
lmxlmx
lmxlmxsrx
−
−−−=
           (6) 
In the previous equation and without loss of generality, we 
have assumed that all children of ),(3 lmx  are “In-Node” 
wavelet coefficients. 
Finally the inverse SA-DWT is applied to the modified and  
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Figure 5: Watermark extraction method. 
 
 
 
unchanged subbands to form the watermarked video object. A 
graphical representation of the watermark embedding method 
can be seen in Figure 4. In this figure arrows show the flow 
direction of the process from step 1 (video object extraction) to 
step 5 (inverse SA-DWT). 
5.2 The Watermark Extraction Method 
The watermark extraction method uses the original host 
video object and the scaling constants (c2 and c3) to extract the 
watermark pattern (if present) from the video object under 
question. Towards this direction the following steps are per-
formed: 
Step 1: Initially the original video object oV  and the video 
object under question qV  are decomposed into three levels 
with ten subbands using the SA-DWT, 
 
woV , = SA-DWT( oV )                                                          (7a) 
 
wqV , =SA-DWT( qV )                                                           (7b) 
where woV ,  and wqV ,  correspond to the shape adaptive wave-
let transforms of video objects oV  and qV  respectively. 
Step 2: The highest energy pair of subbands is detected for 
the video object woV ,  using equation (2). Let us assume that 
o
x3  is one of the ba ⋅  most significant wavelet coefficients of 
object woV ,  in the selected subband pair of the third decompo-
sition level. The respective wavelet coefficient of object wqV ,  
is denoted as qx3 . Then, the watermark is extracted by solving 
equation (4) with respect to the gray-scale values of the water-
mark 
 
)/()(ˆ 33333 cxxxw ooq ⋅−=                                                     (8) 
where 3wˆ  refers to respective estimated gray-scale value of 
the watermarked pattern as is obtained from the third resolution 
level. This value may differ from the original watermark val-
ues, since several image processing attacks can be performed 
on the watermarked image. 
Similarly, we can estimate the same watermark value from 
the second decomposition level. 
)/()(ˆ 22222 cxxxw ooq ⋅−=                                               (9) 
where qx2 , 
ox2  are the respective wavelet coefficients at 
second decomposition level of woV ,  and wqV , . 
Step 3: The estimated gray-scale values 3wˆ  and 2wˆ  are 
first averaged and then rearranged to form the watermark pat-
tern. Rearrangement is performed since the values of the wa-
termark pattern have been sorted before watermark casting as 
described in Section IV. A graphical representation of the wa-
termark extraction method can be seen in Figure 5. In this Fig-
ure arrows show the flow direction of the process from step 1 
(video objects SA-DWT) to step 5 (watermark rearrangement). 
 
6. EXPERIMENTAL RESULTS 
The effectiveness and robustness of the proposed video ob-
ject watermarking system has been extensively tested under 
various image processing attacks, using real life stereoscopic 
video sequences. In Figures 6 and 7 two frames of the 
“Eye2Eye” sequence are presented, which are used for evalua-
tion purposes. This sequence is a stereoscopic television pro-
gram of about 25 minutes total duration (12,739 frames at 10 
frames/sec) and was produced in the framework of the ACTS 
MIRAGE project in collaboration with AEA Technology and 
ITC. Left channels of the stereoscopic pairs are depicted in 
Figures 6(a) and 7(a), while the unsupervisedly extracted fore-
ground video objects are depicted in Figures 6(b) and 7(b), 
using the method reported in Section II. In the performed ex-
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periments, a grayscale image of size 6×20 pixels containing the 
characters “NTUA” is used as watermark pattern for the host 
video object of Figure 6(b) and a binary image of size 8×22 
with characters “IVML” for the host video object of Figure 
7(b). These two watermark patterns are shown in Figures 6(c) 
and 7(c). 
 
 
(a) 
 
 
 
 
 
 
 
(b)   (c) (d) 
Figure 6: (a) Original left channel of a stereoscopic pair (b) 
Unsupervisedly extracted original foreground video object (c) 
Watermark pattern and (d) Watermarked video object. 
 
Then according to the sizes of the watermark images, the 
top 120 values and the top 176 values of QSWTs are selected 
for embedding the watermarks in the first and second case 
respectively. Furthermore for simplicity in our experiments c2 
and c3 are constants in all frequency bands and equal to c2=0.1 
and c3=0.15 respectively. The watermarked video objects are 
depicted in Figures 6(d) and 7(d). 
 
 
(a) 
 
 
 
 
 
 
 
(b)   (c) (d) 
Figure 6: (a) Original left channel of a stereoscopic pair (b) 
Unsupervisedly extracted original foreground video object (c) 
Watermark pattern and (d) Watermarked video object. 
 
As it can be observed in both cases the embedded water-
marks are imperceptible. Additionally Table I contains the 
extraction results from Figures 6(d) and 7(d) (without any at-
tacks) using the proposed method. In the same table the PSNR 
values of the video objects after embedding the watermark 
patterns are also provided. In the performed experiments PSNR 
is computed by: 
[ ]∑∑ −
=
i j
qo
o
jiVjiV
Va
PSNR
2
2
10
),(),()(
1
255log10                  (10) 
where )(⋅a  is a function that returns the number of pixels of an 
arbitrarily shaped region and ),( jiVo , ),( jiVq  are the pixel 
values of objects oV  and qV  respectively. 
 
 
TABLE I 
WATERMARK EXTRACTION FROM VIDEO OBJECTS OF FIGURES 6(d) AND 
7(d) WITHOUT ATTACK 
 1st case 2nd  case 
Embedded watermark 
 
 
PSNR (dB) 44.3 45.7 
Extracted watermark 
 
 
 
In the following, the robustness of the proposed system 
under various attacks such as JPEG lossy compression, gaus-
sian noise, blurring, sharpening and lossy transmission is in-
vestigated. Furthermore, an objective criterion is used to evalu-
ate how close is the extracted watermark image to the original 
one. In our case, the correlation coefficient is selected as ap-
propriate similarity measure. Let us denote as w  the vector 
containing the gray-scale values of the original watermark and 
as w′  the vector containing the values of the estimated water-
mark. Then, the standard correlation coefficient is defined as: 
 
∑∑
∑
′−′−
′−′−
=
22 )( )(
)()(
ww
ww
ww
ww
ρ
 
 
(11) 
where w  is the mean value of w  and w′  the mean value of 
w′ . 
Correlation can be used as a complimentary criterion to the 
subjective interpretation of extracted visually recognizable 
images and it is useful for automatic detection of watermarked 
video objects. 
 
TABLE II 
WATERMARK EXTRACTION FROM VIDEO OBJECT OF FIGURE 6(d) IN 
CASE OF JPEG COMPRESSION 
Compression 
Ratio 23.4 28.1 35.4 
PSNR 34.4 32.1 29.7 
Extracted Water-
mark    
ρ 0.874 0.81 0.773 
 
 
TABLE III 
WATERMARK EXTRACTION FROM VIDEO OBJECT OF FIGURE 7(d) IN 
CASE OF JPEG COMPRESSION 
Compression 
Ratio 21.9 25.2 31.4 
PSNR 37.1 35.7 32.6 
Extracted Water-
mark    
ρ 0.993 0.967 0.931 
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TABLE IV 
WATERMARK EXTRACTION FROM VIDEO OBJECT OF FIGURE 6(d) IN 
CASE OF GAUSSIAN NOISE AND IMAGE PROCESSING ATTACKS 
Image Opera-
tion 
Gausian 
Noise Sharpen Blur 
PSNR 29.2 30.2 23.5 
Extracted 
Watermark    
ρ 0.886 0.821 0.93 
6.1 Robustness against JPEG Lossy Compression 
Table II shows the watermark extraction results from 
JPEG-compressed versions of the watermarked video object of 
Figure 6(d), with compression ratios of 23.4, 28.1, and 35.4. 
Similar results in case of the host video object of Figure 7(d) 
are presented in Table III, where the compression ratios in this 
case are 21.9, 25.2 and 31.4. As it can be observed the ex-
tracted watermark image is still in viewable even under the 
highest compression ratios. The difference in quality between 
the extracted binary and grayscale watermark images is also 
evident. This is however expected and justified since during 
binary watermark detection only two levels should be distin-
guished in contrast to the grayscale case where 256 levels exist. 
Furthermore high values of both correlation criteria and in all 
cases are in total agreement to the extracted visually recogniz-
able patterns. 
 
TABLE V 
WATERMARK EXTRACTION FROM VIDEO OBJECT OF FIGURE 7(d) IN 
CASE OF GAUSSIAN NOISE AND IMAGE PROCESSING ATTACKS 
Image Opera-
tion 
Gausian 
Noise Sharpen Blur 
PSNR 30.4 32.1 24.8 
Extracted 
Watermark    
ρ 0.912 0.922 0.95 
 
6.2 Robustness against Noise and Image Processing 
Attacks 
Robustness of the proposed scheme against gaussian noise 
and image processing attacks such as sharpening and blurring 
is investigated in this subsection. In particular during transmis-
sion, noise may be added to watermarked video objects, which 
can be modeled in some cases as gaussian noise. On the other 
hand, sharpening operations are usually performed to enhance 
the quality of original video objects, while smoothing opera-
tions, which blur video objects, are used to decrease artifacts, 
created by transmission channels of poor quality.  
 
TABLE VI 
WATERMARK EXTRACTION FROM VIDEO OBJECT OF FIGURE 6(d) IN 
CASE OF MIXED IMAGE PROCESSING ATTACKS AND JPEG COMPRESSION 
Image Opera-
tions Sharpen + Blur 
Sharpen + Blur under 
JPEG compression ratio 
=15.7 
PSNR 30.7 27.4 
Extracted  
Watermark   
ρ 0.741 0.653 
 
In Table IV watermark extraction results are presented for 
video object of Figure 6(d). Similar results for the second case 
[video object of Figure 7(d)] are depicted in Table V. In both 
Tables and for all cases the extracted watermark patterns are 
highly correlated to the original watermarks and are clearly 
recognizable. 
 
TABLE VII 
WATERMARK EXTRACTION FROM VIDEO OBJECT OF FIGURE 7(d) IN 
CASE OF MIXED IMAGE PROCESSING ATTACKS AND JPEG COMPRESSION 
Image Opera-
tions Sharpen + Blur 
Sharpen + Blur under 
JPEG compression 
ratio =16.3 
PSNR 33.2 29.6 
Extracted 
Watermark   
ρ 0.892 0.847 
6.3 Robustness against Combinations of Image Proc-
essing Operations and JPEG Compression 
A very interesting and common category of attacks com-
bines mixed image processing operations together with JPEG 
compression. Mixed image processing operations can enhance 
the overall quality of video objects, while JPEG compression 
decreases the data size of the final video objects. In our ex-
periments sharpening and blurring operations are performed to 
the watermarked video objects of Figures 6(d) and 7(d) and 
then JPEG compression is applied. Tables VI and VII show the 
watermark extraction results for the two video objects. The 
video object of Figure 6(d) is enhanced and afterwards com-
pressed with ratio 15.7 providing a PSNR value of 27.4 dB. 
Similar image processing operations are performed to the video 
object of Figure 7(d), where now the compression ratio is 16.3 
providing PSNR equal to 29.6 dB. Again, in all cases the ex-
tracted watermark patterns are highly correlated to the original 
watermarks, while the contained characters in each pattern are 
in most cases easily recognizable. 
 
TABLE VIII 
WATERMARK EXTRACTION RESULTS FROM VIDEO OBJECT OF FIGURE 
6(d), UNDER COMBINATIONS OF JPEG COMPRESSION AND DIFFERENT 
BERS 
JPEG 
Compres-
sion Ratio 
2.6 2.6 2.6 5.1 5.1 5.1 
BER 3x10-4 1x10-3 3x10-3 3x10-4 1x10-3 3x10-3 
PSNR 37.1 35.9 32.9 36.8 35.2 31.8 
Extracted 
Watermark       
ρ  0.914 0.897 0.853 0.902 0.874 0.835 
6.4 Robustness against JPEG Compression and Lossy 
Transmission 
In this subsection the case of JPEG compression and lossy 
transmission is investigated. Such an attack is common since 
images may be compressed before transmission, while in un-
stable QoS networks (e.g. mobile) transmission losses are 
usual. In our experiments and for each JPEG-compressed wa-
termarked VO, lossy transmission simulations were performed 
for different Bit Error Rates (BERs). Results are presented for 
3 different BERs of 3x10-4, 1x10-3 and 3x10-3, considering that 
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typical average BERs for cellular mobile radio channels are 
between 10-4 and 10-3 [30]. Results of the retrieved watermark 
patterns for the first and second video objects are given in Ta-
bles VIII and IX respectively. As it can be observed from these 
tables, the proposed system is also robust to this type of attack. 
Correlation values are high for the extracted watermark pat-
terns, while even under heavy transmission losses retrieved 
patterns are still recognizable. 
 
 
TABLE IX 
WATERMARK EXTRACTION RESULTS FROM VIDEO OBJECT OF FIGURE 
7(d), UNDER COMBINATIONS OF JPEG COMPRESSION AND DIFFERENT 
BERS 
JPEG 
Compres-
sion Ratio 
2.9 2.9 2.9 5.5 5.5 5.5 
BER 3x10-4 1x10-3 3x10-3 3x10-4 1x10-3 3x10-3 
PSNR 38.6 36.9 34.5 37.8 35.9 33.7 
Extracted 
Watermark       
ρ  0.997 0.983 0.961 0.989 0.976 0.954 
7. CONCLUSION 
In this paper, a wavelet-based watermarking system is pro-
posed, which embeds visually recognizable watermark patterns 
such as binary, grayscale or color images, to the most signifi-
cant wavelet coefficients (QSWTs) of host video objects. Since 
watermark patterns are recognizable, selection of experimental 
thresholds during watermark detection can be avoided, in con-
trast to existing object-based approaches where i.i.d. distribu-
tions are embedded. 
The system consists of three main modules: (a) unsuper-
vised video object extraction, (b) shape adaptive wavelet de-
composition (SA-DWT) and QSWTs detection and (c) water-
mark embedding. Video objects are automatically extracted 
using depth information, tube-embodied Gradient Vector Flow 
fields and active contours. Each video object is then decom-
posed into three levels with ten subbands using the SA-DWT 
transform and for the highest energy pair of subbands, QSWTs 
are estimated. Finally, a watermark pattern is embedded to the 
best QSWTs of each video object using a non-linear insertion 
procedure that adapts the watermark pattern to the energy of 
each specific wavelet coefficient. 
Experimental results show that hidden watermarks are per-
ceptually invisible, statistically undetectable and thus difficult 
to extract without knowledge of the embedding method. Fur-
thermore the watermarks are resistant against several types of 
plain and mixed image processing attacks. Watermarked video 
objects are also tested under compression and lossy transmis-
sion simulations, providing also very promising results. Addi-
tionally, a correlation measure has been adopted for automatic 
detection of watermark patterns so as to avoid use of text rec-
ognition algorithms. 
In future research, oblivious watermark retrieval methods 
should also be investigated. Additionally schemes for directive 
spreading of watermark information should be implemented to 
cover all different regions of a video object (e.g. face and body 
of a human VO). Finally cases of rotation, scaling and crop-
ping attacks, combined with image processing operations, 
should be analytically investigated. 
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