The dentate gyrus (DG) serves as a primary gate to control information transfer from the cortex to the hippocampus. Activation of incoming cortical inputs results in rapid synaptic excitation followed by slow GABA-mediated ( 
Introduction
Local-circuit GABA-releasing (GABAergic) inhibitory interneurons (INs) provide inhibition to control neuronal activity (Freund and Buzsáki, 1996; McBain and Fisahn, 2001; Klausberger and Somogyi, 2008) . Two distinct classes of inhibitory INs, soma-targeting and dendrite-targeting INs, mediate the inhibitory control. Soma-targeting INs control the spike initiation of principal neurons (PNs) via axonal innervations onto perisomatic areas of PNs (Cobb et al., 1995; Miles et al., 1996) , whereas dendrite-targeting INs regulate dendritic electrical and biochemical signaling and synaptic plasticity by innervating dendritic domains of PNs (Miles et al., 1996; Leão et al., 2012; Chiu et al., 2013) . On the basis of microcircuit structures, two inhibitory loops are identified. Feedforward inhibition arises when excitatory afferent inputs to cortical areas diverge onto both PNs and local GABAergic INs, which in turn inhibit PNs (Buzsáki, 1984; Pouille and Scanziani, 2001 ). Feedback inhibition is generated when activated PNs excite local INs, which in turn send inhibitory outputs back to a group of PNs, including those that initially activated the INs (Pouille and Scanziani, 2004) .
Feedforward and feedback inhibition serves distinct network functions. Feedforward inhibition enables cortical neurons to accurately report temporal information by shortening the time window of EPSP summation (Pouille and Scanziani, 2001) . In contrast, feedback inhibition scales GABAergic inhibition to local excitatory output, thereby contributing to the generation of rhythmic activities (Mann et al., 2005) . Sparse firing of dentate gyrus (DG) granule cells (GCs) is thought to be important for rapid pattern separation and spatial information encoding (Leutgeb et al., 2007; McHugh et al., 2007; . The relatively uniform GCs are supported by a rich diversity of GABAergic INs that provide general inhibition and also temporally regulate GC activity. In the DG, parvalbumin-expressing basket cells (PV ϩ BCs), a class of soma-targeting INs, generate reliable and powerful phasic inhibition (Kraushaar and Jonas, 2000) , whereas cholecystokinin (CCK)-expressing INs, which innervate the proximal parts of GC dendrites, release GABA in a highly asynchronous manner, thus generating long-lasting inhibition (Hefft and Jonas, 2005) . In contrast, synaptic inhibition provided by other types of GABAergic INs has not been investigated. Hippocampal INs in vivo fire in bursts, with variable number and frequency of spikes (Bragin et al., 1995) , but presynaptic spikes do not all give rise to identical postsynaptic responses. It is not known how GABAergic INs transform their dynamics into varying postsynaptic response amplitudes.
With rigorous anatomical reconstruction, we here examined properties of GABAergic synapses between INs and target GCs. We found that dendrite-targeting INs generate weak and less reliable inhibition onto GCs during sparse firing compared with soma-targeting INs. However, dendritic inhibition is rapidly switched to the robust and reliable mode during bouts of raised presynaptic activity. Such rapid dynamic changes are presynaptic IN activity-and Ca 2ϩ -dependent. Our results reveal a rapid frequency-dependent modulation of dendritic inhibition, a key strategy through which the DG can maintain a balance of excitation and inhibition at different states of cortical activity.
Materials and Methods
Slice preparation and electrophysiology. Male Sprague Dawley rats (16 -25 d postnatal) were killed by rapid decapitation without anesthesia, in accordance with national and institutional guidelines. All experimental protocols involving animals were reviewed and approved by the Institutional Animal Care and Use Committee of National Yang-Ming University. Their brains were rapidly removed, and 300-m-thick transverse hippocampal slices were cut in ice-cold sucrose solution containing the following (in mM): 87 NaCl, 25 NaHCO 3 , 1.25 NaH 2 PO 4 , 2.5 KCl, 10 glucose, 75 sucrose, 0.5 CaCl 2 , and 7 MgCl 2 using a vibratome (DTK-1000, Dosaka). Slices were incubated in the sucrose solution (equilibrated with 95% O 2 and 5% CO 2 ) in a holding chamber at 34°C for 40 min and kept in the same chamber at room temperature (23 Ϯ 2°C) until used. During experiments, slices were placed in a recording chamber and superfused with oxygenated artificial CSF (ACSF) containing the following (in mM): 125 NaCl, 25 NaHCO 3 , 1.25 NaH 2 PO 4 , 2.5 KCl, 25 glucose, 2 CaCl 2 , and 1 MgCl 2 . The recording temperature was 23 Ϯ 2°C in the majority of experiments and 35 Ϯ 2°C in a subset (see Fig. 9 ).
Recording electrodes (3-7 M⍀) were pulled from borosilicate glass (outer diameter, 1.5 mm; thickness 0.32 mm; Harvard apparatus). Putative INs were first identified at the border between the granule cell layer (GCL) and the hilus by their relatively large somata (diameter Ͼ10 m) under infrared and differential interference contrast microscope (Olympus BX51WI) coupled with an infrared-sensitive CCD camera (Hamamatsu, C7500 -50) and then confirmed by their electrophysiological characteristics. Cell-attached recordings (pipette resistance 3-5 M⍀) were made to detect spike responses of single INs (Lien et al., 2006) . Spikes were orthodromically evoked by glass electrodes (tip diameter ϳ10 m; filled with ACSF) or bipolar tungsten electrodes (MicroProbes) placed in different DG molecular layers. Trains of 10 pulses (100 s) at 50 Hz at near-threshold intensities were delivered every 5 s using a stimulus isolator (Isoflex, A.M.P.I.). With near-threshold intensities, each train triggered at least one spike in Ͼ50% of trials, and the probability of spike generation triggered by any stimulus did not exceed 0.8 (Pouille and Scanziani, 2004) . To induce depolarization-induced suppression of inhibition (DSI), GCs were depolarized to 0 mV for 5 s. Paired recordings from synaptically coupled presynaptic INs and postsynaptic GCs in the DG were made as described previously (Kraushaar and Jonas, 2000) . Presynaptic INs were held near Ϫ70 mV in current clamp. One or multiple short (1 ms duration) current pulses were delivered to evoke single or clustered APs. Postsynaptic cells were held at Ϫ80 mV in voltage clamp. Whole-cell patch-clamp recordings were made using a Multiclamp 700B amplifier (Molecular Devices). Pipette capacitances of both electrodes were carefully compensated (by Ͼ95%), and series resistance (R s ) was compensated using the automatic bridge balance (readouts after compensation were 9 -28 M⍀). Signals were filtered at 4 kHz using the 4-pole low-pass Bessel filter. A Digidata 1440A (Molecular Devices) connected to a personal computer was used for stimulus generation and data acquisition. The sampling frequency was 10 kHz. Pulse sequences were generated by pClamp 10.2 (Molecular Devices). No correction for liquid junction potentials was made.
Solutions and drugs. The pipette solution for cell-attached recordings contained the following (mM): 141.5 K-gluconate, 13.5 KCl, 0.1 EGTA, 2 MgCl 2 , 4 Na 2 ATP, and 10 HEPES. For whole-cell patch-clamp recordings, the intracellular solution for presynaptic cells contained the following (mM): 135 K-gluconate, 20 KCl, 2 MgCl 2 , 4 Na 2 ATP, 10 HEPES, and 0.4% biocytin. For postsynaptic GC recordings, the intracellular solutions contained the following (mM): 15 K-gluconate, 140 KCl, 0.1 EGTA, 2 MgCl 2 , 4 Na 2 ATP, 10 HEPES, and 0.4% biocytin; or 135 K-gluconate, 20 KCl, 0.1 EGTA, 2 MgCl 2 4 Na 2 ATP, 10 HEPES, and 0.4% biocytin; for postsynaptic IN recordings, the intracellular solutions contained the following (mM): 135 K-gluconate, 20 KCl, 2 MgCl 2 , 4 Na 2 ATP, 10 HEPES, and 0.4% biocytin; pH adjusted to 7.3 with KOH. EGTA-AM was purchased from Invitrogen; all other chemicals were purchased from Sigma.
Image acquisition, 3D reconstruction, and axonal density analysis. For 3D reconstruction of biocytin-labeled cells, high-resolution two-photon images of INs were acquired. Labeled INs were examined by a twophoton microscope using a pulsed titanium: sapphire laser (ChameleonUltra II tuned to 800 nm; Coherent) attached to a Leica DM6000 CFS (Leica) that was equipped with a 63ϫ/0.9 numerical aperture waterimmersion objective (objective type HCX APO L). The morphology of the cells was reconstructed from a stack of 51-179 images per cell (voxel size, 271-758 nm in the x-y plane; 1 m along the z-axis). Image stacks belonging to one cell were imported into the Neuromantic 1.6.3 software (Myatt et al., 2012) for 3D reconstruction. To quantify the axonal density along the radial axis, we counted the number of intersections made by the axons with lines running parallel to the border between the GCL and the molecular layer and interspaced by 10 m ( Pouille and Scanziani, 2004) .
Data analysis and statistics. Data were analyzed using Clampfit 10.2 (Molecular Devices) and Prism 5.0 (GraphPad). The synaptic latency was measured from the peak amplitude of the action potential (AP) to the 10% rise time of the unitary IPSC (uIPSC) (Glickfeld and Scanziani, 2006) ; the decay time constant of the uIPSC was fitted with a single exponential; the coefficient of variation (CV) of the interspike intervals (ISIs) was calculated from 1 s spike train elicited in response to current pulse (0.6 nA) injection (Lien and Jonas, 2003) . The input resistance (R in ) was measured by the ratio of the steady-state (average of the last 100 ms) voltage response versus the injected 1 s hyperpolarizing (100 pA) current pulse. The membrane time constant ( m ) was calculated using a single-exponential fit to the late portion of the voltage change produced by hyperpolarizing (100 pA) current pulse injection in the current-clamp mode at the resting membrane potential. To estimate the change of the readily releasable pool (RRP) size, AP trains (60 stimuli; 25 Hz) were delivered at 5 s after single and burst stimulations. The RRP size was quantified with a charge integral of the synaptic current (Moulder and Mennerick, 2005; Stevens and Williams, 2007) . Linear regression fits to cumulative IPSC area plots after 1 s were back-extrapolated to estimate the cumulative area (RRP charge) at time 0. Data were presented as mean Ϯ SEM, and n indicates the number of cells or pairs studied. Error bars indicate SEM and were plotted only when they exceeded the respective symbol size. Statistical significance was tested by the Wilcoxon ranksum or Wilcoxon signed-rank test at the significance level ( p) as indicated, using Prism 5.0.
Results

Functional and anatomical dichotomies between non-fast spiking (non-FS) and FS INs in the DG
To study the role of INs in the DG circuitry, experiments were initiated by establishing whole-cell recordings from GABAergic inhibitory INs located between the GCL and the hilus, then correlating their intrinsic properties with morphologies. Based on their firing properties in response to step current injection, GABAergic inhibitory INs were classified as non-FS and FS INs (Fig. 1A) . Non-FS INs generated relatively slow, accommodating firing patterns during depolarizing current steps (Fig. 1A, left) .
The mean firing frequency did not increase monotonically with the injected current intensity (from 0.1 to 1 nA), but rather showed a maximal value (25 Ϯ 4 Hz, n ϭ 14) at an intermediate current intensity (0.6 nA; Fig. 1B , blue traces). In contrast, FS INs exhibited fast, nonaccommodating firing patterns (mean firing frequency, 61 Ϯ 4 Hz at 0.6 nA, n ϭ 16; Fig. 1A , right) with deep, fast afterhyperpolarization, and the mean firing frequency increased monotonically with the current intensity from 0.1 to 1 nA (Fig. 1B, red (Fig. 1C) . To further correlate intrinsic properties with the morphologies of FS and non-FS INs, we filled cells with biocytin in a subset of recordings and recovered their morphologies after experiments. Anatomical analysis revealed that non-FS and FS INs had distinctive axonal distribution patterns ( Fig. 1D 1 ,D 2 ). With the GCL as reference (Fig. 1E) , reconstructed non-FS INs had the majority of axonal density distributions outside the GCL (in the ML), whereas FS INs had the highest axonal density distribution within the GCL.
We next compared the functional properties of non-FS IN and FS IN output synapses in paired recordings (Fig. 1F ) . Inhibitory synaptic connections were identified by evoking uIPSCs in GCs with five brief depolarizing current pulses (1 ms at 25 Hz; 5 s interval) applied in presynaptic INs. Several differences were detected between non-FS IN-to-GC and FS IN-to-GC synapses. First, presynaptic AP half-width of non-FS INs was significantly longer than that of FS INs (non-FS INs, 1.69 Ϯ 0.09 ms, n ϭ 10; FS INs, 1.00 Ϯ 0.07 ms, n ϭ 8; p Ͻ 0.0005, Wilcoxon rank-sum test; Fig. 1G ). Second, 20 -80% rise time (non-FS INs, 1.11 Ϯ 0.08 ms, n ϭ 12; FS INs, 0.46 Ϯ 0.03 ms, n ϭ 10; p Ͻ 0.0005, Figure 1 . Intrinsic, morphological, and synaptic properties of non-FS and FS cells. A, Exemplar voltage responses evoked by a series of current pulses in a non-FS (blue) and an FS (red) cell. Current during the pulse was Ϫ0.1, 0.3, 0.6, and 0.8 nA. Membrane potential before the pulse was Ϫ70 mV. B, The relationship between the mean AP frequency and injected current for a subset of representative non-FS (n ϭ 14) and FS (n ϭ 16) cells. Individual cells were in lighter color, and the average values were darker. C, Summary of CV of ISI, m , and R in of non-FS (blue, n ϭ 6 -13) and FS (red, n ϭ 7-17) cells. ***p Ͻ 0.0005. D, Exemplar reconstruction of a non-FS IN (D 1 ), which had the main axonal distribution (blue) outside the GCL, and an FS IN (D 2 ), which had the major axonal distribution (red) within the GCL. Somata and dendrites are indicated in black. ML, Molecular layer. E, Axonal density distribution for non-FS (n ϭ 11) and FS (n ϭ 4) INs plotted against distance from the GCL. A reconstructed GC (gray) is aligned and scaled to the plot for reference. F, Left, Schematic of paired recordings from a non-FS IN (blue)-to-GC (black) pair and a FS IN (red)-to-GC pair. Bursts of five APs were evoked in the non-FS IN and the FS IN by injection of brief current pulses (1 ms, 25 Hz) every 5 s. Presynaptic INs were current clamped at Ϫ70 mV, whereas postsynaptic GCs were voltage clamped at Ϫ80 mV. Right, The first AP from non-FS (blue) and FS (red) INs and their corresponding average uIPSCs (average of 70 and 73 sweeps, respectively, currents were inverted for clarity) in the target GCs (black) on an expanded time scale (vertical lines are separated by 2.5 ms). Squares represent average uIPSC latencies for non-FS (n ϭ 11) and FS cells (n ϭ 10). ***p Ͻ 0.0005. G, Summary of AP half-width (blue, n ϭ 8; red, n ϭ 10), 20 -80% rise time (blue, n ϭ 10; red, n ϭ 12), and decay time constant (blue, n ϭ 9; red, n ϭ 12). ***p Ͻ 0.0005.
Wilcoxon rank-sum test; Fig. 1G ) and decay time constant (non-FS INs, 25.4 Ϯ 2.1 ms, n ϭ 12; FS INs, 13.6 Ϯ 0.8 ms, n ϭ 9; p Ͻ 0.0005, Wilcoxon rank-sum test; Fig. 1G ) of uIPSCs recorded from pairs of non-FS IN-to-GC synapses were significantly slower than those of FS IN-to-GC synapses. Finally, the synaptic latency was significantly longer for non-FS IN-to-GC synapses than for FS INto-GC synapses (non-FS INs, 3.67 Ϯ 0.16 ms, n ϭ 11; FS INs, 1.95 Ϯ 0.14 ms, n ϭ 10; p Ͻ 0.0005, Wilcoxon rank-sum test; Fig. 1F ). These results were similar to previous observations (Hefft and Jonas, 2005) and were consistent with a more distal location of non-FS IN terminals on the dendrites of GCs (Fig. 1D 1 ) . , a putative CB 1 R ϩ IN, with the axonal distribution within the IML (bottom, density plot) exhibited asynchronous release onto GCs (A 2 , arrow) and DSI (A 3 ). To induce DSI, GCs were depolarized to 0 mV for 5 s. Eight single uIPSC sweeps are superimposed in A 2 ; red curve is the average of 35 sweeps. A 3 , Top, uIPSC traces in control, after depolarization, and recovery from DSI; uIPSC traces are average of 8 -25 sweeps. Bottom, Summary of the time course of uIPSC suppression from putative CB 1 R ϩ IN-to-GC pairs (n ϭ 5). Recovery is fitted with a single exponential function. CB 1 R ϩ , Cannabinoid receptor type 1 (ϩ). B, A non-FS cell, a putative hilar C/A pathway-related (HICAP) cell (B 1 ), had the main axonal innervation in the IML. B 2 , HICAP cells had no DSI response (average of 10 pairs). The dendritic processes penetrated the GCL and radially ascended into the ML, whereas the remaining dendrites ramified in the hilus. Bottom, Axonal density plot. C, A non-FS cell, a typical hilar PP-associated (HIPP) cell, had the axonal distribution in the PP terminal field. There are dendrites strictly in the hilus. Bottom, Axonal density plot. D, An exemplar atypical HIPP-like cell, which had the axonal distribution of HIPP cells, but the dendrites ramified in the ML, in addition to the hilus. E, An FS cell, a putative PV ϩ BC with the axonal distribution within the GCL. There are tangential axon collaterals in the hilus and scattered boutons all along. Bottom, Axonal density plot. F, Summary of morphological classification of non-FS and FS INs.
Classification of IN subtypes
est density of axons within the IML (Fig. 2B 1 ) . However, in contrast to CB 1 R ϩ INs, HICAP cells (14 cells) did not display DSI responses (103.4 Ϯ 11.9% of control, n ϭ 10 pairs; Fig. 2B 2 ). Unlike CB 1 R ϩ INs and HICAP cells, HIPP cells (9 cells) had their axonal projection extended to the PP terminal field, whereas its dendrites were restricted to the hilus (Fig. 2C) . Interestingly, we observed four HIPP-like cells, which projected their axons to the outer molecular layer (OML), but had the dendritic arbor in the ML and the hilus (Fig. 2D) .
In contrast to non-FS INs, FS INs had remarkable axonal projection almost restricted within the GCL (Fig. 2E ) and likely comprise two subtypes: axo-axonic cells (AACs) and PV ϩ BCs. AACs have prominent radial axon collaterals with vertical rows of axonal terminals, thus also termed chandelier cells, whereas PV ϩ BCs have tangential axonal collaterals with scattered boutons in the GCL (Howard et al., 2005; Hu et al., 2010) . In this study, all recovered FS INs were identified as PV ϩ BCs based on their axonal projection pattern and AACs were not present (Fig.  2E ). Summary of morphologically identified INs was shown in Figure 2F .
Differential recruitment of FS and non-FS INs by excitatory afferents
The DG has a distinct laminated structure and receives incoming excitatory inputs from the entorhinal cortex and the hilar regions (Förster et al., 2006; Bartos et al., 2011) . The perforant path (PP) from the entorhinal cortex layer II forms a bundle and innervates the distal part of GC dendrites within the outer two thirds of the molecular layer (OML), whereas the C/A afferents, which originate from the mossy cells in the contralateral and ipsilateral hilar regions, innervate proximal GC dendrites within the IML (Fig.  3A) . In addition to GCs, both excitatory afferents target local inhibitory INs, which critically control the GC output. To understand how INs exert their inhibition onto postsynaptic GCs in the normal DG circuitry, it is important to understand not only IN outputs, but also the nature of their inputs. To investigate how excitatory afferents recruit INs, we performed cell-attached recordings from individual INs located in or near the GCL. INs were activated by stimulating the PP with glass or bipolar tungsten electrodes placed in the OML ( Fig. 3A ; see Materials and Methods). Spikes, detected as extracellular AP currents, were recorded from the soma of presumed INs in response to trains of 10 electrical stimuli delivered at 50 Hz to the PP. Two populations of INs differed in their responses to the sustained PP afferent stimulation: the first group of INs, termed "late-onset" cells, had the low firing probability in response to the first five stimuli and rapidly increased their firing probability over the course of train stimuli (Fig. 3 B, D) ; the second group of INs, termed "earlyonset" cells, preferred to respond to the first four stimuli and responded less reliably to the latter stimuli (Fig. 3C,D) . After cell-attached recordings, whole-cell recordings of the same cells showed that late-onset cells displayed adapting, irregular spiking at lower frequency (36 Ϯ 2 Hz, n ϭ 6; Fig. 3B, inset) , whereas early-onset cells generated nonadapting, high-frequency spike train (63 Ϯ 5 Hz, n ϭ 10; Fig. 3C , inset) in response to square pulse current (0.6 nA) injection.
In addition to the PP, INs receive C/A afferents, which terminate in the IML (Fig. 3A) . Similar to PP activation, sustained stimulation of the C/A afferents sequentially recruited earlyonset and late-onset INs. In the early-onset cells, the probability of spiking was highest at the onset of the series and rapidly fell during the sustained afferent stimulation (Fig. 3 E, G) . In the late-onset cells, the probability of spike generation was low at the onset of the series and slightly increased over the course of train stimuli (Fig. 3 F, G) . Whole-cell recordings of these two types of neurons also revealed that late-onset cells displayed adapting, non-FS patterns (32 Ϯ 3 Hz, n ϭ 8; Fig.  3E, inset) , whereas early-onset cells exhibited non-adapting, FS patterns (65 Ϯ 5 Hz, n ϭ 7; Fig. 3F, inset) . (Fig. 4A) . Synaptic transmission at 5 s interval during periods of either single AP or burst AP complex mode was found to be stable for 8 min in the absence of GABA receptor type B antagonists (data not shown). As illustrated in Figure  4B (left traces), non-FS IN-to-GC synapses exhibited small uIPSCs (11.7 Ϯ 3.0 pA, n ϭ 18 pairs) with a larger number of failures (0.54 Ϯ 0.04, n ϭ 36 pairs) during single AP stimulations. Interestingly, when non-FS cells fired at bursting complexes, the efficacy (28.0 Ϯ 7.5 pA, n ϭ 18 pairs; p Ͻ 0.0005, Wilcoxon signed-rank test) and reliability (failure rate of IPSC 1 , 0.24 Ϯ 0.03, n ϭ 36 pairs; p Ͻ 0.0005, Wilcoxon signed-rank test) of neurotransmission robustly increased (Fig.  4B, right traces) . When the peak amplitude of the first uIPSC (uIPSC 1 ) was plotted against time, the magnitude was small during single firing modes, whereas the magnitude rapidly increased during burst firing modes (Fig. 4C) . On average, the uIPSC 1 magnitude increased to 412 Ϯ 67% (n ϭ 36; p Ͻ 0.0005, Wilcoxon signed-rank test; Fig. 4D ). Similar results were also found when the mean charge transfer (the charge integral of the synaptic current) per AP was plotted against time during mode transitions (single, 0.18 Ϯ 0.06 pC; burst, 0.55 Ϯ 0.17 pC, n ϭ 18; p Ͻ 0.0005, Wilcoxon signed-rank test; Fig. 4E ).
Rapid dynamic changes of GABA release in non-FS IN-to-GC synapses
In contrast, FS cells generated relatively reliable and high efficacy of GABA release during single firing modes (Fig. 4 F, G) . While FS cells fired at burst modes, they maintained stable transmission during burst of 5 APs (Fig. 4F ) . Unlike the non-FS IN synapses, the uIPSC 1 magnitude (single, 12.8 Ϯ 1.5 pA; burst, 12.0 Ϯ 1.8 pA, n ϭ 8; p ϭ 0.82, Wilcoxon signed-rank test; Fig.  4H ), the failure rate of IPSC 1 (single, 0.21 Ϯ 0.06; burst, 0.22 Ϯ 0.06, n ϭ 13; p ϭ 0.67, Wilcoxon signed-rank test; data not shown), and the mean charge transfer (single, 0.17 Ϯ 0.02 pC; burst, 0.16 Ϯ 0.01 pC, n ϭ 8; p ϭ 0.31, Wilcoxon signed-rank test) per AP were unchanged after transition to burst firing modes (Fig. 4I ) .
Heterogeneity of dendrite-targeting IN output synapses
As illustrated in Figure 2 , dendrite-targeting INs are heterogeneous and the properties of most GABAergic synapses between dendrite-targeting INs and GCs are unknown (Hefft and Jonas, 2005) . With rigorous anatomical reconstruction, we have identified three subtypes (CB 1 R ϩ , HICAP, and HIPP) of dendritetargeting INs. In agreement with the distance of their axonal termination to the GC soma (Fig. 2) , both uIPSC rise time and decay were fast at the CB 1 R ϩ IN-GC synapse, modest at the HICAP-GC synapse, and slow at the HIPP-GC synapse (Table 1) . Our present study provides, to our knowledge, the first description of their synaptic strength and properties. The main points are as follows. First, the peak amplitude of uIPSC and the charge transfer per AP at the HICAP-GC synapse (1.7 Ϯ 0.5 pA; 0.03 Ϯ 0.01 pC, n ϭ 7) are much smaller than those at the CB 1 R ϩ IN-GC synapse (13.5 Ϯ 5.6 pA; 0.2 Ϯ 0.1 pC, n ϭ 4) and the HIPP-GC synapse (10.4 Ϯ 8.0 pA; 0.15 Ϯ 0.09 pC, n ϭ 3) during basal transmission. Second, the degree (ϳ10-fold) of dynamic change of both CB 1 R ϩ IN and HICAP cell output synapses is greater than that (ϳ1.5-to 3-fold) of the HIPP output synapse during modetransitions. Third, the mean charge transfer per AP of the CB 1 R ϩ IN-GC synapse (2.41 Ϯ 1.39 pC, n ϭ 4) is substantially larger than those of the HICAP-GC (0.31 Ϯ 0.08 pC, n ϭ 7), HIPP-GC (0.48 Ϯ 0.32 pC, n ϭ 3), and PV ϩ BC-GC (0.29 Ϯ 0.07 pC, n ϭ 4) synapses during the burst mode, indicating that CB 1 R ϩ IN-mediated asynchronous release provides the main inhibitory control onto GCs.
Dynamic GABA release is sensitive to presynaptic activity patterns and Ca 2؉ buffers The synaptic strength at non-FS IN-to-GC synapses was rapidly switched from low to high release during mode transitions, whereas the dynamics of FS IN-to-GC synapses was relatively independent of presynaptic activity. For non-FS INs, the marked increase in GABA release suggests that the probability of release rapidly increased during AP bursts, which persisted until the first AP of the next burst at 5 s later. To further examine the presynaptic activity dependence at non-FS IN-to-GC synapses, we prolonged the interburst interval from 5 to 10 s (Fig. 5A) . As illustrated in Figure 5B , the uIPSC 1 magnitude and the mean charge transfer of per AP were greatly reduced. Overall, the uIPSC 1 magnitude and the mean charge transfer per AP decreased to 60 Ϯ 8% (from 30.0 Ϯ 11.3 pA to 18.9 Ϯ 7.7 pA, n ϭ 9; p Ͻ 0.05, Wilcoxon signed-rank test; Fig. 5C ) and 71 Ϯ 7% (from 0.66 Ϯ 0.28 pC to 0.41 Ϯ 0.17 pC, n ϭ 9; p Ͻ 0.05, Wilcoxon signed-rank test; Fig. 5D ), respectively. In contrast, both the failure rate of uIPSC 1 (from 0.28 Ϯ 0.07 to 0.49 Ϯ 0.10, n ϭ 9; p Ͻ 0.05, Wilcoxon signed-rank test; Fig. 5E ) and the multiple- pulse ratio (uIPSC 5 /uIPSC 1 from 0.54 Ϯ 0.09 to 0.94 Ϯ 0.16, n ϭ 9; p Ͻ 0.05, Wilcoxon signed-rank test) were significantly increased (Fig. 5F ). These results confirm that the use-dependent effects were generated at a presynaptic locus.
Residual elevation of presynaptic [Ca 2ϩ ] i as well as loose coupling between Ca 2ϩ sources and synaptic vesicles may contribute to activity-dependent facilitation of GABA release during burst activities (Zucker and Regehr, 2002; Bucurenciu et al., 2008; Jonas and Vyleta, 2012) . To test this hypothesis, we applied the acetoxymethylester form of EGTA (EGTA-AM, 10 M), a slowly acting, membrane-permeable Ca 2ϩ chelator to interfere with the coupling between endogenous Ca 2ϩ and synaptic vesicles (Bucurenciu et al., 2008; Jonas and Vyleta, 2012) . The EGTA-AM loaded into the cell can be deesterified by endogenous esterases, and the deesterified EGTA can accumulate to millimolar levels as opposed to the micromolar concentration of the EGTA-AM in the bath (Zucker and Regehr, 2002) . A representative recording showed that, after 5 min bath application of EGTA-AM, the uIPSC 1 magnitude during burst firing markedly decreased (from 247.0 Ϯ 31.1 pA to 54.7 Ϯ 11.6 pA; Fig. 6A 1 ,A 2 ) . On average, the uIPSC 1 magnitude decreased to 43 Ϯ 7% (from 426.0 Ϯ 209.5 pA to 158.1 Ϯ 69.8 pA, n ϭ 6; p Ͻ 0.05, Wilcoxon signed-rank test; Fig. 6B ) in the presence of EGTA-AM. A similar effect on uIPSC was found during the period of single spiking (control, 23.8 Ϯ 9.9 pA; EGTA-AM, 5.3 Ϯ 1.8 pA; n ϭ 5; data not shown). Consistent with the chelator effects on the presynaptic release machinery, the failure rate of the uIPSC 1 during bursting spiking increased from 0.18 Ϯ 0.08 to 0.57 Ϯ 0.07 (n ϭ 6; p Ͻ 0.05, Wilcoxon signed-rank test; Fig. 6C ) and the multiple-pulse ratio (uIPSC 5 /uIPSC 1 ) increased from 0.39 Ϯ 0.10 to 0.76 Ϯ 0.19 (n ϭ 6; p Ͻ 0.05, Wilcoxon signed-rank test; Fig. 6D ), whereas the CV Ϫ2 of uIPSC 1 amplitude was reduced from 6.25 Ϯ 4.12 to 2.01 Ϯ 0.99 ( p Ͻ 0.05, Wilcoxon signed-rank test; 6 pairs, respectively; data not shown). Previous studies showed that GABA release at FS IN-GC synapses is insensitive to the slow Ca 2ϩ chelator EGTA, suggesting that Ca 2ϩ source and Ca 2ϩ sensor are tightly coupled at this synapse (Hefft and Jonas, 2005; Bucurenciu et al., 2008) . In agreement with those of Hefft and Jonas (2005) and Bucurenciu et al. (2008) , bath application of EGTA-AM had little effect on FS IN synapses during single spiking (control, 398.2 Ϯ 147.2 pA; EGTA-AM, 375.8 Ϯ 126.7 pA; n ϭ 3; data not shown). Similarly, the uIPSC 1 was not changed in the presence of EGTA-AM during burst spiking (control, 642.7 Ϯ 27.2 pA; EGTA-AM, 587.6 Ϯ 24.0 pA; Fig. 6E 1 ,E 2 ) . On average, the uIPSC 1 magnitude before and after EGTA-AM application was unchanged (control, 369.5 Ϯ 140.0 pA; EGTA-AM, 359.3 Ϯ 114.3 pA; n ϭ 3; Fig. 6F ). Consistently, there were no changes of failure rate (control, 0.015 Ϯ 0.008; EGTA-AM, 0.009 Ϯ 0.006; n ϭ 3; Fig. 6G ) and the multiple-pulse ratio (control, 0.57 Ϯ 0.04; EGTA-AM, 0.50 Ϯ 0.06; n ϭ 3; Fig. 6H 
The RRP size increased during periods of burst firing
In addition to increasing the probability of release, a recent study (Thanawala and Regehr, 2013) shows that presynaptic Ca 2ϩ accumulation may increase neurotransmitter release in part by increasing the size of the RRP. To test the contribution of this mechanism, we depleted the RRPs in non-FS IN-GC pairs at 5 s after periods of single and burst AP firing using AP trains (Fig.  7A) and then compared the change of the RRP charge using cumulative methods (Moulder and Mennerick, 2005; Rizzoli and As illustrated in Figure 7B , the uIPSCs during periods of single AP firing were small. After obtaining stable release during periods of single AP firing, AP trains of 60 stimuli at 25 Hz were delivered. The synaptic responses to the first 5 APs were small and then transiently increased during the train, but soon depressed and reached an apparent steady state. Notably, synaptic currents displayed synchronous and asynchronous release. After the recovery from train-induced depletion, INs were then stimulated in the burst mode. In agreement with non-FS IN output synapses, the uIPSC rapidly increased after transition to burst firing and then reached a steady state. To deplete the RRP, the same AP trains were delivered to INs. As illustrated in Figure 7C , synaptic responses were initially large, but rapidly depressed and reached an apparent steady state over the course of 60 stimuli, indicating the rapid depletion of the RRP. Furthermore, synaptic responses showed similar buildup of asynchronous release during AP trains (Fig. 7C) . To account for asynchronous release during AP trains, we made cumulative area plots from the 25 Hz trains (Moulder and Mennerick, 2005; Stevens and Williams, 2007) . They consisted of charge integrals of total synaptic charge transfer, and a line of best fit was calculated by linear regression (Fig. 7D) . The average RRP charge estimated from the cumulative area at time 0 was 7.9 Ϯ 3.3 pC (n ϭ 7) during single firing and markedly increased to 26.4 Ϯ 7.4 pC (n ϭ 7), a more than threefold increase during the burst stimulation ( p Ͻ 0.05, Wilcoxon signed-rank test; Fig. 7E ).
Attenuation of rapid dynamic change of GABA release by 4-aminopyridine (4-AP)
Unlike the release-independent short-term plasticity found at FS IN-to-GC synapses (Kraushaar and Jonas, 2000) , rapid dynamic changes of non-FS IN-to-GC synapses are presynaptic activityand release-dependent. We next asked whether increasing presynaptic spike duration, and therefore driving more Ca 2ϩ into terminals, could further increase the probability of release and in turn decrease the extent of the dynamic switch. We inhibited voltage-gated K ϩ channels with 30 M 4-AP. Bath application of 4-AP slightly increased the somatic AP half-duration (control, 1.60 Ϯ 0.07 ms; 4-AP, 1.91 Ϯ 0.14 ms, n ϭ 6; p ϭ 0.06, Wilcoxon signed-rank test) and preferentially increased the uIPSC 1 magnitude during single AP modes (control, 125.0 Ϯ 113.7 pA; 4-AP, 269.0 Ϯ 227.2 pA, n ϭ 6; p Ͻ 0.05, Wilcoxon signed-rank test; Fig. 8A1,A2 ). On average, the degree of the dynamic switch of the uIPSC 1 magnitude was reduced in the presence of 4-AP (control, 8.58 Ϯ 1.08-fold; 4-AP, 2.87 Ϯ 0.86-fold; n ϭ 6; p Ͻ 0.05, Wilcoxon signed-rank test; Fig. 8C ). Notably, although the multiplepulse ratio (uIPSC 5 /uIPSC 1 ) decreased (control, 0.58 Ϯ 0.15; 4-AP, 0.19 Ϯ 0.04; 6 pairs, respectively; p Ͻ 0.05, Wilcoxon signed-rank test; Fig. 8D ) in the presence of 4-AP, the uIPSC 1 magnitude during burst AP modes was unchanged (see Discussion).
We also tested for 4-AP effect on FS IN-to-GC synapses. In contrast to non-FS IN-to-GC synapses, bath application of 4-AP at low concentrations had little effect on the uIPSC 1 magnitude during both single and burst AP modes (Fig. 8B 1 ,B 2 ). On average, the degrees of the dynamic switch of the uIPSC 1 magnitude in control and in the presence of 4-AP were 1.04 Ϯ 0.05-fold and 1.12 Ϯ 0.05-fold (4 pairs, Fig. 8C ), respectively. Consistently, the multiple-pulse ratio (uIPSC 5 /uIPSC 1 ) was unchanged (control, 0.44 Ϯ 0.06; 4-AP, 0.39 Ϯ 0.04; 4 pairs, respectively; Fig. 8D ). As non-FS IN output synapses are markedly more sensitive to 4-AP at low concentrations than FS IN output synapses, our results suggest differential expression of K ϩ channels between FS and non-FS IN terminals.
Rapid dynamic changes of dendritic inhibition is preserved at near-physiological temperature
Cortical inhibitory INs in vivo discharge bursts of APs at ␥ frequency range during the Up state (Massi et al., 2012) . Although the natural firing pattern of INs in the DG remains to be determined, we tested whether dendrite-targeting INs fired in in vivo recorded discharge patterns exhibited rapid dynamic release during bursting complexes. To mimic the physiological activity, INs were stimulated for 20 s at near-physiological temperature using an IN spike train (Fig. 9A 1 ,B 1 , hash marks) recorded from anesthetized rats as the stimulation protocol. The stimulation protocol comprised variable stimuli at 30 -90 Hz frequency (cell code LK10c from Massi et al., 2012) . At 35 Ϯ 2°C, rapid dynamic release from dendrite-targeting IN output synapses during mode transitions was preserved. As illustrated in Figure 9A 1 , the efficacy of neurotransmission was low during low-frequency AP stimulation but was greatly enhanced during clustered AP stimulation. Figure 9A 2 illustrates that single APs did not reliably generate postsynaptic responses in contrast to AP bursts. On average, the uIPSC 1 magnitude and charge transfer per AP increased to 523 Ϯ 122% (n ϭ 6 pairs; p Ͻ 0.05, Wilcoxon signed-rank test; Fig. 9C ) and 568 Ϯ 153% (n ϭ 6 pairs; p Ͻ 0.05, Wilcoxon signed-rank test; Fig. 9D ), respectively. In contrast, soma-targeting INs maintained stable and reliable release during single to burst AP transitions (Fig. 9B 1 ,B 2 ). On average, the uIPSC 1 and charge transfer per AP were unchanged (uIPSC 1 , 86 Ϯ 4%; charge transfer per AP, 96 Ϯ 5%; n ϭ 4 pairs; Fig. 9C,D) . Under the same conditions tested, the substantial difference between dendrite-and somatargeting IN output synapses was preserved at 35 Ϯ 2°C (Fig.  9C,D) . Thus, rapid dynamic changes of GABA release from (Fig. 10A 1 ,B 1 ) . Regardless of the cell type of postsynaptic targets, the rapid dynamic switch of GABA release was exclusively detected at pairs with non-FS cells as presynaptic neurons, suggesting presynaptic cell type specificity (Fig. 10A 2 ,B 2 ). The uIPSC 1 (single/burst) ratios at non-FS IN-to-GC and non-FS IN-to-non-FS IN synapses were 0.24 Ϯ 0.03 (n ϭ 36) and 0 (n ϭ 2), respectively (Fig. 10A 3 ) . By contrast, the uIPSC 1 (single/burst) ratios at FS IN output synapses (FS IN-to-GC, 1.10 Ϯ 0.09, n ϭ 13; FS IN-to-non-FS IN, 1.05 Ϯ 0.11, n ϭ 5; FS IN-to-FS IN, 1.05, n ϭ 2) were close to 1 (Fig. 10B 3 ) . Fig. 10A 4 ) .
Our study also revealed cell-type specificity of the functional connectivity ( Fig. 10A 4 ,B 4 ). Non-FS INs preferentially formed functional connections with GCs (38.6%; 151 of 391 pairs) but rarely formed connections with non-FS INs (3.1%; 2 of 64 pairs) and FS INs (0%; 0 of 11 pairs). In contrast, FS INs frequently and almost equally formed connections with GCs (57.7%; 30 of 52 pairs), non-FS INs (45.4%; 5 of 11 pairs), and FS INs (50%; 2 of 4 pairs).
Discussion
Here, we report a novel synaptic dichotomy between two IN classes (soma targeting vs dendrite targeting) in the DG. Notably, despite considerable heterogeneity in dendrite-targeting IN properties and projection patterns, they all exhibit a rapid switch in GABA release between periods of sparse spiking activity and periods of enhanced activity at both 23°C and 35°C in contrast to soma-targeting INs (Table 1) .
IN dichotomy in distinct microcircuits
Similar to our present study, a number of functional and anatomical dichotomies have been shown to exist between two IN classes, PV ϩ BCs and CCK ϩ BCs, in the hippocampus proper (see review by Armstrong and Soltesz, 2012) . However, these two circuits, CA areas and DG, differ in some respects. the CA1 area primarily synapse onto the somata of their principal cell targets with a slight shifted distribution toward the proximal dendrites (Glickfeld and Scanziani, 2006) . Third, PV ϩ BC input, but not CCK ϩ BC input, in the CA1 area is selectively modulated by the hyperpolarization-activated chloride channel, ClC-2 (Földy et al., 2010) . Such synapse-specific expression of ClC-2 is not present in the DG. Overall, these differences point to circuitspecific network function of INs.
Classification of dendrite-targeting INs
Compared with soma-targeting INs, dendrite-targeting INs are more complex and heterogeneous. In this study, we focus exclusively on dendrite-targeting INs with their somata at the border between the GCL and the hilus. According to previous studies (Han et al., 1993; Freund and Buzsáki, 1996) , there are three major subtypes (i.e., CB 1 ϩ INs, HICAP and HIPP cells). However, we observed a small population of INs not compatible with these classifications. In this study, INs with their axon projection to the OML were classified as HIPP cells. Among them, the majority (9 of 13 cells) of HIPP cells did display their dendrites strictly in the hilus, in agreement with that of Han et al. (1993) . In other words, we observed four atypical HIPP-like cells, which project their axons to the OML, but have the dendritic arbor in the ML. Furthermore, we found that 7 of 13 of HIPP cells exhibit axon collaterals in the IML in addition to the OML. The possible explanation is that our slices were cut from the hippocampus at some septotemporal level where the IML may be very narrow or the angle of sectioning relative to layer boundaries may influence the appearance of the axon. It is also likely that those atypical HIPP cells represent a novel subtype of INs. The features of Petilla nomenclature may provide a stepping stone toward a future classification of these atypical INs.
Synapse selectivity in the DG
The connectivity of non-FS IN onto different types of target cells in the DG suggests target-cell selectivity. The probability of finding a synaptic connection between non-FS INs and GCs is considerably higher than those in non-FS IN-to-non-FS IN and non-FS IN-to-FS IN pairs (Fig. 10A 4 ) . In contrast, the connectivity of FS IN onto target cells is relatively independent of target cell type (Fig. 10B 4 ) . Interestingly, nonrandom local circuits have been reported previously in the DG (Larimer and Strowbridge, 2008) . Mossy cells in the hilus show profound synapse selectivity: 87.5% of their intralamellar excitatory connections are exclusively onto hilar INs (mossy cell-to-IN connectivity is 6%; 7 of 114 cells) and 12.5% of their intralamerllar excitatory connections (mossy cell-to-mossy cell connectivity is 0.5%; 1 of 206 cells) are onto mossy cell. Similarly, hilar INs also show high synapse selectivity and primarily synapse onto mossy cells (81% of inhibitory connections; hilar IN-to-mossy cell connectivity is 15%) with relatively few connections (19% of inhibitory connections; hilar IN-to-hilar IN connectivity is 6%) onto other hilar INs.
Possible mechanisms by which presynaptic activity regulates the short-term presynaptic facilitation Cortical INs display a specific mode of firing composed of sparse and clustered APs . In our experimental conditions, whereas firing of dendrite-targeting INs is switched from the single to the burst spiking mode, the probability of release is rapidly enhanced, suggesting that AP bursts induced a long-lasting increase in [Ca 2ϩ (Fioravante and Regehr, 2011) . This hypothesis can be tested by introducing the slowly acting, but high-affinity, Ca 2ϩ buffer EGTA into presynaptic terminals (Eggermann et al., 2012) . Indeed, the effect of EGTA-AM strongly depress GABA release in dendritetargeting INs. This is in great contrast to the lack of effect of the EGTA-AM on soma-targeting IN output synapses, where Ca 2ϩ channels and Ca 2ϩ sensors are tightly coupled (Hefft and Jonas, 2005; Bucurenciu et al., 2008) . Here, a potential caveat should be noted. We cannot exclude a contribution of other variables that can affect neurotransmission by EGTA-AM; for instance, the treatment could affect the release of another substance that is selectively modulating synaptic transmission at non-FS IN output synapses but not FS IN output synapses.
Changes of AP shape can regulate release probability. By prolonging AP duration in the terminals, the probability of release may increase via the enhancement of presynaptic Ca 2ϩ influx. In agreement with this view, inhibition of voltage-gated K ϩ channels with 4-AP increases AP duration and greatly enhances single AP-evoked uIPSCs. A significant decrease in multiple-pulse ratio (Fig. 8D) confirmed that 4-AP enhances presynaptic release, thus reducing the extent of dynamic change during mode transitions. A lack of 4-AP effect on the enhancement of uIPSC 1 amplitude during the burst mode suggests that other activity-dependent gating mechanisms may be involved in regulating neurotransmission (Brody and Yue, 2000; Kraushaar and Jonas, 2000) .
As indicated by an increase in multiple-pulse ratio (Figs. 5 and 6), the reduction of burst-induced IPSC amplitude by the prolonged interburst interval or EGTA-AM appears to be a result of a decrease in the probability of the release. However, a recent study (Thanawala and Regehr, 2013) shows that alterations in presynaptic calcium influx can also change the effective RRP size. Indeed, we found that the RRP is markedly increased during periods of burst firing. Thus, the calcium dependence of rapid enhancement of GABA release is likely determined by the combined calcium dependencies of the release probability and the effective size of the RRP. Finally, in addition to those discussed above, we still cannot exclude other mechanisms here, such as use-dependent increases in presynaptic Ca 2ϩ currents (Ishikawa et al., 2005) or activation of presynaptic receptors (Ruiz et al., 2010) .
Significance of dynamic switches of dendritic inhibition in network function
Sparse dentate activity is thought to be important for pattern separation and spatial information encoding (Leutgeb et al., 2007; McHugh et al., 2007; . Multiple cellular mechanisms are coordinated for sparse activation of GCs. First, GC dendrites act as strong voltage attenuators. Synaptic inputs from the cortex strongly attenuate along GC dendrites (SchmidtHieber et al., 2007; Krueppel et al., 2011) . Second, GC dendritic properties are linear integrators. GC dendrites summate synaptic inputs linearly and are not designed for highly efficient synchrony detection (Krueppel et al., 2011) . Third, GC dendrites lack dendritic spikes that would allow them to be more efficiently to bring EPSPs to AP threshold (Krueppel et al., 2011) . Finally, GCs have relatively hyperpolarized resting membrane potentials compared with other types of neurons (Schmidt-Hieber et al., 2007; Chiang et al., 2012) . Beyond the cellular level, what is the circuit mechanism that contributes to the quiescent nature of GCs? Here, we show that GCs are controlled by the powerful dendritic inhibition during periods of intense activity. This novel finding not only provides an important bridge between the fields of synaptic short-term plasticity and hippocampal network states but also lends a considerable support for a critical role of dendritic inhibitory circuits in gating the information transfer from the cortex to the hippocampus.
GABAergic INs exert shunting inhibition onto GCs in the adult brain (Chiang et al., 2012) . Therefore, burst spiking of dendrite-targeting INs during Up states may promote dendritic excitability but also exert powerful shunting inhibition to limit the degree of dendritic depolarization. Such a rapid switch on/off of dendritic inhibition during state transitions can prevent overexcitation of GCs and effectively control the total amount of signal transfer from the cortex to the hippocampus under normal conditions. Dendrite-targeting IN-GC synapses have a long synaptic latency. What is the computational significance of such a long delay? Analysis of IN network models suggests that the network oscillation frequency is reduced by longer delays and increased by shorter delays (see review by Bartos et al., 2007) . Moreover, network coherence is substantially increased by shorter delays and reduced by longer delays. Together, specialization of dendrite-targeting IN connections may expand the dynamic range of network oscillation frequency and coherence.
