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Abstract
In this paper, we consider the spaces of once differentiable polynomial splines of degree 7 on tetrahedral
partitions and give an expression for their generic dimensions.
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1. Introduction
We first introduce some terminologies. Let V = {v1, . . . , vn+1} ⊂ Rn be a set of n+ 1 points
which are in general positions, i.e., {v1 − vn+1, . . . , vn − vn+1} forms a basis of Rn . The convex
hull [V ] of V is called an n-simplex. The convex hull of m+1 (m ≤ n) points of V is a simplex,
and is called an m-face. A 0-face is called a vertex, a 1-face is called an edge, a 2-face is called a
triangle, a 3-face is called a tetrahedron, and an (n-1)-face is called a facet. For an n-simplex σ ,
we denote by Facei (σ ) the collection of all the i-faces of σ .
The following definition of simplicial complex is standard in topology.
Definition 1.1. A simplicial complex 1 in Rn is a collection of simplices in Rn such that:
• Every simplex of 1 is a face of an n-simplex of 1,
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• Every face of a simplex of 1 is also in 1, and
• The intersection of any two simplices of 1 is empty or a face of each other.
For convenience, we call a simplicial complex in R3 a tetrahedral partition.
Similarly to a simplex, for a simplicial complex 1 we denote by Facei (1) the collection of all
i-faces of 1. We denote Ω = ⋃{σ ; σ ∈ 1} the region covered by the simplicial complex 1. A
simplex δ ∈ 1 is called boundary if δ ⊂ ∂Ω , the boundary of Ω ; otherwise, it is called inner (or
interior).
For an i-simplex σ of 1, we denote
Star(σ ) = {δ ∈ 1; δ is any face of any simplex of 1 sharing σ as the common face}
the simplicial complex of the collection of all the simplices (together with their faces) sharing σ
as the common face. Star(σ ) is called the i-star of σ .
Let Ω ⊂ Rn be a connected polyhedral domain that is allowed to contain polyhedral holes
and 1 be a simplicial partition of Ω . Given 0 ≤ r ≤ d, we define
Srd(1) = {s ∈ Cr (Ω); s|σ ∈ Pd for any σ ∈ Facen(1)}
the spline space of degree d and smoothness r , where Pd is the n-variable polynomial space of
total degree not exceeding d .
Alfeld/Schumaker/Whiteley [4] introduced the following definition and obtained the generic
dimension of S1d(1) (d ≥ 8) for n = 3. This paper generalizes their result to S17(1) for n = 3.
Definition 1.2. A simplicial complex 1 in Rn is called generic provided that for all sufficiently
small perturbations of the location of the vertices of 1, the resulting simplicial complex 1˜
satisfies dim Srd(1˜) = dim Srd(1). For a generic simplicial complex 1 in Rn , Srd(1) is called
generic spline space and dim Srd(1) is called the generic dimension of S
r
d(1). A generic
simplicial complex in R3 is called a generic tetrahedral partition.
Due to their important roles played in a variety of areas including finite element method,
wavelets, data fitting, and computer aided geometric design, spline spaces are extensively studied.
Among others, the dimension problem of spline spaces attracts much attention in the study. This
paper is devoted to the dimension problem. In this paper, we obtain the generic dimension of
S17(1).
For a tetrahedral partition 1, we introduce the following definition.
Definition 1.3. For an edge e of 1, the number of triangles in Star(e) sharing e as a common
edge is called the degree of e, denoted by degree(e). An inner edge e of 1 is called odd (even) if
degree(e) is odd (even). An even edge is called singular if degree(e) = 4 and the four triangles
are pairwise coplanar. A tetrahedral partition 1 is called odd if 1 only contains odd or singular
edges.
If 1 is a triangulation, i.e., a simplicial complex in R2, then the dimensions of the spline
spaces Srd(1) are obtained in the following cases: for d ≥ 4r + 1, dim Srd(1) is independently
obtained by Wang/Lu [12] and Alfeld/Schumaker [2]; Don [5] solved the case d ≥ 3r + 2; and
dim S14(1) is obtained by Alfeld/Piper/Schumaker [1]. X. Shi [6] also obtained dim S
1
4(1) by
a different method. If 1 is a tetrahedral partition, X. Shi derived dim Srd(1) (d ≥ 8r + 1, [8,
9]) for a general tetrahedral partition and dim S1d(1) (d ≥ 7, [9,11]) for an odd tetrahedral
partition, and Shi/Kamau/Liu/Yin [10] obtained dim S18(1) recently. For a general tetrahedral
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partition 1, dim Srd(1) (d ≥ 8r + 1) was also obtained by Alfeld/Schumaker/Sirvent [3].
In [7] and [9], a relationship between the dimensions of an n − 1-dimensional spline space
and an n-dimensional spline space is obtained. All the dimension formulas in [8–11] and [3]
contain the unknown dimensions of S13 on vertex stars. For a generic tetrahedral partition 1,
Alfeld/Schumaker/Whiteley [4] obtained dim S1d(1)(d ≥ 8). For a general simplicial complex
1 inRn , dim Srd(1)was obtained by Shi/Wang [9,11] for d ≥ 2nr+1 (the formula of dim Srd(1)
contains some unknown dimensions of spline spaces over star type simplicial complexes).
2. Main results
In this section, 1 represents a tetrahedral partition unless stated otherwise. Similarly to
Alfeld/Schumaker/Whiteley [4], we use the following notations.
Vb = the set of boundary vertices of 1,
VI = the set of inner vertices of 1,
Eb = the set of boundary edges of 1,
E I = the set of inner edges of 1,
Ee = the set of even edges of 1,
Eo = the set of odd edges of 1,
Eδ = the set of singular edges of 1,
Fb = the set of boundary triangular faces of 1,
FI = the set of inner triangular faces of 1,
T = the set of tetrahedra of 1,
|A| = the number of elements of a set A.
(1)
In this paper, we will prove the following main result.
Theorem 2.1. Let 1 be a generic tetrahedral partition. Then
dim S17(1) = 8|Vb| + 12|VI | + 12|Eb| + 6|E I | + 4(|Fb| + |FI |). (2)
The remainder of this paper is dedicated to a proof Theorem 2.1. For a polynomial p of degree 7
defined on a tetrahedron σ = [v0, v1, v2, v3], it has the following Be´zier form:
p(x) =
∑
|i|=7
ci
7!
i! u
i, (3)
where i = (i0, i1, i2, i3) ∈ Z4+, |i| = i0+ i1+ i2+ i3, i! = i0! i1! i2! i3!, u = (u0, u1, u2, u3) is the
vector of barycentric coordinates of x with respect to σ , and ui = ui00 ui11 ui22 ui33 . The coefficients
cis are called Be´zier coefficients of p.
Similarly, a spline s ∈ S07(1) can be represented by the following Be´zier form:
pσ (x) := s|σ (x) =
∑
|i|=7
cσi
7!
i! u
i
σ , x ∈ σ ∈ T, (4)
where uσ = (u0, u1, u2, u3) is the vector of barycentric coordinates of x with respect to σ , and
uiσ = ui00 ui11 ui22 ui33 . {cσi : |i| = 7, σ ∈ T } are called Be´zier coefficients of s.
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It is well-known that a common method of obtaining dim S17(1) consists of the following two
steps:
• The first step is to set up a homogeneous linear system of equations
Ac = 0 (5)
such that for any spline s ∈ S07(1) the necessary and sufficient condition of s ∈ S17(1) is that
(5) holds, where A is the coefficient matrix and c is a vector related to s. We will describe c
more clearly later. For example, one method of forming c is to use only the Be´zier coefficients
of s.
• The second step is to obtain rank(A), the rank of A. Then we obtain
dim S17(1) = #(c)− rank(A), (6)
where #(c) is the number of components of c.
Obtaining rank(A) is usually a difficult task. Carefully choosing c can reduce the difficulty in
obtaining rank(A) to some extent. To obtain a suitable c, we introduce the following lemmas.
Lemma 2.1. A polynomial p(x) = ∑i0+i1+i2=7 ci0,i1,i2 7!i0! i1! i2!ui00 ui11 ui22 of degree 7 defined on
a triangle δ = [v0, v1, v2] is uniquely determined by its following values and Be´zier coefficients,
where (u0, u1, u2) is the vector of barycentric coordinates of x with respect to δ:
1. For each vertex vi , 0 ≤ i ≤ 2, the values are{
2∏
i 6= j=0
D
k j
v j−vi p(vi ); k j ≥ 0,
2∑
i 6= j=0
k j ≤ 3
}
,
where Dv j−vi = (v j − vi ) · 5 is the directional derivative along v j − vi , 5 is the gradient
vector, and D
k j
v j−vi = ((v j − vi ) · 5)k j .
2. For the edges of δ, the values are{
∂p(m0)
∂n0
,
∂p(m1)
∂n1
,
∂p(m2)
∂n2
}
,
where n0 is the unit inner normal vector of triangle δ to edge [v1, v2] and m0 = (v1 + v2)/2.
Other ni and mi are defined similarly.
3. For δ itself, the coefficients are
{c3,2,2, c2,3,2, c2,2,3}.
The proof of Lemma 2.1 is given in the Appendix. ♣
Lemma 2.2. A polynomial p(x) of degree 7 defined on a tetrahedron σ = [v0, v1, v2, v3] and
given by (3) is uniquely determined by its following values and Be´zier coefficients:
1. For each vertex vi , 0 ≤ i ≤ 3, the values are{
3∏
i 6= j=0
D
k j
v j−vi p(vi ); k j ≥ 0,
3∑
i 6= j=0
k j ≤ 3
}
.
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Fig. 1. ne, k and ne, l are the unit inner normal vectors of triangles [vi , v j , vk ] and [vi , v j , vl ] to e, respectively.
me, 0 = (vi + v j )/2, me, 1 = (2vi + v j )/3, me, 2 = (vi + 2v j )/3.
2. For any edge e = [vi , v j ] of σ , the values are (refer to Fig. 1){
∂p(me, 0)
∂ne, k
,
∂p(me, 0)
∂ne, l
,
∂2 p(me, 1)
∂ne, k∂ne, l
,
∂2 p(me, 2)
∂ne, k∂ne, l
}
, {i, j, k, l} = {0, 1, 2, 3},
where ne, k and ne, l are the unit inner normal vectors of triangles [vi , v j , vk] and [vi , v j , vl ]
to e, respectively, and me, 0 = (vi + v j )/2, me, 1 = (2vi + v j )/3, me, 2 = (vi + 2v j )/3.
3. For any triangular face δ = [va, vb, vc] of σ , the coefficients and the value are{
cδ3,2,2, c
δ
2,3,2, c
δ
2,2,3,
∂p(mδ)
∂nδ
}
,
where mδ is the centroid of δ, nδ is a unit normal vector of δ, and {cδ3,2,2, cδ2,3,2, cδ2,2,3} are
three Be´zier coefficients of
pδ(x) =
∑
ia+ib+ic=7
cδia ,ib,ic
7!
ia !ib!ic!u
ia
a u
ib
b u
ic
c (7)
with pδ = p|δ being the restriction of p to δ, and (ua, ub, uc) being the vector of barycentric
coordinates of x with respect to δ.
Proof. The proof of Lemma 2.2 is similar to the proof of Lemma 2.1. So, only a sketch is given
here. The total number of function values (including derivatives as well) and Be´zier coefficients
given in 1–3 of Lemma 2.2 is
4
(
3+ 3
3
)
+ 6(1+ 1+ 1+ 1)+ 4× 4 = 120 =
(
7+ 3
3
)
,
the dimension of the polynomial space of total degree ≤ 7 in three variables. Therefore, we only
need to prove that p ≡ 0 if p is a polynomial of total degree ≤ 7 and all its function values
(including derivatives as well) and Be´zier coefficients given in 1–3 of Lemma 2.2 are zeros. In
fact, for any triangular face δi = [v j , vk, vl ] ({i, j, k, l} = {0, 1, 2, 3}) of σ , according to
Lemma 2.1 it holds
p|δi ≡ 0 (8)
if all the function values (including derivatives as well) and Be´zier coefficients given in 1–3 of
Lemma 2.2 are zeros, since the restriction of 1–3 of Lemma 2.2 to δi is the same as 1–3 of
Lemma 2.1 and p|δi is a polynomial of total degree ≤ 7 in two variables.
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According to Bezout’s Theorem, Eq. (8) shows that there exists a polynomial qi of total degree
≤ 6 such that
p(x) = qi (x)pii (x), (9)
where pii (x) = ni · (x − v j ) (ni is a unit normal vector to δi ), a linear function determined by
vertices v j , vk, vl .
Similarly, one can prove that
∂p
∂ni
∣∣∣∣
δi
≡ 0,
i.e.,
qi |δi =
(
qi + pii ∂qi
∂ni
)∣∣∣∣
δi
= ∂p
∂ni
∣∣∣∣
δi
≡ 0. (10)
According to Bezout’s Theorem, Eq. (10) shows that there exists a polynomial q¯i of total degree
≤ 5 such that
p(x) = qi (x)pii (x) = q¯i (x)pi2i (x). (11)
Symmetrically, there exists a polynomial q such that
p(x) = q(x)(pi0(x)pi1(x)pi2(x)pi3(x))2. (12)
Since p is a polynomial of total degree ≤ 7, Eq. (12) shows that q ≡ 0. Therefore, p ≡ 0. ♣
Similarly to Lemma 2.2, it also holds the following lemma.
Lemma 2.3. For any s ∈ S07(1), s is uniquely determined by its following values and Be´zier
coefficients:
1. For any vertex v of 1, the values are{
3∏
j=1
D
k j
vσ, j−v pσ (v); ∀ σ = [v, vσ, 1, vσ, 2, vσ, 3]
∈ Face3(Star(v)), k j ≥ 0,
3∑
j=1
k j ≤ 3
}
,
where pσ = s|σ . Since s ∈ S07(1), it is obvious that
∏2
j=1 D
k j
vσ, j−v pσ¯ (v) =∏2
j=1 D
k j
vσ, j−v pσ (v) for all possible k1 and k2 if σ = [v, vσ, 1, vσ, 2, vσ, 3] and σ¯ =[v, vσ, 1, vσ, 2, v¯σ, 3] are two adjacent tetrahedra of Star(v), where pσ and pσ¯ are the
restrictions of s to σ and σ¯ , respectively.
2. For any edge e = [v, v¯] of 1, we assume that Tk = [v, v¯,wk,wk+1], 0 ≤ k ≤ me − 1 are all
the tetrahedra in Star(e) for some natural number me, where wme = w0 if e is an inner edge.
We also denote by nk, 0 ≤ k ≤ me− be the unit inner normal vector of [v, v¯,wk] to e, where
be = 1 if e is inner, be = 0 if e is boundary. Then, the values are{
∂pt (me, 0)
∂nt
,
∂2 pk(me, 1)
∂nk∂nk+1
,
∂2 pk(me, 2)
∂nk∂nk+1
; 0 ≤ t ≤ me − be, 0 ≤ k ≤ me − 1
}
,
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where pk = s|Tk (pme = pme−1 if e is boundary), me, 0 = (v + v¯)/2, me, 1 = (2v + v¯)/3,
me, 2 = (v+ 2v¯)/3.
3. For any triangular face δ = [va, vb, vc] of 1, we assume that Tk = [va, vb, vc,wk],
0 ≤ k ≤ mδ are all the tetrahedra in Star(δ), where mδ = 1 if δ is boundary, and mδ = 2 if
δ is inner. Then, the coefficients and the value are{
cδ3,2,2, c
δ
2,3,2, c
δ
2,2,3,
∂pk(mδ)
∂nδ
; 1 ≤ k ≤ mδ
}
,
where pk = s|Tk , nδ is a unit normal vector of δ, mδ is the centroid of the triangle δ, and
{cδ3,2,2, cδ2,3,2, cδ2,2,3} are three Be´zier coefficients of
pδ(x) =
∑
ia+ib+ic=7
cδia ,ib,ic
7!
ia !ib!ic!u
ia
a u
ib
b u
ic
c
with pδ being the restriction of s to δ.
Proof. The restriction of 1–3 of Lemma 2.3 to any tetrahedron σ of 1 plays the same function
as 1–3 of Lemma 2.2. Therefore, for any s ∈ S07(1) and any σ ∈ 1, s|σ , a polynomial of total
degree ≤ 7 in three variables, is uniquely determined by 1–3 of Lemma 2.3. ♣
In the following we consider the C1 conditions of s ∈ S07(1) being s ∈ S17(1). By the above
notations, we have the following lemma.
Lemma 2.4. If s ∈ S07(1) is determined by its Be´zier coefficients and the values given in
Lemma 2.3, then the necessary and sufficient condition of s ∈ S17(1) is that the Be´zier
coefficients and the values satisfy the following equalities:
1. At any vertex v of 1 and for any two adjacent tetrahedra σ = [v, v1, v2, v3] and σ¯ =
[v, v1, v2, v¯3] of Star(v), the equalities are
Dv¯3−v D
i1
v1−v D
i2
v2−v pσ¯ (v) =
3∑
j=1
b j Dv j−v D
i1
v1−v D
i2
v2−v pσ (v),
i1, i2 ≥ 0, i1 + i2 ≤ 2, (13)
where pσ = s|σ , pσ¯ = s|σ¯ , (b0, b1, b2, b3) is the vector of barycentric coordinates of v¯3 with
respect to σ , i.e., v¯3 = b0v + b1v1 + b2v2 + b3v3 with b0 + b1 + b2 + b3 = 1. Eq. (13) is
called vertex-C1 condition.
2. For an edge e = [v, v¯] of 1, the equalities are
∂pk(me, 0)
∂nk
= dk, 1 ∂p0(me, 0)
∂n0
+ dk, 2 ∂p1(me, 0)
∂n1
, 2 ≤ k ≤ me − be, (14)
∂2 pk(me, t )
∂nk+1∂nk
=
(
ck, 1
∂
∂nk−1
+ ck, 2 ∂
∂nk
)
∂pk−1(me, t )
∂nk
,
1− be ≤ k ≤ me − 1, t = 1, 2, (15)
where nk = dk, 1n0 + dk, 2n1, nk+1 = ck, 1nk−1 + ck, 2nk , and we take k = k mod me. The
Eqs. (14) and (15) are called edge-C1 conditions.
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3. For any inner triangular face δ = [va, vb, vc] of 1, the equality is
∂p2(mδ)
∂nδ
= ∂p1(mδ)
∂nδ
:= ∂pδ(mδ)
∂nδ
. (16)
Eq. (16) is called triangle-C1 condition.
Proof of Lemma 2.4. Lemma 2.4 was proved in [9]. [9] is in Chinese, so we still prove
Lemma 2.4 here. Clearly, we only need to prove that for any two adjacent tetrahedra of 1, say
σ = [v0, v1, v2, v3] and σ¯ = [v0, v1, v2, v¯3], s|σ ⋃ σ¯ ∈ C1(σ ⋃ σ¯ ), i.e.,
∂pσ¯
∂nδ
∣∣∣∣
δ
= ∂pσ
∂nδ
∣∣∣∣
δ
, (17)
where δ = σ ⋂ σ¯ = [v0, v1, v2], pσ = s|σ , and pσ¯ = s|σ¯ .
Since ∂pσ
∂nδ
|δ is a polynomial of degree 6 in two variables, it is easy to check that ∂pσ∂nδ |δ is
uniquely determined by the following values:
Bδ = S0
⋃
S1
⋃
S3
⋃{∂pσ (mδ)
∂nδ
}
, (18)
where S0 = { ∂∂nδ D
i1
v1−v0 D
i2
v2−v0 pσ (v0); i1 + i2 ≤ 2}
⋃{ ∂pσ (m0, 0)
∂nδ
,
∂2 pσ (m0, 1)
∂nδ∂τ 0
,
∂2 pσ (m0, 2)
∂nδ∂τ 0
}, τ0 is
the unit inner normal vector of δ to edge [v1, v2], m0, 0 = (v1 + v2)/2, m0, 1 = (2v1 + v2)/3,
and m0, 2 = (v1 + 2v2)/3. S1 and S2 are defined similarly as S0.
The same conclusion holds for ∂pσ¯
∂nδ
|δ . Denote by Bδ¯ the set of function values of ∂pσ¯∂nδ
corresponding to Bδ . Then, proving (17) is the same as proving that the values of
∂pσ¯
∂nδ
∣∣∣
δ
in Bδ¯
and the corresponding values of ∂pσ
∂nδ
∣∣∣
δ
in Bδ are equal to each other.
We assume that nδ = k¯(v¯3 − v0)+ k1(v1 − v0)+ k2(v2 − v0). According to (13) and noting
that pσ¯ |δ = pσ |δ , we obtain
∂
∂nδ
Di1v1−v0 D
i2
v2−v0 pσ¯ (v0) = (k¯ Dv¯3−v0 + k1 Dv1−v0 + k2 Dv2−v0)Di1v1−v0 Di2v2−v0 pσ¯ (v0)
= k¯ Dv¯3−v0 Di1v1−v0 Di2v2−v0 pσ¯ (v j )+ (k1 Dv1−v0 + k2 Dv2−v0)Di1v1−v0 Di2v2−v0 pσ¯ (v0)
= k¯
3∑
j=1
b j Dv j−v0 D
i1
v1−v0 D
i2
v2−v0 pσ (v0)+ (k1 Dv1−v0 + k2 Dv2−v0)Di1v1−v0 Di2v2−v0 pσ (v0)
= k¯ Dv¯3−v0 Di1v1−v0 Di2v2−v0 pσ (v0)+ (k1 Dv1−v0 + k2 Dv2−v0)Di1v1−v0 Di2v2−v0 pσ (v0)
= (k¯ Dv¯3−v0 + k1 Dv1−v0 + k2 Dv2−v0)Di1v1−v0 Di2v2−v0 pσ (v0)
= ∂
∂nδ
Di1v1−v0 D
i2
v2−v0 pσ (v0),
i.e.,
∂
∂nδ
Di1v1−v0 D
i2
v2−v0 pσ¯ (v j ) =
∂
∂nδ
Di1v1−v0 D
i2
v2−v0 pσ (v j ), i1 + i2 ≤ 2. (19)
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Similarly, we can prove that
∂
∂nδ
Di1v2−v1 D
i2
v0−v1 pσ¯ (v1) =
∂
∂nδ
Di1v2−v1 D
i2
v0−v1 pσ (v1),
∂
∂nδ
Di1v0−v2 D
i2
v1−v2 pσ¯ (v2) =
∂
∂nδ
Di1v0−v2 D
i2
v1−v2 pσ (v2),
i1 + i2 ≤ 2,
∂pσ¯ (mk, 0)
∂nδ
= ∂pσ (mk, 0)
∂nδ
,
∂2 pσ¯ (mk, 1)
∂nδ∂τ k
= ∂
2 pσ (mk, 1)
∂nδ∂τ k
,
∂2 pσ¯ (mk, 2)
∂nδ∂τ k
= ∂
2 pσ (mk, 2)
∂nδ∂τ k
, k = 0, 1, 2.
(20)
Equality (17) can be proved by (16), (19) and (20). ♣
For convenience, we denote (13) as the following matrix form:
Wvxv = 0, (21)
where xv is the vector formed by all mixed partial derivatives of {∏3j=1 Dk jvσ, j−v pσ (v);
∀σ = [v, vσ, 1, vσ, 2, vσ, 3] ∈ Face3(Star(v)), k j ≥ 0, ∑3j=1 k j ≤ 3}, and Wv is the
corresponding coefficient matrix.
The matrix form of vertex-C1 conditions for 1 is
WV xV = 0, (22)
where xV = (xTv1 , xTv2 , . . . , xTvn0 )
T (n0 := |Vb| + |VI |), and
WV =

Wv1 0 · · · 0
0 Wv2 · · · 0
...
...
. . .
...
0 0 · · · Wvn0
 .
The matrix form of (14) is
We, 0xe, 0 = 0, (23)
where
xe, 0 =
(
∂p0(me, 0)
∂n0
, . . . ,
∂pme−be (me, 0)
∂nme−be
)T
,
and
We, 0 =

−d2, 1 −d2, 2 1 0 · · · 0
−d3, 1 −d3, 2 0 1 · · · 0
...
...
...
...
. . .
...
−dme−be, 1 −dme−be, 2 0 0 · · · 1
 .
The matrix form of this part for 1 is
WE, 0xE, 0 = 0, (24)
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Fig. 2. ne, vi−1 , ne, vi and ne, vi+1 are unit vectors.
where xE, 0 = (xTe1, 0, xTe2, 0, . . . , xTen1 , 0)
T (n1 := |Eb| + |E I |), and
WE, 0 =

We1, 0 0 · · · 0
0 We2, 0 · · · 0
...
...
. . .
...
0 0 · · · Wen1 , 0
 .
To obtain the matrix form of (15), we introduce the following notations:
θi : the angle between ni and ni+1, 0 ≤ i ≤ me − 1,
xe, i, k = ∂
2 pi (me, k)
∂ni∂ni+1
, 0 ≤ i ≤ me − 1, k = 1, 2,
ye, i, k =
∂2 pi (me, k)
∂n2i
, 1− be ≤ i ≤ me − 1, k = 1, 2.
(25)
Then, we have (refer to Fig. 2)
ni+1 = sin(θi−1 + θi )sin θi−1 ni −
sin θi
sin θi−1
ni−1,
and (15) becomes
1
sin θi
xe, i, k = sin(θi−1 + θi )sin θi−1 sin θi ye, i, k −
1
sin θi−1
xe, i−1, k,
1− be ≤ i ≤ me − 1, k = 1, 2, e ∈ E I
⋃
Eb. (26)
If e is an even edge, then (26) becomes
1
sin θi
xe, i, k = sin(θi−1 + θi )sin θi−1 sin θi ye, i, k −
1
sin θi−1
xe, i−1, k,
1 ≤ i ≤ me − 1, k = 1, 2, e ∈ Ee (27)
and
me∑
i=1
(−1)i sin(θi−1 + θi )
sin θi−1 sin θi
ye, i, k = 0, k = 1, 2, e ∈ Ee, (28)
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where Ee is the set of even edges of1 as defined before. If e is a singular edge, then me = 4 and
θi−1 + θi = pi, 1 ≤ i ≤ 4. This means that the equations of (28) are identities for all singular
edges of e ∈ Ee. Thus, there are a total of 2(|Ee| − |Eδ|) non-identities in (28).
Denote by
v0 = v, v1 = v¯, v2 = wi .
According to Lemma 2.1,
pσi = s|σi =
∑
i0+i1+i2=7
cσii0,i1,i2
7!
i0! i1! i2!u
i0
0 u
i1
1 u
i2
2 ,
the restriction of a spline s ∈ S07(1) to the triangle σi := [v, v¯,wi ], is uniquely determined by
its following values and Be´zier coefficients:
A1 :=
{
2∏
l 6= j=0
D
kl, j
v j−vl p(vl); kl, j ≥ 0,
2∑
l 6= j=0
kl, j ≤ 3, 0 ≤ l ≤ 2
}
,
A2 :=
{
∂p(m0)
∂n0
,
∂p(m1)
∂n1
,
∂p(m2)
∂n2
}
and
A3 := {cσi3,2,2, cσi2,3,2, cσi2,2,3}.
Therefore, ye, i, k = ∂
2 pσi (me, k )
∂n2i
should be a linear combination of the values of A1
⋃
A2
⋃
A3.
For convenience, we treat a vector as the set of its components and vice versa. It is clear that A1
is a subset of xV , A2 is a subset of xE, 0, and A3 is a subset of
c := (cδ11 , cδ12 , cδ13 , cδ21 , cδ22 , cδ23 , . . . , c
δn2
1 , c
δn2
2 , c
δn2
3 )
T,
where {δi ; 1 ≤ i ≤ n2} = FI ⋃ Fb and cδi1 = cδi3, 2, 2, cδi2 = cδi2, 3, 2, cδi3 = cδi2, 2, 3, 1 ≤ i ≤ n2
:= |FI | + |Fb|. Thus, ye, i, k = ∂
2 pσi (me, k )
∂n2i
should be a linear combination of the unknowns of
c, xV and xE, 0. So, the non-identities of (28) can be rewritten as the following matrix form:
WE c+W ′E xV +W ′′E xE, 0 = 0, (29)
where WE , W ′E , W ′′E are the corresponding coefficient matrices.
Thus, (26) has the matrix form as follows:
WE, 1 0 W 0E, 1 W ′E, 1 W ′′E, 1 00 WE, 2 W 0E, 2 W ′E, 2 W ′′E, 2 0
0 0 WE W ′E W ′′E 0


xE, 1
xE, 2
c
xV
xE, 0
xT
 = 0, (30)
where
xT =
(
∂pδ1(mδ1)
∂nδ1
,
∂pδ2(mδ2)
∂nδ2
, . . . ,
∂pδn2 (mδn2 )
∂nδn2
)T
,
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xE,k = (xTe1,k, xTe2,k, . . . , xTen1 ,k, )
T with
xe,k = (xe, 0, k, . . . , xe,me−1, k)T, k = 1, 2,
WE, k, W 0E, k, W
′
E, k, W
′′
E, k (k = 1, 2) are the corresponding coefficient matrices, and
WE, 1 = WE, 2 =

We1 0 · · · 0
0 We2 · · · 0
...
...
. . .
...
0 0 · · · Wen1

with
We =


1
sin θ0
1
sin θ1
0 · · · 0 0
0
1
sin θ1
1
sin θ2
· · · 0 0
0 0
1
sin θ2
. . . 0 0
...
...
...
. . .
. . .
...
0 0 0 · · · 1
sin θme−2
1
sin θme−1

,
if e is an even or a boundary edge,
1
sin θ0
1
sin θ1
0 · · · 0 0
0
1
sin θ1
1
sin θ2
· · · 0 0
0 0
1
sin θ2
. . . 0 0
...
...
...
. . .
. . .
...
0 0 0 · · · 1
sin θme−2
1
sin θme−1
1
sin θ0
0 0 · · · 0 1
sin θme−1

,
if e is an odd edge.
(31)
According to (22), (24) and (30), the C1 conditions of (13)–(16) have the following matrix form:

WE, 1 0 W 0E, 1 W
′
E, 1 W
′′
E, 1 0
0 WE, 2 W 0E, 2 W
′
E, 2 W
′′
E, 2 0
0 0 WE W ′E W ′′E 0
0 0 0 WV 0 0
0 0 0 0 WE, 0 0


xE, 1
xE, 2
c
xV
xE, 0
xT
 = 0. (32)
According to (31), we can check directly that We is of full row rank, and
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rank(We) =
{
me − 1, if e is a boundary or an even edge,
me, if e is an odd edge,
dim(null(We)) =
{
1, if e is a boundary or an even edge,
0, if e is an odd edge,
(33)
where rank(M) is the rank of matrix M , and null(M) is the null space of M . Eq. (33) shows that
WE, 1 = WE, 2 are of full row ranks, and
rank(WE, 1) = rank(WE, 2) =
∑
e∈Eb ⋃ Ee(me − 1)+
∑
e∈Eo
me,
dim(null(WE, 1)) = dim(null(WE, 2)) = |Eb| + |Ee|.
(34)
According to (32) and (34), the following lemma is obvious.
Lemma 2.5. If WE is of full row rank, then
dim S17(1) = |FI | + |Fb| + dim(null(WV ))+ dim(null(WE ))
+ dim(null(WE, 0))+ 2 dim(null(WE, 1)). ♣
To prove that WE is of full row rank, we only need to prove that WE is of full rank and the
number of its columns is not less than the number of its rows.
Lemma 2.6. If rank (WE ) = 2(|Ee| − |Eδ|), then WE is of full row rank, and
dim(null(WE )) = 3 (|Fb| + |FI |)− 2 |Ee| + 2 |Eδ|.
In addition,
dim(null(WE, 0)) = 2 (|Eb| + |E I |),
dim(null(WV )) =
∑
v∈VI ⋃ Vb dim S
1
3(Star(v)).
Thus,
dim S17(1) = 4 (|Fb| + |FI |)+ 2 (2|Eb| + |E I | + |Eδ|)+
∑
v∈VI ⋃ Vb dim S
1
3(Star(v)). (35)
Proof of Lemma 2.6. First, it is easy to check
dim(null(WE, 0)) =
∑
e∈E I ⋃ Eb dim(null(We, 0)) =
∑
e∈E I ⋃ Eb 2 = 2 (|Eb| + |E I |). (36)
From the definition of degree of an edge of 1, we have∑
e∈E I ⋃ Eb degree(e) = 3 (|Fb| + |FI |) = #(c), (37)
where #(c) is the number of components of the vector c and the number of columns of WE . If e
is an inner edge, then degree(e) ≥ 3; otherwise degree(e) ≥ 2 if e is a boundary edge. Thus, we
have ∑
e∈E I ⋃ Eb degree(e) ≥ 3 |E I | + 2 |Eb|. (38)
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According to (37) and (38), we have
the number of columns of WE − the number of rows of WE
= 3 (|Fb| + |FI |)− 2 (|Ee| − |Eδ|)
≥ 3 (|Fb| + |FI |)− 2 |Ee| =
∑
e∈E I ⋃ Eb degree(e)− 2 |Ee|
≥ 3 |E I | + 2 |Eb| − 2 |Ee| = 3 |Eo| + |Ee| + 2 |Eb| > 0.
Therefore, WE is of full row rank if it is of full rank, and
dim(null(WE )) = #(c)− 2 (|Ee| − |Eδ|) = 3 (|Fb| + |FI |)− 2 |Ee| + 2 |Eδ|. (39)
Next, we consider the term dim(null(WV )). For a vertex v of 1 and a tetrahedron σ =
[v, vσ, 1, vσ, 2, vσ, 3] of Star(v), the mixed partial derivatives {∏3j=1 Dk jvσ, j−v pσ (v); k1 + k2
+k3 ≤ 3} uniquely determine a trivariate cubic polynomial, say qσ . The vertex-C1 condition (13)
forces qσ and qσ¯ to be C1 joint if σ and σ¯ are two adjacent tetrahedra. This concludes that the
values {Div, σ pσ (v); |i| ≤ 3, σ ∈ Face3(Star(v))} uniquely determine a spline sv ∈ S13(Star(v))
if they satisfy (13). Thus, dim(null(Wv)) = dim(S13(Star(v))), and
dim(null(WV )) =
∑
v∈VI ⋃ Vb dim(null(Wv)) =
∑
v∈VI ⋃ Vb dim S
1
3(Star(v)). (40)
Finally, (35) is a direct conclusion of (34), (36), (39), (40), and Lemma 2.5. ♣
Using Lemma 2.6, we have a different proof for the following corollary [9,11].
Corollary 2.1. If 1 is an odd tetrahedral partition (i.e., 1 has only odd or singular inner
edges), then dim S17(1) is given by (35).
Proof. If 1 is an odd tetrahedral partition, then (29) is an empty set with no equations. So,
Eq. (35) is true automatically. ♣
In the following, we prove that the matrix WE in (29) is of full row rank for a generic tetrahedral
partition. Without loss of generality, we assume that xE, 1 = xE, 2 = 0, xV = 0, xE, 0 = 0,
xT = 0. Eq. (29) becomes
WE c = 0. (41)
To prove WE is of full row rank, we need to simplify Eq. (28) by calculating ye, i, k . From our
assumption, δi = [v, v¯, wi ], 0 ≤ i ≤ me − be are all the triangular faces of Star(e) sharing
e = [v, v¯] as a common edge. Since xV = 0 and xE, 0 = 0, the restriction pi = s|δi of s to δi
has the following representation (refer to (81) in the Appendix for the details):
pi (x) = 210(u0u1u2)2(cδi1 u0 + cδi2 u1 + cδi3 u2), (42)
where x = u0v+ u1v¯+ u2wi with u0 + u1 + u2 = 1.
According to (42), a simple calculation yields
ye, i, k =
23 · 210
35h2i
((3− k)cδi1 + kcδi2 ), 0 ≤ i ≤ m − 1, k = 1, 2, (43)
where hi is the distance from wi to the straight line l determined by v and v¯.
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Fig. 3. σi ∈ 1 is the tetrahedron having the same vertices with σ except that vi is replaced by the new vertex wi ∈ 1.
To prove (43), we denote by v¯i the intersection point of l and the perpendicular line from wi
to l. Then, v¯i − wi = −hi ni = (1 − αi )(v − wi ) + αi (v¯ − wi ) for some number αi . Thus, the
following holds:
h2i ye, i, k = h2i
∂2 pi (me, k)
∂n2i
= D2v¯i−wi pi (me, k)
= ((1− αi )2 D2v−wi + 2αi (1− αi )Dv−wi Dv¯−wi + α2i D2v¯−wi )pi (me, k)
= 2
3 · 210
35
((3− k)cδi1 + kcδi2 ).
Substituting (43) into (28), (28) becomes
me∑
i=1
(−1)i sin(θi−1 + θi )
h2i sin θi−1 sin θi
cδik = 0, k = 1, 2, e ∈ Ee. (44)
Next, we rearrange equations in (41) based on (44). For a tetrahedron σ = [v0, v1, v2, v3] ∈ 1,
we assume that σi = [v j , vk, vl , wi ] ∈ 1 is an adjacent tetrahedron of σ if the triangle face
[v j , vk, vl ] is inner. (Refer to Fig. 3. Only w0 is drawn out in the figure). Furthermore, we
introduce the following notations:
{i, j, k, l} = {0, 1, 2, 3},
δi = [v j , vk, vl ],
θi, j = the dihedral angle of triangles [vi , v j , vk] and [vi , v j , vl ],
θi, j, k = the dihedral angle of triangles [vi , v j , wk] and [vi , v j , vl ],
hi, j, k = the distance from vk to the straight line li, j determined by vi and v j ,
qi (x) = (u j ukul)2(cδij u j + cδik uk + cδil ul),
where qi = s|δi , x = u j v j + ukvk + ulvl with u j + uk + ul = 1,
cσ = (cδ10 , cδ20 , cδ30 , cδ21 , cδ31 , cδ01 , cδ32 , cδ02 , cδ12 , cδ03 , cδ13 , cδ23 )T.
(45)
Finally, we reorder the triangular faces of 1 as δ0, δ1, δ2, δ3, δ4, . . . , δn2−1, i.e., the first four
elements are the triangular faces of σ .
X. Shi et al. / Journal of Approximation Theory 157 (2009) 90–112 105
Under the above assumptions, if edge e0,1 = [v0, v1] is even, then the corresponding
equations in (44) become
sin(θ0, 1 + θ0, 1, 3)
h20, 1, 2 sin θ0, 1 sin θ0, 1, 3
cδ2t −
sin(θ0, 1 + θ0, 1, 2)
h20, 1, 3 sin θ0, 1 sin θ0, 1, 2
cδ3t + · · · = 0, t = 0, 1, (46)
where the omitted part “· · ·” only contains some unknowns cδ jk for some j > 3, i.e., the omitted
part “· · ·” contains no components of cσ .
Thus, the equations contributed by the even edges of σ in (44) can be rewritten as
sin(θi, j + θi, j, l)
h2i, j, k sin θi, j sin θi, j, l
cδkt −
sin(θi, j + θi, j, k)
h2i, j, l sin θi, j sin θi, j, k
cδlt + · · · = 0,
t = i, j, ei, j = [vi , v j ] ∈ Eσ , (47)
where Eσ is the set of even edges of the tetrahedron σ , {i, j} ∈ {0, 1, 2, 3} and {i, j, k, l} =
{0, 1, 2, 3} with k < l.
For convenience, we treat a vector as the set of its components and vice versa. Denoting
c′δ = cδ \ cσ , (47) has the following matrix form:
Aσ cσ +
∑
σ 6=δ∈T
A′δc′δ = 0, (48)
where Aσ and A′δs are the corresponding coefficient matrices.
Lemma 2.7. If 1 is generic and there exists at least one equation in (48), then matrix Aσ in
(48) is of full row rank.
The following corollary can be easily obtained from Lemma 2.7.
Corollary 2.2. Let
A¯σ cσ +
∑
σ 6=δ∈T
A¯′δc′δ = 0 (49)
be the matrix form of
sin(θi, j + θi, j, l)
h2i, j, k sin θi, j sin θi, j, l
cδkt −
sin(θi, j + θi, j, k)
h2i, j, l sin θi, j sin θi, j, k
cδlt + · · · = 0,
t = i, j, ei, j = [vi , v j ] ∈ Es ⊆ Eσ , (50)
where Es is any subset of Eσ . Then, matrix A¯σ in (49) is of full row rank if 1 is generic and Es
is not empty.
Proof of Lemma 2.7. We assume that all the six edges of σ are even. Obvious and simple
modifications apply for other cases. Since 1 is generic, none of these six edges is singular.
According to (47), the coefficient matrix Aσ in (48) has the following representation:
Aσ =

Aσ, 0 0 0 0
0 Aσ, 1 0 0
0 0 Aσ, 2 0
0 0 0 Aσ, 3

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with
Aσ, 0 =
 0 m0, 1, 2 −m0, 1, 3−m0, 2, 1 0 m0, 2, 3
m0, 3, 1 −m0, 3, 2 0
 ,
Aσ, 1 =
 0 m1, 0, 2 −m1, 0, 3−m1, 2, 0 0 m1, 2, 3
m1, 3, 0 −m1, 3, 2 0
 ,
Aσ, 2 =
 0 m2, 0, 1 −m2, 0, 3−m2, 1, 0 0 m2, 1, 3
m2, 3, 0 −m2, 3, 1 0
 ,
Aσ, 3 =
 0 m3, 0, 1 −m3, 0, 2−m3, 1, 0 0 m3, 1, 2
m3, 2, 0 −m3, 2, 1 0
 ,
and
mi, j, k = sin(θi, j + θi, j, k)
h2i, j, l sin θi, j sin θi, j, k
.
Since 1 is generic, one can prove that
det(Aσ ) = det(Aσ, 0) det(Aσ, 1) det(Aσ, 2) det(Aσ, 3) 6= 0, (51)
where det(M) means the determinant of matrix M . From the symmetry, to prove Aσ is
nonsingular, we only need to prove Aσ, 0 is nonsingular. The determinant of Aσ, 0 is
det(Aσ, 0) = sin(θ0, 1 + θ0, 1, 2)
h20, 1, 3 sin θ0, 1 sin θ0, 1, 2
sin(θ0, 2 + θ0, 2, 3)
h20, 2, 1 sin θ0, 2 sin θ0, 2, 3
sin(θ0, 3 + θ0, 3, 1)
h20, 3, 2 sin θ0, 3 sin θ0, 3, 1
− sin(θ0, 1 + θ0, 1, 3)
h20, 1, 2 sin θ0, 1 sin θ0, 1, 3
sin(θ0, 2 + θ0, 2, 1)
h20, 2, 3 sin θ0, 2 sin θ0, 2, 1
sin(θ0, 3 + θ0, 3, 2)
h20, 3, 1 sin θ0, 3 sin θ0, 3, 2
. (52)
For a tetrahedron [w0, w1, w2, w3], it is easy to check the following identity
sin θ = ‖w j − wi‖ |(w1 − w0)× (w2 − w0) · (w3 − w0)|‖(w j − wk)× (wi − wk)‖ ‖(w j − wl)× (wi − wl)‖ ,
{i, j, k, l} = {0, 1, 2, 3}, (53)
where θ is the dihedral angle of triangles [wi , w j , wk] and [wi , w j , wl ], and a×b ·c is the mix
product of vectors a,b, c ∈ R3. If we treat det(Aσ, 0) as a function of all the vertices v1, . . . , vn0
of 1 and denote
fσ (v1, . . . , vn0) = det(Aσ, 0), (54)
then the domain Dσ of fσ is open and dense in R3n0 . From the representation of fσ it is obvious
that Zero( fσ ) ∈ R3n0 is a zero-measured set if fσ 6≡ 0, where Zero( fσ ) is the set that fσ
takes zero values. Thus, to prove Aσ, 0 is nonsingular for a generic tetrahedral partition 1, we
simply need to prove fσ 6≡ 0. To show fσ 6≡ 0, we assume that σ = [v0, v1, v2, v3],
σ0 = [w0, v1, v2, v3], σ1 = [v0, w1, v2, v3] and σ2 = [v0, v1, w2, v3] are regular tetrahedra.
In this case, all the hi, j, k are equal to each other, and all the angles θ0, i, j and θ0, i ′ , except θ0, 2, 3
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and θ0, 1, 3, are also equal to each other. Thus,
fσ (v1, . . . , vn0) = det(Aσ, 0) =
4 cos2 θ0 sin(β − θ)
h6 sin2 θ0 sin θ sinβ
,
where h = h0, 1, 2, θ = θ0, 2, 3, β = θ0, 1, 3, and θ0 = θ0, 1. The above equation shows that fσ 6≡ 0
and Lemma 2.7 is proved. ♣
The following lemma is crucial for this paper.
Lemma 2.8. For a generic tetrahedral partition 1,
rank(WE ) = 2 |Ee|. (55)
Proof. If there is no even edge in 1, then there are no equations in (44). Lemma 2.8 holds
automatically. So, we can assume that σ1, σ2, . . ., σ|T | is any order of the tetrahedra of 1 such
that σ1 has at least one even edge. Similarly to (48), (44) can be rewritten as
Ai ci +
|T |∑
i 6= j=1
Ai, j ci, j = 0, 1 ≤ i ≤ |T |, (56)
where ci = cσi , ci, j = c j\ci , Ai, j s are the corresponding matrices, and the coefficient matrix
Ai = Aσi is an ri × 12 matrix for some natural number ri . It is clear that ri ≤ 12, since any
tetrahedron has six edges and only even edge contributes two equations to (56).
We denote
Si = the set of all the equations of (56) corresponding to the index i,
S′1 = S1, S′i = Si\S1, 2 ≤ i ≤ |T |,
c′1 = c1, c′i = ci\c1, 2 ≤ i ≤ |T |.
(57)
Then, in the set point of view,
c = c1 ∪
|T |∏
i=2
c′i , c1
⋂
c′i = ∅, 2 ≤ i ≤ |T |. (58)
It is obvious that Si is empty if σi has no even edges. The purpose of introducing notation S′i is
to remove the equations of S1 from Si , since the two equations corresponding to an even edge e
of σ1 will also appear in Si if σi takes also e as an edge. If S′i is empty for all i > 1, then (56)
(i.e., (44)) becomes
Ai1ci1 +
|T |∑
{i1}63 j=1
A′i1, j c
′
j = 0, (59)
where i1 = 1. In this case, Lemma 2.8 is proved due to (58) and the fact that Ai1 , according to
Lemma 2.7, is of full row rank. Otherwise, we assume that i2 > 1 is the first index such that S′i
is not empty after S′1. Eq. (44) shows that the components of c1 can only appear in the equations
of S1. This means that the components of c1 will not appear in any equation of S′i , i2 ≤ i ≤ |T |.
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Therefore, Eq. (56) becomes
Ai1ci1 + A′i1, i2c′i2 +
|T |∑
{i1, i2}63 j=1
A′i1, j c
′
j = 0, (corresponding to Si1 = S1)
A′i c′i +
|T |∑
{i, i1}63 j=1
A′i, j c′j = 0, (corresponding to S′i ), i2 ≤ i ≤ |T |,
(60)
where A′i s and A′i, j s are the corresponding coefficient matrices. According to Corollary 2.2, A′i
is of full row rank if S′i is not empty. Especially, Ai1 and A′i2 are of full row rank since Si1 and
S′i2 are not empty.
Similarly, we denote
S′′i2 = S′i2(= Si2\Si1), S′′i = S′i\S′i2(= Si\(Si1
⋃
Si2)), i2 < i ≤ |T |,
c′′i2 = c′i2(= ci2\ci1), c′′i = c′i\c′i2(= ci\(ci1
⋃
ci2)), 1 ≤ i ≤ |T |, i 6∈ {i1, i2}.
(61)
Then, in the set point of view,
c = ci1 ∪ c′i2 ∪
|T |∏
{i1, i2}63i=1
c′′i , ci1
⋂
c′i2 = ∅, ci1
⋂
c′′i = ∅, ci2
⋂
c′′i = ∅,
1 ≤ i ≤ |T |, i 6∈ {i1, i2}. (62)
If S′′i is empty for all i > i2, then (60) (i.e., (44)) becomes
Ai1ci1 + A′i1, i2c′i2 +
|T |∑
{i1, i2}63 j=1
A′i1, j c
′
j = 0,
A′i2c
′
i2 +
|T |∑
{i1, i2}63 j=1
A′i2, j c
′
j = 0.
(63)
In this case, Lemma 2.8 is proved due to (62) and the fact that Ai1 and A
′
i2
, according to
Corollary 2.2, are of full row rank. Otherwise, we assume that i3 > i2 is the first index such
that S′′i is not empty after S′′i2 . Similarly, (44) shows that the components of ci2 can only appear
in the equations of Si2 . Noting that S
′′
i = S′i\S′i2 = Si\(Si1
⋃
Si2), the components of ci2 cannot
appear in any equation of S′′i , i3 ≤ i ≤ |T |. This means that the components of c′i2 = ci2\ci1
will not appear in any equation of S′′i , i3 ≤ i ≤ |T |. Therefore, (60) becomes
Ai1ci1 + A′i1, i2c′i2 +
|T |∑
{i1, i2}63 j=1
A′′i1, j c
′′
j = 0, (corresponding to Si1 ),
A′i2c
′
i2 +
|T |∑
{i1, i2}63 j=1
A′′i2, j c
′′
j = 0, (corresponding to S′i2 ),
A′′i c′′i +
|T |∑
{i, i1, i2}63 j=1
A′′i, j c′′j = 0, (corresponding to S′′i ), i3 ≤ i ≤ |T |,
(64)
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where A′′i s and A′′i, j s are the corresponding coefficient matrices. According to Corollary 2.2, A′′i
is of full row rank if S′′i is not empty. Especially, A′′i3 is of full row rank since S
′′
i3
is not empty.
Repeating the above process, there exist natural numbers i1, i2, . . . , iK (K ≥ 1) such that (44)
is equivalent to
A¯ik c¯i1 +
K∑
j=k+1
A¯ik , i j c¯i2 +
|T |∑
{i1,...,iK }63 j=1
A¯ik , j c¯ j = 0, 1 ≤ k ≤ K , (65)
where
S¯i1 = Si1 = S1, S¯ik = Sik \
k−1⋃
j=1
Si j , 2 ≤ k ≤ K ,
c¯i1 = ci1 = c1, c¯ik = cik \
k−1⋃
j=1
ci j , 2 ≤ k ≤ K ,
c¯i = ci \
K⋃
j=1
ci j , 1 ≤ i ≤ |T |, i 6∈ {i1, . . . , iK }.
(66)
Similarly, in the set point of view,
c =
K⋃
k=1
c¯ik ∪
|T |∏
{i1, ...,iK }63i=1
c¯i , c¯ia
⋂
c¯ib = ∅, c¯ic
⋂
c¯i = ∅,
1 ≤ a < b ≤ K , 1 ≤ c ≤ K , 1 ≤ i ≤ |T |, i 6∈ {i1, . . . , iK }. (67)
According to Corollary 2.2, A¯ik is of full row rank since S¯ik is not empty for 1 ≤ k ≤ K .
Eq. (65) has the following matrix form:
A¯c¯ = 0, (68)
where c¯ = (c¯Ti1 , c¯Ti2 , . . . , c¯TiK , c¯TiK+1)T (in the set point of view, c¯ = c) with c¯iK+1 =⋃ |T |
{i1, ...,iK }63i=1 c¯i , and
A¯ =

A¯i1 × × · · · × ×
0 A¯i2 × · · · × ×
0 0 A¯i3 · · · × ×
...
...
...
. . .
...
...
0 0 0 · · · A¯iK ×
 .
Since all A¯ik s are of full row rank, A¯ is also of full row rank. Since (68) is equivalent to (44) by
the above process, Lemma 2.8 is proved. ♣
According to Lemmas 2.5 and 2.8, the following lemma holds.
Lemma 2.9. If 1 is generic, then
dim S17(1) = 4 (|Fb| + |FI |)+ 2 (|E I | + 2|Eb|)+
∑
v∈Vb ⋃ VI dim S
1
3(Star(v)).
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According to Theorems 27, 33 and 37 of [4], for a generic tetrahedral partition 1, it holds
dim S13(Star(v)) =
2 |Facev, 1(Star(v))| + 2 |Face
∂
v, 1(Star(v))| + 8,
if v is a boundary vertex,
2 |Facev, 1(Star(v))| + 12, if v is an inner vertex,
(69)
where
Facev,1(Star(v)) = {all the edge faces of Star(v) with v as a common end point},
Face∂v,1(Star(v)) = {all the boundary edge faces of Star(v) with v as a common end point}.
According to (69), it holds∑
v∈Vb ⋃ VI dim S
1
3(Star(v)) = 4 |E I | + 8 |Eb| + 12 |VI | + 8 |Vb|. (70)
Proof of Theorem 2.1. Theorem 2.1 can be obtained easily from Lemma 2.9 and (70). ♣
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Appendix
The proof of Lemma 2.1. Let p(x) = ∑i0+i1+i2=7 ci0,i1,i2 7!i0! i1! i2!ui00 ui11 ui22 be a polynomial
of degree 7 defined on a triangle δ = [v0, v1, v2], where x = u0v0 + u1v1 + u2v2 with
u0 + u1 + u2 = 1. Since the total number of the values given in 1–3 of Lemma 2.1 is
30 + 3 + 3 =
(
7+2
2
)
= the dimension of the polynomial space P7 (in two variables), we only
need to prove that p(x) ≡ 0 if all the values of p(x) given in 1–3 of Lemma 2.1 are zeros. The
following equalities can be checked directly:
Dv j−vi uk =
1, if k = j ,−1, if k = i ,0, otherwise. (71)
Since all the values of 1 of Lemma 2.1 are zeros, we have
2∏
j=1
D
k j
v j−v0 p(v0) = 0; k j ≥ 0, k1 + k2 ≤ 3. (72)
Setting k1 = k2 = 0 in (72), we have
c7,0,0 = p(v0) = 0. (73)
According to (71), it holds
Dv1−v0 p(x) =
∑
i0+i1+i2=7
ci0,i1,i2
7!
i0! i1! i2! (i1u
i0
0 u
i1−1
1 − i0ui0−10 ui11 )ui22 , (74)
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where we define 0 · ui00 u−11 = 0 · u−10 ui11 = 0. According to (72) and (74), we obtain
c6,1,0 = 17 Dv1−v0 p(v0)+ c7,0,0 = 0. (75)
Repeating the above process, we can prove that
ci0,i1,i2 = 0, i1 + i2 ≤ 3. (76)
Similarly,
ci0,i1,i2 = 0, i0 + i2 ≤ 3 or i0 + i1 ≤ 3. (77)
Eqs. (76) and (77) show that
p(x) = 120(c3,3,1u30u31u2 + c3,1,3u30u1u32 + c1,3,3u0u31u32)
+210(c3,2,2u0 + c2,3,2u1 + c2,2,3u2)u20u21u22, (78)
Assume that
n0 = α(v1 − v0)+ β(v2 − v0).
Then,
α + β 6= 0, (79)
since n0 6= 0 is perpendicular to v1 − v2. According to (71) and (78), it yields
∂p(x)
∂n0
= αDv1−v0 p(x)+ βDv2−v0 p(x)
= 120α(3c3,3,1(u0 − u1)u20u21u2 + c3,1,3(u0 − 3u1)u20u32 + c1,3,3(3u0 − u1)u21u32)
+ 120β(c3,3,1(u0 − 3u2)u20u31 + 3c3,1,3(u0 − u2)u20u1u22 + c1,3,3(3u0 − u2)u31u22)
+ 210α(c2,3,2 − c3,2,2)u20u21u22 + 420α(c3,2,2u0
+ c2,3,2u1 + c2,2,3u2)(u0 − u1)u0u1u22
+ 210β(c2,2,3 − c3,2,2)u20u21u22 + 420β(c3,2,2u0
+ c2,3,2u1 + c2,2,3u2)(u0 − u2)u0u21u2. (80)
Noting that m0 = (v1 + v2)/2, according to (80), we have
0 = ∂p(m0)
∂n0
= −15
8
(α + β)c1,3,3.
That is,
c1,3,3 = 0,
since α + β 6= 0. Similarly,
c3,3,1 = c3,1,3 = 0.
Therefore,
p(x) = 210(c3,2,2u0 + c2,3,2u1 + c2,2,3u2)u20u21u22. (81)
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Noting that the values in 3 of Lemma 2.1 are zeros, i.e., c3,2,2 = c2,3,2 = c2,2,3 = 0, we finally
proved that p(x) ≡ 0 if all the values in 1–3 of Lemma 2.1 are zeros. Lemma 2.1 is proved. ♣
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