For most intelligent assistant systems, it is essential to have a mechanism that detects outof-domain (OOD) utterances automatically to handle noisy input properly. One typical approach would be introducing a separate class that contains OOD utterance examples combined with in-domain text samples into the classifier. However, since OOD utterances are usually unseen to the training datasets, the detection performance largely depends on the quality of the attached OOD text data with restricted sizes of samples due to computing limits. In this paper, we study how augmented OOD data based on sampling impact OOD utterance detection with small sample size. We hypothesize that OOD utterance samples chosen randomly can increase the coverage of unknown OOD utterance space and enhance detection accuracy if they are more dispersed. Experiments show that given the same dataset with the same OOD sample size, the OOD utterance detection performance improves when OOD samples are more spread-out.
Introduction
For most goal-oriented conversational systems, developers have to pre-define a list of intents containing training data that are close to what the end users are expected to say. These pre-defined training samples under different intents often lie within the same domain. For example, for a common "restaurant booking" virtual assistant, developers can define intent classes like "reserve a table" and "cancel reservations". However, utterances from the end users are usually noisy and may not always fall into those pre-defined categories of intents, which the back end system is not able to handle. For example, if a user gives input as "what's the population of San Francisco?" to the "restaurant booking" chatbot, the model does not contain related training data to classify it to the correct class, and the dialogue is going to end. These utterances are defined as out-of-domain (OOD) utterances in this work. It is important to recognize these OOD utterances and follow up with the corresponding prompt questions after getting detected by the text classifier.
Detecting OOD utterances for conversational assistant platforms is even more challenging than building chatbots for one single domain. Whereas building a domain-specific chatbot can rely on collecting OOD samples iteratively and improve the performance over time, conversational assistant platforms are unable to take advantage of tailored OOD corpora. This is because those assistants built on top of the platform may come from different domains and have different distributions. Especially when computation resources are limited, custom intent classification models will not be able to take a considerable amount of OOD samples. Thus, it is necessary to down-sample text data from the OOD utterance pool. However, since OOD utterances from production environments are most likely unseen to the models when they are being developed and trained, those classifiers can have difficulty differentiating OOD samples from in-domain (IND) samples and performances may vary significantly for each round of sampling.
We hold an assumption that OOD data samples, which are more spread out across the feature space, have better coverage for OOD data space. Intuitively speaking, when in-domain sample text is mapped to feature representations, such as word embeddings, these representations are distributed as a cluster with relatively small intra-cluster distance. When the classifier sees OOD samples, their representations are often not close to the IND sample cluster. Therefore, with a fixed number of OOD samples, the utterance detection could possibly be enhanced if those OOD samples can cover more space with their feature representations.
In this paper, we mainly focus on studying how randomly selected OOD samples affect OOD utterance detection from feature space coverage perspective.
Related Work
In general, one can improve out-of-domain utterance detection with either data-driven or modelbased techniques.
Rather than training the domain classifier and OOD detector separately, Kim and Kim (2018) propose a neural joint learning model that uses dynamic class weighting to optimize a given OOD false acceptance rate (FAR). Oh et al. (2018) use RNN(Recurrent Neural Network) encoders with the attention mechanism to train models where the OOD sentences are detected based on distances. Ryu et al. (2018) build a generative adversarial network (GAN) that is able to create OOD sentences of low scores with pre-trained sentence embeddings.
Random sampling is found as a more reliable approach than providing negative data for answer retrieval task (Saeidi et al., 2017) . Chen et al. (2018) improves the negative sampler with an adaptive one that can take advantage of multidimensional word information instead of onedimensional popularity. The sampling efficiency is boosted by dynamically oversampling high score negative words with embedding features.
For the field of conversational understanding systems precisely, using syntactic and semantic parse structure features can result in better performance (Tur et al., 2014) . Heck and HakkaniTür (2012) propose an unsupervised training approach for spoken language understanding tasks where the structure of semantic knowledge graphs combines web search retrieval and syntax-based dependency parsing. Another approach would be calculating the generality of a set of text based on dispersion, which can be used to determine how much perceptual information should be included in a given model (Kiela et al., 2014) . Lee and Shalyminov (2019) augment OOD data with counterfeit OOD samples in the context of a dialog. Lane et al. (2004) leverage classification confidence scores of topics and train a linear classifier based on deleted interpolation of the IND data.
Methods
In order to describe the dispersion characteristic of OOD data samples, we define mean pairwise cosine similarity (MPCS) to measure how disperse the word representations are. For any given set of sentences, let { #» w i , #» w j } be a pair of word vectors of two unique words appeared in the OOD training data. MPCS is defined by taking the average of cosine similarities between each pair of words based on word embeddings:
where n is the the size of unique words. High MPCS implies the words are similar to each other so that they are covering less space. In order to study the relationship between the quality of OOD utterance detection and the dispersion of datasets, we select some datasets as IND samples and augment each dataset with random OOD samples. Then we train models on those augmented datasets and evaluate how the model performs on detecting OOD utterances. Therefore, we are able to analyze whether the dispersion of word representations affects model performances or not.
Experiments
We start by collecting multiple IND datasets as training data. Some of the datasets contain one class, while others could have multiple classes. We then sample a specific number of data points from the OOD utterance pool. The sample size will be chosen with respect to the dataset size. After sampling, we combine OOD samples to training datasets, and these OOD samples are treated as a new class called OOD. The output training datasets are stored separately as data snapshots, which are determined by the IND datasets with specific OOD samples.
A text classification model is trained on each snapshot of training data. Note that for the snapshots who share the same in-domain datasets, OOD samples selected randomly from the OOD utterance pool are different. After the model training is completed, the performance is evaluated by scoring OOD testing samples which are isolated from the OOD sample pool. At the same time, We also collect two sets of OOD utterances from two different sources generated randomly. The first dataset (10,000 sentences) will be used as the pool to generate candidates for training data 3 . Another set (100,000 sentences) will be served as the testing dataset to evaluate the performance of classification models.
Models
We use a CNN-based model as the standard model across all comparisons for text classification. The model (Kim, 2014 ) is a multi-channel convolutional neural network model that contains two sets of word embedding layers. Both of them come from the pre-trained word vectors, but only one of them is updated during training. The embedding layers are followed by a convolutional layer combined with a ReLu activation function which gen-1 https://github.com/snipsco/ nlu-benchmark/tree/master/ 2017-06-custom-intent-engines 2 https://github.com/jacoxu/ StackOverflow 3 https://sentence-generator.appspot. com/ erates a feature map. Then we apply a max-overtime pooling layer afterward to capture the important features. After concatenating the output from the pooling layer, we get the final feature representations and send them to the final fully-connected layer with dropout.
Evaluation
We use false acceptance rate (FAR) to measure the model accuracy for OOD detection (Lane et al., 2006) .
FAR =
Number of falsely accepted OOD samples Total number of OOD samples
We also check false rejection rate (FRR) for each dataset. FRR = Number of falsely accepted OOD samples Total number of OOD samples But we notice that for all datasets, FRR were close to perfect so we didn't take FRR into comparison. We run each experiment for 30 times and compute the FAR for each snapshot of data.
Discussion
In this section, we examine the connection between model accuracy (via FAR) and data dispersion based on word embeddings. As discussed in 3, the dispersion of datasets is measured based on MPCS. We first analyze how MPCS changes with respect to sample sizes. In order to achieve that, we obtain 200 sets of random samples and observed that as the sample size increases, the distribution would be shifted to the right. This is also understandable in the sense that as the sample size is large, the dataset is more likely to contain more unique words to have a higher dispersion to cover more space (see Figure  1) . Text dispersion is an effective predictor of model accuracy. By using a CNN-based model for text classification, we find a positive correlation between dispersion and accuracy of text classification. As shown in Figure 2 , for StackOverflow dataset, the FAR score has a positive correlation with its MPCS. Specifically, as illustrated in Table  2 , we divide OOD samples into two groups, baseline and filtered, based on MPCS, and filtered sample group contains OOD utterances that has higher dispersion scores. We find on all four test datasets, low (baseline) MPCS, which means OOD text data is more disperse, leads to low (baseline) FAR, and vice versa.
This finding validates the assumption we introduce previously that more spread-out samples can improve the detection of OOD utterances.
Conclusion and future work
In this paper, we introduce the notion of augmenting out-of-domain training data with OOD utterances sampled based on word embeddings. Our experiments show that mean pairwise cosine similarity (MPCS) is a useful measure to describe the dispersion of OOD text data in the word embed- ding space, and this metric can be exploited to filter good OOD samples. With the same small size of OOD samples, one could significantly improve the model's ability to detect OOD utterance by appending text data that are more dispersed based on representations and increasing coverage in feature space. This method can also be easily extended to other models and datasets.
