The following contribution addresses several issues concerning speech degrees of freedom in French oral vowels, stop, and fricative consonants based on an analysis of tongue and lip shapes extracted from cineradio-and labio-films. The midsagittal tongue shapes have been submitted to a linear decomposition where some of the loading factors were selected such as jaw and larynx position while four other components were derived from principal component analysis ͑PCA͒. For the lips, in addition to the more traditional protrusion and opening components, a supplementary component was extracted to explain the upward movement of both the upper and lower lips in ͓v͔ production. A linear articulatory model was developed; the six tongue degrees of freedom were used as the articulatory control parameters of the midsagittal tongue contours and explained 96% of the tongue data variance. These control parameters were also used to specify the frontal lip width dimension derived from the labio-film front views. Finally, this model was complemented by a conversion model going from the midsagittal to the area function, based on a fitting of the midsagittal distances and the formant frequencies for both vowels and consonants.
I. INTRODUCTION
''Speech is rather a set of movements made audible than a set of sounds produced by movement,'' posited Stetson in 1928 ͑p. 29͒. This statement could be more properly rephrased as ''Speech can be regarded as the audible and visible signals resulting from articulatory movement,'' as stated, for instance, in the speech robotics approach fostered in the collaborative European project Speech Maps ͑Abry et al., 1994͒. In this framework, the speech apparatus is viewed as a plant driven by a controller so as to recruit articulators and coordinate their movements, which have simultaneous acoustic and visual consequences.
The concept of plant and controller implies the notion of a relatively small number of independent degrees of freedom for the articulatory plant, i.e., the specification, for each articulator, of a limited set of movements that can be executed independently of each other by the articulator. As emphasized by Kelso et al. ͑1986͒ , however, the speech production apparatus is made of a large number of neuromuscular components that offer a potentially huge dimensionality and which must be functionally coupled in order to produce relatively simple gestures ͓this view forms the basis of the concept of coordinative structures in speech, cf. Fowler and Saltzman ͑1993͔͒. Maeda ͑1991͒ refers to a similar concept in terms of ''elementary articulators. '' One independent degree of freedom may be more precisely defined for a given speech articulator as one variable that can completely control a specific variation of shape and position of this articulator, and that is statistically independent of the other degrees of freedom over a set of tasks. These degrees of freedom can be determined by observing the correlations between the various parameters that constitute the accurate geometrical description of the articulators shapes and positions, and retaining only independent parameters. These correlations stem from mainly three levels of implicit or explicit constraints: ͑1͒ physical continuity of the articulators ͑the tongue cannot have a jigsaw shape for instance͒; ͑2͒ biomechanical constraints ͑the range of possible articulators shapes and positions is limited by the physiological properties of the bony structures and of the muscles͒; and ͑3͒ the nature of the task in relation with control ͑chewing involves lateral translations of the jaw, but speech does not, and thus jaw has different degrees of freedom depending on the task observed͒. The correlations observed on articulatory measurements thus cannot always be ascribed with certainty to either biomechanical constraints or to strategies related to the task. For instance, Hoole and Kroos ͑1998͒ observed that larynx height and lip protrusion are inversely correlated: this correlation obviously cannot be explained by biomechanical links between lips and larynx, but should be ascribed to control strategies related to the speech task. It thus appears understandable that determining which properties of speech can be attributed to the plant and which to the controller is a recurrent issue in speech motor control ͑cf., e.g., Perkell, 1991; Scully, 1991; Abry et al., 1994͒. It has long been known that midsagittal profiles constitute a privileged representation of speech articulation ͑cf., e.g., Boë et al., 1995 , for a review on vowel representations͒. Indeed, for most phonemes, the complete vocal tract shape can be fairly well inferred from the midsagittal plane, the most notable exception being lateral sounds. Moreover, midsagittal profiles allow linking of vocal tract articulation and a͒ Electronic mail: beautemps@icp.inpg.fr b͒ Electronic mail: badin@icp.inpg.fr c͒ Electronic mail: bailly@icp.inpg.fr the resulting acoustics. Articulatory models can therefore be viewed as one of the most efficient means of manipulating vocal tract shapes, and midsagittal profiles as a privileged interface between motor control on the one hand and acoustic and visual modules of the speech production system on the other hand. Developing and evaluating such articulatory models finally constitutes a good means for identifying the degrees of freedom of speech articulators.
Among the large number of studies devoted to articulatory modeling since the seventies, two main approaches can be identified: functional articulatory modeling, where the position and shape of articulators are algebraic functions of a small number of articulatory parameters, and explicit biomechanical modeling, where the position and shape of articulators are computed from physical simulations of the forces generated by muscles and of their consequences on the articulators.
In linear articulatory models, the relations between articulator positions and shapes and the control parameters can either be defined in geometrical terms, in which case the degrees of freedom of the articulatory plant are decided a priori and fitted to the data a posteriori ͑cf., e.g., Coker and Fujimura, 1966; Liljencrants, 1971; Mermelstein, 1973͒ , or based on articulatory data measured on one or several subjects, in which case the degrees of freedom of the plant emerge from the data ͑cf., e.g., Lindblom and Sundberg, 1971; Maeda, 1990; Stark et al., 1996͒. The general approach of biomechanical articulatory models consists in modeling muscular forces and articulator structure by means of methods inspired from mechanical analysis and numerical simulation ͑cf., e.g., Perkell, 1974; Wilhelms-Tricarico, 1995; Laboissière et al., 1996; Payan and Perrier, 1997͒ . These models present the advantage of being physical models with intrinsic dynamics, although necessarily extremely simplified, but their control remains very complex, in particular due to the high number of degrees of freedom represented by each individual muscle command. Sanguineti et al.' s ͑1998͒ work constitutes a good illustration of this. They fitted, with their model, the articulator shapes and positions measured from the x-ray database already used by Maeda ͑1990͒ and determined, by optimization, the commands of the 17 muscles involved in their model. They identified then, by linear component analysis applied in the socalled -space corresponding to the biomechanical tongue control parameter space, the synergies between these commands, and showed that six independent components could account for most of the data variance of the midsagittal tongue shape. These first six components are closely related to the degrees of freedom that could be extracted directly from the original x-ray contours ͑Maeda, 1990͒. It thus appears that, from the point of view of the degrees of freedom, such complex biomechanical models are not a prerequisite to the accurate description of static speech articulation.
Rather than developing a priori complex biomechanical models with degrees of freedom in large excess and then reducing this high dimensionality based on articulatory data, we have adopted a dual approach in the present work. More precisely, our objectives were to determine the linear degrees of freedom of one subject's articulators in the midsagittal plane, and to build an articulatory-acoustic plant that could be considered a faithful and coherent representation of this subject's articulatory and acoustic capabilities.
The present paper describes our approach to this problem: ͑1͒ design of the corpus and collection of articulatoryacoustic data for one subject, ͑2͒ analysis of the data and extraction of the independent linear degrees of freedom of the articulators, and ͑3͒ the development of a linear articulatory-acoustic model based on these degrees of freedom.
II. ARTICULATORY AND ACOUSTIC DATA ACQUISITION METHODOLOGY
A. The experimental setup: Synchronized cineradioand labio-film Cineradiography was chosen as the best compromise between good spatial and temporal resolutions for the articulatory data. This technique, which has been used successfully for speech studies at the Strasbourg Phonetic Institute ͑cf., e.g., Bothorel et al., 1986͒ , was used in synchrony with the video labiometric method developed at ICP by Lallouache ͑1990͒ ͑cf. also Badin et al. 1994a͒ . The recordings were performed at the Strasbourg Schiltigheim Hospital, France. The subject's head was positioned at a distance of 50 cm from the x-ray emitter and 20 cm from the radiance amplifier. An aluminum filter was placed in the lip region to avoid overexposure of the lips, thus improving the contrasts in this region ͑cf. Bothorel et al., 1986͒ . The vocal tract images produced by the radiance amplifier were captured and recorded by a 35-mm film camera. The subject's lips, painted in blue to allow the lip contours to be extracted by an image processing procedure, were recorded using a video camera. Both cameras were operating at a rate of 50 frames per second. The speech signal, captured by a directional microphone placed at a distance of 10 cm from the subject's mouth, was synchronously recorded.
B. The subject
The choice of the set of subjects always poses a dilemma: a single subject study surely reduces the generality of the work but allows us to gather rich and detailed data, whereas a study with a larger panel of subjects may permit us to draw some general conclusions but limits the extent of the data that can be practically acquired and processed.
Under the auspices of the European collaborative project Speech Maps, Abry et al. ͑1994͒ aimed to gather a variety of converging and complementary articulatory/acoustic data for one subject uttering the same speech material in a controlled manner in different experimental setups. This policy resulted in a large set of data of potential use in speech production modeling, such as vocal tract acoustic transfer functions ͑Djéradi et al., 1991͒, acoustic and aerodynamic pressure and flow in the tract ͑Stromberg et al., 1994; Badin et al., 1995; Scully, 1995͒, electropalatography data ͑Badin et al., 1994b͒ , and more recently 3D MRI vocal tract images ͑Badin et al., 1998, 2000͒ and video face data ͑Badin et al., 2000͒. As the present study was conducted in the framework of this project, the same subject was therefore chosen as a reference subject.
C. The corpus
As mentioned in the previous section, one of the major aims of the present study was to determine the degrees of freedom of a subject's articulators for speech, excluding any other nonspeech movements. Attaining this goal would ideally require recording a large corpus of speech material containing all possible combinations of phonemes. This is obviously not practical in general, and particularly inappropriate in the case of cineradiography, due to health hazards related to this method. The corpus was thus designed to include as many combinations of Vowel Consonant Vowel ͑VCV͒ sequences as possible in a very limited amount of time.
The voiced French plosive and fricative consonants Cϭ͓vzcbdg͔ were chosen in six vocalic contexts involving the four French extreme vowels Vϭ͓aiuy͔:aCa, aCi, aCu, iCi, iCu, iCy. It was assumed that the voiceless cognates of these consonants correspond approximately to the same articulation. The presence of voicing was expected to simplify the tracking of formants during fricative consonants. The French ͓l͔ was excluded because of the impossibility of getting information on the lateral channels from midsagittal x-ray pictures. Nasals were also excluded because velar movements do not directly influence other articulators movement ͑although nasal vowels in French seems to imply some additional tongue backing compared to other vowels, cf., e.g., Zerling, 1984͒, and will thus be studied in the near future. Finally the French ͓r͔ was also not included because it was not hypothesized to require extra degrees of freedom for the midsagittal profile. The extreme vowels were expected to represent the most extreme vocalic articulations in French. Moreover, the fricative items were interspersed with ͓p͔'s in order to allow the estimation of subglottal pressure during the fricatives as the intraoral pressure during the closure of ͓p͔ ͑Demolin et al., 1997͒. In addition, a series of connected vowels ͓a}eiyuoÖ͔ was recorded in order to test formant/cavity affiliation hypotheses ͑Bailly, 1993͒. Finally, the corpus duration could be reduced to about 24.5 s of signal ͑actually leading to 1222 pictures͒, with the following distribution of phonemes: 30 ͓ai͔, 12 ͓u͔, 6 ͓y͔, 6 ͓vzcbdg͔, 18 ͓p͔. Table I presents the complete corpus.
D. Processing of the x-ray and video images
For each picture, the sagittal contours were first drawn by hand from a projection of the picture onto a piece of paper, digitized by a scanner, and finally 11 subcontours were hand-edited by means of an interactive software. These subcontours correspond to different articulators or vocal tract regions: the upper and lower lips, the hard palate, the velum, the different components of the pharynx, the larynx, the tongue, the jaw, and the hyoid bone. Figure 1 presents an example of the resulting midsagittal contour. Note that rigid structures ͑hard palate, jaw, hyoid bone͒ were not drawn again for each image, but were given reference contours that best fitted most of the shapes observed on the whole set of images; for these structures, the operator's task was then only to optimally position the reference shapes for each image by roto-translation. This procedure presented four advantages: ͑1͒ the operator's task was made easier and faster; ͑2͒ it reduced the noise due to manual drawing; ͑3͒ it avoided the difficulty of precisely determining reference landmarks such as incisor edges from images where the contrast is not always very high; ͑4͒ it offered the possibility of determining in a straightforward manner the positions of these rigid bodies in the midsagittal plane ͑see the discussion on jaw analysis below͒.
Concerning the lips, the blue of the video front lip images was converted into absolute black by means of an analogue Kroma-key, and the inner contour was then automatically determined by simple adapted thresholding ͑cf. Lallouache, 1990 , or Badin et al., 1994a , for more details͒.
E. Articulatory measurements
Before going into some details, it is useful to specify the midsagittal coordinate system attached to the skull structure and used in this study. The lower edge of the upper incisors is given arbitrary x/y coordinates ͑5,10͒ in cm. The x-axis is positive in the posterior direction of the head ͑toward the back͒, and negative in the anterior direction ͑toward the nose͒; the y-axis is positive in the superior direction ͑toward the brain͒, and negative in the inferior direction ͑toward the Note that the distance between the upper and lower lips can be determined either from the midsagittal profile LipHei or from the front view B: as expected, the two measures are very close to each other, B being less accurate when the lip opening is close to zero, particularly for the rounded vowels ͓uy͔, due to the fact that the subject's upper lip tends to mask the intra-labial orifice in such cases. The correlation coefficient between the measures is 0.99, while the rms error is 0.1 cm.
The articulators are expected to follow relatively smooth trajectories due to their long time responses ͑cf., e.g., the jaw characteristic resonance frequency of 5-6 Hz mentioned by Sorokin et al., 1980͒ . Deviations of geometric measures from their smooth trajectories revealed that the noise added by the whole chain of acquisition was in the range of 1-mm peak-to-peak.
F. Midsagittal contours
A semi-polar grid has been used to describe the midsagittal contours, as has traditionally been done since Heinz and Stevens ͑1965͒ or Maeda ͑1979͒. However, as proposed by Gabioud ͑1994͒, two parts of this grid have been made adjustable in order to follow the movements of the larynx ͑gridlines 1 to 6, line 1 being the lowest one near the glottis͒ and the movement of the tongue tip ͑in fact, the tongue blade, defined as the linguistic class coronal articulation; grid lines 24 to 28͒. This grid presents a double advantage: ͑1͒ the number of intersection points between the grid and the tongue contour is constant, whatever the extension of the tongue tip or of the larynx, which is a crucial feature for further statistical analysis: ͑2͒ the fact that the measurement grid follows tongue tip movements implies that all the points in the vicinity of the tongue tip present a behavior close to that of flesh-points, i.e., points mechanically attached to the tongue surface, which is more than just a description of tongue shape ͑this is useful when recovering tongue contours from flesh-points coordinates measured by electromagnetic articulometry; see Badin et al., 1997͒ . Finally, a third part of the grid has been introduced to describe the alveolar dental cavity with adjustable grid lines ͑grid lines 29 to 33͒ equally spaced between the tongue tip and the lower edge of the upper incisor. The inner and outer vocal tract midsagittal contours intersect thus the grid lines at 2ϫ33 points; each contour can thus be represented by the 33-element vector ͑referred to as Int and Ext͒ of the abscissa of these intersection points along the grid lines. Note that, as mentioned by Westbury ͑1994͒, the dimensionality of the articulators may change depending on the coordinate system used. For instance, a point running on a fixed circle appears to have two linearly independent degrees of freedom in a Cartesian system, but only one single degree of freedom in a polar coordinate system. The choice of the dynamically adjustable semi-polar grid system seems a good solution to avoid artificial overdimensionality.
The velum is terminated in the midsagittal plane by the uvula. It can be in contact with the upper surface of the tongue, however, without creating a real constriction in the vocal tract, since air remains free to flow on each side. This fact has been approximately taken into account by making the velum artificially thinner by a factor linearly increasing from 0 at its extremity to about 40% at its base, and by shifting the result so as to align its posterior wall with the pharyngeal wall.
G. Formants
The speech signal was digitized at 16 kHz, and the first four formant values were estimated using LPC analysis with a 20-ms window centered on the times where the midsagittal views were acquired, leading to formant trajectories sampled at 50 Hz. Because of the background noise due to the x-ray emitter, the signal-to-noise ratio was rather poor ͑about 25 dB͒, and thus some of the formants had to be hand-edited. This was done in reference to another version of the same corpus recorded by the subject in good recording conditions. The F1/F2 and F1/F3 spaces for the pooled vowels and consonants are shown in Fig. 2 .
III. ANALYSIS OF THE INDEPENDENT LINEAR DEGREES OF FREEDOM OF THE MIDSAGITTAL CONTOURS
A. Principles
Identifying degrees of freedom
As mentioned in Sec. I, the approach taken in the present study to determine the degrees of freedom of the various speech articulators is based on articulatory data obtained from one subject producing a given corpus in a given language.
In general, speech articulators possess excess degrees of freedom, i.e., a given articulation can be achieved by means of different combinations of the available degrees of freedom of the articulators ͑cf. bite-block experiments performed by Lindblom et al., 1979͒ . Control strategies finally aim at recruiting these degrees of freedom when they are needed to attain given articulatory/acoustic/visual goals, and leaving them free to anticipate other goals whenever possible ͑this is one basic principle of coarticulation͒. In the present data driven approach, the problem is to decide the repartition of the variance of the measured articulatory variables between the different variables associated with the degrees of freedom. The present work rests on a common consideration in speech motor control modeling: what is explained by the biomechanics of the speech plant does not need to be worked out by the controller ͑Abry et Perrier et al., 1996 . In other words, any correlation observed between the articulatory variables should be used to reduce the number of degrees of freedom of the articulators. However, this approach must be carefully balanced by another criterion, the biomechanical likelihood. For instance, if larynx height and lip protrusion are inversely correlated due to the subject's articulatory control strategy ͑cf., e.g., Hoole and Kroos, 1998͒, two separate degrees of freedom should nevertheless be considered, even at the price of some residual correlation between the corresponding parameters.
Linear component analysis
Another important assumption in the present work is the linearity of the analysis and of the associated model: the shape data vectors DT are decomposed into linear combinations of a set of basic shape vectors BV weighted by loading factors LF, in addition to their average neutral shape DT:
Each loading factor LFi corresponds to an independent linear component, if its cross correlation with the other loadings is zero over the corpus of data. The dimensionality of the articulators' shapes and positions can thus be explored by classical linear analysis techniques such as principal component analysis ͑PCA͒ and linear regression analysis, as carried out by Maeda ͑1990, 1991͒, whose approach largely inspired the present work.
Maeda's approach to this decomposition was to iteratively determine each linear component in the following way: ͑1͒ the loading factor LFi is determined from the data as described below; ͑2͒ the associated basis shape vector BVi is determined by the linear regression of the current residual data for the whole corpus over LFi; ͑3͒ the corresponding contribution of the component is computed as the product of the loadings by the basis shape vector, and is finally subtracted from the current residue in order to provide the next residue for determining the next component.
For some of the linear components, the loading factors were arbitrarily chosen as the centered and normalized values of specific geometric measurements extracted from the contours, such as jaw or larynx height. For the other linear components, loading factors were derived by standard PCA applied to specific regions of the tongue contour.
Note that the solution of this type of linear decomposition is not unique in general: PCA delivers optimal components explaining the maximum data variance with a minimum number of components, but Maeda's linear component analysis allows a certain room of maneuver to control the nature and repartition of the variance explained by the components ͑for instance to make them more interpretable in terms of control͒, at the cost of a suboptimal variance explanation.
In this rest of this section, the various geometric measures are studied using statistical linear analysis in order to determine the correlations between these articulatory variables and to determine the degrees of freedom of the articulatory plant.
B. Jaw
The tongue is naturally identified as an important articulator in speech production, and its midsagittal contours, obtained from x-ray profile views of the vocal tract, have been the focus of most modeling efforts. The jaw has long been recognized as one of the main speech articulators, because it carries both the tongue and the lips. Its specific contribution to tongue shape has been clearly identified and related to the phonetic features of vowels ͑Lindblom and Sundberg, 1971͒. The dimensionality of jaw motion has been studied by many researchers ͑cf., e.g., Westbury, 1988; Edwards and Harris, 1990; Ostry et al., 1997͒ . The jaw, a rigid body, possesses six geometrical degrees of freedom ͑three rotations and three translations͒; however, it appears that for speech, movements are mostly restricted to the midsagittal plane if the rotation around the jaw axis is neglected ͑cf., e.g., Ostry et al., 1997͒ , which reduces the degrees of freedom of the jaw to three. From simple geometrical considerations, it is clear that the position of the jaw as a rigid body in a plane is uniquely defined by one rotation ͑defined here as JawRot͒ and by the two x/y translations of a reference point attached to the body, chosen as the upper edge of the lower incisors ͑defined here as JawHei and JawAdv; see Fig. 1͒ . Figure 3 displays the resulting distribution of lower incisor position for the whole corpus.
PCA was applied to the centered-but nonnormalizedjaw position data JawAdv and JawHei. The first component explains 97.0% of the JawAdv and JawHei data variance. The overwhelming importance of this component could be predicted intuitively from the fact that the standard deviations of JawAdv and JawHei are, respectively, about 0.075 and 0.419 cm.
The jaw height component JH corresponding to the first degree of freedom of the jaw data was thus defined as the JawHei variable centered on its mean and normalized by its standard deviation. A second component, corresponding to jaw advance, JA was defined as the residue of JawAdv centered and normalized once the linear contribution of JH was removed. It can be concluded that for the present subject and corpus, the jaw possesses two independent degrees of freedom in the midsagittal plane, although the second component would have a rather limited influence on the tongue and the lips, as will be discussed further. The jaw was observed to be most retracted for labio-dentals: indeed this retraction allows the lower incisors and the upper lip to get in contact. Maximum jaw protrusion was observed for the coronal fricative ͓z͔: this facilitates the creation of a constriction between the anterior region of the tongue blade and the front region of the alveolar ridge.
C. Tongue
The tongue shape is defined by the vector Int of the abscissa of its intersections with the grid lines. Since the jaw carries the tongue, the contribution of its movements should first be subtracted from tongue movements to maintain some biomechanical likelihood. However, due to the complexity of the muscular links between tongue and jaw ͑cf., e.g., Sanguineti et al., 1998͒ , it is very difficult to separate tongue movements induced by jaw movements from those due to active actions of tongue muscles themselves. In a study involving three subjects ͑including the subject of the present study͒, Bailly et al. ͑1998͒ showed that the slope of the regression line that links jaw height and tongue abscissa can be substantially greater than unity ͑by almost 100%͒. This means that tongue movements are apparently larger than the associated jaw movements, indicating that the subjects tend to actively move both jaw and tongue in synergy. In such a case, the passive tongue movement due to jaw movement needs to be determined. However, for the present subject, this synergy was rather weak compared to that of the other subjects ͑regression slopes lower than 1.15͒, and did not need to be taken into account: the JH parameter was directly considered as the first linear loading factor for each element of Int, and the corresponding prediction coefficients were obtained as the coefficients of the linear regression between Int and JH computed over all the items. Finally, the residual vector Int_JH, computed as the difference between predicted and measured values, for all the items, represents the tongue shape from which the contribution of the jaw has been removed.
The variance of the original Int data and the variance of the Int_JH residual data can be examined in Fig. 4 in terms of standard deviation ͑i.e., as the square root of the variance͒, as a function of grid line number. Table II gives, in addition, the global percentage of the total Int data variance explained by JH ͑numerical column 1͒.
The influence of the second jaw parameter JA upon tongue contours will be addressed later in this section.
The next step of the analysis consisted of extracting the degrees of freedom of the residual vector Int_JH. Gabioud ͑1994͒ showed that PCA applied to the whole tongue contour led to poor modeling of the tongue tip, even using three components. It was thus decided to apply PCA separately to the tongue body ͑gridline 7 to 24͒ and to the tongue tip ͑lines 24 to 28͒.
A first PCA procedure was thus applied to the residues of the 18 points considered for the tongue body, Int_JH͑7:24͒. The first two components were retained. The corresponding principal axes are characterized by the eigenvectors associated with the highest two eigenvalues of the cross-correlation matrix computed from these residues. The projections of the centered and normalized residues on these two principal axes give the values of the two associated components: tongue body component TB, and tongue dorsum component TD, which describe, respectively, the front-back and flattening-arching movements of the tongue ͑see also the nomograms in Fig. 8͒ . These components were then used as predictors for the whole tongue contour. Table II presents a summary of the proportion of the total tongue data variance explained by each component, while Fig. 4 shows the details of the variance of the residues.
The tongue tip was found to possess two independent degrees of freedom ͓its coordinates, measured as TngAdv and TngTip 1 ͑see Fig. 1͒ are plotted in Fig. 5͔ : indeed, the residues of TngAdv and TngTip, after subtraction of the contributions of JH, TB, and TD ͑determined by the linear regression of TngAdv and TngTip for the whole corpus over JH, TB, and TD͒ are clearly not correlated. A first component, more generally dedicated to the representation of the apical region of the tongue, was then extracted: the tongue tip component TT is defined as the first component determined by the PCA of the residues of the tongue tip region ͑lines 24 to 28͒, from which the contributions of JH, TB, and TD have been removed. Its effects can be observed in Fig. 4 and Table  II .
The tonge advance parameter TA was defined as the centered and normalized residue of the measured tongue advance TngAdv from which the contributions of JH, TB, TD, and TT were subtracted. Since it was, as expected, found to have a negligible predictive power on the tongue abscissa, it was not used as a loading factor for Int, but just to control the longitudinal extension of the grid in the front mouth region.
In order to test the influence of the JA parameter upon tongue contours, two experiments were carried out: in a procedure similar to that applied to JH, JA was used as the second imposed loading factor for the tongue analysis in one experiment, and as the loading factor imposed after JH, TB, TD, and TT in the other experiment. It was found that JA explained only 1.3% of the tongue data variance in the first case ͑see Table II , numerical Var column 2͒, and 0.2% in the second case ͑numerical Var column 3͒. A comparison of the associated nomograms in Fig. 6 suggests that the data variance explained by JA in the first case is actually explained by the other components TB, TD, and TT, in the second case. This hypothesis is also supported by results in Table II ͑and by a more detailed analysis of tongue shape data͒. JA was therefore not used as a control parameter of tongue shape.
In summary, the tongue contours in the grid line system possess four degrees of freedom, controlled by components JH, TB, TD, and TT. These four components account for 96% of the tongue variance data, which is only 1.5% less than the variance explained by the first four independent components ͑but with no direct articulatory interpretation͒ of a principal component analysis. The standard deviation of the residual error ͑normally distributed around zero on each gridline͒ reaches a maximum of 0.15 cm in the vicinity of the pharynx and of 0.1 cm at the tongue tip. The rms reconstruction error for the tongue, i.e., the root mean square error between the measured tongue data and the data calculated with the linear decomposition, amounts to a global value of 0.09 cm, while reaching maxima of 0.15 cm in the vicinity of the pharynx and of 0.1 cm at the tongue tip. The relatively poor modeling of the tongue tip extremity ͑which results in Column Design indicates how the factor was extracted. First column Var shows the ratio of data variance explained by the factor for the case the influence of jaw movements is taken into account by one parameter only. The second and third columns Var show the ratio of data variance explained when jaw is taken into account by two factors, the second factor being imposed at two different stages of the analysis. only minor acoustical effect͒ is mainly due to measurement inaccuracies related to the difficulty of precisely defining this tongue tip extremity. A supplementary articulatory control parameter could be extracted to more precisely control the pharyngeal region as implied in the ϮAdvanced Tongue Root languages ͑cf., e.g., Tiede, 1996͒. Recall finally that the grid system is controlled, in addition, by two parameters, i.e., TA, and a parameter related to LarHei that will be defined in Sec. III E.
Param

D. Lips
A PCA analysis revealed that 98.4% of the variance of the lip measures LipHei, LipTop, ProTop, and ProBot can be explained by three independent components, in addition to the natural contribution of jaw height to lip shape. This is expected, as lip protrusions ProBot and ProTop are strongly correlated ͑cf. Table III͒ . Note also that in another study on the same subject, where the lip shape was more accurately described as a three-dimensional mesh of points controlled by the 3-D coordinates of 30 control points ͑Revéret and Benoı t, 1998͒, Badin et al. ͑2000͒ also found that three degrees of freedom were sufficient to describe the position of the lips on a corpus of 34 sustained articulations ͑French vowels and consonants͒, in addition to the JH contribution ͑the JA contribution explained only 1% of the lip data variance͒. These degrees of freedom are related to three gestures: lip protrusion/rounding, lip closure, and a sort of simultaneous vertical movement of both lips as needed for the subject to realize labio-dentals. In order to simplify the model and its relations to simple articulatory measurements and acoustic interpretations of the lip horn, we decided to use an equivalent set of components: ͑1͒ a component related to LipHei, taken into account by LH, the centered and normalized residue of LipHei after removing the JH contribution; ͑2͒ a component related to ProTop, LP, the centered and normalized value of the residue of ProTop after removing the JH contribution; and ͑3͒ a component related to a mere vertical, roughly synchronous, movement of both upper and lower lips relative to upper incisors lower edge, taken into account by the lip vertical position parameter LV, the centered and normalized residue of LipTop after removing JH, LH, and LP contributions. Note that this approach results in a slight correlation between LP and LV. Note also that the horizontal jaw retraction aiming at producing labio-dental constrictions is not taken into account as such, but that its acoustical consequences are dealt with in an indirect way ͑cf. Sec. IV B 3͒.
E. Other articulatory measurements
Finally, a number of other articulatory measurements were analyzed. Table III provides the linear correlation coefficients between these measurements. Table III shows that LarHei is partially correlated with ProBot, ProTop, and LipHei. These correlations cannot be explained a priori by obvious biomechanical effects, and will thus be ascribed to the speaker control strategies. Indeed, it is clearly established that lip rounding and larynx lowering constitutes, for some subjects, a synergetic strategy for high rounded vowels ͓uy͔ ͑Hoole and Kroos, 1998͒. Larynx height was thus represented by its centered and normalized value LY, and further used to control the grid system ͑cf. Sec. IV A 2͒.
The horizontal position of the hyoid bone, XHyoid, is very highly correlated to jaw height, while its vertical position, YHyoid, is even more strongly correlated to larynx height ͑see Table III and Fig. 7͒ . These two components are clearly less correlated with each other ͑correlation coefficient Rϭ0.574), than found by Westbury ͑1988͒ using a more restricted corpus for a single subject (Rϭ0.871).
Note that the position of the highest connection point between tongue and epiglottis, referred to as TngBot ͑see Fig. 1͒ , is highly correlated with LarHei, as expected. The elevation of tongue floor TngFlo is correlated with TngTip and JawHei.
IV. BERGAME: AN ARTICULATORY-ACOUSTIC MODEL
As stated above, the main function of an articulatory model is to offer a compact representation of articulation, i.e., a representation that needs as few control parameters as possible and is nevertheless accurate enough to be meaningful for speech. The analysis presented in the previous section prepared the ground for establishing such a model, which is necessarily the result of a compromise between a minimum number of control parameters and a maximal explanation of the data variance ͑or minimal data reconstruction error͒. The present section describes Bergame, an articulatory-acoustic model developed at ICP with the aim of mimicking as closely as possible experimental data gathered on the reference subject.
Bergame consists of: ͑1͒ a physiologically oriented linear articulatory model, based on the articulatory data measured from the cineradiofilm and the video labiofilm made on the reference subject; ͑2͒ a model of midsagittal-to-area function conversion based on the same subject; ͑3͒ an acoustic model.
A. The linear articulatory model
The principle of a linear articulatory model is to calculate the position and shape of the various articulators as linear combinations of the articulatory control parameters.
The development of the model thus amounts to defining the control parameters and to determining the coefficients of these linear combinations. The nine parameters chosen for controlling the articulatory model stem directly from the previous component analysis: JH, TB, TD, TT, TA, LY, LH, LP, and LV, which are dimensionless, centered, and normalized. These parameters are, in most cases, orthogonal to each other, the exceptions ͑see Table IV͒ being due to the subject and language specific control strategies. The model equations are described in some detail in the following. The model behavior is illustrated in Fig. 8 by articulatory nomograms, i.e., the variations of the midsagittal contours resulting from variations of the articulatory control parameters from Ϫ3 to ϩ3 with ϩ1 steps.
Jaw
The jaw has been shown above to possess essentially one degree of freedom for this subject and the corpus analyzed. Jaw position is therefore controlled by the single parameter JH that defines JawHei_mod by the simple linear relation:
where JawHei_std is the standard deviation of JawHei and JawHei_mean its mean over the corpus.
Tongue, midsagittal distances, and vocal tract outer contours
Since the tongue contours are attached to the grid lines, the next necessary step is to determine the position of the mobile parts of the grid system, namely TngAdv and LarHei. The modeled tongue advance, TngAdv_mod, was found to be almost linearly related to TA, JH, TB, and TD, and was therefore controlled by:
TngAdv_modϭTngAdv_mean
ϩpred_TngAdv_JH_TB_TD_TA
•͓JH,TB,TD,TA͔, where ͓JH,TB,TD,TA͔ is the matrix of control parameters, and pred_TngAdv_JH_TB_TD_TA are the associated coefficients determined by multiple linear regression. As seen in Sec. II E, LarHei is controlled only by LY, and not LP and LH, despite a slight correlation between lips and larynx, in order to ensure an independent control of lips and larynx in the model. LY is therefore partially correlated with a number of other control parameters, as seen in Table IV . Note that TngAdv and LarHei are reconstructed without error.
Finally, the abscissa of the whole tongue contour Int_mod ͑lines 1 to 28͒ is determined as linear combinations of the parameters JH, TB, TD, and TT:
Int_modϭInt_meanϩ pred_Int_JH_TB_TD_TT
•͓JH,TB,TD,TT͔. The midsagittal distances have been similarly handled. The abscissa of the vocal tract outer contours are computed as the sum of the abscissa of the tongue and the corresponding midsagittal distances, except for the hard palate region that is considered as a fixed contour.
Lips
It has been shown above that the lip geometry of the subject is best described with three degrees of freedom, represented by LH, LP, and LV, in addition to the contribution of JH. The lip horn, considered as the vocal tract region anterior to the upper incisor plane, is represented by a single tube section, with a length ProLip_mod proportional to the prediction of the LipTop dimension, with a proportionality factor of 0.6. This length reduction aims at approximately taking into account the fact that the lip corner position is not known, and that the effective acoustical end of the lip horn is located between the lip corner and the extremities of the lips measured by ProTop and ProBot. The parameter ProLip_mod is thus defined by: Figure 8 shows also the articulatory nomograms relating these lip parameters.
B. Midsagittal and area functions-Acoustic models
The midsagittal contour alone is not sufficient to derive the corresponding vocal tract acoustic features. Acoustic vocal tract models are indeed based on tube acoustics, and thus need a description of the vocal tract in terms of area function. Most studies devoted to the problem of converting midsagittal distances d to area functions S resulted in solutions based on the ''␣,␤ model'' proposed by Heinz and Stevens ͑1965͒, where Sϭ␣•d ␤ : the principle consists in calculating the area of each vocal tract section as a power function of the corresponding midsagittal distance ͑cf., e.g., Beautemps et al., 1995 , for more details͒. Finally, vocal tract aeroacoustic simulations in the time or in the frequency domain allow the computation of the speech signal or speech acoustic characteristics from the area function ͑cf., e.g., Maeda, 1982; Badin and Fant, 1984; Mawass et al., 2000͒ .
Vocal tract
The midsagittal function represents the sagittal distances between the tongue contour and the outer vocal tract contour along the vocal tract midline, estimated for each section enclosed between two consecutive measurement grid lines. For each section, a quadrilateral can be defined in the midsagittal plane by the intersection points of the tongue contour and of the vocal tract outer contours with the corresponding two lines of the grid. The midsagittal distance for this section is calculated as the surface of the quadrilateral divided by the length of the section. Following Heinz and Stevens ͑1965͒, the vocal tract area function is estimated from the midsagittal function. It uses an extended version of a conversion model ͑Beautemps et al., 1996͒ optimized for both vowels and consonants: the area function is then derived from the midsagittal function using a polynomial expression where the crosssectional area S depends on both the midsagittal distance d and the x distance from the glottis measured along the vocal tract midline:
The ␣ i (x) functions are expressed as Fourier series, up to the third order, of .x/l tot , where the l tot is the vocal tract length ͑including the lips͒:
The values of the Fourier coefficients ͑altogether, 28 parameters͒ were optimized so as to minimize, for the N selected configurations, the 2 distance between the four formants F ik computed from the area function derived from the synthesized contours and the formants F ik c measured on the acoustic signal of the original data:
At first, the optimization procedure was applied to a restricted set of eight vowels ͓a}eiyuoÖ͔, in order to ensure an easy convergence. The results were then refined by applying FIG. 8. ͑Continued.͒ the same optimization procedure to the whole corpus, excluding only the data for which measurement of the four formants was not possible, i.e., excluding the 347 configurations mainly associated with occlusive consonants ͓pbdg͔.
Dang and Honda ͑1998͒ developed a similar polynomial decomposition where the coefficients, a function of the distance from the glottis, are determined by minimizing the difference between the estimated and MRI-based area functions for five Japanese vowels. The present procedure, developed before any 3-D vocal tract data were available for the subject, does not make use of 3-D data. However, Badin et al. ͑1998͒ subsequently acquired 3-D MRI data allowing the direct determination of both midsagittal contours and area functions for a set of vowel articulations for the same subject. These data have therefore been used to assess the quality of this algorithm: for the ten French vowels ͓a}eiyuoÅÖ!͔ the comparison between the areas directly estimated from the 3-D measurements ͑excluding the larynx region and the lips for which no MRI data were available͒ and those computed by the present procedure from the midsagittal contours estimated from the 3-D measurements has revealed a global root mean square ͑rms͒ error value lower than 0.6 cm 2 . The relatively important rms error ͑more than 1 cm 2 ) observed in the low pharyngeal region for ͓aÅÖ!͔ is probably due to the whispered production mode used to maintain the articulation during the long 3-D MRI data recording duration whose main consequence is a more constricted tongue in the back region ͑cf. Matsuda and Kasuya, 1999͒ . This implies a decrease of the cross-sectional areas between the glottis and the epiglottis and probably modifies the relation between the midsagittal distances and the related area functions. Finally, in the uvular region, the small midsagittal distance measured is not representative of the entire cross-section, due to the fact that the main part of the velum body is concentrated in the midsagittal plane with free air flow on both sides. The consequence is an underestimation of the area inherent to the conversion model.
The fit between measured and reconstructed data was also assessed at the level of midsagittal functions. The midsagittal functions of the synthesized vocal tract contours have thus been compared to the midsagittal functions of the original data calculated with the measurement gridline system implemented in the model. The rms errors of the length and of the midsagittal distances are almost zero except for the larynx region where the errors can respectively reach 0.1 and 0.3 cm, probably due to the poor modeling of the tongue in this region ͑see Fig. 4͒ . A maximum of 0.2 cm for the rms error on the midsagittal distances is also noted in the front part of the vocal tract between the last tongue point and the teeth, due to the fact that the sublingual cavity is not taken into account in the model.
Lip area
A possibility for computing lip area S_mod is the relation established for the first time by Fromkin ͑1964͒:
where A and B are, respectively, the intra-oral lip width and height measured from the video labio-film. For the present subject, a value of 0.80 was found for pred_S_A_B by linear regression applied to the whole corpus. However, the lack of accuracy of A_mod resulted in a poor modeling of small areas. This method was therefore abandoned, and lip area was in practice calculated as a second order multilinear regression of the JH, LH, and LP components, for which the coefficients were optimized as to obtain the best fit to the lip area measured on video front pictures. With this modeling, we obtained 0.2 cm 2 for the rms error.
Acoustic effect of LV
In the absence of the horizontal jaw control parameter JA, only vertical movements are taken into account for the lower incisors, i.e., through JH. Therefore, there is no straightforward provision in the model for producing labiodental constrictions by a combination of jaw retraction and lower lip elevation movements, which is the standard articulatory strategy for producing labio-dental fricatives.
This problem is overcome by a mechanism that uses the LV parameter for the production of the labio-dental constriction at the incisor section. The incisor section area is made an indirect function of lower lip vertical position, and thus of LV, by limiting it to a minimum threshold value function of the difference between lower lip position and upper incisor edge ͑see Fig. 9͒ . This allows LV to be audible, i.e., to have acoustic consequences, at least in circumstances typical of labio-dentals where the lower lip has to be higher than the upper incisor edge in order to produce the proper constriction. This feature was particularly useful for the inversion of the articulatory-to-acoustic relation for fricatives ͑Mawass et al., 2000͒.
Acoustic model
Acoustic transfer functions as well as formants and bandwidths were determined from these area functions by means of a frequency domain vocal tract acoustic model ͑Ba- voice ͑Pelorson et al., 1996͒ and noise source models ͑Badin et al., 1995͒, can also be driven by these area functions, in association with lung pressure and vocal cords parameters, to produce high quality articulatory synthesis ͑cf Mawass et al., 2000͒. The area functions and the derived formants have been computed for the assessment of the midsagittal to area function conversion, starting from the synthesized midsagittal contours. The rms error and the rms relative error on formants have both been calculated for the whole corpus ͑ex-cluding 347 configurations for which the measurement of the four formants was not possible͒: 45 Hz ͑12.86%͒, 100 Hz ͑7.32%͒, 162 Hz, ͑6.47%͒, and 173 Hz ͑5.21%͒, respectively, for F1, F2, F3, and F4. The mean differences between the formants obtained by the model and those measured are 14 Hz, Ϫ65 Hz, and 26 Hz, respectively, for F2, F3, F4 ͑no significant difference was found for F1, except 27 Hz for the vowels͒.
The predicted maximal formant spaces are comparable to the measured ones ͑cf. Fig. 2 and Fig. 10͒ . However, the computed formant F1 of ͓a͔ is about 34 Hz too low.
When modeling the area function of the four point vowels of their two American subjects, Baer et al. ͑1991͒ reported a deviation ͑in terms of the rms of the relative error͒ of 13%, 31%, and 13% on the measures for, respectively, F1, F2, and F3; these deviations are noticeably higher than those in the present study. From a set of 16 disyllabic utterances ͓h.'CV͔ and one sentence, Mermelstein ͑1973͒ obtained 10.3%, 4.9%, and 5.5% for the average absolute error on F1, F2, and F3; in terms of rms, these errors are still lower. Mermelstein's fits are thus clearly better than ours; however, it should be recalled that they were obtained on a much more restricted set of data.
V. DISCUSSION AND PERSPECTIVES
A. Summary
A linear component analysis of tongue contours and articulatory measures extracted from cineradio-and labio-films made on a reference subject revealed a relatively small number of degrees of freedom. The jaw appears, for the subject studied, to have mainly two degrees of freedom, related to the lower incisors vertical and horizontal movements. However, only the vertical component exerts a significant effect on tongue shape. The residue of tongue shape, once the contribution of the jaw has been removed, possesses four degrees of freedom: tongue body, tongue dorsum, tongue tip, and tongue advance. An extra parameter takes into account the larynx height variance. Similarly, the lip shape possesses, in addition to the jaw contribution, three degrees of freedom: lip protrusion, lip height, and lip vertical elevation. These nine parameters are mostly independent of each other ͑cf. Table IV͒ , except for LY that is correlated with lips and tongue parameters and the correlation between LP and TD. These degrees of freedom are specific to the vocal tract and articulators of one subject uttering one specific corpus in one language. The corpus was designed to include as many French vowels and consonants as possible. A linear articulatory model was developed based on these data; it explains 96% of the tongue data variance, with an rms reconstruction error of about 0.09 cm. It was complemented by a model converting the midsagittal contours to an area function based on a fitting of midsagittal functions and formant frequencies. Finally this model allows the calculation of formants with rms errors of 45 Hz for F1, 100 Hz for F2, and 162 Hz for F3 over the corpus. To the knowledge of the authors, no such comprehensive model has been developed so far; most of the available models deal with vowels only, while others do not include acoustics.
B. Choice of subject and corpus
The development of such an articulatory-acoustic model based on a specific reference subject was motivated by the need for a model that could fit a real subject's midsagittal profiles of French fricative consonants, plosives, and vowels, as well as formants, with a fairly high degree of accuracy for a large number of configurations. The possibility now exists to investigate in detail the articulatory strategies employed by the subject, and in particular coarticulatory strategies ͑cf. Mawass et al., 2000 . One may argue that no general conclusions may be drawn from such studies, as they are supported by one single subject's data. However, we were very much aware of the risk of blurring out clear individual articulatory strategies employed by individual subjects when merging together several subjects' data, and therefore made the choice of a single subject for the present study. Similar analyses are under way for other subjects, in order to determine which features may be considered as general and which ones as more subject-specific ͑Bailly et Vilain et al., 1998; Engwall and Badin, 1999͒ . These studies will also allow us to investigate the number of degrees of freedom of the jaw involved in speech.
The influence of the number of items used for the linear analysis was studied for the present subject by Badin et al. ͑1998͒ ; they found that, by choosing the contour samples, i.e., by selecting only vowel and consonant targets in the initial corpus, an articulatory model was produced that represented the whole corpus data with an accuracy close to that obtained when the full model based on the whole corpus was used. More specifically, they showed that the data reconstruction error, computed as the rms error of the abscissa of the tongue contour along each grid line for the 1222 images of the available corpus of midsagittal contours, was 0.09 cm, 0.11 cm, and 0.17 cm when the model was elaborated using, respectively, 1222, 20, and 8 configurations. This justifies the elaboration of models from a much lower number of articulations, and thus, in particular, the use of MRI images instead of x-ray images.
C. Comparison of the degrees of freedom found in other studies
Degrees of freedom are clearly subject and corpusdependent but their number and their definition are closely related to the method used to explain the whole data set variance. The linear component analysis used by Maeda ͑1979, 1990͒ is sometimes referred to as a two-way factor analysis of the variance, where one mode corresponds to the predictors and the other one to the matrix of coefficients of the linear combinations. Using this principle, Maeda ͑1979͒ extracted one loading factor for the jaw, and three for the residual midsagittal tongue data to explain 98% of the variance for a corpus made of 400 frames of ͓pV 1 CV 2 ͔ ͓͑aiu͔ and ͓dg͔͒ sequences uttered by one subject. In an extended corpus of 519 frames corresponding to 10 French sentences, three supplementary components were obtained for the lips including the frontal lip-opening shapes, and four tongue degrees of freedom explaining 88% of the variance ͑Maeda, 1990͒. Finally, for these data, Sanguineti et al. ͑1998͒ imposed two degrees of freedom for the jaw ͑protrusion and rotation͒, and one for the larynx, and obtained three other degrees of freedom for the tongue residue from a similar analysis in the so-called -space.
The PARAFAC method ͑Harshman et al., 1977; Nix et al., 1996; Hoole, 1999͒ is a three-way factor generalization where the third mode corresponds to linear coefficients that account for differences between subjects. Harshman et al. ͑1977͒ derived two components for the description of representative midsagittal tongue and lip shapes of ten English vowels uttered by five subjects. Hoole ͑1999͒ proposed a two-factor PARAFAC model of the German vowels in a symmetrical stop consonant context, plus an additional PCA component to capture the subject-specific nonvocalic behavior of the tongue. More recently, Hoole et al. ͑2000͒ extracted a two-factor PARAFAC solution that explained 90% of the variance from a set of MRI midsagittal tongue contours measured during the production of seven German vowels by nine speakers. The first component captured the dimension low-back to high-front, and the second was associated with the mid-front to high-back motion. The complex effect of the first component can be decomposed in a co-variation of JH and TB, the second component being related to TD. Ultimately, and to the knowledge of the authors, no analysis based on the PARAFAC method has been realized with an imposed jaw component. To conclude, no analysis based on PARAFAC principles has shown success in explaining the large and phonetically varied data obtained from multiple speakers.
Bailly et al. ͑1998͒ studied the synergy between tongue and jaw for three subjects, including the present reference subject. They found that the two other subjects used a fairly strong synergy: the amplitude of the tongue movements measured at the tip and at the root that were correlated with jaw movements were about twice as large as might be expected from the simple mechanical carrying effect of the jaw. In other words, the jaw and the tongue shared the execution of the tongue movements. The present subject does not use this synergy: the tongue is not so active, and appears to be passively carried by the jaw. However, all three subjects' articulators had qualitatively the same degrees of freedom. This synergy is still a crucial issue for understanding coarticulation strategies.
D. Perspectives
The principles of this work have been duplicated for the modeling of Swedish midsagittal tongue shapes ͑Engwall and Badin, 1999͒. Over 90% of the variance is explained by the four tongue degrees of freedom JH, TB, TD, and TT.
One of the main issues in the analysis of speech degrees of freedom is the possibility to build a linear articulatory model that takes into account the redundant feature of the articulators shapes. For instance, it can help to reconstruct complete tongue shapes from a reduced number of articulatory measurement points, such as those provided by electromagnetic articulometry. Badin et al. ͑1997͒ used the present model to retrieve, from one coil on the lower incisor and three coils on the tongue of the reference subject, the tongue shape as well as the articulatory control parameters JH, TB, TD, TT, and TA with a fairly good accuracy. This may be useful for investigating speech coarticulation and synergetic strategies ͑cf., e.g., Vilain et al., 1998͒ , for testing hypotheses of the Frame/Content concept in the child's language development ͑Vilain et al., 1999͒, or evaluating the adaptability of speech articulation to various linguistic tasks and environmental conditions such as changes illustrated by the Lombard reflect ͑Beautemps et al., 1999͒.
The present articulatory-acoustic model can also be used to derive, by inversion, articulatory control parameters from formants measured in other utterances produced by the same subject ͑Mawass et al., 2000͒. These data, in conjunction with aerodynamic data obtained for the same subject, have been used for the articulatory synthesis of French fricatives ͑Mawass et al., 2000͒.
Another extension of the present study is the third dimension. 3-D MRI images have been recorded for the same subject, and a 3-D linear articulatory model is being developed according to the same approach ͑Badin et al., 1998, 2000͒ ; the new model has been elaborated in such a way that part of its control parameters are identical with those of the present midsagittal model, which opens the possibility of inheriting knowledge already acquired for the midsagittal plane, while acquiring new features such as the capability of producing lateral consonants. Finally, the modeling of the velum from MRI midsagittal data should complement the present model.
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