Abstract: This paper presents two different nonlinear model predictive control designs for an electro-pneumatic clutch used in heavy trucks: a centralised approach and a cascaded one with a fast underlying pressure control. This automated clutch disburdens the driver and provides the necessary actuation force according to the large torque transmitted through the powertrain. The main idea of the used NMPC algorithm consists in a minimisation of the tracking error at the end of the prediction horizon. That way the computation load can be kept relatively small. A reduced-order disturbance observer estimates the internal pressure, which is usually not measured in truck applications. Thereby, high tracking accuracy is achievable for the piston position as controlled variable without a pressure measurement. The efficiency is emphasised by experimental results from a dedicated test rig.
INTRODUCTION
Clutches are needed in vehicle powertrains to decouple the angular velocities of the internal combustion engine from those of the driving wheels. Especially at start-up, when the velocity of the vehicle is zero, and during the gear shift process the clutch has to be employed. Due to the large torque transmitted through the clutch, an electropneumatic actuator is advantageously used in truck applications. Often, the clutch operation is automated using a combination of feedforward and feedback control, e.g. nonlinear control approaches as presented in Aschemann et al. (2011) , Langjord et al. (2008) , and Kaasa and Takahashi (2003) . A test rig dedicated for the development and validation of sophisticated control approaches for an electropneumatic clutch is available at the Chair of Mechatronics at the University of Rostock, see Fig. 1 . The single disc dry clutch under consideration is driven by the piston rod of a pneumatic cylinder, which is actuated by pressurised air. Due to safety specifications, it is necessary to employ two inlet and two outlet valves, typically with different conductances. These electrically actuated valves operate in an on/off mode using a pulse-width-modulated signal. In truck applications, the only measured state variable is usually the position of the piston in the pneumatic cylinder. The velocity of the piston can be determined by real differentiation. The internal pressure in the piston chamber, however, has usually to be estimated by a state observer as discussed in Langjord et al. (2010) . For an experimental identification of the system the test rig has been equipped with additional sensors not present in the real truck: a sensor for the internal pressure, a force transducer, and a mass flow sensor for the supply air mass flow. With this sensor combination, an accurate identification of the systems parameters and the component characteristics becomes possible. In this paper, a control-oriented model of this mechatronic system is derived at first. Second, a nonlinear model predictive control (NMPC) design is presented allowing for fast trajectory control. A problem with most of the MPC algorithms is that they are only suitable for systems with slow dynamics because they cannot be computed within very small sample times. One approach to deal with this problem is given in Grancharova and Johansen (2011) , where an explicit NMPC controller is proposed for an electro-pneumatic clutch actuator. In contrast, the NMPC approach considered here aims at reducing future state errors, see Jung and Wen (2004) , and allows for relatively small computational effort as required in a real-time implementation. Here, two different control designs are compared: 1) a centralised control approach involving a NMPC controller for the clutch position as well as the internal pressure and 2) a cascaded approach involving a NMPC controller for the clutch position and a fast underlying controller for the internal pressure. Third, a nonlinear reduced-order observer is designed and implemented that estimates the internal pressure in the cylinder chamber. The obtained experimental results show small tracking errors during transient phases as well as a negligible steady-state control error.
MODELLING OF THE MECHATRONIC SYSTEM
For modelling the mechatronic system is divided into a mechanical and a pneumatic subsystem. The mechanical system describes the motion of the piston. The pneumatic subsystem covers the pressure dynamics in the pneumatic cylinder. The flow characteristics of the on/off valves in combination with pulse-width-modulation characterise the in-flowing and out-flowing air mass flows.
Mechanical Subsystem
As depicted in Fig. 2 , the considered operation range of the system -around the biting point, where the clutch allows for a torque transmission -is characterised by positive values 0 < z(t) < l max , which increases further during the life-span of the clutch due to abrasive wear of the clutch lining. The equation of motion for the kinematically coupled piston rod and clutch spring follows directly from a force balance. The force F sp (t) of an internal return spring can be stated as
where the values z sp denotes the initial pre-load. A movement in positive z-direction leads to a linear increase in the restoring force of this spring. The overpressure p(t) − p 0 results in a corresponding force F p (t) on the piston according to
Here, A k stands for the piston sectional area and p 0 for the ambient pressure. The variable p(t) represents the absolute pressure in the cylinder chamber. The characteristic of the main clutch force is nonlinear and subject to hysteresis. The measured clutch characteristic has been identified experimentally and, then, approximated by the following two polynomials
depending on the piston position. A smooth overall description of the hysteresis characteristic is given by where the small parameter F describes the transition from one polynomial to the other. Model uncertainty and nonlinear friction are combined in a lumped disturbance force F U (t). The equation of motion in form of a second order differential equation for the piston position results directly from Newton's second laẅ
with m as the reduced mass of all the moving components of the pneumatic clutch.
Pneumatic Subsystem
The dynamics of the internal piston pressure follows directly from a mass flow balance in combination with a polytropic change of thermodynamic state for the compressed air in the cylinder chamber. As the supply pressure p S is at a value of approx. p S = 9 bar, the ideal gas equation represents an accurate description of the thermodynamic behaviour of the compressed air
Here, the density ρ(t), the gas constant of air R L and the thermodynamic temperature T (t) are introduced. The thermodynamic process is modelled as a polytropic change of state p(t)/ρ n (t) = const. , where n = 1.2 denotes the identified polytropic exponent. The relationship between the time derivative of the pressure p(t) and the time derivative of the density ρ(t) results iṅ
The mass flow balance for the pneumatic piston is governed byρ
) denotes the total volume of the cylinder chamber. By inserting (7) in the mass flow balance (8), the first order differential equation for the piston results iṅ
whereṁ(t) denotes the total mass flow of air provided by the inlet and outlet valves. The internal temperature T (t) can be approximated with good accuracy by the constant temperature T amb of the ambiance. In this way, temperature measurements can be avoided, and the implementation effort is significantly reduced.
Valve Actuation
The main advantage of on/off valves is that they are more energy efficient than proportional valves. To actuate this type of valves proportionally, a pulse-width-modulated signal (PWM) is necessary. The PWM-signal is calculated by a comparison of the continuous signal with a sawtooth-signal, cf. Aschemann et al. (2011) . Instead of a mathematical description of the mass flow of air through the valve, here a mass flow characteristic is used, which has been identified by measurements, see Fig. 4 . An approximative inverse can be derived numerically with high accuracy. A pre-multiplication with this inverse valve characteristic, see Fig. 7 , practically eliminates the dead zone behavior as well as linearises the nonlinear valve characteristic. 
NONLINEAR MODEL PREDICTIVE CONTROL
Predictive control represents a class of algorithms that are based on the prediction of the system states x over a time span denoted prediction horizon T P . Model predictive control implies that a process model is used for the prediction of the dynamic behaviour. An outline of NMPC is given by Findeisen and Allgöwer (2002) . Based on the state space model and the measured state vector at time t 0 , the sequence of input variables according to a chosen cost function is calculated. After applying the first element of the input vector to the process, the optimisation procedure is repeated at the following time instant with the prediction horizon moving forward: the moving horizon approach, see Diehl (2002) . The main idea of the control approach presented in this paper consists in a minimisation of a future tracking error in terms of the predicted state vector based on the actual state and the desired state vector resulting from trajectory planning, see Jung and Wen (2004) . The minimisation is achieved by repeated approximate numerical optimisation in each time step, in the given case using the Newton-Raphson technique. The optimisation is initialised in each time step with the optimisation result of the preceding time step in form of the input vector. The NMPC algorithm is based on the following nonlinear time-discrete state space representation
with the state vector x k ∈ R n , the control input u k ∈ R, the output vector y k ∈ R and the initial vector x 0 ∈ R n . The constant M specifies the prediction horizon T P as a multiple of the sampling time t s T P = M · t s .
(11) The predicted input vector at time k becomes
with u k,M ∈ R M . The predicted state vector at the end of the prediction horizon φ M (x k , u k,M ) is obtained by repeated substitution of k by k + 1 in the time-discrete state equation (10)
. . .
The difference of φ M (x k , u k,M ) and the desired state vector x d yields the final control error
i.e., the control error at the end of the prediction horizon. The cost function to be minimised follows as
and, hence, the necessary condition for an extremum can be stated as
A Taylor-series expansion of (16) at u k,M in the neighbourhood of the optimal solution leads to the following system of equations
with ∆u k,M denoting the difference which has to be added to the input vector u k,M to obtain the optimal solution. The n equations (17) represent an under-determined set of equations. An unique solution for ∆u k,M is given by
with (·) + denoting the Moore-Penrose pseudo inverse. One major advantage of predictive control is the possibility to easily account for input constraints, which are present in almost all control applications. To this end, the cost function can be extended with a corresponding term h(u), see Aschemann and Schindele (2007) . Finally, the overall NMPC-algorithm can be described as follows: Choice of the initial input vector u 0,M at time k = 0, e.g. u 0,M = 0, and repetition of steps a) -c) at each sampling time k ≥ 0: a) Calculation of an improved input vector v k,M according to
The step width η k can be determined with, e.g., the golden section search. b) For the calculation of u k+1,M the elements of the vector v k,M have to be shifted by one element and the steady-state input u d corresponding to the final state has to be inserted at the end
In general, the steady-state control input u d can be computed from
Alternatively, the desired input vector u d can be calculated by an inverse system model. If the system is differentially flat (M. Fliess, J. Levine, P. Martin and P. Rouchon (1995)), as in the given case, the desired input u d can be calculated exactly by the flat system output and a finite number of its time derivatives. c) The first element of the improved input vector v k,M is applied as control input at time k
In the proposed algorithm only one iteration is performed per time step. A similar approach using several iteration steps is described in Weidemann et al. (2004) .
Choice of the NMPC Design Parameters
The most important NMPC design parameter is the prediction horizon T P , which is given as product of sampling time t s and the constant value M as described by equation (11) a small sampling time is necessary regarding discretisation error and stability; however, the NMPC algorithm has to be evaluated in real-time within the sampling interval. Furthermore, the smaller t s , the larger becomes M for a given prediction horizon, which in turn increases the computational complexity of the optimization step. Consequently, a system-specific trade-off has to made for the choice of M and t s . This paper follows the moving horizon approach with a constant prediction horizon and, hence, a constant dimension M of the corresponding optimization problem in contrast to the shrinking horizon approach, see Weidemann et al. (2004) .
CENTRALISED NMPC APPROACH
The centralised control approach involves a NMPC controller for all three system states, i.e. the piston position z(t), the piston velocityż(t) and the internal pressure p(t). The input variable is represented by the mass floẇ m(t). The the nonlinear state space representation of the considered system follows from equations (5) and (9) 
(23) The discrete-time representation of the continuous-time system is obtained by a Runge-Kutta discretisation of third order. Discretisation methods of lower order are not recommendable for the system under consideration. The relatively simple Euler discretisation used in Aschemann and Schindele (2007) would lead to an increased tracking error or, in the worst case, to instability of the controlled system. The ideal input u d (t) =ṁ d is obtained in continuous time by exploiting the differential flatness of the system. The third time derivative of the flat output variable y(t) = z(t) depends on the input variableṁ ...
The system state p can also be expressed by the flat output and its first time derivative p = p(z,ż). Solving (24) for the input variable and substituting the flat output and its time derivatives by desired values leads the ideal input
The desired output variable z d as well as its time derivatives are provided by trajectory planning. The control structure of the centralised NMPC approach is depicted in Fig. 6 .
CASCADED NMPC APPROACH
In a second approach the NMPC algorithm is only applied to the mechanical system with the system states z(t) anḋ z(t), whereas the internal pressure p(t) is considered as an ideal control input realised by a fast underlying control loop, cf. Fig. 7 .
NMPC for the outer control loop
With the piston position z(t) and the piston velocityż(t) as states and the pressure p(t) as input variable, the state Fig. 7 . Implementation of the cascaded model predictive control approach.
space representation of the mechanical subsystem is given by
(26) The discrete-time representation of the continuous-time system is also obtained by a Runge-Kutta discretisation of third order. Again, the ideal input u d (t) is calculated in continuous time as function of the output variable y(t) = z(t) and a certain number of its time derivatives. Solving (5) for the input variable u(t) = p(t) yields
CONTROL OF THE INTERNAL PRESSURE
The pneumatic subsystem represents a differential flat system with the internal pressure as flat output, see Aschemann et al. (2011) . Hence, equation (9) can be solved for the input variable u(t) =ṁ. This results in the following inverse model depending on the flat output and its first time derivative
For the pneumatic subsystem the dynamics of the tracking error e p (t) = p d (t) − p(t) has to be stabilised. The convergence of the pressure error e p to zero is guaranteed by the input variable ν p =ṗ via special feedback design. For this purpose, a quadratic Lyapunov function V p (e p ) = 1 2 e 2 p > 0 with its time derivativė
is employed. Choosing the stabilising control law as
with the control design parameter c p > 0, results in a negative definite time derivative of the Lyapunov function.
NONLINEAR REDUCED-ORDER OBSERVER
In the following, a nonlinear reduced-order observer is designed according to Friedland (1996) based on the nonlinear state space representation. The pressure p(t), which is usually not measured in truck applications but required in the feedback control law, could be estimated by an observer. Therefore, the state differential equations are rearranged into a one-dimensional subvector y 1 = [p] to be estimated and a measurable subvector y 2 = [z,ż] T . This leads to the state space representatioṅ
The unknown state variable to be estimated is obtained fromŷ 
(33) The observer gain vector h T and the nonlinear function Φ have to be chosen properly, so that the steady-state observer error e(t) = y 1 −ŷ 1 (t) converges to zero. Thus, the function Φ can be determined as followṡ (35) The linearised error dynamics must be asymptotically stable. Accordingly, the eigenvalue of the scalar Jacobian J e = ∂Φ(y1,y2,u) ∂y1 y1=ŷ1 must lie in the left complex halfplane. This can be achieved by proper choice of the observer gain vector h T . The stability of the closedloop control system has been investigated thoroughly by simulations.
EXPERIMENTAL RESULTS
The following experimental results have been obtained at a dedicated test rig for an electro-pneumatic clutch at the Chair of Mechatronics, University of Rostock. In Fig. 8 , In Fig. 10 a comparison of the desired values u d (t) = p d and observed valuesp(t) for the internal pressure is depicted for the cascaded control approach. The benefits of the cascaded control approach are that the complexity at control design is reduced and an accurate tracking of the internal pressure is guaranteed. In contrast, the centralised control approach directly uses the mass flow as control input. This way, input constraints can be easily regarded within the NMPC algorithm.
CONCLUSION
In this paper, two nonlinear model predictive control designs are presented for a electro-pneumatic clutch used in truck applications: a centralised as well as a cascaded control approach with a fast underlying pressure control. The developed control-oriented model accounts for the dynamic behaviour of the clutch piston as well as the internal pressure in the cylinder chamber. The proposed predictive control algorithm aims at reducing the future tracking error at the end of the prediction horizon. It can be computed within very small sample times and is, hence, well suited for systems with fast dynamics. The control performance of both control approaches are pointed out by experimental results from an implementation on a dedicated test rig at the Chair of Mechatronics, University of Rostock. The maximum steady-state position error is below e 1 = 0.2 mm.
