Abstract-In the channel routing problem, a problem arising in the design of layout systems, two rows of terminals which are opposite each other, have to be connected. We study what effect the rotation of one row of terminals has on the cost measures of the routing phase. The cost measures we consider are the density, which is proportional to the width of the channel, the crossing number, which is closely related to the number of crossings between two wires in the channel, and the length of Manuscript
20 s for processing the log. Disk bandwidth is the bottleneck, not the recovery execution. However, if combined with other optimizations or if transactions are more numerous, lengthy or complicated, this optimization could be helpful.
Much of the above is restricted by the transfer rate of a single disk. If multiple disks or disks with multiple concurrent heads are used, then parallel operations on disks used for the fuzzy dump can provide faster restart and dump. Using four parallel disks, the maximum database size for a 10 000 transactions/s system is 4 Gbytes for recovery in 5 min. At some degree of parallelism for disks, the limiting factor becomes the backplane or the memory system. It would even be useful to run parallel operations on the disks only during recovery, and not during normal operations.
Multiple processors can be used in recovery provided that the updates are partitioned between them in a way to provide for properly serializing the updates to pages. Partitioning of the pages could be done by address, so that each processor would examine each log record, but only one would actually do the recovery processing. Since recovery is so simple, very high disk transfer rates would be needed to require multiple processors.
Hardware assist can also be provided to do the log compression from pages to sets of bytes. The natural place to do this is in the cache. Parts of memory are flagged when dirty cache lines are written back to memory. When the log is constructed, only the cache lines modified during processing need to be written to the log.
Databases tend to have hot spots. These can be exploited both in the logging through nonvolatile storage, and in the incremental fuzzy dump to decrease the amount of data written by these operations.
VI. EXTENSIONS
Although we have assumed that the database is completely memory resident, a simple extension can relax this assumption. We "demand page" parts of the database stored on disk. Each page has a "dirty" bit that is set when the page is updated, and cleared before the page is written to disk by the fuzzy dumper. Clean pages, outside of the interval currently being dumped, are reclaimed as needed. Provided that the working set can be identified by hints or performance measurements, restart will execute almost entirely in main memory and will run in about the same time.
The combination of fuzzy dumps and log compression can also be used to provide fault tolerance to loss of part of memory. It is desirable to store multiple copies of updates in different places in case some memory is lost. It may be too expensive to do this in a main memory database system using extra memory modules. Instead, pages in the log buffer, and dirty pages of the database would be replicated. Fuzzy dump would be used to clean the database pages (and thus recover the replicated page), and log compression would be used to keep the log a reasonable size.
VII. CONCLUSIONS
The design described in this correspondence is based on the excellent transfer rate characteristics of disks, and on the design premise that the log must be kept short. We rely on known techniques of "fuzzy dumps" and log compression, although they are not usually done on the time scale presented here. We provide restart for memory-resident databases in the Gbyte range in under 5 min. This method of recovery is extremely stable under load; the time for recovery is dominated by the database size, not the update transaction rate. Little synchronization is needed between the fuzzy dump and log compression processes and the normal database system. Transactions need not be short for this design to work.
Although the above design assumes that all data are memory resident, the addition of some paged memory is possible. Data stored in the paged memory should be infrequently referenced data, (mostly) read only data, or some kind of log or history information. Provided that these paged data are not updated very often, or provided that the data are updated almost always by appending, then there should be little interference with systemn performance during both normal operations and recovery. nets, which is related to the wire length needed in the routing. We present algorithms for determining the rotations which minimize each of these cost measures. The algorithms can also be used for solving optimal offset problems. [4] , [5] , [11] , which should be used to make routing easier. In this correspondence we consider the channel routing problem (CRP) in which two rows of terminals are positioned opposite each other [3] , [7] , [14] , [15] Fig. 1 , where (a) shows the initial situation and (b) the situation after a rotation of size 3. The problem we consider is that of choosing a value of rotation which minimizes any of a number of cost measures.
Our algorithms can also be used to solve optimal offset problems, in which the lower row of terminals can slide right or left [4] , [10] - [12] . An independent study of density versus offset for the model considered in this correspondence can be found in [10] . In some sense, the offset problem is easier than the rotation problem because it does not have the discontinuities introduced when the qi's jump from position m to position 1. One of the cost measures we consider is the density of the CRP, which is closely related to the channel width required by a routing algorithm [6] , [13] , [15] . The density is the maximum over all x of the number of nets (pi, qi) for which pi' x < qi or qi ' x < Pi;
i.e., it is the maximum over all x of the number of nets that have to cross from column x to column x + 1. For example, the CRP of Fig.  l (a) has a density of 3. Since routing algorithms generally try to minimize the width of the channel, and in many routing models this width is proportional to the density of the CRP [6] , [10] , [13] , [15] , the density' is an important cost measure. We show how to determine a rotation achieving minimum density in O(n2 log n) time. Note that the running times of this and our other algorithms depend only on n, not on m.
Another cost measure we consider is the crossing number of a CRP. The crossing number of the ith net (pi, qi) is the number of nets which have their entry terminal to the right of pi while their exit terminal is to the left of q,, or their entry terminal is to the left of pi while their exit terminal is to the right of qi. The crossing number of the CRP is.the largest crossing number of any net, and the total crossing number is half the sum of the crossing numbers of all nets. For example, nets 1, 2, 3, and 4 of Fig. 1(a) have a crossing number of 2, 2, 3, and 3, respectively, and thus the CRP has a crossing number of 3 and it has a total crossing number of 10 . Note that in an actual wiring, the number of wires that cross the wire joining pi to qi has to be at least as large as the crossing number' of net i. A CRP that has a'crossing number of zero can be routed in the "River Routing" model (i.e., using one layer) [11] , [16] . We give an O(n log n) time algorithm that determines a rotation which minimizes the crossing number of the resulting CRP. We also outline an O(n log n) time algorithm for the total crossing number problem and a proof that this algorithm is asymptotically optimal.
The third cost measure considered is the length of nets where the length of net i equals the channel width plus the horizontal distance separating pi and qi. The length of net i is therefore a lower bound on the length of the wire needed to connect pi and q,.
This correspondence is organized as follows. In Section II we discuss how to determine the rotation minimizing the density. Section III contains the algorithms concerning the crossing number, and Section IV contains results about the length of nets. Section V briefly sketches our results for the optimal offset problem.
II. MINIMIZING THE DENSITY
We present an O(n2 log n) time algorithm for computing the rotation which minimizes the density. As already mentioned, for many routing models minimizing the density d also minimizes the channel width. Fot example, in the 2-layer knock-knee model, every CRP can be solved using a channel width of 2d -1 [15] .
Furthermore, Leighton has shown that there exist CRP's that require a width of 2d -1 [9] . Our algorithm keeps track of the density as the rotation increases from being initially zero to the final value m -1, and it remembers which rotation achieves the lowest density.
Throughout the correspondence, we assume that the input consists of the nets (p1, q) I**, (ps, qn) where PI < P2 < ... Pn. The phrase "terminal Pi, respectively, qi refers to the entry, respectively, exit terminal of net i which is at position Pi, respectively, qi.
Let dp(j, S) respectively, dq(j, ,) denote the "local" density just to the right of terminal pj respectively, qj at rotation t. For example, in Fig. 1 (a) the dp's are 1, 3, 1, 0 and the dq's are 3, 1, 3, 2. In addition, for 0 c i c n, we define c(i, t) as the number of dp(j, O)'s and dq(j, t)'s whose value is equal to i. More formally: C(i, 0 U : dp(j9 )i}|+ I{j :dq(j, t) = i} For example, in Fig. 1 (a) the c's are 1, 3, 1, 3, 0. The density at rotation t, called d(,), is thus the largest of the dp(j, {)'s and dq(j, t)'s and it can equivalently be thought of as the largest i for which c(i, t) is nonzero, i.e.: d(t)= max max {dp(j, t), dq(j, D)}=max {i: c(i, t)>0}.
When the value of the rotation is clear from the context, we no longer explicitly include the dependence on t in the above functions (e.g., we say dp(j) rather than dp(j, k)).
Let O,j be the rotation in which pi and qj coincide. Let t1 c * ** , be the rotations at which the qj's change from position m (at t -1) to position 1 (at (i). For example, in Fig. 1 we have 011 = 3, 612 2, and 023 = 2, and we have t, = 2, t2 = 3, E3 = 5, and4 = 6.
The density can change at no more than 2n2 + n distinguished values of the rotation, namely as the rotation increases i) from some i -1 to {i, or ii) from some O. -1 to Oij, or iii) from some Oij to Oij + 1.
We assume that those 2n 2 + n distinguished values of the rotation are all distinct (this is assumed to make the exposition simpler, and the algorithm can easily be modified to handle the general case). We now examine the above three cases more carefully. This motion decreases by 1 each dp(k) with pk 2 pj and each dq(k) with q,k > pj' and it increases by 1 each dp(k) with Pk < p1 and each dq(k) with qk < Pi.
Case ii) corresponds to qJ moving fr6m being one unit to the left of pi to being in the same column as pi. The only change due to this motion is in dq(j): It increases by 1 if qi > qj, and decreases by 1 if qi c qj.
Case iii) corresponds to qJ moving from being in the same column as pi to being one unit to the right of pi. The only change due to this motion is in dp(i): It increases by 1 if p1 2 pj and it decreases by 1 if
Pi <PJ. Whenever we change dp(i) or dq(i) we also update the appropriate c(j)'s and d, the current density. If dp(i) or dq(i) increases from k to k + 1 then we must decrement c(k) by one, increment c(k + 1) by one, and if d was equal to k we set it equal to k + 1. If dp(i) or dq(i)
decreases from k to k -1 then we increment c(k -1) by one, decrement c(k) by one, and if this causes c(k) to become zero and d was equal to k then we set d equal to k -1.
The following is an informal outline of the algorithm.
1) Compute, at zero rotation, all the dp(i)'s, dq(i)'s, c(i)'s, and d. This can be done in time 0(n log n).
2) Compute the O,y's and the 4i's, and then sort, in time 0(n2 log n), the sequence of 2n2 + n values of rotations corresponding to the ij's, (0y-1)'s, and (4i -1)'s.
3) Scan the sorted sequence obtained in Step 2). For each entry, update the appropriate dp's, dq's, and c's, as well as d in the manner already outlined above. Also, during the scan, keep track of the smallest d obtained so far and the rotation which achieves it. There are 2n2 occurrences of Cases ii) and iii), each of which requires 0(1) time, and n occurrences of Case i), each of which requires 0(n) time. Therefore, this step takes 0(n2) time.
This completes the proof of the following theorem: Theorem 2.1: The value of the rotation achieving minimum density can be computed in 0(n2 log n) time.
The ideas of the 2-terminal algorithm can be generalized to determine a rotation.minimizing the density of a multiterminal CPR in 0(12 log I + n) time where I is the total number of exit terminals used by the n nets. We refer the reader to [2] for the details.
III. MINIMIZING THE CROSSING NUMBER In this section we give an 0(n log n) time algorithm for finding a rotation which minimizes the crossing number. Our algorithm can thus be used to determine whether there exists a rotation that results in a CRP which can be wired on one layer (i.e., a CRP with no crossings) [11] , [12] . Recall that we assume that the input consists of the nets (pi, qi), 1 c i c n wherep1 < P2 < .. < p, Two nets i andj cross each other ifj < i and qj > qi. The crossing number of a net is the number of nets which cross it. Let c1(4) be the crossing nuimber of net i at rotation 4. We want to minimize c() where c(t) = maxi c(4). Proof: Let ri be the rank of qi among the qj's at zero rotation.
First we compute the ri's in time 0(n log n) by sorting the qj's. We next use a modified 2-3 tree [1] structure T whose leaves contain nets ordered according to their r1 values. A leaf containing net i is called leaf i. We start with T empty and insert in it the nets 1, 2, * n in that order, updating Tin time 0(log n) for each insertion. Every node v of T contains, in addition to the information usually stored in 2-3 trees, two entries: NR(u), the number of leaves in v's subtree, and an entry A(u). The significance of the A's is that for every leaf i, the sum of the A's on the path from the root to i equals the number of intersections between net i and the other nets that are currently stored in T. It is not hard to see that the n insertions cost 0(n log n) time (see [2] for details). After the n nets have been inserted, all the ci(0)'s are computed in time O(n) by one preorder traversal of the tree T.
Let 1< * *-.< 4, be again the rotations at which the qj's have changed from position m (at (i -1) to position 1 (at 4,). The crossing number can change at each one of these n rotations, and we want to select the 4i which minimizes c. Theorem 3.2: The minimum crossing number and a value of rotation which achieves it can be computed in O(n log n) time.
Proof: It is sufficient to show that c(4j), , c(4,) can be computed in O(n log n) time. First we compute cl(0), * *, c,(0) in time O(n logn) (Lemma 3.1). At rotation 4, the tree T(4) is defined as follows. T(4) is a modified 2-3 tree whose leaves contain the n nets. Net i is stored in the ith leftmost leaf of T(4), which is referred to as leaf i. (Note that T(4) differs substantially from T of Lemma 3.1's proof.) Every node v of T(4) has two additional fields.
*a A(u) field, whose significance is that for every leaf i, c1(4) equals the sum of the A's of the nodes on the path from the root to i.
*a max(v) field, which contains A(u) + the largest of the max's of u's children; (the max of a leaf / is A(l)).
Initially (i.e., at rotation zero), leaf i of T(0) has A(i) = ci(0), 1 c i < n, and the A of every internal node is zero. Given the ci(O)'s, building T(0) and computing max (v) for every node v can be done in O(n) time. The max value at the root of T(4) is equal to c(t). This can be seen by observing that for every u, the definition of max(u) implies that it is the maximum, over all leaves i in the subtree of u, of the sum of the A's on the u-to-i path. Hence, max at the root is the largest of c,(t), * *, cn(t)-, which is c(t). Starting with T(0), we compute the sequence T(tl), T(4j, T(,). Every time we change T(ti4 ) into T(4), we examine the max value at the root (which is equal to c(t4)), and at the end we select the rotation 4i for which the c(ti) is smallest. In order to complete the proof, it suffices to show how to obtain T(ti) from T(t1 i) in O(log n) time. We refer to [2] for the details. The total crossing number of a CRP is half the sum of the crossing numbers of all nets. The algorithm for determining the rotation t that minimizes the total crossing number is similar to the one outlined above. The initial total crossing number is computed in O(n log n) time (Lemma 3.1), and the optimal t can be determined in 0(n) time.
We now briefly sketch a proof that the O(n log n) bound for the total crossing number is optimal. We do this by reducing to this problem, in 0(n) time, the problem of computing the total number of inversions in a permutation. In a comparison-based model, 0(n log n) comparisons are needed for computing the total number of inversions in an n-element permutation [8] . Let a1a2 ... a. be a permutation of { 1, 2, n}. Let the CRP consisting of the nets (ai, i), 1 s i 5 n, I . ai -n, be the basic CRP. It is easy to see that the total crossing number in the basic CRP is equal to the total number of inversions in the given permutation. Next embed two copies of the basic CRP corresponding to the given permutation in a 4n-net CRP as shown in Fig. 2 .
The total crossing number of the new CRP (at rotation zero) is 2n2 + 2c where c is the total crossing number in the basic CRP. No rotation can achieve a total crossing number less than 2n2 + 2c.
Hence, the total number of inversions can be obtained by solving the crossing number problem.
IV. MINIMIZING THE NET LENGTH
We now consider a third cost measure, the length of the nets. Recall that the length of net i equals the channel width plus the horizontal distance separating pi and qi. In an actual wiring, the wire length needed to connect pi and q, is at least as large as the length of net i. In some situations the channel width is already fixed and only the rotation can be varied. This causes the vertical portions of the lengths of all nets to be the same, and we need only consider the horizontal portion. Hence, we distinguish the following 3 cases.
Case i) The channel width is fixed and large enough to wire the CRP generated by every rotation.
Case ii) The channel width is fixed, and the only CRP's to be considered are those with a density not exceeding a given value s.
Case iii) The channel width can be varied and thus the vertical portions of the lengths of nets must be taken into account. For each of Cases i)-iii), we consider the problem of determining a rotation that minimizes the total length of all nets, and that of determining a rotation minimizing the maximum length of any net. We show how to solve both problems in time 0(n log n) for Case i) and in time 0(n2 log n) for Cases ii) and iii).
We first describe the solutions for the problem of minimizing the total net length (i.e., the sum of the lengths of all nets). For Case i), the vertical portions of the lengths of all nets are the same and are fixed. Therefore, we need only consider the horizontal portions. Let l(t) be the horizontal portion of the length of net i at rotation t. The function li(Q) is piecewise linear, has one jump discontinuity (at the rotation at which qi goes from position m to position 1), and one angular point where it switches from decreasing to increasing (at t = Oin). Recall that the {i's are the rotations at which the qj's change from position m to position 1, and that Oij is the rotation at which pi and qj coincide. How li(t) varies can be described by a list of length 0(l) containing, in left-to-right order, the three straight-line segments of which the graph of l,(t) is made up. Therefore, L(t) = . li(t) is also piecewise linear and has 0(n) jumps and angular points. Hence the function L(t) can be described by a list of length 0(n) containing, in left-to-right order, the straight-line segments which make up its graph.
The list describing L(t) can be obtained in time 0(n log n) as follows: Recursively compute the list describing n/21 l1(t) and the list describing Sn=/2+l li). From these two lists obtain, in time 0(n), the list describing L(t). This last "merging" step is done in a manner reminiscent of the way two sorted sequences are merged (we leave its details to the reader.) Once we have the list describing L(t), we scan that list and determine in 0(n) time the minimum value of L(t). We can thus state the following theorem.
Theorem 4.1: An optimal rotation minimizing the total net length can be found in 0(n log n) time for Case i). We now describe how to obtain the optitnal rotation minimizing the total net length in Case ii), when a maximum allowable density s is given. As in Case i), we need only consider the horizontal portions of the lengths of nets, but now we must ignore rotations which result in a density exceeding s. The first observation we make is that we need only consider the values of t that are in the setR of rotations .ij-1, Oij, and {i -1. This observation follows from the following two facts.
1) The values of rotation for which the density is no more than s form a collection of (disjoint) intervals whose endpoints are in the set R.
2) The function L(t) is piecewise linear, and every corner point and jump discontinuity occur at values of t that are in R.
The algorithm works as follows. First, use the algorithm given in Section II to obtain the sorted sequence of 2n2 + n values of density corresponding to the 2n2 + n values of rotation in the set R. Next, scan the sequence from left to right and determine for each rotation bk the total horizontal net length nlk, 1 C k s 2n2 + n, as follows. Let dk be the density corresponding to rotation bk. After an initial computation of nll in time 0(n), we can obtain nlk from nlk_-in constant time. From the nlk's obtained, we discard those for which dk > s. From the surviving nlk's, we choose the smallest. Hence the problem can be solved in 0(n2 log n) time.
The optimal rotation that minimizes the total net length when the channel width is not fixed [i.e., Case iii)] can also be obtained in time 0(n2 log n), as follows. Let W(Q) be the minimum channei width required for routability at rotation t. Then the total vertical net length is equal to n W(). We have already shown that a list describing d(t), the density at rotation t, can be computed in 0(n2 log n) time. A list describing the total (horizontal + vertical) net length, which is n W(Q) + L(t), can therefore also be computed in time 0(n2 log n) (using the result of Case i)) for L(t)).
We summarize the above results in the following theorem. Theorem 4.2: An optimal rotation minimizing the total net length can be found in time 0(n2 log n) for Cases ii) and iii).
We now turn our attention to the problem of finding a rotation which minimizes the maximum length of any net. For Case i), we want to minimize 1(t) where l(t) = maxj<ijn li(n).
We show that a rotation which minimizes I can be computed in time 0(n log n). Lemma 4.3: The function i(t) is described by a list of length 0(n).
Proof: The list describing {i(t) has three linear parts, each of which has a slope of + 1 or -1. Consider the linear parts of { li(t) } with slope + 1, and compute their pointwise max (call it 1+(t)): It obviously consists of 0(n) linear parts. Do the same for.the parts of { l,(t) } with slope -1, and let l-(t) be the result. Since each of 1+ (Q) and I_(t) consists of 0(n) linear parts, and since a part of 1+ () can intersect a part of l_(t) in at most one point, the function l() = mnax {+(t), l(t) } also consists of 0(n) linear parts. O Theorem 4.4: An optimal rotation minimizing the maximum length of any net in Case i) can be computed in time 0(n log n).
Proof: An immediate consequence of Lemma 4.3 and the algorithm for Theorem 4.1 is that the list describing l(t) can be computed in time 0(n log n). Once we have the list describing l(t), we scan this list in time 0(n) and get the minimum value of l(t). O The next theorem can be established using techniques similar to those used for minimizing total net length, and its proof is therefore omitted.
Theorem 4.5: The problem of minimizing the largest length of any net for Cases ii) and iii) can be solved intime 0(n2 log It).
V. OPTIMAL OFFSET PROBLEMS
The algorithms we described can be modified for solving optimal offset problems. Here we summarize the results of these modifications, and refer the reader to [2] for details. It is worth noting that the algorithms for offset problem are simpler than the ones for rotation problems, since we no longer have exit terminals jumnping from position m to position 1.
The problem of choosing the offset which minimizes the density can be solved in 0(n2 log n) time (the same result for minimizing the density in the offset problem has been reported in [10] ). The problem of finding the offset which minimizes the total net length can be solved in 0(n) time for Case i), and in 0(n2 log n) time for Cases ii) and iii). Minimizing the length of the longest net can be done in 0(n) time for Case i), and in 0(n2 log n) time for Cases ii) and iii).
I. INTRODUCTION
A graph G is a pair ( V, E) where Vis a finite set of vertices, and E a set of edges, which is a symmetric, irreflexive relation. The maximum independence set problem (MIS) is to find the largest k such that there exists a k element subset M of V such that E n M x M is empty. The literature often considers the dual clique problem, where we require that M x M C E. Of course, the difference is purely notational. This problem has been studied extensively. One of the reasons for this is that it is one of the few NP-complete problems for which a decision procedure was found which is better than the exhaustive search. (Another such NP-complete problem is the knapsack problem, [9] .) One direction of the researches looks for efficient ways of generating all independent sets of vertices of a given graph which are maximal under inclusion [1] , [3] - [5] , [8] [6] gave an algorithm with time bounded by 0(20356n). Subsequently, in [7] , he improved the upper bound further to 0(2°3 33n ) and this has remained the best upper bound for solving NP-complete problems since then [9] .
In this correspondence, we present an improved version of the algorithm with upper bound 0(2 304n). This means that, by using the case analysis technique more deliberately, substantial improvements of the algorithm are possible. We observe that the algorithm has polynomial requirements for storage. Every algorithm of this kind can be accelerated by precomputing results for all small subgraphs of a given graph. This yields exponential storage requirements. This method, described in the Section IV of this paper, can yield the running time of 0(20289n).
The essential point of the case analysis is the concept of domination described in [7] . That Fig. 1 .
The edges that we assume are represented by solid lines, the edges (or groups of edges) that we allow are represented by dashed lines. Let M be a maximum independent set in S. All other notations are explained at the beginning of Section II. 
II. THE ALGORITHM
In the following, Mis(S) is the function routine returning the size of maximum independent set in S. It works in the following way: it searches for the first applicable case in the list and then applies the corresponding reduction. To do so, it first sets d and D to be the smallest and largest degree of a vertex in the graph G(S), respectively, while u is set to be a vertex with the smallest degree. We introduce the following notation (by dist we understand the distance between vertices in the graph G(S)): d(u)=the degree of u.
A(u)={w:(u, w)EE)}={w:dist(u, w)=1}.
In what follows, we always assume that A(v) = { wl, w2, * wn } for clarity.
A'(w.) = {x: x e A (w,) & dist (P, x) = 2}.
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