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Abstract Whereas the buffer content of batch-service queueing systems has
been studied extensively, the customer delay has only occasionally been stud-
ied. The few papers concerning the customer delay share the common feature
that only the moments are calculated explicitly. In addition, none of these
surveys consider models including the combination of batch arrivals and a
server operating under the full-batch service policy (the server waits to ini-
tiate service until he can serve at full capacity). In this paper, we aim for a
complete characterisation - i.e., moments and tail probabilities - of the cus-
tomer delay in a discrete-time queueing system with batch arrivals and a batch
server adopting the full-batch service policy. In addition, we demonstrate that
the distribution of the number of customer arrivals in an arbitrary slot has a
significant impact on the moments and the tail probabilities of the customer
delay.
Keywords customer delay · moments · tail probabilities · batch arrivals ·
batch service · full-batch service policy
1 Introduction
Whereas servers in traditional queueing systems serve one customer at a time,
batch servers process batches of customers. As batch servers appear in a spec-
trum of applications (for instance in transportation, production and manufac-
turing systems, telecommunications, et cetera), batch-service queueing models
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2have been studied extensively, in discrete as well as in continuous time. In most
of the papers (Arumuganathan and Jeyakumar 2005; Bailey 1954; Chang and
Choi 2005; Chang and Takine 2005; Chaudhry and Templeton 1983; Claeys
et al. 2007; Cohen 1969; Du¨mmler and Scho¨mig 1999; Goswami et al. 2006;
Gupta and Goswami 2002; Lee et al. 1996; Neuts 1967; Powell and Humblet
1986; Samanta et al. 2007; Sikdar and Gupta 2005; Yi et al. 2007), expressions
are obtained for the distribution of the number of customers in the system at
various time epochs and for several service policies (the service policy estab-
lishes when an available server is allowed to start processing).
The customer delay, however, has attracted less attention, for instance in
Chaudhry and Templeton 1983; Cohen 1969; Dagsvik 1975; Downton 1955;
Keilson 1962; Kim and Chaudhry 2006; Medhi 1975; Miller 1959. A common
feature in Chaudhry and Templeton 1983; Downton 1955; Kim and Chaudhry
2006; Medhi 1975 is that single arrival models are studied. Cohen 1969; Dagsvik
1975; Keilson 1962; Miller 1959 consider queueing models with batch arrivals
and batch service whereby the server commences processing if there is at least
one customer present in the system. In this paper, we consider a batch-service
queueing model with batch arrivals and the server adopts the full-batch service
policy, meaning that he will initiate service only if the number of customers
present in the system reaches or exceeds the batch server’s capacity (the max-
imum number of customers that can be served in the same batch). Especially
the combination of this service policy and batch arrivals complicates the anal-
ysis. Indeed, a randomly tagged customer does not only have to wait until
batches of previously arrived customers are served, but experiences an addi-
tional delay when the server postpones the service of the batch containing the
tagged customer until that batch is completely filled. This latter part of the
delay is simply the sum of some geometrically distributed interarrival times in
case of Bernoulli arrivals (either 0 or 1 customers arrive during a slot), while
this is more complicated when several customers can arrive in a slot, i.e. when
a batch arrival model is adopted.
In our conference paper Claeys et al. 2008, we have established the probability
generating function (PGF) of the delay that a random customer experiences
in this model. The resulting PGF is suitable for obtaining moments, but it is
not useful to extract tail probabilities (probability that the delay of a random
customer exceeds some large threshold) from. In addition, the tail probabili-
ties have also not been studied in Chaudhry and Templeton 1983; Cohen 1969;
Dagsvik 1975; Downton 1955; Keilson 1962; Kim and Chaudhry 2006; Medhi
1975; Miller 1959. In this paper, we aim for a complete characterisation of the
customer delay: we deduce moments as well as accurate approximations of the
tail probabilities.
This paper is organised as follows: in section 2, the model is specified in de-
tail. The analysis is split up in two parts: first, the moments are studied in
section 3. We therefore deduce the probability generating function (PGF) of
the customer delay (section 3.1). This is done through a joint analysis of the
two parts of the delay, as defined above. The customer delay is then of course
simply the sum of both parts. This result is partly based on our conference
3paper Claeys et al. 2008. Next, we extract the moments from this PGF in sec-
tion 3.2, by applying the moment generating property of PGF’s. After that,
we show, through some examples, that the distribution of the number of cus-
tomer arrivals in a random slot influences the moments significantly. If this
would not have been the case, the (simpler) Bernoulli model would provide an
accurate approximation.
Second, we analyze the tail probabilities in section 4. We therefore turn to an-
other approach (section 4.1), because the obtained PGF in section 3.1 is not
useful for the extraction of tail probabilities. We therefore characterize the
customer delay as the maximum of two time periods. The first one is the time
between arrival of a tagged customer and the departure of all batches contain-
ing only customers that arrived before this customer. The second one equals
the time between arrival of the tagged customer and the time instant that
enough future customers have arrived to fill the service batch of the tagged
customer. The approach thus essentially boils down to a redefinition of the
second part of the customer delay as defined earlier. The reason is that it is
advantageous to deal with the maximum operator when calculating tail prob-
abilities (section 4), while the sum operator is better suited for calculation of
the moments (section 3). The resulting approximate formula for the tail prob-
abilities turns out to be extremely accurate (section 4.2). We also demonstrate
that the distribution of the number of customer arrivals per slot has a signifi-
cant influence on the tail probabilities (section 4.3). The paper is finalised by
drawing some conclusions in section 5.
2 Model description
The model has the following features:
– It is a discrete-time queueing model, i.e. the time axis is divided into fixed-
length periods, referred to as slots.
– Several customers may arrive during a slot (which we call batch arrivals in
this paper) and the number of arrivals during slot k is denoted by Ak. We
assume that the sequence {Ak}k≥1 consists of independent and identically
distributed (IID) random variables (RV’s), with common PGF A(z). The
number of customer arrivals during an arbitrary slot is denoted by A and
has, in agreement with the previous notation, PGF A(z).
– The queue is infinitely large. Therefore, all arriving customers can enter the
queue and will eventually be served. The restriction of an infinite queue
capacity is not stringent, as in most practical applications the queue is
large in order to minimize the loss probability and the customer delay is
not influenced considerably by this small fraction of customers that cannot
enter the system.
– There is one batch server of capacity c (c is a constant) and this server op-
erates under the full-batch service policy. That is, when the server becomes
available and finds less than c customers in the queue, the server waits to
4initiate service until at least c customers have accumulated in the system.
At that moment, the server starts processing a batch of c customers.
– The server starts processing a batch at the beginning of a slot and finishes
its service at the end of the same slot. Hence, the service of the customers
in a batch together will take one slot. This yields that an arriving customer
has to wait for service until at least the beginning of the next slot. The
remaining time of a slot after the customer has arrived is not included in
our definition of the customer delay, since we count the customer delay as
an integral number of slots. The service times are also excluded from the
customer delay. However, one can easily include them by multiplying the
obtained PGF by its argument z.
– The queueing discipline is first-come-first-served (FCFS).
Summarized, our model is a discrete-time queueing model with batch ar-
rivals and a batch server that operates under the full-batch service policy.
This model can, in agreement with Kim and Chaudhry 2006, be denoted by
GeoX/1C/1. The equilibrium condition of this queueing model requires that
the load ρ , λ/c < 1, with λ , E [A] = A
′
(1) (we use primes to indicate
derivatives).
We close this section with the following convention: the queue content rep-
resents the number of customers in the queue (i.e., not being served), whereas
the system content equals the number of customers in the total system. In
other words, the system content is equal to the queue content plus the number
of customers in service.
3 Moments of the customer delay
3.1 PGF of the customer delay
The delay W of a randomly tagged customer consists of two parts: the first
part (W1) is the time required to serve the ‘older’ batches and the second (W2)
is the time needed, starting at the end of the first part, until the batch con-
taining the tagged customer is completely filled. Let us consider the example
depicted in Fig. 1. The tagged customer is indicated by T , J represents its
arrival slot, and the number of customers in the system in front of (behind) T
at the beginning of slot J+1 is denoted by F (M) and is equal to 43 (2) in the
example. Furthermore, we assume that the server capacity c equals 10 in this
example. W1 then equals
⌊
F
c
⌋
= 4 slots (b.c represents the floor function, i.e.
bxc = max{n ∈ N | n ≤ x}). WhetherW2 is zero or not depends on the system
content at the end of the first part, which we designate by P . At that time,
the system contains the customers in front of the tagged customer T (F mod
c with ‘mod’ the modulo operator), T itself and the customers in the queue
behind T (M+
∑W1
k=1 AJ+k), leading to P = (F mod c)+1+M+
∑W1
k=1 AJ+k.
Since P = 9 < c = 10 in this example, the server waits to initiate a new ser-
vice. After two slots of waiting, 10 customers have accumulated in the system
5and the batch containing T is processed (W2 = 2 in the example).
Fig. 1 Example of the two parts of the customer delay and illustration of some notations
and relations between them
As demonstrated in the introductory example, W = W1 +W2, so that
W (z) , E
[
zW
]
= E
[
zW1zW2
]
.
The introductory example further illustrates that W2 depends on W1 through
P and, as a result, they are independent if P is given. Exploiting this key
observation and taking into account that P ≥ 1 (because P contains at least
the tagged customer), produces:
E
[
zW1zW2
]
=
∞∑
p=1
Pr [P = p] E
[
zW1zW2 |P = p
]
=
∞∑
p=1
Pr [P = p] E
[
zW1 |P = p
]
E
[
zW2 |P = p
]
. (1)
In the subsequent lemmas, expressions are obtained for E
[
zW2 |P = p
]
and
E
[
zW1xP
]
. These will then be used in (1), which will yield the final formula
for W (z).
Lemma 1
E
[
zW2 |P = p
]
= 1 + (z − 1)
c−1∑
n=0
1
n!
∂n
∂xn
xp
1− zA(x)
∣∣∣∣
x=0
. (2)
Proof Let us start from the following relation:
Pr[W2 > m|P = p] = Pr[p+ A˜1 + · · ·+ A˜m < c] , m ≥ 0 , (3)
with A˜k the number of customer arrivals during the k
th slot after the first
part of the tagged customer’s delay. Multiplying both sides of (3) by zm and
6summing over all m produces
E
[
zW2 |P = p
]
− 1
z − 1
=
∞∑
m=0
zm
c−1∑
n=0
Pr
[
p+ A˜1 + · · ·+ A˜m = n
]
=
∞∑
m=0
zm
c−1∑
n=0
1
n!
∂n
∂xn
xpA(x)m
∣∣∣∣
x=0
=
c−1∑
n=0
1
n!
∂n
∂xn
xp
1− zA(x)
∣∣∣∣
x=0
,
which yields equation (2). Mark that the second step follows from the prob-
ability generating property of PGF’s and the fact that xpA(x)m is the PGF
corresponding to p + A˜1 + · · · + A˜m (due to the IID nature of the numbers
of consecutive customer arrivals). Furthermore, the last step requires that
|zA(x)| < 1 in the neighbourhood of x = 0, which is valid for at least every
z ≤ 1, because |A(0)| < 1. uunionsq
As mentioned above, an expression for E
[
zW1xP
]
is established in the follow-
ing lemma:
Lemma 2
E
[
zW1xP
]
=
x
c
c−1∑
m=0
D(u(z, x)εm, x)
u(z, x)c − xc
u(z, x)εm − x
u(z, x)εm
u(z, x)c
, (4)
with
– D(z, x) , E
[
zFxM
]
,
– z1/c , |z|1/ceıArg(z)/c, whereby ı characterises the imaginary unit, |z| is
the absolute value of z and Arg(z) represents the principal value of the
argument of z (i.e. it is a mapping in the interval ]− pi, pi]),
– u(z, x) , (zA(x))1/c,
– εm = e
ı2pim/c , 0 ≤ m ≤ c − 1, i.e. the consecutive εm’s constitute the c
complex cth roots of unity.
Proof Let us denote the mass function ofD(z, x) by d(n,m) , Pr [F = n,M = m].
Invoking the relations W1 =
⌊
F
c
⌋
and P = (F mod c) + 1 +M +
∑W1
k=1 AJ+k,
we have that
E
[
zW1xP
]
= x
∞∑
n=0
c−1∑
l=0
∞∑
k=0
d(nc+ l, k)znxlxkA(x)n .
In order to relate E
[
zW1xP
]
with D(z, x), we make use of the sifting property
of the Kronecker delta function δ(.) (δ(.) is 1 when its argument is zero and 0
otherwise)
zn =
c−1∑
j=0
(
z1/c
)nc+l−j
δ(l − j) , ∀(n, l) ∈ N× [0, c− 1] .
7and the following relation between the Kronecker delta function and the c
complex cth roots of unity:
δ(l − j) =
1
c
c−1∑
m=0
εnc+l−jm , ∀(n, l, j) ∈ N
3 .
We now obtain subsequently for E
[
zW1xP
]
:
E
[
zW1xP
]
= x
∞∑
n=0
c−1∑
l=0
∞∑
k=0
c−1∑
j=0
d(nc+ l, k)u(z, x)nc+l−jxjxkδ(l − j)
= x
∞∑
n=0
c−1∑
l=0
∞∑
k=0
c−1∑
j=0
d(nc+ l, k)u(z, x)nc+l−jxjxk
c−1∑
m=0
1
c
εnc+l−jm
=
x
c
c−1∑
m=0
D(u(z, x)εm, x)
c−1∑
j=0
u(z, x)−jxjε−jm .
Working out the second sum yields (4). uunionsq
Corollary 1
W1(z) , E
[
zW1
]
=
1
c
c−1∑
m=0
D(z1/cεm, 1)
z − 1
z1/cεm − 1
z1/cεm
z
. (5)
Proof Letting x→ 1 in (4) and making use of the definition of u(z, x), yields
formula (5). uunionsq
Now, it is obvious that an expression for D(z, x) has to be established. This
expression is provided in the following lemma:
Lemma 3
D(z, x) = Q(z)
A(z)−A(x)
λ(z − x)
, (6)
with Q(z) the PGF corresponding to Q, the queue content at the beginning of
a random slot in the steady state:
Q(z) =
(1− ρ)(zc − 1)
zc −A(z)
c−1∏
j=1
z − zj
1− zj
, (7)
whereby the zj’s, 1 ≤ j ≤ c− 1, are the complex roots of z
c−A(z) in the open
complex unit disk {z : z ∈ C, |z| < 1}.
8Proof Let us denote the queue content at the beginning of slot J by QJ and
let B be the number of customer arrivals during slot J and before T . We then
have that F = QJ + B. Further, due to the IID character of the consecutive
numbers of customer arrivals, and since M is also equal to the number of
customer arrivals during slot J after the tagged customer, QJ is independent
of B and M and QJ has the same distribution as Q. Hence,
D(z, x) = E
[
zFxM
]
= E
[
zQJ
]
E
[
zBxM
]
= Q(z)E
[
zBxM
]
. (8)
We can extract Q(z) from the PGF U(z) of the system content (i.e. including
the customers in service) at the beginning of a random slot. Indeed, the system
content at the beginning of an arbitrary slot is equal to the queue content at
the previous slot plus the number of customer arrivals during the previous
slot. The queue content of the previous slot is equally distributed as the queue
content at the next slot due to the steady state. Hence, Q(z) = U(z)/A(z).
Making use of the expression for U(z) found in Claeys et al. 2007, yields
(7). Furthermore, E
[
zBxM
]
in expression (8) can be obtained by taking into
account that an arbitrary customer is more likely to arrive in a slot with more
customer arrivals (see e.g. Bruneel and Kim 1993):
E
[
zBxM
]
=
A(z)−A(x)
λ(z − x)
,
finally leading to (6). uunionsq
Remark 1 The formula for the PGF of the system content from Claeys et al.
2008 is valid under the assumption that the highest common factor of the set
of integers {{c}∪{n ∈ N : Pr [A = n] 6= 0}} equals 1 (this is usually the case).
Now, substitution of (2) in (1), using the probability generating property of
PGF’s, and taking into account (4) and (5) yields the final expression for
W (z):
Theorem 1
W (z) = W1(z) + (z − 1)
c−1∑
n=0
1
n!
∂n
∂xn
E
[
zW1xP
]
1− zA(x)
∣∣∣∣∣
x=0
, (9)
with W1(z) given by (5) and E
[
zW1xP
]
given by (4).
3.2 Extracting moments from the PGF
In this section, we compute the mean and the variance of the customer delay
by applying the moment generating property of PGF’s to (9).
Theorem 2 The mean value of the customer delay equals
E [W ] =
1
λ

c−1∑
j=1
1
1− zj
+
A
′′
(1)− λ(c − 1)
2(c− λ)

 . (10)
9Proof Taking the first derivative of (9) at z = 1, yields:
E [W ] = E [W1] +
c−1∑
n=0
1
n!
∂n
∂xn
E
[
xP
]
1−A(x)
∣∣∣∣∣
x=0
. (11)
E [W1], in turn, is found by taking the first derivative of (5) at z = 1:
E [W1] =
−λc+ 2E [Q]λ+ λ+A
′′
(1)
2λc
. (12)
In the latter expression, we have exploited that Q(εm) = 0 if m 6= 0. Further,
applying the moment generating property to (7) yields:
E [Q] =
c−1∑
j=1
1
1− zj
−
λ(c− 1)
2(c− λ)
+
A
′′
(1)
2(c− λ)
. (13)
Substituting (12) and (13) in (11) and taking into account that
c−1∑
n=0
1
n!
∂n
∂xn
E
[
xP
]
1− A(x)
∣∣∣∣∣
x=0
=
c− λ
cλ
c−1∑
j=1
1
1− zj
,
(see appendix A for a proof of this identity), produces:
E [W ] =
−λc
2λc
+
1
c
c−1∑
j=1
1
1− zj
−
λ(c− 1)
2c(c− λ)
+
A
′′
(1)
2c(c− λ)
+
λ
2λc
+
A
′′
(1)
2λc
+
c− λ
cλ
c−1∑
j=1
1
1− zj
.
Rearrangement of the terms leads to (10). uunionsq
Remark 2 Comparison of formula (10) for E [W ] with expression (13) for E [Q]
learns us that E [W ] = E [Q] /λ, which is in agreement with Little’s law (see
e.g. Fiems and Bruneel 2002).
The variance of the customer delay can also be obtained by applying the
moment generating property of PGF’s to (9):
Var [W ] = W
′′
(1) + E [W ]− E [W ]
2
.
The second derivative of (9) at z = 1 reads:
W
′′
(1)
= W
′′
1 (1) + 2
c−1∑
n=0
1
n!
∂n
∂xn
(1 −A(x)) ∂∂zE
[
zW1xP
]∣∣
z=1
+A(x)E
[
xP
]
(1−A(x))2
∣∣∣∣∣
x=0
.
Computing the right-hand-side of this equation is difficult. In order to avoid
this calculation, we follow an alternative route, leading to the following theo-
rem:
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Theorem 3 The second derivative of W (z) at z = 1 can be written as
W
′′
(1) =W
′′
1 (1) + 2
c−1∑
p=1
∞∑
w=0
θ(p, w)
[
w
c−1−p∑
n=0
1
n!
dn
dxn
1
1−A(x)
∣∣∣∣
x=0
+
c−1−p∑
n=0
1
n!
dn
dxn
A(x)
(1−A(x))2
∣∣∣∣
x=0
]
, (14)
with
θ(p, w) , Pr [P = p,W1 = w] , (15)
W
′′
1 (1) =
12E [Q]λ− 12E [Q]λc+ 6A
′′
(1) + 2A
′′′
(1) + 6Q
′′
(1)λ
6c2λ
+
6E [Q] (1)A
′′
(1) + 5λc2 − 6A
′′
(1)c+ λ− 6cλ
6c2λ
+
2
c2
c−1∑
m=1
Q
′
(m) [A(m)− 1] 
2
m
λ(m − 1)2
,
with E [Q] given by (13),
Q
′′
(1) =
1
6(c− λ)2
[
6
{
cλ+ cλ2 − λ2 +A
′′
(1)c− c2λ−A
′′
(1)λ
} c−1∑
j=1
1
1− zj
+6
{
λ2 − 2cλ+ c2
} c−1∑
k=1
c−1∑
l=1,l 6=k
1
(1− zk)(1 − zl)
+3A
′′
(1)λ− 3A
′′
(1)cλ− 2λA
′′′
(1) + 4λ2
−6cλ2 + 2λ2c2 + c3λ− cλ
+ 3A
′′
(1)2 − 3A
′′
(1)c2 + 3A
′′
(1)c+ 2cA
′′′
(1)
]
,
and
Q
′
(m) =
(c− λ)
m(1−A(m))
c−1∏
j=1
m − zj
1− zj
.
Proof Invoking (15) and the definition of PGF’s transforms (9) into:
W (z)
= W1(z) + (z − 1)
∞∑
p=1
∞∑
w=0
θ(p, w)zw
c−1∑
n=0
1
n!
∂n
∂xn
xp
1− zA(x)
∣∣∣∣
x=0
. (16)
11
It is obvious that the nth derivative of xp/(1− zA(x)) in x = 0 equals zero if
n < p. Further, by means of Leibniz’s rule for the derivative of a product, we
can write that
∂n
∂xn
xp
1− zA(x)
∣∣∣∣
x=0
=
n∑
k=0
(
n
k
)
∂k
∂xk
xp
∣∣∣∣
x=0
∂n−k
∂xn−k
1
1− zA(x)
∣∣∣∣
x=0
. (17)
It is clear that the kth derivative in (17) is equal to zero if k 6= p. Hence, (17)
reduces to
∂n
∂xn
xp
1− zA(x)
∣∣∣∣
x=0
=
{(
n
p
)
p! ∂
n−p
∂xn−p
1
1−zA(x)
∣∣∣
x=0
if n ≥ p ,
0 if n < p .
(18)
Substituting (18) in (16) produces:
W (z)
= W1(z) + (z − 1)
∞∑
p=1
∞∑
w=0
θ(p, w)zw
c−1∑
n=p
1
(n− p)!
∂n−p
∂xn−p
1
1− zA(x)
∣∣∣∣
x=0
= W1(z) + (z − 1)
c−1∑
p=1
∞∑
w=0
θ(p, w)zw
c−1−p∑
n=0
1
n!
∂n
∂xn
1
1− zA(x)
∣∣∣∣
x=0
. (19)
Taking the second derivative of (19) at z = 1 leads to (14). Finally, W
′′
1 (1) is
obtained by taking the second derivative of (5) at z = 1 and Q
′′
(1) and Q
′
(εm)
can analogously be deduced by taking the appropriate derivative of (7). uunionsq
We can calculate θ(p, w) by inverting the PGF E
[
zW1xP
]
(e.g. with the inverse
discrete Fast Fourier Transform), given in (4).
Remark 3 The previous analysis simplifies considerably in the case of a Bernoulli
distribution of the number of customer arrivals in an arbitrary slot:
– Q(z) = z
c−1
c(z−1) . This is because the denominator ofQ(z), z
c−A(z), becomes
a polynomial of degree c, of which we know the zeroes: z0 = 1, z1, z2, . . . zc−1.
– D(z, x) = Q(z) = z
c−1
c(z−1) , because at most 1 customer can arrive in a slot
and the tagged customer arrives during slot J .
– W1 = 0. Indeed, due to the single-slot service times and Bernoulli ar-
rivals, the queue cannot contain c or more customers upon an arrival of
a customer. When the cth customer of a batch (i.e. the last customer of
that batch) arrives during a slot, the c customers are served during the
next slot, so that a possibly arriving customer during the latter slot finds
an empty queue. This property can be verified by using Q(z) = z
c−1
c(z−1) ,
A(z) = 1 − λ + λz and the property that c(1−z)2 =
1
cz
∑c−1
m=0
z1/cεm
(1−z1/cεm)2
(see Appendix B) in (5).
– W2 given P equals the sum of c− p geometrically distributed interarrival
times, if p ≤ c and W2 = 0 else. This property can be verified by substi-
tuting A(x) by 1− λ+ λx in (2).
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Summarized, the PGF of the customer delay in case of a Bernoulli distribution
reduces to
W (z) =
1− (1− λ)z
c(1− z)
[1− (1 − λ)z]c − (λz)c
[1− (1− λ)z]
,
so that
E [W ] =
c− 1
2λ
,
and
Var [W ] =
−7 + c2 − 6cλ+ 6λ+ 6c
12λ2
.
3.3 Comparison of the moments for several distributions for the number of
customer arrivals in a slot
In this section, we compare the mean and the variance of the customer delay
for the following distributions of the number of customer arrivals during an
arbitrary slot:
– Bernoulli: A(z) = 1− λ+ λz
– Poisson: A(z) = eλ(z−1)
– Geometric: A(z) = 1/(1 + λ− λz)
– The ‘c-centered’ distribution:
A(z) =
c− λ
c
+
λ
2c
(zc−1 + zc+1) .
When customers arrive in this case, either c− 1 or c+ 1 customers arrive
and this occurs with an equal probability.
All cases lead to a mean number of per-slot arrivals of λ. The mean and vari-
ance of the customer delay are plotted versus the load ρ for these distributions
in Fig. 2. The server capacity equals 10. We observe that the resulting E [W ]’s
are nearly equal in the case of small load, while they differ considerably for
larger values of the load. Further, the resulting Var [W ]’s differ even when the
load is small. The moments of the customer delay in cases whereby several
customers can arrive during a slot, can thus not be approximated well by
their corresponding moments in case of Bernoulli arrivals (which are easier to
calculate) or even Poisson arrivals. Finally, the curves corresponding to the
Bernoulli distribution stop at ρ = 0.1. Indeed, λ = 1 in this case and λ also
represents the probability that a customer arrives during a random slot in this
case and probabilities cannot exceed 1. Hence, the moments of the customer
delay in case of batch arrivals can thus not be approximated at all by their
Bernoulli equivalents when λ > 1.
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arrivals during a slot
4 Tail probabilities of the customer delay
4.1 Approximation of the tail probabilities
The PGF of the customer delay (formula (9)) is not useful to obtain tail
probabilities (only in the case of Bernoulli arrivals, it is quite straightforward to
extract tail probabilities). Therefore, we resort to an alternative, approximate
analysis. To this end, we redefine W2 and call it W˜2. As above, W˜2 represents
the time until the service batch with the tagged customer is completely filled,
but now W˜2 starts at the beginning of slot J +1, instead of after the first part
of the customer delay. Note that W˜2 can be smaller than W1, when enough
customers have arrived to fill the served batch of the tagged customer before
the preceding batches are served (see e.g. the example depicted in Fig. 3). This
implies that
W = max(W1, W˜2) ,
which yields
Pr [W > w] = Pr
[
W1 > w ∨ W˜2 > w
]
= Pr [W1 > w] + Pr
[
W˜2 > w
]
− Pr
[
W1 > w ∧ W˜2 > w
]
.
The major difficulty is the calculation of Pr
[
W1 > w ∧ W˜2 > w
]
. However,
one intuitively expects that if w is large, this joint probability is small as
compared to the marginal probabilities. Therefore, we equate this with zero,
which leads to the following approximation formula:
Pr [W > w] ' Pr [W1 > w] + Pr
[
W˜2 > w
]
. (20)
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Fig. 3 Example of the two parts of the customer delay (c = 10) with the new definition of
the second part of the customer delay
We evaluate this approximation in the next subsection. Let us first calculate
both marginal tail probabilities separately in the subsequent theorems.
Theorem 4 (i) zc − A(z) has one zero z˜ with smallest modulus outside the
unit circle. This zero is a positive real number and it has multiplicity one.
(ii) Pr [W1 > w] '
−z˜−(w+1)c [A(z˜)− 1] (1− ρ)(z˜c − 1)
∏c−1
i=1
z˜−zi
1−zi
λ(z˜ − 1)2 [z˜c−1c−A′(z˜)]
. (21)
Proof (i) This is proved in Bruneel et al. 1994.
(ii) We obtain the following formula for W1(z
c) by substituting x by 1 and z
by zc in formula (5) and further substituting Q(z) by its expression (7):
W1(z
c) =
(zc − 1)2(1− ρ)z
cλzc
c−1∑
m=0
[A(zεm)− 1] εm
[zc −A(zεm)] [zεm − 1]
2
c−1∏
i=1
zεm − zi
1− zi
. (22)
On account of (i), we have that z˜ε−1m is a zero of z
c − A(zεm) and that this
zero has the same modulus as z˜, and this for all m, 0 ≤ m ≤ c − 1. Further,
the equation zc − A(zεm) has no other zero zˆ with modulus smaller than z˜,
because zˆεm would then be a zero of z
c−A(z) with a smaller modulus than z˜.
As a result, W1(z
c) has c dominant poles z˜ε−1m (m = 0, . . . , c− 1). In a similar
manner as in Bruneel and Kim 1993, section 4.1.3.2, we obtain approximation
formula (21) (for more details we refer to appendix C): uunionsq
An expression for Pr
[
W˜2 > w
]
is deduced in the following theorem:
Theorem 5
Pr
[
W˜2 > w
]
=
c−2∑
m=0
1
m!
∂m
∂zm
A(z)w
zc − 1
c(z − 1)
A(z)− 1
λ(z − 1)
∣∣∣∣
z=0
. (23)
Proof We start from the following relation (we refer to Fig. 3 for a reminder
of the notations):
Pr
[
W˜2 > w
]
= Pr
[
(F mod c) + 1 +M +
w∑
i=1
AJ+i < c
]
. (24)
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In order to compute the right-hand-side of (24), we make use of the probability
generating property of PGF’s. Therefore, we first compute E
[
z(F mod c)zM
]
.
Along the same lines as we deduced E
[
zW1xP
]
, we find
E
[
z(F mod c)zM
]
=
1
c
c−1∑
j=0
εj
zc − 1
z − εj
D(εj , z) . (25)
Since
D(εm, z) =
{
A(z)−1
λ(z−1) if m = 0 ,
0 if m 6= 0 ,
(see (6)), (25) transforms into:
E
[
z(F mod c)zM
]
=
zc − 1
c(z − 1)
A(z)− 1
λ(z − 1)
. (26)
Applying the probability generating property of PGF’s to (24) and appealing
to (26), produces
Pr
[
W˜2 > w
]
=
c−1∑
m=1
1
m!
∂m
∂zm
zA(z)w
zc − 1
c(z − 1)
A(z)− 1
λ(z − 1)
∣∣∣∣
z=0
.
Applying Leibniz’s rule for the derivative of a product finally yields (23). uunionsq
4.2 Evaluation of the approximation
In this section, we evaluate approximation formula (20). In fact, two types of
possible inaccuracies appear in the approximation formula:
– The inaccuracy stemming from the approximation of Pr [W1 > w], based
on the dominant poles of W1(z
c).
– The error created by omitting the joint probability Pr
[
W1 > w ∧ W˜2 > w
]
.
Since it is generally known that approximations based on dominant poles are
extremely accurate for w  1 (see e.g. Bruneel and Kim 1993, section 4.1.3),
we evaluate the second error type. Since the absolute value of the relative error
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equals∣∣∣∣∣∣
Pr [W1 > w] + Pr
[
W˜2 > w
]
− Pr [W > w]
Pr [W > w]
∣∣∣∣∣∣
=
∣∣∣∣∣∣
Pr
[
W1 > w ∧ W˜2 > w
]
Pr [W1 > w] + Pr
[
W˜2 > w
]
− Pr
[
W1 > w ∧ W˜2 > w
]
∣∣∣∣∣∣
=
1
Pr[W1>w]+Pr[W˜2>w]
Pr[W1>w∧W˜2>w]
− 1
≤
1
Pr[W1>w]+Pr[W˜2>w]
min (Pr[W1>w],Pr[W˜2>w])
− 1
=
min (Pr [W1 > w] ,Pr
[
W˜2 > w
]
)
Pr [W1 > w] + Pr
[
W˜2 > w
]
−min (Pr [W1 > w] ,Pr
[
W˜2 > w
]
)
,
we obtain the following upper bound β for the relative error:
β ,
min (Pr [W1 > w] ,Pr
[
W˜2 > w
]
)
Pr [W1 > w] + Pr
[
W˜2 > w
]
−min (Pr [W1 > w] ,Pr
[
W˜2 > w
]
)
.
Note that 0 < β ≤ 1 and that β = 1 if and only if Pr [W1 > w] = Pr [W2 > w].
Also, Pr [W1 > w]  Pr [W2 > w] or reversibly, leads to β  1 . In light-
traffic situations (i.e. the load ρ → 0), customers arrive rarely, so that the
delay of a random customer is usually dominated by the second part, leading
to Pr [W1 > w] Pr [W2 > w]. On the other hand, customers arrive frequently
in heavy-traffic circumstances (i.e. ρ→ 1), so that the delay is typically domi-
nated by the first part, leading to Pr [W1 > w] Pr [W2 > w] . In these cases,
β  1, so that the approximation is certainly accurate. As we expect that
Pr [W1 > w] increases as ρ increases, whereas Pr [W2 > w] decreases, we ex-
pect that β first increases as a function of ρ, until β reaches one, and then β
decreases when ρ increases. As a result, we also expect that there exists an
interval wherein Pr [W1 > w] ≈ Pr [W2 > w], so that β ≈ 1, implying that the
approximation might be (but is not certain to be) inacurrate.
In order to exemplify these issues and to examine the magnitude of this in-
terval (we assume that a relative error smaller than 10−3 is accurate), β is
plotted versus the load in Fig. 4 for w-values of 10, 30 and 50 and for various
distributions of the number of customer arrivals per slot. We observe that the
approximation is indeed extremely accurate for ρ → 0 and ρ → 1 and there
exists an interval wherein the approximation formula might be inaccurate. We
see, however, that this interval is extremely small and that its length decreases
as w increases. Finally, we observe that the position of the interval and the
magnitude of β are highly dependent on the distribution of the number of
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customer arrivals in a slot. Comparison with Fig. 2 learns that the position
where β = 1 is close to the position where E [W ] and Var [W ] reach their
minimum. The reason that E [W ] and Var [W ] increase after reaching their
minimum is that W1 becomes larger and starts to dominate over W2. Before
the minimum W2 dominates. Thus the maximum of β is indeed expected to
occur for the same ρ that E [W ] and Var [W ] reach their minimum. We also
observe that the interval is larger when the load corresponding to β = 1 is
smaller. The asymptote of E [W ] and Var [W ] for ρ → 1 is then further away
of their minimum, implying that W (and thus W1) increases softly just after
the minimum. Therefore, W1 dominates only mildly for a wider region of ρ
and the interval of possible inaccurateness is larger. Either way, the approxi-
mation is very accurate except for possibly a small interval in the load. The
approximation is also better when w is larger.
4.3 Comparison of the tail probabilities for several distributions of the
number of customer arrivals in a slot
In section 3.3, we have observed that the mean and the variance of the cus-
tomer delay are significantly influenced by the distribution of the number
of customer arrivals in an arbitrary slot. In this section, we study whether
this is also the case for the probabilities Pr [W > w]. In order to do so, we
plot the approximation of Pr [W > w] versus w in Fig. 5 for several distribu-
tions of the number of customer arrivals per slot and for ρ = 0.3 (part a)
and for ρ = 0.8 (part b). We see that the speed by which the probabilities
Pr [W > w] decrease as a function of w differs significantly. In addition, we
observe, in general, that when the mean and the variance of W are largest for
some distribution, the probabilities decrease slower. For instance, we observe
that Pr [W > w] decreases faster for the geometric distribution than for the
c-centered distribution when ρ = 0.3, while it is the other way around for
ρ = 0.8.
5 Conclusions
In this paper, we have deduced moments and accurate tail probabilities of
the customer delay in a discrete-time queueing system with batch arrivals
and a batch server that always processes at full capacity. In order to analyze
the moments, we have conceived the customer delay as the sum of two non-
overlapping parts, whereas for the tail probabilities, it has turned out to be
more practical to interpret the delay as the maximum of two time periods.
We have also demonstrated that the distribution of the number of customer
arrivals in a random slot has a significant impact on the moments and the tail
probabilities of the customer delay.
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Fig. 4 β versus ρ for several values of w and various distributions of the number of customer
arrivals during a slot
A Proof of
∑c−1
n=0
1
n!
∂n
∂xn
E[xP ]
1−A(x)
∣∣∣∣
x=0
= c−λ
cλ
∑c−1
j=1
1
1−zj
First, we elaborate on E
[
xP
]
. Therefore, we substitute z by 1 in (4) and we use that
u(z, x) = (zA(x))1/c:
E
[
xP
]
=
x
c
c−1∑
m=0
D
(
A(x)1/cm, x
) A(x)− xc
A(x)1/cm − x
A(x)1/cm
A(x)
=
x
c
c−1∑
m=0
Q
(
A(x)1/cm
) A (A(x)1/cm) −A(x)
λ
[
A(x)1/cm − x
]
·
A(x) − xc
A(x)1/cm − x
A(x)1/cm
A(x)
=
x
c
c−1∑
m=0
(A(x)− 1)(c− λ)
c
[
A(x) −A
(
A(x)1/cm
)] c−1∏
j=1
A(x)1/cm − zj
1− zj
·
A
(
A(x)1/cm
)
−A(x)
λ
[
A(x)1/cm − x
]2 A(x)− xcA(x) A(x)1/cm ,
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Fig. 5 Pr [W > w] versus w for various distributions of the number of customer arrivals
during a slot
whereby we have utilized expressions (6) and (7) of D(z, x) and Q(z) respectively. This leads
us to the following expression for
E[xP ]
1−A(x)
:
E
[
xP
]
1− A(x)
=
c− λ
cλ
x(xc −A(x))
·

 −1
cA(x)
c−1∑
m=0
mA(x)1/c
(x− mA(x)1/c)2
c−1∏
j=1
mA(x)1/c − zj
1− zj

 . (27)
It is obvious that the part between the square brackets is tedious. We will now elaborate on
this part. Consider the following partial fraction expansion:
∏c−1
j=1
x−zj
1−zj
xc − t
=
c−1∑
m=0
1
x− mt1/c
c−1∏
j=1
(
mt
1/c − zj
1− zj
)
1
c
[
mt1/c
]c−1 . (28)
Taking the first derivative with respect to x of the right-hand side of this equation gives:
−1
ct
c−1∑
m=0
mt
1/c
(x− mt1/c)2
c−1∏
j=1
(
mt
1/c − zj
1− zj
)
.
Substituting t by A(x) yields the tedious part between brackets in (27). Hence, this is equal
to the first derivative with respect to x of the LHS of (28) evaluated at t = A(x). This is
equal to ∏c−1
l=1
x−zl
1−zl
xc − A(x)

c−1∑
j=1
1
x− zj
−
cxc−1
xc −A(x)

 .
Hence,
E
[
xP
]
1− A(x)
=
c− λ
cλ
c−1∏
l=1
x− zl
1− zl

c−1∑
j=1
x
x− zj
−
cxc
xc −A(x)

 .
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Because xc −A(x) is the part of the denominator of U(x), the PGF of the system content,
that produces the zeroes zl, we can substitute x
c −A(x) by
∏c−1
l=1 (x− zl)f(x), with f(x) a
function that has no zeroes in the open complex unit disk {z : z ∈ C, |z| < 1}. Hence:
E
[
xP
]
1− A(x)
=
c− λ
cλ
c−1∏
l=1
1
1− zl

c−1∑
j=1
x
c−1∏
k=1,k 6=j
(x− zk)−
cxc
f(x)

 .
Note that if we take the nth (0 ≤ n ≤ c− 1) derivative of the previous expression at x = 0,
the second term vanishes. This implies consequently:
c−1∑
n=0
1
n!
∂n
∂xn
E
[
xP
]
1−A(x)
∣∣∣∣∣
x=0
=
c− λ
cλ
c−1∏
l=1
1
1− zl
c−1∑
n=0
1
n!
∂n
∂xn
x
c−1∑
j=1
c−1∏
k=1,k 6=j
(x− zk)
∣∣∣∣∣∣
x=0
. (29)
We can see that the rightmost side of (29) is the product of c−λ
cλ
∏c−1
l=1
1
1−zl
and the
Maclaurin expansion of a polynomial H(z) of degree c − 1, evaluated at z = 1, whereby
H(z) , z
∑c−1
j=1
∏c−1
k=1,k 6=j(z − zk). This leads to:
c−1∑
n=0
1
n!
∂n
∂xn
E
[
xP
]
1− A(x)
∣∣∣∣∣
x=0
=
c− λ
cλ
c−1∏
l=1
1
1− zl
c−1∑
j=1
c−1∏
k=1,k 6=j
(1 − zk)
=
c− λ
cλ
c−1∑
j=1
1
1− zj
.
uunionsq
B Proof of c
(1−z)2
= 1
cz
∑c−1
m=0
z1/cεm
(1−z1/cεm)2
By applying partial fraction expansion, we obtain:
1
xc − z
=
1
cz
c−1∑
m=0
z1/cεm
x− z1/cεm
.
Taking the first derivative in z of both hand sides, we find
cxc−1
(xc − z)2
=
1
cz
c−1∑
m=0
z1/cεm(
x− z1/cεm
)2 .
Letting x→ 1 finally produces:
c
(1− z)2
=
1
cz
c−1∑
m=0
z1/cεm(
1− z1/cεm
)2 .
uunionsq
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C Details about the tail approximation
In Bruneel and Kim 1993, an approximation for Pr [X = n] (n large) is established for the
situation where the PGF corresponding to the random variable X, X(z), has one dominant
singularity z∗ and that this singularity is a pole:
Pr [X = n] ≈ −Res
[
z−1−nX(z), z∗
]
,
with Res [f(z), z∗] the residue of f(z) in z∗. The germ of their approach is to consider the
right-hand-side of X(z) =
∑∞
n=0 Pr [X = n] z
n as the Laurent series of the function X(z)
and to apply the residue theorem. In this paper,W1(zc) has multiple dominant singularities,
leading to a sum of residues. In addition, we have to take into account that the powers of
the right-hand-side of W1(zc) =
∑∞
n=0 Pr [W1 = n] z
nc are multiples of c. Consequently, as
a residue is the coefficient corresponding to z−1 in the Laurent series, we find
Pr [W1 = n] ≈ −
c−1∑
j=0
Res
[
z−1−ncW1(z
c), z˜ε−1j
]
. (30)
As z˜ε−1j is a pole of W1(z
c) with multiplicity one, for all 0 ≤ j ≤ c− 1, (30) transforms into
Pr [W1 = n] ≈ −
c−1∑
j=0
lim
z→z˜ε−1
j
(z − z˜ε−1j )
W1,N (z
c)
W1,D(zc)
z−nc−1 ,
with W1,N (z) the numerator of W1(z) and W1,D(z) the denominator of W1(z). Application
of l’Hoˆpital’s rule and calculation of the sum leads to
Pr [W1 = n] ≈ −z˜
−(n+1)c W1,N (z˜
c)
d
dz
W1,D(z)
∣∣∣
z=z˜c
,
and hence
Pr [W1 > w] ≈ −
z˜−(w+1)c
z˜c − 1
W1,N (z˜
c)
d
dz
W1,D(z)
∣∣∣
z=z˜c
.
Making use of expression (22) yields formula (21).
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