ABSTRACT. We study an isoperimetric problem the energy of which contains the perimeter of a set, Coulomb repulsion of the set with itself, and attraction of the set to a background nucleus as a point charge with charge Z . For the variational problem with constrained volume V , our main result is that the minimizer does not exist if V − Z is larger than a constant multiple of max Z 2/3 , 1 . The main technical ingredients of our proof are a uniform density lemma and electrostatic screening arguments.
In this work, we study an energy functional for three-dimensional sets Ω ⊂ R 3 , given by
(1)
where |∂Ω| is the perimeter of the set Ω and Z ≥ 0 is given. Our main result is the following theorem.
Theorem 1. There exists a universal constant M such that the variational problem
does not have a minimizer if V ≥ Z + M max(Z 2/3 , 1).
On the other hand, when the volume of the set is small, the minimizer of the variational problem exists and is given by a ball centered at the origin.
Theorem 2. There exists a universal constant m such that for any V ≤ Z +m, the unique minimizer of the variational problem
for Z > 0 is given by Ω = B (V /|B 1 |) 1/3 (0).
The study of the variational problem (2) is a natural extension of our previous work [16] (see also the study by Knüpfer and Muratov in [12, 13] and a recent work by Frank and Lieb in [9] ), in particular, Theorem 1 is an extension of the nonexistence result when Z = 0 [16, Theorem 2] . It turns out that our proof of the extension, presented in Section 1, requires several new ideas. One of the essential ideas of our current proof is to explore the fact that if Ω has a large volume, far away from the nucleus, the nucleus charge should be (electrically) screened, and hence we are back to the situation without a background potential. To make this idea work, we need to analyze the electrostatic part of the problem and to use the following density lemma.
Lemma 1 (Density Lemma).
Let Ω be a minimizer of (2) Roughly speaking, the lemma states that the minimizing set cannot be too "thin" where the Coulomb potential generated by the nuclear charge is screened. We emphasize that the constant δ in the above density lemma is a universal constant, in particular, it does not depend on the gradient of the Coulomb potential generated by Ω which is potentially large in the ball.
The proof of Lemma 1 is similar in spirit to that of the density lemma [16, Lemma 4] in our previous work. However, the previous argument does not apply as competitors are constructed by deforming the set by a global dilation, which might tremendously increase the energy in the current case and hence is not useful. We thus have to turn to more delicate arguments that utilize local deformations of the set. The details are given in Section 2.
The version of Theorem 2 when Z = 0 was proved in [13] and later extended to various settings by [4, 8, 11, 18] (see also related works in [1, 5, 6, 10, 22, 23] ). Theorem 2 extends this type of results in the presence of an external potential. Our proof is close to the idea in [11] which uses a version of a quantitative isoperimetric inequality that measures the deficit of a set from a ball by the Coulomb potential. The proof is given in Section 3.
From the point of view of physics, Theorem 1 is related to the ionization conjecture in quantum mechanics, which states that the number of electrons that can be bound to an atomic nucleus of charge Z cannot exceed Z + 1. Theorem 1 gives an upper bound of the volume of the set for the nucleus of charge Z in the nonlocal isoperimetric model. The ionization conjecture, while still open for the Schrödinger equation, has been studied by many authors for different types of models in quantum mechanics (see e.g. [2, 3, 7, 14, 15, [19] [20] [21] ). Our study is motivated by this question, as the model (1) can be understood as a "sharp interface version" of the ThomasFermi-Dirac-von Weiszäcker (TFDW) model, a mean field type approximation of the many-body Schrödinger equation. See [16] for more remarks on the connection of the nonlocal isoperimetric model to the TFDW model.
Notation.
For r > 0, we denote by B r (x) the ball with center x and radius r , and B r if the center is the origin. For 0 < r 1 < r 2 , we denote A r 1 ,r 2 (x) the annulus with center x, inner radius r 1 and outer radius r 2 . Similarly A r 1 ,r 2 if the center is the origin. C and c denote generic constants (in particular, independent of Z and V ) whose value may change from line to line. Moreover, to avoid specifying unnecessary constants, we will use the notation x y which stands for x ≤ C y for some universal constant C . We write x ∼ y if both x y and x y hold. Finally, we use the notation x y to denote that y ≥ C x for a sufficiently large constant C .
PROOF OF THEOREM 1
In this section we prove Theorem 1 assuming the Density Lemma 1. The proof of the latter is given in Section 2. We will assume Z > 0, as the case Z = 0 is treated in our previous work [16] .
In fact, to ease the presentation, we will assume that Z is sufficiently large, which is the most interesting scenario for Theorem 1. We will also make the standing assumption that
since otherwise there is nothing to prove.
1.1. Electrostatic energy. The first step is to consider the electrostatic part of the energy
We define a radius R Z > 0 such that
. Let E es (Z ) be the electrostatic energy of B R Z :
To simplify notation, in the sequel, we denote χ Z := χ B R Z the characteristic function of the ball
For the electrostatic problem, it is natural to introduce Definition 2. The Coulomb norm of f is given by
The non-negativeness of the norm is obvious from the Fourier representation. The Fourier representation also yields the duality with the homogeneous Sobolev spaceḢ 1 (R 3 ):
The next proposition states that the ball B R Z minimizes the electrostatic part of the energy.
Proposition 3.
Provided V ≥ Z , we have
Proof. For any Ω ⊂ R 3 with finite volume,
where we have introduced u(x) defined as
Therefore, we have To get the first equality in (8) , notice that for V ≥ Z , we have
as we can break the excess volume (V − Z ) into tiny balls and place them far away from each other and from the origin, such that the Coulomb interaction between them is made arbitrarily small.
Going back to the full energy, we note an easy upper bound for the minimum energy of the variational problem (2).
Lemma 4. For E Z (V )
given as the infimum of the variational problem (2), we have for
where E 0 denotes E Z for Z = 0. Furthermore, for E 0 , we have
Proof. The proof of (10) For V 1, the estimate (11) follows by taking a ball with volume V as the test set. For V 1, the estimate follows from the sub-additivity by taking Z = 0 in (10).
Using Lemma 4, we now prove Lemma 5. We have
Proof. By taking V = Z in (10), we get
where the last inequality follows from (11) and the assumption that
we arrive at the conclusion since
With the above a priori bound for the energy, we are now ready to state and prove the main estimate of this subsection. The estimate states that the minimizer is "close" to the ball B R Z near the origin. More precisely, we have Proposition 6. Let Ω be a minimizer of (2) . Then
and also
Note that by definition |B R Z | = Z , so if V is not too large, (13) states that the minimizing set Ω almost fills the ball B R Z (the difference is of lower order) and (14) states that the minimizing set Ω has a small volume in the annulus A R Z ,2R Z .
Proof. Without loss of generality, we assume that Z > |B 1 | such that R Z > 1. Let ψ be the function
We estimate (15)
To control χ Z − χ Ω C , recall the calculation (9)
As shown in the proof of Proposition 3, the second term on the right hand side is non-negative, and hence
where we have used Lemma 5 in the last inequality.
Using the bound (16) in (15), we arrive at (recall that V − Z Z 2/3 )
The proof of (14) is similar. We replace ψ by
Then,
The estimate (14) follows.
1.2. Charge screening. The central idea of our proof is to screen the background nucleus charge, so that we may use the argument for the case without the nucleus from [16] . We set the effective nucleus charge as
. By (13), we have
where c 0 is a universal constant. Note that by Newton's theorem, outside the radius R Z , the nucleus charge is screened by the amount of positive charge in B R Z , which is given by |Ω ∩ B R Z |.
We will establish the following estimate of the volume of a minimizer Ω, which justifies the terminology of effective nucleus charge.
Proposition 7.
Let Ω be a minimizer of (2) of volume V , then
Note that Theorem 1 is an easy corollary of Proposition 7: By (18) and the definition of Z eff , we
. It suffices to prove Proposition 7. Note that we have V − Z Z eff since it is assumed (for proof by contradiction) that
We start the proof of Proposition 7 by showing that the nucleus charge is completely screened far away from the origin. However, Lemma 8 below is qualitative in the sense that it yields no control on the radius R starting from which we have complete screening. In view of Lemma 1, we strengthen this complete screening in terms of the modified potential φ x that ignores the effect of the nearby charges:
Hence φ x is the electric potential generated by the nucleus and the set Ω outside the ball B 1 (x).
Lemma 8. There exists a radius R ≥ 2R Z such that
Proof. We take a radius R such that
where c 0 is the universal constant in (17) . Note that if for all R < ∞, |Ω ∩ A R Z , R | < 6c 0 Z eff , we would have
which contradicts with the assumption
By (14) in Proposition 6 and the choice of R, we have
Together with (13) , this implies
Let us start with an elementary estimate for y ∈ B R Z (20)
Hence, we have the estimate Because of |Ω ∩ B R | − Z Z eff and Z eff V − Z by assumption, there is still substantial charge outside of radius R. Of this charge we consider the amount of order Z eff closest to the origin, roughly speaking. As φ x > 0 in B 1 (x) for |x| ≥ R by Lemma 8, we can now apply the Density Lemma 1 to see that this excess charge is not too scattered. We will use this to further screen the nucleus charge. Let N be the smallest positive integer which satisfies N δ ≥ 13c 0 Z eff , where δ is the universal constant in (4). We take a sequence of points {x 1 , · · · , x N } in Ω recursively defined as follows (see Figure 1 ):
∈ Ω in the sense of (3) , and for k ≤ N , after x j is chosen for j ≤ k − 1, we take
Also by Lemma 8, for each
we now further refine our screening estimate by using the balls centered at {x k }.
Lemma 9.
We have for all x with |x| ≥
The main point of Lemma 9 is that the additional charges concentrated in the balls k B 1 (x k ) manage to screen the nucleus charge already outside of the radius 2 3 L, while we know that there are still charges at radius L. This will be used in Lemma 11.
Proof. For any y ∈ k B 1 (x k ), we have
and hence
Combining with the inequality (20) 
which is equivalent to 12|x| − L > 13R Z + 1. The lemma follows by observing that 12|x| ≥ 8L and
The proof of Proposition 7 relies on the connectedness of the minimizing set Ω where the nucleus charge is screened. In connection with Lemma 9 this implies that outside of the radius 2 3 L and away from the points {x k } k=1,...,N , any point in Ω must be connected to the rest of Ω.
Lemma 10 (Connectedness). Define the set Ω as
where
is any universal constant (to be fixed later). Then for any x ∈ Ω and any radius
Proof. Suppose for some x ∈ Ω and some r
By comparing the energy of the minimizer Ω with the set that consists of Ω − B r (x) and a translation of Ω ∩ B r (x) far away so that the two pieces are well separated, we obtain by minimality
We now show that (24) cannot be true since the new configuration has the same interfacial energy thanks to (23) and strictly less electrostatic energy, as we shall presently argue. Note that for y ∈ B r (x), thanks to r < H − 1
Therefore,
3 L = , and hence (22) in Lemma 9 holds on B r (x).Also for each k, we have dist(x, B 1 (x k )) ≥ H − 1 > r , and thus
The last two statements combine to
Finally, we get
The contradiction with (24) concludes the proof.
Lemma 11 now shows that because there is a point in Ω at distance L (namely x N ) and in view of the connectedness from Lemma 10, there is a substantial amount of excess volume outside of 2 3 L and away from the {x k } k=1,...,N .
Lemma 11. We have for Ω defined in Lemma 10
Proof. By definition,
Thus, as by assumption V − Z Z eff and H being a universal constant, the conclusion of the lemma follows from
Since |Ω ∩ B R | − Z Z eff from Lemma 8, it suffices to consider the case 2 3 L + H > R and to show that
We now claim that by the choice of {x k },
such that x ∈ Ω in the sense of (3) and x ∈ k B 2 (x k ), we have |x − x k | ≥ 2 and also
H . Therefore |x| < |x k | for some k, which violates the definition of x k . (26) now follows from (27), since N Z eff .
We now use once more the connectedness to argue that the electrostatic energy coming from the charge outside of 2 3 L and away from the {x k }'s is substantial.
Lemma 12.
We have for the Coulomb energy of the set Ω defined in Lemma 10
Proof. By Lemma 11, it suffices to show that for any x ∈ Ω
We take the largest integer M such that We note that for fixed i = 1, . . . , M we have
so that (22) in Lemma 9 holds on B 1 (y i ). Moreover, because of
for any k = 1, . . . , N we have
Combined with (30), this gives
Therefore, (22) yields in particular
Hence we may apply Lemma 1 to get
Finally, by construction, {B 1 (y i )} i =1,...,M are pairwise disjoint so that for our fixed
We conclude by returning to the choice of M .
We are now ready to prove Proposition 7.
Proof of Proposition 7.
Suppose Ω is a minimizer with V − Z Z eff . First note that
where in the last inequality, we have used (26) and (17) . Therefore, there exists a
Let us consider the comparison set s
We have an upper bound for the energy of the set Ω (as in Lemma 4):
Using Proposition 6, we have
The last two estimates combine to, as V − Z 1,
On the other hand,
where we have used (33) and that N Z eff to obtain the last inequality. To further estimate the right hand side, we observe that
Therefore, using Lemma 9, the second term on the right hand side of (35) is non-negative. Thus, we obtain
where the last two terms on the right hand side of (35) have been combined.
, and hence
Combining with the upper bound (34), we obtain 1
Hence, we get a contradiction by choosing H sufficiently large. This concludes the proof.
PROOF OF THE DENSITY LEMMA 1
We now prove the Density Lemma 1, and so complete the proof of Theorem 1. Let us recall and reformulate the set up first. For simplicity of notation, up to a translation, we may assume that the ball considered in Lemma 1 is centered at the origin. Define the energy functional
|x − y| dx dy such that φ > 0 and ∆φ = 0 in B (note that by our assumption the nucleus is outside the ball).
This is the local (in B ) contribution to the total energy when the set Ω is fixed outside the ball.
The optimality of Ω then implies
for all Ω such that |Ω | ≤ |Ω| and Ω ∆Ω ⊂⊂ B.
Here Ω ∆Ω = (Ω − Ω) ∪ (Ω − Ω ) is the symmetric difference between two sets. Note that we do not require that the volume |Ω ∩ B | equals to |Ω ∩ B | as we have the freedom to remove part of the mass from the ball B and put it far away from Ω and pay energy E 0 (|Ω|−|Ω |) (as in Lemma 4).
Our goal is to show that if the origin is in the optimal set Ω in the measure-theoretic sense of (3), the volume |Ω ∩ B | is at least a universal constant δ > 0.
Let us give a sketch of the proof here. The first step is to reduce by dilating the ball to B R to the case that sup|∇φ| is small and the volume inside is 1 as in Section 2. 
Scaling argument.
Let us start with the following lemma which states that the potential φ cannot be too small if |∇φ| is large.
Lemma 13. Let φ satisfy the equation
for some set Ω and assume that φ ≥ 0 on B 1 . We then have
Proof. Define ψ as
Then h = φ − ψ + 2π is harmonic in B 2 and non-negative since 
we now show that it suffices to consider the following equivalent formulation of Lemma 1.
Lemma 14.
Let Ω be a set with 0 ∈ Ω (in the sense of (3)) and |Ω ∩ B R | = 1 that satisfies
for all Ω such that |Ω | ≤ |Ω| and Ω ∆Ω ⊂⊂ B R , where φ > 0, ∆φ = 0 and sup B R |∇φ| ≤ 1/R. Then we have R 1.
We prove Lemma 1 assuming Lemma 14, which in turn will be proved in the remaining of this section.
Proof of Lemma 1. Let M be a large universal constant that we will fix later, we will proceed in two cases depending whether sup B 1 (x) |∇φ x | ≤ M or not, where we recall that
Without loss of generality, we may assume x = 0 (by a translation) and |Ω ∩ B 1 | ≤ 1, we also simplify the notation and denote φ = φ x . Case 1. sup B 1 |∇φ| ≤ M . In this case, we will dilate the ball B 1 to a ball with large radius so that the dilated set has volume 1 inside. For this, we use a change of variable x → R x, with R 3 = 1/|Ω ∩ B 1 |, and define
We have then
by the definition of E φ,R in (40). Also it is easy to see that
Without loss of generality, we may assume that M /R ≤ 1 (as otherwise,
which readily implies Lemma 1). Hence, we get sup B R |∇ φ| ≤ 1/R. Applying Lemma 14 to Ω and φ, we obtain that R 1, and hence
Case 2. sup B 1 |∇φ| > M . Lemma 13 then implies, by taking M sufficiently large, that
φ sup
For r ∈ [0, 1), consider the competitor set Ω = Ω − B r ; we have (as in Lemma 4)
which implies that
.
Together with |Ω ∩ B 1 | ≤ 1, we obtain
Since by assumption, 0 ∈ Ω in the sense of (3) Without loss of generality, we will always assume R 1 as otherwise, there is nothing to prove. In this case, we will use a deformation F λ (see Figure 3) that stretches the annulus A 3 4 R,R into the annulus
Proof of Lemma 14: Case
For the set after the deformation, we have the following result. It states that the deformation increases the volume of the set, without increasing too much the energy E φ,R of the set.
Proposition 15.
Let E ⊂ A 3 4 R,R be a set of finite perimeter, we have for λ 1
and moreover,
Remark. The appearance of the good term −|E ∩ ∂B R | on the r.h.s. of (45), together with the a priori estimate in Lemma 16 below, will be crucial in the proof of Lemma 14.
Proof. We clearly have
|∇F λ (x) − Id| λ, and thus (49)
where J F λ denotes the Jacobian of F λ . Using the explicit form of F λ , we see
The estimates (44), (46), and (47) follow from the above properties of F , as we shall explain now. For the volume, we have
Next for the potential term, we calculate
where the last inequality uses sup|∇φ| ≤ 1/R. For the Coulomb repulsion term, we have
Note that by mean value theorem,
for some universal constant C . Hence substituting this into (52) and using (50), we obtain
Finally, we consider the estimate for the perimeter, which is more subtle. Recall that (see e.g., [17, Proposition 17.1]) if E is a set of finite perimeter and G : R n → R n is a diffeomorphism, then G(E ) is still a set of finite perimeter, with (in classical analysis, this is the area formula)
In particular, applying the above formula to G = F λ , we get
where we write ν E = (ν E , ν E ,r ) with ν E ,r parallel to the radial directionx = x |x| and ν E ⊥x and we have used in the inequality for r ≤ R,
Using |ν E | = 1 on ∂ * E , we have further
Subtracting |∂E ∩ B R |, we arrive at
In order to relate to |E ∩ ∂B R |, recall the divergence theorem
Applying this to T =x = x |x| , using that E ⊂ A 3 4 R,R stays away from the singularity at x = 0, we get
Substituting this into the previous inequality, we obtain the desired estimate for the perimeter.
This concludes the proof of the proposition.
To apply Proposition 15, the following a priori estimate will be useful.
Lemma 16. Under the same assumption as in Lemma 14, we have
Proof. The idea is to compare Ω to the set Ω = Ω − B R , which however is not quite possible since it changes Ω near the boundary of B R . Thus, we "coat" Ω ∩ ∂B R with a very thin layer and put the excessive volume at infinity, the optimality of Ω together with Lemma 4 then give us
We are now ready to prove Lemma 14. The idea is to compare the minimizer with a competitor by taking away the miminizer in the annulus A r −h/2,r +h/2 for r ∈ [ Therefore, it suffices to show (54).
Fixing r ∈ [ 3 4 R, 7 8 R] and taking h ∈ (0, 1], we denote
We now compare the set Ω with Ω given by (see Figure 3 )
for λ chosen such that Using again Proposition 15, we thus obtain
Adding up, we obtain
where in the second inequality, we have used E φ,R (Ω) − |Ω ∩ ∂B R | 1 from Lemma 16. By the optimality of Ω, we have
Furthermore, by the definition of E φ,R and since φ > 0 in B R , we get
and also Using the isoperimetric inequality, we have
Hence, combined with (56), we get
Thus for V (h) 1 the above inequality yields
where we have used that V (h) > 0 for any h > 0, as otherwise, Ω∩B r (which is non-empty as 0 ∈ Ω)
is disconnected with the rest of the set, which is impossible as the optimal Ω has to be connected Let Ω be the optimal set, using Lemma 16 and |Ω ∩ ∂B R | 1, we have
which, using the definition of E φ,R we upgrade to
Let us now show that we can find a ball of radius 1 inside B R such that the optimal set has a non-trivial amount of volume inside the ball, as stated in the following lemma. Consider a smooth symmetric convolution kernel ϕ δ of support in B δ with δ 1 to be deter-
We choose δ sufficiently small such that
This implies that at some point x ∈ B R , we have (ϕ δ * χ)(x) > 1/2. Since otherwise, if sup ϕ δ * χ ≤ 1/2, we would have
which contradicts (63). It follows then B 1 (x) is a ball satisfying all the conditions.
We now deform the set inside B in a way that the perimeter increases not more than proportionally to the increase of the volume. This is a crucial proposition which plays the same role as Then for every λ 1, there exists a set Ω with Ω ∆Ω ⊂⊂ B and
The proof of Proposition 18 follows a similar argument as the proof of Proposition 15. Instead of using an explicit formula to define F λ , the deformation F λ (x) in the current case is given by the solution map generated by a vector field ξ:
where the vector field is constructed by the following lemma.
Lemma 19. Under the assumptions of Proposition 18, there exists
Let us first prove the proposition assuming Lemma 19.
Proof of Proposition 18. We take Ω = F λ (Ω) for the deformation F λ constructed above. Using ξ C 2 (B ) 1 from Lemma 19, we have for
Thus, the estimates (66) and (67) follow from similar calculations in the proof of Proposition 15.
The perimeter estimate is in fact more straightforward now as |∂(Ω ∩ B )| 1, and hence we will omit the details.
For the volume, note that by Liouville's formula and Lemma 19, we have
Since Ω ∇ · ξ = 1 from Lemma 19, we have We finally address the last term: We note that the r.h.s. of (69) The proof is concluded by combining the above estimates.
PROOF OF THEOREM 2
We now prove Theorem 2. It is more convenient to rescale the problem such that we consider sets with volume equal to a unit ball. 
