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“What has four legs, two ears, and lives in a kennel?” 
“A dog.” 
“No, a rabbit; I lied about the kennel.” 
Abstract 
Hill, R., J.P. Karim, Searching with lies: the Ulam problem, Discrete Mathematics 106/107 
(1992) 273-283. 
Ulam’s problem is to determine the minimal number of yes-no queries sufficient to find an 
unknown integer between 1 and 220 if at most some given number e of the answers may be lies. 
The problem has recently been solved for the cases e = 1 and e = 2. In this paper, we solve the 
problem for the cases e = 3 and e = 4. We also discuss Ulam’s problem in the situation where 
all the queries must be stated in advance and may not make use of intermediate feedback. This 
last problem is equivalent to one of finding optimal error-correcting codes. 
1. Introduction 
Warn [9] raised the following problem: 
Someone thinks of a number between one and one million (which is just 
less than 2”). Another person is allowed to ask up to twenty questions, 
to which the first person is supposed to answer only yes or no. Obviously 
the number can be guessed by asking first: Is the number in the first 
half-million? and then again reduce the reservoir of numbers in the next 
question by one-half, and so on. Finally the number is obtained in less 
than log,(loooooO). Now suppose one were allowed to lie once or twice, 
then how many questions would one need to get the right answer? 
Correspondence to: R. Hill, Department of Mathematics and Computer Science, University of 
Salford, Salford M5 4WT, UK 
0012-365X/92/$05.00 0 1992 - Elsevier Science Publishers B.V. All rights reserved 
274 R. Hill, J. P. Karim 
More generally, we may consider the problem of finding the smallest number 
f(n, e) of questions which will guarantee the determination of any number in the 
set {1,2,. . . , n} if the responder is allowed to tell up to e lies. 
Some bounds were obtained in Rivest et al. [7] and in Spencer [S], which for 
the particular case of n = 2” give f(2*‘, 1) = 25 or 26 and f(2*“, 2) = 29, 30 or 31. 
An exact solution of the generalized version of Ulam’s problem for one lie 
(i.e., the determination of f(n, 1) for all n) was obtained by Pelt [6]. This 
included the result that f(220, 1) = 25. Niven [5] used coding theory to show that 
25 questions suffice in the one-lie game with 220 objects even if one has to ask all 
25 questions in advance without being able to make use of any feedback. 
A solution to Ulam’s problem for two lies in the particular case of n = lo6 was 
obtained by Czyzowicz et al. [2]; they showed that f(lO”, 2) = 29. Then Czyzowicz 
et al. [3] gave a solution in the two-lie case where IZ is any power of 2. 
The general problem had in fact been considered somewhat earlier by 
Berlekamp [l]. This work seems to have been rather neglected, although several 
of the above papers do make reference to it. In this article we shall show how a 
remarkable array of numbers constructed in Berlekamp’s paper may be used to 
solve Ulam’s problem for n = 2*’ very easily, not only in the l-lie and 2-lie cases, 
but in the 3-lie and 4-lie cases as well. The last two results are f(2*‘, 3) = 33 and 
f(22O, 4) = 37. w e will end by considering the corresponding problems in the case 
where feedback may not be used. 
2. Preliminary results 
The general problem can be considered in terms of a game between two 
players, the responder who chooses an unknown number in the set { 1,2, . . . , n}, 
and the questioner who has to determine it by asking only questions which require 
a yes or no answer. 
The effect of any such question is to partition the set of eligible numbers into 
two subsets, one subset containing those numbers which are still eligible if the 
answer is true, and the other containing those numbers which are still eligible if 
the answer is false. In fact, the question is equivalent simply to asking whether 
the unknown number lies in a certain subset of the set of eligible numbers. So 
from now on we shall assume, without loss of generality, that all questions are of 
this type. 
We define an e-lie game to be one in which up to e lies can be told. We let 
f(n, e) denote the minimum number of questions which are needed to guarantee 
a win for the questioner in the e-lie game with n possible objects. 
At any given stage of an e-lie game, let Xi be the set of numbers which are still 
eligible given that exactly e - i lies have been told. So X,, Xe_-l, . . . , X0 will be 
disjoint subsets of the original set of eligible numbers. Let Xi be the size of the set 
Xi. Following Berlekamp [l], we define the state of the game at this stage to be 
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the vector (x,, x,-,, . . , x,, x0). (Berlekamp uses a column vector for the state, 
but we find it more convenient to use a row vector). At such a stage, the next 
question is equivalent to partitioning each Xi into disjoint subsets U, and I$ and 
asking if the unknown number belongs to the set U, U U,_, U . . . U U,. Suppose 
the sizes of the sets Ui and K are Ui and Vi respectively. We need not be 
concerned with the actual subset Ui but only with its size ui, for, in trying to guess 
a randomly chosen number, any choice of Ui elements in Xi is neither better nor 
worse than any other choice. (We may as well assume always that r/i is chosen to 
consist of the first Ui element in Xi, where the numbers in X, are ordered 
naturally.) We may thus refer to asking the question ‘is the unknown number in 
the subset u, u UC_, u . . . u v,?’ simply as ‘asking the question 
[ 4, h-1, I. . 9 uol’. 
A vector (y,,y,_,, . . . , yo) of nonnegative integers is called a substute of a 
state (x,, x,-~, . . . , x0) if yi s xi for each i. 
We associate with the question [u,, u,_~, . . . , u,] a ‘partition’ of the current 
state (x,, x=-r, . . . , x0) into the substates [u,, u,-~, . . . , ZQ,] and 
[ u,, v,-1, . . . , v,,], where xi = Ui + Vi for each i. The current state splits into two 
new states: 
and 
(4, 4-I + v,, . . . 2 u1 + IJ*, uO + vr) if the answer is yes, 
(v,, y,-I + u,, . . . 3 f-J1 + $7 ~1~ + u,) if the answer is no. 
We may represent this transition from a current state to a new state via the 
diagram: 
Note that the reduced yes-state is given simply by adding Ui’s to IJ~‘s diagonally 
according to the diagram 
U&-l * . . UlUO 
I/ I // 
V,Ve-l * . . V1t.J” 
while the no-state is given via the reverse diagonals 
u,u,_1 * . . UlU() 
\\ \ \ 
v,v,_* - * . v1vo. 
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For example, if the responder chooses a number from the set {1,2, . . . ,9} and 
is allowed up to 2 lies, the initial state is (9,0,0). The questioner might begin by 
asking if the number is in the set {1,2,3,4,_5}, i.e., he asks the question [5,0,0]. 
The new states become (5,4,0) or (4,5,0) according as the answer is yes or no. 
We might then ask the question [3,2,0] say, if we are at state (5,4,0), or the 
question [ 1,5,0] say, for the state (4,5,0). We thus start to form a flow chart of 
one particular partitioning strategy: 
r ;;;z;i -1 
r iii;!; -1 r s;;;;; 1 
(3,472) G&5,2) (1,&O) (3,l.S) 
A state with xi = 1 for some i and xi = 0 otherwise is called a singlet (this is a 
state where only one eligible number is left). A state with X, = 0 for all i is called a 
null state. 
If, in a given game, only a certain number of questions are allowed, then the 
state at any given stage is called a k-state if there are k questions left. For some 
k-states it is possible to devise a partitioning strategy for the remaining k 
questions which ensures that the unknown number will be determined, i.e., any 
reduced state after k more questions will be a singlet or a null state. Such a 
k-state will be called a winning k-state. If no such strategy exists, the state is 
called a losing k-state. 
Clearly, any substate of a winning k-state is also a winning k-state. A nonnull 
state is a winning O-state if and only if it is a singlet. The state (0, 0, . . , 0, n), 
which corresponds to a O-lie game with n objects, is a winning k-state if and only 
if n < 2k. 
Again following Berlekamp [l], we define the volume of a k-state x_ = 
( x,, x,-i, . . . , -4 by 
v/&g) = 2 xi i (k) .
i=O j=O I 
It is an easy exercise (see Theorem 3.1 of Berlekamp [l]), to show that 
conservation of volume holds for any question, i.e., if x_ is any k-state, and if y 
- and z are the (k - 1)-states which result from asking any given question, then 
vk(g) = vk-I@> + vk-L(d. 
The following important bound (Theorem 3.2 of Berlekamp [l]) follows by 
conservation of volume and induction. 
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Theorem 2.1 (The volume bound). Zf x is a winning k-state, then V&) G 2k. 
Corollary 2.2. f (2”, 1) 2 25, f (2”, 2) Z= 29, f (2*‘, 3) 3 33, f (2*“, 4) 2 37. 
Proof. By the volume bound, (2*‘, 0) is a losing 24-state, (2*‘, 0,O) is a losing 
2S-state, (2*O, O,O, 0) is a losing 32-state, and (220, O,O, 0,O) is a losing 36-state. •i 
We shall show in Section 3 that the four bounds of Corollary 2.2 are all 
attained with equality. (As mentioned in the introduction, the first two results 
have recently been proved elsewhere). We shall need the following lemma. 
Lemma 2.3. Starting from the state (2”, 0, 0, . . . , 0) in the e-lie game, one can 
ask m questions to reach the state 
Proof. The m consecutive questions can be chosen to yield identical states each 
time (cf. Theorem 2 of Czyzowicz et al. [3]), ending up with the desired state. 
To see clearly why the desired final state is the above, consider asking the m 
questions, without intermediate feedback, as follows (cf. Czyzowicz et al. [2]). 
Let the unknown integer g be in the set (0, 1, . . . ,2” - 1) and write g as an 
m-bit vector glg2 . . . g,. Let the ith question be ‘is gi equal to O?’ Form the 
binary vector a = a, * * * a, where ai = 0 if the answer to question i is yes and 
ai = 1 if the answer is no. Then after these m questions, we must have a state 
( &, A?-1, ’ . . 9 x0) where X,-i is just the number of binary vectors whose 
Hamming distance from a is i, that is Xc-i = (7). 0 
Example 2.4. In view of Corollary 2.2 and Lemma 2.3, we can show that 
f(220, 1) = 25 by showing that (1,20) is a winning 5-state. Fig. 1 gives a 
partitioning strategy to show how this can be done. The obvious partitionings of 
the winning 4-state (0,16) and of the state (0,4) have been omitted. 
Remark. When we first tried to show that f (2”, 3) = 33, and so achieve the 
volume bound for this case, we adopted the strategy of trying to show (cf. Lemma 
2.3) that (1,20, 190, 1140) is a winning 13-state by constructing a suitable flow 
chart, as in Example 2.4. At any given state, we aimed to choose a partition so 
that the two new states were close to being ‘balanced’, i.e., so that the volume of 
the state was split into two roughly equal volumes. We succeeded in our attempt, 
though the final flow chart was rather large! 
It became clear that it would be invaluable to have some good winning k-states 
available for increasing values of e to serve as comparators. It turned out that just 
what we needed, to give a much shorter proof that f (2”, 3) = 33 and also to 
prove that f (2*‘, 4) = 37, was available in Berlekamp’s paper [l]. 
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Fig. 1. 
3. Solution of the Ulam problem for II = 220 in the 1,2,3 and 4-lie games 
In Section 4 of Berlekamp [l], it is shown how to construct certain infinite 
sequences of winning states, all of which meet the volume bound with equality. 
One of these sequences is illustrated in Fig. 2. This is an extended version of Fig. 
9 of Berlekamp’s paper, but with rows and columns interchanged. It should be 
noted that there are misprints in Berlekamp’s Fig. 9: the state (1, 0, 1,56) has 
been omitted and state (l,O, 1,22) should be (l,O, 0,22). 
Since Berlekamp’s instructions for constructing the array are incomplete, and 
in order to give a self-contained exposition here, we give our own version of how 
to construct the array and a proof of its important properties. 
Let aij denote the i, jth entry of the array to be constructed. Define the first 
column to be as shown in Fig. 2, where the l’s continue indefinitely. Then 
complete columns 2,3, . . . in turn, each via the following three steps (valid only 
for j > 2): 
(i) Put aij = 0 for i 2 3j + 1. 
(ii) Use the recurrence relation 
aij = ai+l,j - Ui,j-1 + Ui-3,j_1 
to fill in the jth column from i = 3j up the table to i = 4. 
(iii) Find u~,~, u2,j and u,,~ in turn via the recurrence relation 
Uij = 2Ui+* j - Ui j-1. 1 3 
(1) 
(2) 
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Lemma 3.1. Let ai,i be the i, jth entry of the array of Fig. 2. Let Ai,, denote the 
state (ai.1, ai,2, . . . , ai,,). Then: 
(i) F 
or i E (1, 2, 3}, the state Ai,m may be reduced to two identical copies of 
A. 1+1,m 
(ii) For i 2 4, Ai,, may be reduced to the states Ai+l,, and Ai__3,m_-l. 
(iii) For i S 3m, Ai,m is a winning (4m - i)-state which meets the volume bound 
with equality. 
Proof. (i) Given the state Ai,m (i G 3), asking the question [&,.I, iai.2, . . . , jai,,] 
gives two identical reduced states in which the jth entry is iai,i + +ai,j-1. By 
recurrence relation (2), this entry is just ai+l,i. 
(ii) Given the state Ai,m (i 2 4), we ask the question [ul, u2, . . . , u,], where 
uj = $l ai+l., - g % 
Then 
Vj=Ui,- , Uj = 2 ai,? - 2 %+I,,. 
The jth entries of the two reduced states are uj + v~-, = ai+l,i and LQ-~ + vj = 
ai,i_, + acj - ai+l,, = ai-3,i-l, by recurrence relation (1). 
(iii) follows by induction and conservation of volume. 0 
Note. In Fig. 2, a number k in parentheses under an entry a,,, denotes that Ai,, 
is a winning k-state. 
The part of the array which is of interest to us here is the fourth row. We will 
use the winning states in this row to solve Ulam’s problem for n = 2*’ and for 
e = 1, 2, 3 and 4. 
Theorem 3.2. (i) f (2’“, 1) = 25, 
(ii) f (220, 2) = 29, 
(iii) f(2*‘, 3) = 33, 
(iv) f (2’“, 4) = 37. 
Proof. By Corollary 2.2 and Lemma 2.3, it is enough to show that (1,20), 
(1,20,190), (1,20,190,1140) and (1,20,190,1140,4895) are winning 5,9,13 and 
17-states respectively. 
(i) The state (1,20) may be reduced by question [ 1,111 to the states (1,11) 
and (0,lO). The state (1,11) is the winning 4-state A4,2 of Fig. 2. Since (0,lO) is a 
substate of (1, ll), it too is a winning 4-state. Hence (1,20) is a winning ?&state. 
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(ii) The state (1,20, 190) may be reduced via question [ 1, 11, 11 l] to the states 
(1, 11,120) and (0, 10,90). The second reduced state is a substate of the first, 
which is the winning g-state A4,3 of Fig. 2. Hence (1,20,190) is a winning 9-state 
(iii) The state (1,20,190,1140) may be reduced via question [l, 11,111,1140] 
to the states (1, 11,120,1219) and (0, 10,90, ill), both of which are substates of 
the winning 12-state A4,4 of Fig. 2. Hence (1,20,190, 1140) is a winnning 
13-state. 
(iv) The state (1,20, 190,1140,4845) may be reduced via question 
[l, 11,111,1140,4845] to the states (1, 11,120,1219,4845) and 
(0, 10,90,111,1140), both of which are substates of the winning l&state A4,5 of 
Fig. 2. 0 
Remarks. (i) The above argument is easily extended to show that in the 5-lie 
game (220, 0, 0, 0, 0,O) is a winning 41-state. However the volume bound gives 
only f(2”, 5) 2 40. Whether the actual value of f(2*‘, 5) is 40 or 41 remains an 
open problem. 
(ii) We recall that Ulam’s original problem was posed for a set of one million 
objects. It follows from earlier results that f(lO”, 1) = 25, f(lO”, 2) = 29 and 
f(lO”, 3) = 33. This is because the volume bound gives the same lower bound on 
f(lO”, e) as onf(220, e) for e = 1, 2 and 3, while the constructions of Theorem 3.2 
show that these bounds can be achieved, because lo6 < 220. However, for the 4-lie 
game, the volume bound gives only f(lO”, 4) Z= 36, whereas f(2*‘, 4) 2 37, and so 
it remains open whether f(lO”, 4) = 36 or 37. 
(iii) It is easy in practice to implement an optimal winning partitioning strategy 
for the 1,2,3 and 4-lie games with n = 2”. The first twenty questions are asked 
without intermediate feedback, as in the proof of Lemma 2.3. The twenty-first 
question is then asked as in the proof of Theorem 3.2. We then have a state 
which appears in Fig. 2 (or we have a suitable substate of a state in Fig. 2) and by 
asking questions as in the proof of Lemma 3.1, we may proceed through a 
sequence of states (or appropriate substates) appearing in Fig. 2. In fact, Fig. 2 
serves as a flow chart for the partitioning strategy from the twenty-second 
question onwards. 
4. Ulam’s problem without feedback 
Consider now the e-lie game with n possible numbers, in which the questioner 
is required to state 1 questions in advance, then collect all the answers and find 
the unknown number. 
We first show that a successful questioning strategy is equivalent to a binary 
e-error correcting code of length 1 containing II codewords. For suppose C is such 
a code. Let M be an n x 1 matrix whose rows are the codewords of C. Suppose a 
responder has chosen a number x in the range 1 to n and is allowed to tell up to e 
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lies. The questioner simply asks in turn if each element in the xth row of M is 
zero (to pose question j in the usual way, the questioner lists the numbers 
M is zero and asks if x is in this list). After the 1 questions, 
the questioner has obtained the xth codeword of C with at most e errors, which 
may then be corrected to reveal x. It is easy to see, conversely, that any successful 
questioning strategy yields a code with the desired parameters. 
Let g(n, e) denote the minimum number of questions needed to guarantee the 
determination of a number in the set { 1,2, . . . , n}, when all the questions must 
be asked in advance independently of any feedback, and the responder is allowed 
up to e lies. By the preceding remarks, g(n, e) is just the shortest length of a 
binary e-error correcting code containing II codewords. 
If n is a power of 2, we can use known constructions of linear codes to get 
upper bounds on g(n, e). Bounds on the parameters of the best binary linear 
codes have been tabulated by Verhoeff [lo]. For the particular cases we have 
considered in this article, it follows from Verhoeff’s table and the volume (or 
Hamming) bound that 
g(220, 1) = 25, 
g(220, 2) E {29,30], 
g(22O, 3) E (33, 34, 35}, 
g(2”, 4) E (37, 38, 39, 40). 
We note also from Verhoeff’s table that neither of the lower bounds of 29 and 37 
on g(220, 2) and g(220, 4) respectively can be achieved by a linear code. 
As mentioned in the introduction, a coding-theoretic proof that g(2”, 1) = 25 
was presented by Niven [5]. We end this article by providing a do-it-yourself kit, 
based on Niven’s scheme, for implementing the questioner’s strategy in this l-lie 
game. We leave as an exercise to the reader the proof that the scheme works; this 
should be straightforward to anyone familiar with the standard method of 
decoding the Hamming code (see, e.g., van Lint [4]). 
How to play ‘Twenty-five Questions’ with a liar. Suppose you are the questioner. 
The responder chooses a number in the range 0 to 220 - 1, and puts it into the 
binary form x1x2 * . . x2o (in fact, the responder may just as well choose a random 
sequence of 20 bits in the first place). You ask the following 25 questions, the 
responder being allowed to tell at most one lie. 
Question i, for i = 1, 2, . . . , 20, is simply ‘IS Xi equal to O?’ 
The remaining questions are: 
Q21: Is the number of l’s in positions 1,2,4,5,7,9,11,12,14,16,18,20 even? 
Q22: Is the number of l’s in positions 1,3,4,6,7,10,11,13,14,17,18 even? 
Q23: Is the number of l’s in positions 2,3,4,8,9,10,11,15,16,17,18 even? 
Q24: Is the number of l’s in positions 5,6,7,8,9,10,11,19,20 even? 
Q25: Is the number of l’s in positions 12,13,14,15,16,17,18,19,20 even? 
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As the answers are given, enter them into the grid below, by writing 0 or 1 
under box i according as the answer to question i is yes or no. Let y, y2 . ’ . y,, be 
the binary vector displayed in the grid. 
You should be armed with a copy of the following template, with the shaded 
areas cut out. 
Row 1 
Row 2 
Row 3 
Row 4 
Row 5 
Row 6 
Place rows 1 to 5 of the template over the vector y, - . . y,,, recording for each 
row either 0 or 1 according as the number of visible l’s is even or odd. You thus 
get a 5-bit sequence. This is the binary representation of the error position, and 
so if the sequence represents the decimal number j, simply change yj from 0 to 1 
or vice versa. Finally, place row 6 of the template over the grid to display the 
corrected ‘unknown number’. 
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