Let X ∈ C m×m and Y ∈ C n×n be nonsingular matrices, and let N ∈ C m×n . Explicit expressions for the Moore-Penrose inverses of M = XN Y and a two-by-two block matrix, under appropriate conditions, have been established by Castro-González et al. [Linear Algebra Appl. 471 (2015) 353-368]. Based on these results, we derive a novel expression for the Moore-Penrose inverse of A + U V * under suitable conditions, where A ∈ C m×n , U ∈ C m×r , and V ∈ C n×r . In particular, if both A and I + V * A −1 U are nonsingular matrices, our expression reduces to the celebrated Sherman-Morrison-Woodbury formula. Moreover, we extend our results to the bounded linear operators case.
Introduction
Let C m×n be the set of all m × n matrices over complex field C. The identity matrix of order n is denoted by I n or I when its size is clear in the context. For any A ∈ C m×n , let A * , R(A), and N (A) denote the conjugate transpose, the range, and the null space of A, respectively. The Moore-Penrose (MP) inverse of A ∈ C m×n is denoted by A † , which is defined as the unique matrix Z ∈ C n×m satisfying the following equations:
(1) AZA = A, (2) ZAZ = Z, (3) (AZ) * = AZ, (4) (ZA) * = ZA.
Clearly, the MP inverse A † coincides with the usual inverse A −1 when A is nonsingular. The symbols E A = I − AA † and F A = I − A † A denote the orthogonal projectors onto N (A * ) and N (A), respectively. A matrix Z ∈ C n×m is referred to as a {1}-inverse of A if it satisfies the equality (1); see, e.g., [1, Chapter 1, Definition 1]. Let A ∈ C n×n , U ∈ C n×r , and V ∈ C n×r . If both A and I + V * A −1 U are nonsingular, then A + U V * is also nonsingular and 1) which is the celebrated Sherman-Morrison-Woodbury (SMW) formula (see [2] [3] [4] ). Assume that A −1 has been precomputed. If r is much smaller than n, then I +V * A −1 U is much easier to invert than A + U V * . Hence, the formula (1.1) provides an effective way to compute (A + U V * ) −1 .
Preliminaries
In order to prove the expression (1.2), we need the following two lemmas (see [12, Theorems 2.2 and 3.2]), which play a key role in our subsequent derivations.
Let X ∈ C m×m and Y ∈ C n×n be nonsingular matrices, and let N ∈ C m×n . The following lemma gives an explicit expression for (XN Y ) † , provided that XE N = E N and F N Y = F N . Lemma 2.1. Let N ∈ C m×n , X ∈ C m×m , Y ∈ C n×n , and M = XN Y . If both X and Y are nonsingular, XE N = E N , and
1)
Generalized inverses of partitioned matrices possess some important and interesting properties; see, e.g., [13] [14] [15] [16] . Now, let M be the following two-by-two block matrix
where A ∈ C p×q , B ∈ C r×q , C ∈ C p×s , and D ∈ C r×s (p, q, r, and s are all positive integers) are the corresponding submatrices of M . The matrix
Main results
In order to prove our main formula in Theorem 3.2 below, we first give an important lemma.
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where
Proof. (i) Due to R(U ) ⊆ R(A) and R(V ) ⊆ R(A * ), it follows from Lemma 2.2 that
And here
computations yield
(ii) We claim that the following equalities hold:
In fact,
where we used the fact that
which yields
Note that V * K = S A − I. By substituting V * K = S A − I into (3.6) and (3.7), we obtain
Hence,
From (3.8) and (3.9), we have
From (3.10), we have
Inserting (3.11) and (3.12) into (3.5) gives
We next verify the second equality in (3.4a). On account of (1.1), (3.1c), (3.1d), (3.2a), and (3.2b), we obtain
By plugging (3.17) back into (3.16), we get that
Analogously, we can show that the equalities in (3.4b) also hold (note that HU = I − S A and E S A S A = 0).
, then we conclude that XE N = E N due to (3.4a). Similarly, we can verify that
. This completes the proof. Based on Lemmas 2.1 and 3.1, we can prove the following result, which provides an explicit expression for (A + U V * ) † under suitable conditions. Theorem 3.2. Let A ∈ C m×n , U ∈ C m×r , and V ∈ C n×r . If R(U ) ⊆ R(A), R(V ) ⊆ R(A * ), R(U * ) ⊆ R(S A ), and R(V * ) ⊆ R(S * A ), then the MP inverse of A + U V * is given by
Proof. (i) We first note that
Let X, N , and Y be defined as in Lemma 3.1, and let M = XN Y . The assumption of this theorem implies that XE N = E N and F N Y = F N due to Lemma 3.1. Therefore, we can apply formula (2.1) to compute M † . We now calculate some quantities involved in (2.1). Straightforward computations yield
We then have
An application of Lemma 2.1 yields
we immediately have
(ii) Nevertheless, the expression (3.19) is not very legible. We next devote to simplifying (3.19) . From E N N = 0 and N F N = 0, we have
Since both E N and F N are orthogonal projectors, it follows that
By (3.3a), (3.16) , and (3.17), we have
which gives
By (3.3c), (3.3d), and (3.4b), we have
Thus,
Owing to E S A U * = 0 and V F S A = 0, by (3.20) and (3.21), we have EU * = U * and V F = V . Hence,
22b)
22c)
, and E 1 U = −E 3 . Using N † E N = 0 and F N N † = 0, we obtain
By substituting (3.22a)-(3.22d) into (3.19), we obtain from (3.23) that
(iii) Subsequently, we further simplify the expression (3.24). Because V * F A = 0 and E S A S A = 0, it follows that
Similarly, by E A U = 0 and S A F S A = 0, we can derive
Therefore, 
