A Two-Timescale Framework for Bilevel Optimization: Complexity Analysis
  and Application to Actor-Critic by Hong, Mingyi et al.
ar
X
iv
:2
00
7.
05
17
0v
1 
 [m
ath
.O
C]
  1
0 J
ul 
20
20
A Two-Timescale Framework for Bilevel Optimization:
Complexity Analysis and Application to Actor-Critic
Mingyi Hong∗† Hoi-To Wai‡ Zhaoran Wang§ Zhuoran Yang¶
July 13, 2020
Abstract
This paper analyzes a two-timescale stochastic algorithm for a class of bilevel optimization
problems with applications such as policy optimization in reinforcement learning, hyperparam-
eter optimization, among others. We consider a case when the inner problem is unconstrained
and strongly convex, and the outer problem is either strongly convex, convex or weakly convex.
We propose a nonlinear two-timescale stochastic approximation (TTSA) algorithm for tackling
the bilevel optimization. In the algorithm, a stochastic (semi)gradient update with a larger step
size (faster timescale) is used for the inner problem, while a stochastic mirror descent update
with a smaller step size (slower timescale) is used for the outer problem. When the outer prob-
lem is strongly convex (resp. weakly convex), the TTSA algorithm finds an O(K−1/2)-optimal
(resp. O(K−2/5)-stationary) solution, where K is the iteration number. To our best knowledge,
these are the first convergence rate results for using nonlinear TTSA algorithms on the concerned
class of bilevel optimization problems. Lastly, specific to the application of policy optimization,
we show that a two-timescale actor-critic proximal policy optimization algorithm can be viewed
as a special case of our framework. The actor-critic algorithm converges at O(K−1/4) in terms
of the gap in objective value to a globally optimal policy.
1 Introduction
This paper considers bilevel optimization problems of the form:
min
x∈X⊆Rd1
ℓ(x) := f(x, y⋆(x)) subject to y⋆(x) ∈ argmin
y∈Rd2
g(x, y), (1)
where d1, d2 ≥ 1 are integers; X is a closed subset of Rd1 , f : X × Rd2 → R and g : X × Rd2 → R
are both continuously differentiable functions with respect to (w.r.t.) x, y. Problem (1) involves
two coupled optimization problems. We refer to miny∈Rd2 g(x, y) as the inner problem where its
solution depends on x, and g(x, y) is called the inner function; minx∈X ℓ(x) is referred as the outer
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Table 1: Summary of the main results. SC stands for strongly convex, WC for weakly convex, C
for convex; k is the iteration counter, K is the total number of iterations.
ℓ(x) Constraint Step Size (αk, βk) Rate (outer) Rate (Inner)
SC X ⊆ Rd1 O(k−1), O(k−2/3) O(K−1/2)† O(K−2/3)⋆
C X ⊆ Rd1 O(K−3/4), O(K−1/2) O(K−1/4)¶ O(K−1/2)⋆
WC X ≡ Rd1 O(K−3/5), O(K−2/5) O(K−2/5)‡ O(K−2/5)⋆
WC X ⊆ Rd1 O(K−3/5), O(K−2/5) O(K−2/5)# O(K−2/5)⋆
†in terms of ‖xK − x⋆‖2, where x⋆ is the optimal solution; ⋆in terms of ‖yK − y⋆(xK−1)‖2, where y⋆(xK−1) is
the optimal inner solution for fixed xK−1; ‡measured using squared gradient norm; ¶measured using ℓ(x) − ℓ(x⋆);
#measured using distance to a fixed point with the Moreau proximal map x̂(·); see (14) and the discussions that
follows it.
problem since it represents the objective function that we wish to minimize and ℓ(x) ≡ f(x, y⋆(x))
is called the outer function. Despite being a non-convex problem in general, problem (1) has a wide
range of applications, e.g., reinforcement learning, hyperparameter optimization, game theory, etc.
We refer the readers to §2.1 for a collection of applications.
Tackling (1) is challenging as it involves solving the coupled inner and outer optimization problems
simultaneously. Even in the simplest case when ℓ(x) and g(x, y) are strongly convex in x, y, respec-
tively, and the outer problem is unconstrained, solving (1) is still a difficult task. Specifically, sup-
pose we aim to minimize ℓ(x) via a gradient method, at any iterate xcur ∈ Rd1 – applying the gradient
method for (1) involves (a) solving the inner optimization problem y⋆(xcur) = argminy∈Rd2 g(x
cur, y)
and then (b) evaluating the gradient as ∇ℓ(xcur) based on the solution y⋆(xcur). Depending on the
application, step (a) is usually accomplished by applying yet another gradient method for solving
the inner problem (unless a closed form solution for y⋆(xcur) exists). In this way, the resulting
algorithm necessitates a double-loop structure.
To this end, Ghadimi and Wang (2018) and the references therein proposed a stochastic algorithm
for (1) involving a double-loop update. During the iterations, the inner problem miny∈Rd2 g(x
cur, y)
is solved inexactly using a stochastic gradient (SGD) method, with the solution denoted by ŷ⋆(xcur).
Then, the outer problem is optimized with an SGD update using estimates of ∇f(xcur, ŷ⋆(xcur)).
Such a double-loop algorithm is proven to converge to a stationary solution, yet a few practical issue
lingers: How to select step size and termination criterion for the inner loop? What if the (stochastic)
gradients of the inner and outer problems are only revealed sequentially, or these problems ar required
to be updated at the same time (e.g., in sequential games)?
In this paper, we instead investigate a single-loop algorithm for (1) which updates x, y with
stochastic (semi-)gradients. Focusing on a class of the bilevel optimization (1) in which the inner
problem is unconstrained and strongly convex, we have the following contributions:
• We propose a nonlinear two-timescale stochastic approximation (TTSA) algorithm (Borkar, 1997)
for the concerned class of bilevel optimization. The TTSA updates both outer and inner solutions
simultaneously, and the algorithm guarantees convergence by improving the inner (resp., outer)
solution with a larger (resp., smaller) step size, also known as using a faster (resp., slower)
timescale. Such algorithm leads to online updates suitable for dynamical environments.
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• We provide expected convergence rates of the TTSA algorithm under a variety of settings and
step sizes, see Table 1. Our analysis is new and is built on recent results on TTSA and stochastic
mirror descent. The distinction of timescales between step sizes of the inner and outer updates
plays a crucial role in our analysis.
• The proposed TTSA algorithm and the accompanying analysis can be readily applied to a wide
class of machine learning algorithms. We illustrate an application to a novel two-timescale natural
actor-critic (Kakade, 2002; Peters and Schaal, 2008) policy optimization algorithm with linear
function approximation in the critic.
Related Works. The study of bilevel optimization problem such as (1) can be traced to that
of Stackelberg games (Stackelberg, 1952) in economics. In the optimization literature, bilevel opti-
mization was introduced in Bracken and McGill (1973), and later studied in Bracken et al. (1974);
Bracken and McGill (1974). From an algorithmic perspective, related methods include approxi-
mate descent methods (Falk and Liu, 1995), and penalty-based method (White and Anandalingam,
1993); also see Colson et al. (2007) for a comprehensive survey. Recently, Couellan and Wang (2016);
Ghadimi and Wang (2018); Shaban et al. (2019) have studied first-order (stochastic) double-loop
methods for solving a special case of problem (1), and various convergence rates are characterized
in Ghadimi and Wang (2018). In (Liu et al., 2020), the authors developed first-order algorithms
for bi-level problem, without requiring that for each fixed upper-level variable, the lower-level so-
lution must be a singleton. In (Shaban et al., 2018) and (Likhosherstov et al., 2020), the authors
analyzed different versions of the so-called truncated back-propagation approach for approximat-
ing the (stochastic) gradient of the outer-problem, and established convergence for the respective
algorithms. We note that none of these methods consider two-timescale stochastic algorithms.
In contrast to the above mentioned works, this paper considers an TTSA algorithm for stochastic
bilevel optimization. The TTSA algorithm (Borkar, 1997) was designed to solve coupled nonlinear
system of equations, and is thus a natural candidate for tackling (1). However, its convergence
analysis have been focused on linear cases, e.g., see Konda et al. (2004) and the number of re-
cent works on finite time convergence rate in Dalal et al. (2019); Doan (2019); Gupta et al. (2019);
Kaledin et al. (2020); Xu et al. (2019). On the other hand, the bilevel nonlinear optimization (1)
requires a nonlinear TTSA algorithm. In this case, asymptotic convergence is established in Borkar
(1997); Borkar and Pattathil (2018); Karmakar and Bhatnagar (2018), and the convergence rate is
studied in Mokkadem et al. (2006) under a restricted form of nonlinearity; it is also worthwhile to
mention that Sabach and Shtern (2017) considered a single-loop algorithm for deterministic bilevel
optimization with only one variable. Besides, certain forms of TTSA have been applied to tackle com-
positional stochastic optimization (Wang et al., 2017), policy evaluation methods (Bhatnagar et al.,
2009; Liu et al., 2015; Sutton et al., 2009, 2016), and actor-critic methods (Bhatnagar et al., 2008;
Konda and Tsitsiklis, 2000; Maei et al., 2010; Wu et al., 2020; Xu et al., 2020; Zhang et al., 2019)
and their convergence rates are analyzed.
2 The Two-Timescale Stochastic Approximation Algorithm
Let ψ : Rd1 → R be a continuously differentiable, 1-strongly convex function and
Dψ(x, x
′) = ψ(x)− ψ(x′)− 〈∇ψ(x′), x− x′〉
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be the Bregman divergence between x, x′ with the metric ψ. For vectors that corresponds to outer
problem, ‖ · ‖ is a norm on Rd1 which satisfies Dψ(x, x′) ≥ 12‖x − x′‖2 and ‖ · ‖∗ is the dual norm.
For instance, when ψ(x) = 12x
⊤x, both ‖ · ‖ and ‖ · ‖∗ are the Euclidean norm on Rd1 . As another
example, when x is in the probability simplex in Rd1 and ψ(x) is the Shannon entropy, ‖·‖ becomes
the ℓ1-norm and ‖ · ‖∗ is the ℓ∞-norm. Meanwhile, for vectors that correspond to inner problem, we
let ‖ · ‖ denote the Euclidean norm on Rd2 . Note that when presenting and analyzing the generic
algorithm, we only use Euclidean norm for simplicity. We will restate the proposed algorithm using
mirror descent and dual norm in §5, and apply it to certain reinforcement learning problem.
We first impose the following conditions on the bilevel optimization (1).
H 1. The outer function f has Lipschitz continuous gradient taken w.r.t. x when either y or x is
fixed; and f has Lipschitz continuous gradient taken w.r.t. y when x is fixed. Furthermore, ∇yf(x, y)
is bounded for any (x, y) ∈ X × Rd2 .
H2. The composite function ℓ : X → R is differentiable and weakly convex with modulus µℓ:
ℓ(x1) ≥ ℓ(x2) + 〈∇ℓ(x2), x1 − x2〉+ µℓ
2
‖x1 − x2‖2, ∀ x1, x2 ∈ X. (2)
There exists x⋆ ∈ X, σ0 ≥ 0, such that ℓ(x) ≥ ℓ(x⋆) > −∞, ∀ x ∈ X, and ‖∇ℓ(x⋆)‖2 ≤ σ20.
H3. The inner function g is twice continuously differentiable for all (x, y) ∈ X × Rd2 . Moreover,
(a) For any x ∈ X, g(x, ·) is strongly convex with modulus µg > 0 and has Lipschitz continuous
gradient in y, with modulus Lg.
(b) The Jacobian ∇2xyg(x, y) and Hessian ∇2yyg(x, y) are Lipschitz continuous w.r.t. x when y is
fixed; and y when x is fixed. Furthermore, ∇2xyg(x, y) is bounded for any (x, y) ∈ X × Rd2.
In H2 we assume that ℓ(x)−µℓ/2 ·‖x‖2 is a convex function on X, where µℓ can be negative. The
norm in (2) is the same norm on Rd with respect to which ψ is 1-strongly convex. Besides, if µℓ > 0
the function ℓ(x) will be strongly convex and the bilevel optimization problem (1) is also convex.
Moreover, in H1 and H3, we require ∇xf , ∇yf , ∇2xyg, and ∇2yyg are all Lipschitz continuous w.r.t.
x when y is fixed, and Lipschitz continuous with respect to y when x is fixed. We remark that H 1
to H 3 summarize a more detailed set of conditions. We refer the readers to H10, H11 in §A for
precise statements of these assumptions.
We aim to tackle (1) via first-order optimization methods based on the gradient of ℓ. By the
chain rule of differentiation, we have
∇ℓ(x) = ∇xf
(
x, y⋆(x)
)
+
[∇y⋆(x)]⊤∇yf(x, y⋆(x)), (3)
where ∇y⋆(x) ∈ Rd2×d1 is the Jacobian of the map y⋆ : X → Rd2 . Notice that y⋆(x) is the solution
to the inner problem given a fixed x. By the first-order optimality condition, we have
∇yg
(
x, y⋆(x)
)
= 0. (4)
Differentiating both ends of (4) with respect to x and using chain rule, we further obtain
∇2yxg
(
x, y⋆(x)
)
+∇2yyg
(
x, y⋆(x)
)∇y⋆(x) = 0, (5)
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where ∇2yxg : X × Rd2 → Rd2×d1 . By direct computation, (5) implies that
∇y⋆(x) = −[∇2yyg(x, y⋆(x))]−1∇2yxg(x, y⋆(x)). (6)
Thus, combining (3) and (6), we can write ∇ℓ in closed-form as
∇ℓ(x) = ∇xf
(
x, y⋆(x)
)−∇2xyg(x, y⋆(x))[∇2yyg(x, y⋆(x))]−1∇yf(x, y⋆(x)).
Now we define ∇xf(x, y) as an approximation of ∇ℓ(x) by replacing y⋆(x) by any y ∈ Rd2 :
∇xf(x, y) := ∇xf(x, y)−∇2xyg(x, y)[∇2yyg(x, y)]−1∇yf(x, y). (7)
By definition, we have ∇ℓ(x) = ∇xf(x, y⋆(x)). Moreover, under conditions H 1-H 3, the following
Lipschitz continuity conditions hold.
Lemma 2.1. (Ghadimi and Wang, 2018, Lemma 2.2) Under H1-H3, there exist constants L,Lf , Ly,
whose precise definitions are given in (37), such that for any x, x1, x2 ∈ X and y ∈ Rd2 , it holds
‖∇xf(x, y)−∇ℓ(x)‖ ≤ L‖y⋆(x)− y‖, ‖y⋆(x1)− y⋆(x2)‖ ≤ Ly‖x1 − x2‖, (8a)
‖∇ℓ(x1)−∇ℓ(x2)‖ = ‖∇f(x1, y⋆(x1))−∇f(x2, y⋆(x2))‖ ≤ Lf‖x1 − x2‖. (8b)
Lemma 2.1 shows that quantities such as ∇ℓ(x), y⋆(x) are Lipschitz continuous maps. These
properties will be instrumental in establishing the convergence of our proposed algorithm. For
certain applications, alternative forms of approximation to ∇ℓ(x) may be used to replace the r.h.s. of
(7), e.g., the policy optimization example in §2.1.
TTSA Algorithm. We consider a single-loop update stochastic method, or more precisely, a
nonlinear two-timescale stochastic approximation (TTSA) for tackling (1). The existing double-loop
algorithms construct a sequence of iterates {xk}k≥0 using the gradient direction ∇ℓ(xk). As seen
in (3), the latter requires solving the inner problem to the global optimum for each iterate xk. In
contrast, our algorithm is single-loop in the sense that it constructs a sequence {xk, yk}k≥0 where
yk might be far from y⋆(xk) for finite k. The details of the TTSA algorithm is listed as follows.
Algorithm 1. Two-Timescale Stochastic Approximation (TTSA) Algorithm
S0) Initialize the variable (x0, y0) ∈ X × Rd2 and the step size sequence {αk, βk}k≥0;
S1) For iteration k = 0, ...,K,
yk+1 = yk − βk · hkg (9a)
xk+1 = argmin
x∈X
{〈hkf , x− xk〉+ 1/(2αk) · ‖x− xk‖2} (9b)
where hkg , h
k
f are (possibly biased) stochastic estimates of ∇yg(xk, yk), ∇xf(xk, yk+1).
Our TTSA algorithm is called two-timescale because it utilizes two different step sizes αk and
βk for x
k and yk, respectively. The βk is larger than αk such that αk/βk converges to zero as
k goes to infinity. Intuitively, such a separation of timescale indicates that, although we do not
solve each inner problem induced by each xk to the global optimum, asymptotically yk will be close
to y⋆(xk). We note that the outer problem solution x can be updated by using a more general
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(projected) mirror descent step. Such an extension will be discussed in §5 when applying TTSA to
a reinforcement learning problem.
We note that hkg , h
k
f are stochastic estimates of ∇yg(xk, yk), ∇xf(xk, yk+1). Moreover, for
generality, we further allow these estimates to be biased. Let Fk := σ{y0, x0, ..., yk, xk}, F ′k :=
σ{y0, x0..., yk, xk, yk+1} be the filtration of the random variables up to iteration k where σ{·} de-
notes the σ-algebra generated by the random variables. We make the following assumption on the
estimates of the stochastic gradients.
H4. For any k ≥ 0, there exist constants bk, σg, σf ≥ 0, and a parameter θ ∈ {0, 1} such that:
E[hkg |Fk] = ∇˜yg(xk, yk), E[hkf |F ′k] = ∇xf(xk, yk+1) +Bk, ‖Bk‖ ≤ bk, (10a)
E[‖hkg − ∇˜yg(xk, yk)‖2|Fk] ≤ σ2g · {1 + ‖∇˜yg(xk, yk)‖2}, (10b)
E[‖hkf −Bk −∇xf(xk, yk+1)‖2|F ′k] ≤ σ2f · {1 + θ‖∇xf(xk, yk+1)‖2}. (10c)
The vector ∇˜yg(xk, yk) is the mean field of hkg in the y-update in (9a). Note that we account for
the bias in estimating ∇xf(xk, yk+1) with Bk satisfying ‖Bk‖ ≤ bk for generality. As we will see
later, bk should decrease polynomially with the iteration number k. §B demonstrated a practical
scheme for constructing hkf with O(1 + log k) stochastic oracle calls to satisfy such requirements.
Furthermore, θ ∈ {0, 1} is a parameter for the variance bound (10c). In the general case when
θ = 1, the noise variance may grow with the norm of approximate gradient ∇xf ; when θ = 0, the
noise variance is uniformly bounded – a scenario which can be satisfied for weakly convex functions
or when the set X is bounded. Lastly, we impose the following assumption on mapping ∇˜yg.
H5. There exist g0, g1 > 0 such that for any (x, y) ∈ X × Rd2 ,
〈∇˜yg(x, y), y − y⋆(x)〉 ≥ g0 · µg · ‖y − y⋆(x)‖2, ‖∇˜yg(x, y)‖2 ≤ g21 · ‖∇yg(x, y)‖2, (11)
where µg is the modulus of strong convexity of g(x, ·), which is specified in H 3.
If ∇˜yg(x, y) = ∇yg(x, y), then (11) can be implied by H 3 with g0 = g1 = 1; otherwise, (11)
assumes the mean field ∇˜yg(x, y) is a semi-gradient for g, which satisfies the one-point monotonic-
ity (Facchinei and Pang, 2007). Such a generalization to semi-gradients allows us to apply our
algorithms on a wider range of problems such as policy optimization in reinforcement learning.
Our assumptions suggest that the TTSA algorithm performs a stochastic semigradient descent
update on yk in (9a), and a projected biased stochastic gradient descent update on xk in (9b). The
idea of the TTSA algorithm is to apply different step size schedules for the inner/outer problems.
The decision variable yk for the inner problem is updated with a larger step size βk, therefore
converging to an optimal solution while the outer decision variable xk remains relatively ‘stationary’
due to a smaller step size αk. We will set αk/βk → 0 such that the update for yk is performed at a
faster timescale; see Table 1 for a summary. By updating yk at a faster timescale while xk is rather
‘stationary’, when k is sufficiently large, we expect {yk}k≥0 and {y⋆(xk)}k≥0 become close. In other
words, although TTSA does not solve the inner problem completely, it produces a sequence {yk}k≥0
that tracks the sequence of solutions to the lower level problem. Establishing the efficacy of such a
tracking sequence plays a critical role in our analysis.
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2.1 Applications of Bi-level Optimization
In the rest of this section, we present the details of some important applications that motivate the
study of the bilevel optimization problem in (1).
Hyperparameter Optimization (HO). Let DT = {zi}ni=1 and DV = {z′i}n
′
i=1 be the training
and validation sets with sample sizes n and n′, respectively. HO aims to find the optimal regulariza-
tion parameter λ, which is used in learning a model on the training set DT, such that the obtained
model achieves the minimum empirical risk on the validation set DV. Specifically, HO can be for-
mulated as the bilevel optimization problem (Franceschi et al., 2018) (also see Mehra and Hamm
(2019); Shaban et al. (2019) and the references therein):
min
λ∈[0,λmax]
n′∑
i=1
ℓ¯(θ⋆(λ), z′i) subject to θ
⋆(λ) ∈ argmin
θ
{ n∑
i=1
ℓ¯(θ, zi) + λψ¯(θ)
}
, (12)
where θ is the model parameter, ℓ¯ is the loss function, and ψ¯ is the regularizer. We assume ℓ¯ is
convex in θ and ψ¯ is strongly convex, which implies the inner problem is strongly convex (H 3.(a)).
The outer problem is possibly nonconvex in λ. However, since λ ∈ [0, λmax], it is reasonable to
assume the outer problem is weakly convex satisfying H 2 with a possibly negative µℓ. When ℓ¯ is
the logistic loss, H 1, H3.(b) hold. Finally H4 is verified when stochastic gradients or Hessians of ℓ
and ℓ¯ can be drawn in an unbiased fashion, see §B.
Compared to the double-loop algorithm in Franceschi et al. (2018), applying TTSA to (12) offers
greater flexibility when samples from both the training and validation sets are available in a stream-
ing fashion. In this case, the hyperparameter λ can be tuned on-the-fly and adapted to the desired
model efficiently.
Stackelberg Game (SG). Consider a general-sum SG between a leader and a follower, e.g., a
seller and a buyer. The seller aims to maximize its profit over the price vector x that it sets for
various types of goods. The buyer decides the quantity vector y of the goods that it purchases from
the seller by maximizing its utility after payment. The profit of the seller depends on the quantity
that the buyer purchases. Such a general-sum SG can be formulated as the following problem
(Roth et al., 2015):
min
x∈X
c
(
y⋆(x)
) − 〈x, y⋆(x)〉 subject to y⋆(x) ∈ argmin
y
{〈x, y〉 − u(y)},
where 〈x, y⋆(x)〉 is the payment from the buyer to the seller, c is the cost of the seller, and u is
the utility of the buyer. In a typical setting (Roth et al., 2015), the inner and outer problems are
strongly convex and convex, respectively. For gradient updates, H1-H4 hold, assuming c and u are
sufficiently regular. For this case, the use of an online algorithm such as TTSA is preferred as the
seller and buyer reveal their decisions sequentially in the Stackelberg game.
Model-Agnostic Meta-Learning (MAML). Let D(j) = {z(j)i }ni=1 be the j-th (j ∈ [J ]) train-
ing set with sample size n. MAML (Finn et al., 2017) aims to find the optimal shared model
parameter θ that, up to the adaptation to each training set, achieves the minimum empirical risk
on all training sets combined. More specifically, MAML can be formulated as the following bilevel
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optimization problem (Rajeswaran et al., 2019):
min
θ∈Θ
J∑
j=1
n∑
i=1
ℓ¯
(
θ⋆(j)(θ), z
(j)
i
)
subject to θ⋆(j)(θ) ∈ argmin
θ(j)
{ n∑
i=1
〈θ(j),∇θ ℓ¯(θ, z(j)i )〉+ λDφ(θ(j), θ)
}
.
Here θ is the shared model parameter, θ(j) is the adaptation of θ to the jth training set, ℓ¯ is the
loss function, and Dφ is a Bregman divergence. The inner problem is strongly convex (H3.(a)).
Moreover, Finn et al. (2019) proved that, assuming λ is sufficiently large and ℓ¯ is strongly convex,
the outer problem is also strongly convex (H2). Following the same argument for HO, we have H1,
H3.(b), and H4 for stochastic gradient updates, assuming ℓ¯ is sufficiently regular, and the losses
are the logistic loss. Again, applying TTSA to this setting leads to an online algorithm with better
flexibility. In fact, Raghu et al. (2019) demonstrated that an algorithm with almost no inner loop
achieves a comparable performance to Finn et al. (2019) while offering computational benefits.
Reinforcement Learning (RL). Consider a Markov decision process (MDP) (S,A, γ, P, r),
where S and A are the state and action spaces, respectively, γ ∈ [0, 1) is the discount factor,
P (s′|s, a) is the transition kernel to the next state s′ from the current state s and action a, and
r(s, a) ∈ [0, 1] is the reward at s and a. We study an actor-critic scheme, where the actor is the pol-
icy π(a|s) and the critic is the Q-function Qπ(s, a). The Q-function Qπ(s, a) gives the expected total
discounted reward induced by following π starting from (s, a). The policy optimization problem can
be written as the bilevel optimization (Konda and Tsitsiklis, 2000):
min
π∈X⊆R|S|×|A|
−Es0∼ρ0,a∼π(·|s)[Qπ(s, a)] subject to Qπ ∈ argmin
Q∈R|S|×|A|
MSBE(Q;π), (13)
such that ρ0 is the initial state distribution for s0 and X = {π(a|s) :
∑
a∈A π(a|s) = 1, π(a|s) ≥ 0}
is the set of feasible policies. In problem (13), the actor (outer optimization) maximizes the expected
discounted reward, while the critic (inner optimization) finds a Q-function to minimize the mean
squared bellman error (MSBE) for a given policy π. cf. (32). Applying (a variant of) TTSA to (13)
results in an actor-critic scheme. We remark that not all assumptions in §2 are satisfied by (13),
yet our main result still holds, see details in §5.
3 Main Results
This section analyzes the TTSA algorithm under various settings of (1). To quantify convergence,
we rely on a few metrics that are explained as follows.
Tracking Error. Note that TTSA tackles the inner and outer problems simultaneously using
single-loop and two-timescale updates. Due to the coupled nature of the inner and outer problems,
in order to obtain an upper bound on the optimality gap ∆kx := E[‖xk − x⋆‖2], where x⋆ is an
optimal solution to (1), we also need to estimate the tracking error defined as
∆ky := E[‖yk − y⋆(xk−1)‖2] where y⋆(x) = argmin
y∈Rd2
g(x, y).
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For any x ∈ X, y⋆(x) is well defined since the inner problem is strongly convex due to H 3. By
definition, ∆ky quantifies how close y
k is from the optimal solution to inner problem given xk−1.
Moreau Envelop. When the outer problem of (1) is constrained, let X ⊆ Rd1 be the feasible
region. Fix ρ > 0, we define the Moreau envelop of ℓ and proximal map respectively as
Φ1/ρ(z) := min
x∈X
{
ℓ(x) + (ρ/2) · ‖x− z‖2}, x̂(z) := argmin
x∈X
{
ℓ(x) + (ρ/2) · ‖x− z‖2}. (14)
By the definition of x̂ in (14), in the unconstrained case where X = Rd1 , for any x ∈ Rd1 , we have
∇ℓ(x̂(x)) + ρ · (x̂(x)− x) = 0. (15)
In the constrained case, we have
〈∇ℓ(x̂(x)) + ρ · (x̂(x)− x), x− (x̂(x))〉 ≥ 0, ∀ x ∈ X. (16)
Let I : X → X be the identity mapping on X. For any ǫ > 0, x ∈ X is said to be an ǫ-nearly
stationary solution (Davis and Drusvyatskiy, 2018) if x is an approximate fixed point of {x̂ − I}(·)
in the sense that ‖x̂(x) − x‖2 ≤ ρ2 · ǫ. Consider xk ∈ X generated by the k-th iteration of TTSA,
when xk is an ǫ-nearly stationary solution, we have
∆˜kx := ‖x̂(xk)− xk‖2 ≤ ρ2 · ǫ. (17)
By (15) and (17), under the unconstrained case, it holds that ‖∇ℓ(x̂(xk))‖2 ≤ ρ−2 · ∆˜kx ≤ ǫ, i.e.,
x̂(xk) is a ǫ- first-order stationary point of ℓ.
The condition (17) is relevant to TTSA as we employ stochastic gradient estimates with non-
vanishing variance under H 4. Note that the noisy x-updates in (9b) might not converge to a
stationary solution due to nonlinearity with the mirror descent step. Here, the near-stationarity
condition (17) introduced by Davis and Drusvyatskiy (2018) provides an apparatus to quantify
convergence. In particular, we will show that the convergence rate can be derived on E[‖x̂(xk)−xk‖2]
for TTSA, where the expectation is with respect to the randomness of stochastic gradients.
3.1 Strongly Convex Objective Function ℓ(x)
We consider the ‘simplest’ instance of (1) where ℓ(x) is strongly convex. It is anticipated that a fast
convergence rate can be achieved. We have the following convergence guarantees.
Theorem 3.1. Under H 1, H 2 with µℓ > 0, H 3, H 4 with θ = 1, and H 5, we set the step sizes as
αk = cα ·(k+kα)−1, βk = cβ ·(k+kβ)−2/3 for some cα, cβ , kα, kβ > 0. Besides, we assume that the
bias satisfies bk ≤ cbk−7/12, where bk is specified in H 4. Let supk≥1 αk, supk≥1 βk be sufficiently
small. For any k ≥ 1, the iterates from the TTSA algorithm satisfy
∆kx = E[‖xk − x⋆‖2] = O(k−1/2), ∆ky = E[‖yk − y⋆(xk−1)‖2] = O(k−2/3).
The precise step size requirements and omitted constants in O(·) can be found in §C.
The above theorem shows the last iterate convergence for the optimality gap ∆kx = E[‖xk − x⋆‖2]
and the tracking error ∆ky = E[‖yk − y⋆(xk−1)‖2] at the rates O(k−1/2) and O(k−2/3), respectively,
and we have employed a diminishing step size. Here we set αk ≍ k−1 and βk ≍ k−2/3, whose ratio
αk/βk converges to zero as k goes to infinity. Such a two-timescale mechanism enables us to study
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the evolution of ∆kx and ∆
k
x separately. To compute an ǫ-optimal solution with ∆
k
x ≤ ǫ, Theorem 3.1
shows that O˜(1/ǫ2) calls of stochastic oracles of the inner and outer functions1 are needed, where
O˜(·) hides the logarithmic terms. Notice that our rate of convergence is comparable to that of
Ghadimi and Wang (2018) in terms of the number of stochastic oracles of the inner function.
Comparing to prior works, Dalal et al. (2019); Doan (2019); Gupta et al. (2019); Kaledin et al.
(2020); Xu et al. (2019) have analyzed linear TTSA algorithms, whose updates are stochastic affine
maps of (xk, yk). With similar step size rule, these papers show that the convergence rates are
O(k−1) and O(k−2/3) for the optimality gap and tracking error, respectively. Our tracking error
achieves a matching convergence rate, yet the optimality gap converges at a slightly slower rate.
This is reasonable as this paper tackles a general bilevel optimization problem with potentially non-
linear updates. Besides, (9b) constitutes a stochastic approximation update with a biased mean
field that approximates the gradient (see (7)), which prompted us to apply crude bounds. Lastly, we
remark that the nonlinear TTSA algorithm in Mokkadem et al. (2006) achieves convergence rates
of O(k−1) and O(k−2/3) similar to the above works. However it requires stronger assumption such
as the algorithm is locally linear.
3.2 Smooth (Possibly Non-convex) Objective Function ℓ(x)
We focus on the case where ℓ(x) is weakly convex where µℓ in H 3 can be negative. The following
theorem characterizes the convergence rates of TTSA.
Theorem 3.2. Under H 1, H 2, H 3, H 4 with θ = 0,H 5. Consider (1) with X ⊆ Rd1 . Fix K as
the maximum iteration number and set αk ≡ α = cα · K−3/5, βk ≡ β = cβ · K−2/5. Assume the
bias satisfies bk = O(K−1/5). For cα, cβ that are constants and sufficiently small, the iterates from
the TTSA algorithm satisfy
E[∆˜Kx ] = E[‖x̂(xK)− xK‖2] = O(K−2/5), E[∆K+1y ] = E[‖yK+1 − y⋆(xK)‖2] = O(K−2/5),
where K is a uniformly distributed random variable on {0, ...,K − 1} and is drawn independently
of hkf , h
k
g in the algorithm. Here the expectation is taken with respect to both the randomness of the
stochastic gradients and the uniform random variable K.
It is worth noting that when X = Rd1 , Theorem 3.2 implies that TTSA achieves E[‖∇ℓ(xK)‖2] =
O(K−2/5), i.e., xK is an O(K−2/5)-approximate stationary point of ℓ(x) in expectation. See §D for
more details. In addition, compared with Theorem 3.1, the above result uses constant step sizes
determined by the maximum number of iterations, K. Here we set the step sizes as αk ≍ K−3/5
and βk ≍ K−2/5. Similar to the previous case, αk/βk converges to zero as K goes to infinity.
Nevertheless, Theorem 3.2 shows that, with carefully adjusted step sizes, TTSA requires O˜(ǫ−5/2)
calls of stochastic oracle for sampled gradient/Hessian to find an ǫ-nearly stationary solution.
To our best knowledge, the TTSA algorithm has not been studied under the current setting.
We compare our sampling complexity bounds to those in Ghadimi and Wang (2018) which uses a
double-loop algorithm that is shown to require O(ǫ−3) (resp. O(ǫ−2)) stochastic oracle calls for
the inner problem (resp. outer problem), to reach an ǫ-stationary solution. It is important to note
that such analysis cannot be applied to our setting. First, it is unclear how to directly extend
1Each stochastic oracle call refers to taking a stochastic gradient/Hessian sample. To achieve the polynomial decay
of bias, §B shows O(1 + log(k)) calls to the oracle are needed, justifying the log factor in the bound.
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their analyses to a TTSA type algorithms – a trivial extension to a single-loop algorithm results
in a constant error bound making the resulting rate not useful.2 Second, the setting considered in
Ghadimi and Wang (2018) is more restricted because the problem is unconstrained. In contrast,
our result in Theorem 3.2 considers the constrained problem, and when reduced to unconstrained
case, it requires O˜(ǫ−2.5) calls to the stochastic oracle for both the inner and outer problems. Such
a difference in complexity illustrates a trade-off between double-loop and single-loop algorithms.
Finally, before closing this section, we extend the proof technique of Theorem 3.2 to the case
where ℓ(·) is a convex function. This result will be instrumental in applying the proposed algorithm
to reinforcement learning problems. The proof of the result, which follows the main steps of that
of Theorem 3.2 except for choosing different stepsizes and using a different optimality measure for
the outer problem, can be found in §E.
Corollary 3.1. Under H1, H2 with µℓ ≥ 0, H 3, H4 with θ = 0,H 5. Consider (1) with X ⊆ Rd1 .
Fix K as the maximum iteration number and set αk ≡ α = cα · K−3/4, βk ≡ β = cβ · K−1/2.
Assume the bias satisfies bk = O(K−1/4). For cα, cβ that are constants and sufficiently small, the
iterates from the TTSA algorithm satisfy
E[ℓ(xK)− ℓ(x⋆)] = O(K−1/4), E[∆K+1y ] = E[‖yK+1 − y⋆(xK)‖2] = O(K−1/2),
where K is a uniformly distributed random variable on {0, ...,K − 1} and is drawn independently
of hkf , h
k
g in the algorithm. Here the expectation is taken with respect to both the randomness of the
stochastic gradients and the uniform random variable K.
4 Proof Outline
We provide proof sketches for theoretical results in §3. We remark that the analysis for unconstrained
and constrained instances of (1) requires different approaches. For simplicity, we assume Bk = 0 in
this section. The complete proof can be found in the appendix.
Proof Sketch for Theorem 3.1 In the strongly convex setting, it is reasonable to quantify the
optimality gap ∆kx and tracking error ∆
k
y as the optimal solution x
⋆ is unique. Our idea is to bound
the optimality gap and tracking error in terms of each other, and then combining these bounds. We
first bound the tracking error.
Lemma 4.1. Assume that H 1, H 3, H 4, and H 5 hold. Suppose that the step size satisfies
supk≥0 βk ≤ β∞ and the condition that cα2/3k ≤ βk ≤ cα2/3k for some 0 < c ≤ c < ∞, then
there exists constants C
(1)
y ,C
(2)
y such that for any k ≥ 1, it holds
∆k+1y ≤
k∏
ℓ=0
(1− βℓg0µg/4)∆0y +C(1)y βk +C(2)y
k∑
j=1
β2j
k∏
ℓ=j+1
(1− βℓg0µg/4)∆j−1x . (18)
The details of c and c are given in (46), and see (47) for the details of C
(1)
y and C
(2)
y .
2To see this, the readers are referred to (Ghadimi and Wang, 2018, Theorem 3.1). If a single inner iteration
is performed, tk = 1, so A¯
k ≥ ‖y0 − y⋆(xk)‖ which is a constant. Then the r.h.s. of (3.70), (3.73), (3.74) in
(Ghadimi and Wang, 2018, Theorem 3.1) will all have a constant term.
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Notice that the above bound contains a transient term dependent on the initialization, a steady-
state term of O(βk), and a coupling term that is convolved with the optimality gap ∆kx.
We proceed with the optimality gap ∆kx. Notice that a direct adaptation of Lemma 4.1 is not
possible since the x-update (9b) does not follow the actual gradient ∇ℓ(xk) in expectation. Instead,
the gradient update is biased with the mean field ∇xf(xk, yk+1) which is equal to ∇ℓ(xk) only when
yk+1 = y⋆(xk). Upon accounting for the discrepancy in gradient approximation, we obtain the
following upper bound on the optimality gap.
Lemma 4.2. Under H1, H 2 with µℓ > 0, H 3, H 4, suppose that the step size satisfies supk≥0 αk ≤
α∞ (see (54)). For any k ≥ 1, it holds that
∆k+1x ≤
k∏
i=0
(1− αiµℓ)∆0x +
2σ2f
µℓ
αk + 5L
2(1 + σ2f )
k∑
j=0
α
5/6
j
k∏
i=j+1
(1− αiµℓ)∆j+1y . (19)
Again, the r.h.s. of (19) shares a similar composition as (18). We remark that the last convolution
term is constructed with {∆j+1y }kj=0 and a 5/6-powered outer step size sequence {αj}kj=0. This is
different from (18), where the convolution involves {∆j−1x }kj=0 and {β2j }kj=0.
We now substitute (18) into (19) to estimate ∆kx. Via solving the double summation, we obtain
O(√αk) and O(βk) convergence rates for the optimality gap and the tracking error, respectively.
The convergence here relies on the distinction of timescales between step sizes αk and βk.
Proof Sketch for Theorem 3.2 When X ⊆ Rd1 and ℓ(x) is weakly convex, the previous analysis
no longer works, partly because x⋆ may not be unique. Our idea is to first combine the descent
estimate for both loops to provide a rate estimate for the inner problem to bound ∆k+1y . Once the
rate of the inner problem is obtained, we leverage such bounds to obtain new descent estimates for
the outer iteration.
To this end, we define OPTk+1 := E[ℓ(xk+1)− ℓ(x⋆)] and derive the following inequalities
OPTk+1 ≤ OPTk +
(
1
2αk
− Lf
2
)
‖xk+1 − xk‖2 + αkL2∆k+1y + αkσ2f , (20a)
∆k+1y ≤
(
1− 12µgg0βk
)
∆ky +
(
2
µgg0βk
− 1
)
L2E[‖xk − xk−1‖2] + (βk)2σ2g . (20b)
By combining the two inequalities and telescoping, we obtain an estimate of ∆k+1y . However,
it is not clear how to provide an estimate for the convergence behavior for the outer problem yet.
Towards this end, we derive an additional descent that links ∆k+1y with ∆˜
k+1
x , as below (assuming
ρ+ µf > 0):
E[Φ1/ρ(x
k+1)]− E[Φ1/ρ(xk)] ≤
ρ
2
E[‖xk+1 − xk‖2] + ραkL
2
(ρ+ µf )
∆k+1y −
(ρ+ µf )ραk
2
∆˜kx. (21)
Further combining with (20a) and (20b), and telescoping with the above estimate, one can show
that ∆˜kx converges in the same rate as ∆
k
y.
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5 Application to Reinforcement Learning
In this section, we instantiate our general theory to develop an actor-critic algorithm for the re-
inforcement learning problem introduced in (13). To describe the setting, recall that an MDP is
denoted by (S,A, γ, P, r). With the initial state s0 drawn from a fixed distribution ρ0, for any t ≥ 0,
the agent takes an action at at state st, and observes a reward rt = r(st, at). Then, the environment
evolves into a new state according to the Markov transition kernel, i.e., st+1 ∼ P (·|st, at). Moreover,
we follow a stationary policy π that is defined as a mapping from S to a distribution over A. For
any (s, a) ∈ S × A, π(a|s) is the probability of the agent choosing action a ∈ A at state s. We
assume that |A| <∞ while |S| is possibly infinite.
Note that a policy π ∈ X induces a Markov chain on S. Denote the induced Markov transition
kernel as P π such that st+1 ∼ P π(·|st). For any s, s′ ∈ S, we have P π(s′|s) =
∑
a∈A π(a|s)P (s′|s, a).
For any π ∈ X, P π is assumed to induce a stationary distribution over S, denoted by µπ. In
addition, ρπ denotes the visitation measure induced by π, which is a probability distribution over
S:
ρπ(s) := (1− γ)−1∑t≥0 γt · P(st = s), (22)
such that {st}t≥0 is a trajectory of states obtained by drawing s0 ∼ ρ0 and following π afterwards.
In policy optimization, our objective is to minimize ℓ(π), defined as the negated expected total
reward obtained by the agent when following policy π, i.e.,
ℓ(π) = −Eπ
[∑
t≥0 γ
t · r(st, at)
]
, (23)
where Eπ denotes the expectation with the actions taken according to π. Our goal to find a policy
that minimizes ℓ(π). For π ∈ X, V π and Qπ are defined as the state- and action-value functions,
i.e.,
V π(s) = E
[∑
t≥0 γ
t · r(st, at)
∣∣ s0 = s], Qπ(s, a) = E[∑t≥0 γt · r(st, at) ∣∣ s0 = s, a0 = a], (24)
for any (s, a) ∈ S ×A. By the definitions in (23) and (24), we have
ℓ(π) = −Es0∼ρ0 [V π(s0)], V π(s) = Ea∼π(· | s)[Qπ(s, a)] = 〈Qπ(s, ·), π(· | s)〉.
It is known that Qπ is the unique solution to the Bellman equation (Sutton and Barto, 2018) as:
Q(s, a) = r(s, a) + γ · Es′∼P (·|s,a),a′∼π(·|s′)[Q(s′, a′)] = r(s, a) + γ(P πQ)(s, a). (25)
Let 〈·, ·〉ρ be the inner product with respect to a distribution ρ over S, and ‖ · ‖µπ⊗π be the ℓ2-norm
with respect to the probability measure µπ ⊗ π over S ×A, i.e.,
〈f, g〉ρ =
∫
S
〈f(s, ·), g(s, ·)〉dρ(s), ‖f‖µπ⊗π =
(∫
S
{∑
a∈A
π(a|s) · [f(s, a)]2
}
dµπ(s)
)1/2
, (26)
where f, g are some functions defined on S × A. The policy optimization problem can be written
as the following bilevel optimization:
min
π∈X⊆R|S|×|A|
ℓ(π) = −〈Qπ, π〉ρ0 subject to Qπ ∈ argmin
Q∈R|S|×|A|
1
2‖Q− r − γP πQ‖2µπ⊗π, (27)
where ρ0 is the initial state distribution. We denote by π⋆ the optimal policy that solves (27). For
simplicity, we let ρ⋆ denote the visitation measure induced by π⋆, i.e., ρπ
⋆
specified by (22).
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Problem (27) is a bilevel optimization problem. The inner problem corresponds to a policy
evaluation sub-problem, whose objective function is the mean-squared (projected) Bellman error.
The outer problem corresponds to the policy improvement sub-problem, where we update the policy
using the value function obtained by solving the inner problem. We study the two-timescale natural
actor-critic (TT-NAC) algorithm (Kakade, 2002; Peters and Schaal, 2008) for policy optimization.
For policy evaluation, we employ the temporal difference (TD) learning (Sutton, 1988) with linear
function approximation to obtain the critic. For policy improvement, we update the actor via the
proximal policy optimization (PPO) update (Schulman et al., 2017), where the update direction is
obtained from the current iterate of the TD update. Our algorithm is two-timescale as both the
actor and critic are updated in each iteration with different stepsizes. Moreover, the critic used to
update the actor π can be far from Qπ. This is in contrast to a double-loop actor-critic algorithm
where one updates the actor using an exactly solved critic Qπ.
In TT-NAC, we approximate each Qπ(·, ·) by a linear function φ(·, ·)⊤θ, where φ : S × A → Rd
is a known feature mapping and θ ∈ Rd is the parameter. Starting from the initial actor π0 ∈ X
and critic Q0(·, ·) = φ(·, ·)⊤θ0, the TT-NAC constructs a sequence of actors and critics {πk, Qk}k≥0
as follows. In the policy evaluation step, we draw two state-action pairs (s, a, s′, a′) in consecutive
satisfying s ∼ µπk , a ∼ πk(·|s), s′ ∼ P (·|s, a), and a′ ∼ πk(·|s′). Then we update the parameter of
the critic via a TD step
θk+1 = θk − βkhkg with hkg = [Qk(s, a)− r(s, a)− γQk(s′, a′)]φ(s, a), (28)
where we have defined Qk+1(·, ·) = φ(·, ·)⊤θk+1. Here we assume that s is sampled from the
stationary distribution induced by πk for simplicity. Such an assumption can be relaxed to assuming
sampling a single trajectory from the MDP.
For the policy improvement step, we consider the visitation measure ρk and define
D¯ψ,ρk(π, π
k) =
∫
Dψ
(
π(·|s), πk(·|s))dρk(s),
where Dψ is the Kullback-Leibler (KL) divergence between probability distributions over A. Then,
utilizing the current critic Qk+1, the PPO step is given by
πk+1 = argmin
π∈X
{
−(1− γ)−1 ·
∫
S
[
〈Qk+1(s, ·), π(·|s) − πk(·|s)〉 + 1
αk
Dψ
(
π(·|s), πk(·|s))]dρk(s)}
= argmin
π∈X
{
−(1− γ)−1〈Qk+1, π − πk〉ρk +
1
αk
D¯ψ,ρk(π, π
k)
}
, (29)
where αk is the step size. The update in (29) can be implemented separately for each state as
πk+1(·|s) = argmin
ν :
∑
a ν(a)=1,ν(a)≥0
{
−(1− γ)−1 · 〈Qk+1(s, ·), ν〉+ 1/αk ·Dψ
(
ν, πk(·|s))},
where the minimization is taken over the space of probability distributions over A. Moreover, since
Dψ is the KL divergence, such an update can be written in closed form as
πk+1(·|s) ∝ πk(·|s) · exp[(1− γ)−1αk ·Qk+1(s, ·)], (30)
which is reduced to the natural policy gradient update (Kakade, 2002). We note that in the above
setting, the policy at iteration k can be further rewritten as
πk(·|s) ∝ π0(·|s) · exp [(1− γ)−1φ(s, ·)⊤∑k−1i=0 αiθi+1].
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In other words, the actor may store the running sum of d-dimensional critic parameter
∑k−1
i=0 αiθ
i+1,
instead of the |S||A|-dimensional policy matrix.
Combining (28), (29), we obtain the TT-NAC algorithm as follows:
Algorithm 2. Two-Timescale Natural Actor-Critic (TT-NAC)
S0) Initialize the variable (π0, θ0) ∈ X × Rd and the step size sequence {αk, βk}k≥0;
S1) For iteration k = 0, ...,K,
θk+1 = θk − βk
[
Qk(s, a)− r(s, a)− γQk(s′, a′)]φ(s, a), (31a)
πk+1 = argmin
π∈X
{
−(1− γ)−1〈Qk+1, π − πk〉ρk +
1
αk
D¯ψ,ρk(π, π
k)
}
, (31b)
where we define Qk(·, ·) = φ(·, ·)⊤θk for all k ≥ 0, and ρk is the visitation measure induced by
following the policy πk. Besides, (s, a, s′, a′) in (31a) satisfies s ∼ µπk , a ∼ πk(·|s), s′ ∼ P (·|s, a),
and a′ ∼ πk(·|s′), where µπk is the stationary distribution of the Markov chain induced by πk.
The update in (31b) can be written in closed form as in (30).
To further understand the connection between TT-NAC and TTSA, we note that (31a) and (31b)
correspond to the updates for the inner and outer problems of (27), respectively. Here the actor
and critic play the role of x and y in TTSA, respectively. Moreover, the TD update in (31a) is a
semi-gradient step for the mean-squared Bellman error (MSBE)
MSBE(Qθ;π
k) =
∥∥Qθ − r − P πkQθ∥∥2µπk⊗πk , (32)
where Qθ(·, ·) = φ(·, ·)⊤θ and ‖ · ‖µπk⊗πk is defined in (26), which is similar to (9a) in TTSA.
Compared to (9b) in TTSA, we adopt the Bregman divergence D¯ψ,ρk in (31b), which yields an
extension to the mirror descent update. Moreover, utilizing the structure of reinforcement learning,
in (31b) we adopt a different estimator of ∇ℓ(π) from (7). In particular, we use
[∇πf(π,Q)](s, a) = −(1− γ)−1Q(s, a)ρπ(s).
Notice that ∇πf(π,Qπ) = ∇ℓ(π) by the policy gradient theorem (Sutton and Barto, 2018).
5.1 Convergence Analysis of TT-NAC
To analyze the convergence of TT-NAC, we customize the proof of Theorem 3.2 for the setting
of reinforcement learning, where we adopt mirror descent in the outer problem with a different
estimator of the gradient ∇ℓ(π). In addition, as opposed to H 2, it is not clear whether the loss
function ℓ(π) satisfies the weakly convex condition in (2). Instead, a key property of ℓ(π) is the
following performance difference lemma (Kakade and Langford, 2002)
ℓ(π)− ℓ(π⋆) = J(π⋆)− J(π) = (1− γ)−1 · 〈Qπ, π⋆ − π〉ρ⋆ , ∀π ∈ X. (33)
This implies that (2) holds with x1 fixed to π
⋆, µℓ set to zero, the inner product set to 〈·, ·〉ρ⋆ , and
the inequality changed to a equality. As we will see in the proof, (33) plays a similar role as (2) and
characterizes the loss geometry of the outer problem.
In the sequel, we consider the following assumptions on the MDP model of interest.
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H 6. The reward function is uniformly bounded by a constant r. That is, |r(s, a)| ≤ r for all
(s, a) ∈ S ×A. Moreover, the action space is finite, i.e., |A| <∞.
H7. Let φ : S×A→ Rd be a known feature mapping satisfying ‖φ(s, a)‖2 ≤ 1 for all (s, a) ∈ S×A.
The action-value function associated with each policy is a linear function of φ. That is, for any
policy π ∈ X, there exists θ⋆(π) ∈ Rd such that Qπ(·, ·) = φ(·, ·)⊤θ⋆(π).
H 8. For each policy π ∈ X, the induced Markov chain P π admits a unique stationary distribution
µπ for all π ∈ X. Moreover, let Σπ = Eµπ⊗π[φ(s, a)φ⊤(s, a)] ∈ Rd×d, there exists a constant µφ
such that Σπ  µ2φ · Id for all π ∈ X.
H 9. For any (s, a) ∈ S × A and any π ∈ X, let ̺(s, a, π) be a probability measure over S, defined
by
[̺(s, a, π)](s′) = (1− γ)−1∑t≥0 γt · P(st = s′), ∀s′ ∈ S. (34)
That is, ̺(s, a, π) is the visitation measure induced by the Markov chain that starts from (s0, a0) =
(s, a) and follows policy π afterwards. There exists a constant Cρ > 0 such that
Es′∼ρ⋆
[∣∣∣∣̺(s, a, π)ρ∗ (s′)
∣∣∣∣2] ≤ C2ρ
for all (s, a) ∈ S ×A and π ∈ X.
Here H 6 is a standard assumption for reinforcement learning. In addition, it is also standard to
assume that the feature mapping φ is uniformly bounded. In H 7 we further assume that each Qπ
is linear, which implies that linear function approximation is exact. Under such an assumption, the
global minimizer of MSBE(·, πk) in (32) is θ⋆(π), which recovers Qπk . Meanwhile, the assumption
that the stationary distribution µπ exists for policy π is commonly postulated in the literature on
policy evaluation via TD learning (Bhandari et al., 2018; Dann et al., 2014). We further assume
in H 8 that the smallest eigenvalue of Σπ is bounded uniformly away from zero, which appears
in Bhandari et al. (2018) for analyzing TD learning. Finally, H 9 postulates that ρ⋆ is regular in
the sense that the density ratio between ̺(s, a, π) and ρ⋆ has uniformly bounded second-order mo-
ments under ρ⋆. Such an assumption is closely related to the notion of concentratability coefficients
(Agarwal et al., 2019; Antos et al., 2008; Chen and Jiang, 2019; Fan et al., 2020; Liu et al., 2019;
Munos and Szepesvári, 2008; Tosatto et al., 2017; Wang et al., 2019), which characterizes the dis-
tribution shift incurred by policy updates and is conjectured essential for the sample complexity
analysis of reinforcement learning methods (Chen and Jiang, 2019).
It would be interesting to investigate the connections between the aforementioned assumption
and those postulated in Theorem 3.2. Due to the similarity between (33) and (2), Qπ in (33) plays
the same role as ∇ℓ(x) in (2). Besides, under H 7, θ⋆(π) is similar to y⋆(x), due to being the
solution to the inner problem. Then, as we will show in the proof, H 7 and H 9 enable us to show
that θπ is Lipschitz continuous in π, which is a counterpart of Lemma 2.1. Moreover, note that
the update direction of the inner problem is hkg in (28). The boundedness of φ and r enables us to
control the variance of hkg , which is similar to (10b) in H 4. Let Fk be the σ-algebra generated by
θ0, π0, . . . , θk, πk. As shown in Bhandari et al. (2018), under H 8, the TD update satisfies
E[hkg |Fk]⊤
[
θk − θ⋆(πk)] ≥ (1− γ) · µφ · ‖θk − θ⋆(πk)‖22.
which is analogous to the first inequality of H 5. Here ‖ · ‖2 is the Euclidean norm in Rd.
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To state our main convergence results, let us define the quantities of interest:
∆k+1Q := E[‖θk+1 − θ⋆(πk)‖22], OPTk := E[ℓ(πk)− ℓ(π⋆)], (35)
where the expectations above are taken with respect to the i.i.d. draws of state-action pairs in
(28) for TT-NAC. We remark that ∆kQ, analogous to ∆
k
y used in TTSA, is the tracking error that
characterizes the performance of TD learning when the target value function, Qπ
k
, is time-varying
due to the policy updates. Applying the similar analysis technique as for TTSA, we obtain the finite-
time convergence results for TT-NAC, which are stated in the following corollary to Theorem 3.2.
Corollary 5.1. Consider TT-NAC for the policy optimization problem in (27). Under H6 – H9,
we set the step sizes αk and βk in (31b) and (31a) as the constants α and β, respectively. Let K
be the maximum number of iterations which is a sufficiently large integer. Setting α = O(K−3/4)
and β = O(K−1/2), we have
E[OPTK] = O(K−1/4), E[∆K+1Q ] = O(K−1/2)
where K is an independent random variable that is uniformly distributed over {0, ...,K − 1}.
We briefly discuss the main steps in proving the above results which resembles that of Corollary 3.1.
First, we show that based on H6 – H9, a similar descent as in (20a) holds. The key difference here is
that this result is achieved without using a Lipschitz continuous gradient condition for the composite
function ℓ(·), which may not hold when the state space is large; instead, such a descent is shown
based on the cost-difference lemma (33) and a refined Lipschitz property on Qπ, see Lemma F.1.
Second, (20b) holds by making use of a semi-gradient property of the TD updates (Bhandari et al.,
2018). Lastly, we will verify that a descent estimate similar to (21) holds true, with ∆˜kx replaced by
OPTk. The detailed proof can be found in §F.
Our result shows that the TT-NAC algorithm finds an optimal policy at the rate of O(K−1/4) in
terms of the objective value. This rate is comparable to another variant of the TT-NAC algorithm in
Xu et al. (2020), which is analyzed under similar conditions to ours, yet their samples can be drawn
from a single trajectory while assuming uniform ergodicity on the induced Markov chain. In contrast,
the analysis for our TT-NAC algorithm is rooted in the more general bilevel optimization and our
actor update is performed using the mirror descent paradigm. Analysis for the two-timescale actor-
critic algorithm can also be found in Xu et al. (2020), Wu et al. (2020), which provide an O(K−2/5)
convergence rate to a stationary point of the expected discounted reward as a function of the policy
parameter.
6 Conclusion
This paper develops efficient two-timescale stochastic approximation algorithms for a class of bi-
level optimization problems where the inner problem is unconstrained and strongly convex. When
measuring the convergence rates using certain properly defined optimality measures, we show that
the proposed TTSA algorithm converges with rates O(K−1/2), O(K−1/4), and O(K−2/5), under
the setting where the outer problem is either strongly convex, convex, or non-convex, respectively.
Additionally, we show how our theory and analysis can be customized to a two-timescale actor-critic
proximal policy optimization algorithm in reinforcement learning, and obtain a competitive rate of
O(K−1/4) in terms of the gap in the objective value to a globally optimal policy.
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A Detailed Conditions for Convergence
The assumptions H 1-H 2-H 3 are formally stated as follows.
H10. The outer function f and ℓ satisfy the following conditions:
1. For any x ∈ Rd1 , ∇xf(x, ·) and ∇yf(x, ·) are Lipschitz continuous with respect to (w.r.t.)
y ∈ Rd2 , and with constants Lfx and Lfy, respectively.
2. For any y ∈ Rd2 , ∇yf(·, y) is Lipschitz continuous w.r.t. x ∈ X, and with constants L¯fy.
3. For any x ∈ X, y ∈ Rd2 , we have ‖∇yf(x, y)‖ ≤ Cfy , for some Cfy > 0.
4. The function ℓ(·) is weakly convex with modulus µℓ (which is not necessarily non-negative),
which satisfies the following condition:
ℓ(w) ≥ ℓ(v) + 〈∇ℓ(v), w − v〉+ µℓ‖w − v‖2, ∀ w, v ∈ X.
H11. The inner function g satisfies the following conditions:
1. For any x ∈ X and y ∈ Rd2 , g(x, y) is twice continuously differentiable in (x, y);
2. For any x ∈ X, ∇yg(x, ·) is Lipschitz continuous w.r.t. y ∈ Rd2 , and with constants Lg.
3. For any x ∈ X, g(x, ·) is strongly convex in y, and with modulus µg > 0.
4. For any x ∈ X, ∇2xyg(x, ·) and ∇2yyg(x, ·) are Lipschitz continuous w.r.t. y ∈ Rd2 , and with
constants Lgxy > 0 and Lgyy > 0, respectively.
5. For any x ∈ X and y ∈ Rd2 , we have ‖∇2xyg(x, y)‖ ≤ Cgxy for some Cgxy > 0.
6. For any y ∈ Rm, ∇2xyg(·, y) and ∇2yyg(·, y) are Lipschitz continuous w.r.t. x ∈ X, and with
constants L¯gxy > 0 and L¯gyy > 0, respectively.
We remark that H 11.(3) can be relaxed to requiring one-point strong convexity in our analysis.
Finally, let us re-state Lemma 2.1 with the precise constants in the following lemma.
Lemma A.1. (Ghadimi and Wang, 2018, Lemma 2.2) Under H 10-H 11, there exist constants
L,Lf , Ly such that
‖∇xf(x, y)−∇ℓ(x)‖ ≤ L‖y⋆(x)− y‖,
‖∇ℓ(x1)−∇ℓ(x2)‖ = ‖∇f(x1, y⋆(x1))−∇f(x2, y⋆(x2))‖ ≤ Lf‖x1 − x2‖,
‖y⋆(x1)− y⋆(x2)‖ ≤ Ly‖x1 − x2‖,
for any x, x1, x2 ∈ X and y ∈ Rd2 , and the constants are given as:
L = Lfx +
LfyCgxy
µg
+ Cfy
(
Lgxy
µg
+
LgyyCgxy
µ2g
)
,
Lf = Lfx +
(L¯fy + L)Cgxy
µg
+ Cfy
(
L¯gxy
µg
+
L¯gyyCgxy
µ2g
)
, Ly =
Cg
µg
.
(37)
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B Computing Biased Samples of ∇xf(xk, yk+1)
In this section, we illustrate how to construct estimates hkf which satisfy H4, where the approximate
composite gradient is give by (7), and analyze the magnitude of the bias involved. Note that as
analyzed in Theorem 3.1 and Theorem 3.2, it is necessary for the gradient estimate hkf to have a
bias that decays polynomially.
To this end, we recall that hkf aims to estimate
∇xf(xk, yk+1) = ∇xf(xk, yk+1)−∇2xyg(xk, yk+1)
[∇2yyg(xk, yk+1)]−1∇yf(xk, yk+1).
For simplicity and without loss of generality, we shall drop the superscripts of iteration index from
now on. In particular, we declare x ≡ xk, y ≡ yk+1. Each of the gradient/Jacobian/Hessian in the
above can be written as
∇xf(x, y) = Eµ(1) [∇xf(x, y; ξ(1))], ∇yf(x, y) = Eµ(1) [∇yf(x, y; ξ(1))],
∇2xyg(x, y) = Eµ(2) [∇2xyg(x, y; ξ(2))], ∇2yyg(x, y) = Eµ(2) [∇2yyg(x, y; ξ(2))],
such that ξ(i) is distributed with µ(i), i = 1, 2. We assume that we can draw i.i.d. samples from the
distributions µ(1), µ(2).
The challenge in constructing an unbiased sample of ∇xf(x, y) lies in the Hessian inverse involved
in its calculation. In particular, it is well known that Eµ(2){[∇2yyg(x, y; ξ(2))]−1} 6= [∇2yyg(x, y)]−1.
Inspired by Ghadimi and Wang (2018), let t be a fixed positive integer, we consider the following
procedure:
1. Select p ∈ {0, . . . , t− 1} uniformly at random.
2. Draw 2 + p samples as ξ(1) ∼ µ(1), ξ(2)0 , . . . , ξ(2)p ∼ µ(2) independently. Note that 2 + p ≤ 1 + t.
3. Construct hkf via
hkf = ∇xf(x, y; ξ(1))−∇2xyg(x, y; ξ(2)0 )
[
t
Lg
p∏
i=1
(
I − 1
Lg
∇2yyg(x, y; ξ(2)i )
)]
∇yf(x, y; ξ(1)), (38)
where as a convention, we have set
∏p
i=1
(
I − 1Lg∇2yyg(x, y; ξ
(2)
i
)
= I if p = 0.
The following lemma shows that hkf satisfies H 4:
Lemma B.1. Assume that H 10 and H11 hold. Consider hkf constructed in (38). For any t ≥ 1, it
holds ∥∥∥∇xf(x, y)− E[hkf ]∥∥∥ ≤ CgxyCfy 1µg ·
(
1− µg
Lg
)t
. (39)
Furthermore, assume that E[‖∇yf(x, y; ξ(1))‖2] ≤ Cy, E[‖∇2xyg(x, y; ξ(2))‖2] ≤ Cg, and
E[‖∇xf(x, y)−∇xf(x, y; ξ(1))‖2] ≤ σ2fx, E[‖∇yf(x, y)−∇yf(x, y; ξ(1))‖2] ≤ σ2fy,
E[‖∇2xyg(x, y) −∇2xyg(x, y; ξ(2))‖2] ≤ σ2gxy,
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then we have
E[‖hkf − E[hkf ]‖2] ≤ σ2fx +
3
µ2g
[
(σ2fy + C
2
y ){σ2gxy + 2C2gxy}+ σ2fyC2gxy
]
.
Proof. Observe that as the samples are drawn independently, the expected value of hkf can be
computed as
E[hkf ] = ∇xf(x, y)−∇2xyg(x, y)E
[
t
Lg
p∏
i=1
(
I − 1
Lg
∇2yyg(x, y; ξ(2)i )
)]
∇yf(x, y). (40)
We have
‖∇xf(x, y)− E[hkf ]‖
=
∥∥∥∥∥∇2xyg(x, y)
{
E
[
t
Lg
p∏
i=1
(
I − 1
Lg
∇2yyg(x, y; ξ(2)i )
)]
− [∇yyg(x, y)]−1}∇yf(x, y)
∥∥∥∥∥
≤ CgxyCfy
∥∥∥∥∥E
[
t
Lg
p∏
i=1
(
I − 1
Lg
∇2yyg(x, y; ξ(2)i )
)]
− [∇yyg(x, y)]−1
∥∥∥∥∥ ,
where the last inequality follows from H 10-3 and H 11-5. Applying (Ghadimi and Wang, 2018,
Lemma 3.2), the latter norm can be bounded by 1µg
(
1− µgLg
)t
. This concludes the proof for the first
part.
It remains to bound the variance of hkf . We first let Hyy =
t
Lg
∏p
i=1
(
I − 1Lg∇2yyg(x, y; ξ
(2)
i )
)
to
simplify notations. To estimate the variance of hkf , using (40), we observe that
E[‖hkf − E[hkf ]‖2] = E[‖∇xf(x, y; ξ(1))−∇xf(x, y)‖2]
+ E
[∥∥∥∇2xyg(x, y; ξ(2)0 )Hyy∇yf(x, y; ξ(1))−∇2xyg(x, y)E[Hyy]∇yf(x, y)∥∥∥2].
The first term on the right hand side can be bounded by σ2fx. Furthermore
∇2xyg(x, y; ξ(2)0 )Hyy∇yf(x, y; ξ(1))−∇2xyg(x, y)E
[
Hyy
]∇yf(x, y)
=
{∇2xyg(x, y; ξ(2)0 )−∇2xyg(x, y)}Hyy∇yf(x, y; ξ(1))
+∇2xyg(x, y){Hyy − E[Hyy]}∇yf(x, y; ξ(1))
+∇2xyg(x, y)E[Hyy ]
{∇yf(x, y; ξ(1))−∇yf(x, y)}.
We also observe
E[‖∇yf(x, y; ξ(1))‖2] = E[‖∇yf(x, y; ξ(1))−∇yf(x, y)‖2] + E[‖∇yf(x, y)‖2] ≤ σ2fy + C2y .
Then, using the basic inequality (a + b + c)2 ≤ 3(a2 + b2 + c2) and applying Cauchy-Schwarz, we
have
E
[∥∥∥∇2xyg(x, y; ξ(2)0 )Hyy∇yf(x, y; ξ(1))−∇2xyg(x, y)E[Hyy]∇yf(x, y)∥∥∥2]
≤ 3
{
(σ2fy + C
2
y ){σ2gxyE[‖Hyy‖2] + C2gxyE[‖Hyy − E[Hyy]‖2]}+ σ2fyC2gxy · ‖E[Hyy]‖2
}
.
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The proof of Lemma 3.2 in Ghadimi and Wang (2018) can be slightly modified to give
‖E[Hyy]‖2 ≤ (E[‖Hyy‖])2 ≤ µ−2g .
Together, the above gives the following estimate on the variance:
E[‖hkf − E[hkf ]‖2] ≤ σ2fx +
3
µ2g
{
(σ2fy + C
2
y ){σ2gxy + 2C2gxy}+ σ2fyC2gxy
}
.
This concludes the proof for the second part.
Let us discuss the consequence of Lemma B.1 on the sample complexity of the TTSA algorithm
under the bias assumptions in Theorem 3.1, Theorem 3.2. In particular, (39) shows that
E[hkf ] = ∇xf(xk, yk+1) +Bk with ‖Bk‖ ≤ bk = O
(
(1− µg/Lg)t
)
.
The theorems requires that bk ≤ cbk−a for some a > 0. To satisfy this, one only needs to set
t = Θ(log k). As such, the k-th iteration of the TTSA algorithm requires merely 1+Θ(log k) queries
to the stochastic oracles.
C Proof of Theorem 3.1
We focus on the setting when both the inner and outer problems are strongly convex, i.e., with
µℓ > 0, µg > 0. To simplify our notations, we define the following quantities:
∆k+1x := E[‖xk+1 − x⋆‖2], ∆k+1y := E[‖yk+1 − y⋆(xk)‖2].
Note that ∆kx can be seen as the optimality gap, while ∆
k
y is the tracking error. Moreover, since we
are working with Euclidean norm and the distance measure ψ is chosen as ψ(x) = (1/2) · x⊤x, the
x-update in (9b) can be written as
xk+1 = PX{xk − γkhkf}, (41)
where PX is the Euclidean projection onto the set X. We also let ‖∇ℓ(x⋆)‖2 ≤ σ20. We recall that
the step sizes are chosen as
αk = cα/(k + kα), βk = cβ/(k + kβ)
2/3.
The parameters cα, kα, cβ , kβ are chosen such that:
αk ≤ c0 β3/2k , βk ≤ c1α2/3k , αk−1 ≤ c2 αk,
βi−1/βi ≤ 1 + βig0µg/12, αi−1/αi ≤ 1 + 3αiµℓ/4,
(42)
for some positive constants c0, c1, c2. Here µℓ appears in H 2, µg appears in H 3, and g0 is specified
in H 5. In addition, the step size satisfies (46), (54), and
24µℓαm ≤ g0µgβm, 32L2 ·
3 + σ2f
g0µg
C(2)y · βm ≤ µℓαm, ∀ m ≥ 0, (43)
where C
(2)
y is defined in (47). Lastly, as stated in the theorem, the bias in estimating the outer
gradient decays as bk ≤ cb · k−7/12. Recall that αk = cα · (k + kα)−1. Then, we assume that there
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exists a constant c˜b such that
b2k ≤ c˜b α7/6k+1, ∀ k ≥ 0, (44)
which can be ensured by setting cb, cα, and kα properly. Moreover, for any n,m ∈ N, define
G(1)m:n =
n∏
i=m
(1− βig0µg/4), G(2)m:n =
n∏
i=m
(1− αiµℓ). (45)
Convergence of Tracking Error ∆k+1y . In the following, we establish Lemma 4.1 which is
restated with further details as follows.
Lemma C.1. Under H 1, H 3, H 4, and H 5, suppose that the step size satisfies supk≥0 βk ≤ β∞,
where
β∞ := min
{
1
g0µg
,
g0µg
g21L
2
g(1 + σ
2
g)
,
g20µ
2
g
16c20c
2
2L
2L2g(2 + σ
2
f )
}
. (46)
Moreover, we define the constants
C(1)y :=
8
g0µg
{2c20c22L2y
g0µg
σ¯2f +
4c2bc
2
0c
2
2L
2
y
g0µg
+ σ2g
}
, C(2)y :=
8c20c
2
2L
2
yL
2
f (2 + σ
2
f )
g0µg
. (47)
Here σ¯2f := σ
2
f + 4(2 + σ
2
f )σ
2
0. Here in (46) and (47), constants L, Lf , and Ly are specified in
Lemma 2.1, Lg and µg are given in H 3, σf and σg appear in H 4, µg and g0 come from H 5, c0,
c2 are specified in (42), the bias bk in H 4 satisfies bk ≤ cb · k−7/12, and σ20 is an upper bound on
‖∇ℓ(x⋆)‖2. For any k ≥ 1, it holds that
∆k+1y ≤ G(1)0:k∆0y +C(1)y βk +C(2)y
k∑
j=1
β2jG
(1)
j+1:k∆
j−1
x .
Proof. By the updating rule for yk+1, we have
‖yk+1 − y⋆(xk)‖2 = ‖yk − y⋆(xk)‖2 − 2βk〈hkg , yk − y⋆(xk)〉+ β2k‖hkg‖2. (48)
Taking the conditional expectation given filtration Fk on both sides of (48) yields that
E[‖yk+1 − y⋆(xk)‖2|Fk] = ‖yk − y⋆(xk)‖2 − 2βkE[〈hkg , yk − y⋆(xk)〉|Fk] + β2kE[‖hkg‖2|Fk]
= ‖yk − y⋆(xk)‖2 − 2βk〈∇˜yg(xk, yk), yk − y⋆(xk)〉+ β2kE[‖hkg‖2|Fk]
≤ (1− 2βkg0µg)‖yk − y⋆(xk)‖2 + β2kE[‖hkg‖2|Fk],
where the second equality follows from (10a) in H4 and the first inequality follows from (11) in H5.
Furthermore, by direct computation and (10b) in H 4, we have
E[‖hkg‖2|Fk] = E
[‖hkg − ∇˜yg(xk, yk)‖2∣∣Fk]+ ‖∇˜yg(xk, yk)‖2
≤ σ2g + (1 + σ2g)‖∇˜yg(xk, yk)‖2 ≤ σ2g + (1 + σ2g) · g21L2g‖yk − y⋆(xk)‖2,
where the last inequality uses the optimality condition of the inner problem specified by xk, i.e.,
∇yg(xk, y⋆(xk)) = 0, and the Lipschitz continuous property of the gradient of g. Hence, we obtain
E[‖yk+1 − y⋆(xk)‖2|Fk] ≤
[
1− 2βkg0µg + β2kg21L2g(1 + σ2g)
] · ‖yk − y⋆(xk)‖2 + β2kσ2g .
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Notice that Lg, µg, g0, g1, and σg are all absolute constants. Setting (by properly choosing cβ, kβ)
βkg
2
1L
2
g(1 + σ
2
g) ≤ g0µg, ∀k ≥ 0,
we have
E[‖yk+1 − y⋆(xk)‖2|Fk] ≤ (1− βkg0µg) · ‖yk − y⋆(xk)‖2 + β2kσ2g . (47)
Using the basic inequality 2ab ≤ 1/c · a2 + c · b2 for all c ≥ 0 and a, b ∈ R, we have
‖yk − y⋆(xk)‖2 ≤ (1 + 1/c) · ‖yk − y⋆(xk−1)‖2 + (1 + c)‖y⋆(xk−1)− y⋆(xk)‖2. (48)
Note we have taken the convention that x−1 = x0. Furthermore, we observe that
‖y⋆(xk−1)− y⋆(xk)‖2 ≤ L2y‖xk − xk−1‖2 ≤ α2k−1L2y · ‖hk−1f ‖2,
where the first inequality follows from the second inequality in Lemma 2.1, and the second inequality
follows from (41) and the non-expansive property of projection. As a convention, we have set
hk−1f = 0 when k = 0 such that the above inequality holds for any k ≥ 0.
Consider k ≥ 1 and condition on F ′k−1, the right hand side of the inequality above is bounded by
E[‖hk−1f ‖2|F ′k−1] = E
[‖hk−1f − [∇xf(xk−1, yk) +Bk−1]‖2|F ′k−1]+ ‖∇xf(xk−1, yk) +Bk‖2
≤ σ2f ·
[
1 + ‖∇xf(xk−1, yk)‖2
]
+ 2‖∇xf(xk−1, yk)‖2 + 2‖Bk−1‖2
≤ σ2f + (2 + σ2f )‖∇xf(xk−1, yk)‖2 + 2b2k−1,
where the first inequality follows from (10) and the basic inequality (a + b)2 ≤ 2a2 + 2b2, and the
second inequality follows from ‖Bk−1‖ ≤ bk−1. Thus, further using the basic inequality (a+ b)2 ≤
2a2 + 2b2 twice, we have
E[‖hk−1f ‖2|F ′k−1] ≤ σ2f + 2(2 + σ2f )‖∇xf(xk−1, yk)−∇ℓ(xk−1)‖2 + 2(2 + σ2f ) · ‖∇ℓ(xk−1)‖2 + 2b2k−1
≤ σ2f + 4(2 + σ2f )σ20 + 2(2 + σ2f )‖∇xf(xk−1, yk)−∇ℓ(xk−1)‖2
+ 4(2 + σ2f ) · ‖∇ℓ(xk−1)−∇ℓ(x⋆)‖2 + 2b2k−1
≤ σ2f + 4(2 + σ2f )σ20 + 2(2 + σ2f )L2‖yk − y⋆(xk−1)‖2 + 4(2 + σ2f )L2f‖xk−1 − x⋆‖2 + 2b2k−1.
(49)
In the second inequality, we have utilized the fact that
‖∇ℓ(xk−1)‖2 ≤ 2‖∇ℓ(xk−1)−∇ℓ(x⋆)‖2 + 2‖∇ℓ(x⋆)‖2 ≤ 2‖∇ℓ(xk−1)−∇ℓ(x⋆)‖2 + 2σ20 ,
and the last inequality in (49) follows from the Lipschitz conditions established in Lemma 2.1, where
we have denoted σ¯2f := σ
2
f + 4(2 + σ
2
f )σ
2
0 to simplify notations.
Through setting c =
2(1−βkg0µg)
βkg0µg
, we have
(
1 + 1/c
)
(1 − g0βkµg) = 1 − µgg02 βk. Substituting the
above quantity c into (48) and combining with (47) show that
E[‖yk+1 − y⋆(xk)‖2|Fk]
≤ (1− βkg0µg/2
) · ‖yk − y⋆(xk−1)‖2 + β2k · σ2g + 2− µgg0βkµgg0βk · α2k−1L2y · ‖hk−1f ‖2. (50)
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Thus, combining (49) and (50), and taking the total expectation, we have
∆k+1y ≤
(
1− βkg0µg/2
) ·∆ky + β2kσ2g
+
2− µgg0βk
µgg0βk
α2k−1L
2
y
[
σ¯2f + 2L
2(2 + σ2f )∆
k
y + 4L
2
f (2 + σ
2
f )∆
k−1
x + 2b
2
k−1
]
≤
[
1− βkg0µg/2 +
4L2L2y
g0µg
· α
2
k−1
βk
· (2 + σ2f )
]
·∆ky + β2kσ2g
+
2L2y
g0µg
· α
2
k−1
βk
· [σ¯2f + 4L2f (2 + σ2f )∆k−1x + 2b2k−1],
which holds for any k ≥ 0 if we take the conventions that ∆−1x = b−1 = α−1 = 0. Using the fact
that αk−1 ≤ c2αk, we further have
∆k+1y ≤
[
1− βkg0µg/2 + c22
4L2L2y
g0µg
α2k
βk
(2 + σ2f )
]
·∆ky + β2kσ2g
+ c22
2L2y
g0µg
· α
2
k
βk
· [σ¯2f + 4L2f (2 + σ2f )∆k−1x + 2b2k−1]
≤
[
1− βkg0µg/2 +
4c20c
2
2L
2L2y
g0µg
· β2k(2 + σ2f )
]
·∆ky + β2kσ2g
+
2c20c
2
2L
2
y
g0µg
β2k ·
[
σ¯2f + 4L
2
f (2 + σ
2
f )∆
k−1
x + 2b
2
k−1
]
,
where the second inequality follows from αk ≤ c0β3/2k , which further implies that α2k/βk ≤ c20 · β2k .
Now we set
4c20c
2
2L
2L2y(2 + σ
2
f )βk ≤ g20µ2g/4,
which can be ensured by setting a proper cβ. Thus, we have
∆k+1y ≤
(
1− βkg0µg/4
) ·∆ky + 2c20c22L2yg0µg β2k · [σ¯2f + 4L2f (2 + σ2f )∆k−1x + 2b2k−1]+ β2kσ2g
≤ (1− βkg0µg/4) ·∆ky + 2c20c22L2yg0µg β2k · [σ¯2f + 4L2f (2 + σ2f )∆k−1x ]+ β2kσ˜2g ,
(51)
where we use b2k−1 ≤ c2b and define σ˜2g as
σ˜2g = σ
2
g +
4c2bc
2
0c
2
2L
2
y
g0µg
.
Solving the recursion in (51) leads to
∆k+1y ≤ G(1)0:k∆0y +
k∑
j=0
β2jG
(1)
j+1:k
{
σ˜2g +
2c20c
2
2L
2
y
g0µg
[
σ¯2f + 4L
2
f (2 + σ
2
f )∆
j−1
x
]}
≤ G(1)0:k∆0y + βk
8
g0µg
{2c20c22L2y
g0µg
σ¯2f + σ˜
2
g
}
+
8c20c
2
2L
2
yL
2
f (2 + σ
2
f )
g0µg
k∑
j=1
β2jG
(1)
j+1:k∆
j−1
x ,
(52)
where G
(1)
j:k is defined in (45), and the last inequality is due to Lemma C.4. Specifically, since
24
βk−1/βk ≤ 1+βk · (g0µg/12), applying Lemma C.4 to {βk}k≥0 with a = g0µg/4 and q = 2, we have
k∑
j=0
β2jG
(1)
j+1:k ≤
8βk
g0µg
.
Finally, recall that we define
C(1)y :=
8
g0µg
{2c20c22L2y
g0µg
σ¯2f + σ˜
2
g
}
, C(2)y :=
8c20c
2
2L
2
yL
2
f (2 + σ
2
f )
g0µg
.
Therefore, we obtain the simplified expression of (52) as follows,
∆k+1y ≤ G(1)0:k ∆0y +C(1)y βk +C(2)y
k∑
j=1
β2jG
(1)
j+1:k∆
j−1
x . (53)
Notice that this is an intermediate bound which couples the optimality gap ∆j−1x within the tracking
error. Now we conclude the proof of Lemma C.1.
Convergence of Optimality Gap ∆k+1x . For this step, we shall establish Lemma 4.2. Again,
we restate with more details Lemma 4.2 as follows.
Lemma C.2. Under H1, H2 with µℓ > 0, H 3, H4, suppose that the step size satisfies supk≥0 αk ≤
α∞, where we define α∞ as
α∞ :=
µ6ℓ
[1 + 4L2f (2 + σ
2
f )]
6
. (54)
Moreover, we assume (44) for the bias term. For any k ≥ 1, it holds that
∆k+1x ≤
k∏
i=0
(1− αiµℓ)∆0x +
2
µℓ
{σ¯2f + 4c˜b}αk + 2L2(3 + σ2f )
k∑
j=0
α
5/6
j
k∏
i=j+1
(1− αiµℓ)∆j+1y , (55)
where we recall that σ¯2f := σ
2
f + 4(2 + σ
2
f )σ
2
0. Here constants L and Lf , are specified in Lemma 2.1,
σf appears in H 4, c˜b is specified in (44), and σ
2
0 is an upper bound on ‖∇ℓ(x⋆)‖2. Moreover, using
G
(2)
m:n defined in (45), we can equivalently write (55) as
∆k+1x ≤ G(2)0:k∆0x +
2
µℓ
· (σ¯2f + 4c˜b) · αk + 2L2(3 + σ2f )
k∑
j=0
α
5/6
j G
(2)
j+1:k∆
j+1
y .
Notice that the constants are slightly different from those in Lemma 4.2 since in Lemma 4.2, for
simplicity we have assumed Bk = 0, σ0 = 0, which has led to tighter bounds than the above.
Proof. We observe that due to the non-expansive property of projection, we get
‖xk+1 − x⋆‖2 ≤ ‖xk − αkhkf − x⋆‖2 = ‖xk − x⋆‖2 − 2αk〈hkf , xk − x⋆〉+ α2k‖hkf‖2.
Conditioning on F ′k gives
E[‖xk+1 − x⋆‖2|F ′k] = ‖xk − x⋆‖2 − 2αk〈∇xf(xk, yk+1) +Bk, xk − x⋆〉+ α2kE[‖hkf‖2|F ′k]
= ‖xk − x⋆‖2 − 2αk〈∇ℓ(xk), xk − x⋆〉+ α2kE[‖hkf‖2|F ′k]
− 2αk〈∇xf(xk, yk+1)−∇ℓ(xk) +Bk, xk − x⋆〉,
(56)
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where the first equality follows from (10a), and in the second equality, we plug in ∇ℓ(xk).
The strong convexity of ℓ implies 〈∇ℓ(xk), xk − x⋆〉 ≥ µℓ‖xk − x⋆‖2, together with the basic
inequality ∣∣2αk〈a, b〉∣∣ ≤ α7/6k ‖a‖2 + α5/6k ‖b‖2, (57)
we further bound the right-hand side of (56) via
E[‖xk+1 − x⋆‖2|F ′k]
≤ (1− 2αkµℓ)‖xk − x⋆‖2 − 2αk〈∇xf(xk, yk+1)−∇ℓ(xk) +Bk, xk − x⋆〉+ α2kE[‖hkf‖2|F ′k]
≤ (1− 2αkµℓ + α7/6k ) · ‖xk − x⋆‖2 + α5/6k · ‖∇xf(xk, yk+1)−∇ℓ(xk) +Bk‖2 + α2k · E[‖hkf‖2|F ′k]
≤ (1− 2αkµℓ + α7/6k ) · ‖xk − x⋆‖2 + 2α5/6k · {L2‖yk+1 − y⋆(xk)‖2 + b2k}+ α2k · E[‖hkf‖2|F ′k],
where the second inequality follows from (57) and the last inequality follows from (8a) in Lemma
2.1. Recall that we have established an upper bound on E[‖hkf‖2|F ′k] in (49), which states that
E[‖hkf‖2|F ′k] ≤ σ¯2f + 2L2(2 + σ2f ) · ‖yk+1 − y⋆(xk)‖2 + 4L2f (2 + σ2f ) · ‖xk − x⋆‖2 + 2b2k−1,
where we recall the convention that b−1 = 0. As such, taking the total expectation yields that
∆k+1x ≤
[
1− 2αkµℓ + α7/6k + 4L2f (2 + σ2f )α2k
] ·∆kx + 2[α5/6k + (2 + σ2f )α2k] · L2 ·∆k+1y
+ 2α
5/6
k b
2
k−1 + α
2
k · [σ¯2f + 2b2k−1]
≤ [1− 2αkµℓ + α7/6k + 4L2f (2 + σ2f )α2k] ·∆kx + 2L2(3 + σ2f )α5/6k ·∆k+1y + 4α5/6k b2k−1 + α2kσ¯2f
≤ [1− 2αkµℓ + α7/6k + 4L2f (2 + σ2f )α2k] ·∆kx + 2L2(3 + σ2f )α5/6k ∆k+1y + α2k(σ¯2f + 4c˜b),
(58)
where the second inequality follows from the fact that αk ≤ 1, and the last inequality uses (44).
Furthermore, we set αk such that
αk
1/6 + 4L2f (2 + σ
2
f )αk ≤ µℓ,
which further implies that
1− 2αkµℓ + α7/6k + 4L2f (2 + σ2f )α2k ≤ 1− αk · µk.
Thus, by (58) we have
∆k+1x ≤
(
1− αkµℓ
) ·∆kx + 2L2(3 + σ2f ) · α5/6k ∆k+1y + α2k · (σ¯2f + 4c˜b).
Solving the recursion above leads to
∆k+1x ≤ G(2)0:k∆0x + (σ¯2f + 4c˜b) ·
k∑
j=0
α2jG
(2)
j+1:k + 2L
2(3 + σ2f )
k∑
j=0
α
5/6
j G
(2)
j+1:k∆
j+1
y
≤ G(2)0:k∆0x +
2
µℓ
· (σ¯2f + 4c˜b) · αk + 2L2(3 + σ2f )
k∑
j=0
α
5/6
j G
(2)
j+1:k∆
j+1
y .
(59)
Here, the last inequality follows from applying Lemma C.4 to {αk}k≥0, where we set q = 2 and
a = µℓ/2. Again, we obtain an intermediate bound for ∆
k
x involving a coupling term with ∆
k
y . That
said, from (53), we have a closed form upper bound for the latter. This allows us to derive a bound
26
for ∆kx as in the desired lemma. Therefore, we conclude the proof of this lemma.
Bounding ∆kx by coupling with ∆
k
y. In the sequel, we establish the convergence rate of ∆
k
x by
plugging in the upper bound on ∆ky into the last term in (59). Using (53), we obtain
k∑
j=0
α
5/6
j G
(2)
j+1:k∆
j+1
y ≤
k∑
j=0
α
5/6
j G
(2)
j+1:k
{
G
(1)
0:j∆
0
y +C
(1)
y βj +C
(2)
y
j∑
i=0
β2iG
(1)
i+1:j∆
i−1
x
}
. (60)
In the following, we bound each term on the right-hand side of (60) separately. To bound the first
term, by the definition of G
(2)
m:n in (45), we observe for any j ≤ k, we have G(2)0:k = G(2)0:j · G(2)j+1:k.
Moreover, as shown in (43), we have 8µℓαi ≤ g0µgβi, which implies that
1− g0µgβi/4
1− µℓαi ≤ 1− g0µgβi/8. (61)
Combining (45) and (61),
G
(1)
0:j
G
(2)
0:j
=
j∏
i=0
1− g0µgβi/4
1− µℓαi
≤
j∏
i=0
(1− g0µgβi/8). (62)
Thus, using (62), we have
k∑
j=0
α
5/6
j G
(2)
j+1:kG
(1)
0:j∆
0
y = G
(2)
0:k ·∆0y ·
k∑
j=0
α
5/6
j ·
[
G
(1)
0:j
G
(2)
0:j
]
≤ c5/60 ·G(2)0:k ·∆0y ·
k∑
j=0
βj ·
[ j∏
i=0
(1− βig0µg/8)
]
,
where the first inequality follows from the fact that α
5/6
k ≤ c5/60 β5/4k ≤ c5/60 βk and (42). Moreover,
we observe
βj ·
[j−1∏
i=0
(1− βig0µg/8)
]
=
8
g0µg
[j−1∏
i=0
(1− βig0µg/8)−
j∏
i=0
(1− βig0µg/8)
]
,
where we have taken
∏j−1
i=0 (1− βig0µg/8) = 1 when j = 0 as a convention. As such,
k∑
j=0
α
5/6
j G
(2)
j+1:kG
(1)
0:j∆
0
y ≤ c5/60 ·G(2)0:k ·∆0y ·
k∑
j=0
βj ·
[ j∏
i=0
(1− βig0µg/8)
]
≤ G(2)0:k ·
c
5/6
0 ·∆0y
1− β0g0µg/8 ·
k∑
j=0
βj ·
[j−1∏
i=0
(1− βig0µg/8)
]
= G
(2)
0:k ·
8
g0µg
c
5/6
0 ·∆0y
1− β0g0µg/8 ·
k∑
j=0
[j−1∏
i=0
(1− βig0µg/8)−
j∏
i=0
(1− βig0µg/8)
]
≤ G(2)0:k ·
8
g0µg
c
5/6
0 ·∆0y
1− β0g0µg/8 ,
(63)
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where the last inequality follows from bounding the telescoping sum as 1−∏ki=0(1−βig0µg/8) ≤ 1.
Moreover, recall that we have shown in (42) that βj ≤ c1 · α2/3j . Then, by Lemma C.4, we have
k∑
j=0
α
5/6
j βjG
(2)
j+1:k ≤ c1
k∑
j=0
α
3/2
j G
(2)
j+1:k ≤ c1
2
µℓ
α
1/2
k , (64)
where the last inequality follows from Lemma C.4 with q = 3/2 and a = µℓ/2. Finally, for the last
term on the right-hand side of (60), we have
k∑
j=0
α
5/6
j ·G(2)j+1:k
[ j∑
i=0
β2iG
(1)
i+1:j∆
i−1
x
]
=
k∑
i=0
β2i∆
i−1
x
[ k∑
j=i
α
5/6
j G
(2)
j+1:kG
(1)
i+1:j
]
=
k∑
i=0
βiα
5/6
i G
(2)
i+1:k∆
i−1
x
[
k∑
j=i
βi
G
(1)
i+1:j
G
(2)
i+1:j
]
=
k∑
i=0
βiα
5/6
i G
(2)
i+1:k∆
i−1
x
k∑
j=i
βj ·
[ j∏
m=i+1
βm−1
βm
· 1− µgg0βm/4
1− µℓαm
]
,
(65)
where the first equality follows from exchanging the order of summation, and the second equality
follows from the fact that G
(2)
0:k = G
(2)
0:j ·G(2)j+1:k holds for all j, k ≥ 0 with j ≤ k. Together with (42),
it can be shown that if
24µℓαm ≤ g0µgβm,
then it holds that
βm−1
βm
· 1− µgg0βm/4
1− µℓαm ≤ (1 + βmg0µg/12) ·
1− g0µgβm/4
1− µℓαm ≤ 1− µgg0βm/8.
Note that the above condition also implies (61). Moreover, by Lemma C.3, we obtain
k∑
j=i
βj ·
[ j∏
m=i+1
βm−1
βm
· 1− µgg0βm/4
1− µℓαm
]
≤
k∑
j=i
βj ·
[ j∏
m=i+1
(
1− µgg0βm/8
)] ≤ 8
g0µg
.
Thus, by (65) we have
k∑
j=0
α
5/6
j ·G(2)j+1:k
[ j∑
i=0
β2iG
(1)
i+1:j∆
i−1
x
]
≤ 8
g0µg
·
k∑
i=0
βi · α5/6i ·G(2)i+1:k ·∆i−1x . (66)
Thus, combining (63), (64), and (66), we have
k∑
j=0
α
5/6
j G
(2)
j+1:k∆
j+1
y ≤
8
g0µg
c
5/6
0
1− β0g0µg/8 ·G
(2)
0:k∆
0
y+C
(1)
y
2c1
µℓ
α1/2+C(2)y
8
g0µg
k∑
i=0
βiα
5/6
i G
(2)
i+1:k∆
i−1
x .
(67)
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Thus, substituting (67) into (59), we bound the optimality gap by
∆k+1x ≤ G(2)0:k
{
∆0x + 2L
2(3 + σ2f )
8
g0µg
c
5/6
0
1− β0g0µg/8∆
0
y
}
+
2
µℓ
· (σ¯2f + 4c˜b)αk + 2L2(3 + σ2f )C(1)y
2c1
µℓ
α
1/2
k
+ 2L2(3 + σ2f ) ·
8
g0µg
C(2)y ·
k∑
i=0
βiα
5/6
i G
(2)
i+1:k∆
i−1
x .
(68)
To simplify the notation, hereafter, we define the following constants
C(0)x = ∆
0
x + L
2(3 + σ2f )
16
g0µg
c
5/6
0
1− β0g0µg/8∆
0
y, C
(1)
x =
2
µℓ
(σ¯2f + 4c˜b) + 2L
2(3 + σ2f )C
(1)
y
2c1
µℓ
,
C(2)x = 2L
2(3 + σ2f )
8
g0µg
C(2)y .
Then (68) can be equivalently written as
∆k+1x ≤ G(2)0:k · C(0)x +C(1)x · α1/2k +C(2)x ·
k∑
i=0
βi · α5/6i ·G(2)i+1:k ·∆i−1x .
Define the non-negative sequence {Uk}k≥0 with U0 = C(0)x and satisfying a recursive relation
Uk+1 = G
(2)
0:k · C(0)x +C(1)x · α1/2k +C(2)x ·
k+1∑
i=0
βiα
5/6
i ·G(2)i+1:k ·Ui−1,
such that ∆k+1x ≤ Uk+1 for any k ≥ 0. Notice there is a subtle difference as the last summation on
the r.h.s. contains an extra term. We observe that
Uk+1 − (1− µℓαk) · Uk = C(1)x ·
[
α
1/2
k − (1− µℓαk) · α1/2k−1
]
+C(2)x βk+1α
5/6
k+1 ·Uk
≤ C(1)x ·
[
α
1/2
k − (1− µℓαk) · α1/2k−1
]
+C(2)x βkα
5/6
k Uk
≤ c1/22 µℓC(1)x α3/2k +C(2)x βkα
5/6
k Uk
where the last inequality follows from αk ≤ c2 · αk−1. Thus, we have
Uk+1 ≤
(
1− µℓαk +C(2)x βkα5/6k
)
Uk + c
1/2
2 µℓC
(1)
x α
3/2
k .
Then, setting
2C(2)x βk ≤ µℓα1/6k
further implies that
Uk+1 ≤ (1− µℓαk/2)Uk + c1/22 µℓC(1)x α3/2k .
Solving the recursion leads to
Uk+1 ≤ c1/22 µℓC(1)x
k∑
j=0
α
3/2
j
k∏
m=j+1
(1− µℓαm/2) ≤ c1/22 µℓC(1)x
4
µℓ
α
1/2
k = O(α1/2k ), (69)
where the last inequality is due to Lemma C.4 with q = 3/2 and a = µℓ/2. As such, we conclude
that the convergence rate is ∆k+1x ≤ Uk+1 = O(1/k1/2) if we take αk = cα/(k + kα).
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Finally, to obtain the convergence rate for the tracking error, we recall from (53) that
∆k+1y ≤ G(1)0:k ∆0y +C(1)y βk +C(2)y
k∑
j=0
β2jG
(1)
j+1:k∆
j−1
x . (70)
By (45) and direct computation, we have
G
(1)
0:k =
k∏
i=0
(1− βi · g0µg/4) ≤
k∏
i=0
exp(−βi · g0µg/4) = exp
(
−g0µg/4 ·
k∑
i=0
βi
)
= O(βk), (71)
where the last equality follows from the fact that
∑k
i=0 βi = Θ(k
1/3). In addition, by (69), there
exists a constant c′ such that
C(2)y
k∑
j=0
β2jG
(1)
j+1:k∆
j−1
x ≤ c′ · C(2)y
k∑
j=0
β2jα
1/2
j G
(1)
j+1:k ≤ c′α
1/2
0 C
(2)
y
k∑
j=0
β2jG
(1)
j+1:k ≤
8c′α
1/2
0 C
(2)
y
g0µg
βk,
where the last inequality is due to Lemma C.4. Combining this inequality and (70) and (71), we
conclude that
∆k+1y ≤ O(βk) = O(k−2/3).
Therefore, we conclude the proof of Theorem 3.1.
C.1 Auxiliary Lemmas
Lemma C.3. Let {γj}j≥0 be a non-increasing, non-negative sequence such that γ0 < 1/a, it holds
for any k ≥ 0 that
k∑
j=0
γj
k∏
ℓ=j+1
(1− γℓa) ≤ 1
a
.
Proof. See Lemma 12 in Kaledin et al. (2020) for a detailed proof.
Lemma C.4. Fix a real number 1 < q ≤ 2. Let {γj}j≥0 be a non-increasing, non-negative sequence
such that γ0 < 1/(2a). Furthermore, suppose that
γℓ−1
γℓ
≤ 1 + a
2(q − 1)γℓ. (72)
Then, it holds for any k ≥ 0 that
k∑
j=0
γqj
k∏
ℓ=j+1
(1− γℓa) ≤ 2
a
γq−1k .
Proof. To derive this result, we observe that
k∑
j=0
γqj
k∏
ℓ=j+1
(1− γℓa) ≤ γq−1k
k∑
j=0
γj
γq−1j
γq−1k
k∏
ℓ=j+1
(1− γℓa)
= γq−1k
k∑
j=0
γj
k∏
ℓ=j+1
(
γℓ−1
γℓ
)q−1
(1− γℓa).
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Furthermore, from (72),(
γℓ−1
γℓ
)q−1
(1− γℓa) ≤
(
1 +
a
2(q − 1)γℓ
)q−1
(1− γℓa) ≤
(
1 +
a
2
γℓ
)
(1− γℓa)
≤ 1− a
2
γℓ.
Therefore,
k∑
j=0
γqj
k∏
ℓ=j+1
(1− γℓa) ≤ γq−1k
k∑
j=0
γj
k∏
ℓ=j+1
(1− a
2
γℓ) ≤ 2
a
γq−1k .
This concludes the proof.
D Proof of Theorem 3.2
For the results discussed in this section, we assume fixed step sizes with αk ≡ α and βk ≡ β.
D.1 When ℓ(x) is Weakly Convex, Constrained Optimization
In this subsection, we focus on the case where ℓ(·) is weakly convex and the bilevel optimization
problem in (1) has a constraint x ∈ X. Recall that we define OPTk = E[ℓ(xk) − ℓ(x⋆)] for each
k ≥ 0, which is the optimality gap in terms of the objective value. We have the following lemma
that builds a recursive relation for such a optimality gap.
Lemma D.1. Assume that H 1, H 2, H 3, H 4 with θ = 0,H 5 hold. Then the following inequality
holds true:
OPTk+1 ≤ OPTk −
(
1
2α
− Lf
2
)
· ‖xk+1 − xk‖2 + 2αL2∆k+1y + 2αb2k + ασ2f . (73)
Proof. To begin with, from the Lipschitz condition (8b), we have the following descent estimate
ℓ(xk+1) ≤ ℓ(xk) + 〈∇ℓ(xk), xk+1 − xk〉+ Lf
2
‖xk+1 − xk‖2. (74)
Moreover, the optimality condition of the mirror descent step (9b) states that
〈hkf + 1/α · (xk+1 − xk), x− xk+1〉 ≥ 0, ∀ x ∈ X. (75)
Utilizing (75), we write the inner product in (74) as
〈∇ℓ(xk), xk+1 − xk〉 = 〈∇ℓ(xk)−∇xf(xk, yk+1)−Bk, xk+1 − xk〉
+ 〈Bk +∇xf(xk, yk+1)− hkf , xk+1 − xk〉+ 〈hkf , xk+1 − xk〉
≤ 〈∇ℓ(xk)−∇xf(xk, yk+1)−Bk, xk+1 − xk〉
+ 〈Bk +∇xf(xk, yk+1)− hkf , xk+1 − xk〉 −
1
α
〈∇xk+1 − xk, xk+1 − xk〉.
31
Then, taking expectation conditioning F ′k, for any c, d > 0, we obtain
E[〈∇ℓ(xk), xk+1 − xk〉|F ′k]
≤ E[‖∇ℓ(xk)−∇xf(xk, yk+1)−Bk‖ · ‖xk+1 − xk‖∣∣F ′k]
+ E
[‖Bk +∇xf(xk, yk+1)− hkf‖ · ‖xk+1 − xk‖∣∣F ′k]− 1αE[‖xk+1 − xk‖2|F ′k]
≤ 1
2c
E[‖∇ℓ(xk)−∇xf(xk, yk+1)−Bk‖2|F ′k] +
c
2
E[‖xk+1 − xk‖2|F ′k]
+
σ2f
2d
+
d
2
E[‖xk+1 − xk‖2|F ′k]−
1
α
E[‖xk+1 − xk‖2|F ′k],
where in the first inequality, we use Hölder’s inequality, and the second inequality follows from H4.
Simplifying the terms above, we further have
E[〈∇ℓ(xk), xk+1 − xk〉|F ′k]
≤ 1
2c
E[‖∇ℓ(xk)−∇xf(xk, yk+1)−Bk‖2|F ′k] +
σ2f
2d
+
(c+ d
2
− 1
α
)
· E[‖xk+1 − xk‖2|F ′k].
Setting d = c = 12α , plugging the above to (74), and taking the full expectation, we obtain
OPTk+1 ≤ OPTk −
(
1
2α
− Lf
2
)
· ‖xk+1 − xk‖2 + α∆k+1 + ασ2f , (76)
where we have denoted ∆k+1 as follows, and it can be bounded as
∆k+1 = E[‖∇xf(xk; yk+1)−∇ℓ(xk)−Bk‖2] ≤ 2E[‖∇xf(xk; yk+1)−∇ℓ(xk)‖2] + 2‖Bk‖2
(8a)
≤ 2L2E[‖yk+1 − y⋆(xk)‖2] + 2b2k. (77)
Here the last inequality in (77) follows from Lemma 2.1 and (10a) in H 4. Finally, combining (76)
and (77), we obtain
OPTk+1 ≤ OPTk −
(
1
2α
− Lf
2
)
· ‖xk+1 − xk‖2 + 2αL2∆k+1y + 2αb2k + ασ2f .
This completes the proof of this lemma.
Lemma D.2. For any K ≥ 1. Suppose that the conditions assumed in Lemma D.1 hold true.
Further assume that the bias term bk in (10) satisfies b
2
k = O(K−2/5). We set the step sizes as
α =
1
8Lf
K−3/5, β =
(
4L2Ly
L2fµ
2
gg
2
0
)1/3
K−2/5, (78)
and assume K is sufficiently large such that
µgg0 β < 1, α µℓ < 2, β ≤ 1/4.
Let K be an independent random variable that takes its value uniformly random in {0, . . . ,K − 1},
then we have
EK[∆
K+1
y ] = O(K−2/5), min
k=0,...,K−1
∆k+1y = O(K−2/5), (79)
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where EK denotes that the expectation is taken with respect to the randomness of K.
Proof. First, we analyze the inner iteration. Following from the standard SGD analysis for a strongly
convex objective, for the inner problem, we have
E[‖yk+1 − y⋆(xk)‖2|Fk] (80)
≤ (1− µgg0β)E[‖yk − y∗(xk)‖2|Fk] + β2σ2g
≤ (1 + c)(1− µgg0β)E[‖yk − y⋆(xk−1)‖2|Fk] + (1 + 1/c)E[‖y⋆(xk)− y⋆(xk−1)‖2|Fk] + β2σ2g
≤ (1− µgg0β/2)E[‖yk − y⋆(xk−1)‖2|Fk] + ( 2
µgg0β
− 1
)
· E[‖y⋆(xk)− y⋆(xk−1)‖2|Fk] + β2σ2g ,
where the first inequality is the same as (47) except that we replace βk with β. Moreover, here the
expectation is conditioning on Fk, and in the last inequality we have used µgg0β < 1 and we have
picked c = µgg0β · [2(1 − µgg0β)]−1, so that
(1 + c)(1 − µgg0β) = 1− µgg0β/2, 1/c+ 1 = 2
µgg0β
− 1.
Furthermore, note that from (73), we have
OPTk+1 ≤ OPTk −
(
1
2α
− Lf
2
)
‖xk+1 − xk‖2 + 2αL2∆k+1y + 2αb2k + ασ2f .
Multiply both sides of (80) by 4αL2/(µgg0β
2) and taking the full expectation, we obtain
4αL2
µgg0β2
·∆k+1y ≤
4αL2
(µgg0β2)
·∆ky −
2α
β
L2 ·∆ky
+
4αL2
µgg0β2
·
(
2
µgg0β
− 1
)
· L2y · E[‖xk − xk−1‖2] +
4αL2
µgg0
· σ2g ,
(81)
where Ly appears due to applying (8a) in Lemma 2.1. Replacing k by k + 1 in (81) and combine it
with (73), we obtain[
1
2α
− Lf
2
− 4αL
2L2y
µgg0β2
( 2
µgg0β
− 1
)]
· E[‖xk+1 − xk‖2]
≤ OPTk + 4αL
2
(µgg0β2)
∆k+1y −
[
OPTk+1 +
4αL2
(µgg0β2)
∆k+2y
]
+
(
2α− 2α
β
)
L2∆k+1y +
4αL2
µgg0
σ2g + ασ
2
f + 2αb
2
k.
Note that β ≤ 1/2 implies 2α− 2α/β ≤ −α/β. We further obtain[
1
2α
− Lf
2
− 4αL
2L2y
µgg0β2
( 2
µgg0β
− 1
)]
· E[‖xk+1 − xk‖2] + α
β
L2∆k+1y
≤ OPTk + 4αL
2
(µgg0β2)
∆k+1y −
[
OPTk+1 +
4αL2
(µgg0β2)
∆k+2y
]
+
4αL2
µgg0
σ2g + ασ
2
f + 2αb
2
k. (82)
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When choosing α = O(K−3/5) and β = O(K−2/5), we have
β3 = O(K−6/5), α/β3 = O(K3/5), α/β = O(K−1/5), α/β2 = O(K1/5).
Thus, by the choice of step sizes in (78), we can check that for large enough K, it holds that
1
2α
− Lf
2
− 4αL
2L2y
µgg0β2
·
( 2
µgg0β
− 1
)
≥ 1
2α
− Lf
2
− 4αL
2L2y
µgg0β2
· 2
µgg0β
≥ 1
2α
− Lf
2
− 2αK6/5L2f =
1
2α
− Lf
2
− K
3/5Lf
4
>
1
32α
. (83)
As b2k = O(K−2/5), summing up (82) over iteration k = 0, · · · ,K − 1, and dividing by K, we
obtain
1
32α
1
K
K−1∑
k=0
‖xk+1 − xk‖2 +K−1/5C˜1 1
K
K−1∑
k=0
∆k+1y ≤ K−1(1 +K1/5)C˜2 +K−3/5C˜3,
for some constants C˜1, C˜2, C˜3 > 0. We can conclude that there exist constants C1, C2, C3 > 0 that
satisfy
1
K
K−1∑
k=0
∆k+1y ≤ C1K−4/5 + C2K−3/5 + C3K−2/5 = O(K−2/5).
It follows that
min
k=0,...,K−1
∆k+1y ≤ C1K−4/5 + C2K−3/5 + C3K−2/5 = O(K−2/5).
Additionally, if K is a random number picking from {0, . . . ,K − 1}, the following also holds
EK[∆
K+1
y ] ≤ C1K−4/5 +C2K−3/5 + C3K−2/5 = O(K−2/5).
Further, similarly as above, summing up (82) over iteration k = 0, . . . ,K − 1 and dividing by K,
we obtain that for some constant C˜1, C˜2 > 0, we have
Lf
4
·K3/5 · 1
K
K−1∑
k=0
‖xk+1 − xk‖2 ≤ K−1(1 +K1/5)C˜1 +K−3/5C˜2.
It follows that for some C1, C2, C3 > 0, the following holds:
1
K
K−1∑
k=0
E[‖xk − xk+1‖2] ≤ C1K−8/5 + C2K−7/5 + C3K−6/5 = O(K−6/5).
This completes the proof of this lemma.
Now that we have analyzed the convergence of the inner problem, let us analyze the behavior
of the outer problem. To this end, we need to utilize the definition and properties of the Moreau
envelop introduced in (14). Recall that the Moreau envelop Φ1/ρ involves a parameter ρ > 0. Also
recall that x ∈ X is an ǫ-nearly stationary solution if (17) holds, i.e.,
E‖x̂(x)− x‖2 ≤ ρ2 · ǫ,
where the mapping x̂ : X → X is defined in (14).
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Lemma D.3. Suppose that the assumptions in Theorem D.2 holds true. Let K be an independent
random variable that is uniformly distributed over {0, . . . ,K − 1}. Moreover, in the definition of
x̂ : X → X in (14), we choose the parameter ρ such that ρ+ µℓ > 0. Then we have
E‖x̂(xK)− xK‖2 = O(K−2/5), min
k=0,...,K−1
E‖x̂(xk)− xk‖2 = O(K−2/5),
where in the first equation we also take the expectation with respect to the randomness of K.
Proof. In this proof, for notational simplicity, we let x̂k+1 and x̂ denote x̂(xk+1) and x̂(x), respec-
tively.
First, note that ℓ(·) satisfies the weakly convex condition in H 2. For any x ∈ X, letting x1 = x̂
and x2 = x in (2), we have
ℓ(x̂) ≥ ℓ(x) + 〈∇ℓ(x), x̂− x〉+ µℓ
2
‖x̂− x‖2.
Moreover, by the definition of x̂, for any x ∈ X, we have
ℓ(x) +
ρ
2
‖x− x‖2 −
[
ℓ(x̂) +
ρ
2
‖x̂− x‖2
]
= ℓ(x)−
[
ℓ(x̂) +
ρ
2
‖x̂− x‖2
]
≥ 0.
Adding the two inequalities above, we obtain
−µℓ + ρ
2
· ‖x̂− x‖2 ≥ 〈∇ℓ(x), x̂− x〉. (84)
Note that we choose ρ such that ρ + µℓ > 0. To proceed, combining the definitions of the Moreau
envelop and x̂ in (14), for xk+1, we have
Φ1/ρ(x
k+1)
(14)
= ℓ(x̂k+1) +
ρ
2
· ‖xk+1 − x̂k+1‖2 ≤ ℓ(x̂k) + ρ
2
· ‖xk+1 − x̂k‖2
(16)
≤ ℓ(x̂k) + ρ
2
‖xk − x̂k‖2 + ρ
2
· ‖xk+1 − xk‖2 + ρα · 〈x̂k − xk, hkf 〉
(14)
= Φ1/ρ(x
k) +
ρ
2
‖xk+1 − xk‖2 + ρα〈x̂k − xk, hkf 〉, (85)
where the first equality and the first inequality both follow from the optimality of x̂k+1 = x̂(xk+1),
and the second term follows from (16).
Note that for any x⋆ that is a global optimal solution for the original problem minx∈X ℓ(x), we
must have
Φ1/ρ(x
⋆) = min
x∈X
{
ℓ(x) +
ρ
2
‖x− x⋆‖2} = ℓ(x⋆),
where the last equality holds because
Φ1/ρ(x
⋆) = min
x∈X
{
ℓ(x) +
ρ
2
‖x− x⋆‖2} ≤ ℓ(x⋆) + ρ
2
‖x⋆ − x⋆‖2 = ℓ(x⋆),
Φ1/ρ(z) = min
x∈X
{
ℓ(x) +
ρ
2
‖x− z‖2} ≥ min
x∈X
ℓ(x) = ℓ(x⋆), ∀ z ∈ X.
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Then, taking expectation of 〈x̂k − xk, hkf 〉 while conditioning on F ′k, we have:
E[〈x̂k − xk, hkf 〉|F ′k]
= E[〈x̂k − xk, hkf −∇xf(xk, yk+1)〉|F ′k] + E[〈x̂k − xk,∇xf(xk, yk+1)−∇ℓ(xk)〉|F ′k]
+ E[〈x̂k − xk,∇ℓ(xk)〉|F ′k]
= 〈x̂k − xk, Bk〉+ E[〈x̂k − xk,∇xf(xk, yk+1)−∇ℓ(xk)〉|F ′k] + E[〈x̂k − xk,∇ℓ(xk)〉|F ′k], (86)
where the second equality follows from (10a) in H 4. Furthermore, by Young’s inequality, for any
c > 0, we have
〈x̂k − xk, Bk〉 ≤ c
4
‖x̂k − xk‖2 + 1
c
b2k, (87)
E[〈x̂k − xk,∇xf(xk, yk+1)−∇ℓ(xk)〉|F ′k]
≤ 1
c
E[‖∇xf(xk, yk+1)−∇ℓ(xk)‖2] + c
4
‖x̂k − xk‖2, (88)
where we also use (10a) in (87). Thus, combining (84), (86), (87), (88), and setting c = (ρ+ µℓ)/2,
we obtain that
E[〈x̂k − xk, hkf 〉|F ′k]
≤ c
4
‖x̂k − xk‖2 + 1
c
b2k +
1
c
E[‖∇xf(xk, yk+1)−∇ℓ(xk)‖2] + c
4
‖x̂k − xk‖2 − ρ+ µℓ
2
‖x̂k − xk‖2
=
2
ρ+ µℓ
· E[‖∇xf(xk, yk+1)−∇ℓ(xk)‖2]− (ρ+ µℓ)
4
· ‖x̂k − xk‖2 + 2
ρ+ µℓ
· b2k
≤ 2L
2
ρ+ µℓ
· E[‖yk+1 − y⋆(xk)‖2]− (ρ+ µℓ)
4
· ‖x̂k − xk‖2 + 2
ρ+ µℓ
· b2k, (89)
where the last step follows from the first inequality of Lemma 2.1.
Plugging (89) into (85), and taking a full expectation, we obtain
E[Φ1/ρ(x
k+1)]− E[Φ1/ρ(xk)]
≤ ρ
2
· E[‖xk+1 − xk‖2] + 2ραL
2
(ρ+ µℓ)
·∆k+1y −
(ρ+ µℓ)ρα
4
· E[‖x̂k − xk‖2] + 2ραb
2
k
ρ+ µℓ
, (90)
where recall that the tracking error ∆k+1y is defined as E[‖yk+1 − y⋆(xk)‖2]. Rearranging the terms
and dividing both sides of (90) by 2αρ, we obtain
(ρ+ µℓ)
4
· E[‖x̂k − xk‖2]− 1
4α
· E[‖xk+1 − xk‖2]
≤ 1
2ρα
·
{
E[Φ1/ρ(x
k)]− ℓ(x⋆)− [E[Φ1/ρ(xk+1)]− ℓ(x⋆)]}+ L2ρ+ µℓ ·∆k+1y + 2b
2
k
ρ+ µℓ
. (91)
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Combining (82) and (91), we have[
1
4α
− Lf
2
− 4αL
2L2y
µgg0β2
( 2
µgg0β
− 1
)]
· E[‖xk+1 − xk‖2] + (ρ+ µℓ)
4
· E[‖x̂k − xk‖2]
≤ OPTk + 4αL
2
(µgg0β2)
∆k+1y −
(
OPTk+1 +
4αL2
µgg0β2
∆k+2y
)
+
4αL2
µgg0
σ2g + ασ
2
f + 2αb
2
k
+
1
2ρα
·
{
E[Φ1/ρ(x
k)]− ℓ(x⋆)− [E[Φ1/ρ(xk+1)]− ℓ(x⋆)]}+ L24(ρ+ µℓ)∆k+1y + 2b
2
k
ρ+ µℓ
. (92)
Recall that we have chosen α = 1/(4Lf ) · K−3/5, where K is the total number of iterations.
Similar to (83), by direct computation, we have
1
4α
− Lf
2
− 4αL
2L2y
µgg0β2
·
( 2
µgg0β
− 1
)
> 0.
Thus, (92) reduces to
(ρ+ µℓ)
4
· E[‖x̂k − xk‖2] ≤
{
OPTk +
4αL2
(µgg0β2)
∆k+1y +
1
2ρα
· [E[Φ1/ρ(xk)]− ℓ(x⋆)]}
−
{
OPTk+1 +
4αL2
µgg0β2
∆k+2y +
1
2ρα
· [E[Φ1/ρ(xk+1)]− ℓ(x⋆)]}
+
4αL2
µgg0
σ2g + ασ
2
f + 2αb
2
k +
L2
4(ρ+ µℓ)
∆k+1y +
2b2k
ρ+ µℓ
. (93)
Note that we set the step sizes as in (78). That is, we have α = O(K−3/5), β = O(K−2/5). Moreover,
the bias term bk satisfies b
2
k = O(K−2/5), which implies that
α · b2k = O(K−1/5), α/β2 = O(K1/5). (94)
Taking an average on both sides of (93) from k = 0 to k = K − 1, we obtain
1
K
K−1∑
k=0
(ρ+ µℓ)ρ
4
· E[‖x̂k − xk‖2]
≤ 1
K
{
OPT0 + C1K
1/5L2∆1y) + C2 ·K3/5 ·
[
E[Φ1/ρ(x
0)]− ℓ(x⋆)]}+ C3
K3/5
·
(
σ2f +
4σ2gL
2
µgg0
)
+
L2
4(ρ+ µℓ)
· 1
K
K−1∑
k=0
∆k+1y +
2
ρ+ µℓ
· 1
K
K−1∑
k=0
b2k + 2α
1
K
K−1∑
k=0
αb2k, (95)
for some C1, C2, C3 > 0. Finally, combining (79), (94), (95), we conclude that
min
k=0,...,K−1
E[‖x̂k − xk‖2] ≤ 1
K
K−1∑
k=0
E[‖x̂k − xk‖2] = E[‖x̂K − xK‖2] = O(K−2/5),
where K is an independent random variable that is uniformly distributed over {0, . . . ,K−1}. There-
fore, we conclude the proof for the lemma.
Combining the results in Lemma D.2 – D.3, we obtain Theorem 3.2, which concludes the proof
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for the constrained case.
D.2 When ℓ(x) is Weakly Convex, Unconstrained Case
In the rest of this section, we consider the unconstrained setting where X ≡ Rd1 , with the objective
function ℓ(·) being a weakly convex function with modulus µℓ, where µℓ can be negative.
Lemma D.4. Suppose that the assumptions in Theorem D.2 holds true. Further assume that
X ≡ Rd1. Let K be an independent random variable that is uniformly distributed over {0, . . . ,K−1}.
Then we have
E[‖∇ℓ(xK)‖2] = O(K−2/5), min
k=0,...,K−1
E[‖∇ℓ(xk)‖2] = O(K−2/5).
Proof. In the unconstrained case, the x-update step in (9b) reduces to
xk+1 = xk − α · hkf , (96)
which is the standard stochastic gradient descent step. Here we set the step size αk to α.
The proof of Lemma D.4 is similar to that of Theorem 3.2. In particular, it is not hard to verify
that Lemmas D.1 and D.2 still hold true. It remains to establish a counterpart of Lemma D.3 with
E[‖∇ℓ(xk)‖2] being the measure of convergence to a stationary solution.
By (96), taking conditional expectation of ‖xk+1 − xk‖2 given F ′k, we have
E[‖xk+1 − xk‖2|F ′k] = −αE[〈hkf , xk+1 − xk〉|F ′k]
= αE[〈−∇ℓ(xk) +∇ℓ(xk)−∇xf(xk, yk+1)−Bk +Bk +∇xf(xk, yk+1)− hkf , xk+1 − xk〉|F ′k],
where the last equality we insert ∇ℓ(xk) and ∇xf(xk, yk+1) +Bk. Using the fact that α · 〈a, b〉 ≤
2α2‖a‖2 + 1/8 · ‖b‖2 for all a, b ∈ Rd1 , we further have
E[‖xk+1 − xk‖2|F ′k] = −αE[〈−∇ℓ(xk), xk+1 − xk〉|F ′k] + E[〈∇ℓ(xk)−∇xf(xk, yk+1)−Bk, xk+1 − xk〉|F ′k]
+ E[〈Bk +∇xf(xk, yk+1)− hkf , xk+1 − xk〉|F ′k]
≤ 2α2‖∇ℓ(xk)‖2 ++2α2E[‖∇ℓ(xk)−∇xf(xk, yk+1)−Bk‖2|F ′k]
+ 2α2E[‖Bk +∇xf(xk, yk+1)− hkf‖2|F ′k] +
3
8
E[‖xk+1 − xk‖2|F ′k]. (97)
Moreover, by the basic inequality (a + b)2 ≤ 2a2 + 2b2, and combining (10a) in H 4 and (8a) in
Lemma 2.1, we have
2α2E[‖∇ℓ(xk)−∇xf(xk, yk+1)−Bk‖2|F ′k] ≤ 4α2E[‖∇ℓ(xk)−∇xf(xk, yk+1)‖2|F ′k] + 4α2E[‖Bk‖2|F ′k]
≤ 4α2E[‖∇ℓ(xk)−∇xf(xk, yk+1)‖2|F ′k] + 4α2b2k
≤ 4α2L2 · E[‖yk+1 − y⋆(xk)‖2|F ′k] + 4α2b2k. (98)
Furthermore, combining (97) and (98), and utilizing (10c), we have
5/8 · E[‖xk+1 − xk‖2|F ′k]
≤ 2α2‖∇ℓ(xk)‖2 ++4α2L2 · E[‖yk+1 − y⋆(xk)‖2|F ′k] + 4α2b2k + 2α2σ2f . (99)
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Taking full expectation on both sides of (99), we obtain
E[‖xk+1 − xk‖2] ≤ 4α2E[‖∇ℓ(xk)‖2] + 8α2L2∆k+1y + 8α2b2k + 4α2σ2f . (100)
Furthermore, using the Lipschitz continuity of ∇ℓ(·), we have
ℓ(xk+1) ≤ ℓ(xk) + 〈∇ℓ(xk), xk+1 − xk〉+ Lf
2
‖xk+1 − xk‖2
≤ ℓ(xk)− α〈∇ℓ(xk), hkf 〉+
Lf
2
‖xk+1 − xk‖2. (101)
Taking conditioning expectation of the inner product, we have
− E[α〈∇ℓ(xk), hkf 〉|F ′k]
= −αE[〈∇ℓ(xk),∇xf(xk, yk+1)−Bk〉|F ′k]
= −αE[〈∇ℓ(xk),∇xf(xk, yk+1)−∇ℓ(xk)−Bk〉|F ′k]− α〈∇ℓ(xk),∇ℓ(xk)〉
= −αE[〈∇ℓ(xk),∇xf(xk, yk+1)−∇ℓ(xk)〉|F ′k] + α〈∇ℓ(xk), Bk〉 − α〈∇ℓ(xk),∇ℓ(xk)〉
Using the basic inequality α〈a, b〉 ≤ α‖a‖2 + α/4 · ‖b‖2 and (8a) in Lemma 2.1, we have
− E[α〈∇ℓ(xk), hkf 〉 | F ′k] (102)
≤ αE[‖∇xf(xk, yk+1)−∇ℓ(xk)‖2|F ′k] +
α
4
‖∇ℓ(xk)‖2 + αb2k +
α
4
‖∇ℓ(xk)‖2 − α‖∇ℓ(xk)‖2
(8a)
≤ αL2E[‖yk+1 − y⋆(xk)‖2 | F ′k] + αb2k −
α
2
‖∇ℓ(xk)‖2.
Plugging (100), (102) into (101) and taking the full expectation, we obtain
OPTk+1 ≤ OPTk + (α+ 8Lfα2)L2∆k+1y + (α+ 8Lfα2)b2k + 4α2Lfσ2f (103)
−
(α
2
− 4Lfα2
)
· E[‖∇ℓ(xk)‖2].
Rearranging the terms in (103), dividing both sides by α, and taking an average over k ∈ [0,K−1],
we obtain that(1
2
− 4Lfα
)
· 1
K
K−1∑
k=0
E[‖∇ℓ(xk)‖2] (104)
≤ 1
αK
OPT0 + (1 + 8Lfα)L
2 · 1
K
K−1∑
k=0
∆k+1y + (1 + 8Lfα)
1
K
K−1∑
k=0
b2k + 4ασ
2
f .
The above relation is similar to (95). In particular, it is clear that E‖∇ℓ(xk)‖2 has the same
order as ∆k+1y . By performing similar analysis as those after (95), we can obtain a rate analysis on
E[‖∇ℓ(xk)‖2]. In particular, recall that α = O(K−3/5), β = O(K−2/5), and b2k = O(K−1/5). Thus,
combining (104) and Lemma D.2, we finally have
1
K
K−1∑
k=0
E[‖∇ℓ(xk)‖2] ≤ O
( 1
αK
)
+O(K−2/5) +O
(
1
K
K−1∑
k=0
b2k
)
+O(α) = O(K−2/5).
Therefore, we conclude the proof of Lemma D.4.
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Combining the results in Lemma D.2 – D.4, we can immediately obtain the desired result for the
unconstrained weakly convex case.
E Proof of Corollary 3.1
In this section, we analyze the case where ℓ(x) is convex. The analysis is an extension of what has
been done in Section D.1, and the major difference is that the step sizes have been modified. In
this case, we are more interested in analyzing the rate measured by the objective function gap of
the outer function, that is:
OPTk := E[ℓ(xk)− ℓ(x⋆)].
Lemma E.1. For any K ≥ 1. Suppose that H 1, H 2 with µℓ ≥ 0, H 3, H 4 with θ = 0,H 5 hold.
Further assume that the bias term bk in (10) satisfies b
2
k = O(K−1/2). We set the step sizes as
α =
1
8Lf
K−3/4, β =
(
4L2Ly
L2fµ
2
gg
2
0
)1/3
K−1/2, (105)
and assume K is sufficiently large such that
µgg0 β < 1, α µℓ < 2, β ≤ 1/4.
Further assume that the feasible set X is close and bounded, and that
max
w,v∈X
‖w − v‖ ≤ Dx. (106)
Let K be an independent random variable that takes its value uniformly random in {0, . . . ,K − 1},
then we have
EK[∆
K+1
y ] = O(K−1/2), min
k=0,...,K−1
∆k+1y = O(K−1/2),
EK[OPT
K+1] = O(K−1/4), min
k=0,...,K−1
OPTk+1 = O(K−1/4),
where EK denotes that the expectation is taken with respect to the randomness of K.
Proof. First we note that Lemma D.1 still holds true, and the steps in Lemma D.2 until Eq. (82)
still hold, since they are not dependent on the choice of µf and the specific step sizes. That is, we
have the following:[
1
2α
− Lf
2
− 4αL
2L2y
µgg0β2
( 2
µgg0β
− 1
)]
· E[‖xk+1 − xk‖2] + α
β
L2∆k+1y
≤ OPTk + 4αL
2
(µgg0β2)
∆k+1y −
[
OPTk+1 +
4αL2
(µgg0β2)
∆k+2y
]
+
4αL2
µgg0
σ2g + ασ
2
f + 2αb
2
k. (107)
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Plugging the new step size choices in (105), we obtain:[
1
2α
− Lf
2
− 4αL
2L2y
µgg0β2
( 2
µgg0β
− 1
)]
≥
[
4LfK
3/4 − Lf
2
− 8αL
2L2y
µ2gg
2
0β
3
]
=
[
4LfK
3/4 − Lf
2
− 1
4
LfK
3/4
]
≥ 2LfK3/4.
Note that
α
β
= O(K−1/4), α
β2
= K1/4.
As b2k = O(K−1/2), summing up (107) over iteration k = 0, · · · ,K − 1, and dividing by K, we
obtain
2LfK
3/4 1
K
K−1∑
k=0
‖xk+1 − xk‖2 +K−1/4C˜1 1
K
K−1∑
k=0
∆k+1y ≤ K−1(1 +K1/4)C˜2 +K−3/4C˜3,
for some constants C˜1, C˜2, C˜3 > 0. We can conclude that there exist constants C1, C2, C3 > 0 that
satisfy
1
K
K−1∑
k=0
∆k+1y ≤ C1K−3/4 + C2K−1/2 + C3K−1/2 = O(K−1/2). (108)
It follows that
min
k=0,...,K−1
∆k+1y = O(K−1/2).
Additionally, if K is a random number picking from {0, . . . ,K − 1}, the following also holds
EK[∆
K+1
y ] = O(K−1/2).
Further, similarly as above, summing up (82) over iteration k = 0, . . . ,K − 1 and dividing by K,
we obtain that for some constant C˜1, C˜2 > 0, we have
2Lf ·K3/4 · 1
K
K−1∑
k=0
‖xk+1 − xk‖2 ≤ K−1(1 +K1/4)C˜1 +K−3/4C˜2.
It follows that for some C1, C2, C3 > 0, the following holds:
1
K
K−1∑
k=0
E[‖xk − xk+1‖2] ≤ C1K−7/4 + C2K−3/2 + C3K−3/2 = O(K−3/2). (109)
Now we are ready to analyze the convergence rate for OPTk. First, from the Lipschitz condition
(8b), we have the following descent estimate
ℓ(xk+1) ≤ ℓ(xk) + 〈∇ℓ(xk), xk+1 − xk〉+ Lf
2
‖xk+1 − xk‖2.
Second, the step (9b) can be equivalently written as the following problem, which minimizes a
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strongly convex objective
xk+1 = argmin
x∈X
〈hkf , x− xk〉+
1
2α
‖x− xk‖2.
The following holds by the property of mirror descent (Beck, 2017)
〈hkf , xk+1 − x⋆〉 ≤
1
2α
(
‖x⋆ − xk‖2 − ‖x⋆ − xk+1‖2 − ‖xk+1 − xk‖2
)
.
Observe that
〈∇ℓ(xk), xk+1 − xk〉 = 〈∇ℓ(xk), xk+1 − x⋆〉+ 〈∇ℓ(xk), x⋆ − xk〉
= 〈∇ℓ(xk)− hkf , xk+1 − x⋆〉+ 〈∇ℓ(xk), x⋆ − xk〉+ 〈hkf , xk+1 − x⋆〉.
Thus we have
ℓ(xk+1)− ℓ(x⋆) ≤ ℓ(xk)− ℓ(x⋆) + 〈∇ℓ(xk)− hkf , xk+1 − x⋆〉+ 〈∇ℓ(xk), x⋆ − xk〉 (110)
+
Lf
2
‖xk+1 − xk‖2 + 1
2α
(
‖x⋆ − xk‖2 − ‖x⋆ − xk+1‖2 − ‖xk+1 − xk‖2
)
≤ 〈∇ℓ(xk)− hkf , xk+1 − x⋆〉
+
Lf
2
‖xk+1 − xk‖2 + 1
2α
(
‖x⋆ − xk‖2 − ‖x⋆ − xk+1‖2 − ‖xk+1 − xk‖2
)
,
where the second inequality comes from the fact that ℓ(xk) is a convex function, so the following
holds:
ℓ(xk)− ℓ(x⋆) ≤ 〈∇ℓ(xk), xk − x⋆〉.
Next, we bound the inner product in (110) as
〈∇ℓ(xk)− hkf , xk+1 − x⋆〉
= 〈∇¯xf(xk; yk+1)− hkf , xk+1 − x⋆〉+ 〈∇ℓ(xk)− ∇¯xf(xk; yk+1), xk+1 − x∗〉
≤ 〈∇¯xf(xk; yk+1)− hkf −Bk, xk+1 − xk〉+ 〈Bk, xk+1 − xk〉
+ 〈∇¯xf(xk; yk+1)− hkf , xk − x⋆〉+ L‖∇ℓ(xk)− ∇¯xf(xk; yk+1)‖‖xk+1 − x⋆‖
≤ c1
2
‖∇¯xf(xk; yk+1)− hkf −Bk‖2 +
1
2c1
‖xk+1 − xk‖2 + c2
2
b2k +
1
2c2
‖xk+1 − xk‖2
+ 〈∇¯xf(xk; yk+1)− hkf , xk − x⋆〉+ L‖yk+1 − y∗(xk)‖‖xk+1 − x⋆‖.
Taking a conditional expectation over F ′k, we obtain:
E[〈∇ℓ(xk)− hkf , xk+1 − x⋆〉 | F ′k] (111)
≤ c1
2
σ2f +
(
1
2c1
+
1
2c2
)
E[‖xk+1 − xk‖2 | F ′k] +
c2
2
b2k + bkDx + LE[‖yk+1 − y⋆(xk)‖ | F ′k]Dx
= 2ασ2f +
1
4α
E[‖xk+1 − xk‖2 | F ′k] + 2αb2k + bkDx + LE[‖yk+1 − y∗(xk)‖ | F ′k]Dx,
where in the first inequality we used the Young’s inequality, and the boundedness assumption (106);
in the last equation we take c1 = c2 = 4α.
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Taking full expectation of (111) and (110), and add them together, we obtain:
OPTk+1 ≤ 2ασ2f + 2αb2k + bkDx + LE[‖yk+1 − y⋆(xk)‖]Dx,
−
(
1
4α
− Lf
2
)
E[‖xk+1 − xk‖2] + 1
2α
(
‖x⋆ − xk‖2 − ‖x⋆ − xk+1‖2
)
Taking an average over K, we obtain:
1
K
K−1∑
k=0
OPTk+1 ≤ 2ασ2f + 2α
1
K
K−1∑
k=0
b2k +
1
K
K−1∑
k=0
bkDx +
1
K
K−1∑
k=0
LE[‖yk+1 − y⋆(xk)‖]Dx + 1
2αK
D2x.
From (108), and by using the Cauchy-Schwartz inequality, we have
1
K
K−1∑
k=0
E
[‖yk+1 − y⋆(xk)‖2] ≤ 1
K
√
K
√√√√K−1∑
k=0
E
[‖yk+1 − y⋆(xk)‖22] = O(K−1/4).
Then combining the above two results and the fact that bk = O(K−1/4), α = O(K−3/4), we have
1
K
K−1∑
k=0
OPTk+1 = O(K−1/4).
This completes the proof of this result.
F Proof of Corollary 5.1
In this section, we provide a detailed proof of Corollary 5.1 for the TT-NAC algorithm, which
modifies the proof of Theorem 3.2 for the problem of policy optimization in reinforcement learning.
As the state space can be infinite, we have to define the norms and inner products carefully.
Hereafter, we let 〈·, ·〉 and ‖ · ‖ denote the inner product and ℓ1-norm on R|A|, respectively. Then,
for any two stationary policies π1 and π2, for any s ∈ S, ‖π1(·|s) − π2(·|s)‖ is the total variation
distance (ℓ1-norm) between π1(·|s) and π2(·|s). In addition, let ‖·‖∗ be the dual norm of ‖·‖, namely,
the ℓ∞-norm on R
|A|. Then, based on 〈·, ·〉, ‖ ·‖, and ‖ ·‖∗ on R|A|, any probability distribution ρ on
S induces an inner product, primal, and dual norms on the set of functions on S ×A. Specifically,
for any f, f ′ : S ×A→ R, we define
〈f, f ′〉ρ =
∫
S
〈f(s, ·), f ′(s, ·)〉dρ(s), ‖f‖ρ =
[∫
S
‖f(s, ·)‖2dρ(s)
]1/2
,
Moreover, 〈·, ·〉 and ‖ · ‖ρ induces a dual norm ‖ · ‖ρ,∗, which is given by
‖f‖ρ,∗ =
[∫
S
‖f(s, ·)‖2∗dρ(s)
]1/2
.
By the definitions above, the following Hölder’s inequality holds for any f, f ′ : S ×A→ R:∣∣〈f, f ′〉ρ∣∣ ≤ ∫
S
∣∣〈f(s, ·), f ′(s, ·)〉∣∣dρ(s) ≤ ∫
S
‖f(s, ·)‖ · ‖f ′(s, ·)‖∗dρ(s) ≤ ‖f‖ρ · ‖f ′‖ρ,∗, (112)
where the second inequality follows from the Hölder’s inequality on R|A| and the last inequality
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follows from the Cauchy-Schwarz inequality. In addition, since we can also view each policy π as a
function on S ×A. Then we have
‖π‖ρ =
[∫
S
‖π(·|s)‖2dρ(s)
]1/2
= 1, ‖π‖ρ,∗ =
[∫
S
‖π(·|s)‖2∗dρ(s)
]1/2
≤ 1.
Recall that X denotes the set of feasible policies. Also recall that any probability distribution ρ
over S induces an inner product between a value function Q and a policy π ∈ X, and a distance
between any two policies π1, π2 ∈ X, which are given by
〈Q,π〉ρ =
∫
S
〈Q(s, ·), π(·|s)〉dρ(s), ‖π1 − π2‖ρ =
[ ∫
S
‖π1(·|s)− π2(·|s)‖2dρ(s)
]1/2
, (113)
where 〈·, ·〉 is inner product on R|A| and ‖ · ‖ is the ℓ1 norm on R|A|. Recall that we let ‖ · ‖∗ denote
the ℓ∞-norm on R
|A|. Then, the inner product 〈·, ·〉ρ and the norm ‖ · ‖ρ in (113) induce a distance
between two action-value functions Q1 and Q2, which is given by
‖Q1 −Q2‖ρ,∗ =
[∫
S
‖Q1(s, ·)−Q2(s, ·)‖2∗dρ(s)
]1/2
.
To begin our analysis, we observe that by H 7, θ⋆(π) is the solution to the inner problem and we
have Qπ(·, ·) = φ(·, ·)⊤θ⋆(π). Here θ⋆(π) plays the same role as y⋆(x) in problem (1). Similar to
Lemma 2.1 which establishes bounds on ‖y⋆(x1)− y⋆(x2)‖ and ‖∇ℓ(x1)−∇ℓ(x2)‖, in the following
lemma, we show that θ⋆(π) and Qπ are both Lipschitz continuous on π with respect to ‖·‖ρ⋆ , where
ρ⋆ is the visitation measure induced by π⋆, the optimal policy.
Lemma F.1. Under H 6– H 9, for any two policies π1, π2 ∈ X, we have
‖Qπ1 −Qπ2‖ρ⋆,∗ ≤ (1− γ)−2 · r · Cρ · ‖π1 − π2‖ρ⋆ ,∥∥θ⋆(π1)− θ⋆(π2)∥∥2 ≤ (1− γ)−2 · r · Cρ/µφ · ‖π1 − π2‖ρ⋆ ,
where r is an upper bound on the reward function, µφ is specified in H 8, and Cρ is defined in H 9.
Proof. We consider bounding |Qπ1(s, a) −Qπ2(s, a)| for any (s, a) ∈ S × A. By the Bellman equa-
tion for policy evaluation (25) and the performance difference lemma (Kakade and Langford, 2002,
Lemma 6.1), we have
Qπ1(s, a)−Qπ2(s, a) = [r(s, a) +∑
s′∈S
P (s′|s, a)V π1(s′)]− [r(s, a) +∑
s′∈S
P (s′|s, a)V π2(s′)]
=
∑
s′∈S
P (s′|s, a) · [V π1(s′)− V π2(s′)]
= (1− γ)−1 ·
∑
s′∈S
P (s′|s, a) · Es˜∼˜̺(s′,π1)
[〈
Qπ2(s˜, ·), π1(·|s˜)− π2(·|s˜)
〉]
, (114)
where ˜̺(s′, π1) is the visitation measure obtained by the Markov chain induced by π1 with the
initial state fixed to s′. Recall the definition of the visitation measure ̺(s, a, π) in (34). We can
equivalently write (114) as
Qπ1(s, a)−Qπ2(s, a) = (1− γ)−1 · Es˜∼̺(s,a,π1)
[〈
Qπ2(s˜, ·), π1(·|s˜)− π2(·|s˜)
〉]
. (115)
Moreover, notice that sup(s,a)∈S×A |Qπ(s, a)| ≤ (1 − γ)−1 · r under H 6. Then, applying Hölder’s
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inequality and Cauchy-Schwarz inequality to (115), we obtain∣∣Qπ1(s, a)−Qπ2(s, a)∣∣ ≤ (1− γ)−1 · Es˜∼˜̺(s′,π1)[‖Qπ2(s˜, ·)‖∗ · ‖π1(·|s˜)− π2(·|s˜)‖]
≤ (1− γ)−2 · r · Es˜∼ρ⋆
[
̺(s, a, π)
ρ⋆
(s˜) · ‖π1(·|s˜)− π2(·|s˜)‖
]
≤ (1− γ)−2 · r ·
{
Es˜∼ρ⋆ ·
[∣∣̺(s, a, π)
ρ⋆
(s˜)
∣∣2] · Es˜∼ρ⋆[‖π1(·|s˜)− π2(·|s˜)‖2]}1/2
≤ (1− γ)−2 · r · Cρ · ‖π1 − π2‖ρ⋆ . (116)
Here the first inequality follows from Hölder’s inequality in R|A|, the second inequality follows from
the upper bound on Qπ, the third inequality is due to Cauchy-Schwarz inequality, and the last
inequality follows from H9. Then, combining the definition of ‖ · ‖ρ⋆,∗, we have
‖Qπ1 −Qπ2‖ρ⋆,∗ ≤ (1− γ)−2 · r · Cρ · ‖π1 − π2‖ρ⋆ .
It remains to bound ‖θ⋆(π1)− θ⋆(π2)‖2. Under H 7, we have
‖Qπ1 −Qπ2‖2µπ⋆⊗π⋆ = Es∼µπ⋆ ,a∼π⋆(·|s)
{[
Qπ1(s, a)−Qπ2(s, a)]2}
= Es∼µπ⋆ ,a∼π⋆(·|s)
({
φ(s, a)⊤[θ⋆(π1)− θ⋆(π2)]
}2)
= [θ⋆(π1)− θ⋆(π2)]⊤Σπ⋆[θ⋆(π1)− θ⋆(π2)].
Then, combining H 8 and (116), we have
µ2φ · ‖θ⋆(π1)− θ⋆(π2)‖22 ≤ ‖Qπ1 −Qπ2‖2µπ⋆⊗π⋆ ≤ (1− γ)−4 · r2 · C2ρ · ‖π1 − π2‖2ρ⋆ ,
which yields the second inequality in Lemma F.1. Therefore, we conclude the proof of this lemma.
Proof of Corollary 5.1 The structure of the proof is similar to that of Theorem 3.2. Recall that
we define the tracking error ∆kQ and the optimality gap OPT
k as in (35). In the sequel, we separate
the proof into three steps.
Step 1 (Relating OPTk to ∆k+1Q ). From the performance difference lemma (Kakade and Langford,
2002, Lemma 6.1) in (33), for any k ≥ 0, we have
ℓ(πk)− ℓ(π⋆) = −(1− γ)−1〈Qπk , πk − π⋆〉ρ⋆
ℓ(πk+1)− ℓ(π⋆) = −(1− γ)−1〈Qπk+1 , πk+1 − π⋆〉ρ⋆ .
Consider the difference between the above equations at k+1 and k, by direct computation we obtain
ℓ(πk+1)− ℓ(πk)
= −(1− γ)−1〈Qπk+1 , πk+1 − π⋆〉ρ⋆ + (1− γ)−1〈Qπk , πk − π⋆〉ρ⋆
= (1− γ)−1
[
〈−Qπk+1 , πk+1 − π⋆〉ρ⋆ + 〈Qπk , πk − πk+1〉ρ⋆ + 〈Qπk , πk+1 − π⋆〉ρ⋆
]
= (1− γ)−1〈−Qπk , πk+1 − πk〉ρ⋆ + (1− γ)−1〈Qπk −Qπk+1 , πk+1 − π⋆〉ρ⋆ . (117)
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Applying the Hölder’s inequality in (112) to (117), we further have
(1− γ)−1 · 〈Qπk −Qπk+1 , πk+1 − π⋆〉ρ⋆ ≤ (1− γ)−1 · ‖Qπk −Qπk+1‖ρ⋆,∗ · ‖πk+1 − π⋆‖ρ⋆
≤ 2(1− γ)−1 · ‖Qπk −Qπk+1‖ρ⋆,∗ ≤ 2(1 − γ)−1LQ · ‖πk − πk+1‖ρ⋆
≤ 1
4α
‖πk+1 − πk‖2ρ⋆ + 4(1− γ)−2L2Q · α, (118)
where the second inequality follows from the fact that ‖πk − πk+1‖ρ⋆ ≤ 2 for any π1, π2 ∈ X, the
third inequality following from Lemma F.1 with LQ = (1 − γ)−2 · r · Cρ, and the last inequality
follows from Young’s inequality. Then, combining (117) and (118), we obtain
ℓ(πk+1)− ℓ(πk) ≤ (1− γ)−1〈−Qπk , πk+1 − πk〉ρ⋆ + 1
4α
‖πk+1 − πk‖2ρ⋆ + 4(1 − γ)−2L2Q · α. (119)
Let us bound the first term in the right-hand side of (119). To gain some insights, note that, as
shown in (30), the policy update can be implemented for each state individually. Thus, (29) can be
written equivalently as
πk+1 = argmin
π∈X
{
−(1− γ)−1〈Qk+1, π − πk〉ρ⋆ + 1
αk
D¯ψ,ρ⋆(π, π
k)
}
. (120)
Comparing (120) to (9b), we observe that (1 − γ)−1〈Qπk , ·〉ρ⋆ is analogous to 〈∇ℓ(πk), ·〉 while
(1 − γ)−1〈Qk+1, ·〉ρ⋆ is analogous to 〈∇xf(πk, Qk+1), ·〉. However, the update of πk+1 is related to
Qk+1. Thus, combining (119) and (120), we have
− (1− γ)−1〈Qπk , πk+1 − πk〉ρ∗
= (1− γ)−1〈Qk+1 −Qπk , πk+1 − πk〉ρ⋆ − (1− γ)−1〈Qk+1, πk+1 − πk〉ρ⋆
≤ (1− γ)−1〈Qk+1 −Qπk , πk+1 − πk〉ρ⋆
− 1
α
∫
〈∇Dψ(πk+1(·|s), πk(·|s)), πk+1(·|s)− πk(·|s)〉dρ⋆(s), (121)
where the inequality follows from the optimality condition of the mirror descent step (120). Mean-
while, the 1-strong convexity of Dψ(·, ·) implies that〈∇Dψ(πk+1(·|s), πk(·|s)), πk+1(·|s)− πk(·|s)〉 = 〈∇ψ(πk+1(·|s)) −∇ψ(πk(·|s)), πk+1(·|s)− πk(·|s)〉
≥ ‖πk+1(·|s)− πk(·|s)‖2. (122)
Thus, combining (121) and (122), and applying Young’s inequality, we further have
− (1− γ)−1〈Qπk , πk+1 − πk〉ρ∗
≤ 1
4α
‖πk+1 − πk‖2ρ⋆ + α(1 − γ)−2 · ‖Qπ
k −Qk+1‖2ρ⋆,∗ −
1
α
‖πk+1 − πk‖2ρ⋆
= α(1 − γ)−2 · ‖Qπk −Qk+1‖2ρ⋆,∗ −
3
4α
‖πk+1 − πk‖2ρ⋆ . (123)
Notice that this step is analogous to using the property (8a) from Lemma 2.1. Furthermore, recall
that we define ∆k+1Q := E[‖θk+1 − θ⋆(πk)‖22]. It remains to relate ‖Qπ
k − Qk+1‖2ρ⋆,∗ to ∆k+1Q . To
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this end, by direct computation, we have
‖Qπk −Qk+1‖2ρ⋆,∗ =
∫
S
{
max
a∈A
∣∣φ(s, a)⊤[θ⋆(πk)− θk+1]∣∣}2dρ⋆(s)
≤
∫
S
max
(s,a)∈S×A
{‖φ(s, a)‖22} · ‖θ⋆(πk)− θk+1‖22dρ⋆(s) ≤ ‖θ⋆(πk)− θk+1‖22, (124)
where the last inequality uses H 7.
Thus, combining (119), (123), and (124), we obtain
ℓ(πk+1)− ℓ(πk) ≤ α(1 − γ)−2 · ‖θ⋆(πk)− θk+1‖22 −
1
2α
‖πk+1 − πk‖2ρ⋆ + 4(1− γ)−2L2Q · α.
Taking full expectation, we obtain
OPTk+1 −OPTk ≤ α(1− γ)−2∆k+1Q −
1
2α
E[‖πk+1 − πk‖2ρ∗ ] + 4(1− γ)−2L2Q · α. (125)
We remark that the above expression is similar to Lemma D.1 with bk = 0. This concludes our first
step.
Step 2 (Bounding ∆kQ). In the second step, we consider the inner problem, which is solved via
TD learning. Let Fk = σ{θ0, π0, . . . , θk, πk} be the σ-algebra generated by the first k+1 actor and
critic updates. Under H 7, we can write the conditional expectation of hkg as
E[hkg |Fk] = Eµπk⊗πk
{
[Qk(s, a)− r(s, a)− γQk(s′, a′)]φ(s, a)}
= E
µπk⊗πk
{
φ(s, a)[φ(s, a) − γφ(s′, a′)]⊤}[θk − θ⋆(πk)].
As shown in Lemma 3 and Lemma 5 in Bhandari et al. (2018), under H 7 and H8 we have
E[hkg |Fk]⊤[θk − θ⋆(πk)] ≥ (1− γ) · ‖Qk −Qπ
k‖2
µπk⊗πk
≥ (1− γ) · µ2φ · ‖θk − θ⋆(πk)‖22 (126)
E[‖hkg‖22|Fk] ≤ 8 · ‖Qk −Qπ
k‖2
µπk⊗πk
+ σ2td ≤ 8 · ‖θk − θ⋆(πk)‖22 + σ2td, (127)
where σ2
td
≤ 4r2 · (1−γ)−2. To simplify the notation, we let µtd denote (1−γ) ·µ2φ. Thus, combining
(126), (127) and assume the step size satisfies β ≤ µtd/8, the TD update θk+1 = θk −β · hkg satisfies
E[‖θk+1 − θ⋆(πk)‖22|Fk] = ‖θk − θ⋆(πk)‖22 − 2β · E[hkg |Fk]⊤[θk − θ⋆(πk)] + β2 · E[‖hkg‖22|Fk]
≤ (1− 2µtdβ + 8β2) · ‖θk − θ⋆(πk)‖22 + β2 · σ2td
≤ (1− µtdβ) · ‖θk − θ⋆(πk)‖22 + β2 · σ2td.
Applying Young’s inequality and Lemma F.1, we further have
E[‖θk+1 − θ⋆(πk)‖22|Fk]
≤ (1 + c)(1 − µtdβ) · ‖θk − θ⋆(πk)‖22 + (1 + 1/c) · ‖θ⋆(πk)− θ⋆(πk−1)‖22 + β2 · σ2td
≤ (1− µtdβ/2) · ‖θk − θ⋆(πk)‖22 +
( 2
µtdβ
− 1
)
· ‖θ⋆(πk)− θ⋆(πk−1)‖22 + β2 · σ2td
≤ (1− µtdβ/2) · ‖θk − θ⋆(πk)‖22 +
( 2
µtdβ
− 1
)
LQ · ‖πk − πk+1‖2ρ⋆ + β2 · σ2td, (128)
where we have chosen c > 0 such that (1 + c)(1− µtdβ) = 1−µtdβ/2, which implies that 1/c+1 =
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2/(µtdβ)− 1. Here the last inequality comes from Lemma F.1, where we define
LQ = (1− γ)−4 · r · C2ρ · µ−2φ ,
which is a constant. Observe that (128) is of the same form as (80) for the proof of Lemma D.2.
Observe that (125) and (128) are similar to Lemma D.1 and inequality (80) respectively. We
can repeat the same analysis in Lemma E.1 using similar step size choices. Let K be an indepen-
dent random variable that is uniformly distributed over {0, . . . ,K − 1}. Applying the analysis in
Lemma E.1, we obtain
E[∆K+1Q ] =
1
K
K−1∑
k=0
E[∆k+1Q ] =
1
K
K−1∑
k=0
E
[‖θk+1 − θ⋆(πk)‖22] = O(K−1/2). (129)
Furthermore, from (109), we have
1
K
K−1∑
k=0
E‖πk+1 − πk‖2ρ⋆ = O(K−3/2),
which implies that
1
K
K−1∑
k=0
E[‖πk+1 − πk‖ρ⋆ ] ≤ 1
K
√
K
√√√√K−1∑
k=0
E[‖πk+1 − πk‖2ρ⋆ ] = O(K−3/4), (130)
where we apply Cauchy-Schwarz inequality. Similarly, by (129) and Cauchy-Schwarz inequality, we
have
1
K
K−1∑
k=0
E
[‖θk+1 − θ⋆(πk)‖2] ≤ 1
K
√
K
√√√√K−1∑
k=0
E
[‖θk+1 − θ⋆(πk)‖22] = O(K−1/4). (131)
Step 3 (Bounding OPTk). Finally, our last step is to analyze the convergence rate of the objective
value. Recall that we define OPTk = E[ℓ(πk)− ℓ(π⋆)]. Also recall that πk+1 is the solution to the
mirror descent step as in (120). The optimality of πk+1 implies that
(1− γ)−1〈−Qk+1, πk+1 − π⋆〉ρ⋆ ≤ 1
α
[
D¯ψ,ρ⋆(π
⋆, πk)− D¯ψ,ρ⋆(π⋆, πk+1)− D¯ψ,ρ⋆(πk+1, πk)
]
. (132)
Meanwhile, by (117) and (118), we have
ℓ(πk+1)− ℓ(πk) = −(1− γ)−1〈Qπk , πk+1 − πk〉ρ⋆ + (1− γ)−1〈Qπk −Qπk+1 , πk+1 − π⋆〉ρ⋆
≤ −(1− γ)−1〈Qπk , πk+1 − π⋆〉ρ⋆ − (1− γ)−1〈Qπk , π⋆ − πk〉ρ⋆
+ (1− γ)−1‖πk+1 − π⋆‖ρ⋆ · ‖Qπk −Qπk+1‖ρ⋆,∗
≤ −(1− γ)−1〈Qπk , πk+1 − π⋆〉ρ⋆ − (1− γ)−1〈Qπk , π⋆ − πk〉ρ⋆ + 2(1 − γ)−1LQ · ‖πk+1 − πk‖ρ⋆ ,
(133)
where the last inequality follows from Lemma F.1 and LQ = (1− γ)−2 · r · Cρ. Moreover, plugging
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Qk+1 into the first inner product in (133) and utilizing (132) and (112), we further have
ℓ(πk+1)− ℓ(πk) ≤ −(1− γ)−1〈Qπk −Qk+1, πk+1 − π⋆〉ρ⋆ − (1− γ)−1〈Qk+1, πk+1 − π⋆〉ρ⋆
− (1− γ)−1〈Qπk , π⋆ − πk〉ρ⋆ + 2(1 − γ)−1LQ · ‖πk+1 − πk‖ρ⋆
≤ 2(1 − γ)−1LQ · ‖πk+1 − πk‖ρ⋆ − (1− γ)−1〈Qπk , π⋆ − πk〉ρ⋆ + 2(1 − γ)−1‖Qπk −Qk+1‖ρ⋆,∗
+
1
α
[
D¯ψ,ρ⋆(π
⋆, πk)− D¯ψ,ρ⋆(π⋆, πk+1)− D¯ψ,ρ⋆(πk+1, πk)
]
. (134)
Notice that the performance difference lemma implies that
ℓ(πk)− ℓ(π∗) = (1− γ)−1〈Qπk , π⋆ − πk〉ρ⋆ .
By direct computation, we can write (134) as
ℓ(πk+1)− ℓ(π⋆) ≤ 2(1− γ)−1LQ · ‖πk+1 − πk‖ρ⋆ + 2(1− γ)−1 · ‖θ⋆(πk)− θk+1‖2
+
1
α
[
D¯ψ,ρ⋆(π
⋆, πk)− D¯ψ,ρ⋆(π⋆, πk+1)
]
. (135)
where we utilize (124) and the fact that D¯ψ,ρ⋆ is non-negative. Then, taking the full expectation on
both sides of (135), we obtain
OPTk+1 ≤ 2(1− γ)−1E[‖θ⋆(πk)− θk+1‖2] + 2(1− γ)−1LQE[‖πk+1 − πk‖ρ⋆ ]
+
1
α
E
[
D¯ψ,ρ⋆(π
⋆, πk)− D¯ψ,ρ⋆(π⋆, πk+1)
]
.
In particular, summing up both sides from k = 0 to k = K − 1 and dividing by K yields
1
K
K−1∑
k=0
OPTk+1 ≤ 1
αK
{
D¯ψ,ρ⋆(π
⋆, π0)− D¯ψ,ρ⋆(π⋆, πK)
}
+
2
(1− γ)
1
K
K−1∑
k=0
{
E[‖θ⋆(πk)− θk+1‖2] + LQ · E[‖πk+1 − πk‖ρ⋆ ]
}
.
Together with (130), (131) and α = O(K−3/4), it can be easily seen that the right-hand side is
O(K−1/4). This concludes the proof of this corollary.
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