A crystal diffraction theory has been developed and compared with experimental measurements in order to model the integrated reflectivity of multilayer structures. This study shows that the most important defect reducing the integrated reflectivities of the multilayer structures studied was correlated roughness (root mean square value about 7 A). The theory describes correlated roughness as a probability distribution of the substrate surface displacement. A computer simulation and an analytical solution have been used to calculate the reflectivity of multilayer structures. The calculations using a rectangular distribution of correlated displacement result in a good first-order approximation of the experimental data. A Gaussian probability distribution for the substrate surface displacement results in calculations inconsistent with the measured reflectivities, although such a distribution has been assumed in other studies. Although other defects were studied, only roughness could explain the experimental data.
A. Introduction
Multilayer structures (MLS) are often used for diffraction and reflection elements in XUV optics (i.e. wavelengths 10-200 A). This is because the MLS has a high diffraction efficiency (Gilfrich, Nagel & Barbee, 1982) , can be manufactured with a selected 2d spacing for a given wavelength range and is easily shaped for figured optics. Therefore, working models of the diffracting properties of multilayers are important in order both to improve the quality of XUV optics and to interpret XUV intensity data (Spiller & Rosenbluth, 1986; Barbee, 1985a Barbee, , b, 1986 .
Previous work has shown that the measured peak and integrated reflectivities are typically less than the values predicted for a perfect multilayer structure (Brown, Gilfrich, Burkhalter & Rosen, 1986; Burkhalter, Gilfrich, Brown & Rosen, 1986; Peterson, Knight & Pew, 1985; Golub, Spiller, Bartlett, Hockaday, Kania, Trela & Tatchyn, 1984) . In the long-*Also at Sachs/Freeman Associates Inc., Landover, MD 20785-5396, USA. wavelength region (> 10 A) where multilayer optics are used, experiment and theory can differ by more than a factor of four . Most work has assumed an imperfect multilayer structure to explain the measured reflectivities. Further, most work has treated each layer as a continuous medium (Rosenbluth & Forsyth, 1981; Spiller, 1981; Saxena & Schoenborn, 1977) , not as individual crystal lattices, probably because the individual layers are usually assumed amorphous (Kadim & Keem, 1986; Spiller & Rosenbluth, 1986; Barbee, 1986) . Therefore, the treatment of multilayer imperfections by crystal diffraction theory has not been fully explored. However, the diffraction of crystal lattices has a well developed theory (Ladd & Palmer, 1985; Guinier, 1963; Compton & Allison, 1935) . This paper shows how crystal diffraction theory can be used to predict the integrated reflectivity values by including structural imperfections. The integrated reflectivities of multilayer structures were modeled by crystal diffraction theory and compared with measured values, in order to provide methods of assessing the quality of multilayer optics. Experimental measurements are described in § B. Crystal diffraction theory will be modified to include MLS in § C. A computer solution to the modified theory will be described in § D and an analytical solution in § E. Comparisons between measurements and calculations in § F suggest that substrate roughness, as a first-order approximation, can explain the experimental data. In § G, analysis of defects other than roughness show that these other defects do not greatly contribute to the reduction in MLS reflectivity. A Fourier expansion of substrate roughness, with each diffraction order corresponding to a term in the expansion, is described in the Appendix.
B. Experimental methods and results
Two multilayers obtained from Energy Conversion Devices (Ovonix TM mirrors) were evaluated in this study. Both were manufactured by magnetron sputter deposition on Si wafers and neither was heat treated following the deposition process. The first sample was a W-C multilayer made of 150 layer pairs, with 10 A 0021-8898/88/020136-09503.00 © 1988 International Union of Crystallography tungsten layers and 28 .~, carbon layers. The second sample was a V-C multilayer made of 200 layer pairs, with 15 A vanadium layers and 25 A carbon layers. Both MLS were visibly flat. Measurements with a WYCO optical profilometer showed a root mean square (r.m.s.) roughness of the last layer deposited to be 14 A for both multilayers, with a nearly Gaussian probability distribution (Thorne, Knight, Peterson & Wood, 1987) .
The critical parameters investigated in this work are the variations of the integrated reflectivity with both wavelength and diffraction order. Single-crystalspectrometer measurements of integral reflection coefficients of MLS were performed with techniques similar to those reported previously (Compton & Allison, 1935; Gilfrich, Brown & Burkhalter, 1975; Vierling, Gilfrich & Birks, 1969) . The accuracy of this type of measurement is about _+ 10% (Brown, Gilfrich & Peckerar, 1975) . Fluorescent radiation from secondary targets was used over the wavelength range from 8.3 to 14-5 A. The characteristic lines used were AI Kc¢ (8"34 A), Mg K9¢ (9"89/k), Na K~z (11.91 A), Zn L0¢ (12.25 A), Cu Lc¢ (13-34A) and Ni Lc¢ (14.5 A). The W-C multilayer structure (lattice spacing 2d = 76 A) and the V-C multilayer structure (2d= 80.~) were measured for the first five and four orders of diffraction, respectively, at the AI Kc¢ wavelength (8-34 A).
The first-order integrated reflectivity values were nearly constant over the entire spectral region for both multilayers, as will be shown in § D. The first five diffraction orders for the W-C multilayer structure and the first four orders for the V-C multilayer structure are shown in Fig. 1 . The values varied over five orders of magnitude.
C. Crystal diffraction theory and multilayers
This section will review the crystal diffraction theory, and then modify the theory in order to calculate reflectivities of multilayers. The formulas for the structure factor, the kinematic theory and the perfect crystal theory with absorption will be reviewed. These formulas will be applied to a unit cell for M LS defined in this section.
Crystal diffraction theory is an atom-by-atom description of X-ray diffraction. A crystal is assumed to be made of a periodic array of unit cells, each containing an identical set of atoms. Every diffraction plane is characterized by a complex structure factor F determined from the positions of the atoms in the unit cell. The unit cell that was defined for multilayer structures will be discussed in the next section. In this study of multilayer structures, only diffraction from planes parallel to the substrate surface was examined. Such planes can be labeled by Miller indices as (00/), where l is the order of diffraction. The structure factor F of the (00/) plane at the Bragg angle 0B can be defined as
n where x, is the displacement of the nth atom in the unit cell, and f, is the atomic scattering factor of this atom (Compton & Allison, 1935; Ladd & Palmer, 1985) . Note that x, is measured in the direction perpendicular to the diffraction plane, and is normalized to the length of the unit cell in that direction.
Two limiting approximations of crystal diffraction theory were considered, both using the same expression for the structure factor. These two models were the kinematic theory and the perfect-crystal theory with absorption (Vierling et al., 1969; Hirsch & Ramachandran, 1950) . The exact solutions of the integrated reflectivities are known to be between these two limits, with the kinematic theory the upper bound and the perfect-crystal theory with absorption the lower bound. If~ is the linear absorption coefficient, N the number density of unit cells and )~ the wavelength, then the formula for the integrated reflectivity R, according to the kinematical theory, is
(2)
The perfect-crystal theory with absorption is valid for both long and short wavelengths. In comparison, the kinematical theory is only valid for very long wavelengths (where absorption is very large), for small structure factors, or in the presence of a certain type of defect structure (i.e. the ideal mosaic block structure). The experimental measurements were compared with the kinematic-theory calculations in this study because the kinematic theory is much simpler than the perfect-crystal theory. Further, numerical calculations given in the next section will show that the two theories are nearly the same for M LS over the wavelength range studied in this paper. The integral reflection coefficient of multilayer structures was calculated in this study by means of an adaptation of crystal diffraction theory. The essence of the approach is to introduce into the formulae for crystal diffraction theory a pseudo unit cell which represents the multilayer structure. Such an approach has been explored previously by Brown et al. (1986) and Henke, Uejio, Tackaberry & Yemada (1985 , 1986 . Such a unit cell is illustrated in Fig. 2 (a). Fig. 2 (b) shows a conceptual generalization of the unit cell of (a) to a structure where there is substrate roughness. In this generalization, many small unit cells stand beside each other to form a very large pseudo unit cell, which will be referred to as the supercell.
For the calculations of substrate roughness, each unit cell or supercell consisted of one layer pair (i.e. one metallic layer and one carbon layer). This approach assumes that each layer pair exactly reproduces the displacements of the layer just below it, i.e. the roughness is correlated. More precisely, as will be shown in § E, the assumption implicit in the supercell of Fig. 2(b) is that the probability distribution of displacements is replicated from layer pair to layer pair. Experiments by other groups have shown that the layers may become slightly smoother or rougher as more layers are deposited (Thorne, Knight & Peterson, 1985; Lepetre, Schuller, Rasigni, Rivoira & Philips, 1985; Lepetre, Schuller, Rasigni, Rivoira, Philips & Dhez, 1986; Petford-Long, Stearns, Chang, Nutt, Stearns, Ceglio & Hawryluk, 1987) , but this uncorrelated variation will be assumed negligible. Although the detailed atomic structure of the layers was not known, and was probably amorphous (Kadim & Keem, 1986 ), a crystalline lattice was assumed for each layer as shown in Fig. 2 . For this paper, the wavelengths used were longer than the distances between atoms. This case is called the optical limit (Underwood & Barbee, 1981; Kadim & Keem, 1986) . In the optical limit, diffraction calculations of integrated reflectivity for amorphous and crystalline layers do not result in different values, because the wave responds to a continuous medium rather than the individual atoms. Because amorphous materials are isotropic, the distance between atoms was calculated from the bulk density of the element. Then from these interatomic distances the number of atoms in each layer was chosen to approximate the known thickness of the layer. Note that in (1) the x-axis and y-axis information is used in calculating reflectivities, although x-axis (horizontal) information is shown in Fig. 2 (b) to aid in visualization.
Equations (1) and (2) were solved by both a simulation technique and an analytical technique. Because of small differences between the results, both techniques will be discussed.
D. Use of a simulation method with crystal diffraction theory
In the simulation technique, unit cells and supercells of the forms indicated in Fig. 2 were computer generated and the displacements of each row of atoms in a supercell were chosen by a random-number generator (i.e. a Monte Carlo simulation was used). The random-number generator was chosen to have either a rectangular distribution or a Gaussian distribution, as defined in the next section. The supercell was then used to calculate the integral reflection coefficient according to both the kinematic theory and the perfect-crystal-with-absorption theory.
The calculated values were nearly the same for both theories. The calculations were performed with absorption coefficients from Plechaty, Collen & Howerton (1978) , atomic scattering factors from Doyle & Turner (1968) and anomalous-scattering corrections based on the data from Henke, Lee, Tanaka, Shimabukuro & Fujikawa (1982) .
The integrated reflectivity values for the first diffraction order for the W-C multilayer are compared with the simulation values in Fig. 3 . Note that the difference between reflectivities in the kinematic theory and the perfect-crystal theory with absorption was small over most of the wavelength range studied (< 10% for 2> 11 •), as shown in Fig. 3 . The values without a correction for defects were a factor of four larger than the measured values. When a correction for roughness was added to the simulation calculations, the theoretical values were in good agreement with the measured values for first-order diffraction. Similar agreement was found for the V-C multilayer. Although the calculations for first-order diffraction agreed with the measurements for both probability distributions, for higher orders the simulation that used a Gaussian distribution disagreed with the experiment far more than the simulation using the rectangular distribution. In order to understand how the form of the probability distribution affects the calculation of reflectivity, an analytical theory was developed. Further comparisons between theory and experiment require a description of the analytical theory.
E. Analytical expression for correlated roughness effect
The simulation calculations outlined in the previous section will be compared with an analytical formula for the effect of defects on the structure factor. Since the measurements were limited to 00l reflections near the Bragg angle, the structure factor in (1) can be rewritten as Calculations were done in the kinematic limit ( ) and in the perfect crystal with absorption limit (---), using a rectangular probability distribution described in the text.
where z, is the normalized position of the nth atom within the unit cell (i.e. one row of atoms in Fig. 2) and
Wm is the position representing the displacement of the mth unit cell due to surface roughness. Both position components are in the direction normal to the surface plane. The first summation in (3) represents the factor sought, a correction for lattice imperfections, while the second summation is the standard structure factor for a lattice without defects. If a symmetric probability distribution is assumed, where an equal probability is assigned +Wm and -w,,, the first summation can then be simplified to Gl = ~ cos (2nlwm).
(4) m The summation in (4) has been replaced with an integral using a probability distribution P(2~w) of the displacement parameter for substrate surface roughness, w. That is, P(2~zw) is the probability of finding unit cells with a displacement parameter 2nw. With this definition, (4) can be rewritten as +oo Gz = j" P(2nw) cos(2rdw)d(2~w).
(5) --oo A general Fourier expansion of P(2~w), with each diffraction order corresponding to a term in the series, can be derived from (5). This expansion and a uniqueness problem related to it will be discussed in the Appendix. However, in the following text, the application of (5) will only be applied to two specific examples of P(2rcw).
The first example is a rectangular displacement probability distribution:
where A is the parameter which specifies the width of the distribution. With this distribution, (5) gives Gl = (1/~zAl) sin (~zAl).
Note that G~ is oscillatory for this rectangular distribution, with Gt going to zero for integer values of the product Al.
The second example is a Gaussian displacement probability distribution. This form is commonly used in treating the effect of defects on diffraction (Barbee, 1986; Spiller & Rosenbluth, 1986) . The Gaussian distribution may be written as
where B specifies the width of the distribution. With this distribution, (5) gives Gl = re-1/2 exp(-12/4B2).
This form is similar to the Debye-Waller correction for the reduction in diffraction efficiency caused by the thermal motion of atoms in a crystal. Much previous literature uses this Debye-Waller-type factor to model surface roughness (Golub et al., 1984; Barbee, 1986; Spiller & Rosenbluth, 1986) . Note that for the Gaussian distribution, Gl monotonically decreases with the order of diffraction.
F. Comparison of experimental results with computations
The reflectivity measurements will now be compared with both the analytical and the simulation theories. The integrated reflectivity values for the first diffraction order were discussed in § D. An appropriate roughness correction could always be found to fit the first diffraction order values, as a function of wavelength, regardless of the type of displacement probability distribution used, including both the rectangular and the Gaussian distribution. This can be explained by observing that, in (5), Gt depends only on the probability distribution P(2nw), not on the wavelength. Therefore, if the reflectivity matches the data at one wavelength for any P(2nw), it will match at all the other wavelengths for a given order. A fit over several orders of diffraction was a more demanding test for P(2nw), and was therefore used to determine the displacement probability distribution. A fit over orders of diffraction for Gl will be shown because Gl isolates the effects of the roughness from the behavior predicted for a smooth multilayer. Because the kinematic and perfect-crystal theories were nearly equivalent, the kinematical theory (2) was used for comparisons between experiment and theory at different orders. The experimental integral reflection coefficients R .... and the calculated values for a perfectly smooth substrate Rsmooth (kinematic limit) were combined by means of (2) to give IGexpl = (Rmeas/R .... th) 0"5"
Comparisons with the rectangular distribution simulation Rsi m will be presented in a similar fashion:
The simulation calculations (see § D) were performed at wavelength 8.34 .~ on a supercell made up of 100 cells. The displacement of the individual cells was chosen randomly from the distribution defined in (6). The distribution-width parameters A and B were chosen so that the simulation would give an optimal agreement with measurements for the first-and second-order diffraction. The resulting parameter A was 0.665 for the W-C multilayer and 0.54 for the V-C multilayer. The corresponding distributions had r.m.s. deviations of 7.2 and 6.2 ,~, respectively. The reflectivity of the smooth multilayer (Rsmooth) was calculated with the same type of unit cell as shown in Fig. 2(a) , and the results were used to calculate Gt from (10). Fig. 4 presents a comparison of the surface roughness correction factor G~ of the measurements, the simulation calculations for a rectangular distribution (6), the analytical calculation for a rectangular distribution (6) and the analytical calculation for a Gaussian distribution (8). The comparison is shown for both the W-C M LS (Fig. 4a ) and the V-C M LS (Fig. 4b) .
The simulation showed a statistical variation (i.e. the reflectivity varied every trial run) because of the finite number (100) of unit cells used. This statistical variation increased with diffraction order. Because of this variation, the mean and standard deviations for several selections, generally five trials, were calculated. The error bars in Fig. 4 were drawn as plus or minus the standard deviation from the mean. The standard deviations show that the simulation method has a large statistical variation, especially for diffraction orders greater than three.
Both the rectangular distribution simulation and the rectangular distribution formula, equation (7), agreed with the data, as first-order approximations, for both M LS. Both calculations copied the oscillatory behavior of the experimental values. The ability of the results of the simulation to predict the dependence on order of the experimental data was quite promising, in spite of the rather simple nature of the probability distribution assumed. In fact, the results of the simulation agreed significantly better with experiment than did the results of the analytical solution, out to the third diffraction order. The improvement was especially good for orders of diffraction where the analytical value of Gt was very small. This superiority of the simulation was a surprise and is not yet explained. It may be that the statistical selection in the simulation had introduced an additional structure into the displacement distribution which was a better match to experimental reality than the ideal rectangular distribution.
It was observed that the analytical results of a Gaussian distribution of substrate displacements [equations (8) and (9)] did not give a good fit to the experimental data. The most notable difference is that the predictions of (9) decrease monotonically with increasing diffraction order, while the experimental data for both the W-C specimen and the V-C specimen show an oscillatory behavior with increasing order. The Debye-Waller-like factor, (9), also falls much more rapidly than the experimental data. Similar results were found with the simulation that used a Gaussian distribution.
The integrated reflectivity is, of course, a more important parameter than G~ for XUV dispersion devices. Therefore, the integrated reflectivities of the W-C layer at 8.34,~ are compared with both the rectangular distribution simulation and the Gaussian analytical solution in Fig. 5 . The measured reflectivities show major variations (> 50%) from the calculation for a rectangular distribution only at the fifth order. The Gaussian distribution is wrong by a factor of ten even for the second diffraction order. A previous study showed unexplained differences between results that were found with the Gaussian reduction factor and computer-simulation results in which the index of refraction was varied over several steps approximating a simple ramp (Wood, Grupido,  Hart, Flessa, Kadim, Keem & Ferris, 1985) . It can easily be shown that a simple ramp is equivalent to a rectangular probability distribution of displacements. The experimental data were closer to the simulation than to the Gaussian calculations, in agreement with the present study.
There are several potential problems with the results of the calculations summarized above. First, the differences between experiment and theory show, not surprisingly, that the rectangular distribution of correlated displacements can only be a first-order correction for imperfections in the multilayer. A second problem is that there exist other probability distributions from which the same reflectivity values could be calculated. It will be shown in the Appendix that the choice of possible probability distributions cannot be unique because of the phase problem, even if there is perfect agreement between the calculations and the reflectivity data. A third problem is the fact that the r.m.s, deviations which resulted from this fitting (approximately 7 A) were not in exact agreement with the r.m.s, deviations of the top layer (14A) as measured by the profilometer. The profilometer also measured a nonrectangular distribution (i.e. a Gaussian distribution), compared to the rectangular distribution used by the model. However, the profilometer measurements do not necessarily contradict the model. The profilometer has a lateral resolution of 2 gm, while the integrated reflectivity is not affected by imperfections longer than 0.16 gm in the lateral direction, as will be shown in the next section.
G. Non-roughness defects
This study has emphasized correlated roughness as a defect that reduces the integrated reflectivity. However, other defects in multilayer structures can change diffraction efficiencies. It is well known that reducing the regularity of the diffracting lattice may reduce the integrated reflectivity. The reduction of the diffracting efficiencies of crystals due to the thermal motion of the atoms is a classic example of such an effect (Guinier, 1963; Ladd & Palmer, 1985) . Multilayer structures contain a number of potential defects which may reduce the diffraction. A list of the most important of these would include (a) macroscopic curvature of the substrate, (b) variation in layer thickness (either layer-to-layer variation or variation within a given layer), (c) transition layers at the layer-layer interfaces (due to diffusion or to ion mixing), (d) uncorrelated roughness (due to random growth steps at interfaces), and (e) correlated roughness (due to any growth step or substrate roughness that bends the layers that are deposited on top of the flaw). This section will show that only defects of type (e) seem capable of explaining the experimental data measured in this study.
Macroscopic curvature (i.e. large lateral-dimension curvature) of the substrate is almost unavoidable in large-area M LS, and is sometimes intentionally added to produce figured XUV optical devices. It would first appear that such a curvature would cause even larger displacements than correlated roughness. Suppose that the MLS substrate has a radius of curvature R and is illuminated over a lateral distance L. The maximum displacement W over a distance L is approximately W=L2/R. (11) Equation (11) suggests that the displacement probability distribution P(2rcw) will depend on the illuminated lateral distance L. Therefore the reflectivity should vary with L. Such a variation has not been measured. In order to eliminate this unphysical prediction, limitations on both R and L must be intro-duced into crystal diffraction theory. These limitations were discussed by Barbee (1985a, b) and Bruijn, Chakraborty, van Essen, Verhoeven, van der Wiel & Bartels (1985) in terms of diffraction-limited optics, but were not analyzed quantitatively.
The cut-off to L can be defined in terms of the coherence of the X-ray source. Crystal diffraction theory assumes that a wave front is fiat over a unit cell. The transverse coherence length L c is the distance perpendicular to the direction of propagation over which the phase of a wave is nearly constant, i.e. Lc is the distance over which a wave front can be considered a fiat plane. Crystal diffraction theory therefore implies that the supercell must be much smaller than the transverse coherence length of the incident Xrays. L~ can be estimated for image sources (such as fluorescers and X-ray tubes) from the angular image size in radians of arc 0i and the wavelength 2 by (Fowles, 1975; Young, 1977) 
In order for a diffraction-theory calculation to be meaningful, the area of illumination L used in a calculation must be less than the coherence distance Lc, so that L < L~.
It is physically apparent that if W is much smaller than twice the layer thickness d, the displacement caused by the curvature cannot affect the diffraction efficiency. This defines the cut-off radius Rc because, from (11) 
It follows from (13) that if R is larger than R~, the curvature cannot affect the integrated reflectivity of a MLS. A large radius of curvature may change the rocking curve, but the integration over angle would eliminate all changes in integrated reflectivities. For the geometry of the collimators in the X-ray spectrometer used in this study, the angular image size is nearly the same as the angle of divergence of the Xrays. For these measurements, 0~ = 5 mrad, d = 40 and 2 = 8.34 A, so that L~ = 0.16 lam and R~ = 3"2 lam. The radii of curvature of the M LS were clearly much greater than 3.2 lam, so that macroscopic curvature could not affect the measured reflectivities. Furthermore, in the computer simulation, which used a supercell made of 100 unit cells with an atomic diameter less than 2-5/~ (i.e. the diameter of a tungsten atom), L was less than 0.025 ~tm, so that L ,~ Lc. Thus, the simulation was consistent with diffraction theory.
The minimum size, measured parallel to the surface of a MLS, of a detail that could be measured as roughness will be referred to as the lateral resolution of the measurement. Lc is an upper limit to the size of a detail that can reduce the integrated reflectivity of Xrays. The lateral resolution of the WYCO profilometer that was used was about 2pm, which was much greater than Lc (0.16 l.tm), so that the profilometer measurements would need a far better lateral resolution in order to correlate accurately with X-ray measurements. The difference in lateral resolution explains how the profilometer measured a Gaussian probability distribution, but the model that fit the data used a rectangular distribution.
The effect of varying layer thickness on the integrated reflectivity was also explored. Calculations were performed for supercells made of many layer pairs, where thickness was changed by varying the number of atoms in a layer. These calculations showed that, for small (< d/5) variations in layer thickness, there was no significant (< 10%) difference in integrated reflectivity for the W-C multilayer. Previous studies show that layer-thickness variations as large as d/5 are unlikely (Lepetre et al., 1985 (Lepetre et al., , 1986 Petford-Long et al., 1987) . Thus, variations in layer thickness were judged to have a negligible effect on the integral reflection coefficient and were neglected in the calculated results presented in this study.
The effect on the integrated reflectivity of transition layers, growth steps at the interfaces and substrate roughness are equivalent according to kinematic crystal diffraction theory, because equations (4) and (5) do not specify the positions of the atoms within the plane of diffraction. However, the r.m.s, deviation calculated from the experimental data was very large (7,&) . Transition layers (Takagi et al., 1985) and growth steps (Lepetre et al., 1986; Petford-Long et al., 1987) as large as 7,~ are highly improbable for sputtered W-C multilayers, so that both defects were considered negligible in this study.
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APPENDIX

Fourier expansion of the probability distribution
In previous sections, a probability distribution P(2rrw) was assumed and then used to calculate the reflectivity, which was then compared with the experimental data. However, there are other distributions consistent with the experimental data. This Appendix will describe a systematic way of finding all such distributions. The inversion of equation (5) will be shown to be a Fourier expansion of P(2~w), with each term corresponding to an order of diffraction.
The probability distribution can be defined so that it is non-zero only for values of 27rw between -7r and + 7r (note that this range corresponds to displacement of a unit cell by the lattice spacing (d). From (5), the distribution P can be expanded on this interval by the Fourier series P(2~rw) = 1 + 2~Gt cos (27rlw).
(AI) l The absolute magnitude of Gt is given by (10), with measured reflectivities, so (A1) can be used to find P(27rw). However, the sign of Gt is still unknown, so the distribution deduced from a set of measurements 6 . Two probability distributions calculated from the data for the W-C multilayer. In (a) the sign of Gt was chosen to be the same as the sign of sin (Artl), to match the signs of the rectangular distribution. In (b) the sign of Gt was always positive.
depends on the choice of sign for each term. This is a variation on the phase problem in crystal diffraction theory (Hauptman, 1986; Walther, 1963; Karle & Hauptman, 1950) . Many of the distributions derived are unphysical because they have regions of large negative probability, but some ambiguity remains. In the previous calculations, the simplicity of the rectangular distribution made it appear plausible to the authors. However, other probability distributions generated by (A1) could not be totally rejected. In order to demonstrate this uniqueness problem, two distributions calculated from the experimental data for the W-C multilayer described previously are shown in Fig. 6 . One solution, shown in Fig. 6(a) , was found by choosing the sign of Gt to be the same as the Gt in the analytical solution to the rectangular distribution. The other distribution, shown in Fig. 6(b) , was found by letting all Gt be positive. The first solution approximated the rectangular distribution. Differences between this expansion and the rectangular distribution may have been due to truncation of the Fourier series, experimental error or actual deviations from the rectangular distribution. The two largest peaks are obviously Gibbs phenomena (Mathews & Walker, 1964) , a type of truncation error applicable to discontinuous functions such as a square wave. The second distribution had a somewhat more complex structure, for which a simple equation could not be found.
