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RESUMEN: Este artículo trata de mostrar la potencia de las nuevas herramientas de 
cálculo simbólico a través de un sencillo problema de optimización matemática, 
abordando dicho problema desde dos puntos de vista: un estudio analítico y un estudio 
geométrico. Para su desarrollo se ha utilizado el programa Mathsmatica, uno de los 
más difundidos actualmente de la ya amplía familia de sistemas de cálculo simbólico. 
ABSTRACT: This artlcle aims to show the strength of the new symbolic oomputation tools 
through an easy mathematical opllmlzatlon problem, approachlng the problem fron 
two polnts: analytical and geometrlcal study. The program ' Mathemallca•, 
currently one of the most widespread of the large family of simbollc computatlon 
systems, has been used. 
PALABRAS CLAVE: Symbolic computatlon, Optlmlzatlon. 
1. INTRODUCCION 
La visión que se ha tenido hasta ahora de los computadores ha sido la de méquinas 
capaces de almacenar gran cantidad de información y de efectuar operaciones más o menos 
complejas a gran velocidad. En el ámbito de la Economfa tienen por tanto una indudable 
utilidad. Pero a partir de los anos 60-70 comenzó a surgir una nueva fonma de concebir el 
·uso del ordenador: el trabajo en modo simbólico (ver (3)). Hasta entonces el uso del 
computador como herramienta de cálculo se restringía al análisis y manipulación de gran 
cantidad de datos numéricos. Pero debe tenerse en cuenta que tanto en la Economfa como en la 
práctica totalidad de las ciencias, el estudio de modelos Involucra el manejo de constantes que 
no necesariamente deben llevar asignado un valor. Los paquetes Informáticos de cálculo 
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simbólico permiten realizar este tipo de manipulaciones en las que los datos no· son 
necesariamente numéricos. Las principales características de estos sistemas son: 
• Permiten el trabajo tanto con datos numéricos como simbólicos. 
• Los cálculos son efectuados de forma exacta o con precisión arbitraria, la única 
llmltaclón serla la Impuesta por la memoria del ordenador utilizado. 
• Integran las mas díversas herramientas matemáticas, posibilidades gráficas, ... 
• Permiten un uso Interactivo como si de una potente calculadora tradicional se tratase. 
• Por otro lado, Incorporan lenguajes de programación propios que permiten hacer uso de 
todos los comandos programados. 
• Tienen unas indudables aplicaciones a la docencia, iwestlgaclón, etc. 
Todas estas características, y muchas más, hacen que estas herramientas puedan, y de 
hecho lo están haciendo, revolucionar la forma de trabajo tradicional en multitud de ramas-de 
·la Ciencia. 
El presente artículo trata precisamente de poner de manifiesto la importancia y 
utilidad de uno de estos sistemas. En concreto se ha utmzado el programa Mathematlca, uno de 
los más conocidos y utllzados actualmente. Surgió en 1988 pero su desarrollo está siendo 
continuo; actualmente la versión que se enetJentra en el mercado es la 2.2, disponible sobre 
una gran variedad de plataformas hardware. Su distribuidor es Wolfram Research, lnc. Para 
más información sobre el programa asf como para estudiar en profundidad sus posibilidades 
véase [1] y [6). Por supuesto, Mathematica no es el único de estos paquetes, en [2) se hace 
un estudio comparativo de las posibilidades que Incorporan algunos de ellos. 
Como ejemplo de aplicación se ha elegido la Optimización Matemática, pero las 
aplicaciones en el campo de la Economla del programa Mathematica son Innumerables. A ese 
respecto cabe citar el libro (5) que se dedica expresamente a exponer las posibilidades de 
Mathematica en este campo. El objetivo de la optimización: /a búsqueda de soluciones 
"óptimas•, revela su Importancia en el mundo moderno. La finalidad de este trabajo no es 
tanto el resolver un complejo problema de optimización, como el de mostrar la potencia de 
este tipo de herramientas Informáticas. 
2. PLANTEAMIENTO DEL PROBLEMA 
Se plantea el siguiente problema de minimización, que podría Interpretarse como el de 
minimizar los costes de producción en el que Intervienen dos factores sujetos a una 
restriclón que obliga a utilizar cierta cantidad de ellos: 
{
min x2 + y2 + 2bxy 
x+y=c 
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Donde x e y son las variables de decisión. Como puede observarse, tanto en la función 
de costes como en la restricción del problema Intervienen constantes indeterminadas. La 
ventaja de la utilización de un sistema de cálculo simbólico con respecto a otro tipo de 
herramientas es la posibilidad de abordar este problema sin dar ningún valor de ant.amano a 
~os parámetros b y c. 
Una de las primeras posibilidades de Matllematica es la posibilidad de definir funciones: 
ln{1 ):• f(x_.y _,b_J:-x•2+y•2+2'b'x ' y; 
g(x_,y_,c_) :-x+y-c; 
L[x_,y_ ,lambda_,b_,c_J :.f[x,y ,b)+lambda'g[x,y ,c) 
Out[1)= 
Se define la función de costes del problema y la que determina la restricción al imponer 
que sea Igual a cero. Ambas funciones tienen tres argumentos, dos de ellos son las variables 
de decisión del problema y el tercerQ el respectivo parámetro. Además se define la función 
Lagranglana del problema.· 
En la Optimización Matemática desempenan un papel esencial los conceptos de vector 
gradiente y matriz Hesslana. Mathematica Incorpora el comando o que permite obtener las 
derívadas de cualquier orden de una función de una o varias variables. Utilizando este 
comando pueden definirse dos nuevos comandos que calculen el vector gradlente y la matriz 
Hessiana de una función de varias variables: 
ln[2):• Grad(f_,l_J:. Table(D[f ,l{[llll.{l, 1,Length[i]}) 
Hesslano[f_,l_J:. Table( D(f,l[[i)), l[UJJJ, 
{i , 1,Length[l)},{j, 1,Length[I]}) 
Out[2)· 
3. OBTENCION DE POSIBLES SOLUCIONES 
Es conocido {ver (4)) que las posibles soluciones del problema, es decir, los puntos 
estacionarlos, son los puntos que anulan al vector gradiente de la función Lagranglana. 
Uegado este momento es cuando se puede observar en su verdadera dimensión lo que significa 
el poder operar simbólicamente con Mathematlca. El comando Solve permite resolver 
sistemas de ecuaciones, por lo tanto para encontrar los puntos estacionarlos se podrla 
utilizar la orden 
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ln{3) :• Solucíones(b_,c_]• Símpllfy( 
Solve(G rad[L[x,y ,lambda ,b,c),{x, y ,lambda} )••{O.O. O}. 
{x,y,lambda}] ) 
Out[3)• 
{{lambda -> · ((1 + b} c) , x ·> c/2, y ·> cf2}} 
Obsérvese el formato usual en el que Mathematica devuelve las soluciones. En este caso 
el sistema planteado solamente tenía una solución, pero lógicamente esta solución depende de 
los parámetros del problema. La forma de distinguír los pa.rámetros es Indicando, al utilizar 
la orden Solve, cuales son las verdaderas variables. El comando Slmplify que también se ha 
utilizado sirve para simplificar al máximo los resultados. 
En la orden anterior se ha definido una función que calcula los puntos estacionarlos 
para cualquier valor de b y e . pero si se desea particularizarlo para algunos valores 
concretos puede hacerse de una forma muy sencilla: 
ln[4]:• Soluclones(-1, 1) 
Out[4}· 
{{lambda ·> o, x ·> 112, y ·> 1/2)) 
El valor óptimo podrla encontrarse de la siguiente forma: 
ln[SJ :- ValorOptlmo[b_ ,c_J:.f[x,y ,b)/.Soluclones(b,cJl(1 JI 
ValorOptlmo[b,c) 
Out[SJ,. 
c2/ 2 + b c21 2 
De una manera muy sencilla también puede comprobarse la Interpretación económica 
de los multiplicadores de Lagrange en el sentido de actuar corno un sistema de precios, ya que 
miden la variación que sufre el valor óptimo para pequenas variaciones en las restricciones. 
Expresado en un lenguaje matemático esto significa que para problemas de la forma: 
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{
mih f(x) 
g¡(X)=b¡ i= l,2, ... ,m 
si en el punto x ' se alcanza un óptímo, con mulllpllcadores de Lagrange asociados I¡ para 
i=1, ... ,m; se cumple: 
- 'A.¡= a/(x•) 
iJb¡ 





4. ESTUDIO DE LAS CONDICIONES SUFICIENTES 
DE OPTIMALIDAD 
Lo realizado hasta ahora ha permi1ido obtener los puntos estacionarios del problema. 
De existir solución, ésta debe ser uno de estos puntos, pero no está garantizado que todo punto 
estacionario sea efectivamente el óptimo búscado. El resultado que da una condición suficiente 
que permita garantizar la optimalidad es el siguiente teorema: 
Teorema: Dado el problema 
{
min f(x) 
g¡(X) == 0 i == 1,2, ••• ,m 
con f, g1 ..... 9m funciones con derivadas parciales continuas hasta el orden 2. Si x' es un 
punto estaciona.rio del problema con multiplicadores de Lagrange asociados I¡ que 
verifica la siguiente cóndlción: 
Para todo vector p.<O tal que Vg(x •) o p •O ~cumple: 
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donde Hxl es lo que se conoce como Hessiano restñngido de la función Lagrangiana Y está 
definido de la siguiente manera: 
m . . . ~ . . 
HxL(x ). )= Hf(x )+ ¿_,')\.,¡ Hg¡(x ) 
l • I 
entonces x· es un mínimo local estricto. 
Volviendo al ejemplo planteado, el primer paso para analizar la optimalidad de los 
puntos estacionarios es construir el Hesslano restringido de la siguiente manera: 
ln{7/:= H{x_,y _, lambda_,b_,c_J• Hesslano(f(x,y ,b) ,{x,y}]+ 
lambda'Hesslano(g(x,y,c),{x,y}) 
Out/7/• 
{{2, 2 b}, {2 b, 2)) 
La forma en la que Mathematica considera las matrices es como listas de listas. 
Verificando las condiciones del teorema anterior 
ln/8): - Solve({p1 ,p2}.Grad(g(x,y,c),{x,y})••O, {p1 ,p2}) 
Out{B}• 
Solve::svars: 
Warning: Equatlons may not give solutions for ali 
"solve• variables. 
{{p1 ·> -p2)} 
ln/9}:• vecto r-({p1 ,p2}/.%)((1 )J 
Out{9]• 
{-p2, p2} 
ln{1 O]:- Simplify(vector .H(x,y ,lambda,b,c).vector) 
Out{10)• 
4 (1 - b) p22 
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Se puede concluir por tanto que el problema tendrá óptimo para valores del parámetro 
b menores que 1. 
5. ANALISIS GEOMÉTRICO 
Otra de las vertientes de Mathematica es la de herramienta de tratamiento geom.étrico. 
A esle respecto tiene definidos gran cantidad da comandos para la representación geométrica 
tanto bidimensional como tridimensional. En esta sección se utilizan algunos de ellos para 
realizar un anállsls geométrico del problema de optiml7.ación planteado. 
Algunos comandos de Mathem.atica se encuentran programados en paquetes externos y 
para poder ser utilizados han de cargarse en memoria previamente. En esta sección se usan 




El primero de estos paquetes permite representar en el plano campos vectoriales y 
como caso particular el campo que determina el vector gradiente de una función de dos 
variables. Et segundo paquete representa curvas dadas en ecuaciones Implícitas. Et análisis 
geométrico se hará dando dos valores a los parámetros, en concreto: 
b=-2 c=l 
Para el estudio geométrico de un problema de optimización con dos variables de 
decisión, se comienza por representar las curvas de nivel de la función de costes; es decir, 
las curvas cuyas ecuaciones implícitas son 
f(x,y) = k 
para distintos va.lores de k. La forma de hacerlo en Mathematlca es 
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(por slmpllflcar se omite el gráfico devualto, aunque al final se !)uede ver el 
resl•ltado de combinar todos ellos). 
A continuación se puede representar el campo vectorial que determina el gradiente. 
Debe tenerse en cuenta que el vector gradiente siempre indica la dirección de crecimiento de 
la función de costes, de manera que para encontrar un punto mlnimo se deberá seguir la 
dirección del gradiente poro en sent.ido opuesto. De manera muy similar a las curvas de nlvel 
puede representarse el campo de gradientes de la función ds costes. 
ln{t 3):• Gradlentes- PlotGradlentFleld(f(x,y,-2}, 
{x,O, 1 ),(y ,0 , 1},PiotPolnts->8) 
Out/13)· 
-Graphlcs-
La restricci6n impuesta hace que el espacio de soluciones facbbles se reduzca a una 
curva cuya ecuación en lmplfcitas es g(x,y,c)-0. La representación de esta curva se consigue 
de la manera siguiente 
ln[t 4}:• ReglonFactible-lmpllcltPlot(g[x,y,1 J~o. 
{x,o , t }.{y,O, t}, 
Ticka·>None.Axes->None, 
PlotStyle·>{ {Th ickness[O.OJ J,Grayl evel{0.3}}} J 
Out[14J• 
-ContourGraphics-
Todos los gráficos obtenidos pueden oombinarse utilizando el oomando Show 
In/ 15 J :. Show[CurvasNlvel,Gradlentes.RegionFactlble, 
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-Graphics-
6. PLANTEAMIENTO DEL PROBLEMA CON RESTRICCIONES DE 
DESIGUALDAD 
Desde un punto de vista económico, los problemas con restrioclones de Igualdad pueden 
resultar menos realistas que aquellos en los que las restricciones estén dadas por 
desigualdades; ya que no siempre es conveniente exigir el agotamiento completo de los 
recursos, sino simplemente una !Imitación que no debe sobfepasarse. 
Un planteamiento más realista del problema considerado podr1a ser: 
¡
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Hacer notar que se han anadldo las restricciones de no-negatividad de las variables de 
decisión. Con este nuevo planteamiento la forma de obtener los puntos estacionarlos cambia 
ligeramente. Puede demostrarse, bajo ciertas hipótesis de regularidad ((4D. que los puntos 
óplímos de un problema de la forma 
{
min f(x) 
g,(x)s;O i=l,2, ... ,m 
deben verificar el sistema 
m 
V/(x•)+ ~).1 Vg¡(x·)=O 
f=I 
'A.1g¡(x") =O i=l,2, ... ,m 
siendo I¡ ~o , estos valores se conocen como multiplicadores de Kuhn· Tucker y desempenan 
el mismo papel que los multiplicadores de Lagrange en los problemas con restricciones de 
Igualdad. 
UUllzando de nuevo Mathematlca para resolver este problema, se debe comenzar por 
definir las funciones que determinan las nuevas restricciones, asl como la nueva función 
Lagrangtana y a continuación resolver el sistema planteado. 
ln(16):• g2(x_,y_ )• ·X; 
g3(x_,y_)•·y; 
Out/16)• 
L(x_ ,y _,11_,12_,13_,b_,c_ )• l(x,y ,b)+11 •g(x,y ,e)+ 
12 •g2(x,y)+13 • g3(x, y) ; 
ln(t 7):• Estaclonarlos(b_ ,c_J.Slmpllfy(Solve( 
(Grad(L{x ,y ,11 ,12,13 ,b,c),(x,y}) •• (O,O}, 
Out/17}• 
11 •g(x,y ,c)--o.12•g2[x,y)-·O ,13 'g3{x,yJ-·O}, 
(x,y,11,12,13})) 
((11 -> · ((1 + b) c), 12 -> 0, 13 -> O, x -> c/2, 
Y -> c/2), (12 -> 0, 13 ·> 0, X ·> 0, y ·> 0, 
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11 -> O}, {12 -> 0, y ·> O, 13 ·> 0, X ·> 0, 
11 ·> O}, (12 ·> 2 (·1 + b) c, 11 ·> -2 c, 13 -> o, 
y ·> C, X ·> 0), (13 -> 0, X -> 0, 12 ·> 0, y ·> 0, 
11 ·> O}, {13 ·> 2 (·1 + b) e, 11 -> ·2 c, 12 ·> o, 
x -> c, y -> O}, (x ·> O, y ·> O, 12 -> O, 13 -> o. 
11 -> O)} 
Obsérvesq de nuevo como las soluciones dependen de los parámetros del problema. No 
obstante, algunas de estas soluciones deben eliminarse, bien porque los mt.Jltiplicadores 
asoctados son negativos o bien porque no cumplen las restricciones del problema. A 
amtinuación se hace esta selección en el caso panicular b •·2 y e .1 , mediante un ciclo con 
el comando For 
ln/18}:• Soluciones-Estaclonarlos(-2, 1 J 
Out[tB)= 
{{11 ·> 1, 12 -> 0, 13 -> 0, X -> 1/ 2, y -> 1/1}, 
{12 ·> 0, 13 -> O, X -> 0, y -> 0, 11 -> O}, 
(12 ·> 0 , y -> 0, 13 -> 0, X ·> 0, 11 -> O), 
{12 -> ·6, 11 ·> ·2, 13 ·> 0, y ·> 1, X·> O), 
(13 ·> 0, X -> 0, 12 -> 0, y -> O, 11 ·> O), 
(13 ·> ·6. 11 -> ·2, 12 ·> º· X ·> 1, y ·> O}, 
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{x -> O, y -> O, 12 ·> O, 13 -> O, 11 -> O)) 





c1-g(x,y, 1 ]/ .regla: 
c2-g2(x,y)/.regla; 
C3•g3(x,y]/ .regla; 
c4- 11/.regla; · 
cs. 121.regla; 
C6• 13/. reg la; 
ll[c1 <•0 && c2<=0 && é3<=0 && c4>=0 && cS>•O 
&& C6>•0, 
Factíbles- Prepend(Factibtes,reglaj ) ) 
Factibles 
{(13 -> 0, X -> O, 12 -> O, y -> O, 11 -> 0), 
(12 -> 0, y ·> 0, 13 -> O, X ·> 0, 11 ·> O}. 
(12 -> O, 13 ·> O, X -> O, y ·> O, 11 ·> O}, 
(11 ·> 1, 12 -> 0, 13 -> 0, X -> 1/2, y ·> 1/2)} 
Puede observarse, por tanto, que los únicos posibles óptimos ser!an los puntos (0,0) y 
( 1/2,1/2). 
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6.1. ANALISIS GEOMÉTRICO 
Para distinguir si realmeole los punlos obtenidos son óptimos, se puede recurrir a un 
análisis geométrico. Lo único que cambiará con respecto al problema con restricción de 
Igualdad es el espacio de soluciones facti>les. Para representar este espacio puede recuni!Se 
a un nuevo comando gráflco de Mathematica como es DensityPlol. 
tn/20]:• RF(x_,y_)•lf((g(x,y, 1 ]<• 0)&&(g2[x,y)<•O) 
&&(g3(x,y)<• 0), 1,0); 
w(z_J .. lf(z••1,Graylevel[0.5J,Graylevel(1 )); 
RegionFaclible-DensllyPlot[RF!x,y), 




y combiando de nuevo todos los gráficos se obtendría 
ln[21}:• Frontera-lmpllcltPlol[{g{x,y, 1 )••O,g2(x,y) .. o, 
g3(x,y)••O}, 
Out/21 }• 
(x,-0.01, 1),{y ,-0 .01, 1}. 
Ticks->None,Axes->None, 








A la vis1a del gráfico obtenido, puede concluirse que de nuevo el valor mínimo se 
obtendría sobre el punto (1/2,1/2). 
7. CONCLUSIONES 
Lo que se ha pre1endido con este trabajo es mostrar algunas de las posibllldades del 
programa Mathematlca a 1ravés de un ejemplo muy sencilo de Optimización, esperando que 
sirva de pun10 de partida para quienes deseen profundizar en el campo de la Computación 
Simbólica o simplemente usar este Upo de herramientas para facilitar su trabajo cotidiano. 
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