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Abstract. Quasiregular maps are differentiable almost everywhere maps which are analo-
gous to holomorphic maps in the plane for higher real dimensions. Introduced by Gutlyanskii
et al [7], the infinitesimal space is a generalization of the notion of derivatives for quasiregu-
lar maps. Evaluation of all elements in the infinitesimal space at a particular point is called
the orbit space. We prove that any compact connected subset of Rn \ {0} can be realized as
an orbit space of a quasiconformal map. To that end, we construct analogues of logarithmic
spiral maps and interpolation between radial stretch maps in higher dimensions. For the
construction of such maps, we need to implement a new tool called the Zorich transform,
which is a direct analogue of the logarithmic transform. The Zorich transform could have
further applications in quasiregular dynamics.
1. Introduction
Quasiregular mappings provide a natural setting for us to generalize the theory of holo-
morphic mappings in dimensions two into higher real dimensions. The generalized Liouville
Theorem states that the only conformal mappings in Rn, for n ≥ 3 are Möbius mappings.
Then to have a rich function theory, it is necessary to consider mappings with distortion.
Fortunately, many of the important properties that holomorphic mappings and families of
holomorphic mappings enjoy are also available for quasiregular mappings. Rickman general-
ized the little Picard Theorem to show that every non-constant entire quasiregular mapping
can only omit finitely many values. Consequently, there is a direct analogue of Montel’s
Theorem which provides a criterion for a family of quasiregular mappings with uniformly
bounded distortion to be normal. We refer to Iwaniec-Martin [9] and Rickman [14] for
introductions to the theory of quasiregular mappings.
On the other hand, quasiregular mappings have more flexibility than holomorphic map-
pings. For example, there is no analogue of the Identity Theorem. Of particular relevance
to this paper is that quasiregular mappings are only required to be differentiable almost
everywhere. Our desire is to understand the behavior of quasiregular mappings near points
where the derivative does not exist.
To that end, Gutlyanskii et al [7] introduced the notion of generalized derivatives. These
arise from a re-scaling procedure based on the facts that a quasiregular mapping is at worst
Hölder continuous and, moreover, that there is only a bounded amount of distortion on all
small spheres centered at the point of interest. The normal family machinery mentioned
above is then used to conclude that generalized derivatives always exist. Generalized deriva-
tives have been studied in [3, 5, 6, 13].
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The main novelty compared to differentiable mappings is that there may be more than
one generalized derivative at a given point. The collection of all generalized derivatives of f
at x0 is called the infinitesimal space and denoted by T (x0, f). It was observed in Fletcher
et al [5] that even in the well-behaved sub-class of uniformly quasiregular mappings, the
infinitesimal space can contain uncountably many mappings.
This property was shown by the first author and Wallis [6] to lead to a dichotomy: either
the infinitesimal space contains one generalized derivative, or contains uncountably many.
This was acheived by looking at the orbit of a point under all elements in the infinitesimal
space and showing that if it contains more than one point, then it contains a continuum that
must necessarily be contained in Rn \ {0}.
Conversely, it was also proved in [6] that in dimension two, any compact connected set
in R2 \ {0} arises as an orbit space of some quasiconformal map. The methods used here
strongly relied on computations involving the complex dilatation of a quasiconformal map, a
tool only available in the plane. Our goal in this paper is to complete the realization of the
orbit space by showing that every compact connected set in Rn \ {0}, for n ≥ 3, arises as an
orbit space of a quasiconformal map. Along the way we will need to construct new examples
of quasiconformal mappings, in particular generalizing logarithmic spiral maps into higher
dimensions.
Since the complex dilatation is not available to us in higher dimensions, and direct calcu-
lations seem difficult to get a handle on, we will introduce a new technique for quasiregular
mappings in higher dimensions called the Zorich transform. This is an analogue of the log-
arithmic transform in the plane. As an example of its utility, one of the maps we will need
to construct involves interpolating in a round ring between boundary maps which are both
radial stretches in the same direction, but of different factors. Applying the Zorich transform
to this situation lead to a map which is the identity in n − 1 components, yielding a much
simpler situation.
The logarithmic transform has been a highly useful tool in complex dynamics. It was
introduced by Eremenko and Lyubich [1] and has found much utility in studying the class
B of transcendental entire functions whose singular values are bounded, see also [15, Section
5]. Another use of the logarithmic transform is in Böttcher’s Theorem, see [11], and its
quasiregular generalization [2]. It should be noted that while we expect the Zorich transform
to find further utility in studying quasiregular mappings, it is much more delicate than the
logarithmic transform. For example, the associated map to the Zorich transform is the Zorich
map, which in higher dimensions has non-trivial branching. As a consequence, the Zorich
transform can typically only be defined locally, and not globally.
The paper is organized as follows. In section two, we cover preliminary material on
quasiregular mappings, generalized derivatives, and orbit spaces, where we finish the dis-
cussion of orbit spaces by stating our main result. In section three, we define and study
properties of the Zorich Transform. In section four, we will construct the higher dimensional
versions of the logarithmic spiral maps that we will later on want to link together. Finally,
in section five we will put all of our results together and show that in dimension three and
higher, we can realize any non-empty, compact, connected subset of Rn \ {0} as an orbit
space.
2
2. Preliminaries
2.1. Quasiregular mappings. Let us begin by defining a quasiregular map. Note that
details on linear distortion and distortion bounds can be found in Iwaniec and Martin, [9].
Definition 2.1. Let n ≥ 2 and U a domain in Rn. Then a continuous mapping f : U → Rn
is called quasiregular if f is in the Sobolev space W 1n,loc(U) and there exists K ∈ [1,∞) so
that
|f ′(x)|n ≤ KJf (x) a. e.,
where f ′ is the derivative matrix, and Jf is the Jacobian of f . The smallest K here is called
the outer dilatation KO(f) of f . If f is quasiregular, then it is also true that
Jf (x) ≤ K ′`(f ′(x))n a. e.
for some K ′ ∈ [1,∞). Here, `(f ′(x)) = inf |h|=1 |f ′(x)h|. The smallest K ′ for which this
holds is called the inner dilatation KI(f) of f . The maximal dilatation is then K(f) =
max{KO(f), KI(f)}. We say that f is K-quasiregular if K(f) ≤ K.
If U is a domain in Rn with non-empty boundary, then for x ∈ U , we denote by d(x, ∂U)
the Euclidean distance from x to ∂U . One of the important properties of quasiregular
mappings is that they have bounded linear distortion, which we now define.
Definition 2.2. Let n ≥ 2, U ⊂ Rn a domain, x ∈ U and f : U → Rn be K-quasiregular.
For 0 < r < d(x, ∂U), we define
`f (x, r) = inf|y−x|=r
|f(y)− f(x)|, Lf (x, r) = sup
|y−x|=r
|f(y)− f(x)|.
The linear distortion of f at x is
H(x, f) = lim sup
r→0
Lf (x, r)
`f (x, r)
.
When f is differentiable at x and the derivative matrix f ′ is invertible, we can define the
linear distortion, [9, Section 6.4], to be
(2.1) H(x, f) = ‖f ′‖‖(f ′)−1‖.
We also know that the distortion of a K-quasiregular map f is bounded by the linear
distortion, that is
(2.2) K ≤ Hn−1.
The local index i(x, f) of a quasiregular mapping f at the point x is
i(x, f) = inf
N
sup
y
card(f−1(y) ∩N),
where the infimum is taken over all neighborhoods N of x. In particular, f is locally injective
at x if and only if i(x, f) = 1.
Theorem 2.3 (Theorem II.4.3, [14]). Let n ≥ 2, U ⊂ Rn be a domain and f : U → Rn be
a non-constant quasiregular mapping. Then for all x ∈ U ,
H(x, f) ≤ C <∞,
where C is a constant that depends only on n and the product i(x, f)KO(f).
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Recall that a family F of K-quasiregular mappings defined on a domain U ⊂ Rn is called
normal if every sequence in F has a subsequence which converges uniformly on compact
subsets of U to a K-quasiregular mapping or to infinity. There is a version of Montel’s
Theorem for quasiregular mappings due to Miniowitz.
Theorem 2.4 ([12]). Let F be a family of K-quasiregular mappings defined on a domain
U ⊂ Rn. Then there exists a constant q = q(n,K) so that if a1, . . . , aq are distinct points in
Rn so that f(U) ∩ {a1, . . . , aq} = ∅ for all f ∈ F , then F is a normal family.
The constant q here is called Rickman’s constant and arises from Rickman’s version of
Picard’s Theorem, see [14, Theorem IV.2.1].
2.2. Generalized derivatives and infinitesimal spaces. In [7], a generalization for the
derivative of a quasiregular mapping f at x0 was defined as follows. For t > 0, let
(2.3) ft(x) =
f(x0 + tx)− f(x0)
ρf (t)
,
where ρf (r) is the mean radius of the image of a sphere of radius r centered at x0 and given
by
(2.4) ρf (r) =
(
λ[f(B(x0, r))]
λ[B(0, 1)]
)1/n
.
Here λ denotes the standard Lebesgue measure. While each ft(x) is only defined on a ball
centered at 0 of radius d(x0, ∂D)/t, when we consider limits as t → 0, we obtain mappings
defined on all of Rn. Of course, there is no reason for such a limit to exist, but because each
ft is a quasiregular mapping with the same bound on the distortion, it follows from Theorem
2.3 and Theorem 2.4 that for any sequence tk → 0, there is a subsequence for which we do
have local uniform convergence to some non-constant quasiregular mapping.
Definition 2.5. Let f : U → Rn be a quasiregular mapping defined on a domain U ⊂ Rn
and let x0 ∈ Rn. A generalized derivative ϕ of f at x0 is defined by
ϕ(x) = lim
k→∞
ftk(x),
for some decreasing sequence (tk)∞k=1, whenever the limit exists. The collection of generalized
derivatives of f at x0 is called the infinitesimal space of f at x0 and is denoted by T (x0, f).
To exhibit the behavior of generalized derivatives, we consider some simple examples.
Example 2.6. Let w ∈ C \ {0} and define f(z) = wz. Then it is elementary to check that
ft(z) = e
i argwz for any t > 0. Consequently, T (0, f) consists only of the map ϕ(z) = ei argwz.
Example 2.7. Let d ∈ N and define g(z) = zd. One can check that ft(z) = zd for any t > 0
and so T (0, g) consists only of the map ϕ(z) = zd.
These examples illustrate the informal property that generalized derivatives maintain the
shape of f near x0, but they lose information on the scale of f . In general, if a quasiregular
map f is in fact differentiable at x0 ∈ Rn, then T (x0, f) consists only of a scaled multiple of
the derivative of f at x0. The reason for the scaling is the use of ρf (r) in the definition of f.
We may in fact replace ρf (r) by Lf (x0, r), lf (x0, r) or any other quantity comparable to ρf (r).
In the special case of uniformly quasiregular mappings, that is, quasiregular mappings with a
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uniform bound on the distortion of the iterates, it was proved in [8] that at fixed points with
i(x0, f) = 1, they are bi-Lipschitz at x0. Consequently, in this special case one may replace
ρf (r) with r itself. In general, quasiregular mappings are only locally Hölder continuous and
so it does not suffice to use r instead of ρf (r).
Definition 2.8. Let f : U → Rn be quasiregular on a domain U and let x0 ∈ U . If the
infinitesimal space T (x0, f) consists of only one element, then T (x0, f) is called simple.
In both the examples above, the respective infinitesimal spaces are simple. It was shown
in [7] that when the infinitesimal space is simple, then the function is well-behaved near x0.
In particular, f(x) ≈ f(x0) + ρ(|x − x0|)g((x − x0)/|x − x0|), where g : Sn−1 → Rn is a
function describing the shape of f near x0. Here, Sn−1 denotes the unit (n− 1)-dimensional
sphere in Rn.
2.3. Orbit Spaces. Denote by C(U,Rn) the set of continuous functions from a domain
U ⊂ Rn into Rn. If x ∈ U and F ⊂ C(U,Rn), denote by Ex : F → Rn the point evaluation
map, that is, if f ∈ F then Ex(f) = f(x).
Definition 2.9. Let f : U → Rn be a quasiregular mapping defined on a domain U ⊂ Rn
and let x0 ∈ U . Then the orbit of a point x ∈ Rn under the infinitesimal space T (x0, f) is
defined by
O(x) = Ex(T (x0, f)) = {ϕ(x) : ϕ ∈ T (x0, f)}.
Fletcher and Wallis show that the orbit space is the accumulation set of a curve.
Theorem 2.10. [6, Theorem 2.10] Let f : U → Rn be a quasiregular mapping defined on a
domain U ⊂ Rn and let x0 ∈ U . Then the orbit space O(x) is the accumulation set of the
curve t 7→ ft, where ft is defined by (2.3).
Moreover, [4, Theorem 1.5] shows that O(x) lies in a ring {x ∈ Rn : 1/C ′ ≤ |x| ≤ C ′} for
some constant C ′ ≥ 1 depending only on n,KO(f) and i(x0, f).
Corollary 2.11. [6, Corollary 2.11] Let f : U → Rn be a quasiregular mapping defined on a
domain U ⊂ Rn and let x0 ∈ U . Then the infinitesimal space T (x0, f) either consists of one
element or uncountably many.
Since Theorem 2.10 shows that O(x) is compact and connected and lies in a ring, and
finally in dimension two Fletcher and Wallis give the converse statement.
Theorem 2.12. [6, Thereom 2.12] Let X ⊂ R2\{0} be a non-empty, compact and connected
set. Then there exists a quasiregular mapping f : R2 → R2 for which X is the image of the
point evaluation map Ex1 : T (0, f)→ R2 for x1 = (1, 0).
We will prove the converse statement of Theorem 2.10 for dimension three and higher.
Theorem 2.13 (Main Result). Let X ⊂ Rn \ {0} be a non-empty, compact and connected
set. Then there exists a quasiconformal mapping f : Rn → Rn for which X is the image of
the point evaluation map Ex1 : T (0, f)→ Rn for x1 = (1, 0, ..., 0).
Make note that the point x1 is a choice made as a starting point, and that any point really
could have been chosen. For the ease of calculations, x1 is convenient.
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3. The Zorich Transform
In this section we will define and discuss some properties of the Zorich Transform, but to
do so we must recall the definition of a Zorich map.
3.1. The Zorich Map. First let us recall the definition of infinitesimally bilipschitz.
Definition 3.1. A function g : D → Rn, where D ⊂ Rn, is infinitesimally bilipschitz if there
is a constant L ≥ 1 such that
1
L
≤ lim inf
x→a
|g(x)− g(a)|
|x− a| ≤ lim supx→a
|g(x)− g(a)|
|x− a| ≤ L,
for all a ∈ D.
Note that if we let a = x ∈ D and x = x + , with  = (1, ..., n) where  is arbitrarily
close to the origin, then it is sufficient to show that
1
L
|| = 1
L
|x− (x+ )| ≤ |g(x)− g(x+ )| ≤ L|x− (x+ )| = L||
to satisfy the definition of infinitesimally bilipschitz.
Here we will first define the class of Zorich maps. Let g : D → Rn, where D ⊂ Rn−1×{0}
such that D¯ is a (n− 1)-polytope in which under continuous reflection in the (n− 2)-faces of
D¯ creates a discrete group. Also, we must have g(D) is the upper unit sphere (upper in terms
of g(x1, ..., xn−1, 0) = (y1, ..., yn) is on the unit sphere where yn ≥ 0) and g is infinitesimally
bilipschitz. We can extend the domain D of g to the domain Rn−1 × {0} where a reflection
in a (n−2)-face of D¯ in the pre-image corresponds to reflection of the half unit sphere across
the y1, ..., yn−1-plane so that yn ≤ 0. Then as we keep reflecting in the (n − 2)-faces of the
corresponding cells in the pre-image, we appropriately reflect to half unit sphere. Let us
denote this extension of g as the function h : Rn−1 × {0} → Rn.
We define a Zorich Map Z : Rn → Rn \ {0} where n ≥ 3 to be
Z(x1, ..., xn) = exnh(x1, ..., xn−1, 0).
In particular, Zorich maps defined in this manner are quasiregular. Note that these maps
are infinite to one.
Theorem 3.2. If g : D → Rn, where D ⊂ Rn−1 × {0} such that D¯ is a (n− 1)-polytope as
defined above with g(D) being the upper unit sphere and g is infinitesimally bilipschitz, then
Z(x) = exnh(x1, ..., xn−1, 0)
is quasiregular in Rn, where h : Rn−1 × {0} → Rn is the extension of g by reflections as
defined earlier.
Proof. The proof may be found in Appendix A1. 
For the constructions of our maps we will deal with a particular Zorich map. We will
define
(3.1)
g(x1, ..., xn−1, 0) =
(
x1 sinM(x1, ..., xn−1)√
x21 + · · ·+ x2n−1
, ...,
xn−1 sinM(x1, ..., xn−1)√
x21 + · · ·+ x2n−1
, cosM(x1, ..., xn−1)
)
,
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whereM(x1, ..., xn−1) = max{|x1|, ..., |xn−1|}, which maps the [−pi/2, pi/2]n−1 cube to the half
unit sphere in Rn where yn ≥ 0 in the image. Showing that g is infinitesimally bilipschitz
also takes a lot of calculation which may be found in Appendix A2.
From here we can finally define the Zorich Transform.
3.2. The Zorich Transform. For a given Zorich map, we define a Zorich transform f˜ for
a continuous function f : Rn → Rn to be
Z ◦ f˜(x) = f ◦ Z(x),
where f˜ is also a continuous map. We will discuss the domain of f˜ in a little bit. The
difficulty here is how the Zorich map is defined, every (n− 2) face of D¯ will be in the branch
set, whereas with the exponential map we have no branch set. Recall that a branch set is the
set of points in the pre-image where the map fails to be locally injective. It may be possible
for a neighborhood of a point to move partially through one these (n − 2) faces causing
the neighborhood to split apart due to the Zorich map being defined using reflections. In
other words, it is possible for a sequence to converge to a single point in the domain, then
in the range of the Zorich transformation, the image of the sequence to have subsequences
that converge to two or more distinct points. However, if we pick the closure of D and one
of the corresponding adjacent reflections of D¯ without the boundary and fix that as our
fundamental set, then Z is a homeomorphism from a fundamental set B to Rn \ {0}, and
we can define Z−1 : Rn \ {0} → B.
For our particular Zorich map Z defined by g we choose our fundamental set to be
B :=
(([
−pi
2
,
pi
2
]
×
[
−pi
2
,
pi
2
]n−2)
∪
((
pi
2
,
3pi
2
)
×
(
−pi
2
,
pi
2
)n−2))
× R
Then our Zorich transform will be continuous from B to B. From here on out, when we
reference the Zorich map Z we mean Z : B → Rn \ {0} with the corresponding g from (3.1).
We can make note that for a quasiregular map f , that since the corresponding function g
with the Zorich map Z is infinitesimally bilipschitz, the distortion of f under conjugation
with the Zorich map will still be uniformly bounded from above and vice versa. That is we
have
Proposition 3.3. A map f : U → Rn is quasiregular, if and only if the Zorich Transform
f˜ = Z−1 ◦ f ◦ Z is quasiregular, with f˜ : D → B, with D ⊆ B. Also, if f is quasiconformal,
an injective quasiregular map, from Rn to Rn, then f˜ : B → B is also quasiconformal.
In certain cases we can define a Zorich transform globally. For example, if we are in n ≥ 3
dimensions Mayer,[10], gives us an example where f˜ is multiplication by an integer(note
that we are starting with the Zorich Transform first) and then solves the Schröder equation
f ◦ h = h ◦ f˜ by letting h be the Zorich map which results in giving us a power type map f .
Let us look at a couple of more examples when we are in three dimensions.
Example 3.4. If Aθ,l is a rotation by θ about the line l which passes through the origin,
then we want to find f˜ such that f˜ ◦ Z = Z ◦ Aθ,l. Now, for trivial rotation Aθ, where
θ = 2kpi, k ∈ Z, we can define f˜ globally. We can treat f˜ that maps from B to B. In this
consideration, we are looking at a fixed height r where Z maps onto the sphere of radius
er. For simplicity of our conversation, we can let r = 0 so that we are looking at the unit
sphere. Suppose Aθ,l was a rotation about the z-axis, then the points (0, 0, 1) and (0, 0,−1)
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are fixed under Aθ,l. Also, the unit circle on the xy-plane maps onto itself. The pre-image
of (0, 0, 1) and (0, 0,−1) under Z are the center points in the corresponding squares in B.
The pre-image of the unit circle on the xy-plane under Z is the boundary of the first square.
For any circle of radius s < 1 centered at (0, 0, 1) or (0, 0,−1) on the unit sphere is a cor-
responding square centered about the corresponding pre-image of a fixed point. For Aθ we
can define f˜ to be a "rotation" about these squares, so that when we apply Z we get the
image of Aθ,l. That is, we get Figure 1:
Figure 1.
We can also see, that if we were to try to extend f˜ by reflections so that f˜ : R3 → R3,
then at the slice level our map would no longer be continuous. For example, we have Figure
2,
Figure 2.
where we can see that if we were to place a neighborhood around a corner of four squares,
the neighborhood would split into two different directions. We saw earlier that in special
cases we can have a Zorich transfrom defined from Rn to Rn, but this previous example
shows that to guarantee continuity of our Zorich transforms we need to restrict the domain
and codomain to the fundamental set B.
Now, suppose Aθ,l is a rotation about a line that is not the z-axis. As in the above example,
Aθ,l has two fixed points, and a great circle in the unit sphere that maps onto itself. Around
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the fixed points we can find the pre-images of the circles centered about the fixed points on
the circle under Z. Then we can define f˜ as rotations about the pre-images of those circles
centered about the fixed points. For example, if we rotated the sphere about a line that
goes through two branch points, then the great circle must go through the other two branch
points of Z. Then f˜ has the type of flow map found in Figure 3.
Figure 3.
In particular, if we have a different rotation we will have a different flow map. Restricting
ourselves to the unit sphere, to determine what a flow map will look like, we first need to
find the points fixed on the unit circle under the rotation. From here we need to determine
the pre-image of the great circle that maps unto itself under the rotation. Then from here
determine the pre-image of circles on the unit sphere centered at any of the fixed points.
Now that we have a bit of an understanding of how Zorich transforms behave, let us
construct the maps we need to prove Theorem 2.13. We will use Zorich transforms to show
that these maps are indeed quasiregular, actually they will be injective, so we can even say
they are quasiconformal.
4. Analogues to Logarithmic Spiral Mappings
4.1. The Radial Stretch Map. Note that we are using coordinates (x1, ..., xn) for points
in the fundamental set B and (y1, ..., yn) in the image of Z. Also, we will use the convention
that if
g(x1, ..., xn) = (f(x1, ..., xn)x1, ..., f(x1, ..., xn)xn),
then we write
g(x1, ..., xn) = f(x1, ..., xn)(x1, ..., xn).
As a starting point for the maps we will actually be using to prove our result, we will define
a map that stretches a sphere centered at the origin radially onto an ellipsoid centered at the
origin by a factor of K ≥ 1 in the yn direction. We can do this by the function R : Rn → Rn
defined by
(y1, ..., yn) 7→ K√
K2 + (1−K2) cos2 ϕ(y1, ..., yn),
where
ϕ = cos−1
(
yn√
y21 + · · ·+ y2n
)
.
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Consider a fixed xn, so that we have a slice of B at height xn. The image of the slice under
Z is a sphere of radius yn = exn . By looking at the image of Z, we can determine
ϕ = cos−1
 exn cosM(x1, ..., xn−1)√
e2xnx21 sin
2M(x1,...,xn−1)
x21+···+x2n−1 + · · ·+
e2xnx2n−1 sin
2M(x1,...,xn−1)
x21+···+x2n−1 + e
2xn cos2M(x1, ..., xn−1)
 ,
which gives us
ϕ = cos−1 (cosM(x1, ..., xn−1)) = M(x1, ..., xn−1).
Then we can define our Zorich transformation R˜ : B → B by
R˜(x1, ..., xn) =
(
x1, ..., xn−1, xn ln
(
K√
K2 + (1−K2) cos2M(x1, ..., xn−1)
))
.
Notice that under the Zorich transform the first n − 1 coordinates are unchanged, but the
nth coordinate rises according to the first n− 1 coordinates, and as we approach the center
of the n− 1 coordinates we get closer to achieving maximum stretch.
To define a Zorich transformation for a stretch byK ≥ 1 in any direction, we can conjugate
R by a rotation and R˜ by the corresponding Zorich transformation of the rotation. As
long as R˜ is quasiconformal, then all the other corresponding maps from conjugation are
quasiconformal, we are reduced to the case of looking at R. To show that R is quasiconformal,
we just need to show that the corresponding Zorich transform R˜ is quasiconformal. Let
V = ln
(
K√
K2 + (1−K2) cos2M(x1, ..., xn−1)
)
.
For all calculations, we will look at
A1 :=
{
(x1, ..., xn) ∈
[−pi
2
,
pi
2
]n−1
× {xn} : x1 > |xi| for 2 ≤ i ≤ n− 1
}
,
so that M(x1, ..., xn−1) = x1.
Vxi =
{
(1−K2) cosx1 sinx1
K2+(1−K2) cos2 x1 if i = 1
0 if 2 ≤ i ≤ n .
Note that K2 + (1−K2) cos2 x1 = 1 + (K2 − 1) sin2 x1 ∈ [1, K2] so that
(4.1) |Vx1| =
∣∣∣∣ (1−K2) cosx1 sinx1K2 + (1−K2) cos2 x1
∣∣∣∣ ≤ K2 − 1.
We are restricting ourselves to the set A1 because when we analyze other pyramid sections
of the cube [−pi/2, pi/2]n−1 the only change would be that Vx1 would now be zero and the ith
location of the derivative will be as above with x1 replaced with xi, which will not change
norm calculations of the derivative matrix R˜′ or (R˜′)−1. In particular, since the norm of
the derivative matrix is bounded, we can show that R˜ is locally Lipschitz for all points in
[−pi/2, pi/2]n−1. Since we know the derivative matrix of R˜, we can see that each partial
derivative is locally Ln-integrable. From here it is a relatively simple calculation to show
R˜′ and (R˜′)−1 have bounded norm. We perform the norm calculations for the radial stretch
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and radial stretch interpolation map together, which can be found in Section 4.3. We can
conclude that R˜ is ACLn with bounded distortion, hence quasiconformal. Using this radial
stretch map, we will define the radial stretch interpolation maps.
4.2. Radial Stretch Interpolation Maps. We want to take a spherical shell and stretch
the outer shell by a factor of K ≥ 1 and the inner shell by a factor of L ≥ 1 in the
same direction, when the inner and outer parts of the shell never cross from the different
stretching. We will define a map by stretching in the yn direction, but we can get any
direction by conjugation our function by rotations as before mentioned with radial stretch
map. We will let s, t ∈ R with s < t such that we are stretching by a factor of L when
yn = e
s and a factor of K when yn = et, with
| ln(K/L)| < t− s
2
.
Letting ν = xn−s
t−s =
ln |y|−s
t−s , we can define the radial interpolation map to be
(4.2)
RI(y1, ..., yn) =
(
K√
K2 + (1−K2) cos2 ϕ
)ν (
L√
L2 + (1− L2) cos2 ϕ
)1−ν
(y1, ..., yn) ,
with domain
{y ∈ Rn : es ≤ |y| ≤ et}.
We have the corresponding Zorich transform defined on
{x ∈ B : s ≤ xn ≤ t}
and is defined by
R˜I(x1, ..., xn) = (x1, ..., xn−1, xn + VI),
where
VI = ln
(
K√
K2 + (1−K2) cos2M ′
)
xn − s
t− s + ln
(
L√
L2 + (1− L2) cos2M ′
)
xn − t
s− t ,
with
M ′ = M(x1, ..., xn−1).
As before, we will look at{
(x1, ..., xn) ∈
[−pi
2
,
pi
2
]n−1
× {xn} : x1 > |xi| for 2 ≤ i ≤ n− 1
}
,
so that M(x1, ..., xn−1) = x1. This gives us
(VI)xi =

(1−K2) cosx1 sinx1
K2+(1−K2) cos2 x1
xn−s
t−s +
(1−L2) cosx1 sinx1
L2+(1−L2) cos2 x1
xn−t
s−t if i = 1
0 if 2 ≤ i ≤ n− 1
1
t−s ln
(
K
√
L2+(1−L2) cos2 x1
L
√
K2+(1−K2) cos2 x1
)
if i = n
.
Note again that K2 + (1−K2) cos2 x1 = 1 + (K2 − 1) sin2 x1 so that by similar calculations
as before we have
(4.3) |(VI)x1 | ≤ K2 + L2 − 2,
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and
|(VI)xn| =
∣∣∣∣∣ 1t− s ln
(
K
√
L2 + (1− L2) cos2 x1
L
√
K2 + (1−K2) cos2 x1
)∣∣∣∣∣
≤ 1
t− s
∣∣∣∣ln(KL
)∣∣∣∣
<
1
t− s
t− s
2
=
1
2
,
so that
(4.4) |(VI)xn| <
1
2
.
We can use these calculations to show that the norms of the matrices R˜′I and
(
R˜′I
)−1
are bounded, which may be found in the next section. We can now conclude that R˜I is
quasiconformal so that RI is quasiconformal.
4.3. Norm Calculations for R˜ and R˜I. Before we actually run through norm calculations
of the derivative matrices and their inverses, let us discuss why this is good enough to show
that R˜ and R˜I are quasiconformal. If f : Rn → Rn is differentiable almost everywhere,
at the points where f is differentiable we have the derivative matrix f ′ and suppose f ′ is
nonsingular at the points where f is differentiable. Then we can recall by (2.1) that linear
distortion is defined to be
H = ‖f ′‖‖f ′−1‖.
Suppose H ≤ H ′ with H ′ ≥ 1. Then by (2.2) the maximal distortion
K ′ ≤ (H ′)n−1.
This means that if we can show ‖R˜′‖‖(R˜′)−1‖ and ‖R˜′I‖‖(R˜′I)−1‖ are bounded above by a
real number greater than one, than R˜ and R˜I are quasiconformal.
Let A be either R˜′ or R˜′I . this means that
A =

1 0 · · · 0
0 1 · · · 0
... . . . · · · ...
C 0 · · · 1 + 
 ,
where
C =
{
Vx1 if A = R˜′
(VI)x1 if A = R˜′I
,
and
 =
{
0 if A = R˜′
(VI)xn if A = R˜′I
.
Using (4.1) and (4.3) we have
(4.5) |C| ≤ K2 + L2 − 2 < K2 + L2.
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From the derivative of R˜ and from (4.4) we have
(4.6) || < 1
2
.
Also note that
A−1 =

1 0 · · · 0
0 1 · · · 0
... . . . · · · ...
−C
1+
0 · · · 1
1+
 .
Using (4.5) and (4.6) we have that
‖A‖ = sup
|y|=1
|Ay| = sup
|y|=1
√
y21 + · · ·+ y2n−1 + (Cy1 + (1 + )yn)2
= sup
|y|=1
√
y21 + · · ·+ y2n−1 + y2n + C2y21 + 2C(1 + )y1yn + 2y2n
≤
√
1 + (K2 + L2)2 + 2(K2 + L2) +
1
4
=
√
5
4
+ (K2 + L2)2 + 3(K2 + L2) = H1.
We also have by Equations (4.5) and (4.6) that
‖A−1‖ = sup
|y|=1
|A−1y| = sup
|y|=1
√
y21 + · · ·+ y2n−1 +
( −C
1 + 
y1 +
1
1 + 
yn
)2
= sup
|y|=1
√
y21 + · · ·+ y2n−1 +
C2
(1 + )2
y21 −
2C
(1 + )2
y1yn +
1
(1 + )2
y2n
≤ sup
|y|=1
√
y21 + · · ·+ y2n−1 + (K2 + L2)2y21 + 2(K2 + L2)|y1||yn|+ y2n
≤
√
1 + (K2 + L2)2 + 2(K2 + L2) =
√
(1 + (K2 + L2))2
= 1 +K2 + L2 = H2.
Then we have H = ‖A‖‖A−1‖ ≤ H1H2 = H ′. Therefore, R˜ and R˜I are differentiable almost
everywhere with bounded distortion, hence are quasiconformal maps.
4.4. Radial Stretch with Spiraling Map. As previously done, we will first show that a
specific radial stretch map with spiraling is quasiconformal, and then by conjugation with
rotations, or Zorich transforms of rotations, we get that all the other radial stretch with
spiraling maps are quasiconformal. Recall that our definition of a quasiconformal map, f ,
is a sense-preserving continuous injective map that is ACLn, with bounded distortion. As
before, we will use the result from Iwaniec and Martin, [9], that if the linear distortion
H = ‖f ′‖‖(f ′)−1‖, where f is differentiable and the inverse derivative matrix exists, is
bounded from above then the maximal distortion K is also bounded from above. We will
show that the derivative matrix and the inverse derivative matrix of the Zorich transform of
the radial stretch map with spiraling exists and is bounded from above almost everywhere,
and that the Jacobian of the Zorich transform of the radial stretch map with spiraling is
positive, i.e. is sense-preserving, where the map is differentiable.
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First, we define the radial stretch map with spiraling Rs : Rn → Rn to be
(4.7) Rs(x1, ..., xn) =
K√
K2 + (1−K2) x21
x21+···+x2n
(u, v, x3, ..., xn)
with
u = x1 cos
(
α ln
√
x21 + · · ·+ x2n
)
− x2 sin
(
α ln
√
x21 + · · ·+ x2n
)
v = x1 sin
(
α ln
√
x21 + · · ·+ x2n
)
+ x2 cos
(
α ln
√
x21 + · · ·+ x2n
)
,
where α is a fixed real number, which dilates by a factor of K ≥ 1 in the x1 direction while
simultaneously rotating in the x1, x2-plane, creating a spiral. Here on out, we will be looking
at the Zorich transform of the above map, R˜s : B → B where B is the before mentioned
fundamental domain of the Zorich map, to show that R˜s is quasiconformal and hence Rs will
also be quasiconformal. Let
M = M(x1, ..., xn−1) = max{|x1|, ..., |xn−1|} and,
m = m(x1, ..., xn−1) = min
{
1
|x1 cos(αxn)− x2 sin(αxn)| ,
1
|x1 sin(αxn) + x2 cos(αxn)| ,
1
|x3| , ...,
1
|xn−1|
}
,
where α is the same as in the definition of Rs. The Zorich transform of Rs is defined by
R˜s(x1, ..., xn) = (u1, ..., un)
with
ui =

Mm(x1 cos(αxn)− x2 sin(αxn)) for i = 1
Mm(x1 sin(αxn) + x2 cos(αxn)) for i = 2
Mmxi for 3 ≤ i ≤ n− 1
xn + lnK − 12 ln
(
K2 + (1−K2) x21 sin2M
x21+···+x2n−1
)
for i = n
.
We will need to discuss bounding on ‖R˜s′‖ and ‖
(
R˜s
′)−1 ‖ where the derivative exist. We
will also discuss why
(
R˜s
′)−1
exists. Also, for x1, ..., xn−1 not all zero,
M(u1, ..., un−1) = M(x1, ..., xn−1)
since m will cancel with one of the following, (x1 cos(αxn) − x2 sin(αxn)), (x1 sin(αxn) +
x2 cos(αxn)), x3, ..., xn−1 leaving one of the ui as ±M . By definition of m we have that
|uj| ≤ |ui| for 1 ≤ j ≤ n− 1. We indeed have that Z ◦ R˜s = Rs ◦ Z.
To keep R˜s injective and sense preserving we can choose α to be sufficiently small so that
JR˜s > 2
−(n+1)/2.
That is, α is small enough so that we spiral slow enough in a fashion to cause the points
to never cross each other when stretching. This lower bound for the Jacobian will also keep
us from dividing by zero when finding (R˜s
′
)−1 where R˜s is differentiable. To understand
this lower bound for the Jacobian and calculations bounding the the norms of the derivative
matrix and its inverse is bounded from above, please see Appendix A3. We have that the
linear distortion of R˜s is bounded from above where R˜s is differentiable. Since we also have
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a bounded derivative matrix almost everywhere, it follows that the partial derivatives are
locally Ln-integrable. Therefore R˜s is a quasiconformal map, hence Rs is also quasiconformal.
5. Realizing the orbit space
In this section we will prove Theorem 2.13, that given a non-empty, compact, connected
subset of Rn \ {0}, we can realize it as an orbit space for a quasiregular, and in fact quasi-
conformal, map. Before doing so, we will introduce a couple of results that will be necessary.
Let f : U → Rn be a quasiregular mapping defined on U ⊂ Rn and let x0 ∈ U . By
Theorem 2.3, we can find r0 > 0 small enough so that if 0 < r < r0 then
Lf (x0, r)
lf (x0, r)
≤ C1,
where C1 = 2C depends only on n, KO(f) and i(x0, f). For x ∈ Rn fixed and 0 < t ≤ r0/|x|,
consider the curve
(5.1) γx =
f(x0 + tx)− f(x0)
ρf (t)
.
We know that the curve t 7→ γx(t) is continuous for 0 < t < r0/|x|, [6, Lemma 3.1].
Let us define h(K,σ,A) to be a composition where we first stretch radially by a factor of K
in the x1 direction using R, then followed by a composition of a rotation so that the stretch
is in the direction of σ ∈ Sn−1, and then by an orthogonal map A that fixes the line through
σ and the origin.
Lemma 5.1. Let K > 0, σ ∈ Sn−1, A an orthogonal map that fixes the line through σ and
the origin, and let h(K,σ,A) to be defined as mentioned. Then for r > 0, we have
(5.2)
h(K,σ,A)(rx1)
ρ(r)
= K1−1/nσ,
where x1 = (1, 0, ..., 0) ∈ Rn.
Proof. The volume of the image of a closed ball of radius r under h(K,σ,A) is an ellipsoid a
semi axis of length Kr and the other semi axes of length r. We have that
ρ(r) =
(
ωnKr
n
ωn
)1/n
= K1/n,
where ωn is the volume of the unit ball in Rn. Therefore,
h(K,σ,A)(rx1)
ρ(r)
=
Krσ
K1/nr
= K1−1/nσ.

When we allow x0 = 0, x1 = (1, 0, ..., 0) ∈ Rn, and recalling (5.1), for any r > 0 we have
(5.3) γx1(rx1) = K
1−1/nσ.
Let us define some maps that we will be using. First note that we can write any point
x ∈ Rn as uσ where u > 0 and σ ∈ Sn−1. Let h(K,L,σ,A) be RI where we stretch by a factor
K and L as described in Section 4.2, but followed by a composition of a rotation so that the
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stretch is in the direction of σ ∈ Sn−1, and then by an orthogonal map A that fixes the line
through σ and the origin. Note that the domain of RI is
{x ∈ Rn : es ≤ |x| ≤ et},
where t and s are constants such that | ln(K/L)| < (t− s)/2. Note that if
x ∈ {x ∈ Rn : |x| = es}
then h(K,L,σA,)(x) = h(L,σ,A)(x), and if
x ∈ {x ∈ Rn : |x| = es}
then h(K,L,σA,)(x) = h(K,σ,A)(x). For the sphere of radius ‖∈ (es, et) centered at the origin, we
have that the image of the sphere is an ellipsoid like shape but not necessarily an ellipsoid.
Let g(K,σ1,σ2,A,B) be RS where we stretch by a factor of K, then composed with an orthogonal
map A, which will match us with the ellipsoid from h(K,σ,A), followed by another orthogonal
map B so that we start at a point on radial line through σ1 and end our rotation at a point
on the radial line through σ2. In particular, B will counteract A and "turn" the ellipse about
the radial line so that the spiraling is occurring in the direction we desire. Note that the
image of any sphere of radius r > 0 under g(K,σ1,σ2,A,B) is an ellipsoid by construction.
Proof of Theorem 2.13. Let X ⊂ Rn \ {0} be compact and connected. For k ∈ N, let Uk
be an open 1/k-neighborhood of X. We can find K ∈ N and C > 1 so that for k ≥ K,
Uk ⊂ {x : 1/C ≤ |x| ≤ C}. For k ≥ K, find a path Γk ⊂ Uk starting and ending at (possibly
different) points of X so that:
• Γk is made up of finitely many radial line segments and arcs of great circles,
• for every x ∈ Uk, there exists u ∈ Γk with |x− u| < 1/k,
• the endpoint of Γk coincides with the starting point of Γk+1.
Our aim is to construct a quasiconformal map f so that, recalling (5.1), the curve γx1 is
the concatenation of Γk for k ≥ K. If this is so, then since by construction γx1 accumulates
exactly on X, we are done. In the parts of f that take on g(K,σ1,σ2,A,B), f will send a ball of
radius r to an ellipsoid centered at the origin with appropriate eccentricity and orientation,
and in the parts of f that take on h(K,L,σ,A) f will send a ball of radius r to an ellipsoid
centered at the origin with appropriate eccentricity and orientation at least on the boundary
of a spherical shell, so that γx1(rx1) has the required value. Note, if we have a spherical shell
with outer radius rk > 0 and inner radius rK+1, then for points on a radial line segment
between the two boundaries will create a radial line segment under the generalized derivative
of h(K,L,σ,A) even though the image of spheres in the interior of the spherical shell under
h(K,L,σ,A) may not be an ellipsoid. Recall that Lemma 5.1 and (5.3) says what ellipsoid we
need to obtain a required value for γx1(rx1).
To this end, we will give a parameterization pk : [rk+1, rk] → Γk for k ≥ K, where rk is
given and rk+1 is to be determined, with the requirements that rk+1 < rk and rk → 0 as
k → ∞. Suppose k ≥ K, we have the open set Uk and a point pk(rk) ∈ X. We can find
a path Γk with the required properties, made up of Γ1k, . . . ,Γmk where m = m(k) and each
Γjk is either a radial line segment or an arc of a great circle. We must have r
m
k = r
1
k+1. The
parameterization for Γjk is given by p
j
k : [r
j+1
k , r
j
k] → Γjk, where we are given rjk and have to
determine rj+1k .
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Case (i): Γjk is an arc of a great circle, say from uσ1 to uσ2 with 1/C ≤ u ≤ C and
the appropriate orientation. By (5.3) and our earlier discussion, on |x| = rjk we have
f(x) = h(un/(n−1)),σ1,A(x) and γx1(r
j
kx1) = uσ1.
From Section 4.4, we can let K = un/(n−1) and α chosen with parity to give the correct
direction of spiraling commensurate with the orientation of our piece of great circle, and
|α| chosen small enough so that Jg(K,σ1,σ2,A,B) is bounded from below, by 2−(n+1)/2. We then
choose rj+1k so that on {x : rj+1k ≤ |x| ≤ rjk},
f(x) = rjkg(K,σ1,σ2,A,B)
(
x
rjk
)
,
and f(rj+1k x1) = u
n/(n−1)σ2. Recall that B is the orthogonal map chosen that will guarantee
that we are spiraling in the correct direction. Then by (5.3) and earlier discussion, we have
γx1(r
j+1
k x1) = uσ2. Also note that we an choose α small enough so that f has bounded
distortion of a constant depending on C, by construction of g(K,σ1,σ2,A,B).
Case (ii): Γjk is a radial line segment, say from u1σ to u2σ with u1, u2 ∈ [1/C,C]. By
(5.3) and earlier discussion, on |x| = rjk we have f(x) = h(un/(n−1)1 ,σ,A)(x) and γx1(r
j
kx1) = u1σ.
Looking back at our discussion in Section 4.2, we can let K = un/(n−1)1 and L = u
n/(n−1)
2 ,
and we can choose s and t so that h(K,L,σ,A) is quasiconformal. Choosing rj+1k = (r
j
ke
s)/et,
we have
f(x) =
rjk
et
hK,L,σ,A
(
xet
rjk
)
,
with f(rj+1k x1) = u
n/(n−1)
2 σ. Then by (5.3) and earlier discussion, we have γx1(r
j+1
k x1) = u2σ.
Also, we have chosen s and t so that the distortion depends on a constant in terms of C.
These two cases show how to parameterize each sub-arc of Γk and hence inductively how
to define a parameterization for γx1 from (0, rK ]. By construction, the obtained map f has
uniformly bounded distortion and hence is quasiconformal. 
6. Appendix
6.1. Appendix A1: Calculations to Show that the Zorich Map is Quasiregular.
Theorem 6.1. If g : D → Rn, where D ⊂ Rn−1 × {0} is a n− 1 regular polytope with g(D)
being the upper unit sphere is infinitesimally bilipschitz, then
Z(x) = exnh(x1, ..., xn−1, 0)
is quasiregular in Rn, where h : Rn−1 × {0} → Rn is the extension of g by reflections as
defined earlier.
Proof. Since h is extended by reflections in (n− 2)-faces of D, we can restrict our attention
to h|D = g. Note that we can see that since g is infinitesimally bilipschitz that
Z|D(x) = exng(x1, ..., xn−1, 0)
is absolutely continuous on lines. Also, since we are multiplying each coordinate in the image
of g by exn we can see that Z|D must also be locally Ln-integrable. All that is left to show
is that Zg has bounded distortion
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Since g is infinitesimally bilipschitz, there is a L ≥ 1 such that
1
L
≤ lim inf
→0
|g(x+ )− g(x)|
|| ≤ lim sup→0
|g(x+ )− g(x)|
|| ≤ L,
for all x ∈ D,  = (1, ..., n). The linear distortion function from Iwaniec and Martin, [9,
Section 6.4], of Z is defined to be
H(x,Z) = lim sup
r→0
max||=r |Z(x+ )−Z(x)|
min||=r |Z(x+ )−Z(x)|
= lim sup
r→0
max||=r |exn (eng(x1 + 1, ..., xn−1 + n−1, 0)− g(x1, ..., xn−1, 0)) |
min||=r |exn (eng(x1 + 1, ..., xn−1 + n−1, 0)− g(x1, ..., xn−1, 0)) | .
Note that
lim
x→0
ex − 1
x
= 1,
so there is an 0 < a ∈ R such that |en − 1| = a|n|, where a → 1 as n → 0. For notation,
let x¯ = (x1, ..., xn−1, 0). Also note that r2 = ||2 = |¯|2 + |n|2, so that |n|2 = r2 − |¯|2. This
leads to
|Z(x+ )−Z(x)| = exn|eng(x¯+ ¯)− g(x¯)|
= exn|en (g(x¯+ ¯)− g(x¯)) + g(x¯) (en − 1) |.
Notice that g(x¯+ ¯)−g(x¯) describes how the first n−1 coordinates map onto the unit sphere.
In particular for a point A on the unit sphere, g(x¯ + ¯) − g(x¯) moves point A to point B,
still on the unit sphere, by a distance of c|¯| where 1
L
≤ c ≤ L, since h is bilipschitz. Then
en − 1 will move point B orthogonally from the unit sphere to a point C by a distance of
|en − 1| = a|n|. Let L′ be the distance from point A to point C, in particular
L′ = |en (g(x¯+ ¯)− g(x¯)) + g(x¯) (en − 1) |.
One can also notice that ∠ABC = pi/2 + δ with δ > 0 where δ → 0 as r → 0. The linear
distance L′ is then
L′2 = (c|¯|)2 + a2|n|2 − 2ac|¯||n| cos
(pi
2
+ δ
)
= c2|¯|2 + a2r2 − a2|¯|2 + 2ac|¯||n|δ.
Since c ≤ L, we have that
L′2 ≤ L2|¯|2 + a2r2 + 2L|¯||n|δ ≤ r2(L2 + a2 + 2Laδ).
For  sufficiently small, we can have a close enough to 1 and δ small enough so that
L′ ≤ r
√
L2 + a2 + 2Laδ ≤ 2r
√
L2 + 1.
We also have that
L′2 ≥ 1
L2
|¯|2 + a2r2 − a2|¯|2 + 2
L
a|¯||n|δ
≥ r
2
L2
− |n|
2
L2
+ a2|n|2
=
r2
L2
+
(a2L2 − 1)|n|2
L2
.
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Since L2 ≥ 1 we have a2L2 ≥ a2 which gives us a2L2 − 1 ≥ a2 − 1. We have that
L′2 ≥ r
2
L2
+
(a2 − 1)|n|2
L2
.
Since r2 = |¯|2 + |n|2, we know that |n| ∈ [0, r]. If a2 − 1 ≥ 0, then
L′2 ≥ r
2
L2
which means
L′ ≥ r
L
>
r
2
√
L2 + 1
.
If a2 − 1 < 0 we have
L′2 ≥ r
2
L2
+
(a2 − 1)r2
L2
=
a2r2
L2
.
Since a→ 1 as r → 0, we can find r small enough so that a > 1
2
. Then we have
L′2 ≥ (1/2)
2r2
L2
=
1
4L2
.
Again, we get
L′ ≥ r
2L
>
r
2
√
L2 + 1
.
Then we have that our linear distortion
H(x,Z) = lim sup
r→0
max||=r |exn (eng(x1 + 1, ..., xn−1 + n−1, 0)− g(x1, ..., xn−1, 0)) |
min||=r |exn (eng(x1 + 1, ..., xn−1 + n−1, 0)− g(x1, ..., xn−1, 0)) |
≤ 2r
√
L2 + 1
r
2
√
L2+1
= 4(L2 + 1) ≤ 8L2.
From (2.1) and (2.2) we have that the distortion K of Z is bounded by
(H(x,Z))n−1 = (8L2)n−1.
Therefore Z is quasiregular.

6.2. Appendix A2: Our Particular Function For Zorich Map is Infinitesimally
Bilipschitz. Recall that we defined
g(x1, ..., xn−1, 0) =
(
x1 sinM(x1, ..., xn−1)√
x21 + · · ·+ x2n−1
, ...,
xn−1 sinM(x1, ..., xn−1)√
x21 + · · ·+ x2n−1
, cosM(x1, ..., xn−1)
)
,
where M(x1, ..., xn−1) = max{|x1|, ..., |xn−1|}, which maps the [−pi/2, pi/2]n−1 cube to the
half unit sphere in Rn where yn ≥ 0 in the image. The calculations for n > 3 are very
similar, but even more tedious than the calculations for n = 3. We will show that for n = 3
that for g : [−pi/2, pi/2]2 → R3 defined by
g(x, y, 0) =
(
x sinM(x, y)√
x2 + y2
,
y sinM(x, y)√
x2 + y2
, cosM(x, y)
)
where M(x, y) = max{|x|, |y|}, is infinitesimally bilipschitz, and then note that by similarity
we can conclude that all other g functions for n > 3 are also infinitesimally bilipschitz.
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Without loss of generality, since g is symmetric in the square, we will restrict ourselves to
A := {(x, y, z) ∈ [−pi/2, pi/2]2 × {0} : x ≥ |y|},
so that M(x, y) = x for (x, y, z) ∈ A. Note that when we take (x, y, z) ∈ A we can omit
the origin, a single point has Lebesgue measure zero, and so our map will still have bounded
distortion and will be quasiregular. First we will note some useful Taylor series expansions:
cos  = 1− 
2
2
+ o(2),
sin  = + o(2), and(
(x+ )2 + (y + δ)2
)−1/2
= (x2 + y2)−1/2
(
1− x+ δy
x2 + y2
+ o(|(, δ)|2)
)
.
Here we will take  and δ to be small enough so that (x+ , y + δ) ∈ A for our calculations.
One can ask about how we handle the distortion about the boundary of A. The following
calculations will be similar with same final estimates when we consider the other triangle
quadrants, which will give us our infinitesimally bilipschitz result for h. We have
|g(x, y)− g(x+ , y + δ)|2 = |(u, v, w)|2,
where
u =
x sinx√
x2 + y2
− (x+ ) sin(x+ )√
(x+ )2 + (y + δ)2
,
v =
y sinx√
x2 + y2
− (y + δ) sin(x+ )√
(x+ )2 + (y + δ)2
, and
w = cosx− cos(x+ ).
Using the Taylor series above, we have the following calculations,
u2 =
(
x sinx√
x2 + y2
− (x+ )(sinx cos + cosx sin )√
x2 + y2
(
1− x+ δy
x2 + y2
))2
+ o(|(, δ)|2)
=
1
x2 + y2
(−x2 sinx
x2 + y2
− δyx sinx
x2 + y2
+ x cosx+  sinx
)2
+ o(|(, δ)|2)
=
1
x2 + y2
(
2x4 sin2 x
(x2 + y2)2
+
2δx3y sin2 x
(x2 + y2)2
− 2
2x3 sinx cosx
x2 + y2
− 2
2x2 sin2 x
x2 + y2
+
δ2x2y2 sin2 x
(x2 + y2)2
)
+
1
x2 + y2
(−2δx2y sinx cosx
x2 + y2
− 2δxy sin
2 x
x2 + y2
+ 2x2 cos2 x+ 22x sinx cosx+ 2 sin2 x
)
+ o(|(, δ)|2),
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v2 =
(
y sinx√
x2 + y2
− (y + δ)(sinx cos + cosx sin )√
x2 + y2
(
1− x+ δy
x2 + y2
))2
+ o(|(, δ)|2)
=
1
x2 + y2
(−xy sinx
x2 + y2
− δy
2 sinx
x2 + y2
+ y cosx+ δ sinx
)2
+ o(|(, δ)|2)
=
1
x2 + y2
(
2x2y2 sin2 x
(x2 + y2)2
+
2δxy3 sin2 x
(x2 + y2)2
− 2
2xy2 sinx cosx
x2 + y2
− 2δxy sin
2 x
x2 + y2
+
δ2y4 sin2 x
(x2 + y2)2
)
+
1
x2 + y2
(−2δy3 sinx cosx
x2 + y2
− 2δ
2y2 sin2 x
x2 + y2
+ 2y2 cos2 x+ 2δy sinx cosx+ δ2 sin2 x
)
+ o(|(, δ)|2),
and
w2 = (cosx− (cosx cos − sin  sinx))2 + o(|(, δ)|2)
=
(
cosx− cosx+ 
2
2
cosx+  sinx
)2
+ o(|(, δ)|2)
= 2 sin2 x+ o(|(, δ)|2).
Then separating into 2, δ2, and δ terms we have
|(u, v, w)|2 = u2 + v2 + w2
= 2 +
2 sin2 x
(x2 + y2)3
(
x4 − 2x4 − 2x2y2 + 2x2y2 + y4 + x2y2)
+
δ2 sin2 x
(x2 + y2)3
(
x2y2 + y4 − 2x2y2 − 2y4 + x4 + 2x2y2 + y4)
+
δ sin2 x
(x2 + y2)3
(
2x3y − 2x3y − 2xy3 + 2xy3 − 2x3y − 2xy3)+ o(|(, δ)|2)
= 2
(
1 +
y2 sin2 x
(x2 + y2)2
)
+ δ2
(
x2 sin2 x
(x2 + y2)2
)
− 2δ
(
xy sin2 x
(x2 + y2)2
)
+ o(|(, δ)|2).
Here we have that
|g(x, y)−g(x+, y+δ)|2 = 2
(
1 +
y2 sin2 x
(x2 + y2)2
)
+δ2
(
x2 sin2 x
(x2 + y2)2
)
−2δ
(
xy sin2 x
(x2 + y2)2
)
+o(|(, δ)|2).
We can notice that the term
2
(
1 +
y2 sin2 x
(x2 + y2)2
)
+ δ2
(
x2 sin2 x
(x2 + y2)2
)
− 2δ
(
xy sin2 x
(x2 + y2)2
)
is a quadratic form in (, δ) with corresponding matrix
B =
(
1 + y
2 sin2 x
(x2+y2)2
−xy sin2 x
(x2+y2)2
−xy sin2 x
(x2+y2)2
x2 sin2 x
(x2+y2)2
)
.
Since we are in quadratic form the eigen-values and -vectors tell us how much and in
what direction we have distortion. If the eigen-values are bounded above and below by
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positive constants, then we have that our map h is infinitesimally bilipschitz. That is, if the
eigen-values λ have the bounding 1
L
≤ λ ≤ L for some L ≥ 1, then we have
1
L
(2 + δ2) ≤ 2
(
1 +
y2 sin2 x
(x2 + y2)2
)
+ 2δ
(−xy sin2 x
(x2 + y2)2
)
+ δ2
(
x2 sin2 x
(x2 + y2)2
)
≤ L(2 + δ2),
which when we consider the small error term gives us an L˜ ≥ 1 such that
1
L˜
(2 + δ2) ≤ |g(x, y)− g(x+ , y + δ)|2 ≤ L˜(2 + δ2).
To find our eigen-values, we have
det(λI −B) = λ2 − λ
(
x2 sin2 x
(x2 + y2)2
+ 1 +
y2 sin2 x
(x2 + y2)2
)
− x
2y2 sin4 x
(x2 + y2)4
+
(
1 +
y2 sin2 x
(x2 + y2)2
)(
x2 sin2 x
(x2 + y2)2
)
= λ2 − λ
(
1 +
sin2 x
x2 + y2
)
+
x2 sin2 x
(x2 + y2)2
,
so that det(λI −B) = 0 when
λ =
1
2
1 + sin2 x
x2 + y2
±
√
(x2 − sin2 x)2 + 2x2y2 + y4 + 2y2 sin2 x
(x2 + y2)2
 .
For the rest of the calculations, we will use facts about sinx/x, that is
Lemma 6.2. If f(x) = sinx
x
, then f is decreasing on (0, pi/2) and f : [0, pi/2]→ [2/pi, 1].
Here, we will show that λ > 0, first we are assuming that x 6= 0, so that we are not at the
origin. Also note that
λ =
1
2a
(−b±
√
b2 + 4ac) =
1
2
(
−b±
√
b2 − 4c
)
where
a = 1,
b = −
(
1 +
sin2 x
x2 + y2
)
, and
c =
x2 sin2 x
(x2 + y2)2
.
First note that −b > 0 and c > 0. We also have
b2 − 4c = (x
2 − sin2 x)2 + 2x2y2 + y4 + 2y2 sin2 x
(x2 + y2)2
> 0,
then |b| > √b2 − 4c. This gives us
λ = −b±
√
b2 − 4c > 0.
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Since we have x ≥ |y|, with x 6= 0 since we are not at the origin, then
λ ≤ 1
2
(
1 +
sin2 x
x2
+
√
(x2)2
x4
+
2x4
x4
+
x4
x4
+
2x2 sin2 x
x4
)
≤ 1
2
(
1 + 1 +
√
1 + 2 + 1 + 2
)
= 1 +
√
6
2
.
Let p = −b and q = √b2 − 4c, then λ = p± q. We showed that
λ ≤ p+ q < 1 +
√
6
2
.
Also, note
p2 − q2 = (−b)2 −
(√
b2 − 4c
)2
= b2 − b2 + 4c = 4c
= 4
x2 sin2 x
(x2 + y2)2
≥ 4 x
2 sin2 x
(x2 + x2)2
= 4
x2 sin2 x
4x4
=
sin2 x
x2
≥ 4
pi2
,
since we have (x, y) ∈ A. Here we want to show that λ ≥ p− q is bounded from below. We
know that
p+ q ≤ 1 +
√
6
2
, and
p− q ≥ 4
pi2
.
This leads to the following calculation,
λ ≥ p− q = p
2 − q2
p+ q
≥
4
pi2
p+ q
≥
4
pi2
1 +
√
6
2
=
8
pi2(2 +
√
6)
.
Since pi
2(2+
√
6)
8
> 1 +
√
6
2
, then we can let L = pi
2(2+
√
6)
8
, so that g(x, y) is infinitesimally
bilipschitz.
6.3. Appendix A3: Derivative Calculations For the Radial Stretch with Spiraling
Map. The Zorich transform of Rs is defined by
R˜s(x1, ..., xn) = (u1, ..., un)
with
ui =

Mm(x1 cos(αxn)− x2 sin(αxn)) for i = 1
Mm(x1 sin(αxn) + x2 cos(αxn)) for i = 2
Mmxi for 3 ≤ i ≤ n− 1
xn + lnK − 12 ln
(
K2 + (1−K2) x21 sin2M
x21+···+x2n−1
)
for i = n
,
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where
M = M(x1, ..., xn−1) = max{|x1|, ..., |xn−1|} and,
m = m(x1, ..., xn−1) = min
{
1
|x1 cos(αxn)− x2 sin(αxn)| ,
1
|x1 sin(αxn) + x2 cos(αxn)| ,
1
|x3| , ...,
1
|xn−1|
}
.
We will discuss bounding R˜s
′
and
(
R˜s
′)−1
where the derivative exists. We will also discuss
why
(
R˜s
′)−1
exists. Also, for x1, ..., xn−1 not all zero,
M(u1, ..., un−1) = M(x1, ..., xn−1)
since m will cancel with one of the following, (x1 cos(αxn) − x2 sin(αxn)), (x1 sin(αxn) +
x2 cos(αxn)), x3, ..., xn−1 leaving one of the ui as ±M . By definition of m we have that
|uj| ≤ |ui| for 1 ≤ j ≤ n− 1. We indeed have that Z ◦ R˜s = Rs ◦ Z. A useful calculation is
that if either x1 or x2 are not zero, then√
x21 + x
2
2√
2
≤ max{|x1 cos(αxn)− x2 sin(αxn)|, |x1 sin(αxn) + x2 cos(αxn)|} ≤
√
x21 + x
2
2,
which gives us
(6.1)
1√
x21 + x
2
2
≤ min
{
1
|x1 cos(αxn)− x2 sin(αxn)| ,
1
|x1 sin(αxn) + x2 cos(αxn)|
}
≤
√
2√
x21 + x
2
2
.
For R˜s to be quasiregular we want R˜s
′
and
(
R˜s
′)−1
to be bounded. For 1 ≤ i ≤ n− 1, let
Ai :=
{
(x1, ..., xn−1, xn) ∈
[
−pi
2
,
pi
2
]n−1
× R : xi > |xj| for j 6= i, 1 ≤ j ≤ n− 1
}
.
We will break our calculations into three cases, when (x1, ..., xn) ∈ A1, (x1, ..., xn) ∈ A2,
and (x1, ..., xn) ∈ Aj for 3 ≤ j ≤ n− 1.
Case I: Suppose that (x1, ..., xn) ∈ A1, so that M = x1. We will now split case I into
three different sub-cases.
Sub-case a: Suppose that
m =
1
x1 cos(αxn)− x2 sin(αxn) ,
if we had −m the derivative calculations will just have opposite signs and the bounding
would work the same. Also if M = −x1, the following calculations would also just be of
opposite sign and will not significantly change.
For this case we have
u1 = x1,
u2 = (x
2
1 sin(αxn) + x1x2 cos(αxn))(x1 cos(αxn)− x2 sin(αxn))−1,
ui = x1xi(x1 cos(αxn)− x2 sin(αxn))−1 for 3 ≤ i ≤ n− 1 and,
un = xn + ln(K)− 1
2
ln
(
K2 +
(
1−K2) x21 sin2 x1
x21 + · · ·+ x2n−1
)
.
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We now have the derivative matrix
R˜s
′
=

1 0 0 0 · · · 0 0
(u2)x1 (u2)x2 0 0 · · · 0 (u2)xn
(u3)x1 (u3)x2 (u3)x3 0 · · · 0 (u3)xn
... . . . · · · ... . . . · · · ...
(un−1)x1 (un−1)x2 0 0 · · · (un−1)xn−1 (un−1)xn
(un)x1 (un)x2 (un)x3 (un)x4 · · · (un)xn−1 1
 ,
where
(u2)xi =

(x21−x22) sin(αxn) cos(αxn)−2x1x2 sin2(αxn)
(x1 cos(αxn)−x2 sin(αxn))2 i = 1
x21/(x1 cos(αxn)− x2 sin(αxn))2 i = 2
0 3 ≤ i ≤ n− 1
(αx31 + αx1x
2
2) /(x1 cos(αxn)− x2 sin(αxn))2 i = n
,
for 3 ≤ j ≤ n− 1 we have
(uj)xi =

−x2xj sin(αxn)/(x1 cos(αxn)− x2 sin(αxn))2 i = 1
x1xj sin(αxn)/(x1 cos(αxn)− x2 sin(αxn))2 i = 2
0 i 6= 1, 2, j, n
(x21 cos(αxn)− x1x2 sin(αxn)) /(x1 cos(αxn)− x2 sin(αxn))2 i = j
(αx21xj sin(αxn) + αx1x2xj cos(αxn)) /(x1 cos(αxn)− x2 sin(αxn))2 i = n
,
and
(un)x1 =
(K2 − 1)
[(
x1 sin
2 x1 + x
2
1 sinx1 cosx1
)
(x21 + · · ·+ x2n−1)−1 − x
3
1 sin
2 x1
(x21+···+x2n−1)2
]
,
K2 + (1−K2) x
2
1 sin
2 x1
x21 + · · ·+ x2n−1
for 2 ≤ i ≤ n− 1 we have
(un)xi =
(1−K2)xix21 sin2 x1/(x21 + · · ·+ x2n−1)2
K2 + (1−K2) x21 sin2 x1
x21+···+x2n−1
,
and
(un)xn = 1.
Here we will give bounding for the partial derivatives. Using the fact that (x1, ..., xn) ∈ A1
and (6.1), and the fact that we are in sub-case a), we have
|(u2)x1 | =
∣∣∣∣(x21 − x22) sin(αxn) cos(αxn)− 2x1x2 sin2(αxn)(x1 cos(αxn)− x2 sin(αxn))2
∣∣∣∣
≤ 2 (x
2
1 + x
2
2 + 2x
2
1)
x21 + x
2
2
≤ 2 (1 + 2) = 6.
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Using similar methods we have the following bounds:
|(u2)xi | ≤

6 i = 1
2 i = 2
0 3 ≤ i ≤ n− 1
8|α| i = n
,
and
|(uj)xi | ≤

2 i = 1
2 i = 2
0 3 ≤ i ≤ n− 1, i 6= j
4 i = j
8|α| i = n
.
We need to use slightly different tactics to calculate a bound for the partial derivative (un)x1 .
We know that
0 ≤ x
2
1 sin
2 x1
x21 + · · ·+ x2n−1
≤ 1,
so that
1 ≤ K2 + (1−K2) x
2
1 sin
2 x1
x21 + · · ·+ x2n−1
≤ K2.
We will also use the fact that x1 ≥ sin(x1) for x1 ≥ 0. From here, we have
|(un)x1| =
∣∣∣∣∣∣
(K2 − 1)
[(
x1 sin
2 x1 + x
2
1 sinx1 cosx1
) (
x21 + · · ·+ x2n−1
)−1 − x31 sin2 x1 (x21 + · · ·+ x2n−1)−2]
K2 + (1−K2) x21 sin2 x1
x21+···+x2n−1
∣∣∣∣∣∣
≤
∣∣∣(K2 − 1) [(x1 sin2 x1 + x21 sinx1 cosx1) (x21 + · · ·+ x2n−1)−1 − x31 sin2 x1 (x21 + · · ·+ x2n−1)−2]∣∣∣
≤ ∣∣K2 − 1∣∣ (1 + 1 + |x1|5(x21 + · · ·+ x2n−1)−2)
≤ |K2 − 1|(2 + pi/2) ≤ 4(K2 − 1).
We also have for 2 ≤ i ≤ n− 1 that
|(un)xi | =
∣∣∣∣∣∣ (1−K
2)x21xi sin
2 x1(
x21 + · · ·+ x2n−1
)2 (
K2 + (1−K2) x21 sin2 x1
x21+···+x2n−1
)
∣∣∣∣∣∣
≤ (K2 − 1) |x1|
3
(x21 + · · ·+ x2n−1)2
≤ (K2 − 1).
In conclusion, we have the bounds
|(un)xi | ≤

4(K2 − 1) i = 1
(K2 − 1) 2 ≤ i ≤ n− 1
1 i = n
.
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The above bounds are not sharp, but for our result of R˜s to be quasiregular, all we need
to know is that these partial derivatives are bounded above by some constant value. We
also want JR˜s to be bounded from below, so that the inverse of R˜s exists and is bounded
from above. To the end of bounding JR˜s from below, we can notice that the only terms that
appear without an α multiplying them occur when we multiply the diagonal of R˜s
′
together.
That is, the non-alpha term of the Jacobian is
Q :=
x21(x
2
1 cos(αxn)− x1x2 sin(αxn))n−3
(x1 cos(αxn)− x2 sin(αxn))2(n−2) .
Notice that using (6.1), we have that
Q ≥ x
n−1
1
(x1 cos(αxn)− x2 sin(αxn))n−1
≥ x
n−1
1
(
√
x21 + x
2
2)
n−1
≥ x
n−1
1
(
√
2x21)
n−1 = 2
−(n−1)/2.
For here, we can choose α so that |α| > 0 is sufficiently small so that the alpha terms have
absolute value less than 1
2
Q. That is,
JR˜s >
1
2
Q ≥ 2−(n+1)/2.
Sub-case b: For the case when
m =
1
x1 sin(αxn) + x2 cos(αxn)
we have
u1 = (x
2
1 cos(αxn)− x1x2 sin(αxn))(x1 sin(αxn) + x2 cos(αxn))−1,
u2 = x1,
ui = x1xi(x1 sin(αxn) + x2 cos(αxn))
−1 for 3 ≤ i ≤ n− 1 and,
un = xn + ln(K)− 1
2
ln
(
K2 +
(
1−K2) x21 sin2 x1
x21 + · · ·+ x2n−1
)
.
This gives us the derivative matrix
R˜s
′
=

(u1)x1 (u1)x2 · · · (u1)xn
1 0 · · · 0
(u3)x1 (u3)x2 · · · (u3)xn
... . . . · · · ...
(un)x1 · · · (un)xn−1 1
 ,
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where
(u1)xi =

(x21−x22) sin(αxn) cos(αxn)+2x1x2 cos2(αxn)
(x1 sin(αxn)+x2 cos(αxn))2
i = 1
−x21/(x1 sin(αxn) + x2 cos(αxn))2 i = 2
0 3 ≤ i ≤ n− 1
(−αx31 − αx1x22) /(x1 sin(αxn) + x2 cos(αxn))2 i = n
,
and for 3 ≤ j ≤ n− 1 we have
(uj)xi =

x2xj cos(αxn)/(x1 sin(αxn) + x2 cos(αxn))
2 i = 1
−x1xj cos(αxn)/(x1 sin(αxn) + x2 cos(αxn))2 i = 2
0 i 6= 1, 2, j, n
(x21 sin(αxn) + x1x2 cos(αxn)) /(x1 sin(αxn) + x2 cos(αxn))
2 i = j
(−αx21xj cos(αxn) + αx1x2xj sin(αxn)) /(x1 sin(αxn) + x2 cos(αxn))2 i = n
.
The partial derivatives of un are the same as sub-case a. Also, by looking at the similarities
we can see that all of these derivatives are bounded from above, and that we can choose α
small enough so that JR˜s > 2
−(n+1)/2.
Sub-case c: Let m = x−1j for 3 ≤ j ≤ n− 1, we have
u1 = (x
2
1 cos(αxn)− x1x2 sin(αxn))x−1j ,
u2 = (x
2
1 sin(αxn) + x1x2 cos(αxn))x
−1
j ,
ui = x1xix
−1
j for 3 ≤ i ≤ n− 1, i 6= j,
uj = x1 and,
un = xn + ln(K)− 1
2
ln
(
K2 +
(
1−K2) x21 sin2 x1
x21 + · · ·+ x2n−1
)
.
We have the derivative matrix
R˜s
′
=
(u1)x1 (u1)x2 · · · (u1)xn... . . . · · · ...
(un)x1 · · · (un)xn−1 1
 ,
where
(u1)xi =

(2x1 cos(αxn)− x2 sin(αxn))x−1j i = 1
−x1 sin(αxn)x−1j i = 2
0 3 ≤ i ≤ n− 1, i 6= j
(−x21 cos(αxn) + x1x2 sin(αxn))x−2j i = j,
(−αx21 sin(αxn)− αx1x2 cos(αxn))x−1j i = n
,
(u2)xi =

(2x1 sin(αxn) + x2 cos(αxn))x
−1
j i = 1
x1 cos(αxn)x
−1
j i = 2
0 3 ≤ i ≤ n− 1, i 6= j
(−x21 sin(αxn)− x1x2 cos(αxn))x−2j i = j,
(αx21 cos(αxn)− αx1x2 sin(αxn))x−1j i = n
,
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(uj)xi =
{
1 i = 1
0 i 6= 1 ,
for 3 ≤ k ≤ n− 1, k 6= j, we have
(uk)xi =

xkx
−1
j i = 1
0 i 6= 1, k, j
x1x
−1
j i = k
−x1xkx−2j i = j
.
Note that the partial derivatives of un are the same as in the previous two cases and are
bounded. Since we are assuming that (x1, ..., xn) ∈ A1 where the point at the origin is not
included, and that M = x1 6= 0, this means that x1 > |xi| for all 2 ≤ i ≤ n − 1. For
m = 1/|xj| for some j, the definition of m and (6.1) give
(6.2)
1
|xj| ≤ min
{
1
|x1 cos(αxn)− x2 sin(αxn)| ,
1
|x1 sin(αxn) + x2 cos(αxn)|
}
≤
√
2√
x21 + x
2
2
.
Using the fact that (x1, ..., xn) ∈ A1 and (6.2), for l = 1, 2 we have
|(ul)xi | ≤

6 i = 1
2 i = 2
0 3 ≤ i ≤ n− 1, i 6= j
4 i = j
8|α| i = n
,
and for k 6= j, 3 ≤ k ≤ n− 1, we have
|(uk)xi | ≤
{
2 i = 1, j, k
0 i 6= 1, j, k .
In this case, we can calculate the Jacobian by first taking the determinate across jth row,
so that
JR˜s = (−1)j+1 det

(u1)x2 · · · (u1)xn
... . . .
...
(uj−1)x2 · · · (uj−1)xn
(uj+1)x2 · · · (uj+1)xn
... . . .
...
(un)x2 · · · (un)xn

.
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Now take the determinate down the column where we take the partial derivative with respect
to xn, then the Jacobian is
JR˜s = (u1)x2(u2)xj
 ∏
3≤i≤n−1
i 6=j
(ui)xi
− (u1)xj(u2)x2
 ∏
3≤i≤n−1
i 6=j
(ui)xi

+ (−1)n+1(u1)xn det
(u2)x1 · · · (u2)xn−1... . . . ...
(un)x1 · · · (un)xn−1
+ (−1)n(u2)xn

(u1)x1 · · · (u1)xn−1
(u3)x1 · · · (u3)xn−1
... . . .
...
(un)x1 · · · (un)xn−1
 ,
so that the term without being multiplied by α will be
(x21 cos(αxn)− x1x2 sin(αxn))x1 cos(αxn)xn−41 + (−x21 − x1x1 cos(αxn))(−x1 sin(αxn))xn−41
xn−1j
=
xn−11 (x
3
1 sin
2(αxn) + x
2
1 cos
2(αxn))
xn−1j
=
xn−11
xn−1j
> 1.
We need α to be sufficiently small where we have
JR˜s >
1
2
(x21 cos(αxn)− x1x2 sin(αxn))x1 cos(αxn)xn−41
xn−1j
+
(−x21 − x1x1 cos(αxn))(−x1 sin(αxn))xn−41
xn−1j
>
1
2
> 2−(n+1)/2.
The last inequality shows that all we need do is to choose α in finitely many cases, so
that the Jacobian is bounded from below by 2−(n+1)/2. In other words, we can let α be the
minimal in size from sub-cases a, b, and c, then we obtain R˜s
′
is bounded and invertible,
whose inverse is also bounded.
Case II: We have the case where M = x2, i.e. (x1, ..., xn) ∈ A2, which is similar to the
case when M = x1. Running through similar calculations as in case I we can show that
R˜s has bounded derivative matrix, where the derivative matrix is invertible. Moreove, we
show that the Jacobian is bounded from below giving us that the inverse derivative matrix
is bounded as well.
Case III: Let (x1, .., xn) ∈ Aj for some 3 ≤ j ≤ n− 1, so that M = xj, with xj > |xi| for
1 ≤ i ≤ n− 1, i 6= j, and that xj 6= 0. Here we will also break this case into three sub-cases.
Sub-case a: Suppose that
m =
1
x1 cos(αxn)− x2 sin(αxn) ,
which means, by definition of m that
(6.3)
1
x1 cos(αxn)− x2 sin(αxn) ≤
1
xj
.
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This means that
x1 cos(αxn)− x2 sin(αxn) ≥ xj > 0,
which also implies that either x1 6= 0 or x2 6= 0. Since either x1 or x2 are not zero we have
that (6.1) holds. We also have the inequality
(6.4)
√
x21 + x
2
2 ≥ x1 cos(αxn)− x2 cos(αxn) ≥ xj.
For this case we have
u1 = xj,
u2 = (x1xj sin(αxn) + x2xj cos(αxn))(x1 cos(αxn)− x2 sin(αxn))−1,
ui = xixj(x1 cos(αxn)− x2 sin(αxn))−1 for 3 ≤ i ≤ n− 1, i 6= j
uj = x
2
j(x1 cos(αxn)− x2 sin(αxn))−1 and,
un = xn + ln(K)− 1
2
ln
(
K2 +
(
1−K2) x21 sin2 xj
x21 + · · ·+ x2n−1
)
.
Define Ω := {1, 2, j, n}. We have the corresponding derivative matrix
R˜s
′
=
(u1)x1 (u1)x2 · · · (u1)xn... . . . · · · ...
(un)x1 · · · (un)xn−1 1
 ,
where
(u1)xi =
{
0 i 6= j
1 i = j
,
(u2)xi =

−x2xj/(x1 cos(αxn)− x2 sin(αxn))2 i = 1
x1xj/(x1 cos(αxn)− x2 sin(αxn))2 i = 2
0 i /∈ Ω
(x21−x22) sin(αxn) cos(αxn)+x1x2(cos2(αxn)−sin2(αxn))
(x1 cos(αxn)−x2 sin(αxn))2 i = j
(αx21xj + αx
2
2xj) /(x1 cos(αxn)− x2 sin(αxn))2 i = n
,
(uj)xi =

−x2j cos(αxn)/ (x1 cos(αxn)− x2 sin(αxn))2 i = 1
x2j sin(αxn)/ (x1 cos(αxn)− x2 sin(αxn))2 i = 2
0 i /∈ Ω
2xj/ (x1 cos(αxn)− x2 sin(αxn)) i = j(
αx1x
2
j sin(αxn) + αx2x
2
j cos(αxn)
)
/ (x1 cos(αxn)− x2 sin(αxn))2 i = n
,
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for 3 ≤ k ≤ n− 1, k 6= j we have
(uk)xi =

−xkxj cos(αxn)/(x1 cos(αxn)− x2 sin(αxn))2 i = 1
xkxj sin(αxn)/(x1 cos(αxn)− x2 sin(αxn))2 i = 2
0 i /∈ Ω ∪ {k}
xk/(x1 cos(αxn)− x2 sin(αxn)) i = j
xj/(x1 cos(αxn)− x2 sin(αxn)) i = k
(αx1xkxj sin(αxn) + αx2xkxj cos(αxn)) /(x1 cos(αxn)− x2 sin(αxn))2 i = n
,
and
(un)x1 =
(K2 − 1)
[(
x1 sin
2 xj
) (
x21 + · · ·+ x2n−1
)−1 − x31 sin2 xj (x21 + · · ·+ x2n−1)−2]
K2 + (1−K2) x21 sin2 xj
x21+···+x2n−1
,
(un)xi =
(1−K2)x21xi sin2 xj(
x21 + · · ·+ x2n−1
) (
K2 + (1−K2) x21 sin2 xj
x21+···+x2n−1
) ,
for 2 ≤ i ≤ n− 1, i 6= j,
(un)xj =
(K2 − 1)
[
(x21 sinxj cosxj)
(
x21 + · · ·+ x2n−1
)−1 − x21xj sin2 xj (x21 + · · ·+ x2n−1)−2]
K2 + (1−K2) x21 sin2 xj
x21+···+x2n−1
and,
(un)xn = 1.
Note that the partial derivatives of un are bounded using similar calculations as in case I.
Using the fact that (x1, ..., xn) ∈ Aj and (6.3) we have the following bounds for l = 2, j
|(ul)xi | ≤

1 i = 1, 2
0 i 6= 1, 2, j, n
6 i = j
4|α| i = n
,
|(u1)xi | ≤
{
1 i = 1
0 i 6= 1 ,
by similar methods from Case I sub-case a) the bounds for partial derivatives of un are
|(un)xi | ≤

3|K2 − 1| i = 1, j
2|K2 − 1| 2 ≤ i ≤ n− 1, i 6= j
1 i = n
,
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and for k 6= 1, 2, j, n we have
|(uk)xi | ≤

1 i = 1, 2
0 i 6= 1, 2, j, n, k
4 i = j
2 i = k
4|α| i = n
.
To compute the Jacobian of R˜s for this case, first let
M =
(u2)x1 · · · (u2)xj−1 (u2)xj+1 · · · (u2)xn... · · · . . . · · · . . . ...
(un)xn · · · (un)xj−1 (un)xj+1 · · · (un)xn
 .
Taking the determinate first row, we have
JR˜s = (−1)j+1 detM.
Define Mi to be the square matrix of order n− 2 derived from removing the (i− 1)th row,
2 ≤ i ≤ n and (n − 1)th column from M . Taking the determinate of M first along the
column where the partial derivatives are taken with respect to xn, we have that
JR˜s =
 ∏
3≤i≤n−1
i 6=j
(ui)xi
 ((uj)x2(u2)x1 − (uj)x1(u2)x2) + n−1∑
i=2
[
(−1)n+i+j+1(un)xi det(Mi)
]
,
so that the non-alpha term in JR˜s is
Q =
−(−x2j) cos(αxn)(x1xj)xn−4j (x1 cos(αxn)− x2 sin(αxn))n−4
((x1 cos(αxn)− x2 sin(αxn))2)n−2
+
x2j sin(αxn)(−x2xj)xn−4j (x1 cos(αxn)− x2 sin(αxn))n−4
((x1 cos(αxn)− x2 sin(αxn))2)n−2
.
Using (6.3) and simplifying equations we have the following lower bound for Q,
Q =
xn−1j (x1 cos(αxn)− x2 sin(αxn))n−3
(x1 cos(αxn)− x2 sin(αxn))2n−4
=
xn−1j
(x1 cos(αxn)− x2 sin(αxn))n−1 ≥
xn−1j
xn−1j
= 1.
Then we need α to be sufficiently small so that
JR˜s >
1
2
Q ≥ 1
2
.
Then JR˜s is bounded below and the norms of R˜s
′
and
(
R˜s
′)−1
are bounded above.
Sub-case b: The case when
m =
1
x1 sin(αxn) + x2 cos(αxn)
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is very similar to sub-case a. Using similar calculations we have that JR˜s is bounded below,
and that the derivative matrix R˜s
′
and the inverse of R˜s
′
have norms bounded from above.
Sub-case c: Finally, we are left with our last case when we let
m =
1
xj
.
We have that
u1 = x1 cos(αxn)− x2 sin(αxn),
u2 = x2 sin(αxn) + x2 sin(αxn),
ui = xi for 3 ≤ i ≤ n− 1 and,
un = xn + ln(K)− 1
2
ln
(
K2 +
(
1−K2) x21 sin2 xj
x21 + · · ·+ x2n−1
)
.
We have the corresponding derivative matrix
R˜s
′
=

(u1)x1 (u1)x2 (u1)x3 (u1)x4 (u1)x5 · · · (u1)xn−1 (u1)xn
(u2)x1 (u2)x2 (u2)x3 (u2)x4 (u2)x5 · · · (u2)xn−1 (u2)xn
0 0 1 0 0 · · · 0 0
0 0 0 1 0 · · · 0 0
... . . . · · · . . . · · · . . . · · · ...
0 0 0 0 0 · · · 1 0
(un)x1 (un)x2 (un)x3 (un)x4 (un)x5 · · · (un)xn−1 1

,
where
(u1)xi =

cos(αxn) i = 1
− sin(αxn) i = 2
0 3 ≤ i ≤ n− 1
−αx1 sin(αxn)− αx2 cos(αxn) i = n
,
(u2)xi =

sin(αxn) i = 1
cos(αxn) i = 2
0 3 ≤ i ≤ n− 1
αx1 cos(αxn)− αx2 sin(αxn) i = n
,
and the partial derivatives for un are the same as in the sub-case a which we already remarked
were all bounded from above.
We have the following bounds for the partial derivatives corresponding to l = 1, 2
|(ul)xi | ≤

1 i = 1, 2
0 3 ≤ i ≤ n− 1
6|α| i = n
.
The term without α in JR˜s is
cos2(αxn) + sin
2(αxn) = 1.
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We can find an α sufficiently small so that
JR˜s ≥
1
2
.
Therefore, the norms of R˜s
′
and
(
R˜s
′)−1
are bounded from above.
From cases I, II and II, we have that the linear distortion of R˜s is bounded from above
where R˜s is differentiable.
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