Abstract. The general stability problem of truncations for a family of functions concentrating mass at the origin is described and a concrete example in the framework of entire optimizers for the fractional Hardy-Sobolev inequality is given. In this short note we point out some quantitative stability estimates, useful in dealing with critical p − q fractional equations.
Introduction and main results
In the last years, a great deal of research has grown around multi-dimensional fractional differential problems of the form
where K denotes a suitably defined elliptic fractional non-local operator. A general model for linear K is
Ku(x) = p. v. A large part of this research concerns existence and multiplicity of solutions to (1.1). Indeed, modern non-linear analysis provides a lot of relatively abstract machinery to get such kind of results, and the general schemes of proof usually work once two sets of conditions are met. The first can be called lower order set of assumptions, as it mainly relates to the right-hand side of (1.1), having little to do with the nature of the driving operator, except for the parameters that define it. Some examples are subcriticality, sub/super-linearity, or Ambrosetti-Rabinowitz conditions, which are often explicitly imposed in the literature. The second set of conditions is the leading order one, and it pertains (sometimes subtle) properties of K alone, such as the corresponding regularity theory or relevant functional analytic embeddings. Needless to say, the more interesting applications of non-linear analysis in the fractional framework are those where some leading order assumption fails. Indeed, the true nature of K lies in what distinguishes it from the usual elliptic differential operators, and an extended discussion of such differences as well as related literature can be found in [9] .
R N K(x, y)(u(x) − u(y)) dy, K(x, y) ≃ |x − y|
Let us now describe a meaningful feature of problems such as ( 
is well defined and smooth in a space which is smaller than W s,p 0 (Ω) and is therefore more delicate to treat with respect to the classical one
In the non-fractional case J gives rise to the so-called p-q Laplacian, which serves as a model for many applications; see the survey [5] and the references therein. The previous discussion highlights that studying its fractional counterpart (given by the differential of (1.4)) requires more care and, sometimes, completely different techniques.
A meaningful item is the problem of quantitative truncation estimates. Let us describe it in broad (and somehow vague) terms. Given a function space
, consider a family of non-negative functions
A quantitative truncation estimate for a functional I : X → R is an explicit first-order asymptotic analysis, as ε, δ → 0 + of I(U ε,δ ): one usually defines I 0 taking appropriate limits of I(U ε,δ ) and aims at finding explicit bounds (from below, above, or both) for I(U ε,δ ) − I 0 . Clearly, there are many ways to truncate a family of concentrating functions, and each one produces, in principle, different truncation estimates. When X is a C ∞ c (R N )-modulus, the truncation by multiplication looks the most natural: pick any ϕ ∈ C ∞ c (B 2 ) such that ϕ ≡ 1 on B 1 and put
Sometimes the second condition in (1.5) can be weakened or even completely dropped, and general projection operators π δ : X → X δ , where X δ = {u ∈ X : supp(u) ⊆ B 2δ }, considered. We will not dwell on details of other methods, but rather focus on the particular concrete setting we are going to investigate. The fractional Hardy-Sobolev inequality reads as
and r is dictated by scaling through
Every function that realizes the optimal constant in (1.6) is called an Aubin-Talenti function. By analogy with the local case, which formally corresponds to s = 1, it is conjectured that the Aubin-Talenti functions, up to constant multiples, rescaling and possible (in the case α = 0) translations, are
If α < ps then they can be obtained by solving the minimization problem
via concentration-compactness. Some basic properties of the minimizers are described below. 
and, moreover,
Since problem (1.9) is homogeneous in u, the set of its positive minimizers turns out to be a cone. The associated Euler-Lagrange equation reads
with arbitrary λ > 0 when α < ps, which we assume. It is convenient to normalize minimizers U requiring that λ = 1, namely
This implies, after testing with U,
Finally, observe that for any ε > 0 the function . Given any positive minimizer U for (1.9) fulfilling (1.13), let U ε be defined by (1.14). Then there exists a family of truncations
The constants C and C ν are independent of ε and δ, but may depend on U.
Let us make a few comments on this result.
Difficulties: As discussed before, a delicate issue peculiar to the fractional setting is that, no matter how smoothly the truncation is implemented, there is no direct way to bound [U 
cf. the introduction of [6] . Consequently, for q ≤
, any bound of [U ε,δ ] s,q in terms of [U ε ] s,q is useless, as the latter is infinite.
Comparison with the local case:
The truncation proposed here can be also performed in the classical framework, i.e., s = 1. In this case, the minimizers of (1.9) are given by (1.8) and an explicit calculation shows
if q ∈ 1,
see [3] for similar estimates of truncations via cut-off. Hence, there is a full agreement in the first case and 'almost the same' estimate in the other, with the nonlocal bound being slightly worse (but by an arbitrarily small difference from the asymptotic point of view) than the local one. Applications: Quantitative truncation estimates reveal particularly useful when critical problems of Brézis-Nirenberg's type are studied. Those involving lower order norms of the gradient naturally arise once the leading term in the equation is of p-q Laplacian type, and estimates like (1.17) have had a key rôle; see, e.g., [11, 4, 1] . A similar theory has been attempted in recent years for the fractional setting, often based on the assumption that minimizers U of (1.9) have a finite [U] s,q semi-norm when q ≤
. This hypothesis would indeed give estimates fully analogous to the classical case, namely (1.16) with ν = 0, but, as already pointed out, it is false. Nevertheless, we hope that the weaker version (1.16) still suffices to justify most of the results in the literature.
Notations: |A| will denote the Lebesgue measure of
, provided no confusion can arise. The symbol C will denote a (finite) positive constant, which may change in value from line to line, and whose dependencies are specified when necessary.
Description of truncation and proof of Theorem 1.2
Let U be a normalized minimizer (i.e., obeying (1.12)) and let U ε be given by (1.14). We will describe a basic truncation technique for {U ε } ε first introduced in [8] . The polynomial decay (1.10) reads as
where c 1 and c 2 depend on U. For every θ > 1 one infers
so that there existsθ large such that
Evidently, the function G ε,δ : R + → R + is non-decreasing and absolutely continuous. We define the truncation by composition of the family {U ε } ε in Bθ δ as
which is a radially non-increasing function such that
The following truncation estimates hold true. More general situations are treated in [2, Lemmas 2.10-2.11].
Lemma 2.1 ([10], Lemma 2.7). There exists a constant C = C(U, N, p, s) > 0 such that for every ε ≤ δ/2 it holds
To prove Theorem 1.2, some higher differentiability properties at the Besov scale for U, essentially contained in [6] , will be exploited. Let 0 < σ < 2. The homogeneous Besov semi-norm of a measurable function v :
When σ < 1, it is equivalent to the one involving first-order differences, namely
Indeed, chiefly using 2 
Proof. By [6, Lemma 5.6] , the function U weakly solves (−∆ p )
, +∞ , as an explicit calculation exploiting (1.10) shows. We can thus apply the regularity estimate [6, Lemma 4.3] 
The system prescribing possible values of θ can be explicitly solved, and we arrive at
the conclusion follows.
The next elementary lemma will be also employed. 
Proof. There is no loss of generality in assuming finite the right hand side of (2.4) as well as, after a possible scaling, R = 1. Observe that from supp(v) ⊆ B 1 we infer
since v(x) and v(x + h) have disjoint supports. Via Hölder's inequality, this entails
and taking suprema after multiplying by |h| σ completes the proof.
Proof of Theorem 1.2. Consider first the case
Since G ε,δ is Lipschitz continuous with constant Lip(G ε,δ ) = m ε,δ while m ε,δ ≤ 2 due to (2.1), after scaling one has 
