The goal of the scheduling is to arrange operations on suitable machines with optimal sequence for corresponding objectives. In order to meet market requirements, scheduling systems must own enough flexibility against uncertain events. These events can change production status or processing parameters, even causing the original schedule to no longer be optimal or even to be infeasible. Traditional scheduling strategies, however, cannot cope with these cases. Therefore, a new idea of scheduling called inverse scheduling has been proposed. In this paper, the inverse scheduling with weighted completion time (SMISP) is considered in a single-machine shop environment. In this paper, an improved genetic algorithm (IGA) with a local searching strategy is proposed. To improve the performance of IGA, efficient encoding scheme, fitness evaluation mechanism, feasible initialization methods, and a local search procedure have been employed in the paper. Because of the local improving method, the proposed IGA can balance its exploration ability and exploitation ability. We adopt 27 instances to verify the effectiveness of the proposed algorithm. The experimental results illustrated that the proposed algorithm can generate satisfactory solutions. This approach also has been applied to solve the scheduling problem in the real Chinese shipyard and can bring some benefits.
Introduction
Usually, in previous research works, the scheduling problem is assumed to be an ideal processing condition and the processing parameters are deterministic. Because the real systems operate in highly dynamic and uncertain environments, scheduling environment is very complex. In view of this, the predictive optimal schedule may become neither feasible nor optimal. In previous scheduling policy, a rescheduling method with a new schedule sequence from changing the planned schedule has been widely used in such system. However, the traditional static scheduling procedure is suitable for such kind of problem which assumes that information of all parts and the status of job shop environment are specified. This implied that the traditional scheduling method could not solve that problem. To overcome these problems, there is an increasingly need for the research of new scheduling method. Therefore, in this paper, a novel developing idea of scheduling "inverse scheduling problem" (ISP) is introduced to improve the existing manufacturing systems. The main difference between the mentioned scheduling problems is that the inverse scheduling assumes a prespecific job sequence and expects to turn that sequence into an optimal one by minimally adjusting the job parameters [1] .
The definition of inverse scheduling problem is that the exact values of parameters (e.g., processing times and due dates) are controllable and feasible job sequences are given but optimal and prespecified job sequences do not become optimal through adjusting processing parameters for a target [2] . And Brucker and Shakhlevich [3] invented the concept of ISP, where they considered the inverse scheduling problem with maximum lateness objective. But, until recently, there are no systematic research results except 3 published works. Furthermore, ISP is also acknowledged as one of the NPhard [3] problems. The reason that the inverse scheduling problem has not been considered previously is in fact not due to the lack of its practical application, but due to its more complexity [4, 5] . In fact, there might be several application scenarios for ISP. Due to the limited space, we just take an example to show the application. In the modern manufacturing system, this may happen as follows, for example, when the producer arranges the job sequence only based on estimated parameters value at the beginning of production planning. But the fact is that the real value of parameters may be slightly different from the estimates. It may make the given sequences no longer optimal [6, 7] . Of course, through reality in some scheduling shop, the preplanned job sequence cannot be changed randomly due to technological or process constraints. Then, the producer may identify a few jobs that can change processing times, speeding up some of them by adding additional resources or slowing down others, so that the original sequences become optimal [8] . We could also use the same way to adjust the weights of jobs [9] . Adjusted processing parameters must guarantee that the given sequence is the best possible one for the producer. In that circumstance, processing parameters are the decision variables. Therefore, ISP also will be used in some problems with controllable processing parameters.
Recently, inverse optimization problem (IOP) [10] [11] [12] has been a hot research topic which leads to more relative relationship between the ISP and IOP (Wang 2009) [13] [14] [15] . Therefore, we pay more attention to inverse optimization (IOP) and its wide applications. By comparing the inverse optimization problems, the challenging research question is how we generate a feasible scheduling sequence at the beginning or how we obtain the optimal solution by adjusting the processing parameters? Usually, only job sequence is required to determine in traditional scheduling. However, the minimal perturbation to the job parameters is also needed to be identified in ISP. It is more difficult to assign resources in given job sequence constraints, so ISP is more complex than problems with determined parameters.
In fact, ISP methods are also a challenge research topic because almost no scholars use metaheuristic approach for the inverse scheduling problems. In addition, most research works just considered the single-machine inverse scheduling; very few papers paid attention to multiple machines. However the background of certain applications is not enough to study. To overcome these problems, there is an increasing need for deeper research on application of inverse scheduling. The ISP introduces significant improvements to the efficiency of manufacturing through eliminating or reducing scheduling conflicts. More importantly, ISP may promote new ideas and developments in shop scheduling problem.
In this research, the main contributions of this paper can be summarized as (1) being the first ever research to formulate an inverse scheduling problem mathematically;
(2) introducing controllable processing parameters to the traditional single-machine scheduling problem to consider a more realistic situation for most of the manufacturers; (3) combining the local search approach with the improved genetic algorithm to develop a metaheuristic algorithm for solving SMISP for the first time;
(4) assessing the quality of the proposed algorithm and comparing it with the traditional algorithm and finally showing that 22 preferred solutions could be found among 27 experiment problems;
(5) applying the proposed approach to solve a real shipbuilding production factory and showing that a saving of 12% is obtainable by the proposed approach.
The remainder of this paper is organized as follows. Section 2 is the literature review on single-machine scheduling problem and ISP. Section 3 is the problem formulation. A novel IGA algorithm for SMISP is proposed in Section 4. Experimental comparisons and case studies are reported in Sections 5 and 6. Section 7 is conclusions and future researches.
Literature Review

Brief Review of Inverse Scheduling Problem.
There are only a very few papers that have investigated the inverse scheduling. Brucker and Shakhlevich [3] firstly raised a particular definition of the inverse scheduling. This paper studied two novel inverse scheduling problems, namely, the single-machine inverse and reverse scheduling problem, respectively. The two problems with adjustable due dates or processing times are proving NP-hard; for the remaining problems, they provided solution methods for the corresponding mathematical programming formulations. Unfortunately, there is no effective method; only linear programming methods are used for SMISP in previous literature. One year later, Brucker addressed a more complicated two-machine flowshop inverse scheduling problem. They verified the necessary and sufficient conditions of optimality of a solution which was obtained in flowshop ISP [2] . An earlier research performed by Koulamas [1] has shown that such inverse problem can be simplified linear programming problem even though the corresponding forward problem cannot be solved in polynomial time. However, he does not consider possible increases in the scheduling criteria.
And with the development of inverse optimization, inverse scheduling already caused the attention of some domestic scholars. Typically, Chen et al. [16] proposed the mathematical programming tool for a single-machine inverse scheduling problem; the corresponding objective is to minimize the total weighted completion time and the corresponding optimal solutions are obtained under different norms. More recently, several studies focusing on the singlemachine supply chain inverse problem and flowshop scheduling with two machines have been provided by Chen and Tang [17] . It was shown that, by the theories of scheduling, these problems can be formulated as respective mathematical programming involving different controllable parameters [17] . In 2012, Pham and Lu [18] also provided efficient methods Mathematical Problems in Engineering 3 for the inverse scheduling problem with the total weighted completion time objective on identical parallel machines. It is important to note that all of the previous works only focused on developing a linear programming to find a solution for their proposed problem. To the best of our knowledge, this paper is the first to propose an improved genetic algorithm for SMISP.
Single-machine scheduling is important in shop scheduling system because it is a popular case of many industrial and services environments. The numerical results indicated that there have been many research works and have some result in single-machine problem (e.g., [19] [20] [21] [22] ). Therefore, the results of single-machine research not only provide insights into the single-machine environment but also provide a basis for intelligent algorithm for SMISP [23] [24] [25] [26] [27] [28] [29] [30] . In order to solve the large-scale problem, it should be effective to apply the intelligent algorithm [9, 31] for SMISP to find the optimal solution. The most common intelligent algorithms applied in scheduling problems are the GA. For example, see [32] [33] [34] [35] [36] . In the open literature, many researchers have applied GAs to single-machine scheduling problems. GA has an efficient exploration ability to search a broader space. However, it does not have enough ability to do local search for a good solution. So, many GAs incorporate local search algorithms that enhance the performances of the algorithm. As can be seen from this review, little work has already been done in the area of inverse scheduling. Nevertheless there is still significant room for improvements in this area.
Limitations of Current
Researches. Most of the abovementioned works use only linear programming algorithm to deal with an ISP. From the scheduling model, it can be observed that a lot of research works just consider makespan minimization, while other common criteria, such as cost or tardiness, are less studied. With respect to solution approaches, linear programming and mixed integer programming are the most frequently exact procedures. Therefore, there is still a challenge in the research about ISP.
(1) The first issue is that most research work on ISP just considers one single objective and small-scale problem. This is probably due to the fact that the single-machine problem is easier to treat than the multiple machine problems. However, most real-life situations are very complex.
(2) Furthermore, most early papers mainly used exact solution like linear programming and so on; the limitations of such algorithm is feasible only for some simple, small-scale problems or single objective problems. But it still requires a large amount of the intelligent algorithm for solving large-sized problems or more complex inverse scheduling problem. Therefore, there seems to be a trend to propose more effective metaheuristic for ISP.
Problem Formulation
Unlike the forward scheduling problem, the inverse scheduling problem assumes that a given feasible solution (schedule sequence) is prespecified and the job parameters are controllable; the objective is to determine the minimal perturbation (e.g., mainly processing times or their weights) so that the original job sequence becomes an optimal solution (schedule). In this paper, an inverse scheduling problem is considered under a single-machine environment with the sum of weighted completion time. Thus, the optimization objective of the SMISP is to minimize the adjustment of the process parameters (‖ − ‖ ‖ (‖ − ‖)). In this paper, it is assumed that weight of each job is controllable and needs to be minimally adjusted so that a prespecific schedule becomes an optimal one. Formally, ( = 1, 2, . . . , ) are the decision variables. It is important to note that the resulting total weighted completion time based on the adjusted parameters is no greater than the total weighted completion time based on the original parameters. In solving this problem, several constraints and assumptions are made as follows.
(i) Each machine could process at most one job at a time.
(ii) All jobs are available at time 0.
(iii) There are no precedence constraints among the different jobs.
(iv) The machines are always available at zero and never break down.
(v) Processing time and weight of all jobs are known.
(vi) Weight of each job is adjusted and processing time is determined.
(vii) The given job sequence is fixed.
(viii) The given job sequence is a feasible schedule not the most optimal one.
Obviously, the optimal solution for the scheduling problem 1 ‖ Σ is obtained by scheduling the jobs according to the weighted shortest processing time (WSPT) rule [37] ; that is, the optimal schedule must satisfy the condition:
Therefore, SMISP problem can be formulated as follows:
where the parameters can be described as two sets; the original processing time, weight, and completion time of each job are denoted by , , and , respectively; the adjusted processing time, weight, and completion time of each job are denoted by , , and , respectively. Constraints (1) guarantee that job sequence is optimal under . Constraints (2) ensure that the resulting total weighted completion time based on the adjusted parameters is not greater than the total weighted completion time based on the original parameters. Constraints (3) mean that the weights can be nonzero.
Single-Machine Inverse Scheduling with Improved Genetic Algorithm
IGA for Single-Machine Inverse Scheduling Problem.
In this research, an improved genetic algorithm is presented to solve the SMISP problem in small, medium, and large size. To improve the optimized performance of the approach, a local search procedure is integrated in IGA. Efficient encoding scheme, fitness evaluation mechanism, feasible initialization methods, and WSPT rule as local search procedure have been developed to improve the performance of IGA.
The Modified IGA Framework.
The workflow of the proposed modified IGA is shown in Figure 1 and detailed description of the method will be given in next part. Its framework can be described as follows.
Step 1. Select the parameters of GA, such as the size of the population ( size), maximum generations (max ), reproduction probability ( ), crossover probability ( ), and mutation probability ( ).
Step 2. Create the optimal schedule sequence based on WSPT rule and then disrupt the optimal order by swapping some positions of jobs; in this way can we generate an initialization population with a feasible job sequence.
Step 3. Use a proposed fitness evaluation technique to evaluate the fitness of each individual in the population and retain the best results of size.
Step 4. Reproduce the individual directly to the next generation according to reproduction probability.
Step 5. Cross over the two-father generation individual parts of the structure to replace restructured part and generate new individual operation and then mutation operation is performed.
Step 6. Do local search for the individual based on WSPT rule by computing parameter values GB , .
Step 7. Is the terminate criteria satisfied? If yes, go to Step 8; else go to Step 3.
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Figure 2: Inverse scheduling with the single machine.
Step 8. Stop the algorithm and output the near optimal solutions.
Chromosome Representation and Decoding.
The weightbased representation is adopted as the encoding method because it can ensure that each value of processing parameter can be adjusted within a given limit. Each chromosome is presented by binary codes of weight. Each string contains the number of genes which is equal to the integral multiple of the job. The following example shows five jobs processed on one machine randomly. In this example, it is assumed that the job weight set = { 2 , 1 , 4 , 3 , 5 }, and the corresponding weight values = {13, 30, 100, 47, 15}. Thus, each chromosome can be interpreted as {0001101, 0011110, 0101111, 1100100, 0001111}. Decoding could obtain a determined weight value from a chromosome by scanning the gene from left to right. Not all weights require calculating again so that the decoding approach may decrease the search space and runtime.
Initialization and Fitness Evaluation
Initial Population.
A new initialization method (called feasible initialization) is proposed to initialize the population at the beginning of inverse scheduling. Feasible initialization is used to generate a nonoptimal schedule sequence before inverse scheduling. This initialization method is demonstrated in Figure 2 . In the single-machine inverse scheduling problem, prespecified job sequences are needed in advance. It means that a feasible scheduling sequence should be generated before inverse scheduling. It is well known that the optimal solution for the single-machine scheduling problem is obtained by the weighted shortest processing time (WSPT) rule [37] ; the optimal scheduling must satisfy the decreasing order of / . Firstly, the optimal schedule sequence is obtained according to WSPT rule. Then, in the sequence, some points of the jobs are randomly swapped and other job positions remained. In Gas [38] [39] [40] [41] , a set of chromosomes forms a population.
Fitness Evaluation Mechanism.
The purpose of the fitness evaluation is to calculate the goodness of the candidate solutions in the population with respect to the objective function. According to the objective function, fitness of chromosomes should be obtained by calculating the perturbation of job parameters. Chromosomes are decoded and the concerned objectives are obtained. For a scheduling, the fitness has been used as the objective. However, ISP has its specific problem characteristics, so that various objectives should be considered. Firstly, this paper considers the minimal perturbation of parameters as an objective. Secondly, we must ensure that the given schedule sequence cannot be changed. Thirdly, as producers, they also want to consider possible increases in the scheduling criteria. Therefore, fitness evaluation mechanism is developed to balance the conflict. In order to perfect this method, a fitness evaluation mechanism is introduced to analyze SMISP in this paper. Evaluate two chromosomes marked (Ch1 and Ch2) as follows.
Step 1. If two chromosomes both satisfy the prespecified job sequences, then evaluate the unfit quality of the individual fitness (‖ − ‖) and select a smaller one.
Step 2. If neither satisfies the prespecified job sequences, then count the number of genes which satisfies the original job order and select the larger one. For example, if Ch1 = Ch2, go to the next step to evaluate the fitness of individual.
Step 3. If only one chromosome satisfies the prespecified job sequences, If Ch1 maintains the pre-specified job sequences, and then select Ch1. Else select Ch2, then select Ch1 or else Ch2.
Fitness evaluation mechanism of SMISP is shown in Figure 3 .
Crossover
Operator. GA has two evolutionary operators, crossover and mutation. These operators enhance the performance of solutions by propagating similarities and unexpected genetic characteristics to offspring. This paper borrows crossover operator from the partial schedule exchange crossover, which is proposed by Ghrayeb and Damodaran [42] . This crossover procedure is demonstrated in Figure 4 . Another crossover operator called one-point crossover is also adopted. The modified partial crossover operator can be summarized as follows.
Step 1. Decide a set of partial schedules and the corresponding position; it means that the genes between blocks are swapped from the two parents to the corresponding offspring.
Step 2. Pick up a starting point from parent P1 at random. The position of ending point is equal to the first position plus the length of the block. So, partial schedule 1 can be created such as the red blocks. Step 3. Partial schedule 2 is as the same as Step 2.
Step 4. Form children (or offspring) C1 and C2 by swapping the block gene; for example, see Figure 4 .
Mutation Operator.
Mutation is used to produce perturbations on chromosomes to maintain the diversity of population. A familiar mutation, called swap mutation, is used in this paper. This mutation procedure is demonstrated in Figure 5 .
Selection Strategies.
The Roulette wheel [39] selection procedure is used for selecting parent individual in crossover operator. However, a larger probability is likely to be given the better individuals due to selection strategy. Each individual will carry the possibility of selection in offspring and the selection is used to maintain diversity. The parents are selected randomly, after sorting individuals according to their objective and assigning the selection probability.
Local Search Strategy.
GA and local search are integrated in IGA to obtain the advantages of algorithms, the exploration ability of GA, and the exploitation ability of local search. The neighborhood search can obtain new neighbor solutions by perturbation in neighboring solutions spread. In our algorithm, we use WSPT rule as acceptance strategy to decide the best partial sequence. Noticing the exploitation ability of local search and exploration ability of GA, we integrate local search and GA more tightly to perfect the algorithm performance. Besides, reconstructing chromosome may devote much more time and decrease the efficiency of our algorithm. Thus, according to modeled NEH-based local search procedure in Chiang et al. [43] , not all of the chromosomes will be converted. The improvement part is designed according to the two key parameters such as the length of exchanged gene block GB and the set of jobs positions to . Obviously, it is a good method to make local search (using a large neighborhood) at the early stage and to do perturbation (using a small neighborhood) at the end of the generation. So, the number of exchanged gene blocks can be denoted as GB = max { × (1 − /TG), 1}; this is controlled by the parameter (the maximum number of exchanged jobs) and the current generation number ; besides, the set of gene positions first selects a random position . Then, the ending point of gene block is equal to plus GB . An example is given in Figure 6 .
Experimental Studies and Discussions
Some experiments have been conducted to measure the adaptability and the superiority of the proposed IGA approach, which is a popular heuristic algorithm. The performance of the approach is satisfactory from the experiments and comparison.
Design of Experiments.
The proposed IGA algorithm is coded in C++ on a PC with Pentium IV 2.29 GHz processor and 2.86 GB memory (Algorithm 1). To verify the feasibility and performance of the IGA algorithm, 27 cases have been conducted. In this section, a series of training sets and test sets are generated by the instance generation approach used by Jakobovic and Budin [44] . Each scheduling problem instance is defined by the following parameters:
(i) the number of jobs; tts value is 20, 50, or 100; (ii) processing times of jobs ; the values of processing time are assumed as integers and drawn out of [5, 25] 
Computational Results and
Discussions. The literature review shows no intelligent algorithm to produce a set of trade-off solutions for the SMISP. It is worth noticing that there are some parameters to be determined in the proposed algorithm. However, the performance of the algorithm varies greatly for solving different instances, when some parameters are set differently. We select the best parameter setting by testing (Table 2 ). Due to the limitation of space, we do not present the detailed testing processing. And, in the running process, if the best solution is not updated over 20 times, then the algorithm is stopped. The numerical results are compared with those reported studies using the previous GA approaches. Performance comparison could be made between IGA and conventional algorithms.
Comparison of the Conventional GA and IGA Algorithms.
The results of the experiments are summarized in Table 1 . In order to verify the efficiency of the method, two criteria were considered here. The relative percent deviation (RPD) and the relative percentage of cost savings (RPCS) are formulated as expressions (4) and (5), respectively:
where AS and BS are the average value and the best value of each instance; OBJ is the original objective (Σ ) value before adjusting the weights and presents the optimal weighted completion time after adjusting. The objective function is to minimize the sum of weighted completion time. The job weights ( ) are set by the scholar simply to reflect the relative importance of the jobs. Yet, as far as we know, for shipbuilding industry, it could also be considered as the cost or investigation attributed to processing jobs. So RPCS can be used to evaluate the percentage of cost savings; obviously, the larger the value is, the better the RPCS is. In this table, the fifth column is the minimal adjustment of each instance. Average computational time of each instance is summarized in the last column.
These results indicate that the IGA algorithm performs significantly better than the conventional genetic algorithm, since the IGA algorithm not only produces the substantial better overall mean AS, BS, and WS in terms of the performance measures RPD\PRCS but generates the much better AS, BS, andWS for every instance as well. For each instance, the IGA algorithm can obtain much lower RPD value than the conventional algorithm. As shown in Table 1 , the average results from IGA and GA algorithms in RPD\PRCS and run time are 39.6%, 1.72%, 17342.2, 31.8%, 5.13%, and 15971.8, respectively. Particularly, for nine large-sized instances (100 jobs), the RPD produced by the IGA algorithm is 50 percent lower, which suggests that the IGA algorithm can nearly find all the better solutions for each instance. Further analysis form PRCS shows that 5 negative solutions could be obtained among 27 experiment problems by GA. It implies an objective value greater than the original objective value; it violates our imposed constraint and it is rejected. However, IGA algorithm produces significant improvement over the 5 nonideal solutions; more importantly, 5 PRCS values achieved by the IGA algorithm are about 2.0 times higher than those by the conventional algorithm. These results indicate that IGA offers better performance for the single-machine inverse scheduling problem.
To check whether the observed differences from Table 1 are indeed statistically significant, a statistical ANOVA was carried out for analysis, where the number of jobs , metric RPD, PRCS, and the type of algorithm are considered as factors. In this study, effects are considered significant if the value is less than 0.05. Due to the limitation of space, we only provide the ANOVA test results for medium and largescale instances (50 jobs and 100 jobs). Each plotted average corresponds to the average of 150 results of each instance (600 results). The results are given in Figure 7 . It can be seen that the metric RPDs obtained by our proposed algorithm are significantly better than those of GA. In addition, RPCS can be used to evaluate the percentage of cost savings; obviously, the larger the value is the better the RPCS is. Therefore, the ANOVA results indicate statistically significant differences in the metric PRCS at a 95% confidence level; the experimental results show that IGA can produce a set of good solutions for single-machine inverse scheduling.
Computational Results of IGA Algorithms.
For testing the effectiveness of algorithm in small, medium, and large problems, Figure 8 shows convergence curves of objective for different series and sizes, the -axis presents the generations, and -axis presents the perturbation to the job weights. For example, the algorithm converges to a good value within the first 180 iterations and then no further improvements are made.
The objective of this paper is to study the minimum required perturbation in the aforementioned job weights so that each change value of processing parameter (weights) is shown in Figure 9 , where blue bar graph is the original weights and while red (yellow) bar graph presents the adjusted weights. From these graphical representations, it is very clearly seen that 15 weights are decreased whereas the other 5 are increased. Note here that the adjustment trend is likely to fit with an actual production environment.
The results described in Figure 10 are simple in order to illustrate how to improve the manufacturing system by ISP. Comparisons have also been made and the relative percent deviations of the proposed algorithms for different instance have been shown in Figure 10 . The -axis presents the test number and -axis presents the relative percent deviation explained in Section 5.2.1. These points above zero-line ofaxis show that the solutions obtained by IGA are superior to other solutions obtained by GA algorithm. From Figure 10 IGA can lead to good results and solve the large-sized SMISP problem effectively.
Case Studies
Case Introduction.
Shipbuilding manufacturing is an important industry among the largest manufacturing industries in the world. In this paper, we carried out a market research in a shipbuilding workshop which produces sleeves, butt joints (08-6B-CB * 56-1983), nuts (01-6B-CB * 821-1984), and so on. And it is found that this shop is a typical SMRSP. In this paper, we take 20 jobs as example. All processing parameters of 20 jobs are as follows: ( = 1, 2, . . . , ) are processing times and ( = 1, 2, . . . , ) are weights. It should be noted that these weights present the costs of producing jobs in this case. Thus, the total weighted completion time could be considered as production cost or investment. Therefore, minimal adjustment weight is to ensure that the resulting production investment is not greater than the original objective value and thus has very practical significance.
Case
Results. This algorithm was executed under 10 times and a computational result of this case was given: the compute time is 2766 ms and the best solution (the minimal perturbation) is 303. It should be noted that the original weighted completion time is 1260340 (RMB) before inverse scheduling and the corresponding initial job sequence is [1] [2] [3] [4] [5] [6] [7] [8] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . Obviously, from Figure 13 , all results here are significantly less than the given target 1260340. Particularly, there exists the optimal solution (the sum of the completion time by IGA) which is 1119230 by testing 10 times. The data indicates that 12% savings are generated for this shipyard. Figure 11 shows convergence curves for both datasets. Figure 12 presents the adjustment values of each weight. Clearly, the method presented in this paper will be useful in this context of SMISP because the method can squeeze out some cost savings. Therefore, this research work has an important guiding sense to a real production.
Conclusions and Future Researches
In this paper, this is the first report to propose an improved genetic algorithm (IGA) for the single-machine inverse scheduling problem with the total weight completion time. Firstly, a mathematical model based SMISP is constructed and a novel approach called improved genetic algorithm is employed to solve this problem. The idea of WSPT is taken to develop a local search procedure in IGA, and several adaptations are done to improve the performance of algorithm. We do not only propose a fitness evaluation mechanism to consider various real objectives in SMISP but also investigate The total cost
The number of tests
Comparison between the results
The changed total cost The original total cost the ways such as a feasible initialization method, encoding scheme, and crossover and mutation operators to perfect the algorithm performance. Twenty-seven cases have been used to test the IGA algorithm, and the comparison has been made for this approach and the traditional GA. The experimental results show that the proposed method can generate satisfactory solutions and has achieved significant improvement. Finally, a real shipbuilding production factory is selected as a real-world case study; a saving of 12% is obtainable under the ISMSP. ISP is complex and lacks a fundamental hypothesis for its research. However, there are still some limitations in research into ISP. First of all, in the most present studies, the current models of ISP formulated above are considered to minimize adjustable processing parameter; however, no research has been done concerning multicriteria problems. With respect to solution approach, linear programming is the most frequently exact procedure used here.
Although ISP is a hard work, its research is necessary. ISP is also very important because it can effectively improve an existing manufacturer system and optimally allocate resources. So, the research on ISP is still a challenge. Many models and methods can be proposed in this area. For these reasons, the researchers will continue to do further and deeper study on ISP. Some suggestions are given here. Most existing models on ISP consider minimally perturbing the job processing time while other common criteria, such as makespan or extra cost, will be studied. In the future, these hybrid intelligence algorithms proposed in previous literatures should be considered to solve ISP for more complex environment.
