Abstract: This paper presents new prediction methods to improve compression performance of the so-called near-lossless RGB-domain image coder, which is designed to effectively decrease the memory bandwidth of a system-on-chip (SoC) for image processing. First, variable block size (VBS)-based intra prediction is employed to eliminate spatial redundancy for the green (G) component of an input image on a pixel-line basis. Second, inter-color prediction (ICP) using spectral correlation is performed to predict the R and B components from the previously reconstructed G-component image. Experimental results show that the proposed algorithm improves coding efficiency by up to 30% compared with an existing algorithm for natural images, and improves coding efficiency with low computational cost by about 50% for computer graphics (CG) images.
Introduction
Rcently, digital display devices, such as high-definition television (HDTV), ultra HDTV (UHDTV), digital cameras, and smart phones, have been developing rapidly. For digital TV, UHDTV (with resolutions of 4 2 K K × ) is already dominating the worldwide TV market [1, 2] . A system-on-chip (SoC) for such high-resolution displays requires significant memory bandwidth, because it must handle huge-resolution images. Due to the memory requirements, costs may increase. So, in order to reduce memory bandwidth for a UHD-purpose SoC, a few nearlossless coder-decoders (CODECs) for compressing and decompressing images with extremely low latency in the memory interface have been proposed [3, 4] . One of the major requirements for these near-lossless CODECs is low computational complexity in terms of SoC implementation. In other words, near-lossless CODECs must share as small a portion of the main SoC as possible to minimize costs. The second requirement is very low latency that does not affect total latency of the overall system. Finally, high coding efficiency is the most basic requirement for nearlossless CODECs. As a result, when interfacing each frame of video sequences with memory, such nearlossless-image CODECs can be used for encoding and decoding the frame with extremely low latency.
Since prediction is a main tool for coding efficiency of (near-)lossless coding, as well as lossy coding [5] , many prediction methods for image coding have been reported. For instance, a still-image compression standard like the Joint Photographic Experts Group-Lossless Standard (JPEG-LS) employs a simple predictor called median edge detector (MED) [6, 7] . The predictor tends to pick the upper pixel (U) in cases where a vertical edge exists left of the current location, the left pixel (L) for a horizontal edge above the current location, and U+L-upper-left (U+L-UL) if no edge is detected. A context-based, adaptive, lossless image CODEC (CALIC) employs a simple gradient-based non-linear prediction scheme called gradient-adjusted predictor (GAP), which adjusts prediction coefficients based on estimates of local gradients [8] . Avramovic and Reljin proposed prediction using gradient edge detection (GED), which combines the simplicity of MED and the good performance of GAP [9] . Kim and Kyung proposed a new prediction algorithm using hierarchical average and copy [10] . Wige et al. presented a prediction method using non-local mean (NLM)-based noise reduction for improving coding efficiency under noisy environments [11] . JPEG2000 is a state-of-the-art standard for still-image compression [12] where a discrete wavelet transform (DWT) is first applied on the source image data, and the transform coefficients are then quantized and entropy coded. For a high compression ratio over previous image coding standards, JPEG2000 employs strong entropy coding called embedded block coding with optimized truncation (EBCOT), and color component transformations such as irreversible component transformation (ICT) and reversible component transformation (RCT).
On the other hand, conventional lossless image coding schemes are not appropriate for SoC applications for image processing, because they cannot guarantee fixed memory bandwidth due to the inherent variable bit rate. If we adopt near-lossless coding for compressing/decompressing image data during memory access, we can not only reduce memory bandwidth dramatically, but we can also guarantee fixed bandwidth with negligible degradation of visual quality. JPEG-LS already provides a near-lossless mode with reliable performance. Even though JPEG-LS has relatively light computational complexity, it seldom guarantees low latency as well as a constant bit rate. So, JPEG-LS cannot be a near-lossless coding scheme for memory interfacing in a SoC. Since JPEG2000 is based on DWT, it is inherently not appropriate for our target application, in spite of its high coding efficiency.
This paper presents a near-lossless coder for RGB images that provides high coding efficiency and keeps latency and complexity as low as in previous work by Lee et al. [13] . First, a variable block size (VBS) intra prediction algorithm is applied to a G-component image. That is, small block size prediction is used for complex areas, but large block size prediction is used for flat areas. Second, inter-color prediction is applied to code R-and Bcomponent images by utilizing color correlation between them and the previously decoded G-component image. Experimental results prove that the proposed algorithm is a better solution for near-lossless coding than the previous work [13] as well as JPEG-LS and JPEG2000. This paper is organized as follows. Section 2 reviews a conventional near-lossless coder with low complexity [13] , and Section 3 describes the proposed prediction in detail. Section 4 presents a fast-mode decision mechanism to achieve lower complexity. Section 5 shows the experimental results, and Section 6 concludes this paper.
Conventional Near-Lossless Image Coder
The framework of the proposed algorithm is based on the low-latency near-lossless coder by Lee et al. [13] . So, we briefly describe the previous near-lossless coder. An image is divided into blocks with a size of 1×8, and prediction is performed on a 1×8 block basis. On the other hand, the processing unit for rate control is 1×32, i.e., four contiguous 1×8 blocks. The details for each step are as follows.
Prediction
Similar to the existing image/video coder, the best matching block to each block is found from among eight candidates (see Fig. 1 ). Among them, seven candidate blocks are obtained from upper pixels that are already reconstructed. Displacement vectors (DVs) between the current block and the candidates are (−2, −1), (−1.5, −1), (−1, −1), (−0.5, −1), (0, −1), (0.5, −1) (1, −1), and (2, −1). For half-pixel displacement, bilinear interpolation is used. The last candidate is generated by repeating a left pixel of the current block. Then, the best-matched block is obtained by choosing a block having the minimum cost. Here, the sum of absolute differences (SAD) is used in calculating cost. If the DV of the current block is equivalent to that of its previous block, it is automatically set to the latter with a DV flag of 1 bit.
Quantization
In order to precisely control the quality of a reconstructed image, we determine quantization step size such that a quantization parameter (QP) represents the maximum coding error. For example, if the QP is set to 1 in a block, the maximum coding error among pixels in the block will be 1. Note here that quantization is only a lossy block in the coder, but a QP of 0 indicates lossless mode. The formulas for quantization and de-quantization are as follows:
where D, Q, and DQ stand for original residue, quantized residue, and de-quantized residue, respectively. In Eq. corresponding block are correctly reconstructed as 0.
Entropy Coding
To code the quantized residues, a 1×8 block is first divided into sub-blocks where the size is 1×4. Then, a coder determines a code length in each sub-block, and the code length and residue are encoded via fixed length coding (FLC). Note that FLC minimizes the computational complexity of quantization for the decoder as well as the encoder. The largest bit-depth in each sub-block becomes the code length of the sub-block. In Fig. 2 , since the fourth pixel has the largest bit depth, the code length of the subblock is 6, with a sign bit included.
If the code length of the current sub-block is the same as the previous sub-block, the two-bit code length mode of the current sub-block is set to 00 without code length coding. Also, if the code length difference between the current sub-block and the previous sub-block is only ±1, the code length mode of the current sub-block is set to 01 and 10, without additional code length coding. Otherwise, the code length of the current sub-block is encoded by FLC with a mode of 11. Finally, residues are encoded according to the computed code length. For instance, the four residue values in Fig. 2 are encoded as 001001, 111001, 110000, and 011110.
Rate Control
Rate control (RC) avoids buffer overflow by adjusting QP according to buffer status, and achieves the desired compression ratio. The basic RC unit (RCU) consists of four blocks. We adopt a virtual buffer to control the compression ratio, and define the size of the virtual buffer ( ) size B as 3 Kbits in this paper, which amounts to a compressed bit amount of two to three lines in images. [13, 14] . Given a target bit per pixel, the frame-level, line-level, and RCUlevel target bits are allocated hierarchically. First, framelevel bit allocation is performed with Eq. (3):
where V and H indicate vertical and horizontal sizes of the image. Next, the line-level target bit is computed from the frame-level target bit as follows:
A indicates / size H RCU , and the complexity per RCU, RCU C , is defined as follows:
where B stands for
Given a bit budget for each RCU by Eq. , QP decreases by 1 (see Fig. 3(c) ).
The Proposed Algorithm
Although the near-lossless image coder introduced in Section 2 is very useful for reducing the memory bandwidth of an image-processing SoC, its coding efficiency is still inferior to that of the well-known JPEG-LS. This paper presents an advanced prediction scheme to improve the coding efficiency of the near-lossless coder.
The proposed prediction scheme has two contributions. First, inter-color prediction (ICP) can obtain accurate predictors of R-and B-component blocks from the reconstructed G-component image because of the strong correlation between RGB color components. In this paper, we propose a line-based ICP that can coincide with linebased DV prediction. Second, since there is a trade-off between DV, DV flag, and residue in terms of bit rate, variable-block-size (VBS) intra prediction can save more bits than fixed-block-size intra prediction. Fig. 4 (a) describes the overall block diagram of the near-lossless image coder based on the proposed prediction. All the processes, except the prediction, are equivalent to those of Lee et al. in Section 2. Fig. 4(b) shows the details of the proposed prediction method. VBS-based DV search is applied to the G component, and ICP is applied to the R and B components using the reconstructed G component.
DV Search using Variable Block Size Prediction
In video compression, such as MPEG4 H.264/AVC and HEVC, so-called variable-block size (VBS) motion compensation was adopted for coding efficiency [15, 16] . We present VBS intra prediction to improve the prediction performance of the conventional displacement vector search, as described in Section 2.1.
In general, with small-size matching blocks, residue information becomes low because of high matching accuracy, but prediction-mode information increases because the number of DVs to be transmitted grows. On the other hand, with large-size matching blocks, prediction-mode information decreases, but residue information increases because of low matching accuracy. Note that this trend does not hold for flat areas. Without loss of generality, 1×64 block-based DV prediction provides similar performance to 1×8 block-based DV prediction for flat areas.
The maximum block size of the proposed VBS DV search is defined as 1×64. Also, the prediction mode consists of a 1-bit status flag (to determine whether the DV of the current block is equivalent to that of the previous block) and three-bit DV information. The three-bit DV information exists only when the DV of the current block is different from that of the previous block. Note that each 1×64 block is composed of eight 1×8 blocks, and DV search is performed on a 1×8 block basis. If the eight 1×8 blocks have the same DV, only status flags of eight bits are required, because DV coding is unnecessary. Otherwise, 32 bits (8×4 bits) at maximum is required to encode the 1×64 block. For example, assume that a certain 1×64 block is flat, and 1×64 block-based prediction is employed for the 1×64 block. Then, since the prediction mode for the 1×64 block is one bit to four bits, we can obtain bit savings of four bits to 31 bits in terms of prediction mode. On the other hand, with a complex 1×64 block, prediction on a 1×8 block basis may be better in terms of coding efficiency. Therefore, if VBS-based DV search is adopted, we can improve coding efficiency dramatically. The best VBS per 1×64 block is determined as follows:
where VBS bit indicates the generated bit amount for a specific VBS, and best VBS stands for the best VBS having the minimum number of bits. as new mode information of two bits, FLC is used for easy implementation. Note that the above-mentioned VBSbased DV search is applied to only the G component.
Inter-color Correlation-based Prediction
A classic method of compressing RGB color images is to transform them to some less-correlated color space. Effects of color component correlation on image compression were recently investigated [17] for both RGB and transformed spaces. In another recent paper, an adaptive selection of color spaces for image regions was introduced and evaluated [18] . Song et al. proposed a block adaptive inter-color compensation algorithm for H.264 RGB 4:4:4 video coding, and proved that inter-color compensation provides better coding efficiency than the transform-based approaches [19] . In this paper, we present inter-color correlation-based prediction to predict B-or Rcomponent images from the reconstructed G-component image, assuming a reconstructed G-component image is available. The proposed prediction is designed on a line basis such that it is compatible with the DV prediction in Section 3.1.
In order to verify the validity of the inter-color correlation-based prediction, we present the following observations. Fig. 6(a) shows the correlation of R and G pixels for the first frame of the Parkrun sequence. We can see the strong correlation between R components and G components for all the pixels in the frame. In addition, we found that there are salient inter-color correlations for two arbitrary 1×64 blocks, which were the (200, 10) and the (300, 15) 1×64 blocks in the frame, as seen in Fig. 6(b) and Fig. 6(c) . Based on this observation, we can derive a linear model between R and G components within the 1×64 blocks. This indicates that if reconstructed G components for a certain 1×64 block are available, they can be accurate predictors of original R components for the same block. According to our experiments, as explained in Section V, a predictor based on inter-color correlation is usually more accurate than from a DV search. As a result, inter-color correlation-based prediction can improve coding efficiency in comparison with DV search.
Assuming that the predictor for an i-th component in the current R block, i.e., ( ) In Eq. (12), r indicates the mean of the R components in the block. For normal decoding, R α and R β should be transmitted, because the original R components are used to compute those parameters. In order to remove the additional bit rate due to R α and R β , we employ causal neighbor data of the current block (see Fig. 7 ). Without loss of generality, inter-color correlation of the current block will be very similar to that of the neighbor data, as shown in Fig. 7 . Therefore, we calculate R α and R β from
Eqs. (12) and (13) by using only neighboring R and G components, which are already reconstructed. Given R α
and R β , we can produce pred r with Eq. (11). In the same way, we generate pred b from the reconstructed G component.
On the other hand, considering the infrequent case where the above-mentioned ICP is less accurate than a DV search, we adaptively choose the best prediction method between ICP and DV search on a block basis. We apply the identical DV mode of the G component to R and B components. So, if the prediction error of a DV search is less than that of ICP for all components, we choose DV prediction, even for R and B components, instead of ICP. In addition, a one-bit prediction mode to select a DV search and ICP, i.e., 
Fast Mode Decision
Note that blocks. Fig. 8 supports such a tendency. The values show the probability that pred flag is consistent for all the different blocks. For this experiment, we performed full search for nine test images, shown in Section 5. We can see that the consistency is more than 80% on average. Based on this observation, we determine best VBS , and examine ICP and DV search only for the determined .
best VBS Also, for further computational savings, we choose the best modes only in terms of prediction errors without bit-rate calculation.
Experimental Results
For performance evaluation of the proposed algorithm, we used nine MPEG test sequences: Bigship, City, Crew, Jets, Mobcal, Parkrun, Shields, Shuttle, and Stockholm. Also, we captured and used four web pages (see Fig. 9 ). The image size for all of them is 1280×720. We compared the proposed algorithm with the method by Lee et al. [13] , JPEG-LS [20] , and JPEG2000 [12] . Even though JPEG2000 is not proper for our target application due to its heavy complexity and frame-level latency, we chose it as a comparative method because it shows the upper bound of coding efficiency in near-lossless image compression. For JPEG-LS, we used implementation version 2.1, released by the University of British Columbia in 1999. The three parameters of the software, i.e., T1, T2, and T3, were set to 3, 7, and 21, respectively, for the following experiments. Sample interleaved mode was used for RGB coding. For JPEG2000, we adopted a reference implementation of the CODEC specified in the JPEG-2000 Part 1 standard, called Jasper [12] . Note that all the other parts of the proposed algorithm, except prediction, are the same as the one by Lee et al. Since we pursue near-lossless coding, QP was set to 1 or 2 for the following experiments.
For MPEG test sequences, Table 1 compares PSNRs and compression ratios of several algorithms for two QPs. The numerical values in Table 1 indicate the averages for the first 10 frames of each sequence. Since PSNRs are at least 45 dB, we cannot find the degradation. So, we show the comparison results only in terms of compression ratio. The proposed algorithm provides a better compression ratio by about 30% compared to Lee et al., and JPEG-LS is similar to, or slightly better than, the proposed algorithm. Also, we can see that the compression ratios of the proposed algorithm are lower than those of JPEG2000, i.e., a practical upper bound by 27% and 40% for QP=1 and QP=2, respectively. On the other hand, Table 2 shows that the proposed algorithm provides a significantly better compression ratio by about 50%, compared to the method of Lee et al., on average, for the four web page images. Furthermore, the proposed algorithm provides a better compression ratio by about 20% compared to JPEG-LS for the same test images. This is because ICP is more effective for computer graphics (CG) images, which are composed of pure colors, than for natural images. To prove this, we measured the selection ratios of ICP mode for the test images, which is defined as follows:
The number of ICP modes Total number of modes According to our experimental results, the average ratio for the nine natural images was about 75%, but for the four web images, it was 88%. This indicates that the ICP works better for CG images.
Still, JPEG2000 provides much higher compression ratios than the proposed algorithm for CG images, as well as natural images. However, note that JPEG2000 cannot become an interface solution to reduce memory bandwidth in a multimedia SoC owing to its heavy computational complexity and long latency. JPEG2000 is meaningful only as the upper bound in terms of compression ratio in our experiments.
Finally, Table 3 compares the proposed algorithm with JPEG-LS and JPEG2000 in terms of CPU running time. All the algorithms were implemented in the C programming language. They were executed on an Intel Core i7-4790 CPU at 3.6GHz with 16GB RAM. We can see that the proposed algorithm is significantly faster than JPEG2000. On the other hand, the proposed algorithm is slower than JPEG-LS. However, the proposed algorithm guarantees a constant bit rate with extremely low latency, unlike JPEG-LS.
Conclusion
This paper presents a near-lossless coder that provides higher coding efficiency than research by Lee et al., but keeps latency and complexity as low as their previous work. First, variable block size intra prediction is applied to a G-component image. Second, inter-color prediction is applied to code the R-and B-component images by utilizing the color correlation between them and the previously decoded G-component image. Experimental results show that the proposed algorithm provides a higher compression ratio by about 20% compared to JPEG-LS for CG images with a simpler coding structure. Thus, the proposed algorithm is a better solution for near-lossless coding than previous work, as well as JPEG-LS and JPEG2000. 
