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ABSTRAK 
 
Proses pemesinan wire electrical discharge machining (WEDM) adalah 
suatu proses pemotongan yang didasarkan pada erosi karena bunga api listrik 
untuk menghasilkan bentuk-bentuk yang kompleks dan presisi dengan 
menggunakan elektroda kawat. Material benda kerja yang dipotong biasanya 
bersifat konduktif. Pengaturan parameter-parameter proses pemesinan 
WEDMyang tidak tepat akan menghasilkan lapisan recast yang tebal, permukaan 
benda kerja yang kasar, dan microcrack yang berjumlah banyak.Penelitian ini 
dilakukan untuk menentukan pengaturan level-level dari parameter-parameter 
proses WEDM yang tepat agar dapat meminimalkan kekasaran permukaan benda 
kerja, tebal lapisan recast dan microcrack secara serentak.  
Penelitian tentang optimasi proses WEDM dilakukan pada baja perkakas 
SKD61 dengan menggunakan elektroda kawat zinc coating brass. Percobaan 
dilakukan dengan memvariasikan lima parameter proses WEDM, yaitu arc on 
time, on time, open voltage, off time, dan servo voltage.Rancangan percobaan 
ditetepkan dengan menggunakan metode Taguchi dan berupa matriks 
ortogonalL18, karena parameter arcon time memiliki dua level, danparameter-
parameter lainnya masing-masing memiliki tiga level. Replikasi dilakukan 
sebanyak dua kali. Hal ini disebabkan karena adanya faktor noise yang tidak 
dimasukkan ke dalam rancangan percobaan.Metode peramalan back-propagation 
neural network (BPNN) digunakan untuk pemodelan hubungan antara parameter-
parameter proses dengan parameter-parameter respon. Metode optimasi genetic 
algorithm (GA) digunakan untuk menentukan seting kombinasi parameter yang 
dapat meminimalkan tebal lapisan recast, kekasaran permukaan dan 
microcracksecara serentak. 
Model peramalan dengan BPNN yang dikembangkan memiliki arsitektur 
jaringan 5-8-8-3, yang terdiri dari 5 input layer, 2 hidden layer dengan 8 neuron 
pada masing-masing hidden layer, dan 3 output layer.Fungsi aktivasinya 
adalahtansig dan fungsi pelatihan adalah trainrp. Optimasi GA menghasilkan 
kombinasi parameter-parameter yang dapat meminimalkan tebal lapisan recast, 
kekasaran permukaan dan microcracksecara serentak pada seting parameter-
parameter proses arc on time sebesar 2µs,on time sebesar 0,3 µs, open voltage 
sebesar 90 volt, off timesebesar 10 µs,dan servo voltage sebesar 40 volt.  
 
Kata kunci:kekasaran permukaan,lapisan recast,microcrack, BPNN, GA. 
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ABSTRACT 
 
Wire electrical discharge machining process machining (WEDM) is a cutting 
process based on the erosion due to electric sparks to produce a complex shapes and 
precision by using a wire electrode.Workpiece material being cut usually is 
conductive.Setting the parameters of EDM machining processes that are not 
appropriate will produce a recast layers is thick, the workpiece surface is rough, and 
microcracks are amounted to much. 
 
This research is conducted to determine levels of regulation parameters appropriate 
WEDM process in order to minimize the surface roughness of the workpiece, 
thickness layer of recast and microcracks simultaneously.Research on the EDM 
process optimization performed on SKD 61 tool steel with a zinc coating using a 
brass wire electrode.Five Experiments are performed by varying the parameters of 
the EDM process. Consists of the arc on time, on time, open voltage, off-time, and 
servo voltage.The case of parameters of the arc on time has two levels and other has 
three levels of each. The Trial design is set by using the Taguchi method and form 
of orthogonal array L18.Replication is performed twicedue to of noise factor which 
is not incorporated into the experimental design. 
 
Method of forecasting backpropagation neural network (BPNN) is used for 
modeling the relationship between process parameters with the parameters of the 
respond.Methods of genetic optimization algorithm (GA) is used to determine the 
setting combinations of parameters that can minimize the recast layer thickness, 
surface roughness and microcracks simultaneously.Forecasting models developed 
by BPNN has a 5-8-8-3 network architecture which are consist of 5 input layer, two 
hidden layer with 8 neurons in each hidden layer and output layer 3.Activation 
function is tansig and training functions are trainrp.GA optimization produces the 
combination of parameters that can minimize the recast layer thickness, surface 
roughness and microcracks simultaneously on setting process parameters arc on 
time of 2 μs, on time of 0.3 μs, the open voltage of 90 volts, time off for 10 μs, and 
the servo voltage of 40 volts. 
 
Keywords: surface roughness, recast layer, microcracks, BPNN, GA. 
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BAB I 
PENDAHULUAN 
1.1 Latar Belakang 
Proses pemesinan non konvensional wire electric discharge machining 
(WEDM) merupakan salah satu proses pemesinan yang digunakan untuk 
memotong benda kerja yang bersifat konduktor. Proses WEDM menggunakan 
sebuah kawat sebagai elektrodanya yang bergerak secara kontinyu 
memotongbenda kerja. Pemotongan material terjadi sebagai hasil erosi yang 
diakibatkan oleh loncatan elektron yang berupa percikan listrik dari kawat 
elektroda ke benda kerja. Proses ini sering digunakan untuk proses pemotongan 
dengan hasil kepresisian yang tinggi.  
Baja SKD61 merupakan salah satu jenis material yang dikenal luas 
pemakaiannya, yaitu pada proses pembentukan sebagai punch dan dies, pada 
proses pengecoran sebagian dies untuk hot forging dies, die casting dan 
mouldserta pada proses pemesinan sebagai alat potong (cutting tools). Material 
tersebut merupakan salah satu jenis hot work steels yang memiliki ketangguhan 
dan kekerasan tinggi, dengan komponen unsur-unsur paduan utamanya adalah 
0,398% C, 0,968% Si, 0,406% Mn, 0,008% S,5,145% Cr, 1,252% Mo dan 
0,920% V (Yee dkk., 2013).Pembuatan pahat potong dari material baja SKD61 
dengan proses WEDM harus dilakukan sebaik mungkin agar menghasilkan tebal 
lapisan recast yang tipis, kekasaran permukaan yang rendah dan microcrack(retak 
mikro) yang kecil.  
Lapisan recast merupakan lapisan yang terbentuk pada permukaan benda 
kerja sebagai akibat dari pengaruh panas yang ditimbulkan oleh loncatan bunga 
api dari kawat elektroda dan berwarna putih(Bagiasna, 1979). Selain itu, lapisan 
recast merupakan sisa dari lapisan utama material induk yang terkikis akibat erosi 
oleh kawat elektroda dan membeku dengan cepat. Lapisan ini memiliki nilai 
kekerasan yang berbeda dan kekerasan dari material induk, sehingga 
menyebabkan terjadinya ketidakhomogenan sifat mekanik.Parameter pemesinan 
pada proses WEDM seperti pulse current dan pulse on duration mempunyai 
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pengaruh terhadap tebal lapisan recast pada baja SKD61 dan baja SKD11. Kedua 
baja ini menghasilkan tebal lapisan recast yang berbeda. Hal ini disebabkan 
karena adanya perbedaan konduktivitas termal pada kedua baja tersebut. Faktor 
pulse current dan pulse on duration juga menyebabkan surface crack pada kedua 
baja tersebut (Lee dan Tai, 2003). Faktor-faktor lain seperti off time, pulse current 
dan servo voltage juga mempengaruhi terjadinya mickrocracks. Peningkatanon 
time,pulse current dan servo voltage akan menyebabkan peningkatan 
mickrocracks, tetapi dengan peningkatan off time, mickrocracks dapat diturunkan 
(Govindan dan Joshi, 2012). Selain pulse current dan pulse on duration, duty 
factor juga mempengaruhi tebal lapisan recast (Rao dkk., 2008). Peningkatan duty 
factor pada pulse current dan pulse on duration yang konstan akan meningkatkan 
tebal lapisan recast.  
Topografi kekasaran permukaan (KP) disebabkan karena adanya globule, 
microcrack (retak mikro) pockmark, debris, dan kawah (crater). Pengunaan AN 
akan menghasikan debit energi yang lebih intensif. Selain itu erosi yang terjadi 
akan meningkat, sehingga nilai KP akan meningkat. Selanjutnya, dengan 
meningkatnya ON, jumlah energi panas yang ditransfer kepermukaan benda kerja 
juga meningkat, sehingga material lebih banyak meleleh. Pada saat proses 
pembilasan (flushing), material yang tidak terbawa oleh cairan dielektrik akan 
mengeras selama proses pendinginan dan membentuk lapisan recast. Efek dari 
lapisan recast ini adalah terjadinya peningkatan kekasaran permukaan. Pada saat 
off time tidak hanya terjadiflushing, tetapi juga terjadi ionisasi cairan dielektrik 
yang bertujuan untuk mempersiapkan jalur lompatan busur listik (Rupajati, 2013). 
Oleh karena itu, kekasaran permukaan yang lebih rendah akan dapat diperoleh 
bila off time diseting dengan nilai yang lebih besar, tetapi akibatnya proses 
pemotongan menjadi lebih lama. 
Pembentukan dari retak mikro pada dasarnya terjadi karena adanya 
pendinginan dan pemanasan yang cepat oleh cairan dielektrik. Proses pendinginan 
dan pemanasan telah meningkatkan tegangan luluh dan material terdeformasi 
secara plastis selama pemanasan. Hal ini akan menyebabkan terjadinya tegangan 
tarik yang mengawali pembentukan retak mikro (Kumar dan Singh, 2012). 
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Studi tentang pengaruh parameter pada proses WEDM terhadap respon 
kekasaran permukaan benda kerja dan laju pengerjaan bahan dilakukan dengan 
memvariasikan parameter-parameterpulse on time, pulse off time, open voltage, 
feed rate over ride, wire feed, servovoltage, wire tension dan flushing pressure 
(Kumar dan Singh, 2012). Metode yang digunakan pada penelitian ini adalah 
metode Taguchi dan menggunakan rancangan percobaan orthogonal array L18. 
Material dan kawat yang digunakan adalah baja SKD61 dan kawat kuningan. 
Hasil penelitian menunjukkan bahwa parameter-parameteron time, open voltage, 
wire tension, dan servo voltage mempunyai pengaruh yang signifikan terhadap 
kedua respon yang diamati. 
Penelitiandenganberbagaipendekatandilakukanuntuk 
menentukannilaiparameterprosespada mesin WEDM. Penelitianyang 
membandingkanbeberapa metodesepertimodelmatematika, metode Taguchi, 
artificialneuralnetworks(ANN),fuzzylogic,genetic algorithm (GA), finite 
elementmethod(FEM), non linearmodeling, 
responsesurfacemethodology(RSM),linearregressionanalysis,grey rational 
analysis(GRA),danprinciple componentanalysis(PCA) telahdilakukanoleh 
BhartidanKhan(2010).Hasilpenelitiantersebutmenunjukkanbahwa metode 
ANNdanGAadalahmetodebaruyang sedangberkembang,banyakdigunakan, dan 
menjanjikan dalammenentukanvariabelproses padamesin WEDM. 
Algoritma pembelajaran yang umum digunakan adalah 
backpropagationneural network (BPNN), tetapi algoritma ini memiliki banyak 
kelemahan. Kelemahan-kelemahan BP diantaranya hanya bagus dalam aplikasi 
tertentu (Zhao dkk., 2005), sering terjebak pada lokal minimum, membutuhkan 
waktu yang lama untuk mencapai konvergen dan memiliki kemampuan yang 
rendah dalam belajar sehingga menghasilkan output yang tidak akurat (Cheng 
dkk., 2009). 
Kinerja BPNNdipengaruhi oleh arsitektur neural network (jumlah layer 
dan unit) dan algoritma pembelajaran.Tidak ada ketentuan yang pasti dalam 
menentukansetingarsitektur neural network, tetapi dengan jumlah layer dan 
unitdari arsitektur yangterlalu kecil mengakibatkanBPNNtidak mampubelajar dan 
menghasilkan solusi terbaik. Bila ukuran arsitektur yang diguankan 
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terlalubesar,BPNNakan bersifatlambat dalam prosesgeneraslisasi 
danmembutuhkan waktu yang banyak dalam proses training (Chee dkk., 2011). 
Banyak penelitian yang telah dikembangkan untuk memperbaiki 
kelemahan BPNN,diantaranya menggunakan metode particle swarm optimizatian 
(PSO) dan GA. PelatihanBPNNdengan menggunakan metode PSO membutuhkan 
sedikit parameter dan membutuhkan waktu yang lebih cepat untuk mencapai 
konvergen (Andres dkk., 2011).Metode PSO memiliki kelemahan dalam 
melakukan pencarian nilai optimallokal.Pada proses optimasinyasering terjadi 
premature convergent (konvergen pada solusi optimum lokal) karena memiliki 
ruang pencarian yang terbatas (Suyanto, 2008).PeramalanBPNNdengan 
menggunakan metode GA menghasilkan kondisi yang lebih baik dari pada 
menggunakan metode PSO.Kelebihan metode GA dalam melakukan optimasi 
dikarenakan adanya faktor probabilitasmutation dan crossover. Parameter-
parameter tersebut menyebabkan ruang pencarian solusi optimasi GA lebih besar 
untuk menghasilkan solusi optimal global (Zhang dkk., 2013). Adapun kelemahan 
yang dimiliki pada metode GA adalahproses optimasi membutuhkan waktu yang 
lebih lama untuk mencapai kondisi konvergen. Selain itu, pada pemilihan nilai 
dan fungsi crossover yang tidak tepat akan mengakibatkan nilai optimal global 
tidak tercapai secara cepat dan tepat(Ahmad dkk., 2010). 
Penelitian untuk mendapatkan nilai optimum dari respon-responaccuracy, 
surface roughness dan volumetric material removal ratedilakukan dengan 
menggunakan parameter-parameter proses on time, off time, arc on time dan servo 
voltage(Ugrasen dkk., 2014). Rancangan percobaan tersebut ditetapkan dengan 
menggunakan metode Taguchi yang berupa matriks ortogonal L16 dan replikasi 
sebanyak dua kali. Metode optimasi yang digunakan adalah back propagation 
neural network (BPNN) dan fungsi aktifasi Levenberg Marquardt algorithm 
(LMA).Data hasil eksperimen tersebut dijadikan data input pada optimasi BPNN, 
dan akan dikelompokkan menjadidata training, data testing dan data validasi 
dengan persentase data standard sebesar secara berurutan 60:20:20, serta dipilih 
secara random. Pada penelitian tersebut diperoleh kesimpulan bahwa optimasi 
BPNN dengan menggunakan persentase data training sebesar 70% menghasilkan 
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nilai mean square error (MSE) yang lebih kecil dari pada menggunakan 
persentase data trainingsebesar 50% dan 60%. 
Penelitian dengan metode response surface methodology (RSM) 
danGAdigunakan untuk mencari nilai kekasaran permukaan minimum 
padaparameter-parameteron time, off time, wire feed rate dan servo voltage 
(Shandilya dan Jain, 2012). Dari penelitian ini diperoleh kesimpulan bahwa nilai 
eror absolut antara nilai hasil eksperimen dengan nilai prediksi kekasaran 
permukaan dengan menggunakan metode GA hanya sebesar 3,57%. 
Penelitian yang akan dilakukan ini bertujuan untuk menentukan seting dari 
parameter WEDM arc on time, on time, open voltage, off time, dan servo voltage 
untuk menghasilkan respon-respon tebal lapisan recast, kekasaran permukaan dan 
microcracksyang minimum pada material baja SKD61.Metode optimasiyang 
digunakan adalahbackpropagation neural network (BPNN)dan genetic algorithm 
(GA).  
 
1.2 Rumusan Masalah  
Berdasarkan latar belakang yang telah dijelaskan, maka dapat ditetapkan 
rumusan masalah sebagai berikut: 
1. Bagaimana arsitektur jaringan backpropagation neural network 
(BPNN)dan genetic algorithm (GA) yang tepat untuk memprediksi tebal 
lapisan recast, kekasaran permukaan dan microcrackpada proses 
pemesinan WEDM dengan parameter-parameter prosesarc on time, on 
time, open voltage, off time, dan servo voltage. 
2. Bagaimana pengaturan yang tepat dari parameter-parameter proses 
tersebut pada proses pemesinan WEDM agar dapat meminimumkan tebal 
lapisan recast, kekasaran permukaan dan microcrack. 
 
1.2.1 Batasan Masalah 
Batasan masalah yang diberlakukan agar penelitian dapat berjalan secara 
terarah dan dapat mencapai tujuan yang diinginkan adalah sebagai berikut: 
1. Tidak membahas sistem elektronika, sistem kontrol, dan pemrograman 
CNC yang digunakan pada proses pemesinan. 
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2. Tidak membahas komponen biaya pada proses pemesinan. 
3. Retakan di dalam blowholes tidak diukur. 
 
1.2.2 Asumsi Penelitian 
 Asumsi yang diberlakukan dalam penelitian ini adalah sebagai berikut: 
1. Faktor–faktor yang tidak diteliti dianggap konstan dan tidak berpengaruh 
secara signifikan terhadap hasil penelitian. 
2. Faktor interaksi tidak digunakan dalam penelitian ini. 
3. Sifat mekanik dan komposisi kimia material yang digunakan homogen. 
4. Mesin bekerja dalam kondisi baik selama proses pemesinan. 
5. Alat ukur yang digunakan selama proses pemesinan layak dan terkalibrasi. 
 
1.3 Tujuan Penelitian 
Tujuan penelitian berdasarkan rumusan masalah adalah sebagai berikut: 
1. Membuat arsitektur jaringan backpropagation neural network (BPNN)dan 
genetic algorithm (GA) yang tepat untuk memprediksi tebal lapisan recast, 
kekasaran permukaan dan microcrack pada proses pemesinan WEDM 
dengan parameter-parameter proses arc on time, on time, open voltage, off 
time, dan servo voltage. 
2. Menentukan pengaturan yang tepat dari parameter-parameter proses 
tersebut pada proses pemesinan WEDM agar dapat meminimumkan tebal 
lapisan recast, kekasaran permukaan dan microcrack. 
 
1.4 Manfaat Penelitian 
Manfaat yang dapat diperoleh dari penelitian ini adalah sebagai berikut: 
1. Menambah database tentang pengaturan seting faktor pada proses 
pemesinan WEDM untuk mengoptimasi tebal lapisan recast dan kekasaran 
permukaan, serta pengaruhnya terhadap microcrack pada benda kerja. 
2. Sebagai bahan referensi dan penelitian selanjutnya untuk mengembangkan 
tentang optimasi tebal lapisan recast dan kekasaran permukaan benda 
kerja, serta pengaruhnya terhadap mickrocrack pada benda kerja. 
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BAB II 
DASAR TEORI  
 
2.1 Proses Pemesinan EDM 
Salah satu proses pemesinan yang paling banyak digunakan di 
industriadalah electrical discharge machining (EDM). Proses EDM merupakan 
proses pengerjaan material oleh loncatan bunga api listrik diantara dua elektroda, 
yaitu elekroda benda kerja dan elektroda pahat yang memanfaatkan aliran cairan 
dielektrik selama proses berlangsung. Proses pengerjaan material pada proses 
pemesinan EDM dilakukan dengan memanfaatkan energi termal. Beberapa 
keunggulan yang dimiliki proses pemesinan EDM adalah sebagai berikut (Pandey 
dan Shan, 1980): 
a. Benda kerja tidak mengalami chatter dan deformasi mekanik karena tidak 
terdapat kontak fisik antara benda kerja dan pahat. 
b. Mampu mengerjakan bentuk benda kerja yang kompleks dan terbuat dari 
material yang sangat konduktif, keras dan tangguh dengan derajat 
kepresisian dan kualitas permukaan yang sangat tinggi. 
c. Hampir semua pekerjaan yang dilakukan pada mesin konvensional biasa 
dapat dilakukan dengan proses ini. 
d. Distribusi kawah kecil yang dihasilkan tidak akan menurunkan kekuatan 
lelah benda kerja yang cukup besar. 
e. Proses dapat dijalankan secara otomatis sehingga faktor operator dalam 
menghasilkan kualitas benda kerja dapat diabaikan. 
Proses pemesinan EDM dapat diklasifikasikan menjadi beberapa jenis 
seperti yang ditunjukkan oleh Gambar 2.1 sebagai berikut (Pandey dan Shan, 
1980): 
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Gambar 2.1 Klasifikasi proses pemesinan EDM 
 
2.2 Proses Pemesinan wire electrical discharge machining (WEDM) 
ProsespemesinanWEDMmerupakan proses yang dimulai dengan cara 
menghubungkan catu daya pada kawat elektroda yang memiliki diameter tertentu 
dengan benda kerja yang berada pada cairan dielektrik (Sommer dan Sommer, 
2005). Kawat elektroda dan benda kerja dihubungkan pada kutub yang 
berlawanan. Pada umumnya, kawat elektroda dihubungkan pada kutub negatif dan 
benda kerja dihubungkan pada kutub positif. Proses pengerjaan material dilakukan 
oleh sejumlah loncatan bunga api listrikyang terjadi diantara celah benda kerja 
dan elektroda. Bunga api listrik akan meloncat dari kawat elektroda yang 
merupakan kutub negatif menuju benda kerja yang merupakan kutub positif. 
Bunga api listrik tersebut tidak terjadi secara kontinyu, tetapi periodik terhadap 
waktu. Prinsip dasar prosesWEDMditunjukkan pada Gambar 2.2. 
 
Gambar 2.2 Prinsip dasarprosesWEDM 
 
 
 
 
 
 
9 
 
 
 
2.2.1 Mekanisme Proses WEDM 
Pada proses WEDM, setiap loncatan bunga api listrik dengan energi yang 
tinggi akan menumbuk benda kerja, sehingga menyebabkan terjadinya perubahan 
energi listrik menjadi energi panas. Hal ini menyebabkan permukaan benda kerja 
maupun elektroda akan mengalami kenaikan temperatur sekitar 8000 oC hingga 
12000oC(Bagiasna, 1979). Kenaikan temperatur tersebut cukup membuat benda 
kerja dan elektroda meleleh dan mengakibatkan terjadinya penguapan.Hal ini 
akan menimbulkan gelembung udara yang akan terus mengembang sesuai dengan 
kenaikan suhu yang terjadi. Pelelehan dan penguapan yang terjadi pada benda 
kerja jauh lebih tinggi daripada pelelehan dan penguapan yang terjadi pada 
elektroda. Setelah terjadi loncatan bunga api listrik, aliran listrik akan terhenti 
sesaat memasuki off time. Hal ini akan menyebabkan perubahan temperatur yang 
mendadak, sehingga lelehan benda kerja dan elektroda akan membeku dengan 
cepat. Selain itu, gelembung gas akan meledak dan terpencar keluar sehingga 
meninggalkan kawah-kawah halus pada permukaan material. Hasil pembekuan 
itulah yang akan dibawa keluar oleh cairan dielektrik. 
Penjelasan secara sederhana mengenai urutan proses pengerjaan material 
pada WEDMdiilustrasikan padaGambar 2.3 hingga Gambar 2.6 sebagai berikut 
(Sommer dan Sommer, 2005): 
Langkah 1: Tegangan dan arus listrik dihasilkan dari kawat yang 
dikelilingi oleh air deionisasi seperti yang ditunjukkan pada Gambar 2.3. 
 
Gambar 2.3 Pembangkitan tegangan dan arus listrik oleh catu daya 
 
Tegangan dan arus 
mengendalikan bunga api 
listrik diantara kawat elektroda 
dan benda kerja 
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Langkah 2: On time mengendalikan bunga api yang dihasilkan oleh 
elektroda kawat dan benda kerja seperti yang ditunjukkan pada Gambar 2.4. 
 
Gambar 2.4 Pengikisan material oleh bunga api listrik saat on time 
 
Langkah 3: Selamaoff time, cairan dielektrik bertekanan membilas 
material dari partikel hasil pengikisan seperti yang ditunjukkan pada Gambar 2.5. 
 
Gambar 2.5 Proses pengikisan material yang berhenti saat off time 
 
Langkah 4: Sistem saringan digunakan untuk membilas partikel dari 
cairan dielektrik dan cairan tersebut digunakan kembali seperti yang ditunjukkan 
pada Gambar 2.6. 
 
Gambar 2.6 Pembilasan geram oleh cairan dielektrik 
 
Cairan dielektrik berperan sebagai 
penghambat tegangan hingga 
tegangan yang dibutuhkan telah 
tepenuhi. Kemudian cairan 
deionisasi dan bunga api listrik 
terjadi diantara kawat elektroda 
dan benda kerja. Bunga api listrik 
secara cepat melelehkan dan 
menguapkan bahan benda kerja. 
Bahan benda kerja yang 
meleleh membentuk 
geram. Sebuah saringan 
memisahkan geram 
sehingga cairan dieletrik 
dapat digunakan kembali 
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Lamanya nyala bunga api listrik ini sangat tergantung pada besarnya 
muatan yang mengisi kapasitor. Jika muatan pada kapasitor besar, maka spark 
yang terjadi lebih lama, sehingga lebih banyak material dari benda kerja yang 
mampu dilelehkan dan diuapkan. Dengan demikian untuk setiap percikan bunga 
api listrik yang lebih lama nyalanya akan terjadi kawah (crater) yang lebih dalam 
dan lebih lebar. Periode waktu nyala bunga api listrik ini kemudian lebih dikenal 
dengan arc on time, sedangkan periode waktu saat pengisian kapasitor hingga 
mencapai breakdown voltage disebut sebagai charging time dan saat ini tidak 
timbul bunga api listrik sehingga dikenal sebagai arc off time. Besar kecilnya 
percikan bunga api listrik ini dapat diatur dengan memvariasikan tegangan dari 
catu daya (power supply). Semakin tinggi tegangan yang diberikan, maka semakin 
besar juga spark gap yang digunakan untuk mencapai breakdown voltage yang 
lebih besar akibatnya percikan bunga api listrik yang terjadi juga lebih besar. 
Konsekuensinya adalah kawah yang lebar dan dalam akan terbentuk dan berakibat 
kekasaran permukaan hasil pemesinan menjadi kasar, namun produktivitas 
menjadi semakin besar, sehingga cocok untuk proses pengkasaran (Suharjono, 
2004). 
Secara komparatifpenguranganmaterialterkikispada proses EDM dari 
katoda(kawat) dibandingkan dengananoda (benda kerja)adalah sebagai berikut 
(Pande dan Shan, 1985): 
1. Momentumionpositifmenumbukpermukaankatodajauh lebih kecil dari 
padamomentumaliranelektronmenumbuk permukaananoda. Berdasarkan 
hukum kekekalan momentum, maka massa elektron yang lebih kecil dari 
pada massa ion positif mengakibatkan kecepatan elektron untuk menumbuk 
anoda menjadi lebih besar. Jumlah elektron dalam aliran elektron tersebut 
berjumlah lebih banyak dari pada jumlah ion positif yang menumbuk katoda. 
2. Gaya tekanyang dihasilkanakibat percikanlistrik pada permukaankatodadapat 
mengurangikeausan kawat. Percikan listrik terjadi di permukaan kawat dan 
mengakibatkan tekanan dipermukaan katoda menjadi lebih besar. Tekanan 
tersebut mengakibatkan kecepatan ion positif yang menumbuk katoda 
menjadi lebih kecil sehingga impuls yang dihasilkan menjadi kecil.  
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Proses erosi pada permukaan elektroda dipengeruhi oleh parameter-
parameter yaitu antara lain: polaritas, konduktivitas panas elektroda, titik leleh, 
interval waktu dan intensitas dari loncatan bunga api listrik. Parameter-parameter 
tersebut diseting untuk memperoleh nilai persen erosi pada permukaan benda 
kerja adalah sebesar 99,5% dan permukaan elektroda adalah sebesar 0,5%. 
Kondisi tersebut dikenal dengan istilah erosi asitemtris. Proses erosi tersebut 
disebabkan karena kecepatan tumbukan oleh ion-ion positif terhadap katoda lebih 
rendah dari pada kecepatan tumbukan oleh elektron-elektron terhadap anoda 
seperti yang ditunjukkan pada Gambar 2.7. Total energi tumbukan seluruh 
elektron adalah lebih besar dibandingkan dengan energi tumbukan oleh ion-ion. 
 
 
Gambar 2.7 Proses erosi asimetris (Amorim dan Weingaetner, 2007) 
 
Notasi-notasi yang digunakan pada Gambar 2.7 adalah sebagai berikut: 
îe  = discharge current, A 
tp  = pulse cycle time, ms 
pin  = dielectric inlet pressure, MPa 
ue  = discharge voltage, V 
td  = ignition delay time, ms 
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ûi  = open circuit voltage, V 
te  = discharge duration, ms 
Ve  = electrode wear rate, mm
3/min 
ti  = pulse duration, ms 
Vw  = material removal rate, mm
3/min 
t0  = pulse interval time, ms 
 
Hubungan antara laju erosi anoda atau katoda dan on timeitu digambarkan 
secara skematis seperti yang ditunjukkan padaGambar 2.8.Laju erosi katoda lebih 
rendah dari laju erosi anoda dengan on time lebih kecil, yaitu sebesar Ton<0,5 µs. 
Sedangkan nilai on time diantara interval 0,5-30µs, laju erosi katoda lebih besar 
dari pada laju erosi anoda. Pada interval tersebutkawah percikan tunggal yang 
dihasilkan pada permukaan katoda akan lebih besar dari pada di permukaan 
anoda. Oleh karena itu, pulsa menghasilkan sirkuit yang digunakan dalam 
penelitian ini memilih pulsa DC yang menghasilkan rangkaian dari polaritas 
positif untuk mengatur kawat sebagai anoda. 
 
Gambar 2.8 Laju erosi anoda dan katoda terhadapon time 
 
Gambar 2.8 menunjukkan diagram pengisian (charging) dan pelepasan 
(discharging) pada proses WEDM. Loncatan bungan api listrik terjadi, apabila 
tegangan kapasitor sama dengan tegangan break down voltage (Vb) dielektrik. 
Setelah discharge, kapasitor diisi ulang dan siklus terjadi pengulangan seperti 
yang ditunjukkan Gambar 2.8. Nilai servo meter diperbesar yang berarti celah 
antara eletroda benda kerja (spark gap) menjadi lebih sempityang berakibat 
menurunkan break down voltage (Vb) serta memperpendek waktu ionisasi dari 
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dielektrik dan mempertinggi aliran arus listrik rata-rata untuk proses pengerjaan 
(average machine current).  
 
Gambar 2.9 Diagram pengisisian (charging) dan pelepasan (discharging) 
 
Notasi-notasi yang digunakan pada Gambar 2.9 adalah sebagai berikut: 
Vs = Tegangan power supply untuk mengisis kondesor C (volt)  
Vb = Tegangan break down pada celah dielektrik. 
Waktu sela (interval time) merupakan waktu untuk melakukan pengisian 
kapasitor dan pendinginan. Interval time tidak tergantung pada polaritas dan 
material dari penda kerja maupun elektroda. Bila interval time yang lebih singkat, 
maka keausan elektroda menjadi lebih kecil. Nilai interval time diatur dengan 
menseting nilai tahanan (R) yang digunakan pada rangkaian kapasitor. Perubahan 
nilai tahanan pada sirkuit pengisian akan mengubah waktu pengisian kapasitor 
dan frekuensi loncatan bunga api. 
  
Vs 
Vb 
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2.2.2 ParameterProsesWEDM 
Beberapa faktorpada proses WEDM(Instruction Manual Book Wire-
EDMCHMERCW32GF) adalah sebagai berikut: 
1. Open voltage (OV) 
Open voltage adalah faktor yang mengatur perbedaan tegangan antara 
benda kerja dan kawat elektroda selama proses pemesinan. 
2. Low Power (LP) 
Low power merupakan faktor yang mengatur jenis sumber energi 
pemotongan (AC atau DC) dan besarnya energi tersebut. 
3. On time (ON) dan off time (OFF) 
Loncatan bunga api listrik harus terjadi selama on time dan harus berhenti 
selama off time secara bergantian pada saat proses pemesinan wire-EDM 
berlangsung. Pada saat on time, timbul tegangan listrik pada celah antara 
benda kerja dan kawat elektroda yang menghilang saat off time. Oleh 
karena itu, proses hanya terjadi saat on time saja. 
4. Arc on time (AN) dan arc off time (AFF) 
Arc on time adalah waktu yang mengatur selama arus tambahan, 
sedangkan arc off time adalah waktu yang mengatur arus tambahan 
tersebut berhenti. 
5. Servo voltage (SV) 
Servo voltage adalah tegangan yang diberikan untuk menghindari 
hubungan singkat yang mungkin terjadi dan dilakukan dengan mengatur 
jarak antara kawat elektroda dan benda kerja. 
6. Feedrate override (FR) 
Feedrateoverride adalah faktor yang digunakan untuk menyesuaikan 
kecepatan pemakanan yang digunakan. 
7. Wire feed (WF) dan wire tension (WT) 
Wire feed adalah faktor yang digunakan untuk mengatur kecepatan 
pemakanan kawat elektroda, sedangkan wire tension adalah faktor yang 
digunakan untuk mengatur ketegangan kawat elektroda. 
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8. Water flow (WL) 
Water flow adalah faktor yang digunakan untuk mengatur tekanan flushing 
dari upper dan lower nozzle. 
9. Feedrate mode (FM) dan feedrate (F) 
Feedrate mode adalah faktor yang digunakan untuk memilih kecepatan 
pemakanan servo atau kecepatan pemakanan konstan, sedangkan feedrate 
adalah faktor yang digunakan untuk menentukan kecepatan pemakanan 
yang konstan. 
 
2.2.3 Jenis-jenis Elektroda Kawat 
Pemilihan jenis kawat pada dasarnya tergantung pada sifat fisik dan 
mekanis dari benda kerja, namun kawat elektroda yang ideal harus memiliki 
karakteristik seperti konduktivitas listrik yang baik dan kekuatan mekanik yang 
baik (kekuatan tarik, elongation, dan lain-lain). Jenis-jenis kawat elektroda yang 
biasa digunakan adalah (Guitrau, 1997): 
1. Elektroda kawat tembaga 
Elektroda kawat tembaga merupakan kawat elektroda yang digunakan 
pertama kali pada proses WEDM. Kawat elektroda ini memiliki beberapa 
kekurangan yaitu memiliki kekuatan tarik yang rendah dan sangat mudah 
menyerap panas pada proses pemotongan. 
2. Elektroda kawat kuningan 
Elektroda kawat kuningan merupakan paduan dari tembaga (Cu) dan seng 
(Zn). Pada umumnya, elektroda ini memiliki presentase Zn yang tinggi 
yang baik untuk proses pemesinan WEDM. Kelebihan yang dimiliki kawat 
elektroda kawat kuningan ini adalah mempunyai kekuatan tarik yang 
tinggi dibandingkan kekuatan tarik dari tembaga, kekerasan tinggi dan 
suhu penguapan rendah. 
3. Elektroda kawat berpelapis 
Banyak kawat elektroda khusus yang digunakan untuk mengerjakan benda 
kerja dengan karakteristik tertentu. Kawat elektroda tersebut antara lain: 
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a. Coated copper core wire 
Kawat elektroda ini cocok untuk proses pemesinan dengan kecepatan 
pemotongan yang tinggi dan benda kerja yang tebal. Akan tetapi, 
kekasaran permukaan yang dihasilkan oleh kawat elektroda ini besar. 
b. Coated brass core wire 
Kawat elektroda ini cocok untuk proses pemesinan berbagai jenis 
material, termasuk karbida. 
 
2.2.4 Pembilasan geram (flushing) 
Pembilasan geram adalah pembuangan geram yang dihasilkan saat proses 
pemesinan pada WEDM(Sommer dan Sommer, 2005). Proses ini dilakukan oleh 
cairan dielektrik yang mengalir diantara celah benda kerja dan elektroda. 
Pembilasan geram yang tidak sempurna akan menyebabkan penimbunan geram 
yang dihasilkan. Penimbunan geram tersebut akan menyebabkan loncatan bunga 
api menjadi tidak teratur sehingga merusak benda kerja dan elektroda. Selain itu, 
penimbunan geram akan menyebabkan hubungan singkat antara benda kerja dan 
elektroda. 
Ada empat tipe metode pembilasan geram yang dikenal, yaitu close 
contact machining, one side (upper) open clearance machining, one side (bottom) 
open clearance machining, dan open contact machining. Ilustrasi dari keempat 
tipe metode pembilasan geram tersebut ditunjukkan oleh Gambar 2.10(Sommer 
dan Sommer, 2005). 
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Gambar 2.10 Metode pembilasan gerampada proses WEDM: a. close contact 
machining, b. one side (upper) open clearance machining, c. one side (bottom) 
open clearance machining, d. open contact machining 
 
Kepresisian dari permukaan benda kerja hasil permotongan yang halus 
dapat dilakukan dengan menggunakan metode pembilasan geram tipe open 
contact machining. Metode ini dapat menghasilkan kekasaran permukaan 
aritmatika hingga 0,32 μm. Akan tetapi, metode ini tidak dianjurkan untuk 
mengerjakan material yang memiliki ketebalan melebihi 70 mm. 
 
2.3 Parameter Respon Eksperimen  
2.3.1 Lapisan Recast 
Lapisan recast adalah lapisan putih pada permukaan benda kerja yang 
terbentuk akibat pengaruh panas yang ditimbulkan oleh loncatan bunga api listrik 
(Guitrau, 1997). Lapisan recast merupakan bagian benda kerja (material induk) 
yang ikut meleleh kemudian membeku kembali dan membentuk lapisan baru pada 
permukaan benda kerja. Lapisan recast tidak mungkin dihilangkan dalam proses 
pemesinan WEDMsehingga pengaturan parameter-parameter yang ada hanya 
dapat meminimalkan ketebalan lapisan recast yang terbentuk. 
Benda kerja yang mengalami proses pemesinan dengan WEDMmemiliki 
kekerasan yang tidak lagi homogen. Hal ini terjadi karena pada benda kerja 
terbentuk tiga lapisan baru dengan karakteristik yang berbeda-beda. Ketiga 
lapisan ini adalah lapisan recast, heat affected zone(HAZ), dan material induk. 
Gambar 2.11 menunjukkan distribusi kekerasan pada benda kerja hasil 
proses pemesinan dengan WEDM. Struktur paling atas dari lapisan permukaan 
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benda kerja hasil pemotongan adalah lapisan yang mencair dan membeku kembali 
(meltedand resolidified layer) dengan cepat akibat dari proses pembilasan. 
Lapisan ini juga biasa disebut lapisan recast(Uddeholm, 2007). Kedua lapisan ini 
termasuk dalam lapisan HAZ. Lapisan ini juga terpengaruh panas tetapi tidak 
sampai mencair, kemudian mengalami pengerasan kembali (Uddeholm, 2007). 
Lapisan recast dan HAZ telah mengalami perubahan struktur kristal 
karena pengaruh panas selama proses pemesinan berlangsung. Hal ini 
menyebabkan struktur kristal baru yang terbentuk berbeda dengan struktur kristal 
material induk sehingga bersifat sangat keras dan getas. Sifat getas pada pahat 
potong dapat menyebabkan pahat potong menjadi cepat aus dan rusak bahkan 
dapat menimbulkan retak (crack).  
 
Gambar 2.11 Distribusi kekerasan masing-masinglapisan pada benda kerjahasil 
WEDM(Uddeholm, 2007). 
 
Parameter-parameter yang digunakan untuk meminimalkan tebal lapisan 
recast adalah parameter-parameter yang mempengaruhi HAZ. Hal ini dapat 
dilakukan karena lapisan recast juga merupakan bagian dari HAZ. Kedalaman 
HAZ dan lapisan recast dipengaruhi oleh arus, jenis power supply, dan jumlah 
skim cutting (Sommer dan Sommer, 2005). Jenis power supply yang dapat 
meminimalkan HAZ adalah DC power supply. Walaupun parameter-
parameteryang digunakan untuk meminimalkan ketebalan lapisan recast adalah 
parameter-parameteryang mempengaruhi HAZ, proses pengukuran dan optimasi 
hanya dilakukan pada ketebalan lapisan recast. Hal ini dilakukan karena lapisan 
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recast berwarna putih sehingga mudah dikenali tanpa harus melakukan proses 
etsa. 
2.3.2 Kekasaran Permukaan  
Kekasaran permukaan didefinisikan sebagai ketidakteraturan konfigurasi 
permukaan pada suatu benda atau bidang. Kekasaran rata-rata aritmatika dari garis 
rata-rata profil merupakan penyimpangan rata-rata aritmatika adalah nilai rata-rata 
dari ordinat-ordinat profil efektif garis rata-ratanya. Profil efektif merupakan garis 
bentuk dari potongan permukaan efektif oleh sebuah bidang yang telah ditentukan 
secara konvensional terhadap permukaan geometris ideal. Ilustrasi yang lebih 
jelas terhadap permukaan geometris, permukaan efektif, profil geometris dan 
profil efektif ditunjukkan Gambar 2.12 (Juhana dan Suratman, 2000). 
 
Gambar 2.12 Parameter kekasaran permukaan(Juhana dan Suratman, 2000) 
 
Nilaikekasaran aritmatika(Ra) ditentukan dari nilai-nilai ordinat 
(y1,y2,y3,...,yn) yang dijumlahkan tanpa memperhitungkan tandanya. Secara umum 
Ra dirumuskan: 
Ra= 
1
0
11
dxy
ll
 (2.1) 
Harga Ra tersebut dapat didekati oleh persamaan: 
Ra= 

n
i
iy
n 1
1
= 
n
y...yyy n321   (2.2) 
Dengan: 
Ra =  nilai kekasaran aritmatika 
yn =  tinggi atau dalam bagian-bagian profil hasil pengukuran jarum peraba 
n =  frekuensi pengukuran 
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l =  panjang sampel yang telah ditentukan, yaitu panjang dari profil efektif 
   yang diperlukan untuk menentukan kekasaran permukaan yang diteliti. 
Posisi Ra dan bentuk profil, panjang sampel, dan panjang pengukuran yang 
dibaca oleh alat ukur kekasaran permukaan dapat dilihat pada Gambar 2.10. 
 
Gambar 2.13 Parameter dalam profil permukaan(Rochim, 2001) 
 
Keterangan Gambar 2.13adalah sebagai berikut(Rochim, 2001): 
1. Profil Geometris Ideal (Geometrically Ideal Profile) 
Profil ini merupakan profil dari geometris permukaan yang ideal 
yang tidakmungkin diperoleh karena banyaknya faktor yang 
mempengaruhi dalam proses pembuatannya. Bentuk dari profil 
geometrisideal ini dapat berupa garis lurus, lingkaran dan garis lengkung. 
2. Profil Referensi (Reference Profile) 
Profil ini digunakan sebagai dasar dalam menganalisis karakteistik 
dari suatu permukaan. Bentuk profil ini sama dengan bentuk profil 
geometris ideal, tetapi tepat menyinggung puncak tertinggi dari profil 
terukur pada panjang sampel yang diambil dalam pengukuran. 
3. Profil Terukur (Measured Profile) 
Profil terukur adalah profil dari suatu permukaan yang diperoleh 
melalui proses pengukuran. Profil inilah yang dijadikan sebagai data untuk 
menganalisis karakteristik kekasaran permukaan produk pemesinan. 
4. Profile Dasar (Root Profile) 
Profil dasar adalah profil referensi yang digeserkan kebawah 
hingga tepat pada titik paling rendah pada profil terukur. 
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5. Profile Tengah (Centre Profile) 
Profil tengah adalah profil yang berada ditengah-tengah denganposisi 
sedemikian rupa sehingga jumlah luas bagian atas profil tengahsampai pada profil 
terukur sama dengan jumlah luas bagian bawah profiltengah sampai pada profil 
terukur. Profil tengah ini sebetulnyamerupakan profil referensi yang digeserkan 
kebawah dengan arah tegaklurus terhadap profil geometris ideal sampai pada 
batas tertentu yangmembagi luas penampang permukaan menjadi dua bagian yang 
samayaitu atas dan bawah. 
ISO (International Organization for Standardization) telah mengklasi-
fikasikan nilai kekasaran rata-rata aritmetik(Ra) menjadi 12 tingkat kekasaran 
seperti yang ditunjukkan pada Tabel 2.1. Angka kekasaran permukaan ini 
bertujuan untuk menghindari kemungkinan terjadinya kesalahan dalam menginter-
pretasikan satuan harga kekasaran permukaan. Dengan adanya satuan harga ini, 
kekasaran permukaan dapat dituliskan langsung dengan menyatakan harga Ra atau 
dengan menggunakan tingkat kekasaran ISO. 
Tabel 2.1 Nilai Kekasaran dan Tingkat Kekasaran 
Tingkat kekasaran 
ISO Number 
Nilai kekasaran 
Ra (µm) 
Panjang sampel 
(mm) 
Keterangan 
N1 0.025 
0.08 Sangat halus 
N2 0.05 
N3 0.1 
0.25 Halus 
N4 0.2 
N5 0.4 
0.8 Normal 
N6 0.8 
N7 1.6 
N8 3.2 
N9 6.3 
2.5 Kasar 
N10 12.5 
N11 25 
8 Sangat kasar 
N12 50 
Sumber: Rochim, 2001 
 
Penggunaan variabel Ra sebenarnya tidak mempunyai dasar yang kuat untuk 
mengidentifikasi ketidakteraturan konfigurasi permukaan karena beberapa profil 
permukaan dapat menghasilkan nilai Rayang hampir sama. Akan tetapi, variabel 
Ra cocok digunakan untuk memeriksa kualitas permukaan akhir benda kerja yang 
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dihasilkan dalam jumlah banyak. Variabel Ra lebih peka terhadap penyimpangan 
yang terjadi pada proses pemesinan bila dibandingkan dengan variabel-variabel 
kekasaran permukaan yang lain. Dengan demikian pencegahan akan dapat 
dilakukan jika muncul tanda-tanda penambahan angka kekasaran permukaan 
benda kerja.Beberapa nilai contoh kekasaran yang dapat dicapai dengan beberapa 
cara pengerjaan diperlihatkan oleh Tabel 2.2 (en.wikipedia.or/wiki/surfacefinish). 
 
Tabel 2.2 Nilai kekasaran beberapa proses pengerjaan 
 
 
 
 
  
KasarNormalHalus 
 
Sumber: (en.wikipedia.or/wiki/surface_finish). 
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2.3.3 Microcrack 
Microcracks, crater, danmicrovoids merupakan beberappa aspek dari 
surface integrity. Adanya microcracks, crater, danmicrovoidsakan menyebabkan 
benda kerja tidak dapat berfungsi dengan baik.Pada proses pemesinan WEDM, 
microcracks yang terjadi pada benda kerja disebabkan oleh faktor pulse on time 
dan pulse current(Lee dan Tai, 2003). Selain itu, konduktivitas termal yang 
dimiliki oleh material juga mempengaruhi terjadinya microcracks. Gambar 2.14 di 
bawah ini menunjukkan foto SEM dengan microcracks yang terjadi pada baja 
AISI D2. 
 
(a) microcracks yang terjadi pada recast layer 
 
(b) microcracks pada recast layer dan 
menyentuh material induk 
Gambar 2.14 Foto SEM dari baja AISI D2 hasil proses WEDM (a) microcracks 
yangterjadi pada recast layer (b) microcracks pada recast layer dan menyentuh 
material induk. 
 
Jika suatu material dianggapdipisahkan, deviasi permukaan menunjukkan 
bahwa parameter-parameter WEDM yang berbeda menyebabkan kepadatan-
kepadatan retakan permukaan yang berbeda. Tetapi, karena retakan permukaan 
adalah suatu sumber yang potensial untuk terjadinya kegagalan komponen, maka 
diperlukan pengkualifikasian derajat dari retakan dengan menggunakan beberapa 
standar yang bersifat objektif. Pengkuantifikasian dengan cara mengestimasi 
lebar, panjang atau kedalaman retakan atau bahkan jumlah dari retakan, tidak 
mudah untuk dilakukan. Oleh karena itu, Lee dan Tai (2003) mendefinisikan suatu 
kepadatan retakan permukaan sebagai rasio antara panjang retakan keseluruhan di 
penampang yang diamati dengan luas penampang yang diamati, untuk 
 
 
 
 
 
 
25 
 
 
 
mengevaluasi seberapa parah keretakan yang terjadi. Dengan demikian, kepadatan 
retakan permukaan (KRP) dapat dirumuskan sebagai berikut:  
KRP = 
𝑃𝑎𝑛𝑗𝑎𝑛𝑔  𝑟𝑒𝑡𝑎𝑘𝑎𝑛  𝑘𝑒𝑠𝑒𝑙𝑢𝑟𝑢 𝑕𝑎𝑛  𝑑𝑖  𝑝𝑒𝑛𝑎𝑚𝑝𝑎𝑛𝑔  𝑦𝑎𝑛𝑔  𝑑𝑖𝑎𝑚𝑎𝑡𝑖  
𝑙𝑢𝑎𝑠  𝑝𝑒𝑛𝑎𝑚𝑝𝑎𝑛𝑔  𝑦𝑎𝑛𝑔  𝑑𝑖𝑎𝑚𝑎𝑡𝑖
[𝜇𝑚 ]
[𝜇𝑚 2]
 (2.3) 
Pada proses WEDM, crater yang tejadi pada benda kerja disebabkan oleh 
temperatur yang tinggi akibat loncatan bunga api yang menumbuk benda kerja. 
Hal ini akan mengakibatkan benda kerja meleleh dan menguap, sehingga akan 
timbul crater pada benda kerja (Ayu, 2006). Faktor pulse on dutration dan pulse 
current yang tinggi menyebabkan crater yang terjadi semakin dalam dan 
kekasaran permukaan benda kerja yang terjadi semakin besar. Gambar 2.15 
menunjukkan crater hasil proses WEDM pada baja AISI 4140. 
 
(a)kekasaran permukaan (Ra) pada Ion = 1,5 A 
dan Ton = 3,2 s 
 
(b) kekasaran permukaan (Ra) pada Ion = 12,5 A 
dan Ton = 12 s 
Gambar 2.15 Foto SEM pada baja AISI 4140 hasil proses WEDM 
 
2.4 Metode Taguchi 
Pada tahun 1940, Dr. Genichi Taguchi memperkenalkan metode Taguchi 
yang merupakan metodologi baru dalam bidang teknik yang bertujuan untuk 
memperbaiki kualitas produk dan proses, serta bertujuanmenekan biaya dan 
resources seminimal mungkin.Metode Taguchi berupaya mencapai sasaran 
tersebut dengan menjadikan produk dan proses tidak sensitif terhadap berbagai 
faktor gangguan (noise), seperti material, perlengkapan manufaktur, tenaga kerja 
manusia, dan kondisi-kondisi operasional(Soejanto, 2009). Metode Taguchi 
menjadikan produk dan proses memiliki sifat kokoh (robust) terhadap faktor-
faktor gangguan tersebut. Oleh karena itu, metode Taguchi juga disebut 
perancangan kokoh (robust design).Metode Taguchi memiliki beberapa kelebihan 
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bila dibandingkan dengan metode desain eksperimen lainnya. Kelebihan-
kelebihan tersebut antara lain (Soejanto, 2009): 
1. Metode Taguchi lebih efisien karena dapat melaksanakan penelitian yang 
melibatkan banyak faktor dan level faktor. 
2. Metode Taguchi dapat memperoleh proses yang menghasilkan produk secara 
konsisten dan kokoh terhadap faktornoise (gangguan). 
3. Metode Taguchi dapat menghasilkan kesimpulan mengenai respon faktor-
faktor dan level dari faktor kontrol yang menghasilkan respon optimum. 
Namun demikian, metode Taguchi memiliki struktur rancangan yang 
sangat kompleks. Metode ini juga memiliki rancangan yang mengorbankan 
pengaruh interaksi yang cukup signifikan. Untuk mengatasi hal tersebut, 
pemilihan rancangan percobaan harus dilakukan secara hati-hati dan sesuai 
dengan tujuan penelitian. 
 
2.4.1 Desain Eksperimen Taguchi 
Desain eksperimen adalah proses mengevaluasi dua faktor atau lebih 
secara serentak terhadap kemampuannya untuk mempengaruhi rata-rata atau 
variabilitas hasil gabungan dari karakteristik produk atau proses tertentu 
(Soejanto, 2009). Untuk mencapai hal tersebut secara efektif, maka faktor dan 
level faktor dibuat bervariasi kemudian hasil dari kombinasi pengujian tertentu 
diamati sehingga kumpulan hasil selengkapnya dapat dianalisa. Hasil analisa ini 
kemudian digunakan untuk menentukan faktor-faktor yang berpengaruh dan 
tindakan yang dapat membuat perbaikan lebih lanjut. 
 
2.4.2 Tahap Perencanaan 
Langkah-langkah pada tahap ini adalah sebagai berikut:  
a. Perumusan Masalah 
Perumusan masalah harus didefinisikan secara spesifik. Perumusan 
masalah harus jelas secara teknis sehingga dapat dituangkan ke dalam 
eksperimen yang akan dilakukan. 
b. Penentuan Tujuan Eksperimen 
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Tujuan yang melandasi eksperimen harus dapat menjawab masalah yang 
telah dinyatakan pada perumusan masalah. 
c. Penentuan VariabelTak Bebas/Variabel Respon 
Faktor/Variabel respon memiliki nilai yang tergantung pada faktor-faktor 
lain. Dalam desain eksperimen Taguchi, respon adalah karakteristik 
kualitas yang terdiri dari tiga kategori, yaitu: 
1. Karakteristik yang dapat diukur, yaitu semua hasil akhir yang dapat 
diukur dengan skala kontinyu. Contohnya adalahtemperatur, berat, 
tekanan, dan lain-lain. 
2. Karakteristik atribut, yaitu semua hasil akhir yang tidak dapat diukur 
dengan skala kontinyu, tetapi dapat diklasifikasikan secara 
berkelompok. Contohnya adalah retak, jelek, baik, dan lain-lain. 
3. Karakteristik dinamik, yaitu fungsi representasi dari proses yang 
diamati. Proses yang diamati digambarkan sebagai sinyal dan keluaran 
digambarkan sebagai hasil dari sinyal. Contohnya adalah sistem 
transmisi otomatis dengan putaran mesin sebagai masukan dan 
perubahan getaran sebagai keluaran. 
d. Pengidentifikasian Faktor/Variabel Bebas 
Faktor/variabel bebas adalah variabel yang perubahannya tidak tergantung 
pada variabel lain. Pada langkah ini akan dipilih faktor-faktor yang akan 
diselidiki pengaruhnya terhadap respon yang bersangkutan. Dalam suatu 
eksperimen, tidak semua faktor yang diperkirakan mempengaruhi respon 
harus diselidiki. Dengan demikian, eksperimen dapat dilaksanakan secara 
efektif dan efisien. 
e. Pemisahan Faktor/Variabel Kontrol dan Faktor/Variabel Gangguan 
Faktor-faktor yang diamati dapat dibagi menjadi faktor kontrol dan faktor 
gangguan. Dalam desain eksperimen Taguchi, keduanya perlu 
diidentifikasi dengan jelas sebab pengaruh antar kedua faktor tersebut 
berbeda. Faktor kontrol adalah faktor yang nilainya dapat dikendalikan, 
sedangkan faktor gangguan adalah faktor yang nilainya tidak dapat 
dikendalikan. 
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f. Penentuan Jumlah Level dan Nilai Level Faktor/Variabel 
Pemilihan jumlah level akan mempengaruhi ketelitian hasil dan biaya 
pelaksanaan eksperimen. Semakin banyak level yang diteliti, maka hasil 
eksperimen yang diperoleh akan semakin akurat, tetapi biaya yang harus 
dikeluarkan akan semakin banyak. 
g. Perhitungan Derajat Kebebasan 
Derajat kebebasan adalah sebuah konsep untuk mendeskripsikan seberapa 
besar eksperimen harus dilakukan dan seberapa banyak informasi yang 
dapat diberikan oleh eksperimen tersebut. Perhitungan derajat kebebasan 
dilakukan untuk menentukan jumlah eksperimen yang akan dilakukan 
untuk menyelidiki faktor yang diamati. Derajat kebebasan dari matriks 
ortogonal (υmo) dapat ditentukan dengan menggunakan persamaan sebagai 
berikut: 
υmo=jumlah eksperimen – 1     (2.5) 
Derajat kebebasan dari faktor dan level (υfl) dapat ditentukan dengan 
menggunakan persamaan sebagai berikut: 
υfl =jumlah level faktor – 1     (2.6) 
h. Pemilihan Matriks Ortogonal 
Pemilihan matriks ortogonal yang sesuai ditentukan oleh jumlah derajat 
kebebasan dari jumlah faktor dan jumlah level faktor. Matriks ortogonal 
memiliki kemampuan untuk mengevaluasi sejumlah faktor dengan jumlah 
eksperimen yang minimum. Suatu matriks ortogonal dilambangkan dalam 
bentuk: 
La (b
c)        (2.7) 
dengan: 
L = rancangan bujursangkar latin. 
a = banyaknya eksperimen. 
b = banyaknya level faktor. 
c = banyaknya faktor. 
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Jenis matriks ortogonal yang tersedia secara standar dapat dilihat 
pada Tabel 2.4. Matriks ortogonal L18 (2
137) merupakan matriks 
orthogonal standar dengan level gabungan berarti jumlah eksperimen yang 
akan dilakukan adalah 18. Jumlah total derajat kebebasan maksimum dari 
matriks ortogonal L18 (2
137) adalah 17, dengan satu faktor terdiri dari dua 
level dan maksimal tujuh faktor masing-masing memiliki 3 level.  
Tabel 2.3 Matriks Ortogonal 
2 level 3 level 4 level 5 level Level Gabungan 
L4 (2
3) L9 (3
4) L16 (4
3) L25 (5
6) L18 (2
1 37) 
L8 (2
7) L27 (3
13) L64 (4
21)  L32 (2
1 49) 
L12 (2
11) L81 (3
40)   L36 (2
11 312) 
L16 (2
13)    L36 (2
3 313) 
L32 (2
31)    L54 (2
1 325) 
L54 (2
63)    L50 (2
1 511) 
 
2.4.3 Tahap Pelaksanaan 
Tahap pelaksanaan meliputi penentuan jumlah replikasi dan randomisasi 
pelaksanaan eksperimen. 
a. Jumlah Replikasi 
Replikasi adalah pengulangan perlakuan yang sama dalam suatu 
percobaan untuk mendapatkan ketelitian yang lebih tinggi, mengurangi 
tingkat kesalahan pada eksperimen dan memperoleh harga taksiran dari 
kesalahan sebuah eksperimen. 
b. Randomisasi 
Dalam sebuah eksperimen, ada pengaruh faktor-faktor lain yang 
tidak diinginkan atau tidak dapat dikendalikan,seperti kelelahan operator, 
fluktuasi daya mesin dan lain-lain. Pengaruhtersebut dapat diperkecil 
dengan menyebarkan faktor-faktor tersebut melalui randomisasi 
(pengacakan) urutan percobaan. Secara umum, randomisasi dilakukan 
dengan tujuan sebagai berikut: 
1. Meratakanpengaruh dari faktor-faktor yang tidak dapat dikendalikan 
pada semua unit eksperimen. 
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2. Memberikan kesempatan yang sama pada semua unit eksperimen untuk 
menerima suatu perlakuan sehingga ada kehomogenan pengaruh dari 
setiap perlakuan yang sama. 
3. Mendapatkan hasil eksperimen yang bebas satu sama lain. 
4. Jikareplikasi bertujuan untuk memungkinkan dilakukannya uji 
signifikansi, maka randomisasi bertujuan untuk memberikan validasi 
terhadap uji signifikansi tersebut dengan menghilangkan sifat bias. 
 
2.4.4 Tahap Analisis 
Pada tahap inimeliputipengumpulan data, pengaturan data dan perhitungan 
serta penyajian data dalam suatu tampilan tertentu yang sesuai dengan desain yang 
dipilih. Selain itu, juga dilakukan perhitungan dan pengujian data statistik pada 
data hasil eksperimen. 
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2.5 MetodePeramalanBPNN 
BPNN merupakan proses pengolahan informasi yang terinspirasi dari 
sistem kerjajaringan syaraf biologis manusia. BPNNterdiri dari inputlayer, hidden 
layer dan output layer, dimana masing-masing layer memiliki sejumlah neuron 
yang saling terhubung antar layer dan memiliki bobot.Hasil output dan 
kesimpulan BPNN didasarkan pada pengalaman saat melakukan proses peramalan 
(training). Proses peramalan BPNN diawali dengan memberikan nilai bobot awal. 
Informasi yang sudah diketahui hasilnya dimasukkan ke dalam neuronpada input 
layer. Bobot-bobot ini digunakan untuk mengingat pola informasi yang telah 
diberikan. Pengaturan bobot diatur secara terus menerus sampai diperoleh hasil 
yang diharapkan. Tujuan peramalan BPNNadalah untuk mencapai kemampuan 
memanggil kembali secara sempurna sebuah pola yang telah dipelajari 
(memorisasi) dan menghasilkan nilai output yang bisa diterima terhadap pola-pola 
yang serupa yang disebut sebagai generalisasi (Puspitaningrum, 2006). 
Hal yang mempengaruhi kinerja peramalan BPNNadalah penentuan 
arsitektur BPNNdan algoritma pembelajaran.Tidak ada ketentuan yang pasti 
dalam menentukanarsitektur BPNN, tetapi ukuran arsitektur yangterlalu kecil 
berakibat peramalan BPNNtidak mampubelajar dan sebaliknya ukuran arsitektur 
yang terlalubesar akan bersifatlemah dalam generaslisasi danmemakan banyak 
waktu peramalan BPNN(Chee, 2011). 
Kelemahan-kelemahan peramalan BPNNdiantaranya baik dalam aplikasi 
tertentu (Zhao, 2005), sering terjebak pada lokal minimum, membutuhkan waktu 
yang lama untuk mencapai konvergen dan memiliki kemampuan yang rendah 
dalam belajar sehingga menghasilkan output yang tidak akurat (Cheng, 2009). 
Banyak penelitian yang telah dikembangkan untuk memperbaiki 
kelemahan peramalan BPNNbeberapa diantaranya menggunakan metode particle 
swarm optimizatian (PSO) dan genetic algorithm (GA). Peramalan 
BPNNmenggunakan PSO membutuhkan sedikit parameter dan membutuhkan 
waktu yang lebih cepat untuk mencapai konvergen (Andres, 2011), tetapi lemah 
dalam pencarian optimum lokal dan sering terjadi premature convergent 
(konvergen pada solusi optimum lokal) karena memiliki ruang pencarian yang 
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terbatas (Suyanto, 2008).Peramalan BPNNdengan menggunakan metode GA 
menghasilkan kondisi yang lebih baik dari pada menggunakan metode 
PSO.Kelebihan metode GA dalam melakukan optimasi dikarenakan adanya faktor 
probabilitasmutation dan crossover. Faktor-faktor tersebut menyebabkan ruang 
pencarian solusi optimasi GA lebih besar untuk menghasilkan solusi optimal 
global (Zhang dkk., 2013). Adapun kelemahan yang dimiliki pada metode GA 
yaituproses optimasi membutuhkan waktu yang lebih lama untuk mencapai 
kondisi konvergen. Selain itu, jikapada pemilihan nilai dan fungsi crossover tidak 
tepat, maka nilai optimal global tidak tercapai secara cepat dan tepat (Ahmad 
dkk., 2010). 
Jaringan syaraf tiruan yang menerapkan algoritma BPNNdapat 
diimplementasikan dengan menggunakan perangkat lunak tertentu. Perangkat 
lunaktersebut mampu menurunkan angka iterasi padaperformansi 
algoritmaperamalan BPNN.Adapun langkah-langkah penggunaan perangkat lunak 
adalah sebagai berikut (Basuki, 2003): 
1. Inisialisasi jaringan 
Langkah pertama yang dilakukan untuk memprogram BPNNdengan 
perangkat lunakadalahdengan membuat inisialisasi jaringan. Untuk jaringan yang 
terdiri dari 5 data parameter input, 2 buah hidden layer (lapisan tersembunyi) yang 
terdiri dari masing-masing 8 unit, dan 3 data respon target, pola jaringan seperti 
ini dapat disingkat sebagaidengan pola 5-8-8-3. Data input masukan pada proses 
peramalan BPNNmenggunakan data berbentuk matrik. Bila data eksperimen 
dengan jumlah n data dan terdiri dari 5input data dan 3 target data, maka matriks 
yang digunakan berupa matriks [5*n] pada input datadan matriks [3*n] pada 
target data. Jika bentuk matriks yang digunakan susunan baris dan kolom 
matriknya terbalik, maka data matriks tersebut diperbaiki dengan menggunakan 
fungsi matriks transpose. 
 
2. Kriteriapemberhentian peramalan BPNN 
Ada beberapa kriteria pemberhentianperamalan BPNN yang dapat di atur 
sebelum dilakukan pelatihan. Dengan memberi nilai yang sudah ditentukan untuk 
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dimasukkan pada kriteria tersebutmaka dapat diperoleh hasil yang optimal. 
Kriteria pemberhentian yang digunakan adalah sebagai berikut (Siang, 2005): 
a. net.trainParam.lr 
Parameter ini digunakan untuk menentukan laju pembelajaranlearning 
rate. Adapun nilaidefault learning rate adalahsebesar0,01. Bila nilai rate 
tersebut semakin besar dari pada nilai default learning rate, maka akan 
mengakibatkan proses pelatihansemakin cepat. Akan tetapi jika nilai 
setingrateyang dipilih terlalu besar, maka hasil optimasiBPNN menjadi 
tidak stabil dan diperolehnilaioptimum lokal.  
b. net.trainParam.lr_inc 
Parameter ini digunakan untuk mensetingnilai laju pembelajaranlearning 
rate sehingga diperoleh laju pembelajaran yang terbaik. 
c. net.trainParam.mc 
Parameter ini digunakan untuk perubahan momentum bertujuan untuk 
menghindari perubahan bobot yang telalu besar akibat perbedaan data 
target eksperimen dengan hasil optimasi BPNN. 
d. net.trainParam.goal 
Parameter ini digunakan untuk menentukan nilai goalyang bertujuan untuk 
menetapkan batas nilai MSE hasil optimasi BPNN. Iterasi akan berhenti 
jika MSE kurang dari batas nilai goalyang ditentukan dalam parameter ini. 
e. net.trainParam.epochs 
Parameter ini digunakan untuk menentukan jumlah maksimum 
epochpelatihan BPNN. Iterasi akan berhenti jika jumlah epoch pelatihan 
lebih besar dari batas maksimum epoch yang ditentukan. 
 
3. Penentuan fungsi peramalan BPNN 
Metode modifikasi pada algoritma BPNNbertujuan untuk mempercepat 
fungsi pelatihan yang relatif lambat. Metode yang digunakan harus disesuaikan 
dengan kebutuhan dalam melatih suatu jaringan. Metode yang sering digunakan 
sebagai fungsi pelatihan adalah metode penurunan gradien dengan 
momentum(traingda,traingdx). Performansi dari algoritma ini sangatsensitif 
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terhadap besarnya nilai learning rate. Jika diberinilai learning rate yang besar 
maka hasil dari algoritmaakan berosilasi dan menjadi tidak stabil dalam 
pelatihan.Sebaliknya, jika nilai learning rate terlalu besar maka prosesiterasi 
membutuhkan waktu yang cukup lama dan akan tercapai optimum lokal (Siang, 
2005). 
 
4. Pembagian data peramalan BPNN 
Pembagian data peramalan BPNNdidasarkan pada tigakelompok data, 
yaitu data untuk proses training, data untuk proses validating, dan data untuk 
proses testing. Ada dua cara untuk melakukan pembagian data tersebut, yaitu 
pembagian metode persentase dan pembagian menurut jumlah data yang ada. Bila 
pembagian data menggunakan metode persentase maka jumlah data pelatihan 
bersadarkan persentase pembagian tersebut dan pemilihan data pembagian dipilih 
secara random.Misalkan dimiliki sebanyak 100 data sampel dan persentase 
pembagian 70:15:15, maka data yang diolah secara random untuk datatraining 
adalahsebanyak 70 data sampel, data validasiadalahsebanyak 15 data sampel, dan 
data testingadalahsebanyak 15 data sampel. Metodepembagian menurut jumlah 
data diperlukan dengan komposisi 70:15:15. Misalkan dimilikisebanyak 100 data 
sample dengan pembagian data ke-1 sampai dengan data ke-70 digunakan sebagai 
data training¸data ke-71 sampai ke-85 untuk data validasi, dan data ke-86 sampai 
ke-100 untuk datatesting (Susanti, 2013). 
 
5. Preprocessing data eksperimen 
Prepocessingdigunakan untuk melakukan normalisasi data 
eksperimen yang memiliki satuan dan interval yang berbeda-beda menjadi 
data yang non-dimensional dengan interval diantara [-1, 1].Rumus untuk 
melakukanprepocessingdata eksperimen adalah sebagai berikut (Yin, 2011): 
p𝑛  = 
2(p−min ⁡(p )
max  p  −min ⁡(p )
 −1 (2.4) 
Dengan:  
p =data parameter-parameter input dan respon dari eksperimen 
pn =data hasil normalisasi parameter-parameter input dan respon 
eksperimen 
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6. Penentuan bobot dan bias awal 
Pemilihan bobot dan bias awal akan mempengaruhi kecepatan kondisi 
konvergensi.Pemilihan bobot dan bias awal dapat diberikan dengan nilai tertentu 
atau nilai secara random. Bila nilai bobot awal terlalu besar maka perhitungan 
nilai turunan fungsi aktivasi yang digunakan menjadi sangat kecil dan 
membutuhkan waktu yang lama. Oleh sebab itu, pemilihan bobot pada 
metodeBPNNditentukan dengan menggunakan metode random dengan bilangan 
acak kecil. Penambahan jumlah epoch pelatihan akan mempengaruhi nilai bobot 
dan bias, sehingga nilai bobot dan bias akan terus mengalami perubahan setiap 
kali pelatihan jaringan BPNN (Siang, 2005). 
 
7. Fungsi Aktivasi 
Fungsi aktivasi yang dipakai pada back propagation harus memenuhi 
beberapa syarat, yaitu kontinyu, terdiferensial dengan mudah, dan merupakan 
fungsi yang tidak turun. Salah satu fungsi yang memenuhi ketiga syarat tersebut 
dan sering dipakai adalah fungsi sigmoid biner yang memiliki interval [0, 1]. 
Persamaan fungsi tersebut adalah sebagai berikut (Matlab, 2015):  
 𝑓 𝑥 = 1
1+𝑒−𝑥
 (2.5)  
dengan turunan    
𝑓′(𝑥) = 𝑓(𝑥)(1 − 𝑓 𝑥 )  (2.6)  
Selain fungsi sigmoid biner, juga sering digunakan fungsi sigmoid bipolar 
yang bentuk fungsinya mirip dengan fungsi sigmoid biner. Namun fungsi sigmoid 
bipolar memiliki interval [-1, 1]. Persamaan fungsi tersebut adalah sebagai berikut 
(Matlab, 2015): 
𝑓 𝑥 =
2
1+𝑒−𝑥
− 1 (2.7)  
dengan turunan   
𝑓′(𝑥) =
(1+𝑓 𝑥 )(1−𝑓(𝑥))
2
 (2.8)  
Nilai maksimum yang dimiliki fungsi sigmoid adalah satu. Untuk pola 
yang targetnya lebih besar dari satu input dan output harus terlebih dahulu 
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ditransformasi, sehingga polanya memiliki interval yang sama seperti fungsi 
sigmoid yang digunakan.  
Fungsi aktivasi sigmoidpada output layermenggunakan fungsi 
identitas.Persamaan fungsi tersebut adalah sebagai berikut (Matlab, 2015): 
𝑓 𝑥 = 𝑥 (2.9)  
 
8. Pelatihan model BPNN 
Pelatihan BPNNmeliputi 3 fase (Rabiha, 2013). Fase pertama adalah fase 
propagasi maju. Input layer dihitung maju mulai dari input layer hingga output 
layermenggunakan fungsi aktivasi yang ditentukan. Fase kedua adalah fase 
propagasi mundur. Selisih antara keluaran jaringan BPNN dengan target yang 
diinginkan merupakan nilai eror yang terjadi. Nilai eror tersebut dipropagasikan 
mundur, dimulai dari layer yang berhubungan langsung dengan neuron-neuron di 
output layer. Fase ketiga adalah perubahan bobot untuk menurunkan nilai eror 
yang terjadi.  
Fase 1: Propagasi maju  
Selama propagasi maju, input layer (xi) dipropagasikan ke hidden 
layermenggunakan fungsi aktivasi yang ditentukan. Nilai keluaran dari setiap 
neuron pada hidden layer (zj) tersebut selanjutnya dipropagasikan maju lagi ke 
hidden layerdi sebelumnya dengan menggunakan fungsi aktivasi yang ditentukan. 
Demikian seterusnya hingga menghasilkan output layer (yk). Berikutnya, 
nilaioutput layer (yk) dibandingkan dengan target yang harus dicapai (tk). Selisih 
tk-yk adalah nilai eror yang terjadi. Jika nilai eror ini lebih kecil dari batas toleransi 
yang ditentukan, maka iterasi dihentikan. Akan tetapi apabila kesalahan masih 
lebih besar dari batas toleransinya, maka bobot setiap neuron dalam jaringan akan 
dimodifikasikan untuk mengurangi kesalahan yang terjadi.  
 
Fase 2: Propagasi mundur  
Berdasarkan kesalahan tk-yk, dihitung faktor δk (k=1, 2, …, m) yang 
dipakai untuk mendistribusikan eror di neuron yk ke semua hidden layeryang 
terhubung langsung dengan yk. nilai δk juga dipakai untuk mengubah bobot garis 
yang menghubungkan langsung dengan output layer. Dengan cara yang sama, 
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dihitung δj di setiap unit di hidden layersebagai dasar perubahan bobot semua 
garis yang berasal dari hidden layerdi lapis dibawahnya. Demikian seterusnya 
hingga faktor δ di hidden layeryang berhubungan langsung dengan input 
layerdihitung.  
 
Fase 3: Perubahan bobot  
Setelah semua faktor δ dihitung, bobot semua garis dimodifikasi 
bersamaan. Perubahan bobot suatu garis didasarkan atas faktor δ neuron di lapis 
atasnya. Sebagai contoh, perubahan bobot garis yang menuju ke output 
layerdidasarkan atas dasar δk yang ada di output layer. Ketiga fase tersebut 
diulang-ulang terus hingga kondisi penghentian dipenuhi. Umumnya kondisi 
penghentian yang sering dipakai adalah jumlah iterasi atau nilai eror. Iterasi akan 
dihentikan jika jumlah iterasi yang dilakukan sudah melebihi jumlah maksimum 
iterasi yang ditetapkan, atau jika eror yang terjadi sudah lebih kecil dari batas 
toleransi yang diijinkan. 
 
9. Perhitungan hasil peramalan dengan BPNN 
Perhitungan nilai persen eror dari selisih data eksperimen dengan hasil 
peramalan BPNN adalah sebagai berikut (Rong, 2015): 
eror  = 
Eksp .− BPNN
Eksp .
 x 100% (2.9) 
Dengan:  
Eksp. = nilai parameter respon dari eksperimen 
BPNN = nilai hasil peramalan BPNN 
 
Perhitungan nilai mean square error(MSE) dari data eksperimen dengan 
hasil peramalan dengan BPNN adalah sebagai berikut (Rong, 2015): 
MSE =  
1
𝑛
  𝑥𝑖 − 𝑥 
2𝑛
𝑖   (2.10) 
 
Dengan:  
𝑥𝑖  = hasil peramalan dengan BPNN 
𝑥 = nilai rata-rata hasil peramalan dengan BPNN 
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2.6 Metode Optimasi GA  
GAmerupakan algoritmapencarian heuristik yang didasarkan atas 
mekanisme seleksi dan genetika alami. Konsep dasar GA adalah teori evolusi 
yang dikemukakan oleh Charles Darwin, Algoritma genetika dimulai dengan 
membentuk sejumlah alternatif solusi yang disebut sebagai populasi. Setiap solusi 
pada algoritma genetika diwakili oleh satu individu atau satu kromosom. 
Beberapa istilah yang perlu diketahui dalam melakukan optimasi dengan 
menggunakn metode GA (Fais, 2006) adalah: 
1. Genotype (gen) adalah sebuah nilai yang menyatakan satuan dasar yang 
membentuk suatu arti tertentu dalam satu kesatuan gen yang dinamakan 
kromosom. PadaGA, gen ini bisa berupa nilai biner, float, integer maupun 
karakter.  
2. Kromosom adalah gabungan gen-gen yang membentuk nilai tertentu. 
3. Individu menyatakan satu nilai atau keadaan yang menyatakan salah satu 
solusi yang mungkin dari permasalahan yang diangkat. 
4. Populasi merupakan sekumpulan individu yang akan diproses bersama dalam 
satu siklus proses evolusi.  
5. Generasi menyatakan satu-satuan siklus proses evolusi. 
6. Nilai fitness menyatakan seberapa baik nilai dari suatu individu atau solusi 
yang didapatkan. 
GAtermasuk metode adaptive yang biasa digunakan untuk memecahkan 
suatu pencarian nilai dalam suatu masalah optimasi.Proses optimasi dengan 
menggunakan metode GA harus memperhatikan seting fungsi optimasi yang 
terdapat didalam bahasa pemograman GA agar diperoleh nilai optimal yang tepat 
(Basuki, 2003). Faktor-faktor yang perlu diperhatiakan pada optimasi dengan 
menggunakan GA, antara lain adalah (Susanti, 2013): 
1. Memahami permasalahan apa yang membutuhkan algoritma genetika 
2. Strategi mendefinisikan individu 
3. Strategi menentukan bentuk kromosom 
4. Strategi menentukan fitness 
5. Strategi menentukan seleksi 
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6. Strategi menentukan proses crossover 
7. Strategi menentukan mutasi 
GA sering digunakan untukmenyelesaikan permasalahan searching dan 
optimasi yang mempunyai kompleksitas tinggi, yang banyak terjadi dalam 
permasalahan dynamic programming. Optimasi dengan menggunakan metode GA 
dapat menghindari diperolehnya lokal optimum. 
Adapun jenis permasalahan yang dapat diselesaikan dengan menggunakan 
metode GA antara lain adalah permasalahan-permasalahan yang (Faiz, 2006): 
1. Mempunyai fungsi tujuan optimasi non linier. 
2. Mempunyai kemungkinan solusi yang jumlahnya tak berhingga. 
3. Membutuhkan solusi “real-time”, dalam arti solusi bisa didapatkan dengan 
cepat sehingga dapat diimplementasikan untuk permasalahan yang 
mempunyai perubahan yang cepat. 
4. Mempunyai multi-objective dan multi-criteria, sehingga diperlukan solusi 
yang dapat secara bijakditerima oleh semua pihak. 
 
GAmenggunakan dan 
memanipulasipopulasiuntukmemperolehkondisioptimum.Dalamsetiap 
langkah,GA menyeleksisecara acakdaripopulasiyangada untukmenentukan 
yangakanmenjadiparentdanmenggunakannyauntukmenghasilkanchildren 
padagenerasiberikutnya. Pada setiapgenerasi,kesesuaianparentatau individu 
dalampopulasidievaluasi.Beberapaindividudipilihdaripopulasi mereka 
berdasarkandari kesesuaianmereka dalamfungsifitnessdandiubah 
(direkomendasikandanmungkinbermutasisecara acak)untukmembentuksuatu 
populasibaru. Populasi baruitukemudiandigunakanuntukiterasiselanjutnya 
dalamGA.Peramalan GAakanberhentiketika jumlah maksimumdari 
generasitelahdihasilkanatautingkatkesesuaianyang telahditentukanterpenuhi 
untukpopulasitersebut.Langkah-langkah untukmenciptakangenerasiberikutnya 
dari populasi dalam penyelesaian permasalahan dengan menggunkan metode GA 
adalah sebagai berikut(Susanti, 2013):  
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a. Proses seleksi 
Prosesseleksimerupakanprosesmemilihindividu,yang 
disebutsebagaiparent(induk),yang 
akanmenghasilkanpopulasibarudigenerasiberikutnya. 
Prosesseleksiakanmenentukanindividu-individumanasajayang akandipilih 
untukdilakukanrekombinasidanbagaimana individubaru (offspring) terbentuk 
dariindividu-individuterpilihtersebut.Seleksidilakukanuntukmendapatkan 
calonindukyang baik,sehingga denganindukyang baik,diharapkanakan 
menghasilkanketurunanyangbaik.Metodeseleksidalampemilihanindividu dapat 
dilakukan dengan cara-carasebagai berikut (Matlab, 2015): 
1. Roulette Wheel Selection (RWS) 
RWSmerupakanmetodepenyeleksianindividu secara probabilistik 
berdasarkan performansi tiap individu. Seleksi RWS dilakukan seperti 
pembuatan piringan roulette yang memiliki slot-slot. 
2. Stochastic Universal Sampling (SUS) 
Metode SUS hampir sama dengan metode RWS, dimana SUS 
menggunakan N buah pointer dengan spasi yang sama pada segmen garis 
tempat probabilitas individu diseleksi dipetakan. N adalah jumlah individu 
terseleksi yang diharapkan. 
 
b. Proses pindah silang(crossover) 
Crossovermerupakan pelatihan dalam GAyangmelibatkanduainduk 
untukmenghasilkan keturunan yang baru.Proses crossoverdilakukandengan 
melakukanpertukarangendariduainduk 
secaraacak,padasetiapindividudenganprobabilitascrossoveryang ditentukan. 
Metode crossoveryangseringdigunakanadalahmetode pertukarangensecara 
langsung,dimanametodeinidapatdilakukandengan2cara,yaitudengansatu 
titikdanlebihdarisatu titik (duatitikataulebihdariduatitik),sepertiyang diuraikan 
berikut ini(Matlab, 2015): 
1. Crossoversatu titik 
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Crossoversatutitik biasanyadigunakan untukrepresentasikromosomdalam 
biner.Padacrossoversatutitik,dimanaposisicrossoverk(k=1,2,3,…, N-
1)danNmerupakanpanjang kromosomyang diseleksisecara 
random.Keturunan baru (offspring)dihasilkan dari perpindahanvariabel-
variabelantar kromosompadasatutitiktertentu.Gambar 2.16menunjukkan 
proses crossoversatu titik. 
 
Gambar 2.16 Prosescrossoversatu titik 
 
2. Crossoverlebih dari satutitik 
Metode crossoverdenganlebihdarisatutitikdapatdilakukandengan 
minimum dua titik.Posisi crossoverdiseleksisecara randomdantidak 
bolehadaposisiyang sama.Selainituposisicrossoverjuga harusdiurutkan 
naik. Pertukaranvariabel-variabelpada titiktersebutakanmenghasilkan 
keturunanbaru(offspring).Gambar 
2.17mengilustrasikanprosescrossoverdengandua titik dan Gambar2.18 
mengilustrasikan prosescrossover denganbanyak titik. 
 
Gambar 2.17 Prosescrossoverduatitik 
 
 
Gambar 2.18 Prosescrossoverbanyak titik 
 
 
c. Proses mutasi 
Mutasimerupakan bentukgenetikayang berperanmenggantikansatugenyang 
hilangakibatprosesseleksidalamkromosomdaribentuk 
aslinyadanakanmenghasilkan sebuahgen baru (Susanti, 2013).Mutasigen 
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merupakan operator yang menukarnilaigendengannilaiinversinya(misalnyagen 
yangbernilai0 
menjadi1).Setiapindividumengalamimutasigendenganprobabilitasmutasi yang 
ditentukan.Prosesmutasidilakukandenganmemberikannilaiinversiatau 
menggesernilaigenpadagenyang terpilihuntukdimutasikan.Kromosomanak 
dimutasidenganmenambahkannilairandomyang sangatkecil(ukuranlangkah 
mutasi),denganprobabilitasyang rendah.Peluang mutasi(Pm)didefinisikan 
sebagaipersentasidarijumlahtotalgenpadapopulasiyang mengalamimutasi. 
Peluangmutasidapatmengendalikanbanyaknyagenbaruyang akandimunculkan 
untukdievaluasi.Jikapeluang mutasiterlalukecil,banyakgenyang mungkin 
bergunatidakpernahdievaluasi.Namunbilapeluang mutasiterlalubesar,maka 
akanbanyakgangguanacak,sehinggachildrenakankehilangankemiripan dengan 
induknya, sertaalgortima jugaakan kehilangan kemampuan untukbelajar 
darihistoripencariannya.Ada beberapa pendapatdalammenentukanlajumutasi, 
yaitusalahsatunyadenganberdasarkanjumlahpopulasinya(1/n).Namunada 
jugayangberpendapatbahwalajumutasitidaktergantungdarijumlah 
populasinya.Gambar2.19 mengilustrasikan proses danhasilmutasi gen. 
 
Gambar 2.19 Proses danhasilmutasi 
 
Proses optimasiGA dapatdilakukan dengan tahapan sebagaiberikut (Faiz, 2006; 
Matlab, 2015): 
1. Inisialisasi populasi 
Memasukkanindeksgenerasi (Gene),jumlah populasi(Npop), 
danjumlah variabelbebas(nvars).Populasidihasilkansecara 
acak.Setiapindividudengan 
jaraktertentuataudisebutdengangenesdibagimenjadibeberapasegment 
berdasar jumlah variabelyangdimaksud(nvars). 
Individu adalah suatu komposisi nilai yang menyatakan solusi dari 
suatu permasalahan.Permasalahan optimasi adalah suatu permasalahan 
yang mempunyai banyak solusi dan harus bisa ditentukan solusi mana 
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yang dikatakan optimal.Berdasarkan definisi individu algoritma genetika 
dibedakan menjadi 2 macam yaitu static genetic algorithm (ukuran 
individu sama untuk satu populasi) dan dynamic genetic algorithm (ukuran 
individu tidak sama untuk satu populasi). 
Nilai fungsi F(x,y,z) sangat tergantung pada nilai (x,y,z). Artinya 
solusi yang dicari adalah nilai (x,y,z) yang menyebabkan nilai F(x,y,z) 
maksimum.Individu didefinisikan sebagai nilai (x,y,z) dan dituliskan 
dengan: 
𝑆 =  (x, y, z)  x, y, z ∈ R  (2.11) 
 
2. Perhitunganfitness 
Dalamlangkahini,performance(fitness)daripopulasidihasilkan 
berdasar fungsifitness.VektorinputakandilatiholehpemodelanBPNN agar 
mendapatkan hubunganantarainput-output.Outputditransfor-masikan 
kembalike nilaiawaldankemudiandimanfaatkan 
untukperhitungannilaifitnesspada data. 
Nilai fitness merupakan suatu ukuran baik tidaknya suatusolusi 
yang dinyatakan sebagai satu individu, atau dengan kata lain nilai fitness 
menyatakan nilai dari fungsi tujuan.Algoritma genetika mempunyai tujuan 
untuk memaksimalkannilai fitness atau mencari nilai fitness 
maksimal.Untuk permasalahan minimalisasi, nilai fitness adalah 
inversidari nilai minimal yang diharapkan. Proses inversi dapat dilakukan 
dengan: 
𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = A − F x  atau 𝐹𝑖𝑡𝑛𝑒𝑠𝑠 =
A
F x +ε
 (2.12) 
Dengan: 
A  = konstanta yang ditentukan 
x = individu (kromosom) 
ε = bilangan kecil yang ditentukan untukmenghindari pembagi nol 
atau F(x)=0 
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3. Skala dari skor fitness 
DalamGA,seleksimenggunakannilaiskalafitnessuntukmemilih 
parentpadagenerasiselanjutnya.Selisihantaraskala akanmempengaruhi 
performancedariGA. Jikaskalanyaterlaluluas,maka 
individudengannilaiskala tertinggiakanbereproduksidengancepat. Selainitu 
pengambil-alihan populasi juga 
terlalucepat,sehinggamencegahGAmencaridaerahlainpada 
penyelesaiannya.Danbila nilaiskalanyaterlalukecil,semua individu rata-rata 
akanmengalamikemajuanyang terlalulambat.Dalamalgoritma,skorterendah 
mempunyai nilai skalayangtertinggi. 
4. Seleksi parent 
Pemilihanparentberdasar pada nilaiskala.Individudapatdipilihlebih 
dari sekalisebagaiparent.Kemungkinanpemilihantertinggiadalah pada 
individu dengan skala tertinggi. 
5. Reproduksichildren 
Pemilihanreproduksiakanmempengaruhi 
pembuatanchildrenpadaGA 
dalamgenerasiberikutnyaberdasarkanparentyangtelahdipilih.Elite count 
(Ecount)menunjukkanjumlahindividudengannilaifitnessterbaik,sehingga 
dapatbertahanpadagenerasiberikutnya.Ecountdiaturdenganrange:1≤Ecount≤
Npop.Individuinidinamakanelitechildren.Crossoverfraction(Pcross)merupaka
nfraksipadasetiappopulasi,yangdihasilkanmelaluicrossover.Sisa individu 
padagenerasi berikutnyadihasilkan olehproses mutasi. 
6. Perpindahan tempatchildren padapopulasi(mutasi) 
Setelahchildrenyangbarudidapatkan,makapopulasidipindah 
tempatkan denganchildren, sehinggamembentukgenerasi selanjutnya. 
7. Incrementindeksgenerasi 
8. Mengulangi langkah 4-7hinggadidapatkan hasilyangkonvergen. 
9. Mendapatkanchildrenyangtertinggi sebagainilai optimal. 
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Kriteriauntuk penghentian algoritma adalah (Matlab, 2015): 
a. Generasi:algoritmaakanberhentiketikagenerasitelahmencapainilai maksimum 
(Genmax). 
b. Batasfitness:algoritmaakanberhentiketikafungsifitnesspadapopulasi 
mempunyaipointyangterbaikmendekatiatau sama dengan batasfitness. 
c. Batas waktu:algoritma akan berhentiketikabataswaktu telah tercapai. 
d. Penghentiangenerasi:algoritmaakanberhenti,ketikatidakterjadi peningkatan 
pada fungsiobyektifsecaraberurutan. 
e. Penghentianbataswaktu:algoritmaakanberhentiketikatidakterjadi peningkatan 
fungsi selamainterval waktu. 
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BAB III 
METODOLOGI PENELITIAN 
 
 
3.1 Tahapan Penelitian 
Langkah-langkah penelitian yang dilakukan pada penelitian ini mengikuti 
diagram alir yang ditunjukkan oleh Gambar 3.1 sebagai berikut: 
 
Gambar 3.1. Diagram alir metodologi penelitian 
Identifikasi masalah Studi literatur
A
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Gambar 3.2. Diagram alir metodologi penelitian (lanjutan) 
 
3.2 Parameter Penelitian 
Data yang digunakan pada penelitian ini merupakan data primer yang 
diperoleh dari hasil eksperimen. Paramater-paramater yang digunakan pada 
penelitian ini adalah sebagai berikut: 
3.2.1 Parameterkontrol 
Parameterkontrol merupakan parameter yang dapat dikendalikan dan 
nilainya dapat ditentukan berdasarkan tujuan dari penelitian yang dilakukan. 
Parameter kontrol yang digunakan pada penelitian ini adalah: 
a. Arc on time (AN) 
b. On time (ON) 
c. Open voltage (OV) 
d. Off time (OFF) 
e. Servo voltage (SV) 
3.2.2 Parameterrespon 
Parameterrespon merupakan respon yang akan diamati dalam penelitian. 
Parameterrespon yang digunakan pada penelitian ini adalah: 
a. Tebal lapisan recast 
b. Kekasaran permukaan  
c. Microcrack 
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3.2.3 Parameterkonstan 
Parameterkonstan merupakan parameteryang tidak diteliti dalam 
penelitian. Nilai parameterini dijaga selalu konstan agar tidak berubah selama 
percobaan, sehingga tidak mempengaruhi hasil penelitian secara signifikan. 
Parameter-parameterproses WEDM yang menjadi parameterkonstan pada 
penelitian ini adalah: 
a. Low power (LP) 
b. Arc off time (AFF) 
c. Feedrate override (FR) 
d. Wire feed (WF) 
e. Wire tension (WT) 
f. Water flow (WL) 
g. Feedrate (F) 
3.2.4 Parameternoise 
Parameternoise adalah parametergangguan yang memiliki pengaruh 
terhadap respon, tetapi sangat sulit untuk dikendalikan. Paramater-paramater yang 
mungkin menjadi noise dalam penelitian ini adalah temperatur cairan dielektrik, 
konsentrasi geram dalam cairan dielektrik, ukuran partikel serbuk alumunium dan 
kondisi permukaan kawat elektroda. Paramater-paramater ini tidak dimasukkan ke 
dalam rancangan percobaan, sehingga pengambilan data dilakukan dengan 
replikasi untuk mengatasi pengaruh paramaternoise pada hasil penelitian. 
 
3.3 Bahan dan Peralatan Penelitian 
Bahan dan peralatan yang digunakan pada penelitian ini adalah sebagai 
berikut: 
3.3.1 Bahan penelitian 
Material benda kerja yang digunakan pada penelitian ini adalah baja 
perkakas SKD61 dan kawat elektroda yang digunakan adalah kuningan. Informasi 
lengkap mengenai bahan penelitian tersebut adalah sebagai berikut: 
1. Benda Kerja 
Material yang digunakan adalah baja perkakasSKD61 yang memiliki 
kekerasan sebesar 44HRC dengan dimensi 15 x 30 x 200 mm. 
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2. Kawat Elektroda 
Kawat elektroda yang digunakan adalah kawat Seiki Denko HSD-25P-
5RT berbahan kuningan dengan diameter 0,25 mm. 
 
3.3.2 Peralatan penelitian 
Peralatan yang digunakan pada penelitian ini adalah mesin WEDM, 
peralatan ukur dan peralatan bantu. Peralatan tersebut dapat dijelaskan sebagai 
berikut: 
1. Mesin WEDM 
Mesin WEDM yang digunakan pada penelitian ini adalah CHMER32GF, 
seperti yang ditunjukkan pada Gambar 3.3. Secara detil, spesifikasi mesin 
WEDMCHMER32GF dapat dilihat pada Lampiran A. 
 
Gambar 3.3. Mesin WEDM CHMER32GF 
2. Peralatan Ukur 
a. Surface Roughness Tester 
Pengukuran kekasaran permukaan pada penelitian ini dilakukan 
dengan menggunakan Mitutoyo Surftest301 seperti ditunjukkan oleh 
Gambar 3.4. Alat ini memiliki kecermatan sebesar 0,1 μm. 
 
Gambar 3.4. Mitutoyo surftest301 
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b. SEM (Scanning Electron Microscope) 
Pengukuran tebal lapisan recastdan microcrackspada penelitian ini 
dilakukan dengan menggunakanSEM EVO MA10 seperti yang 
ditunjukkan pada Gambar 3.5. Alat ini digunakan untuk mengamati 
sebjekyang dapat diperbesar sampai 150.000 kali dan resolusi 
pengamatan100 nanometer.  
 
Gambar 3.5. SEMEVO MA10 
 
c. Peralatan Bantu 
Peralatan bantu yang digunakan pada penelitian ini adalah: 
 Gerinda dan kertas gosok 
Alat ini digunakan untuk meratakan dan menghaluskan 
permukaan spesimen uji serta membersihkan benda kerja dari 
kotoran yang bersifat isolator. 
 Mistar ingsut 
Alat ini digunakan untuk mengukur dimensi benda kerja. Alat ini 
mempunyai kecermatan 0,05 mm. 
 Meja rata 
Meja rata digunakan untuk meletakkan spesimen uji pada saat 
pengukuran kekasaran permukaan. 
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3.4 Rancangan Percobaan 
3.4.1 Seting paramater pada mesin WEDM 
Penentuan seting paramaterpada mesin WEDM dilakukan dengan 
mengacupada rekomendasi Wire Cut Cutting Data Manual.Nilai seting paramater 
untuk kawat elektroda berdiameter 0,25 mm dan material benda kerja bajaSKD 61 
dengan ketebalan 30 mmditunjukkan oleh Tabel 3.1.Metode flushing yang 
digunakan pada eksperimen ini adalah open contact machining dengan jarak 
antara upper nozzle dan lower nozzle sebesar 10 mm. 
Tabel 3.1 Seting mesin untuk parameterkonstan 
Parameter Konstan Nilai 
1 Low power  10 
2 Arc off time A 9 
3 Feedrate override mm/s 9 
4 Wire tension gr 9 
5 Feedrate mode  0 
6 Feedrate mm/s 1 
7 Wire feed  mm/s 11 
8 Water flow kg/cm 6 
 
Berdasarkan hasil penelitian sebelumya, pengalaman operator dan Wire 
Cut Cutting Data Manual, makaseting level-level dari paramater kontrol yang 
digunakan pada eksperimen ini ditunjukkan pada Tabel 3.2. 
Tabel 3.2 Seting paramater dan level yang digunakan dalam percobaan 
ParameterProses Level 1 Level 2 Level 3 
A Arc on time s 2 3 - 
B On time s  0,3 0,4 0,5 
C Open voltage Volt 90 100 110 
D Off time s  8 9 10 
E Servo voltage Volt 32 36 40 
 
3.4.2 Pemilihan Matriks Ortogonal 
Matriks ortogonal yang akan digunakan harus memiliki derajat kebebasan 
yang sama atau lebih besar daripada total derajat kebebasan paramater dan level 
yang telah ditetapkan. Derajat kebebasan paramater dan level tersebut dihitung 
dengan menggunakan persamaan 2.6 dan disajikan pada Tabel 3.3. 
  
 
 
 
 
 
53 
 
Tabel 3.3 Total derajat kebebasan paramater dan level 
No. Paramater Proses Jumlah Level (k) υfl= (k-1) 
1 Arc on time (A) 2 1 
2 On time (B) 3 2 
3 Open voltage(C) 3 2 
4 Off time(D) 3 2 
5 Servo voltage(E) 3 2 
Total derajat kebebasan 9 
 
Tabel 3.3 menunjukkan bahwa total derajat kebebasan paramater dan level 
yang digunakan adalah 9. Hal inimengakibatkan derajat kebebasan minimum yang 
harus dimiliki oleh matriks ortogonal yang akan digunakan adalah 9. Oleh karena 
itu, sesuai dengan pilihan yang tersedia, matriks ortogonalL18 (2134)memenuhi 
syarat untuk dijadikan sebagai rancangan percobaan.Rancangan percobaan 
matriks ortogonal L18 ditunjukkan oleh Tabel 3.4 sebagai berikut: 
Tabel 3.4 Rancangan percobaan taguchi 
Eksperimen 
Ke- 
Parameter 
A B C D E 
1 1 1 1 1 1 
2 1 1 2 2 2
3 1 1 3 3 3 
4 1 2 1 1 2 
5 1 2 2 2 3
6 1 2 3 3 1 
7 1 3 1 2 1 
8 1 3 2 3 2
9 1 3 3 1 3 
10 2 1 1 3 3 
11 2 1 2 1 1
12 2 1 3 2 2 
13 2 2 1 2 3 
14 2 2 2 3 1
15 2 2 3 1 2 
16 2 3 1 3 2 
17 2 3 2 1 3
18 2 3 3 2 1 
 
Eksperimen dilakukan secara acak dengan mengacu pada rancangan 
percobaan ditunjukkan pada Tabel 3.4. Pengacakan ini dilakukan dengan 
menggunakan bantuan perangkat komputasi statistik.Masing-masing eksperimen 
akan dilakukan dengan replikasi sebanyak dua kali untuk mengatasi 
paramatergangguan (noise) yang terjadi selama proses pemotongan berlangsung. 
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Tampilan pelaksanaan eksperimen tersebut ditunjukkan oleh Tabel 3.5 sebagai 
berikut: 
Tabel 3.5 Tampilan data hasil eksperimen 
Seting paramater, 
kombinasi ke- 
Tebal lapisan 
recast 
Kekasaran 
permukaan Microcrack 
µm µm µm/mm2 
1 
Y111 Y121 Y131 
Y112 Y122 Y132 
2 
Y211 Y221 Y231 
Y212 Y222 Y232 
- 
- - 
- - 
18 
Y1811 Y1821 Y1831 
Y1812 Y1822 Y1832 
Keterangan:Yijk adalah data untuk kombinasi seting paramater ke-i,respon ke-j, 
danreplikasi ke-k. Nilai: i = 1, ..., 18; j = 1, ..., 3; k = 1, ..., 2 
 
Gambar 3.5 menunjukkan urutan proses pemotongan yang pertamahingga 
pemotongan yang terakhir. Pemotongan material dilakukan sepanjang 10 mm 
dengan jarak antar pemotongan sebesar 5 mm.Setelah semua proses pemotongan 
selesai dilakukan, material dipotong dengan arah tegak lurus pemotongan awal 
pada jarak 5 mm dari ujung pemotongan awal. 
 
Gambar 3.5 Skema proses pemotongan WEDM 
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3.5 Prosedur Penelitian 
Langkah-langkah percobaan yang akan dilakukan pada penelitian ini 
adalah sebagai berikut: 
1. Menyiapkan spesimen yang meliputi: penyesuaian ukuran, perataan dan 
penghalusan permukaan, serta pembersihan spesimen dari kotoran-kotoran 
yang dapat mengganggu proses pemotongan. 
2. Memasang spesimen pada jig yang tersedia pada mesin dan menjepit bagian 
spesimen yang tidak mengalami proses pemotongan, kemudian menentukan 
sumbu referensi pemesinan pada spesimen. 
3. Memeriksa kawat elektroda berdiameter 0,25 mm pada jalur roll-roll yang 
tersedia pada mesin. 
4. Menghidupkan mesin WEDM dan menseting paramater-paramater yang telah 
ditetapkan sesuai dengan rancangan eksperimen. 
5. Melaksanakan proses pemotongan berdasarkan seting paramater yang telah 
ditentukan. 
6. Mengeluarkan dan mengeringkan benda kerja setelah proses pemotongan 
selesai. 
7. Mengamati dan mengambil gambar lapisan recastdan mickrocracksyang 
terbentuk pada permukaan benda kerja kemudian mengukur tebal lapisan 
recastdan mickrocrackspada foto SEM dengan menggunakan perangkat lunak 
AutoCAD. 
8. Mengukur kekasaran permukaan dengan menggunakan alat ukursurface 
roughness tester. 
 
3.6 Pengukuran dan Pengambilan Data 
3.6.1 Pengambilan data tebal lapisan recastdan microcracks 
Sebelum tebal lapisan recast dan microcracks diukur, benda kerja diamati 
terlebih dahulu dengan menggunakan scanning electron microscope (SEM). 
Setelah lapisan tersebut terlihat pada monitor, kemudian gambar tersebutdiambil 
sebanyak dua kali pada masing-masing spesimen dan disimpan. Pengukuran tebal 
lapisan recast dilakukan pada setiap foto dengan menggunakan perangkat lunak 
AutoCAD, dengan cara menarik garis ukur antara kedua tepi lapisan seperti yang 
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3.6.2 Pengambilan data kekasaran permukaan 
Angka kekasaran permukaan yang diamati adalah kekasaran aritmatika 
(Ra) yang dinyatakan dalam μm. Tabel 2.1 merekomendasikan panjang sampel 
pengukuran yang digunakan adalah 0,8 mm. Permukaanbenda kerja yang 
merupakan hasil pemotongan diukur kekasaran permukaannya dengan arah tegak 
lurus terhadap arah pemotongan benda kerja seperti yang ditunjukkan oleh 
Gambar 3.8.  
 
Gambar 3.8. Skema arah proses pemotongan dan 
pengukurankekasaranpermukaan benda kerja 
 
  
 
 
 
 
 
58 
 
3.7 Pengolahan Data 
3.7.1. Metode peramalanback-propagation neural network 
Langkah-langkah metodeBPNNyang dilakukan pada penelitian ini 
mengikuti diagram alir yang ditunjukkan oleh Gambar 3.9. Diagram alir metode 
peramalan BPNN dapat dijelaskan sebagi berikut: 
1. Pemasukan data hasil eksperimen WEDM. 
2. Preprocessing untuk data input BPNN. Prepocessingdigunakan untuk 
melakukan normalisasi data eksperimen yang memiliki satuan dan interval 
yang berbeda-beda menjadi data yang non-dimensional dengan interval 
diantara [-1, 1]. 
3. Penentuan model peramalan BPNN yang meliputi: 
(a) Penentuanjumlah neuron pada input layer, hidden layer dan output layer, 
fungsi aktivasi yang digunakan pada hidden layer dan fungsitraining 
yang digunakan untuk menyelesaikan model peramalan BPNN. 
(b) Penentuan kriteria pemberhentian(stopping criteria) peramalan BPNN. 
Kriteria pemberhentian tersebut terdiri dari jumlah epoch 
maksimum,waktu iterasi maksimum, nilai performa maksimum, nilai 
gradien maksimum, dan jumlahepoch validasi maksimum. 
(c) Penentuan nilai inisialisasi bobot dan bias. 
(d) Penentuan persentase data training dan data testing yang dipilih secara 
random. 
(e) Penentuan laju pembelajaran peramalan BPNN. 
(f) Penentuan laju perubahan nilai bobot dan bias selama peramalan BPNN 
berlangsung. 
4. Pelatihan model peramalan BPNN yang telah dibuat dengan menggunakan 
data training. 
5. Pengujian model BPNN dengan menggunkan data testing. 
6. Perhitungan terhadap kondisi pemberhentian pelatihan dan pengujian 
berdasarkan lima kriteria pemberhentian.  
7. Pemerikasaan terhadap kriteria permberhentian mana yang telah tercapai. 
Bila salah satu kriteria pemberhentian tersebut belum tercapai, maka 
pelatihan dan pengujian dilakukan kembali dengan mengulangi langkah ke-4. 
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8. Reprocessing data training dan data testinghasil peramalan BPNN dilakukan 
untuk memperoleh nilai hasil peramalan yang sebenarnya, bukan nilai-nilai 
dalam interval [-1, 1]. 
9. Penyimpanan model BPNN. 
 
Gambar 3.9. Diagram alir metodeperamalandengan BPNN 
 
  
- Pelatihan model BPNN dengan data training 
- Pengujian model BPNN dengan data testing
- Pemberhentian pelatihan dan pengujian
  berdasarkan 5 kriteria pemberhentian 
Apakah 
kriteria pemberhentian 
tercapai?
tidak
 Penentuan model BPNN yang meliputi:
 - Jumlah neuron pada input layer, hidden
   layer dan output layer
 - Fungsi aktivasi
 - Fungsi training
 - Bentuk arsitektur jaringan BPNN
 - Kriteria pemberhentian pelatihan BPNN
 - Inisiasi nilai bobot dan bias
 - Persentase data training dan data testing
 - Laju pembelajaran jaringan BPNN
 - Laju perubahan nilai bobot dan bias
Reprocessing data training dan 
testing hasil peramalan BPNN
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3.7.2. Metode optimasi GA 
LangkahoptimasiGAyang dilakukan pada penelitian ini mengikuti diagram 
alir yang ditunjukkan oleh Gambar 3.10. Diagram alir optimasi GA dapat 
dijelaskan sebagai berikut: 
1. Penentuan batas atas dan batas bawah dari parameter-parameter yang akan 
dioptimasi. 
2. Pengubahan nilai-nilai batas atas dan batas bawah yang bernilai diskrit 
menjadi bernilai iterger. 
3. Penentuan fitness berdasarkan model BPNN. 
4. Penentuan model optimasiGA yang meliputi: 
a. Penentuan inisial populasi optimasi GA. 
b. Penentuan jumlah generasi maksimum GA, dengan memeriksa apakah 
jumlah generasi maksimum  
c. Proses seleksi dengan menggunkan 2 individu sebagai orang tua dengan 
menggunakan metodeRoulette Wheel. 
d. Proses crossover dengan nilai probabilitas crossover antara [0,1] dan 
nilai default (0,8). 
e. Proses mutasi dengan nilai probabilitas mutasi antara [0,1]dan nilai 
default (0,2). Hasil proses mutasi sebagai individu turunan (offspring). 
f. Perhitungan nilai fitness orang tua dan offspring. 
g. Perbandingan nilai fitness orang tua dengan fitness turunan. Bila fitness 
orang tua lebih besar dari pada fitnessoffspringmaka individu sebagai 
orang tua tersebut akan dipilih. 
h. Penentuan dua individu yang dipilih sebagai individu dalam populasi 
untuk generasi berikutnya. 
5. Apakah jumlah total individu dalam populasi sudah tercapai. Bila populasi 
belum tercukupi, maka lakukan perhitungan kembali dari langkah ke-4. 
6. Pembentukan populasi baru. 
7. Apakah kondisi jumlah generasi GA lebih besar dari pada generasi 
maksimum sudah tercapai. Bila kondisi tersebut belum tercapai, maka 
lakukan perhitungan kembali dari langkah ke-4 sampai dengan ke-6. 
8. Hasil optimasi GA yang berupa nilai optimum parameter-parameter WEDM. 
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Gambar 3.10. Diagram alir metode optimasi GA 
  
Mulai
Penentuan inisial populasi
Proses crossover
Proses mutasi
Perhitungan nilai fitness
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Penentuan fungsi fitness
ya
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ya
Hasil optimasi GA
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BAB IV 
OPTIMASI DAN PEMBAHASAN 
 
4.1 Data Hasil Eksperimen 
Pelaksanaan eksperimen dilakukan dengan mengkombinasikan parameter-
parameter yang terdapat pada mesin WEDM CHMER 32GF. Parameter tersebut 
adalah arc on time (AN), on time (ON), open voltage (OV), off time (OFF), dan 
servo voltage (SV). Kelima parameter tersebut diduga memiliki pengaruh yang 
signifikan terhadap tebal lapisan recast dan kekasaran permukaan benda kerja, 
serta pengaruhnya terhadap microcrack. 
Pengambilan data untuk respon tebal lapisan recast, kekasaran permukaan 
dan microcrackbenda kerja dilakukan replikasi sebanyak dua kali. Tabel 4.1 
menunjukkan datatebal lapisan recast, kekasaran permukaan dan microcrack 
benda kerja yang diperoleh selama eksperimen. 
 
Tabel 4.1 Data hasil eksperimen WEDM 
No AN ON OV OFF SV 
Tebal Lapisan 
Recast (µm) 
Kekasaran 
Permukaan (µm) 
Microcrack 
(µm/µm²) 
1 2 0,3 90 8 32 14,25 2,29 0,0095 
2 2 0,3 100 9 36 19,40 2,26 0,0137 
3 2 0,3 110 10 40 17,14 2,45 0,0166 
4 2 0,4 90 8 36 17,22 2,51 0,0147 
5 2 0,4 100 9 40 17,59 2,43 0,0187 
6 2 0,4 110 10 32 15,05 2,64 0,0086 
7 2 0,5 90 9 32 18,59 2,74 0,0176 
8 2 0,5 100 10 36 19,00 2,86 0,0200 
9 2 0,5 110 8 40 20,13 3,52 0,0119 
10 3 0,3 90 10 40 18,22 2,38 0,0174 
11 3 0,3 100 8 32 16,79 2,21 0,0172 
12 3 0,3 110 9 36 19,77 2,85 0,0163 
13 3 0,4 90 9 40 19,99 2,86 0,0160 
14 3 0,4 100 10 32 16,16 2,42 0,0124 
15 3 0,4 110 8 36 19,00 3,33 0,0137 
16 3 0,5 90 10 36 19,32 2,51 0,0330 
17 3 0,5 100 8 40 22,37 3,25 0,0394 
18 3 0,5 110 9 32 19,93 3,79 0,0222 
19 2 0,3 90 8 32 15,77 2,23 0,0066 
20 2 0,3 100 9 36 19,44 2,23 0,0148 
21 2 0,3 110 10 40 17,45 2,83 0,0103 
22 2 0,4 90 8 36 17,03 2,44 0,0150 
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No AN ON OV OFF SV 
Tebal Lapisan 
Recast (µm) 
Kekasaran 
Permukaan (µm) 
Microcrack 
(µm/µm²) 
23 2 0,4 100 9 40 19,30 2,72 0,0194 
24 2 0,4 110 10 32 16,50 2,81 0,0162 
25 2 0,5 90 9 32 18,71 2,20 0,0117 
26 2 0,5 100 10 36 18,73 2,94 0,0134 
27 2 0,5 110 8 40 20,08 3,67 0,0303 
28 3 0,3 90 10 40 17,02 2,56 0,0183 
29 3 0,3 100 8 32 16,36 2,30 0,0102 
30 3 0,3 110 9 36 18,79 2,91 0,0141 
31 3 0,4 90 9 40 20,51 2,43 0,0175 
32 3 0,4 100 10 32 16,66 2,78 0,0145 
33 3 0,4 110 8 36 18,50 3,28 0,0184 
34 3 0,5 90 10 36 19,59 2,83 0,0214 
35 3 0,5 100 8 40 21,92 3,57 0,0221 
36 3 0,5 110 9 32 20,40 3,56 0,0193 
Sumber: Hasil pengukuran 
4.2 Metode PeramalanBPNN 
Proses peramalan dengan menggunkan BPNN dilakukan dengan 
mengikuti diagram alir yang ditunjukkan pada Gambar 3.9. 
 
4.2.1 Data inputBPNN 
Data input pelatihan BPNNberasal dari data eksperimen WEDM yang 
telah dilakukan, seperti yang ditunjukkan pada Tabel 4.1. Data eksperimen yang 
berupa parameter input dan parameter respon tersebut disusun dalam bentuk 
matriks.  
 
4.2.2 Preprocessingdata BPNN 
Preprocessing dilakukanterhadap data yang akan digunakan sebagai input 
layer dan output layer pada pelatihan jaringan BPNN. Proses inidigunakan untuk 
melakukan normalisasi data eksperimen yang memiliki satuan dan interval yang 
berbeda-beda menjadi data yang non-dimensional denganintervaldiantara [-1, 1]. 
Preprocessing dilakukan dengan bantuan perangkat lunak.Fungsi mapmimaxyang 
ada diperangkat lunak digunakan untuk melakukan preprocessing pada pelatihan 
BPNN. Hasil normalisasi dari data eksperimen WEDM untuk setiap parameter 
inputdan parameter respon ditunjukkan pada Tabel 4.2. 
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Tabel 4.2 Data hasil preprocessing pada peramalanBPNN 
No. AN ON OV OFF SV 
Tebal Lapisan 
Recast (µm) 
Kekasaran 
Permukaan (µm) 
Microcrack 
(µm/µm²) 
1 -1 -1 -1 -1 -1 -1,0000 -0,8868 -0,8232 
2 -1 -1 0 0 0 0,2685 -0,9245 -0,5671 
3 -1 -1 1 1 1 -0,2882 -0,6855 -0,3902 
4 -1 0 -1 -1 0 -0,2685 -0,6101 -0,5061 
5 -1 0 0 0 1 -0,1773 -0,7107 -0,2622 
6 -1 0 1 1 -1 -0,8030 -0,4465 -0,8780 
7 -1 1 -1 0 -1 0,0690 -0,3208 -0,3293 
8 -1 1 0 1 0 0,1700 -0,1698 -0,1829 
9 -1 1 1 -1 1 0,4483 0,6604 -0,6768 
10 1 -1 -1 1 1 -0,0222 -0,7736 -0,3415 
11 1 -1 0 -1 -1 -0,3744 -0,9874 -0,3537 
12 1 -1 1 0 0 0,3596 -0,1824 -0,4085 
13 1 0 -1 0 1 0,4138 -0,1698 -0,4268 
14 1 0 0 1 -1 -0,5296 -0,7233 -0,6463 
15 1 0 1 -1 0 0,1700 0,4214 -0,5671 
16 1 1 -1 1 0 0,2488 -0,6101 0,6098 
17 1 1 0 -1 1 1,0000 0,3208 1,0000 
18 1 1 1 0 -1 0,3990 1,0000 -0,0488 
19 -1 -1 -1 -1 -1 -0,6256 -0,9623 -1,0000 
20 -1 -1 0 0 0 0,2783 -0,9623 -0,5000 
21 -1 -1 1 1 1 -0,2118 -0,2075 -0,7744 
22 -1 0 -1 -1 0 -0,3153 -0,6981 -0,4878 
23 -1 0 0 0 1 0,2438 -0,3459 -0,2195 
24 -1 0 1 1 -1 -0,4458 -0,2327 -0,4146 
25 -1 1 -1 0 -1 0,0985 -1,0000 -0,6890 
26 -1 1 0 1 0 0,1034 -0,0692 -0,5854 
27 -1 1 1 -1 1 0,4360 0,8491 0,4451 
28 1 -1 -1 1 1 -0,3177 -0,5472 -0,2866 
29 1 -1 0 -1 -1 -0,4803 -0,8742 -0,7805 
30 1 -1 1 0 0 0,1182 -0,1069 -0,5427 
31 1 0 -1 0 1 0,5419 -0,7107 -0,3354 
32 1 0 0 1 -1 -0,4064 -0,2704 -0,5183 
33 1 0 1 -1 0 0,0468 0,3585 -0,2805 
34 1 1 -1 1 0 0,3153 -0,2075 -0,0976 
35 1 1 0 -1 1 0,8892 0,7233 -0,0549 
36 1 1 1 0 -1 0,5148 0,7107 -0,2256 
Sumber: Hasil perhitungan 
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4.2.3 Arsitektur jaringan BPNN 
Arsitektur BPNN terdiri atas jumlah layer, jumlah neuron dalam setiap 
layer, fungsi aktifasi dan fungsi training. Banyak metode yang telah dilakukan 
oleh peneliti sebelumnya untuk menentukan arsitektur jaringan agar diperoleh 
model yang terbaik. Metode-metode tersebut antara lain adalah metode trial and 
error (Changyu, 2007; Shi, 2010; Shi, 2012), metode matriks ortogonal (Chen, 
2008; Huang, 2010), dan metode perhitungan tertentu (Shi, 2003; Zain, 2010; 
Cheng, 2012). Penelitian ini menggunakan metode perhitungan tertentu untuk 
mengetukan jumlah neuron pada setiaplayer ditentukan berdasarkan dan dengan 
rancangan full factorial. Perhitungan yang digunakan adalah “n/2,” “1n,” “2n,” 
dan “2n+1,” dimana n adalah jumlah input layer (Zain, 2010). 
Pada penelitian ini, parameter-parameter BPNN yang divariasikan dalam 
pengembangan BPNN dibatasi pada:  
 Jumlah hidden layer, yakni 1 dan 2 hidden layer. 
 Jumlah neuron dalam setiap hidden layer, yaitu 8 dan 10. 
 Fungsi aktifasi, yaitu logsig dan tansig.  
 Fungsi trainning, yaitu trainrp. 
Tiga parameter memiliki dua level dan satu paremeter memiliki satu level, 
sehingga rancangan full factorial yang digunakanadalah 23x11.Dengan demikian 
rancangan tersebut memiliki kombinasi arsitektur sebanyak 8 jaringan. Semua 
kombinasi menggunakan learning rate sebesar 0.1 dan performance goal sebesar 
1x10-4. Tabel 4.3 menunjukkan 8 kombinasi jaringan yang akan digunakan untuk 
melakukan pengembangan BPNN. Kombinasi jaringan yang dipilih adalah 
kombinasi jaringan yang menghasilkan MSE terkecil. 
Hasil perhitungan arsitektur BPNN yang ditunjukkan pada Tabel 4.3 
menyatakan bahwa nilai MSE terkecil adalah sebesar 0,0441 dan dihasilkan oleh 
kombinasi ke-6. Bentuk arsitektur tersebut memiliki kombinasi jaringan 5-8-8-3, 
fungsi aktivasinya adalah tansig dan fungsipelatihan adalah trainrp. Jaringan 5-8-
8-3 memiliki arti bahwa jaringan mempunyai 5 input layer, 2 buah hidden layer 
dengan 8 buah neuron pada masing-masing hidden layer, dan 3 output layer, 
seperti yang ditunjukkan pada Tabel 4.4 dan Gambar 4.1. 
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Tabel 4.3 Level Parameter BPNN yang divariasikan 
Kombinasi 
ke- 
Hidden 
layer 
Jumlah 
neuron 
Fungsi 
aktifasi 
Fungsi 
training 
MSE 
1 1 8 logsig trainrp 0,0484 
2 1 8 tansig trainrp 0,0488 
3 1 10 logsig trainrp 0,0496 
4 1 10 tansig trainrp 0,0451 
5 2 8 logsig trainrp 0,0454 
6 2 8 tansig trainrp 0,0441 
7 2 10 logsig trainrp 0,0472 
8 2 10 tansig trainrp 0,0499 
Sumber: Hasil perhitungan 
Tabel 4.4 Rincian model BPNN 
Parameter input  
Hidden 
layer 
Jumlah 
neuron 
Data 
training 
Data 
testing 
Output BPNN 
1. Arc on time 
2. On time 
3. Open voltage 
4. Off time  
5. Servo voltage 
2 8 29 7 
1. Tebal lapisan recast 
2. Kekasaran permukaan 
3. Microcrack 
 
 
Gambar 4.1.  Arsitektur jaringan BPNN 
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4.2.4 Kriteria pemberhentian (stopping criteria) peramalanBPNN 
Penghentian peramalan BPNN dilakukan dengan menggunakan kriteria 
sebagai berikut (Matlab, 2014): 
1. Jumlah epoch maksimum. 
2. Waktu iterasi maksimum. 
3. Nilai performa maksimum peramalan BPNN. 
4. Nilai gradien maksimum  
5. Jumlah epoch validasi maksimum 
Bila salah satu kriteria telah tercapai, maka pelatihan BPNN akan 
dihentikan. 
 
4.2.5 Inisiasi nilai bobot dan bias 
Penentuan nilai bobot dan bias awal diawali dengan nilai bobot dan bias 
tertentu, yaitu dengan cara memberikan nilai pada net.IW, net.LW dan net.b di 
perangkat lunak. Nilai bobot dan bias yang tercantun pada net.IW, net.LW dan 
net.b, dipilih secara random. Fungsi bobot dan bias dapat adalah sebagai berikut: 
1. net.IW{1,1} digunakan untuk menunjukkan nilai bobot dari input layer ke 
hidden layer 1. 
2. net.LW{2,1} digunakan untuk menunjukkan nilai bobot dari hidden layer 
1 ke hidden layer 2 
3. net.LW{3,2} digunakan untuk menunjukkan nilai bobot dari hidden layer 
2 ke output layer 
4. net.b{1} digunakan untuk menunjukkan nilai bias dari input layer ke 
hidden layer 1. 
5. net.b{2} digunakan untuk menunjukkan nilai bias dari hidden layer 1 ke 
hidden layer 2 
6. net.b{3} digunakan untuk menunjukkan nilai bias dari hidden layer 2 ke 
output layer 
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4.2.6 Data peramalanBPNN 
DataperamalanBPNNterdiri atasdata training,data testing, dan data 
validasi. Perbandingan jumlah data yang digunakan untuk training, testing dan 
validasi sebagai default pada perangkat lunakadalah 60% : 20% : 20%. Pelatihan 
BPNNpada penelitian ini menggunakan perbandingan data training dan data 
testingsebesar 80% : 20%.Seting yang dilakukan pada perangkat lunak adalah 
sebagai berikut: 
net.divideParam.trainRatio = 80/100 
net.divideParam.testRatio = 20/100 
Tabel 4.5 Data trainingdantestingyang dipilih secara acak 
Jenis data Nomor urut data ke- 
Training 
2, 3, 4, 5, 6, 7, 9, 10, 11, 12, 13, 14, 16, 17, 19, 20, 21, 22, 23, 
25, 27, 28, 30, 31, 32, 33, 34, 35, dan 36 
Testing  1, 8, 15, 18, 24, 26, dan 29 
 
Data eksperimen yang digunakan untuk melakukan pelatihan BPNN 
berjumlah 36. Dengan demikian 26 data digunakan untuk training, 5 data 
digunakan untuk testing, dan 5 data digunakan untuk validasi. Penentuan data 
training dan data testing tersebut dilakukan secara acak/random oleh perangkat 
lunak, seperti yang ditunjukkan pada Tabel 4.4. 
 
4.2.7 Pelatihan jaringan BPNN 
Peramalan BPNN merupakan perhitungan numerik untuk memprediksi 
nilaioutput. Perhitungan numerik pada input peramalan BPNN yang terkoreksi 
oleh seting parameter-parameter BPNN digunakan untuk memprediksi 
nilaioutputhasil peramalan BPNN.  
Pada awal tahap pelatihan BPNN digunakan nilai bobot dan bias yang 
diperoleh secara random. Perubahan nilai bobot dan bias dilakukan secara 
berkelanjutan hingga stopping criteria tercapai.  
Fungsi aktivasi tansigdigunakan untuk melakukan inisialisasi pada hidden 
layer.Fungsi aktivasi ini berupa fungsi transfer sigmoid tangen hiperbolik yang 
memiliki interval [-1, 1]. Fungsi aktivasipurelin (fungsi identitas) digunakan 
untuk melakukan inisialisasi pada output layer. 
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Fungsi resilient back propagation (trainrp) digunakan untuk 
melakukantraining jaringan BPNN, seperti ditunjukkan pada Gambar 4.2.Fungsi 
inimerupakan fungsipelatihanjaringanyang melakukan pembaharuan 
(update)terhadap nilai-nilaibobotdan biassesuai denganpelatihan BPNN. Jenis 
training ini merupakan jenis training yang paling cepat untuk pelatihan BPNNdan 
paling banyak direkomendasikan, walaupun memerlukan memori untuk proses 
yang lebih besar (Matlab, 2010). 
 
Gambar 4.2.  Model BPNN 
 
Parameter learning rate yang digunakan adalah sebesar 0,1. Nilai learning 
rate yang terlalu besar akan mempercepat waktu proses running, namun algoritma 
menjadi tidak stabil. Di sisi lain, semakin kecil nilai learning rate yang digunakan 
maka algoritma menjadi lebih stabil, tetapi waktu proses running akan menjadi 
lebih lambat.  
 
4.2.8 Hasil peramalan denganBPNN 
Peramalan BPNN akan berhenti bila salah satu kriteria pemberhentian 
(stopping criteria), yaitu jumlah epoch maksimum, waktu iterasi maksimum, nilai 
performa maksimum, nilai gradien maksimum, dan jumlah epoch validasi 
maksimum. Performansi pelatihan BPNN telah mencapai salah satu stopping 
criteria, yaitu nilai gradien maksimum. Nilai gradien maksimum hasil peramalan 
adalah sebesar 9,25x10-11 dan nilai tersebut berada dibawah nilai minimum dari 
nilai gradien maksimum yang ditentukan, yaitu sebesar 1x10-10.  
Data testing digunakan untuk melakukan pengujian model BPNN dan 
menghasilkan tebal lapisan recast, kekasaran permukaan dan microcrack respon 
hasil eksperimen, hasil peramalan dengan BPNN dan error (selisih antara hasil 
eksperimen dengan hasil BPNN) seperti yang ditunjukkan pada Tabel 4.6. Nilai 
MSE dari model BPNN dengan menggunakan data testing adalah sebesar 0,0992. 
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Nilai MSE data testing dan MSE total dari data training dan data testinguntuk 
respon tebal lapisan recast, kekasaran permukaan dan microcrack ditunjukkan 
pada Tabel 4.7. 
 
Gambar 4.3.  Grafik nilai epoch untuk MSE training dan testing dari peramalan 
dengan BPNN 
Tabel 4.6 Data testing pada tebal lapisan recast, kekasaran permukaan dan 
microcrack respon hasil eksperimen, hasil peramalan dengan BPNN dan error 
(selisih antara hasil eksperimen dengan hasil BPNN) 
No 
Tebal Lapisan Recast (µm) 
 
Kekasaran Permukaan (µm) 
 
Microcrack (µm/µm²) 
Eksp. BPNN Error (%) 
 
Eksp. BPNN Error (%) 
 
Eksp. BPNN Error (%) 
1 14,25 15,77 -10,68 
 
2,29 2,23 2,62 
 
0,0095 0,0066 30,53 
8 19,00 19,12 -0,68 
 
2,86 2,47 13,57 
 
0,0200 0,0241 -20,50 
15 19,00 18,50 2,64 
 
3,33 3,28 1,50 
 
0,0137 0,0184 -34,31 
18 19,93 20,40 -2,38 
 
3,79 3,56 6,07 
 
0,0222 0,0193 13,06 
24 16,50 15,05 8,81 
 
2,81 2,64 6,05 
 
0,0162 0,0086 46,91 
26 18,73 19,12 -2,09 
 
2,94 2,47 15,92 
 
0,0134 0,0241 -79,85 
29 16,36 16,79 -2,63 
 
2,30 2,21 3,91 
 
0,0102 0,0172 -68,63 
Sumber: Hasil pengukuran dan training 
Tabel 4.7 Nilai MSE data testing dan MSE total untuk data training dan data 
testing pada respon tebal lapisan recast, kekasaran permukaan dan microcrack 
Respon 
MSE data 
testing 
MSE total untuk data 
training dandata testing 
Tebal Lapisan Recast (µm)  0,0454 0,0141 
Kekasaran Permukaan (µm)  0,1052 0,0447 
Microcrack (µm/µm²)  0,1471 0,0731 
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Gambar 4.4.  Grafik data eksperimen dan outputtesting BPNN untuk respon (a) 
tebal lapisan recast, (b) kekasaran permukaan dan (c) microcrack 
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Gambar 4.5 menunjukkan grafik data eksperimen dan output testing 
BPNN untuk respon tebal lapisan recast, kekasaran permukaan dan microcrack. 
Nilai eror terbesar pada respon tebal lapisan recast adalah sebesar 10,68%, pada 
respon kekasaran permukaan adalah sebesar 15,92%, dan pada respon microcrack 
adalah sebesar 68,63%. Nilai-nilai persen eror tersebut ada memiliki nilai eror 
negatif dan ada juga yang memiliki nilai eror positif. Nilai persen eror negatif 
terjadi bila nilai hasil eksperimen lebih besar dari pada nilai hasil peramalan 
BPNN, sedangkan nilai persen eror positif terjadi bila nilai hasil eksperimen lebih 
kecil dari pada nilai hasil peramalan BPNN.  
Data tebal lapisan recast, kekasaran permukaan dan microcrack respon 
hasil eksperimen, hasil peramalan dengan BPNN dan error (selisih antara hasil 
eksperimen dengan hasil peramalan) ditunjukkan pada Lampiran G. Grafik data 
eksperimen dan data output pelatihan BPNN pada respon (a) tebal lapisan recast, 
(b) kekasaran permukaan dan (c) microcrackditunjukkan pada Lampiran H.Nilai-
nilai bobot dan bias akhir peramalan ditunjukkan pada Lampiran I. 
 
  
 
 
 
74 
 
 
4.3 Metode Optimasi GA 
GA merupakan metode optimasi yang dapat digunakan untuk menentukan 
parameter-parameter proses WEDM yang menghasilkan nilai respon yang 
optimum. Proses optimasi GA menggunakan data yang diperoleh dari peramalan 
dengan BPNN, sehingga kedua metode tersebut saling berhubungan, seperti yang 
ditunjukkan oleh bahasa pemprograman pada Lampiran J. Proses optimasi GA 
dilakukan dengan mengikuti diagram alir yang ditunjukkan pada Gambar 3.10. 
 
4.3.1 Penentuan batas atas dan batas bawah dari parameter yang 
dipotimasi 
Nilai optimal hasil optimasi yang diperoleh dengan metode GA perlu 
dibatasi agar tidak berada diluar nilai interval parameter penelitian. Tabel 4.8 
menunjukkan nilai-nilai batas bawah dan batas atasnya internal dari parameter-
parameter WEDM yang ingin dicapai.  
Tabel 4.8 Batas bawah dan batas atas parameter optimasi 
Parameter Unit Simbol Batas Interval 
bawah atas 
Arc on time µs AN 2 3 1 
On time µs ON 0,3 0,5 0,1 
Open voltage volt OV  90  110 5 
Off time  µs OFF 8 10 1 
Servo voltage volt SV  32 40 1 
 
4.3.2 Pengubahanbatas atas dan batas bawah yang bernilai diskrit 
menjadibernilai integer 
Optimasi dengan menggunakan GA diharapkan menghasilkan nilai 
parameter-parameter optimal dari proses WEDM yang berupabilangan 
integer,sehingga nilai hasil optimasi GA dapat diaplikasikan secara langsung pada 
mesin WEDM. Parameter-parameterarc on time, off time, dan servo voltage 
memiliki interval dengan batas atas dan batas bawah yang berupa bilangan 
integer. Parameter on time dan open voltage memiliki interval dengan batas atas 
dan batas bawah yang bersifatdiskrit. Oleh karena itu, untuk kedua parameter 
tersebut dilakukan penyetingan untuk merubah nilai diskrit ke nilai integer. 
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Batas parameter on time memiliki nilai desimal. Bila digunakan bilangan 
interger secara langsung, maka nilai optimal on time tidak terdefenisi pada 
interval tersebut. Oleh karena itu, nilai interval on time perlu ditetapkan secara 
diskrit, seperti yang ditunjukkan pada Lampiran K.1. Batas parameter open 
voltage memiliki nilai interval 5. Bilabilangan integer digunakan secara langsung, 
maka nilai optimal yang diperoleh tidak tepat di antara batas bawah dan batas atas 
dengan nilai interval 5, sehingga nilai range open voltage perlu ditetapkan secara 
diskrit.Lampiran K.2 menunjukkan seting nilai diskrit ke nilai integer dengan 
nama file di bahasa pemograman wireEDMMapVariables. 
  
4.3.3 Penentuan fungsi fitness 
Fungsi fitnessdigunakan untuk menentukan kondisi optimal parameter dari 
respon yang ingin dicapai. Program perangkat lunak optimasiGAyang dilakukan 
untuk mencariseting parameter arc on time, on time, open voltage, off time, dan 
servo voltage pada proses WEDM agarmenghasilkan tebal lapisan recast, 
kekasaran permukaan dan microcrack yang minimum ditunjukkan pada Lampiran 
K.3.Fungsi fitness untuk optimasiGA dari proses WEDM menggunakan file 
wireEDMfitnessWithDiscdi bahasa pemograman perangkat lunak. 
 
4.3.4 Penentuanopsiuntuk optimasiGA di perangkat lunak 
Genetic algorithm options structure terdiri dari beberapa opsi untuk 
menyelesaikan optimasi GA. Opsi-opsi berupa fungsi 'gaoptimset'dan fungsi 
solver 'ga'dipilih untuk menjalankan langkah-langkah yang ditunjukkan pada 
Gambar 3.10, yaitu: 
1. Penentuan inisial populasi: menggunakan jumlah populasi sebanyak 150. 
2. Penentuan jumlah maksimum generasi optimasi GA: menggunakan jumlah 
generasi sebanyak 20. 
3. Proses seleksi: menggunakan fungsi Roulette Wheel. 
4. Proses crossover: menggunakan probabilitas crossover sebesar 0,6. 
5. Proses mutasi: menggunakan probabilitas crossover sebesar 0,4. 
6. Perhitungan nilai fitness. 
7. Pemilihan individu orangtua. 
 
 
 
76 
 
 
8. Pemilihan individu offspring. 
9. Penetapan 2 individu terbaik: menggunkan pemilihan individu orang tua 
atau offspingyang memiliki nilai fitness terbesar. 
10. Pembentukan populasi baru:jumlah individu yang dipakai pada generasi 
berikutnya adalah sebanyak 50. 
11. Kriteria pemeriksaan tercapai tidaknya generasi maksimumadalah sebesar 
1x10-08. 
 
4.3.5 Hasil optimasi GA 
Hasil optimal GA didapat dengan melakukan percobaan beberapa kali 
sehingga diperoleh seting parameter yang paling optimal. Perubahan seting 
tersebut dilakukan pada parameter jumlah populasi, probabilitas mutasi, dan 
probabilitas crossover. Hal ini dilakukan untuk mendapatkan nilai fitness dari 
fungsi fitness yang paling kecil berdasarkan nilai rata-rata dari respon tebal 
lapisan recast, kekasaran permukaan dan microcrack yang terkecil. Nilai dari 
fungsi fitnessyang paling minimum menunjukkan bahwa output respon WEDM 
yang lebih baik dari pada eksperimen awal telah tercapai. 
Proses optimasi GA memiliki beberapa stoping criteria untuk 
menghentikan program yang sedang berlangsung. Adapun stoping criteria untuk 
menghetikan program GA yaitu jumlah generasi maksimum telah tercapai dan 
nilai fitness terbaik minimum telah tercapai.  
Gambar 4.6 menunjukkan grafik jumlah generasi terhadap nilai fitness dari 
optimasi GA.Jumlah generasi maksimum tercapai pada nilai fitnesssebesar 
1,90543. Seting optimal parameter-parameter arc on time, on time, open voltage, 
off time, dan servo voltage pada proses pemesinan WEDM dengan menggunakan 
metode GA ditunjukkan pada Tabel 4.9.  
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Tabel 4.9 Seting optimal parameter-parameter arc on time, on time, open 
voltage, off time, dan servo voltage pada proses pemesinan WEDM dengan 
menggunakan metode GA 
Parameter Simbol  Satuan  Seting optimal 
Arc on time AN µs 2 
On time ON µs     0,3 
Open voltage OV volt 90 
Off time OFF µs 10 
Servo voltage SV volt 40 
 
 
Gambar 4.5.  Grafik generasi terhadap nilai fitness pada optimasi GA 
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4.4 Perbandingan antara respon hasil kombinasi awal dan 
kombinasioptimum 
Kombinasi awal merupakan pengaturan kombinasi variabel proses yang 
biasa digunakan dalam proses pemotongan WEDM. Pada penelitian ini kombinasi 
awal diatur pada level tengah, yaitu pada level dua untuk variabel proses yang 
memiliki tiga level. Untuk variabel proses yang memiliki dua level kombinasi 
awal diatur pada level satu. Tujuan dari percobaan dengan menggunakan 
kombinasi awal ini adalah untuk mengetahui peningkatan karakteristik kinerja 
dari masing-masing respon baik secara individu maupun secara serentak. Hal ini 
dalakukan dengan membandingakan hasil  respon sebelum dilakukan optimasi 
(kombinasiawal) denganrespon 
setelahdilakukanoptimasi(kombinasioptimum).Pengaturan 
kombinasivariabelprosesyang digunakansebagaikondisiawal ditunjukkanpada 
Tabel4.10. 
Tabel 4.10 Pengaturan level kombinasi awal dan kombinasi optimum 
Parameter Simbol Kombinasi awal Kombinasi optimal 
Arc on time AN 2 2 
On time ON 0,4 0,3 
Open voltage OV 100 90 
Off time OFF 9 10 
Servo voltage SV 36 40 
Sumber:Hasilpercobaan 
 
Percobaandenganmenggunakankombinasiawal dilakukandenganreplikasi 
sebanyaktiga kali. Hasilmasing-masingdaripercobaanpada kondisiawal 
ditunjukkanpadaTabel4.11 dan Tabel 4.12. 
Tabel 4.11 Responpercobaankondisiawal 
Percobaan 
Tebal Lapisan 
Recast (µm) 
Kekasaaran 
Permukaan (µm) 
Microcracks 
(µm/µm²) 
1 17,48 2,59 0,02175 
2 18,71 2,41 0,02145 
3 18,33 2,54 0,01875 
Rata-rata 18,17 2,51 0,02065 
Sumber:Hasilpercobaan 
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Tabel 4.12 Responpercobaankondisioptimal 
Percobaan 
Tebal Lapisan 
Recast (µm) 
Kekasaaran 
Permukaan (µm) 
Microcracks 
(µm/µm²) 
1 14,163 2,21 0,0029 
2 14,84 2,07 0,0043 
3 13,97 2,27 0,0064 
Rata-rata 14,33 2,18 0,004533 
Sumber:Hasilpercobaan 
 
Gambar 4.7 menunjukkan tebal lapisan recast pada kondisi awal dan 
kondisi optimum. Pada Gambar 4.7a dan 4.7b menunjukkan tebal lapisan 
recasthasil kombinasi awal, sedangkan pada gambar 4.7c dan 4.7d menunjukkan 
tebal lapisan recasthasil kombinasi optimum. Pada kombinasi awal, tebal lapisan 
recastyang terjadi cenderung lebih banyak dan lebih besar dibandingkantebal 
lapisan recastyang terjadi pada kombinasi optimum yang cenderung lebih sempit 
dan tipis. 
 
(a) Kombinasi awal replikasi 1 
 
(b) Kombinasi awal replikasi 2 
 
(c) Kombinasi optimal replikasi 1 
 
(d) Kombinasi optimal replikasi 2 
Gambar 4.6.  Hasil pengukuran tebal lapisan recastdari (a) dan (b) kombinasi 
awal, (c) dan (d) Kombinasi optimum 
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Gambar 4.8 menunjukkan mickrocracksyang terjadi pada kombinasi awal 
dengan kombinasi optimum. Pada Gambar 4.8a dan 4.8b menunjukkan 
microcracks hasil kombinasi awal, sedangkan pada gambar 4.8c dan 4.8d 
menunjukkan microcracks hasil kombinasi optimum. Pada kombinasi awal, 
microcracks yang terjadi cenderung lebih banyak dan lebih besar dibandingkan 
mickrocracks yang terjadi pada kombinasi optimum yang cenderung lebih 
sempit dan tipis.  
 
(a) Kombinasi awal replikasi 1 
 
(b) Kombinasi awal replikasi 2 
 
(c) Kombinasi optimal replikasi 1 
 
(d) Kombinasi optimal replikasi 2 
Gambar 4.7.  Mickrocracks yang terjadi pada lapisan recast dari (a) dan (b) 
Kombinasi awal, (c) dan (d) Kombinasi optimum 
 
Berdasarkan Gambar 4.8, microcracks yang lebar dan panjang terjadi 
karena adanya peningkatan nilai on time, servo voltage, arc on time dan  open 
voltage yang diiringi dengan penurunan nilai off time. Dengan meningkatnya nilai 
on time, jumlah panas yang ditransfer ke permukaan semakin besar, sehingga 
logam yang mencair juga semakin banyak. Selain itu, dengan meningkatnya nilai 
servo voltage, erosi bunga api yang dihasilkan cenderung terkonsentrasi pada 
 
 
 
81 
 
 
permukaan lapisan recast, sehingga menyebabkan microcracks. Selain kedua 
faktor tersebut, faktor off time juga mempengaruhi terjadinya microcracks. Faktor 
off time yang singkat menyebabkan waktu proses pembilasan geram berjalan tidak 
sempurna, karena cairan dielektrik tidak mempunyai cukup banyak waktu untuk 
membawa geram yang terbentuk. Hal ini juga menyebabkan terjadinya globules, 
puing-puing geram dan blowholes pada lapisan recast. Selain itu, terjadinya 
microcracks juga dipengaruhi oleh heat input. Parameter-parameter pada WEDM 
yang mempengaruhi heat input adalah open voltage, arc on time dan on time. 
Heat input yang tinggi akan menyebabkan internal stress akan semakin tinggi. 
Internal stress merupakan gaya dalam yang terjadi akibat kontraksi/ekspansi 
termal. Ekspansi/kontraksi termal menyebabkan (microcracks) retakan pada 
permukaan benda kerja. Dengan demikian, pada nilai KRP yang tinggi dapat 
memberikan peluang terjadinya (microcracks) retakan menembus benda kerja 
juga semakin tinggi. 
Untuk mengetahui adanya perbedaan antara nilai respon kombinasi awal 
dengan kombinasi optimum, maka dilakukan validasi secara statistik dengan 
menggunakan uji rata-ratauntuk masing-masing respon. Hipotesis untuk pengujian 
ini adalah sebagai berikut: 
H0 : μ1 =  μ2 
H1 : μ1≥ μ2 
H0 akan ditolak jika nilai Pvalue kurang dari α. Pada pengujian ini, 
digunakan α sebesar 5%. Langkah-langkah uji kesamaan rata-ratauntuk kepadatan 
retakan permukaan (KRP) secara rinci ditunjukkan pada Lampiran L.  
Tabel 4.13 Hasilujikesamaanrata-rata 
Respon P-value Keterangan Kesimpulan 
Tebal Lapisan Recast (µm) 0.000 H0 ditolak Rata-rata tidak sama 
Kekasaaran Permukaan (µm) 0.000 H0 ditolak Rata-rata tidak sama 
Microcracks (µm/µm²) 0.000 H0 ditolak Rata-rata tidak sama 
Sumber:Hasilperhitungan dengan perangkat lunak 
 
Dari hasil uji kesamaan rata-rata, dapat diketahui bahwa Pvalueuntuk 
KRPadalah 0,0000. Nilai Pvalueyang lebih kecil dari α = 0,05 membuat hipotesis 
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awal (H0) ditolak. Maka dapat disimpulkan bahwa secara statistik, nilai rata-rata 
KRP dengan menggunakan kombinasi awal adalah lebih besar dibandingkan 
dengan nilai rata-rata KRP dengan menggunakan kombinasi optimum. 
Karakteristikkualitassemakinkecilsemakinbaikdarirespontebal lapisan 
recast, kekasaran permukaan dan microcrack 
telahterpenuhi.Haltersebutditunjukkandenganadanyapenurunannilaidari masing-
masingrespon secaraindividusetelah dilakukanoptimasi.Besarnya 
penurunannilaidarimasing-masingrespontebal lapisan recast, kekasaran 
permukaan dan microcrackberturut-turutadalah sebesar21,13%, 13,15%dan 
78,06%.Perbandingannilaimasing-masingresponsecara 
individusebelumdansetelahdilakukanoptimasiditunjukkanpadaTabel4.14. 
Tabel 4.14 Perbandinganresponindividupadakondisiawaldankondisioptimum 
Respon 
Kombinasi 
awal 
Kombinasi 
optimum 
Keterangan 
Tebal Lapisan Recast (µm) 18,17 14,33 21,13% Turun 
Kekasaaran Permukaan (µm) 2,51 2,18 13,15% Turun 
Microcracks (µm/µm²) 0,02065 0,00453 78,06% Turun 
Sumber:HasilPerhitungan 
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4.5 Pengaruh parameterprosesterhadap parameter respon 
Pengaruh dari parameter-parameterprosesyangmeliputiAN,ON, OFF, 
OVdan SVterhadaprespontebal lapisan recast, kekasaran permukaan dan 
microcrackdapatdiketahuidengan 
membandingkandatayangdiperolehdarieksperimen yang telah dilakukan.Hasil 
dari penelitian ini menunjukkan bahwa pengaruh parameter-parameter proses 
WEDM tidak hanya berpengaruh pada tebal lapisan recast dan kekerasan 
permukaan benda kerja saja, tetapi juga mempengaruhi microcrack pada benda 
kerja. Pembahasan lebih dalam mengenai pengaruh dari parameter-parameter 
proses AN,ON, OFF, OVdan SV terhadapmultirespon tebal lapisan recast, 
kekasaran permukaan dan microcrack secara individuadalahsebagai berikut: 
4.5.1 Parameterproses AN 
  ParameterprosesAN adalahparameterprosesyangmengaturbesarnya 
arustambahan padaprosespemotongan WEDM. NilaiANyanglebih 
besarakanmenghasilkan energiyangdigunakanuntukmengikisbenda 
kerjamenjadilebihbesar.Haliniakan membuatwaktuprosespemotongan 
menjadilebih singkat.Energiyanglebihbesar akanmenyebabkanpanas 
terkonduksilebihdalam.LapisanHAZ yangterbentukmenjadilebihtebal 
sehinggalapisanrecastyangterbentukjugaakan semakintebal.Selainitu, 
bendakerjayangterkikisakansemakinbanyakdan kawahyangterbentuk 
padapermukaanbendakerjajugaakansemakindalam.Halini akan menyebabkanlebar 
pemotonganmenjadilebihbesardan kekasaran permukaanmenjadilebihtinggi. 
 
4.5.2 Parameterproses ON 
  Proses pemotongan pada proses pemesinan WEDM hanya terjadi pada 
saat ON, nilai ON yang lebih besar akan mengakibatkan 
terjadinyawaktupeloncatanbungaapilistrikyangsemakinpanjang.Hal ini akan 
menyebabkan semakin banyaknya benda kerja yang terkikis dalam setiap 
satuanwaktu,sehinggawaktupemotonganbendakerja menjadisemakinsingkat. 
Semakinbesarnilai ON,makaenergiyangdihasilkanjuga akan 
semakinbesar.Energiyang besarakanmembuatbendakerja terkikis semakin banyak 
sehingga lebar pemotongan yang terjadi juga akan 
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semakinbesar.Energiyanglebihbesarjugaakanmenyebabkan panas 
terkonduksilebihdalam.LapisanHAZ yangterbentukmenjadilebihtebal 
sehinggalapisanrecastyangterbentukjugaakan semakintebal.Selainitu, energi yang 
lebihbesarakanmembuatkawahyangterbentukpada permukaanbendakerja 
semakindalam,sehinggakekasaranpermukaan yangdihasilkanjugasemakintinggi. 
4.5.3 Parameterproses OV 
  Padaprosespemotongan WEDMbendakerjadankawatelektroda 
tidaksalingbersentuhandan dipisahkanolehcairandielektrik.Loncatan bungaapi 
listrikakanterjadiketikabedapotensialcukupuntuk 
mengionisasicairandielektrik.Bedapotensialtersebutsangatmenentukan 
besarnyaenergiloncatanbungaapi listrikdanditentukanolehnilaiOV yangdiberikan. 
SemakinbesarnilaiOV,makasemakinbesarpulabedapotensialyang 
terjadi.Dengandemikian,energiyang digunakanuntukmengikisbenda 
kerjaakansemakinbesar.Halini jugaakanmembuatwaktuproses 
pemotonganmenjadisemakinsingkat.Selainitu,benda kerjayangterkikis 
semakinbanyakdan kawahyangterbentukpadapermukaanbendakerja jugaakan 
semakindalam.Sebagaiakibatnyalebar pemotonganmenjadi 
lebihbesardankekasaranpermukaanmenjadilebihtinggi. 
4.5.4 ParameterprosesOFF 
ParameterOFF merupakan lamanya waktu proses pemotongan 
berhentipada proses pemesinan WEDM. Nilai OFF yang lebih lama akan 
mengakibatkan penurunan temperatur yang lebih besar sehingga energi yang 
diterima benda kerja semakin kecil. Penurunan temperatur tersebut akan 
mengakibatkan lapisan HAZ yang terbentuk menjadi lebih tipis sehingga lapisan 
recast yang terbentuk akan semamkin tipis.  Selainitu, energi yang 
lebihkecilakanmembuatkawahyangterbentukpada permukaanbendakerja 
semakindangkal,sehinggakekasaranpermukaan yangdihasilkanjugasemakinkecil. 
4.5.5 Parameterproses SV 
ParameterSVdigunakanuntukmenentukan seberapacepat respon 
pemakananuntukmengubahkondisipemotongan. 
SemakinkecilSVmakasemakincepatprosespemotongan, tetapigap 
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akansemakinkecildanakanmenyebabkankawatputus.Dengankata lain SV 
berfungsiuntukmenjagaseberapabesargapagartidakterjadikawat putus. 
Pengikisan bendakerjaselamaprosespemotongan membuat jarak 
antarabendadan elektrodamenjadilebar.Hal initentusajaakanmembuat 
bedapotensialantarabendakerjadan kawatelektrodamenjadilebihkecil. 
Untukmengatasihaltersebut,jarak antarabenda kerjadankawat elektroda 
dapatdiaturdenganmenentukanbesar teganganreferensi.Besartegangan 
referensitersebutdiaturdenganmelakukanpengaturannilaiSV. Dengan nilai SV 
yangkecil,makaservocontrolakanberusahauntukmemperoleh bedapotensial 
yangsesuaidengantegangan referensi padajarakyang sempit. Sebagai akibatnya, 
kecepatan pemotongan akan meningkat sehinggawaktu 
yangdibutuhkanakansemakinsingkat.Selainitu, lebar 
pemotonganakansemakinsempitdan kekasaranpermukaanyang 
dihasilkanjugaakansemakinkecil. 
 
4.6 Pengaruhfaktor noiseterhadapmultirespon 
Data penelitian ini diperoleh dengan dua kali replikasi pada proses 
pemotongan baja perkakas SKD 61 dengan menggunakan proses pemesinan 
WEDM, seperti yang ditunjukan pada Tabel 4.1. Tabel L.11 menunjukkan data 
tebal lapisan recast, kekasaran permukaan dan microcrack dari respon hasil 
eksperimen, hasil pelatihan BPNN dan error (selisih hasil eksperimen dengan 
hasil BPNN). Perhitungan nilai eror rata-rata pada respon lapisan recast, 
kekasaran permukaan dan microcrack secara berurutan adalah sebesar 0,26%, 
0,24% dan 14,8%. Nilai eror yang besar tersebut dimungkinkan terdapat 
parameter-parameterlain yangmemilikipengaruhterhadapresponyangdiamati. 
Parameter-parametertersebutbiasa dikenalsebagaifaktornoise, yaituparameter-
parameteryangsulitataubahkantidakbisa dikendalikan.Contohdari faktor-
faktornoisepadaWEDMantaralainsepertikemurniandari cairandielektrik, 
temperaturcairandielektrikdantekananflushing. 
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BAB V 
KESIMPULAN DAN SARAN 
 
5.1 Kesimpulan 
Berdasarkan hasil eksperimen dan proses optimasiyang telah dilakukan 
pada penelitian yang berjudul “optimasi tebal lapisan recast, kekasaran 
permukaan dan microcrack pada proses pemesinan wire electrical discharge 
machining (WEDM) baja perkakas SKD61 dengan menggunakan metode back-
propagation neural network (BPNN) dan genetic algoritrm (GA)” ini, dapat 
diambil kesimpulan sebagai berikut: 
1. Model peramalan dengan BPNN yang dikembangkan memiliki arsitektur 
jaringan 5-8-8-3, yang terdiri dari 5 input layer, 2 hidden layer dengan 8 
neuron pada masing-masing hidden layer, dan 3 output layer. Fungsi 
aktivasinya adalah tansig dan fungsi pelatihan adalah trainrp.  
2. Optimasi GA menghasilkan kombinasi parameter-parameter yang dapat 
meminimalkan tebal lapisan recast, kekasaran permukaan dan microcrack 
secara serentak pada seting parameter-parameter proses arc on time sebesar 2 
µs, on time sebesar 0,3 µs, open voltage sebesar 90 volt, off timesebesar 10 
µs,dan servo voltage sebesar 40 volt.  
 
5.2 Saran 
Adapun saran yang dapat diberikan setelah melakukan penelitian adalah 
sebagai berikut: 
1. Faktor-faktor noiseselama proses permesinan WEDM perlu diperhatikan 
untuk mengurangi besarnya error. 
2. Metode optimasi multirespon dalam penelitian ini menggunakan BPNN dan 
GA. Pada penelitian selanjutnya, dapat dilakukan sebuah studi untuk 
melakukan optimasi multirespon dengan menggunakan metode-metode 
optimasi yang lain sebagai perbandingan. 
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Lampiran A  
Tabel L.1 Spesifikasi mesin WEDM 
 
Sumber: Instruction Manual Book Wire cut EDM CHMER CW32GF 
 
 
Tabel L.2 Dielektrik tank 
 
Sumber: Instruction Manual Book Wire cut EDM CHMER CW32GF 
 
 
 
 
 
 
 
 
 
 
 
  
Item Spesification
Table travel (X and Y axis) 350 mm x 250 mm ( 13.7" x 9.8")
Z axis Travel 220 mm (6.6 ")
Auxiliary travel ( u and V axis) 80 mm x 80 mm ( 3.1"x 3.1")
Work table size (W x D) 600 mm x 400 mm (23.6"x 15.7")
Work tank dimensions  (W x D) 895 mm x 650 mm (35.2"x 25.5")
Maximum height of work piece 220 mm (8.6 ") submerge
Maximum weight of work piece 450 kg (990 lb) submerge
Distance from floor to table top 965 mm (38")
Taper angle 20°/80 mm (3.1")
Wire tension 300 g to 2300 g (0.66 lb to 5.06 lb)
Wire speed feed (max) 250 mm/sec (9.8 in/sec)
Wire diamter 0.15 to 0.30 mm ( 0.006 to 0.012 in)
Wire pool volume (max) 6 kg (13.2 lb)
Machine tool dimension ( W x D x H) 1650 mm x 1900 mm x 2040 mm
Machine tool dimension ( W x D ) 2250 mm x 2200 mm (88.56" x 86.6 ")
Machine tool weight 2800 kg
Item Spesification
External dimensions ( W x D x H) 550 mm x 2200 mm x 1770 mm
Weight (empty) 230 kg (506 lb)
Capacity 5301 (138 gal)
Deionizer  10 l  (2.6 gal)
Filtering system  2 replaceable paper filter
L2 
 
Lampiran B  
Tabel L.3 Seting parameter pada mesin WEDM CHMER CW32GF 
 
Sumber: Instruction Manual Book Wire cut EDM CHMER CW32GF 
 
  
Simbol Nama faktor Interval seting
0 ~ 15 (70 V ~ 145 V)
0 =  70 V                               ; 10 = 120 V
1 =  75 V                               ; 11 = 125 V
2 =  80 V                               ; 12 = 130 V
3 =  85 V                               ; 13 = 135 V
4 =  90 V                               ; 14 = 140 V
5 =  95 V                               ; 15 = 145 V
6 = 100 V                              
7 = 105V                            
8 = 110 V                              
9 = 115 V                              
0 ~ 30
LP = 0                           DC rough cutting
LP = 1                           DC spark alignment
LP = 2                           DC fine cutting
LP = 20                         DC moderate cutting
LP = 3 ~ 9                     not available
LP = 10                         AC rough cutting
LP = 11                         AC spark alignment
LP = 12                         AC fine cutting
LP = 30                         AC moderate cutting
LP =13 ~ 29                  Super finish cutting
1 ~ 10
1 = 0.1 
2 = 0.2 μs
3 = 0.3 μs
4 = 0.4 μs
5 = 0.5 μs
6 = 0.6 μs
7 = 0.7 μs
8 = 0.8 μs
9 = 0.9 μs
10 = 1 μs
7 ~ 50
7 = 7 μs...50 = 50 μs
AN Arc On time 1 ~ 7
AFF Arc Of time 3 ~ 50
SV Servo Voltage 10V ~ 75V
FR Feedrate override 0 ~ 50
0 ~ 15 (70 V ~ 145 V)
0 =  0 mm/sec                 ; 10 = 120 mm/sec 
1 =  0 mm/sec                 ; 11 = 125 mm/sec 
2 =  5 mm/sec                 ; 12 = 130 mm/sec 
3 =  25 mm/sec               ; 13 = 135 mm/sec 
4 =  60 mm/sec               ; 14 = 140 mm/sec 
5 =  90 V                        ; 15 = 145 mm/sec 
6 = 100 V                              
7 = 105V                            
8 = 110 V                              
9 = 115 V                              
WL Water flow 0 ~ 7
FM Feedrate mode 0 ~ 1
F Feedrate 0 ~ 500
Sumber: Instruction Manual Book Wire cut EDM CHMER CW32F 
OFF Off time 
WF Wire feed
OV Open voltage
Low PowerLP
ON On Time
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Lampiran C  
Tabel L.4 ISO Certification steel bar JIS SKD61 
General 
Information 
Very good retentively of hardness and toughness at elevated temperatures. Compression strength 
is very good and it is insensitive to thermal shocks. Wear resistance is better than 2343. Good 
mechanical property in the annealed condition 
Sizes Diameter:10-600mm 
Length: 2000-5800mm 
Comparable 
Standards 
AISI/SAE : H13 DIN  : X40CrMoV51 JIS : SKD61 BS : BH13 
Chemical 
Analysis (%)                                                                                                     
C : 0.37-0.42 Mn : 0.30-0.50 Si : 0.90-1.20 Cr : 4.80-5.50 V : 0.90-1.10  
Mo : 1.20-1.50 P : ≤0.03 S : ≤0.03 
Heat treatment 
(Isothermal 
annealing) 
Heat to 880°C, hold at temperature for 1/2 h to 1 h; 
Furnace cooling to 780°Cand hold at temperature for at least 5 hours; 
Cool by 10°C/h to 750°C; 
Cooling in air. 
Maximum 
hardness 
230 HB 
Stress relieving To be carried out after maching and before the final heat treatment. 
Heat to 650÷700°C, hold for 4÷6 hours; 
Furnace cooling to 300÷350°C. 
Cooling in air. 
Hardening Initial preheating to 350÷450°C; 
Second preheating to 750÷850°C; 
Heat to hardening temperature in the range 1000÷1050°Cand hold at temperature. 
Cooling in air. 
Quenched hardness: 52÷56 HRC 
Tempering In the range 550-630°Cfor at least 3 hours according to hardness requirements. 
Tempering must be repeated a second time at a temperature to or 20°Clower than the previous.  
Before tempering, preheat the parts to 200÷300°C. 
Specialty    
 
High penetration, high rigidity, high endurance, small distortion when quench, possess high rigidi
ty of  Cr12*210CrW12,.good tenacity, adapt to tool mould of complicated form.  
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Lampiran D  
Tabel L.5 Hasil pengukuran tebal lapisan recast replikasi 1 
 
Sumber: Hasil perhitungan 
 
 
 
(a) pada kombinasi faktor ke 1 
 
(b) pada kombinasi faktor ke 1 
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(c) pada kombinasi faktor ke 17 
 
(d) pada kombinasi faktor ke 17 
Gambar L.1 Lapisan recast replikasi ke 1(a) dan (b) pada kombinasi faktor ke 1, (c) dan (d) 
pada kombinasi faktor ke 17 
 
Tabel L.6 Hasil pengukuran tebal lapisan recast replikasi 2 
 
Sumber: Hasil perhitungan 
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(a) pada kombinasi faktor ke 1 
 
(b) pada kombinasi faktor ke 1 
 
(c) pada kombinasi faktor ke 17  (d) pada kombinasi faktor ke 17 
Gambar L.2 Lapisan recast replikasi ke 2: (a) dan (b) pada kombinasi faktor ke 1, (c) dan 
(d) pada kombinasi faktor ke 17 
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Lampiran E  
Tabel L.7 Hasil pengukuran kekasaran permukaan benda kerja replikasi 1 
REPLIKASI 1 
Eksperimen 
ke 
Kombinasi 
faktor ke- 
Faktor SR (µm) 
Mean SR 
AN ON OV OFF SV 1 2 3 
16 1 2 3 4 8 32 2,16 2,42 2,29 2,29 
18 2 2 3 6 9 36 2,29 2,16 2,32 2,26 
7 3 2 3 8 10 40 2,60 2,47 2,29 2,45 
5 4 2 4 4 8 36 2,49 2,51 2,52 2,51 
10 5 2 4 6 9 40 2,45 2,30 2,54 2,43 
11 6 2 4 8 10 32 2,95 2,53 2,43 2,64 
3 7 2 5 4 9 32 2,72 2,30 3,19 2,74 
9 8 2 5 6 10 36 3,18 2,78 2,63 2,86 
1 9 2 5 8 8 40 3,38 3,64 3,53 3,52 
2 10 3 3 4 10 40 2,22 2,43 2,49 2,38 
14 11 3 3 6 8 32 2,30 2,22 2,11 2,21 
17 12 3 3 8 9 36 2,77 2,85 2,92 2,85 
15 13 3 4 4 9 40 2,86 2,77 2,96 2,86 
12 14 3 4 6 10 32 2,40 2,34 2,53 2,42 
8 15 3 4 8 8 36 3,61 3,22 3,15 3,33 
13 16 3 5 4 10 36 2,34 2,83 2,35 2,51 
6 17 3 5 6 8 40 3,12 3,03 3,61 3,25 
4 18 3 5 8 9 32 3,73 3,88 3,76 3,79 
Sumber: Hasil perhitungan 
 
Tabel L.8 Hasil pengukuran kekasaran permukaan benda kerja replikasi 2  
REPLIKASI 2 
Eksperimen 
ke 
Kombinasi 
faktor ke- 
Faktor SR (µm) 
Mean SR 
AN ON OV OFF SV 1 2 3 
3 1 2 3 4 8 32 2,51 2,02 2,16 2,23 
8 2 2 3 6 9 36 2,12 2,19 2,38 2,23 
10 3 2 3 8 10 40 3,48 2,33 2,68 2,83 
15 4 2 4 4 8 36 2,68 2,54 2,11 2,44 
7 5 2 4 6 9 40 2,84 2,73 2,60 2,72 
5 6 2 4 8 10 32 2,77 2,86 2,79 2,81 
16 7 2 5 4 9 32 2,02 2,27 2,32 2,20 
18 8 2 5 6 10 36 2,89 2,98 2,94 2,94 
13 9 2 5 8 8 40 3,74 3,65 3,63 3,67 
17 10 3 3 4 10 40 2,43 2,64 2,61 2,56 
2 11 3 3 6 8 32 2,33 2,32 2,25 2,30 
6 12 3 3 8 9 36 2,85 2,96 2,92 2,91 
4 13 3 4 4 9 40 2,32 2,43 2,53 2,43 
9 14 3 4 6 10 32 2,78 2,84 2,71 2,78 
14 15 3 4 8 8 36 3,09 3,48 3,26 3,28 
1 16 3 5 4 10 36 2,73 2,85 2,92 2,83 
12 17 3 5 6 8 40 3,79 3,72 3,21 3,57 
11 18 3 5 8 9 32 3,76 3,41 3,52 3,56 
Sumber: Hasil perhitungan 
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Lampiran F  
Tabel L.9 Hasil pengukuran microcracks pada replikasi 1 
Kombinasi 
Faktor ke- 
TPR  p Ɩ Luas Penampang 
yang diamati (µm²) 
KRP 
 (µm) (µm) (µm) (µm/µm²) 
1 155,46 147,59 110,69 16336,74 0,0095 
2 216,49 145,35 109,01 15844,60 0,0137 
3 269,48 147,22 110,41 16254,56 0,0166 
4 238,85 147,29 110,47 16271,13 0,0147 
5 297,98 145,76 109,32 15934,48 0,0187 
6 137,88 146,46 109,84 16087,17 0,0086 
7 281,42 146,09 109,57 16007,08 0,0176 
8 327,68 147,78 110,83 16378,46 0,0200 
9 190,06 146,08 109,56 16004,52 0,0119 
10 284,34 147,74 110,81 16371,07 0,0174 
11 278,76 146,92 110,19 16189,11 0,0172 
12 257,13 145,18 108,88 15807,20 0,0163 
13 260,66 147,36 110,52 16286,23 0,0160 
14 197,57 145,72 109,29 15925,74 0,0124 
15 221,58 146,72 110,04 16145,07 0,0137 
16 531,08 146,47 109,85 16089,73 0,0330 
17 640,74 147,24 110,43 16259,71 0,0394 
18 356,89 146,45 109,84 16086,07 0,0222 
Sumber: Hasil perhitungan 
 
Tabel L.10 Hasil pengukuran microcracks pada replikasi 2 
Kombinasi 
Faktor ke- 
TPR  p Ɩ Luas Penampang 
yang diamati (µm²) 
KRP 
 (µm) (µm) (µm) (µm/µm²) 
1 105,45 145,92 109,44 15969,48 0,0066 
2 237,53 146,41 109,81 16077,28 0,0148 
3 167,96 147,3 110,47 16272,23 0,0103 
4 240,02 146,22 109,67 16035,95 0,015 
5 311,9 146,26 109,69 16043,26 0,0194 
6 264,63 147,42 110,56 16298,76 0,0162 
7 190,44 147,32 110,49 16277,39 0,0117 
8 218,99 147,71 110,71 16352,97 0,0134 
9 487,05 146,42 109,82 16079,84 0,0303 
10 298,16 147,2 110,4 16250,88 0,0183 
11 163,43 146,07 109,55 16001,97 0,0102 
12 223,76 145,72 109,29 15925,74 0,0141 
13 286,04 147,61 110,71 16341,9 0,0175 
14 232,29 146,27 109,7 16045,82 0,0145 
15 305,86 148,95 111,71 16639,2 0,0184 
16 356,82 148,96 111,72 16641,81 0,0214 
17 362,48 147,82 110,87 16388,8 0,0221 
18 313,28 147,27 110,46 16267,44 0,0193 
Sumber: Hasil perhitungan 
 
Contoh pengukuran mickrocraks: 
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(a) Kombinasi Faktor ke 1 
 
(b) Kombinasi Faktor ke 9 
 
(c) Kombinasi Faktor ke 17 
Gambar L.3 Pengukuran mickrocraks pada (a) replikasi 1 dari kombinasi faktor ke 1, (b) 
replikasi 1 dari kombinasi faktor ke 9, dan (c) replikasi 1 dari kombinasi faktor ke 17 
 
Perhitungan microcrackpada kombinasi faktor ke 1 dengan menggunakan persamaan 
2.3 adalah sebagai berikut: 
KRP = 
𝑃𝑎𝑛𝑗𝑎𝑛𝑔  𝑟𝑒𝑡𝑎𝑘𝑎𝑛  𝑘𝑒𝑠𝑒𝑙𝑢𝑟𝑢 ℎ𝑎𝑛  𝑑𝑖  𝑝𝑒𝑛𝑎𝑚𝑝𝑎𝑛𝑔  𝑦𝑎𝑛𝑔  𝑑𝑖𝑎𝑚𝑎𝑡𝑖  
𝑙𝑢𝑎𝑠  𝑝𝑒𝑛𝑎𝑚𝑝𝑎𝑛𝑔  𝑦𝑎𝑛𝑔  𝑑𝑖𝑎𝑚𝑎𝑡𝑖
[𝜇𝑚 ]
[𝜇𝑚 2]
 
KRP = 
 (16,51 + 18,98 + 37,56 + 45,34 + 25,45 + 11,62)
(147,59 𝑥  110,69)
[𝜇𝑚 ]
[𝜇𝑚 2]
 
KRP =  0,0095 µm/µm2 
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Lampiran G  
Tabel L.11 Data tebal lapisan recast, kekasaran permukaan dan microcrackdari respon 
hasil eksperimen, hasil peramalan dengan BPNN dan error (selisih hasil eksperimen 
dengan hasil peramalan) 
No 
Tebal Lapisan Recast (µm) 
 
Kekasaran Permukaan (µm) 
 
Microcrack (µm/µm²) 
Eksp. BPNN Error (%)   Eksp. BPNN Error (%)   Eksp. BPNN Error (%) 
1 14,25 15,77 -10,68 
 
2,29 2,23 2,62 
 
0,0095 0,0066 30,53 
2 19,40 19,42 -0,13 
 
2,26 2,25 0,66 
 
0,0137 0,0143 -4,38 
3 17,14 17,30 -0,92 
 
2,45 2,64 -7,76 
 
0,0166 0,0135 18,67 
4 17,22 17,13 0,56 
 
2,51 2,48 1,39 
 
0,0147 0,0149 -1,36 
5 17,59 18,45 -4,88 
 
2,43 2,58 -5,97 
 
0,0187 0,0190 -1,60 
6 15,05 15,05 0,02 
 
2,64 2,64 0,00 
 
0,0086 0,0086 0,00 
7 18,59 18,65 -0,31 
 
2,74 2,47 9,85 
 
0,0176 0,0147 16,48 
8 19,00 19,12 -0,68 
 
2,86 2,47 13,57 
 
0,0200 0,0241 -20,50 
9 20,13 20,11 0,14 
 
3,52 3,60 -2,13 
 
0,0119 0,0211 -77,31 
10 18,22 17,62 3,29 
 
2,38 2,47 -3,78 
 
0,0174 0,0179 -2,87 
11 16,79 16,79 0,01 
 
2,21 2,21 0,00 
 
0,0172 0,0172 0,00 
12 19,77 19,28 2,50 
 
2,85 2,88 -1,05 
 
0,0163 0,0152 6,75 
13 19,99 20,25 -1,30 
 
2,86 2,65 7,52 
 
0,0160 0,0168 -5,00 
14 16,16 16,41 -1,53 
 
2,42 2,60 -7,44 
 
0,0124 0,0134 -8,06 
15 19,00 18,50 2,64 
 
3,33 3,28 1,50 
 
0,0137 0,0184 -34,31 
16 19,32 19,46 -0,68 
 
2,51 2,67 -6,37 
 
0,0330 0,0272 17,58 
17 22,37 22,15 1,00 
 
3,25 3,41 -4,92 
 
0,0394 0,0308 21,83 
18 19,93 20,40 -2,38 
 
3,79 3,56 6,07 
 
0,0222 0,0193 13,06 
19 15,77 15,77 -0,03 
 
2,23 2,23 0,00 
 
0,0066 0,0066 0,00 
20 19,44 19,42 0,11 
 
2,23 2,25 -0,67 
 
0,0148 0,0143 3,38 
21 17,45 17,30 0,88 
 
2,83 2,64 6,71 
 
0,0103 0,0135 -31,07 
22 17,03 17,13 -0,56 
 
2,44 2,48 -1,43 
 
0,0150 0,0149 0,67 
23 19,30 18,45 4,41 
 
2,72 2,58 5,33 
 
0,0194 0,0190 2,06 
24 16,50 15,05 8,81 
 
2,81 2,64 6,05 
 
0,0162 0,0086 46,91 
25 18,71 18,65 0,32 
 
2,20 2,47 -12,27 
 
0,0117 0,0147 -25,64 
26 18,73 19,12 -2,09 
 
2,94 2,47 15,92 
 
0,0134 0,0241 -79,85 
27 20,08 20,11 -0,13 
 
3,67 3,60 2,04 
 
0,0303 0,0211 30,36 
28 17,02 17,62 -3,50 
 
2,56 2,47 3,52 
 
0,0183 0,0179 2,19 
29 16,36 16,79 -2,63 
 
2,30 2,21 3,91 
 
0,0102 0,0172 -68,63 
30 18,79 19,28 -2,62 
 
2,91 2,88 1,03 
 
0,0141 0,0152 -7,80 
31 20,51 20,25 1,25 
 
2,43 2,65 -8,85 
 
0,0175 0,0168 4,00 
32 16,66 16,41 1,48 
 
2,78 2,60 6,47 
 
0,0145 0,0134 7,59 
33 18,50 18,50 -0,01 
 
3,28 3,28 0,00 
 
0,0184 0,0184 0,00 
34 19,59 19,46 0,67 
 
2,83 2,67 5,65 
 
0,0214 0,0272 -27,10 
35 21,92 22,15 -1,02 
 
3,57 3,41 4,48 
 
0,0221 0,0308 -39,37 
36 20,40 20,40 -0,02 
 
3,56 3,56 0,00 
 
0,0193 0,0193 0,00 
Sumber: Hasil perhitungan (persen eror dihitung dengan menggunakan persamaan 2.9)  
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Lampiran H  
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Gambar L.4 Grafik data eksperimen dan output peramalan pada respon (a) tebal lapisan 
recast, (b) kekasaran permukaan dan (c) microcrack 
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Lampiran I  
Tabel L.12 Nilai-nilai bobot dan bias akhir peramalan, (a) nilai bobot dan bias dari input 
layer ke hidden layer 1, (b) nilai bobot dan bias dari hidden layer 1 ke hidden layer 2 dan 
(c) nilai bobot dan bias dari hidden layer 2 ke output layer 
Neuron 
(a) Nilai bobot dan bias dari input layer ke hidden layer 1 
Bobot 
Bias 
1 2 3 4 5 
1 1,4865 2,6180 -0,6336 0,1286 0,3805 -2,1345 
2 -1,7634 -1,4562 -0,3968 0,1152 0,9288 0,8359 
3 -0,4125 -1,5963 -0,8855 -1,6266 0,2083 -0,7407 
4 0,4247 1,8333 -0,6099 0,3787 -1,1984 0,4774 
5 -0,5528 -0,7366 3,4137 1,0314 -0,5478 -0,7113 
6 0,7791 -0,7349 0,2747 0,1145 -2,0279 1,0347 
7 -0,2911 0,4729 0,0388 1,7451 0,5275 1,7520 
8 0,4700 -1,5486 0,9789 -1,0077 -1,5912 1,8463 
 
 
Neuron 
(b) Nilai bobot dan bias dari hidden layer 1 ke hidden layer 2 
Bobot 
Bias 
1 2 3 4 5 6 7 8 
1 -0,5514 -0,0548 1,0529 -0,3433 0,2903 0,6340 0,6800 1,2224 2,3202 
2 -0,1240 0,8747 0,8546 -0,3540 -0,6299 -0,8189 -0,4015 0,6994 1,1664 
3 -0,7868 0,5656 0,3849 0,1903 -1,2491 0,0929 0,3116 0,6344 -0,0864 
4 0,6814 -0,5492 0,2692 1,3242 -0,9128 -0,7841 0,1644 -0,2547 0,1480 
5 0,0226 -0,4685 -0,8799 -0,3194 0,5835 -0,2394 0,5174 0,7649 0,2972 
6 0,2388 0,4922 -0,6477 0,8448 -0,3608 -0,9086 -0,3629 0,6607 -1,0442 
7 -0,2688 0,4502 0,4398 1,3952 0,5597 -0,2807 -0,8724 0,4522 -1,7547 
8 -1,2487 0,3922 0,8090 0,0539 1,6657 0,5983 -0,3348 -0,5074 -1,7458 
 
 
Neuron 
(c) Nilai bobot dan bias dari hidden layer 2 ke output layer 
Bobot 
Bias 
1 2 3 4 5 6 7 8 
1 -0,1114 0,8404 -0,5974 0,5920 0,5763 -0,3728 -0,1680 0,1315 -0,2788 
2 0,2191 0,3281 -1,0848 -0,2497 0,2981 0,5173 0,5154 -0,2700 0,3105 
3 -0,6005 0,6526 -0,2962 0,2928 0,7067 -0,5906 1,0980 -0,2922 0,3083 
Sumber: Hasil perhitungan 
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Lampiran J  
Bahasa pemprograman metode peramalan dengan BPNN dan optimasi GA pada 
perangkat lunak adalah sebagai berikut: 
 
clear all 
%clc 
 
% Mendeklarasikan variabel global 
global net 
 
%% Data Hasil Eksperimen 
% Parameter input (arc on time, on 
time, open voltage, off time, dan 
servo voltage)  
input=[ 
    2   0.3  90  8  32; 
    2   0.3 100  9  36; 
    2   0.3 110 10  40; 
    2   0.4  90  8  36; 
    2   0.4 100  9  40; 
    2   0.4 110 10  32; 
    2   0.5  90  9  32; 
    2   0.5 100 10  36; 
    2   0.5 110  8  40; 
    3   0.3  90 10  40; 
    3   0.3 100  8  32; 
    3   0.3 110  9  36; 
    3   0.4  90  9  40; 
    3   0.4 100 10  32; 
    3   0.4 110  8  36; 
    3   0.5  90 10  36; 
    3   0.5 100  8  40; 
    3   0.5 110  9  32; 
    2   0.3  90  8  32; 
    2   0.3 100  9  36; 
    2   0.3 110 10  40; 
    2   0.4  90  8  36; 
    2   0.4 100  9  40; 
    2   0.4 110 10  32; 
    2   0.5  90  9  32; 
    2   0.5 100 10  36; 
    2   0.5 110  8  40; 
    3   0.3  90 10  40; 
    3   0.3 100  8  32; 
    3   0.3 110  9  36; 
    3   0.4  90  9  40; 
    3   0.4 100 10  32; 
    3   0.4 110  8  36; 
    3   0.5  90 10  36; 
    3   0.5 100  8  40; 
    3   0.5 110  9  32]; 
 
% Parameter respon (tebal lapisan 
recast, kekasaran permukaan dan 
microcrack)  
respon=[ 
    14.25   2.29    0.0095; 
    19.40   2.26    0.0137; 
    17.14   2.45    0.0166; 
    17.22   2.51    0.0147; 
    17.59   2.43    0.0187; 
    15.05   2.64    0.0086; 
    18.59   2.74    0.0176; 
    19.00   2.86    0.0200; 
    20.13   3.52    0.0119; 
    18.22   2.38    0.0174; 
    16.79   2.21    0.0172; 
    19.77   2.85    0.0163; 
    19.99   2.86    0.0160; 
    16.16   2.42    0.0124; 
    19.00   3.33    0.0137; 
    19.32   2.51    0.0330; 
    22.37   3.25    0.0394; 
    19.93   3.79    0.0222; 
    15.77   2.23    0.0066; 
    19.44   2.23    0.0148; 
    17.45   2.83    0.0103; 
    17.03   2.44    0.0150; 
    19.30   2.72    0.0194; 
    16.50   2.81    0.0162; 
    18.71   2.20    0.0117; 
    18.73   2.94    0.0134; 
    20.08   3.67    0.0303; 
    17.02   2.56    0.0183; 
    16.36   2.30    0.0102; 
    18.79   2.91    0.0141; 
    20.51   2.43    0.0175; 
    16.66   2.78    0.0145; 
    18.50   3.28    0.0184; 
    19.59   2.83    0.0214; 
    21.92   3.57    0.0221; 
    20.40   3.56    0.0193]; 
. 
 
%==========================================================================    
%% Metode Prediksi Back-propagation Neural Network 
% Preprocessing data BPNN 
    p = input';             % Melakukan transpose matriks pada parameter input 
    t = respon';            % Melakukan transpose matriks pada parameter respon 
    [pn,ps] = mapminmax(p); % Melakukan preprocessing pada parameter input 
    [tn,ts] = mapminmax(t); % Melakukan preprocessing pada parameter respon 
 
 
L15 
 
% Arsitektur jaringan BPNN 
    xn  = 5;   % Jumlah layer pada input 
    zn  = 8;   % jumlah neuron pada hidden layer 1 
    zzn = 8;   % jumlah neuron pada hidden layer 2 
    yn  = 3;   % Jumlah layer pada output 
 
% Jaringan BPNN yang digunakan   
    net = newff(minmax(pn),tn,[zn zzn],{'tansig','tansig','purelin'},'trainrp');   
% Kriteria pemberhentian (stopping criteria) pelatihan BPNN 
    net.trainParam.epochs   = 100000;     % Maximum number of epochs to train 
    net.trainParam.time     = 200;      % Maximum time to train in seconds 
    net.trainParam.goal     = 1e-3;     % Performance goal 
    net.trainParam.min_grad = 1e-10;     % Minimum performance gradient 
    net.trainParam.max_fail = 10;      % Maximum validation failures 
% Inisiasi nilai bobot dan bias 
    net = init(net);      
% Data pelatihan BPNN 
    net.divideParam.trainRatio  = 80/100;   % Perbandingan data training 
    net.divideParam.valRatio    = 0/100;    % Perbandingan data validasi  
    net.divideParam.testRatio   = 20/100;   % Perbandingan data testing 
% Laju pembelajaran 
    net.trainParam.lr       = 0.01;     % Learning rate 
    net.trainParam.show     = 10;        % Interval penampilah epoch      
% Perubahan bobot dan bias 
    net.trainParam.delt_inc = 1.2;      %Increment to weight change 
    net.trainParam.delt_dec = 0.5;      %Decrement to weight change 
    net.trainParam.delta0   = 0.05;     %Initial weight change 
    net.trainParam.deltamax = 30.0;     %Maximum weight change     
 
% Pelatihan jaringan BPNN    
    [net,tr] = train(net,pn,tn);   
% Menghitung output BPNN  
    yn=sim(net,pn); 
 
% Repreprocessing data BPNN 
    y = mapminmax('reverse',yn,ts); 
    output = y'; 
 
% Grafik data eksperimen dan data output pelatihan BPNN  
%(a) tebal lapisan recast 
    subplot(2,2,1)  
    plot([1:size(p',1)]',respon(:,1),'-bo',[1:size(p',1)]',output(:,1),'-r*') 
    legend('Eksperimen','BPNN',2) 
    grid on 
    xlabel('Data ke-'); 
    ylabel('Tebal Lapisan Recast (µm)'); 
%(b) kekasaran permukaan 
    subplot(2,2,2)  
    plot([1:size(p',1)]',respon(:,2),'-bo',[1:size(p',1)]',output(:,2),'-r*') 
    legend('Eksperimen','BPNN',2) 
    grid on 
    xlabel('Data ke-'); 
    ylabel('Kekasaran Permukaan (µm)'); 
%(c) microcrack 
    subplot(2,2,3)  
    plot([1:size(p',1)]',respon(:,3),'-bo',[1:size(p',1)]',output(:,3),'-r*') 
    legend('Eksperimen','BPNN',2) 
    grid on 
    xlabel('Data ke-'); 
    ylabel('microcrack (µm/µm²)'); 
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%==========================================================================     
%% Metode Optimasi GA 
% Menentukan batas atas dan batas bawah dari parameter yang dioptimasi 
    lb = [2  1  1   8  32];     % lower bound  
    ub = [3  3  5  10  40];     % upper bound 
 
% Menentukan Opsi optimasi GA 
  options = gaoptimset(... 
'PopulationSize', 150, ...      % Jumlah populasi 
'Generations', 20, ...          % Jumlah Generasi 
'EliteCount', 50, ...           % jumlah individu dipakai pada generasi berikutnya. 
'ParetoFraction',0.8,...        % Proses Seleksi 
'CrossoverFraction',0.6,...     % Probabilitas crossover 
'MigrationFraction',0.4,...     % Probabilitas migrasi 
'TolFun', 1e-8, ...             % Nilai tolerasnsi penghentian proses generasi 
'PlotFcns',{@gaplotbestf});     % Plot grafik generasi 
 
  rng(0, 'twister');      % Mengngendalikan bilangan acak dengan metode Mersenne 
Twister 
 
% Mencari nilai minimum pelatihan GA 
  [xbest, fbest, exitflag] = ga(@wireEDMfitnessWithDisc,5,[],[],[],[],.... 
    lb,ub,[],[1 2 3 4 5],options); 
 
% Menganalisis hasil pelatihan GA 
  xbest = wireEDMMapVariables(xbest); 
 
%==========================================================================    
%% Menampilkan data hasil Optimasi BPNN dan GA 
  tr.stop 
  fprintf('\n Epoch ke-       = %g\n', tr.best_epoch); 
  fprintf('\n Eror peramalan  = %g\n', eror); 
  display(xbest);
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Lampiran K  
Lampiran K.1 : Pendefenisian nilai secara diskrit 
function fitness = wireEDMfitnessWithDisc(x) 
% Nilai batas atas dan batas bawah yang bernilai diskrit 
x = wireEDMMapVariables(x); 
% Nilai fitness WEDM 
fitness = wireEDMfitness(x); 
 
Lampiran K.2 :  Penyetingan untuk merubah nilai diskrit ke nilai integer 
function x = wireEDMMapVariables(x) 
% Menentukan nilai diskrit dari parameter on time dengan interval 0.1 
X2 = [0.3, 0.4, 0.5]; 
% Menentukan nilai diskrit dari parameter open voltage dengan interval 5 
X3 = [90, 95, 100, 105, 110]; 
% Mendefinisikan nilai iterger GA dari  paremeter X2 dan X3  
x(2) = X2(x(2)); 
x(3) = X3(x(3)); 
 
 
Lampiran K.2 :  Fungsi fitness 
function fitness = wireEDMfitness(x) 
global net 
%%  Nilai akhir bobot dan bias 
u=net.IW{1,1}; 
v=net.LW{2,1}; 
w=net.LW{3,2}; 
u0=net.b{1}; 
v0=net.b{2}; 
w0=net.b{3}; 
 
%%  Persamaan Fitness 
% hidden layer 2 ke output layer 
z1 =u(1,1)*x(1)+u(1,2)*x(2)+u(1,3)*x(3)+u(1,4)*x(4)+u(1,5)*x(5)+u0(1,1); 
z2 =u(2,1)*x(1)+u(2,2)*x(2)+u(2,3)*x(3)+u(2,4)*x(4)+u(2,5)*x(5)+u0(2,1); 
z3 =u(3,1)*x(1)+u(3,2)*x(2)+u(3,3)*x(3)+u(3,4)*x(4)+u(3,5)*x(5)+u0(3,1); 
z4 =u(4,1)*x(1)+u(4,2)*x(2)+u(4,3)*x(3)+u(4,4)*x(4)+u(4,5)*x(5)+u0(4,1); 
z5 =u(5,1)*x(1)+u(5,2)*x(2)+u(5,3)*x(3)+u(5,4)*x(4)+u(5,5)*x(5)+u0(5,1); 
z6 =u(6,1)*x(1)+u(6,2)*x(2)+u(6,3)*x(3)+u(6,4)*x(4)+u(6,5)*x(5)+u0(6,1); 
z7 =u(7,1)*x(1)+u(7,2)*x(2)+u(7,3)*x(3)+u(7,4)*x(4)+u(7,5)*x(5)+u0(7,1); 
z8 =u(8,1)*x(1)+u(8,2)*x(2)+u(8,3)*x(3)+u(8,4)*x(4)+u(8,5)*x(5)+u0(8,1); 
 
% hidden layer 1 ke hidden layer 2 
zz1 =(v(1,1)*1/(1+exp(-z1))+v(1,2)*1/(1+exp(-z2))+v(1,3)*1/(1+exp(-
z3))+v(1,4)*1/(1+exp(-z4))+v(1,5)*1/(1+exp(-z5))+v(1,6)*1/(1+exp(-
z6))+v(1,7)*1/(1+exp(-z7))+v(1,8)*1/(1+exp(-z8))+v0(1,1)); 
zz2 =(v(2,1)*1/(1+exp(-z1))+v(2,2)*1/(1+exp(-z2))+v(2,3)*1/(1+exp(-
z3))+v(2,4)*1/(1+exp(-z4))+v(2,5)*1/(1+exp(-z5))+v(2,6)*1/(1+exp(-
z6))+v(2,7)*1/(1+exp(-z7))+v(2,8)*1/(1+exp(-z8))+v0(2,1)); 
zz3 =(v(3,1)*1/(1+exp(-z1))+v(3,2)*1/(1+exp(-z2))+v(3,3)*1/(1+exp(-
z3))+v(3,4)*1/(1+exp(-z4))+v(3,5)*1/(1+exp(-z5))+v(3,6)*1/(1+exp(-
z6))+v(3,7)*1/(1+exp(-z7))+v(3,8)*1/(1+exp(-z8))+v0(3,1)); 
zz4 =(v(4,1)*1/(1+exp(-z1))+v(4,2)*1/(1+exp(-z2))+v(4,3)*1/(1+exp(-
z3))+v(4,4)*1/(1+exp(-z4))+v(4,5)*1/(1+exp(-z5))+v(4,6)*1/(1+exp(-
z6))+v(4,7)*1/(1+exp(-z7))+v(4,8)*1/(1+exp(-z8))+v0(4,1)); 
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zz5 =(v(5,1)*1/(1+exp(-z1))+v(5,2)*1/(1+exp(-
z2))+v(5,3)*1/(1+exp(z3))+v(5,4)*1/(1+exp(-z4))+v(5,5)*1/(1+exp(-
z5))+v(5,6)*1/(1+exp(z6))+v(5,7)*1/(1+exp(-z7))+v(5,8)*1/(1+exp(-
z8))+v0(5,1)); 
zz6 =(v(6,1)*1/(1+exp(-z1))+v(6,2)*1/(1+exp(-
z2))+v(6,3)*1/(1+exp(z3))+v(6,4)*1/(1+exp(-z4))+v(6,5)*1/(1+exp(-
z5))+v(6,6)*1/(1+exp(-z6))+v(6,7)*1/(1+exp(-z7))+v(6,8)*1/(1+exp(-
z8))+v0(6,1)); 
zz7 =(v(7,1)*1/(1+exp(-z1))+v(7,2)*1/(1+exp(-
z2))+v(7,3)*1/(1+exp(z3))+v(7,4)*1/(1+exp(-z4))+v(7,5)*1/(1+exp(-
z5))+v(7,6)*1/(1+exp(-z6))+v(7,7)*1/(1+exp(-z7))+v(7,8)*1/(1+exp(-
z8))+v0(7,1)); 
zz8 =(v(8,1)*1/(1+exp(-z1))+v(8,2)*1/(1+exp(-
z2))+v(8,3)*1/(1+exp(z3))+v(8,4)*1/(1+exp(-z4))+v(8,5)*1/(1+exp(-
z5))+v(8,6)*1/(1+exp(-z6))+v(8,7)*1/(1+exp(-z7))+v(8,8)*1/(1+exp(-
z8))+v0(8,1)); 
 
% input layer ke hidden layer 1 
TLR =(w(1,1)*1/(1+exp(-zz1))+w(1,2)*1/(1+exp(-zz2))+w(1,3)*1/(1+exp(-
zz3))+w(1,4)*1/(1+exp(-zz4))+w(1,5)*1/(1+exp(-zz5))+w(1,6)*1/(1+exp(-
zz6))+w(1,7)*1/(1+exp(-zz7))+w(1,8)*1/(1+exp(-zz8))+w0(1,1)); 
KP  =(w(2,1)*1/(1+exp(-zz1))+w(2,2)*1/(1+exp(-zz2))+w(2,3)*1/(1+exp(-
zz3))+w(2,4)*1/(1+exp(-zz4))+w(2,5)*1/(1+exp(-zz5))+w(2,6)*1/(1+exp(-
zz6))+w(2,7)*1/(1+exp(-zz7))+w(2,8)*1/(1+exp(-zz8))+w0(2,1)); 
MC =(w(3,1)*1/(1+exp(-zz1))+w(3,2)*1/(1+exp(-zz2))+w(3,3)*1/(1+exp(-
zz3))+w(3,4)*1/(1+exp(-zz4))+w(3,5)*1/(1+exp(-zz5))+w(3,6)*1/(1+exp(-
zz6))+w(3,7)*1/(1+exp(-zz7))+w(3,8)*1/(1+exp(-zz8))+w0(3,1)); 
 
% persamaan fitness untuk meminimalkan respon 
fitness = min(TLR + KP + MC); 
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