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Abstract—Virtual reality platforms capable of assisting re-
habilitation must provide support for rehabilitation principles:
promote repetition, task oriented training, appropriate feedback
and a motivating environment. As such, development of these
platforms is a complex process which has not yet reached ma-
turity. This paper presents our efforts to contribute to this field,
presenting Gesture Therapy, a virtual reality-based platform
for rehabilitation of the upper limb. We describe the system
architecture and main features of the platform and provide
preliminary evidence of the feasibility of the platform in its
current status.
Index Terms—Rehabilitation, virtual reality, serious games,
stroke.
I. INTRODUCTION
INDIVIDUALS with motor impairment undergo rehabili-tation therapy in order to fully or partially recover their
mobility and psycho-social health. The former is restored by
motor rehabilitation therapies which aim at alleviating motor
impairment and boosting the patient’s quality of life. A large
range of different interventions are available depending on
treatment components incorporated [1], including constraint
induced movement therapy, electromyographic biofeedback,
electromechanical assisted training, electrostimulation, high
intensity therapy, robotics, repetitive task training, splinting
and physical fitness training among others. Recently other
approaches have began to flourish such as music-supported
therapy, telerehabilitation, and virtual reality (VR)-based ther-
apies.
Gesture Therapy (GT) is a novel virtual reality-based plat-
form for upper limb rehabilitation aimed at lower or mid-
dle income countries and home usage [2]–[4]. Similarly to
other existing virtual reality-based platforms, GT disguises
the rehabilitation exercises as actions within computer games.
GT differentiates from its counterparts in aspects such as the
specially designed controllers, and the use of artificial intel-
ligence probabilistic decision models for guiding the therapy.
This paper describes the GT platform and present kinematic
data from a recent feasibility pilot. Technological contributions
include specifically designed controllers, a 3D monocular
tracking system and an adaptation algorithm for optimizing
game challenge according to patient’s performance. Clinical
contributions include further evidence of the usefulness and
validity of virtual reality based therapies and an assessment
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of the neuroplastic changes associated to this therapy. Part of
this paper overviews work previously published in conference
paper format [2]–[5]. In addition, we further present here the
new game set.
II. VIRTUAL REALITY FOR MOTOR REHABILITATION
Principles thought to encourage effective rehabilitation are:
• Repetition: In contrast with evidence that more prac-
tice is better [6] and that purposeful movements is an
integral part of improving functional status, repetitions
during common physical and occupational therapy are
not enough and those of purposeful movements are
economized [7]. New assistive technologies such as VR
potentially allow patients to practice more intensively on
their own [6], but to date no study has demonstrated this
increment in practice on the patient’s own when using
VR.
• Feedback: Feedback improves learning rate and is of ut-
most importance for motor learning [8]. Feedback evokes
neurophysiological processes that induce profound corti-
cal and subcortical changes. In general, computer games
excel at providing feedback [8] further contributing to
keep the player engaged [9]. Notwithstanding, the poten-
tial of VR to provide more and better feedback to the
user remains to be fulfilled with only a few studies to
date having demonstrated the added value of feedback
delivered through VR [10].
• Motivation: Patient motivation is central to exercise
adherence [11], [12]. Variation in the game, challenge
and competition are elements that can enhance motiva-
tion [12]. Rehabilitation games can motivate patients by
connecting them with friends and family giving them and
sense of social connectedness [13].
• Task oriented training: Functional reorganization of the
motor cortex (remapping), in the rat and the primate, oc-
curs only in response to development of skilled forelimb
movements, and not simply to increased forelimb use [8].
In humans, task oriented training using VR has already
demonstrated its usefulness for fractionation, the ability
to move each finger individually in isolation [14], [15].
A. Pros and cons of virtual reality based motor rehabilitation
A number of potential benefits of virtual reality-based
motor rehabilitation therapies are recurrently claimed in the
literature. First, virtual reality-based rehabilitation has shown
validity by complying with the key principles in rehabilitation
IEEE TRANSACTIONS ON NEURAL SYSTEMS AND REHABILITATION ENGINEERING, VOL. XX, NO. XX, JANUARY 2013 2
outlined above. Second, virtual reality-based rehabilitation can
be adapted to the user need and progress. The dose, frequency,
challenge, task variability, etc. are easily modifiable in a virtual
environment. Third, virtual reality-based rehabilitation may be
customized to the therapy requirements. It can be tailored
for different pathophysiologies and/or different target groups.
Fourth, virtual reality-based rehabilitation theoretically could
require low clinical supervision facilitating home use [16],
saving costs [17], enabling telerehabilitation [17], and opening
opportunities to practise everyday activities that cannot be
practised within the hospital environment [18]. A few other
benefits have also been suggested. These include low cost,
quick development, less dangerous in certain applications or
flexible schedule. Also distractors may be eliminated or added
on demand, complex tasks can be decomposed into simpler
tasks, and systems have wide testing capabilities (method-
ologies, feedback forms, timings, regulatory conditions, etc).
They facilitate increased standardization of assessment and
treatment protocols, as well as permit objective measurement
of behaviour and performance. Finally, well designed virtual
environments can provide enhanced ecological validity when
compared with traditional rehabilitation tasks [19]. The evi-
dence supporting these benefits is still being developed.
Of course, it also has some drawbacks. The systems often
require specialist expertise to set up and operate [9]. Immersive
systems may be accompanied by cybersicknesses [20]. Patients
may be unfamiliar with computer games and the whole virtual
reality environment [9], and these games are not necessarily
enjoyed by everyone.
B. Learning in virtual environments versus learning in real
environments
Rose et al [21] have suggested that virtual environments
may (i) stimulate neuroplastic changes, (ii) enhance learning
and problem solving, and (iii) reduce cognitive impairment.
Humans can learn motor skills in a virtual environment
and they can transfer that motor learning to a real world
environment [8]. Even patients with significant motor and
cognitive impairment are capable of at least some learning
within a virtual reality environment [8]. Evidence from a
variety of learning conditions in healthy subjects and a small
amount of evidence in patient populations suggest that there
is a positive transfer from virtual to real environments [22]–
[26], even though the extent of the transfer and the particular
elements and conditions that facilitate the transfer are not yet
fully understood [23].
C. Existing VR platforms for upper limb rehabilitation
In the last decade, a number of virtual reality based reha-
bilitation platforms have been developed. Table I provides an
overview of academic and commercial virtual reality based
rehabilitation solutions for the upper limb. Despite advances,
the full potential of a rehabilitation therapy based on virtual
reality has not yet been realized, and there is still much room
for improvements.
Fig. 1. The Gesture Therapy platform. The webcam tracks hand/gripper
movements and translate that into commands to control the games. In addition
the pressure sensor incorporated in the gripper facilitates hand training.
III. GESTURE THERAPY
Gesture therapy (GT) [2]–[4] is a virtual reality based
motor rehabilitation therapy which favours the principles of
rehabilitation described above (repetition, feedback, motiva-
tion and task specific training) by challenging the patient to
fulfill daily tasks in a safe virtual environment (see Fig. 1).
The tasks are presented in the form of short serious games.
Earlier trials [4], [5] suggest that Gesture Therapy provides
measurable improvements in motor dexterity comparable to
more classical occupational therapy but with an edge on
motivation. Conceptually, the GT platform consists of five
interacting modules:
• Physical System: Encompasses the hardware platform
incorporating a computer (Windows or Unix), a webcam
and controllers e.g. a handgrip, further described below.
GT has been developed targeting home usage and as
such one of its most important features is its low cost.
The system hardware is specially chosen to keep cost to
a minimum, and The complete set of equipment costs
less than 1000USD with the computer being the most
expensive part.
• Tracking System: This is the software responsible for
tracking the handgrip; proxy of arm movement. The
software receives information from both the monocular
tracking system (i.e. webcam) and the controller. The
monocular tracking system provides the location of the
gripper, and pressure data is obtained from the controller
[2], [3]. Often, it will be the coloured ball on the top of
the handgrip which will be tracked since the distinctive
colour of this ball facilitates the tracking. However, as
further described below, the tracking system is not hard
linked to tracking the handgrip; the target for tracking is
selected during the training stage of the tracking system
and thus the hand of the user i.e. the patient, can be
tracked directly if desired.
• Simulated Environment: The central module of the
platform is responsible for presenting the game and
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TABLE I
SUMMARY OF VIRTUAL REHABILITATION SOLUTIONS FOR THE UPPER LIMB BY YEAR OF PUBLICATION. PURELY ROBOTIC SOLUTIONS SUCH AS THAT IN
[27] OR THE MIME SYSTEM [28] ARE NOT INCLUDED, BUT HYBRID SYSTEMS USING VIRTUAL REALITY ARE INCLUDED, E.G. MIT MANUS .
Name, Ref. & Year Brief Description Virtual Environments Clinical Trials & Case studies
Driver’s SEAT [29]
(1999)
A 1 degrees of freedom (dof)
steering wheel
Driving (rural, suburban and ur-
ban)
Not described
MIT Manus [30]
(1998)
Robotic platform including a pla-
nar module (2 dof) and a wrist
module (3 dof) with armrest
Drawing circles, stars, squares
and diamonds, and navigating
through windows
Robotic training additional to standard therapy
improves motor recovery. The improved outcome
was sustainable over 3 years
Rutgers orthopedic
telerehabilitation
system [16] (2000)
Input device is the ”Rutgers Mas-
ter” glove for the hand.
Games; Power putty, digikey,
peg board, hand ball
It demonstrated improvements in terms of range
of motion, velocity, fractionation and thumb
strength in case studies
ARM Guide [31]
(2000)
Passive linear constraint with 1
dof motor exoskeleton
Reaching task. Feedback is pro-
vided in video monitor.
Several case studies suggests increments in reach
and velocity plus a reduction in tone.
Java Therapy [32]
(2001)
Force feedback joystick with web
based games. Requires armrest.
Games inc. Breakout, othello,
torpedo and tail gunner
A case study is inconclusive [17]
Virtual Environment
Training System [33]
(2002)
A desktop display and elec-
tromagnetic motion-tracking de-
vices
Putting envelope in mailbox.
Reaching exercises.
A small cohort (n=9) exhibited improvements
(15% in Fugl-Meyer and 31% in Wolf Motor
Test) in 2 reaching movements.
TheraJoy [34] (2002) Modified mass-marketed force
feedback joystick
Games are used but no further
details provided
Not described
Gentle/s [35] (2003) Large screen with a 3 dof haptic
interface.
Empty room, real room and de-
tail room.
Requires elbow orthosis. The system was able to
motivate people.
TheraDrive [36]
(2004)
Force-feedback steering wheel SmartDriver (Commercial driv-
ing videogame)
Clinical benefits in terms of motor performance
and an edge on motivation
GestureTek’s GX and
IREX platforms [37]
(2004)
Video capture VR system +
gloves + large screen
Games inc. soccer, birds and
balls and snowboard
Balance improvements similar to conventional
therapy, but with increased enjoyment. IREX
favours ipsilesional SM1 reactivation [38]
Sony PlayStation +
EyeToy [37] (2004)
Off-the-shelf video capture vir-
tual reality gaming platform
Games inc. Knockout, Do it
yourself, Colors and Mr. Chef.
A case study showed improvements in motor dex-
terity mainly due to major sensory improvements
VR Physical Therapy
[39] (2005)
Data glove and games system for
telerehabilitation
Games; Puzzles inc. Merlin’s re-
venge
Not described
TheraGame [40]
(2006)
Video capture (Webcam) VR sys-
tem
Games inc. Tetris, frog, color-
Sok and motion music
Patient with neurological deficits found the sys-
tem engaging.
T-WREX [41] (2006) 5 dof exoskeleton (WREX) used
as 3D mouse + a grip sensor
JavaTherapy 2.0 (inc. shopping,
washing, cracking eggs)
T-WREX is effective in enhancing UL motor
recovery and patient motivation.
Xbox [42] (2006) Modified Xbox + glove 2 games; Butterfly/UFO scaring
and Clean up, shared with [43].
Not described
ARMeo (Hocoma)
[31] (2000-6)
Passive linear constraint with 1
dof motor. This is the commercial
version of [31] and [41]
Games inc. Rain mug, fruit
shopping, egg cracking and re-
veal picture
Not described
Universities of Derby
and Ulster’s serious
games [44] (2008)
Immersive head mounted display
(HMD) and gloves
Games inc. Rabbit chase, ar-
row attack, orange catching, and
whack-a-mouse
Small clinical trial suggested clinical benefits in
terms of motor performance that was sustained 6
weeks after intervention
Play Station 3 [43]
(2008)
PlayStation 3 + glove 2 games; Butterfly/UFO scaring
and Clean up, shared with [42].
Pilot study in children suggests some improve-
ments in ADL.
Wii [45] (2008) Wii Wii sports games inc. Boxing,
tennis, bowling and golf
A case study of palsy resulted in augmented reha-
bilitation when complementing physical therapy.
Elinor Game Platform
[46] (2009)
A game console controlled with
2 handles
15 games based on classical con-
cepts
Case studies are not assessed clinically, but only
claimed to exhibit gamers behaviour.
Virtual Piano Trainer
[14] (2009)
Virtual piano with cyberglove,
cybergrasp and two arm tracking
sensors
Virtual piano A pilot study suggested improvements in frac-
tionation
iStretch [47] (2010) 1 dof robotic system for the early
stages of physiotherapy
Reaching task Not described
Adaptive Mixed Real-
ity Rehabilitation sys-
tem [48] (2010)
A table with 4 target buttons +
large screen + 2 speakers
4 different training environ-
ments: Virtual, hybrid I and II
and physical
A pilot (n=4) showed significant improvement in
reaching and grasping performance compared to
controls under traditional therapy.
None given [13]
(2010)
Wii based + vision system 8 games inc. baseball catch, he-
licopter flying, frog Simon and
under-the-sea
Results with case studies were encouraging
Hadassah University
Hospital system [49]
(2012)
A motion capture VR system in-
tegrating online self-face viewing
and mirror visual feedback
Various game-like tasks; catch
money and pick fruit among oth-
ers
A study (n=6) demonstrated feasibility in terms
of adherence and improvement in task perfor-
mance
Art-empowered VR
[50] (2013)
2 large displays, a tracking sys-
tem of head and arm, and a pneu-
matically actuated glove
March Hare’s cottage environ-
ment
Preliminary results (n=4 of 9) suggest grip and
pinch improvements.
Spatial Augmented
Reality [51] (2013)
Computer, webcam, projector
and table for projection
4 tasks; reaching, holding and
tilting, pointing and grasping
Two subjects feasibility pilot poorly described.
None given [52]
(2013)
Hybrid; 7 dof passive robot
(Trackhold), VR and 128 chan-
nels EEG
5 environments; sponge, bug
hunt, grab 2D, grab 3D and
Twirl
Pilot (n=2) demonstrated feasibility to monitor
neuro-motor recovery. lateralization.
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interacting with the user. This module is in charge of
providing the feedback to the user and the therapist.
Currently visual and auditory feedback are available
depending on the game. The module is also responsible
for tracking progress through the therapy. A database
stores information about patient interaction with the sys-
tem. The in-game information is used by the adaptation
module to adjust game difficulty in real time. Although
a basic database already stores in-game information, we
are currently working towards enlarging the database to
include capabilities for inter-game information and user
profiling.
• Trunk Compensation Detector: Trunk compensation
is detected by tracking the user head using basic Haar
features and a cascade of classifiers [53]. The compen-
sation detector estimates trunk inclination by exploiting
a limitation of the algorithm which fails to detect faces
at untrained angles. Compensation is assumed to occur
if inclination exceeds a threshold determined during
training of the classifiers [4], i.e. when the classifiers
fail to detect the face. Although this procedure assumes
that the head moves in synchrony with the trunk during
compensation, this assumption has proved empirically to
be reasonably robust for practical purposes. Nonetheless,
the underlying assumption that head and face tracking
can provide reliable information on trunk displacement
remains unproven, and in any case it shall represent a non
causal association. After trunk compensation movement
is detected, the system may provide an alarm or block
the game. This functionality can be switched on and off
on demand as the role of compensation may depend on
the patient’s progress [6], [54].
• Adaptation Module: This module is capable of adjusting
the 3D space in which the exercise occurs. It uses in-
game information to dynamically adjust the difficulty
of the task. The system identifies user dexterity and
adjusts the game difficulty accordingly capitalising on a
partially observable Markov decision process (POMDP)
[55]. Inter-game adaptation is part of the on-going work
in our lab but has not yet been formally incorporated
to the platform. The adaptation module is critical for
relocating therapy sessions from rehabilitation centers to
home, and also to decrease the need for on-site assistance
of professional therapists.
A. System architecture and implementation
A schematic representation of the system architecture is
illustrated in Fig. 2. Basically, a vision module gets the input
video stream from the camera, as well as the pressure data
from the controller. The vision module extracts arm and
hand position from the video, and passes this information
together with the pressure information to a game engine for
game control. The game engine is responsible for the proper
game rendering and behaviour. It further monitors user’s speed
and smoothness of trajectory which are communicated to the
adaptation policy. The adaptation policy decides upon the best
action to take regarding increasing/decreasing game difficulty
Fig. 2. Gesture Therapy system architecture. The major elements include
the monocular vision tracking system which in addition incorporates the
information from the pressure sensor, the game engine (Torque) responsible
for the animation of the game set and the adaptation module resolved with
a POMDP engine based on Perseus algorithm. Further description can be
found in the main text. White elements correspond to external engines, dark
grey boxes encapsulate platform modules, mid grey boxes represent hardware
elements and light grey boxes correspond to submodules.
relying on the aforementioned POMDP. This decision is then
communicated back to the game engine.
The system is built upon a game engine (Torque, Garage
Games, USA) [56] and a Markov Decision Process engine
(Perseus) [57]. The vision module (C++) writes system inputs
in a shared memory address which is read by the game engine.
The game engine (Torque, Garage Games, USA) [56] outputs
system usage to a MySQL database including information such
as speed and smoothness of trajectory. The gameplay automat-
ically adapts to the user progress capitalizing on the afore
described POMDP [55]. The rules of an adaptation model
is specified in MDP engine Perseus [57], which computes
the optimum adaptation policy which is then communicated
to the game engine. A JNI (C++/Java) interface permits
communication between the game engine and the POMDP.
B. The game set
Games for rehabilitation should comply with particular
game design principles [9], [13], [55]. So far, we have de-
veloped a set of three games adhering to these principles (see
Fig. 3).
• Steak: The user must ”turn” a steak in a grill before it
burns. The steak changes its colour to a darker brown
as time passes. A virtual hand must touch (i.e. turn) the
steak in the grill to prevent it from burning. After the
steak is touched, a new steak appears somewhere else in
the grill. The distance at which the new steaks appear
is automatically selected by the adaptation module. The
time it takes before the steak burns can be adjusted. The
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(a) Steak (b) Clean Window (c) Fly Killer
Fig. 3. The game set. Left: Steak, Middle: Clean Window, Right: Fly killer. Each game is designed according to a set of criteria thought to be beneficial
for rehabilitation and aims to promote different rehabilitatory movements. Full description of the games is given in the main text.
game focuses in an abduction/adduction movement of the
arm. This game is intended for early therapy.
• Clean window: A hand holding a cloth wipes a window
glass to remove stains. As the old stains are wiped, new
stains appear randomly over the window. Game difficulty
is modulated by means of adjusting the distance at which
the new stains appear. The distance (Euclidean) is mea-
sured pixels from the screen position of the previous stain.
Similarly to the game steak the aim is to touch the goal,
in this case the stain, but differently from the steak game
the allowed movement in this game is two-directional; ab-
duction/adduction and elevation/depression. This is thus
a game for late rehabilitation.
• Fly Killer: In this game, the patient armed with an
insecticide sprayer tries to kill a buzzing mosquito that
approaches at different heights. The task goal is to kill
the mosquito before it comes too close to the hand. The
patient is armed with an insecticide sprayer that s/he must
align in height with the mosquito and then press the grip-
per to spray the insecticide. The mosquito speed and the
pressure necessary to spray are configurable parameters.
The vertical distance at which the next mosquito appears
is dictated by the adaptation policy. The game favours
elevation/depression movements and power gripping.
Suitability of this game set has been assessed by therapists
at the National Institute of Neurology and Neurosurgery in
Mexico. Positive aspects cited by the clinicians were (i) the
ease of use both for the clinician and the patient, (ii) the
possibility to change the game duration as they are often
delivered in short blocks during the therapy session, (iii) the
reward feedback at the end of the game was also stressed as
an important element, and (iv) the trunk compensation feature
which was suggested to be responsible for posture correction
consequence of the greater postural awareness by the patient.
Also, and in particular of the clean window game clinicians
welcomed the wider amplitude of the movements. Nonethe-
less, the rehabilitation therapists demanded more game variety,
avatar personalization, patient history storing, more rewards
to excite the limbic system in the brain, metrics to evaluate
attention and coordination and easier timing control. And
thinking about the application of GT for children with cerebral
palsy the therapists recommended to develop new games
(a) Gripper
(b) Hand support
Fig. 4. The Gesture Therapy platform controller. Top: grippers for arm
rehabilitation. Bottom: harness for people too paretic to hold the gripper.
especially themed for kids and perhaps to disguise them in
an interactive storytelling. We are in the process of improving
and enlarging our game set.
C. The controller; the gripper
The gripper (see Fig. 4a) has a main hollow plastic body
that provides structural support, a pressure sensor in the front
and a resting zone in the rear for ergonomic handling [58].
The gripper is complemented with communication electronics
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to transmit grip strength and an USB interface for power
supply. A sphere made of matte material facilitates visual
identification. For patients too paretic to hold the gripper an
additional support (see Fig. 4b) is affixed to the forearm and
ensures the patient holds the gripper safely and further permits
correction of the wrist position with respect to the forearm
during the execution of the rehabilitation exercises. All clinical
trials so far have been carried out with this gripper.
D. Tracker
The tracking algorithm is based on a particle filter which
recognises the tracking target based on colour and texture
features [2], [3]. Particle filters are a probabilistic technique
based on Monte Carlo methods. They maintain a sampled
representation of the target object’s distribution, where each
sample is a particle, that is a point in a state space with
a certain mass depending on its significance. The particle
collection evolves with time with the incorporation of new
observations, i.e. colour and texture in our case, and the
prediction of the object movement. On every iteration of the
filter, a new generation of particles arises incorporating the
new positions and their probabilistic beliefs based upon the
observations. Implementation is based on OpenCV [59] with
modifications to ensure compatibility with a large search space
i.e. the combination of patches sizes, patches locations within
the frame, size of the target to estimate depth and target
location given the video resolution. To avoid break down, the
number of particles and the size of the training zone are both
configurable parameters from the graphical user interface. For
initializing the tracking, it is only necessary to take a sample
image of the target, e.g. the gripper’s ball. Upon selecting the
training sample the tracking process begins and the selected
target object can now move freely. The system is robust to
partial occlusion and even to the target object momentarily
leaving the scene. The tracker processes a 320x240 pixels live
stream video at 30Hz. The controller is tracked in 2D and
depth is estimated based on the volume of the particle filter
distribution surrogating object size.
In addition to the naive training a simple calibration is
necessary before each session. In order to calibrate the system,
the user moves his arm from one end to the opposite end of the
region encompassing the maximum area of movement that he
can reach. The calibration process adjusts the real scene space
coordinates to the games’ space boundaries.
E. Adaptation
A POMDP is used to adapt the difficulty level from speed
and deviation from smooth motion paths [55]. Our POMDP
implementation is built upon symbolic-Perseus algorithm [57]
and software [60] that allows factored representations of state
and observation variables. The user dexterity is derived from
two observable variables; Control and Speed from which
the hidden variable Performance is estimated. Control is
determined as the deviation in the trajectory from a straight
movement from origin -cursor position at the instant of target
popping- to target location. For this, the travelled path is
reconstructed from the visited pixels. The total length of the
Fig. 5. Exemplary timecourse of the observable variables (speed and control),
the action taken by the decision algorithm (action) and the output (level) for
an exemplary subject. The level of the game is modified according to the
values of observations from which user performance is inferred.
travelled path from origin cursor position at the instant of
target popping- to target location is calculated as the sum of
the differential straight lines from one visited pixel to the next
visited pixel. Deviation is calculated by comparing this total
path length with the length of an ideal straight path going from
origin to target location. The more deviation from this straight
path, the less control. Control is considered in 3 ranges; low,
normal and good. Speed corresponds to the ratio of distance
along the optimum path and execution time. Similarly to
control, speed is also considered in 3 ranges; low, normal
and good. Control and speed are combined to decide about
performance of the user -bad, good, and outstanding-. The
user’s performance in turn governs the game difficulty. The
game Difficulty can take three possible values: easy, medium,
and hard. The level of performance dictates the action of
the system, i.e. increase, keep or decrease game difficulty.
Decisions are made in order to keep the difficulty level in
balance with respect to the performance level. Fig. 5 provides
an example of the behaviour of the adaptation algorithm during
a typical session. We are now expanding on this work by
developing a dynamic adaptation algorithm that can change
its underlying decision policy on-line during the therapy
administration using reinforcement learning [61].
IV. FEASIBILITY PILOT
In order to evaluate the feasibility of the platform in its cur-
rent form, a small feasibility pilot has been carried out at the
National Institute of Neurology and Neurosurgery in Mexico
City. Kinematic data from 6 chronic stroke patients while using
the described system was collected over a period of one month.
All participants were concurrently receiving physical therapy,
and voluntarily agreed to participate. Table II summarizes the
cohort characteristics. During this period, usage of the GT
platform was determined by therapist criterion, and number
of sessions with GT for each participant varied from 1 to 4.
All three games were played at least once, and game timing
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(a) First session; Subject 3 (b) Last session; Subject 3
(c) First session; Subject 6 (d) Last session; Subject 6
Fig. 6. Exemplary kinematic traces for two different subjects illustrating the longitudinal differences in control from first to last session. Top: Subject 3, the
one with the largest improvement in control. Bottom: Subject 6, the one with poorest control performance. For the sake of visualization, target locations have
all been centered to normalized coordinates [0,0]. Shades of grey facilitate distinction of different traces, but have no other meaning associated. Each subplot
represents 3 minutes of gaming time.
TABLE II
SUMMARY OF RESULTS OF THE FEASIBILITY PILOT.
Group
Age [years] (µ± σ) 52.0± 14.66
Gender 5 female, 1 male
Months post-stroke (µ± σ) 29.5± 13.47
Hemiparetic side 6 right, 0 left
Fugl-Meyer at start (µ± σ) 37± 5.56
Gaming time [min] 1 (µ± σ) 53± 29.06
1 Gaming time refers strictly to time spent on the games. The GT sessions
require some time for the calibration, switching games and clinicians feeding
back to the adaptation module, thus the total therapy time is actually larger
than strictly the gaming time.
was pre-set to 3 minutes (although this can be altered by the
therapist at any time).
Figure 6 illustrates exemplary traces of kinematic data.
Longitudinal differences in control from first to last session
can be appreciated for the subject with the largest improvement
in control (Subject 3), but not for a subject not exhibiting
control improvement (Subject 6). Performance results from the
feasibility study are summarized in Figure 7. The two-tailed
Wilcoxon sign rank for paired observations at 5% significance
level was used to test for statistical significance in all three
performance metrics; number of targets per time unit, control
and speed. Neither changes in targets per time unit (p=1),
control (p=0.125) nor speed (p=0.3125) were found signifi-
cant. Different plausible and non exclusive explanations can be
stated. First, the amount of therapy received in this feasibility
study was short and insufficient to permit appreciation of
differences. Note that this feasibility dose is lower than that
administered in our clinical trials for earlier versions of the
platform [4], [5]. Second, the game challenge adaptation mech-
anism with its current policy emphasizing coupled progress
of speed and control, favours a slower but surer progress,
and may be responsible for some of the drops in speed and
increases in control. Finally, the adaptation module increases
the challenge by means of enlarging the distance between
consecutive targets as the patient progresses. Therefore, the
inherently longer paths from the user’s avatar onset position
to the target location is a candidate for explaining the apparent
lack of progress in terms of targets per time unit.
V. CONCLUSIONS
Gesture Therapy was conceived as a solution particularly
suitable for home usage, and as such, it has a very low cost.
Among the main features of this platform are (i) its game
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Fig. 7. Performance results from the feasibility study comparing first vs last
session. One of the subjects only completed 1 session. Left: Targets per unit
time. Middle: Control Right: Speed.
set developed using game design criteria considered to be
relevant for rehabilitation, (ii) its innovative controller, (iii)
its monocular 3D tracking system, (iv) its capability to detect
compensatory movements also from the vision system, and (v)
its adaptation module which capitalizes on decision-theoretic
models to fit the patient progress. Clinical trials carried out
over an earlier version of the platform [4], [5] suggest that
GT, might support motor recovery comparable to that of occu-
pational therapy to stroke survivors but increasing motivation
as measured by the Intrinsic Motivation Inventory as well as
subjective comments from the patients. The feasibility pilot
described in Sect IV using the platform version presented in
Sect III provides preliminary evidence of the usefulness of the
GT application with its latest developments.
The most important contribution of GT are as follows. First,
we have developed a controller specifically designed for stroke
patients that among other features do not require elbow rest,
can be used by patients with very different degree of paresis
[5], and permit gripping. Second, a novel 3D monocular
tracking system capable of estimating depth from a single
webcam. We are in the process of obtaining patents for the
gripper and the monocular tracking system. Third, we have
exploited probabilistic models from artificial intelligence to
produce an intelligent game set that adapts game challenge to
patients in-game performance. Fourth, through our (earlier)
clinical trials and current feasibility pilot, we have contributed
to the growing evidence of the usefulness and validity of
virtual reality based therapies, and in particular of GT. Finally,
we have provided a picture of how the brain responds to GT
[5], [62]. In this sense we are only starting to understand
the therapy induced cortical reorganization associated with
motor recovery. We are now adding user profiling capabilities,
enlarging our game set and improving the user interface. We
are also planning to use transfer learning to provide inter-
session adaptation and therapy planning.
In addition, we are now establishing the validity of the
platform for disabilities in children resulting from cerebral
palsy. This is a multicenter study that will elucidate the
clinical benefits of GT in circumstances other than stroke
and adult population. Preliminary subjective appreciation is
that children enjoy the VR games more than adults, but they
require continuous supervision while playing the games so
they do perform the exercises correctly. We conjecture that
perhaps incorporating a virtual therapist that monitors the
child movements and encourages the correct movements and
discourages erroneous execution may be beneficial.
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