To enable the use of applications that require real-time communication in ad hoc networks, an admission control mechanism must be in place to prevent the network from becoming congested, since congestion results in reduced quality of service for applications. Current admission control solutions encounter problems in the face of mobility, resulting in unacceptable disruptions in communication. To solve this problem, we apply multi-path routing mechanisms and propose a new admission control protocol. We show through simulation that our solution is able to prevent communication disruptions and meet the QoS needs of the application.
I. Introduction
The continuing trend of multimedia in mobile networks has resulted in an increase in the desire to run real-time applications over wireless ad hoc networks. Real-time applications have strict requirements on the quality of service (QoS) that they receive from the network. These requirements include high delivery rates of data packets and low end-to-end delays. It is important that these requirements are met by the network because otherwise the perceived quality of service that the user experiences will suffer, and the applications will in effect become unusable. Unfortunately, ad hoc networks often suffer from lower throughput, frequent topology changes resulting in communication disruptions, and higher delays than traditional networks. Given these quality of service requirements and the constraints of ad hoc networks, it is clear that new methods to provide quality of serivce over ad hoc networks are needed.
There have been numerous proposals to provide QoS in wireless networks, including several differentiation schemes for the MAC layer to allow prioritization of real-time traffic over best-effort traffic [2] . While these schemes prevent other traffic from interfering with the real-time traffic, it has been shown that if the amount of real-time traffic in the network is allowed to increase in an uncontrolled manner, network performance will deteriorate significantly [2] . Thus, one of the problems that has to be solved is that of preventing over-utilization of the wireless channel (resulting in reduced quality for all involved traffic). This can be accomplished through call admission control. If an admission control mechanism is in place, flows cannot be started at will, but the admission control mechanism must first be consulted. This mechanism uses information about the current state of the network and the new flow to determine whether there are enough resources available in the network to allow the new flow to start. A new flow should only be admitted if the QoS requirements of all flows in the network still can be met after the new flow begins.
Previous work addressing wireless network call admission control has provided solutions for non-mobile networks [1, 4] . However, the performance of these solutions deteriorates in the presence of node mobility. This motivates the work presented in this paper. To increase the user's perceived quality of service, we apply multi-path routing techniques to improve on the previously proposed solutions. These techniques enable a source to discover several alternate paths to the destination, all of which are capable of providing the required quality of service. If the current path becomes unusable, the traffic flow can then quickly switch to one of the alternate paths instead without loss of performance. Our solution also monitors each of the alternate paths to ensure that they can still provide the required quality of service, and otherwise remove them from the cache. This ensures that stale routes are not kept unnecessarily, which could result in degraded performance.
II. Background
One of the problems of designing an admission control scheme for ad hoc networks is that the bandwidth available to a node is not only constrained by the local bandwidth consumption of itself and its direct neigh-bors, but also from transmissions of nodes within the wider carrier-sensing range. Yang and Kravets present CACP [4] , an admission control protocol where channel busy-time measurements are used to determine the locally available bandwidth, and a query mechanism is used to determine the available bandwidth of nodes within carrier-sensing range. Identifying some weaknesses in this approach, Chakeres and Belding-Royer propose a Perceptive Admission Control (PAC) protocol [1] to alleviate some of the problems. PAC reduces the protocol overhead and probability of making erroneous admission decisions by introducing a new method to determine the available bandwidth that does not require any control messages to be sent. Instead, it relies on extending the range in which the measurement of bandwidth is done. Since the estimation of available bandwidth is done continuously, newly admitted flows and the end of previous flows are immediately taken into account for future admission control decisions.
To make admission control decisions over a multihop path, it is not enough to only consider the bandwidth available at a single node. There must be enough bandwidth available at all the nodes along the path. Further, the bandwidth requirement of a flow at each node is not just the bandwidth of the flow since bandwidth is consumed by the transmission of packets from this flow at each node on the path that is within carrier sensing range. In [4] , an on-demand source routing protocol able of performing multi-hop admission control is presented. This same approach is leveraged by PAC. In this approach, the contention count ( ¢ £ ¢ ) is defined as the multiple of the bandwidth required by the flow that has to be available to admit the flow. The
is the set of nodes that are within carrier sensing range of the current node (including the current node itself), § is the set of nodes on the route from source to destination, and¨is the destination ID.
During route discovery, a route request is flooded through the network, and all nodes along the path calculate the ¢ ¢ using the partial route known so far. They use the ¢ £ ¢ to determine whether they can support the flow. If the node can support the flow, it adds its identifier to the source route and rebroadcasts the route request. Otherwise it drops the packet. When the request reaches the destination, the destination sends a reply back to the source. The route reply contains the entire path traversed by the request. When the nodes receive the reply, they use this information to make an accurate calculation of the ¢ ¢ . They only forward the route reply if enough bandwidth is available to support the flow.
A problem with admission control in ad hoc networks can occur if two flows are admitted, where each consumes all the bandwidth in its neighborhood. Later, if the nodes move into the vicinity of each other, the wireless channel will become congested. If both flows are allowed to continue, neither will meet its QoS requirements. CACP does not have any method of handling this. Flows will therefore suffer from unacceptable quality of service. PAC improves CACP in that it continuously monitors the available bandwidth. If the bandwidth drops below a threshold during the lifetime of a flow, the transmission of that flow is stopped. After a randomly selected backoff time, a node can attempt to re-admit a stopped flow.
III. MACMAN
To improve admission control performance in the presence of mobility, we propose Multi-path Admission Control for Mobile Ad hoc Networks (MAC-MAN). MACMAN builds on CACP and PAC to enable flows to meet their QoS requirements in a mobile networks. The protocol discovers and maintains multiple paths that can provide the required quality of service between the source and the destination. This allows a source to quickly switch to an alternate path that can support the flow if the currently used path becomes unusable. The following sections describe the operation of MACMAN.
III.A. Route Discovery
The route discovery phase of MACMAN uses the mechanism described in Section II to discover routes that meet the QoS needs of a new flow. To calculate the locally available bandwidth, the method used by PAC is adopted. Since source routing is used, it is simple to modify the route discovery process to support the use of multiple paths. Alternate routes do not require any extra state in intermediate nodes, since they only need to be cached at the source. When route requests reach the destination, the destination not only sends a reply to the first request received, but also replies to subsequent requests. As route replies propagate to the source, the source chooses the best route to begin transmission, and also caches the other routes for possible later use. Care is taken to ensure that no "redundant" routes are cached. For example, if a route , will not be added to the cache.
III.B. Route Maintenance
A problem with caching multiple routes at the time of route discovery is that, over time, the routes are likely to become stale. In that case, they are no longer valid when needed. Previous work has shown that the transmission of periodic messages along alternate routes provides a mechanism for keeping track of the existence of those routes [3] . To avoid the accumulation of stale routes in the cache that no longer can provide the required QoS, MACMAN continuously monitors each alternative route in the cache. To do this, periodic Route Capacity Query (RCQ) messages are sent along each of the backup paths towards the destination. As in the route requests, the RCQ messages contain the bandwidth requirement of the flow. However, they also contain a listing of the route that is currently being used to transmit the flow. . For example, at node 6, the normal contention count along that path is 4. However, since 3 of its CSN are already involved in the transmission along the current path, the contention difference is only 1. The same reasoning holds for the other nodes.
At each node along an alternate route, it must be determined whether the route can still support the flow. When performing the calculation, it is important to consider that the flow is currently being transmitted along another route, and if the flow was "moved" to this new route, the transmission along its current route would cease. Because the transmission of the flow along its current route is likely to reduce the measured available bandwidth along the alternate route, calculating the ¢ £ ¢ along the alternate routes (as is done during the initial admission control) is not sufficient. This would result in the erroneous deletion of routes from the cache because it is believed that they cannot support the flow, while they actually can. To calculate the increase (or decrease) of contention if the flow is "moved" to a new path, the Contention Difference ( ¢ ) is calculated, as shown in Eq. (2), when a node receives a RCQ message.
is the route this RCQ is transmitted along, while § r d s e h g i g is the route currently used for the flow. An example of how ¢ is calculated is illustrated in Figure 1 . The calculated CD is used to determine the bandwidth requirement of the flow (i.e.,
, and this is compared to the available bandwidth by the following inequality:
If the node determines that the available bandwidth is not sufficient to meet this requirement, it sends a Route Capacity Failed (RCF) message back to the source of the flow. When the source receives the RCF message, it removes the route listed in the RCF from its route cache so that the route is no longer considered as a viable alternative path. On the other hand, if the node determines that the available bandwidth is sufficient to support this flow, it forwards the RCQ message to the next hop. The propagation of the RCQ continues until the last node on the route before the destination is reached. This node is the final node to make a decision of whether the flow can be supported. Since the destination does not consume any bandwidth for this flow, it is not involved in the route maintenance process.
III.C. Route Updates Through Proactive RREQs
Through route maintenance, MACMAN ensures that routes are not kept in the cache after becoming unusable through link or QoS breaks. However, this process can only remove routes from the cache and can never add new routes to it. If there is mobility in the system, it is inevitable that all routes eventually will break and be removed from the cache, thus making it necessary for the flow to be stopped and a new route discovery process to be initiated. To prevent such breaks in the communication, attempts are made to discover new routes if all cached alternate routes are removed. If a node that should send a RCQ message does not have any alternate routes cached, it initiates a route discovery to find new routes that have become available since the last route discovery was performed. This allows nodes to discover newly available routes before the currently used route breaks, thereby enabling the switch to the new route to once again be made seamlessly instead of having to stop the flow to find the new route.
IV. Simulation and results
We ran simulations in the NS-2 network simulator to investigate the scenario shown in Figure 2 . We compare the performance of MACMAN to the multi-hop variant of PAC. Figure 3 shows how the throughput achieved by the flow from ¤ to¨varies over time with the different admission control protocols. It can be seen that when PAC detects that the wireless channel is congested, the throughput of the flow drops to zero as the flow stops. The flow does not continue until after more than a second later when a backoff and a new route discovery has taken place. This disruption in communication is not acceptable for real-time traffic. On the other hand, the change in routing path can be done seamlessly when MACMAN is used.
Simulations run in random waypoint mobility scenarios, looking at metrics such as average throughput, delay and number of quality of service breaks, indicate that MACMAN outperforms PAC in these aspects as well.
V. Conclusions
Our simulations show that MACMAN is able to prevent disruptions in communication when mobility breaks the quality of service path. This gives real-time applications a greater quality of service than previous solutions. 
