We propose a base-station (BS) cooperation model for broadcasting a discrete memoryless source in a cellular or heterogeneous network. The model allows the receivers to use helper BSs to improve network performance, and it permits the receivers to have prior side information about the source. We establish the model's information-theoretic limits in two operational modes: In Mode 1, the helper BSs are given information about the channel codeword transmitted by the main BS, and in Mode 2 they are provided information about the source. Optimal codes for Mode 1 use hash-and-forward coding at the helper BSs; while, in Mode 2, optimal codes use source codes from Wyner's helper side-information problem at the helper BSs. We prove the optimality of both approaches by way of a new listdecoding generalisation of [8, Thm. 6], and, in doing so, show an operational duality between Modes 1 and 2. 978-1-4673-7704-1/15/$31.00
I. INTRODUCTION
T HE proliferation of wireless communications devices presents significant performance challenges for cellular networks, and it will require more sophisticated heterogeneous networks in the near future [1, 2] . A powerful methodology for improving performance is centered on the idea of basestation (BS) cooperation: Instead of operating independently, future BSs will coordinate encoding and decoding operations using information shared over backbone networks. The tremendous potential of BS cooperation has been widely investigated [3] - [5] ; however, despite many advances, there remains significant challenges in understanding and exhausting its benefits. Indeed, the fundamental limits of cooperation are fully understood in very few settings [4] .
To help understand the full potential of BS cooperation, we consider a simple, but rather useful, broadcast model. The setup for two receivers is shown in Figure 1 . A source X is to be reliably transmitted over a broadcast channel to many receivers, and the idea is to improve network performance by allowing the receivers to be assisted by helper BSs. In a future heterogenous network, for example, the helpers may be pico or femto BSs operating within the main macro cell on orthogonal channels [6] . Alternatively, the helpers may be WiFi hotspots through which traffic is diverted from a heavily loaded cellular network [7] . The purpose of this paper is to characterise the model's information-theoretic limits, and to provide architectural insights for optimal codes. A more complete version of this work has been submitted for possible publication in the IEEE Transactions on Communications [26] .
Helper BS(2) We assume that the broadcast channel from the main BS is discrete and memoryless, and the channels from the helper BSs are noiseless and rate-limited. Although this setup does not capture all modes of cooperation, it nevertheless has enough sophistication to provide insight into some important coding challenges. For example, consider the idea of augmenting traffic flow in a cellular network via a WiFi hotspot: The hotspot's radio-access technology is orthogonal to that of the cellular network, and a cellular network engineer can well approximate the WiFi link by a noiseless rate-limited channel. A natural question is then: What coding techniques at the BSs and WiFi hotspot yield the best overall performance?
We consider two operational modes in the above framework.
• Mode 1: The helper BSs are given side information about the channel codeword transmitted by the main BS. • Mode 2: The helper BSs are given correlated side information about the source X. We will see that optimal codes for Mode 1 combine virtualbinning from Slepian-Wolf Coding over Broadcast Channels [8] with hash-and-forward coding for the primitive relay channel [9] . Optimal codes for Mode 2, on the other hand, combine virtual binning with source codes from Wyner's helper side-information problem [10] . We prove the optimality of both codes by way of a new list-decoding generalisation of [8, Thm. 6] , and, in doing so, show an operational duality between Modes 1 and 2.
II. PROBLEM SETUP

A. Source and Channel Setup
The main BS is required to communicate a source X = (X 1 , X 2 , . . . , X ns ) over a discrete memoryless broadcast channel to K receivers with side information; the side information at receiver k, for k ∈ {1, 2, . . . , K}, is denoted by
For example, X and Y k may be the current and previous states of a mobile application, the global and local contents of a cloud storage drive, or the current and previous frames of a video feed. Alternatively, specific choices of X and Y k lead to the bi-directional broadcast channel and complementary side information model [11] - [14] . For generality, let us only assume that the source and side information are emitted by a discrete memoryless source. That is,
is a sequence of n s independent and identically distributed (iid) source/side-information tuples (X, Y 1 , Y 2 , . . . , Y K ) defined by a fixed, but arbitrary, joint probability mass function (pmf) on the Cartesian product space
Let W denote the discrete memoryless broadcast channel's input alphabet, T (·|·) its per-symbol transition probabilities, and U k its output alphabet at receiver k. The main BS transmits
over the broadcast channel, where f : X ns → W nc is the BS's encoder and W = (W 1 , W 2 , . . . , W nc ) is a codeword with n c symbols. Receiver k observes U k = (U k,1 , U k,2 , . . . , U k,nc ) at the output of the broadcast channel. The ratio of channel symbols to source symbols, κ := n c n s , is called the bandwidth expansion factor.
B. No Base-Station Cooperation
Momentarily suppose that there is no BS cooperation, and that the source is to be losslessly reconstructed using only the channel outputs and side information at each receiver. In this setting, reliable communication is possible if (and only if) 1 there exists a pmf P W on W such that [8] 
where (W, U 1 , U 2 , . . . , U K ) ∼ P W (·)T (·|·). The necessity and sufficiency of (1) for reliable communication is an elegant and powerful result with applications throughout network information theory; for example, consider [11] - [18] . Indeed, a new list-decoding generalisation of (1) will play a central role in this paper.
C. Base-Station Cooperation
Let us now return to the BS cooperation model. The helper BS of receiver k, denoted BS(k), obtains side information
about X or W via a backbone network. Here n h = n s (resp. n h = n c ) when BS(k) has information about X (resp. W), and a precise definition of V k will be given shortly. BS(k) sends
over a noiseless channel to receiver k, where f k : V nh → {1, 2, . . . , 2 nsR k } is BS(k)'s encoder and R k is its rate (in bits per source symbol). Receiver k attempts to recover the source viâ
The collection of all encoders and decoders is called an (n s , n c , R 1 , R 2 , . . . , R K )-code.
D. Mode 1 (helper side information about the codeword W)
Suppose that V k is the entire codeword W or a scalar quantised version thereof. Quantisation is appropriate, for example, when the backbone network is rate limited. More formally, let φ k : W → V k be an arbitrary but given deterministic mapping (scalar quantiser) and
The main problem of interest here is to determine when reliable communication is achievable in the following sense.
Definition 1: Fix the bandwidth expansion factor κ, helper BS rates R := (R 1 , . . . , R K ), and scalar quantisers φ := (φ 1 , . . . , φ K ). We say that a source/side information tuple (X, Y 1 , . . . , Y K ) is (κ, R, φ)-achievable in Mode 1 if for any > 0 there exists an (n s , n c , R 1 , . . . , R K )-code such that n c /n s = κ and P[X k = X] ≤ , ∀ k.
(2)
E. Mode 2 (helper side information about the source X) Suppose that V k is directly correlated with the source and side information. That is, assume (X,
is emitted by an arbitrary discrete memoryless source and thus is a sequence of n s iid tuples (X, Y 1 , . . . , Y K , V 1 , . . . , V K ). We are interested in the following definition of achievability.
Definition 2: Fix the bandwidth expansion factor κ and helper BS rates R := (R 1 , R 2 , . . . , R K ). We say that a source/side information tuple (X,
The problem setups of Modes 1 and 2 are special cases of the multi-relay network in [18, Sec. V]. The achievability result [18, Thm. 3 ] is based on a decode-and-forward protocol, and it holds for a much broader class of relay problems than Modes 1 and 2. The decode-and-forward approach is quite different to the list decoding approach used later in this paper. The results of the next section solve two previously unknown special cases of the problem in [18, Sec. V].
III. MAIN RESULTS
A. Mode 1
Theorem 1: Fix the helper BS rates R, bandwidth expansion factor κ and quantisers φ. A source/side-information tuple (X,
Conversely: If the source/side-information tuple is (κ, R, φ)achievable, then there exists a pmf P W on W such that (3) holds with inequality ≤ for all k.
Proof: See the full paper [26] .
We first notice that if the helper rates are all set to zero, then (3) becomes
and we recover the setup of (1). If for a given pmf P W and scalar quantisers φ we have R k > κH(V k |U k ) for all k, then (3) evaluates to
This latter result can be interpreted as follows. If (U k , V k ) can be considered as the outcome of a discrete memoryless source, then BS(k) can reliably send V k to receiver k using a Slepian-Wolf code of rate R k [20] . The receiver can then consider (U k , V k ) as its effective channel output, and we again return to the setup and result in (1), but where the channel output at receiver k, U k , needs to be replaced by the pair (U k , V k ).
For other helper rates, we note the similarity of (3) to Kim's capacity theorem [9, Thm. 1] for the primitive relay channel. Intuitively, the right hand side of (3) is the maximum rate at which information can be sent to receiver k. This intuition, however, should be treated with care because, for example, the classical Shannon approach of strictly separating source and channel coding is suboptimal. Nonetheless, it is natural to wonder whether Kim's simple timesharing proof of [9, Thm. 1] can be modified to prove Theorem 1. While we do not take the timesharing approach in this paper, D. Gündüz has noticed that it may indeed be possible to give such a proof of Theorem 1 using the semiregular encoding and backward decoding techniques developed in [18, App. B] (these techniques, for example, give an alternative proof of the no-cooperation case shown in (1)).
Example 1 (Broadcast capacity with helpers):
Consider the bandwidth-matched case n s = n c = n and κ = 1, and fix a positive rate R * . Suppose that the receivers have no sideinformation, Y k = constant, and that the main BS is required to broadcast a rate R * message M to the receivers, where M is uniformly distributed on {1, 2, . . . , 2 nR * }.
Given helper rates R, we can define the helper capacity C(R) to be the supremum of all achievable message rates R * ; 2 Since V k is a function of W , we also have I(W ; V k |U k ) = H(V k |U k ).
that is, those rates R * for which there exists a sequence of codes with vanishing probability of decoding error. It can be argued from Theorem 1 that
where the maximisation is taken over all pmfs P W on W.
If the channel outputs are defined over a common alphabet, say U k = U for all k, then (4) is a type of compound channel capacity with relays. Indeed, one recovers the compound channel capacity theorem [19] upon setting R k = 0 in (4).
Example 2 (Bidirectional broadcast channel with helpers):
Consider Mode 1 with two receivers for the bandwidth matched case n s = n c = n, and fix positive rates R * 1 and R * 2 . Recall the bidirectional setup of [11] : The main BS has two independent uniformly distributed messages M 1 and M 2 on {1, 2, . . . , 2 nR * 1 } and {1, 2, . . . , 2 nR * 2 } respectively; receiver 1 has M 1 as side information and requires M 2 ; and receiver 2 has M 2 as side information and requires M 1 .
For fixed helper rates (R 1 , R 2 ), we can define the helper capacity region C(R 1 , R 2 ) to be closure of the set of all (R 1 , R 2 )-achievable rate pairs (R * 1 , R * 2 ). It can be argued from Theorem 1 that C(R 1 , R 2 ) is equal to the set of all (R * 1 , R * 2 ) for which there exists a pmf P W on W such that
B. Mode 2
Theorem 2: Fix the helper BS rates R and bandwidth expansion factor κ. A source/side-information tuple (X, Y 1 , . . . , Y K , V 1 , . . . , V K ) is (κ, R)-achievable if there exists a pmf P W on W and K auxiliary random variables (A 1 , . . . , A K ) such that for all k we have the Markov chain (X,
and
where (W, U 1 , . . . , U K ) ∼ P W (·)T (·|·). Conversely: If the source/side-information tuple is (κ, R)-achievable, then there exists a pmf P W on W and auxiliary random variables (A 1 , . . . , A K ) such that (5) holds with inequalities and (X,
When computing Theorem 2, we can assume that the alphabet of A k has a cardinality of at most |V k |. The following example is inspired by Wyner's binary helper source coding problem [10] .
Example 3: Let κ = 1, and fix (ρ 1 , ρ 2 , . . . , ρ K ) ∈ [0, 1/2] K . Suppose that the source is uniform and binary, X ∼ Bern(1/2); there is no receiver side information, Y k = constant; and helper BS(k)'s side information is
where Z k := Bern(ρ k ) is independent additive binary noise.
The source/side-information tuple (X, V 1 , V 2 , . . . , V K ) is (1, R)-achievable if there exists a pmf P W on W and constants (α 1 , α 2 , . . . , α K ) ∈ [0, 1/2] K such that
holds for all k. Here h(·) denotes the binary entropy function and
Conversely: If the source/side-information tuple is (1, R)achievable, then there exists a pmf P W on W and (α 1 , α 2 , . . . , α K ) ∈ [0, 1/2] K such that (6) holds with inequalities.
C. Source-channel separation
The single-letter expressions in Theorems 1 and 2 depend only on the marginal source and channel distributions, instead of the complete joint source-channel distribution 3 -the latter being more typical in the joint source-channel coding literature, e.g., see [25] . Nevertheless, strict separation of source and channel coding is not optimal in either mode, as can be seen for the special case of R 1 = . . . = R K = 0 in [8] . The separation of source and channel variables in Theorems 1 and 2 is best understood in the sense of operational separation described in [8] . Roughly, we separate the source, channel and helper codebooks as well as the encoders, but joint decoding across all three codebooks is required. More detailed discussions on the various types of source-channel separation can be found in [8, 15, 18] .
D. Mixing Modes 1 and 2
Suppose that some helper BSs have information about the codeword W, while others have information about the source X -a mix of Modes 1 and 2. Let K 1 and K 2 denote the index sets of Mode 1 and 2 helper BSs respectively. From Theorems 1 and 2:
Example 4: A source/side-information tuple is achievable if there exists a pmf P W on W and |K 2 | auxiliary random variables {A k ; k ∈ K 2 } such that
for all k ∈ K 1 , and 3 All of the entropy and mutual information functions in Theorems 1 and 2 depend on either the source variables or the channel variables, but not both. and A k ↔ V k ↔ (X, Y k ) for all k ∈ K 2 . Conversely: If the source/side-information tuple is achievable, then there exists a pmf P W on W and |K 2 | auxiliary random variables {A k ; k ∈ K 2 } such that (7) and (8) hold with inequalities and A k ↔ V k ↔ (X, Y k ).
IV. SLEPIAN-WOLF CODING OVER BROADCAST CHANNELS WITH LIST DECODING
To prove Theorems 1 and 2, it is useful to consider a listdecoding extension to (1) . In this section, suppose that there is no BS cooperation and the receivers employ list decoding.
A. Setup and result
Let Ω(L) := {L ⊆ X ns : |L| = L} denote the collection of all subsets of X ns with cardinality L. An (n s , n c , L 1 , L 2 , . . . , L K ) list code is a collection of (K+1) mappings (f, g 1 , g 2 , . . . , g K ), where f : X ns −→ W nc is the encoder at the transmitter and
is the list decoder at receiver k. Upon observing the channel output U k and side information Y k , receiver k computes
An error is declared at receiver k if X / ∈ L k . If (1) holds, then [8, Thm. 6] guarantees the existence of a sequence of list codes with |L k | = 1 and P[X / ∈ L k ] → 0 for all k. On the other hand: If (1) does not hold, then |L k | must grow exponentially in n s to ensure P[X / ∈ L k ] → 0. Here we are concerned with the smallest such exponent.
Definition 3: Fix the bandwidth expansion factor κ and list exponents D = (D 1 , D 2 , . . . , D K ), with D k ≥ 0, for all k. We say that (κ, D) is achievable if for any > 0 there exists a (n s , n c , L 1 , L 2 , . . . , L K ) list code such that n c n s = κ, (9a)
The next lemma shows that the best exponent of receiver k's list size can be larger, but not smaller, than the equivocation (or, uncertainty) in X given Y k minus the information conveyed over the channel.
where (W, U 1 , . . . , U K ) ∼ P W (·)T (·|·). Conversely: If (κ, D) is achievable, then there exists a pmf P W on W such that (10) holds with an inequality.
B. Related problems and results
Definition 3 is a lossy generalisation of the setup for (1) . The standard (per-letter / average distortion) generalisation of (1) is called "Wyner-Ziv Coding over broadcast channels" [16] , and it is a formidable open problem that includes Heegard and Berger's rate-distortion function [14, 22, 23] 
Lemma 3 is also consistent with Tuncel's result for unique decoding (1): Suppose that we are interested in unique decoding and hence the all-zero list exponent vector D = (0, 0, . . . , 0). The reverse (converse) assertion of Lemma 3 shows that (κ, D) is achievable only if
The forward (achievability) assertion of Lemma 3, unfortunately, does not include the all-zero list exponent. It does, however, say the following: Any arbitrarily small positive list exponent D is achievable if (11) holds.
V. SKETCH OF CODING SCHEMES ACHIEVING THEOREMS 1 AND 2
In both modes, it turns out that the following approach to BS cooperation is optimal (see [26] for details): Use a good list code on the broadcast channel, and task BS(k) with helping receiver k determine which element of its decoded list L k is equal to the source X. This list will, with high probability, include X and have |L k | ≈ 2 nsD k elements. To resolve receiver k's uncertainty, BS(k) needs to encode its side information V k at a rate R k that is proportional to the list exponent D k . In both modes, the smallest achievable rate R k is fundamentally determined by Lemma 3.
Theorems 1 and 2 are duals in the operational sense that changing from Mode 1 to Mode 2 (or, vice versa) does not change the underlying coding problem at the main BS and the receivers -it only changes BS(k)'s approach to the problem. The side information V k in Mode 2 is directly correlated with the source X, and, in this setting, it is optimal for BS(k) to use a good source code from Wyner's 'helper' source coding problem [10] . In Mode 1, on the other hand, the side information V k is a scalar quantised version of the channel codeword, and it is optimal for BS(k) to use a version of Kim's 'random-hashing' for the relay channel [9] .
