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Abstract-This paper is a survey of recent work in the field of 
web recommendation system for the benefit of research on the 
adaptability of information systems to the needs of the users. 
This issue is becoming increasingly important on the Web, as 
non-expert users are overwhelmed by the quantity of 
information available online, while commercial Web sites strive 
to add value to their services in order to create loyal 
relationships with their visitors-customers. This article views to 
provide a remedy for the negative effects of the traditional one-
size-fits-all approach is to enhance the system's ability to adapt 
its own behavior to the user’s characteristics, such as goals, 
tasks, interests, that are stored in user profiles by 
implementing a variety of algorithms. The enormous content of 
information on the World Wide Web makes it obvious 
candidate for Web Recommendation System research. Web 
based application facing with large amount of data. In order to 
produce the portal usage patterns and user behaviors, Web 
recommendation system consists of three main phases, namely 
Data Preprocessing, Pattern Discovering and Pattern Analysis. 
Server log files become a set of raw data where it must go 
through with all the Web recommendation system phases to 
produce the final results. Here, Web recommendation system, 
approach has been combining with the basic Association Rules, 
Apriori Algorithm to optimize the content of the E-application 
portal. Finally, this paper will present an overview of results 




n abundant amount of information is created and 
delivered over electronic media. Users risk becoming 
overwhelmed by the flow of information, and the users lack 
adequate tools to help them manage the situation. 
Information filtering (IF) is one of the methods that are 
rapidly evolving to manage large information flows. The 
aim of IF is to expose users to only information that is 
relevant to them. Many IF systems have been developed in 
recent years for various application domains. Information 
filtering systems can help users by eliminating the irrelevant 
information and by bringing the relevant information to the 
user's attention. Filters are mediators between the sources of 
information and their end-users. 
The system is based on a user modeling component [21], 
designed for building and maintaining long term models of 
individual Internet users. Presently the system acts as an 
intelligent interface for the Web search engines. The 
experimental results we have obtained are encouraging and 
support the choice of adaptive Information Filtering.  Its 
main goal is the management of the information overload 
and increment of the semantic signal-to-noise ratio. To do 
this the user's profile is compared to some reference 
characteristics. These characteristics may originate from the 
information item (the content-based approach) or the user's 
social environment (the collaborative filtering 
approach).Whereas in information transmission electronic 
filters are used against syntax-disrupting noise on the bit-
level, the methods employed in information filtering act on 
the semantic level. The range of machine methods employed 
builds on the same principles as those for information 
extraction [1]. A notable application can be found in the 
field of email spam filters. Thus, it is not only the 
information explosion that necessitates some form of filters, 
but also inadvertently or maliciously introduced pseudo-
information. 
The different systems use various methods, concepts, and 
techniques from diverse research areas like: Information 
Retrieval, Artificial Intelligence, or Behavioral Science. 
Various systems cover different scope; have divergent 
functionality, and various platforms. There are many 
systems of widely varying philosophies, but all shares the 
goal of automatically directing the most valuable 
information to users in accordance with their User Model, 
and of helping them use their limited reading time most 
optimally. 
When a user interacts with the system for the first time, the 
user model needs to be made from scratch. In order to 
quickly build a reliable model an interview is proposed to 
the user, expressing an interest score for each of the domain 
categories. The user sets a query to the system that in turn 
posts it to the external WWW search engine, obtaining 
documents that are filtered and returned to the user. In the 
filtering process the systems works using two different 
levels of refinement, a first, coarse one, and a more 
elaborate step that takes place only if the first stage 
succeeds. During the normal usage the system offers a series 
of panels, being the first the filtering panel [19]. Here at the 
left is shown the list of documents retrieved by the search 
engine given the user query. 
For an easier usage the system automatically sorts the 
document lists so to help the user locating the best 
documents. The user browses the needed documents by 
double-clicking on them, and then he can express a simple 
feedback [15] among three different values: very good, good 
or bad, in order to ease the burden on the user as 
recommended. In this way the system can modify the user 
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model accordingly to user's preferences [3 and 4]. 
Furthermore, a system objects browser has been provided in 
order to allow the user to inspect all the system's data 
structures with an effective graphical interface to shorten the 
semantic gap between the user and the system. In the next 
section the user modeling component is presented. 
 






Recommender systems are active information filtering 
systems that attempt to present to the user information items 
(movies, music, books, news, web pages) the user is 
interested in. These systems add information items to the 
information flowing towards the user, as opposed to 
removing information items from the information flow 
towards the user. Typically, a recommender system 
compares the user's profile to some reference characteristics, 
and seeks to predict the rating that a user would give to an 
item they had not yet considered [20].  Recommender 
systems use collaborative filtering approaches or a 
combination of the collaborative filtering and content-based 
filtering approaches, although content-based recommender 
systems do exist [7]. 
Web-based Recommender Systems (RS) are recently 
applied to provide different type of customized information 
for their users. The Recommender Systems are applied in 
many areas such as: web-browsing, information filtering, 
net-news or movie recommender and e-Commerce. The 
central element of all recommender systems is the user 
model that contains knowledge about the individual 
preferences which determine his or her behavior in a 
complex environment of web-based systems. User 
modelings as well as RS are characterized by cross-
fertilization of various research fields such as: Information 
Retrieval, Artificial Intelligence, Knowledge 
Representation, Discovery and Data/Text Mining, 
Computational Learning and Intelligent and Adaptive 
Agents. The alternating information environment that is 
combined of various users, their needs and contexts of use 
as well as different system platforms necessitates application 
of recommender systems. 
The ever increasing importance of the e-Commerce in the 
global economy also increases the importance of web-based 
RS‟s. RS systems are developed by different domains such 
as personal agents and adaptive hypermedia. The 
personalized hypermedia application is defined as a 
hypermedia system that adapts: the content, structure, and/or 
presentation of the web objects to each individual user‟s 
model. RS‟s are applied in many different areas from web 
browsing for purchase recommendation. Montaner et. al in 
their work present comprehensive taxonomy of the 
recommender agents. In this taxonomy the following two 
dimensions are considered: profile generation and 
maintenance, and profile exploitation. The dimension of 
profile generation and maintenance considers the following 
elements: user profile representation, initial profile 
generation, profile learning technique and relevance 
feedback [22]. 
 
III. CLASSIFICATION OF RECOMMENDATION SYSTEM 
 
Many groups have built various types of systems that 
recommend pages to web users. This section will summarize 
several of those systems, and discuss how they differ from 
our approach. The objective of collecting user information is 
to create a profile that describes user characteristics. The 
more common techniques are explicit profiling, implicit 
profiling, and use of legacy data: 
Explicit profiling: Each user is asked to fill in a form when 
visiting the web site. This method has the advantage of 
letting users specify directly their interests. 
Implicit profiling: The user‟s behavior is tracked 
automatically by the system. This method is generally 
transparent to the user. Often, user registration is saved in 
what is called a cookie that is kept at the browser and 
updated at each visit. Behavior information is generally 
stored in a log file. 
Legacy data: The Legacy data provides a rich source of 
profile information for known users. 
 
IV. A SURVEY ON WEB RECOMMENDATION 
 
Piatetsky-Shapiro et. al., discusses in [5] personalization is a 
process of gathering and storing information about visitors 
of a web site, analyzing the stored information, and, based 
on this analysis, delivering the right information to each 
visitor at the right time. A personalization component should 
be capable to recommend documents and/or other web sites, 
promote products, make appropriate advice, target e-mail, 
etc. Personalization is increasingly used as a mean to 
expedite the delivery of information to a visitor, making the 
site useful and attractive so that the visitor is stimulated to 
return to it. For this, personalization is one of the e-business 
web sites. 
A personalization component builds and exploits models or 
profiles of the users interacting with the system. A user 
profile is a (possibly structured) representation of 
characteristics of that user, in order to take into accounts his 
or her needs, goals, and interests.  
 
A. Recommendation System Using Apriori Algorithm 
 
R. Agrawal et. al., discusses in [2] that recommendation 
system using apriori algorithms a classic algorithm for 
learning association rules [13]. Apriori is designed to 
operate on databases containing transactions (for example, 
collections of items bought by customers, or details of a 
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website frequentation). Other algorithms are designed for 
finding association rules in data having no transactions 
(Winepi and Minepi), or having no timestamps (DNA 
sequencing). 
As is common in association rule mining, given a set of 
itemsets (for instance, sets of retail transactions, each listing 
individual items purchased), the algorithm attempts to find 
subsets which are common to at least a minimum number C 
of the item sets. Apriori uses a bottom up approach, where 
frequent subsets are extended one item at a time (a step 
known as candidate generation), and groups of candidates 
are tested against the data. The algorithm terminates when 
no further successful extensions are found. 
 
B. Rule-Based Techniques 
 
Rule-based techniques exploit a set of rules specified in the 
system in order to drive personalization. Cross-selling is an 
e-business example of the rule-based technique: a rule could 
be specified to offer product X to a customer who has just 
bought product Y. For example, a customer of a book might 
be interested in current or previous books by the same 
author or in books on the same subject. 
 
C. Item-Based Collaborative Filtering 
 
Bardul M. Sarwar et. al., projected a different approach in 
the area of filtering algorithms, that was suggested recently 
[28] [29], is based on item relations and not on user 
relations, as in classic Collaborative Filtering. In the Item-
based Collaborative Filtering algorithm, we look into the set 
of items, that the active user, has rated, compute how similar 
they are to the target item and then select the k most similar 
items {i1, i2, ..., ik}, based on their corresponding 
similarities {si1, si2, ..., sik}. The predictions can then be 
computed by taking a weighted average of the active user‟s 
ratings on these similar items. The first step in this new 
approach is the Representation. Its purpose is the same as 
with the classic Collaborative Filtering algorithm: represent 
the data in an organized manner.  
 The Item Similarity Computation should be calculated. The 
basic idea in that step is to first isolate the users who have 
rated two items ij and ik and then apply a similarity 
computation technique to determine their similarity. Various 
ways to compute that similarity have been proposed.  
 
D. Content-Boosted Collaborative Filtering 
 
Emmanouil G. Vozalis et. sl., estimated in [31] the basic 
idea behind Content-Boosted Collaborative Filtering is to 
use a content-based predictor to enhance existing user data, 
expressed via the user-item matrix, R, and then provide 
personalized suggestions through collaborative filtering. The 
content-based predictor is applied on each row from the 
initial user-item matrix, corresponding to each separate user, 
and gradually generates a pseudo user-item matrix, PR. At 
the end, each row, i, of the pseudo user-item matrix PR 
consists of the ratings provided by user ui, when available, 
and those ratings predicted by the content-based predictor. 
  Memory-based filtering algorithms include the basic 
Collaborative Filtering algorithm [30], Item-based 
Collaborative Filtering [28] and the Algorithm using 
SVD/LSI for Prediction Generation [31]. Correlation-based 
vs. Machine Learning based algorithms Billsus and Pazzani 
attempt [24], through their work described in [32], to 
transform the formulation of the recommendation problem, 
as viewed by the classic Collaborative Filtering algorithm, 
into a Machine Learning problem, where any supervised 
learning algorithm can be drawn and applied. They are 
based on the assumption that while correlation based 
approaches seems to work well in the specific domain.  
 
E. The Weighted Combination of Content-based and 
Collaborative 
 
Filtering defines two distinct filtering components. The first 
component implements plain Collaborative Filtering, while 
the second component implements Content based Filtering. 
The final rating prediction is calculated as a weighted sum 
of those components, where the applied weights are decided 
by how close is the prediction of each component to the 
actual rating. 
 
V. PRESENT SCENARIO OF RESEARCH IN 
RECOMMENDATION  SYSTEM 
 
Recommender systems have been evaluated in many, often 
incomparable, ways. In the present scenario the user tasks 
being evaluated, the types of analysis and datasets being 
used, the ways in which prediction quality is measured, the 
evaluation of prediction attributes other than quality, and the 
user-based evaluation of the system as a whole. In addition 
to reviewing the evaluation strategies used by prior 
researchers, we present empirical results from the analysis 
of various accuracy metrics on one content domain where all 
the tested metrics collapsed roughly into three equivalence 
classes. Metrics within each equivalency class were strongly 
correlated, while metrics from different equivalency classes 
were uncorrelated. 
 
Dimensions for User Evaluation 
Explicit (ask) vs. implicit (observe) A basic distinction is 
between evaluations that explicitly ask users about their 
reactions to a system and those that implicitly observe user 
behavior. The first type of evaluation typically employs 
survey and interview methods. The second type usually 
consists of logging user behavior, then subjecting it to 
various sorts of analyses. 
 
VI. CHALLENGING PROBLEMS IN RECOMMENDATION 
SYSTEM 
 
The several current challenges of the recommender systems 
are considered in this section. The first set of challenges 
concerns issues of bringing people together into 
communities of interest. A major concern here is respecting 
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people‟s privacy. The second challenge is to create 
recommendation algorithms that combine multiple types of 
information, probably acquired from different sources at 
different times. 
Establishing the user tasks to be supported by a system, and 
selecting a data set on which performance enables empirical 
experimentation – scientifically repeatable evaluations of 
recommender system utility. A majority of the published 
empirical evaluations of recommender systems to date has 
focused on the evaluation of a recommender system‟s 
accuracy. We assume that if a user could examine all items 
available, they could place those items in a ordering of 
preference. Accuracy metric empirically measures how 
close a recommender system‟s predicted ranking of items 
for a user differs from the user‟s true ranking of preference. 
Accuracy measures may also measure how well a system 
can predict an exact rating value for a specific item. 
Researchers who want to quantitatively compare the 
accuracy of different recommender systems must first select 
one or more metrics. In selecting a metric, researchers face a 
range of questions. Will a given metric measure the 
effectiveness of a system with respect to the user tasks for 
which it was designed? Are results with the chosen metric 
comparable to other published research work in the field? 
Are the assumptions that a metric is based on true? Will a 
metric be sensitive enough to detect real differences that 
exist? How large a difference does there have to be in the 
value of a metric for a statistically significant difference to 
exist? Complete answers to these questions have not yet 
been substantially addressed in the published literature. 
The challenge of selecting an appropriate metric is 
compounded by the large diversity of published metrics that 
have been used to quantitatively evaluate the accuracy of 
recommender systems. This lack of standardization is 
damaging to the progress of knowledge related to 
collaborative filtering recommender systems. With no 
standardized metrics within the field, researchers have 
continued to introduce new metrics when they evaluate their 
systems. With a large diversity of evaluation metrics in use, 
it becomes difficult to compare results from one publication 
to the results in another publication. As a result, it becomes 
hard to integrate these diverse publications into a coherent 




Recommender systems are a powerful new technology for 
extracting additional value for a business from its customer 
databases. The systems help customers find products they 
want to buy from a business. Recommender systems benefit 
customers by enabling them to find products they like. 
Conversely, they help the business by generating more sales. 
Recommender systems are rapidly becoming a crucial tool 
in E-commerce on the Web. Recommender systems are 
being stressed by the huge volume of customer data in 
existing corporate databases, and will be stressed even more 
by the increasing volume of customer data available on the 
Web. New technologies are needed that can dramatically 
improve the scalability of recommender systems. 
Web recommendation system is seen as a fully automated 
process, powered by operational Knowledge. A number of 
systems following many approaches have been developed, 
using methods and techniques from Web recommendation 
system. In addition to the functions employed by existing 
systems, many other interesting ones have been neglected so 
far. The combination of recommendation and customization 
functionality has been seen as the main solution to the 
information overload problem and the creation of loyal 
relations between the Web site and its visitors. However, 
other functions such as task performance support and user 
tutoring can certainly improve the experience of a Web site 
visitor. It should be noted at this point, that Web 
recommendation is a very active research field and new 
approaches related to its application appear on a regular 
basis. As a result, there are a number of unsolved technical 
problems and open issues. Some of these have been 
presented in this survey. New techniques and possibly new 
models for acquiring data are needed. One serious issue 
concerning data collection is the protection of the user‟s 
privacy. A poll by KDnuggets (15/3/2000 to 30/3/2000) 
revealed that about 70% of the users consider Web 
recommendation as a compromise of their privacy. Thus, it 
is imperative that new tools are transparent to the user, by 
providing access to the data collected and clarifying the use 
of these data, as well as the potential benefits for the user. 
At the same time, one should be very careful not to burden 
the user with long-winded form-filling procedures, as these 
discourage users from accessing a Web site. Even the simple 
process of user registration is unacceptable for some Web-
based services.  
In addition to the various improvements to the Web 
recommendation system process, there are a number of other 
issues, which need to be addressed in order to develop 
effective Web personalization systems. From the open 
issues that were mentioned in this survey, the treatment of 
time in the user models can be distinguished as being 
particularly difficult.  The main source of difficulty is that 
the manner in which the behavior of users changes over time 
varies significantly with the application and possibly the 
type of the user. Therefore, any solution to this problem 
should be sufficiently parametric to cater for the 
requirements of different applications. It is therefore evident 
that the integration of Web recommendation system using 
apriori algorithm has introduced a number of 
methodological and technical issues, some of which are still 
open. At the same time the potential of this synergy between 
the two processes has barely been realized. As a result, a 
number of interesting directions remain unexplored. This 
survey has identified promising directions, providing at the 
same time a vehicle for exploration, in terms of Web 




Web using recommendation system is an emerging 
technology that can help in producing personalized Web-
based systems. This article provides a survey of the work in 
recommendation system, focusing on its application and 
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future. The survey aims to serve as a source of ideas for 
people working on the recommendation of information 
systems, particularly those systems that are accessible over 
the Web. Since the current web is largely unorganized and 
there is a rapid growth of information volumes, the 
recommendation system whose major purpose is to reduce 
irrelevant content and to provide users with more pertinent 
and tailored information becomes an important research 
area. A key issue in this area is how to discover user's 
interest and behavior effectively. 
The selection of the Apriori algorithm for performing Web 
recommendation system is because, Apriori algorithm is a 
common recommendation technique for association based 
analysis. By applying this algorithm to the user systems, the 
relationship between the accessed pages and visitors can be 
efficiently maintained. The Web usage patterns and user 
behavior also can analyze by using this algorithm where the 
descriptive statistic approach cannot perform this analysis. 
The results and findings for this analysis are more reliable 
but less of accuracy because of the Apriori algorithm 
properties where the same selected item sets are always 
counted. The results or findings from this experimental 
analysis are surely useful for Web administrator in order to 
improve Web services and performance through the 
improvement of Web sites, including their contents, 
structure, presentation, and delivery.  
We hope that the framework and survey presented in this 
paper will lead to research that is more systematic on 
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