The paper studies processes defined on time domains structured as oriented branched 1-manifolds. This setting can be used, for example, for forecasting models involving branching scenarios. For these processes, a notion of the spectrum degeneracy that takes into account the topology of the manifold is introduced. The paper suggests sufficient conditions of uniqueness of extrapolation and recovery from the observations on a single branch and from a set of equidistant samples from a single branch.
I. INTRODUCTION
Models involving processes on geometric graphs and branched manifolds have applications to the description of a number of processes in quantum mechanics and biology. Currently, there are many results for differential equations for the state space represented by branched manifolds; see, e.g., [2, 10, 15, 16] , and the literature therein.
The present paper considers processes on manifolds in a related setting, where a non-trivial topological structure represented by oriented branched 1-manifolds provided and associated with the time domain. More precisely, the paper studies the problem of spectral characterization of uniqueness of recovery of a process from its trace on a branch, in the signal processing setting based on frequency analysis and sampling. The existing theory of extrapolation and forecasting covers processes that do not involve branching.
The framework developed in this paper could provide new possibilities for forecasting models involving branching scenarios. Let provide a basic example of this model.
• Let a process x(t) be observed for t < 0; in the classical setting, its future x| t>0 is uniquely defined given some hypothesis its spectrum degeneracy such as bandlimitness. The problem is to describe spectral properties of x allowing a set of different forecasts x k | t>0 , for the same set of observations x| t<0 , given different choices of a hypothesis on the spectrum of x. As a solution, we suggest to consider a set of processes {x k (t)} that all coincide on (−∞, 0) and that has mutually disjoint spectrum gaps; each x k allows an unique extrapolation, and, as a result, the path x| t<0 = x k | t<0 allows a number of unique extrapolations corresponding to different hypothesis about the locations of the spectrum gaps for x k . This approach is used in the paper in a more general setting.
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Let us list some basic extrapolation results for the classical setting without branching. It is known that there are some opportunities for prediction and interpolation of continuous time processes with certain degeneracy of their spectrum. The classical Sampling Theorem states that a band-limited continuous time function can be uniquely recovered without error from a sampling sequence taken with sufficient frequency. Continuous time functions with periodic gaps in the spectrum can be recovered from sparse samples; see [11, 13, 14] . Continuous time band-limited functions are analytic and can be recovered from the values on an arbitrarily small time interval. In particular, band-limited functions can be predicted from their past values. Continuous time functions with the Fourier transform vanishing on an arbitrarily small interval (−Ω, Ω) for some Ω > 0 are also uniquely defined by their past values [4] .
The condition of the spectrum degeneracy is restrictive. However, in many cases, the extrapolation methods developed for processes with spectrum degeneracy feature some robustness with respect to the noise contamination. In some cases, it is possible to apply these methods for projections of underlying processes on the space of processes with spectrum degeneracy; see, e.g., [6] .
It appears that many applications require to extend the existing theory of sampling and extrapolation on the processes defined on a time domains with non-trivial structures. These structures may appear for hybrid dynamic systems, with regime switches; see, e,g. [17] . There are also models for partial differential systems with the state space represented by branched manifolds see, e.g., [2, 10, 15, 16] , and the literature therein.
In signal processing, the main efforts for signal processing on graphs are directed toward based on the sampling on the vertices in the discrete setting; see, e.g., [1, 3, 12, 18, 19] and the references therein. The present paper considers a different setting with the time domain structured as oriented branched 1-manifolds. This setting can be used, for example, for forecasting models involving branching scenarios. The paper suggests a simple but effective approach allowing to use the standard Fourier transform for the traces on sole branches that are deemed to be extended onto the entire real axis. The topology of the system is taken into account via a restriction that these branch processes (or their transformations) coincide on preselected parts of the real axis; the selection of these parts and transformations defines the topology of the branched 1manifold representing the time domain. This approach allows a relatively simple and convenient representation of processes defined on time represented as a 1-manifold, as well as more general processes described via restrictions such as arXiv:1908.07212v1 [cs.IT] 20 Aug 2019
x 1 (t) = x 2 (τ − t), or x 3 (t) = R h(t − s)x 4 (s)ds for t ∈ I, with arbitrarily chosen preselected I ⊂ R, τ ∈ R, and h ∈ L 2 (R).
The paper suggests sufficient conditions of uniqueness of extrapolation and recovery from the observations on a single branch and from a set of equidistant samples from a single branch. It appears that the processes spectrum degeneracy of the suggested kind are everywhere dense in a wide class of the underlying processes, given some restrictions on the topology of the underlying 1-manifold (Lemma1). Some applications to extrapolation and sampling are considered. In particular, it is shown that a process defined on a time domain structured as a tree allows an arbitrarily close approximation by a function that is uniquely defined by its equidistant sample taken on a semi-infinite half of a root branch (Corollary 3).
It can be noted that a related work [5] considers with similar similar but significantly simpler model for the time domain.
The paper is organized in the following manner. In Section II, we provide some definitions and an adaptation of known results on uniqueness of extrapolation in the standard time domain. In Section III, we provide the main results on conditions of uniqueness of extrapolation of a branched process from a sample taken from a single branch and conditions of possibility of approximation of a general type branched process by processes allowing the unique extrapolation (Lemma 1 and Theorem 1). Section IV contains the proofs. Section V offers some discussion and concluding remarks.
II. DEFINITIONS AND SOME BACKGROUND FACTS
For complex valued functions x ∈ L 1 (R) or x ∈ L 2 (R), we denote by Fx the function defined on iR, where i = √ −1, as the Fourier transform
it is a bounded and continuous function on R).
A process x ∈ L 2 (R) is said to be band-limited if its Fourier transform has a bounded support on iR. These processes can be recovered from their equidistant samples; the required frequency of sampling depends on the size of this support.
Let m > 0 be a fixed integer. Let I f be the set of all Borel subsets of R of positive finite measure. Let I ∞ be the set of all Borel subsets B ⊂ R such that there exists a ∈ R such that either (a, +∞) ⊂ B or
Let Γ be a set {(d, k)} of ordered pairs such that d, k ∈ {1, ..., m}, d = k and that if (d, k) ∈ Γ then (k, d) / ∈ Γ. The set Γ is non-ordered.
We assume that, for each Γ, there is a mapping I : Γ → I. We denote I k,d = I(k, d). By the definitions, it follows that
Let H be the set of all continuous mappingsh :
Let T be the set of all triplets T = (Γ, I, h), where I ∈ I and h ∈ H.
Definition 1:
(i) For a given T ∈ T , let L 2,T be the set of all ordered sets
In all these cases, we say that {x d } m d=1 from Definition 1 is a T -branched process.
Let us discuss the connection of Definition 1 with the setting for processes defined on oriented branched 1-manifolds.
Consider first the case where h dk is the identity operator for all (d, k) ∈ Γ, i.e., h dk (x) ≡ x. In this case, each pair (Γ, I) ∈ G × I can associated with a branched 1-manifold M Γ,I formed as the union of m infinite lines representing usual 1D time, with coordinates t 1 , ..., t m , respectively, such that, for all (d, k) ∈ Γ, line d and line k are "glued" together at
can be identified with a process x : M Γ,I → C. Therefore, a special case of Definition 1 with trivial h provides a convenient representation of processes defined on branched 1-manifold M Γ,I .
For the case of non-trivial choices of h, Definition 1 leads to additional opportunities for modeling processes that are mutually connected by non-trivial ways, such as
In this more general case, T -branched processes cannot be described as just functions x : M Γ,I → C.
Example 1: Consider a function on a 1-manifold that can be associated with a T -branched process. Let M Γ,I be Yshaped manifold with one infinite branch and one semi-infinite branch. Let (t 1 , t 2 ) ∈ R × (0, +∞) be coordinates for the first and second branches, respectively. Assume that the branching point is located at (t 1 , t 2 ) = (0, 0). Let y : M Γ,I → C be a function. The process y of 1-manifold can be represented via a T -branched process with m = 2 and T = ((1, 2), I, h), (3, 4) , (4, 5)}, and I : Γ → I such that .
. This branched 1-manifold M Γ,I is represented by Figure 1 .
We denote by G the set of all ordered sets
Then any x ∈ UĪ ,Ḡ is uniquely defined by its path x|Ī .
It can be noted that if h d,k (x) = x for all (d, k) ∈ Γ then the relation is symmetric.
III. THE MAIN RESULTS
Let us state first some conditions allowing to recover the entire T -branched process form a single branch.
Lemma 1: Let T and G = (G 1 , ..., G m ) be given such that G d ∈ I for d ≥ 2. Assume 1 d for any d ∈ {2, ..., m} such that (1) holds and such that
(We assume that 1 = d 0 and d = d j+1 in (1)). Assume that
is uniquely defined by the path x 1 |Ī , for anyĪ ∈ I. We say that a T -branched process {x d } m d=1 such a described in Lemma 1 features branched spectrum degeneracy with the parameter (T , G).
It can be clarified that, in Lemma 1, the components x d are defined uniquely in L 2 (R). However, for a T -branched process from C T , the components x d are defined uniquely in C(R).
Remark 1: It can be noted that the degeneracy required in Lemma 1 can be arbitrarily small, i.e., mes(G d k ) can be arbitrarily small under assumption (2) given that I d,k ∈ I ∞ .
Remark 2: Lemma 1 claims an uniqueness result but does not suggest an method of extrapolation from the set from I. Some linear predictors allowing the required extrapolation can be found in [5] and [4] .
The following corollary represents a modification for processes of the classical sampling theorem (Nyquist-Shannon-Kotelnikov Theorem). This Lemma states that a band-limited function x ∈ L 2 (R) is uniquely defined by the sequence {x(t k )} k∈Z , where given that X (iω) = 0 for ω / ∈ (−Ω, Ω) and X = Fx, t k = τ k; this theorem allows τ ∈ (0, ≤ π/Ω].
There is a version of this theorem for oversampling sequences with τ ∈ (0, π/Ω): for any s ∈ Z, this x is uniquely defined by the sequence {x(t k )} k∈Z,k≤s [9, 20] . Corollary 2 below extends this version on the sampling Lemma on the case of T -branched processes.
Corollary 2: Let the assumptions of Lemma 1 be satisfied, let Ω > 0 and τ ∈ (0, π/Ω) be given, and let G 1 = R\[−Ω, Ω] (i.e., the process x 1 is band-limited). Then, for any s ∈ Z, the T -branched process {x d } m d=1 is uniquely up to equivalency defined by the sampling sequence {x 1 (t k )} k∈Z, k≤s , where t k = τ k.
Remark 3: For k > 1, the processes x k in Corollary 2 corollary are not necessarily band-limited. Moreover, the sampling rate τ here does not depend on the size of spectrum gaps G k of branches x k for k ≥ 2. This sampling rate depends only on the size of spectrum support for the single component x 1 .
To proceed further, we introduce some additional conditions for sets T = {Γ, I, H} ∈ T. restricting choices of H.
For j ∈ {1, ..., m}, let A(j)
Staring from now, we assume that at least one of the following two conditions is satisfied.
Condition 1: For any (d, k) ∈ Γ, the operator h d,k is the identity, i.e. h dk (x) = x.
Condition 2: There exists n ∈ {2, ..., m}, mutually disjoint subsets M p ⊂ {2, ..., m}, p = 1, ..., n, and an open set D ⊂ R of a positive measure such that the following holds.
(i) 1 d for all d ∈ M p for all p = 1, ..., n; (ii) The sets A(M p ) are mutually disjoint for p = 1, ..., n.
(vi) For any p = 1, ..., n, there exists an operator h p :
Example 3: The set T in Example 2 satisfy Condition 2 with
Example 4: Consider processes defined on time domain structure with a closed loop that have just two branches x 1 and x 2 . These branches are connected via restrictions that x 1 (t) = x 2 (t) for t < 0, and x 1 (t) = x 2 (t − 1) for t > 1. These processes can be represented as T - 
Here x 3 is a dummy branch supplementing the process from Example 4. This corresponds to restrictions x 1 (t) = x 2 (t) for t < 0, x 1 (t) = x 3 (t) for t < 0, x 2 (t) = x 3 (1 − t) for t > 1. with this modification, Condition 2(vi) for h is satisfied. However, Conditions 2 on (Γ, I) is not satisfied.
Lemma 2: Let T = (Γ, I, h) ∈ T be such that either Condition 1 holds or Condition 2 holds. Then the following holds.
(i) For any T -branched process {x d } m d=1 ∈ L 2,T , and for any ε > 0, there exists G ∈ G and a T -branched process
(ii) For any branching T -branched process {x d } m d=1 ∈ C T and any ε > 0, there exists G ∈ G and a T -branched
where D is the set in Condition 2. Let x 1 be such that X 1 (iω)| ω∈Ḡ1 = 0 for X 1 = Fx 1 . In this case, G = (G 1 , ..., G m ) in statements (i) and (ii) above can be selected such that G 1 =Ḡ 1 .
It can be emphasized that Lemma 2 claims existence of processes {x d } featuring preselected spectrum degeneracy for the branches and, at the same time, such that the branches coinciding on preselected intervals. This cannot be achieved by a simple application of low/high pass filters to separate branches; if one apply such filters to x d and x k , this will impact the values on I k,d , and the identity
Lemma 2 combined with Lemma 1 allows to approximate a T -branched process by a process that can be recovered from a single branch. However, condition (2) in Lemma 1 and Conditions 1-2 restrict choices of T and G where this approximation is feasible,
Nevertheless, there are choices of topology T satisfying these condition.
The following result provides sufficient conditions that ensure that a T -branched process can be recovered from its branch.
Theorem 1: Assume that T = {Γ, I, H} ∈ T is such that either Condition 1 or Condition 2 holds, and that I d,k ∈ I ∞ for all {d, k} ∈ Γ. Then the following holds. such that X 1 (iω) = 0 if |ω| > Ω for X = Fx (i.e., the process x 1 is band-limited). Then, for any ε > 0, there exists
, Ω], that (3) holds, and that, for any s ∈ Z, the is uniquely up to equivalency defined by the sampling sequence
It can be noted that, under the assumptions of Theorem 1, by Corollary 1, the spectrum gaps for separate branch processes x d should be disjoint; otherwise, the branches coincide, and it would makes some branches redundant in the model. This reduces choices of topological structures for processes that can be recovered from a singe branch, since the processes with compact spectrum gap can be recovered uniquely from semi-infinite intervals of observations only. However, there is an important example that satisfy these restrictions. Some of them are listed below.
Example 6: Consider a model for processes evolving in time such that the branching represents different possible scenarios. Let t = 0 be a critical point after which a process can evolve according to m different evolution laws. This can be modelled by a T -branched process {x d } m d=1 with a T = ({(1, d) } m d=2 , I, h), where I 1,d = (−∞, 0), and where h 1,d (x) ≡ x, i.e. with x 1 (t) = x d (t) for t < 0 for all d. This case is covered by Theorem 1. Let X 1 = Fx 1 be such as described in Corollary 2. Then for any ε > 0, there exist a T -branched process { x d,ε } m k=1 , such that the following holds:
(ii) For any τ ∈ (0, π/Ω) and s < 0, an equidistant sequence {x ε,1 (τ k)} k∈Z, k<s defines { x d,ε (·)} m d=1 uniquely. Example 9: T from Example 2 satisfy the assumptions of Theorem 1 given that mes(G 5 ) = +∞. On the other hand, the sets T from Examples 4-5 do not satisfy any of Conditions 1 and 2, and, respectively, they do not satify the assumptions of Theorem 1.
IV. PROOFS
Proof of Proposition 1. The statements of this proposition are known; for completeness, we provide the proof.
Cleary, mes(Ī ∪Ḡ) = ∞ if and only if eitherĪ ∈ I ∞ or G ∈ I ∞ . Let us consider the case whereĪ ∈ I ∞ . Without loss of generality, we assume that (−∞, 0) ⊂Ī. Let C + ∆ = {z ∈ C : Rez > 0}, and let H 2 be the Hardy space of holomorphic on C + functions h(p) with finite norm h H 2 = sup s>0 h(s + iω) L2(R) ; see, e.g. [8] , Chapter 11. It suffices to prove that if x ∈ L 2 (R) is such that X (iω) = 0 for ω ∈Ḡ, X = Fx, and x(t) = 0 for t ≤ 0, then x(t) = 0 for t > 0. These properties imply that X ∈ H 2 , and, at the same time,
Hence, by the property of the Hardy space, X ≡ 0; see, e.g. Lemma 11.6 in [8] , p. 193. This proves the statement of Proposition 1 for the case whereĪ ∈ I ∞ . Because of the duality between processes in time domain and their Fourier transforms, this also implies the proof for the case wherē G ∈ I ∞ . This completes the proof of Proposition 1.
Proof of Corollary 1 follows immediately from the definitions and from Proposition 1.
Proof of Lemma 1. LetĪ ∈ I be such thatĪ = R for statement (i), I ∈ I ∞ for statement (ii), I ∈ I for statement (iii).
By Proposition 1, x 1 is uniquely defined by x 1 |Ī . Further, let N = d N ∈ {2, 3, ..., m} be given. By Lemma 1, x d1 is uniquely defined by h d1,d0 (x 1 )| I d 0 ,d 1 , i.e., by x 1 |Ī . Similarly, x d2 is uniquely defined by x d2 | I d 2 ,d 1 = h d1,d2 (x d1 )| I d 2 ,d 1 , i.e., by x 1 |Ī again. Repeating this for all d k , k = 1, ..., j, we obtain that x dj is uniquely defined by x 1 |Ī . Hence x d is uniquely defined by x 1 |Ī . This completes the proof of Lemma 1.
Proof of Corollary 2. It follows from the results [9, 20 ] that x 1 is uniquely defined by {x 1 (t k )} k≤s . Then the statement of Corollary 2 follows from Lemma 1.
Proof of Lemma 2. Let us suggest a procedure for the construction of x; this will be sufficient to prove the theorem. This procedure is given below.
Let us assume first that Condition 2 holds.
We assume below that δ > 0 is small enough such that these intervals are disjoint and that J k (δ) ⊂ D for k ≥ 2; this choice of δ is possible since
For k ∈ M p ∪ A(M p ) and d ∈ A(M p ), we have that
i.e.
Under the assumptions of statement (i) of the theorem, we have that Since the intervals J d (δ) are mutually disjoint, it follows immediately from the definition for X 1 that X 1 (iω) = 0 for ω ∈ J 1 (δ).
Further, by the definition for X d for d > 1, we have that
Since the intervals G d = J d (δ) are mutually disjoint, we have that
We obtain that separately for d ∈ B and d / ∈ B, using properties of H p , H 1,d implied from their definitions.
It follows that X d (iω) = 0 for ω ∈ J d (δ) for d > 1 as well. It follows that the T -branched process { x d } m d=1 belongs to L G 2,T with G d = J δ (d), i.e. features the required spectrum degeneracy.
Furthermore, for all d, we have that, under the assumptions of statement (i),
In addition, we have that, under the assumptions of statement (ii),
For the proof for the case where Condition 1 holds, we select
Then the proof is similar to the proof for the case where Condition 2 holds. This completes the proof of Lemma 2.
It can be noted that the construction in the proof of Lemma 2 follows the approach suggested in [7] for discrete time processes. Let us illustrate the construction using a toy example.
Example 10: Let m = 2, and T = (Γ, I, h) be such that
This choice imposes restrictions x 1 (t) = x 2 (t) for t / ∈ [0, 1]. Further, in the notations of the proof of Lemma 2(iii), let G 1 = {ω ∈ R : |ω| > 1}, ω 2 = 0, x 1 (t) ≡ 0, and x 2 (t) = I [0, 1] . In this case, we have that X 1 (iω) = 0, X 2 (iω) = 1 − e −iω iω , Y 2,1 (iω) = X 2 (iω).
Let us select J 1 (δ) =Ḡ 1 and J 2 (δ) = {ω : |ω| ≤ δ}, δ ∈ (0, 1). The corresponding processes X d are
This gives
x 2 (t) = x 2 (t) + x 1 (t).
Clearly, x 1 (t) = x 2 (t) for t / ∈ [0, 1]. Hence { x d } d=1,2 ∈ L G 2,T is a T -branched process with G = (Ḡ 1 , G 2 ) and G 2 = {ω ∈ R : |ω| ≤ δ}. For sufficiently small δ, the processes x d can be arbitrarily close to x d . The process x 2 has a spectrum gap J 2 (δ) and can be recovered [4] from its its path x 2 | t<0 = x 1 | t<0 ; this recovery is uniquely defined in the class of processes featuring this spectrum gap. The process x 1 is bandlimited and can be recovered from its semi-infinite sample as described in Corollary 2; this recovery is uniquely defined in the class of bandlimited processes with the same spectrum band. Proof of Theorem 1 follows immediately from Lemmas 1-2.
V. CONCLUSIONS AND FUTURE RESEARCH
The present paper is focused on the frequency analysis for processes with time domain represented as oriented branched 1-manifolds that can be considered as an oriented graph with continuous connected branches. The paper suggests an approach that allows to take into account the topology of the branching line via modelling it as a system of standard processes defined on the real axis and coinciding on preselected intervals with well-defined Fourier transforms (Definition 1). This approach allows a relatively simple and convenient representation of processes defined on time domains represented as a 1-manifold, including manifolds represented by restrictions such as x k (t) = x d (t + τ ) or x k (t) = x d (τ − t) + c, or x k (t) = R h(t − s)x d (s)ds, for t ∈ I, with arbitrarily chosen preselected I d,k ⊂ R, c, τ ∈ R, and h ∈ L 2 (R).
It could be interesting to extend Lemma 1 on processes with time domain represented as compact oriented branched 1-manifolds. Possibly, it can be achieved via extension of the domain of these processes. For example, one could extend edges of compact branching line beyond their vertices and transform finite edges into semi-infinite ones. Alternatively, one could supplement the branching lines by new dummy semi-infinite edges originated from the vertices of order one. We leave for the future research.
A result similar to Lemma 1 for a class of processes similar to processes from U T ,W,δ but with spectrum for x d vanishing at single points with sufficiently high vanishing rate such as described in [5] .
