Longitudinal zero-inflated count data are encountered frequently in substance-use research when assessing the effects of covariates and risk factors on outcomes. Often, both the time to a terminal event such as death or dropout and repeated measure count responses are collected for each subject. In this setting, the longitudinal counts are censored by the terminal event, and the time to the terminal event may depend on the longitudinal outcomes. In the study described herein, we expand the class of joint models for longitudinal and survival data to accommodate zero-inflated counts and time-to-event data by using a Cox proportional hazards model with piecewise constant baseline hazard. We use a Bayesian framework via Markov chain Monte Carlo simulations implemented in the BUGS programming language. Via an extensive simulation study, we apply the joint model and obtain estimates that are more accurate than those of the corresponding independence model. We apply the proposed method to an alpha-tocopherol, beta-carotene lung cancer prevention study.
Introduction
Longitudinal-count-outcome data with excess zeros are encountered frequently in clinical and public health studies. Examples include skin cancer counts, 1 blood product units transfused after surgery, 2 the number of complications experienced after a procedure, 3 and alcohol or tobacco consumption. 4, 5 Counts provide useful information when observing the natural history of the target disease and/or evaluating the long-term effects of interventions against the disease. Zero-inflated count models (e.g. the zero-inflated Poisson (ZIP), 6 zero-inflated negative binomial (ZINB) 7 ) are commonly used to analyze such data; these distinguish between sources of zeros by using a two-part mixture of a point mass at zero and a count distribution. Compared with the ZIP model, the ZINB model has an additional parameter that captures variability due to overdispersion. models with time-to-event data can provide accurate inference by considering the existing informative censoring feature contained in the data.
The statistical literature on joint longitudinal and survival models for many different types of longitudinal outcomes has expanded over the past decade. [13] [14] [15] Joint modeling is a flexible dynamic tool used to capture the relationship between longitudinal predictors and survival time. It makes estimation more efficient via simultaneous estimation of shared and unshared parameters that characterize both the longitudinal and survival processes. Tsiatis and Davidian 13 and Wu et al. 14 have published thorough reviews on the topic. Specifically, subject-specific random effects are typically used to link two submodels for the longitudinal and event-time data; such submodels usually include a mixed-effects model for longitudinal data and a semiparametric Cox or accelerated failure time model for event-time data. 16, 17 Other authors have proposed extensions of the joint model, such as including nonGaussian random effects, 18 assuming a latent stochastic Gaussian process instead of a random effects model, 19 and incorporating the multidimensional longitudinal and/or survival components into the joint model framework. 20, 21 The vast majority of research in the joint modeling field assumes continuous or multivariate continuous outcomes in the longitudinal submodel. Recently, Rizopoulos proposed a two-part shared parameter framework to illustrate the association between a dichotomous variable and the time to renal graft failure. 22 Hatfield et al. 12 developed a zero-augmented joint model for longitudinal patient-reported proportional outcomes with many zeros and survival events. However, our study is concerned with the impact of dependent terminal events on a longitudinal vector of counts subject to zero inflation, and how those characteristics influence data-inferential procedures.
As described herein, we propose a comprehensive joint model to simultaneously accommodate the association among zero-inflated longitudinal counts with dispersion and the presence of informative censoring. We construct the zero-inflated count submodel by using a mixture of a degenerate point mass at zero and a count distribution such as the Poisson or generalized Poisson distribution. 23 We use the Cox proportional hazards model with piecewise constant baseline hazard to model the corresponding time-to-event data and link the submodels via two shared random effects. In addition, we perform simulation and data analysis by using a Bayesian framework to allow for full and exact posterior inference for all parameters. We specify noninformative prior distributions for all parameters and assess sensitivity to these priors.
The paper is organized as follows: In Section 2 we present the motivation from the alpha-tocopherol, betacarotene (ATBC) lung cancer prevention study. In Section 3, we describe the proposed joint model structure. In Section 4, we report a simulation study that assesses the performance of the proposed approach and compare its performance with that of the corresponding independence approach. In Section 5, we apply competing models to the ATBC study. Finally, in Section 6, we conclude with remarks and an outline of future work.
Motivating Data
The methodological development for this study is motivated by the longitudinal ATBC study, which was sponsored by the National Cancer Institute. We refer the reader to the original report from the ATBC Study Group (2003) 24 for more details. Briefly, 29,133 eligible smoking-dependent males aged 50-69 years were included under the randomized primary prevention study to determine whether ATBC reduces the incidence of lung cancer. All individuals in the study smoked at least five cigarettes per day at baseline. Extensive medical histories and examination data for the participants were collected at baseline, and the participants were observed for five to eight years with scheduled follow-up visits every four months. In each follow-up visit, participants were queried about their health and smoking status since their last visit. Dropout events were also collected during the study. In this paper, we define the response variable as the average daily cigarette consumption over the last four months; it has excessive zeros compared to the Poisson distribution with a comparable mean. The terminal event under consideration is the dropout rate since study onset (24% dropout rate in the ATBC study).
In the current study, we are interested in how risk factors, e.g. age, years of smoking, and baseline smoking consumption, influence the severity of smoking addiction and the probability of smoking abstinence accounting for all relevant correlation and subject-specific random effects.
In the preliminary analysis, we observe that the cigarette counts are associated with the dropout time. To demonstrate this correlation, we split the dataset by the observed mean of 15 cigarettes per day. The two KaplanMeier curves for the mean-split data in Figure 1 demonstrate a significant difference in time to dropout between the two consumption groups (log-rank test p-value < 0.001), whereby high cigarette consumption increases the likelihood of dropout. The association between cigarette counts and dropout events requires simultaneous consideration of these two correlated processes. where ij denotes the probability of the observation arising from the degenerate distribution at zero and ij represents the mean of the Poisson distribution. The probability distribution function is
where 0 ij 1 and 0 5 ij 5 1. This formulation incorporates more zeros than permitted under the Poisson assumption (i.e. where ij ¼ 0). The vector Z ij is the set of covariates predicting the probability of abstaining from smoking and X ij is the set of covariates predicting the ''intensity'' of smoking. The vectors X ij and Z ij may overlap.
Zero-inflated generalized Poisson (ZIGP) model
The flexible ZIGP model is used to adjust for dispersion in an otherwise ZIP model with an additional dispersion parameter !, which is positive for overdispersed and negative for underdispersed data. Let Y ij denote the average daily cigarette consumption for subjects i ¼ 1, . . . , n and at times j ¼ 1, . . . , J i . Then Y ij has the following distribution where ij and the zero-inflation parameter ij are the same as described in Section 3.1.1. Typically, the range of ! is maxfÀ1, À ij N g ! 5 1 corresponding to counts y ij ¼ 0, 1, 2, . . . , N, where ! ¼ 0 reduces to the ZIP model. Note that a positive count with N ¼ 1 leads to ! 2 ½0, 1Þ. 25 The probability distribution of the longitudinal ZIGP model is
where 0 ij 1 and ij 4 0. For both the ZIP and ZIGP distributions, logitð ij Þ and logð ij Þ are the natural link functions for the Bernoulli probability of success (abstinence) and the mean of the Poisson part, respectively. To account for within-subject dependence in the counting process, we let
where a and b are coefficient row vectors, Z ij and X ij are covariate vectors, and u i and v i are subject-specific random effects accounting for within-subject correlation in each model part.
Owing to the flexibility and straightforward mathematical properties of the Gaussian distribution, we assume that the random effects are independent and identically distributed bivariate normal random vectors for all subjects i ¼ 1, . . . , , n, i.e.
v are variance components in the Bernoulli and Poisson or GP part of the model, respectively, and captures the correlation between those two parts. Intuitively, a positive u i increases the probability of smoking abstinence; a positive v i increases average daily cigarette consumption, while reflects the correlation between the probability of smoking abstinence and average daily cigarette consumption.
Cox proportional hazard submodel
We use the Cox proportional hazards model to model time to terminal events (i.e. dropout). Let t i be the observed dropout time since study onset for patient i and i be the censoring indicator ( i ¼ 1 if dropout is observed, and i ¼ 0 if it is censored). The terminal event intensity (or hazard) at time t i is
where h 0 ðÁÞ is the baseline hazard function and c represents coefficients for the risk factors in the fixed covariate matrix W i , which can share part of or all covariates in Z i and X i defined in Section 3.1.2. The u i , v i are shared random effects accounting for the correlation between the longitudinal and survival processes and m ¼ ð 1 , 2 Þ 0 reflects the strength of association between the counts and the survival submodels.
We adopt a piecewise constant baseline hazard to approximate the baseline hazard function h 0 ðtÞ, which yields good estimators of both the fixed and random effects. [26] [27] [28] To specify a piecewise exponential baseline hazard, we set a series of fixed cut points 0 ¼ 0 5 1 5 Á Á Á 5 m with m equal to the maximum observation time in the dataset and assume that the baseline hazard in each interval is constant with h 0 ¼ ðh 0,1 , h 0,2 , . . . , h 0,mÀ1 Þ. We select the number of cut points to allow at least 10 dropout events per interval.
We link the two submodels (1), (2) , and (3) via the random effects u and v and assume that the longitudinal and survival processes are independent given u and v. The joint model reduces to an independent model if the corresponding association coefficients 1 ¼ 2 ¼ 0. The joint modeling framework accounts for three correlated processes: abstinence from smoking, amount of smoking by those at risk of smoking over the study period, and time to terminal events.
Let the unknown parameter vector be h ¼ ða, b, !, AE u,v , c, m, h 0 Þ and then the conditional likelihood of the observed data, y i , is
IðY ij 4 0Þ
The conditional likelihood of event outcomes t i and i for patient i is
where Sðt i Þ ¼ exp½À R t i 0 hðsÞds denotes the survival function. Finally, the full likelihood of the joint model for patient i is
where pðu i , v i Þ is the joint density function of random effects u i and v i .
Bayesian inference
We use Bayesian inference based on Markov chain Monte Carlo (MCMC) simulations to infer the unknown parameters, summarizing them using posterior means and 95% credible intervals (CI). We select noninformative priors for all the parameters. Specifically, we use the normal distribution N(0, 100) for all components in a, b, c, and m. For the covariance matrix AE u,v , a commonly used conjugate prior is an inverse-Wishart distribution; however, the standard ''noninformative'' inverse-Wishart prior cannot guarantee noninformativeness with a single parameter to control the precision of all entries in the covariance matrix. 29 Thus, we use the Cholesky decomposition to set the prior distribution and rewrite the covariance matrix as
where L is the corresponding lower triangular matrix. We specify a Uniformð0, 10Þ prior distribution for the diagonal elements in L to ensure positivity and a Normalð0, 100Þ prior distribution for the off-diagonal elements, allowing for possible negative correlations. This approach yields satisfactory results and has been widely used in longitudinal and survival analysis. 9, 30 We obtain initial values for the model parameters by separately modeling the longitudinal and survival data with a zero-inflated count model and a Cox proportional hazards model.
Model fitting is performed by using the BUGS programming language 31 by specifying the full likelihood and prior distributions of all unknown parameters. To analyze the real data, we run multiple chains with initial values suggested by results of fitting the independent model. As evidence of convergence, we use the Gelman-Rubin diagnostic to ensure that the scale reductionR of all parameters is smaller than 1.1. 32 We also examine trace and autocorrelation plots to determine the burn-in length and ensure chain convergence. Finally, we explore other choices of priors to ensure that the results are robust to prior specifications. 32 
Model selection
From a wide variety of model-selection criteria in the Bayesian toolbox, we adopt the deviance information criterion (DIC), the extended Akaike information criterion (EAIC), the expected Bayesian (or Schwarz) information criterion (EBIC), and log-pseudo-marginal likelihood (LPML). 33, 34 The DIC provides an assessment of model fitting and a penalty for model complexity. Let f ðyjhÞ represent the likelihood function for the observed data y given the parameter vector h, and let hðyÞ be a standardizing function of the data alone. The deviance is defined as DðhÞ ¼ À2 logðfðyjhÞÞþ2 logðhðyÞÞ. The DIC is computed as 
Simulation study
We perform extensive simulation studies to compare the performance of the proposed joint models with that of separate independent models. We design the first simulation study to have no correlation between the event time and the zero-inflated longitudinal counts (i.e. 1 ¼ 0, 2 ¼ 0) and the second simulation study to have a strong correlation (i.e. 1 ¼ À0:6, 2 ¼ 0:4 for the ZIP joint model and 1 ¼ À0:3, 2 ¼ 1:2 for the ZIGP joint model).
We consider 500 datasets, each with sample size N ¼ 1600. We generate the longitudinal zero-inflated counts under both ZIP and ZIGP distributions. The simulated data structure is similar to that of the ATBC study. The joint model for the simulation study is
where Iðtrt i Þ is a binary treatment indicator for subject i and j ¼ 1, . . . The time to terminal event is simulated by using the Cox submodel with constant baseline hazard submodel, i.e. h 0 ¼ 1. The independent censoring time is generated from a Uniform(2, 6) distribution resulting in 30% censoring, which is similar to that in the ATBC study. We set i ¼ 1 if the event time t i is not greater than the censoring time and 0 otherwise.
We apply the Bayesian approach described in Section 3.3 to obtain samples from the posterior distributions of the parameters of interest. The OpenBUGS code for the ZIP joint model is included in the online appendix as an example. For each dataset in the simulation study, we run two parallel MCMC chains with overdispersed initial values. We run both chains for 60,000 iterations. The first 40,000 iterations are discarded as burn-in; the remaining 20,000 samples are used to determine the posterior distributions of the parameters of interest. Trace plots indicate good mixing properties of the chains for the model parameters, and the scale reductionR of all parameters is smaller than 1.1. Thus, convergence is achieved.
Through the simulation studies, we want to assess accuracy of both the joint and independent models and determine how parameter estimates, standard errors (SEs), and coverage probabilities (CPs) are affected by ignoring the nonignorable censoring owing to dropout. To that end, we compute the bias (the average of the posterior means minus the true values), SE (the square root of the average of the posterior variance), standard deviation (SD) (the standard deviation of the posterior means), and CPs of 95% equal-tail CIs, all displayed in Tables 1 and 2. In simulation study 1, the data are generated by using the independence model, i.e. the longitudinal counts are not correlated with the terminal event. Table 1 presents the model estimates for the data under both the ZIP and ZIGP distributions for the zero-inflated longitudinal counts. The independent and joint models result in negligible bias, SEs close to the SD, and nominal CPs reasonably close to 95%. We notice that the bias of and 2 u are slightly larger than the bias for other parameters and that the CPs are slightly less than or greater than 0.95, indicating difficulty in distinguishing the random effects. 11 Of note, the estimates of the shared random effects parameters 1 and 2 in the joint models are correctly near 0, and the CP is close to 95%. The fact that overparameterized joint models still provide unbiased and efficient estimates of the parameters indicates that the joint approach is robust to model overparameterization.
In simulation study 2, the data are generated by using the joint model with zero-inflated longitudinal counts where the terminal events are designed to have a correlation with 1 ¼ À0:6, 2 ¼ 0:4 for the ZIP joint model and 1 ¼ À0:3, 2 ¼ 1:2 for the ZIGP joint model. Table 2 lists the model estimates for the data under both the ZIP and ZIGP distributions for the zero-inflated longitudinal counts. In general, use of a joint model results in negligible bias and small SEs close to the SD, and nominal CPs reasonably close to 95%. However, fitting the independent model to the correlated data results in biased estimates of most parameters and CPs far from the nominal value. These results demonstrate that the joint model can generally recover the true values of parameters in the presence of nonignorable censoring.
Data analysis
We apply the proposed joint model and independent model to the motivating ATBC study. The primary outcome of interest is daily cigarette count, which is zero-inflated with a mean of 15 and range ½0, 90 over the study period. The participants are scheduled to visit every four months after the baseline visit and the median follow-up duration is 2.7 years. In the joint model, fixed effects in the longitudinal submodel include age (centered at 57, denoted by age), years of smoking (centered at 35, denoted by Smokyrs), baseline cigarette counts (centered at 20, denoted by Bsmokcount), and year from baseline (denoted by visit, not mean centered). Frailty terms in the survival submodel are shared random effects from the two corresponding parts in the zero-inflated longitudinal submodel; the coefficients of those random effects govern the strength of the correlation between the longitudinal and survival submodels. The survival submodel only includes baseline smoking count because it is the only significant predictor.
The longitudinal zero-inflated cigarette count is modeled by using the ZIP and ZIGP models described in Sections 3.1 and 3.2 with the following linear predictors
The ''survival'' time is time to dropout and the model for the dropout hazard is
First, we fit the ZIGP model for the longitudinal smoking counts in the ATBC data, and the results suggest that the data do not display strong dispersion since the dispersion parameter ! approaches 0. As described in Section 3.1.2, the ZIGP model reduces to the ZIP model in this circumstance. Therefore, for the data analysis, we only consider joint and independent models under the ZIP framework. Table 3 compares those models by using the model-selection criteria described in Section 3.4. The joint model performs better than the corresponding Table 4 summarizes the posterior mean, SD, and 95% equal-tail CI of the parameters from both the joint and independent models. In the joint model, the results of the longitudinal submodel suggest that older participants have higher probability of smoking abstinence (OR ¼ 1:139, 95% CI ½1:118, 1:161) and lower daily cigarette consumption (RR ¼ 0:991, 95% CI ½0:990, 0:992). Moreover, smoking abstinence is less likely for those participants with greater prior smoking years (OR ¼ 0:905, 95% CI ½0:894, 0:914) while daily cigarette consumption is higher (OR ¼ 1:003, 95% CI ½1:002, 1:004). Participants are more likely to be abstinent and have lower cigarette consumption further from baseline. Importantly, the results of the survival submodel suggest that higher baseline cigarette consumption increases the possibility of dropout.
The coefficients of random effects are 1 ¼ À0:009 with 95% CI ½À0:015, À 0:003 and 2 ¼ À0:038 with 95% CI ½À0:147, 0:080). The significant coefficient 1 in the zero part indicates that participants with a lower probability of abstinence are more likely to drop out. The association between the longitudinal and survival submodels confirms our observations in Section 2. Table 4 also shows a negative correlation coefficient ( ¼ À0:237, 95% CI ¼ ½0:256, 0:013) between random effects in the zero and Poisson parts, confirming the more obvious result that participants who smoke more cigarettes have a lower probability of abstinence. We also give insight into our model's ability to provide subject-specific estimates of predictions conditional on the observed covariates for the ATBC study. We randomly choose two groups of participants in the ATBC study: Group 1 includes participants with varying follow-up visits and Group 2 includes all subjects with 20 follow-up visits with three visits per year. The participants in each group are randomly selected from those with different numbers of average daily cigarettes and distinct smoking abstinence patterns. We save the estimated subjectspecific random effects from the MCMC samples and compute the estimated average daily cigarette counts by rounding the value of ð1 À ij Þ ij for subject i at visit j. The ij and ij are computed based on equations (5) and (6) using the estimated parameters. This is an informal method to evaluate the performance of the final model. Table 5 summarizes the predicted average daily number of cigarettes, while the heat maps of the observed and estimated average daily cigarette counts for both chosen groups are displayed in Figure 2 . The observed and estimated average daily cigarette counts are very similar and have consistent trends. These results show that our model has a good capacity to reproduce the smoking patterns for randomly chosen individuals.
Discussion
In this article, we propose a joint modeling framework to analyze longitudinal zero-inflated counts censored by terminal events. The joint model consists of a zero-inflated count submodel and a Cox survival submodel linked via shared random effects. This joint model accommodates the coexistent features including zero inflation, overdispersion, and dependent censoring, within the longitudinal counts data. It results in better inference for covariate effects on longitudinal counts with informative dropout. Our simulation study demonstrates that the proposed joint models improve the accuracy of the parameter estimates compared with independent models in the presence of informative censoring. Conversely, our joint models are robust to misspecification, producing results comparable to the independent model under the independent-terminal-event scenarios.
The results from the present ATBC study are consistent with previous findings. In a paper modeling smoking patterns via a latent transition model, Luo 36 showed that older people have a higher probability to make quit attempts, conditional on the corresponding random effects. In the current study, age similarly has a positive effect on the probability of smoking abstinence and a negative effect on average daily cigarette consumption. Our study adds to previous findings by modeling the cigarette counts directly, and by investigating the actual reported daily cigarette consumption with respect to demographic and baseline covariates. Figure 2 . Heat maps of the observed and estimated average daily smoking counts in two groups of six subjects in the ATBC study.
(a) Observed average daily smoking counts, (b) estimated average daily smoking counts, (c) observed average daily smoking counts, and (d) estimated average daily smoking counts.
The joint model described herein is a shared random effects model for accommodating monotone missingness of longitudinal data, with the merit of easy implementation by using the OpenBUGS software package. Because a mixture of nonmonotone missingness and monotone missingness may exist, future work may extend the joint model to account for nonmonotone missingness. In addition, dynamic prediction of the time to terminal event has recently become a research topic with significant clinical interest; future research could consider dynamic prediction under the joint model framework. In this paper, we use the shared random effect method to construct the joint model, which assumes that two submodels are dependent only via their shared random effects. Alternative approaches, such as applying selection and pattern mixture models, can also be accommodated missingness. In the future, these alternative methods can be investigated and compared to the current findings.
