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We discuss some relationships between two different ﬁelds, a non-commutative
version of the Poisson boundary theory of random walks and the inﬁnite tensor
product (ITP) actions of compact quantum groups on von Neumann algebras. In
contrast to the ordinary compact group case, the ITP action of a compact quantum
group on a factor may allow non-trivial relative commutant of the ﬁxed point
subalgebra. We give a probabilistic description of the relative commutant in terms of
a non-commutative Markov operator. In particular, we show that the following three
objects can be naturally identiﬁed in the case of the quantum group SUqð2Þ: (1) the
relative commutant of the ﬁxed point algebra under the action, (2) the space of
harmonic elements for some non-commutative Markov operator on the dual
quantum group of SUqð2Þ; and (3) the weak closure L1ðT=SUqð2ÞÞ of one of the
Podles quantum spheres. In view of the ordinary Poisson boundary theory of
random walks on discrete groups, it shows that symbolically the quantum
homogeneous space T=SUqð2Þ may be regarded as the ‘‘Poisson boundary’’ of a
non-commutative random walk on the dual object of SUqð2Þ: An analogy of the
Poisson integral formula is also given. # 2002 Elsevier Science (USA)1. INTRODUCTION
Group actions on von Neumann algebras and Cn-algebras are of
fundamental interest in the theory of operator algebras, and there are a
number of fruitful results in history. In particular, several authors have
studied compact group actions inspired by the gauge group actions in
physics (see for example [1]). Among others, the best understood class so far
is that of inﬁnite tensor product (ITP) actions. They are prototypes of the
so-called minimal actions; an action of a compact group on a factor is said1
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For compact group actions, minimality seems to be the right counterpart of
freeness [35], which plays a fundamental role in the classiﬁcation of discrete
group actions.
The notion of the ITP actions of compact quantum groups was
ﬁrst introduced by Konishi, Nagisa, and Watatani in the case of the
quantum group SUqð2Þ for 14q41; q=0 acting on the UHF algebra of
type 21 [24]. Konishi showed that the above action on the UHF
algebra can be extended to the Powers factor [23], and Nakagami
generalized this result to the SUqðN Þ case for general N [28]. For related
results, see also [12, 41]. In contrast to the classical case, the above action on
the Powers factor is not minimal for q= 1: This can be observed from a
well-known fact in subfactor theory. Namely, if it were minimal, the
Jones subfactor of index larger than 4 would be irreducible because it
could be obtained via Wassermann’s type construction with the above
action [42]. However, it is known that the Jones subfactor is reducible if its
index is larger than 4 [20, 30] (see also [18]). The same reasoning using [36]
implies that the above-mentioned ITP action of SUqðN Þ is not minimal as
well. Note that if one goes beyond the AFD case, there exist several minimal
actions of SUqðN Þ constructed by Ueda [39, 40]. Based on Ueda’s actions,
Shlyakhtenko and Ueda recently constructed irreducible subfactors of the
free group factor LðF1Þ for all index values larger than 4 [37]. Whether
minimal actions can be realized in the AFD factors or not is still a
fascinating open problem.
One of the main purposes of the present work is to investigate the
mathematical structure behind the above sharp contrast between the
ordinary and quantum group cases about minimality. To the best
knowledge of the author, this type of difference has never been observed
as far as algebraic structure is concerned. Indeed, it turns out that the
difference manifests itself only in non-commutative probability theoretical
analysis. Symbolically, the relative commutant of the ﬁxed point algebra
under the ITP action of a compact quantum group G should be considered
as the ‘‘L1-space’’ over the ‘‘Poisson boundary ’’ of a ‘‘random walk’’ on the
dual object of G: More precisely, we can show, under a mild assumption,
that the relative commutant is completely positively isometric to the set of
harmonic elements H1ð #M; PmÞ of some non-commutative Markov operator
Pm on the dual Hopf von Neumann algebra #M: Another purpose of the
present work is to show that there exist rich examples of the Poisson
boundary theory of non-commutative Markov operators on discrete
quantum groups as well as ordinary random walks on discrete groups
[22, 43]. Note that random walks on the dual of SU ðN Þ were discussed by
Biane [3–5], and it would be interesting to compare his results with our
approach.
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possible. Namely, we explicitly determine the structure of H1ð #M ; PmÞ using
the full power of the representation theory of SUqð2Þ: In consequence, we
show that the relative commutant of the ﬁxed point algebra is isomorphic to
the weak closure L1ðT=SUqð2ÞÞ of one of the Podles quantum spheres
introduced in [31], both as a von Neumann algebra and as a SUqð2Þ-
comodule. One may be tempted to rephrase this fact as ‘‘the Poisson
boundary of the random walk on the dual of SUqð2Þ can be identiﬁed with
the quantum homogeneous space T=SUqð2Þ’’. We also construct an explicit
map from L1ðT=SUqð2ÞÞ to H1ð #M; PmÞ; which should be interpreted as a
SUqð2Þ-version of the Poisson integral formula. The construction of this map
makes sense for general compact quantum groups, and it implies that the
ITP actions are never minimal for non-Kac compact quantum groups.
2. PRELIMINARIES
In this section, we collect basic notions for compact quantum groups and
the Poisson boundaries of non-commutative Markov operators in order to
ﬁx notation. Since necessary materials for the subject of the present work are
gathered from several different sources, we try to make exposition self-
contained as much as possible. For general theory of compact quantum
groups, our standard references are [2, 45]. For more details of the classical
theory of the Poisson boundaries of random walks on discrete groups,
readers are encouraged to consult [21, 22, 43] and references therein.
Throughout the paper, the symbol  stands for the minimal tensor
product whenever we work on Cn-algebras. For the von Neumann algebra
tensor product and weak closure of spatial tensor product of operator
systems, we use the symbol %: The algebraic tensor product is denoted by
alg when it is necessary to be emphasized. For two densely deﬁned closed
operators T1 and T2 on a Hilbert space, we denote by T1 %T2 the closure of
their tensor product T1 alg T2 deﬁned on the algebraic tensor product of
their domains.
2.1. Compact Quantum Groups
We start with Woronowicz’ Cn-algebra approach to compact quantum
groups.
Let G ¼ ðA;U ; dÞ be a compact quantum group, a matrix pseudogroup
in the sense of Woronowicz [45]. Namely, A is a unital Cn-algebra, and
U ¼ ðUi;jÞi;j2IU is an A-valued unitary matrix in Bð‘
2ðIU ÞÞ  A with IU being a
ﬁnite index set, such that the set fUi;jgi;j2IU generates A as a C
n-algebra. The
MASAKI IZUMI4coproduct d is a *-homomorphism d : A! A A satisfying
dðUi;jÞ ¼
X
k2IU
Ui;k  Uk;j:
We set dð1Þ ¼ d and inductively deﬁne dðnÞ ¼ ðid dÞ  dðn1Þ for every
natural number n: Although one can deﬁne a compact quantum group
without using the ‘‘fundamental corepresentation U ’’ (or in other words, the
ﬁnite generation condition is not necessary for the general context), we ﬁx U
as above in order to introduce the ITP action of the adjoint action of U : The
dense *-algebra generated by fUi;jgi;j2IU is denoted by A:
An A-valued unitary matrix w ¼ ðwi;jÞi;j2Iw 2 Bð‘
2ðIwÞÞ  A is called a
unitary corepresentation of ðA; dÞ (called a unitary representation of G in [45])
if the following holds:
dðwi;jÞ ¼
X
k2Iw
wi;k  wk;j:
Usual notions such as equivalence, direct sums, and irreducibility of unitary
corepresentations are established in [45]. We denote by #G the set of equi-
valence classes of ﬁnite-dimensional irreducible unitary corepresentations.
For each s 2 #G; we ﬁx a representative wðsÞ ¼ ðwðsÞi;jÞi;j2Is 2 Bð‘
2ðIsÞÞ  A:
Let W ðsÞ be the linear span of fwðsÞi;jgi;j2Is ; which depends only on s 2
#G:
Then as a linear space, A is the direct sum,
A ¼ 
s2 #G
W ðsÞ: ð2:1Þ
The antipode k; which is an invertible antimultiplicative linear map fromA
to itself, is deﬁned by
kðwðsÞi;jÞ ¼ wðsÞ
n
j;i:
The counit e is the character of A determined by
eðwðsÞi;jÞ ¼ di;j; s 2 #G:
Let h be the Haar measure, which is a unique state of A satisfying the
following invariance condition:
ðh idÞ  dðxÞ ¼ ðid hÞ  dðxÞ ¼ hðxÞ1; x 2 A:
On A; h is determined as follows: hðwðsÞi;jÞ ¼ 0 unless s is the trivial
representation 0 2 #G: We denote by ðph;Hh;OhÞ the GNS triple of h; and by
Lh the natural map from A to Hh: We assume that ph is faithful, and we will
omit ph in what follows. The multiplicative unitary V is deﬁned by the
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V ðLhðxÞ  xÞ ¼ dðxÞðOh  xÞ; x 2 A; x 2 Hh:
V satisﬁes the following pentagon equation:
V12V13V23 ¼ V23V12:
For s 2 #G; we deﬁne a system of matrix units feðsÞijgi;j2Is  BðHhÞ by
eðsÞijLhðwðtÞk;lÞ ¼ ds;tdj;lLhðwðtÞk;iÞ: ð2:2Þ
(Note that the rank of eðsÞii is not 1.) Then, the dual Hopf algebra #A is the
Cn-direct sum of the ﬁnite-dimensional simple Cn-subalgebras f #AðsÞgs2 #G;
where
#AðsÞ ¼ spanfeðsÞijgi;j2Is :
Note that we have
V ¼
X
s2 #G
X
i;j2Is
eðsÞi;j  wðsÞi;j 2 Mð #A AÞ; ð2:3Þ
where Mð #A AÞ stands for the multiplier algebra of #A A:
We denote by M and #M the weak closure of A and #A; respectively. In
order to save notations, we use the same symbols d and h for their weakly
continuous extensions to M : Then, d on M is given by
dðxÞ ¼ V ðx 1ÞV n; x 2 M : ð2:4Þ
The dual coproduct #d on #A (and on #M) is deﬁned by
#dðxÞ ¼ V nð1 xÞV : ð2:5Þ
2.2. Unbounded Realization of the Dual Hopf Algebra
Although it is enough to work on bounded operators in order to
formulate compact quantum groups, the dual Hopf algebras realized as
unbounded operator algebras are more useful for practical computation (it
is easier to construct representations of Lie algebras than Lie groups, of
course!). In this subsection, we discuss unbounded realization of the dual
Hopf algebra of A:
We denote by An the set of (not necessarily bounded) linear functionals
on A: Then, An has a natural Hopf *-algebra structure, and we use the
symbol #A when An is regarded as a Hopf algebra. The product of two
MASAKI IZUMI6elements f;c 2 #A is given by the following convolution product:
ðf*cÞðxÞ ¼ ðf cÞdðxÞ; x 2A: ð2:6Þ
The antipode #k and the * operation # on f 2 #A are deﬁned by
#kðfÞðxÞ ¼ fðkðxÞÞ; x 2A; ð2:7Þ
f#ðxÞ ¼ fðkðxÞnÞ; x 2A: ð2:8Þ
We denote the coproduct of #A by #d0; which is strictly speaking a map from
#A to ðAalg AÞ
n; and is deﬁned by
#d0ðfÞðx yÞ ¼ fðxyÞ; x; y 2A: ð2:9Þ
Note that thanks to (2.1) and (2.2), #A is naturally identiﬁed with the direct
product algebra Y
s2 #G
#AðsÞ;
which will be further identiﬁed with the algebra *#M of densely deﬁned closed
operators on Hh afﬁliated with #M as below.
LetH be the dense subspace LhðAÞ  Hh: For x 2A and f 2 #A; we set
f * x ¼ ðid fÞdðxÞ;
x * f ¼ ðf idÞdðxÞ:
We introduce a linear operator R0ðfÞ of Hh; whose domain is H; by
R0ðfÞLhðxÞ ¼ Lhðf*xÞ; x 2A: ð2:10Þ
Then, it is easy to show that R0ðfÞ maps H into itself and the closure of
R0ðfÞ; denoted by RðfÞ; is afﬁliated with the ﬁnite type I von Neumann
algebra #M: Therefore, there is no complicated problem about domains and
every formal calculation involving Rð #AÞ can be justiﬁed. R0 is a
representation of the algebra #A satisfying R0ðfÞ
n ¼ Rðf#Þ: In the same
way, for c 2 ðAalgAÞ
n we deﬁne an operator R00ðcÞ of Hh  Hh; whose
domain isHalgH; and we denote its closure by RðcÞ: Then, it is easy to
show that the following holds:
ð1R0ðfÞÞV x ¼ VR00ð#d0ðfÞÞx; x 2HalgH:
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extension to *#M deﬁned by (2.5). Then, the above implies
#dðRðfÞÞ ¼ Rð#d0ðfÞÞ:
In [45], Woronowicz introduced a unique family ffzgz2C  #A of char-
acters, called the Woronowicz characters, satisfying the following properties:
(F1) For every a 2A; the mapping C z/fzðaÞ is an entire function of
exponential growth on the right half-plane.
(F2) fzð1Þ ¼ 1 for all z 2 C:
(F3) fz*fz0 ¼ fzþz0 for all z; z
0 2 C:
(F4) fzðkðxÞÞ ¼ fzðxÞ; fzðxnÞ ¼ f%zðxÞ for all x 2A; z 2 C:
(F5) k2ðxÞ ¼ f1 *x*f1 for all x 2A:
(F6) hðxyÞ ¼ hðyðf1 *x*f1ÞÞ for all x; y 2A:
Note that f0 is nothing but the counit by construction in [45].
Property (F4) implies f #t ¼ ft for real t and that RðftÞ ¼ Rðft=2Þ
2 is a
positive self-adjoint operator for t 2 R: We set r ¼ Rðf1Þ; which satisﬁes
RðfzÞ ¼ rz for all z 2 C: Since f1 is a character, we have
#dðrÞ ¼ r %r; ð2:11Þ
that is, r is a group-like element. Property (F5) implies
#k2ðR0ðfÞÞ ¼ rR0ðfÞr1; f 2 #A:
The operator r1=2 plays an important role in their analysis in [46]. r will be
used to construct invariant states of the ITP actions later.
In the rest of this subsection, we introduce fundamental objects for the
Woronowicz algebra structure of M : Since fz is a character, the map
gz;wðxÞ :¼ fz *x*fw; x 2A;
deﬁnes an h preserving algebra automorphism of A for each z;w 2 C:
Property (F4) implies gz;wðxÞ
n ¼ g%z; %wðxnÞ; which shows that if z and w are
pure imaginary, gz;w extends to a *-automorphism of A and also M : Among
others, there are two distinguished one-parameter automorphism groups in
this family of automorphisms: namely the modular automorphism group
fsht gt2R of h and the deformation automorphism group fttgt2R introduced in
[26]. They are given by
sht ðxÞ ¼ fit *x*fit; x 2A; ð2:12Þ
ttðxÞ ¼ fit *x*fit; x 2A: ð2:13Þ
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*-antiautomorphism j of A and alsoM [2, Sect. 5], called unitary antipode, by
jðxÞ ¼ f1=2 *kðxÞ*f1=2; x 2A: ð2:14Þ
Note that k can be recovered from j and t by
kðxÞ ¼ j  ti=2ðxÞ ¼ ti=2  jðxÞ; x 2A: ð2:15Þ
2.3. Modules and Comodules
Let K be a linear space. K is called a right comodule of A if there exists a
linear map a : K ! K A satisfying
ða idÞ  a ¼ ðid dÞ  a;
where the tensor product should be understood in an appropriate way
depending on which category we are working on. For s 2 #G; the spectral
subspace of K for s is deﬁned to be
fx 2 K; aðxÞ 2 K W ðsÞg:
Left comodules are also deﬁned in a similar way, and comodules of A; M ;
#A; #A; and #M are deﬁned in the same way.
Let w ¼ ðwi;jÞi;j2Iw 2 Bð‘
2ðIwÞÞ  A be a unitary corepresentation, and
fxigi2Iw be the canonical orthonormal basis of ‘
2ðIwÞ: Then, ‘2ðIwÞ is a
right A comodule with a given by
aðxiÞ ¼
X
j2Iw
xj  wj;i:
‘2ðIwÞ naturally has left #A module structure given by
pwðfÞx ¼ ðid fÞ  aðxÞ; x 2 ‘2ðIwÞ: ð2:16Þ
We also regard pw as a representation of #M in an obvious way. When
w ¼ wðsÞ for some s 2 #G; we denote pw by ps for simplicity, which is
identiﬁed with the irreducible representation of #M corresponding to the
simple component #AðsÞ: For two unitary corepresentations w1 and w2; the
tensor product representation ðpw1  pw2 Þ  #d is simply denoted by pw1  pw2 ;
and the n-fold tensor product representation of pw is denoted by pnw :
For s; t; r 2 #G; let Nrs;t be the multiplicity of pr in ps  pt: The quantum
dimension dðsÞ of s is deﬁned by
dðsÞ ¼ TrðpsðrÞÞ;
where Tr stands for the usual trace. Then, #G has a fusion algebra structure
in the sense of [16] with the structure constant Nrs;t and the dimension
function dðsÞ:
NON-COMMUTATIVE POISSON BOUNDARIES 9For a unitary corepresentation w; we introduce a positive linear
functional Tw 2 #Mþn by
TwðxÞ ¼ TrðpwðrxÞÞ; x 2 #M :
Tw is sometimes called a q-trace. Equation (2.11) implies
Tw1 *Tw2ðxÞ :¼ ðTw1  Tw2 Þ  #dðxÞ ¼ Trððpw1  pw2 ÞðrxÞÞ;
and in particular,
Ts *Tt ¼
X
r2 #G
Nrs;tTr; s; t 2 #G: ð2:17Þ
2.4. Actions
Let B be a Cn-algebra. A right (respectively left) action a of ðA; dÞ on B is a
*-homomorphism from B to B A (respectively A B) satisfying the right
(respectively left) comodule property above. The ﬁxed point subalgebra of B
under a is deﬁned to be
Ba ¼ fx 2 B; aðxÞ ¼ x 1g:
A linear functional j 2 Bn is said to be invariant under a if the following
condition is satisﬁed:
ðj idÞ  aðxÞ ¼ jðxÞ1; x 2 B:
We also deﬁne actions of ð #A; #dÞ; ðM ; dÞ; and ð #M; #dÞ in the same way except
that in the M and #M cases we assume that B is a von Neumann algebra and
a is normal.
The simplest example of an action of ðA; dÞ is d acting on A from either left
or right. Using the same Eqs. (2.4) and (2.5) and the pentagon equation, we
can introduce a right action of ðM ; dÞ on #M and a left action of ð #M; #dÞ on M ;
which will be denoted by F and #F; respectively.
Now, we introduce the adjoint actions of unitary corepresentations.
Lemma 2.1. Let w be a unitary corepresentation of ðA; dÞ and z be an
element of the center Zð #MÞ of #M: Then:
(1) For x 2 Bð‘2ðIwÞÞ we set
awðxÞ ¼ wðx 1Þwn:
Then, aw is a right action of ðA; dÞ on Bð‘2ðIwÞÞ: The linear span of
awðBð‘2ðIwÞÞÞðC AÞ coincides with Bð‘2ðIwÞÞ  A:
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aw is given by
Bð‘2ðIwÞÞ
aw ¼ pwð #MÞ
0:
(3) For x 2 #M; we have
aw  pwðxÞ ¼ ðpw  idÞ  FðxÞ:
(4) We define a linear functional j 2 Bð‘2ðIwÞÞ
n by
jw;zðxÞ ¼ TrðpwðzrÞxÞ; x 2 Bð‘
2ðIwÞÞ:
Then, jw;z is invariant under aw:
Proof. (1) It is easy to show that aw is an action. Let feijgi;j2Iw be the
canonical system of matrix units of Bð‘2ðIwÞÞ: Then,
awðeijÞ ¼
X
k;l2Iw
ekl  wk;iwnl;j:
Since the matrix ðwnp;qÞp;q is invertible [45], we have
Bð‘2ðIwÞÞ  C awðBð‘2ðIwÞÞÞðC AÞ;
which proves the statement. Conditions (2) and (3) are easy consequences of
the deﬁnitions.
(4) Since pw is a direct sum of irreducible representations, a simple
argument shows that it sufﬁces to prove the statements for irreducible w:
Thus, we assume z ¼ 1: Then,
ðjw;1  idÞ  awðxÞ ¼
X
i;j;k;l2Iw
TrðxelkpwðrÞeijÞwi;jwnk;l
¼
X
i;j;k;l2Iw
TrðxeljÞf1ðwk;iÞwi;jwnk;l:
Thus, (F5) implies
ðjw;1  idÞ  awðxÞ ¼
X
m;j;k;l2Iw
TrðxeljÞf1ðwm;jÞk2ðwk;mÞwnk;l
¼
X
m;j;k;l2Iw
TrðxeljÞf1ðwm;jÞkðwl;kwnm;kÞ
¼
X
j;l2Iw
TrðxeljÞf1ðwl;jÞ1
¼TrðxpwðrÞÞ1: ]
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In view of the Poisson boundary theory of random walks [21, 22], we
adopt the following algebraic deﬁnition of the Poisson boundaries, which
makes sense also in the non-commutative case.
Let N be a von Neumann algebra. A unital normal complete positive map
P from N to itself is called a non-commutative Markov operator. We say that
x 2 N is P -harmonic if x is ﬁxed by P : We denote by H1ðN ; P Þ the set of P -
harmonic elements. Although H1ðN ; P Þ is not an algebra in general, it is a
weakly closed operator system [8], namely it is a unital self-adjoint subspace
of N : We show that one can introduce a new product in H1ðN ; P Þ so that it
becomes a von Neumann algebra.
We ﬁx a free ultraﬁlter o 2 bN=N and deﬁne a norm one projection Eo
from N to H1ðN ; P Þ by the weak limit
EoðxÞ ¼ w lim
n!o
1
n
Xn1
k¼0
PkðxÞ:
Then, the Choi–Effros product EoðxyÞ for x; y 2 H1ðN ; P Þ gives H1ðN ; P Þ
abstract von Neumann algebra structure [8]. We call the resulting von
Neumann algebra the non-commutative Poisson boundary of ðN ; P Þ for the
reason stated below. Note that the Choi–Effros product does not depend on
o because every completely positive isometry between two von Neumann
algebras is actually an isomorphism. For a normal state j of N ; the
restriction of j to H1ðN ; P Þ induces a normal state of H1ðN ; P Þ considered
as a von Neumann algebra, which is called the harmonic state for the initial
distribution j:
To justify the terminology, at this point we give a classical example, which
in fact inspired the present work. Let G be a discrete group and m be a
probability measure on G: Then, the right convolution operator Pm by m
is a Markov operator of the von Neumann algebra N ¼ ‘1ðGÞ: In this
case, H1ðN ; Pm) is nothing but the bounded harmonic function space
H1ðG;mÞ and the resulting von Neumann algebra is isomorphic to the
L1-space over the Poisson boundary (in fact, this is even one of the
equivalent deﬁnitions of the Poisson boundary adopted in [22]). Let n be an
initial distribution and ðO; eÞ be the Poisson boundary, where O is a
Borel space and e is the harmonic measure for the initial distribution n:
Though the Poisson boundary is usually constructed in a purely measure
theoretic way, the functional analytic characterization is the following:
under some mild assumptions on m and n; there exists a surjective positive
isometry
y :H1ðG;mÞ ! L1ðO; eÞ;
MASAKI IZUMI12which intertwines the left actions of G: The product of the right-hand side is
recovered from the strong limit
y1ðyðf1Þyðf2ÞÞ ¼ s lim
n!1
Pnm ðf1f2Þ; f1; f2 2 H
1ðG; mÞ:
For f 2 H1ðG;mÞ; the image yðf Þ is interpreted as the restriction of f to the
Poisson boundary. The harmonic measure e is, by deﬁnition, determined by
the following relation:Z
G
f ðgÞ dnðgÞ ¼
Z
O
yðf ÞðoÞ deðoÞ:
The classical Poisson integral formula on the unit disk is a means to
recover the values of a harmonic function f from its boundary values. In the
discrete group situation, a concrete realization of the inverse of y should be
considered as its counterpart. When the initial distribution is concentrated
on the neutral element e; it takes a very simple form, which is even carried to
the case of the dual of SUqð2Þ (see Section 5). For f 2 H1ðG; mÞ and g 2 G;
we set fgðhÞ ¼ f ðghÞ; which is a harmonic function again. Then,
f ðgÞ ¼ fgðeÞ ¼
Z
O
yðfgÞðoÞ deðoÞ ¼
Z
O
yðf ÞðgoÞ deðoÞ
¼
Z
O
yðf ÞðoÞ
deðg1Þ
de
ðoÞ deðoÞ:
This is regarded as the discrete group version of the Poisson integral formula
and the Radon–Nikodym derivative should be considered as the Poisson
kernel.
Now we introduce a family of non-commutative Markov operators on #M ;
which generalize the convolution operators on discrete groups.
Lemma 2.2. For s 2 #G; we define a normal completely positive map Qs
from #M to itself by
QsðxÞ ¼ ðid %TsÞ  #dðxÞ; x 2 #M:
Then,
(1) The family fQsgs2 #G satisfies
Qs  Qt ¼
X
r2 #G
Nrs;tQr; s; t 2 #G:
(2) We set
Ps ¼
1
dðsÞ
Qs:
NON-COMMUTATIVE POISSON BOUNDARIES 13For a probability measure m on #G; we define a non-commutative Markov
operator Pm by
Pm ¼
X
s2 #G
mðsÞPs:
Then, we have
Pm  Pn ¼ Pm* n;
where m*n is the convolution product of two probability measures m and n on
the fusion algebra #G introduced in [16].
(3) For every x 2 #M; we have
ðPm %idÞðFðxÞÞ ¼ FðPmðxÞÞ:
(4) For every x 2 #M; we have
ðid %PmÞð#dðxÞÞ ¼ #dðPmðxÞÞ:
Proof. Conditions (1) and (2) are direct consequences of (2.17), and (4)
is immediate from the deﬁnitions. It sufﬁces to show (3) for Qs instead of Pm:
Let x 2 #M: Then,
ðQs %idÞðFðxÞÞ ¼ ðid %Ts %idÞ  ð#d %idÞ  FðxÞ
¼ ðid %Ts %idÞ  ðAdðV n12V23Þð1 x 1ÞÞ
¼ ðid %Ts %idÞ  ðAdðV13V23V n12Þð1 x 1ÞÞ
¼ V ðid %Ts %idÞ  ðid %FÞ  ð#d %idÞðxÞV n:
Thanks to Lemma 2.1, we have
ðTs %idÞ  FðyÞ ¼ TsðyÞ1; y 2 #M :
Thus,
ðQs %idÞðFðxÞÞ ¼ V ððid %TsÞð#dðxÞÞ  1ÞV n ¼ FðQsðxÞÞ;
which proves the statement. ]
MASAKI IZUMI143. ITP ACTIONS
In this section, we show that as in the classical case, the von Neumann
algebra structure of the space of harmonic elements H1ð #M; PmÞ has a
natural concrete realization for every probability measure m on #G whose
support is a ﬁnite generating set. The relative commutant of the ﬁxed point
subalgebra of the ITP action on the Powers factor (or the Araki–Woods
factor) turns out to be the right realization.
First, we introduce the ITP actions in the Cn-level following [24]. We
concentrate on the ITP action of the adjoint action of the ‘‘fundamental
corepresentation’’ U ¼ ðUi;jÞi;j2IU 2 Bð‘
2ðIU ÞÞ  A (otherwise, we would
consider the Cn-subalgebra generated by the corepresentation we would
start with). Let Bn be the tensor product of n copies of Bð‘2ðIU ÞÞ; and B be
the UHF algebra generated by the union
S
n Bn; namely
Bn ¼ 
n
k¼1
Bð‘2ðIU ÞÞ;
B ¼ 
1
k¼1
Bð‘2ðIU ÞÞ:
Let fekijgi;j2IU be the canonical system of matrix units of the kth tensor
component, and we set
vk ¼
X
i;j2IU
ekij  Ui;j 2 Bk  A B A:
Let Vn ¼ v1v2    vn; which is nothing but ðpnU  idÞðV Þ: A simple argument
using (1) of Lemma 2.1 implies the following:
Lemma 3.1. Under the above notation, we have:
(1) For every x 2 B; the following limit exists in norm topology:
lim
n!1
Vnðx 1ÞV nn :
We denote by aðxÞ the above limit. Then, a is a right ðA; dÞ action on B:
(2) The linear span of aðBÞðC AÞ is dense in B A:
We slightly generalize the construction of the invariant states of the ITP
actions in [23, 28, 41], which is probably well known to (even non-)
specialists. We ﬁx a positive central element z 2 Zð #MÞ such that pU ðzÞ is
invertible and TU ðzÞ ¼ 1: As in Subsection 2.4, we deﬁne a faithful state j0 of
Bð‘2ðIU ÞÞ by
j0ðxÞ ¼ TrðpU ðzrÞxÞ; x 2 Bð‘
2ðIU ÞÞ:
NON-COMMUTATIVE POISSON BOUNDARIES 15We set j to be the inﬁnite tensor product state of j0;
j ¼ 
1
k¼1
j0:
Let ðpj;Hj;OjÞ be the GNS triple of j; and Lj be the natural map from B
to Hj: Since pj is faithful, we omit the symbol pj in what follows. Let N be
the weak closure of B: We use the same symbol j for their normal extensions
to N :
The following lemma is standard. (See [11, Th!eor"em 2.9] for more general
statements.)
Lemma 3.2. With the above notation, the following hold:
(1) j is invariant under a:
(2) We define an isometry V1 2 BðHj HhÞ by the continuous extension
of the following operator:
V1ðLjðxÞ  xÞ ¼ aðxÞðOj xÞ; x 2 B; x 2 Hh:
Then, V1 is a unitary.
(3) a extends to an action of ðM ; dÞ on N :
(4) Let fsjt gt2R be the modular automorphism group of j; and fttgt2R be
the deformation automorphism group of M : Then,
a  sjt ¼ ðs
j
t
%ttÞ  a; t 2 R:
(5) Let Jj be the modular conjugation of N with respect to Oj; and #J be
the antiunitary operator defined by
#JxOh ¼ jðxnÞOh; x 2 M ;
which is in fact the modular conjugation of #M [26]. Then,
ðJj #JÞV1ðJj #JÞ ¼ V n1:
Proof. Condition (1) follows from Lemma 2.1 and (2) follows from the
previous lemma. Using V1; a can be expressed as
aðxÞ ¼ V1ðx 1ÞV n1; x 2 B;
which shows (3).
MASAKI IZUMI16(4) Let x 2 Bn: Since ðnk¼1pU ðzÞÞ  1 commutes ðp
n
U  idÞðV Þ; we
have
ðsjt  idÞ  a  s
j
t ðxÞ ¼ Adðp
n
U  idÞððr
it  1ÞV ðrit  1ÞÞðx 1Þ:
We claim that the following holds:
ððrit  1ÞV ðrit  1ÞÞ ¼ ðid ttÞðV Þ:
Indeed, for s 2 #G we haveX
k;l2Is
riteðsÞklr
it  wðsÞk;l ¼
X
k;l;p;q;
eðsÞpq  fitðwðsÞp;kÞfitðwðsÞl;qÞwðsÞk;l
¼
X
p;q;
eðsÞpq  ttðwðsÞp;qÞ:
Thus, (2.3) and (2.12) imply the claim, and so,
ðsjt  idÞ  a  s
j
t ðxÞ ¼ ðid ttÞ  aðxÞ:
Since
S1
n¼1 Bn is dense in M ; we get the statement.
(5) Let x; y 2 Bn and a; b 2A: Note that x and y are analytic elements for
sj; and so are a and b for sh and th; respectively. On the one hand, we have
hðJj #JÞV1ðJj #JÞðxOj aOhÞ; yOj bOhi
¼ hsji=2ðy
nÞOj jðbnÞOh; V1ðs
j
i=2ðx
nÞOj jðanÞOhÞi
¼ hsji=2ðy
nÞOj jðbnÞOh; aðs
j
i=2ðx
nÞÞðOj jðanÞOhÞi
¼ hsji=2ðy
nÞOj jðbnÞOh; ðs
j
i=2  ti=2Þðaðx
nÞÞðOj jðanÞOhÞi
¼ ðj hÞðð1 jðaÞÞðsji=2  ti=2ÞðaðxÞÞðs
j
i=2ðy
nÞ  jðbnÞÞÞ
¼ ðj hÞððsji=2ðy
nÞ  jðashiðb
nÞÞÞðsji=2  ti=2ÞðaðxÞÞÞ
¼ ðj hÞððyn  ti=2  jðas
h
iðb
nÞÞÞaðxÞÞ
¼ ðj hÞððyn  k1ðashiðb
nÞÞaðxÞÞ
¼ ðj hÞððyn  1Þðid kÞðaðxÞÞð1 ashiðb
nÞÞÞ:
NON-COMMUTATIVE POISSON BOUNDARIES 17In the above, we used the result of (4), the KMS condition of sj and sh;
j  sht ¼ s
h
t  j; (2.15), and the fact that k preserves h: On the other hand,
hV nðxOj aOhÞ; yOj bOhi ¼ ðj hÞðð1 bnÞaðynÞðx aÞÞ
¼ ðj hÞðaðynÞðx ashiðb
nÞÞÞ:
Therefore, it sufﬁces to show the following for x; y 2 Bn:
ðj kÞððy 1ÞaðxÞÞ ¼ ðj idÞðaðyÞðx 1ÞÞ:
Using the KMS condition of sj and property (F5) of the Woronowicz
characters, we get
ðj idÞðaðyÞðx 1ÞÞ
¼
X
s2 #G
X
k;l;p;q2Is
jðpnU ðeðsÞklÞyp
n
U ðeðsÞqpÞxÞwðsÞk;lwðsÞ
n
p;q
¼
X
s2 #G
X
k;l;p;q2Is
jðypnU ðeðsÞqpÞxs
j
iðp
n
U ðeðsÞklÞÞÞwðsÞk;lwðsÞ
n
p;q
¼
X
s2 #G
X
k;l;p;q2Is
jðypnU ðeðsÞqpÞxp
n
U ðreðsÞklr
1ÞÞwðsÞk;lwðsÞ
n
p;q
¼
X
s2 #G
X
i;j;p;q2Is
jðypnU ðeðsÞqpÞxp
n
U ðeðsÞijÞÞðf1 *wðsÞi;j*f1ÞwðsÞ
n
p;q
¼
X
s2 #G
X
i;j;p;q2Is
jðypnU ðeðsÞqpÞxp
n
U ðeðsÞijÞÞk
2ðwðsÞi;jÞkðwðsÞq;pÞ
¼
X
s2 #G
X
i;j;p;q2Is
jðypnU ðeðsÞqpÞxp
n
U ðeðsÞijÞÞkðwðsÞq;pwðsÞ
n
j;iÞ
¼ ðj kÞððy 1ÞaðxÞÞ;
which ﬁnishes the proof. ]
We use the same symbol a for their extensions to N : Let R ¼ N \ N a
0
:
Then, we have
aðRÞ  ðN %MÞ \ ðN a %CÞ0 ¼ R %M :
Thus, a induces an action of ðM ; dÞ on R: We denote by aR and jR the
restriction of a and j to R; respectively. The following lemma shows that R
has enough spectral subspaces for the ðM ; dÞ action:
MASAKI IZUMI18Lemma 3.3. Let R; aR; and jR be as above. Then,
(1) The linear span of aðRÞðCMÞ is weakly dense in R %M :
(2) For s 2 #G; we set
RðsÞ ¼ fx 2 R; aðxÞ 2 R W ðsÞg:
Then, the linear span of
S
s2 #G RðsÞ is weakly dense in R:
Proof. (1) Thanks to (4) of Lemma 3.2, the ﬁxed point algebra is globally
invariant under the modular automorphism group of j; and so is the relative
commutant. Therefore, Takesaki’s theorem [38] assures that there exists a
unique j preserving normal conditional expectation ER from M onto R: We
claim that ER commutes with a; that is, a  ER ¼ ðER %idÞ  a: Indeed, let eR be
the projection onto the closure of ROj: aðRÞ  R %M implies
V1ðeR  1Þ ¼ ðeR  1ÞV1ðeR  1Þ:
Since eR commutes with Jj; (4) of Lemma 3.2 implies that eR  1 commutes
with V1: Thus, for x 2 N ;
ðER %idÞ  aðxÞðOj OhÞ ¼ ðeR  1ÞV1ðxOj OhÞ ¼ V1ðeRxOj OhÞ
¼ aðERðxÞÞðOj OhÞ:
Since Oj Oh is separating for N %M ; we get the claim. Thanks to (2) of
Lemma 3.1, the linear span of aðN ÞðCMÞ is weakly dense in N %M :
Applying ER %id to both sides, we get the statement.
(2) Since the Haar measure h is faithful on M and A is a dense *-
subalgebra, the Hahn–Banach separating theorem implies that the following
set is dense in the predual Mn:
fhðaÞ; a 2Ag:
On the other hand, as in [32, Theorem 1.5], for s 2 #G we have
ðid %hÞðaðxÞð1 wðsÞni;jÞÞ 2 RðsÞ; x 2 R:
Therefore, (1) implies the statement. ]
Let ns be the multiplicity of wðsÞ; s 2 #G in U : Since z is a positive central
element with TU ðzÞ ¼ 1; there exist non-negative numbers fzsgs2 #G such that
z ¼
X
s2 #G
zs1s;
1 ¼
X
s2 #G
zsns dðsÞ;
NON-COMMUTATIVE POISSON BOUNDARIES 19where 1s is the unit of #AðsÞ: We introduce a probability measure m on #G by
m ¼
X
s2 #G
zsns dðsÞ ds;
where ds is the Dirac measure at s 2 #G: We say that m is generating if
fUi;jgi;j2IU generate A (not only as a *-algebra) as an algebra. The goal
of this section is to give a precise description of the triple ðR; aR;jRÞ in terms
of the space of Pm-harmonic elements H1ð #M; PmÞ: As in the classical case, the
key tool of our analysis is the non-commutative martingale convergence
theorem (see [9, Theorem 2] for the proof).
Lemma 3.4. Let En be the unique j preserving conditional expectation
from N to Bn: Then,
(1) For every element x 2 N ; the sequence fEnðxÞgn¼1 converges to x in
strong * topology.
(2) On the other hand, if fxng
1
n¼1  N is a bounded sequence satisfying
Enðxnþ1Þ ¼ xn for every n 2 N; then there exists a unique element x 2 N such
that EnðxÞ ¼ xn:
Note that En is given by an obvious slice map in the above. For a natural
number n; we set
#An ¼ 
s2suppðmnÞ
#AðsÞ;
where mn stands for the n-fold convolution of m [16] and suppðmnÞ stands for
the support of mn: Let Fn be the natural projection from #M onto #An: Then
pnU is injective on #An and the kernel of p
n
U coincides with that of Fn: Let
x 2 R: Since x commutes with Ban; we have EnðxÞ 2 B
a0
n \ Bn: Condition (2) of
Lemma 2.1 shows that EnðxÞ belongs to the image of p
n
U ; and so there exists
a unique element yn 2 #An satisfying p
n
U ðynÞ ¼ EnðxÞ: Therefore, all
information about x is encoded in the sequence fyng
1
n¼1: This is the so-
called time-dependent harmonic sequence [21], and in a good situation, it
actually comes from a single harmonic element.
Lemma 3.5. Under the above notation, we have:
(1) For every natural number n; the following holds:
pnU  Pm ¼ En  p
ðnþ1Þ
U :
(2) We assume that for every s 2 #G; there exists some integer k such
that ps is contained in pkU ; or in other words, m is a generating measure.
Then, for every bounded sequence fyng
1
n¼1  #M satisfying yn 2 #An and
MASAKI IZUMI20Fn  Pmm ðynþmÞ ¼ yn for m; n 2 N; there exists a unique Pm-harmonic element
y 2 H1ð #M; PmÞ such that yn ¼ FnðyÞ:
Proof. (1) Using Pm ¼ ðid %TrðpU ðzrÞÞÞ  d; we get
En  p
ðnþ1Þ
U ¼ ðp
n
U
%TrðpU ðzrÞÞÞ  d ¼ pnU  Pm:
(2) We essentially follow the argument in [21]. Let p be the smallest
natural number such that suppðmnþpÞ \ suppðmnÞ is not empty for some n:
Such p always exists because there exists m 2 N such that pmU contains the
trivial representation 0 2 #G and suppðmÞ \ suppðmmþ1Þ is not empty. For
each i ¼ 0; 1; . . . ;p  1; we set
#Gi ¼
[
n2N
suppðmiþnpÞ:
By assumption, we have
#G ¼
[m
i¼1
#Gi:
Now we apply Foguel’s theorem [13] to mp (which was originally proven
for discrete groups but still works for fusion algebras), and get the following
‘1 norm estimate:
lim
n!1
jjmpþn  mnjj1 ¼ 0:
This implies
lim
n!1
jjPpþnm  P
n
m jj ¼ 0:
For every natural number k; we have
jjFkðypþkÞ  yk jj ¼ lim
n!1
jjFk  Pnm ðypþkþnÞ  Fk  P
pþn
m ðypþkþnÞjj ¼ 0:
Thus, there exist Pmm -harmonic elements y
0
i ; i ¼ 0; 1; . . . ;p  1 in
[
s2 #Gi
#As
0
@
1
A
00
;
such that yiþnp ¼ Fiþnpðy0i Þ for all n 2 N: Fn  Pmðynþ1Þ ¼ yn implies
Pmðy0iþ1Þ ¼ y
0
i ; i ¼ 0; 1; . . . ;p  1;
where y0p is understood as y
0
0 :
NON-COMMUTATIVE POISSON BOUNDARIES 21We claim that #Gi and #Gj are disjoint for 04i5j4p  1: Indeed, suppose
that #Gi \ #Gj is not empty. Then there exist natural numbers a and b such
that suppðmiþapÞ \ suppðmjþbpÞ is not empty. We take large enough n
such that suppðmðnaÞpÞ \ suppðmðnbÞpÞ is not empty. Note that such n
exists thanks to the above norm estimate. Then, suppðmiþnpÞ \ suppðmjþnpÞ is
not empty. This contradicts the choice of p and we get the claim. There-
fore, y ¼ y00 þ y
0
1 þ    þ y
0
p1 is the desired Pm-harmonic element. ]
Remark. Wang’s examples of ergodic ITP actions in [41] do not satisfy
the assumption of (2). This is the reason why our result does not apply to his
case.
Now we state our main theorem in this section.
Theorem 3.6. Under the above notation, we assume that for every s 2 #G;
there exists a natural number k such that ps is contained in pkU ; or equivalently
fUi;jg generate A as an algebra (not just as a *-algebra). Then,
(1) For every x 2 H1ð #M; PmÞ; the sequence fpnU ðxÞg
1
n¼1 converges to an
element in R in strong * topology. We denote by yðxÞ this limit. Then, y is a
surjective unital completely positive isometry from H1ð #M ; PmÞ to R:
(2) For any finite elements x1; x2; . . . ; xj 2 H1ð #M ; PmÞ; the sequence
fPnm ðx1x2    xjÞg
1
n¼1 converges in strong * topology, and
y lim
n!1
Pnm ðx1x2    xjÞ

 
¼ yðx1Þyðx2Þ    yðxjÞ:
This means that y gives a concrete realization of the non-commutative Poisson
boundary of Pm; and in consequence y is a homeomorphism in s-weak topology.
(3) Let #e be the counit of #M: Then, we have
jR  yðxÞ ¼ #eðxÞ; x 2 H
1ð #M ; PmÞ:
This means that jR is the harmonic state for the initial distribution #e:
(4) For s 2 #G; we set
H1ð #M; PmÞðsÞ ¼ fx 2 H1ð #M; PmÞ; FðxÞ 2 H1ð #M; PmÞ  W ðsÞg:
Then, the linear span of the union
S
s2 #G H
1ð #M ; PmÞðsÞ is weakly dense in
H1ð #M; PmÞ; and
FðH1ð #M; PmÞÞ  H1ð #M; PmÞ %M :
y intertwines the ðM ; dÞ actions, namely
ðy %idÞ  FjH1ð #M ;PmÞ ¼ aR  y:
MASAKI IZUMI22Proof. (1) Let x 2 H1ð #M; PmÞ: Then fpnU ðxÞg
1
n¼1 is a bounded sequence
in N such that pnU ðxÞ 2 Bn \ B
a0
n for all n 2 N: Moreover, (1) of Lemma 3.4
implies
Enðp
ðnþ1Þ
U ðxÞÞ ¼ p
n
U ðxÞ:
Therefore, the non-commutative martingale convergence theorem implies
that the strong * limit exists. Since yðxÞ commutes with B
a
n for all n; yðxÞ 2 R:
Being the limit of unital completely positive maps, y is unital completely
positive. Since fpnU g
1
n¼1 is a faithful family of representations of
#M ; we get
jjxjj ¼ sup
n
jjpnU ðxÞjj ¼ jjyðxÞjj:
The same argument for matrices with entries in H1ð #M ; PmÞ shows that y is a
complete isometry. Thanks to Lemma 3.5, y is surjective and y1 is also
completely positive.
(2) Let x1; x2; . . . ; xj 2 H1ð #M; PmÞ: Then, the non-commutative martin-
gale convergence theorem implies
yðx1Þyðx2Þ    yðxkÞ ¼ lim
n!1
Enðyðx1Þyðx2Þ    yðxkÞÞ
¼ lim
n!1
lim
m!1
EnðpmU ðx1Þp
m
U ðx2Þ   p
m
U ðxkÞÞ
¼ lim
n!1
lim
m!1
EnðpmU ðx1x2    xkÞÞ
¼ lim
n!1
lim
m!1
pnU ðP
mn
m ðx1x2    xkÞÞ;
where every limit is taken in strong * topology. In particular, for every ﬁxed
n the following limit exists:
lim
m!1
FnðPmm ðx1x2    xkÞÞ:
Since fPmm ðx1x2    xkÞg
1
m¼1 is a bounded sequence, it converges in strong *
topology and we get the statement.
(3) For x 2 H1ð #M; PmÞ we have
jRðyðxÞÞ ¼ jðE1ðyðxÞÞÞ ¼ jðpU ðxÞÞ ¼ #eðPmðxÞÞ ¼ #eðxÞ;
which shows the statement.
(4) Let x 2 H1ð #M; PmÞ and c 2 Mn: Then, thanks to (3) of Lemma 2.2,
ðid %cÞðFðxÞÞ is Pm-harmonic. Condition (3) of Lemma 2.1 implies
yððid %cÞðFðxÞÞÞ ¼ lim
n!1
ðpnU %cÞðFðxÞÞ ¼ limn!1
ðid %cÞðaðpnn ðxÞÞÞ
¼ ðid %cÞðaRðyðxÞÞÞ:
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RðsÞ by y is H1ð #M ; PmÞðsÞ and the linear span of the union
S
s2 #G H
1ð #M ; PmÞðsÞ
is dense in H1ð #M; PmÞ in s-weak topology, which implies
FðH1ð #M; PmÞÞ  H1ð #M; PmÞ %M :
Therefore, ðy %idÞ  FjH1ð #M ;PmÞ makes sense and
ðy %idÞ  FjH1ð #M ;PmÞ ¼ aR  y: ]
Remark. Since the ﬁxed point algebra #MF coincides with the center
Zð #MÞ of #M; (3) of Lemma 2.2 implies that Pm preserves Zð #MÞ ﬃ ‘1ð #GÞ:
Restriction of Pm to Zð #MÞ is nothing but the Markov operator on the fusion
algebra #G considered in [16]. Indeed, let 1s; s 2 #G be the unit of #AðsÞ:
Then,
TrðPsð1tÞÞ ¼
1
dðsÞ
ðTr *TsÞð1tÞ ¼ N
t
r;s
dðtÞ
dðsÞ
;
which shows
Psð1tÞ ¼
X
r2 #G
Ntr;s
dðtÞ
dðsÞdðrÞ
1r: ð3:1Þ
Condition (4) of the above theorem implies that the Poisson boundary of
PmjZð #MÞ can be realized by R
aR ¼ ZðN aÞ: Therefore, using Hayashi’s result [14,
Corollary 3.5], we get the following corollary. Note that though Hayashi
assumed m to be symmetric in [14], his proof goes without any change in the
general generating measure case.
Corollary 3.7. Assume that the fusion algebra #G is commutative. Then
with the same assumption as in Theorem 3.6, the Poisson boundary of the
restriction of Pm to Zð #MÞ is trivial. In consequence, Na is a factor.
Let us show some examples.
Example. (1) When M is commutative, there exists a compact Lie group
G such that M ¼ L1ðGÞ: In this case, the usual asymptotic abeliance
argument [29] shows that R is trivial. Therefore, H1ð #M ; PmÞ is always trivial.
(2) WhenM is cocommutative, there exists a discrete group G such that
#M is isomorphic to ‘1ðGÞ: In this case, H1ð #M ; PmÞ ¼ H1ðG;mÞ as in
Subsection 2.5. The above remark implies R ¼ ZðN aÞ: The algebra N a often
appears as the core algebra of some subfactor coming from a G action
[6, 7, 33, 34].
(3) The most interesting class of examples would be those non-trivial
compact quantum groups with the commutative fusion algebras #G; such as
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gives rise to an ergodic action: namely, the ﬁxed point subalgebra of R under
aR is trivial. In the next section, we work on SUqð2Þ and determine the
structure of this ergodic action.
Before closing this section, we show a technical lemma, which will be used
for the Poisson integral formula for SUqð2Þ: We deﬁne a unital normal
completely positive map Y : M ! #M by
YðxÞ ¼ ðid hÞ  #FðxÞ; x 2 M :
Note that Y is trivial if M is either commutative or cocommutative, or more
generally if M is a Kac algebra.
Lemma 3.8. Let m be a probability measure on #G: Then,
(1) Every element in the image of Y is Pm-harmonic.
(2) Y commutes with both of the right ðM ; dÞ action and the left ð #M ; #dÞ
actions, that is,
ðY idÞ  d ¼F Y;
ðidYÞ  #F ¼ #d Y:
Proof. (1) It sufﬁces to show Qs Y ¼ dðsÞY for all s 2 #G: For x 2 M ;
we have
Qs YðxÞ ¼ ðid Ts  hÞ  ð#d idÞ  #FðxÞ
¼ ðid Ts  hÞ  ðid #FÞ  #FðxÞ:
We claim that for all s 2 #G the following holds:
ðTs  hÞ  #FðxÞ ¼ dðsÞhðxÞ; x 2 M ;
which would prove the statement. Indeed, using TsðeðsÞjkÞ ¼ f1ðwðsÞk;jÞ;
we get
ðTs  hÞ  #FðxÞ ¼
X
j;k;l2Is
TsðeðsÞjkÞhðwðsÞ
n
l;jxwðsÞl;kÞ
¼
X
j;k;l2Is
f1ðwðsÞk;jÞhðs
h
i ðwðsÞl;kÞwðsÞ
n
l;jxÞ:
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hand side equalsX
j;k;l;p;q2Is
f1ðwðsÞk;jÞf1ðwðsÞl;pÞf1ðwðsÞq;kÞhðwðsÞp;qwðsÞ
n
l;jxÞ
¼
X
j;l;p;q2Is
ðf1 *f1ÞðwðsÞq;jÞf1ðwðsÞl;pÞÞhðwðsÞp;qwðsÞ
n
l;jxÞ
¼
X
j;l;p2Is
f1ðwðsÞl;pÞhðwðsÞp;jwðsÞ
n
l;jxÞ
¼
X
l2Is
f1ðwðsÞllÞhðxÞ:
This means that ðTs  hÞ  #F is proportional to h; which proves the claim.
(2) Using the pentagon equation and invariance of h; we get the ﬁrst
equation:
ðY idÞ  dðxÞ ¼ ðid h idÞðV n12V23ð1 x 1ÞV
n
23V12Þ
¼ ðid h idÞðV13V23V n12ð1 x 1ÞV12V
n
23V
n
13Þ
¼ V ðid h idÞ  ðid dÞ  #FðxÞV n
¼ V ððid hÞ  #FðxÞ  1ÞV n
¼F YðxÞ:
Since #F is a left action of ð #M; #dÞ; we have
ðidYÞ  #FðxÞ ¼ ðid id hÞ  ðid #FÞ  #FðxÞ
¼ ðid id hÞ  ð#d idÞ  #FðxÞ
¼ #d YðxÞ: ]
Corollary 3.9. The image of Y consists of only scalars if and only if M
is a Kac algebra. In consequence, if M is not a Kac algebra, the relative
commutant R is not trivial.
Proof. It is well known that a compact Woronowicz algebra is a Kac
algebra if and only if the Haar measure is a trace [2], or equivalently the
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to k2 ¼ id : Equation (2.3) implies that for x 2 M we have
YðxÞ ¼
X
s2 #G
X
j;k;l2Is
hðwðsÞnl;jxwðsÞl;kÞeðsÞjk
¼
X
s2 #G
X
j;k;l2Is
hðshi ðwðsÞl;kÞwðsÞ
n
l;jxÞeðsÞjk :
Therefore, if M is a Kac algebra we get
YðxÞ ¼
X
s2 #G
X
j;k;l2Is
hðwðsÞl;kwðsÞ
n
l;jxÞeðsÞjk
¼
X
s2 #G
X
j;k;l2Is
hðkðwðsÞj;lwðsÞ
n
k;lÞxÞeðsÞjk
¼ hðxÞ1:
Next, we assume that the image of Y contains only scalars. Then, there
exists a 2A such that for every s 2 #G we haveX
l2 #G
shi ðwðsÞl;kÞwðsÞ
n
l;j ¼ dj;ka:
The s ¼ 0 case shows a ¼ 1: Thus, this implies
k2ðwðsÞm;kÞ ¼
X
j;l2Is
shi ðwðsÞl;kÞwðsÞ
n
l;jk
2ðwðsÞm;jÞ
¼
X
j;l2Is
shi ðwðsÞl;kÞkðwðsÞ
n
j;mwðsÞj;lÞ
¼shi ðwðsÞm;kÞ:
Properties (F5) and (F6) of the Woronowicz characters show that this is
equivalent to f1 ¼ f1; which is further equivalent to r ¼ r1: Since r is a
positive self-adjoint operator, we get r ¼ 1; which implies that M is a Kac
algebra. ]
4. PRELIMINARIES FOR THE SUqð2Þ CASE
In the rest of this paper, we assume that G is the quantum group SUqð2Þ
introduced by Woronowicz [44]. For simplicity we assume 05q51; though
with a minor modiﬁcation our argument is also valid for 15q50: We
NON-COMMUTATIVE POISSON BOUNDARIES 27follow [25] for the notation, and in particular, the choice of the generators of
SUqð2Þ for our exposition. Therefore, some formulae we will present here
appear different from those in [31, 45].
4.1. CðSUqð2ÞÞ
The ‘‘function algebra A ¼ CðSUqð2ÞÞ over SUqð2Þ’’ is the universal C
n-
algebra generated by four generators x; u; v; and y with the following
relations:
ux ¼ qxu; vx ¼ qxv; yu ¼ quy; yv ¼ qvy;
uv ¼ vu; xy  q1uv ¼ yx quv ¼ 1;
xn ¼ y; un ¼ q1v:
For a non-negative half-integer s; we set
Is ¼ fs;sþ 1; . . . ; sg:
Then, the fundamental corepresentation fwð1=2Þi;jgi;j2I1=2 is given by
wð1=2Þ ¼
1=2
1=2
1=2 1=2
The coproduct d is determined by
dðwð1=2Þi;jÞ ¼
X
k2I1=2
wð1=2Þi;k  wð1=2Þk;j; i; j 2 I1=2:
As in the classical case, #G is identiﬁed with the set of non-negative half-
integers, and s 2 #G is called spin. We denote by wðsÞi;j the unitary
corepresentation of spin s obtained in [25, Theorem 2.8].
Explicit expression of two kinds of inner products of A with respect to
the Haar measure h are obtained in [25, (3.30), (3.31)]:
hðwðsÞni;jwðtÞk;lÞ ¼ ds;tdi;kdj;lq
2ðsþiÞ 1 q
2
1 q2ð2sþ1Þ
; ð4:1Þ
hðwðtÞk;lwðsÞ
n
i;jÞ ¼ ds;tdi;kdj;lq
2ðsjÞ 1 q
2
1 q2ð2sþ1Þ
: ð4:2Þ
The Woronowicz characters ffzg and the modular automorphism group
fsht gt2R are given by
fzðwðsÞk;lÞ ¼ dk;lq
2kz; ð4:3Þ
sht ðwðsÞk;lÞ ¼ q
2iðkþlÞtwðsÞk;l: ð4:4Þ
x u
v y
:
 !
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we use the following symbols: for two numbers a; q and a natural number l;
ða; qÞ0 :¼ 1; ða; qÞl :¼
Yl1
i¼0
ð1 aqiÞ:
For two non-negative integers m4n;
n
m
" #
q
:¼
ðq; qÞn
ðq; qÞmðq; qÞnm
:
Then, wðsÞi;s and wðsÞi;s are given by [25, Theorem 1.8]
wðsÞi;s ¼
2s
sþ i
" #1=2
q2
usiysþi; wðsÞi;s ¼
2s
sþ i
" #1=2
q2
xsivsþi: ð4:5Þ
4.2. Uqðsuð2ÞÞ
The quantum universal enveloping algebra Uqðsuð2ÞÞ is the *-algebra
generated by k; k1; e; and f with the following relations [10, 19]:
kk1 ¼ k1k ¼ 1;
kek1 ¼ qe; kfk1 ¼ q1f ;
ef  fe ¼
k2  k2
q q1
;
kn ¼ k; k1
n
¼ k1; en ¼ f :
Uqðsuð2ÞÞ is regarded as a subalgebra of #A with the following relations:
kðwðsÞi;jÞ ¼ di;jq
j;
eðwðsÞi;jÞ ¼ dj;iþ1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðsþ jÞqðs jþ 1Þq
q
;
f ðwðsÞi;jÞ ¼ dj;i1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðs jÞqðsþ jþ 1Þq
q
; ð4:6Þ
where for a half-integer n; nq stands for
nq ¼
qn  qn
q q1
:
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r ¼ Rðk2Þ:
Therefore, the quantum dimension dðsÞ for s 2 #G is given by
dðsÞ ¼ q2s þ q2sþ2 þ    þ q2s ¼ ð2sþ 1Þq:
The coproduct #d0 and the antipode #k on the generators are as follows:
#d0ðkÞ ¼ k  k;
#d0ðeÞ ¼ e k þ k1  e; #d0ðf Þ ¼ f  k þ k1  f ;
#kðkÞ ¼ k;
#kðeÞ ¼ qe; #kðf Þ ¼ q1f :
For s 2 #G; the spin s irreducible representation ps of Uqðsuð2ÞÞ on ‘2ðIsÞ
with respect to the canonical basis fxsjgj2Is is given by
psðkÞx
s
j ¼ q
jxsj;
psðeÞx
s
j ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðsþ jÞqðs jþ 1Þq
q
xsj1;
psðf Þx
s
j ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðs jÞqðsþ jþ 1Þq
q
xsjþ1: ð4:7Þ
For a left Uqðsuð2ÞÞ-module L; x 2 L=f0g is called the highest weight vector of
spin s 2 #G; if the following holds:
e  x ¼ 0; k  x ¼ qsx:
If x is such a vector, Uqðsuð2ÞÞ  x is equivalent to the spin s module.
The Casimir element C is a central element of Uqðsuð2ÞÞ deﬁned by
C ¼
q1=2k  q1=2k1
q q1

 2
þfe;
which satisﬁes
psðCÞ ¼ ðsþ 12Þ
2
q1s; s 2 #G:
4.3. The Adjoint Representation
For X 2 Uqðsuð2ÞÞ; the coproduct #d0ðX Þ; which is a priori deﬁned as an
element of ðAAÞn; actually belongs to the algebraic tensor product
Uqðsuð2ÞÞ  Uqðsuð2ÞÞ; as it is the case for the generators. Therefore, #d0ðX Þ
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P
i X
ð1Þ
i  X
ð2Þ
i : Using this fact, we introduce the adjoint
representation adðX Þ of Uqðsuð2ÞÞ on #A by
adðX ÞY :¼
X
i
X ð1Þi Y #kðX
ð2Þ
i Þ; Y 2 #A:
It is easy to show that adðX Þ is well deﬁned and gives a representation of
Uqðsuð2ÞÞ: For the generators, adðX Þ is given by
adðkÞY ¼ kYk1;
adðeÞY ¼ eYk1  qk1Ye; adðf ÞY ¼ fYk1  q1k1Yf :
Lemma 4.1. With the above notation, the following hold:
(1) Let n be a non-negative integer. Then, enkn is a highest weight vector
of spin n with respect to the adjoint representation of Uqðsuð2ÞÞ: For s 2 #G with
2s5n; psðenknÞ is not zero.
(2) There exists a Uqðsuð2ÞÞ-module map from ‘2ðI1Þ to Uqðsuð2ÞÞ that
sends x11; x
1
0; and x
1
1 to
w1 ¼ ek; w0 ¼
fe q2efﬃﬃﬃﬃﬃ
2q
p ; w1 ¼ q1kf :
Proof. Condition (1) follows from the deﬁnition of the highest weight
vectors and the above formulae. Condition (2) follows from (4.7) and
1ﬃﬃﬃﬃﬃﬃﬃﬃ
ð2Þq
p adðf Þek ¼ fe q2efﬃﬃﬃﬃﬃ
2q
p ;
1ﬃﬃﬃﬃﬃﬃﬃﬃ
ð2Þq
p adðf Þ fe q2efﬃﬃﬃﬃﬃ
2q
p
 !
¼ q1kf : ]
Let F be the right ðM ; dÞ action on #M introduced in Section 2. Thanks to
(2.3), we have
Fð #AðsÞÞ  #AðsÞ  W ðsÞW ðsÞn; s 2 #G:
We denote by Fs the restriction of F to #AðsÞ; which is given by
FsðaÞ ¼
X
i;j;l;m2Is
eðsÞijaeðsÞml  wðsÞi;jwðsÞ
n
lm; a 2 #AðsÞ:
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the product W ðsÞW ðsÞ decomposed into
W ð0Þ  W ð1Þ      W ð2sÞ:
Therefore, as a right ðA; dÞ-comodule (or equivalently left Uqðsuð2ÞÞ-module),
#AðsÞ is decomposed into the direct sum of the spin n comodules (or the spin n
modules) n ¼ 0; 1; . . . ; 2s with multiplicity one.
As stated in Section 2, the algebra *#M of the elements afﬁliated with #M can
be identiﬁed with
Q
s2 #G
#AðsÞ: Therefore, we can extend the deﬁnition of F to
*#M by setting
FðaÞ ¼ ðFsðasÞÞ 2
Y
s2 #G
#AðsÞ  W ðsÞW ðsÞn; a ¼ ðasÞ 2
Y
s2 #G
#AðsÞ:
For X 2 #A; ðid X ÞðFðaÞÞ makes sense as an element of *#M :
Lemma 4.2. Let X 2 Uqðsuð2ÞÞ and Y 2 #A: Then, we have
ðid X ÞðFðRðY ÞÞÞ ¼ RðadðX ÞY Þ:
Proof. For s 2 #G; the #AðsÞ-component of the left-hand side isX
i;j2Is
Y ðwðsÞi;jÞðid X ÞðFðeðsÞijÞÞ
¼
X
i;j;l;m2Is
X ðwðsÞl;iwðsÞ
n
m;jÞY ðwðsÞi;jÞeðsÞlm
¼
X
i;j;l;m2Is
ðid #kÞð#d0ðX ÞÞðwðsÞl;i  wðsÞj;mÞY ðwðsÞi;jÞeðsÞlm
¼
X
i;j;l;m2Is
X
p
ðX ð1Þp  Y  #kðX
ð2Þ
p ÞÞðwðsÞl;i  wðsÞi;j  wðsÞj;mÞeðsÞlm
¼
X
l;m;2Is
ðadðX ÞY ÞðwðsÞl;mÞeðsÞlm;
which is the #AðsÞ-component of the right-hand side. ]
Let ads be the representation of Uqðsuð2ÞÞ on #AðsÞ corresponding to Fs for
s 2 #G; namely adsðX Þa ¼ ðid X ÞðFsðaÞÞ for a 2 #AðsÞ: The above two
lemmas imply
Corollary 4.3. Let Es; s 2 #G be a natural projection from
*#M onto #AðsÞ:
Then, for an integer n with 04n42s; EsðRðenknÞÞ is a unique (up to scalar
multiple) spin n highest weight vector in #AðsÞ with respect to ads:
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Let D be a Cn-algebra with a right action b of ðA; dÞ: For each s 2 #G; we set
DðsÞ ¼ fx 2 D; bðxÞ 2 D W ðsÞg:
In [31, Theorem 1], Podles completely classiﬁed those ðD;bÞ satisfying the
following three properties: (1) Dð0Þ ¼ C; (2) the multiplicity of Dð1Þ is one,
and (3) Dð1Þ generates D: Such ðD;bÞ is called a quantum sphere.
Assume that ðD;bÞ satisﬁes the above three conditions and take a basis
fXigi2I1 of Dð1Þ satisfying
bðXiÞ ¼
X
j2I1
Xj  wð1Þj;i:
Note that fXigi2I1 are generators of D by assumption. Then, either of the
following occurs up to scalar multiple of the generators [31] (our expression
of the matrix wð1Þ is different from that in [31], and the following formulae
are taken from [27]):
Case I.
q1X0X1  qX1X0 ¼ q1X1X0  qX0X1
¼ ðq1  qÞX 20 þ X1X1  X1X1
¼ 0:
D is denoted by CðS2q;1Þ in this case.
Case II. There exists a real number c in the set
Jq ¼ 
1
ðqn þ qnÞ2
; n ¼ 2; 3; . . .
 
[ ½0;1Þ;
such that
X n0 ¼ X0; X
n
1 ¼ qX1; X
n
1 ¼ q
1X1;
q1X0X1  qX1X0 ¼ ðq1  qÞX1;
ðq1  qÞX 20 þ X1X1  X1X1 ¼ ðq
1  qÞX0;
q1X1X0  qX0X1 ¼ ðq1  qÞX1;
X 20  qX1X1  q
1X1X1 ¼ 1þ ðqþ q1Þ
2c:
D is denoted by CðS2q;cÞ in this case.
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ﬁrst case, c should be regarded as 1), and for every value c 2 Jq [ f1g;
CðS2q;cÞ actually exists. Since CðS
2
q;cÞð0Þ ¼ C; there exists a unique b-invariant
state on CðS2q;cÞ; which will be also denoted by h and called the Haar
measure. The weak closure of CðS2q;cÞ in the GNS representation of h will be
denoted by L1ðS2q;cÞ:
Among other quantum spheres, there is a distinguished one coming from
a ‘‘quantum homogeneous space’’. Since A is a universal algebra with the
generators and relations described at the beginning of this section, there
exists a homomorphism g from A to CðT Þ deﬁned by
gðxÞ ¼ z; gðyÞ ¼ %z; gðuÞ ¼ gðvÞ ¼ 0;
where z is the coordinate function of T: g is actually a Hopf algebra
homomorphism and is considered to be the restriction map to the
‘‘subgroup T of SUqð2Þ’’. It is easy to show that g on A is given by
gðwðsÞi;jÞ ¼ di;jz
2i:
We set
CðT=SUqð2ÞÞ ¼ fx 2 A; ðg idÞ  dðxÞ ¼ 1 xg:
Then, CðT=SUqð2ÞÞ is a Cn-subalgebra of A; which is the closure of the linear
span of [
s2 #G;j2Is
fwðsÞ0;jg:
ðCðT=SUqð2ÞÞ; djCðT=SUqð2ÞÞÞ is a quantum sphere with c ¼ 0; which can be
directly veriﬁed with the choice of generators
X1 ¼ wð1Þ0;1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ q2
p
xv; X1 ¼ wð1Þ0;1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ q2
p
uy;
X0 ¼ wð1Þ0;0 ¼ 1þ ðqþ q
1Þuv:
The weak closure of CðT=SUqð2ÞÞ in the GNS representation of h will be
denoted by L1ðT=SUqð2ÞÞ; which can be regarded as the von Neumann
subalgebra of M :
Let #F be the left ð #M; #dÞ action on M deﬁned in Subsection 2.4. The
following lemma shows that #F preserves CðT=SUqð2ÞÞ:
Lemma 4.4. Let Mð #A CðT=SUqð2ÞÞÞ be the multiplier algebra of #A
CðT=SUqð2ÞÞ: Then,
#FðCðT=SUqð2ÞÞÞ  Mð #A CðT=SUqð2ÞÞÞ:
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on L1ðT=SUqð2ÞÞ:
Proof. Let a 2 CðT=SUqð2ÞÞ: Then thanks to (2.3), #FðaÞ has the formX
s2 #G;i;j2Is
eðsÞij  aij;
where aij ¼
P
l2Is wðsÞ
n
liawðsÞl;j: To prove the statement, it sufﬁces to show
aij 2 CðT=SUqð2ÞÞ: Indeed,
ðg idÞ  dðaijÞ
¼
X
l;2Is
ðg idÞ  dðwðsÞnliawðsÞl;jÞ
¼
X
l;m;p;2Is
ðg idÞððwðsÞnl;p  wðsÞ
n
piÞdðaÞðwðsÞlm  wðsÞm;jÞÞ
¼
X
l;m;p;2Is
gðwðsÞnl;pÞgðwðsÞlmÞ  wðsÞ
n
piawðsÞm;j
¼
X
l;p;2Is
1 wðsÞnpiawðsÞp;j
¼ 1 aij: ]
Remark. As one can see from the proof, the above lemma actually holds
for an arbitrary pair of a compact quantum group and its compact quantum
subgroup.
4.5. Some equalities
We end this section with a few equalities involving the q-binomial
coefﬁcients, which will be used in the next section. The following are
elementary and easily shown by induction:
Lemma 4.5. Let n be a non-negative integer. Then,
(1) For an indeterminate z;
ðz; qÞn ¼
Xn
j¼0
qjðj1Þ=2
n
j
" #
q
ðzÞj:
(2) For two elements a; b in an algebra satisfying ba ¼ qab;
ðaþ bÞn ¼
Xn
j¼0
n
j
" #
q
ajbnj:
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easy to show.
Lemma 4.6. The following equalities hold:
(1) For non-negative integers m; n; and p with 04p4mþ n;
mþ n
p
" #
q
¼
X
j
qjðjþnpÞ
m
j
" #
q
n
p  j
" #
q
;
where j runs over all integers satisfying
maxf0;p  ng4j4minfm;pg:
(2) For an indeterminate z and an non-negative integer n;
ðqnþ1; qÞn
ðz; qÞnþ1
¼
Xn
j¼0
qjð2nþ1Þ
ðqn; qÞjðq
nz; qÞj
ðq; qÞjðz; qÞjþ1
:
Proof. (1) Take two elements a; b in an algebra satisfying ba ¼ qab:
Lemma 4.5 implies
ðaþ bÞmþn ¼ ðaþ bÞmðaþ bÞn
¼
Xm
j¼0
Xn
i¼0
m
j
" #
q
n
i
" #
q
amjbjaibni
¼
Xm
j¼0
Xn
i¼0
m
j
" #
q
n
i
" #
q
qijamjþibniþj;
which shows the statement.
(2) We introduce a polynomial gðzÞ of degree at most n by
gðzÞ ¼
Xn
j¼0
ð1Þjqjðjþ2nþ1Þ=2
n
j
" #
q
ðqnz; qÞjðq
nz; q1Þnj:
Then, to prove the statement, it sufﬁces to show gðzÞ ¼ ðqnþ1; qÞn for nþ 1
distinct z: Setting z ¼ qnm with 04m4n; we get
gðqnmÞ ¼
Xm
j¼0
qjðjþnmÞ
n
j
" #
q
ðq; qÞ2nmðq; qÞm
ðq; qÞnþjmðq; qÞmj
¼ ðq; qÞn
Xm
j¼0
qjðjþnmÞ
m
j
" #
q
2n m
n j
" #
q
:
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ðq; qÞn
2n
n
" #
q
¼
ðq; qÞ2n
ðq; qÞn
¼ ðqnþ1; qÞn: ]
5. SUqð2Þ; SPIN 12 CASE
The goal of the rest of this paper is to apply the general theory established
in Section 3 to a concrete example; we determine the structure of the relative
commutant R; or equivalently, the structure of H1ð #M ; PmÞ for G ¼ SUqð2Þ:
In this section, we work on the spin 1
2
Markov operator P1=2: Based on the
analysis of eigenvalues of P1=2 in this section, we treat the general case in the
next section. For simplicity, P1=2 and Q1=2 will be denoted by P and Q;
respectively.
As we have already seen in (4) of Theorem 3.6, H1ð #M ; P Þ is the
weak closure of the linear span of the spectral subspaces H1ð #M ; P ÞðsÞ; s 2 #G:
So, we ﬁrst determine the structure of H1ð #M; P ÞðsÞ for each s: For
this purpose, it is enough to obtain the highest weight vectors because the
fact
F  P ¼ ðP  idÞ  F
implies that P commutes with the adjoint representation of Uqðsuð2ÞÞ:
Thanks to Corollary 4.3, we already know all the integer spin highest weight
vectors in each #AðtÞ; t 2 #G for the adjoint representation. (Note that F has
only integer spins and it is actually an action of SOqð3Þ rather than SUqð2Þ:)
Therefore, our main concern is how to assemble them to make bounded P -
harmonic elements.
From now on, we omit the symbol R when there is no possibility of
confusion, and identify #A; *#M; and
Q
s2 #G
#AðsÞ: For every X 2 #A and q-trace
Ts; ðid TsÞð#dðX ÞÞ makes sense as an element of #A: Therefore, we can
extend P and Q to #A in a natural way. The extensions will be denoted by *P
and *Q:
Lemma 5.1. Let n be a non-negative integer and e; k;C 2 Uqðsuð2ÞÞ be as in
the previous section. Then,
(1) *QðenknÞ ¼ ðqn þ qnÞenkn;
(2) *QðCenknÞ ¼ ðqnþ2 þ qðnþ2ÞÞCenkn þ 2ðnþ 3
2
Þqð
1
2
Þqe
nkn:
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#dðenknÞ ¼ ðe k þ k1  eÞnðkn  knÞ
¼
Xn
j¼0
n
j
" #
q2
ðkjenjkn  ejk2njÞ
¼
Xn
j¼0
n
j
" #
q2
qjðjnÞðenjknj  ejk2njÞ:
Since T1=2ðejk2njÞ=0 only if j ¼ 0; we get the formula.
(2) Direct computation shows
#dðCÞ ¼C k2 þ k2  C

ðqþ q1Þðk2  k2Þ þ 2 2ð1 k2 þ k2  1Þ
ðq q1Þ2
þ k1e fk þ fk1  ke:
Thus, the only terms of #dðCenknÞ that may survive in ðid T1=2Þ are the
following:
Cenkn  k2ðnþ1Þ 
2
ðq q1Þ2
enkn  ðk2n  k2nþ2Þ
þ q2nenkn2  qnþ1nqfeþ C þ
2 ðqþ q1Þk2
ðq q1Þ2

 
k2n:
In fact, the last term does not survive because *QðCenknÞ should be a highest
weight vector of spin n for the adjoint representation (it can be shown by
direct computation as well). Thus, we obtain the statement. ]
Now we determine the action of P on the highest weight vectors.
Lemma 5.2. Let Es be the natural projection from #A onto #AðsÞ; s 2 #G:
For a natural number l; we set xn;l ¼ Eðl1Þ=2ðenknÞ (note that xn;l=0; if and
only if l5nþ 1). Then,
P ðxn;nþ1Þ ¼
1
ðqþ q1Þðnþ 2Þq
xn;nþ2;
P ðxn;lÞ ¼
ðl nÞq
ðqþ q1Þðlþ 1Þq
xn;lþ1 þ
ðlþ nÞq
ðqþ q1Þðl 1Þq
xn;l1; l5nþ 2:
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Qð #AðsÞÞ  #Aðs 1
2
Þ  #Aðsþ 1
2
Þ:
Since Qðxn;lÞ is again a highest weight vector of spin n for the adjoint
representation, there exist two numbers anðlþ 1; lÞ; l5n and anðl 1; lÞ;
l5nþ 1 with anðn; nþ 1Þ ¼ 0; anðnþ 1; nÞ ¼ 0 satisfying
Qðxn;lÞ ¼ anðlþ 1; lÞxn;lþ1 þ anðl 1; lÞxn;l1; l5nþ 1:
We claim that the following hold:
Eðl1Þ=2ð *Qðe
nknÞÞ ¼ ðanðl; l 1Þ þ anðl; lþ 1ÞÞxn;l; l5nþ 1;
Eðl1Þ=2ð *QðCe
nknÞÞ ¼
l 1
2

 2
q
anðl; l 1Þ þ
lþ 1
2

 2
q
anðl; lþ 1Þ
" #
xn;l;
l5nþ 1:
Indeed, we set
x ¼ ðqþ q1ÞLhðqxþ q1yÞ 2 Hh:
Then, (4.1) implies that for every a 2 #A;
T1=2ðaÞ ¼ hax; xi:
Thus, we get
h *QðenknÞLhðwðsÞ0;iÞ;LhðwðsÞ0;jÞi
¼ hV nð1RðenknÞÞV ðLhðwðsÞ0;iÞ  xÞ;LhðwðsÞ0;jÞ  xi
¼
X
p;r2Is
hLhðwðsÞ0;pÞ Rðe
nknÞwðsÞp;ix; ðLhðwðsÞ0;rÞ  wðsÞr;jxÞi:
Since wðsÞp;ix 2 LhðW ðsþ
1
2
ÞÞ þ LhðW ðs 12ÞÞ; we have
RðenknÞwðsÞp;ix ¼ ðEsþ1=2ðe
nknÞ þ Es1=2ðe
nknÞÞwðsÞp;ix:
Thus, we can replace enkn with xn;2s þ x2sþ2 in the above equation, and so
Esð *QðenknÞÞ ¼ EsðQðxn;2sÞ þ Qðxn;2sþ2ÞÞ:
This proves the ﬁrst equality of the claim, and the second one can be shown
in the same way.
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anðl; l 1Þ þ anðl; lþ 1Þ ¼ qnþ2 þ qðnþ2Þ; l5nþ 1;
l 1
2

 2
q
anðl; l 1Þ þ
lþ 1
2

 2
q
anðl; lþ 1Þ
¼ ðqnþ2 þ qðnþ2ÞÞ
l
2

 2
q
þ2 nþ
3
2

 
q
1
2

 
q
; l5nþ 1:
Solving these, we get
anðl; l 1Þ ¼
ðl n 1Þq
lq
; anðl; lþ 1Þ ¼
ðlþ nþ 1Þq
lq
: ]
Thanks to Corollary 4.3, a 2 #A is the highest weight vector of spin n
if and only if there exists a sequence falg
1
l¼1 such that al ¼ 0 for l4n
and
a ¼ ða2sþ1xn;2sþ1Þ 2
Y
s2 #G
#AðsÞ:
Moreover, the above lemma implies that a is an eigenvector of *P for an
eigenvalue l if and only if falg satisﬁes the following recurrence relation:
lðqþ q1Þðnþ 1Þqanþ1 ¼ ð2ðnþ 1ÞÞqanþ2;
lðqþ q1Þlqal ¼ ðlþ nþ 1Þqalþ1 þ ðl n 1Þqal1; l5nþ 2: ð5:1Þ
Therefore, for each eigenvalue l; the eigenspace of *P in #A contains each
integer spin spectral subspace for the adjoint representation with multi-
plicity exactly one. In this sense, the eigenvalue problem of *P is completely
solved. To settle the problem for P ; namely to single out bounded
eigenvectors from the above ones, we need some estimates.
It is easy to show the following lemma from (4.7):
Lemma 5.3. For each non-negative integer n; there exist two positive
constant C1 and C2; depending only on q and n; such that
C1qnl4jjxn;ljj4C2qnl; l5nþ 1:
For a non-negative integer n and a non-zero complex number a with
jaj41; we introduce a sequence fan;al g
1
l¼nþ1 determined by the following
MASAKI IZUMI40recurrence relation:
an;anþ1 ¼ 1; a
n;a
nþ2 ¼
ð1þ a2Þð1 q2ðnþ1ÞÞ
1 q4ðnþ1Þ
¼
1þ a2
1þ q2ðnþ1Þ
;
ðaþ a1Þð1 q2lÞan;al
¼ a1ð1 q2ðlþnþ1ÞÞan;alþ1 þ að1 q
2ðln1ÞÞan;al1; l5nþ 2:
Lemma 5.4. Let fan;al g
1
l¼nþ1 be as above. Then,
(1) For a2=1; fan;al g
1
l¼nþ1 is bounded. Moreover, if jaj ¼ 1; we have
lim
l!1
an;al 
a2lðq2ðnþ1Þ; q2Þnþ1
a2ðnþ1Þða2; q2Þnþ1

 
¼
ðq2ðnþ1Þ; q2Þnþ1
ða2; q2Þnþ1
:
If jaj51; we have
lim
l!1
an;al ¼
ðq2ðnþ1Þ; q2Þnþ1
ða2; q2Þnþ1
:
In particular, for a ¼ q;
lim
l!1
an;ql ¼
2nþ 1
n
" #
q2
:
(2) For a2 ¼ 1;
lim
l!1
an;al
l
¼
ðq2; q2Þ2nþ1
ðq2; q2Þ2n
:
(3) If a is a positive number, then an;al > 0 for every l5nþ 1:
Proof. (1) It is easy to show that for ﬁxed n and a; there exists c > 0 such
that jan;al j4c
l for all l5nþ 1: Thus, we can introduce an analytic function
gn;aðzÞ deﬁned on a neighborhood of 0 by
gn;aðzÞ ¼
X1
l¼nþ1
an;al z
l:
The recurrence relation of fan;al g
1
l¼nþ1 implies the following function
equation:
ð1 zÞð1 a2zÞgn;aðzÞ
¼ q2nð1 q2nzÞð1 q2na2zÞgn;aðq2zÞ þ ð1 q2ð2nþ1ÞÞznþ1:
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D ¼ C=ðfq2j; j 2 Z50g [ fa2q2j; j 2 Z50gÞ:
The above function equation implies
ð1 q2ð2nþ1ÞÞznþ1q2lð2nþ1Þ
ðq2nz; q2Þlða
2q2nz; q2Þl
ðz; q2Þlþ1ða2z; q2Þlþ1
¼
ðq2nz; q2Þlða
2q2nz; q2Þl
ðz; q2Þlða2z; q2Þl
q2nlgn;aðq2lzÞ

ðq2nz; q2Þlþ1ða
2q2nz; q2Þlþ1
ðz; q2Þlþ1ða2z; q2Þlþ1
q2nðlþ1Þgn;aðq2ðlþ1ÞzÞ:
It is easy to show that
ðq2nz; q2Þlða
2q2nz; q2Þl
ðz; q2Þlða2z; q2Þl
q2nlgn;aðq2lzÞ
uniformly converges to 0 on every compact subset of D when l tends to
inﬁnity. Therefore, we get
gn;aðzÞ ¼ ð1 q2ð2nþ1ÞÞznþ1
X1
l¼0
q2lð2nþ1Þ
ðq2nz; q2Þlða
2q2nz; q2Þl
ðz; q2Þlþ1ða2z; q2Þlþ1
:
If a2=1 and jaj ¼ 1; z ¼ 1 and a2 are poles of order at most one. Indeed
using Lemma 4.6, we get
lim
z!1
ð1 zÞgn;aðzÞ ¼ ð1 q2ð2nþ1ÞÞ
Xn
l¼0
q2lð2nþ1Þ
ðq2n; q2Þlða
2q2n; q2Þl
ðq2; q2Þlða2; q2Þlþ1
¼
ðq2ðnþ1Þ; q2Þnþ1
ða2; q2Þnþ1
;
lim
z!a2
ð1 a2zÞgn;aðzÞ ¼
ð1 q2ð2nþ1ÞÞ
a2ðnþ1Þ
Xn
l¼0
q2lð2nþ1Þ
ðq2n; q2Þlða
2q2n; q2Þl
ðq2; q2Þlða2; q2Þlþ1
¼
ðq2ðnþ1Þ; q2Þnþ1
a2ðnþ1Þða2; q2Þnþ1
:
Therefore, there exists an analytic function g1n;aðzÞ on jzj5q
2 such that
g1n;aðzÞ ¼ gn;aðzÞ 
ðq2ðnþ1Þ; q2Þnþ1
ða2; q2Þnþ1
1
1 z

ðq2ðnþ1Þ; q2Þnþ1
a2ðnþ1Þða2; q2Þnþ1
1
1 a2z
¼
X1
l¼0
an;al 
ðq2ðnþ1Þ; q2Þnþ1
ða2; q2Þnþ1

a2lðq2ðnþ1Þ; q2Þnþ1
a2ðnþ1Þða2; q2Þnþ1

 
zl;
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jaj51 case can be treated in a similar way.
(2) In a similar way as above, we get the following for a2 ¼ 1:
lim
l!1
ð1 zÞ2gn;aðzÞ ¼ ð1 q2ð2nþ1ÞÞ
Xn
l¼0
q2lð2nþ1Þ
ðq2n; q2Þ2l
ðq2; q2Þ2l
¼
ðq2; q2Þ2nþ1
ðq2; q2Þ2n
;
which proves the statement.
(3) Assume that a is a positive number less than or equal to 1. Let r be
a positive number. Then, the recurrence relation is equivalent to
a1ð1 q2ðlþnþ1ÞÞðan;alþ1  ra
n;a
l Þ ¼ ar
1ð1 q2ðln1ÞÞðan;al  ra
n;a
l1Þ þ bla
n;a
l ;
bl :¼ að1 r1Þ þ a1ð1 rÞ  q2lðaþ a1  a1rq2ðnþ1Þ  ar1q2ðnþ1ÞÞ;
where l5nþ 1 and an;an is understood as 0: Therefore, to prove the statement
by induction, it sufﬁces to show that there exists r such that bl > 0 for all
l5nþ 1; which is equivalent to the following two:
að1 r1Þ þ a1ð1 rÞ ¼
ð1 rÞðr  a2Þ
ra
50;
bnþ1 ¼
ð1 q4ðnþ1ÞÞ
a
1þ a2
1þ q2ðnþ1Þ
 r

 
> 0:
Such a choice of r is always possible. ]
For a non-negative integer n and a complex number l; we introduce a
sequence fbn;ll g
1
l¼1 with b
n;l
l ¼ 0 for l4n satisfying the following recurrence
relation (see [26] for a similar recurrence relation appearing in the spherical
functions on the quantum spheres):
bn;lnþ1 ¼ 1; b
n;l
nþ2 ¼
lðqþ q1Þ
1þ q2ðnþ1Þ
;
lðqþ q1Þð1 q2lÞbn;ll ¼ ð1 q
2ðlþnþ1ÞÞbn;llþ1 þ ð1 q
2ðln1ÞÞbn;ll1; l5nþ 1:
Note that if a is a complex number with jaj41 satisfying
aþ a1 ¼ lðqþ q1Þ;
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nþ1lan;al : Moreover, al ¼ q
ðnþ1Þlbn;ll satisﬁes (5.1). Thus, we can
construct eigenvectors fhlðnÞjgj2In of *P for l by setting
hlðnÞn ¼ ðq
2sðnþ1Þbn;l2sþ1xn;2sþ1Þ 2
Y
s2 #G
#AðsÞ;
hlðnÞj ¼
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðnþ 1 jÞqðnþ jÞq
p adðf ÞhlðnÞj1:
Note that Lemmas 5.3 and 5.4 imply that hlðnÞj is bounded if and only if
q4jaj41: For l ¼ 1; hlðnÞj will be simply denoted by hðnÞj: Summing up the
results we have obtained so far, we get the following theorem:
Theorem 5.5. For a non-negative integer n and a complex number l; we
denote by #MðP ; lÞðnÞ and #Að *P; lÞðnÞ the eigenspaces of P and *P for the
eigenvalue l with spin n for the adjoint representation. Then,
(1) fhlðnÞjgj2In is a basis of #Að *P; lÞðnÞ:
(2) #MðP ; lÞðnÞ ¼ #Að *P; lÞðnÞ; namely hlðnÞj is bounded for j 2 In if and
only if l ¼ xþ iZ; x; Z 2 R satisfies
x2 þ
1þ q2
1 q2

 2
Z241:
As a corollary, we get
Corollary 5.6. Let n be a non-negative integer. Then,
(1) The multiplicity of spectral subspace H1ð #M ; P ÞðnÞ for the adjoint
representation is exactly one, and fhðnÞjgj2In is a basis of H
1ð #M; P ÞðnÞ:
(2) A complex number l is an eigenvalue of P restricted to the spin n
spectral subspace of #M if and only if it is an eigenvalue of P restricted to the
center Zð #MÞ:
(3) *P restricted to the center Zð #AÞ has a positive eigenvector for
eigenvalue l if and only if
l5
2
qþ q1
:
Now, we decide the algebra structure of R using the Choi–Effros product
on H1ð #M; P Þ: Let wi; i ¼ 1; 0; 1 be as in Lemma 4.1. Then, we have
hð1Þj ¼ ða
1;q
2sþ1q
2sþ1EsðwjÞÞ 2
Y
s2 #G
#AðsÞ;
hðnÞn ¼ ða
n;q
2sþ1q
ð2sþ1Þnxn;2sþ1Þ 2
Y
s2 #G
#AðsÞ:
It is straightforward to show the following:
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wn0 ¼ w0; w
n
1 ¼ qw1; w
n
1 ¼ q
1w1;
q1w0w1  qw1w0 ¼
1 q2ﬃﬃﬃﬃﬃ
2q
p C þ 2
ðq q1Þ2

 
ðq1  qÞw1;
w20  qw1w1  q
1w1w1 ¼
ð1 q2Þ2
2q
C þ
2
ðq q1Þ2

 2

ðqþ q1Þ2
ðq q1Þ4
" #
:
Thanks to (3) of Lemma 5.4, for each non-negative integer n we introduce
a family of nearest-neighbor transition probability on the set N5nþ1 of
natural numbers larger than n by
pnðl; lþ 1Þ ¼
ð1 q2ðlþnþ1ÞÞa1;qlþ1
ð1þ q2Þð1 q2lÞa1;ql
; l5nþ 1;
pnðl; l 1Þ ¼
q2ð1 q2ðln1ÞÞa1;ql1
ð1þ q2Þð1 q2lÞa1;ql
; l5nþ 2:
Since
pðl; lþ 1Þ 
1
1þ q2
>
1
2
ðl!1Þ;
these random walks are transient. Lemma 5.2 implies
P ðqnlan;ql xn;lÞ
¼ pnðlþ 1; lÞqnðlþ1Þa
n;q
lþ1xn;lþ1 þ pnðl 1; lÞq
nðl1Þan;ql1xn;l1; l5nþ 1;
where pnðn; nþ 1Þ should be understood as 0: We denote by pðmÞn ðj; lÞ the
m-step transition probability from j to l:
Lemma 5.8. With the above notation, we have
(1) hð1Þn0 ¼ hð1Þ0; hð1Þ
n
1 ¼ qhð1Þ1; hð1Þ
n
1 ¼ q
1hð1Þ1;
(2) s lim
m!1
Pmðq1hð1Þ0hð1Þ1  qhð1Þ1hð1Þ0Þ
¼
ð1 q6Þ
ð1 q2Þ2
ﬃﬃﬃﬃ
2q
p ðq1  qÞhð1Þ1:
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m!1
Pmðhð1Þ20  qhð1Þ1hð1Þ1  q
1hð1Þ1hð1Þ1Þ
¼
ð1 q6Þ
ð1 q2Þ2
ﬃﬃﬃﬃﬃ
2q
p
" #2
:
(4) s lim
m!1
Pmðhð1Þn1Þ ¼
qnðn1Þ=2ð1 q6Þn
ð1 q2Þn
2nþ 1
n
" #
q2
hðnÞn:
Proof. Condition (1) is an immediate consequence of the previous
Lemma 5.7.
(2) For l5nþ 1; we set
xðlÞ ¼ 
q1ð1þ q2lÞa1;qlﬃﬃﬃ
2
p
q
:
Then, Lemma 5.7 implies
q1hð1Þ0hð1Þ1  qhð1Þ1hð1Þ0 ¼ ðxð2sþ 1Þa
1;q
2sþ1q
2sþ1Esðw1ÞÞ 2
Y
s2 #G
#AðsÞ:
Therefore, we get
Pmðq1hð1Þ0hð1Þ  qhð1Þ1hð1Þ0Þ
¼ ðxðmÞð2sþ 1Þa1;q2sþ1q
2sþ1Esðw1ÞÞ 2
Y
s2 #G
#AðsÞ;
where
xðmÞðlÞ ¼
X1
j¼nþ1
pðmÞ1 ðl; jÞxðjÞ:
As the random walk determined by p1ðl; jÞ is transient (which is in fact more
than enough), for ﬁxed l and a ﬁnite set F we have
lim
m!1
X
j2F
pðmÞ1 ðl; jÞ ¼ 0:
Since xðlÞ has limit as l goes to inﬁnity, we get
lim
m!1
xðmÞðlÞ ¼ lim
j!1
xðjÞ ¼ 
q1ﬃﬃﬃﬃﬃ
2q
p 3
1
" #
q2
¼ 
1 q6
qð1 q2Þ
ﬃﬃﬃﬃﬃ
2q
p ;
where we use Lemma 5.4. Therefore, we get the statement.
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ZðlÞ ¼
½ð1þ q2lÞ2  ðqþ q1Þq2lða1;ql Þ
2
2qð1 q2Þ
2
:
Then,
hð1Þ20  qhð1Þ1hð1Þ1  q
1hð1Þ1hð1Þ1 ¼ ðZð2sþ 1Þ1sÞ:
(Note that a0;ql ¼ 1:) The same argument using p0ðl; jÞ implies the
statement from
lim
j!1
ZðjÞ ¼
ð1 q6Þ2
ð1 q2Þ42q
:
(4) We set
zðlÞ ¼ qnðn1Þ=2
ða1;ql Þ
n
an;ql
:
Then,
hð1Þn1 ¼ ðzð2sþ 1Þa
n;q
2sþ1q
nð2sþ1Þxn;2sþ1Þ:
The same argument using pnðl; jÞ implies the statement from the limit
lim
j!1
zðjÞ ¼
qnðn1Þ=2ð1 q6Þn
ð1 q2Þn
2nþ 1
n
" #
q2
: ]
Using Podles’s classiﬁcation of quantum spheres [31], we get the main
result of this section.
Theorem 5.9. With the above notation, the following hold:
(1) There exists a *-isomorphism y1 from the relative commutant R onto
L1ðT=SUqð2ÞÞ such that
jR ¼ h  y1;
ðy1  idÞ  aR ¼ d  y1:
(2) There exists a completely positive isometry y0 from H1ð #M ; P Þ onto
L1ðT=SUqð2ÞÞ commuting with the ðM ; dÞ actions such that for every non-
negative integer n and j 2 In; we have
y0ðhðnÞjÞ ¼
ð1Þnqn=2ð1 q2ð2nþ1ÞÞ
ð1 q2Þnð1 q2ðnþ1ÞÞ
2n
n
" #1=2
q2
wðnÞ0;j:
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Xi ¼ 
q1=2ð1þ q2Þ1=2ð1 q2Þ2
ð1 q6Þ
yðhð1ÞiÞ; i ¼ 1; 0; 1:
Since y commutes with the ðM ; dÞ actions, fXigi2I1 is a basis of the spectral
subspace Rð1Þ satisfying
aRðXiÞ ¼
X
j2I1
Xj  wð1Þj;i:
Let D be the Cn-algebra generated by fXigi2I1 : Then, ðD; ajDÞ is isomorphic to
one of the quantum spheres. Lemma 5.8 implies
X n0 ¼ X0; X
n
1 ¼ qX1; X
n
1 ¼ q
1X1;
q1X0X1  qX1X0 ¼ ðq1  qÞX1;
X 20  qX1X1  q
1X1X1 ¼ 1;
which shows that ðD; ajDÞ is isomorphic to CðT=SUqð2ÞÞ: In particular, D
contains each integer spin spectral subspace with multiplicity one. Since the
multiplicity of RðsÞ is the same as that of H1ð #M; P ÞðsÞ for every s 2 #G;
Corollary 5.7 implies that RðsÞ has multiplicity one for every integer s and 0
for every half-integer s: Thus, RðnÞ  D for every non-negative integer n:
Lemma 3.3 implies that D is weakly dense in R: Since jR is a faithful normal
state on R that is invariant under aR; the isomorphism y1 from D to
CðT=SUqð2ÞÞ deﬁned by
y1ðXiÞ ¼ wð1Þ0;i; i ¼ 1; 0; 1;
extends to a *-isomorphism from R onto L
1ðT=SUqð2ÞÞ satisfying the
desired properties.
(2) We set y0 ¼ y1  y; which is a completely positive isometry from
H1ð #M; P Þ to L1ðT=SUqð2ÞÞ: Using (4.5), we get
wðnÞ0;n ¼
2n
n
" #1=2
q2
xnvn ¼
qnðn1Þ=2
ð1þ q2Þn=2
2n
n
" #1=2
q2
ðwð1Þ0;1Þ
n:
MASAKI IZUMI48Thus,
y0ðhð1Þ1Þ
n ¼
ð1Þnqn=2ð1 q6Þn
ð1 q2Þ2nð1þ q2Þn=2
ðwð1Þ0;1Þ
n
¼
ð1Þnqn
2=2ð1 q6Þn
ð1 q2Þ2n
2n
n
" #1=2
q2
wðnÞ0;n:
On the other hand, (2) of Theorem 3.6 and (4) of Lemma 5.8 imply
y0ðhð1Þ1Þ
n ¼
qnðn1Þ=2ð1 q6Þn
ð1 q2Þn
2nþ 1
n
" #
q2
y0ðhðnÞnÞ:
Thus, we get
y0ðhðnÞnÞ ¼
ð1Þnqn=2
2nþ 1
n
" #
q2
ð1 q2Þn
2n
n
" #1=2
q2
wðnÞ0;n
¼
ð1Þnqn=2ð1 q2ð2nþ1ÞÞ
ð1 q2Þnð1 q2ðnþ1ÞÞ
2n
n
" #1=2
q2
wðnÞ0;n:
The general statement for fhðnÞjgj2In follows from the fact that y0 commutes
with the ðM ; dÞ actions. ]
In view of the classical theory of the Poisson boundaries, for a harmonic
element a 2 H1ð #M; P Þ; y0ðaÞ is considered to be the ‘‘boundary value’’ of a
on T=SUqð2Þ: The following theorem provides a way to recover a from its
‘‘boundary value’’ using integration by the Haar measure.
Theorem 5.10 (Poisson Integral). Let Y be the map from M to
H1ð #M; P Þ introduced in Section 3, that is,
YðaÞ ¼ ðid hÞ  #FðaÞ; a 2 M
and let Y0 be restriction of Y to L1ðT=SUqð2ÞÞ: Then, Y0 is the inverse of y0:
In particular, Y0 is a complete positive isometry from L1ðT=SUqð2ÞÞ onto
H1ð #M; P Þ commuting both of the right ðM ; dÞ actions and the left ð #M ; #dÞ
NON-COMMUTATIVE POISSON BOUNDARIES 49actions. (Note that the ð #M; #dÞ action on L1ðT=SUqð2ÞÞ is well defined thanks to
Lemma 4.4.)
Proof. Since y0 ¼ y1  y is a normal map, so is Y0  y0: Thus, to prove the
statement it sufﬁces to show Y0  y0ðhðnÞnÞ ¼ hðnÞn for each non-negative
integer n because Y0  y0 commutes with the right ðM ; dÞ actions and the
linear span of fhðnÞjgn;j is dense in weak topology. Since Y0  yðhðnÞnÞ is a
highest weight vector of spin n; Corollary 5.6 implies that Y0  yðhðnÞnÞ is
proportional to hðnÞn: Therefore, we compare the eðn=2Þn=2;n=2 compo-
nents of hðnÞn and Y0  yðhðnÞnÞ to show that they are equal. The former is
obtained from (4.6), and it is
q3n=2ðq2; q2Þn
ð1 q2Þn
:
To obtain the latter, ﬁrst we compute the eðn=2Þn=2;n=2 component of
Y0ðwðnÞ0;nÞ; which is, by deﬁnition, given byX
j2In=2
hðwðn=2Þnj;n=2wðnÞ0;nwðn=2Þj;n=2Þ
¼
X
j2In=2
hðshi ðwðn=2Þj;n=2Þwðn=2Þ
n
j;n=2wðnÞ0;nÞ
¼ h
X
j2In=2
wðn=2Þj;n=2s
h
i ðwðn=2Þj;n=2Þ
n
2
4
3
5
n
wðnÞ0;n
0
@
1
A:
Using (4.4) and (4.5), and Lemma 4.5, we getX
j2In=2
wðn=2Þj;n=2s
h
i ðwðn=2Þj;n=2Þ
n
¼
Xn
l¼0
q2l
n
l
" #
q2
xnlvlðunlylÞn
¼ ðq1Þn
Xn
l¼0
qlðl1Þðq4Þl
n
l
" #
q2
xnvn
¼ ðq1Þnðq4; q2Þnx
nvn
¼
ð1Þnðq2; q2Þnþ1
qnð1 q2Þ
2n
n
" #1=2
q2
wðnÞ0;n:
MASAKI IZUMI50This shows that the eðn=2Þn=2;n=2 component of Y0ðwðnÞ0;nÞ is
ð1Þnðq2; q2Þnþ1
qnð1 q2Þ
2n
n
" #1=2
q2
hðwðnÞn0;nwðnÞ0;nÞ:
Thus, (4.1) and Theorem 5.9 imply that the eðn=2Þn=2;n=2 component of
Y0  yðhðnÞnÞ is
ðq2; q2Þnð1 q
2ð2nþ1ÞÞ
qn=2ð1 q2Þnþ1
hðwðnÞn0;nwðnÞ0;nÞ ¼
q3n=2ðq2; q2Þn
ð1 q2Þn
: ]
6. SUqð2Þ; GENERAL CASE
Now, we proceed to the general case; namely let m=d0 be a ﬁnitely
supported probability measure on #G: The goal of this section is to show that
the ‘‘Poisson boundary’’ for Pm does not depend on the choice of m and it is
actually L1ðT=SUqð2ÞÞ:
Let fUnðzÞg
1
n¼0 be the Tchebichef polynomials of second kind, which are
deﬁned by the recurrence relation
U0ðzÞ ¼ 1; U1ðzÞ ¼ 2z;
Unþ1ðzÞ ¼ 2zUnðzÞ  Un1ðzÞ; n51;
or equivalently deﬁned by
Unðcosh tÞ ¼
sinhðnþ 1Þt
sinh t
:
Comparing the above recurrence relation with the fusion rules of #G; we
get
Qs ¼ U2s
Q
2

 
;
dðsÞ ¼ ð2sþ 1Þq ¼ U2s
qþ q1
2

 
:
Lemma 6.1. Let U 0nðzÞ be the derivative of UnðzÞ: Then,
U 0n
qþ q1
2

 
> 0; n51:
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Unþ2ðcosh tÞ
0  Unðcosh tÞ
0 ¼ 2ðnþ 2Þsinhðnþ 2Þt; n50: ]
In the SUqð2Þ case, m is a generating measure if and only if the support of m
contains a half-integer spin. Therefore, if m is supported only by integer
spins, the action a should be treated as an SOqð3Þ action rather than SUqð2Þ:
We ﬁrst treat the generating case.
Theorem 6.2. Let m be a finitely supported generating measure on #G:
Then,
H1ð #M; PmÞ ¼ H1ð #M; P Þ:
In consequence, there exists an isomorphism from R of the corresponding ITP
action onto L1ðT=SUqð2ÞÞ commuting with the ðM ; dÞ actions.
Proof. We deﬁne a polynomial f ðzÞ by
f ðzÞ ¼
X
s2 #G
mðsÞU2sð
ðqþq1Þz
2
Þ
dðsÞ
:
Then, we have Pm ¼ f ðP Þ and f ð1Þ ¼ 1: Thus, we get
H1ð #M; PmÞ*H1ð #M; P Þ:
Thanks to Lemma 6.1, there exists a polynomial gðzÞ such that
f ðzÞ  1 ¼ ðz 1ÞgðzÞ; gð1Þ=0:
This implies that for every non-negative integer n and a Pm-harmonic
element a of spin n;
gðP ÞðaÞ 2 H1ð #M; P ÞðnÞ:
Since gð1Þ=0; there exists b 2 H1ð #M; P ÞðnÞ such that gðP ÞðaÞ ¼ gðP ÞðbÞ: We
set a1 ¼ a b; which satisﬁes gðP Þða1Þ ¼ 0: Suppose a1=0: Then, there
would exist 1=l 2 C such that gðlÞ ¼ 0 and l would be an eigenvalue of P
restricted to the spectral subspace of #M of spin n: However, this implies,
thanks to (2) of Corollary 5.6, that hlð0Þ is bounded and
Pmðhlð0ÞÞ  hlð0Þ ¼ ðP  IÞðgðP Þðhlð0ÞÞÞ ¼ 0;
that is, hlð0Þ is a non-trivial harmonic element of Pm restricted to Zð #MÞ:
This contradicts Corollary 3.7, and so we get a ¼ b 2 H1ð #M ; P Þ: Since the
MASAKI IZUMI52Choi–Effros product is uniquely determined by the operator system
structure of H1ð #M; P Þ; we get the result of R from that of the spin 1
2
case. ]
Let #MI be the von Neumann algebra direct sum of #AðnÞ over all non-
negative integers n: Then, #M I is regarded as the dual Hopf von Neumann
algebra of SOqð3Þ: We denote by EI the projection from #M onto #M I : When m
is supported only by integer spins, Pm;I stands for the restriction of Pm to #M I :
We set
H1ð #M; P ÞI ¼ fEI ðaÞ 2 #M I ; a 2 H
1ð #M ; P Þg;
which actually coincides with H1ð #M I ; P1;I Þ:
Theorem 6.3. Let m=d0 be a finitely supported measure on #G whose
support contains integer spins only. Then, we have
H1ð #M I ; Pm;I Þ ¼ H1ð #M; P ÞI :
Moreover, there exists an isomorphism from R of the corresponding ITP
action onto L1ðT=SUqð2ÞÞ commuting with the ðM ; dÞ actions.
Proof. In the same way as above, we introduce a polynomial f ðzÞ by
f ðzÞ ¼
X
s2 #G
mðsÞU2sð
ðqþq1Þz
2
Þ
dðsÞ
:
Note that f ðzÞ is a polynomial of z2 because it is the case for UnðzÞ for even n:
As before, we have Pm ¼ f ðP Þ and f ð1Þ ¼ 1; and so
H1ð #M I ; Pm;I Þ*H1ð #M; P ÞI :
f ð1Þ ¼ 1 implies that there exists a polynomial gðzÞ such that
f ðzÞ  1 ¼ ðz2  1Þgðz2Þ; gð1Þ=0:
This implies that for every non-negative integer n and a Pm;I -harmonic
element a of spin n;
P 2ðgðP 2ÞðaÞÞ ¼ gðP 2ÞðaÞ:
Thus, gðP 2ÞðaÞ þ P ðgðP 2ÞðaÞÞ is P -harmonic. As before, there exists b 2
H1ð #M; P ÞðnÞ such that
gðP 2ÞðaÞ þ P ðgðP 2ÞðaÞÞ ¼ gðP 2ÞðbÞ:
NON-COMMUTATIVE POISSON BOUNDARIES 53We set a1 ¼ a EI ðbÞ; which satisﬁes gðP 2Þða1Þ ¼ 0: Suppose a1=0: Then,
there would exist 1=l 2 C such that gðlÞ ¼ 0 and l would be an eigenvalue
of P 2 restricted to the spectral subspace of #M I of spin n for the adjoint
representation. Let a2 be the corresponding eigenvector. We claim l=0:
Indeed, if gð0Þ ¼ 0; we would have f ð0Þ ¼ 1: However, for n=0
U2nð0Þ
dðnÞ

51:
Since m is a probability measure that is not equal to d0; we get
jf ð0Þj51;
which shows the claim. We set
a3 ¼ a2 þ
P ða2Þﬃﬃﬃ
l
p :
Then, a3 is an eigenvector of P for the eigenvalue
ﬃﬃﬃ
l
p
such that a3 has spin n
for the adjoint representation. Thus, (2) of Corollary 5.6 implies that h
ﬃﬃ
l
p
ð0Þ
is bounded and
PmðEI ðh
ﬃﬃ
l
p
ð0ÞÞÞ  EI ðh
ﬃﬃ
l
p
ð0ÞÞ ¼ ðP 2  IÞgðP 2ÞðEI ðh
ﬃﬃ
l
p
ð0ÞÞÞ ¼ 0;
that is, EI ðh
ﬃﬃ
l
p
ð0ÞÞ is a harmonic element of Pm;I restricted to Zð #M I Þ:
Therefore, Corollary 3.7 implies that EI ðh
ﬃﬃ
l
p
ð0ÞÞ is a scalar. However, the
deﬁnition of h
ﬃﬃ
l
p
ð0Þ shows that EI ðh
ﬃﬃ
l
p
ð0ÞÞ is a scalar only if
ﬃﬃﬃ
l
p
¼ 1;
which is a contradiction. Thus, we get a ¼ EI ðbÞ 2 H1ð #M; P ÞI : Since the
Choi–Effros product is uniquely determined by the operator system
structure of H1ð #M; P ÞI ; we can compute it using P
2 instead of Pm; and so
the statement for R follows from that of the spin 1
2
case. ]
7. QUESTIONS AND COMMENTS
We end the paper with a few questions and comments.
(1) Let l be a positive number larger than or equal to 2=ðqþ q1Þ:
Then (3) of Lemma 5.4 implies that hlð0Þ is a positive invertible element
afﬁliated with Zð #MÞ: Therefore, we can introduce the ‘‘Doob transformation
P l’’ by setting
P lðaÞ ¼
*Pðhlð0ÞaÞ
lhlð0Þ
; a 2 #M:
P l is again a Markov operator of #M commuting with the ðM ; dÞ action.
a 2 #M is a P l-harmonic element if and only if hlð0Þa is an eigenvector of *P
MASAKI IZUMI54for l: Condition (2) of Lemma 5.4 shows that fan;al g and fa
0;a
l g have the
same asymptotics, up to a non-zero scalar multiple, as l tends to inﬁnity.
Therefore, for every s 2 #G; H1ð #M; P lÞðsÞ has the same multiplicity as
H1ð #M; P ÞðsÞ does. This means that the weak closure of the linear span of[
s2 #G
H1ð #M; P lÞðsÞ;
with the Choi–Effros product gives rise to the quantum sphere L1ðS2q;cÞ for
some c: Note that we do not know if this operator system coincides with
H1ð #M; P lÞ in the l=1 case because we do not have a statement
corresponding to (2) of Lemma 3.3 in general, or in other words, we do
not have a natural realization of the Poisson boundaries for l=1: The same
argument as above actually implies c ¼ 0 for all l: It would be interesting to
seek for a natural realization of the von Neumann algebra structure of
H1ð #M; P lÞ:
(2) As we have seen in (4) of Lemma 2.2 (or Lemma 4.4), there is a
natural left ð #M; #dÞ action on H1ð #M; P Þ (or on L1ðT=SUqð2ÞÞ). Therefore,
there exists a left ð #M; #dÞ action on the relative commutant R: What does this
action mean? Probably, the origin of the action will be the dual action #a
acting on the relative commutant
ðNsa SUqð2ÞÞ \ N 0:
(3) We go back to the general situation in Section 3. Let L be the linear
span of [
s2 #G;j;k2Is
X
l2Is
shi ðwðsÞl;kÞwðsÞ
n
l;j:
Then, it is easy to show that L is a left coideal which is closed under * : In
fact, L is a dense *-subalgebra of CðT=SUqð2ÞÞ in the SUqð2Þ case. Is L an
algebra in general? In view of Corollary 3.9 and the SUqð2Þ case, the weak
closure of L is a candidate of the realization of H1ð #M ; PmÞ when the fusion
algebra #G is commutative. We introduce an elementK 2
Q
s2 #Gð #AðsÞ  LÞ by
K ¼
X
j;k;l2Is
eðsÞjk  s
h
i ðwðsÞl;kÞwðsÞ
n
l;j
 !
2
Y
s2 #G
ð #AðsÞ  LÞ:
The proof of Corollary 3.9 implies that the map Y is given by
YðaÞ ¼ ðid hÞðKð1 aÞÞ ¼ ðid hÞðð1 aÞKnÞ:
Therefore, at least in the SUqð2Þ case,K deserves to be called the ‘‘Poisson
kernel’’. It is easy to show that K is also given by
K ¼ ðid kÞðFðr2ÞÞ:
NON-COMMUTATIVE POISSON BOUNDARIES 55(4) It is known that if a discrete group G allows a generating
probability measure whose Poisson boundary is trivial, G is necessarily
amenable [22]. (The converse is not true.) Is it also true in our situation?
More precisely, if H1ð #M; PmÞ is trivial for some generating measure, is the
fusion algebra #G amenable in the sense of [16]? Note that if #G is amenable,
M is necessarily a Kac algebra [15] (cf. Corollary 3.9).
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