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a b s t r a c t
In this paper, we introduce a new iterative method of a k-strictly pseudo-contractive
mapping for some 0 ≤ k < 1 and prove that the sequence {xn} converges strongly to a fixed
point of T , which solves a variational inequality related to the linear operator A. Our results
have extended and improved the corresponding results of Y.J. Cho, S.M. Kang and X. Qin
[Some results on k-strictly pseudo-contractive mappings in Hilbert spaces, Nonlinear Anal.
70 (2008) 1956–1964], and many others.
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1. Introduction
Let H be a real Hilbert space and let C be a nonempty closed convex subset of H . Recall that a mapping T : C → H is said
to be k-strictly pseudo-contractive if there exists a constant k ∈ (0, 1) such that
‖Tx− Ty‖2 ≤ ‖x− y‖2 + k‖(I − T )x− (I − T )y‖2, ∀x, y ∈ C . (1.1)
Note that the class of k-strictly pseudo-contractive includes strictly the class of nonexpansivemappingswhich aremappings
T on C such that
‖Tx− Ty‖ ≤ ‖x− y‖, ∀x, y ∈ C . (1.2)
This is, T is nonexpansive if and only if T is 0-strictly pseudo-contractive. Themapping T is also said to be pseudo-contractive
if k = 1 and T is said to be strongly pseudo-contractive if there exists a positive constantλ ∈ (0, 1) such that T−λI is pseudo-
contractive. Clearly, the class of k-strictly pseudo-contractive mappings falls into the one between classes of nonexpansive
mappings and pseudo-contractive mappings. We remark also that the class of strongly pseudo-contractive mappings is
independent of the class of k-strictly pseudo-contractive mappings (see [1–3]).
It is clear that, in a real Hilbert space H , (1.1) is equivalent to
〈Tx− Ty, x− y〉 ≤ ‖x− y‖2 − 1− k
2
‖(I − T )x− (I − T )y‖2, ∀x, y ∈ C . (1.3)
The mapping T is pseudo-contractive if and only if
〈Tx− Ty, x− y〉 ≤ ‖x− y‖2, ∀x, y ∈ C . (1.4)
T is strongly pseudo-contractive if and only if there exists a positive constant λ ∈ (0, 1) such that
〈Tx− Ty, x− y〉 ≤ (1− λ)‖x− y‖2, ∀x, y ∈ C . (1.5)
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In 2002, Xu [4] studied the following iterative process by the viscosity approximation defined by{
x0 ∈ K ,
xn+1 = αnf (xn)+ (1− αn)Txn, ∀n ≥ 0, (1.6)
where the sequence {αn} of parameters satisfies appropriate conditions, and then proved that the sequence {xn} converges
strongly to a fixed point q of T , which is the unique solution of the following variational inequality:
〈(I − f )q, p− q〉 ≤ 0, ∀p ∈ F(T ). (1.7)
Very recently, Marino and Xu [5] introduced and considered the following iterative algorithm:{
x0 ∈ K ,
xn+1 = αnγ f (xn)+ (I − αnA)Txn, ∀n ≥ 0, (1.8)
where the sequence {αn} of parameters satisfies appropriate conditions and A is a strongly positive bounded linear operator
with coefficient γ > 0 and 0 < γ < γ
α
. Then they proved that the sequence {xn} converges strongly to a fixed point q of T ,
which is the unique solution of the following variational inequality:
〈(A− γ f )q, q− x〉 ≤ 0, ∀x ∈ F(T ). (1.9)
Moreover, Cho, Kang and Qin [6] extended and improved the result of Marino and Xu [5] (see also [2,7–14]) and introduced
a general iterative algorithm:{
x1 ∈ K ,
xn+1 = αnγ f (xn)+ (I − αnA)PK Sxn, ∀n ≥ 1 (1.10)
where S : C → H is a mapping defined by Sx = kx+(1−k)Tx, {αn} of parameters satisfies appropriate conditions, and A is a
strongly positive bounded linear operator with coefficient γ > 0 and 0 < γ < γ
α
. Then, they proved the strong convergence
theorems for T being a k-strictly pseudo-contractive mapping in Hilbert spaces.
In this paper, motivated by Cho et al. [6], we introduce a new iterative scheme generated by{
x1 ∈ C,
xn+1 = αnγ f (xn)+ βnxn + ((1− βn)I − αnA)PCSxn, (1.11)
where S : C → H is a mapping defined by Sx = kx+ (1− k)Tx and T : C → H is a k-strictly pseudo-contractive mapping,
{αn}, {βn} ⊂ (0, 1). We will prove in Section 3 that if the sequences {αn} and {βn} of parameters satisfies appropriate
conditions, then the sequence {xn} generated by (1.11) converges strongly to the solution of variational inequality (1.9).
2. Preliminary
In this section, we collect some lemmas which will be used in the proof for the main result in the next section.
Lemma 2.1. Let H be a real Hilbert space. Then for any x, y ∈ H we have
(i) ‖x+ y‖2 ≤ ‖x‖2 + 2〈y, x+ y〉
(ii) ‖x+ y‖2 ≥ ‖x‖2 + 2〈y, x〉
(iii) ‖x± y‖2 = ‖x‖2 ± 2〈x, y〉 + ‖y‖2
(iv) ‖tx+ (1− t)y‖2 = t‖x‖2 + (1− t)‖y‖2 − t(1− t)‖x− y‖2,∀t ∈ [0, 1].
Lemma 2.2 ([12]). Let {an} be a sequence of nonnegative real numbers, satisfying the property
an+1 ≤ (1− γn)an + bn, n ≥ 0,
where {γn} ⊂ (0, 1), and {bn} be a sequence in R such that
(i)
∑∞
n=1 γn = ∞;
(ii) lim supn→∞ bnγn ≤ 0 or
∑∞
n=1 |bn| <∞.
Then limn→∞ an = 0.
Lemma 2.3 ([15]). Let C be a closed convex subset of a real Hilbert space H. Given x ∈ H and y ∈ C, then y = PCx if and only if
there holds the inequality
〈x− y, y− z〉 ≥ 0, ∀z ∈ C .
Lemma 2.4 ([5]). Let H be a Hilbert space, C be a nonempty closed convex subset of H, f : H → H be a contraction with
coefficient 0 < α < 1, and A be a strongly positive linear bounded operator with coefficient γ > 0. Then, for 0 < γ < γ
α
,
〈x− y, (A− γ f )x− A(A− γ f )y〉 ≥ (γ − γα)‖x− y‖2, x, y ∈ H.
That is, A− γ f is strongly monotone with coefficient γ − γα.
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Lemma 2.5 ([5]). Assume that A is a strongly positive linear bounded operator on a Hilbert space H with coefficient γ > 0 and
0 < ρ ≤ ‖A‖−1. Then ‖I − ρA‖ ≤ 1− ργ .
Lemma 2.6 ([16]). Let {xn} and {yn} be bounded sequences in a Banach space X and let {βn} be a sequence in [0, 1] with
0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1. Suppose xn+1 = (1− βn)yn+ βnxn for all integers n ≥ 0 and lim supn→∞(‖yn+1−
yn‖ − ‖xn+1 − xn‖) ≤ 0. Then limn→∞ ‖yn − xn‖ = 0.
Lemma 2.7 ([14]). Let H be a Hilbert space, and C be a closed convex subset of H. If T is a k-strictly pseudo-contractive mapping
on C, then the fixed point set F(T ) is closed convex, so that the projection PF(T ) is well defined.
Lemma 2.8 ([14]). Let H be a Hilbert space, and C be a closed convex subset of H. Let T : C → H be a k-strictly pseudo-
contractive mapping with F(T ) 6= ∅. Then F(PCT ) = F(T ).
Lemma 2.9 ([14]). Let H be a Hilbert space, and C be a closed convex subset of H. Let T : C → H be a k-strictly pseudo-
contractive mapping. Define a mapping S : C → H by Sx = λx+ (1−λ)Tx for all x ∈ C. Then, as λ ∈ [k, 1), S is a nonexpansive
mapping such that F(S) = F(T ).
Lemma 2.10 ([5]). Let H be a Hilbert space, and C be a nonempty closed convex subset of H. Let A be a strongly positive linear
bounded self-adjoint operator on H with coefficient γ > 0. Assume that 0 < γ < γ
α
. Let T : C → C be a nonexpansive mapping
with fixed point xt of contraction C 3 x 7→ tγ f (x) + (1 − tA)Tx. Then {xt} converges strongly to fixed point x˜ of T as t → 0,
which solves the following variational inequality:
〈(γ f − A)˜x, z − x˜〉 ≤ 0, ∀z ∈ F(T ).
Letµ be a continuous linear functional on l∞ and s = (a0, a1, . . .) ∈ l∞. Wewriteµn(an) instead ofµ(s). We callµ a Banach
limit if µ satisfies ‖µ‖ = µn(1) = 1 and µn(an+1) = µn(an) for all (a0, a1, . . .) ∈ l∞. If µ is a Banach limit, then we have
the following:
(i) for all n ≥ 1, an ≤ cn implies µn(an) ≤ µn(cn),
(ii) µn(an+r) = µn(an) for any fixed positive integer r ,
(iii) lim infn→∞ an ≤ µn(an) ≤ lim supn→∞ an for all s = (a0, a1, . . .) ∈ l∞.
Lemma 2.11 ([13]). Let a ∈ R be a real number and a sequence {an} ⊂ l∞ satisfying the condition µn(an) ≤ a for all Banach
limits µ. If lim supn→∞(an+1 − an) ≤ 0, then lim supn→∞ an ≤ a.
Lemma 2.12 ([17]). Let H be a Hilbert space, and C be a nonempty closed convex subset of H. For any integer N ≥ 1, assume
that, for each 1 ≤ i ≤ N, Ti : C → H be ki-strictly pseudo-contractive mappings for some 0 ≤ ki < 1. Assume that
{ηi}Ni=1 is a positive sequence such that
∑N
i=1 ηi = 1. Then
∑N
i=1 ηiTi is a non-self-k-strictly pseudo-contractive mapping with
k = max{ki : 1 ≤ i ≤ N}.
Lemma 2.13 ([17]). Let {Ti}Ni=1 and {ηi}Ni=1 be given as in Lemma 2.12. Suppose that {Ti}Ni=1 has a common fixed point in C. Then
F(
∑N
i=1 ηiTi) = ∩∞i=1 F(Ti).
3. Main results
In this section, first we show that a mapping S : C → H defined by Sx = kx + (1 − k)Tx is a nonexpansive mapping,
where C is a nonempty closed convex subset of a real Hilbert space H and T : C → H is a k-strictly pseudo contractive
mapping with a fixed point for some 0 ≤ k < 1. Let x, y ∈ C; then from Lemma 2.1(iv) we have
‖Sx− Sy‖2 = ‖kx+ (1− k)Tx− (ky+ (1− k)Ty)‖2
= ‖k(x− y)+ (1− k)(Tx− Ty)‖2
= k‖x− y‖2 + (1− k)‖Tx− Ty‖2 − k(1− k)‖(x− y)x− (Tx− Ty)‖2
= k‖x− y‖2 + (1− k)(‖x− y‖2 + k‖(I − T )x− (I − T )y‖2)− k(1− k)‖(x− y)x− (Tx− Ty)‖2
= ‖x− y‖2 + (1− k)k(‖(I − T )x− (I − T )y‖2)− k(1− k)‖(I − T )x− (I − T )y‖2
≤ ‖x− y‖2.
Hence ‖Sx − Sy‖ ≤ ‖x − y‖. Then S is a nonexpansive mapping and we have that PCS is also nonexpansive, where PC is a
metrics projection on C . For any j ∈ N, define a mapping Sj : C → C by Sjx = 1j γ f (x)+ (I − 1j A)PCSx. Let us show that Sj is
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a contraction: let x, y ∈ C; we have
‖Sjx− Sjy‖ =
∥∥∥∥1j γ f (x)+
(
I − 1
j
A
)
PCSx−
(
1
j
γ f (y)+
(
I − 1
j
A
)
PCSy
)∥∥∥∥
≤ 1
j
γα‖x− y‖ +
(
1− 1
j
γ
)
‖PCSx− PCSy‖
≤ 1
j
γα‖x− y‖ +
(
1− 1
j
γ
)
‖x− y‖
≤
(
1− 1
j
(γ − γα)
)
(‖x− y‖).
Hence, Sj is a contraction. By Banach’s contraction principle there exists a unique fixed point uj ∈ C such that
uj = 1j γ f (uj)+
(
1− 1
j
A
)
PCSuj. (3.1)
Next, we prove the main results.
Theorem 3.1. Let H be a Hilbert space, C be a nonempty closed convex subset of H such that C ± C ⊂ C, and let T : C → H
be a k-strictly pseudo-contractive mapping with a fixed point for some 0 ≤ k < 1. Let A be a strongly positive bounded linear
operator on C with coefficient γ > 0 and f : C → C be a contraction with the contractive constant (0 < α < 1) such that
0 < γ < γ
α
. Let {xn} be the sequence generated by{
x1 ∈ C,
xn+1 = αnγ f (xn)+ βnxn + ((1− βn)I − αnA)PCSxn, (3.2)
where S : C → H is a mapping defined by Sx = kx+ (1− k)Tx. If the control sequence {αn}, {βn} ⊂ (0, 1) satisfying
(i) limn→∞ αn = 0, limn→∞ βn = 0,
(ii)
∑∞
n=1 αn = ∞,
(iii)
∑∞
n=1 |αn+1 − αn| <∞,Σ∞n=1|βn+1 − βn| <∞.
Then {xn} converges strongly to a fixed point p of T , which solves the following solution of variational inequality (1.9).
Proof. Note that from the condition limn→∞ αn = 0, we may assume, without loss of generality, that αn ≤ (1− βn)‖A‖−1.
Since A is a strongly positive bounded linear operator on H ,
‖A‖ = sup{|〈Ax, x〉| : x ∈ H, ‖x‖ = 1}.
Observe that
〈((1− βn)I − αnA)x, x〉 = 1− βn − αn〈Ax, x〉
≥ 1− βn − αn‖A‖
≥ 0;
that is to say, (1− βn)I − αnA is positive. It follows that
‖(1− βn)I − αnA‖ = sup{〈((1− βn)I − αnA)x, x〉 : x ∈ H, ‖x‖ = 1}
= sup{1− βn − αn〈Ax, x〉 : x ∈ H, ‖x‖ = 1}
≤ 1− βn − αnγ .
We now observe that {xn} is bounded. Indeed, pick any p ∈ F(T ); we have
‖xn+1 − p‖ = ‖αnγ f (xn)+ βnxn + ((1− βn)I − αnA)PCSxn − p‖
= ‖αn(γ f (xn)− Ap)+ βn(xn − p)+ ((1− βn)I − αnA)(PCSxn − p)‖
≤ αn‖γ f (xn)− Ap‖ + βn‖xn − p‖ + ‖((1− βn)I − αnA)‖‖PCSxn − p‖
≤ αn‖γ f (xn)− γ f (p)+ γ f (p)− Ap‖ + βn‖xn − p‖ + (1− βn − αnγ )‖xn − p‖
≤ αnγα‖xn − p‖ + αn‖γ f (p)− Ap‖ + βn‖xn − p‖ + (1− βn − αnγ )‖xn − p‖
≤ αnγα‖xn − p‖ + αn‖γ f (p)− Ap‖ + βn‖xn − p‖ + (1− βn − αnγ )‖xn − p‖
= (1− αn(γ − γα))‖xn − p‖ + αn‖γ f (p)− Ap‖
= (1− αn(γ − γα))‖xn − p‖ + αn(γ − γα)‖γ f (p)− Ap‖
(γ − γα) .
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It follows from induction that
‖xn − p‖ ≤ max
{
‖x1 − p‖, ‖γ f (p)− Ap‖
(γ − γα)
}
, n ≥ 0,
and hence {xn} is bounded. We also obtain that {f (xn)} and {PCSxn} are bounded. From (3.1), we have, for any n, j ∈ N,
‖xn+1 − PCSuj‖ = ‖αnγ f (xn)+ βnxn + ((1− βn)I − αnA)PCSxn − PCSuj‖
= ‖αn(γ f (xn)− APCSuj)+ βn(xn − PCSuj)+ ((1− βn)I − αnA)(PCSxn − PCSuj)‖
≤ αn‖γ f (xn)− APCSuj‖ + βn‖xn − PCSuj‖ + (1− βn − αnγ )‖PCSxn − PCSuj‖
≤ αn‖γ f (xn)− APCSuj‖ + βn‖xn − PCSuj‖ + (1− βn − αnγ )‖xn − uj‖
= αn(‖γ f (xn)− APCSuj‖ − γ ‖xn − uj‖)+ βn‖xn − PCSuj‖ + (1− βn)‖xn − uj‖
= δn + βn‖xn − PCSuj‖ + (1− βn)‖xn − uj‖
where δn = αn(‖γ f (xn)− APCSuj‖ − γ ‖xn − uj‖), and from limn→∞ αn = 0, we have δn → 0 as n→∞. It follows that
‖xn+1 − PCSuj‖2 = (δn + βn‖xn − PCSuj‖ + (1− βn)‖xn − uj‖)2
= (βn‖xn − PCSuj‖ + (1− βn)‖xn − uj‖)2 + 2(βn‖xn − PCSuj‖ + (1− βn)‖xn − uj‖)δn + δ2n
= β2n‖xn − PCSuj‖2 + (1− βn)2‖xn − uj‖2 + 2βn(1− βn)‖xn − PCSuj‖‖xn − uj‖ + σn
where σn = 2(βn‖xn − PCSuj‖ + (1− βn)‖xn − uj‖)δn + δ2n → 0 as n→∞, and hence
‖xn+1 − PCSuj‖2 ≤ β2n‖xn − PCSuj‖2 + (1− βn)2‖xn − uj‖2 + βn(1− βn)(‖xn − PCSuj‖2 + ‖xn − uj‖2)+ σn
= βn‖xn − PCSuj‖2 + (1− βn)‖xn − uj‖2 + σn.
For any Banach limit µ and βn → 0, we have
µn‖xn − PCSuj‖2 = µn‖xn+1 − PCSuj‖2 ≤ µn‖xn − uj‖2. (3.3)
Since uj − xn = 1j (γ f (uj)+ (I − A)PCSuj − xn)+ (1− 1j )(PCSuj − xn); thus we have(
1− 1
j
)
(xn − PCSuj) = (xn − uj)+ 1j (γ f (uj)+ (I − A)PCSuj − xn).
It follows from Lemma 2.1(ii) that(
1− 1
j
)2
‖xn − PCSuj‖2 =
∥∥∥∥(xn − uj)+ 1j (γ f (uj)+ (I − A)PCSuj − xn)
∥∥∥∥2
≥ ‖xn − uj‖2 + 2j 〈(γ f (uj)+ (I − A)PCSuj − xn), xn − uj〉
= ‖xn − uj‖2 + 2j 〈γ f (uj)+ (I − A)PCSuj − uj − (xn − uj), xn − uj〉
= ‖xn − uj‖2 + 2j 〈γ f (uj)+ (I − A)PCSuj − uj, xn − uj〉 −
2
j
〈xn − uj, xn − uj〉
= ‖xn − uj‖2 + 2j 〈γ f (uj)+ (I − A)PCSuj − uj, xn − uj〉 −
2
j
‖xn − uj‖2
=
(
1− 2
j
)
‖xn − uj‖2 + 2j 〈γ f (uj)+ (I − A)PCSuj − uj, xn − uj〉. (3.4)
So, by (3.3) and (3.4), we have(
1− 1
j
)2
‖xn − uj‖2 ≥
(
1− 1
j
)2
‖PCSuj − xn‖2
≥
(
1− 2
j
)
‖xn − uj‖2 + 2j 〈γ f (uj)+ (I − A)PCSuj − uj, xn − uj〉
and hence
1
j2
‖xn − uj‖2 ≥ 2j 〈γ f (uj)+ (I − A)PCSuj − uj, xn − uj〉.
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This implies that
2
j
µn‖xn − uj‖2 ≥ µn〈γ f (uj)+ (I − A)PCSuj − uj, xn − uj〉.
From Lemmas 2.8 and 2.10, uj → p ∈ F(T ) = F(PCS) as j→∞, we get
µn〈γ f (p)− Ap, xn − p〉 ≤ 0, (3.5)
where p is the solution of variational inequality (1.9). Since {xn}, {f (xn)} and {PCSxn} are bounded, we choose
M = sup{‖f (xn)‖ + ‖xn‖ + ‖PCSxn‖ + ‖APCSxn‖ : n ∈ N}.
On the other hand,
‖xn+2 − xn+1‖ = ‖αn+1γ f (xn+1)+ βn+1xn+1 + ((1− βn+1)I − αn+1A)PCSxn+1
− (αn+1γ f (xn)+ βnxn + ((1− βn)I − αnA)PCSxn)‖
= ‖αn+1γ f (xn+1)− αn+1γ f (xn)+ αn+1γ f (xn)− αnγ f (xn)+ βn+1xn+1 − βn+1xn
+βn+1xn − βnxn + ((1− βn+1)I − αn+1A)PCSxn+1 − ((1− βn+1)I − αn+1A)PCSxn
+ ((1− βn+1)I − αn+1A)PCSxn − ((1− βn)I − αnA)PCSxn‖
≤ αn+1γα‖xn+1 − xn‖ + |αn+1 − αn|‖γ f (xn)‖ + βn+1‖xn+1 − xn‖ + |βn+1 − βn|‖xn‖
+ (1− βn+1 − αn+1γ )‖PCSxn+1 − PCSxn‖
+‖((1− βn+1)I − αn+1A)− ((1− βn)I − αnA)‖‖PCSxn‖
≤ αn+1γα‖xn+1 − xn‖ + |αn+1 − αn|‖γ f (xn)‖ + βn+1‖xn+1 − xn‖ + |βn+1 − βn|‖xn‖
+ (1− βn+1 − αn+1γ )‖xn+1 − xn‖ + |βn+1 − βn|‖PCSxn‖ + |αn+1 − αn|‖APCSxn‖
≤ (1− αn+1(γ − γα))‖xn+1 − xn‖ + |αn+1 − αn|γM + |βn+1 − βn|M
+ |βn+1 − βn|M + |αn+1 − αn|M.
From (ii), (iii) and Lemma 2.2, we have
lim
n→∞ ‖xn+1 − xn‖ = 0. (3.6)
Next, we show that limn→∞ ‖xn − PCSxn‖ = 0. We consider
‖xn − PCSxn‖ ≤ ‖xn − xn+1‖ + ‖xn+1 − PCSxn‖
≤ ‖xn − xn+1‖ + αn‖γ f (xn − Ap)‖ + βn‖xn − PCSxn‖.
From αn → 0, βn → 0 and (3.6), it follows that limn→∞ ‖xn − PCSxn‖ = 0.
Next, we show that
lim sup
n→∞
〈γ f (p)− Ap, xn − p〉 ≤ 0,
where p ∈ F(T ), where p is the solution of variational inequality (1.9). From (3.6), we have
lim sup
n→∞
|〈γ f (p)− Ap, xn+1 − p〉 − 〈γ f (p)− Ap, xn − p〉| = 0. (3.7)
Hence it follows from (3.5) and (3.7) and Lemma 2.11 that
lim sup
n→∞
〈γ f (p)− Ap, xn − p〉 ≤ 0, (3.8)
and from limn→∞ ‖xn − PCSxn‖ = 0, we have
lim sup
n→∞
〈γ f (p)− Ap, PCSxn − p〉 = lim sup
n→∞
〈γ f (p)− Ap, (PCSxn − xn)+ (xn − p)〉
= lim sup
→∞
〈γ f (p)− Ap, xn − p〉 ≤ 0. (3.9)
Finally, we prove that xn → p as n→∞. We note that
‖xn+1 − p‖2 = ‖αnγ f (xn)+ βnxn + ((1− βn)I − αnA)PCSxn − p‖2
= ‖αn(γ f (xn)− Ap)+ βn(xn − p)+ ((1− βn)I − αnA)(PCSxn − p)‖2
= ‖βn(xn − p)+ ((1− βn)I − αnA)(PCSxn − p)‖2 + α2n‖γ f (xn)− Ap‖2
+ 2〈βn(xn − p)+ ((1− βn)I − αnA)(PCSxn − p), αn(γ f (xn)− Ap)〉
≤ (βn‖xn − p‖ + (1− βn − αnγ )‖PCSxn − p‖)2 + 2βnαn〈xn − p, (γ f (xn)− Ap)〉 + α2n‖γ f (xn)− Ap‖2
I. Inchan / Computers and Mathematics with Applications 58 (2009) 1397–1407 1403
+ 2(1− βn)αn〈(PCSxn − p), (γ f (xn)− Ap)〉 − 2α2n〈A(PCSxn − p), (γ f (xn)− Ap)〉
≤ (βn‖xn − p‖ + (1− βn − αnγ )‖xn − p‖)2 + 2βnαnαγ ‖xn − p‖2 + 2βnαn〈xn − p, (γ f (p)− Ap)〉
+ 2(1− βn)αn〈(PCSxn − p), (γ f (xn)− Ap)〉 − 2α2n〈A(PCSxn − p), (γ f (xn)− Ap)〉 + α2n‖γ f (xn)− Ap‖2
≤ (1− αnγ )2‖xn − p‖2 + 2βnαnαγ ‖xn − p‖2 + 2βnαn〈xn − p, (γ f (p)− Ap)〉
+ 2(1− βn)αn〈(PCSxn − p), (γ f (xn)− Ap)〉 + 3α2nM
= (1− 2(γ − γα)αn)‖xn − p‖2 + (αnγ )2M + 2βnαnαγ ‖xn − p‖2 + 2βnαn〈xn − p, (γ f (p)− Ap)〉
+ 2(1− βn)αn〈(PCSxn − p), (γ f (xn)− Ap)〉 + 3α2nM
= (1− 2(γ − γα)αn)‖xn − p‖2 + αn[2βn〈xn − p, (γ f (p)− Ap)〉
+ 2(1− βn)〈(PCSxn − p), (γ f (xn)− Ap)〉 + 3αnM + αnγ 2M]
=: (1− γn)‖xn − p‖2 + bn
where γn = 2(γ −γα)αn and bn = αn[2βn〈xn−p, (γ f (p)−Ap)〉+2(1−βn)〈(PCSxn−p), (γ f (xn)−Ap)〉+3αnM+αnγ 2M].
From
∑∞
n=1 αn = ∞, (3.8) and (3.9), we have Σ∞n=1γn = ∞ and lim supn→∞ bnγn ≤ 0. By Lemma 2.2, we have that the
sequence {xn} converges strongly to a fixed point p of T , which is the solution of variational inequality (1.9). This completes
the proof. 
If βn ≡ 0, in Theorem 3.1, we obtain the following corollary.
Corollary 3.2 ([6]). Let H be a Hilbert space, C be a nonempty closed convex subset of H such that C±C ⊂ C, and let T : C → H
be a k-strictly pseudo-contractive mapping with a fixed point for some 0 ≤ k < 1. Let A be strongly positive bounded linear
operator on C with coefficient γ > 0 and f : C → C be a contraction with the contractive constant (0 < α < 1) such that
0 < γ < γ
α
. Let {xn} be the sequence generated by{
x1 ∈ C,
xn+1 = αnγ f (xn)+ (I − αnA)PCSxn, (3.10)
where S : C → H is a mapping defined by Sx = kx+ (1− k)Tx. If the control sequence {αn} ⊂ (0, 1) satisfying
(i) limn→∞ αn = 0,
(ii)
∑∞
n=1 αn = ∞,
(iii)
∑∞
n=1 |αn+1 − αn| <∞.
Then {xn} converges strongly to a fixed point p of T , which solves the following solution of variational inequality (1.9). 
Theorem 3.3. Let H be a Hilbert space, C be a nonempty closed convex subset of H such that C ± C ⊂ C, and T : C → H be a
k-strictly pseudo-contractive mapping with a fixed point for some 0 ≤ k < 1. Let A be strongly positive bounded linear operator
on C with coefficient γ > 0 and f : C → C be a contraction with the contractive constant (0 < α < 1) such that 0 < γ < γ
α
.
Let {xn} be the sequence generated by{
x1 ∈ C,
xn+1 = αnγ f (xn)+ βnxn + ((1− βn)I − αnA)PCSxn, (3.11)
where S : C → H is a mapping defined by Sx = kx+ (1− k)Tx. If the control sequence {αn}, {βn} ⊂ (0, 1) satisfying
(i) limn→∞ αn = 0,
(ii)
∑∞
n=1 αn = ∞,
(iii)
∑∞
n=1 |αn+1 − αn| <∞,
∑∞
n=1 |βn+1 − βn| <∞,
(iv) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1.
Then {xn} converges strongly to a fixed point p of T , which solves the following solution of variational inequality (1.9).
Proof. In the proof of Theorem 3.1, we have that {xn} is bounded.We also obtain that {f (xn)} and {PCSxn} are bounded. Next,
we show that ‖xn+1 − xn‖ → 0. Define the sequence zn = αnγ f (xn)+((1−βn)I−αnA)PC Sxn1−βn , such that xn+1 = βnxn + (1 − βn)zn,
n ≥ 0. Observe that from the definition of zn we obtain
zn+1 − zn = αn+1γ f (xn+1)+ ((1− βn+1)I − αn+1A)PCSxn+11− βn+1 −
αnγ f (xn)+ ((1− βn)I − αnA)PCSxn
1− βn
= αn+1γ f (xn+1)
1− βn+1 −
αn+1γ f (xn)
1− βn+1 +
αn+1γ f (xn)
1− βn+1 −
αnγ f (xn)
1− βn
+ ((1− βn+1)I − αn+1A)PCSxn+1
1− βn+1 −
((1− βn+1)I − αn+1A)PCSxn
1− βn+1 +
((1− βn+1)I − αn+1A)PCSxn
1− βn+1
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− ((1− βn)I − αnA)PCSxn
1− βn+1 +
((1− βn)I − αnA)PCSxn
1− βn+1 −
((1− βn)I − αnA)PCSxn
1− βn
= αn+1γ (f (xn+1)− f (xn))
1− βn+1 + (αn+1 − αn)
(γ f (xn+1))
1− βn+1 +
((1− βn+1)I − αn+1A)
1− βn+1 (PCSxn+1 − PCSxn)
+ [((1− βn+1)I − αn+1A)− ((1− βn)I − αnA)]
1− βn+1 (PCSxn)
+ ((1− βn)I − αnA)
(
1
1− βn+1 −
1
1− βn
)
(PCSxn).
Thus,
‖zn+1 − zn‖ ≤ αn+1γα‖xn+1 − xn‖1− βn+1 + |αn+1 − αn|
‖γ f (xn+1)‖
1− βn+1 +
(1− βn+1 − αn+1γ )
1− βn+1 ‖PCSxn+1 − PCSxn‖
+ ‖((1− βn+1)I − αn+1A)− ((1− βn)I − αnA)‖
1− βn+1 ‖PCSxn‖ + ((1− βn − αnγ )|
1
1− βn+1
− 1
1− βn |‖PCSxn‖) ≤
αn+1γα
1− βn+1 ‖xn+1 − xn‖ +
|αn+1 − αn|
1− βn+1 γM +
(1− βn+1 − αn+1γ )
1− βn+1 ‖xn+1 − xn‖
+ [|βn+1 − βn| + |αn+1 − αn|γ ]
1− βn+1 ‖APCSxn‖ +
(
(1− βn − αnγ )
∣∣∣∣ |βn+1 − βn|(1− βn+1)(1− βn) ‖PCSxn‖
)
= αn+1γα
1− βn+1 ‖xn+1 − xn‖ +
|αn+1 − αn|
1− βn+1 γM + ‖xn+1 − xn‖ −
αn+1γ
1− βn+1 ‖xn+1 − xn‖
+ [|βn+1 − βn| + |αn+1 − αn|γ ]
1− βn+1 M +
(
(1− βn − αnγ )| |βn+1 − βn|
(1− βn+1)(1− βn)M
)
whereM = sup{‖f (xn)‖ + ‖PCSxn‖ + ‖APCSxn‖ + ‖xn+1 − xn‖ : n ∈ N}. It follows that
‖zn+1 − zn‖ − ‖xn+1 − xn‖ ≤
∣∣∣∣ |αn+1 − αn|1− βn+1 γM + [|βn+1 − βn| + |αn+1 − αn|γ ]1− βn+1 M
+
(
(1− βn − αnγ )
∣∣∣∣ |βn+1 − βn|(1− βn+1)(1− βn)M
)
.
Since
∑∞
n=1 |αn+1 − αn| <∞,
∑∞
n=1 |βn+1 − βn| <∞, we have
lim sup
n→∞
(‖zn+1 − zn‖ − ‖xn+1 − xn‖) ≤ 0. (3.12)
From 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1, (3.12) and Lemma 2.6, we have
lim
n→∞ ‖zn − xn‖ = 0. (3.13)
We consider
‖xn+1 − xn‖ = ‖(1− βn)zn − βnxn − xn‖
= (1− βn)‖zn − xn‖
then
lim
n→∞ ‖xn+1 − xn‖ = limn→∞(1− βn)‖zn − xn‖ = 0.
Next, we show that limn→∞ ‖xn − PCSxn‖ = 0. We note that
‖xn − PCSxn‖ ≤ ‖xn − xn+1‖ + ‖xn+1 − PCSxn‖
≤ ‖xn − xn+1‖ + αn‖γ f (xn)− APCSxn‖ + βn‖xn − PCSxn‖, (3.14)
and hence
(1− βn)‖xn − PCSxn‖ ≤ ‖xn − xn+1‖ + αn‖γ f (xn)− APCSxn‖.
From αn → 0 and limn→∞ ‖xn+1 − xn‖ = 0, it follows that limn→∞ ‖xn − PCSxn‖ = 0. From (3.1), we have, for any n, j ∈ N,
‖xn+1 − PCSuj‖ = ‖αnγ f (xn)+ βnxn + ((1− βn)I − αnA)PCSxn − PCSuj‖
= ‖αn(γ f (xn)− APCSuj)+ βn(xn − PCSuj)+ ((1− βn)I − αnA)(PCSxn − PCSuj)‖
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≤ αn‖γ f (xn)− APCSuj‖ + βn‖xn − PCSuj‖ + (1− βn − αnγ )‖PCSxn − PCSuj‖
≤ αn‖γ f (xn)− APCSuj‖ + βn‖xn − PCSuj‖ + (1− βn − αnγ )‖xn − uj‖
= αn(‖γ f (xn)− APCSuj‖ − γ ‖xn − uj‖)+ βn‖xn − PCSuj‖ + (1− βn)‖xn − uj‖
= δn + βn‖xn − PCSuj‖ + (1− βn)‖xn − uj‖
where δn = αn(‖γ f (xn)− APCSuj‖ − γ ‖xn − uj‖). From limn→∞ αn = 0, we have δn → 0 as n→∞. It follows that
‖xn+1 − PCSuj‖2 = (δn + βn‖xn − PCSuj‖ + (1− βn)‖xn − uj‖)2
= (βn‖xn − PCSuj‖ + (1− βn)‖xn − uj‖)2 + 2(βn‖xn − PCSuj‖ + (1− βn)‖xn − uj‖)δn + δ2n
= β2n‖xn − PCSuj‖2 + (1− βn)2‖xn − uj‖2 + 2βn(1− βn)‖xn − PCSuj‖‖xn − uj‖ + σn
where σn = 2(βn‖xn − PCSuj‖ + (1− βn)‖xn − uj‖)δn + δ2n → 0 as n→∞, and hence
‖xn+1 − PCSuj‖2 ≤ β2n‖xn − PCSuj‖2 + (1− βn)2‖xn − uj‖2
+βn(1− βn)(‖xn − PCSuj‖2 + ‖xn − uj‖2)+ σn
= βn‖xn − PCSuj‖2 + (1− βn)‖xn − uj‖2 + σn. (3.15)
From (3.25), we have
‖xn − PCSuj‖2 = ‖(xn − xn+1)+ (xn+1 − PCSuj)‖2
= ‖xn+1 − PCSuj‖2 + 2〈xn+1 − PCSuj, xn − xn+1〉 + ‖xn − xn+1‖2
= ‖xn+1 − PCSuj‖2 + 2‖xn+1 − PCSuj‖‖xn − xn+1‖ + ‖xn − xn+1‖2,
≤ βn‖xn − PCSuj‖2 + (1− βn)‖xn − uj‖2 + σn + 2‖xn+1 − PCSuj‖‖xn − xn+1‖ + ‖xn − xn+1‖2
and hence
(1− βn)‖xn − PCSuj‖2 ≤ (1− βn)‖xn − uj‖2 + σn + 2‖xn+1 − PCSuj‖‖xn − xn+1‖ + ‖xn − xn+1‖2.
For any Banach limit µ and σn → 0, ‖xn+1 − xn‖ → 0, we have
µn‖xn − PCSuj‖2 ≤ µn‖xn − uj‖2. (3.16)
Since uj − xn = 1j (γ f (uj)+ (I − A)PCSuj − xn)+ (1− 1j )(PCSuj − xn), we have(
1− 1
j
)
(xn − PCSuj) = (xn − uj)+ 1j (γ f (uj)+ (I − A)PCSuj − xn).
It follows from Lemma 2.1(ii) that(
1− 1
j
)2
‖xn − PCSuj‖2 = ‖(xn − uj)+ 1j (γ f (uj)+ (I − A)PCSuj − xn)‖
2
≥ ‖xn − uj‖2 + 2j 〈(γ f (uj)+ (I − A)PCSuj − xn), xn − uj〉
= ‖xn − uj‖2 + 2j 〈γ f (uj)+ (I − A)PCSuj − uj − (xn − uj), xn − uj〉
= ‖xn − uj‖2 + 2j 〈γ f (uj)+ (I − A)PCSuj − uj, xn − uj〉 −
2
j
〈xn − uj, xn − uj〉
= ‖xn − uj‖2 + 2j 〈γ f (uj)+ (I − A)PCSuj − uj, xn − uj〉 −
2
j
‖xn − uj‖2
=
(
1− 2
j
)
‖xn − uj‖2 + 2j 〈γ f (uj)+ (I − A)PCSuj − uj, xn − uj〉. (3.17)
So, by (3.16) and (3.17), we have(
1− 1
j
)2
‖xn − uj‖2 ≥
(
1− 1
j
)2
‖PCSuj − xn‖2
≥
(
1− 2
j
)
‖xn − uj‖2 + 2j 〈γ f (uj)+ (I − A)PCSuj − uj, xn − uj〉
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and hence
1
j2
‖xn − uj‖2 ≥ 2j 〈γ f (uj)+ (I − A)PCSuj − uj, xn − uj〉.
This implies that
2
j
µn‖xn − uj‖2 ≥ µn〈γ f (uj)+ (I − A)PCSuj − uj, xn − uj〉.
From Lemmas 2.8 and 2.10, uj → p ∈ F(T ) = F(PCS) as j→∞, we get
µn〈γ f (p)− Ap, xn − p〉 ≤ 0, (3.18)
where p is the solution of variational inequality (1.9). Next, we show that
lim sup
n→∞
〈γ f (p)− Ap, xn − p〉 ≤ 0,
where p ∈ F(T ), where p is the solution of variational inequality (1.9). From limn→∞ ‖xn+1 − xn‖ = 0, we have
lim sup
n→∞
|〈γ f (p)− Ap, xn+1 − p〉 − 〈γ f (p)− Ap, xn − p〉| = 0. (3.19)
Hence it follows from (3.18) and (3.19) and Lemma 2.11 that
lim sup
n→∞
〈γ f (p)− Ap, xn − p〉 ≤ 0, (3.20)
and from (3.14), we have
lim sup
n→∞
〈γ f (p)− Ap, PCSxn − p〉 = lim sup
n→∞
〈γ f (p)− Ap, (PCSxn − xn)+ (xn − p)〉
= lim sup
n→∞
〈γ f (p)− Ap, xn − p〉 ≤ 0. (3.21)
By the same argument as used in Theorem 3.1, we have that the sequence {xn} converges strongly to a fixed point p of T ,
which is the solution of variational inequality (1.9). This completes the proof. 
Theorem 3.4. Let H be a Hilbert space, C be a nonempty closed convex subset of H such that C ± C ⊂ C, and Ti : C → H be
a ki-strictly pseudo-contractive mapping with a fixed point for some 0 ≤ ki < 1 and ∩Ni=1 F(Ti) 6= ∅. Let A be strongly positive
bounded linear operator on C with coefficient γ > 0 and f : C → C be a contraction with the contractive constant (0 < α < 1)
such that 0 < γ < γ
α
. Let {xn} be the sequence generated by{
x1 ∈ C,
xn+1 = αnγ f (xn)+ βnxn + ((1− βn)I − αnA)PCSxn, (3.22)
where S : C → H is a mapping defined by Sx = kx + (1 − k)ΣNi=1ηiTix and k = max{ki : i = 1, 2, . . . ,N}. If the control
sequence {αn}, {βn} ⊂ (0, 1) satisfying
(i) limn→∞ αn = 0, limn→∞ βn = 0,
(ii)
∑∞
n=1 αn = ∞,
(iii)
∑∞
n=1 |αn+1 − αn| <∞,
∑∞
n=1 |βn+1 − βn| <∞.
Then {xn} converges strongly to a common fixed point p of {Ti}Ni=1, which solves the following solution of the variational
inequalities:
〈(A− γ f )p, p− x〉 ≤ 0, ∀x ∈ ∩Ni=1 F(Ti). (3.23)
Proof. Define amapping T : C → H by Tx =∑Ni=1 ηiTix. By Lemmas 2.12 and 2.13, we conclude that : C → H is a k−strictly
pseudo-contractive mapping with k = max{ki : i = 1, 2, . . . ,N} and F(T ) = F(∑Ni=1 ηiTi) = ∩Ni=1 F(Ti). From Theorem 3.1,
we can obtain desired conclusion easily. This completes the proof. 
If βn ≡ 0, Theorem 3.4 reduces to the following corollary.
Corollary 3.5 ([6]). Let H be a Hilbert space, K be a nonempty closed convex subset of H such that K ± K ⊂ K , and Ti : K → H
be a ki-strictly pseudo-contractive mapping with a fixed point for some 0 ≤ ki < 1 and∩Ni=1 F(Ti) 6= ∅. Let A be strongly positive
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bounded linear operator on K with coefficient γ > 0 and f : K → K be a contraction with the contractive constant (0 < α < 1)
such that 0 < γ < γ
α
. Let {xn} be the sequence generated by{
x1 ∈ K ,
xn+1 = αnγ f (xn)+ (I − αnA)PCSxn, (3.24)
where S : K → H is a mapping defined by Sx = kx + (1 − k)∑Ni=1 ηiTix and k = max{ki : i = 1, 2, . . . ,N}. If the control
sequence {αn}, {βn} ⊂ (0, 1) satisfying
(i) limn→∞ αn = 0,
(ii)
∑∞
n=1 αn = ∞,
(iii)
∑∞
n=1 |αn+1 − αn| <∞,
then {xn} converges strongly to a common fixed point p of {Ti}Ni=1, which solves the following solution of the variational
inequalities:
〈(A− γ f )p, p− x〉 ≤ 0,∀x ∈
N⋂
i=1
F(Ti).
From the proof of Theorem 3.3, we can obtain the following theorem.
Theorem 3.6. Let H be a Hilbert space, C a nonempty closed convex subset of H such that C ± C ⊂ C, and Ti : C → H be a
ki-strictly pseudo-contractive mapping with a fixed point for some 0 ≤ ki < 1 and ∩Ni=1 F(Ti) 6= ∅. Let A be strongly positive
bounded linear operator on C with coefficient γ > 0 and f : C → C be a contraction with the contractive constant (0 < α < 1)
such that 0 < γ < γ
α
. Let {xn} be the sequence generated by{
x1 ∈ C,
xn+1 = αnγ f (xn)+ βnxn + ((1− βn)I − αnA)PCSxn, (3.25)
where S : C → H is a mapping defined by Sx = kx + (1 − k)∑Ni=1 ηiTix and k = max{ki : i = 1, 2, . . . ,N}. If the control
sequence {αn}, {βn} ⊂ (0, 1) satisfying
(i) limn→∞ αn = 0,
(ii)
∑∞
n=1 αn = ∞,
(iii)
∑∞
n=1 |αn+1 − αn| <∞,
∑∞
n=1 |βn+1 − βn| <∞,
(iv) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1.
Then {xn} converges strongly to a common fixed point p of {Ti}Ni=1, which solves the following solution of variational inequalities
(3.23).
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