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a b s t r a c t
On thebasis of a reproducing kernel space, an iterative algorithm for solving the generalized
regularized long wave equation is presented. The analytical solution in the reproducing
kernel space is shown in a series form and the approximate solution un is constructed by
truncating the series to n terms. The convergence of un to the analytical solution is also
proved. Results obtained by the proposed method imply that it can be considered as a
simple and accurate method for solving such evolution equations.
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1. Introduction
The generalized regularized long wave (GRLW) equation can be written as
∂u
∂t
+ α ∂u
∂x
+ βu∂u
∂x
− µ∂
2u
∂x2
− δ ∂
3u
∂x2∂t
= 0, (1)
where α, β, µ, and δ are nonnegative constants. The behavior of an undular bore is described with nonnegative constants
β and δ. The nonlinear term βu ∂u
∂x causes steepening of the wave form. However, the dispersion effect term
∂3u
∂x2∂t
makes
the wave form spread. The solitons appear as a result of the balance between this weak nonlinearity and dispersion. For
different values of the constants α, β, µ, and δ, (1) includes some special equations such as the equal width (EW) equation
for α = µ = 0, β = 1, and δ ≠ 0 and the regularized long wave (RLW) equation for α = 1, β ≠ 0, δ ≠ 0 and µ = 0. The
GRLW equation was originated by Peregrine who first introduced the RLW equation as an alternative to the KdV equation
for studying soliton phenomena and as a model for small amplitude long waves on the surface of water [1]. This equation
has also been used to model a variety of phenomena such as nonlinear transverse waves in shallow water, ion-acoustic and
magnetohydrodynamic waves in plasma, and phonon packets in nonlinear crystals.
Some of the previous works on the GRLW equation include an implicit second-order accurate and stable energy
preserving finite difference method based on the use of central difference equations for the time and space derivatives [2],
a method of lines based on the discretization of the spatial derivatives by means of Fourier pseudo-spectral
approximations [3], a Fourier spectral method for the initial value problem of the GRLW equation [4], and a linearized
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implicit pseudo-spectral method [5]. Moreover numerical techniques such as finite difference methods [6–11], a spectral
method [12], finite element methods based on the least square principle [13–15], finite element methods based on Galerkin
and collocation principles [16–24], the Petrov–Galerkin method [25], the radial basis function collocation method [26,27],
the Sinc-collocation method [28], the collocation method with quintic B-splines [29] and the cubic B-spline finite element
method [30,31] have been devised for finding numerical solutions of special kinds of GRLW equations.
The theory of reproducing kernels [32] was used for the first time at the beginning of the 20th century by S. Zaremba in
his work on boundary value problems for harmonic and biharmonic functions. This theory has been successfully applied for
solving ordinary differential equations [33–38], partial differential equations [39–45], integral equations [46–48], integro-
differential equations [49], and so on.
In this study, a new iterative algorithm for solving the GRLW equation in the reproducing kernel space is proposed. The
advantages of the approach lie in the following facts. The approximate solution un(x, t) converges uniformly to the exact
solution u(x, t). The method is mesh free, easily implemented and capable of treating the boundary conditions. Since the
method needs no time discretization, it does not matter at what time the approximate solution is computed, from both the
elapsed CPU time and stability problem points of view. Unlike most existing methods, the proposed method is capable of
treating the nonlinear term of the equation, without approximation. Also we can evaluate the approximate solution un(x, t)
for a fixed n once, and use it over and over.
The paper is organized as follows. Section 2 is devoted to simplifying the model problem. Several reproducing kernel
spaces are defined in Section 3. The problem solving, method implementation and verification of convergence of the
approximate solution to the exact solution are prepared in Section 4. Some numerical results are presented in Section 5.
The last section is a brief conclusion.
2. Preliminaries
We consider GRLW equation as
∂u
∂t
+ α ∂u
∂x
+ βu∂u
∂x
− µ∂
2u
∂x2
− δ ∂
3u
∂x2∂t
= 0, (x, t) ∈ (a, b)× (0, T ),
with the initial condition
u(x, 0) = u˜0(x),
and the boundary conditions
u(a, t) = γ1(t), u(b, t) = γ2(t),
where u˜0(x), γ1(t) and γ2(t) are known functions. By defining the new independent variable y as y = (x− a)/(b− a), this
model problem can be transformed to the following problem:∂u∂t + α(b− a) ∂u∂y + β(b− a)u∂u∂y − µ(b− a)2 ∂
2u
∂y2
− δ
(b− a)2
∂3u
∂y2∂t
= 0, (y, t) ∈ (0, 1)× (0, T ),
u(y, 0) = u0(y), u(0, t) = γ1(t), u(1, t) = γ2(t),
(2)
where u0(y) = u˜0(a + (b − a)y). If we construct a function space, in which each function satisfies (2), we can solve the
problem in the function space. In order to construct such a function space, we need to homogenize the boundary conditions.
We put
v(y, t) = u(y, t)− U(y, t)− u0(y)+ U0(y),
where
U(y, t) = γ1(t)(1− y)+ γ2(t)y, U0(y) = U(y, 0).
Then we can obtain∂v∂t + α(b− a) ∂v∂y − µ(b− a)2 ∂
2v
∂y2
− δ
(b− a)2
∂3v
∂y2∂t
= g(y, t)+ f

y, t, v,
∂v
∂y

, (y, t) ∈ (0, 1)× (0, T ),
v(y, 0) = 0, v(0, t) = 0, v(1, t) = 0,
(3)
where
g(y, t) = −∂U
∂t
− α
(b− a)
∂(U + u0 − U0)
∂y
+ µ
(b− a)2
∂2u0
∂y2
,
f

y, t, v,
∂v
∂y

= −β (v + U + u0 − U0)
(b− a)
∂(v + U + u0 − U0)
∂y
.
We replace v with u and ywith x in (3), for simplicity.
3. Reproducing kernel spaces
In this section, we define some useful reproducing kernel spaces [44].
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Definition 1. W0[0, 1] = {u(x)|u(x), u′(x), u′′(x) are absolutely continuous in [0, 1], u(3)(x) ∈ L2[0, 1], u(0) = u(1) = 0}.
The inner product and the norm inW0[0, 1] are defined respectively by
⟨u, v⟩W0 =
2−
i=0
u(i)(0)v(i)(0)+
∫ 1
0
u(3)(x)v(3)(x)dx, u, v ∈ W0[0, 1], (4)
and
‖u‖W0 =
⟨u, u⟩W0 , u ∈ W0[0, 1].
The space W0[0, 1] is a reproducing kernel space, i.e., for each fixed y ∈ [0, 1] and any u(x) ∈ W0[0, 1], there exists a
function Ry(x) such that
u(y) = ⟨u(x), Ry(x)⟩W0 .
Ry(x) is given in the Appendix.
Definition 2. W1[0, T ] = {u(t)|u(t), u′(t) are absolutely continuous in [0, T ], u′′(t) ∈ L2[0, T ], u(0) = 0}. The inner
product and the norm inW1[0, T ] are defined respectively by
⟨u, v⟩W1 =
1−
i=0
u(i)(0)v(i)(0)+
∫ T
0
u′′(t)v′′(t)dt, u, v ∈ W1[0, T ],
and
‖u‖W1 =
⟨u, u⟩W1 , u ∈ W1[0, T ].
The spaceW1[0, T ] is a reproducing kernel space and its reproducing kernel function rs(t) is given by
rs(t) =

st + s
2
t2 − 1
6
t3 t ≤ s,
st + s
2
2
t − 1
6
s3 t > s.
Definition 3. W2[0, 1] = {u(x)|u(x), u′(x) are absolutely continuous in [0, 1], u′′(x) ∈ L2[0, 1]}. The inner product and the
norm inW2[0, 1] are defined respectively by
⟨u, v⟩W2 =
1−
i=0
u(i)(0)v(i)(0)+
∫ 1
0
u′′(x)v′′(x)dx, u, v ∈ W2[0, 1],
and
‖u‖W2 =
⟨u, u⟩W2 , u ∈ W2[0, 1].
The spaceW2[0, 1] is a reproducing kernel space and its reproducing kernel function Qy(x) is given by
Qy(x) =

1+ yx+ y
2
x2 − 1
6
x3 x ≤ y,
1+ yx+ y
2
2
x− 1
6
y3 x > y.
Definition 4. W3[0, T ] = {u(t)|u(t) is absolutely continuous in [0, T ], u′(t) ∈ L2[0, T ]}. The inner product and the norm in
W3[0, T ] are defined respectively by
⟨u, v⟩W3 = u(0)v(0)+
∫ T
0
u′(t)v′(t)dt, u, v ∈ W3[0, T ],
and
‖u‖W3 =
⟨u, u⟩W3 , u ∈ W3[0, T ].
The spaceW3[0, T ] is a reproducing kernel space and its reproducing kernel function qs(t) is given by
qs(t) =

1+ t t ≤ s,
1+ s t > s.
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Definition 5. W (Ω) = {u(x, t)| ∂3u
∂x2∂t
is completely continuous inΩ = [0, 1] × [0, T ], ∂5u
∂x3∂t2
∈ L2(Ω), u(x, 0) = u(0, t) =
u(1, t) = 0}. The inner product and the norm inW (Ω) are defined respectively by
⟨u(x, t), v(x, t)⟩W =
2−
i=0
∫ T
0
[
∂2
∂t2
∂ i
∂xi
u(0, t)
∂2
∂t2
∂ i
∂xi
v(0, t)
]
dt +
1−
j=0

∂ j
∂t j
u(x, 0),
∂ j
∂t j
v(x, 0)

W0
+
∫ T
0
∫ 1
0
[
∂3
∂x3
∂2
∂t2
u(x, t)
∂3
∂x3
∂2
∂t2
v(x, t)
]
dxdt, u, v ∈ W (Ω),
and
‖u‖W =
⟨u, u⟩W , u ∈ W (Ω).
Theorem 1. W (Ω) is a reproducing kernel space and its reproducing kernel function is
K(y,s)(x, t) = Ry(x)rs(t),
such that for any u(x, t) ∈ W (Ω),
u(y, s) = ⟨u(x, t), K(y,s)(x, t)⟩W ,
and
K(y,s)(x, t) = K(x,t)(y, s),
where Ry(x), rs(t) are the reproducing kernel functions of W0[0, 1] and W1[0, T ], respectively.
Proof. See [44]. 
Definition 6. W (Ω) = u(x, t)| ∂u
∂x is completely continuous inΩ = [0, 1] × [0, T ], ∂
3u
∂x2∂t
∈ L2(Ω)

. The inner product
and the norm in W (Ω) are defined respectively by
⟨u(x, t), v(x, t)⟩W =
1−
i=0
∫ T
0
[
∂
∂t
∂ i
∂xi
u(0, t)
∂
∂t
∂ i
∂xi
v(0, t)
]
dt + ⟨u(x, 0), v(x, 0)⟩W2
+
∫ T
0
∫ 1
0
[
∂2
∂x2
∂
∂t
u(x, t)
∂2
∂x2
∂
∂t
v(x, t)
]
dxdt, u, v ∈ W (Ω),
and
‖u‖W =

⟨u, u⟩W (Ω), u ∈ W (Ω).
W (Ω) is a reproducing kernel space and its reproducing kernel function is
G(y,s)(x, t) = Qy(x)qs(t).
4. Solution representation inW (Ω)
On defining the linear operator L : W (Ω)→ W (Ω) as
Lu = ∂u
∂t
+ α
(b− a)
∂u
∂x
− µ
(b− a)2
∂2u
∂x2
− δ
(b− a)2
∂3u
∂x2∂t
,
model problem (3) changes to the following problem:
Lu(x, t) = g(x, t)+ f (x, t, u, ux), (x, t) ∈ (0, 1)× (0, T ),
u(x, 0) = 0, u(0, t) = 0, u(1, t) = 0. (5)
Lemma 1. L is a bounded linear operator.
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Proof.
‖Lu‖2W = ⟨Lu(x, t), Lu(x, t)⟩W
=
1−
i=0
∫ T
0
[
∂
∂t
∂ i
∂xi
Lu(0, t)
]2
dt + ⟨Lu(x, 0), Lu(x, 0)⟩W2 +
∫ T
0
∫ 1
0
[
∂2
∂x2
∂
∂t
Lu(x, t)
]2
dxdt
=
1−
i=0
∫ T
0
[
∂
∂t
∂ i
∂xi
Lu(0, t)
]2
dt +
1−
i=0
[
∂ i
∂xi
Lu(0, 0)
]2
+
∫ 1
0
[
∂2
∂x2
Lu(x, 0)
]2
dx
+
∫ T
0
∫ 1
0
[
∂2
∂x2
∂
∂t
Lu(x, t)
]2
dxdt.
Since
u(x, t) = ⟨u(ξ , η), K(x,t)(ξ , η)⟩W , Lu(x, t) = ⟨u(ξ , η), LK(x,t)(ξ , η)⟩W ,
from the continuity of K(x,t)(ξ , η), we have
|Lu(x, t)| ≤ ‖u‖W‖LK(x,t)(ξ , η)‖W ≤ c0‖u‖W .
Similarly for i = 0, . . . , 2,
∂ i
∂xi
Lu(x, t) =

u(ξ , η),
∂ i
∂xi
LK(x,t)(ξ , η)

W
,
∂
∂t
∂ i
∂xi
Lu(x, t) =

u(ξ , η),
∂
∂t
∂ i
∂xi
LK(x,t)(ξ , η)

W
,
and then ∂ i∂xi Lu(x, t)
 ≤ ci‖u‖W , ∂∂t ∂ i∂xi Lu(x, t)
 ≤ di‖u‖W .
Therefore
‖Lu(x, t)‖2W ≤
2−
i=0
(c2i + d2i )‖u‖2W ≤ c2‖u‖2. 
Now, we choose a countable dense subset {(x1, t1), (x2, t2), . . . , } inΩ , and define
φi(x, t) = G(xi,ti)(x, t), ψi(x, t) = L∗φi(x, t),
where L∗ is the adjoint operator of L. The orthonormal system {ψ¯i(x, t)}∞i=1 of W (Ω) can be derived from the process of
Gram–Schmidt orthogonalization of {ψi(x, t)}∞i=1 as
ψ¯i(x, t) =
i−
k=1
βikψk(x, t).
Theorem 2. Suppose that {(xi, ti)}∞i=1 is dense in W (Ω); then {ψi(x, t)}∞i=1 is a complete system in W (Ω) and ψi(x, t) =
L(y,s)K(y,s)(x, t)|(y,s)=(xi,ti).
Proof. We have
ψi(x, t) = (L∗φi)(x, t) = ⟨(L∗φi)(y, s), K(x,t)(y, s)⟩W
= ⟨φi(y, s), L(y,s)K(x,t)(y, s)⟩W
= L(y,s)K(x,t)(y, s)|(y,s)=(xi,ti)
= L(y,s)K(y,s)(x, t)|(y,s)=(xi,ti).
Clearly, ψi(x, t) ∈ W (Ω). For each fixed u(x, t) ∈ W (Ω), if
⟨u(x, t), ψi(x, t)⟩W = 0, i = 1, 2 . . . ,
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then
⟨u(x, t), (L∗φi)(x, t)⟩W = ⟨Lu(x, t), φi(x, t)⟩W = (Lu)(xi, ti) = 0, i = 1, 2 . . . .
Note that {(xi, ti)}∞i=1 is dense inw(Ω), hence, (Lu)(x, t) = 0. It follows that u ≡ 0 from the existence of L−1. So the proof is
complete. 
Theorem 3. If {(xi, ti)}∞i=1 is dense inw(Ω), then the solution of (5) is
u(x, t) =
∞−
i=1
i−
k=1
βik [g(xk, tk)+ αk] ψ¯i(x, t), (6)
where
αk = f (xk, tk, u(xk, tk), ∂xu(xk, tk)), k = 1, 2, . . .
Proof. Since {ψ¯i(x, t)}∞i=1 is the complete system inW (Ω), we have
u(x, t) =
∞−
i=1
⟨u(x, t), ψ¯i(x, t)⟩W ψ¯i(x, t)
=
∞−
i=1
i−
k=1
βik⟨u(x, t), ψk(x, t)⟩W ψ¯i(x, t)
=
∞−
i=1
i−
k=1
βik⟨u(x, t), L∗φk(x, t)⟩W ψ¯i(x, t)
=
∞−
i=1
i−
k=1
βik⟨Lu(x, t), φk(x, t)⟩W ψ¯i(x, t)
=
∞−
i=1
i−
k=1
βik⟨Lu(x, t),G(xk,tk)(x, t)⟩W ψ¯i(x, t)
=
∞−
i=1
i−
k=1
βikLu(xk, tk)ψ¯i(x, t)
=
∞−
i=1
i−
k=1
βik [g(xk, tk)+ αk] ψ¯i(x, t). 
Now the approximate solution un(x, t) can be obtained from the n-term intercept of the exact solution u(x, t) and
un(x, t) =
n−
i=1
i−
k=1
βik [g(xk, tk)+ αk] ψ¯i(x, t).
Obviously,
‖un(x, t)− u(x, t)‖W → 0, (n →∞).
4.1. The method implementation
If we write F(x, t, u(x, t), ∂xu(x, t)) = g(x, t)+ f (x, t, u(x, t), ∂xu(x, t)), then (6) can be written as
u(x, t) =
∞−
i=1
Aiψ¯i(x, t),
where
Ai =
i−
k=1
βikF(xk, tk, u(xk, tk), ∂xu(xk, tk)).
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Now let (x1, t1) = (0, 0); then from the boundary conditions of (5), u(x1, t1) is known. We put u0(x1, t1) = u(x1, t1) and
define the n-term approximation to u(x, t) by
un(x, t) =
n−
i=1
Biψ¯i(x, t), (7)
where
Bi =
i−
k=1
βikF(xk, tk, uk−1(xk, tk), ∂xuk−1(xk, tk)). (8)
In the sequel, we verify that the approximate solution un(x, t) converges to the exact solution, uniformly. First, the following
lemma is given.
Lemma 2. If un
‖.‖−→ u¯, ‖un‖ is bounded, (xn, tn) → (y, s) and F(x, t, u(x, t), ux(x, t)) is continuous, then
F(xn, tn, un−1(xn, tn), ∂xun−1(xn, tn))→ F(y, s, u¯(y, s), ∂xu¯(y, s)).
Proof. Note that
|u(x, t)| = ⟨u(y, s), K(x,t)(y, s)⟩W  ≤ ‖u(y, s)‖W‖K(x,t)(y, s)‖W ≤ c0‖u(y, s)‖W ,∂u(x, t)∂x
 = u(y, s), ∂K(x,t)(y, s)∂x

W
 ≤ ‖u(y, s)‖W ∂K(x,t)(y, s)∂x

W
≤ c1‖u(y, s)‖W ,∂u(x, t)∂t
 = u(y, s), ∂K(x,t)(y, s)∂t

W
 ≤ ‖u(y, s)‖W ∂K(x,t)(y, s)∂t

W
≤ c2‖u(y, s)‖W ,
and
|un−1(y, s)− u¯(y, s)| =
⟨un−1(x, t)− u¯(x, t), K(y,s)(x, t)⟩W 
≤ ‖un−1(x, t)− u¯(x, t)‖W‖K(x,t)(y, s)‖W ≤ c0‖un−1(x, t)− u¯(x, t)‖W .
On the other hand,
|un−1(xn, tn)− u¯(y, s)| = |un−1(xn, tn)− un−1(y, s)+ un−1(y, s)− u¯(y, s)|
≤ |∇un−1(ξ , η)| |(xn, tn)− (y, s)| + |un−1(y, s)− u¯(y, s)| .
From un
‖.‖−→ u¯ and former statements, it follows that
|un−1(y, s)− u¯(y, s)| → 0 and |∇un−1(ξ , η)| ≤

c12 + c22‖u‖W .
Therefore
|un−1(xn, tn)− u¯(y, s)| → 0, as n →∞,
because of the boundedness of ‖un‖. In the same manner
|∂xun−1(xn, tn)− ∂xu¯(y, s)| → 0, as n →∞.
The continuity of F(x, t, u(x), v(x)) implies that
F(xn, tn, un−1(xn, tn), ∂xun−1(xn, tn))→ F(y, s, u¯(y, s), ∂xu¯(y, s)), as n →∞. 
Theorem 4. Suppose that ‖un‖ is bounded in (7) and (5) has a unique solution. If {(xi, ti)}∞i=1 is dense in W (Ω), then the n-term
approximate solution un(x, t) derived from the above method converges to the analytical solution u(x, t) of (5) and
u(x, t) =
∞−
i=1
Biψ¯i(x, t),
where Bi is given by (8).
Proof. First, we prove the convergence of un(x, t). From (7), we infer that
un+1(x, t) = un(x, t)+ Bn+1ψ¯n+1(x, t).
The orthonormality of {ψ¯i}∞i=1 yields that
‖un+1‖2 = ‖un‖2 + B2n+1 = · · · =
n+1−
i=1
B2i . (9)
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In terms of (9), it holds that ‖un+1‖ ≥ ‖un‖. Due to the condition that ‖un‖ is bounded, ‖un‖ is convergent and there exists
a constant c such that
∞−
i=1
B2i = c.
This implies that
{B2i }∞i=1 ∈ l2.
Ifm > n, then
‖um − un‖2 = ‖um − um−1 + um−1 − um−2 + · · · + un+1 − un‖2
= ‖um − um−1‖2 + ‖um−1 − um−2‖2 + · · · + ‖un+1 − un‖2.
On account of
‖um − um−1‖2 = B2m,
consequently,
‖um − un‖2 =
m−
l=n+1
B2l → 0 as n →∞.
The completeness ofW (Ω) shows that un → u¯ as n →∞. Now, we prove that u¯ is the solution of (5). Taking limits in (7),
we get
u¯(x, t) =
∞−
i=1
Biψ¯i(x, t).
Note that
(Lu¯)(x, t) =
∞−
i=1
BiLψ¯i(x, t),
and
(Lu¯)(xl, tl) =
∞−
i=1
BiLψ¯i(xl, tl)
=
∞−
i=1
Bi⟨Lψ¯i(x, t), φl(x, t)⟩W
=
∞−
i=1
Bi⟨ψ¯i(x, t), L∗φl(x, t)⟩W
=
∞−
i=1
Bi⟨ψ¯i(x, t), ψl(x, t)⟩W .
Therefore
i−
l=1
βil(Lu¯)(xl, tl) =
∞−
i=1
Bi

ψ¯i(x, t),
i−
l=1
βilψl(x, t)

W
=
∞−
i=1
Bi⟨ψ¯i(x, t), ψ¯l(x, t)⟩W
= Bl.
In view of (8), we have
Lu¯(xl, tl) = F(xl, tl, ul−1(xl, tl), ∂xul−1(xl, tl)).
Since {(xi, ti)}∞i=1 is dense inW (Ω), for each (y, s) ∈ Ω , there exists a subsequence {xnj , tnj}∞j=1 such that
(xnj , tnj)→ (y, s) (j →∞).
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We know that Lu¯(xnj , tnj) = F(xnj , tnj , unj−1(xnj , tnj), ∂xunj−1(xnj , tnj)). Let j → ∞; by Lemma 2 and the continuity of F , we
have
(Lu¯)(y, s) = F(y, s, u¯(y, s), ∂xu¯(y, s)),
which indicates that u¯(x, t) satisfies (5). 
Remark 1. In a same manner, it can be proved that∂un(x, t)∂x − ∂u(x, t)∂x
 −→ 0, as n →∞,
where
∂u(x, t)
∂x
=
∞−
i=1
Bi
∂ψ¯i(x, t)
∂x
,
and
∂un(x, t)
∂x
=
n−
i=1
Bi
∂ψ¯i(x, t)
∂x
,
where Bi is given by (8).
5. Numerical results
To test the accuracy of the present method, some numerical experiments are presented in this section. All experiments
are done by taking parameter µ = 0. The RLW equation has an analytical solution of the form
u(x, t) = 3c sech2(k [x− x0 − νt]),
where ν = 1 + βc is the wave velocity, k = 12

βc
δν
, and c is a constant. This solution represents the motion of a
single solitary wave with amplitude 3c and initially centered at x0. The first numerical experiments are done in the region
−40 ≤ x ≤ 60 with parameters c = 0.1, x0 = 0, and α = β = δ = 1. Using our method, we choose 36 points in Ω , and
obtain the approximate solution u36(x, t). The comparison of the results with the analytical solutions is shown in Table 1,
and they are found to be in good agreement with each other. To compare the new technique with some recent methods
collected in [26], wemodel themotion of a single solitary wave of an RLW equationwith amplitude 0.09, through the region
[−80, 120] × [0, 20], for a set of points
{x1 = a, . . . , xi = a+ (i− 1)h, . . . , xN = b}, h = |b− a|N − 1 .
It is known that the RLW equation possesses only three invariants, which correspond to the mass, momentum, and energy.
The three invariants will be checked against
I1 =
∫ b
a
udx ≃ h
N−
j=1
u˜j, I2 =
∫ b
a
(u2 + δu2x)dx ≃ h
N−
j=1
[(u˜j)2 + µ(u˜x)2j ],
I3 =
∫ b
a
(u3 + 3u2)dx ≃ h
N−
j=1
[(u˜j)3 + 3(u˜j)2],
and the accuracy of the scheme is measured by using the following error norm:
L∞ = ‖u− u˜‖∞ = max
1≤j≤N
|uj − u˜j|,
where u and u˜ represent the exact and approximate solutions, respectively. The values of L∞ and the invariants I1, I2 and I3
are given in Table 2 up to time T = 20, obtained by using our method for n = 100 and n = 400, and the methods collected
in [26] for δt = 0.1, and h = 0.125. Note that (PC-TPS-RBF) stands for the thin plate spline radial basis function method
with a predictor–corrector [26]. Referring to Table 2, it can be noted that our method is in agreement with or even more
accurate than some other methods. Invariants I1, I2 and I3 are also satisfactorily conservative during the experiment. The
CPU times for a Pentium(R), with Dual CPU, 1:60 GHz, are also reported, to indicate the producing of reasonably accurate
results within a few seconds of time.
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Table 1
Absolute errors of the numerical values of u(x, t), c = 0.1, n = 36,−40 ≤ x ≤ 60.
(x, t) True solution u(x, t) Approximate solution u36(x, t) Absolute errors CPU time (s)
(−32, 1) 5.5574E−04 5.9887E−04 1.1546E−04 3.110
(−16, 1) 6.8396E−03 9.1766E−03 2.3370E−03 3.110
(0, 1) 2.9190E−01 3.0068E−01 8.7824E−03 3.110
(16, 1) 1.3135E−02 1.1069E−02 2.0659E−03 3.111
(32, 1) 1.0787E−04 1.1076E−03 9.9975E−03 3.112
(48, 1) 1.2933E−04 9.4794E−04 1.2847E−04 3.112
(56, 1) 7.7681E−07 3.7758E−06 3.6981E−06 3.112
(−32, 20) 1.0190E−07 6.0843E−04 6.2540E−04 3.220
(−16, 20) 1.2684E−05 7.7883E−03 7.8009E−03 3.221
(0, 20) 1.5749E−03 1.3964E−03 2.9713E−03 3.221
(16, 20) 1.4513E−01 1.4395E−01 1.1814E−03 3.221
(32, 20) 5.3475E−02 4.9133E−02 4.3419E−03 3.222
(48, 20) 4.7236E−04 2.7706E−03 3.2430E−03 3.223
(56, 20) 4.2367E−05 1.8444E−03 1.8868E−03 3.223
Table 2
Invariants and errors for a single soliton of the RLW equation; c = 0.03,−80 ≤ x ≤ 120.
Method Time L∞ I1 I2 I3
RKS(N = 100) 4 1.6967E−05 2.119406 0.117301 0.398806
RKS(N = 100) 8 6.5568E−05 2.119408 0.117303 0.398806
RKS(N = 100) 12 4.0467E−04 2.119408 0.117303 0.398808
RKS(N = 100) 16 5.7794E−04 2.119407 0.117302 0.398807
RKS(N = 100) 20 7.1755E−04 2.119408 0.117302 0.398807
RKS(N = 400) 20 6.2420E−06 2.119408 0.117302 0.398808
PC-TPS-RBF (δt = 0.1, h = 0.125) 20 4.3820E−06 2.1094022 0.1273017 0.3888059
High-order compact 20 1.4970E−06 2.1067778 0.1273012 0.3888043
Galerkin linear 20 1.9800E−04 2.10906 0.127305 0.388815
Galerkin quadratic 20 4.3200E−04 2.10460 0.127302 0.388803
Least square cubic 20 1.6E−03 2.128869 0.1272228 0.388571
Petrov–Galerkin quadratic 20 3.1600E−04 2.10908 0.127318 0.388854
Pseudo-spectral 20 3.9200E−06 2.109405 0.127302 0.388806
Cubic B-spline collocation 20 4.3200E−04 2.104584 0.1272937 0.388778
6. Conclusion
In this paper, the reproducing kernel Hilbert space method was applied successfully for solving the generalized
regularized long wave equation. The proposed method is shown to have good convergence, be simple in principle, be easy
to program and treat the boundary conditions easily. It seams that the method can also be applied to higher dimensional
equations. We leave this to our further works.
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Appendix
For constructing the reproducing kernel function Ry(x) inW0[0, 1], according to (4) we have
⟨u(x), Ry(x)⟩W0 =
2−
i=0
u(i)(0)R(i)y (0)+
∫ 1
0
u(3)(x)R(3)y (x)dx
= u′(0) R′y(0)+ R(4)y (0)+ u′′(0) R′′y (0)− R(3)y (0)
+ u′′(1)R(3)y (1)− u′(1)R(4)y (1)−
∫ 1
0
u(x)R(6)y (x)dx. (10)
Since Ry(x) ∈ W0[0, 1], it follows that
Ry(0) = 0, Ry(1) = 0.
If
R′y(0)+ R(4)y (0) = 0, R′′y (0)− R(3)y (0) = 0, R(3)y (1) = 0, R(4)y (1) = 0,
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then (10) implies that
⟨u(x), Ry(x)⟩W0 = −
∫ 1
0
u(x)R(6)y (x)dx.
For every x in [0, 1], if Ry(x) also satisfies
R(6)y (x) = −δ(x− y),
then
⟨u(x), Ry(x)⟩W0 = u(y).
Thus we introduce the analytical representation of Ry(x). Consider the following boundary value problem with y as a
parameter:
R(6)y (x) = 0, x ≠ y;
Ry(0) = 0,
Ry(1) = 0,
R(3)y (1) = 0,
R(4)y (1) = 0,
R′y(0)+ R(4)y (0) = 0,
R′′y (0)− R(3)y (0) = 0,
R(k)y (x)|x=y−0 = R(k)y (x)|x=y+0 , k = 0, 1, 2, 3, 4
R(5)y (x)|x=y+0 − R(5)y (x)|x=y−0 = −1.
(11)
It can be shown that the solution of problem (11) is
Ry(x) =

c1 + c2x+ c32 x
2 + c4
6
x3 + c5
24
x4 + c6
120
x5, x ≤ y
d1 + d2x+ d32 x
2 + d4
6
x3 + d5
24
x4 + d6
120
x5, x > y
where the unknown coefficients can be obtained by applying the boundary conditions of (11).
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