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Sommaire 
Ce memoire s'inscrit dans le projet ASTUS qui vise a developper une plate-forme de systeme 
tutoriel intelligent (STI) base sur une architecture de connaissance independante du domaine. 
L'interet d'une telle plate-forme est de reduire de facon importante l'effort d'encodage des 
connaissances d'un domaine particulier et de permettre le developpement de modules tuteur, 
apprenant et communication capables de manipuler de facon generique les structures de cette 
architecture. Ce memoire donne un nouveau souffle aux travaux passes du groupe ASTUS en 
prenant un virage pragmatique pour concevoir et implementer une nouvelle architecture de 
connaissance qui s'inspire en grande partie des travaux anterieurs d'ASTUS, mais aussi de 
STI concurrents. En fin de compte, ce memoire presente une image nette de l'approche 
d'ASTUS. 
Pour en arriver a cette nouvelle architecture de connaissance, nous avons formule des criteres 
qui permettent de comparer les architectures de connaissance presentes dans les STI. Nous 
avons analyse des STI qui ont des objectifs similaires a ceux d'ASTUS a partir de ces criteres. 
Cette analyse nous a guides dans l'elaboration de lignes directrices qui ont fixe les 
caracteristiques recherchees dans une architecture de connaissance pour la plate-forme 
ASTUS. Nous avons done propose une nouvelle architecture de connaissance qui respecte ces 
lignes directrices. Finalement, nous avons teste cette derniere avec succes en utilisant des 
domaines simples, mais qui, considered comme un tout, reflete les defis des domaines vises 
par le projet ASTUS. 
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Introduction 
Issu de la communaute scientifique francaise a la fin des annees 90, le concept 
d'Environnement Informatique pour l'Apprentissage Humain (EIAH) englobe toutes les 
approches ou Tinformatique est utilisee pour favoriser le developpement des connaissances 
chez un apprenant. Les EIAH ont en commun qu'ils sont de facon explicite ou non liee a un 
modele de l'apprentissage et un modele de l'enseignement [26]. Leur developpement provient 
d'une part des experimentations en psychologie cognitive ou dans les sciences de l'education 
et d'autre part des progres de 1'informatique, que ce soit les avancees de 1'intelligence 
artificielle (IA) ou l'essor du web. 
On peut classer en trois grandes families les theories d'apprentissage et d'enseignement : le 
behaviorisme, le cognitivisme et le constructivisme. Les behavioristes1 considerent 
l'apprenant comme une boite noire dont les entrees sont des stimuli et les sorties sont des 
comportements. Ce sont le renforcement et les punitions, sous forme positive ou negative qui 
motivent l'apprentissage, c'est-a-dire l'acquisition a long terme du comportement adequat 
face a la situation presentee. Les exerciseurs a choix multiple ou a reponse courte mettent en 
oeuvre ces idees. Ces derniers et leurs variantes sont regroupes sous le nom de Computer-
Based Training (CBT) ou Computer-Assisted Instruction (CAI). 
Les approches cognitivistes completent les premieres en s'interessant aux processus qui, a 
partir des stimuli, produisent les comportements. Dans ces approches, on s'interesse a 
representer par un modele de traitement de 1'information, le raisonnement effectue par 
l'apprenant. Par exemple, la theorie des conditions d'apprentissage de Gagne [23] s'appuie a 
la fois sur le behaviorisme et le cognitivisme. Finalement, d'un cote, les architectures 
cognitives telles que ACT-R[6] et Soar[38] implementent ces modeles afin de simuler 
l'apprentissage et de l'autre, les Systemes Tutoriels Intelligents (STI) font de meme pour offrir 
un enseignement base sur la facon dont le cerveau humain traite les connaissances. 
l.Du moins, ceux qui prennent en compte le concept de conditionnement operant de Skinner. 
1 
Les approches constructivistes se differencient des dernieres de deux fa9ons importantes. 
Premierement, elles ne considerent pas que les connaissances ont une existence propre1, mais 
qu'elles sont intimement liees a l'experience d'apprentissage d'un apprenant. Deuxiemement, 
elles placent l'apprenant au centre de l'activite d'apprentissage, donnant a l'enseignant, qu'il 
soit humain ou logiciel, un role de soutien ou de support. Ces approches se basent sur 
l'hypothese que les connaissances ne peuvent etre acquises que par 1'experimentation qu'un 
apprenant peut realiser dans un environnement le placant devant un probleme a resoudre. Ces 
derniers peuvent etre des simulateurs, des micromondes ou encore des environnements 
d'apprentissage intelligents (ILE pour Intelligent Learning Environment). L'ensemble de ces 
implementations peut etre regroupe sous le nom de Computer-Based Learning (CBL). On 
parle d'approche socioconstructiviste lorsqu'on ajoute la collaboration entre plusieurs 
apprenants et certaines plates-formes de type CBL le supportent. 
Le cyberapprentissage (eLearning) est la categorie d'EIAH qui s'est developpee le plus dans 
les dernieres annees. Plusieurs plates-formes de cyberapprentissage (aussi VLE pour Virtual 
Learning Environment, LMS pour Learning Management System et par extension LCMS pour 
Learning Content Management System) ont vu le jour, qu'elles soient commerciales (par 
exemple, WebCT2) ou libres (par exemple, Moodle3). Ces plates-formes visent a presenter, a 
l'aide de documents hypermedia, le contenu d'un cours (au sens d'une unite d'apprentissage). 
Elles offrent aussi de nombreuses fonctionnalites liees a la gestion du cours telles l'inscription 
des apprenants ou la communication (courriels, forums, etc.), mais aussi a la gestion du 
contenu, de la creation des documents a leur organisation au sein de standards (IMS[35, 33], 
LOM[31], SCORM[l], etc.). Certaines offrent egalement des mecanismes d'evaluation sous 
forme de questionnaire a choix multiple. 
Les ILE combinent a la fois un micromonde dans lequel l'apprenant peut interagir sous la 
supervision possible d'un coach, mais aussi l'acces au contenu du cours sous forme de 
l.L'objectivisme soutient l'hypothese inverse. 
2.WebCT.com http:// www.webct.com 
3.Moodle A Free, Open Source CMS for Online Learning http://moodle.org 
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documents hypermedias. L'intelligence se retrouve dans leur capacite a s'adapter a 
l'apprenant a la fois au niveau de l'environnement et au niveau de la presentation du contenu 
[12]. 
Les STI (aussi ITS pour Intelligent Tutoring System) sont apparus dans les annees 70 et 
certains d'entre eux ont maintenant franchi avec succes le passage des laboratoires de 
recherche au deploiement dans le milieu scolaire. Bien que plusieurs les considerent comme 
depasses, ils demeurent Pobjet de nombreux travaux de recherche. Les STI sont issus de la 
combinaison des experimentations en psychologie cognitive et des outils de l'IA, en 
particulier, des systemes de production. Ils se distinguent des exerciseurs par la presence d'une 
modelisation de l'apprenant qui permet une aide a l'apprentissage personnalisee et des 
environnements d'apprentissage (de type CBL) par la presence d'un tuteur qui a le controle 
sur l'activite. Cependant, la plupart des STI offrent aussi un environnement de resolution de 
probleme et pour la suite du memoire, le terme STI designera ceux-ci. 
L'architecture des STI 
L'architecture classique d'un STI comporte quatre modules [63] qui sont les suivants : le 
module communication, le module expert, le module «modele de l'apprenant» et le module 
tuteur. Cependant, dans plusieurs implementations, bien que Ton retrouve l'ensemble de leurs 
fonctionnalites, certains modules sont confondus en un seul. 
Le module expert contient les connaissances du domaine. Son principal role est de pouvoir 
evaluer la solution de l'apprenant. Pour ce faire, dans un premier groupe de STI, les elements 
de connaissance sont operationnels, c'est-a-dire qu'a partir des donnees initiales du probleme 
soumis a l'apprenant, ils sont capables de produire une solution. Un deuxieme groupe, les 
Constraints-Based Tutors (CBT), est plutot base sur des contraintes que doit respecter une 
solution du probleme [44]. Dans un cas ou 1'autre, ces connaissances doivent etre encodees et 
1'effort n6cessaire pour y arriver represente generalement au moins 50% du travail necessaire 
pour le developpement d'un STI complet [5]. Le reste de ce memoire s'interesse a la 
3 
problematique des modules experts utilisant des elements de connaissance operationnelle et 
decrit le role des autres modules en consequence. 
Le module communication comprend d'une part l'interface entre l'apprenant et le STI et 
d'autre part l'interface entre les actions realisees dans l'environnement et les autres modules 
qui doivent les analyser. Anderson et al. [7] recommande que ce module soit le premier a etre 
concu, car il precise les frontieres du domaine dont les problemes sont issus, par exemple en 
determinant l'ensemble des actions possibles. De plus, Anderson et al. enonce trois contraintes 
minimales que doit pouvoir satisfaire le module communication. 1) Chaque action qui y est 
effectuee doit pouvoir etre communiquee au module tuteur. 2) Le module tuteur doit avoir 
acces a une representation de ce que l'apprenant percoit. 3) Le module tuteur doit pouvoir y 
declencher lui-meme des actions. 
Le module «modele de l'apprenant» peut etre considere comme une interface entre le module 
communication et le module tuteur. Pour remplir ce role, il doit d'abord faire un diagnostic a 
partir des actions effectuees au niveau du module communication, c'est-a-dire determiner 
quel(s) element(s) de connaissance it l'apprenant a poser ces dernieres. Puis il doit mettre a 
jour son evaluation du niveau de maitrise de chacun de ces elements de connaissance. Puisque 
l'apprenant peut faire des erreurs, la plupart des STI ajoutent pour la modelisation de 
l'apprenant, en plus des elements de connaissance valide utilises par le module expert, des 
elements de connaissance errones. Aussi, dans certains STI, ce module offre la possibilite de 
simuler un apprenant [58], c'est-a-dire de jouer le role d'une architecture cognitive en se 
basant entre autres sur 1'evaluation courante des unites de connaissance. II est alors par 
exemple possible de soumettre un probleme a «l'apprenant virtuel» afin de verifier s'il pose 
un niveau de difficulte raisonnable. De facon plus modeste, certains modules «modele de 
l'apprenant» peuvent faire une prediction d'une ou plusieurs actions a partir de l'etat courant 
du probleme [14]. Les resultats de ces differents calculs fournissent au module tuteur les 
informations necessaires pour intervenir en aval ou en amont des actions de l'apprenant. 
Le module tuteur, a partir des connaissances du module expert et de l'image de l'apprenant 
qu'il a au travers du module apprenant, doit produire des interventions pedagogiques. Que ce 
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soit d'afficher un message d'aide ou bien de declencher une action a la place de l'apprenant, 
P intelligence du tuteur reside dans sa capacite a choisir la bonne intervention, au moment le 
plus propice. Le tuteur peut etre egalement responsable de selectionner le probleme que 
l'apprenant doit resoudre. Dans ce cas, il fera preuve d'intelligence s'il soumet a l'apprenant 
un probleme qui maximisera l'apprentissage des elements de connaissance pertinents par 
rapport aux objectifs pedagogiques poursuivis. 
Bien que les STI decrits ci-haut puissent etre bases sur des architectures differentes, ils ont 
tous un comportement similaire. En effet, Van Lehn a recemment formule une synthese des 
STI destinee tant aux neophytes qu'aux chercheurs du domaine en fonction de lew 
comportement plutot que de leur structure [57]. II les decrit comme l'execution de deux 
boucles qu'il nomme boucle externe et boucle interne (figure 1). 
1. Tant 
1 
2 
1 
que les ob; 
Soumett 
Tant que 
ectifs pedagogiques ne sont 
re un probleme a l'apprenant. 
: le 
2.1 
2.2 
2.3 
probleme 
Guider 1' 
Attendre 
Produire 
n'est pas resolu : 
apprenant sur la p 
1'action faite par 
pas atteints : 
rochaine action 
1'apprenant. 
a faire. 
une retroaction sur 1'action effectuee. 
Figure 1 - Pseudo-code des boucles externe et interne. 
Le pour et le contre des STI 
Du point de vue de la pedagogique, la motivation principale des STI se trouve dans les travaux 
de Bloom. Ceux-ci ont montre qu'un tuteur humain qui supervise individuellement un 
apprenant lui fera faire un gain de deux ecarts-types vis-a-vis a la moyenne [10]. Or, certains 
STI, en particulier les Cognitive Tutors, ont montre, en situation reelle d'apprentissage des 
gains d'environ un ecart-type [35]. Bien que ces resultats soient fort encourageants, nous 
proposons trois facteurs probables pour expliquer la perte de vitesse du developpement des 
STI depuis la fin des annees 80. II s'agit du rejet par plusieurs chercheurs en IA des approches 
«symboliques» pour les approches «connexionnistes», de l'echec a reduire de facon 
substantielle les efforts d'encodage des connaissances du module expert et de F influence 
grandissante des approches constructivistes en education. Face a ce constat, l'avenir des STI 
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pourrait sembler incertain, mais certains resultats sont plus encourageants. En effet, Sweller, 
reconnu pour avoir developpe la theorie de la charge cognitive (CLT pour Cognitive Load 
Theory) [54], et ses collaborateurs ont recemment formule une importante critique quant aux 
approches constructivistes. Celle-ci se base sur Phypothese que les approches constructivistes 
ne tiennent pas compte de la capacite et des mecanismes de la memoire humaine. [34]. En 
effet, l'application des approches constructivistes ferait en sorte que l'apprenant se retrouve 
dans une situation ou ses capacites cognitives sont depassees. Plus precisement, en plongeant 
le novice dans une experimentation pratique du domaine avant de lui en avoir fait la 
presentation theorique et en plus en le laissant a lui-meme dans cette exploration, on cree une 
situation ou la charge cognitive devient trop grande1. Or les STI peuvent justement jouer le 
role d'assistance a l'apprentissage completant un enseignement des notions du domaine, que 
ce soit en classe ou par le biais du eLearning. De plus, le module tuteur peut, a partir des 
informations que lui fournissent les autres modules, s'assurer qu'un novice sera suffisamment 
guide. Par exemple, le tuteur peut d'abord lui presenter la demonstration de la resolution d'un 
probleme semblable a celui qu'il s'apprete a lui soumettre. 
Contexte 
Ce memoire s'inscrit dans le projet ASTUS qui vise a developper une plate-forme de STI 
basee sur une architecture de connaissance qui est independante du domaine enseigne. 
L'interet d'une telle plate-forme est de reduire l'effort d'encodage des connaissances d'un 
domaine et de rendre possible l'elaboration de modules tuteur, «modele de Papprenant» et 
communication generiques. Les STI developpes a partir de cette plate-forme viseront les 
domaines scientifiques ou techniques, en fait les domaines pour lesquels il est possible de 
modeliser l'expertise grace aux formalismes de l'AI «symbolique». La plate-forme 
empruntera des elements du eLearning comme la gestion des acces et la communication, mais 
aussi des ILE comme la juxtaposition a l'environnement d'une aide en ligne sous forme de 
documents hypermedia. 
l.Depuis l'ecriture de ce memoire, Sweller et al. a ete accuse d'avoir presente les approches constructiv-
istes de maniere reductrice, mais nous considerons que la critique originale est toujours pertinente. 
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L'approche pedagogique globale d'ASTUS se refiete dans une architecture comprenant un 
environnement d'apprentissage ou differents types d'activites pourront etre realises. On y 
retrouve, entre autres, la resolution de probleme supervisee par un tuteur qui s' assure que le 
deroulement mene l'apprenant a la solution. En effet, bien que le comportement du module 
tuteur puisse etre determine par differentes strategies pedagogiques, il offre un comportement 
de base pour chaque type d'activite. Bien que la motivation principale du groupe reside dans la 
representation des connaissances en IA, les defis a surmonter tant sur le plan informatique que 
sur le plan humain aupres des responsables de formation offrent un interet pour ASTUS. 
Inities par la conception de l'architecture cognitive Miace [42], les travaux du groupe se sont 
concentres sur la representation des connaissances [21, 43, 45], mais ont aussi touche le 
module communication [11], le module tuteur [27] et la communication entre ses derniers 
[28]. 
Objectifs 
La section precedente a decrit les ambitions du projet ASTUS. Cependant, les defis pour y 
arriver sont nombreux et le premier consiste a attirer, grace a un prototype de la plate-forme, 
F interet des enseignants, des gestionnaires de formation et des chercheurs en sciences de 
F education pour le projet. Dans ce memoire, nous proposons une architecture de connaissance 
qui possede certaines caracteristiques qui lui permettront de servir de base a ce prototype. 
L'etendue reelle d'une telle architecture depasse evidemment les limites de ce qui peut etre 
concu et realise a Finterieur d'un projet de maitrise. Par consequent, plusieurs limitations 
seront done enoncees afin d'etre eventuellement considerees dans un projet de doctorat. Ce 
memoire ne cherche pas a demontrer l'efficacite au point de vue de Faide a Fapprentissage 
d'un STI developpe a partir de ce prototype, puisque nous pouvons nous appuyer sur les 
resultats que des systemes semblables ont deja demontres. En resume, les objectifs de ce 
memoire sont: 
• d'exposer les caracteristiques qu'une architecture de connaissance doit posseder 
pour atteindre les objectifs du prototype de la plate-forme d'ASTUS; 
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• de proposer une architecture de connaissance et d'illustrer ses caracteristiques a 
l'aide de la modelisation de differents domaines simples; 
• de montrer, a l'aide d'une version minimale, mais complete et fonctionnelle du 
prototype, que cette architecture possede les caracteristiques recherchees. 
Methodologie 
Nous avons adopte une methodologie classique qui decoule des objectifs enonces plus haut. 
Premierement, nous recensons et critiquons les solutions presentees dans la litterature. 
Deuxiemement, a partir de cette analyse, nous proposons notre solution originale. 
Troisiemement, nous procedons a une experimentation pour valider notre solution. La 
structure de ce memoire reflete les etapes de cette methodologie. 
Le chapitre 1 presente un etat de l'art des architectures de connaissance au sein du module 
expert d'un STL A partir d'une liste de caracteristiques, il evalue d'une part les principaux 
concurrents et d'autre part l'architecture experimentale issue des travaux anterieurs du groupe. 
Le chapitre 2 presente l'architecture de connaissance du prototype et la facon dont elle permet 
au module expert d'accomplir ses fonctions a l'aide d'exemples issus d'un domaine «jouet». 
Le chapitre 3 presente des exemples issus de differents domaines qui illustrent les 
caracteristiques originales de l'approche tout en decrivant les compromis effectues et les 
limites rencontrees. 
Le chapitre 4 presente une version minimale du prototype en indiquant clairement les 
composantes qui ont ete ciblees de facon prioritaire et les limites de leur implementation. En 
somme, il decrit comment le comportement generique des STI decrit en introduction 
s'applique dans le prototype. 
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Chapitre 1 
Le module expert 
Ce chapitre presente et critique differentes approches pour encoder les connaissances dans 
certains STI, ceux dont le module expert est base sur des elements de connaissance 
operationnels et dont le comportement se decrit a l'aide d'une boucle externe et d'une boucle 
interne presentees en introduction. Dans ce but, ce chapitre presente d'abord un ensemble de 
caracteristiques qui seront utilisees comme critere de comparaison entre les differentes 
approches. 
Definitions preliminaires 
Avant tout, il faut definir quelques notions qui reviennent frequemment dans le texte : les 
structures de representation de connaissance, le moteur d'inference, le modele de 
connaissance, la solution, l'expertise et l'architecture de connaissance. Les structures de 
representation de connaissance referent aux structures de donnees pour encoder 
Tinformation. L'information necessaire pour resoudre les problemes d'un domaine et encodee 
dans les structures de representation de connaissance forme le modele de connaissance du 
domaine. Le moteur d'inference est le processus qui utilise le modele de connaissance pour 
resoudre un probleme. La solution est la trace des etapes effectuees par le moteur d'inference. 
L'architecture de connaissance designe l'ensemble forme par les structures de 
representation de connaissance et le moteur d'inference. Finalement, l'expertise est constitute 
de l'ensemble des solutions possibles que l'architecture de connaissance peut produire a partir 
d'un modele de connaissance du domaine. 
Perspective historique 
II convient d'abord d'introduire la modelisation de l'expertise telle qu'elle a ete 
historiquement presentee dans la litterature sur les STI. Dans cette perspective, une propriete 
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fondamentale de l'expertise est sa transparence. Dans le cas minimal, il s'agit d'une «boite 
noire» qui, en entree, recoit les donnees du probleme et qui fournit, en sortie, une solution. On 
peut imaginer un STI qui utiliserait Maple1, un logiciel de calcul symbolique, pour obtenir 
l'integrale qu'il demande a l'apprenant d'effectuer. A l'oppose, elle peut etre totalement 
transparente, on parle alors d'une «boite de verre» [63], les systemes experts crees a partir de 
systemes de production tels CLIPS2 et Jess3 en sont des exemples. Pour ces derniers, on 
obtient une sequence de regies qui justifient etape par etape la demarche qui a mene a la 
solution. Puis, peu importe sa transparence, la solution produite par le moteur d'inference peut 
etre plus ou moins similaire a celle produite par un expert humain du domaine. En effet, bien 
qu'un systeme expert fournisse une demarche complete, rien ne garantit que celle-ci soit 
psychologiquement plausible [63]. Or, lorsque l'expertise est transparente et que l'architecture 
de connaissance utilisee repond a des criteres issus de la psychologie cognitive, on considere 
le modele de connaissance comme un modele cognitif. 
Notions de psychologie cognitive 
Etant donne l'importance des modeles cognitifs dans le developpement des STI, il est 
important de les definir davantage. L'interet premier d'une expertise encodee sous forme d'un 
modele cognitif est de faciliter les interactions, dans les deux sens, entre l'apprenant et le STI 
[5]. Pour concevoir une architecture de connaissance qui donne lieu a de tels modeles, il faut 
tenir compte de la facon dont les connaissances sont stockees et traitees au sein de la memoire 
humaine. En psychologie cognitive [48], on considere que la memoire peut d'abord etre 
decomposed en fonction de sa capacite temporelle a retenir la connaissance, on obtient alors 
les memoires sensorielles, a court terme et a long terme. Puisque c'est au sein de la memoire a 
long terme que le stockage permanent des connaissances a lieu, la structure de cette derniere 
peut inspirer la facon d'encoder un modele cognitif. Or, la memoire a long terme peut elle-
meme etre divisee en memoire declarative et memoire procedurale. La memoire declarative 
1 .http://www.maplesoft.com 
2.CLIPS: A Tool for Building Expert Systems http://www.ghg.net/clips/clips.html 
3Jess, the Rule Engine for the Java Platform http://herzberg.ca.sandia.gov 
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contient les faits, tandis que la memoire procedurale contient les habiletes, autant celles faisant 
appel aux capacites de raisonnement que celles faisant appel aux capacites motrices. La 
memoire procedurale est dite implicite, car son contenu n'est pas directement accessible. Par 
exemple, se rappeler Femplacement des touches sur un clavier fait appel a la memoire 
declarative, tandis que l'habilete de frapper les touches en ecrivant ce «memoire de maitrise» 
fait appel a la memoire procedurale. La memoire declarative se decompose elle aussi en 
memoire semantique et en memoire episodique. La memoire semantique contient les concepts 
au sens general, independamment des experiences vecues tandis que la memoire episodique 
contient des occurrences particulieres de ces concepts en fonction du lieu et du moment ou 
elles ont ete manipulees. Pour reprendre l'exemple precedent, la memoire semantique contient 
le concept de «memoire de maitrise» tandis que la memoire episodique de l'auteur contient 
tous les episodes concernant l'ecriture de celui-ci. 
1.1 Les caracteristiques 
Puisque l'interet fondamental du groupe ASTUS est de developper une architecture de 
connaissance independante du domaine, les approches de type «boite noire», qui sont 
necessairement dediees a un domaine, ne sont pas considerees dans ce travail. Par consequent, 
la modelisation de 1'expertise dans les STI est un probleme de representation des 
connaissances, un champ d'interet partage et influence a la fois par les chercheurs en sciences 
cognitives et en IA. Les systemes experts, la logique des predicats, les frames, les reseaux 
semantiques et plus recemment les logiques de description sont parmi les outils de 
representation des connaissances les plus repandus. Ces derniers sont decrits dans plusieurs 
ouvrages traitants de l'IA [p. ex. 39]. Des chercheurs du MIT [49] ont tente de definir ce 
qu'est la representation des connaissances et pour ce faire, ils ont propose cinq roles cles 
qu'elle peut remplir dans un systeme a base de connaissances. 
1) Elle agit comme un substitut du domaine reel, elle permet done de raisonner sur le 
domaine sans agir directement sur celui-ci. 
2) Elle definit une vision particuliere du domaine. 
11 
3) Elle etablit la nature des inferences qu'elle permet de produire. 
4) Elle fournit un moyen efficace sur le plan computationel de manipuler les 
connaissances. 
5) Elle constitue un langage pour communiquer a propos du domaine. 
A partir de ces roles, nous avons degage les caracteristiques suivantes pour 1'architecture de 
connaissance d'un module expert: 
1) La clart£ de la semantique du modele de connaissance. D'abord, il faut considerer qu'il 
peut y avoir plus qu'un niveau de substitution dans la modelisation d'un domaine enseigne par 
un STL En effet, le module communication constitue lui-meme une representation du 
domaine. De plus, la frontiere entre l'expertise du domaine reel ou naturel et celle du domaine 
repr^sente par le module communication peut etre ambigue. Par exemple, dans un cas, il se 
peut que le module communication offre un formulaire de saisie pour la solution beaucoup 
plus structure que la feuille de papier naturellement utilisee. Dans un autre cas, la 
representation graphique d'un objet qui doit etre analyse par l'apprenant peut ne pas refleter 
tous les details de 1'objet reel. 
2) La vision qui teinte le modele de connaissance. Un domaine peut etre percu ou decrit de 
differentes facons, il y a done plus d'un modele de connaissance possible pour un meme 
domaine. Au cours de notre revue de la litterature, nous avons rencontre trois visions 
differentes : 1) la vision «cognitive» qui s'interesse avant tout a l'apprentissage, 2) la vision 
«expert» qui correspond a l'approche classique de la resolution de probleme en IA et 3) la 
vision «pedagogique» qui prend en compte au depart la fonction d'enseignement du STI lors 
de la modelisation des connaissances. 
3) La nature des elements operationnels de connaissance. Bien que la plupart des STI 
utilisent les regies de production pour representer les elements operationnels, d'autres 
techniques ont leurs avantages propres (des exemples seront presented dans la suite de ce 
chapitre). Aussi, il peut etre interessant d'encoder differemment les connaissances en fonction 
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de la facon dont dies sont manipulees, notamment celles donnant lieu a des resultats mentaux 
de celles donnant lieu a des actions dans le module communication. 
4) La capacite de l'architecture de connaissance a suivre le rythme des actions de 
l'apprenant. Les STI sont des systemes a base de connaissances dont le moteur d'inference 
doit pouvoir analyser les etapes produites par l'apprenant et determiner si elles doivent etre 
suivies d'une retroaction. La tache est computationnellement ardue, et pour contourner ce 
probleme, plusieurs STI precalculent 1'ensemble des solutions possibles pour un probleme 
donne. Evidemment, cette strategic n'est pas applicable dans les domaines ou l'apprenant peut 
faire devier la solution dans une direction inattendue ou quand le nombre de solutions 
possibles est grand, voire infinie. 
5) Le modele de connaissance comme un langage de communication entre les modules et 
avec l'apprenant. Plus ce langage est intelligible pour les differents modules, plus la 
communication est facilitee avec l'apprenant. Par exemple, si le module tuteur peut analyser la 
structure d'une solution fournie par le module expert ou simplement explorer la structure du 
modele de connaissance, il sera en mesure d'offrir des retroactions sans effort d'encodage 
propre au domaine. De meme, le processus d'interpretation des actions effectuees par 
l'apprenant au niveau du module communication pour les comparer a la solution de l'expert 
sera simplifie. 
Puisque c'est l'encodage des connaissances qui est reconnu comme etant le principal obstacle 
au developpement des STI, nous le considerons comme une caracteristique. 
6) L'effort necessaire pour encoder le modele de connaissance. Ce critere est souvent relie 
a la capacite de mettre en ceuvre des outils auteurs pour reduire substantiellement l'effort. Pour 
les STI que nous considerons dans ce travail, il n'existe pas a notre connaissance de tels outils. 
Toutefois, un «environnement de developpement integre» {Integrated Development 
Environement, IDE) comprenant un editeur, un environnement d'execution et des outils de 
debogage a 1'image de ceux offerts pour de nombreux langages de programmation, permet aux 
auteurs de concevoir plus rapidement et de tester plus rigoureusement le modele. 
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Finalement, la mission pedagogique des ITS nous amene a considerer deux caracteristiques 
qui n'ont pas d'equivalents dans les systemes a base de connaissances en general. 
7) La possibility de construire des unites pedagogiques. II s'agit de regrouper en differentes 
unites l'ensemble du modele de connaissance et de structurer ces dernieres dans un 
curriculum. Dans certains cas, des objectifs pedagogiques sont definis en fonction des 
elements de connaissance et relies par des liens pedagogiques tels que prealables, conditions 
d'apprentissage et criteres d'evaluation. 
8) L'encodage des connaissances didactiques. Les connaissances didactiques sont des 
connaissances pedagogiques propres a une ou plusieurs unites de connaissance pour en 
faciliter l'acquisition. lis peuvent etre considered comme des metadonnees par rapport au 
modele de connaissance. La forme la plus repandue de ce type de connaissance est un message 
texte propre a element de connaissance et contenant des variables qui sont initialisees en 
fonction des donnees du probleme en cours. 
1.2 Evaluation des STI 
Les modules experts presenter ci-dessous sont issus de STI choisis autant pour leur reputation 
que pour leur parente avec la plate-forme ASTUS. lis seront d'abord presenters, puis critiques 
en fonction des caracteristiques presentees ci-haut. Certaines caracteristiques ont ete omises 
lorsqu'elles n'etaient pas pertinentes. 
1.2.1 Cognitive Tutors 
Les Cognitive Tutors (CT) de Carnegie-Mellon University sont les STI les plus souvent cites 
et ceux ayant fait l'objet du plus grand deploiement dans les classes [36]. Les CT ont ete 
concus pour tester la validite des principes sous-jacents a la famille d'architectures cognitives 
elaboree par J. R. Anderson et son equipe, la derniere etant ACT-R 6 [7]. Les resultats 
l.Nous supposons par la suite que le lecteur est familier avec les principes de base de cette architecture. 
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impressionnants [35] obtenus en situation reelle d'apprentissage ont mene leurs concepteurs a 
fonder Carnegie Learning, une entreprise responsable du developpement des CT, dont les plus 
connus sont Lisp Tutor, Algrebra Tutor et Geometry Tutor (voir figure 2). 
Carnegie Learning's AlgeliM 1 
File Tutor Go To View Help 
8 -Two-Step Linear Equations 
1 - Solving One-Step Equations (Type In) 
I SrM 
lUndoi 
Solve for x 
-5x= 30 
Divide both sides by what 
-5x 
-5 
30 
-5 
_A1 Unit08 
eg1Q2-constant 
> 
a i '0 t 
Hint Done 
Solver,- w.; 
1 
i Divide both sides . . 
\ Simplify 
j -Choose a Simplification— 
i 
f 
i 
oM 
; 
1 
v ' 
i 
^ 
Figure 2 - Un probleme dans Algebra Tutor I. 
Les structures de representation de connaissance utilisees pour obtenir les modeles cognitifs 
utilises par les CT sont presque identiques a celles d'ACT-R. II y a d'une part les «elements de 
la memoire de travail» (WME pour Working Memory Element, ou chunk dans ACT-R) pour 
representer les connaissances declaratives et d'autre part les regies de production pour 
representer les connaissances procedurales. Ces deux structures ont un fondement provenant 
des nombreuses recherches en psychologie qui ont demontre la validite d'ACT-R. Cependant, 
Parchitecture des CT n'integre pas les processus de perception et de motricite, tandis que ceux 
de la memoire sont reduits a leur plus simple expression. Puisque ce sont ces derniers qui ont 
fait d'ACT-R une architecture capable de simuler finement le comportement cognitif humain, 
il peut etre interessant d'etendre le modele de connaissance d'un domaine utilise avec les CT 
pour le valider avec ACT-R. Finalement, tout comme dans ACT-R, il n'y a pas de distinction 
parmi les connaissances declaratives entre les connaissances semantiques et les connaissances 
episodiques. 
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Les WME represented les buts, les donnees du probleme et les valeurs entrees par 
l'apprenant. Un WME possede un type pouvant etre derive d'un type plus general, qui definit 
ses attributs. Les valeurs de ces derniers peuvent etre des donnees primitives (entier, chaine de 
caractere, nombre a virgule flottante, etc.), un autre WME ou bien encore une liste contenant 
un des elements precedents (voir figure 3). 
Problem5+2> 
IsA 
First-Addend 
Second-Addend 
Result 
Done 
Singie-Column-Addition-Problem 
5 ^ 
2 "*—~—-_/^ Valeurs 
nil ~~V d'attributs 
nil 
Figure 3 - Un WME pour le probleme de l'addition a une colonne. 
Les regies de production contiennent un ensemble de conditions et un ensemble d'actions 
declenchees lorsque les conditions sont presentes (voir figure 4). 
(defproduction add single-column addition (=problem 
=problem> "* ' 
isa single-column-addition-problem 
result NIL 
first-addend =op1 
second-addend =op2 
!eval! = sum(+ =op1 =op2) 
=problem> 
result = sum 
) 
Figure 4 - Une regie de production pour le probleme de l'addition a une colonne. 
Les conditions sont des patterns de WME qui doivent etre apparies avec des WME existants. 
Par exemple, le pattern present dans la condition de la regie ci-dessus (voir figure 4) peut 
s'apparier avec le WME illustre plus haut (voir figure 3). Dans cet exemple, apres 
Punification, les variables opl et op2 prennent respectivement les valeurs 5 et 2 partout ou 
elles surviennent dans la regie. 
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Les actions expriment: 1) des calculs de valeur intermediate a l'aide du langage Lisp comme 
le montre la premiere action de la regie ci-haut (voir figure 4); 2) la mise a jour d'un sous-
ensemble des WME present dans la partie condition comme le montre la deuxieme action 
(voir figure 4); 3) la creation de nouveaux WME; 4) une requete au moteur d'inference pour 
declencher un nouveau cycle d'execution des regies (chainage). Le processus de chainage ne 
se retrouve pas dans ACT-R, car au sein de cette architecture ce sont les niveaux d"activation 
des WME et Vutilite des regies de production qui determinent le choix de la prochaine regie a 
declencher. 
Lors de la resolution d'un probleme par un apprenant, un ou plusieurs WMEs expriment l'etat 
actuel du probleme. La mise a jour de ces WMEs par l'architecture en fonction des 
manipulations au sein du module communication est assuree par un algorithrne de «tracage de 
modele» {Model Tracing). La manipulation faite par l'apprenant est representee par une 
structure nominee SAI (pour Selection-Action-Inpui) et qui se divise en trois composantes : 
une selection, une action et une valeur. La selection indique quelle composante du module 
communication est manipulee, Taction precise la nature de cette manipulation et la valeur, qui 
peut etre absente, contient la donnee saisie. Pour un SAI donne dans le probleme de l'addition 
a plusieurs colonnes, la selection indiquerait la colonne, Yaction preciserait s'il s'agit de 
l'ecriture de la retenue ou de la somme et la valeur contiendrait le chiffre saisi. Ensuite, toutes 
les regies (en incluant le chainage) sont declenchees a partir de l'etat courant jusqu'a ce qu'il 
soit possible d'identifier une regie (ou une sequence) dont les actions correspondent au SAI. Si 
la recherche est fructueuse, une retroaction positive (en vert) est affichee a l'apprenant. En 
plus des regies valides, des regies erronees sont aussi presentes pour reconnaitre les erreurs les 
plus frequentes des apprenants. Ces dernieres sont associees a des messages d'erreur precis 
pour l'apprenant. Dans le cas ou aucune regie ne peut etre trouvee, un message d'erreur 
general est envoye a l'apprenant. Pour ces deux cas, c'est une retroaction negative (en rouge) 
qui est affichee. 
Finalement, outre l'absence des processus d'acces aux elements de la memoire, il existe une 
autre difference significative entre le modele de connaissance d'un CT et son equivalent pour 
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ACT-R. En effet, une partie de l'inference realisee a l'aide de regies de production dans ACT-
R est realisee directement a partir de code Lisp dans les CT. Par exemple, le calcul de la 
somme dans les actions de la regie ci-dessus (voir figure 4) pourrait etre modelise par une ou 
plusieurs regies de production et des chunks dans ACT-R. Anderson [5] a precise qu'il etait 
normal qu'un modele de connaissance pour un STI traite le probleme a un niveau 
d'abstraction plus eleve que le ferait une architecture cognitive. 
Si la semantique des chunks comme elements de la «memoire de travail» (au sens 
psychologique) est claire dans ACT-R, il n'en est pas toujours de meme pour les WME dans 
les CT. En effet, il n'y a aucun formalisme, a notre connaissance, qui specifie de facon 
explicite la nature des WME et des relations qui existent entre eux. lis peuvent aussi bien 
representer un objet cognitif comme le resultat d'un calcul mental, un objet tangible comme 
une cellule dans un tableur, ou encore un composant graphique comme une boite de saisie ou 
un bouton. Par consequent, nous jugeons difficile la prise en compte de la nature des WME de 
facon independante du domaine . Comme le chainage des regies est encode a l'interieur de ces 
dernieres, la strategic de resolution modelisee est implicite. Nous jugeons done difficile pour 
un processus computationnel de la rendre explicite, c.-a-d. sous une forme declarative, a partir 
de l'inspection des regies. Par consequent, il nous apparait clair que le comportement du 
module tuteur des CT est forcement simple ou bien particulier au domaine (Caracteristique 
#1 et #5). 
Les regies de production, qui sont des elements de connaissance operationnels des CT, sont 
certainement une representation valide pour les connaissances procedurales. Toutefois, il ne 
nous apparait pas evident que Tangle «cognitif» qu'elles injectent dans la modelisation du 
domaine soit le plus adapte aux besoins d'un STI (Caracteristique #2 et #3). Cette hypothese 
sera detaillee davantage au chapitre 2. 
L'efficacite du Model Tracing (Caracteristique #4) est garantie par Tutilisation 
d'algorithmes propres aux systemes de production qui optimisent la recherche des regies 
pouvant etre activees (p. ex. Rete [20]). 
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Etant donne que TIDE des CT, le Tutorial Developpement Kit (TDK), n'est pas publiquement 
accessible, il est difficile pour nous d'evaluer quels outils ont ete mis en place pour faciliter la 
modelisation des domaines (Caracteristique #6). Toutefois, la litterature permet de constater 
que ses utilisateurs ont remarque certains problemes qui decoulent des critiques formulees 
plus haut. Entre autres, ils relevent le fait qu'on ne puisse pas lier un message d'aide ou 
d'erreur a un declenchement particulier d'une regie de production. Par exemple, il est 
impossible d'aj outer a la regie generate de 1'addition un message pour le cas particulier ou 
l'un des operandes est zero . 
En ce qui concerne les connaissances didactiques, les Cognitive Tutors offrent un mecanisme 
simple et reconnu. Au sein de chaque regie de production, on peut fournir une sequence de 
messages d'aide, qui sont generalement, de plus en plus precis (Caracteristique #7). Les CT 
offrent des structures pedagogiques, mais la litterature donne peu de details a leur sujet. 
Plusieurs regies de production similaires peuvent etre regroupees sous une seule habilete. Ces 
habiletes peuvent a leur tour etre regroupees dans une lecon. L'ensemble des lecons forme le 
curriculum (Caracteristique #8). L'evaluation de l'apprenant, presente sous forme de 
diagramme a bande, est etablie a l'aide d'un algorithme de tracage de connaissance ( 
Knowledge Tracing). Ce dernier se base sur le theoreme de Bayes et des valeurs initiales qui 
doivent etre determinees a l'aide de donnees empiriques et propres a chaque domaine[17]. 
Deux variantes des CT sont presentees en fonction de leurs differences par rapport a 
1'architecture de base. Nous designons par la suite 1'architecture de base et ces variantes par 
l'acronyme MTT {Model-Tracing Tutors). 
1.2.2 Cognitive Tutors (TRE) 
Le Tutor Runtime Engine (TRE) est le successeur du TDK et il est presentement utilise pour le 
developpement des STI commercialises par Carnergie Learning [50, 49]. A notre 
connaissance, peu de details sur sa conception sont disponibles dans la litterature. Toutefois, 
l'objectif qu'il vise a atteindre est connu. II s'agit, en conservant un comportement tutoriel 
identique, de gagner en temps de developpement et en efficacite au moment de resoudre les 
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problemes. Pour ce faire, ce nouveau modele remplace d'abord les WME par une approche 
orientee-objet. II est aussi indique que les buts ont leur propre representation, mais la 
litterature n'en donne pas les details. En particulier rien n'indique que leur usage soit 
systematique au niveau des regies de production (Caracteristique #1, #3). Autre nouveaute, 
le TPvE fait un precalcule important pour rendre le Model Tracing plus efficace lors de la 
resolution du probleme par l'apprenant. En fait, pour chaque probleme, une cache contenant 
les regies pertinentes est conservee dans un fichier qui est genere au moment de l'ecriture de 
ce dernier. Ceci permet d'eviter de fouiller toutes les regies quand certaines ne peuvent 
simplement pas etre appliquees dans l'une ou l'autre des strategies de resolution modelisees 
(Caracteristique #4). Finalement, bien que ces changements mis en ceuvre dans une 
perspective d'ingenierie logicielle semblent fournir aux CT des structures ou l'introspection 
serait plus facile; aucune volonte dans ce sens n'a ete exprimee dans la litterature. 
1.2.3 Cognitive Tutors Authoring tools 
Les Cognitive Tutors Authoring tools (CTAT1) sont une version reduite, mais accessible sur le 
web de l'architecture des CT [2, 36]. Bien que cette architecture ne supporte pas encore toutes 
les fonctionnalites des TDK/TRE, comme la structure pedagogique et 1'evaluation de 
l'apprenant, il permet de concevoir des STI comparables a ceux produits par ces dernieres. 
L'objectif de CTAT est de permettre le developpement d'un STI sans avoir recours a des 
informaticiens familiers avec la representation des connaissances (Caracteristique #6). Pour 
atteindre cet objectif, CTAT propose : 1) des librairies de composantes graphiques (Java/ 
Flash) qui permettent d'implementer facilement et rapidement un module communication; 2) 
un type de STI beaucoup plus limite nomme «tuteur par tracage d'exemple» {Example-
Tracing Tutors) qui ne demande aucune modelisation sous forme de regies de production [3]; 
3) un outil nomme SimStudent, encore au stade experimental, qui permet la generation des 
regies de production a partir du suivi de la resolution d'un probleme par un expert humain 
[40]. Le moteur d'inference implemente en Lisp pour les CT est remplace par le systeme 
1.Cognitive Tutors Authoring Tools Home http://ctat.pact.cs.cmu.edu/ 
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Figure 5 - L'environnement graphique de CTAT. 
expert Jess, et l'edition des fichiers est facilitee par la presence d'un module d'extension 
(plug-in) pour l'environnement de developpement eclipse . La presence d'outils de debogage 
(Conflict Tree, "Why not" Window, WME editor) qui permettent a l'auteur de faire le suivi des 
valeurs des WME et du declenchement des regies de production au fur et a mesure ou il 
manipule le module communication est une originalite de CTAT. 
1 .Eclipse.org home http://www.eclipse.org/ 
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1.2.4 Andes 
'ANDES Physics Workbench - [ktSa-Soiution.fbd] 
j j j j File Edit Diagram Variable View Hat! 
T 
An observer on a 30K course stands 60.0 in west of the 
tee as a player drives a ball dawn the fairway. The bail 
lands at a point due north of where it started. 
If the ball lands 2.00 s later, 1S6 m from the observer, 
what was its average velocity during its flight? 
Answer: 
60m 
T: It is a good idea to begin any problem by 
enumerating the bodies at work within it. Doing so 
helps to frame later principle applications. Why don't 
you do so now. 
Variables 
Name 
©TO 
Definition 
ball is Nt 
baa lands 
•Camp • V-Cw» 
Figure 6 - L'environnement graphique d'Andes. 
Andes (voir figure 6), developpe par Kurt VanLehn et son equipe, vise l'enseignement de la 
physique de niveau collegial (mecanique, electricite et magnetisme). II peut etre telecharge sur 
le web et en est maintenant a sa deuxieme version majeure. Des etudiants de l'U.S. Naval 
Academy l'utilisent chaque annee depuis 1999 [56]. 
L'objectif d'Andes est d'aider les etudiants a resoudre des problemes. Dans ce but, pour 
chaque probleme, Andes construit au prealable le graphe des solutions. Ce dernier contient 
toutes les etapes des demarches de solution possibles. Pour construire ce graphe, Andes a 
recours a des operateurs, nommes methodes de resolution, refletant les principaux principes de 
la physique, par exemple la 2e loi de Newton en mecanique (voir figure 7). De plus, certains 
operateurs represented des principes mineurs, des derivations mathematiques ou encore un 
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Pour appliquer la 2e loi de Newton a un <corps> a <temps> sur l'<axe> : 
1. Creer un diagramme de corps en chute libre pour le <corps> a <temps> 
sur l'<axe>. 
Creer un vecteur pour chaque <force> sur le <corps> a <temps>. 
Creer un vecteur pour 1'acceleration du <corps> a <temps>. 
2. Ecrire 1'equation de la loi en fonction de la composante de l'<axe>. 
3. Pour chaque <vecteur>, ecrire 1'equation de la projection sur chaque 
<axe> 
4. Pour chaque principe mineur de la forme " <force> = <expression> " ou 
la <force> est sur le <corps> a <temps>, ecrire 1'equation du principe 
mineur. 
Figure 7 - La methode de resolution pour la 2e loi de Newton 
Si l'<objectl> tire sur l'<object2> alors il y a une force de tension sur 
l'<object2> du a l'<objectl>. 
Figure 8 - Un principe mineur sous forme de clause de Horn, 
certain «sens commun». Les methodes de resolution sont modelisees de facon similaire a des 
methodes en planification hierarchique [25], tandis que les principes mineurs sont modelises a 
l'aide de clauses de Horn (voir figure 8). Finalement, un algorithme de recherche fouille 
l'espace d'etats forme par un ensemble de variables dont la valeur est soit connue ou 
inconnue, en utilisant les operateurs pour ajouter de nouvelles variables, jusqu'a ce que la 
valeur de la variable qui est l'objet de la question soit connue. 
Le modele de connaissance des differents sous-domaines de la physique Andes est transparent 
et F expertise reflete la facon dont des experts en physique resolvent les problemes. Cependant, 
Farchitecture de connaissance ne s'inspire pas d'une architecture cognitive d'aussi pres que 
les MTT s'inspirent de ACT-R. Neanmoins, le modele produit peut sans aucun doute etre 
considere comme un modele cognitif. L'architecture de connaissance d'Andes se distingue de 
celle des MTT par le fait qu'elle est basee sur les caracteristiques de son domaine 
d'application. Si Fon peut comparer l'approche des MTT a un systeme expert qui reagit au fur 
et a mesure des changements declenchds par l'apprenant; on peut comparer celle d'Andes a un 
planificateur produisant un plan hierarchique faiblement ordonne (voir figure 9) [25]. En effet, 
en dehors des contraintes d'ordre qui sont inevitables, par exemple definir une variable avant 
de Futiliser dans une equation, Andes n'induit pas une strategie particuliere de resolution du 
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probleme. Le suivi de l'apprenant a l'aide de cette representation des solutions consiste done a 
noter les etapes effectuees afin de guider le module tuteur dans ses retroactions. En effet, ce 
dernier n'enseigne pas une strategie pour resoudre le probleme, il ne fait qu'indiquer quelles 
sont les etapes valides et invalides en utilisant la couleur verte pour les premieres et rouge 
pour les dernieres. Si l'apprenant demande de l'aide, il suggere l'etape qui se rapproche le plus 
possible, dans le graphe des solutions, de la derniere realisee par celui-ci. En fait, pour chacun 
des operateurs refletant les principaux principes de physique, l'auteur du modele peut ajouter 
un contenu didactique qui est generalement constitue de trois messages : un premier pointe 
subtilement vers l'etape a faire; un deuxieme decrit le principe de facon generate; un troisieme 
applique le principe dans le probleme en cours. Finalement, un outil auteur pour la creation de 
probleme est offert, mais il n'est pas decrit dans la litterature. 
1. Creer le corps, ce qui definit une variable pour la masse «mc». 
2. Definir les axes avec une rotation de 20 degre. 
3. Definir les valeurs connues dans la donnee du probleme 
4. Creer le vecteur pour le deplacement «d» 
5. Entrer la valeur du deplacement, «d = 20 m» 
6. Entrer la valeur de la masse, «mc = 2000 kg» 
7. Appliquer une premiere methode de resolution [...] 
8. Appliquer la 2e loi de Newton [...] 
9. [...] 
10. Resoudre le systeme d'equations obtenu et obtenir la valeur de «vf» 
11. Entrer la valeur de vf (11.59 m/s) dans la zone de reponse. 
Figure 9 - Le graphe des solutions pour un probleme de mecanique. 
Caracteristique #1. Deux facteurs importants font en sorte que la semantique des modeles de 
connaissance d'Andes est moins ambigue que celles des MTT. D'abord, le module 
communication represente explicitement le support naturel qui permet de resoudre ces 
problemes, e'est-a-dire une feuille de papier sur laquelle on ecrit des equations et ou Ton trace 
des schemas (voir figure 6). De plus, le modele etablit clairement la difference entre une etape 
et une inference. 
Caracteristique #3. En effet, les etapes correspondent toujours a une action dans le module 
communication et pour chacune d'entre elles, une ou plusieurs inferences, e'est-a-dire 
l'application mentale d'un element de connaissance, peuvent avoir ete effectuees. Par 
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exemple, l'application de principes differents peut amener l'apprenant a ecrire la meme 
equation sans qu'il soit possible de discerner le principe utilise. 
L'architecture d'Andes est tout a fait adequate pour aider a resoudre des problemes dans la 
famille de domaines pour lesquels il est concu. D'ailleurs, recemment, un STI tres simple pour 
l'apprentissage des axiomes de probability a ete realise a partir de l'architecture d'Andes. 
Cependant, de nombreux domaines, qui ne sont pas aussi formels que les mathematiques, mais 
dont 1'expertise peut tout de meme etre enseignee ne se pretent pas necessairement bien a une 
modelisation sous forme de «systeme d'equations». 
De plus, comme le graphe des solutions est statique et qu'il doit tenir compte de toutes les 
solutions potentielles, Parchitecture d'Andes n'est pas applicable aux domaines dont les 
problemes donnent lieu a une explosion combinatoire des solutions possibles. Or, cette 
difficulte survient justement dans le domaine de la physique puisque l'apprenant peut ecrire 
une multitude d'equations qui sont des variantes valides de celles incluses dans le graphe des 
solutions. Pour contourner cette difficulte, Andes retrouve 1'equation equivalente dans le 
graphe de solution grace a un outil base sur des techniques de calcul numerique qui verifie 
l'independance du systeme d'equations [51]. 
Caracteristique #2. L'approche pedagogique d'Andes differe de celle des MTT. Ces derniers 
forcent l'apprenant a suivre une strategie particuliere bien que celle-ci ne soit pas explicite 
dans le modele de connaissance. Par exemple, dans Lisp Tutor, c'est le module 
communication qui force l'apprenant a programmer avec une approche descendante {top 
down) [16]. De son cote, Andes n'enseigne pas la strategie globale de resolution, c'est-a-dire 
l'algorithme de fouille permettant de construire le graphe des solutions, explicitement. 
L'equipe d'Andes est consciente de ce fait et pretend que cette approche minimalement 
invasive est tout aussi pertinente pedagogiquement que celle utilisee dans les MTT [60]. Plus 
precisement, il faut savoir que VanLehn classifie les domaines en deux categories, 
«procedural» et «non-procedural» [59]. Les criteres sont le nombre d'etapes necessaires, mais 
surtout le nombre d'etapes differentes possibles a chaque instant. Pour les domaines 
proceduraux, souvent illustres par la manipulation d'un magnetoscope, la strategie se reduit a 
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une marche a suivre entierement previsible qui est explicitee puisqu'elle est a la fois simple et 
essentielle a la resolution du probleme. C'est dans le second cas, dont l'exemple le plus 
commun est la programmation, ou les deux approches, MTT et Andes, privilegient des 
solutions differentes. 
Toutefois, recemment, l'equipe de VanLehn s'est interessee a l'enseignement explicite des 
strategies. lis ont compare l'efficacite d'Andes a celle de Pyrenees, un STI enseignant la 
physique avec une approche similaire aux MTT, et les resultats obtenus ne leur permettent pas 
d'affirmer la superiorite de l'une ou l'autre de ces approches [59]. Notre hypothese est 
qu'avec la perspective «expert» d'Andes, les apprenants acquierent les memes strategies de 
resolution de probleme, mais sous forme de connaissance implicites, car ils ne peuvent pas les 
enoncer. A l'appui de cette hypothese, la recherche de Chi [13] a montre que les strategies 
ainsi apprises ne se transferent pas aisement a des domaines equivalents. 
Caracteristique #4. D'un cote, Andes precalcule les graphes de solution et ne fait que suivre 
simplement les actions effectuees par l'apprenant. D'un autre cote, Andes doit utiliser des 
algorithmes d'analyse numerique pour interpreter les actions de l'apprenant et mettre a jour 
son «modele de l'apprenant». Andes utilisait les reseaux bayesiens pour realiser le Model 
Tracing et le Knowledge Tracing. Le «modele de l'apprenant» issu des reseaux bayesiens 
aurait permis a Andes d'implementer un comportement sophistique au niveau de la boucle 
externe, mais les enseignants impliques dans le projet y etant opposes, il a ete mis de cote pour 
1'instant. 
Caracteristiques #6, #7 et #8. A quelques details pres, Andes offre les memes possibilites 
que les MTT. Encore une fois, la litterature n'en dit pas suffisamment pour que nous puissions 
juger de l'impact des outils offerts pour reduire les efforts d'encodage, en particulier lorsqu'un 
nouveau probleme necessite l'ajout d'operateurs. Finalement, la litterature semble indiquer 
qu'il n'y a pas de structures pedagogiques pour regrouper les problemes. 
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1.3 ASTUS 
Pour la suite de ce chapitre, le module expert d'ASTUS, l'architecture d'ASTUS ou encore 
simplement «ASTUS» designent la conception theorique, les differentes implementations ou 
encore les experimentations qui precedent la realisation de ce memoire. 
1.3.1 Historique 
ASTUS est issu de Miace : Une architecture theorique et computationnelle de la cognition 
humaine pour etudier Vapprentissage [42], d'Usager virtuel (43), d'Un modele de 
representation des connaissances a trois niveaux de semantique pour les systemes tutoriels 
intelligents (21) et d't/«e approche cognitive computationnelle de representation de la 
connaissance au sein des environnements informatiques d'apprentissage (45). 
Miace est une architecture cognitive qui emprunte de nombreuses caracteristiques a ACT-R, 
mais se distingue en integrant dans une seule architecture des recherches effectuees dans des 
domaines distincts : memoire de travail, memoire episodique, memoire semantique, memoire 
declarative, memoire procedurale, attention visuelle, etc. Les idees principales proposees dans 
Miace subsistent toujours dans ASTUS. Parmi celles-ci on retrouve : la representation des 
connaissances semantiques sous forme de concepts primitifs ou decrits, un traitement explicite 
des buts comme un cas particulier des connaissances semantiques et la representation des 
connaissances procedurales sous forme de procedures complexes decrites par un script de 
sous-buts et de procedures primitives faisant appel a du code compile. Aussi, Miace inclut une 
memoire episodique qui represente la trace temporelle des buts satisfaits par les procedures 
qui manipulent des instances des concepts nomm.es cognitions. Finalement, avant meme 
qu'ACT-R incorpore ses modules perception/motricite Miace simulait un environnement 
graphique constitue d'un cahier et d'un tableau noir virtuel. 
«Usager virtueb (UV) propose de facon succincte une piste de recherche inspiree de Miace 
pour developper des STI pour des domaines tels que les mathematiques (algebre booleenne) et 
la biologie (genie genetique) au niveau du baccalaureat. D'un cote, UV abandonne de 
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nombreux details de Miace qui sont plus pertinents pour une architecture cognitive qu'un STL 
mais introduit des idees qui demeurent importantes pour ASTUS, par exemple de proposer 
que les connaissances semantiques et procedurales sont communes a tous les apprenants tandis 
que les connaissances episodiques sont individuelles. Finalement, UV ajoute aussi a Miace 
une ontologie de haut niveau (concept, fonction, relation, ensemble, etc.) et des mecanismes 
d'inference inspires de la logique des predicats. 
Ces idees ont fait Pobjet d'une implementation lors de l'elaboration &\<Un modele de 
representation des connaissances a trois niveaux de semantique pour les systemes tutoriels 
intelligents». Le modele conceptuel d'UV est mis en ceuvre dans le niveau cognitif (2) qui en 
elimine certains elements juges flous ou superflus. Ce niveau repose sur le niveau logique (1) 
qui est base sur les logiques de description (LD). Au-dessus du niveau cognitif se retrouve le 
niveau pedagogique (3) qui encapsule les elements des niveaux precedents au sein d'objets 
d'apprentissage compatibles avec les standards du eLearning. L'apport principal de Fournier-
Viger est le module de gestion des connaissances (MGC), un moteur d'inference qui utilise 
les donnees encodees dans les trois niveaux pour simuler le comportement d'un apprenant ou 
d'un expert humain. 
« Une approche cognitive computationnelle de representation de la connaissance au sein des 
environnements informatiques d'apprentissage » propose un modele qui precise et epure le 
modele conceptuel d'UV. Tandis que Fournier-Viger travaillait sur la conception des 
structures de representation de connaissance en trois niveaux et sur le MGC; Najjar se 
concentrait a demontrer la validite du niveau cognitif pour construire des activites 
pedagogiques et aider l'apprenant au cours de la resolution de probleme. La these de Najjar 
d^crit done plusieurs experimentations qui abondent dans ce sens. Ces experimentations 
utilisent une architecture de connaissance basee essentiellement sur le niveau cognitif qui a ete 
implemente precedemment par Fournier-Viger. Une premiere experimentation porte sur la 
preparation d'un gateau tiramisu; elle montre que la memoire episodique permet une 
simulation plus proche du comportement humain que l'architecture cognitive ACT-R lors 
d'un rappel suivant une interruption de la tache en cours. Une deuxieme experimentation 
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touche le domaine de la reduction d'expressions booleennes; elle montre comment 
1'architecture de connaissance peut aider a generer une retroaction personnalisee en fonction, 
entre autres, de la memoire episodique de l'apprenant. Finalement, la these presente un outil 
auteur nomme DOKGETqui permet de modeliser les connaissances du domaine a l'aide d'une 
interface graphique. Puisque cet outil a ete peu utilise, son utilisabilite hors d'un contexte 
experimental n'a pas pu etre demontree. La notation graphique utilisee dans ce memoire 
s'inspire de celle de DOKGET. 
Les travaux de Najjar et Fournier-Viger dans le cadre d'ASTUS [p. ex. 22, 46] refletent le 
debut d'une periode de transition entre une architecture de connaissance la plus fidele possible 
aux contraintes de la psychologie cognitive et une architecture qui tout en gardant une certaine 
validite cognitive facilite l'enseignement. Le MGC est en quelque sorte 1'equivalent du 
moteur d'inference dans les MTT ou bien du generateur du graphe de solution dans Andes. 
Cependant, il cherche autant a simuler les processus cognitifs de manipulations des 
connaissances qu'a former le module expert d'un STL Or, pour etre cognitivement valide, il 
lui manque certains mecanismes necessaires pour realiser une simulation, par exemple un 
algorithme de calcul de l'activation des elements de connaissance. De plus, le MGC n'a pas 
non plus montre experimentalement qu'il peut remplir le role de module expert, parce que le 
domaine qui a ete modelise, la reduction d'expressions booleenne, posait des defis importants. 
Plus precisement, une seule strategie de resolution simple a ete mise en ceuvre pour 1'ensemble 
des problemes. Par consequent, la solution fournie par le MGC n'etait pas toujours optimale et 
ne pouvait done pas necessairement se comparer a celle produite par l'apprenant. 
Evidemment, les experimentations decrites dans la these de Najjar ont necessite certains 
ajustements propres a ce domaine; il n'en demeure pas moins qu'elles ont permis de valider 
davantage l'approche dans son ensemble. 
Le MGC s'imbrique dans l'architecture conceptuelle d'ASTUS (voir figure 10). Dans cette 
architecture, le module communication se divise en trois parties : 1) l'interface graphique du 
laboratoire qui est propre au domaine enseigne, 2) l'interface de communication qui gere les 
entrees/sorties de facon independante du domaine et 3) l'adaptateur qui fait le lien entre les 
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deux. Le module expert est compose de deux sous-ensembles, d'une part, le MGC et le 
modele de connaissance du domaine, et d'autre part le noyau de simulation et son adaptateur. 
Le noyau de simulation permet d'obtenir le resultat de processus physiques comme une 
reaction chimique dans un laboratoire ou de manipulations cognitives necessaires a la 
resolution du probleme, mais qui ne correspondent pas a des objectifs pedagogiques. 
Le MGC est un programme Java qui instancie d'abord les unites de connaissance du domaine 
a partir de leurs definitions encodees dans le format XML, puis qui permet l'execution d'un 
interpreteur. Ce dernier est un cadre d'execution qui produit les connaissances episodiques, 
aussi sous format XML, correspondantes aux connaissances semantiques et procedurales qui 
ont ete sollicitees pour resoudre un probleme. Finalement, ni le module de l'apprenant ni le 
ASTUS 
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Figure 10 - L'architecture conceptuelle d'ASTUS utilisant le MGC. 
module tuteur n'ont ete suffisamment developpes en fonction du MGC pour qu'il soit presente 
plus en detail dans ce memoire. 
1.3.2 Le niveau cognitif 
Le niveau cognitif est le coeur du modele de connaissance d'un domaine. II contient les 
connaissances semantiques, les connaissances procedurales et les connaissances episodiques. 
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Les connaissances semantiques distinguent les concepts et les buts. Les concepts sont la 
representation des differentes notions d'un domaine tel qu'un nombre, une equation a resoudre 
ou l'operateur « = » de cette meme equation. lis sont dits primitifs lorsqu'ils sont 
syntaxiquement indecomposables (le nombre 3, l'operateur « + ») et decrits lorsqu'ils sont 
construits a partir d'un ensemble de concepts eux-memes primitifs ou decrits. Par exemple « 
(+ 2 3) » est un concept decrit de la forme (operateur nombre nombre) qui a la meme 
semantique que le concept primitif « 5 ». 
Les buts represented des intentions, par exemple celle de resoudre une equation. En effet, 
contrairement a plusieurs approches de l'IA ou les buts decrivent des etats a atteindre, ce n'est 
pas le cas dans le modele d'ASTUS, puisqu'ils sont represented uniquement par un 
identificateur et des parametres sous forme de concept. Par exemple, un but representant 
l'intention d'additionner deux nombres aurait la forme suivante : B_Additionner (nombre nl, 
nombre n2). Dans ce modele, le traitement des buts est dit explicite, car contrairement a 
l'approche des MTT, ce sont toujours ces derniers qui motivent Taction, c'est-a-dire 
l'execution d'une connaissance procedural auquel il transmet ses arguments. De plus, en 
conformite avec certaines recherches en sciences cognitives [4], le MGC ne se limite pas a 
gerer la memoire des buts a Taide d'une pile. 
Les connaissances procedurales sont representees sous forme de procedures complexes, 
primitives et systemes. Une procedure represente le(s) action(s) a effectuer pour satisfaire un 
but. Elles sont dites generiques puisqu'elles representent un comportement general qui peut 
etre applique a des arguments differents qui proviennent du but. Par exemple, la meme 
procedure peut effectuer Taddition correcte de tous les couples possibles de nombres entiers 
compris entre zero et dix. Les procedures primitives representent des actions atomiques, 
qu'elles soient perceptibles ou non dans l'environnement d'apprentissage, par consequent, 
elles ne constituent jamais une source d'erreur. Les procedures primitives sont encodees a 
l'aide de code Java. Les procedures complexes sont definies dans le modele par un script de 
sous-but. L'enchainement des procedures qui satisfont ces sous-buts est comparable au 
chainage dans les MTT. II y a par contre deux differences importantes. Premierement, la 
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forme declarative du script permet de connaitre les sous-buts qui sont requis pour completer 
cette procedure. Deuxiemement, une procedure complexe peut correspondre, contrairement a 
un chainage de regie de production, a plusieurs sequences differentes de manipulations par 
l'apprenant dans l'environnement. Ceci entraine evidemment l'utilisation d'un algorithme 
different que celui du Model Tracing, dont il en sera question au chapitre 2. A 1'execution de 
l'interpreteur, le passage des arguments, des instances de concept nominees cognitions, est 
effectue des buts vers les procedures. Les procedures peuvent egalement retourner une 
cognition qui sera transmise recursivement au(x) but(s) superieur(s). II peut y avoir plusieurs 
procedures concues pour satisfaire le meme but. Cependant, il est possible que certaines de ces 
procedures n'aient pas des types de parametres formels compatibles aux arguments que le but 
fourni. L'interpreteur utilise un algorithme base sur la subsomption, tel que mentionne dans la 
section sur le niveau logique, pour eliminer les procedures incompatibles. Lors d'une 
simulation, s'il reste encore un choix de plusieurs procedures, le MGC, devait theoriquement 
choisir celle ayant la plus forte probabilite de correspondre avec le choix d'un apprenant ou 
d'un expert. Cependant comme le module apprenant n'a pas ete mis en oeuvre et que le MGC 
n'offre pas une facon d'etablir le choix d'un expert, il presente a l'utilisateur une interface lui 
permettant de choisir la procedure. 
Les structures de representation de connaissance pour les buts et les procedures complexes 
sont compatibles avec la decomposition hierarchique des taches proposees par le modele CS/ 
SAS de Norman et Shallice [15, 47], elles sont a cet egard cognitivement plausibles. La 
syntaxe des scripts pour decrire l'enchainement des buts d'une procedure complexe offre deux 
avantages par rapport aux regies de production. Une regie de production associe dans une 
seule structure l'etat d'un probleme et une partie de la sequence d'actions a faire pour 
atteindre l'etat final du probleme. La sequence d'action est partielle parce que chacune de ces 
actions ne doit pas dependre d'effets non previsibles issus des precedentes a partir des 
conditions de la regie. Le script d'une procedure complexe, parce qu'il decrit des sous-buts 
(plutot que des actions) pouvant se realiser par des procedures differentes est moins sujet a 
cette contrainte. Le module tuteur en examinant la structure de la procedure possede une 
vision globale du processus pour atteindre le but. La vision du module tuteur est encore plus 
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globale si le module tuteur examine la structure du but parce qu'il peut y avoir plus d'une 
procedure complexe pour un but et ses parametres. De plus, la syntaxe des scripts fournit une 
description d'une tache complexe a un apprenant proche de celle qu'utiliserait un tuteur 
humain. Par exemple, pour le probleme de 1'addition a plusieurs colonnes, le script peut etre 
une iteration sur toutes les colonnes tandis que les regies de productions equivalentes 
reagissent a la presence du resultat dans une colonne pour declencher la chaine de regies qui 
traitera la colonne suivante [29]. En resume, l'utilisation des scripts rend possible la reification 
de la strategie de resolution du probleme sous une forme declarative, permettant ainsi au 
module tuteur de l'enseigner autrement qu'en offrant une retroaction sur chacune des actions 
individuellement. 
Le script d'une procedure complexe peut contenir l'appel a un but systeme. Ces derniers, 
dermis au sein du MGC, sont satisfaits par des procedures systemes qui sont implementees par 
du code Java a meme celui-ci. Les buts systemes ont deux roles : 1) ils representent des 
mecanismes cognitifs de base et 2) ils permettent la construction de script plus complexe en 
introduisant des structures de controles. 
Certaines procedures complexes sont dites «non valides», elles representent l'unique forme 
d'erreur dans le modele d'ASTUS. Lorsqu'un but est satisfait par une procedure valide, on dit 
qu'il est atteint, dans le cas contraire on dit qu'il a ete echoue. Lorsqu'une procedure 
complexe n'est pas terminee avant qu'une autre ne soit commencee, le but que satisfait la 
premiere est abandonne. L'etat des buts et des procedures fait partie des connaissances 
episodiques. 
Les connaissances episodiques contiennent la trace hierarchisee integrate des elements de 
connaissance qui ont ete traites par le MGC, elles permettent ainsi entre autres de reproduire 
leur execution a nouveau. Elles sont constituees d'episodes. Un episode est le regroupement 
d'un but, de la procedure choisie et dans le cas d'une procedure complexe, des sous episodes 
engendres. Essentiellement, les connaissances episodiques forment une banque d'information 
precieuse qui peut etre utilisee par les modules apprenants et tuteur. 
33 
1.3.3 Le niveau logique 
Le niveau logique represente les connaissances semantiques du domaine a l'aide des logiques 
de description (LD) [9]. Puisque le Web Ontology Language (OWL1) [61] a ete choisi pour 
realiser 1'implementation et qu'il possede certaines particularites, la suite de ce memoire 
utilisera le lexique de ce dernier plutot que celui, plus theorique, des LD. La modelisation du 
domaine est realisee grace a l'editeur Protege [37] et le moteur d'inference utilise est Pellet2 
[52]. Le choix de ce dernier a ete motive par les facteurs suivants : il offre une API Java, il est 
libre de droit et il supporte le langage OWL-DL, ou S<HOIN(D). 
Tableau 1 - Comparaison des lexiques dans les LD, OWL et ASTUS 
LD 
Concept 
Role (role) 
Individu (individual) 
OWL 
Classe 
Propriete (property) 
Individu (individual) 
ASTUS 
Concept 
Composante 
Cognition 
Dans le modele d'ASTUS (voir tableau 1), les concepts, dont l'ensemble forme l'ontologie, 
sont representes a l'aide des classes et les composantes des concepts decrits sont representees 
a l'aide des proprietes; les individus eux, represented les cognitions. Grace au niveau logique, 
il devient inutile de definir des liens is-a (ou d'heritage) dans le niveau cognitif. En effet, le 
MGC fait appel au moteur d'inference du niveau logique pour obtenir la taxonomie d'un 
concept ou d'une cognition. De plus, l'ajout de restrictions dans la definition des classes OWL 
permet de definir plus precisement les concepts du niveau cognitif. 
La presence d'un niveau logique au sein du MGC a de nombreux avantages concernant la 
modelisation de l'expertise, le plus important etant celui d'avoir une representation coherente 
des connaissances semantiques. En effet, le moteur Pellet, a l'aide des «algorithmes de 
tableau» [19], verifie que l'ontologie est consistante, c'est-a-dire qu'elle ne contient pas de 
classes pour lesquelles il serait logiquement impossible de creer un individu. De plus, 
l'elaboration d'une telle ontologie se fait hors des contraintes associees a l'heritage en 
1. Version 1.0 
2.Version 1.3 
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programmation orientee-objet, que ce soit celles de l'heritage simple ou de l'heritage multiple. 
La relation de subsomption n'est pas limitee a la definition d'un concept comme etant une 
specialisation d'un autre. En effet, une classe peut etre definie par une expression (Parent := 
Pere || Mere) ou un ensemble de restrictions. Par exemple, une Mere est une Femme, pour qui 
il existe un individu qui satisfait la propriete «aEnfant». La subsomption s'applique tant aux 
classes qu'aux individus, bien que pour ces derniers, l'inference soit restreinte parce qu'OWL, 
comme les LD, adopte une semantique de «monde ouvert» [30]. 
Parmi les avantages du niveau logique, on peut ajouter qu'OWL permet l'extension d'une 
ontologie de facon plus souple que les approches classiques d'heritage. Cependant, sa 
principale utilisation dans ASTUS est le mecanisme d'unification entre les arguments du but 
et les parametres des procedures potentiellement applicables. Ce mecanisme est simplifie 
puisque le MGC n'a qu'a faire une requete au moteur d'inference pour obtenir 
dynamiquement l'ensemble des classes auxquelles un individu appartient. 
1.3.4 Le niveau pedagogique 
Le niveau pedagogique est le resultat d'un premier pas vers la creation d'unites de 
connaissance autonomes et reutilisables. D'abord, il introduit un formalisme simple pour 
definir des objectifs pedagogiques a partir des buts ou des procedures. II permet par exemple 
de specifier qu'un objectif est rempli seulement si la maitrise conjointe de deux buts est 
atteinte. II permet aussi de specifier que pour un objectif, deux procedures sont equivalentes. 
Ce niveau permet d'identifier a l'aide de metadonnees et de regrouper en un seul fichier un 
groupe de fichiers (de format XML et OWL) qui definit les connaissances du domaine, ceci en 
respectant des standards de l'apprentissage en ligne (IMS-CP[32] et IMS-METADATA[33]). 
L'utilite reelle des objets d'apprentissage ainsi formes reste cependant a demontrer. En effet, 
bien qu'il pourrait etre interessant, dans une plateforme comme celle visee par le projet 
ASTUS, de former une agregation de ces objets; il faudra montrer que les standards propres a 
l'apprentissage en ligne sont bien adaptes pour le faire. Par exemple, il serait interessant qu'un 
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STI qui enseigne un sous-domaine de la physique puisse faire appel a un STI qui enseigne une 
habilete mathematique requise et qui n'est pas maitrisee par l'apprenant. 
1.3.5 Critique du modele d'ASTUS 
Cette section decrit cinq faiblesses ou lacunes que nous avons detectees dans 1'architecture 
d'ASTUS. Elles constituent la piste de depart pour l'elaboration de la nouvelle architecture de 
connaissance du prototype d'ASTUS presente dans le chapitre suivant. 
Premierement, il faut discuter d'un niveau du modele qui n'est pas presente explicitement par 
Fournier-Viger. Ce niveau, que Ton pourrait nommer «niveau 0» se situe dans le module 
communication. Par exemple, dans le cas de la reduction booleenne, les expressions qui sont 
affichees a l'apprenant ou entrees par ce dernier, sont stockees a l'aide de structures de 
donnees dans le programme Java qui produit l'interface graphique. Ceci est contraire autant a 
l'approche des MTT et d'Andes qu'a Miace, toutefois c'est davantage le fruit d'un compromis 
d'implementation que d'une reelle intention de desincarner les processus cognitifs par rapport 
a l'interface graphique du laboratoire. 
Dans cette implementation du modele d'ASTUS, les cognitions represented des elements 
mentaux independants de l'interface du laboratoire. Pour joindre le niveau 0 a 1'architecture de 
connaissance, il faudrait ajouter des concepts a au modele de connaissance pour representer 
les donnees propres a un probleme. Ainsi, dans le modele de la reduction booleenne, il existe 
deja des concepts comme «VariableA, VariableB, ... VariableF». Cependant, on peut se 
demander si ceux-ci ne devraient pas plutot etre modelises en tant qu'individus. Toutefois, si 
ces concepts constants et tres precis sont representes comme des individus, la gestion des 
cognitions serait releguee au niveau du MGC. De cette facon, la distinction entre les elements 
generaux du domaine et les elements appartenant au probleme serait etablie clairement 
(Caracteristique #1). 
De plus, cette decision de conception entraine de nombreux problemes pour etablir des liens 
entre le module communication et les autres modules (Caracteristique #5). Par exemple, 
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meme pour les modeles des domaines formels comme la reduction booleenne, il faut fourair 
un adaptateur pour faire correspondre les elements presentes par le module communication et 
les elements correspondants dans le modele de connaissance. Ce constat n'a probablement pas 
ete etabli plus tot parce que 1'implementation du MGC et les travaux faits sur la 
communication entre les modules [28] ont ete faits de facon independante. 
Deuxiemement, la representation des procedures complexes sous forme de script ne permet 
pas d'extraire aisement les liens qui existent entre les sous-buts, que ce soit des contraintes 
d'ordre, de sequence ou d'exclusivite mutuelle. Ceci s'explique de deux facons. D'une part, 
un script peut avoir une complexite arbitraire, par exemple il peut faire appel a une imbrication 
de buts qui sont a leur tour des buts systemes. D'autre part, le choix arbitraire du «pouvoir de 
calcul» permis par les structures de controles des buts systemes. En effet, les buts systemes 
proposent des structures de controle ayant ete recuperees de certaines fonctions Lisp, langage 
utilise pour 1'implementation de Miace. En somme, ces scripts de forme libre contenant des 
appels imbriques (autre heritage du Lisp) a des sous-buts demandent un interpreteur Java 
inutilement complexe (Caracteristiques #3 et #4). 
Troisiemement, la granularite des procedures qui sont modelisees doit Stre revisee. En effet, 
en observant le modele de la reduction booleenne, on peut remarquer que sur la cinquantaine 
de procedures qu'il contient, plusieurs correspondent a des manipulations cognitives fines 
comme l'instanciation de concept primitif/decrit, et Faeces aux composantes des concepts 
decrits. «PConstruireExpressionNegation» qui retourne la cognition representant la negation 
de P expression recue en argument et «PObtenirOperandeGauche» qui produit une cognition 
sur Poperateur de Pexpression recue en sont des exemples. Bien que ces elements de 
connaissance operationnels soient en partie necessaires, leur attribuer le role de procedure 
n'est probablement pas approprie. En effet, puisqu'elles correspondent, dans la terminologie 
d'Andes, davantage a des inferences qu'a des etapes, , nous jugeons qu'elles devraient etre 
modelisees de facon plus succincte. (Caracteristique #2, #3). 
Quatriemement, d'une part la redondance des connaissances semantiques au niveau logique et 
au niveau cognitif et d'autre part le choix de OWL pour ameliorer la representation de ces 
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dernieres peuvent etre critiques. En premier lieu, bien que Fournier-Viger suggere que les 
deux niveaux pourraient contenir des differences, aucun exemple en ce sens n'est presente. Par 
consequent, le niveau cognitif ajoute simplement des metadonnees qui auraient pu etre 
contenues a l'aide d'annotations dans le niveau logique. En second lieu, a l'exception du 
mecanisme de verification des arguments decrit plus haut, Fournier-Viger ne montre pas que 
les deux principaux mecanismes de OWL, la verification de la consistance de l'ontologie et 
l'inference de la subsomption au niveau des classes, ont ete particulierement utiles pour 
modeliser le domaine de la reduction booleenne. De plus, il faut savoir que ce sont les requetes 
au moteur Pellet qui constituent la principale source de 1'effort computationel au sein du 
MGC. (Caracteristique #4). 
Un avantage potentiel du niveau logique est d'offrir une representation plus formelle des 
connaissances semantiques, et ce, d'une facon eventuellement intelligible pour le module 
tuteur (Caracteristique #5). Cependant, l'inference, basee sur un sous-ensemble decidable de 
la logique des predicats, implique de fortes contraintes sur l'expressivite du langage. Voici 
celles qui sont le plus souvent mentionnees dans la litterature : 
1) L'impossibilite de definir une classe a partir de restrictions sur les proprietes 
primitives (datatype property). Par exemple, si on veut definir la classe «Adulte» a 
partir d'une restriction sur la propriete «age», de type entier, qui doit etre «>= 18». 
Bien que certains mecanismes1 soient proposes pour contourner ce probleme aucun 
n'apporte pour le moment une solution definitive au probleme, qui a son origine dans 
les algorithmes de tableaux utilises pour realiser l'inference [9]. 
2) Le fait que l'inference au niveau des individus soit limitee par la perspective du 
«monde ouvert». En effet, contrairement au cas des bases de donnees qui sont un 
exemple de «monde ferme», avec OWL il faut prendre en compte l'ensemble des 
interpretations possibles du monde. Par exemple, on peut creer une classe «Enfant 
unique» subsumee par la classe «Personne» et definie a l'aide d'une restriction 
specifiant que les proprietes «aFrere» et «aSceur» doivent avoir une cardinalite zero. 
l.Voir les changements apportes dans la version 1.1 de OWL qui supporte le language S'H'ROIQ(D). 
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Cependant, Pellet ne peut inferer qu'un individu, sauf s'il a ete defini comme tel, est 
inclus dans cette classe. En effet, le fait qu'aucun individu ne soit explicitement lie 
par ces proprietes a un individu de la classe «Personne» ne permet pas de conclure 
que toutes les interpretations du monde n'en contiennent pas. Autrement dit, dans un 
«monde ouvert», la negation ne peut etre deduite d'une absence d'information. 
3) L'impossibilite d'ajouter a une classe une restriction qui s'applique sur les valeurs de 
plus d'une propriete. Dans le jargon des LD, les role-value-map definissent une 
facon d'etablir de telles restrictions. lis sont par contre non decidables, sauf dans 
certains cas, quand on a recours aux algorithmes de tableaux [9]. Un exemple simple 
consiste a vouloir definir la classe «Gens qui portent le nom de famille de leur 
mere». Pour ce faire, il faut comparer les valeurs des proprietes «nom» et «aMere» 
pour deux individus. En plus d'etre simple, cet exemple utilise des proprietes 
fonctionnelles, c'est-a-dire qui peuvent prendre au plus une valeur. En effet, chaque 
personne a un seul nom et une seule mere. Meme si dans ces conditions l'inference 
est decidable, aucun moteur d'inference ne le supporte a notre connaissance. 
Un cas particulierement interessant de role-value-map a ete rencontre lors de la modelisation 
de la reduction booleenne. II s'agit de definir la classe des expressions booleennes qui sont des 
contradictions, c'est-a-dire des expressions de la forme PA-,P OU P est une proposition. En 
effet, il faudrait dans ce cas comparer la valeur de la propriete «operande-gauche» et de la 
propriete «operande-droite» pour determiner si elles sont equivalentes. 
Puisqu'une representation a la fois plus riche et plus formelle des connaissances semantiques 
est un avantage important, nous avons etudie une piste de solution pour contourner ces limites. 
II s'agit du Semantic Web Rule Language (SWRL1), un langage de regies qui etend de facon 
importante l'inference possible au niveau des individus. Cependant, le moteur Pellet ne 
supportait pas cette extension au moment de realiser ce projet . Meme si le moteur d'inference 
Kaon23 le supporte, nous avons juge que faire cohabiter l'inference resultant (puisque ce 
l.A Semantic Web Rule Language http://www.w3.org/Submission/SWRL/ 
2.Un sous-ensemble de SWRL est maintenant supporte par Pellet 1.5. 
39 
dernier n'offre pas toutes les fonctions offertes par Pellet) de deux moteurs differents posait 
des problemes d'implementation serieux, du moins au niveau des performances. Meme si nous 
avons rejete cette piste, il est quand meme interessant d'observer les forces et les faiblesses de 
SWRL pour determiner s'il aurait pu theoriquement etre une solution satisfaisante. 
Les regies SWRL sont des clauses de Horn qui ont pour consequent l'affirmation soit de 
l'appartenance d'un individu a une classe, soit de l'existence d'une propriete liant deux 
individus. Un exemple classique est de deduire la propriete «oncleDe» a partir des proprietes 
«pereDe» et «frereDe». De plus, SWRL propose plusieurs predicats predefinis et la possibilite 
d'en ajouter a l'aide de code Java. Bien que SWRL permette ainsi de contourner les 
limitations mentionnees plus haut, il n'y a rien qui lie formellement les classes aux regies 
SWRL qui les manipulent. Dans l'exemple de la classe «Adulte», bien qu'on puisse utiliser 
SWRL pour inferer que certains individus (ayant plus de 18 ans) en font partie, cette derniere 
demeure une classe atomique, c'est-a-dire sans definition. Dans ce cas, il devient difficile, 
meme impossible pour le module tuteur de presenter, de facon generique, une definition de la 
classe. 
Cinquiemement et dernierement, les differentes publications qui decrivent 1'architecture 
d'ASTUS ne mettent pas suffisamment en evidence sa principale limite (Caracteristiques #2, 
#3). D'abord, nous considerons que les procedures complexes sont une representation hybride 
entre les methodes de resolution d'Andes et les regies de production des MTT. En effet, le 
MGC construit un arbre de solution dynamiquement, c'est-a-dire en le developpant apres 
chaque etape effectuee par l'apprenant. De plus, le MGC ne possede pas d'algorithme de 
fouille tel qu'Andes qui lui permettrait de selectionner plusieurs coups a l'avance, une 
sequence de procedures complexes qui menent a une solution. En effet, le MGC ne tient pas 
compte de 1'effet de bord produit par l'execution des procedures, mais seulement du 
changement d'etat qu'elles provoquent au niveau du but. Autrement dit, le MGC sait qu'un 
probleme est resolu parce qu'une procedure a satisfait un but qui represente l'intention globale 
de resoudre le probleme. 
3.KAON2 : Ontology Management for the Semantic Web http://kaon2.semanticweb.org/ 
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Par consequent, pour les domaines «non proceduraux», le MGC requiert une approche 
semblable a celles des MTT, c'est-a-dire de forcer une strategie de resolution particuliere de 
resolution au sein du module communication. Or, parce que les procedures complexes n'ont 
pas la souplesse des regies de production, chaque probleme de ces domaines risque de 
necessiter la moderation d'une procedure complexe particuliere. Par exemple, dans le 
domaine de la reduction booleenne, qui est «non procedural)), il n'a pas ete possible de 
modeliser une procedure complexe qui representait une strategie de resolution satisfaisante 
pour la majorite des problemes. 
Nous n'avons pas pour objectif d'offrir une solution a cette limite importante de l'approche 
d'ASTUS dans ce travail. Par consequent, nous nous limiterons a des modeles de 
connaissance pour des domaines «proceduraux», ou bien a des domaines ou il est possible de 
modeliser un petit nombre de procedures complexes pour representer la strategie globale de 
resolution. 
1.4 Conclusion 
Nous avons presente un ensemble de caracteristiques et nous l'avons applique comme critere 
de comparaison pour faire une revue des approches les plus pertinentes face a notre travail. De 
plus, nous avons analyse en detail certaines lacunes de l'architecture d'ASTUS en fonction de 
ces memes criteres. En somme, il ressort de ce chapitre des pistes interessantes a suivre pour 
concevoir l'architecture de connaissance du prototype, qu'elles proviennent des travaux 
anterieurs du groupe ASTUS ou bien des approches des MTT ou d'Andes. 
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Chapitre 2 
L'architecture de connaissance 
Ce chapitre presente d'abord les lignes directrices qui ont mene a l'elaboration de 
l'architecture de connaissance, puis la conception de cette derniere a l'aide d'exemples tires 
d'un modele de connaissance «jouet», le monde des blocs1. Avant tout, ce chapitre introduit le 
contexte dans lequel l'architecture de connaissance prend son sens, le prototype de la 
plateforme ASTUS. 
2.1 Aper^u du prototype 
L'architecture du prototype est semblable a celle qui a ete concue theoriquement dans les 
projets de recherche anterieurs d'ASTUS, mais elle se distingue sur certains points: 1) 
l'interface de communication est maintenant consideree comme un agent a part entiere qui 
absorbe aussi l'adaptateur pour l'interface graphique; 2) le modele des connaissances du 
domaine est integre dans les ressources du laboratoire; 3) les ressources propres a un 
apprenant sont explicitement representees et 4) une base de connaissances qui regroupe les 
elements dynamiques produits par les agents est le coeur du prototype (voir tableau 2 et figure 
11). 
Bien que le prototype dans son ensemble soit presente au chapitre 4, le role de l'agent expert 
doit etre defini ici, parce qu'il est fortement dependant de l'architecture de connaissance. 
Essentiellement, l'agent expert interprete le modele de connaissance du domaine en fonction 
d'un probleme et produit, dans la base de connaissance, une solution sous la forme d'une unite 
de connaissance episodique. Ce mecanisme de base, inspire directement du MGC, permet a 
l'agent expert de fournir au prototype deux fonctions essentielles : 
l.Ce domaine est souvent donne" en exemple dans la litterature sur la representation des connaissances, 
voir l'annexe B pour des captures d'ecran du laboratoire qui implemente ce modele. 
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1) la resolution d'un probleme tel que le ferait l'expert humain du domaine; 
2) le suivi de l'apprenant tout au long de sa demarche pour resoudre le probleme. 
Figure 11 - Varchitecture de connaissance au sein du prototype. 
Tableau 2 - Comparaison des architectures 
Architecture 
classique 
Module expert 
Module 
communication 
Module «modele 
de l'apprenant» 
Module tuteur 
Architecture conceptuelle 
d'ASTUS 
MGC 
Noyau de simulation 
Modele de connaissance 
Interface de communication, 
Interface graphique du laboratoire, 
Adaptateur 
Module «modele de l'apprenant» 
Module tuteur 
Prototype de la plateforme 
ASTUSa 
Agent expert 
Noyau de simulation 
Ressources du laboratoire 
Agent interface 
Interface graphique du 
laboratoire 
Agent «modele de 
l'apprenant», 
Ressources de l'apprenant 
Agent pedagogue 
a.La base de connaissance peut etre consideree comme une composante de chacun des modules. 
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2.2 Les lignes directrices 
A partir des caracteristiques comparatives et des problemes de l'architecture d'ASTUS que 
nous avons exposes au chapitre precedent, nous avons fixe trois lignes directrices pour guider 
la conception de l'architecture de connaissance du prototype : 
1) Tous les agents doivent etre capables d'examiner les elements de connaissance 
manipules et produits par l'architecture de connaissance. 
2) La semantique des elements de connaissance doit etre precise pour les auteurs afm de 
standardiser la modelisation des domaines et pour les agents afm que leur 
comportement soit coherent. 
3) La representation des elements de connaissance doit etre le fruit d'un compromis 
judicieux entre a) des elements transparents parce qu'ils ont un interet pedagogique; 
b) des elements «boites noires» efficaces sur le plan informatique. 
Afin d'atteindre les objectifs de ce travail en suivant ces lignes directrices, une nouvelle 
architecture de connaissance a ete concue et realisee. D'abord en revenant aux sources 
originales (Miace, UV), puis en considerant les forces et les faiblesses qui ont ete identifiees 
par Fournier-Viger et Najjar et finalement en s'inspirant d'autres STI et differents outils de 
representation des connaissances. 
2.3 L'agent expert 
Le role joue par le MGC dans 1'architecture d'ASTUS est principalement partage par l'agent 
expert et la base de connaissance1. Autrement dit, le moteur d'inference dans le prototype est a 
la fois situe dans l'agent expert et dans la base de connaissance. Dans la figure 10, on retrouve 
un sous-ensemble de l'architecture du prototype dans laquelle on met en relief les entrees/ 
sorties propres a l'agent expert. Dans cette meme figure, on peut aussi remarquer les deux 
processus principaux de l'agent expert : 1) la resolution automatique et 2) le suivi de 
1.11 faut voir cette derniere simplement comme une memoire partagee entre les agents. 
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instanciation du modele de 
connaissance 
Figure 12 - Les entrees/sorties de l'agent expert, 
l'apprenant (voir figure 13 pour une synthese de leur algorithme). Avant d'accomplir l'une ou 
l'autre de ces fonctions, l'agent expert doit instancier dans la base de connaissance certains 
elements de connaissance provenant du modele de connaissance. En particulier, il doit ajouter 
dans la base de connaissance l'unite episodique courante qui represente l'etat courant de la 
resolution du probleme et les elements de connaissance semantiques propres au probleme (ces 
elements sont presentes dans la section suivante). Bien que pour la resolution automatique 
l'agent expert puisse travailler en vase clos, pour le suivi, il doit recevoir des evenements 
provenant de l'agent interface (voir chapitre 4). Une fois le suivi de l'apprenant ou la 
resolution automatique terminee, l'agent expert ajoute l'unite episodique creee aux ressources 
de l'apprenant ou, dans le cas de la resolution automatique, aux ressources de 1'expert. 
Finalement, bien que sur la figure 12 les fleches vers la base de connaissance sont toutes 
entrantes, elles illustrent le flux de donnees principal, l'agent expert doit aussi y faire de 
nombreux acces en lecture pour jouer son role dans le prototype. 
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Resolution automatique (But initial b1) 
1. Creer une liste de buts a satisfaire : «buts» 
et une variable «but courant» 
2. Ajouter b1 dans «buts». 
3. Tant que b1 n'est pas satisfait: 
3.1 «but courant» = premier element de 
«buts». 
3.2 Trouver les procedures applicables pour 
«butcourant». 
3.3. Choisir la procedure «p» a appliquer 
3.4 Si «p» est une procedure complexe : 
Ajouter les sous-buts de «p» a «buts». 
Si «p» est une procedure primitive : 
a) Executer la procedure pour mettre a 
jour la base de connaissance. 
b) Mettre a jour I'etat des buts / 
procedures dans I'unite episodique sur 
le chemin entre «p» et «b1» 
Suivi de I'apprenant (But initial b1) 
1. Creer une liste de buts a satisfaire : «buts» 
et une variable «but courant» 
2. Ajouter b1 dans «buts». 
3. Pour chaque but «b» actif dans «buts» : 
3.1 Trouver les procedures applicables: 
«procs». 
3.2 Pour chaque «p» dans «procs» : 
3.2.1 Atteindre recursivement la 
premiere procedure primitive 
accessible depuis «p» : 
«pppossibles». 
3.3 Attendre I'action de I'apprenant: «pa». 
3.4 Trouver «pa» dans «pp possibles)). 
3.5 Mettre a jour I'etat des buts / 
procedures dans I'unite episodique sur 
le chemin entre «pa» et «b» 
Figure 13 - Les algorithmes de resolution automatique et de suivi de I'apprenant. 
2.4 Les structures de representation de connaissance 
Les structures de representation de connaissance qui encodent les connaissances semantiques, 
procedurales et episodiques, forment la base de l'architecture de connaissance. Etant le centre 
d'interet de ce memoire, elles seront presentees en detail et illustrees dans ce chapitre, mais 
davantage justifiees par rapport aux lignes directrices a la fin du chapitre 3, lorsque des 
exemples de domaines complets auront ete presenter. 
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2.4.1 Les connaissances semantiques 
Les structures de representation de connaissance semantiques decritent dans ce travail sont 
similaires a celles du modele d'ASTUS, aux ontologies OWL-LD ou encore a une hierarchie 
de classe dans un langage oriente objet. Les nuances choisies decoulent de l'objectif de 
produire un modele certes cognitif, mais surtout qui s'harmonise avec le caractere 
pedagogique d'un STL 
La representation des connaissances factuelles 
Bien que les outils de l'IA comptent depuis longtemps de nombreux formalismes pour 
encoder des connaissances factuelles, l'engouement recent pour le web semantique1 a suscite 
le developpement de langages ontologiques (p. ex. OWL). La definition classique d'une 
ontologie est une specification explicite et formelle de la representation d'un domaine qui est 
obtenu par consensus [55]. Cette definition s'applique dans notre cas, en considerant que : 1) 
la representation exprime une vision pedagogique du domaine, 2) le consensus est celui des 
enseignants. Par rapport au debat entourant la difference entre une ontologie et une base de 
connaissance classique, nous dirons simplement que 1'inference produite par une ontologie 
est plutot de nature descriptive, tandis que l'inference produite par une base de connaissance 
declenche generalement des actions. 
On retrouve dans la litterature qui traite de ces langages de nombreux criteres de comparaison 
qui peuvent s'appliquer a la representation des connaissances semantiques dans le prototype 
[24]. Ces criteres touchent la nature des structures, leur composition, leur organisation et 
finalement, la capacite des moteurs d'inferences qui les manipulent. Nous retenons certains 
criteres que nous allons examiner dans ce memoire, parce que leur application sur 
Farchitecture de connaissance du prototype montre les choix qui ont ete faits pour suivre les 
lignes directrices. 
1 .http://www.w3.org/2001/sw/ 
2.Au sens usuel et non de la base de connaissance que se partage les agents du prototype. 
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Avant d'examiner ces criteres, il faut d'abord presenter les elements les plus souvent 
rencontres dans une ontologie et sur lesquels ces derniers s'appliquent: 
• Les classes qui designent des concepts au sens large (comme les concepts dans le 
modele d'ASTUS). 
• 
• 
Les mecanismes taxinomiques qui permettent de definir des liens de generalisation/ 
specialisation (ou encore de type is-a) entre les classes. 
Les relations, qui definissent les interactions entre les concepts (classes). Par 
exemple, la composition (lien de type has-a) est une relation binaire entre le tout et 
une de ses parties. 
Les instances, les individus ou encore les faits sont 1'equivalent des objets dans les 
langages orientes objet. Elles represented des elements du domaine qui 
appartiennent (au moins) a une classe, mais qui n'en forment pas une. 
• Les axiomes sont des assertions qui restreignent l'ontologie, permettant (entre 
autres) ainsi de valider les instances ajoutees a l'ontologie. 
• Les regies, par exemple les enonces SWRL et les regies de production, qui 
permettent de declencher des effets en fonction des autres elements de l'ontologie. 
Les criteres retenus sont fonction des questions suivantes : 
1) En plus des classes, peut-on definir des metaclasses, c'est-a-dire des classes dont les 
instances sont elles-meme des classes? 
2) Les attributs ou proprietes1 sont-ils represented distinctement des relations binaires? 
Si c'est le cas, est-il possible de partager les attributs entre des concepts 
n'appartenant pas a la meme hierarchie? 
l.Au sens usuel et non au sens de OWL. 
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3) Est-il possible de donner une definition pour une classe (comme la classe «Parent» 
dans OWL au chapitre 1). Dans ce cas, peut-on inferer la taxonomie resultante? Par 
exemple, deduire qu'une Mere est une Femme [9]. 
4) Peut-on, a l'aide de regies, rendre operationnelles les relations? (C'est-a-dire 
instancier les relations qui sont vraies etant donne les instances presentes dans 
l'ontologie.) 
5) Est-il possible d'inferer qu'une instance appartient a une autre classe que celle dont 
elle origine? Si oui, est-ce en fonction de classes definies ou bien de regies de 
classification? 
6) Distingue-t-on les fonctions des relations? 
7) Quelles actions les regies peuvent-elles declencher, en particulier peuvent-elles creer 
de nouvelles instances? 
8) Reconnait-on comme particulieres les relations de composition (has-a), en 
particulier de facon a supporter leur nature transitive? 
9) Est-ce que l'arite des relations est limitee? 
10) Quelles restrictions les axiomes permettent-ils de definir sur les relations/attributs? 
En somme, bien que certains langages ontologiques (p. ex. OWL+SWRL et Loom1), qui 
combinentframes, regies et logique, auraient pu etre theoriquement utilises comme tel pour la 
representation des connaissances semantiques, aucun d'entre eux n'est specialement adapte 
aux besoins d'un STL L'architecture de connaissance proposee, certes plus simple et limitee, a 
ete specialement con9ue en fonction des grandes lignes dressees au debut de ce chapitre. Nous 
presenterons l'examen des criteres apres avoir presente l'architecture des connaissances 
semantiques. 
Le role des connaissances semantiques 
Dans le cadre de la resolution de problemes dans lequel s'inscrit le prototype, les 
connaissances semantiques sont avant tout considerees comme des parametres manipules par 
l.Loom http://www.isi.edu/isd/LOOM/ 
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les connaissances procedurales. Par exemple, dans la modelisation de la reduction 
d'expressions booleennes de Fournier-Viger, on ne retrouve pas le concept «Loi de 
DeMorgan», parce qu'aucune connaissance procedurale n'a ete mise en oeuvre pour 
interpreter (ou manipuler) ce concept. Par contre, il existe une procedure «Appliquer Loi de 
DeMorgan» qui manipule le concept «Expression booleenne». Anderson et al. decrit cette 
modelisation comme une «compilation» des connaissances semantiques sous forme 
procedurale. Ceci reflete le fait que l'objectif du prototype, comme celui des MTT, est 
d'enseigner un savoir-faire [7]. 
L'architecture des connaissances semantiques 
L'ontologie du domaine est constituee des elements qui represented les connaissances 
semantiques, sauf ceux qui sont propres a un probleme donne. Ces elements sont definis a 
partir de l'ontologie de «haut niveau» (voir figure 14) qui est independante du domaine. 
Chunk 
Concept ) ( Fonction J ( Relation 
Figure 14 - L'ontologie de haut-niveau du prototype. 
Dans cette ontologie, on retrouve d'abord la classe abstraite des chunks qui se specialise 
selon la nature du contenu manipule en quatre classes : concept, relation, fonction et contexte. 
La classe contexte, a cause de ses caracteristiques, sera decrite avec une attention particuliere 
plus loin dans ce chapitre. L'appellation chunk est empruntee a la psychologie cognitive ou 
elle designe les structures pour le stockage des connaissances semantiques dans la memoire a 
long terme. 
l.Au sens classique des langages orientes objet, c.-a-d. une pour laquelle on ne peut creer d'instances. 
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Contexte 
« monde desblocs» 
I 
table 
J-
coul. 
Couleur 
Table 
11 base 
u 
Bleu ' 
instance de-
H auteur 
hauteur 
Base 
est un 
B ase libre base 
Figure 15 - Une partie des chunks pour le laboratoire du monde des blocs. 
Les rectangles sont des concepts, les ellipses des fonctions/relations et les triangles des instances statiques. 
Les flech.es a tete vide sont des attributs de type lien, les attributs ayant des valeurs primitives ne sont pas 
illustres, par exemple une base a une position (entier). 
Les instances de ces classes, simplement nominees instances dans la suite de ce chapitre, 
servent a representer un probleme a resoudre ainsi que tous les elements qui doivent etre crees 
pour representer sa solution. Ces dernieres ne font pas partie de l'ontologie et sont stockees 
dans la base de connaissance (voir figure 12) pendant la resolution du probleme. Or, lors de la 
resolution d'un probleme, une instance peut etre modifiee, et ce, a plusieurs reprises; on 
retrouvera done au sein des connaissances episodiques, comme dans le modele d'ASTUS, des 
cognitions qui represented l'etat ponctuel d'une instance (voir section 4.3). 
Puisqu'on doit etre capable de conserver l'etat d'une instance a un moment precis, la structure 
d'une instance precise quelles donnees sont sauvegardees. Les caracteristiques «definissantes» 
d'un chunk sont representees a l'aide d'attributs, tandis que les autres sont definies a l'aide des 
relations et fonctions (voir plus loin dans cette section). 
Les attributs sont divises en fonction du fait qu'ils acceptent comme valeur un lien vers une 
instance de chunk ou bien une donn6e primitive. Par exemple, dans le monde des blocs, un 
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bloc a un attribut nom (chaine de caractere) et un attribut couleur (lien vers une instance du 
chunk «Couleur», voir figure 15). La semantique d'un attribut est donnee, comme un chunk, 
par son nom, mais aussi precisee par son domaine et sa portee. Le domaine restreint 
l'ensemble des chunks qui peuvent inclure cet attribut, tandis que la portee specifie soit, pour 
les liens, les chunks qui peuvent etre lies; soit pour les donnees primitives, le type de celle-ci 
(entiers, chaines de caractere, valeur booleenne, etc.). Les liens sont soit des liens faibles (par 
defaut) ou bien des liens forts. Pour les liens forts, le retrait de la base de connaissance d'une 
instance du chunk incluant l'attribut entrainera le retrait de l'instance liee (ceci peut entrainer 
plusieurs retraits en cascade). Finalement, la semantique des attributs est precisee par le role 
qu'il joue au sein d'un chunk. Ces roles, qui sont propres a chaque classe de chunks, sont 
decrits dans les paragraphes qui suivent. 
Les concepts decrivent des notions abstraites ou tangibles, atomiques ou composites1. Les 
concepts peuvent etre soit constitues d'un ensemble d'attributs, soit etre associes a une regie 
de classification. Par exemple, un «bloc» a des attributs, tandis qu'un «bloc libre» est associe 
a une regie de classification (voir figure 15). Dans les deux cas, ils peuvent etre la 
specialisation d'un ou plusieurs autres concepts; un concept specialise herite de tous les 
attributs du concept plus general. Lorsqu'on associe un attribut a un concept, on doit preciser 
s'il joue le role de propriete ou bien celui de composante. Les concepts peuvent etre designes 
comme etant abstraits, et dans ce cas, ils ne peuvent pas etre utilises pour creer une instance. 
Les relations et les fonctions representent les caracteristiques des chunks et leurs interactions 
qui ne sont pas essentielles pour les definir. Elles sont construites a l'aide de liens jouant le 
role de tuples pour les relations, et d'arguments ou d'image pour les fonctions. Une regie 
d'instanciation peut leur etre associee pour les instancier en fonction des autres instances 
presentes dans la base de connaissance. Pour les fonctions, la regie peut en plus creer 
l'instance qui sera associee a l'image. Dans ce cas, l'image est necessairement un lien fort. Par 
exemple, la fonction «former pile» a un lien fort vers son image «pile formee» qui lie cette 
derniere a une instance de «pile» (voir figure 15). 
l.Ici, il faut prendre tous ces termes (abstraits, tangibles, atomique, composite) au sens large. 
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Bien que la majorite des instances soient creees au moment de resoudre un probleme donne, il 
existe aussi des instances dites statiques et stockees, comme les chunks, au niveau de 
l'ontologie. Les instances statiques represented generalement des constantes du domaine. 
Par exemple, «Vrai» et «Faux» peuvent etre modelises comme des instances du concept 
«Constante de verite» dans le domaine de la reduction d'expressions booleennes. De meme, si 
Ton a les instances statiques «3» et «-3», on peut definir l'instance de fonction statique 
«InverseAdditif(«3», «-3»). Pour chaque instance statique, un chunk est genere par 
l'architecture de connaissance. Dans le monde des blocs, les couleurs que peuvent prendre 
ceux-ci sont des instances statiques (voir figure 15). 
La taxonomie d'une instance correspond a celle du chunk a partir duquel elle a ete creee, 
c'est-a-dire l'ensemble des chunks plus generaux que ce dernier, incluant ceux de l'ontologie 
de «haut niveau». Pour une instance de concepts, d'autres chunks (necessairement des 
concepts), suite au declenchement d'une regie de classification, peuvent s'ajouter a sa 
taxonomie. 
Bien que dans la majorite des cas un lien refere a une seule instance, il peut aussi referer a un 
ensemble d'instances. Par exemple, la valeur de l'attribut «empiles» du concept «Pile» est un 
lien vers un ensemble d'instances du concept «Bloc». La semantique d'un ensemble est 
donnee par le chunk commun («Bloc» dans cet exemple) mais surtout par l'attribut qui le lie a 
une instance. En effet, ces ensembles doivent necessairement constituer la valeur d'un attribut 
d'une autre instance. 
Un lien peut referer a un ensemble d'instances vide, mais il peut aussi referer a la valeur 
inconnue. En effet, une valeur «nulle» n'a pas de sens pour un attribut, puisque ces derniers 
representent des aspects defmissants d'un concept. Toutefois, plusieurs liens sont initialises 
avec la valeur inconnue puisque le probleme est justement de decouvrir les valeurs de ceux-ci. 
Par exemple, dans le probleme de l'addition en colonne, la somme refere a la valeur inconnue 
au depart. 
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Certaines restrictions peuvent etre appliquees a un attribut lorsqu'il est associe a un chunk. 
Les restrictions disponibles sont : 1) rendre la portee des liens plus precise, 2) preciser la 
cardinalite (minimum/maximum), 3) forcer la valeur a une valeur precise, 4) marquer l'attribut 
comme etant immuable (c'est-a-dire pour lequel la valeur ne peut changer). Une restriction de 
cardinalite permet de specifier qu'un lien referera a une instance unique et non un ensemble 
d'instances. 
Les contextes, bien qu'ils soient inclus dans Pontologie, ont un statut particulier puisque leurs 
instances ne sont pas explicitement manipulees par l'apprenant. Autrement dit, elles n'ont pas 
de correspondance dans les connaissances episodiques. Les contextes definis pour un domaine 
representent les differents regroupements d'instances qui sont d'une facon ou d'une autre 
regroupees dans l'interface du laboratoire. En regie generate, on retrouve un contexte pour 
chaque type de «fenetre de l'interface» ou l'apprenant execute une une etape significative de 
la resolution du probleme. 
Contexte de 
creation de blocs 
I 
crees 
resultaH B l o c R—oriaina £ copie-
Plande 
bloc 
Contexte d'edition 
d'un bloc 
—edite Bloc 
Figure 16 - Le reste des chunks pour le laboratoire du monde des blocs. 
Les contextes sont definis par un ensemble de «points d'ancrage», c'est a dire des liens vers 
les chunks (generalement des concepts) qui constituent les «parties importantes du contexte». 
Par exemple, un contexte peut etre compose d'une partie pour la donnee du probleme (un 
schema) et d'une pour solution (des lignes pour ecrire des equations). Les interfaces des 
laboratoires simples ont generalement un seul contexte; dans les plus complexes, il y aura non 
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seulement des contextes differents, mais aussi plusieurs instances d'un meme contexte. Les 
contextes contiennent aussi les transitions de contextes qu'ils offrent vers d'autres contextes. 
Dans certains cas, pour faire une transition, il faut specifier une instance qui fait le pont entre 
le contexte de depart et celui d'arrivee. Le pont, comme les points d'ancrage, est un lien 
faible. Pour chaque contexte, il est possible de definir une regie de creation qui declenche la 
creation d'une instance du contexte dans la base de connaissance. Le contexte initial doit etre 
associe a une telle regie. Par exemple, le «contexte de creation de blocs» a comme point 
d'ancrage «crees» qui lie ce dernier a un ensemble de blocs qui est vide au depart et le 
«contexte d'edition d'un bloc» a un pont «edite» qui est un lien vers le bloc qui fait l'objet de 
1'edition (voir figure 16). 
L ' environnement 
Nous designons par «environnement» 1'ensemble des instances et les regies qui interagissent 
avec elles. L'environnement est une facade sur un systeme de production (Jess), les instances 
sont done representees par des faits et les regies de classification et d'instanciation 
mentionnees precedemment sont implementees a l'aide de regies de production. Une instance 
est toujours ajoutee a 1'environnement en association avec une instance de contexte. Pour la 
memoire de travail du systeme de production, toutes les instances sont au meme niveau, 
cependant pour 1'environnement, il existe une hierarchie assuree par trois contextes 
independants du domaine : 1) le contexte ontologique qui contient les instances statiques; 2) 
le contexte de raisonnement qui contient la plupart des instances creees par des regies et 3) le 
meta-contexte qui ferme la boucle en contenant les instances de contextes. De cette facon, a 
partir de l'instance du metacontexte, il est possible d'obtenir toutes les instances de contexte 
puis en suivant les liens recursivement, toutes les instances presentes dans 1'environnement. 
Le contexte par lequel une instance est introduite dans 1'environnement precise sa semantique. 
En effet, les instances des contextes propres au domaine represented les elements qui sont 
visibles ou manipulables par I 'apprenant dans I 'interface du laboratoire, elles forment done 
un «modele» au sens du design pattern Model-View-Controller [53]. Les instances qui sont 
creees dans le contexte de raisonnement represented les inferences considerees «evidentes» 
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pour l'apprenant ou plus precisement, qui sont le resultat d'unites de connaissances qui ne sont 
pas enseignees. Les instances dans le contexte ontologique represented des faits qui sont 
supposes connus par l'apprenant. 
Contexte 
MondeDesBlocsOl ibte-a TableOl 
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base ^ , _ J C ^ J*"88 
BaseOI 
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Figure 17 - Une vue partielle de l'environnement du laboratoire du monde des blocs. 
L'environnement est dote d'un ramasse-miettes (garbage collector). En effet, puisqu'un «lien 
inverse» est genere lorsqu'un lien est cree entre deux instances, il est possible de detecter 
qu'une instance n'est plus liee par aucune autre et qu'elle peut done etre retiree de 
l'environnement. Finalement, l'environnement est egalement responsable de gerer le 
declenchement approprie des regies lorsque des instances ou des ensembles d'instances sont 
modifies (voir section 4.2.1). Par exemple, lorsque l'argument d'une fonction instanciee par 
une regie est modifie, l'instance de la fonction est retiree de l'environnement pour etre 
remplacee par une nouvelle (si une image existe pour le nouvel argument). Par exemple, si un 
des blocs contenus dans l'ensemble de blocs lie a une base est retire, l'instance correspondante 
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de la fonction «former pile» sera elle aussi retiree de renvironnement. Elle sera remplacee par 
une nouvelle s'il y a encore au moins un bloc «sur la base» (voir figure 17). 
Examen des criteres 
II n'est pas possible de definir des metaclasses au sens large (critere 1), toutefois, un 
mecanisme base sur l'approche des spanning objects [62] a ete concu. Ce mecanisme consiste 
a definir un ^spanning chunk» associe a une instance statique. Ce chunk peut alors etre utilise 
pour creer des instances qui ne seront pas dans la taxonomie de l'instance statique originale. 
Dans la figure 18, nous reprenons l'exemple de la litterature que nous comparons a une 
taxonomie tres simple du domaine de l'electronique. II y a une instance statique et un chunk 
Concept 
est un" 
menace Espece 
estun 
estun 
Instance de 
\ 
Element 
d'un circuit 
menace(vrai) 
:envergure Aigle 
T 
instance de 
7T 
estun 
:nom 
Resistance 
T 
estun 
:valeur de 
resistance Source 
instance de 
envergure(2m) R01 nom(Rl) valeur de resistance (33KOhm) 
Figure 18 - Ontologie comprenant un exemple de l'utilisation des spanning objects. 
Les rectangles represented des concepts, les ellipses des instances. Certains attributs sont representee. 
pour «Aigle». L'instance statique donnera une valeur aux attributs propres a «Espece» tandis 
que le chunk definira les attributs propres a un «Aigle». Finalement, puisque ce mecanisme 
n'a pas encore ete utilise pour modeliser un domaine, il n'est ni presente ni justifie davantage. 
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Nous avons deja justifie le fait de distinguer les attributs et les relations (ou fonctions). Nous 
avons choisi de permettre l'utilisation des memes attributs pour, entre autres, eviter les 
redondances lorsque l'auteur d'un domaine ajoute des connaissances didactiques (critere 2). 
II n'est pas possible d'avoir des concepts definis, puisque la conception et 1'implementation de 
tels formalismes depassaient largement les objectifs de ce travail (critere 3). Toutefois, un 
mecanisme pour generer une ontologie OWL a partir des chunks est en cours de conception. 
Cette ontologie serait utilisee seulement lors du developpement d'un nouveau domaine, de 
facon a : 1) pouvoir batir une taxonomie qui prend en compte les relations de subsomptions 
qui sont habituellement implicites, 2) decouvrir plus facilement les incoherences. 
II est possible de rendre les relations et les fonctions operationnelles a l'aide de regies (critere 
4). En plus de representer de facon «boite noire» des connaissances qui n'ont pas d'interet 
pedagogique en elles-memes, cela permet de reduire le nombre d'instances qui doivent etre 
specialement creees pour un probleme. L'architecture distingue les relations des fonctions 
(critere 6) pour deux raisons : les regies associees aux fonctions peuvent creer 1'instance 
associee a l'image (critere 7); il est plus facile pour l'agent pedagogue de decrire les instances 
de facon generique ainsi. 
La classification des instances a partir de regies de classification (critere 5) reduit egalement 
la quantite d'information a fournir pour un probleme donne. De plus, elle rend le processus de 
suivi plus puissant (voir section 2.6.2). 
Bien qu'on distingue les proprietes des composantes au niveau des concepts (critere 8), c'est 
davantage le type du lien (fort ou faible) qui influence le comportement de l'environnement, 
par exemple pour le retrait en cascade. 
L'architecture ne limite pas le nombre de tuples dans les relations, ni le nombre d'arguments 
dans les fonctions; ceci evite que les relations ou les fonctions soient modelisees comme des 
concepts avec de nombreuses composantes (critere 9). Toutefois, puisque les tuples et les 
arguments sont eux-memes des attributs, il n'y a pas a proprement parler de «relations» n-aires 
dans l'architecture de connaissance. 
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Les restrictions sur les attributs qui peuvent etre specifiees au niveau des chunks (critere 10) 
servent 1) a decouvrir les erreurs de moderations plus facilement, 2) a preciser les 
descriptions generiques produites par l'agent pedagogue. 
2.4.2 Les connaissances procedurales 
Les caracteristiques fondamentales de la representation des connaissances procedurales 
presentees au chapitre 1 continuent de s'appliquer pour l'architecture de connaissance du 
prototype. Par consequent, les paragraphes qui suivent mettront l'emphase sur les 
changements qui ont ete apportes pour suivre les lignes directrices definies au debut de ce 
chapitre. 
En plus de reiterer que la representation des connaissances procedurales dans ASTUS est une 
approche intermediate entre celle des MTT et celle d'Andes, il est interessant de la comparer 
aux formalismes de planification hierarchique [25]. En effet, on peut comparer les buts 
satisfaits par des procedures complexes aux tdches non primitives et les buts satisfaits par des 
procedures primitives aux tdches primitives. De la meme facon, les procedures complexes 
peuvent etre comparees aux methodes, les requetes aux preconditions, et les procedures 
primitives aux operateurs ou actions. Dans les faits, cette comparaison n'est pas reellement 
applicable, puisque les connaissances procedurales d'un domaine correspondent davantage 
aux sorties (lesplans) d'un planificateur qu'a ses entrees (les elements mentionnes plus haut). 
En effet, bien que les connaissances procedurales soient dynamiques, il n'en demeure pas 
moins qu'elles ne sont pas accompagnees d'un mecanisme decisionnel puissant, tel qu'un 
planificateur, comme nous l'avons mentionne a la fin du chapitre precedent. 
Bien qu'il aurait ete possible d'ajouter un planificateur a l'architecture de connaissance afin de 
rendre plus puissantes les connaissances procedurales, cela irait a l'encontre des lignes 
directrices. En effet, pour les domaines ou d'importantes decisions doivent etre prises en 
fonction des donnees particulieres d'un domaine, il serait fort peu interessant d'avoir recours a 
un processus boite noire1 pour les prendre. 
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Acces k Penvironnement 
Puisque les connaissances procedurales puisent leurs arguments et appliquent leurs effets dans 
l'environnement, il est necessaire avant de les decrire, de presenter les mecanismes d'acces a 
cette derniere. 
Les connaissances procedurales ont acces a l'environnement en lecture, grace aux requetes, et 
en ecriture, grace aux scripts d'actions. Les requetes permettent d'obtenir une instance ou un 
ensemble d'instances a partir de l'environnement. Meme s'il est possible de creer des requetes 
propres a un domaine, les requetes predefinies sont preferees afln de standardiser les modeles 
et ainsi faciliter le travail de l'agent pedagogue. Pour chaque requete, differentes donnees 
doivent etre fournies par la connaissance procedurale, au minimum il s'agit de : 1) un chunk 
representant le type du resultat, 2) 1'instance de contexte dans lequel faire la requete et 3) un 
nom local pour le resultat. Voici les requetes predefinies qui sont les plus frequemment 
utilisees : 
• obtenir l'unique, ou toutes les instances representant un chunk, 
• obtenir une instance (ou un ensemble) a partir d'un lien d'une autre instance, 
• obtenir l'image d'une fonction (on peut contraindre les arguments), 
• obtenir une instance statique a partir de son nom, 
• obtenir 1'ensemble des instances qui satisfont une relation (unaire ou binaire) avec 
une instance donnee. 
• les sous-requetes qui a partir d'un ensemble d'instances retournent un resultat plus 
precis : la difference, l'union et 1'intersection avec un autre ensemble; le «sous-
ensemble» qui retourne seulement les instances representant un chunk plus precis et 
l.Boite noire dans le sens ou demander a l'agent pedagogue de decrire les decisions de l'agent expert a 
l'apprenant a partir de la trace d'execution d'un algorithme tel qu'A* n'est pas une solution enviable. 
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«l'application», qui a partir d'un ensemble et d'une fonction, retourne l'ensemble 
des images. 
• Les requetes sur les connaissances episodiques (voir section 4.3.2). 
La plupart des requetes sont encodees sous forme de regies de production, mais certaines sont 
directement implementees a l'aide de code Java. 
Les scripts (Tactions (en Java) permettent la manipulation des instances contenues dans 
l'environnement. En fait, les scripts peuvent: 
1) creer une nouvelle instance ou un nouvel ensemble d'instances, 
2) modifier la valeur d'un attribut d'une instance de concept, 
3) ajouter ou retirer une instance dans un ensemble. 
4) ajouter ou retirer une instance de fonction ou de relation 
5) obtenir le resultat d'une requete. 
L'environnement conserve une trace de 1'execution de chaque action contenue dans le script, 
de facon a rendre possible l'annulation (undo) de ce dernier. 
Les buts 
Comme dans le modele precedent d'ASTUS, les buts represented une intention qui est 
precisee a l'aide de parametres et qui peut etre satisfaite par une procedure (voir section 
suivante). Bien que les buts soient en realite des connaissances semantiques, leur usage, 
presentement limite, fait en sorte qu'il convient de les presenter avec les connaissances 
procedurales. Un parametre est specifie par un nom local et un chunk que devra representer 
l'argument (de facon semblable a ce qu'on retrouve dans une definition de methode dans un 
langage statiquement type). Un but contient une requete de contexte qui servira a verifier que 
le contexte dans lequel le but peut etre satisfait est le contexte courant de l'environnement, 
lorsqu'une occurrence du but est creee dans l'unite episodique courante (voir section 4.3.1). 
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Les procedures 
Comme les buts, les procedures sont definies a l'aide d'un ensemble de parametres et de 
requetes. Comme dans le modele precedent d'ASTUS, une procedure est creee pour satisfaire 
un but particulier, les parametres de celle-ci doivent done etre compatibles avec ceux du but. 
Puisque l'uniiication des parametres est etablie par les noms locaux (des parametres/requetes), 
le chunk peut etre plus specialise au niveau de la procedure. 
Les procedures sont, comme dans le modele precedent d'ASTUS, divisee en deux categories, 
les procedures complexes et les procedures primitives. Cependant, le «pouvoir de calcul» 
des procedures complexes est defini clairement et la semantique des procedures primitives est 
fortement restreinte. 
B_Echanger les 
blocs selectionnes 
B_Vider La Base 
selectionnee BEHipliquer une pile 
B_Aj outer 
les blocs 
Figure 19 - Des connaissances procedurales pour le laboratoire du monde des blocs. 
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Les procedures complexes represented des facons de faire (methode, recette, algorithme, etc.) 
qui ont un interet pedagogique. Puisque les structures de base des algorithmes sont la 
sequence, la selection et l'iteration [7], nous avons cree trois categories de procedures 
complexes qui produisent lors de leur execution une ou plusieurs occurrences de chacun de 
leurs sous-buts. Un sous-but est un adaptateur entre la procedure complexe et le but qu'elle 
veut solliciter. Les sous-buts sont necessaires puisque differentes procedures complexes 
peuvent solliciter un meme but. La principale fonction d'adaptation est d'etablir une 
correspondance entre les noms locaux de la procedure et ceux des parametres du but. 
La procedure-sequence specifie un ensemble de sous-buts qui doivent etre satisfaits et elle 
contraint, de facon partielle ou totale, l'ordre dans lequel ces sous-buts doivent etre satisfaits 
(voir PC_DupliquerUnePile sur la figure 19). 
La procedure-selection se specialise en la procedure-conditionelle et la procedure-choix. 
Pour la procedure-conditionelle, on retrouve un ensemble de conditions auquel un sous-but est 
lie. Une condition est une expression booleenne implementee par une regie de production qui 
inclut generalement des tests sur la valeur des arguments. Les conditions sont evaluees dans 
l'ordre et des que l'une entre elles est remplie, le sous-but correspondant est retenu. La 
procedure-choix offre un meme sous-but pour chaque instance d'un ensemble d'instances 
(voir PCDeplacerUnPremierBloc sur la figure 19). Un seul de ces sous-buts doit etre satisfait 
pour completer la procedure. Le sous-but doit evidemment avoir un parametre qui peut 
accueillir une des instances issues de 1'ensemble. 
La procedure-iteration specifie un sous-but qui doit etre repete et un iterateur qui determine 
le nombre d'iterations necessaire. Plutot que d'offrir uniquement un iterateur universel base 
sur une «condition», quatre iterateurs, issus des experiences de modelisation, ont ete 
implementes. La repetition, qui fournit un nombre fixe d'iterations, le pour qui produit un 
nombre d'iterations dependant de la valeur d'une propriete d'une instance; le pour-chaque 
qui cree une iteration pour chaque instance appartenant a un ensemble d'instances (voir 
PCAjouterLesBlocs sur la figure 19); et le tant que qui produit des iterations jusqu'a ce 
qu'une condition se verifie. 
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Par rapport au modele d'ASTUS, on peut toujours specifier qu'une procedure complexe est 
valide ou invalide, mais il n'est plus possible d'indiquer qu'elle ne satisfait pas toujours le but. 
En effet, meme si cette option etait offerte dans le passe, elle n'a jamais vraiment ete prise en 
compte. Finalement, on peut aussi preciser une priorite qui sera utilisee, entre autres, lors de la 
resolution automatique. 
Les procedures primitives represented des actions atomiques qui correspondent pour 
l'apprenant a une manipulation de l'interface du laboratoire. De Miace au MGC, une 
procedure primitive pouvait retourner une valeur a la procedure complexe qui l'avait 
declenchee, ceci permettait a un but d'obtenir le «resultat» d'un but precedent. Cette facon de 
faire, herite du langage Lisp et cognitivement discutable etait necessaire pour passer le 
«resultat» d'une procedure. Puisque dans le prototype les procedures primitives agissent sur 
renvironnement, ce sont les requetes qui permettent a un but de retrouver un «resultat» 
anterieur. A chaque procedure primitive, on associe un script d'action qui est declenche 
automatiquement lors de la resolution automatique et lorsque l'agent apprenant reconnait que 
l'apprenant a accompli cette derniere lors du suivi. 
Les scripts d'actions sont aussi associes aux transitions de contexte. Dans ce cas, le role du 
script est plus precis : il doit fournir, en la creant au besoin, l'instance du contexte de 
destination. Finalement, un script d'action peut aussi etre associe a l'initialisation d'un 
contexte, c'est d'ailleurs ces derniers qui creent generalement la plupart des instances. 
2.4.3 Les connaissances episodiques 
La representation hierarchique et exhaustive des connaissances episodiques est une autre 
originalite du modele d'ASTUS. Comme pour les connaissances procedurales, les 
modifications apportees pour Parchitecture de connaissance du prototype decoulent davantage 
de l'experimentation que de la comparaison avec d'autres STL 
Un episode est defini simplement comme une occurrence de but avec un ensemble 
d'occurrences de procedures qui ont ete considerees ou utilisees pour satisfaire ce dernier. La 
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Figure 20 - Episode courant pour le probleme «echanger les blocs selectionnes». 
memoire episodique contient un ensemble d'unites episodiques qui contiennent a leur tour 
tous les episodes concernes par la resolution d'un meme probleme. Les occurrences de buts et 
de procedures sont definies en grande partie par leurs arguments, c'est-a-dire l'unification des 
noms locaux de leurs parametres/requetes et de leurs valeurs. Ces valeurs sont des 
sauvegardes d'une instance a un moment precis que nous nommons cognition. Autrement dit, 
une cognition contient une copie des valeurs d'attributs d'une instance ainsi qu'une estampille 
temporelle. L'implemente evite de copier ces valeurs lorsqu'une instance est statique ou 
immuable. II est possible de creer une cognition d'un ensemble d'instances, qui au moment de 
sa creation, cree une cognition de chacune des instances contenues dans 1'ensemble. A chaque 
occurrence de but/procedure, on associe un etat (voir tableau 3 et figure 20). De plus, a chaque 
occurrence de procedure est associe un resultat. Dans le cas des procedures complexes, il 
s'agit d'un ensemble de sous-episodes, tandis que pour les procedures primitives, il s'agit d'un 
identificateur qui permet de retrouver des details supplementaires sur son declenchement, si 
celle-ci a ete faite par l'apprenant (voir le journal des actions au chapitre 4). 
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Tableau 3 - Les etats des occurrences de buts/procedures 
Etats des occurrences de buts 
Inactif: Une procedure a sollicite le 
but, mais ne l'a pas encore active. 
Pret: Un but dont 1'ensemble des 
requetes a obtenu leur resultat. 
En attente : Un but qui attend qu'un 
autre but soit satisfait ou qui n'est 
pas pret. 
Actif: Un but pour lequel on a 
determine l'ensemble de procedures 
applicables. 
Abandonne : Un but pour lequel 
aucune procedure n'a ete terminee. 
Atteint: Un but pour lequel une 
procedure valide s'est terminee. 
Echoue : Un but pour lequel une 
procedure invalide s'est terminee. 
Etats des occurrences de procedures 
Applicable : Une procedure dont les parametres 
correspondent aux arguments du but. 
Non applicable : voir etat precedent. 
En execution : Une procedure, dont au moins un 
des sous-buts n'est toujours pas satisfait (le but est 
atteint ou echoue). 
Annulee : une procedure en execution ou terminee 
qui a ete annulee par le pedagogue ou l'apprenant. 
Terminee: Une procedure dont tous les sous-buts 
sont satisfaits (atteint ou echouee). 
Rejetee : Une procedure applicable qui n'a pas ete 
mise en execution. 
Avortee : Une procedure dont Pun des sous-buts 
est abandonne. 
L'unite episodique courante 
Figure 21 - Un apercu de la base des connaissances du prototype. 
L'unite episodique courante, comme l'environnement, se trouve dans la base de connaissance 
(voir figure 21). Qu'elle soit creee par la resolution automatique ou le suivi de l'apprenant, 
elle contient a la fois les episodes en cours, mais aussi les episodes a venir a court terme. Par 
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exemple, une occurrence de procedure-sequence peut ajouter a l'unite episodique courante 
plusieurs occurrences de but qui sont en attente. La creation d'une occurrence de procedure 
donne lieu a I'instanciation d'un interpreteur specialise (il y en a un pour chacune des 
variantes de procedure). Celui-ci conserve un etat interne permettant de suivre le progres de la 
procedure au fur a mesure ou des sous-buts sont satisfaits. II permet par exemple, dans le cas 
de la procedure-sequence, de mettre en attente les sous-buts en fonction des contraintes 
d'ordre et de les activer lorsque le but requis est satisfait. Par exemple, B_AjouterLesBlocs est 
en attente dans la figure 22. 
Dans le modele precedent d'ASTUS, les connaissances episodiques sont plutot de nature 
passive, c'est le MGC qui les cree au fur et a mesure. Dans 1'architecture de connaissance du 
prototype, l'integration de ces dernieres aux processus de resolution/suivi les rend plus 
dynamiques. Toutefois, ceci releve plus du design que de la theorie sous-jacente. 
Les requetes sur les connaissances episodiques 
La modelisation de certaines procedures complexes necessite la capacite de tenir compte des 
choix proceduraux effectues precedemment. Pour cette raison, il est possible de : 1) faire une 
requete pour retrouver une occurrence de but; 2) a partir d'une occurrence de but retrouvee, de 
faire une requete pour obtenir la valeur d'un argument de cette derniere. Une requete pour 
retrouver un but peut etre contrainte en donnant la valeur d'un des arguments ou bien en 
precisant la procedure utilisee. Si plusieurs occurrences de but correspondent aux criteres de la 
requete, la plus recente est retournee. Par exemple, dans le monde des blocs, une requete pour 
trouver quel bloc a ete deplace en premier est possible en retrouvant la derniere occurrence du 
but «deplacer bloc» (voir figure 20). 
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Figure 22 - Episode courant pour le probleme «dupliquer une pile». 
2.5 La resolution automatique 
La resolution automatique est principalement un outil pour l'auteur du domaine. En effet, elle 
est d'abord con9ue pour aider la modelisation des connaissances du domaine et la validation 
des problemes. On peut aussi envisager de faire du forage de donnees (data mining) sur les 
unites episodiques obtenues a partir de la resolution automatique pour decouvrir des proprietes 
du modele de connaissance ou bien des problemes offerts. 
II y a trois modes de resolution automatique : 1) le mode passif ou l'agent expert selectionne 
toujours le but le plus recemment ajoute a liste des buts actifs et la procedure valide applicable 
ayant la plus haute priorite; 2) le mode actif ou l'auteur doit choisir lui-meme l'ordre des buts 
et les procedures pour les satisfaire a l'aide d'une boite de dialogue; 3) le mode « en lot » ou 
Ton doit specifier le nombre de resolutions qui seront faites en mode passif. Ce dernier mode 
sera particulierement utile pour faire du forage de donnees ou bien pour explorer l'utilisation 
d'algorithmes d'apprentissage automatique (machine learning). Dans les deux premiers 
modes, l'interface du laboratoire est mise a jour pour faciliter le travail de l'auteur. Dans tous 
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les modes, le processus de resolution automatique declenche automatiquement les transitions 
de contexte qui sont necessaires. 
2.6 Le suivi de l'apprenant 
Non seulement le modele de connaissance doit permettre la resolution automatique, mais aussi 
le suivi d'un apprenant qui fait des erreurs. Le suivi opere par l'agent expert tient cependant 
pour acquis que l'apprenant tente bel et bien de resoudre le probleme et que s'il commet une 
erreur, c'est parce qu'il a des lacunes. De plus, le suivi se fait en grande partie sans avoir 
recours a un modele de l'apprenant, c'est seulement lorsqu'une ambigui'te persistante est 
detectee qu'une requete est envoyee a l'agent apprenant (voir chapitre 4). 
Puisque d'une part, pour chaque but actif toutes les procedures applicables sont mises en 
execution, et d'autre part, parce que c'est l'apprenant qui declenche les transitions de contexte, 
des etats supplementaires doivent etre ajoutes pour les occurrences de buts/procedures lors du 
suivi: 
• «Non-trace» (par defaut); 
• «Trace» (lorsqu'une ou plusieurs procedures primitives sous-jacentes ont ete 
effectuees par l'apprenant); 
• «Tracage ambigu» (lorsqu'il y a competition entre plusieurs chemins pour expliquer 
la procedure primitive signalee par l'agent interface); 
• «Transition de contexte requise» (pour les occurrences de buts seulement). 
Le suivi est mis a jour suite au signal d'une procedure primitive ou d'une transition de 
contexte. Le processus de suivi produit un resultat que l'agent expert transmet a aux autres 
agents. Ce resultat peut etre : 
1) «Tracage mis a jour» avec l'ensemble des procedures primitives possibles; 
2) «Tracage bloque» (transition de contexte requis, but echoue, etc.); 
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3) «Fin du suivi» (le but racine est satisfait); 
4) «Erreur» (le tracage est bloque, aucune transition n'est possible et le but racine n'est 
pas satisfait, le probleme se situe dans la modelisation du domaine). 
2.6.1 Les ambiguites 
Normalement, lorsqu'une procedure primitive est effectuee est qu'elle est reconnue comme 
une des procedures primitives possibles, l'etat des occurrences de but/procedure est modifie 
en remontant le chemin jusqu'a l'occurrence du but racine. Or, dans certains cas, par exemple 
lorsqu'une procedure complexe invalide ressemble de pres a une procedure complexe valide, 
deux occurrences d'une meme procedure primitive, avec les mgmes arguments, peuvent se 
retrouver dans 1'ensemble des procedures primitives possibles. Dans cet exemple, les 
occurrences de but/procedure sur les deux chemins partant des occurrences de procedures 
primitives vers la racine se verront attribuer l'etat «tracage ambigu ». 
Ce qui permet de lever ces ambiguites, c'est que, generalement, deux procedures complexes 
differentes engendrent au moins une occurrence d'une procedure primitive differente dans son 
execution. L'ambigui'te est done levee au moment ou une occurrence de procedure primitive 
appartenant seulement a l'un des chemins est reconnue. 
Cependant, il peut arriver que l'agent expert se trouve face a une ambiguite persistante, e'est-
a-dire qu'au moins deux procedures complexes differentes ont produit les memes occurrences 
de procedures primitives. Ceci est frequent lorsque plusieurs procedures satisfaisant un meme 
but ont les memes sous-buts, mais des requetes differentes. En effet, pour certains problemes, 
des requetes differentes peuvent produire des resultats identiques. Plus rarement, 1'ambiguite 
survient lorsque deux procedures qui peuvent satisfaire le but sont de types differents 
(sequence vs repetition) et que la donnee du probleme fait en sorte que les occurences de buts 
engendres sont les memes. Par exemple, une repetition qui fait une seule iteration et une 
sequence qui a un seul sous-but (le meme que celui associe a l'iteration). 
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2.6.2 La comparaison des arguments 
Lorsqu'on doit comparer la procedure primitive declenchee par l'apprenant a celles prevues 
par le suivi, la difficulte reside dans la comparaison des arguments. Plus precisement, il faut 
voir si les instances que l'agent interface transmet a l'agent expert lorsqu'il signale qu'une 
procedure primitive a ete effectuee peuvent etre unifiees aux cognitions prevues par le 
processus de suivi. Les instances envoyees par l'agent l'interface peuvent etre issues de deux 
origines differentes. D'une part, il peut s'agir d'instances representees dans l'interface du 
laboratoire que l'apprenant a manipulee, par exemple en faisant une selection dans un menu 
deroulant. D'autre part, il peut s'agir d'une instance qui a ete creee a la suite d'une saisie 
effectuee par l'apprenant, par exemple ecrire un chiffre dans une boite de texte (la recolte des 
instances par l'agent interface sera presentee plus en detail au chapitre 4). 
L'unification des premieres, nominees selections, est sans equivoque. II suffit de verifier dans 
l'environnement que l'instance a l'origine de la cognition est bien celle fournie par l'agent 
interface. Pour les deuxiemes, nominees entrees, il y a deux mecanismes possibles pour 
verifier la correspondance, la classification et la comparaison. 
Avec le mecanisme de classification, le processus de suivi considere qu'une instance entree 
sera reconnue equivalente a l'argument si sa taxonomie contient Pensemble des chunks 
associes aux requetes/parametres qui ont porte cette derniere sur le chemin entre 1'occurrence 
du but racine et l'occurrence de la procedure primitive. Pour ce faire, a chaque fois qu'un 
argument est passe d'un but a une procedure ou d'une procedure a un sous-but, le chunk 
associe est conserve pour qu'au niveau des occurrences de procedures primitives on retrouve 
l'ensemble des chunks que l'argument represente. La pertinence de l'approche par 
classification ressort lorsqu'on veut accepter des saisies inexactes ou equivalentes, puisque la 
regie de classification associee au concept permet une grande flexibilite. Par exemple, si on 
considere le concept «Nombre» qui se specialise en «Nombre pair» et «Nombre impair» et 
qu'on demande a l'apprenant de faire une saisie, il est plus interessant de classifier l'instance 
de «Nombre» qu'il a cree, que de la comparer a une foule d'instances preexistantes qu'on 
connait etre paires ou impaires. 
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Toutefois, cette approche est inutilement lourde quand la saisie doit etre exacte. En effet, dans 
ce cas, il vaut mieux comparer l'instance cree par l'apprenant a celles creees par le processus 
de suivi. Pour ce faire, un comparateur peut etre associe a un concept; il peut s'agir d'une 
simple comparaison sur la valeur d'un attribut «cle», ou bien d'un appel a un algorithme de 
comparaison complexe. Par exemple, si Ton demande a l'apprenant de saisir la «Somme» de 
deux «Nombre», la comparaison de la somme produite par ce dernier avec celle produite par le 
suivi est suffisante, tandis que des concepts tels que «Somme juste» et «Somme erronee» 
seraient superflus. 
2.7 Le noyau de simulation du laboratoire 
Dans certains domaines, les instances et les scripts d'actions ne sont pas suffisants pour gerer 
l'ensemble des manipulations possibles dans l'interface du laboratoire. En effet, en dehors des 
domaines formels comme les mathematiques, l'interface du laboratoire peut agir comme un 
simulateur. Dans ce cas, un noyau de simulation doit etre implemente (minimalement par une 
API Java) pour effectuer les differents calculs necessaires, par exemple le resultat d'une 
reaction chimique. Tout ce qui est dans le noyau est inconnu au niveau des agents et de la base 
de connaissance, par contre les elements visibles ou manipulates sont associes a des 
instances. Les scripts d'actions (associes aux procedures primitives ou aux transitions de 
contexte) peuvent faire appel aux methodes du noyau afin de modifier l'environnement. 
Lorsque le noyau possede un etat interne, l'annulation des scripts d'actions ne peut plus etre 
faite automatiquement, il faut alors que l'auteur du domaine fournisse un script d'annulation 
complementaire. Finalement, meme dans les cas ou un noyau de simulation est necessaire, le 
comportement des scripts d'actions doit demeurer deterministe pour que toutes les 
fonctionnalites du prototype soient disponibles, par exemple, la possibility d'arreter et de 
reprendre la resolution d'un probleme (voir chapitre 4). 
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2.8 Conclusion 
Ce chapitre a presente une architecture de connaissance concue a partir de lignes directrices 
qui decoulent des lacunes de 1'architecture d'ASTUS et de l'exploration d'approches 
alternatives comparables. De plus, les exemples tires du monde des blocs ont permis d'illustrer 
comment l'architecture de connaissance permet a l'agent expert de remplir ses fonctions, en 
particulier la resolution automatique et le suivi de l'apprenant, au sein du prototype. Une fois 
que nous aurons presente des modeles de domaines plus consistants au chapitre 3, nous 
discuterons de comment l'architecture de connaissance atteint les objectifs cibles. 
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Chapitre 3 
Exemples de modeles de connaissance 
Ce chapitre, decrit trois modeles de connaissance pour des domaines simples1 qui ont ete 
concus soit pour valider l'architecture de connaissance ou la conception de l'agent interface : 
l'addition en colonnes, l'addition de fractions et la «machine». Les modeles ont ete faits sans 
porter directement attention a leur potentiel pedagogique. Toutefois, ils refletent un niveau de 
complexity semblable a celui des exemples fournis par d'autres STI dotes d'une architecture 
de connaissance independante du domaine (p. ex. CTAT). En fin de chapitre, nous discutons 
de 1'architecture de connaissance en fonction des lignes directrices etablies au chapitre 2. 
3.1 L'addition en colonnes 
Ce laboratoire reifie la technique classique de l'addition de nombres naturels en colonnes. 
Pour effectuer une addition, il faut additionner mentalement les deux operandes et la retenue 
d'une colonne, en extraire les unites et les dizaines et ecrire le resultat (les unites) et le report. 
Ce dernier sera la retenue de la colonne suivante. Le report de la derniere colonne, s'il existe, 
se fait a gauche de la derniere somme. La modelisation du domaine decrit dans ce chapitre se 
veut minimaliste et vise seulement a illustrer la difference principale entre une modelisation a 
l'aide de procedures complexes et de regies de production. De plus, pour simplifier le travail 
de l'agent apprenant, la somme et le report sont choisis a l'aide de menus deroulants plutot que 
d'etre entres dans des boites de texte (voir figure 23). Autrement dit, il s'agit de selections 
plutot que tfentrees. Aucune procedure invalide n'a ete modelisee, puisque nous desirions 
avant tout tester la capacite de l'agent pedagogue a fournir une aide precise sans avoir recours 
a des connaissances didactiques. 
l.Voir aussi les exemples tir6s du monde des blocs au chapitre 2. 
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Figure 23 - Une capture d'ecran du laboratoire pour l'addition en colonnes. 
3.1.1 Les connaissances semantiques 
Puisqu'aucune instance n'est directement creee par l'apprenant pour representer ses saisies, on 
retrouve dans l'ontologie dix instances statiques qui representent les chiffres de 0 a 9 (voir 
figure 24). Un chiffre a un attribut valeur de type entier, cette donnee primitive est utilisee 
pour les calculs de somme et de report. Les concepts de base de l'ontologie sont l'addition et 
la colonne. II y a un seul contexte, le contexte principal, dont le seul point d'ancrage est 
l'addition dont l'instance est creee par le script d'initialisation. Ce dernier cree aussi les 
instances de colonnes et l'ensemble d'instances qui les contient et qui est lie a l'addition. Une 
colonne a six attributs : une position (un entier), les deux operandes, son report sur la colonne 
suivante, sa propre retenue et son resultat. Les trois premiers sont initialises au depart, tandis 
que les autres referent a la valeur inconnue (sauf la premiere colonne dont la retenue est zero). 
Des regies de classification identifient la premiere et la derniere colonne, puis les colonnes 
«independantes» et «sans report». Les colonnes «sans report» ont un resultat inferieur a dix, 
tandis que les colonnes «independantes» sont les colonnes qui suivent les colonnes «sans 
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report».(p. ex la colonne 3, "7+0", est une «colonne independante» puisque l+4+l=6<10). 
Des regies d'instanciation creent les instances des fonctions «colonne suivante» et «colonne 
precedente» a partir de la position des colonnes. Les instances des fonctions «somme»1 et 
«report» sont egalement creees a l'aide de regies d'instanciation. Ces deux dernieres n'ont pas 
besoin de creer l'instance correspondant a leur image, puisqu'il s'agit d'un chiffre. 
Figure 24 - L'ontologie du laboratoire pour l'addition en colonnes. 
3.1.2 Les connaissances procedurales 
Le but «additionner colonnes» (voir figure 25) fait une requete pour obtenir l'addition (elle est 
unique), ce resultat est passe a la procedure «additionner colonnes». Cette procedure complexe 
est une iteration de typepour-chaque qui itere sur Pensemble des colonnes qu'elle obtient par 
requete sur l'addition recue en parametre. Puisque c'est un pour-chaque ordonne (il faut 
additioner les colonnes de droite a gauche), un ensemble de sous-buts «additionner colonne» 
est cree, mais un seul est actif (les autres sont en attente). L'ordre de creation des sous-buts est 
identique a l'ordre de l'ajout des instances de colonnes dans l'ensemble associe a l'addition, 
ordre qui correspond a la position des colonnes de droite a gauche. La procedure complexe de 
type sequence «additioner colonne» a deux sous-buts sans contrainte d'ordre : «ecrire somme» 
et «ecrire report». Ces deux sous-buts ont comme parametre une colonne et l'image d'une 
fonction, celle de la fonction «somme» pour le premier et celle de la fonction «report» pour le 
deuxieme. Ces deux requetes sont executees par la procedure «aditionner colonne». La 
1.11 s'agit en fait de la somme en arithmetique modulo 10, puisqu'on retient que les unites. 
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Figure 25 - Les connaissances procedurales pour l'addition en colonnes. 
procedure alternative «additionner sans reporter» est applicable lorsque la colonne est «sans 
report». Cette procedure n'a que le sous-but «ecrire somme», autrement dit, lorsque le report 
est zero, il n'est pas necessaire de l'ecrire (voir figure 23). Les procedures primitives «ecrire 
somme » et «ecrire report)) modifient toutes deux la colonne qu'elles recoivent en parametre, 
mais en plus, la deuxieme modifie egalement la colonne suivante (que Ton retrouve grace a la 
relation «colonne suivante»). En effet, le report d'une colonne et la retenue de la colonne 
suivante (si elle existe) referent toujours au meme chiffre. Dans le cas de la «derniere 
colonne» seul le report de la derniere colonne est modifie par la procedure primitive. 
3.1.3 Conclusion sur l'addition en colonnes 
Bien qu'il s'agit du laboratoire le plus simple que nous avons modelise, Vaddition en colonnes 
a permis de tester et de montrer dans leur plus simple expression la plupart des originalites de 
1'architecture de connaissance (sauf la gestion des entrees). En effet, il illustre le fait que : 1) 
les connaissances procedurales hierarchiques permettent a l'agent pedagogue de connaitre 
facilement les prochaines etapes que l'apprenant doit faire; 2) les fonctions/relations associees 
a des regies d'instanciation represented elegamment les inferences; 3) la classification permet 
d'etablir des criteres d'applicabilite pour les procedures; 4) le role des instances statiques dans 
l'ontologie; 5) la distinction entre les attributs et les fonctions/relations. 
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3.2 L'addition de fractions 
J Simplify j 1 Simplify J 
7 + 7 ? 7 
- '— = = 7 — 
? ? ? 
Figure 26 - Une capture d'ecran du laboratoire pour l'addition de fractions. 
Le laboratoire pour l'addition de fractions (voir figure 26) a ete developpe premierement pour 
valider le fonctionnement de 1'association entre les instances et leur representation graphique 
dans l'interface du laboratoire grace a l'agent interface (voir chapitre 4). Comme l'addition en 
colonnes, l'addition de fractions est un domaine de nature procedurale au sens de VanLehn 
(voir chapitre 1). De ce sens, l'interface du laboratoire supporte une strategie de resolution 
particuliere ou l'apprenant doit remplir, dans le bon ordre, trois formulaires qui refletent la 
technique classique pour additionner des fractions. Comme dans tous les domaines presentes 
dans ce chapitre, nous considerons que les notions theoriques ont ete presentees aux 
apprenants et que ceux-ci ont une idee generale de la marche a suivre. Par exemple, dans le cas 
de l'addition des fractions, nous supposons que l'enseignant a precise que les formulaires 
doivent etre remplis dans un ordre particulier. Nous supposons aussi qu'une demonstration 
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precede les activites de resolution de problemes (voir chapitre 4), ce qui assure aux apprenants 
une familiarite minimale avec l'interface. Par rapport a l'addition en colonnes, ce laboratoire 
permet de valider notre approche pour traiter les saisies de l'apprenant a l'aide des instances 
de type entree (voir chapitre 2). 
3.2.1 Les connaissances semantiques 
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Figure 27 - La taxonomie des concepts dans le modele pour l'addition de fractions. 
Le nombre beaucoup plus grand de concepts (voir figure 27) necessaires a la modelisation de 
ce domaine par rapport a l'addition en colonnes s'explique par le fait que la plupart des actions 
effectuees par l'apprenant correspondent a la saisie de nombres naturels. Aussi, puisque tout le 
processus menant au choix d'un denominateur commun est represente uniquement a l'aide de 
fonctions (voir figure 29), c'est-a-dire qu'il n'y a pas dans l'interface d'outils permettant 
d'effectuer les calculs intermediaires, on obtient une complexite semblable dans les 
connaissances semantiques et dans les connaissances procedurales. Le modele de 
connaissance pour ce laboratoire ne compte qu'un seul contexte qui est nomme « Contexte 
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Figure 28 - Le contexte principale du laboratoire pour l'addition de fractions. 
principals Ce contexte a quatre points d'ancrage : «operandes fractionnaires» (la donnee du 
probleme), «formulaire de fraction equivalente», «formulaire de somme intermediaire», 
«formulaire de resultat final» (voir figure 28). Les trois derniers sont les formulaires pour 
saisir la solution. Lorsque l'instance de ce contexte est creee, quatre instances doivent done 
etre creees par le script d'initialisation de ce dernier. Pour construire ces instances, d'autres 
instances qui les constituent devront etre aussi creees. Par exemple, deux instances 
d'«operande fractionnaire» comportant chacune une instance de «numerateur» et de 
«denominateur» devront etre creees pour initialiser les liens «op. gauche» et «op. droit» de 
l'instance d'«operandes fractionnaires». Les concepts representant les formulaires et les 
saisies sont distingues des concepts representant le resultat des calculs mentaux. Par exemple, 
on retrouve un «Numerateur saisi» a la fois dans le «formulaire de somme intermediaire» et 
dans le «formulaire de resultat fmal», par contre le premier est tire de la «fraction equivalente» 
tandis que le deuxieme est tire de la fraction finale». 
Les fonctions de ce laboratoire sont toutes associees a une regie d'instanciation. C'est dans ces 
regies que Ton retrouve les calculs mathematiques necessaires pour faire les differentes etapes 
de l'addition (voir figure 29). Par exemple, la fonction « obtenir numerateur equivalent» 
s'instancie une fois pour chacune des «operande fractionnaire» des que le deuxieme argument, 
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Figure 29 - Les fonctions du modele de connaissance pour l'addition de fractions, 
l'instance de « denominateur commun saisi » remplace la valeur inconnue dans le «formulaire 
de fraction equivalente». En fait, c'est pour obtenir la valeur de son image, une instance de 
«numerateur equivalent, qu'un calcul est effectue. II faut remarquer que ni les «operande 
fractionnaire» ni les formulaires ne sont des «fraction», en effet, pour chacun de ces concepts, 
on trouve une fonction dont l'image est la fraction correspondante. 
3.2.2 Les connaissances procedurales 
Le but «additionner fractions » fait une requete pour obtenir l'unique instance du concept 
«operandes fractionnaires». Les procedures complexes «additionner fractions» et 
«additionmer fractions avec le meme denominateur» sont des sequences totalement ordonnees 
(voir figure 30). qui peuvent satisfaire ce but. La deuxieme n'est disponible que si la regie de 
classification a reconnu des «operandes fractionnaires au meme denominateur». Cette 
procedure permet d'eviter les deux premiers sous-buts qui servent a etablir la fraction 
equivalente et de passer directement a la somme intermediaire. Le premier sous-but de 
l'addition complete, «simplifier operandes» est satisfait par la procedure complexe de type 
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Figure 30 - Les connaissances procedurales pour l'addition de fractions, 
sequence «simplifier operandes» qui a un sous-but pour chacune des «operande fractionnaire» 
qu'elle obtient par requete sur son unique parametre («operandes fractionnaires»). La 
procedure complexe de type conditionnelle «verifier simplication de Foperande» a une 
condition qui ajoute le sous-but «saisir simplication» si la fraction deduite de l'«operande 
fractionnaire» n'est pas une «fraction simplifiee». La procedure primitive «saisir 
simplification)) peut etre faite dans un dialogue qui s'affiche une fois que l'apprenant appuie 
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sur le bouton «Simplify» qui se trouve sous l'operande (voir figure 26). Le sous-but «obtenir 
fraction equivalente» fait une requete pour obtenir l'instance du «formulaire de la fraction 
equivalente» qu'il passe a la procedure complexe « obtenir fraction equivalente » qui est une 
sequence ayant comme premier sous-but « obtenir denominateur commun » puis le sous-but 
« obtenir numerateur equivalent» pour chacun des deux «operande fractionnaire». Ces sous-
buts peuvent etre satisfaits dans un ordre quelconque. Plusieurs procedures complexes (de 
type sequence a un seul sous-but) peuvent satisfaire le but «obtenir denominateur commun», 
chacune d'entre elles fait une requete afin d'obtenir une instance de «denominateur 
commun ». Par exemple, la procedure complexe «obtenir le plus petit demoninateur commun» 
et la procedure « obtenir demoninateur commun par addition des denominateurs» qui est une 
procedure complexe invalide qui obtient une instance de la fonction «obtenir denominateur 
commun par addition des denominateurs». Cette derniere represente l'addition des 
denominateurs des deux «operande fractiormaire». Toutes ces procedures ont pour seul sous-
but, «saisir denominateur» qui recoit en parametre le «denominateur commun» obtenu et un 
«formulaire de denominateun>. La procedure primitive «saisir denominateur» modifie 
l'instance du «formulaire de denominateur» de facon a refleter la saisie effectuee par 
l'apprenant, c'est a dire en liant cette derniere instance a une nouvelle instance de 
«denominateur saisi» qui contient elle-meme la valeur provenant de l'instance de 
«denominateur commun». 
L'ensemble de ces procedures est un cas representatif des ambigui'tes decrites au chapitre 2. 
En effet, il est fort possible que pour un probleme donne, le «plus petit denominateur 
commun» corresponde au «denominateur commun obtenu en faisant le produit des 
denominateurs». La procedure complexe «obtenir denominateur valide» permet de reconnaitre 
tous les autres denominateurs valides. Cette derniere a la plus faible priorite puisqu'on prefere 
crediter a l'apprenant une des procedures plus precises. 
Les procedures complexes «obtenir numerateur equivalent», «obtenir somme intermediaire» 
et «obtenir resultat final» sont des sequences a un seul sous-but construites sur le meme 
modele, c'est-a-dire qu'elles obtiennent une instance de fonction a partir d'une requete 
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qu'elles passent ensuite a leur sous-but respectif qui represente la saisie du resultat du calcul 
mental correspondant. Les trois procedures primitives qui satisfont ces sous-buts sont toutes 
similaires, elles inscrivent dans une instance de formulaire une valeur provenant d'une 
instance representant le resultat d'une operation mentale. 
Contrairement au cas du «denominateur commun», pour les «numerateur equivalent)), un 
comparateur est suffisant (il n'y qu'une seule valeur possible). Pour les numerateurs et 
denominateurs des deux derniers formulaires, il en est de meme. Cependant, une modelisation 
complete comporterait des procedures complexes alternatives pour modeliser les 
simplifications possibles, par exemple pour simplifier la fraction deduite du «formulaire de la 
somme intermediaire» si elle est une «fraction simplifiable». 
3.2.3 Conclusion sur la modelisation de l'addition de fractions 
La modelisation du «formulaire pour la fraction equivalents) est particulierement interessante, 
puisque qu'elle montre que l'architecture des connaissances force l'auteur du modele a rendre 
explicite tous les liens significatifs. En effet, chacun des «formulaire de numerateur 
equivalent» doit avoir un lien vers la fraction auquel ils correspondent. Bien qu'il semble 
intuitif de les associer, il faut rendre ce lien formel afin que Ton puisse par exemple obtenir a 
l'aide d'une requete, le « numerateur equivalent» d'une fraction. Bien qu'il aurait ete possible 
de modeliser le domaine en utilisant qu'une procedure primitive, il aurait ete plus difficile 
dans ce cas de produire des messages d'aide precis. 
Ce laboratoire montre comment les regies de classification sont utiles pour evaluer les 
differentes saisies possibles d'un apprenant. En particulier, ce laboratoire illustre comment 
modeliser les domaines ou Ton retrouve de «l'edition sur place», c'est-a-dire que le resultat 
d'une saisie est presente exactement la ou cette derniere est faite. Ce laboratoire donne aussi 
un exemple pertinent de procedure invalide, c'est-a-dire une erreur qui ne pourrait pas etre 
traitee de facon precise par l'agent pedagogue. Finalement, bien que nous aurions pu 
modeliser la saisie des simplifications a l'aide d'un contexte, nous voulions montrer qu'il etait 
possible de l'eviter dans certains cas. 
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3.3 La machine 
Ce domaine cree de toutes pieces est constitue de deux parties differentes : la premiere pour 
les ajustements sur une machine «quelconque», puis la seconde pour la realisation d'un 
rapport de l'entretien effectue. Un laboratoire simulant cette machine est implements a l'aide 
de trois types de boutons (voir figure 31). Les ajustements consistent a : 1) passer en revue un 
ensemble d'interrupteurs possedant deux etats (allume/eteint) qui doivent tous etre allumes; 
appuyer cinq fois sur le bouton A; 3) appuyer sur le bouton B jusqu'a ce qu'un temoin 
lumineux apparaisse. L'interface pour effectuer le rapport a trois sections : a) entrer le nombre 
de fois ou le bouton B a d u etre appuye avant l'apparition du temoin; b) preciser de quelle 
couleur etait ce dernier (rouge, jaune ou vert); c) indiquer quels sont les interrupteurs 
manipules, avec leur etat courant (voir figure 31). 
Figure 31 - Une capture d'ecran du laboratoire machine (avec le contexte du rapport). 
Ce laboratoire permet de valider deux elements importants de l'architecture des 
connaissances, d'abord les changements de contexte, puis Putilisation d'un noyau de 
simulation. De plus, ce laboratoire a permis de valider certaines idees au niveau de l'agent 
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interface, en particulier, les mecanismes pour associer a une procedure primitive plusieurs 
manipulations de 1'interface, par exemple la sequence : 1) ecrire le numero de l'interrupteur 
dans la boite de texte; 2) indiquer son etat avec le bouton radio approprie et 3) cliquer sur le 
bouton « Report »*. 
3.3.1 Connaissances semantiques. 
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est un-
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de l'interrupteur 
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J l'interrupteur 
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Figure 32 - L'ontologie du laboratoire machine. 
Contrairement aux laboratoires precedents, on retrouve dans celui-ci deux contextes 
differents. Une instance du premier contexte, «machine» est creee au depart, puisque c'est la 
premiere fenetre presentee a l'apprenant. C'est le bouton «Report», qui ne fait partie d'aucune 
procedure primitive, qui declenche la creation d'une instance du contexte «Contexte de 
rapport» et qui fait la transition du contexte machine vers ce dernier. Le contexte «machine» a 
l.A ce moment, il n'etait pas encore possible de simplifier les operandes dans l'addition de fractions. 
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deux points d'ancrage qui lient a ce dernier 1'ensemble des interrupteurs et le temoin 
indicateur. Le «Contexte de rapport» en a un seul, le «Rapport» qui contient un ensemble de 
«Ligne de rapport» representant chacune des entrees dans celui-ci (voir figure 32). 
Un tres simple noyau de simulation est utilise dans ce laboratoire, en effet le nombre de clics 
necessaires sur le bouton B est un element operationnel du laboratoire qui ne fait pas partie des 
connaissances (tant qu'il n'est pas connu). 
Bien que raffichage de la fenetre dediee au contexte du rapport ne cache pas la fenetre du 
contexte de la machine, nous avons du avoir recours a des concepts qui modelisent des 
elements que l'apprenant doit se rappeler. II s'agit du «nombre de clics» et des «interrupteurs 
allumes». En effet, s'il est possible de trouver la couleur du temoin lorsque le rapport est 
ouvert, le «nombre de clics» et Fensemble des «interrupteurs allume» ne sont jamais 
directement accessibles dans le contexte «machine». 
Toutes les lignes sont evaluees a l'aide de comparateurs, en fait il n'y a aucune regie de 
classification dans ce laboratoire dont le mandat etait plutot d'explorer les differentes 
procedures complexes de type iteration. 
3.3.2 Les connaissances procedurales 
Les procedures complexes «faire l'entretien de la machine» et «faire les ajustements» sont de 
types sequence (voir figure 33). La procedure «verifier les interrupteurs» est une iteration de 
type pour-chaque non ordonnee. La procedure complexe «verifier un interrupteur» est une 
procedure complexe de type conditionnel dont la condition verifie l'etat de l'interrupteur. Si 
ce dernier est eteint, le sous-but « allumer un interrupteur » est retenu. La procedure «Operer 
le bouton A» est une procedure complexe d'iteration de type repetition (5 fois). La procedure 
«Operer le bouton B jusqu'a l'apparition de couleur » est une procedure d'iteration de type 
tant-que et sa condition verifie l'attribut couleur de l'instance de «Temoin indicateur». La 
procedure primitive «appuyer sur le bouton B» fait appel au noyau pour mettre a jour le 
compteur interne et verifier si la couleur doit etre affichee. 
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B_Faire les 
ajustements 
B_Verifier les 
interrupteurs 
B_Faire 
l'entretien de la 
machine 
B_Faire le 
rapport... 
Figure 33 - Les connaissances procedurales pour la machine. 
La procedure complexe «rapporter le nombre de clics» (voir figure 34) fais une requete pour 
obtenir 1'instance de «nombre de clics» qui a ete creee dans le script d'action de la procedure 
primitive «appuyer sur le bouton B» lors de sa derniere execution qui a declenche 1'apparition 
d'une couleur sur le temoin indicateur. De meme, la procedure complexe «rapporter l'etat des 
interrupteurs» est une iteration du type pour-chaque utilisant aussi le rappel (l'ensemble des 
«interrupteur allume»). Finalement, la procedure «rapporter la couleur du temoin» est une 
simple sequence a un sous-but qui fait une requete pour obtenir 1'instance de la fonction 
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B_Rapporter la 
couleur du temoin 
B_Rapporter le 
nombre de clic 
BRapporter l'&at 
des intterupteurs 
PCJtapporter 
l'etat des 
interrupteurs 
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couleur du temoin 
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nombre de clics BRapporter l'etat d'un interrupteur 
PP_Ecrire l'etat 
d'un interrupteur 
B_Ecrire l'6tat 
d'un interrupteur 
Figure 34 - Les connaissances procedurales pour le rapport. 
«obtenir la ligne pour la couleur du temoin». La regie d'instanciation de cette fonction obtient 
la couleur du «temoin indicateur» meme si celle-ci se trouve dans le contexte «machine». 
Celui-ci etant toujours visible, il n'est pas pertinent de modeliser un rappel. 
3.3.3 Conclusion sur la modelisation de la machine 
Si on ajoute une procedure invalide «Appuyer une seule fois sur le bouton B» on obtient une 
sequence ayant le meme sous-but qu'une iteration. Ceci peut devenir un des cas d'ambiguite 
presentes au chapitre 2 lorsque le noyau est configure pour qu'un seul clic soit necessaire pour 
faire apparaitre la couleur du temoin lumineux. Ce troisieme et dernier laboratoire a permis 
d'illustrer deux autres originalites de l'architecture de connaissance, les changements de 
contexte et le noyau de simulation du laboratoire. De plus, il a montre une facon de faire pour 
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representer des elements qui doivent etre rappeles par la suite, une alternative parfois 
interessante aux requetes sur la memoire episodique (voir chapitre 2). 
3.4 Discussion 
A l'aide d'exemples issus des modeles de connaissance presentes dans ce chapitre, nous 
montrons dans cette section que 1'architecture de connaissance a bel et bien ete concue et 
implementee en suivant des lignes directrices etablies au chapitre 2. 
3.4.1 La semantique des unites de connaissance est precise 
En ajoutant l'environnement, c'est-a-dire le niveau des instances entre celui des concepts et 
celui des cognitions, la semantique des modeles de connaissance est devenue beaucoup plus 
claire que dans les modeles concus pour etre interpretes par le MGC. De plus, la notion de 
contexte a permis de preciser encore davantage la nature des instances, en particulier, 
distinguer celles qui se trouvent dans l'ontologie du domaine, celles qui sont representees dans 
l'interface du laboratoire et celles qui sont le produit d'operations mentales. Cette distinction 
n'est pas presente dans les MTT et peut rendre floue la semantique d'un WME. Dans le 
laboratoire de l'addition de fractions, Pexemple du «denominateur commun», un resultat 
mental par rapport au «demoninateur commun saisi» qui s'inscrit dans un «formulaire de 
denominateur» illustre bien ces nuances. 
D'autres efforts sont aussi alles dans ce sens, que ce soit la construction des procedures 
complexes en fonction des structures de controles elementaires, le fait de nommer 
explicitement tous les attributs existants entre les concepts ou bien le resserrement des actions 
possibles dans les scripts d'actions. 
En somme, les efforts de clarte se resument par la distinction que nous pouvons faire entre les 
differents types de connaissance procedurales. Par exemple, dans le laboratoire de l'addition 
en colonnes, on distingue la procedure complexe «additioner colonne» de la requete a la 
fonction «somme» qu'elle execute et de la procedure primitive «entrer somme» qui satisfait 
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son unique sous-but. En effet, nous distinguons le plan mental de haut niveau (qui s'inscrit 
dans un plan plus general pour resoudre le probleme), 1'operation arithmetique mentale et 
Taction atomique qui est associee a la saisie du resultat de celle-ci dans l'interface du 
laboratoire. 
3.4.2 II y a des unites boites noires et boites de verre 
L'ajout des relations et des fonctions au sein des structures et l'ajout des mecanismes de 
requete ont grandement contribue a permettre une modelisation qui s'adapte aux objectifs 
pedagogiques. En effet, pour un meme buta on peut offrir une procedure complexe qui a 
recours a une requete pour obtenir un resultat et une autre qui fait appel a un sous-but qui sera 
satisfait par une procedure representant une methode pour l'obtenir. Par exemple, dans le 
laboratoire des fractions, on pourrait imaginer un contexte ou serait reifiee une procedure 
complexe permettant de calculer le plus petit denominateur commun. 
Nous savons qu'il est interessant que les agents puissent scruter une regie de classification ou 
d'instanciation. Jusqu'a maintenant, nous considerons que cette barriere est justifiee, parce 
que nous n'avons pas Tobjectif d'enseigner des procedures complexes purement mentales, 
c'est-a-dire des procedures qui donneraient lieu a des procedures primitives dont les scripts 
d'actions manipuleraient uniquement des instances du contexte de raisonnement. De plus, 
nous insistons sur le fait que si la facon de faire pour obtenir le resultat d'une requete est 
pedagogiquement interessante, il suffit de modeliser une procedure complexe qui la reifie. 
3.4.3 II est facile d'examiner les unites de connaissances 
Face a CTAT, qui n'offre que des exemples d'une envergure semblable (entre autres, l'addition 
en colonnes et l'addition de fractions) la comparaison est avantageuse pour notre approche. 
Pour un effort de modelisation que nous jugeons semblable, il est clair que le modele obtenu a 
un net potentiel superieur pour etre examine par un agent pedagogue afm d'orienter les 
strategies pedagogiques dont il dispose. Par exemple, il serait bien plus aise pour cet agent de 
decrire a l'apprenant une procedure complexe d'une certaine complexity comme «obtenir 
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fraction equivalente» dans le laboratoire de fractions (plusieurs requetes et une sequence de 
sous-but partiellement ordonnee) que de tenter de faire de meme en examinant un groupe de 
regies de production liees par chainage dans lequel les calculs sont directement inscrits sous 
forme de code. 
De plus, de nombreux «pointeurs a contresens» sont presents dans les structures afin de 
permettre la navigation d'une facon qui est plutot propre a l'agent pedagogue qu'a l'agent 
expert. Par exemple, les requetes qui permettent de parcourir les attributs de type lien a 
l'envers. Finalement, au chapitre 2, nous avons montre que tous les agents avaient un acces 
facile aux structures de connaissance grace a la memoire de travail partagee. 
3.4.4 Bilan 
En integrant dans les structures de connaissance episodique les processus pour la resolution 
automatique et le suivi de l'apprenant, 1'architecture de connaissance decrite dans ce memoire 
va plus loin que celle du MGC. En effet, elle fournit un environnement d'execution 
comparable a celui de CTAT. En prenant un virage pragmatique qui nous a amenes a repenser 
l'architecture theorique d'ASTUS, nous sommes arrives a modeliser plusieurs domaines 
simples, mais differents. Ceci a montre que rarchitecture de connaissance n'etait pas concue 
de facon a epouser specifiquement un domaine ou un autre, ce qui est un avantage indeniable 
par rapport aux approches des STI propres a un domaine comme Andes. Cependant, seule la 
modelisation de domaines reels pourra demontrer l'atteinte des objectifs du prototype de la 
plate-forme ASTUS. 
3.5 Conclusion 
Ce chapitre, nous permet de dire que rarchitecture de connaissance presentee fait plus que 
celle du MGC dont elle s'inspire, mais surtout, est plus claire sur ce qu'elle tente de faire et ce 
qu'elle reussit ou non a faire. De plus, elle se compare avantageusement, du moins sur certains 
points, a 1'architecture des MTT qui a deja fait ses preuves. 
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Chapitre 4 
Le prototype 
D'abord, il est important de rappeler que le design du prototype s'inspire essentiellement du 
decoupage classique en quatre modules des STI. De plus, a l'image de l'architecture 
conceptuelle d'ASTUS, il distingue les composantes generiques (les agents) des composantes 
dependantes du domaine (ressources, noyaux, interfaces, etc.). La presentation des 
composantes du prototype suit approximativement l'ordre dans lequel ils interviennent lors de 
la resolution d'un probleme par un apprenant. 
Noyau de 
simulation du 
laboratoire 
Interface 
graphique du 
laboratoire 
Figure 35 - Un apercu complet du prototype. 
Bien qu'ils soient designes par le terme agent, les composantes generiques d'ASTUS ne se 
comportent pas reellement comme tel. En effet, bien qu'individuellement ils constituent des 
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processus intelligents, le comportement de l'ensemble est completement deterministe, il s'agit 
essentiellement des boucles exteraes et internes decrites en introduction. 
4.1 Chargement des ressources 
L'initialisation du prototype debute par le chargement du repertoire des apprenants, du 
repertoire des laboratoires et du registre des inscriptions. Le repertoire des apprenants 
contient l'ensemble des matricules et des mots de passe qui permettent d'identifier ceux-ci. Le 
repertoire des laboratoires contient simplement une liste des laboratoires disponibles. Le 
registre des inscriptions specifie quels apprenants ont acces a quels laboratoires. Par la suite, 
l'utilisateur doit s'identifier et choisir un laboratoire a l'aide d'une boite de dialogue (voir 
figure 37 dans Pannexe A). 
Ensuite, le prototype precede au chargement des ressources du laboratoire et de l'apprenant 
selectionnes. La principale ressource associee a chaque laboratoire est evidemment le modele 
de connaissance qui a ete decrit dans les chapitres precedents. Bien que la notion de probleme 
a resoudre ait ete touchee precedemment, cete derniere n'a pas ete definie formellement. Pour 
chaque laboratoire, un ensemble de problemes est offert. Pour chacun d'entre eux, on trouve : 
un nom, un fichier de donnees (optionnel), le but qui correspond a sa resolution (un meme 
laboratoire peut comporter plusieurs types de problemes) et d'autres metadonnees comme la 
duree et la difficulte estimee par l'auteur. 
Les problemes sont des donnees brutes et s'inscrivent toujours au sein d'une activite. Le 
prototype offre trois types d'activite : 
1) la resolution de probleme qui correspond en fait au deroulement normal de la 
boucle interne qui a ete decrit jusqu'ici. 
2) la demonstration qui permet a l'apprenant de suivre, etape par etape, la resolution 
d'un probleme qui lui est presente. 
3) le test dans lequel l'apprenant est laisse a lui-meme face au probleme, puisqu'aucun 
suivi n'est effectue. 
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Pour utiliser le mode demonstration, il faut d'abord avoir une unite de memoire episodique qui 
resulte d'une resolution de probleme completee. L'auteur de la demonstration doit utiliser la 
resolution automatique de l'agent expert pour creer cette unite. Pour le mode test, l'enseignant 
peut specifier un temps maximum alloue a l'apprenant et bloquer le mecanisme d'interruption/ 
reprise qui est offert pour la resolution de probleme et la demonstration. II n'y a pas a 
proprement parler d'outils pour evaluer un test complete, revaluation doit etre faite soit en 
observant l'etat final de l'environnement, soit en consultant le journal des actions (voir section 
4.4). 
Le prototype implemente trois variantes de la boucle externe. Cette derniere propose a 
l'apprenant une sequence d'activite. Le choix de la variante s'effectue avant 1'initialisation de 
l'agent pedagogue, au moment ou le prototype identifie dans le fichier de configuration ou a 
l'aide d'une boite de dialogue (voir figure 38 dans Pannexe A) le comportement a adopter. 
Trois options sont disponibles : 
1) l'apprenant choisit lui-meme l'activite dans une liste; 
2) l'activite est choisie dans un agenda prepare par l'auteur; 
3) l'agent pedagogue choisit l'activite en fonction d'un curriculum. 
On nomme curriculum l'ensemble des objectifs pedagogiques que le laboratoire permet 
d'atteindre. Les differentes theories de l'enseignement concoivent les objectifs pedagogiques 
differemment, cependant 1'implementation retenue est davantage influencee par l'approche 
behavioriste. D'abord, il y a deux niveaux d'objectifs, les objectifs generaux et les objectifs 
specifiques. Les objectifs generaux sont decrits a l'aide d'un nom, d'une courte description et 
d'un ensemble de sous objectifs, pouvant etre eux aussi generaux ou specifiques. Chacun de 
ces sous objectifs influence l'atteinte de l'objectif avec un certain poids. 
Mager [41] definit les objectifs a l'aide de trois composantes : 1) le comportement observe; 2) 
les conditions dans lesquelles il est realise; 3) un seuil de reussite. Les objectifs specifiques 
s'en inspirent, en definissant le comportement observe comme etant la capacite de l'apprenant 
a satisfaire un but particulier. L'auteur du curriculum peut appliquer certaines contraintes sur 
la facon dont le but doit etre atteint: preciser quelle procedure doit etre utilisee; preciser 
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davantage un argument au niveau du but ou d'une procedure; definir un niveau maximum 
d'aide offerte par le pedagogue, etc. L'auteur doit aussi specifier les conditions d'atteinte de 
l'objectif, c'est-a-dire le nombre de fois ou le but doit etre atteint en respectant les conditions. 
Lors de travaux futurs, nous tenterons de developper un algorithme permettant d'etablir un 
seuil d'atteinte approximatif qui tient compte des structures de representations de 
connaissance. 
L'agenda est une sequence d'activites definie par l'auteur qu'il juge etre suffisante pour 
satisfaire l'ensemble des objectifs presents dans le «curriculum» que celui-ci soit defini 
formellement ou implicitement (a partir des activites choisies). L'agenda peut etre souple, 
puisque l'auteur peut specifier que certaines activites sont optionnelles. 
L'historique de l'apprenant est l'ensemble des activites auquel il a participe. Pour chacune 
d'entre elles, on conserve le temps qui y a ete consacre et un statut. En plus de l'activite «en 
cours», on conserve egalement tant les activites «terminees» que celles qui ont ete 
«abandonnees». Finalement, les activites «interrompues» peuvent etre reprises a un moment 
ulterieur. Une unite de memoire episodique supplementaire est produite dans ce dernier cas. 
Pour chaque apprenant, on dispose d'un profil contenant son matricule, son nom, sa langue 
usuelle ou toute autre information susceptible de modifier le comportement de l'agent 
pedagogue. Ensuite, les donnees les plus importantes concernant l'apprenant sont chargees, il 
s'agit de la trace exhaustive des actions qu'il a produites et de sa memoire episodique. Le 
journal des actions se situe a un niveau inferieur, car il est completement independant du 
processus de suivi de l'apprenant. II est constitue de l'ensemble des actions detectees par 
l'agent interface, que ce soit les procedures primitives ou les transitions de contexte. II est 
possible d'associer les elements de la memoire episodique et ceux du journal des actions par 
un identificateur unique qui est commun aux deux (c'est le resultat stocke dans la memoire 
episodique pour les procedures primitives). Le journal des actions est essentiel pour reproduire 
la solution de l'apprenant lors de la reprise d'une activite interrompue ou lors d'un test pour en 
faire revaluation. En effet, c'est la que sont conservees les donnees pour reconstituer les 
instances entrees par l'apprenant (voir chapitre 2). 
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Le journal des retroactions conserve toutes les actions pedagogiques effectives en fonction 
de la structure des connaissances episodiques. Ceci permet entre autres de facilement mesurer 
la quantite d'aide qui a ete accordee par l'agent pedagogue pour chaque episode. 
Des structures tres simples ont ete developpees pour ajouter des connaissances didactiques 
au modele des connaissances. Essentiellement, il s'agit de l'approche classique ou une chaine 
de caractere contient des variables qui sont remplacees par des valeurs au moment de produire 
la retroaction. Comme le proposait le modele d'ASTUS, on peut definir de telles 
connaissances sur les procedures, mais aussi sur les buts, les concepts, etc. Les travaux futurs 
tenteront de reduire la dependance de l'agent pedagogue vis-a-vis de telles connaissances, en 
generant des messages simples, mais qui decoulent des structures de representation de 
connaissance. 
Finalement, le chargement des ressources se termine par l'historique et la memoire 
episodique de l'expert qui ont ete obtenus par des resolutions automatiques. 
4.2 Boucle externe et boucle interne 
Apres le chargement des ressources, la boucle externe s'amorce : 
1) L'agent pedagogue declenche le choix de l'activite. 
2) L'agent interface prepare l'environnement et l'interface du laboratoire. 
3) L'agent expert demarre le processus de suivi (creation de T episode courant). 
4) L'agent pedagogue decide s'il doit intervenir avant la premiere action de l'apprenant. 
5) L'agent interface affiche l'interface du laboratoire et la fenetre du pedagogue. 
6) Une fois que l'apprenant effectue une premiere action, la boucle interne s'amorce : 
6.1) L'agent interface signale Taction a l'agent expert et bloque l'interface. 
6.2) L'agent expert determine si Taction etait prevue par le processus de suivi. 
6.3) Si c'est le cas : le suivi est mis a jour. 
Sinon, Taction est ajoutee a la sequence des actions non prevues. 
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6.4) L'agent apprenant met a jour son modele de l'apprenant. 
6.5) L'agent pedagogue decide s'il fournit une retraction. 
6.6) L'agent interface produit les effets de la retroaction et debloque l'interface. 
Pendant l'execution de la boucle interne, l'interface du laboratoire est bloquee, il y a done un 
delai minimal qui est impose entre chaque action effectuee par l'apprenant. Au moment 
d'ecrire le memoire, nous jugeons difficile d'evaluer 1'ampleur de ce probleme, puisque la 
modelisation de l'apprenant n'est pas implementee et que la complexite du processus de 
decision de l'agent pedagogue est minimale. De plus, le processus de suivi beneficierait 
certainement de plusieurs optimisations. Des travaux future sont necessaires pour elaborer les 
contraintes qui feront en sorte que le prototype puisse garantir un temps de reaction qui ne 
derange pas l'apprenant. Le deroulement normal de ces boucles est perturbe si l'apprenant 
tarde a faire une action. Apres un premier delai, l'agent interface bloque l'interface du 
laboratoire pour permettre a l'agent pedagogue d'agir. Si l'apprenant ne reagit pas face a cette 
action pedagogique, l'agent interface considere que l'apprenant fait une pause et affiche une 
boite de dialogue (voir figure 44 dans l'annexe A) qui permet a ce dernier de signaler son 
retour. Finalement, dans le cas d'une demonstration ou d'un test, le comportement des agents 
est beaucoup plus simple que celui ci-dessus, principalement parce que le processus de suivi 
n'est pas utilise. 
4.3 L'agent expert 
L'agent expert introduit au chapitre 2 est l'agent dont 1'implementation est la plus avance. En 
fait, elle est suffisante pour atteindre les objectifs qui ont ete fixes pour ce travail en tenant 
compte des limitations qui ont ete mentionnees dans les chapitres precedents. En mode de 
developpement, la fenetre de l'agent expert offre a l'auteur differents outils pour observer le 
modele de connaissance et l'episode courant sous forme graphique lors de la resolution 
automatique ou du suivi de l'apprenant (voir figures 41, 46-49 dans l'annexe A). 
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4.4 L'agent interface 
L'agent interface est actuellement concu et implemente dans le cadre de la maitrise de Mikael 
Fortin, la description qui suit ne reflete pas l'ensemble des defis rencontres dans ce projet. 
L'agent interface a deux fonctions principales : 1) reconnaitre les actions effectuees par 
l'apprenant, tel qu'il en a ete question dans les chapitres precedents, et 2) afficher le contexte 
courant de Penvironnement. Pour accomplir cette derniere fonction, il doit pouvoir afficher 
chaque instance qui se trouve dans le contexte visible, y compris l'instance du contexte elle-
meme. En effet, la vue de l'instance du contexte est generalement responsable de 
l'organisation graphique generale de la fenetre (layout). Les composants graphiques 
(etiquettes, panneaux, listes, etc.) servant a representer une meme instance sont regroupes au 
sein d'une vue, un patron utilise pour afficher toutes les instances issues d'un meme concept. 
Par contre, il n'y a pas necessairement une vue par concept, puisque certains sont abstraits et 
d'autres jamais representee graphiquement. Les composants graphiques (boutons, menus 
deroulants, boites de texte, etc.) qui servent a manipuler une instance doivent s'enregistrer 
aupres d'un gestionnaire d'evenement. Cette approche flexible s'oppose a l'approche plus 
simple qui consiste a offrir une librairie de composants graphiques specialises (comme le fait 
CTAT). En effet, le developpeur de l'interface du laboratoire peut ainsi utiliser ses propres 
composants graphiques derives de la librairie Swing1, tant que ceux-ci s'enregistrent aupres 
d'un des gestionnaires offerts dans la librairie de l'agent interface ou bien d'un gestionnaire 
propre au domaine. 
Pour reconnaitre les actions qui sont considerees atomiques pour tous les autres agents, l'agent 
interface les considere decomposables. En effet, pour chaque action, qu'elle soit liee a une 
procedure primitive ou a une transition de contexte, il existe un script d'interaction . Une 
interaction est une action elementaire dans l'interface, par exemple un clic sur un bouton. 
Cette decomposition supplemental, qui a notre connaissance, n'existe dans aucun STI, 
permet d'associer a une seule «etape» (au sens de la boucle interne), une sequence de 
l.The Swing architecture http://java.sun.com/products/jfc/tsc/articles/architecture/ 
2.Ne pas les confondre avec les scripts d'actions, i.e. ceux qui agissent sur l'environnement. 
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manipulations de Finterface. Par exemple, entrer un chiffre dans une boite de texte puis 
cliquer sur un bouton. La puissance des scripts n'est pas encore determinee formellement, par 
contre, il est clair qu'ils doivent gerer des interactions qui annulent des interactions 
precedentes ou bien qui verifient Petat d'un composant graphique. En effet, ce type 
d'interaction est necessaire pour la manipulation de menus deroulants ou encore de cases a 
cocher. En plus de preciser la nature de l'interaction produite, le gestionnaire d'evenement 
permet de retrouver la ou les instances qui ont ete manipulees par l'interaction. En general, 
c'est Pinstance associee a la vue dont un des composants graphiques a ete manipule qui est 
ainsi retournee. Pour signaler une action effectuee a Pagent expert, Pagent interface doit 
recuperer toutes les instances qui correspondent aux arguments de cette action a partir du 
script execute. Pour faciliter cette tache, un niveau supplementaire, celui des macro-
interactions, a ete ajoute entre les interactions et le script d'interaction. En effet, il est 
possible d'associer un sous-script aux entrees et aux selections (voir chapitre 2). 
L'agent interface est egalement responsable de la fenetre du pedagogue (voir figure 36) qui 
permet a Pagent pedagogue de communiquer des messages a Papprenant. Quatre types de 
message sont disponibles: neutres (noir), avertissements (jaune), erreurs (rouge) et 
approbation (vert). La fenetre affiche egalement le temps ecoule depuis le debut de Pactivite 
en cours et permet a Papprenant de demander de Paide en cliquant sur un bouton. 
L'agent interface donne aussi acces, en mode de developpement, a des outils pour examiner 
Penvironnement sous forme graphique et d'y entrer des instances. La fenetre de l'agent 
interface permet egalement de simuler les actions normalement issues de Papprenant afin de 
tester le modele de connaissance avant d'ecrire les scripts d'interaction. 
4.5 L'agent apprenant 
Comme il est mentionne dans la description du suivi de Papprenant, c'est l'agent apprenant 
qui tranche lorsqu'une ambigui'te persistante survient. II n'y a pas encore de modele de 
Papprenant qui permet a l'agent apprenant de prendre une decision eclairee. Par consequent, le 
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Figure 36 - La fenetre du pedagogue, 
choix se fait en dormant le benefice du doute a l'apprenant: si l'ambigui'te concerne une 
procedure valide et une procedure invalide, on reconnait a l'apprenant la procedure valide; s'il 
y a une ambigui'te entre deux procedures valides, c'est celle avec la plus haute priorite qui est 
creditee a l'apprenant; si l'ambiguite touche deux procedures invalides, une d'entre elles est 
choisie arbitrairement. 
4.5.1 Considerations pour travaux futurs 
Pendant la periode ou Parchitecture de connaissance a ete concue et developpee, plusieurs 
discussions du groupe ASTUS ont touche la modelisation de l'apprenant. L'idee dominante de 
ces discussions etait que la nature hierarchique des connaissances procedurales se prete bien a 
une modelisation de l'apprenant a l'aide des reseaux bayesiens. Nous examinerons les 
interrogations possibles de l'agent pedagogue sur un tel modele de l'apprenant; en voici deux 
qui ont retenu notre attention : 1) Quelle est la prochaine procedure primitive ayant la plus 
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forte probabilite d'etre effectuee par l'apprenant au «prochain coup» ? 2) Quelle est la 
probabilite que l'apprenant puisse atteindre un but, en particulier le but initial qui represente la 
resolution complete du probleme ? Ces deux interrogations sont associees a des evenements 
dont la probabilite est particulierement interessante : 1) la probabilite qu'une procedure 
possible soit choisie par l'apprenant pour un but donne [p. ex. p(PCl | Butl)]; 2) la probabilite 
que l'apprenant puisse completer une procedure choisie pour satisfaire un but. [p. ex. 
p(completer-PCl | PCI pour Butl)]. Bien qu'un modele base sur des statistiques accumulees 
par les apprenants pourrait s'appuyer sur la litterature [14], notre interet est plutot dirige vers 
les heuristiques qui permettraient d'etablir les valeurs initiales d'un tel modele. En effet, il 
nous apparait interessant de deduire des structures de representation de connaissance des 
donnees telles que la difficulte que pose la reussite d'une procedure complexe. Ces deductions 
pourraient etre basees sur des modeles issus des experimentations en psychologie cognitive. 
Ceci constituerait une premiere etape vers un modele de l'apprenant qui peut agir en tant que 
simulation d'un apprenant. 
4.6 L'agent pedagogue 
Puisque la realisation d'un agent pedagogue complet est un projet d'envergure en soi, nous 
avons realise une implementation minimale. La premiere fonction de cet agent pedagogue 
minimal est de choisir l'activite a chaque iteration de la boucle externe. Plus precisement, 
l'agent pedagogue doit choisir une activite lorsque le mode retenu est celui base sur un 
curriculum. L'agent pedagogue a comme objectif global d'aider l'apprenant a atteindre le plus 
rapidement possible 1'ensemble des objectifs pedagogiques du curriculum. Le processus de 
choix de l'activite doit done prendre les decisions qui optimiseront ce processus 
d'apprentissage. A partir de la memoire episodique de 1'expert d'un laboratoire donne, l'agent 
pedagogue peut estimer le potentiel d'une activite vis-a-vis des objectifs qui ne sont toujours 
pas atteints. En effet, a partir de cet ensemble de connaissances episodiques, on peut verifier a 
combien de reprises il aurait ete possible de satisfaire les objectifs en tenant compte des 
contraintes qui leur sont appliquees (voir section 1). A1'initialisation du prototype et a chaque 
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fois qu'une activite est terminee, l'agent pedagogue fera done le choix de l'activite qui 
maximise l'atteinte d'un ou plusieurs objectifs. Toutefois, l'algorithme qui fera le choix 
optimal en fonction des objectifs a satisfaire et du potentiel de chaque activite disponible n'a 
pas encore ete concu. Par consequent, e'est simplement l'activite qui sollicite le plus grand 
nombre de fois l'objectif qui est le plus faiblement atteint, qui est choisi. 
La deuxieme fonction de l'agent pedagogue est evidemment de reagir en fonction des actions 
produites par l'apprenant. Pour ce faire, un systeme expert simple a ete concu et implemente. 
Ce systeme expert a acces dans sa memoire de travail a toute la base de connaissance et ses 
regies fournissent ultimement une sequence d'actions pedagogiques qui sont envoyees a 
l'agent interface pour qu'elles se manifestent dans l'interface du laboratoire ou dans la fenetre 
du pedagogue, par exemple, un message pour l'apprenant et l'annulation de la derniere etape 
qu'il a effectue parce qu'elle n'etait pas prevue par le suivi. Pour le moment, les actions 
pedagogiques sont limitees. II est possible d'envoyer un des quatre types de message (voir 
section 4), d'annuler une action faite par l'apprenant, de faire une action a la place de celui-ci 
et de faire ou d'annuler une procedure complexe. C'est la presence des scripts d'interactions 
qui permet a l'agent apprenant de produire les manipulations des composants graphiques 
associes a une action que le pedagogue fait a la place de l'apprenant. Des travaux futurs du 
cote de l'agent interface permettront une gamme d'action beaucoup plus interessante, par 
exemple de mettre en surbrillances les instances d'un concept ou bien de desactiver les 
composants graphiques qui sont lies au script d'interaction d'une procedure primitive donnee. 
4.6.1 L'approche par situation 
Les elements de la base de connaissance et les evenements qui donnent le controle a l'agent 
pedagogue forment les sources. Les sources actuellement supportees sont: 1) un but atteint 
avec succes, 2) un but echoue, 3) une demande d'aide, 4) une action imprevue, 5) un delai et 6) 
la mise a jour du suivi. D'autres sources s'ajouteront plus tard, par exemple une faible 
probabilite de reussite d'une procedure complexe venant du modele de l'apprenant. Un 
premier groupe de regies reagit en fonction des sources, tandis qu'un deuxieme groupe de 
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regies decrit des situations. Une situation est un regroupement de sources pouvant declencher 
une strategic d'intervention particuliere. Par exemple, lorsque que la situation qui combine 
les sources 1) et 6) se presente, la strategie produit une action de type «message 
d'approbation». En tout temps, une situation courante est identifiee, soit par un jeu de priorite, 
soit parce qu'une situation plus complexe a englobe plusieurs situations plus simples. En effet, 
lorsqu'une situation est constituee d'un sous-ensemble de sources d'une autre situation, seule 
la derniere est retenue. Une fois la situation identifiee, la strategie qui lui est associee est 
executee. Cette derniere peut egalement acceder a la base de connaissance afin de pouvoir 
ajuster la sequence d'actions qu'elle produit. Finalement, une strategie pedagogique defmit 
les associations entre situations et strategies pedagogigues. Par exemple, une strategie 
pedagogique plus passive peut ignorer la situation donnee en exemple ci-haut. 
4.7 Conclusion 
Ce chapitre a presente un prototype complet et fonctionnel, parce qu'il supporte, certes 
simplement, l'iteration des boucles externes et internes. Les limitations actuelles ont ete 
clairement indiquees et les solutions temporaires qui contournent ces dernieres ont ete 
presentees. Finalement, ce chapitre a permis de rendre concret le role de l'architecture de 
connaissance. 
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Conclusion 
Ce memoire presente un portrait clair et realiste de l'avancement des travaux du groupe 
ASTUS. II est le fruit d'un important changement de cap dans les priorites du groupe. En effet, 
la priorite accordee dans les travaux passes de Mayers, Fournier-Viger et Najjar a la 
plausibilite cognitive de l'architecture de connaissance est passee au second plan derriere son 
role pedagogique. Par exemple, la justification premiere de la representation particuliere des 
procedures complexes est le fait qu'elle facilite l'enseignement d'un savoir-faire. 
Ce memoire a d'abord fourni, pour la premiere fois au groupe ASTUS, des criteres tangibles 
pour evaluer comment une architecture de connaissance permet a un agent expert de jouer son 
role dans un STI. Ces criteres ont permis de mieux comprendre les particularites de l'approche 
globale d'ASTUS, en la comparant aux approches concurrentes. Puis, ce memoire a presente 
une architecture des connaissances originale, elaboree en fonction de lignes directrices claires. 
Ces lignes directrices ont fixe les caracteristiques essentielles que Ton doit retrouver dans une 
architecture de connaissance pour atteindre les objectifs sous-jacents a la conception du 
prototype de la plate-forme ASTUS. Ensuite, des exemples simples, mais pertinents ont mis 
en evidence les particularites de cette architecture. Nous avons discute sur la facon dont ces 
exemples montrent que l'architecture developpee possede les caracteristiques recherchees. 
Finalement, ce memoire a montre comment cette architecture de connaissance s'integre dans 
une version fonctionnelle, mais limitee du prototype. Cette integration a montre comment 
l'architecture de connaissance permet a l'agent expert de jouer son role lors d'un cycle 
complet de 1'execution des boucles externes et internes. 
En faisant de choix d'etre pragmatique au moment de concevoir la nouvelle architecture de 
connaissance, nous avons ramene a des perspectives plus realistes certaines ambitions de 
l'architecture d'ASTUS qui n'avaient jamais ete materialisees. Cependant, cela n'a pas ete 
suffisant pour permettre d'arriver rapidement a la modelisation d'un domaine complet, tel que 
nous l'avions espere au depart. Toutefois, l'ensemble des modeles simples fournis en exemple 
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regroupe sensiblement l'ensemble des defis que peut poser la modelisation d'un domaine qui 
pourrait etre reellement utilisee aupres d'apprenants. 
De plus, ce memoire ne fournit pas toutes les justifications theoriques pour les choix de 
conception qui ont ete faits. Nous avons pris cette decision, car plusieurs d'entre eux ont ete 
faits par intuition, et qu'ils seront raffines et presenter dans le cadre d'une these de doctorat. 
Lorsque les travaux sur l'agent interface et sur l'agent pedagogue seront plus avances, nous 
aurons tous les elements en place pour mettre en evidence l'originalite de notre architecture de 
connaissance. En particulier, nous pourrons montrer des exemples qui debutent au niveau des 
interactions produites par l'apprenant dans l'interface du laboratoire, jusqu'a une retroaction 
du pedagogue qui en plus de fournir un message d'aide, modifie cette derniere. A ce moment, 
le groupe ASTUS ne sera plus tres loin du prototype de la plate-forme decrit en introduction. 
Des travaux complementaires devront etre faits, comme 1'elaboration d'un modele simple, 
mais fonctionnel de l'apprenant, pour couvrir, du moins partiellement, tous les aspects 
fondamentaux d'un STL L'etape suivante sera la modelisation de domaines plus complexes, 
comme un laboratoire virtuel pour le cours «Genie genetique I» du departement de biologie 
pour lequel plusieurs etapes preliminaires ont deja ete franchies. 
Les possibilites de travaux futurs sont immenses, mais le plus important a moyen terme sera 
certainement la conception d'une nouvelle generation de l'architecture de connaissance qui 
etendra les possibilites de l'agent expert de deux facons importantes. Cette future architecture 
de connaissance etendra la representation des connaissances s6mantiques aux notions 
theoriques qui sont presentement representees uniquement sous forme procedurale. De plus, 
elle contiendra des connaissances procedurales de plus haut niveau qui encoderont des 
strategies de resolution de facon explicite, entre autres capable d'interpreter les connaissances 
semantiques mentionnees precedemment. 
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Annexe A 
Les outils du prototype 
Elite 
US Lab loader 
r your learner i d ; 
Enter your password: 
Cho ase an available lab (curriculum): 
r Load 
02210217 
BlocksWorld Lab (default) 
Cancel 
1 
V 
V 
Figure 37 - Boite de dialogue pour le choix du laboratoire. 
Choose «Select Activity Policy» m 
0y?.°^.5§L.§Q.§!rMt¥..iB3™siiii!.,J 
O Get the next activity from the agenda. 
0 Get the next activity from the curriculum, 
Start i Cancel 
Figure 38 - Boite de dialogue pour choisir le type de boucle externe. 
B Pause detected 
Pause detected; what do you want ? Resume Ask for help 
Figure 44 - Boite de dialogue affichee par l'agent interface lorsqu'il detecte une pause. 
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0i^i<£Sy |PSI . ,-Hv 
Problem Solving activity (PS1) 
Problem Learning Object (LOP1) 
Difficulty level: 1 
Estimated time: 400 
Select 
Figure 39 - Boite de dialogue pour le choix de l'activite par l'apprenant. 
PI 'ntorfaci ^ ^fe^il 
Simulator 
Run Simulation (Manual) 
Run Simulation (Automatic) W 
Delay simulation jy 
Pause simulation w 
b^s&mmjjri 
Kb viewer Input Instance Input InstanceSet 
Figure 40 - Fenetre de controle de 1'agent interface. 
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Wrtrnd jjjjjjjj 
Tracer Ressources 
Solve (Debug) 
Solve (Default) 
Solve (Demo) 
Build stats 
nator added to possible primitives 
r iteDenominator 
nator added to possible primitives 
Msg 
Executing PCGetEquivalentNumerator 
Executing PCGetEquivalentNumerator 
Executing ppUriteNumerator 
ppWriteNumerator added to possible primitives 
Executing ppWriteNumerator 
ppWriteNumerator added to possible primitives 
DoProcRequestKsg 
Executing PCGetEquivalentNumerator 
Executing ppWriteNumerator 
ppWriteNumerator added to possible primitives 
Figure 41 - Fenetre de controle de l'agent expert. 
c&2 Pedagogue Agent moriiloi 
Pedagogical viewer 
Not if yHessage : 
NotifyHessage : 
NotifyMessage : 
tracing updated 
HelpRequestMsg 
NotifyHessage : 
tracing updated 
HelpRequestMsg 
NotifyHessage : 
tracing updated 
HelpRequestMsg 
NotifyMessage : 
tracing updated 
STARTUP 
AGENTSREADY 
PREPAREACTIVITY 
LEARNERMODELUPDATED 
-
1 
LEARNERMODELUPDATED 
LEARNERMODELUPDATED 
LEARNERMODELUPDATED 
V 
Figure 42 - Fenetre de controle de l'agent pedagogue. 
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mer Model Agent rnonitoi 
AA is alive 
NotifyHessage : STARTUP 
NotifyHessage : TRACINGUPDATED 
NotifyHessage : TRACINGUPDATED 
NotifyHessage : TRACINGUPDATED 
NotifyHessage : TRACINGUPDATED 
Figure 43 - La fenetre de controle de l'agent apprenant. 
13 Manual Learner Simulator 
sw 
PPPress5witch 
- wmiMmai*] ps.i. Execute 
MachineToReportContext v I No arguments Execute 
Figure 45 - Fenetre du simulateur des actions de Papprenant. 
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Priority! 
Figure 46 - Fenetre qui permet de visualiser les connaissances procedurales. 
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chhaut (ChlTfr*) 
Colonne 
(Concept 
Cotonnelndepandante 
ColonneSansRetenua 
;.instance" slots values: -
Show internal details 
Figure 47 - Fenetre qui permet de visualiser renvironnement. 
I l l 
Figure 48 - Fenetre qui permet de visualiser les connaissances semantiques. 
Tree ] Graphs j:< 
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(Six 
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jOwner : PC_Addttonec [O] 
UnstanceHemory d e t a i l s : 
Id : ColonneOOOOOOQZ(O) 
iEase Chunk : Cologne 
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Figure 49 - Fenetre qui permet de visualiser les connaissances episodiques. 
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Initial Goal: 
Figure 50 - Fenetre pour visualiser les ressources pedagogiques. 
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Annexe B 
Le monde des blocs 
locksWorldLab 1.0 
Figure 51 - Le monde des blocs configure pour le probleme des blocs a echanger. 
ffniork'.Woilf lKil . |f| 
HE 
ID SB 
^ ^ ^ ^ ^ — ^ 
39 
9H^H| 
^llrifM 
wrawrail 
Figure 52 - Le monde des blocs configure pour le probleme de la pile a dupliquer. 
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Create block 
Block name : -B ! Block color: 
> i i 
Created blocks 
Base: [ 
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! ^1 
white v ! Create block 
Add in world 
Figure 53 - Le contexte pour la creation de blocs. 
r 
r 
Block editor 
; 
' L • • r j 
Edit 
Figure 54 - Le contexte pour l'edition d'un bloc. 
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