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We continue here the research on (quasi)group codes over
(quasi)group rings. We give some constructions of [n, n − 3, 3]q-
codes over Fq for n = 2q and n = 3q. These codes are linearly
optimal, i.e. have maximal dimension among linear codes having
a given length and distance. Although codes with such parame-
ters are known, our main results state that we can construct such
codes as (left) group codes. In the paper we use a construction of
Reed–Solomon codes as ideals of the group ring FqG where G is an
elementary abelian group of order q.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We will extensively use some notions related to group rings. We refer the reader to
[4, Appendix 2].
(Quasi-)group codes over a ﬁnite ring R are linear codes obtained from left ideals of a (quasi-)group
ring A = RG of a ﬁnite (quasi-)group G in the following way. Let G = {g1, . . . , gn} and I  AA be a left
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ideal of A. Then the set K = K(I) of all words (r1, . . . , rn) ∈ Rn such that∑ rigi ∈ I is a linear n-code
over the ring R, i.e. a submodule of the module RR
n. Such codes will be also called G-codes over R, and
will be said to be contained in the group ring. Moreover, a left ideal I  AA will be identiﬁed with the
codeK(I) and, for shortness, wewill say that I is an [n, k, d]q-code tomean thatK(I) is a code of length
n, cardinality qk and code distance d. This identiﬁcation allows to deﬁne for every x = ∑ rigi ∈ A its
Hamming weight ‖x‖ by ‖x‖ = ‖(r1, . . . , rn)‖.
There are many results about such codes in the case R = F a ﬁnite ﬁeld and G an abelian group
(mainly a cyclic group with order coprime to |F|) see e.g. [8,3]. In the case of non-abelian groups there
are some results in [9–11], where ideals of a semisimple F-algebra FG were considered.
Let us notice that codes considered in this paper sometimes are referred as left group codes, using
the name group code when I is a two-sided ideal of the group algebra.
Anatural andﬁrst step in the researchof loop-codes is the computationofparameters for all possible
codes K = K(I) and left ideals I of loop-algebras FG of small orders and to search for the best codes
among them. This was carried out in [2].
Following [3], a (generally nonlinear) [n, k, d]-code C ⊆ Fnq is said to be optimal if |C| = qk is max-
imal among sizes of all possible n-codes with a given distance d. Remind that any code C satisﬁes
the inequality k n − d + 1 (Singleton bound) and the code C is called MDS-code if k = n − d + 1.
Evidently, any MDS-code is optimal.
For any quasi-group ring A = RG there is an important example of a linked quasigroup MDS-code:
its fundamental ideal
(A) =
⎧⎨
⎩
∑
g∈G
r(g)g : ∑
g∈G
r(g) = 0
⎫⎬
⎭ . (1)
The fundamental ideal (A) is an [n, n − 1, 2]-code and can be described also as the R-submodule of
A spanned by all differences e − g, g ∈ G.
According to the deﬁnition of optimal code we will say that a linear [n, k, d]q-code over a ﬁeld Fq is
linearly optimal if k is the maximum of the dimensions of all Fq-linear n-codes with a ﬁxed distance d.
Let n(k, q) (resp.m(k, q)) be the maximal length of all MDS-codes C with combinatorial dimension
k = logq |C| over an alphabet of q elements (resp., for a primary q, the maximal length of all linear
MDS codes over the ﬁeld Fq). Clearlym(k, q) n(k, q).
The following simple remark helps to prove that some codes are linearly optimal.
Proposition 1.1 (see [2]). Let n, k, q be natural numbers, q primary, such that
n > m(k + 1, q).
Then any Fq-linear [n, k, n − k]q-code is linearly optimal.
Indeed, in other case there exists a linear [n, k + 1, n − k]q-code. But it is an MDS-code. So
nm(k + 1, q). This is a contradiction.
Corollary 1.2. Any linear [tq, tq − 3, 3]q code for t  2 is linearly optimal.
Proof. If q k then n(k, q) = k + 1 by [3]. Now for k = tq − 3 q − 1 we have
m(k + 1, q) = m(tq − 2, q) n(tq − 2, q) = tq − 1 < tq. 
In this paper we will give constructions of [tq, tq − 3, 3]q group codes over Fq for t = 2 and t = 3.
Linear algebra technics will play a key role in the proofs of our results.
Let us note that linear [n, n − 3, 3]q-codes overFq can be easily constructed as a shortcut Hamming
[N, N − 3, 3]-code for N = q2 + q + 1 [1]. Our main results state that we can construct such codes as
group codes over Fq.
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2. Reed–Solomon codes as group codes
In what follows pwill denote a prime number, q = pl > 2, P = Fq a ﬁeldwith the identity element
1. The identity element of a group G (that is also identity element of the group ring PG) will be denoted
by e. It is known that (the extended) Reed–Solomon codes are elementary abelian group codes (see
[7]). The following representation of Reed–Solomon codes as group codes plays a key role in the proof
of our main results.
Theorem 2.1. Let (H, ·) be a p-elementary abelian group of order q = pl. For a given isomorphism of
abelian groups ϕ : (H, ·) → (P,+), we consider the following elements
us =
∑
h∈H
ϕ(h)sh ∈ PH, s = 0, . . . , q − 2. (2)
Then for every i, 1 i q − 1 the subspace
Ri = Pu0 + · · · + Pui−1  PPH (3)
is a Reed–Solomon [q, i, q + 1 − i]q-MDS code and an ideal in PH. In particular
Rq−1 = (PH). (4)
If s = pc for some 1 c  l − 1, then
Rs = PHus−1 (5)
is a principal ideal.
Proof. Let us ﬁx some ordering of elements of the group H : H = {h1, . . . , hq} and put wr = ϕ(hr),
1 r  q. Then P = {w1, . . . , wq} and the elements (2) have the form us = ∑qr=1 wsrhr . Now it is easy
to see that the code K(Ri) Pq, corresponding to the space Ri, has a generating matrix
Gi =
⎛
⎜⎝
w01 w
0
2 . . . w
0
q
. . . . . . . . . . . .
w
i−1
1 w
i−1
2 . . . w
i−1
q
⎞
⎟⎠ , (6)
i.e. it is Reed–Solomon [q, i, q − i + 1]q-code (see [3,8]). Notice that we have only used that ϕ is
bijective.
Using thatϕ is a group isomorphismwe can prove that eachRi, 1 i q − 1, is an ideal of the ring
R = PH. It is sufﬁcient to prove that aRi ⊆ Ri for any a ∈ H. We proceed by induction on i. If i = 1
then
aR1 = Pau0 = Pa
∑
h∈H
ϕ(h)0h = P ∑
h∈H
ah = P ∑
h∈H
h = Pu0 = R1.
For s > 0 one has
aus =
∑
h∈H
ϕ(h)sah = ∑
h∈H
ϕ(ha−1)sh
and since ϕ is a homomorphism
aus =
∑
h∈H
[ϕ(h) − ϕ(a)]s h = ∑
h∈H
[
ϕ(h)s +
s∑
t=1
(−1)t
(
s
t
)
ϕ(h)s−tϕ(a)t
]
h
= ∑
h∈H
ϕ(h)sh +
s∑
t=1
(−1)t
(
s
t
)
ϕ(a)t
∑
h∈H
ϕ(h)s−th. (7)
Finally
aus = us +
s∑
t=1
(−1)t
(
s
t
)
ϕ(a)tus−t ∈ us + Rs ⊂ Rs+1. (8)
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So, aR1 ⊆ R1, and assuming that aRs ⊆ Rs, we have
aRs+1 = Paus + aRs ⊆ Pus + Rs + aRs = Rs+1
as required.
In order to prove the equality (4) we use the fact that the elements of the ﬁeld P are the roots of the
polynomial xq − x. Then elementary Viète formulas show that∑ω∈P ωs = 0 for s = 0, . . . , q − 2, so
Rq−1 ⊆ (PH). On the other hand, dimP Rq−1 = q − 1 = dimP (PH), so Rq−1 = (PH).
The proof of the equality (5) is based on the following well-known result of Lucas (see e.g. [8]).
Let rts be the residuemodulo p of the number (−1)t
(
s
t
)
and let s = s0 + ps1 + . . . + pl−1sl−1, t =
t0 + pt1 + · · · + pl−1tl−1 be the p-ary decompositions of s and t, then
rts ≡ (−1)t
(
s0
t0
)(
s1
t1
)
. . .
(
sl−1
tl−1
)
(mod p). (9)
Now the following claim is clear
Lemma 2.2. If s = pc, then rt,s−1 ∈ P∗ for every 1 t  s − 1.
We can rewrite (8) in the form
s−1∑
t=1
rt,s−1ϕ(a)tus−1−t = (a − e)us−1. (10)
Let us choose s − 1 different elements a1, . . . , as−1 ∈ H \ {e} and denote wi = ϕ(ai), i = 1, . . . ,
s − 1. Then having us−1 we can construct a system of equations relative to unknown parameters
u0, . . . , us−2:⎛
⎜⎜⎜⎝
r1,s−1w1 r2,s−1w21 . . . rs−1,s−1ws−11
r1,s−1w2 r2,s−1w22 . . . rs−1,s−1ws−12
. . . . . . . . . . . .
r1,s−1ws−1 r2,s−1w2s−1 . . . rs−1,s−1ws−1s−1
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎝
us−2
us−3
. . .
uo
⎞
⎟⎟⎠ =
⎛
⎜⎜⎝
(a1 − e)us−1
(a2 − e)us−1
. . .
(as−1 − e)us−1
⎞
⎟⎟⎠ (11)
Using Lemma 2.2, the matrix in the left part of system (11) is invertible (and consequently the system
has a unique solution) if (and only if) s = pc . This means that u0, . . . , us−2 ∈ PHus−1, i.e. the identity
(5) holds. 
3. [2q, 2q − 3, 3]q-linearly optimal group codes
As above, p denotes a prime, q = pl > 2 and P = Fq.
The main result in this section is the following theorem:
Theorem 3.1. Let G be a group of order 2q, containing a p-elementary abelian subgroup H of order q. Then
there exists a [2q, 2q − 3, 3]q linearly optimal G-code over Fq.
Proof. Following the notation of Theorem 2.1, let ϕ : (H, ·) → (P,+) be an isomorphism of abelian
groups and
R = Rq−2, β ∈ G \ H, v ∈ (PH) \ R, σ = ev + βv. (12)
Then the desired code is
L = eR + βR + Pσ. (13)
It is enough to prove that the subspace L PPG of the form (13) has dimension 2q − 3, distance 3
and is a left ideal of the ring PG. Then the result follows from Corollary 1.2.
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Since β ∈ G \ H we have G = H ∪ βH and therefore PG = PH  βPH. This means that the code
L contains a subcode C = R  βR having dimension 2(q − 2) and distance 3. Moreover, since L =
C  Pσ , where σ = ev + βv and v ∈ PH \ R, we have that σ /∈ C and therefore L is a vector space of
dimension 2q − 4 + 1 = 2q − 3.
Now we can determine the distance d(L) of the code L. Since L ⊇ eR, we have d(L) d(R) = 3.
On the other hand, the inclusion v ∈ (PH) \ R implies
d(v,R) = min{d(v, u) : u ∈ R} 2. (14)
Indeed, d(v,R) > 0 by deﬁnition of v. If d(v, u) = 1 for some u ∈ R then v − u has weight 1 but
v − u ∈ (PH), a contradiction. Consider an arbitrary element x = ex1 + βx2 + aσ ∈ L \ 0, where
x1, x2 ∈ R and a ∈ P. Evidently ‖x‖ = ‖x1 + av‖ + ‖β(x2 + av)‖ = ‖x1 + av‖ + ‖x2 + av‖. If a =
0 then x ∈ R and ‖x‖ 3. Otherwise, ‖xi + av‖ 2 for i = 1, 2, by (14), so ‖x‖ 4. Finally, d(L) = 3.
It remains to prove that L = C + Pσ is a G-code, i.e. a left ideal of the ring PG. It is sufﬁcient to
check that βL ⊆ L and hL ⊆ L for any h ∈ H. It is evident that H is a normal subgroup in G and that
β2 ∈ H. Note ﬁrst that
βC = β(eR + βR) = βR + eβ2R ⊆ eR + βR = C,
since R  PH. Furthermore, (8) shows that (e − h)v ∈ R for any h ∈ H, so
(PH)v ⊆ R, (15)
since the ideal (PH) is spanned by the elements of the form e − h, h ∈ H.
Hence, using (15) and the inclusion β2 − e ∈ (PH), we have
βσ = βv + e(β2)v = βv + ev + e(β2 − e)v ∈ Pσ + eR.
So βL = L.
Similarly, if h ∈ H then a = β−1hβ ∈ H and hence
hC = h(eR + βR) = ehR + βaR ⊆ eR + βR = C.
By (15) again, using the inclusions h − e ∈ (PH) and a − e ∈ (PH), we have
hσ = h(ev + βv) = ehv + βav = ev + e(h − e)v + βv + β(a − e)v ∈ L.
So hL = L. 
4. [3q, 3q − 3, 3]q-linearly optimal group codes
We will keep the notation used above for P = Fp, p and q. G will denote a group of order 3q
containing a normal subgroup H that is p-elementary abelian of order q. Let us assume that 3|q − 1.
Given an arbitrary element β ∈ G \ H, let us denote βˆ : H → H the automorphism of H induced
by the conjugation by the element β .
It is well known that H has a “natural” structure of P-vector space and βˆ is a linear automorphism
of H. We will use additive notation to refer to this linear structure.
Note that since 3‖G| there is an element β ∈ G of order 3, and since 3|q − 1 we have β /∈ H and
G = H ∪ βH ∪ β2H. (16)
For such elementβ that satisﬁesβ3 = 1 theminimal polynomial of the linearmap βˆ divides to x3 − 1.
So an arbitrary eigenvalue λ of βˆ satisﬁes λ3 = 1.
We will assume that βˆ has at most one eigenvalue λ ∈ Fp, λ /= 1, that is,∣∣∣Specβˆ \ {1}∣∣∣ 1. (17)
So, always using the above notation and assuming the condition (17), we have the following result.
Lemma 4.1. There exist an isomorphism
ϕ : H → (P,+)
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and an element ϑ ∈ P of order 3 such that
ϕ(a) + ϑϕ(βˆ(a)) + ϑ2ϕ(βˆ2(a)) = 0 (18)
for any a ∈ H.
Proof. We will distinguish two cases.
Case 1: 3|p − 1. In this case the polynomial x3 − 1 splits in Fp, so the linearmap B is diagonalizable
and there exists a basis {e1, . . . , el} of H such that βˆ
βˆ(ei) = λiei, λi ∈ Fp, λ3i = 1, 1 i l
(see e.g. [5]).
Take an arbitrary isomorphismϕ : H → (P,+) and choose an elementϑ ∈ Fp ⊆ P of order 3 such
that ϑ−1 is not eigenvalue of βˆ (it exists by (17)). For any i = 1, . . . , l we have ϑλi /= 1, (ϑλi)3 = 1,
and therefore 1 + ϑλi + (ϑλi)2 = 0. Hence
ϕ(ei) + ϑϕ(βˆ(ei)) + ϑ2ϕ(βˆ2(ei)) = (1 + ϑλi + (ϑλi)2)ϕ(ei) = 0
for any i = 1, . . . , l, and (18) follows by linearity.
Case 2: 3  p − 1. Since 3 | q − 1 = pl − 1 there exists an element ϑ ∈ P of order 3 and l = 2t.
Notice that the linear map βˆis annihilated by the polynomial x3 − 1, that factorizes in Fp as:
x3 − 1 = (x − 1)(x2 + x + 1) So an arbitrary elementary divisor of βˆ is either x − 1 or x2 + x + 1.
So [5, Chapter XV] H is a direct sum
H =
m∑
i=1
〈h2i−1, h2i〉 +
l∑
j=2m+1
〈hj〉,
where each 〈h2i−1, h2i〉 FpH, 1 im, t m 0 is a two-dimensional minimal βˆ-invariant
Fp-subspaceannihilatedby1 + βˆ + βˆ2; andeach 〈hj〉, 2m + 1 j l, is aone-dimensional βˆ-invariant
subspace annihilated by βˆ − 1. Without loss of generality we can assume that βˆ(h2i−1) = h2i and
βˆ(h2i) = −h2i−1 − h2i for 1 im.
Consider the quadratic ﬁeld extension Q = Fp(ϑ). Since Q ⊆ P, given an arbitrary basis e1, . . . , el
of P over Q , the set e1,ϑe1, . . . , el,ϑel is a basis of P over Fp.
Let us deﬁne now an isomorphism ϕ : H → P such that
ϕ(h2i−1) = ei, ϕ(h2i) = ϑei, 1 im;
{ϕ(hj) : 2m + 1 j 2l} = {em+1,ϑem+1, . . . , el,ϑel}.
It only remains to check that the expression dj = ϕ(hj) + ϑϕ(βˆ(hj)) + ϑ2ϕ(βˆ2(hj)) is zero for
1 j l, and (18) follows by linearity. We have
d2i−1 = ei + ϑϕ(h2i) + ϑ2(ϕ(−h2i−1 − h2i))
= ei + ϑ · ϑei − ϑ2(ei + ϑei) = ei − ϑ3ei = 0, 1 im;
d2i = ϑei + ϑϕ(−h2i−1 − h2i) + ϑ2ϕ(βˆ3(h2i−1))
= ϑei − ϑ(ei + ϑei) − ϑ2ei = 0, 1 im;
ϕ(hj) + ϑϕ(βˆ(hj)) + ϑ2ϕ(βˆ2(hj)) = (1 + ϑ + ϑ2)ϕ(hj) = 0,
for j = 2m + 1, . . . , l. 
Now we can formulate the main theorem in this section.
Theorem 4.2. Let q = pl > 2 be a primary number such that 3|q − 1, let G be a group of order 3q,
containing an elementary abelian normal p-subgroup H of order q. Let β ∈ G be an element of order 3.
362 E. Couselo / Linear Algebra and its Applications 433 (2010) 356–364
Consider H as an l-dimensional vector space over Fp and denote by βˆ : H → H the linear operator on this
space deﬁned as the conjugation by β.
Suppose the set Specβˆ of all eigenvalues of βˆ in Fp satisﬁes the condition:∣∣∣Specβˆ \ {1}∣∣∣ 1. (19)
Then there exists a [3q, 3q − 3, 3]q linearly optimal G-code.
Proof. From now on we assume that ϑ and ϕ satisfy (18) and G, H, P satisfy the conditions in Lemma
4.1. Take R = Rq−2 from Theorem 2.1 and deﬁne
f = e + β + β2, g = e + ϑβ + ϑ2β2, f1 = f , f2 = fv, f3 = gv, (20)
where v = −uq−2 from Theorem 2.1.
Consider, as above, an element β ∈ G \ H of order 3. Since
G = H ∪ βH ∪ β2H, (21)
it is not difﬁcult to see that the subspace
J = R + βR + β2R (22)
is a left ideal of the ring PG and also a [3q, 3(q − 2), 3]q-code. We will prove that the subspace
L = J + Pf1 + Pf2 + Pf3 (23)
is a left ideal of the ring PG with the distance 3. So L is the required code.
In view of (21), in order to prove that L is G-code it is enough to prove that aL ⊆ L for a = β and
for a ∈ H.
It is easy to check that βL ⊆ L, since βJ = J , βf1 = f1, βf2 = f2, βf3 = (β + ϑβ2 + ϑ2e)v =
ϑ2f3.
Let us consider an element a ∈ H. Then aJ ⊆ J and it is enough to show that
(af1, af2, af3) ≡ (f1, f2, f3)X (mod R) (24)
for some 3 × 3 matrix X over the ﬁeld P. Using the notation −→β = (e,β ,β2), we have
(f1, f2, f3) = −→β V = −→β
⎛
⎝e v ve v ϑv
e v ϑ2v
⎞
⎠ , (25)
(af1, af2, af3) = a−→β V . Denote
βˆ(a) = a1, βˆ2(a) = a2, (26)
then a
−→
β = (a,βa1,β2a2) and
(af1, af2, af3) = −→β W = −→β
⎛
⎝ a va vaa1 va1 ϑva1
a2 va2 ϑ
2va2
⎞
⎠ . (27)
Nowwe can present the system (24) in the form
−→
β VX ≡ −→β W (mod R). This system is equivalent
to the system VX ≡ W (mod R), which after some evident transformations can be presented in the
form ⎛
⎝e v v0 0 (ϑ − 1)v
0 0 (ϑ2 − 1)v
⎞
⎠ X ≡
⎛
⎝ a va vaa1 − a v(a1 − a) v(ϑa1 − a)
a2 − a v(a2 − a) v(ϑ2a2 − a)
⎞
⎠ (mod R). (28)
Lemma 4.3. For any a ∈ H,
a ≡ e + ϕ(a)v (mod R). (29)
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Proof. Notice that u0 = ∑h∈H(ϕ(h))0h = ∑h∈H h and
uq−1 =
∑
h∈H
(ϕ(h))q−1h = ∑
h∈H\{e}
h = u0 − e,
since αq−1 = 1 for any α ∈ P \ {0}. So, using (8), one has
au0 − a = auq−1 ≡ uq−1 − (q − 1)ϕ(a)uq−2 (mod R).
Since au0 = u0, au0 − a − uq−1 = e − a, and (q − 1)ϕ(a) = −ϕ(a) we have e − a ≡ ϕ(a)uq−2
(mod R). 
Lemma 4.4. For any a, b ∈ H
a − b ≡ (ϕ(a) − ϕ(b))v (mod R). (30)
In view of the last two lemmas the system of equations (28) is equivalent to⎛
⎝e v v0 0 (ϑ − 1)v
0 0 (ϑ2 − 1)v
⎞
⎠ X ≡
⎛
⎝ a v v(ϕ(a) − ϕ(a1))v 0 0
(ϕ(a) − ϕ(a2))v 0 0
⎞
⎠ (mod R). (31)
The last one has a solution:
X =
⎛
⎜⎜⎝
1 0 0
(ϑ−2)ϕ(a)+ϕ(a1)
ϑ−1 1 1
ϕ(a)−ϕ(a1)
ϑ−1 0 0
⎞
⎟⎟⎠ . (32)
In order to prove this fact we denote by X
↓
j the jth column of the matrix (32), by
−→
Ui the ith row of
the coefﬁcient matrix in the left part of (31), and by Z = (zij) the matrix in the right part of (31). Then
equalities
−→
Ui X
↓
j = zij are veriﬁed immediately for all values i, j = 1, . . . , 3 except i = 3, j = 1.
The proof of the equality
−→
U3X
↓
1 = z31 is based on the properties of ϕ and ϑ given by Lemma 4.1 (in
fact, this lemma is only used here). According to it and (26) we have
a + ϑa1 + ϑ2a2 = 0, (33)
and
−→
U3X
↓
1 − z31 = (ϕ(a2) − ϕ(a) + (ϑ + 1)(ϕ(a) − ϕ(a1)))v
= (ϕ(a2) + ϑϕ(a) + ϑ2ϕ(a1))v = 0.
So L is a left ideal in PG.
As in the proof of Theorem 3.1 we prove simultaneously that dimP L = dimP J + 3 = 3q − 3 and
d(L) = 3. Clearly, d(L) d(J ) = 3 since J ⊂ L.
Now it is enough to show, that if d(λ1f1 + λ2f2 + λ3f3, J ) < 3, for some λ1, λ2, λ3 ∈ P, then
λ1 = λ2 = λ3 = 0.
In view of (25) our supposition means that
d(λ1e + λ2v + λ3v,R) + d(λ1e + λ2v + λ3ϑv,R) + d(λ1e + λ2v + λ3ϑ2v,R) < 3.
If λ1 /= 0, then each of the summands is greater than zero, a contradiction. It follows that λ1 = 0, and
at least two of the summands are 0 (otherwise the sumwould be greater than 4, since d(v,R) 2). So
at least two of the sums λ2 + λ3, λ2 + ϑλ3, λ3 + ϑ2λ3 are equal to zero. But the three determinants∣∣∣∣1 11 ϑ
∣∣∣∣ = ϑ − 1,
∣∣∣∣1 11 ϑ2
∣∣∣∣ = ϑ2 − 1 and
∣∣∣∣1 ϑ1 ϑ2
∣∣∣∣ = ϑ2 − ϑ
are non-zero, so it follows that λ2 = λ3 = 0. This completes the proof. 
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Although Condition (17) may look a bit artiﬁcial, it is easy to construct a group G with the desired
properties by using semidirect products and it is satisﬁed in, at least, two rather general cases.
Corollary 4.5. Under the conditions of Theorem 4.2 if either β acts on H by conjugation as a ﬁxed scalar
multiplication (in particular, if G is commutative) or 3  p − 1 then the condition (17) holds, and there
exists a [3q, 3q − 3, 3]q linearly optimal G-code.
In any of these two cases, |SpecB| 1.
The preceding theorems were inspired by some examples found in [2]. In a concrete way,
[6, 3, 3]3-codes inF3Z6 and inF3S3, [8, 5, 3]4-codes inF4G forG = Z2 ⊕ Z2 ⊕ Z2,Z4 ⊕ Z2 orD4 and[12, 9, 3]4-codes inF4G forG = Z2 ⊕ Z2 ⊕ Z3 orA4,whereDn, An and Sn represent the dihedral group
of order 2n, the alternating and the symmetric groups of degree n, respectively.
5. Conclusions
In this paperwegiveexplicit constructionsof linearlyoptimal codeswithparameters (2q, 2q − 3, 3)
and (3q, 3q − 3, 3). Even that the existence of codes with such parameters was already known, here
we construct those codes in an explicit way and we prove that they can be obtained as group codes
for some group G.
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