We prove the existence of a weak solution to the three-dimensional steady compressible isentropic Navier-Stokes equations in bounded domains for any specific heat ratio γ > 1. Generally speaking, the proof is based on the new weighted estimates of both pressure and kinetic energy for the approximate system which result in some higher integrability of the density, and the method of weak convergence. Comparing with [12] where the spatially periodic case was studied, here we have to control the additional integral terms of both pressure and kinetic energy involving with the points near the boundary which become degenerate when the points approach the boundary. Such integral terms are estimated using some new techniques, i.e., we use the techniques of the mirror image and boundary straightening to prove that the weighted estimates of both pressure and kinetic energy for the points near the boundary can be controlled by the weighted estimates for the points on the boundary. Moreover, we prove that once the weighted estimates of the kinetic energy in the direction of the unit normal to the boundary are bounded, we can control the weighted estimates of the total energy on the boundary.
Introduction
In this paper we shall prove the existence of a weak solution (ρ, u) to the following steady isentropic compressible Navier-Stokes equations in a bounded domain Ω ⊂ R 3 for any specific heat ratio γ > 1: div(ρu) = 0, (1.1)
−µ△u −μ∇divu + div(ρu ⊗ u) + ∇P = ρf + g (1.
2)
with Dirichlet boundary condition
Here u = (u 1 , u 2 , u 3 ) is the velocity and ρ is the density, the viscosity constants µ andμ satisfy µ > 0,μ = µ + λ with λ + 2µ/3 ≥ 0, the pressure P for isentropic flows is given by P (ρ) = aρ γ C k (G)) the space of kth-times continuously differentiable functions in G (resp. G). for any b ∈ C 1 (R), such that b ′ (z) = 0 when z is big enough.
Then, the main result of the current paper reads as Theorem 1.2. Let Ω be a C 2 -domain in R 3 , f , g ∈ L ∞ (Ω). Then for any γ > 1, there exists a renormalized bounded energy weak solution (ρ, u) to the system (1.1)-(1.3).
Roughly speaking, the proof of Theorem 1.2 is based on the uniform a priori estimates for the approximate solutions and the weak convergence method in the framework of Lions [13] . Comparing with [12] where the spatially periodic case was studied, here we have to control the additional integral terms of both pressure and kinetic energy involving with the points near the boundary which become degenerate when the points approach the boundary. Such integral terms are estimated using some new techniques, including the techniques of the mirror image and boundary straightening. The basic steps of the proof are the following: First, we use the distance function as a test function to get the weighted estimates of both pressure and kinetic energy in the direction of the unit normal to ∂Ω, i.e. the weighted estimates of P ε + ρ ε (u ε · ∇d(x)) 2 for the points on ∂Ω, where ∇d(x) is the normal direction of the boundary at x 0 satisfying d(x) = |x − x 0 |. Second, by straightening the boundary locally, we can show that the weighted estimates of the total kinetic energy for the points on ∂Ω can be controlled by exploiting the weighted estimates of ρ ε (u ε · ∇d(x)) 2 . Then, by using the method of the mirror image which is often used to construct the Green's function of the first kind for a ball or a half-ball, etc, we can construct a special test function to prove that the weighted estimates of both pressure and kinetic energy for the points near the boundary can be controlled by the weighted estimates of the points on the boundary ∂Ω, and thus the weighted estimates for both pressure and the total kinetic energy can be closed, leading to the desired a priori estimates, in particular, the higher integrability of the density. Finally, with the help of the established a priori estimates, we can take to the limit in the same manner as in [12] to complete the proof of Theorem 1.2. This paper is organized as follows. In Section 2, we first construct a sequence of approximate strong solutions (ρ ε , u ε ) and then in Subsection 2.2 we derive the uniform weighted estimates for both pressure P ε and kinetic energy ρ ε |u ε | 2 inΩ. In Subsection 2.3 we take the first level limit ε → 0 and ε 0 → 0 and then show the additional uniform estimates for the velocity u δ and the pressure P δ in terms of the quantity
Then, by using a bootstrap argument, we prove that A is uniformly bounded which in turn implies the uniform H 1 -boundedness of u δ , and the L r -boundedness of P δ , ρ δ u δ and ρ δ |u δ | 2 for some r > 1. In Section 3, we prove the main theorem by using the weak convergence method in the framework of Lions [13] .
2 Uniform estimates of the approximate solutions
The approximate system
To prove Theorem 1.2, we first work with the standard approximation problem in Ω with positive parameters ε, δ, ε 0 < 1:
with boundary conditions
where h = M |Ω| −1 , P δ = ρ γ + δρ 4 , and n is the outer normal vector to ∂Ω. According to [15] , we have the following existence result for the problem (2.6)-(2.8).
Proposition 2.1. There is at least one strong solution (ρ ε , u ε ) to the problem (2.6)-(2.8) with the following properties (γ = max{γ, 4}):
Before passing to the limit ε → 0, ε 0 → 0, δ → 0 to get the existence of a weak solution to the system (1.1), (1.2), we need first to show necessary uniform weighted estimates for (ρ ε , u ε ). In fact, we will prove the following theorem: Theorem 2.2. Let (ρ ε , u ε ) be the solution of the approximate problem (2.6)-(2.8) established in Proposition 2.1. Then, for any δ > 0, there exists a constant δ 0 > 0, such that for any ε, ε 0 < δ 0 ,
for all α ∈ (0, 1), x 0 ∈Ω, where the constant C depends on f , g, µ,μ, M , γ, Ω and α, but not on δ, ε, ε 0 and x 0 .
The proof of Theorem 2.2 is broken up into several lemmas given in Subsection 2.2.
A potential estimate
In this subsection we will derive both the interior and boundary weighted estimates for P ε and ρ ε |u ε | 2 which can be understood as estimates in the Morrey space.
Lemma 2.3. Let (ρ ε , u ε ) be the solution of (2.6)-(2.8) given in Proposition 2.1. Then the following estimate holds.
for all α ∈ (0, 1), x 0 ∈ Ω and R 0 = 1 3 dist(x 0 , ∂Ω), where the constant C depends on f , g, µ, R 0 ,μ, M , γ and α, but not on δ, ε and ε 0 .
Proof. For x 0 ∈ Ω, we define φ = (φ 1 , φ 2 , φ 3 ) with
Testing (2.8) by φ and performing a direct computation similar to that in [12] , we obtain
If we take ε 0 < δ and ε < δ 3 , then (2.15) follows from (2.12), (2.13) and (2.16) immediately.
For σ > 0, let us set Γ σ = {x ∈Ω | d(x) < σ}. The following lemma relates the smoothness of the distance function d in Γ σ to that of the boundary ∂Ω (we refer to the Appendix of Chapter 14 in [9] for the details).
Lemma 2.4. Let Ω be bounded and ∂Ω ∈ C k for k ≥ 2. Then there exists a positive constant σ depending on Ω such that d ∈ C k (Γ σ ). Now, we are in a position to get the uniform weighted estimates for the points near the boundary. The following lemma is inspired by Lemma 3.3 in [8] , but the difference lies in that we prove in addition a weighted estimate for the kinetic energy in the direction of the unit normal to ∂Ω for the points on ∂Ω which is crucial in our proof.
Lemma 2.5. Let (ρ ε , u ε ) be the solution of (2.6)-(2.8) given in Proposition 2.1, and σ > 0 be a constant such that d(x) ∈ C 2 (Γ σ ), Then, the following estimate holds
for all α ∈ (0, 1) and x 0 ∈ ∂Ω, where the constant C depends on f , g, µ,μ, M, γ, σ and α, but not on δ, ε, ε 0 and x 0 .
Proof.
Multiplying (2.8) with φ and integrating over Ω, we find that
A straightforward computation gives that
where
The advantage of the representation (2.19) lies in that one can clearly identify the symmetric and skew-symmetric parts. From (2.19) and (2.20) we get that for any x 0 ∈ ∂Ω,
Substituting (2.21) and (2.22) into (2.18), we obtain
Thus, taking ε 0 < δ and ε < δ 3 , we see that (2.17) follows from (2.12), (2.13) and (2.23) immediately.
For any x 0 ∈ ∂Ω, since the Navier-Stokes system is invariant under the rotation transformation, we can assume that the x 3 coordinate axis lies in the direction ν(x 0 ), here ν(x 0 ) is the unit inner normal to ∂Ω at x 0 . Consequently, one has ∇d(x 0 ) = ν(x 0 ) = (0, 0, 1). Besides, by Lemma 2.4, d ∈ C 2 (Γ σ ), d C 2 (Γσ) ≤ C and for any ǫ > 0 small enough, whence, there exists a constantǭ 0 > 0 such that for ǫ 0 = min{ǭ 0 , σ}, ∇d(x) − (0, 0, 1) C 1 (B(x 0 ,ǫ 0 )∩Γσ) < ǫ, which combined with Lemma 2.5 implies that for anyx 0 ∈ B(x 0 ,
Now, we define the following transformation ϕ which straightens the boundary
and set
Then, under this transformation, the system (2.6)-(2.8) is transformed to (here all derivatives are with respect to y unless noticed explicitly):
where F 2 = (F 1 2 , F 2 2 , F 3 2 ) and
If we defineǫ 0 := 
Next, we show that with the help of the estimate (2.27), we can also control the weighted estimates of the total kinetic energy for the degenerate points on the boundary. In fact, one has the following lemma.
to deduce thatũ ε ∈ W 2,2 (Ñ ′ ),ρ ε ∈ W 1,2 (Ñ ′ ) and the following equations hold.
) and integrating overÑ ′ , using the fact that φ i (y ′ , y 3 ) = φ i (y ′ , −y 3 ) = φ i (y ′ , 0) on T ′ , we obtain by a direct calculation that
If we take ε 0 < δ and ε < δ 3 , then (2.28) follows from (2.12), (2.13), (2.27), (2.30) and Young's inequality immediately.
Then, by using the method of the mirror image which is often used to construct the Green's function of the first kind for a ball or a half-ball, etc., we can construct a special test function to prove that the weighted estimates of both pressure and kinetic energy for the degenerate points near the boundary can be controlled by the weighted estimates for the points on the boundary:
and define
Multiplying (2.26) with ψ and integrating over N ′ , since |y −ȳ 0 | ≤ |y −ȳ * | for all y ∈ N ′ and
we find that
Thus, by (2.32), (2.33), Lemma 2.6 and a straightforward calculation, we infer that
If we take ǫ sufficiently small, ε 0 < δ and ε < δ 3 , then (2.31) follows from (2.12), (2.13) and (2.34).
Finally, taking δ 0 = δ 3 , we use Lemmas 2.3-2.7 and the finite covering theorem to obtain Theorem 2.2. This completes the proof of Theorem 2.2.
2.3
Vanishing limits as ε → 0 and ε 0 → 0 According to [15] and Theorem 2.2, if we take the limits as ε → 0 and ε 0 → 0 respectively, then there is at least a weak solution (ρ δ , u δ ) to the problem div(ρ δ u δ ) = 0, (2.35)
satisfying (γ = max {γ, 4}):
for all α ∈ (0, 1), x 0 ∈ Ω, where the constant C depends on f , g, µ,μ, M , γ, Ω and α, but not on δ and x 0 , b is the same as in (1.5). Now, with the help of (2.41) we are able to derive the uniform-in-δ estimates for (ρ δ , u δ ), which will be used in passing to the limit as δ → 0 in the next section, to get a weak solution of the system (1.1), (1.2). More precisely, denoting
we have the following uniform estimates:
Theorem 2.8. For A defined by (2.42), it holds for any 1 < r < 2 − 1/γ that
where the constant C depends only on f L ∞ , g L ∞ , µ,μ, M , γ and α (but not on δ).
Theorem 2.8 can be obtained by arguments very similar to those used in [12] , and hence we omit the details of the proof. Instead, we only briefly describe the main steps of the proof here.
Lemma 2.9. Let (ρ δ , u δ ) be the solution of the approximate problem (2.35)-(2.37). Then,
where the constant C depends on f L ∞ , g L ∞ , µ,μ, M , γ and Ω, but not on δ.
Lemma 2.10. Let (ρ δ , u δ ) be the solution of (2.35)-(2.37). Then for s ∈ (1,
where the constant C depends only on f L ∞ , g L ∞ , µ, λ, M , γ and Ω, but not on δ.
Lemma 2.11. Let A be defined by (2.42), then we have
Remark 2.12. The uniform estimates (2.41) is the key estimate when proving Lemma 2.11.
Recalling that Lemma 2.9 is true for any s ∈ (1, α + 1 − α/γ], we write s = 1 + ε, where ε will be chosen small enough later on, and use Lemma 2.9-Lemma 2.11 to infer that Therefore, we obtain Theorem 2.8. where T k (t) is the cut-off function:
T k (t) := kT t k , T (t) := t, t ≤ 1, 2, t ≥ 3 ∈ C ∞ (R), concave.
Remark 3.2. By using the density argument, one can actually take φ(x) ≡ 1.
Lemma 3.3. (Control of the oscillation of the density) We have
where the constant C is independent of k. for any b ∈ C 1 (R), b ′ (z) = 0 for sufficiently large z.
Now, introducing a family of functions
and making use of Lemmas 3.5 and 3.6, we argue, in the same manner as in [1] , to conclude that lim δ→0 ρ δ − ρ L 1 = 0, which, by (3.46) and the interpolation theory, implies that
Consequently, we have ρ γ = ρ γ , a.e.
Thus, the proof of Theorem 1.2 is complete.
