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Abstract. Treewidth is an important graph invariant, relevant for both structural and algorithmic
reasons. A necessary condition for a graph class to have bounded treewidth is the absence of large
cliques. We study graph classes in which this condition is also sufficient, which we call (tw, ω)-bounded.
Such graph classes are known to have useful algorithmic applications related to variants of the clique and
k-coloring problems. We consider six well-known graph containment relations: the minor, topological
minor, subgraph, induced minor, induced topological minor, and induced subgraph relations. For each
of them, we give a complete characterization of the graphs H for which the class of graphs excluding H
is (tw, ω)-bounded. Our results imply that the class of 1-perfectly orientable graphs is (tw, ω)-bounded,
answering a question of Bresˇar, Hartinger, Kos, and Milanicˇ from 2018. We also reveal some further
algorithmic implications of (tw, ω)-boundedness related to list k-coloring and clique problems.
Keywords: Graph class · Treewidth · Clique number.
1 Introduction
1.1 Background and motivation
The treewidth of a graph measures, roughly speaking, how similar the graph is to a tree. This
invariant played a crucial role in the theory of graph minors due to Robertson and Seymour (see,
e.g., [48]), and many decision and optimization problems that are generally NP-hard are solvable
in linear time for graph classes of bounded treewidth [6, 9, 16]. A necessary condition for bounded
treewidth is the absence of large cliques. When is this condition also sufficient? We say that a graph
class G is (tw, ω)-bounded if there exists a function f : N → N such that tw(G) ≤ f(ω(G)) for all
graphs G ∈ G, where tw(G) and ω(G) denote the treewidth and the clique number of G, respectively.
Such a function f is called a (tw, ω)-binding function for the class G. Many graph classes studied in
the literature are known to be (tw, ω)-bounded. For every positive integer t, the class of intersection
graphs of connected subgraphs of graphs with treewidth at most t is (tw, ω)-bounded (see [5, 56]).
This includes the classes of chordal graphs and circular-arc graphs. Further examples include graph
classes of bounded treewidth, classes of graphs in which all minimal separators are of bounded
size [61], and, as a consequence of Ramsey’s theorem, classes of graphs of bounded independence
number.
There are multiple motivations for the study of (tw, ω)-bounded graph classes, from both al-
gorithmic and structural points of view. The k-Clique problem asks whether the input graph
contains a clique of size k; the problem is known to be W[1]-hard (see [22]). Given a graph G and
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Young Researchers Grant).
a list of available colors from the set {1, . . . , k} for each vertex, the List k-Coloring problem
asks whether G can be properly vertex-colored by assigning to each vertex a color from its list.
This is a generalization of the classical k-coloring problem and is thus NP-hard for all k ≥ 3 (see,
e.g., [27, 53]). Chaplick and Zeman gave fixed-parameter tractable algorithms for k-Clique and
List k-Coloring in any (tw, ω)-bounded classes of graphs with a computable binding function
f [13]. In particular, for a fixed value of k, their approach leads to a linear-time algorithm for the k-
Clique and List k-Coloring problems in any such graph class. From the structural point of view,
identifying new (tw, ω)-bounded graph classes directly addresses a recent question of Weißauer [62]
asking for which classes can we force large cliques by assuming large treewidth. Weißauer distin-
guishes graph parameters as being either global or local (see [62] for precise definitions). In this
terminology, (tw, ω)-boundedness of a graph class is a sufficient condition for treewidth to become
a local parameter.
1.2 Our results
The main aim of this paper is to further the knowledge of (tw, ω)-bounded graph classes. We consider
six well-known graph containment relations and for each of them, give a complete characterization
of the graphs H for which the class of graphs excluding H (with respect to the relation) is (tw, ω)-
bounded. These six relations are the minor relation, the topological minor relation, the subgraph
relation, and their induced variants: the induced minor relation, the induced topological minor
relation, and the induced subgraph relation. (Precise definitions will be given in Section 2.) To
explain our results, we need to introduce some notation. We denote by ⊆is the induced subgraph
relation. By Kp,q we denote the complete bipartite graph with parts of size p and q; if p = q, then,
the complete bipartite graph is said to be balanced. The claw is the complete bipartite graph K1,3.
A subdivided claw is the graph obtained from the claw by replacing each edge with a path of length
at least one. We denote by S the class of graphs in which every connected component is either a
path or a subdivided claw. For q ≥ 1, we denote by K+2,q the graph obtained from K2,q by adding an
additional edge between the two vertices in the part of size 2. Similarly, we denote by K−q the graph
obtained from the complete graph Kq by removing an edge. Note that the graph K
−
4 is sometimes
called the diamond. The graph Cℓ is the cycle on ℓ vertices, and the 4-wheel, also denoted by W4, is
the graph obtained from the C4 by adding a new vertex adjacent to all vertices of the C4. A graph
is subcubic if every vertex is incident with at most three edges.
Our characterizations are summarized in Table 1 where each entry corresponds to one of the six
containment relations and contains a description of necessary and sufficient conditions for a graph
H such that the class of graphs excluding H with respect to the relation considered in the entry is
(tw, ω)-bounded.
To the best of our knowledge, these six dichotomies represent the first set of results towards
a systematic study of the problem of classifying (tw, ω)-bounded graph classes. One of the results
from the table, namely the (tw, ω)-boundedness of the class of K2,3-induced-minor-free graphs,
implies that the class of 1-perfectly orientable graphs is (tw, ω)-bounded. This answers a question
raised by Bresˇar et al. [10].
From the algorithmic point of view, we observe that for any fixed positive integer k, the approach
of Chaplick and Zeman from [13] can be adapted to obtain a robust polynomial-time algorithm for
List k-Coloring in any graph class with a computable (tw, ω)-binding function. We also show
how to approximate the clique number to within a factor of opt1−1/O(1) in graph classes with a
polynomially bounded (tw, ω)-binding function, where opt is the clique number of the input graph.
2
General Induced
Subgraph H ∈ S H ⊆is P3 or H is edgeless
Topological minor
H is subcubic H ⊆is C3, H ⊆is C4,
and planar H ∼= K−4 , or H is edgeless
Minor H is planar
H ⊆is W4, H ⊆is K
−
5 ,
H ⊆is K2,q or H ⊆is K
+
2,q , for some q ∈ N
Table 1: Summary of (tw, ω)-bounded graph classes excluding a fixed graph H for six graph con-
tainment relations.
Our techniques combine the development and applications of structural properties of graphs
in restricted classes, connections with Hadwiger number and with minimal separators, as well as
applications of Ramsey’s theorem and known results on treewidth and graph minors. Results given
by Table 1 are derived in Sections 3 to 5. The algorithmic results are presented in Section 6.
1.3 Related work
Dichotomy studies similar to ours exist for many other properties of graph classes, including bound-
edness of the clique-width [17, 18], well-quasi-ordering [4, 21, 41], and polynomial-time solvability
of Graph Homomorphism [36], Graph Isomorphism [57], Dominating Set [49], and various
coloring and packing problems [11, 27, 47].
The concept of a (tw, ω)-bounded graph class is part of the following more general framework.
An (integer) graph invariant is a mapping from the class of all graphs to the set of non-negative
integers N that does not distinguish between isomorphic graphs. Given two graph invariants ρ and
σ and a graph class G, we say that G is (ρ, σ)-bounded if there exists a (ρ, σ)-binding function
for G, that is, a function f : N → N such that ρ(G) ≤ f(σ(G)) for all graphs G ∈ G. Probably
the most well-known and well-studied case of (ρ, σ)-bounded graph classes corresponds to the pair
(ρ, σ) = (χ, ω), where χ(G) denotes the chromatic number of G. Such graph classes are called
simply χ-bounded. They were introduced by Gya´rfa´s in the late 1980s to generalize perfection [31]
and studied extensively in the literature (see [58] for a survey). Note that every (tw, ω)-bounded
graph class is also χ-bounded but not vice versa. Furthermore, (tw, ω)-boundedness generalizes
chordality in the same way that χ-boundedness generalizes perfection. 3
In their book on graph coloring problems [40], Jensen and Toft referred to (β, χ)-bounded graph
families, where β denotes the coloring number of G, as color-bound. Gya´rfa´s and Zaker studied
(δ, χ)-bounded graph classes [32], where δ denotes the minimum degree of the graph. Hermelin
et al. showed in [37] that classes of intersection graphs of arithmetic progressions with bounded
jumps are (pw, ω)-bounded, where pw denotes the pathwidth of the graph. Several other variants
of (ρ, σ)-bounded graph classes were studied in the literature, though not to the same extent as the
χ-bounded ones (see, e.g., [8, 50, 64]).
Cameron et al. [12] asked whether (tw, ω)-boundedness can be generalized from the class of
chordal graphs to the class of even-hole-free graphs. While the answer is affirmative in the case of
3 To see this, note that every graph G satisfies tw(G) ≥ ω(G) − 1, with equality for all induced subgraphs if and
only if G is chordal (see Theorem 1). Thus, for every function f : N→ N such that f(k) ≥ k − 1 for all k ∈ N, the
class Gf of all graphs G such that tw(G) ≤ f(ω(G)) contains all chordal graphs.
3
planar even-hole-free graphs [59], the question was recently resolved in the negative by Sintiari and
Trotignon [60].
2 Preliminaries
We now define the six graph containment relations studied in this paper. If a graph H can be
obtained from a graph G by only deleting vertices, then H is an induced subgraph of G, and we
write H ⊆is G. If H is obtained from G by deleting vertices and edges, then H is a subgraph of G,
and we write H ⊆s G. Note that if H ⊆is G, then H ⊆s G. A subdivision of a graph H is a graph
obtained from H by a sequence of edge subdivisions. The subdivision of an edge uv of a graph is
the operation that removes the edge uv and adds two edges uw and wv where w is a new vertex.
The graph H is said to be a topological minor (or topological subgraph) of a graph G if G contains
a subdivision of H as a subgraph, and we write H ⊆tm G. Similarly, H is an induced topological
minor of G if G contains a subdivision of H as an induced subgraph, and we write H ⊆itm G.
Again, if H ⊆itm G, then H ⊆tm G. An edge contraction is the operation of deleting a pair of
adjacent vertices and replacing them with a new vertex whose neighborhood is the union of the
neighborhoods of the two original vertices. We say that G contains H as induced minor if H can be
obtained from G by a sequence of vertex deletions and edge contractions, and we write H ⊆im G.
Finally, if H can be obtained from G by a sequence of vertex deletions, edge deletions, and edge
contractions, then H is said to be a minor of G, and we write H ⊆m G. Here also, if H ⊆im G,
then H ⊆m G. Besides the already observed implications, one can notice that
H ⊆s G =⇒ H ⊆tm G =⇒ H ⊆m G and
H ⊆is G =⇒ H ⊆itm G =⇒ H ⊆im G .
If G does not contain an induced subgraph isomorphic to H, then we say that G is H-free.
Analogously, we may also say that G is H-subgraph-free, H-topological-minor-free, H-induced-
topological-minor-free, H-minor-free, or H-induced-minor-free, respectively, for the other five rela-
tions. It is well known that G contains H as a minor if and only if there exists a minor model of H
in G, that is, a collection (Xu : u ∈ V (H)) of pairwise disjoint subsets of V (G) called bags such that
each Xu induces a connected subgraph of G and for every two adjacent vertices u, v ∈ V (H), there
is an edge in G between a vertex of Xu and a vertex of Xv. Similarly, G contains H as an induced
minor if and only if there exists an induced minor model of H in G, which is defined similarly as a
minor model, except that for every two distinct vertices u, v ∈ V (H), there is an edge in G between
a vertex of Xu and a vertex of Xv if and only if uv ∈ E(H).
Given a set S ⊆ V (G), we denote by G − S the graph obtained from G by removing all
vertices S and by G[S] the subgraph of G induced by S, that is, the graph G − (V (G) \ S). For
u ∈ V , N(u) = {v ∈ V : uv ∈ E} is the neighborhood of u and N [u] = N(u) ∪ {u} is the closed
neighborhood of u. The degree of u in G is denoted by dG(u) and defined as the cardinality of its
neighborhood. The clique number of a graph G, denoted by ω(G), is the maximum size of a clique
in G. A tree decomposition of a graph G is a pair (T, {Xt : t ∈ V (T )}), where T is a tree and
each t ∈ V (T ) is associated with a vertex subset Xt ⊆ V (G) such that
⋃
t∈V (T )Xt = V , for each
edge uv ∈ E(G) there exists some t ∈ V (T ) such that u, v ∈ Xt, and for every u ∈ V (G), the set
Tu = {t ∈ V (T ) : u ∈ Xt} induces a connected subtree of T . The width of a tree decomposition
equals maxt∈V (T ) |Xt| − 1, and the treewidth of a graph G, denoted by tw(G), is the minimum
possible width of a tree decomposition of G. A graph class G is said to be of bounded treewidth if
there exists a constant c such that tw(G) ≤ c for all G ∈ G; otherwise, G is of unbounded treewidth.
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A hole in a graph G is an induced subgraph of G isomorphic to a cycle of length at least four. A
graph is said to be chordal if it does not contain any hole.
Treewidth can be defined in many equivalent ways. One of the characterizations states that the
treewidth of a graph G equals the minimum value of ω(G′)−1 such that G is a subgraph of G′ and
G′ is chordal (see, e.g., [7]). In particular, this characterization implies the following.
Theorem 1. Every graph G satisfies tw(G) ≥ ω(G)− 1, with equality for all induced subgraphs if
and only if G is chordal.
The following observation is an immediate consequence of the definitions.
Observation 1. Let G be a graph. Then, the following conditions are equivalent:
1. G is chordal.
2. G is C4-induced-minor-free.
3. G is C4-induced-topological-minor-free.
Some of our proofs will make use of the following classical result due to Ramsey [52].
Ramsey’s theorem. For every two positive integers k and ℓ, there exists a least positive integer
R(k, ℓ) such that every graph with at least R(k, ℓ) vertices contains either a clique of size k or an
independent set of size ℓ.
The standard proof of Ramsey’s theorem is based on the inequality R(k, ℓ) ≤ R(k − 1, ℓ) +
R(k, ℓ− 1) for all k, ℓ ≥ 2, which implies that R(k, ℓ) ≤
(k+ℓ−2
k−1
)
for all positive integers k and ℓ.
Using Ramsey’s theorem, we can already derive the following.
Lemma 1. Let H be an edgeless graph. Then the class of H-free graphs is (tw, ω)-bounded, with a
binding function f(k) = R(k + 1, |V (H)|) − 2.
Proof. Let k ∈ N and let G be an H-free graph such that ω(G) = k. Since H is edgeless, Ramsey’s
theorem implies that the number of vertices in G is strictly smaller than R(k + 1, |V (H)|). In
particular, the treewidth of G is at most |V (G)| − 1 ≤ R(k + 1, |V (H)|)− 2.
A graph class that is not (tw, ω)-bounded is said to be (tw, ω)-unbounded. Lemma 2 is about
some specific (tw, ω)-unbounded graph classes, which will play a crucial role in our proofs. The line
graph of a graph G, denoted by L(G), is the graph with vertex set E(G) where two vertices are
adjacent if and only if the corresponding edges intersect. For the definition of an elementary wall,
we refer to [15]. For a non-negative integer q, we say that a graph is a q-subdivided-wall if it can be
obtained from an elementary wall by subdividing each edge q times. See Fig. 1 for an illustration
of an elementary wall, a 1-subdivided wall and the line graph of a 1-subdivided wall.
Lemma 2. The class of balanced complete bipartite graphs and, for all q ≥ 0, the class of q-
subdivided walls and the class of their line graphs, are (tw, ω)-unbounded.
Proof. Recall that for any graph G, tw(G) ≤ k − 1 if and only if there exists a chordal graph G′
containing G as a subgraph and such that ω(G′) ≤ k. Consider a complete bipartite graph Kn,n
with n ≥ 2 and notice that any chordal graph G′ containing Kn,n as a subgraph must contain a
clique of size at least n + 1 (by completing one of the two parts of Kn,n into a clique and taking
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(a) (b) (c)
Fig. 1: An example of an elementary wall (a), a 1-subdivided wall (b), and the line graph of a
1-subdivided wall (c).
any vertex from the other part). Hence, tw(Kn,n) ≥ n and clearly, since Kn,n is bipartite, we have
ω(Kn,n) = 2. We conclude that the class of complete bipartite graphs is (tw, ω)-unbounded.
The class of elementary walls has unbounded treewidth (see, e.g., [15]), and, since the treewidth
of a graph G is at least as large as the treewidth of any of its minors (see, e.g., [7]), so is the class
of q-subdivided walls for any q ≥ 0. Furthermore, since tw(L(G)) ≥ 12(tw(G) + 1)− 1, as shown by
Harvey and Wood [35], the class of line graphs of q-subdivided walls also has unbounded treewidth.
As the clique number of each graph in these classes is bounded by 3, all these classes are indeed
(tw, ω)-unbounded.
3 Forbidding a subgraph, a topological minor, or a minor
We use known results on treewidth and graph minors to derive characterizations of (tw, ω)-bounded
graph classes excluding a single graph as either a subgraph, a topological minor, or a minor.
Theorem 2 (Robertson and Seymour [54]). For every planar graph H, the class of H-minor-
free graphs has bounded treewidth.
Lemma 3 (Golovach et al. [28]). For every H ∈ S, a graph G is H-subgraph-free if and only if
it is H-minor-free.
Theorem 3. Let H be a graph. Then, the class of H-subgraph-free graphs is (tw, ω)-bounded if and
only if H ∈ S.
Proof. Suppose that H ∈ S. Then following Lemma 3 every H-subgraph-free graph is also H-
minor-free. Hence, by Theorem 2, the class of H-subgraph-free graphs has bounded treewidth. In
particular, it is (tw, ω)-bounded.
Suppose now that the class of H-subgraph-free graphs is (tw, ω)-bounded. Note that H must
be a subgraph of an elementary wall, since otherwise the class of H-subgraph-free graphs would
contain the class of elementary walls, which, following Lemma 2, would contradict the assumption
that the class is (tw, ω)-bounded. It follows thatH is subcubic. Suppose thatH contains a connected
component with two vertices u and v of degree 3 and let ℓ be the distance between u and v. Then the
class of ℓ-subdivided walls is a subclass of the class of H-subgraph-free graphs. Following Lemma 2,
this contradicts the assumption that the class of H-subgraph-free graphs is (tw, ω)-bounded. Thus,
every connected component of H has at most one vertex of degree 3. Using a similar reasoning, we
can conclude that H is acyclic, and thus H ∈ S.
A similar approach can be used to prove Theorems 4 and 5. We will need the following result.
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Lemma 4 (see, e.g., Diestel [20]). A subcubic graph H is a minor of a graph G if and only if
H is a topological minor of G.
Theorem 4. Let H be a graph. Then, the class of H-topological-minor-free graphs is (tw, ω)-
bounded if and only if H is subcubic and planar.
Proof. Suppose that H is subcubic and planar. Since H is subcubic, by Lemma 4 we obtain that
H-topological-minor-free graphs are also H-minor-free. Since H is planar, by Theorem 2, the class
of H-topological-minor-free graphs has bounded treewidth. In particular, it is (tw, ω)-bounded.
Of course, if H is either not subcubic or not planar, then H is not a topological minor of
any elementary wall. Consequently, the class of elementary walls, which is (tw, ω)-unbounded by
Lemma 2, is a subclass of the class of H-topological-minor-free graphs. It follows that the class of
H-topological-minor-free graphs is (tw, ω)-unbounded.
Theorem 5. Let H be a graph. Then, the class of H-minor-free graphs is (tw, ω)-bounded if and
only if H is planar.
Proof. If H is planar, then Theorem 2 implies that the class of H-minor-free graphs has bounded
treewidth. In particular, it is (tw, ω)-bounded.
If H is not planar, then the class of H-minor-free graphs contains the class of elementary walls,
and thus it is (tw, ω)-unbounded by Lemma 2.
The proofs actually show that when H is forbidden as a subgraph, topological minor, or minor,
(tw, ω)-boundedness is equivalent to bounded treewidth.
4 Forbidding an induced subgraph or an induced topological minor
The following characterization of (tw, ω)-bounded graph classes excluding a single forbidden induced
subgraph is derived using Lemmas 1 and 2.
Theorem 6. Let H be a graph. Then, the class of H-free graphs is (tw, ω)-bounded if and only if
one of the following conditions holds.
1. H ⊆is P3, in which case a binding function is f(k) = k − 1.
2. H is edgeless, in which case a binding function is f(k) = R(k + 1, |V (H)|)− 2.
Proof. If H is edgeless, then Lemma 1 applies. If H ⊆is P3, then every H-free graph G is P3-free
and G is a disjoint union of complete graphs. Thus, tw(G) = ω(G)−1 in this case (see Theorem 1).
Suppose now that H is neither edgeless nor an induced subgraph of P3, and that the class of
H-free graphs is (tw, ω)-bounded. By Lemma 2, complete bipartite graphs are (tw, ω)-unbounded.
Thus, the class of H-free graphs excludes some complete bipartite graph, which implies that H
is an induced subgraph of a complete bipartite graph. In particular, H must be isomorphic to
a complete bipartite graph Kp,q, with 1 ≤ p ≤ q. By Lemma 2, line graphs of elementary walls
are (tw, ω)-unbounded. Therefore, H must also be an induced subgraph of the line graph of some
elementary wall. In particular, H must be claw-free and C4-free. Since the claw and the C4 are
complete bipartite graphs K1,3 and K2,2 respectively, it follows that H is isomorphic to K1,1 or
K1,2, and thus is an induced subgraph of P3, a contradiction.
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A cut-vertex in a connected graph G is a vertex whose removal disconnects the graph. A block
of a graph is a maximal connected subgraph without cut-vertices. A block-cactus graph is a graph
every block of which is a cycle or a complete graph. In her PhD thesis [33], Hartinger proved that a
graph is K−4 -induced-minor-free if and only if G is a block-cactus graph. In fact, the same approach
shows the following stronger claim.
Lemma 5. Let G be a graph. Then, the following conditions are equivalent:
1. G is K−4 -induced-minor-free.
2. G is K−4 -induced-topological-minor-free.
3. G is a block-cactus graph.
Proof. Clearly, if G is K−4 -induced-minor-free, then G is also K
−
4 -induced-topological-minor-free.
Suppose that G is K−4 -induced-topological-minor-free and that G is not a block-cactus graph.
Then G has a block B that is neither complete nor a cycle. Suppose first that G is chordal. Then
G is a chordal K−4 -free graph and thus a block graph (see [43]), that is, a graph every block of
which is a complete graph. This is a contradiction. Hence, B must contain a hole C. Since B is
connected but not a cycle, there exists a vertex x ∈ V (B) \ V (C) with a neighbor in V (C). If
|N(x)∩V (C)| ≥ 2, it is easy to see that G contains a subdivision of K−4 as an induced subgraph, a
contradiction. Thus, |N(x)∩V (C)| = 1 and every vertex in V (B) \V (C) has at most one neighbor
in C. Now, take a vertex z ∈ V (B) \ V (C) and a neighbor v ∈ V (C) such that z minimizes the
length of a shortest path P between z and C avoiding v. We know that P must exist since B has
no cut-vertex. Also, we may assume that v has no other neighbor in P , otherwise we could replace
z with this vertex and get a shorter path. Let v′ ∈ V (C) be the vertex of P in V (C) \ {v} and
z′ be the neighbor of v′ in P . Using a similar argument as for v, we may assume that v′ has no
other neighbor in P . The minimality of P implies that the internal vertices of P do not have a
neighbor in C. Hence, G[V (C) ∪ V (P )] is a subdivision of K−4 , a contradiction. This shows that
every K−4 -induced-topological-minor-free graph is a block-cactus graph.
Finally, let G be a block-cactus graph and let H be an induced minor of G. It is not difficult
to see that the class of block-cactus graphs is closed under vertex deletions and edge contractions.
Therefore, H is also a block-cactus graph. Since K−4 is not a block-cactus graph, H cannot be
isomorphic to K−4 . Therefore, G is K
−
4 -induced-minor-free.
Lemma 6. The class of block-cactus graphs is (tw, ω)-bounded, with a binding function f(k) =
max{k − 1, 2}.
Proof. The treewidth of a graph G is the maximum treewidth of its blocks (see, e.g., [7]). Since the
treewidth of a complete graph of order k is k − 1 and the treewidth of a cycle is two, the result
follows.
Graphs H such that the class of graphs excluding H as an induced topological minor is (tw, ω)-
bounded are characterized as follows.
Theorem 7. Let H be a graph. Then, the class of H-induced-topological-minor-free graphs is
(tw, ω)-bounded if and only if one of the following conditions holds.
1. H ⊆is C3 or H ⊆is C4, in which case a binding function is f(k) = k − 1.
2. H ∼= K−4 , in which case a binding function is f(k) = max{k − 1, 2}.
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3. H is edgeless, in which case a binding function is f(k) = R(k + 1, |V (H)|)− 2.
Proof. If H is edgeless, then Lemma 1 applies. If H ⊆is C3 or H ⊆is C4, then H ⊆itm C4. Hence,
by Observation 1, the class of H-induced-topological-minor-free graphs is a subclass of the class
of chordal graphs, and Theorem 1 applies. If H ∼= K−4 , then according to Lemma 5 the class of
H-induced-topological-minor-free graphs is the class of block-cactus graphs, and Lemma 6 applies.
For the converse direction, suppose that H *is C3, H *is C4, H ≇ K
−
4 , H is not edgeless,
and that the class of H-induced-topological-minor-free graphs is (tw, ω)-bounded. By Lemma 2,
the class of line graph of 1-subdivided walls is (tw, ω)-unbounded. It follows that H must be an
induced topological minor of the line graph of some 1-subdivided wall. Since the line graph of every
1-subdivided wall is planar, subcubic, and claw-free, this implies that H is planar, subcubic, and
claw-free. Similarly, since the class of complete bipartite graphs is (tw, ω)-unbounded,H must be an
induced topological minor of some complete bipartite graph. Since H is planar, subcubic, and not
edgeless, it follows that H ⊆itm K2,3. We obtain that H ∈ {P2, P3, C3, C4,K
−
4 }, a contradiction.
5 Forbidding an induced minor
Finally, we consider graph classes excluding a single graph H as an induced minor. Given a graph
G, we denote by η(G) the Hadwiger number of G, defined as the largest value of p such that Kp
is a minor of G (see [44]). We first develop some sufficient conditions for when sufficiently large
Hadwiger number implies large clique number and then apply these results to characterize the
graphs H such that the class of H-induced-minor-free graphs is (tw, ω)-bounded.
5.1 A detour: Hadwiger number versus clique number
In Theorems 8 and 9 we show that excluding either a complete graph minus an edge or a 4-wheel
as an induced minor results in an (η, ω)-bounded graph class, with a linear binding function.
Theorem 8. For each p ≥ 2, the class of K−p -induced-minor-free graphs is (η, ω)-bounded, with a
binding function f(k) = max{2p − 4, k}.
Proof. Fix p ≥ 2 and k ∈ N, and let G be a K−p -induced-minor-free graph with ω(G) = k. Let
q = max{2p − 4, k} + 1. We want to show that G contains no Kq as a minor. Suppose for a
contradiction that G contains Kq as a minor. Fix a minor model M = (Xu : u ∈ V (Kq)) of Kq in
G such that the total number of vertices in the bags, that is, the sum
∑
u∈V (Kq)
|Xu|, is minimized.
If for all u ∈ V (Kq) we have |Xu| = 1, then the set
⋃
u∈V (Kq)
Xu is a clique in G, implying
that ω(G) ≥ |V (Kq)| = q ≥ k + 1, a contradiction. Therefore, there exists some u ∈ V (Kq) such
that |Xu| ≥ 2. Furthermore, note that for every vertex y ∈ Xu there exists a vertex v(y) of Kq − u
such that y has no neighbors in Xv(y), since otherwise replacing the bag Xu with {y} would result
in a minor model of Kq smaller than M . Since |Xu| ≥ 2 and the subgraph of G induced by Xu
is connected, there exists a vertex x ∈ Xu such that the subgraph of G induced by Xu \ {x} is
connected. (For example, take x to be a leaf of a spanning tree of G[Xu].)
Let Z be the set of vertices z ∈ V (Kq) \ {u} such that x has a neighbor in Xz. Suppose first
that |Z| ≥ (q− 1)/2. Recall that Xv(x) is a bag in which x has no neighbor. In particular, v(x) 6= u
and v(x) 6∈ Z. Then, the bags from (Xz : z ∈ Z) along with {x} and Xv(x) form an induced minor
model of K−|Z|+2. Since |Z|+2 ≥ (q− 1)/2+2 ≥ (2p− 4)/2+2 = p, we obtain a contradiction with
the fact that G is K−p -induced-minor-free.
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Finally, suppose that |Z| < (q − 1)/2. The minimality of M implies that for some w ∈ Z we
have
⋃
v∈Xw
N(v) ∩ Xu = {x}. Let Z
′ = V (Kq) \ (Z ∪ {u}). Note that for every vertex z ∈ Z
′
there exists an edge from Xz to Xu \ {x}. Since |Z| + |Z
′| = q − 1 and |Z| < (q − 1)/2, we have
|Z ′| ≥ (q − 1)/2. Furthermore, w ∈ Z and hence w 6∈ Z ′. Thus, the bags from (Xz : z ∈ Z
′) along
with Xu \ {x} and Xw form an induced minor model of K
−
|Z′|+2, leading again to a contradiction
with the fact that G is K−p -induced-minor-free.
Similar but more involved arguments show that large Hadwiger number implies large clique
number also in the class of W4-induced-minor-free graphs. In the proof of the next theorem we will
need the following standard notion: A vertex u in a graph G is said to be universal if it is adjacent
to all other vertices of G, that is, dG(u) = |V (G)| − 1.
Theorem 9. The class of W4-induced-minor-free graphs is (η, ω)-bounded, with a binding function
f(k) = k + 5.
Proof. Fix a positive integer k and let G be a W4-induced-minor-free graph with ω(G) = k. Let
q = k+5 (note that q ≥ 6) and F be the graphK−q . We claim that G do not contain F as an induced
minor. We denote by U ⊂ V (F ) the set of universal vertices in F . To derive a contradiction, suppose
that G contains F as an induced minor and fix an induced minor model M = (Xu : u ∈ V (F )) of
F in G such that the size of
⋃
u∈U Xu is minimized. We will refer to this condition as property (⋆).
We denote by x and y the two non-adjacent vertices in F . It is clear that if for all u ∈ U we have
|Xu| = 1, then the set
⋃
u∈U Xu is a clique in G, a contradiction since |U | = q−2 > k. Hence, there
exists a vertex u ∈ U such that |Xu| ≥ 2.
Partition the bag Xu arbitrarily into two non-empty bags Xu1 and Xu2 , both inducing a con-
nected subgraph in G. (For example, we can take ℓ to be a leaf of a spanning tree of G[Xu] and set
Xu1 = {ℓ} and Xu2 = Xu \ {ℓ}.) Let M
′ be the collection of bags obtained from M by removing
the bag Xu and adding the bags Xu1 and Xu2 . Let F
′ be the graph obtained from the subgraph of
G induced by the union of bags in M ′ by contracting each of the bags in M ′ into a single vertex.
Note that the vertex set of F ′ is (V (F ) \ {u}) ∪ {u1, u2} and that M
′ is an induced minor model
of F ′ in G. In particular, F ′ is an induced minor of G. Note also that u1 and u2 are adjacent in F
′.
Let U ′ ⊆ U \{u}. Observe that U ′ ⊆ V (F ′). Property (⋆) implies that the vertices u1 and u2 do not
belong to U ′. Note that dF ′(u1) ≥ 2, otherwise u1 would only be adjacent to u2, and thus we could
replace Xu with Xu2 in M to obtain an induced minor model of F in G that would contradict the
fact that M satisfies property (⋆). For the same reason, dF ′(u2) ≥ 2.
Suppose first that dF ′(u1) = 2. Let v be the neighbor of u1 different from u2. If v = x, then we
could redefine Xu = Xu2 and Xx = Xx ∪Xu1 in M to obtain an induced minor model of F in G
showing that M does not respect property (⋆). Thus, v 6= x. Similarly, v 6= y. Consequently, v ∈ U ′.
The fact that M satisfies property (⋆) implies that v is not adjacent to u2. Since |U
′| = |U | − 1 =
q−3 > 2, there is a vertex w ∈ U ′\{v}. Note that w is adjacent to u2 but not to u1. We obtain that
{x, u2, y, v} induces a C4 in F
′ and {x, u2, y, v} ⊆ N(w). Therefore, G contains W4 as an induced
minor, a contradiction. Thus, we have dF ′(u1) ≥ 3. By symmetry, we also have dF ′(u2) ≥ 3.
For i ∈ {1, 2}, let Ai be the set of vertices in U
′ adjacent to ui. By symmetry, it suffices to
consider the following three cases depending on A1 and A2.
Case a: A1 * A2 and A2 * A1.
Let v ∈ A1 \ A2 and w ∈ A2 \ A1. Notice that v and w are adjacent, and therefore
{v, u1, u2, w} induces a C4 in F
′. Suppose first that u1 is adjacent to neither x nor y.
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Since dF ′(u1) ≥ 3, vertex u1 must have a neighbor z ∈ U
′ \ {v,w}. Hence, every vertex
in {v, u1, u2, w} has a neighbor in the set {x, y, z}. Since {x, y, z} induces a connected
subgraph of F ′, we infer that W4 is an induced minor of F
′, and thus of G, a contradiction.
A similar conclusion is obtained if u2 is adjacent to neither x nor y. We may thus assume
that u1 is adjacent to either x or y, and the same for u2. Since |U
′| = |U | − 1 = q − 3 ≥ 3,
there is a vertex z ∈ U ′ \ {v,w}. Again, since {x, y, z} induces a connected subgraph of F ′,
we conclude that W4 is an induced minor of F , and thus of G, a contradiction. See Fig. 2a
for an illustration.
Case b: A1 ( A2.
Necessarily, A2 = U
′, and hence u2 cannot be adjacent to both x and y, as that would
contradict the fact that M satisfies property (⋆). Without loss of generality, assume that
u2 is not adjacent to x. Then u1 is adjacent to x. Let w ∈ A2 \ A1. Note that the vertices
{x, u1, u2, w} induce a C4 in F
′. Suppose first that A1 6= ∅ and let v ∈ A1. Then v 6= w
and v is universal in F ′. Therefore, F ′ contains an induced copy of W4 with vertex set
{x, u1, u2, w, v}; in particular, this implies thatW4 is an induced minor ofG, a contradiction.
Suppose now that A1 = ∅. Then u1 must be adjacent to x and y. Choose any vertex
z ∈ U ′ \ {w}. Then, every vertex in F ′ is adjacent to either y or z. In particular, since
{y, z}∩{x, u1, u2, w} = ∅ and {y, z} induces a connected subgraph of F
′, we conclude that
W4 is an induced minor of F , and thus of G, a contradiction. See Fig. 2b for an illustration.
Case c: A1 = A2.
Then A1 = A2 = U
′. Because M respects property (⋆), u1 is not adjacent to both x and y,
and the same for u2. Without loss of generality, we assume that u1 is adjacent to x but not
y, and u2 is adjacent to y but not x. Observe that the graph obtained by contracting the
edge {u2, y} in F
′ is isomorphic to F . Hence, we can modify M by redefining Xu = Xu1
and Xy := Xy ∪Xu2 and get a minor model of F . However, this implies that M does not
respect property (⋆), a contradiction. See Fig. 2c for an illustration.
We conclude that G is K−q -induced minor free, and following Theorem 8 we obtain that η(G) ≤
max{2q − 5, k} = 2k + 1.
x u1 u2 y
v w
z
(a) A1 * A2 and A2 * A1.
x u1 u2 y
v w
z
(b) A1 ( A2.
x u1 u2 y
v w
z
(c) A1 = A2 = U .
Fig. 2: Representation of the different cases considered in the proof of Theorem 9. The induced
minor contains all plain edges and is a subgraph of the graph induced by plain and dotted edges.
Red vertices induce a C4. Green vertices are merged into a single vertex.
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5.2 Back to treewidth
As explained by Belmonte et al. [3] (and observed also in [10]), the following fact can be derived
from the proof of Theorem 9 in [38].
Theorem 10. For every graph F and every planar graph H, the class of graphs that are both
F -minor-free and H-induced-minor-free has bounded treewidth.
Since excluding a complete graph as a minor is the same as excluding it as an induced minor,
Theorem 10 implies the following.
Corollary 1. For every positive integer p and every planar graph H, the class of {Kp,H}-induced-
minor-free graphs has bounded treewidth.
Observe that no graph G contains Kη(G)+1 as an (induced) minor.
Corollary 2. Let H be a planar graph. If the class of H-induced-minor-free graphs is (η, ω)-
bounded, then it is also (tw, ω)-bounded.
Proof. Suppose that the class of H-induced-minor-free graphs is (η, ω)-bounded and let f be a
(η, ω)-binding function for the class. Let k ∈ N and let G be an H-induced-minor-free graph
with ω(G) = k. Then η(G) ≤ f(k), that is, G is Kf(k)+1-induced-minor-free. By Corollary 1, the
treewidth of G can be bounded from above by some constant g(k) depending only on k. Thus, g is
a (tw, ω)-binding function for the class.
From Theorem 8 we obtain that the class of K−5 -induced-minor-free graphs is (η, ω)-bounded.
Since K−5 is planar, a direct application of Corollary 2 implies the following result.
Corollary 3. The class of K−5 -induced-minor-free graphs is (tw, ω)-bounded.
Similarly, since W4 is planar, we can directly apply Theorem 9 and Corollary 2 and obtain the
following result.
Corollary 4. The class of W4-induced-minor-free graphs is (tw, ω)-bounded.
Our next result makes use of minimal separators. Given two non-adjacent vertices u and v in
a graph G, a u,v-separator in G is a set S of vertices such that u and v are in different connected
components of G − S. A u,v-separator is minimal if it does not contain any other u,v-separator.
A minimal separator in a graph G is a minimal u,v-separator for some non-adjacent vertex pair
u, v. Given a graph G and a set S ⊆ V (G), an S-full component of G− S is a component C of the
graph G− S such that every vertex in S has a neighbor in C. The following lemma characterizing
minimal separators is well known (see, e.g., [29]).
Lemma 7. A set S of vertices in a graph G is a minimal separator if and only if the graph G− S
has at least two S-full components.
Theorem 11 (Skodinis [61]). Let s be a positive integer and let G be the class of graphs in which
all minimal separators have size at most s. Then, G is (tw, ω)-bounded, with a binding function
f(k) = max{k, 2s} − 1.
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Using Theorem 11, we infer our next result.
Lemma 8. For every q ∈ N, the class of K2,q-induced-minor-free graphs is (tw, ω)-bounded, with
a binding function f(k) = max{k, 2R(k + 1, q)− 2} − 1.
Proof. Fix two positive integers q and k, and let G be a K2,q-induced-minor-free graph with ω(G) =
k. We claim that every minimal separator in G has size at most R(k + 1, q) − 1. Suppose this is
not the case, and let S be a minimal separator in G such that |S| ≥ R(k+1, q). Ramsey’s theorem
implies that G[S] contains either a clique of size k + 1 or an independent set of size q. Since
ω(G[S]) ≤ ω(G) = k, we infer that G[S] contains an independent set I of size q. By Lemma 7, there
exist two S-full connected components A and B of G−S; that is, every vertex in S has a neighbor
in A and a neighbor in B. But now, the sets V (A), V (B), and {x} for all x ∈ I form bags of an
induced minor model of K2,q in G, a contradiction. Therefore, every minimal separator in G has size
at most R(k+1, q)−1. Using Theorem 11, we obtain that tw(G) ≤ max{k, 2R(k+1, q)−2}−1.
A graph G is said to be 1-perfectly orientable if it has an orientation D such that for every
vertex v ∈ V (G), the out-neighborhood of v in D is a clique in G. The class of 1-perfectly orientable
graphs is a common generalization of the classes of chordal graphs and circular-arc graphs. While
1-perfectly orientable graphs were studied in several papers (see, e.g., [2, 10, 34]), their structure
remains poorly understood. Bresˇar et al. showed in [10] that the treewidth of every 1-perfectly
orientable planar graph is at most 21 and asked whether the class of 1-perfectly orientable graphs
is (tw, ω)-bounded. Since every 1-perfectly orientable graph excludes K2,3 as an induced minor
(see [34]), Lemma 8 answers their question in the affirmative.
Corollary 5. The class of 1-perfectly orientable graphs is (tw, ω)-bounded with a binding function
f(k) = max{k, 2R(k + 1, 3) − 2} − 1.
Lemma 2 and Corollaries 3 and 4 lead to the following characterization.
Theorem 12. Let H be a graph. Then, the class of H-induced-minor-free graphs is (tw, ω)-bounded
if and only if one of the following conditions holds: H ⊆is W4, H ⊆is K
−
5 , H ⊆is K2,q, or H ⊆is
K+2,q, for some q ∈ N.
Proof. Suppose that the class of H-induced-minor-free graphs is (tw, ω)-bounded. Since by
Lemma 2, the class of balanced complete bipartite graphs is (tw, ω)-unbounded, H must be an
induced minor of some complete bipartite graph Kn,n. Let M = (Xu : u ∈ H) be an induced minor
model of H in Kn,n. We define two types of bags in M : the tiny bags containing a single vertex
and the large bags containing at least 2 vertices. It is clear that the set of large bags corresponds
to a clique in H, while the union of the tiny bags induces a complete bipartite subgraph of Kn,n.
Hence, H ∼= Kp,q ∗Kr for some p, q, r ≥ 0 where ∗ represents the join of the two graphs, that is, the
addition of all possible edges between vertices in Kp,q and vertices in Kr. Without loss of generality,
we assume that p ≤ q. Observe that H needs to be planar, otherwise the class of H-induced-minor-
free graphs would contain the class of elementary walls, which by Lemma 2 is (tw, ω)-unbounded.
Hence, we can analyze the possible values for p, q, and r that allow H to be planar. Let us first
notice that p ≤ 2, as otherwise H would contain K3,3 as a subgraph and would thus be planar.
Similarly, r ≤ 4 since otherwise H would contain K5 as a subgraph. Also, it is easily observed that
if p = 1, then H ∼= K0,q ∗ Kr+1, and similarly if q = 1, then H ∼= Kp,0 ∗ Kr+1. Hence, we may
assume that p ∈ {0, 2} and q 6= 1. Consider the following cases:
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– Case r = 4: Then p = q = 0, otherwise K5 ⊆s H. Hence, H ∼= K4.
– Case r = 3: Then p = 0, otherwise K3,3 ⊆s H. If q ≥ 3, then K3,3 ⊆s H, and thus q ≤ 2. If
q = 0, then H ∼= K3, and if q = 2, then H ∼= K
−
5 .
– Case r = 2: Then p = 0, otherwise K3,3 ⊆s H. This implies that H ∼= K
+
2,q.
– Case r = 1: If p = 2, then q = 2 (since otherwise K3,3 ⊆s H) and H ∼= W4. If p = 0, then
H ∼= K1,q.
– Case r = 0: Then H is edgeless or H ∼= K2,q.
Thus, H ⊆is W4, H ⊆is K
−
5 , H ⊆is K2,q, or H ⊆is K
+
2,q, for some q ∈ N, as desired.
For the converse, suppose first that H ⊆is K2,q or H ⊆is K
+
2,q for some q ∈ N. It is not difficult
to notice that K+2,q is an induced minor of K2,q+1, obtained by contracting one edge. From Lemma 8
it then follows that the class of H-induced-minor-free graphs is (tw, ω)-bounded. If H ⊆is W4 or
H ⊆is K
−
5 , then Corollaries 3 and 4 apply.
6 Further algorithmic implications of (tw, ω)-boundedness
As explained in the introduction, the (tw, ω)-bounded classes having a computable binding function
possess some algorithmically useful properties for variants of the clique and coloring problems. All
the (tw, ω)-bounded graph classes identified in this work have a computable binding function. For
the (tw, ω)-bounded graph classes discussed in Section 3, a result of Chekuri and Chuzhoy applies
stating that there is a universal constant c such that, if G excludes a planar graph H as a minor,
then the treewidth of G is O(|V (H)|c) [14]. The smallest possible value of c is unknown, but it
does not exceed 100. An explicit upper bound tw(G) ≤ 215|V (H)|+8|V (H)| log(|V (H)|) was also shown
in [45]. The (tw, ω)-boundedness of graph classes discussed in Section 4 is derived either using the
structure of graphs in the resulting class (Theorem 6 and Lemma 6), Ramsey’s theorem (Theorem 6
and Lemma 8), or graph minors theory (Corollaries 3 and 4). In the former two cases, the binding
functions are explicit polynomials. In the case of applications of graph minors theory, the key result
to deriving those bounds is Theorem 10, the proof of which relies on results of Fomin et al. [25].
As explained in [26, Section 9], recent developments in the area of graph minors imply that these
bounds are computable, too. For later use, we record this observation in the form of a theorem.
Let us denote by Σ the family of (tw, ω)-bounded graph classes excluding a fixed graph H
as a subgraph, a topological minor, or a minor (cf. the middle column of Table 1). Similarly, we
denote by Σi the family of (tw, ω)-bounded graph classes excluding a fixed graph H as an induced
subgraph, an induced topological minor, or an induced minor (cf. the right column of Table 1).
Theorem 13. Each graph class G ∈ Σ ∪ Σi has a computable (tw, ω)-binding function, which is
constant if G ∈ Σ.
Given the useful algorithmic properties of (tw, ω)-bounded graph classes, it would be good
to have a polynomial-time recognition algorithm for graphs in any such class. Graphs G ex-
cluding a fixed graph H either as a minor or as a topological minor can be recognized in time
O(|V (G)|3) [30, 55]. Clearly, graphs excluding a fixed graph H as a subgraph or an induced sub-
graph can be recognized in polynomial time, simply by checking all the O(|V (G)||V (H)|) subsets
of vertices of size |V (H)|. The situation is less clear for graphs excluding a single induced minor
or induced topological minor, as there exist graphs H such that it is co-NP-complete to recog-
nize H-induced-minor-free graphs or H-induced-topological-minor-free graphs [24, 46]. Neverthe-
less, for all the (tw, ω)-bounded classes of H-induced-topological-minor-free graphs (characterized
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by Theorem 7), the recognition problem is easily observed to be polynomial-time solvable due to
the special structure of these graph classes. They are the classes of chordal graphs (if H ∼= C4), of
block-cactus graphs (if H ∼= K−4 ), of P3-free graphs (if H
∼= P3), of acyclic graphs (if H ∼= C3),
of edgeless graphs (if H ∼= P2), and of graphs of bounded independence number (if H is edgeless).
Furthermore, it can be seen that a graph G hasK1,q as an induced minor if and only if G has an inde-
pendent set S of size q such that for some connected component C of G−S, every vertex in S has a
neighbor in C, which implies that the recognition problem for the class of K1,q-induced-minor-free
graphs is polynomial-time solvable. Among the (tw, ω)-bounded classes of H-induced-minor-free
graphs (cf. Theorem 12), the cases when H ∈ {C4,K
−
4 , C3, P3, P2} or H is edgeless are the same
as above and hence recognizable in polynomial time. The complexity of recognition remains open
for H = W4, H = K
−
5 , or H = K2,q or H = K
+
2,q for some q ≥ 3. As we explain next, this is not
necessarily a problem.
As shown by Chaplick and Zeman, for every (tw, ω)-bounded class G with a computable binding
function and for every fixed k, List k-Coloring is solvable in linear time for graphs in G [13]. If
we are satisfied with polynomial running time, we can extend their approach to obtain an algorithm
for List k-Coloring that is robust in the sense of Raghavan and Spinrad [51]: it either solves the
problem or determines that the input graph is not in G.
Theorem 14. Let G be a (tw, ω)-bounded graph class having a computable (tw, ω)-binding function
f . Then, for every positive integer k there exists a robust polynomial-time algorithm for the List
k-coloring problem on graphs in G.
Proof. The algorithm is as follows. First, we test whether the input graph G contains a clique
of size k + 1 in time O(|V (G)|k+1). If it does, then G is not k-colorable. Suppose it does not.
Then ω(G) ≤ k. In particular, this means that if G ∈ G, then tw(G) ≤ f(ω(G)) ≤ ck, where
ck = max{f(1), . . . , f(k)}. Using the linear-time algorithm of Bodlaender [6], we test whether
tw(G) ≤ ck. If tw(G) > ck, then G 6∈ G and the algorithm returns the message “G 6∈ G”. If
tw(G) ≤ ck, then the algorithm of Bodlaender actually computes a tree decomposition of G of width
at most ck. Using this tree decomposition, we can now invoke a result of Jansen and Scheffler [39]
to test in linear time whether G is k-colorable with respect to the given lists of available colors for
each vertex.
The correctness of the algorithm is obvious. The running time of the algorithms by Bodlaender
and by Jansen and Scheffler is O(g(ck)(|V (G)| + |E(G)|)) and O(h(ck)(|V (G)| + |E(G)|)), respec-
tively, for some functions g and h depending only on ck (and thus only on k). Thus, the total running
time of the algorithm is O(|V (G)|k+1 + (g(ck) + h(ck))(|V (G)| + |E(G)|)), which is polynomial in
the input size for every fixed value of k.
We next discuss some possible implications of (tw, ω)-boundedness for improved approximations
for the Maximum Clique problem: given a graph G, find a maximum clique in G. For general
graphs, this problem is notoriously difficult to approximate: for every ε > 0, there is no polynomial-
time algorithm for approximating the maximum clique in an n-vertex graph to within a factor of
n1−ε unless P = NP [65]. An approximation algorithm for an optimization problem is typically
required to compute a feasible solution to the problem. For (tw, ω)-bounded graph classes with a
polynomial binding function, known approximation algorithms for treewidth (see, e.g., [23]) lead to
an improved approximability bound, provided that we allow the algorithm to output only a number
approximating the value of the optimal solution and not the approximate solution itself. We denote
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by opt the optimal solution value of the maximum clique problem on the input graph G, that is,
ω(G).
Theorem 15. Let G be a graph class having a polynomial (tw, ω)-binding function f(k) = O(kc)
for some constant c. Then, for all ε > 0 the clique number can be approximated for graphs in G in
polynomial time to within a factor of opt1−1/(c+ε).
Proof. Fix an ε > 0 and let G ∈ G. Using the algorithm of Feige et al. [23], we can compute in
polynomial time a tree decomposition of G of width
t = O(tw(G)
√
log tw(G)) .
Since G ∈ G, the assumption on G implies that tw(G) = O(ω(G)c). Consequently,
t+ 1 = O(ω(G)c
√
log(ω(G)c)) = O(ω(G)c(log(ω(G)))1/2) .
This implies that t+1 ≤ ω(G)c+ε as soon as ω(G) ≥ k for a suitable constant k depending only on ε,
c, and the constants hidden in the O notation of the approximation ratio of the algorithm of Feige
et al. and of the binding function. Note that the assumption ω(G) ≥ k is without loss of generality
since otherwise we can compute ω(G) in polynomial time. We thus have ω(G) ≥ (t + 1)1/(c+ε),
and this lower bound can be computed in polynomial time. Since ω(G) − 1 ≤ tw(G) ≤ t, we have
(t+1)1/(c+ε) ≥ ω(G)1/(c+ε). This means that the lower bound (t+1)1/(c+ε) approximates the value
of the clique number ω(G) to within a factor of ω(G)1−1/(c+ε), as claimed.
Note that unless P = NP, the result of Theorem 15 cannot be improved by means of using a
polynomial-time algorithm for computing the treewidth in (tw, ω)-bounded graph classes (which
would allow taking ε = 0), since there exist graph classes with a linear (tw, ω)-binding function in
which the treewidth is NP-hard to compute. In fact, the original NP-hardness proof for computing
the treewidth due to Arnborg et al. [1] produces co-bipartite graphs, and since the vertex set of
every co-bipartite graph G can be covered by two cliques, we have tw(G) ≤ |V (G)|−1 ≤ 2ω(G)−1.
Corollary 6. Let G be a graph class having a linear (tw, ω)-binding function. Then, for all ε > 0
the clique number can be approximated for graphs in G in polynomial time to within a factor of
optε.
Note that the result of Corollary 6 cannot be improved to a polynomial-time approximation
scheme for the maximum clique problem, unless P = NP, as there exist graph classes with a linear
(tw, ω)-binding function in which the clique number is APX-hard to compute, see [13].
For exponential binding functions, the same approach leads to an improvement over the trivial
opt-approximation to the maximum clique (return any vertex), as follows.
Theorem 16. Let G be a graph class having an exponential (tw, ω)-binding function f , say f(k) =
O(ck) for some constant c > 1. Then, the clique number can be approximated for graphs in G in
polynomial time to within a factor of O(opt/ log opt).
Proof. Let G ∈ G. Using the algorithm of Feige et al. [23], we can compute in polynomial time a tree
decomposition of G of width t = O(tw(G)
√
log tw(G)). Since G ∈ G, we have tw(G) = O(cω(G)).
Consequently,
t = O
(
cω(G)
√
log(cω(G)))
)
= O(cω(G)
√
ω(G)) .
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It follows that in polynomial time we can compute a lower bound on the clique number ω(G) of the
form Ω(log t). Since ω(G)−1 ≤ tw(G) ≤ t, this lower bound is of the order Ω(log ω(G)). This means
that it approximates the value of the clique number ω(G) to within a factor of O(ω(G)/ log ω(G)).
7 Open questions
We obtained a first set of results aimed towards classifying (tw, ω)-bounded graph classes, by consid-
ering six well-known graph containment relations and for each of them, characterizing the graphs H
for which the class of graphs excluding H is (tw, ω)-bounded. In conclusion, we pose the following
open problems:
1. Which graph classes defined by larger finite sets of forbidden structures (with respect to various
graph containment relations) are (tw, ω)-bounded?
2. All the (tw, ω)-bounded graph classes identified in this paper have a polynomial (tw, ω)-binding
function. A natural question arises: Does every hereditary (tw, ω)-bounded graph class have
a polynomial (tw, ω)-binding function? A positive answer to this question would answer the
analogous question by Esperet on χ-boundedness (see [42]) for the case of (tw, ω)-bounded
graph classes.
3. Which graph classes have a linear (tw, ω)-binding function?
4. It is a well-known open problem whether treewidth can be approximated within a constant
factor (see, e.g., [23, 63]). Can the treewidth be approximated within a constant factor for
(tw, ω)-bounded classes? What if an additional constraint is imposed on the binding function,
for example that it is polynomial or linear? Note that for graph classes with a linear (tw, ω)-
binding function, a constant factor approximation for treewidth would also imply a constant
factor approximation for the clique number.
5. In order to strengthen the result of Theorem 15 to obtain improved approximation algorithms
for the Maximum Clique problem that would actually compute an approximate solution, we
would need to know something more about the (tw, ω)-bounded graph class G, for example,
that given a tree decomposition of width t for a graph G ∈ G, we can compute in polynomial
time a clique C in G such that t = O(f(|C|)). Which (tw, ω)-bounded graph classes admit such
algorithms?
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