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Abstract
There is a variety of dierent approaches to the specication of software systems
based on graph rewriting. In order to relate these and other state and/or rules based
approaches algebra transformation systems have been introduced. They constitute
a semantic domain that is independent of the way in which the rewriting of graphs or
algebras is dened (implemented). Composition operations and renement relations
have been dened for algebra transformation systems that yield a comprehensive
semantic specication framework in this way. Corresponding notions of rewriting,
transformation system, composition and renement in the dierent graph rewriting
approaches can be compared with these semantic notions to relate them and exhibit
their compatibility.
1 Introduction
Many dierent formalisms for the transformation of graphs and graph like
structures have been proposed that yield state based formal models for soft-
ware systems of various kinds (a survey is given in [17,5]). They support the
rule based specication approach in that sets of rules are given as specica-
tions of the behaviour of the systems. Each specic graph transformation
approach denes when and how a rule can be applied to a graph (or whatever
structure is used to represent the system's states) and how it transforms the
graph. The dynamic behaviour dened in this way thus depends both on the
actual states in that they determine which rules are applicable and on the
rules in that they determine how the states are changed.
Obviously, the semantics of a specication thus depends very much on how
exactly the applicability and the eects of rules are dened in the specic ap-
proach. For example, what happens to the context of a node that is deleted?
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Are all adjacent edges deleted, too, and/or must this be stated explicitly in
the rule? How are conicts of deletion and preservation resolved? Is the ap-
plication of a rule allowed or forbidden in these cases? Beyond the answers
to these questions the proposed approaches furthermore dier in what kind
of structures they support for the representation of states. Simple graphs,
hypergraphs, labelled, typed, attributed graphs, and graph structures are just
some of the used structures. This, of course, also inuences the way in which
the approach can be used to model systems. First, because the system states
must be represented in this structure, and second, because the interplay be-
tween states and rules determines the formal semantics of the specication
and thus inuences the modelling, too.
Thus a modelling decision has to be drawn at the very beginning and|due
to the lack of transitions in between the dierent approaches|the chosen ap-
proach cannot be changed later on. The main problem for a comparison is that
most approaches are based on the way the transformations are implemented,
i.e., the construction of the result(s) of a rule application (with the notable
exception of [14]). A descriptive approach on the other hand would base the
specication framework on the overall semantic notions. That means, instead
of dening how rules transform graphs, rst transformation systems as formal
semantic models of systems would be dened, independently of how they are
constructed. Based on this denition of models a specication framework can
then be built up by dening

abstract specication means to express properties of such systems,

composition operations on the semantic level that represent the composition
of system components,

renement (or other development) relations, also on the semantic level, that
support the iterative development of more concrete design specications
from more abstract design or requirement specications.
That means, the semantics are dened rst descriptively. Then constructions
(of graph transformations, compositions, and renements of specications)
in the dierent approaches can be analyzed and compared w.r.t. the given
semantic structures.
In this paper such a descriptive approach is discussed. It is based on alge-
bras as states, which yields a very comprehensive and expressive framework,
and general algebra transformations to represent the steps of a system. In the
following section the corresponding semantic domain of algebra transformation
systems is presented, with algebra transformation systems as formal models
of dynamic entities (systems, components, objects, etc.), their abstract speci-
cation means, composition operations, and development relations. Then, in
Sect. 3, some applications of this approach are discussed briey. To relate the
descriptive approach of algebra transformation systems to the constructive
graph transformation approaches a corresponding constructive interpretation
of algebra transformation rules as algebra rewrite rules is introduced in Sect. 4.
2
Groe Rhode
That means, transformation rules, that have been introduced as abstract spec-
ication means in the sense of formulas for the description of systems, can also
be used to construct system states by applying them to given states (= alge-
bras). At the end of the paper a short conclusion is given.
2 Algebra Transformation Systems
In a series of papers (see for instance [8,9]) algebra transformation systems
have been developed as a semantic framework in the above discussed sense.
In a nutshell it can be described as follows.
Data states
The data states of a system are represented as partial algebras of an ar-
bitrary signature, constrained by arbitrary sets of conditional existence equa-
tions. This subsumes all kinds of graphs and also allows the use of n-ary
partial functions and predicates. Even more importantly, the signature yields
a language (terms, equations, formulas) to denote elements of the system in a
state and to reason about its properties.
State transformations
State transformations are given (descriptively) by pairs of partial algebras,
the commencing and the ending states of the transformations, decorated by

a family of relations on the carrier sets of the algebras that keep track of
the identity of the elements through state changes,

a set of action instances that are considered as observable activity of the
transformation step.
The actions are specied by an additional action signature that introduces
their names and their parameter type lists.
Control states and transitions
An important feature of transformation systems is the distinction of data
states and control states. That means, the reactivity of the system (its ca-
pability to react or to act) need not be completely determined by the actual
state of the data. Instead, abstract control states and transitions are given
separately as an (unlabelled) transition system. These are labelled then by
partial algebras as data states and algebra transformations respectively. Fig-
ure 1 shows how an unlabelled transition system (with control states b; c; d; : : :
and transitions t
1
; t
2
; : : :) is used to select the data states (B;C;D; : : :) and
transformations the system enters and performs from the class of all partial
algebras and all possible transformations via the labelling, indicated by the
dashed vertical arrows. (Only few possible data states and transformations are
3
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Fig. 1. Denition of a transformation system as a transition system with state and
transition labels
shown obviously. Furthermore, the full transformation with tracking relation
and action set is shown only for transition t
2
.)
Specication of properties
Properties of transformation systems can be classied according to their
structure.

Data invariants, i.e., properties that must hold in each state, can be ex-
pressed as conditional equations (or other formulas) w.r.t. the given signa-
ture of the algebras representing the data states. Their validity is checked
w.r.t. the algebras. Also properties of single states, like initialization or
nalization conditions or properties that are required for a synchronization
fall into this class.

The transformational behaviour of single steps, i.e., the way in which data
states are changed, is expressed by transformation rules. These are given by
pairs of sets of equations L and R that describe the commencing and ending
states of the transformations, and an action expression a(x
1
; : : : ; x
n
) with
formal parameters x
1
; : : : ; x
n
that species which action instances corre-
spond to the steps. The validity of the transformation rules is thus checked
w.r.t. transformations.

The global control ow behaviour of the systems can be specied in dierent
ways (the approach is generic w.r.t. the specication means for the control
ow behaviour). Logic formalisms like temporal or other modal logics spec-
ify sets of labelled transition systems and can also be used for the specica-
tion of transformation systems. Approaches like process calculi, Petri nets,
or statecharts specify single labelled transition (or transformation) systems.
The validity of these global control ow specications is checked w.r.t. the
whole transformation systems.
Composition operations
Composition operations for transformation systems are dened in two
steps. First the transformation systems that shall be composed have to be
connected. This is achieved by specifying a synchronization relation on their
4
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transition systems and an identication relation on their data states and ac-
tions. The former states which transitions can be executed together in one step
of the composed system and which states are synchronous in the sense that
they may form a consistent global system state together. The identication
relation expresses which parts of the data states are shared (built{in static
data types, commonly used data, shared variables, etc.) and which actions
are shared (complementary input/output actions, send/receive, handshakes,
etc.). This connection can be seen as the architecture of the system.
For a set of transformation systems connected in this way a result of the
composition is dened that represents the composed system as a single system
again. That means, it yields an abstract view hiding the internal architecture
of the composed system. Its control states and transitions are given by tuples
of synchronous states and transitions of the local components respectively.
Its data states (and tracking relations) are amalgamations of the local data
states w.r.t. the identication relation, and its action sets are unions of the
local action sets.
Development relations
Development relations of transformation systems are dened in terms of
morphisms of their underlying transition systems and forgetful functors on
their data states (partial algebras) and action sets. These can be combined
in dierent ways and yield thus dierent kinds of development relations like
reductions, extensions, hiding, and restriction. Moreover, they can be com-
bined with closure operations like sequential (transitive) or parallel closure.
This yields further renement or implementation relations.
Note that both composition operations and renement relations are treated
abstractly as schemes here, that can be instantiated in dierent ways to obtain
concrete composition operations and renement relations, respectively. These
schemes are dened categorically in [11]. (A similar categorical analysis of
LTSs has been given in [20] to compare dierent semantics of process speci-
cations.) Connection relations for the composition of transformation systems
yield diagrams whose limits (always exist and) yield the results of the composi-
tion operations. (Similar diagrams (spans) of design specications or temporal
theories have been used in [6,1] for instance to dene superposition and co-
ordination of components.) Development operations are based on morphisms
of transformation systems. This also yields the main compositionality result:
Each family of development steps of local systems that is compatible with their
interconnection yields a unique development of the composed system that is
compatible with the local ones. (Limits are functorial.) Furthermore, the in-
variance of satisfaction of equations in algebras w.r.t. a change of signatures
can be generalized to an analogous satisfaction condition for transformation
systems and those specications that refer to data states or transformations
only (so called data space properties). This implies then that developments
5
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preserve data space properties and that compositions preserve the local data
space properties of their components. Similar results for the global control
ow behaviour cannot be expected in general, due to the generic treatment of
the specication means for these properties.
The categorical treatment of algebra transformation systems also led to a
further generalization that allows the replacement of partial algebras as data
states by models of other institutions (abstract model theoretic / specication
frameworks, see [7]). This yields a very exible specication framework, where
for instance formal models of object oriented systems with object references
and object identities can be represented directly as families of algebras with
links (see [12]). As a global result the construction of an institution of trans-
formation systems from a given institution of data state models is presented
in [11].
3 Applications
Transformation systems have been introduced mainly for the formal compar-
ison of specications and specication techniques. In [9] for example speci-
cations of the alternating bit protocol given in the process calculus CCS [16]
and the parallel programming language UNITY [3] are compared. Develop-
ment relations of the transformation system semantics of their components
sender, channels, and receiver (that are conservative extensions of their given
semantics in CCS and UNITY respectively) are established and a composi-
tional comparison is discussed. This shows how the common semantic domain
supports comparisons of specications that are extremely dierent accord-
ing to their underlying assumptions and specication paradigms (handshake
communication via message exchange vs. asynchronous access to shared vari-
ables, specication of the temporal order of atomic actions vs. rule based
non{deterministic transformation of internally structured data states etc.). In
[11] also the interpretation and integration of other specication approaches
like Petri nets and graph grammars are discussed.
The composition operations introduced on the semantic level for trans-
formation systems have been applied in [13] to dene new composition op-
erations for graph transformation systems. Beyond amalgamation of graph
transformation rules that had been used before also synchronization relations
as mentioned above are supported. They specify which actions may be syn-
chronized by executing their amalgamated rules. This yields more control
over the composition of systems based on the (intuitive) synchronization of
actions.
Another application of the renement relations of transformation systems
can be found in [18] where modules for typed graph transformation systems
have been introduced. These are given by an export and an import interface
and a body that realizes the services oered at the export interface, using
the services required at the import interface. The parts (export, import,
6
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body) are given by typed graph transformation system specications in any
approach. Export and body are related by a renement relation that species
how the export services are realized. Corresponding notions of preservation of
behaviour|as dened for transformation systems in general|are used to show
that the expected behaviour as specied at an export interface is guaranteed by
the implementation in the body and is stable w.r.t. the composition operations
for modules dened in [18].
Beyond these specication formalisms, that have both a formal syntax and
a formal semantics, also software modelling techniques have been considered.
Their semantics are usually only dened informally, as for the dierent dia-
gram techniques of the Unied Modeling Language [19,2]. The integration of
software models and specications is again achieved by their common inter-
pretation in the domain of transformation systems (see [12]). They can be
used in this case to make suggestions for formal semantics for such modelling
techniques and at the same time exhibit their interrelations and possibilities
for a semantic integration.
4 Algebra Rewriting
In the previous sections the descriptive framework of transformation systems
has been sketched. Thereby also transformation rules as specication means
for the transformational behaviour of systems have been mentioned. These
transformation rules can also be interpreted constructively, i.e., they can be
applied to partial algebras to transform them, like graph grammar rules are
applied to transform graphs. The basic idea thereby is to reduce algebras|
via an adjunction|to presentations that can be manipulated by simple set
operations, like subtraction, intersection, and union. The latter yield the
expected eect of a rule: Delete (subtract) the image of the left hand side of
the rule in the algebra, retain the parts that are in the intersection of left and
right hand side, and add (by union) the corresponding parts of the right hand
side. (A more detailed presentation of the contents of this section is given in
[10].)
Let  = (S; F ) be an algebraic signature. A {presentation P = (P
S
; P
E
)
is given by an S{indexed set P
S
= (P
s
)
s2S
, the generators, and a set P
E

Eqns

(P
S
), the equations. A presentation is functional if P
E
is a set of function
entries over P
S
, i.e.,
P
E
 ff(a) = b j f : w! v 2 F; a 2 P
w
; b 2 P
v
g  Eqns

(P
S
) :
Presentations yield a category and adjunctions with each category of partial
algebras PAlg( ), where   = (;CE ) is an extension of  by conditional
(existence) equations. A partial  {algebra A is thereby mapped (by the right
adjoint) to its carrier sets A
S
and its function entries A
E
= ff(a) = bjf
A
(a) =
bg. If a presentation P is functional and consistent, i.e., it does not contain
pairs of function entries f(a) = b and f(a) = b
0
with b 6= b
0
, then the partial
{algebra generated by P is essentially the same as P . Otherwise elements
7
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(generators) must be identied and/or new elements must be generated to
satisfy the conditional equations.
A transformation rule r = ( =^ P
l
! P
r
) is given by a functional {
presentation P
l
= (X
l
; E
l
), an arbitrary {presentation P
r
= (X
r
; E
r
), and an
action expression  = a(x
1
; : : : ; x
n
), where the formal parameters x
1
; : : : ; x
n
are elements of X
l
[X
r
and a is an action name with appropriate parameter
type list. Let the symmetric dierences and intersections of r be given by
X
0
l
= X
l
 X
r
X
c
= X
l
\X
r
X
0
r
= X
r
 X
l
E
0
l
= E
l
  E
r
E
c
= E
l
\ E
r
E
0
r
= E
r
  E
l
Now let A be a partial (;CE ){algebra with presentation P
A
= (A
S
; A
E
). A
match mt = (m; t) of r in A is given by a presentation morphismm : P
l
! P
A
,
i.e., an instantiation of the variables X
l
in A such that the instances of the
equations E
l
w.r.t. m are satised by A, and a binding of the variables X
0
r
to terms, i.e., a mapping t : X
0
r
! Term

(X
l
[X
r
). Then the rewriting step
r=mt = (a(m(x
1
); : : : ; m(x
n
)) : A) B) rewrites A into the partial  {algebra
B that is dened as follows.
(i) First all elements of A that are images of X
0
l
under m are removed and
all elements of X
0
r
are added:
B
S
:= (A
s
 m(X
0
l
)) ]X
0
r
:
(ii) From A
E
all those function entries that are instances of E
0
l
under m are
removed. Then corresponding instances of the equations E
0
r
are added
and instances of the equations x = t(x) for x 2 X
0
r
, representing the
binding of the newly generated elements to names according to the t{
part of the match.
B
0
E
:= (A
E
  E
0
l
[m]) [ E
0
r
[m] [ f(x = t(x))[m] j x 2 X
0
r
g :
(iii) The equations in B
0
E
might still contain elements that have been in A
S
but are no longer in B
S
. These have to be removed by restricting B
0
E
to
B
S
:
B
E
:= (B
0
E
)j
B
S
:
(iv) Finally the result B is dened as the partial  {algebra freely generated
by the {presentation (B
S
; B
E
) :
B := PAlg
 
(B
S
; B
E
) :
Consider the following examples.
The create rule
create(x) =^ (;; ;)! (x : s; ;)
can be used to create a new element and bind it to an identier, given for
instance by a ground term. Let c :! s be a constant symbol in  and A a
partial algebra where c is not dened. Then the application of create(c) via
8
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1
a

1
a

t(a)
2
b

3
c 
d

4
del(3) 


2
b

t(b) s(c)
c 
4
s(d)
d

5
5
Fig. 2. The deletion of node 3, with active constraints.
the match m = ; and t(x) = c yields an algebra B given by B
s
= A
s
] fxg,
where x is an arbitrary new element not contained in A
s
, B
s
0
= A
s
0
for all
s
0
6= s, and B
E
= A
E
[ fx = cg. That means, x is the interpretation of c in
B. Thus in B a new element is created that can be referenced by the name
c. If c were already dened in A, then B would be isomorphic to A, because
the equations x = c and c
A
= c imply x = c
A
.
Graphs can be considered as partial algebras of the specication graph given
by
sorts node, edge
funs s,t: edge ! node
ceqns s(e)#, t(e)#
where r# is the denedness predicate, corresponding to the existence equation
r = r. That means, s and t must be total functions. Consider now the
following rule for the deletion of nodes:
del(n) =^ (n : node; ;)! (;; ;)
The application of del(3) for instance is depicted in Figure 2. In the last
step (B
S
; B
E
) 7! PAlg(B
S
; B
E
) = B of the construction of the result of the
rewriting sources and targets are reconstructed for the dangling edges, due
to the consistency axioms s(e) #; t(e) # (totality of source and target) in the
specication. That means, the axioms become active constraints that repair
the inconsistencies arising from the deletion.
Simple graphs, i.e., graphs with at most one edge between two nodes, can
be described by the additional axiom s(e) = s(e
0
) ^ t(e) = t(e
0
) ) e = e
0
,
or by the following specication, that introduces edges as relations instead of
items with own identities.
sorts node
funs edge: node, node
9
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Fig. 3. The deletion of node 3, with side eects.
In this case the application del(3) w.r.t. the same rule yields the rewriting
step depicted in Figure 3. The edges adjacent to 3 are deleted as side eect of
the deletion of 3, due to the restriction of function entries to the elements that
have been retained in the rewrite step. (Cf. the third step of the construction
of the rewriting on the page 8.)
Under certain conditions the rewriting can be described by commutative
diagrams and pushouts in the category of partial  {algebras. This yields also a
formal comparison with the DPO approach to graph rewriting (see [4]; a com-
parison with other approaches to algebra rewriting can be found in [15]). Let
C be the partial  {algebra generated by the presentation (A
S
 m(X
0
l
); (A
E
 
E
0
l
[m])j
C
S
), representing the deletion part of the rewriting step. If a match
mt = (m; t) is conict free, i.e., elements of X
0
l
and X
c
and equations of E
0
l
and E
c
respectively are not identied by m, the diagram shown in Figure 4,
where P
c
= (X
c
; E
c
), can be constructed and commutes. (The morphisms
i
l
: C ! A and i
r
: C ! B in the diagram that always exist also yield the
tracking relation of the rewriting step: a  b if there is a c 2 C with i
l
(c) = a
and i
r
(c) = b.) This diagram shows in particular, that the right hand side of
the rule is contained in the result B if the match is conict free. If, moreover,
the binding of new variables (from X
0
r
) is not used, i.e., the t{part of the
match mt is an inclusion, then diagram (2) is a pushout diagram. Finally, if
in addition the restriction of m to X
0
l
is injective and there are no side eects,
then also diagram (1) is a pushout diagram. (A side eect is given by the
deletion of a function entry from A which is not an instance of some e 2 E
0
l
due to the restriction of B
0
E
to B
S
.)
Concerning the specication of dynamic systems with algebra rewriting
rules thus the following conclusions can be drawn.

Partial algebras with conditional existence equations are a powerful and
exible means for the representation of system states. Data and objects
PAlg(P
l
)

l

(1)
PAlg(P
c
)

c

p
l pr 
PAlg(P
r
)

r

(2)
A C
i
l

i
r

B
Fig. 4. Diagrammatic representation of a rewriting step
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can be integrated, for example, stacks of object references can be used.

Algebraic signatures yield a language to denote elements in dierent states
which may yield their identities. (The evaluation of a constant of the sig-
nature in dierent algebras representing dierent states yields its mutable,
state dependent values. The identication relations of the transformations
may be larger, however.) New elements can be bound to names, given by
terms or constants of the signature, which makes them accessible in sub-
sequent states. Equations or other formulas can be used to reason about
state properties explicitly.

The rewriting of algebras is very general (it can be applied to algebras of
arbitrary conditional specications) and based on simple and intuitive set
operations. Using only signatures the rewriting of algebras coincides with
the removing and adding of elements and function entries.

W.r.t. the transformational behaviour of algebra rewriting rules just items
with own identities and relations (without identities) need to be distin-
guished. Both can be deleted or added, but in a deletion the removal of an
item with identity has the side eect of removing all relations the item took
part in. These are the only side eects. There are no matching conditions
for rules, except that the instances of the explicitly stated equations must
be satised.
5 Conclusion
In this paper I have given a brief survey on algebra transformation systems and
their use to compare and integrate dierent formal and semiformal specica-
tion techniques. In this framework also dierent approaches to graph rewriting
can be compared, as discussed in Section 4. However, the main contribution
to the unication should be seen in the general semantic approach pursued by
the transformation system framework. That means, rst the formal semantic
objects, operations, and relations are xed, and then syntactic presentations
are sought. This distinguishes the transformation system approach from other
eorts to unify and compare especially graph transformation systems.
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