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Artikel ini membahas modifikasi metode iterasi dua langkah dengan menggunakan 
kombinasi linier tiga parameter dan tiga metode iterasi berorde konvergensi tiga 
yang masing-masing dihasilkan dari penjumlahan metode Potra-Ptak dan metode 
varian Newton, modifikasi metode varian Newton  rata-rata kontra harmonik, dan 
Metode Newton-Steffensen. Berdasarkan hasil kajian diperoleh bahwa metode 
iterasi baru memiliki orde konvergensi empat untuk  1 = 2,  2 = 3   3 dan 3  
yang melibatkan tiga evaluasi fungsi dengan indeks efisiensi sebesar 41/3  1,5874. 
Simulasi numerik diberikan untuk menunjukkan performa metode iterasi baru 
dibandingkan dengan metode Newton, metode Potra-Ptak, dan metode Chebyshev.   
 
Kata Kunci. Indeks efisiensi, metode Newton, metode Potra-Ptak, metode Newton-
Steffensen, orde konvergensi. 
 
1. Pendahuluan 
Persamaan nonlinear merupakan representasi matematis dari persoalan 
nyata bidang sains dan tehnik. Hampir sebagian besar persamaan nonlinear 
muncul dalam bentuk persamaan  matematika yang cukup rumit dan 
kompleks, sehingga  penyelesaian analitik sering tidak mampu menemukan 
solusi dari persamaan nonlinear tersebut. Oleh karena itu, penyelesaian 
alternatif yang digunakan adalah penyelesaian numeris berupa perhitungan 
komputasi yang dilakukan secara berulang. Penyelesaian persamaan 
nonlinear dimaksud dalam bentuk  
 f(x) = 0. (1) 
Salah satu metode iterasi yang sering digunakan untuk menyelesaikan 
persamaan nonlinear (1) adalah metode Newton dengan bentuk iterasi  
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, n = 0, 1, 2, 3, … . (2) 
Metode Newton konvergen secara kuadratik dan melibaktkan dua evaluasi 
fungsi dengan indeks efisiensi sebesar 1,4142. 
 
Beberapa peneliti mengembangkan metode iterasi dengan orde konvergensi 
tiga menggunakan skema langkah kedua,  sebagaimana yang dilakukan oleh 
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dengan  yn didefinisikan oleh (2). 
 
Selanjutnya Chun (2006) juga melakukan pengembangan terhadap metode 
Newton dengan menggunakan metode analisis homotopi dengan orde 
konvergensi tiga sebagai berikut:      
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Metode iterasi yang dikemukaan pada persamaan (3) – (6) merupakan 
metode iterasdi dengan orde konvergensi tiga. Oleh karena itu, pada 
makalah ini dilakukan improvisasi orde konvergensi tanpa menambah 
evaluasi fungsi, sehingga metode iterasi menjadi optimal (Kung dan Traub 
(1974)).   
 
Oleh karena itu, pada artikel ini akan dikontruksi metode iterasi dua langkah 
dengan menggunakan penjumlahan secara linear persaman (3) – (6) dengan 
melibatkan tiga parameter real  1,  2 dan  3. 
Pada bagian akhir, diberikan simulasi numerik untuk menguji performa 
metode iterasi yang diusulkan kemudian dibandingkan dengan metode 
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iterasi lainnya, seperti: metode Newton, metode Potra-Ptak, dan metode 
Chebyshev.  
 
2. Hasil dan Pembahasan 
2.1. Metode Iterasi yang Dikembangkan 
 
Pada bagian ini membahas metode iterasi dua langkah yang merupkan hasil 
penjumlahan linear dari tiga metode baru. Untuk menentukan metode 
pertama, perhatikan kembali metode Potra-Ptak dan metode varian Newton  
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Kemudian Persamaan (7) dan Persamaan (8) dijumlahkan dengan bentuk 
sebagai berikut  
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Selanjutnya, untuk menentukan metode kedua, dilakukan dengan 
memodifikasi metode varian Newton dengan menggunakan rata-rata kontra 
harmonik dalam bentuk 
 1
( ) 2 ( )
.
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Persamaan (11) dapat ditulis dalam bentuk  
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Bentuk aritmetika 
'( ) '( )
2
n nf x f y  diganti dengan bentuk rata-rata kontra 
harmonik  
2 2'( ) '( )
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Persamaan (13) melibatkan empat evaluasi fungsi, yaitu f(x), f'(xn), f(yn) dan 
f'(yn). Oleh karena itu, untuk mengurangi penggunaan evaluasi fungsi pada 
Persamaan (13), maka f '(yn) diaproksimasikan dengan menggunakan hasil 
penyetaraan metode Homeir dan Steffensen sebagaimana yang dilakukan 
oleh Chun (2008) dengan bentuk 
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Untuk mengkontruksi metode iterasi dua langkah yang baru dilakukan 
dengan menjumlahkan metode iterasi pada (13), (15) dan (16) secara linear 
sebagaimana dilakukan oleh Chun (2007), Jisheng (2007) dan Ezatti dkk 
(2011) dengan melibatkan tiga parameter real  1,  2 dan  3 dalam bentuk 
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Kemudian Persamaan (17) disederhanakan, maka metode iterasi dua 
langkah secara lengkap ditulis menjadi 
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2.2. Orde Konvergensi 
 
Sebuah metode dikatakan baik bila metode tersebut efektif. Keefektifan 
metode dilihat dari indeks effisiensinya dan semakin tinggi orde 
konvergensi, maka semakin baik pula metode tersebut dalam menghampiri 
akar-akar suatu persamaan. Untuk menentukan orde konvergensi iterasi dua 
langkah dengan kombinasi linier tiga metode akan dijelaskan oleh teorema 
sebagai berikut: 
Teorema 1: Asumsikan D  adalah akar dari fungsi )(xf  yang 
terdiferensial RDf :  pada interval terbuka D . Jika 0x  cukup dekat ke  , 
maka Persamaan (18) mempunyai orde konvergensi empat untuk 1 2   ,
2 33    dan 3    dengan persamaan galat berikut 
3 4 5
1 2 3 2 3( 7 ) ( )n n ne c c c e O e     . (19) 
Bukti: Misalkan   adalah akar persamaan nonlinear )(xf , maka .0)( f
Asumsikan ( ) 0f x   dan n nx e  . Selanjutnya, diaproksimasikan fungsi 
)(xf disekitar   dengan menggunakan deret Taylor, sehingga diperoleh: 
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Jika Persamaan (20) dibagi dengan Persamaan (22), maka diperoleh: 
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Substitusikan Persamaan (23) ke Persamaan (18a), dan oleh karena
, nn ex Persamaan (18a) dapat ditulis 
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 2 2 3 3 4 52 3 2 2 3 4 2(2 2 ) ( 7 3 4 ) ( )n n n n ny c e c c e c c c c e O e         . (24) 
 
Ekspansi deret Taylor disekitar  terhadap )( nyf  diberikan oleh 
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dan kuadrat dari (20) dan (25), masing-masing diberikan oleh 
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Langkah selanjutnya substitusikan Persamaan (31) ke Persamaan (18), dan 
dengan menggunakan 1nx  = 1  ne , maka diperoleh orde konvergensi dari 
(22) sebagai berikut 
 2 31 1 2 3 1 2 3 2
1
( 1) (3 2 2 )
2
n ne c e               
  3 4 51 2 3 2 1 2 3 2 3(6 3 ) (5 3 3 ) ( )n nc c c e O e             (32) 
Persamaan (32) merupakan galat metode iterasi (18), dan sekaligus 
memberikan informasi bahwa orde konvergensi (18) dapat ditingkatkan 
dengan mengambil  
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1 2 3 1     = 0  (33a) 
1 2 33 2 2 0     .  (33b) 
 
Oleh karena itu, dengan menyelesaikan (33), diperoleh 1 2    dan 
2 33   , 3  . Selanjutnya, dengan mensubstitusikan kembali 1 2    
dan 2 33    ke (36), diperoleh 
  3 4 51 3 2 2 3(9 ) ( )n n ne c c c e O e      (37) 
Persamaan (37) memberikan beberapa kemungkinan munculnya metode-
metode iterasi baru berode konvergensi empat dengan mengambil 
sembarang nilai 3  . 
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2.3. Simulasi Numerik 
 
Simulasi numerik dilakukan untuk menguji performa metode iterasi 
kombinasi tiga metode pada (18) yang disingkat KTLM, kemudian 
dibandingkan dengan metode iterasi lainnya, seperti: metode Newton yang 
disingkat MN (Traub (1964)), metode Potra-Ptak disingkat MPP (Potra dan 
Ptak (1994)), dan metode Chebyshev disingkat MC3 (Kanwar dkk (2008)).  
 
Pada simulasi numerik ini, perhitungan komputasi dilakukan menggunakan 
software Maple 13 dengan ketelitian 850 angka dibelakang koma. Adapun 
fungsi-fungsi real yang digunakan sebagai berikut 
 1,0)(1 




x  ,  = 4,306584728220692,  
 xxxf  )cos()(3 ,  = 0,739085133215160, 
 1)1()( 34  xxf ,  = 2,0000000000000000, 
 104)( 235  xxxf ,  = 1,365230034140968,  
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 1)1cos()( 326
2
  xxexf xx ,  = -1,0000000000000000, 
 1)(sin)( 227  xxxf ,  = 1,404491648215341, 
 xxxf )(8 ,  = 1,0000000000000000. 
 
Untuk membatasi perhitungan komputasi pada saat menentukan jumlah 
iterasi dan COC, maka penghentian komputasi dilakukan jika memenuhi 
kriteria  1n nx x    , dengan  = 
9510 . 
Jumlah iterasi dan orde konvergensi yang dihitung secara komputasi 
atau computational order of convergence (COC), yang mana nilai-nilai COC 
ditampilkan dalam kurung, diberikan pada Tabel 1.  
 
Tabel 1 Jumlah Iterasi dan COC dengan ε = 10-95  
 
Tabel 1 
menunjukkan bahwa metode modifikasi kombinasi linear tiga metode (KLTM 4) 
dengan 21   lebih baik dari empat metode lainnya, karena memiliki jumlah 
iterasi yang lebih sedikit. Selain itu, berdasarkan nilai COC dapat dilihat bahwa 
metode KLTM 4 memiliki orde konvergensi empat. 
 
Selanjutnya akurasi suatu metode iterasi dapat dilihat dari galat relatif yang 
dihasilkan pada iterasi tertentu. Pada kasus ini, galat relatif yang dibandingkan 
berdasarkan jumlah total evaluasi fungsi (total number of functional evaluations 
(TNFE)) dari setiap metode iterasi yaitu sebesar 12 evaluasi fungsi. 
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Tabel 2 Perbandingan  |xn+1-xn| dengan TNFE = 12 
 
Tabel 2, mennjukkan perbandingan galat relatif dari metode-metode iterasi 
yang dibandingkan. Berdasarkan Tabel 2, dapat dilihat bahwa akurasi 
metode KTLM secara umum lebih baik dibandingkan dengan metode 
Newton, metode Potra-Ptak, dan metode Chebyshev.  
 
3. Simpulan 
Pada artikel ini, metode iterasi baru dikontruksi dengan menggunakan 
combinasi linear tiga parameter real 1, 2 dan 3 yang melibatkan tiga 
evaluasi fungsi yaitu yaitu f(xn), f(yn) dan f '(xn). Order konvergensi metode 
iterasi dua langkah  menjadi optimal ketika ,3,2 321   dan 3   
Dengan demikian, metode ini memiliki indeks efisiensi 5874,14 3
1
  yang 
mana lebih baik jika dibandingan metode Newton 4142,12 2
1
 , metode Potra-
Ptak ,4422,13 3
1
 metode Chebyshev 
1
33 1,4422 .  Secara umum, metode iterasi 
baru lebih baik dibandingkan dengan metode-metode iterasi lainnya. 
 
Selanjutnya, metode terasi baru dapat dikembangkan orde konvergensinya 
dengan mengubahnya menjadi metode iterasi tiga langkah. 
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