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Unambiguous and complete determination of the Fermi surface is a primary step in understanding
the electronic properties of topical metals and semi-metals, but only in a relatively few cases has this
goal been realized. In this work, we present a systematic high-field quantum oscillation study up
to 35 T on ZrSiS, a textbook example of a nodal-line semimetal with only linearly dispersive bands
crossing the Fermi energy. The topology of the Fermi surface is determined with unprecedented
precision and all pockets are identified by comparing the measured angle dependence of the quantum
oscillations to density functional theory calculations. Comparison of the Shubnikov-de Haas and de
Haas-van Alphen oscillations at low temperatures and analysis of the respective Dingle plots reveal
the presence of significantly enhanced scattering on the electron pocket. Above a threshold field
that is aligned along the c-axis of the crystal, the specific cage-like Fermi surface of ZrSiS allows
for electron-hole tunneling to occur across finite gaps in momentum space leading to quantum
oscillations with a complex frequency spectrum. Additional high-frequency quantum oscillations
signify magnetic breakdown orbits that encircle the entire Dirac nodal loop. We suggest that
the persistence of quantum oscillations in the resistivity to high temperatures is caused by Stark
interference between orbits of nearly equal masses.
INTRODUCTION
The electronic properties of almost all metals and semi-
metals of current interest, be they correlated, topological
or both, are determined by their low-energy excitations,
i.e. those in the vicinity of the Fermi level. Hence, precise
knowledge of the underlying Fermi surface is a fundamen-
tal step in elucidating the physics of the material in ques-
tion. Examples of such determinations in materials of
current intrest, however, are few and far between. Within
the sphere of correlated electron systems, a recent angle-
resolved photoemission spectroscopy (ARPES) study of
the layered perovskite Sr2RuO4 enabled the most precise
estimate to date of the (correlation-modified) spin-orbit
coupling [1]. A decade earlier, a combined study of angle-
dependent magnetoresistance (ADMR) and quantum os-
cillations (QOs) revealed the entire three-dimensional
structure of the Fermi surface of the overdoped cuprate
Tl2Ba2CuO6+δ [2, 3]. Earlier still, pioneering QO stud-
ies revealed a near-complete picture of the multiple Fermi
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surfaces of the unconventional heavy fermion supercon-
ductor UPt3 [4].
Topological materials are, for the most part, uncorre-
lated and as such, band structure calculations based on
density functional theory (DFT) ought to provide an ac-
curate estimate of the topological features of the Fermi
surface such as protected linear band crossings. Confir-
mation of this association, however, is often hindered by
the presence of additional carriers in the bulk in topolog-
ical insulators or other bands with a quadratic dispersion
relation in the band structure of topological semimetals.
Bi2Se3 is a classic example. Although Bi2Se3 is arguably
the simplest member of the family of three-dimensional
topological insulators [5], accessing the topological sur-
face states in transport is invariably obscured by a large
residual carrier density in the bulk. And while QOs are a
powerful means to distinguish between bulk and surface
charge carriers via their angle dependence [6], their anal-
ysis and interpretation remain controversial. In the case
of Weyl semimetals, there has been a great deal of spec-
troscopic evidence supporting the existence of Fermi arcs
[7]. However, candidate materials often display a com-
plex band structure that contains multiple Weyl points as
well as other topologically trivial Fermi pockets, thereby
rendering incomplete our understanding of their elec-
tronic properties [8, 9].
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2In this contribution, we report on the full determina-
tion of the Fermi surface of the Dirac nodal-line semi-
metal (NLSM) ZrSiS. NLSMs are not only ideal systems
with which to investigate the properties of charge car-
riers with a linear dispersion relation, they also have
the potential to create a platform for research on topo-
logical correlated matter. Theoretical predictions show
that screening of the (long-range) Coulomb interaction
is weaker in these materials compared to conventional
metals owing to a vanishing density of states near the
Fermi energy [10]. This, in combination with the metal-
lic nature of NLSMs, makes this material class more sus-
ceptible to the development of a macroscopically ordered
state such as superconductivity, magnetism, charge den-
sity wave or even excitonic order [11–13]. Initial in-
dications of correlation effects in ZrSiS were reported
in Ref. [14] while tip-induced superconductivity was re-
ported recently [15]. ZrSiS also shows a number of other
striking properties including an optical conductivity that
is independent of frequency over a large frequency range
[16] and a butterfly-shaped angle-dependent magnetore-
sistance [17]. In order to account for all of its remarkable
material properties, however, complete knowledge of the
Fermi surface topology of ZrSiS is essential.
Here, we report the determination of the full Fermi
surface topology of ZrSiS through a detailed and high-
resolution study of de Haas-van Alphen (dHvA) and
Shubnikov-de Haas (SdH) oscillations in high magnetic
fields up to 35 T. All six extremal orbits predicted from
the Fermi surface calculated by DFT are identified ex-
perimentally. In addition, we observe a plethora of other
frequencies arising from magnetic breakdown correspond-
ing either to linear combinations of adjacent pockets or
to large orbits enclosing the area of an entire nodal loop
that, when taken together, markedly constrain the ge-
ometry and location of the individual (electron and hole)
Fermi pockets. Employing the temperature dependence
of the dHvA oscillations, we demonstrate that the cy-
clotron masses of the breakdown orbits are in good agree-
ment with theoretical predictions for electron-hole tun-
neling. We also assign the individual high-frequency or-
bits that are formed across gaps in the Fermi surface
enclosing different windings around vertices.
This study confirms ZrSiS to be a textbook NLSM in
the sense that the Fermi surface is composed entirely of
bands with a Dirac-like dispersion that form individual
nodal loops in a cage-like network of band crossing lines
close to the Fermi level truncated only by weak spin-
orbit interaction. Certain features of the experimentally-
derived Fermi surface, however, are not captured by
DFT, possibly due to correlation effects that are not
taken into account in the original band structure calcu-
lations. Moreover, a comparison between the QO results
obtained by torque (determined by the single-particle re-
sponse) and transport (determined by the collective re-
sponse) provides evidence for scattering hot-spots on one
of the pockets. Finally, it is revealed that the QO extend-
ing up to 100 K in the transport data [14] have a different
form from those seen at lower temperatures. We specu-
late here that the specific cage-like Fermi surface of ZrSiS
provides the necessary condition for a quantum interfer-
ometer to be realized.
EXPERIMENTAL DETAILS AND ANALYSIS
Single crystals of ZrSiS were grown by placing elemen-
tal ratios of Zr, Si and S together with a small amount of
I2 in a carbon coated quartz tube. The tube was sealed
under vacuum and heated to 1100◦C for a week. A tem-
perature gradient of 100◦C was applied. The resulting
crystals were wrapped in Zr foil and annealed under vac-
uum at 600◦C for 3 weeks. The structure and composi-
tion were verified with powder X-ray diffraction and EDX
on individual crystals.
We employed capacitive torque magnetometry to mea-
sure dHvA oscillations. The sample was glued on top
of a copper-beryllium plate and the capacitance between
two plates was measured with an analogue capacitance
bridge with a frequency operating at 50 kHz. For the
transport experiments, we evaporated Ti and Au on four
lines across the samples and attached Au wires of 25
and 50 µm diameter directly to the Au strips with a
small drop of silver conductive paste (Dupont 4929). The
resistance data were acquired in four-probe configura-
tion with a constant current excitation of 1 mA using
standard lock-in acquisition. Torque magnetometry and
transport experiments have been performed on a rotating
stage and cooled in a 3He system with a base tempera-
ture of 0.3 K. The field measurements were carried out
in a resistive Bitter magnet at the HFML, with a maxi-
mum field strength of 35 T. All Fast Fourier transforms
(FFTs) presented here are analyzed using the Hann win-
dow function with an appropriate zero-padding.
FERMI SURFACE
ZrSiS is a member of the family of compounds with
the general formula XSiY (X = Zr, Hf and Y = S,
Se, Te). Its crystal structure (tetragonal space group
P4/nmm) has a PbFCl structure type [18]. Layers of
Zr and S are sandwiched between square nets of Si ly-
ing on glide planes (within the ab plane) that provide
the appropriate two-dimensional (2D) square lattice mo-
tif with non-symmorphic symmetry that Young and Kane
first predicted would harbor topologically protected 2D
Dirac cones [19]. In the absence of spin-orbit coupling
(SOC), all bands near the Fermi energy EF in ZrSiS
have a Dirac-like dispersion [18, 20–22] forming a line
node in the Brillouin zone that gives rise to a cage-like
Fermi surface. At the (high symmetry) X-point, there is
3a linear band crossing located around 0.7 eV below EF
that is associated with the protected 2D Dirac fermions
[18] and which survives the introduction of SOC. Other
Dirac-like bands near EF [18] however become gapped in
the presence of SOC. Surface states have also been ob-
served in ARPES experiments though these have been
attributed to a reduced symmetry at the surface rather
than to band inversion [20]. Previous DFT calculations
have generated many variations on the possible Fermi
surface geometry of ZrSiS [14, 17, 22–26]. In Fig. 1(a),
we show the three-dimensional (3D) Fermi surface plot
of ZrSiS obtained from our own DFT calculations; for
details see Supplemental Material [27]. As will be shown
below, all elements of this DFT-derived Fermi surface
are reproduced in our high-resolution dHvA study, thus
giving us confidence that Fig. 1(a) captures the essential
features of the Fermi surface that reproduces largely the
experimental results. (Note that while ARPES [18, 20–
22] and FT-STS [28, 29] have confirmed the diamond-like
Fermi surface within the plane, it is essentially derived
from the projected surface Brillouin zone - the so-called
ΓXM -plane). The Fermi surface of ZrSiS has a cage-
like shape within the (kx, ky)-plane that is quasi-2D, i.e.
open along kz but still strongly dispersive. For illustra-
tion, we label the individual electron and hole pockets
which we identify in here in Fig. 1(a). In total, we iden-
tify six extremal orbits: α and β in the Z-R-A-plane, γ2,
δ2 in the Γ-X-M -plane, while γ1 and δ1 reside between
the Z-R-A and Γ-X-M -planes.
We now proceed with our experimental findings. In
Fig. 1(b,c), torque τ as a function of the magnetic field
B aligned with the c-axis of the sample is shown for sev-
eral chosen temperatures. With decreasing temperature,
we observe a complex pattern of well-pronounced QOs.
In the following, we present an analysis of the QO pat-
tern that we divide into two parts. We will first focus
on frequencies f <1 kT before turning our attention to
high frequency QO that, in fact, develop already above
4.5 T at 0.34 K, as highlighted in inset (i) to Fig. 1(c).
For illustration, the corresponding FFT in the field range
between 3.7 and 5.56 T is shown in inset (ii) revealing two
high frequencies above 8 kT.
In total, we have measured both dHvA and SdH os-
cillations on three samples from the same growth. The
resulting FFTs (f < 1 kT) obtained at the lowest tem-
peratures are shown in Fig. 2(a) and (b) in a range from
0.7 to 33 T (31 T), respectively. Panels (c) and (d) also
illustrate the projections of the DFT-derived Fermi sur-
face at Θ= 0◦ (B ‖ c-axis) within the Z-R-A plane, and
the Γ-X-Mplane.
Multiple peaks are observed and have been labeled and
color-coded according to their origin. Using the Onsager
relation, we relate the frequencies f observed in the FFT
spectra to the extremal areaAF of the individual pockets:
f = (~/2pie)AF [30]. All orbits with their corresponding
frequency and mass are summarized in Table I. The cy-
FIG. 1: (a) 3D Fermi surface of ZrSiS. High symmetry points
in the centre and the top surface of the Brillouin zone are in-
dicated. All pockets observed in the dHvA oscillations are
labelled by greek letters. Electron and hole pockets are col-
ored green and blue, respectively. (b) Torque τ as a function
of magnetic field for temperatures between 30 and 4.2 K and
(c) at 0.34 K with B oriented parallel to the c-axis of the
crystal. The signal is composed of quantum oscillations with
multiple frequencies below 1 kT as well as a high frequency
part. The insets show a magnification of (i) τ in a regime
between 4.8 and 5 T and (ii) a FFT performed between 3.7
and 5.56 T indicating the presence of two frequencies above
8 kT.
clotron masses we determined by analyzing the tempera-
ture and field dependence of the QO signals, with an ap-
propriate procedure adopted so that the finite field range
does not affect the mass. Low-field measurements of the
magnetization of ZrSiS and the corresponding mass anal-
ysis including a general discussion on the QO analysis are
presented in the SM, sections I and IV, respectively [27].
The closed orbits of the Fermi surface are then deduced
by comparing the experimental variation of the frequen-
cies obtained from the angle dependence of the torque
signal as B is rotated from [001] to [110], illustrated in
Fig. 3; for details see section II and the III in the Sup-
plemental Material [27]. The comprehensive nature of
our study allows us to unambiguously determine the in-
dividual pockets. Because our study covers such a large
4FIG. 2: (a) Fast Fourier Transform of the dHvA oscillations at T= 0.34 K and (b) SdH oscillations at 0.4 K in a frequency
range below 1 kT. Fermi surface of ZrSiS in the Z-R-A(c) and Γ-X-M plane (d). Multiple frequencies are visible that have
been labeled and color coded according to their origin (electron or hole pockets). The α and β frequencies (f = 240 and 420 T
respectively) originate from the two distinct electron and hole pockets in the Z-R-A-plane as shown in (c). These pockets are
separated by a small gap in momentum space ∆k that arises due to spin-orbit coupling (see inset).
FIG. 3: Angular dependence of the dHvA oscillations for f <1 kT: (a) Fast Fourier Transforms in the range from 0.6 to 15.77 T
taken from dHvA oscillations at T = 1.2 K in steps of 2◦ from [001] to [110] - curves are offset for clarity. (b) Comparison
between the frequencies from the QOs (Exp.) and DFT calculations at different angles corresponding to different elements
(pockets) of the Fermi surface of ZrSiS.
5TABLE I: Identified orbits, extracted frequencies and ex-
tracted cyclotron masses from the experiment compared to
the frequencies and cyclotron masses from the DFT calcula-
tions. The frequencies of the fundamentals are highlighted in
bold text. Harmonics (2α, 2β) have been omitted. The orbits
are labeled in the corresponding planes of the Fermi surface
in Figs. 2(c) and (d).
Orbit f (T) mc (me) fDFT (T) mc;DFT (me)
δ1 8 0.07± 0.01 7 0.07
δ2 16 0.12± 0.01 17 0.11
γ1 22 0.19± 0.01 57 0.17
2α− β 60 - - -
γ2 90 0.30± 0.01 156 0.33
α− β 180 0.73± 0.04 - -
α 240 0.19± 0.03 240 0.16
3α− β 300 1.02± 0.07 - -
β 420 0.62± 0.05 518 0.53
4α− β 540 - - -
2β − α 600 1.22± 0.03 - -
field range, we are able to observe all the fundamental
frequencies present and therefore make a complete com-
parison with the DFT calculation. For f > 100 T, the
largest amplitude peaks at 240 T and 420 T we label
as α and β. We also observe their harmonics 2α and
2β in torque, and a faint feature corresponding to 3α
in transport. The α-orbit is in excellent agreement with
the theoretical prediction for the hole pocket located at
the vertex of the Fermi surface in the Z-R-A plane, see
Fig. 1(a), and has been observed in all QO experiments
to date [14, 17, 26, 31–35].
Several other sharp peaks in the FFT spectrum are
identified in Fig. 2(a) below 100 T and we associate two
of these peaks with pockets within the Γ-X-M plane,
see Fig. 2(d): γ2 at the corners of the plane and δ2,
the small electron pocket in between. The pockets γ1
= 22 T and δ1 = 8 T correspond to extremal areas be-
tween the Γ-X-M and Z-R-A planes, see Fig. 1(a). Al-
though f(δ2) = 2f(δ1) at θ = 0
o, this relation breaks
down at finite angles. Hence, we can rule out the possi-
bility that f(δ2) is a harmonic of f(δ1). We attribute δ1
to an electron-like orbit and γ1 to a hole-like orbit, respec-
tively, due to their angular dependence. Both frequencies
are absent in the FFT spectrum deduced from the SdH
oscillations, Fig. 2(b). We note that the frequencies for
the hole pockets γ1 and γ2 are somewhat overestimated
in the DFT calculation. Nevertheless, their angle depen-
dence and cyclotron masses are in agreement with the
experimental results.
There have been many reports of QO in ZrSiS using
a variety of different probes [14, 17, 24, 26, 31–35] that
allows for a test of the validity of the DFT-derived band
structure. Essentially, all of the previous studies were
able to identify the α frequency (240 ± 10 T) while cer-
tain studies could resolve some of the smaller frequencies,
i.e. those below 30 T [24]. However, none of the previous
studies were able to resolve the main β frequency (420
± 10 T). From now on, we refer to the α- and β-pockets
with frequencies fα and fβ as the ‘petal’ and ‘dog-bone’,
respectively, as introduced in Ref. [14] and illustrated in
Fig. 2(c).
It appears that the extremal orbit of the electron ‘dog-
bone’ pocket can only be identified unambiguously in the
dHvA signal, the reason for which will be discussed be-
low. In our DFT calculations, this orbit is predicted to
give rise to a frequency of 518 T at Θ= 0◦. Hence, in our
earlier SdH study, we had assigned an observed frequency
at 600 T to the β-pocket, which was the only other peak
in the FFT spectrum that could be assigned to a closed
orbit [14]. Similarly, in measurements of the thermoelec-
tric power, a frequency of 583 T was also identified [32].
The new assignment of the β-pocket is justified here by
its dispersion with tilt angle (see Fig. 3), while the 600 T
frequency is now believed to be related to a closed or-
bit due to tunneling of quasi-particles between adjacent
α and β pockets in the Z-R-A plane (now identified as
2β − α). It is noted that the size of the α-pocket is
perfectly captured by the DFT calculation, while the β-
pocket is around 20 % smaller. This may indicate that
correlation effects (not captured in the DFT) are indeed
larger along the dog-bone orbit which runs parallel to the
nodal-line. Although the experimental frequency of the
β-pocket is lower than the DFT predicted one at Θ =
0◦, the agreement improves considerably as Θ increases
with angle and is in almost perfect agreement found for
Θ ≥ 20◦, see Fig. 3(b). This corresponds to where this
extremal orbit has moved away from the bulges (facing
Z) in this pocket, see details in figures S2 and S3 in
the SM (section II and III) [27]. Note that the orbit β2
(which increases in frequency as Θ increases) is always
higher than in the experiment as this orbit encircles the
bulges at all angles. So apart from this slight difference
in size of the bulges in this pocket the size and shape are
well described by the DFT.
The other peaks present in Figs. 2(a,b) correspond to
magnetic breakdown orbits in the Z-R-A-plane, which
we discuss in the following section. Finally, two of the
smallest frequencies (labeled γ1 and δ1) are assigned to
the minima in the c-axis dispersion of the electron and
hole pockets that are localized in between the Z-R-A and
Γ-X-M planes.
We now turn to address the marked differences in the
FFT spectra displayed in Fig. 2(a) and Fig. 2(b) deter-
mined by dHvA and SdH respectively, in particular the
absence of the peak corresponding to the β-pocket in the
SdH-derived spectrum. We note here that no other SdH
experiment has yet been able to identify a peak at this
frequency. Its absence is made all the more puzzling by
the appearance of peaks in the SdH FFT corresponding
to breakdown orbits between α and β, e.g. at 180 T and
600 T, implying that SdH orbits involving quasi-particle
tunnelling across multiple SOC induced gaps are more co-
6herent than those that simply involve cyclotron motion
around the dog bone. An analysis of the field dependence
of the dHvA signal from the α and β-orbits (see SM [27]
figure S4) reveals a striking difference in coherence of
these orbits. For the α-orbit there is no discernible (Din-
gle) impurity scattering within our noise level, whereas
for the β-orbit, the scattering is at least one order of
magnitude greater. Such a difference affects the width of
the Landau levels and this affects the magnitude of the
SdH and dHvA signals equally. Normally, it is assumed
that magnitude of the SdH oscillations follow those in the
density of states [36]. If the scattering on the β-pockets
was relatively isotropic around this orbit then it should
be expected that its contribution to the total conduc-
tivity would be much smaller than for α and hence its
oscillatory contribution would also be diminished. This
would explain why the SdH signal from the β-pocket is
absent. The observation of the breakdown orbits in the
SdH signal could then be explained by contributions of
the long-lived states on the α-pocket, oscillating at the
breakdown frequencies.
Alternatively, the enhanced scattering on the β-orbit
may result from very high scattering at a single point (hot
spot). Such a point could be located close to the point
where the α and β-orbits are closest, as at this point the
Fermi velocity dips dramatically. Such intense electron
scattering at the vertex of a (reconstructed) Fermi pocket
was also suggested to occur in underdoped cuprates [37]
where charge order is believed to create pockets with
strong curvature near the edge of their Fermi arcs [38].
If electrons tunnel across the breakdown gap they could
avoid this scattering hot-spot, and hence this would ex-
plain why the breakdown orbits are observed but not the
β-orbit itself. However, this alone would not explain the
difference between SdH and dHvA, as such intense scat-
tering at a single point would not affect significantly the
total conductivity. However, exactly how such intense
scattering would affect the SdH oscillation in a multi-
band system is not clear and further theoretical work on
this point is required.
Finally, we note that in all previous SdH studies car-
ried out on ZrSiS, the only other (fundamental) frequen-
cies that were reported were those with frequencies less
than 20 T and conceivably only those associated with
the extremal areas of the warped, but continuous, Fermi
cylinders located between the Γ-X-M and Z-R-A planes.
Hence, a similar mechanism (enhanced scattering along
the nodal line) might also be responsible for the other
missing frequencies in the SdH results.
MAGNETIC BREAKDOWN BETWEEN
ADJACENT ELECTRON AND HOLE POCKETS
Having identified the fundamental frequencies of the
FFT spectrum that correspond to elements of the Fermi
surface, we now consider the origin of the other peaks,
color-coded in red in Fig. 2(a) that have not yet been
assigned.
As it turns out, all the other frequencies observed in
Fig. 2(a) can be identified as linear combinations of fα
and fβ , which we denote as |nα− pβ| with n and p being
integers. We note that these orbits are broadened in the
FFT spectrum compared to the frequencies that corre-
spond to the different individual pockets of the Fermi sur-
face likely due the fact that they occur at higher magnetic
fields and are thus generated by a smaller field window
in the FFT. These specific orbits can thus be attributed
to magnetic breakdown, specifically, quasi-particle tun-
neling between adjacent electron and hole pockets. The
oscillation frequency of a breakdown orbit is given by
the total enclosed area, whereby the areas of the electron
and hole pockets contribute with opposite signs. All as-
signed orbits are summarized in Table I. The simplest
semi-classically allowed breakdown orbit is β − α (f =
180 T) that leads to QOs with a frequency set by the dif-
ference between fβ and fα. A similar orbit was recently
observed in the sister compound HfSiS in SdH oscillations
[39] and has the shape of a ’figure-of-eight’ [40].
The other frequencies in the FFT spectrum are more
complex and require either n and/or p to be greater than
unity. We identify in total three well-pronounced or-
bits with different combinations of |nα− pβ| in Fig. 2(a):
2β − α (f = 600 T, formerly assigned to the β-pocket,
see Fig. 5(c)), 2α − β (f = 60 T), 3α − β (f = 300 T),
Fig. 5(b), and a faint feature at 540 T that corresponds
to an orbit 4α − β. While the orbits at 60, 180, 300
and 600 T can also be identified in the FFT spectrum
of the SdH oscillations, we note that only a clear peak
at 600 T has been observed in our previous experiment
(Ref. [14]). The higher quality data in transport reported
here is attributed to improved crystal quality and sample
preparation.
According to the DFT calculations, the electron and
hole pockets in the Z-R-A plane in ZrSiS are separated
by a breakdown gap of around ∆k = 4.9×10−3 A˚−1 [14].
This small gap permits tunneling to occur between ad-
jacent pockets in sufficiently strong magnetic fields and
gives rise a characteristic oscillation frequency given by
the differences in frequencies associated with the indi-
vidual pockets. The probability for tunneling to occur
has an exponential dependence on the magnetic field,
∝ e−B0/B , taking into account the number of breakdown
events for a specific orbit. The breakdown field B0 is
∝ (∆k)2 [30, 41]. From DFT calculations, we find that
the breakdown gap is in fact ten times larger in the Γ-X-
M plane. The reasons for this increase is two-fold. First
the spin-orbit gap is larger by about a factor three in
energy. The second reason is the Fermi velocity has a
strong minimum at the point where the Fermi surfaces
approach the point where the gap is smallest. Given the
exponential dependence on ∆k, it ought to be too large
7FIG. 4: (a)-(d) Fast Fourier Transforms in different ranges
of magnetic fields: in the low-field regime (a), only the fre-
quencies that correspond to individual pockets (γ1, γ2, α and
β) of the Fermi surface are visible.
for such electron-hole tunneling to be observed with the
field strengths available to us in this study.
In Fig. 4 we therefore analyse the dHvA oscillation
spectrum, which illustrates the FFT amplitudes of the
dHvA oscillation with frequencies below 1 kT shown in
Fig. 1(c) over different magnetic field ranges. In the low-
field range (1 to 5 T and 2 to 6.6 T), Fig. 4(a,b), only
fundamental frequencies or their harmonics are clearly
identified. By changing the range of the FFT analysis to
higher fields, (5 to 10 T and 5 to 33 T), Fig. 4(c,d), we
begin to uncover a progressively larger number of mag-
netic breakdown orbits labeled here with the correspond-
ing linear combinations of α and β-pockets.
The second feature that is inextricably linked with
magnetic breakdown due to electron-hole tunneling is the
absolute value of the cyclotron masses mc of the individ-
ual breakdown orbits. Following the theoretical predic-
tion, the masses of combined electron and hole orbits add
up as [46]
mnα−pβ = n|mα|+ p|mβ |. (1)
FIG. 5: Sketches for three chosen breakdown orbits: (a)
β−α (180 T), (b) 3α−β (300 T) and (c) (c) 2β−α (600 T).
(d) Mass plot for the breakdown orbits (a)-(c). The resulting
cyclotron masses mc are specified in Table I.
Figure 5(d) illustrates the evolution of the FFT am-
plitude normalized to the lowest temperature for three
chosen orbits β − α, 3α − β and 2β − α corresponding
to the combination of closed orbits depicted in Fig. 5(a-
c). Using the same procedure as described in Ref. [39],
we deduce mc. The results for all orbits are summa-
rized in Table I. Taking into account the uncertainty, we
find that Eq. (1) agrees well with the sum of cyclotron
masses from the individual pockets involved in the break-
down orbit. The third experimental signature for this
phenomenon is the vanishing of all QOs associated with
magnetic breakdown upon a slight tilting of the magnetic
field with respect to the c-axis of the crystal. This has
been demonstrated previously in both HfSiS and ZrSiS
and supported by theoretical calculations [14, 39].
COMPARISON TO THEORETICAL
EXPECTATIONS
To compare the amplitudes of the signals (peaks in the
FFT amplitude that correspond to magnetic breakdown
orbits) with theoretical predictions, we follow Falicov and
Stachowiak [42], who considered a similar problem of a
system of orbits coupled via magnetic breakdown applied
in that case to Mg. Omitting a constant prefactor, the
8amplitude at a given frequency f is given by
A = B
5
2
√∑
ij
aiaj , (2)
aj =
wj
m
5/2
j
(
ip
)npj(
q
)nqj
e−
mj
τωc
mj
T
T0
sinhmj
T
T0
, (3)
where the sums in Eq. (2) run over all non-equivalent
orbits of that frequency while the parameters are defined
as follows:
p tunneling amplitude absolute value p = e−B0/B
q same for avoided tunneling, q =
√
1− p2
npj number of tunnelings
nqj number of avoided tunnelings
T/T0 temperature in units of T0 ≈ 1K/16B[T]
τ scattering lifetime
wj statistical weight factor
mj cyclotron mass in units of the free-electron mass.
TABLE II: Identified orbits, extracted frequencies, number of
tunnelings and avoided tunnelings, statistical weight factor,
mass ratios.
Orbit f (T) np j nq j wj/mj mj/me
α 240 0 2 1 0.19
β 420 0 2 1 0.62
β − α 180 2 2 2 0.73
2α− β 60 4 2 1 0.88
2 4 2
3α− β 300 2 6 1 1.02
4 4 2
4α− β 540 2 8 1 1.17
4 6 3
2β − α 600 4 2 1 1.22
2 4 2
The factor inpj in Eq. (3) accounts for a phase shift
of pi/2 for each tunneling event [41]. In contrast to the
tunneling phase shift, Maslov phase shifts and topological
phase shifts are always equal within the set of orbits at
a given frequency and have therefore been omitted.
Figure 6 shows the B-dependence of the largest am-
plitudes for our system of coupled orbits with parameter
values listed in Table II. At small fields, the amplitudes
are ordered as one would usually expect, with larger am-
plitudes for orbits with smaller cyclotron mass. At large
fields, however, the amplitude of the heavy orbit 2β − α
becomes larger than that of the lighter orbits 3α−β and
4α−β. The reason for this is that at large fields, tunnel-
ing is likely to occur and the amplitude becomes exponen-
tially suppressed with the number of avoided tunnelings.
The orbits 3α − β and 4α − β involve at least 4 and 6
avoided tunnelings, respectively, while the orbit 2β − α
only 2.
Theory also predicts additional suppression at specific
values of the B-field for orbits that involve at least two
FIG. 6: Theoretical B-dependence of the QO amplitudes for
B0 = 3 T, T = 1 K and ωcτ  1.
FIG. 7: Interference of two orbits (dashed orange and solid
blue) at the same frequency of 2β−α. The phase of the dashed
orbit is expected to be shifted by pi due to the two extra
tunnelings, hence leading to destructive interference with the
other (solid) orbit. Similar considerations apply to all orbits
with at least two pockets of the same sort, such as 2α− β.
revolutions of an α or a β pocket. The reason for this
suppression is destructive interference of an orbit that
evolves twice around the same pocket and an orbit at the
same frequency that evolves around two different pockets
of the same sort, as illustrated in Fig. 7. These orbits
have a phase difference of pi as the number of tunnel-
ings differs by 2. The comparison with the experimen-
tal spectrum in Fig.4(c) reveals a puzzling case however:
while this interference effect can explain the strongly sup-
pressed amplitude at the 2α−β frequency, a similar sup-
pression that is expected for 2β − α is clearly absent.
In fact, the amplitude of 2α − β should dominate over
2β − α at all fields due to the smaller mass, which is in
contrast to our observations. This might indicate a so-far
unknown deviation from the standard pi/2 tunnel shift,
possibly caused by the topological singularities in these
materials [43]. The dashed curve in Fig. 6 shows how
the amplitude of 2β−α would behave if the phase differ-
ence of the two orbits were zero, showing a much better
agreement with the experiment.
HIGH-FIELD MAGNETIC BREAKDOWN
We now turn to discuss the high-frequency QOs in Zr-
SiS first reported in [14]. In contrast to the previous SdH
9FIG. 8: Fast Fourier Transforms for the high frequency os-
cillations in torque (a,b) and transport (c,d) at T = 0.34 and
0.4 K, respectively. The spectrum is divided into two parts:
a group around 8.6 kT and another group around 11 kT. The
high-frequency peaks (I)-(VI) in the 8.6 kT region are sepa-
rated by individual α’s and one β − α.
study, the oscillations are visible already for B <5 T
as shown in inset (ii) to Fig. 1(c) at 0.3 K. Figure 8
shows the corresponding spectra of the FFT obtained
from the dHvA (panels (a,b)) and SdH (panels (c,d))
studies. Both spectra reveal a series of peaks ranging
from 7.5 to around 11.5 kT that can be divided into two
groups: 7.5 to 9.5 kT and 10.5 to 11.5 kT.
In the FFT spectrum of the dHvA oscillations,
Fig. 8(a), the most pronounced peaks appear between
8 and 9 kT and are clearly separated from each other,
in contrast to what is reported in Fig. 8(c) for the SdH-
derived spectrum as well as in the previous SdH study
[14]. In total, we label six distinct peaks with Roman
numbers I to VI with increasing frequency in this range.
The separation in frequency between the peaks is indi-
cated and corresponds to ' 240 T, i.e. the frequency of
the α-pocket for all peaks except the one between peak V
and IV which appears to correspond to the orbit β − α.
In view of these distinct separations, we can attribute
the peaks in the FFT spectrum to magnetic breakdown
orbits that reside in the Z-R-A plane, see Fig. 2(b). The
FFT spectrum from the SdH data also reveals peaks at
the same frequencies though their relative amplitudes are
different and they appear to be broader. Moreover, the
overall resolution is reduced in comparison to the FFT
spectrum of the dHvA data. In addition to the frequen-
cies labeled from I to VI, two faint maxima (labeled by
arrows) can also be discerned on the high-frequency side
of this group.
The second group between 10.5 to 11.5 kT have a much
reduced amplitude. Within the resolution of the torque
and transport data, we are not able to determine a dis-
tinct separation of the FFT maxima by a certain fre-
quency. The most pronounced peak is found at 10.9 kT,
marked with an asterisk in Fig. 8(d). In the previous SdH
experiments [14], we assigned this second group of peaks
also to magnetic breakdown in the Z-R-A plane, how-
ever, with the precise determination of the Fermi surface
and the full assignment of all pockets reported here, it is
more likely that these higher frequencies are associated
with loop orbits residing within the Γ − X −M plane,
which according to the DFT calculations, have a larger
loop area, as shown in Fig. 2(d). According to the same
DFT calculations, however, the gaps between the adja-
cent pockets γ2 and δ2 are ten times larger than those in
the Z-R-A plane. Nevertheless, in the experiment, weak
signatures of magnetic breakdown in the Γ-X-M plane
are clearly observed.
Given the resolution of the high frequency oscillations
in the Z − R − A plane, it is possible to identify the
individual orbits responsible. A general description of
the orbits associated with the high frequency oscillations
is shown in Fig. 9(a). In order to orientate the reader,
we refer to the inner orbit in this plane as area A (grey
filled area in Fig. 9(a, i)). The distinct peaks labeled
in Fig. 8(a) can now be defined by either including all
the α-pockets (A + 4α + pα − nβ) or all the β-pockets
(A+ 4β + nβ − pα) with n, p = 0, 1, 2, 3, ... as illustrated
in Figs. 9(a, ii and iii). Other combinations of orbits
around A, such as A + 2α are semi-classically forbidden
since they requires a reversal of the rotation direction of
the quasi-particle.
From temperature-dependent measurements of the
dHvA oscillations, see Figs. 9(b-e), we extract the ampli-
tude of the corresponding individual frequencies, normal-
ized to the lowest temperature, and plotted as a function
of temperature in Fig. 9(f). A Lifshitz-Kosevich (LK)
analysis for the thermal damping of QOs [30], leads to
the cyclotron masses mc for each of the observed orbits
as shown in Fig. 9(g) and summarized in Table III. The
absolute values of mc are crucial for the assignment of
the high-frequency oscillations as we demonstrate below.
In order to unravel the individual orbits associated
with the high-frequency QOs, we start with peak IV
(f = 8440 T) which has the highest amplitude in the
FFT spectrum of the dHvA oscillations and the lowest
cyclotron mass. As will become clear below, we define
this orbit as A+4β. Then, the lower frequencies with re-
spect to A+4β correspond naturally to A+4β−nα with
n =1 (peak III) and n = 2 (peak II) since their frequen-
cies are separated by 240 ± 10 T and their corresponding
mc increases by adding n·mα to the total cyclotron mass,
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FIG. 9: (a) Magnetic breakdown around the Dirac nodal
loop within the Z-R-A plane: sketch of different orbits includ-
ing the inner area A, and combinations of α and β-pockets.
(b)-(e) Torque τ as a function of B for several chosen temper-
atures. (f) Mass plot for all breakdown orbits of the 8.6 kT
group. (g) Cyclotron masses mc for the breakdown orbits.
respectively. Peak I (f = 7730 T), in fact, is degenerate
since the orbits A+4α and A+4β−3α enclose the same
area in momentum space. Following this analysis, it ap-
pears that the A+4β−4α is absent in the FFT spectrum
of the dHvA oscillations. On the high-frequency side, we
find that the cyclotron masses of the orbits are also en-
hanced with respect to orbit IV. The assignment of orbit
VI with mIV = A+ 4β+β is justified by its observed cy-
clotron mass with mA+4β+mβ . The same holds for orbit
V (A+ 4β + β −α) with with mV = mA+4β +mβ +mα.
Taking these values, we can also extract the experimen-
tal area for the inner orbit Aexp = 6760 T. We note that
the value is around 12 % larger than the area according
to DFT estimate of 6 kT. A summary of the results is
given in Table III.
Figure 10 shows the calculated QO amplitudes with
TABLE III: High-frequency orbits in the Z-R-A plane, label-
ing, corresponding cyclotron masses, numbers of tunnelings
and avoided tunnelings, and statistical weight factor.
peak f (T) assignment mc (me) np j nq j wj/mj
I 7730 A + 4α 1.97± 0.19 8 0 1
A + 4β - 3α 8 6 64
II 7970 A + 4β - 2α 1.24± 0.10 8 4 16
III 8200 A + 4β - α 1.04± 0.03 8 2 4
IV 8440 A + 4β 0.86± 0.02 8 0 1
V 8620 A + 4β + β - α 1.31± 0.24 8 4 16
VI 8860 A + 4β + β 1.38± 0.10 8 2 4
FIG. 10: Theoretical B dependence of the QO amplitude for
B0 = 3 T, T = 0.3 K and ωcτ  1.
parameters given in Table III. The amplitude differences
are the result of the combined effect of the different
masses, weight factors, and exponential suppression with
the number of avoided tunnelings (while the number of
tunnelings is equal for all the peaks). The order of the
amplitudes, and especially the clear dominance of the
frequency IV is in agreement with the experimental ob-
servation.
Finally, we illustrate the onset field B0 for the high-
field QOs at T = 0.34 K. Figure 11 shows the FFT ampli-
tudes of the dHvA oscillations in different magnetic field
ranges between 7 and 12 kT. We note that the QOs corre-
sponding to the peaks in the FFT spectra do not appear
in the same field-range, likely due to an enhanced Din-
gle factor associated with the additional orbits that need
to be traversed by the quasi-particles. Remarkably, the
high-frequency oscillations appear already around 5 T,
see Fig. 1(c).
HIGH TEMPERATURE QUANTUM
OSCILLATIONS
As shown in Fig. 9(b-e), the high-frequency dHvA os-
cillations vanish with increasing temperature and follow
the conventional LK expression (Fig. 9(f)). This con-
trasts markedly with what was found in the previous SdH
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FIG. 11: (a)-(c) Fast Fourier Transforms in different ranges
of magnetic fields for the high-frequency magnetic breakdown
orbits.
study [14] where the high-frequency QOs were found to
persist up to temperatures of order 100 K. Moreover, the
T -dependence of their amplitude could be described by
two LK expressions; one with a low mass to account for
the high-T oscillations and one with a high mass. In
Figs. 12(a,b), we compare the dHvA and SdH QO data
between 28 and 32 T at T = 25 K, respectively. While
the high-frequency dHvA oscillations are absent, we ob-
serve a pronounced oscillation pattern in transport. The
corresponding FFT spectrum, Fig. 12(c), reveals in total
three peaks at 8.6, ∼11 and ∼22 kT. The peak at 22 kT is
the first harmonic of the 11 kT frequency. Looking back
at the low-temperature FFT spectrum of the SdH oscil-
lations in Fig. 8(c-d), we note that the orbits at 8.6 and
11 kT are present at low temperature though experience
a small shift towards higher frequency. Thus, we con-
clude that the orbits must necessarily originate from the
Z-R-A (8.6 kT) and Γ-X-M (11 kT) planes, respectively.
We now turn to consider the temperature dependence
of the high-frequency oscillations in transport illustrated
in Fig. 13(a). For this, we have removed the background
originating from the low-frequency oscillation as well as
the magneto-resistance at all temperatures and simply
show oscillatory resistance ∆R as a function of 1/B for
several chosen temperatures. Several observations are
made. Firstly, it is found that the shape of the oscil-
lations changes markedly with increasing temperature.
Secondly, while the oscillatory magneto-resistance clearly
exhibits the shape of conventional SdH oscillations at
4.2 K, it appears that the oscillations at 25 K exhibit
sharp maxima and shallow minima. Thirdly, the period-
FIG. 12: High-field torque signal τ (a) and transport (b) at
25 K. (c) Corresponding FFT spectra taken between 28 and
32 T. While the high frequency oscillations are absent in τ ,
the frequencies at 8.6 and 11 kT (and its 1st harmonic) are
identified in the FFT spectrum in transport.
icity and/or phase is changing with increasing tempera-
ture as indicated by the dash-dotted lines in Fig. 13(a).
As mentioned above, the temperature dependence of
the SdH oscillations can be divided into two parts: a low-
temperature regime shown in Fig. 13(b) (T < 10 K) and
a high-temperature regime, Fig. 13(c), up to 100 K. The
solid line corresponds to the canonical Lifshitz-Kosevich
expression. Whilst we find a good agreement for the
8.6 kT frequency up to 10 K, the FFT amplitude of the
11 kT orbit strongly deviates from the canonical expres-
sion already above 2 K. At high temperatures, a clear de-
viation is observed for both high-frequency orbits. This
deviation has been attributed previously to exciton for-
mation around an onset temperature of 8 K [13].
We note here that the overall shape of the high-T QOs
is reminiscent of the oscillatory resistance found in Mg
and referred to there as a quantum interferometer, or
Stark interferometer [44, 45]. Such QOs can only be ob-
served in transport experiments, consistent with our ex-
perimental observations. The asymmetric shape of the
QOs at high temperatures is due to the superposition of
the dominant fundamental frequency (11 kT) and its first
harmonic, which is well-pronounced in the FFT spec-
trum, see Fig. 12(c).
The general idea of a Stark interferometer is that the
probability of a quasi-particle to traverse between two
points in real or, equivalently, in momentum space can
oscillate due to interference if there are two or more dif-
ferent paths connecting these points. For the interference
effect to survive averaging over all points, the two path
must differ by closed loops. To survive thermal broad-
ening, the two paths must be of nearly equal length, in
which case the energy variation of the phase difference
cancels. Since the length of a closed orbit is proportional
12
FIG. 13: (a) High-field QOs in resistance ∆R at different
chosen temperatures from 4.2 to 25 K as a function of the
inverse magnetic field 1/B. (b,c) FFT amplitude of the QOs
as a function of temperature in different ranges. A clear de-
viation for the canonical Lifshitz-Kosevich expression (solid
lines) is observed in the transport signal.
to the cyclotron mass, we conclude that Stark interfer-
ence is possible if there are two (or more) different closed
cyclotron orbits of nearly equal mass. Comparing the
masses in Tables I and III, we identify three pairs of such
orbits in which one is from the low and the other from
the 8 kT high-frequency group listed in Table IV.
TABLE IV: Pairs of high- and low-frequency peaks with
nearly equal masses. The mass of 2α− β could not be deter-
mined from the experiments and was therefore interpolated
from the values of other orbits in Table I. Note that the sign
corresponds to the sign of the enclosed area, i.e., whether the
orbit is electron- or hole-type. The frequency of Stark oscil-
lations is given by the difference of the signed areas, since the
magnetic-field induced phase changes are opposite for elec-
trons and holes.
high-f peak f (T) low-f peak f (T) ∆mc (me) ∆f
II 7970 2β − α 600 0.02± 0.14 7370
III 8200 3α− β −300 0.02± 0.10 8500
IV 8440 2α− β −60 0.02 (interp.) 8500
Our dHvA measurement shows that the probability of
orbits II and 2α−β is strongly suppressed, which suggests
that only the pair III (3α− β) should be dominant. We
conclude that the feature around 8500 T in the high-
temperature SdH data is Stark interference of two paths,
one involving the III (A+4β−α) and the other the 3α−β
orbit [47].
CONCLUSIONS
To conclude, we have presented a comprehensive QO
study of the nodal-line semimetal ZrSiS. Notably, all six
fundamental frequencies predicted by our DFT band-
structure calculations were observed. While their dis-
persions with angle were captured extremely well by the
calculations, some of the fundamental frequencies were
found to be shifted relative to the DFT prediction. This
shift implies the presence of some modified interaction
term that is not captured fully in the current model.
However, the observation of multiple breakdown orbits,
some involving figure-of-eight orbits, others involving or-
bits around the entire Dirac nodal loop, constrains the re-
sulting Fermi surface topology to such an extent that we
are confident that the Fermi surface sketched in Fig. 1(a)
represents the most accurate determination of the full
Fermi surface of ZrSiS presently available. It also implies
that many of the other proposals for its Fermi surface
topology [22–26] are incorrect. Overall, the specific shape
of the Fermi surface in ZrSiS is ideal to investigate the
phenomenon of magnetic breakdown between adjacent
electron and hole pockets. Furthermore, we have identi-
fied all orbits that lead to the high frequency dHvA oscil-
lations in terms of their cyclotron masses. The distinct
high-temperature quantum oscillations in transport and
their anomalous temperature dependence are attributed
to a Stark interferometer in the Z-R-A-plane of the Fermi
surface consisting of two different closed cyclotron orbits
with nearly equal masses.
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