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Abstract
We investigate the boundedness and large time behavior of solutions of the
Cauchy-Dirichlet problem for the one-dimensional degenerate parabolic equation
with gradient nonlinearity:
ut = (|ux|
p−2ux)x + |ux|
q in (0,∞) × (0, 1), q > p > 2.
We prove that: either ux blows up in finite time, or u is global and converges in
W 1,∞(0, 1) to the unique steady state. This in particular eliminates the possibil-
ity of global solutions with unbounded gradient. For that purpose a Lyapunov
functional is constructed by the approach of Zelenyak.
1 Introduction and main results
In this paper we are interested in the asymptotic behavior of global solutions to the
following one-dimensional degenerate diffusive Hamilton-Jacobi equation

ut − (|ux|
p−2ux)x = |ux|
q, 0 < x < 1, t > 0,
u(t, 0) = 0, u(t, 1) =M ≥ 0, t > 0,
u(0, x) = u0(x), 0 < x < 1,
(1.1)
with q > p > 2, M ≥ 0 and suitably regular initial data u0.
Problem (1.1) models a variety of physical phenomena which arise for example in the
study of surface growth where a stochastic version of it is known as the Kardar-Parisi-
Zhang equation (p = 2, q = 2). It has also a mathematical interest through the viscosity
approximation of Hamilton-Jacobi type equations from control theory.
Solutions of (1.1) exhibit a rich variety of qualitative behaviors, according to the
values of p ≥ 2 and q ∈ (0,∞).
If q ≤ p, it is known that all solutions are global and bounded in W 1,∞ norm [11].
For q ∈ [p− 1, p] it was proved in [14] that nonnegative viscosity solutions of (1.1) with
homogeneous Dirichlet boundary condition decay to 0 and the rate of convergence was
also obtained, see also [6] for the semilinear case. Concerning the large time behavior of
global weak solutions to (1.1) with homogeneous boundary conditions and q ∈ (0, p− 1),
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it has been shown that there exists a one parameter family of nonnegative steady states,
and any solution converges uniformly to one of these stationary solutions (cf. [19, 5, 12]).
For q > p ≥ 2, the situation is quite different. It is known that for any M ≥ 0 and
suitably large u0, there exist solutions of (1.1) for which the L
∞ norm of the gradient blows
up in finite time (the L∞ norm of the solution remaining bounded) [16, 4], while there
exist global and decaying solutions for u0 sufficiently small [18]. In view of a classification
of all solutions of (1.1), it is then a natural question to ask whether or not C1-unbounded
global solutions may exist. The question of the boundedness of global solutions of (1.1)
was initiated for the semilinear case p = 2 in [2] and further investigated in [17, 18].
Denoting Mc := (q − 1)
q−2
q−1/(q − 2), the result of [2] says that if 0 ≤ M < Mc, then any
global solution of (1.1) is bounded in C1 norm for t ≥ 0, that is,
sup
t≥0
|ux(t, .)|∞ <∞. (1.2)
On the other hand, it is known from [17] that some unbounded global solutions do exist
if M = Mc and u0 ≤ U(x) where U(x) := Mcx
(q−2)/(q−1) is the unique singular steady
state. Moreover the precise exponential rates of the gradient blow-up in infinite time was
obtained.
Motivated by the results of the papers [2, 17], we modify the method used by Arrieta,
Rodriguez-Bernal and Souplet and extend their results on the classification of large time
behavior of global solutions to the degenerate parabolic equation case p > 2.
From now on, we assume that q > p > 2. By a solution of (1.1), we mean a weak solution
(see Section 2 below for a precise definition and well-posedness results). We recall that
weak solutions of (1.1) satisfy a comparison principle, hence in particular
min
{
min
[0,1]
u0, 0
}
≤ u(t, x) ≤ max
{
max
[0,1]
u0,M
}
, 0 ≤ t < Tmax, 0 ≤ x ≤ 1.
(1.3)
Our main result is then the following:
Theorem 1.1. Assume that q > p > 2 and u0 in W
1,∞(0, 1), u0(0) = 0, u0(1) =M . Set
Mb =
q−p+1
q−p
(
q−p+1
p−1
) 1
p−1−q
.
(i) If 0 ≤ M < Mb, then any global weak solution of (1.1) is bounded in C
1 norm.
Moreover it converges in C1([0, 1]) to the unique steady state.
(ii) If M > Mb, then all weak solutions of (1.1) exhibit gradient blow-up in finite time.
The proof of Theorem 1.1 proceeds by contradiction. It relies on the analysis of
steady states and the existence of a Lyapunov functional which enjoys nice properties on
any global trajectory of (1.1), even if it were unbounded in C1 norm. The construction
of such a nice Lyapunov functional which is handled through the Zelenyak technique,
together with the fact that the singularities may only take place near the boundary,
allows us to prove the following convergence result: any global solution, even unbounded
in W 1,∞ must converge in C([0, 1]) to a stationary solution W of (1.1) with W (0) = 0,
W (1) = M (see Proposition 3.3). On the other hand, if u were unbounded, then our
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gradient estimates would imply that Wx(0) = +∞ or Wx(1) = −∞. But such a W does
not exist if M 6=Mb, leading to a contradiction.
Although the scheme of proof follows that in [2] for p = 2, we have to face a number of
additional technical difficulties, caused by the lack of regularity of solutions. In particular,
we have to work at the level of regularized problems, including for the construction of
Lyapunov-Zelenyak functional. This, in turn requires good convergence properties and
estimates of regularized solutions. For this, we heavily rely on results from our previous
work [4] (which concerned the higher dimensional problem as well) and an extension up
to the boundary of a result of DiBenedetto-Friedman on the regularity of the derivative
of weak solutions of a degenerate parabolic problem (see Proposition 2.1).
Remark 1.1. (a) For the critical case M = Mb, all solutions must blow up in either
finite or infinite time. The existence of global solution which are unbounded in W 1,∞
norm (that is infinite time gradient blow-up) should occur for some suitable initial
data as it is the case for the corresponding semilinear equation (namely for initial
data u0 below the singular steady state), but this still is an open problem. Moreover,
we know from Proposition 3.3 that, even in this case the solutions will converge in
C([0, 1]) ∩ C1loc((0, 1]) to the unique singular steady state.
(b) Since the technique of Zelenyak to obtain a Lyapunov functional is restricted to the
one-dimensional setting, the large time behavior and the boundedness of global solution
in W 1,∞ norm are still open problems in higher dimension.
Let us mention some results concerning related equations possessing solutions with
unbounded gradient. When the nonlinearity is replaced with an exponential one and
p = 2, results on boundedness and existence of infinite time gradient blow-up solutions are
obtained in [21, 22]. A phenomenon of infinite time gradient blow-up has been observed
for quasilinear equations involving mean curvature type operators [7]. For results on
interior gradient blow-up we refer the reader to [1, 3]. Finally for other results concerning
existence, asymptotic behavior of global solutions for the corresponding Cauchy problem
and a viscosity solution approach see [8, 13, 15] and references therein.
The rest of the paper is organized as follows. Section 2 contains some useful prelimi-
nary material, including smoothing properties of solutions and estimate of the derivative
ux. In section 3, we employ the technique of Zelenyak [20], along with a trick used in [2],
to construct an approximate Lyapunov functional for weak solutions to (1.1). Section 4
is devoted to the proof of Theorem 1.1.
2 Preliminary estimates and steady states
2.1 Space and time derivative estimates
For u0 ∈ W
1,∞((0, 1)), u0(0) = 0, u0(1) = M , by a (weak) solution of (1.1) on [0, T ], we
mean a function u ∈ C([0, T )× [0, 1]) ∩ Lq((0, T );W 1,q(0, 1)) such that
ut ∈ L
2((0, T );L2(0, 1)), u(0, x) = u0(x), u(t, 0) = 0, u(t, 1) =M
and
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∫ T
0
∫ 1
0
utψ + |ux|
p−2ux · ψx dx dt =
∫ T
0
∫ 1
0
|ux|
qψ dx dt, (2.1)
holds for all ψ ∈ C0([0, T ]× [0, 1]) ∩ Lp((0, T );W 1,p0 ((0, 1)).
Remark 2.1. if u solves (1.1), then so does v defined by v(t, x) =M − u(t, 1− x).
It is known (see e.g., [4]) that there exists Tmax = Tmax(u0) ∈ (0,∞] such that for each
T ∈ (0, Tmax), (1.1) admits a unique solution u such that u ∈ L
∞
(
(0, T );W 1,∞(0, 1)
)
.
In the rest of this paper, the maximal weak solution of problem (1.1) will refer to this
solution.
Now let us state the following result (which will be very useful in the sequel) on
the Ho¨lder regularity of the derivative of solutions to a possibly degenerate parabolic
problem. This result is an extension up to the boundary (in one space dimension) of
an interior estimate of DiBenedetto-Friedman [9] (see the appendix for a proof). The
definition of a weak solution of (2.2) is the same as in (2.1), with |ux|
q replaced by F and
u ∈ Lq(0, T ;W 1,q(0, 1)) replaced by v ∈ Lp(0, T ;W 1,p(0, 1)).
Proposition 2.1. Let ε ∈ [0, 1), u0 ∈ W
1,∞, C > 0 and F ∈ Lr((0, T )× (0, 1)) for some
r > 2 with ‖F‖Lr((0,T )×(0,1)) ≤ C. Let v be a weak solution of

vt =
(
(|vx|
2 + ε2)
p−2
2 vx
)
x
+ F (t, x), t > 0, x ∈ (0, 1),
v(t, 0) = 0, v(t, 1) =M, t > 0,
v(0, x) = u0(x), x ∈ (0, 1).
(2.2)
Then, for each η > 0, vx ∈ C
α([η, T − η]× [0, 1]) where α > 0 and the Ho¨lder norm of vx
depend only on C, ‖vx‖Lp and ‖v‖L∞t ,L2x.
Proposition 2.1 can be applied to u since it is bounded in L1(0;T ;W 1,∞(0; 1)). As a
direct consequence, we get that u is a C1-function w.r.t. the space variable in (0, T )×[0, 1]
and that its derivative ux is locally Ho¨lder continuous.
In order to describe the asymptotic behavior, we need to collect some preliminary
estimates. We first give the following theorem which is of independent interest. It gives
a useful regularizing property for local solutions of (1.1) as well as a uniform bound on
ut away from t = 0 for any space dimension.
Let Ω ⊂ RN be a bounded domain of class C2+α for some α > 0. Consider the
following problem 

ut − div(|∇u|
p−2∇u) = |∇u|q, x ∈ Ω, t > 0,
u(t, x) = g(x), x ∈ ∂Ω, t > 0,
u(0, x) = u0(x), x ∈ Ω,
(2.3)
where the boundary data g is the trace on ∂Ω of a regular function in C2(Ω), also denoted
by g, and the initial data u0 satisfies
u0 ∈ W
1,∞(Ω), u0(x) = g(x) for x ∈ ∂Ω. (2.4)
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Theorem 2.1. Assume that q > p− 1 and let u be a maximal weak solution of problem
(2.3). We have the following statements.
(i) Let osc(u0) = max
Ω
u0 −min
Ω
u0, then
ut ≤
1
p− 2
osc(u0)
t
in D′((0, Tmax)× Ω). (2.5)
(ii) Fix t0 ∈ (0, Tmax), then
ut ≥ −
(
q − p+ 1
p− 2
)
sup
[0,t0]×Ω
|∇u|q −
(
1
p− 2
)
osc(u0)
t
in D′ ((0, t0)× Ω) .
(2.6)
(iii) Fix t0 ∈ (0, Tmax), then there exists C1 = C1
(
p, q, t0, sup
[0,t0]×Ω
|∇u|, osc(u0)
)
> 0 such
that
|ut| ≤ C1 in D
′ ((t0, Tmax)× Ω) . (2.7)
Proof.
The initial data being bounded and the sought-for estimate being invariant by addition
of a constant, we may replace u with u−B, where B = minΩ u0 ≥ min∂Ω g. Then u ≥ 0
by the maximum principle. (i) This has been proved in [4, Theorem 1.3].
(ii) Fix t0 ∈ (0, Tmax) and let D = sup
[0,t0]×Ω
|∇u|. Set
w = uλ := λ
γu(λt, x) + tLλ 1 < λ <
Tmax
t0
, γ =
1
p− 2
.
where
Lλ = (1− λ
γ(p−1−q))(λγD)q > 0.
Since u ≥ 0, λ ≥ 1 and γ ≥ 0, we have w ≥ u on
{
{0} × Ω
}
∪ {(0, t0/λ)× ∂Ω}. On the
other hand, we have on (0, t0/λ)× Ω:
wt −∆pw − |∇w|
q = (λγ(p−1−q) − 1)|∇w|q + Lλ = (1− λ
γ(p−1−q))[(λγD)q − |∇w|q] ≥ 0
Hence, by the comparison principle, we get that w ≥ u on (0, t0/λ)× Ω, that is
λγu(λt, x)− u(t, x) ≥ −(λγ(p−1−q) − 1)(λγD)q (2.8)
Dividing (2.8) by (λ− 1) and letting λ→ 1+, we get
γu+ t ut ≥ −(q − p+ 1)γD
q t in D′ ((0, t0)× Ω) .
The estimate (2.6) follows.
(iii) Fix t0 ∈ (0, Tmax). By (2.5)-(2.6), for h > 0 small, we have
‖u(t0/2 + h)− u(t0/2)‖∞ ≤ C1h
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where C1 =
((
q − p+ 1
p− 2
)
sup
(0,t0)×Ω
|∇u|q +
(
2
p− 2
)
osc(u0)
t0
)
> 0.
Due to the translation invariance of (1.1), for t > t0/2, u(t + h, x) is still a solution of
(2.3) with initial condition u(h). Applying a comparison principle, we obtain that
‖u(t+ h)− u(t)‖∞ ≤ C1h.
Since h is arbitrary small, we conclude that
|ut| ≤ C1 in D
′ ((t0/2, Tmax)× Ω) .
Thanks to the upper bound of ut, we derive the following lemma giving lower and
upper bounds on ux, showing that ux remains bounded away from the boundary.
Lemma 2.1. Let u be a maximal weak solution of (1.1). For all t0 ∈ (0, Tmax), there
exists C2 = C2(t0, p, osc(u0)) > 0 such that for all t ∈ [t0, Tmax) and 0 < x < 1 ,
ux(t, x) ≤
((
q − p+ 1
p− 1
x
) 1−p
q−p+1
+ C2x
) 1
p− 1
, (2.9)
ux(t, 1− x) ≥ −
((
q − p+ 1
p− 1
x
) 1−p
q−p+1
+ C2x
) 1
p− 1
. (2.10)
Proof. Fix t ∈ [t0, Tmax) and let y(x) = (|ux|
p−2ux(t, x)− C2x)
+
, where C2 =
osc(u0)
(p− 2)t0
.
On any interval (a, b) with 0 < a < b < 1 where y > 0, the function y satisfies in the
classical sense y′ + y
q
p−1 ≤ 0. Indeed, for each x ∈ (a, b), we have |ux|
p−2ux > C2x >
C2a > 0 and the function u is smooth at such points since the equation is uniformly
parabolic [11]. Using theorem 2.1 (i), we get that
y′ + y
q
p−1 ≤
(
(|ux|
p−2ux)x − C2
)
+ |ux|
q ≤ 0. (2.11)
This implies that y′ < 0 on (a, b) so that necessarily a = 0. Integrating inequality
(2.11), it follows that y(x) ≤
(
q−p+1
p−1
x
) 1−p
q−p+1
on (0, b) and y(0) > 0. If y 6≡ 0, then we
can find c = c(t) ∈ (0, 1] such that y > 0 in (0, c) and y = 0 in [c, 1). Therefore we
get y(x) ≤
(
q−p+1
p−1
x
) 1−p
q−p+1
on (0, 1) and (2.9) is readily deduced. In the same manner,
considering y(x) =
(
− |ux|
p−2ux(t, 1− x)− C2x
)+
, we get (2.10).
Remark 2.2. Similar gradient estimates in any space dimension are already obtained in
[4] using a more technical Bernstein type argument.
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The following corollary is a direct consequence of Lemma 2.1 that states that, when
gradient blow-up occurs on the boundary, it can only be towards +∞ at x = 0 or towards
−∞ at x = 1.
Corollary 2.1. Let u be a maximal weak solution of (1.1) and t0 ∈ (0, Tmax). There
exists C3 = C3(t0, p, q, osc(u0)) > 0 such that for all t ∈ [t0, Tmax),
ux(t, 0) ≥ −C3 and ux(t, 1) ≤ C3. (2.12)
2.2 Steady states
It is a well-known fact that the large-time behavior of evolution equations is closely
connected to the existence and properties of the stationary states. In this part we are
looking for nonnegative stationary solutions W of (1.1), that is weak solution of{
(|Wx|
p−2Wx)x + |Wx|
q = 0, x ∈ (0, 1),
W (0) = 0, W (1) =M ≥ 0.
(2.13)
More precisely, W ∈ C([0, 1])∩C1(0, 1) is a weak solution of (2.13) if W (0) = 0,W (1) =
M and W satisfies∫ 1
0
[(
|Wx|
p−2Wx
)
φx − |Wx|
q φ
]
dx = 0 for any φ ∈ C1c (0, 1). (2.14)
It is not difficult to show that any weak solution in the above sense is actually a classical
C2 solution in (0, 1) (for any x0 ∈ (0, 1), consider separately the cases Wx(x0) 6= 0 and
Wx(x0) = 0). For small values of M ≥ 0, problem (2.13) admits a unique weak solution
WM = WM(x) ∈ C
2([0, 1]). Namely, this happens for 0 ≤ M < Mb, where Mb is the
critical value,
Mb =
q − p + 1
q − p
(
q − p+ 1
p− 1
)−1/(q−p+1)
.
More precisely, forM = 0 we have W0 = 0 and for 0 ≤M < Mb, there exists k = k(M) ∈
[0,∞) such thatWM =Mb
[
(x+ k)
q−p
q−p+1 − k
q−p
q−p+1
]
. On the other hand, there is no steady
state if M > Mb. In the critical case M =Mb, there still exists a steady state WMb = U ,
given by the explicit formula U(x) = Mb x
q−p
q−p+1 . U belongs to C([0, 1]) ∩ C2((0, 1]),
but it is singular in the sense that it has infinite derivative on the left-hand boundary,
Ux(0) =∞.
3 Lyapunov functional and convergence to steady
states
Since (1.1) is a degenerate problem, we do not have sufficient regularity properties of
the trajectories to construct a good smooth Lyapunov functional (which exists for one-
dimensional uniformly parabolic equations). Hence we first consider a regularized prob-
lem, then the main estimate which plays a key role in the proof of the convergence to
steady states will be proved by passing to the limit ε→ 0 in the regularizing parameter.
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3.1 Approximate problem
Let ε ∈ (0, 1/2). We consider the following approximate problems:

(uε)t =
(
(|(uε)x|
2 + ε2)
p−2
2 (uε)x
)
x
+Bε((uε)x) (t, x) ∈ (0,+∞)× (0, 1),
uε(t, 0) = 0, uε(t, 1) =M, t > 0,
uε(0, x) = u0(x), x ∈ (0, 1),
(3.1)
where Bε(v) = (|v|
2 + ε2)
q−2
2 (|v|2 + ε
2
p−1
).
Here we collect some useful properties of the sequence {uε} which we will use later on.
Let u ∈ L∞
(
[0, T );W 1,∞((0, 1))
)
for any T ∈ (0, Tmax) be the unique, maximal weak
solution of problem (1.1) and let uε be the unique, maximal classical solution of (3.1)
and T (uε) be its existence time. We have the following proposition.
Proposition 3.1. Let A > 0 and assume that ‖u0‖W 1,∞ ≤ A. Then for 0 < T < Tmax
and ε small, we have
a) T (uε) > T , uε → u in C([0, T ]× [0, 1]) and (uε)x → ux in Cloc((0, T ]× [0, 1]).
b) |(uε)x(t, x)| ≤ C = C(A, T ) on [0, T ]× [0, 1] and∫ T
0
∫ 1
0
(uε)
2
t dxdt ≤ C˜(A, T ).
Proof. For the convenience of the proof, we shall actually replace the initial data u0 in
the approximate problem (3.1) with a sequence uε,0 ∈ W
1,∞((0, 1)), where uε,0 → u0 in
W 1,∞((0, 1)), and prove that Proposition 3.1 remains true in this more general situation.
We know from [4, section 3] that there exist a small time τ˜ = τ˜(A) > 0 and a subsequence
{uεn} of {uε} such that uεn converges in C([0, τ˜ ]× [0, 1])∩C
0,1
loc ((0, τ˜)×(0, 1)) to a solution
u˜ of (1.1). This was actually proved for uε,0 ≡ u0, but an inspection of the proof shows
that this is true in the general case. The uniqueness of the solution of (1.1) implies
that u˜ = u and that the whole sequence converges to u. We recall that uε is bounded
in L∞ ([0, τ˜ ];W 1,∞(0, 1)) (see Step 3 of the proof of Theorem 1.1 [4]). The boundary
regularity result of Proposition 2.1 implies that the convergence of {(uε)x} to ux holds in
Cloc((0, τ˜)× [0, 1]) (that is up to the boundary). Now fix T ∈ (0, Tmax) and let
T˜ := sup {s > 0 such that T (uε) > s for ε > 0 small and
uε → u in C([0, s]× [0, 1]) ∩ C
0,1
loc ((0, s)× [0, 1])
}
.
We know that T˜ ≥ τ˜ (A) > 0. Assume that T˜ < T . Set A1 = sup
t∈[0,T ]
‖u(t)‖W 1,∞ <∞. For
any η ∈ (0, T˜ ), we have
uε(T˜ − η)→ u(T˜ − η) in W
1,∞(0, 1). (3.2)
Thanks to (3.2) and the small-time existence and convergence result mentioned at the
beginning of the proof, we can find τ = τ(A1) > 0 (independent of η) and ε0 = ε0(η) > 0
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such that the problem
(uηε)t =
(
(|(uηε)x|
2 + ε2)
p−2
2 (uηε)x
)
x
+Bε((u
η
ε)x) t > 0, x ∈ (0, 1),
uηε(t, 0) = 0, u
η
ε(t, 1) =M, t > 0,
uηε(0, x) = uε(T˜ − η, x), x ∈ (0, 1),
(3.3)
admits a unique classical solution uηε on [0, τ ]. Moreover, we have u
η
ε → u(T˜ − η + ·, ·) in
C([0, τ ]×[0, 1])∩C0,1((0, τ)×[0, 1]). We can extend the solution uε of (3.1) on [0, T˜−η+τ ]
by setting uε(t, x) =
{
uε(t, x) for x ∈ [0, T˜ − η],
uηε(t, x) for x ∈ [T˜ − η, T˜ − η + τ ]
.
It follows that uε → u in C([0, T˜ − η + τ ]× [0, 1])∩C
0,1((0, T˜ − η+ τ)× [0, 1]). Since
T˜ − η + τ > T˜ for η small enough, this contradicts the definition of T˜ . The second
assertion follows from the estimates given in [4, Inequalities 2.16 and 2.19].
Let us also note that due to q > p > 2, we have for ε small enough
(p− 1)εp cosh(εx)p−1 ≥ εq cosh(εx)q
(it suffices to take 0 < ε < cosh(1)
p−1−q
q−p ). Hence ‖u0‖L∞ + M + 2 − cosh(εx) is a
supersolution for problem (3.1). It is also easy to see that −‖u0‖L∞ is a subsolution.
Therefore there exists K > 0 depending only on ‖u0‖L∞ such that,
∀ε ∈ (0, 1/2), ‖uε(t, x)‖L∞ ≤ K. (3.4)
3.2 Construction of the Lyapunov functional
Now we construct a Lyapunov functional for (3.1) with the help of the technique devel-
oped by Zelenyak [20]. Let DK = [−K,K] × R, where K is the constant in (3.4). We
look for a pair of functions Φε ∈ C
1(DK ;R) and Ψε ∈ C(DK ; (0,∞)) with the following
property:
For any solution uε of (3.1) with |uε| ≤ K, defining
Lε(uǫ(t)) =
∫ 1
0
Φε (uε(t, x), (uε)x(t, x)) dx,
it holds
d
dt
Lε(uε(t)) = −
∫ 1
0
Ψε (uε(t, x), (uε)x(t, x)) (uε)
2
t (t, x) dx.
Since (uε)t(t, 0) = (uε)t(t, 1) = 0, we have
d
dt
∫ 1
0
Φε(uε, (uε)x)dx =
∫ 1
0
(uε)t · (Φε)u (uε, (uε)x) + (uε)xt · (Φε)v (uε, (uε)x) dx
=
∫ 1
0
(uε)t
[
(Φε)u (uε, (uε)x)− (uε)x · (Φε)uv (uε, (uε)x)− (uε)xx · (Φε)vv (uε, (uε)x)
]
dx.
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So it is natural to require that
(Φε)u (uε, (uε)x)− (uε)x · (Φε)uv (uε, (uε)x)− (uε)xx · (Φε)vv (uε, (uε)x)
= −Ψε(uε, (uε)x) · (uε)t
= −Ψε(uε, (uε)x)
[
(p− 1)
(
|(uε)x|
2 + ε2
) p−4
2
(
|(uε)x|
2 +
ε2
p− 1
)
(uε)xx
+
(
|(uε)x|
2 + ε2
) q−2
2
(
|(uε)x|
2 +
ε2
p− 1
)]
A sufficient condition is
(Φε)vv(u, v) = (p− 1)Ψε(u, v)
(
v2 + ε2
) p−4
2
(
v2 +
ε2
p− 1
)
, (3.5)
(Φε)u(u, v)− v(Φε)uv(u, v) = −Ψε(u, v)
(
v2 + ε2
) q−2
2
(
v2 +
ε2
p− 1
)
, (3.6)
that is Φε satisfies the differential equation:
(Φε)u(u, v)− v(Φε)uv(u, v) +
(v2 + ε2)
q−p+2
2
p− 1
(Φε)vv(u, v) = 0. (3.7)
We follow the method used in [2] to find such nice functions. For a given function ρε(u, v),
let us denote
Hε = (ρε)u +
(v2 + ε2)
q−p+2
2
p− 1
(ρε)vv − v(ρε)uv.
Here we assume that ρε, (ρε)u, (ρε)v, (ρε)uv are continuous and C
1 in v in DK , and that
(ρε)vv is continuous in DK and, except perhaps at v = 0, C
1 in v.
We want to have (Hε)v = 0, so that Hε(u, v) = Hε(u, 0) = Hε(u). We compute
(Hε)v =
(v2 + ε2)
q−p+2
2
p− 1
(ρε)vvv +
(
q − p+ 2
p− 1
)
v
(
v2 + ε2
) q−p
2 (ρε)vv − v(ρε)uvv.
To have (Hε)v = 0, it suffices that fε = (ρε)vv satisfies the following conditions:
 (fε)u −
(
q − p+ 2
p− 1
)
(v2 + ε2)
q−p
2 fε −
(v2 + ε2)
q−p+2
2
(p− 1)v
(fε)v = 0 |u| ≤ K, v 6= 0,
(fε)v(u, 0) = 0.
(3.8)
Now, the equation (3.8) can be solved by the method of characteristics. For any K > 0
such that |u| ≤ K, one finds that the function defined by
fε(u, v) =
[
1 +
(
q − p
p− 1
)(
v2 + ε2
) q−p
2 (K + 1− u)
]− q−p+2
q−p
> 0
is a solution of (3.8) on [−K,K]× R. Define ρε by
ρε(u, v) =
∫ v
0
∫ z
0
fε(u, s) ds dz ≥ 0,
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and let then
Φε(u, v) = ρε(u, v)−
∫ u
0
Hε(s, 0) ds+K + 1. (3.9)
We added the constant K + 1 to ensure that Φε ≥ 0. In fact, given that ε ≤ 1/2, 2 < p
and 0 ≤ (ρε)vv ≤ 1, we get (ρε)u(s, 0) = 0 and
0 ≤ Hε(s, 0) = (ρε)u(s, 0) +
εq−p+2
p− 1
fε(s, 0) ≤ 1. (3.10)
Consequently, using that |u| ≤ K, we get
−
∫ u
0
Hε(s, 0) ds ≥ −u ≥ −K for u ∈ [0, K],
−
∫ u
0
Hε(s, 0) ds ≥ 0 for u ∈ [−K, 0].
Using the definition of Hε and the fact that Hε(u, v) = Hε(u, 0), we see that:
(Φε)u − v(Φε)uv(u, v) +
(v2 + ε2)
q−p+2
2
p− 1
(Φε)vv(u, v) = 0,
i.e. Φε satisfies (3.7), hence (3.5)-(3.6) with
Ψε(u, v) =
(
v2 +
ε2
p− 1
)−1
(v2 + ε2)
4−p
2 (ρε)vv
p− 1
≥
(v2 + ε2)
2−p
2 (ρε)vv
p− 1
> 0. (3.11)
It follows that
d
dt
Lε(uε(t)) = −
∫ 1
0
((uε)
2
x + ε
2)
2−p
2 (ρε)vv
(p− 1)
(
(uε)2x +
ε2
p− 1
) (uε)2t dx = −
∫ 1
0
Ψε(uε, (uε)x) (uε)
2
t dx.
Due to q > p > 2, we remark that, ∀ε ∈ (0, 1), |u| ≤ K and v ∈ R,
Ψε(u, v) ≥ A(v) =
(v2 + 1)
2−p
2
p− 1
[
1 +
(q − p)
(p− 1)
(
v2 + 1
) q−p
2 (2K + 1)
]− q−p+2
q−p
. (3.12)
As a consequence of the existence of the approximate Lyapunov functional, we have the
following estimate.
Proposition 3.2. Assume that q > p > 2 and let u be a global weak solution of (1.1).
Then for any T > 1 and δ > 0, There exists C = C(‖u0‖W 1,∞ , δ, p, q) > 0 such that∫ T
1
∫ 1−δ
δ
(ut)
2dxdt ≤ C. (3.13)
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Proof. First let us remark that Lemma 2.1 implies that, for any δ > 0,
|ux| ≤ C(δ) in [1,∞)× [δ, 1 − δ]. (3.14)
Now we fix T > 1 and δ ∈ (0, 1/2). On the one hand, by (3.12), we have
∫ T
0
∫ 1−δ
δ
A ((uε)x) · (uε)
2
t (t, x) dx dt ≤
∫ T
0
∫ 1
0
Ψε(uε, (uε)x) · (uε)
2
t (x, t) dx dt
= Lε(u(0))− Lε(uε(T )) (3.15)
≤ C˜(‖u0‖W 1,∞).
On the other hand, by Proposition 3.1, there exists ε0(δ, T ) such that, for all ε < ε0,
x ∈ [0, 1], t ∈ [1, T ],
|(uε)x(t, x)− ux(t, x)| ≤ C(δ).
Then, by (3.14), |(uε)x| ≤ 2C(δ) for (t, x) ∈ [1, T ]× [δ, 1− δ] so that
∫ T
0
∫ 1−δ
δ
A ((uε)x) · (uε)
2
t (t, x) dx dt ≥
∫ T
1
∫ 1−δ
δ
A ((uε)x) · (uε)
2
t (t, x) dx dt
≥ θ(2C(δ))
∫ T
1
∫ 1−δ
δ
(uε)
2
t (x, t) dx dt,
where θ(R) = inf {A(v); |v| ≤ R} > 0. Letting ε→ 0 and using a lower semicontinuity
argument as well as (3.15), we obtain
θ(2C(δ))
∫ T
1
∫ 1−δ
δ
(u)2t (t, x) dx dt ≤ C˜(‖u0‖W 1,∞), (3.16)
The result immediately follows.
3.3 Convergence to steady states
Proposition 3.3. Let u be a global weak solution of (1.1). Then M ≤ Mb and u(t)
converges in C([0, 1]) to a steady state of (1.1) as t→∞. Moreover the convergence also
holds in C1([δ, 1− δ]) for all δ > 0.
Proof. Assume that u is a global weak solution of (1.1). Fix a sequence (tk)k∈N, 1 ≤
tk →∞ and set wk(t, x) = u(t+ tk, x). By (1.3), we know that
|u| ≤ max {‖u0‖∞ ,M} in [1,∞)× [0, 1], (3.17)
Using lemma 2.1 we have
|ux| ≤ C(δ), in [1,∞)× [δ/2, 1− δ/2]. (3.18)
Thus applying a result of DiBenedetto-Friedman [9], we have that {wk} and {(wk)x} are
Ho¨lder continuous in [δ, T −δ]× [δ, 1−δ] with a Ho¨lder norm independent of k. It follows
that {wk} and {(wk)x} are relatively compact in C ([δ, T − δ]× [δ, 1− δ]) for any δ, T > 0.
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Thus, by the Arzela`-Ascoli theorem and a diagonal procedure, there exist a subsequence
(tkl)l∈N of (tk) and a functionW ∈ C ((0,∞)× (0, 1)), Wx ∈ C ((0,∞)× (0, 1)) such that
for any δ, T > 0
wkl →W strongly in C ([δ, T − δ]× [δ, 1− δ]) as l →∞. (3.19)
(wkl)x →Wx strongly in C ([δ, T − δ]× [δ, 1− δ]) as l →∞. (3.20)
and W is a distributional solution of
Wt − (|Wx|
p−2Wx)x = |Wx|
q, t > 0, x ∈ (0, 1).
Further, using lemma 2.1 and q > p, we get that for some r > 1
‖(wk)x‖L∞(1,∞;Lr(0,1)) ≤ C. (3.21)
Combining (3.17) with (3.21), we get that, for each fixed t > 0, wk(t, ·) is relatively
compact in C([0, 1]). Consequently for any t > 0,W (t, .) can be extended to a continuous
function on [0, 1] satisfying
W (t, 0) = 0 W (t, 1) =M.
Proposition 3.2 implies that∫ ∞
0
∫ 1−δ
δ
(wkl)
2
t (t, x) dx dt→ 0, as l →∞.
Since (wkl)t →Wt in D
′((0,∞)× (0, 1)) and δ ∈ (0, 1) is arbitrary, it follows thatWt ≡ 0.
Thus W is a steady state of (1.1) which implies that M ≤ Mb. Given that the sequence
tk → ∞ is arbitrary and the steady states (for given M) are unique, it follows that the
whole solution u(t) converges to W .
4 Proof of Theorem 1.1
4.1 GBU profiles and lower bound on ux
Thanks to (2.6) in Theorem 2.1, we shall derive the following lemma providing a lower
bound on the blow up profile of ux in case GBU occurs in finite or infinite time near
x = 0 or 1.
Lemma 4.1. Let u be a global weak solution of (1.1) and t0 > 0. Let C1 > 0 be the
constant given in the estimate (2.7) of Theorem 2.1. There exist C4 = C4(C1, p, q),
C5 = C5(p, q) > 0 with the following property. For all t ∈ [t0,+∞) and 0 ≤ y ≤ x ≤ 1[
|ux|
p−2u+x (t, x) + C4
]p−1−q
p−1 ≤
[
|ux|
p−2u+x (t, y) + C4
]p−1−q
p−1 + C5(x− y), (4.1)
and[
|ux|
p−2(−ux)
+(t, 1− x) + C4
]p−1−q
p−1 ≤
[
|ux|
p−2(−ux)
+(t, 1− y)) + C4
] p−1−q
p−1 + C5(x− y).
(4.2)
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Proof. Fix t ∈ [t0, Tmax). and let z(x) = |ux|
p−2u+x (t, x) + C
p−1
q
1 , where C1 is given by
the estimate of |ut| in Theorem 2.1. Using that |ut| ≤ C1 and |ux(t)|
q is bounded, we
get that, z is Lipschitz in (0, 1) with a Lipschitz bound depending on t, p, q, ||u0||∞ and
||ux(t)||
q
∞. Moreover the function z satisfies almost everywhere
z′ + zq/(p−1) = (|ux|
p−2ux(t, x))x 1{ux>0} +
(
|ux|
p−2u+x (t, x) + C
p−1
q
1
) q
p−1
≥ [(|ux|
p−2ux(t, x))x + |ux|
q] 1{ux>0} + C1
≥ 0.
For 0 ≤ y ≤ x ≤ 1, an integration yields
z(x)(p−1−q)/(p−1) ≤ z(y)(p−1−q)/(p−1) +
(
q − p + 1
p− 1
)
(x− y),
that is (4.1) with C4 = C
p−1
q
1 and C5 =
q − p+ 1
p− 1
.
The estimate (4.2) can be obtained similarly by considering z(x) = |ux|
p−2(−ux)
+(t, 1−
x) + C
p−1
q
1 .
Remark 4.1. Lemma 4.1 yields in particular a lower bound on the gradient blow-up
profile, which complements the upper bounds in (2.9)-(2.10). Namely, if x = 0 is a GBU
point (in finite or infinite time), i.e. if |ux| is unbounded in any neighborhood of Tmax
and 0, then
lim sup
t→Tmax
ux(t, x) ≥ C(p, q)x
−1/(q−p+1)
for all sufficiently small x > 0. The analogous estimate holds if x = 1 is a GBU point.
Now let us state the following lemma which is a direct consequence of the convergence
of u to the steady state.
Lemma 4.2. Let M ≥ 0 and let u be a global weak solution of (1.1).Then it holds
lim
t→+∞
(
max
[0,1]
u(t, x)
)
=M. (4.3)
Proof. Since u(t, 1) = M , we get
(
max
[0,1]
u(t, x)
)
≥ M . Next, using that u(t) → W in
C([0, 1]) (see Proposition 3.3) and W ≤ M , it holds that ∀ε > 0, ∃tε > 0 such that if
t > tε then
u(t, x) ≤W (x) + ε ≤M + ε x ∈ [0, 1].
It results that max
[0,1]
u(t, x) ≤M + ε if t > tε.
Thanks to this property we can rule out infinite time gradient blow-up towards −∞
when x→ 1.
Lemma 4.3. Let u be a global weak solution of (1.1). Then
inf
[0,∞)×(0,1)
ux > −∞. (4.4)
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Proof. We proceed by contradiction. Assume that the lemma is false. Then, by Lemma
2.1, there exist a sequence tn → +∞ and xn → 0 such that ux(tn, 1 − xn) → −∞. Fix
ε > 0, then for n ≥ n(ε) large enough, we have xn < ε and
|ux|
p−2(−ux)
+(tn, 1− xn) ≥ ε
−(p−1)/(q−p+1).
Taking t = tn and y = xn in (4.2), we get that for n ≥ n0(ε) large enough, we have for
xn ≤ x ≤ ε[
|ux|
p−2(−ux)
+(tn, 1− x) + C4
] p−1−q
p−1 ≤
[
|ux|
p−2(−ux)
+(tn, 1− xn) + C4
] p−1−q
p−1 + C5x
≤ (C5 + 1)ε.
This implies that[
|ux|
p−2(−ux)
+(tn, 1− x) ≥ ((C5 + 1)ε)
(1−p)/(q−p+1) − C4, xn ≤ x ≤ ε. (4.5)
Choosing ε = ε(C5, C4) > 0 small enough, we get that ux(tn, 1−x) ≤ −1 on [xn, ε], hence
u(tn, 1− x) ≥ u(tn, 1− xn) + (x− xn), xn ≤ x ≤ ε.
Using that u(tn, 1− xn)→ M (by Proposition 3.3) and recalling Lemma 4.2, we end up
with a contradiction.
Remark 4.2. Thanks to lemma 4.3 we deduce that, for the case M =Mb, if there exist
global solutions with infinite time gradient blow up (we expect that this could occur for
some particular initial data), then ux can only blow up at x = 0.
4.2 Completion of the proof of Theorem 1.1
Proof of the boundedness of ux for M = 0
Lemma 4.3 is sufficient to prove the main theorem in the case M = 0. Let u be a global
solution of (1.1). ForM = 0, we note that w(t, x) := u(t, 1−x) solves (1.1) with u0(1−x)
as initial data. Lemma 4.3 implies that ux and wx are bounded below on [0,+∞)× (0, 1),
therefore ux is bounded. See the Subsection 4.2 for the proof of the convergence to the
steady state in the W 1,∞(0, 1) norm. 
Proof of the boundedness of ux for 0 < M < Mb
We proceed by contradiction. Assume that u is a global weak solution which is unbounded
inW 1,∞. We know that when t→∞, u converges toW = WM in C[0, 1] and in C
1[δ, 1−δ]
for all δ > 0. Since ux is unbounded and can only blow up to +∞ at x = 0, there exist
sequences tn →∞, xn → 0 such that
ux(tn, xn)→ +∞ (4.6)
Taking t = tn and y = xn in (4.1) and sending n→∞, we deduce that, for any x ∈ (0, 1)[
|Wx|
p−2Wx + C4
]p−1−q
p−1 ≤ C5 x.
This would imply that
|Wx|
p−2Wx + C4 ≥ (C5 x)
1−p
q−p+1 .
Passing to the limit x→ 0 we get a contradiction since W =WM ∈ C
1([0, 1]). So all the
global solutions are bounded in W 1,∞.
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Proof of the convergence in C1 norm for M ∈ [0,Mb)
This follows from the proof of Proposition 3.3, with (3.14) replaced by the boundedness
of ux on [0,∞)× [0, 1], and using Proposition 2.1 which is an extension of the result in
[9].
Proof of Theorem 1.1 for M > Mb
This is an immediate consequence of Proposition 3.3 and the fact that (2.13) admits no
solution for M > Mb. 
Further regularity for global solutions for 0 < M < Mb
As a consequence of the convergence of global solutions to the steady state in C1[(0, 1)],
we have the following proposition which is of independent interest. It gives a result of
further regularity of global solutions for large time. It is unknown whether or not such
property is true in the case M = 0.
Proposition 4.1. Assume that 0 < M < Mb and let u be a global weak solution of (1.1).
Then there exist T˜ > 0 and η˜ > 0 such that
ux ≥ η˜ on [T˜ ,+∞)× [0, 1].
Moreover, u becomes a classical solution on [T˜ ,+∞)× [0, 1]
Proof. First let us note that there exists η > 0 such that (WM)x ≥ 2η > 0 in [0, 1]. Next,
by Theorem 1.1, we know that ux → Wx uniformly on [0, 1]. Hence, there exists T˜ > 0
such that
ux(t, x) > (WM)x(x)− η ≥ η for all x ∈ [0, 1], t > T˜ . (4.7)
The last inequality implies that the differential equation is uniformly parabolic for (t, x) ∈
[T˜ ,∞]× [0, 1]. Hence, by the standard theory (see [11]) we know that u ∈ C1,2((T˜ ,∞)×
[0, 1])
Appendix
Proof of Proposition 2.1 on the regularity of the derivative up to
the boundary
Let ε ∈ [0, 1), u0 ∈ W
1,∞, C > 0 and F ∈ Lr((0, T ) × (0, 1)) for some r > 2 with
‖F‖Lr((0,T )×(0,1)) ≤ C. Since vt ∈ L
2((0, T )× (0, 1)) by assumption and r > 2, it follows
that (
(|vx|
2 + ε2)
p−2
2 vx
)
x
∈ L2((0, T )× (0, 1)), (4.8)
and that the partial differential equation in (2.2) is satisfied in the sense of equality of
functions in L2((0, T )× (0, 1)).
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Next, we define an extension v∗ of v to [−1, 2] by setting
v∗(t, x) =


−v(t,−x) if x ∈ [−1, 0)
v(t, x) if x ∈ [0, 1]
2M − v(t, 2− x) if x ∈ (1, 2]
(4.9)
We denote by u∗0 the extension of u0 to [−1, 2]. We will prove that v
∗ is a weak solution
of the following problem

v∗t =
(
(|v∗x|
2 + ε2)
p−2
2 v∗x
)
x
+ F˜ (t, x) t > 0, x ∈ (−1, 2),
v∗(t,−1) = −M, v∗(t, 2) = 2M, t > 0,
v∗(0, x) = u∗0(x), x ∈ (−1, 2).
(4.10)
where
F˜ (t, x) =


−F (t,−x) if x ∈ [−1, 0)
+F (t, x) if x ∈ [0, 1]
−F (t, 2− x) if x ∈ (1, 2]
Indeed, let ψ ∈ C([0, τ ] × [−1, 2]) ∩ Lp((0, τ);W 1,p0 ((−1, 2)). Due to (4.8), for a.e. t ∈
(0, T ), we have (|vx|
2+ ε2)
p−2
2 vx(t, ·) ∈ W
1,2(0, 1) ⊂ C([0, 1]). By elementary distribution
theory (jump formula), it readily follows that (|v∗x|
2 + ε2)
p−2
2 v∗x(t, ·) ∈ W
1,2(−1, 2) ⊂
C([−1, 2]). For a.e. t ∈ (0, T ), we can thus write:
∫ 1
0
v∗t (t, x)ψ(t, x) dx =
∫ 1
0
((
|v∗x|
2 + ε2
) p−2
2 v∗x
)
x
(t, x)ψ(t, x) dx+
∫ 1
0
F (t, x)ψ(t, x) dx
=
(
|v∗x|
2 + ε2
) p−2
2 v∗x(t, 1)ψ(t, 1)−
(
|v∗x|
2 + ε2
)p−2
2 v∗x(t, 0)ψ(t, 0)
−
∫ 1
0
(
|v∗x|
2 + ε2
) p−2
2 v∗x(t, x)ψx(t, x) dx+
∫ 1
0
F (t, x)ψ(t, x) dx.
Using that ψ(t,−1) = 0 and ψ(t, 2) = 0, we have∫ 0
−1
v∗t (t, x)ψ(t, x) dx =
∫ 0
−1
((
|v∗x|
2 + ε2
) p−2
2 v∗x
)
x
(t, x)ψ(t, x) dx−
∫ 0
−1
F (t,−x)ψ dx
=
(
|v∗x|
2 + ε2
) p−2
2 v∗x(t, 0)ψ(t, 0)−
∫ 0
−1
F (t,−x)ψ(t, x) dx
−
∫ 0
−1
(
|v∗x|
2 + ε2
)p−2
2 v∗x(t, x)ψx(t, x) dx,
and∫ 2
1
v∗t (t, x)ψ(t, x)dx =
∫ 2
1
(
(|v∗x|
2 + ε2)
p−2
2 v∗x
)
x
(t, x)ψ(t, x)dx−
∫ 2
1
F (t, 2− x)ψ(t, x)dx
= −
(
|v∗x|
2 + ε2
)p−2
2 v∗x(t, 1)ψ(t, 1)−
∫ 2
1
F (t, 2− x)ψ(t, x) dx
−
∫ 2
1
(
|v∗x|
2 + ε2
)p−2
2 v∗x(t, x)ψx(t, x)dx.
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Summing these identities and integrating over (0, T ), it follows that
∫ T
0
∫ 2
−1
v∗t ψ dx dt +
∫ T
0
∫ 2
−1
(
|v∗x|
2 + ε2
) p−2
2 v∗x(t, x)ψx(t, x) dx dt (4.11)
=
∫ T
0
∫ 2
−1
F˜ (t, x)ψ dx dt.
Next, since
∥∥∥F˜ (t, x)∥∥∥
Lr((0,T )×(−1,2))
≤ C ‖F‖Lr(0,T )×(0,1)), using a result of DiBenedetto and
Friedman (see [9] and [10, chapter 9] for the case ε > 0) on Ho¨lder regularity of gradient
of some degenerate parabolic problems, we get that, for any η > 0, v∗x ∈ C
α
loc([η, T −
η] × (−1, 2)) where α > 0 and the norm of v∗x depend only on ‖F‖Lr(0,T )×(0,1)) , ‖v
∗
x‖Lp
and ‖v∗‖L∞t ,L2x . We get the desired result recalling that v
∗
x = vx on [0, 1] and using that
[0, 1] ⊂ (−1, 2).
Addendum to [4]
In [4], the step 3 of the proof of the convergence of the approximate solutions relied on a
result on the Ho¨lder regularity of the gradient of some degenerate parabolic systems. The
author wants to point out that the correct reference should be [10] where an extension of
the results of [9] to the regularized problem is mentioned.
Acknowledgments. The author would like to thank Professor Ph. Souplet for useful
suggestions during the preparation of this paper. The author would also like to thank
the referee for carefully reading the manuscript and giving constructive comments which
substantially helped improving the quality of the paper.
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