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We analyze the dynamical response of a two-dimensional system of itinerant fermions coupled to a
scalar boson φ, which undergoes a continuous transition towards nematic order with d−wave form-
factor. We consider two cases: (a) when φ is a soft collective mode of fermions near a Pomeranchuk
instability, and (b) when it is an independent critical degree of freedom, such as a composite spin
order parameter near an Ising-nematic transition. In both cases, the order-parameter is not a
conserved quantity and the d−wave fermionic polarization Π(q,Ω) remains finite even at q = 0. The
polarization Π(0,Ω) has similar behavior in the two cases, but the relations between Π(0,Ω) and the
bosonic susceptibility χ(0,Ω) are different, leading to different forms of χ′′(0,Ω), as measured by
Raman scattering. We compare our results with polarization-resolved Raman data for the Fe-based
superconductors FeSe1−xSx, NaFe1−xCoxAs and BaFe2As2. We argue that the data for FeSe1−xSx
are well described within Pomeranchuk scenario, while the data for NaFe1−xCoxAs and BaFe2As2
are better described within the “independent” scenario involving a composite spin order.
Introduction.- The behavior of strongly correlated
fermions in the vicinity of a quantum critical point
(QCP) is one of the most fascinating problems in many-
body physics. A traditional way to treat the physics near
a QCP is to study an effective low-energy model in which
itinerant fermions are coupled to near-critical fluctua-
tions of a bosonic order parameter [1]. The boson can be
a collective mode of electrons, as in the case of a Pomer-
anchuk instability, or an independent degree of freedom
(e.g., a phonon). In both cases, the boson-fermion cou-
pling affects the bosonic dynamics. This effect is encoded
in the fermionic polarization Π(q,Ω), which in turn is
related to the bosonic susceptibility χ(q,Ω). Previous
studies of χ(q,Ω) [1–5] focused primarily on the range
Ω vF q (vF is the Fermi velocity), in which the scaling
behavior holds in critical theories with a dynamical expo-
nent z > 1 . However, several experimental probes, most
notably polarization-resolved Raman scattering, analyze
χ(q,Ω) in the opposite limit of vanishing q and finite
Ω [6]. The same regime has been probed in Quantum-
Monte-Carlo studies [7]. If the order parameter is con-
jugate to a conserved quantity, e.g. the total fermion
number-density or the total spin, the fermionic polar-
ization Π(q,Ω) vanishes identically by the conservation
law at q = 0 and, by continuity, is small at Ω  vF q.
However, if the order parameter is conjugate to a quan-
tity that is not constrained by conservation laws, Π(0,Ω)
does not have to vanish and may give rise to a nontrivial
frequency dependence of χ(0,Ω).
In this letter we report the results of our study of
Π(0,Ω) and χ(0,Ω) for a system of fermions in two spatial
dimensions, coupled to fluctuations of a (charge) nematic
order parameter, φ, with a d−wave form-factor. If φ is a
collective mode of fermions, the model describes an itin-
erant fermionic system near a Pomeranchuk instability.
If φ is a separate degree of freedom, it softens on its own,
but fermions still affect the critical behavior. We will
see that Π(q = 0,Ω) is the same in both cases, but the
relationship between Π(0,Ω) and the uniform dynamic
bosonic susceptibility χ(0,Ω) are different, leading to dif-
ferent predictions for Raman experiments. In the case of
a Pomeranchuk instability, χ(q,Ω) is necessarily propor-
tional to Π(q,Ω) for all momenta and frequencies, and
we argue that χ(0,Ω) ≈ −Π(0,Ω). On the other hand,
when φ is an independent near-critical order parameter,
the bosonic susceptibility nearly coincides with the sus-
ceptibility of the φ field, and Π(0,Ω) enters χ(0,Ω) as
a bosonic self-energy: χ−1(0,Ω) = χ−10 (0,Ω)− g¯Π(0,Ω),
where χ0(0,Ω) is the dynamic susceptibility of the φ field
in the absence of interactions with fermions, and g¯ is the
fermion-boson coupling (defined below).
We argue that at the QCP, the imaginary part of
the polarization operator Π′′(0,Ω) scales as Ω1/3 at low
frequencies and as Ω at somewhat higher frequencies,
which are still smaller than the Fermi energy, εF . Away
from the QCP, when the nematic correlation length ξ
is large but finite, the Ω1/3 dependence is replaced by
Π′′(0,Ω) ∝ Ωξ2 below Ω ∝ ξ−3. The real part Π′(0,Ω)
remains finite at Ω → 0, but Π(0, 0) evolves rather
strongly with ξ in systems with a small Fermi momentum
kF . Technical details of our analysis are presented in [8].
We compare our results with the Raman data for the
Fe-chalcogenide system FeSe1−xSx [9, 10] and the Fe-
pnictides BaFe2As2 [11] and NaFe1−xCoxAs [12], which
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FIG. 1. The d-wave fermion polarization Π′′(q,Ω) at q = 0
for a model of itinerant fermions near an Ising nematic quan-
tum critical point. We use log-log scale to highlight different
power-law regimes. At very low frequencies, Π′′(0,Ω) scales
as Ωξ2. Above a crossover frequency Ωc ∝ ξ−3, Π′′(q,Ω) be-
comes universal (independent of ξ) and has different forms in
two regimes, depending on the ratio Ω/Ω∗, where Ω∗  εF
is defined after Eq. (4). For Ω Ω∗, Π′′(0,Ω) ∝ |Ω|1/3. For
Ω  Ω∗, Π′′(0,Ω) ∝ |Ω|. At even higher frequencies (not
shown) Π′′(0,Ω) passes through a maximum and decreases.
all display nematic order in some range of temperature
and doping. For these and related systems two different
electronic scenarios for nematicity have recently been put
forward [13]. One scenario is that nematicity is associ-
ated with a composite spin order [14], while another is
that nematic order is a Pomeranchuk order in the charge
channel with a d−wave form factor. [15–18]
For FeSe and FeSe1−xSx, we find good agreement with
the Pomeranchuk scenario, consistent with the fact that
magnetic order in these systems does not develop down
to T = 0. For NaFe1−xCoxAs and BaFe2As2 we find an
agreement with the composite spin (Ising-nematic) sce-
nario of nematicity. This is consistent with the fact that
in NaFe1−xCoxAs nematic and stripe magnetic ordering
temperatures differ by only a few Kelvin and follow each
other as functions of doping.
The model.- We consider a clean two-dimensional sys-
tem of itinerant fermions with a circular Fermi surface
(FS) specified by Fermi momentum kF and Fermi veloc-
ity vF , coupled to a scalar boson φ(q), which undergoes a
continuous transition towards charge nematic order with
d−wave form factor. The field φ is coupled to the d−wave
component of fermionic density as
HI = g
∑
k,q
f(k)φ(q)ψ†(k+ q/2)ψ(k− q/2), (1)
where g is a coupling constant and f(k) is a momentum
dependent vertex with d−wave symmetry (e.g., f(k) =
cos kx − cos ky). Near the FS f(k) ≈ f(θ), where θ is an
angle along the FS. This model has been discussed ex-
tensively in the regime where the characteristic bosonic
frequency Ω is much smaller than vF q, with q the char-
acteristic bosonic momentum [5, 18, 19]. In standard
treatments of this regime, the boson propagator is
D(q,Ω) =
χ0
ξ−20 + q2 − Ω2/c2 + g¯Π(q,Ω)
. (2)
Here g¯ = g2χ0 is the effective coupling constant (as-
sumed much smaller than εF ≡ vF kF /2), ξ0 and c are
the bosonic correlation length and velocity at g = 0, i.e.,
in the absence of coupling to fermions, and Π(q,Ω) is the
particle-hole polarization bubble, given by
g¯Π(q,Ω) = − g¯k
2
F
4piεF
(
〈f2〉+ if2(qˆ′) |Ω|
vF |q|
)
, (3)
where εF = vfkF /2, 〈f2(θ)〉 =
∫
dθ
2pif
2(θ), and qˆ′ = zˆ×qˆ,
zˆ is a unit vector in the direction perpendicular to the
2D plane [20, 21]. The constant term in g¯Π(q,Ω) ac-
counts for the difference between ξ0 and the actual ne-
matic correlation length ξ: ξ−2 = ξ−20 − g¯k2F 〈f2〉/(4piεF ).
The form of D(q,Ω) at Ω  vF |q| determines the
fermionic self-energy on the FS: at the QCP, Σ(Ω, θ) ∝
|f(θ)|4/3|Ω|2/3ω1/30 , where ω0 ∼ g¯2/εF .
Our goal is to obtain Π(q,Ω) at T = 0 in the op-
posite limit of q = 0 and finite Ω. We obtain Π(0,Ω)
first along Matsubara axis Ω = iΩm, and then convert
to real Ω. For free fermions, Π(0,Ωm) vanishes for arbi-
trary f(θ) because the density of fermions at each mo-
mentum is separately conserved. At a finite g¯, this is
generally not the case. We evaluate Π(0,Ωm) to leading
order in g¯ by computing the two-loop Maki-Thompson
diagrams for the d-wave particle-hole bubble, along with
the Aslamazov-Larkin diagrams, which contribute at the
same order (see Ref. [8] for details). For a constant form-
factor (f(θ) = 1), these diagrams cancel exactly, and
the cancellation can be traced to the Ward identity for
fermion number conservation [22]. For a non-conserved
order parameter the diagrams do not cancel. Evaluating
the diagrams, we obtain
g¯Π(q = 0,Ωm) =
(
g¯
vF
)2
〈f2〉×
[A (kF ξ)− C (|Ωm|; kF ξ)] . (4)
Here 〈f2〉 = 〈f2f ′2 + 12f3f ′′〉 < 0, and the functions A
and C are
A (kF ξ) = 1− (kF ξ)−1 tan−1(kF ξ) (5)
' 1− (pi/2)(kF ξ)−1 (kF ξ  1),
and
C (|Ωm|; kF ξ) ∼

g¯|Ωm|
ε2F
(kF ξ)
2 |Ωm|  Ωc(
g¯|Ωm|
ε2F
)1/3
Ωc  |Ωm|  Ω∗
vF
c
|Ωm|
εF
Ω∗  |Ωm|  εF
.
(6)
3The characteristic frequencies in (6) are Ωc =
ε2F g¯
−1(kF ξ)−3 and Ω∗ =
√
g¯εF (c/vF )3. The frequency
Ωc separates Fermi liquid and QC behavior, and Ω∗
marks where Landau damping starts to dominate over
the bare Ω2m/c
2 term of Eq. 2. Eqs. (5) and (6) are
valid when Ωc  Ω∗, i.e. kF ξ 
√
(εF /g¯)(vF /c), which
is always satisfied close enough to the QCP. The various
dynamical regimes in real frequency, both at and near
the QCP are depicted qualitatively in Fig. 1.
The perturbative calculation leading to Eqs. (4)-(6) is
only valid when |Σ(Ωm)|  |Ωm|, which holds for |Ωm| 
ω0. At smaller Ωm higher-order self-energy and vertex
corrections cannot be neglected a priori. We computed
g¯Π(0,Ωm) at Ωm  ω0 by inserting a series of self-energy
and vertex corrections and found that, to leading order in
g¯/εF , these higher order contributions cancel each other,
such that Eq. (4) remains unchanged [23].
Nematic susceptibility When φ represents a collective
mode of fermions near a d-wave Pomeranchuk instabil-
ity, the nematic susceptibility is well approximated by
χPom(0,Ω) = −Π(0,Ω)/(1 + g¯ξ20Π(0,Ω)) where g¯ξ20 is a
four-fermion interaction in the d-wave channel [24]. For
Ω  vF q, one can verify that χPom(q,Ω) has the same
form as D(q,Ω) in Eq. (2). For Ω  vF q, the denom-
inator of χPom is no longer singular, and its behavior
is qualitatively that of Π, χPom ∼ −Π(0,Ω). When φ
can be considered an independent, near-critical bosonic
field, the full bosonic susceptibility χind(0,Ω) predomi-
nantly comes from the φ field, i.e., χind(0,Ω) ≈ D(0,Ω),
where D is given by Eq. (2). The behavior of χind(0,Ω)
then depends on the scale ξ0 as well as ξ. This opens
an avenue to distinguish the “Pomeranchuk” and “inde-
pendent” scenarios, by comparing low-energy properties
of the real and imaginary parts of their corresponding
susceptibilities. We concentrate on two such properties:
the dependence of χ′ξ(0,Ω → 0) on ξ, specifically on
the behavior of δχ′ = χ′ξ=∞(0,Ω → 0) − χ′ξ(0,Ω → 0),
and the slope of the imaginary part of the susceptibility
Γ = χ′′(0,Ω)/Ω|Ω→0.
In the Pomeranchuk case, converting Eqs (5) and (6)
to real frequencies we find
δχ′Pom ∝ ξ−1, ΓPom ∝ ξ2. (7)
In the independent case, to leading order in g¯/εF ,
χ′ind(Ω) = χ0ξ
2
0 , and χ
′′
ind(Ω) = −χ0g¯ξ40Π′′(0,Ω), where
we recall that ξ−2 = ξ−20 −g¯k2F 〈f2〉/(4piεF ) [25] Therefore
δχ′ind ∝ ξ−2ξ20 , δ
(
1
χind
)
∝ ξ−2, Γind ∝ ξ2ξ40 . (8)
We emphasize that in, both cases, χ′ξ=∞(Ω → 0) re-
mains finite at the QCP because it differs from the ther-
modynamic nematic susceptibility χ′(q → 0,Ω = 0),
which scales as ξ2 and diverges at the QCP. We recall
in this regard that we consider a clean system. In the
presence of weak disorder the limits q→ 0 and Ω→ 0 in-
deed commute [16], but χ′(0,Ω) nonetheless approaches
its clean limit behavior for frequencies above an appro-
priate transport scattering rate γtr. In this respect, our
χ′(0,Ω → 0) is actually the susceptibility for Ω much
larger than γtr, but well below any other energy scale.
Comparison with experiments The d-wave bosonic
susceptibility is directly measured in polarization-
resolved Raman scattering. The momentum transfer in
Raman experiments is very low, so that to high accu-
racy the susceptibility extracted from Raman measure-
ments coincides with χ(q = 0,Ω) = χ(Ω). We compare
our theoretical results for χ′′(Ω) with data for the Fe-
chalcogenides FeSe/ FeSe1−xSx (Refs. 9 and 10) and Fe-
pnictides BaFe2As2 (Ref. 11) and NaFe1−xCoxAs (Ref.
12). We assume that the data can be described within a
clean limit, although disorder may be a source of system-
atic disagreement [26]. From the data one can extract
the slope Γ = limΩ→0 χ′′(Ω)/Ω. Regardless of how the
extrapolation to Ω → 0 is performed, Γ grows rapidly
in the vicinity of TS . [27]. The real part of the sus-
ceptibility χ′(0,Ω → 0) was extracted [9, 10, 12] from
the data for χ′′(Ω) via Kramers-Kronig: χ′(0,Ω → 0) =
(2/pi)
∫∞
0
dΩχ′′(0,Ω)/Ω.
The nematic transition temperature TS varies with x in
FeSe1−xSx and NaFe1−xCoxAs and vanishes at a partic-
ular S or Co doping. We assume that the T dependence
can be incorporated into ξ0(x, T ) and ξ(x, T ), but do not
otherwise incorporate finite temperature into our calcu-
lations. As such the results should be valid as long as
Ω > TS , which is true for most of the relevant experi-
mental frequency range.
For both sets of materials we examined possible scal-
ing between 1/Γ and powers of δχ′. For FeSe1−xSx we
found that (δχ′)2 and 1/Γ scale together (Fig. 2). Such
behavior is consistent with the Pomeranchuk scenario, as
in this case both (δχ′)2 and 1/Γ scale as ξ−2, Eq. (7).
The data for FeSe1−xSx also show [10] that χ′KK(0, 0) in-
creases as the system approaches the nematic transition
but deviates from Curie-Weiss behavior near the tran-
sition point. The deviation gets more pronounced with
increasing x. Such behavior is also consistent with the
Pomeranchuk scenario, Eq. (5), particularly given that
kF in this system is small for all pockets [29–31]), because
in this case χ′(0,Ω→ 0) increases as ξ2 between ξ = O(1)
and ξ ∼ 1/kF . The data also show [9, 10] that the max-
imum in χ′′(0,Ω) remains at a nonzero frequency at the
nematic transition. This is consistent with the crossover
to QC behavior because at ξ =∞, χ′′(0,Ω) still increases
at small Ω as Ω1/3, and therefore passes through a max-
imum at nonzero Ω. We consider the combination of
these results as a strong indication that nematicity in
FeSe/FeSe1−xSx is caused by a d-wave Pomeranchuk in-
stability.
For Ba(FeAs)2 and NaFe1−xCoxAs, we found that the
temperature dependence of 1/Γ closely follows that of
δ(1/χ) over several tens of kelvin near TS , as shown in
Fig. 3. This observation is generally consistent with the
4FIG. 2. B2g Raman data on FeSe1−xSx for dopings x = 0
(shifted up for clarity) and x = 0.15, (T − Ts)/Ts . 1,
taken from Ref. 10 [Similar data for x = 0 are in Ref. 9].
Filled circles – 1/Γ, where Γ = χ′′(0,Ω)/Ω is the slope
of measured χ′′(0,Ω) at small frequencies. Open circles -
(δχ′)2 = (χ′ξ=∞(Ω → 0) − χ′ξ(Ω → 0))2, where χ′ξ(Ω → 0)
has been obtained from χ′′(0,Ω) by KK transform. The data
for (δχ′)2 have been rescaled by a constant factor [28]. The
data show that (δχ′)2 and 1/Γ scale together, i.e., their ra-
tio is independent of ξ. Such behavior is consistent with the
Pomeranchuk scenario described in the text. The inset shows
the experimental χ′ξ(Ω → 0) along with the fit to Eq. (5)
using ξ(T ) extracted from the data for Γ [28].
“independent” scenario as there both 1/Γ and δ(1/χ)
scale as ξ−2 (see Eqs. (8)). A natural candidate for the
independent order parameter is the composite Ising ne-
matic operator derived from the magnetic order param-
eter [14], since in these materials the magnetic and ne-
matic transitions are close to each other and show nearly
identical doping dependence. We caution, however, that
the scaling 1/Γ ∼ δ(1/χ) holds in our theory under the
assumption that ξ0 is essentially a constant, and hence
χ′ ∝ ξ20 is also a constant. This is the case near Ts,
but at higher T , the measured χ′ varies significantly over
the temperature ranges shown in Fig. 3 (Refs. [11, 12]).
More data in the range T − TS < TS , and a more careful
analysis (possibly accounting for the effect of impurities)
is needed to fully understand the data for Ba122 and
Na111.
Summary In this work we analyzed the dynamic re-
sponse of a clean 2D system of itinerant fermions coupled
to a scalar boson φ, which undergoes a continuous transi-
tion towards a d-wave charge nematic order. We obtained
the form of Π(0,Ω) both at and near the nematic tran-
sition and related it to the bosonic susceptibility χ(0,Ω)
in the case where φ is a soft collective mode of fermions
near a Pomeranchuk instability and when it is an inde-
pendent critical degree of freedom, such as a composite
spin order parameter near an Ising-nematic transition.
We compared our results with polarization-resolved Ra-
FIG. 3. B2g Raman data for NaFe1−xCoxAs for dopings x = 0
(shifted up for clarity) and x = 0.15, (T − Ts)/Ts . 1 (taken
from Ref. 12). Filled circles – 1/Γ, open circles – δ(1/χ′).
Inset– the same quantities for undoped Ba122 (data from Ref.
11). The data show that δ(1/χ′) and 1/Γ scale together in
both NaFe1−xCox and BaFe2As2. Such behavior is consistent
with the independent scenario at |T − Ts|  Ts, but the fact
that the scaling holds in a wide range of T requires further
study.
man data for FeSe1−xSx and BaFe2As2/NaFe1−xCoxAs.
We argued that the data for FeSe1−xSx, which does not
order magnetically down to T = 0, are well described
by the d-wave charge Pomeranchuk scenario. The data
for BaFe2As2/NaFe1−xCoxAs at T ≥ Ts are consistent
with the independent boson scenario (for which compos-
ite spin order is the primary candidate), but further study
is required to understand the data at higher T . For all
compounds we found evidence for quantum critical be-
havior near TS . We hope that our findings will motivate
further measurements in the range T − TS < TS to al-
low for quantitative comparison of theoretical predictions
with experiment.
Our analysis neglects interaction with acoustic
phonons. This interaction does not directly affect χ(q =
0,Ω), but it does contribute to χ(q → 0,Ω = 0) [16, 18])
and therefore gives an additional contribution to the dif-
ference between ξ0 and ξ. It also affects the momen-
tum dependence of D(q,Ω) at Ω < vF q, and eventually
cuts off the critical behavior at T = Ts [32, 33]. Given
that Γ and χ′ strongly increase as T approaches Ts, we
conjecture that coupling to acoustic phonons affects the
system’s dynamics only in a narrow range very near TS ,
while our theory is applicable outside this range.
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6Supplementary material
In this Supplementary material we detail the methods we used to fit our analytic expressions for the dynamical
polarization for a non-conserving order parameter to the experimental data that appear in Figs. 2 and 3 and discuss
thew role of disorder.
Details of the fitting procedure
The expression for the dynamical polarization was given in Eqs. (68)-(70) of Ref. 8. An approximate version of
Eq. (70) in that paper can be written as:
g¯Π(q = 0,Ωm) ≈ k2F
(
g¯
εF
)2
〈f2〉
∫ Ωm
0
dΩ
Ωm
∫ 1
0
dθ
2pi
|θ|2
|θ|2 + γ〈f2〉|Ωm+Ω|
θk3F vF
+
(
(Ω+Ωm)
Ω¯
)2
+ (kF ξ)−2
. (9)
Here θ is the momentum component along the Fermi surface rescaled by kF , f(θ) is a nematic form factor, ξ is the
correlation length, other parameters are some constants. Setting Ωm = 0 and performing frequency integration and
the integration over θ, we obtain Eq. (5). Keeping Ωm finite, subtracting from Eq. (9) the static part, and again
performing integrations over Ω and over θ, we obtain Eq. (6). Note that the upper limit of integration over is in
general of order one. We set it equal to one for simplicity. However, the choice of the upper limit of the θ integration
does not affect the term linear in ξ−1 in Eq. (5) and the frequency dependence in Eq. (6) in the main text.
We obtained the data points for Fig. 2 for FeSe/FeSe1−xSx from the authors of Ref. 10. In producing the figure,
we removed a small background term in the data for Γ−1, i.e. set
Γ−1 = Γ−1data − Γ−10 . (10)
We attribute this small background term to the finite frequency cutoff in the Raman data at about 3 meV, and the
extrapolation procedure to zero frequency. However, the scaling of Γ−1 with δχ2 holds even if we don’t remove Γ−10 .
The existing data for χ′(0) are for T ≥ Ts, with no data point right at T = Ts. We extrapolated the data to TS and
obtained δχ = χ′T=TS −χ′T . Again, the result for δχ′ does not change significantly if we subtract from χ′T its value at
T closest to Ts instead of using extrapolation. Finally, in comparing the scaling curves in Figs. 2 and 3 in the main
text, we rescaled the data for one quantity to match the other one at the lowest temperatures. To obtain the inset in
Fig. 2, we extracted ξ from the data on Γ by just using Γ−1 ∝ ξ2, without assuming any particular T dependence of
ξ. We fitted Γ−1 to a power law and obtained an excellent agreement with the data for ξ−1 = a(T −TS), where a is a
constant. We used Eq. (5) with a as a single fitting parameter for the plot in the inset of Fig. 2. For a more complete
view, we refer to Fig. 4, where we plot 1/Γ and either δχ′ or (δχ′)2. This figure shows that for FeSe/FeSe1−xSx, 1/Γ
scales with (δχ′)2, but not with δχ′.
The data points in Fig. 3 were taken from Figs. 3 and 7d in Ref. 12. The data points in the inset were taken from
Fig. 1c of Ref. 11. The analysis of the data was done in the same way as for Fig. 2. In Fig. 5 we plot Γ−1 and either
δ(1/χ′) or (δ(1/χ′))2 for the Na111 compound. In Fig. 6 we show the same for Ba122. We clearly see that for Na111
and Ba122, Γ−1 scales with δ(1/χ′) but not (δ(1/χ′))2.
All data points (for both figures) were extracted using Engauge Digitizer [36].
The role of disorder
In this subsection we briefly discuss the effects of weak disorder. In the presence of disorder, Π(q = 0,Ω) becomes
non-zero even in the absence of interaction, and at the smallest momentum and frequency, Π(q,Ω) becomes a regular
function of q and Ω. At zero momentum, Π(q = 0,Ω) ∝ Ωτtr/(1 + (Ωτtr)2), where τtr = 1/γtr is a transport lifetime
due to impurities. Substituting this Π into the expression for the bosonic susceptibility for the “independent boson”
scenario, one obtains [16]
χind =
1
ξ−20 − iαΩ/γtr
(11)
where α is an appropriate coupling constant. In this situation both Γ, χ′(0) increase but do not diverge at Ts > T0,
where again T0 is the transition temperature of the φ field. (Ts can still be larger than T0 due to coupling to
7(a) (b)
(c) (d)
FIG. 4. (a) The scaling of Γ−1 with δχ′, (δχ′)2 for FeSe1−xSx, at x = 0. (b) The same scaling plot, but with the small constant
Γ−10 restored. (c),(d) – Same as in Figs. (a) and (b), but for x = 0.15.
additional degrees of freedom such as phonons.) In such a model, Γ ∝ ξ40/γtr scales with χ′ ∝ ξ20 rather than with
δχ′: Γ ∼ (χ′(0))2.
In the presence of interaction, the contribution to the slope of Π(q = 0,Ω) from the interaction scales as ξ2 and
is larger than the one due to disorder. However, at a finite ξ, the interplay between the contributions to Π from the
disorder and from interaction depends on system parameters and may vary from one system to the other. We checked
the possibility that the scaling in FeSe1−xSx may be due to disorder by comparing the behavior of Γ with that of
(χ′(0))2. We plot the two quantities in Fig. 7. We believe the data do not agree well with the disorder scenario for
three reasons: (a) For x=0.15, there is strong disagreement between the two curves; (b) For x=0, the data for 1/Γ and
1/χ′(0)2 cross at a finite T −Ts. This implies that the two curves do not cross zero at a single transition temperature
T0, as would be expected if both were proportional to ξ
−4
0 ; (c) For the doped compound, the disagreement between
the two curves is stronger than for the undoped compound. Such behavior is counter to the naive expectation that
disorder should grow stronger with doping. For the Na111 and Ba122 materials, the agreement between the data and
the disorder scenario is better, and, as we said in the main text, more data are needed to fully understand the origin
of the scaling behavior in Na111 and Ba122 materials.
8(a) (b)
(c) (d)
FIG. 5. The scaling of Γ−1 with δ(1/χ′), (δ(1/χ′)) for NaFe1−xAsx. The figures are arranged in the same manner as in Fig. 4.
(a) (b)
FIG. 6. The scaling of Γ−1 with δ(1/χ′), (δ(1/χ′)) for BaFe2As2. The figures are arranged in the same manner as in Fig. 4.
9(a) (b)
FIG. 7. The scaling of Γ−1 with (χ′)2 for FeSe, without background removal, consistent with a theory of an independent order
parameter with disorder. The data do not scale well, and the disagreement is stronger at higher doping.
