Highway deep neural network (HDNN) is a type of depthgated feedforward neural network, which has shown to be easier to train with more hidden layers and also generalise better compared to conventional plain deep neural networks (DNNs). Previously, we investigated a structured HDNN architecture for speech recognition, in which the two gate functions were tied across all the hidden layers, and we were able to train a much smaller model without sacrificing the recognition accuracy. In this paper, we carry on the study of this architecture with sequence-discriminative training criterion and speaker adaptation techniques on the AMI meeting speech recognition corpus. We show that these two techniques improve speech recognition accuracy on top of the model trained with the cross entropy criterion. Furthermore, we demonstrate that the two gate functions that are tied across all the hidden layers are able to control the information flow over the whole network, and we can achieve considerable improvements by only updating these gate functions in both sequence training and adaptation experiments.
INTRODUCTION
Although they have been tremendously successful in the field of speech processing, neural network models are usually criticised to be lack of structure, less interpretable and less adaptable. Furthermore, most neural network acoustic models are much larger than conventional models using Gaussian mixtures, which make it challenging to deploy these models in resource constrained platforms such as embedded devices. Recently, there have been some works to overcome these limitations. For example, Tan et al. in [1] investigated the stimulated learning of deep feedforward neural networks to make them more interpretable and gain insight about the behaviour of those networks. On the other hand, in order to address the size of neural network acoustic models, small-footprint neural network models have received considerable research efforts such as using low-rank matrices [2, 3] , teacher-student style This work was done at The University of Edinburgh. training [4, 5, 6] and structured linear layers [7, 8, 9] . Smallfootprint models are superior in several aspects. Apart from requiring lower computational cost and taking less memory, they may be more applicable for low-resource languages, where the amount of training data are usually much smaller. Furthermore, with smaller number of model parameters, these models may be more adaptable to the target domains, environments or speakers, when they are different from the training condition.
Previously, we proposed a small-footprint acoustic model using highway deep neural network (HDNN) [10] . HDNN is a type of network with shortcut connections between hidden layers [11] . Compared to the plain networks with skip connections, HDNNs are equipped with two gate functions transform and carry gate -to control and facilitate the information flow over all the whole network. In particular, the transform gate is used to scale the output of a hidden layer and the carry gate is used to pass through the input directly after elementwise rescaling. The gate functions are the key to train very deep networks [11] and to speed up convergence as experimentally validated in [10] . Furthermore, for speech recognition, the recognition accuracy can be retained by simply increasing the depth of the network, while the the number of hidden units in each hidden layer can be significantly reduced. As a result, the networks became much thinner and deeper with much smaller number of model parameters. In contrast to training plain feedforward neural networks of the same depth and width, we did not encounter any difficulty to train these highway networks using the standard stochastic gradient decent algorithm without pretraining [10] .
However, our study was focused on the cross entropy (CE) training of the networks previously, while in this paper, we investigate if our previous observations still hold in the case of sequence training. To further understand the effect of the gate functions in HDNNs, we performed the ablation experiments, in which we disabled the update of the model parameters in the hidden layers and/or classification layer during sequence training. Based on the experiments using the AMI meeting transcription corpus, we observed that by only updating the parameters in the gate functions, we were able to retain most of the improvement by sequence training, which supports our argument that the gate functions can manipulate the behaviour of all the hidden layers in the nonlinear feature extractor.
Since the number of model parameters in the gate functions is relatively small, we then study the speaker adaptation techniques in the unsupervised fashion, in which we only fine tune the gate functions using the speaker dependent data. Using the seed models from both CE and sequence training, we were able to obtain consistent improvement by speaker adaptation. Overall, the small-footprint HDNN acoustic model with 5 million model parameters achieved slightly better results compared to the DNN baseline with 30 million parameters, while the HDNN model with 2 million parameters obtained only slightly lower accuracy compared to the baseline.
HIGHWAY DEEP NEURAL NETWORKS
To facilitate our discussion, we divide the parameters in a standard neural network acoustic model into two sets -θ c represents the model parameters in the classifier, and θ h denotes the model parameters of the hidden layers in the feature extractor. Given an input acoustic frame x t at the time step t, the feature extractor transforms the input into another feature representation asx
and the classifier predicts the label using a softmax function asŷ
In this paper, we focus on the feedforward neural network, in which f (·) is composed by multiple layers nonlinear transformations.
Highway deep neural networks [11] augment the feature extractor with gate functions, in which the hidden layer may be represented as
where h l denotes the hidden activations of l-th layer parameterised by θ l , and σ denotes the activation function such as sigmoid or tanh; T (·) is the transform gate that scales the original hidden activations; C(·) is the carry gate, which scales the input before passing it directly to the next hidden layer; • denotes elementwise multiplication; The outputs of T (·) and C(·) are constrained to be within [0, 1], and we use the sigmoid function for both gates that are parameterised by W T and W c respectively. Following our previous work [11] , we tie the parameters in the gate functions across all the hidden layers, which can significantly save model parameters.
In this work, we do not use any bias vector in the two gate functions. Since the parameters in T (·) and C(·) are layerindependent, we denote θ g = (W T , W c ), and we will look into the specific roles of these model parameters in sequence training and model adaptation experiments.
Note that, although there are more computational steps for each hidden layer compared to plain DNNs due to the gate functions, the training speed can still be improved if the size of the weight matrix is smaller. Furthermore, the matrices can be packed together as
where W l is the weight matrix in the l-th layer, and we then computeW l h l−1 once for all. By this trick, we can leverage on the power of GPUs on computing large matrix-matrix multiplications efficiently in the minibatch mode, which can speed up the training significantly.
Sequence Training
Our previous results of HDNNs are obtained with the CE training criterion, where the loss function is defined as
where j is the index of the hidden Markov model (HMM) state, and y t denotes the ground truth label (the loss function is defined with one training utterance here for the simplicity of notation). However, state-of-the-art speech recognition systems are usually built with sequence-training techniques, where the loss function is defined as the sequence level. These approaches have been well understood for neural network acoustic models [12, 13, 14, 15] . For instance, if we denote X as the sequence of acoustic frames X = {x 1 , . . . , x T } and Y as the sequence of labels, where T is the length of the signal, the loss function from the state-level minimum Bayesian risk criterion(sMBR) [16, 12] is defined as
where A(Y ,Ŷ ) measures the state-level distance between the ground truth and predicted labels; Φ denotes the hypothesis space represented by a denominator lattice, and W is the word-level transcription; k is the acoustic score scaling parameter. However, only applying the sequence training criterion without regularisation may lead to overfitting as observed in [14, 15] . To address this problem, we interpolate the sMBR loss function with the CE loss as used in [15] :
where p ∈ R + is the smoothing parameter 1 . In this paper, we only focus on the sMBR criterion since it can achieve comparable or slightly better results compared to the maximum mutual information (MMI) or minimum pone error (MPE) criterion [14] . In the experimental section, we also study the effect of the regularisation term for different model parameter sets in the highway neural network acoustic models. 
Adaptation
Adaption of standard feedforward neural networks is challenging due to the large number of unstructured model parameters, while the amount of adaptation data is usually much smaller. Traditional approaches include input or output layer adaptation, while recently, researchers incorporate speaker dependent model parameters into the model space that can manipulate the behaviour or transform the output of the network. Techniques belong to this category may include speaker code [18] , LHUC [19] and multiple basis neural networks [20] . The HDNN architecture studied in this paper is more structured in the sense that the parameters in the gate functions are layer-independent, and as will be demonstrated in the experimental section, they are able to control the behaviour of all the hidden layers. This motivates us to investigate the adaptation of highway gates by only fining tune these model parameters. Although the number of parameters in the gate functions are still much larger compared to the amount of adaptation data at the per-speaker level, the size of the gate functions is more controllable, as we can reduce the number of hidden units without sacrificing the accuracy by increasing the depth of the neural network [10] . Another adaptation approach is the input feature augmentation method such as using i-vectors [21] , which may be complimentary to our study, but it is not investigated in this paper.
EXPERIMENTS

System Setup
Our experiments were performed on the individual headset microphone (IHM) subset of the AMI meeting speech transcription corpus [22] . The amount of training data is around 80 hours, corresponding to roughly 28 million frames. We used 40-dimensional fMLLR adapted features vectors nor- malised on the per-speaker level, which were then spliced by a context window of 15 frames (i.e. ±7). The number of tied HMM states is 3927. The HDNN models were trained using the CNTK toolkit [23] , while the results were obtained using the Kaldi decoder [24] . We also used the Kaldi toolkit to compute the alignment and lattices for sequence training, as well as feature transforms. We set the momentum to be 0.9 after the 1st epoch for CE training, and we used the sigmoid activation for all the networks. The weights in each hidden layer of HDNNs were randomly initialised with a uniform distribution in the range of [−0.5, 0.5] and the bias parameters were initialised to be 0. We used a trigram language model for decoding. In order to make the experimental results comparable, we used the same training and cross-validation sets split and alignment for both HDNN and plain DNN systems. All the systems used the same decision tree for state tying.
Sequence Training
In [10] , we showed that a smaller HDNN acoustic model was comparable to a much larger plain DNN model in terms of the accuracy when both were trained with the CE criterion, and it performed much better compared to DNNs of similar size. In this experiment, we investigate if this observation still holds after sequence training. We performed the sMBR update for 4 iterations, and we set the learning rate per frame to be 1 × 10 −5 for both CNTK and Kaldi systems. We set the regularisation parameter p to be 0.2 in Eq. (7) to avoid overfitting for CNTK systems, while we followed the recipe in [14] for Kaldi systems using a slightly different regularisation technique. The baseline DNN systems were reproduced using the up-to-date Kaldi toolkit, and we obtained slightly better results compared to those in [10] . We did not use the CNTK to train plain DNN models because it did not converge with random initialisation for thin and deep networks as reported previously [10] . Table 1 In the previous experiments, we updated all the model parameters in the HDNNs during sequence training. To look into the effect of a specific parameter set, we performed a set of ablation experiments, in which we switched off the update of some model parameters. These results are given in Table 2 , which show that only updating the parameters in the gates θ g can retain most of the improvement given by sequence training, while updating θ g and θ c is close to optimum. Note that, θ g only accounts for a small fraction of the total number of parameters, e.g., ∼ 10% for the HDNN-H 512 L 10 system and ∼ 7% for the HDNN-H 256 L 10 system. However, these results demonstrate that the gate functions can largely manipulate the behaviour of the neural network feature extractor.
We then investigated the effect of the regularisation term in Eq. (7) for sequence training. We performed the experiments with and without the CE regularisation for two system settings, i.e., i) update all the model parameters; ii) update only the gate functions. Our motivation is to validate if only updating the gate parameters is more resistant to overfitting. The results are given in Table 3 , from which we see that by switching off the CE regularisation term, we can achieve even slightly lower WER when updating the gate functions only. However, when updating all the model parameters, the regularisation term turned to be an important stabiliser for convergence. Figure 1 shows the convergence curves for the two system settings. Overall, while the gate functions can largely control the behaviour of the highway networks, they are not prone to overfitting when other model parameters are switched off for update.
Unsupervised Adaptation
The observations in the sequence training experiments inspired us to study the speaker adaptation of the gate func- tions, because they can control the behaviour the feature extractor with relatively small number of model parameters. In this paper, we use the term of speaker adaptation as convention, though the speaker can be defined as a cluster of acoustic frames at any granularity. We firstly performed the experiments in the unsupervised speaker adaptation setting, in which we decoded the evaluation set using the speakerindependent models, and then used the pseudo labels to fine tune the parameters in θ g in the second pass. The evaluation set has around 8.6 hours of audio, and the number of speakers is 63. On average, each speaker has around 8 minutes speech, which corresponds to about 50 thousand frames. Compared to the size of θ g in HDNNs, the amount of the adaptation data is still small, e.g., the size of θ g in the HDNN-H 512 L 10 system is around 0.5 million. We set the learning rate to be 2 × 10 −4 per sample, and we updated θ g for 5 iterations. Table 4 shows the adaptation results, from which we observe small but consistent WER reduction with different model configurations on top of the speaker adapted features using fMLLR. Notably, the improvements are consistent for both seed models, where the speaker-independent models are trained using either the CE or the sMBR criterion. Updating all the model parameters yields smaller improvements as shown by the table. With speaker adaptation and sequence training, the HDNN system with 5 million model parameters (HDNN-H 512 L 10 ) works slightly better than the DNN baseline with 30 million parameters (24.1% vs. 24.6%), while the HDNN model with 2 million parameters (HDNN-H 256 L 10 ) achieves only slightly higher WER compared to the baseline (25% vs. 24.6%). In Figure 2 we show the adaptation results with different number of iterations. We observe that the best results can be achieved by only 2 or 3 adaptation iterations, thought updating the gate functions θ g further does not yield overfitting. To further validate this, we also did ex- 
Adaptation with Oracle Labels
In the previous experiments, we studied the unsupervised adaptation condition, in which we obtained the labels for adaptation from the first-pass decoding. In order to evaluate the impact of the accuracy of the labels to this adaptation method, we performed a set of diagnostic experiments, in which we used the oracle labels for adaptation. We obtained the oracle labels from the force alignment using the DNN model trained with the CE criterion and word level transcriptions. We have also fixed the alignment for all the adaptation experiments in order to compare the results from different seed models. Figure 3 shows the adaptation results with oracle labels, which demonstrates that significant WER reduction can be achieved when the supervision labels are more accurate. Therefore, the gate functions may have large capac-ity for adaptation with high quality pseudo labels. To further study this aspect, in the future, we shall investigate supervised adaptation of highway networks.
CONCLUSIONS
Highway deep neural networks are structured, depth-gated feedforward neural networks. In this paper, we studied sequence training and adaptation of these networks for acoustic modelling. In particular, we investigated the roles of the parameters in the hidden layers, gate functions and classification layer in the case of sequence training. We show that the gate functions, which only accounts for a small fraction of the whole parameter set, are able to control the information flow and adjust the behaviour of the neural network feature extractors. We demonstrated this in both sequence training and adaptation experiments, in which, considerable improvements were achieved by only updating the gate functions. By this two techniques, we obtained comparable or slightly lower WERs with much smaller acoustic models compared to a strong baseline set by the conventional DNN acoustic model with sequence training. Since the number of model parameters are still relative large compared to the speaker-level adaptation data, this adaptation technique may be more applicable in the domain adaptation scenarios, where the amount of adaptation data is relatively large. In the future, we shall also investigate the model compression techniques to further improve the results of our small-footprint acoustic models.
