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The goal of this Thesis is to study photon polarization and dilepton anisotropies as
a tool to understand hadronic and heavy-ion collisions. First, the anisotropies of the
dilepton angular distribution for the reaction piN → Ne+e− are studied. We employ
consistent effective interactions for baryon resonances up to spin-5/2, where non-physical
degrees of freedom are eliminated, to compute the anisotropy coefficients for isolated
intermediate baryon resonances. It is shown that the spin and parity of the intermediate
baryon resonance is reflected in the angular dependence of the anisotropy coefficient. We
then compute the anisotropy coefficient including the N(1520) and N(1440) resonances,
which are essential at the collision energy of the recent data obtained by the HADES
collaboration on this reaction. We conclude that the anisotropy coefficient provides useful
constraints for unravelling the resonance contributions to this process.
In order to study the medium effects on the dilepton polarization observables, we
present a general framework for studying the angular anisotropy of dileptons produced
from polarized virtual photons in relativistic heavy-ion collisions. The connection between
the anisotropy coefficients and the medium evolution via flow velocity and temperature
profile is obtained. We consider the dilepton production from quark-antiquark annihila-
tion in the quark-gluon plasma phase and pion annihilation in the hadronic phase through
electromagnetic interactions. The thermal and flow effects on the anisotropy coefficients
are studied in the case of a static uniform medium, and a system with an expansion
longitudinal and transverse to the beam axis. It is shown that the anisotropy coeffi-
cients are non-zero in a thermalized medium, and depend on the flow of the medium
as well as on the transverse momentum and invariant mass of the virtual photon. The
present framework can be implemented in a realistic hydrodynamic simulation of rela-




Das Ziel dieser Doktorarbeit ist die Untersuchung von Photonenpolarisation und
Dileptonanisotropie als Mittel zum Verständnis hadronischer und Schwerionenkollisionen.
Zunächst werden die Anisotropien in der Winkelverteilung von Dileptonen aus der
Reaktion piN → Ne+e− untersucht. Wir benutzen konsistente effektive Wechselwirkungen
für Baryon-Resonanzen bis Spin-5/2, wo nicht-physikalische Freiheitsgrade eliminiert
werden, um die Anisotropiekoeffizienten für isolierte intermediäre baryonische Re-
sonanzen zu berechnen. Es wird gezeigt, dass sich Spin und Parität der inter-
mediären baryonischen Resonanz in der Winkelverteilung des Anisotropiekoeffizienten
widerspiegeln. Im Anschluss berechnen wir den Anisotropiekoeffizienten, wobei wir
die Resonanzen N(1520) und N(1440) berücksichtigen, die bei der Kollisionsenergie
der neuesten Daten, die von der HADES Kollaboration für diese Reaktion gewonnen
wurden, essentiell sind. Wir schlussfolgern, dass der Anisotropiekoeffizient nützliche
Beschränkungen liefern kann, um die Anteile der Resonanzen zu diesem Prozess zu
entschlüsseln.
Um Mediumeffekte auf die Dileptonpolarisationsobservablen zu untersuchen, stellen
wir ein allgemeines Framework zur Untersuchung von Winkelanisotropien von Dileptonen,
die von polarisierten virtuellen Photonen in relativistischen Schwerionenkollisionen
erzeugt wurden, vor. Es wird der Zusammenhang zwischen den Anisotropiekoeffizienten
und der Entwicklung des Mediums via Flussgeschwindigkeit und Temperaturprofil
gewonnen. Wir ziehen Dileptonproduktion aus Quark-Antiquark-Annihilation in der
Quark-Gluon-Plasmaphase, sowie aus Pion-Annihilation in der hadronischen Phase
via elektromagnetischer Wechselwirkungen in Betracht. Die thermischen und die
Flusseffekte auf die Anisotropiekoeffizienten werden untersucht für den Fall eines
statischen, gleichförmigen Mediums, sowie eines Systems mit Expansion in longi-
tudinaler und transversaler Richtung zur Strahlachse. Es wird gezeigt, dass die
Anisotropiekoeffizienten in einem thermalisierten Medium verschieden von Null sind
und sowohl vom Fluss des Mediums, als auch vom transversalen Impuls und der
invarianten Masse des virtuellen Photons abhängen. Das vorgestellte Framework kann
in einer realistischen hydrodynamischen Simulation relativistischer Schwerionenkolli-
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The study of how processes depend on the spin of the particles can reveal crucial aspects
of the underlying theory that governs nuclear and particle physics. By means of spin
studies, it is possible to extract important information about the nature of particles and
their fundamental interactions. Therefore, spin physics has a broad range of applications
in many different fields. In hadron physics, polarization observables are a crucial tool for
a detailed understanding of elementary processes [1–3]. In high-energy particle physics,
spin studies of reactions can play an important role for searches of new physics beyond
the Standard Model [4]. In heavy-ion collisions, It has been recently shown that the
polarization of Lambda baryons created in noncentral collisions is deeply connected with
fluid properties, like vorticity, of strongly-interacting matter [5–7].
Among the zoo of particles present in nature, there is one that plays a special role in
heavy-ion and hadronic physics: the photon. In a relativistic quantum field theory, pho-
tons can, for a brief moment, have a rest mass different from zero and hence they can
decay in a dilepton (e.g. electron and positron) according to Quantum-Electrodynamics.
We will refer to real photons to those photons with vanishing rest mass and to virtual
photons to those with non-vanishing rest mass. This Thesis is devoted to the study of the
polarization of virtual photons as a tool for understanding elementary hadronic reactions
and many-body processes such as thermalization of the hot and dense matter created in
heavy-ion collisions. More specifically, this Thesis aims at building a framework for study-
ing how observables that carry information on the polarization state of photons change
from the case where the photon is emitted from an elementary reaction occurring in vac-
uum, to the case where it is emitted from a medium.
One of the most exciting challenges of contemporary nuclear physics is understand-
ing the features of strongly-interacting matter, i.e., the matter obeying Quantum-
Chromodynamics (QCD). Figure 1 schematically shows the QCD phase diagram as a
function of temperature and net baryon density.
In the Large Hadron Collider (LHC) and the Relativistic Heavy Ion Collider (RHIC),
high-energy heavy-ion collisions experiments create strongly-interacting matter by col-
liding atomic nuclei at energies much higher than the nuclear rest masses. The mat-
ter formed is characterized by an extremely high temperature, greater than 200 MeV
(∼ 1012 K), and almost vanishing net baryon density. It is believed that these conditions
existed in the very early universe about 10−5 s after the big bang [8, 9]. Under such ex-
treme conditions, quarks and gluons are deconfined and form a new phase of QCD called
the quark-gluon plasma (QGP). Thus, relativistic heavy-ion collisions provide a unique op-
portunity to study and characterize different phases of QCD. Another important feature of
QCD matter formed in high-energy heavy-ion collisions is that it shows strong collective
behavior and its space-time evolution can be described quite accurately using relativistic
hydrodynamics [10–15].
The region of the phase diagram at moderate temperatures and high net baryon den-
sities is studied in intermediate-energy heavy-ion collisions, where the center of mass
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Figure 1.: The phase diagram of strongly-interacting matter.
energy of the collisions is of the order of a few GeV per nucleon. The facility SIS18 at GSI
and, in the future, FAIR SIS100 at GSI aim at exploring the region with temperatures up
to 200 MeV and net baryon densities up to six times the nuclear matter density.
QCD matter under extreme conditions exists also in other astrophysical contexts. In the
interior of neutron stars, strongly-interacting matter reaches extremely high net baryon
density which is of the order of 1015 g/cm3, i.e., four times bigger than the central density
of nuclei. At even higher densities, exotic states of matter like a color superconducting
phase are hypothesized [16].
From the experimental point of view, extracting signals for the various phases explored
in heavy-ion collisions is not an easy task and one of the biggest challenge is to find
proper ways to probe QCD matter. Since, in heavy-ion collisions experiments, one can
only observe and analyze the spectra of emitted particles, it is important to investigate
their production mechanisms and interactions. Hadronic observables interact strongly
and do not probe the entire space-time volume of the QCD matter because they depend
only on the final state of the medium. Electromagnetic radiation (both real and virtual
photons), instead, has been proposed to be an important probe for the study of QCD mat-
ter [17–25]. Photons are emitted throughout all stages of the collision and, since they do
not feel the strong force, they escape the reaction volume undisturbed. This means that
photons carry direct information on the properties of the strongly-interacting matter and
on its space-time evolution. Moreover, the study of photon polarization and dilepton an-
gular distributions has been proposed to be an important tool for understanding the early
pre-equilibrium dynamics of the QCD matter and the onset of thermalization [26–28].
Recently, real and virtual photon polarization has been proposed to study the momen-
tum anisotropy distribution of quarks and gluons in the collisions [29, 30]. The best
way to explore the polarization of virtual photons is by analyzing the anisotropy coef-
ficients of the angular distribution of the dilepton produced from its decay. Although
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promising from a theoretical point of view, the study of photon polarization is a big chal-
lenge for experiments because photons are a rare probe and angular distributions require
multiple-differential analyses and, hence, high statistics. However, in the last years some
measurements of the anisotropy coefficients of dileptons have been carried out by the
NA60 Collaboration at LHC [31] and the HADES Collaboration at GSI [32]. Theoretical
analyses of the results necessitate further investigations [30].
Dileptons are also crucial for the study of the in-medium properties of hadrons. Vacuum
properties like mass and lifetime of hadrons can significantly change due to the interaction
of the hadron with the constituents of the medium. In-medium modifications of vector
mesons is of special importance for the interpretation of dilepton spectra in heavy-ion
collisions at LHC, RHIC and SIS18 energies. Dileptons invariant mass spectra have been
recognized to be a unique tool for accessing the in-medium spectral functions of the vector
mesons. In particular the ρ meson plays a crucial role in the search for signals for chiral
symmetry restoration [33–36]. The in-medium modification of the ρ meson is believed to
be dominated by its strong interaction with nucleons and baryon resonances, i.e., short-
lived excited states of nucleons. Thus, a detailed understanding of elementary reactions
is an essential prerequisite for a systematic analysis of heavy-ion data.
Pion-nucleon scattering provides a unique way to study the coupling between the ρ, the
nucleon and baryon resonances. In pion-nucleon scattering, in fact, baryon resonances
are excited and can subsequently decay into a nucleon and a ρ meson; the ρ converts into
a virtual photon which, in turn, decays into a lepton pair. Pion-nucleon scattering is also
a powerful tool to study electromagnetic interactions of baryons in the time-like region,
i.e., the region where the photon four-momentum squared is larger than zero. The de-
termination of the quantum numbers of the baryon resonances produced in pion-nucleon
collisions is important for gaining a deeper understanding of hadron-hadron interactions
in general and dilepton production in hadronic collisions in particular. The study of the
angular distribution of dileptons can provide valuable information on the spin and parity
of the intermediate resonances. In principle, by comparing measured angular distribu-
tions of the dileptons with theoretical predictions for different resonance states, it should
be possible to set constraints on the quantum numbers of the resonance. The same idea
has been used e.g. to determine the quantum numbers of the X (3872) meson [37].
While a lot of effort has been invested in the study of dilepton production in nucleon-
nucleon collisions both in experiment and theory, pion-nucleon collisions are less explored
and, unfortunately, the worldwide data is rather poor. Recently, the HADES Collaboration
has started a dedicated pion-nucleon programme and, for the first time, a combined study
of dilepton and hadronic final state has been performed [38–42] by means of the High
Acceptance Di-Electron Spectrometer [43]. More precisely reactions for four different
pion beam momenta have been studied, namely 0.656, 0.69, 0.748 and 0.8 GeV. The
beam at 0.69 GeV allows for a higher statistics and, therefore, it is more suitable for
dilepton analyses.
At the intermediate energies explored in the HADES experiment, the task is facilitated
by the small number of baryon resonances that contribute significantly. However, in prac-
tice the situation is often more complex than the ideal case of an isolated resonance which
dominates the cross section. Thus, in general there is interference with nearby resonances
and with a non-resonant background which must be accounted for.
In this Thesis we propose a novel way to disentangle contributions of baryon reso-
nances with different spin and parity in elementary pion-nucleon reactions by studying
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the anisotropy coefficients of the dilepton angular distribution. These coefficients reflect
the polarization state of the virtual photon and, in turn, that of the resonance. Moreover,
we present a formalism that generalizes the calculation of dilepton anisotropies from the
case where the virtual photon is emitted in vacuum to the case where it is emitted from
a thermalized medium. In particular, we study virtual photons originating in heavy-ion
collisions and we show the connection between the dilepton anistropies and the medium
evolution. We consider two basic electromagnetic processes: quark-antiquark annihila-
tion in the QGP phase and pion annihilation in the confined phase. In order to describe
the medium evolution, we study the case of a static uniform medium and a longitudinal
Bjorken expansion plus an expansion transverse to the beam axis. We will show that, in
general, a thermalized medium does produce polarized photons.
The Thesis is organized as follows. In Chapter 1, we will review the spin density matrix
formalism. The photon produced in a reaction, in fact, is in general in a mixed state.
We will see that a convenient way to describe the polarization state of the photon is by
means of the spin density matrix. We will also discuss the angular distribution of dilep-
tons originating from the decay of a spin-1 particle in a model-independent way and show
the connection between the spin density matrix elements and the anisotropy coefficients.
In Chapter 2, we will calculate the anisotropy coefficients for dileptons in pion-nucleon
scattering and discuss how these observables can help disentangle different baryon res-
onance states. In order to move our discussion to reactions occurring in the medium, in
Chapter 3 we briefly outline the basic concepts of thermal field theory needed to calculate
dilepton production from a thermalized medium. In Chapter 4 we briefly discuss rela-
tivistic hydrodynamics which is needed to model the space-time evolution in heavy-ion
collisions. In Chapter 5, we present a formalism for calculating the anisotropy coefficients
for thermal dileptons and we will illustrate their connection with the medium evolution
described via flow velocity and temperature profile. In the end, a summary and outlook
are given. In Appendix A, we will summarize the notations and conventions used in the
Thesis. In Appendix B, we report the Feynman rules for the Lagrangians describing the
hadronic models used in Chapter 2. In Appendix C, we will give the explicit expressions
for the Lorentz transformations used in the calculation carried out in Chapter 5.
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Chapter 1
The spin density matrix formalism
In this Chapter we will discuss the spin density matrix formalism [2, 44], which will
be extensively used in the Thesis. In Section 1.1 and 1.2, we briefly discuss the main
features of spin-1/2 and spin-1 particles, respectively. In Section 1.3, the notion of spin
density matrix is presented and the main properties are outlined. In a general process
where a spin-1 particle is created and then decays, one can define a production and decay
spin density matrix. This will be treated in Section 1.4. The connection between the
spin density matrix and the anisotropy coefficients of the angular distribution is given in
Section 1.5 for the decay of a virtual photon into dilepton, and in Section 1.6 for the decay
of a ρ meson into pions. A general expression for the angular distribution for the decay
of a spin-1 particle in presence of parity violating processes is derived in Section 1.7.
Finally, the effect of the frame transformations on the anisotropy coefficients is discussed
in Section 1.8.
1.1 Spin-1/2 particles and the spin polarization vector
Consider a beam composed of spin-1/2 particles. Imagine that we send the beam
through a Stern-Gerlach apparatus having the magnetic field gradient aligned with the
direction z. In general, the beam will be split into two different parts corresponding to
two different states with eigenvalues m= +1/2 and m= −1/2 of the z−component Sz of
the spin operator S, each with lower intensity than the original beam. Now imagine that
one of the two final beams, say the lower one, is blocked. This implies that the particles
of the emerging beam will all be in the state corresponding to m = +1/2. If we rotate
the apparatus such that the magnetic field gradient is now aligned along the direction
z′ and we again block the lower beam, then the emerging particles will be in the state
m′ = +1/2, where m′ is the eigenvalue of the operator Sz′ .
Let us in general consider a Stern-Gerlach apparatus where one of the final beams is
blocked. if we can find an orientation of the apparatus such that the emerging beam has
the same intensity as the initial one, then we will say that the beam is in a pure state,
meaning that all the particles of the beam are in the same state. A pure state is described
by only one state vector in the Hilbert space |χ〉. The pure state can be always written
as a linear combination of eigenstates. In the case of spin-1/2 particle the spin state in
general is given by
|χ〉= a1|+〉+ a2|−〉, (1.1)
11
where |+〉 and |−〉 are the eigenstates of Sz with eigenvalues m= +1/2 and −1/2, respec-
tively, a1 and a2 being two complex number. Therefore the general state is characterized



















One of the four real parameters is just an overall phase which is irrelevant, and we can
assume for example that the first coefficient a1 is real. Furthermore, we want the state
vector to be normalized
〈χ|χ〉= |a1|2 + |a2|2 = 1. (1.4)
This condition restricts the number of independent parameters to two. We introduce the








For spin 1/2, the spin operator is proportional to the Pauli matrices as S= 12σ. We now
want to introduce the spin polarization vector P, whose components are defined as the
expectation value of the Pauli matrices, i.e.
Pi = 〈σi〉, (1.6)
with i = x , y, z. For a pure state |χ〉, the expectation values is given by
〈σi〉= 〈χ|σi|χ〉, (1.7)

















Using the general state (1.5), the components of the spin polarization vector are given
by
Px = sinθ cosφ, (1.9)
Py = sinθ sinφ, (1.10)
Pz = cosθ . (1.11)
Note that the spin polarization vector has unit magnitude
|P|=qP2x + P2y + P2z = 1. (1.12)
12 1. The spin density matrix formalism
The two parameters θ and φ have a specific physical meaning. θ can be interpreted as the
polar angle of the spin polarization vector, namely the angle between the spin polarization
vector and the axis z, φ is the azimuthal angle of the spin polarization vector. Note that
for an eigenstates |±〉, the components of the spin polarization vector are Px = 0, Py = 0
and Pz = ±1. So, the spin polarization vector specifies the direction where the spins of all
the particles in the beam are pointing.
Now consider the case of two beams. The first one is made of Na particles prepared
in the pure state |χa〉 and the second one made of Nb particles prepared in the pure state|χb〉. We assume that the two beams are prepared independently, meaning that there is
no definite phase between the states of the two beams. The joint beam will not be a pure
state anymore, meaning that we cannot express it in terms of a state vector. This state is
called a mixed state. The only thing we can say about the joint beam is that we will have
a certain probability Pa = Na/N that a particle in the beam will be in the state |χa〉 and a
probability Pb = Nb/N that it will be in the state |χb〉. The total spin polarization vector
will be given by the statistical average of the polarization of the particles of the first beam
and the polarization of the particles in the second beam, i.e.
Pi = Pa〈χa|σi|χa〉+Pb〈χb|σi|χb〉. (1.13)
We can then write
P= PaP(a) +PbP(b), (1.14)
where P(a) and P(b) are the spin polarization vector of the first and second beam, respec-
tively. Using the fact that |P(a)| = |P(b)| = 1, the magnitude of the total spin polarization
vector is given by
|P|=Æ|PaP(a) +PbP(a)|2 =qP2a +P2b + 2PaPbP(a) · P(b) ≤ 1, (1.15)
the equal holds only in the case in which P(a) and P(a) are parallel and point in the same
direction, meaning that the two beams are in the same state. Thus, in general 0≤ |P| ≤ 1.
Specifically, the condition for having a pure state is only |P| = 1. The condition |P| = 0
corresponds to a spin-1/2 mixed state that is completely unpolarized.
The concepts of a pure and a mixed state can obviously be extended to any kind of state.
A pure state is a state that can be specified by only one state vector or, in other words,
as a linear combination of a certain basis. Contrary, a mixed state cannot be written as
only one state vector. One can only specify the states in which the mixture can be with a
relative statistical weight. We will see in Section 1.3 an alternative way to treat pure and
mixed states by using the density matrix.
1.2 Spin-1 particles
The study of the polarization states of spin-1 particles will be a central topic of this
Thesis. A massive spin-1 particle has three polarization states. We define the helicity λ of




1.2. Spin-1 particles 13
For spin-1 particles the helicity has the three eigenvalues +1, −1, 0. The eigenvalue
λ = +1 corresponds to the right-handed circularly polarized state, λ = −1 to left-handed
circularly polarized state and λ = 0 to longitudinal polarization state. We denote with
|λ〉 and εµ(q,λ) the state and the polarization vector describing a spin-1 particle with
4-momentum qµ and helicity λ, respectively. In the frame where the spin-1 particle is at




εµ(q, 0) = (0,0,0,1), (1.17b)
εµ(q,+1) = − 1p
2
(0,1, i, 0), (1.17c)
where we fixed the coordinate system such that the the fourth component of the vectors
is oriented along the direction q as seen before boosted to the spin-1 rest frame. The
polarization vectors are normalized such that
εµ(q,λ)(εµ(q,λ
′))∗ = −δλλ′ , (1.18)
and they are transverse to qµ, i.e.,
εµ(q,λ)qµ = 0. (1.19)
The sum over all polarization yields∑
λ=±1,0
εµ(q,λ)(εµ(q,λ′))∗ = −gµν + qµqν
q2
. (1.20)
The polarization vectors describing a circularly polarized particles lie in the plane trans-
verse to the particle momentum. We will call the basis describing state of definite helicity,
the circular basis.
A spin-1 particle can also be linearly polarized, meaning that the polarization vectors
for a particle at rest are simply given by
εµ(q, 1) = (0,1,0,0), (1.21a)
εµ(q, 2) = (0,0,1,0), (1.21b)
εµ(q, 0) = (0,0,0,1), (1.21c)
where here 1 and 2 denote the two linearly polarized states. We will call the set of the
polarization vectors above the linear basis. The relation between the linear and circular
basis is
εµ(q, 1) = − 1p
2
[εµ(q,+1)− εµ(q,−1)], (1.22a)
εµ(q, 2) = − ip
2
[εµ(q,+1) + εµ(q,−1)]. (1.22b)
We note that the state describing linearly polarized particles do not have definite angular
momentum. In the case of massless spin-1 particles, there are only two polarizations, the
two transverse spin states.
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1.3 Spin density matrix
As already discussed in Section 1.1, a pure state can be always written as a state vector.
This implies that pure states have maximal information [45]. By "maximal information"
we mean that a pure state is characterized by the existence of an experiment that can
predict the result with certainty. If we for example have completely linearly polarized
light, we can properly orient a polarizing filter such that each photon is transmitted.
Therefore we know that we can predict with certainty that the beam is in that specific
state. In general we can have more experiments that determine uniquely a state. This
is equal to saying that the state can be a linear superposition of other states which we
call basis. In this case we only have uncertainty in the quantum-mechanical sense: each
coefficient of the linear combination represents the probability amplitude that the initial
state is measured to be in the corresponding state of the basis. In principle we can define
a complete set of operators that specify the state uniquely.
A mixed state, on the other hand, does not have maximal information. For instance,
in the case of partially polarized light, we cannot find an orientation of the polarization
analyzer such that all photons are transmitted. A mixed state cannot be specified by only
a single state vector. In other words a mixed state is an incoherent superposition of pure
states. In this case we have uncertainty not only in the quantum-mechanical sense, but
also in the statistical sense. The probability of finding a certain experimental result is
given by the statistical average: first one calculates the expectation value of each pure
state composing the mixture then takes the average.
In order to treat mixed states properly, we introduce the spin density matrix formalism
[2, 44, 45]. Consider a mixed spin state formed by independently prepared pure spin
states |ψi〉 each one with a certain statistical weight (probability) Pi, such that∑i Pi = 1.





where the index i runs over the total number of states. Clearly, the spin density matrix
in Eq. (1.23) is diagonal in the state vectors |ψi〉. In general each pure state can be





where c(i)m are complex coefficients and m runs over the number of states forming the




Pic(i)m c(i)∗m′ |φm〉〈φm′ | (1.25)
The equation above is the spin density matrix in the basis |φm〉. The elements of the




Pic(i)m c(i)∗m′ . (1.26)
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Consider an operator O. Its expectation value 〈O〉 for the mixed state described by the
spin density matrix, (1.25) is given by
〈O〉= Tr (ρO). (1.27)
In the case we want to calculate the spin polarization vector as in Eq. (1.13), the spin
density matrix is given by
ρ = Pa|χa〉〈χa|+Pb|χb〉〈χb| (1.28)
and the spin polarization vector by
Pi = 〈σi〉= Tr (ρσi). (1.29)
In this Section we considered mixed spin states. Clearly the concept of density matrix can
be extended to any kind of state and also to the case where the set of states is not discrete.
1.3.1 Properties of the spin density matrix
The expression (1.25) for the density matrix refers to the particular basis |φn〉. We can
calculate the expression for the spin density matrix in another basis by applying a unitary





The transformed spin density matrix takes the form
ρ′ = TρT−1. (1.31)
Due to the cyclic property of the trace, we note that
Trρ′ = Trρ. (1.32)
We list here some important properties of the spin density matrix.
1. The trace of the spin density matrix is unity, i.e.
Trρ = 1. (1.33)
This simply follow from the condition
∑
i Pi = 1. More generally, there might be
situations in which the spin density matrix is not normalized (Trρ 6= 1) and the




1 For example, this will be the case when we will define the spin density matrix for virtual photons in
scattering processes in the next Sections. We will prefer not to normalize the spin density matrix.
However, we will give the next properties considering a normalized spin density matrix.
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2. The spin density matrix is by construction a hermitian matrix
ρmm′ = ρ∗m′m (1.35)
3. The diagonal elements are real and non negative, i.e.
ρmm ≥ 0, (1.36)
this comes from the fact that the diagonal elements are probabilities and thus can
not be negative.
4. Since ρ is an hermitian matrix, there exist a unitary matrix U that diagonalizes ρ,
i.e.
ρD = U−1ρU , (1.37)
where ρD is diagonal, i.e.
ρmm′ = cmδmm′ , (1.38)
with cm ≥ 0.
5. If we calculate the trace of the spin density matrix squared, we obtain








= (Trρ)2 = 1, (1.39)
where we used the properties 1-4. We conclude that
Trρ2 ≤ 1. (1.40)
The equality in Eq. (1.40) holds only if the spin density matrix describes a pure
state. In fact, if the system is characterized by only a pure state, say |ψ〉, the spin
density matrix takes the simple form
ρ = |ψ〉〈ψ|, (1.41)
meaning that, in this basis, ρ is diagonal with one eigenvalue being equal to unity
and all the others to zero. Hence Trρ2 = 1, and this, as already discussed, holds in
any basis.
1.3.2 Number of independent parameters of the spin density matrix
and the tensor polarization
Consider a pure state for a particle of spin S. We can write the state as a vector with
2S + 1 complex components, therefore we have 2(2S + 1) real parameters. We can elim-
inate one real parameter by imposing the normalization of the state. In addition, we can
eliminate an overall phase. Therefore, the total number of independent real parameters
is 2(2S + 1)− 2= 4S.
Consider now a mixed state described by the spin density matrix ρ. Since ρ is a hermi-
tian matrix of dimension 2S+1, the total number of real parameters that specify it fully is
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(2S+1)2 (there are 2S+1 real diagonal elements plus 2(2S+1)(2S)/2 real parameters in
the off-diagonal elements). If we assume the normalization condition (1.33), the number
of parameters is clearly (2S + 1)2 − 1.
Let us first consider a mixed state of spin-1/2 particles. According to the discussion
above, ρ is a 2 × 2 matrix with four independent real parameters. Any 2 × 2 hermitian
matrix can always be written in terms of the unity matrix I and the Pauli matrices σ =




(aI + b ·σ), (1.42)
where a and b are the four real parameters such that
a = Trρ, bi = Tr (ρσi). (1.43)
If the spin density matrix is normalized, Eq. (1.33), then the total number of real param-




(I + P ·σ), (1.44)
where P is the spin polarization vector defined in Eq. (1.6). This means that the three
components of the spin polarization vector are the three real parameters that fully specify
the spin density matrix for the case of spin-1/2 particles. We can write Eq. (1.44) explicitly





1+ Pz Px − iPy
Px + iPy 1− Pz

(1.45)
We note that the case of spin-1/2 particles is special. In this case the Pauli matrices play
two roles: they are a basis for expressing any 2×2 hermitian matrix and they are also the
operators that define the spin.
If we want to generalize the previous discussion for spin greater than 1/2, it is not
sufficient just to substitute the Pauli matrices with proper spin operators because the spin
matrices do not form a complete basis. Consider now the case of spin-1 particles. The
number of real parameters that specify the corresponding normalized spin density ma-














Ti j(SiS j + S jSi)

, (1.46)
with Ti j real, symmetric and traceless (
∑
i Tii = 0). In the above equation S= (Sx ,Sy ,Sz)




 0 1 01 0 1
0 1 0
 , Sy = ip
2
 0 −1 01 0 −1
0 1 0
 , Sz =
 1 0 00 0 0
0 0 −1
 . (1.47)
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The vector P in Eq. (1.46) is the spin polarization vector for spin-1 particle defined anal-
ogously with the spin-1/2 case, i.e.
P= 〈S〉. (1.48)
Therefore the number of real parameters are the three components of spin polarization
vector and the five components of Ti j. Note that Eq. (1.46) shows that, even in absence
of a net spin-polarization (P= 0), the system can still be polarized due to Ti j. The tensor







〈SiS j + S jSi〉 − 43δi j

. (1.49)














The spin density matrix for spin-1 particles in Eq. (1.46) and (1.50) is given in the
photon rest frame. For a covariant generalization see e.g. [2, 47]. All the properties
discussed above still hold for in a covariant treatment.
1.4 Spin density matrix for production and decay of spin-
1 particles
The spin density matrix discussed in the previous Sections is also a very useful tool
to describe spin-1 particle polarization state in a process where there is a formation of
a spin-1 particle and then its decay. In this Section we want to discuss the spin density
formalism approach to calculate decay of spin-1 particles. Consider the process in which
a spin-1 particle is created together with some other particles denoted with A. The spin-1
particle then decays into two particles X1 and X2, i.e.
initial state → spin-1 particle + A → X1 + X2 + A. (1.51)
If we assume that, once produced, the spin-1 particle does not interact with A, we can
factorize the problem into two parts: the matrix element of the production mechanism
Mprod(λ) which takes into account the production of the spin-1 particle and the final state
excluding X1 and X2, and the matrix element of the decayMdec(λ), which only takes into
account the decay of the spin-1 particle into X1, X2. This kind of factorization will be
extensively discussed in Chapter 2 for vacuum processes, and in Chapter 3 in medium.
In the matrix element we made the dependence on the spin-1 particle helicity λ explicit.
Thus, we have
Mprod(λ) = (εµ(λ))∗Wµ (1.52)
Mdec(λ) = Lµεµ(λ), (1.53)
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where Wµ describes the production of the spin-1 particle and Lµ its decay. Moreover,
εµ(λ) is the polarization vector of the spin-1 particle corresponding to helicity λ (the
dependence on the momentum is not shown explicitly). The matrix element for the full










The cross section is given by the squared matrix element summed over all the polarization























where in the definition of Wµν the sum is meant over all the polarization of the initial
states and the final states except the spin-1 particle and X1 and X2, while in the definition


























Note that Eq. (1.56) can also be written as∑
pol
|M|2 =WµνLµν, (1.62)
where we used the polarization sum Eq. (1.20) and current conservation, which implies
qµW
µν = qµLµν = 0. Note that the spin density matrices defined in Eq. (1.60) and
Eq. (1.61) are in general not normalized, i.e. Trρ 6= 1.
As a final remark, we want to point out that the spin density matrices defined in
Eqs. (1.60)-(1.61) do not in general describe a pure spin-1 particle state. This is due
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to the fact that the tensors Eqs. (1.57)-(1.58) contains the incoherent sum over the po-
larizations of the initial and final states required for the definition of a cross section. This
implies that the photon is not in a pure a state. Only when there is no sum, namely if we
fix the polarizations of all the initial particles, the spin-1 particle will be in a pure state.
Once we perform the statistical average, the photon state looses "information" in the sense
discussed in Sections 1.1 and 1.3. In order to understand this, consider an hypothetical
case in which we can fix the polarization of the initial and final state of a reaction. A
virtual photon formed in such a polarized reaction will be also in a pure state, say with
helicity −1, | − 1〉. Now we repeat the experiment with different polarization states for
the initial and final particles and we see that, for example, the photon is in the state with
helicity +1, |+ 1〉. If we assume that these two polarization states have the same prob-
ability to be realized, like in a reaction of unpolarized particles, the photon state cannot





| − 1〉〈−1|+ 1
2
|+ 1〉〈+1| (1.63)
which is clearly a spin density matrix describing a mixed state since
Tr (ρprod)2 = 0.5< 1, (1.64)
as discussed in Subsection 1.3.1. The spin density matrix is a very important tool for
describing the polarization state of particles and will be extensively discussed and used
in this Thesis. In the following Sections we will give explicit expressions of the decay
spin density matrix of particular processes, in particular the decay of virtual photons into
dileptons.
1.5 Angular distribution for γ→ e+e−
The decay process considered in this Thesis is the decay of a virtual photon into dilep-
ton. Such a decay is described by quantum electrodynamics. The amplitude is given
by
Lµ = e u¯s(p−)γµvs′(p+), (1.65)
where u¯s(p−) is the spinor describing an electron with polarization s and momentum p−
while vs′(p+) a positron with polarization s′ and momentum p+, and e is the electric
charge. Squaring the amplitudes and summing over the polarization of the electron and
positron yields the lepton tensor (from now on we drop the common factor e, the electric
charge)
Lµν = 4[p+µp−ν + p+νp−µ − (p+ · p− +m2e )gµν]. (1.66)
In the rest frame of the photon, the momentum of the electron is
pµ− = (
q
m2e + |p|2, |p| sinθe cosφe, |p| sinθe sinφe, |p| cosθe), (1.67)
where θe andφe are the polar and azimuthal angle between the electron three-momentum
and the quantization axis, |p| being the modulus of the electron momentum in the photon
rest frame. The momentum of the positron is then
pµ+ = (
q
m2e + |p|2,−|p| sinθe cosφe,−|p| sinθe sinφe,−|p| cosθe). (1.68)
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In order to derive the explicit expression for the decay spin density matrix from Eq. (1.61),
we use the polarization vectors in Eqs. (1.17). This implies that the quantization axis
chosen is along the virtual photon momentum. We use the convention for the order of the
helicities in the spin density matrix in which the labels of the rows and columns run from
helicity −1 to +1. Thus, we have
ρdec
λ′,λ =
 12(Lx x + L y y) 1p2(Lxz + i L yz) 12(−Lx x − 2i Lx y + L y y)1p
2
(Lxz − i L yz) Lzz − 1p2(Lxz + i L yz)
1
2(−Lx x + 2i Lx y + L y y) − 1p2(Lxz − i L yz) 12(Lx x + L y y)
 . (1.69)
We recall that the spin density matrix is by definition hermitian. Substituting the explicit
expression for the lepton tensor, we obtain
ρdec
λ′,λ = 4|p|2
















−iφe 1+ cos2 θe +α
 , (1.70)
where α = 2m2e/|p|2. The angular distribution is proportional to the square of the matrix






















∝ 4|p|2Ne(1+λθ cos2 θe +λe sin2 θe cos2φe +λθφ sin2θe cosφe
+λ⊥φ sin2 θe sin2φe +λ⊥θφ sin2θe sinφe). (1.72)
























2Im (ρprod0,+1 −ρprod−1,0), (1.73e)
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the normalization factor being
Ne = ρprod−1,−1 +ρprod+1,+1 + 2ρprod0,0 +α(ρprod−1,−1 +ρprod+1,+1 +ρprod0,0 ). (1.74)




in Eq. (1.72) violate
reflection symmetry φe → −φe, but not parity. The general expression for the total cross




Thus, for dilepton final state we have
σ∝ 4pi
3
4|p|2(4+ 3α)(ρprod−1,−1 +ρprod+1,+1 +ρprod0,0 ). (1.76)
The interpretation of the λθ coefficient becomes clear if we integrate over the azimuthal
angle of the electron momentum φe. In this case only the angle independent term and
the term proportional to λθ of Eq. (1.72) do not vanish, and hence the diagonal elements
of ρprod
λ,λ′ contribute to the total cross section. Moreover, if we consider the massless case,
i.e. me = 0, the angular distribution can be cast in the form
dσ
d cosθe
∝ Σ⊥(1+ cos2 θe) +Σ‖(1− cos2 θe), (1.77)
where Σ⊥ = ρhad−1,−1 + ρhad1,1 and Σ‖ = 2ρhad0,0 are the contributions of the transverse and
parallel polarizations of the intermediate photon to the differential cross section. Equation
(1.77) can be rearranged in the following way:
dσ
d cosθe
∝ C(1+λθ cos2 θe), (1.78)





Thus, the anisotropy coefficients provides information on the polarization of the virtual
photon. If the virtual photon is created via the decay of an intermediate resonance, as
we will see in Chapter 2, then λθ in general depends on the quantum numbers of the
resonance, and on the emission angle.
Predictions for the λθ coefficient for some dilepton sources are given in Ref. [27]. In
particular, for the Drell-Yan process (quark-antiquark annihilation) λθ = +1 (the virtual
photon is completely transversely polarized), while for the pion annihilation process λθ =−1 (the virtual photon is completely longitudinally polarized). In the latter two examples
we assumed that the polar angle is measured with respect to the axis defined from the
initial particle momenta in the center of mass frame. We will see in Section 1.8 that the
anisotropy coefficients will depend on the choice of the quantization axis.
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1.6 Angular distribution for ρ→ pi+pi−
It is also interesting to study the decay of the ρ meson into two pions. The matrix
element for this decay process is given by the difference between the positive and negative
pion momenta,
Lµ = g (p+µ − p−µ) (1.80)




m2pi + |p|2, |p| sinθpi cosφpi, |p| sinθpi sinφpi, |p| cosθpi), (1.81)
where we changed the subscript of the polar and azimuthal angle. After we square the
matrix element, we find (we again drop the common factor g)
Lµν = (p+µ − p−µ)(p+ν − p−ν). (1.82)
We note that Lµν is symmetric, as in the dilepton case. The decay spin density matrix is
again given by Eq. (1.69), which in this case yields
ρdec
λ′,λ = 2|p|2




iφpi − sin2 θpie2iφpip
2
2 sin2θpie









−iφpi 1− cos2 θpi
 , (1.83)
the order of the labels of the rows and column is the same as in Eq. (1.69). Thus, the
angular distribution is given by Eq. (1.59) and it has the same general form as for the
dilepton final state Eq. (1.72). However, the anisotropy coefficients differ by a factor −1:




+1,+1 − 2ρprod0,0 ), (1.84a)
λφ = − 1Npi2Re (ρ
prod
−1,+1), (1.84b)
λθφ = − 1Npi
p
2Re (ρprod0,+1 −ρprod−1,0), (1.84c)
λ⊥φ = − 1Npi2Im (ρ
prod
−1,+1), (1.84d)
λ⊥θφ = − 1Npi
p
2Im (ρprod0,+1 −ρprod−1,0). (1.84e)
Moreover, the normalization factor is
Npi = ρprod−1,−1 +ρprod+1,+1, (1.85)




2|p|2(ρprod−1,−1 +ρprod+1,+1 +ρprod0,0 ). (1.86)
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By comparing the anisotropy coefficients Eqs. (1.84a)-(1.84e) with the those for the decay
of virtual photon into dilepton Eqs. (1.73a)-(1.73e), one sees that, apart from the different
normalization factor, there is just a change in sign. We note that the λθ coefficients of
Eqs. (1.73a) and (1.84a) have the same physical meaning, but this is reflected differently
in the angular distribution. For example, Eq. (1.73a) can take on values between −1 and
+1, with −1 for a completely longitudinal photon (ρprod−1,−1 = ρprod+1,+1 = 0) and +1 for a
completely transverse one (ρprod0,0 = 0). On the other hand, the coefficient in Eq. (1.84a)
is not bounded and can, due to the different normalization factor, take on values between
−1 and +∞, with −1 describing a completely transversely polarized photon and +∞ a
completely longitudinally polarized photon.
1.7 Angular distribution for parity violating processes
In this Section we want to give a general expression for the decay spin density matrix
valid for any kind of decay for the spin-1 particle into two particles, allowing also for
parity violation. As in the previous Sections, we finally want to give the expression for the
angular distribution of the final state particles in the rest frame. Consider a state |J ,M〉
describing a particle at rest with total spin J and spin projection M along a direction, say
z. If we apply a general rotation
R(α,β ,γ) = e−iαJz e−iβJy e−iγJz (1.87)




DJM ′,M(α,β ,γ)|J ,M ′〉, (1.88)
where M ′ is the spin projection on the old quantization axis z, obtained after the rotation
R. Equation (1.88) expresses the rotated state in terms of the states with spin projection
M ′. Therefore the Wigner matrices are defined as
DJM ′,M(α,β ,γ) = 〈J ,M ′|R(α,β ,γ)|J ,M〉, (1.89)
hence
DJM ′,M(α,β ,γ) = e
−iαM ′dJM ′,M(β)e−iγM , (1.90)
with
dJM ′,M(β) = 〈J ,M ′|e−iβJy |J ,M〉, (1.91)
the reduced real matrices.
Consider now a spin-1 particle with helicity λ and polarization vectors given by
Eq. (1.17) decaying into two particles X1,X2 with helicities λ1 and λ2, respectively. We
have
spin-1 particle (λ) → X1(λ1) + X2(λ2). (1.92)
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We now define the amplitude for such a process as
Mdec(λ,λ1,λ2) =Wµ(λ1,λ2)εµ(λ). (1.93)
The terms of the above equation depend also on the solid polar and azimuthal angle
respectively θX and φX of one of the two particles in the final state in the spin-1 rest
frame. This dependence is not explicit in the notation. The decay spin density matrix






where the sum runs over all the possible values for the helicities of the decay products.
In the total matrix element squared Eq. (1.56), the sum over the final spin states are
done incoherently, while that over photon helicities is done coherently. That is why in
Eq. (1.94) we need to allow for λ 6= λ′. It is convenient to write the general decay
amplitude (1.93) in terms of helicity amplitudes. At this point, we want to make use of
the helicity formalism to decompose the decay amplitude [48–50]. In this Thesis we will
not go through the derivations of the helicity formalism, but we will only use its results.






D1λ,λ1−λ2(φX ,θX ,−φX )
∗
. (1.95)
Here Aλ1λ2 is the so-called helicity amplitude which describes the strength of the par-
ticular configuration of helicities for the two-particle final state. Note that the helicity
amplitudes do not depend on the angles. In Eq. (1.95) all the dependence on the angles
is in the Wigner functions. By substituting Eq. (1.95) into Eq. (1.94), we obtain the gen-








|Aλ1λ2 |2D1λ′,λ1−λ2(φX ,θX ,−φX )

D1λ,λ1−λ2(φX ,θX ,−φX )
∗
. (1.96)
We can now calculate the components of the decay spin density matrix, by using the
explicit expression of the Wigner matrices Eq. (1.90). We will give an expression in the
case in which there are two spin-1/2 particles in the final states. Hence the sum over λ1
and λ2 runs over the values −1/2 and 1/2 We use the conventions given in [51], i.e.
D10,0 = cosθX , (1.97a)








D1−1,+1 = (D1+1,−1)∗ =
e2iφX (1− cosθX )
2
, (1.97d)
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where we dropped the explicit dependence of the angles of the Wigner matrices. The





|A+ 12− 12 |2 + |A− 12+ 12 |2 + 2|A+ 12+ 12 |2 + |A− 12− 12 |2
+
|A+ 12− 12 |2 + |A− 12+ 12 |2 − 2|A+ 12+ 12 |2 + |A− 12− 12 |2 cos2 θX
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|A+ 12− 12 |2 + |A− 12+ 12 |2 − 2|A+ 12+ 12 |2 + |A− 12− 12 |2 cos2 θX
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ρdec−10 = − 1p2




















|A+ 12− 12 |2 + |A− 12+ 12 |2 − 2|A+ 12+ 12 |2 + |A− 12− 12 |2 e2iφX sin2 θX . (1.103)
The angular distribution is obtained from Eq. (1.59). We obtain a general expression of







N (1+λθ cos2 θX +λφ sin2 θX cos2φX +λθφ sin2θX cosφX
+λ⊥φ sin2 θX sin2φX +λ⊥θφ sin2θX sinφX
+ 2Aθ cosθX + 2Aφ sinθX cosφX + 2A
⊥
φ sinθX sinφX ). (1.104)
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Note that in the general expression above for the angular distribution there are three
additional terms proportional to Aθ , Aφ and A
⊥
φ
. These terms are those which allow for
















































a = |A+ 12− 12 |2 + |A− 12+ 12 |2 − 2
|A+ 12+ 12 |2 + |A− 12− 12 |2 , (1.106a)
b = |A+ 12− 12 |2 − |A− 12+ 12 |2, (1.106b)
N =
|A+ 12− 12 |2 + |A− 12+ 12 |2 (ρprod−1,−1 +ρprod+1,+1 + 2ρprod0,0 )
+ 2
|A+ 12+ 12 |2 + |A− 12− 12 |2 (ρprod−1,−1 +ρprod+1,+1). (1.106c)
In the case of parity conserving decay processes, |A+ 12− 12 |2 = |A− 12+ 12 |2, hence b = 0, and





The angular distribution is not a Lorentz invariant. We recall that the angular distribu-
tion in Eq. (1.104) is expressed in the spin-1 particle rest frame. In order to define a set
of polar coordinates in the spin-1 particle rest frame, one needs to choose a quantization
axis. The polar and azimuthal angle are then measured with respect to that quantization
axis. More precisely, we define a plane in the spin-1 particle rest frame containing the
momenta of the colliding beams and the momentum of the spin-1 particle. We will call
this plane the production plane. In this plane we define an axis with respect to which
the polar angle θX is measured. The azimuthal angle φX is measured with respect to the
production plane, where X refers to the final particle, as in the previous Section. Clearly,
the number of quantization axes one can choose is infinite and the anisotropy coefficients
Eqs. (1.105) will assume different values according to different choices of quantization
axes. In the literature there are three commonly used definitions for the quantization
axes defining three different frames: the helicity frame, the Collins-Soper frame and the









Figure 1.1.: Left panel: center of momentum frame of the initial particles. The vectors ~pA,
~pB and ~q are the momenta of the two initial particles and the spin-1 particle,
respectively. Right panel: spin-1 particle rest frame. Different choices for the
quantization axis are shown.
Gottfried-Jackson frame. In the helicity frame, the quantization axis is chosen to be paral-
lel to the spin-1 particle momentum frame. The Collins-Soper frame quantization axis is
defined as the bisector of the angle between the two beams [54]. Finally, in the Gottfried-
Jackson frame the quantization axis is the direction of the momentum of one of the two
colliding beams [55]. The different choices for the quantization axes are depicted in
Figure 1.1.
Consider the unit vector specifying the direction of the final particle in the spin-1 rest
frame
rˆ = (sinθX cosφX , sinθX sinφX , cosθX ), (1.107)
where the polar and azimuthal angle are measured with respect to a given quantization
axis. The quantization axes defining the different frames discussed in the previous para-
graph all lie in the production plane which we denote by the plane xz. Therefore, in order
to find the transformation between different frames, we can consider a rotation about the
y axis by an angle δ [53, 56]
R y(δ) =
 cosδ 0 − sinδ0 1 0
sinδ 1 cosδ
 . (1.108)
Let us denote by rˆ ′ the unit vector expressed in the new frame
rˆ ′ = (sinθ ′X cosφ′X , sinθ ′X sinφ′X , cosθ ′X ), (1.109)
where the primed angles denote that they are measured with respect to the new quanti-
zation axis. In order to find the relation between the old and the new angles, we compute
R−1y (δ)rˆ ′,




X + sinδ cosθ
′
X , (1.110a)
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cosθX = cosδ cosθ
′
X − sinδ sinθ ′X cosφ′X . (1.110c)
By substituting Eqs. (1.110) into the general expression for the angular distribution
Eq. (1.104), one obtains
dσ
dΩ′X
∝N (1+λ′θ cos2 θ ′X +λ′φ sin2 θ ′X cos2φ′X +λ′θφ sin2θ ′X cosφ′X
+λ⊥′φ sin2 θ ′X sin2φ′X +λ⊥′θφ sin2θ ′X sinφ′X
+ 2A′θ cosθ ′X + 2A′φ sinθ ′X cosφ′X + 2A′⊥φ sinθ ′X sinφ′X ), (1.111)














































(λθ −λφ) sin2δ− 12 λθφ sin2δ. (1.113)
In order to understand the relevance of the choice of quantization axis, let us consider
the case of a fully transverse polarized spin-1 particle, i.e. λθ = 1 and λφ = λθφ = 0. If
we now look at the anisotropy coefficients in a frame where the new quantization axis is





= 1/3 and λ′
θφ
= 0. Therefore, in the new frame, the spin-1 particle is partially
longitudinally polarized and it has also a considerable azimuthal anisotropy. Consider
now the case in which we start with a fully longitudinally polarized particle (λθ = −1 and
λφ = λθφ = 0). In the new frame rotated again by api/2 angle, we find λ′θ = +1, λ′φ = −1
and λ′
θφ
= 0, meaning that the particle is fully transverse polarized and it has also a
strong azimuthal anisotropy. These examples show that, in order to fully determine the
polarization state of a spin-1 particle, it is not sufficient to study only the polar anisotropy
λθ , but it is crucial to study all azimuthal anisotropies, as well.
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1.8.1 Transformation between the helicity and the Collins-Soper
frame
The example analyzed in the end of the last Section concerning two frames related by
a rotation of δ = pi/2 is the case of the helicity and Collins-Soper frame when the trans-
verse momentum of the spin-1 particle is much greater than its longitudinal momentum
(qT  qL), where transverse and longitudinal refers to the beam axis. In the following
we will give the explicit expression for the transformation angle δ between the helicity
and Collins-Soper frame. We consider the case in which we can ignore the masses of the
particles in the initial state [56]. Let us denote by pµA and p
µ
B the 4-momenta of the two








where |p| is the magnitude of the 3-momentum of the initial particles. We choose to
orient our reference frame with the z axis along the beam direction. Let us assume that









If we want to go to the helicity frame, we can perform two Lorentz transformations: one
rotation to align the z axis with the momentum of the spin-1 particle and one boost along
the momentum, i.e.
Rµν =
 1 0 0 00 cosθ 0 − sinθ0 0 1 0
0 sinθ 0 cosθ
 , Bµν =
 γ 0 0 −γv0 1 0 00 0 1 0
−γv 0 0 γ
 , (1.116)
where v = |q|/q0 is the velocity of the particle and γ = 1/p1− v 2 the Lorentz factor. If
we apply the previous transformation to qµ we clearly get




where M is the mass of the spin-1 particle. The two initial particles are transformed as
p′µA = BµνRναpαA =
 |p|γ(1− v cosθ )−|p| sinθ0
|p|γ(−v + cosθ ))
 , p′µB = BµνRναpαB =
 |p|γ(1+ v cosθ )|p| sinθ0
−|p|γ(v + cosθ )
 .
(1.118)
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The Collins-Soper frame is defined as the frame where the quantization axis is taken as
the bisector of one beam and the opposite of the other beam in the spin-1 rest frame,
therefore it is defined by the unit vector
zˆCS =
|p′B|p′A− |p′A|p′B
||p′B|p′A− |p′A|p′B| . (1.119)
where p′A and p′B are the 3-momenta of the two initial beams in the helicity frame. By





where δHX→CS is the angle to use in the counterclockwise rotation in Eq. (1.108) to go
from the helicity to the Collins-Soper frame. By substituting the spatial components of















cos2 θ + sin2 θ
=
q0qT
MT |q| . (1.121b)
where we defined the longitudinal and transverse momentum of the spin-1 particle to
the beam axis in the lab frame as qL = |q| cosθ and qT = |q| sinθ , and MT =
Æ
M2 + q2T
being the transverse mass. From Eqs. (1.121) we note that if qT  qL, the helicity and
Collins-Soper frame are separated by an angle of pi/2, while in the opposite case in which
qT  qL, the two frames coincide. The derivation of the rotation angle in the case in
which we can not ignore the masses of the initial particles is more complicated from
the computational point of view, but no more instructive and the considerations above
still hold. As discussed in the previous Section, there are also other frames which are
commonly used for expressing the angular distribution and the rotation angles between
different frames in terms of kinematic variables can be found in [57].
1.8.2 Frame-invariant quantities
Although the anisotropy coefficients in Eqs. (1.105) are frame dependent, it is possible
to define a combination of the coefficients that is frame invariant [56, 58], i.e.
λ˜≡ λθ + 3λφ
1−λφ . (1.122)
One can show that λ˜ is invariant by using the frame transformations for the anisotropy
coefficients Eqs. (1.112). We can study λ˜ for a simple case. Consider the Drell-Yan pro-
cess [59] in hadronic collisions, where quark and antiqaurk in the hadrons annihilate into
a virtual photon that decays into a lepton pair. The "naive" Drell-Yan process where the
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transverse momenta of the quarks are ignored is such that λθ = 1 and the other coeffi-
cients are all vanishing in the Collin-Soper frame. This implies that the frame-invariant
quantity is λ˜= 1. Hence, Eq. (1.122) reduces to that so-called Lam-Tung relation [60]
λθ + 4λφ = 1. (1.123)
This relation is a result due to the spin-1/2 nature of the quarks and it is shown to be
insensitive to perturbative QCD corrections [61]. Since the Lam-Tung relation is a solid
prediction of perturbative QCD, its violation may manifest non-perturbative effects and
the fact that, in the dilepton rest frame, the plane containing the momenta of the initial
hadrons and the plane containing the annihilating quarks do not coincide [62]. Experi-
mental violations of the Lam-Tung relation were found by many experiments [63–69] and
the theoretical interpretation of results is an active research field.
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Chapter 2
Virtual photon polarization and dilepton
anisotropy in pion-nucleon collisions
The aim of this Chapter is to explore the reaction piN → R → Ne+e−, where R is the
intermediate baryon resonance (see Figure 2.1), in terms of effective Lagrangian models
at the center-of-momentum (CM) energy of the HADES experiment, i.e.
p
s = 1.49 GeV.
In particular we study the angular distribution of the produced dileptons using the spin
density matrix formalism presented in the previous Chapter.
The general expression for the angular distribution of dileptons originating from the
decay of a virtual photon was discussed in Chapter 1 and it is given by Eq. (1.72):
dσ
dΩe
∝N (1+λθ cos2 θe +λe sin2 θe cos2φe +λθφ sin2θe cosφe
+λ⊥φ sin2 θe sin2φe +λ⊥θφ sin2θe sinφe). (2.1)
where θe and φe are the polar and azimuthal angles of one of the two leptons in the
rest frame of the photon. As already mentioned in Chapter 1, the anisotropy coefficients
depend on the choice of the quantization axis. In this Chapter, we use the helicity frame.
As we discuss in Section 2.1, in the reaction piN → R → Ne+e−, the anisotropy coeffi-
cients depend on the quantum numbers of the intermediate baryon resonance and on the
scattering angle θγ∗ of the virtual photon.
In pion-nucleon scattering, it is expected that a major part of the dilepton production
cross section is due to s-channel baryon resonances with a mass close to the CM energyp
s. The emergence of a dilepton anisotropy in these processes can be understood as
follows. The initial state, which in the CM frame contains a pion with momentum p and a




Y ∗lm(θ ,φ) |lm〉 , (2.2)
where θ and φ specify the direction of p with respect to the quantization axis. Here spin
quantum numbers as well as the normalization are omitted for simplicity. We choose the
quantization axis z parallel to the momentum of the incident pion, implying that θ = 0.
Since Ylm(θ = 0,φ) 6= 0 only for m = 0, the z-component of the orbital angular momen-
tum vanishes in the initial state. Hence, the projection of the total spin of the intermediate
baryon resonance on the beam axis is given by the z-component of the nucleon spin. This

















Figure 2.1.: Feynman diagrams for pion-nucleon scattering with an intermediate baryon
resonance R. In this we Chapter we both consider the s-channel and the u-
channel process.
As a result, in case of an unpolarized nucleon target, spin-1/2 intermediate resonances
are unpolarized, and consequently there is no preferred direction in the CM frame. Ac-
cordingly, in this case all observables are independent of the scattering angle, i.e., the
angle θγ∗ of the virtual photon in the CM frame. On the other hand, intermediate reso-
nances of spin≥ 3/2 have a nontrivial polarization, implying an angular anisotropy in the
CM frame. Consequently, in this case, observables show a nontrivial dependence on the
scattering angle θγ∗ , which reflects the quantum numbers of the resonance.
This Chapter is based on [70] and it is structured in the following way. In Section 2.1
we give the expressions of the differential cross section and the anisotropy coefficient.
In Section 2.2 we briefly review the effective Lagrangian of our model. This is followed
by a presentation of the numerical results for the anisotropy coefficient for an isolated
resonance in Section 2.3, where we also briefly explore the effect of nearby resonances.
2.1 Cross section and anisotropy coefficient













where M is the matrix element. The process considered has three particles in the final
state, hence in general the CM frame does not coincide with the rest frame of the lepton
pair. The scattering angle θγ∗ is the polar angle of the momentum of the virtual photon in
the CM frame measured from the beam axis (see Figure 2.2), and dΩe is the solid angle of
the electron in the rest frame of the lepton pair [71]. Moreover, M is the invariant mass
of the lepton pair, s is the square of the CM energy, pi and p f are the CM three-momenta
of the initial and final nucleons, respectively. The sum is over all spin states of the initial
and final state particles and npol is the spin degeneracy in the initial state.













Figure 2.2.: Pion-nucleon scattering in the CM frame. The beam axis is denoted by z.







is the hadronic tensor, where Wµ is the hadronic part of the matrix element M = WµLµ
(Lµ is defined in Eq. (1.65)). The tensor Wµν contains all the information about the
hadronic interaction that originates the photon. We note that the factorization in Eq. (2.4)
between the hadronic and leptonic part is due to the fact that we are considering the
leading order contribution of the electromagnetic interaction. In order to calculate the
angular distribution of the lepton pair, we use the spin density matrix formalism discussed
in Section 1.5. The nontrivial angular distribution of the dilepton is connected with the
polarization state of the decaying virtual photon through the anisotropy coefficients. In
this Chapter we will focus on the coefficient λθ Eq. (1.73a). In general it is a function of
the photon invariant mass M and the scattering angle θγ.
2.2 The model
In order to calculate the hadronic tensor Wµν, we need models to describe strong and
electromagnetic interactions of the hadrons in our process. In this Section we outline the
different models used.
2.2.1 Vector Meson Dominance
One important aspect of hadron physics is the study of electromagnetic interaction of
hadrons. Vector Meson Dominance (VMD) is the most commonly used model to describe
the interaction between hadrons and photons. The idea of VMD is that the photon couples
to hadrons through the exchange of vector mesons. Here we will discuss the two main
versions of VMD, one proposed by Sakurai [72, 73] based on the field-current identity and
the second proposed by Kroll, Lee and Zumino [74] which preserves gauge invariance.
In [75] one can find an exhaustive discussion about VMD.
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Sakurai was the first who proposed a theory of strong interactions mediated by vector
mesons [72] based on the Yang-Mills theory [76]. Consider a theory describing ρ mesons
and pions. The Lagrangian is given by
L= −1
4
~ρµν · ~ρ µν + 12m
2
ρ ~ρµ · ~ρµ + 12Dµ ~pi · D
µ ~pi− 1
2
m2pi ~pi · ~pi, (2.6)
where ~ρµ and ~pi are the isovector field of the ρ meson and pion, respectively, and mρ and
mpi their mass. Neglecting ρ self interactions, the field tensor ~ρµν is given by
~ρµν = ∂µ ~ρν − ∂ν ~ρµ. (2.7)
The interaction are generated by the covariant derivative Dµ through
Dµ ~pi= ∂µ ~pi− gρpipi ~ρ × ~pi. (2.8)
For the neutral ρ meson, ρ0, the interaction with pions reads
Lρpi = −gρpipiρµJµpi , (2.9)
where the current is given by
Jpiµ = i(pi
−∂µpi+ −pi+∂µpi−), (2.10)
pi+ and pi− being the charge pion fields.
At this point we would like to include the interaction between the photon and the
ρ. The basic assumption of the VMD version proposed by Sakurai [72, 73] is that the





where gρ is a coupling constant to be discussed below. Equation (2.11) is called the field-
current identity, meaning that we identify the electromagnetic current with the ρ0 field






where Aµ is the photon field. We refer to Eq. (2.12) as the first version of VMD. Note that
the interaction Lagrangian Eq. (2.12) is not gauge invariant and, therefore, we can not
simply add it to Eq. (2.6) along with the photon kinetic term. In order to preserve gauge
invariance, we can instead consider the following interaction Lagrangian following Kroll,
Lee and Zumino [74]
L2ργ = − e2gρ F
µνρ0µν, (2.13)
where Fµν = ∂µAν − ∂νAµ is the electromagnetic field strength tensor. Note that the
interaction between neutral ρ and photon in Eq. (2.13) is gauge invariant by construction,








Figure 2.3.: Feynman diagrams for the vector meson dominance (H1 and H2 are two
generic hadrons). The Lagrangian (2.14) allwos only for processes correspond-
ing to the Feynman diagram in the left panel, while the Lagrangian (2.15)
allows for processes corresponding to both Feynman diagrams.
since Fµν is gauge invariant. We refer to Eq. (2.13) as the second version of VMD. It is
important to realize that Eq. (2.13) can be written in momentum space as 2q2ρµA
µ, where
we used the fact that the ρ meson is divergenceless. This means that for momentum
q2 = 0, the photon will decouple from the ρ meson and hence from hadronic matter.
Therefore, in the second version of VMD, we need another term in the Lagrangian that
directly couples photons to hadronic matter of the form−eJµAµ in which Jµ is the hadronic
current that, for instance, is given by Eq. (2.10) for the interaction between the photon
and pions. To summarize, one has the following interactions for the first and second





µ − gρpipiρµJµ, (2.14)
L2 = − e2gρ Fµνρ
µν − eJµAµ − gρpipiρµJµ. (2.15)
We can now use the Lagrangians (2.14)-(2.15) to calculate the pion form factor. Con-
sider the transition γ → pi+pi−. Using the current (2.10), the matrix element is given
by
Mµ
γ→pi+pi− = −e(p+ − p−)µFpi(q2), (2.16)
where Fpi(q2) is the pion form factor which is a quantity that measures the deviation from
a pointlike behaviour of the coupling between photon and pions. From Eq. (2.14) and
(2.15), one finds for the pion form factor
Fpi(q













respectively. For zero momentum transfer we should have Fpi(0) = 1 because the photon
sees the pion as pointlike. One can see that Eq. (2.18) automatically satisfies the condition
Fpi(0) = 1, while in Eq. (2.17) we must demand gρpipi = gρ. This leads to the argument
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of universality of the couplings, namely that the couplings of the ρ with all particles
is the same. The primary motivation for this is that the interactions are produced by
the minimal substitution through the covariant derivative as in gauge theory. Note that
without universality, only the second version of VMD would satisfy the condition Fpi(0) =
1. In this Thesis, we will use the second version of VMD for describing the coupling
between ρ and photon.
2.2.2 Spin-1/2 resonances
The interaction of spin-1/2 baryons with pions and ρ mesons is described by the La-










µνΓ˜ψN · ~ρµν + h.c.. (2.20)
Here, and also in the Lagrangians involving higher spin resonances given below, Γ = γ5
for J P = 1/2+, 3/2− and 5/2+ resonances and Γ = 1 otherwise, and Γ˜ = γ5Γ .
2.2.3 Higher spin resonances
The most important problem concerning the covariant treatment of higher-spin fields is
the presence of unphysical lower-spin degrees of freedom. For fields describing particles
with spin s greater than 1/2, there will be not only the physical components relative to
s, but also those corresponding to the lower spin sector s − 1, s − 2, . . . So, in practice,
one implicitly considers also the effect due to the lower-spin background. The reason for
this is the following. Higher spin fermions are represented by Rarita-Schwinger spinor
fields [77] in effective Lagrangian models. These fields transform according to a product
of a spin-1/2 and one or more spin-1 representations of the Lorentz group. Therefore they
contain some contributions describing the propagation of lower-spin states. For example,
in the case of spin-3/2 fields, the components defining the vector-spinor field ψµ are 16,
while one would expect that only 4 are the components describing the physical degrees
of freedom. As a consequence one implicitly considers also spin-1/2 background. In a
consistent Lagrangian involving higher-spin baryons, the lower-spin components of the
Rarita-Schwinger fields should not contribute to observable quantities.
Such a consistent interaction scheme for spin-3/2 fermions was developed by Pasca-
lutsa [78–80] and generalized for spin-5/2 fermions by Vrancx et al. [81]. In this Thesis
we specify the Lagrangian describing the interaction of higher-spin baryon resonances
based on the scheme of Ref. [81]. In this scheme, the lower-spin degrees of freedom are
eliminated from observables by requiring that the Lagrangian is invariant under the gauge
transformation
ψµ → ψµ + i∂µχ, (2.21)
ψµν → ψµν + i2(∂µχν + ∂νχµ), (2.22)
for spin-3/2 (ψµ) and spin-5/2 (ψµν) Rarita-Schwinger fields, respectively. In the above
equations, χ and χµ are arbitrary spinor and spinor-vector fields, respectively. The gauge
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Table 2.1.: Parameters of the 9 baryon resonances included in the model.
Resonance J P Mass Width BR (%) Coupling constants
[GeV] [GeV] Npi Nρ gRNpi gRNρ
N(1440) 1/2+ 1.44 0.35 65 4 0.385 21.303
N(1520) 3/2− 1.520 0.115 60 20 0.148 17.166
N(1535) 1/2− 1.535 0.15 45 2 0.160 1.480
N(1650) 1/2− 1.655 0.165 77 8 0.174 0.896
N(1675) 5/2− 1.675 0.15 40 1 0.0007 18.989
N(1680) 5/2+ 1.68 0.13 67.5 9 0.003 21.694
∆(1232) 3/2+ 1.232 0.117 100 0 0.248 0
∆(1600) 3/2+ 1.6 0.35 17.5 12.5 0.045 44.4
∆(1620) 1/2− 1.63 0.145 25 16 0.168 2.683
invariance of Eqs. (2.21) and (2.22) is ensured if only the gauge invariant combination of
the fields
Gµ,ν = i(∂µψν − ∂νψµ), (2.23)
Gµν,λρ = − ∂µ∂νψλρ − ∂λ∂ρψµν + 12(∂µ∂λψνρ + ∂µ∂ρψνλ + ∂ν∂λψµρ + ∂ν∂ρψµλ) (2.24)





and making the replacements




in a “traditional" Lagrangian containing Rarita-Schwinger fields one obtains a gauge in-
variant and hence consistent Lagrangian. The mass parameter m in Eq. (2.26) is intro-
duced for dimensional reasons.
Starting from the Lagrangians of Ref. [81] and taking the isospin structure into account,












R Γ ~τψN · ∂µ∂ν ~pi+ h.c., (2.28)
for the Lagrangians describing the resonance-nucleon-pion interaction. In the case of ∆
resonances, the Pauli matrices ~τ appearing in the above and the following Lagrangians
have to be replaced by the isospin-3/2→ 1/2 transition matrices.
The resonance-nucleon-ρ interaction Lagrangian is analogous to the electromagnetic
resonance-nucleon transition Lagrangian. Out of the three Lagrangians given in Ref. [81]















Figure 2.4.: The anisotropy coefficient λθ as a function of the virtual photon polar angle
θγ∗ for hypothetical resonance states with different spins and parities in the s-
channel at a dilepton mass M = 0.5 GeV. The resonance masses coincide withp
s = 1.49 GeV, the resonance widths are ΓR = 0.15 GeV.
we choose the one with the lowest number of derivatives. After including the isospin














ρ(∂µψN ) · ~ρρν + h.c.. (2.30)
For the Feynman rules corresponding to the Lagrangians just discussed, see Appendix B.
We explore the relevance of the different spins and parities by computing the anisotropy
coefficient with a hypothetical resonance for each spin-parity combination, all with the
same mass and width, mR = 1.49 GeV and ΓR = 0.15 GeV. The mass was chosen to
coincide with the CM energy
p
s used in our calculations, thus assuming that in the s-
channel the resonance is on the mass shell.
We also made calculations including all well established resonance states in the relevant
energy domain. These states are the nucleon resonances N(1440) 1/2+, N(1520) 3/2−,
N(1535) 1/2−, N(1650) 1/2−, N(1675) 5/2−, N(1680) 5/2+, and the ∆ resonances
∆(1600) 3/2+, and ∆(1620) 1/2−. The coupling constants gRNpi and gRNρ were deter-
mined from the widths of the R→ Npi and R→ Nρ→ Npipi decays. The empirical values
for these partial widths were obtained as a product of the total width and the appropriate
branching ratio as given by the Particle Data Group [82]. Masses of the resonances are
also taken from Ref. [82]. The parameters of the baryon resonances included in the model
are given in Table 2.1.
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We stress that the present model is intended to be valid for virtual photon masses not
far from the ρ meson mass. The gauge invariant version of the vector meson dominance
(2.13) does not contribute to processes with real photons and, therefore, the model has
to be supplemented by a separate coupling of baryon resonances to the nucleon and
photon, if we want to describe processes with low mass virtual or real photons. On
the other hand, using the original (not gauge invariant) version of the vector meson
dominance by Sakurai [72], the photonic branching ratios of N(1710) and ∆(1905) are
overpredicted [83]. The ∆(1232) resonance is not included, since there is no direct
information available on the coupling strengths to the Nρ channel and its mass is far
below the CM energy considered.
We use a simplifying approximation for the momentum dependence of the resonance
width Γ (p2), where pR is resonance momentum. We assumed that it is given by that of
the Npi channel, and employ the parametrization of Ref. [71], i.e.












where l is the angular momentum of the pion, ppi is the magnitude of the outgoing 3-
momentum in the resonance rest frame and ppiR is the same for an on-shell resonance
(p2R = m
2
R). The parameter δ is given by






where mN is the nucleon mass.
2.3 Results
We employ the model described above to compute the anisotropy coefficient λθ of
Eq. (1.79) for the reaction piN → Ne+e−. In the following we discuss the dependence of
the anisotropy coefficient on the polar angle of the virtual photon θγ∗ . In all the calcula-
tions, the CM energy is set to
p
s = 1.49 GeV, corresponding to the HADES data.
In order to demonstrate the effect of different spin-parity baryon resonance states on the
λθ coefficient, we first use the model with the hypothetical resonances discussed above,
including only the s-channel Feynman diagram. In Fig. 2.4 we show the anisotropy co-
efficient for dileptons of invariant mass M = 0.5 GeV. In this case the resonance in the
intermediate state is on-shell and, therefore, the results should correspond to standard an-
gular momentum coupling. Figure 2.4 shows that the spin and parity of the intermediate
resonance is reflected in a characteristic angular dependence of the anisotropy coefficient.
In particular, in the spin-1/2 channels the λθ coefficient is independent of θγ∗ , in accor-
dance with the arguments given in the introduction. Based on the same arguments, the
z-component of the total spin coincides with the z-component of the initial nucleon spin.
Since the nucleon target is unpolarized, the Jz = +1/2 and −1/2 polarization states of
each resonance are equally populated. This means that there is no preferred direction
and, consequently, that the λθ coefficient is isotropic.
The dependence of the anisotropy coefficient on the quantum numbers of the inter-

















Figure 2.5.: The anisotropy coefficient λθ as a function of the virtual photon polar angle
at a dilepton mass M = 0.5 GeV including s- and u-channel diagrams. The CM
energy is
p
s = 1.49 GeV. For further details, see the text.
once one accounts for the fact that, in the non-relativistic limit, the off-diagonal cou-
pling Eq. (2.20) is purely transverse. We note that for all channels considered, except
J P = 1/2+, two values of the final state orbital angular momentum are possible. The
strengths of these channels and their relative phase depend on the structure of the inter-
action vertices Eqs. (2.20), (2.29), and (2.30). Thus, a different choice for the interaction
Lagrangians [81] may lead to a somewhat different angular dependence of the anisotropy
coefficient. This indicates a certain model dependence of the results. However, as long as
the lowest angular momentum states dominate, we expect the results presented here to
remain valid, at least on a qualitative level.
In Fig. 2.5 we show the λθ coefficient obtained from the s- and u-channel diagrams
of seven of the physical resonance states considered. (The contribution of the ∆(1620),
which has a shape very similar to the other spin-1/2− states, is left out for the sake of
clarity). Here, the characteristic shapes presented in Fig. 2.4 are modified mainly by the
interference with the u-channel resonance contributions.
In order to assess which of the resonances are important for the dilepton production
process at the CM energy of the HADES experiment, we compute the differential cross
section dσ/dM by first integrating Eq. (2.3) over the electron solid angle Ωe. Figure 2.6
shows the dependence of the differential cross section on the scattering angle of the vir-
tual photon at
p
s = 1.49 GeV and a dilepton invariant mass of M = 0.5 GeV. For the
coupling constants we used our fitted values given in Table 2.1. Figure 2.6 shows that the
two dominant contributions are given by the N(1520) and the N(1440). Moreover, we in-
tegrated the cross section over the scattering angle θγ∗ . We find that at
p
s = 1.49 GeV and
M = 0.5 GeV, the N(1520) has a cross section dσ/dM = 0.44 µb/GeV, and the N(1440)





























Figure 2.6.: The differential cross section as a function of the virtual photon polar angle
for the baryon resonances included in the model at
p
s = 1.49 GeV CM energy
and dilepton invariant mass M = 0.5 GeV.
has a cross section dσ/dM = 0.33 µb/GeV. These results contain both s- and u-channel di-
agrams. The combined cross section taking into account both N(1520) and N(1440) and
their interference is dσ/dM = 0.84 µb/GeV when all coupling constants are assumed to
have the same phase and dσ/dM = 0.70 µb/GeV if we assume that the matrix elements
involving the two resonances have the opposite phase. The range of baryon resonance
widths and branching ratios given by the Particle Data Group [82] induce uncertainties in
the differential cross sections. In particular, the N(1520) contribution may vary by about
40%. For the Nρ branching ratio of the N(1440) resonance, only an upper limit is given.
As a result, the combined total cross section including both the N(1440) and N(1520)
can be up to a factor of 2 larger than the values given above. On the other extreme,
the N(1440) branching ratio into the ρN channel may vanish, implying that correspond-
ing contribution to dilepton production is negligible. Nevertheless, the average values of
the branching ratios used here yield reasonable agreement with experiment, as discussed
below.
The largest sub-leading contributions to the cross section are due to the N(1535) and
∆(1600) resonances, which yield 0.011 µb/GeV and 0.0078 µb/GeV, respectively. Al-
though these are negligible compared to the dominant contributions, the interference of
these resonances with the dominant ones could contribute at most about ±20% in the
ideal case, where the interference is either constructive or destructive throughout the
whole phase space. We computed these interference terms numerically, and found that
they are negligible compared to the N(1520) and N(1440) contributions. This remains



























Figure 2.7.: The contribution of the two dominant resonances, N(1440) and N(1520), to
the differential cross section of dilepton production at
p
s = 1.49 GeV CM
energy. Two of the curves show the result obtained from s- and u-channel di-
agrams of each resonance. The other two curves are obtained from the sum
of all four diagrams (s- and u-channel diagrams of both resonances), assum-
ing a positive and negative relative sign between the amplitudes of the two
resonances.
Our calculation of dσ/dM is consistent with the results of [71] at M = 0.5 GeV within
the uncertainties discussed above. Moreover, the cross section in [71] has been compared
with preliminary HADES data and found to be in a reasonable agreement at
p
s = 1.49
GeV and M = 0.5 GeV [39]. An alternative check of the reliability of the model is obtained
by studying the process piN → Npipi. We thus computed the neutral ρ contribution of the
differential cross section at 0.5 GeV invariant mass of the pion pair, including the N(1520)
resonance in both the s- and u-channels. Taking the uncertainties discussed above into
account, we obtain a value for dσ/dM between 5 and 10 mb/GeV, which is consistent
with the result of the partial wave analysis of the Bonn-Gatchina group, presented in
[40].
The double-differential cross section, dσ/dMd cosθγ∗ obtained from the s- and u-
channel diagrams with the N(1520) and N(1440) resonances is shown in Fig. 2.7 as a
function of the polar angle of the virtual photon, θγ∗ . Here two of the curves correspond
to the contributions of the two resonances without interference. In the other two, the in-
terference terms are included, assuming either a positive or negative relative sign between
the two resonance amplitudes. In general, the interaction vertices of the resonances with
pions and ρ mesons can be complex, as a result of their microscopic structure [84]. This
can result in an energy dependent relative phase of two resonance amplitudes between 0













Figure 2.8.: The contribution of the two dominant resonances, N(1440) and N(1520),
to the anisotropy coefficient, λθ at
p
s = 1.49 GeV CM energy. The various
curves correspond to the same assumptions as in Fig. 2.7.
and pi. Since this phase is unknown, we give the results for two limiting cases, assuming
a positive or negative relative sign between the N(1520) and N(1440) amplitudes.
From Fig. 2.7 it is clear that the relative phase has a strong influence on the shape of
the θγ∗ dependence of the differential cross section. Moreover, as discussed above the
magnitude of the N(1440) contribution is uncertain, which in turn affects the shape of
the differential cross section. This suggests that the unknown phase and the coupling
strength of the N(1440) to the Nρ channel can be constrained by data on the angular
distribution.
In Fig. 2.8 we show the dominant contributions to the anisotropy coefficient λθ as a
function of θγ∗ . As in Fig. 2.7, we show results for the two limiting assumptions for the
relative phase of the two resonance amplitudes. In both cases, the shape of the curve ap-
proximately follows that of the N(1520) contribution, which implies that it is only weakly
affected by the uncertainties of the N(1440) parameters. The anisotropy parameter λθ
has a maximum around θγ∗ = pi/2. Thus, virtual photons emitted perpendicular to the
beam axis in the CM frame tend to be transversely polarized, while virtual photons emit-
ted along the beam direction are almost unpolarized or, in the case of a positive relative
phase between the two resonances, photons travelling in the forward direction tend to be
longitudinally polarized.
For the sake of completeness, we also studied the effect on the anisotropy coefficient of
the inclusion of the two largest sub-leading contributions, namely the N(1535) and the
∆(1600). In Figs 2.10 and 2.11 the anisotropy coefficient resulting from the inclusion of
the N(1535) is shown. We computed the two limiting cases for the phase between the
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Figure 2.9.: The anisotropy coefficient λθ as a function of the virtual photon polar angle
for various dilepton masses. The contributions of s- and u-channel diagrams of
the two dominant resonances N(1440) and N(1520) and their interference




with a positive or negative relative sign to the case where the amplitude of the two res-
onances N(1520) and N(1440) are added with a positive relative sign. In Fig 2.11 we
added the N(1535) amplitude with a positive or negative relative sign to the case where
the amplitude of the two resonances N(1520) and N(1440) are added with a negative
relative sign. In Figs 2.12 and 2.13 we did the same considering, instead, the resonance
∆(1600). We note that the inclusion of the N(1535) and ∆(1600) produces a small effect
on the anisotropy coefficient λθ .
Dileptons with a low invariant mass originate from the decay of a virtual photon which
is close to its mass shell. Such virtual photons must be predominantly transversely po-
larized. Consequently the λθ coefficient of the resulting dileptons is close to unity. This
can be seen in Fig. 2.9, where we show the θγ∗ dependence of the λθ coefficient for
various values of the dilepton invariant mass. These results include the s- and u-channel
diagrams of the dominant N(1520) and N(1440) resonances, assuming a positive relative
sign between the amplitudes.
The anisotropy coefficient λθ can be determined experimentally by employing
Eq. (1.78). Clearly this is very challenging, since such an analysis requires a triple-
differential dilepton production cross section. For a fixed invariant mass M and scattering
angle θγ∗ , the λθ coefficient is obtained by extracting the dependence of the cross section
on the electron angle cos2 θe. Nevertheless, the results shown in Fig. 2.9 suggest that
a rough binning both in M and θγ∗ , e.g. M > 0.3 GeV and three bins in θγ∗ , would be
sufficient for extracting interesting information on the polarization observable.
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Figure 2.10.: The contribution of the N(1535) to the anisotropy coefficient λθ at
p
s =
1.49 GeV CM energy. The amplitude of the N(1535) is added with a positive
and negative relative sign to the case where the N(1520) and N(1440) am-
plitudes are added with a positive relative sign. Both s− and u−channel are
included.
Figure 2.11.: The contribution of the N(1535) to the anisotropy coefficient λθ at
p
s =
1.49 GeV CM energy. The amplitude of the N(1535) is added with a positive
and negative relative sign to the case where the N(1520) and N(1440) am-
plitudes are added with a negative relative sign. Both s− and u−channel are
included.
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Figure 2.12.: The contribution of the ∆(1600) to the anisotropy coefficient λθ at
p
s =
1.49 GeV CM energy. The amplitude of the∆(1600) is added with a positive
and negative relative sign to the case where the N(1520) and N(1440) am-
plitudes are added with a positive relative sign. Both s− and u−channel are
included.
Figure 2.13.: The contribution of the ∆(1600) to the anisotropy coefficient λθ at
p
s =
1.49 GeV CM energy. The amplitude of the∆(1600) is added with a positive
and negative relative sign to the case where the ∆(1520) and N(1440) am-
plitudes are added with a negative relative sign. Both s− and u−channel are
included.
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Chapter 3
Dilepton rate at finite temperature
In this Chapter we illustrate some features of the two-point correlation function of
operators (also called Green function) at finite temperature. Correlation functions are
important tools in quantum field theory because they contain all the information needed
to describe a many-body system. For example, in a medium certain collective excitations
may occur. The propagation of collective phenomena in the medium can be described
by correlation functions in a similar way as one describes particles in vacuum. Medium
excitations appear as poles of the correlation function: the real part of the pole gives the
dispersion relation and the imaginary part gives the damping of the excitation.
Correlation functions are also the key ingredients for calculating the thermal rate for
particle production. In the next Section we will show that the production rate of weakly
interacting particles produced from a thermalized medium reduces to the calculation of
the two-point current-correlation function. More generally, correlation functions can also
be used to calculate other real-time observables like e.g. shear viscosity.
In this Thesis we are interested in studying real-time correlation functions, i.e. we
work with Minkowskian coordinates. The Minkowski space-time coordinates are denoted
by x = (t,x) and the momenta by q = (q0,q). For the sake of completeness, in this
Section we will also briefly discuss correlation functions in Euclidean coordinates (or
imaginary time) and we will discuss the connection between correlation functions in real
and imaginary time. We denote the Euclidean coordinates by x˜ = (τ,x). Passing from real
to imaginary time means making the Wick rotation τ→ i t. We also adopt the convention
f (x)≡ f (t,x), f (q)≡ f (q0,q), with f any function or field operator. It will be clear from
the context and the argument whether f is a function or an operator and whether it is
defined in coordinate or momentum space. In Section 3.1, we consider for simplicity only
a scalar bosonic field operator φ(x) that, in the Heisenberg picture, is defined by
φ(t,x) = eiH tφ(t,0)e−iH t , φ(τ,x) = eHτφ(t,0)e−Hτ, (3.1)





where Z = Tr(e−βH) is the partition function. All the definitions and results can be quite
easily extended to the case of fermion and vector field operators. We will follow [85] for
the conventions for correlation functions.
The structure of this Chapter is the following. In Section 3.1, basic concepts of thermal
field theory are outlined. In Section 3.2 and Section 3.3, we present the derivation of
the thermal rate for dileptons and emphasize the importance of the current correlation
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function. In Section 3.4, a general form for the current correlation function is given. We
conclude by analyzing the Drell-Yan process and the Boltzmann limit for the distribution
functions in Section 3.5.
3.1 Basics of thermal field theory
We start by defining correlation functions in coordinate space. It is convenient to define
D>(x) = 〈φ(x)φ(0)〉 (3.3)
D<(x) = 〈φ(0)φ(x)〉, (3.4)
Let us explicitly evaluate the trace of Eq. (3.3) and insert a complete set of eigenstates of








where En and pn are the energy and 4-momentum of the state |n〉. An analogous deriva-
tion applies for D<(x). We can define the Feynman time-ordered correlation function
as
iDF (x) = 〈Tφ(x)φ(0)〉
= θ (t)D>(x) + θ (−t)D<(x), (3.6)
where θ (t) is the step function. We would like to work in the momentum space, hence




Using the cyclic invariance of the trace, we obtain
D<(q) = e−βq0D>(q). (3.8)
At this point we would like to define three correlation functions which are of crucial
importance for the calculation of observables and we will emphasize the connections
between them. The first one is the spectral function ρ(q) defined as the thermal average










(D>(q)− D<(q)) = 1
2pi
(eβq0 − 1)D<(q). (3.10)






(e−βEn − e−βEm)(2pi)3δ(4)(q+ pn − pm)|〈n|φ(0)|m〉|2, (3.11)
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where pm and pn are the 4-momentum of the state |m〉 and |n〉, respectively. The other
two are the "retarded" DR(q) and "advanced" DA(q) correlators defined as
DR(q) = −i
∫
d4x eiqxθ (t)〈[φ(x),φ(0)]〉, (3.12)
DA(q) = i
∫
d4x eiqxθ (−t)〈[φ(x),φ(0)]〉. (3.13)
Using the integral representation for the step function






















Applying an analogous procedure to the advanced Green functions we arrive at the so-












ω− q0 + iε . (3.17)
Making use of the formal relation
1






where P denotes the principal value, we can relate the real and imaginary parts of the
retarded and advanced correlators with the spectra function, namely
ImDR(q) = −ImDA(q) = −piρ(q) (3.19)
and
ReDR(q) = ReDA(q). (3.20)
We can also write the Fourier transform of the Feynman correlation function (3.6) and,






q0 −ω+ iε − 2ipinB(q0)ρ(q), (3.21)
where nB(q0) = 1/(eβq0 − 1) is the Bose distribution function.
3.1. Basics of thermal field theory 53
Now we want to establish the connection between the previous real-time propagators
with the Euclidean ones. We define the Euclidean propagator in position space as
DE(τ,x) = 〈φ(τ,x)φ(0)〉. (3.22)
Using the cyclic invariance of the trace, we can show that the Euclidean correlation func-
tion is periodic in τ, i.e.
DE(τ− β) = DE(τ), (3.23)
















Owing to the periodicity, the Fourier transform is taken over a finite interval 0 ≤ τ ≤ β .
Consequently, the frequencies ωn = 2pin/β take discrete values, the Matsubara frequen-









The connection between Euclidean (3.26) and real-time correlation functions (3.16) and
(3.17) is made with the following analytic continuation
DR(q) = −DE(ωn→ iq0 − ε), (3.27)
DA(q) = −DE(ωn→ iq0 + ε). (3.28)
We finally note that the retarded (advanced) Green function is analytic in the upper
(lower) half complex q0 plane.
3.2 Derivation for the dilepton thermal rate
In this Section we briefly outline the derivation of the formula for the thermal dilepton
production rate [85–90]. We consider a system consisting of strongly-interacting parti-
cles that are assumed to be in thermal equilibrium. The strongly interacting particles
emit another species of particles which interact weakly with the medium and, therefore,
can escape from the system without further interactions. In this Thesis, we consider the
case in which virtual photons are produced in a thermalized strongly interacting medium
produced in heavy-ion collisions (i.e. quark-gluon plasma). Since the photon interacts
only electromagnetically, its mean free path is much larger than the size of the system. A
similar situation occurs for neutrinos emitted from a neutron star.
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As already mentioned, here we want to focus on the emission in heavy-ion collisions of
virtual photons which subsequently decay into lepton pairs. Since neither the photon nor
the leptons are scattered by the particles composing the medium, both retain their vacuum
properties. The photon does not feel any rescattering with the particles composing the
medium and, hence, both the photon and the lepton pair are treated as in vacuum. The
Lagrangian describing the whole system is of the form
L= Lbath +Lγ +Lint +Ll+ l− +LQED, (3.29)
where Lbath describes the thermalized degrees of freedom, while Lγ and Ll+ l− is the
free Lagrangian respectively for the photon and the lepton pair. Moreover, Lint is the La-
grangian describing the interaction between the particles in the heat bath and the photon,
namely
Lint = −JµAµ, (3.30)
where Jµ is the (hermitian) electromagnetic current operator and A
µ the photon field.
Finally, LQED is the standard QED interaction responsible for the decay of the photon into
the lepton pair.
LQED = −JµQEDAµ, (3.31)
with JQED = eψ¯γµψ, ψ being the lepton field and e the electron charge.
The total initial state |I〉 and final state |F〉 can be expressed as the tensor product of
the initial |i〉 and final | f 〉 state describing the heat bath and the state of the dilepton in
vacuum, i.e.
|I〉= |i〉 ⊗ |0〉, |F〉= | f 〉 ⊗ |l+l−〉. (3.32)
The S matrix element for the transition |I〉 → |F〉 is then given by




0 (x − y) Jν(y)|I〉, (3.33)
where Dµν0 (x − y) is the free photon propagator, which is given by










We now factorize the matrix element of Eq. (3.33) in the lepton and heat bath part and








δ(4)(q− l− − l+)u¯(l−)γµv (l+)
∫
d4x eiqx〈 f |Jµ(x)|i〉, (3.36)
where the lepton (antilepton) 4-momentum is denoted by lµ− = (E−, l−) (l
µ
+ = (E+, l+)),
while u and v are the Dirac spinors. In order to calculate the dilepton rate, we need to
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consider that the system we are considering is thermalized, therefore one has to carry out
an ensamble average over all the possible initial states weighted with a thermal factor.


















with Z = Tr(e−βHbath) the partition function of the heat bath, Hbath being the Hamiltonian
of the thermalized system, β = 1/T the inverse temperature and Ω the space time volume
needed to define the rate. By squaring the matrix element (3.36), we obtain
|SF I |2 = e2u¯(l−)γµv (l+)v¯ (l+)γνu(l−)
∫
d4qd4q′δ(4)(q− l− − l+) 1q2 δ
(4)(q′ − l− − l+) 1q′2
×
∫
d4xd4x ′ eiqx e−iq′x ′〈 f |Jµ(x)|i〉〈i|Jν(x ′)| f 〉 (3.38)
The integration of the two delta functions reduces to that of only one delta function. We
now need to plug Eq. (3.38) into the expression for the rate in Eq. (3.37). The space-time
integration involving the current expectation values can be simplified by making use of
translational invariance in order to cancel the space-time volume Ω. The rate in function


















where here we have extended the definition of the correlation function in Eq. (3.4) for the
electromagnetic current Jµ. The integrand in Eq. (3.40) can be interpreted as representing
the interference between photon emission at the space-time point x and 0. The current-
current correlator (3.40) is a very important object and in Chapter 5 we will see how it
is related to the polarization observables in the angular distribution of the lepton pair.




|u¯(l−)γµv (l+)|2 = 4[lµ−lν+ + lν−lµ+ − (l− · l+ +m2l )]
= 2(−q2gµν + qµqν −∆lµ∆lν), (3.41)
with ∆lµ = lµ− − lµ+ and qµ = lµ− + lµ+. Using Eqs. (3.10) and (3.19), we can relate the
current correlation functions in Eq. (3.40) with the retarded current correlation function
which has the required analytic properties in a heat bath, namely
W<µν(q) = −2nB(q0)ImW Rµν(q), (3.42)
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nB(q0) being the Bose function, and (see Eq. (3.12))
W Rµν = −i
∫
d4x eiqxθ (t)〈[Jµ(x), Jν(0)]〉. (3.43)
We define the improper (or one particle reducible) retarded in medium photon self-energy
PRµν through the relation







where DR,αβ is the fully dressed retarded photon propagator and DR,αβ0 is the free photon
propagator. By definition, PRµν takes into account all the possible interactions, both strong




Therefore, one can rewrite Eq. (3.39) using Eq. (3.42) and Eq. (3.45).
We can also express the dilepton rate in terms of the photon spectral function defined






The quantity Aµ(x) is the interacting photon field which is related to the electromagnetic
current through Maxwell’s equation
∂α∂
α Aµ(x)− ζ−1(ζ− 1)∂µ (∂α Aα(x)) = Jµ(x), (3.47)
where ζ is a parameter that fixes the gauge (ζ = 1 is the Feynman gauge). By substi-
tuting Eq. (3.47) into Eq. (3.40), we obtain the connection between the current-current
correlator and the spectra function, namely
W<µν(q) =
























At this level, it is important to note that the analysis that brought us to derive the
rates Eq. (3.39) is basically nonperturbative. If now we want to consider only the lowest
order in the electromagnetic coupling O(e2), the improper retarded self-energy PRµν can be
approximated with the proper or one particle irreducible retarded self-energy ΠRµν defined
as






We can also calculate the integrated dilepton rate. Using the relation∫




























Equations (3.39) and (3.52) will be the expressions for the dilepton thermal rate that we
will use in the following of this Thesis.
We conclude this Section by presenting the differential rate for real photon. From the
dilepton rate one simply has to replace the information about the decay of the virtual
photon into the lepton pair, namely the quantity e2Lµνδ(4)(q − l− − l+)/q4, with the sum







∗ = −gµν. Moreover, one has to replace the
dilepton phase space (d3l−/(2pi)32E−)(d3l+/(2pi)32E+) with the real photon phase space
d3q/(2pi)32q0. From Eqs. (3.39), we obtain the corresponding rate for real photons




which is valid at all orders of the electromagnetic and strong interaction.
3.3 The current correlation function and the dilepton
rate
In the previous Section we showed that the calculation of the rate for dilepton produc-
tion at finite temperature reduces to the calculation of the current correlation function in
Eq. (3.40) or, equivalently, the imaginary part of the retarded in medium photon self en-
ergy defined in Eq. (3.49). In principle, the self energy contains all processes of the strong
interaction at any order. In practice, one must approximate the self energy considering
only terms up to a certain order in some perturbative expansion. Of course we have to
make sure that perturbation theory can be applied. Otherwise one can use some effective
interaction.
The imaginary part of the self energy has a precise physical meaning. The optical
theorem relates the imaginary part of the self energy to the matrix element squared for
all possible processes. The imaginary part of the self energy is obtained by cutting the
diagram by means of the so-called cutting rules at finite temperature [89, 91]. In practice,
one dresses the self energy with the loops describing the processes that one wants to take
into account.
One can also prove that the formalism for the calculation of the decay rate for photons
described in the previous Section is equivalent to relativistic kinetic theory [86, 92]. Con-
sider a general dilepton emission process where the initial thermal state is composed by
N particles and the final thermal state by M particles. The particles in the medium can be
fermions or bosons. We express the initial and final thermal state of Eq. (3.32) as
|i〉= |p1, . . . , pN 〉, | f 〉= |p′1, . . . , p′M〉, (3.54)
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p′i − l+ − l−

〈p1, . . . , pN |Jµ(0)|p′1, . . . , p′M〉
















×δ(4)(q− l− − l+) 1q4 L
µν. (3.55)
Here, Jµ is the electromagnetic current responsible for the interaction between the photon
and the particles in the medium defined in Eq. (3.30). We also introduced the Fermi
distribution 1/(eβE + 1) and the Bose distribution 1/(eβE − 1) for particles in the initial
state and Pauli blocking 1−1/(eβE +1) and Bose enhancement 1+1/(eβE −1) factors for
particles in the final state. In the last line of Eq. (3.55), Lµν is the lepton tensor defined
in Eq. (3.41). The energy in the distribution functions in Eq. (3.55) is that of the particle
in the fluid rest frame.
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× 〈p1, . . . , pN |Jµ(0)|p′1, . . . , p′M〉〈p′1, . . . , p′M |Jν(0)|p1, . . . , pN 〉
× 1

















One can prove that the tensor of Eq. (3.56) is the same as the current-current corelation
function defined in Eq. (3.40). In the above definition for the tensor W<µν, spin degeneracy
or color factors are suppressed. For practical calculations, in this Thesis it will be more
convenient to use the expression for W<µν given in Eq. (3.56).
3.4 General structure of the current correlation function
The current correlation function incorporates all processes in a thermal medium that
yield a photon. Therefore, it also provides information on the medium 4-velocity. In the
expression for the W<µν, we implicitly assumed that all the integrations over the initial
and final particles are carried out in the local fluid rest frame. In general, if we want
to express the integrations in an other frame, we should replace the energy E in the
distribution functions with the scalar product u · p, where uµ is the 4-velocity of the fluid,
such that
uµ = γ(1,v), (3.57)
where v is the fluid 3-velocity and γ the Lorentz factor. We note that u2 = 1. In the local
fluid rest frame we clearly have
uµ = (1,0). (3.58)
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We can deduce a general model-independent form for the current correlation function
by imposing basic conditions on the Lorentz structure. First of all, W<,µν can only be
constructed with the metric tensor gµν and the only two vectors at our disposal after the
integration over the momenta of the initial particles, namely the photon momentum qµ
and the medium velocity uµ. Moreover, we require W<,µν to be a symmetric function of
qµ and uµ, since we contract it with the symmetric tensor Lµν in the dilepton rate. Clearly,
W<,µν must be also current conserving, i.e. qµW<µν = 0. Thus, the most general form is
given by
W<,µν =W1(q


















The structure functions W1 and W2 are Lorentz scalars and depend on all the scalar quan-
tities we can construct from the two vectors at our disposal and the temperature of the
medium T . Note that the second term proportional to W2 is present because it describes
the fact that in general the fluid rest frame and the rest frame of the photon do not co-
incide. If these two frames coincide, the second term vanishes. The general form for
W<,µν in Eq. (3.59) is analogous to the hadronic tensor in deep-inelastic scattering. In
that case, the second 4-vector which the hadronic tensor depends on, besides the photon
momentum, is the momentum of the struck nucleon. Another difference compared to
deep-inelastic scattering is that, in our current correlation function, the photon is time-
like rather than space-like, allowing for the decay into a lepton pair. We finally point out
that the structure of Eq. (3.59) is clearly valid both in a nonperturbative and perturba-
tive analysis. So now the calculation of the current correlation function or, equivalently,
the imaginary part of the retarded photon self energy boils down to calculating the two
structure functions W1 and W2.
3.5 The Drell-Yan process and the Boltzmann limit
In this Section we calculate explicitly the structure functions W1 and W2 for a par-
ticularly simple case, the Drell-Yan process to lowest order in perturbation theory. In
this process a quark and an antiquark in the quark-gluon plasma annihilate into dilep-
tons through a virtual photon [86]. Using the QED current JµQED = eψ¯γ
µψ, the current











(2pi)4δ(4)(q− p1 − p2)
× Tr[(/p1 −m)γµ(/p2 +m)γν], (3.60)
m being the quark mass. Again we suppressed the color factor. In the case of a quark-
gluon plasma the energy is high enough to neglect the quark mass. Furthermore, we
consider the case in which the photon momentum is much bigger than the temperature
of the quark-gluon plasma
u · q T, q2 T 2. (3.61)





∼ e−βE1e−βE2 = e−βq0 = e−βu·q, (3.62)
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where, in the last step, we expressed the exponential in a covariant form. In this approx-
imation we can pull the exponential outside the integral and Eq. (3.60) reduces formally







(2pi)4δ(4)(q− p1 − p2)Tr[/p1γµ/p2γν]
= e−βu·qImΠµνvac(q)
= e−βu·qImΠvac(−gµνq2 + qµqν), (3.63)
where Πµνvac(q) is the vacuum photon self-energy, which is a constant, ImΠvac = e
2/6pi. By





e−βu·qq2, W2 = 0. (3.64)
Equations (3.63) and (3.64) show that, under the approximations discussed above, we
could factorize the medium and the vacuum information. All the medium information are
contained only in the factor e−βu·q.
The result of Eq. (3.63) and (3.64) can be generalized under the same approximations
to a wider class of Feynman diagrams at all orders of perturbation theory. Consider those
processes in which we have a total of N quarks and gluons in the initial state in the plasma
that are all annihilated into the virtual photon. Hence, there is only a lepton pair in the
final state. The integral over the initial states in Eq. (3.56) involves the product of the
Fermi and Bose distribution functions. Under the condition discussed above in Eq. (3.61),
where the main contribution to the integral comes from hard particles, the Fermi and
Bose distributions can all be approximated to Boltzmann factors. Thus, the product of the
distribution functions will just be
e−βE1e−βE2 · · · e−βEN = e−βq0 = e−βu·q. (3.65)
Therefore, we can again factorize the medium from the vacuum contribution and we find
W<,µν = e−βu·qImΠvac(q2)(−gµνq2 + qµqν), (3.66)
where again Πvac(q2) is the vacuum-photon self energy describing the complicated ther-
mal initial state. Thus the structure functions read
W1 = e
−βu·qq2ImΠvac(q2), W2 = 0. (3.67)
If the photon momentum is not large compared to the plasma temperature, we cannot use
the Boltzmann approximation for the distribution functions and the structure function
W2 does not vanish. In Chapter 5, we will show how the Boltzmann limit affects the
polarization state of a virtual photon. In the rest of the Thesis, for the sake of simplicity
we will omit the superscript < in the notation for the current correlation function.




Relativistic hydrodynamics provides an extremely good description of the space-time
evolution of the fireball created in ultrarelativistic heavy-ion collisions [10–15]. In this
Chapter we review the basic aspect of relativistic hydrodynamics. The Chapter is struc-
tured as follows: in Section 4.1 we briefly outline some basic concepts of thermodynamics,
in Section 4.2 we discuss the equations of motions for relativistic ideal hydrodynamics and
in Section 4.3 those in case of dissipation. Finally, in Section 4.4 we describe the widely
used Bjorken flow.
4.1 Basics of thermodynamics
A thermodynamic system can be described by the internal energy E, the entropy S, the
volume V and the temperature T . When we combine quantum mechanics and relativity,
the number of total particles is in general not conserved and the actual conserved quantity
is the net baryon particle number. In this Thesis, however, we will not study non-zero
net baryon number and, therefore, we will not introduce the baryon-chemical potential.
The first law of thermodynamics expresses the principle of energy conservation. In the
differential form we have
dE = TdS − PdV. (4.1)
In the above equation the first two terms represent the heat and work transferred. From

















The entropy S(E,V ) is an extensive variable, this means that
S(λE,λV ) = λS(E,V ). (4.3)
The above expression is valid for arbitrary λ. We can differentiate the previous equation
with respect to λ and set λ= 1. Furthermore, using Eq. (4.2), we obtain the Euler relation
E = −PV + TS. (4.4)
Differentiating Eq. (4.4), we obtain the so-called Gibbs-Duhem relation
VdP = SdT, (4.5)
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for vanishing chemical potential. Instead of the total energy and entropy, it is useful to
define the density of these quantities
ε≡ E
V
, s ≡ S
V
, (4.6)
respectively, which are intensive variables. Thus, Eqs. (4.4) and (4.5) become
ε= Ts− P, (4.7)
dP = s dT. (4.8)
Differentiating Eq. (4.7) and using Eq. (4.8), the first law of thermodynamics is expressed
by
dε= Tds. (4.9)
4.2 Relativistic ideal fluid dynamics
We can schematically picture a fluid as a system composed by many elements each of
those moving with a certain velocity. Therefore, we can assign to each space-time point




where τ is the proper time, v(x) ≡ dx/d t, γ(x) = 1/p1− v2(x). The fluid 4-velocity
obeys the relation
u2 ≡ uµ(x)uµ(x) = 1. (4.11)
In the following, for the sake of simplicity, we will suppress the dependence of the velocity
and the thermodynamic quantities on the space time. We define the local rest frame of
the fluid that frame in which the fluid 4-velocity is just uµ = (1,0). All the thermodynamic
quantities that we will associate with the fluid are defined in the local rest frame of the
fluid.
The total energy and momentum are locally conserved. Therefore we have four con-
servation laws that can be arranged in the so-called energy-momentum tensor Tµν. The
energy momentum tensor is defined such that T 00 is the energy density, T 0 j is the density
of the j th component of the momentum, T i0 is the energy flux in the direction i, and T i j
is the flow of the j th component of the momentum along the direction i. Energy and
momentum conservation laws can be expressed covariantly in the form
∂µT
µν = 0. (4.12)
The equations (4.12) are the hydrodynamic equations of motion.
An ideal (or inviscid) fluid is completely characterized by its energy density ε and pres-
sure P as defined in the local rest frame. Ideal hydrodynamics is based on the assumption
of local thermodynamic equilibrium, implying that the fluid element is isotropic in its rest
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frame. This means that the energy-momentum tensor in the local fluid rest frame Tµν(0)LRF
is diagonal (the subscript (0) indicates that we are referring to the ideal fluid), i.e.
Tµν(0)LRF =
 ε 0 0 00 P 0 00 0 P 0
0 0 0 P
 , (4.13)





where Sµ(0)LRF is the entropy 4-current. In the above equation, s is the entropy density
in the local rest frame. To obtain the energy-momentum tensor Eq. (4.13) in a moving
frame, we can consider for simplicity the approximation of small fluid velocity v [14]. The
Lorentz transformation is given by
Λµν =
 1 vx vy vzvx 1 0 0vy 0 1 0
vz 0 0 1
 (4.15)
and the Lorentz transformed energy-momentum tensor is given by
Tµν =
 ε (ε+ P)vx (ε+ P)vy (ε+ P)vz(ε+ P)vx P 0 0(ε+ P)vy 0 P 0
(ε+ P)vz 0 0 P
 . (4.16)
Note that, since Lorentz transformations do not change the symmetry properties of ten-
sors, Tµν is a symmetric tensor in any frame and this implies that in a relativistic descrip-
tion of fluids, the momentum density and energy flux are equal.
The general covariant form for the tensors in Eq. (4.13) and (4.14) valid in any frame
can be built out of the most general Lorentz structure at our disposal that respects the
symmetry required. At this point we only have the metric tensor gµν and the fluid velocity
uµ. Therefore, we can write in any frame [93]
Tµν(0) = c1u
µuν + c2g
µν, Sµ(0) = c3u
µ. (4.17)
The four scalar quantities c1, c2 and c3 can be easily determined if we go to the fluid rest
frame, namely
Tµν(0)LRF =
 c1 + c2 0 0 00 −c2 0 00 0 −c2 0
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By comparing Eq. (4.18) with Eq. (4.13), we obtain
c1 = ε+ P, c2 = −P, c3 = s, (4.19)
and Eq. (4.17) becomes
Tµν(0) = (ε+ P)u
µuν − Pgµν = εuµuν − P∆µν, Sµ(0) = suµ, (4.20)
where we have introduced the projection operator orthogonal to uµ, ∆µν = gµν − uµuν,
such that
uµ∆
µν =∆µνuν = 0, ∆
µ
ρ∆
ρν =∆µν, ∆µµ = 3. (4.21)
We can now define two differential operators
D ≡ uµ∂µ, ∇µ ≡∆µρ∂ρ, (4.22)
such that the partial derivative ∂µ can be decomposed into a part parallel and a part
transverse to uµ
∂µ = uµD+∇µ. (4.23)
Note that D reduces to the time derivative and ∇µ to the spatial derivatives in the fluid
rest frame. The equation of motion for ideal hydrodynamics are given by the projection
along and transverse to uµ of the energy-momentum conservation laws. The equations
uµ∂νT
µν




(0) = 0 give respectively
Dε+ (ε+ P)∂µu
µ = 0, (4.24)
(ε+ P)Duα −∇αP = 0. (4.25)
These are the fundamental equations that govern ideal hydrodynamics. To understand
their physical meaning, it is useful to calculate the non-relativistic limit, i.e. when the
fluid 3-velocity v is small (|v|  1). Moreover, in order to obtain a meaningful non-
relativistic reduction, we relax the condition that the baryon chemical potential is zero,
and assume that the number of antiparticles is negligible. The differential operators de-
fined in Eq. (4.22) reduce to
D ' ∂t + v · ∂ +O(|v|2), ∇µ ' ∂ i +O(|v|). (4.26)
Furthermore, if we assume that for a non relativistic system the pressure is much smaller
than the energy density (P  ε) and the energy can be approximated with the mass
density ρ ' ε, Eqs. (4.24)-(4.25) reduce to
∂tρ +ρ∂ · v+ v · ∂ ρ = 0, (4.27)
∂tv+ (v · ∂ )v+ 1
ρ
∂ P = 0, (4.28)
respectively. The first of the above equations is the non-relativistic continuity equation
and the second is the non relativistic Euler’s equation saying that the fluid acceleration is
due to the pressure gradient.
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We end this Section by briefly giving a generalization to a covariant form of the equi-
librium thermodynamic laws discussed in Section 4.1 [94, 95]. In order to do that, It is
useful to define the quantities
β ≡ 1
T
, βµ ≡ uµ
T
. (4.29)






d (Pβµ) = −Tµν(0)dβν. (4.31)




The second law of thermodynamics states that the entropy of an isolated system can only
increase or remain constant over time. The entropy remains constant only if the system is
in a thermodynamic equilibrium state or can go through a reversible process. For a state
in equilibrium we can express the second law covariantly as
∂µS
µ
(0) = 0. (4.33)
In general we write
∂µS
µ ≥ 0. (4.34)
4.3 Relativistic dissipative fluid dynamics
As already mentioned, an ideal fluid is characterized by the assumption of local equilib-
rium. However, quantum mechanics gives fundamental constraints on dissipation effects
based on the uncertainty principle [96] implying that, in practice, in nature all fluids are
dissipative. Therefore local equilibrium is a strong assumption for a realistic description of
the fluid dynamics. Dissipation is caused by the presence of irreversible thermodynamic
processes. A fluid, for example, can loose energy from the friction experienced by the
movement of adjacent fluid layers. This leads to the fact that different layers of the fluid
move with different velocities. This property is called shear viscosity. A fluid can also
experience an internal friction called bulk viscosity due to the compression and expansion
of the fluid.
The basic equations describing a dissipative fluid are still given by energy-momentum
conservation and formally we have the same equations as in the ideal case
∂µT
µν = 0. (4.35)
The difference is that now, since we do not assume local thermodynamic equilibrium, the
energy-momentum tensor Tµν is not diagonal anymore in the fluid rest frame and the
system in no longer isotropic. A dissipative fluid dynamic framework can be applied if the
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dissipative effects are small. We introduce the dissipation tensor Πµν that will correct the
ideal fluid energy-momentum tensor in the form
Tµν = Tµν(0) +Π
µν. (4.36)
We can decompose the dissipation tensor in the following way
Πµν = piµν +∆µνΠ , (4.37)
where the first term is traceless (piµµ = 0) and Π is a scalar quantity. Using Eq. (4.20), we
find
Tµν = εuµuν − (P +Π)∆µν +piµν. (4.38)
In order to find the equation of motion for a dissipative fluid, we proceed as in the ideal
case. We project the conservation laws (4.35) parallel and and orthogonal to uµ, using
the form for the energy-momentum tensor in (4.38). The projections uµ∂νT
µν = 0 and
∆αµ∂νT
µν = 0 yield respectively
Dε+ (ε+ P +Π)∂µu
µ −piµνσµν = 0, (4.39)
(ε+ P +Π)Duα −∇α(P +Π) +∆αµ∂νpiµν = 0, (4.40)
with σµν ≡ ∇(µuν). Here the brackets denote the symmetrization of the indices (i.e.
A(µBν) = 12 (A
µBν + AνBµ)). Equations (4.39) and (4.40) are the fundamental equations
for relativistic viscous hydrodynamics.
In order to find the explicit form for piµν and Π, we exploit the second law of thermo-
dynamics stating that the entropy never decreseaes, ∂µS
µ ≥ 0, introduced in the previous
Section. We assume that the dissipation effects are small so that we can extend the Euler
relation in Eq. (4.30) valid for ideal fluids to the case of dissipative fluids [97, 98]. In
practice, even though there is no local equilibrium anymore, we assume that the thermo-
dynamic relations are satisfied as if in equilibrium. Therefore, from Eq. (4.30), we now
have
Sµ = Pβµ + βνT
µν. (4.41)
After taking the divergence of the previous equation and substituting the viscous equa-
tions of motion (4.39)-(4.40), we get
∂µS
µ = −βΠ∂µuµ + βpiµνσµν. (4.42)
In order to satisfy the second law of thermodynamics we must impose that the change of
entropy above is greater or equal than zero. A sufficient condition is to assume
Π= −ζ∂µuµ, (4.43)











The trace of the square of a symmetric matrix is positive and hence we have piµνpi
µν ≥ 0.
We can conclude that the right-hand side of Eq. (4.45) is a positive sum of squares. The
equations (4.43) are the relativistic Navier-Stokes equations.
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4.4 Bjorken flow
In high-energy heavy-ion collisions the two nuclei pass through each other in a time
which is of the order of 0.15 fm. This time is much smaller than the transverse size of the
colliding nuclei. Therefore, it makes sense to assume that the longitudinal momentum of
the particles is much bigger than their transverse momentum and the matter expansion is
predominantly along the beam axis z. After the collision, all the particles are created in a
short space-time interval around z = 0 and time t = 0. Normally, the basic assumption is
that around the space-time origin, the motion of particles along the beam axis is uniform,





In a hydrodynamical picture, we can indentify in this case the velocity of the particles
with the velocity of the fluid. It can be shown using the hydrodynamic equations that
Eq. (4.46) is also a solution at later times. This is called the Bjorken picture [99]. The
Bjorken picture was developed and extended in [96, 100, 101]. The Bjorken prescription
is boost-invariant in the sense that if we make a Lorentz boost along the beam axis, the
relation vz = z/t still holds in the new frame, even though the quantities z, t and vz
change. It is convenient to change the (t, z) variables into the proper time τ and the
space-time rapidity η thorough the relation
τ=
p













Hence, we have t = τ coshη and z = τ sinhη. The non-zero components of the fluid 4-
velocity are u0 = t/τ and uz = z/τ. Therefore, the fluid 4-velocity can also be expressed
as
uµ = (coshη, 0, 0, sinhη). (4.48)
We can also derive the energy density evolution for an ideal Bjorken expansion. In this







If we assume a conformal equation of state ε= 3P∝ T 4, we obtain the temperature as a
function of the proper time





where τ0 is the proper time of the initial stage of heavy-ion collisions we are considering,
and T0 the corresponding temperature. For a conformal equation of state, the entropy
density is given by s∝ T 3. Hence, Eq. (4.50) implies that sτ is constant and the entropy
of the unit cell is conserved.
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Chapter 5
Virtual photon polarization and dilepton
anisotropy in heavy-ion collisions
In this Chapter we study the effect of a thermalized medium on the anisotropy coef-
ficients. We will specifically consider a medium formed in heavy-ion collisions. In Sec-
tion 5.1, a simple expression for the structure function is derived, and a general form for
the current-correlation function is given in presence of an additional anisotropy vector. In
Section 5.2 we study the connection between the anisotropy coefficient and the velocity
profile characterizing the medium. The explicit form for the current-correlation function
for Drell-Yan and pion annihilation process are given In Section 5.3. Furthermore, in
Section 5.4 we illustrate three velocity profiles: a static uniform medium, a longitudinal
Bjorken expansion, and a Bjorken expansion combined with a radial expansion, transverse
to the beam axis. Finally, numerical results are presented in Section 5.5.
5.1 Dilepton production rate
Let us consider a process of the type X1X2 → γ∗ → e+e−, where X1 and X2 are two
particles in a thermalized medium, γ∗ is the virtual photon which decays into an electron












δ(4)(q− l+ − l−)WµνLµν, (5.1)
where E± =
p|l±|2 +m2, e the electron charge and Lµν the lepton tensor
Lµν = 2(−q2gµν + qµqν −∆lµ∆lν). (5.2)
In the above equation, qµ = lµ+ + l
µ
− is the virtual photon momentum, and l+ and l− are
the positron and electron momenta, respectively, while ∆lµ = lµ+ − lµ−. The tensor Wµν
is the electromagnetic current correlation function discussed in Chapter 3, which can be
written as
Wµν = 〈wµν〉, (5.3)







(2pi)4δ(4)(q− p1 − p2) 1e(u·p1)/T ± 1
1
e(u·p2)/T ± 1A. (5.4)
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Here p1, p2 are the momenta of X1 and X2, respectively, E1,2 =
Æ|p1,2|2 +m2 and T is
the temperature. The plus and minus sign in the distribution functions apply for fermions
and bosons, respectively. In the above equation, uµ is the 4-velocity of the medium
uµ = (γ,γv), (5.5)
with v the 3-velocity and γ = 1/
p
1− |v|2 the Lorentz factor. Moreover uµuµ = 1. The
tensor wµν in Eq. (5.3) is given in terms of the corresponding vacuum matrix element of








wµ = 〈0|Jµ|X1X2〉. (5.7)


















W1 and W2 are Lorentz invariant functions that depend on q
2, u · q and the temperature













In the following, we will relate the anisotropy coefficients of the dilepton angular dis-
tribution to the structure functions W1 and W2.
5.1.1 General structure in presence of an additional anisotropy vec-
tor
The form of the current correlation function in Eq. (5.8) presents a richer tensor struc-
ture in presence of additional anisotropy vectors describing the system. In general, one
can consider other anisotropies besides those induced by the medium profile. In heavy-ion
collisions, for example, one can think of anisotropies of the quarks and gluons distribution
functions [102], meaning that the distributions functions are not spherically symmetric in
the fluid rest frame. An other kind of anisotropy one can encounter in heavy-ion collisions
is the presence of a magnetic field. Hence, in order to generalize Eq. (5.8), we need to
introduce an other 4-vector in the problem, we call it nµ, which defines the anisotropic
direction. We assume that nµ is a space-like vector and, in the fluid rest frame, can be
written as
nµ = (0,n), (5.11)
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with |n|2 = 1. Following the arguments given in Section 3.4, we construct the most
general tensor structure such that Wµν is current conserving and symmetric. One can
show that Wµν in Eq. (5.8) is extended by adding two further structures. In total we will























































5.2 Dilepton angular distribution
Starting from Eq. (5.1), we can write the angular distribution of the dilepton expressing












(−3q2 −∆l2)W1 + 1q4
−q2 + (u·q)2 − (u·∆l)2W2. (5.15)
We want to express the angular distribution in the rest frame of the virtual photon, in par-
ticular we choose the helicity frame. In this frame, the fluid 4-velocity and the difference
of the lepton 4-momenta can in general be written as
uµ = γ(1, |v| sinθv cosφv , |v| sinθv sinφv , |v| cosθv ), (5.16)
∆lµ = (0,2|l| sinθe cosφe, 2|l| sinθe sinφe, 2|l| cosθe), (5.17)
where θe and φe are respectively the polar and azimuthal angles of the negative lepton,
while θv and φv the polar and azimuthal angles of the fluid 3-velocity, see Figure 5.1.
The polar angles are measured with respect to the direction of the photon 3-momentum
which defines the helicity frame1. The azimuthal angle is measured with respect to the
production plane, i.e. the plane formed by the 3-momenta of the two initial ion beams
and the photon. We note that in Eq. (5.15) the dependence on the angles of the leptons
is only present in the term (u·∆l)2. Using Eqs. (5.16) and (5.17), we obtain
1 The direction of the photon defined in the photon rest frame has the usual meaning, i.e. it is the
direction that the photon had before boosting to go to its rest frame.









Figure 5.1.: Polar coordinates of the lepton 3-momentum and the fluid 3-velocity in the
helicity frame. The z axis is the direction of the photon 3-momentum and the
xz-plane is the production plane.
(u·∆l)2 = 4γ2|v|2|l|2(λ′0 +λ′θ cos2 θe +λ′φ sin2 θe cos2φe +λ′θφ sin2θe cosφe
+λ⊥′φ sin2 θe sin2φe +λ⊥′θφ sin2θe sinφe). (5.18)
We note that Eq. (5.18) has the same angular dependence as the general expression for
























sin2θv sinφv . (5.19f)




∝N (1+λθ cos2 θe +λφ sin2 θe cos2φe +λθφ sin2θe cosφe
+λ⊥φ sin2 θe sin2φe +λ⊥θφ sin2θe sinφe), (5.20)
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(q = p1 + p2)
(p1)
(p2)
Figure 5.2.: Feynman diagrams for the Drell-Yan and pion annihilation processes
with the anisotropy coefficients and normalization defined as
λi = −W24γ2|v|2|l|2λ′i, (5.21)
N = (−3q2 −∆l2)W1 + [−u2q2 + (u·q)2 − 4γ2|v|2|l|2λ′0]W2, (5.22)
where λi = λθ , λφ, λθφ, λ⊥φ, λ⊥θφ and λ′i = λ′θ , λ′φ, λ′θφ, λ⊥′φ , λ⊥′θφ.
Equations (5.19), (5.21) and (5.22) clearly show that the anisotropy coefficients of
dileptons originating from a thermal medium do not depend only on the process pro-
ducing the virtual photon, but also on the shape of the velocity profile of the fluid. In
particular, the value of the anisotropy coefficients depend on the shape of the velocity
profile as seen in the photon rest frame. From Eqs. (5.19) and Figure 5.1 we see that,
if the velocity distribution in the photon rest frame lies in the production plane, i.e. the
xz-plane, in general the only non-vanishing coefficients will be λθ , λφ and λθφ because
φv = 0 (or φv = pi). If, instead, |v| has non-vanishing components out of the production




will be different from zero. In the next Section
we will see how these arguments apply to the velocity distribution in the case of a static
medium, a longitudinal Bjorken expansion and the case where we also have a radial ex-
pansion transverse to the beam axis.
In order to compute the angular distribution of the lepton pair originating from the
medium, we can alternatively use the spin density matrix formalism. The definition of the
spin density for the production and the decay of the virtual photon are discussed in Sec-
tion 1.4. The tensor Wµν describing the production of the virtual photon in the definition
of the spin density matrix Eq. (1.57) is now given by Eq. (5.8).
5.3 Drell-Yan and pion annihilation
For the Drell-Yan process (i.e. quark-antiquark annihilation qq¯→ e+e−) the expression
for the wµν tensor of Eq. (5.6) is formally the same as the lepton tensor:
wµν = 2(−q2gµν + qµqν −∆pµ∆pν), (5.23)
where ∆pµ = pµ1 − pµ2 , p1 and p2 being the momenta of the initial particles. The scalar
contractions α≡ gµνWµν and β ≡ uµuνWµν are given by
α= 2(−3q2 −∆p2)〈1〉, (5.24)
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β = 2((u · q)2 − u2q2)〈1〉 − 2〈(u ·∆p)2〉, (5.25)
where we used the notation introduced in Eq. (5.4). In the case of pion annihilation
(i.e. pi+pi− → e+e−), the vertex that couples pions to the electromagnetic radiation is




α=∆p2〈1〉, β = 〈(u ·∆p)2〉. (5.27)
As shown in Figure 5.2, the two pions annihilate into a ρ meson which converts into
a photon through vector meson dominance. Strictly speaking, in the calculation of the
anisotropy coefficients, one should also take into account the ρ propagator. However,
in the analysis done in this Chapter, we will always consider the dilepton invariant mass
to be fixed. As a consequence the Breit-Wigner function in the ρ propagator yields a
multiplicative factor, which cancels in the computation of polarization observables.
5.4 Medium and flow
We can now study how different velocity profiles of the medium affect the anisotropy
coefficients. We consider three cases: (i) a static medium with uniform temperature, (ii)
a longitudinally expanding system with Bjorken flow and (iii) a longitudinal Bjorken flow
plus a radial expansion transverse to the beam axis.
5.4.1 Static uniform medium
Let us consider a non-expanding medium of uniform energy density. In the helicity
frame (HX ), the fluid velocity is given by
uµHX = γz(1, 0, 0, vz), vz = −|q|Eγ , (5.28)
where γz ≡ 1/Æ1− v 2z , Eγ = q0 and q are the energy and momentum of the virtual
photon, respectively, in the fluid frame. It is clear from geometrical arguments that the
velocity of the medium seen in the photon rest frame is exactly along the same axis as the
photon momentum in the photon rest frame, but in the opposite direction. This means
that the polar angles of the velocity in Eqs. (5.19) are θv = pi and φv = 0, implying
that, in the HX , only the anisotropy coefficients λθ contributes to the dilepton angular
distribution. Hence, for a static uniform medium, the dilepton angular distribution in
the helicity frame cannot exhibit a dependence on the azimuthal angle. In other words,
the photon 3-momentum breaks the spherical symmetry of the static medium, but the
azimuthal symmetry around the photon momentum is preserved. Therefore, Eq. (5.15)
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To obtain the above equation, we made use of the relation γzvz = |q|/M , with M the
invariant mass of the lepton pair, and we assumed massless leptons. The anisotropy







We can also compute the spin density matrix in the helicity frame using the tensor
(5.8), the polarization vectors (1.17) and the fluid velocity boosted to the photon rest




 −W1 0 00 −W1 +W2 |q|2M2 0
0 0 −W1
 , (5.31)
which clearly leads to the same anisotropy λθ in (5.30) through Eq. (1.73a). The photon
has no vector polarization, but rather it is tensor polarized along the direction defined by
its momentum, compare Eqs. (5.31) and (1.50).
In Section 3.5, we saw that, in the Boltzmann limit, W2 vanishes. This implies that the
anisotropy Eq. (5.30) also vanishes. Hence, Boltzmann statistics gives rise to unpolarized
photons [86]. Thus, we conclude that photon polarization is an effect due to quantum
statistics.
In the photon rest frame, it is simple to perform the phase-space integrals in Eq. (5.3)









e(u·p2)/T ± 1A, (5.32)
where χ ≡p1− 4m2/M2, M is the invariant mass of the virtual photon, m the mass of
the initial particles, θp is the angle between the initial particle 3-momentum and the fluid
3-velocity, and








For a static and uniform medium, the integration over space-time yields just a constant
factor (the volume of the system times the emission duration), which cancels in the eval-
uation of the anisotropy coefficients.
For the sake of completeness, we compute the spin density matrix elements in the case
where we also have an additional anisotropy vector nµ. The general form for Wµν is given
by Eqs. (5.12) and (5.13). In order to calculate the elements of the spin density matrix
explicitly, we need to give an expression for nµ in the photon rest frame. The vector nµ
has only space components in the local rest frame. Let us define the angle θqn as the angle
between q and n in the fluid rest frame, and the xz-plane the plane containing q and n.





cosθqn, − sinθqn, 0, EγM cosθqn

. (5.35)
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Using again the polarization vectors (1.17) and the tensors (5.13), we find




























































−1+1 = − W32 sin
2 θqn. (5.45)





























sin2θqn −W4 |q|M sinθqn

, (5.46c)
with the normalization factor













In presence of an anisotropy vector the azimuthal symmetry around the photon momen-
tum is broken and we see from Eqs. (5.46) that, in general, the coefficients λφ and λθφ
in the helicity frame are also non vanishing. In the particular case where n and q are
parallel or antiparallel, λφ and λθφ vanish because clearly the anisotropic direction and
the photon momentum are not independent anymore and therefore the azimuthal sym-
metry atound the photon momentum has to be restored. In the rest of the discussion of
this Chapter, in order to isolate the effect of the fluid velocity profile, we will not consider
any additional anisotropic vector nµ, and we will deal only with the structure functions
W1 and W2.
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5.4.2 Longitudinal Bjorken flow
In the case of transversely homogeneous and purely-longitudinal boost-invariant expan-
sion [99], all scalar functions of space and time depend only on the longitudinal proper
time τ ≡ pt2 − z2. As discussed in Section 4.4, the fluid four-velocity in the lab frame
can be written as
uµLAB = (coshη, 0, 0, sinhη) , (5.48)
where η ≡ artanh(z/t) is the space-time rapidity. In the absence of viscosity, the temper-
ature evolution of the system is governed by the Bjorken’s scaling solution, T ∝ τ−1/3.
The photon momentum in the lab frame can be written as
qµLAB =
 
MT cosh y, qT cosφy , qT sinφy , MT sinh y

, (5.49)
where y is the longitudinal rapidity of the photon, qT is its transverse momentum, MT ≡Æ
M2 + q2T , and φy its azimuthal angle. In this case, it is more convenient to carry out the
initial particle integration (5.4) in the local rest frame.
In contrast to the static medium case, in the longitudinal Bjorken expansion, there
are three non-vanishing anisotropy coefficients in Eq. (1.72) in the helicity (HX ) frame,
namely λθ , λφ and λθφ. To understand this, we note that in the local fluid rest frame
we have only the anisotropy due to the photon momentum. As already discussed in the
previous Section, this leads to an angular distribution where there is only a dependence
on the polar angle, where the polar angle is measured with respect to the direction of
the photon momentum as seen in the fluid rest frame. Let us call this frame HX ′. In
other words, each of the local fluid rest frames behaves as a static medium. However, the
helicity frame is properly defined by the direction of the photon momentum as seen in the
lab frame. Therefore, starting from the angular distribution calculated in HX ′, we need
to perform an additional rotation in the photon rest frame to get to HX . This rotation
depends on η and y in a non-boost-invariant combination. The effect of this additional
rotation is to render the coefficients λφ and λθφ different from zero (cf. Section 1.8).
A schematic picture of the problem is shown in Figure 5.3, for the situation where the
photon is emitted perpendicularly to the beam axis in the lab frame (y = 0). In the local
rest frame of a fluid cell moving with velocity vz > 0 (η > 0), the photon momentum is
qLRF and it defines the direction along which the photon is tensor polarized. In order to
go to the HX , one has to perform a rotation of an angle δ in the production plane in the
photon rest frame. This is called a Wick helicity rotation.
The appearance of the azimuthal anisotropy in the case of the Bjorken expansion can be
also understood using the geometrical argument given in Section 5.2. In the HX frame,
the velocity and the direction of the photon momentum are always both in the same plane
which corresponds to the production plane. This means that the azimuthal angle of the
velocity is φv = 0, but θv is not necessarily antiparallel to the photon momentum. The








the anisotropy coefficient in the HX ′ frame. The explicit expression of λHX ′
θ
is formally given by Eq. (5.30), but now |q| has to be replaced by the photon momentum
in the local rest frame |qLRF |. For the explicit form of the Lorentz transformation needed
and the derivation of the expressions of the anisotropy coefficients in the HX ′ and HX
frame, we refer the reader to Appendix C.









Figure 5.3.: Schematic representation of the HX and HX ′ frame. The vectors ~qLAB and
~qLRF are the photon 3-momoenta in the lab and local rest frame, respectively.
Here it is depicted the case y = 0.
It is interesting to note that, while the anisotropy coefficients are not in general boost-
invariant, the rate per unit volume dΓ/d4q after integrating over the lepton solid angle Ωe
in Eq. (1.72) must be boost invariant and frame invariant. This amounts to the fact that
the combination N (1+ λθ/3) must be boost invariant. Indeed, within our calculations,
we find it to be true. Moreover, we found that the combination N (λθ + 3λφ) is frame










where the superscripts of the anisotropy coefficients denote the frame in which they are
calculated. The above relation is also valid if, instead of calculating the anisotropy coef-
ficient in HX in the right-hand side, one computes them in the Collins-Soper frame (see
Section 1.8.1). We conclude that λHX
′
θ
is larger in magnitude than in any other frame.
This is a consequence of the transformations Eqs. (1.112). Since in the HX ′ the only
non vanishing coefficient is λHX
′
θ
, in any other frame the anisotropy coefficients cannot
be larger in magnitude than λHX
′
θ
. We also point out that the combination above is frame
invariant only in the case of the Bjorken expansion.
We now want to compute the effect of the space-time evolution on the anisotropy coef-
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where τi and τ f are initial and final proper time of the specific phase we are considering,
RA = 1.2A1/3 is the nuclear radius, A being the nucleon number of the initial ion. The
integrand in the right-hand side of Eq. (5.51) depends on T as well as the two Lorentz in-
variant quantities q2 and u·q. The dependence on the space-time variables is subsumed in
u·q and T . When we integrate over the space-time rapidity, we include the contributions
to the anisotropy coefficients emanating from all local rest frames. As already discussed,
the direction specifying the HX frame is always the same for each local rest frame, but in
general it differs from HX ′.
5.4.3 Radial transverse expansion
In addition to the Bjorken longitudinal expansion, in this Section we also consider a
radial expansion transverse to the beam-axis. The fluid four-velocity in the lab frame is
given by
uµLAB = γr(coshη, vr cosφr , vr sinφr , sinhη), (5.52)






where r is the radial coordinate in the transverse plane, v0 is the maximum transverse
flow velocity and R0 is the transverse size of the medium. As in the case of pure Bjorken
expansion, we perform the integration over the initial particle momenta (5.4) in the local
rest frame.
From the geometrical arguments of Section 5.2, we can see that, unlike the case with
only longitudinal expansion, the 3-velocity of the fluid in the rest frame of the photon has
non-vanishing components out of the production plane. This means that φv is different





do not vanish. In other words, the difference compared to the pure Bjorken case is that
now, in order to go from the HX frame to the HX ′, we need to perform a rotation which




vanish after the space-
time integration. Similarly to the pure longitudinal expansion, we can also define the HX ′







is again formally the same as in the static case Eq. (5.30), where |q| is
replaced with the photon momentum in the local rest frame |qLRF |. For the expression of
the anisotropy coefficients, see Appendix C.
5.5 Numerical results
In this Section we present the numerical results for the anisotropy coefficient λθ for
Drell-Yan and pion annihilation process. We calculate λθ for a static uniform medium, a
medium with longitudinal Bjorken expansion, and a medium with longitudinal Bjorken
and radial transverse expansion. In the case of a pure longitudinal Bjorken expansion,
we evolve the system from the initial temperature, Ti = 500 MeV to the final one T f =
160 MeV for the Drell-Yan process and from Ti = 160 MeV to T f = 120 MeV for pion
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       M = 0.6 GeV       y = 0
Figure 5.4.: The anisotropy coefficient λθ as a function of the virtual photon transverse
momentum at invariant mass M = 0.6 GeV and photon rapidity y = 0 for: (a)
Drell-Yan process, and (b) pion annihilation. The red dashed lines refer to the
case of static uniform medium, the blue solid lines to the longitudinal Bjorken
expansion in the HX frame, and the green dot dashed lines to the longitudinal
Bjorken expansion in the HX ′ frame.
annihilation process. In the case of a uniform static medium and a longitudinal plus






Ti + T f





obtained using Bjorken evolution, Eq. (4.50).
In Figure 5.4, we plot the anisotropy coefficient λθ against the photon transverse mo-
mentum at invariant mass M = 0.6 GeV. We show the coefficient for Drell-Yan and pion
annihilation process in two velocity profiles describing a static and uniform medium, and
a longitudinal Bjorken expansion. For the Bjorken case, we plot the coefficients both in
the HX and HX ′ frame. We observe that, in the static case, the anisotropy coefficient
tend to zero for small values of the photon transverse momentum and it vanishes at ex-
actly qT = 0 GeV, both for Drell-Yan and pion annihilation. The reason is that, in this
limit, the photon is at rest with the medium and, therefore, the distribution functions
of the initial states in Eq. (5.4) are spherically symmetric leading to zero anisotropy. In
other words, the contribution in Eq. (5.8) proportional to W2 vanishes. For large values of
82 5. Virtual photon polarization and dilepton anisotropy in heavy-ion collisions
































       M = 0.6 GeV       y = 0
Figure 5.5.: The anisotropy coefficient λθ calculated in the CS frame as a function of the
virtual photon transverse momentum at invariant mass M = 0.6 GeV and pho-
ton rapidity y = 0 in the case of a Bjorken longitudinal expansion for: (a)
Drell-Yan process, and (b) pion annihilation.
qT , the anisotropy coefficient again approaches zero because the momentum distribution
functions approach the Boltzmann limit leading to a vanishing W2. We stress again that
photon polarization in a thermal medium is an effect due to quantum statistics.
In the case of the Bjorken expansion, (Figure. 5.4), we find that both the anisotropy
coefficients for HX and HX ′ do not vanish in the limit of qT → 0. This is attributed
to the fact that in the local rest frame, the photon has finite momentum even if qT =
0 and y = 0 because of the space-time rapidity of the fluid elements. Similar to the
static case, we also observe that for large momenta the anisotropy coefficient approaches
zero because the momentum distribution function again approaches the Boltzmann limit.
It is also clear from Figure 5.4 that the coefficient in the Bjorken expansion in HX ′ is
always larger in magnitude than that in HX , accordingly to the discussions of the previous
Sections. Moreover, we note that the magnitude of the coefficient takes on the largest
values between qT = 2 GeV and qT = 4 GeV for Drell-Yan and at about qT ' 1 GeV for
pion annihilation.
In Figure 5.5, it is shown the anisotropy coefficient in the Collins-Soper (CS) frame
for the Bjorken expansion. The numerical values of the parameters are the same as in
Figure 5.4. We note that the coefficient changes sign for large qT in the CS frame. In
Figure 5.6 it is shown the anisotropy coefficient as a function of the virtual photon invari-
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0.5 GeV < qT < 5 GeV          y = 0
0.5 GeV < qT < 5 GeV          y = 0
Figure 5.6.: The anisotropy coefficient λθ as a function of the virtual photon invariant
mass integrated over a transverse momentum range between 0.5 GeV and
5 GeV for: (a) Drell-Yan process, and (b) pion annihilation. The red dashed
lines refer to the case of static uniform medium, the blue solid lines to the
longitudinal Bjorken expansion in the HX frame, and the green dot dashed
lines to the longitudinal Bjorken expansion in the HX ′ frame.
ant mass integrated over qT between 0.5 GeV and 5 GeV in the case of static and Bjorken
expanding medium.
It is important to note that, in the limit of vanishing fluid space-time rapidity, η→ 0, we
recover the results of static uniform medium. This is an important check because while
the computation of the angular distribution given in Eq. (5.15) in the static case is done
in the photon rest frame, in the longitudinal case, we compute it in the local fluid rest
frame.
The last case studied is the longitudinal Bjorken expansion combined with a radial
expansion transverse to the beam axis. Here there is an additional parameter, i.e. v0
introduced in Eq. (5.53). Clearly, the larger v0, the faster the transverse expansion.
Figure 5.7 shows the anisotropy coefficient λθ as a function of qT in the HX and HX
′
frame for different values of v0, where the photon rapidity y and the azimuthal angle
φy are taken to be zero. The effect of the increase of v0 is to shift the minimum of the
anisotropy coefficient toward larger qT . Moreover, the higher v0, the slower the coefficient
approaches zero for large qT .
Finally, in order to make a comparison with the experimental results obtained by the
NA60 Collaboration in [31], we perform also an integration over the invariant mass in
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the interval 0.4 GeV< M < 0.9 GeV and over the photon rapidity window 0.3< y < 1.3.
We do it in the HX and in the CS frame. We use Ti = 250 MeV for the initial QGP
temperature. It is found that λHX
θ
' −0.01 both for Drell-Yan and pion annihilation,
Furthermore, λCS
θ
' 0.002 for Drell-Yan and λCS
θ
' 0.007 for pion-annihilation. These
values are compatible with the measurements presented in [31].
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,  M = 0.6 GeV,  y = 0,  φy = 0
Bjorken + Radial
HX
































,  M = 0.6 GeV,  y = 0,  φy = 0
Bjorken + Radial
HX′
Figure 5.7.: The anisotropy coefficient λθ as a function of qT for a Bjorken longitudinal
expansion combined with a transverse expansion for different values of the
parameter v0 for: (a) Drell-Yan process, and (b) pion annihilation. The upper
panel shows the HX frame, the lower panel the HX ′ frame.
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Summary and outlook
In this Thesis we studied virtual photon polarization in hadronic and heavy-ion colli-
sions. We computed the anisotropy coefficients of the angular distribution of dileptons
originating from the decay of virtual photons. These coefficients carry information on the
polarization state of the virtual photon and, hence, on the emission process. We showed
that the anisotropy coefficients contain key information for understanding elementary
reactions and medium properties.
We first studied the angular distribution of dileptons originating from the process
piN → Ne+e− and presented numerical results for the anisotropy coefficient λθ based
on the assumption that the process is dominated by intermediate baryon resonances. We
employed effective Lagrangians to describe the interactions of baryon resonances with
pions and photons. The coupling of the electromagnetic field to the baryon resonances
is based on the vector meson dominance model. The coupling constants of the model
have been determined using information given by the Particle Data Group [82]. Since the
decay parameters of some of the baryon resonances are not very well known, our model
contains uncertainties. However, the differential cross sections obtained using our model
are in reasonable agreement with preliminary HADES data on dilepton production, and
results on the neutral ρ contribution extracted from a partial wave analysis of pion pair
production. The shape of the anisotropy coefficient λθ as a function of the scattering
angle is determined mainly by the N(1520) resonance and hence it depends only weakly
on the uncertainties of the model.
The anisotropy coefficient can in principle be determined in experiments by the HADES
Collaboration at GSI. To this end, at least a rough binning of the triple-differential dilep-
ton production cross section is needed. This requires high statistics, which is not easily
achieved for such a rare probe. On the other hand, as we argued in this Chapter, the angu-
lar distributions provide valuable additional information, which can help disentangle the
various contributions to the dilepton production cross section and thus also provide novel
information on the properties of baryon resonances. Consequently, high statistics data on
pion induced dilepton production would provide important constraints on the elementary
dilepton production mechanism as well as on the structure of baryons.
The calculation presented here is clearly exploratory. In future studies, several aspects
of the model should be improved. First of all the model dependence of the predictions
needs to be addressed. This can be done e.g. by repeating the calculation with different
effective Lagrangians. A complementary approach, formulated in terms of helicity ampli-
tudes or partial wave amplitudes, could provide a systematic framework for exploring the
various contributions to the scattering amplitude. A previous study suggests that at the
CM energy of the HADES experiment a major part of the pion photoproduction cross sec-
tion is probably due to non-resonant Born contributions [71]. Consequently, these Born
terms may significantly influence also the angular distributions of dilepton production
and the anisotropy coefficient in pion-nucleon collisions. Thus, their contribution to λθ
should be assessed. It is also known that the standard vector meson dominance model
does not provide a satisfactory description of the electromagnetic interaction of baryon
87
resonances. This can be improved e.g. by relaxing the universal coupling assumption [74]
for the photon coupling to baryons, as discussed e.g. in Ref. [71].
Additional constraints on the model are provided by pion-nucleon collisions with other
final states. In particular the one-pion and two-pion final states are measured at HADES
with much better statistics than for the dilepton final state. Investigation of these final
states in the framework of the same model would provide an independent check and
a possibility to put tighter constraints on some of the parameters of the model. Two-
pion production can also proceed via an intermediate ρ meson, which makes this process
particularly interesting in the present context.
After the analysis of elementary reactions, we studied how the anisotropy coefficients
change when the virtual photon is emitted from a thermalized medium. We presented
a general framework for studying the angular anisotropies of dileptons produced from
virtual photons in high energy heavy-ion collisions. We saw how in general the velocity
and temperature profile describing the evolution of the medium are reflected in the shape
of the anisotropy coefficients. Two basic processes were considered: quark-antiquark an-
nihilation in the QGP, and pion annihilation in the hadronic phase. Moreover, we specif-
ically studied medium effects on the dilepton anisotropies in the case of a static uniform
medium, a medium with a Bjorken expansion along the beam axis, and a medium with
a Bjorken expansion combined with a symmetric expansion transverse to the beam axis.
Our results show that virtual photons originating from a medium are in general polarized.
Interestingly, we found that this polarization is an effect due to quantum statistics since,
in the Boltzmann limit for the distribution function of the initial particles, the polarization
vanishes. However, the overall effect is small and it seems to be consistent with the NA60
Collaboration data [31]. In the future, a better statistics could help measuring virtual
photon polarization effects in heavy-ion collisions.
Looking forward, another medium anisotropy that can be studied with the formalism
presented here is fluid viscosity, which plays an important role in the description of the
collective flow in nuclear collisions. Moreover, the anisotropy coefficients clearly depend
on the elementary process. Therefore, it would be interesting to compute the effect due
to different type of reactions like, e.g., the gluon Compton scattering in the QGP.
Recently, there has been an intense experimental and theoretical activity on the study of
vorticity in noncentral heavy-ion collisions. It has been shown by the STAR Collaboration
at RHIC that Lambda baryons created in noncentral collisions exhibit a significant polar-
ization [7]. It has been argued that the fluid vorticity of the QCD matter may induce such
a polarization [5–7, 103, 104]. Measurements suggest that the state of matter produced is
by far the most vortical system ever observed [7]. Moreover, a strong magnetic field is also
expected to be formed in noncentral collisions due to the spectator nucleons [105]. This
should also induce strong medium anisotropies which can lead to particle polarization. It
has also been argued that, besides Lambda baryon decay, other hadronic decays, like the
rho meson decay, can give information on the vorticity and magnetic field [106]. Further-
more, the combination of a non-trivial fluid velocity profile involving, e.g., vorticity and a
strong magnetic field can produce novel physical phenomena like the chiral-magnetic ef-
fect and the chiral-vortical effect [107]. Although there is strong activity on the forefront
research on polarization in heavy-ion physics, there is a lack in the literature of studies
of effects of vorticity and magnetic field on virtual photon polarization. It is natural to
ask also how these effects are reflected in the polarization state of virtual photons. The
formalism presented in this Thesis is also suitable for studies of photon polarization in the
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case of additional anisotropy axes. This makes it suitable for investigating vorticity and
magnetic field effects. More generally, the present framework can be easily implemented
in a realistic hydrodynamic simulation of relativistic heavy-ion collisions in order to study





Throughout the Thesis we used the natural units, i.e.
ħh= c = kB = 1, (A.1)
where c is the speed of light and kB the Boltzmann constant.
We used the Einstein convention for the scalar products, i.e. given two 4-vectors aµ =







where the metric tensor is given by
gµν =
1 0 0 00 −1 0 00 0 −1 0
0 0 0 −1
 . (A.3)












where i = 1,2,3, σi are the Pauli matrices, and I2 is the unit matrix in two dimensions.












In this Appendix we list the Feynman rules used for the calculations in Chapter 2. We
used the same conventions as [108]. From the Lagrangians of Eqs. (2.13), (2.19), (2.20),
(2.27), (2.28), (2.29), (2.30), we obtain the following Feynman rules.
γρ




















































Γ˜ (γλqβ − gλβ/q)pN αO(αβ)µν5/2 (−ipR) (Ai)ab (B.7)
In the Feynman rules, the solid line represents a nucleon, the double dashed line with
arrow a baryon resonance, the double line without arrow a rho meson, the dashed line
a pion, and the wavy line a photon. In coordinate space, the function O(αβ)µν5/2 (∂ ) is
defined as
O(αβ)µν5/2 (∂ ) = γλγρO
(αβ ,λρ)µν
5/2 (∂ ), (B.8)
where



































In the Feynman rules, we have Γ = γ5 for J P = 1/2+, 3/2− and 5/2+ resonances and
Γ = 1 otherwise, and Γ˜ = γ5Γ . The isospin factor (Ai)ab = (τi)ab, where τi is the i-
th Pauli matrix if the baryon resonance is a N ∗ (i.e. total isospin equal to 1/2). If the
baryon resonance is a ∆ (total isospin equal to 3/2), then (Ai)ab = (T i)ab, where T i is
the i-th isospin transition matrix from isospin 3/2 to 1/2. We now give the expression for










The propagator of spin-3/2 baryon resonances is given by
GµνR3/2(pR) =
i
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The propagator of spin-5/2 baryon resonances is given by
Gµν,ρσR5/2 (pR) =
i







Pµν,ρσ5/2 (pR,mR) = (/pR +mR)(
3
10





(TµρGνσ + TνσGµρ + TµσGνρ + TνρGµσ)), (B.14)
with



























We conclude by noting that the Lagrangians discussed in Subsection 2.2.3 imply that the




Lorentz transformations and anisotropy
coefficients
In this Appendix we give the explicit expressions of the Lorentz transformation matrices
and the anisotropy coefficients discussed in Chapter 5.
C.1 Longitudinal Bjorken expansion
The 4-vectors that we need to consider are the photon momentum in the lab frame qµLAB,
the fluid velocity in the lab frame uµLAB, and the difference between the lepton momenta
in the HX ′ frame ∆lµHX ′:
qµLAB = (MT cosh y,qT , 0,MT sinh y), (C.1)
uµLAB = (coshη, 0, 0, sinhη), (C.2)
∆lµHX ′ = 2|l|(0, sinθe cosφe, sinθe sinφe, cosθe), (C.3)
where MT =
Æ
q2T +M2, qT is the photon transverse momentum, y its rapidity, |l|= M/2,
θe and φe are the polar angles corresponding to the chosen quantization axis. We can
freely choose the coordinates such that qT is along the x axis. In order to calculate the
scalar product u ·∆l in the dilepton angular distribution Eq. (5.15), we need of course to
write the two vectors in the same reference frame. We transform qµLAB, ∆l
µ
HX ′ and u
µ
LAB in
the local fluid rest frame defined as uµLRF = (1,0,0, 0). To transform q
µ
LAB to the local fluid




 coshη 0 0 − sinhη0 1 0 00 0 1 0




















To transform ∆lµHX ′ to the local fluid rest frame, we first boost along the direction of the




 γq 0 0 γqvq0 1 0 00 0 1 0












2(y −η) being the modulus of the photon momentum in the local
fluid rest frame, Eγ LRF =
p
M2 + |qLRF |2 and γq = 1/
q
1− v 2q . Secondly, we want to
make a rotation in order to align the axis defined by the photon momentum and that
defined by the beam. Hence, we want to rotate the coordinate system in the xz-plane
in the clockwise direction or, equivalently, in the counterclockwise direction the 4-vector.





1 0 0 00 cosθγ 0 sinθγ0 0 1 0
0 − sinθγ 0 cosθγ
 , (C.9)








Thus, the Lorentz transformation to go from the HX ′ to the local fluid rest frame is given
by





 γq 0 0 γqvqγqvq sinθγ cosθγ 0 γ sinθγ0 0 1 0
γqvq cosθγ − sinθγ 0 γq cosθγ
 , (C.11)
and the difference of the lepton 3-momenta in the fluid rest frame is given by
∆lµLRF = (ΛHX ′→LRF )µν∆lνHX ′ = 2|l|
 γqvq cosθecosθγ sinθe cosφe + γq sinθγ cosθesinθe sinφe
γq cosθγ cosθe − sinθγ sinθe cosφe
 . (C.12)
Hence, we get
(u ·∆l)2 = 4|l|2γ2qv 2q cos2 θe. (C.13)
If the difference of the lepton momenta (C.3) is expressed in the HX frame, i.e. ∆lµHX ,
meaning now that the angles θe and φe are measured with respect to the direction of the
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photon lab momentum as seen in the photon rest frame, we need to perform an additional
rotation. The rotation is of course again around the y axis and it is counterclockwise if we
apply it to the 4-momenta (clockwise if we consider a rotation of the coordinate system).
This is a rotation that transforms a 4-vector defined in HX to a 4-vector defined in HX ′,
namely
(RHX→HX ′)µν =
1 0 0 00 cos(θγ − θy) 0 sin(θγ − θy)0 0 1 0
0 − sin(θγ − θy) 0 cos(θγ − θy)
 , (C.14)












2 y . One can find that











2(y −η)] , (C.16)







2(y −η)] . (C.17)
Note that for η = 0, cos(θγ − θy) = 1 and sin(θγ − θy) = 1. The complete Lorentz
transformation from HX ′ to the local rest frame is given by






 γq −γqvqs 0 γqvqcγqvq sinθγ c cosθγ − sγq sinθγ 0 s cosθγ + c γq sinθγ0 0 1 0
γqvq cosθγ −sγq cosθγ − c sinθγ 0 c γq cosθγ − s sinθγ
 , (C.18)
where we used the abbreviation c = cos(θγ − θy) and s = sin(θγ − θy). Consequently, the
difference of the lepton momenta transforms as
∆lµLRF = (ΛHX→LRF )µν∆lνHX
= 2|l|




(u ·∆l)2 = 2|l|2γ2qv 2q s2[1+ (2cot2(θγ − θy)− 1) cos2 θe + sin2 θe cos2φe
− 2cot(θγ − θy) sin2θe cosφe] (C.20)
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and the primed anisotropy coefficients defined in Eqs. (5.18) and (5.19) are given by
λ′HXθ = 2|l|2γ2qv 2q s2(2− 3s2), (C.21)
λ′HXφ = 2|l|2γ2qv 2q s2 (C.22)
λ′HXθφ = − 4|l|2γ2qv 2q s c (C.23)
C.2 Longitudinal Bjorken expansion combined with a ra-
dial transverse expansion
The 4-velocity in the lab frame in the case where we have a Bjorken longitudinal ex-
pansion and a transverse expansion is given by
uµLAB = γr
 coshηvr cosφrvr sinφr
sinhη
 , (C.24)
where the transverse Lorentz factor is γr = 1/
Æ
1− v 2r . The transverse velocity being
vr = v0r/R0 and φr is the azimuthal angle of the velocity. Similarly to Eq. (C.1) we write
the photon 4-momentum in the lab frame as
qµLAB =
MT cosh yqT cosφyqT sinφy
MT sinh y
 . (C.25)
To transform qµLAB to the fluid rest frame, we now need to do first a boost along the beam
axis using Eq. (C.4), then a a boost along the transverse velocity vr . In order to carry out
a general boost along vr , one can make a rotation of an angle φr to align the x axis with




1 0 0 00 cosφr sinφr 00 − sinφr cosφr 0
0 0 0 1
 , (C.26)




 γr −γrvr 0 0−γrvr γr 0 00 0 1 0
0 0 0 1
 , (C.27)
and eventually rotate back with (R−1
φr
)µν. Hence we have










100 C. Lorentz transformations and anisotropy coefficients
= γr coshη −γrvr cosφr −γrvr sinφr −γr sinhη−γrvr cosφr coshη γr cos2φr + sin2φr (γr − 1) cosφr sinφr γrvr cosφr sinhη−γrvr sinφr coshη (γr − 1) cosφr sinφr cos2φr + γr sin2φr γrvr sinφr sinhη− sinhη 0 0 coshη
 .
(C.28)
By applying the Lorentz transformation (ΛLAB→LRF )µν in the previous equation to q
µ
LAB, one
obtains the 4-momentum of the photon in the fluid rest frame. Its components are given
by
q0LRF = − qTγrvr cosφr cosφy +MTγr cosh y coshη− qTγrvr sinφr sinφy
−MTγr sinh y sinhη, (C.29)
q1LRF = −MTγrvr cosφr cosh y coshη+ qT cosφy(γr cos2φr + sin2φr)
+ qT (− cosφr sinφr + γr cosφr sinφr) sinφy +MTγrvr cosφr sinh y sinhη,
(C.30)
q2LRF = −MTγrvr sinφr cosh y coshη+ qT cosφy(− cosφr sinφr + γr cosφr sinφr)
+ qT (cos
2φr + γr sin
2φr) sinφy +MTγrvr sinφr sinh y sinhη, (C.31)
q3LRF = MT coshη sinh y −MT cosh y sinhη. (C.32)
As in the previous Section, we want to transform the difference of the lepton momenta
Eq. (C.3) from the HX frame to the local rest frame. First, we need to make a rotation
from the direction HX to that of HX ′. In presence of transverse expansion, we cannot
simply perform a rotation in the xz-plane as in Eq. (C.14). The reason is that now the HX ′
and the HX axes do not lie in the production plane (the xz-plane). In order to perform
this rotation, we use the so-called Rodrigues’ rotation formula. Given two vectors a and
b, the rotation from the axis defined by the unit vector aˆ to that defined by bˆ is given by
RR = I + (sinδ)K + (1− cosδ)K2, (C.33)







The matrix K in Eq. (C.33) is defined by
K =
 0 −k3 k2k3 0 −k1−k2 k1 0
 , (C.35)
and the vector k= (k1, k2, k3) is given by
k=
a× b
|a||b| sinδ . (C.36)
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Equation (C.33) is the Rodrigues’ rotation formula. The corresponding Lorentz transfor-









In our case, a is replaced by qLAB (the spacial components of Eq. (C.25)), and b by qLRF
(Eqs. (C.30), (C.31) and (C.32)). With this replacement, (RR)µν becomes the rotation
between the HX and HX ′, (RHX→HX ′)µν. The explicit expression of Eq. (C.33) is rather
lengthy and will not be quoted here. However, it is possible to show that, if qLAB and qLRF
lie in the xz-plane, (RHX→HX ′)µν reduces to Eq. (C.14).
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