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ABSTRACT
The correlation between source galaxies and lensing potentials causes systematic effect
on measurements of cosmic shear statistics, the so-called source clustering (SC) effect.
The SC effect on the skewness of lensing convergence, S3, is examined using a nonlinear
semi-analytic approach and is checked against numerical simulations. The semi-analytic
calculations have been performed in a wide variety of generic models for the redshift
distribution of source galaxies and power-law models for the bias parameter between
galaxy and dark matter distribution. A very good agreement is found between semi-
analytic predictions and numerical simulations. We find the relative amplitude of SC
effect on S3 to be of the order of 5 − 40%. It depends significantly on the redshift
distribution of sources and on the way the bias parameter evolves. We discuss possible
measurement strategies to that would minimize the SC effects.
Key words: cosmology: theory — dark matter — gravitational lensing — large-scale
structure of universe
1 INTRODUCTION
Recent detections of the cosmic shear signal have opened a
new window to probe the distribution of matter in the uni-
verse, its evolution, and to test cosmological models (Van
Waerbeke et al. 2000a; Wittman et al. 2000; Bacon, Re-
fregier & Ellis 2000; Kaiser, Wilson & Luppino 2000; Maoli
et al 2000). These detections were obtained from relatively
small fields so far, which limit the statistical analyses of the
surveys to second order moments, the variance or two-point
correlation function of cosmic shear. The amplitude of sec-
ond order statistics reflects that of density fluctuations and
roughly scales as σγ ∝ Ω
0.6−0.8
m σ8 at large scale (Bernardeau,





8 at small scale (Jain & Seljak 1997,
Maoli et al. 2000). On the other hand, the skewness of lens-
ing convergence is known to be sensitive to Ωm almost inde-
pendently on σ8 (BvWM97). Therefore, combined analysis
of the skewness and the variance will provide precious con-
straints on both values of Ωm and σ8. As a consequence,
skewness detection and measurement is one of main goals
of on-going wide field cosmic shear surveys such as the
DESCART project?.
Cosmic shear statistics have been studied analytically
(see Mellier 1999 and Bartelmann & Schneider 2000 for re-
views and references therein) as well as numerically (Jain,
Seljak & White 2000; White & Hu 2000). The skewness of
lensing convergence was first calculated by BvWM97 based
on quasi-linear perturbation theory approach. It has been,
however, recognized that this approach is not robust enough
to provide accurate predictions for the values of the skew-
ness in all available dynamic range. In particular, the two
following points have to be addressed and carefully included
in the calculations: (i) Nonlinear growth of the density field:
numerical studies showed that nonlinear growth enhances
skewness especially at angular scales smaller than 10 ar-
cmin (Jain et al. 2000; White & Hu 2000, Van Waerbeke et
al. 2000b). (ii) Source clustering: Bernardeau (1998) (here-
after B98) pointed out that correlations between source
galaxies and lensing potential reduce skewness amplitude.
B98 underlined that this effect is sensitive to the redshift
distribution of sources.
The purpose of this paper is to examine the effect of
? For more information about DESCART project, see
http://terapix.iap.fr/Descart/
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source clustering (SC) on measurements of the skewness of
lensing convergence. Special attention is payed to its depen-
dence on the redshift distribution of sources and on evolu-
tion of bias between matter and galaxy distribution. Since
redshift distribution of faint galaxies is uncertain and little
is known about the bias, this paper does not aim at mak-
ing accurate predictions for the amplitude of SC effect in
real cosmic shear surveys. Our objective is to estimate its
magnitude in order to propose strategies that minimize its
effects.
We basically follow the perturbation theory approach
first developed by B98 but generalize it in two ways: (i) we
take into account the effects of nonlinear evolution of the
density field, adopting the nonlinear semi-analytic ansatz
developed by Jain & Seljak (1997) and Van Waerbeke et
al. (2000b); (ii) we allow a possible redshift dependence of
the bias parameter, b(z) = b0(1+ z)
γ and examine the cases
γ = 0 to 2. Moreover we consider three cosmological Cold
Dark Matter family models (CDM), two flat models with
and without cosmological constant and an open model, and
12 different models for the source distribution which cover a
wide range of mean redshift and width for the distribution.
Finally for the first time the accuracy of semi-analytic
predictions for the SC effects on the skewness is tested
against numerical simulations in standard CDM model.
The outline of this paper is as follows. In section 2, phys-
ical mechanism of SC is described. In section 3, expression
for the skewness of lensing convergence is presented while
taking both SC and nonlinear evolution of the density field
into account. In section 4, our models are described. Re-
sults of the semi-analytic approach are presented in section
5. In section 6, semi-analytic predictions are tested against
numerical simulations and discussed in section 7.
2 WHAT IS THE SC EFFECT?
The SC effect discussed in this paper comes into light be-
cause of the conjunction of three circumstances, namely:
(i) source galaxies are not randomly distributed in the sky
but are correlated; (ii) the source galaxy distribution traces
somehow the matter field; (iii) the redshift distribution of
source galaxies is rather broad. Its width depends on source
selection criterion. Consequently, the distribution of source
galaxies overlaps with the distribution of lensing structures,
and thus source galaxies are somehow correlated with lens-
ing potential. This correlation causes systematic effects on
measurements of cosmic shear, that may be illustrated as
follows. Figure 1 shows, for example, the distribution of
sources (denoted by filled circles) and the gravitational po-
tential (contour lines). For a line-of-sight 1 (LOS 1), the
distant galaxies are lensed by the gravitational potential lo-
cated at intermediate distance and thus have a high positive
lensing signal. This high signal is reduced by the excess of
foreground sources bound to the foreground gravitational
potential which, in contrast, have a low lensing signal. On
the other hand, for a line-of-sight 2 (LOS 2), distant sources
are lensed by the foreground void and thus have a nega-
tive lensing signal. This negative signal is amplified because
of the lack of foreground sources in the void. Accordingly,
the probability distribution function of the lensing signal,






Figure 1. An illustration of the correlation between the gravi-
tational potential (contour lines) and the population of sources
(denoted by filled circles).
for the case of a random distribution of source galaxies. As
a result, the amplitude of skewness of lensing convergence
drops.
As was pointed out by B98, there is another possible
effect caused by intrinsic clustering of source galaxies. The
average distance of sources may indeed vary from one di-
rection to another, which may cause systematic effects on
the cosmic shear statistics. It was pointed out by B98 that
this effect can, in general, be neglected. Therefore, in this
analysis, we do not take it into account for the analytical
calculations presented in next section, although it will be
obviously present in the numerical experiments discussed in
§ 6.
3 THE PERTURBATION THEORY
APPROACH
3.1 The quasi-linear regime
The expression for the skewness of lensing convergence was
first derived by BvWM97 and the correction term due to SC
was derived by B98 in the framework of perturbation the-
ory. In this subsection, we only focus on expressions which
are directly relevant to this paper. We refer the reader to
BvWM97 and B98 for details.
In the linear regime, the variance of the top-hat filtered





















In these equations, χ is the comoving radial distance, χmax
is determined by the redshift of the most distant source
galaxy, Plin[χ(a), k] is the linear density power spectrum
and a is the scale factor of the Universe normalized by
its present value [a(t = t0) = 1]. Function f(χ) is the
corresponding comoving angular diameter distance, defined
as f(χ) = K−1/2 sinK1/2χ, χ, (−K)−1/2 sinh(−K)1/2χ for
K > 0, K = 0, K < 0, respectively, where K is the curva-
ture which can be expressed in function of the matter density
parameter Ωm and the cosmological constant parameter Ωλ
as K = (H0/c)
2(Ωm + Ωλ − 1). Finally, function W2D(x) is
the Fourier transform of the angular top-hat filter given by
W2D(x) = 2J1(x)/x, where J1 is the spherical Bessel func-
tion of first kind.
















where ns[χ(z)] is the redshift distribution of source galaxies
and χl and χs denote the radial distance to the lens and the
source, respectively.
Following B98, we assume that the number density of
sources can be expressed as
ns(χ, θ1, θ2) = ns(χ) (1 + δs (χ, θ1, θ2)) , and linear biasing,
i.e., δs(χ, θ1, θ2) = b(χ)δmass(χ, θ1, θ2), Generalizing equa-
tion (29) of B98 for an arbitrary Friedmann model and a
general form of the density power spectrum, the expression
of skewness parameter, S3 = 〈κ
3(θ)〉/〈κ2(θ)〉2, is given by











































































In deriving the above expressions, we have assumed that
averaging of shapes over source galaxies is done with angular
top-hat filter. Moreover, we have taken the continuous limit
for the source distribution (B98). Note that other source
clustering effects can appear because of discreteness effects
as such those described by Thion et al. (2000).
3.2 Nonlinear regime
For the variance of the lensing convergence, effect of nonlin-
ear evolution of the density power spectrum can be included
by replacing the linear power spectrum with the nonlinear
power spectrum, i.e., Plin(a, k) → PNL(a, k) (Jain & Sel-
jak 1997). We use the fitting formula of nonlinear power
spectrum given by Peacock and Dodds (1996). This semi-
analytic approach has been tested against ray-tracing simu-
lations, and a good agreement between the numerical results
and the semi-analytic predictions was found (Jain et al 2000,
White and Hu 2000).
In the framework of perturbation theory, all density
contrasts needed for the calculation of the skewness correc-
tion term, equation (6), correspond to linear order (see B98
for details). This is the same situation as for the variance.
Following the procedure used for this latter case, we simply
replace the linear power spectrum with the nonlinear one to
include nonlinear effects.
The semi-analytic calculation of the skewness in the
nonlinear regime was developed by Van Waerbeke et
al. (2000b). It is based on the fitting formula of the den-





















2 (k1,k2) , (8)
where

























Here D+(χ) is the linear growth factor (Peebles 1980) nor-
malized to its present value and P0(k) is the linear density
power spectrum at present time. Functions a(n, k), b(n, k)
and c(n, k) depend on the effective power spectral index n
at scale k (explicit expressions are given in Scoccimarro &
Couchman 2000; see also Van Waerbeke et al. 2000b). It
should be noted that, since the bispectrum fitting formula is
constructed via the dark matter bispectrum measured from
only one N-body simulation data set, there is about a 10-20
percent uncertainty in the fitting formula. This is mainly a
cosmic variance effect (Van Waerbeke et al. 2000b).
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Table 1. Cosmological parameters.
Model Ωm Ωλ h σ8
SCDM 1.0 0.0 0.5 0.6
OCDM 0.3 0.0 0.7 0.85
ΛCDM 0.3 0.7 0.7 0.9
Table 2. Parameters in ns(z).
Model 〈z〉 ∆z α β z∗
A1 1.2 0.572 2 1.5 0.798
A2 1.2 0.456 3 1.8 0.813
A3 1.2 0.297 5 3.0 1.01
A4 1.2 0.182 8 6.0 1.18
B1 1.5 0.866 2 1.0 0.500
B2 1.5 0.618 3 1.5 0.812
B3 1.5 0.400 5 2.5 1.11
B4 1.5 0.244 7 6.0 1.51
C1 0.9 0.429 2 1.5 0.598
C2 0.9 0.342 3 1.8 0.610
C3 0.9 0.240 5 2.5 0.667
C4 0.9 0.136 8 6.0 0.884
4 MODELS
4.1 Cold dark matter models (CDM)
We discuss three Cold Dark Matter (CDM) models, a flat
model with (ΛCDM) and without cosmological constant
(SCDM) and an open model (OCDM), using galaxy clus-
ter abundances to normalize the power-spectrum (Eke, Cole
& Frenk, 1996; Kitayama & Suto 1997) and the formula
of Bond & Efstathiou (1984) for the transfer function. The
parameters in the models are listed in Table 1.
4.2 Redshift distribution of source galaxies


















where Γ(x) is the Gamma function.
We explore 12 models for the shape of the distribution.
The parameters in each model are listed in Table 2. The
average redshift is 〈z〉 = 1.2, 1.5 and 0.9 for models A1-4,
B1-4 and C1-4, respectively. We characterize the width of
the distribution by the root-mean-square, ∆z, which varies
within a factor of '3.2, 3.5 and 3.2 in models A1-4, B1-4
and C1-4, respectively. Note that only model A1 matches
roughly the observed redshift distribution of galaxies in cur-
rent cosmic shear detections (Van Waerbeke et al. 2000a).
However, to keep our approach as general as possible, we
still use a reasonably large parameter range for the possible
shapes of the distributions.
Figure 2 shows the redshift distribution of sources and
the corresponding lensing efficiency function as functions of
Figure 2. The redshift distributions of sources, ns(z), and the
corresponding lensing efficiency functions divided by the density
parameter, w(z)/Ωm, as functions of redshift. Top panel: for three
source distribution models in SCDM model. Bottom panel: for A1
model in three cosmologies.
redshift. In top panel, SCDM is supposed, and various mod-
els for galaxy number counts are taken. In bottom panel,
model A1 is assumed for number counts, and various cos-
mologies are considered. Roughly speaking, the amplitude
of SC is controlled by the amplitude of overlapping between
the population of sources [ns(z)] and that of lenses [which
is very closely related to w(z)/Ωm]. It is important to keep
in mind that the normalized efficiency function w(z)/Ωm
increases in order of SCDM, OCDM and ΛCDM.
4.3 Model for the bias
We assume that the bias between the galaxy and the mat-
ter distribution is linear and takes a power-law form as a
function of redshift, i.e.,
b(z) = b0(1 + z)
γ . (11)
We examine three cases, γ = 0, 1 and 2, and we shall take
b0 = 1. Since, so far, little is known about a realistic descrip-
tion of the bias, we adopted this model for its simplicity and
the wide possible range of possibilities it nevertheless covers.
Numerical studies of dark matter clustering combined with
measurements of two-point correlation function in galaxy
catalogs suggested that b0 is close to unity (e.g., Jenkins et
al. 1998).
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Figure 3. Upper panel: predicted skewness of the lensing con-
vergence for A1 and SCDM, with and without source clustering
effect taken into account. Lower panel: the ration R as defined in
equation (12).
5 RESULTS
Let us introduce the parameter which characterizes the am-





where Ss.c.3 is the correction brought by SC and S3 is the
true skewness (without SC).
Figure 3 shows S3 with and without taking the SC ef-
fect into account as a function of θ (upper panel) and R
(lower panel) for A1 model. Nonlinear effects on the skew-
ness are discussed in detail in Van Waerbeke et al. (2000b).
It should be noted that nonlinear growth of the density field
enhances the skewness significantly at scales below 1 degree,
so SC correction term remains relatively small because of
cancellations between the numerator and the denominator
in equation (6). As a consequence, R decreases significantly
when θ < 20-30 arcmin. It should be also noted that for θ100
arcmin, where nonlinear effects can be safely neglected, SC
effect is reduced while θ increases. This is due to the change
in the slope of the density power spectrum occurring when
the spatial smoothing scale is of order of the lens position,
f(χ)θ.
Let us now discuss the theoretical predictions that take
into account nonlinear effects. Figure 4 shows S3 and R for
three cosmologies (top panel) and three bias evolution mod-
els (bottom panel). The top panel clearly suggests that it is
essential to take SC effect into account to put constraints on
values of Ωm determined from S3. It is also suggested by Fig-
ure 4 that SC effect is more important for low than for high
density models. This is explained by the fact that the effi-
ciency function is larger in the first than in the second case,
as illustrated by Figure 2. Bottom panel of Figure 4 shows
as well that SC effect increases with strength of evolution
Figure 4. S3 and R [equation (12)] with and without the source
clustering effect taken into account as functions of scale. The non-
linear ansatz is used. Cosmology and source distribution models
are denoted in each plot: (a) three different cosmological mod-
els are considered; (b) three different bias evolution models are
considered.
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Figure 5. R as a function of ∆z as predicted from our semi-
analytic model. The smoothing scales are 1 arcmin and 10 arcmin
for left and right panels, respectively. Top panels are for three
bias models in SCDM, A1-4, middle panels are for all 12 source
distribution models in SCDM γ = 1 case, and bottom panels are
for three cosmological models in γ = 1 A1-4 cases.
in bias with redshift. This is a natural consequence of the
fact that SC effect is caused by the correlation between the
lensing potential (the matter distribution) and the distribu-
tion of source galaxies. Finally, note that for θ10 arcmins,
relative SC effect is nearly independent of scale.
Figures 3 and 4 show that the relative SC effect, R,
presents a peak around θ =30-60 arcmin. One might wonder
what should be the ideal smoothing scale for measuring the
skewness while reducing as much as possible the SC effect:
should it be larger or smaller than the peak position? To
answer properly this question, one has to consider as well
signal-to-noise ratio, S/N . Typically, signal-to-noise in S3 is
expected to decrease with θ due to the finiteness of the area
covered by the survey. Van Waerbeke, Bernardeau & Mellier
(1999) numerically investigated the efficiency of weak lensing
surveys, taking both this effect into account and the noise
due to intrinsic ellipticity of source galaxies. Figure 8 and
10 of their paper indicate that it might be difficult to detect
the skewness with S/N > 1 at smoothing scales larger then
60 arcmin, even with a wide field survey covering 10 × 10
degree2. This suggests that the best choice for the smoothing
scale, keeping both SC effects low and a good signal-to-noise
ratio, should be θ of order of 1 arcmin.†
Figure 5 shows R for θ = 1 arcmin (left panels) and
10 arcmin (right panels) as a function of the source redshift
distribution width, ∆z. Comparison of left and right panels
confirms visual inspection of Fig. 4, namely that R is fairly
† It should be however noted that to break the degeneracy be-
tween cosmological parameters, one still has to measure cosmic
shear statistics at linear scales, i.e. θ > 1 degree (Jain & Seljak
1997).
Figure 6. R computed by the semi-analytic formula versus that
derived from the phenomenological law (Eq. [13]). The parameters
(A,B, C) for each case are summarized in Table 3.
insensitive to θ in the scaling regime considered, θ10 arcmin.
Top and bottom panels indicate that effects of cosmology
and bias evolution model on the amplitude of parameter
R are significant, but the shape of R as a function of ∆z
remains fairly stable. Note furthermore that in the middle
panels, models with the same mean source redshift form
sequences in R-∆z plane with very similar slopes at fixed
∆z.
This suggests that for a choice of the cosmological model
and γ, there exists a simple phenomenological law that re-






where A is of the order of 0.5, B and C varying from 1.5 to
3. The precise values parameters (A,B,C) are obtained by
a least-square fitting method. They are given in Table 3.
The accuracy of this law is demonstrated in Figure 6.
One can see that the data lie fairly well on the parameterized
line. It allows us to make a contour plot of parameter R
in 〈z〉-∆z space, as shown in Fig. 7 for three cosmological
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Table 3. Parameters of the phenomenological law (Eq. [13]) de-
rived from semi-analytic calculations
θ = 1′ θ = 10′
γ A B C A B C
SCDM γ = 0 0.56 3.0 2.5 0.58 2.9 2.4
γ = 1 0.62 2.7 2.2 0.64 2.6 2.1
γ = 2 0.70 2.4 1.9 0.72 2.3 1.8
OCDM γ = 0 0.59 2.8 2.3 0.43 2.1 1.8
γ = 1 0.66 2.5 2.0 0.72 2.3 1.8
γ = 2 0.50 1.7 1.5 0.80 2.1 1.6
ΛCDM γ = 0 0.65 2.6 2.1 0.67 2.5 2.0
γ = 1 0.72 2.4 1.8 0.75 2.2 1.7
γ = 2 0.81 1.8 1.6 0.84 1.9 1.4
Figure 7. Contour lines of R obtained from our semi-analytic
modeling in 〈z〉-∆z plane for θ = 1′ and γ = 1. Each panel
corresponds to a different cosmology.
Figure 8. semi-analytic values of R’s as a function of γ for 4
selected models in SCDM.
models. Not surprisingly, this figure clearly indicates that
the way out to reduce SC effect on a measurement of the
skewness is to make the source distribution narrow with a
high mean redshift.
Finally, we examine the dependence of SC effect on the
evolution of bias. Figure 8 shows R’s as a function of γ for
4 models selected arbitrarily. For each source distribution
model, the R-γ relation is well fitted by the following em-
pirical law,
logR = γ + const . (14)
Coefficient  is shown in Fig. 9 as a function of R(γ = 1)
for all source distribution models we consider. Each panel
corresponds to a given choice of cosmology. One can see that
 remains in the range 0.1 <  < 0.3 and is almost insensitive
to both smoothing scale and cosmology. At fixed value of
R(γ = 1),  increases with mean redshift (in order of C, A
and B). Indeed, for our choice of function b(z), the impact
of bias evolution is more significant at higher redshift.
The uncertainty in parameter R caused by our igno-
rance of b(z) can be roughly estimated using the empirical
relation (14) as follows: suppose that the power-law model
(11) for the evolution of bias stands, but that there is an er-
ror ∆γ on the value of γ. Applying simple error propagation
technique, one finds δR/R = 2.3 ∆γ(∼ 0.5∆γ): if one is
able to constrain the bias evolution model with an accuracy
better than ∆γ < 0.4, the uncertainty in R drops below 20
percent.
6 TESTING SEMI-ANALYTIC PREDICTIONS
AGAINST NUMERICAL SIMULATIONS
In this section, we compare theoretical predictions to ray-
tracing experiments in N-body simulations, using mock
galaxy catalogs extracted from the simulations as distribu-
tions of sources. The N-body data sets and the ray-tracing
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Figure 9. The slopes of the R-γ relation in the semi-analytic
model. Coefficient  as defined in equation (14) is shown as a
function of R(γ = 1).
method used for this work are described in § 6.1. § 6.2 details
the procedure used to generate mock galaxy catalogs. Fi-
nally, § 6.3 presents the results of the comparison. We focus
only on SCDM model, but the conclusions of our numerical
analysis should not depend significantly on the considered
cosmology.
6.1 A brief description of the ray-tracing
simulations
Light ray trajectories are followed through large N-body
simulations data set generated with a fully vectorized and
parallelized Particle-Mesh (PM) code (e.g., Colombi, De-
vriendt & Szapudi, 2000). This PM code has been inspired
by original works of Bouchet, Adam & Pellat (1985), Al-
imi et al. (1990) Moutarde et al. (1991) and Hivon (1995).
Each N-body experiment involves 2562 × 512 particles in a
periodic rectangular box of size (L,L, 2L). The mesh used
to compute the forces was 2562 × 512. A light-cone of the
particles was extracted from each simulation during the run
as explained in Hamana, Colombi & Suto (2000a, see also
Colombi et al. 2000 for more technical details). Our aim
was the light-cone to cover a large redshift range, 0 ≤ z3,
and a field of view of 5 × 5 square degrees. To do that, we
adopted the tiling technique first proposed by White & Hu
(2000): we performed 11 independent simulations covering
adjacent redshift intervals [zmini , z
max
i ], i = 1, . . . , 11. The
Figure 10. The skewness S3 of the lensing convergence measured
from the ray-tracing simulations (symbols) compared with non-
linear predictions (solid lines) for single source redshifts zs ∼ 1
(top), 2, and 3 (bottom).
size of each simulation is such that the portion of the light-
cone in [zmini , z
max
i ] (aligned with the third axis) exactly fits
the box-size. This way, angular resolution is approximately
conserved as a function of redshift, except close to the ob-
server. Finally, in order to have enough structures in each
box, we impose the supplementary constraint L ≥ 80h−1
Mpc. As a result, L follows the following sequence with red-
shift, 80, 80, 80, 80, 80, 120, 160, 240, 320, 480, 640 h−1 Mpc.
More details and technical discussions on this procedure will
be found in Hamana, Colombi & Mellier 2000b.
The multiple lens-plane algorithm was used for ray-
tracing calculations (Jain et al. 2000 and references therein).
The lens planes (which are, at the same time, source planes)
are separated by intervals of 80h−1Mpc, amounting to a to-
tal number of 38 in the redshift range 0 ≤ z3. For each ray,
the lensing magnification matrix is computed on the source
planes and is stored. We performed 40 realizations of the
underlying density field by random shifts of the simulation
boxes in the (x, y) plane. For each realization, 5122 rays are
traced backward from the observer. The initial ray direc-
tions are set on 5122 grids, which correspond to pixels of
angular size 5◦/512 ∼ 0.59 arcmin.
Before using realistic redshift distribution of sources,
we compute the skewness of the lensing convergence for sin-
gle source planes, i.e., ns(z) = δD(z = zs) where δD is the
Dirac’s delta function. At this stage, we do not take into
account SC effect yet. Figure 10 shows S3 obtained from
the simulations compared to nonlinear predictions. Measure-
ments match theory reasonably well, as expected (VanWaer-
beke et al. 2000b). There are slight differences which can be
explained as follows:
(i) The N-body simulations have a finite spatial resolution,
which implies a flattening of S3 at scales smaller than
about 4 arcmin.
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(ii) At large angular scales, θ20− 30 arcmin, depending on
the source redshift considered (Hamana et al. 2000),
the measured S3 underestimates the real value, due to
finite volume effects (i.e. due to the finite size of the
simulation boxes, e.g., Colombi, Bouchet & Schaeffer
1994).
(iii) There is an uncertainty in the fitting formula of the
density bispectrum (section 3), which transforms into a
10-20 percent error on the semi-analytic prediction for
S3. The differences between theory and measurements
in Fig. 10 are not larger than this expectation, at least
in the available dynamic range, 4θ20 − 30 arcmin (de-
rived from the above discussion on spatial resolution
and finite volume effects).
In conclusion, without SC effects (yet) taken into account,
the semi-analytic prediction obtained for S3 is accurate (Van
Waerbeke et al. 2000b).
6.2 Mock galaxy catalogs
We generated three mock galaxy catalogs with realistic
galaxy number counts ns(z) and reproducing as well as pos-
sible the power-law model for function b(z), b(z) = (1+ z)γ
with γ = 0, 1, and 2. They are extracted exactly from the
same dark matter distributions as the ones used for the ray-
tracing simulations.
The procedure to create the mock catalogs (Stebbins
1995; Colombi et al. 2000) can be described as follows:
(i) We adopt threshold biasing, i.e. for a smooth density
distribution of dark matter, we assume that galaxies lie
in regions of density contrast larger than some threshold
which may eventually depend on redshift [point (ii) be-
low], δ ≥ δTH(z). Inside these regions, the local number
density of galaxies at position (z, θ, φ), is proportional
to dark matter density
ng(z, θ, φ) = µ(z)[1 + δ(z, θ, φ)]. (15)
The normalization factor µ(z) is such that the redshift
distribution of galaxies reproduces (in terms of ensem-
ble average) some prior, ns(z), discussed in (iii). To
estimate the local density contrast from our discrete
dark-matter particle distribution, we use local adaptive
smoothing: the mean quadratic distance d between each
simulation particle and its 6 nearest neighbors is com-
puted. Then, 1 + δ ∝ d−3. For each dark matter parti-
cle in regions with δ > δTH, N galaxies are randomly
placed in the sphere of radius d centered on the particle
position. N is computed from a random realization of a
Poisson distribution with average N¯ = (4/3)pid3ng.
(ii) Function δTH(z) is determined numerically so that the
measured variances of density fluctuations in a sphere
of radius 8h−1 Mpc in the galaxy and the dark matter




To do that, we use snapshots of the simulations at
various redshifts zi, and compute iteratively δTH(zi)
to match equation (16) within a 3 percent accuracy.
Then function δTH(z) is obtained by linear interpola-
Figure 11. The distribution of sources (histogram with error
bars) and the lensing efficiency function (dotted line) as func-
tions of redshift. Error bars denote standard deviation computed
among 40 realizations as discussed in Sect. 6.1.
tion of the δTH(zi). Note that for γ = 0, we simply have
δTH = −1.
(iii) A prior function ns(z) is needed to compute the normal-
ization factor µ(z) equation (15). We have used the ab-
initio semi-analytic approach to galaxy formation de-
scribed in Devriendt & Guiderdoni (2000) to obtain a
reasonably realistic estimate of this function. Such an
approach is based on a Press–Schechter like prescrip-
tion to compute the number of galaxies as a function
of redshift, coupled to spectro-photometric evolution of
stellar populations to calculate their luminosities. The
results naturally match observed galaxy number counts
and redshift distributions, as well as the diffuse extra-
galactic background light for wavelengths ranging from
the UV to the near IR. Here, we suppose that galax-
ies are selected in the I band, down to the magnitude
IAB = 24.5. As a result, the final mock catalogs yields a
typical surface number density of 29 sources per arcmin2
distributed in redshift as shown in Figure 11. The dis-
tribution has a peak at z ∼ 0.4, with mean redshift
〈z〉 ∼ 0.8 and typical width ∆z ∼ 0.6.
More technical details on the procedure used to generate
mock catalogs will be found in Colombi et al. (2000). Note
that instead of using threshold bias, we could simply have
taken pure linear bias exactly as assumed in the theoretical
calculations. However, we think that threshold bias is more
realistic. Moreover, to test the robustness of semi-analytic
predictions, it is interesting to use a slightly different biasing
prescription for the numerical experiments.
Figures 12, 13 and 14 give a visual impression of the
mock catalogs for 3 values of γ. As expected, clumpiness
augments with γ. It is tempting to conclude that the most
realistic catalog corresponds to γ = 1. In the unbiased case,
there are no voids, whereas in the γ = 2 case, the simulated
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Figure 12. Sketch of the mock catalog in the γ = 0 case. The
part of the light cone which is represented covers 5× 0.5 degree2.
The observer is at the lower-left corner, and distance from the
observer increases from left to right and from bottom to top.
Each point corresponds to a galaxy and is displayed in comoving
coordinates space, up to z ' 3.1.
galaxy distribution is so clumpy that it looks like a Rayleigh-
Le´vy random walk, especially at high redshift.






as measured in the mock catalogs with γ = 1 and γ = 2.
In this equation, σ2gal.(`) and σ
2(`) are respectively the vari-
ances in a sphere of radius ` of the galaxy and the matter
density distribution. In fact, we take for σ2 the variance
measured in the mock catalog with γ = 0 which is unbiased
by definition. To correct for variations of the selection func-
tion we use the method proposed by Colombi, Szapudi &
Szalay (1998). The curves on each panel correspond to red-
shift slices of [0.16, 0.20], [0.3, 0.36], [0.56, 0.68], [1.09, 1.41]
and [2.40, 3.00].
By construction, the value of b˜measured at ` = 8−1Mpc
(triangles) matches very well relation (16). However there is
no guarantee for this result to hold at all scales. In other
words, at fixed z, function b˜(`, z) is not necessarily a constant
Figure 13. Same as in Fig. 12, but for γ = 1.
of scale [and equal to b(z) = (1+z)γ ], although this is pretty
much the case for the γ = 1 mock catalog.
For the γ = 2 mock catalog, function b˜(`, z) presents
large variations with scale, increasingly with redshift. This
can be modeled as a varying effective γ˜(`), for example γ˜ ' 3
for ` = 1h−1 Mpc (squares on bottom panel of Fig. 15).
While converting scales to angles, more relevant to our anal-
ysis, the modeling in terms of a function γ˜(θ) is not very con-
vincing. Still, we find that in the range of interest, 4θ20−30
arcmin, we should compare measured SC effects to semi-
analytic predictions corresponding to 2γ3.
6.3 Results
We measure convergence statistics on mock galaxy catalogs
as follows: the value of convergence for a galaxy at redshift
z is given by linear interpolation between the κi –computed
from rays propagating between redshift z of the closest lens
plane to the galaxy (see § 6.1) and present time– measured
at the four nearest angular pixels from the galaxy position in
the sky. The amplitude of SC effect is measured by compar-
ing simulations to similar SC-free ones. They are obtained
from other mock galaxy catalogs with the same source dis-
tribution ns(z) (i.e. the same as in the SC mock catalog),
in which galaxies are randomly distributed on the sky. Note
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Figure 14. Same as in Fig. 12, but for γ = 2.
finally that top hat filtering is used and intrinsic ellipticity
of galaxies is not taken into account.
Upper panel of Fig. 16 shows the skewness parameter
measured from the γ = 1 mock galaxy catalog with and
without SC effect. Lower panel displays function R(θ), ex-
cept that in the denominator of equation (12), we always
take the value given by nonlinear semi-analytic predictions,
Sn.l.3 . As discussed in § 6.1, the simulations have limited
available dynamic range since they are contaminated by
force softening and finite volume effects respectively at small
and large scales, where the measured S3 is expected to un-
derestimate the real value. Furthermore, there is a 10-20
percent uncertainty on nonlinear perturbation theory pre-
dictions. With these elements in mind, we see that agree-
ment between measurements and predictions is still very
good when SC effect are taken into account. In particular,
the order of magnitude of the shift between the upper and
the lower symbols in top panel of Fig. 16 matches very well
that between the dotted and the solid curve, as illustrated
by bottom panel.
Similar results are obtained for the γ = 0 and 2 catalogs,
as summarized in Fig. 17, which concentrates on the param-
eter R. Detailed examinations reveal a systematic shift be-
tween theory and measurements, particularly significant for
the γ = 2 catalog. This slight disagreement is not surprising
since (i) numerical experiments are done with threshold bias
Figure 15. The biasing function b˜ [equation (17)] as a function
of spatial scale `, measured in the mock galaxy catalogs. The top
and bottom panels correspond respectively to γ = 1 and γ = 2
(by construction, we exactly have b˜ = 1 for γ = 0). Each curve is
for a fixed value of z, namely z ' 0.18, 0.33, 0.62, 1.25 and 2.70
from bottom to top of each panel. On the top panel, the squares
and the triangle give the values expected from b(z) = 1+z. On the
bottom panel, the square and the triangle correspond respectively
to b(z) = (1 + z)3 and b(z) = (1 + z)2.
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Figure 16. S3 (upper panel) and R (lower panel) as functions
of the smoothing angle θ in the γ = 1 case. Symbols and curves
denote results of ray-tracing simulations and semi-analytic pre-
dictions respectively. Error bars give some estimate of the uncer-
tainty E on the measurements, i.e. E(S3) ' ∆S3/
√
40, where
(∆S3)2 is the dispersion over the 40 realizations. Note that R is
calculated as R = −Ss.c.3 /Sn.l.3 , where Sn.l.3 is always given by
semi-analytic predictions.
instead of simple linear bias, (ii) theoretical calculations do
not take into account intrinsic clustering of source galax-
ies as discussed in last paragraph of § 2. In fact, the match
between measurements and predictions is amazingly good,
especially given point (i), but not perfect, in particular for
the γ = 2 catalog. This latter agrees better with theoretical
predictions for γ = 3 than for γ = 2, except at the largest
angular scales. However, this is actually in good agreement
with results of § 6.2, where the measured bias between galax-
ies and dark matter was showing a strong scale dependence
corresponding to effective values of γ between 2 and 3.
7 SUMMARY AND DISCUSSION
We have examined source clustering (SC) effect on measure-
ments of the skewness of lensing convergence using a non-
linear semi-analytic approach. The result of semi-analytic
predictions were tested against numerical simulations, and
a good agreement between them was found. Our main con-
clusions are as follows:
• SC effect strongly depends on the redshift distribution
of source galaxies. We found that the effect scales with
the width and mean redshift of the distribution roughly
as R ∝ 〈z〉−(3.0−1.8)∆z1.4−2.5, (where R = −Ss.c.3 /S3,
and Ss.c.3 is the change in measured S3 due to SC). As
illustrated by Fig. 7, this relation indicates that it is
essential to make the width of the distribution narrow
and to make the mean redshift high for reducing SC
effect (this was partly pointed out by B98).
• SC effect also depends on evolution of the bias between
Figure 17. The parameter R as displayed in lower panel of
Fig. 16 but now for all values of γ considered. Symbols shows the
results of ray-tracing simulations: Circles, triangles and squares
correspond respectively to γ = 0, 1 and 2 mock catalogs. Lines
correspond to semi-analytical prediction, γ = 0, 1, 2, 3 from bot-
tom to top. Error bars are computed as explained in caption of
Fig. 16.
the galaxy and the total matter distribution, b(z). As-
suming a simple power-law model, b(z) ∝ (1 + z)γ ,
we found that the uncertainty in γ transforms into
δR/R = 2.3 ∆γ with a typical value of  ∼ 0.2. This
indicates that the uncertainty in γ must be ∆γ < 0.2 for
predicting the amplitude of the SC effect within better
than 10 percent accuracy.
The main uncertainty in semi-analytic predictions
comes from the fact that the nonlinear fitting formula of
the density bispectrum is only 10-20 percent accurate. We
expect the same level of uncertainty in predictions presented
in this paper for the SC effect on the skewness. This can ac-
tually be improved by measurements in large N-body sim-
ulations with high spatial resolution.
Since, so far, little is known about the evolution of the
bias, it is still very difficult to predict SC effect accurately. It
is therefore very important to reduce this latter as much as
possible by controlling the redshift distribution of sources.
It follows from the above results that an ideal observational
strategy might be as follows: (i) going to a deep limiting
magnitude to increase mean redshift survey and (ii) using
only fainter images to reduce the width of the distribution. A
desirable source distribution for R < 0.1 suggested by Fig. 7
would have ∆z < 0.3 and 〈z〉 > 1. This may be of course
challenging: going to deeper magnitudes will make the cal-
culation of the redshift distribution of sources more difficult
and using only faint images will increase the noise due to in-
trinsic ellipticity in galaxies. We leave more detailed studies
on the designing of optimal strategies to future works.
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