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Chapter 1: Introduction
Modern RNA-seq protocols, driven by short-read sequencing by synthesis tech-
niques, produce tens of millions or more short reads per sample, and have become
a great asset for tasks such as transcriptome abundance estimation and assembly.
The data produced by these protocols and made publicly-available comprises a rich
database of information over hundreds of thousands of individuals samples, with
associated meta-data and extensive variation. In other words, this well-established
and low-cost protocol for producing short reads has provided the community with a
massive collection of raw sequence samples. In addition to the large collections of raw
sequence samples, there exist large databases of assembled genomes, metagenomes
and transcriptomes. There has been a lot of effort and research in organizing and
indexing sequence databases and extracting information from them efficiently [125].
To extract and analyze this information, a dynamic and efficient search index, with
fast queries, over such big databases is essential. In addition to all these applica-
tions, these databases themselves are a great resource of information to find out
sequence-based novelties, differences, disparities and abnormalities across different
species, individuals, tissues, or even among single cells.
1
1 Reference-based and Reference-free Indexing
The inherent differences in the properties of raw (short-read) sequence samples and
assembled reference sequences necessitate different computational strategies and
brings about two different lines of work called reference-based and reference-free
indexing respectively. A reference-based index is defined as an index over a collec-
tion of assembled sequences (typically longer than thousands of bases). Such indices
have been used in various computational and biological applications, such as to per-
form alignment and mapping for genome and transcriptome abundance estimation,
or to compare a sample to a reference to discover or catalog variation. A reference-
free index, on the other hand, is an index over the collection of raw sequencing reads
themselves.
1.1 Reference-based Indices
Aligning and mapping sequence reads to a reference genome or transcriptome is
an important and unavoidable step of many pipelines in genome and transcriptome
analysis. For almost all types of quantification and gene and RNA sequence expres-
sion analyses, we first need to align short reads to the reference transcript. However,
in many analyses, this step is a time-consuming bottleneck. To speed up the align-
ment process, researchers have developed seed-and-extend methodologies to first
find an exact match to a seed from read and continue aligning from that point.
Many popular indices are used for the seed-and-extend approach including 𝑘-mer-
based indices used in tools such as [89], full-text self indices such as the FM-index
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used in Bowtie2 [79] and the FMD-index used in BWA-MEM [83], and the suffix
array-based index used in tools such as STAR [39]. There have been recent efforts
to extend both approaches to the context of indexing different types of sequence
graphs [125], with tradeoffs between space and time efficiency. On the succinct
self-index side, one notable example is gramtools, the tool in which the graph itself
is represented as a modified BWT [101]. For the recently developed 𝑘-mer lookup
based approaches, however, it is more prevalent to use graphs as the underlying
data structure. Tools like deBGA [95], genomeMapper [143], and BGREAT [92]
are examples of such a methodology.
A wide variety of tools have been developed for indexing references and query-
ing large collections of sequencing reads against them in the past [39, 57, 74, 79,
80, 83, 87, 88, 89]. One way we can divide these indices into two main categories of
full-text and hash-based indices. In the full-text approaches, the series of sequences
are put together and treated as one large text and then indexed based on well-
known data structures for indexing large-text sequences such as FM-index or suffix
array [39, 74, 79, 80, 83, 87]. These indices are usually very small, compared to the
size of the raw data they index but can be slow to query. On the other hand, those
based on indexing fixed-length patterns of size k (𝑘-mers) by putting them in a hash
table are quite fast to query but grow large quickly. Therefore, having an index with
a balance between the memory and query time is still a continuing computational
challenge. Reference-based indices are the main focus of chapters 2 and 3. In chap-
ter 2, we introduce Pufferfish [6] as a reference-based indexing scheme which couples
a practically (and asymptotically) fast hash-based scheme with moderate memory
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encoding by pairing a graph-based representation for the list of sequences with min-
imum perfect hash functions (MPH) [93]. In chapter 3 we expand the Pufferfish
index to a full short-read aligner that produces highly-accurate results compared to
the most sensitive aligners in the field such as Bowtie2 [79] and STAR [39] in much
less time than Bowtie2 and using much less memory than STAR.
1.2 Reference-free Indices
There is also a different line of work focused on building various types of indices
over the raw short-read data to solve a problem commonly called “large-scale se-
quence search.” The main property of raw sequence databases that makes them
fundamentally different from assembled sequences is that the sequences are short,
incomplete, unprocessed (and thus contain artifacts and contaminants) and highly-
redundant. Specifically, this redundancy grows extensively when dealing with the
short sequences in the form of collections of 𝑘-mers. Graph-based indices make use
of factoring out the repeats in the sequences to reduce the size of the index and
provide faster queries, and thus are particularly suitable for this type of data. In
these approaches, a sequence is split into sub-sequences of size k (called a 𝑘-mer)
where each 𝑘-mer is presented only once in the index. One of the mostly common
types of sequence graphs is the de Bruijn graph and its variants, the colored de
Bruijn graph (cdbg), the compacted de Bruijn graph, and the compacted colored
de Bruijn graph. I have worked on two particular problems in this domain. The
first is to develop a succinct representation of membership information in a colored
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de Bruijn graph, and the second is an efficient indexing for 𝑘-mers in a compacted
colored de Bruijn graph. Below, I provide a brief overview of previous works on
graph-based representation, along with common use cases of the various algorithms
and methods developed.
2 De Bruijn Graph
A de Bruijn graph (dbg) is a directed graph representing a set of sequences. This
type of graph has two variants, node-centric and edge-centric. In the edge-centric
de Bruijn graph, each directed edge is a unique substring of length 𝑘 in the sequence
set, which we call a 𝑘-mer. Each edge has a prefix overlap of 𝑘 − 1 bases with the
source node and a suffix overlap of length 𝑘 − 1 with the destination node [125].
Figure 1a shows a simple de Bruijn graph for a sample with one string. This type of
graph is designed so that by having a walk through edges and putting all edges next
to each other with overlaps of 𝑘 − 1, we are able to build the reference sequence,
such as a gene or transcript, as shown in 1b. Of course it is worth noting that such
“perfect assembly” is not always possible due to sequencing errors, repeats, and
other complexities that arise. In the node-centric variant of a de Bruijn graph, each
node represents a 𝑘-mer, and the adjacency relationship is defined by overlapping
prefixes and suffixes in the same manner.
The de Bruijn graph is a useful representation of a reference or set of sequencing
reads that helps faster assessment of the sequence similarity in biological tasks such
as assembly or variation detection.
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Figure 1: Building a de Bruijn graph and reconstructing the reference sequence from it.
This example shows how one can reconstruct the reference sequence having a walk through
nodes and edges in a de Bruijn graph and taking care of overlaps.
One drawback is that for the 𝑘 − 1 overlaps between consequent edges, the
obvious data structures to store this graph are very space-inefficient. For example,
ABYSS [146] represents the de Bruijn graph as a hash table with each 𝑘-mer as
the key and a byte keeping all the connections to other nodes as its value. It
needs 1 bit to show the existence of each of the edges in the forward or reverse-
complement direction (as we have four characters in our alphabet, we can expand
the current node to reach to the next one in at most four different ways in forward
direction). The space such a data structure takes is |𝐸𝑠| (𝑘4 + 1)
1
𝛾
bits where 𝛾 ≤ 1,
is the hash table loading factor. This storage is large for even one moderately-sized
genome data set, such as the human genome (starting from 40GB and depending
on the loading factor it can grow to 100GB or more). Yet, a few different data
structures and algorithms have been proposed to reduce the size of a de Bruijn
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graph and represent it efficiently. One category of these data structures use the
Bloom Filter [16] to represent a de Bruijn graph [28, 29, 63, 128, 138]. Also, there
are a few proposed representations that rely on succinct data structures [52] and
rank and select operations including the original work by Conway and Bromage [35]
and later the work in [18] that is called the BOSS representation of de Bruijn graph
from the authors’ initials. BOSS is an efficient, edge-centric representation of de
Bruijn graph that takes around 3 bits per 𝑘-mer, which is considerably smaller
than the hash table representation. This representation provides a mechanism for
navigation through the de Bruijn graph and also an interface to interact and get
access to the ID of each 𝑘-mer. In section 4, I explain in more detail, our work on
the color representation for a de Bruijn graph built on top of the BOSS structure,
using the interface it provides.
2.1 Compacted de Bruijn graph
The main advantage of a colored compacted de Bruijn graph is being more space-
efficient compared to the classic representation of the de Bruijn graph due to the
nodes representing paths with no branches rather than 𝑘-mers. The process of
compacting the de Bruijn graph is meant to merge all 𝑘-mers in a non-branching
path in the de Bruijn graph with outgoing and incoming degrees of one into a single
node which is called a unitig. The output of this step is called a compacted de Bruijn
graph, that connects these unitigs. It is a variant of the original de Bruijn graph
with unitigs as nodes rather than the 𝑘-mers. This can be used in the same way as a
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de Bruijn graph for different downstream applications, such as mapping, alignment,
variant detection, etc. This method reduces memory by eliminating the potentially
large amount of overlaps of 𝑘−1 bases repeated in consequent 𝑘-mers. For instance,
the output node after merging two consequent nodes in a node-centric de Bruijn
graph with overlap of 𝑘− 1 would be a unitig of length 𝑘 + 1 where the node starts
with the first base in the source node, continues with the 𝑘−1 overlapping bases and
ends in the last base of the destination. This compaction step can greatly reduce
the memory required to represent the graph and is very useful in cases where we are
dealing with repeat-heavy sequences [95]. Recently, researchers have designed and
implemented algorithms for building a colored compacted de Bruijn graph directly
from raw data instead of building the memory-inefficient de Bruijn graph first and
then compacting it [31, 105]. However, indexing a colored compacted de Bruijn
graph is still a challenge that needs further investigation.
A number of tools exist that use the de Bruijn graph as an index for various
purposes including kallisto [22], deBGA [95], deSALT [96] that are used for indexing
compacted de Bruijn graphs. While most of these indices provide fast query, the
memory they need is large, so that in the case of large datasets their memory
requirements become impractical or intractable. In section 2, we propose a memory-
efficient indexing data structure for a colored compacted de Bruijn graph that has
an asymptotically constant (and pratically fast) expected 𝑘-mer lookup time. We
first use TwoPaCo to build the colored compacted de Bruijn graph [105], and then
develop a novel data structure to index such compacted de Bruijn graphs while
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keeping a balance between space and query time. One great advantage of a specific
variant of our indexing structure (sparse indexing) is the flexibility that it provides
by giving the option of trading time for space by means of a tunable parameter.
2.2 Colored de Bruijn graph
A colored de Bruijn graph is a generalized form of a de Bruijn graph that allows
representing multiple samples in one unified graph while keeping the identity of
(and information specific to) each sample [66]. The samples may be the result of
different experiments for the same species, known variants of the same sequence, or
different sequencing samples. By counting all of the samples together as one and
building a de Bruijn graph from them, we will lose information about the variations
happening across samples. Colored de Bruijn graphs were originally proposed by
Iqbal et. al [66] in a tool named cortex, useful for variant discovery and genotyping.
Each sample is represented with a unique color in a colored de Bruijn graph and
hence all the 𝑘-mers coming from that sample will carry that color with them. To be
exact, each 𝑘-mer or edge in a colored de Bruijn graph has a color set showing all the
samples that this 𝑘-mer has appeared in. Maintaining each color separately, we can
differentiate between bubbles that are induced by repeats when we see the coverage
evenly distributed along different paths from those induced by errors where one side
of the branch has a much lower coverage [66]. There are other data structures to
represent colored de Bruijn graphs as well, implemented in tools such as BFT [63]
and VARI [109]. However, such data structures, the color information itslef is the
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dominant part in the total space the colored de Bruijn graph takes compared to the
small portion that is taken by the de Bruijn graph representation.
In chapter 4 we propose a succinct data structure to represent colors in a colored
de Bruijn graph paired with any de Bruijn graph representation that provides a
unique index for each 𝑘-mer. We prove the succinctness of our data structure and
compare our space and query time results with VARI, which uses a similar API (and
the same de Bruijn graph data structure, BOSS) to construct the index and find
bubbles in the colored de Bruijn graph.
3 Sequence Search
The ability to issue sequence-level searches over publicly available databases of as-
sembled genomes and known proteins has played an instrumental role in many stud-
ies in the field of genomics, and has made BLAST [11] and its variants some of the
most widely-used tools in all of science. However, these indices are defined over
a database of reference sequences. Yet, the vast majority of publicly-available se-
quencing data (e.g., the data deposited in the SRA [76]) exists in the form of raw,
unassembled sequencing reads for which the reference-based indices are not a suit-
able choice. Such indices are unsuitable, first, because they do not scale well as
the amount of data grows to the size of the SRA (which today is ≈ 4 petabases of
sequence information) and second, because relatively long queries (e.g., genes) are
unlikely to be present in their entirety as an approximate substring of the input in
the raw sequence reads (which are usually less than 200 nucleotides long).
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This problem was first introduced and tackled by Solomon and Kingsford
[149]. They introduced a data structure that enables an efficient type of search
over thousands of sequencing experiments. Specifically, they re-phrase the query
and each separate experiment of reads in terms of 𝑘-mer set membership in a way
that is robust to the fact that the target sequences have not been assembled. The
resulting problem is coined as the experiment discovery problem, where the goal is
to return all experiments that contain at least some user-defined fraction 𝜃 of the
𝑘-mers present in the query string. The space and query time of the SBT structure
has been further improved by [150] and [153]. However, scaling this representation
is still an issue which leads us to the next tool that we’ve worked on called Mantis.
In chapter 5, we introduce Mantis, a space- and time-efficient index for searching
sequences in large collections of experiments which is based on colored de Bruijn
graphs. The “color” associated with each 𝑘-mer in a colored de Bruijn graph is the
set of experiments in which that 𝑘-mer occurs. We use an exact counting quotient
filter [121], an Approximate Membership Query (AMQ) structure to store a table
mapping each 𝑘-mer to a color ID, and another table mapping color IDs to the
actual set of experiments containing that 𝑘-mer. We achieve 20% times smaller
memory footprint, and up to 108𝑋 improvement in query time compared to the
split sequence bloom tree representation [150]. We also describe how we reduce the
size of the index even further by developing a new encoding of the color information
representation in an improved variant of the Mantis index that we call MST-based
Mantis.
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The MST-based Mantis data structure is able to scale to 10, 000 or more raw se-
quencing samples on a moderate server. However, scaling the index further remains
a challenge and the main bottleneck preventing further scaling is the large count-
ing quotient filter holding the 𝑘-mer to color identifier mapping. In chapter 6, we
tackle this problem by partitioning the counting quotient filter into smaller blocks
based on the 𝑘-mer minimizers. This partitioning scheme is particularly effective
in sequencing data, as the index of the counting quotient filter partition for each
𝑘-mer is self-contained and thus there is no need to an additional structure. We
also enable updatability for Mantis by incorporating the MST-based Mantis index
into an LSM-tree structure [120, 136, 137]. This feature is important since it allows
an existing index to be updated rather than requiring the index be rebuilt as new
samples are added. We develop a methodology for merging two MST-based Mantis
indices as prerequisite for the LSM-tree. The details of the memory-and-time aware
merging process is explained in chapter 6.
4 Overview of this document and contribution
I start the document by introducing indices on databases of reference-based se-
quences. In the next chapter, chapter 2, I cover the details of data structures used
for indexing and querying in a database of long assembled sequences and the chal-
lenges specific to this type of data. I talk about the index structure we designed in
Pufferfish [6] for indexing a set of assembled genomes or transcriptomes. In chap-
ter 3 I explain how we develop a seqeuence aligner around the Pufferfish index. In
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chapter 4, I switch to reference-free indices and remain on that subject for the rest
of the document. I explain in detail the new color representation we introduced for
the 𝑘-mers’ color information in a colored compacted de Bruijn graph in our tool,
Rainbowfish. In chapter 5, I go over the data structure we present in the Mantis
paper for indexing a colored compacted de Bruijn graph combining the previously
introduced representation of colors from Rainbowfish and the counting quotient fil-
ter filter for mapping the 𝑘-mers to their corresponding color ID. In chapter 6, I
describe the algorithmic and engineering improvements we make to be able to scale
Mantis to a larger number of samples. I also cover the design that enables the up-
datability feature for the index to support dynamic insertion of the new samples.
Finally, I give a short summary of my PhD journey, my accomplished projects and
results, and potential future extensions or utilization of the results in the Conclusion,
chapter 7.
Contribution:
• Chapter 2: Joint work with Hirak Sarkar. I contributed equally in the design,
coding and writing.
• Chapter 3: Joint work with Mohsen Zakeri. In the coding I contributed in
writing the sections related to mapping and chaining as well as filling gaps
in the alignment. In the experiments, I mainly contributed in designing the
metagenomic experiemnts (last two sections of the results). We both partici-
pated equally in writing.
• Chapter 4: I wrote almost all the code and ran the experiments. Other con-
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tributors helped with the writing.
• Chapter 5: This is a work with the Mantis team. All the brainstorming and
development of the ideas have happened throughout our weekly brainstorming
sessions with almost all the members participating. I was responsible for
majority of the coding, and testing as well as running all the experiments. I
also participated in some sections of the writing.
• Chapter 6: This is a work with the Mantis team. All the brainstorming and
development of the ideas have happened throughout our weekly brainstorming
sessions with almost all the members participating. I was responsible for most
(more than 80%) of the implementation, and testing as well as running all the
experiments. I was also the main writer and others helped with revising the
text in the chapter.
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Chapter 2: Pufferfish: A space and time-efficient compacted de Bruijn
graph index [6]∗
1 Introduction
Motivated by the tremendous growth in the availability and affordability of high-
throughput genomic, metagenomic and transcriptomic sequencing data, the past
decade has seen a large body of work focused on developing data structures and algo-
rithms for efficiently querying large texts (e.g. genomes or collections of genomes) [39,
57, 74, 79, 80, 83, 87, 88, 89]. While numerous approaches have been proposed,
many fall into one of two categories — those based on indexing fixed-length pat-
tern occurrences (i.e., 𝑘-mers, which are patterns of length 𝑘) in the reference se-
quences [57, 88, 89] (most commonly using hashing), and those based on building
full-text indices such as the suffix array or FM-index over the references [39, 74, 79,
80, 83, 87].
Recently, there have been efforts to extend both categories of approaches from
the indexing of linear reference genomes to the indexing of different types of se-
quence graphs [125], with various tradeoffs in the resulting space and time efficiency.
On the full-text index side, examples include approaches such as those of Maciuca
∗A joint work with Hirak Sarkar published in ISMB2018
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et al. [101] and Beller and Ohlebusch [14] which encode the underlying graph using
variants of the BWT, and the approach of Sirén [147], which indexes paths in the
variation graph (again making use of a substantially modified BWT). There have
also been recent approaches based on 𝑘-mer-indices that adopt graphs as the un-
derlying representation of the text being searched. Examples of such tools include
genomeMapper [143], BGREAT [92], Kallisto [22] and deBGA [95].
Rather than general variation graphs, we focus in this manuscript on the de
Bruijn graph. The de Bruijn graph is a widely-adopted structure for genome and
transcriptome assembly [54, 56, 130]. However, the compacted variant of the de
Bruijn graph has recently been gaining increasing attention both as an indexing
data structure—for use in read alignment [95] and pseudoalignment [22]—as well
as a structure for the analysis of variation (among multiple genomes) [105] and a
reference-free structure for pan-genome storage [63]. The colored compacted de
Bruijn graph [30, 106, 107] (see Section 2 below) is particularly attractive for repre-
senting and indexing repetitive sequences, since exactly repeated sequences of length
at least 𝑘 are represented only once in the set of unique, non-branching paths. As
has been demonstrated by Liu et al. [95], this considerably speeds up alignment to
repeat-heavy genomes (e.g., the human genome) as well as to collections of related
genomes. Here, we consider collections of genomes to be represented as color infor-
mation on the de Bruijn graph (as described by Iqbal et al. [66]; see Section 2 below
for details). Efficient representation of multiple references encoded as colors in a de
Bruijn graph has been investigated in tools such as VARI [109] and Rainbowfish [5].
Both VARI and Rainbowfish have implemented a data structure to efficiently index
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color encoding on top of a succinct navigational representation of a de Bruijn graph,
proposed in BOSS [18]. However none of these tools are equipped with membership
queries and sequence search and are, hence, regarded as out of scope in the present
paper.
The query speed of existing colored compacted de Bruijn graph indices comes
at a considerable cost in index size and memory usage. Specifically, the need to build
a hash table over the 𝑘-mers appearing in the de Bruijn graph unipaths requires a
large amount of memory, even for genomes of moderate size. Typically, these hash
functions map each 𝑘-mer (requiring at least 8 bytes) to the unipath in which it
occurs (typically 4 or 8 bytes) and the offset where the 𝑘-mer appears in this unipath
(again, typically 4 or 8 bytes). A number of other data structures are also required,
but, most of the time, this hash table dominates the overall index size. For example,
an index of the human genome constructed in such a manner (i.e., by deBGA or
kallisto) may require 40—100GB of RAM (see Table 2). This already exceeds the
memory requirements of moderate servers (e.g., those with 32G or 64G of RAM),
and these requirements quickly become untenable with larger genomes or collections
of genomes.
2 Preliminaries
In this brief section, we formally define the preliminary terms and notations that
are used throughout the manuscript. We consider all strings to be over the alphabet
Σ = {𝐴, 𝐶, 𝐺, 𝑇}. A 𝑘-mer is a string of length 𝑘 over Σ (i.e. 𝑘 ∈ Σ𝑘). Given a
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𝑘-mer, 𝑥, we define the reverse complement of 𝑥 by ?̄?; this is a string obtained by
reversing 𝑥 and then complementing each character according to the rule 𝐴 = 𝑇, 𝐶 =
𝐺, ?̄? = 𝐶, 𝑇 = 𝐴. We define the canonical representation of a 𝑘-mer, 𝑥, by ?̂? =
min(𝑥, ?̄?), where the minimum is taken according to the lexicographic ordering. In
this manuscript, we are fundamentally interested in indexing a collection of reference
sequences (be they pre-existing, or assembled de novo); we therefore adopt the
following definitions with respect to the de Bruijn graph and its variants. The de
Bruijn graph is a graph, 𝐺 = (𝑉, 𝐸), built over the 𝑘-mers of some reference string,
𝑠. We define 𝑠(𝑘) as the set of 𝑘-mers present in 𝑠, and assume that 𝑠 is of length
at least 𝑘 (i.e. |𝑠| ≥ |𝑘|). The vertex set of 𝐺 is given by 𝑉 = {?̂? | 𝑥 ∈ 𝑠(𝑘)}.
There exists an edge {𝑢, 𝑣} ∈ 𝐸 between two vertices 𝑢 and 𝑣 if and only if there
exists some (𝑘 + 1)-mer, 𝑧, in 𝑆 such that 𝑢 is a prefix of 𝑧 and 𝑣 is a suffix of 𝑧.
The colored de Bruijn graph associates each 𝑣 ∈ 𝑉 with some specific set of colors.
When building the de Bruijn graph over a collection of reference strings 𝑠1, . . . , 𝑠𝑀 ,
we define the color set for a vertex to be the set of references in which it appears (i.e.
colors(𝑣) = {𝑖 | 𝑣 ∈ 𝑠𝑖(𝑘) ∨ 𝑣 ∈ 𝑠𝑖(𝑘)}). Finally, we define the compacted colored
de Bruijn graph to be the color-coherent compaction of a colored de Bruijn graph.
A compacted de Bruijn graph replaces each non-branching path, 𝑝 = 𝑢 𝑣, in 𝐺
with a single edge (which no longer represents a single 𝑘-mer, but instead represents
the entire string that would be spelled out by walking from 𝑢 to 𝑣 in an orientation
consistent manner). We say that such a compaction is color-coherent if and only if
all vertices 𝑢 ∈ 𝑝 share the same color set. The compacted colored de Bruijn graph
is the graph obtained by performing a maximal color-coherent compaction of the
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colored de Bruijn graph.
3 Method
We present Pufferfish, a software tool implementing a novel indexing data structure
for the colored compacted de Bruijn graph and the colored colored compacted de
Bruijn graph. We focus on making the colored compacted de Bruijn graph index
practical in terms of disk and memory resources for genomic and metagenomic data
while maintaining very fast query speeds over the index. While we are conscious of
memory usage, we don’t aim to build the smallest possible index. Furthermore, we
introduce two different variants of our index, the dense and sparse Pufferfish indices.
Similar to the FM-index [47], in the sparse Pufferfish index, there is a sampling factor
that can be tuned to trade off search speed for index size. The dense index is, in
a sense, just a variant of the sparse index tuned for maximum speed (and, hence,
taking maximum space). However, as we believe the dense index will be a popular
choice, we implement a few optimizations and describe the structures separately.
Pre-processing We assume as input to Pufferfish the colored compacted de Bruijn
graph on the reference or set of references to be indexed. The Pufferfish software it-
self accepts as input a graphical fragment assembly (GFA) format∗ file that describes
the colored compacted de Bruijn graph. Specifically, this file encodes the unipaths
(i.e., non-branching paths) of the colored compacted de Bruijn graph as “segments”
and the mapping between these unipaths and the original reference sequences as
∗https://github.com/GFA-spec/GFA-spec
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“paths”. Each path corresponds to an input reference sequence (e.g., a genome),
and is spelled out by an ordered set of unipath IDs and the orientation with which
these unipaths map to the reference, so that each unipath has an overlap of 𝑘 − 1
with its following unipath in the path (either in the forward or reverse-complement
direction).
GFA is an evolving standard that is meant to be a common format used by
tools dealing with graphical representations of genomes or collections of genomes.
We note that there are a number of software tools for building the colored compacted
de Bruijn graph directly (i.e., without first building the un-compacted de Bruijn
graph). We adopt TwoPaCo [105], which employs a time and memory-efficient
parallel algorithm for directly constructing the colored compacted de Bruijn graph,
and whose output can be easily converted into GFA format. We note that, due to
a technical detail concerning how TwoPaCo constructs the colored compacted de
Bruijn graph and the GFA file, the output cannot be directly used by Pufferfish.
Therefore, the current workflow of Pufferfish includes a GFA-to-GFA converter that
prepares the TwoPaCo-generated GFA file for indexing by Pufferfish. We note that
TwoPaCo (and therefore Pufferfish) consider the edge-explicit de Bruijn graph. That
is, two 𝑘-mers will be connected if and only if the input reference contains a (𝑘 +1)-
mer having one of these 𝑘-mers as its left 𝑘-mer and the other as its right 𝑘-mer.
Conversely, other tools, like BCALM2 [31] and Kallisto consider the induced-edge
de Bruijn graph, where there will be an edge between any pair of 𝑘-mers overlapping
by 𝑘 − 1 nucleotides, regardless of whether or not a (𝑘 + 1)-mer containing them
exists in the input. This leads to small but persistent differences in the topology of
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these graphs.
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Figure 2: An illustration of searching for a particular 𝑘-mer, 𝑥, in the dense Pufferfish
index. The minimum perfect hash yields the index, 𝑝h(?̂?) in the pos vector where the 𝑘-mer
appears in the unipath array. The 𝑘-mer is validated against the sequence recorded at this
position in cseq (and, in this case, it matches). A rank operation on 𝑝h(?̂?) is performed in
the boundary vector (bv), which yields the corresponding unipath-level information in the
unipath table (ctab). If desired, the relative position of the 𝑘-mer within the unipath can
be retrieved with an extra select and rank operation. Likewise, the rank used to determine
this unipath’s ctab entry can also be used to look up the edges adjacent to this unipath
in the etab table if desired.
The index consists of 6 components (and an optional 7th component), and the
overall structure is similar to what is explained by Liu et al. [95]. Here, we provide
a detailed description of the components of the dense Pufferfish index:
cseq: The unipath sequence array (cseq) consists of the (2-bit encoded) sequence
of all unipaths of the colored compacted de Bruijn graph packed together into
a single array. Typically, the size of this structure is close to (or smaller than)
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the size of the 2-bit encoded reference sequence, since redundant sequences
are represented only once in this structure. We note that the unipath array
contains the sequence of every valid 𝑘-mer, as well as that of potentially invalid
𝑘-mers (those which span unipath boundaries in the packed array, as the
sequences in the array follow each other without any delimiters or gaps.).
We denote by 𝐿𝑠 the total length (in nucleotides) of the unipath array.
bv: The boundary vector (bv) is a bit-vector of length 𝐿𝑠. The bits of this vector
are in one-to-one correspondence with the nucleotides of the unipath array,
and the boundary vector contains a one at each nucleotide corresponding to
the end of a unipath in cseq, and a zero everywhere else. We can retrieve the
index of each unipath in cseq using the rank operation on bv. rank(bv, 𝑖)
returns the number of 1s in bv before the current index, 𝑖, or, in other words,
the index of the current unipath. This can be used to get reference information
for the current unipath from ctab, which is explained below. We note that bv
is typically very sparse, and so can likely be compressed (using e.g., RRR [132]
or Elias-Fano encoding), though we have not explored this yet.
h : The minimum perfect hash function (h) maps every valid 𝑘-mer in the unipath
array (i.e., all 𝑘-mers not spanning unipath boundaries) to a unique number in
[0, 𝑁), where 𝑁 is the number of distinct valid 𝑘-mers in cseq. We make use
of the highly-scalable minimum perfect hash function (MPHF) construction
algorithm of Limasset et al. [93]. We also note that we build the MPHF on
the canonicalized version of each 𝑘-mer.
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pos: The position vector (pos) stores, for each valid 𝑘-mer 𝑥, the position where this
𝑘-mer occurs in cseq. Specifically, for 𝑘-mer 𝑥, let ?̄? be the reverse complement
of 𝑥 and let ?̂? be the canonical form of 𝑥 (the lexicographically smaller of 𝑥
and ?̄?). Then pos [h(?̂?)] contains the starting position of 𝑥 in cseq such that
cseq [h(?̂?) : h(?̂?) + 𝑘] = 𝑥.
ctab: The unipath table (ctab) stores, for each unipath appearing in cseq, the
reference sequences (including reference ID (ref), offset (p) and orientation
(o) in Fig. 2) where this unipath appears in the reference. This is similar to a
“posting list” in traditional inverted indices, where all occurrences of the item
(in this case, an entire colored compacted de Bruijn graph unipath) are listed.
The order of the unipaths in ctab is the same as their order in cseq, allowing
the information for a unipath to be accessed via a simple rank operation on
bv.
etab: The edge table (etab) stores, for each unipath appearing in cseq, the nu-
cleotides that encode the edges to the left and right of this unipath. The edge
table maintains a byte for each unipath, where each byte encodes which of
the left and right extensions of this unipath produce a valid 𝑘-mer in the de
Bruijn graph. Specifically, the first four bits of the byte are set to 1 if there is
a left neighbor that can be reached by taking the leftmost (𝑘 − 1)-mer of the
current unipath and pre-pending A, C, G, and T respectively, and these bits
are 0 otherwise. The last 4 bits of the byte likewise encode the connectivity
for the right end of the unipath. This edge table is useful for speeding up
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navigation in the graph, because we find that the compacted de Bruijn graph
is often sparse, so that querying for all potential neighbors of a unipath can
be wasteful, since many unipaths have few neighbors.
eqtab: Optionally, an equivalence class table that records, for each unipath, the
set of reference sequences where this unipath appears. Pre-computation and
storage of these equivalence classes can speed up certain algorithms (e.g., pseu-
doalignment [22]).
These structures allow us to index every 𝑘-mer in the colored compacted de
Bruijn graph efficiently, and to recall, on demand, all of the reference loci where
a given 𝑘-mer occurs. We note here that the 𝑘-mers of the colored compacted de
Bruijn graph constitute only a subset of the 𝑘-mers in cseq. We refer to all 𝑘-mers in
cseq that do not span the boundary between two unipaths as valid 𝑘-mers; these are
in one-to-one correspondence with the 𝑘-mers of the colored compacted de Bruijn
graph.
Additionally, we note that navigation among the unipaths in the index could
be accomplished without an explicit edge table. Specifically, upon reaching the end
of a unipath, one could query the index with all possible extensions to see which are
supported by the indexed sequence, and potentially spurious overlaps (i.e., unipaths
which overlap by 𝑘 − 1 nucleotides but are not actually adjacent in any reference
sequence) can be filtered out by traversing the relevant entries of ctab. However,
this process is not efficient, and is particularly wasteful if the average degree of
each unipath is small since, in this case, most queries for neighbors would fail or
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return spurious overlaps which would then be filtered out. An empirical analysis of
the compacted colored de Bruijn graph of the datasets we analyze suggested that
these graphs do, in fact, tend to have a skewed degree distribution, and that most
unipaths exhibit a small degree. This motivates the utility of etab, especially given
that it takes relatively small space.
3.1.1 𝑘-mer query in the dense Pufferfish index
By using a minimum perfect hash function (MPHF), h, to index the valid 𝑘-mers,
we avoid the typically large memory burden associated with standard hashing ap-
proaches. Instead, the identity of the hashed keys is encoded implicitly in cseq.
Given a 𝑘-mer 𝑥, we can check for its existence and location in the following way.
We first compute 𝑖 = ℎ(?̂?), the index assigned to the canonicalized version of 𝑘-mer
𝑥 by ℎ. If 𝑖 ≥ 𝑁 , where 𝑁 is the number of unique valid 𝑘-mers, then we immedi-
ately know that 𝑥 is not a valid 𝑘-mer. Otherwise, we retrieve the position 𝑝𝑖 stored
in pos[𝑖]. Finally, we check if the encoded string cseq[𝑝𝑖 : 𝑝𝑖 + 𝑘] is identical to 𝑥 (or
?̄?). If so, we have found the unipath location of this 𝑘-mer. Otherwise, 𝑥 is not a
valid 𝑘-mer. Here, we use the notion 𝑆[𝑖 : 𝑗] to mean the substring of 𝑆 from index
𝑖 (inclusive) to index 𝑗 (exclusive) with length 𝑗 − 𝑖− 1.
Given 𝑝𝑖, we can retrieve the reference positions by computing 𝑟𝑝𝑖 = rank(bv, 𝑝𝑖),
which provides an index into ctab that is associated with the appropriate uni-
path. This provides all of the reference sequences, offsets and orientations where
this unipath appears. We compute the offset of 𝑘-mer 𝑥 in the unipath as 𝑜𝑖 =
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𝑝𝑖 − select(𝑟𝑝𝑖), where select(𝑟𝑝𝑖) returns the start position of the unipath in
ctab. This allows us to easily project this 𝑘-mer’s position onto each reference se-
quence where it appears. We note that querying a 𝑘-mer in the Pufferfish index is
an asymptotically constant-time operation, and that the reference loci for a 𝑘-mer
𝑥 can be retrieved in 𝒪(occ(𝑥)) time, where occ(𝑥) is the number of occurrences of
𝑥 in the reference.
3.2 The sparse Pufferfish index
The Pufferfish index, as described above, is relatively memory-efficient. Yet, what is
typically the biggest component, the pos vector, can still grow rather large. This is
because it requires ⌈lg(|cseq|)⌉ bits for each of the 𝑁 valid 𝑘-mers in cseq. However,
at the cost of a slight increase in the practical (though not asymptotic) complexity
of lookup, the size of this structure can be reduced considerably. To see how, we
first make the following observation:
Observation 1. In the colored compacted de Bruijn graph (and hence, in cseq),
each valid 𝑘-mer occurs exactly once (𝑘-mers occuring between unipath boundaries
are not considered). Hence, any valid 𝑘-mer in the colored compacted de Bruijn
graph is a complex 𝑘-mer (i.e., it has an in or out degree greater than 1), a terminal
𝑘-mer (i.e., it appears at the beginning or end of some input reference sequence),
or it has a unique predecessor and / or successor in the orientation defined by the
unipath.
We can exploit this observation in Pufferfish to allow sampling of the 𝑘-mer
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positions. That is, rather than storing the position of each 𝑘-mer in the unipath
array, we store the position only for some subset of 𝑘-mers, where the rate of sam-
pling is given by a user-defined parameter 𝑠. For those 𝑘-mers that are not sampled,
we store, instead, three pieces of information; the extension that must be applied
to move toward the closest 𝑘-mer at a sampled position (the QueryExt vector),
whether or not the corresponding 𝑘-mer in cseq is canonical (the isCanon vector),
and whether the extension to reach the nearest sampled position should be applied
by moving to the right or the left (the Direction vector). The QueryExt vector
encodes the extensions in a 3-bit format so that variable-length extensions can be
encoded, though every entry in this vector is reserved to take the same amount of
space (3 times the maximum extension length, 𝑒). The isCanon vector is set to 1
whenever the corresponding 𝑘-mer appears in cseq in the canonical orientation, and
is set to 0 otherwise. The Direction vector is set to 1 whenever the corresponding,
non-sampled, 𝑘-mer should be extended to the right, and it is set to 0 when the
corresponding 𝑘-mer should be extended to the left. We additionally store an extra
bit vector with the same size as cseq (the isSamp vector) that is set to 1 for any
𝑘-mer whose position is sampled and 0 for all other 𝑘-mers.
This idea of sampling the positions for the 𝑘-mers is similar to the idea of
sampling the suffix array positions that is employed in the FM-index [47], and the
idea of walking to the closest sampled position to verify a 𝑘-mer occurs is closely
related to the shallow forest covering idea described by Belazzougui et al. [13] for
verifying membership of a 𝑘-mer in their fully-dynamic variant of the de Bruijn
graph. This scheme allows us to trade off query time for index space, to allow the
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Pufferfish index to better scale to large genomes or collections of genomes.
3.2.1 𝑘-mer query in the sparse Pufferfish index
𝑘-mer query in the sparse Pufferfish index is the same as that in the dense index,
except for the first step — determining the position of the 𝑘-mer 𝑥 in cseq. When
we query the MPHF with 𝑥 to obtain 𝑖 = ℎ(?̂?), there are three possible results.
1. In the first case, if 𝑖 ≥ 𝑁 , this implies, just as in the dense case, that 𝑥 is not
a valid 𝑘-mer.
2. In the second case, if 𝑖 < 𝑁 and isSamp[𝑖] = 1, this implies that we have
explicitly stored the position for this 𝑘-mer. In this case we can retrieve that
position as 𝑝𝑖 = pos[rank(isSamp, 𝑖)] and proceed as in the dense case to
validate 𝑥 and retrieve its reference positions.
3. In the third case, if 𝑖 < 𝑁 and isSamp[𝑖] = 0, this implies we do not know the
position where 𝑥 would occur in cseq, and we must find the closest sampled
position in order to decode the position of 𝑥 (if it does, in fact, occur in cseq).
This is accomplished by Algorithm 1.
Intuitively, Algorithm 1 appends nucleotides stored in the QueryExt array to
𝑥 to generate a new 𝑘-mer, 𝑥′, which either has a sampled position, or is closer to a
sampled position than is 𝑥. The extension process is repeated with 𝑥′, 𝑥′′, etc. until
either an invalid position is returned by h, or a sampled position is reached. If an
invalid position is returned at any point in the traversal, the original 𝑘-mer cannot
28
Algorithm 1 Find Query Offset
procedure FindQueryOffset








if isCanon[𝑒𝑥𝑡𝐼𝑑𝑥] and Direction[𝑒𝑥𝑡𝐼𝑑𝑥] then
𝑥← ?̂?[𝑒𝑥𝑡𝐿𝑒𝑛 :] + 𝑒𝑥𝑡𝑁𝑢𝑐
𝑜𝑓𝑓𝑠𝑒𝑡← 𝑜𝑓𝑓𝑠𝑒𝑡 + 𝑒
end if
if not isCanon[𝑒𝑥𝑡𝐼𝑑𝑥] and Direction[𝑒𝑥𝑡𝐼𝑑𝑥] then
𝑥← ¯̂𝑥[𝑒𝑥𝑡𝐿𝑒𝑛 :] + 𝑒𝑥𝑡𝑁𝑢𝑐
𝑜𝑓𝑓𝑠𝑒𝑡← 𝑜𝑓𝑓𝑠𝑒𝑡 + 𝑒
end if
if isCanon[𝑒𝑥𝑡𝐼𝑑𝑥] and not Direction[𝑒𝑥𝑡𝐼𝑑𝑥] then
𝑥← 𝑒𝑥𝑡𝑁𝑢𝑐 + ?̂?[: −𝑒𝑥𝑡𝐿𝑒𝑛]
𝑜𝑓𝑓𝑠𝑒𝑡← 𝑜𝑓𝑓𝑠𝑒𝑡− 𝑒
end if
if not isCanon[𝑒𝑥𝑡𝐼𝑑𝑥] and not Direction[𝑒𝑥𝑡𝐼𝑑𝑥] then





if 𝑖 ≥ 𝑁 then return −1
end if
𝑝𝑖 ← pos [rank(isSamp,i)] - offset







have been a valid query. On the other hand, if a sampled position is reached, one
still needs to verify that the 𝑘-mer implied by the query procedure is identical to
the original 𝑘-mer query 𝑥 (or ?̄?). To check this, one simply traverses back to the
position in cseq for the original 𝑘-mer 𝑥 that is implied by the sampled position and
sequence of extension operations. The rest of the search proceeds as for the dense
case. The whole process of a (successful) 𝑘-mer query in sparse index is illustrated
in Figure 3 through an example.
By altering the stored extension size 𝑒 and the maximum sampling rate 𝑠, one
can limit the maximum number of extension steps (and hence the maximum number
of hash lookups) that must be performed in order to retrieve the potential index of
𝑥 in cseq. A denser sampling and longer extensions require fewer possible extension
steps, while a sparser sampling and shorter extensions require less space for each
non-sampled position. If 𝑒 ≥ 𝑠−1
2
, one can guarantee that at most a single extension
step needs to be performed for any 𝑘-mer query, which allows 𝑘-mer queries to
remain practically very fast while still reducing the index size for large reference
sequences.
Even though the sparse index maintains a number of extra bit vectors not
required by the dense index, it is usually considerably smaller. Assume a case where
the extension length 𝑒 = 𝑠−1
2
is approximately half of the sampling factor (the
minimum length that will guarantee each query requires at most a single extension
step). Since we keep the extension required to get to the closest position in the left
or right direction, we need to keep 𝑒 bases for a 𝑘-mer, with each base represented
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Figure 3: An illustration of searching for a particular 𝑘-mer in the sparse pufferfish index
with sample factor (𝑠) of 9 and extension size (𝑒) of 4. Vector isSamp has length equal
to the number of valid 𝑘-mers, and isCanon and Direction have length equal to the total
number of non-sampled 𝑘-mers. The minimum perfect hash yields the index h(?̂?) for
𝑥 = CAGCCGC in isSamp, where we discover that the 𝑘-mer’s position is not sampled.
Since isCanon [h(?̂?)− rank(isSamp, h(?̂?))] = 0 we know that the 𝑘-mer, if present, is
not in the canonical orientation in cseq. Since 𝑥 is in the canonical orientation, we must
reverse-complement it as ?̄? = GCGGCTG before adding the extension nucleotides. Then,
based on the value of Direction[h(?̂?)− rank(isSamp, h(?̂?))], we know that to get to the
closest sampled 𝑘-mer we need to append the extension nucleotides to the right of ?̄?.
The extension is extracted from the QueryExt vector. Since extensions are recorded only
for non-sampled 𝑘-mers, to find the index of the current 𝑘-mer’s extension, we need to
determine the number of non-sampled 𝑘-mers preceding index h(?̂?). This can easily be
computed as h(?̂?) − rank(isSamp, h(?̂?), which is the index into QueryExt from which
we retrieve this 𝑘-mers’s extension. We create a new 𝑘-mer, 𝑥′, by appending the new
extension to ?̄?, and also removing its first 𝑒 = 4 bases. Then, we repeat the same process
for the new 𝑘-mer 𝑥′. This time, the 𝑘-mer is sampled. Hence, we go directly to the
index in cseq suggested by pos[rank(isSamp, h(𝑥′))]. To check if the original 𝑘-mer we
searched for exists, we need to compare the 𝑘-mer starting from 𝑒 = 4 bases to the left
of the current position with the non-canonical version of the original 𝑘-mer (since the
sampled 𝑘-mer 𝑥′ was arrived at by extending the original query 𝑘-mer by 4 nucleotides
to the right). Generally speaking, once we reach a sampled position, to check the original
query 𝑘-mer, we need to move in cseq to either the right or the left by exactly the distance
we traversed to reach this sample, but in the opposite direction.
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the encoding must allow a delimiter). Hence, this requires 3𝑒 bits per 𝑘-mer for
the QueryExt vector. The isCanon and Direction vectors each require a single
bit per non-sampled 𝑘-mer, and the isSamp vector requires a single bit for all
𝑁 of the valid 𝑘-mers. Assume, for simplicity of analysis, that the sampled 𝑘-
mers are perfectly evenly-spaced (which is not possible in practice since e.g., we
must require to sample at least one 𝑘-mer from each unipath), so that the number




. Further, since we are ignoring
unipath boundary effects, assume that 𝑁 = 𝐿𝑠. Since the space required by the
rest of the index components (e.g. the MPHF, and ctab, etc.) is the same for














< 𝑁 ⌈lg(𝑁)⌉. Under this analysis, in a
typical dataset, such as the human genome with lg(𝐿𝑠) ≈ lg(𝑁) ≈ lg(3× 109) ≥ 30
bits, and choosing 𝑠 = 9 and 𝑒 = 4, so that we sample every 9th 𝑘-mer on average,
and require at most one extension per query, we save, on average, ∼ 14.5 bits per
𝑘-mer. Of course, the practical savings are less because of the boundary effects we
ignored in the above analysis.
4 Evaluation
We explored the size of the index along with the memory and time requirements
for index building and 𝑘-mer querying (a fundamental building block of many map-
ping and alignment algorithms) using Pufferfish and two other tools, BWA (BWA-
MEM [83], specifically) and Kallisto.
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BWA 292 4,443 32,213 0:02:56 0:58:27 13:11:45
Kallisto 3,552 150,657 315,387 0:03:05 3:27:42 9:07:35
pufferfish dense 1,466 27,438 75,342 0:04:13 2:09:25 13:10:00
pufferfish sparse 1,466 27,438 75,342 0:04:41 2:28:53 13:46:11
TwoPaCo 1,466 9,380 17,407 0:02:47 0:34:43 9:59:05
pufferize 584 27,438 75,342 0:0:10 0:21:53 1:03:17
pufferfish dense index 438 20,000 50,459 0:01:16 0:51:20 2:07:38
pufferfish sparse index 331 17,745 50,457 0:01:44 1:10:48 2:43:49
Table 1: Upper half of the table shows construction time and memory requirements for
BWA, Kallisto and Pufferfish (dense and sparse) on three different datasets. In the lower
half of the table, the construction statistics are provided for different phases of Pufferfish
pipeline. The time requirement for Pufferfish is the sum of different sub parts of the
workflow, where the memory requirement is the 𝑚𝑎𝑥 of the same.
Though BWA is not a graph-based index, it was chosen as it implements the
highly memory-efficient FMD-index [83], which is representative of a memory-frugal
approach. It is also worth noting that, although we only test querying for fixed-
length 𝑘-mers here, BWA is capable of searching for arbitrary length patterns — an
operation not supported by the Kallisto or Pufferfish indices. On the other hand,
Kallisto [22] adopts a graph-based index, and provides very fast 𝑘-mer queries. Both
BWA and Kallisto implement all phases of index construction (i.e., the input to these
tools is simply the FASTA files to be sequenced). For Pufferfish, however, we first
need to build the colored compacted de Bruijn graph. We build the colored com-
pacted de Bruijn graph and dump it in GFA format using TwoPaCo [105]. Then (as
the output does not satisfy our definition of a colored compacted de Bruijn graph) we
need to further prepare the GFA file for indexing. We call this process pufferization.
It converts the GFA file to the format accepted by Pufferfish (i.e., each 𝑘-mer should
appear only once in either orientation among all the unipaths, and all unipaths con-
nected in the colored compacted de Bruijn graph should have an overlap of exactly
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𝑘− 1 bases). Finally, we build both dense and sparse Pufferfish indexes and bench-
mark the time and memory for all steps of the pipeline individually. All experiments
were performed on an Intel(R) Xeon(R) CPU (E5-2699 v4 @2.20GHz with 44 cores
and 56MB L3 cache) with 512GB RAM and a 4TB TOSHIBA MG03ACA4 ATA
HDD running ubuntu 16.10, and were carried out using a single thread except for
colored compacted de Bruijn graph building step using TwoPaCo. For all datasets,
we consider 𝑘 = 31, and the sparse Pufferfish index was constructed with 𝑠 = 9 and
𝑒 = 4.
References and query datasets We performed benchmarking on three different ref-
erence datasets, selected to demonstrate how the different indices scale as the under-
lying reference size and complexity increases. Specifically, we have chosen a com-
mon human transcriptome (GENCODE version 25, 201 MB, having 79,334,030
distinct 𝑘-mers), a recent build of the human genome (GRCh38, 2.9 GB, hav-
ing 2,652,229,049 distinct 𝑘-mers), and an ensemble of > 8000 bacterial genomes
and contigs (18G, having 5,350,807,438 distinct 𝑘-mers) downloaded from RefSeq
(ftp://ftp.ncbi.nlm.nih.gov/genomes/refseq/bacteria/). The human transcrip-
tome represents a small reference sequence (which nonetheless exhibits considerable
complexity due to e.g., alternative splicing), the human genome represents as a
moderate (and very common) size reference, and the collection of bacterial genomes
acts as a large reference set. For the 𝑘-mer query experiments, we search for all the
𝑘-mers from an experimental sequencing dataset associated with each reference. To
query the human transcriptome, we use 𝑘-mers from SRA accession SRR1215997,
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BWA 308 4,439 27,535 0:17:35 0:50:31 0:14:05
Kallisto 3,336 110,464 232,353 0:02:01 0:19:11 0:22:25
pufferfish dense 454 17,684 41,532 0:02:46 0:10:37 0:06:03
pufferfish sparse 341 12,533 30,565 0:08:34 0:22:11 0:08:26
Table 2: The time and memory required to load the index and query all 𝑘-mers in reads
of the input FASTQ files for different datasets.
with 10,683,470 reads, each of length 100 bases. To query the human genome, we
use 𝑘-mers from SRA accession SRR5833294 with 34,129,891 reads, each of length
76 bases. Finally, to query the bacterial genomes, we use 𝑘-mers from SRA accession
SRR5901135 (a sequencing run of E. coli) with 2,314,288 reads of variable length.
Construction time The construction time for various methods depends, as ex-
pected, on the size and complexity of the references being indexed (Table 1). No tool
exhibits faster index construction than all others across all datasets, and the differ-
ence in construction time between the fastest and slowest tools for any given dataset
is less than a factor of 3. All tools perform similarly for the human transcriptome.
For indexing the human genome, BWA is the fastest, followed by Pufferfish and
then Kallisto. For constructing the index on all bacterial genomes, Kallisto finished
most quickly, followed by BWA and then Pufferfish. The time (and memory) bot-
tleneck of index construction for Pufferfish is generally TwoPaCo’s construction of
the colored compacted de Bruijn graph. This is particularly true for the bacterial
genomes dataset where TwoPaCo’s colored compacted de Bruijn graph construction
accounts for ∼ 85% of the total index construction time. This motivates considering
potential improvements to the TwoPaCo algorithm for large collections of genomes
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(as well as considering other tools which may be able to efficiently construct the
required colored compacted de Bruijn graph input for Pufferfish).
Construction memory usage Unlike construction time, the memory required by
the different tools for index construction follows a clear trend; BWA requires the
least memory for index construction, followed by Pufferfish, and Kallisto requires
the most memory. There are also larger differences in the construction memory
requirements than the construction time requirements. For example, to construct
an index on the human genome, Kallisto requires ∼ 34 times more memory than
BWA (and ∼ 5.5 times more memory than Pufferfish). With respect to the current
pipeline used by pufferfish, we see that TwoPaCo is the memory bottleneck for the
human transcriptome and bacterial genomes datasets, while pufferize consumes the
most memory for the human genome. For the bacterial genomes dataset in partic-
ular, TwoPaCo consumes over 3 times as much memory as the next most intensive
step (pufferize) and ∼ 4.8 times as much memory as actually indexing the input
colored compacted de Bruijn graph. We note that TwoPaCo implements a multi-
pass algorithm, which can help control the peak memory requirements in exchange
for performing more passes (and therefore taking longer to finish). However, we did
not thoroughly explore different parameters for TwoPaCo’s Bloom filter size (which




































































(f)Figure 4: Full taxonomy classification evaluation for three tools of Kraken, Clark, and
Pufferfish. In a, b, and c we compare the F-1, spearman correlation, and mean absolute
relative difference (mard) metrics for the results of the three tools over the 10 simulated
read datasets of LC1-8 and HC1,2 without using any filtering options. In the plots in
the second row, we evaluate accuracy of reports after running each tool with their default
filtering option. (which filters out any mapping with less than 20% kmer coverage for
Kraken, 44 nucleotide coverage for Pufferfish and without a “high-confidence” for Clark.)
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5 Applying the Pufferfish index to taxonomic read assignment
In addition to benchmarking index construction and the primitive lookup operations,
we also decided to apply the Pufferfish index to a problem where we thought its
characteristics might be useful. To this end, we implemented a prototype system
for taxonomic read assignment based on Pufferfish and a minor modification of the
kraken algorithm, described in the seminal work of Wood and Salzberg [160].
Specifically, we consider a Pufferfish index built over complete bacterial and ar-
chaeal genomes (this is Kraken’s bacteria database), and we implement a lightweight
mapping algorithm where, for each read, we seek a consistent (i.e. co-linear) chain of
unique maximal exact matches (uni-MEMs [95]). To determine to which node in the
taxonomy a read should be assigned, we adopt Kraken’s basic algorithm with the fol-
lowing modification. Instead of scoring each root-to-leaf path based on the number
of 𝑘-mers shared between the read and the taxa along the path, we consider the union
of all the intervals of the read that are covered by consistent chains of uni-MEMs (i.e.
number of nucleotides covered in the mapping). For example, consider a read 𝑟 that
has uni-MEM matches with respect to the genomes of two species 𝑠1 and 𝑠2, where
the corresponding intervals of the read covered by matches to 𝑠1 are [𝑖, 𝑗] , [𝑖′, 𝑗′] and
with respect to 𝑠2 are [𝑘, ℓ] , [𝑘′, ℓ′] such that the covered intervals on each genome are
consistent (i.e., co-linear and nearby in the reference). In this case, we define the cov-
erage score of the read with respect to 𝑠1 to be 𝑆(𝑟, 𝑠1) = |{𝑖, . . . , 𝑗} ∪ {𝑖′, . . . , 𝑗′}|,
and likewise for 𝑆(𝑟, 𝑠2). Further, let 𝑔 be the parent genus of 𝑠1 and 𝑠2. We
define 𝑆(𝑟, 𝑔) = |{𝑖, . . . , 𝑗} ∪ {𝑖′, . . . , 𝑗′} ∪ {𝑘, . . . , ℓ} ∪ {𝑘′, . . . , ℓ′}|. This process is
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repeated up to the root of the tree such that the score for any given node 𝑛 is deter-
mined by the union of the covered intervals for the subtree rooted at 𝑛. Using this
definition for the score, we then simply adopt Kraken’s algorithm of assigning the
read to the node with the highest-scoring root-to-leaf path (or assigning the read to
the LCA of all such nodes in the case of ties.
The main potential benefit of this approach over the 𝑘-mer-based approach
of kraken is that this notion enforces positional consistency among the substrings
of the read and leaf taxa that are used as evidence of a match. Additionally, this
approach favors greater coverage of the read instead of simply a larger shared 𝑘-mer
count — a notion that we believe is likely to be more indicative of a good alignment
when these measures disagree.
We implemented our prototype tool for taxonomic read assignment and bench-
marked it against both kraken [160] and Clark [119]. We adopt a subset of the
benchmarks, and simulated data (LC1-8, HC1, HC2) considered by McIntyre et al.
[104]. The metrics under which we evaluate the tools are the Spearman correlation,
MARD, and the F1 score. However, rather than considering these metrics at any
specific taxonomic rank, which leads to the problem of how to evaluate false pos-
itives that are assigned at a different rank, we consider these metrics aggregated
over the entire taxonomy. In this full-taxonomy evaluation, we consider the max-
imally specific predictions made by each method. Then, we recursively aggregate
the counts up the taxonomy to higher ranks (such that a parent node receives the
sum of the assigned reads of its children, plus any reads that were assigned directly
to this node). The same aggregation was performed on the true counts.
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This metric provides a single statistical evaluation, over the entire taxonomic
tree, that prefers reads mapped (1) along the correct root-to-leaf path and (2) closer
along this path to the true node of origin compared to assignments that are either
on the wrong path entirely, or further from the true node of origin. In addition
to this comprehensive measure, we provide further collection of different accuracy
metrics on this data.
We evaluate the output of these tools in both their unfiltered modes (which
assign any read with a single 𝑘-mer/ uni-MEM match between the query and ref-
erence) and using their default filtering criteria (where some score or confidence
threshold must be attained before a read can be assigned to a taxon. The results
depicted in Fig. 4 show that Pufferfish provides the best estimates under all met-
rics, followed by Clark in unfiltered mode and by kraken in filtered mode. We also
consider the time and memory required by these tools to perform taxonomic read
assignment on a real experimental dataset consisting of ∼ 100𝑀 reads.
6 Discussion & Conclusion
In this paper we proposed a new efficient data structure for indexing compacted col-
ored de Bruijn graphs, and implement this data structure in a tool called Pufferfish.
We showed how Pufferfish can achieve a balance between time and space resources.
By building upon a MPHF [93], we provide practically fast 𝑘-mer lookup, and by
carefully organizing our data structure and making use of succinct representations
where applicable, we greatly reduce the space compared to traditional hashing-based
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implementations. The main components of the data structures are a minimum per-
fect hash function (MPHF) built on 𝑘-mers, the concatenated unipath array from
which the 𝑘-mers are sampled, a bit vector that marks the boundary of unitigs
in the concatenated array, a vector containing the offset position for the 𝑘-mers,
and a unipath table enumerating the occurrences of each unipath in the reference
sequences.
Moreover, we presented two variants of the Pufferfish data structure; namely,
a dense and a sparse variant. The first is optimized for fast queries and the second
provides the user with the ability to trade off space for speed in a fine-grained man-
ner. In the sparse index, we only keep offset positions for a subset of 𝑘-mers. To
query a 𝑘-mer whose position is not sampled, the sparse representation is aided with
a few auxiliary data structures of much smaller size. Since the largest component
of the index is the position vector, adopting this sparse representation significantly
reduces the required memory and disk space. Our analyses suggest that Pufferfish
(dense) achieves similar speed to existing hash-based approaches, while greatly re-
ducing the memory and disk space required for indexing, and that Pufferfish (sparse)
reduces the required space even further, while still providing fast query capabilities.
We consider indexing and querying on both small (human transcriptome) and large
(> 8000 bacterial genomes) reference datasets. Pufferfish strikes a desirable bal-
ance between speed and space usage, and allows for fast search on large reference
sequences, using moderate memory resources.
Finally, we demonstrate the application of Pufferfish to the problem of tax-
onomic read assignment. We show that, using essentially the same algorithm as
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kraken, Pufferfish can enable faster and more accurate taxonomic read assignment
while using less memory. The accuracy benefit mostly results from replacing the
𝑘-mer-centric scoring of reads to taxa with a score based on the coverage of reads by
taxa under consistent chains of uni-MEMs. This scoring scheme enforces positional
consistency, and is enabled by the Pufferfish index. It more closely approximates a
natural intuition of what it means for a read to match a taxon well, but can still be
computed very efficiently.
Having built an index for a reference genome, transcriptome, or metagenome
using Pufferfish, the immediate future work consists of implementing more relevant
applications based on this index. Many of these applications fall into the categories
of problems that need mapping or alignment as their initial step. In our prototype
taxonomic read assignment system, we have already implemented a basic mapping
procedure, and this could easily be extended into a selective-alignment-style algo-
rithm [140] to provide true edit distances or edit scripts. An aligner based around
the Pufferfish index could be used to quickly align against collections of transcripts
and genomes, and this could be useful in downstream tasks, such as contaminant
detection, metagenomic abundance estimation (related to but distinct from taxo-
nomic read assignment), etc. Finally, we believe that having a single graph against
which we can align reads that is capable of representing many sequences simultane-
ously will admit an efficient approach for the joint alignment of RNA-seq reads to
both the genome and the transcriptome. We can construct a de Bruijn graph that
contains both the reference genome as well as the annotated transcript sequences.
Reads which are then well-explained by annotated transcripts can be aligned effi-
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ciently and accurately, while the genomic sequence can simultaneously be searched
for evidence of new splice junctions; potentially improving both the efficiency and
accuracy of existing RNA-seq alignment methods. We expect the memory efficiency
of Pufferfish will be beneficial in working with larger collections of genomic, tran-
scriptomic, and metagenomic datasets.
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Chapter 3: Puffaligner: A Fast, Efficient, and Accurate Aligner Based
on the Pufferfish Index∗
1 Introduction
Since its introduction, next generation sequencing (NGS) has been widely used as
a low-cost and accessible technology to produce high-throughput sequencing reads
for many important biological assays. The sequencing data that is generated in the
form of short reads, drawn from longer molecular fragments, and finding the optimal
alignments of these short reads to some reference is a necessary first step for many
downstream biological analyses. The process of finding the segment on the reference
that is most similar to the query read, and therefore most likely to be the source
of the fragment from which the read was drawn, is known as read mapping or read
alignment.
The main goal in read alignment is to find alignments of contiguous sub-string
of the underlying reference that yields a minimum edit distance (or maximum align-
ment score) between the read and the reference sequence at the alignment position.
If the reads are paired-end, characteristics other than the alignment score can be
used to filter spurious alignment locations, such as orientation of each end of the
∗A joint work with Mohsen Zakeri
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alignment pair (forward or reverse) or distance between the alignments correspond-
ing to reads that are ends of the same fragment.
Short-read aligners are a major workhorse of modern genomics. Given the
importance of the alignment problem, a tremendous number of different tools have
been developed to tackle this problem. Some widely used examples are BWA [86],
Bowtie2 [78], Hisat2 [73, 75] and STAR [40]. Existing alignment tools use a variety
of indexing methods. Some tools, such as BWA, Bowtie2, and STAR use a full-text
index over the reference sequences; BWA and Bowtie2 use variants of the FM-index,
while STAR uses a suffix array.
A popular alternative approach to full-text indices is to instead, index sub-
strings of length 𝑘 (𝑘-mers) from the reference sequence. Trading off index size for
potential sensitivity, such indices can either index all of the 𝑘-mers present in the
underlying reference, or some uniform or intelligently-chosen sampling of 𝑘-mers.
There are a large variety of 𝑘-mer-based aligners, including tools like the Subread
aligner [90], SHRiMP2 [37], mrfast [3], and mrsfast [58]. To reduce the index
size, one can choose to select specific 𝑘-mers based on a winnowing (or minimizer)
scheme. This approach has been particularly common in tools designed for long-read
sequence alignment like mashmap [71] and minimap2 [85].
Recently, a set of new indices for storing 𝑘-mers have been proposed based
on graphs, specifically de Bruijn graphs (dBg). A de Bruijn graph is a graph over
a set of distinct 𝑘-mers where each edge connects two neighboring 𝑘-mers that
appear consequently in a reference sequence and therefore, overlap on “𝑘−1” bases.
Kallisto [23], deBGA [94], BGreat [91], BrownieAligner [61], and Pufferfish [7] are
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some tools which use an index constructed over the de Bruijn graph built from the
reference sequences. Cortex [67], Vari [111], rainbowfish [5], and mantis [123] are
also tools that use a colored compacted de Bruijn graph for building their index over
a set of raw experiments. All these approaches cover a wide range of the possible
design space, and different design decisions yield different performance tradeoffs.
Generally, the fastest aligners (like STAR) have very large memory require-
ments for indexing, and make some sacrifices in sensitivity to obtain their speed.
On the other hand, the most sensitive aligners (like Bowtie2) have very moderate
memory requirements, but obtain their sensitivity at the cost of very high runtime.
Maintaining the balance between time and memory is especially more critical while
aligning to a large set of references, like a large collection of microbial and viral
genomes which may be used as an index in microbiome or metagenomic studies. As
both the collection of reference genomes and the amount of sequencing data growth
quickly, it is import for alignment tools to achieve a time-space balance without
loosing sensitivity.
Based on the compact Pufferfish [7] index, we introduce a new aligner PuffAligner,
that we believe strikes an interesting and useful balance in this design space. PuffAligner
is designed to be a highly-sensitive alignment tool while, simultaneously, placing a
premium on computational overhead. By using the colored compacted de Bruijn
graph to factor out repeated sub-sequences in the reference, it is able to leverage
the speed and cache friendliness of hash-table based aligners while still controlling
the growth in the size of the index; especially in the context of redundant reference
sequences. By carefully exploring the alignment challenges that arise in different
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assays, including single-organism DNA-seq, RNA-seq alignment to the transcrip-
tome, and metagenomic sequencing, we have engineered a versatile tool that strikes
desirable balance between accuracy, memory requirements and speed. We compare
PuffAligner to some other popular aligners and show how it navigates these different
tradeoffs.
2 Method
PuffAligner is an aligner on top of the Pufferfish index. Pufferfish is a space-efficient
and fast index for the colored compacted de Bruijn graph (ccdBg). A colored com-
pacted de Bruijn graph is defined as a graph where its vertices are the results
of compacting the nodes (𝑘-mers) in every non-branching path of the de Bruijn
graph into a single node. The nodes in the colored compacted de Bruijn graph
are called “unitig”s. Now, each unitig which contains all the 𝑘-mers in a longest
monochromatic non-branching path in the de Bruijn graph can be mapped to a list
of <reference ID, position, orientation> tuples. The output of Pufferfish index for a
query sequence of length 𝑘 (𝑘-mer) is a list of raw hits or exact matches indicating
the positions where each 𝑘-mer shows up in the underlying de Bruijn graph. This
output is retrieved with one level of indirection for first finding the unitig contain-
ing the 𝑘-mer and then listing all the associated tuples. In PuffAligner, starting
from these raw hits, we end up reporting a base-to-base alignment for each query
to the reference sequences throughout a number of steps. Then, each raw hit is
extended until reaching the end of the unitig or a mismatch happens. The exact
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matches to the unitigs, called uni-MEMs, are then projected to the positions on the
references associated to that unitig. Then, on each reference, the chains of exact
matches with the highest coverage are selected. In the case of paired-end reads, the
chains of the left and right ends are paired with respect to their distance, orienta-
tion, etc. Finally, rather than fully aligning each query sequence to the anchored
position on the reference, only the sub-sequences from the query that are not part of
the uni-MEMs (exact matches) are aligned to the reference, we call this procedure
the between-MEM alignment. Each of these steps are explained in details in the
following sections.
2.1 Exact matching in the Pufferfish index
Pufferfish index provides PuffAligner an efficient method for looking up 𝑘-mers
within a list of references. Therefore, for each 𝑘-mer, all the references it appears in
(with positions and orientations of the 𝑘-mer on that reference) are discovered very
rapidly. Specifically, the core component of the index consist of (1) a minimal perfect
hash function (MPHF), (2) a unitig sequence vector, (3) a unitig-to-reference table,
and (4) a vector storing the position associated with each 𝑘-mer in the unitig se-
quence vector. The unitig sequence vector contains all the unitigs in the ccdBg. The
Pufferfish index admits efficient exact search for 𝑘-mers, as well as longer matches
that are unique in both the query string and colored compacted de Bruijn graph.
These matches, called uni-MEM, were originally defined in deBGA [94]. A uni-MEM
is a Maximal Extended Match (MEM) between the query sequence and a unitig.
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Using the combination of the MPHF and the position vector, a 𝑘-mer is mapped to
a unitig in the unitig sequence vector. The 𝑘-mer is then extended to a uni-MEM.
Each uni-MEM can appear in different references. A MEM is then defined as a
uni-MEM combined with a specific tuples of <reference, position, orientation>. A
uni-MEM extension is terminated upon meeting any of these three conditions: (1)
reaching a mismatch between the query and reference sequence (as the result of
sequencing error or genomic variation), (2) reaching the end of the query, or (3)
reaching the end of the unitig.
uni-MEM collection: The first step in read alignment is to collect exact matches
shared between the query (single end or paired end reads) and the reference. In
PuffAligner, this is accomplished by collecting the set of uni-MEMs that co-occur
between the query and reference. PuffAligner starts processing the read from the
left-end and looks up each 𝑘-mer that is encountered until a match to the index
is found. Once a match is discovered, it is extended in both directions until a
mismatch is encountered, or the end of the query or the unitig is reached. This
process results in a uni-MEM match shared between the query and reference. If the
uni-MEM extension is not terminated as a result of reaching the end of the query,
then,the same procedure is repeated for the next 𝑘-mer on the read. This process
continues until either the uni-MEM extension terminates because the end of the
query is reached, or the last 𝑘-mer of the query is searched in the index. Here, we
recall an important property of uni-MEM extension that is different from e.g. MEM
extension or maximum mappable prefix (MMP) extension [40]; due to the definition
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of the ccdBg, it is guaranteed that any 𝑘-mer appearing within a uni-MEM cannot
appear in any other contig in the ccdBg. Thus, extending 𝑘-mers to maximal uni-
MEMs is, in some sense, safe with respect to greedy extension, as such extension will
never cause missing a 𝑘-mer that would lead to another distinct uni-MEM shared
between the query and reference.
Filtering highly-repetitive uni-MEMs: In order to avoid expending a lot of compu-
tation on performing the subsequent steps on parts of the read mapping to highly-
repeated regions of the reference, any uni-MEM that appears in more than a user-
defined number of times in the reference is discarded. In this manuscript, we use the
threshold of 1000. This filter has a strong impact on the performance, since, even
if one 𝑘-mer from the read maps to a highly-repetitive region of the reference, the
following expensive steps of the alignment procedure should be performed for every
mapping position of the uni-MEM to find the right alignment for the read, while the
less repetitive uni-MEMs also map to the true origin of the read on the reference
too. The drawback of this filter is that for a very small fraction of the reads which
are truly originating from a highly-repetitive region, all of the matched uni-MEMs
will be filtered out and no 𝑘-mer hit remains for aligning the read. However, we
find that in the case of aligning paired-end reads, usually one end of the read maps
to a non-repetitive region, then, the alignment of the other end can be recovered
using orphan recovery (explained in Section 2.4). Furthermore, using the option
–allowHighMultiMappers, mitigates the effect of this filter by a very slight impact
on the performance.
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uni-MEM compaction: For paired-end reads, PuffAligner aligns each end the read
pairs individually. For each end, all the uni-MEMs are sorted on the basis of their
positions on the reference. Consecutive uni-MEMs with no gap (both on the ref-
erence and the read) are merged into larger MEMs. The compactable uni-MEMs
are resulted from terminating the extension process due to reaching the end of a
unitig, therefore, jumping to a new uni-MEM starting from the first base of another
unitig for matching the rest of the query. Such consecutive uni-MEMs can be safely
compacted to form longer MEMs that will be used later in the MEM chaining algo-
rithm. After the compaction of uni-MEMs, there is a list of MEMs which are shared
sequences between the query and a set of reference positions, that are sorted based
on the reference positions.
2.2 Finding promising MEM chains
As shown in figure 5, having all the MEMs (maximal perfect matches) from a read
to each target reference, the goal of this step is to find promising chains of MEMs
that cover the most unique bases in the read and can potentially lead to a high
quality alignment. To do so, we adopt the dynamic programming approach used in
minimap2 [85] for finding co-linear chains of MEMs that are likely candidates to
support high-scoring read alignments. As mentioned in minimap2, all the MEMs
from a read 𝑟 to the reference 𝑡, are sorted by the ending position of the MEMs
on the reference. Then, this algorithm computes a coverage score for each set of
MEMs based on the number of unique covered bases in the read, the coverage score
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is also penalized by the length of the gaps, both in the read and reference sequence,
between each two consecutive MEMs. Then, the set of the chains which yields the
highest coverage from the read 𝑟 to the reference 𝑡 are selected through a dynamic
programming approach.
left read right read
reference
m1 m2 m3 m4 m5
Chaining the mems on each end 
- right chains: "m4" and "m5"
one pair: (m1-m2,m4)
- left chains: "m1-m2"
Joining left and right chains Between-Mem alignment 
left read right read
reference
Figure 5: This figure shows the main steps of chaining and between-MEM alignment in the
PuffAligner procedure via an example. In this example, m1, m2 and m3 are the projected
MEMs from the left end of the read to the reference and m4 and m5 are the projected
MEMs from the right end of the read. In the first step, the chaining algorithm chooses
the best chain of MEMs that provide the highest coverage score for each end of the read,
that is the m1-m2 chain for the left end and two single MEM chain for the right end.
Then, the selected chains from each end are joined together to find the concordant pairs
of chains, that is the (m1-m2, m4) pair for this read as m5 is too far from m1-m2. Then,
the chain from each end will go through to the next step, between-MEM alignment. For
the green areas (MEMs) no alignment is recalculated as they are exact matches. Only the
un-matched blue parts of the chains (those nucleotides not occurring within a MEM) are
aligned using a modified version of KSW2.
In puffaligner, if the distance between two MEMs, 𝑚1 and 𝑚2, on the read
and the reference is 𝑑𝑟 and 𝑑𝑡 respectively, these two MEMs should not be chained
together if |𝑑𝑟 − 𝑑𝑡| > 𝐶, where 𝐶 is the maximum allowed splice gap. So, the
penalization term, the 𝛽 value in [85], in the coverage score computation is modified
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accordingly to prevent pairing of such MEMs.
Also, unlike what is done in minimap2 [85], rather than considering together
the MEMs that are discovered on both ends of a paired-end read, we consider the
chaining and chain filtering for each end of the read separately. This is done in order
to make it easier to enforce the orientation consistency of the individual chains.
Specifically, the chaining algorithm that is presented in [85] introduces a transition
in the recursion that can be used to switch between the MEMs that are part of one
read and those that are part of the other. However, such switching makes it difficult
to enforce the orientation consistency of the chains that are being built for each end
of the read. A solution one can propose is to add another dimension to the dynamic
programming table, encoding if one has switched from the MEMs of one read end to
the other, the recurrence can be modified to allow only one switch from the one read
end to the other, and to retain orientation consistency. However, we found that, in
practice, simply chaining the read ends separately led to better performance.
Finally, we also adopt the heuristic proposed by [85] when calculating the
highest scoring chains. That is, when a MEM is added to the end of an existing
chain, it is unlikely that a higher score for a chain containing this MEM will be
obtained by adding it to a preceding chain. Thus, we consider only a small fixed
number of rounds (by default 2) of preceding chains once we have found the first
chain to which we can add the current MEM.
The chaining algorithm described above finds the best chains of MEMs shared
between the read 𝑟 and the reference 𝑡 in orientation 𝑜. A chain is accepted if its
coverage score is greater than a configurable fraction, which we call the consensus-
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Fraction, times the maximum coverage score found for the read 𝑟 to any reference.
Throughout all the experiments in this manuscript the consensusFraction is set to
0.65. If a chain passes the consensus fraction threshold, we call it a valid chain.
Additionally, rather than keeping all valid chains, we also filter highly-suboptimal
chains with respect to the highest scoring chain per reference. All valid chains
shared between 𝑟 and 𝑡 are sorted by their coverage scores, and chains having scores
within 10 percent of the highest scoring chain for reference 𝑡 are selected as poten-
tial mappings of the read 𝑟 to the reference 𝑡. While these filters are essential for
improving the throughput of the algorithm in finding the right alignment, they are
carefully selected to have very little effect on the sensitivity of PuffAligner. For all
the experiments in this manuscript, the same default settings of these parameters
are used if not mentioned otherwise.
2.3 Computing base-to-base alignments between MEMs
After finding the high-scoring MEM chains for each reference sequence, a base-to-
base alignment of the read to each of the candidate reference sequences is computed.
Each selected chain implies a position on the reference sequence where the read might
exhibit a high quality alignment. Thus, we can attempt to compute an optimal
alignment of the read to the reference at this implied position, potentially allowing
a small bit of padding on each side of the read. This approach utilizes the positional
information provided by the MEM chains. However, the starting position of the
alignments is not the only piece of information embedded in the chains. Rather
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each chain of MEMs consists of sub-sequences of the read (of size at least 𝑘) which
match exactly to the reference. While the optimal alignment of the read to the
reference at the position being considered is not guaranteed to contain these exact
matches as alignments of the corresponding substrings, this is almost always the
case.
In PuffAligner, we aim to exploit the information from the long matches to
accelerate the computation of the alignments. In fact, since only chains with the
relatively high coverage score are selected, a large portion of the read sequences
are typically already matched to the positions in the reference with which they will
be matched in the final optimal alignment. For instance, in Fig. 5, for the final
chains selected on the reference sequence, it is already known for the light blue,
dark blue and green sub-sequences on the left end of the read precisely where they
should align to the reference. Likewise for the yellow and purple sub-sequences on
the right read. The unmapped regions of the reads are either bordered by the exact
matches on both reference and read, or they occur at the either ends of the read
sequence. PuffAligner skips aligning the whole read sequence by considering the
exact matches of the MEMs to be part of the alignment solution. As a result, it
is only required to compute the alignment of the small unmapped regions, which
reduces the computation burden of the alignments.
When applying such an approach, two different types of alignment problems
are introduced, which we call bounded sub-sequence alignment and ending sub-
sequences. For bounded sub-sequence alignment, we need to globally align some
interval 𝑖𝑟 of the read to an interval 𝑖𝑡 of the reference. If 𝑖𝑟 and 𝑖𝑡 are of different
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lengths, the alignment solution will necessarily include insertions or deletions. If
𝑖𝑟 and 𝑖𝑡 are of the same length, then the optimal global alignment between them
may or may not include indels. For each such bounded sub-sequence alignment,
we determine the optimal alignment of 𝑖𝑟 to 𝑖𝑡 by computing a global pair-wise
alignment between the intervals, and stitching the resulting alignment together with
the exact matches that bound these regions.
Gaps at the beginning or the end of the read are symmetric cases, and so we
describe, without loss of generality, the case where there is an unaligned interval of
the read after the last MEM shared between the read and the reference. In this case,
we need to solve the ending sub-sequence alignment problem. Here, the unaligned
interval of the read consists of the substring spanning from the last nucleotide of
the terminal MEM in the chain, up through the last nucleotide of the read. There
is not a clearly-defined interval on the reference sequence. While the left end of the
relevant reference interval is defined by the last reference nucleotide that is part of
the bounding MEM, the right end of the reference interval should be determined by
actually solving an extension or “end-free” alignment problem. We address this by
performing extension alignment of the unaligned interval of the read to an interval
of the reference that begins on the reference at the end of the terminal MEM,
and extends for the length of the unaligned query interval plus the length of some
problem-dependent buffer (which is determined by the maximum length different
between the read and reference intervals that would still admit an alignment within
the acceptable score threshold).
An example of both of these cases is displayed in Figure 5. Specifically, align-
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ment of the read could be obtained by only solving two smaller alignment problems;
one is the ending sub-sequence alignment of the unmapped region after the green
MEM on the left read and the other is the bounded sub-sequence alignment of region
on the right read bordered by the yellow and purple MEMs.
PuffAligner uses KSW2 [85, 154] for computing the alignments of the gaps
between the MEMs. KSW2 exposes a number of alignment modes such as global
and extension alignments. For aligning the bounded regions, KSW2 alignment in
the global mode is performed, and for the gaps at the beginning or end of reads,
PuffAligner uses the extension mode to find the best possible alignment of that
region. PuffAligner, by default, uses a match score of 2 and mismatch penalty of 4.
For indels, PuffAligner uses an affine gap scoring schema with gap open penalty of 5
and gap extension penalty of 3. In PuffAligner, after computing the alignment score
for each read, only the alignments with a score higher than 𝜏 times the maximum
possible score for the read are reported. The value of 𝜏 is controlled by the option
–minScoreFraction, which is set to 0.65 by default.
2.3.1 Enhancing alignment computation
Although, by only aligning the read’s sub-sequences that are not included in the
MEMs, the size of alignment problems being solved in PuffAligner are often much
shorter than the length of the read, we also incorporate a number of other techniques
to improve the performance of the alignment calculation even further. We describe
the most important of these below:
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• Skipping alignment calculation by recognizing perfect chains and
alignment caching: It is possible to avoid the alignment computation com-
pletely in a considerable number of cases. In fact, it has been explored in pre-
vious work [141] that the alignment calculation step can be completely skipped
if the set of exact matches for each chain covers the whole read. PuffAligner
skips alignment for cases where the coverage score of chains of MEMs is the
length of the read, and assigns a total matched CIGAR string for that align-
ment. Alignment computation of a read might be also skipped if the same
alignment problem has been already detected and computed for this read. For
example, in the case of RNA seq data, reads often map to the same exons on
different transcripts. In such cases, each alignment solution for a read is stored
in a cache (a hash table) so that if the same alignment problem is detected, the
solution can be directly retrieved from the cache, and no further computation
is required (see supplementary Table 7).
• Early stopping of the alignment computation when a valid score
cannot be achieved: While care is taken to produce only high-scoring chains
between the read and reference, it is nonetheless the case that the majority
of the chains do not lead to an alignment of acceptable quality. Since the
minimum acceptable alignment score is immediately known based on 𝜏 and the
length of the read, the base-to-base alignment calculation can be terminated
at any point where it becomes apparent that the minimum required alignment
score cannot be obtained. This approach can be applied both during the
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KSW2 alignment calculation, and also after the alignment calculation of each
gap is completed. During this procedure, for each base at position 𝑖, starting
from 1 on the read of length 𝑛, if the best alignment score 𝑝 up to the 𝑖-th
position is 𝑠𝑖, we can calculate the maximum possible alignment score, 𝑠𝑚𝑎𝑥,
that might be achieved starting at this location given the current alignment
score by:
𝑠𝑚𝑎𝑥 = 𝑠𝑖 + 𝑀𝑆 * (𝑛− 𝑠𝑖), (3.1)
where 𝑀𝑆 is the score assigned to each match. If 𝑀𝑆 is smaller than minimum
required score for accepting the alignment, the alignment calculation can be
immediately terminated, since it is already known that this anchor is not going
to yield a valid alignment for this read.
• Maximum allowed gap length: KSW2 is able to perform banded align-
ment to make alignment calculation more efficient. By calculating the maxi-
mum number of gaps (insertions or deletions) allowed in each sub-alignment
probem, in a way that the total alignment score does not drop below the ac-
cepted threshold, we utilize the banded alignment in KSW2 without losing
any sensitivity.
2.4 Joining mappings for read ends and orphan recovery
Finally, once alignments have been computed for the individual ends of a read,
they must be paired together to produce valid alignments for the entire fragment.
At this point in the process, on each reference sequence, there are a number of
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locations where the left end of each read or the right end of each read or both
map. For the purpose of determining which mappings will be reported as a valid
pair, the mappings are joined together only if they occur on opposite strands of the
reference, and if they are within a maximum allowed fragment length. There are
two different types of paired-end alignments that can be reported by PuffAligner;
concordant and discordant. If PuffAligner is disallowed from reporting discordant
alignments, then the mapping orientation of the left and right end should agree
with the library preparation protocols of the reads. PuffAligner first tries to find
concordant mapping pairs on a reference sequence, and if no concordant mapping
is discovered and the tool is being run in a mode where discordant mappings are
allowed, then PuffAligner reports pairs that map discordantly. Here, discordant
pairs may be pairs that do not, for example, obey the requirement of originating
from opposite strands. While this is not expected to happen frequently, it may
occur if there has been an inversion in the sequenced genome with respect to the
reference.
Orphan recovery: If there is no valid paired-end alignment for a fragment (either
concordant or discordant, if the latter is allowed), then PuffAligner will attempt to
perform orphan recovery. The term “orphan” refers to one end of paired-end read
that is confidently aligned to some genomic position, but for which the other read
end is not aligned nearby (and paired). To perform orphan recovery, PuffAligner
examines the reference sequence downstream of the mapped read (or upstream if
the mapped read is aligned to the reverse complement strand) and directly performs
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dynamic programming to look for a valid mapping of the unmapped read end. For
this purpose, we use the “fitting” alignment functionality of edlib [151] to perform
a simple 0/1 edit-distance based alignment that will subsequently be re-scored by
KSW2. Finally, if, after attempting orphan recovery, there is still no valid paired-
end mapping for the fragment, then orphan alignments are reported by PuffAligner
(unless the “–noOrphans” flag is passed).
3 Evaluation
For measuring the performance of PuffAligner and comparing it to other aligners,
we have designed a series of experiments using both simulated and experimental
data from different sequencing assays. We compare PuffAligner with Bowtie2 [78],
STAR [40] and deBGA [94]. Bowtie2 is a popular, sensitive and accurate aligner
with the benefit of having very modest memory requirements. STAR requires a much
larger amount of memory, but is much faster than Bowtie2 and can also perform
“spliced alignment" against a reference (which PuffAligner, Bowtie2, and deBGA
currently do not allow). deBGA, is most-related tool to PuffAligner conceptually,
as it is an aligner with a colored compacted de Bruijn graph-based index that is
focused on exploiting redundancy in the reference sequence.
We use different metrics to assess both the performance and accuracy of each
method on a variety of types of sequencing samples. These experiments are designed
to cover a variety of different use-cases for an aligner, spanning the gamut from
situations where most alignments are expected to be unique (DNA-seq), to situations
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where each fragment is expected to align to many loci with similar quality (RNA-
seq and metagenomic sequencing), and spanning the range of index sizes from small
transcriptomes to large collections of genomes.
First, we show PuffAligner’s exhibits similar accuracy for aligning DNA-seq
reads to Bowtie2, but it is considerably faster. In the case of experimental reads,
since the true origin of the read is unknown, we use measures such as mapping
rate and concordance of alignments to compare the methods. Furthermore, we
evaluate the accuracy of aligners by aligning simulated DNA-seq reads that include
variation (single-nucleotide variants and small indels with respect to the reference).
For aligning RNA-seq reads, we compare the impact of alignments produced by
each aligner on downstream analysis such as abundance estimatation. Finally, we
show PuffAligner is very efficient for aligning metagenomic samples where there is a
high degree of shared sequence among the reference genomes being indexed. We also
illustrate that using alignments produced by PuffAligner yields the highest accuracy
for abundance estimation of metagenomic samples.
3.1 Configurations of aligners in the experiments
The performance of each tool is impacted by the different alignment scoring schemes
they use, e.g. different penalties for mismatches, and indels. To enable a fair
comparison, we attempted to configure the tools so as to minimize divergences
that simply result from differences in the scoring schemes. For the experiments in
this paper, we use Bowtie2 in a near-default configuration (though ignoring quality
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values), and attempt to configure the other tools, as best as possible, to operate in
a similar manner.
The deBGA scoring scheme is not configurable, so we use this aligner in the
default mode (unfortunately, the inability to disable local alignment and forcing just
computation of end-to-end alignments in deBGA makes certain comparisons partic-
ularly difficult). For PuffAligner we use a scheme as close to Bowtie2 as possible.
The maximum possible score for a valid alignment in Bowtie2 is 0 (in end-to-end
mode) and each mismatch or gap subtracts from this score. Bowtie2 uses an affine
gap penalty scoring scheme, where opening and extending a gap (insertion or dele-
tion) have a cost of 5 and 3 respectively. For DNA-seq reads, we configure STAR
to allow as many mismatches as Bowtie2 and PuffAligner by setting the options
“–outFilterMismatchNoverReadLmax 0.12” and “–outFilterMismatchNmax 1000”.
Also, we use the option “–alignIntronMax 1” in STAR to perform non-spliced align-
ments while aligning genomic reads. For RNA-seq reads, STAR has a set of param-
eters which we change in our result evaluations, and which are detailed below in the
relevant sections.
In Bowtie2 we also use the option –gbar 1 to allow gaps anywhere on the
read except within the first nucleotide (as the other tools have no constraints on
where indels may occur). Furthermore, for consistency, we also run Bowtie2 with
the option “–ignore-quals”, since the other tools do not utilize base qualities when
computing alignment scores.
As explained in Section 2.1, for the sake of performance, highly repeated an-
chors (more than a user-defined limit) will be discarded before the alignment phase.
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This threshold is by default equal to 1000 in PuffAligner. We set the threshold
to the same value for STAR and deBGA using options –outFilterMultimapNmax
1000 and -n 1000 respectively. There is no such option exposed directly in Bowtie2.
Since PuffAligner finds end-to-end alignments for the reads, we are also run-
ning other tools in end-to-end mode, which is the default alignment mode in Bowtie2
as well. In STAR we enable this mode using the option –alignEndsType EndToEnd.
In the case of deBGA, although the documentation suggests it is not supposed to
find local alignments by default, the output SAM file contains many reads with rel-
atively long soft clipped ends, so if a read is not aligned end-to-end, deBGA reports
the local alignment for that. We were not able to find any option to force deBGA
to perform end-to-end alignments for all reads, and so we have compared it in the
configuration in which we were able to run it.
For aligning DNA-seq samples, each aligner is configured to report a single
alignment, which is the primary alignment, for each read. Bowtie2 outputs one
alignment per read by default. To replicate this in the other tools, we use the option
–outSAMmultNmax 1 in STAR, -o 1 -x 1 in deBGA, and –primaryAlignment in
PuffAligner.
3.2 Alignment of whole genome sequencing reads
First, we evaluate the performance of PuffAligner with a whole genome sequencing
(WGS) sample from the 1000 Genomes project [32].We downloaded the ERR013103
reads from sample HG00190, which is a low-coverage sample from a Finnish male,
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sequenced in Finland.∗. There are 18, 297, 585 paired-end reads, each of length 108
nucleotides in this sample. Using fastp [27], we remove low quality ends and adapter
sequences from these reads. After trimming, there are 15, 404, 412 reads remaining
in the sample. Indices for each of the tools are built over all DNA chromosomes of
the latest release of the human genome (v33) by gencode† [48].
In this experiment, all aligners are configured report only concordant align-
ments, i.e., only pairs of alignments that are cocordant and within the “maximum
fragment length” shall be reported. The maximum fragment length in all aligners is
set to 1000, using the option –alignMatesGapMax 1000 in STAR, –maxins 1000 in
Bowtie2 and -u 1000 -f 0 in deBGA. The default value for the maximum fragment
length in PuffAligner is set to 1000, the user can cofigure this value by using the
flag –maxFragmentLength. This concordance requirements also prevents Bowtie2,
PuffAligner, and STAR from aligning both ends of a paired end read to the same
strand.
The alignment rate, run-time memory usage and running time for all the
aligners are presented in 3. The reason that deBGA has the highest mapping rate
in 3 compared to other tools is that it is local alignments for the reads that are
not alignable end-to-end under the scoring parameters for the other tools. Bowtie2
and PuffAligner are both able to find end-to-end alignments for about ∼ 95% of
the reads. STAR and PuffAligner are the fastest tools, with STAR being somewhat




than STAR, while requiring less than half as much memory. The memory usage
of Bowtie2 is the smallest, since Bowtie2’s index does not contain a hash table.
However, this comes at the cost of having the longest running time compared to
other methods. Overall, PuffAligner benefits from the fast query of hash based
indices while its run-time memory usage, which is mostly dominated by the size of
the index, is significantly smaller than other hash based aligners. Although deBGA’s
index is based on the de Bruijn graphs, similar to the Pufferfish index, the particular
encoding for it is not as space-efficient as that of Pufferfish.
aligner mapping-rate(%) time (mm:ss) memory (GB)
PuffAligner 95.58 6:14 13.09
deBGA 99.75 10:46 41.04
STAR 93.88 4:29 30.36
Bowtie2 95.44 16:15 3.50
Table 3: The performance of different tools for aligning experimental DNA-seq reads. The
time reports are benchmarked after warming up the system cache so that the influence of
index loading time is mitigated.
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Figure 6: Upset plot showing the agreement of the alignments found by different tools
To look more closely how the mappings between the tools differ, we investi-
gate the agreement of the reads which are mapped by each tool and visualize the
results in an upset plot in Fig. 6 using the UpsetR library [34]. We are only com-
paring the three methods which perform end-to-end alignment in this plot, since
outliers from the local alignments computed by deBGA would otherwise dominate
the plot. The first bar shows that the majority of the reads are mapped by all three
tools.The next largest set represents the reads which are only mapped by Bowtie2
and PuffAligner. All the other sets are much smaller compared to the first two sets.
This fact illustrates that the highest agreement in the aligners is between Bowtie2
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and PuffAligner. Exploring a series of individual reads from the smaller sets in the
upset plot, suggests that some of these differences happen as a result of small differ-
ences in the scoring configuration, while some result from different search hueristics
adopted by the different tools. Supplementary Fig. 11 shows the coherence between
the alignments reported by the tools by also including the exact location to which
the reads are aligned in the reference.
3.3 Alignment of simulated DNA-seq reads in the presence of varia-
tion
To further investigate the accuracy of the aligners, we used simulated DNA-seq
reads.One of the main differences between simulated reads and experimental reads
is that simulated reads are often generated from the same reference sequences to
which they are aligned, with the only differences being due to (simulated) sequencing
error. While (simulated) sequencing error prevents most reads from being exact
substrings of the reference, it actually does not tend to complicate alignment too
much. On the other hand, while dealing with experimental data, the genome of
the individual from which the sample is sequenced might include different types
of variations with respect to the reference genome to which we are aligning [152].
Therefore, it is desirable to introduce variations in the simulated samples, and to
measure the robustness and performance of the different aligners in the presence
of the variation. Mason [64] is able to introduce different kinds of variations to
the reference genome, such as SNVs, small gaps, and also structural variants (SV)
68
such as large indels, inversions, translocations and duplications. We use Mason to
simulate 9 DNA-seq samples with different variation rates ranging from 1𝑒 − 7 to
1𝑒 − 3. Each sample includes 1𝑀 paired-end Illumina reads of 100bp length from



















































(a) The precision of the alignments reported
by each aligner. True positives (TP) are the
compatible reads that are aligned to the orig-
inal location, and the FP set consists of both
the compatible reads aligned to sub-optimal
locations (alignments with larger edit dis-
tance than the alignment to the original lo-
cation) and the non-compatible reads that



















































(b) The ratio of the alignments in the true
SAM file that are recovered by each aligner.
The recall is the result of dividing the num-
ber of TP reads by the total number of com-
patible reads.
Figure 7: Comparing the accuracy of different aligners in the presence of different rates
of variations in the reference genome
For this analysis, we do not restrict the aligners to only report concordant
alignments, since the structural variations in the samples can lead to valid discordant
alignments, such as those on the same strand or with inter-mate distances larger
than the maximum fragment length. To be specific, we do not use the options which
limit Bowtie2 and PuffAligner to report only concordant alignments, in addition,
we use the option “–dovetail” in Bowtie2 to consider dovetail pairs as concordant
pairs.
The alignments reported by deBGA already include discordant pairs and also
∗ftp://ftp.ensembl.org/pub/release-98/fasta/homo_sapiens/dna/
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orphan mappings. Furthermore, To remove any restrictions on the fragment length
in the alignments reported by deBGA, we set the minimum and maximum insert
size, respectively to 0 and the 50000, since setting a larger value resulted in the
tool running into segmentation fault.
To allow dovetail pairs and also larger gaps between the pairs in STAR,
we use the following options: “–alignEndsProtrude 1000000 ConcordantPair”,
“–alignMatesGapMax 1000000”. By default there is not a specific option in STAR
for allowing orphan alignment of paired end reads. Instead, we can increase the num-






For each sample, Mason produces a SAM file which includes the alignment
of the simulated reads to the original, non-variant version of the reference — the
version which was used for building the aligner’s indices in this experiment. Based on
the alignments reported in the truth file, some reads did not have a valid alignment
to the original reference. This was the result of a high rate of variations at some
sequencing sites. We called the set of reads that, according to the truth SAM file,
were aligned to the original reference as compatible reads.
We compared the performance of aligners based upon how well they are able to
align the compatible reads. We computed the precision and recall of the alignments
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reported for these reads as follows. True positives are considered the reads that are
mapped by the aligner to the same location stated by the truth file. Then, recall is
computed by dividing the number of true positives by the number of all compatible
reads. Furthermore, we considered an alignment as a false positive in two different
cases. First, an alignment was considered discordant if the reported alignment had
a large edit distance (larger than 25) for the non-compatible reads. Second, in the
case that an aligner reported an alignment to a location other than the one in the
truth file, it was considered as a false positive if the edit distance of the reported
alignment is greater than the edit distance of the true alignment. Having defined
the set of TP and FP for the alignments, and also having considered the set of all
compatible reads as the set we are trying to recover, we computed precision and
recall for the set of alignments reported by each aligner.
Figure 7 shows the precision and recall of the aligners for different samples.
According to Fig. 7, for lower variation ratios up until 10𝑒− 5, most of the tools are
able to make accurate alignment calls with a high specificity. As the variation ratio
introduced in the sample is increased, all the tools start to have lower precision and
recall. deBGA and STAR perform worse in higher variation samples, as they fail to
recover the true alignment for more reads, while Bowtie2 and PuffAligner are able
to align most of the reads to their true location on the original reference.
These results show that PuffAligner’ accuracy is stable in the face of variation
which makes the tool suitable for datasets that are known to have substantial varia-
tion, such as when aligning reads to microbial genomes where the specific sequenced
strain may not be represented in the reference set.
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3.4 Quantification of RNA-seq reads
Mapping sequencing reads to target transcriptomes is the initial step in many
pipelines for reference-based transcript abundance estimation. While lightweight
mapping approaches [23, 127] greatly speed-up abundance estimation by, in part,
eliding the computation of full alignment between reads and transcripts, there is
evidence that alignments still yield the most accurate abundance estimates by pro-
viding increased sensitivity and avoiding spurious mappings [141, 152]. Thus, the
continued development of efficient methods for producing accurate transcriptome
alignments of RNA-seq reads remains a topic of interest. In this section, we com-
pare the effect of alignments produced by each tool on the accuracy of RNA-seq
abundance estimation.
We generated 9,968,245 paired-end RNA-seq reads using the polyester [49]
read simulator. The reads are generated by the simulate experiment countmat
module in polyester. The input count matrix is calculated based on the estimates
from the Bowtie2-Salmon pipeline on the sample SRR1085674 (where reads are
first aligned with Bowtie2 and then the alignments are quantified using Salmon).
This sample is a collection of paired-end RNA-seq reads sequenced from human
transcriptome using an Illumina HiSeq [98]. The human transcriptome from gencode
release (33) is used to build all the aligners’ indices. Also, for building STAR’s index
in the genome mode, the human genome and the comprehensive gene annotation
(main annotation file) is obtained from the same release of gencode.
As the reads in this experiment are RNA-seq reads sequenced from the hu-
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aligner spearman MARD time (mm:ss) memory (GB)
PuffAligner 0.92 0.05 1:17 2.54
deBGA N/A N/A 5:19 9.96
STAR- transcriptome 0.92 0.05 1:57 8.73
STAR- genome 0.90 0.06 3:30 32.57
Bowtie2 0.92 0.05 32:59 1.15
Table 4: Abundance estimation of simulated RNA-seq reads, computed by Salmon, using
different tools’ alignment outputs. The time and memory are only for the alignment step
of each tool and the time for abundance estimation by Salmon is not considered.
man transcriptome, it is important to account for multi-mapping, as often, a read
might map to multiple transcripts which share the same exon or exon junction. This
property makes the direct evaluation of performance at the level of alignments diffi-
cult. Therefore, a typical approach in evaluating the accuracy of the transcriptomic
alignments is to assess the accuracy of downstream analysis such as abundance esti-
mations by computing the correlation and relative differences of the estimates with
the true abundance of the transcripts. To compare the accuracy of each tool we give
the alignments produced by each aligner, which are in the SAM format, as input to
Salmon to estimate the transcript expressions.
PuffAligner, by default, outputs up to 200 alignments with an alignment score
greater than 0.65 times the best alignment score, i.e., the alignment for the read
in the case that all bases are perfectly matched to the reference. To enable the
multi-mapping to take into account the characteristics of alignment to the tran-
scriptome, Bowtie2 is run with the option -k 200 which lets the tool output up to
200 alignments per read. The value of 200 is adopted from the suggested parameters
for running RSEM [82] with Bowtie2 alignments. We note that running Bowtie2
with this option makes the tool considerably slower than the default mode, as many
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more alignments will be computed and output to the SAM file under this configu-
ration. For both Bowtie2 and PuffAligner, and also for STAR by default, orphan
and discordant mappings are not allowed.
We ran STAR with the ‘ENCODE‘ options, which are recommended in the
STAR manual for RNA-seq reads. STAR is also run in two different modes, one is
by building the STAR index on human genome, while it is also provided a GTF file
for gene annotation. In this mode, STAR performs spliced alignment to the genome,
then projects the alignments onto transcriptomic coordinates. The other mode is
building the STAR index on the human transcriptome directly, which allows STAR
to align the RNA-seq reads directly to the transcripts in an unspliced manner. We
chose to run STAR in the transcriptomic mode as well, since we find that it yields
higher accuracy, though this increases the running time of STAR.
The deBGA index is built on the transcriptome, as are the Bowtie2 and
PuffAligner indices, since these tools do not support spliced read alignment. de-
BGA is run in the with options -o 200 -x 200, which nominally has the same effect
as -k 200 in Bowtie2, according to the documentation of deBGA.
Accuracy of abundance estimation by Salmon, when provided the SAM output
generated by each aligner, is displayed in Table 4. The timing and memory bench-
marks provided in this table is only for the alignment step. Alignments produced by
PuffAligner, Bowtie2 and STAR in the transcriptomic mode produce the best abun-
dance estimates. deBGA’s output alignments are not suitable for any abundance
estimation as many reads are aligned only to the same strand which are later filtered
during the abundance estimation by Salmon, so we could not provide a meaning-
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ful correlations for abundance estimation using deBGA’s alignments. Aligning the
reads by STAR to genome and then projecting to transcriptomic coordinates does
not generate as high correlation as directly aligning the reads to the transcriptome
by STAR. However, we note that, as described by Srivastava et al. [152], there are
numerous reasons to consider alignment to the entire genome that are not necessar-
ily reflected in simulated experiments. While the memory usage by PuffAligner is
only 2 fold larger than memory used by Bowtie2, it computes the alignments much
more quickly.
According to the results in Table 4 PuffAligner is the fastest aligner in these
benchmarks, and the accuracy as high as Bowtie2 and STAR for aligning RNA-seq
reads. Here, PuffAligner leads to the most accurate abundance estimates, while
being 30 times faster than Bowtie2. Moreover, The memory usage is much less than
other fast aligners such as STAR.
3.5 Alignment to a collection of microorganisms — simulated short
reads
To demonstrate the performance and accuracy of PuffAligner for metagenomic sam-
ples, we designed two different experiments. One main property of metagenomic
samples is the high similarity of the reference sequences against which one typically
aligns, where a pair (or more) of references may be more than 90% identical. The
first experiment we designed for this scenario, to specifically evaluate issues related
to this challenge, we call the “single strain” experiment. Additionally, metagenomic
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samples also have the property of containing reads from a variety of genomes, some
of which are not even assembled yet – and hence unknown. This leads to the second
experiment, which we call the “bulk” experiment, that compares the aligners in the
presence of a high variety of species in the sample in addition to the high similarity
of references.
For simplicity and uniformity, all the experiments have been run in the con-
cordant mode for both PuffAligner and Bowtie2 (both of which support such an op-
tion), disallowing orphans and discordant alignments. All aligners are run in three
different confiurations, allowing three specific maximum numbers of alignments per
fragment; 1 (primary output with highest score, breaking ties randomly), 20, and
200. PuffAligner and STAR, as the only tools that support this option, also are
run in the bestStrata mode. In this mode, the aligner outputs all equally-best align-
ments for a read with highest score without the limitation on number of reported
alignments. This option is inspired by the similarly-named option in Bowtie1 [77].
However, unlike Bowtie1, PuffAligner and STAR only make a best-effort attempt
to find the score of the best stratum alignments, and do not guarantee to find the
best stratum (though the cases in which they fail to seem to be exceedingly rare).
This option is especially useful in the metagenomic analyses, as we will report only
the best-score alignments without having an arbitrary limitation on the number of
allowed alignments. This allows proper handling of highly multi-mapping metage-
nomic reads. In other words, using this option, one can achieve a high sensitivity




For this experiment, we download the viral database from NCBI, and choose three
similar coronavirus genomes. This set includes one of the recently-uploaded samples
from Wuhan [12, 162]. We select three very similar viral genomes to simulate reads
from which are: NC_045512.2, NC_004718.3, and NC_014470.1. There are also
a lot of literature discussing the similarity in sequence and behavior for these three
species of coronavirus [157, 159, 167]. The first is the complete genome for severe
acute respiratory syndrome coronavirus 2 isolate Wuhan-Hu-1 known as Covid19
with length of 29, 904 bases. NC_004718.3 is the ID of SARS coronavirus complete
genome (length: 29, 752) and finally, NC_014470.1 is a Bat coronavirus BM48-
31/BGR/2008 complete genome (length: 29, 277).
We use Mason [64] to generate three simulated samples, each sample contains
500, 000 reads only from one of the three viral references we mentioned earlier. Then,
reads were aligned back to the database of viral sequences using each of the four
aligners. The results are shown in table 5 for covid19 and table 10 for the other two
simulations.
As the results show, the alignments of all aligners, except for deBGA, are dis-
tributed only across the three references of interest out of all the reference sequences
in the complete viral database. deBGA reports only a few alignments to a forth
virus. The results show that as we allow more alignments to be reported, sensitivity
increases for all the tools, while specificity decreases, meaning more alignments to
the wrong reference are reported. However, the results do not change when allowing
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more than 20 alignments, which means no more than 20 alignments ever pass the
alignment score threshold for these reads in the viral database.
The results indicate that, when allowing more than one alignment to be re-
ported for every read, Bowtie2 reports a lot of false positive alignments compared
to other tools. These are alignments that are accepted within the alignment score
threshold, but are to another target than the one the read originates from.
Interestingly, there is one read that all tools, except for PuffAligner miss.
Inspecting this alignment reveals it is a valid alignment within the range of the
acceptable scoring threshold, and it is unclear why it is not discovered by the other
tools. Overall, most aligners perform well here, specifically PuffAligner shows a good
balance in sensitivity and specificity. Furthermore, based on the result in figure 8,
section 8a, PuffAligner has the best performance in terms of running time even
when the number of allowed alignments per read increases.
BestStrata Mode As expected, the sensitivity of all tools improve when allowing
more alignments to be reported, since there is a higher chance for all aligners to
report the alignment to the true origin of the read. PuffAligner, however, achieves
the perfect sensitivity even in the primary mode, when it reports one alignment per
read. After increasing the number of reported alignments per read, it still reports
all of the right alignments, while reporting some false positive alignments to other
reference sequences, which hurts its specificity in this case.
This is a small test for multi-mapping cases, but in larger samples, allowing
more alignments usually yields better sensitivity. To control the false positive rate,
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PuffAligner supports the “best strata” option – also available to STAR, which allows
only the alignments with the best calculated score to be reported (as a replacement
for maximum allowed number of alignments). Using this option, PuffAligner can
reach perfect specificity and sensitivity in this experiment 5. The same results are
achieved for the other two simulated single-strain samples shown in the supplemen-
tary table 10. We further demonstrate the postitive impact of this option on the















PuffAligner 500,000 0 0 0
Bowtie2 499,981 18 0 0
STAR 499,999 0 0 0
deBGA 499,991 0 0 9
Up to 20
PuffAligner 500,000 134 46 0
Bowtie2 499,999 21,461 2,311 0
STAR 499,999 0 0 0
deBGA 499,991 0 0 9
Up to 200
PuffAligner 500,000 134 46 0
Bowtie2 499,999 21,461 2,311 0
STAR 499,999 0 0 0
deBGA 499,991 0 0 9
Best strata PuffAligner 500,000 0 0 0STAR 499,999 0 0 0
Table 5: Alignment distribution for 500000 simulated reads from reference sequence
NC_045512.2 (known as covid19). The best specificity is achieved by PuffAligner in
bestStrata mode (as well as the primary mode). In this simulated sample, many align-
ments are not ambiguous, resulting in the good performance observed when using only pri-
mary alignments. However, typically in metagenomic analysis, many equally-good align-
ments exist, and selecting only one is equivalent to making a random choice.
3.5.2 Bulk Experiment
We chose a random set of 4000 complete bacterial genomes downloaded from the
NCBI microbial database and constructed the indices of PuffAligner, Bowtie2,
STAR, and deBGA on the selected genomes. Supplementary Table 8 shows the
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time and memory required for constructing each of the indices, in addition to the
size of the final index on disk. Overall, PuffAligner and Bowtie2 show a pretty
similar trend in time and memory requirements while STAR and deBGA require an
order of magnitude more memory.
For simulating a bulk metagenomic sample, we generated a list of simulated
whole genome sequencing (WGS) reads through the following steps:
• Select a real metagenomic WGS read sample
• Align the reads of the chosen real experiment to the 4000 genomes using
Bowtie2, limiting Bowtie2 to output one alignment per read.
• Choose all the references with count greater than C from the quantification
results. This defines the read distribution profile that we will use to simulate
data.
• For each of the expressed references, use Mason [64], a whole genome sequence
simulator, to simulate 100𝑏𝑝 paired-end reads with counts proportional to the
reported abundance estimates so that total number of reads is greater than a
specified value n. In this step we ran Mason with default options.
• Mix and shuffle all of the simulated reads from each reference into one sample
which is used as the mock metagenomic sample.
We selected three Illumina WGS samples that are publicly available on NCBI.
A soil experiment with accession ID SRR10948222 from a project for finding sub-
biocrust soil microbial communities in the Mojave Desert. The sample has ∼ 27𝑀
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paired-end reads, containing a mixture of genomes from various genera and families.
However, less than 200𝑘 of the reads in the sample were aligned to the strains present
in our database, leading the selection of 98 species from a variety of genera. We
scaled the read counts in the simulation to ∼ 50𝑀 reads. The other two selected
samples are SRR11283975 and SRR11496426 the details of which are explained
in supplementary 9. In this section we only report the performance of the tools on
the first sample. The analysis results for the other samples (which shows similar
relative accuracy and performance for different tools) are provided in 11.
The interpretation of the alignment results is not a trivial task to assess accu-
racy. Because of the large amount of multi-mapping, in some of our experiments,
we configure aligners to report many alignments per read, to increase the chance of
finding the correct alignment in a tradeoff for time. Therefore, to have a practically
useful evaluation that can better hide the noise in the alignment and provide a more
stable set of results, we calculate the accuracy over the estimated abundances using
a quantification tool such as Salmon. In Table 6 the accuracy metrics are calculated
over the abundance estimations obtained over the alignments produced running the
aligners in different modes. The list of metrics for metagenomic expression evalua-
tions have been chosen similar to previous works such as [99] and [134].
The metrics selected are Spearman Correlation, Mean Absolute Relative Differ-
ence (MARD), Mean Absolute Error (MAE), and Mean Squared Log Error (MSLE).
Each indicating different characteristics of the predicted abundance estimations. For
example, lower MARD indicates better distribution of the reads among the refer-




Spearman MARD MAE MSLE
Primary
PuffAligner 0.69 0.028 1.39 0.08
Bowtie2 0.58 0.053 2.91 0.15
STAR 0.727 0.023 1.493 0.05
deBGA 0.28 0.616 656.08 6.53
Up to 20
PuffAligner 0.9 0.006 0.40 0.01
Bowtie2 0.85 0.01 0.22 0.01
STAR 0.929 0.004 0.303 0.00
deBGA 0.28 0.573 637.60 5.65
Up to 200
PuffAligner 0.97 0.002 0.36 0.00
Bowtie2 0.99 0.001 0.19 0.00
STAR 0.929 0.004 0.299 0.00
deBGA 0.28 0.571 637.83 5.55
Best strata PuffAligner 0.97 0.002 0.36 0.00
STAR 0.929 0.004 0.3 0.00
Table 6: Accuracy of abundance estimation with Salmon using alignments reported by
each aligner over different accuracy metrics for the mock sample simulated from a real
sample with accession ID SRR10948222. We have ran all the aligners in three main
modes; allowing only one best alignment with ties broken randomly (Primary), up to 20
alignments reported per read, and up to 200 alignments. PuffAligner and STAR support
a fourth mode that allows reporting all equally best alignments (bestStrata). This option
improves the performance while keeping or even slightly improving the accuracy of the
results.
the distribution of the reads in an absolute way regardless of the difference between
the abundance of the references. In this case, one misclassified read has the same
impact on the MAE metric both for an abundant or low-quantity references. The
mathematical definition of each of these metrics is provided in equation 3.2 in the
supplementary material.
The three main observations in this experiment are as follows. First of all,
regardless of the alignment mode, deBGA reports a vastly underestimated list
of counts (considering valid alignments according to the definition). However,
PuffAligner, STAR and Bowtie2, show very similar behavior with respect to ac-
curacy. STAR is the best in primary mode as well as allowing 20 alignments closely
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followed by PuffAligner while Bowtie2 is the winner allowing up to 200 alignments
again with PuffAligner being the close runner-up. This represents PuffAligner as
a reliable alignment tool showing a stable pattern of being comparable to the best
aligner in all the cases. Moreover, due to the nature of the metagenomic data – the
high amount of ambiguity and multi-mapping – we expect to see improvement in
the accuracy metrics as more alignments are reported per read, because, this leads
to a higher recall. While STAR’s accuracy changes only slightly from 20 alignments
to 200 alignments (only improving MAE) the results for PuffAligner and Bowtie2
improve considerably allowing more alignments per read. However, this higher ac-
curacy comes in the cost of alignment time for Bowtie2. As shown in figure 8,
section 8b, Bowtie2 alignment time increases allowing more alignments per read
while PuffAligner, as a hash-based seed and extend method, exhibits a constant
alignment time regardless of number of alignments being reported per read. The
difference becomes specifically evident while allowing up to 200 alignments per read,
where PuffAligner is 4 times faster than Bowtie2. In addition to all this, in real data,
many of the alignments reported do not necessarily have a high quality and only
appear in the output as one of the 200 alignments for the read. This leads us to
the last but not least observation: the similar accuracy achieved by PuffAligner in
bestStrata mode compared to when allowing up to 200 alignments. In bestStrata
mode, PuffAligner limits the reported alignments to only those with the highest
score for each read, which in the face of no errors covers all the multi-mapped reads
without reporting the sub-optimal alignment as a byproduct. The observations are
pretty similar in the other two simulated samples in the supplementary table 11 this
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time with PuffAligner being the most accurate aligner beating both Bowtie2 and
STAR in different modes for both samples.
Overall, these results along with other similar experiments in supplementary
table 11 indicate that PuffAligner is a highly-sensitive and fast aligner. Specif-
ically PuffAligner is an appropriate choice of interest for metagenomic analysis,
since it is as accurate as well-known aligners like Bowtie2 and STAR with close
memory requirements to Bowtie2, while being much faster.
(a) Time performance for aligning a single
strain sample averaged over all three sam-
ples.
(b) Time performance for aligning a mock
experiment simulated from bulk read sample
SRR10948222.
Figure 8: Time performance of different alignments in the two microbiome experiments.
In 8a, the results are averaged over the three alignment processes for the samples covid19,
sars, and bat2008 each having ∼ 1𝑀 paired-end reads. In 8b the performance shown
is for aligning reads in mock sample simulated from SRR10948222 with 5𝑀 paired-end
reads. As shown in the bulk experiment, the alignment time increases in Bowtie2 asking
for more alignments per read while the other tools show a constant alignment time scaling
over number of reads. The dashed area shows fraction of the time spent purely on aligning
reads where the remaining is possessed by the index loading time. PuffAligner is by far
the fastest tool and yet most of its alignment time is dedicated to loading the index. This
demonstrates the efficiency of the hash-based alignment methodology in PuffAligner which
results its fast alignment time to stand out even more when the index is already loaded
in memory.
3.6 Scalability
Figure 9 represents how the construction time and index size of each tool scales
over different types of sequences from human transcriptome toward 4000 bacterial
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Metric = Construction Memory
(a) Scalability over index disk space and construction memory












Metric = Construction Time
(b) Scalability over construction time
Figure 9: Scalability of different tools over the final index disk space, construction memory,
and construction running time for three different datasets, human transcriptome (gencode
version 33), human genome (GRCh38 primary assembly), and collection of genomes (4000
random bacterial complete genomes). All tools are run with 16 threads.
genomes. The trend shows the effect of database size as well as redundancy and
sequence similarity on the scalability of each of the tools. Tools such as PuffAligner
and deBGA, which build a de Bruijn graph based index on the input sequence,
specifically compress similar sequences into unitigs and are more prune to the se-
quence repetition, as a result, these tools are better scalable for databases with high
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redundancy such as microbiomes. It is of course necessary to mention that Bowtie2
requires a switch from a 32-base structure to a 64-base one as the total count of the
input bases increases which is another reason why the size is growing super-linearly.
It is also worth mentioning that since all the aligners require loading the whole index
in memory at the time of alignment, since PuffAligner’s index is scaling better in
the presence of high similarity between reference sequences compared to Bowtie2,
the runtime memory requirement for PuffAligner gets closer to Bowtie2.
3.7 Why use an aligner when we have a light-weight and fast pipeline
like Kraken2 + Bracken
In this section, we highlight the use case of PuffAligner in the metagenomic world
for the upstream step to analyze real data as an accurate, memory-efficient, and fast
aligner. Specifically, we approach the problem from the perspective of comparing the
correlation of the PuffAligner results, as an aligner, with a 𝑘-mer-based abundance
estimation approach, namely Bracken. For that purpose, we construct an index over
all bacteria, viral, archae, and fungi obtained from NCBI taxonomy database [45]
on May 21, 2020 using both Pufferfish and Kraken2. we run both pipelines of
Kraken2 +Bracken and PuffAligner +Salmon over 34 randomly selected samples
from different categories of metagenomic analyses. Ten of the samples are selected
from non-human projects such as the “metasub project” [33] as well as metagenomic
samples of submarine or soil analyses [100] and the rest are selected from “human
metagenome project (hmp)” [50]. The human samples are chosen from different
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tissue categories of plasma, tongue dorsal, gingiva, vaginal, and fecal. We then
compare the abundance of the reported references through each of the two pipelines
of PuffAligner +Salmon and Kraken2 +Bracken.
We run PuffAligner in two modes; the default mode does not allow any orphan,
discordant, or dovetail alignments, Filters any mapping with minScoreFraction less
than 0.65 of the maximum possible coverage (covering the full read pair) and reports
only alignments with highest score (bestStrata). We also run PuffAligner allowing
orphans, discordant, and dovetail alignments but keeping the rest of the parameters
as default. We use Salmon as a well-known and well-established abundance estima-
tion tool to be able to compare the results with Kraken2 +Bracken reports. It is
important to note that the pipeline, although for now being our proposed pipeline for
metagenomic analysis on short reads, can be improved by incorporating the specific
features of the metagenomic data in abundance estimation step such as the taxon-
omy tree information and marker genes expression. We also run Kraken2 in two
different modes, first the “default” which would allow all reads with even one single
𝑘-mer match to be classified and second with setting the confidence option to 0.65
which would prevent reporting reads that have a confidence lower than 0.65. As per
authors’ definition∗, this number is calculated based on the ratio of unique 𝑘-mers
mapped to a taxa in the taxonomy tree over all the non-ambiguous 𝑘-mers of the
read (𝑘-mers without “N”s). There is not a one to one correspondence between con-
fidence threshold here and the “minScoreFraction” in PuffAligner. However, both of
these options are necessary for providing a more reliable reference abundance report
∗https://github.com/DerrickWood/kraken2/wiki/Manual
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by removing the reads with small evidence showing the initial sign that the read
belongs to the list of indexed references. Filtering orphaned, discordant, or dovetail
reads is a feature only available to the alignment-based procedures and not 𝑘-mer
counting approaches.
Assuming there were no technical errors and no variation across species, if
the read was coming from a subset of references in the index, then there would
be at least one exact match for it. The edit distance and the scoring criteria for
insertion/deletion and mismatch demonstrate the potential technological errors and
the variation across individuals in alignment procedure. That along with a thresh-
old for discarding reads with low alignment scores is the established computational
approach for deciding which alignment to report. The semi-alignment approaches,
break the read into 𝑘-mers and instead of full alignment, look for exact 𝑘-mer
matches, considering the high correlation of this approach and the alignment. This
approach is super fast and memory efficient and provides highly correlated abun-
dances with full alignment. However, we believe that in metagenomic analyses this
approach is not as highly accurate and correlated as transcriptomic and genomic
analyses. The main reason is the variation among genomes goes to its extreme in
metagenomics such that two strains could be 99% similar and yet represent two



























































































































































































































































































































































































































































































































































Figure 10: This plot shows, for each of the 34 samples, the difference in count of assigned
reads between Puffaligner+Salmon pipeline vs Kraken2+Bracken relative to the reported
read count by Puffaligner. The reads are aligned/classified to the Pufferfish/Kraken2
index on the reference sequences of bacteria, viral, archae, and fungi obtained from NCBI.
The first and second row compare the results of different Puffaligner runs. In the first row,
we run Puffalinger with default parameters and in the second row, Puffaligner also reports
orphan, discordant, or dovetail alignments as valid alignments if they pass the alignment
score threshold. As the plot shows, there is no well-defined pattern of behavior between
Kraken as a kmer counting based classifier and Puffaligner as a full aligner.
Considering the alignment-based as the most representative model for vari-
ation and errors in the reads, the plots in figure 10-a show the inefficiency of the
semi-alignment approach to be a simplified version of alignment with consistent be-
havior across individual samples. We run Kraken2 +Bracken pipeline in the two
modes described earlier, with applying the confidence of 0.65 and with no conif-
dence. In figure 10, we compare the effect of this option on the count of accepted
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reads with PuffAligner +Salmon reported read count In contrary, we do not see a
similar pattern in all the samples, with either the threshold making the reported
read counts closer to the alignment pipeline or further from it. It is expected that
the same threshold value in the two pipelines of Kraken2 +Bracken and PuffAligner
+Salmon, do not provide us with the same read set and therefore a different (higher
or lower) threshold might be needed to achieve less read count difference in the
alignment and semi-alignment approaches. On the other hand, we should at least
see a similar relative effect of applying the threshold over all the samples, i.e. the
read count consistently getting closer to the alignment approach or further from it.
The options of orphan, discordant, and dovetail reads, although important, are only
available to the alignment procedures which consider the relationship of the ends in
a paired-end read. That is why we also do the same comparison between the two
modes of Kraken2 with PuffAligner discarding the three filtering options so that
now the only prohibiting option from reporting a read is related to the reads cover-
age. The results are shown in the bottom plot of figure 10. Interestingly, the read
counts reported in both modes of Kraken2 have got further from the PuffAligner
results compared to the plot on top. But the trend of inconsistency in the ratio
of the reads reported by Kraken2 over PuffAligner across samples. We provide the
absolute read count difference in supplementary figure 10. However, it is not possi-
ble to scale the plot so that we can both see the difference for smaller samples and
larger ones. We also look at the top 5 highly reported species for each sample and
their abundance in supplementary figure 13 for Kraken2 +Bracken in two modes
and PuffAligner (default) to see the effect of the pipelines on the list of discovered
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species and their abundances. There we similar highly abundant species in Kraken2
with no confidence value as well as PuffAligner, that are not as abundant in Kraken2
with confidence=0.65 for some samples (Streptococcus gordonii for one of the sub-
way samples) whereas for others applying the confidence threshold puts the results
closer to PuffAligner (e.g. Lactobocillus Crispatus for two vaginal sample). We do
the same analyses at the level of genus in figure 14 and there we observe the same
inconsistency. To summarize, through the experiments in this section, we show that
the semi-alignment approaches can result in different reported abundant references
than alignment approaches per metagenomic sample depending on the quality of
the sample and the technological biases particular to that sample. That is why we
believe, having a sensitive, and highly efficient alignment pipeline in PuffAligner, it
is now a reasonable and required tradeoff of query speed for accuracy to switch from
a semi-aligner pipeline to an aligner one for metagenomic analyses.
4 Discussion & Conclusion
In this paper we introduce PuffAligner, an aligner for short read sequences, suitable
for the contiguous alignment of short-read sequencing data. We demonstrate its
use in aligning single-species DNA-seq reads to the genome, RNA-seq reads to the
transcriptome, and multi-species DNA-seq reads to a metagenomic reference. It is
built on top of the Pufferfish index, which constructs a colored compacted de Bruijn
graph using the input reference sequences. PuffAligner begins read alignment by
collecting maximal exact matches, querying 𝑘-mers from the read in the Puffer-
91
fish index. The aligner then chains together the collected MEMs using a dynamic
programming approach, choosing the chains with the highest coverage as potential
alignment positions for the reads. Finally, PuffAligner is able to efficiently compute
the exact alignments, exploiting the information from long matches in the chains.
We compare the accuracy and efficiency of PuffAligner against two widely
used alignment methods, Bowtie2 and STAR, that perform unspliced and spliced
alignments of reads, respectively. We also compare the results against deBGA, an
aligner that also utilizes an index built over the compacted de Bruijn graph.
We analyze the performance of these tools on both simulated and experimental
DNA and RNA sequencing datasets. The accuracy of PuffAligner is particularly
comparable to Bowtie2, which exhibits both as high sensitivity, and specificity in
terms of read alignment, and generally performing better than STAR and deBGA
(though, unlike STAR, none of these other tools yet support spliced read alignment).
In terms of speed and memory, PuffAligner reaches a tradeoff between the relatively
high memory usage of STAR and deBGA and the slower speed of Bowtie2. Hence,
while the memory requirement is more than that of Bowtie2, the speed gain is
significant, with STAR being the only tested tool that is sometimes faster.
An additional advantage of the Pufferfish index utilized in PuffAligner is that
it can be built on a mixed collection of genomes, transcriptomes, or both. We utilize
this feature of Pufferfish in a specific pipeline for aligning experimental RNA-seq
reads where reads might originate from genomic sequences as well in [152]. The
analysis shows how we can improve the specificity of the alignments by discarding
potentially intronic reads or reads aligning from processed pseudogenes with similar
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sequence to annotated protein coding transcripts. This allows further improving the
accuracy of alignments compared to a highly sensitive tool such as Bowtie2. Further-
more, the use of de Bruijn graphs in the design of the Pufferfish index structure and
the highly accurate and fast alignment procedure of the PuffAligner makes it par-
ticularly useful for indexing and aligning to a highly similar collection of sequences,
potentially making it a powerful approach in metagenomic analyses.
We have provided a proof of concept to this fact in our experimental design
over a collection of bacteria and plan to specifically use PuffAligner for metagenomic
analyses in the future.
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5 Supplementary Material
Table 7: The percentage of aligner engine calls skipped in the alignment calculation
pipeline.
sample Cache Hits Perfect Chains None Alignable Total Skipped
DNA-seq experimental 52.89% 19.01% 0.71% 72.67%
RNA-seq simulated 28.69% 50.80% 0.97% 80.46%
Metagenomic simulated 61.10% 31.33% 0.00 % 92.43%
13516229
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Set Size
Figure 11: Upset plot showing the agreement of the alignments found by different tools
based on the location of the mappings
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Table 8: The construction benchmark and final index size for each of the tools over 4000
selected bacteria
Tool Time (hh:mm) Memory (GB) Index Size (GB)
PuffAligner 01:40 61.30 46
deBGA 04:42 129.40 59
Bowtie2 04:03 50.70 27
STAR 14:50 147.70 134
Table 9: Basic information for samples selected for simulating mock bulk metagenomic
samples.
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Table 10: Alignment Distribution for two samples of 500,000 simulated reads from ref-
erence sequences NC_004718.3 (known as SARS Coronavirus) and NC_014470.1 (Bat


















PuffAligner 0 500,000 0 0
Bowtie2 24 499,975 0 0
STAR 0 499,998 0 0
deBGA 0 499,995 0 5
Up to 20
PuffAligner 116 500,000 486 0
Bowtie2 21,546 499,999 7,205 0
STAR 0 499,998 0 0
deBGA 0 499,995 0 5
Up to 200
PuffAligner 116 500,000 486 0
Bowtie2 21,546 499,999 7,205 0
STAR 0 499,998 0 0
deBGA 0 499,995 0 5
Best strata PuffAligner 0 500,000 0 0STAR 0 499,998 0 0
Bat2008
Primary
PuffAligner 0 0 500,000 0
Bowtie2 0 0 499,999 0
STAR 0 0 499,999 0
deBGA 0 0 499,991 9
Up to 20
PuffAligner 32 494 500,000 0
Bowtie2 2,343 7,127 499,999 0
STAR 0 0 499,999 0
deBGA 0 0 499,991 0
Up to 200
PuffAligner 32 494 500,000 0
Bowtie2 2,343 7,127 499,999 0
STAR 0 0 499,999 0
deBGA 0 0 499,991 9
Best strata PuffAligner 0 0 500,000 0STAR 0 0 499,999 0
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Table 11: Alignment accuracy of the tools over different accuracy metrics for the mock
sample simulated from real samples with accession IDs SRR11283975 and SRR11496426.
Accession ID AlignmentMode Tool





PuffAligner 0.71 0.024 0.43 0.04
Bowtie2 0.615 0.04 0.64 0.07
STAR 0.727 0.02 0.406 0.04
deBGA 0.274 0.521 106.78 3.79
Up to 20
PuffAligner 0.942 0.003 0.07 0.00
Bowtie2 0.909 0.005 0.05 0.00
STAR 0.946 0.003 0.087 0.00
deBGA 0.277 0.489 101.39 3.37
Up to 200
PuffAligner 0.979 0.001 0.07 0
Bowtie2 0.97 0.002 0.04 0.00
STAR 0.951 0.003 0.086 0.00
deBGA 0.278 0.483 100.96 3.29
Best strata PuffAligner 0.979 0.001 0.063 0




PuffAligner 0.568 0.112 32.55 0.95
Bowtie2 0.53 0.14 38.06 1.10
STAR 0.559 0.118 31.823 0.83
deBGA 0.367 0.566 115.88 3.57
Up to 20
PuffAligner 0.789 0.03 7.43 0.24
Bowtie2 0.74 0.042 10.83 0.30
STAR 0.713 0.049 6.939 0.17
deBGA 0.368 0.554 109.29 3.32
Up to 200
PuffAligner 0.865 0.017 5.64 0.11
Bowtie2 0.879 0.015 7.21 0.13
STAR 0.724 0.045 6.496 0.13
deBGA 0.369 0.549 108.99 3.27
Best strata PuffAligner 0.85 0.019 5.571 0.09


























































































































































































































































































































































































































































































































































Figure 12: The difference in count of assigned reads between Puffaligner+Salmon pipeline
vs Kraken2+Bracken reads on 34 samples. Puffaligner is run in the mode that does not



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 13: Heatmap showing 5 most popular species over 28 samples through three pipelines of Kraken2(no con-
fidence)+Bracken, Kraken2(confidence=0.65)+Bracken and default Puffaligner+Salmon. Overall, we observe more
similarity between Puffaligner and Bracken with confidence of 0.65. However, there are cases where applying the
confidence filter to Kraken make the results diverge from Puffaligner pipeline for example “Screptococcus gorbanii”
considered abundant in a subway sample in the first and third heatmap, whereas Kraken2(confidence=0.65) does






































































































































































































































































































































































































































































































































































































































































































































































Figure 14: Heatmap showing 5 most popular genera over 28 samples through three
pipelines of Kraken2(no confidence)+Bracken, Kraken2(confidence=0.65)+Bracken and
default Puffaligner+Salmon.
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Chapter 4: Rainbowfish: A Succinct Colored de Bruijn Graph Rep-
resentation [4]∗
1 Introduction
This paper proposes a new representation of the colored de Bruijn graph. The
colored de Bruijn graph is a variant of the de Bruijn graph where each edge (i.e.,
𝑘-mer) is associated with some set of colors. Here, each color is used to encode the
source of the corresponding 𝑘-mers (e.g., different source genomes, transcriptomes,
sequenced samples, etc.). From this perspective, it is a flexible and powerful com-
binatorial structure for representing a collection of sequences while maintaining the
identity of each. This structure gained popularity in the work of Iqbal et al. [66],
which demonstrated the utility of the colored de Bruijn graph for representing and
assembling a collection (population) of genomes, and for detecting both simple and
complex genetic variants with high accuracy. Analysis of the colored de Bruijn
graph exhibits particular promise for analyzing complex population-level variation,
since topological structures (e.g., bubbles) can be associated with variation in the
underlying sub-populations. The representation adopted by Iqbal, as implemented
in the tool Cortex, is optimized for speed, and so requires a considerable amount
∗published in WABI2017
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of memory to represent both the topology of the de Bruijn graph and the colors
associated with each edge.
The memory usage of the colored de Bruijn graph representation adopted in
Cortex precludes this approach from being adopted when the underlying genomes
and color sets become too large. In order to overcome such limitations, Muggli et
al. [109] introduced the VARI representation of the colored de Bruijn graph. This
approach sacrifices some of the speed of the Cortex representation for a considerable
reduction in the required space. VARI achieves this space savings in two ways. First,
rather than using a hash-table-based representation of the de Bruijn graph topology,
it adopts the highly-efficient BOSS representation. The BOSS [18] representation
(named based on the initials of the authors) makes use of the FM index [46] to
encode the topology of the de Bruijn graph. BOSS uses 4𝑁 +𝑜(𝑁) bits to represent
a de Bruijn graph with 𝑁 edges (empirically, this often works out to be as few as
4-6 bits per edge).
VARI couples the BOSS representation of the de Bruijn graph topology with a
compressed representation of the color information. By its nature, BOSS assigns to
every de Bruijn graph edge a distinct rank in the range [0, 𝑁). So, VARI represents
the color information as a 𝑁 ×𝐶 bit matrix where 𝐶 is the number of input colors.
Conceptually, each of the 𝑁 rows of this matrix is simply a bit vector that encodes
which of the 𝐶 colors label the corresponding edge. To reduce the space required
to store this color information, VARI concatenates these rows into a single vector
over 𝑁 × 𝐶 coordinates and stores them in an Elias-Fano [42, 44] encoded bit vec-
tor, allowing for a (sometimes substantial) reduction in the size while still enabling
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efficient point queries (i.e., is a particular edge labeled with a given color?). Muggli
et al. [109] demonstrate that the VARI representation can be built on data sets
consisting of large numbers of 𝑘-mers, large input color sets, or both. Specifically,
the space efficiency of VARI makes it possible to build and query the colored de
Bruijn graph on datasets that are orders of magnitude larger than what is possible
with Cortex. This is an exciting development that opens up this methodology for
increasingly large-scale analysis.
Though VARI achieves a substantial improvement in space over Cortex, there
is still a considerable amount of redundancy present in its representation. Both of
these rainbowfishs represent the color set corresponding to each 𝑘-mer independently
of other 𝑘-mers. Hence a considerable amount of redundant information can be
present when the color set for each 𝑘-mer is represented independently. In fact, some
existing colored de Bruijn Graph representations, like the Bloom Filter Trie [63]
exploit this redundancy to compress shared color information, and share certain
ideas and motivation with the representation proposed in this paper. However,
many of the possible subsets of colors do not occur in practice, and there is an
inherent (often extreme) skewness in the distribution of the color sets that do appear.
It becomes even more important to exploit this skewness for large metagenomic
datasets because the space usage of VARI for these datasets can become impractical.
In this paper, we introduce a succinct representation, called Rainbowfish, of
the color sets associated to each edge in the de Bruijn graph. We also adopt the
BOSS representation of the de Bruijn graph topology, and focus, specifically, on
how to concisely represent the color information. Rainbowfish’s colored de Bruijn
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graph representation is entropy compressed and exploits the high skewness present
in the distribution of color sets. By exploiting a more efficient decomposition of the
set of present colors (i.e., in terms of equivalence classes), we achieve a considerable
reduction over the space required by VARI (up to 20× depending on the dataset),
while still retaining efficient (i.e., constant time) queries.
2 Background and definitions
Rainbowfish is a succinct representation of the color information, and uses rank and
select operations to lookup the color class corresponding to 𝑘-mers in the de Bruijn
graph. Here, we briefly recapitulate the definition of a succinct data structure and
the rank and select operations.
A succinct data structure consumes an amount of space that is close to
the information-theoretic optimum. More precisely, if 𝑍 denotes the information-
theoretic optimal space usage for a given data structure, then a succinct data struc-
ture uses 𝑍 + 𝑜(𝑍) space [69].
rank and select [69] are operations that are commonly used for navigating
within succinct data structures. For a bit vector 𝐵[0, . . . , 𝑛 − 1], rank(𝑗) returns
the number of 1s in the prefix 𝐵[0, . . . , 𝑗] of 𝐵. select(𝑟) returns the position of
the 𝑟th 1, that is, the smallest index 𝑗 such that rank(𝑗) = 𝑟. For example, for the
12-bit vector 𝐵[0, . . . , 11] =100101001010, rank(5) = 3, because there are three
bits set to one in the 6-bit prefix 𝐵[0, . . . , 5] of 𝐵, and select(4) = 8, because 𝐵[8]




Boundary Bitvector1 1 0 1 1 1 0 1
0 1 0 1 0 1 1 0



























Figure 15: The representation of color information in Rainbowfish. The “Color Matrix” at
the top represents 6 distinct 4-mers, each assigned a color set. 3 of these 4-mers (ACTG,
TTTC, AGCC) have the same color class, labeled 0, and the other 3 (CTTG, ACTT, and
GCGT) each have color classes labeled 1, 10, and 11 respectively. To retrieve the color
set for a 𝑘-mer, we first perform select on the boundary bit vector (BBV) using rank 𝑟
of the corresponding edge (𝑘-mer). This returns the label’s starting position, 𝑖. We then
look for the next set bit BBV to find the label’s ending position, 𝑗. Then, we fetch the
label at indices 𝑖 to 𝑗 in label bit vector (LBV). Finally, we lookup the label 𝑙 in the
equivalence class table (ECT) and return the color class corresponding to the label. A
detailed explanation of the data structure and its construction is given in Section 3.1.
3 Method
In this section we first describe the design of Rainbowfish. We then analyze the
space usage and provide a lower bound for the representation of sets of colors given




Rainbowfish’s compact representation of color information is based on two particular
observations. First, it is often the case that many of the 𝑘-mers in a colored de Bruijn
graph share the same set of colors. More formally, we define an equivalence relation
∼ over the set of 𝑘-mers in the de Bruijn graph. Let Col(·) denote the function
that maps each 𝑘-mer to its corresponding set of colors. We say that two 𝑘-mers
are color-equivalent (i.e., 𝑘1 ∼ 𝑘2) if and only if Col(𝑘1) = Col(𝑘2). We will refer
to the set of colors shared by the 𝑘-mers related by ∼ as a color class. If 𝐶, the
number of input colors, is large, it is often the case that the number of distinct color
classes is far less than the number of possible color classes (which is bounded above
by min(𝑁, 2𝐶)).
Second, it is often the case that the frequency distribution of color classes is
far from uniform. Hence, it will often be useful to record a frequently occurring
color class using a short description (i.e., a small number of bits) while reserving
larger descriptions for less frequent color classes.
The design of Rainbowfish is motivated by the above observations. Instead
of storing the color set for each 𝑘-mer separately, Rainbowfish stores each distinct
color class only once and assigns to each distinct class a label (which, practically, is
much smaller than the unary encoding of the color class itself). It then stores, for
each 𝑘-mer, the label of the color class to which it belongs.
The approach we use to assign variable-length labels to color classes is similar
in spirit to the construction of a Huffman code, where the message is a string of
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color class symbols. However, we do not build a prefix code, and instead opt to
store an additional bit vector to allow the efficient selection of an arbitrary label
from the list. We generate the labels according to the following procedure. We first
sort, in descending order, all the color classes based on their frequency (i.e., the
number of 𝑘-mers in this color equivalence class). We then assign labels to each
color class starting from the class with the largest cardinality, so that the color class
represented by the most frequent label will have the shortest label length etc.
The color class representation in Rainbowfish has three components. Rain-
bowfish stores the mappings between labels and color classes in an equivalence
class table (ECT). As labels are assigned sequentially, this is simply an array of
bit vectors encoding the corresponding color sets. Apart from the equivalence class
table, Rainbowfish maintains two bit vectors, a boundary bit vector (BBV) and
a label bit vector(LBV).
All color classes are stored in the equivalence class table (with their correspond-
ing labels implicitly being their position). However, we now need to store a mapping
from 𝑘-mers to the variable-length labels. Rainbowfish stores variable-length labels
corresponding to each 𝑘-mer in the label bit vector. The labels are stored in the
order in which 𝑘-mers are stored in the de Bruijn graph representation. Specifically,
the 𝑘-mers are stored in the rank order induced by BOSS. However, since these
labels are variable-length, we can not directly read the label corresponding to the
𝑘-mer of a specific rank, since we do not know where such a label begins or how
long it is.
To address this, Rainbowfish maintains another bit vector — the boundary
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bit vector (BBV) — to mark the boundary of each variable-length label in LBV.
The BBV is the same size as the LBV and has a bit set to 1 at each index where a
new label starts in the LBV. Thus, the starting position for the label corresponding
to the 𝑟th 𝑘-mer can be obtained by issuing a select(r) query on BBV, and the
length of this label can be obtained by simply scanning BBV until we encounter the
next set bit.
Figure 15 shows how the color classes are represented in Rainbowfish. To
perform a query for the color class corresponding to a 𝑘-mer in the colored de
Bruijn graph, we first get the rank 𝑟 of the 𝑘-mer in the de Bruijn graph. We then
perform a select operation using 𝑟 on BBV. The result of the select operation 𝑖 is
the start index of the label of the color class in LBV to which the 𝑘-mer belongs.
To find the length of the label we determine the index 𝑖′ of the next bit set in
BBV using the tzcnt instruction. tzcnt returns the number of trailing zeros
in its argument. If 𝐵 is a 12-bit vector such that 𝐵[0, 11] =110010100000 then
tzcnt(𝐵) = 5. Using 𝑖 and 𝑖′ we retrieve the label from LBV, and using the label
we lookup the corresponding color class in ECT. We also note that, as we never have
> 264 distinct 𝑘-mers in practice, and number of distinct labels is at max equal to
the number of distinct 𝑘-mers (when each 𝑘-mer has a unique label), then we never
have > 264 labels. Hence, we can always represent a label using a single machine
word. Consequently, we will always reach the next set bit in the LBV after scanning
at most a single machine word when starting from current label. This ensures we
need only issue a single tzcnt instruction per label decoding call.
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3.2 Space analysis
The color class representation in Rainbowfish is entropy compressed, i.e., the space
is bounded by the entropy (𝐻(𝑋𝑐)) of the color class distribution. For a dataset
in which number of 𝑘-mers belonging to each distinct color class are similar, the
entropy of the color class distribution will be high. On the other hand, if most
of the 𝑘-mers in a dataset belong to a small number of distinct color classes, the
entropy of the color class distribution will be low.
Lemma 1. The size of each color class label is bounded by log2 𝑀 bits, where 𝑀
is the total number of distinct color classes. For a dataset with 𝑁 distinct 𝑘-mers
coming from 𝐶 input samples (i.e., colors), we have that 𝑀 ≤ min(𝑁, 2𝐶).
Theorem 1. Given an ordering of edges (or 𝑘-mers) in a de Bruijn graph, the space
needed by Rainbowfish to represent a set of colors attached to each edge is 𝑂(𝑀𝐶 +
𝑁𝐻(𝑋𝑐)) bits, where 𝑀 is the number of distinct color classes, 𝐶 is the number
of colors, 𝑁 is the number of distinct 𝑘-mers, and 𝐻(𝑋𝑐) = −
∑︀𝑀
𝑖=1 𝑃 (𝑥𝑖) log 𝑃 (𝑥𝑖)
is the entropy (i.e., order-0 or Shannon’s entropy) over random variable 𝑋𝑐, which
distributed according to the frequency distribution of the color classes.
Proof. The space needed by Rainbowfish can be analyzed as follows. There are
three bit vectors in Rainbowfish, the equivalence class table, label bit vector, and
boundary bit vector. To store an equivalence class table containing 𝑀 distinct color
classes each having 𝐶 colors we need 𝑀𝐶 bits. To store a label bit vector (as
stated in Lemma 1), for 𝑁 𝑘-mers, where each label corresponds to one of the 𝑀
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distinct color classes, takes 𝑁 log2 𝑀 bits. However, as explained in Section 3.1, in
Rainbowfish we assign (optimal) variable-length labels based on the frequency of
color classes. Therefore, the space needed to store the label bit vector is dependent
on the 0th-order entropy of the color class variable, 𝐻(𝑋𝑐), and the size of the label
bit vector is upper bounded by 𝑁 log2 𝑀 . The boundary bit vector has the same
number of bits as the label bit vector. 
3.3 Lower bound for color representation
We now provide a lower bound to store a color class representation for a set of edges
in a colored de Bruijn graph. In the color class representation, the equivalence class
table takes 𝑀𝐶 bits to store 𝑀 bit vectors each having 𝐶 bits, which is optimal.
The other two bit vectors, the boundary and label bit vector, map 𝑘-mers given an
ordering in the de Bruijn graph to their corresponding color classes. The theorem
below gives the lower bound to store such a mapping.
Theorem 2. The lower bound to represent a mapping from an ordered list of 𝑘-mers
in a de Bruijn graph to a set of color classes is log2 (𝑀𝑁−𝑀 ·𝑀 !) bits, where 𝑀
is the number of distinct color classes, 𝑁 is the number of edges, and for a dataset
with 𝑁 distinct 𝑘-mers coming from 𝐶 input samples (i.e., colors), we have that
𝑀 ≤ min(𝑁, 2𝐶).
Proof. We can analyze the lower bound using a counting argument. We count the
number of ways to map a set of 𝑀 distinct color classes to a set of 𝑁 edges. The
space required to store the color class representation should be less than or equal to
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the space required to store these mappings.
Edges can be mapped to color classes using a surjective (onto) function. Thus,
we wish to count the total number of surjections from 𝑀 color classes to 𝑁 edges.
Rather than counting this number exactly, we instead provide a lower bound. First,
we must ensure that each of the 𝑀 color classes maps to at least one edge — so,
we select a set of 𝑀 edges and label each with a distinct color class. There are
𝑀 ! ways to assign 𝑀 color classes to a set of 𝑀 edges. We will then allow the
remaining 𝑁 −𝑀 edges to be colored in any possible manner. We can assign 𝑀
colors to 𝑁 − 𝑀 edges (the remaining number) in 𝑀𝑁−𝑀 ways. Therefore, the
total number of different mappings is bounded below by 𝑀𝑁−𝑀 ·𝑀 !. To be able to
represent each such mapping, and distinguish it from the others, we need at least
log2 (𝑀𝑁−𝑀 ·𝑀 !) bits. 
The lower bound can be expanded using Sterling’s approximation as
(𝑁 −𝑀) log2 𝑀 + 𝑀 log2 𝑀 − 0.44𝑀 + 𝑂(log2 𝑀),
which, ignoring the additive term 𝑂(log2 𝑀), is greater or equal to 𝑁 log2 𝑀 −
0.44𝑀 . Given the range of 𝑀 (i.e., 1 ≤ 𝑀 ≤ 𝑁), 𝑁 log2 𝑀 always dominates the
lower bound.
Now, we show that the space needed by Rainbowfish to store the variable-
length labels assigned to color classes is equal to the lower bound. As explained in
Lemma 1, the upper bound to store any label is log2 𝑀 bits, and for 𝑁 edges, it is
given by 𝑁 log2 𝑀 bits. Rainbowfish also stores a boundary bit vector which has
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Color class dist. in 2-pass
Figure 16: Distribution of 𝑘-mer frequencies across equivalence class labels in Rainbowfish
after 1-pass and 2-pass algorithm on plant dataset Table 12. The 2-pass algorithm assigns
the smallest label to color class with maximum number of 𝑘-mers. The distribution in
2-pass algorithm is monotonically decreasing.
the same number of bits as the label bit vector. Therefore, the space required to
store the label mappings is strictly ≤ 2𝑁 log2 𝑀 . Note that the extra overhead to
store the metadata to perform a select operation in constant time on the boundary
bit vector is bounded by 𝑜(𝑁), where 𝑁 is the numbers of bits in the bit vector [53].
However, Rainbowfish’s representation of color classes is entropy compressed
(see Section 3.1) and the space required depends on the entropy of the color class
distribution. For a highly skewed distribution, the entropy is low and the space
required to store labels is much smaller than 𝑁 log2 𝑀 bits. On the other hand,
when the distribution is near-uniform, i.e., the entropy is high, Rainbowfish makes
all labels to be log2 𝑀 bits and dispenses with BBV. Therefore, the space required
by Rainbowfish is always smaller than or equal to the lower bound.
3.4 Implementation
Considerations due to the underlying de Bruijn graph representation We re-
call here that we make use of the BOSS representation of the underlying de Bruijn
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graph topology. To build the BOSS representation, 𝑘-mer counting is first performed
using KMC2 [38], canonicalizing 𝑘-mers during counting. Though the BOSS rep-
resentation inserts both forward and reverse complement 𝑘-mers into the graph,
it associates only a single color vector with this pair. Moreover, BOSS creates
“dummy” edges (real 𝑘-mers prepended or appended with $) to allow encoding 𝑘-
mers that appear near terminal nodes in the de Bruijn graph. In the colored de
Bruijn graph these dummy edges are assigned the empty color set. All of this infor-
mation is encoded by both VARI and Rainbowfish. However, as we discuss in more
detail in Section 5, the Rainbowfish representation can work with any de Bruijn
graph representation that can assign distinct ranks to each 𝑘-mer in the de Bruijn
graph. Thus, we would expect this encoding scheme to work well with, e.g., a de
Bruijn graph representation based on minimum perfect hashing of the 𝑘-mers [41].
Storing bit vectors. In Rainbowfish, we use bit vector implementations from
the SDSL library [51] to store the three bit vectors from Figure 15. We use the
𝑟𝑟𝑟_𝑣𝑒𝑐𝑡𝑜𝑟 implementation from SDSL to store the equivalence class table and
boundary bit vector, and the 𝑏𝑖𝑡_𝑣𝑒𝑐𝑡𝑜𝑟 implementation from SDSL to store the
label bit vector.
The 𝑟𝑟𝑟_𝑣𝑒𝑐𝑡𝑜𝑟 of SDSL is an implementation of RRR encoding [132]. RRR
encoding is an entropy compressed encoding and also supports constant time rank
and select operations on the compressed bit vector. The space reduction depends
on the entropy of the bit vector. For high entropy bit vectors, the compression is
not noticeable and in fact “negative” in some cases because of the extra metadata
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overhead to support rank and select operations.
The equivalence class table and boundary bit vector often have fairly low
entropy, and can be compressed efficiently using RRR encoding. However, the label
bit vector often has high entropy, and compressing it using RRR encoding is not
effective. In our representation, the average order-0 entropy of the label bit vector
for four different datasets is 0.94. This is a quite high, and hence we did not see any
reduction in the space using RRR encoding. However, for the other two bit vectors,
the order-0 entropy is lower (e.g., for boundary bit vector the average entropy over
same four datasets is 0.56) and, in practice, we achieve a considerable space reduction
using RRR encoding.
Construction. We use a 2-pass algorithm to construct the three bit vectors.
In the first pass, we read the color matrix, compute the distinct color classes, and
count the frequency of each class. Once we have the frequency information, we sort
color classes in descending order based on their frequency. We then assign labels
to color classes starting from zero. In the second pass, we read the uncompressed
color matrix again, and add the label of each 𝑘-mer to the label bit vector. While
building the label bit vector, we also build the boundary bit vector by storing a 1 at
every index where a new label starts in the label bit vector. The labels are stored
in the same order as the 𝑘-mers in the BOSS representation.
To reduce the space required for the labeling even further, we implemented
our label encoding in the following way. Every time that the label size increases
from 𝑥 bits to 𝑥 + 1 bits, we restart the counter of that label in label bit vector to 0.
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For example, we store 0 and 1 for labels 0 and 1 respectively, then we store 00, 01,
10 and 11 for labels 2, 3, 4 and 5 respectively. For label value 6 we again restart the
counter to 0 and store 000 to represent 6 in the label bit vector, etc. Later, when
we want to retrieve the actual value of a label, we first recover the stored label 𝑙′
from the label bit vector and then calculate the actual label 𝑙 using the equation
𝑙 = 𝑙′ + 2𝑑 − 2 where d is length of label 𝑙 in bits.
As explained in Section 3.2, the 2-pass algorithm minimizes the space used
to represent color class labels by sorting the classes based on their frequencies and
assigning labels to color classes to minimize the length of the resulting code path,
similar to Huffman coding. However, one could also imagine assigning labels to color
classes as we see them in the order 𝑘-mers appear in the BOSS representation. This
way, we can construct all three tables in a single pass (i.e., a 1-pass algorithm).
However, as shown in Figure 16, this 1-pass algorithm can end up assign-
ing long labels to frequent 𝑘-mers, and hence produce poor (i.e., large) encodings.
However, the 2-pass algorithm always assigns labels according to the corresponding
frequency distribution of the color classes. Sometimes, the 1-pass algorithm does
well, but we chose to adopt the 2-pass algorithm in Rainbowfish.
4 Evaluation
In this section we evaluate Rainbowfish, and compare it to VARI [108], a state-of-
the-art colored de Bruijn graph representation. We evaluate both rainbowfishs in
terms of space and running time. We address the following questions about the
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Datasets # of edges # of colors (samples) # of distinct color classes
E. coli 10 28,273,951 10 479
E. coli 1000 157,737,064 1000 2,669,157
E. coli 5598 435,705,390 5598 7,000,715
E. coli 1000 (k=63) 258,893,268 1000 2,530,253
Plant 2,520,140,426 4 16
Beef safety 97,096,576,010* 87 623,022,532
Human transcriptome 159,441,804* 95,146 340,762
Table 12: The number of edges (include 𝑘-mers and dummy edges in the BOSS represen-
tation), samples and color classes for different datasets used in the experiments. 𝑘 = 32
unless otherwise specified. *# of edges excluding dummies.
Datasets Construction Time (secs) Bubble Calling Time (secs)
VARI Rainbowfish VARI Rainbowfish
E. coli 10 44 31 344 366
E. coli 1000 340 270 2,610 2,356
E. coli 5598 3,141 4,021 8,796 8,201
Plant 108 339 47,040 48,537
Beef safety 15,378 30,478 NA NA
Human transcriptome 13,961 30,804 NA NA
Table 13: Construction and bubble calling time for Rainbowfish and VARI for different
datasets.
performance of Rainbowfish: How does Rainbowfish compare to VARI in terms of
the space required to represent color information?; How does Rainbowfish compare
to VARI in terms of the construction time?; How does Rainbowfish compare to VARI
in terms of typical queries (e.g., in bubble calling)? We are particularly concerned
with ensuring that Rainbowfish produces small encodings of the color information
and remains practically efficient to query.
4.1 Experimental setup
To answer the above questions, we perform two different benchmarks. First, we
evaluate the time taken to construct the color class representation. The construction
time is the time taken to construct the color class representation from a list of color
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classes stored in the order of the edges in the de Bruijn graph (this is the same
input used by VARI). During construction, we adopt a two-pass algorithm. In the
first pass, we use a sparse hash-table to determine the distinct color classes and the
cardinality of each such class.
We note that the space taken in this first pass is within a small constant factor
of the final space required by the final ECT table itself, since we need only store
each color class once in the hash table (as a key), and store the associated count (a
machine word) as the value. Thus, the memory required by this first pass is almost
always a small fraction of the total memory usage of the construction algorithm.
Given this information, we know exactly the number of bits that will be re-
quired to store the label and boundary vectors. In the second pass, we fill in both
the label and boundary vectors and then save all three structures to file. As with
most succinct representations, the space required for our data structure in memory
and on disk is almost the same (as the two-pass algorithm allows us to allocate only
the space we need for our final representation). The construction time recorded here
does not include (for either Rainbowfish or VARI) the time taken to build the de
Bruijn graph and color list corresponding to edges in the de Bruijn graph (since this
is the same for both methods).
We also report the space needed by both Rainbowfish and VARI to store the
color class representation on disk. We do not include the space needed to represent
the actual de Bruijn graph in our space comparisons because both Rainbowfish and
VARI use BOSS to store the actual de Bruijn graph, and the BOSS representation
itself tends to take less space than the color information.
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Second, we evaluate the time taken to perform the bubble calling benchmark as
described in [109], using both the VARI and Rainbowfish representations. Finding
bubbles in a colored de Bruijn graph enables one to detect regions in the de Bruijn
graph where different samples (i.e., colors) diverge from each other. As originally
suggested by Iqbal et al. [66], such algorithms can form the basis for analyzing
certain types of genetic variants in populations of genomes. We note that we adopt
the exact bubble calling algorithm implemented in VARI, and the only variable
being altered in our bubble-calling benchmark is the data structure being used to
determine the set of colors present for each 𝑘-mer. Since VARI and Rainbowfish are
both built upon the BOSS representation, which is based on the edge-centric view
of de Bruijn graph, they consider 𝑘-mers as edges in the de Bruijn graph, meaning
that each edge is associated with a 𝑘-mer, and its corresponding rank and color
set. Briefly, the bubble calling algorithm takes as input a pair 𝑐1, 𝑐2 of colors and
traverses edges in the de Bruijn graph to find bubbles in which the edges in one
sub-path are colored with 𝑐1 and the edges in the other sub-path are colored with
𝑐2 (see [109] for further details).
For all experiments in this paper, unless otherwise noted, we consider the 𝑘-
mer size to be 32 to match the parameters adopted by Muggli et al. [109]. We carry
out these benchmarks on a number of datasets as described in Sect. 4.2. The time re-
ported for construction and bubble calling are averaged over two runs, and the time
is measured as the wall-clock time using the /usr/bin/time executable. All exper-
iments were performed on an Intel(R) Xeon(R) CPU (E5-2699 v4 @2.20GHz with
44 cores and 56MB L3 cache) with 512GB RAM and a 4TB TOSHIBA MG03ACA4
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ATA HDD running ubuntu 16.10, and were carried out using a single thread. We
note that, while the construction of the color set representation in Rainbowfish (and
VARI) are serial operations, queries are trivially parallelizable, as each label can be
queried and decoded independently.
4.2 Data
We run our benchmarks on the datasets mentioned in Table 12. The first three
datasets, E. coli, Plant, and Beef safety are slight variants of those used for evalua-
tion in VARI [109]. Each of these data sets exhibits different characteristics in terms
of the number of 𝑘-mers, the number of input samples (i.e., colors) and the homo-
geneity of the underlying samples (i.e., how different are the de Bruijn graph for
each of the individual samples). The first dataset consists of the assemblies of 5,598
different strains of E. coli obtained from GenBank [116]. Here, each “color” repre-
sents a specific E. coli assembly. Since these assemblies are from different strains
of the same species, they exhibit a small degree of heterogeneity. In other words, a
large fraction of the union de Bruijn graph is expected to occur in all samples.
To evaluate the scalability of Rainbowfish when primarily changing the under-
lying number of input colors, we have evaluated three variants of the E. coli dataset.
These consist of a dataset containing only 10 different strains, another containing
1,000 different strains and the final containing all 5,598 strains. We also performed
experiments with 𝑘-mer size to be 63 for E. coli 1000 dataset to evaluate the space
usage for higher 𝑘-mer sizes.
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The second dataset (i.e., Plant) consists of the genome assemblies of four dif-
ferent plant species. Hence, this dataset contains only four colors, but has more than
≈ 2 billion distinct 𝑘-mers. The plant species considered are, A. thaliana ∗ [155],
Corn† [142], Rice‡ [156], and Tomato§ [25]. These genomes exhibit considerable di-
versity and heterogeneity. Given the diverse regions in the colored de Bruijn graph,
this dataset is a good candidate for the bubble calling benchmark. Further, Muggli
et al. [109] found that this was the only of the three original datasets on which they
were able to construct the original Cortex representation of the colored de Bruijn
graph. They validated Cortex produces the same bubble calls as VARI [109] (which,
of course, produces the same bubble calls as Rainbowfish). For more detailed anal-
ysis of Cortex’s construction and processing time and space on this dataset, please
refer to [109].
The third dataset, Beef safety, is considerably different from the prior data.
Instead of the input samples consisting of assembled genomes, they consist of 87
metagenomic samples sequenced from cattle in the commercial process of beef pro-
duction [115]. Hence, this dataset yields a considerably larger and more complex
de Bruijn graph since it is built upon many un-assembled (and non-error-corrected)
reads. Thus, the de Bruijn graph will encode portions of the relevant metagenomes









than the others, ≈ 97 billion. It exhibits a large degree of heterogeneity and an
intermediate number of input colors (87).
In addition to the three datasets used in the VARI paper, we also consider
building the colored de Bruijn graph on the human transcriptome∗ (Gencode v26
protein coding transcripts) [60]. Here, we consider each transcript as an individual
sample (i.e., a distinct input color). This data consists of ≈ 95, 000 colors, but
only ≈ 159 million 𝑘-mers. Hence, this dataset will give an idea about how the
representations will perform when the number of colors becomes very large (though
the number of distinct color classes remains orders of magnitude smaller than the
number of 𝑘-mers). Further, we note that this dataset highlights some of the similar-
ities between the color class encoding adopted by Rainbowfish and the 𝑘-mer-based
equivalence class decomposition adopted by certain transcript quantification meth-
ods (e.g. [126]).
4.3 Performance
Table 13 shows the time taken by Rainbowfish and VARI to construct the color class
representation for different datasets. Rainbowfish uses a 2-pass algorithm to con-
struct the color class representation, and hence the construction time is dominated
by the steps to read the color list file twice. For small datasets like E. coli 10 and
E. coli 1, 000, the input file size is small and does not affect the overall construction




time to read the color file twice dominates the construction time and Rainbowfish is
1.9×—3× slower. We note that this time can be considerably reduced by avoiding
the uncompressed color matrix representation currently used upstream of Rainbow-
fish and VARI, and integrating determination and encoding of the color classes into
the de Bruijn graph construction directly. However, this is outside the scope of the
current paper.
Space Table 14 shows the space usage of Rainbowfish and VARI for the different
datasets we consider. Among these data, there are a range of characteristics in terms
of the number of 𝑘-mers, the number of colors, and the complexity and heterogeneity
of the de Bruijn graph. We find that, for all datasets, Rainbowfish requires less
space to store the color information than VARI. The magnitude of the improvement
depends on the number of distinct equivalence classes and their distribution, but is
as large as ∼ 20×. We see the same trend with higher values of 𝑘-mer sizes.
In particular, Rainbowfish’s space usage is particularly impressive for datasets
with a large number of input colors but a relatively small number of distinct 𝑘-
mers. In this case, we usually find that the number of distinct color classes is very
small compared to the universe of possibilities, and so each label can be encoded
in much fewer than 𝐶 bits. However, the space VARI consumes depends greatly
on the sparsity of the color matrix. The color matrix itself grows rapidly as the
number of 𝑘-mers and colors increases, but VARI’s compression mechanism (Elias-
Fano encoding) is very effective if the color matrix is sparse (e.g., each 𝑘-mer is
labeled with only a small subset of colors). This is exactly the case for the Human
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Datasets uncompressed color matrix VARI Rainbowfish
E. coli 10 34 58 20
E. coli 1000 18,804 8,848 475
E. coli 5598 290,761 58,718 2,938
E. coli 1000 (k=63) 185,669 8,872 637
Plant 1,202 1,603 497
Beef safety 1,007,009 210,998 144,564
Human transcriptome 1,808,435 841 817
Table 14: The space required by Rainbowfish and VARI to store the color class represen-
tation for different datasets. The first column shows space required for the uncompressed
color matrix (𝑁 ×𝐶 bits). All space is reported in MB. 𝑘 = 32 unless otherwise specified.
transcriptome, where the color matrix has an entropy of ∼ 0.0004 (compared to E.
coli 5,598 and E. coli 1,000 with entropies of ∼ 0.16 and ∼ 0.34 respectively). Thus,
in the E. coli dataset, VARI can save space up to a factor of ∼ 5 compared with
the uncompressed representation, while in the Human transcriptome it can save a
factor of ∼ 2, 150 because of the low entropy of the color matrix. Rainbowfish does
well in all experiments, even when the number of input colors is small (e.g., in the
Plant dataset). Rainbowfish achieves the most impressive compression when the
color class distribution has low entropy and the number of color classes is small
relative to the upper bound. In such cases, the entropy compressed representation
of Rainbowfish is able to represent a large fraction of all labels using a very small
number of bits.
Bubble calling Table 13 shows the time taken by Rainbowfish and VARI to perform
the bubble calling benchmark on different datasets. We run the bubble calling
benchmark on the E. coli and Plant datasets (as in the VARI paper). We note that
the current bubble calling algorithm is too slow to run on the Beef safety data set
(the time in [109] was estimated at > 3, 000 hours). It is possible, however, that
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optimizations to the underlying algorithm might lift this restriction. We also did not
perform bubble calling on the human transcriptome dataset as here, we were unable,
given the resources on our server, to even run the de Bruijn graph construction to
completion. Specifically, due to the large amount of external memory that VARI
uses to build the uncompressed color matrix and the de Bruijn graph on these larger
(either in terms of the number of 𝑘-mers, the number of colors, or both) datasets (on
order of Terabytes), we exhausted the available disk space. For these datasets, to
approximate the relevant sizes and construction times, we produced a uncompressed
color matrix that lists the colors for each 𝑘-mer and its reverse complement, and
we use this to build both the VARI and Rainbowfish color representations. While
very similar to the full color matrix that VARI would produce, this file is slightly
different in that it does not include entries for dummy edges (a detail of the BOSS
representation), and the order of the color matrix rows can be different from what
will appear in the BOSS representation. However, we still believe these numbers,
provided in Table 12, give a reasonable approximation of how the respective methods
would perform were we able to construct the de Bruijn graph completely.
For bubble calling, both representations require a very similar amount of time.
This is likely due, in part, to the fact that navigating the BOSS representation of the
de Bruijn graph may be the performance bottleneck in the bubble calling algorithm.
Thus, both VARI and Rainbowfish provide sufficiently fast access to the color sets
for each edge that they do not represent bottlenecks in this regard.
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5 Discussion & Conclusion
In this paper, we propose an entropy-compressed, succinct data structure to store
the color information of a colored de Bruijn graph. To represent the topology of the
de Bruijn graph itself, we adopt the BOSS [18] representation. However, we note
that, for our representation of the color sets, we only require that the underlying de
Bruijn graph representation is able to associate a unique rank between 0 and 𝑁 − 1
with each edge. Hence, it is possible to use the Rainbowfish representation with
other representations of the de Bruijn graph topology (e.g., those based on minimal
perfect hashing).
We demonstrate that the inherent skewness in the distribution of color classes
can be exploited to reduce the size of the color information. This allows Rainbowfish
to represent the colored de Bruijn graph, even for large datasets with many colors,
in a reasonably small space. In fact, for representing the color information itself, we
show that Rainbowfish is succinct, and hence requires only 𝑍 + 𝑜(𝑧) bits where 𝑍 is
the number of bits required by an information-theoretically optimal representation.
Moreover, it may be possible for the color information stored in the equivalence
class table to be further compressed to reduce the space. For example, one could
imagine an encoding of color sets that takes advantage of their shared subsets, e.g.,
storing the shared prefixes of membership vectors only once.
While we have described here a rainbowfish for efficiently representing the color
information in a colored de Bruijn graph, our encoding scheme can be generalized
to store any type of attribute attached to the edges. For example, one could use
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the same (or a related) scheme to encode information like the 𝑘-mer count or set of
positions associated with a given edge. Moreover, it will be interesting to explore
how multiple attributes could be efficiently stored simultaneously, and how potential
correlations between these attributes might be exploited. For example, there may
be natural extensions of similar coding schemes to the compacted de Bruijn graph,
where one might also be able to take advantage of the coherence in annotation (i.e.,
color or count information) shared among the constiuent 𝑘-mers of a contig, allowing
one to store only the information where these annotations change during traversal.
Finally, in our current implementation, the input to the rainbowfish is a color
matrix file generated by VARI. This implementation requires first building the un-
compressed color matrix, and then permuting the rows of this matrix along with the
edges of the de Bruijn graph during the BOSS construction procedure. This process
can require a large amount of space, as the uncompressed color matrix can become
extremely large (on the order of Terabytes for some of the datasets we considered
here). Consequently, in most cases, the construction algorithm must resort to mak-
ing extensive use of external memory (i.e., disk), which increases building time and
consumes a large amount of disk space. However, we note that the Rainbowfish
representation can be built without direct access to the uncompressed color matrix.
Specifically, the current VARI algorithm uses a mergesort-like approach to
construct the uncompressed color matrix, where the 𝑘-mers in each sample are sorted
lexicographically (independently), and the rows of the color matrix are constructed
one by one by asking for each 𝑘-mer, in lexicographic order, which samples contain
it. The working memory of this approach is very small compared to the size of
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the full color matrix itself. One could imagine using the same merge-based scheme
to construct the Rainbowfish representation directly. In the first pass, the distinct
color classes and a counter for each would be stored, resulting in a small, sparse
hash table rather than a large, uncompressed color matrix. In the second pass, one
would simply associate the relevant labels, rather than uncompressed color vectors,
with each edge. This would vastly reduce the time and space required to construct
the colored de Bruijn graph.
Thus, in the future, we are interested in both incorporating the Rainbowfish
representation more tightly inside the existing VARI codebase, as well as pairing the
Rainbowfish representation with other compatible representations of the de Bruijn
graph topology.
127
Chapter 5: Mantis: An Efficient, Scalable and Exact Representation
of High-Dimensional Color Information Enabled via de
Bruijn Graph Search [9, 124]∗
1 Introduction
The colored de Bruijn graph (colored de Bruijn graph) [68], an extension of the
classical de Bruijn graph [30, 129, 130], is a key component of a growing num-
ber of genomics tools. Augmenting the traditional de Bruijn graph with “color”
information provides a mechanism to associate meta-data, such as the raw sam-
ple or reference of origin, with each 𝑘-mer. Coloring the de Bruijn graph en-
ables it to be used in a wide range of applications, such as large-scale sequence
search [20, 123, 149, 150, 153] (though some [149, 150, 153] do not explicitly couch
their representations in the language of the colored de Bruijn graph), population-
level variation detection [5, 63, 109], traversal and search in a pan-genome [63], and
sequence alignment [95]. The popularity and applicability of the colored de Bruijn
graph has spurred research into developing space-efficient and high-performance
data-structure implementations.
∗A collaboration with members of the Mantis team with two published papers in RE-
COMB2018 and RECOMB2019
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An efficient and fast representation of colored de Bruijn graph requires op-
timizing both the de Bruijn graph and the color information. While there ex-
ist efficient and scalable methods for representing the topology of the de Bruijn
graph [19, 28, 30, 36, 122, 139] with fast query time, a scalable and exact represen-
tation of the color information has remained a challenge. Recently, Mustafa et al.
[113] has tackled this challenge by relaxing the exactness constraints — allowing
the returned color set for a 𝑘-mer to contain extra samples with some controlled
probability — but it is not immediately clear how this method can be made exact.
Specifically, existing exact color representations suffer from large sizes and a
fast growth rate that leads them to dominate the total representation size of the
colored de Bruijn graph with even a moderate number of input samples (see Fig-
ure 19b). As a result, the color information grows to dominate the space used by
all these indexes and limits their ability to scale to large input data sets.
Iqbal et al. introduced colored de Bruijn graphs [68] and proposed a hash-
based representation of the de Bruijn graph in which each 𝑘-mer is additionally
tagged with the list of reference genomes in which it is contained.
Muggli et al. reduced the size of the colored de Bruijn graph in VARI [109] by
replacing the hash map with BOSS [19] (a BWT-based [24] encoding of the de Bruijn
graph that assigns a unique ID to each 𝑘-mer) and using a boolean matrix indexed by
the unique 𝑘-mer ID and genome reference ID to indicate occurrence. They reduced
the size of the occurrence matrix by applying off-the-shelf compression techniques
RRR [132] and Elias-Fano [43] encoding. Rainbowfish [5] shrank the color table
further by ensuring that rows of the color matrix are unique, mapping all 𝑘-mers
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with the same color information to a single row, and assigning row indices based on
the frequency of each occurrence pattern.
However, despite these improvements, the scalability of the resulting structure
remains limited because even after eliminating redundant colors, the space for the
color table grows quickly to dominate the total space used by these data structures.
We observe that, in real biological data, even when the number of distinct color
classes is large, many of them will be near each other in terms of the set of samples
or references they encode. That is, the color classes tend to be highly correlated
rather than uniformly spread across the space of possible colors. There are intuitive
reasons for such characteristics. For example, we observe that adjacent 𝑘-mers in the
de Bruijn graph are extremely likely to have either identical or similar color classes,
enabling storage of small deltas instead of the complete color classes. This is because
𝑘-mers adjacent in the de Bruijn graph are likely to be adjacent (and hence present)
in a similar set of input samples. In the context of sequence-search, because genomes
and transcriptomes are largely preserved across organs, individuals, and even across
related species, we expect two 𝑘-mers that occur together in one sample to be highly
correlated in their occurrence across many samples. Thus, we can take advantage of
this correlation when devising an efficient encoding scheme for the colored de Bruijn
graph’s associated color information.
In this paper, we develop a general scheme for efficient and scalable encoding
of the color information in the colored de Bruijn graph by encoding color classes
(i.e., the patterns of occurrence of a 𝑘-mer in samples) in terms of their differences
(which are small) with respect to some “neighboring” color class. The key technical
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challenge, solved by our work, is efficiently searching for the neighbors of color
classes in the high-dimensional space of colors by leveraging the observation that
similar color classes tend to be topologically close in the underlying de Bruijn graph.
We construct a weighted graph on the color classes in the colored de Bruijn graph,
where the weight of each edge corresponds to the space required to store the delta
between its endpoints. Finding the minimum spanning tree (MST) of this graph
gives a minimal delta-based representation. Although reconstructing a color class
on this representation requires a walk to the MST root node, abundant temporal
locality on the lookups allows us to use a small cache to mitigate the performance
impact, yielding query throughput that is essentially the same as when all color
classes are represented explicitly.
An alternative would have been to try to limit the depth (or diameter) of the
MST. This problem is heavily studied in two forms: the unrooted bounded-diameter
MST problem [131] and the rooted hop-constrained MST problem [10]. Neither is in
APX, i.e., it is not possible to approximate them to within any constant factor [102].
Althaus et al. gave an 𝑂(log 𝑛) approximation assuming the edge weights form a
metric [10]. Khuller et al. show that, if the edge lengths are the same as the edge
weights, then there is an efficient algorithm for finding a spanning tree that is within
a constant of optimal in terms of both diameter and weight [72]. Marathe et al.
show that in general we can find trees within 𝑂(log 𝑛) of the minimum diameter
and weight [103]. We can’t use Khuller’s approach (because our edge lengths are
not equal to our edge weights), and even a 𝑂(log 𝑛) approximation would give up a
potentially substantial amount of space.
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We showcase the generality and applicability of our color class table com-
pression technique by demonstrating it in two computational biology applications:
sequence search and variation detection. We compare our novel color class table
representation with the representation used in Mantis [123], a state-of-the-art large-
scale sequence-search tool that uses a colored de Bruijn graph to index a set of
sequencing samples, and the representation used in Rainbowfish [5], a state-of-the-
art index to facilitate variation detection over a set of genomes.
We show that our approach maintains the same query performance while
achieving over 11× and 2.5× storage savings relative to the representation pre-
viously used by these tools.
2 Method
This section describes our compact colored de Bruijn graph representation. We
first define colored de Bruijn graphs and briefly describe existing compact colored
de Bruijn graph representations. We then outline the high-level idea behind our
compact representation and explain how we use the de Bruijn graph to efficiently
build our compact representation. Finally, we describe implementation details and
optimizations to our query algorithm.
2.1 Colored de Bruijn graphs
de Bruijn graphs are widely used to represent the topological structure of a set of
𝑘-mers [26, 55, 97, 122, 130, 144, 145, 166]. The de Bruijn graph induced by a set
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of 𝑘-mers is defined below.
Definition 2.1. Given a set 𝐸 of 𝑘-mers, the de Bruijn graph induced by 𝐸
has edge set 𝐸, where each 𝑘-mer (or edge) connects its two (𝑘−1)-length substrings
(or vertices).
Colored de Bruijn Graphs extend the de Bruijn graph by assigning a color
class 𝐶(𝑥) to each edge (or node) 𝑥 of the de Bruijn graph. The color class 𝐶(𝑥)
is a set drawn from some universe 𝑈 . Examples of 𝑈 and 𝐶(𝑥) are
• Sometimes, 𝑈 is a set of reference genomes, and 𝐶(𝑥) is the subset of reference
genomes containing 𝑘-mer 𝑥 [5, 7, 95, 109].
• Sometimes, 𝑈 is a set of reads, and 𝐶(𝑥) is the subset of reads containing
𝑥 [1, 2, 158].
• Sometimes, 𝑈 is a set of sequencing experiments, and 𝐶(𝑥) is the subset of
sequencing experiments containing 𝑥 [123, 149, 150, 153].
The goal of a colored de Bruijn graph representation is to store 𝐸 and 𝐶 as compactly
as possible∗, while supporting the following operations efficiently:
• Point query. Given a 𝑘-mer 𝑥, determine whether 𝑥 is in 𝐸.
• Color query. Given a 𝑘-mer 𝑥 ∈ 𝐸, return 𝐶(𝑥).
Given that we can perform point queries, we can traverse the de Bruijn graph
by simply querying for the 8 possible predecessor/successor edges of an edge. This
enables us to implement more advanced algorithms, such as bubble calling [68].
∗The nodes of the de Bruijn graph are typical stored implicitly, because the node set is simply
a function of 𝐸.
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Many colored de Bruijn graph representations typically decompose, at least
logically, into two structures: one structure storing a de Bruijn graph and associating
an ID with each 𝑘-mer, and one structure mapping these IDs to the actual color
class [5, 109, 121]. The individual color classes can be represented as bit-vectors, lists,
or via a hybrid scheme [164]. This information is typically compressed [118, 132, 168].
Our paper follows this standard approach, and focuses exclusively on reducing
the space required for the structure storing the color information. We propose a
compact representation that, given a color ID, can return the corresponding color
efficiently. Although we pair our color table representation with the de Bruijn graph
structure representation of the counting quotient filter [121] as used in Mantis [123],
our proposed color table representation can be paired with other de Bruijn graph
representations.
2.2 A similarity-based colored de Bruijn graph representation
The key observation behind our compressed color-class representation is that the
color classes of 𝑘-mers that are adjacent in the de Bruijn graph are likely to be
very similar. Thus, rather than storing each color class explicitly, we can store only
a few color classes explicitly and, for all the remaining color classes, we store only
their differences from other color classes. Because the differences are small, the total
space used by the representation will be small.
Motivated by the observation above, we propose to find an encoding of the
color classes that takes advantage of the fact that most color classes can be repre-
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sented in terms of only a small number of edits (i.e., flipping the parity of only a
few bits) with respect to some neighbor in the high-dimensional space of the color
classes. This idea was first explored by Bookstein and Klein [17] in the context
of information retrieval. Bookstein and Klein showed how to exploit the implicit
clustering among bitmaps in IR to achieve excellent reduction in storage space to
represent those bitmaps using an MST as the underlying representation. Unfortu-
nately, the approach taken by Bookstein and Klein cannot be directly used in our
problem, since it requires computing and optimizing upon the full Hamming dis-
tance graph of the bitvectors being represented, which is not tractable for the scale
of data we are analyzing. Hence, what we need is a method to efficiently discover
an incomplete and highly-sparse Hamming distance graph that, nonetheless, sup-
ports a low-weight spanning tree. We describe below how we apply and modify this
approach in the context of the set of correlated bit vectors (i.e., color classes) that
we wish to encode.
We construct our compressed color class representation as follows (see Fig-
ure 17). For each edge 𝑥 of the de Bruijn graph, let 𝐶(𝑥) be the color class of 𝑥. Let
𝒞 be the set of all color classes that occur in the de Bruijn graph. We first construct
an undirected graph with vertex set 𝒞 and edge set reflecting the adjacency relation-
ship implied by the de Bruijn graph. In other words, there is an edge between color
classes 𝑐1 and 𝑐2 if there exist adjacent edges (i.e., incident on the same node) 𝑥 and
𝑦 in the de Bruijn graph such that 𝑐1 = 𝐶(𝑥) and 𝑐2 = 𝐶(𝑦). These edges indicate
color classes that are likely to be similar, based on the structure of the de Bruijn
graph. We then add a special node ∅ to the color class graph, which is connected
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to every node. We set the weight of every edge in the color class graph to be the
Hamming distance between its two endpoints (where we view color classes as bit
vectors and ∅ is the all-zeros bit vector).
We then compute a minimum spanning tree of the color class graph and root
the tree at the special ∅ node. Note that, because the ∅ node is connected to every
other node in the graph, the graph is connected and hence an MST is guaranteed
to exist. By using a minimum spanning tree, we minimize the total size of the
differences that we need to store in our compressed representation.
We then store the MST as a table mapping each color class ID to the ID of
its parent in the MST, along with a list of the differences between the color class
and its parent. For convenience we can view the list of differences between color
class 𝑐1 and color class 𝑐2 as a bit vector 𝑐1⊕ 𝑐2, where ⊕ is the bit-wise exclusive-or
operation. To reconstruct a color class given its ID 𝑖, we simply xor all the difference
vectors we encounter while walking from 𝑖 to the root of the MST.
2.3 Implementation of the MST data structure
Assuming we have |𝒞| color classes, |𝑈 | colors, and an MST with total weight of
𝑤 over the color class graph, we store all the information required to retrieve the
original color bit-vector for each color class ID based on the MST structure into
three data structures:
• Parent vector: This vector contains |𝒞| slots, each of size ⌈log2 𝒞⌉. The value
stored in index 𝑖 represents the parent color class ID of the color class with
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(a) A colored de Bruijn graph.
Each rectangle node represents a
𝑘-mer. Each vector represents
a color class (equal color classes
have the same color).
(b) The color class graph from the
colored de Bruijn graph. There is
an edge between each pair of color
classes that correspond to adja-
cent 𝑘-mers in colored de Bruijn
graph. Weights on the edges rep-
resent the Hamming distances of
the color class vectors.
(c) The color class graph we
achieve from 17b by removing du-
plicate edges and its corresponding
MST.
(d) The complete color class graph
and its derived MST which has the
minimum achievable total weight.
Figure 17: Encoding color classes by finding the MST of the color class graph, an undi-
rected graph derived from colored de Bruijn graph. The order of the process is 17a, 17b,
and 17c. The arrows in 17a and 17b show the direction of edges in the de Bruijn graph
which is a directed graph. The optimal achievable MST is shown in 17d for comparison.
Since we never observe the edge between any 𝑘-mers from color classes green and yellow
in colored de Bruijn graph, we won’t have the edge between color classes green and yellow
and therefore, our final MST is not equal to the best MST we can get from a complete
color class graph.
index 𝑖 in the MST.
• Delta vector: This vector contains 𝑤 slots, each of size ⌈log2 |𝑈 |⌉. For each
pair of parent and child in the parent vector, we compute a vector of the indices
at which they differ. The delta vector is the concatenation of these per-edge
delta vectors, ordered by the ID of the source of the edge. Note that the per-
edge delta vectors will not all be of the same length, because some edges have
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larger weight than others. Thus, we need an auxiliary data structure to record
the boundaries between the per-edge deltas within the overall delta vector.
• Boundary bit-vector: This vector contains 𝑤 bits, where a set bit indicates
the boundary between two delta sets within the delta vector. To find the
starting position, within the delta vector, of the per-edge delta list for the
MST edge with source ID 𝑖, we perform select(𝑖) on the boundary vector.
Select returns the position of the 𝑖th one in the boundary vector.
Query of the MST-based representation. Figure 18 shows how queries proceed
using this encoding. We start with an empty accumulator bit vector and a color
class ID 𝑖 for which we want to compute the corresponding color class. We perform
a select query for 𝑖 and 𝑖 + 1 in the boundary bit-vector to get the boundaries of
𝑖’s difference list in the delta vector. We then iterate over its difference list and
flip the indicated bits in our accumulator. We then set 𝑖 ← parent[𝑖] and repeat
until 𝑖 becomes 0, which indicates that we have reached the root. At this point, the
accumulator will be equal to the bit vector for color class 𝑖.
2.4 Integration in Mantis
Once constructed, our MST-based color class representation is a drop-in replacement
for the current color class representations used in several existing tools, including
Mantis [123] and Rainbowfish [5]. Their existing color class tables support a single
operation—querying for a color class by its ID—and our MST-based representation
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Figure 18: The conceptual MST (top-left), the data structure to store the color information
in the format of an MST (right). This figure also illustrates the steps required to build
one of the color vectors (𝐶3) at the leaf of the tree. Note that the query process shown
here does not depict the caching policy we apply in practice.
For this paper, we integrated our MST-based representation into Mantis. The
same space savings can be achieved in other tools, particularly Rainbowfish, which
has a similar color-class encoding as Mantis.
Construction. We construct our MST-based color-class representation as follows.
First, we run Mantis to build its default representation of the colored de Bruijn
graph. We then build the color-class graph by walking the de Bruijn graph and
adding all the corresponding edges to the color-class graph. The edge set is typically
much smaller than the de Bruijn graph (because many de Bruijn graph edges may
map to the same edge in the color-class graph), so this can be done in RAM. Note
that we do not compute the weights of the edges during this pass, because that
would require having all of the large color-class bit vectors in memory in order to
compute their Hamming distance.
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In the second pass, we traverse the edge set and compute the weight of each
edge. To minimize RAM usage during this phase, we sort the edges and iterate over
them in a “blocked” fashion. Specifically, Mantis stores the color class bit vectors
on-disk sequentially by ID, grouped into blocks of roughly 6GBs each. We sort
the edges lexicographically by their source and destination block. We then load all
pairs of blocks and compute the weights of all the edges between the two blocks
currently in memory. At all times, we need only two blocks of color class vectors in
memory. Given the weighted graph, we compute the MST and make one final pass
to determine the relevant delta lists and encode our final MST structure.
Parallelization. We note that, after having constructed the Mantis representa-
tion, most phases of the MST construction algorithm are trivially parallelized. MST
construction decomposes into three phases: (1) color-class graph construction, (2)
MST computation, and (3) color-class representation generation. We parallelize
graph construction and color-class representation generation. The MST computa-
tion itself is not parallelized.
We parallelized the determination of edges in the color-class graph by assign-
ing each thread a range of the 𝑘-mer-to-color-class-ID map. Each thread explores
the neighbors of the 𝑘-mers that appear in its assigned range, and any redundant
edges are deduplicated when all threads are finished. Similarly, we parallelized the
computation of edge weights and the extraction of the delta vectors that correspond
to each edge in the MST. Given the list of edges sorted lexicographically by their
endpoints (determined during the first phase), it is straightforward to partition the
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work for processing batches of edges across many threads. It is possible, of course,
that the batches will display different workloads and that some threads will complete
their assigned work before others. We have not yet made any attempt to optimize
the parallel construction of the MST in this regard, though many such optimizations
are likely possible.
Accelerating queries with caching. The encoded MST is not a balanced tree,
so decoding a color bit-vector might require walking a long path to the root, which
negatively impacts the query time. Attempting to explicitly minimize the depth or
diameter of the MST is, as discussed in Section 1, not generally approximable within
a constant factor. However, considering the fact that the frequency distribution of
the color classes is very skewed, some of the color classes are more popular or
have more children and, therefore, are in the path of many more nodes. We take
advantage of these data characteristics by caching the most recent queried color bit-
vectors. Every time we walk up the tree, if the color bit-vector for a node is already
in the cache, our query algorithm stops at that point and applies all the deltas
to this bv instead of the zero bv of the root. This caching approach significantly
improves the query time, resulting in the final query time required to decode a color
class being marginally faster than direct RRR access.
The cache policy is designed with the tree structure of our color-class repre-
sentation in mind. Specifically, we want to cache nodes near the leaves, but not so
close to the leaves that we end up caching essentially the entire tree. Also, we don’t
want to cache infrequently queried nodes. Thus we use the following caching policy:
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all queried nodes are cached. Furthermore, we cache interior nodes visited during
a query as follows. If a query visits a node that has been visited by more than 10
other queries and is more than 10 hops away from the currently queried item, then
we add that node to the cache. If a query visits more than one such node, we add
the first one encountered.
In our experiments, we used a cache of 10,000 nodes and managed the cache
using a FIFO policy.
2.5 Comparison with brute-force and approximate-nearest-neighbor-
based approaches
Our MST-based color-class representation uses the de Bruijn graph as a hint as to
which color classes are likely to be similar. This leads to the natural question: how
good are the hints provided by the de Bruijn graph?
One could imagine alternatively constructing the MST on the complete color-
class graph. This would yield the absolutely lowest-weight spanning tree on the
color classes. Unfortunately, no MST algorithm runs in less than Ω(|𝐸|) time, so
this would make our construction time quadratic in the number of color classes. The
number of color classes in our experiments range from 106 to 109, so the number
of edges in the complete color-class graph would be on the order of 1012 to 1018,
or possibly even more, making this algorithm impractical for the largest data sets
considered in this paper.
Alternatively, we could try to use an approximate nearest-neighbor algorithm
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to find pairs of color classes with small Hamming distance. As an experiment,
we implemented an approximate nearest neighbor algorithm that bucketed color
classes by their projection into a smaller-dimensional subspace. Nearest-neighbor
queries were computed by searching within the queried item’s bucket. Results were
disappointing. Even on small data sets, the average distance between the queried
item and the returned neighbor was several times larger than the average distance
found using the neighbors suggested by the de Bruijn graph. Thus, we did not
pursue this direction further.
3 Evaluation
In this section we evaluate our MST-based representation of the color information
in the colored de Bruijn graph. All our experiments use Mantis with our integrated
MST-based color-class representation.
Evaluation Metrics We evaluate our MST-based representation on the following
parameters:
• Scalability. How does our MST-based color-class representation scale in
terms of space with increasing number of input samples, and how does it
compare to the existing representations of Mantis?
• Construction time. How long does it take — in addition to the original
construction time for building colored de Bruijn graph— to build our MST-
based color-class representation?
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• Query performance. How long does it takes to query the colored de Bruijn
graph using our MST-based color-class representation?
3.1 Experimental procedure
System Specifications Mantis takes as input a collection of squeakr files [121].
Squeakr is a 𝑘-mer counter that takes as input a collection of fastq files and produces
as output, a single file with a compact hash table mapping each 𝑘-mer to the number
of times it occurs in the input files. As is standard in evaluations of large-scale
sequence search indexes, we do not benchmark the time required to construct these
filters.
The data input to the construction process was stored on 4-disk mirrors (8
disks total). Each is a Seagate 7200rpm 8TB disk (ST8000VN0022). They were
formatted using ZFS and exported via NFS over a 10Gb link. We used different
systems to run and evaluate time, memory, and disk requirements for the two steps
of preprocessing and index building as was done by Pandey et al. [123].
For index building and query benchmarks, we ran all the experiments on
the same system used in Mantis [123], an Intel(R) Xeon(R) CPU (E5-2699 v4
@2.20GHz with 44 cores and 56MB L3 cache) with 512GB RAM and a 4TB
TOSHIBA MG03ACA4 ATA HDD running Ubuntu 16.10 (Linux kernel 4.8.0-59-
generic). Constructing the main index was done using a single thread, and the
MST construction was performed using 16 threads. Query benchmarks were also
performed using a single thread.
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Data to evaluate scalability and comparison to Mantis We integrated and
evaluated our MST-based color-class representation within Mantis, so we briefly
review Mantis here. Mantis builds an index on a collection of unassembled raw
sequencing data sets. Each data set is called a sample. The Mantis index enables
fast queries of the form, “Which samples contain this 𝑘-mer,” and “Which samples
are likely to contain this string of bases?” Mantis takes as input one squeakr file
per sample [121]. A squeakr file is a compact hash table mapping each 𝑘-mer to
the number of times it occurs within that sample. Squeakr also has the ability
to serialize a hash that simply represents the set of 𝑘-mers present at or above
some user-provided threshold; we refer to these as filtered Squeakr files. Using the
filtered Squeakr files vastly reduces the required intermediate storage space, and
also decreases the construction time required for Mantis considerably. For example,
for the breast, blood, and brain dataset (2586 samples), the unfiltered Squeakr
files required ∼ 2.5TB of space while the filtered files require only ∼ 108GB. To
save intermediate storage space and speed index construction, we built our Mantis
representation from these filtered Squeakr files.
Given the input files, Mantis constructs an index consisting of two files: a
map from 𝑘-mer to color-class ID, and a map from color-class ID to the bit vector
encoding that color class. The first map is stored as a counting quotient filter
(CQF), which is the same compact hash table used by Squeakr. The color-class map
is an RRR-compressed bit vector.
Recall that our construction process is implemented as a post-processing step
on the standard Mantis color-class representation. For construction times, we re-
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port only this post-processing step. This is because our MST-based color-class
representation is a generic tool that can be applied to many colored de Bruijn graph
representations other than Mantis, so we want to isolate the time spent on MST
construction.
To test the scalability of our new color class representation, we used a randomly-
selected set of 10, 000 paired-end, human, bulk RNA-seq short-read experiments
downloaded from European Nucleotide Archive(ENA) [114] in gzipped FASTQ for-
mat. Additionally, we have built the proposed index for 2, 586 sequencing sam-
ples from human blood, brain, and breast tissues (BBB) originally used by [149]
and also used in the subsequent work [150, 153, 164], including Mantis [123], as
a point of comparison with these representations. The set of 10, 000 experiments
does not overlap with the BBB samples. The full list of 10, 000 experimental identi-
fiers can be obtained from https://github.com/COMBINE-lab/color-mst/blob/
master/input_lists/nobbb10k_shuffled.lst. The total size of all these experi-
ments (gzipped) is 25.23TB.
In order to eliminate spurious 𝑘-mers that occur with insignificant abundance
within a sample, the squeakr files are filtered to remove low-abundance 𝑘-mers. We
adopted the same cutoff policy originally proposed by Solomon and Kingsford [149],
by discarding 𝑘-mers that occur less than some threshold number of time. The
thresholds are determined according to the size (in bytes) of the gzipped sample,
and the thresholds are given in Table 15. We adopt a value of 𝑘 = 23 for all
experiments.
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Min size Max size Cutoff # of experimentswith specified threshold
0 ≤ 300MB 1 2,784
> 300MB ≤ 500MB 3 798
> 500MB ≤ 1GB 10 1,258
> 1GB ≤ 3GB 20 2,296
> 3GB ∞ 50 2,864
Table 15: Minimum number of times a 𝑘-mer must appear in an experiment in order to
be counted as abundantly represented in that experiment (taken from the SBT paper).
Note, the 𝑘-mers with count of “cutoff” are included at each threshold.
3.2 Evaluation results
Scalability of the new color class representation Figure 19a and Table 16
show how the size of our MST-based color-class representation scales as we increase
the number of samples indexed by Mantis. For comparison, we also give the size
of Mantis’ RRR-compression-based color-class representation. Figure 19a also plots
the size of the CQF that Mantis uses to map 𝑘-mers to color class IDs. We can
draw several conclusions from this data:
• The MST-based representation is an order-of-magnitude smaller than the
RRR-based representation.
• The gap between the RRR-based representation and the MST-based represen-
tation grows as we increase the number of input samples. This suggests that
the MST-based representation grows asymptotically slower than the RRR-
based representation.
• The MST-based color-class representation is, for large numbers of samples,
about 5× smaller than the CQF. This means that representing the color classes






















(a) Sizes of the RRR and MST-based color
class representations with respect to the
number of samples indexed from the human
bulk RNA-seq data set. The counting quo-
tient filter component is the Mantis repre-
sentation of the de Bruijn graph.
asymptotics
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y = 1.54707x − 3.89823
R² = 0.999506
y = 1.19349x − 3.5311
R² = 0.999957
RRR compressed CC table
MST compressed CC table
(b) Empirical asymptotic analysis of the
growth rates of the sizes of RRR-based
color class representation and the MST-
based color class representation. The RRR-
based representation grows at a rate of ≈
Θ(𝑛1.5), where 𝑛 is the number of samples.
The MST-based representation grows at a
rate of ≈ Θ(𝑛1.2).
Figure 19: Size of the MST-based color-class representation vs. the RRR-based color-class
representation.
Table 16 also shows the scaling rate of all elements of the MST representation,
in addition to the ratio of MST over the color bit-vector. As expected, the list of
deltas dominate the MST representation both in terms of total size and in terms of
growth. Table 16 also shows the average edge weight of the edges in the MST. The
edge weight grows approximately proportional to Θ(log(# of samples)) (i.e., every
time we double the number of samples, the average edge weight increases by almost
exactly 1). This suggests that our de Bruijn graph-based algorithm is able to find
pairs of similar color classes. The time column shows the time required to build the
MST representation (which is in addition to the Mantis construction time required
to produce the input to the MST compression algorithm).
To better understand the scaling of the different components of a colored de
Bruijn graph representation, we plot the sizes of the RRR-based color-class repre-
sentations and MST-based representations on a log-log scale in Figure 19b. Based
on the data, the RRR-based representation appears to grow in size at a rate of
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roughly Θ(𝑛1.5), whereas the new MST-based representation grows roughly at a
rate of Θ(𝑛1.2). This explains why the RRR-based representation grows to dwarf
the CQF (which grows roughly linearly) and become the bottleneck to scaling to
larger data sets, whereas the MST-based representation does not. With the MST-
based representation, the CQF itself is now the bottleneck.
Finally, the last two rows in Table 16 show the size of the RRR- and MST-based
color-class representations for the human blood, brain, breast (BBB) and E. coli data
sets respectively. BBB is the data set used in SBT and its subsequent tools [150, 153,
164], as well as in Mantis [123] and E. coli is the data set analyzed in the Rainbowfish
paper. This dataset, which has been obtained from GenBank [116], consists of 5, 598
distinct E. coli strains. Since the strain assemblies are all from the same species, E.
coli, each strain shares a large portion of its sequence with the others. We specifically
chose this dataset since Rainbowfish has already demonstrated a large improvement
in size for it compared to Vari [109].
As the table shows, our MST-based color-class representation is able to effec-
tively compress genomic color data in addition to RNA-seq color data.
Index Building Evaluation The “Build time” column in Table 16 shows the
time required to build our MST-based color-class representation from Mantis’ RRR-
based representation. All builds used 16 threads. Table 18 shows how the MST
construction time for a 1000 sample dataset scales as a function of the number of
build threads. The memory consumption is not affected by number of threads and



























200 0.42 0.15 0.08 0.06 0.01 0:05:42 2.42 0.37
500 1.89 0.46 0.2 0.24 0.03 0:12:15 3.42 0.24
1,000 5.14 1.03 0.37 0.6 0.06 0:25:03 4.39 0.2
2,000 14.2 2.35 0.71 1.5 0.14 0:51:58 5.38 0.17
5,000 59.89 7.21 1.72 5.1 0.39 3:52:34 6.61 0.12
10,000 190.89 16.28 3.37 12.06 0.86 10:17:42 7.68 0.085
Blood, Brain,
Breast (BBB) 2586 15.8 2.66 0.63 1.88 0.16 00:57:43 6.98 0.17
E. coli strain
reference genomes 5,598 2.06 0.83 0.02 0.76 0.06 00:03:15 7.8 0.4
Table 16: Space required for RRR and MST-based color class encodings over different
numbers of samples (sizes in GB) and time and memory required to build MST. Central



















Breast (BBB) 2586 28 29
Table 17: The memory required for Mantis build and MST compression phases on human
RNA-seq data. The overall memory required to construct the full index is the max of the
two columns which, for these datasets, is always the MST memory.
and the MST construction steps is shown in Table 17. Since these phases are run
independently, and since the MST phase follows the Mantis construction phase, the
peak memory for the whole build pipeline is the maximum of the memory required
for each of the two construction phases.
# of threads 1 2 4 8 16 32
Run time (hh:mm:ss) 02:47:08 01:38:26 01:02:42 00:31:57 00:22:00 00:14:17
Table 18: The MST construction time for 1000 experiments using different number of
threads. Memory stays the same across all the runs.
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Overall, the MST construction time is only a tiny fraction of the overall time
required to build the Mantis index from raw fastq files. The vast bulk of the time
is spent processing the fastq files to produce filtered squeakrs. This step was per-
formed on a cluster of 150 machines over roughly one week. Thus MST construction
represents less than 1% of the overall index build time. The memory required to
build the MST is dependent on the size of the CQF and grows proportional to that.
In fact, due to the multi-pass construction procedure, the peak MST construction
memory is essentially the size of the CQF plus a relatively small (and adjustable)
amount of working memory. For the run over 10𝑘 experiments, where the CQF size
was the largest (98𝐺), the peak memory required to build MST is 111𝐺.
Query Evaluation We evaluate query speed in the following manner. We select
random subsets, of increasing size, of transcripts from the human transcriptome,
and query the Mantis index to determine the set of experiments containing each of
these transcripts. Mantis answers transcript queries as follows. For each 𝑘-mer in
the transcript, it computes the set of samples containing that 𝑘-mer. It then reports
a sample as containing a transcript if the sample contains more than Θ fraction of
the 𝑘-mers in the transcript, where Θ is a user-adjustable parameter. Note that, for
Mantis, the Θ threshold is applied at the very end. Mantis first computes, for each
sample, the fraction of 𝑘-mers that occur in that sample, and then filters as a last
step. Thus the query times reported here are valid for any Θ.
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Mantis Mantis
index load + query query space(GB) index load + query query space(GB)
10 Transcripts 1 min 10 sec 0.3 sec 118 32 min 59 sec 0.5 sec 290
100 Transcripts 1 min 17 sec 8 sec 119 34 min 33 sec 11 sec 290
1000 Transcripts 2 min 29 sec 79 sec 120 46 min 4 sec 80 sec 290
Table 19: Query time and resident memory for mantis using the MST-based representation
for color information and the original mantis (using RRR-compressed color classes) over
10, 000 experiments. The “query” column provides just the time taken to execute all
queries (as would be required if the index was already loaded in e.g. a server-based search
tool). Note that, in resident memory usage for the MST-based representation, the counting
quotient filter always dominates the total required memory.
Table 19 reports the query performance of both the RRR and MST-based
Mantis indexes. Despite the vastly-reduced space occupied by the MST-based index,
and the fact that the color class decoding procedure is more involved, query in the
MST-based index is slightly faster than querying in the RRR-based index. The
average query time in both RRR-based and MST-based index is 0.08 sec / query.
Once the index has been loaded into RAM, Mantis queries are much faster than
the three SBT-based large-scale sequence search data structures, and our MST-based
color-class representation doesn’t change that.
4 Discussion & Conclusion
We have introduced a novel exact representation of the color information associated
with the colored de Bruijn graph. Our representation yields large improvements in
terms of representation size when compared to previous state-of-the-art approaches.
While our MST-based representation is much smaller, it still provides rapid query
and can, for example, return the query results for a transcript across an index of
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10, 000 RNA-seq experiments in ∼ 0.08 sec / query. Further, the size benefit of our
proposed representation over that of previous approaches appears to grow with the
number of color classes being encoded, meaning it is not only much smaller, but
also much more scalable. Finally, the representation we propose is, essentially, a
stand-alone encoding of the colored de Bruijn graph’s associated color information,
making this representation conceptually easy to integrate with any tool or method
that needs to store color information over a large de Bruijn graph.
Though it is not clear how much further the color information can be com-
pressed while maintaining a lossless representation, this is an interesting theoretical
question. It may be fruitful to approach this question from the perspective sug-
gested by Yu et al. [163], of evaluating the metric entropy, fractal dimension, and
information-theoretic entropy of the space of color classes. Practically, however, we
have observed that, at least in our current system, Mantis, for large-scale sequence
search, the counting quotient filter, which is used to store the topology of the de
Bruijn graph and to associate color class labels with each 𝑘-mer, has become the
new scalability bottleneck. Here, it may be possible to reduce the space required
by this component by making use of some of the same observations we relied upon
to allow efficient color class neighbor search. For example, because many adjacent
𝑘-mers in the de Bruijn graph share the same color class ID, it is likely possible to
encode this label information sparsely across the de Bruijn graph, taking advantage
of the coherence between topologically nearby 𝑘-mers. Further, to allow scalability
to truly-massive datasets, it will likely be necessary to make the system hierarchical,
or even to adopt a more space-efficient (and domain-specific) representation of the
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underlying de Bruijn graph. Nonetheless, because we have designed our color class
representation as essentially orthogonal to the de Bruijn graph representation, we
anticipate that we can easily integrate this approach with improved representations
of the de Bruijn graph.
Mantis with the new MST-based color class encoding is written in C++17
and is available at https://github.com/splatlab/mantis.
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Chapter 6: An incrementally-updatable and scalable system for large-
scale sequence search using LSM-trees∗
1 Introduction
The databases that house large public collections of sequencing experiments have
been growing exponentially throughout the past decade, owing to cost-efficient and
accessible high-throughput sequencing technologies. Many of these experiments are
publicly available and widely accessed — for example, in the Sequence Read Archive
(SRA) [76, 81]. The experiments contained in such databases range across differ-
ent species, including human, bacteria, viruses and plants, and are associated to a
variety of studies, such as tracking the effect of a genetic disease, drug treatment,
or the environment on the studied genome or transcriptome. Considering the meta-
information coming with the reads, such a database is a rich resource for exploratory
analyses and novel sequence-level discoveries to answer biological questions. For in-
stance, having a newly-assembled transcript or gene, a question of interest is “what
are the list of experiments that contain this sequence?” Such a question can be
classified as a search problem. Specifically, this is the problem of searching for a
sequence, across a large database, for experiments that contain identical or highly-
∗A collaboration with members of the Mantis team
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similar sequences to the query sequence. The problem of finding similar sequences
has been tackled in the field of sequence alignment which is a well-studied sub-
ject with many popular solutions, indices, and tools available [6, 40, 78, 85, 86]. In
fact, through BLAST [11] and its variants, one can access and search (either through
the web interface or in a locally-installed database) the vast catalog of assembled
genomes.
However, the problem of searching for a sequence in a database of raw, unassem-
bled sequencing reads is fundamentally different from the problem of searching
through a database of assembled genomes. One main difference is that the se-
quenced reads themselves are highly fragmented and repetitive compared to long
assembled genomes and transcripts that usually act as the reference in typical for-
mulations of the sequence alignment algorithm problem. This renders an attempt
at calculating the edit distance of two sequences using dynamic programming (even
with efficient heuristics), essentially ineffective as a long query sequence may not be
present in its entirety in an experiment. Furthermore, the size of the database of
raw data is much larger than that of the assembled sequences for many reasons in-
cluding, the fact that many more individuals have been sequenced than those whose
genomes have been assembled, as well as the fact that even the same individual (or
cell line) may have its dynamic transcriptome sequenced many times under differ-
ent conditions or stimuli. Even more, since the vast majority of the diverse life on
earth cannot be reliably cultivated in a laboratory, we have evidence of the genomes
of such organisms only though shotgun metagenomic sequencing, resulting in frag-
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mented and incomplete coverage of the underlying genomes; though such data is
not presented to us in the ideal form, it is, nonetheless, valuable data.
As a result of the collection of such data, the SRA currently has ∼ 4 peta-
bases of publicly-available sequencing data. This has led to the proposal, over
the past few years, of new algorithms and data structures for indexing these large
databases of short read sequencing experiments. This problem was first introduced
by Solomon and Kingsford [149], and they suggested the Sequence Bloom Tree
(SBT) as a data structure for indexing such sequencing databases for “experiment
discovery”. Since this original work, many tools, algorithms, and data structures
have been proposed to index large databases of short-read sequences [8, 15, 21, 59,
124, 150, 153, 165]. Almost all of these approaches start with breaking the sequences
in the given sample into sub-sequences of size 𝑘, known as 𝑘-mers, and defining the
intersection of the query 𝑘-mer set and each sample’s 𝑘-mer set as the criterion
for determining the likelihood of query presence in the sample. Among the tools
proposed in this space, only Mantis is exact [124]. Most of the other indices that
have been designed specifically for large-scale sequence search yield approximate
search results. That is, all samples that truly meet the intersection criterion will be
returned, but so will some (theoretically-controllable) fraction of samples that do
not satisfy this search criterion. This behavior of reporting a query as present at
the requisite level, while, in reality, it is not, is analogous to a false-positive results.
As explained by Harris and Medvedev [59], raw sequence indices can be divided
into two main categories: those that aggregate 𝑘-mers at the level of experiments
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(experiment-based) and those that aggregate experiments at the level of 𝑘-mers
(𝑘-mer-based). In the first category (experiment aggregation), there is usually a
separate structure for each experiment such as a small filter for the 𝑘-mers in the
experiment (e.g. Bloom filters). These data structures are then aggregated either
in a hierarchical manner [59, 149, 150, 153, 165] or in a flat fashion [15, 21] into one,
unified index. In the second approach (𝑘-mer aggregation), unique 𝑘-mers across
all experiments are aggregated into one structure which maps the 𝑘-mer to another
structure containing a list per 𝑘-mer which indicates its presence/absence in each
experiment (called the “color” of the 𝑘-mer) [110, 112, 124]. In the later design, the
challenges of identifying 𝑘-mers and the that of storing the appropriate colors, can be
looked as two fundamentally different problems, and the approaches to tackle these
problems can be developed and improved independently. On the other hand, in the
experiment aggregation approach, since there is a separate structure for each exper-
iment, the index can be loaded into memory in parts, which maintains a low query
memory. For the same reason, updating the index (e.g. adding a new experiment)
is a more straightforward task in the experiment aggregation approaches.
For example Mantis, an index from the 𝑘-mer aggregation category, is up to two
orders of magnitude faster to query than state-of-the-art experiment aggregation-
based approaches. However, given that it combines the 𝑘-mers of all experiments into
a single structure to associate metadata with each that spans across all experiments,
is not immediately clear how an index such as that implemented in Mantis can be
updated. On the other hand, updates in experiment aggregation-based tools such as
SBT and its SBT-variants [59, 149, 150, 153] are conceptually more clear. However,
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though these approaches admit a more theoretically straightforward update proce-
dure, to our knowledge, only the original SBT tool (the simplest of the SBT-based
variants) actually implements such updates. On the other hand, Pandey et al. [124]
describe how a potential update scheme may be applied to the Mantis structure by
integrating the index into a multi-tier data structure that facilitates low-cost inser-
tions, namely, making use of log-structured merge trees (LSM-trees) [120, 136, 137].
In this work, we put the original suggestion of [124] into practice, while simul-
taneously incorporating the subsequent improvements that have been made to the
Mantis data structure since the original work (that make the data structure more
efficient, but also more complex). “Log-structured Merge” is a general and well-
understood technique used in various storage schemes to support fast insertion of
stream of data [120]. The main operation that an index must support to allow for
the use of an LSM-tree is merging — building a new index from two smaller ones
without the need to reconstruct the whole index from scratch. Accordingly, we pro-
vide an algorithm for merging two Mantises into one larger index, and tackle the
main obstacles of scalability and efficiency along the way. We note that the idea
of enabling a raw sequence index to scale to larger collections of data via merging
is not new to the field, and has been recently explored in previous work such as
Varimerge [112]. The focus of this work, however, is to design a merging methodol-
ogy specialized for Mantis data structures. We present efficient merging algorithms
for both Classic Mantis and MST-based Mantis. In Classic Mantis, although the
merging algorithm may at first seem simple, a naïve implementation is very resource
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intensive. We use insights about the empirical distributions of data and careful en-
gineering to make the merging memory scale moderately with the growth of the
index. Specifically, we break the singular 𝑘-mer “map” (implemented via the count-
ing quotient filter (CQF) [121] in Mantis) into smaller partitions based on 𝑘-mer
minimizer values. This idea has been comprehensively explained and used previ-
ously in BCALM2 [31] for extracting non-branching paths of the de Bruijn graph
over a set of raw experiments without the need to construct the full de Bruijn graph
itself. For the MST-based Mantis data structure, we go further to design an efficient
algorithm for merging two MSTs, which is the encoding used in MST-based Mantis
to compress color information. This vastly reduces the intermediate disk space as
well as improves the total merging time. Furthermore, with careful engineering to
make efficient use of multi-threading, we retain a time-efficient construction pro-
cess. Comparing the merging benchmarks with Varimerge, a recent state-of-the-art
colored de Bruijn graph representation utilizing a merge-based construction, we ob-
serve better performance in merge time, merge memory, intermediate disk space,
and final index size. We also benchmark the query time in this new index that
makes use of the partitioned 𝑘-mer map structure with MST-based Mantis (one of
the fastest existing raw sequence search indices). We observe similar total query
time while obtaining up to a 7𝑥 improvement in memory for the largest indices.
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2 Method
There are a number of steps required to enable a dynamically-updatable Mantis
index that is scalable to large collections of data. As explained in 1, the way we
achieve this goal is by use of LSM-trees. Figure 20 shows how an LSM-tree of
multiple Mantises operate. The update process is comprised of two main steps:
insertion, and compaction. Every time we add a new experiment of raw sequences
to the database, we call insert which adds the sample to the list in RAM in the
form of a squeakr [121]. A squeakr is basically a multiset representation holding the
list of distinct 𝑘-mers in the experiment. If the first level in the LSM-tree is full,
we flush the Squeakrinto a Mantis index and merge it into the first level on disk
(level 1) in the compaction. This could trigger a cascading merge of the indices to
higher levels until the destination level is no longer full. For this design to work, the
one primary requirement to satisfy is that the merge operation be support by the
Mantis indices atop which this structure is built. Therefore, the rest of this section
covers to the details of the process that has been developed to enable an efficient
and scalable merging operation for the Mantis index.
A Mantis index [124] is essentially a colored de Bruijn graph (colored de Bruijn
graph) representation. In a colored de Bruijn graph, each 𝑘-mer has an associated
color, which lists the experiments containing that 𝑘-mer. Mantis uses counting quo-
tient filter [121], a key-value filter, combined with a color-encoding scheme adopted
from [4] to map each 𝑘-mer to the color bit-vector of size equal to number of ex-














































Figure 20: The two main steps during an LSM-tree update with slight modifications
specializing it for the Mantis index. In insertion step, we only add a new Squeakr to
the list of Squeakrin memory. In compaction step, which is triggered whenever number of
Squeakrpasses the threshold for level 0, we first build a Mantis index over all the Squeakrin
level 0 and then do a cascading merge of Mantis indices up to the point that no levels are
full anymore. We should note that the levels are not drawn to scale for having a better
graphical representation.
quently, the MST-based Mantis index [9] was introduced as the successor of Mantis.
It focuses primarily on reducing the index size by performing referential encoding
of related color vectors, rather than requiring identical 𝑘-mer occurrence vectors.
This allows an even smaller index that can be effectively scaled larger even larger
databases.
In section 2.1, we explain the merging process over “Classic Mantis”, which
although algorithmically simple, is quite resource intensive. We further explore the
particular challenge we face for having a memory-scalable merge in section 2.3.
This challenge, in particular, is representing all unique 𝑘-mers in a single counting
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quotient filter that grows linearly with the number of unique 𝑘-mers. The existing
Mantis indices (both Classic Mantis and MST-based Mantis) require this mono-
lithic counting quotient filter to be present in memory during both construction and
query. To replace this component of the index, we propose a data-driven partition-
ing scheme based on minimizers that breaks the single counting quotient filter into
smaller partitions that can be loaded in memory and processed independent of other
partitions during construction, merge, and also query time. We then explain how
this greatly improves the memory required for counting quotient filter merging. We
then describe an efficient algorithm for merging two MSTs in section 2.2. Direct
merge of the MSTs allows us to skip the construction and storage of the very large
intermediate color class matrix to disk and to avoid the extra step of compressing
this matrix into the final MST representation. This helps reduce the intermediate
disk space as well as improves the total time required for merge. Finally, we explain
how we design the construction and merge procedures to be parallelizable allowing
for practically fast construction.
2.1 Merging Classic Mantis indices
The Mantis merge algorithm takes 𝑐𝑑𝑏𝑔1 and 𝑐𝑑𝑏𝑔2 as inputs, and produces an
output Mantis index over all the experiments of the union of the input indices.
The merge algorithm can be sequenced into three major steps: (1) gathering all
the distinct color-id pairs for the union set of 𝑘-mers of the input graphs, where
each color-id pair represents a distinct color for the 𝑘-mers of the output graph; (2)
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assigning color-ids to these pairs and building the color-class table for these colors
and (3) building the merged de Bruijn graph, (i.e. the output counting quotient
filter containing the union 𝑘-mer set). Note that the sets of experiments for the
two input indices should be disjoint; otherwise each copy of an experiment will be
treated as a different experiment at the merged index. We describe these steps
below.
Gathering distinct color-id pairs. Each 𝑘-mer 𝑘𝑒𝑦 in a Mantis index has an asso-
ciated non-zero color-ID 𝑖𝑑. If some 𝑘-mer 𝑘𝑒𝑦 has color-ID 𝑖𝑑1 at the first input
index 𝑐𝑑𝑏𝑔1 and color-ID 𝑖𝑑2 at the second input index 𝑐𝑑𝑏𝑔2, then this 𝑘-mer 𝑘𝑒𝑦
will be assigned a unique color-ID 𝑛𝑒𝑤𝑖𝑑 corresponding to the pair (𝑖𝑑1, 𝑖𝑑2) at the
merged index. It is possible that the 𝑘-mer is absent in either of the indices. In such
a case, the color-ID value of the 𝑘-mer in the input index which it is not present
is considered to be zero, i.e. 𝑖𝑑1 = 0 or 𝑖𝑑2 = 0. At the end of this phase, we will
have all the distinct (𝑖𝑑1, 𝑖𝑑2) color-ID pairs for the union 𝑘-mer set of the two input
indices.
The color class matrix is partitioned and stored as fixed-size blocks of color
classes to the disk, instead of storing the table as a whole. This facilitates in keeping
the working memory low, as a color class is not required to be present during the
full lifetime of the Mantis merge algorithm. Let the input indices 𝑐𝑑𝑏𝑔1 and 𝑐𝑑𝑏𝑔2
have partitions 𝑑1 and 𝑑2 in the color class table. For simplicity, we assume color
class partitions to be 1− 𝑏𝑎𝑠𝑒𝑑 indexed. We initialize (𝑑1 +1)× (𝑑2 +1) files on disk
(called disk-buckets) to temporarily store color-ID pairs of 𝑘-mers. A disk-bucket
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𝑏𝑖,𝑗 with 𝑖, 𝑗 > 0 contains the color-ID pairs (𝑖𝑑1, 𝑖𝑑2) where 𝑖𝑑1 belongs to color class
partition 𝑖 and 𝑖𝑑2 belongs to color class partition 𝑗. In the case the 𝑘-mer is not
present in one of the inputs, the color-ID pair would end up in a disk-bucket with
𝑖 = 0 or 𝑗 = 0. Disk-bucket 𝑏0,0 is empty as it is, by definition, associated to the
color-ID pairs where the associated 𝑘-mer is neither present in 𝑐𝑑𝑏𝑔1, nor in 𝑐𝑑𝑏𝑔2.
Since the counting quotient filters of the indices 𝑐𝑑𝑏𝑔1 and 𝑐𝑑𝑏𝑔2 contain the
hash-values of the 𝑘-mers in sorted order, we make simultaneous linear scans over the
two counting quotient filters for the distinct 𝑘-mers of the union counting quotient
filter. For each distinct 𝑘-mer 𝑘𝑒𝑦 of the union counting quotient filter, let its
color-IDs be 𝑖𝑑1 and 𝑖𝑑2 from 𝑐𝑑𝑏𝑔1 and 𝑐𝑑𝑏𝑔2. If 𝑖𝑑1’s color class is in partition 𝑥
and 𝑖𝑑2’s color class is in partition 𝑦, then we store the pair (𝑖𝑑1, 𝑖𝑑2) to bucket 𝑏𝑥,𝑦,
with possible repetitions of the pairs. Having completed the union process, we filter
out the unique 𝑘-mers at each bucket (by sorting and discarding duplicates of the
𝑘-mer hashes in the buckets).
Simply following this scheme to collect the distinct pairs results in too much
repetition of pairs and, thus, a high memory demand. Since we store a color-
pair per 𝑘-mer, the disk-buckets will cumulatively contain exactly 𝑛𝑘 pairs if the
merged colored de Bruijn graph has 𝑛𝑘 𝑘-mers, whereas the number of color classes
is actually much smaller. In reality, not only can multiple 𝑘-mers can share the same
color, but also the majority of 𝑘-mers actually belong to a small subset of colors, less
than 1% of total colors [124] in a typical dataset. The original Mantis data structure
leverages this highly skewed abundance distribution of color classes by sorting the
color classes based on their abundance values, and assigning IDs in reverse order
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of the abundance — at least for the colors observed in a sample subset. Since in
the final space required to store each color-ID correlates with the ID value itself,
assigning smaller IDs to more abundant colors results in smaller size representation
of the color-IDs. This utilization of the highly-skewed color distribution is popular
in many other tools in the field as well [4, 6, 62]. We perform a sampling phase in
which we analyze the color class abundance distribution of a subset of the 𝑘-mers.
We sort the color class based on their abundances in the sample set, and keep a fixed
number of the (approximately) most abundant pairs in a hash-map 𝐻 which maps
a color-ID pair to its abundance. Given the uniform-randomness property of the
hash function used to hash 𝑘-mers, in expectation, we will see the most abundant
color classes in the first few million 𝑘-mers. After this sampling phase, we make
the simultaneous linear scan over the counting quotient filters and for each color-ID
pair (𝑖𝑑1, 𝑖𝑑2) of a 𝑘-mer, we only add the pair to its corresponding bucket if it is
not present at 𝐻.
Assignment of color-IDs and building the color class table. At this point of the
algorithm, we have all the distinct color-ID pairs for the output Mantis index in the
hash-set 𝐻 and in the disk-buckets. We assign a unique integer as the color-ID of
each pair and then build the output color class table. As explained in the previous
paragraph, we assign IDs to the colors in the hash-set 𝐻 in reverse order of the
abundances. Then we assign color-IDs to the rest of the pairs present at the disk-
buckets. Later, throughout the process, we would need to have a constant access
from each input color-ID pair to its associated output color-ID. However, using a
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naive hash-map on all the non-sampled color pairs as keys is very memory-inefficient.
Instead, we use a space-efficient hashing scheme, in our case the Minimal Perfect
Hash Function(MPHF) implemented by Limasset et al. [93]. Knowing the count
of color pairs in each bucket, we build a MPH table 𝑀𝑃𝐻 𝑖,𝑗 on it. That is, if the
bucket 𝑏𝑖,𝑗 has 𝑠 pairs, then each pair from 𝑏𝑖,𝑗 gets mapped to a unique value in the
range [0, 𝑠− 1] by 𝑀𝑃𝐻 𝑖,𝑗. Then the color-ID of a pair (𝑖𝑑1, 𝑖𝑑2) present at bucket
𝑏𝑖,𝑗 is computed as the sum of the following: count of abundance-sampled pairs (i.e.
|𝐻|), cumulative size of all the buckets up-to this bucket (exclusive and in row-major
order), and the pair’s MPH value. This scheme ensures a unique color-ID for each
pair present at each disk-bucket.
After the color-ID assignment, we sort the color-ID pairs (𝑖𝑑1, 𝑖𝑑2) present at
𝐻 in such a way that all the pairs that have 𝑖𝑑1’s color class at some partition 𝑥 of
𝑐𝑑𝑏𝑔1 and 𝑖𝑑2’s color class at some partition 𝑦 get grouped together. Then we scan
over this sorted order, load the color class table partitions of the input indices only
when required (i.e. we switch from one group to other), and build the color classes
for the pairs. Finishing 𝐻, we go over each disk-bucket 𝑏𝑖,𝑗, load the color classes
table partition (𝑖−1) of 𝑐𝑑𝑏𝑔1 (if 𝑖 > 0) and partition (𝑗−1) of 𝑐𝑑𝑏𝑔2 (if 𝑗 > 0), and
build the color classes for each pair present at 𝑏𝑖,𝑗, in order of their newly assigned
color-IDs. Also, partitions of the output color class table are serialized to disk once
they reach a certain threshold, as was originally described in [124]. This color class
building scheme for 𝐻 and the 𝑏𝑖,𝑗’s ensures that we only need to load two color
class buckets at a time in memory.
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Building the merged counting quotient filter At this point of the algorithm, we
have all the distinct color-ID pairs for the union 𝑘-mer set and their associated
color-ID. Similar to the first phase, we make simultaneous linear scans over the
input counting quotient filters, this time for each distinct 𝑘-mer in the union of the
two inputs, storing the ⟨< 𝑘 −𝑚𝑒𝑟, 𝑐𝑜𝑙𝑜𝑟𝐼𝐷⟩ pair to the output counting quotient
filter. For each distinct 𝑘-mer 𝑘𝑒𝑦, we get its color-ID pair (𝑖𝑑1, 𝑖𝑑2), query for the
pair’s assigned color-ID in the hash-map 𝐻, and if absent, compute its color-ID from
its corresponding MPH table as discussed earlier.
2.2 Merging MSTs
A Classic Mantis index over 𝑛 samples (also considered a colored de Bruijn graph
representation), consist of two main sub-structures, a counting quotient filter which
maps each distinct 𝑘-mer to a color-ID and a color class matrix that maps the
color-ID to a color bit-vector. One can then construct an MST-based Mantis index
from a Classic Mantis index by compressing the color class matrix into a relative
encoding of the color bit-vectors as described in [9]. The idea is to exploit the
inherent similarity of the rows in the color class matrix. Rather than directly storing
the full matrix on disk, each color bit-vector (a row in the matrix) is encoded as a list
of deltas from neighboring color bit-vector. Applying this idea globally results in a
tree structure (a MST) over a derived color graph from Classic Mantis that connects
similar color bit-vectors. In the rest of the section we call this encoding a MST
for short. When applied, this compression technique significantly reduces the space
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occupied by the color information and is progressively more effective with increasing
numbers of samples to the extent that in previous experiments it achieves more than
80% saving on the color information and close to 50% global saving compared to
Classic Mantis for an index on 10𝑘 samples.
At query time, for each color-ID 𝑐𝑖, the color bit-vector needs to be recon-
structed by traversing the path node color-ID 𝑐𝑖 up to the root and flipping the bits
whose positions are encoded by the deltas observed along the traversed path. Al-
though this process is not a constant-time observation, it has been shown that using
a small LRU cache (Least-Recently-Used cache) to explicitly represent a dynamic
subset of nodes of the MST yields practically the same query time as direct access to
the color-vector in Classic Mantis. The color classes in the LRU cache get updated
based on the frequency of access request to the color classes either by direct query
for the corresponding color-ID or along the path to the root for other color-IDs.
To avoid lengthy (re-)construction of the MST representation from a color
class matrix after every merge of two Classic Mantis indices, it would be highly-
preferable to directly merge MSTs instead. Not only does this save time, but it
eliminates the large disk-space requirements of the color class matrix. The process
we propose for achieving this goal is similar to that of the MST construction from
the color class matrix itself, but with appropriate modifications to account for lack
of direct access to color bit-vectors.
Therefore, we first provide a summary of the MST construction process as ex-
plained in [9], and then go over the modifications made to enable direct construction
of the final MST from input MSTs.
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The following are the main steps of MST construction process:
1. Construct a “color-graph”(⟨𝑉, 𝐸⟩) where 𝑉 is the set of all color-IDs in the
colored de Bruijn graph and 𝐸 filled by walking the colored de Bruijn graph
and storing an edge between the colors of the neighboring 𝑘-mers in the colored
de Bruijn graph if they have distinct color-IDs (self-loops are not allowed in
the color-graph).
2. Creating an edge from all color nodes to a dummy node. The dummy node
represents an empty bv with all bits reset to 0. Assuming the colored de
Bruijn graph has 𝑛 distinct color classes, the color-graph will contain 𝑛 + 1
nodes (including the dummy bv node). This guarantees the color graph will
be one connected component.
3. Calculate the weight of each edge of the color-graph as shown in part (a) of 21.
The weight of an edge ⟨𝑐𝑖, 𝑐𝑗⟩ is defined as the hamming distance between the
color bit-vectors associated to 𝑐𝑖 and 𝑐𝑗 (exclusive-or of the two bit-vectors
as shown in part (b) of figure 21). At this point, each color bit-vector 𝐶𝑖 in
the color-graph has at least one edge to another color bit-vector 𝐶𝑗 where the
edge weight represents number of indices required to be stored to retrieve color
bit-vector 𝐶𝑖 from 𝐶𝑗 if we already have the color bit-vector of 𝐶𝑗.
4. Find the MST of the color-graph, which is the tree with minimum total weight
that spans all the color-IDs. Therefore, the vertices of the color-graph remain
connected, while the weight of the resulting spanning tree (which allows re-
construction of each color bit-vector) is minimised.
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5. Knowing the root of the tree (the dummy node), orient the edges of the tree
by walking the tree and assigning the parent-child directions to each edge.
6. For each edge ⟨𝑐𝑖, 𝑐𝑗⟩ in the MST, calculate the offsets of the unequal bits
between the color bit-vectors associated to color-IDs 𝑐𝑖 and 𝑐𝑗.
7. Store the tree representation as the “Parent vector” and “Delta vector”. The
parent vector stores the structure of the tree by pointing each color-ID to
its parent color-ID and the delta vector encodes the list of indices for the
nonidentical bits between the color-ID and its parent’s corresponding color
bit-vector.
The MST construction steps (subsequent to color-graph construction) are also
depicted in 21, part (a). It is important to note that the first step of merging two
colored de Bruijn graphs, i.e., the counting quotient filter merge, remains the same
in both Classic Mantis and MST-based Mantis. The two outputs of the counting
quotient filter merge step are “the output counting quotient filter” and “the color-
map”. The counting quotient filter maps each unique 𝑘-mer in the union of the left
and right samples to its associated color-ID, and the color-map maps each color-ID
to the pair of corresponding color-IDs in the left and right input index 𝑐→ ⟨𝑐𝑙, 𝑐𝑟⟩.
Therefore, the available structures before starting the MST construction are the
merged counting quotient filter, the color-map connecting the new color-IDs to pair
of colors for the left and right indices (𝑐 → ⟨𝑐𝑙, 𝑐𝑟⟩) and the two MSTs of the left
and right indices.
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Constructing color bit-vector 
using the two input MSTs(c)
Figure 21: The full MST construction process (a) which is zoomed in two levels down in
(b) and (c). The process in (a) basically follows the same steps as for MST construction
in the MST-based Mantis index. The main point of difference is reconstruction of the
color bit-vectors by querying the two input MSTs as shown in (c) rather than fetching the
vector from the color class matrix. During the MST construction, step (c) will be repeated
for each end of the edge in (b) and eventually for all the edges in the original color-graph
(step 1) and later the final MST (step 4) in (a). Consequently, the main challenge is to
make the color bit-vector reconstruction process as efficient as directly querying the color
class matrix for the corresponding row (i.e., constant time).
construction. In the next few paragraphs We discuss the pipeline for MST con-
struction/merge describing individual steps in figure 21.a and point out the specific
differences between color class matrix merge and MST merge. The color-graph pop-
ulating step is exactly the same when constructing an MST or merging two MSTs.
We walk the counting quotient filter in order of the 𝑘-mer hash values and for each
pair of ⟨𝑘𝑚𝑒𝑟𝑖, 𝑐𝑜𝑙𝑜𝑟𝐼𝐷𝑖⟩, we find all neighboring pairs ⟨𝑘𝑚𝑒𝑟𝑗, 𝑐𝑜𝑙𝑜𝑟𝐼𝐷𝑗⟩ and add
the color-ID pair ⟨𝑐𝑜𝑙𝑜𝑟𝐼𝐷𝑖, 𝑐𝑜𝑙𝑜𝑟𝐼𝐷𝑗⟩ to the edge list if 𝑐𝑜𝑙𝑜𝑟𝐼𝐷𝑖 , 𝑐𝑜𝑙𝑜𝑟𝐼𝐷𝑗.
For step 1, finding the weight of the color-graph edges, we need to access the
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color bit-vectors associated to each end of the edge. If we have the full color class
matrix available, this only requires a (constant-time) lookup to fetch the correspond-
ing row in the matrix that a color-ID references. However, this step is not trivial
when we only have access to the two input MSTs. We know from section 2.1 that, in
the merging process, each color bit-vector in the output is a concatenation of some
color bit-vector from the left and right inputs. We store the mapping of the output
color bit-vector IDs to the ID pair of the two constituent input color bit-vectors in
a map called color-map. So, for each color-ID 𝑐𝑖 that maps to two input color-IDs
(i.e. 𝑐𝑖 → ⟨𝑐𝑙𝑚, 𝑐𝑟𝑛⟩), if we are able to construct the color bit-vector associated to 𝑐𝑙𝑚
in the left index, 𝑐𝑏𝑣𝑙𝑚, and 𝑐𝑟𝑛 in the right index, 𝑐𝑏𝑣𝑟𝑛, we can construct the 𝑐𝑏𝑣𝑜𝑖 by
concatenating them (𝑐𝑏𝑣𝑜𝑖 = 𝑐𝑏𝑣𝑙𝑚|𝑐𝑏𝑣𝑟𝑛). In the case of in which we have MST-based
Mantis indices as the left and right input, to retrieve the color bit-vector associated
to a color-ID, we need to query the MST of each of these indices (the process for
which is explained in details in [9]). To summarize, to calculate the weight of an
edge ⟨𝑐𝑖, 𝑐𝑗⟩, we first extract the color bit-vectors for the associated id pair to 𝑐𝑖,
𝑐𝑖 → ⟨𝑐𝑙𝑚, 𝑐𝑟𝑛⟩, by querying the left and right input MSTs. Then we concatenate the
two vectors to make the color bit-vector 𝑐𝑏𝑣𝑖. We repeat the same process for node
𝑐𝑗 to construct 𝑐𝑏𝑣𝑗. Then the weight of the edge would be the Hamming distance
between the two vectors (𝑐𝑏𝑣𝑖, 𝑐𝑏𝑣𝑗). We need to repeat the same process for all
edges in color-graph.
At this step, however, we encounter a challenge. Although, the LRU cache
was sufficient to enable querying speed in MST-based Mantis that is practically
equivalent to the constant-time access to the color class matrix, we do not observe
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such behavior during merging of the input MSTs. In this case, the query pattern
that is dictated by the color-graph is fundamentally different in its distribution
compared to (later) querying the index with specific query sequences. Thus, the
LRU cache is insufficient to enable efficient use of the input MSTs as color vector
representations during the merge process. Instead, we design a static caching scheme
that is optimized to make the queries we require practically fast. This scheme is
described in subsection 2.2.1.
Step 2 is a straightforward and purely algorithmic process of finding the MST
of a weighted graph, i.e. the color-graph. At step 3, we assign the directions of
the edges in the MST to be able to traverse the tree (as a requirement for the final
encoding representation of the colors). We start a BFS (Breathe-First-Search) or
DFS (Depth-First-Search) walk from the root of the tree which is known (dummy
node) and fill the parent vector accordingly. The parent vector has ‖𝑉 ‖ slots,
equal to number of nodes in the tree. For each 𝑐𝑖 ∈ 𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛(𝑐𝑝) in the MST,
we set the value at index 𝑐𝑖 in the parent vector to 𝑐𝑝. To complete the output
MST construction, we need to store the delta indices between the color bit-vectors
for each parent-child pair in the last step, step 4. This process also requires, for
each edge of 𝑐𝑝 → 𝑐𝑐 in the MST, to construct the color bit-vectors of the two
nodes 𝑐𝑝 and 𝑐𝑐 and store the indices of the non-identical bits. The color bit-vector
construction follows the exact same protocol as followed for calculating edge weights.
The associated color bit-vectors for the left and right input color-IDs are fetched and
and concatenated to build the output color bit-vector. Since the list of delta indices
varies across the edges, we use another bit-vector to denote the start index for each
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delta set. At this point, we have constructed the output MST without having had
to to construct the intermediate color class matrix at all.
2.2.1 Static cache
As explained in [9], to query a color-ID from an MST, we need to walk a path
on the MST from the color-ID node to the root to assemble the color bit-vector
applying the relative bit differences between the parent and child color-IDs along
the path. This will lead to a color-ID query time for MSTs that scales with the
height of the MST, and would in an unpredictable way with the number of color
classes. The idea proposed to practically overcome this issue was to adopt an LRU
cache (Least-Recently-Used cache) to always keep a subset of the fully decoded color
classes in memory. The policy for populating this LRU cache was based on the query
popularity of color classes, as well as on how many times internal nodes of the tree
are visited during the query procedure. Queried color-IDs were selected and added
to the LRU cache if not already there, as were nodes along the path from the queried
color-IDs to the root depending on the number of times they’d been traversed. If
the LRU cache is full, the color class that has not been requested for the longest
amount of time would be evicted from the cache. Practically, the more a color-ID
is requested, the higher the probability that it would be found in the LRU cache.
This dynamic cache worked well to accelerate query in the MST.
Unfortunately, in the case of querying an input MST in the MST merging
process, the the LRU cache is not very effective. This is primarily the case because,
175
during the MST merging process, many pairs of input color-IDs are accessed, and
the probability of accessing a color-ID is unrelated (at least in any obvious way) to
it’s popularity among 𝑘-mers. Specifically, during merge, every single color-ID from
each input must be queried at least once, because otherwise, a color class pattern
would be missing in the merged output. This immediately changes the scope of the
problem from, for instance querying only 10% of the color classes 90% of the time,
to querying 100% of color classes, regardless of their frequency. Also, each color-ID
will be queried whenever it appears as one end of an edge. Assuming we have 𝑛
color classes in our color-graph, each color-ID 𝑐𝑙𝑖 can be paired with up to 𝑛−1 other
color-IDs in the color-graph. This inherent multiplicity further reduces the efficacy
of an LRU-caching scheme. Even if one sorted the edges, the issue of multiplicity
still remains. For example, consider the following case; we have an LRU cache of
size 𝐿 for our MST and each color class is connected to 𝐿 other color classes where
𝐿 << 𝑛 total number of color classes. Assume the best-case scenario where the
edges are sorted based on source and destination color-IDs. When we observe an
edge ⟨𝑐𝑖, 𝑐𝑗⟩, we insert both color classes into the LRU cache. For the next 𝐿 − 1
edges, we would have the 𝑐𝑖 in the cache an not require to walk the tree, but, we
query all the destination color-IDs and also add them to the LRU cache. After 𝐿
edges starting with 𝑐𝑖, we would go to the edges with a different source node 𝑐𝑛
(lets say starting from edge ⟨𝑐𝑛, 𝑐𝑗⟩), although we have already observed 𝑐𝑗 but right
before the current edge, 𝑐𝑗 has been kicked out of the cache as the longest recently
used color-ID. So, the nodes we are searching for would not be in the LRU cache,
and we would need to reconstruct 𝑐𝑗 again. This would occur as many times as we
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observe 𝑐𝑗 as the destination node of some edge, so that in the worst case we need
to query MST for 𝑐𝑗 for all the 𝐿 times that it occurs.
To manage the MST query time without the need to keep all the color bit-
vectors in memory, we must design a cache that is more aware of the characteristics
of the queries. One important advantage of querying the MST during merging
compared to regular sequence queries, is that the color-IDs to be queried are known
ahead of time. Since we have list of the edges (as pairs of color-IDs), we know
exactly what color-ID pairs appear and how many times each color-ID would be
queried. We use this information to design a “static cache” that is filled once before
the start of the query step and then used during the entire MST merge process. It
can be tuned for the lookup cost that the user wants to achieve, trading off memory
for more efficient lookup.
In this cache, we define “cost” as the number of steps required to get from the
queried color-ID to the root, including the color-ID itself. We then design the cache
as follows: We consider two types of cost for each node in the tree; (1) the local
cost is the total number of times the node is directly queried and (2) the sub-tree
cost is the total cost of the sub-tree rooted at the current node. We also define the
parameter 𝑐 as the average cost per query. This is average number of steps required
to walk in the MST tree before either (1) reaching the root or (2) hitting a node
whose corresponding color bit-vector exists in the “static cache”.
Now we can fill the “static cache” so that we guarantee the average cost of 𝑐
per query. The cache is constructed as follows:
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1. Walk over the edges and calculate the local cost for each color-ID. That is,
start from cost 0 and every time the color-ID shows up as one of the edge
ends, increase the cost by 1.
2. Start a post-order traversal on the MST. For each node 𝑐𝑖:
(a) Set the sub-tree cost as the sum of the sub-tree costs of its children
added to the local cost of the node: 𝑠𝑢𝑏𝑡𝑟𝑒𝑒_𝑐𝑜𝑠𝑡𝑖 = 𝑙𝑜𝑐𝑎𝑙_𝑐𝑜𝑠𝑡𝑖 +
∑︀#𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛𝑖
𝑗=1 𝑠𝑢𝑏𝑡𝑟𝑒𝑒_𝑐𝑜𝑠𝑡𝑐ℎ𝑖𝑙𝑑𝑗(𝑐𝑖).
(b) If 𝑠𝑢𝑏𝑡𝑟𝑒𝑒_𝑐𝑜𝑠𝑡𝑖 > 𝑐, reset both node costs to 0; add the color-ID to the
list of “static IDs”.
3. Query the color-IDs in the “static IDs” list and put the color bit-vectors in
the “static cache”. Since the list has been filled through a post-order walk,
the ancestors of each node appear after the node in the list. Therefore, if we
construct the color bit-vectors starting from last color-ID to first in the list,
we can even use the “static cache” while constructing it.
Interestingly, in all our experiments, we observe a strong correlation between
the color-ID query time (negative correlation) and memory (positive correlation)
with the value of cost 𝑐, the former increasing as the time cost 𝑐 increases and the
later decreasing as fewer nodes need to be cached.
It is important to note that, at query time we still augment this “static cache”
with a dynamic LRU cache. For each color-ID, we first look it up in the “static
cache”, and then, if it is not found, in the LRU cache. If the color-ID is not found
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in either, we then traverse to the node’s parent and continue the walk until either
we reach the root or until we reach a color-ID encoded in any of the caches.
Memory management: Although encoding the color class representation in Classic
Mantis using a MST in MST-based Mantis improves the index scalability, both in
terms of query memory and disk usage, still the high memory consumption dur-
ing MST construction remains a bottleneck for scaling the index to more samples.
Almost all the steps of constructing the MST are memory-expensive if we prohibit
intermediate disk usage. During the construction process, first, we construct a
sparse graph of colors by only adding a subset of edges we believe are potentially
low-weight edges. There we only add an edge between two colors if their corre-
sponding 𝑘-mers are neighbors in the colored de Bruijn graph. This idea is based
on the observation that neighboring 𝑘-mers in a colored de Bruijn graph tend to
have similar colors. Practically, the stated heuristic helps reduce the order of the
color-graph edges from 𝒪(𝑛2) down to 𝒪(𝑛). This change in order, makes the whole
MST construction practical in the first place. However, due to the large number of
colors, 𝑛, the pipeline is still memory-hungry if implemented naively. We explain
below a number of optimizations we adopt to improve the construction of the MST:
• Store serially-accessed structures on disk. Large structures, such as the color-
graph edges, which are accessed once through serialized scanning can be stored
on disk. The tradeoff of random access memory for time (and external mem-
ory) in such cases seems a practical way to improve scalability.
• Discard edges with weight greater than a global threshold during edge weight
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calculation for the color-graph. The input list of edges to Kruskal’s algo-
rithm [65], which is used to construct the MST, should be sorted based on
weights. Since the weight value is bounded above by the number of samples
in the index (which we know ahead of time), during the weight calculation
process, we perform a bucket sort on-the-fly, moving the edges into the cor-
responding weight bucket, which is a file on disk. We only store edges with
a weight up to a predefined threshold based on the heuristic that, eventually,
most of the high-weight edges would be discarded during MST construction.
This decision will not affect the functionality of the MST construction, since
the presence of the dummy node ensures a connected spanning tree can always
be built. Thresholding the input edge weights can only lead to a sub-optimal
spanning tree compared to one constructed on the full set of color-graph edges.
Practically, we observed only a small effect of this heuristic on the size of the
final MST.
• Store dummy-edges in a different data structure than non-dummies. As per
our definition, one end of a dummy edge is always the zero vector, and as a
result, for each dummy edge of ⟨𝑐𝑖, 𝑐𝑑𝑢𝑚𝑚𝑦⟩, the weight is the number of set
bits in 𝑐𝑖, and the edge delta is the indices of the set bits in 𝑐𝑖. Hence, we can
store these edges, which are a considerable fraction of edges in a data structure
specialized for dummies, and keep them always in memory. The structure to
store weights is simply a bit-packed int-vector with 𝑛 slots of width ⌈log2 𝑛⌉.
• Design a memory-efficient structure to store the weighted adjacency list for
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the MST. The result of Kruskal’s algorithm is the list of edges in the MST,
and each edge’s weight, in the form of an adjacency list. The required space
to store the adjacency list is linear in the number of nodes (or edges) in the
MST (i.e. number of colors in the colored de Bruijn graph). This can be quite
costly if implemented naiëvely. We adopt an efficient representation of the
weighted adjacency list that is explained in supplementary section 5.2.
• Fill parent vector via a hybrid DFS-BFS walk. To fill out the parent vector
from the adjacency list, we need to perform a DFS or BFS over the tree starting
from the root. However, because the MST is large both in width and height
when constructed over many samples, both BFS and DFS traversals require
substantial memory to perform. A BFS or iterative DFS procedure require a
lot of memory for book-keeping, and a recursive DFS would fail as a result of
stack overflow. Instead, we use a hybrid traversal to fill out the parent vector.
The idea is similar to iterative deepening search [133], keeping the memory
constraint in mind. We set a depth limit for DFS. We start a DFS from the
root and set the parent-child relationship in parent vector. Every time we
reach our the limit, we keep the list of nodes at that limit (similar to the
bookkeeping in BFS, but only in one level), and restart a DFS from each node
at the level up to the next level where the difference again passes the limit.
We continue this, iteratively, until we observe all the nodes in the tree and
complete filling the parent vector. Rather than storing the actual IDs of the
nodes each time we stop the DFS, we keep a bv of size 𝑛 (the total number of
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colors/nodes in the tree) and set the related bits for the nodes that are going
to be the root for the next DFS start. In every iteration of the iterative DFS,
starting from node 𝑖, we reset bit 𝑖 in the bv. We find the set bits in each
round by traversing the bv. This DFS procedure can also be parallelized.
Parallelization: Given the scale of the data structures being constructed, it is prac-
tically important that construction be parallelized even if the construction procedure
itself is designed to be efficient. In our implementation, we have kept this in mind,
and the following steps of the algorithm have been parallelized:
• Walking the partitioned CQFs to construct the edges. If we assume that we
have 𝑡 threads, each partitioned CQF is divided into 𝑡 equal-size parts. Each
thread walks over the 𝑘-mers in its designated part of the partitioned CQF
searching for the neighbors of the 𝑘-mer in the entire partitioned CQF. The
edges are stored on disk to keep working memory low. Therefore, we make
use of a multi-producer queue to store batches of edges on disk every often.
• Calculating edge weights. We simply divide the edges between threads. Each
thread is responsible for calculating the weights of the assigned subset of edges.
For this, each thread needs to access the MST structure, and the associated
structures mainly the static cache. The static cache is constructed only once
before the start of this step and will not be modified at any subsequent point,
so it can be safely shared across threads to read from. When storing these
edge weights (temporarily) to disk, we again need to buffer the edges and
then flush them to disk in batches. Practically, we have observed considerable
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unevenness in the distribution of edge weights. The vast majority of edges
have small weight values and the weight distribution is highly-skewed. For
example, for an index over 2𝑘 samples with close to 1 billion edges, less than
200, 000 of them had a weight > 1000. To keep the balance in frequency of
flushing the buffers for each weight bucket, we used a geometric distribution
(common ratio = 1
2
) of the buffer sizes where the files assigned to smaller
weights have larger buffers that take up more of the allocated space in RAM.
• Filling Delta and Boundary vectors. Although the process of querying the
input MSTs is the same as calculating the weights, there is an additional
complexity filling the delta vector. The size of the delta vector and the order
of the deltas are already predetermined; the size is total weight of the MST
and the order is the same as the edges in parent vector. This means that each
thread can be assigned a start and end of the range it is allowed to fill in
the delta vector. The goal is achieved by performing one extra pass over the
parent vector to sum up the weights of all the edges belonging to the same
thread segment, assuming each thread is responsible for extracting deltas of
edges in a consequent section of the parent vector.
2.3 Constructing and merging minimizer-partitioned counting quo-
tient filters
The efficiency of the MST-based color representation shifts the memory bottleneck
from the color classes to the counting quotient filter representation itself, which now
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represents the dominant part of the data structure. One immediate solution for
the case of serial access to the counting quotient filter is to use mmap to let the
system page in the required memory and simultaneously “suggesting” it free the
previous pages from the counting quotient filter while iterating over the structure.
Specifically, such a design allows to prevent loading 3 large counting quotient filters
at the same time in memory during the counting quotient filter merging process as
that merge operation traverses the input (and output) counting quotient filters in
order. However, such a solution is inadequate when random-access to the counting
quotient filter is needed, as is the case during MST construction and later during
index query.
To circumvent the need to hold a single counting quotient filter containing
all 𝑘-mers in memory at once, we make use of minimizers [135] to separate 𝑘-
mers into smaller blocks of counting quotient filters. Defining an ↕ − 𝑚𝑒𝑟 as a
sub-string of length 𝑙 in a sequence of length 𝑘 where 𝑙 < 𝑘 and considering some
ordering for the ↕−𝑚𝑒𝑟𝑠, A minimizer of the sequence is formulated as the smallest
↕ − 𝑚𝑒𝑟 of all the sequence ↕ − 𝑚𝑒𝑟𝑠 [135]. This concept is commonly used for
partitioning sequences (specifically 𝑘-mers) into smaller groups with smaller memory
consumption for different tasks such as assembly [31], and alignment [70, 84, 117,
161]. For this type of sequence, the minimizer is defined over the canonical form
of the 𝑘-mer (smallest of the 𝑘-mer sequence and its reverse complement). The
main benefit for this type of partitioning is that the partition ID for a 𝑘-mer can be
retrieved only by having access to the 𝑘-mer sequence. We basically adopt such an
approach for partitioning the counting quotient filter into smaller components which
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we call partitioned CQFs, where all 𝑘-mers with the same minimizer go to the same
partitioned CQF. To query a 𝑘-mer in the new data structure, we first calculate 𝑘-
mer’s minimizer value and query the partitioned CQF that represents the minimizer
which results in reducing the query memory from the size of a counting quotient
filter down to the largest partitioned CQF’s size. To keep the distribution of 𝑘-mers
into minimizer blocks close to uniform we use a random order for the minimizers.
One could, in theory, create a separate partitioned CQF corresponding to
each minimizer, but this approach has two main issues: (1) it requires storing 4↕
partitioned CQF files on disk for partitioning based on a minimizer of length 𝑙;
and (2) it may lead to partitioned CQFs with very small numbers of 𝑘-mers, which
leads to small counting quotient filters with few slots and large remainders. This
would in turn, result in using the counting quotient filter in its most inefficient way.
To overcome these issues, we place the 𝑘-mers for multiple consecutive minimizers
into the same partitioned CQF. Assuming we know the distribution of minimizers
across 𝑘-mers ahead of time, a partitioned CQF, 𝑝𝑐𝑞𝑓𝑝, is defined as follows: For
a threshold value 𝑡 (the maximum number of 𝑘-mers allowed in each partitioned
CQF), 𝑝𝑐𝑞𝑓𝑝 contains all 𝑘-mers with a minimizer in the range of [𝑚𝑖..𝑚𝑗), where
• ∀ 𝑘𝑞 ∈ pcqf𝑝 , ∀ 𝑘𝑡 ∈ pcqf(𝑝+1) (minimizer(𝑘𝑞) < minimizer(𝑘𝑡)),
• 𝑚𝑗 > 𝑚𝑖 and
• either 𝑚𝑗 = 𝑚𝑖 + 1 or |pcqf𝑝| < 𝑡, where |pcqf𝑝| is the total number of 𝑘-mers
in pcqf𝑝
The above conditions guarantee that no partitioned CQF contains more than
185
𝑡 𝑘-mers, except for the special cases where a single minimizer represents a larger
number of 𝑘-mers than the threshold. Each partitioned CQFmay contain a represent
range of minimizers based on the distribution of 𝑘-mers across minimizers. We store
the range as auxiliary information which is part of the index. These modifications
solve the two main issues that would arise by naïvely assigning each minimizer to
its own partitioned CQF, but this construction can still not be effectively used for
MST construction since it does not support efficient query for the neighbors of a
𝑘-mer.
For building the color-graph during the MST construction, we need to access
all the neighbors of a 𝑘-mer which might not have the same minimizer value of the
𝑘-mer and thus be in a different partition than the 𝑘-mer. In such cases, we need
to search for the neighbor in its corresponding partition which requires loading a
potentially different partition from disk. We tackle this problem by adding one more
condition to the definition of a partitioned CQF. For any 𝑘-mer whose minimizer
is assigned to pcqf𝑖, all the neighbors of the 𝑘-mer should also be in the same
partitioned CQF. If the neighbor 𝑘-mer’s minimizer is one of the minimizers the
covered by 𝑝𝑐𝑞𝑓𝑖, then it already ends up in the same partitioned CQF, otherwise,
we would insert the neighbor 𝑘-mer into 𝑝𝑐𝑞𝑓𝑖 in addition to the partitioned CQF
that it belongs to based on its minimizer value. This requires that some of the 𝑘-
mers are duplicated and put in two different partitioned CQFs, one that they belong
to based on the minimizer value and one that their neighbor 𝑘-mer belongs to. To
determine the duplicated 𝑘-mers we follow the same process explained by Chikhi
et al. [31] for compacting the non-branching paths in a de Bruijn graph in a memory-
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efficient manner, which requires the same constraint to be satisfied. With this final
modification, the color-graph construction that is required for building the MST is
made efficient.
2.3.1 Merging partitioned CQFs
The process of merging two sets of partitioned CQFs is essentially the same as that
of merging two counting quotient filters, which is described in section 2.1. We follow
the same steps, walking the two input lists of partitioned CQFs in order:
1. Sample for popular color pairs for the union of the 𝑘-mers in left and right
input and put them in a map with key of a color-pair to value being the
abundance of the pair in the sampled list.
2. Store the rest of the color pairs to disk.
3. Construct a MPH over the list of unique color pairs.
4. Finally, merge the two inputs’ partitioned CQF lists into the output parti-
tioned CQF list which contains the union of the 𝑘-mers in the left and right
and the associated color ID. For each 𝑘-mer’s new color ID, follow the same
protocol as in Classic Mantis merge (i.e. look up the color pair in the popular
color map first and if not found, construct the ID via the MPH).
After merger, the output partitioned CQFs can be used for MST merger as
explained in section 2.2. The one main difference between partitioned CQF and
regular counting quotient filter merging is how to find the union 𝑘-mers in a list of
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partitioned CQFs compared to a pair of regular counting quotient filters. In Classic
Mantis this process was as straightforward as walking two sorted list and outputting
the union of them into another list which is by definition also sorted. In the new
scheme, if we had the one-to-one relationship between a partitioned CQF and a
minimizer, the process would be the same as walking one counting quotient filter,
except now we would be walking over multiple counting quotient filters in order of
minimizers. Each partitioned CQF with the same minimizer from the two inputs
would be loaded into memory, and we would store the union of the 𝑘-mers from
both into the output partitioned CQF corresponding to the same minimizer. When
multiple minimizers are assigned to a single partitioned CQF, this process is not
trivial.
Based on the first item in the definition of a partitioned CQF in 2.3, the
partitioned CQFs are sorted based on minimizers so that for 𝑖 < 𝑗, all the minimizers
that map to pcqf𝑖 are essentially smaller than the minimizers in pcqf𝑗. However,
there is no guarantee for any specific relationship between the two input Mantis
partitioned CQFs with the same ID. Thus the intersection of the minimizers each
of the two partitioned CQFs cover could be anything from zero minimizers to all
minimizers of one of the two input partitioned CQFs. This makes it difficult to
walk any pair of partitioned CQFs to obtain the union list. At the same time, we
know that each 𝑝𝑐𝑞𝑓 is a 𝑐𝑞𝑓 containing 𝑘-mers sorted based on their hash values,
so if a partitioned CQF contains a range of minimizers, the 𝑘-mers with different
minimizers are interspersed within the partitioned CQF, without any guarantee
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Figure 22: A toy example, illustrating the steps for merging two partitioned CQFs. The
two arrows on top and bottom are indicative of the loop over each input partitioned
CQF. For each partitioned CQF in each of the left and right inputs, first the 𝑘-mers are
parted based on their minimizers. For each minimizer that its associated 𝑘-mers have
been processed in both inputs, we merge the 𝑘-mers of the two input minimizer buckets.
Then we walk over all the minimizer buckets for which we have the merged result, and
insert the ⟨k−𝑚𝑒𝑟, 𝑐𝑜𝑙𝑜𝑟⟩ pair into output counting quotient filter. Anytime the counting
quotient filter is full, we flush it into disk, reinitialize a new partitioned CQF and continue
inserting into the new partitioned CQF. We may reach the end of our merged minimizer
buckets in the current round while our output counting quotient filter is not yet full; in
that case, we continue filling it in next iterations.
the steps required to merge 𝑘-mers from two input partitioned CQFs into one (or
possibly more) output partitioned CQF (s). In addition, we provide the pseudo-code
for the merge operation in algorithm 2 in the supplementary material.
The methodology is as follows. To begin, we load the first partitioned CQF
from left and right input into memory and separate the 𝑘-mers in each into their
corresponding minimizer block by a linear traversal of the partitioned CQF, finding
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the minimizer of the 𝑘-mer and inserting it into the minimizer block (step 1 in figure
and line 61 of the algorithm, procedure “walk_partition”). Since the 𝑘-mers are
sorted by hash values, it is guaranteed that the 𝑘-mers in each minimizer block are
also sorted. At this point, we are in the case of one-to-one map from a minimizer to
the list of 𝑘-mers. Now, on a second linear pass over the 𝑘-mers per each minimizer
in the intersection of the completed minimizer blocks in the left and right input,
we find the union of the 𝑘-mers and put them in the union block with the same
minimizer value along with their color IDs (step 2 of the figure and line 8 of the
algorithm, procedure “compare_sorted_list”). At this point, we can follow the same
steps as in Classic Mantis, either store the color pairs for the union 𝑘-mer list or
store the 𝑘-mer and color ID into the output counting quotient filter (procedures
“find_uniq_colorPairs” and “store2cdbg” in the algorithm). We fill the output
partitioned CQF walking the merged minimizer blocks in order throughout steps 3
to 6 in the figure. During the traversal, we flush each output partitioned CQF to
disk when we can no longer add a new minimizer since it would pass the threshold.
We also store the associated minimizer range to the output partitioned CQF and
reinitialize a new empty partitioned CQF for the rest of the minimizer blocks. We
free the memory from each minimizer block as soon as we are done processing it.
Memory requirements: Since the connection point of the left and right inputs are
the minimizer blocks rather than the partitioned CQFs themselves, we do not need
to load two partitioned CQFs into memory at the same time. We switch between
inputs looking at the maximum minimizer covered by each input. If we have more
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minimizer blocks from left input, we load the next partitioned CQF from the right
input and vice versa. This strategy guarantees that, at each point of the process,
the total number of 𝑘-mers loaded into blocks does not pass twice the threshold for a
partitioned CQF because at each point, we make sure that we can get rid of a subset
of minimizer blocks by carefully choosing which input to process. Also, we would
have at most two partitioned CQFs in memory when filling the output partitioned
CQF (one input counting quotient filter and the output counting quotient filter).
Altogether, the total memory requirement for the procedure based on the threshold
𝑡 for a partitioned CQF is 2 * 𝑡 * 𝑠𝑖𝑧𝑒𝑂𝑓(𝑘𝑚𝑒𝑟, 𝑐𝑜𝑙𝑜𝑟𝐼𝐷) + 2 * 𝑠𝑖𝑧𝑒𝑂𝑓(𝑝𝑐𝑞𝑓).
Parallelization : A single partitioned CQF is simply a counting quotient filter,
and we can divide the range of hash values in a counting quotient filter into 𝑡
equal size segments (𝑡 being number of threads given by the user) and let each
thread separately walk the assigned segment and collect the 𝑘-mer and color pairs
and partition them into their associated minimizer block. Walking the partitioned
CQF and collecting the 𝑘-mers into different minimizers is performed many times
throughout the merging process, and making this process work in parallel has a





As with prior work [8, 124], the input to Mantis is a list of squeakr files [121].
The squeakrs are each constructed from a specific FASTQ file selected from human
RNA short read sequences publicly available via the SRA [81]. The system for
all the experiments is an Intel(R) Xeon(R) CPU (E5-2699 v4 @2.20GHz with 44
cores and 56MB L3 cache) with 512GB RAM and a 4TB TOSHIBA MG03ACA4
ATA HDD running Ubuntu 16.10 (Linux kernel 4.8.0-59-generic). Constructing
and merging Mantis were both conducted using 16 threads. However, VARI only
support a single-thread and therefore, was benchmarked on a single thread. Query
benchmarks were performed using a single thread for both tools. Specific to VARI,
since the limit on the number of samples is hard-coded as a compile-time constant
in the Makefile (which has a direct effect on the data structures allocated and thus
the construction/merge memory consumption), we have used a distinct executable
file for each of our experiments. This was done to minimize the memory and disk
use of VARI for each of the experiments (rather than using one executable with this
constant hard coded to the largest number of samples).
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3.1.2 Input Data
For the input to our experiments, downloaded 15, 000 FASTQ files from NCBI [116].
The list of accessions can be accessed through github repository of the project from
file “shuffled_10k_paired.for-recomb”. In the first step, we needed to construct
the Squeakr files for all the samples. This step was performed on a cluster of 150
machines roughly three weeks. For each file, only the 𝑘-mers with abundance value
more than a predefined threshold are selected. The value of the threshold is decided
based on the size of the FASTQ file (gzipped). This prefiltering step is useful to
eliminate spurious 𝑘-mers that occur with insignificant abundance and has been
adopted from the original SBT paper [148]. The 𝑘 chosen for the 𝑘-mers across all
the experiments is fixed at 𝑘 = 23. The total space required to store all FASTQ
files and their corresponding Squeakr file is 2.9𝑇𝐵 and 970𝐺𝐵 respectively.
3.2 Merging Benchmarks
For each of the merging experiments of two Mantis with 𝑛 and 𝑚 samples, we
construct the 𝑛 and 𝑚 samples first and then execute the merging procedure over
the two. To save the runtime for all the experiments, at each level of merging except
for the first, the left input is the results of the previous merge. For example for the
results of the merge into 5𝑘, we merged the mantis over 2𝑘 samples from the previous
merge with the mantis on the remaining 3𝑘 samples. We benchmark the max RSS
value for merging memory. Unfortunately we were not able to perform Vari merge
further than 2𝑘 samples. Constructing Vari index requires a massive amount of
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disk space because they utilize the external sorting algorithm implemented in stxxl
library which starts from a user-defined size on disk and extends the size during the
process if required (this could be due to the specific settings defined in Vari). The
final stxxl file size after constructing the Vari index over 1𝑘 samples was over 2𝑇𝐵.
We dedicated a disk of 3.5𝑇𝐵 to these experiments which was not enough for the
experiments above 1𝑘. One thing we noticed is the lower intermediate disk usage
of Varimerge compared to Vari itself. Therefore contructing many Varis over small
subset of samples and then building the final Vari over all via recursive merge could
be a solution to get the results. In fact, we use the same pipeline for building the
Mantis with partitioned CQFs. Constructing both Vari with and without merge, the
size of the indices are slightly different for smaller experiments. Running Varimerge
recursively to construct larger samples, we might observe more divergence between
the size of the final indices via merge vs constructed from scratch. However, this
and the longer construction time are the two things that must be tradeoff for the
gigantic disk required to enable scaling Vari index to larger samples. As the results
show, Mantis merge does a better job with respect to all three metrics and the
results become further running merge over larger number of samples. Looking at
the memory results, it seems unlikely that Vari would be able scale to 10𝑘 samples
due to the super-linear growth in required memory.
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Figure 23: Benchmarking Vari and Mantis merge for building different number of samples
from 200 up to 10k. We were unable to construct input Vari indices for merging into
10k samples. The results show Mantis merge is superior in all the metrics; specifically
the construction memory. Mantis’s required memory for merging two 5k samples into a
10k one is similar to merging two 1ks for VariMerge. Moreover, the size of the VariMerge
index for 5k is already larger than the space required for Mantis index on 10 samples.
3.3 Query Benchmarks
For evaluating the query performance, we compared the query time and memory
requirement over the current Mantis index with partitioned CQFs with the MST-
based Mantis, which has already been shown to be among the sequence search indices
with the fastest search capabilities. We have performed query for both the index
described in this paper and MST-based Mantis in bulk mode, and have benchmarked
the total query time including the index loading time (but using a warmed-cache —
each experiment was run twice, with only the second time being recorded).
In bulk query mode, we extract the distinct 𝑘-mers of all the sequenced queries,
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and find the color-ID and the corresponding color bit-vector for each which signifies
the experiments in which they are present. This allows us to have a map from each
distinct 𝑘-mer to the list of queries that contain it, which we can use to find the
total number of 𝑘-mers in each query that are present in an experiment. In a bulk
query procedure, each partitioned CQF is loaded only once and each color bit-vector
is also constructed only once. As the plots show, the query time is very similar to
that of MST-based Mantis while the memory is more efficient (up to 7𝑥). The
partitioned CQF design, however, is not as efficient for continuous single queries
as it is for bulk except if all the partitioned CQFs are loaded into memory (which
eliminates the memory benefit). In fact, assuming a cold-cache run of the query
process, on the system we ran the experiments on with an I/O bound ∼ 800𝑀𝑏𝑝𝑠 it
takes ∼ 12 seconds to load each partitioned CQF which is of size 1.2𝐺. Therefore,
for example for an index on 10𝑘 samples, it would take more than 30 minutes to
just go over the partitioned CQFs looking for the 𝑘-mers. Repeating the process for
each single query does not seem efficient. One interesting idea to speed up individual
query time is to use a distributed systems, loading some subset of partitioned CQFs
on each, and broadcasting the query. This idea can both maintain a low-memory



























Benchmark Type = Time (min)
Single Cqf
Partitioned Cqfs
Figure 24: Comparing query performance of the new Mantis with partitioned CQFs and
the Mantis with one giant CQF in a warmed-cache state. The query time is similar while
the query memory is now limited to the MST size rather than the giant CQF.
3.4 LSM-Tree Benchmarks
The Mantis-based LSM tree consists of a sequence of levels where each level 𝑖 either
contains a Mantis index 𝑀𝑖, or is empty. The depth of the LSM tree is 𝑑 if 𝑀𝑑−1 is
the highest-level nonempty Mantis index in the tree. Each of these indices in the tree
covers a disjoint subset of the total samples set. We also maintain a “RAM” level
𝐿𝑟 in the LSM tree that does not contain a Mantis index, but rather stores the CQF
files as is, of the samples corresponding to this level. Conceptually, this “RAM”
level sits atop the entire tree, and is usually bounded to store a small number 𝑠 of
samples. Cumulatively, the “RAM” level 𝑟 and the Mantis indices 𝑀0, . . . , 𝑀𝑑−1
cover the entire set of samples.
If the LSM tree contains 𝑑 levels with the mantis indices 𝑀0, . . . , 𝑀𝑑−1 (except
𝑀𝑑−1, some of the rest might be empty), each non-empty level contains an index
on an increasingly larger subset of the total sample set. Each level has a maximum
allowed size, defined by a threshold parameter 𝑡 and a scaling factor (fanout) pa-
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rameter 𝑐. Specifically, we bound the size of Mantis indices at each level 𝑖 using the
number of partitioned CQFs that this level contains, defining the maximum CQFs
count to (𝑐𝑖 × 𝑡). The 𝑡 parameter is the maximum number of CQF files to keep
at the lowest level index 𝑀0, and 𝑐 is the growth factor of the tree. When a new
sample is to be added to the LSM tree, it is put into the “RAM” level 𝐿𝑟, and if
the number of samples at 𝐿𝑟 exceeds 𝑠, then a Mantis index 𝑀𝑟 is built from these
samples, 𝐿𝑟 is emptied, and 𝑀𝑟 is merged into 𝑀0. A propagation of a Mantis index
from a level 𝑖 to level (𝑖 + 1) is triggered when the number of CQFs at the index 𝑀𝑖
exceeds (𝑐𝑖 × 𝑡), and the index 𝑀𝑖 is merged into index 𝑀𝑖+1 of level (𝑖 + 1).
For our benchmarking purposes, we used the “RAM”-level threshold as 𝑠 = 100
samples, the level-0 threshold as 𝑡 = 5, and the scaling factor as 𝑐 = 4. To evaluate
the scalability of Mantis merge beyond 10𝑘, we started the LSM-tree updating
experiment from the available Mantis index over 10𝑘 at previous step. We calculated
the level that the index belongs to considering the size of the index and assumed
the LSM-tree be occupied at that level by a Mantis with partitioned CQFs over 10𝑘
samples. Figure 25 shows the memory consumption and time for adding the sample
after every 100𝑡ℎ insertions. That is the insertion that triggers the compaction
procedure. As the results show we observe a steady behavior in insertion time for
the first 4000 samples after 10𝑘. We observe a close to constant insertion for most
of the samples and there is a regular peak of longer time (∼ 20, 000 seconds) about
every 500 samples. That is when we need to continue the merge more than 1 level
up to level 2. There is a big peak ∼ 4000𝑡ℎ insertion when the cascading merge will
go one level deeper into level 3 where everything gets merged into the 10𝑘 index.
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These spikes also show up in the cumulative time plot as the steps that impact the
close to linear total time increase over number of samples (which would again mean
a constant time insert for other samples except for those that cause the steps in
the cumulative plot). The memory story is however different as it is more steady
and close to constant for all the insertions except for the one that requires the big
merging. At that point the memory increases based on the size of both number
of samples i hand as well as the 10𝑘 index sitting on disk. The bottleneck in this
process happens during the merging process and still has space to improve. Overall,
we can say that the results are promising and as follow the expectations based on
the definition of the LSM-tree.
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Figure 25: Performance of the LSM-tree update process starting from an LSM-Tree with
10k samples and adding batches of 100 samples up to 29k. The spikes in time and memory
show up when the cascading merge happens with deeper and thus larger index merging.
The cumulative construction time otherwise is linear.
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4 Discussion and Conclusion
In this work, we have described an incrementally-updatable sequence search data
structure that maintains many of the favorable properties of the previous index
(MST-based Mantis), but also advances the index with respect to its scalability and
memory requirements. By incorporating the Mantis index into an LSM tree struc-
ture, we enable insertion of a new experiment without requiring reconstruction of
the index. We initially add experiments with the cost of only constructing a Squeakr
in memory. In cases where the number of Squeakrpasses a threshold, a cascading
process of index creation and merging takes place. We provide a memory-efficient
and highly-parallelized merging algorithm for the direct merge of the two (parti-
tioned CQF-based) MST-based Mantis inputs. This greatly reduces the required
disk space compared to merging Classic Mantis inputs, which requires the creation
of a large color class matrix. This reduced intermediate disk usage is important
for scalability itself, since even if we were to use the MST-based Mantis at query
time, without direct merge of the MSTs, index construction would require the cre-
ation of very large intermediate color class tables, which would dominate the storage
requirements for the index.
We also replace the counting quotient filter filter in Mantis with a collection
of partitioned CQFs that are (individually) much smaller in size and can be loaded
individually during the MST construction and query processes. This substantially
reduces the query memory requirements significantly and ensures that the counting
quotient filter data structure is no longer the memory bottleneck in MST construc-
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tion and merging process anymore. As observed in the benchmarks, for bulk query,
the memory requirements are reduced by 7𝑥 for an index on 10𝑘 samples without
increasing the overall query time. We compare the merging of our new data struc-
ture witht he merging procedure introduced in Varimerge, that to our knowledge,
is the only colored de Bruijn graph representation which can be updated via merge
(Varimerge). We find that the construction time, memory, and final index size of
our new index are smaller than those of Varimerge. We also provide benchmarks for
incremental updating of our data structure using LSM trees to show the amortized
cost of adding new experiments to our data strucutre. Using this procedure, we
were able to construct an LSM tree index over 15𝑘 raw sequencing samples which
takes 375𝐺 of space and can be extended to larger number of samples.
As future work, we would like to explore building a distributed index that
would allow indexing all unrestricted human RNA-seq data in the SRA which could
then be used to produce a system for online query. One property of the partitioned
CQF in the new Mantis representation is the ability to easily distribute the in-
dex across multiple systems with relatively low memory and cpu requirements. As
the partitioned CQFs are distinct, for each query sequence, the 𝑘-mers can be dis-
tributed to the corresponding sub-indices. Further, the merging can happen under
the same circumstance where the 𝑘-mers of the two inputs can be separated based
on minimizers and merged in different systems in parallel. The merging process
however, would require considerable network bandwidth, which raises the question
of which Mantis data structure one is best suited for a distributed system (e.g. one
could instead maintain a completely separate MST-based Mantis indices on each
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distributed node). We note that the query in our LSM tree structure depends on
the depth of the tree and also the hardware used to support the out-of-RAM level.
In particular, the use of SSD hard disks would improve the performance consider-
ably by reducing cost of I/O access to the indices in higher levels of the tree that are
stored on disk. Comprehensive benchmarking of the query time over different types
of hardware is left as future work. Finally, one may also think of some smaller-size
approximate data structure that would point the 𝑘-mer directly to the level that it
should be search in.
The incrementally-updating Mantis is written in C++17 and is available at
https://github.com/splatlab/mantis/tree/mergeMSTs.
5 Supplementary Material
5.1 partitioned CQF merge pipeline
5.2 Detailed design of the memory-efficient structure to store the
weighted adjacency list for the MST
As explained in section 2.2, the MST merge process is highly memory-intensive.
We pointed out some of the optimizations we consider during the implementation
to improve memory consumption, one of which was using a succinct representation
of the weighted adjacency list. Here we explain this idea in more details.
By the end of the MST finding process, we would have a list of selected edges
and their weights. As shown in figure 21, the next step is assigning directions from
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Algorithm 2 Merging two sets of partitioned CQFs from left and right colored de Bruijn graphs
(𝑐𝑑𝑏𝑔𝑙 and 𝑐𝑑𝑏𝑔𝑟) into output colored de Bruijn graph (𝑐𝑑𝑏𝑔𝑜). Code simplified.
colorMap : Map(⟨𝑐𝑜𝑙𝑜𝑟𝑜𝑢𝑡; ⟨𝑐𝑜𝑙𝑜𝑟𝑙𝑒𝑓𝑡, 𝑐𝑜𝑙𝑜𝑟𝑟𝑖𝑔ℎ𝑡⟩⟩)
procedure Merge_Pcqfs(𝑐𝑑𝑏𝑔𝑙, 𝑐𝑑𝑏𝑔𝑟, 𝑐𝑑𝑏𝑔𝑜)
compare_sorted_list(𝑐𝑑𝑏𝑔𝑙, 𝑐𝑑𝑏𝑔𝑟, find_uniq_colorPairs) ◁ Fills colorMap
compare_sorted_list(𝑐𝑑𝑏𝑔𝑙, 𝑐𝑑𝑏𝑔𝑟, store2cdbg) ◁ Uses colorMap
end procedure
𝑘𝑐𝐿𝑖𝑠𝑡𝑖𝑚: List of ⟨𝑘𝑚𝑒𝑟, 𝑐𝑜𝑙𝑜𝑟⟩ pairs in a CQF partition for input 𝑐𝑑𝑏𝑔𝑖 where 𝑚𝑛𝑚𝑧𝑟(𝑘𝑚𝑒𝑟) = 𝑚.
procedure compare_sorted_list(𝑐𝑑𝑏𝑔𝑙, 𝑐𝑑𝑏𝑔𝑟, process)
𝑚𝑖𝑛𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑟 ← 0
for 𝑝 in Max(# of counting quotient filter partitions for 𝑐𝑑𝑏𝑔𝑙 and 𝑐𝑑𝑏𝑔𝑟) do
for 𝑖 in 𝑙, 𝑟 do 𝑚𝑎𝑥𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑟𝑖 ← 𝑐𝑑𝑏𝑔𝑖.walk_partition(𝑝, 𝑘𝑐𝐿𝑖𝑠𝑡𝑖)
end for
𝑚𝑎𝑥𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑟 ← Min(𝑚𝑎𝑥𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑟𝑙, 𝑚𝑎𝑥𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑟𝑟)
for 𝑚 in 𝑚𝑖𝑛𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑟..𝑚𝑎𝑥𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑟 do
𝑘𝑐𝑙 = 𝑘𝑐𝐿𝑖𝑠𝑡𝑙𝑚.GetCurrent() ◁ 𝑘𝑐 = ⟨𝑘𝑚𝑒𝑟, 𝑐𝑜𝑙𝑜𝑟⟩
𝑘𝑐𝑟 = 𝑘𝑐𝐿𝑖𝑠𝑡𝑟𝑙 .GetCurrent()
repeat
if 𝑘𝑐𝑙.𝑘𝑚𝑒𝑟 < 𝑘𝑐𝑟.𝑘𝑚𝑒𝑟 then
process(𝑘𝑐𝑙, 𝑁𝐴) ◁ NA: Not Available
𝑘𝑐𝑙.Next()
















procedure find_uniq_colorPairs(𝑘𝑐𝑙, 𝑘𝑐𝑟) ◁ 𝑘𝑐 = ⟨𝑘𝑚𝑒𝑟, 𝑐𝑜𝑙𝑜𝑟⟩
if ⟨𝑘𝑐𝑙.𝑐𝑜𝑙𝑜𝑟, 𝑘𝑐𝑟.𝑐𝑜𝑙𝑜𝑟⟩ <colorMap then
𝑖𝑛𝑑𝑒𝑥←colorMap.length
colorMap.Add(⟨𝑘𝑐𝑙.𝑐𝑜𝑙𝑜𝑟, 𝑘𝑐𝑟.𝑐𝑜𝑙𝑜𝑟⟩ → 𝑖𝑛𝑑𝑒𝑥 )
end if
end procedure

















l : minimizer length, “8” in our case
procedure walk_partition(𝑝, 𝑘𝑐𝐿𝑖𝑠𝑡) ◁ 𝑝: partition ID
𝑝𝑐𝑞𝑓𝑝 ← load 𝑝𝑡ℎ CQF partition from disk
if 𝑝𝑐𝑞𝑓𝑝 == 𝑁𝑈𝐿𝐿 then
return MAXiNT
end if
for 𝑘𝑐 in 𝑝𝑐𝑞𝑓𝑝 do







parents to children in the tree starting from the dummy-node as the root for which
we need a constant access from any node to all its adjacent ones. As we are storing
the adjacency for a tree which is the most sparse possible graph representation for
𝑛 nodes, we would choose the adjacency list over matrix. Although the order for
storing the tree adjacency list is𝒪(𝑛), the 𝑛 is considerably big and with high growth
rate over samples that implementation-wise, the constant for the 𝑛 also matters. In
a naive implementation, storing a weighted adjacency list of a tree with 𝑛 vertices
assuming 𝑘 bytes to store an empty list in the language (at least 16 to store the
start pointer and size) and the largest word size (8 bytes) to cover color-IDs greater
than 232 as well as a word size of 4 bytes for weights to cover number of samples
greater than 216 (both of which emerge in the scales we run Mantis on), requires
2*𝑛* (16+8+4) bytes. For example for indexing 80, 000 samples with 𝑛 ∼ 4e9, the
required memory would be ∼ 208𝐺𝐵. We note that this adjacency list should be
in memory during the time filling the final structure of the MST which itself takes
space.
We design a more thoughtful succinct representation of the adjacency list
which eventually reduces the constant noticeably so that in practice the memory
for that section is reduced in orders of magnitudes while still allowing constant-time
access from each node to its neighbors. Assuming to have a tree with 𝑛 nodes where
node IDs are in the range of (0..𝑛 − 1), we define the adjacency list through four
succinct vectors; two of which are used to store information for the smaller end of
an edge ⟨𝑐𝑖, 𝑐𝑗⟩ and the other two for the larger end. We mention that since we do
not have self-loops in the tree (edges with equal end IDs), therefore, for 𝑛 edges
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each of the four vectors are of size 𝑛. However, the width of the elements in each
vector is different and basically the main reason that results in a total allocated
space reduction.
In the first vector, 𝑛𝑒𝑖𝑠𝑚_𝑒𝑛𝑑, we store the IDs of the adjacent nodes of each
node, if the node ID is smaller than its adjacent node ID, in sorted order of the
node IDs along with the weight of the edge in a succinct form. Each word of
the vector is of width log2 𝑛 + log2 𝑚𝑎𝑥(𝑤𝑒𝑖𝑔ℎ𝑡𝑠) bits where 𝑚𝑎𝑥(𝑤𝑒𝑖𝑔ℎ𝑡𝑠) = 𝑠,
total number of samples. Since nodes can have different degrees as well as different
number of connected nodes with the described condition, it is required to store the
index of the start of the neighbor list for each node in 𝑛𝑒𝑖𝑠𝑚_𝑒𝑛𝑑. That takes us
to the second vector, 𝑠𝑡𝑎𝑟𝑡_𝑖𝑛𝑑𝑒𝑥𝑠𝑚_𝑒𝑛𝑑 in which at index 𝑖, we store the starting
index of neighbor list for node 𝑖 in 𝑛𝑒𝑖𝑠𝑚_𝑒𝑛𝑑. In this way, to look up the neighbors
of node 𝑖 and fetch the weights, we first fetch the start index of node 𝑖 at index
𝑖 of the 𝑠𝑡𝑎𝑟𝑡_𝑖𝑛𝑑𝑒𝑥𝑠𝑚_𝑒𝑛𝑑, say its value is 𝑠𝑡𝑎𝑟𝑡𝑖; then jump to index 𝑠𝑡𝑎𝑟𝑡𝑖 in
𝑛𝑒𝑖𝑠𝑚_𝑒𝑛𝑑 for the first neighbor of node 𝑖. The count of the neighbors with greater
ID value for each node 𝑖 is calculated by subtracting the start index of neighbors
for 𝑖 and 𝑖 + 1. If 𝑠𝑡𝑎𝑟𝑡_𝑖𝑛𝑑𝑒𝑥𝑠𝑚_𝑒𝑛𝑑[𝑖] == 𝑠𝑡𝑎𝑟𝑡_𝑖𝑛𝑑𝑒𝑥𝑠𝑚_𝑒𝑛𝑑[𝑖 + 1] this means
@𝑒𝑑𝑔𝑒 = ⟨𝑐𝑖, 𝑐𝑗⟩ | 𝑐𝑖 < 𝑐𝑗.
The other two vectors, 𝑛𝑒𝑖𝑔𝑟_𝑒𝑛𝑑, 𝑠𝑡𝑎𝑟𝑡_𝑖𝑛𝑑𝑒𝑥𝑔𝑟_𝑒𝑛𝑑 follow the exact same
results for storing the neighbors of node 𝑖 with IDs smaller than the ID of the node.
In this way, we still are storing adjacency list for all the nodes in the tree to support
constant-time access. However, we store the edge weights only in one of the vectors,
for example in our case only in vector 𝑛𝑒𝑖𝑠𝑚_𝑒𝑛𝑑. The memory consumption in
206
this succinct representation would be 𝑛 * (log2 𝑛 * 2 + log2 𝑚𝑎𝑥(𝑤𝑒𝑖𝑔ℎ𝑡𝑠)) for the
first pair vectors plus 𝑛 * (log2 𝑛 * 2) for the second pair of vectors with total of
𝑛 * (4 * log2 𝑛 + log2 𝑠) which in the same example of indexing 80, 000 samples with
𝑛 ∼ 4e9 would result in ∼ 67𝐺𝐵. We can still improve this design by replacing the
vectors indicating the start indices of neighbors for each node with a bv of size 𝑛
and a rank data structure on top of it which in the same example would reduce the
total memory down to ∼ 38𝐺𝐵 which is 0.2𝑡ℎ of the naive implementation memory.
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Chapter 7: Conclusion
The main focus of this work and of my PhD has been on the design and development
of reference-based and reference-free sequence indexes. When working at the scale of
whole genomes, populations of genomes, and collections of raw seqeuncing samples,
the problem of extending indexing strategies to graphs becomes very important.
In this document, we presented three data structures for indexing a collection of
genomes, transcriptomes, or sample reads in the form of a colored de Bruijn graph
or a compacted colored de Bruijn graph. In developing all of the indices presented
in this work, the main focus was to achieve scalability over more and larger input
sequences or samples while maintaining a reasonable construction and query memory
and providing and high-speed queries.
Pufferfish is our index designed for a collection of reference sequences. We
extend the index into a full-fledged aligner, Puffaligner, by adding the required
steps to find the best chain of uni-MEMs found in the index and by aligning the
gaps between the exact matches on the chains. We have also developed Rainbowfish
and Mantis as two different indices over a collection of short read sequences. They
both demonstrate outstanding performance compared to prior work. We described
numerous improvements upon the original Mantis index, which make it both more
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space-efficient and scalable in the work on MST-based Mantis, and partitioned CQF-
based Mantis. We also add the support for low-cost insertion of new samples by
integrating Mantis into the dynamically updatable LSM-tree framework.
1 Reference-based Indexing
In chapter 2 I describe our reference indexing approach, Pufferfish. The index
makes use of minimum perfect hashing, and uses succinct representations where
applicable to reduce the final size of the index. The index shows lookup performance
comparable to traditional hashing-based implementations while using considerably
less space. We propose two variants of the Pufferfish index; dense and sparse. In
the sparse variant, the user can trade off query speed for index size (i.e. query
memory). This variant is enabled by a sampling scheme that take advantage of
the unique successor / predecessor relationship between 𝑘-mers in a unitig, and
allows for fast search on large reference sequences. The desirable properties of the
Pufferfish index make it an ideal foundational data structure on which to build a
seqeuence aligner. PuffAligner begins read alignment by collecting unique maximal
exact matches (uni-MEMs) which are extracted by querying 𝑘-mers from the read
in the Pufferfish index and extending them to maximality. Then via a dynamic
programming approach adopted from Minimap2 [], PuffAligner finds the best chains
of uni-MEMs and later aligns the gaps between the chains of exact matches. Through
out the process, PuffAligner uses various heuristics for reporting a likely set of
alignments per read. The results demonstrate PuffAligner as a highly accurate and
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fast alignment tool modest memory requirements. PuffAligner is particularly useful
for indexing and aligning to a highly similar collection of sequences, potentially
making it a powerful approach in metagenomic analyses, which we also demonstrate
via a set of experiments.
A Multi-Purpose Index and Aligner: The main advantage of a data structure like
Pufferfish compared to a linear index is the ability to efficiently map reads to a
population of genomes or individual genomes with annotated variants. Current tools
that are used for alignment and mapping are either mostly suitable for genome or
transcriptome alignment, but not both. Pufferfish fills the gap by allowing fast and
accurate mapping to a collection of genomes and annotated transcripts at the same
time, achieveing the sensitivity of transcriptome-based aligners and the robustness of
genome-based aligners. While we have not built a spliced-aligner on top of Pufferfish
yet, meaning that it cannot be easily used to derive new splicing junctions, we
can already make use of it’s ability to align reads against the transcriptomic and
genomic tagets simultaneously beyond it’s ability to produce improved accuracy
alignments. One immediate outcome of having short reads mapped to both genome
and transcriptome is in RNA-seq quality control. If we just look at the transcriptome
mapping outcome, we could simply throw all the non-mapped reads out, ignoring
the fact that not being mapped at all is a different observation than being mapped to
an intron or an intergenic region. A large fraction of reads mapping to introns could
be the evidence that the RNA-seq experiment failed to provide the required quality
(poor selection) or it could be evidence of the biological signal of intron retention.
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The utility of performing joint genome and transcriptome alignment is demonstrated
in recent work [152](a paper that is the teamwork of almost all the members of the
Combine-Lab). We demonstrate the improvement in accuracy that results from
aligning reads to both the genome and transcriptome simultaneously. As another
use of the Pufferfish index for efficient alignment, we focus on applying Pufferfish,
along with a probabilistic model, to metagenomic data to improve accuracy, space
and time requirements for abundance estimation. The tool implementing these ideas
is under active development in our new tool, “Cedar”, which also takes advantage
of certain domain-specific characteristics of the underlying data.
2 Reference-free Indexing
We also discussed different methods and indices for sequence search in chapter 5 and
introduced our tool Mantis. Mantis is an exact indexing data structure (no false pos-
itives) for querying massive RNA-sequencing databases. It enables sequence search
queries that are efficient in space and time compared to other tools. It uses the
counting quotient filter to index 𝑘-mers and the representation introduced in Rain-
bowfish and explained in chapter 4 to represent the samples containing the 𝑘-mer.
As shown in chapter 5, Mantis was orders of magnitude faster than existing state-
of-the-art tools, while also being somewhat smaller. We were able to scale Mantis
to 10, 000 raw sequencing samples through modifications introduced in MST-based
Mantis. However, even then, challenges to scalability remained. Comparing the
Classic Mantis with the MST-based Mantis representation, we observed a turning
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point in the scalability bottleneck from the color information to the 𝑘-mer filter rep-
resentation (counting quotient filter) as the indexed datasets grew larger. Further,
the necessity of having the (compressed) color bit matrix available as a prerequisite
to construct the MST over the color bit-vectors was another obstacle to achieving
improved scalability.
In chapter 6, we explored the details of the algorithms to merge each of the
Classic Mantis and the MST-based Mantis data structures. We devised an efficient
methodology for direct merge of the MSTs, which gives us the opportunity to discard
the construction/merging step for the large color matrix, and thus saves an immense
amount of intermediate disk space. The only challenge for scaling that construction
process is keeping the memory usage low. To address this concern, we propose a
scheme for partitioning the counting quotient filter into a set of disjoint partitioned
CQFs and substitute the loading of one massive counting quotient filter with the
loading of many small partitioned CQFs, one at a time. Through an intelligent multi-
pass algorithm that avoids holding all data for the input and output structures in
memory at once, we address the scalability challenge.
In fact, we show that the memory for merging the input partitioned CQFs
and also using the output partitioned CQF during the MST merge is constant
and bounded to a multiple of the size of a partitioned CQF block. Given the
ability to efficiently merge both classic and MST-based Mantis data structures, we
demonstrate that one way to dynamize the structure is using the framework of log-
structured merge trees. Achieving a scalable and updatable cosntruction process for
MST-based Mantis allowed us to extend the index to over 15𝑘 samples by adding
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experiments incrementally. The future work in the line of Mantis indexing is to
(1) achieve aggressive memory reduction for construction query by giving up the
exactness and (2) set up a distributed Mantis index over a network of low-cost
commodity systems on a large number of samples. A distributed mantis index could
conceivably be built over all publicly-available RNA-seq data, and would provide a
sequence-queryable and updatable online index for searching over the vast public
repository of available RNA-seq data.
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