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Abstract
A structural result on normal plane maps is presented. It strengthens a result by Borodin which
is related to Kotzig’s and Lebesgue’s classical results. Then the t-distance chromatic number of
a planar graph G with maximum degree (G)6D where D¿ 8 is proved to be bounded above
by a polynomial in D of degree t − 1. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
The aim of this paper is to strengthen a recent result on the structure of plane maps
in order to start investigations into vertex [edge] distance chromaticity of planar graphs
[planar multigraphs].
We use standard terminology and notation of graph theory. We recall, however, more
specialized notions. Given a connected plane pseudograph, the degree of a face f is
the length of any facial walk of f. Vertices and faces of degree i are called i-vertices
and i-faces, respectively. As usual, d :V ∪F → N0 is the degree function on the union
of the vertex set V and the face set F . We call an edge e to be an (a; b)-edge if
endvertices of e are of degrees a and b where a6 b.
We assume that the type of a k-face f comprises all k-sequences 〈d1; d2; : : : ; dk〉 of
degrees of vertices of f encountered when traversing all boundary walks of f.
Given a face f and a vertex v, deBne i(v; f) to be the number of appearances of
v on a boundary walk of f provided that the last term of the walk is not counted.
Call i(v; f) to be the multiplicity (of incidence) of v at f and that of f at v. Note
that d(v) =
∑
f∈ F i(v; f) and d(f) =
∑
v∈ V i(v; f). In what follows, to count some
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vertices at a face f and some faces at a vertex v, we sum up the multiplicities i(v; f)
over corresponding v∈V and f∈F , respectively.
A plane map is called a normal plane map if the pseudograph of the map is con-
nected and degrees of all vertices and all faces are not less than three. Note, however,
that both loops and multiple edges can appear in a normal plane map. Recall that no
loops appear in a multigraph. The term graph stands for a simple graph.
It is a classical consequence of the famous Euler polyhedral formula that a planar
graph G contains a vertex of degree 6 5 or, dually, any plane graph G without 1- and
2-vertices has a face of degree 6 5. Lebesgue [18] speciBes a set of types of small
faces which intersects the face types set of any convex three-dimensional polytope.
On the other hand, Kotzig [15] proves that each such polytope contains an edge with
degree-sum of endvertices being 13 or less in general case and at most 11 in the
absence of 3-vertices. Actually, one can see that the bound 11 follows immediately
from the Lebesgue theorem [18]. Inspired by a problem posed by Erdo˝s [23, p. 454],
Borodin [2,3] introduces normal plane maps and combines some of the mentioned
results.
Theorem 1 (Borodin [3]). Every normal plane map contains a k-face incident to an
(a; b)-edge such that k ∈{3; 4; 5} and
if k = 3 then a= 36 b6 10 or a= 46 b6 7 or a= 56 b6 6;
if k = 4 then a= 36 b6 5; and
if k = 5 then a= 3 = b.
We improve upon Theorem 1 by describing a local structure of normal plane maps
in more detail in the next section. Distance colourings are discussed in Section 3. The
structural result of Section 2 is applied to get upper bounds on both vertex and edge
distance chromatic numbers of planar maps, the bounds being presented in the last two
Sections 4 and 5, respectively. Constructions are presented in order to provide lower
bounds, too.
2. A structural theorem on plane maps
Theorem 2. Every normal plane map contains one of the following con;gurations:
(A) a 3-face such that if its three vertices have degrees a6 b6 c then
(i) a= 36 b6 10 or
(ii) a= 46 b6 7;
(B) two 3-faces with an (a; b)-edge in common and such that if c and d are degrees
of the remaining two vertices at those faces such that c6d; then
(i) a= 56 b6 7; c = 5 or
(ii) a= 56 b6 6; c = 6;
(C) (a fan with) three consecutive 3-faces each of type 〈5; 5; 8〉 and with the 8-vertex
in common;
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(D) a 4-face which has either
(i) two 3-vertices and a third vertex of degree at most 5 or
(ii) exactly one 3-vertex; at least one 4-vertex and both remaining vertices of
degrees in {4; 5};
(E) a 5-face with four 3-vertices and the ;fth vertex of degree at most 5.
Proof. Let G be a counterexample. Let V; E; F be sets of vertices, edges and faces of








Hence, the well-known Euler formula |V | − |E| + |F |= 2 gives∑
v∈ V
(d(v) − 6) +
∑
f∈ F
(2d(f) − 6) = − 12; (1)
where d stands for the degree function. Consider an initial rational-valued charge func-
tion g :V ∪F → Q such that g(v) =d(v)−6 for v∈V and g(f) = 2d(f)−6 for f∈F .
Therefore, (1) is equivalent to∑
x∈ V∪F
g(x) = − 12:
We use the two following rules in order to transform g into a new charge function
h :V ∪F → Q by redistributing charges locally so that the sum of new charges remains
the same. To formulate the rules, call an edge e to be weak and semi-weak if e is
incident to two 3-faces and exactly one 3-face, respectively.
Rule 1. Given a vertex v and k-face f, assume that d(v)6 5, d(f) = k¿3 and the
multiplicity of incidence i(v; f)¿ 1. Then f sends to v the charge equal to i(v; f)
multiplied by the following number:
1 if d(v) = 3,
1
2 if d(v) = 4,
1
3 if d(v) = 5.
Note that the multiplicity of incidence i(v; f) involved in Rule 1 cannot be replaced
by the incidence itself because i(v; f)6 1 is not true if a cut vertex (or loop) appears
in the pseudograph of the normal map G in question.
Rule 2. Let e =wv be an edge of G with d(w)¿ 7 and d(v)6 5. Then the vertex
w sends along e to v the charge
1 if d(v) = 3 and e is weak,
1
2 if either d(v) = 3 and e is semi-weak or d(v) = 4 and e is weak,
1
4 if d(v) = 4 and e is semi-weak,
1
3 if d(v) = 5 and e is weak,
1
6 if d(v) = 5 and e is semi-weak.
Thus, ∑
x∈ V∪F
h(x) = − 12:
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We are going to show that h is a non-negative function, which will trivially be a
contradiction. To this end, consider several cases.
Case 1. f is a k-face, k¿ 3. Then g(f) = 2k − 6.
1.1: k = 3. Then h(f) = g(f) = 0.
1.2: k = 4. If f is not incident with any 3-vertex then h(f)¿ g(f)−4× 12 = 2−2 = 0.
Otherwise, one can see that the submultiset comprising degrees less than 6 among
vertices incident to f in G is included in at least one of the following four multisets:
3,3; 3,4,4; 3,4,5 and 3,5,5,5. In each case, h(f)¿ 0 can be seen.
1.3: k = 5. If f is not incident with more than three 3-vertices then h(f)¿ 4− 3−
2× 12¿ 0. Otherwise, f has four incident 3-vertices and the Bfth incident vertex is of
degree bigger than 5. Hence, h(f) = 4 − 4 = 0.
1.4: k¿ 6. Then h(f)¿ g(f) − d(f) = 2k − 6 − k¿ 0.
Case 2. Now, let y be any k-vertex, k¿ 3.
2.1: k ∈{3; 4}. Let i be the number of 3-faces incident to y. Then, by Rule 1, each
of k − i non-triangular faces incident to y sends to y the charge 1=(k − 2). Moreover,
if i¿0, then weak or semi-weak edges incident to y exist. If yw is any such edge
then d(w)¿ 20− 3k¿ 8 because G is a counterexample. Therefore, y gets a positive
charge sent along each such edge. Consequently, one can check that h(y) = 0 in every
possible case i = 0; 1; : : : ; k.
2.2: k = 5. Neither weak nor semi-weak (3; 5)- and (4; 5)-edges can appear in our
counterexample G. If y is incident to three or more non-triangular faces then, by Rule 1,
h(y)¿ g(y)+3× 13 =−1+3× 13 = 0. Otherwise, if y is incident with two non-triangular
faces then they send 2× 13 to y. Therefore, one can see that h(y)¿ g(y) + 23 + z¿ 0
because y gets z¿ 13 or z¿ 2× 16 along edges, cf. Rule 2. We are using the fact that,
according to case B of our theorem, each of the two adjacent 3-faces, both incident
with y, has a vertex of degree at least 7. Therefore in both remaining cases, when
y is incident with one or no non-triangular face, h(y)¿ g(y) + 2 × 13 + 2 × 16 = 0 or
h(y)¿ g(y) + 3 × 13 = 0.
2.3: k = 6. Then h(y) = g(y) = 0 because y neither gets nor gives anything.
2.4: k = 7. Because G is a counterexample, G does not include any weak or semi-weak
(3; 7)- and (4; 7)-edges. Therefore, the transfer from y is possible only along (5; 7)-edges
which are weak or semi-weak. Let  and  be the numbers of those edges, respec-
tively. From (i) of B; 6 3. Now, for decreasing values of , the values of , as
presented in the following table, come from considering all possible conBgurations
of 3-faces incident to y. Therefore, the following table covers all possible cases; z
therein being an upper bound on the total charge transferred from y. In each case
h(y)¿ g(y) − z = 1 − z = 0.
 3 2 1 0
 0 62 64 66
z 1 1 1 1
2.5: k = 8. Transfer from y is possible only to 4- or 5-vertices along edges which
are weak or semi-weak. We are going to show that average charge sent from y along
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any incident edge does not exceed 14 . We thus prove that h(y)¿ g(y)− 8× 14 = 0. To
this end, Bx a natural circular ordering of edges incident to y in the plane. Due to (ii)
of A, if y and a (4; b)-edge are incident to the same 3-face then b¿ 8. Therefore, the
successor of every weak (4; 8)-edge at y does not carry any charge. Hence, the local
average charge for these two edges is 14 .
According to the case C, there are three or less consecutive weak (5; 8)-edges at y
in G. In the former case, those three edges together carry the charge 1 and are followed
by an edge which does not carry any charge. Therefore the local average charge for
those four edges is 14 . Otherwise, consider exactly two consecutive weak (5; 8)-edges
at y as an initial segment. If what follows, are a semi-weak (5; 8)-edge and next a
semi-weak (4; 8)-edge, then the Bfth edge is a non-carrier. Hence, the local average
charge for those Bve edges is (2 × 13 + 16 + 14 + 0)=5¡ 14 . If the third and the fourth
edges are both semi-weak (5; 8)-edges, the local average for the four edges is clearly
1
4 . Otherwise we take three [four] edges for local averaging just if the third [fourth]
edge is a non-carrier. Then the local average can be seen to be small enough.
The average is also small enough for two consecutive edges of which exactly the




4 if the second edge is
a semi-weak (5; 8)-edge. Moreover, all semi-weak edges carry small enough charges.
Therefore, because all edges for local averaging are chosen in an injective way, the
proof is complete.
2.6: k ∈{9; 10}. If y sends charges only along (5; k)-edges or semi-weak (4; k)-edges,
then
h(y)¿ g(y) − 1
3
k = k − 6 − k
3
¿ 0:
Otherwise, let r be the number of weak (4; k)-edges incident to y. Then, by (ii) of
A, there are at least r edges incident to y which transfer no charge from y. Therefore
h(y)¿ g(y) − 12 r − 13 (k − 2r)¿ k − 6 + ( 23 − 12 )r − 13k¿ 0.
2.7: k = 11. Note that if y sends charge 1 through any yx edge then d(x) = 3 and
therefore y sends 0 along both neighbouring edges. Otherwise y sends at most 12
through an edge. Hence if the edge yx with d(x) = 3 is weak then y sends along
each of 8 edges each of which is away from yx at most 12 on average. Therefore
h(y)¿ g(y) − 1 − 82 = 0 then. Otherwise, if there is no such edge yx then either all
neighbours of y are 5-vertices or there is one edge incident to y which sends no charge
from y. Then the total charge sent from y is either at most 11× 13 or at most 10× 12 ,
which results in h(y)¿ 0.
2.8: k¿ 12. Then h(y)¿ g(y) − 12d(y) = 12 (k − 12)¿ 0.
This completes the proof of Theorem 2.
3. Distance colourings
Let G be a multigraph. For any positive integer t, the t-distance chromatic number
of G, in symbols (t)(G), is deBned to be the minimum number of colours required to
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colour the vertices of G so that any two vertices whose distance apart is 6 t receive
distinct colours. Note that if PG is the underlying graph of G then





is the tth power of the graph PG. The t-distance chromatic index, q(t)(G),
of a multigraph G is deBned to be the chromatic number of the tth power of the line
graph L(G) of G, in symbols
q(t)(G) = (t)(L(G)) = (L(G)t):
Hence, if t = 1; (1)(G) = (G) and q(1)(G) = q(G), the usual chromatic number and
chromatic index, respectively.
Recall that the vertex distance colourings and vertex distance chromatic number
were introduced by Kramer and Kramer long ago, cf. [16,17]. The topic remained
quite obscure until nineties, cf. Baldi [1] and Jensen and Toft [14, Section 2.18]. New
contributions are presented in recent papers by Skupie)n [22] and Chen et al. [5].
The distance chromatic index (edge distance chromatic number) is introduced by
Skupie)n [21,22] in early 1990s. An exact order (speciBed by the asymptotic symbol
") of the two t-distance chromatic parameters of the n-cube Qn is found in [22] in
two extreme cases, namely, either t = const∈N or t=n is bounded away from zero as
n →∞.
The face t-distance colourings of plane maps are introduced and studied in HorQn)ak
and Jendrol’ [12,13]. In dual maps, those colourings are called to be t-diagonal (ver-
tex) colourings, see Sanders et al. [4,19,20] for related recent results. Recall that 0-
and 1-diagonal colourings are known as cyclic colourings and diagonal colourings,
respectively.
Each colour class in any t-distance colouring is called a t-independent set. The
maximum possible cardinality among t-independent sets of vertices and that of edges
in G are called t-distance independence number and t-distance matching number of
G, respectively. Moreover, t-distance matching is a t-independent set of edges. It is
noted in [22] that the edge distance of two edges of G can be deBned to be equal to
their vertex distance in L(G). Note that if the edge distance between any two edges in
a matching is larger than two, the matching is a 2-distance matching and is called an
induced matching.
The Brst approach to edge distance colourings is due to Fouquet and Jolivet [9,10].
They introduce strong chromatic index, sq., as the smallest number of colours in an
edge colouring whose all colour classes are induced matchings. Therefore sq = q(2), the
2-distance chromatic index. It is shown in Faudree et al. [6] that the upper bound for
sq. among planar graphs with maximum degree ¿ 2 is in {4− 4; : : : ; 4 + 4}, it is
4− 3 if 6 2, cf. [22].
It is noted in Skupie)n [22] that the well-known Brooks theorem can provide upper
bounds on the above distance chromatic parameters. Namely, if (G) is the maximum
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degree among vertices of G then
(t)(G)6 1 + (Gt)6 1 + (G)
t∑
i = 1
((G) − 1)i−1; (2)
q(t)(G)6 1 + (L(G)t)6 1 + 2
t∑
i = 1
((G) − 1)i : (3)
Thus both bounds are polynomials in (G) of degree t.
4. Vertex distance colouring
We are going to improve upon bound (2).
Theorem 3. Given a planar graph G; let D = max{8; (G)}. Then the t-distance chro-
matic number of G is
(t)(G)6 6 +
3D + 3
D − 2 ((D − 1)
t−1 − 1): (4)
We denote the polynomial of degree t − 1 on the right-hand side of (4) by
%t(D) = 6 +
3D + 3
D − 2 ((D − 1)
t−1 − 1): (5)
Given a plane graph G and its edge e, let G ◦ e stand for a plane graph obtained
from G by removing e, identifying both end-vertices of e, and leaving exactly one
edge from each pair of multiple edges which come from a 3-cycle which includes e in
G. Thus G ◦ e is a result of specialized contracting the edge e of G. In particular, if e
is incident to a 3-face with a 3-vertex non-incident to e or e is a common (3; 3)-edge
of two 3-faces, then G ◦ e is not a normal plane map because it has a 2-vertex.
We call an (a; b)-edge e to be light if a6 2, or a= 3 and a + b6 13 or else
a+b6 11; moreover, if (G) = 8 and a+b= 11 or else a= 3 and b=(G)∈{9; 10}
then the edge e is required to be incident to a 3-face.
The following proposition is obvious.
Proposition 4. If e is a light edge of a plane map G and (G)6 D˜ where D˜¿ 8;
then
(G ◦ e)6 D˜:
The function %t given by (5) has the following utilization.
Lemma 5. Each planar graph G has a vertex v of degree at most 5 such that there
are at most %t((G)) vertices at distance t or less from v.
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Proof. Assume that G is connected. Let v be a vertex of G of degree 1 or 2, if
any, or else of the smallest degree in a conBguration whose existence in a plane
embedding of G is ensured by Theorem 2. In a routine manner we can get an upper
bound, Bi, on the number of vertices at distance i from v for i = 0; 1; : : : ; t. The largest
sum of these numbers is %t((G)) and is obtained in subcases of B of Theorem 2.
Then %t() =
∑t
i = 0 Bi where B0 = 1; B1 = 5, and else Bi = (3 + 3)(− 1)i−2 where
=(G).
Proof of Theorem 3. Without loss of generality, assume that graphs under consid-
eration are connected. Let G be a counterexample of the minimum order n. Let
D = max{8; (G)}. Then clearly n¿%t(D). Since G is a simple planar graph, it has a
light edge e = vw incident to a vertex v of degree at most 5, v being speciBed in the
proof of Lemma 5. Contract the edge e in order to get G′ =G◦e. Let w∗ be the image
in G′ of endvertices v; w of e. Then Theorem holds for G′ because G′ is smaller than
G. Hence, G′ has a vertex t-distance colouring with %t(D′) (or less) colours where
D′ = max{8; (G′)}. This is also a t-distance colouring of vertices in G − v if colour
of w∗ in G′ is associated with the vertex w in G. Moreover, D′6D by Proposition
4. Hence, because %t(D) is increasing, G − v has a vertex t-distance colouring with
%t(D) colours. Since, by Lemma 5, G has at most %t(D)− 1 vertices whose distances
from v are from 1 to t, at least one colour exists which can be associated with v to
get a t-distance colouring of V (G) with %t(D) colours, a contradiction.
Examples of large planar graphs with given diameter t and maximum degree  are
found in Hell and SeySarth [11] for t = 2, in Fellows et al. [8] for t = 3 and any , and
in [7] for t¿ 4 and suTciently large . The examples yield the following supplement
of Theorem 3.
Proposition 6. For any t¿ 2 and su@ciently large  (e.g.; ¿ 8 if t = 2); there
exists a planar graph G with (G) = such that (t)(G)¿ at=2 − O(t=2−1)
where a= 92 if t is odd and a=
3
2 if t is even; moreover; the second highest coe@cient
in both cases is negative for t¿ 3 and is 12 if t = 2.
5. Edge distance colouring
The following theorem improves the trivial upper bound (3) for a planar multigraph
G by a multiplication constant of 12 only. Therefore, the proof is omitted though the
proof is not very simple, but it goes along similar lines as that of Theorem 3.
For t¿ 1, deBne the function
 t(D) =
{
D + 4 if t = 1;
D + 6 + D
2−D+5
D−2 ((D − 1)t−1 − 1) if t¿ 2:
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It can be shown that a certain normal plane map G with (G) =D¿ 5 can have at
most  t(D) edges at edge distance t or less from a (5; D)-edge of G. Nevertheless, we
can prove the following.
Theorem 7. Given a plane multigraph G without 2-faces; let D = max{8; (G)}. Then
the t-distance chromatic index of G is
q(t)(G)6  t(D) − 2:
The following result provides a lower bound on the t-distance chromatic index.








which; for t¿ 2; is a lower bound on the maximum of q(t) among planar multigraphs
G with (G) =.
Proof. For any t¿ 2 and any ¿ 4, we construct a planar graph H with (H) =,
edge-diameter t, and size |E(H)|= z + 22 ( − 2)
∑(t−3)=2
i = 0 ( − 2)=2i where
z = 4− 4 for even t¿ 2 and z = 2 for odd t¿ 3. Therefore q(t)(H) = |E(H)|.
For m¿ 4, let H ′ =K(2; m), the complete bipartite graph on m + 2 vertices with
(H ′) =m. Given a graph G, let J4 be a 4-cycle in G with a pair of 2-vertices in G
which are opposite in the cycle. Hence each 4-cycle of H ′ is a J4 in H ′. Only if
G includes a J4, let G♦H ′ stand for the disjoint union G ∪ H ′ in which some J4 of
G is identiBed bijectively with a C4 of H ′ so that both the maximum degree vertices
of H ′ are identiBed with the two, 2-vertices of G. Then we say that the operation ♦
is applied at the J4 of G. Use the symbol G♦MH ′ to denote a graph obtained from
G by applying ♦ at each member J4 of a Bxed maximum cardinality set S, S = S(G),
of mutually edge-disjoint cycles J4 of G. DeBne the graphs H (m; t) inductively as
follows. For odd t¿ 1, let H (m; 1) =H ′ and H (m; t + 2) =H (m; t)♦MH ′. For even
t¿ 2, let H (m; t) =H (m; t − 1)♦H ′. One can see that, for m=¿ 4 and t¿ 2, the
graph H :=H (m; t) exists and has the required properties, that is, H is a planar graph
which has maximum degree m, edge diameter max{t; 2}, and the size |E| as stated. In
particular, for odd t¿ 1; |S(H)|= m=2(m− 2)=2(t−1)=2.
One can see that the above graph H (; 2) with ¿ 2 appears in Faudree et al. [6]
to show the bound maxG sq(G)¿ 4− 4 for planar graphs G with (G)6.
Proposition 8 contributes to the solution of the following problem due to Skupie)n
[22]: What is the maximum size among planar multigraphs with Bxed maximum de-
gree and edge-diameter at most t? All those multigraphs have the t-distance matching
number /t = 1. A more general problem of [22] arises if bounding the edge-diameter
by t as above is replaced with requiring that /t6 l for l= const¿ 1.
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What follows is another contribution in case 6 5 and large enough t. For k¿ 3,
let I(k) stand for the 5-regular polyhedron with two k-faces which are opposite and
separated by two belts of 3k triangular faces each. Note that I(3) is isomorphic to the
icosahedron.
Consider the (2t + 1)-cycle with t¿ 1 and consider graphs of the following poly-
hedra: the prism and antiprism both being (2t − 1)-sided with t¿ 2, and I(2t − 3)
with t¿ 3. All four are -regular planar graphs with edge-diameter t and = 2; 3; 4; 5,
respectively. Their sizes |E|, shown in the following table, are clearly the lower bounds
for the upper bound on q(t) among planar multigraphs with respective maximum degree
and respective t.
 2 3 4 5
|E| 2t + 1 6t − 3 8t − 4 20t − 30
t ¿1 ¿2 ¿2 ¿3
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