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1. Introduction
The study of differential equations with piecewise constant arguments has been treated widely in the literature. This
type of equation, in which techniques of differential and difference equations are combined, models, among others, some
biological phenomena (see [1,5] and references therein), the stabilization of hybrid control systems with feedback discrete
controller [7], or damped oscillators [12]. The ﬁrst studies in this ﬁeld have been given in [3,9], after this, some papers
related with stability, oscillation properties and existence of periodic solutions have been treated by several authors (see
[4,8,10] for details).
In [2] the authors construct the Green’s function related to the linear operator x′(t) + mx(t) + Mx([t]), from where
they obtain some maximum principles in the space of periodic solutions depending on the values of the real parameters m
and M . Such operators have been also studied in [11] with initial value conditions. The method of lower and upper solutions
has been employed in [13] to derive existence of periodic solutions of a ﬁrst order nonlinear equation with piecewise
constant argument. This method, as well as the method of weakly coupled lower and upper solutions, is applied in [6] to
deduce existence results of a ﬁrst order nonlinear boundary value problem involving a differential equation with continuous
delay. Our arguments combine the techniques used in [6] for equations with continuous delay with the ones developed
in [2] for linear ﬁrst order piecewise equations.
The paper is organized as follows, in Section 2 we present the main tools that we will use in the rest of the paper.
Section 3 is devoted to obtain the unique solution of the associated linear problem, from which we derive comparison
results for operator x′(t) + mx(t) + Mx([t]). In Section 4, we present results concerning the existence of extremal quasi-
solutions and the uniqueness of solution in the presence of weakly coupled lower and upper solutions. We formulate, in
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Some examples are presented to point out the novelty and applicability of the given results.
2. Preliminaries
We study, in this paper, the following boundary value problem
x′(t) = f (t, x(t), x([t]))≡ F x(t), t ∈ I = [0, T ], 0 = g(x(0), x(T )), (1)
where T is a positive real number, f ∈ C(I ×R2,R), g ∈ C(R×R,R) and [·] designates the greatest integer function.
Let NT be such that
NT :=
{ [T ], if [T ] < T ,
[T ] − 1, if [T ] = T ,
then, for each n ∈ {0,1, . . . ,NT }, we deﬁne In := [n,n + 1) for n < NT and INT := [NT , T ].
We will denote by Λ the set of all functions y : I → R that are continuous on In for all n ∈ {0, . . . ,NT } and there exists
y(t−) ∈ R for all t ∈ {1,2, . . . ,NT }. If y ∈ Λ, we understand that y(t) = y(t+) for all t ∈ {0,1, . . . ,NT }.
We will denote by Ω the set of all functions x : I → R that are continuous on I and verify that there exists x′ ∈ Λ.
A function x : I → R is said to be a solution of the boundary value problem (1) if x ∈ Ω and satisﬁes (1), taking x′(t) =
x′(t+) for all t ∈ {0,1, . . . ,NT }.
Given u, v ∈ Ω , we will say that u  v if and only if u(t) v(t) for all t ∈ I . In this case, we shall deﬁne [u, v] := {x ∈
Ω | u  x v}.
We will use, in the discussion of the problem, several properties of the function hM,m : R → R deﬁned by (see [2])
h(t) := hM,m(t) =
{
e−mt − Mm (1− e−mt), ifm = 0,
1− Mt, ifm = 0. (2)
It is easy to verify that h′M,m(t) = −(m + M)e−mt for all t and, as an immediate consequence, hM,m is strictly monotone
increasing on R for M < −m and strictly monotone decreasing on R if M > −m. Obviously, when M = −m, hM,m is a
constant function equal to 1. Clearly, for all m, M ∈ R, we have that h(0) = 1. Moreover, we denote C := h(1), which is
bigger than 1 or less than 1 whenever m + M < 0 or m + M > 0 respectively.
3. The linear problem: comparison results
In this section we analyze the following linear initial value problem
x′(t) +mx(t) + Mx([t])= σ(t), t ∈ I = [0, T ], x(0) = x0, (3)
where σ ∈ Λ, and m, M and T are real constants such that T > 0.
At a ﬁrst moment we prove that this problem has a unique solution.
Theorem 3.1. Problem (3) has a unique solution for any x0 ∈ R.
Proof. For any x0 ∈ R, problem (3) can be rewritten as a family of initial value problems of ordinary differential equations
on the intervals In , n ∈ {0,1, . . . ,NT }, that is to say,
x′(t) +mx(t) + Mx([t])= σ(t), t ∈ In, x(n) = xn. (4)
Since x([t]) = xn for all t ∈ In , it is obvious that the unique solution of (4) is given by
x(t) = xnh(t − n) +
t∫
n
σ(s)e−m(t−s) ds. (5)
Because of the continuity of x, we arrive at
xn+1 = x(n + 1) = Cxn + gn, ∀n ∈ {0, . . . ,NT − 1}, (6)
where
gn =
n+1∫
σ(s)e−m(n+1−s) ds.
n
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xn = Cnx0 +
n−1∑
j=0
Cn−1− j g j, ∀n ∈ {1, . . . ,NT }. (7)
Therefore, the unique solution of problem (3) is given by
x(t) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
x0h(t) +
∫ t
0 σ(s)e
−m(t−s) ds, if t ∈ [0,1],
x1h(t − 1) +
∫ t
1 σ(s)e
−m(t−s) ds, if t ∈ [1,2],
...
xNT h(t − NT ) +
∫ t
NT
σ(s)e−m(t−s) ds, if t ∈ [NT , T ],
(8)
where xn is given by expression (7) for all n ∈ {1, . . . ,NT }. 
In order to obtain existence results for problem (1) we will use monotone iterative techniques. It is very well known
that a fundamental tool to treat this kind of problems consists in maximum principles of the linear operator studied above.
From the form of the solution of problem (3) we can deduce the following.
Lemma 3.2. Let σ ∈ Λ be a non-positive function on I and x0  0. Then, if the following condition holds:
M  bT (m) :=
{
max{ mem−1 , memT −1 }, if m = 0,
max{1, 1T }, if m = 0,
(9)
the unique solution of problem (3) is non-positive on I .
Moreover, this is an optimal condition in the following sense: if M > bT (m) then, for each x0 < 0, there exists a non-positive
function σ ∈ Λ for which the unique solution of problem (3) changes its sign on I . Also, whenever M > bT (m), for each non-positive
function σ ∈ Λ, there exists x0 < 0 for which the unique solution of problem (3) changes its sign on I .
Proof. First, we suppose that T  1. In this case we have
bT (m) ≡ b(m) =
{ m
em−1 , ifm = 0,
1, ifm = 0.
Since σ  0 on I and x0  0, from (7) we deduce that, if C  0 then xn  0 for all n ∈ {0,1, . . . ,NT }. Furthermore, for
all n ∈ {0,1, . . . ,NT }, the solution x(t) of problem (3) on In is given by the expression (5), which is a sum of non-positive
terms whenever C  0, so that x(t) 0 for all t ∈ I . But it is easy to check that C  0 if and only if M  b(m), so the proof
is ﬁnished in this case.
In order to prove the optimal character of the previous condition, let us suppose that M > b(m), and so C < 0.
For any x0 < 0 ﬁxed, taking σ ≡ 0, we obtain that x1 = Cx0 > 0, thus the solution changes its sign. On the other hand,
for any ﬁxed non-positive function σ ∈ Λ we have that, either σ ≡ 0 or k = mint∈I {σ(t)} < 0. In case of σ ≡ 0, reasoning as
above, we obtain that for any x0 < 0 the solution changes its sign. If σ ≡ 0 then, taking x0 < k/(M − b(m)) < 0, we have
emx1 = em
(
Cx0 +
1∫
0
σ(s)e−m(1−s) ds
)
 em
(
Cx0 +
1∫
0
ke−m(1−s) ds
)
= x0 b(m) − M
b(m)
+ k
b(m)
> − k
b(m)
+ k
b(m)
= 0.
Hence, x1 > 0 and, therefore, the solution also changes its sign.
Let us now consider that T < 1, in this case function bT is given by
bT (m) =
{ m
emT −1 , ifm = 0,
1
T , ifm = 0.
Moreover, the unique solution x(t) of problem (3) on I = I0 = [0, T ] is given by (5), which is a sum of non-positive terms
whenever h(T ) 0. But h(T ) 0 if and only if M  bT (m). So that, this case is proved.
Arguing as in the case of T  1, one can verify the optimal character of this condition. 
Remark 3.1. In Fig. 1 we can view the region where the previous maximum principle reaches.
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added to the previous one in case of T < 1 (shown is the case T = 1/2).
We also obtain next result, that improves Lemma 3.2 in case of x0 = 0.
Lemma 3.3. Let σ ∈ Λ be a non-positive function and x0 = 0. Then the unique solution of problem (3) is non-positive on I if one of
the following conditions holds (bT deﬁned by (9)):
1. T  1.
2. T > 1 and M  bT−1(m).
Moreover, condition 2 is optimal in the following sense: if T > 1 and M > bT−1(m), then there exists a non-positive function σ ∈ Λ
for which the unique solution of problem (3) changes its sign.
Proof. In case of T  1, as x0 = 0, from (5) we know that the unique solution of problem (3) on I = I0 = [0, T ] is given by
x(t) = ∫ t0 σ(s)e−m(t−s) ds. Therefore, if σ  0 then x 0.
In case of T > 1, reasoning as above, it is clear that x1  0. Thus, by applying Lemma 3.2 on the interval [1, T ], we arrive
at condition 2. 
4. Weakly coupled lower and upper solutions
Now, we present the method of weakly lower and upper solutions applied to problem (1). First, we introduce the fol-
lowing deﬁnitions.
Deﬁnition 4.1. We say that α,β ∈ Ω are weakly coupled lower and upper solutions of problem (1) if the following inequal-
ities hold
α′(t) Fα(t), t ∈ I, g(α(0),β(T )) 0,
β ′(t) Fβ(t), t ∈ I, g(β(0),α(T )) 0. (10)
Deﬁnition 4.2. We say that x, y ∈ Ω are coupled quasi-solutions of problem (1) if the following equalities hold
x′(t) = F x(t), t ∈ I, g(x(0), y(T ))= 0,
y′(t) = F y(t), t ∈ I, g(y(0), x(T ))= 0. (11)
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Theorem 4.1. Let α,β ∈ Ω be weakly coupled lower and upper solutions of problem (1) such that α  β . In addition, let us assume
that the following assumptions are fulﬁlled:
(H1) There exist real constants m and M such that M  bT (m) and, for all t ∈ I ,
f (t, y, z) − f (t, y¯, z¯)m( y¯ − y) + M(z¯ − z) (12)
when α(t) y  y¯  β(t) and α([t]) z z¯ β([t]).
(H2) For all y ∈ [α(0), β(0)] function g(y, ·) is non-decreasing on the interval [α(T ), β(T )], that is to say,
g(y, z) g(y, z¯) if α(T ) z z¯ β(T ) and α(0) y  β(0). (13)
(H3) For all z ∈ [α(T ), β(T )] function g(·, z) satisﬁes the following one-sided Lipschitz condition: there exists a real constant K > 0
such that
g( y¯, z) − g(y, z) K ( y¯ − y) if α(0) y  y¯  β(0) and α(T ) z β(T ). (14)
Then problem (1) has coupled quasi-solutions ρ  γ in [α,β].
Moreover, ρ and γ are extremal in the following sense: if μ and η are coupled quasi-solutions of problem (1) such that α μ
η β , then ρ μ η γ .
Proof. We ﬁrst consider, for ξ,ϕ ∈ [α,β] given, the following initial value problems
x′(t) +mx(t) + Mx([t])= F ξ(t) +mξ(t) + Mξ([t]), t ∈ I, x(0) = ξ(0) − 1
K
g
(
ξ(0),ϕ(T )
)
, (15)
x′(t) +mx(t) + Mx([t])= Fϕ(t) +mϕ(t) + Mϕ([t]), t ∈ I, x(0) = ϕ(0) − 1
K
g
(
ϕ(0), ξ(T )
)
. (16)
Theorem 3.1 allows us to deﬁne the operators A, B : [α,β] × [α,β] → Ω as A(ξ,ϕ) := unique solution of problem (15),
and B(ξ,ϕ) := unique solution of problem (16).
We will ﬁrst see that, if ξ and ϕ are weakly coupled lower and upper solutions of problem (1) such that α  ξ  ϕ  β ,
then
α  ξ  u  v  ϕ  β, (17)
where u = A(ξ,ϕ) and v = B(ξ,ϕ).
Put r = ξ − u and s = v − ϕ . Since ξ and ϕ are weakly coupled lower and upper solutions, we obtain
r′(t) +mr(t) + Mr([t])= ξ ′(t) − F ξ(t) 0,
r(0) = 1
K
g
(
ξ(0),ϕ(T )
)
 0,
and
s′(t) +ms(t) + Ms([t])= Fϕ(t) − ϕ′(t) 0,
s(0) = − 1
K
g
(
ϕ(0), ξ(T )
)
 0.
Consequently, Lemma 3.2 yields ξ  u and v  ϕ .
We now put w = u − v . From (H1), we derive
w ′(t) +mw(t) + Mw([t])= F ξ(t) − Fϕ(t) +m(ξ(t) − ϕ(t))+ M(ξ([t])− ϕ([t])) 0,
while, from (H2) and (H3), we get
w(0) = ξ(0) − ϕ(0) + 1
K
(
g
(
ϕ(0), ξ(T )
)− g(ξ(0),ϕ(T )))
 ξ(0) − ϕ(0) + 1
K
(
g
(
ϕ(0), ξ(T )
)− g(ξ(0), ξ(T ))) ξ(0) − ϕ(0) − ξ(0) + ϕ(0) = 0.
By Lemma 3.2 we deduce that u  v . So that, it is proved that inequality (17) holds.
We will now show that u and v are weakly coupled lower and upper solutions of problem (1). Note that, reasoning as
above, (H1) drives to
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v ′(t) − F v(t) = Fϕ(t) − F v(t) +m(ϕ(t) − v(t))+ M(ϕ([t])− v([t])) 0,
while, making use of (H2) and (H3), we deduce
0 = K (u(0) − ξ(0))+ g(ξ(0),ϕ(T )) g(u(0),ϕ(T )) g(u(0), v(T ))
and
0 = K (v(0) − ϕ(0))+ g(ϕ(0), ξ(T )) g(v(0), ξ(T )) g(v(0),u(T )).
Therefore, it is proved that u and v are weakly coupled lower and upper solutions of problem (1).
Next step is to build up two sequences which converge to the extremal quasi-solutions of problem (1). To this end, take
α0 = α and β0 = β , and deﬁne the sequences {αl} and {βl} as αl+1 = A(αl, βl) and βl+1 = B(αl, βl). By means of (17), it is
immediate to verify that
α(t) α1(t) · · · αl(t) · · · βl(t) · · · β1(t) β(t), ∀t ∈ I, ∀l ∈ N,
so that the sequences {αl} and {βl} are uniformly bounded. From the statement of problems (15) and (16), and due to
the properties of f , it is easy to check that the sequences {α′l } and {β ′l } are also bounded. Thus, sequences {αl} and{βl} are equicontinuous on C(I), and the Ascoli–Arzelà theorem guarantees the existence of subsequences {αl j } ⊂ {αl} and
{βl j } ⊂ {βl} which converge uniformly to their limits ρ,γ ∈ C(I) respectively. Because of both of sequences {αl} and {βl} are
monotone, we conclude that they converge uniformly to ρ and γ respectively. From the deﬁnition of operators A and B we
know that, for all l ∈ N, it is veriﬁed
αl+1(0) = αl(0) − 1K g
(
αl(0),βl(T )
)
and βl+1(0) = βl(0) − 1K g
(
βl(0),αl(T )
)
.
Consequently, due to the continuity of g and passing to the limit, we derive
g
(
ρ(0), γ (T )
)= 0 = g(γ (0),ρ(T )). (18)
Moreover, from (8) we know that, on each interval In and all n ∈ {0, . . . ,NT }, it is satisﬁed
αl+1(t) = αl+1(n)h(t − n) +
t∫
n
(
f
(
s,αl(s),αl(n)
)+mαl(s) + Mαl(n))e−m(t−s) ds,
βl+1(t) = βl+1(n)h(t − n) +
t∫
n
(
f
(
s, βl(s),βl(n)
)+mβl(s) + Mβl(n))e−m(t−s) ds.
So that, because of the continuity of f and passing to the limit, we deduce that
ρ(t) = ρ(n)h(t − n) +
t∫
n
(
f
(
s,ρ(s),ρ(n)
)+mρ(s) + Mρ(n))e−m(t−s) ds,
γ (t) = γ (n)h(t − n) +
t∫
n
(
f
(
s, γ (s), γ (n)
)+mγ (s) + Mγ (n))e−m(t−s) ds, (19)
on each interval In and all n ∈ {0, . . . ,NT }.
Therefore, ρ and γ are in Ω and so, from (18) and (19), we conclude that ρ and γ are coupled quasi-solutions of
problem (1).
Finally, we will show the extremal character of the coupled quasi-solutions ρ and γ . To do this, let μ  η be coupled
quasi-solutions of problem (1) in [α,β]. We will prove, by mathematical induction, that αl μ η βl for all l ∈ N.
It is obvious that this property holds for l = 0. Let us suppose that it is veriﬁed for a given l ∈ N. Put r = αl+1 − μ, then
r′(t) = Fαl(t) − Fμ(t) +m
(
αl(t) − αl+1(t)
)+ M(αl([t])− αl+1([t]))−mr(t) − Mr([t]),
and
r(0) = αl(0) − μ(0) + 1K
(
g
(
μ(0),η(T )
)− g(αl(0),βl(T )))
 αl(0) − μ(0) + 1K
(
g
(
μ(0),βl(T )
)− g(αl(0),βl(T ))) 0,
which implies, by Lemma 3.2, that αl+1 μ on I .
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As consequence, passing to the limit, we conclude ρ μ η γ on I . This proves the extremal character of the coupled
quasi-solutions ρ and γ in [α,β]. 
In case of weakly coupled lower and upper solutions match at the starting point of the interval I , we can prove the
existence of extremal solutions for problem (1). Even more, we can do it under weaker assumptions on the boundary
conditions. The result is the following.
Theorem 4.2. Let α,β ∈ Ω be weakly coupled lower and upper solutions of problem (1) such that α  β and α(0) = β(0). Let us
suppose that assumptions (H1) and (H2) hold.
Then problem (1) has extremal solutions in [α,β].
Proof. As α(0) = β(0), it is immediate to verify that assumption (H3) holds for any K > 0. Then, all assumptions of Theo-
rem 4.1 are fulﬁlled and, in consequence, there exist extremal coupled quasi-solutions ρ  γ of problem (1) in [α,β]. Thus,
α(0) = ρ(0) = γ (0) = β(0), from where we deduce
0 = g(ρ(0), γ (T ))= g(γ (0), γ (T )),
and
0 = g(γ (0),ρ(T ))= g(ρ(0),ρ(T )).
In consequence we deduce that functions ρ and γ are extremal solutions of problem (1) in [α,β]. 
Example 4.1. The following problem
x′(t) = ex([t]) − 1
t + 1 x(t), t ∈ I =
[
0,
π
2
]
, 0 = x
(
π
2
)
cos2
(
π
2
x(0)
)
, (20)
has extremal solutions in the sector [−t − 1, 32 t − 1].
Proof. This problem is a particular case of (1) with
f (t, y, z) = ez − 1
t + 1 y and g(y, z) = z cos
2
(
π
2
y
)
.
Put α(t) = −t − 1 and β(t) = 32 t − 1. Then, we get
α′(t) = −1 Fα(t) =
{
e−1 + 1, if t ∈ [0,1),
e−2 + 1, if t ∈ [1, π2 ],
β ′(t) = 3
2
 Fβ(t) =
{
e−1 − 3t−22(t+1) , if t ∈ [0,1),
e
1
2 − 3t−22(t+1) , if t ∈ [1, π2 ],
g
(
α(0), β
(
π
2
))
= g
(
−1, 3π
4
− 1
)
= 0 0,
g
(
β(0),α
(
π
2
))
= g
(
−1,−π
2
− 1
)
= 0 0.
Due to this, α and β are weakly coupled lower and upper solutions or problem (20). Clearly, assumption (H2) is veriﬁed
and, with m = 1 and M = 0, assumption (H1) holds.
Since α(0) = −1 = β(0), we can apply Theorem 4.2. So that, we conclude that problem (20) has extremal solutions in
[α,β]. 
Remark 4.1. In fact, problem (20) has a unique solution in [α,β]. It is because α(0) = −1 = β(0), therefore the solutions of
this problem in [α,β] are the solutions of the following initial value problem
x′(t) + x(t)
t + 1 = e
x([t]), t ∈ I =
[
0,
π
2
]
, x(0) = −1. (21)
Under analogous arguments to the ones developed in the proof of Theorem 3.1, we rewrite problem (21) as a family of two
initial value problems on the intervals I0 = [0,1) and I1 = [1, π2 ]. First, we solve problem
x′(t) + x(t) = e−1, t ∈ I0 = [0,1), x(0) = −1,
t + 1
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which has a unique solution given by
x(t) = t
2 + 2t − 2e
2e(t + 1) ·
Taking into account that the solution of problem (21) has to be continuous, and that x(1) = 3−2e4e , we now solve the
problem
x′(t) + x(t)
t + 1 = e
3−2e
4e , t ∈ I1 =
[
1,
π
2
]
, x(1) = 3− 2e
4e
,
which, also, has a unique solution given by
x(t) = e
2e+3
4e (t2 + 2t − 3) − 2e + 3
2e(t + 1) ·
Therefore, the unique solution of problem (21), as well as of problem (20) in [α,β], is given by
x(t) =
⎧⎨
⎩
t2+2t−2e
2e(t+1) , if 0 t < 1,
e
2e+3
4e (t2+2t−3)−2e+3
2e(t+1) , if 1 t 
π
2 .
The graphs of the unique solution and the weakly coupled lower and upper solutions of problem (20) are shown in
Fig. 2.
Assuming additional conditions, our next results guarantee that problem (1) is uniquely solvable on the sector formed
by a pair of well-ordered weakly coupled lower and upper solutions.
Theorem 4.3. Let α,β ∈ Ω be weakly coupled lower and upper solutions of problem (1) such that α  β . Let us assume that (H1),
(H2) and (H3) are satisﬁed. In addition, let us assume that:
(H4) There exist real constants K1 and K2 satisfying K  K1 > 0 (constant K given in (H3)), K2  0 and
g(y, z¯) − g( y¯, z)−K1( y¯ − y) + K2(z¯ − z) (22)
if α(0) y  y¯  β(0) and α(T ) z z¯ β(T ).
(H5) For all t ∈ I and y ∈ [α(t), β(t)], function f (t, y, ·) is non-increasing in [α([t]), β([t])]. Moreover there exists a real constant p
such that m + p  0 and, for all t ∈ I and z ∈ [α([t]), β([t])], the following inequality holds
f (t, y, z) − f (t, y¯, z)−p( y¯ − y) if α(t) y  y¯  β(t). (23)
(H6) It is veriﬁed that
K2e
pT < K1. (24)
Then problem (1) has a unique solution in [α,β].
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Now, denoting q = ρ − γ and making use of (H4) we obtain
0 = g(ρ(0), γ (T ))− g(γ (0),ρ(T )) K1q(0) − K2q(T ). (25)
On the other hand, for all t ∈ I , (H5) drives to
q′(t) = f (t,ρ(t),ρ([t]))− f (t, γ (t), γ ([t])) f (t,ρ(t), γ ([t]))− f (t, γ (t), γ ([t])) pq(t).
Now, since q′ ∈ Λ, we deduce that
q(t) q(n)ep(t−n), t ∈ In.
From the continuity of function q, by induction in n, we arrive at
q(t) q(0)ept , t ∈ I (26)
and, consequently, from (25) we get
0 q(0)
(
K1 − K2epT
)
.
This and (24) imply that q(0) 0, so that (26) yields ρ  γ .
Therefore, ρ ≡ γ ∈ [α,β] is a solution of problem (1). Because of the extremal character of ρ and γ in [α,β], the
solution has to be unique in [α,β]. 
Remark 4.2. We note that assumptions (H1) and (H5) can be satisﬁed simultaneously. If we analyze the behavior of func-
tion f with respect to the second and third variables, then we use these assumptions to show that
−m f (t, y¯, z) − f (t, y, z)
y¯ − y  p, if α(t) y < y¯  β(t) and α
([t]) z β([t]),
−M  f (t, y, z¯) − f (t, y, z)
z¯ − z  0, if α
([t]) z < z¯ β([t]) and α(t) y  β(t).
In case of f being differentiable, these conditions turn into
−m ∂ f
∂ y
(t, y, z) p if α(t) y  β(t) and α
([t]) z β([t]),
−M  ∂ f
∂z
(t, y, z) 0 if α(t) y  β(t) and α
([t]) z β([t]).
The same happens with assumptions (H2), (H3) and (H4). If we now analyze the behavior of g , from those assumptions,
we obtain the following conditions
K1 
g( y¯, z) − g(y, z)
y¯ − y  K if α(0) y < y¯  β(0) and α(T ) z β(T ),
0 g(y, z¯) − g(y, z)
z¯ − z  K2 if α(T ) z < z¯ β(T ) and α(0) y  β(0), (27)
which, in case of g being differentiable, change into
K1 
∂ g
∂ y
(y, z) K if α(0) y  β(0) and α(T ) z β(T ),
0 ∂ g
∂z
(y, z) K2 if α(0) y  β(0) and α(T ) z β(T ).
Example 4.2. The following problem
x′(t) = 1
2
tx2(t) − 1
3
x
([t]), t ∈ I = [0, 3
2
]
, 0 = 11
2
x(0) + ex(3/2), (28)
has a unique solution in the sector [− 14 , 116 ].
Proof. This problem is a particular case of problem (1) with
f (t, y, z) = 1
2
ty2 − 1
3
z and g(y, z) = 11
2
y + ez.
One can verify that α(t) ≡ − 14 and β(t) ≡ 116 are weakly coupled quasi-solutions of problem (28). If we take m = 38 ,
M = 13 , K = K1 = 112 , K2 = e1/16 and p = 332 , then f and g verify the assumptions (H1)–(H5).
Therefore, Theorem 4.3 guarantees that problem (28) has a unique solution in [− 14 , 116 ]. 
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suppose that assumptions (H1), (H2) and (H5) hold.
Then problem (1) has a unique solution in [α,β].
Proof. Theorem 4.2 provides the existence of extremal solutions ρ  γ in [α,β]. Take q = ρ − γ , using (H5) and reasoning
as in Theorem 4.3, we derive that (26) holds.
Since q(0) = ρ(0) − γ (0) = 0, we deduce that ρ  γ . Therefore, ρ ≡ γ is the unique solution of the considered problem
in [α,β]. 
Remark 4.3. Notice that the function f in Example 5.1 does not verify the assumption (H5). Nevertheless, the problem
presented in that example has a unique solution. It is clear, therefore, that such an assumption is only a suﬃcient condition
for the uniqueness of solutions.
Remark 4.4. From Remark 4.2 it is immediate to verify that the anti-periodic boundary value conditions x(0) = −x(T ),
characterized by g(y, z) = y + z fulﬁll conditions (H2), (H3) and (H4). In consequence all of the previous existence results
can be applied to this kind of condition when p  0.
However, the initial value conditions x(0) = x0 (g(y, z) = y − x0) are covered by (H2) and (H3) but not by (H4). So,
we cannot ensure that Theorem 4.3 holds in this case. The same comment is valid for the terminal problem x(T ) = xT
(g(y, z) = z − xT ), provided that α(T ) = β(T ) = xT and for the periodic problem x(0) = x(T ) (g(y, z) = z − y), when α(0) =
β(0) = α(T ) = β(T ).
5. Lower and upper solutions
In this section, by assuming different monotonicity assumptions on the boundary value conditions, that include, among
others, the periodic ones, we deduce some existence results for problem (1) by means of the method of lower and upper
solutions.
Deﬁnition 5.1. We say that α ∈ Ω is a lower solution of problem (1) if the following inequalities hold
α′(t) Fα(t), t ∈ I, g(α(0),α(T )) 0. (29)
In an analogous way, we say that β ∈ Ω is an upper solution of problem (1) if the following inequalities hold
β ′(t) Fβ(t), t ∈ I, g(β(0),β(T )) 0. (30)
Theorem 5.1. Let α,β ∈ Ω be, respectively, lower and upper solutions of problem (1) such that α  β . Let us suppose that assumptions
(H1) and (H3) hold. In addition, let us assume that:
(H ′2) For all y ∈ [α(0), β(0)] function g(y, ·) is non-increasing on the interval [α(T ), β(T )], that is to say,
g(y, z) g(y, z¯) if α(T ) z z¯ β(T ) and α(0) y  β(0). (31)
Then problem (1) has extremal solutions in [α,β].
Proof. Let us consider, for ξ ∈ [α,β] given, the following initial value problem
x′(t) +mx(t) + Mx([t])= F ξ(t) +mξ(t) + Mξ([t]), t ∈ I, x(0) = ξ(0) − 1
K
g
(
ξ(0), ξ(T )
)
. (32)
Thus, Theorem 3.1 allows us to deﬁne operator L : [α,β] → Ω as Lξ := unique solution of problem (32).
Then, putting α0 = α and β0 = β , we deﬁne the two following sequences, {αl} and {βl}, as αl+1 = Lαl and βl+1 = Lβl ,
for all l ∈ N.
Arguing as in the proof of Theorem 4.1, we conclude that {αl} and {βl} are two monotone sequences that converge
uniformly to the extremal solutions of problem (1) in [α,β]. 
Corollary 5.2. Let α,β ∈ Ω be, respectively, lower and upper solutions of problem (1) such that α  β and α(T ) = β(T ). Let us
suppose that assumptions (H1) and (H3) are satisﬁed.
Then problem (1) has extremal solutions in [α,β].
Proof. Since α(T ) = β(T ), it is obvious that assumption (H ′2) holds. Therefore, all assumptions of Theorem 5.1 are ful-
ﬁlled. 
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equivalent to the existence of a pair of well-ordered lower and upper solutions of problem (1). Furthermore, x, y ∈ [α,β]
are coupled quasi-solutions of problem (1) if and only if x, y ∈ [α,β] are solutions of problem (1).
On the other hand, it is clear that conditions (H2) and (H ′2) are, in that case, both satisﬁed.
Because of this, Corollary 5.2 remains valid as a corollary of Theorem 4.1 in case α and β are weakly coupled lower and
upper solutions of problem (1) such that α(T ) = β(T ).
Corollary 5.3. Let α,β ∈ Ω be, respectively, lower and upper solutions of problem (1) such that α  β and α(0) = β(0). Let us
suppose that assumptions (H1) and (H ′2) are satisﬁed.
Then problem (1) has extremal solutions in [α,β].
Proof. As α(0) = β(0), it is immediate to verify that (H3) holds for any K > 0. So that, all assumptions of Theorem 5.1
hold. 
Corollary 5.4. Let α,β ∈ Ω be, respectively, lower and upper solutions of problem (1) such that α  β and α(0) = β(0). Let us
suppose that assumption (H ′2) holds. Additionally, let us assume that T < 1 and there exists a real constant m such that, for all t ∈ I ,
f (t, y, z) − f (t, y¯, z)m( y¯ − y) if α(t) y  y¯  β(t). (33)
Then problem (1) has extremal solutions in [α,β].
Proof. Since T < 1 and α(0) = β(0), from (33) it is clear that assumption (H1) holds for any real constant M such that
M  bT (m). Thus, we can apply Corollary 5.3. 
Corollary 5.5. Let α,β ∈ Ω be, respectively, lower and upper solutions of problem (1) such that α  β , α(0) = β(0) and α(T ) = β(T ).
Let us suppose that assumption (H1) holds.
Then problem (1) has extremal solutions in [α,β].
Proof. Since α(0) = β(0) and α(T ) = β(T ), it is easy to verify that assumption (H ′2) holds, and assumption (H3) is fulﬁlled
for any K > 0. Due to this, Theorem 5.1 guarantees the existence of extremal solutions of problem (1). 
Corollary 5.6. Let α,β ∈ Ω be, respectively, lower and upper solutions of problem (1) such that α  β , α(0) = β(0) and α(T ) = β(T ).
Let us assume that T < 1 and condition (33) holds.
Then problem (1) has extremal solutions in [α,β].
Proof. From α(T ) = β(T ), it is clear that assumption (H ′2) holds, so that, we can apply Corollary 5.4. 
Remark 5.2. Since α(T ) = β(T ) is an assumption both in Corollary 5.5 and in Corollary 5.6, we know (Remark 5.1) that α
and β are weakly coupled lower and upper solutions of problem (1). Therefore, these results remain valid as corollaries of
Theorem 4.2.
If we add some extra conditions to Theorem 5.1, we can guarantee the uniqueness of solutions of problem (1) under the
presence of a pair of well-ordered lower and upper solutions.
Theorem 5.7. Let α,β ∈ Ω be, respectively, lower and upper solutions of problem (1) such that α  β . Let us suppose that assumptions
(H1), (H ′2), (H3), (H5) and (H6) are fulﬁlled. Additionally, let us assume that:
(H ′4) There exist real constants K1 , K2 such that K  K1 > 0, K2  0, and
g(y, z) − g( y¯, z¯)−K1( y¯ − y) + K2(z¯ − z) (34)
if α(0) y  y¯  β(0) and α(T ) z z¯ β(T ).
Then problem (1) has a unique solution in [α,β].
Proof. We omit the proof, since it is analogous to that of Theorem 4.3. 
Remark 5.3. We note that assumptions (H ′2), (H3) and (H ′4) are congruent. Although assumptions (H2) and (H4) have been
changed by, respectively, assumptions (H ′ ) and (H ′ ), the analysis made in Remark 4.2 about the behavior of g with respect2 4
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now have
−K2  g(y, z¯) − g(y, z)
z¯ − z  0 if α(T ) z < z¯ β(T ) and α(0) y  β(0), (35)
which, in case of g being differentiable, becomes
−K2  ∂ g
∂z
(y, z) 0 if α(T ) z β(T ) and α(0) y  β(0).
On the other hand, whenever α(T ) = β(T ), it is obvious that both conditions (35) and (27) are fulﬁlled. Therefore, in
this case, if the following assumption:
(H ′′4) There exists a real constant K1 such that K  K1 > 0 satisfying
g(y, z) − g( y¯, z)−K1( y¯ − y) if α(0) y  y¯  β(0), (36)
holds, then assumptions (H4) and (H ′4) are both satisﬁed.
Theorem 5.8. Let α,β ∈ Ω be, respectively, lower and upper solutions of problem (1) such that α  β and α(T ) = β(T ). Let us
suppose that assumptions (H1), (H3), (H ′′4) and (H5) are satisﬁed.
Then problem (1) has a unique solution in [α,β].
Proof. Corollary 5.2 guarantees the existence of ρ  γ , extremal solutions of problem (1) in [α,β].
Putting q = ρ −γ  0, and making use of (H5) as in Theorem 4.3, we obtain inequality (26). If we suppose that q(0) = 0,
then q(0) < 0. So that, from (H ′′4), we deduce
0 = g(ρ(0),ρ(T ))− g(γ (0),ρ(T )) K1q(0) < 0,
which is a contradiction.
Therefore, q(0) = 0 and, hence, ρ ≡ γ is the unique solution of problem (1) in [α,β]. 
Remark 5.4. We notice that, if α(T ) = β(T ) function g obviously satisﬁes assumption (H2). In such a case, if assumption
(H ′′4) holds, assumption (H4) is also fulﬁlled. Furthermore, as it is explained in Remark 5.1, the concepts of weakly coupled
lower and upper solutions and lower and upper solutions match in this case, as well as the concepts of quasi-solution and
solution.
Because of this, Theorem 5.8 remains valid in case of α and β are weakly coupled lower and upper solutions or prob-
lem (1).
Theorem 5.9. Let α,β ∈ Ω be, respectively, lower and upper solutions of problem (1) such that α  β and α(0) = β(0). Let us suppose
that assumptions (H1), (H ′2) and (H5) are satisﬁed.
Then problem (1) has a unique solution in [α,β].
Proof. This result is analogous to Theorem 4.4, in this case for lower and upper solutions, so we omit the proof. 
Example 5.1. The following problem
x′(t) = − t
2
4
+ x2(t) − 3
2
x(t) − 2
5
x
([t])+ 9
16
, t ∈ I =
[
0,
3
2
]
, 0 = ex(3/2) cos
(
2π
3
x(0)
)
, (37)
has extremal solutions in the sector [− t2 + 34 , t2 + 34 ].
Proof. This problem is a particular case of (1) with
f (t, y, z) = − t
2
4
+ y2 − 3y
2
− 2z
5
+ 9
16
and g(y, z) = ez cos
(
2π
3
y
)
.
Functions α(t) = − t2 + 34 and β(t) = t2 + 34 are, respectively, lower and upper solutions of problem (37) such that α  β
and α(0) = β(0) = 34 .
Put m = p = 32 and M = 25 , thus f and g verify assumptions (H1), (H ′2) and (H5). Therefore, all assumptions of Theo-
rem 5.9 are satisﬁed. 
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β(T ). Let us suppose that assumptions (H1) and (H5) are satisﬁed.
Then problem (1) has a unique solution in [α,β].
Proof. Since α(T ) = β(T ), assumption (H ′2) is obviously satisﬁed. Thus, we can apply Theorem 5.9. 
Corollary 5.11. Let α,β ∈ Ω be, respectively, lower and upper solutions of problem (1) such that α  β and α(0) = β(0). Let us
assume that T < 1 and condition (33) holds. In addition, let us suppose that assumptions (H ′2) and (H5) are satisﬁed.
Then problem (1) has a unique solution in [α,β].
Proof. Since α(0) = β(0) and T < 1, from (33) we derive that assumption (H1) holds. Then we can apply Theorem 5.9. 
Corollary 5.12. Let α,β ∈ Ω be, respectively, lower and upper solutions of problem (1) such that α  β , α(0) = β(0) and α(T ) =
β(T ). Let us assume that T < 1 and condition (33) holds. Additionally, let us suppose that assumption (H5) is satisﬁed.
Then problem (1) has a unique solution in [α,β].
Proof. Reasoning as in the previous corollary, we know that assumption (H1) holds. So that, we can apply Corollary 5.10. 
Remark 5.5. In this case, from Remarks 4.2 and 5.3 we know that the periodic problem x(0) = x(T ) (g(y, z) = y − z) maps
the conditions (H2), (H3) and (H ′4). So we deduce that all the existence results presented in this section are valid for the
periodic problem, whenever p  0. The same assertion, in this case for all p ∈ R, is valid for the initial value conditions
x(0) = x0 (g(y, z) = y − x0).
Since the terminal problem x(T ) = xT (g(y, z) = −z + xT ) satisﬁes conditions (H2) and (H3) but it does not satisfy
condition (H ′4), we know that Theorem 5.1 holds in this situation. However Theorems 5.7 and 5.8, that guarantee the
uniqueness of solutions, can be applied only if α(0) = β(0) and α(T ) = β(T ) = xT .
The anti-periodic boundary value conditions x(0) = −x(T ) (g(y, z) = y + z) can be treated under our formulation if and
only if α(0) = β(0) = −β(T ) = −α(T ).
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