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Re´sume´
La premie`re partie de la the`se est consacre´e a` l’e´tude des points fixes associe´s a` un mode`le
Kondo ge´ne´ralise´. Ce travail a e´te´ motive´ par la re´cente mise en e´vidence d’un comportement
non liquide de Fermi dans certains compose´s de fermions lourds. Nous conside´rons un mode`le
Kondo a` une impurete´ dont le spin est de´crit par une repre´sentation mixte du groupe SU(N),
combinant des degre´s de liberte´ bosoniques et fermioniques. La stabilite´ du point fixe de
couplage fort est discute´e dans le cadre d’une the´orie de perturbation au deuxie`me ordre
autour de ce point fixe. Contrairement aux mode`les Kondo e´tudie´s jusqu’ici, nous trouvons
une instabilite´ du point fixe de couplage fort pour certaines classes de repre´sentations du
spin de l’impurete´ en pre´sence d’un seul canal d’e´lectrons de conduction. Cette instabilite´
indique que la physique du syste`me est de´crite par un point fixe de couplage interme´diaire,
caracte´rise´ de fac¸on ge´ne´rale par un comportement de type non liquide de Fermi. Nous
de´veloppons une aproche base´e sur le groupe de renormalisation perturbatif afin d’identifier
ce point fixe de couplage interme´diaire. Nous de´rivons la fonction d’e´chelle β caracte´risant
le flot de renormalisation et en de´duisons les proprie´te´s de basses e´nergies du syste`me.
Dans une seconde partie, nous e´tudions la supraconductivite´ a` haute tempe´rature critique
des cuprates dope´s en trous sur la base d’une interpre´tation de type magne´tique. L’origine de
l’instabilite´ supraconductrice est attribue´e a` la coexistence de deux me´canismes. Le premier
me´canisme conside´re´ correspond a` la formation d’une onde de densite´ de spin, re´sultant de
l’e´change de fluctuations de spin dans un e´tat presqu’antiferromagne´tique, tel que propose´
dans le cadre de la the´orie de ”spin-bag”. Le second repose sur l’existence d’un e´tat re´sonant
de liaison de valence (RVB), supposant la formation d’un singulet de spin dans les plans de
Cuivre-Oxyge`ne. Les deux approches pre´disent l’apparition d’une phase supraconductrice
hors du demi-remplissage. Nous avons de´veloppe´ une the´orie de champ moyen, permettant
de prendre en compte la coexistence de ces deux me´canismes. A l’aide d’un formalisme
d’inte´gration fonctionnelle, nous de´rivons le potentiel effectif d’appariement entre quasipar-
ticules de type BCS, me´die´ par les fluctuations gaussiennes (au niveau RPA) des diffe´rents
champs conside´re´s. Nous discutons e´galement la syme´trie du gap supraconducteur.
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Introduction ge´ne´rale
Ce manuscrit pre´sente deux travaux distincts. Le premier a constitue´ mon travail de
the`se, pre´pare´e sous la direction de Mireille Lavagna et en collaboration avec Andre´s Jerez
de l’Institut Laue Langevin [1]. Il a e´te´ mene´ sur deux pe´riodes : de septembre 1999 a`
septembre 2001, puis de septembre 2003 a` octobre 2004. Il s’agit d’une e´tude des points fixes
associe´s a` un mode`le Kondo ge´ne´ralise´, qui a e´te´ motive´e par le comportement non liquide de
Fermi observe´ dans les compose´s de fermions lourds. Ce travail constitue les deux premie`res
parties du manuscrit. La troisie`me partie pre´sente une e´tude effectue´e entre octobre 2001
et aouˆt 2003, inde´pendamment de la pre´ce´dente. Elle concerne la supraconductivite´ a` haute
tempe´rature critique, phe´nome`ne observe´ dans les compose´s nomme´s cuprates et qui reste
a` ce jour inexplique´. Ce travail a e´te´ exe´cute´ dans le cadre de mes obligations militaires,
remplies en tant que coope´rant au De´partement de Physique Applique´e de l’Universite´ de
Tokyo (Japon), dans le laboratoire du Professeur Naoto Nagaosa.
Dans cette introduction ge´ne´rale, nous rappelons les faits marquants, expe´rimentaux et
the´oriques, concernant tout d’abord la physique de l’effet Kondo, puis celle de la supracon-
ductivite´ a` haute tempe´rature critique. Nous donnerons ensuite le plan du manuscrit.
Physique de l’effet Kondo
Les e´lectrons de conduction dans un me´tal normal se comportent comme des quasipar-
ticules faiblement couple´es entre elles. Ils sont bien de´crits par la the´orie des liquides de
Fermi, formule´e par Lev D. Landau au cours des anne´es 50 [2, 3]. L’ide´e principale de cette
the´orie est le principe de continuation adiabatique. Partant du gaz d’e´lectrons libres, nous
imaginons que la re´pulsion coulombienne entre e´lectrons de conduction est active´e adiaba-
tiquement, autrement dit infiniment lentement. En supposant qu’aucune singularite´ n’est
rencontre´e, le syste`me e´volue continuˆment. Finalement, le syste`me atteint un e´tat de basses
e´nergies en correspondance biunivoque avec l’e´tat du syste`me libre. Ce syste`me dans lequel
les interaction coulombiennes sont incluses est donc de´crit par une physique tre`s similaire
a` celle du gaz d’e´lectrons libres, la seule diffe´rence re´sidant dans la renormalisation des
parame`tres notamment la masse des quasiparticules : on parle alors de masse effective. Le
comportement d’un liquide de Fermi a` basses tempe´ratures est le suivant :
- augmentation quadratique de la re´sistivite´ e´lectrique avec la tempe´rature,
ρ(T ) = ρT=0 + AT
2,
- chaleur spe´cifique line´aire en tempe´rature, C = γT ,
- susceptibilite´ magne´tique (de Pauli) χ constante en tempe´rature.
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Fig. 1 – Variation de la re´sistivite´ e´lectrique ρ en fonction de la tempe´rature, pour le cuivre
(triangles) et un alliage dilue´ de fer dans du cuivre (cercles), d’apre`s la re´fe´rence [5].
Pour un me´tal conventionnel comme le Paladium, nous avons typiquement :
A = 10−5µΩ · cm/K2 , γ = 9.4 mJ/(mol ·K2) , χ = 0.8 memu/mol.
Si le me´tal contient des impurete´s non magne´tiques, la re´sistivite´ de´croˆıt quand la
tempe´ra-ture est abaisse´e, jusqu’a` atteindre une valeur constante. En effet dans la plupart
des me´taux, la principale contribution a` la re´sistivite´ est apporte´e par la diffusion des pho-
nons, qui est de plus en plus faible quand la tempe´rature diminue. Lorsque le me´tal contient
des moments magne´tiques localise´s, les proprie´te´s du syste`me relatives aux phe´nome`nes de
transport sont tre`s diffe´rentes. De`s le de´but des anne´es 30, de Haas et al. [4] ont observe´
l’existence d’un minimum de la re´sistivite´ en fonction de la tempe´rature, lors de mesures
sur des alliages dilue´s comme CuFe, CuMn ou AuFe, contenant des impurete´s magne´tiques
sous la forme d’ions de me´taux de transition pre´sentant une bande 3d (voir Figure 1).
Ce minimum de re´sisitivite´ signale l’existence de processus de dispersion a` basses tempe´ra-
tures. Dans le cas d’une impurete´ ne posse´dant pas de degre´ de liberte´ interne, la diffusion
des e´lectrons par l’impurete´ peut eˆtre traite´e comme un proble`me a` un e´lectron, du fait
que chaque e´lectron voit toujours le meˆme potentiel localise´. Cependant lorsque l’impurete´
posse`de des degre´s de liberte´ internes, comme c’est le cas pour un moment magne´tique lo-
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calise´, le proble`me est beaucoup plus complexe. En effet, l’e´tat de l’impurete´ peut changer
a` chaque collision avec un e´lectron de conduction. Par conse´quent, le potentiel vu par un
e´lectron donne´ de´pend directement des effets produits sur l’impurete´ par les autres e´lectrons.
Il s’agit typiquement d’un effet a` N corps, introduisant de fortes corre´lations e´lectroniques.
Ce proble`me induit par la pre´sence d’impurete´s magne´tiques dans un me´tal a requis
beaucoup de temps et d’efforts tant expe´rimentaux que the´oriques avant d’eˆtre compris.
Dans les anne´e 50, Jacques Friedel a e´mis l’hypothe`se de l’existence d’un e´tat lie´ virtuel
[6, 7], caracte´rise´ par un effet de re´sonance tendant a` localiser l’impurete´ lors de la diffusion
des e´lectrons de conduction. Ce concept d’e´tat lie´ virtuel a e´te´ reformule´ en 1961 par Philip
Warren Anderson, dans le cadre d’un mode`le de´crivant une impurete´ constitue´e d’e´lectrons
localise´s (de type f par exemple) dont la charge peut fluctuer, hybride´e a` des e´lectrons de
conduction. Ce mode`le est connu depuis lors sous le nom de mode`le d’Anderson [8].
En 1964, Jun Kondo a montre´ pour la premie`re fois que le minimum de re´sistivite´ re´sulte
de processus d’e´change de spin entre l’impurete´ magne´tique et les e´lectrons de conduction
[9]. Kondo a conside´re´ le mode`le s− d introduit par Zener [10], Kasuya [11] et Yosida [12],
qui de´crit un spin d’impurete´ magne´tique 1/2 en interaction avec le spin des e´lectrons de
conduction sur le meˆme site via une constante de couplage J . Schrieffer et Wolff ont montre´
que le mode`le s−d peut eˆtre de´duit du mode`le d’Anderson dans un re´gime ou` les fluctuations
de charge de l’impurete´ sont bloque´es, et ou` seules sont pre´sentes les fluctuations de spin [13].
Un calcul de perturbation au troisie`me ordre en J fait apparaˆıtre une diffusion anormale
des e´lectrons de conduction situe´s au voisinage de la surface de Fermi. Il en re´sulte une
contribution logarithmique dans la de´pendance thermique de la re´sistivite´. Dans le cas d’un
couplage J antiferromagne´tique, ce terme en ln T augmente quand la tempe´rature de´croˆıt, et
de´crit tre`s bien la remonte´e de re´sistivite´ observe´e a` basses tempe´ratures (cf. Figure 2). Un
point crucial permettant de valider l’interpre´tation du minimum de re´sistivite´ comme une
conse´quence de la pre´sence d’impurete´s magne´tiques est la de´pendance de ce minimum avec
la concentration d’impurete´s. Outre la compre´hension de l’origine du minimum de re´sistivite´,
Kondo a e´galement montre´ que la section efficace de diffusion e´lectronique, e´value´e par un
calcul en perturbation, diverge a` la tempe´rature TK (appele´e depuis tempe´rature Kondo)
pour laquelle la re´sistivite´ atteint son minimum. L’ensemble des phe´nome`nes physiques
associe´s est connu sous le nom d’effet Kondo, et on regroupe les mode`les the´oriques utilise´s
pour e´tudier ces phe´nome`nes sous le terme de mode`les Kondo. La litte´rature sur l’effet
Kondo est aujourd’hui conside´rable. Une pre´sentation tre`s comple`te se trouve dans le livre
d’Alex Hewson [14].
Le mode`le s − d e´tudie´ initialement par Kondo conside`re une impurete´ de spin 1/2. Il
de´crit correctement les proprie´te´s observe´es dans les syste`mes pour lesquels les impurete´s
magne´tiques sont des ions de me´taux de transition, comme le Fer. Lorsque les impurete´s sont
des ions de terres rares, comme le Ce´rium, il est ne´cessaire de tenir compte non seulement
du spin du moment local, mais e´galement de ses de´gre´s de liberte´ orbitaux. Ceci conduit a`
l’introduction de deux nouveaux mode`les : le mode`le de Coqblin-Schrieffer [15] et le mode`le
Kondo multicanal [16]. Le mode`le de Coqblin-Schrieffer de´crit une impurete´ caracte´rise´e par
un moment angulaire total, note´ par j, couple´e a` des e´lectrons de conduction. Il en re´sulte
une ge´ne´ralisation du groupe de syme´trie de rotation du spin, de SU(2) a` SU(N) avec
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Fig. 2 – Comparaison pour la variation de la re´sistivite´ en fonction de la tempe´rature
entre donne´es expe´rimentales (points) et re´sultats the´oriques (lignes) donne´s par le calcul
perturbatif de Kondo, pour un alliage de fer dilue´ a` plusieurs concentrations dans de l’or
(d’apre`s la re´fe´rence [9]).
N = 2j + 1. Le mode`le Kondo multicanal, de´fini par Philippe Nozie`res et Andre´ Blandin,
conside`re se´pare´ment le spin et les degre´s de liberte´ orbitaux. Seul le spin est sensible
a` l’interaction Kondo. L’effet de l’e´tat orbital de l’impurete´ peut eˆtre incorpore´ dans le
mode`le sous la forme d’un degre´ de liberte´ supple´mentaire des e´lectrons de conduction,
appele´ indice de canal, a` condition de faire deux hypothe`ses. La premie`re est de supposer
la pre´sence d’un couplage spin-orbite fort, dont l’e´tat re´sultant est un singulet orbital. La
deuxie`me hypothe`se est de conside´rer les effets du champs cristallin, qui permettent malgre´
la re`gle de Hund de conside´rer les indices de canaux comme des variables inde´pendantes du
spin de l’impurete´. Une pre´sentation des diffe´rentes the´ories se rapportant a` l’effet Kondo
se trouve dans l’article de revue de P. Nozie`res, re´fe´rence [17].
Ces diffe´rents mode`les constituent un excellent point de de´part pour l’etude the´orique du
comportement observe´ dans les syste`mes d’impurete´s magne´tiques. Il manquait ne´anmoins
une me´thode de traitement de ces mode`les. En effet, une approche perturbative de´crit bien
le syste`me dans le re´gime T À TK, mais la divergence du terme logarithmique a` basses
15
Fig. 3 – Formation d’un singulet local sur le site de l’impurete´, dans le cadre du mode`le s−d
de´crivant l’interaction d’une impurete´ de spin 1/2 avec un gaz d’e´lectrons de conduction.
tempe´ratures invalide les the´ories de perturbation dans le re´gime de basses e´nergies. Il
e´tait important alors de trouver une me´thode, ne´cessairement non perturbative, capable
de de´crire la physique du syste`me a` tempe´rature T < TK, la tempe´rature Kondo TK e´tant
la tempe´rature a` laquelle le de´veloppement perturbatif diverge. A la fin des anne´es 60
Anderson a propose´ une the´orie d’e´chelle dans laquelle les excitations e´lectroniques de plus
hautes e´nergies sont e´limine´es perturbativement [18, 19]. Il en re´sulte une famille de mode`les
effectifs valides aux e´chelles de basses e´nergies, chacun de ces mode`les e´tant caracte´rise´s par
une constante de couplage J renormalise´e au fur et a` mesure que la largeur de bande de
conduction D est re´duite, de´finissant ainsi le flot de renormalisation. Dans le cas du mode`le
Kondo pour lequel l’interaction de spin est antiferromagne´tique, le re´sultat principal est que
le couplage effectif local entre les spins de l’impurete´ et l’e´lectron de conduction augmente au
fur et a` mesure que les e´tats de hautes e´nergies sont e´limine´s. Cette approche perturbative
n’est donc plus valable aux e´chelles de basses e´nergies de´terminant le comportement du
syste`me dans le re´gime T ¿ TK, car la valeur du couplage effectif correspondant est tre`s
grande. Cependant Anderson a e´mis l’hypothe`se que la renormalisation peut malgre´ tout
eˆtre poursuivie dans le re´gime de basses e´nergies, et pre´dit que le couplage effectif continue
a` croˆıtre inde´finiment. Suivant ces hypothe`ses, la physique du syste`me est de´crite par un
mode`le effectif caracte´rise´ par une interaction effective de spin infinie. Dans le terminologie
du groupe de renormalisation a` laquelle nous aurons souvent recours dans les deux premie`res
parties de ce manuscrit, ce mode`le effectif caracte´rise´ par un couplage infini constitue le
point fixe de couplage fort du syste`me. Un point fixe correspond a` un mode`le effectif dont
les parame`tres (ici la constante de couplage Kondo) sont invariants par renormalisation.
Une proprie´te´ essentielle de la the´orie de la renormalisation est que la physique du syste`me
dans un re´gime d’e´nergie donne´ est toujours de´crite par un point fixe. L’impurete´ est lie´e
16 Introduction ge´ne´rale
a` un e´lectron de conduction dans un e´tat singulet, et le syste`me se comporte a` basses
tempe´ratures comme une impurete´ non magne´tique puisque le spin du moment localise´ est
compense´ ou e´crante´ par celui de l’e´lectron (voir Figure 3) : le syste`me se comporte alors
comme un liquide de Fermi, dont les parame`tres sont renormalise´s suite aux excitations
virtuelles vers l’e´tat triplet.
Il ne s’agissait cependant que de conjectures. En particulier, meˆme si la the´orie de la
renormalisation disposait de`s le de´but des anne´es 70 de bases mathe´matiques solides, la
validite´ de l’hypothe`se selon laquelle le point fixe de couplage fort de´crit effectivement la
physique de basses e´nergies de l’effet Kondo restait a` de´montrer. Une me´thode permettant
de mener rigoureusement les calculs jusqu’au re´gime de basses e´nergies, T ¿ TK, faisait
toujours de´faut. Kenneth G. Wilson a alors apporte´ une contribution de´cisive en 1973. Il
a re´ussi a` construire une the´orie non perturbative, la me´thode du groupe de renormalisa-
tion nume´rique, en s’inspirant a` la fois des ide´es du groupe de renormalisation issues de
la physique des particules (the´orie des champs) [20, 21, 22] et des concepts d’invariance
d’e´chelle (scaling) apparues en physique de la matie`re condense´e au de´but des anne´es 60
[23]. Cette me´thode a permis de de´montrer la validite´ des hypothe`ses d’Anderson [24, 25].
Wilson a ainsi obtenu dans le cadre du mode`le s−d pour un spin d’impurete´ 1/2 la solution
de´finitive du proble`me en ce qui concerne l’e´tat fondamental et les excitations de basses
e´nergies, apre`s avoir surmonte´ plusieurs difficulte´s techniques. Par exemple cette me´thode
fait apparaˆıtre des termes non line´aires dans les interactions entre e´lectrons a` chaque e´tape
du scaling, et ne´cessite de tirer profit des syme´tries du mode`le afin de rendre les temps de
calcul nume´rique raisonnables. L’un des re´sultats marquants obtenu par Wilson concerne
la valeur du rapport χ/γ (χ est la susceptibliite´ magne´tique et γ le coefficient line´aire de
la de´pendance thermique de la chaleur spe´cifique) appele´ depuis rapport de Wilson. La va-
leur du rapport de Wilson est deux fois plus grande que pour un gaz d’e´lectrons libres. La
me´thode du groupe de renormalisation nume´rique s’est ave´re´e d’une tre`s grande efficacite´
dans de nombreux autres domaines, notamment la the´orie des phe´nome`nes critiques [26, 27].
Wilson a rec¸u pour ses travaux le prix Nobel de physique en 1982.
Entre 1974 et 1975, les re´sultats obtenus par Wilson ont e´te´ re´interpre´te´s par P. Nozie`res
dans le cadre d’une the´orie phe´nome´nologique base´e sur la formation d’un liquide de Fermi
local a` basses tempe´ratures [28, 29]. En particulier cette the´orie permet par un ajustement
des parame`tres de Landau une de´rivation simple de la valeur du rapport de Wilson χ/γ,
et un calcul du coefficient A apparaissant dans la de´pendance thermique de la re´sistivite´.
Une de´rivation microscopique de cette the´orie du liquide de Fermi local a e´te´ obtenue par
K. Yamada a` partir du mode`le d’Anderson [30].
Au de´but des anne´es 80, Natan Andrei [31, 32] et Alexei M. Tsvelick [33, 34] ont obtenu
la solution exacte du mode`le s − d pour un spin d’impurete´ 1/2, en utilisant la me´thode
de l’ansatz de Bethe de´veloppe´e par Hans Bethe pour re´soudre le mode`le de Heisenberg
a` une dimension [35]. En supposant que seules les ondes e´lectroniques de syme´trie s sont
diffuse´es par l’impurete´ Kondo, le principe est d’utiliser l’invariance par rotation afin de
se ramener a` un mode`le unidimensionnel. L’ansatz de Bethe permet sous re´serve que le
mode`le soit inte´grable d’obtenir les e´tats propres du syste`me. Le mode`le est inte´grable si
les e´quations de l’ansatz de Bethe associe´es ve´rifient les relations de Yang-Baxter [37], ce
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Fig. 4 – (a) Contribution de l’impurete´ a` la re´sistivite´ dans diffe´rents types d’alliages dilue´s
de fer dans de l’aluminium et du cuivre, d’apre`s la re´fe´rence [36]. (b) Identique a` (a), avec
l’e´chelle de tempe´rature renormalise´e par TK. L’e´chelle de tempe´rature est logarithmique
dans les deux cas.
qui est le cas ici. Cette me´thode donne des re´sultats analytiques (exacts) permettant de
de´terminer le comportement thermodynamique du syste`me pour les re´gimes de basses et
de hautes e´nergies, ainsi que dans le re´gime de cross-over les se´parant. Ces re´sultats ont
confirme´ ceux de Wilson.
Nous rappelons maintenant les principaux re´sultats concernant le mode`le s− d pour un
spin d’impurete´ 1/2, obtenus a` partir des solutions donne´es par la me´thode du groupe de
renormalisation nume´rique et l’ansatz de Bethe. Les concepts qu’ils mettent en e´vidence
restent pertinents pour d’autres mode`les Kondo plus sophistique´s, tels que celui qui sera
e´tudie´ dans les deux premie`res parties de ce manuscrit. La proprie´te´ majeure caracte´risant
l’effet Kondo est celle d’universalite´. Il existe une e´chelle d’e´nergie unique dans le proble`me
qui est la tempe´rature Kondo TK. Toutes les proprie´te´s physiques pre´sentent un comporte-
ment universel en fonction de la tempe´rature en T/TK, tant que la largeur D de la bande
des e´lectrons de conduction est plus grande que n’importe quelle autre e´chelle d’e´nergie
du syste`me. On parle de limite de scaling, dans le re´gime de basses e´nergies valide a` basses
tempe´ratures. La proprie´te´ d’universalite´ implique que les re´sultats des mesures d’une meˆme
quantite´ physique effectue´es dans des syste`mes Kondo diffe´rents suivent exactement la meˆme
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Fig. 5 – Variation de la susceptibilite´ magne´tique en fonction de la tempe´rature faisant
apparaˆıtre les deux re´gimes physiques, de couplage faible et de couplage fort, se´pare´s par la
re´gion de crossover (T ∼ TK). Les fle`ches indiquent la direction du flot de renormalisation.
loi en fonction de la tempe´rature de`s lors que les e´nergies sont renormalise´es par le fac-
teur TK (voir Figure 4). La tempe´rature Kondo est d’une importance essentielle dans la
caracte´risation de l’effet Kondo. Elle ne constitue pas une proprie´te´ du me´tal formant l’im-
purete´ magne´tique ou de l’alliage dans lequel cette impurete´ est plonge´e, mais est ge´ne´re´e
dynamiquement par les interactions de l’impurete´ avec les e´lectrons de conduction. Elle si-
gnale la gamme de tempe´rature pour laquelle les corre´lations e´lectroniques deviennent trop
importantes pour que la the´orie de perturbation reste valable, et se´pare donc le re´gime
de couplage faible (T À TK) du re´gime de basses e´nergies (T ¿ TK). Dans le re´gime in-
terme´diaire (T ∼ TK), les proprie´te´s du syste`me changent continuˆment. Ce changement est
appele´ crossover, pour le distinguer d’une transition de phase. Ce cross-over ne peut pas
eˆtre de´crit par un mode`le de point fixe. On peut le caracte´riser en e´tudiant le comporte-
ment de la susceptibilite´ magne´tique en fonction de la tempe´rature (cf. Figure 5). Dans le
re´gime de spin libre (T À TK), la susceptibilite´ magne´tique suit une loi de Curie-Weiss,
χ ∼ 1/T . A l’inverse dans le re´gime de basses e´nergies (T ¿ TK), elle est inde´pendante de
la tempe´rature, χ ∼ 1/TK. Une autre proprie´te´ marquante du re´gime de basses e´nergies, que
nous avons de´ja` mentionne´e, est l’e´crantage complet de l’impurete´ (voir la Figure 3). Dans
ce re´gime le concept d’impurete´ isole´e n’a plus de sens. En effet tout se passe comme si on
avait non pas un moment magne´tique d’impurete´ mais un composite forme´ de l’impurete´
e´crante´e par un e´lectron de conduction. Dans le cas pre´sent, ce composite se trouve dans un
e´tat singulet de spin. Nous de´velopperons cette notion d’impurete´ e´crante´e en interaction
avec un gaz d’e´lectrons dans la premie`re partie.
Au de´but des anne´es 90, Ian Aﬄeck et Andreas W. W. Ludwig ont e´tudie´ l’effet Kondo
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Fig. 6 – Re´sistivite´ e´lectrique ρ en fonction de la tempe´rature, mesure´e sur le compose´
monocristallin de fermions lourds CeCu5.9Au0.1 en pre´sence d’un champ magne´tique B ap-
plique´ suivant la direction perpendicualire au plan principal. Les lignes pleines indiquent
une de´pendance line´aire (B = 0) et quadratique (B = 3 et 6 T) en tempe´rature (d’apre`s la
re´fe´rence [46]).
au moyen des the´ories de l’invariance conforme a` bords. Le point de de´part est de conside´rer
que l’interaction Kondo qui est renormalise´e a` basses e´nergies constitue une condition de
bord invariante conforme, en supposant que tout point fixe du mode`le peut eˆtre de´crit par
une the´orie conforme a` de´terminer. La difficulte´ principale vient du fait que les the´ories
conformes peuvent au mieux caracte´riser le voisinage d’un point fixe, mais ne peuvent pas
suivre le flot de renormalisation d’un point fixe a` l’autre. En s’appuyant sur les travaux
ante´rieurs utilisant les me´thodes du groupe de renormalisation et de l’ansatz de Bethe, qui
ont permis d’identifier les diffe´rents points fixes, Aﬄeck et Ludwig ont re´ussi a` surmonter
cette difficulte´, et de´crit la physique de basses e´nergies associe´e a` plusieurs mode`les Kondo,
non seulement le mode`le s − d initial [38] mais e´galement le mode`le Kondo multicanal de
syme´trie de spin SU(2) [39] et e´tendue au groupe SU(N) [40]. Les re´sultats obtenus par le
groupe de renormalisation nume´rique et l’ansatz de Bethe pre´sente´s pre´ce´demment ont e´te´
confirme´s par la the´orie de l’invariance conforme.
Sur le plan expe´rimental, les compose´s de fermions lourds ont suscite´ un regain d’inte´reˆt
pour les mode`les d’impurete´ Kondo. En effet, de nombreux compose´s de fermions lourds
soumis a` un changement de composition chimique (dopage), une forte pression ou un champ
magne´tique pre´sentent un comportement a` basses tempe´ratures qui diffe`re des pre´dictions de
la the´orie des liquides de Fermi. Un comportement de type non liquide de Fermi a e´galement
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Fig. 7 – Susceptibilite´ magne´tique χ = M/B (M est l’aimantation) en fonction de la
tempe´rature, mesure´e sur le compose´ monocristallin CeCu5.9Au0.1 en pre´sence d’un champ
magne´tique B applique´ perpendiculairement au plan principal. La ligne pleine indique un fit
des donne´es expe´rimentales par la fonction χ = χ0(1− α
√
T ) (d’apre`s la re´fe´rence [46]).
e´te´ observe´ dans la phase normale des oxydes supraconducteurs a` haute tempe´rature critique
[41, 42].
Le premier compose´ dit de fermions lourds a e´te´ e´tudie´ en 1975 par K. Andres, J. E.
Graebner, and H. R. Ott, il s’agit de CeAl3 [43]. La famille de ces compose´s est constitue´e
aujourd’hui de plusieurs dizaines de syste`mes diffe´rents. Ces syste`mes contiennent des impu-
rete´s magne´tiques, sous la forme d’ions de terres rares comme le Ce´rium (Ce) et l’Ytterbium
(Y) ou d’actinides comme l’Uranium (U). Ils sont caracte´rise´s par la pre´sence d’une orbitale
f partiellement remplie. La de´nomination de fermions lourds vient du fait que ces compose´s
pre´sentent une masse effective de´termine´e a` partir des mesures de chaleur spe´cifique tre`s
e´leve´e, plusieurs centaines voire milliers de fois supe´rieure a` la masse de l’e´lectron libre. Les
compose´s de fermions lourds peuvent eˆtre classe´s suivant leurs proprie´te´s de basses e´nergies
[44]. Par exemple, CeCu6 reste paramagne´tique jusqu’a` tre`s basses tempe´ratures, CeAl2
pre´sente un ordre magne´tique et CeCu2Si2 un e´tat supraconducteur. Lorsque ces compose´s
sont porte´s a` une tempe´rature supe´rieure a` la tempe´rature de transition correspondante, ils
pre´sentent pour la plupart d’entre eux un comportement me´tallique conventionnel, d’autres
en nombre tre`s restreint e´tant des isolants. A hautes tempe´ratures, typiquement a` 100 ◦K
et au-dela`, la susceptibilite´ magne´tique suit une loi de Curie-Weiss, indiquant un compor-
tement de moments localise´s libres.
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Fig. 8 – (a) Contribution line´aire C/T de la de´pendance thermique de la chaleur spe´cifique
C en fonction de la tempe´rature, repre´sente´e en e´chelle semi-logarithmique. Les mesures
ont e´te´ effectue´es sur des polycristaux de CeCu6−xAux, a` trois valeurs diffe´rentes du dopage
x, a` champ magne´tique nul. (b) Idem a` (a), pour un monocristal de CeCu5.9Au0.1, soumis
a` un champ magne´tique B applique´ suivant la direction perpendiculaire au plan principal
(d’apre`s la re´fe´rence [46]).
En 1991, Seaman et al. [45] ont obtenu des re´sultats sur le compose´ Y1−xUxPd3 (YPd3
dope´ a` l’Uranium) en de´saccord complet avec les pre´dictions de la the´orie des liquides de
Fermi. Ce comportement qualifie´ de non liquide de Fermi a depuis e´te´ observe´ dans de
nombreux autres compose´s de fermions lourds lorsqu’ils sont dope´s, soumis a` une pression
ou a` un champ magne´tique. Nous pre´sentons sur les Figures 6 - 8 les re´sultats de mesures
effectue´es par le groupe d’Hilbert von Lo¨hneysen sur CeCu5.9Au0.1 a` basses tempe´ratures
[46]. A champ magne´tique nul, la re´sistivite´ est caracte´rise´e par une de´pendance line´aire
avec la tempe´rature, ρ = ρ0 + A
′
T , et la chaleur spe´cifique C suit une loi logarithmique
en tempe´rature, C/T ∼ − ln(T/T0). La susceptibilite´ magne´tique χ obe´it a` une loi du type
χ = χ0(1− α
√
T ).
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La compre´hension de l’origine de ce comportement non liquide de Fermi est un proble`me
ouvert, qui suscite actuellement une intense activite´ scientifique. La recherche de mode`les
the´oriques permettant de de´crire le comportement non liquide de Fermi constitue aujour-
d’hui un enjeu important en physique de la matie`re condense´e. Les mode`les Kondo sont
a` nouveau extreˆmement e´tudie´s. En effet, de`s 1980, Nozie`res et Blandin ont montre´ que
la physique de l’effet Kondo multicanal [16], prenant en compte la structure orbitale des
e´lectrons situe´s sur le site de l’impurete´, n’est plus de´crite par un point fixe de couplage fort
de`s que le nombre de canaux de conduction est suffisant pour permettre un sur-e´crantage
du spin de l’impurete´ par les spins des e´lectrons de conduction. La physique sous-jacente
est donc tre`s diffe´rente de celle caracte´risant le mode`le s− d de´crit plus haut. Comme nous
le verrons plus loin, le comportement du syste`me correspondant a` une impurete´ magne´tique
sur-e´crante´e est de´crit par un point fixe de couplage interme´diaire. Dans ce cas, le point
fixe de couplage fort pre´sente une instabilite´. Un point fixe de couplage interme´diaire est
en ge´ne´ral associe´ a` un spectre d’excitations de type non liquide de Fermi, ce qui fait des
mode`les d’impurete´s Kondo de tre`s bons candidats afin d’e´tudier les compose´s de fermions
lourds. Le mode`le habituellement conside´re´ est le re´seau Kondo [47], dans lequel des impu-
rete´s magne´tiques situe´es aux nœuds d’un re´seau sont en interaction non seulement avec les
e´lectrons de conduction, mais e´galement entre elles via par exemple un couplage RKKY.
Cependant, notamment dans le cas des alliages d’impurete´s dilue´es a` faible concentration,
les mode`les a` une impurete´ permettent e´galement de de´duire de nombreuses informations
concernant les proprie´te´s du syste`me.
Malgre´ son inte´reˆt the´orique certain, le mode`le Kondo multicanal suppose des syme´tries
qui jusqu’a` pre´sent n’ont jamais e´te´ mises en e´vidence dans les syste`mes expe´rimentaux. Il
est donc pertinent d’e´tudier des mode`les Kondo de nature diffe´rente, afin de comprendre si
la pre´sence d’autres degre´s de liberte´ a` de´finir peut permettre l’existence d’un point fixe de
couplage interme´diaire.
Re´cemment, le champ d’application des mode`les Kondo a e´te´ e´tendu e´galement a` des
syste`mes me´soscopiques, constitue´s d’une boˆıte quantique situe´e entre deux re´servoirs me´tal-
liques [48, 49, 50]. Ce proble`me nouveau, en plein essor, ne sera pas aborde´ ici.
Physique de la supraconductivite´ a` haute tempe´rature
critique
Le premier syste`me supraconducteur a` haute tempe´rature critique a e´te´ synthe´tise´ par
Georg J. Bednorz et Alex K. Mu¨ller a` la fin de l’anne´e 1986 [51]. Il s’agissait du compose´
La2−xSrxCuO4, pre´sentant une transition supraconductrice a` TC ' 40 ◦K. Cette de´couverte
a fortement surpris la communaute´ scientifique. En effet, depuis la de´couverte de la su-
praconductivite´ conventionnelle [52] en 1911 dans le mercure (TC ' 4.2 ◦K) jusqu’a` la fin
1986, la plus haute tempe´rature critique observe´e avait progresse´ de moins de 20 ◦K, malgre´
de nombreux efforts de´veloppe´s notamment dans le domaine de la chimie des mate´riaux.
Cette situation expe´rimentale e´tait en accord avec les pre´dictions the´oriques. Entre 1956 et
1957, John Bardeen, Leon N. Cooper et John R. Schrieffer ont de´veloppe´ une the´orie mi-
croscopique de couplage faible permettant d’expliquer la supraconductivite´ conventionnelle
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Fig. 9 – Re´sisitivite´ en fonction de la tempe´rature, mesure´e dans le compose´ YBa2Cu3O7
(d’apre`s la re´fe´rence [60]).
en terme d’un appariement des e´lectrons de conduction situe´s au voisinage de la surface
de Fermi [53, 54]. Cet appariement, me´die´ par les vibrations du re´seau cristallin autre-
ment dit les phonons, provoque la formation d’e´tats lie´s entre deux e´lectrons, appele´s paires
de Cooper, qui de´stabilisent la surface de Fermi. Cette the´orie, dont les auteurs ont e´te´
re´compense´s par le prix Nobel de physique en 1972, est depuis lors connue sous le nom
de the´orie BCS. Mac Millan a ensuite re´ussi a` e´tablir l’expression de la tempe´rature de
transition supraconductrice en fonction des parame`tres de la the´orie, notamment le cou-
plage e´lectron-phonon [55]. Compte tenu des valeurs du couplage e´lectron-phonon mesure´es
expe´rimentalement, ses re´sultats ne permettaient pas d’espe´rer l’obtention de tempe´ratures
critiques plus e´leve´es. Le supraconducteur conventionnel Nb3Ge pre´sentant la plus haute
tempe´rature critique (TC ' 23.2 ◦K) a e´te´ de´couvert en 1973 [56], et dans ce contexte les
activite´s relie´es a` la recherche de syste`mes pre´sentant une transition supraconductrice a`
tempe´rature plus e´leve´e se sont conside´rablement ralenties.
Au milieu des anne´es 80, des compose´s d’oxydes de me´taux de transition de la famille
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de La2CuO4 ont e´te´ synthe´tise´s [57]. Ils sont caracte´rise´s par un comportement me´tallique,
qui est tre`s inattendu car les compose´s de ce type sont habituellement des isolants de
Mott, les e´lectrons d de l’ion de transition (ici le cuivre) e´tant localise´s par les corre´lations
e´lectroniques. Il est possible que les proprie´te´s conductrices observe´es dans ces syste`mes
soient provoque´es par une hybridation importante de la bande d du cuivre avec la bande p
de l’oxyge`ne. Une phase supraconductrice a finalement e´te´ de´tecte´e dans un compose´ dope´
au strontium de cette famille, a` la fin de l’anne´e 1986. La tempe´rature critique mesure´
de 40 K, environ deux fois plus e´leve´e que la plus haute tempe´rature critique observe´e
auparavant, a suscite´ d’intenses recherches sur le plan international, afin de synthe´tiser
d’autres compose´s du meˆme type. Cette voie nouvelle s’est tre`s vite ave´re´e extreˆmement
fructueuse. En 1987, le compose´ YBa2Cu3O7 pre´sentant une transition supraconductrice a`
TC ' 92 K est de´couvert [58](voir la Figure 9), suivi l’anne´e suivante par Tl2Ba2Ca2Cu3O10
(TC ' 125 K)[59]. Bednorz et Mu¨ller ont rec¸u pour leurs travaux le prix Nobel de Physique
en 1987. Une pre´sentation tre`s de´taille´e de ces de´couvertes est donne´e dans leur article de
revue, re´fe´rence [60], ainsi que dans le livre de Plakida [61].
Ces mate´riaux supraconducteurs, pre´sentant une tempe´rature critique bien plus e´leve´e
que ne le pre´voit la the´orie BCS de la supraconductivite´ conventionnelle, sont regroupe´s
sous l’appellation de cuprates. Ils ont tous en commun une structure cristallographique de
type pe´rovskite. Ils pre´sentent un empilement bidimensionnel d’octae`dres forme´s d’atomes
d’oxyge`ne, au centre desquels se trouve un atome de cuivre. Chacun de ces octae`dres est
relie´ par quatre de ses sommets aux octae`dres voisins, ce qui constitue les plans de cuivre-
oxyge`ne CuO2. Il est maintenant clair que ces plans de CuO2 jouent un roˆle tre`s impor-
tant, ce qui confe`re aux supraconducteurs a` haute tempe´rature critique un fort caracte`re
quasi-bidimensionnel tre`s nouveau. A titre d’illustration, nous reportons sur la Figure 10 la
structure du compose´ La2CuO4. Dans ce syste`me, les plans de CuO2 sont se´pare´s par deux
couches de LaO. Ces plans de LaO constituent des re´servoirs de charges pour les plans de
CuO2.
Les proprie´te´s de transport de ces syste`mes sont conside´rablement modifie´es lorsqu’on
joue sur le nombre d’e´lectrons par dopage. On peut ajouter ou bien enlever des e´lectrons,
ce qui de´finit deux familles, les cuprates dope´s en e´lectrons (de type n) et ceux dope´s
en trous (de type p). Une transition supraconductrice a` haute tempe´rature critique est
observe´e dans les deux cas. Ne´anmoins nous n’avons e´tudie´ que le cas des compose´s dope´s
en trous. Nous nous restreindrons donc a` ce cas dans la suite. Une question primordiale a
e´te´ d’e´tablir le diagramme de phase des cuprates, en fonction de la composition chimique et
de la tempe´rature. A dopage nul, ces syste`mes pre´sentent un fort caracte`re isolant typique
des isolants de Mott : il existe un gap de charge sur les atomes du cuivre de l’ordre de
1.5 − 2 eV, re´sultant des fortes corre´lations e´lectroniques. Les atomes de cuivre des plans
de CuO2 sont dans un e´tat d’oxydation Cu
2+ de spin 1/2. Ces spins sont ordonne´s suivant
une structure antiferromagne´tique stable en-dessous d’une tempe´rature de Ne´el TN , avec
TN ' 250 K pour La2CuO4. Lorsque le compose´ est dope´ avec une concentration x en
trous, une phase supraconductrice apparaˆıt lorsque x ' 0.05, juste apre`s la disparition de
l’e´tat antiferromagne´tique. La tempe´rature critique est maximale pour x ' 0.15. Lorsque
le dopage est accru, TC de´croˆıt jusqu’a` s’annuler, a` x ' 0.40 dans La2−xSrxCuO4. Quand
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Fig. 10 – Strucuture orthorhombique du compose´ La2CuO4. Les grands cercles vides
repre´sentent les atomes de lanthane, tandis que les petits cercles, vides et pleins, indiquent
les atomes d’oxyge`ne. Un atomes de cuivre, non repre´sente´, se trouve au centre de chacun
des octae`dres d’atomes d’oxyge`ne (d’apre`s la re´fe´rence [60]).
le dopage est encore plus e´leve´ (x > 0.7 − 0.9), on entre dans le re´gime dit surdope´, pour
lequel un comportement me´tallique de type liquide de Fermi est progressivement re´tabli a`
basses tempe´ratures. Un diagramme de phase caracte´ristique des cuprates dope´s en trous
est repre´sente´ sur la Figure 11.
La compre´hension de l’origine physique de la supraconductivite´ a` haute tempe´rature cri-
tique est encore un proble`me ouvert, qui constitue actuellement un des grands enjeux de la
physique de la matie`re condense´e. Il est maintenant e´tabli que la formation de paires de Co-
oper s’ope`re dans les cuprates. Une question d’importance est de de´terminer si le me´canisme
gouvernant ce phe´nome`ne est de type conventionnel, comme un couplage e´lectron-phonon
exceptionnellement fort, ou bien s’il s’agit d’un me´canisme entie`rement nouveau, provoque´
par exemple par les interactions magne´tiques. Certaines the´ories conside`rent que le mode`le
BCS constitue un point de de´part pertinent afin d’e´tudier la phase supraconductrice des cu-
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Fig. 11 – Diagramme de phase des cuprates dope´s positivement, en fonction de la
tempe´rature et du dopage chimique en trous x.
prates [62, 63, 64]. La phase normale est de´crite par un liquide de Fermi bidimensionnel, et
l’instabilite´ supraconductrice provoque´e par un couplage e´lectron-phonon. L’existence d’une
singularite´ de Van Hove dans la densite´ d’e´tats, re´sultant du caracte`re quasi-bidimensionnel
de ces mate´riaux, modifie l’expression de la tempe´rature critique obtenue par Mac Millan et
permet de pre´dire des valeurs plus e´leve´es. Un calcul microscopique utilisant les parame`tres
de La2−xSrxCuO4 permet d’obtenir TC ' 30− 40 K. Cependant il semble difficile dans ces
the´ories d’expliquer l’existence de tempe´ratures critiques supe´rieures a` 100 K, comme cela
a e´te´ mesure´ expe´rimentalement dans plusieurs compose´s.
Une toute autre approche the´orique consiste a` supposer que la formation des paires
de Cooper re´sulte d’interactions de nature magne´tique. Nous nous sommes place´s dans ce
cadre, comme on le verra dans la troisie`me partie. Cette ide´e semble pertinente, dans la
mesure ou` le diagramme de phase (voir Figure 11) fait apparaˆıtre une proximite´ des phases
antiferromagne´tique et supraconductrice a` basses tempe´ratures. La question de savoir si elles
coexistent ou non n’est d’aileurs toujours pas re´solue, en tout cas pour certains cuprates. Les
phe´nome`nes magne´tiques doivent eˆtre aborde´s en tenant compte de la tre`s forte re´pulsion
coulombienne entre les e´lectrons existant dans ces syste`mes. En effet dans les compose´s purs
comme La2CuO4, la bande forme´e par les orbitales 3dx2−y2 des atomes de cuivre est a` demi-
remplie. Le syste`me devrait donc d’apre`s la the´orie des bandes se comporter comme un bon
me´tal. Or ces compose´s sont des isolants antiferromagne´tiques. Ce phe´nome`ne s’explique
par la localisation des e´lectrons provoque´e par la re´pulsion coulombienne qui est trop forte
pour permettre une description de ces syste`mes par la the´orie des bandes. Il est connu sous
le nom de localisation de Mott.
L’e´tat normal des cuprates, observe´ lorsque T > TC , suscite e´galement de nombreuses
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interrogations car il ne peut pas eˆtre de´crit dans le cadre de la the´orie des liquides de Fermi
[41, 42]. Ce proble`me, lui aussi porteur d’une physique tre`s riche, ne sera pas pas aborde´ ici.
Plan
La premie`re partie est consacre´e a` l’e´tude d’un mode`le Kondo a` un canal d’e´lectrons
de conduction et une impurete´ dont le spin est caracte´rise´ par une repre´sentation mixte du
groupe SU(N), combinant des degre´s de liberte´ bosoniques et fermioniques. Nous discutons
le comportement du syste`me, suivant la nature du point fixe de couplage fort du mode`le
conside´re´. Nous de´veloppons une the´orie de perturbation au second ordre en t (ou` t est
l’inte´grale de recouvrement des e´lectrons de conduction entre deux sites voisins) au voisinage
du point fixe de couplage fort, suivant la me´thode e´tablie par Nozie`res et Blandin [16].
Nous montrons que le point fixe de couplage fort peut eˆtre stable ou instable, suivant
le re´gime conside´re´ de repre´sentations mixtes du spin de l’impurete´. Contrairement aux
mode`les Kondo e´tudie´s pre´ce´demment, l’instabilite´ du point fixe de couplage fort ne re´sulte
pas de l’introduction de degre´s de liberte´ supple´mentaires, comme la prise en compte d’une
multiplicite´ de canaux de conduction e´lectroniques ou d’un couplage anisotrope, mais est due
au contraire aux proprie´te´s intrinse`ques de syme´trie du spin de l’impurete´. Nous montrons
e´galement que l’apparition de cette instabilite´ est relie´e au changement de caracte`re, de
re´pulsif a` attractif, de l’interaction effective de charge entre le moment localise´ e´crante´ par
les e´lectrons de conduction dans la limite de couplage fort et les e´lectrons de conduction
situe´s sur les sites voisins. Dans le re´gime ou` le syste`me est de´crit par un point fixe de
couplage fort, l’interaction effective de charge est re´pulsive, ce qui signifie que l’impurete´
e´crante´e a tendance a` repousser les e´lectrons de conduction situe´s sur son site voisin. A
l’inverse lorsque le point fixe de couplage fort est instable, l’interaction devient attractive et
l’impurete´ e´crante´e a tendance a` accumuler les e´lectrons de conduction sur son site voisin.
Dans la deuxie`me partie, nous poursuivons l’e´tude du mode`le Kondo pre´ce´dent, en le
ge´ne´ralisant au cas multicanal. Nous analysons le point fixe de couplage interme´diaire,
de´crivant la physique du syste`me dans le cas ou` le point fixe de couplage fort pre´sente
une instabilite´. Nous supposons que ce point fixe de couplage interme´diaire se situe, au
moins pour certaines classes de repre´sentations du spin de l’impurete´, au voisinage du point
fixe associe´ au syste`me libre caracte´rise´ par un couplage Kondo nul. Nous de´veloppons alors
une me´thode base´e sur le groupe de renormalisation formule´ suivant une approche pertur-
bative, afin de de´terminer la fonction d’e´chelle β caracte´risant le flot de renormalisation et
permettant d’identifier le point fixe de couplage interme´diaire. Nous utilisons pour cela un
formalisme d’inte´gration fonctionnelle, permettant de de´river la fonction de partition dans
un calcul de perturbations aux premiers ordres du couplage Kondo. Les proprie´te´s de basses
e´nergies caracte´risant le syste`me sont e´galement e´tablies. Nous pre´sentons les re´sultats du
calcul de l’exposant critique universel, de´terminant le comportement a` basses tempe´ratures
des diffe´rentes quantite´s physiques, pour plusieurs types de repre´sentations du spin de l’im-
purete´.
La troisie`me partie, inde´pendante des deux pre´ce´dentes, pre´sente une approche de la su-
28 Introduction ge´ne´rale
praconductivite´ a` haute tempe´rature critique des cuprates dope´s en trous, mettant en œuvre
des phe´nome`nes magne´tiques. Nous e´tudions l’instabilite´ supraconductrice pouvant re´sulter
de la coexistence de deux me´canismes. Le premier est associe´ a` la formation d’une onde
de densite´ de spin, re´sultant de l’e´change de fluctuations de spin dans un e´tat presqu’an-
tiferromagntique. Il a e´te´ introduit par John R. Schrieffer, Xiao-Gang Wen et Shoucheng
Zhang dans le cadre de la the´orie de ((spin-bag)) [65]. Le second repose sur un me´canisme de
re´sonance de liaison de valence (RVB), supposant la formation d’un singulet de spin dans
les plans de CuO2 via un terme d’interaction d’e´change de Heisenberg. Il a e´te´ propose´ par
Philip Warren Anderson [66]. Ces deux approches, propose´es juste apre`s la de´couverte des
compose´s supraconducteurs a` haute tempe´rature critique et qualitativement tre`s diffe´rentes,
ont e´te´ conside´rablement e´tudie´es de fac¸on inde´pendante. Toutes les deux pre´disent l’ap-
parition d’une phase supraconductrice en dehors du demi-remplissage. Cependant la re-
lation entre les deux approches constitue un proble`me ouvert, qui est reste´ pendant plu-
sieurs anne´es purement acade´mique. Cette question est cependant re´apparue re´cemment,
des e´tudes nume´riques sugge´rant fortement que les deux me´canismes, d’onde de densite´ de
spin antiferromagne´tique et de re´sonance de liaison de valence, coexistent non seulement
dans un isolant de Mott mais e´galement dans un syste`me caracte´rise´ par un dopage faible.
Une question importante est de de´terminer lesquelles des fluctuations antiferromagne´tiques
ou des corre´lations RVB pre´dominent. Une autre question est de savoir si la coexistence des
deux me´canismes provoque ou non l’apparition d’une phase supraconductrice. Nous avons
de´veloppe´ une the´orie de champ moyen, permettant de prendre en compte la coexistence
entre les deux phe´nome`nes. Graˆce a` un formalisme d’inte´gration fonctionnelle, nous de´rivons
le potentiel effectif de type BCS responsable de l’appariement entre quasiparticules dans un
traitement au niveau RPA (((random phase approximation))) des fluctuations des diffe´rents
champs, suivant l’approche propose´e dans la the´orie de spin-bag. Nous discutons e´galement
la syme´trie du gap supraconducteur.
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Chapitre 1
Introduction
Des expe´riences re´centes effectue´es sur les compose´s de fermions lourds ont mis en
e´vidence l’existence d’une transition de phase quantique [67] entre un e´tat magne´tiquement
de´sordonne´ et un e´tat pre´sentant un ordre magne´tique a` longue distance. Cette transition de
phase quantique est induite par un changement de composition chimique, l’application d’une
pression ou d’un champ magne´tique. Une revue exhaustive de la situation expe´rimentale
concernant les compose´s de fermions lourds se trouve dans l’article de Stewart [44]. De
fac¸on tre`s inhabituelle, le comportement du syste`me dans la phase de´sordonne´e pre`s du
point critique quantique (QCP) diffe`re radicalement de celui pre´dit par la the´orie des li-
quides de Fermi [2, 3], qui de´crit tre`s bien les proprie´te´s des me´taux conventionnels. Un tel
comportement est qualifie´ de non-liquide de Fermi (NFL).
Par exemple, les compose´s CeCu6−xAux [46, 68] et (Ce1−xLax)Ru2Si2 [69] pre´sentent
une transition antiferromagne´tique, a` x
C
= 0.1 et x
C
= 0.08 respectivement. Loin du QCP,
la phase magne´tiquement de´sordonne´e suit un comportement de type liquide de Fermi ca-
racte´rise´ par une masse effective e´leve´e des e´lectrons. Cependant pre`s de la transition (tou-
jours dans la phase de´sordonne´e) les quantite´s physiques pre´sentent une de´pendance en
tempe´rature de type NFL. Ainsi dans le compose´ CeCu5.9Au0.1 [68] (cf. Figures 6 - 8 de
l’introduction ge´ne´rale), la chaleur spe´cifique C suit une loi du type C/T ∼ − ln(T/T0),
la susceptibilite´ magne´tique χ se comporte comme χ ∼ 1 − α√T , et la re´sistivite´ varie
line´airement avec la tempe´rature ∆ρ ∼ T . Les lois pre´dites par la the´orie des liquides de
Fermi sont tre`s diffe´rentes. Nous les rappelons ici : C/T ∼ χ ∼ Const., ∆ρ ∼ T 2. De`s lors
que l’ordre magne´tique est instaure´, l’effet de la pression ou du champ magne´tique applique´
est de ramener le syste`me dans une phase magne´tique de´sordonne´e, dont le comportement
est celui d’un liquide de Fermi. Des re´sultats similaires ont e´te´ observe´s dans de nombreux
autres compose´s. On peut citer YbRh2Si2 [70], CeNi2Ge2 [71], CeCu2(Si1−xGex)2 [72], CeIn3,
CePd2Si2 [73], et U1−xYxPd3 [45]. La brisure de la the´orie des liquides de Fermi observe´e
dans ces compose´s pose des questions fondamentales, avec l’existence e´ventuelle de nouveaux
e´tats de la matie`re condense´e, caracte´rise´s par des excitations e´le´mentaires d’un nouveau
type re´sultant de la pre´sence de fortes corre´lations e´lectroniques.
Du point de vue the´orique deux sce´narios sont actuellement en compe´tition pour de´crire
les transitions de phase quantiques. Le premier est le sce´nario de type magne´tisme itine´rant,
le second propose´ plus re´cemment repose sur une description localement critique.
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Dans le cas du magne´tisme itine´rant, les quasiparticules constituant le liquide de Fermi
sont encore pre´sentes au voisinage du QCP. La the´orie se concentre alors sur l’e´tude pre`s
de la transition des fluctuations du parame`tre d’ordre a` faible fre´quence et grande longueur
d’onde (ω et q faibles). Elle a e´te´ de´veloppe´e en utilisant les techniques du groupe de
renormalisation [74, 75, 76] ou la the´orie auto-cohe´rente des fluctuations de spin [77]. Plus
re´cemment ces approches ont e´te´ e´tendues a` l’e´tude du re´seau Kondo [78], qui est conside´re´
comme le mode`le microscopique le plus pertinent [47] pour de´crire les compose´s de fermions
lourds. Dans tous les cas, on se rame`ne a` une the´orie des champs en Φ4 [79, 80] dont la
dimension effective est deff = d+z, ou` d est la dimension spatiale et z l’exposant dynamique.
Expe´rimentalement, deff est au-dessus de sa valeur critique supe´rieure e´gale a` 4, puisque
d vaut 2 ou 3, tandis que z varie entre 2 et 3 suivant que les fluctuations de spin sont
alterne´es ou uniformes. Par conse´quent le syste`me est de´crit par un point fixe gaussien
[81], caracte´rise´ par une de´pendance en tempe´rature anormale de C/T et de a = ∆ρ/T
(a constante). Cependant les pre´dictions de´coulant de cette approche ne permettent pas
d’expliquer le comportement NFL observe´ expe´rimentalement.
Le second sce´nario dit des modes critiques locaux a e´te´ motive´ par des re´sultats re´cents
obtenus par des expe´riences de diffusion ine´lastique de neutrons re´alise´es sur le compose´
CeCu5.9Au0.1. La partie imaginaire de la susceptibilite´ dynamique de spin χ
′′(q, ω) pre`s du
vecteur d’instabilite´ magne´tique Q suit une loi d’e´chelle anormale en ω/T en fonction de
la tempe´rature [82, 83] : χ′′(Q, ω) ∼ T−αg(ω/T ), avec un exposant α de l’ordre de 0.75.
De plus, cette de´pendance en ω et T persiste sur l’ensemble de la zone de Brillouin. Cette
observation sugge`re fortement que la dynamique de spin n’est pas critique seulement aux
grandes longueurs d’onde mais aussi aux e´chelles de longueur atomiques [84, 85], contrai-
rement a` ce qui se produit dans le sche´ma pre´ce´dent du magne´tisme itine´rant. A partir de
ces re´sultats, on peut de´duire que les modes critiques locaux coexistent avec les fluctuations
du parame`tre d’ordre de grande longueur d’onde, impliquant l’existence d’un point fixe non
gaussien au-dela` de la the´orie en Φ4.
Des the´ories alternatives aux approches de fluctuations de spin sont ne´cessaires pour
de´crire le caracte`re local du QCP, caracte´rise´ par la disparition des quasiparticules et la
formation simultane´e de moments localise´s. Ce sujet a suscite´ un grand inte´reˆt ces dernie`res
anne´es, avec notamment la conside´ration de mode`les Kondo a` une impurete´ couple´e soit a`
un bain fermionique de gap mou, soit a` un ensemble de deux bains fermioniques et boso-
niques. Le premier mode`le appele´ ((soft gap model)) correspond a` un bain fermionique dont
la densite´ d’e´tats s’annule au niveau de Fermi suivant une loi de puissance, ρ(²) ∼ |²|r, r > 0.
Les fluctuations des moments localise´s conduisent alors a` un QCP entre une phase de cou-
plage fort marque´e par un e´crantage Kondo complet, et une phase de moments localise´s. Le
QCP est caracte´rise´ par un comportement non trivial du syste`me, comme par exemple une
loi d’e´chelle de la susceptibilite´ dynamique de spin χ′′(ω) ∼ g(ω/T ) [88]. Le second type
de mode`le correspond a` une impurete´ couple´e a` des bains bosoniques et fermioniques, ou`
les bosons repre´sentent les excitations collectives de spin [85]. Les excitations bosoniques
sont sans gap au voisinage du QCP, et la densite´ spectrale suit une loi de puissance en
ω. Ce mode`le conduit a` une suppression de l’effet Kondo due aux fluctuations critiques de
moments locaux avec la formation d’une phase de moments localise´s. Des calculs re´cents
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Fig. 1.1 – Diagramme de phase du re´seau Kondo, pre´dit par le sce´nario d’un point critique
quantique (QCP) pre´sentant des modes critiques locaux, en fonction de la tempe´rature T et
du parame`tre δ correspondant au rapport de l’interaction de couplage RKKY entre impurete´s
Kondo a` l’e´chelle d’e´nergie Kondo TK. Les degre´s de liberte´ locaux et e´tendus dans l’espace
coexistent dans le re´gime du QCP. La caracte´ristique essentielle de cette approche est que TK
et la tempe´rature de Ne´el TN s’annulent au point critique quantique δc (d’apre`s la re´fe´rence
[85]).
utilisant le groupe de renormalisation nume´rique ou l’approche de champ moyen dynamique
[85] indiquent l’existence de loi d’e´chelle en ω/T pour la de´pendance thermique de la sus-
ceptibilite´ de spin au voisinage du QCP. Une mise au point sur ces sujets est faite dans
l’article de revue de Bulla et Vojta [86].
D’autres the´ories sont apparues pour de´crire la formation des modes critiques locaux.
Elles reposent notamment sur des concepts de supersyme´trie [90, 91, 92, 93]. Dans le cadre
de ces the´ories, le spin est de´crit par une repre´sentation mixte en termes de bosons et de
fermions. L’inte´reˆt de la repre´sentation mixte est de permettre la description simultane´e
des quasiparticules et des moments locaux, a` l’aide de variables fermioniques et bosoniques
de spin, respectivement. Cette approche apparaˆıt particulie`rement pertinente dans le cas
du sce´nario de criticalite´ locale, pour lequel l’e´chelle d’e´nergie magne´tique TN (tempe´rature
de Ne´el) et l’e´chelle d’e´nergie de Fermi TK (tempe´rature Kondo), en-dessous de laquelle les
quasiparticules disparaisent, s’annulent au point critique quantique δc (voir la Figure 1.1).
Comme nous l’avons mentionne´ dans l’introduction ge´ne´rale, un aspect important dans
la discussion relative a` la brisure de la the´orie des liquides de Fermi est relie´ a` la question de
la stabilite´ du point fixe de couplage fort (SC, ou ((strong coupling)) d’apre`s la terminologie
anglaise). Alors que les approches mentionne´es plus haut concernent le re´seau, l’instabilite´
du point fixe SC peut eˆtre e´tudie´e en conside´rant le mode`le Kondo a` une impurete´. La
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Fig. 1.2 – Flot de renormalisation associe´ au mode`les Kondo a` un canal. Les fle`ches in-
diquent la direction du flot. Le point fixe du syste`me d’e´lectrons libres (J = 0) est stable par
rapport a` une interaction de spin ferromagne´tique. Dans le cas du mode`le Kondo antiferro-
magne´tique, le flot de renormalisation atteint le point fixe de couplage fort (J = ∞) et le
syste`me suit un comportement de type liquide de Fermi.
source d’instabilite´ traditionnelle du point fixe SC associe´ au mode`le Kondo a` une impurete´
est la pre´sence de plusieurs canaux d’e´lectrons de conduction, de´finissant le mode`le Kondo
multicanal [16]. Ce mode`le donne lieu a` l’existence de deux re´gimes, sous-e´crante´ et sur-
e´crante´, marque´ par un comportement tre`s diffe´rent du syste`me du syste`me dans chacun
des cas. Cependant des travaux re´cents [92, 93] ont montre´ que le mode`le Kondo a` une
impurete´ peut e´galement conduire a` une instabilite´ du point fixe de couplage fort meˆme
dans le cas a` un seul canal d’e´lectrons de conduction de`s lors qu’on conside`re l’impurete´
avec un spin ge´ne´ralise´ dans le groupe de syme´trie SU(N).
Afin de fixer les ide´es, nous commenc¸ons par rappeler quelques re´sultats concernant le
mode`le Kondo antiferromagne´tique a` un spin d’impurete´ de syme´trie SU(2) et un canal
d’e´lectrons de conduction. Par une analyse base´e sur les me´thodes du groupe de renorma-
lisation [14, 24, 25, 94] on peut montrer que le couplage Kondo J suit un flot de renor-
malisation jusqu’au point de couplage fort, caracte´rise´ par une interaction Kondo infinie
(cf. Figure 1.2). Ces concepts issus de la the´orie de la renormalisation, que nous avons de´ja`
e´voque´s dans l’introduction ge´ne´rale, seront de´veloppe´s plus en de´tail au cours du chapitre
6 constituant l’introduction a` la deuxie`me partie. La fonction d’e´chelle β gouvernant le flot
de renormalisation est donne´e par l’e´quation suivante.
β(Jρ) =
d(Jρ)
d(lnD)
= −(Jρ)2 (1.1)
ou` ρ est la densite´ d’e´tats des e´lectrons de conduction. Le syste`me suit le flot de renormali-
saton jusqu’a` atteindre le point fixe de couplage fort (J =∞), qui est stable. Ce point fixe
est associe´ a` un comportement de type liquide de Fermi local [28, 29].
La situation est tre`s diffe´rente lorsqu’on conside`re un mode`le comportant plusieurs ca-
naux e´lectroniques. Dans le cas d’un spin Simp d’impurete´ couple´ par une interaction Kondo
aux e´lectrons de conduction re´partis dansK canaux, Nozie`res et Blandin [16] ont montre´ que
le mode`le Kondo multicanal conduit a` deux re´gimes tre`s dife´rents, suivant les valeurs de K
et de 2Simp (voir la Figure 1.3). Leur calcul est base´ sur une the´orie de perturbation autour
du point fixe SC, au deuxie`me ordre en l’amplitude de saut t des e´lectrons de conduction
entre deux sites voisins. Ils en de´duisent un couplage Kondo effectif Jeff entre le spin du
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Fig. 1.3 – Les points fixes de couplage fort du mode`le Kondo multicanal (a) e´crante´, (b)
sous-e´crante´, (c) sur-e´crante´.
composite forme´ par l’impurete´ e´crante´e par les e´lectrons de conduction dans la limite de
couplage fort, et le spin des e´lectrons de conduction sur le site voisin. Ils peuvent alors effec-
tuer le meˆme d’analyse du groupe de renormalisation, comme indique´ par l’e´quation (1.1).
Dans le re´gime sous-e´crante´ (K < 2Simp), le couplage effectif de´rive´ est ferromagne´tique et
le point fixe SC est par conse´quent stable. Il correspond a` la formation d’un spin effectif
(Simp − 1/2) re´sultant de l’e´crantage du spin de l’impurete´ par les e´lectrons de conduction
situe´s sur le meˆme site. Le syste`me est de´crit par le point fixe SC, et pre´sente un comporte-
ment du type liquide de Fermi local. Au contraire dans le re´gime sur-e´crante´ (K > 2Simp),
le couplage effectif est antiferromagne´tique et le point fixe SC est par conse´quent instable
(cf. Figure 1.4). L’instabilite´ du point fixe SC indique l’existence d’un point fixe de couplage
interme´diaire. Par la suite, ce point fixe de couplage interme´diaire a du eˆtre e´tudie´ en recou-
rant a` d’autres me´thodes [95, 96, 97]. Il est maintenant clairement e´tabli que l’instabilite´ du
point fixe SC implique un spectre d’excitations NFL, caracte´rise´ par une entropie re´siduelle
anormale a` tempe´rature nulle.
Il a e´te´ re´cemment propose´ que d’autres sources d’instabilite´ du point fixe SC pouvaient
exister, en dehors de la multiplicite´ du nombre de canaux de conduction. Des travaux [92, 93]
ont montre´ que la pre´sence d’un spin d’impurete´ Kondo de syme´trie ge´ne´ralise´e a` SU(N)
et associe´ a` une repre´sentation de´crite par un tableau de Young ((en L)) pouvait donner
lieu a` une instabilite´ du point fixe SC, de´ja` dans le cas d’un seul canal de conduction.
La conside´ration d’un spin repre´sente´ par un tableau de Young ((en L)) correspond tre`s
pre´cise´ment a` l’approche supersyme´trique mentionne´e plus haut, dans la mesure ou` les
e´tats et ope´rateurs de spin peuvent eˆtre exprime´s en termes de bosons et fermions. On parle
alors de repre´sentation mixte du spin de l’impurete´.
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La repre´sentation mixte offre un cadre cohe´rent pour e´tudier les deux proble`mes souleve´s
par la brisure de la the´orie des liquides de Fermi que nous avons mentionne´s plus haut, a`
savoir l’existence de modes localement critiques et la question de l’instabilite´ du point fixe
SC. De la meˆme manie`re que les approches base´es sur un de´veloppement a` grand N peuvent
donner un bon aperc¸u des syste`mes re´els meˆme dans le cas d’une de´ge´ne´rescence de spin finie,
l’e´tude d’impurete´ de spin ge´ne´ralise´ devrait contribuer a` la compre´hension de situations
expe´rimentales plus complexes, ou` la coexistence entre quasiparticules et moments localise´s
pourrait mener a` une transition de phase de`s lors que l’on introduit un couplage avec d’autres
impurete´s (cas du re´seau Kondo).
Dans cette premie`re partie, nous e´tudions un mode`le Kondo a` un canal d’e´lectrons de
conduction et une impurete´ dont le spin est caracte´rise´ par une repre´sentation mixte ((en L))
du groupe SU(N). Nous discutons le comportement du syste`me, non seulement en fonction
des parame`tres (2S, q) de´finissant l’impurete´ (voir la Figure 2.1 du chapitre suivant), mais
aussi en fonction du nombre nd d’e´lectrons disponibles sur les sites voisins autrement dit du
remplissage. Dans la limite de N grand et ou` la composante bosonique du spin de l’impurete´
est de l’ordre de N , il existe une transition autour du point q = N/2. En ce point, le de´calage
en e´nergie a` l’ordre le plus bas en the´orie de perturbation en t autour du point fixe SC est
e´gal a` (−2t2/J), inde´pendamment des parame`tres de l’impurete´ q, 2S et N . Notre e´tude
re´ve`le que le diagramme de phase du systeˆme n’est pas accidentel. Il re´sulte d’une interaction
effective de charge entre l’impurete´ effective e´crante´e dans la limite SC et les e´lectrons de
conduction situe´s sur les sites voisins. Lorsque q < N/2, cette interaction de charge est
re´pulsive, et devient attractive de`s que q > N/2. Le changement de comportement s’ope`re
au point q = N/2, exactement ou` l’instabilite´ du point fixe SC apparaˆıt. Autrement dit, le
point fixe SC est stable dans le re´gime re´pulsif du potentiel de charge, mais devient instable
quand le potentiel de charge est attractif.
Cette premie`re partie est organise´e de la fac¸on suivante. Le chapitre 2 pre´sente le mode`le
et ses principales proprie´te´s dans la limite de couplage fort, lorsque le terme cine´tique des
e´lectrons de conduction est ne´glige´. Dans cette limite, le mode`le se re´duit a` un proble`me
a` un site, dans lequel l’impurete´ est couple´e a` nc e´lectrons de conduction. Nous identifions
l’e´tat fondamental, les premiers e´tats excite´s et leurs e´nergies respectives qui joueront un
J < 0 J > 0
J = 0 J = J J = 8
*
Fig. 1.4 – Flots de renormalisation associe´s au mode`les Kondo multicanal sur-e´crante´. Le
point fixe du syste`me d’e´lectrons libres (J = 0) est stable par rapport a` une interaction
de spin ferromagne´tique. Dans le cas d’un couplage antiferromagne´tique, le point fixe de
couplage fort pre´sente une instabilite´ : le syste`me est de´crit par un point fixe de couplage
interme´diaire, caracte´ristique d’un comportement de type non-liquide de Fermi.
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roˆle pour de´river l’ordre le plus bas en the´orie de perturbation. Nous donnons les expressions
comple`tes de l’e´tat fondamental et des premiers e´tats excite´s, obtenus en ajoutant ou en
enlevant un e´lectron de conduction sur le site de l’impurete´ par rapport a` l’e´tat fondamental.
Dans le chapitre 3, nous pre´sentons la me´thode utilise´e afin de discuter le caracte`re stable
ou instable du point fixe SC. Un terme de saut t des e´lectrons de conduction entre sites est
ajoute´ comme une perturbation faible au couplage Kondo. Nous effectuons une analyse au
second ordre en the´orie de perturbation en t autour du point fixe SC, et obtenons les e´le´ments
de matrice associe´s en nous appuyant sur les techniques de calcul des coefficients de Clebsch-
Gordan. Ces re´sultats nous permettent dans le chapitre 4 de calculer les de´calages en e´nergie
dus au terme de saut, puis de de´river l’hamiltonien effectif mode´lisant les interactions entre
l’impurete´ e´crante´e situe´e a` l’origine et les e´lectrons de conduction situe´ sur le site adjacent.
Cet hamiltonien contient un terme de couplage effectif de spin, et une interaction effective
de charge. Le signe du couplage effectif de spin Jeff controˆle directement la stabilite´ du point
fixe SC. En effet, Jeff peut eˆtre incorpore´ dans les e´quations du groupe de renormalisation
gouvernant le flot de renormalisation du syste`me. Lorsque Jeff est ferromagne´tique, le flot
conduit le syste`me vers le point de couplage effectif nul, Jeff = 0 et le point fixe SC s’ave`re
stable. Cependant quand Jeff est antiferromagne´tique, le flot e´loigne le syste`me du point
fixe SC jusqu’a` un point fixe de couplage interme´diaire. Le signe de l’interaction effective
de charge Ueff nous informe sur l’effet attractif ou re´pulsif de l’impurete´ e´crante´e sur le
site voisin. Quand le comportement du syste`me est gouverne´ par le point fixe SC, i.e. q <
N/2, l’impurete´ dans l’e´tat fondamental a tendance a` repousser les e´lectrons de conduction
hors de son site voisin. A l’inverse lorsque q > N/2, l’interaction devient attractive. Nous
montrons ainsi comment le caracte`re de Ueff est relie´ au remplissage nd du site voisin de
l’impurete´. Nous montrons e´galement comment ce comportement est de´ja` pre´sent dans le
cas d’une repre´sentation totalement antisyme´trique du spin de l’impurete´, et est alors une
conse´quence de la syme´trie particule-trou q → N − q. Le fait d’introduire une contribution
bosonique additionnelle pour constituer l’impurete´ dans une repre´sentation mixte introduit
une de´ge´ne´rescence supple´mentaire de l’e´tat fondamental qui conduit a` une instabilite´ du
point fixe SC de`s que q > N/2. Nous terminons ce chapitre 4 par une discussion sur le
comportement des quantite´s physiques dans les diffe´rents re´gimes. Le chapitre 5 re´capitule
les principaux re´sultats obtenus dans cette premie`re partie, et propose des de´veloppements
possibles a` ce travail.
L’appendice A indique comment construire les e´tats a` deux et trois particules dans le
groupe SU(3). Il constitue une introduction au formalisme de la the´orie des groupes utilise´,
en pre´sentant notamment les re`gles de composition des repre´sentations et la me´thode de
calcul des coefficients de Clebsch-Gordan auxquelles nous avons largement recours dans
cette premie`re partie. L’appendice B pre´sente les diffe´rentes repre´sentations de spin que
nous rencontrons au cours de cette e´tude, a` savoir bosonique, fermionique et de syme´trie
mixte (((en L))). Nous donnons en particulier les expressions comple`tes des e´tats de spin de
l’impurete´ correspondant a` la repre´sentation mixte, en montrant comment les ope´rateurs
de spin et les e´tats d’impurete´ peuvent eˆtre exprime´s en terme d’ope´rateurs de cre´ation et
d’annihilation de fermions et de bosons, soumis a` deux contraintes que nous explicitons.
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Chapitre 2
De´finition du mode`le Kondo
ge´ne´ralise´ et limite de couplage fort
Dans ce chapitre nous pre´sentons d’abord le mode`le que nous e´tudions. Nous de´crivons
ensuite son e´tat fondamental et les excitations e´le´mentaires qui lui sont associe´es dans
la limite limite de couplage fort (J = ∞). En particulier nous donnons les expressions
comple`tes des e´tats propres.
Il nous faut en premier lieu de´finir les e´tats de spin de l’impurete´. Cette partie est traite´e
dans l’appendice B. Pour ce faire nous utilisons intensivement les re`gles de composition
des repre´sentations du groupe SU(N). Afin de se familiariser avec ces techniques, il est
recommande´ de consulter pre´alablement l’appendice A, qui pre´sente le formalisme ne´cessaire
dans le cadre du groupe SU(3).
2.1 Mode`le Kondo SU(N) a` une impurete´ et un canal
de conduction
Nous conside´rons un mode`le Kondo ge´ne´ralise´ a` une impurete´ et a` un canal pour les
e´lectrons de conduction. La syme´trie de spin est ge´ne´ralise´e de SU(2) a` SU(N), a` la fois
pour l’impurete´ et les e´lectrons de conduction. L’impurete´ est situe´e a` l’origine (site 0).
2.1.1 Repre´sentation du spin de l’impurete´
Le spin de l’impurete´ est re´alise´ par une combinaison de degre´s de liberte´ fermioniques
et bosoniques [92, 93]. Contrairement aux approches habituelles, ce spin est donc caracte´rise´
par une syme´trie mixte. En terme de tableau de Young [100, 101, 102, 103], il est de´crit
par une repre´sentation ((en L)) comme illustre´ sur la Figure 2.1. En notant 2S et q le
nombre de boˆıtes sur la premie`re ligne et la premie`re colonne du tableau, respectivement,
la repre´sentation associe´e au spin de l’impurete´ est note´e [2S, 1q−1].
Les e´tats de spin de l’impurete´ associe´s a` la repre´sentation ((en L)) peuvent s’e´crire
en utilisant une combinaison de bosons de Schwinger b [104, 105] et de pseudofermions
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R ≡
2S︷ ︸︸ ︷ q
Fig. 2.1 – Description en terme de tableau de Young du spin de l’impurete´, caracte´rise´ par
une syme´trie mixte. Ce spin est re´alise´ par une combinaison de degre´s de liberte´ fermioniques
et bosoniques. La repre´sentation indique´e ci-dessus est note´e [2S, 1q−1].
d’Abrikosov f [106], compte tenu de la syme´trie mixte. Leur construction est pre´sente´e
dans l’appendice B.
2.1.2 Repre´sentation du spin des e´lectrons de conduction
Chacun des e´lectrons de conduction est associe´ a` la repre´sentation fondamentale du
groupe SU(N). On de´crit donc en terme de tableau de Young le spin des e´lectrons place´s
a` l’origine par une combinaison de boˆıtes simples, comme montre´ sur la figure 2.2. La
dimension de la repre´sentation fonfamentale estN , ce qui signifie que chaque e´lectron occupe
un parmis N e´tats de spin.
Les e´lectrons de conduction du site 0, en interaction Kondo avec le spin de l’impurete´,
composent un spin e´lectronique associe´ a` une repre´sentation totalement antisyme´trique en
raison du principe de Pauli. Les e´tats de spin e´lectroniques sont donc plus facilement e´crits
en utilisant un formalisme de pseudofermions d’Abrikosov [106], par de´finition anticommu-
tants, que nous nommerons c (a` ne pas confondre avec les pseudofermions f de´crits dans la
pre´ce´dente section 2.1.1, associe´s au spin de l’impurete´).
Y ≡
c
c
c
c
c
nc.
Fig. 2.2 – Description en tableau de Young du spin forme´ par les e´lectrons de conduction
situe´s sur le site de l’impurete´.
2.1.3 De´finition de l’hamiltonien Kondo SU(N)×SU(1)
L’hamiltonien que nous e´tudions dans cette premie`re partie est le suivant
H =
∑
k,α
εkc
†
k,αck,α + J
N2−1∑
A=1
SAi ·
[∑
α,β
c†α(0) τ
A
αβ cβ(0)
]
, (2.1)
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ou` c†α(0) est l’ope´rateur de cre´ation sur le site 0 d’un e´lectron de conduction de moment
k et d’indice de spin α dans le groupe SU(N) (α = a, b, ..., rN), J le couplage Kondo
antiferromagne´tique (J > 0) entre les spins d’impurete´ et e´lectroniques, SA les composantes
du spin de l’impurete´ (1 ≤ A ≤ N2 − 1), et τAαβ les e´le´ments de matrice des ge´ne´rateurs du
groupe de Lie SU(N) place´s dans la repre´sentation fondamentale, auxquels nous imposons
la normalisation
Tr[τ˜Aτ˜B] =
δAB
2
. (2.2)
Ainsi pour le groupe SU(2), τ˜A = p˜iA/2, ou` {p˜iA} sont les matrices de Pauli.
Par transforme´e de Fourier nous avons a` l’origine
c†α(0) =
1√NS
∑
k
c†k,α
ou` c†k,α est l’ope´rateur de cre´ation d’un e´lectron de conduction de moment k et d’indice de
spin α, et Ns le nombre de sites du re´seau.
Lorsque le spin de l’impurete´ est suppose´ dans la repre´sentation fondamentale (i.e. 2S =
q = 1), on remarque que l’hamiltonien (2.1) se rame`ne a` l’hamiltonien du mode`le de Coqblin-
Schrieffer [14, 15]. Ce mode`le de´crit un syste`me d’e´lectrons de conduction en interaction avec
un spin d’impurete´ caracte´rise´ par un moment angulaire j, (N = 2j + 1), re´sultant d’une
combinaison entre spin et degre´s de liberte´ orbitaux. Suivant notre notation, nous avons la
correspondance a = j, b = j − 1,..., rN = −j.
2.2 Point fixe de couplage fort
Dans la limite de couplage fort (J =∞), le terme cine´tique repre´sentant les e´lectrons de
conduction peut eˆtre ne´glige´ et l’hamiltonien (2.1) se re´duit au terme d’interaction Kondo
H = J
N2−1∑
A=1
SAi ·
[∑
α,β
c†α(0) τ
A
αβ cβ(0)
]
. (2.3)
2.2.1 Etat fondamental de couplage fort
Nous allons d’abord caracte´riser l’e´tat fondamental |GS〉 associe´ a` l’hamiltonien de cou-
plage fort (2.3). L’e´tat fondamental |GS〉 est obtenu en liant un nombre donne´ note´ nc
d’e´lectrons de conduction au spin de l’impurete´, de fac¸on a` minimiser l’e´nergie Kondo.
Nous avons reporte´ sur la Figure 2.1 la repre´sentation R associe´e au spin de l’impu-
rete´ isole´e, tandis que la repre´sentation Y associe´e aux nc e´lectrons de conduction situe´s a`
l’origine est indique´e sur la Figure 2.2. Nous appelons RSC la repre´sentation caracte´risant
l’e´tat fondamental dans la limite de couplage fort, RSC est alors l’une des repre´sentations
re´sultant du produit direct R⊗ Y .
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Tab. 2.1 – Dimension d, et valeur propre C2 de l’ope´rateur quadratique de Casimir, pour les
repre´sentations ((en L)), fondamentale, syme´trique et antisyme´trique. Pour la repre´sentation
((en L)), Q = (2S+ q−1) est le nombre total de boˆıtes du tableau de Young, et Y ′ = (q−2S)
mesure l’asyme´trie ligne-colonne.
L ge´ne´ralise´ Fondamentale
[2S, 1q−1] [1]
d
(
2S
2S + q − 1
)
C2SN+2S−1C
q−1
N−1 N
C2 Q2
(
N − Y ′ − QN
)
1
2N (N
2 − 1)
Syme´trique Antisyme´trique
[2S] [1q]
d C2SN+2S−1 C
q
N
C2 12N
[
2S(2S +N)(N − 1)] 12N [q(N − q)(N + 1)]
2.2.1.a Energie de l’e´tat fondamental
Afin de de´terminer la forme du tableau de Young associe´ a` RSC , nous exprimons l’e´nergie
Kondo en terme d’ope´rateurs quadratiques de Casimir du groupe SU(N) [107]
J
N2−1∑
A=1
SAi ·
[∑
α,β
c†α(0) τ
A
αβ cβ(0)
]
|GS〉
=
J
2
[
Cˆ2(RSC)− Cˆ2(R)− Cˆ2(Y )
]
|GS〉 , (2.4)
ou` Cˆ2(R), Cˆ2(Y ) et Cˆ2(RSC) sont les ope´rateurs quadratiques de Casimir des repre´sentations
R, Y et RSC . Quand N=2, on retrouve l’expression suivante bien connue
J ~Si ·
[∑
α,β
c†α(0)~ταβcβ(0)
]
|GS〉
=
J
2
[
SSC(SSC + 1)− SR(SR + 1)− SY (SY + 1)] |GS〉 ,
ou` S(S + 1) est la valeur propre de l’ope´rateur quadratique de Casimir Ŝ2, pour N = 2.
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c
c
c
⊗
2S︷ ︸︸ ︷
−→ N
 cc
c
=
2S−1︷ ︸︸ ︷
≡ RSC
Fig. 2.3 – Description en tableau de Young de l’e´tat fondamental de couplage fort. Chacun
des e´lectrons de conduction place´s sur le site 0 est note´ c. On notera que la premie`re colonne,
formant un singulet, peut eˆtre supprime´e.
Pour une repre´sentation de´crite par un tableau de Young parame´tre´ par les nombres
entiers {gj} (1 ≤ j ≤ N), ou` gj est le nombre de boˆıtes dans la je`me range´e horizontale en
comptant a` partir du haut, la valeur propre C2({gj}) de l’ope´rateur quadratique de Casimir
associe´ est donne´e par [108]
C2({gj}) = 1
2
[
Q(N2 −Q)
N
+
h∑
j=1
gj(gj + 1− 2j)
]
avec Q =
∑N
j=1 gj le nombre total de boˆıtes du tableau de Young. Le Tableau 2.1 reporte
les expressions prises par la valeur propre de l’ope´rateur quadratique de Casimir, ainsi que
la dimension, pour les diffe´rentes repre´sentations associe´es au spin de l’impurete´ et des
e´lectrons de conduction e´tudie´es au cours de cette partie.
L’e´nergie Kondo (2.4) est minimise´e par rapport au nombre d’e´lectrons de conduction
situe´s sur le site de l’impurete´. La minimisation de´finissant l’e´tat fondamental au point de
couplage fort conduit a` un nombre d’e´lectrons de conduction couple´s au spin de l’impurete´
Kondo e´gal a` nc = (N−q). Ceci correspond a` un e´crantage partiel du spin de l’impurete´. Le
composite qui en re´sultesur le site 0, d’e´nergie E0, est consitue´ par l’impurete´ ((habille´e)) par
les e´lectrons de conduction, de manie`re a` former un singulet le long de la premie`re colonne,
comme indique´ sur la Figure 2.3. Notons que la premie`re colonne, comprenant N boˆıtes
dispose´es de fac¸on antisyme´trique, peut eˆtre supprime´e sans modifier la repre´sentation du
fait que c’est un singulet.
Dans le groupe SU(2), le point fixe de couplage fort stable correspond a` un effet Kondo
ou` le spin d’impurete´ est ecrante´ partiellement, de fac¸on a` former une impurete´ bosonique
de spin (S − 1/2).
2.2.1.b Description de l’e´tat fondamental au point fixe de couplage fort
Nous e´tablissons ici l’expression de l’e´tat fondamental au point fixe de couplage fort. Cet
e´tat fondamental est de´ge´ne´re´. Les e´tats du multiplet formant l’e´tat fondamental se trans-
forment dans une repre´sentation comple´tement syme´trique de SU(N). Cette repre´sentation
est de´crite par un tableau de Young forme´ de (2S-1) boˆıtes sur la premie`re ligne, nous la
notons [2S − 1] (voir la Figure 2.3).
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Pour simplifier les calculs, nous choisissons de de´crire le spin de l’impurete´ en termes de
2S ope´rateurs bosoniques et (q − 1) ope´rateurs fermioniques. Nous aurions pu e´galement
choisir d’utiliser une base d’e´tats de´crits en terme d’une combinaison de (2S−1) bosons et q
fermions, comme nous le montrons dans l’appendice B. Les re´sultats auraient e´te´ e´quivalents.
L’e´tat de plus haut poids du multiplet de couplage fort s’e´crit
|GS〉[2S−1]{a}aa =
1√
(2S − 1)!(b
†
a)
2S−1|∆〉 , (2.5)
avec
|∆〉 ≡ 1
γ
A(b†i1(
iq∏
α=i2
f †α)(
iN∏
β=iq+1
c†β))|0〉 , (2.6)
γ ≡
√
(2S +N − 1)Cq−1N−1 .
On remarque la pre´sence d’un terme supple´mentaire Cq−1N−1 dans le facteur de normalisation
γ, compare´ a` l’expression (B.10) de´crivant l’e´tat de spin ψb . Cette diffe´rence est due a` la
pre´sence d’un deuxie`me type de fermions a` l’origine, correspondant aux e´lectrons de conduc-
tion venant e´cranter le spin de l’impurete´ a` la limite de couplage fort. |∆〉 se transforme
comme un singulet de SU(N), et est annihile´ par n’importe quel ope´rateur ascendant ou
descendant, ainsi
T±|∆〉 = U±|∆〉 = · · · = 0.
Dans le cas d’un spin d’impurete´ totalement antisyme´trique, |∆〉 de´crit l’e´tat fondamental
de couplage fort. Cette configuration sera examine´e plus loin, dans la section 4.2.2.
Les autres e´tats du multiplet de´crivant l’e´tat fondamental de couplage fort [2S− 1] sont
obtenus en faisant agir les ope´rateurs descendants T− et U− sur l’e´tat de plus haut poids
(2.5), comme nous l’avons vu dans l’appendice A pour le groupe SU(3). Par exemple
T− |GS〉{a}aa =
√
2S − 1 |GS〉{a}ab
= (2S − 1) 1√
(2S − 1)! b
†
b(b
†
a)
2S−2|∆〉 , (2.7)
U− |GS〉{a}ab = |GS〉{a}ac
=
1√
(2S − 2)! b
†
c(b
†
a)
2S−2|∆〉 , (2.8)
d’ou` nous identifions
|GS〉{a}ab = 1√
(2S − 2)!b
†
b(b
†
a)
2S−2|∆〉 ,
|GS〉{a}bb = 1√
2(2S − 3)!(b
†
b)
2(b†a)
2S−3|∆〉 ,
|GS〉{a}ac = 1√
(2S − 2)!b
†
c(b
†
a)
2S−2|∆〉 ,
|GS〉{a}bc = 1√
(2S − 3)!b
†
bb
†
c(b
†
a)
2S−3|∆〉 . (2.9)
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|GS + 1〉S ≡
c
c
c
c
= c
|GS + 1〉A ≡
c
c
c
c
=
c
Fig. 2.4 – Etats excite´s |GS + 1〉S et |GS + 1〉A comportant un e´lectron de conduction
supple´mentaire sur le site de l’impurete´ par rapport a` l’e´tat fondamental, nc = (N − q + 1),
dans les configurations syme´trique et antisyme´trique, respectivement.
2.2.2 Description des e´tats excite´s de couplage fort
Il existe deux types d’e´tats excite´s dans le re´gime de couplage fort, suivant que l’e´tat
fondamental de´ge´ne´re´ gagne ou perd un e´lectron de conduction sur le site de l’impurete´.
Notons |GS + 1〉 et |GS − 1〉 les deux types d’e´tats excite´s correspondants.
Dans le premier cas de |GS + 1〉, le spin de l’e´lectron supple´mentaire peut se retrouver
dans une configuration syme´trique ou antisyme´trique par rapport au spin de l’impurete´,
comme sche´matise´ sur la Figure 2.4. Cette terminologie diffe´renciant les deux configurations
est emprunte´e au cas du groupe SU(2), pour laquelle le spin de l’e´lectron supple´mentaire
est soit paralle`le, soit antiparalle`le au spin de l’impurete´. Nous la conservons dans le cas du
groupe SU(N) en parlant de configurations syme´trique et antisyme´trique.
Les e´tats excite´s caracte´rise´s par un e´lectron de conduction en moins sur le site de
l’impurete´, note´s |GS − 1〉, sont repre´sente´s sur la Figure 2.5. Il n’y a dans ce cas qu’une
seule configuration (repre´sentation) possible.
Nous allons maintenant formuler explicitement ces e´tats excite´s de couplage fort.
|GS − 1〉 ≡ (N − 1)
 c
c
Fig. 2.5 – Etat excite´ |GS − 1〉, comportant un e´lectron de conduction en moins sur le site
0 par rapport a` l’e´tat fondamental, nc = (N − q − 1).
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2.2.2.a Formulation des e´tats excite´s
Les e´tats |GS+1〉S de la configuration syme´trique se tranforment comme une repre´senta-
tion comple`tement syme´trique [2S]. L’e´tat de plus haut poids est obtenu en faisant agir
l’ope´rateur de cre´ation c†a sur l’e´tat fondamental (2.5)
|GS + 1〉S{a}aaa =
1
Ω
c†a|GS〉{a}aa .
Le facteur de normalisation Ω
Ω =
√
2S + q − 1
2S +N − 1
apparaˆıt [93] du fait que l’e´lectron supple´mentaire c doit eˆtre antisyme´trise´ avec les (N −
q) e´lectrons de conduction de´ja` pre´sents sur le site 0. Les autres e´tats du multiplet sont
obtenus par actions re´pe´te´es des ope´rateurs descendants, comme pour les e´quations (2.9).
Par exemple
|GS + 1〉S{a}aab =
1
Ω
1√
2S
[√
2S − 1c†a|GS〉{a}ab + c†b|GS〉{a}aa
]
, (2.10)
|GS + 1〉S{a}abc =
1
Ω
1√
2S
[√
2S − 2c†a|GS〉{a}bc + c†b|GS〉{a}ac + c†c|GS〉{a}ab
]
.
Conside´rons maintenant la configuration antisyme´trique. Les e´tats |GS + 1〉A se trans-
forment comme la repre´sentation [2S − 1, 1]. L’e´tat de plus haut poids est |GS +1〉A{a}aab. Il
est orthogonal a` l’e´tat de´fini en (2.10). Nous avons
|GS + 1〉A{a}aab =
1
Λ
1√
2S
[
c†a|GS〉{a}ab −
√
2S − 1c†b|GS〉{a}aa
]
,
ou` Λ est le facteur de normalisation
Λ =
√
q − 1
N − 1 .
Remarquons que Λ ne de´pend pas de 2S, contrairement a` Ω. Les autres e´tats du multiplet
de´crivant l’e´tat excite´ |GS + 1〉A se de´duisent de manie`re analogue a` la me´thode utilise´e
pour la construction des octets 81 et 82 dans SU(3) (cf. appendice A). Par exemple
|GS + 1〉A{a}abc =
1
Λ
1√
2S(2S − 1)
[√
2S − 2c†a|GS〉bc + c†b|GS〉ac(2S − 1)c†c|GS〉ab
]
,
|GS + 1〉A{a}acb =
1
Λ
1√
2S − 1
[
c†a|GS〉bc −
√
2S − 2c†b|GS〉ac
]
.
Nous re´capitulons dans la Tableau 2.2 les coefficients relatifs aux e´tats |GS + 1〉, note´s
{{a}abc} suivant la valeur des nombres quantiques implique´s. Ils correspondent aux coeffi-
cients de Clebsch-Gordan intervenant dans le produit direct [1] ⊗ [2S − 1] dans le groupe
SU(N). Nous adoptons les notations introduites dans la re´fe´rence [110].
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Tab. 2.2 – Coefficients de Clebsch-Gordan pour les e´tats excite´s |GS + 1〉, comportant un
e´lectron de conduction supple´mentaire sur le site de l’impurete´ par rapport a` l’e´tat fonda-
mental, re´sultant du produit direct [1] ⊗ [2S − 1], et correspondant aux e´tats de nombres
quantiques {{a}abc}. Les coefficients doivent eˆtre multiplie´s par le facteur de normalisation
1/
√
N , et une racine carre´e
√
est sous-entendue devant chacun des coefficients, suivant
les conventions utilise´es dans la re´fe´rence [110]. Un signe − indique un signe ne´gatif devant
la racine carre´e, −√ .
N c†a|GS〉{a}bc c†b|GS〉{a}ac c†c|GS〉{a}ab
Ω|GS + 1〉S{a}abc 2S 2S − 2 1 1
Λ|GS + 1〉A{a}abc 2S(2S − 1) 2S − 2 1 −(2S − 1)2
Λ|GS + 1〉A{a}acb 2S − 1 1 −(2S − 2) 0
Nous terminons cette section par la description des e´tats excite´s correspondant au mul-
tiplet |GS − 1〉, caracte´rise´ par un e´lectron de conduction en moins sur le site de l’impurete´
par rapport a` l’e´tat fondamental. Ces e´tats se transforment comme [2S − 1, 1N−1], et l’e´tat
de plus haut poids est
|GS − 1〉 = 1√
(2S−1)!
(b†a)
2S−1|∆′〉,
avec
|∆′〉 ≡ 1
γ′
A(b†i1(
iq∏
α=i2
f †α)(
iN−1∏
β=iq+1
c†β))|0〉 ,
γ′ ≡
√
(2S +N − 2)Cq−1N−1 .
|∆′〉 se transforme comme la repre´sentation [1N−1], de dimension N dans le groupe SU(N).
2.2.2.b Energie des e´tats excite´s
L’e´nergie de l’e´tat fondamentale E0 a e´te´ obtenue dans la section 2.2.1.a. Notons E
S
1 ,
EA1 et E2 les e´nergies des e´tats excite´s |GS + 1〉S, |GS + 1〉A et |GS − 1〉, respectivement.
Dans le chapitre 3 suivant, nous aurons a` conside´rer leurs diffe´rences par rapport a` l’e´nergie
de l’e´tat fondamental, autrement dit les e´nergies d’excitation
∆ES1 = E
S
1 − E0,
∆EA1 = E
A
1 − E0,
∆E2 = E2 − E0. (2.11)
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Tab. 2.3 – Energies d’excitation de couplage fort ∆ES1 , ∆E
A
1 , et ∆E2 pour un spin d’im-
purete´ repre´sente´ par un tableau de Young ((en L)), mesure´es par rapport a` l’e´nergie de
l’e´tat fondamental. Ces e´nergies correspondent aux e´tats excite´s comportant respectivement
un e´lectron supple´mentaire (indice 1) sur le site 0 couple´ syme´triquement (exposant S) et
antisyme´triquement (exposant A) au spin de l’impurete´ e´crante´e a` l’origine, et un e´lectron
en moins (indice 2).
∆ES1 ∆E
A
1 ∆E2
N arbitraire J2
(
2S +N − q − QN
)
J
2
(
N − q − QN
)
J
2
(
q +
Q
N
)
Limite de N grand
(Q/N fini) J2 (N − q + 2S) J2 (N − q) J2 · q
Ces e´nergies d’excitation ont e´te´ calcule´es en utilisant la meˆme me´thode a` partir des
ope´rateurs de Casimir (casimirologie) que celle utilise´e dans le calcul de l’e´nergie de l’e´tat
fondamental. Nous pre´sentons les re´sultats concernant les e´nergies d’excitation dans le Ta-
bleau 2.3, dans leur forme exacte pour N arbitraire puis dans la limite de grand N avec le
rapport (2S + q − 1)/N fini.
Notons dans le Tableau 2.3 que les e´nergies d’excitation ∆EA1 et ∆E2 dans la limite
de grand N ne de´pendent pas de 2S et sont relie´es par la transformation q → N − q,
caracte´ristique de la syme´trie particule-trou pre´sente dans le mode`le Kondo a` une impurete´
dans la repre´sentation [1q], purement antisyme´trique [109].
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Chapitre 3
Stabilite´ du point fixe de couplage
fort
Nous avons identifie´ dans le chapitre 2 pre´ce´dent le point fixe de couplage fort. Pour
J → ∞, l’e´tat de plus basse e´nergie correspond a` une configuration ou` nc = (N − q)
electrons de conduction e´crantent partiellement le spin de l’impurete´ situe´e a` l’origine, et
isole´s du reste du syste`me que l’on peut par commodite´ de´crire comme une chaˆıne d’e´lectrons
[32].
3.1 Principe de la me´thode
Afin de mieux comprendre la physique de basses e´nergies du syste`me, nous effectuons une
analyse de fort couplage. Le principe est de conside´rer un couplage Kondo fini (contrairement
au chapitre pre´ce´dent), en autorisant des sauts virtuels d’e´lectrons de conduction entre
l’origine (site de l’impurete´) et l’un des sites voisins. Ces processus de saut ge´ne`rent des
interactions entre le composite, forme´ par l’impurete´ et les e´lectrons de conduction sur le
site 0, et les e´lectrons situe´s sur les sites voisins. Ces interactions peuvent ensuite eˆtre traite´es
comme des perturbations au point fixe de couplage fort. En effectuant une analyse similaire
a` celle de´veloppe´e par Nozie`res et Blandin [16] pour identifier la nature des excitations,
nous pourrons de´terminer si le point fixe de couplage fort reste stable ou non une fois que
le processus de saut virtuel a e´te´ autorise´.
3.1.1 Etat fondamental de couplage fort en pre´sence d’un e´lectron
de conduction sur le site voisin
Nous conside´rons un syste`me avec un site additionnel, note´ site 1, voisin du site de
l’impurete´ e´crante´e. Ce site est occupe´ par un nombre nd d’e´lectrons de conduction. L’e´tat
fondamental correspondant est donne´ par
|GS, nd〉 =
∑
|GS〉0|nd〉1
Cet e´tat fondamental est compose´ de deux multiplets, posse´dant chacun des proprie´te´s
de syme´trie diffe´rentes suivant que les nd e´lectrons de conduction du site 1 sont couple´s
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|GS, nd〉S →
d
d
d
c
c
c
, |GS, nd〉A →
d
d
c d
c
c
Fig. 3.1 – Etat fondamental de couplage fort en pre´sence de nd e´lectrons de conduction sur
le site 1, couple´s de fac¸on syme´trique et antisyme´trique avec l’impurete´ e´crante´e situe´e a`
l’origine.
syme´triquement ou antisyme´triquement au composite situe´ sur le site 0. Ces deux multiplets,
note´s |GS, nd〉S et |GS, nd〉A, sont repre´sente´s sur la Figure 3.1. Ils correspondent aux deux
e´tats forme´s dans le produit direct
[2S − 1]⊗ [nd]→ [2S, 1nd−1]⊕ [2S − 1, 1nd ]
3.1.2 Crite`re de stabilite´ du point fixe de couplage fort
Une fois que le terme de saut est active´, la de´ge´ne´rescence entre ces deux multiplets est
leve´e, et chacun de ces multiplets acquiert un de´calage (((shift))) en e´nergie diffe´rent que
nous notons ∆ES et ∆EA, respectivement (voir la Figure 3.2). Nous pouvons reproduire ce
spectre d’e´nergie en conside´rant un couplage effectif entre le spin du composite a` l’origine,
et le spin des nd e´lectrons situe´s sur le site voisin 1. Lorsque E
S
0 est supe´rieure (infe´rieure)
a` EA0 , le couplage effectif de spin est antiferromagne´tique (ferromagne´tique).
Ainsi, si le couplage entre le spin effectif sur le site de l’impurete´ et le spin des e´lectrons de
conduction sur le site 1 est ferromagne´tique, nous savons, en nous reposant sur des arguments
mis en avant par la the´orie d’invariance d’e´chelle (((scaling))) de´veloppe´e dans la limite de
couplage faible [19, 114, 115], que la perturbation de saut est non pertinente. La physique de
basses e´nergies du mode`le est bien de´crite par le point fixe de couplage fort. Cette physique
est celle d’une impurete´ effective sous-e´crante´e, associe´e a` une repre´sentation totalement
syme´trique, faiblement couple´e a` un gaz d’e´lectrons libres. Le de´phasage qui s’ensuit indique
que le spin de l’impurete´ est de´ja` e´crante´ par (N − q) e´lectrons de conduction. Dans le cas
d’un spin d’impurete´ comple`tement antisyme´trique (2S = 1) [109], le de´phasage correspond
a` la limite unitaire, δ = pi/2 pour SU(2). Il est fonction de q/N pour SU(N), atteignant la
limite unitaire pour q = N/2.
Si au contraire le couplage effectif entre le spin du composite du site 0 et le spin des
e´lectrons de conduction du site 1 est antiferromagne´tique, la perturbation apporte´e par le
terme de saut est pertinente, le point fixe de couplage fort est instable. Il ne de´crit plus la
physique de basses e´nergies du mode`le. On s’attend a` ce que le syste`me soit de´crit par un
point fixe de couplage interme´diaire a` de´terminer.
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Fig. 3.2 – De´calage en e´nergie de l’e´tat fondamental de couplage fort dans une the´orie de
perturbation au second ordre en t pour le cas d’un couplage effectif (a) ferromagne´tique et
(b) antiferromagne´tique.
3.2 Calcul perturbatif des effets du terme de saut
Dans cette section, nous calculons explicitement les effets d’un terme de saut t sur le
point fixe de couplage fort a` l’ordre le plus bas en the´orie de perturbation, c’est-a`-dire au
second ordre. Conside´rons le cas d’une impurete´ de´crite par un tableau de Young ((en L)) en
pre´sence de nd e´lectrons de conduction situe´s sur le site voisin. Notre approche ge´ne´ralise
donc le cas nd = 1 e´tudie´ pre´ce´demment [93]. Nous pourrons ainsi comprendre l’origine de
l’instabilite´ du point fixe de couplage fort.
L’analyse de la stabilite´ du point fixe de couplage fort peut eˆtre conduite en ajoutant
un terme de saut au couplage Kondo
Hh = H1 +H2 = t
∑
α
c†αdα + t
∑
α
d†αcα, (H1)
† = H2 , (3.1)
ou` d†α est l’ope´rateur de cre´ation d’un e´lectron de spin α sur le site 1. La syme´trie SU(N)
est pre´serve´e par ce terme de saut. Cela signifie que la perturbation de´cale les e´nergies
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de |GS, nd〉S et |GS, nd〉A se´pare´ment, sans que les e´tats de ces deux multiplets ne soient
me´lange´s. Nous notons les de´calages en e´nergie associe´s par ∆ES0 and ∆E
A
0 , respectivement.
Nous pouvons distinguer deux types de processus, correspondant aux diffe´rents e´tats
interme´diaires. Le premier, que nous appelons processus 1, correspond au saut d’un e´lectron
de conduction d’abord du site 1 au site 0 , explorant les e´tats excite´s |GS+1〉S,A (voir Figures
3.3 et 3.4), suivi du saut de l’e´lectron du site 0 au site 1. Les indices S et A correspondent
aux deux configurations possibles suivant que l’e´lectron de conduction sautant sur le site 0
est syme´triquement ou antisyme´triquement couple´ au spin de l’impurete´ e´crante´e. Ces deux
e´tats possibles sont pre´sente´s en de´tail plus loin. La contribution du processus 1 au de´calage
en e´nergie est donne´e par
t2
∑
α,β
∑
i
〈GS, nd|d†βcβ|GS + 1, nd − 1〉i i〈GS + 1, nd − 1|c†αdα|GS, nd〉
(E0 − Ei1)
,
avec i = S,A. Dans le second processus, l’e´lectron saute d’abord du site 0 au site 1, explorant
ainsi les e´tats excite´s |GS − 1〉S,A (cf Figure 3.5) puis revient a` l’origine. Il en re´sulte la
contribution suivante au de´calage de l’e´nergie
t2
∑
α,β
〈GS, nd|c†βdβ|GS − 1, nd + 1〉〈GS − 1, nd + 1|d†αcα|GS, nd〉
(E0 − E2) .
Ainsi, les de´calages en e´nergie correspondant aux configurations syme´trique et anti-
syme´trique sont donne´s respectivement par
∆ES0 =
MS1
E0 − ES1
+
MS1
E0 − EA1
+
MS2
E0 − E2 , (3.2)
∆EA0 =
MA1
E0 − EA1
+
MA2
E0 − E2 , (3.3)
ou` les expressions apparaissant aux de´nominateurs (E0−ES1 ) = −∆ES1 , (E0−EA1 ) = −∆EA1 ,
et (E0−E2) = −∆E2 mesurent les diffe´rences d’e´nergie entre l’e´tat fondamental et les e´tats
excite´s (voir le Tableau 2.3 du chapitre pre´ce´dent). Les e´le´ments de matriceM seront donne´s
plus loin, lorsque nous e´tudierons chacun des processus. La diffe´rence d’e´nergie entre les deux
e´tats
∆ES0 −∆EA0 =
MS1
E0 − ES1
+
MS1 −MA1
E0 − EA1
+
MS2 −MA2
E0 − E2 ,
sche´matise´e sur la Figure 3.2 de´termine le signe de l’interaction effective de spin et donc la
stabilite´ du point fixe de couplage fort.
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Tab. 3.1 – Coefficients de Clebsch-Gordan intervenant dans le produit direct [1]⊗ [2S−1]→
[2S]⊕ [2S− 1, 1]. La notation |{a}aab〉 indique un e´tat de la repre´sentation [2S], tandis que
|{a}aa, b〉 repre´sente l’e´tat de plus haut poids de [2S − 1, 1].
aab N |a〉|{a}ab〉 |b〉|{a}aa〉
|{a}aab〉 2S 2S − 1 1
|{a}aa, b〉 2S 1 −(2S − 1)
3.2.1 Processus 1: configuration syme´trique
Nous conside´rons tout d’abord le cas ou` les nd electrons sur le site 1 sont couple´s
syme´triquement au spin du composite situe´ a` l’origine. En notation de tableau de Young,
cela correspond a` l’e´tat forme´ dans le produit direct : [2S − 1]⊗ [1nd ] → [2S, 1nd−1]. L’e´tat
fondamental
|GS, nd〉S = (d†ad†b · · · d†u)|GS〉 , (3.4)
se transforme sous l’action du terme de saut en une combinaison line´aire de deux e´tats
excite´s, |GS + 1, nd − 1〉S, d’e´nergie ES, et |GS + 1, nd − 1〉S d’e´nergie EA, suivant que
l’e´lectron de conduction supple´mentaire sur le site 0 est couple´ syme´triquement ou anti-
syme´triquement au spin de l’impurete´ e´crante´e. Les e´tats obtenus par l’action de c†σdσ sur
l’e´tat fondamental de´fini par l’Equation (3.4), sont calcule´s explicitement et mis sous la
forme d’une combinaison line´aire des e´tats excite´s (cf. Figure 3.3).
Nous allons maintenant e´crire explicitement ces e´tats excite´s. Pour cela nous ajoutons
un e´lectron c a` l’e´tat fondamental et combinons ensuite l’e´tat obtenu avec (nd−1) e´lectrons
situe´s sur le site 1. L’e´tat excite´ |GS + 1〉S de couplage fort est l’e´tat de plus haut poids
forme´ dans le produit direct
[2S − 1]⊗ [1]→ [2S]⊕ [2S − 1, 1].
Nous avons
|GS + 1〉Saaa =
1
Ω
c†a|GS〉aa , (3.5)
avec le facteur de normalisation
Ω =
√
2S + q − 1
2S +N − 1 .
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Fig. 3.3 – Lorsque nd e´lectrons de conduction sont couple´s syme´triquement a` l’impurete´
e´crante´e situe´e a` l’origine, l’ope´rateur de saut c†σdσ agissant sur l’e´tat fondamental ge´ne`re
une combinaison line´aire de deux e´tats excite´s caracte´rise´s par un e´lectron de conduction
supple´mentaire sur le site 0.
Les autres e´tats du multiplet qui se transforment comme la repre´sentation [2S], s’obtiennent
en faisant agir les ope´rateurs descendants approprie´s. Par exemple
|GS + 1〉Saab =
1
Ω
√
2S
(√
2S − 1 c†|GS〉ab + c†b|GS〉aa
)
. (3.6)
L’e´tat de plus haut poids du multiplet antisyme´trique |GS+1〉A se transformant comme
[2S − 1, 1] est un e´tat orthogonal a` |GS + 1〉Saab, c’est-a`-dire
|GS + 1〉Aaab =
1
Λ
√
2S
(
c†a|GS〉ab −
√
2S − 1 c†b|GS〉aa
)
, (3.7)
faisant apparaˆıtre un autre facteur de normalisation
Λ =
√
q − 1
N − 1 .
Les autres e´tats s’obtiennent a` partir des trois pre´ce´dents (3.5), (3.6) et (3.7). Nous re´capitulons
les re´sultats obtenus dans les Tableaux 3.1-3.3 sous la forme de coefficients de Clebsch-
Gordan.
Nous devons ensuite ajouter (nd−1) e´lectrons sur le site 1. Les re´sultats des calculs sont
re´capitule´s dans le Tableau 3.4.
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Tab. 3.2 – Similaire au Tableau 3.1, mais pour les e´tats de nombres quantiques (a)2S−2bb.
abb N |a〉|{a}bb〉 |b〉|{a}ab〉
|{a}abb〉 2S 2S − 2 2
|{a}ab, b〉 2S 2 −(2S − 2)
Les Tableaux 3.1-3.4 donnent les re´sultats obtenus pour les coefficients de Clebsch-
Gordan ne´cessaires au calcul des e´tats excite´s. Les Tableaux 3.1, 3.2, 3.3 correspondent
au cas ou` un seul e´lectron de conduction est ajoute´ a` l’impurete´ e´crante´e, tandis que le Ta-
bleau 3.4 contient les coefficients intervenant lorsque nd e´lectrons sont ajoute´s. Les valeurs
pre´sente´es de ces coefficients sont valables pour 2S, nd et N arbitraires. Ces tableaux doivent
eˆtre lus suivant les conventions de la re´fe´rence [110], de´ja rencontre´es dans le Tableau 2.2 du
chapitre pre´ce´dent et que nous rappelons ici : tous les coefficients sont affecte´s d’une racine
carre´e, et doivent eˆtre multiplie´s par le facteur de normalisation 1/
√
N ; de plus un signe −
indique un signe ne´gatif devant la racine carre´e. Par exemple la valeur −(2S − 1) ci-dessus
signifie −√2S − 1.
Tab. 3.3 – Similaire au Tableau 3.1, mais pour les e´tats de nombres quantiques (a)2S−2bc.
On remarquera la de´ge´ne´rescence des e´tats [2S − 1, 1]. Nous notons |{a}ab, c〉, et |{a}ac, b〉
les e´tats orthogonaux correspondants .
abc N |a〉|{a}bc] |b〉|{a}ac〉 |c〉|{a}ab〉
|{a}abc〉 2S 2S − 2 1 1
|{a}ab, c〉 2S(2S − 1) 2S − 2 1 −(2S − 1)2
|{a}ac, b〉 2S − 1 1 −(2S − 2) 0
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Tab. 3.4 – Coefficients de Clebsch-Gordan intervenant dans le produit direct des
repre´sentations de k = nd electrons de conduction situe´s sur le site 1, et du spin de l’im-
purete´ e´crante´e a` l’origine, [2S − 1], [1k]⊗ [2S − 1]→ [2S, 1k−1]⊕ [2S − 1, 1k]⊕ · · · . Nous
n’avons retenu que les coefficients pour les repre´sentations [2S, 1k−1] et [2S−1, 1k] (dernie`re
ligne). Les e´tats associe´s a` la repre´sentation [1k] sont note´s par une colonne d’indices |...〉,
ceux associe´s a` [2S − 1] sont note´s |α〉, et ceux proches de l’e´tat de plus haut poids sont
note´s |a〉. Les e´tats de [2S, 1k−1] et de [2S − 1, 1k] sont note´s |ab, c, d, . . . 〉 et |a, b, c, · · · 〉,
respectivement.
[1k]⊗ [2S − 1] N [1k]{|...〉
[2S−1]︷︸︸︷
|a〉 |...〉|b〉 |...〉|c〉 · · ·
{a}abc · · ·uv
|ab, c, · · · , u, v〉 2S(2S − 1) 2S − 1 (2S − 1)2 0 · · ·
|ac, b, · · · , u, v〉 2S(2S + 1) −(2S − 1) 1 (2S)2 · · ·
· · · · · · · · · · · · · · · · · ·
|au, b, · · · , t, v〉 (2S + k − 2)(2S + k − 3) (−1)k(2S − 1) −(−1)k (−1)k · · ·
|av, b, · · · , t, u〉 (2S + k − 1)(2S + k − 2) (−1)k+1(2S − 1) −(−1)k+1 (−1)k+1 · · ·
|a, b, · · · , u, v〉 (2S + k − 1) (2S − 1) −1 1 · · ·
[1k]⊗ [2S − 1] |...〉|u〉 |...〉|v〉
{a}abc · · ·uv
|ab, c, · · · , u, v〉 0 0
|ac, b, · · · , u, v〉 0 0
· · · · · · · · ·
|au, b, · · · , t, v〉 (2S + k − 3)2 0
|av, b, · · · , t, u〉 1 (2S + k − 2)2
|a, b, · · · , u, v〉 (−1)k−1 (−1)k
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Nous avons
|GS + 1, nd − 1〉Saab···u (3.8)
=
1√
2S + nd − 1
[√
2S
(
nd∏
i=2
d†xi
)
|GS + 1〉Saaa
+
nd∑
j=2
(−1)j−1
(
nd∏
i=1,i6=j
d†xi
)
|GS + 1〉Saaxj
]
=
1
Ω
√
2S(2S + nd − 1)
×
[
2S
(
nd∏
i=2
d†xi
)
c†a|GS〉aa
+
nd∑
j=2
(−1)j−1
(
nd∏
i=1,i6=j
d†xi
)(√
2S − 1 c†a|GS〉axj + c†xj |GS〉aa
)]
,
pour l’e´tat excite´ syme´trique dans la configuration syme´trique, et
|GS + 1, nd − 1〉Saab···u (3.9)
=
1√
nd − 1
[
nd∑
j=2
(−1)j
(
nd∏
i=1,i6=j
d†xi
)
|GS + 1〉Aaaxj
]
=
1
Λ
√
2S(nd − 1)
[
nd∑
j=2
(−1)j
(
nd∏
i=1,i6=j
d†xi
)(
c†a|GS〉axj −
√
2S − 1 c†xj |GS〉aa
)]
,
pour l’e´tat excite´ antisyme´trique dans la configuration syme´trique (x1 = a). Ces deux e´tats
excite´s sont repre´sente´s sur la Figure 3.3.
Nous de´duisons des expressions (3.9) et (3.10) pre´ce´dentes l’effet du terme de saut (c†σdσ)
sur l’e´tat fondamental (3.4)(∑
σ
c†σdσ
)
|GS, nd〉S = Ω
√
2S + nd − 1
2S
|GS + 1, nd − 1〉S
+Λ
√
nd − 1
√
2S − 1
2S
|GS + 1, nd − 1〉S . (3.10)
ou` les coefficients de normalisation sont
Ω =
√
2S + q − 1
2S +N − 1 , Λ =
√
q − 1
N − 1
inde´pendants de nd, puisque nous conside´rons le saut d’un seul e´lectron.
Nous obtenons finalement les e´le´ments de matrice suivants
MS1 = |S〈GS + 1, nd − 1|H1|GS, nd〉S|2
= t2
(
2S + nd − 1
2S
)(
2S + q − 1
2S +N − 1
)
, (3.11)
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Fig. 3.4 – Lorsque nd e´lectrons sont couple´s antisyme´triquement a` l’impurete´ e´crante´e situe´e
a` l’origine, l’ope´rateur de saut c†σdσ agissant sur l’e´tat fondamental ge´ne`re des e´tats pro-
portionnels a` un e´tat excite´ donne´, comportant un e´lectron de conduction supple´mentaire a`
l’origine.
MS1 = |S〈GS + 1, nd − 1|H1|GS, nd〉S|2
= t2(nd − 1)
(
2S − 1
2S
)(
q − 1
N − 1
)
. (3.12)
Nous voyons imme´diatement que M
S
1 est proportionnel a` (nd− 1), et s’annule pour nd = 1,
tandis que MS1 ne de´pend de nd de fac¸on significative que dans le cas ou` 2S ¿ nd < N .
3.2.2 Processus 1 : configuration antisyme´trique
Nous conside´rons maintenant le cas ou` les e´lectrons sur site 1 sont couple´s au spin du
composite situe´ a` l’origine suivant le produit direct
[2S − 1]⊗ [1nd ]→ [2S − 1, 1nd ].
Dans la section pre´ce´dente 3.2.1 il s’est ave´re´ relativement facile d’e´crire l’e´tat fondamental
de couplage fort en juxtaposant dans l’e´tat de plus haut poids possible le spin effectif de
l’impurete´ e´crante´e et les nd e´lectrons du site 1. Nous avons ainsi obtenu l’e´quation (3.4).
Ici la de´termination des coefficients de clebsch-Gordan dans le groupe SU(N) est un peu
plus difficile. Nous pre´sentons ces coefficients dans le Tableau 3.4. L’e´tat fondamental s’e´crit
|GS, nd〉Aabc...v =
1√
2S + nd − 1
[√
2S − 1
(
nd+1∏
i=2
d†yi
)
|GS〉aa
+
nd+1∑
j=2
(−1)j−1
(
nd+1∏
i=1,i6=j
d†yi
)
|GS〉ayj
]
, (3.13)
avec y1 = a. Le terme de saut transforme l’e´tat fondamental pre´ce´dent en un e´tat propor-
tionnel a` un e´tat excite´ de couplage fort donne´ (cf. Figure 3.4).
Afin de de´terminer l’e´le´ment de matrice correspondant, nous avons calcule´ explicitement(∑
σ
c†σdσ
)
|GS, nd〉A ∝ |GS + 1, nd − 1〉A ,
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puis normalise´ l’e´tat re´sultant. L’action de (c†σdσ) sur l’e´tat fondamental |GS, nd〉A, ca-
racte´rise´ par nd e´lectrons couple´s antisyme´triquement au composite situe´ a` l’origine, produit(∑
σ
c†σdσ
)
|GS, nd〉Aab···v (3.14)
=
(−1)nd−1√
2S + nd − 1
[√
2S − 1
nd+1∑
l=2
(−1)l
(
nd+1∏
i=2,i6=l
d†i
)
c†xl|GS〉aa
+
nd+1∑
j=2
(−1)j−1
{
j−1∑
l=1
(−1)l−1
(
nd+1∏
i=1,i6=j,l
d†i
)
+
nd+1∑
l=j+1
(−1)l
(
nd+1∏
i=1,i6=j,l
d†i
)}
c†xl|GS〉axj
]
,
qui est proportionnel a` l’expression d’un e´tat excite´ de couplage fort donne´. Compte tenu
du fait que nous pouvons mettre l’e´quation pre´ce´dente sous la forme(∑
σ
c†σdσ
)
|GS, nd〉Aab···v
=
(−1)nd−1√
2S + nd − 1
[
nd+1∑
l=2
(−1)l
(
nd+1∏
i=2,i6=l
d†xi
)(√
2S − 1 c†xl|GS〉aa − c†a|GS〉axl
)
+
nd+1∑
j=2
(−1)j−1
{
j−1∑
l=2
(−1)l−1
(
nd+1∏
i=1,i6=j,l
d†xi
)
−
nd+1∑
l=j+1
(−1)l−1
(
nd+1∏
i=1,i6=j,l
d†xi
)}
c†xl|GS〉axj
]
,
nous obtenons(∑
σ
c†σdσ
)
|GS, nd〉Aab···v
=
(−1)nd−1√
2S + nd − 1
nd+1∑
l=2
(−1)l
[(
nd+1∏
i=2,i6=l
d†xi
)(√
2S − 1 c†xl|GS〉aa − c†a|GS〉axl
)
−
l−1∑
j=2
(−1)j
(
nd+1∏
i=1,i6=j,l
d†xi
)(
c†xl|GS〉axj − c†xj |GS〉axl
)]
.
Cette expression peut eˆtre e´crite en utilisant la forme des e´tats antisyme´triques |GS + 1〉A,
a` l’aide des relations suivantes
Λ(
√
2S |GS + 1〉Aaxlxj −
√
2S − 2 |GS + 1〉Aaxjxl) =
√
2S − 1(c†xl|GS〉axj − c†xj |GS〉axl) ,
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Λ
√
2S |GS + 1〉Aaaxl = c†a|GS〉axl −
√
2S − 1 c†xl|GS〉aa ,
pour obtenir(∑
σ
c†σdσ
)
|GS, nd〉Aab···v
=
(−1)nd−1Λ√
(2S + nd − 1)(2S − 1)
nd+1∑
l=1
(−1)l+1
×
[ (
nd+1∏
i=2,i6=l
d†xi
)√
2S(2S − 1) |GS + 1〉Aaaxl
−
l−1∑
j=2
(−1)j
(
nd+1∏
i=1,i6=j,l
d†xi
)(√
2S |GS + 1〉Aaxjxl −
√
2S − 2 |GS + 1〉Aaxlxj
)]
.
Comme (∑
σ
c†σdσ
)
|GS, nd〉Aab···v ∝ |GS + 1, nd − 1〉Aab···v (3.15)
nous avons simplement a` normaliser l’e´tat pre´ce´dent pour obtenir l’e´tat excite´ |GS+1, nd−
1〉Aab···v. A un signe pre`s, nous trouvons
|GS + 1, nd − 1〉Aab···v
=
1√
nd(2S + nd − 1)(2S − 1)
nd+1∑
l=1
(−1)l+1
×
[(
nd+1∏
i=2,i6=l
d†xi
)√
2S(2S − 1) |GS + 1〉Aaaxl
−
l−1∑
j=2
(−1)j
(
nd+1∏
i=1,i6=j,l
d†xi
)(√
2S |GS + 1〉Aaxjxl −
√
2S − 2 |GS + 1〉Aaxlxj
)]
.
et (∑
σ
c†σdσ
)
|GS, nd〉Aab···v = (Λ
√
nd)|GS + 1, nd − 1〉Aab···v .
Nous obtenons finalement l’e´le´ment de matrice suivant
MA1 = |A〈GS + 1, nd − 1|H1|GS, nd〉A|2
= t2 nd
(
q − 1
N − 1
)
. (3.16)
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Fig. 3.5 – L’ope´rateur d†σcσ, agissant sur l’e´tat fondamental comportant nd e´lectrons sur le
site 1, couple´s (a) syme´triquement ou (b) antisyme´triquement au spin de l’impurete´ e´crante´e
situe´e a` l’origine. Il en re´sulte un e´tat proportionnel a` un e´tat excite´ avec un e´lectron en
moins sur le site de l’impurete´ par rapport a` l’e´tat fondamental, couple´ (a) syme´triquement
ou (b) antisyme´triquement aux (nd + 1) e´lectrons de conduction.
Notons dans l’e´quation pre´ce´dente que l’e´le´ment de matrice MA1 obtenu de´pend de nd mais
est inde´pendant de 2S. En combinant ce re´sultat avec l’expression obtenue pour M
S
1 (3.12),
nous de´rivons
M
S
1 −MA1 = −t2
(
2S + nd − 1
2S
)(
q − 1
N − 1
)
. (3.17)
Le terme de droite de l’e´quation pre´ce´dente fait apparaˆıtre la meˆme de´pendance en nd que
MS1 (3.11), mais avec un signe oppose´.
3.2.3 Processus 2
Pour les deux configurations syme´trique et antisyme´trique du processus 2, il existe une
transformation biunivoque [93] entre l’e´tat obtenu par l’action de H2 (3.1) sur l’e´tat fon-
damental, et l’e´tat excite´ de meˆme syme´trie (cf. Figure 3.5). L’e´valuation des e´le´ments de
matrice MS2 et M
A
2 associe´s au processus 2 est donc conside´rablement simplifie´e en uti-
lisant cette proprie´te´ permettant de relier les e´le´ments de matrice des processus 1 et 2,
respectivement.
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D’une part nous avons dans le processus 1
MS1 +M
S
1 = t
2
∑
σσ′
S〈GS, nd|d†σ′cσ′c†σdσ|GS, nd〉S
= t2
∑
σσ′
S〈d†σ′(δσσ′ − c†σcσ′)dσ〉S
= t2
∑
σ
S〈d†σdσ〉S − δMS ,
avec
δMS = t2
∑
σσ′
S〈c†σd†σ′dσcσ′〉S,
ou` la valeur moyenne S〈〉S est prise sur l’e´tat fondamental |GS, nd〉S.
D’autre part pour le processus 2, les e´le´ments de matrice relatifs a` la configuration
syme´trique obe´issent a`
MS2 = t
2
∑
σσ′
S〈GS, nd|c†σ′dσ′d†σcσ|GS, nd〉S
= t2
∑
σσ′
S〈c†σ′(δσσ′ − d†σdσ′)cσ〉S
= t2
∑
σ
S〈c†σcσ〉S − δMS ,
ou` les variables muettes σ et σ′ ont e´te´ e´change´es dans la dernie`re ligne. La meˆme rela-
tion existe pour la configuration antisyme´trique (avec les valeurs moyennes prises sur l’e´tat
fondamental |GS, nd〉A)
MA1 = t
2
∑
σ
A〈d†σdσ〉A − δMA ,
MA2 = t
2
∑
σ
A〈c†σcσ〉A − δMA .
Finalement, en utilisant cette simplification, nous trouvons
MS2 = t
2(nc − nd) + (MS1 +MS1 )
= t2 (N − nd)
(
N − q
N − 1
)(
2S +N − 2
2S +N − 1
)
, (3.18)
MA2 = t
2(nc − nd) +MA1
= t2 [N − (nd + 1)]
(
N − q
N − 1
)
, (3.19)
MS2 −MA2 = MS1 +MS1 −MA1
= t2
(
2S + nd − 1
2S +N − 1
)(
N − q
N − 1
)
. (3.20)
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Chapitre 4
Re´sultats et discussion
Ayant calcule´ dans le chapitre pre´ce´dent les diffe´rents e´le´ments de matrice implique´s,
nous sommes maintenant en mesure de de´river les expressions des de´calages en e´nergie
∆ES0 et ∆E
A
0 de l’e´tat fondamental de couplage fort dans les configurations syme´trique et
antisyme´trique, respectivement. Nous utilisons pour cela une the´orie de perturbation au
deuxie`me ordre en fonction du terme t de saut des e´lectrons de conduction.
Paralle`lement, nous pre´sentons les re´sultats sous la forme d’un hamiltonien effectif faisant
apparaˆıtre les interactions de charge et de spin entre l’impurete´ e´crante´e situe´e a` l’origine
et les nd e´lectrons de conduction du site voisin. Nous discutons ensuite les implications de
cet hamiltonien effectif sur le comportement de basses e´nergies du syste`me.
4.1 Hamiltonien effectif et interaction de spin
Dans cette section, nous allons tout d’abord de´finir l’hamiltonien effectif conside´re´. Cet
hamiltonien effectif fait apparaˆıtre des interactions de charge et de spin entre le composite au
site 0 et les e´lectrons de conduction situe´s sur le site 1. Les valeurs prises par ces interactions
effectives de charge et de spin sont obtenues en identifiant les de´calages en e´nergie ∆ES0 et
∆EA0 induits par l’hamiltonien effectif aux de´calages e´value´s graˆce aux e´le´ments de matrice,
que nous avons calcule´s dans le chapitre pre´ce´dent suivant une the´orie de perturbation
au deuxie`me ordre en t autour du point fixe de couplage fort. Nous discutons alors de le
caracte`re stable ou instable du point fixe de couplage fort.
4.1.1 Description de l’hamiltonien effectif
L’hamiltonien effectif conside´re´ est le suivant
Heff = Ueff nd + Jeff S
[2S−1]
0 · S[1
nd ]
1 ,
ou` Ueff et Jeff sont respectivement les interactions effectives de charge et de spin entre
l’impurete´ e´crante´e par les e´lectrons de conduction sur le site origine et les e´lectrons de
conduction situe´s sur le site adjacent. Dans les notations utilise´es, S
[2S−1]
0 et S
[1nd ]
1 sont les
ope´rateurs de spin associe´s aux repre´sentation [2S−1] et [1nd ] de´crivant l’impurete´ e´crante´e
sur le site 0 et les nd e´lectrons sur le site 1, respectivement.
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Le signe de l’interaction effective de spin controˆle la stabilite´ du point fixe de couplage
fort. Lorsque le couplage effectif de spin est ferromagne´tique, on peut montrer par des ar-
guments issus du groupe de renormalisation (similaires a` ceux que nous de´velopperons dans
la partie suivante) que la perturbation apporte´e par le terme de saut n’est pas pertinente;
le point fixe de couplage fort est stable, et de´crit la physique de basses e´nergies du syste`me.
Dans le cas contraire lorsque l’interaction effective de spin est antiferromagne´tique, la per-
turbation est pertinente et le point fixe de couplage fort est instable. Le comportement de
basses e´nergies du syste`me est alors de´crit par un point fixe de couplage interme´diaire, a`
de´terminer.
On peut e´galement de´river une interaction effective de charge, re´sultant du saut vir-
tuel des e´lectrons de conduction entre le site de l’impurete´ et l’un des sites voisins. Cette
interaction de charge peut eˆtre attractive ou re´pulsive. Nous verrons par la suite que la
nature de l’interaction de charge est parfaitement lie´e au caracte`re ferromagne´tique ou an-
tiferromagne´tique de l’interaction effective de spin. Dans le cas d’une interaction effective
de charge re´pulsive, l’impurete´ partiellement e´crante´e a tendance a` repousser les e´lectrons
du site voisin. Au contraire pour une interaction effective de charge attractive, le composite
de l’origine tend a` accumuler un nombre maximal d’e´lectrons de conduction sur le site 1.
L’analyse de l’interaction effective de charge va nous permettre de mieux comprendre les
proprie´te´s physiques du mode`le.
4.1.2 De´calages en e´nergie ∆ES0 et ∆E
A
0
Nous e´valuons maintenant les de´calages en e´nergie en utilisant les re´sultats concernant
les e´le´ments de matrices obtenus dans le chapitre pre´ce´dent. En incorporant les expressions
des e´le´ments de matrices (3.11), (3.17) et (3.20), ainsi que celles des e´nergies d’excitation
(cf. Tableau 2.3) dans les e´quations (3.3) et (3.4), nous trouvons
∆EA0 = −
(
2t2
J
)[(
nd
N − 1
)(
q − 1
N − q −Q/N
)
+
(
1− nd
N − 1
)(
N − q
q +Q/N
)]
, (4.1)
∆ES0 −∆EA0 = −(2S + nd − 1)
(
2t2
J
)
×
{
− q − 1
2S(N − 1)(N − q − (2S + q − 1)/N)
+
N − q
(N − 1)(2S +N − 1)(q + (2S + q − 1)/N)
+
2S + q − 1
2S(2S +N − 1)(2S +N − q − (2S + q − 1)/N)
}
. (4.2)
On remarque la de´pendance line´aire de (∆ES0 −∆EA0 ) en fonction de (2S+nd−1) qui peut
eˆtre factorise´e. Lorsque 2S augmente, la diffe´rence en e´nergie (∆ES0 − ∆EA0 ) diminue. De
plus, l’effet de nd sur (∆E
S
0 −∆EA0 ) reste faible tant que nd ¿ 2S.
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Jusqu’a` pre´sent nous avons surtout pre´sente´ les re´sultats pour N arbitraire. Dans ce qui
suivra, nous conside`rerons le plus souvent la limite de N grand, caracte´rise´e par 2S/N et
q/N finis. A l’ordre le plus bas en 1/N nous obtenons
∆EA0 = −
2t2
J
[(
N − q
q
)
−
(nd
N
)(N(N − 2q)
q(N − q)
)]
(4.3)
∆ES0 −∆EA0 = −
2t2
JN
(
2S + nd − 1
2S +N − q
)(
N(N − 2q)
q(N − q)
)
. (4.4)
La diffe´rence en e´nergie (∆ES0 −∆EA0 ) dans la limite de grand N est en O(1/N). Les deux
niveaux d’e´nergie ∆ES0 et ∆E
A
0 ont le meˆmes terme dominant en O(1), qui ne de´pend
presque pas de 2S. La seule de´pendance en 2S apparaˆıt dans la diffe´rence (∆ES0 −∆EA0 ).
4.1.3 De´rivation de l’hamiltonien effectif
Les de´calages en e´nergie de´rive´s dans la section 4.1.2 peuvent eˆtre reproduits a` partir de
l’hamiltonien effectif de´fini, a` une constante additive pre`s de´termine´e plus loin, par
Heff = Ueff nd + Jeff S
[2S−1]
0 · S[1
nd ]
1 , (4.5)
ou` Ueff et Jeff sont les interactions effectives de charge et de spin, respectivement, entre
l’impurete´ e´crante´e par les e´lectrons de conduction sur le site 0 dans la limite de couplage
fort, et les nd e´lectrons de conduction situe´s sur le site 1. Dans les notations utilise´es,
S
[2S−1]
0 et S
[1nd ]
1 sont les ope´rateurs de spin associe´s aux repre´sentations [2S − 1] et [1nd ],
respectivement. Le spectre est constitue´ de deux multiplets, re´sultant du produit direct
[2S − 1]⊗ [1nd ]→ [2S, 1nd−1]S ⊕ [2S − 1, 1nd ]A ,
ou` les indices S and A indiquent les e´tats de configurations syme´trique et antisyme´trique,
respectivement. Les de´calages en e´nergie induits par Heff peuvent eˆtre calcule´s comme
pre´ce´demment a` l’aide des ope´rateurs quadratiques de Casimir (2.4). Nous trouvons
∆ES[2S,1nd−1] −∆EA[2S−1,1nd ] =
Jeff
2
[C2([2S, 1nd−1])− C2([2S − 1, 1nd ])]
= −Jeff
4
(2S + nd − 1)
[
Y ′[2S,1nd−1] − Y ′[2S−1,1nd ]
]
=
Jeff
2
(2S + nd − 1) ,
ou` nous avons utilise´ les re´sultats du Tableau 2.1. Comme les tableaux de Young associe´s aux
deux e´tats (syme´trique et antisyme´trique) posse`dent un nombre total de boˆıtes identique
Qeff = 2S + nd − 1 ,
la diffe´rence en e´nergie ne de´pend que de la seconde contrainte (B.16) caracte´risant la
repre´sentation
Yˆeff = QeffY ′ ,
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avec Y ′ de´crivant l’asyme´trie ligne-colonne, Y ′ = q − 2S. Par conse´quent, la de´pendance
en fonction de (2S + nd − 1) se factorise exactement comme pour l’expression (4.2) et nous
obtenons par identification pour N arbitraire
Jeff = −
(
4t2
J
){
2S + q − 1
2S(2S +N − 1)(2S +N − q − (2S + q − 1)/N)
+
N − q
(N − 1)(2S +N − 1)(q + (2S + q − 1)/N)
− q − 1
2S(N − 1)(N − q − (2S + q − 1)/N)
}
, (4.6)
Ueff =
2t2
J
1
N − 1
(
N − q
q +Q/N
− q − 1
N − q −Q/N
)
, (4.7)
a` la constante additive suivante
C =
−2t2
J
· N − q
q +Q/N
.
Dans la limite de grand N avec 2S/N et q/N maintenus finis, nous avons
Jeff = −4t
2
J
· (N − 2q)
q(N − q) ·
1
(2S +N − q) , (4.8)
Ueff =
2t2
J
· (N − 2q)
q(N − q) (4.9)
a` la constante additive suivante
C = −2t
2
J
· N − q
q
.
On notera que Jeff est en O(1/N2) et de´pend de 2S, tandis que Ueff est en O(1/N) et
est inde´pendant de 2S. Par ailleurs, Ueff est re´pulsive lorsque Jeff est ferromagne´tique, et
attractive lorsque Jeff devient antiferromagne´tique.
4.1.4 Interaction effective de spin et stabilite´ du point fixe de
couplage fort
La stabilite´ du point fixe de couplage fort est de´termine´e par le signe de l’interaction
effective de spin. Une interaction Jeff ne´gative correspond a` un couplage ferromagne´tique,
tandis qu’un signe positif est associe´ a` une interaction antiferromagne´tique.
Nous reportons sur la Figure 4.1 la de´pendance de Jeff en fonction de q/N dans la limite
de N grand, a` diffe´rentes valeurs de 2S. L’interaction effective de spin change de signe, et
donc de nature, a` q = N/2, comme on peut le voir en examinant le nume´rateur du membre
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Fig. 4.1 – Interaction effective de spin Jeff dans la limite de N grand, en fonction de q/N ,
a` diffe´rentes valeurs de 2S.
de droite de l’e´quation (4.8). Notons que la valeur de Jeff est inde´pendante du nombre nd
d’e´lectrons de conduction sur le site 1. Les re´sultats obtenus corroborent ceux de´rive´s dans
la re´fe´rence [93] pour le cas particulier nd = 1. Cette proprie´te´ vient de la disparition du
facteur (2S + nd − 1) dans la diffe´rence d’e´nergies (∆ES0 −∆EA0 ) calcule´e en (4.4).
L’interaction effective de spin demeure ferromagne´tique tant que le nombre de boˆıtes q
dans la premie`re colonne du tableau de Young ((en L)) est infe´rieur a` N/2, ce qui correspond
a` la situation ES0 < E
A
0 . Nous pouvons alors utiliser pour Jeff les meˆmes arguments issus
de la the´orie du groupe de renormalisation dans la limite de couplage fort que ceux utilise´s
pour J dans la limite de couplage faible. En incorporant la valeur du couplage effectif de
spin dans les e´quations du groupe de renormalisation, on peut montrer que la perturbation
apporte´e par Jeff n’est pas pertinente, et donc que le point fixe de couplage fort est stable.
La physique de basses e´nergies associe´e au mode`le est celle d’un syste`me d’e´lectrons libres
faiblement couple´ a` un spin effectif d’impurete´. Elle est caracte´rise´e par un comportement
de type liquide de Fermi local [28, 29].
Au contraire lorsque q > N/2, les relations entre e´nergies s’inversent (EA0 < E
S
0 ), et
l’interaction effective de spin est antiferromagne´tique. Lors du processus de renormalisation,
Jeff croˆıt et le point fixe de couplage fort (J =∞) est instable.
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Fig. 4.2 – Diagramme de phase du mode`le Kondo ge´ne´ralise´ a` un canal de conduction dans
la limite de N grand (avec 2S/N fini), en fonction des parame`tres 2S/N et q/N de la
repre´sentation du spin de l’impurete´. De`s que q > N/2, le point fixe de couplage fort devient
instable quelle que soit la valeur de 2S. Pour q = N/2, le point fixe de couplage fort reste
stable jusqu’a` des valeurs de 2S/N mode´re´ment grandes (voir ci-dessus le segment de droite
situe´ en q/N = 0.5 se terminant par un point).
La limite q = N/2 a` laquelle le syste`me change de re´gime requiert une attention parti-
culie`re, dans la mesure ou` le terme dominant dans l’expression de Jeff s’annule. En prenant
en compte l’expression comple`te du couplage effectif (4.6), nous trouvons que le point fixe
de couplage fort pour un spin d’impurete´ caracte´rise´ par une repre´sentation ((en L)) de pa-
rame`tre q = N/2 est stable tant que la composante bosonique 2S est infe´rieure a` la valeur
critique
2S∗ =
1
2
(
N
√
2N
N − 1 − (N − 2)
)
.
Dans la limite de N grand nous trouvons
2S∗ =
(√
2− 1
2
)
N +
4 +
√
2
4
+O(1/N) ∼ N
5
. (4.10)
Le point fixe de couplage fort pour q = N/2 devient instable a` des valeurs mode´re´ment
grandes de 2S.
Le diagramme de phase correspondant au mode`le dans la limite deN grand est sche´matise´
sur la Figure 4.2 en fonction des parame`tres 2S/N et q/N , avec 2S/N fini.
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Fig. 4.3 – Diagramme de phase du mode`le dans la limite de N grand en fonction des
parame`tres de l’impurete´ 2S et q, pour 2S arbitraire.
Nous avons e´galement e´tabli le diagramme de phase du mode`le dans la limite de N
grand, dans le cas d’une impurete´ ge´ne´ralise´e ((en L)) caracte´rise´e par un nombre de degre´s
de liberte´ bosoniques 2S arbitraire i.e. le rapport 2S/N n’est plus ne´cessairement de valeur
finie. Le diagramme de phase obtenu est tre`s riche (voir Figure 4.3). Il pre´sente une re´gion
d’instabilite´ du point fixe de couplage fort, borde´e par deux re´gions pour lesquels les points
fixes de couplage fort associe´s sont stables. Contrairement a` la limite de N grand e´tudie´e
pre´ce´demment (cf. Figure 4.2), la valeur critique de q ou` le changement de re´gime, de stable
a` instable, s’ope`re n’est plus N/2 mais de´pend de 2S.
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Fig. 4.4 – Interaction effective de charge Ueff en fonction de q/N , dans la limite de N
grand.
4.2 Interaction effective de charge
Dans cette section nous examinons plus en de´tail le comportement de l’interaction ef-
fective de charge Ueff . Cela va nous permettre de mieux comprendre le comportement du
syste`me, en particulier au point de changement de re´gime q = N/2 auquel le point fixe de
couplage fort devient instable.
4.2.1 Re´sultats
Nous reportons sur la Figure 4.4 les re´sultats obtenus pour le couplage effectif de charge
Ueff en fonction de q/N dans la limite de N grand.
En comparant les e´quations (4.8) et (4.9), nous pouvons conclure que le changement de
signe de Ueff est directement relie´ au changement de signe de l’interaction effective de spin
Jeff (voir la Figure 4.1). Ce re´sultat a la conse´quence physique suivante. Dans le re´gime
q < N/2 pour lequel le point fixe de couplage fort est stable, l’interaction effective de charge
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Fig. 4.5 – Terme dominant du de´calage en e´nergie ∆EA0 ∼ ∆ES0 , en fonction de q/N ,
pour 1 < nd < (N − 1) (re´gion grise´e), et dans les cas limites nd = 1 (trait pointille´) et
nd = (N − 1) (trait plein). On notera que pour q/N < 0.5, l’e´nergie est minimale pour
nd = 1 alors que pour q/N > 0.5, le minimum correspond a` nd = (N − 1). On remarquera
aussi qu’au point de changement de re´gime q/N = 1/2, le de´calage en e´nergie est e´gal a`
(−2t2/J) quel que soit nd.
Ueff > 0 est re´pulsive, et l’e´nergie la plus basse de´coulant de l’e´quation (4.3) est obtenue
pour nd = 1 (nombre minimal d’e´lectrons de conduction sur le site voisin de l’impurete´). Par
contre dans l’autre re´gime q > N/2 correspondant a` un point fixe de couplage fort instable,
l’interaction effective de charge Ueff > 0 est attractive, et le minimum d’e´nergie est atteint
pour nd = (N − 1) (nombre maximal d’e´lectrons sur le site 1).
Nous avons reporte´ le de´calage en e´nergie ∆EA0 (4.3) en fonction de q/N sur la Figure
4.5. La re´gion grise´e correspond aux valeurs prises par ∆EA0 dans la gamme comple`te des
valeurs possibles de nd. Cette re´gion est borde´e par deux cas limites, nd = 1 et nd = (N−1).
On remarquera qu’a` q = N/2, nous avons
∆EA0 (q = N/2) = −2t2/J,
quelle que soit la valeur de nd.
Le de´calage en e´nergie ∆EA0 pre´sente des proprie´te´s tre`s caracte´ristiques, comme nous
allons le voir en examinant le cas de la repre´sentation purement fermionique.
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4.2.2 Cas limite de la repre´sentation comple`tement fermionique
Nous conside´rons maintenant un spin d’impurete´ dans le groupe SU(N) associe´ a` une
repre´sentation comple`tement antisyme´trique, note´e [1q]. La repre´sentation peut eˆtre de´crite
a` l’aide de fermions, comme explique´ dans la section B.2.
L’e´tat fondamental |GS〉[1N ] est un singulet re´sultant de l’e´crantage de l’impurete´ par
(N−q) e´lectrons de conduction situe´s sur le site 0. Il s’e´crit comme une combinaison line´aire
d’ope´rateurs fermioniques de fac¸on similaire a` |∆〉 donne´e par l’e´quation (2.6), mais avec
un facteur de normalisation diffe´rent. Nous avons
|GS〉[1N ] ≡ 1√
CqN
A((
iq∏
α=i1
f †α)(
iN∏
β=iq+1
c†β))|0〉 . (4.11)
Le terme de saut donne lieu a` deux types de processus, comme de´crit dans la section
3.2, dans lesquels les e´tats interme´diaires ont un e´lectron de conduction en plus ou en moins
sur le site 0 compare´ a` l’e´tat fondamental. En utilisant les re´sultats du Tableau 2.1, nous
trouvons pour les e´nergies d’excitation
∆E1 =
J
2
(
N + 1
N
)
(N − q) , ∆E2 = J
2
(
N + 1
N
)
q . (4.12)
Il apparaˆıt clairement que ∆E1 et ∆E2 sont relie´es par la transformation q → (N − q), qui
est exactement la transformation de syme´trie e´lectron-trou.
L’e´tat fondamental en pre´sence de nd e´lectrons sur le site 1 est
|GS, nd〉 = (d†ad†b · · · d†u)|GS〉 .
Comme il n’y a qu’un seul e´tat interme´diaire possible pour chacun des processus, nous
pouvons a` nouveau utiliser l’astuce pre´sente´e au cours de la section 3.2.3 et e´crivons
M1 = t
2
(
nd −
∑
σ,σ′
〈GS, nd|c†σd†σ′dσcσ′|GS, nd〉
)
. (4.13)
Tant que nd > 1, le deuxie`me terme de l’e´quation pre´ce´dente s’annule pour σ 6= σ′.
L’ope´rateur d’annihilation cσ agissant sur l’e´tat |GS, nd〉 ne fait que compter le nombre
de termes ou` l’on trouve un facteur c†σ. Il y en a pre´cise´ment C
q
N−1. Nous en de´duisons∑
σ,σ′
〈GS, nd|c†σd†σ′dσcσ′|GS, nd〉 = nd
(
CqN−1
CqN
)
= nd
(
N − q
N
)
,
et
M1 = t
2nd
q
N
.
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Finalement, en utilisant l’e´quation (3.19), nous obtenons
M2 = t
2(nc − nd) +M1 = t2(N − nd)
(
N − q
N
)
.
Les e´le´ments de matrice M1 et M2 sont relie´s par les meˆmes transformations (q → N −
q, nd → N −nd) que les e´nergies d’excitation (4.12). Cela signifie que le de´calage en e´nergie
∆Ef = −
(
2t2
J
)[
nd
N + 1
(
q
N − q
)
+
N − nd
N + 1
(
N − q
q
)]
. (4.14)
est invariant dans ces transformations.
Dans la limite de grand N , cette expression de ∆Ef co¨ıncide avec l’e´quation (4.3).
Comme nous l’avions de´ja` remarque´, le de´calage en e´nergie de l’e´tat fondamental de cou-
plage fort est comple`tement de´termine´ a` l’ordre le plus bas en (1/N) par la composante
fermionique.
4.2.3 Roˆle de la syme´trie e´lectron-trou
Dans le cas de la repre´sentation purement fermionionique examine´ pre´ce´demment, l’e´tat
fondamental de couplage fort n’est pas de´ge´ne´re´ et le point fixe de couplage fort est stable.
L’effet du terme de saut est simplement de de´caler l’e´nergie de l’e´tat fondamental sans
leve´e de de´ge´ne´rescence. On observe toutefois deux re´gimes correspondant a` une interac-
tion effective de charge re´pulsive et attractive, suivant la valeur de q. Ces deux re´gimes sont
caracte´rise´s par des valeurs diffe´rentes de nd pour lesquelles l’e´nergie est minimise´e. Ce com-
portement est une conse´quence directe de la syme´trie e´lectron-trou dans le cas fermionique,
donne´e par les transformations
q → (N − q) , nd → (N − nd) .
Le comportement auquel donne lieu une impurete´ purement fermionique associe´e a` une
repre´sentation a` q boˆıtes est le meˆme que pour une repre´sentation a` (N − q) boˆıtes, de`s
lors que l’on re´interpre`te les e´lectrons et l’impurete´ en termes des trous. Ainsi si nd = 1
(re´pulsion d’e´lectrons) minimise l’e´nergie de l’e´tat fondamental pour q < N/2, alors l’e´nergie
pour une impurete´ faite de ((trous)) est minimise´e pour (N − nd) = 1, correspondant a` un
nombre maximal d’e´lectrons nd = (N − 1), autrement dit a` une attraction d’e´lectrons. Ce
comportement est sche´matise´ sur la figure 4.6.
L’ajout d’une composante bosonique a` la repre´sentation du spin de l’impurete´ brise cette
syme´trie e´lectron-trou. Tandis que les deux re´gimes de´crits plus haut correspondant a` une
interaction effective de charge attractive ou re´pulsive sont dus a` la composante fermionique,
la de´ge´ne´rescence des e´tats apporte´e par la composante bosonique conduit a` une instabilite´
du point fixe de couplage fort, exactement au point ou` l’impurete´ e´crante´e se met a` attirer
les e´lectrons de conduction sur son site voisin.
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Fig. 4.6 – Les deux configurations pour l’e´tat fondamental de couplage fort associe´ a` un
spin d’impurete´ purement fermionique, une fois le terme de saut au site plus proche voisin
inclus. Lorsque q > N/2, l’impurete´ tend a` y attirer le plus grand nombre d’e´lectrons possible,
(N − 1).
4.3 Proprie´te´s physiques du mode`le
Nous terminons ce chapitre par quelques remarques concernant les proprie´te´s physiques
du mode`le dans les diffe´rents re´gimes trouve´s.
Comme dans tous les mode`les Kondo impliquant un couplage antiferromagne´tique, il
existe un cross-over entre le re´gime de couplage faible situe´ au-dessus d’une tempe´rature
Kondo TK , et le re´gime de basses e´nergies. Lorsque le point fixe de couplage fort est stable,
on s’attend a` ce que pour T ¿ TK l’impurete´ effective (e´crante´e) situe´e a` l’origine inter-
agisse avec le reste des e´lectrons via un couplage faible. Les proprie´te´s physiques a` basses
tempe´ratures sont controˆle´es par la de´ge´ne´recence de l’impurete´ e´crante´e
d([2S − 1]) = CN−1N+2S−2.
Ainsi, on s’attend a` trouver une entropie re´siduelle
S i ∼ lnCN−1N+2S−2,
et une susceptibilite´ de Curie
χi ∼ CN−1N+2S−2/T,
des corrections logarithmiques pre`s [109, 111]. Ce sont pre´cise´ment les re´sultats auxquels
on s’attend pour un spin d’impurete´ associe´ a` une repre´sentation purement syme´trique. Il
existe cependant une diffe´rence concernant le nombre d’e´lectrons de conduction situe´s sur le
site de l’impurete´ : il est de (N−1) pour une impurete´ bosonique, mais limite´ a` (N−q) dans
le cas d’une impurete´ de´crite par une repre´sentation mixte. Compte tenu de cette diffe´rence
nous pouvons donc nous attendre a` ce que ces deux types de repre´sentation conduisent a` des
re´sultats diffe´rents pour les quantite´s impliquant le de´phasage de la fonction e´lectronique
apre`s diffusion des e´lectrons de conduction par l’impurete´. Conside´rons par exemple le cas de
la repre´sentation fondamentale, 2S = 1. Le de´phasage δ de´finit la contribution de l’impurete´
a` la re´sistivite´ ρi. A tempe´rature et champs magne´tique nuls, nous avons [14]
ρi ∝ sin2 δ . (4.15)
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Pour un spin d’impurete´ associe´ a` une repre´sentation antisyme´trique dans le groupe
SU(N), le de´phasage dans le cas comple`tement e´crante´ est [109]
e2iδ = −e−ipi(1−2 qN ) . (4.16)
Si nous choisissons le de´phasage de fac¸on a` avoir |δ| < pi/2, nous trouvons
δ =

pi
(
q
N
)
, q < N/2
−pi
(
N − q
N
)
, q > N/2
(4.17)
La limite unitaire |δ| = pi/2 est atteinte quand la syme´trie e´lectron-trou est respecte´e, a`
savoir pour q = N/2. Nous voyons que cela correspond a` la valeur de q ou` ∆Ef (4.14) est
inde´pendante de nd, indiquant le changement de re´gime de l’interaction effective de charge,
de re´pulsif a` attractif.
Dans le re´gime q > N/2, il existe une contribution magne´tique a` l’entropie, et une contri-
bution de type Curie a` la susceptibilite´, puisqu’en pre´sence d’un seul canal de conduction
e´lectronique (seul cas que nous avons traite´ dans toute cette premie`re partie), l’impurete´
reste toujours sous-e´crante´e. Ce comportement diffe´re de celui observe´ dans le cadre du
mode`le Kondo multicanal, qui est caracte´rise´ par un point fixe de couplage interme´diaire
ou` les degre´s de liberte´ magne´tiques de l’impurete´ sont comple`tement e´crante´s [112].
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Conclusion
Au cours de cette premie`re partie, nous avons e´tudie´ un mode`le Kondo a` un canal
de conduction e´lectronique et un spin d’impurete´ du groupe SU(N) caracte´rise´ par une
repre´sentation de syme´trie mixte, impliquant des degre´s de liberte´ bosoniques et fermio-
niques. Ces degre´s de liberte´ correspondent respectivement aux lignes et colonnes d’un
tableau de Young ((en L)), respectivement. Dans la limite de N grand, ce mode`le Kondo
conduit a` un changement de re´gime lorsque le nombre q de degre´s de liberte´ fermioniques
composant la repre´sentation devient plus grand que N/2, dans la limite de N grand. Le
point fixe de couplage fort est stable pour q < N/2 et de´crit alors la physique de basses
e´nergies du syste`me pour q < N/2, mais devient instable de`s que q > N/2. Nous avons
identifie´ l’origine de cette instabilite´ comme relie´e au changement de caracte`re, de re´pulsif
a` attractif, de l’interaction effective de charge entre l’impurete´ e´crante´e situe´e a` l’origine et
les e´lectrons de conduction situe´s sur le site voisin. Ce changement de comportement est
de´ja` pre´sent dans le cas d’une repre´sentation purement fermionique du spin de l’impurete´,
il intervient alors au point de syme´trie e´lectron-trou q = N/2. Le seul roˆle des degre´s de
liberte´ bosoniques du spin de l’impurete´ apparaissant dans la repre´sentation mixte est d’in-
troduire une de´ge´ne´rescence de l’e´tat fondamental au point fixe de couplage fort, qui est
ensuite leve´e par le terme de saut. Il en re´sulte un couplage effectif Jeff , dont les proprie´te´s
sont gouverne´es par la composante fermionique du spin de l’impurete´, tout comme celles de
l’interaction effective de charge.
Nous avons suivi une approche syste´matique afin d’obtenir les expressions exactes des
e´tats implique´s dans les calculs. Ce travail pourrait servir de point de de´part pour e´tudier
des syste`mes plus riches, tels que ceux conside´re´s par le mode`le Kondo multicanal.
Le proble`me est maintenant de de´terminer pre´cise´ment la physique du syste`me dans
le re´gime ou` le point fixe de couplage fort est instable. Ce proble`me est important dnas
la mesure ou` il pourrait ensuite eˆtre ge´ne´ralise´ au cas du re´seau Kondo et permettre a`
terme une meilleure compre´hension du comportement non-liquide de Fermi observe´ dans
les compose´s de fermions lourds. Dans ce but il serait souhaitable de poursuivre l’e´tude
en ayant recours a` des me´thodes non perturbatives, comme le groupe de renormalisation
nume´rique ou l’ansatz de Bethe, qui ont permis dans le passe´ des progre`s importants dans
la compre´hension des mode`les d’impurete´s. Malheureusement ces deux approches semblent
eˆtre tre`s limite´es dans le cadre du mode`le que nous conside´rons. L’instabilite´ du point fixe
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de couplage fort de´crite pre´ce´demment apparaˆıt pour N ≥ 5. Pour N = 5, chacun des
sites du re´seau peut eˆtre occupe´ par au plus 5 e´lectrons de conduction et l’impurete´ la
plus simple associe´e a` un point fixe de couplage interme´diaire correspond a` un multiplet
de 45 e´tats. Un espace de Hilbert aussi grand limite les performances d’une approche base´e
sur le groupe de renormalisation nume´rique. Les limitations de l’ansatz de Bethe sont de
nature plus fondamentale. En raison des proprie´te´s du spin de l’impurete´ caracte´rise´ par
une repre´sentation de syme´trie mixte, le mode`le n’est pas inte´grable [98]. Dans les mode`les
Kondo e´tudie´s auparavant, un e´lectron de conduction ne peut se coupler a` l’impurete´ que
de deux fac¸ons dife´rentes : syme´triquement ou antisyme´triquement. La matrice S qui en
re´sulte est du meˆme type que celle apparaissant dans les mode`les d’impurete´ inte´grables. La
nouveaute´ introduite par l’impurete´ conside´re´e ici est que l’e´lectron de conduction peut eˆtre
couple´ a` l’impurete´ de trois fac¸ons diffe´rentes. L’existence de cette troisie`me configuration,
qui est a` l’origine de l’instabilite´ du point fixe de couplage fort, brise les e´quations de
Yang-Baxter associe´es au mode`le. Il est tout de meˆme possible de construire des mode`les
d’impurete´ inte´grables, dont le spin est caracte´rise´ par une repre´sentation quelconque [99].
Cependant l’inte´grabilite´ est obtenue au prix de l’ajout d’autres termes de couplage entre
l’impurete´ et les e´lectrons de conduction, ce qui modifie conside´rablement la physique du
syste`me.
Afin d’identifier et e´tudier le point fixe de couplage interme´diaire dans le cas ou` la phy-
sique du syste`me n’est pas de´crite par le point fixe de couplage fort, nous avons de´veloppe´
une me´thode diffe´rente de celles mentionne´es plus haut, base´e sur le groupe de renormali-
sation perturbatif. Ce travail est pre´sente´ dans la deuxie`me partie.
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Introduction
Au cours de la premie`re partie, nous avons montre´ que le mode`le Kondo a` un canal
de conduction e´lectronique dont le spin de l’impurete´ est associe´ a` une repre´sentation
ge´ne´ralise´e, ((en L)) en termes de tableaux de Young, du groupe SU(N) pre´sente une in-
stabilite´ du point fixe de couplage fort. Ceci indique que la physique du syste`me est de´crite
par un point fixe de couplage interme´diaire. L’hypothe`se la plus simple est de conside´rer que
ce point fixe, au moins pour certaines classes de repre´sentations du spin de l’impurete´, se si-
tue au voisinage de celui de´crivant le syste`me d’e´lectrons libres, correspondant a` un couplage
Kondo nul. L’approche du groupe de renormalisation perturbatif offre alors une me´thode
tre`s efficace afin d’identifier puis caracte´riser le point fixe de couplage interme´diaire.
Dans ce chapitre nous donnons une bre`ve introduction aux concepts a` la base du groupe
de renormalisation (RG). Les origines de la the´orie de la renormalisation se trouvent dans
le domaine de la physique des particules [20, 21, 22]. Cette formulation perturbative du
RG est historiquement tre`s importante. Elle a en effet de´montre´ a` la fin des anne´es 60 la
puissance de la the´orie de la renormalisation pour e´tudier des proble`mes de physique de la
matie`re condense´e, comme par exemple l’effet Kondo [19, 114, 115]. Une pre´sentation tre`s
pe´dagogique des ide´es de la renormalisation applique´es a` l’e´tude de l’effet Kondo est donne´e
par les articles de P. Nozie`res [17, 94, 116]. Depuis, la the´orie de la renormalisation a e´te´
utilise´e pour aborder d’autres proble`mes de physique de la matie`re condense´e, comme les
syste`me unidimensionnels [117, 118].
L’approche perturbative du RG repose sur le concept de transformation d’e´chelle. Par
la suite nous emploierons la terminologie anglaise de scaling. Les arguments de scaling per-
mettent de bien comprendre le comportement d’un syste`me Kondo. Conside´rons un spin
localise´ en interaction via un couplage JK avec un gaz d’e´lectrons de´crit par une bande de
conduction de largeur D, et d’e´nergie de Fermi ²F . L’e´chec de la the´orie de perturbation a`
basses tempe´ratures provient, comme l’a montre´ J. Kondo [9], de l’existence de termes loga-
rithmiques, ln(kBT/D), par exemple dans le de´veloppement en tempe´rature de la re´sistivite´.
L’ide´e principale de la me´thode de scaling est d’incorporer ces excitations de hautes e´nergies
par une renormalisation de la constante de couplage JK. Plus pre´cise´ment, seuls les e´lectrons
de conduction situe´s au voisinage de la surface de Fermi disposent d’un espace de phase suf-
fisant pour interagir efficacement avec le spin de l’impurete´ localise´e. Nous pouvons donc
e´liminer les degre´s de liberte´ de hautes e´nergies: la bande des e´lectrons de conduction est
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Fig. 6.1 – Etats d’e´lectron et de trou dans la bande de conduction. Apre`s renormalisation,
seuls les e´tats d’e´nergie ²k, tels que ²k ∈ [−D + δD,D − δD], sont conserve´s.
partage´e entre les e´tats d’e´nergie 0 < |²k| < D − δD, et ceux situe´s en bord de bande
|²k| > D− δD (voir Figure 6.1). En e´liminant ces derniers, nous obtenons un mode`le effectif
caracte´rise´ par une largeur de bande re´duite D
′
= D − δD, un couplage renormalise´ J ′K
entre le spin de l’impurete´ et les e´lectrons de conduction restants, et des termes additionnels
d’interaction que l’on peut ne´gliger. Ce processus de scaling ge´ne`re ainsi successivement une
famille de mode`les effectifs, n’incorporant que les degre´s de liberte´ physiquement pertinents.
Une question d’importance est de savoir jusqu’ou` le processus de scaling peut eˆtre re´ite´re´.
Deux situations peuvent se produire. A tempe´rature finie, la largeur de bande des e´lectrons
de conduction ne peut eˆtre re´duite en-dessous d’une valeur limite D ∼ kBT . Si T est
suffisamment e´leve´e, le syste`me se trouve dans un re´gime pour lequel le couplage effectif de
spin est faible et la the´orie de perturbation reste valide. A l’inverse, a` tempe´rature nulle, qui
est le seul cas que nous conside`rerons au cours de cette seconde partie, la renormalisation
peut (et doit) eˆtre re´ite´re´e sans aucune contrainte. Les parame`tres D et JK atteignent alors
des valeurs invariantes par transformation du RG, on dit qu’elles caracte´risent un point fixe
[80]. Les point fixes associe´s au mode`le de´crivent les diffe´rents re´gimes de basses e´nergies du
syste`me.
L’e´volution du couplage JK avec le scaling de la largeur de bande D de´finit le flot de
renormalisation (cf. Figure 6.2). L’e´quation du flot de renormalisation est donne´e par
d(JKρ)
dD
=
1
D
f(JKρ), (6.1)
ou` ρ est la densite´ d’e´tats d’e´lectroniques, conside´re´e constante. Nous e´tudions maintenant
les proprie´te´s du flot de renormalisation d’un syste`me d’e´lectrons de conduction en interac-
tion avec un spin d’impurete´ via un couplage Kondo suppose´ initialement faible. En utilisant
l’approche perturbative de RG, Anderson a montre´ que l’e´quation du flot de renormalisation
est [19]
d(JKρ)
d(lnD)
= −(JKρ)2, (6.2)
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Fig. 6.2 – Flot de renormalisation du mode`le Kondo, de´rive´ a` partir de l’Equation (6.2). Le
point fixe du syste`me d’e´lectrons libres (JK = 0) est instable par rapport a` une interaction
antiferromagne´tique (JK > 0). Le scaling de la bande de conduction ge´ne`re progressivement
une famille de mode`les effectifs, caracte´rise´s chacun par un couplage Kondo J
′
K renormalise´.
Le point fixe de couplage fort est de´crit par l’hamiltonien H∗.
Si le couplage Kondo initial est ferromagne´tique (JK < 0), l’e´quation pre´ce´dente montre que
JK diminue avec D jusqu’a` atteindre la valeur 0 correspondant au point fixe du syste`me
d’e´lectrons libres. L’interaction Kondo ferromagne´tique peut donc eˆtre traite´e comme une
perturbation faible du point fixe JK = 0. Dans un langage plus formel, nous dirons que
l’interaction est une perturbation non pertinente du point fixe, ou encore que le point fixe
est stable par rapport a` cette perturbation. A l’inverse si le couplage Kondo initial est an-
tiferromagne´tique (JK > 0), l’e´quation (6.2) montre que l’interaction effective JK augmente
au fur et a` mesure que la largeur de bande D est renormalise´e a` 0. Le syste`me s’e´loigne donc
du point fixe d’e´lectrons libres pour atteindre un point fixe de nature diffe´rente caracte´rise´
par un couplage Kondo au contraire renforce´. Nous dirons alors que l’interaction Kondo
constitue une perturbation pertinente, et que le point fixe intial est instable. Dans ce cas on
ne peut pas de´crire correctement le comportement physique de basses e´nergies du syste`me
par une the´orie de perturbation autour du point fixe d’e´lectrons libres, ce qui explique la
divergence logarithmique trouve´e par Kondo dans le de´veloppement de la re´sistivite´ en fonc-
tion de la tempe´rature [9]. Ce comportement ne peut eˆtre de´crit que par deux me´thodes :
une the´orie (ne´cessairement non-perturbative) capable de suivre le flot de renormalisation a`
partir du mode`le initial jusqu’au re´gime de basses e´nergies, ou bien une the´orie de perturba-
tion autour du vrai point fixe caracte´risant le syste`me. Par exemple dans le cas du mode`le
Kondo le plus simple, de´crivant un gaz d’e´lectrons de conduction re´partis sur un seul canal
en interaction avec un spin localise´ 1/2, Anderson [19, 115] avait e´mis la conjecture que le
point fixe associe´ au mode`le est caracte´rise´ par un couplage infini, JK = ∞ (point fixe de
couplage fort), ce qui a e´te´ confirme´ par Wilson graˆce a` la the´orie du RG nume´rique [24, 25].
Dans cette deuxie`me partie, nous pre´sentons une me´thode permettant d’identifier puis
e´tudier le point fixe de couplage interme´diaire associe´ au mode´le Kondo, lorsque le point fixe
de couplage fort est instable. Cette me´thode repose sur la the´orie du groupe de renormalisa-
tion, formule´e suivant une approche perturbative. Un gaz d’e´lectrons de conduction re´partis
sur K canaux portant chacun un spin de syme´trie ge´ne´ralise´e au groupe SU(N) interagit
par un couplage Kondo avec une impurete´, dont le spin est associe´ a` une repre´sentation de
SU(N) caracte´rise´e par une syme´trie mixte, ((en L)) en terme de tableau de Young (voir la
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Figure 7.1 du chapitre suivant). Ce mode`le constitue donc la version multicanale de celui
conside´re´ dans la premie`re partie. Le degre´ de liberte´ supple´mentaire apporte´ par la mul-
tiplicite´ des canaux permet d’acce´der a` une physique potentiellement beaucoup plus riche.
La repre´sentation du spin de l’impurete´ que nous adoptons ici diffe`re de celle utilise´e dans
la partie pre´ce´dente, bien que toutes deux soient e´quivalentes. En effet, chacun des e´tats
de spin de l’impurete´ n’est plus repre´sente´ en terme d’une combinaison de bosons et de
fermions comme pre´ce´demment, mais par un unique pseudofermion d’Abrikosov [106]. Les
proprie´te´s de syme´trie de spin sont donc maintenant entie`rement contenues dans les ma-
trices des ge´ne´rateurs de SU(N). Afin d’incorporer convenablement la contrainte relative au
nombre de particules repre´sentant le spin de l’impurete´ pre´sentes au point origine du re´seau,
proble`me inhe´rent a` tout mode`le impliquant un hamiltonien de spin quantique, nous sui-
vons la me´thode propose´e par Popov et Fedotov [120]. Cette formulation est particulie`rement
puissante pour de´terminer les proprie´te´s de basses e´nergies, comme l’ont montre´ Gan et al.
dans le cadre du mode`le Kondo multicanal de syme´trie SU(2) [129, 130]. En utilisant une
me´thode d’inte´gration fonctionnelle, nous de´rivons la fonction d’e´chelle β a` tempe´rature
nulle a` partir d’arguments de scaling de´crits plus haut
β(JKρ) =
d(JKρ)
d(lnD)
. (6.3)
Cette dernie`re e´quation fournit des informations tre`s instructives sur la physique de basses
e´nergies du syste`me. Les deux premiers termes du de´veloppement en perturbation en JK
de la fonction d’e´chelle sont obtenus en fonction des parame`tres 2S et q caracte´risant la
repre´sentation du spin de l’impurete´ et du nombre de canaux e´lectroniques K, sans qu’au-
cune restriction ne soit impose´e ni pour 2S ni pour q. La famille de repre´sentations que nous
pouvons ainsi e´tudier est donc vaste, puisqu’elle inclut toute repre´sentation ((en L)) ainsi que
les cas limites correspondant aux repre´sentations purement bosonique ou fermionique (cf.
Appendice B). Dans le cas du mode`le Kondo multicanal caracte´rise´ par une impurete´ de
spin 1/2, les re´sultats obtenus sont en accord avec ceux obtenus par Gan et al. [129, 130].
Cette seconde partie est organise´e de la fac¸on suivante. Le chapitre 7 pre´sente le mode`le
et son formalisme, qui comme nous l’avons mentionne´ diffe`re de celui adopte´ dans la premie`re
partie. Nous pre´sentons les diffe´rentes repre´sentations des spins, associe´es a` l’impurete´ et aux
e´lectrons de conduction. La formulation des e´tats de spin de l’impurete´ est assez technique,
comme tenu de la syme´trie mixte dans le groupe SU(N). Ces proprie´te´s de syme´trie sont
contenues dans les matrices des ge´ne´rateurs qui ne se trouvent plus dans la repre´sentation
fondamentale, contrairement au cas des spins e´lectroniques qui est beaucoup plus stan-
dard. Nous montrons ensuite comment, en ge´ne´ralisant la me´thode de´veloppe´e par Popov
et Fedotov [120], il est possible de prendre en compte la contrainte relative au nombre de
pseudofermions pre´sents sur le site de l’impurete´. Cette me´thode a l’avantage de traiter
exactement la contrainte en e´liminant les e´tats non physiques, tout en donnant un cadre
simple permetant un de´veloppement perturbatif de la fonction de partition. Elle repose
sur l’introduction d’une distribution discre`te de potentiels chimiques, qui sont des nombres
complexes imaginaires purs. L’effet de ces potentiels chimiques est de modifier la nature
fermionique des fre´quences de Matsubara associe´es aux pseudofermions de l’impurete´. Un
moyen extreˆmement puissant pour de´terminer la fonction d’e´chelle β est fourni par l’e´quation
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de Callan-Symanzik [139, 140], obtenue en garantissant l’invariance d’une quantite´ physique
(a` de´finir) par transformation du groupe de renormalisation. La quantite´ physique retenue
est le taux de diffusion des e´lectrons de conduction par le spin de l’impurete´, proportionnel
a` la partie imaginaire de la self-energy e´lectronique. Nous calculons cette dernie`re dans le
chapitre 8. La self-energy des e´lectrons de conduction est obtenue par un de´veloppement
perturbatif de la fonction de partition en JK, poursuivi au quatrie`me ordre. Ce calcul com-
porte a` chacun des ordres de perturbation deux e´tapes distinctes : le traitement du facteur
de spin, et celui de la contribution apporte´e par les potentiels chimiques imaginaires. De
l’expression de la self-energy e´lectronique, on peut alors en de´duire la fonction d’e´chelle.
Les re´sultats sont pre´sente´s dans le chapitre 9. La fonction β est ainsi de´rive´e dans une
the´orie perturbative au troisie`me ordre en JK, pour plusieurs classes de repre´sentation du
spin de l’impurete´. Nous identifions dans chacun des cas la valeur critique de couplage J∗, ca-
racte´risant le point fixe de couplage interme´diaire dans le re´gime ou` le point fixe de couplage
fort est instable. Cette valeur critique J∗ correspond au point ou` β s’annule : β(J∗ρ) = 0.
On dit que J∗ est un ze´ro de la fonction β. La valeur de J∗ obtenue permet de de´finir le
re´gime de validite´ du de´veloppement perturbatif : ce dernier n’est pertinent que dans le cas
ou` le point fixe de couplage interme´diaire se situe au voisinage du point fixe du syste`me
d’e´lectrons libres, autrement dit uniquement si J∗ est proche de 0. Ce crite`re de validite´
impose des restrictions aux configurations concernant les valeurs de 2S, q et K accessibles
par cette me´thode. Par exemple, l’e´tude de Nozie`res et Blandin [16] n’est physiquement
pertinente que lorsque le nombre de canaux K devient tre`s grand devant 1. Des proprie´te´s
de basses e´nergies caracte´risant le syste`me sont e´galement obtenues. En particulier nous
pre´sentons les re´sultats concernant l’exposant critique ∆, donne´ par
∆ =
dβ
d(JKρ)
]
JK=J∗
. (6.4)
L’exposant critique ∆ a une grande importance dans la caracte´risation des proprie´te´s de
basses e´nergies du syste`me. En effet, au voisinage du point fixe de couplage interme´diaire
autrement dit dans le re´gime de basses e´nergies, la de´pendance thermique des diffe´rentes
quantite´s physiques du syste`me (entropie, susceptibilite´ magne´tique, . . .) suit des lois de
puissance en (T/TK) entie`rement controˆle´es par ∆. Cet exposant critique est une marque
du concept d’universalite´ caracte´risant le mode`le Kondo.
L’appendice C pre´sente les proprie´te´s des matrices des ge´ne´rateurs du groupe SU(N),
associe´s aux repre´sentations du spin de l’impurete´ et des e´lectrons de conduction. Nous don-
nons notamment des relations d’identite´s utiles pour le calcul des facteurs de spin re´sultant
des matrices des ge´ne´rateurs dans une repre´sentation ((en L)) arbitraire. Nous pre´sentons
dans l’appendice D le calcul a` tempe´rature nulle du terme de troisie`me ordre en JK inter-
venant dans le de´veloppement perturbatif de la self-energy e´lectronique. Le facteur de spin
et la contribution provenant des potentiels chimiques imaginaires sont de´rive´s de manie`re
exhaustive. Les termes d’ordre supe´rieur dans le calcul en perturbation sont obtenus de
fac¸on similaire.
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Chapitre 7
Mode`le Kondo ge´ne´ralise´ multicanal:
pre´sentation et me´thodes
7.1 Pre´ambule
Dans la partie pre´ce´dente, nous avons e´tudie´ la stabilite´ du point fixe de couplage fort
d’un mode`le Kondo a` une impurete´ de syme´trie de spin SU(N) comportant un seul canal
de conduction, a` partir d’une the´orie de perturbation au second ordre en t, le terme de
saut. Dans le langage des tableaux de Young, le spin de cette impurete´ est associe´ a` une
repre´sentation dite ((en L)), comme montre´ sur la figure 7.1. Il peut s’exprimer comme une
combinaison de degre´s de liberte´ fermioniques et bosoniques [92, 93]. Les degre´s de liberte´
bosoniques correspondent a` la premie`re ligne de 2S boˆıtes, tandis que les degre´s fermioniques
sont associe´s aux q boˆıtes constituant la premie`re colonne.
{Γ} ≡
2S︷ ︸︸ ︷ q
Fig. 7.1 – Repre´sentation du spin de l’impurete´ de syme´trie SU(N) en terme de tableau
de Young. Cette repre´sentation, dite ((en L)), est note´e [2S, 1q−1]. Elle peut eˆtre de´crite en
utilisant une combinaison de degre´s de liberte´ bosoniques et fermioniques.
Dans le cas d’un couplage Kondo antiferromagne´tique (JK > 0), de pre´ce´dentes analyses
utilisant la me´thode du Groupe de Renormalisation (RG) [14, 19, 94] ont montre´ que le flot
de renormalisation conduit le syste`me vers un point fixe caracte´rise´ par un couplage infini
(JK = ∞), nomme´ point fixe de couplage fort (SC). Lorsque le point fixe de couplage fort
est stable, le syste`me se comporte comme un liquide Fermi. A l’inverse, le comportement
non liquide de Fermi (NFL) est en ge´ne´ral relie´ a` l’existence d’une instabilite´ de ce point
fixe.
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Le mode`le que nous avons conside´re´ dans la premie`re partie donne lieu a` deux re´gimes.
Le premier re´gime pre´sente une instabilite´ du point fixe SC. Nous avons montre´ que ce
caracte`re instable, venant du changement de signe dans l’interaction effective de spin, est
relie´ au changement de nature, de re´pulsive a` attractive, de l’interaction effective de charge.
Il s’agit a` notre connaissance du seul mode`le de type Kondo ou` l’instabilite´ du point fixe
SC n’est pas due a` la pre´sence de degre´s de liberte´ supple´mentaires, comme la conside´ration
de canaux e´lectroniques de conduction supple´mentaires (on parle alors de mode`le Kondo
multicanal [16]) ou d’une anisotropie du couplage Kondo, mais uniquement aux proprie´te´s
de syme´trie du spin de l’impurete´ lui-meˆme.
De fac¸on plus pre´cise dans la limite de grand N , le point fixe SC est stable pour q < N/2.
Il de´crit les proprie´te´s de basses e´nergies du mode`le Kondo a` une impurete´ ((en L)) et un
canal de conduction e´lectronique. Par contre il devient instable de`s que q > N/2, ce qui
sugge`re l’existence d’un point fixe de couplage interme´diaire (IC) caracte´rise´ par une valeur
critique finie de la constante de couplage de spin. Dans ce chapitre nous allons pre´senter
plus en de´tail le mode`le e´tudie´, ainsi que les me´thodes utilise´es pour identifier et analyser
le point fixe IC.
7.2 Mode`le Kondo ge´ne´ralise´ SU(N) × SU(K)
Nous avons conside´re´ initialement un mode`le Kondo SU(N) a` un seul canal de conduction
e´lectronique. Cependant afin d’aborder une physique potentiellement beaucoup plus riche,
nous conside`rons maintenant la version multicanale du mode`le. Le cas a` un canal sera e´tudie´
comme un cas particulier.
L’hamiltonien de´crivant le mode`le Kondo ge´ne´ralise´ multicanal a` une impurete´ de syme´trie
de spin SU(N) que nous allons e´tudier est donne´ par
HK = H0 + VK, (7.1)
ou`H0 est la partie e´lectronique libre et VK repre´sente l’interaction entre le spin de l’impurete´
et le spin des e´lectrons de conduction. La syme´trie de spin SU(N) (N ≥ 2) est impose´e a`
la fois pour l’impurete´ et les e´lectrons de conduction, et on suppose qu’il existe K (≥ 1)
canaux de conduction e´lectronique
H0 =
∑
k
N∑
σ=1
K∑
λ=1
εkc
†
k,σ,λck,σ,λ, (7.2)
ou` c†k,σ,λ est l’ope´rateur de cre´ation d’un e´lectron de conduction d’impulsion k correspondant
a` l’e´nergie εk, de couleur de spin σ et d’indice de canal λ. Nous avons pour le second terme
VK de l’hamiltonien HK (7.1)
VK = JK ~Si · ~Se(0), (7.3)
qui correspond a` l’interaction Kondo antiferromagne´tique (JK > 0) entre le spin ~Si de
l’impurete´ place´e a` l’origine et le spin ~Se(0) des e´lectrons de conduction situe´s sur le site de
l’impurete´.
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Nous allons maintenant nous attacher aux repre´sentations associe´es respectivement au
spin de l’impurete´ et a` celui des e´lectrons de conduction.
7.2.1 Repre´sentation du spin de l’impurete´
Les e´tats de spin de l’impurete´ correspondant a` la repre´sentation irre´ductible {Γ} du
groupe SU(N) peuvent eˆtre e´crits en terme de pseudofermions d’Abrikosov [106]. Nous
notons d{Γ} la dimension de {Γ}, dont l’expression ge´ne´rale est donne´e dans l’appendice C.
Chaque e´tat de spin est de´crit par un fermion. Par conse´quent nous avons d{Γ} types de
pseudofermions respectivement cre´e´s et annihile´s par les ope´rateurs
f †γ , fγ , 1 ≤ γ ≤ d{Γ}, (7.4)
soumis a` la contrainte suivante
nˆf =
d{Γ}∑
γ=1
f †γfγ = 1. (7.5)
Compte-tenu de la structure du groupe de Lie SU(N) [101], les ope´rateurs de spin com-
portent (N2 − 1) composantes donne´es par l’expression suivante
~Si =
[
SAi
]
1≤A≤N2−1
,
avec
SAi =
d{Γ}∑
γ,γ′=1
f †
γ′Γ
A
γ′ ,γfγ , (7.6)
ou` Γ˜A est l’un des (N2 − 1) ge´ne´rateurs du groupe de spin SU(N) dans la repre´sentation
{Γ}.
Un point technique crucial doit eˆtre souleve´ ici. Compte tenu de la forme du spin de
l’impurete´ ge´ne´ralise´e que nous conside´rons, qui n’est pas dans la repre´sentation fondamen-
tale de SU(N) (a` savoir une boˆıte simple en terme de tableau de Young), et du formalisme
de pseudofermions que nous adoptons, les ge´ne´rateurs de SU(N) ne sont pas repre´sente´s
par des matrices de dimension (N × N), que l’on rencontre le plus souvent, mais par des
matrices de dimension
(
d{Γ}×d{Γ}
)
. Une telle situation peut de´ja` se produire dans le groupe
SU(2), si au lieu de conside´rer un spin 1/2 (correspondant a` la repre´sentation fondamentale)
on travaille avec un spin 1, 3/2, etc ... [119]. Les proprie´te´s des matrices
{
Γ˜A
}
dont nous
aurons besoin sont de´taille´es dans l’appendice C.
Nous devons remarquer que cette fac¸on de repre´senter les e´tats de spin de l’impurete´,
bien qu’e´quivalente, est totalement diffe´rente de celle que nous avons utilise´e au cours de la
permie`re partie : les e´tats de spin de l’impurete´ e´taient dans ce cas obtenus par une combi-
naison de (2S + q − 1) particules, chaque boˆıte du tableau de Young ((en L)) e´tant associe´e
soit a` un boson soit a` un fermion. Les ge´ne´rateurs de SU(N) a` conside´rer, correspondant
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alors a` la repre´sentation fondamentale, e´taient exprime´s comme des matrices (N × N ).
Cette formulation e´tait la plus pertinente, car dans la partie pre´ce´dente nous devions e´crire
explicitement les e´tats d’impurete´, et calculer les e´le´ments de matrice de transition entre
l’e´tat fondamental et les e´tats excite´s.
Cependant l’approche que nous conside´rons maintenant en terme de pseudofermions
s’ave`rera beaucoup plus approprie´e dans le cadre du formalisme d’inte´gration fonctionnelle
que nous allons de´velopper. En effet au cours de cette seconde partie nous utilisons les
propagateurs de Green, sans avoir a` conside´rer la forme explicite des diffe´rents e´tats.
7.2.2 Repre´sentation du spin e´lectronique
Comme il est indique´ sur la figure 7.2, chaque e´lectron de conduction est associe´ a` la
repre´sentation fondamentale de SU(N). Le spin ~Se(0) des e´lectrons de conduction situe´s a`
l’origine comporte (N2 − 1) composantes
~Se(0) =
[
SAe (0)
]
1≤A≤N2−1
,
SAe (0) =
N∑
σ,σ′=1
K∑
λ=1
c†
σ′ ,λ(0)σ
A
σ′ ,σcσ,λ(0), (7.7)
ou` σ˜A est l’un des (N2−1) ge´ne´rateurs du groupe de spin SU(N) dans la repre´sentation {σ}
et cσ′ ,λ(0) l’ope´rateur d’annihilation d’un e´lectron de conduction de spin σ
′
dans le canal de
conduction λ, situe´ a` l’origine. L’expression de ce dernier dans l’espace des impulsions est
donne´e par
c†
σ′ ,λ(0) =
1√Ns
∑
k
c†
k,σ′ ,λ, (7.8)
ou` Ns est le nombre de sites du re´seau. On obtient ainsi
SAe (0) =
1
Ns
∑
k,k′
N∑
σ,σ′=1
K∑
λ=1
c†
k′ ,σ′ ,λσ
A
σ
′
,σ
ck,σ,λ. (7.9)
{σ} ≡
Fig. 7.2 – Description en tableau de Young de la repre´sentation fondamentale {σ}, associe´e
a` chaque e´lectron de conduction.
Les ge´ne´rateurs de SU(N) pour le spin des e´lectrons de conduction sont place´s dans
la repre´sentation fondamentale. Ils sont donc repre´sente´s par des matrices
{
σ˜A
}
1≤A≤N2−1
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hermitiennes, de trace nulle et de dimension (N × N). Ces matrices satisfont a` la re`gle de
normalisation suivante
Tr
[
σ˜Aσ˜B
]
=
1
2
δAB.
Dans le cas des groupes de SU(2) et SU(3), σ˜A = p˜iA/2, ou`
{
p˜iA
}
sont les matrices de Pauli
et Gell-Mann, respectivement.
7.2.3 Expression de l’hamiltonien
En utilisant les pre´ce´centes e´quations (7.1), (7.2), (7.3), (7.6) et (7.9), nous obtenons le
hamiltonien associe´ au mode`le Kondo multicanal SU(N) × SU(K) a` une impurete´, cette
impurete´ e´tant repre´sente´e par un tableau de Young ((en L)) (cf. figure 7.1)
HK =
∑
k
N∑
σ=1
K∑
λ=1
εkc
†
k,σ,λck,σ,λ
+
JK
Ns
N2−1∑
A=1
(∑
k,k′
N∑
σ,σ′=1
K∑
λ=1
c†
k′ ,σ′ ,λσ
A
σ′ ,σck,σ,λ
)( d{Γ}∑
γ,γ′=1
f †
γ′Γ
A
γ′ ,γfγ
)
. (7.10)
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La fonction de partition associe´e a` HK (7.10) est
Z = Trspinexp
[− βHK], (7.11)
avec β = 1/kBT . La difficulte´ rencontre´e dans le calcul de Z provient de la contrainte
(7.5) qui impose de conside´rer la trace Trspin sur les e´tats physiques de´finis par la pre´sence
d’un seul pseudofermion sur le site de l’impurete´. Ne´anmoins le principe de Pauli autorise
le nombre de pseudofermions a` l’origine a` prendre n’importe quelle valeur comprise entre
0 et d{Γ}. Plus pre´cise´ment, la repre´sentation du spin de l’impurete´ en terme d’ope´rateurs
de pseudofermions, donne´e par l’e´quation (7.4), augmente la dimension de l’espace de Hil-
bert sur lequel ces champs agissent, par rapport a` celle de l’espace physique. Les e´tats
non physiques re´sultant de la formulation en pseudofermions sont donc e´limine´s graˆce a` la
contrainte. Par conse´quent la trace de l’e´quation (7.11) ne peut eˆtre simplement calcule´e,
par un de´veloppement perturbatif par exemple, mais requiert la mise en place de me´thodes
plus e´labore´es.
Afin de re´soudre ce proble`me, nous allons utiliser la me´thode initialement propose´e par
Popov et Fedotov [120].
7.3.1 Me´thode de Popov et Fedotov
Nous allons expliquer brie`vement une me´thode extreˆmement puissante, bien que tre`s
simple dans son principe, permettant un traitement exact de la contrainte fixant le nombre
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de pseudofermions sur le site de l’impurete´. Propose´e intialement par Popov et Fedotov
[120] pour des spins 1/2 et 1 du groupe SU(2), cette approche a e´te´ de´veloppe´e dans le
cas des spins de SU(2) arbitraires [121], puis ge´ne´ralise´e a` SU(N) [122]. Elle a e´te´ utilise´e
afin d’e´tudier des syste`mes de spins tre`s varie´s, comme l’hamiltonien de Heisenberg [123],
le re´seau Kondo [124] et les syste`mes de´sordonne´s [125, 126].
Le principe consiste a` exprimer la fonction de partition d’un syste`me de spins sous la
forme d’une somme de fonctions de partition du syste`me fermionique correspondant, les
spins e´tant repre´sente´s a` l’aide d’ope´rateurs de pseudofermions. Le proble`me est d’incor-
porer correctement la contrainte fermionique, a` savoir d’e´liminer le sous-espace de Hilbert
non physique, sans supprimer les vrais e´tats de spin. Cela peut eˆtre fait en remarquant
que le hamiltonien Kondo (7.10) sans contrainte impose´e comporte diffe´rents secteurs de
charge, correspondant chacun a` une valeur donne´e du nombre de pseudofermions et qui
sont de´connecte´s entre eux. Par conse´quent la trace sur l’espace de Fock complet (i.e. sans
contrainte) peut se de´composer en une somme de traces dans des sous-espaces pour lesquels
le nombre de pseudofermions est fixe´ (valeur entie`re comprise entre 0 et d{Γ}, compte tenu
du principe de Pauli)
TrFockexp
[
− β(HK − µnˆf)] = d{Γ}∑
nf=1
Trnf exp
[
− β(HK − µnˆf)], (7.12)
avec Trnf la trace locale ne conside´rant que les e´tats a` nombre nf fixe´ de pseudofermion(s)
sur le site de l’impurete´. La fonction de partition physique Z (7.11) incluant la contrainte
fermionique devient
Z = δ(nf − 1) · TrFockexp[− β(HK − µnˆf)]. (7.13)
En utilisant l’identite´
δ
(
nf − 1
)
=
1
d{Γ}
d{Γ}∑
n=1
e ipi(2n−1)/d{Γ} · e ipi(1−2n)nf/d{Γ} ,
nous obtenons
Z =
∫
Dµ P{µ} TrFockexp
[
− β(HK − µnˆf)], (7.14)
ou` la distribution discre`te de potentiels chimiques imaginaires P{µ} est donne´e par
P{µ} = 1
d{Γ}
d{Γ}∑
n=1
exp
[
ipi
d{Γ}
(2n− 1)
]
· δ
(
µ+
ipi
βd{Γ}
(2n− 1)
)
. (7.15)
Une proprie´te´ tre`s importante re´sulte de l’e´quation (7.15): les potentiels chimiques ima-
ginaires introduits de´pendent de la tempe´rature.
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7.3.2 De´termination de la fonction de partition
Ainsi en introduisant un ensemble de potentiels chimiques imaginaires {iµn}1≤n≤d{Γ}
gouverne´ par la distribution (7.15), nous pouvons de´river l’expression exacte de la fonction
de partition en pre´sence de la contrainte fermionique
Z =
∫
Dµ P{µ} TrFockexp
[
− β(HK − µnˆf)]. (7.16)
TrFock est calcule´e sur l’espace de Fock complet associe´ a` un nombre entier quelconque de
pseudofermion(s), compris entre 0 et d{Γ} pour respecter le principe de Pauli. Les contri-
butions des e´tats non physiques (nf 6= 1) dans le calcul de la fonction de partition sont
automatiquement e´limine´es par l’introduction des potentiels chimiques imaginaires. Nous
obtenons
Z = 1
d{Γ}
d{Γ}∑
n=1
exp [iβµn] TrFockexp
[
− β(HK + iµnnˆf)], (7.17)
avec
iµn = − ipi
βd{Γ}
(2n− 1).
Dans l’e´quation pre´ce´dente, et contrairement a` l’e´quation (7.11), Z est e´quivalente a` une
somme de fonctions de partition dans l’ensemble grand canonique. Elle peut donc eˆtre
calcule´e a` l’aide des techniques standards, comme l’inte´grale fonctionnelle, la me´thode des
fonctions de Green et le de´veloppement en perturbations.
Suivant un formalisme d’inte´grale de chemin a` tempe´rature finie [127, 128], chaque trace
TrFock apparaissant dans (7.17) est donne´e par
TrFockexp
[
− β(HK + iµnnˆf)]
=
∫
Dc¯∗Dc¯Df¯ ∗Df¯exp
[
−
∫ β
0
dτ
{Ln(τ) +HK(τ)}], (7.18)
ou` c¯∗, c¯, f¯ ∗, f¯ sont les variables de Grassmann associe´es aux ope´rateurs fermioniques c†, c,
f †, f , respectivement, et Ln(τ) est le lagrangien de particules libres
Ln(τ) =
∑
k
N∑
σ=1
K∑
λ=1
c¯∗k,σ,λ(τ)∂τ c¯k,σ,λ(τ) +
d{Γ}∑
γ=1
f¯ ∗γ (τ)
(
∂τ + iµn
)
f¯γ(τ). (7.19)
Une conse´quence imme´diate de l’introduction des potentiels chimiques imaginaires, visible
dans l’expression pre´ce´dente, est le de´calage des fre´quences de Matsubara de pseudofermions
d’un facteur e´gal a` (−iµn).
En utilisant (7.17) et (7.18), nous obtenons l’expression finale de la fonction de partition
Z = 1
d{Γ}
d{Γ}∑
n=1
exp [iβµn]
∫
Dc¯∗Dc¯Df¯ ∗Df¯exp
[
−
∫ β
0
dτ
{Ln(τ) +HK(τ)}]. (7.20)
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Nous allons maintenant effectuer un de´veloppement perturbatif aux premiers ordres en
JK de la fonction de partition, afin de calculer la self-energy des e´lectrons de conduction. Ce
calcul est pre´sente´ dans le chapitre 8. Il constitue une e´tape ne´cessaire afin d’obtenir la fonc-
tion d’e´chelle β, qui nous permettra de caracte´riser le point fixe de couplage interme´diaire.
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Chapitre 8
Calcul perturbatif de la self-energy
des e´lectrons de conduction
Dans ce chapitre nous de´terminons la self-energy des e´lectrons de conduction par un
calcul perturbatif aux premiers ordres du couplage Kondo JK. Nous conside´rons donc la
limite de couplage faible. Nous suivons de fac¸on proche la me´thode de´veloppe´e par Gan et
al [129, 130] dans le cas particulier d’un mode`le Kondo SU(2) × SU(K), comportant une
impurete´ de spin 1/2. Nous utilisons les techniques diagrammatiques [131, 132]. En raison
de l’introduction des potentiels chimiques imaginaires, la fonction de partition reveˆt une
forme particulie`re. Un certain nombre d’adaptations sont donc ne´cessaires.
8.1 De´termination des diagrammes perturbatifs
Nous re´sumons ici les re`gles de construction des diagrammes de Feynman permettant
de de´river la self-energy des e´lectrons de conduction, en utilisant un de´veloppement pertur-
batif de la fonction de partition aux ordres successifs en JK. Une me´thode de´taille´e pour
construire les diagrammes associe´s a` la self-energy e´lectronique dans le cadre du mode`le
Kondo est pre´sente´e dans un article de Silverstein et Duke [133], en prolongement du travail
d’Abrikosov. [106]. Ces re`gles sont les suivantes:
(i) Pour obtenir la contribution a` l’ordre n de l’interaction Kondo JK, i.e. O
[
(JK)
n
]
,
nous trac¸ons tous les diagrammes topologiquement distincts liant n vertex.
(ii) Chaque propagateur d’e´lectron de conduction (8.28) est repre´sente´ par une ligne
continue
k1, iωme1 , σ1- .
(iii) Chaque propagateur de pseudofermion associe´ au spin de l’impurete´ (8.35) est note´
par une ligne pointille´e
iωmi1 , γ1- - - - - -- - - - - .
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(iv) Chaque vertex
k1, iωme1 , σ1HHHjHH
*

k2, iωme2 , σ2tiωmi1 , γ1- - - - - - - - - -- - - - - - - - - -iωmi2 , γ2
est associe´ a` un facteur
− JK
βNs δme1+mi1,me2+mi2
N2−1∑
A=1
σAσ2,σ1Γ
A
γ2,γ1
. (8.1)
(v) Les impulsions, fre´quences et spins internes inde´pendants doivent eˆtre somme´s.
(vi) Chaque boucle d’e´lectron de conduction donne un facteur (−K).
(vii) Chaque boucle de pseudofermion contribue par un facteur (-1).
(viii) Chaque diagramme O[(JK)n], note´ (2,0) ou (3,0) par exemple dans ce qui suit,
posse`de un facteur combinatoire de syme´trie note´ fsym. Ce facteur re´sulte de la non compen-
sation entre le nombre de permutations des vertex et la contribution (1/n!) due au the´ore`me
de Wick [134]. Nous le reportons explicitement sur la figure 8.1, quand sa valeur n’est pas
e´gale a` 1.
8.2 Calcul de la self-energy aux premiers ordres de
perturbation en JK
Sur la figure 8.1 nous montrons les diagrammes qui nous permettront de calculer la
fonction d’e´chelle β au troisie`me ordre en perturbation en JK, dans le chapitre 9 suivant.
Les deux indices diffe´renciant les diagrammes entre eux correspondent aux ordres de JK et
K, respectivement.
La contribution de chacun des diagrammes au calcul de la self-energy se factorise en deux
termes principaux. Le premier correspond a` un facteur de spin, il fait intervenir la sommation
sur les degre´s de liberte´ de spin internes. Dans la section 8.2.1 suivante, nous pre´senterons le
calcul de ces facteurs de spin pour chacun des diagrammes que nous conside´rons. Nous au-
rons besoin pour cela d’un certain nombre de proprie´te´s relatives aux ge´ne´rateurs de SU(N){
Γ˜
}
(7.6) et
{
σ˜
}
(7.9), associe´s aux spins d’impurete´ et d’e´lectrons de conduction, respec-
tivement. Ces proprie´te´s sont pre´sente´es dans l’appendice C. Le second terme correspond
a` la contribution apporte´e par les propagateurs fermioniques. Il fait intervenir les somma-
tions sur les impulsions et fre´quences de Matsubara internes. En raison de la pre´sence des
potentiels chimiques imaginaires {iµn}1≤n≤d{Γ} , les propagateurs libres associe´s au spin des
e´lectrons de conduction et au spin de l’impurete´ doivent eˆtre rede´finis, ce que nous ferons
dans la section 8.2.2.
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`σ
`ω
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Fig. 8.1 – Diagrammes de Feynman donnant les contributions aux diffe´rents ordres en JK
et K a` la self-energy des e´lectrons de conduction.
Pour re´sumer, chacune des contributions Σσ,σ
′
(j,l) a` la self-energy des e´lectrons de conduc-
tion donne´e par un diagramme de la figure 8.1 peut de mettre sous la forme factorise´e
suivante
Σσ,σ
′
(j,l) = (−1)bpf × (−K)l × (Ni)× fsym × Spin
[
Σσ,σ
′
(j,l)
]
× F(j,l), (8.2)
ou` bpf est le nombre de boucle(s) de pseudofermions, l le nombre de boucle(s) d’e´lectrons,
fsym le facteur de syme´trie du diagramme, Spin
[
Σσ,σ
′
(j,l)
]
le terme de spin correspondant a` la
contribution des ope´rateurs de spin faisant intervenir une sommation sur les degre´s de liberte´
de spin internes et F(j,l) le facteur correspondant a` la contribution des propagateurs fermio-
niques faisant intervenir une sommation sur les impulsions et les fre´quences de Matsubara
internes.
Nous limitons notre e´tude a` T = 0, ce qui nous permettra de calculer analytiquement
les inte´grales en e´nergie ainsi que les sommations sur les potentiels chimiques imaginaires
intervenant dans le calcul du propagateur libre du spin de l’impurete´ (8.35). Nous suivons la
me´thode standard de la renormalisation du pauvre (((Poor Man’s Scaling))) [14, 19]: un cut-
off en e´nergie est impose´ sur la bande des e´lectrons de conduction, a` savoir −D ≤ εk ≤ D,
avec une densite´ d’e´tats par spin et par canal suppose´e constante.
Le champ d’application du mode`le Kondo a` une impurete´ peut eˆtre e´tendu a` l’e´tude
des syste`mes re´els d’impurete´s dilue´es (a` faible concentration), a` l’aide de la me´thode du
moyennage ale´atoire sur la position des impurete´s [106] que nous adopterons. Son principe est
le suivant. Nous supposons qu’un nombre Ni de spins d’impurete´ sont distribue´s au hasard
dans le syste`me. Seules les contributions line´aires en fonction de la densite´ d’impurete´s
98 Chapitre 8. Calcul perturbatif de la self-energy des e´lectrons de conduction
ni = Ni/Ns sont conserve´es. Les interactions entre les diffe´rentes impurete´s e´tant totalement
ne´glige´es, on se rame`ne alors a` un mode`le Kondo a` une impurete´.
L’appendice D pre´sente le calcul ge´ne´ral du diagramme au troisie`me ordre Σσ,σ
′
(3,0), les
autres pouvant eˆtre traite´s de la meˆme manie`re.
8.2.1 Calcul des facteurs de spin de la self-energy
Dans cette section nous pre´sentons la me´thode de calcul des facteurs de spin, qui sont
ne´cessaires pour de´terminer perturbativement la self-energy des e´lectrons de conduction.
Nous utiliserons intensivement les proprie´te´s des ge´ne´rateurs de SU(N) pre´sente´es dans
l’appendice C. Nous expliciterons les contributions de chacun des diagrammes apparaissant
sur la figure 8.1. Une proprie´te´ ge´ne´rale que l’on peut remarquer est que les propagateurs
de spin d’impurete´ forment toujours une boucle ferme´e. Par conse´quent, les matrices
{
Γ˜A
}
apparaˆıtront syste´matiquement sous forme de traces sur les produits de ge´ne´rateurs dans la
repre´sentation {Γ}.
8.2.1.a Facteur de spin intervenant dans le calcul de la self-energy au second
ordre
La contribution en spin apre`s sommation sur les degre´s de liberte´ internes est donne´e
par
Spin
[
Σσ,σ
′
(2,0)
]
=
N2−1∑
A,B=1
Tr
[
Γ˜AΓ˜B
] · [σ˜Bσ˜A]
σ′σ. (8.3)
En utilisant l’e´quation de normalisation (C.11) suivie par les ge´ne´rateurs du groupe
SU(N) dans la repre´sentation {Γ}, nous obtenons
Tr
[
Γ˜AΓ˜B
]
=
(N + 2S − 1)!
(2S)!(q − 1)!(N − q)!
× 2S
2N(N2 − 1)
[
2S(N − 1)− q(N + 1) + (N2 + 1)]δAB, (8.4)
ou` 2S et q caracte´risent le tableau de Young ((en L)) (cf. figure 7.1).
En utilisant (8.4) et (C.5), nous obtenons finalement
Spin
[
Σσ,σ
′
(2,0)
]
=
(N + 2S − 1)!
(2S)!(q − 1)!(N − q)!
× 2S
4N2
[
2S(N − 1)− q(N + 1) + (N2 + 1)
]
δσ,σ′ . (8.5)
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8.2.1.b Facteur de spin intervenant dans le calcul de la self-energy au troisie`me
ordre
Ce facteur apre`s sommation sur les degre´s de liberte´ internes de spin est donne´ par (cf.
appendice D)
Spin
[
Σσ,σ
′
(3,0)
]
=
N2−1∑
A,B,C=1
Tr
[
Γ˜AΓ˜CΓ˜B
] · [σ˜Bσ˜Cσ˜A]
σ′σ. (8.6)
Le calcul de la trace Tr
[
Γ˜AΓ˜CΓ˜B
]
pour une repre´sentation ((en L)) du groupe SU(N) est
relativement technique. Fort heureusement, une telle quantite´ a de´ja` e´te´ largement e´tudie´e
dans le domaine de la physique des particules. Nous pouvons l’exprimer a` l’aide d’une trace
syme´trise´e, definissant un tenseur invariant associe´ a` {Γ} [135]
Tr
[
Γ˜AΓ˜CΓ˜B
]
= STrACB{Γ} +
i
2
d{Γ}C2
({Γ})
N2 − 1 f
ACB, (8.7)
ou` STrACB{Γ} est une trace syme´trise´e d’ordre 3
STr
Api(1)Api(2)Api(3)
{Γ} =
1
3!
∑
pi
Tr
[
Γ˜Api(1)Γ˜Api(2)Γ˜Api(3)
]
,
ou` la somme est e´tendue a` toutes les permutations des indices de ge´ne´rateurs. STrACB{Γ}
peut eˆtre calcule´e pour toute repre´sentation de SU(N) (N ≥ 3) en suivant la me´thode
de´veloppe´e par Okubo [136], que nous re´sumons ici. Le tableau de Young en arrangement
standard associe´ a` la repre´sentation ((en L)) est de´crit par N nombres entiers (gi)1≤i≤N , gi
e´tant le nombre de boˆıtes de la ie`me ligne nume´rote´e a` partir du haut du tableau
g1 = 2S
gi = 1 , 2 ≤ i ≤ q
gi = 0 , q + 1 ≤ i ≤ N.
(8.8)
En introduisant les indices (σj)1≤j≤N de´finis par
σj = gj +
N + 1
2
− j − 1
N
N∑
i=1
gi =
N + 1
2
− 2S + q − 1
N
− (j − gj),
on a
STrACB{Γ} =
dACB
2
M
({Γ}), (8.9)
avec
M
({Γ}) = N
(N2 − 1)(N2 − 4)d{Γ}
N∑
j=1
(σj)
3. (8.10)
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Nous obtenons en utilisant (C.8), (C.9), (8.7), (8.9) et (8.10)
Tr
[
Γ˜AΓ˜CΓ˜B
]
=
(N + 2S − 1)!
(2S)!(q − 1)!(N − q)! ·
2S
2(N2 − 1)
×
{
1
(N2 − 4)
(
(2S)2
[
2
N
− 3 +N
]
+ q2
[
2
N
+ 3 +N
]
+ 2S · q
[
4
N
−N
]
+2S
[
− 4
N
+ 3− 7N
2
+
3N2
2
]
+ q
[
− 4
N
− 3− 7N
2
− 3N
2
2
]
+
[
2
N
+
7N
2
+
N3
2
])
dACB
+
i
2
(
2S
[
1− 1
N
]
− q
[
1 +
1
N
]
+
[
N +
1
N
])
fACB
}
. (8.11)
A titre de ve´rification, nous avons applique´ la formule pre´ce´dente a` des repre´sentations
((en L)) particulie`res, correspondant a` des valeurs nume´riques donne´es des parame`tres 2S et
q, comme les ont e´tudie´es par Okubo et Patera [137] pour un groupe SU(N) quelconque.
Nous avons obtenu un accord parfait.
En ce qui concerne les e´lectrons de conduction, nous obtenons graˆce a` la loi de multipli-
cation (C.3)
[
σ˜Bσ˜Cσ˜A
]
σ′σ =
1
2N
δBC
[
σ˜A
]
σ′σ +
1
2
N2−1∑
G=1
(
dBCG + ifBCG
)[
σ˜Gσ˜A
]
σ′σ. (8.12)
En utilisant (C.5), (C.6) et (C.7), nous obtenons finalement la contribution en spin
pre´sente au troisie`me ordre en perturbation
Spin
[
Σσ,σ
′
(3,0)
]
=
(N + 2S − 1)!
(2S)!(q − 1)!(N − q)! ·
2S
8N3
×
[
(2S)2
(
2− 3N +N2)+ q2(2 + 3N +N2)+ 2S · q(4−N2)
+2S
(− 4 + 3N − 4N2 + 2N3)+ q(− 4− 3N − 4N2 − 2N3)
+
(
2 + 4N2 +N4
)]
δσ,σ′ . (8.13)
8.2.1.c Facteurs de spin intervenant dans le calcul de la self-energy au qua-
trie`me ordre
La premie`re contribution de spin a` l’ordre 4 en the´orie de perturbation est donne´e par
le diagramme associe´ a` Σ(4,1)a
Spin
[
Σσ,σ
′
(4,1)a
]
=
N2−1∑
A,B,C,D=1
Tr
[
Γ˜DΓ˜CΓ˜BΓ˜A
] · Tr[σ˜Bσ˜C] · [σ˜Dσ˜A]
σ′σ. (8.14)
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En utilisant (C.3), (C.4) et (C.13) nous avons∑
B,C
Tr
[
Γ˜DΓ˜CΓ˜BΓ˜A
] · Tr[σ˜Bσ˜C]
=
(N + 2S − 1)!
(2S)!(q − 1)!(N − q)! ·
2S
(
2S + q − 1)
8N2
(
N2 − 1)
×
[
2S
(
N − 1)− q(N + 1)+ (N2 + 1)]2δAD. (8.15)
et finalement
Spin
[
Σσ,σ
′
(4,1)a
]
=
(N + 2S − 1)!
(2S)!(q − 1)!(N − q)! ·
2S
(
2S + q − 1)
16N3
×
[
2S
(
N − 1)− q(N + 1)+ (N2 + 1)]2δσ,σ′ . (8.16)
La seconde contribution de spin au quatrie`me ordre en perturbation correspond au dia-
gramme Σ(4,1)b
Spin
[
Σσ,σ
′
(4,1)b
]
=
N2−1∑
A,B,C,D=1
Tr
[
Γ˜AΓ˜B
] · Tr[Γ˜CΓ˜D] · Tr[σ˜Bσ˜C] · [σ˜Dσ˜A]
σ′σ. (8.17)
On trouve avec (C.4), (C.5) et (C.11)
Spin
[
Σσ,σ
′
(4,1)b
]
=
{
(N + 2S − 1)!
(2S)!(q − 1)!(N − q)! ·
2S
N
[
2S
(
N − 1)− q(N + 1)+ (N2 + 1)]}2
× 1
16N
(
N2 − 1) δσ,σ′ . (8.18)
La dernie`re contribution de spin d’ordre 4 correspond au diagramme Σ(4,1)c
Spin
[
Σσ,σ
′
(4,1)c
]
=
N2−1∑
A,B,C,D=1
Tr
[
Γ˜AΓ˜CΓ˜DΓ˜B
] · Tr[σ˜Bσ˜C] · [σ˜Dσ˜A]
σ
′
σ
. (8.19)
Les expressions (C.4) et (C.12) donnent∑
B,C
Tr
[
Γ˜AΓ˜CΓ˜DΓ˜B
] · Tr[σ˜Bσ˜C]
=
(N + 2S − 1)!
(2S)!(q − 1)!(N − q)! ·
2S
4N
(
N2 − 1)
×
[
2S + q − 1
2N
{
2S
(
N − 1)− q(N + 1)+ (N2 + 1)}− N
2
]
×
[
2S
(
N − 1)− q(N + 1)+ (N2 + 1)]δAD. (8.20)
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Graˆce a` (C.3) nous de´duisons
Spin
[
Σσ,σ
′
(4,1)c
]
=
(N + 2S − 1)!
(2S)!(q − 1)!(N − q)! ·
2S
16N3
×
{ [
2S
(
N − 1)− q(N + 1)+ (N2 + 1)]2(2S + q − 1)
−
[
2S
(
N − 1)− q(N + 1)+ (N2 + 1)]N2} δσ,σ′ . (8.21)
8.2.2 Expressions des propagateurs libres associe´s a` l’impurete´ et
aux e´lectrons de conduction
Nous effectuons un de´veloppement perturbatif de la self-energy des e´lectrons de conduc-
tion. Nous utilisons pour cela une approche standard base´e sur les diagrammes de Feynman
[131, 132]. Nous avons besoin au pre´alable d’e´tablir les expressions des propagateurs libres
associe´s aux e´lectrons de conduction et au spin de l’impurete´. Compte tenu de la pre´sence des
potentiels chimiques imaginaires (7.15) dans la fonction de partition Z (7.20), nous devons
proce´der avec soin. Pour cette raison, nous avons recours a` la technique de la fonctionnelle
ge´ne´ratrice [127, 138].
8.2.2.a Fonctionnelle ge´ne´ratrice
La fonction de partition libre, en l’absence du terme d’interaction VK (7.3), s’e´crit de la
fac¸on suivante
Z0 =
∫
Dc¯∗Dc¯Df¯ ∗Df¯ 1
d{Γ}
∑
n
exp [iβµn] (8.22)
×exp
[
−
∑
iωm
∑
k,σ,λ
{
c¯∗k,σ,λ(iωm)(iωm − εk)c¯k,σ,λ(iωm)
}
−
∑
iωm
∑
γ
{
f¯ ∗γ (iωm)(iωm − iµn)f¯γ(iωm)
}]
.
Nous introduisons les sources termes J∗, J et η∗, η couple´es aux variables de Grassmann
associe´es aux e´lectrons de conduction c¯,c¯∗ et au spin de l’impurete´ f¯ , f¯ ∗, respectivement. Ces
sources externes sont e´galement des nombres de Grassmann. La fonctionnelle ge´ne´ratrice est
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donne´e par
ZG[J, J∗, η, η∗]
=
∫
Dc¯∗Dc¯Df¯ ∗Df¯
×
(
1
d{Γ}
∑
n
exp [iβµn]
×exp
[
−
∑
iωm
∑
k,σ,λ
{
c¯∗k,σ,λ(iωm)(iωm − εk)c¯k,σ,λ(iωm)
−J∗k,σ,λ(iωm)c¯k,σ,λ(iωm)− c¯∗k,σ,λ(iωm)Jk,σ,λ(iωm)}
−
∑
iωm
∑
γ
{
f¯ ∗γ (iωm)(iωm − iµn)f¯γ(iωm)
−η∗γ(iωm)f¯γ(iωm)− f¯ ∗γ (iωm)ηγ(iωm)
}])
. (8.23)
Dans la limite ou` les sources externes sont nulles nous retrouvons aise´ment
ZG[J = 0, J∗ = 0, η = 0, η∗ = 0] = Z0. (8.24)
Les propagateurs libres s’obtiennent de la fac¸on suivante
〈c¯k0,σ0,λ0(iωm0)c¯∗k0,σ0,λ0(iωm0)〉0 = −
1
Z0
∂2ZG[J, J∗, η, η∗]
∂Jk0,σ0,λ0(iωm0)∂J
∗
k0,σ0,λ0
(iωm0)
]
J, J∗ → 0
η, η∗ → 0
(8.25)
〈f¯γ0(iωm0)f¯ ∗γ0(iωm0)〉0 = −
1
Z0
∂2ZG[J, J∗, η, η∗]
∂ηγ0(iωm0)∂η
∗
γ0
(iωm0)
]
J, J∗ → 0
η, η∗ → 0
. (8.26)
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8.2.2.b De´rivation des propagateurs libres
Afin de calculer explicitement les propagateurs libres, nous utilisons l’identite´ suivante
concernant les inte´grales gaussiennes sur les champs de Grassmann∫
Dc¯∗Dc¯Df¯ ∗Df¯exp
[
−
∑
iωm
∑
k,σ,λ
{
c¯∗k,σ,λ(iωm)(iωm − εk)c¯k,σ,λ(iωm)
−J∗k,σ,λ(iωm)c¯k,σ,λ(iωm)− c¯∗k,σ,λ(iωm)Jk,σ,λ(iωm)}
−
∑
iωm
∑
γ
{
f¯ ∗γ (iωm)(iωm − iµn)f¯γ(iωm)
−η∗γ(iωm)f¯γ(iωm)− f¯ ∗γ (iωm)ηγ(iωm)
}]
= exp
[ ∑
iωm
∑
k,σ,λ
{
J∗k,σ,λ(iωm)
(
1
iωm − εk
)
Jk,σ,λ(iωm)
}
+
∑
iωm
∑
γ
{
η∗γ(iωm)
(
1
iωm − iµn
)
ηγ(iωm)
}]
×
∫
Dc¯∗Dc¯Df¯ ∗Df¯exp
[
−
∑
iωm
∑
k,σ,λ
{
c¯∗k,σ,λ(iωm)(iωm − εk)c¯k,σ,λ(iωm)
}
−
∑
iωm
∑
γ
{
f¯ ∗γ (iωm)(iωm − iµn)f¯γ(iωm)
}]
. (8.27)
Nous obtenons ainsi les de´rive´es de la fonctionnelle ge´ne´ratrice ZG (8.23) par rapport
aux sources, et donc pour les propagateurs libres
〈c¯k0,σ0,λ0(iωm0)c¯∗k0,σ0,λ0(iωm0)〉0 = −
1
iωm0 − εk0
, (8.28)
〈f¯γ0(iωm0)f¯ ∗γ0(iωm0)〉0 = −
1
d{Γ}
∑
n
eiβµn
(
1
iωm0 − iµn
)
Zf0 (iµn)
1
d{Γ}
∑
n
eiβµnZf0 (iµn)
, (8.29)
ou` Zf0 repre´sente la partie fermionique libre de la fonction de partition, associe´e au potentiel
chimique (iµn)
Zf0 (iµn) =
∫
Df¯ ∗Df¯exp
[
−
∑
iωm
∑
γ
{
f¯ ∗γ (iωm)(iωm − iµn)f¯γ(iωm)
}]
. (8.30)
Zf0 correspond a` la fonction de partition d’un syste`me de fermions libres [127], ((d’e´nergie))
(iµn)
Zf0 (iµn) =
d{Γ}∏
γ=1
[
1 + e−iβµn
]
=
[
1 + e−iβµn
]d{Γ} . (8.31)
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Compte tenu de la forme particulie`re des potentiels chimiques imaginaires (7.15), nous
de´duisons en utilisant de simples arguments trigonome´triques les trois identite´s suivantes,
qui s’ave`reront tre`s utiles pour effectuer les calculs impliquant les propagateurs de pseudo-
fermions
d{Γ}∑
γ=1
eiβµn
[
1 + e−iβµn
]d{Γ} = [d{Γ}]2, (8.32)
d{Γ}∑
γ=1
[
1 + e−iβµn
]d{Γ}−1 = d{Γ}, (8.33)
d{Γ}∑
γ=1
eiβµn
[
1 + e−iβµn
]d{Γ}−1 = d{Γ}(d{Γ} − 1). (8.34)
La formule (8.32) permet de simplifier l’expression (8.29), et le propagateur du pseudo-
fermion associe´ au spin de l’impurete´ est donne´ finalement par
〈f¯γ0(iωm0)f¯ ∗γ0(iωm0)〉0 = −
1[
d{Γ}
]2 d{Γ}∑
n=1
( 1
iωm0 − iµn
)
eiβµn
[
1 + e−iβµn
]d{Γ} . (8.35)
8.2.3 Expression de la self-energy aux premiers ordres d’une the´orie
de perturbation en JK
Nous disposons maintenant de tous les e´le´ments ne´cessaires pour terminer le calcul de la
self-energy des e´lectrons de conduction aux premiers ordres d’une the´orie de perturbation.
Chacun des diagrammes est obtenu en suivant la me´thode pre´sente´e dans l’appendice D. A
tempe´rature nulle et apre`s continuation analytique le long de l’axe re´el, la partie imaginaire
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de la self-energy e´lectronique est donne´e par
Im
[
Σσ,σ
′
(2,0)
(
ω, ω
′)]
(8.36)
= −
(
(N + 2S − 1)!
(2S)!(q − 1)!(N − q)! ·
2S
4N2
[
2S
(
N − 1)− q(N + 1)+ (N2 + 1)])
×(JK)2 · ni · δσ,σ′ · δ(ω − ω′) ·
(
d{Γ} − 1[
d{Γ}
]2
)
×ρ · Im
{∫ +D
−D
dε1
1
(ω − ε1 + i0+)
}
,
Im
[
Σσ,σ
′
(3,0)
(
ω, ω
′)]
(8.37)
= −
([
(2S)2
(
N2 − 3N + 2)+ q2(N2 + 3N + 2)− 2S · q(N2 − 4)
+2S
(
2N3 − 4N2 + 3N − 4)− q(2N3 + 4N2 + 3N + 4)
+
(
N4 + 4N2 + 2
)] (N + 2S − 1)!
(2S)!(q − 1)!(N − q)! ·
2S
2N3
)
×(JK)3 · ni · δσ,σ′ · δ(ω − ω′)
×ρ2 · Im
{∫ +D
−D
dε1dε2
1
(ω − ε1 + i0+)(ε1 − ε2)
×
[
nf (ε2)
(
d{Γ} − 1[
d{Γ}
]2
)
−
(
d{Γ} − 1[
d{Γ}
]3
)]}
,
Im
[
Σσ,σ
′
(4,1)a
(
ω, ω
′)]
+ Im
[
Σσ,σ
′
(4,1)b
(
ω, ω
′)]
+ Im
[
Σσ,σ
′
(4,1)c
(
ω, ω
′)]
(8.38)
=
(
(N + 2S − 1)!
(2S)!(q − 1)!(N − q)! ·
2S
8N
[
2S
(
N − 1)− q(N + 1)+ (N2 + 1)])
×(JK)3 · ni ·K · δσ,σ′ · δ(ω − ω′) ·
(
d{Γ} − 1[
d{Γ}
]2
)
×ρ3 · Im
{∫ +D
−D
dε1dε2dε3
nf (−ε1)nf (ε2)nf (−ε3) + nf (ε1)nf (−ε2)nf (ε3)
(ω − ε1 + i0+)(ω − ε1 + ε2 − ε3 + i0+)(ε2 − ε3)
}
.
Pour d’effectuer une analyse perturbative du groupe de renormalisation, il n’y a que la
gamme d’e´nergie 0 < ω ¿ D qui soit pertinente. Dans les expressions pre´ce´dentes, seuls les
termes donnant lieu a` une contribution logarithmique en ln(ω/D) ont e´te´ retenus, et nous
avons ne´glige´ les termes en loi de puissance de (ω/D). La partie principale des inte´grales
est donne´e par les inte´grales de Cauchy. Les inte´grales en e´nergie sont calcule´es en utilisant
8.2 Calcul de la self-energy aux premiers ordres de perturbation en JK 107
la me´thode introduite par Gan [130]. Nous obtenons
Im
{∫ +D
−D
dε1
1
(ω − ε1 + i0+)
}
= −pi , (8.39)
Im
{∫ +D
−D
dε1dε2
1
(ω − ε1 + i0+)(ε1 − ε2)
[
nf (ε2)
(
d{Γ} − 1[
d{Γ}
]2
)
−
(
d{Γ} − 1[
d{Γ}
]3
)]}
= pi
(
d{Γ} − 1[
d{Γ}
]2
)
ln(ω/D) , (8.40)
Im
{∫ +D
−D
dε1dε2dε3
nf (−ε1)nf (ε2)nf (−ε3) + nf (ε1)nf (−ε2)nf (ε3)
(ω − ε1 + i0+)(ω − ε1 + ε2 − ε3 + i0+)(ε2 − ε3)
}
= pi ln(ω/D) . (8.41)
Nous obtenons ainsi a` tempe´rature nulle la partie imaginaire de la self-energy aux pre-
miers ordres d’un calcul de perturbation en JK.
Im
[
Σσ,σ
′
{Γ}
(
ω, ω
′)]
= pi
(
(N + 2S − 1)!
(2S)!(q − 1)!(N − q)! ·
2S
2N
)(
d{Γ} − 1[
d{Γ}
]2
)(
JK
)2
ρ · ni · δσ,σ′ · δ
(
ω − ω′)
×
{(
1
2N
[
2S
(
N − 1)− q(N + 1)+ (N2 + 1)])
−
(
1
N2
[
(2S)2
(
N2 − 3N + 2)+ q2(N2 + 3N + 2)− 2S · q(N2 − 4)
+2S
(
2N3 − 4N2 + 3N − 4)− q(2N3 + 4N2 + 3N + 4)
+
(
N4 + 4N2 + 2
)])(
JKρ
)
ln(ω/D)
+
(
1
4
[
2S
(
N − 1)− q(N + 1)+ (N2 + 1)])(JKρ)2K · ln(ω/D)
+ · · ·
}
. (8.42)
La self-energy e´lectronique ainsi obtenue constitue le point de de´part du calcul de la
fonction de couplage faible β, qui nous permettra de caracte´riser le point fixe de couplage
interme´diaire. Ce calcul est pre´sente´ dans le chapitre 9. Il est base´ sur une approche pertur-
bative du groupe de renormalisation.
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Chapitre 9
Me´thode du Groupe de
Renormalisation perturbatif
Dans ce chapitre nous poursuivons notre e´tude en utilisant une me´thode du groupe de
renormalisation perturbatif, due a` Anderson et appele´e renormalisation du pauvre (((poor
man’s scaling))) [14, 19]. Il s’agit comme son nom l’indique d’une mise en œuvre relativement
simple des concepts de la the´orie de la renormalisation, d’une difficulte´ sans commune mesure
avec l’approche nume´rique de´veloppe´e par Wilson [25].
Nous identifions le point fixe de couplage interme´diaire (IC) associe´ au mode`le conside´re´,
pour plusieurs classes de repre´sentations associe´es au spin de l’impurete´. Nous commenc¸ons
par calculer la fonction d’e´chelle β
(
JKρ
)
. Le point fixe de la transformation applique´e a`
l’hamiltonien est obtenu en identifiant les ze´ros de la fonction β. Une analyse simple des
proprie´te´s de la fonction d’e´chelle au voisinage d’un point fixe permet d’en de´terminer la
stabilite´ [80]. De fac¸on ge´ne´rale l’existence d’un point fixe IC s’accompagne de l’e´mergence
d’une physique tre`s riche, tel qu’un comportement du syste`me ne respectant pas la the´orie
de Landau des liquides de Fermi [2, 3]. On parle alors de comportement non-liquide de
Fermi (NFL). Il en re´sulte des proprie´te´s tre`s inhabituelles des quantite´s physiques, comme
l’entropie et la susceptibilite´ dynamique de spin.
9.1 De´rivation de la fonction d’e´chelle
Nous e´valuons maintenant les termes dominants dans la limite de couplage faible de
la fonction d’e´chelle β
(
JKρ
)
. Nous pouvons pour cela utiliser les re´sultats obtenus dans la
section 8.2.3 pre´ce´dente concernant la self-energy des e´lectrons de conduction, dont la partie
imaginaire est un invariant par transformation du groupe de renormalisation comme nous
l’expliquerons plus loin. Dans le cadre de la the´orie de la renormalisation, la relation entre
ces deux quantite´s est donne´e par l’e´quation de Callan-Symanzik [139, 140, 141].
9.1.1 Equation de Callan-Symanzik
En omettant la de´pendance en spin de la self-energy des e´lectrons de conduction, nous
notons Σ
′′
{Γ} sa partie imaginaire Im
[
Σσ,σ
′
{Γ}
]
calcule´e pre´ce´demment (8.42). Suivant le travail
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de Gan et al [129, 130], l’expression de Σ
′′
{Γ} au quatrie`me ordre d’un calcul perturbatif en
JK est donne´e par
Σ
′′
{Γ}
(
ω,D, JKρ
)
=
α
ρ
[
P0
(
JKρ
)2
+ P1 ln(ω/D)
(
JKρ
)3
+ P2 ·K · ln(ω/D)
(
JKρ
)4
+P3 ·K ·
(
JKρ
)4
+ P4 ln
2(ω/D)
(
JKρ
)4
+O(JKρ)5], (9.1)
ou` α, P0, ... , P4 sont des constantes, inde´pendantes de ω, D et JKρ (voir la section 9.1.2
suivante).
(
ρΣ
′′
{Γ}
)
correspond au taux de diffusion des e´lectrons de conduction par le spin
de l’impurete´ (i.e. a` l’inverse du temps de vie e´lectronique) sans dimension. L’ide´e fonda-
mentale a` la base de la the´orie de la renormalisation est la suivante : les proprie´te´s physique
de´rive´es ne de´pendent pas du sche´ma de renormalisation utilise´ et sont donc inde´pendantes
de l’e´nergie de coupure (((cut-off))) D. Par conse´quent le taux de diffusion obtenu apre`s
chaque transformation du groupe de renormalisation est invariant. L’e´quation de Callan-
Symanzik qui en de´coule est(
∂
∂ lnD
+ β
(
JKρ
) ∂
∂JKρ
)
ρΣ
′′
{Γ}
(
ω,D, JKρ
)
= 0. (9.2)
De fac¸on tre`s ge´ne´rale, on peut utiliser la forme suivante de la fonction d’e´chelle β
correspondant a` un de´veloppement au troisie`me ordre en
(
JKρ
)
β
(
JKρ
)
= κ1
(
JKρ
)2
+ κ2 ·K ·
(
JKρ
)3
+ κ3
(
JKρ
)3
+O(JKρ)4. (9.3)
En incorporant les expressions (9.1) et (9.3) dans l’e´quation (9.2), on trouve
[
2κ1P0 − P1
](
JKρ
)3
+
[
2κ2P0 − P2
]
K · (JKρ)4 + 2κ3P0(JKρ)4[
3κ1P1 − 2P4
]
ln(ω/D)
(
JKρ
)4
+O(JKρ)5 = 0. (9.4)
L’e´quation pre´ce´dente qui conduit a` des termes logarithmiques est valable quelle que
soit la valeur du couplage JK. Par conse´quent les coefficients apparaissant devant les termes
d’ordres successifs en
(
JKρ
)
sont identiquement nuls. On a
κ1 =
P1
2P0
, (9.5)
κ2 =
P2
2P0
, (9.6)
κ3 = 0, (9.7)
P4 =
3
2
κ1P1. (9.8)
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9.1.2 Expression de la fonction d’e´chelle β
Les valeurs de P0, P1 et P2 s’obtiennent a` partir de la partie imaginaire de la self-energy
des e´lectrons de conduction (8.42)
P0 =
[
1− q
N
](
N
2
+
1
2
)
+
(
2S
N
)(
N
2
− 1
2
)
−
(
1
2
− 1
2N
)
, (9.9)
P1 = −
{[
1− q
N
]2(
N2 + 3N + 2
)
+
[
1− q
N
][(
2S
N
)(
N2 − 4)−(2N + 1− 4
N
)]
+
[
N
(
2S
N
)
− 2
]2
−
(
2S
N
)2(
3N − 2)+(2S
N
)(
N2 + 7− 4
N
)
−
(
N + 1 +
4
N
− 2
N2
)}
, (9.10)
P2 =
[
1− q
N
](
N2
4
+
N
4
)
+
(
2S
N
)(
N2
4
− N
4
)
−
(
N
4
− 1
4
)
. (9.11)
Nous soulignons que les expressions pre´ce´dentes sont exactes quelles que soient les valeurs
de N , 2S and q, et ne supposent donc aucune approximation. On remarque que :
P2 = N · P0/2 .
L’e´quation d’auto-cohe´rence (9.8) a e´te´ ve´rifie´e par Gan [130] pour un spin d’impurete´
dans la repre´sentation fondamentale du groupe SU(2). A chacun des ordres en perturba-
tion, l’approche ge´ne´ralise´e que nous proposons conduit aux meˆmes inte´grales en e´nergie
(8.39), (8.40) et (8.41). La seule diffe´rence entre le travail de Gan et le noˆtre re´side dans
les facteurs de spin qui de´pendent du groupe et de la repre´sentation associe´e au spin d’im-
purete´ conside´re´s. Comme nous avons calcule´ ces facteurs de spin de fac¸on exacte, nous en
concluons que l’e´quation de self-consistence pre´ce´dente est automatiquement satisfaite quels
que soient le groupe SU(N) et la repre´sentation de spin {Γ}. A l’ordre conside´re´ (nous nous
limitons au troisie`me ordre en perturbation pour β), le calcul de P4 n’est pas ne´cessaire.
En utilisant les re´sultats de la section 9.1.1, la fonction d’e´chelle β est donne´e au troisie`me
ordre en the´orie de perturbation en JK par
β
(
JKρ
)
=
P1
2P0
(
JKρ
)2
+
P2
2P0
K
(
JKρ
)3
+O(JKρ)4. (9.12)
La valeur critique J∗, caracte´risant le couplage Kondo au point fixe de couplage in-
terme´diaire, est donne´e par le ze´ro de la fonction β. Nous obtenons dans le cas ge´ne´ral
J∗ρ = − P1
KP2
.
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La valeur de J∗ obtenue de´termine le re´gime de validite´ du de´veloppement perturbatif.
Comme la me´thode du groupe de renormalisation perturbatif que nous avons utilise´e n’est
pertinente que dans le re´gime de couplage faible, le point fixe de couplage interme´diaire
doit se situer au voisinage du point fixe du syste`me d’e´lectrons libres. Le de´veloppement
perturbatif de la fonction β est donc valable uniquement si J∗ est proche de 0. Ce crite`re de
validite´ impose des restrictions pour les valeurs de 2S, q et K accessibles par cette me´thode,
comme nous allons le voir dans les diffe´rents cas suivants.
En analysant le comportement de la fonction β, nous pouvons de´river les proprie´te´s de
basses e´nergies du syste`me. La quantite´ principale est l’exposant critique ∆, donne´ par la
pente de β au voisinage de J∗
∆ =
dβ
d(JKρ)
]
JK=J∗
=
N
K
(
P1
2P2
)2
.
Dans le re´gime de basses tempe´ratures, toutes les quantite´s physiques du syste`me suivent
des lois de puissance en (T/TK), dont les exposants sont de´termine´s uniquement par ∆.
9.2 Analyse du point fixe de couplage interme´diaire
Nous utilisons ici les re´sultats de la section 9.1 afin d’e´tudier le point fixe de couplage
interme´diaire associe´ au mode`le Kondo lorsque le point fixe de couplage fort est instable,
pour plusieurs classes de repre´sentations associe´es au spin de l’impurete´.
9.2.1 Repre´sentation fondamentale du groupe SU(2)
Nous conside´rons d’abord le cas ou` le spin de l’impurete´ est caracte´rise´ par la repre´senta-
tion fondamentale de SU(2), autrement dit que l’impurete´ (comme les e´lectrons de conduc-
tion) porte un spin 1/2. Il s’agit du cas e´tudie´ par Gan et al. [129, 130].
A tempe´rature nulle et apre`s continuation analytique le long de l’axe re´el, nous obtenons
pour la partie imaginaire de la self-energy des e´lectrons de conduction
Im
[
Σσ,σ
′
(2,0)
(
ω, ω
′)]
(9.13)
= −3ni
32
(
JK
)2
ρ · δσ,σ′ · δ
(
ω − ω′) · Im{∫ +D
−D
dε1
1
(ω − ε1 + i0+)
}
,
Im
[
Σσ,σ
′
(3,0)
(
ω, ω
′)]
(9.14)
=
3ni
32
(
JK
)3
ρ2 · δσ,σ′ · δ
(
ω − ω′) · Im{∫ +D
−D
dε1dε2
tanh
(
β²2/2
)
(ω − ε1 + i0+)(ε1 − ε2)
}
,
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Im
[
Σσ,σ
′
(4,1)a
(
ω, ω
′)]
+ Im
[
Σσ,σ
′
(4,1)b
(
ω, ω
′)]
+ Im
[
Σσ,σ
′
(4,1)c
(
ω, ω
′)]
(9.15)
=
3ni
32
K · (JK)4ρ3 · δσ,σ′ · δ(ω − ω′)
×Im
{∫ +D
−D
dε1dε2dε3
nf (−ε1)nf (ε2)nf (−ε3) + nf (ε1)nf (−ε2)nf (ε3)
(ω − ε1 + i0+)(ω − ε1 + ε2 − ε3 + i0+)(ε2 − ε3)
}
,
d’apre`s les expressions ge´ne´rales (8.36), (8.37) et (8.38), respectivement. Les expressions
pre´ce´dentes sont a` comparer aux e´quations (5)-(7), de l’article de Gan [130]. Les re´sultats
sont identiques a` un facteur 1/2 pre`s, le terme 3/32 e´tant remplace´ par 3/16 a` chacun des
ordres en perturbation dans les expressions de Gan. Cette diffe´rence d’un facteur 1/2 ne
constitue pas un proble`me, dans la mesure ou` la self-energy e´lectronique n’est pas en elle-
meˆme une quantite´ physique. Par contre, on peut ve´rifier que cette diffe´rence ne joue pas
sur la fonction d’e´chelle, a` partir de laquelle les quantite´s physiques peuvent eˆtre de´rive´es.
L’expression ge´ne´rale (9.12) donne dans le cas pre´sent
β
(
JKρ
)
= −(JKρ)2 + 1
2
K
(
JKρ
)3
+O(JKρ)4 , (9.16)
en utilisant les e´quations (9.9), (9.10) et (9.11). La fonction β que nous obtenons est identique
a` l’expression donne´e par Gan au troisie`me ordre d’un de´veloppement en perturbation (cf.
Eq. (20) de la re´fe´rence [130]). L’expression (9.16) est en accord avec celle de´rive´e par
Abrikosov et Migdal pour un seul canal de conduction [142], ainsi qu’avec celle obtenue en
utilisant la the´orie de l’invariance conforme applique´e au mode`le Kondo multicanal [39].
Elle diffe`re d’un facteur 2 avec le re´sultat donne´ par Nozie`res et Blandin [16] (K/2 dans
l’expression ci-dessus doit alors eˆtre remplace´ par K).
Nous mentionnons que notre approche, bien qu’inspire´e par le travail de Gan, est cepen-
dant d’un point de vue technique assez diffe´rente, car les calculs de Gan n’impliquent qu’un
seul potentiel chimique contrairement aux noˆtres qui en incluent deux. Il est en effet possible
en utilisant la syme´trie e´lectron-trou de l’hamiltonien de construire une distribution de po-
tentiels chimiques comportant non pas d potentiels chimiques comme nous l’avons fait (voir
la section 7.3.1), mais d/2 [122], ou` d est la dimension de la repre´sentation associe´e au spin
de l’impurete´. L’utilisation de la proprie´te´ de syme´trie e´lectron-trou n’apporte aucune sim-
plification lorsque le spin de l’impurete´ est associe´ a` une repre´sentation ge´ne´rale du groupe
SU(N), mais est par contre tre`s efficace dans le cas d’un spin d’impurete´ 1/2 comme nous
l’e´tudions ici. Ainsi les sommations sur les potentiels chimiques (cf. section 8.2.2.b) n’inter-
viennent plus en pre´sence d’une syme´trie e´lectron-trou. En effet le seul potentiel chimique
pre´sent disparaˆıt de`s lors que l’on effectue les sommations sur les fre´quences de Matsubara.
Le fait que nos re´sultats soient en accord avec ceux de Gan constitue donc une ve´rification
non triviale de la validite´ de notre approche.
Nous obtenons pour la valeur critique J∗
J∗ρ =
2
K
+O
(
1
K2
)
. (9.17)
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Comme chacune des boucles d’e´lectrons de conduction contient au moins deux vertex, et
que chaque terme (JKρ) apporte un facteur (1/K) d’apre`s l’e´quation pre´ce´dente, nous en
de´duisons que les diagrammes de la self-energy e´lectronique sche´matise´s sur la Figure 8.1
(voir chapitre pre´ce´dent) incluent toutes les contributions jusqu’a` l’ordre (1/K3). Concer-
nant le re´gime de validite´ du de´veloppement perturbatif de la fonction d’e´chelle, J∗ doit
eˆtre proche de 0. D’apre`s l’e´quation (9.17), le seul parame`tre de controˆle sur J∗ dans le cas
pre´sent est donne´ par le nombre de canaux de conduction K. Le de´veloppement en per-
turbation de la fonction β n’est valable que dans la limite d’un grand nombre de canaux,
K À 1, qui correspond au cas de l’impurete´ sur-e´crante´e de´crit par Nozie`res et Blandin
dans le cadre du mode`le Kondo multicanal [16].
L’exposant critique ∆ est donne´ par l’expression suivante
∆ =
2
K
+O
(
1
K2
)
. (9.18)
9.2.2 Spin arbitraire du groupe SU(2)
Nous conside´rons maintenant le cas ou` le spin de l’impurete´ est S dans le groupe SU(2).
La repre´sentation de ce spin est comple`tement syme´trique, elle correspond en termes de
tableaux de Young a` une ligne horizontale de 2S boˆıtes
{Γ} ≡
2S︷ ︸︸ ︷
.
Nous obtenons pour la valeur du couplage au point fixe de couplage interme´diaire
J∗ρ =
2
K
+O
(
1
K2
)
. (9.19)
Le re´gime de validite´ du de´veloppement perturbatif doit eˆtre examine´ avec soin. L’expression
pre´ce´dente montre que, comme dans le cas d’un spin 1/2, on doit se placer dans la limite
d’un grand nombre de canaux, K À 1. Par ailleurs, comme l’ont de´ja` note´ Abrikosov-
Migdal [142] et Aﬄeck-Ludwig [39], le terme d’ordre 4 du de´veloppement de la fonction
d’e´chelle, O(JKρ)4, comporte un coefficient proportionnel a` la valeur propre de l’ope´rateur
quadratique de Casimir, S(S+1). Afin que cette contribution, qui n’a pas e´te´ prise en compte
jusqu’ici, ne l’emporte pas sur les termes d’ordre 2 et 3, nous devons e´galement supposer
que le nombre de composantes bosoniques 2S caracte´risant la repre´sentation du spin de
l’impurete´ n’est pas trop grand. Autrement dit, le point fixe de couplage interme´diaire
de´crit le cas d’une impurete´ sur-e´crante´e, K À 2S.
Concernant la valeur de l’exposant critique, nous trouvons
∆ =
2
K
+O
(
1
K2
)
. (9.20)
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Ces re´sultats co¨ıncident avec ceux obtenus dans le cas d’un spin 1/2 (voir la section
pre´ce´dente). Nous voyons donc que dans le groupe SU(2), la physique du syste`me est
inde´pendante de la repre´sentation du spin de l’impurete´, elle ne de´pend que de la nature
sous ou sur-e´crante´e de cette impurete´. Les repre´sentations de ce type ont de´ja` e´te´ e´tudie´es,
en utilisant la me´thode de l’ansatz de Bethe [111]. Nous obtenons pour les valeurs de l’in-
teraction Kondo au point fixe de couplage interme´diaire J∗ et de l’exposant critique ∆ des
re´sultats identiques.
9.2.3 Syme´trie e´lectron-trou dans le groupe SU(N)
Nous conside´rons maintenant le cas de la repre´sentation fermionique respectant la syme´trie
e´lectron-trou dans le groupe SU(N), de´crite dans la section 4.2.3. Cette repre´sentation est
caracte´rise´e en terme de tableau de Young par une colonne comprenant q = N/2 boˆıtes
{Γ} ≡
 q = N/2 .
Le spin d’un e´lectron de conduction correspond a` la repre´sentation fondamentale du groupe
SU(N).
Les coefficients du de´veloppement perturbatif en JK de la partie imaginaire de la self-
energy donnent dans le cas pre´sent
P0 =
N + 1
4
(9.21)
P1 = −N(N + 1)
4
(9.22)
P2 =
N(N + 1)
8
(9.23)
d’apre`s les expressions (9.9), (9.10) et (9.11), respectivement. Nous en de´duisons la forme
de la fonction d’e´chelle
β
(
JKρ
)
= −N
2
(
JKρ
)2
+
N
4
K
(
JKρ
)3
+O(JKρ)4 . (9.24)
Nous trouvons pour la valeur du couplage critique
J∗ρ =
2
K
+O
(
1
K2
)
.
Concernant le re´gime de validite´ du de´veloppement perturbatif, J∗ n’est proche de 0 que
dans la limite K À 1. Le point fixe de couplage interme´diaire de´crit donc a` nouveau le cas
d’une impurete´ sur-e´crante´e. Contrairement au cas du groupe SU(2) pour lequel un seul
parame`tre de controˆle, K, e´tait pre´sent, il existe ici un deuxie`me parame`tre, N , qui controˆle
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le de´veloppement perturbatif. Nous avons donc conside´re´ les diagrammes d’ordres supe´rieurs
du de´veloppement perturbatif de la self-energy (voir la Figure 1 de l’article de Gan [130]),
et ve´rifie´ que ces ordres supe´rieurs n’introduisent pas, notamment par l’interme´diaire des
facteurs de spin, de termes en puissance de N qui domineraient les premiers ordres auxquels
nous nous sommes limite´s ici.
Nous obtenons pour la valeur de l’exposant critique
∆ =
N
K
+O
(
1
K2
)
, (9.25)
qui est en accord avec les re´sultats obtenus en utilisant les me´thodes de l’ansatz de Bethe
[111] et d’invariance conforme [39].
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Dans cette deuxie`me partie, nous avons conside´re´ un mode`le Kondo multicanal ca-
racte´rise´ par une impurete´ dont le spin est associe´ a` une repre´sentation mixte du groupe
SU(N), combinant des degre´s de liberte´ bosoniques et fermioniques. Les re´sultats obtenus
dans la premie`re partie ont fait apparaˆıtre une instabilite´ du point fixe de couplage fort pour
certaines classes de repre´sentations du spin de l’impurete´, lorsque les e´lectrons de conduction
se re´partissent sur un canal. Dans le re´gime ou` le point fixe de couplage fort est instable,
la physique du syste`me est de´crite par un point fixe de couplage interme´diaire, en ge´ne´ral
associe´ a` un comportement de type non liquide de Fermi. La caracte´risation du point fixe
de couplage interme´diaire est donc particulie`rement inte´ressante, en vue de comprendre
a` terme le comportement non-liquide de Fermi observe´ dans de nombreux compose´s de
fermions lourds. Nous avons de´veloppe´ une me´thode permettant d’analyser le point fixe de
couplage interme´diaire, en supposant que ce point fixe de couplage interme´diaire est situe´ au
voisinage du point fixe du syste`me libre. Cette me´thode est base´e sur l’approche perturbative
du groupe de renormalisation. En utilisant un formalisme d’inte´gration fonctionnelle per-
mettant un de´veloppement perturbatif de la fonction de partition avec un traitement exact
de la contrainte de spin, nous avons de´rive´ dans un calcul perturbatif aux premiers ordres du
couplage Kondo JK l’expression de la partie imaginaire de la self-energy e´lectronique, qui est
proportionnelle au taux de diffusion des e´lectrons de conduction par le spin de l’impurete´.
Cette quantite´ physique est invariante par transformation du groupe de renormalisation. A
l’aide d’arguments de scaling, nous avons de´rive´ l’expression de la fonction d’e´chelle β aux
premiers ordres en perturbation de JK. La fonction β caracte´rise non seulement le flot de re-
normalisation, ce qui permet d’identifier le point fixe de couplage interme´diaire, mais donne
e´galement acce`s aux proprie´te´s de basses e´nergies du syste`me. Dans le cas de repre´sentations
simples du spin de l’impurete´, nous avons de´rive´ l’expression de l’exposant critique universel
controˆlant la de´pendance thermique des diffe´rentes quantite´s physiques du syste`me a` basses
tempe´ratures. Les re´sultats obtenus sont en accord avec ceux obtenus par les me´thodes de
l’ansatz de Bethe et d’invariance conforme.
Ce travail est en cours. Nous voulons e´tendre maintenant cette approche au cas d’une
repre´sentation ((en L)) du groupe SU(N) arbitraire. Le de´veloppement perturbatif en JK de
la fonction β a de´ja` e´te´ effectue´, en revanche le re´gime de validite´ de ce de´veloppement
perturbatif s’ave`re subtil a` e´tablir. Nous devons donc re´pondre aux questions suivantes :
- Quelles sont les relations liant les parame`tres de l’impurete´ 2S et q et le nombre de
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canaux K qui permettent d’assurer que le point fixe de couplage interme´diaire se situe bien
au voisinage du point fixe du syste`me libre?
- Dans le cas ou` l’on conside`re une repre´sentation comple´tement antisyme´trique du spin
de l’impurete´ dans le groupe SU(N) respectant la syme´trie e´lectron-trou (cf. Section 9.2.3),
quel est l’effet d’ajouter une composante syme´trique a` cette repre´sentation? Les premiers
re´sultats pre´liminaires obtenus indiquent que la valeur de l’exposant critique universel as-
socie´ a` la repre´sentation ((en L)) ainsi obtenue est modifie´e.
- Si ces re´sultats se confirment, cela signifierait que dans le cas d’une repre´sentation ((en
L)) les proprie´te´s de basses e´nergies du syste`me de´pendent de la forme de la repre´sentation.
Ceci serait tre`s nouveau, en rupture comple`te avec les re´sultats connus concernant les
repre´sentations comple`tement syme´triques ou antisyme´triques du groupe SU(N). Une ex-
plication possible a` ce comportement pourrait eˆtre la forme particulie`re de la repre´sentation
mixte. En effet, dans le re´gime 1 < K < 2S, l’impurete´ ((en L)) pre´sente une dualite´ tre`s
inte´ressante : elle est sur-e´crante´e si l’on conside`re la composante fermionique, mais sous-
e´crante´e vis-a`-vis de la composante bosonique.
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Chapitre 11
Introduction
Depuis la de´couverte des compose´s supraconducteurs a` haute tempe´rature critique [51],
il a e´te´ e´tabli que la forte re´pulsion coulombienne entre e´lectrons joue un roˆle esentiel.
Cependant aucun me´canisme microscopique n’est accepte´ a` ce jour comme explication glo-
bale a` cette supraconductivite´ clairement non conventionnelle. Les me´canismes de type
magne´tiques potentiellement implique´s ont e´te´ e´tudie´s intensivement. Deux voies domi-
nantes pour appre´hender le proble`me sont apparues juste apre`s cette de´couverte. La premie`re,
appele´e the´orie du spin-bag [65], conside`re l’e´change de fluctuations de spin dans un e´tat
presqu’antiferromagne´tique (AF). Lorsque le syste`me est dope´ en trous, les porteurs de
charge sont dans un e´tat d’onde de densite´ de spin (SDW) et des petites poches de trous
se forment. Les fluctuations longitudinales de spin relie´es a` la susceptibilite´ χzz, suivant la
direction z perpendiculaire aux plans de CuO2, joue un roˆle pre´dominant dans la formation
des paires de Cooper. Cette the´orie pre´dit pour le gap supraconducteur une syme´trie dxy.
La seconde approche est l’e´tat re´sonant de liaison de valence (RVB) [66], reposant sur la
formation d’un singulet de spin dans les plans de CuO2 via un terme d’interaction d’e´change
J de type Heisenberg. Dans ce cas la pre´diction est que l’appariement entre e´lectrons est
me´die´ essentiellement par les fluctuations (transverses) de spin dans ces plans x− y relie´es
a` la susceptibilite´ χ±. En ge´ne´ral, les the´ories base´es sur un me´canisme RVB ne tiennent
pas compte de l’ordre antiferromagne´tique a` longue distance (AFLR). Elles pre´disent une
syme´trie dx2−y2 du gap supraconducteur. Ces deux approches qualitativement tre`s diffe´rentes
ont e´te´ extreˆmement e´tudie´es de fac¸on inde´pendante, mais la relation entre les deux reste
un proble`me ouvert.
Hsu a le premier conside´re´ simultane´ment les corre´lations AF et RVB en utilisant une ap-
proximation de type Gutzwiller [143], dans le cas d’un syste`me a` demi rempli. Ses re´sultats
indiquent l’apparition d’un ordre AFLR coexistant avec un e´tat RVB de syme´trie d cor-
respondant a` une phase de flux alterne´ [144]. Ils sont confirme´s par des e´tudes nume´riques
du mode`le de Heisenberg utilisant la me´thode variationnelle de Monte-Carlo [145, 146]. Ces
e´tudes montrent que la fonction d’onde projete´e de Gutzwiller ΨRVB+SDW supposant la co-
existence entre les e´tats RVB et SDW conduit a` des re´sultats en tre`s bon accord avec ceux
obtenus par diagonalisation exacte, pour ce qui concerne l’e´nergie de l’e´tat fondamental et le
module de l’aimantation alterne´e [147, 148]. La fonction d’onde variationnelle n’impliquant
qu’un e´tat SDW est associe´e a` une e´nergie plus e´leve´e. On peut donc en de´duire que les
deux phe´nome`nes, SDW et RVB, coexistent dans un isolant de Mott. Lorsque le syste`me est
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faiblement dope´ en trous (en concentration x), l’ordre AFLR est rapidement supprime´ et la
supraconductivite´ apparaˆıt. Une question importante est de de´terminer lesquelles des fluc-
tuations AF ou des corre´lations RVB pre´dominent. Comme aucun ordre AFLR n’a jamais
e´te´ observe´ expe´rimentalement dans la phase supraconductrice (SC) et qu’il est impossible
de distinguer les contributions provenant des susceptibilite´s χzz et χ± au potentiel d’appa-
riement SC, cette question pourrait sembler acade´mique. Cependant les e´tudes nume´riques
[145, 146] mentionne´es pre´ce´demment (base´es sur la me´thode variationnelle de Monte-Carlo)
ont e´galement montre´ qu’a` faible dopage les e´tats SDW et RVB coexistent toujours. Du
point de vue de la syme´trie particule-trou dans le groupe de spin SU(2), cela signifie que
la de´ge´ne´rescence, autrement dit la syme´trie de jauge SU(2), entre l’e´tat d’appariement de
syme´trie d et la phase de flux est leve´e, le premier (e´tat SC) e´tant caracte´rise´ par une e´nergie
plus basse.
Cependant ce point de vue qui e´tait commune´ment accepte´ a e´te´ remis en question
re´cemment par de nouvelles e´tudes utilisant la diagonalisation exacte et la me´thode varia-
tionnelle de Monte-Carlo [149]. Le re´sultat de ces travaux est que l’e´tat le plus favorable
e´nerge´tiquement pre´sente des petites poches de trous a` faible dopage, et surtout n’est pas
supraconducteur. Cet e´tat non supraconducteur est cohe´rent avec l’e´tat combinant une in-
stabilite´ SDW et une phase de flux de pi et pre´sentant des poches de trous aux quatre nœuds
situe´s aux points k = (pi/2,±pi/2) de la premie`re zone de Brillouin. Cela signifie qu’a` faible
dopage l’approche de champ moyen doit eˆtre mise en place avec soin. En effet les fluctuations
de la phase du parame`tre d’ordre SC sont importantes lorsque la concentration en trous est
faible, et la densite´ de charge, qui est l’ope´rateur canonique conjugue´ de la phase, est sup-
prime´e. Une fois que la supraconductivite´ est de´truite par ces fluctuations quantiques, le
seul ordre restant est l’ordre AFLR, et le syste`me demeure non supraconducteur. En nous
guidant des re´sultats nume´riques mentionne´s pre´ce´demment, nous prenons l’e´tat (SDW +
phase de flux de pi) avec de petites poches de trous comme point de de´part d’une the´orie de
champ moyen a` x faible mais fini.
Du point de vue expe´rimental, des expe´riences utilisant la technique de photoe´mission
re´solue en angle (ARPES) effectue´es re´cemment sur le compose´ Ca2−xNaxCuO2Cl2 (Na-
CCOC) ont mis en e´vidence un petit ((arc de Fermi)) au voisinage des points k = (pi/2,±pi/2).
La de´pendance angulaire du ((pseudo-gap)) qui en re´sulte diffe`re de la forme (cos kx− cos ky)
pre´vue par un appariement de syme´trie dx2−y2 [150, 151]. Ces re´sultats sugge`rent fortement
que le pseudo-gap est distinct du gap SC, et que la supraconductivite´ est provoque´e par
d’autres interactions, diffe´rentes du couplage magne´tique J . Bien qu’un seul arc ne soit
observe´ par ARPES, il est raisonnable d’envisager que la surface de Fermi forme une boucle
ferme´e autour de chacun des nœuds. En effet, si l’on admet que la surface de Fermi disparaˆıt
en pre´sence d’un pseudo-gap de valeur e´leve´e dans les zones anti-nodales, i.e. pre`s des points
k = (pi, 0) et (0, pi), on peut penser qu’un second arc limitant la petite poche de trous est
e´galement pre´sent dans la re´gion ou` l’intensite´ du signal est trop faible pour eˆtre de´tecte´e
expe´rimentalement. La question de la syme´trie du gap supraconducteur se pose alors car une
syme´trie de type dx2−y2 ne´cessite la pre´sence de points nodaux au voisinage de la surface de
Fermi, autrement dit dans les petites poches de trous, ce qui re´duit l’e´nergie de condensation
supraconductrice et rend l’e´tat SC e´nerge´tiquement de´favorable. Ainsi la syme´trie dxy, qui
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n’implique pas l’existence des nœuds dans les petites poches de trous, a souvent e´te´ retenue
comme la syme´trie la plus pertinente, tel que le pre´dit la the´orie du spin-bag [65].
Dans cette troisie`me partie, nous e´tudions la supraconductivite´ a` haute tempe´rature
critique dans une approximation de champ moyen pour laquelle les e´tats SDW et phase de
flux alterne´e coexistent, pour une faible valeur du dopage x en trous. Cet e´tat inclut a` la fois
l’ordre AFLR et les corre´lations RVB. Ces corre´lations RVB introduites par la phase de flux
ont deux effets importants. Le premier est d’introduire un spectre de fermions caracte´rise´ par
la pre´sence de deux types de fermions de Dirac associe´s aux points nodaux k = (pi/2,±pi/2).
Ces fermions de Dirac indiquent une caracte´ristique topologique non triviale. Comme nous
le verrons plus loin, il s’agit d’un e´quivalent des anomalies rencontre´es en the´orie quantique
des champs [152]. La deuxie`me conse´quence re´sultant des corre´lations RVB est d’accroˆıtre
les fluctuations transverses de spin par rapport aux fluctuations longitudinales. Ces deux
effets ont un impact crucial sur la supraconductivite´ dans la re´gion sous-dope´e, que nous
avons e´tudie´e en utilisant un de´veloppement en 1/N analogue a` l’approximation de la phase
ale´atoire (RPA).
Cette troisie`me partie est organise´e de la fac¸on suivante. Le chapitre 12 pre´sente le
mode`le et les hypothe`ses nous permettant de construire la the´orie de champ moyen. Comme
les inte´grales de recouvrement d’e´lectrons entre plans de CuO2 sont tre`s faibles, nous les
ne´gligeons et pouvons conside´rer que le syste`me est bidimensionnel, mode´lise´ par un re´seau
carre´. L’hamiltonien dans l’approximation de champ moyen est obtenu dans un formalisme
d’inte´gration fonctionnelle en terme d’ope´rateurs fermioniques et de champs bosoniques
re´sultant du de´couplage du terme d’interaction, effectue´ suivant les hypothe`ses pre´ce´dentes.
Cet hamiltonien est ensuite diagonalise´ a` l’aide d’une transformation canonique unitaire, qui
fait apparaˆıtre les ope´rateurs de quasiparticules. Nous terminons ce chapitre 12 en donnant
quelques re´sultats sur le comportement des fermions de Dirac mentionne´s plus haut, qui sont
une conse´quence de l’anomalie introduite par les corre´lations RVB. Dans le chapitre 13, nous
conside´rons les fluctuations des diffe´rents champs bosoniques au premier ordre autour de leur
valeur au point-selle et en de´duisons le syste`me d’e´quations de champ moyen couple´es. Nous
avons re´solu ce syste`me nume´riquement, et pre´sentons les solutions obtenues a` diffe´rentes
valeur du dopage en trous (infe´rieures a` 10 %). Le chapitre 14 est consacre´ spe´cifiquement
a` l’e´tude des effets re´sultant de la coexistence entre antiferromagne´tisme et corre´lations
RVB sur la supraconductivite´. Apre`s avoir de´rive´ l’action au second ordre des fluctuations
des champs de bosons, nous obtenons l’action effective mode´lisant a` un niveau RPA les
interactions entre quasiparticules, en suivant de fac¸on proche la proce´dure de´veloppe´e dans
la the´orie du spin-bag. Nous pouvons ainsi de´river le potentiel d’appariement de type BCS,
dont les intensite´s ont e´te´ calcule´es nume´riquement en fonction du vecteur de diffusion q
situe´ dans la zone de Brillouin magne´tique, pour diffe´rentes valeurs faibles du dopage. Nos
re´sultats sont tre`s diffe´rents de ceux obtenus par les the´ories pre´ce´dentes. En conside´rant
que la supraconductivite´ re´sulte d’un appariement entre les trous situe´s dans les petites
poches centre´es autour des points k = (±pi/2,±pi/2) de la zone de Brillouin, l’interaction
BCS effective correspondante que nous obtenons est essentiellement re´pulsive. Nos re´sultats
signifient donc que la coexistence entre antiferromagne´tisme et corre´lation RVB ne peut
mener a` l’apparition d’une phase supraconductrice, en accord avec les re´sultats nume´riques
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re´cents [149] mentionne´s plus haut. Nous terminons ce chapitre 14 par l’e´tude de la syme´trie
du parame`tre d’ordre supraconducteur. Une description comple`te de ce parame`tre d’ordre
ne´cessiterait la re´solution de l’e´quation de gap, qui n’a pas e´te´ effectue´e : compte tenu
du grand nombre de degre´s de liberte´ collectifs pre´sents, ce travail demanderait un effort
nume´rique tre`s conse´quent. En utilisant simplement des arguments de syme´trie, nous avons
pu ne´anmoins obtenir des informations tre`s inte´ressantes, la` encore en rupture avec un grand
nombre des the´ories pre´ce´dentes. En effet notre travail pre´dit un gap supraconducteur de
syme´trie dx2−y2 , en accord avec de nombreux re´sultats expe´rimentaux [153, 154]. Le chapitre
15 pre´sente une discussion concernant les implications des re´sultats obtenus.
L’appendice E donne les expressions des diffe´rentes inte´grales thermiques rencontre´es
dans le chapitre 14, qui sont ne´cessaires au calcul du potentiel d’appariement. L’appen-
dice F pre´sente un re´sultat interme´diaire montrant que la fonction de corre´lation spin-spin
transverse contient un poˆle sans gap, conforme´ment au the´oreˆme de Goldstone.
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Chapitre 12
Mode`le et the´orie de champ moyen
Dans ce chapitre, nous pre´sentons le mode`le utilise´, et les hypothe`ses nous permettant
de construire une the´orie de champ moyen.
12.1 Formulation du mode`le microscopique
12.1.1 Hamiltonien de de´part
Le mode`le microscopique que nous conside´rons pour l’e´tude des cuprates est le mode`le
t− J [66, 155]. Nous utilisons une formulation en bosons esclaves [156, 157] des ope´rateurs
d’e´lectron
c†i,σ = f
†
i,σbi, (12.1)
soumis a` la contrainte
b†ibi +
∑
σ=↓,↑
f †i,σfi,σ = 1. (12.2)
Dans ce formalisme, la double occupation d’un site est exclue [158, 159, 160]. Les ope´rateurs
fermioniques f sont appele´s spinons alors que les bosons esclaves b sont de´nomme´s holons.
Dans la suite de cette partie, nous travaillerons a` tre`s basse tempe´rature, et les holons seront
suppose´s tous condense´s.
Nous partons de l’hamiltonien suivant, pour un re´seau carre´ constitue´ de Ns sites avec
un parame`tre de re´seau e´gal a` 1
H = ( −∑
〈i,j〉
tij −
∑
〈i,j〉′
t
′
ij −
∑
〈i,j〉′′
t
′′
ij
) ∑
σ=↓,↑
[
bib
†
jf
†
i,σfj,σ + bjb
†
if
†
j,σfi,σ
]
+ J
∑
〈i,j〉
Si · Sj, (12.3)
ou` tij, t
′
ij et t
′′
ij repre´sentent les inte´grales de saut entre sites premiers, seconds et troisie`mes
voisins, repe´re´s par les couples 〈〉, 〈〉′ , 〈〉′′ . Par la suite, nous conside´rerons des inte´grales
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de saut uniformes dans le re´seau: tij = t , t
′
ij = t
′
, t
′′
ij = t
′′
. Pour t′ < 0 , t′′ > 0,
l’hamiltonien pre´ce´dent de´crit bien la situation des cuprates dope´s en trous (type p), alors
que le cas t′ > 0 , t′′ < 0 correspond au cas des cuprates dope´s en e´lectrons que nous
n’aborderons pas. Les e´nergies sont renormalise´es par la valeur de l’inte´grale de saut entre
premiers voisins : t ∼= 0.4 eV = 1. Ainsi nous posons : t′ = −0.3, t′′ = 0.2 et J = 0.3.
12.1.2 De´couplage du terme d’interaction
Nous construisons maintenant une the´orie de champ moyen a` partir de l’hamiltonien
pre´ce´dent.
On sait que la validite´ d’une approche de champ moyen est tre`s de´licate a` de´montrer dans
le cas d’une the´orie comportant une contrainte, par exemple de non-double occupation des
sites (12.2). Une simple comparaison des e´nergies associe´es aux e´tats fondamentaux, telle
qu’elles sont obtenues a` l’aide d’une me´thode variationnelle, n’offre pas un crite`re fiable.
En effet une the´orie de champ moyen viole ne´ce´ssairement la contrainte, qui n’est satisfaite
alors que globalement et non plus localement. Il n’est donc pas impossible que la the´orie
de champ moyen conduise a` un e´tat fondamental appartenant au sous-espace de Hilbert
interdit par la contrainte.
Le choix des parame`tres caracte´risant la the´orie de champ moyen requiert donc une
certaine intuition physique. Nous avons choisi pour cela de nous laisser guider par les
re´sultats obtenus graˆce aux me´thodes nume´riques pre´sente´es dans le chapitre 11 pre´ce´dent,
qui pre´disent un e´tat fondamental non supraconducteur. Afin d’e´tudier simultane´ment les
effets de l’antiferromagne´tisme (AF) et d’une phase de flux dans un e´tat RVB, nous intro-
duisons deux parame`tres de champ moyen. Le premier est l’aimantation, qui sera suppose´e
alterne´e dans la direction z [65]
msmi = 〈Ssmi 〉 , sm = x, y, z,
Ssmi =
1
2
∑
σ,σ
′
f †i,σσ
sm
σ,σ′fi,σ′ , (12.4)
ou` σ˜sm sont les matrices de Pauli. Le second est le parame`tre de phase de flux [144]
χij = 〈
∑
σ=↓,↑
f †i,σfj,σ〉 , χ = |χij|,
χi,i+x = χ · exp
[
+i
φ
4
(−1)i
]
, χi,i+y = χ · exp
[
−iφ
4
(−1)i
]
. (12.5)
La Figure 12.1 sche´matise l’effet de ces deux parame`tres de champ moyen sur le re´seau.
L’hamiltonien (12.3) s’e´crit
H = Ht +Hm +Hχ, (12.6)
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Fig. 12.1 – Re´seau carre´ pre´sentant simultane´ment une aimantation alterne´e et une phase
de flux.
avec
Ht = (−∑
〈i,j〉
t−
∑
〈i,j〉′
t
′ −
∑
〈i,j〉′′
t
′′)∑
σ
[
bib
†
jf
†
i,σfj,σ + bjb
†
if
†
j,σfi,σ
]
,
Hm = αJ
∑
〈i,j〉
Si · Sj,
Hχ = (1− α)J
∑
〈i,j〉
Si · Sj. (12.7)
L’hamiltonien effectif correspondant a` chacun des parame`tres de champ moyen est donne´
par
HmMF = αJ
∑
〈i,j〉
∑
sm=x,y,z
[
msmj S
sm
i +m
sm
i S
sm
j −msmi msmj
]
,
HχMF = −
(1− α)J
2
∑
〈i,j〉
∑
σ
[
χijf
†
j,σfi,σ + χ
∗
ijf
†
i,σfj,σ
]
+
(1− α)J
2
∑
〈i,j〉
χijχ
∗
ij.
Nous avons introduit un parame`tre α afin de de´composer l’interaction d’e´change de
Heisenberg en une partie AF et une partie de flux, respectivement. La valeur de α a
e´te´ de´termine´e de manie`re a` reproduire le re´sultat optimal obtenu a` demi-remplissage par
me´thode variationnelle de Gutzwiller [143]. Ainsi α doit eˆtre conside´re´ comme un parame`tre
variationnel. Nous conserverons sa valeur constante sur toute la gamme de dopage que nous
e´tudierons (α = 0.301127), comme explique´ dans le chapitre 13 suivant.
Nous utilisons un formalisme d’inte´grale de chemin a` tempe´rature finie. Graˆce a` la trans-
formation de Stratonovitch - Hubbard [163, 164] nous obtenons la fonction de partition
Z =
∫
DΨ¯DΨDχDmDλDb exp
(
−
∫ β
0
dτ L(τ)
)
, (12.8)
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avec β = 1/kBT . Le lagrangien est donne´ par
L(τ) =
∑
i,σ
Ψ¯i,σ(τ)
[
∂τ − iλi(τ)− µ
]
Ψi,σ(τ) +
∑
i
b†i (τ)
[
∂τ − iλi(τ)]bi(τ)
+
(−∑
〈i,j〉
t−
∑
〈i,j〉′
t
′ −
∑
〈i,j〉′′
t
′′)∑
σ
[
bi(τ)b
†
j(τ)Ψ¯i,σ(τ)Ψj,σ(τ)
+bj(τ)b
†
i (τ)Ψ¯j,σ(τ)Ψi,σ(τ)
]
+ αJ
∑
〈i,j〉
∑
σ,σ′
∑
sm=x,y,z
[
msmj (τ)Ψ¯i,σ(τ)σ˜
sm
σ,σ′Ψi,σ′ (τ) +m
sm
i (τ)Ψ¯j,σ(τ)σ˜
sm
σ,σ′Ψj,σ′ (τ)
]
− (1− α)J
2
∑
〈i,j〉
∑
σ
[
χij(τ)Ψ¯j,σ(τ)Ψi,σ(τ) + χ
∗
ij(τ)Ψ¯i,σ(τ)Ψj,σ(τ)
]
− αJ
∑
〈i,j〉
[
mxi (τ)m
x
j (τ) +m
y
i (τ)m
y
j (τ) +m
z
i (τ)m
z
j(τ)
]
+
(1− α)J
2
∑
〈i,j〉
χij(τ)χ
∗
ij(τ). (12.9)
Dans l’expression pre´ce´dente (12.9) Ψ¯i,σ, Ψi,σ sont les variables de Grassmann associe´es
aux ope´rateurs de spinons f †i,σ, fi,σ. Les multiplicateurs de Lagrange iλi assurent que la
contrainte de non-double occupation (12.2) est satisfaite. Nous travaillons dans l’ensemble
grand canonique: un potentiel chimique µ associe´ est fixe´ de fac¸on a` controˆler le nombre de
spinons, a` savoir la concentration (dopage) en trous x.
12.2 Hypothe`ses de point selle et hamiltonien de champ
moyen
12.2.1 Approximations de champ moyen
Nous faisons les hypothe`ses suivantes:
(i) Comme nous travaillons a` tempe´rature (presque) nulle, tous les holons sont suppose´s
condense´s
(bi)0 = b0 , (b0)
2 = x , ou` x est le dopage en trous.
Ainsi les spinons f peuvent eˆtre conside´re´s comme de simples e´lectrons renormalise´s.
(ii) On suppose que les multiplicateurs de Lagrange ne de´pendent pas du site, ce qui
signifie que la contrainte est impose´e globalement mais non localement
(iλi)0 = λ0. (12.10)
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(iii) Pour la partie AF nous conside´rons une aimantation alterne´e le long de la direction
z perpendiculaire au plan de CuO2
(mxi )0 = 0 , (m
y
i )0 = 0 , (m
z
i )0 = (−1)im. (12.11)
(iv) En ce qui concerne la contribution de flux nous supposons que le flux au demi-
remplissage (x = 0) est e´gal a` pi (φ = pi), ce qui correspond a` la solution la plus favorable
e´nerge´tiquement dans le cas d’un re´seau carre´ [165]
(χi,i+x)0 = (χ
x
i )0 = χ · exp
[
+i
pi
4
(−1)i
]
,
(χi,i+y)0 = (χ
y
i )0 = χ · exp
[
−ipi
4
(−1)i
]
. (12.12)
12.2.2 Expression de l’hamiltonien en champ moyen
Afin de de´river le hamiltonien en champ moyen HMF , nous remarquons que les seules
composantes AF et de flux non nulles dans l’espace des impulsions correspondent aux vec-
teurs de diffusion q = (0, 0) et q = (pi, pi)
(mxq )0 = (m
y
q)0 = 0 , (m
z
q)0 = m
√
Ns · δ
(
qx − pi
)
δ
(
qy − pi
)
,
(χxq )0 = χ
√
Ns ·
[
cos(φ/4) · δ(qx)δ(qy)+ i · sin(φ/4) · δ(qx − pi)δ(qy − pi)] ,
(χyq)0 = χ
√
Ns ·
[
cos(φ/4) · δ(qx)δ(qy)− i · sin(φ/4) · δ(qx − pi)δ(qy − pi)] .
La sommation habituelle sur les impulsions e´tendue a` la premie`re zone de Brillouin peut
donc se ramener a` une sommation sur la zone de Brillouin magne´tique, dont les bords
sont donne´s par la surface de Fermi du mode`le de Hubbard au demi-remplissage. On parle
ainsi de zone de Brillouin re´duite. L’une de ses caracte´ristiques marquantes est la proprie´te´
d’emboˆıtement (((nesting))) par le vecteur Q = (pi, pi), comme on le voit sur la Figure 12.2.
On peut e´crire HMF dans une base approprie´e de spineurs dans l’espace des impulsions[
fk,σ
fk+Q,σ
]
. (12.13)
Nous obtenons alors l’expression matricielle de l’hamiltonien t− J de champ moyen
HMF =
∑
k
′∑
σ
[
f †k,σ f
†
k+Q,σ
] [ ξk −∆mk,σ −∆χk,σ
−(∆mk,σ)∗ − (∆χk,σ)∗ ξk+Q
]
×
[
fk,σ
fk+Q,σ
]
. (12.14)
La sommation sur les impulsions
∑
k
′ est re´duite a` la zone de Brillouin magne´tique, et
nous avons de´fini les termes d’e´nergie
²k = −2t
[
cos(kx) + cos(ky)
]− 4t′[ cos(kx). cos(ky)]− 2t′′[ cos(2kx) + cos(2ky)],
ξk = ²kx− (1− α)Jχcos(φ/4)
[
cos(kx) + cos(ky)
]− (λ0 + µ), (12.15)
ξk+Q = ²k+Qx + (1− α)Jχcos(φ/4)
[
cos(kx) + cos(ky)
]− (λ0 + µ). (12.16)
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Fig. 12.2 – Premie`re zone de Brillouin et zone de Brillouin re´duite (magne´tique) pour un
re´seau carre´.
Nous de´finissons les parame`tres d’ordre associe´s respectivement a` l’aimantation et au
flux par
∆mk,σ = 2αJmσ , ∆
χ
k,σ = i(1− α)Jχsin(φ/4)
[
cos(kx)− cos(ky)
]
, (12.17)
pour σ = ±1.
12.2.3 Diagonalisation de l’hamiltonien de champ moyen
HMF peut eˆtre mis sous une forme diagonale
HMF =
∑
k
′∑
σ
[
Eupk γ
†
1k,σγ1k,σ + E
low
k γ
†
2k,σγ2k,σ
]
,
graˆce a` une transformation unitaire de Bogoliubov-Valatin [166, 167][
fk,σ
fk+Q,σ
]
=
[
uk,σ vk
−vk u∗k,σ
] [
γ1k,σ
γ2k,σ
]
, (12.18)
ou` γ†1k,σ, γ1k,σ (γ
†
2k,σ, γ2k,σ ) sont les ope´rateurs de cre´ation et annihilation de quasiparticules
dans la bande de Hubbard supe´rieure (infe´rieure), respectivement (voir la Figure 12.3). Les
valeurs propres d’e´nergie correspondantes sont
Eupk =
ξk + ξk+Q
2
+
1
2
√[
ξk − ξk+Q
]2
+ 4(|∆mk,σ|2 + |∆χk,σ|2), (12.19)
Elowk =
ξk + ξk+Q
2
− 1
2
√[
ξk − ξk+Q
]2
+ 4(|∆mk,σ|2 + |∆χk,σ|2), (12.20)
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Fig. 12.3 – Bandes de Hubbard infe´rieure et supe´rieure correspondant aux valeurs propres
Eupk et E
low
k de HMF .
Les e´le´ments de matrice uk,σ et vk (coefficients de Bogoliubov) sont donne´s par
uk,σ = cos(θk) . e
iφk,σ , vk = sin(θk),
cos(θk) =
√√√√√1
2
1 + ξk − ξk+Q√
(ξk − ξk+Q)2 + 4(|∆mk,σ|2 + |∆χk,σ|2)
,
sin(θk) =
√√√√√1
2
1− ξk − ξk+Q√
(ξk − ξk+Q)2 + 4(|∆mk,σ|2 + |∆χk,σ|2)
,
cos(φk,σ) =
∆mk,σ√
|∆mk,σ|2 + |∆χk,σ|2)
, sin(φk,σ) =
−i∆χk,σ√
|∆mk,σ|2 + |∆χk,σ|2)
.
12.2.4 Apparition de l’anomalie de parite´ et fermions de Dirac
L’un des re´sultats les plus marquants de la the´orie de Spin Bag [65] est que la supracon-
ductivite´ se produit graˆce a` un appariement des trous situe´s dans de petites poches centre´es
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Fig. 12.4 – Sche´ma des deux types de fermions de Dirac, caracte´rise´s par des sens de
rotation oppose´s. Ces fermions de Dirac sont localise´s sur les noœuds situe´s aux points
k = (±pi/2,±pi/2).
autour de k = (±pi/2,±pi/2), comme sche´matise´ sur la Figure 13.4. Afin de pre´ciser cette
ide´e nous reformulons l’hamiltonien de champ moyen (12.14)
HMF =
∑
k
′∑
σ
[
f †k,σ f
†
k+Q,σ
]
HMF (k, σ)
[
fk,σ
fk+Q,σ
]
,
et line´arisons HMF au voisinage de ces points.
Au voisinage du point k = (pi/2, pi/2) nous de´finissons px, py
kx =
pi
2
+ px , ky =
pi
2
+ py .
La contribution HMF a` l’hamiltonien peut eˆtre line´arise´e en p
HMF
(
k→ (pi/2, pi/2), σ)
'

[
2t+ (1− α)Jχcos(φ/4)](px + py) + 4t′′
i(1− α)Jχsin(φ/4)(px − py)− 2αJmσ
−i(1− α)Jχsin(φ/4)(px − py)− 2αJmσ
−[2t+ (1− α)Jχcos(φ/4)](px + py) + 4t′′
 , (12.21)
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tandis qu’au voisinage de (pi/2,−pi/2) avec
kx =
pi
2
+ px , ky = −pi
2
+ py
nous trouvons
HMF
(
k→ (pi/2,−pi/2), σ)
'

[
2t+ (1− α)Jχcos(φ/4)](px − py) + 4t′′
i(1− α)Jχsin(φ/4)(px + py)− 2αJmσ
−i(1− α)Jχsin(φ/4)(px + py)− 2αJmσ
−[2t+ (1− α)Jχcos(φ/4)](px − py) + 4t′′
 . (12.22)
En comparant les expressions line´arise´es (12.21) et (12.22) nous remarquons que (px+py)
et (px − py) sont e´change´s. Cela signifie que HMF de´crit deux types de fermions de Dirac
situe´s aux points (pi/2, pi/2), (−pi/2,−pi/2) et (pi/2,−pi/2), (−pi/2, pi/2), respectivement. Ces
deux types de fermions de Dirac sont caracte´rise´s par des sens de rotation oppose´s. En effet
la transformation (x 
 y) inverse le sens de rotation, comme le montre la Figure 12.4. Le
changement du sens de rotation est donne´ par le facteur de phase eiφk,σ , apparaissant dans le
coefficient de Bogoliubov uk,σ. Ce facteur de phase est une conse´quence de la pre´sence de la
phase de flux. Il jouera un roˆle important lorsque nous de´finirons un potentiel d’appariement
de type BCS au cours du chapitre 14.
Ce changement du sens de rotation constitue une analogie parfaite avec l’anomalie de
parite´ en dimension D = (2+1) [168], bien connue en the´orie quantique des champs. Sans
entrer dans les de´tails, cet effet tire son origine de la forme particulie`re de l’e´quation de Dirac
[169] de´crivant un fermion se de´plac¸ant dans un champ de jauge externe [170, 171, 172].
Bien que de tels phe´nome`nes aient e´te´ plus particulie`rement e´tudie´s dans le domaine de
la physique des particules, il est a` noter que des analogies avec la physique de la matie`re
condense´e ont de´ja` e´te´ souligne´es [173, 174, 175].
12.2.5 Fonctions de Green libres
Nous adoptons a` nouveau un formalisme d’inte´grale de chemin, et pouvons maintenant
e´crire l’action dans l’approximation de point-selle
S0 = −
∑
k
′∑
σ
∑
iωn
[
Ψ¯k,σ(iωn) Ψ¯k+Q,σ(iωn)
] G˜−10 (k, σ, iωn)
×
[
Ψk,σ(iωn)
Ψk+Q,σ(iωn)
]
, (12.23)
ou` iωn sont les fre´quences de Matsubara fermioniques et G˜−10 est l’inverse de la fonction de
Green libre en repre´sentation matricielle
G˜−10 (k, σ, iωn) =
[
iωn − ξk ∆mk,σ +∆χk,σ
(∆mk,σ)
∗ + (∆χk,σ)
∗ iωn − ξk+Q
]
,
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de sorte que
G˜0(k, σ, iωn) = 1
ω2n + iωn(ξk + ξk+Q)− ξkξk+Q + |∆mk,σ +∆χk,σ|2
×
[ −(iωn − ξk+Q) ∆mk,σ +∆χk,σ
∆mk,σ −∆χk,σ −(iωn − ξk)
]
. (12.24)
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Chapitre 13
Solution de point-selle et e´quations
de champ moyen
Dans ce chapitre, nous e´tablissons les e´quations de champ moyen permettant de de´terminer
les valeurs des champs au point-selle. Nous pre´sentons ensuite les re´sultats nume´riques ob-
tenus.
13.1 De´veloppement de l’action au premier ordre des
fluctuations
Conside´rons les fluctuations des diffe´rents champs introduits pre´ce´demment autour de
leur valeur de champ moyen
bi = b0(1 + δbi) , iλi = λ0 + iδλi,
msmi = (m
sm
i )0 + δm
sm
i , sm = x, y, z,
χi,i+sχ = χ
sχ
i = (χ
sχ
i )0 + δχ
sχ
i , δχ
sχ
i = δ
′
χ
sχ
i + iδ
′′
χ
sχ
i , sχ = x, y.
En ne retenant que les termes line´aires en δb, δλ, δm et δχ, l’action au premier ordre
des fluctuations peut s’e´crire de la fac¸on suivante
S1 =
∫ β
0
dτ
{
−
∑
i
(b0)
2(iδλi + 2λ0 · δbi)− αJ
∑
〈i,j〉
[
(−1)im · δmzj + (−1)jm · δmzi
]
+
(1− α)
2
J
∑
〈i,j〉
[
(χij)0 · δχ∗ij + (χij)∗0 · δχij
]−∑
i,σ
[
iδλi · Ψ¯i,σΨi,σ
]
− (∑
〈i,j〉
t+
∑
〈i,j〉′
t
′
+
∑
〈i,j〉′′
t
′′)∑
σ
(b0)
2(δbi + δbj)
[
Ψ¯i,σΨj,σ + Ψ¯j,σΨi,σ
]
+
α
2
J
∑
〈i,j〉
∑
σ,σ′
∑
sm=x,y,z
[
δmsmj (Ψ¯i,σσ˜
sm
σ,σ′Ψi,σ′ ) + δm
sm
i (Ψ¯j,σσ˜
sm
σ,σ′Ψj,σ′ )
]
− (1− α)
2
J
∑
〈i,j〉
∑
σ
[
δχi,j · Ψ¯j,σΨi,σ + δχ∗i,j · Ψ¯i,σΨj,σ
]}
. (13.1)
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Pour plus de clarte´ nous de´composons S1 en deux parties
S1 = S1,B + S1,F . (13.2)
13.1.1 Contribution bosonique
S1,B ne contient que les champs auxiliaires bosoniques et pas de variables de Grassmann.
Elle correspond aux trois premiers termes de l’action totale au premier ordre des fluctuations
(13.1)
S1,B =
∫ β
0
dτ
{
−
∑
i
(b0)
2(iδλi + 2λ0 · δbi)− αJ
∑
〈i,j〉
[
(−1)im · δmzj + (−1)jm·δmzi
]
+
(1− α)
2
J
∑
〈i,j〉
[
(χij)0 · δχ∗ij + (χij)∗0 · δχij
]}
. (13.3)
Dans l’espace des impulsions et des fre´quences de Matsubara nous avons
S1,B =
[− (b0)2 · iδλq=0(iω` = 0)− 2(b0)2λ0 · δbq=0(iω` = 0)
+ 4(αJ)m · δmzq=Q(iω` = 0)
]√
βNs
+ (1− α)J
∑
q,iω`
[
χy−q(−iω`) · δχxq(iω`) + χx−q(−iω`) · δχyq(iω`)
]
, (13.4)
ou` iω` correspond aux fre´quences de Matsubara bosoniques et (
∑
q) de´signe la sommation
e´tendue a` la premie`re zone de Brillouin.
13.1.2 Contribution fermionique
Nous examinons maintenant la partie fermionique. S1,F regroupe tous les termes de
l’action totale au premier ordre des fluctuations (13.1) contenant des variables de Grassmann
Ψ¯, Ψ, a` savoir les quatres derniers
S1,F =
∫ β
0
dτ
{
−
∑
i,σ
[
iδλi · Ψ¯i,σΨi,σ
]
− (∑
〈i,j〉
t+
∑
〈i,j〉′
t
′
+
∑
〈i,j〉′′
t
′′)∑
σ
(b0)
2(δbi + δbj)
[
Ψ¯i,σΨj,σ + Ψ¯j,σΨi,σ
]
+
α
2
J
∑
〈i,j〉
∑
σ,σ′
∑
sm=x,y,z
[
δmsmj (Ψ¯i,σσ˜
sm
σ,σ′Ψi,σ′ ) + δm
sm
i (Ψ¯j,σσ˜
sm
σ,σ′Ψj,σ′ )
]
− (1− α)
2
J
∑
〈i,j〉
∑
σ
[
δχi,j · Ψ¯j,σΨi,σ + δχ∗i,j · Ψ¯i,σΨj,σ
]}
. (13.5)
Nous de´composons S1,F en quatre contributions
S1,F = Sλ1 + Sb1 + Sm1 + Sχ1 . (13.6)
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Dans l’espace des moments et des fre´quences de Matsubara nous obtenons
Sλ1 =
1√
βNs
∑
k,q
′∑
σ′ ,σ
∑
iωm,iωn
σ0
σ′ ,σ
× [Ψ¯k+q,σ′ (iωm) Ψ¯k+q+Q,σ′ (iωm)]
×
[ −iδλq(iωm − iωn) −iδλq+Q(iωm − iωn)
−iδλq+Q(iωm − iωn) −iδλq(iωm − iωn)
]
×
[
Ψk,σ(iωn)
Ψk+Q,σ(iωn)
]
, (13.7)
Sb1 =
1√
βNs
∑
k,q
′∑
σ′ ,σ
∑
iωm,iωn
σ0
σ′ ,σ
× [Ψ¯k+q,σ′ (iωm) Ψ¯k+q+Q,σ′ (iωm)]
×

−2(b0)2(t˜k + t˜k+q + t˜′k + t˜′k+q + t˜′′k + t˜′′k+q)δbq(iωm − iωn)
−2(b0)2(−t˜k + t˜k+q + t˜′k + t˜′k+q + t˜′′k + t˜′′k+q)δbq+Q(iωm − iωn)
−2(b0)2(t˜k − t˜k+q + t˜′k + t˜′k+q + t˜′′k + t˜′′k+q)δbq+Q(iωm − iωn)
−2(b0)2(−t˜k − t˜k+q + t˜′k + t˜′k+q + t˜′′k + t˜′′k+q)δbq(iωm − iωn)

×
[
Ψk,σ(iωn)
Ψk+Q,σ(iωn)
]
, (13.8)
Sm1 =
1√
βNs
∑
k,q
′∑
σ′ ,σ
∑
iωm,iωn
∑
sm=x,y,z
σsm
σ′ ,σ
× [Ψ¯k+q,σ′ (iωm) Ψ¯k+q+Q,σ′ (iωm)]
×
[
αJ˜qδm
sm
q (iωm − iωn) −αJ˜qδmsmq+Q(iωm − iωn)
−αJ˜qδmsmq+Q(iωm − iωn) αJ˜qδmsmq (iωm − iωn)
]
×
[
Ψk,σ(iωn)
Ψk+Q,σ(iωn)
]
, (13.9)
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Sχ1 =
1√
βNs
∑
k,q
′∑
σ′ ,σ
∑
iωm,iωn
∑
sχ=x,y
σ0
σ′ ,σ
× [Ψ¯k+q,σ′ (iωm) Ψ¯k+q+Q,σ′ (iωm)]
×

(1− α)J[− δ′χsχq (iωm − iωn)cos(ksχ + qsχ/2)
−δ′′χsχq (iωm − iωn)sin(ksχ + qsχ/2)
]
(1− α)J[− δ′χsχq+Q(iωm − iωn)sin(ksχ + qsχ/2)
+δ
′′
χ
sχ
q+Q(iωm − iωn)cos(ksχ + qsχ/2)
]
(1− α)J[+ δ′χsχq+Q(iωm − iωn)sin(ksχ + qsχ/2)
−δ′′χsχq+Q(iωm − iωn)cos(ksχ + qsχ/2)
]
(1− α)J[+ δ′χsχq (iωm − iωn)cos(ksχ + qsχ/2)
+δ
′′
χ
sχ
q (iωm − iωn)sin(ksχ + qsχ/2)
]

×
[
Ψk,σ(iωn)
Ψk+Q,σ(iωn)
]
. (13.10)
Dans les e´quations pre´ce´dentes σ0
σ′ ,σ est un e´le´ment de la matrice identite´ (2 × 2), iωm et
iωn) sont les fre´quences de Matsubara fermioniques et nous de´finissons t˜k, t˜
′
k, t˜
′′
k et J˜q par
les e´galite´s
t˜k = t
[
cos(kx) + cos(ky)
]
, (13.11)
t˜
′
k = t
′[
2.cos(kx).cos(ky)
]
, (13.12)
t˜
′′
k = t
′′[
cos(2kx) + cos(2ky)
]
, (13.13)
J˜q = J
[
cos(qx) + cos(qy)
]
. (13.14)
En introduisant les matrices de Pauli, nous pouvons regrouper les diffe´rentes contribu-
tions (13.7) - (13.10), et obtenons ainsi la partie fermionique S1,F de l’action au premier
ordre des fluctuations
S1,F =
∑
k,q
′∑
σ′ ,σ
∑
iωm,iωn
[
Ψ¯k+q,σ′ (iωm) Ψ¯k+q+Q,σ′ (iωm)
]
× V˜1(k + q, σ′ , iωm;k, σ, iωn)
[
Ψk,σ(iωn)
Ψk+Q,σ(iωn)
]
, (13.15)
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ou` V˜1 est la matrice d’interaction de´finie de la fac¸on suivante√
βNs V˜1(k + q, σ′ , iωm;k, σ, iωn)
=
∑
sχ=x,y
{ [− (1− α)Jcos(ksχ + qsχ/2)σ0σ′ ,σσ˜z]δ′χsχq (iωm − iωn)
+
[− (1− α)Jsin(ksχ + qsχ/2)σ0σ′ ,σiσ˜y]δ′χsχq+Q(iωm − iωn)
+
[− (1− α)Jsin(ksχ + qsχ/2)σ0σ′ ,σσ˜z]δ′′χsχq (iωm − iωn)
+
[
+ (1− α)Jcos(ksχ + qsχ/2)σ0σ′ ,σiσ˜y
]
δ
′′
χ
sχ
q+Q(iωm − iωn)
}
+
∑
sm=x,y,z
{[
αJ˜qσ
sm
σ′ ,σσ˜
0
]
δmsmq (iωm − iωn) +
[− αJ˜qσsmσ′ ,σσ˜x]δmsmq+Q(iωm − iωn)}
+
{[− σ0
σ′ ,σσ˜
0
]
iδλq(iωm − iωn) +
[− σ0
σ′ ,σσ˜
x
]
iδλq+Q(iωm − iωn)
}
+
{ [− 2(b0)2(t˜′k + t˜′k+q + t˜′′k + t˜′′k+q)σ0σ′ ,σσ˜0
−2(b0)2(t˜k + t˜k+q)σ0σ′ ,σσ˜z
]
δbq(iωm − iωn)
+
[− 2(b0)2(t˜′k + t˜′k+q + t˜′′k + t˜′′k+q)σ0σ′ ,σσ˜x
+2(b0)
2(t˜k − t˜k+q)σ0σ′ ,σiσ˜y
]
δbq+Q(iωm − iωn)
}
. (13.16)
13.2 De´rivation des e´quations de champ moyen
En effectuant l’inte´gration sur les variables de Grassmann dans l’action S1 (13.1), on
obtient l’expression de l’e´nergie libre au premier ordre des fluctuations. Les e´quations de
point-selle sont obtenues en annulant la de´rive´e premie`re de l’e´nergie libre par rapport aux
fluctuations des champs bosoniques [176]. Il en re´sulte le syste`me d’e´quations de point-selle
couple´es
1− 4
Ns
αJ
∑
k
′
{
1
Eupk − Elowk
}
= 0, (13.17)
χ− 1
Ns
∑
k
′
{[
cos(kx) + cos(ky)
]
(ξk+Q − ξk)cos(φ/4)
Eupk − Elowk
−2i
[
cos(kx)− cos(ky)
]
∆χk,σsin(φ/4)
Eupk − Elowk
}
= 0, (13.18)
χcos(φ/4)− 1
Ns
∑
k
′
{[
cos(kx) + cos(ky)
]
(ξk+Q − ξk)
Eupk − Elowk
}
= 0, (13.19)
λ0 +
4
Ns
∑
k
′
{
t˜k
(ξk+Q − ξk)
Eupk − Elowk
+ (t˜
′
k + t˜
′′
k)
(ξk+Q + ξk − 2Elowk )
Eupk − Elowk
}
= 0, (13.20)
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Fig. 13.1 – De´pendance du module de l’aimantation alterne´e m obtenue au point-selle en
fonction du dopage x = 1− nf .
ou` les quantite´s ξk, ξk+Q, ∆
χ
k,σ, E
up
k , E
low
k , t˜k, t˜
′
k et t˜
′′
k sont donne´es par les e´quations (12.15),
(12.16), (12.17), (12.19), (12.20), (13.11), (13.12) et (13.13), respectivement.
Le nombre d’e´lectrons est ajuste´ par le potentiel chimique µ. A tre`s basse tempe´rature
la bande de Hubbard supe´rieure est vide et
1
Ns
∑
k
1
exp
[
βElowk
]
+ 1
= 1− x, (13.21)
ou`
∑
k correspond a` la sommation sur la premie`re zone de Brillouin.
13.3 Solution de champ moyen
Nous avons re´solu nume´riquement le syste`me d’e´quations de champ moyen couple´es en
utilisant un algorithme re´cursif standard. La zone de Brillouin magne´tique a e´te´ discre´tise´e
en deux millions de points, ce qui assure une pre´cision supe´rieure a` 10−5. A demi-remplissage
(x = 0), la phase de flux est caracte´rise´e par un flux φ = pi, et nous avons obtenu la valeur
suivante pour le parame`tre variationnel α
α = 0.301127, (13.22)
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respectant la relation obtenue par Hsu [143]: m = 0.5χ.
En dehors du demi-remplissage, cette relation entre m et χ n’est plus respecte´e. Par
contre la valeur de α (13.22) est suppose´e constante quelle que soit la valeur du dopage, ce
qui est autorise´ par les e´quations de champ moyen. Cela revient a` conside´rer que le poids
attribue´ a` chacun des deux de´couplages du terme d’interaction est maintenu constant en
fonction du dopage.
Nous reportons sur les Figures 13.1, 13.2 et 13.3 la de´pendance des parame`tres de champs
moyen en fonction de l’e´cart x au remplissage moitie´. On remarque que l’e´tat de Ne´el dis-
paraˆıt tre`s rapidement avec le dopage, une valeur infe´rieure a` 1,5% est suffisante pour annuler
le module de l’aimantation alterne´e (cf. Figure 13.1). Cette disparition brutale de l’antifer-
romagne´tisme est en bon accord avec le diagramme de phase expe´rimental (voir Figure
11 de l’introduction ge´ne´rale), mais marque une rupture avec plusieurs e´tudes ante´rieures
du mode`le t − J pour lesquelles un dopage de l’ordre de 10 - 15% e´tait ne´cessaire [177].
L’existence suppose´e d’un e´tat de Ne´el sur une si large gamme de dopage a souvent conduit
ces the´ories a` predire la coexistence entre les e´tats supraconducteur et antiferromagne´tique,
coexistence qui n’a jamais e´te´ observe´e expe´rimentalement. Il apparaˆıt sur la Figure 13.2
que le flux φ de´croˆıt relativement line´airement a` partir de pi (x = 0) pour atteindre une
valeur voisine de 2 lorsque le dopage est de 10%; ce re´sultat est tre`s similaire a` celui obtenu
par Hsu et al. [178].
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Fig. 13.2 – De´pendance des parame`tres de flux φ (angle) et χ (module) obtenue au point-selle
en fonction du dopage x = 1− nf .
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Fig. 13.4 – Repre´sentation de la surface de Fermi pour trois valeurs diffe´rentes du dopage:
x = 0.01, 0.05, 0.1.
Nous repre´sentons e´galement la surface de Fermi e´value´e pour trois valeurs diffe´rentes
du dopage (x = 0.01, 0.05, 0.1) sur la Figure 13.4. La surface de Fermi est forme´e d’arcs
de´limitant les poches de trous centre´es autour des quatre nœuds situe´s aux points k =
(±pi/2,±pi/2).
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Chapitre 14
Fluctuations gaussiennes et
appariement BCS
Dans ce chapitre, nous examinons l’effet des fluctuations gaussiennes des champs in-
troduits autour de la solution de point-selle. Les fluctuations gaussiennes correspondent
a` une approximation de type RPA (approximation de la phase ale´atoire) au deuxie`me
ordre en the´orie de perturbation. Nous de´finissons puis calculons un potentiel d’appariement
“a` la B.C.S.” [53, 54] entre quasiparticules, me´die´ par ces fluctuations. Le comportement
de ce potentiel d’appariement nous permet d’examiner les effets re´sultant de la coexistence
de l’antiferromagne´tisme et d’une phase de flux dans un e´tat RVB sur la supraconductivite´
des cuprates sous-dope´s.
14.1 Action au deuxie`me ordre des fluctuations et
fonctions de corre´lation
Nous allons d’abord e´tablir l’expression de l’action au second ordre des fluctuations des
champs bosoniques introduits, autour de la solution de point-selle du mode`le t − J . Par
analogie avec les me´thodes diagrammatiques [131, 132], un tel traitement est e´quivalent a`
une approche de type RPA prenant en compte les boucles associe´es aux fluctuations des
champs bosoniques [176]. Ce traitement nous permet de calculer les diffe´rentes fonctions
de corre´lation (ou susceptibilite´s, les deux e´tant relie´es par le the´oreˆme de fluctuation-
dissipation [179]) entre ces champs. En utilisant ces fonctions de corre´lation, nous pouvons
de´finir un potentiel d’appariement entre quasiparticules de type BCS.
Apre`s inte´gration sur les variables de Grassmann, on de´rive l’action au second ordre des
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fluctuations δb, δλ, δm et δχ
S2 =
∫ β
0
dτ
{
−
∑
i
(b0)
2
[
2iδλi · δbi + λ0(δbi)2
]
−αJ
∑
〈i,j〉
∑
sm=x,y,z
[
δmsmi · δmsmj
]
+
(1− α)
2
J
∑
〈i,j〉
[
δχij · δχ∗ij
]
−(∑
〈i,j〉
t+
∑
〈i,j〉′
t
′
+
∑
〈i,j〉′′
t
′′)∑
σ
(b0)
2δbi · δbj
[〈Ψ¯i,σΨj,σ〉+ 〈Ψ¯j,σΨi,σ〉]}
+
1
2
Tr
[G˜0V˜1G˜0V˜1] . (14.1)
Nous de´composons S2 (14.1) en deux parties
S2 = S2,B + S2,F . (14.2)
14.1.1 Expression de la contribution bosonique
S2,B provient des champs auxiliaires bosoniques. Elle inclut l’ensemble des termes du
membre de droite de l’e´quation (14.1) a` l’exception du dernier
S2,B =
∫ β
0
dτ
{
−
∑
i
(b0)
2
[
2iδλi · δbi + λ0(δbi)2
]
− (∑
〈i,j〉
t+
∑
〈i,j〉′
t
′
+
∑
〈i,j〉′′
t
′′)∑
σ
(b0)
2δbi · δbj
[〈Ψ¯i,σΨj,σ〉+ 〈Ψ¯j,σΨi,σ〉]
− αJ
∑
〈i,j〉
∑
sm=x,y,z
[
δmsmi · δmsmj
]
+
(1− α)
2
J
∑
〈i,j〉
[
δχij · δχ∗ij
]}
. (14.3)
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Lorsque les sommations sont effectue´es dans l’espace re´ciproque (q,iω`) nous trouvons
S2,B (14.4)
= − (b0)2
∑
q
′∑
iω`
{
2i
[
δλq(iω`) · δb−q(−iω`) + δλq+Q(iω`) · δb−q−Q(−iω`)
]
+λ0
[
δbq(iω`) · δb−q(−iω`) + δbq+Q(iω`) · δb−q−Q(−iω`)
]}
− α
∑
q
′∑
iω`
J˜q
∑
sm=x,y,z
[
δmsmq (iω`) · δmsm−q(−iω`)− δmsmq+Q(iω`) · δmsm−q−Q(−iω`)
]
+
(1− α)
2
J
∑
q
′∑
iω`
∑
sχ=x,y
[
δ
′
χsχq (iω`) · δ
′
χ
sχ
−q(−iω`) + δ′′χsχq (iω`) · δ
′′
χ
sχ
−q(−iω`)
+δ
′
χ
sχ
q+Q(iω`) · δ
′
χ
sχ
−q−Q(−iω`)
+δ
′′
χ
sχ
q+Q(iω`) · δ
′′
χ
sχ
−q−Q(−iω`)
]
− 4(b0)2
∑
q
′∑
iω`
[ {
t · lx1
[
cos(qx) + cos(qy)
]
+ 2t
′ · lx,y2 · cos(qx) · cos(qy)
+t
′′ · lx,x2
[
cos(2qx) + cos(2qy)
]}
δbq(iω`) · δb−q(−iω`)
+
{
− t · lx1
[
cos(qx) + cos(qy)
]
+ 2t
′ · lx,y2 · cos(qx) · cos(qy)
+t
′′ · lx,x2
[
cos(2qx) + cos(2qy)
]}
δbq+Q(iω`) · δb−q−Q(−iω`)
]
,
ou` J˜q est donne´ par (13.14) et nous avons de´fini les valeurs moyennes sur les variables de
Grassmann e´value´es graˆce a` la matrice des fonctions de Green libres (12.24)
lst1 = 〈Ψ¯i,σΨi+st,σ〉 =
1
Ns
∑
k
′ (ξk+Q − ξk)
Eupk − Elowk
cos(kst),
l
st,s
t
′
2 = 〈Ψ¯i,σΨi+st+st′ ,σ〉 =
1
Ns
∑
k
′ (ξk+Q − ξk)
Eupk − Elowk
cos(kst + ks
t
′ ),
avec st, st′ = x, y.
Afin de formuler S2,B (et S2,F qui sera de´finie dans la section 14.1.2 suivante) sous
une forme compacte nous introduisons le vecteur δ ~X a` neuf composantes contenant les
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fluctuations au premier ordre des diffe´rents champs bosoniques
δ ~X(q, iω`) =
[
δXi(q, iω`)
]
1≤i≤9 =

δ
′
χxq(iω`)
δ
′
χyq(iω`)
δ
′′
χxq(iω`)
δ
′′
χyq(iω`)
δmxq(iω`)
δmyq(iω`)
δmzq(iω`)
δλq(iω`)
δbq(iω`)

, (14.5)
δ ~X(q +Q, iω`) =
[
δXi(q +Q, iω`)
]
1≤i≤9 =

δ
′
χxq+Q(iω`)
δ
′
χyq+Q(iω`)
δ
′′
χxq+Q(iω`)
δ
′′
χyq+Q(iω`)
δmxq+Q(iω`)
δmyq+Q(iω`)
δmzq+Q(iω`)
δλq+Q(iω`)
δbq+Q(iω`)

. (14.6)
S2,B peut eˆtre e´crite sous forme matricielle dans la base des δ ~X
S2,B =
∑
q
′ ∑
q1,q2=q,q+Q
∑
iω`
9∑
i,j=1
δXi(q1, iω`)
× Mi,j(q, q1, q2, iω`)
× δXj(−q2,−iω`), (14.7)
et nous notonsMi,j les e´le´ments de matrice associe´s
M˜(q, q1, q2, iω`) =
[
Mi,j(q, q1, q2, iω`)
]
1≤i,j≤9
.
14.1.2 Evaluation de la contribution fermionique
S2,F provient de la contribution des boucles fermioniques, comme dans une approxima-
tion de type RPA. Elle correspond a` la trace du membre de droite de l’e´quation (14.1)
S2,F = 1
2
Tr
[G˜0V˜1G˜0V˜1] , (14.8)
avec
Tr
[G˜0V˜1G˜0V˜1]
=
∑
k,q
′∑
σ,σ
′
∑
iωn,iω`
tr
[ G˜0(k + q, σ′ , iωn + iω`)V˜1(k + q, σ′ , iωn + iω`;k, σ, iωn)
× G˜0(k, σ, iωn)V˜1(k, σ, iωn;k + q, σ′ , iωn + iω`)
]
, (14.9)
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ou` les matrices des fonctions de Green libres G˜0 et d’interaction V˜1 sont donne´es par les
e´quations (12.24) et (13.16), respectivement. La trace tr est prise suivant la base de spineurs
(12.13).
Nous de´finissons le vecteur ~c σ
′
,σ contenant les coefficients apporte´s par les fluctuations
au premier ordre dans la matrice V˜1. Comme on peut le voir a` partir de l’expression (13.16),
δbq (tout comme δbq+Q) donne deux contributions se´pare´es et non pas une seule comme les
autres champs auxiliaires bosoniques. Par suite ~cσ
′
,σ posse`de 10 composantes et non pas 9,
ce qu’indique l’indice a
′
e´gal a` 1 pour tous les champs a` l’exception de δbq (et δbq+Q) pour
lequel il prend les valeurs 1 et 2. Le vecteur ~c σ
′
,σ est donne´ par
~c σ
′
,σ(k, q) =
[
cσ
′
,σ
i,a′ (k, q)
]
1≤i≤9 =

−(1− α)Jcos(kx + qx/2)σ0σ′ ,σ
−(1− α)Jcos(ky + qy/2)σ0σ′ ,σ
−(1− α)Jsin(kx + qx/2)σ0σ′ ,σ
−(1− α)Jsin(ky + qy/2)σ0σ′ ,σ
αJ˜qσ
x
σ′ ,σ
αJ˜qσ
y
σ′ ,σ
αJ˜qσ
z
σ′ ,σ
−iσ0
σ′ ,σ
−2(b0)2(t˜′k + t˜′k+q + t˜′′k + t˜′′k+q)σ0σ′ ,σ
−2(b0)2(t˜k + t˜k+q)σ0σ′ ,σ

, (14.10)
~c σ
′
,σ(k, q +Q) =
[
cσ
′
,σ
i,a′ (k, q +Q)
]
1≤i≤9
=

−i(1− α)Jsin(kx + qx/2)σ0σ′ ,σ
−i(1− α)Jsin(ky + qy/2)σ0σ′ ,σ
i(1− α)Jcos(kx + qx/2)σ0σ′ ,σ
i(1− α)Jcos(ky + qy/2)σ0σ′ ,σ
−αJ˜qσxσ′ ,σ
−αJ˜qσyσ′ ,σ
−αJ˜qσzσ′ ,σ
−iσ0
σ′ ,σ
−2(b0)2(t˜′k + t˜′k+q + t˜′′k + t˜′′k+q)σ0σ′ ,σ
2i(b0)
2(t˜k − t˜k+q)σ0σ′ ,σ

, (14.11)
ou` t˜k, t˜
′
k, t˜
′′
k et J˜q sont donne´s par les expressions (13.11), (13.12), (13.13) et (13.14), res-
pectivement.
De la meˆme fac¸on on de´finit le vecteur ~s associant chacun des e´le´ments de fluctuations
δXi (14.5), (14.6) a` la matrice de Pauli correspondante apparaissant dans la matrice d’in-
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teraction V˜1 (13.16)
~s(q) =
[
s˜i,a′ (q)
]
1≤i≤9 =

σ˜z
σ˜z
σ˜z
σ˜z
σ˜0
σ˜0
σ˜0
σ˜0
σ˜0
σ˜z

, (14.12)
~s(q +Q) =
[
s˜i,a′ (q +Q)
]
1≤i≤9 =

σ˜y
σ˜y
σ˜y
σ˜y
σ˜x
σ˜x
σ˜x
σ˜x
σ˜x
σ˜y

. (14.13)
Nous notons F les inte´grales en e´nergie de´finies par
F σ
′
,σ
s˜
i,a
′ (q1),s˜j,a′′ (q2)
(k, q, iω`) =
1
β
∑
iωn
tr
[ G˜0(k + q, σ′ , iωn + iω`)s˜i,a′ (q1)
× G˜0(k, σ, iωn)s˜j,a′′ (q2)
]
, (14.14)
avec q1, q2 = q, q + Q. En conside´rant la matrice identite´ et les trois matrices de Pauli
de SU(2) nous obtenons de (14.14) 16 inte´grales thermiques, dont le calcul est de´taille´
dans l’appendice E. On remarquera que la sommation sur les fre´quences de Matsubara
fermioniques (iωn) est incorpore´e dans ces inte´grales.
Nous de´finissons la matrice Π˜ qui contient explicitement, a` un niveau RPA, les contri-
butions des champs bosoniques fluctuants aux fonctions de corre´lation
Π˜(q, q1, q2, iω`) =
[
Πi,j(q, q1, q2, iω`)
]
1≤i,j≤9
, (14.15)
avec les e´le´ments matriciels donne´s par
Πi,j(q, q1, q2, iω`) =
1
Ns
∑
k
′∑
σ′ ,σ
2∑
a′ ,a′′=1
cσ
′
,σ
i,a
′ (k, q1)F
σ
′
,σ
s˜
i,a
′ (q1),s˜j,a′′ (q2)
(k, q, iω`)
× cσ,σ
′
j,a′′ (k, q2).
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Nous obtenons alors de (14.9), (14.14) et (14.15)
Tr
[G˜0V˜1G˜0V˜1] =∑
q
′ ∑
q1,q2=q,q+Q
∑
iω`
9∑
i,j=1
δXi(q1, iω`)
× Πi,j(q, q1, q2, iω`)
× δXj(−q2,−iω`). (14.16)
14.1.3 De´veloppement de l’action au second ordre des fluctua-
tions
Le terme quadratique de l’action est donne´ par
S2 =
∑
q
′ ∑
q1,q2=q,q+Q
∑
iω`
9∑
i,j=1
δXi(q1, iω`)
×
(
Mi,j(q, q1, q2, iω`) +
1
2
Πi,j(q, q1, q2, iω`)
)
× δXj(−q2,−iω`), (14.17)
ou` les fluctuations du premier ordre des champs bosoniques sont incluses dans le vecteur δ ~X
(14.5), (14.6), et les e´le´ments de matrices sont donne´es par (14.7) et (14.15), respectivement.
Dans le cadre d’un formalisme d’inte´grale de chemin, le de´veloppement de l’action au
second ordre des fluctuations permet de de´river l’expression des diffe´rentes fonctions de
corre´lation
C˜(q, q1,−q2, iω`) =
[
Ci,j(q, q1,−q2, iω`)
]
1≤i,j≤9
(14.18)
=
[
〈Xi(q1, iω`)Xj(−q2,−iω`)〉RPA
]
1≤i,j≤9
,[
〈Xi(q1, iω`)Xj(−q2,−iω`)〉RPA
]
1≤i,j≤9
=
(
M˜(q, q1, q2, iω`) +
1
2
Π˜(q, q1, q2, iω`)
)−1
Le comportement de la fonction de corre´lation spin spin transverse χ± est en accord
avec les re´sultats obtenus pre´ce´demment concernant les syste`mes antiferromagne´tiques de
Heisenberg (cf. appendice F).
14.2 De´finition de l’action effective
Nous disposons maintenant de tous les e´le´ments requis afin de calculer le potentiel d’ap-
pariement ((a` la B.C.S.)), a` savoir l’interaction effective entre quasiparticules de la bande de
Hubbard infe´rieure. Ce potentiel est me´die´ par les fluctuations des champs bosoniques. Il
va nous permettre d’examiner les effets de la coexistence entre antiferromagne´tisme et e´tat
RVB sur la supraconductivite´ des cuprates sous-dope´s.
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Pour cela nous suivons de pre`s l’approche de´veloppe´e par Schrieffer et al . [65], en l’adap-
tant au contexte du mode`le t − J que nous e´tudions. Les effets de retard spe´cifiques a` la
the´orie d’Eliashberg [54, 180] sont ne´glige´s: nous de´rivons le potentiel d’appariement en
nous plac¸ant a` la limite statique (iω` = 0). Par conse´quent la de´pendance en fre´quence des
champs sera ne´glige´e a` partir de maintenant. Cette approximation est valable dans la limite
du couplage faible, ou` en raison du the´oreˆme de Migdal [181] l’approximation adiabatique
est satisfaite a` savoir
kBTc,∆SC << ~ωD,
ou` Tc est la tempe´rature de transition supraconductrice, ∆SC le parame`tre d’ordre supracon-
ducteur et ωD la fre´quence caracte´ristique de l’e´change des bosons (analogue a` la fre´quence
de Debye, de´finie dans le cadre d’un couplage e´lectron-phonon).
14.2.1 Action au premier ordre des fluctuations en terme de
quasiparticules
Nous conside´rons en premier l’interaction line´aire entre champs fermioniques et boso-
niques (13.15)
S1,F =
∑
k,q
′∑
σ′ ,σ
[
Ψ¯k+q,σ′ Ψ¯k+q+Q,σ′
] V˜1(k + q, σ′ ;k, σ) [ Ψk,σΨk+Q,σ
]
. (14.19)
En utilisant les re´sultats e´tablis dans la section pre´ce´dente 14.1, la matrice d’interaction
V˜1 (13.16) s’e´crit
V˜1(k + q, σ′ ;k, σ) =
∑
q1,=q,q+Q
9∑
i,=1
( ∑
a′=1,2
cσ
′
,σ
i,a′ (k, q1)s˜i,a′ (q1)
)
δXi(q1), (14.20)
ou` δXi, ci,a′ et s˜i,a′ sont donne´s par (14.5) et (14.6), (14.10) et (14.11), (14.12) et (14.13),
respectivement.
Rappelons que Ψ¯, Ψ sont les variables de Grassmann associe´es aux ope´rateurs de spinons
f †, f . Comme nous sommes inte´resse´s par l’interaction entre deux quasiparticules de la
bande de Hubbard infe´rieure, nous introduisons les variables de Grassmann Φ¯, Φ associe´es
aux ope´rateurs γ†2, γ2. En ne´gligeant la contribution de la bande de Hubbard supe´rieure
vide a` tre`s basses tempe´ratures, nous obtenons a` partir de la forme diagonalise´e (12.18) de
l’hamiltonien de champ moyen
Ψk,σ = sin(θk)Φk,σ , Ψk+Q,σ = e
−iφk,σcos(θk)Φk,σ. (14.21)
Nous obtenons ainsi l’expression de l’action au premier ordre des fluctuations en terme
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d’ope´rateurs de quasiparticules
S1,F =
∑
k,q
′∑
σ′ ,σ
Φ¯k+q,σ′
[
sin(θk+q) e
iφ
k+q,σ
′ cos(θk+q)
]
×
 ∑
q1,=q,q+Q
9∑
i,=1
( ∑
a′=1,2
cσ
′
,σ
i,a′ (k, q1)s˜i,a′ (q1)
)
δXi(q1)

×
[
sin(θk)
e−iφk,σcos(θk)
]
Φk,σ. (14.22)
14.2.2 De´rivation de l’action effective
Afin d’incorporer les effets d’interaction a` un niveau RPA, nous de´rivons l’action effec-
tive de la manie`re suivante: l’action au premier ordre des fluctuations exprime´e en terme
d’ope´rateurs de quasiparticules (14.22) est ajoute´e au terme Seff2 au deuxie`me ordre des
fluctuations
S2 =
∑
q
′ ∑
q1,q2=q,q+Q
9∑
i,j=1
δXi(q1)C−1i,j (q, q1,−q2)δXj(−q2), (14.23)
ou` les δXi sont les fluctuations au premier ordre des champs bosoniques 14.5), (14.6), et
C−1i,j les e´le´ments de la matrice inverse des fonctions de corre´lation (14.18).
L’action effective Seff est donne´e par
Seff = S1,F + S2. (14.24)
Afin de de´river le potentiel d’appariement entre quasiparticules, nous effectuons l’inte´-
gration sur les fluctuations bosoniques δXi dans Seff . Pour obtenir des notations plus
concises, nous de´finissons le vecteur ~φ(q1) par
~φ(q1) =
[
φi(q1)
]
1≤i≤9 ,
φi(q1) =
1
2
∑
k1
′ ∑
σ
′
1,σ1
Φ¯k1+q,σ′1
[
sin(θk1+q) e
iφ
k1+q,σ
′
1cos(θk1+q)
]
×
( ∑
a
′
1=1,2
c
σ
′
1,σ1
i,a
′
1
(k1, q1)s˜i,a′1
(q1)
)
×
[
sin(θk1)
e−iφk1,σ1cos(θk1)
]
Φk1,σ1 , (14.25)
pour q1 = q, q +Q.
Nous avons
Seff =
∑
q
′ ∑
q1,q2=q,q+Q
δ ~X(q1)C˜−1(q, q1,−q2)δ ~X(−q2)
+
∑
q
′ ∑
q1=q,q+Q
~φ(q1)δ ~X(q1) +
∑
q
′ ∑
q2=q,q+Q
~φ(−q2)δ ~X(−q2) , (14.26)
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et apre`s inte´gration sur les champs de bosons
Seff = −
∑
q
′ ∑
q1,q2=q,q+Q
~φ(−q2)C˜(q, q1,−q2)~φ(q1),
ou de fac¸on e´quivalente en utilisant l’expression (14.25) du vecteur ~φ
Seff (14.27)
= −1
4
∑
q
′ ∑
q1,q2=q,q+Q
9∑
i,j=1
∑
k1,k2
′ ∑
σ
′
1,σ1,σ
′
2,σ2
Φ¯k2−q,σ′2Φk2,σ2Φ¯k1+q,σ
′
1
Φk1,σ1
×
{ [
sin(θk2−q) e
iφ
k2−q,σ
′
2cos(θk2−q)
]( ∑
a
′
2=1,2
c
σ
′
2,σ2
i,a
′
2
(k2,−q2)s˜i,a′2(−q2)
)
×
[
sin(θk2)
e−iφk2,σ2cos(θk2)
]
× Ci,j(q, q1,−q2)
×
[
sin(θk1+q) e
iφ
k1+q,σ
′
1cos(θk1+q)
]( ∑
a
′
1=1,2
c
σ
′
1,σ1
j,a
′
1
(k1, q1)s˜j,a′1
(q1)
)
×
[
sin(θk1)
e−iφk1,σ1cos(θk1)
]}
.
14.3 Evaluation du potentiel d’appariement BCS
14.3.1 Expression analytique du potentiel d’appariement
Pour retrouver la forme BCS, nous imposons les relations suivantes entre les impulsions
et les spins intervenant dans l’action effective
∗ k1 = k ,k2 = −k , q = k′ − k,
σ
′
1 =↑ , σ
′
2 =↓ , σ2 =↓ , σ1 =↑ . (14.28)
∗ k1 = −k ,k2 = k , q = k − k′ ,
σ
′
1 =↓ , σ
′
2 =↑ , σ2 =↑ , σ1 =↓ . (14.29)
∗ k1 = −k ,k2 = k , q = k′ + k,
σ
′
1 =↑ , σ
′
2 =↓ , σ2 =↑ , σ1 =↓ . (14.30)
∗ k1 = k ,k2 = −k , q = −k′ − k,
σ
′
1 =↓ , σ
′
2 =↑ , σ2 =↓ , σ1 =↑ . (14.31)
14.3 Evaluation du potentiel d’appariement BCS 155
Les configurations (14.28) et (14.29) sont associe´es a` la contribution de l’aimantation al-
terne´e (zz), tandis que les expressions (14.30) et (14.31) correspondent a` la contribution de
la phase de flux (±). Nous en de´duisons l’action effective BCS
SeffBCS =
∑
k,k
′
′ {V zzBCS(k,k
′
) + V ±BCS(k,k
′
)}Φ¯
k
′
,↑Φ¯−k′ ,↓Φ−k,↓Φk,↑. (14.32)
Le potentiel d’appariement provenant de la contribution zz est obtenu a` partir des
configurations (14.28) et (14.29) prises en compte dans l’action effective BCS, il en re´sulte
V zzBCS(k,k
′
) =
∑
q1,q2=k
′−k,k′−k+Q
9∑
i,j=1
(
−1
4
)
(14.33)
×
{ [
sin(θ−k′ ) e
iφ−k′ ,↓cos(θ−k′ )
]( ∑
a
′
2=1,2
c↓,↓
i,a
′
2
(−k,−q2)s˜i,a′2(−q2)
)[ sin(θ−k)
e−iφ−k,↓cos(θ−k)
]
× Ci,j(k′ − k, q1,−q2)
×
[
sin(θ
k
′ ) e
iφ
k
′
,↑cos(θ
k
′ )
]( ∑
a
′
1=1,2
c↑,↑
j,a
′
1
(k, q1)s˜j,a′1
(q1)
)
×
[
sin(θk)
e−iφk,↑cos(θk)
]
+
[
sin(θ
k
′ ) e
iφ
k
′
,↑cos(θ
k
′ )
]( ∑
a
′
2=1,2
c↑,↑
i,a
′
2
(k, q2)s˜i,a′2
(q2)
)[ sin(θk)
e−iφk,↑cos(θk)
]
× Ci,j(k − k′ ,−q1, q2)
×
[
sin(θ−k′ ) e
iφ−k′ ,↓cos(θ−k′ )
]( ∑
a
′
1=1,2
c↓,↓
j,a
′
1
(−k,−q1)s˜j,a′1(−q1)
)
×
[
sin(θ−k)
e−iφ−k,↓cos(θ−k)
]}
.
156 Chapitre 14. Fluctuations gaussiennes et appariement BCS
De la meˆme fac¸on, les configurations (14.30) et (14.31) prises en compte dans l’action
effective BCS conduisent a` la contribution ± au potentiel d’appariement
V ±BCS(k,k
′
) =
∑
q1,q2=k
′
+k,k
′
+k+Q
9∑
i,j=1
(
+
1
4
)
(14.34)
×
{ [
sin(θ−k′ ) e
iφ−k′ ,↓cos(θ−k′ )
]( ∑
a
′
2=1,2
c↓,↑
i,a
′
2
(k,−q2)s˜i,a′2(−q2)
)[ sin(θk)
e−iφ−k,↑cos(θk)
]
× Ci,j(k′ + k, q1,−q2)
×
[
sin(θ
k
′ ) e
iφ
k
′
,↑cos(θ
k
′ )
]( ∑
a
′
1=1,2
c↑,↓
j,a
′
1
(−k, q1)s˜j,a′1(q1)
)[ sin(θ−k)
e−iφ−k,↓cos(θ−k)
]
+
[
sin(θ
k
′ ) e
iφ
k
′
,↑cos(θ
k
′ )
]( ∑
a
′
2=1,2
c↑,↓
i,a
′
2
(−k, q2)s˜i,a′2(q2)
)[ sin(θ−k)
e−iφ−k,↓cos(θ−k)
]
× Ci,j(−k − k′ ,−q1, q2)
×
[
sin(θ−k′ ) e
iφ−k′ ,↓cos(θ−k′ )
]( ∑
a
′
1=1,2
c↓,↑
j,a
′
1
(k,−q1)s˜j,a′1(−q1)
)[ sin(θk)
e−iφk,↑cos(θk)
]}
.
Le potentiel d’appariement total incluant les deux contributions pre´ce´dentes s’e´crit
V TotBCS(k,k
′
) = V zzBCS(k,k
′
) + V ±BCS(k,k
′
). (14.35)
De meˆme qu’en (14.32), l’action effective BCS est donc
SeffBCS =
∑
k,k
′
′ V TotBCS(k,k
′
)Φ¯
k
′
,↑Φ¯−k′ ,↓Φ−k,↓Φk,↑. (14.36)
14.3.2 Re´sultats nume´riques obtenus pour le potentiel d’appa-
riement
Les fonctions de corre´lation et les interactions effectives ont e´te´ calcule´es nume´riquement,
par une me´thode analogue a` celle utilise´e pour la re´solution des e´quations de champ moyen
(voir la section 13.3). La pre´cision sur les valeurs nume´riques est supe´rieure a` 10−5.
Les re´sultats obtenus pour le potentiel RPA ((a` la B.C.S.)) sont pre´sente´s sur la Figure
14.1. Cette figure montre l’interaction effective entre deux quasiparticules de la bande de
Hubbard infe´rieure. L’une est situe´e au point k = (−pi/2,−pi/2), et l’autre en un point
quelconque k
′
place´ dans la zone de Brillouin magne´tique. Les intensite´s des interactions
effectives sont repre´sente´es en fonction de k
′
, ainsi les valeurs donne´es pour k
′
= (pi/2, pi/2)
correspondent a` un vecteur de diffusion q = k
′ − k = (pi, pi).
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Fig. 14.1 – Potentiels d’appariement V zzBCS(k,k
′
) (14.33), V ±BCS(k,k
′
) (14.34) et
V TotBCS(k,k
′
) (14.35) en fonction de k
′
, avec k = (−pi/2,−pi/2) fixe´, pour diffe´rentes va-
leurs du dopage x. Les potentiels d’appariement sont donne´s en unite´ de t.
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Comme nous avons conside´re´ la limite statique (iω` = 0), les valeurs prises par les
interactions effectives sont re´elles. En accord avec la the´orie BCS [53, 54], une valeur ne´gative
du potentiel d’appariement correspond a` une attraction entre quasiparticules donnant lieu
a` la formation de paires de Cooper (on parle d’interaction attractive), tandis qu’une valeur
positive correspond a` une re´pulsion entre quasiparticules ne permettant pas la cre´ation de
paires de Cooper (on dit que le potentiel est re´pulsif).
Une caracte´ristique inte´ressante qu’on observe sur la Figure 14.1 est que le potentiel
d’appariement total V TotBCS est presque comple`tement domine´ par la composante zz (longitu-
dinale) de la susceptibilite´ de spin, sans modification majeure introduite par les corre´lations
RVB via la contribution ± (transverse).
Une des pre´dictions principales de la the´orie de spin-bag est que la supraconductivite´ des
cuprates sous-dope´s apparaˆıt graˆvce a` un appariement entre les trous situe´s dans les petites
poches qui sont de´limite´es par la surface de Fermi aux quatre points nodaux (±pi/2,±pi/2)
(voir la Figure 13.4). Nous obtenons une interaction effective totale V ±BCS(k,k
′
) clairement
re´pulsive pour un vecteur de diffusion q e´gal a` (0, 0), (pi, 0) et (0, pi) dans la zone de Brillouin
magne´tique. Bien qu’il existe un comportement re´pulsif lorsque q est voisin de (pi, pi), il est
raisonnable de penser que cet effet cre´ateur de paires n’est pas suffisant pour s’opposer
aux pre´ce´dents. Par conse´quent nous en concluons que la coexistence d’un ordre antiferro-
magne´tique a` longue distance avec un e´tat RVB, qui semble eˆtre un aspect tre`s pertinent
de la physique des cuprates comme l’ont montre´ plusieurs e´tudes nume´riques, ne me`ne pas
a` l’apparition d’une phase supraconductrice.
14.4 Syme´trie du gap supraconducteur
En plus de la nature re´pulsive ou attractive du potentiel d’appariement, un autre proble`me
inportant concerne la syme´trie du gap supraconducteur ∆SC (appele´ aussi parame`tre d’ordre
BCS). Une description comple`te de ∆SC ne´cessiterait de re´soudre l’e´quation de gap
∆SC(k) = −
∑
k′
V TotBCS(k,k
′
)
∆SC(k
′
)
2Elow
k′
tanh
(
βElow
k′
2
)
, (14.37)
ou` Elow
k′ et V
Tot
BCS sont donne´s par les expressions (12.20) et (14.35), respectivement. Ce travail
ne sera pas mene´ ici. En effet compte-tenu du grand nombre de degre´s de liberte´ collectifs
pre´sents, le de´veloppement nume´rique a` accomplir serait tre`s lourd. Par ailleurs nous pou-
vons obtenir des informations tre`s pre´cises concernant ∆SC en utilisant des conside´rations
de syme´trie relativement simples.
D’un point de vue the´orique, deux syme´tries distinctes sont pertinentes pour caracte´riser
un e´tat supraconducteur provoque´ par les fortes corre´lations entre e´lectrons: la syme´trie d
et la syme´trie p. Il a souvent e´te´ affirme´ que la syme´trie de type d est la plus approprie´e
[182, 183, 184]. Comme les cuprates posse`dent une syme´trie du cristal soit orthorhombique
soit te´tragonale et qu’il est clair que la supraconductivite´ a` haute tempe´rature critique est
un phe´nome`ne essentiellement provoque´ par la structure de plans de CuO2, des arguments
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d’appariement est donne´ en unite´ de t.
de syme´trie imposent que seules deux fonctions d’onde de syme´trie d sont adapte´es a` la
caracte´risation du parame`tre d’ordre BCS, a` savoir dxy et dx2−y2 [154]. Les fonctions de gap
∆ peuvent eˆtre de´veloppe´es en terme des composantes du vecteur d’onde [185]
∆(k) ∝ (sin kx sin ky) , ∆(k +Q) = ∆(k) pour la syme´trie dxy , (14.38)
∆(k) ∝ (cos kx − cos ky) , ∆(k +Q) = −∆(k) pour la syme´trie dx2−y2 . (14.39)
On repre´sente sur la Figure 14.2 les re´sultats du calcul nume´rique du potentiel d’appa-
riement total V TotBCS, pour un dopage de valeur fixe´e x = 0.05 et un vecteur de diffusion situe´
le long de la diagonale (0, 0) - (pi, pi) de la zone de Brillouin. Nous voyons que
V TotBCS(k,k
′
+Q) ' −V TotBCS(k,k
′
). (14.40)
pour k ' k′ ' (−pi/2,−pi/2). L’expression pre´ce´dente peut eˆtre incorpore´e a` l’e´quation de
gap (14.37) et en conside´rant le vecteur de diffusion voisin de (pi, pi) on peut raisonnablement
en conclure que le gap supraconducteur associe´ a` l’interaction effective totale V TotBCS satisfait
a` la proprie´te´ suivante
∆SC(k +Q) ' −∆SC(k) for k ' (−pi/2,−pi/2). (14.41)
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Nous en concluons que ∆SC posse`de des ligne nodales et en utlisant la relation (14.39) qu’il
est caracte´rise´ par la syme´trie dx2−y2 . En d’autres termes, l’anomalie des fermions de Dirac
re´sultant de la coexistence entre antiferromagne´tisme et e´tat RVB favorise la syme´trie dx2−y2
caracte´rise´e par la pre´sence de nœuds au voisinage de la surface de Fermi, par rapport a`
la syme´trie dxy. Cet aspect des re´sultats est tre`s encourageant, dans la mesure ou` plusieurs
expe´riences re´centes [153, 154] ont mesure´ dans de nombreux cuprates un gap de syme´trie
dx2−y2 .
La pre´diction d’un parame`tre d’ordre BCS de syme´trie dx2−y2 est en rupture avec de
nombreuses the´ories pre´ce´dentes. En effet il a souvent e´te´ affirme´ qu’un e´tat d’appariement
de syme´trie dxy est pre´fe´rable, car la syme´trie dx2−y2 est caracte´rise´e par la pre´sence de
nœuds dans les petites poches de trous, autrement dit a` l’inte´rieur de la surface de Fermi,
ce qui est e´nerge´tiquement de´favorable car l’e´nergie de condensation supraconductrice est
alors re´duite. La pre´sence des nœuds est provoque´e par la chiralite´ des fonctions de Bloch
au voisinage des points k = (±pi/2,±pi/2) du re´seau re´ciproque, re´sultant du facteur de
phase pre´sent dans les coefficients de Bogoliubov (12.18). Ce facteur de phase est typique
de l’anomalie de parite´ introduite par la phase de flux (voir la section 12.2.4).
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Dans cette troisie`me partie, nous avons discute´ la stabilite´ vis a` vis de la transition
supraconductrice d’un e´tat pre´sentant un ordre antiferromagne´tique a` longue distance co-
existant avec des corre´lations RVB re´sultant d’une phase de flux, pour une faible valeur du
dopage en trous. Les poches de trous situe´es autour des points k = (±pi/2,±pi/2) de la zone
de Brillouin magne´tique ne sont pas identiques a` celles de´crites par la the´orie de spin-bag
[65]. En effet l’e´tat antiferromagne´tique que nous avons conside´re´ comporte e´galement la
formation d’un singulet de spin provoque´e par les corre´lations RVB, qui se superposent a`
l’e´tat de Ne´el. La fonction d’onde de´crivant les trous est donc distincte de celle obtenue
pour un e´tat caracte´rise´ uniquement par une onde de densite´ de spin.
Dans le cadre des the´ories de fluctuations de spin de la supraconductivite´ a` haute
tempe´rature critique [186], l’appariement se produit avec une syme´trie dx2−y2 lorsque les gaps
au voisinage des points k = (±pi, 0), (0,±pi) sont dominants, car le parame`tre d’ordre BCS
change de signe entre les points k = (±pi, 0) et k = (0,±pi). Cependant dans le cas que nous
conside´rons, l’appariement supraconducteur entre ces points anti-nodaux n’est pas pertinent
en raison de la pre´sence de la phase de flux. Seuls les e´tats situe´s au voisinage des points no-
daux k = (±pi/2,±pi/2) pourraient contribuer a` l’apparition d’une phase supraconductrice,
mais l’interaction effective BCS correspondante est essentiellement re´pulsive (voir la figure
14.1). Nous en concluons que si l’on conside`re uniquement les me´canismes magne´tiques,
aucune phase supraconductrice n’est pre´dite pour le mode`le t−J . Ce re´sultat est en accord
avec des e´tudes nume´riques re´centes utilisant les me´thodes de diagonalisation exacte [149].
Il sugge`re que dans le re´gime de faible dopage au moins, d’autres me´canismes doivent eˆtre
pris en compte. Un candidat prometteur est l’interaction e´lectron-phonon [187, 188], dont
les effets ont e´te´ observe´s re´cemment dans des expe´riences d’ARPES [189].
Un autre aspect des re´sultats de ce travail concerne la syme´trie du parame`tre d’ordre.
Nous montrons que l’appariement se produit dans une syme´trie dx2−y2 , malgre´ le fait que
les nœuds associe´s au voisinage de la surface de Fermi abaissent l’e´nergie de condensation
supraconductrice, ce qui est e´nerge´tiquement de´favorable. La pre´sence de points nodaux dans
les petites poches de trous est une conse´quence directe de l’anomalie de parite´ introduite
par la phase de flux. Cet aspect est absent de la the´orie de spin-bag, puisque l’e´tat conside´re´
ne prend pas en compte les corre´lations RVB. Une dernie`re remarque est que la forme du
potentiel d’appariement que nous avons obtenue est compatible e´galement avec une syme´trie
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p [190, 191]. Toutefois nous avons choisi de ne conside´rer que la syme´trie d, qui a e´te´ identifie´e
expe´rimentalement dans de nombreux cuprates [153, 154], contrairement a` la syme´trie p.
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Annexe A
Composition de repre´sentations
fondamentales dans le groupe SU(3)
L’un des proble`mes auquel nous sommes confronte´s concerne la construction des e´tats
de spin de l’impurete´ de´crit par une repre´sentation ((en L)) de syme´trie mixte (cf. Figure
2.1), dans le cadre d’un groupe de Lie SU(N). Ce proble`me sera traite´ dans l’appendice B
qui suit.
Afin de nous familiariser avec les me´thodes qui seront ne´cessaires pour re´soudre ce
proble`me, nous proposons dans cet appendice d’examiner un proble`me similaire, concer-
nant la composition de repre´sentation fondamentales dans le groupe SU(3) [101]. Ce groupe
a une importance particulie`re dans le domaine de la physique des particules, car il constitue
le cadre de la the´orie des quarks [192]. Plus pre´cise´ment, nous e´crivons en de´tail tous les
e´tats a` deux et trois particules de ce groupe, ge´ne´re´s par la composition de repre´sentations
fondamentales. Cela va nous permettre de mettre en e´vidence comment des e´tats construits
a` partir d’un nombre diffe´rent de bosons et de fermions peuvent former les bases pour des
repre´sentations correspondant au meˆme tableau de Young. Nous verrons e´galement le roˆle
joue´ par les ope´rateurs des groupes supersyme´triques SU(3|3) et SU(1|1), compte tenu de
l’e´criture mixte des e´tats en terme d’ope´rateurs bosoniques et fermioniques.
La repre´sentation fondamentale est associe´e a` un tableau de Young a` une seule boˆıte.
Dans le groupe SU(3) conside´re´ ici, nous la noterons 3 a` savoir
3 =
Paralle`lement aux tableaux de Young, un outil tre`s utile afin de de´crire les e´tats de la
repre´sentation est fourni par les diagrammes de poids. Dans SU(3), la repre´sentation fon-
damentale est de dimension 3 et nous lui associons un triangle, comme sche´matise´ sur la
Figure A.1. Chacun des sommets du triangle correspond a` un e´tat du multiplet, et les e´tats
sont relie´s entre eux par les ope´rateurs descendants T−, U− et V −. Nous notons les couleurs
de spin dans SU(3) a, b, et c, qui sont les analogues de ↑ et ↓ rencontre´es dans le groupe
SU(2).
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 3|a 3
 3|c
|b
 
U 
T
-
-
V -
Fig. A.1 – Diagramme de poids pour la repre´sentation fondamentale de SU(3), faisant
apparaˆıtre les 3 e´tats aux sommets du triangle et les ope´rateurs descendants associe´s.
A.1 Composition de deux repre´sentations fondamen-
tales de SU(3)
Le produit direct de deux repre´sentations fondamentales donne
3⊗ 3 = 6⊕ 3 . (A.1)
Chaque repre´sentation est identifie´e par sa dimension. De manie`re e´quivalente, nous avons
en termes de tableaux de Young
⊗ = ⊕ .
On veillera a` ne pas confondre 3, la repre´sentation fondamentale de SU(3), avec 3 qui est la
repre´sentation totalement antisyme´trique associe´e a` un tableau de Young avec deux boˆıtes
dans la premie`re colonne. Ces deux repre´sentations ont la meˆme dimension 3.
Les diffe´rents e´tats forme´s dans le produit direct a` deux particules 3⊗3 sont repre´sente´s
sur la Figure A.2.
La repre´sentation 6 est comple`tement syme´trique, ses e´tats s’e´crivent donc en terme de
bosons de Schwinger. Par exemple l’e´tat de plus haut poids est
|aa〉6b =
1√
2!
(b†a)
2|0〉 .
La repre´sentation 3 est quant a` elle comple`tement antisyme´trique, et il est plus commode
d’exprimer ses e´tats en terme de pseudofermions d’Abrikosov. Pour l’e´tat de plus haut poids,
nous avons
|ab〉3¯f = f †af †b |0〉 .
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(aa)6(ab)6
T 
  a  b
c
=
(ab)
33(bc) (ac)
(bb)6
6
6
6(bc)
(cc)
(ac)
-
--
3
-
Fig. A.2 – Diagramme de poids pour les se´ries de Clebsch-Gordan du produit direct de deux
repre´sentations fondamentales dans le groupe SU(3).
Les ope´rateurs descendants T−, U− et V − qui relient les e´tats entre eux peuvent eˆtre
de´crits par des combinaisons d’ope´rateurs bosoniques et fermioniques
T− = (f †b fa + b
†
bba) , (A.2)
U− = (f †b fc + b
†
bbc) , (A.3)
V − = (f †afc + b
†
abc) , (A.4)
On peut e´galement formuler les e´tats des multiplets 6 et 3¯ en utilisant un boson et un
fermion. L’e´tat de plus haut poids de 6 est syme´trique, et s’e´crit donc
|aa〉6f = f †ab†a|0〉 .
Pour obtenir l’e´tat de plus haut poids de 3¯, nous devons d’abord trouver dans le multiplet
6 un e´tat pre´sentant les meˆme nombres quantiques. En faisant agir l’ope´rateur descendant
T−ab (A.2) sur |aa〉6f , nous obtenons
|ab〉6f =
1√
2
(f †b b
†
a + f
†
ab
†
b)|0〉 ,
puis nous en de´duisons l’e´tat orthogonal a` |ab〉6f ci-dessus
|ab〉3¯b =
1√
2
(f †b b
†
a − f †ab†b)|0〉 .
Cette construction est sche´matise´e sur la figure A.2. On peut ve´rifier que les e´tats de sous-
indices b sont lie´s a` ceux de sous-indice f par l’ope´rateur θ du groupe supersyme´trique
SU(1|1)
θ =
∑
a
b†afa ,
ainsi
θ|(· · · )〉f =
√
2 |(· · · )〉b .
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(aab)10
=
(aaa)10 (aab)8 8
(aac)8
(abc)8
(acb )8
T T 
T 
U 
U 
(abb)
-
-
-
--
Fig. A.3 – Diagramme de poids pour les se´ries de Clebsch-Gordan du produit direct 3⊗ 6.
Nous montrons certains des e´tats et soulignons le processus d’obtention des coefficients de
Clebsch-Gordan.
A.2 Composition de trois repre´sentations fondamen-
tales de SU(3)
Nous conside´rons maintenant les e´tats a` trois particules, forme´s dans la composition de
trois repre´sentations fondamentales de SU(3). Le produit direct de ces trois repre´sentations
donne les se´ries de Clebsch-Gordan suivantes
3⊗ 3⊗ 3 = (3⊗ 6)⊕ (3⊗ 3¯) = 10⊕ 81 ⊕ 82 ⊕ 1 , (A.5)
soit en terme de tableaux de Young
⊗ ⊗ = ( ⊗ )⊕ ( ⊗ )
= ⊕ ⊕ ⊕ .
Les diagrammes de poids associe´s aux produits directs 3⊗ 6 et 3⊗ 3¯ sont reporte´s sur les
Figures A.3 et A.4, respectivement.
L’e´tat le plus facile a` e´crire est celui de plus haut poids dans la repre´sentation la plus
syme´trique, 10 (cf. Figure A.3)
|aaa〉10 = |a〉3|aa〉6 .
Il s’e´crit facilement en terme de bosons
|aaa〉10b =
1√
3!
(b†a)
3|0〉 .
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(abc)8
(acb)8
=
8
(aac)8
T 
U 
U 
8T
 
(abc)1
(abb) (aab)
-
-
-
-
Fig. A.4 – Diagramme de poids pour les se´ries de Clebsch-Gordan du produit direct 3⊗ 3¯.
Alternativement nous pouvons utiliser une combinaison d’un fermion (a` partir de la repre´sentation
3) et de deux bosons (a` partir de 6)
|aaa〉10f =
1√
2!
f †a(b
†
a)
2|0〉 .
Les autres e´tats de la repre´sentation 10 s’obtiennent en re´pe´tant l’action des ope´rateurs
descendants sur l’e´tat pre´ce´dent. Par exemple comme montre´ sur la figure A.3
|aab〉10 = 1√
3
(
√
2|a〉3|ab〉6 + |b〉3|aa〉6) , (A.6)
d’ou` nous avons
|aab〉10b =
1√
2!
(b†a)
2b†b|0〉 ,
|aab〉10f =
1√
6
(2f †ab
†
ab
†
b + f
†
b (b
†
a)
2) .
Les deux octets 8 sont de syme´trie mixte : ils doivent eˆtre construits en combinant bosons
et fermions. Les se´ries de Clebsch-Gordan (A.5) indiquent que les e´tats de 81, forme´s dans
le produit direct 3⊗6 (cf. Figure A.3), sont naturellement construits en utilisant un fermion
et deux bosons. Au contraire les e´tats de 82 forme´s dans le produit direct 3⊗ 3¯ (cf. Figure
A.4) s’e´crivent par combinaison d’un boson et deux fermions.
L’e´tat de plus haut poids de l’octet 81, |aab〉81 , est orthogonal a` |aab〉10 de´fini par
l’e´quation (A.6)
|aab〉81b =
1√
3
(|a〉3|ab〉6 −
√
2|b〉3|aa〉6) = 1√
3
b†a(f
†
ab
†
b − f †ab†b)|0〉 ,
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en accord avec l’expression ge´ne´rale de l’e´tat ψb (B.10) donne´e dans l’appendice B. Les
autres e´tats de l’octet 81 sont construits en re´pe´tant l’action des ope´rateurs descendants T−
(A.2), U− (A.3) et V − (A.4) sur l’e´tat pre´ce´demment introduit. Ainsi
|abc〉81b =
1√
2
T−|aac〉81
=
1√
6
(|a〉3|bc〉6 + |b〉3|ac〉6 − 2|c〉3|ab〉6)
=
1√
6
(f †ab
†
bb
†
c + f
†
b b
†
ab
†
c − 2f †c b†ab†b)|0〉 .
L’e´tat |abc〉81b est de´ge´ne´re´, puisqu’il existe un autre e´tat dans le meˆme multiplet caracte´rise´
par des nombres quantiques identiques. On trouve ce dernier e´tat, |acb〉81 , en combinant
l’action des ope´rateurs descendants et la proprie´te´ d’orthogonalite´ avec l’e´tat |abc〉81 . L’ac-
tion de U− sur |abb〉81 donne un e´tat qui n’est pas orthogonal a` |abc〉81 . Par conse´quent,
nous e´crivons
U−|abb〉81 =
√
2(α |abc〉81 + β |acb〉81) .
Il existe deux fac¸ons d’atteindre les e´tats de nombres quantiques {abc} en partant de |aab〉81 .
En utilisant de plus
[T+, U−] = 0 ,
avec T+ = (T−)†, nous en de´duisons α
2 α =
√
2 8
1〈abc|U−|abb〉81 = 81〈aac|T+U−T−|aab〉81
= 8
1〈aab|U+T+U−T−|aab〉81
= 8
1〈aab|T+T−U+U−|aab〉81
= 1 .
Il en re´sulte α = 1/2 et β =
√
3/2. L’expression du dernier e´tat |acb〉81b de l’octet est donne´e
par
|acb〉81b =
1√
2
(|a〉3|bc〉6 − |b〉3|ac〉6)
=
1√
2
(f †ab
†
bb
†
c − f †b b†ab†c)|0〉 .
Pour re´sumer, la me´thode utilise´e pour construire les e´tats consiste a` partir de l’e´tat de
plus haut poids |aab〉b formule´ dans la repre´sentation bosonique Ψb, puis a` de´river les autres
e´tats de l’octet suivant la construction pre´ce´dente, permettant de de´river les coefficients de
Clebsch-Gordan implique´s dans le produit direct 3⊗ 6.
Nous conside´rons maintenant le deuxie`me multiplet 82 forme´ dans le produit direct 3⊗3¯,
repre´sente´ sur la Figure A.4. L’e´tat de plus haut poids est
|aab〉82f = |a〉3|ab〉3¯ = b†af †af †b |0〉 ,
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nb = 3, nf = 0 10 b b b
Z−ab ↓ ↘ θ†
nb = 2, nf = 1 8
1 b b
f
10′ f b b
Z−ac ↓ ↘ θ†
nb = 1, nf = 2 1
′
b
f
f
82 f b
f
↘ θ†
nb = 0, nf = 3 1
f
f
f
Fig. A.5 – Etats ve´rifiant Q = (nb + nf ), regroupe´s suivant les repre´sentations de SU(3).
en accord avec l’expression ge´ne´rale de ψf (B.11) donne´e dans l’appendice B. La construction
des autres e´tats de ce multiplet est analogue a` celle utilise´e pour l’octet pre´ce´dent 81. Par
exemple
|abc〉82f =
1√
2
(|a〉3|bc〉3¯ − |b〉3|ca〉3¯)
=
1√
2
(b†af
†
b f
†
c − b†bf †c f †a)|0〉 ,
|acb〉82f =
1√
6
(|a〉3|bc〉3¯ + |b〉3|ca〉3¯ − 2|c〉3|ab〉3¯)
=
1√
6
(b†af
†
b f
†
c + b
†
bf
†
c f
†
a − 2b†cf †af †b )|0〉 .
L’e´tat singulet |abc〉1 est construit par orthogonalite´ avec les e´tats |abc〉82 et |acb〉82
|abc〉1 = 1√
3
(|a〉3|bc〉3¯ + |b〉3|ca〉3¯ + |c〉3|ab〉3¯) , (A.7)
en accord avec l’expression ge´ne´rale (B.2) des e´tats dans la repre´sentation comple`tement
antisyme´trique, obtenue dans l’appendice B. La fac¸on la plus simple de re´aliser cet e´tat est
d’utiliser trois fermions
|abc〉1f = f †af †b f †c |0〉 . (A.8)
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Toutefois cet e´tat peut aussi s’e´crire a` l’aide d’un boson et de deux fermions
|abc〉1b =
1√
3
(b†af
†
b f
†
c + b
†
bf
†
c f
†
a + b
†
cf
†
af
†
b ) .
Comme pour le produit direct de deux repre´sentations dans la section A.1 pre´ce´dente,
les deux bases d’e´tats correspondant au meˆme tableau de Young, de sous-indices b et f , sont
relie´s par les ope´rateurs supersyme´triques θ† et θ du groupe SU(1|1).
Nous avons ainsi montre´ comment construire les e´tats a` trois particules pour les diffe´rentes
repre´sentations de SU(3). Cela revient a` calculer les coefficients de Clebsch-Gordan, dont
les valeurs sont re´capitule´es dans les Tableaux 3.1-3.4 de l’appendice B dans le cas ge´ne´ral
du groupe SU(N), pour N quelconque.
Faisons maintenant quelques commentaires concernant le nombre d’e´tats. Le produit
direct de trois repre´sentation fondamentales de SU(3) ge´ne`re un espace de dimension 27,
qui se de´compose en une somme directe de repre´sentations irre´ductibles suivant les se´ries
de Clebsch-Gordan donne´es par l’e´quation (A.5). En conside´rant toutes les re´alisations pos-
sibles de ces e´tats en terme de fermions et bosons soumis a` la contrainte sur le nombre total
de particules Q = nf + nb = 3, nous sommes amene´s a` travailler dans un sous-espace du
groupe SU(3|3), de dimension supe´rieure puisqu’il inclut 38 e´tats line´airement inde´pendants
(voir la figure A.5). Cette figure reporte e´galement les relations entre ces e´tats avec l’intro-
duction d’un ope´rateur supersyme´trique supple´mentaire Z−arq agissant sur les e´tats de plus
haut poids
Z−arq = f
†
rqba
Les e´tats des multiplets 10 et 10′ (comme 1 et 1′) sont identiques pour ce qui concerne la
syme´trie SU(3). Il n’en est pas de meˆme pour les e´tats des octets 81 et 82, qui correspondent
a` des repre´sentations de spin diffe´rentes meˆme si les tableaux de Young associe´s sont les
meˆmes. Finalement, nous retrouvons bien le total des 27 e´tats line´airement inde´pendants
auquel on s’attend.
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Etats de spin de l’impurete´
Dans cet appendice, nous de´rivons les expressions des e´tats de spin de l’impurete´. Afin
de rendre compte de la syme´trie mixte caracte´risant la repre´sentation en L (cf. Figure 2.1),
ces e´tats seront formule´s en terme de combinaisons de bosons de Schwinger [104, 105] et de
pseudofermions d’Abrikosov [106].
Comme dans l’appendice A, nous utiliserons largement le formalisme des tableaux de
Young. Cela nous donnera un cadre simple pour a` la fois de´crire les proprie´te´s de syme´trie
des diffe´rents e´tats, et e´tudier la ge´ne´ralisation au groupe SU(N) des re`gles de composition
des diffe´rentes repre´sentations de spin.
Avant d’envisager le cas ge´ne´ral d’une repre´sentation de spin ((en L)) en termes de ta-
bleaux de Young, caracte´rise´e par une syme´trie mixte, nous conside´rons d’abord les deux
limites correspondant a` des repre´sentations comple`tement syme´trique et antisyme´trique,
respectivement.
B.1 Repre´sentation comple`tement syme´trique
Nous conside´rons d’abord un spin du groupe SU(N), dont la repre´sentation est purement
syme´trique.
Le cas d’une repre´sentation comple`tement syme´trique est e´quivalent a` un syste`me de
2S particules identiques, syme´trique par permutation de deux d’entre elles. Le tableau de
Young associe´ a` une telle repre´sentation est constitue´ d’une ligne horizontale de 2S boˆıtes
2S︷ ︸︸ ︷
←→
∑
P∈S2S
P ,
qu’on notera [2S]. Au tableau de Young pre´ce´dent est associe´ un ope´rateur de syme´trisation,
constitue´ par la somme de toutes les permutations sur les 2S particules.
Les ope´rateurs de spin correspondants peuvent s’e´crire en termes de N types de bosons
de Schwinger [104, 105] bα (α = a, b, ..., rN) soumis a` la contrainte sur le nombre total de
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particules
nˆb =
∑
α
b†αbα = 2S .
Les (N2 − 1) composantes de l’ope´rateur de spin sont donne´es par
SAb =
∑
αβ
b†ατ
A
αβbβ,
ou` {τ˜A} sont les matrices des ge´ne´rateurs de SU(N) dans la repre´sentation fondamentale.
L’e´tat de plus haut poids, analogue a` l’e´tat de plus grande valeur de projection Sˆz dans
SU(2), s’e´crit comme
|(a)2S〉[2S] = 1√
(2S)!
(b†a)
2S|0〉 , (B.1)
ou` |0〉 est l’e´tat vide de bosons. Les autres e´tats de la repre´sentation syme´trique se de´duisent
de |(a)2S〉[2S] par l’action re´pe´te´e des ope´rateurs descendants du groupe SU(2) sous-jacent
a` SU(N), pour N ≥ 2. En conside´rant par exemple dans SU(N) les (2S + 1) e´tats de´finis
par {|(a)x(b)y〉[2S]} avec x + y = 2S, ces e´tats se tranforment par action des ope´rateurs de
SU(N) suivants
T−ab = b
†
bba , T
+
ab = b
†
abb , T
z
ab =
b†aba − b†bbb
2
,
comme un multiplet de SU(2) de spin S. En particulier nous avons
T−ab |a2S〉[2S] =
√
2S |(a)2S−1b〉,
soit en termes de bosons
|(a)2S−1b〉[2S] = 1√
(2S − 1)!(b
†
a)
(2S−1)b†b |0〉 .
Nous donnons maintenant quelques pre´cisions concernant la notation des e´tats de la
repre´sentation. Chacun des e´tats est identifie´ sans ambigu¨ıte´ par un jeu de nombre quan-
tiques {α, β..., ρ2S} : a` chaque jeu correspond un seul e´tat. Chacun des nombres quantiques
peut prendre inde´pendamment n’importe quelle valeur entie`re entre 1 et N , ge´ne´ralisant
ainsi les deux couleurs de spin ↑ et ↓ de SU(2). La dimension de la repre´sentation est donc
donne´e par C2SN+2S−1, correspondant au nombre de fac¸ons de choisir 2S e´le´ments parmi
(N + 2S − 1).
B.2 Repre´sentation comple`tement antisyme´trique
L’autre cas limite conside´re´ correspond a` une repre´sentation purement antisyme´trique
du spin dans le groupe SU(N).
Ce cas est e´quivalent a` un syste`me de q particules identiques, antisyme´trique par permu-
tation de deux d’entre elles. Le tableau de Young associe´ est constitue´ d’une seule colonne
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comprenant q boˆıtes
q
 ←→
∑
P∈Sq
δPP ,
note´e [1q], avec q < N . Un ope´rateur d’antisyme´trisation est associe´ au tableau de Young
ci-dessus. Il est constitue´ de la somme de toutes les permutations possibles de q e´le´ments
parmi N , chaque permutation e´tant ponde´re´e par sa signature δP = ±1 comme pour des
particules identiques antisyme´triques.
Le moyen le plus approprie´ pour de´crire les e´tats de spin correspondants est d’avoir
recours a` N types de pseudofermions d’Abrikosov [106] fα (α = a, b, ..., rN) soumis a` la
contrainte sur le nombre total de particules
nˆf =
∑
α
f †αfα = q .
Les (N2 − 1) composantes de l’ope´rateur de spin sont alors
SAf =
∑
αβ
f †ατ
A
αβfβ
Similairement a` (B.1), l’e´tat de plus haut poids de la repre´sentation fermionique est
donne´ par
|ab...rq〉[1q ] = f †af †b ...f †rq |0〉 (B.2)
identifie´ par un jeu de q nombres quantiques {a, b, ...rq}. Les autres e´tats de la repre´sentation
se de´duisent de l’e´tat de plus haut poids (B.2) par l’action re´pe´te´e des ope´rateurs descendants
de SU(N) comme
T−ab = f
†
b fa ,
tirant parti du groupe SU(2) sous-jacent. La dimension de la repre´sentation fermionique est
CqN .
B.3 Repre´sentation de syme´trie mixte
Nous conside´rons maintenant la repre´sentation de syme´trie mixte de´crite par un tableau
de Young ((en L)), s’interpolant entre les deux repre´sentations limites pre´ce´dentes (cf. Figure
(2.1).
Une diffe´rence essentielle entre d’une part les deux repre´sentations purement syme´trique
et antisyme´trique conside´re´es pre´ce´demment et d’autre part la repre´sentation de syme´trie
mixte que nous traitons ici concerne la de´ge´ne´rescence des e´tats. En effet les e´tats corres-
pondant aux repre´sentations bosonique et fermionique sont non de´ge´ne´re´s. Cela signifie que
chaque jeu de nombres quantiques de´termine un e´tat de manie`re univoque. Nous allons voir
que cette proprie´te´ n’est plus valable dans le cas de la repre´sentation mixte.
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q − 1
{
⊗
2S︷ ︸︸ ︷
↘
⊕ · · ·
q
 ⊗
2S−1︷ ︸︸ ︷
↗
Fig. B.1 – Deux fac¸ons d’obtenir la repre´sentation en L [2S, 1q−1] du groupe SU(N), a` partir
du produit direct de deux repre´sentations respectivement fermionique et bosonique.
La dimension de la repre´sentation mixte s’obtient au moyen de la formule de Robinson
[193]
d{Γ} =
2S
2S + q − 1C
2S
N+2S−1C
q−1
N−1.
B.3.1 Description des e´tats de plus haut poids
La repre´sentation ((en L)) re´sulte du produit direct de deux repre´sentations, respective-
ment syme´trique et antisyme´trique
[1q−1]⊗ [2S]→ [2S, 1q−1]⊕ · · · (B.3)
ou [1q]⊗ [2S − 1]→ [2S, 1q−1]⊕ · · · (B.4)
comme illustre´ sur la figure B.1.
En effet, le produit direct de deux repre´sentations irre´ductibles du groupe SU(N) se
de´compose en une somme directe de repre´sentations irre´ductibles. Il s’agit de la se´rie de
Clebsch-Gordan. Un exemple bien connu est fourni par la composition de moments angu-
laires dans le groupe SU(2) [194]. Nous suivons une me´thode calque´e sur celle de l’appendice
A afin de construire les e´tats de la repre´sentation mixte faisant apparaˆıtre les coefficients
de Clebsch-Gordan.
Plus pre´cise´ment, nous identifions l’e´tat de plus haut poids (non de´ge´ne´re´) re´sultant
du produits direct de deux repre´sentations respectivement fermionique et bosonique, avec
l’e´tat de plus haut poids de la repre´sentation la plus syme´trique. Les autres e´tats de la
repre´sentation s’obtiennent par actions re´pe´te´es des ope´rateurs descendants de SU(N) sur
l’e´tat de plus haut poids. Une difficulte´ supple´mentaire vient du fait que pour N arbitraire,
plusieurs e´tats peuvent eˆtre identifie´s par le meˆme jeu de nombres quantiques, proble`me que
l’on a de´ja` rencontre´ dans l’appendice A avec l’existence des deux l’octets 81 et 82 de SU(3).
Finalement, nous de´rivons les e´tats de poids infe´rieur en recherchant les e´tats orthogonaux
identifie´s par le meˆme jeu de nombres quantiques, puis en faisant agir de fac¸on re´pe´te´e les
ope´rateurs descendants.
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Le produit direct des deux repre´sentations respectivement syme´trique et antisyme´trique
dans le groupe SU(N) peut s’e´crire comme la somme directe de deux repre´sentations ((en
L)), selon les se´ries de Clebsch-Gordan suivantes
[2S − 1] ⊗ [1q] = [2S, 1q−1] ⊕ [2S − 1, 1q]
(2S−1)︷ ︸︸ ︷
⊗ q
 = q
 ⊕ (q + 1)

avec la relation suivante entre leurs dimensions
C2S−1N+2S−2 C
q
N =
2S
2S + q − 1 C
2S
N+2S−1 C
q−1
N−1 +
2S − 1
2S + q − 1 C
2S−1
N+2S−2 C
q
N−1 .
Nous e´crivons maintenant explicitement les e´tats de spin composant les repre´sentations
((en L)) pre´ce´dentes.
L’e´tat le plus syme´trique (de plus haut poids) du produit direct [2S − 1]⊗ [1q] est
|(a)2S−1〉[2S−1]|abc . . . rq〉[1q ] ,
forme´ de 2S particules portant le meˆme nombre quantique a. Cet e´tat (non de´ge´ne´re´) est
aussi l’e´tat de plus haut poids de la repre´sentation la plus syme´trique, a` savoir [2S, 1q−1],
|(a)2Sbc . . . rq〉[2S,1q−1] = |(a)2S−1〉[2S−1]|abc . . . rq〉[1q ] . (B.5)
Notons que les ope´rateurs descendants qui transforment le nombre quantique a en δ ∈ [b, rq]
n’affectent que l’e´tat de [2S − 1], puisque le terme [1q] est comple`tement antisyme´trique.
Ainsi les e´tats suivants sont e´galement non de´ge´ne´re´s
|(a)2S−1bc . . . (δ)2 . . . rq〉[2S,1q−1] = |(a)2S−2δ〉[2S−1]|abc . . . rq〉[1q ] . (B.6)
Les autres e´tats caracte´rise´s par 2S nombres quantiques αj e´gaux a` a s’obtiennent a` partir
de l’e´quation (B.5). Ils sont e´galement non de´ge´ne´re´s. Par exemple l’e´tat ou` rq+1 remplace
la valeur r′ est
|(a)2Sbcd . . . rqrq+1(no r′)〉[2S,1q−1] = |(a)2S−1〉[2S−1]|abcd . . . rqrq+1(no r′)〉[1q ] . (B.7)
En restreignant les valeurs des αj a` l’intervalle [a, rq+1], on trouve q e´tats du type (B.7)
pre´ce´dent.
Nous construisons ensuite les e´tats composant la repre´sentation [2S, 1q−1] ou` (2S − 1)
nombres quantiques αj prennent maintenant la valeur a, les autres prenant des valeurs
distinctes situe´es dans l’intervalle [b, rq+1]. Il existe q e´tats line´airement inde´pendants de ce
type. Nous de´finissons pour cela l’ope´rateur T−ac
T−ac = f
†
c fa + b
†
cba
178 Annexe B. Etats de spin de l’impurete´
par analogie avec le ge´ne´rateur de SU(3) conside´re´ dans l’appendice A. En faisant agir T−ac
sur l’e´tat (B.7) nous obtenons
T−ac|(a)2Sbcd . . . rqrq+1(no r′)〉[2S,1
q−1] =
√
2S |(a)2S−1bcd . . . rqrq+1〉[2S,1q−1]
=
√
2S − 1 |(a)2S−2r′〉[2S−1]|abc . . . rqrq+1(no r′)〉[1q ]
+|(a)2S−1〉[2S−1]|bcd . . . rqrq+1〉[1q ] . (B.8)
L’orthogonalisation des q e´tats (B.8) permet de de´river les q premie`res lignes du Tableau
3.4 des coefficients de Clebsch-Gordan (voir le Chapitre 3). La dernie`re ligne de ce tableau
correspond a` un e´tat caracte´rise´ par les meˆmes nombre quantiques ((a)2S−1bcd . . . rqrq+1),
et orthogonal a` tous les e´tats de la repre´sentation [2S, 1q]. Cet e´tat est l’e´tat de plus haut
poids de [2S − 1, 1q]. Son expression est donc la suivante
|(a)2S−1bcd . . . rqrq+1〉[2S−1,1q ]
=
1√
2S + q − 1
[√
2S − 1 |(a)2S−1〉[2S−1]|bcd . . . rq〉[1q ]
+
rq∑
β=b
(−1)δaβ |(a)2S−2β〉[2S−1]|bc . . . rq(no β)〉[1q ])
]
. (B.9)
Finalement, nous pouvons exprimer les e´tats de plus haut poids (B.6) et (B.9) apparais-
sant dans les se´ries de Clebsch-Gordan (B.3) et (B.4) en terme de bosons de Schwinger et
de pseudofermions d’Abrikosov
ψb = |(a)2Sb...rq〉[2S,1q−1]
=
1√
2S + q − 1
(b†a)
2S−1√
(2S − 1)!A(b
†
af
†
b f
†
c ...f
†
rq)|0〉 , (B.10)
ψf = |(a)2Sb...rq〉[2S,1q−1]
=
(b†a)
2S−1√
(2S − 1)!(f
†
af
†
b f
†
c ...f
†
rq)|0〉 , (B.11)
ou` ψb (ψf ) correspond a` l’e´tat caracte´rise´ par un boson (fermion) au coin du tableau de
Young, et A(· · · ) est l’ope´rateur d’antisyme´trisation. Comme les e´quations (B.10) et (B.11)
le montrent, les e´tats ψb s’e´crivent a` l’aide de 2S bosons et (q − 1) fermions, tandis que les
e´tats ψf sont re´alise´s par combinaison de (2S − 1) bosons et de q fermions.
B.3.2 De´rivation des deux contraintes caracte´risant la
repre´sentation de syme´trie mixte
L’ope´rateur de spin d’une impurete´ de syme´trie mixte est donne´ par
S =
N2−1∑
A=1
N∑
αβ=1
(b†ατ
A
αβbβ + f
†
ατ
A
αβfβ)
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et est inde´pendant de 2S et de q. Deux contraintes sont ne´cessaires afin de de´terminer
parfaitement la repre´sentation [2S, 1q−1] que l’on conside`re.
La premie`re contrainte concerne le nombre total de particules utilise´es pour e´crire les
e´tats de la repre´sentation
Qˆ = (nˆf + nˆb) = (2S + q − 1) . (B.12)
ou` Q = (2S + q − 1) est le nombre total de boˆıtes constituant le tableau de Young associe´
a` la repre´sentation ((en L)). Dans les cas limites bosonique et fermionique discute´s dans les
sections B.1 et B.2, respectivement, cette contrainte est la seule ne´cessaire. De`s lors que le
valeur de Q est fixe´e, la repre´sentation est comple`tement de´termine´e.
Il n’en est plus de meˆme lorsque la repre´sentation est ge´ne´ralise´e a` une syme´trie mixte. Il
est alors ne´cessaire d’introduire une seconde contrainte afin d’identifier les e´tats posse´dant
la syme´trie envisage´e. Notons que l’ensembles d’e´tats ψb et ψf forment une base pour les
repre´sentations d’un groupe e´largi SU(N |N), appele´e groupe supersyme´trique. Les ge´ne´ra-
teurs de ce groupe supersyme´trique s’obtiennent par combinaison line´aire des ope´rateurs
b†αbβ, f
†
αfβ, b
†
αfβ, f
†
αbβ. Ainsi toutes les repre´sentations de syme´trie mixte, qui s’interpolent
entre les cas purement syme´trique et antisyme´trique, sont relie´es entre elles par les ope´rateurs
du groupe supersyme´trique. Les contraintes fixant la repre´sentation ((en L)) dans le groupe
SU(N) sont obtenues a` partir des ope´rateurs de SU(N |N) diagonaux en spin, tels que
nˆb =
N∑
α=1
b†αbα , nˆf =
N∑
α=1
f †αfα , (B.13)
θ =
N∑
α=1
b†αfα , θ
†
N∑
α=1
f †αbα . (B.14)
Conside´rons par exemple l’action de l’ope´rateur θ† sur l’e´tat ψb
θ† (b†a)
2S−1A(b†af †b f †c . . . f †rq) |0〉 = (2S + q − 1)(b†a)2S−1(f †af †b f †c · · · f †rq) |0〉 .
ou` le membre de droite correspond a` ψf . Cela conduit aux relations suivantes
θ†ψb =
√
2S + q − 1 ψf ,
θ ψf =
√
2S + q − 1 ψb .
Les ope´rateurs θ et θ† relient les diffe´rents e´tats se transformant dans une repre´sentation de
SU(N) donne´e. Notons aussi que
θ†ψf = θψb = 0.
Les ope´rateurs Qˆ, θ et θ† ve´rifient la relation
{θ, θ†} = Qˆ,
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et forment le groupe supersyme´trique SU(1|1) [92]. On peut alors de´finir les ope´rateurs de
projection
Pb =
1
Q
θθ† , Pf =
1
Q
θ†θ
sur les e´tats bosoniques ψf et fermioniques ψf , respectivement. Ces e´tats ψb (B.10) et
ψf (B.11) sont les analogues des e´tats formant les deux octets 8
1 et 82, re´sultant de la
composition de trois repre´sentations fondamentales dans SU(3) (voir l’Appendice A).
Nous pouvons maintenant de´river la seconde contrainte caracte´risant la repre´sentation
syme´trie mixte. Cette contrainte re´sulte de l’invariance de l’ope´rateur quadratique de Casi-
mir Cˆ2 (cf. Section 2.2.1.a), ge´ne´ralisant au groupe SU(N) l’ope´rateur S2 = S(S+1)) utilise´
dans SU(2). Cet ope´rateur Cˆ2 prend la forme suivante
C2(Rˆ) =
N2−1∑
A=1
SASA =
1
2
[
Qˆ(N − Qˆ
N
)− Yˆ
]
, (B.15)
ou` Yˆ = Qˆ(nˆf − nˆb) + [θ, θ†] est une combinaison line´aire de nˆf , nˆb, θ et θ†. De`s lors que
la premie´re contrainte (B.12) est satisfaite, l’invariance de l’ope´rateur quadratique de Ca-
simir est garantie si et seulement si l’ope´rateur Yˆ est aussi invariant. Nous en de´duisons la
deuxie`me contrainte
Yˆ = Q(q − 2S) . (B.16)
La valeur propre de l’ope´rateur Yˆ sera note´e Y . On ve´rifie aise´ment que chacun des ope´rateurs
θ et θ† commutent avec Qˆ et Yˆ , assurant que les deux contraintes sont bien compatibles
avec l’alge´bre supersyme´trique SU(1|1). Il existe un autre moyen de de´crire la deuxie`me
contrainte [92], a` l’aide de l’ope´rateur Yˆ ′
Yˆ ′ = nˆf − nˆb + 1
Q
[θ, θ†] . (B.17)
Toutefois ce dernier ope´rateur ne ve´rifie pas les relations de commutation mentionne´es au-
paravant, et donc n’assure pas la compatibilite´ des deux contraintes avec le groupe SU(1|1).
Ainsi les deux contraintes, donne´es par les expressions (B.12) et (B.16), de´terminent
comple`tement la repre´sentation. Cependant elles ne permettent pas de diffe´rencier les e´tats
ψb des e´tats ψf , caracte´rise´s respectivement par un boson et un fermion au coin du tableau
de Young. Cela ne constitue pas un proble`me, dans la mesure ou` les proprie´te´s physiques du
syste`me ne de´pendent que de la repre´sentation (a` savoir de la forme du tableau de Young)
conside´re´e, et non pas de la base que l’on choisit pour en de´crire les e´tats.
Dans la section 2.2.1.b ou` nous e´crivons explicitement l’e´tat fondamental de couplage
fort, nous avons choisi par commodite´ de travailler avec des e´tats de type ψb, de´crits comme
une combinaison line´aire de 2S ope´rateurs bosoniques et de (q−1) ope´rateurs fermioniques.
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Annexe C
Proprie´te´s des ge´ne´rateurs du groupe
SU(N)
Pour notre e´tude nous devons conside´rer deux repre´sentations du groupe SU(N): une
associe´e au spin des e´lectrons de conduction, et une autre beaucoup plus ge´ne´rale associe´e au
spin de l’impurete´. Dans cet appendice nous donnons quelques proprie´te´s utiles aux calculs
suivies par les ge´ne´rateurs place´s dans ces deux repre´sentations.
C.1 Repre´sentation des e´lectrons de conduction
La premie`re repre´sentation correspond au spin des e´lectrons de conduction, il s’agit
de la repre´sentation fondamentale (a` une seule boˆıte en terme de tableau de Young) {σ}
repre´sente´e sur la figure 7.2. Sa dimension est
d{σ} = N, (C.1)
et la valeur propre de l’ope´rateur quadratique de Casimir associe´ a` {σ} est
C2
({σ}) = N2 − 1
2N
, (C.2)
qui dans le cas d’un spin 1/2 de SU(2) prend la valeur bien connue: 1/2(1/2+1).
Les matrices hermitiennes de trace nulle
{
σ˜A
}
1≤A≤N2−1 associe´es aux ge´ne´rateurs de
SU(N) dans la repre´sentation {σ} obe´issent aux proprie´te´s suivantes
− loi de multiplication : σ˜Aσ˜B = 1
2N
δABI˜{σ} +
1
2
N2−1∑
C=1
(
dABC + ifABC
)
σ˜C , (C.3)
− normalisation : Tr[σ˜Aσ˜B] = 1
2
δAB, (C.4)
− relation de fermeture:
N2−1∑
A=1
σAα,βσ
A
γ,δ =
1
2
(
δα,δδβ,γ − 1
N
δα,βδγ,δ
)
, (C.5)
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ou` A, B and C sont les indices des matrices de ge´ne´rateurs de SU(N) (1 ≤ A,B,C ≤ N2−1),
I˜{σ} est la matrice identite´ (N × N), α, β, γ et δ sont les couleurs de spin e´lectronique
(1 ≤ α, β, γ, δ ≤ N), et dABC et fABC sont les constantes de structure composant les
tenseurs de Gell-Mann d˜ et f˜ [195], respectivement. Ces tenseurs suivent les proprie´te´s
− d˜ est totalement syme´trique : dABC = dBAC ,
− f˜ est totalement antisyme´trique : fABC = −fBAC ,
− d˜ and f˜ sont des tenseurs de trace nulle:
∑
A,B
dABB =
∑
A,B
fABB = 0.
Dans le groupe SU(2), d˜ = 0 and f˜ = ²˜, ou` ²˜ est le tenseur totalement antisyme´trique de
rang 3, appele´ aussi tenseur de Levi-Civitta. Nous utiliserons pour nos calculs les identite´s
[196, 197] ∑
B,C
dACBdGBC =
N2 − 4
N
δAG ,
∑
B,C
fACBfGBC = −NδAG, (C.6)∑
B,C
dACBfGBC = 0. (C.7)
C.2 Repre´sentation associe´e au spin de l’impurete´
La seconde repre´sentation qui nous inte´resse est relie´e au spin de l’impurete´. Elle est
repre´sente´e en terme de tableau de Young par un L, nous la notons {Γ}. Elle est caracte´rise´e
sur 2S boˆıtes dans la premie`re ligne (ligne horizontale), et q boˆıtes sur la premie`re colonne
(ligne verticale), comme montre´ sur la figure 7.1. Sa dimension est donne´e par la formule de
Robinson [193]
d{Γ} =
2S
2S + q − 1C
2S
N+2S−1C
q−1
N−1, (C.8)
et la valeur propre de l’ope´rateur quadratique de Casimir associe´ a` {Γ} est [108]
C2
({Γ}) = 1
2
{
(2S + q − 1)[N2 − (2S + q − 1)]
N
+
N∑
j=1
gj(gj + 1− 2j)
}
, (C.9)
ou` gj (8.8) est le nombre de boˆıtes dans la j
e`me ligne (1 ≤ j ≤ N) du tableau de Young
de´crivant {Γ}, ce qui donne
C2
({Γ}) = 2S + q − 1
2
(
2S − q +N − 2S + q − 1
N
)
. (C.10)
Nous mentionnons maintenant quelques identite´s satisfaites par les matrices
{
Γ˜A
}
,
posse´dant
(
d{Γ} × d{Γ}
)
composantes. La premie`re relation concerne la normalisation [198]
Tr
[
Γ˜AΓ˜B
]
=
d{Γ}C2
({Γ})
d{σ}C2
({σ})Tr[σ˜Aσ˜B] = d{Γ}C2
({Γ})
d{σ}C2
({σ}) δAB2 . (C.11)
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Les ge´ne´rateurs de SU(N) dans la repre´sentation {Γ} suivent des lois de multiplication
particulie`res, lorsque deux indices contracte´s sont proches l’un de l’autre [135]
∑
B
Γ˜BΓ˜AΓ˜B =
{
C2
({Γ})− C2({Adj})
2
}
Γ˜A, (C.12)∑
B
Γ˜CΓ˜BΓ˜BΓ˜A = C2
({Γ})Γ˜CΓ˜A, (C.13)
avec C2
({Adj}) la valeur propre de l’ope´rateur quadratique de Casimir associe´ a` la repre´sen-
tation adjointe de SU(N). De par notre choix de normalisation (C.4) nous avons
C2
({Adj}) = N.
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Annexe D
Terme du troisie`me ordre en JK de la
self-energy e´lectronique
Dans cet appendice nous pre´sentons le calcul de la contribution du troisie`me ordre en
perturbation repre´sente´e par le diagramme Σ(3,0) sur la Figure 8.1. Tous les autres dia-
grammes peuvent eˆtre traite´s de la meˆme fac¸on. La contribution de spin due aux matrices{
Γ˜A
}
et
{
σ˜A
}
est calcule´e dans la section 8.2.1, le re´sultat est donne´ par la formule (8.13).
Nous montrons juste ici comment le point de de´part (8.6) est (facilement) obtenu. Ensuite
nous nous concentrons sur la partie incluant les impulsions et fre´quences. Le diagramme
Σ(3,0) est repre´sente´ sur la figure D.1, en explicitant tous les degre´s de liberte´ internes.
6VV ` `(3,0)(iZ, iZ) = 2 +me me  iZm
e
 iZme11
1
 iZm
k 2k
i
1
 iZme2
 iZmi2 iZmi3
`iZme
V 2VV `V
Fig. D.1 – Diagramme de Feynman correspondant a` la contribution de troisie`me ordre en
JK a` la self-energy des e´lectrons de conduction, dans une the´orie de perturbation. Nous
adoptons les notations de´finies dans la section 8.1.
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D.1 Contribution de la partie de spin
Nous commenc¸ons par la contribution de spin. En appliquant les reˆgles de la section 8.1,
nous obtenons en de´veloppant le pre´ce´dent diagramme de la figure D.1
Spin
[
Σσ,σ
′
(3,0)
]
=
N∑
σ1,σ2=1
d{Γ}∑
γ1,γ2,γ3=1
(N2−1∑
A=1
σAσ1,σΓ
A
γ1,γ3
)
×
(N2−1∑
B=1
σB
σ′ ,σ2
ΓBγ2,γ1
)
×
(N2−1∑
B=1
σCσ2,σ1Γ
C
γ3,γ2
)
=
∑
A,B,C
(∑
σ1,σ2
σB
σ′ ,σ2
σCσ2,σ1σ
A
σ1,σ
)( ∑
γ1,γ2,γ3
ΓAγ1,γ3Γ
C
γ3,γ2
ΓBγ2,γ1
)
=
∑
A,B,C
[
σ˜Bσ˜Cσ˜A
]
σ′σ · Tr
[
Γ˜AΓ˜CΓ˜B
]
, (D.1)
ce qui est exactement l’expression (8.6).
Nous rappelons le re´sultat final provenant de la partie de spin (8.13)
Spin
[
Σσ,σ
′
(3,0)
]
=
(N + 2S − 1)!
(2S)!(q − 1)!(N − q)! ·
2S
8N3
×
[
(2S)2
(
2− 3N +N2)+ q2(2 + 3N +N2)+ 2S · q(4−N2)
+2S
(− 4 + 3N − 4N2 + 2N3)+ q(− 4− 3N − 4N2 − 2N3)
+
(
2 + 4N2 +N4
)]
δσ,σ′ . (D.2)
D.2 Contribution apporte´e par les propagateurs
Nous passons maintenant a` la partie en impulsions et fre´quences, nous l’appelerons
F(3,0). Bien que nous de´velopperons notre analyse en nous focalisant sur le cas a` T = 0,
nous travaillons pour l’instant dans l’espace des fre´quences de Matsubara (fermioniques),
pour des raisons de simplicite´ technique. Nous utiliserons les proprie´te´s des propagateurs
libres obtenues en section 8.2.2. Les reˆgles de´finies dans la section 8.1 combine´es avec les
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expressions (8.28) et (8.35) donnent:
F(3,0)
=
(
−JKNs
)3 ∑
k1,k2
(
1
β
)3 ∑
me1,m
e
2
∑
mi1,m
i
2,m
i
3
δme+mi3,me1+mi1δme1+mi2,me2+mi3δme2+mi1,me
′+mi2
× (−1)(
iωme1 − εk1
) · (−1)(
iωme2 − εk2
)
×
(
− 1[
d{Γ}
]2 ∑
n1
eiβµn1
[
1 + e−iβµn1
]d{Γ}
iωmi1 − iµn1
)
×
(
− 1[
d{Γ}
]2 ∑
n2
eiβµn2
[
1 + e−iβµn2
]d{Γ}
iωmi2 − iµn2
)
×
(
− 1[
d{Γ}
]2 ∑
n3
eiβµn3
[
1 + e−iβµn3
]d{Γ}
iωmi3 − iµn3
)
. (D.3)
Les symboles de Kronecker sur les indices de fre´quences imaginaires impliquent m
e′ = me
mi2 = m
i
1 +m
e
2 −me
mi3 = m
i
1 +m
e
1 −me.
Apre`s sommation sur les fre´quences imaginaires libres restantes nous obtenons
F(3,0)
=
(
−JKNs
)3 ∑
k1,k2
δme,me′
(
1[
d{Γ}
]2 ∑
n1
eiβµn1
[
1 + e−iβµn1
]d{Γ})
×
(
1[
d{Γ}
]2 ∑
n2
eiβµn2
[
1 + e−iβµn2
]d{Γ}) ·( 1[
d{Γ}
]2 ∑
n3
eiβµn3
[
1 + e−iβµn3
]d{Γ})
×[nf (εk1)− nf (iµn3)] · [nf (εk2)− nf (iµn2)]
×
[
nf (iωme − εk1 + iµn3)− nf (iµn1)
(iωme − εk1 − iµn1 + iµn3)(εk1 − εk2 + iµn2 − iµn3)
+
nf (iωme − εk2 + iµn2)− nf (iµn1)
(iωme − εk2 − iµn1 + iµn2)(−εk1 + εk2 − iµn2 + iµn3)
]
, (D.4)
ou` nf est la statistique de Fermi-Dirac. Nous remarquons avec la formule (D.4) que les poˆles
associe´s aux propagateurs libres ne sont pas sur l’axe re´el, comme a` l’habitude. En raison du
traitement de la contrainte fermionique (7.15) que nous avons choisi, ces poˆles subissent un
((shift)) par les potentiels chimiques imaginaires (iµn). En utilisant la relation de contraction[
nf (εk1)− nf (iµn3)
] · [nf (iωme − εk1 + iµn3)− nf (iµn1)]
= −nf (−εk1)nf (−iµn1)nf (iµn3)− nf (εk1)nf (iµn1)nf (−iµn3), (D.5)
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nous avons
F(3,0)
= 2
(
JK
Ns
)3 ∑
k1,k2
δme,me′
(
1[
d{Γ}
]2 ∑
n1
eiβµn1
[
1 + e−iβµn1
]d{Γ})
×
(
1[
d{Γ}
]2 ∑
n2
eiβµn2
[
1 + e−iβµn2
]d{Γ}) ·( 1[
d{Γ}
]2 ∑
n3
eiβµn3
[
1 + e−iβµn3
]d{Γ})
×[nf (εk2)− nf (iµn2)]
×
[
nf (−εk1)nf (−iµn1)nf (iµn3) + nf (εk1)nf (iµn1)nf (−iµn3)
(iωme − εk1 − iµn1 + iµn3)(εk1 − εk2 + iµn2 − iµn3)
]
. (D.6)
En examinant l’expression pre´ce´dente (D.6) nous pouvons suspecter une difficulte´ tech-
nique pour calculer les sommations sur les potentiels chimiques imaginaires (indexe´s par
n1, n2 et n3), compte tenu de leur pre´sence dans les de´nominateurs fractionnaires. Heureu-
sement une simplification est possible, vu que notre analyse se limite au cas T = 0. En
effet graˆce a` (7.15), nous voyons que les potentiels chimiques auxiliaires sont proportionnels
a` la tempe´rature. Par conse´quent leurs contributions aux de´nominateurs fractionnaires de
l’expression (D.6) disparaissent a` tempe´rature nulle. Evidemment, une telle simplification
serait un non-sens si elle e´tait applique´e avant d’effectuer les sommations sur les fre´quences
de Matsubara internes : cela signifierait simplement que la contrainte fermionique (7.5) est
ne´glige´e, a` savoir que l’espace de Hilbert conside´re´ contiendrait des e´tats clairement non-
physiques. Cependant une fois que les sommations sur les fre´quences de Matsubara internes
ont e´te´ faites, tous les poˆles des propagateurs libres ont e´te´ pris en compte. Autrement
dit l’e´limination des potentiels chimiques imaginaires des de´nominateurs fractionnaires a` ce
stade ne suppriment aucune proprie´te´ ((cache´e)) et est parfaitement justifie´e. Nous devons
noter aussi dans l’expression (D.6) que la contribution des potentiels chimiques imaginaires
est toujours pre´sente a` tempe´rature nulle par l’interme´diaire des facteurs exponentiels. En
effet les termes eiβµn sont de purs facteurs trigonome´triques, inde´pendants de la tempe´rature.
Il doit eˆtre possible de poursuivre l’e´tude a` tempe´rature finie, par exemple en calculant
les sommations sur les potentiels chimiques imaginaires de fac¸on nume´rique. Cette approche
e´tendue est laisse´e pour de futurs travaux.
Afin d’acce´der a` la self-energy physique, nous appliquons la continuation analytique le
long de l’axe re´el: iωme → ω + i0+. En utilisant les identite´s (8.32), (8.33) and (8.34) pour
calculer les sommations sur les potentiels chimiques auxiliaires, nous obtenons a` T = 0
F(3,0) = 2
(
JK
Ns
)3 ∑
k1,k2
δ
(
ω − ω′) 1
(ω − εk1 + i0+)(εk1 − εk2)
×
[
nf (εk2)
(
d{Γ} − 1[
d{Γ}
]2
)
−
(
d{Γ} − 1[
d{Γ}
]3
)]
, (D.7)
avec ω
′
replac¸ant iωme′ apre`s continuation analytique.
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D.3 Contribution d’ordre 3 a` la self-energy
Nous disposons maintenant de tous les e´le´ments ne´cessaires pour de´river a` tempe´rature
nulle la contribution au troisie`me ordre en the´orie de perturbation en JK a` la self-energy
e´lectronique. Nous regroupons le facteur de spin (D.2) et la partie en impulsions et fre´quences
(D.7). L’ensemble doit eˆtre multiplie´ par trois facteurs additionnels: (-1) duˆ a` la boucle de
pseudofermion, (2) provenant du facteur combinatoire de syme´trie, et (Ni) le nombre de
sites du re´seau. Nous avons
Σσ,σ
′
(3,0)
(
ω, ω
′)
= (−1)× (2)× (Ni)× Spin
[
Σσ,σ
′
(3,0)
]
× F(3,0). (D.8)
A la limite thermodynamique, nous adoptons l’approche standard du cut-off en e´nergie
pour la bande des e´lectrons de conduction: −D ≤ εk ≤ D, et effectuons le remplacement
1
Ns
∑
k
→ ρ
∫ +D
−D
dε,
ou` ρ est la densite´ d’e´tat par spin et par canal, suppose´e constante. Nous obtenons finalement
Σσ,σ
′
(3,0)
(
ω, ω
′)
(D.9)
= −
([
(2S)2
(
2− 3N +N2)+ q2(2 + 3N +N2)+ 2S · q(4−N2)
+2S
(− 4 + 3N − 4N2 + 2N3)+ q(− 4− 3N − 4N2 − 2N3)
+
(
2 + 4N2 +N4
)] (N + 2S − 1)!
(2S)!(q − 1)!(N − q)! ·
2S
2N3
)
× (JK)3 · ni · δσ,σ′ · δ(ω − ω′)
× ρ2
∫ +D
−D
dε1
∫ +D
−D
dε2
1
(ω − ε1 + i0+)(ε1 − ε2)
×
[
nf (ε2)
(
d{Γ} − 1[
d{Γ}
]2
)
−
(
d{Γ} − 1[
d{Γ}
]3
)]
,
avec ni = (Ni)/Ns la densite´ d’impurete´s.
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Annexe E
Expression des inte´grales thermiques
Nous donnons dans cet appendice les expressions analytiques des inte´grales thermiques
F (14.14) permettant de calculer a` un niveau RPA les fonctions de corre´lation (14.18) a`
deux champs bosoniques.
E.1 Expression ge´ne´rale
Les inte´grales F sont donne´es par l’expression ge´ne´rale
F σ
′
,σ
s˜
i,a
′ (q1),s˜j,a′′ (q2)
(k, q, iω`) =
1
β
∑
iωn
tr
[ G˜0(k + q, σ′ , iωn + iω`)s˜i,a′ (q1)
× G˜0(k, σ, iωn)s˜j,a′′ (q2)
]
,
avec tr la trace prise sur la base de spineurs (12.13), G˜0 la matrice des fonctions de Green
libres (12.24), s˜ les matrices de´finies par le vecteur ~s (14.12), (14.13), iωn les fre´quences de
Matsubara fermioniques et iω` une fre´quence de Matsubara bosonique.
E.2 Calcul des inte´grales F
Nous pre´sentons maintenant les 16 expressions associe´es aux inte´grales F
F σ
′
,σ
σ˜0,σ˜0(k, q, iω`)
=
1
β
∑
iωn
1[
Eupk+q − (iωn + iω`)
][
(iωn + iω`)− Elowk+q
][
Eupk − iωn
][
iωn − Elowk
]
×
{
2(iωn)
2 − iω`(ξk + ξk+Q) + iωn
[
2iω` − (ξk + ξk+Q + ξk+q + ξk+q+Q)
]
+(ξkξk+q + ξk+Qξk+q+Q) + 2(∆
m
k,σ∆
m
k+q,σ′ −∆χk,σ∆χk+q,σ′ )
}
,
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F σ
′
,σ
σ˜0,σ˜x(k, q, iω`)
=
1
β
∑
iωn
1[
Eupk+q − (iωn + iω`)
][
(iωn + iω`)− Elowk+q
][
Eupk − iωn
][
iωn − Elowk
]
×
{
− 2iωn(∆mk,σ +∆mk+q,σ′ )− 2iω`∆mk,σ
+∆mk,σ(ξk+q + ξk+q+Q)−∆χk,σ(ξk+q − ξk+q+Q)
+∆m
k+q,σ′ (ξk + ξk+Q) + ∆
χ
k+q,σ′ (ξk − ξk+Q)
}
,
F σ
′
,σ
σ˜0,σ˜y(k, q, iω`)
=
1
β
∑
iωn
1[
Eupk+q − (iωn + iω`)
][
(iωn + iω`)− Elowk+q
][
Eupk − iωn
][
iωn − Elowk
]
×
{
− 2iωn(i∆χk,σ + i∆χk+q,σ′ )− 2iω`i∆
χ
k,σ
−i∆mk,σ(ξk+q − ξk+q+Q) + i∆χk,σ(ξk+q + ξk+q+Q)
+i∆m
k+q,σ′ (ξk − ξk+Q) + i∆χk+q,σ′ (ξk + ξk+Q)
}
,
F σ
′
,σ
σ˜0,σ˜z(k, q, iω`)
=
1
β
∑
iωn
1[
Eupk+q − (iωn + iω`)
][
(iωn + iω`)− Elowk+q
][
Eupk − iωn
][
iωn − Elowk
]
×
{
iωn(ξk − ξk+Q + ξk+q − ξk+q+Q) + iω`(ξk − ξk+Q)
−(ξkξk+q − ξk+Qξk+q+Q) + 2(∆mk,σ∆χk+q,σ′ −∆
χ
k,σ∆
m
k+q,σ′ )
}
,
F σ
′
,σ
σ˜x,σ˜0(k, q, iω`)
=
1
β
∑
iωn
1[
Eupk+q − (iωn + iω`)
][
(iωn + iω`)− Elowk+q
][
Eupk − iωn
][
iωn − Elowk
]
×
{
− 2iωn(∆mk,σ +∆mk+q,σ′ )− 2iω`∆mk,σ
+∆mk,σ(ξk+q + ξk+q+Q) + ∆
χ
k,σ(ξk+q − ξk+q+Q)
+∆m
k+q,σ
′ (ξk + ξk+Q)−∆χk+q,σ′ (ξk − ξk+Q)
}
,
E.2 Calcul des inte´grales F 197
F σ
′
,σ
σ˜x,σ˜x(k, q, iω`)
=
1
β
∑
iωn
1[
Eupk+q − (iωn + iω`)
][
(iωn + iω`)− Elowk+q
][
Eupk − iωn
][
iωn − Elowk
]
×
{
2(iωn)
2 − iω`(ξk + ξk+Q) + iωn
[
2iω` − (ξk + ξk+Q + ξk+q + ξk+q+Q)
]
+(ξkξk+q+Q + ξk+Qξk+q) + 2(∆
m
k,σ∆
m
k+q,σ′ +∆
χ
k,σ∆
χ
k+q,σ′ )
}
,
F σ
′
,σ
σ˜x,σ˜y(k, q, iω`)
=
1
β
∑
iωn
1[
Eupk+q − (iωn + iω`)
][
(iωn + iω`)− Elowk+q
][
Eupk − iωn
][
iωn − Elowk
]
×
{
iωn(−iξk + iξk+Q + iξk+q − iξk+q+Q)− iω`(iξk − iξk+Q)
+(iξkξk+q+Q − iξk+Qξk+q) + 2i(∆mk,σ∆χk+q,σ′ +∆
χ
k,σ∆
m
k+q,σ′ )
}
,
F σ
′
,σ
σ˜x,σ˜z(k, q, iω`)
=
1
β
∑
iωn
1[
Eupk+q − (iωn + iω`)
][
(iωn + iω`)− Elowk+q
][
Eupk − iωn
][
iωn − Elowk
]
×
{
2iωn(∆
χ
k,σ −∆χk+q,σ′ ) + 2iω`∆
χ
k,σ
−∆mk,σ(ξk+q − ξk+q+Q)−∆χk,σ(ξk+q + ξk+q+Q)
−∆m
k+q,σ′ (ξk − ξk+Q) + ∆χk+q,σ′ (ξk + ξk+Q)
}
,
F σ
′
,σ
σ˜y ,σ˜0(k, q, iω`)
=
1
β
∑
iωn
1[
Eupk+q − (iωn + iω`)
][
(iωn + iω`)− Elowk+q
][
Eupk − iωn
][
iωn − Elowk
]
×
{
− 2iωn(i∆χk,σ + i∆χk+q,σ′ )− 2iω`i∆
χ
k,σ
+i∆mk,σ(ξk+q − ξk+q+Q) + i∆χk,σ(ξk+q + ξk+q+Q)
−i∆m
k+q,σ
′ (ξk − ξk+Q) + i∆χk+q,σ′ (ξk + ξk+Q)
}
,
198 Annexe E. Expression des inte´grales thermiques
F σ
′
,σ
σ˜y ,σ˜x(k, q, iω`)
=
1
β
∑
iωn
1[
Eupk+q − (iωn + iω`)
][
(iωn + iω`)− Elowk+q
][
Eupk − iωn
][
iωn − Elowk
]
×
{
iωn(iξk − iξk+Q − iξk+q + iξk+q+Q) + iω`(iξk − iξk+Q)
−(iξkξk+q+Q − iξk+Qξk+q) + 2i(∆mk,σ∆χk+q,σ′ +∆
χ
k,σ∆
m
k+q,σ′ )
}
,
F σ
′
,σ
σ˜y ,σ˜y(k, q, iω`)
=
1
β
∑
iωn
1[
Eupk+q − (iωn + iω`)
][
(iωn + iω`)− Elowk+q
][
Eupk − iωn
][
iωn − Elowk
]
×
{
2(iωn)
2 − iω`(ξk + ξk+Q) + iωn
[
2iω` − (ξk + ξk+Q + ξk+q + ξk+q+Q)
]
+(ξkξk+q+Q + ξk+Qξk+q)− 2(∆mk,σ∆mk+q,σ′ +∆χk,σ∆χk+q,σ′ )
}
,
F σ
′
,σ
σ˜y ,σ˜z(k, q, iω`)
=
1
β
∑
iωn
1[
Eupk+q − (iωn + iω`)
][
(iωn + iω`)− Elowk+q
][
Eupk − iωn
][
iωn − Elowk
]
×
{
2iωn(i∆
m
k,σ − i∆mk+q,σ′ ) + 2iω`i∆mk,σ
−i∆mk,σ(ξk+q + ξk+q+Q)− i∆χk,σ(ξk+q − ξk+q+Q)
+i∆m
k+q,σ′ (ξk + ξk+Q)− i∆χk+q,σ′ (ξk − ξk+Q)
}
,
F σ
′
,σ
σ˜z ,σ˜0(k, q, iω`)
=
1
β
∑
iωn
1[
Eupk+q − (iωn + iω`)
][
(iωn + iω`)− Elowk+q
][
Eupk − iωn
][
iωn − Elowk
]
×
{
iωn(ξk − ξk+Q + ξk+q − ξk+q+Q) + iω`(ξk − ξk+Q)
−(ξkξk+q − ξk+Qξk+q+Q)− 2(∆mk,σ∆χk+q,σ′ −∆
χ
k,σ∆
m
k+q,σ′ )
}
,
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F σ
′
,σ
σ˜z ,σ˜x(k, q, iω`)
=
1
β
∑
iωn
1[
Eupk+q − (iωn + iω`)
][
(iωn + iω`)− Elowk+q
][
Eupk − iωn
][
iωn − Elowk
]
×
{
− 2iωn(∆χk,σ −∆χk+q,σ′ )− 2iω`∆
χ
k,σ
−∆mk,σ(ξk+q − ξk+q+Q) + ∆χk,σ(ξk+q + ξk+q+Q)
−∆m
k+q,σ′ (ξk − ξk+Q)−∆χk+q,σ′ (ξk + ξk+Q)
}
,
F σ
′
,σ
σ˜z ,σ˜y(k, q, iω`)
=
1
β
∑
iωn
1[
Eupk+q − (iωn + iω`)
][
(iωn + iω`)− Elowk+q
][
Eupk − iωn
][
iωn − Elowk
]
×
{
− 2iωn(i∆mk,σ − i∆mk+q,σ′ )− 2iω`i∆mk,σ
+i∆mk,σ(ξk+q + ξk+q+Q)− i∆χk,σ(ξk+q − ξk+q+Q)
−i∆m
k+q,σ′ (ξk + ξk+Q)− i∆χk+q,σ′ (ξk − ξk+Q)
}
,
F σ
′
,σ
σ˜z ,σ˜z(k, q, iω`)
=
1
β
∑
iωn
1[
Eupk+q − (iωn + iω`)
][
(iωn + iω`)− Elowk+q
][
Eupk − iωn
][
iωn − Elowk
]
×
{
2(iωn)
2 − iω`(ξk + ξk+Q) + iωn
[
2iω` − (ξk + ξk+Q + ξk+q + ξk+q+Q)
]
+(ξkξk+q + ξk+Qξk+q+Q)− 2(∆mk,σ∆mk+q,σ′ −∆χk,σ∆χk+q,σ′ )
}
.
E.3 Sommations sur les fre´quences de Matsubara
Les sommations sur les fre´quences de Matsubara fermioniques iωn intervenant dans
l’e´valuation les inte´grales F pre´ce´dentes sont donne´es par
I0(k, q, iω`) =
1
β
∑
iωn
1[
iωn − (Eupk+q − iω`)
][
iωn − (Elowk+q − iω`)
][
iωn − Eupk
][
iωn − Elowk
] ,
I1(k, q, iω`) =
1
β
∑
iωn
(iωn)[
iωn − (Eupk+q − iω`)
][
iωn − (Elowk+q − iω`)
][
iωn − Eupk
][
iωn − Elowk
] ,
I2(k, q, iω`) =
1
β
∑
iωn
(iωn)
2[
iωn − (Eupk+q − iω`)
][
iωn − (Elowk+q − iω`)
][
iωn − Eupk
][
iωn − Elowk
] ,
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qui a` tre`s basses tempe´ratures pour une bande de Hubbard supe´rieure vide deviennent
I0(k, q, iω`) =
1
(Elowk − Eupk )
[
iω` − (Eupk+q − Elowk )
][
iω` − (Elowk+q − Elowk )
]
+
1
(Elowk+q − Eupk+q)
[
iω` − (Elowk+q − Eupk )
][
iω` − (Elowk+q − Elowk )
] ,
I1(k, q, iω`) =
(Elowk )
(Elowk − Eupk )
[
iω` − (Eupk+q − Elowk )
][
iω` − (Elowk+q − Elowk )
]
+
(Elowk+q − iω`)
(Elowk+q − Eupk+q)
[
iω` − (Elowk+q − Eupk )
][
iω` − (Elowk+q − Elowk )
] ,
I2(k, q, iω`) =
(Elowk )
2
(Elowk − Eupk )
[
iω` − (Eupk+q − Elowk )
][
iω` − (Elowk+q − Elowk )
]
+
(Elowk+q − iω`)2
(Elowk+q − Eupk+q)
[
iω` − (Elowk+q − Eupk )
][
iω` − (Elowk+q − Elowk )
] .
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Existence d’un mode de Goldstone
Dans cet appendice, nous examinons la contribution a` l’action au deuxie`me ordre en
fluctuations S2 apporte´e par les composantes de l’aimantation alterne´e mxq+Q et myq+Q pour
le cas du demi-remplissage, dans la limite uniforme et statique
x = 0, q = 0, iω` = 0. (F.1)
F.1 Action d’ordre 2 dans le plan du re´seau
Nous e´crivons comme une partie de S2 (14.17)
SAFx,y2
=
(
M5,5(q = 0,Q,Q, iω` = 0) + 1
2
Π5,5(q = 0,Q,Q, iω` = 0)
)[
δmxQ(iω` = 0)
]2
+
(
M6,6(q = 0,Q,Q, iω` = 0) + 1
2
Π6,6(q = 0,Q,Q, iω` = 0)
)[
δmyQ(iω` = 0)
]2
= αJ˜q=0
(
δmxQ
)2
+ αJ˜q=0
(
δmyQ
)2
+
1
2Ns
∑
k
′∑
σ,σ′
[
− αJ˜q=0σxσ′ ,σ
]
F σ
′
,σ
σ˜x,σ˜x
[
− αJ˜q=0σxσ,σ′
](
δmxQ
)2
+
1
2Ns
∑
k
′∑
σ,σ
′
[
− αJ˜q=0σyσ′ ,σ
]
F σ
′
,σ
σ˜x,σ˜x
[
− αJ˜q=0σyσ,σ′
](
δmyQ
)2
. (F.2)
En utilisant (14.7) et (14.15) nous avons dans notre limite simplifie´e (F.1):
SAFx,y2 =
(
2αJ − 1
Ns
∑
k
′ 8α
2J2
Eupk − Elowk
)[(
δmxQ
)2
+
(
δmyQ
)2]
. (F.3)
Graˆce a` l’e´quation de champ moyen (13.17) relative a` l’aimantation, nous savons que
1
Ns
∑
k
′ 8α
2J2
Eupk − Elowk
= 2αJ,
donc avec l’expression (F.3) nous obtenons finalement
SAFx,y2 = 0. (F.4)
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F.2 Susceptibilite´ statique transverse
Le comportement caracte´rise´ par l’e´quation (F.4) de l’action au second ordre concernant
les directions x et y de l’aimantation implique que la fonction de corre´lation spin spin trans-
verse χ± contient un poˆle sans gap. Il s’agit d’une conse´quence du the´ore`me de Goldstone
[199], qui doit eˆtre applique´ dans ce contexte a` cause de la brisure de syme´trie par rotation
dans l’espace des spins due a` l’ordre antiferromagne´tique impose´.
Ce comportement est en accord avec la the´orie effective des syste`mes quantiques AF
de Heisenberg, qui a e´te´ baˆtie par Haldane pour les chaˆınes unidimensionnelles [200] puis
e´tendue au re´seau carre´ [201]. L’existence d’un mode de Goldstone a de´ja` e´te´ observe´e dans
l’approche initiale de la the´orie de Spin Bag [65].
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