Let V be an n dimensional subspace of C [-l, 1]. This paper gives a necessary and sufficient condition for a bounded linear projection P from C[-l, 1] onto V to have the property that Pf interpolates / at n or more points for any f € C[-1,1].
pf=Y[j\fdp)vBy the uniqueness of ( 1 ) we obtain (3) / Vjdpj = ôjj.
It is easy to see that if we consider another basis for V , then another set of « measures, each of which is a linear combination of {px, ... , pn}, will be so generated.
When {fli)i=i,n are point evaluation measures, P is an interpolation projection. In this case Pf interpolates any / e C[-l ,1] at « fixed points. In this paper we shall study the question of characterizing those projections that interpolate each f at « or more points. Throughout this paper P will always denote a bounded linear projection from C[-l, 1] onto V and we shall omit -1 and 1, the lower and upper limits of the integral, for the sake of simplicity. Indeed, any results in this paper can be easily extended to any interval.
A KNOWN SUFFICIENT CONDITION
In [1] a sufficient condition for a projection P with Pf interpolating / at « or more points is given. We start by describing and discussing this result. Definition 2.1. A set of « Borel measures {px, ... , pn} is said to be positiveseparated if each p¡ is nonnegative and supp(/z,) < svpp(pj) or supp(//y) < supp(/z;) for i t¿ j, where supp(ju) denotes the support of p and X < Y means x < y for any x e X and y e Y. A projection P is said to be positive-separated if there exist « measures {px, ... , pn} such that they are positive-separated and (2) holds. Theorem 2.2 [1] . If P is positive-separated, then Pf interpolates f at n or more points (counting multiplicity) for any f e C[-l, 1].
Here the multiplicity means that we count two interpolating points at x e (-1, 1) if (Pf -f)(x) -0 and Pf -f does not change the sign at x. The proof of Theorem 2.2 in [1] had a minor error. Thus we give a proof here and we actually prove a slightly stronger result as stated below. Theorem 2.3. // P is positive-separated, then Pf interpolates f at n or more distinct points for any f e C[-\, 1]. Proof. From (2) and (3) we have (4) J Pfdpj = YJfdp.j Vi dpj = jfdpj.
This implies j(pf-f)dpj = 0, j=\,...,n.
Since pj is nonnegative, there exists x¡ e supp(/zy) such that (Pf-f)(xj) = 0, j=l,...,n.
Next we show that we can pick these points to be distinct. Let [zz;, bj] be the smallest closed interval containing sunp(pj). If pAaj > bj) > 0, then we can pick Xj e (aj, bj). Excluding these [a¡, bj], there may remain several groups of [üj, bj] each of which satisfies fl/ < bi = ai+x < ■ ■ ■ < ¿»,+/c-i = «/+* < bi+k and (Pf-f)(x)i0, for x g (a¡, b¡), i < j < i + k. This theorem includes the point evaluation projection case (interpolating polynomial case), but, unfortunately, neither the nonnegativeness nor separated assumption is necessary for « > 2. The following example shows this. 
Necessary and sufficient conditions
First, we give an easily obtained but useful, necessary, and sufficient condition. have « zeros. Theorem 3.1 is true whether or not the multiplicity is considered. To give a more significant necessary and sufficient condition we need the definition of WT measure vector spaces which has been introduced and studied in [4] . where xq = -1 and x" -1 .
Remark. The definition of WT measure vector spaces given in [4] is different from the one above, namely, M is a WT measure vector space if any p e M has at most « -1 sign changes. However, a theorem in [4] shows they are equivalent. Here we use this definition simply to avoid referring to a preprint theorem. Now we state our main result.
Theorem 3.3. Let P be a linear projection from C[-1, 1] onto an n dimensional subspace V = span{t;i, ... ,v"} and p¡, i = 1,...,«, be defined as in (2) . Then Pf interpolates f at n or more points (including multiplicity) for any f e C[-l, 1], if and only if M = span-f/^ , ... , pn} is a WT measure vector space.
The proof will be given in the next section. Here we point out that this necessary and sufficient condiition depends only on p¡, i = 1,...,«.
In other words, any projection P onto H = span{«i, ... , h"} defined by
Pf=Y,(¡ fdpÁhi Proof. We first assume -1 < yx and ym < 1. Choose m -k points x¡ + e, j = k -\-\, ... , m , such that (x¡, x¡ + e) n {xi,..., xm} = 0 , and another « -k -1 -2(m -k) points 1 -z'e, z = 1,...,«-k -1 -2(m -k), such that ym + e < 1 -e(« -k -1 -2(m -k)). Rewrite them and yx, ... ,ym as -\ < zx < z2 < ■ ■■ < z"_i < 1 . Then by Definition 3.2 there exists a nontrivial Pc e M satisfying (5) with x, replaced by z,. We can also require \\p¡\\ = 1. By the compactness of a bounded set in a finite dimensional space there is a sequence {p£i} that converges to a p e M as e,■ -> 0. It is easy to see this p When m -n -1, it is the definition. When m = 0, it becomes this lemma. Now we try to show it is true for m -k -1 .
For every xx < ■ ■ ■ < x"_i in D, there is a nontrivial p e M satisfying (7), (8) and p({x¡}) = 0, i -I, ... , k-I . We will try to find a nontrivial v e M satisfying (7), (8), and z/({x,}) = 0, i = 1, ... , k. Then, by the induction hypothesis, M is a WT measure vector space and the theorem is proved.
If pXk e M, then we can choose v = p and we are done. Otherwise, p({xk}) ^ 0. First, assume (-\)kp({xk}) > 0 and xk ^ ±1 . Let x£ = xk -s . Then there is a nontrivial pe e M satisfying (7), (8) with replacing xk by x£, and ps({x¡}) = 0, z = 1, ... , k -1. Then (-\)kpe({(xk}) < 0 for sufficiently small £ and we can require \\pc\\ = 1 . By the compactness argument, there is a sequence {pCi} that converges to p as e, -► 0. This p satisfies Then, J f dv = c, but / f dp = 1 for any p e L£. Thus, v f Le.
This proves LE = Le.
Proof of Theorem 3.3. Suppose M is not a WT measure vector space. Then by Lemma 4.2 there exist xx < x2 < ■ ■ ■ < x"-X in [-1, 1] such that no nontrivial pe M satisfies (7) and (8). Assume xx > -1 and x"-X < 1, otherwise we can remove Xi and (or) x"_i . Let Le, Ue, and C* be defined as in Lemma 4.3 with these xx, ... , x"-X . We always consider C* as a topological vector space in the weak "-topology. Denote U -{xx, ... , x"-X}, Xn = -co, x" = oo and Then, (-l)'g(x) > 0 for x G (x,_i,x,), i -1, ... , «, and Jgdp -0 for all p e Mo . This and the continuity of g imply that g has « -1, and only « -1, zeros at Xi, ... , x"_i. Also, by the definition of Mq we have / g dp = 0
for all peM.
This means Pg -0. By Theorem 3.1 this contradicts that Pg interpolates g at « or more points.
( <= ) We again use Theorem 3.1. Assume M is a WT measure vector space and suppose for some f e C[-l, 1] with Pf = 0, / has less than « zeros including multiplicity. Let xx, ... , xk, xk+x, ... , xm in [-1,1] be all the zeros of /. Suppose / changes sign at x,, i = I, ... , k , and does not change This contradiction proves our theorem.
