INTRODUCTION
Estimating the various parameters of certain distributions is a popular topic in statistics. For example, the two-parameter exponential distribution (in which one parameter is the threshold value) has been applied to the analysis of lifetime data [1] , and the inventory management of hazardous items [2] . Erdem [3] studied inferential procedures for the parameters of triangular distributions, and Petropoulos [4] showed that the first-order statistic is sufficient for determining the threshold parameter of the two-parameter exponential distribution. The intervals of this distribution have also been estimated [5] . Bhushal and Sipakar [6] estimated the threshold point of growth and inflation in Nepal. Massacci [7] estimated unknown thresholds using large-dimensional threshold factor models. The impact of missing thresholds was investigated by Riley et al. [8] in a meta-analysis context. Morfeld et al. [9] estimated the threshold values in the distributions of respirable quartz dust concentration and silicosis incidence in a cohort of German porcelain workers. Mann [10] stated that "Earth will cross the climate danger threshold by 2036". However, to my knowledge, interval estimation and hypotheses testing of the threshold parameters of uniform and exponential distributions has not been reported.
Uniform and Exponential Distributions with Unknown Threshold Values
Exponential and uniform distributions are commonly encountered in physical situations. For example, the amount of gasoline sold daily at a service station may be uniformly distributed between a minimum and maximum of 2,000 and 5,000 gallons, respectively. Similarly, the waiting time of a passenger at a subway station may uniformly vary between 1 and 15 minutes.
Examples of random variables following exponential distributions are the length of time between telephone calls (or between arrivals at a service station), and the lifetimes of electronic components (i.e., time to internal failure).
In this work, the unknown threshold parameters of uniform and exponential distributions are estimated from unbiased maximum likelihood estimators (MLEs) and their probability density 
. n).
The formula for computing the pdf of the ith-order statistic is found in almost all mathematical statistics textbooks, including Roussas [11] :
where n is the size of the random sample, When i =1, the pdf reduces to:
The cumulative distribution function (cdf) of the first-order statistic is given by 
Where b is the known upper bound value, and  is the unknown threshold parameter of the uniformly distributed random variable X.
The MLE of the threshold parameter
 is the first-order statistic of a random sample of size n,
The pdf given by (4) has the following cdf: Equations (2) give the following pdf for 1 Y :
The expected value and variance of 1 Y is then computed as follows:
where k is the order of the moment of
From (7) the unbiased estimator of  is given as 
Equivalently we can write,
Substituting this expression into (3), we have Substituting the results of (11) and (12) into (10), we obtain
Solving the above inequalities for , the 
This confidence interval can also be expressed in terms of the unbiased estimate T 1 of the threshold parameter : For the chosen significance level  , the following decision rules apply. 
TESTS OF HYPOTHESES RELATED TO THE THRESHOLD VALUE
Note that in the procedures for constructing confidence intervals and testing hypotheses, we include the observed value of the first order statistic Y 1 and the chosen significance level  . (16)
CONFIDENCE INTERVAL FOR THE THRESHOLD PARAMETER  OF THE EXPONENTIAL DISTRIBUTION
The MLE of  is the first-order statistic of a random sample of size n.
Let 1
W be the first-order statistic of a random sample of size n from this distribution. The pdf of 1 W is
From (17) we can derive an unbiased estimator for the unknown threshold parameter
From the probability expression 
from which w L is obtained as
Similarly,
From (22), we obtain
Inserting (21) and (23) 
, we obtain the intended confidence interval for the threshold parameter β; namely, 
This confidence interval may also be expressed in terms of the unbiased estimate T 2 of the threshold
; that is,
HYPOTHESES TESTS RELATED TO THE THRESHOLD PARAMETER  OF THE EXPONENTIAL DISTRIBUTION
When testing For the chosen significance level  , the decision rules listed in Table 2 are applicable. It is a known fact that, for any distribution, the cumulative distribution function ) ( y F is a random variable with a uniform distribution over the interval (0, 1).
Using MINITAB [12] software, 100 independent random samples of sizes 100 were drawn from a uniform distribution over the interval (0, 1). These observations were considered as the sampled
To obtain corresponding random observations from a uniform distribution over the interval 
The sampled ) ( y F values were used to simulate the uniform distribution over the interval computed. The simulation results are summarized in Table 3 . As indicated in the From each random sample of size 100, the 95% confidence intervals of  were computed by the rule derived from (14). Ninety-seven of these 100 confidence intervals contained the true value (= 5) of the threshold parameter . For ease of visualization, the proportions of accepted confidence intervals and hypotheses after the simulations are graphically presented in Fig. 1 . The charts summarize the results of the uniform distribution.
Fig. 1. Pie charts showing the proportions of accepted and rejected confidence intervals (CI) and hypotheses in the simulated uniform distribution.
The hypotheses in Table 4 were tested on the same simulated raw data described at the beginning of this section. The decisions were classified into rejecting or not rejecting the null hypotheses. At the chosen level of significance (α = 0.05), the true null hypothesis was rejected in only 6 out of 100 tests. Similar procedures were followed for the threshold parameter  of the exponential distribution. One hundred samples of size 100 were generated from the uniform distribution over the interval (0, 1). These were converted into 100 samples from an exponential distribution with the probability density Inserting λ = 0.2 and β = 4 into (27), the required observations are generated through ].
The 95% confidence intervals of  were computed by (4.10). Ninety-seven out of 100 confidence intervals contained the chosen threshold (β = 4). The confidence intervals and hypothesis test results after the simulations are graphically presented in Fig. 2 .
Fig. 2. Pie charts showing the proportions of accepted and rejected confidence intervals (CI) and hypotheses in the simulated exponential distribution.
The hypotheses in Table 6 were tested on the same simulated raw data described at the beginning of this section. Again, the decisions are classified into rejecting or not rejecting the null hypotheses. At the chosen significance level (α = 0.05), the true null hypothesis was rejected in only 3 out of 100 tests.
The observed values from the uniform distributions were simulated in the MINITAB [12] package. The detailed computations are tabulated in Appendices I and II.
CONCLUSION
This study obtained the unbiased MLEs in uniform and exponential distributions. Procedures for determining the confidence intervals and hypotheses tests were established from the pdfs and cdfs of these estimators. The developed procedures might also infer the threshold parameters of other distributions. Although this study investigated the unknown lower bound threshold of the random variable, the method is equally applicable to the upper bound of the random variable of interest. 
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Page 40 Inferencing of threshold parameters will significantly contribute to decision making problems in real life situations. For instance, when issuing a warranty statement on a machine component, one needs to know the shortest lifetime of the component. If this is unknown but the component lifetime follows a certain distribution (such as uniform or exponential), the above procedures may assist the decision maker in estimating the threshold value, and determining the pdf and cdf of the random variable of interest. Thus, the developed procedures provide robust and reliable information for composing the warranty statement.
As another example, when deciding whether an athlete qualifies for an Olympic 100-m dash race, the committee needs to determine the upper bound of the qualifying completion time. For this purpose, they may estimate the upper confidence limit of the threshold parameter from the 100-m dash completion times of the world's top competitors in recent past events (such as the last 5 Olympics). 
APPENDIX I
