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ABSTRACT
Recent observational evidence suggests that the coarse angular resolution (∼ 20′′ FWHM) of
single-dish telescopes at sub-mm wavelengths has biased the observed galaxy number counts
by blending together the sub-mm emission from multiple sub-mm galaxies (SMGs). We use
lightcones computed from an updated implementation of the GALFORM semi-analytic model
to generate 50 mock sub-mm surveys of 0.5 deg2 at 850 µm, taking into account the effects
of the finite single-dish beam in a more accurate way than has been done previously. We find
that blending of SMGs does lead to an enhancement of source extracted number counts at
bright fluxes (S850µm & 1 mJy). Typically, ∼ 3−6 galaxies contribute 90% of the flux of
an S850µm = 5 mJy source and these blended galaxies are physically unassociated. We find
that field-to-field variations are comparable to Poisson fluctuations for our S850µm > 5 mJy
SMG population, which has a median redshift z50 = 2.0, but are greater than Poisson for
the S850µm > 1 mJy population (z50 = 2.8). In a detailed comparison to a recent interfero-
metric survey targeted at single-dish detected sources, we reproduce the difference between
single-dish and interferometer number counts and find a median redshift (z50 = 2.5) in ex-
cellent agreement with the observed value (z50 = 2.5 ± 0.2). We also present predictions
for single-dish survey number counts at 450 and 1100 µm, which show good agreement with
observational data.
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1 INTRODUCTION
One of the main goals of the study of galaxy formation and evo-
lution is to understand the star formation history of the Universe.
A key advance in this area was the discovery of the cosmic far-
infrared extragalactic background light (EBL) by the COBE satel-
lite (Puget et al. 1996; Fixsen et al. 1998) with an energy den-
sity similar to that of the UV/optical EBL, implying that a sig-
nificant amount of star formation over the history of the Uni-
verse has been obscured and its light reprocessed by dust. Follow-
ing this, the population of galaxies now generally referred to as
sub-millimetre galaxies (SMGs) was first revealed using the Sub-
millimetre Common User Bolometer Array (SCUBA) on the James
Clerk Maxwell Telescope (JCMT, e.g. Smail, Ivison & Blain 1997;
Hughes et al. 1998). SMGs are relatively bright in sub-millimetre
bands (the first surveys focussed on galaxies with S850µm > 5
mJy) and some studies have now shown that the bulk of the EBL at
850µm can be resolved by the S850µm > 0.1 mJy galaxy pop-
ulation (e.g. Chen et al. 2013). SMGs are generally believed to
be massive, dust enshrouded galaxies with extreme infrared lumi-
nosities (LIR & 1012L) implying prodigious star formation rates
(SFRs, 102-103 Myr−1), though this is heavily dependent on the
? E-mail: w.i.cowley@durham.ac.uk
assumed stellar initial mass function (IMF, e.g. Blain et al. 2002;
Casey, Narayanan & Cooray 2014).
One difficulty for sub-millimetre observations is the coarse
angular resolution (∼ 20′′ FWHM) of ground-based single-dish
telescopes used for many blank-field surveys. Recently, follow-
up surveys performed with greater angular resolution (∼ 1.5′′
FWHM) interferometers (e.g. Atacama Large Millimetre Array -
ALMA, Plateau de Bure Interferometer - PdBI, Sub-Millimetre
Array - SMA) targeted at single-dish detected sources have indi-
cated that the resolution of single-dish telescopes had in some cases
blended the sub-mm emission of multiple galaxies into one single-
dish source (e.g. Wang et al. 2011; Smolcˇic´ et al. 2012; Hodge et al.
2013). Karim et al. (2013) showed the effect this blending has on
the observed sub-mm number counts, with the single-dish counts
derived from the Large APEX (Atacama Pathfinder EXperiment)
BOlometer CAmera (LABOCA) Extended Chandra Deep Field-
South (ECDFS) Sub-millimetre Survey (LESS, Weiß et al. 2009)
exhibiting a significant enhancement at the bright end relative to
counts derived from the ALMA follow-up (ALESS).
A related observational difficulty concerning SMGs is de-
termining robust multi-wavelength counterparts for single-dish
sources. This is in part due to the single-dish resolution spread-
ing the sub-mm emission over a large solid angle making it diffi-
cult to pinpoint the precise origin to an accuracy of greater than
±2′′. This process is also compounded by the faintness of SMGs
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at other wavelengths. Sub-mm bands are subject to a negative K-
correction, which results in the sub-mm flux of an SMG being
roughly constant over a large range of redshifts z ∼ 1 − 10 (e.g.
Blain et al. 2002). This negative K-correction is caused by the
spectral energy distribution (SED) of a galaxy being a decreas-
ing power law with wavelength where it is sampled by observer-
frame sub-mm bands. As the SED is shifted to higher redshifts it
is sampled at a shorter rest-frame wavelength, where it is intrinsi-
cally brighter. This largely cancels out the effect of dimming due to
the increasing luminosity distance. When observed at other wave-
lengths e.g. radio, galaxies are subject to a positive K-correction
and so become fainter with increasing redshift. This is problem-
atic as radio emission has often been used to aid in measuring
the position of the sub-mm source, as the star formation that pow-
ers the dust emission in the sub-mm also produces radio emission
from synchrotron electrons produced by the associated supernovae
explosions. This radio selection technique thus biases the coun-
terpart identification towards lower redshift (e.g. Chapman et al.
2005). Typically, radio-identification yields robust counterparts for
∼ 60% of an SMG sample (e.g. Biggs et al. 2011). Sub-mm in-
terferometers have greatly improved the situation, providing posi-
tional accuracies of up to ∼ 0.2′′, free from any biases introduced
by selection criteria at wavelengths other than the sub-mm. Once
multi-wavelength counterparts have been identified, photometric
redshifts are derived through fitting an SED to the available pho-
tometry, allowing redshift to vary as a free parameter (e.g. Smolcˇic´
et al. 2012). Whilst observationally inexpensive and thus desirable
for large SMG surveys, the errors from photometric redshifts are
often significant, and samples are again biased by requiring detec-
tion in photometric bands.
Compounding these difficulties is the fact that, with the ex-
ception of the South Pole Telescope (SPT) survey presented in
Vieira et al. (2010)1, ground-based sub-mm surveys have to date
been pencil beams (< 0.7 deg2) leaving interpretation of the
observed results subject to field-to-field variations. In particular,
Michałowski et al. (2012) found evidence that photometric redshift
distributions of radio-identified counterparts of 1100 and 850 µm
selected SMGs in the two non-contiguous SCUBA Half-Degree
Extragalactic Survey (SHADES) fields are inconsistent with be-
ing drawn from the same parent distribution. This suggests that
the SMGs are tracing different large scale structures in the two
fields. Larger surveys have been undertaken at 250, 350 and 500
µm from space using the Spectral and Photometric Imagine RE-
ceiver (SPIRE, Griffin et al. 2010) instrument on board the Her-
schel Space Observatory (Pilbratt et al. 2010). These are also af-
fected by coarse angular resolution; the SPIRE beam has a FWHM
of∼ 18′′, 25′′ and 37′′ at 250, 350 and 500 µm respectively. How-
ever, number counts at these wavelengths have been derived from
SPIRE maps through stacking analysis (Be´thermin et al. 2012) us-
ing the positions and flux densities of sources detected at 24 µm as
a prior.
Historically, hierarchical galaxy formation models have strug-
gled to reproduce the high number density of the SMG population
at high redshifts (e.g. Blain et al. 1999; Devriendt & Guiderdoni
2000; Granato et al. 2000). However Baugh et al. (2005) presented
a version of the Durham semi-analytic model (SAM), GALFORM,
1 These authors surveyed 87 deg2 at 1.4 (2) mm to a depth of 11 (4.4) mJy
with a 63′′ (69′′) FWHM beam. Due to the flux limits and wavelength
of this survey, the millimetre detections are mostly gravitationally lensed
sources (Vieira et al. 2013).
which could successfully reproduce the observed number counts
and redshift distribution of SMGs, along with the present day lu-
minosity function. In order to do so, it was found necessary to sig-
nificantly increase the importance of high-redshift starbursts in the
model relative to previous versions of GALFORM; this was primar-
ily achieved through introducing a top-heavy stellar initial mass
function (IMF) for galaxies undergoing a (merger induced) star-
burst. Recently, Hayward et al. (2013b) introduced a hybrid model
which combined the results from idealized hydrodynamical simu-
lations of isolated discs/mergers with various empirical cosmolog-
ical relations and showed reasonable agreement with the 850 µm
number counts and redshift distribution utilising a solar neighbour-
hood IMF. However, this model is limited in terms of the range of
predictions it can make due to its semi-empirical nature. A simi-
lar model was presented in Hayward et al. (2013a) which included
a treatment of blending by single dish telescopes, showing that
the sub-mm emission from both physically associated and unas-
sociated SMGs contribute significantly to the single-dish number
counts. This model underpredicts the observed single-dish num-
ber counts at S850µm > 5 mJy, possibly due to the exclusion of
starburst galaxies. The Hayward et al. models build on earlier work
presented in Hayward et al. (2011) and Hayward et al. (2012) which
were novel in discussing theoretically the effects of the single-dish
beam on the observed SMG population.
Here we investigate the effect of both the angular resolution of
single-dish telescopes and field-to-field variations on observations
of the SMG population. We utilise 50 randomly orientated light-
cones calculated from an updated version of GALFORM (Lacey et
al. 2014, in preparation, hereafter L14) to create mock sub-mm sur-
veys taking into account the effects of the single-dish beam. This
paper is structured as follows: in Section 2 we introduce the theoret-
ical model we use for this analysis and our method for creating our
850 µm mock sub-mm surveys. In Section 3 we present our main
results concerning the effects of the single-dish beam and field-to-
field variance. In Section 4 we make a detailed comparison of the
predictions of our model with the ALESS survey and in Section
5 we present our predicted single-dish number counts at 450 and
1100 µm. We summarise our findings and conclude in Section 6.
2 THE THEORETICAL MODEL
In this section we present the model used in this work. We cou-
ple a state-of-the-art semi-analytic galaxy formation model run in
a Millennium-class (Springel et al. 2005) N -body simulation us-
ing the WMAP7 cosmology (Komatsu et al. 2011)2, with a simple
model for the re-processing of stellar radiation by dust (in which the
dust temperature is calculated self-consistently). A sophisticated
lightcone treatment is implemented for creating mock catalogues
of the simulated galaxies (Merson et al. 2013). We also describe
our method for creating sub-mm maps from these mock catalogues,
which include the effects of the single-dish beam size and instru-
mental noise, from which we extract sub-mm sources in a way that
is consistent with what is done in observational studies.
2 Ω0 = 0.272, Λ0 = 0.728, h = 0.704, Ωb = 0.0455, σ8 =
0.81, ns = 0.967. This is the simulation referred to as MS-W7 in Guo
et al. (2013) and Gonzalez-Perez et al. (2014); and as MW7 in Jenk-
ins (2013). It is available on the Millennium database at: http://www.
mpa-garching.mpg.de/millennium.
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2.1 GALFORM
The Durham SAM, GALFORM, was first introduced in Cole et al.
(2000). Galaxy formation is modelled ab initio, beginning with a
specified cosmology and a linear power spectrum of density fluc-
tuations and ending with predicted galaxy properties at a range of
redshifts. Galaxies are assumed to form within dark matter halos,
with their subsequent evolution controlled by the merging history
of the halo. These halo merger histories can be calculated using
a Monte Carlo technique following extended Press-Schechter for-
malism (Parkinson, Cole & Helly 2008), or (as is the case in this
work) extracted directly fromN -body dark matter only simulations
(e.g. Helly et al. 2003; Jiang et al. 2014). Baryonic physics is mod-
elled using a set of continuity equations that track the exchange of
baryons between stellar, cold disc gas and hot halo gas components.
The main physical processes that are modelled include: (i) hierar-
chical assembly of dark matter halos; (ii) shock heating and viri-
alization of gas in halo potential wells; (iii) radiative cooling and
collapse of gas onto galactic discs; (iv) star formation from cold
gas; (v) heating and expulsion of gas through feedback processes;
(vi) chemical evolution of gas and stars; (vii) mergers of galaxies
within halos due to dynamical friction; (viii) evolution of stellar
populations using stellar population synthesis (SPS) models; and
(ix) the extinction and reprocessing of stellar radiation due to dust.
As with other SAMs, the simplified nature of the equations that are
used to characterise these complex and in some cases poorly under-
stood physical processes introduce a number of parameters into the
model. These parameters are constrained using a combination of
simulation results and observational data, reducing enormously the
available parameter space. In particular, the strategy of Cole et al.
(2000) is that for a galaxy formation model to be deemed success-
ful it must reproduce the present day (z = 0) luminosity function
in optical and near infra-red bands. For a more detailed overview
of SAMs see the reviews by Baugh (2006) and Benson (2010).
Several GALFORM models have appeared in the literature that
adopt different values for the model parameters and in some cases
include different physical processes. For this work we adopt the
model presented in L14 as it can reproduce a range of observa-
tional data (including z = 0 luminosity functions in bJ and K-
bands, see L14 for more details) and because it combines a number
of important physical processes from previous GALFORM models.
These include the effects of AGN feedback inhibiting gas cooling
in massive haloes (Bower et al. 2006), and a star formation law
for galaxy discs (Lagos et al. 2011) based on an empirical rela-
tionship between the star formation rate and molecular-phase gas
density (Blitz & Rosolowsky 2006). For the purposes of reproduc-
ing a number density of sub-mm galaxies appropriate for this study,
a top-heavy IMF is implemented for starbursts, as in Baugh et al.
(2005). However, in L14 a much less extreme slope is used com-
pared to that invoked by Baugh et al3. The top-heavy IMF enhances
the sub-mm luminosity of a starburst galaxy through a combination
of an enhanced number of massive stars which increases the unat-
tenuated UV luminosity of the galaxy, and a greater number of su-
pernovae events which increases the metal content and hence dust
mass available to absorb and re-emit the stellar radiation at sub-mm
wavelengths. A significant difference between Baugh et al. (2005)
and L14 is that in Baugh et al. the starburst population was induced
by galaxy mergers, whilst in L14 starbursts are primarily caused by
disc instabilities. These instabilities use the same stability criterion
3 The slope of the IMF, x, in dN(m)/d lnm = m−x, has a value of
x = 1 in L14 whereas a value of x = 0 was used in Baugh et al. (2005).
for self-gravitating discs presented in Mo, Mao & White (1998)
and Cole et al. (2000). They were included in Bower et al. (2006),
but were not considered in Baugh et al. (2005). As with other GAL-
FORM models, a standard Kennicutt (1983) IMF is adopted in L14
for quiescently star forming discs.
The model presented in L14 is designed to populate a
Millennium-class dark matter only N -body simulation using
a WMAP7 cosmology with a minimum halo mass of 1.9 ×
1010 h−1 M. This work uses 50 output snapshots from the model
in the redshift range z = 0−8.5, we use this large redshift range so
that our simulated SMG population is complete.
2.2 The Dust Model
In order for the sub-mm flux of galaxies to be predicted, a model
is required to calculate the amount of stellar radiation absorbed by
dust and the resulting SED of the dust emission. Here we use a
model motivated by the radiative transfer code GRASIL (Silva et al.
1998). GRASIL calculates the heating and cooling of dust grains of
varying sizes and compositions at different locations within each
galaxy, effectively obtaining the dust temperature Td at each posi-
tion. GRASIL has been coupled with GALFORM in previous works
(e.g. Granato et al. 2000; Baugh et al. 2005; Swinbank et al. 2008).
However, due to the computational expense of running GRASIL
for the number of GALFORM galaxies generated in the simulation
volume used in this work, we instead use a model which retains
some of the key assumptions of GRASIL but with a significantly
simplified calculation. Despite the simplifications made, this model
can accurately reproduce the predictions of GRASIL for rest-frame
wavelengths λrest > 70 µm. We are therefore confident in its ap-
plication to the wavelengths under investigation here. We briefly
describe our dust model in the following section. However, for a
more detailed explanation we refer the reader to the appendix of
L14.
We adopt the GRASIL assumptions regarding the geometry of
the stars and dust. Stars are distributed throughout two components
(i) a spherical bulge with an r1/4 density profile, and (ii) a flattened
component which is either a quiescent disc or a starburst compo-
nent, with exponential radial and vertical density profiles. Young
stars and dust are assumed to be in the flattened component only. A
two phase dust medium is also adopted, as in GRASIL. Dust and gas
exist in either dense molecular clouds, modelled as uniform density
spheres of fixed mass (106 M) and radius (16 pc), or a diffuse
inter-cloud medium. Stars are assumed to form inside the molecu-
lar clouds and gradually escape into the diffuse dust on a timescale
of a few Myrs, parametrised as tesc in the model. The dust emis-
sion is first obtained by calculating the energy from stellar radiation
absorbed in each dust component. Assuming thermal equilibrium,
this is then equated to the energy emitted by the respective dust
component, such that the luminosity per unit wavelength emitted
by a mass Md of dust is given by
Ldustλ = 4piκd(λ)Bλ(Td)Md, (1)
where κd(λ) is the absorption cross-section per unit mass and
Bλ(Td) is the Planck blackbody function. Crucially this means that
the dust temperature of each component is not a free parameter but
is calculated self-consistently, based on global energy balance ar-
guments. An important simplifying assumption here is that we as-
sume only two dust temperatures, one for the molecular clouds and
one for the diffuse medium. The dust mass, Md, is proportional to
the metallicity times the cold gas mass, normalised to give the local
c© 2014 RAS, MNRAS 000, 1–15
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inter-stellar medium dust-to-gas ratio for solar metallicity. For cal-
culating dust emission, the dust absorption cross-section per unit
mass of metals in the gas phase is approximated as follows:
κd(λ) =
κ1
(
λ
λ1
)−2
λ < λb
κ1
(
λb
λ1
)−2 (
λ
λb
)−βb
λ > λb.
(2)
With κ1 = 140 cm2g−1 at the reference wavelength λ1 = 30
µm (e.g. Draine & Lee 1984). The power-law break is introduced
at λb = 100 µm for starburst galaxies only, with βb = 1.5. For
quiescently star forming galaxies we assume an unbroken power
law, equivalent to λb →∞.
The sub-mm number counts can be calculated by first con-
structing luminosity functions dn/d lnLν at a given output redshift
using Lν calculated by the dust model. The binning in luminosity
is chosen so that we have fully resolved the bright end, to which
the derived number counts are sensitive. The number counts and
redshift distribution can then be calculated using
d2N
d lnSνdzdΩ
=
〈
dn
d lnLν
〉
dV
dzdΩ
, (3)
where the comoving volume element dV/dz = (c/H(z))r2(z),
r(z) is the comoving radial distance to redshift z, and the brack-
ets 〈...〉 represent a volume-averaging utilising the whole N -body
simulation volume (500 h−1Mpc)3.
2.3 Creating mock surveys
In order to create mock catalogues of our sub-mm galaxies we
utilise the lightcone treatment described in Merson et al. (2013).
Briefly, as the initial simulation volume side-length (Lbox = 500
h−1Mpc) corresponds to the co-moving distance out to z ∼ 0.17,
the simulation is periodically replicated in order to fully cover the
volume of a typical SMG survey, which extends to much higher
redshift. This replication could result in structures appearing to be
repeated within the final lightcone, which could produce unwanted
projection-effect artefacts if their angular separation on the ‘mock
sky’ is small (Blaizot et al. 2005). As our fields are small in solid
angle (0.5 deg2) and our box size is large, we expect this effect to be
of negligible consequence and note that we have seen no evidence
of projection-effect artefacts in our mock sub-mm maps. Once the
simulation volume has been replicated, a geometry is determined
by specifying an observer location and lightcone orientation. An
angular cut defined by the desired solid angle of our survey is then
applied, such that the mock survey area resembles a sector of a
sphere. The redshift of a galaxy in the lightcone is calculated by
first determining the redshift (z) at which its host dark matter halo
enters the observer’s past lightcone. The positions of galaxies are
then interpolated from the simulation output snapshots (zi, zi+1,
where zi+1 < z < zi) such that the real-space correlation func-
tion of galaxies is preserved. A linear K-correction interpolation is
applied to the luminosity of the galaxy to account for the shift in
λrest = λobs/(1 + z) for a given λobs, based on its interpolated
redshift.
To create the 850 µm mock catalogues we apply a further se-
lection criterion so that our galaxies have S850µm > 0.035 mJy.
This is the limit brighter than which we recover ∼ 90% of the 850
µm EBL, as predicted by our model (Fig. 1). We have checked
that our simulated SMG population is not affected by incomplete-
ness at this low flux limit, due to the finite halo mass resolution of
the N -body simulation. To allow us to test field-to-field variance
10−3 10−2 10−1 100 101
S850µm (mJy)
100
101
102
I ν
(J
y
d
eg
−2
)
Lacey+ 14
Figure 1. Predicted cumulative extragalactic background light as a function
of flux at 850 µm (blue line). The horizontal dashed line (Fixsen et al. 1998)
and dash-dotted line (Puget et al. 1996) show the background light as mea-
sured by the COBE satellite. The shaded (Puget et al. 1996) and hatched
(Fixsen et al. 1998) regions indicate the respective errors on the two mea-
surements. The vertical dotted line indicates the flux limit above which 90%
of the total predicted EBL is resolved.
we generate 50 × 0.5 deg2 lightcone surveys4 with random ob-
server positions and lines of sight. In Fig. 2 we show that the light-
cone accurately reproduces the SMG number counts of our model.
We also show in Fig. 2 the predicted 850 µm number counts from
starburst (dotted line) and quiescent (dash-dotted line) galaxies in
the model. Starburst galaxies dominate the number counts in the
range ∼ 0.2−20 mJy. Turning off merger-triggered starbursts in
this model has a negligible effect on the predicted number counts
(L14), from this we have inferred that these bursts are predomi-
nately triggered by disc instabilities.
2.4 Creating sub-mm maps
Here we describe the creation of mock sub-mm maps from our
lightcone catalogues. First, we create an image by assigning the
850 µm flux of a galaxy to the pixel in which it is located, using
a pixel size much smaller than the single-dish beam. This image
is then convolved with a point spread function (PSF), modelled as
a 2D Gaussian with a 15′′ FWHM (∼SCUBA2/JCMT), and then
re-binned into a coarser image with 2′′×2′′ pixels, to match obser-
vational pixel sizes. The resulting image is then scaled so that it is
in units of mJy/beam. We refer to the output of this process as the
astrophysical map (see Fig 3a).
In order to model the noise properties of observational maps
we add ‘instrumental’ Gaussian white noise to the astrophysical
map. We tune the standard deviation of this noise such that af-
ter it has been matched-filtered (described below) the output is a
noise map with σrms ∼ 1 mJy/beam, comparable to jackknifed
noise maps in 850 µm blank-field observational surveys (e.g. Cop-
pin et al. 2006; Weiß et al. 2009; Chen et al. 2013).
It is a well known result in astronomy that the best way to find
point-sources in the presence of noise is to convolve with the PSF
4 In practise our surveys are 0.55 deg2. This allows for galaxies outside
the 0.5 deg2 area to contribute to sources detected inside this area after
convolution with the single-dish beam.
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Figure 3. Panels illustrating the mock map creation process at 850 µm. Panels (a)-(d) are 0.2×0.2 deg2 and are centred on a 13.1 mJy source. (a) Astrophysical
map including the effect of the telescope beam. (b) Astrophysical plus Gaussian white noise map, constrained to have zero mean. (c) Matched-filtered map.
(d) Matched-filtered map with S850µm > 4 mJy single-dish sources (blue circles centred on the source position) and S850µm > 1 mJy galaxies (green dots)
overlaid. (e) As for (d) but for a 0.5′ × 0.5′ area, centered on the same 13.1 mJy source. The 2 galaxies within the 9′′ radius (blue dotted circle, ∼ ALMA
primary beam) of the source have fluxes of 1.2 and 11.2 mJy and redshifts of 1.0 and 2.0 respectively. (f) as for (e) but centred on a 12.2 mJy source. In this
case the 2 galaxies within the central 9′′ radius have fluxes of 6.1 and 6.4 mJy and redshifts of 2.0 and 3.2 respectively.
(Stetson 1987). However, this is only optimal if the noise is Gaus-
sian, and does not take into account ‘confusion noise’ from other
point-sources. Chapin et al. (2011) show how one can optimise fil-
tering for maps with significant confusion, through modelling this
as a random (and thus un-clustered) superposition of point sources
convolved with the PSF, normalised to the number counts inferred
from P (D) analysis of the maps. The PSF is then divided by the
power spectrum of this confusion noise realisation. This results in
a matched-filter with properties similar to a ‘Mexican-hat’ kernel.
An equivalent method is implemented in Laurent et al. (2005). Al-
though our simulated maps contain a significant confusion back-
ground, for simplicity we do not implement such a method here,
and have checked that the precise method of filtering does not sig-
nificantly affect our source-extracted number counts.
Prior to source extraction, we constrain our astrophysical plus
Gaussian noise map to have a mean of zero (Fig. 3b) and convolve
with a matched-filter g(x), given by
g(x) = F−1
{
s∗(q)∫ |s(q)|2d2q
}
, (4)
where F−1 denotes an inverse Fourier transform, s(q) is the
Fourier transform of our PSF and the asterisk indicates com-
plex conjugation. The denominator is the appropriate normalisation
such that peak heights of PSF-shaped sources are preserved after
filtering. Up to this normalisation factor, the matched-filtering is
equivalent to convolving with the PSF. Point sources are therefore
effectively convolved with the PSF twice, once by the telescope
and once by the matched-filter. This gives our final matched-filtered
map (Fig. 3c) a spatial resolution of∼ 21.2′′ FWHM i.e.√2×15′′.
For real surveys, observational maps often have large scale fil-
tering applied prior to the matched-filtering described above. This
is to remove large scale structure from the map, often an artefact of
correlated noise of non-astrophysical origin. This is implemented
by convolving the map with a Gaussian broader than the PSF and
then subtracting this off the original, rescaling such that the flux of
point sources is conserved (e.g. Weiß et al. 2009; Chen et al. 2013).
As our noise is Gaussian, any excess in the power spectrum of the
map on large scales can only be attributed to our astrophysical clus-
tering signal, so we choose not to implement any such high-pass
filtering prior to our matched-filtering.
An example of one of our matched-filtered maps is shown
in Fig. 4 and the associated pixel histogram in Fig. 5. The posi-
tion of the peak of the pixel histogram is determined by the con-
straint that our maps have a zero mean after subtracting a uni-
form background. We attribute the broadening of the Gaussian fits
from σ = 1 mJy/beam in our matched-filtered noise-only map to
σ = 1.2 mJy/beam in our final matched-filtered map to the realistic
confusion background from unresolved sources in our maps.
For the source extraction we first identify the peak (i.e. bright-
est) pixel in the map. For simplicity we record the source position
and flux to be the centre and value of this peak pixel. We then sub-
tract the matched-filtered PSF, scaled and centred on the value and
position of the peak pixel, from our map. This process is iterated
down to an arbitrary threshold value of S850µm = 1 mJy, resulting
in our source-extracted catalogue.
3 RESULTS
In this section we present our main results: in Section 3.1 we show
the effect the single-dish beam has on the predicted number counts
through blending the sub-mm emission of galaxies into a single
source. In Section 3.2 we quantify the multiplicity of blended sub-
mm sources, in Section 3.3 we show that these blended galaxies are
c© 2014 RAS, MNRAS 000, 1–15
6 W. I. Cowley et al.
S850µm (mJy)
N
(>
S
)
(d
eg
−2
)
Coppin+ 06 (SHADES)
Knudsen+ 08
Chen+ 13
Weiss+ 09 (LESS)
10−1 100 101
10−1
100
101
102
103
104
105
106
Lightcone (50×0.5 deg2)
Integral
Integral (burst)
Integral (quiescent)
Figure 2. Predicted cumulative number counts at 850 µm. Predictions from
the lightcone catalogues (red line) and from integrating the luminosity func-
tion of the model (dashed blue line) are in excellent agreement. The dotted
and dash-dotted blue lines show the contribution to the number counts from
starburst and quiescent galaxies respectively. We compare the model pre-
dictions to single-dish observational data from Coppin at al. (2006; orange
squares), Knudsen et al. (2008; green triangles), Weiß et al. (2009; magenta
diamonds) and Chen at al. (2013; cyan circles). The vertical dotted line
shows the approximate confusion limit (∼ 2 mJy) of single-dish blank field
surveys. Observational data fainter that this limit are derived from cluster-
lensed surveys (see Section 3.1 for further discussion).
typically physically unassociated and in Section 3.4 we present the
redshift distribution of SMGs in our model.
3.1 Number counts
The cumulative number counts derived from our lightcone and
source-extracted catalogues are presented in Fig. 6. The shaded
regions, which show the 10-90 percentiles of the distribution of
number counts from the individual fields, give an indication of the
field-to-field variation we predict for fields of 0.5 deg2 area. This
variation is comparable to or less than the quoted observational er-
rors. Quantitatively, we find a field-to-field variation in the source-
extracted number counts of 0.07 dex at 5 mJy and 0.34 dex at 10
mJy. A clear enhancement in the source-extracted number counts
relative to those derived from our lightcone catalogues is evident
at S850µm & 1 mJy. We attribute this to the finite angular resolu-
tion of the beam blending together the flux from multiple galaxies
with projected on-sky separations comparable to or less than the
size of the beam. Our source-extracted number counts show bet-
ter agreement than our intrinsic lightcone counts with blank-field
single-dish observational data above the confusion limit (Slim ≈ 2
mJy) of such surveys, which is indicated by the vertical dotted line
in Fig 6.
Observational data fainter than this limit have been measured
from gravitationally lensed cluster fields, where gravitational lens-
ing due to a foreground galaxy cluster magnifies the survey area,
typically by a factor of a few, but up to ∼ 20. The magnification
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Figure 4. A matched-filtered map. Sources detected with S850µm > 4.5
mJy by our source extraction algorithm are indicated by blue circles. The
central 0.5 deg2 region, from which we extract our sources, is indicated by
the black circle.
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Figure 5. Pixel flux histogram of the map shown in Fig. 4. The grey and
black lines are the map before and after convolution with the single-dish
beam respectively, with the same zero point subtraction applied as to our
final matched-filtered map (blue line). The map is rescaled after convolution
with the single-dish beam to convert to units of mJy/beam (grey to black),
and during the matched-filtering due to the normalisation of the filter which
conserves point source peaks (black to blue). Dotted lines show Gaussian
fits to the matched-filtered noise-only (red solid line) and the negative tail
of the final matched-filtered (blue solid line) map histograms respectively.
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increases the effective angular resolution of the beam, thus reduc-
ing the confusion limit of the survey and the instances of blended
galaxies. The lensing also boosts the flux of the SMGs. These ef-
fects allow cluster-lensed surveys to probe much fainter fluxes than
blank-field surveys performed with the same telescope. We show
observational data in Fig. 2 at S850µm < 2 mJy for comparison
with our lightcone catalogue number counts, with which they agree
well.
Fig. 6 shows that at S850µm & 5 mJy our source-extracted
counts agree best with the Weiß et al. (2009) data, taken from
ECDFS. There is some discussion in the literature over whether
this field is under-dense by a factor of∼ 2 (see Section 4.1 of Chen
et al. (2013) and references therein). Whilst the field-to-field varia-
tion in our model can account for a factor of∼ 2 (at 10 mJy) it may
be that our combined field source-extracted counts (and also those
of Weiß et al.) are indeed underdense compared to number counts
representative of the whole Universe.
At 2 . S850µm . 5 mJy our source-extracted number counts
appear to follow a slightly steeper trend compared to the observed
counts, this may be due to the underlying shape of our lightcone
catalogue counts and the effect this has on our source-extracted
counts. We stress here that the L14 model was developed without
regard to the precise effect the single-dish beam would have on the
number counts. An extensive parameter search which shows the
effect of varying certain parameters on the intrinsic number counts
(and other predictions) of the model is presented in L14. We do not
consider any variants on the model here, but it is possible that once
the effects of the single dish beam have been taken into account
some variant models will match other observational data better, and
show different trends over the flux range of interest.
The observed number counts at faint fluxes, above the con-
fusion limit, may also be affected by completeness issues. Whilst
efforts are made to account for these in observational studies, they
often rely on making assumptions about the number density and
clustering of SMGs, so it is not clear that they are fully understood.
3.2 Multiplicity of single-dish sources
Given that multiple SMGs can be blended into a single source, in
this section we quantify this multiplicity. For each galaxy within
a 4σ radius5 of a given S850µm > 2 mJy source, we determine
a flux contribution for that galaxy at the source position by mod-
elling its flux distribution as the matched-filtered PSF with a peak
value equal to that galaxy’s flux. For example, a 5 mJy galaxy at
a ∼ 10.6′′ (σ × √2 ln 2) radial distance from a given source will
contribute 2.5 mJy at the source position. We do this for all galaxies
within the 4σ search radius and label the sum of these contributions
as the total galaxy flux of the source, Sgal tot. The fraction each
galaxy contributes towards this total is the galaxy’s flux weight.
For each source we then interpolate the cumulative distribution of
flux weights after sorting in order of decreasing flux weight, to de-
termine how many galaxies are required to contribute a given per-
centage of the total.
We plot this as a function of source-extracted flux, which in-
cludes the effect of instrumental noise and the subtraction of a uni-
form background, in the top 4 panels of Fig 7. Typically, 90% of
5 We use the σ of our match-filtered PSF i.e.
√
2× FWHM/2√2 ln 2 ≈
9′′, and choose 4σ so that the search radius is large enough for our results
in this section to have converged after our flux weighting scheme has been
applied.
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Figure 6. The effect of single-dish beam size on cumulative 850 µm num-
ber counts. The shaded regions show 10-90 percentiles of the distribu-
tion of the number counts from the 50 individual fields, solid lines show
counts from the combined 25 deg2 field for the lightcone (red) and the 15′′
FWHM beam source extracted (green) catalogues. The vertical dotted line
at S850µm = 2 mJy indicates the approximate confusion limit of single-
dish surveys. The 15′′ beam prediction is only to be compared at fluxes
above this limit. Single-dish blank field observational data is taken from
Coppin et al. (2006; orange squares) Weiß et al. (2009; magenta diamonds)
and Chen et al. (2013; cyan circles).
the total galaxy flux of a 5 mJy source is contributed by ∼ 3−6
galaxies and this multiplicity decreases slowly as source flux in-
creases. This decrease follows intuitively from the steep decrease
in number density with increasing flux in the number counts.
We note that this is not how source multiplicity is typically
measured in observations. In Section 4.1 we discuss the multiplic-
ity of ALESS sources in a way more comparable to observations,
where we have considered the flux limit and primary beam profile
of ALMA, see also Table 1. Observational interferometric studies
which suggest that the multiplicity of single-dish sources may in-
crease with increasing source flux (e.g. Hodge et al. 2013) are likely
to be affected by a combination of the flux limit of the interferom-
eter, meaning high multiplicity faint sources are undetected, and
small number statistics of bright sources.
We also show, in the bottom panel of Fig. 7, the ratio of the
total galaxy flux to source flux. The consistency with zero indicates
that our source-extracted number counts at 850 µm are not system-
atically biased. This is due to the competing effects of subtracting
a mean background in the map creation (which biases Ssource low)
and the introduction of Gaussian noise (which biases Ssource high
due to Eddington bias caused by the steeply declining nature of the
number counts) effectively cancelling each other out in this case.
In Section 5 we find that our number counts at 450 µm are strongly
affected by Eddington bias, which we correct for in that case.
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Figure 7. Top 4 panels: Number of component galaxies contributing the
percentage indicated in the panel of the total galaxy flux (see text) of a
S850µm > 2 mJy source. Bottom panel: Ratio of total galaxy flux to source
flux. Black dashed line is a reference line drawn at zero. Solid red line shows
median and errorbars indicate inter-quartile range for a 2mJy flux bin in
all panels. Grey dots show individual sources, for clarity only 10% of the
sources have been plotted.
3.3 Physically unassociated galaxies
Given the multiplicity of our sources, we can further determine if
the blended galaxies contributing to a source are physically associ-
ated, or if their blending has occurred due to a chance line of sight
projection. For each source we define a redshift separation, ∆z, as
the inter-quartile range of the cumulative distribution of the flux
weights (calculated as described above), where the galaxies have in
this case first been sorted by ascending redshift. The distribution of
∆z across our entire S850µm > 4 mJy source population is shown
in Fig. 8. The dominant peak at ∆z ≈ 1 is similar to the distri-
bution derived from a set of maps which had galaxy positions ran-
domised prior to convolution with the single-dish beam. This sug-
gests that this peak is a result solely of a random sampling from the
redshift distribution of our SMGs and thus that the majority of our
sources are composed of physically unassociated galaxies with a
small on-sky separation due to chance line of sight projection. This
is unsurprising considering the large effective redshift range of sub-
millimetre surveys, resulting from the negative K-corrections of
SMGs. We attribute the secondary peak at ∆z ∼ 5× 10−4 to clus-
tering in our model, and defer a more thorough analysis of this to a
future work. We also show as the hatched region the area (∼ 36%)
of sources for which ∆z = 0. These are sources for which a sin-
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Figure 8. Distribution of the logarithm of redshift separation (see text) of
S850µm > 4 mJy single-dish sources. The dominant peak at ∆z ≈ 1 im-
plies that the majority of the blended galaxies are physically unassociated.
The hatched region indicates the percentage (∼ 36%) of sources for which
∆z = 0 (see text in Section 3.3).
gle galaxy spans the inter-quartile range of the cumulative distribu-
tion described above, this can occur when the flux weight of that
galaxy is> 0.5 and must occur when the flux weight of that galaxy
is > 0.75. We understand that this is not how redshift separation
would be defined observationally, and refer the reader to Section 4
and Fig. 12 for another definition of ∆z. We note, however, that our
conclusions in this section are not sensitive to the precise definition
of ∆z.
It is a feature of most current SAMs that any star formation
enhancement caused by gravitational interactions of physically as-
sociated galaxies prior to a merger event is not included. In prin-
ciple this may affect our physically unassociated prediction, as in
our model galaxy mergers would only become sub-mm bright post-
merger, and would be classified as a single galaxy. However, as
merger induced starbursts have a negligible effect on our sub-mm
number counts, which are composed of starbursts triggered by disc
instabilities (L14), we are confident our physically unassociated
conclusion is not affected by this feature.
We note that this conclusion is in contrast to predictions made
by Hayward et al. (2013a) who, in addition to physically unas-
sociated blends, predict a more significant physically associated
population than is presented here. However, we believe our work
has a number of significant advantages over that of Hayward et al.
(2013a) in that: (i) galaxy formation is modelled here ab initio with
a model that can also successfully reproduce galaxy luminosity
functions at z = 0; (ii) the treatment of blending presented here
is more accurate through convolution with a beam, the inclusion of
instrumental noise and matched-filtering prior to source-extraction,
rather than a summation of sub-mm flux within some radius around
a given SMG; and (iii) our 15′′ source-extracted number counts
show better agreement with single-dish data for S850µm & 5 mJy,
this is probably in part due to the exclusion of starbursts from the
Hayward et al. (2013b) model, though the effect including star-
c© 2014 RAS, MNRAS 000, 1–15
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Figure 9. The predicted redshift distribution for our 50 × 0.5 deg2 fields
for the flux limit indicated on each panel. The shaded red region shows
the 16-84 (1σ) percentile of the distributions from the 50 individual fields.
The solid red line is the distribution for the combined 25 deg2 field. The
boxplots represent the distribution of the median redshifts of the 50 fields,
the whiskers show the full range, with the box and central line indicating
the inter-quartile range and median. The errorbars show the expected 1σ
variance due to Poisson errors.
bursts would have on the number counts in that model is not im-
mediately clear.
3.4 Redshift distribution
As we have shown that sub-mm sources are composed of multi-
ple galaxies at different redshifts, for this section we consider our
lightcone catalogues only.
The redshift distributions for the ‘bright’ S850µm > 5 mJy
and ‘faint’ S850µm > 1 mJy galaxy populations are shown in Fig.
9. The shaded region shows the 16-84 (1σ) percentiles of the dis-
tributions from the 50 individual fields, arising from field-to-field
variations. The errorbars indicate the 1σ Poisson errors. The bright
SMG population has a lower median redshift (z50 = 2.05) than the
faint one (z50 = 2.77). We note that the median redshift appears
to be a robust statistic with an inter-quartile range of 0.17 (0.11)
for the bright (faint) population for the 0.5 deg2 field size assumed.
The field-to-field variation seen in the bright population is compa-
rable to the Poisson errors and thus random variations, whereas this
field-to-field variation is greater compared to Poisson for the faint
population. In order to further quantify this field-to-field variance,
we have performed the Kolmogorov-Smirnoff (K-S) test between
the 1225 combinations of our 50 fields, for the bright and faint pop-
ulations. We find that for the bright population the distribution of
p-values is similar to that obtained if we perform the same opera-
tion with 50 random samplings of the parent field, though with a
slightly more significant low p-value tail. Approximately 10% of
the field pairs exhibit p < 0.05, suggesting that it is not necessarily
as uncommon as one would expect by chance to find that redshift
distributions derived from non-contiguous pencil beams of sky fail
the K-S test, as in Michałowski et al. (2012). For the faint popula-
tion, 92% of the field pairs have p < 0.05.
Thus, it appears that the bright population in the individual
fields is more consistent with being a random sampling of the par-
ent 25 deg2 distribution. This is due to: (i) the number density of
the faint population being ∼ 30 times greater than the bright pop-
ulation, which significantly reduces the Poisson errors; and (ii) the
median halo mass of the two populations remaining similar, 7.6
(5.5)×1011 h−1M for our bright (faint) population implying that
the two populations trace the underlying matter density with a sim-
ilar bias. We consequently predict that as surveys probe the SMG
population down to fainter fluxes, we expect that they become more
sensitive to field-to-field variations induced by large scale structure.
4 COMPARISON TO ALESS
In this section we make a detailed comparison of our model with
observational data from the recent ALMA follow-up survey (Hodge
et al. 2013) of LESS (Weiß et al. 2009), referred to as ALESS.
LESS is an 870µm LABOCA (19.2′′ FWHM) survey of 0.35 deg2
(covering the full area of the ECDFS) with a typical noise level
of σ ∼ 1.2 mJy/beam. Weiß et al. (2009) extracted 126 sources
based on a S/N > 3.7σ (' S870µm > 4.5 mJy) at which they
were∼ 70% complete. Of these 126 sources, 122 were targeted for
cycle 0 observations with ALMA. From these 122 maps, 88 were
selected as ‘good’ based on their rms noise and axial beam ratio,
from which 99 sources were extracted down to ∼ 1.5 mJy. The
catalogue containing these 99 sources is presented in Hodge et al.
(2013), with the resulting number counts and photometric redshift
distribution being presented in Karim et al. (2013) and Simpson
et al. (2014) respectively. For the purposes of our comparison we
randomly sample (without replacement) 70% (∼ 88/126) of our
S850µm > 4.5 mJy sources from the central 0.35 deg2 of our 50
mock maps6. Around all of these sources we place 18′′ diameter
masks (∼ ALMA primary beam). From these we extract ‘follow-
up’ galaxies down to a minimum flux of S850µm = 1.5 mJy from
the relevant lightcone catalogue. We take into account the profile of
the ALMA primary beam for this, modelling it as a Gaussian with
an 18′′ FWHM, such that lightcone galaxies at a radius of 9′′ from
6 We re-calculate the ‘effective’ area of our follow-up surveys as 0.35
deg2 ×NGoodALMAMaps/NLESS Sources ≈ 0.25 deg2 as in Karim
et al. (2013)
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Figure 10. Comparison with (A)LESS number counts. The blue line is our
prediction for our combined (17.5 deg2) follow-up catalogues (described in
text) and is to be compared to the ALESS number counts presented in Karim
et al. (2013; green triangles). The green line is our 19′′ source-extracted
number counts for the combined (17.5 deg2) field and is to be compared
to the number counts presented in Weiß (2009; cyan circles). The shaded
regions indicate the 10-90 percentiles of the distribution of the individual
(0.35 deg2) field number counts. The red line is the number counts for the
combined field from our lightcone catalogues. The vertical dotted and dash-
dotted lines indicate the 4.5 mJy single-dish source-extraction limit of LESS
and the 1.5 mJy maximum sensitivity of ALMA respectively.
a source are required to be > 3 mJy for them to be ‘detected.’ The
result of this procedure is our ‘follow-up’ catalogue. We note that
we do not attempted to simulate and extract sources from ALMA
maps.
4.1 Number counts and source multiplicity
We present the number counts from our simulated follow-up cata-
logues in Fig. 10 and observe a similar difference between our sim-
ulated single-dish and follow-up number counts as the (A)LESS
survey found in their observed analogues (Weiß et al. 2009 and
Karim et al. 2013 respectively). Also evident is the bias inherent
in our simulated follow-up compared to our lightcone catalogues at
fluxes fainter than the source extraction limit of the single-dish sur-
vey. This arises because follow-up galaxies are only selected due to
their on-sky proximity to a single-dish source, so they are not rep-
resentative of a blank-field population. For this reason Karim et al.
(2013) do not present number counts fainter than the source extrac-
tion limit of LESS, despite the ability of ALMA to probe fainter
fluxes. Whilst our model agrees well with both interferometric and
single-dish data at bright fluxes, as discussed in Section 3.1, our
single-dish predictions are in excess of the Weiß et al. (2009) data
at fainter fluxes (S850µm . 7 mJy). We also observe a minor ex-
cess in our ‘follow-up’ number counts when compare to the Karim
et al. (2013) data for S850µm . 5 mJy.
We show the ratio of the brightest follow-up galaxy flux for
each source to the source flux in Fig. 11 and our prediction is in
excellent agreement with the observed sample, with the brightest
of our follow-up galaxies being roughly 70% of the source flux
on average. This fraction is approximately constant over the range
of source fluxes probed by LESS. The scatter of our simulated
data is also comparable to that seen observationally. Not plotted
in Fig. 11 are sources for which the brightest galaxy is below the
flux limit of ALMA. These account for ∼ 10% of our sources.
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Figure 11. Ratio of brightest galaxy component flux to single-dish source
flux. Grey scatter points show the brightest galaxies from our targeted
sources over the combined 17.5 deg2 simulated field. The magenta line
shows the median in a given flux bin. Observational data is taken from the
Hodge et al. (2013) ALESS catalogue. The white squares indicate the me-
dian observational flux ratio and source flux in a given bin, with the binning
chosen such that there are roughly equal numbers of sources in each bin.
Error bars indicate the 1σ percentiles of the ratio distribution in a given
flux bin for both simulated and observed data. The black dashed line is a
reference line drawn at 70%.
Hodge et al. (2013) found that∼ 21± 5% of the 88 ALMA ‘Good
Maps’ yielded no ALMA counterpart. The greater fraction of blank
maps in the observational study could be caused by extended/dif-
fuse SMGs falling below the detection threshold of ALMA and/or
a greater source multiplicity in the observed sample. We present
a breakdown of the predicted ALMA multiplicity of our simulated
LESS sources compared to the observed Hodge et al. (2013) sample
in Table 1. Our simulated follow-up catalogue is consistent with the
observed sample at∼ 2σ. However, we caution that it is difficult to
draw strong conclusions from this comparison due to the relatively
small number of observed sources. We also note that we observe a
similar trend for increasing source multiplicity with flux to that sug-
gested in Hodge et al. (2013). For example, at S850µm = 5 mJy the
fraction of simulated sources with 2 ALMA components is∼ 10%
increasing to∼ 40% at S850µm = 10 mJy with the fraction of sim-
ulated sources with 1 ALMA component decreasing from ∼ 70%
to ∼ 60% over the same flux range. This is in contrast to con-
clusions drawn from Fig. 7 and shows that this observed trend is
probably caused by the flux limit of the interferometer, meaning
that faint components are undetected.
For comparison with future observations we calculate ∆z for
all of our sources with > 2 ALMA components as the redshift sep-
aration of the brightest two. We show the resulting distribution in
Fig. 12. It is of a similar bimodal shape to the distribution presented
in Fig. 8 and supports the idea that, in our model, blended galax-
ies are predominantly chance line of sight projections with a minor
peak at small ∆z due to clustering. We leave this as a prediction
for future spectroscopic redshift surveys of interferometer identi-
fied SMGs (e.g. Danielson et al. in prep).
4.2 Redshift distribution
One of the main advantages of the 99 ALMA sources identified in
Hodge et al. (2013) is that the greater positional accuracy (∼ 0.2′′)
provided by ALMA allows accurate positions to be determined
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Table 1. A breakdown of the number of ALMA components from our sim-
ulated sample for comparison with the observed sample of Hodge et al.
(2013). The columns are: (1) the number of ALMA components; (2) the
percentage of our simulated sources with that number of ALMA compo-
nents; (3) the percentage of observed LESS sources with ‘good’ ALMA
maps that contain that number of ALESS components, errors are Poisson;
and (4) the number of observed LESS sources with ‘good’ ALMA maps
that contain that number of ALMA components.
N Sim. (%) Obs. (%) Obs. (/88)
0 10.6 22± 5 19
1 72.2 51± 8 45
2 16.5 22± 5 19
3 0.70 5± 3 4
4 0.01 1± 1 1
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Figure 12. Distribution of the logarithm of redshift separation of the bright-
est two ALMA components of a S850µm > 4.5 mJy single-dish source for
our combined (17.5 deg2) field.
without introducing biases associated with selection at wavelengths
other than sub-mm (e.g. radio). Simpson et al. (2014) derived pho-
tometric redshifts for 77 of 96 ALMA SMGs7. The remaining 19
were only detected in 6 3 bands and so reliable photometric red-
shifts could not be determined. Redshifts for these ‘non-detections’
were modelled in a statistical way based on assumptions regarding
the H-band absolute magnitude (MH ) distribution of the 77 ‘de-
tections’ (see Simpson et al. 2014, for more details). We compare
the redshift distribution presented in Simpson et al. (2014) to that
of our simulated follow-up survey in Fig. 13. For the purposes of
this comparison we have included the P (z), the sum of the photo-
metric redshift probability distributions for each galaxy, with (solid
green line) and without (dotted green line) the H-band modelled
redshifts.
7 Three of the 99 SMGs presented in Hodge et al. (2013) lay on the edge of
ECDFS with coverage in only two IRAC bands, and so were not considered
further in Simpson et al. (2014).
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Figure 13. Comparison of normalised redshift distributions for the simu-
lated and observed ALESS surveys. We show the Simpson et al. (2014)
P (z), the sum of the photometric redshift probability distributions of each
galaxy, both including redshifts derived from H-band absolute magnitude
modelling for ‘non-detections’ (see Simpson et al. for details, solid green
line) and for photometric detections only (dotted green line). The square
marker indicates the observed median redshift (includingH-band modelled
redshifts), with associated errors. The magenta solid line is the distribution
for the simulated, combined 17.5 deg2 field with the shaded region show-
ing the 10-90 percentiles of the distributions from the 50 individual fields.
The boxplot shows the distribution of median redshifts for each of the 50
individual fields, the whiskers indicate the full range, with the box and line
indicating the inter-quartile range and median respectively.
Our model exhibits a high redshift (z > 4) tail when compared
to the top panel of Fig. 9, due to the inclusion of fainter galaxies in
this sample, and is in excellent agreement with the median redshift
of the observed distribution. We performed the K-S test between
each of our 50 follow-up redshift distributions and the ALESS dis-
tribution and find a low median p value of 0.16 with 18% of the
K-S tests exhibiting p < 0.05. We do note, however, that the MH
band modelling of the 19 ‘non-detections’ (∼ 20% of the sample),
and the sometimes significant photometric errors may affect the ob-
served distribution.
We also investigate whether or not our model reproduces the
same behaviour as seen in ALESS between redshift and S850µm
in Fig. 14. Our model predicts that at lower redshift our simulated
SMG population is generally brighter whilst in the observational
data the opposite appears to be the case. However, Simpson et al.
(2014) argue that this trend in their data is not significant and that
their non-detections, 14/19 of which are at S870µm < 2 mJy, would
most likely render it flat if redshifts could be determined for these
galaxies.
5 MULTI-WAVELENGTH SURVEYS
Until now we have focussed on surveys performed at 850 µm,
traditionally the wavelength at which most sub-mm surveys have
been performed. However, there are now a number of observational
c© 2014 RAS, MNRAS 000, 1–15
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Figure 14. Relation between S850µm and redshift for our simulated follow-
up galaxies over our combined 17.5 deg2 field. Solid line shows the median
redshift in a given 1 mJy S850µm bin with errorbars indicating the inter-
quartile range. Observational data from Simpson et al. (2014) has been
binned in 2 mJy bins, with the median redshift plotted as the white squares
with errorbars indicating 1σ bootstrap errors.
blank-field surveys performed at other sub-mm wavelengths (e.g.
Scott et al. 2012; Chen et al. 2013; Geach et al. 2013). In this sec-
tion we briefly investigate the effects of the finite single-dish beam-
size at 450 µm (∼ 8′′ FWHM e.g. SCUBA2/JCMT) and 1100 µm
(∼ 28′′ FWHM e.g. AzTEC/ASTE8). We add that due to our self-
consistent dust model the results presented in this section are gen-
uine multi-wavelength predictions and do not rely on applying an
assumed fixed flux ratio9.
We create lightcones as described in Section 2.3, taking the
lower flux limit at which we include galaxies in our lightcone cata-
logue as the limit above which 90% of the EBL is resolved at that
wavelength, as predicted by our model. This is 0.125 (0.02) mJy at
450 (1100) µm. As at 850 µm, our EBL predictions are in excellent
agreement with observational data from the COBE satellite. At 450
(1100) µm we predict a background of 140.1 (23.9) Jy deg−2 com-
pared to 142.6+177.1−102.4 (24.8
+26.5
−20.8) Jy deg
−2 found observationally
by Fixsen et al. (1998). We follow the same procedure as described
in Section 2.4 for creating our mock maps. However, we change
the standard deviation of our Gaussian white noise such that the
match-filtered noise-only maps have a σ of ∼ 4 (1) mJy/beam at
450 (1100) µm to be comparable to published blank-field surveys
at that wavelength (e.g. Aretxaga et al. 2011; Casey et al. 2013).
Thumbnails of the same area, but for different wavelength
maps, are shown for comparison in Fig. 15. The effect of the beam
size increasing with wavelength is clearly evident, as is the result-
ing multiplicity of some of the sources. Drawing physical conclu-
sions from this source multiplicity is not trivial. Selection at shorter
wavelengths tends to select lower redshift and/or hotter dust tem-
perature galaxies. For example, for an arbitrary flux limit of 1 mJy
the median redshifts of the 450, 850 and 1100 µm populations in
our model are 2.31, 2.77 and 2.93 respectively. This is complicated
8 Aztronomical Thermal Emission Camera/Atamaca Sub-millimetre Tele-
scope Experiment
9 At 450 µm galaxies at high redshift (z & 5.5) have λrest < 70 µm and
therefore the sub-mm flux calculated by our dust model may be systemati-
cally incorrect when compared to GRASIL predictions (see Section 2.2). We
expect the contribution of such galaxies to our 450 µm population to be
small.
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Figure 16. Predictions for cumulative blank-field single-dish number
counts at 1100 µm. Number counts from our lightcone (red line) and
28′′ FWHM beam (σ = 1 mJy/beam) source-extracted (green solid line)
catalogues are shown. The shaded regions are the 10-90 percentiles of
our individual field number counts. We also show number counts derived
from a smaller field with Gaussian white noise of σ = 0.5 mJy/beam
(green dotted line). Blank field single-dish observational data is taken from
Scott et al. (2012; magenta circles) and serendipitous ALMA 1300 µm
number counts from Hatsukade et al. (2013; cyan squares) assuming
S1300µm/S1100µm = 0.71.
further by the fact that, as we have shown in this paper, at sub-mm
wavelengths single-dish detected sources are likely to be composed
of multiple individual galaxies, which may (or may not) also be
bright at other wavelengths depending on the SED of the object,
and that these galaxies are generally physically unassociated. If we
restrict our analysis to galaxies only, thus avoiding complications
caused by the single-dish beam, and consider flux limits of 12, 4
and 2 mJy at 450, 850 and 1100 µm respectively10 we find median
redshifts of 1.71, 2.26 and 2.55 for selection at each wavelength re-
spectively. If we now consider a sample that satisfy these selection
criteria at all wavelengths we find a median redshift of z = 2.09,
and that this sample comprises 52, 80 and 66% of the single band
selected samples at 450, 850 and 1100 µm respectively. It is un-
surprising that the multi-wavelength selected sample overlaps most
with the intermediate 850 µm band.
In Fig. 16 we present the 1100 µm number counts from our
source-extracted and lightcone catalogues. The observational data
from Scott et al. (2012) is a combined sample of previously pub-
lished blank field single-dish number counts from surveys of vary-
ing area and sensitivity with a total area of 1.6 deg2, 1.22 deg2 of
which were taken using using the AzTEC/ASTE configuration. As
at 850 µm, considering the effects of the finite beam-size brings
the model into better agreement with the single-dish observational
data. We also plot, from Hatsukade et al. (2013), 1300 µm num-
ber counts derived from serendipitous detections found in targeted
10 These flux limits were motivated by the median flux ratios of our light-
cone galaxies of S1100µm/S850µm ≈ 0.5 and S850µm/S450µm ≈ 0.3
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Figure 15. Thumbnails of the same 0.2 × 0.2 deg2 area as depicted in panels (a)-(d) of Fig. 3 but at (a) 450 µm, (b) 850 µm and (c) 1100 µm. Overlaid
are the > 3.5σ sources, as circles centred on the source position with a radius of
√
2×FWHM of the telescope beam at that wavelength. In (d) the > 3.5σ
sources at each wavelength are overlaid, without background for clarity.
ALMA observations of star-forming galaxies at z ∼ 1.4 (converted
to 1100 µm counts assuming S1300µm/S1100µm = 0.71 as is done
in Hatsukade et al.). These benefit from the improved angular res-
olution of the ALMA instrument ∼ 0.6 − 1.3′′ FWHM and can
thus probe to fainter fluxes than the single-dish data. Due to the
higher angular resolution of these observations they are to be com-
pared to the lightcone catalogue number counts (red line) and show
good agreement with our model. However, we caution that due to
the targeted nature of the Hatsukade et al. observations they may
not be an unbiased measure of a blank field population. As the
Scott et al. (2012) counts are derived from multiple fields of vary-
ing area and sensitivity, we also show in Fig. 16 number counts
derived from a single 0.2 deg2 field which has matched-filtered
noise of 0.5 mJy/beam (green dotted line), similar to the 1100 µm
counts from the SHADES fields (Hatsukade et al. 2011) used in the
Scott et al. (2012) sample. This shows better agreement with the
Scott et al. data in the range 1 . S1100µm . 5 mJy (at brighter
fluxes the smaller field will suffer from a lack of bright objects)
which leads us to the conclusion that the discrepancy between our
σ = 1 mJy/beam number counts (green solid line) and the Scott
et al. (2012) data is due more to our assumed noise than of physical
origin. As instrumental/atmospheric noise is unlikely to be Gaus-
sian white noise in real observations, and various methods are used
in filtering the observed maps to account for this, which we do not
model here, we consider further investigation of the effect of such
noise on observations beyond the scope of this work. At & 5 mJy
our σ = 1 mJy/beam, 0.5 deg2 number counts (solid green line)
agree well with the Scott et al. (2012) data, as the field size is more
comparable to the largest field used in Scott et al. (0.7 deg2), and
instrumental noise will have less of an effect on both the simulated
and observational data.
The number counts at 450 µm are presented in Fig. 17. We
attribute the enhancement in our simulated source-extracted counts
at S450µm ∼ 8 mJy to Eddington bias caused by the instrumental
noise rather than an effect of the 8′′ beam. In order to account for
this we ‘deboost’ our S450µm > 5 mJy sources following a method
similar to one outlined in Casey et al. (2013). The total galaxy flux
of each of our S450µm > 5 mJy sources is calculated as described
in Section 3.2 and we plot this as a ratio of source flux in Fig.
18. We multiply the flux of our 450 µm sources by the median of
this ratio (red line) before re-calculating the number counts (green
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Figure 17. Predictions for cumulative blank-field single-dish number
counts at 450 µm. Number counts from our lightcone (red) and 8′′ FWHM
beam (σ = 4 mJy/beam) source-extracted (green) catalogues are shown for
our combined 25 deg2 field. The dotted green line shows the de-boosted
source-extracted counts for the combined field (see text). The shaded re-
gions show the 10-90 percentiles of our individual field number counts. Ob-
servational data is taken from Casey et al. (2013; magenta squares), Geach
et al. (2013; green triangles) and Chen et al. (2013; cyan circles).
dotted line in Fig. 17). These corrected number counts show good
agreement with observational data in the flux range 5 . S450µm .
20 but may slightly overestimate the counts for S450µm & 20.
6 SUMMARY
We present predictions for the effect of the coarse angular-
resolution of single-dish telescopes, and field-to-field variations,
on observational surveys of SMGs. An updated version of the GAL-
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Figure 18. Ratio of total galaxy flux (see Section 3.2) to source flux at
450 µm. Red line and errorbars shows median and inter-quartile range in a
given logarithmic flux bin respectively. For clarity, only 5% of sources have
been plotted as grey dots.
FORM semi-analytic galaxy formation model is coupled with a self-
consistent calculation for the reprocessing of stellar radiation by
dust in order to predict the sub-mm emission from the simulated
galaxies. We use a sophisticated lightcone method to generate mock
catalogues of SMGs out to z = 8.5, from which we create mock
sub-mm maps replicating observational techniques. Sources are ex-
tracted from these mock maps to generate our source-extracted cat-
alogue and show the effects of the single-dish beam on the pre-
dicted number counts. To ensure a realistic background in our
maps, we include model SMGs down to the limit above which 90%
of our total predicted EBL is resolved. Our model shows excellent
agreement with EBL observations from the COBE satellite at 450,
850 and 1100 µm. We generate 50× 0.5 deg2 randomly orientated
surveys to investigate the effects of field-to-field variations.
The number counts from our 850 µm source-extracted cata-
logues display a significant enhancement over those from our light-
cone catalogues at brighter fluxes (S850µm > 1 mJy) due to the
sub-mm emission from multiple SMGs being blended by the finite
single-dish beam into a single source. The field-to-field variations
predicted from both lightcone and source-extracted catalogues for
the 850 µm number counts are comparable to or less than quoted
observational errors, for simulated surveys of 0.5 deg2 area with
a 15′′ FWHM beam (∼ SCUBA2/JCMT). Quantitatively we pre-
dict a field-to-field variation of 0.34 dex at S850µm = 10 mJy in
our source-catalogue number counts. Typically ∼ 3−6 galaxies to
contribute 90% of the galaxy flux of an S850µm = 5 mJy source,
and this multiplicity slowly decreases with increasing flux over the
range of fluxes investigated by blank-field single-dish surveys at
850 µm. We find further that these blended galaxies are mostly
physically unassociated, i.e. their redshift separation implies that
they are chance projections along the line of sight of the survey.
Our redshift distributions predict a median redshift of z50 =
2.0 for our ‘bright’ (S850µm > 5 mJy) galaxy population and
z50 = 2.8 for our ‘faint’ (S850µm > 1 mJy) galaxy population. We
leave these as predictions for blank field interferometric surveys
of comparable area. We also observe that the field-to-field varia-
tions we predict for our bright population are comparable to those
expected for Poisson errors, whereas for our faint population the
field-to-field variations are greater than Poisson.
A comparison between the ALESS survey and our model re-
veals that the model can reproduce the observed difference between
observed single-dish and interferometer number counts, as well as
estimates for the multiplicity of single-dish sources consistent (at
∼ 2σ) with those derived observationally. It is in excellent agree-
ment with observed relations between the flux of the brightest inter-
ferometric counterpart of a source and the source flux. The model
also reproduces the median redshift of the observed photometric
redshift distribution. In addition, we predict that the majority of the
interferometric counterparts are physically unassociated, and leave
this as a prediction for future spectroscopic redshift surveys of such
objects.
We also present predictions for our lightcone and source-
extracted catalogue number counts at 450 and 1100 µm, which
show good agreement with the observational data . It is evident that
the finite beam-size does not lead to a significant enhancement of
the number counts at 450, as opposed to 850 and 1100 µm, as the
beam-size at 450 µm is significantly smaller. At 1100 µm we show
that the model agrees well with both interferometric and single-dish
observational number counts. Due to our dust model these are gen-
uine multi-wavelength predictions and do not rely on applying an
assumed fixed flux ratio.
Our results highlight the importance of considering effects
such as the finite beam-size of single-dish telescopes and field-to-
field variance when comparing sub-mm observations with theoret-
ical models. In our model SMGs are predominantly a disc instabil-
ity triggered starburst population, the sub-mm emission of which
is often blended along the line of sight of observational single-dish
surveys.
In future work we will conduct a more thorough investigation
of the properties and evolution of SMGs within the model presented
in L14, including an analysis of their clustering with and without
the effects of the single-dish beam. We hope that this, when com-
pared with future observations aided by sub-mm interferometry of
increasing sample sizes, will lead to a greater understanding of this
extreme and important galaxy population.
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