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•

For 35 years, the Chesapeake Bay has undergone nitrogen reductions and
warming

•

Data analysis and models were used to quantify the effects of reductions in
nitrogen loading

•

Nitrogen reductions have decreased the duration and southernly extent of hypoxia
in the Bay

•

From 1985-2019, warming has offset 6 – 34% of hypoxia improvements from
reductions

•

More stringent reductions are needed to improve hypoxia in a warmer climate
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ABSTRACT
Seasonal hypoxia is a characteristic feature of the Chesapeake Bay as a result of
anthropogenic eutrophication from agriculture and urban development throughout the
watershed. Although in recent years coordinated management efforts have successfully
reduced the flux of nutrients into the Bay, the overall goal of sufficient oxygen
concentrations below the pycnocline for living resources remains unfulfilled. This was
particularly apparent in 2018 and 2019 when the volume of hypoxic water exceeded the
long-term (35-year) average due to anomalously high riverine discharge. To quantify the
impact of watershed nutrient reductions, conventional statistical methods were employed
in concert with a 3-D numerical modeling approach to estimate the enhanced resiliency
of hypoxia in the Chesapeake Bay to environmental conditions in recent years. A realistic
3-D numerical model hindcast from 2016-2019 was run, along with sensitivity
experiments over the same interval that used organic and inorganic nitrogen
concentrations representative of 1985 values. Differences between these sensitivity
results and the realistic hindcast suggest that had nitrogen reductions not occurred, annual
hypoxic volumes (O2 < 3 mg L-1) would have been ~50-120% greater during the average
discharge years of 2016-2017 and ~20-50% greater during the wet years of 2018-2019.
The relative effect is even greater for O2 < 1 mg L-1, where annual volumes would have
been ~80-280% greater in 2016-2017 and ~30-100% greater in 2018-2019. The exact
magnitude of this effect is dependent on the terrestrial inputs used to run the numerical
model and is particularly sensitive to assumptions regarding organic nitrogen loading.
Numerical model results are supported by statistical analysis of observational data;
however, the magnitude of change due to nutrient reductions is greater in the numerical
modeling results than the statistical analysis. This discrepancy is largely accounted for by
warming in the Bay that has exacerbated hypoxia and offset roughly 6-34% of the
improvement from nutrient reductions. Although these results reassure policymakers and
stakeholders that their efforts to reduce hypoxia have been worthwhile, they also serve as
a reminder that greater reductions are needed to counteract the ever-increasing impacts of
climate change.
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Quantifying the increased resiliency of Chesapeake Bay hypoxia to environmental
conditions: a benefit of nutrient reductions
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INTRODUCTION

1.1 Coastal hypoxia and eutrophication
Hypoxia resulting from anthropogenic eutrophication has become one of the
greatest threats to the health of estuarine and coastal ecosystems worldwide due to its
ability to degrade habitat, decrease biodiversity, and alter food-web interactions (Diaz
and Rosenberg, 2008). In the 20th century, coastal ecosystems experienced an explosive
increase in eutrophication as human activities nearly doubled the amount of reactive
nitrogen on Earth (Boesch, 2002; Galloway et al., 2004; Howarth, 2008). This explosive
increase, which began in the 1960’s, coincided with an exponential increase in the
number of hypoxic “dead zones” around the world (Diaz and Rosenberg, 2008). Despite
ongoing management efforts, the severity of hypoxia globally is projected to increase in
the future as an ever-increasing human population places more anthropogenic stress on
coastal environments through continued land use change and climate change (Altieri and
Gedan, 2015). Although at a fundamental level the development of coastal hypoxia is
similar across all systems, where oxygen use below the pycnocline draws down oxygen
concentrations to hypoxic levels, the characteristics of hypoxia can vary substantially
between systems due to differences in both natural and anthropogenic processes (Fennel
and Testa, 2019; Howarth, 2008). Because of these differences, hypoxia needs to be
studied individually for each system in order to develop management goals that take into
account the combination of local and global drivers so that appropriate actions can be
taken to restore the ecosystem.
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1.2 Hypoxia and management in the Chesapeake Bay
Hypoxia within the Chesapeake Bay is a seasonal phenomenon, beginning in the
spring when water column stratification limits reoxygenation of deep waters and the
benthic decay of previous phytoplankton blooms lowers oxygen concentrations to
hypoxic levels (Officer et al., 1984). Hypoxia ends in the early fall when bottom waters
become reoxygenated again once Bay waters cool and stratification breaks down.
Precipitation in the watershed and the resulting riverine discharge explain a large portion
of the interannual variability in hypoxic volume due to their influence on nutrient loading
(Boynton & Kemp, 2000; Howarth et al., 2006; Zhou et al., 2014). Other factors that
have also been shown to influence the extent and intensity of hypoxia in the Chesapeake
Bay include atmospheric nitrogen deposition (Da et al., 2018), wind speed and direction
(Li et al., 2015; Scully, 2010a, 2010b), water temperature variability (Irby et al., 2018;
Lomas et al., 2002), and the strength of water column stratification (Murphy et al., 2011).
Since low oxygen conditions were first observed in the Chesapeake Bay during
the 1930s (Newcombe and Horne, 1938), researchers have tried to determine the degree
to which these conditions are anthropogenically driven. The Bay is naturally a highly
productive estuary that receives a large flux of nutrients from riverine sources due to its
large watershed that spans six states and the District of Columbia encompassing 164,200
km2 (Kemp et al., 2005). The magnitude of this nutrient flux varies in response to
changes in land use within the watershed, the most notable of which occurred during the
European colonization of the area in the 17th century. Through analysis of both
observational data (Hagy et al., 2004; Kemp et al., 2005; Officer et al., 1984) and proxies
within sediment cores (Cooper and Brush, 1991, 1993), current low oxygen conditions
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within the Chesapeake Bay have been definitively attributed to anthropogenic
eutrophication.
These low oxygen conditions negatively impact lower trophic levels within the
Bay by decreasing the biomass, density, and diversity of benthic infauna as a result of
physiological stress and increased susceptibility to predation (Diaz et al., 1992; Long and
Seitz, 2008; Seitz et al., 2009). Low oxygen conditions can also directly impact higher
trophic levels in the Chesapeake Bay by limiting the available habitat for fish and sharks
(Buchheister et al., 2013; Crear et al., 2019), restricting access to prey (Nestlerode and
Diaz, 1998), and even causing mortality when hypoxic water is rapidly upwelled into
shallower areas (Breitburg, 2002). This deterioration of ecosystem health increased as the
extent of hypoxia expanded through the second half of the 20th century due to increased
fertilizer usage and enhanced eutrophication (Hagy et al., 2004; Kemp et al., 2005).
Management efforts to restore ecosystem health within the Chesapeake Bay began
in 1976 when Congress directed the U.S. Environmental Protection Agency (USEPA) to
conduct a 5-year study on water quality in the Bay in response to a visible decline in
natural resources (USEPA, 1982). This study highlighted that nutrient over-enrichment
was the primary cause of this decline, and prompted the creation of the Chesapeake Bay
Program (CBP) through the first Bay agreement (CBP, 1983). Subsequent agreements set
specific restoration goals and nutrient reduction targets (CBP, 1987, 2000), providing a
framework from which management actions could proceed. A Total Maximum Daily
Load (TMDL) for the Chesapeake Bay was put in place in 2010, providing additional
impetus to limit nutrient pollution entering the Bay from point and nonpoint sources
throughout the watershed (USEPA, 2010).
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Despite the progress that has been made over the past 35 years in reducing
nutrient concentrations in most major rivers entering the Bay (Harding et al., 2016;
Hirsch et al., 2010; Testa et al., 2008), the overall goal of higher oxygen concentrations in
deep waters remains unfulfilled. Seasonal hypoxia continues to persist in large portions
of the Chesapeake Bay today, and there has been no apparent decline in hypoxic volume
in recent years. There are multiple hypotheses for why the water quality improvements
observed in the watershed are not being reflected in the estuary, with some suggesting
that the discrepancy is due to biogeochemical changes within the Bay (Kemp et al., 2005;
Testa and Kemp, 2012) while others posit that it is due to external climate factors (Du et
al., 2018; Ni et al., 2020; Scully, 2010a).
From the biogeochemical standpoint, one potential explanation for this lack of
estuarine response to nutrient reductions in the watershed is that the Chesapeake Bay has
undergone a regime shift (Duarte et al., 2009), where positive feedbacks such as
enhanced recycling of ammonium and phosphate in sediments and the decline in oyster
populations under low oxygen conditions have transformed the system to further support
hypoxia (Cerco and Noel, 2007; Kemp et al., 2005; Newell, 1988; Testa and Kemp,
2012). Another plausible explanation is that to-date reductions in nitrogen and
phosphorous inputs to the Bay are mainly the result of a decrease in atmospheric nitrogen
deposition and upgrades to wastewater treatment plants that occurred prior to the
implementation of the TMDL in 2010. Nutrient reductions from nonpoint sources
including agriculture, urban runoff, and septic tanks have fallen short of their projected
targets due to numerous socio-economic and political barriers to management (Boesch,
2019). These shortfalls could also be due to the fact that the benefits of best management
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practices (BMPs) that have been implemented to mitigate nonpoint source pollution have
yet to come to fruition due to lag times in groundwater discharge (Ator et al., 2020;
Zhang et al., 2015). It is also possible that these BMPs are simply less effective than
anticipated and that more nutrients are ending up in the Bay than watershed models are
predicting (Boesch, 2019). However, this is unlikely to be a major factor since there is
observational evidence of nutrient reductions within numerous rivers throughout the
watershed.
Changes to the physical dynamics within the Bay in response to external climate
factors have also been highlighted as a potential explanation for why there has not been
an improvement in bottom oxygen concentrations in the Chesapeake Bay despite nutrient
reductions. One example of this is that since 1980, the Bermuda high has generally
remained in a position that favors more westerly wind over the Bay (Du et al., 2018;
Scully, 2010a). Since winds from the west are least efficient at ventilating hypoxic
bottom waters (Scully, 2010b), this condition has likely caused an increase in hypoxic
volume during this period (Du et al., 2018). In addition to changes in wind, it is possible
that increased temperature and precipitation due to climate change has already effectively
masked some of the expected improvements in bottom oxygen by further promoting
hypoxia (Irby et al., 2018; Ni et al., 2019, 2020). Since there is already evidence that
some of the positive feedbacks in biogeochemistry that further support hypoxia are
weakening (Schulte et al., 2009; Testa et al., 2018), and it is anticipated that current
BMPs to combat nonpoint source pollution will eventually produce expected results, the
impact of climate change is likely to become the most important factor counteracting the
impacts of management within the Chesapeake Bay in the future.
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1.3 Climate change impacts on hypoxia
Climate change can influence hypoxia through various mechanisms (Altieri and
Gedan, 2015), however the most pertinent ones with respect to the Chesapeake Bay are
warming, sea level rise, and changes in precipitation (Boesch et al., 2007; Irby et al.,
2018). Warming temperatures can decrease oxygen concentrations at depth both
biologically through increased microbial respiration and physically through reduced
oxygen solubility and increased stratification (Altieri and Gedan, 2015). In the Bay,
because stratification is driven primarily by vertical gradients in salinity rather than
temperature (Murphy et al., 2011), decreased oxygen solubility and increased microbial
respiration are the dominant processes by which warming enhances hypoxia (Du et al.,
2018; Irby et al., 2018; Lomas et al., 2002). Projected increases in sea level have been
shown to slightly curtail hypoxic volumes in the Chesapeake Bay by decreasing
respiration as the result of a greater volume of water in the Bay effectively decreasing
bottom temperatures during the summer (St-Laurent et al., 2019). This impact, however,
only slightly offsets the increase in hypoxia expected due to warming (Irby et al., 2018).
Changes in precipitation influence hypoxia by altering riverine discharge and therefore
the amount of nutrients delivered to the estuary from the watershed. Although there
remains a great deal of uncertainty in future predictions of precipitation and streamflow
in the Chesapeake Bay watershed under climate change (Najjar et al., 2009), evidence
suggests that both storm intensity and December through February streamflow in the
Susquehanna River may increase in the future (Irby et al., 2018; Najjar et al., 2010;
Najjar, 1999). The enhanced delivery of nutrients that will result from this change, along
with the negative impacts of warming, pose a significant challenge for reducing hypoxia
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in the Bay in the future and requires that management efforts overcome these competing
impacts of climate change in order to abate nearly 300 years of anthropogenic
eutrophication.

1.4 Resiliency to hypoxia
One way to quantify the impact of nutrient management efforts is to estimate how
much worse hypoxia would have been if no nutrient reductions had taken place, with the
difference between this extra hypoxia and the hypoxia that occurred referred to here as
the increased “resiliency” for that period. It has been suggested that nutrient reductions
over the 35-year period from 1985-2019 have made Chesapeake Bay hypoxia more
resilient during years with high riverine discharge (Maryland Department of Natural
Resources, 2019), however this idea has been challenged recently as record-breaking
precipitation throughout the watershed in 2018 and 2019 led to high riverine discharges
that fueled particularly large volumes of hypoxic water. The magnitude of resiliency can
be quantified directly by applying conventional statistical methods, such as generalized
linear models (GLMs), to time series of hypoxic volume and freshwater discharge. It is
hypothesized that the same freshwater discharge in the 2010s will be associated with a
lower nutrient load than in the 1980s due to nutrient reductions, which will result in a
change in the relationship between discharge and hypoxic volume. Although a resiliency
estimate derived from this change in relationship is meaningful, it cannot directly address
the contribution of nutrient reductions nor can it account for the other factors that
influence hypoxia as outlined above (e.g., winds and water temperature). To provide a
more mechanistic assessment of how nutrient reductions have increased Bay resiliency to
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high discharge years, a 3-D numerical model is also used to isolate the impact of nutrient
reductions while also fully representing the other conditions that influence hypoxia.
Additional advantages of this numerical modeling approach are that the spatial and
temporal impacts of reductions are more highly resolved since numerical models can
provide results at a higher spatiotemporal resolution than the available monitoring data.
By generating a greater understanding of the Bay’s increased resiliency as a result of 35
years of nutrient reductions, this study can assist managers and policymakers in better
evaluating the impact that management actions have already had, so that they can
continue to support and/or modify these actions if needed to achieve the overall goal of
improved water quality throughout the Bay. This study can also help provide the public
with confidence that the efforts to decrease nutrient inputs to the Bay are effectively
improving the health of the ecosystem.

2

METHODS
In this study, a conventional statistical method was employed in concert with a

3-D numerical modeling approach. The statistical method used GLMs to quantify
changes in the relationship between riverine discharge and data-based estimates of
hypoxic volume over the 35-year period from 1985-2019. The numerical modeling
approach focused specifically on the four-year period from 2016-2019; an interval
characterized by two average discharge years (2016 and 2017) and two very wet years
(2018 and 2019), relative to the previous 80 years on record. Realistic hindcasts of this
period were run and compared to sensitivity experiments run over the same period. The
sensitivity experiments used the same hydrology as the realistic run but with nutrient or
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temperature conditions representative of 1985 values. The GLM and numerical model
approaches provide two independent methods of evaluating any enhanced resiliency of
Chesapeake Bay hypoxia to environmental conditions over the 1985 to 2019 time period.

2.1 Available data
A plethora of physical and biogeochemical data exist within the Chesapeake Bay
as a result of the CBP’s water quality monitoring program (WQMP) that began in 1984.
This program spans the full extent of the estuary through the routine sampling of 49 fixed
stations in the mainstem of the Bay and 105 fixed stations within the Bay’s tidal
tributaries (CBP, 2012). These stations are typically sampled once per month, with
mainstem and larger tributary stations sampled twice per month during the warmer parts
of the year. At each station, hydrographic vertical profiles measuring temperature,
salinity, and dissolved oxygen (O2) are made at 1-2 m intervals throughout the water
column. Water samples are also taken from the surface and bottom of the water column
and at locations above and below the pycnocline. Laboratory analysis is performed on
these water samples for dissolved and particulate constituents (e.g., nutrients, pigments,
and suspended solids; CBP 2012).
Data-based estimates of hypoxic volume for specific thresholds, e.g., O2 <
3 mg L-1 and O2 < 1 mg L-1, were obtained monthly to twice-monthly by spatially
interpolating available data from CBP’s WQMP during each sampling period (A. Bever,
pers. comm., November 16, 2020). Thresholds of 3 and 1 mg L-1 were the focus of this
analysis as they correspond to the O2 requirements of ecologically important species
within the Chesapeake Bay, and are therefore important values in the O2 criteria for the
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deep-water and the deep-channel in the Bay (USEPA, 2003). The interpolation to obtain
hypoxic volume was performed in the same manner as in previous studies (Bever et al.,
2013, 2018), except that data from 54 stations were used instead of 13 (Fig. 1). Using 54
stations improves the estimates by filling spatial gaps in data coverage when key stations
are missing without substantially increasing the temporal uncertainty associated with a
longer overall sampling period. The specific date assigned to each hypoxic volume
estimate is the average of the collection dates of all the stations used in the interpolation.
Following Bever et al. (2021), all data collected within ±7 days of a data collection event
at station CB3.2 was used in an individual interpolation. CB3.2 was chosen as it has been
sampled more often than any other station considered in the interpolation.
Annual hypoxic volume, otherwise known as cumulative hypoxic volume (Bever
et al., 2013) or total annual hypoxic volumes, was calculated in order to quantify the total
amount of hypoxia for a given year. This was accomplished by first linearly interpolating
the hypoxic volume estimates from each sampling period to obtain a value for each day,
and then calculating the sum of these daily values over a calendar year. The resulting
time series consists of annual estimates of volumes of water with oxygen less than a
specific threshold, spanning the 35-year period from 1985-2019 in units of km3 days.
A time series of the estimated average annual freshwater discharge entering the
Chesapeake Bay over a water year (October-September) was obtained for the same
period (1985-2019) from the USGS (USGS, 2021). These values of total streamflow
entering the Bay are calculated by the USGS using discharge data from gauges on the
three largest rivers entering the Bay: the Susquehanna, Potomac, and James rivers.
Together, these rivers account for ~70% of the total freshwater flow entering the Bay.
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When examined in the context of hypoxia, averaging freshwater discharge over a water
year is preferred to an average over a calendar year, since discharges that occur late in the
calendar year (e.g., November) do not influence summer hypoxic conditions associated
with that calendar year, but may affect hypoxia the following summer.

2.2 Statistical analysis
An estimate of the increased resiliency of Chesapeake Bay hypoxia during high
riverine freshwater discharge periods was obtained by applying GLMs to the annual
hypoxic volume and freshwater discharge data described in Section 2.1 above. GLMs are
useful in this context because they can be used to predict a response variable using a
combination of both continuous and categorical predictors. To investigate how the
relationship between discharge and hypoxic volume has changed over time, two 6-year
time periods in the beginning and end of the interval from 1985-2019 were selected for
analysis (i.e., 1985-1990 and 2014-2019). A set of five GLMs containing a different
number of predictors were developed using data from these time periods, where annual
hypoxic volume served as the response variable (𝑦) and freshwater discharge (𝑥! ) and a
categorical factor of time period (𝑥" ) served as potential predictors (Eqs. 1-5).

𝑦 = 𝛽#

(1)

𝑦 = 𝛽# + 𝛽! 𝑥!

(2)

𝑦 = 𝛽# + 𝛽! 𝑥"

(3)

𝑦 = 𝛽# + 𝛽! 𝑥! + 𝛽" 𝑥"

(4)

𝑦 = 𝛽# + 𝛽! 𝑥! + 𝛽" 𝑥" + 𝛽$ 𝑥! 𝑥"

(5)
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An information-theoretic approach was used to select the best GLM from this set using
corrected AIC (Akaike’s Information Criterion) statistics and Likelihood Ratio ChiSquare tests (Anderson, 2008; Burnham and Anderson, 2010; Seitz et al., 2009). The
duration of the two time periods was chosen based on the relative performance of the
GLMs, with a 6-year time period resulting in the greatest distinction between the best
GLM and the others in the set.
For the GLMs that have both freshwater discharge (𝑥! ) and the categorical time
period factor (𝑥" ) as predictors (e.g., Eqs. 4-5), two estimates of annual hypoxic volume
were obtained for all discharge values, one corresponding to each time period factor. The
enhanced resiliency was then quantified for a particular year by comparing these two
estimates of annual hypoxic volume with one another under the discharge conditions of
that year. To investigate the influence of time period duration, a sensitivity analysis was
performed by altering the number of years in the two time periods to see how this choice
altered the GLM results. The statistical analyses were repeated for the two different
classifications of hypoxia (e.g., O2 < 3 mg L-1 and O2 < 1 mg L-1).

2.3 Numerical model description
2.3.1

Estuarine model
Numerical model analysis was performed using a fully coupled hydrodynamic-

biogeochemical estuarine model developed specifically for the Chesapeake Bay
(ChesROMS-ECB; Da et al., 2018; Feng et al., 2015; Irby et al., 2018; St-Laurent et al.,
2020). The hydrodynamic model is an application of the Regional Ocean Modeling
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System (ROMS; Shchepetkin and McWilliams, 2005) to the Bay, with a 150 × 100
curvilinear grid that has an average cell resolution of 1.7 km within the Bay (Xu et al.,
2012) and 20 terrain-following vertical levels that have higher resolutions near the
surface and bottom of the water column (Fig. 1). The biogeochemical model represents
full carbon and nitrogen cycles through multiple state variables including: nitrate (NO3-),
ammonium (NH4+), O2, chlorophyll-a, phytoplankton, zooplankton, inorganic suspended
solids, small and large detrital nitrogen and carbon, and semi-labile and refractory
dissolved organic nitrogen and carbon (Feng et al., 2015), as well as dissolved inorganic
carbon and total alkalinity (St-Laurent et al., 2020). For simplicity, these variables were
classified into specific groups that are referred to later in the text: dissolved inorganic
nitrogen (DIN) includes NO3- and NH4+; particulate organic nitrogen (PON) includes
phytoplankton, zooplankton, and small and large detrital nitrogen; dissolved organic
nitrogen (DON) includes semi-labile and refractory pools; organic nitrogen (ON)
represents the sum of PON and DON; and total nitrogen (TN) includes all nitrogen state
variables, i.e. the sum of ON and DIN. The numerical model equations and parameters
are the same as those described in St-Laurent et al. (2020) except for two minor
modifications: (1) the remineralization rates of DON and dissolved organic carbon
(DOC) at 0°C was decreased from 0.00765 d-1 and 0.012 d-1, respectively, to 0.0028 d-1 in
order to improve modeled DON skill, and (2) the Jerlov water type parameter in the
numerical model was increased from type 3 to 5, as in Hinson et al. (2021), in order to
improve the accuracy of modeled temperatures in the mainstem Bay. This Jerlov water
type parameter impacts how light is attenuated with depth, with higher numbers
indicating greater attenuation.
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2.3.2

Watershed models
All simulations were run with terrestrial inputs (freshwater and nutrients) derived

from a combination of USGS gauge data and two separate watershed models: the CBP’s
Phase 6 watershed model (CBP, 2017) and the Dynamic Land Ecosystem Model (DLEM;
Pan et al., 2021; Tian et al., 2015; Yang et al., 2015a,b; Yao et al., 2021). The use of two
independent watershed models helps to quantify the uncertainty associated with
estimating nutrient loading to the Bay by providing a range of possible values instead of a
single value from one watershed model. Because the outputs from Phase 6 and DLEM do
not yet extend past 2015, the freshwater discharge for 2015-2019 was derived from
USGS gauge data (USGS, 2020) and upscaled for each river to include inputs from the
portions of the watershed downstream of the gauges. As in Bever et al. (2021), daily
gauge flow was regressed against daily DLEM flow that included watershed areas below
the gauge for the period where the two time series overlap in 2014 and 2015. The
resulting equation was employed to convert 2016-2019 gauge data to estimated total
watershed inputs. These DLEM-scaled values were used in all simulations, with the
average annual freshwater discharge from the nine tributary inflows amounting to
110 km3 yr-1 over the 2016-2019 period.
The concentrations of terrestrial nutrients in 2015-2019 were estimated using
relationships between the different biogeochemical constituents and discharge (m3 s-1) in
the watershed models from 2010-2014. Specifically, the 2010-2014 concentrations were
log-transformed for each river and binned by their corresponding log-transformed
discharges every 0.25 log(discharge) value from 0-4. Within each of these bins, median
log-transformed concentrations were calculated and used as the concentration estimates
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for the central discharge values in the bins. To make these concentration estimates
continuous across all discharges, the values between these central discharges were
obtained through interpolation using a piecewise cubic Hermite interpolating polynomial.
For values outside of the central discharges for the highest and lowest bins with data, the
median concentrations of these bins were used to estimate concentrations rather than
extrapolating this relationship outside of the range of data. The resulting relationships
were very similar to those obtained when a LOESS curve was fit to the log-transformed
values. When multiplied by discharge, these concentrations for Phase 6 (DLEM) yield
average annual loadings of 145 Gg yr-1 (104 Gg yr-1) for inorganic nitrogen and
40 Gg yr-1 (59 Gg yr-1) for organic nitrogen over the 2016-2019 period.
To fully link the terrestrial and estuarine systems, variables from the watershed
models must be partitioned into specific variables represented in the estuarine model. For
Phase 6, the partitioning was done in the same manner as in previous work (Irby and
Friedrichs, 2019), where semi-labile DON concentrations in ChesROMS-ECB riverine
inputs were estimated as 100% of the biological oxygen demand of organic nitrogen and
80% of phytoplankton nitrogen, refractory DON concentrations were estimated as 20% of
the total watershed refractory DON, and small detrital nitrogen concentrations were
estimated as 20% of phytoplankton nitrogen and 80% of the total watershed refractory
DON. Since DLEM only provides estimates of total DON and ChesROMS-ECB requires
estimates of the semi-labile and refractory components of DON, the relationship between
discharge and the ratio of refractory DON to total DON from the Phase 6 model was used
to partition total DON in DLEM into refractory and semi-labile pools. The resultant
riverine inputs were provided to ChesROMS-ECB at nine distinct river locations (Fig. 1).
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2.3.3

Model forcing
ChesROMS-ECB was forced at the surface using estimates of air temperature,

downwelling longwave radiation, net shortwave radiation, air pressure, precipitation, and
relative humidity from a 0.25 degree resolution atmospheric reanalysis (ERA5) produced
by the European Centre for Medium-Range Weather Forecasts (C3S, 2017). Rather than
using the wind from ERA5, a higher resolution wind product from the North American
Mesoscale Forecast System (NAM) was used to force the numerical model (National
Centers for Environmental Information, 2020), as ChesROMS-ECB has demonstrated
greater skill with respect to hypoxia using NAM winds compared to ERA5 (authors
unpublished data). The NAM wind product (12 km resolution prior to 2018 and 3 km
resolution thereafter) provides estimates of wind speed and direction that more
effectively capture the position of gradients in wind speed over the Bay and along the
coastline and has been successfully used for several years in the operational forecast
version of ChesROMS-ECB (Bever et al., 2021).
The open ocean boundary was forced with monthly climatological averages of
temperature and salinity computed from in situ data in the World Ocean Database from
2008-2018 (Boyer et al., 2018). These monthly averages were assumed to be
representative of the central year over this interval (2013), and information for
subsequent years (2014-2019) was computed by projecting this climatology forward
using a long-term trend calculated from the same dataset over a longer period of time (Da
et al., 2021). The long-term trends were computed individually for each month using a
linear regression of depth averaged values (0-35 meters) along the boundary spanning the
years 1985-2018 and the latitudinal interval from 36° to 37.8°N (Da et al., 2021; Hinson
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et al., 2021). Sea surface height forcing to the numerical model was derived using tidal
harmonics from the Advanced Circulation model (Luettich et al., 1992) and hourly
nontidal water levels from observation stations in Duck, NC and Lewes, DE (Da et al.,
2018).

2.4 Numerical model skill assessment
A realistic numerical model hindcast (termed the “Realistic” scenario) was
performed using the models and forcing described above for the time period 2016-2019
(Table 1). Numerical model skill was assessed quantitatively by comparing available data
from CBP’s WQMP (Section 2.1) with hourly output from the model that is closest in
space and time to each individual observation. This comparison was performed by
computing the means and standard deviations of observations and model output
individually, as well as the bias, root-mean squared difference (RMSD), and correlation
between them. Specifically, observations of temperature, salinity, O2, NO3-, NH4+, and
DON, grouped into above and below 10 m depths at 54 stations (Fig. 1) from 2016-2019
were used in the comparison. These stations were chosen as they are the same stations
used to derive interpolated estimates of hypoxic volume from the water quality
monitoring cruises. In addition to being summarized in tabular form, these metrics are
displayed graphically through Target diagrams which display skill by representing
standard deviation normalized RMSD as the distance from the origin on a plot where
normalized bias and normalized unbiased RMSD are on the x- and y-axes, respectively
(Hofmann et al., 2008; Jolliff et al., 2009). The resulting figures from this analysis are
described in section 3.2.

18

Model-data comparison plots were also employed as a qualitative skill assessment
in order to provide a more intuitive and descriptive representation of numerical model
accuracy and to highlight differences in numerical model performance both spatially and
temporally. Spatial performance was investigated by comparing seasonal averages of
model output with observations from monitoring stations throughout the Bay. Temporal
skill was examined through time series of hourly model output and available observations
at key stations spanning the extent of hypoxia in the Bay. Additionally, skill with respect
to hypoxic volume was investigated by comparing the time series of daily hypoxic
volume from the numerical model with estimates of hypoxic volume based on the
interpolation of observed O2 from CBP’s WQMP. Through this combination of both
quantitative and qualitative skill assessments, the strengths and limitations of the
numerical model can be properly identified, and a comprehensive picture of model
performance can be achieved.

2.5 Sensitivity experiments
In addition to the Realistic scenario described above, six sensitivity experiments
were conducted over the same period (2016-2019) in order to determine the impact that
changing conditions had on the volume of hypoxic water (Table 1). All simulations
included a one-year spin-up with a realistic initial condition beginning in January 2015 to
ensure that the results from the first year of simulation did not include transient effects.
To investigate the effect that nitrogen reductions had on hypoxia, the concentrations of
specific nitrogen constituents were altered in the nutrient sensitivity experiments to
reflect 1985 values while keeping everything else constant. In addition, the impact of
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temperature change on hypoxia was investigated by altering atmospheric inputs from the
Realistic scenario to reflect 1985 conditions. The impact of each of these individual
drivers was examined by comparing numerical model output from the sensitivity
experiments with results from the Realistic scenario.

2.5.1

Experiment 1: 1985 TN
In the 1985 TN experiment (Table 1) riverine nutrient concentrations in 2016-

2019 are set to concentrations representative of conditions in 1985. Specifically, a
percentage change in nitrogen loading from 1985 to 2019 was calculated for each of the
nine river basins entering ChesROMS-ECB (Fig. 1). The load within each of these basins
was subdivided into two separate components: the portion of the load from the watershed
above the River Input Monitoring (RIM) stations (above RIM) and the portion of the load
from the watershed below the RIM stations (below RIM). This was done because the
above RIM loads can be estimated using the available data at the RIM stations while the
below RIM loads can only be estimated using watershed models. For the river basins that
do not contain a RIM station (Nanticoke and Elk), the total loading was considered to be
below RIM. For the river basins that contain multiple RIM stations (James and York), the
above RIM loading was represented by the sum of these stations (the Appomattox and
James RIM stations for the James basin and the Pamunkey and Mattaponi RIM stations
for the York basin).
For the above RIM portion of the watershed, TN and NO3- results from a
“stationary” implementation of the Weighted Regression on Time, Discharge, and Season
(WRTDS) were used to estimate the change in loading over the 35-year period. The
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WRTDS method calculates nutrient loading by creating a daily time series of estimated
nutrient concentrations from sparse, instantaneous observations of concentration using a
weighted regression. For this regression, weights are computed based on the relevance of
each observation to the estimation point with respect to time, discharge volume, and
season (Hirsch, 2014; Hirsch et al., 2010). In other words, observations that were
collected nearer in time, at a similar time of the year, and under similar flow conditions as
the estimation date are given preference over other observations during the estimation of
concentrations. This continuous concentration time series is then used along with the
corresponding continuous measurements of discharge to estimate the total loading for a
specific time interval.
The stationary WRTDS model is similar to the standard WRTDS model except
that it allows a temporally invariant regression surface to be applied for concentration
predictions over the entire time period (Zhang et al., 2016). For this specific case, the
temporally invariant regression surfaces were reflective of specific years. To examine the
change in loading from 1985-2019, WRTDS was run twice over this 35-year period: once
with stationary 1985 nutrient concentrations and once with stationary 2019 nutrient
concentrations (Q. Zhang, pers. comm., January 19, 2021). The resulting difference in
loading between these two stationary models reflects the change in loads over the 35-year
period under the discharge and seasonal conditions of a given year (Zhang et al., 2016).
Since the numerical model simulations span the four-year period from 2016-2019, each
with different discharges, a unique change in loading was obtained for each of the four
years in that interval using this approach.
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These changes in loading were applied to the sensitivity experiments by first
distributing them among the various ChesROMS-ECB nitrogen state variables (NO3-,
NH4+, semi-labile DON, refractory DON, and small detrital nitrogen), as described in
detail in Appendix A. For NO3-, the change was calculated and applied directly since
there is a NO3- state variable in the numerical model. For the other nitrogen constituents,
the respective values for 1985 and 2019 had to be estimated from TN loading by first
calculating the load of non-nitrate nitrogen as the remaining pool of TN once NO3- is
subtracted out. This methodology is consistent with previous studies that have also
sought to estimate other nitrogen constituents from WRTDS output (Zhang et al., 2013;
Zhang et al., 2015). This non-nitrate nitrogen loading was then subdivided into the
individual constituents using the relative proportions of nonpoint source loading from the
Phase 6 watershed model and subsequently used to calculate the change over the 35-year
period.
The change in below RIM nitrogen loading from 1985-2019 was estimated using
the Chesapeake Assessment and Scenario Tool (CAST), a web-based application of the
CBP’s Phase 6 watershed model (CBP, 2021). CAST provides annual loads of nonpoint
source TN and point source NO3-, NH4+, and organic nitrogen for the below RIM portions
of the watershed in 1985 and 2019 based on average hydrologic conditions (G. Shenk,
pers. comm., January 19, 2021). As with the above RIM loading, these values needed to
be distributed among the ChesROMS-ECB state variables (see Appendix B). For point
source DIN, changes in below RIM NO3- and NH4+ loading were applied directly to their
respective nitrogen state variables. Point source organic nitrogen loading, in contrast, had
to be subdivided into individual constituents using the relative proportions of point source
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loading from the Phase 6 dynamic watershed model before it could be applied to the
appropriate nitrogen state variables. Nonpoint source TN loading also had to be
subdivided into individual constituents using relative proportions of nonpoint source
loading before it could be applied to the variables in ChesROMS-ECB.
The total change in loading between 1985 and 2019 (∆(Total)%,',( , typically a
negative number) was calculated from the above and below RIM changes in loading
estimated for each of the nitrogen constituents (Eq. 6; Fig. 2). The subscript 𝑦 represents
each of the individual years from 2016-2019, the subscript 𝑏 represents each of the nine
river basins, and the subscript 𝑠 represents the different nitrogen species. For PON, the
total change in loading is calculated from small detrital nitrogen only as it is assumed that
there are no long-term changes in phytoplankton, zooplankton, and large detrital nitrogen
in the river inputs to the numerical model.

∆(Total)%,',( = ∆(Above RIM)%,',( + ∆(Below RIM)',(

(6)

From this total change, a percentage change in loading relative to 2019 was estimated
over the 35-year period (Eq. 7) and used to create multipliers (Eq. 8; Table S1) that were
employed to adjust the riverine nutrient concentrations in the Realistic scenario to reflect
concentrations in 1985 (Eq. 9).

%∆(Total)%,',( =
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(8)

[1985 Levels]%,',( = [Realistic]%,',( × (Multiplier)%,',(

(9)

When multiplied by the 2016-2019 discharge values, these 1985 concentrations for Phase
6 (DLEM) yield average annual loadings of 195 Gg yr-1 (139 Gg yr-1) for inorganic
nitrogen and 56 Gg yr-1 (108 Gg yr-1) for organic nitrogen. In addition to the common
metrics of daily hypoxic volume and annual hypoxic volume, a measure of “excess
hypoxia” will also be investigated using this sensitivity experiment by showing the
number of days at a particular location where hypoxia exists in the 1985 TN simulation
but not in the Realistic scenario.

2.5.2

Experiments 2 and 3: 1985 TN (High) and 1985 TN (Low)
To determine the sensitivity of the numerical model to the applied changes in

nitrogen concentration, additional experiments were performed with larger and smaller
percent changes in nutrient loading (Table 1). For 1985 TN (High), the percent changes in
loading from the 1985 TN experiment were increased by 30%, and for 1985 TN (Low) the
percent changes from the 1985 TN experiment were decreased by 30%. For example, if
the percent change in loading for a specific nitrogen constituent in a river was 50%, the
percentage applied to 1985 TN (High) would be 65% and the percentage applied to 1985
TN (Low) would be 35%. This threshold of 30% was selected as it is similar in magnitude
to the interannual variability of the multipliers used to obtain 1985-era loading for the
different nitrogen species in the Susquehanna River (Table S1), which is the river that
contributes the most to the overall nutrient loading to the Bay. For consistency, this same
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30% adjustment was applied to all rivers and nitrogen species, such that the largest
absolute changes in the sensitivity experiments were applied to the rivers and nitrogen
species with the greatest percent changes in loading.

2.5.3

Experiments 4 and 5: 1985 DIN and 1985 ON
The changes to the riverine inputs for the 1985 DIN and 1985 ON sensitivity

experiments were calculated using the same approach as for the 1985 TN experiment
(Section 2.5.1) except the concentrations of DIN and ON were altered individually for
each experiment, respectively (Table 1). For 1985 DIN, the percent changes in loading
for NO3- and NH4+ were calculated by first estimating the above RIM and the below RIM
changes in loading for the two constituents. These values were then used to calculate a
total change (Eq. 6) and a percentage change (Eq. 7) in loading in order to adjust the
concentrations of NO3- and NH4+ to reflect 1985 levels (Eqs. 8-9). For 1985 ON, the
percent changes in loading for semi-labile DON, refractory DON, and small detrital
nitrogen were calculated in the same manner by first estimating the above RIM and the
below RIM changes in loading. As with the other sensitivity experiments, these above
and below RIM changes were combined to estimate a total change (Eq. 6) and a
percentage change (Eq. 7) in loading from which the concentrations of semi-labile DON,
refractory DON, and small detrital nitrogen were altered to reflect 1985 values (Eqs. 8-9).

2.5.4

Experiment 6: 1985 Temp
A final sensitivity experiment was conducted (1985 Temp; Table 1) in which

temperatures were altered to reflect 1985 conditions when the Bay was roughly 1.4°C
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cooler in the summer (Hinson et al., 2021). As in Hinson et al. (2021), long term trends in
air temperature and downwelling longwave radiation from 1985-2019 were calculated
and used to adjust the 2016-2019 atmospheric conditions in the Realistic scenario. These
trends were calculated individually for each month at all grid cells in the same ERA5
atmospheric reanalysis used to force the numerical model (Section 2.3.3). These monthly
trends were then interpolated using a spline function in order to get a smooth continuous
time series that could be applied to the atmospheric forcing at each three-hour timestep.
This analysis ignored other mechanisms that are contributing to long-term changes in Bay
temperatures (e.g., changing ocean temperatures, changing river temperatures, sea level
rise) as air temperature and downwelling longwave radiation have been shown to be the
dominant drivers of water temperature change in the upper and mid- portion of the Bay
where hypoxia is of greatest concern (Hinson et al., 2021).

3

RESULTS

3.1 Generalized linear model results
The additive GLM predicting hypoxic volume from discharge and time period
without interaction (Eq. 4) emerged as the best GLM based on the AIC analysis and
Likelihood Ratio Chi-Square tests (Table S2). The probabilities that the additive GLM
was the best GLM were 0.92 and 0.82 for O2 < 3 mg L-1 and O2 < 1 mg L-1, respectively
(Table S2). The percent residual deviances explained by the additive GLM were
relatively low, accounting for only 25.0% and 22.9% of the null deviance for O2 <
3 mg L-1 and O2 < 1 mg L-1, respectively (Table S2).
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Likelihood Ratio Chi-Square tests comparing the additive GLM (Eq. 4) to each of
the simpler GLMs (Eqs. 1-3) indicate that having both discharge and time period as
predictors dramatically reduces the residual sum of squares. For the oxygen threshold of
O2 < 3 mg L-1, the p-values obtained from all three Likelihood Ratio Chi-Square tests are
less than 10-4 (Table S2). For the threshold of O2 < 1 mg L-1, the p-values are even
smaller (< 10-6) for the Likelihood Ratio Chi-Square tests comparing the additive GLM
with both the null GLM (Eq. 1) and the time period only GLM (Eq. 3). When compared
to the discharge only GLM (Eq. 2) however, the p-value is larger with a value of 3 x 10-3
(Table S2), indicating that the decrease in the residual sum of squares by adding time
period to the GLM as a predictor is not as great for O2 < 1 mg L-1 as it is for O2 <
3 mg L-1.
When the additive GLM (Eq. 4) is compared to the global GLM that includes
interaction between discharge and time period (Eq. 5), large p-values are obtained from
the Likelihood Ratio Chi-Square tests. This indicates that accounting for the interaction
between the two predictors does not significantly decrease the residual sum of squares.
The p-values obtained from the tests are 0.73 and 0.80 for O2 < 3 mg L-1and O2 <
1 mg L-1, respectively (Table S2). These results are congruent with AIC analysis,
highlighting that including both discharge and time period as predictors does improve
GLM performance but that accounting for the interaction between them does not.
A decrease in predicted hypoxic volume at a given discharge from the first time
period (1985-1990) to the second (2014-2019) is apparent in the additive GLM results for
O2 < 3 mg L-1 and O2 < 1 mg L-1 (Fig. 3). This decrease is larger for the O2 < 3 mg L-1
threshold (245 km3 days) compared to O2 < 1 mg L-1 (102 km3 days). The magnitude of
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this difference is the same across all discharge conditions for each threshold, as indicated
by the parallel nature of the GLM for the two time periods; however, the relative
difference in predicted hypoxic volume decreases as average discharge increases, since
the baseline level of hypoxia becomes larger with increased discharge but the difference
between the two time periods is fixed. If the relationship between hypoxic volume and
discharge had not changed from what it was in the first time period (1985-1990), the
volume of water with O2 < 3 mg L-1 would have been 26% larger in 2016 and 2017, 21%
larger in 2018, and 18% larger in 2019 based on the GLM results for the discharge values
during those years. For O2 < 1 mg L-1, the relative differences between the two time
periods are 28% in 2016, 27% in 2017, 19% in 2018, and 16% in 2019.
Altering the number of years included in each time period can have an impact on
the overall results obtained from the GLMs. For example, when a duration of four or
fewer years was chosen for the time periods, discharge and the time period factors
became ineffective predictors of hypoxic volume as indicated by the null GLM (Eq. 1)
having the lowest corrected AIC among the set. In contrast, when durations ranging from
5-10 years were tested, the additive GLM always emerged as the best GLM in the set
based on corrected AIC statistics. For both O2 < 3 mg L-1and O2 < 1 mg L-1, the additive
GLM displays the highest probability of being the best GLM when a duration of 6 years
is used, as indicated by the highest Akaike weights occurring for that time period. In
terms of predicted hypoxic volume, the impact of time period is similar for all durations
between 5-10 years, with a decline in hypoxic volume observed from the 1980s time
period to the 2010s time period. For these six different durations tested, this decline
ranged from 191-245 km3 days for O2 < 3 mg L-1 and 77-110 km3 days for O2 < 1 mg L-1.
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Despite this slight variability in magnitude, the overall result of a decline in hypoxic
volume related to time period is robust irrespective of the duration for periods greater
than four years.

3.2 Skill of the realistic hindcast
Numerical model hindcasts using terrestrial information from both DLEM and
Phase 6 effectively capture the spatiotemporal distribution of multiple variables of
interest within the Chesapeake Bay. For NO3- specifically, the numerical model matches
observations well in terms of the interannual variability in the along estuary concentration
gradient, with higher concentrations extending further down the Bay during wet years
(Fig. 4c-d, k-l) compared to average discharge years (Fig. 4a-b, i-j). Modeled
concentrations are generally lower than observed values from April-October in the
mesohaline portion of the Bay (150-250 km from the mouth); this discrepancy is slightly
greater in DLEM simulations (Fig. 4a-d) compared to Phase 6 simulations (Fig. 4i-l). For
O2, the numerical model results match the horizontal and vertical gradients in
concentration well and capture the greater O2 drawdown in wet years (2019) compared to
average discharge years (2017) (Fig. 4e-h, m-p). The greatest discrepancy between
modeled and observed O2 is an overprediction of bottom concentrations in the southern
mesohaline portion of the Bay around 60-120 km from the mouth (Fig. 4e-h, m-p). These
higher modeled concentrations are apparent in time series of bottom O2 at station CB6.3,
however most stations in the mainstem of the Bay capture the seasonal cycle of oxygen
well (Fig. S1).

29

From a quantitative perspective the numerical model demonstrates similar skill
with respect to temperature, salinity, and oxygen to the suite of Chesapeake Bay
numerical models evaluated by Irby et al. (2016), as demonstrated by the small
normalized RMSD values relative to the standard deviation of the observations (Fig. S2).
These variables have small biases when compared to observations, with modeled
temperatures generally 0.4°C warmer throughout the water column, modeled salinities
similar at the surface and 0.6 PSU saltier in waters below 10 m, and modeled O2
concentrations 0.2 mg L-1 higher in the surface and 0.3-0.4 mg L-1 higher at depths below
10 m (Tables S3-S4). Unlike oxygen, there is no spatial pattern in skill for salinity and
temperature (Fig. S5), with both along estuary and vertical gradients effectively captured
in the numerical model.
Numerical model skill is slightly lower and varies more between the DLEM and
Phase 6 simulations for nitrogen constituents (e.g., NO3-, NH4+, and DON). For NO3-, the
numerical model bias ranges from -0.03-0.05 mg L-1 (Tables S3-S4), with greater skill
observed in the upper 10 m compared to depths below 10 m (Fig. S2). For NH4+,
modeled concentrations are generally 0.05-0.11 mg L-1 larger than observed values
(Tables S3-S4), with a greater mismatch observed at depths greater than 5 m in the
summer (Fig. S6b, d, j, l). Numerical model skill is better for DON, with biases ranging
from -0.02-0.05 mg L-1 and smaller RMSD values compared to NH4+ (Fig. S2; Tables S3S4). In the upper Bay, DON concentrations are generally more accurate for DLEM
compared to Phase 6 as indicated by smaller biases at stations with latitudes greater than
39°N (Figs. S3-S4) and better comparisons to observations during the hypoxia season
from April-October (Fig. S7a-d, i-l).
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Numerical model estimates of hypoxic volume generally match the seasonal and
interannual changes in the data-based estimates of hypoxic volume obtained by spatially
interpolating O2 concentrations from the CBP’s WQMP. For both O2 < 3 mg L-1 and O2 <
1 mg L-1, the development, continuation, and breakup of hypoxia from April-October is
accurately represented in the numerical model for each of the four years studied (Fig. 5ad, g-j). Volumes are slightly larger for the Realistic scenario using Phase 6 compared to
that using DLEM, with DLEM generally showing better agreement with the interpolated
estimates in the beginning of the hypoxia season (April-June) and Phase 6 showing better
agreement at the end of the season (July-October). This match between interpolated
estimates and hypoxic volumes from the numerical model is generally better for the wet
years (2018 and 2019) than the discharge years (2016 and 2017) evaluated.

3.3 1985 TN sensitivity experiment results
The influence of nitrogen reductions on hypoxia is investigated by comparing
hypoxic volume results from the 1985 TN sensitivity experiment with those from the
Realistic scenario (Fig. 5). Despite the interannual variability in hypoxic volume between
wet and dry years, the average daily increase in hypoxic volume in the 1985 TN
simulation compared to the Realistic scenario during the hypoxia season (i.e., defined as
being when hypoxia in 1985 TN is greater than 0 km3) is similar across all four years.
This average increase ranges from 3.5 – 4.6 km3 for DLEM and 1.7 – 3.1 km3 for Phase 6
during the four years when considering a threshold of O2 < 3 mg L-1 (Fig. 5a-d), and 2.7 –
2.8 km3 (DLEM) and 1.4 – 2.0 km3 (Phase 6) for O2 < 1 mg L-1 (Fig. 5g-j). In terms of
temporal differences between the two simulations, the hypoxia season is generally longer
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in 1985 TN during the average discharge years of 2016 and 2017, beginning earlier in the
year for both O2 thresholds (Fig. 5a-b, g-h) and ending later in the year for O2 < 1 mg L-1
(Fig. 5g-h). For the wet years of 2018 and 2019, the length of the hypoxia season is
generally the same in the Realistic and 1985 TN simulations (Fig. 5a-d, g-j).
The metric of annual hypoxic volume can be used to summarize the overall
magnitude of hypoxia for a given year (Fig. 5e-f, k-l). The increase in annual hypoxic
volume in 1985 TN compared to Realistic is greater for DLEM simulations, for which
annual volumes with O2 < 3 mg L-1 increased by 120% in 2016, 97% in 2017, 54% in
2018, and 46% in 2019 (Fig. 5e) and annual volumes with O2 < 1 mg L-1 increased by
288% in 2016, 179% in 2017, 108% in 2018, and 80% in 2019 (Fig. 5k). These increases
are somewhat smaller in the simulations using Phase 6, where annual volumes increased
by 20-75% for O2 < 3 mg L-1 (Fig. 5f) and by 33-165% for O2 < 1 mg L-1 (Fig. 5l). The
error bars on annual hypoxic volumes for 1985 TN represent results from the TN (High)
and the TN (Low) simulations respectively. Even considering a range of ±30%, the 1985
TN annual hypoxic volumes for both DLEM and Phase 6 are substantially higher than the
Realistic (2016-2019) results.
Although the percent differences in annual hypoxic volume between the 1985 TN
and Realistic simulations vary dramatically from year to year, the absolute differences are
more similar. For O2 < 3 mg L-1, the absolute differences range from 611 – 789 km3 days
for DLEM (Fig. 6a) and from 315 – 552 km3 days for Phase 6 (Fig. 6b; Table S5). These
differences between years are even more similar for O2 < 1 mg L-1, where they range
from 433 – 465 km3 days for DLEM (Fig. 6c) and 233 – 313 km3 days for Phase 6 (Fig.
6d; Table S5). The magnitude of these differences in the DLEM simulations are nearly
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double of those in the Phase 6 simulations for both O2 criteria. If the overall impact of
nitrogen reductions is estimated as the average of all differences from both DLEM and
Phase 6, the effect is 575 km3 days (360 km3 days) for O2 < 3 mg L-1 (O2 < 1 mg L-1;
Table 1).
Despite the fact that the impact of nutrient reductions on hypoxia is evident to
some extent throughout the entire portion of the Bay that regularly experiences hypoxia,
the effect is concentrated in a few geographic areas. These areas are highlighted by the
“excess hypoxia” metric that shows where hypoxia exists in the 1985 TN simulation but
not in the Realistic scenario (Fig. 7). The area that experiences the most excess hypoxia
from 2016-2019 is the mesohaline portion of the Bay between the Patuxent and
Rappahannock Rivers (~100-200 km from the Bay mouth), where there is generally 5090 additional days of hypoxia for both O2 < 3 mg L-1 and O2 < 1 mg L-1. The exact
position of this region of excess hypoxia in the mesohaline portion of the Chesapeake
Bay varies depending on the year and the O2 threshold examined. For O2 < 3 mg L-1, this
region is generally closer to the mouth of the Bay (Fig. 7a-h), with the wet years of 2018
and 2019 showing a further along estuary extent compared to the average discharge years
of 2016 and 2017. For O2 < 1 mg L-1, the region of excess hypoxia is further from the
mouth of the Bay than O2 < 3 mg L-1 but with a similar interannual pattern (Fig. 7i-p). An
additional distinct region of excess hypoxia is present near the oligohaline portion of the
Bay (~225-275 km from the mouth) at depths shallower than 10 m for O2 < 3 mg L-1
(Fig. 7b, d, f, h). This region is most apparent in 2016 (Fig. 7a-b), where hypoxia would
have existed for more than 80 additional days if nutrient reductions did not occur. The
number of excess hypoxia days in this region gets progressively smaller in the three
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subsequent years from 2017-2019 (Fig. 7c-h). A similar upper Bay region is observed
around 240 km from the Bay mouth for O2 < 1 mg L-1 in 2016 and 2017 (Fig. 7i-l),
however this area of excess hypoxia is observed at depths greater than 10 m.
In the deep channel where hypoxia typically persists for most of the summer
(depths > 10 m, 150-250 km from the Bay mouth), there are a greater number of
additional days with hypoxic conditions during the average discharge years of 2016 and
2017 compared to the wet years of 2018 and 2019. This distinction is most apparent for
O2 < 3 mg L-1, where in some locations in the deep channel the number of days of
additional hypoxia is less than 10 in 2018-2019 (Fig. 7e-h) but greater than 30 in 20162017 (Fig. 7a-d). The difference in the number of additional hypoxic days between
average discharge years and wet years is still present for O2 < 1 mg L-1, however the
difference in additional days is around 10 days compared to the greater than 20-day
difference observed for O2 < 3 mg L-1. The same spatial patterns are observed in the
simulation using Phase 6 (Fig. S8); however, the magnitude is lower with values ranging
up to 70 days instead of the 90-day range observed in DLEM.

3.4 1985 DIN, ON, and Temperature sensitivity experiment results
The relative contributions that DIN and ON reductions have on the total
difference in hypoxia between the 1985 TN and Realistic simulations differs depending
on which watershed model is used for the experiments. For the DLEM simulations,
reductions in ON account for, on average, ~60% of the total change in hypoxia compared
to ~40% for DIN reductions (Fig. 6a, c). The results are the opposite for Phase 6, where
reductions in DIN account for ~70-80% of the total change in hypoxia and ON reductions
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account for the remaining ~20-30% (Fig. 6b, d). The influence of changing DIN and ON
concentrations is almost additive, with the sum of the additional hypoxia resulting from
increasing the two nutrient types individually in 1985 DIN and 1985 ON being almost
equal to the additional hypoxia resulting from increasing them simultaneously (1985 TN).
As expected, altering 2016-2019 air temperatures and downwelling longwave
radiation to reflect cooler conditions characteristic of 1985 decreases hypoxia (Fig. 6).
The magnitude of this decrease is almost identical for the DLEM and Phase 6
simulations, however it varies interannually. The greatest impact occurs during the years
with more hypoxia, with 1985 Temp having 122-126 km3 days and 101-106 km3 days
less hypoxia in 2018 and 2019, respectively, compared to the Realistic scenario for O2 <
3 mg L-1 (Fig. 6a-b). For O2 < 1 mg L-1, hypoxia is decreased by 57-68 km3 days in 2018
and 50-60 km3 days in 2019 in the 1985 Temp simulation (Fig. 6c-d). In contrast, during
the average discharge years of 2016 and 2017, this decrease is substantially smaller: 8591 km3 days for O2 < 3 mg L-1 and 24-39 km3 days for O2 < 1 mg L-1.
When the magnitude of this temperature effect (1985 Temp) is compared to that
of the TN effect (1985 TN), the magnitude of the impact is different for the two
watershed models. For Phase 6, the relative impact of temperature is greater,
counteracting 17-34% of the TN effect when considering a threshold of O2 < 3 mg L-1
(Fig. 6b) compared to only 11-18% for DLEM (Fig. 6a; Table S5). The same is true for
O2 < 1 mg L-1, where temperature counteracts 9-26% of the TN effect for Phase 6 (Fig.
6d) and only 6-13% for DLEM (Fig. 6c; Table S5).

35

4

DISCUSSION

4.1 Spatiotemporal impacts of nitrogen reductions vary by hydrological conditions
One advantage of using a 3-D numerical model to investigate the enhanced
resiliency of the Chesapeake Bay is that it can be used to identify what areas have
benefitted the most from nutrient reductions. Hypoxia in the Chesapeake Bay is largely
constrained by the depth of pycnocline and the bathymetry of the deep mainstem channel
(Bever et al., 2018; Irby et al., 2016). Although the influence of these constraints varies
depending on which O2 threshold is examined, these vertical and horizontal boundaries
generally cause the primary difference in annual hypoxic volume between years to be
related to changes in the along estuary extent of low oxygen water. Results from
sensitivity experiments show that the greatest impact of nutrient reductions generally
occurs at the southern end of where hypoxia develops in the Bay, somewhere between the
Patuxent and Rappahannock Rivers (~100-200 km from the Bay mouth), irrespective of
year and oxygen threshold (Fig. 7). This result agrees well with other studies that have
found that hypoxia extends further south (closer to the Rappahannock) in the Bay during
years with greater nitrogen loading (Murphy et al., 2011; Testa et al., 2018). Since
hypoxia develops as a result of oxygen drawdown from the benthic decay of previous
phytoplankton blooms (Officer et al., 1984), it can only form in regions where deep
waters have a sufficient supply of sinking organic matter from the surface. As a result,
hypoxic conditions are primarily found in the mesohaline Bay where surface
phytoplankton concentrations are greatest (Zheng and DiGiacomo, 2020). Hypoxia
generally does not form in the upper portions of the oligohaline Bay where the water
column is well mixed and there is low phytoplankton biomass due to light limitation near
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the estuarine turbidity maximum (Harding et al., 1986). Therefore, when the total nutrient
input to the Bay decreases, the distribution of phytoplankton in surface waters responds
by changing how far it extends down-estuary (Harding, et al., 2016). The extent of
hypoxia responds accordingly, and hence the greatest and most consistent impact of
nutrient reductions is seen near the southernly extent of hypoxia in the Bay.
Another region that experiences a decrease in the number of days with hypoxic
conditions as a result of nutrient reductions is present near the top of the pycnocline in the
oligohaline portion of the Bay around 5-10 m, particularly during dry years (Fig. 7a-d, il). The curtailment of hypoxia at this location suggests that with less nutrient input,
oxygen penetrated deeper in the water column as a result of less phytoplankton growth,
especially during drier years when light limitation is less dominant in the upper Bay. The
effect of nutrient reductions becomes less prominent in this region during the higher
discharge years of 2018 and 2019, when it is likely that light limitation rather than
nutrients plays a larger role in controlling phytoplankton growth (Fisher et al., 1999; Fig.
7e-h, m-p). Future monitoring efforts aimed at capturing interannual changes in the extent
of hypoxia due to nutrient reductions should focus on collecting higher resolution data
near the northern and southern extents of hypoxia where O2 concentrations are most
sensitive to additional nutrient inputs.
Differences between wet and average discharge years are also apparent when the
duration of hypoxia is examined in the context of nutrient reductions. Simulation results
conducted here highlight that when terrestrial nutrient inputs were higher in the 1980s,
the hypoxia season was generally longer during average discharge years with 10-20
additional days of O2 < 3 mg L-1 and 41-63 additional days of O2 < 1 mg L-1 in the Bay

37

(Fig. 5a-b, g-h). During wet years, the duration of hypoxia was more similar between
1980s and 2010s terrestrial nutrient inputs, with only 4-10 additional days of O2 <
3 mg L-1 and 3-22 additional days of O2 < 1 mg L-1 for simulations with 1980s inputs
(Fig. 5c-d, i-j). Other studies have similarly found a decline in the duration of hypoxia in
the Bay over the years from 1985-2010 and have primarily attributed this to an earlier
termination in the fall rather than a later initiation in the spring (Testa et al., 2018; Zhou
et al., 2014). In agreement with the results found here, this decline has been linked to a
decrease in January-May nitrogen loading (Murphy et al., 2011), with lower nutrient
input in the spring limiting organic matter production in summer and subsequently
decreasing water column respiration and allowing oxygen concentrations to rise above
hypoxic levels earlier in the fall (Testa et al., 2017). This mechanism helps explain the
different responses in duration between average discharge years and wet years, with
nutrient reductions having a smaller impact when the Bay is farther from this limitation
threshold during wet years when there is ample nutrient input to support spring and
summer phytoplankton growth. Results from the sensitivity experiments conducted here
also suggest that this nutrient limitation effect may be occurring at the beginning of the
hypoxia season as well, with nutrient reductions limiting phytoplankton growth and water
column respiration early in the spring, allowing bottom oxygen levels to remain above
hypoxic levels until later in the year as occurred in the summer of 2020 (Virginia Institute
of Marine Science and Anchor QEA, LLC, 2020). Ni et al. (2020) found a similar effect
by showing that nutrient reductions have delayed the onset of hypoxia by a few days,
however, their study did not discuss how this effect varies between years with different
riverine discharge.
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4.2 Increased resiliency estimated from statistical and numerical modeling analyses
Results from both statistical and numerical modeling analyses indicate that
hypoxia in the Chesapeake Bay has become more resilient to changes in environmental
conditions in recent years as a result of the nutrient reductions that have occurred over the
past 30-40 years. Statistical results demonstrate that annual hypoxic volumes would have
been 245 km3 days (102 km3 days) larger for O2 < 3 mg L-1 (O2 < 1 mg L-1) in the late
2010s compared to the late 1980s assuming the relationship between hypoxic volume and
discharge did not change over this period (Fig. 3). An increase in resiliency is also seen
over the same time period from the numerical model results, where annual hypoxic
volumes would have been 315 – 789 km3 days larger (575 km3 days on average) for O2 <
3 mg L-1 and 233 – 465 km3 days larger (360 km3 days on average) for O2 < 1 mg L-1 in
2016-2019 if nitrogen reductions had not occurred (Table 1; Fig. 6; note that the
uncertainty surrounding these estimates will be discussed in Section 4.4). These values
correspond to a ~50-120% (~80-280%) greater volume for O2 < 3 mg L-1 (O2 < 1 mg L-1)
during the average discharge years of 2016-2017 and a ~20-50% (~30-100%) greater
volume for O2 < 3 mg L-1 (O2 < 1 mg L-1) during the wet years of 2018-2019. The
resiliency estimates from the numerical modeling simulations are larger than those from
the statistical analysis, however this is to be expected as the two methods differ in a
fundamental way. The statistical results do not directly link the observed interannual
changes in hypoxic volume to changes in nutrient concentrations, since nutrient data are
not included in the GLM. A link can only be presumed from the fact that since nutrient
reductions have occurred in the watershed since the 1980s (Ator et al., 2020; Murphy et
al., 2011; Testa et al., 2008), the same freshwater discharge in the 2010s is expected to
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have a lower nutrient load than in the 1980s. However, other factors also influence the
observed change in resiliency between the two time periods, including long-term changes
in temperature (Hinson et al., 2021; Ni et al., 2020), stratification (Du et al., 2018;
Murphy et al., 2011), and prevailing wind direction (Scully, 2010a, 2010b), which have
all been shown to impact hypoxia on decadal timescales.
Unlike the statistical analysis which does not account for factors other than
freshwater discharge, the numerical modeling approach makes the direct link between
nutrients and resiliency by isolating the impact of nutrient load reductions over the past
35 years. By solely changing nutrient concentrations, this mechanistic approach separates
the impact of management efforts from the other long-term changes in environmental
conditions. As a result, if a long-term change in environmental conditions exists over the
35-year time period, the magnitude of the resiliency from the numerical modeling
analysis would be expected to be different from the magnitude of the resiliency from the
GLM analysis. The role of environmental conditions is examined in more detail in the
next section.

4.3 Warming temperatures partially counteract improvements from nitrogen reductions
Water temperatures in the Chesapeake Bay have increased by roughly 1.4°C in
the summer over the past 35-years, driven primarily by warming atmospheric
temperatures and increased downwelling longwave radiation (Hinson et al., 2021). In
terms of climate change impacts on hypoxia, warming estuarine temperatures are of
principal concern due to their high probability of occurrence in the future (Muhling et al.,
2018) and their ability to promote hypoxia through decreased oxygen solubility and
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enhanced microbial respiration (Altieri and Gedan, 2015). Not only are warmer
temperatures in the mid 21st century expected to have a large impact on hypoxia in the
Bay (Irby et al., 2018), but the results presented here also reveal that the impact of
warming has already begun. The temperature sensitivity experiment shows that hypoxic
volumes in 2016-2019 would have been 7-13% (9-16%) smaller for O2 < 3 mg L-1 (O2 <
1 mg L-1) if temperatures had not increased from the levels that they were in 1985.
Although these percentages may seem small, this enhancement due to warming has
already offset roughly 11-34% (6-26%) of the improvements in hypoxia from nutrient
reductions for O2 < 3 mg L-1 (O2 < 1 mg L-1; Fig. 6).
Even though the improvements in hypoxic volume resulting from nutrient
reductions would have been larger without atmospheric warming, nutrient reductions
have still managed to outpace the negative effects of temperature and increase bottom
oxygen concentrations in the Chesapeake Bay. The retrospective analysis in this study is
consistent with projections of future change in the Bay, which show that hypoxic
conditions will continue to improve despite the negative impacts of climate change, as
long as the nutrient reduction targets set in the TMDL are met (Irby et al., 2018). The
opposite however was found in a similar study of warming temperatures and nutrient
reductions in the Chesapeake Bay (Ni et al., 2020), where rising temperatures between
1985 and 2016 effectively cancelled out any potential benefits from nutrient reductions
by decreasing O2 concentrations in bottom waters by a larger amount than they have been
increased by nutrient reductions. Although Ni et al. (2020) focused on average O2
concentrations rather than hypoxic volume and used a continuous simulation from 19852016 rather than applying a delta approach as used here, it is unlikely that these
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differences alone explain why the results differ from those found in this study. An
alternative explanation could be that the nutrient reductions calculated by Ni et al. (2020)
underestimate the magnitude of reductions observed in the Bay as they only consider
above RIM changes in NO3-, NO2-, and PO4- in the Susquehanna River for their analysis.
Large reductions in other nitrogen constituents (e.g., NH4+, DON, PON) and below RIM
NO3- loading have also occurred in the Susquehanna River, and the nitrogen reductions
found in other rivers entering the Bay are non-trivial (Fig. 2). It is likely that the total
impact of nitrogen reductions is larger in this study as a result of accounting for these
additional nitrogen reductions in the Chesapeake Bay watershed.
The relative impacts that nutrient reductions and climate change have on hypoxia
can vary dramatically between systems. In the Gulf of Mexico, a similar nutrient
dominant effect was found where a proposed 30% reduction in NO3- loading from the
Mississippi River decreased the occurrence of hypoxia by a larger magnitude than the
increase in occurrence resulting from a 4°C increase in water temperature (Justić et al.,
2003). The opposite is generally found for studies of future change in the Baltic Sea
(Meier et al., 2011, 2012), where the projected impacts from climate change tend to
outweigh the anticipated impact of future nutrient reductions, owing primarily to
enhanced precipitation in the watershed increasing river runoff rather than warming
temperatures. As a result of these differences, studies examining the competing impacts
of nutrient reductions and climate change on hypoxia need to be performed individually
for each system in order to account for different responses to local and global drivers.
Finally, warming temperatures can partially account for the discrepancy in the
magnitude of nutrient reduction impacts between the statistical analysis and the
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numerical modeling results, since increasing temperatures in the Bay have at least
partially counteracted the impact of nutrient reductions. For O2 < 3 mg L-1, the estimated
additional hypoxic volume that would have occurred without nutrient reductions is 70554 km3 days greater in the numerical modeling results than the statistical results
depending on the year and the terrestrial inputs. For O2 < 1 mg L-1, this difference
between the two methods ranges from 131-363 km3 days. Since the temperature effect
ranges from 85-126 km3 days for O2 < 3 mg L-1and 24-68 km3 days for O2 < 1 mg L-1
(Table 1), it accounts for 16-77% of the discrepancy between the two methods for O2 < 3
mg L-1 (152% for Phase 6 in 2019 since the temperature effect is greater than the
difference between the two methods for that year) and 7-46% of the discrepancy for O2 <
1 mg L-1. The remaining difference between the two methods can be attributed to a
variety of factors, including long term changes in other environmental factors not
accounted for in the numerical modeling simulations, as well as inherent differences and
uncertainties associated with the two methods.

4.4 Sources of uncertainty
One of the largest sources of uncertainty in this study is associated with
estimating nitrogen input into the Bay. Over a large geographic area such as the
Chesapeake Bay watershed, it is infeasible to collect concentration data with high
temporal resolution for the various nitrogen species entering the Bay from different
riverine sources. Statistical methods such as WRTDS can be used to help fill temporal
gaps in data at specific station locations (Hirsch, 2014; Hirsch et al., 2010), however
these methods are unable to provide information on the portions of the watershed that are
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unmonitored. As a result, estuarine numerical models are reliant on terrestrial watershed
models to provide the necessary spatial coverage. These terrestrial models are calibrated
and validated using available data (Pan et al., 2021; Shenk et al., 2012; Yao et al., 2021),
however uncertainty still exists, particularly for nitrogen constituents and locations with
limited data. To quantify this uncertainty, all simulations were run in duplicate using
terrestrial input relationships derived from two separate watershed models (DLEM and
Phase 6), both of which have been demonstrated to successfully generate estimates of
nitrogen loading to the Chesapeake Bay (CBP, 2017; Pan et al., 2021).
The two watershed models produce very similar estimates of freshwater
discharge; however, because they represent nutrient cycling processes on land differently,
the relationships between discharge and nutrient concentrations vary considerably. Using
both sets of estimates in this analysis results in a range of values that is more likely to
capture the actual nutrient loading than either of the watershed models individually and
provides increased confidence in the results of this study. Other studies have found that
multiple numerical model approaches like this are more robust than relying on a single
numerical model, since model performance varies uniquely under different conditions for
each model (Apostel et al., 2021; Irby et al., 2016; Singh et al., 2005).
In comparing the results from the DLEM and Phase 6 simulations, the largest
discrepancy in annual hypoxic volume between the two sets of terrestrial inputs occurs in
the organic nitrogen sensitivity experiments. Results from the inorganic nitrogen
sensitivity experiments better agree between DLEM and Phase 6 (Fig. 6; Table S5) due to
the fact that the magnitude of the increase in loading to recreate 1985 conditions is more
similar in these simulations (roughly +35 Gg yr-1 for DLEM and roughly +50 Gg yr-1 for
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Phase 6) compared to the organic nitrogen simulations (roughly +49 Gg yr-1 for DLEM
and roughly +16 Gg yr-1 for Phase 6). This larger difference in the organic nitrogen
loading change applied to the sensitivity experiments causes the increase in annual
hypoxic volume to be four times greater for DLEM compared to Phase 6 (Fig. 6; Table
S5). Since the multipliers used to adjust nitrogen concentrations in the sensitivity
experiments are the same for both terrestrial inputs (Eqs. 8-9), the larger increase in
organic nitrogen loading in DLEM is due to the fact that the organic nitrogen multipliers
are large (Table S1) and DLEM has a higher baseline organic nitrogen loading of roughly
59 Gg yr-1 compared to 40 Gg yr-1 for Phase 6. Even though the multipliers for
ammonium are large and Phase 6 does have a higher baseline inorganic nitrogen loading
than DLEM (145 Gg yr-1 compared to 104 Gg yr-1), the increase in inorganic nitrogen
loading is more similar for the DLEM and Phase 6 because the higher baseline in Phase 6
is primarily due to higher NO3- loading and the NO3- multipliers are generally small
(Table S1).
When examining organic nitrogen skill in the numerical model simulations,
comparisons between numerical model results and observed values indicate that
simulations with DLEM generally overestimate DON concentrations in the oligohaline
and mesohaline Bay (Figs. S3, S7a-d) while simulations with Phase 6 generally
underestimate DON concentrations in the same region (Figs. S4, S7i-l). It is clear from
these differences that there is considerable uncertainty in estimating organic nitrogen
loading entering the Bay, owing primarily to the lack of organic nitrogen data in streams
and rivers throughout the Bay’s watershed. Since results from the sensitivity experiments
shown here demonstrate that organic nitrogen loading can have a substantial impact on
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hypoxia, future monitoring efforts aimed at improving the understanding of how nutrients
impact the Bay should focus on obtaining more information regarding the cycling of
organic nitrogen in the watershed. This would not only improve the calibration and
validation of the watershed models but would also allow statistical methods such as
WRTDS to be employed directly to organic nitrogen data so that more accurate loading
estimates can be obtained.
An additional source of uncertainty in this study comes from estimating the
magnitude of nitrogen reductions over the time period studied (1985-2019). To limit this
uncertainty, the data-based WRTDS approach was used to calculate nutrient reductions
for the portion of the watershed located above the RIM stations (Fig. 2). For the small
portion of the watershed not captured by these stations (below RIM), nutrient reduction
estimates were calculated from watershed model output. Since it is difficult to quantify
the uncertainty associated with this joint data-numerical modeling approach, the percent
changes in loading obtained were both increased and decreased by 30% to determine the
sensitivity of the method applied. The difference in hypoxic volume between these high
and low loading scenarios is similar in magnitude to the difference in additional volume
between the DLEM and Phase 6 simulations, suggesting that the uncertainty associated
with the terrestrial inputs (DLEM versus Phase 6) is of a similar magnitude to ±30% of
the change in nutrient loading over the 35-year period. Additionally, the annual hypoxic
volumes from the low loading scenario are far from overlapping with the realistic
volumes in 2016-2019 (Fig. 5e-f, k-l), indicating that the conclusion of increased
resiliency remains valid under a broad range of assumptions for the terrestrial inputs.
Although uncertainty exists, the use of a data-based approach to estimate a substantial
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portion of the nutrient reductions in the watershed should provide an added level of
confidence in the values obtained and the subsequent results from the sensitivity
experiments.
Uncertainty in this study is also associated with multiple methodological
assumptions that are made for both the statistical and numerical modeling analyses. For
the statistical analysis, there is uncertainty in both the interpolated hypoxic volumes and
the freshwater discharge estimates. Hypoxic volume cannot be measured directly and is
therefore estimated by interpolating O2 data collected over multiple days. As a result,
there is a degree of temporal uncertainty associated with this non-synoptic sampling
(potentially ~5 km3 for O2 < 2 mg L-1) as well as uncertainty from the spatial
interpolation (potentially ~2.4 km3 for O2 < 2 mg L-1; Bever et al., 2013). In addition, the
discharge values used in the statistical analysis are estimates of average annual total
streamflow into the Bay calculated from discharge data in the Susquehanna, Potomac,
and James rivers. Although the discharge in these three rivers is well constrained,
uncertainty exists when scaling these values up to reflect the entire watershed. In the
numerical modeling analysis, uncertainty is introduced at every step in the process from
numerical model formulation and parameterization to the forcing that is used to generate
the simulations. As was done in this study, this uncertainty can be minimized by using
available data to evaluate numerical model processes and improve the accuracy of the
results; however, a baseline level of uncertainty still exists. Despite the underlying
uncertainties in both the statistical and numerical modeling approaches, the general
agreement between these two independent methods of estimating resiliency provides an
added level of confidence that the overall findings from this study are robust.
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4.5 Informing the management effort
The primary objective of this research is to quantify the degree to which nutrient
reductions in the watershed have improved O2 conditions in the Chesapeake Bay in recent
years despite the adverse environmental conditions posed by warming temperatures and
unusually wet conditions. This information is of interest to watershed managers,
policymakers, and other stakeholders who have devoted a large amount of time and
resources toward improving water quality conditions in the Bay. The increased resiliency
shown in this study is encouraging, demonstrating that despite the occurrence of large
hypoxic volumes in recent years, efforts to reduce nutrient input to the Bay have been
worthwhile since they have effectively prevented more hypoxia from developing.
From an ecological perspective, this curtailment of hypoxia has important
implications for ecosystem health in the Bay. Numerical model results indicate that if
nutrient reductions did not occur, 50-90 days of additional hypoxia would have occurred
at specific locations in the oligohaline and southern mesohaline portions of the
Chesapeake Bay for the thresholds of O2 < 3 mg L-1 and O2 < 1 mg L-1 (Fig. 7). At these
locations where oxygen remained above this 3 mg L-1 threshold for a large portion of the
summer due to nutrient reductions, demersal fish had greater habitat availability since
this community tends to avoid areas with O2 < 3 mg L-1 (Breitburg, 2002; Buchheister et
al., 2013). Less hypoxic water is also beneficial for other economically important species
in the Bay such as striped bass, which have been shown to have a reduced aerobic scope
when subjected to water with O2 < 3 mg L-1 (Lapointe et al., 2014). Although hypoxia
may still be present, a decrease in duration of hypoxic conditions at some of these
locations is critical for the recruitment of ecological important species like the Bay
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anchovy, whose eggs and larvae are threatened when exposed to water with O2 <
3 mg L-1 for durations of ~30 days (USEPA, 2003). In addition to better recruitment and
habitat availability, a shift from more severe and expansive hypoxic events to ones that
are short-lived and localized may also better support higher trophic levels by allowing
greater access to prey as benthic infauna move closer to the sediment-water interface in
search of O2 while still remaining accessible from higher O2 waters (Long and Seitz,
2008; Nestlerode and Diaz, 1998). Within the benthic community itself, a decrease in the
number of days with O2 < 1 mg L-1 can be the difference between life and death, as the
majority of macrobenthic species experience mortality when conditions are below this
threshold for only a few days (Llansó, 1992; Seitz et al., 2009). Thus, any decrease in the
presence of hypoxia at both thresholds is likely to result in greater species diversity and
an improved overall health of the ecosystem. Because this study has shown that oxygen
conditions at these critical ecological thresholds have improved, Bay managers and
policymakers now have additional evidence to support the continuation and enhancement
of current nutrient reduction strategies.
Although the results from this work provide a hopeful outlook on the future of
hypoxia in the Chesapeake Bay by demonstrating that nutrient management efforts have
been effective, the impact that increasing temperatures have already had on hypoxia
presents a cautionary tale. An increase in summer water temperature of roughly 1.4°C
over the 35-year period from 1985-2019 has already offset between 6-34% of the
improvements in hypoxia due to nutrient reductions, and temperatures in the Bay are
expected to warm by an additional 2-5°C over the course of the 21st century (Muhling et
al., 2018). So far management efforts have been able to outpace the competing impact of
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temperature, and this is expected to continue through the middle of the 21st century if the
nutrient reduction targets set in the 2010 Chesapeake Bay TMDL are met (Irby et al.,
2018). This dynamic may shift toward the end of the century however, particularly if the
high estimate of a 5°C increase in water temperature is achieved.
Nutrient management efforts should not be viewed as futile even in the face of
such a large degree of warming; on the contrary, they may be the key to minimizing the
overall impact that increasing temperatures as a result of climate change have on hypoxia.
The impact of warming on hypoxia varies depending on the size of the hypoxic region,
with a greater impact during years with large hypoxic volumes (2018-2019) compared to
years with smaller hypoxic volumes (2016-2017; Fig. 6). Since the impact of temperature
on O2 solubility is not a function of freshwater discharge, this greater temperature effect
in wetter years is likely due to enhanced microbial respiration at depth as a result of more
organic matter during years with higher nutrient loading. If nutrient reductions can
successfully limit this buildup of organic matter in bottom waters in the future, the impact
of temperature on hypoxia will be minimized. The findings of this study emphasize the
importance of not only accounting for warming temperatures in determining the
magnitude of nutrient reductions required to raise bottom O2 concentrations in the Bay in
the future, but also the timeline by which these reductions should take place in order to
minimize future negative effects.

5

SUMMARY AND CONCLUSIONS
This study has demonstrated that nutrient reductions over the past 35 years have

effectively made the Chesapeake Bay more resilient to warming atmospheric
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temperatures and high discharge years by preventing additional hypoxia from developing.
Despite the very different hydrologic conditions experienced during the 2016-2019 time
period studied here, the absolute magnitude of this increased resiliency is similar
throughout this time frame, suggesting that nutrient reductions are just as effective at
curtailing hypoxia during wet years as they are during average discharge years. The effect
of nutrient reductions on hypoxic volume in recent years can be primarily attributed to (1)
a decrease in the along estuary extent of hypoxia in the mainstem of the Bay and (2) a
decrease in the length of the hypoxia season during average discharge years. Future
monitoring efforts aimed at capturing interannual changes in hypoxic volume related to
nutrient reductions would benefit from focusing their attention on collecting high
resolution O2 data near the northernly and southernly extent of hypoxia in the Bay. Since
one of the largest sources of uncertainty in this study comes from estimating the
magnitude of organic nitrogen loading from land, future monitoring efforts focused on
collecting more concentration data for the various organic nitrogen constituents in upland
waters throughout the watershed would help to more accurately constrain the total
organic nitrogen loading to the Bay.
Although nutrient reductions have substantially decreased Chesapeake Bay
hypoxia over the past 35 years, these decreases would have been larger if warming
temperatures had not offset 6-34% of the improvement in hypoxia by decreasing
solubility and increasing the rate of microbial respiration. Once this temperature effect is
taken into consideration, the magnitude of the increased resiliency estimates from databased statistical analyses agree reasonably well with the magnitude estimated from
numerical modeling simulations, providing an added level of confidence in the results
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from this study. Even though nutrient reductions have been able to outpace the negative
effects of increasing temperatures thus far, future warming may reverse this dynamic if
adequate nutrient management strategies are not implemented. As a result, future nutrient
reduction targets would benefit from factoring in temperature effects not only in setting
the magnitude of reductions but also in setting the timeline that these reductions should
take place. Overall, the positive impact that nutrient reductions have had on hypoxia in
recent years should be encouraging for managers, policymakers, and stakeholders,
demonstrating that if proper management actions are implemented, the health of the
Chesapeake Bay ecosystem can be improved despite adverse environmental conditions
caused by future climate change.
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APPENDIX A: Equations used to calculate above RIM changes in loading
The equations used to calculate above RIM changes in loading for the various
nitrogen state variables in ChesROMS-ECB from the output of the stationary WRTDS
models are included below. These nitrogen state variables are NO3-, NH4+, semi-labile
DON (SDON), refractory DON (RDON), and small detrital nitrogen (SDN). Since only
TN and NO3 loading are available from WRTDS output, the remaining state variables are
calculated from the concentration of non-nitrate nitrogen (NNN), which is estimated as
the remaining pool of TN once NO3- is subtracted out. The superscripts 1985 and 2019
indicate the stationary WRTDS model, the subscript 𝑦 denotes the individual years from
2016-2019, and the subscript 𝑏 denotes each of the seven river basins that have at least
one RIM station (Susquehanna, Potomac, James, Rappahannock, York, Patuxent, and
Choptank). For equations A3-A6, the terms containing the superscripts (85-89) and (1014) represent the cumulative loading of that variable in the Phase 6 watershed model
during the years 1985-1989 and 2010-2014 respectively. The subscript NPS for those
terms indicates that the cumulative loading is from nonpoint sources only.
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(A10)

APPENDIX B: Equations used to calculate below RIM changes in loading
The equations used to calculate below RIM changes in point source and nonpoint
source loading for the various nitrogen state variables in ChesROMS-ECB from output of
the Chesapeake Assessment and Scenario Tool (CAST; CBP, 2021) are included below.
These nitrogen state variables are NO3-, NH4+, semi-labile DON (SDON), refractory
DON (RDON), and small detrital nitrogen (SDN). The superscripts 1985 and 2019
indicate the year of the annual loading estimate from CAST while the subscript 𝑏 denotes
each of the 9 river basins. For equations A13-A15 and A19-A23, the terms containing the
superscripts (85-89) and (10-14) represent the cumulative loading of that variable in the
Phase 6 watershed model during the years 1985-1989 and 2010-2014 respectively. In
equations A13-A15, the subscript PS indicates that the cumulative loading is from point
sources only. In equations A19-A23, the subscript NPS indicates that the cumulative
loading is from nonpoint sources only. The total change in below RIM loading shown in
equation 6 is equal to the sum of the changes from both point and nonpoint sources.
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TABLES AND FIGURES
Table 1. Numerical model experiments with changes from the Realistic simulation
highlighted in bold.
Simulation

Watershed
DIN Input

Watershed ON
Input

Temp.

Average Difference from
Realistic (km3 days)*
(O2 < 3 mg L-1)

Realistic

2016-2019

2016-2019

2016-2019

0

(O2 < 1 mg L-1)

0

Expt. 1:
1985
1985
2016-2019
+ 575
+ 360
1985 TN
Expt. 2:
1985 + 0.3(%∆) 1985 + 0.3(%∆) 2016-2019
+ 720
+ 462
1985 TN (High)
Expt. 3:
1985 - 0.3(%∆)
1985 - 0.3(%∆)
2016-2019
+ 417
+ 256
1985 TN (Low)
Expt. 4:
1985
2016-2019
2016-2019
+ 327
+ 201
1985 DIN
Expt. 5:
2016-2019
1985
2016-2019
+ 277
+ 169
1985 ON
Expt. 6:
2016-2019
2016-2019
1985
- 101
- 45
1985 Temp
* Average difference between the sensitivity experiments and the “Realistic” scenario averaged across all
four years and between both watershed models.
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Figure 1. ChesROMS-ECB numerical model bathymetry. Black circles represent the
9 river locations where watershed model output enters the estuarine numerical model.
Blue squares indicate the locations of the River Input Monitoring (RIM) stations. Red
x’s indicate the Water Quality Monitoring Program station locations used to estimate
hypoxic volume and assess numerical model skill.
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Figure 2. Changes in loading from 1985-2019 for the different riverine nitrogen
constituents. The grayscale bars represent the above RIM changes in loading and the
orange bars represent the below RIM changes in loading (point source and nonpoint
source).
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Figure 3. GLM results for (a) O2 < 3 mg L-1 and (b) O2 < 1 mg L-1. Red lines
represent 1985-1990; blue lines represent 2014-2019. The vertical difference between
these two lines represents the average 30-year decrease in hypoxic volume.
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Figure 4. Model-data comparison plots for NO3- (a-d, i-l) and O2 (e-h, m-p). Values
shown are April-October averages for the corresponding years, with numerical model
output averaged only on days with observational data. Panels on the left (a, c, e, g, i, k,
m, o) show maps of bottom concentrations while panels on the right (b, d, f, h, j, l, n,
p) show depth transects throughout the mainstem Bay. DLEM (a-h) and Phase 6 (i-p)
simulation results are shown. In all panels, the head of the Bay (north) is to the left
and the mouth of the Bay (south) is to the right. NO3- observations are binned every
5 m due to limited data. Averages containing less than three observations are omitted
as they do not represent conditions throughout the entire 7-month time period. Results
are shown for an average discharge year (2017) and a wet year (2019).
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Figure 5. Daily hypoxic volume results for the Realistic scenario and the 1985
TN sensitivity experiment for O2 < 3 mg L-1 (a-d) and O2 < 1 mg L-1 (g-j), for each of
the four years studied, with black circles representing interpolated hypoxic volume
estimates. Total annual hypoxic volumes are displayed for both O2 < 3 mg L-1 (e-f)
and O2 < 1 mg L-1 (k-l), with darker colors representing DLEM (e & k) and lighter
colors representing Phase 6 (f & l). Error bars represent annual hypoxic volumes from
the 1985 TN (High) experiment (upper limit) and the 1985 TN (Low) experiment
(lower limit). Note that 2016-2017 are average discharge years and 2018-2019 are wet
years.
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Figure 6. Differences in annual hypoxic volume between the Realistic scenario and
sensitivity experiments: 1985 TN, 1985 DIN, 1985 ON and 1985 Temp. Values are
displayed for DLEM (a,c) and Phase 6 (b,d) for both O2 < 3 mg L-1 (a,b) and O2 <
1 mg L-1 (c,d).

64

Figure 7. The number of days of excess hypoxia (defined as where hypoxia exists in
1985 TN but not in the Realistic scenario) for bottom grid cells (a, c, e, g, i, k, m, o) and
cells along a mainstem transect (b, d, f, h, j, l, n, p). Results are displayed by year for
both O2 < 3 mg L-1 (a-h) and O2 < 1 mg L-1 (i-p). In all panels, the head of the Bay
(north) is to the left and the mouth of the Bay (south) is to the right. The values shown
here are only for DLEM simulations; analogous results for Phase 6 are shown in Fig.
S8.
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SUPPLEMENTARY MATERIALS
Table S1. Multipliers (Eq. 8) used to obtain 1985-era loading for the nitrogen sensitivity
experiments (Eq. 9).
River
Year Discharge* NO3-†
NH4+ SDN RDON SDON
(m3 s-1)
Susquehanna
2016
1019
1.14
4.87
1.86
1.79
4.02
2017
1368
1.11
4.08
1.80
1.73
3.85
2018
2714
1.07
3.08
1.53
1.47
3.26
2019
1844
1.08
3.18
1.67
1.60
3.54
Potomac
2016
487
1.31
2.48
1.33
1.33
1.40
2017
415
1.40
2.83
1.31
1.30
1.37
2018
1094
1.22
1.81
1.27
1.26
1.34
2019
649
1.13
1.85
1.39
1.39
1.47
James
2016
479
1.20
5.91
1.12
1.11
2.39
2017
294
1.29
6.90
1.12
1.10
2.54
2018
740
1.22
6.08
1.08
1.06
2.35
2019
561
1.09
4.79
1.05
1.04
2.13
Rappahannock 2016
119
1.00
2.33
1.46
1.45
2.27
2017
76
1.01
2.37
1.31
1.30
2.06
2018
243
1.01
1.65
1.10
1.10
1.71
2019
140
0.97
2.04
1.45
1.45
2.23
York
2016
102
0.89
1.98
1.26
1.27
1.24
2017
50
0.91
2.23
1.33
1.33
1.30
2018
157
0.92
1.94
1.25
1.25
1.22
2019
101
0.87
1.76
1.20
1.20
1.17
Patuxent
2016
90
1.97
2.55
1.46
1.46
1.97
2017
67
2.02
2.44
1.40
1.39
1.87
2018
179
1.93
2.53
1.44
1.44
1.96
2019
130
1.89
2.72
1.55
1.55
2.12
Choptank
2016
76
1.17
1.83
1.26
1.26
1.73
2017
71
1.16
1.81
1.25
1.24
1.72
2018
167
1.16
1.77
1.25
1.24
1.71
2019
87
1.14
1.76
1.26
1.26
1.74
Nanticoke
2016
85
1.23
1.70
1.08
1.07
1.60
2017
67
1.23
1.70
1.08
1.07
1.60
2018
129
1.23
1.70
1.08
1.07
1.60
2019
85
1.23
1.70
1.08
1.07
1.60
Elk
2016
19
1.31
1.60
0.94
0.94
2.09
2017
18
1.31
1.60
0.94
0.94
2.09
2018
20
1.31
1.60
0.94
0.94
2.09
2019
20
1.31
1.60
0.94
0.94
2.09
*Values are annual averages of scaled discharge from USGS gauges
†
NO3- = Nitrate, NH4+ = Ammonium, SDN = Small Detrital Nitrogen, RDON =
Refractory DON, SDON = Semi-labile DON.
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Table S2. Statistics used to determine the best GLM from the five tested.*
O2
Threshold
O2 <
3 mg L-1

O2 <
1 mg L-1

GLM
Additive
(Eq. 4)
Global
(Eq. 5)
Discharge
(Eq. 2)
Null
(Eq. 1)
Time period
(Eq. 3)
Additive
(Eq. 4)
Discharge
(Eq. 2)
Global
(Eq. 5)
Null
(Eq. 1)
Time period
(Eq. 3)

df

AIC

AICc

∆AICc

Akaike
weight

p

% Residual
deviance
explained

4

147.3

153.1

0

0.92

-

25.0

5

149.2

159.2

6.1

0.04

0.73

24.6

3

158.0

161.0

7.9

0.02

<<0.001

72.1

2

160.0

161.3

8.2

0.01

<<0.001

100

3

160.0

163.0

9.9

0.01

<<0.001

85.1

4

133.9

139.6

0

0.82

-

22.9

3

140.2

143.2

3.6

0.13

0.003

45.9

5

135.8

145.8

6.2

0.04

0.80

22.7

2

147.6

148.9

9.3

0.01

<<0.001

100

3

149.4

152.4

12.8

0

<<0.001

98.8

*Data for this analysis are from 6-year time periods. GLMs are listed in order of
increasing AICc values. df = degrees of freedom = number of parameters including
variance; AIC = Akaike’s Information Criterion; AICc = corrected AIC, ∆AICc =
difference in AICc from the best GLM (i.e., Additive GLM); Akaike weight = probability
that the listed GLM is the best-fitting; p = probability from Likelihood Ratio Chi-Square
test comparing best GLM and the listed GLM; Residual deviance explained = difference
between residual deviance of the null GLM and the listed GLM. Note: The Likelihood
Ratio Chi-Square test determines whether a GLM with more parameters is better than a
GLM with fewer parameters (e.g., The Global GLM with 5 parameters is not better than
the Additive GLM since p = 0.73 and p = 0.80. Conversely, the Additive (best) GLM is
better than the other GLMs since generally p << 0.001).
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Table S3. Numerical model skill assessment for the DLEM Realistic scenario compared
to observations above and below 10 m.
Variable

Layer

Temperature Depth
(°C)
≤ 10 m
Depth
> 10 m
Salinity
Depth
(PSU)
≤ 10 m
Depth
> 10 m
O2
Depth
(mg L-1)
≤ 10 m
Depth
> 10 m
NO3
Depth
(mg L-1)
≤ 10 m
Depth
> 10 m
+
NH4
Depth
(mg L-1)
≤ 10 m
Depth
> 10 m
DON
Depth
(mg L-1)
≤ 10 m
Depth
> 10 m

Pearson
RMSD† Correlation
Coefficient

Mean ±
SD* Model

Mean ± SD
Observations

Bias

18.4 ± 8.6

18.0 ± 8.6

0.4

1.0

0.995

19,537

17.5 ± 8.0

17.1 ± 8.2

0.4

0.9

0.995

5,294

13.1 ± 6.3

13.1 ± 5.8

0.0

2.2

0.94

19,512

18.6 ± 4.2

18.0 ± 3.9

0.6

2.0

0.89

5,294

8.5 ± 2.6

8.3 ± 2.7

0.2

1.4

0.87

19,497

5.6 ± 3.6

5.2 ± 3.7

0.4

1.3

0.95

5,294

0.19 ± 0.27

0.22 ± 0.33

-0.03

0.19

0.81

4,408

0.11 ± 0.13

0.09 ± 0.12

0.02

0.08

0.79

642

0.07 ± 0.08

0.02 ± 0.03

0.05

0.08

0.53

4,626

0.17 ± 0.11

0.07 ± 0.07

0.10

0.13

0.69

658

0.33 ± 0.06

0.28 ± 0.09

0.05

0.10

0.31

4,358

0.29 ± 0.05

0.26 ± 0.07

0.03

0.08

0.29

635

*SD = Standard Deviation
†
RMSD = Root-Mean Squared Difference
‡Nobs = Number of observations
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Nobs‡

Table S4. As in Table S3, but for Phase 6.
Variable

Layer

Temperature Depth
(°C)
≤ 10 m
Depth
> 10 m
Salinity
Depth
(PSU)
≤ 10 m
Depth
> 10 m
O2
Depth
(mg L-1)
≤ 10 m
Depth
> 10 m
NO3
Depth
(mg L-1)
≤ 10 m
Depth
> 10 m
+
NH4
Depth
(mg L-1)
≤ 10 m
Depth
> 10 m
DON
Depth
(mg L-1)
≤ 10 m
Depth
> 10 m

Pearson
RMSD† Correlation
Coefficient

Mean ±
SD* Model

Mean ± SD
Observations

Bias

18.4 ± 8.6

18.0 ± 8.6

0.4

1.0

0.995

19,537

17.5 ± 8.0

17.1 ± 8.2

0.4

0.9

0.995

5,294

13.1 ± 6.3

13.1 ± 5.8

-0.1

2.2

0.94

19,512

18.6 ± 4.2

18.0 ± 3.9

0.6

2.0

0.89

5,294

8.5 ± 2.8

8.3 ± 2.7

0.2

1.5

0.86

19,497

5.5 ± 3.7

5.2 ± 3.7

0.3

1.2

0.95

5,294

0.27 ± 0.38

0.22 ± 0.33

0.05

0.20

0.86

4,408

0.13 ± 0.19

0.09 ± 0.12

0.04

0.12

0.82

642

0.07 ± 0.10

0.02 ± 0.03

0.05

0.10

0.46

4,626

0.18 ± 0.13

0.07 ± 0.07

0.11

0.15

0.71

658

0.26 ± 0.08

0.28 ± 0.09

-0.02

0.11

0.18

4,358

0.26 ± 0.04

0.26 ± 0.07

0.00

0.07

0.21

635

*SD = Standard Deviation
†
RMSD = Root-Mean Squared Difference
‡Nobs = Number of observations
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Table S5. Differences in annual hypoxic volume between the sensitivity experiments
and the Realistic scenario, as displayed in Fig. 6.
O2
Threshold
O2 <
3 mg L-1

Watershed
Model
DLEM

Phase 6

O2 <
1 mg L-1

DLEM

Phase 6

Years
2016
2017
2018
2019
2016
2017
2018
2019
2016
2017
2018
2019
2016
2017
2018
2019

1985 TN
(km3 days)
774
789
669
611
552
484
409
315
435
465
450
433
313
270
282
233
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1985 DIN
(km3 days)
361
330
285
259
454
391
299
239
188
200
191
168
252
221
210
174

1985 ON
(km3 days)
462
485
431
410
118
94
121
93
247
294
277
274
62
57
80
61

1985 Temp
(km3 days)
-85
-87
-122
-101
-92
-90
-126
-106
-24
-36
-57
-50
-27
-39
-68
-60

Figure S1. Time series of bottom O2 (a-f) at six stations along the mainstem of the
Chesapeake Bay (g). Colored lines indicate numerical model output from the Realistic
scenario using nutrient concentration information from two different watershed
models (DLEM and Phase 6). Black circles indicate O2 observations.
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Figure S2. Target diagram showing the relative skill of different variables in the
Realistic scenario for both DLEM and Phase 6 simulations. The x- and y- axes
represent the unbiased RMSD and the bias between numerical model output and
observations respectively, with both values normalized to the standard deviation of the
observations (see Hofmann et al. (2008) and Jolliff et al. (2009) for more
information). Distances from the origin represent normalized RMSD. It is important to
note that some symbols are not visible due to similarities in skill. For temperature
(circles), the skill is the same for both surface and bottom waters and for the two
watershed models. For salinity (squares), the skill is different for surface and bottom
waters but the same for the two watershed models. For oxygen (diamonds), the skill is
the same for both watershed models at depths greater than 10 m.
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Figure S3. Target diagrams showing the relative skill of variables in the DLEM
Realistic scenario for each of the stations used in the model-data comparison, color
coded by latitude. The names to the left of the color bar indicate the latitudes for a few
prominent mainstem stations. For each variable there are two panels, one
corresponding to values above 10 m and one corresponding to values below 10 m.
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Figure S4. As in Figure S3, but for Phase 6.
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Figure S5. Model-data comparison plots for salinity (a-d, i-l) and temperature (e-h,
m-p). Values shown are April-October averages for the corresponding years, with
numerical model output averaged only on days with observational data. Panels on the
left (a, c, e, g, i, k, m, o) show maps of bottom values while panels on the right (b, d, f,
h, j, l, n, p) show depth transects of values throughout the mainstem of the Bay.
DLEM (a-h) and Phase 6 (i-p) simulation results are shown. Averages containing less
than three observations are omitted as they do not represent conditions throughout the
entire 7-month time period. The warmer temperatures observed at some of the stations
are a result of smaller sample sizes that lack observations during cooler months.
Results are shown for an average discharge year (2017) and a wet year (2019).
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Figure S6. As in Figure S5, but for NH4+ (a-d, i-l) and DIN (e-h, m-p). NH4+ and DIN
observations are binned every 5 m due to limited data.
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Figure S7. As in Figure S5, but for DON (a-d, i-l) and PON (e-h, m-p). DON and
PON observations are binned every 5 m due to limited data.
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Figure S8. The number of days of excess hypoxia (where hypoxia exists in 1985 TN
but not in the Realistic scenario) for bottom grid cells (a, c, e, g, i, k, m, o) and cells
along a mainstem transect (b, d, f, h, j, l, n, p). Results are displayed by year for both
O2 < 3 mg L-1 (a-h) and O2 < 1 mg L-1 (i-p). In all panels, the head of the Bay (north)
is to the left and the mouth of the Bay (south) is to the right. The values shown here
are only for Phase 6 simulations; analogous results for DLEM are shown in Fig. 7.
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