Abstract
I. INTRODUCTION One of the key open problems in network information theory is to obtain capacity region for the two-user Interference Channel (IC).
This channel is a simple communication scenario where two transmitters separately send independent messages to their corresponding receivers while causing interference to the other receiver. In recent years, numerous papers have studied capacity limits for this channel and related scenarios. For a comprehensive review of the existing results, please refer to [1] and literature therein. In this paper, we derive new results for the two-user IC. First, we establish a novel outer bound on the capacity region. We show that this outer bound is optimal for the channel with strong interference which yields a new and concise proof for the results of [2, 3] . More importantly, using the derived outer bound, we prove some new capacity theorems. We identify a mixed interference regime for the general IC where decoding interference at one receiver and treating interference as noise at the other one is sum-rate optimal. Also, we identify a class of one-sided ICs with weak interference for which treating interference as noise is sum-rate optimal. Our new capacity theorems include previous results for the mixed Gaussian IC [4] and the weak Gaussian one-sided IC [5] as special cases. Next, we present some results on the Han-Kobayashi (HK) achievable rate region [6] . This is the best known capacity inner bound for the two-user IC which was derived in 1981. A compact characterization of the HK rate region was derived in [7] . However, the evaluation of the HK rate region for the general case is still difficult due to numerous degrees of freedom involved in the problem [4] . In this paper, we present a new achievable rate region for the general IC and argue that, despite its simplicity, it coincides with the HK region for a novel very weak interference regime. Consequently, we derive a simple characterization of the HK region for the identified (very weak interference) regime. As a remarkable characteristic, we also prove that for this regime the achievable sum-rate due to the HK region is identical to the one given by the simple treating interference as noise strategy. Finally, we obtain a noisy interference regime for the general IC (non-Gaussian). Recall that in concurrent papers [4, 8, 9] , it was shown that for the Gaussian IC when the interference level is below a certain threshold, the sum-rate capacity is achieved by treating interference as noise at both receivers. A natural question is that how one can adapt this result for the discrete IC. In this paper, by a new approach we re-derive the result of [4, 8, 9 ] to be applicable not only for the Gaussian channel but also for any twouser IC. In our approach, a single-letter outer bound in terms of some auxiliary random variables is first established on the sumrate capacity of the general IC and then those conditions under which this outer bound is reduced to the achievable sum-rate due to the simple treating interference as noise strategy are specified. In the following section, we present the channel model. Our main results are given in Section III.
II. CHANNEL MODEL
In this paper, we use the same notations as those in [1] , most of them are by now standard. Two-User IC: In this channel, two transmitters send independent messages to their respective receivers via a common media. Fig. 1 depicts the channel model. The two-user IC is given by the input signals and , the outputs and and the transition probability function ( | ) that describes the relation between the inputs and the outputs of the channel. The channel is assumed to be memoryless. The Gaussian IC is usually formulated in the following standard form: (1) where are zero-mean unit-variance Gaussian random variables (RVs), and are fixed real numbers, and [ ] = 1,2. A two-user IC is said to be one-sided if either one of the following conditions holds:
In other words, for a one-sided IC, the signal of one receiver does not depend on the signal of the non-respective transmitter. The Gaussian one-sided IC is also derived by setting either =0 or =0 in (1) . In this paper, without loss of generality, we only consider the one-sided ICs that satisfy the condition (2-a).
III. MAIN RESULTS
This section is divided into three subsections. In Subsection III.A, we present a novel capacity outer bound and also new capacity theorems for the channel. In Subsection III.B, we obtain some results on the HK achievable rate region. Lastly, in Subsection III.C, we derive a novel noisy interference regime for the channel.
III.A) A Novel Outer Bound and New Capacity Results
Our first result is a new capacity outer bound for the channel which is given in the following theorem.
Theorem 1)
Define the rate region as in (3) [10] .
In what follows, we prove that our outer bound is optimal for important special cases. Let first discuss the IC with strong interference. Consider a two-user IC that satisfies:
For the Gaussian channel (2), the conditions (4) are equivalent to:
These channels for which the capacity region is achieved by decoding both messages at both receivers are said to have strong interference. The capacity region of these channels is given by:
This capacity result was derived for the Gaussian channel by Sato [2] and for the discrete channel by Costa and El Gamal [3] . Sato's argument for the Gaussian channel is rather simple; however, the proof of [3] for the discrete channel involves complicated induction-based arguments ( [3, Appendix] ). In the following, we re-derive the result of [2, 3] with a simple and concise proof. In fact, we prove that our outer bound in (3) is optimal in the strong interference regime (4)-(5).
Corollary 1) The outer bound given by (3) for the two-user IC is optimal in the strong interference regime (4)-(5).
Proof of Corollary 1) T o de r iv e t hi s r e sul t , we ne e d to the following lemma.
Lemma 1)
The conditions (4) can be extended as follows:
Lemma 1 is actually a special case of a more general result proved in our previous paper [11, Sec. II] . Now, consider the rate region (6) . The constraints on the individual rates, i.e., and , are directly given in our outer bound in (3). For the sum-rate, based on this outer bound we have:
where (a) is derived from the first inequality of (7) by replacing with ( ) and considering the inequality for all joint PDFs of the form . Similarly, one can derive: ( | ). For the Gaussian channel (2), the conditions (4) are equivalent to (5) and thus equivalent to (7).
Remarks:
1. Note that according to the joint PDFs associated with our outer bound in (3), we need inequality (a) in (8) to hold for all PDFs of the form ; t h i s i s essentially guaranteed by Lemma 1.
2. An interesting consequence of Lemma 1 is that correlation between the inputs does not affect the strong interference conditions (4). This is deduced by considering (7) for .
Then, we prove some new capacity results for the channel. In [4, Th. 10] the authors established the sum-rate capacity for the Gaussian IC (2) with | | <1 | |. In this case, the interference at the first receiver is strong while it is weak at the second receiver. The authors in [4] refer to this case as the mixed interference regime. In the following, we generalize the notion of mixed interference regime to arbitrary ICs and derive the sum-rate capacity for this regime.
Definition:
The two-user IC is said to have mixed interference provided that:
It is clear that an alternative mixed interference regime is derived by exchanging the indices 1 and 2 in (9) everywhere. One can show that for the two-user Gaussian IC (2), the conditions (9) are equivalent to the case | | <1 | |. In fact, if | | <1 | |, given either or , the output is a (stochastically) degraded version of ; thus, both inequalities in (9) are satisfied. As an instance for discrete channels satisfying (9), we can consider the class of degraded ICs where (10) forms a Markov chain. It should be noted that the mixed interference channels satisfying (9) strictly contain the degraded channels in (10) . For example, the Gaussian channel (2) has mixed interference in the sense of (9) if | | <1 | |; while in order to be degraded in the sense of (10), it is required that the conditions | | <1 | | and =1 hold simultaneously.
Theorem 2) The sum-rate capacity of the two-user IC in the mixed interference regime (9) is given by:
max min ( | ) ( | ) ( | )(11)
Proof of Theorem 2)
The achievability is straightforward: the receiver first decodes the signal and then while the receiver just decodes the signal . For the converse part, first note that the conditions (9) can be extended as follows:
This conclusion is proved in our paper [12, Sec. II, Lemma 4].
Here we do not provide the proof due to limited space. Now, using our outer bound in (3), we have:
where (a) is due to the first inequality of (12) . Also,
where (b) is due to the second inequality of (12) . The proof of Theorem 2 is thus complete. 
Remarks
Concurrent to our journal paper [1] and using a different approach, the authors of [13] proved that the sum-rate capacity for such channels is given by (11) . Note that the Markov chain (13) necessarily implies the first inequality of (9) . Therefore, the result of [13] is a special case of Theorem 2. It should be remarked that the authors of [13] were motivated that the sum-rate capacity of the channels (9) is also given by (11); however, it remains a conjecture in [13, Conclusion] .
Finally, let consider the one-sided IC (2-a). For the Gaussian onesided IC with weak interference where =0 and | | 1, in [5] it was shown that treating interference as noise achieves the sumrate capacity. Below we introduce a weak interference regime for any arbitrary one-sided IC and obtain the sum-rate capacity for it.
Definition: The two-user one-sided IC in (2-a) is said to have weak interference provided that:
It should be remarked that the condition (14) can be rewritten as follows:
This is due to the factorization (2-a). For the Gaussian one-sided IC with =0, the conditions (14) and (15) both are equivalent to | | <1. (14) is given by:
Theorem 3) The sum-rate capacity of the two-user one-sided IC (2-a) with weak interference
The above sum-rate capacity is achieved by treating interference as noise.
Proof of Theorem 3)
The achievability is immediately derived by treating interference as noise. Therefore, we need to prove the converse part. Using our outer bound in (3), we can write:
where inequality (a) follows from the condition (14) which extends as follows:
also, equality (b) follows from the fact that for the one-sided IC (2-a), is independent of when conditioned on . This completes the proof.
Remark: Concurrent to our journal paper [1] , a special case of Theorem 3, where the one-sided channel satisfies the Markov chain , was derived in [13] .
Note that the consequence of Theorem 3 can be directly applied to the Gaussian one-sided IC with =0, and | | <1. We thus establish a new proof for the result of [5] .
III.B) On Capacity Inner Bounds
In this subsection, we present some new results on capacity inner bounds for the two-user IC. The best known achievable rate region for this channel is the well-known HK region [6] . In the HK scheme for the two-user IC, each encoder splits its message into two parts, namely a common part and a private part, and then these two parts are encoded using independent codewords. The encoders send a deterministic function of these two independent codewords over the channel. For decoding, by incorporating a jointly decoding technique, each receiver decodes the common part of the messages of both transmitters as well as the private part of its respective transmitter. Evaluation of the HK rate region is very difficult even for the special case of Gaussian channel [4] . In the following, we present a new achievable rate region for the general IC and argue that, despite its simplicity, it coincides with the HK region for a novel very weak interference regime. Also, it is optimal for the strong interference regime.
Definition: The two-user IC is said to have very weak interference provided that:
for all joint PDFs .
By examining the conditions (17) for the Gaussian channel (1) with Gaussian input distributions, we obtain:
These conditions can be viewed as the very weak interference regime for the Gaussian IC (1). Nonetheless, it should be mentioned that (18) is not equivalent to (17), in general.
Theorem 4)
Define the rate region as follows: 
Proof of Theorem 4)
The achievability of (19) is proved using a random coding argument in which a superposition encoding technique is exploited at the transmitters and a novel decoding scheme named semi-joint decoding is applied at the receivers. The details of our achievability scheme as well as the proof of its equivalency with the HK scheme for the very weak interference regime (17) can be found in [14, Th. 2] . Unfortunately, we are not able to provide them here due to limited space.
Remark:
It is remarkable to note that the achievable rate region is also optimal in the strong interference regime which yields the capacity region. In fact, by substituting and in (19), we directly obtain the rate region (6) . Therefore, our achievability scheme is useful both for the very weak and the strong interference regimes.
Using Theorem 4, we can deduce the following interesting result.
Corollary 2) For the two-user discrete IC with very weak interference (17), the maximum achievable sum-rate due to the HK region is given by:
Proof of Corollary 2) According to Theorem 4, for the very weak interference regime (17) the HK region is equivalent to in (19). For the region in (19) the sum-rate is bounded as:
where inequality (a) is due to the second condition of (17).
Corollary 2 states that in the very weak interference regime (17), the maximum achievable sum-rate due to the HK region is identical to the one given by the simple treating interference as noise strategy. Based on this fact, we indeed conjecture (one may expect) that the sum-rate capacity of the IC in the very weak interference regime (17) is achieved by treating interference as noise at the receivers.
III.C) A Novel Noisy Interference Regime
Our last result is to identify a noisy interference regime for any arbitrary IC. Let us first present a new lemma that is critical in our future derivation.
Lemma 2)
Given an integer , let and be two arbitrary random vector of length . For any arbitrary random variable , we have: In general, Lemma 2 is a very useful tool for single-letterization while establishing capacity outer bounds for different networks. This lemma holds for both discrete and continuous random variables. Now, we can derive the main result of this subsection. 
Proof of Theorem 5) The achievability of (25) is immediately derived by treating interference as noise at the receivers. Let prove the converse part. Consider a length-code with vanishing error probability. Denote the sum-rate capacity by . Also, define new random variables , = 1,…, , as follows:
Based on the Fano's inequality, we have: 
where
