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ABSTRACT
We use the proper motions (PM) of half a million red giant stars in the Large Magel-
lanic Cloud measured by Gaia to construct a 2d kinematic map of mean PM and its
dispersion across the galaxy, out to 7 Kpc from its centre. We then explore a range
of dynamical models and measure the rotation curve, mean azimuthal velocity, ve-
locity dispersion profiles, and the orientation of the galaxy. We find that the circular
velocity reaches ∼ 90 km/s at 5 Kpc, and that the velocity dispersion ranges from
∼ 30− 40 km/s in the galaxy centre to ∼ 15− 20 km/s at 7 Kpc.
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1 INTRODUCTION
The second data release (DR2) of Gaia mission (Brown et
al. 2018) revolutionized the studies of kinematics of stars
in the Milky Way and its satellites. The Large Magellanic
Cloud (LMC), together with its smaller companion, are very
prominent on the Gaia sky map – DR2 provides proper mo-
tion (PM) measurements for ∼ 107 stars within 10◦ from
the LMC centre, most of which likely belong to that galaxy.
PM measurements of individual small fields observed by the
Hubble space telescope have been available previously (e.g.,
Kallivayalil et al. 2006, 2013; Piatek et al. 2008), and were
used together with radial velocity (RV) measurements of
various samples of stars to construct kinematic models (e.g.,
van der Marel & Kallivayalil 2014, hereafter vdMK14). How-
ever, the Gaia DR2 PM dataset increases the sample size by
orders of magnitude and provides a uniform sky coverage.
Helmi et al. (2018, hereafter H18) used this data to con-
struct a detailed 2d velocity map, showing a clear rotation
pattern and even some deviations from it in the bar region.
In the present paper, we use the same dataset to mea-
sure not only the mean PM, but also for the first time its dis-
persion. We then construct rather simple dynamical models
of the LMC based on PM and ∼ 1000 stars with individu-
ally measured RV, and infer the orientation of the galaxy
and the profiles of mean azimuthal velocity and velocity
dispersion. These models indicate that the rotation curve
reaches ∼ 90 km/s at 5−6 Kpc, and that the internal veloc-
ity dispersion varies in the range 15−40 km/s; however, the
residuals are still substantial, calling for more sophisticated
modelling techniques.
? E-mail: eugvas@lpi.ru
2 DATA
The PM dispersion of LMC stars is much more challenging
to measure than its mean value, because it is sensitive to
outliers and foreground contamination from the Milky Way.
We therefore used a combination of several selection criteria
to obtain a very clean sample:
• A star at the distance of LMC (∼ 50 kpc) would have a
parallax $ ∼ 0.02 mas, significantly smaller than a typical
measurement error. We rejected all stars with parallaxes not
consistent with zero at more than 3σ level.
• As the astrometric model in Gaia DR2 neglects unre-
solved binary stars, their PM could be substantially in er-
ror. Moreover, in dense fields such as the centre of LMC,
source confusion and blending may also lead to larger er-
rors, especially for fainter stars. This is reflected in the in-
creased formal error bars on PM, and also in a substantially
non-zero astrometric excess noise parameter. We there-
fore retained only stars with this parameter below 0.2 mas
(a more stringent cutoff than in Lindegren et al. 2018).
• We also removed stars with unreliable colours, mostly
in crowded and highly extincted central regions, which have
phot bp rp excess factor > 1.3 + 0.06 (GBP −GRP )2.
• Finally, we selected the stars from the region in the
colour–magnitude diagram that corresponds to red giants
(see Figure 1): G-band magnitude below 18, and BP −RP
colour greater than 1.2 + 0.11 (18−G).
The final sample contains ∼ 0.5×106 stars, and is very clean
– the fraction of foreground contaminants is less than 1%, as
illustrated by PM histograms in Figure 2, top panel. Typi-
cal PM errors in this magnitude range are 0.1− 0.2 mas/yr
(25− 45 km/s), which is smaller than the amplitude of the
c© 2018 The Authors
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Figure 1. Colour–magnitude diagram of stars within 8◦ from the photometric centre of LMC. Left panel shows all stars that have
colour information in Gaia data (∼ 107). Middle panel shows the sample of stars that have parallax consistent with zero ($ < 3σ$)
and astrometric excess noise below 0.2 mas. The region within the dashed line, occupied by red giants, is taken to be our final sample
(∼ 0.5× 106 stars). Right panel illustrates that the stars which pass the parallax and astrometric excess noise cutoffs, but have proper
motions inconsistent with that of LMC by more than 2 mas/yr (and hence likely belong to Milky Way), have very little overlap with our
final sample; their spatial distribution is nearly uniform across the area of interest. Green dots mark stars with RV measurements.
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Figure 2. Histograms of proper motions µY for stars with dif-
ferent selection criteria.
Top panel: entire region within 8◦ from the LMC centre. Blue
curve shows all stars, green – stars that pass the parallax and
astrometric excess noise selection criterion, red – stars within the
region in the CMD used to pick up red giants, cyan – the com-
bination of both criteria. The main peak in the distribution, cor-
responding to the stars from LMC, has very little contamination
(< 1%) from the broader foreground distribution.
Bottom panel: illustration of the Extreme Deconvolution tech-
nique for inferring the intrinsic distribution of proper motions
from noisy samples (simplified 1d example). Blue curve shows the
actual data, green – a two-component Gaussian mixture (' 99.5%
stars in the main peak) representing the intrinsic distribution, red
– the same curve convolved with errors taken from actual data
points (typical errors are shown in the bottom – 5%, 50% and
95% percentiles), which follows the observed distribution.
rotation curve (∼ 80− 90 km/s), but comparable to the ex-
pected velocity dispersion of the galaxy. It is therefore neces-
sary to take into account errors in individual measurements
when determining the velocity dispersion tensor. Moreover,
despite the strict selection criteria, the sample still contains
a small fraction of stars with measured PM that is signif-
icantly inconsistent with the bulk of the population, and
would therefore bias the fitted dispersion upward.
To account for both the observational errors and
contaminants, we use the Extreme Deconvolution fitting
method (Bovy et al. 2011). In this approach, measure-
ments are assumed to be drawn from an “intrinsic” distri-
bution function, represented as a superposition of multivari-
ate Gaussians, and then convolved with individual errors for
each data point1. The method aims to determine the best-fit
parameters of this Gaussian mixture that maximize the like-
lihood of the measured values. In our case, the data space
is two-dimensional, and we use a two-component model, ex-
pecting that most of the data points come from a single
(narrow) Gaussian, but a small fraction (. 10%) may not be
well described by this main component and instead should
be attributed to a second, wider Gaussian component. The
approach is illustrated in the bottom panel of Figure 2: in
this example, the fraction of contaminants is < 0.5%, but
without explicitly accounting for them, we would have bi-
ased the dispersion of the main component by some 10%.
In order to analyze the internal kinematics of stars, we
need to consider their motion relative to the centre-of-mass
1 For a few thousand AGN sources from the AllWISE catalogue
cross-matched with Gaia, lying in the LMC region, we examined
the distribution of their measured PM values normalized by the
quoted uncertainties. It is best described by a normal distribu-
tion with a width 1.1, similar to the parallax uncertainties (see
Figure 6 in Lindegren et al. 2018). We therefore increased the
PM uncertainties by 10%, and added in quadrature a systematic
error of 0.04 mas/yr (typical value for spatial regions with size
& 0.2◦, see Figure 15 in Lindegren et al. 2018), before running
the Extreme Deconvolution.
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Figure 3. Maps of mean PM (two top left panels), PM dispersions (two top right panels), PM correlation coefficient (bottom right),
individual RV (bottom left), and density of sources per square degree (bottom centre). PM are displayed in km/s, using the multiplicative
factor 1 mas/yr = 237 km/s. Bottom centre panel also depicts the streamlines of PM after subtracting their mean values, illustrating
the effect of perspective shrinking due to the LMC line-of-sight motion away from the observer. The green rectangle shows the orbital
plane orientation (with the top-left corner being nearer to the observer), and the dashed line shows the intersection of this plane with
the sky plane (the line of nodes). The maps are available in electronic form as online supplementary material.
of the LMC. The latter is not a well-defined point, though,
and different studies suggested positions that are more than
1◦ apart. A shift in the position of the central point pro-
duces corresponding offsets in the PM map, implying a dif-
ferent value for the centre-of-mass velocity, but without a
proper dynamical model there is no way to determine the
preferred position. As we will show later, our simple models
have non-negligible systematic residuals, and therefore are
not suitable to rigorously infer the position of the centre.
We ran the models for several choices of the central point,
obtaining largely similar results for the internal kinematics.
We therefore adopted α0 = 81
◦, δ0 = −69.75◦ (roughly the
photometric centre of the bar) as the reference position. Af-
ter fixing the central point, we transform the coordinates
and PM into a Cartesian system X,Y , which is an ortho-
graphic projection of the celestial sphere onto the tangent
plane (defined in Equation 2 of H18). Of course, since the
LMC subtends a large region on the sky and a significant
relative range in the line-of-sight distance, all subsequent
analysis takes into account perspective effects in geometric
transformations (e.g., van der Marel et al. 2002).
To construct 2d kinematic maps, we first bin the stars
in the projected coordinates into square pixels with size 0.2◦.
The number of stars per pixel reaches ∼ 103 in the central
regions, but rapidly drops towards the edge of the galaxy. In
order to obtain a sufficient and spatially uniform signal-to-
noise, we further group pixels into ∼ 500 Voronoi bins, using
the method of Cappellari & Copin (2003). We chose a circu-
lar region with radius 8◦ around the galaxy centre, because
the density of stars in our sample drops rather abruptly be-
yond 6− 7◦.
Figure 3 (left columns), shows the map of the mean PM
with a clear rotation pattern, which has been already been
illustrated by H18 (their Figure 16). The main new result is
the PM dispersion map (right columns), which has a well-
defined central spike, where the values reach ∼ 0.17 mas/yr
(40 km/s), and drops to ∼ 0.07 − 0.1 mas/yr in the outer
regions. The covariance between two components of PM also
shows a clear quadrupolar pattern across the galaxy, which
is unlikely to be an artefact of smaller-scale correlated mea-
surement errors.
Uncertainties in the results are dominated by system-
atic errors in PM, estimated to be ∼ 0.03 mas/yr by com-
paring the mean values in each pixel to a spatially-smoothed
map (a similar variation is seen in Figure 17 of H18). Un-
certainties from the Extreme Deconvolution method (esti-
mated by bootstrapping, i.e., choosing different subsets of
data points) and from the Voronoi binning are both at the
level 0.015 mas/yr. Changing the selection criteria on the
input sample (in particular, the magnitude range) has little
influence on the PM dispersion: for instance, taking the up-
per limit at G = 17 halves the sample size and changes the
dispersion by . 0.01 mas/yr. For reference, 0.01 mas/yr is
2.4 km/s at the distance of LMC.
3 MODEL
To obtain qualitative understanding of the internal dynam-
ics of LMC, we use two different, rather simple, modelling
approaches. We only take the Voronoi-binned kinematic
maps of mean PM and their dispersions, plus ∼ 1000 in-
dividual radial velocity measurements, as our input data,
without using any information on the density profile (the
latter is known to approximately follow an exponential pro-
file with scale radius in the range 1.3−1.7 kpc, e.g., van der
Marel 2001; Balbinot et al. 2015; Choi et al. 2018).
The first approach is purely empirical, not based on any
dynamical arguments. We assume that the stars are moving
in a geometrically thin axisymmetric disc, and at each radius
their velocity distribution in cylindrical coordinates (R, z, φ)
MNRAS 481, L100–L104 (2018)
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Figure 4. Maps of mean PM and their dispersions for the best-fit JAM models (top row) and the residuals (bottom row). The units are
again km/s as in the previous figure.
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Figure 5. Internal dynamics of LMC recovered by JAM (shaded)
and thin-disc (hatched) models. Red and blue are the radial and
vertical velocity dispersions; green is the mean azimuthal velocity;
gray is the rotation curve (circular velocity in the z = 0 plane) in
JAM.
is represented by a Gaussian with anisotropic dispersion ten-
sor (σR = σφ = (1−β)−1/2σz) and mean streaming velocity
vφ. We adopt a cubic spline representation for the radial
profiles of these functions, parametrized by their values at
several control points, and assume a constant anisotropy co-
efficient β. Of course, in reality a non-zero dispersion implies
finite vertical thickness, and the radial variation of other
quantities also cannot be arbitrary; we ignore these incon-
sistencies, as the primary goal of this approach is to explore
the trends in the data. It is similar to a thin-disc model used
in many previous studies, but is more flexible (does not make
the assumption of a solid-body rotation), and additionally
allows to fit for the PM dispersion.
The other method is based on the axisymmetric Jeans
equations, in the form known as the Jeans Anisotropic
Model (JAM) (Cappellari 2008). We assume that the ve-
locity ellipsoid at each point in the meridional (R, z) plane
is aligned with cylindrical coordinates, and that the ratio
σz/σR =
√
1− β is constant; moreover, we distribute the
kinetic energy of azimuthal motion between ordered and ran-
dom components in such a way that σφ = σR. Under these
assumptions, the two-dimensional (R, z) profiles of all kine-
matic quantities are uniquely determined by the total gravi-
tational potential and the density profile of tracer stars. We
parametrize the latter by a radially-exponential, vertically-
isothermal disc profile, and assume that the total potential
consists of the stellar disc plus a spherical halo having a dou-
ble power-law profile (Zhao 1996), with outer slope fixed to 3
and an arbitrary inner slope γ. In total, this model has seven
free parameters (disc and halo masses, scale radii, disc scale
height, halo inner slope, and the velocity anisotropy coeffi-
cient β of the Jeans model). The observed mean PM and
RV and their dispersions are obtained by integrating the in-
trinsic values along the line of sight. Our implementation is
more general than those of Cappellari (2008) and Watkins
et al. (2013), in that it allows to use arbitrary density and
potential profiles (not only Multi-Gaussian expansions), and
performs appropriate perspective corrections for sources at
finite distances. As in the latter study, we evaluate the likeli-
hood of the model against individual RV measurements, but
for the PM and its dispersion we use the Voronoi-binned val-
ues obtained by the Extreme Deconvolution technique.
In both approaches we have five additional parameters,
describing the orientation of LMC disc plane (the inclination
angle i and the position angle of the line of nodes Ω, which
measures the direction to intersection between disc and im-
age planes from the vertical axis), and velocity vector of its
centre of mass in the heliocentric reference frame vCM. We
fix the distance to 50 kpc (Freedman et al. 2001).
To explore the parameter space, we use the Markov
Chain Monte Carlo (MCMC) code Emcee (Foreman-
Mackey et al. 2013), running it for several thousand steps
while visually checking the convergence. We performed sev-
eral validation tests by producing mock datasets (two-
dimensional maps of mean PM and its dispersion, without
MNRAS 481, L100–L104 (2018)
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added noise) from N -body models (D.Erkal, priv.comm.),
and both approaches were able to recover the orientation,
centre-of-mass velocity, and internal kinematics of these
models rather well. Even though the MCMC approach pro-
vides both the best-fit parameters and their error estimates,
we do not consider the latter to reflect the true uncertainties.
First, because of the hard-to-control systematic errors in the
input data, we used constant error bars (0.03 mas/yr) for all
Voronoi bins; second, the residuals clearly indicate that the
models are far from being a good match to the data, hence
the formal error bars would have little sense. Instead we use
the difference between the two modelling approaches, and
varied the selection criteria in the input dataset, to gauge
the systematic errors.
The best-fit kinematic maps are presented in Figure 4
for the JAM method; the thin-disc model produces broadly
similar results. Neither method provides particularly good
fits to the actual data: there are systematic differences in the
rotation field at the level ∼ 10 km/s (especially in the bar re-
gion, similarly to Figure 17 in H18), and in the outer region
the PM dispersion is too low, while the amplitude of rota-
tion is too high. This is not surprising, given the simplified
nature of our models, while in reality the LMC is neither ax-
isymmetric nor in perfect equilibrium, and possibly warped.
Nevertheless, the similarity of the derived one-dimensional
profiles of mean velocity and its dispersion, shown in Fig-
ure 5, between the two methods is encouraging.
The mean azimuthal velocity profile vφ(R) is very sim-
ilar to Figure 18 in H18 and agrees well with Olsen et al.
(2011), vdMK14, rising to ∼ 80 km/s at the distance of
5 Kpc. The radial and azimuthal velocity dispersions σR,φ
range from 20 to 40 km/s. This places the LMC into the cat-
egory of fast rotators, according to the classification scheme
of Cappellari et al. (2007). The circular velocity implied by
the JAM potential model is higher than vφ by ∼ 10 km/s
and reaches 90 km/s at 5 Kpc, corresponding to an enclosed
mass of ∼ 1010M (the relative contribution of disc and
halo is not well constrained, and hence we cannot reliably
extrapolate to large radii to infer the total mass).
The inclination of the LMC disc i ∼ 32 − 35◦ and the
kinematic position angle Ω ∼ 130 − 135◦ are in the range
inferred in other studies (e.g., Table 1 in Subramanian &
Subramaniam 2013). Since the galaxy orientation is closer
to face-on than edge-on, the line-of-sight velocity dispersion
is mainly dominated by σz, whereas the PM dispersion is
mostly determined by σR,φ. Hence a radially-anisotropic ve-
locity distribution (in both approaches β ' 0.5, at the up-
per end of our allowed range) naturally leads to a higher
PM dispersion than the RV dispersion. The latter lies in the
range ∼ 15 − 30 km/s, similar to other studies (e.g., van
der Marel et al. 2002, Cole et al. 2005, vdMK14, Song et
al. 2017). We caution that the sample of stars with Gaia
RV measurements contains relatively young red supergiants
in several star-forming regions (bottom left panel in Fig-
ure 3), whose kinematics likely differs from the bulk of the
population. Hence we refrain from making conclusive state-
ments about the disc thickness and vertical profile. The
best-fit line-of-sight velocity of the LMC centre-of-mass is
∼ 265− 270 km/s, comparable to the range 255− 265 km/s
derived from other RV surveys, and the variation of mean
RV across the image plane is qualitatively consistent with
Figure 3 in vdMK14.
4 SUMMARY
In this paper, we used the ground-breaking Gaia DR2
dataset to construct 2d maps of mean PM and its disper-
sion within 8◦ from the LMC centre. Using a combination of
selection criteria, we obtained a very clean sample of LMC
stars, and inferred the intrinsic PM distribution from binned
data with the Extreme Deconvolution technique, fully taking
into account the observational errors and contamination. We
then constructed rather simple dynamical models of LMC
using two different approaches, and measured the intrinsic
profiles of mean velocity, its dispersion, and circular velocity
as functions of radius. Despite their simplicity, these models
provide useful insights into the LMC structure, suggesting
a substantial in-plane velocity dispersion in the central re-
gion and a radially anisotropic dispersion tensor. This work
could be improved in many ways, in particular, taking into
account more observational information on the density pro-
file and RV, and relaxing the assumption of axisymmetry
and cylindrical alignment of velocity ellipsoid on the mod-
elling side.
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