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We study occupation of certain regions of phase space of an asymmetric superconducting quan-
tum interference device (SQUID) driven by thermal noise, subjected to an external ac current and
threaded by a constant magnetic flux. Thermally activated transitions between the states which
reflect three deterministic attractors are analyzed in the regime of the noise induced dynamical local-
ization of the Josephson phase velocity, i.e. there is a temperature interval in which the conditional
probability of the voltage to remain in one of the states is very close to one. Implications of this
phenomenon on the dc voltage drop across the SQUID are discussed. We detect the emergence
of the power law tails in a residence time probability distribution of the Josephson phase veloc-
ity and discuss the role of symmetry breaking in dynamical localization induced by thermal noise.
This phenomenon illustrates how deterministic-like behaviour may be extracted from randomness
by stochasticity itself.
I. INTRODUCTION
Determinism is often related to predictability, i.e. the
ability to predict the future state of a system given
the present one. Perfect predictability obviously implies
strict determinism but lack of predictability does not nec-
essarily means lack of determinism. The latter is often
identified with randomness. Nowadays we know that ran-
domness understood as lack of predictability may emerge
in deterministic systems which are chaotic1. In this work
we would like to discuss a question concerning the reverse
action, i.e. whether deterministic-like behaviour can be
extracted out of randomness or at least randomness can
be significantly suppressed by stochasticity itself.
To attack this problem we consider a SQUID2–7. It of-
fers some important advantages over other potentially
useful setups: (i) precise experimental control of ap-
plied driving forces in the form of external currents,
(ii) detection of directed motion manifested in a non-
zero long-time dc voltage, (iii) access to studies over a
wide frequency range of adiabatic and non-adiabatic ex-
ternal perturbations and finally (iv) both underdamped
and overdamped dynamics can be investigated by proper
junction fabrication and variation of system parameters.
We want to emphasize that our findings apply to a broad
selection of physical systems and could be experimentally
observed in variety of setups including in particular type
II superconducting devices based on motion of Abrikosov
vortices8,9, Josephson vortices10–12, cold atoms in optical
lattices13–17 and many others18–27.
The layout of the present paper is organized as follows.
In section II we briefly describe a model of the asymmet-
ric SQUID driven by the external current and pierced
by the constant magnetic flux. We also discuss deter-
ministic dynamics of the system in the parameter regime
considered in the remaining part of the paper. In section
III we present main results. In particular, we first turn
to its noisy counterpart to demonstrate the emergence
of dynamical localization of the Josephson phase veloc-
ity induced by thermal noise. Next, implications of this
FIG. 1. The asymmetric SQUID device built of the three
identical Josephson junctions. It is driven by the external
current I(t) and pierced by the magnetic flux Φ. The voltage
drop across the SQUID is V (t).
phenomenon on the dc voltage drop across the SQUID
are discussed. We study there also probability distribu-
tions for the residence time of certain regions of the phase
space of the model. Finally, this section includes a dis-
cussion on the role of symmetry breaking in the observed
noise induced dynamical localization. Last but not least,
section IV provides summary and conclusions.
II. MODEL
For the paper to be self-contained, we present a brief
description of the SQUID ratchet, see Fig. 1. We re-
fer the interested reader to Ref. [5] for a more detailed
description. This asymmetric device is composed with
the three identical resistively and capacitively shunted
Josephson junctions: two are placed in one arm whereas
the third is located in the other arm. The system is
pierced by an external constant magnetic flux Φ and
driven by a current I(t). The Josephson phases ϕu and
ϕd are across junctions which are placed in the same arm.
The dimensionless Langevin equation governing the dy-
namics of the Josephson phase has the form (the scaling
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FIG. 2. The potential given by Eq. (2) depicted in the sym-
metric case Φ˜ = 0, pi in comparison with the ratchet form
Φ˜ = pi/2.
is presented in Ref.[5])
Cx¨+ x˙ = −U ′(x) + I(t) +
√
2Qξ(t). (1)
The dot and prime denotes a differentiation with re-
spect to the dimensionless time t and the rescaled phase
x = (ϕ+ pi)/2, where ϕ = ϕu + ϕd. The dimensionless
capacitance of the device is equal to C. The spatially pe-
riodic potential U(x) of the period 2pi is in the following
form
U(x) = − sinx− 1
4
sin (2x+ Φ˜− pi/2), (2)
where Φ˜ is the dimensionless external constant magnetic
flux. When Φ˜ 6= 0, pi the reflection symmetry of the po-
tential is broken meaning that there is no such a value of
x0 that U(x−x0) = U(x+x0) holds for any x. Then we
classify it as a ratchet profile28, see Fig. 2. The exter-
nal driving current I(t) is assumed to be in the harmonic
form of the amplitude a and the angular frequency ω,
namely,
I(t) = a cos (ωt). (3)
Johnson-Nyquist thermal noise is modelled by symmetric
and unbiased δ-correlated white noise ξ(t) of Gaussian
nature, i.e.,
〈ξ(t)〉 = 0, 〈ξ(t)ξ(s)〉 = δ(t− s). (4)
Its intensity Q ∝ kBT is proportional to thermal energy,
where kB and T is the Boltzmann constant and temper-
ature, respectively.
The actual voltage V (t) is proportional to the Joseph-
son phase velocity V (t) = (h¯/2e)ϕ˙(t) and the dimension-
less voltage is equal to rescaled Josephson phase velocity
v(t) = x˙(t). Due to the presence of the external periodic
driving a cos (ωt) and dissipation the Josephson phase
velocity x˙(t) approaches for t→∞ a unique asymptotic
non-equilibrium time-dependent state which is character-
ized by a temporally periodic probability density for the
Josephson phase velocity v(t) = x˙(t). In consequence, its
mean value 〈x˙(t)〉 in the asymptotic state for long times
(t 1) takes the form of a Fourier series over all possible
harmonics29
〈x˙(t)〉 = 〈v〉+ v1T(t) + v2T(t) + ..., (5)
where 〈·〉 denotes averaging over all realizations of ther-
mal Gaussian white noise as well as over initial conditions
for the Josephson phase x(0) and its velocity x˙(0). Then
〈v〉 is the dc (time-independent) voltage drop across the
SQUID while vnT(t) are periodic components of vanish-
ing average over the fundamental period T = 2pi/ω. Due
to this particular decomposition it is useful to study the
period averaged Josephson phase velocity v(t) defined as
v(t) =
1
T
∫ t+T
t
ds x˙(s) (6)
which may be exploited to evaluate the dc voltage 〈v〉
from 〈v(t)〉 in the long time regime (t 1). A sufficient
and necessary condition for the emergence of directed
transport 〈v〉 6= 0 is breaking of the mirror symmetry of
the potential U(x) which is the case for the form given
by Eq. (2)28. This operating principle can be seen as a
key for understanding the intracellular transport30.
We note that Eq. (1) is valid only under the assump-
tion that both junctions connected in the series in the
bottom arm of the SQUID, see Fig. 1, are identical. In
other words it translates to the synchronization of the
phase solutions across the junctions and allows to utilize
the conservation of supercurrent in this arm which in turn
yields Eq. (1). The reader may read all the details of the
derivation in Ref. [5]. There also the consequences of the
assumption of the junctions identity are discussed. The
latter is certainly difficult to achieve in reality. However,
in this work we will be concerned with the Josephson volt-
age across the device, i.e. the average behaviour of the
effective phase velocity across the SQUID, therefore the
assumed synchronized phase approximation is to some
extent justified as a guide towards the observable reality
rather than taken as the exact solution. Without this
assumption the parameter space of the system will be
much more complex and difficult to explore even by the
numerical means. However, as the first step towards this
generalization one could employ e.g. the Ohta semiclas-
sical approach which is exemplified in Ref. [31] and refs.
therein. After all, although the employed approximation
may be questionable the reader should keep in mind that
our results can also be verified in other setups which are
free of this assumption, e.g. dynamics of cold atoms in
optical lattices. We outlined them in the introductory
section of the article.
The above equation (1) can be interpreted in the me-
chanical framework as a classical Brownian particle mov-
ing in the periodic potential landscape U(x). Then the
particle position x translates to the Josephson phase ϕ.
Its velocity v = x˙ corresponds to the voltage drop V ∝ ϕ˙
across the SQUID, the particle mass to the capacitance
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FIG. 3. The probability distribution P (v(t)) of the asymp-
totic long time period averaged Josephson phase velocity v(t)
is presented for the deterministic system Q = 0 with C = 6,
a = 1.899, ω = 0.403 and Φ˜ = pi/2.
C of the device and the friction coefficient to its conduc-
tance. The external force applied to the particle trans-
lates then into the current I(t) applied to the SQUID,
for details see Ref. [32]. Despite the relative concep-
tual simplicity of this mechanical picture the analysed
system is able to exhibit an extremely rich dynamics
and variety of anomalous transport features including
the absolute negative mobility33,34, the nonequilibrium
noise enhanced transport efficiency35–37, the anomalous
diffusion38–41, the amplification of normal diffusion42 and
the non-monotonic temperature dependence of normal
diffusion43–46. Finally, it is worth to note that the re-
cent progress in fabrication and manufacturing of Joseph-
son junctions allows to construct the Josephson junction
ratchet similar to (1) using only a single superconducting
element47–49.
The Langevin equation (1) cannot be effectively han-
dled by any standard analytical methods. Therefore ap-
propriate numerical simulations have to be be performed
in order to analyse dynamics of the SQUID. Their tech-
nical details are described in Ref. [50]. All calculations
have been done by use of a CUDA environment imple-
mented on a modern desktop GPU. This proceeding al-
lowed for a speedup of a factor of the order 103 times as
compared to a common present-day CPU method50. Var-
ious properties of the system (1) have been presented in a
series of our previous papers5–7,39,40,46. Here, we analyse
another aspect: statistics of transitions for an approxi-
mate discrete three-state stochastic process which mim-
ics three deterministically coexisting attractors for the
voltage in the regime of thermally induced dynamical lo-
calization of the Josephson phase velocity.
A. Deterministic dynamics: Q=0
The phase space {x, x˙, ωt} of the noiseless autonomous
system equivalent to (1) is three -dimensional (which is
minimal for it to display chaotic evolution) and the pa-
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FIG. 4. The exemplary trajectory of period averaged Joseph-
son phase velocity v(nT) = v(t = nT) is presented for noisy
system Q = 0.005. Other parameters are the same as in Fig.
3.
rameter space {m, a, ω,Q, Φ˜} is five-dimensional leading
to very rich and complex features of the system51. Its
analysis is by no means trivial. Systematic numerical in-
vestigation of this system is a challenging task even for
modern computers. Therefore to reduce a number of free
parameters of the model we will first consider only a spe-
cial case Φ˜ = pi/2 for which the asymmetry is the most
pronounced, see Fig. 2. Furthermore, since in many
cases noise assisted dynamics may be a consequence of
the corresponding deterministic evolution as the starting
step we analyse the noiseless case Q = 0. In the follow-
ing, we consider a limited part of the parameter space:
C = 6, a = 1.899, ω = 0.403 and Φ˜ = pi/2. It is a very in-
teresting regime of transient anomalous diffusion39. For
this particular set of parameters the system is non-
chaotic. By performing precise numerical simulations of
the studied system we found that there are two running
states corresponding to either positive v+ = v(t) ≈ 0.4
or negative v− = v(t) ≈ −0.4 period averaged voltage
and the locked state for which it is negligibly small v0 =
v(t)  1. This family of solutions forms a set of three
attractors {v+, v−, v0}. Each attractor vk (k = +,−, 0)
has its own domain of attraction Dk40. These are dis-
joint, Dk ∩ Dk′ = ∅ for k 6= k′, and partition the total
available state space. Therefore the dynamics of the sys-
tem is non-ergodic. We exemplify this typical structure
of solutions in Fig. 3, where we depict the probability
distribution P (v(t)) in the long time regime.
III. STATISTICS OF TRANSITIONS
For non-zero noise intensity Q > 0 thermal noise ac-
tivates the stochastic dynamics which enables random
transitions between coexisting deterministic disjoint at-
tractors {v+, v−, v0}. We now analyse statistics of tran-
sitions between these states. For this purpose we roughly
estimate the continuous Langevin dynamics (1) with the
discrete three state stochastic process {v+, v−, v0} with
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FIG. 5. All transition probabilities between the three ob-
served states: the minus v− = −0.4, the zero v0 = 0 and the
plus v+ solution depicted versus thermal noise intensity Q.
Other parameters are the same as in Fig. 3.
jumps between the states induced by thermal equilibrium
fluctuations ξ(t) and the external forcing I(t). These
transitions can be approximately analysed in terms of
the Markov processes. There are two ways to solve this
problem: either as a time-continuous Markov process or
as a Markov chain. The second option is adequate in our
case since we deal with the sequences of the period av-
eraged Josephson phase velocity v(nT) = v(t = nT), cf.
Eq. (6) and Fig. 4. The transition matrix M describing
this Markov chain has the form
M =
 p++ p+0 p+−p0+ p00 p0−
p−+ p−0 p−−
 , ∑
j
pkj = 1, (7)
where p++ stands for the conditional probability to re-
main staying in the plus state v+ → v+, p+0 is the
probability of a transition between the plus and the
zero state v+ → v0 and p+− denotes the probability
for a jump between the opposite states v+ → v−. This
convention is analogous for the remaining six probabil-
ities {p00, p0+, p0−, p−−, p−0, p−+}. By introducing the
threshold ν = 0.2 the above quantities can be calculated
from simulations of the Langevin dynamics (1) as the rel-
ative frequencies with which the period averaged Joseph-
son phase velocity v(t) visits the three coarse grained
regions V+ = {|v(t) − 0.4| < ν}, V0 = {|v(t)| < ν} and
V− = {|v(t) + 0.4| < ν}. A chosen value of the threshold
ν = 0.2 follows naturally from inspection of the probabil-
ity distribution of the period averaged Josephson phase
velocity where for low to moderate temperature regimes
there are three peaks corresponding to the deterministic
coexisting attractors which are approximately ν = 0.2
apart, see Fig. 3 for zero and Fig. 4 for high temperature.
To determine transition probabilities we averaged over
105 numerically calculated system trajectories each last-
ing for 106 periods of the external ac driving T = 2pi/ω
and starting from different initial condition (x(0), x˙(0))
taken randomly from the interval [0, 2pi]× [−2, 2].
A. Noise induced dynamical localization
In Fig. 5 we present all transition probabilities be-
tween the observed three states: minus v− = −0.4, zero
v0 = 0 and plus v+ solutions depicted in the long time
limit versus thermal noise intensity Q. For low temper-
ature regime we observe that both the probabilities p−−
and p++ for the Josephson phase velocity to survive in
the v− and v+ state, respectively, are significantly larger
than others. It is worth to note that then the magnitude
of p−− and p++ is almost equal and not so far from one.
In contrast, the probability for staying in the locked state
p00 is twice lower. With the cyan colour we marked the
region of moderate temperature where thermal noise in-
duces dynamical localization52–55 of the period averaged
Josephson phase velocity (voltage), i.e. it resides in the
plus state with the probability p++ very, very close to
unity, namely p++ = 0.9999992. In terms of the mechan-
ical model, it means that once the ensemble of particles
enters this state, particles move almost coherently with
the same velocity and with marginal fluctuations allowed
by the chosen threshold |v(t) − 0.4| < ν. In this inter-
val of temperature the survival probability in the locked
state p00 increases while the corresponding quantity for
the minus state p−− passes through its local minimum.
Further grow of thermal noise intensity immediately de-
localizes the Josephson phase velocity, p++ decreases and
all transition probabilities progressively converge to the
same value. In the limit of high temperature they all
become equivalent.
Let us now answer the question about the fraction of
the Josephson phase velocities (voltage) which get lo-
calised in the plus state. For this purpose we additionally
consider the probabilities p−, p0 and p+ for the Joseph-
son phase velocity to be in the state v−, v0 and v+ in the
long time limit, respectively. These quantities are shown
in Fig. 6 (a) as a function of thermal noise intensity
Q. For low temperature regime almost equal fraction of
Josephson phase velocities is observed in the minus and
the plus state. At the same time the group of the locked
states v0 is several times smaller. This situation is dras-
tically changed for moderate temperature where, as we
suggested before, the Josephson phase velocity (voltage)
gets localised. Then the fraction of the minus and zero
states rapidly decreases up to temperature Q ≈ 4× 10−4
where they both are minimal and negligibly small. Con-
sequently, almost all velocities are localized in the plus
solution. Moreover, a careful inspection of this panel
reveals that the range of temperature where the proba-
bility for the Josephson phase velocity to survive in the
plus state p++ is equal almost one does not exactly over-
lap with the corresponding interval where all velocities
resides in this state which is marked by the cyan colour,
see the inset of Fig. 6 (a). For further increase of thermal
noise intensity the probabilities p−, p0 and p+ approach
each other and finally they assume the same value in the
high temperature limit. In panel (b) of the same figure
we depict time evolution of the probabilities p−, p0 and
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FIG. 6. Panel (a): The probability p−, p0 and p+ for the
phase velocity to be in the state v−, v0, v+, respectively
presented as a function of thermal noise intensity Q. Panel
(b): time evolution of the above probabilities for temperature
Q = 0.001175. Other parameters are the same as in Fig. 3.
p+ for the Josephson phase velocity to be in the plus,
zero and minus states, respectively. As exemplified, for
temperature taken from the range where thermal noise
intensity induces dynamical localization of the Joseph-
son phase velocity the probability p+ is a non-decreasing
function of time. In other words it means that the men-
tioned dynamical localization is not a transient effect but
rather a persistent phenomenon. We confirmed this con-
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FIG. 7. The dc (time-independent) voltage drop 〈v〉 across
the SQUID versus thermal noise intensity Q. Other parame-
ters are the same as in Fig. 3.
jecture for other temperatures and longer time-scales of
the Langevin dynamics simulations (not depicted).
B. Impact on the dc voltage
Noise induced transitions between coexisting attrac-
tors naturally influence the directed transport expressed
as the dc (time-independent) voltage drop 〈v〉 across the
studied SQUID setup. In Fig. 7 we present the depen-
dence of the dc voltage drop 〈v〉 on temperature Q ∝ T .
For vanishing thermal noise intensity Q→ 0 the directed
transport is negligibly small 〈v〉 = 0 which is in agree-
ment with the probability distribution of the individual
asymptotic long time period averaged Josephson phase
velocity P (v(t)) shown in Fig. 3 for the deterministic
variant of the system (1) with Q = 0. It is so because of
the fact that simply the weighted average over the two
running attractors v− = 0.4 and v+ = 0.4 as well as
the locked state v0 = 0 gives zero 〈v〉 = 0. For slightly
higher temperature we observe small fluctuations around
the deterministic value 〈v〉 = 0 up to the moment where
the dynamical localization of the Josephson phase ve-
locity occurs. Again, for the convenience of the reader
we marked this region with the cyan colour. We note
there the so called thermal noise induced ratchet effect5,
i.e. the thermally activated emergence of the directed
transport in the nonequilibrium system with broken spa-
tiotemporal symmetry. By analysing the dynamics of
random transitions between certain regions in the phase
space of the system we are actually able to understand
the origin of this effect from the point of view of mi-
croscopic dynamics occurring in the phase space. It is
solely rooted in the dynamical localization of the Joseph-
son phase velocity and its temperature robustness which
is illustrated in Fig. 5. In particular, the magnitude of
plateau of the dc voltage 〈v〉 = 0.4 in Fig. 7 is a direct
consequence of the localization in the plus state v+ = 0.4.
Moreover, the temperature range where the plateau is
visible matches exactly the region where all phase veloc-
ities get localised in the plus state p+ = 1, c.f. the inset
of Fig. 6 (a). Higher temperature immediately destroys
the dynamical localization and consequently causes the
gradual decrease of the dc voltage drop 〈v〉 across the
device. In high temperature limit the probabilities for
the Josephson phase velocity to be in the minus, the plus
and the zero state becomes almost equivalent which as a
result leads to vanishing of the dc voltage 〈v〉 = 0.
It is worth to note that the discussed thermal noise in-
duced dynamical localization manifests itself also as sub-
diffusion of the Josephson phase. We refer the interested
reader to our recent work on this curious problem, see
Ref. [41].
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FIG. 8. Residence time probability distribution P (τ−) (panel (a)-(c)), P (τ0) (panel ((d)-(f)) and P (τ+) (panel (g)-(i)) for the
states v−, v0 and v+, respectively, is shown for different thermal noise intensity Q = 10−5 (upper row), Q = 0.0004 (middle
row) and Q = 0.005 (bottom row). For other parameters see Fig. 3
C. Power law tails in the residence time
probability distributions
The approximation of the continuous Langevin dynam-
ics by a discrete stochastic process allows us to study the
residence time distribution in the states v−, v0 and v+.
We define the residence time τ as a number of tempo-
ral periods T = 2pi/ω of the external driving a cos (ωt)
which the Josephson phase velocity waits in the given
state until it jumps to the other one. In Fig. 8 we depict
the probability distribution P (τ) of the residence time in
the states v−, v0 and v+ calculated from an ensemble of
105 trajectories which evolved up to the final moment of
time t = 106T. Upper panels corresponds to low tem-
perature regime of thermal noise intensity Q = 10−5.
Bimodal distribution is then observed for the state v+
and v−. The Josephson phase velocity either jumps out
of the state after several periods of the external driving or
stays there for nearly the whole duration of simulations.
We stress that the peak corresponding to the total dura-
tion of the simulation τ = 106 means that the Josephson
phase velocity resides in a given state for the entire sim-
ulation. We present it to ensure correct normalization
of the depicted residence time probability distribution.
Significantly longer time scales are practically difficult
to achieve due to technical restrictions of the presently
accessible computer hardware. We note that for the lim-
iting case of vanishing thermal noise intensity Q → 0
the Josephson phase velocity may reside in these states
arbitrary long. The residence time distribution P (τ0)
for the zero state v0 is unimodal but possesses the broad
tail. Most likely the Josephson phase velocity will quickly
jump out of this state onto the minus or plus solution.
The situation changes drastically for low to moderate
temperature regime where the dynamical localization of
the Josephson phase velocity occurs. We exemplify it in
the middle row of panels where thermal noise intensity
is Q = 0.0004. Now only the residence time distribution
P (τ+) for the plus state displays the bimodal character.
The previously well pronounced peak corresponding to
τ− = 106 in the minus distribution P (τ−) no longer ex-
ists and is replaced with the broad tail. These features
implies the mentioned noise induced dynamical localiza-
tion of the Josephson phase velocity. The impact of in-
tensity of thermal fluctuations on the peak corresponding
τ+ = 10
6 in P (τ+) is illustrated in insets of panels Fig. 8
(g) and Fig. 8 (h). When temperature is increasing this
peak is generally flattened and at the same time broad-
ened towards lower values of τ+. Finally, the moderate
to high temperature regime for Q = 0.005 is depicted
in the bottom row of panels. Then the bimodality of
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FIG. 9. Panel (a): the cut-off residence time τc as a function
of temperature of the system Q for the state v−, v0 and v+.
Panel (b): the mean value of the residence time 〈τ〉 depicted
versus the same quantity. Other parameters are the same as
in Fig. 3.
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FIG. 10. Temperature dependence of the power law tails ex-
ponent γ of the residence time distributions P (τ) is shown
for the states v−, v0 and v+ in the interval where the broad
tails of the distributions can be well fitted in this way. Other
parameters are the same as in Fig. 3.
the residence time distribution is destroyed by thermal
fluctuations even for the plus state v+. All distributions
look similar, however they slightly differ in the asymp-
totic parts. To quantify this aspect we successfully fitted
to them a power law tail in the form P (τ) = τ−γ . For
sufficiently high thermal noise intensity Q the tempera-
ture dependent exponents are greater than three, γ > 3,
which according to Ref. [56] indicates normal diffusion
of the Josephson phase. This agrees well with our intu-
ition since in the high temperature limit thermal noise
dominates the dynamics and other contributions become
negligible.
In Fig. 9 (a) we present the cut-off residence time τc as
a function of temperature of the system Q for the state
v−, v0 and v+. We define this quantity as the largest
time τ such that P (τ) 6= 0. We note that the finiteness
of τc for the plus v+ and minus v− solution in the limit of
vanishing thermal noise Q→ 0 is due to the technical re-
striction of the total simulation time. Normally it will di-
verge to infinity τc →∞ reflecting the coexistence of the
deterministic disjoint attractors for v+ and v−. However,
the finiteness of τc for the noisy system is not a techni-
cal artefact but rather its expected feature. The cut-off
times for all the observed states are monotonically de-
creasing functions of temperature. Their magnitude are
related to the crossover times of transient anomalous dif-
fusion occurring in this setup41. For example, the cut-off
time τc for the minus state v− is related to the duration
of superdiffusion whereas the corresponding quantity for
the plus solution v+ can be associated with the total pe-
riod of subdiffusion41. In panel (b) of the same figure
we additionally present the mean residence time 〈τ〉 as a
function of thermal noise intensity Q for all three states.
It looks very similar to the curve of the cut-off time τc
thus indicating the prominent role of the broad tail in
observed distributions. For times much larger than the
largest cut-off time t  τc normal diffusion is expected
to be observed.
Finally, in Fig. 10 we present the temperature depen-
dence of the power law tails exponent γ of the residence
time distribution P (τ) for the three states in the inter-
val where the broad tails of the distributions can be well
fitted in this way. The dashed horizontal line indicates
γ = 3 which is critical for the emergence of the normal
diffusion. Accordingly, for temperature Q < 0.002 at
the time scale of the order of largest cut-off residence
time τc various regimes of transient anomalous diffusion
are present which will eventually give place to normal
diffusion40,41. On the other hand, for Q > 0.002 normal
diffusion is expected to be found even for times compa-
rable to the largest cut-off residence time τc.
D. The role of symmetry breaking
Natural question which at some point comes to mind is
whether the behaviour similar to the considered dynam-
ical localization may be observed in unbiased symmetric
systems. Then due to the symmetry a preferential direc-
tion of motion is impossible in the stationary state and
〈v〉 ≡ 0 57. To answer this question we consider the case
Φ˜ = pi for which the spatially periodic potential U(x) is
symmetric, c.f. Fig. 2. In the deterministic case Q = 0
and for exactly the same set of the remaining model pa-
rameters, see Fig. 3, the system is non-ergodic and pos-
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FIG. 11. Panel (a): all transition probabilities between the
three observed states v−, v0 and v+. Panel (b): the prob-
abilities p−, p0 and p+ for the phase velocity to be in the
above states. All characteristics are shown versus thermal
noise intensity Q and for the regime corresponding to param-
eters listed in Fig. 3 except the fact that now the system is
symmetric with Φ = pi, c.f. Fig. 2. Due to the latter fact the
red and blue lines overlap in plots.
sesses two regular attractors transporting in the opposite
direction with the same magnitude v+ = −v− = 0.4 as
well as one locked solution v0 = 0, see addendum in Ref.
[39]. In Fig. 11 we present all transition probabilities be-
tween the observed three states v−, v0 and v+ as well as
the corresponding probabilities for the Josephson phase
velocity to be in these solutions p−, p0 an p+ versus ther-
mal noise intensity Q.
When Q > 0 the system is ergodic and statistical prop-
erties of the system can be deduced from one sufficiently
long trajectory. It means that it cannot be localized in
one non-zero state, say with v > 0, for an arbitrary long
time because the symmetry implies 〈v〉 = 0. This is
a fundamental difference that distinguishes symmetric
and asymmetric systems. In the latter the dynamical
localization may be in principle a persistent effect. How-
ever, a pair of solutions v−ε = −ε and vε = ε may exist
in symmetric system dynamics. Then trajectories can
be simultaneously localized in these states meaning that
p−ε−ε = 1 and pεε = 1. The latter will eventually result
in condition p−ε = pε which must be obeyed in order to
satisfy 〈v〉 = 0. We exemplify this scenario in Fig. 11.
IV. CONCLUSION
With this work we studied the dynamics of occupations
of certain regions of the phase space of the asymmetric
SQUID device which is driven by the external harmonic
current and pierced by the external magnetic flux. In
the mechanical framework it describes a driven Brownian
particle moving in the periodic potential of the control-
lable reflection symmetry.
In the considered set of parameters the deterministic
counterpart of the system is in a non-chaotic regime and
possesses three coexisting attractors for the Josephson
phase velocity (voltage) averaged over the period of the
external driving current: two of them are running solu-
tions pointing to the opposite direction v± = ±0.4 and
another one is the locked state v0 = 0. Based on this
fact we analysed transitions between the running and/or
locked states in the presence of stochastic dynamics ac-
tivated by thermal fluctuations. The main message of
the paper is the occurrence of the thermal fluctuations
induced dynamical localization of the Josephson phase
velocity (voltage), i.e. there is a temperature range for
which the probability for it to survive in the positive run-
ning state v+ is very, very close to one. By considering
additionally the probability for the Josephson phase ve-
locity to be in each of the state we demonstrated that it
does not necessarily involve that all velocities are found
in the v+ solution. Moreover, we discussed implications
of this phenomenon on the directed transport (dc volt-
age) across this device and pointed out its impact on the
Josephson phase diffusion in this setup. It allows us to
explain the thermal noise induced ratchet effect observed
in the dependence of the dc voltage across the device on
temperature. We studied also the residence time prob-
ability distributions for the state v−, v0 and v+ which
confirm our previous findings. In particular, surprisingly
in moderate to high temperature regime they possess the
broad tails which can be well approximated by the power-
law. The cut-off residence times of these distributions are
related to the duration of transient anomalous diffusion
processes occurring in this setup. Finally, we presented
a comment on the role of the symmetry breaking in the
thermal noise induced dynamical localizations to show
that under certain circumstances it may occur also in
driven symmetric and periodic systems.
Dynamical localization is a well recognized effect in
quantum systems which has been known for many
years58. It manifests itself in quantum suppression of
chaotic classical diffusion in momentum space due to in-
terference effects53–55. With this work we established
a relation between the thermally induced dynamical lo-
calization in the velocity space of driven periodic sys-
tems and their directed transport. Noise induced dy-
namical localization demonstrates how deterministic-like
behaviour may be extracted out of randomness itself.
After effects like stochastic59,60 or coherence61,62 reso-
nance it reveals another fascinating face of fluctuations.
In view of the widespread presence of periodic systems
9with or without broken reflection symmetry and across
the macro and microscales, our research may contribute
to further understanding of especially microworld which
is in situ immersed in an unavoidable sea of fluctuations.
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