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Markov chain Monte Carlo methods are primarily used for sampling from a given probability distribution
and estimating multi-dimensional integrals based on the information contained in the generated samples.
Whenever it is possible, more accurate estimates are obtained by combining Monte Carlo integration and
integration by numerical quadrature along particular coordinates. We show that this variance reduction
technique, referred to as conditioning in probability theory, can be advantageously implemented in expanded
ensemble simulations. These simulations aim at estimating thermodynamic expectations as a function of an
external parameter that is sampled like an additional coordinate. Conditioning therein entails integrating
along the external coordinate by numerical quadrature. We prove variance reduction with respect to alterna-
tive standard estimators and demonstrate the practical efficiency of the technique by estimating free energies
and characterizing a structural phase transition between two solid phases.
I. INTRODUCTION
One important goal of molecular simulation is the estimation of equilibrium thermodynamic quantities. Any such
quantity corresponds to the ensemble average of an observable over the space of accessible states Q of a multi-
dimensional system. The contribution of any given state to the ensemble average is weighted by its occurrence
probability in the considered thermodynamic ensemble (the Gibbs-Boltzmann probability). If one knows how to
sample from this probability distribution, for instance by using a Markov chain Monte Carlo method or a molecular
dynamics algorithm, then any thermodynamic quantity can be accurately estimated in practice by taking advantage
of the ergodic theorem.1–4
A major bottleneck facing molecular simulation is broken numerical ergodicity, i.e., insufficient sampling of impor-
tant configurations occurring during rare excursions or inability to explore important regions because of kinetic traps5
on the simulation timescale.
A versatile and widespread solution to alleviate this problem consists of sampling an expanded ensemble6,7 that
is a mixture of canonical ensembles equipped with an auxiliary biasing potential a(λ). The subensemble indexes
are referred to by an external parameter λ which corresponds to extensive quantities (such as the volume or the
numbers of particles) or intensive quantities (thermodynamic forces such as pressure, chemical potentials or inverse
temperature). The method of expanded ensembles6,7 also includes simulated tempering,8–10 simulated scaling11,
unified free energy dynamics12 and extended Lagrangian metadynamics13,14 methods. In all these implementations,
the external parameter behaves like an additional coordinate of the system. Improved numerical ergodicity is usually
achieved compared to direct Monte Carlo or molecular dynamics simulations by allowing the system to circumvent
barriers between metastable basins or even to cross them when, for instance, the external parameter is associated with
inverse temperature and takes small values. Because of its popularity and versatility, the expanded ensemble method
has been the subject of numerous studies15–21 over recent years. To evaluate the thermodynamic expectations, several
estimators have been proposed, namely, the (standard) binning estimator,6 a standard reweighting estimator21, a
self-consistent reweighting estimator17 called simulated tempering weighted histogram analysis method (STWHAM), a
histogram reweighting estimator22 called corrected z-averaged restraints (CZAR) and an adiabatic reweighting (AR)
estimator.20,21 Self-consistent reweighting estimators are known under various names such as the Bennett acceptance
ratio (BAR) method23, the wheighted histogram analysis method24,25 (WHAM), the reverse logistic regression26, bridge
sampling,27 the multi-state BAR method28, binless WHAM29 and the global likelihood method.30,31 These various
methods are equivalent in the sense that they involve first harvesting data from a number of independent simulations
carried out for a predetermined set of external parameter values, possibly using the expanded ensemble method, and
second solving a set of nonlinear equations.
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2In contrast, the binning, standard reweighting and adiabatic reweighting estimator do not require any postprocessing
and can be implemented online during a single simulation, provided the biasing potential ensures ergodic sampling
in the expanded ensemble. This one is usually constructed adaptively during the course of the simulation in such a
way that uniform sampling is achieved along the external parameter. A similar proceeding is done in multicanonical
sampling methods,32–35 for which adequate biasing factors are associated with a generalized coordinate rather than
an external parameter. The biasing factors are then set equal to the inverse of the density of states with respect to
the associated coordinate that can be a reaction coordinate36 or an order parameter,32 depending on whether one
is interested in monitoring a reaction along its transition pathway or probing the various structures of a system. A
typical generalized coordinate is also the internal energy of the system.33
The biasing factors may be constructed using various techniques that can be classified into two categories: adaptive
biasing potential (ABP) methods — along internal33,37,38 or external39,40 coordinates— and adaptive biasing force
(ABF) methods — along internal36,41–44 or external10,20,22 coordinates—, depending on whether it is the auxiliary
biasing potential that is updated or its gradient. A review of ABP and ABF techniques can be found in Ref. 4. A
detailed proof of convergence is given in Ref. 38 for the the ABP algorithm33 proposed by Wang and Landau and in
Ref. 43 for the ABF algorithm of Darve and Pohorille. The biasing potential may be adapted on the free energy or a
part of it. The latter variant technique,45 referred to as partial biasing, may accelerate the adaptive sampling process
in some circumstances. Besides, Tan46 showed how to reduce the asymptotic statistical variance of an ABP scheme47
dedicated to expanded ensemble simulations through a procedure known as conditioning in probability theory.48,49 In
expanded ensembles, the procedure consists of combining Monte Carlo integration over the internal coordinate space
and integration by numerical quadrature along the external parameter.
Considerable effort has been devoted to the development of efficient ABP and ABF procedures for expanded en-
semble simulations, yet relatively few studies45,46 have focused on optimizing the biasing potential or the estimator.
Optimizing the biasing potential is a difficult problem involving functional minimization50 of the variances associated
with an estimator that is also to be optimized. We herein address the easier problem of optimizing the estimator given
the biasing potential by exploiting the conditioning approach proposed by Tan in Ref. 46. A partial biasing technique
for constructing a biasing potential that is optimal for the optimized estimator will be presented in a separate paper.
We therefore consider that the adaptive sampling process has been successfully completed: the biasing potential is
frozen and does not depend on the simulation time anymore. We then show how to condition the binning,6 standard
reweighting,21 self-consistent reweighting17 and histogram reweighting22 estimators of thermodynamic expectations,
and demonstrate that the conditioning procedure systematically leads to the formulation of the adiabatic reweighting
estimator. By comparing the asymptotic variances of the involved estimators, we eventually deduce that the condi-
tioning procedure ensures systematic variance reduction, entailing that the adiabatic reweighting estimator is optimal
among the large class of considered estimators.
The paper is organized as follows: in section II, we define the expanded ensemble and show that thermodynamic
ensemble averages can be cast as conditional expectations of the observable given the value of the external coordinate
and that free energies can be expressed as the co-logarithm of a total expectation. In Section III, the adiabatic
reweighting estimator is constructed through the conditioning of a generic estimator that covers the binning and
standard reweighting approaches as particular cases and also of the self-consistent reweighting estimator STWHAM.
In both situations, the systematic reduction of the asymptotic variances is proved using the law of total variance.
In section IV, we assess the variance reduction on free energy and rare event simulations of a simple model. In
Sections V and VI, we implement the conditioning approach to estimate the free energy along a bond-orientational
order parameter, making a comparison with the CZAR approach, and to determine a structural transition temperature
between two solid phases in an atomic cluster, respectively. The specific ABF algorithms that are used to construct
the biasing potentials in Sections V and VI are described in the Supplementary Material.
II. THERMODYNAMIC EXPECTATIONS IN EXPANDED ENSEMBLE
A. Preliminary definitions
Let first define the thermodynamic expectations and free energies along λ in an expanded ensemble. The external
parameter λ is often associated with a thermodynamic force (e.g. temperature, pressure or averaged mechanical
restraint) that, for finite systems, varies continuously with respect to its thermodynamic conjugate. However, we
consider here that the external coordinate takes discretized values inside a finite set denoted by Λ, over which
appropriate summations will correctly approximate integrations along λ (the aforementioned numerical quadrature).
Systematic discretization errors are negligible. We assume that the auxiliary biasing potential a(λ) has already been
adapted using one of the aforementioned ABP or ABF techniques and does not evolve anymore during the simulations
(time homogeneity). We denote the particle position coordinates by q ∈ Q where Q is the position space. We define
3the dimensionless potential energy in the expanded space Λ × Q as U(λ, q) and the probability density within the
expanded ensemble as
pa(λ, q) = exp
[
a(λ)−U(λ, q)−ΨΛ
a
]
, (1)
where the log-normalizing constant ΨΛ
a
corresponds to the logarithm of the partition function in the expanded en-
semble:
ΨΛ
a
= ln
∑
ζ∈Λ
∫
Q
exp [a(ζ)−U(ζ, q¯)] dq¯. (2)
The constantΨΛ
a
is sometimes referred to as the entropic potential. By convention, we denote the extended coordinates
by (ζ, q¯) when they are summed, integrated or sampled. Herein, the observable (λ, q) 7→ O(λ, q) will depend both
on the external parameter λ ∈ Λ and the internal coordinates q ∈ Q. The total expectation associated with the
observable is given by:
Ea [O] =
∑
ζ∈Λ
∫
Q
O(ζ, q¯)pa(ζ, q¯)dq¯. (3)
For simplicity, we omit the dependence of O on the stochastic variables inside the expectations. Adopting Landau’s
definition, the free energy A(λ) along the external parameter is defined as the co-logarithm of the expected value of
the indicator function 1λ(ζ):
A(λ) = − lnE [1λ] , (4)
where the notation E corresponds to expectation Ea with biasing potential a(λ) set to 0 (unbiased ensemble):
E [O] =
∑
ζ∈Λ
∫
Q
O(ζ, q¯) exp [−U(ζ, q¯)−ΨΛ0 ] dq¯. (5)
The free energy allows us to formally define the conditional probability of q given that ζ is equal to λ
π(q|λ) = p0(λ, q)
E [1λ]
= exp
[
A(λ)−U(λ, q)−ΨΛ0
]
,
as well as the conditional probability
E
[O|λ] = ∫
Q
O(λ, q¯)π(q¯|λ)dq¯. (6)
The fact that the relation π(q|λ) = pa(λ, q)/Ea [1λ] is valid whatever the value of the biasing potential entails the
useful relation between total and conditional expectations
E
[O|λ] = Ea [1λ(·)O(λ, ·)]
Ea [1λ]
. (7)
For clarity, the constant variable λ is written explicitly within the observable expectations Ea, while the stochastic
variable associated with q¯ is denoted by a dot. The denominator of the fraction corresponds to the marginal probability
of λ, since we have
pΛ
a
(λ) =
∫
Q
pa(λ, q¯)dq¯ = Ea [1λ] . (8)
Similarly, the marginal probability of q is equal to the expected values of the delta distribution δq(q¯)
pQ
a
(q) =
∑
ζ∈Λ
pa(ζ, q) = Ea [δq] . (9)
Let denote the expectations defined with respect to the marginal probabilities pΛ
a
and pQ
a
by EΛ
a
and EQ
a
, respectively.
These expectations are useful for expressing the laws of total expectations, with conditioning done with respect to λ:
Ea [O] = EΛa [Ea [O(λ, ·)|λ]]
=
∑
λ∈Λ
Ea [O(λ, ·)|λ] pΛa (λ), (10)
4or with respect to q:
Ea [O] = EQa
[
Ea [O(·, q)|q]
]
=
∫
Q
Ea [O(·, q)|q] pQa (q)dq.
(11)
By convention, the variables λ and q are stochastic within expectations EQ
a
and EΛ
a
, respectively, but both refers to
constant values within total expectations of type Ea. As an illustration, when the observable is set to 1ξ⋆ [ξ(q)], the
indicator function associated with reaction coordinate q¯ 7→ ξ(q¯) and bin ξ⋆, then the conditional expectation of the
indicator function given q writes
Ea [1ξ⋆ ◦ ξ(q)|q] = 1ξ⋆ ◦ ξ(q) (12)
where the empty symbol ◦ denotes the functional composition. The expected value of 1ξ⋆ ◦ ξ with respect to the
marginal probability distribution pQ
a
writes:
E
Q
a
[1ξ⋆ ◦ ξ(q)] = EQa [1ξ⋆ ◦ ξ] = Ea [1ξ⋆ ◦ ξ] . (13)
We eventually formulate the law of total variance, an elementary identity of probability theory, which states that the
(total) variance of O with respect to probability pa is equal to the sum of two terms, the expectation of the conditional
variances of O given q and the variance of the conditional expectation of O given q:
Va[O] = EQa
[
Va[O(·, q)|q]
]
+VQ
a
[
Ea
(O(·, q)|q)]. (14)
This identity can be verified by expressing the involved variances as functions of their expectation:
Va [O] = Ea
[O2]−Ea [O]2 , (15)
Va [O|q] = Ea
[O2∣∣ q]−Ea [O|q]2 . (16)
We similarly define VQ
a
, the variance with respect to probability pQ
a
, by replacing expectations Ea by expectations E
Q
a
in Eq. (15) and (16). The law of total variance (14) will be useful in Sec. III for proving variance reduction through
conditioning of various estimators. However, estimators are used in practice to estimate conditional expectations
of type E [O|λ] which are defined with respect to the unbiased probability (reference distribution without biasing
potential) whereas states are sampled from the biased probability distribution (with biasing potential switched on).
This entails that the contribution of the sampled states must be weighted by including an adequate weighing function
gλ
a
, so as to correct for the biasing potential.
B. Estimating conditional expectations
The generic estimator of the conditional expectation of observable O(λ, q¯) given λ will be based on the following
generic weighing function
gλ
a
(ζ, q¯) =
pa(λ, q¯)
pa(ζ, q¯)
Kλζ , (17)
where the matrix Kλζ satisfies the condition∑
ζ∈Λ
Kλζ = 1, ∀λ ∈ Λ. (18)
The generic weighing function thus defines a large class of estimators which the conditioning approach will apply
to. Owing to normalization (18), the expectation of gλ
a
is always equal to the marginal probability of the external
parameter:
Ea
[
gλ
a
]
=
∑
ζ∈Λ
∫
Q
gλ
a
(ζ, q¯)pa(ζ, q¯)dq¯ = p
Λ
a
(λ). (19)
Similarly, the following relation holds whatever the generic function:
Ea
[
gλ
a
(·, ·)O(λ, ·)] = ∫
Q
O(λ, q¯)pa(λ, q¯)dq¯
= E
[O(λ, ·)∣∣λ]× pΛ
a
(λ).
5This relation together with Eq. (19) allows to express the conditional expectation of O given λ as a function of gλ
a
E
[O∣∣λ] = Ea [gλa (·, ·)O(λ, ·)]
Ea [gλa ]
, (20)
and to obtain the generic estimators by application of the ergodic theorem
ΥMG (O|λ) =
1
M
∑M
m=1 g
λ
a
(ζm, q¯m)O(λ, q¯m)
1
M
∑M
m=1 g
λ
a
(ζm, q¯m)
, (21)
where we considered a Markov chain {ζm, q¯m}1≤m≤M ergodic with respect to pa(ζ, q¯).
The generic weighing estimator generalizes the binning estimator6 and the standard reweighting estimator.21 The
binning estimator is obtained by setting the kernel matrix Kλζ to the identity matrix. The function g
λ
a
(ζ, q¯) then
reads
hλ
a
(ζ, q¯) , 1λ(ζ) (22)
and we denote the corresponding estimator by ΥMH (O|λ). The standard reweighting estimator of E [O|λ], denoted
by ΥMR (O|λ), is obtained by setting the entries of the kernel matrix to the inverse of ‖Λ‖ =
∑
ζ∈Λ 1, the cardinal
of the discrete set Λ. Unlike the binning estimator ΥMH (O|λ), the standard reweighting estimator ΥMR (O|λ) includes
information from all the sampled subensembles (ζ ∈ Λ) owing to the standard reweighting function,
rλ
a
(ζ, q¯) =
1
‖Λ‖
exp [a(λ)−U(λ, q¯)]
exp [a(ζ)−U(ζ, q¯)] . (23)
Thus, the factors rλ
a
(ζm, q¯m) must be used in place of the generic weighing factors g
λ
a
(ζm, q¯m) in (21). This standard
reweighting function with ‖Λ‖ = 1 is commonly used is in non-Boltzmann sampling or free energy perturbation
techniques2,4,51,52 to rescale the contribution of states sampled with probability q¯ 7→ π(q¯|ζ) with respect to target
probability q¯ 7→ π(q¯|λ) inside the estimator. The forthcoming derivations involving the generic estimator will cover
binning and standard reweighting as two particular remarkable cases.
C. Coupling protocols
Within the expanded ensemble, we consider here that the external parameter couples either linearly to a potential
energy of the internal coordinates or harmonically to a reaction coordinate ξ(q). Note that nonlinear couplings between
the external parameter and the potential energy can possibly be employed, for instance to achieve improved efficiency
through functional minimization.50
With linear coupling, the extended system evolves between a reference system S0 and a target system S1. In
practice, it is convenient to write the extended potential as
U(λ, q) = (1− λ)U0(q) + λU1(q), (24)
where λ ranges in the interval [0, 1]. In Eq. (24), U0(q) and U1(q) are the potentials of the reference and target
systems, respectively. This parameterization covers situations where the external parameter is associated with inverse
temperature or pressure. For instance, when the reference and target systems correspond to a system of same potential
energy V (q) held at two distinct temperatures βmin and βmax, we simply set U0 = βminV and U1 = βmaxV . An
important task is to estimate conditional expectations given some values of the external parameter λ [see Eq. (20)]
using an estimator described in subsection III B. Estimating the average internal energy at a given inverse temperature
is a typical example that will be illustrated in Section VI for icosahedral and octahedral atomic clusters. The present
linear setup is also used in Section IV to illustrate the estimation of total expectations, free energies and rare-event
probabilities in a simple model using various estimators.
With harmonic coupling of the external parameter to a reaction coordinate ξ : q ∈ Q 7→ ξ(q), the extended potential
exhibits the following form
U(λ, q) = U0(q) + R
(
λ, ξ(q)
)
, (25)
with U0(q) = βrefV(q) wherein V(q) and βref are the potential and the inverse temperature of the reference system,
respectively. Here, the restraining potential R
(
λ, ξ(q)
)
is harmonic and centered on the value of the reaction coordinate
ξ(q), denoted by ξ⋆ below
R
(
λ, ξ⋆
)
=
1
2
βrefκ‖λ− ξ⋆‖2 + ε(ξ⋆), (26)
6where κ is the spring stiffness and ε(ξ⋆) is a small correcting potential that is included to ensure that the restraint
does not affect the reference distribution. We have
ε(ξ⋆) =
∑
ζ∈Λ
exp
[
−1
2
βrefκ‖ζ − ξ⋆‖2
]
.
The unbiased marginal probability reads
pQ0 (q) = exp
[−U0(q)−ΨΛ0 ]. (27)
Consider now the observable 1ξ⋆ ◦ ξ). Since it depends on the internal coordinates exclusively, its expectation in
the unbiased expanded ensemble is equal to the value expected in the reference thermodynamic ensemble:
E
[
1ξ⋆
]
=
∑
ζ∈Λ
∫
Q
1ξ⋆ ◦ ξ(q¯)p0(ζ, q¯)dq¯ =
∫
Q
1ξ⋆ ◦ ξ(q)pQ0 (q)dq , EQ [1ξ⋆ ◦ ξ] . (28)
The restraining potential itself, without the action of the auxiliary biasing potential, does not affect the thermodynamic
expectations of observable 1ξ⋆ ◦ ξ. Subtracting an adequate biasing potential a(ζ) to the extended system enables
one to drive the external parameter that in turn will pull the particle system towards regions of interests. This setup
is used when one wishes to mechanically restrain the average value of the reaction coordinate ξ owing to a(ζ). As a
result, the biased probability density pa(ζ, q¯) is sampled, but expectations should be evaluated with respect to the
unbiased probability density p0(ζ, q¯). We show how this task can be efficiently done through conditioning in Sec. V.
In the considered example, the ξ(q) is a bond orientational order parameter53 able to describe structural transitions
in a small atomic cluster.
The present harmonic setting is used in extended ABF,20 unified free energy dynamics12 and extended Lagrangian
metadynamics.13,14 The last formulation of metadynamics differs from the (currently) most widely implemented
formulation34 in which a biasing potential similar to a acts directly on the reaction coordinate, ξ(q). A difficulty
with metadynamics, like with any ABP algorithm, is that the updating rate of the biasing potential must be chosen
adequately. If the rate rapidly converges to zero, then the biasing potential will evolve extremely slowly and likely
not converge during the simulation. In contrast, if the rate slowly converges to zero, then the biasing potential
will fluctuate for a long period prior to stabilizing. Finding a good trade-off between these two adverse situations
requires judiciously tuning the updating parameters, a difficult task in general. ABF methods are (almost) free of
such updating parameters. The advantage of extended ABF is that it is still applicable when the reaction coordinate
is discrete or discontinuous. In contrast, standard ABF requires differentiating the reaction coordinate twice and
can not be implemented to compute the free energy along the widely used bond orientational order parameters of
Steinhardt et al.53 for instance.
III. CONDITIONING AND VARIANCE REDUCTION
Prior to showing how conditioning is done within the generic estimator, let first describe a simple conditioning
scheme and prove variance reduction in the estimation of the marginal probability of λ .
A. Estimating the marginal probability of λ
Let consider a sample {ζm, q¯m}1≤m≤M drawn from the distribution of probability mass pa(ζ, q¯) using a Metropolis
Monte Carlo algorithm or a Langevin process. The generic estimator for estimating pΛ
a
(λ) consists of evaluating the
arithmetic mean of ga, denoted by
I
M
(
gλ
a
)
= 1M
M∑
m=1
gλ
a
(ζm, q¯m), (29)
where we applied the ergodic theorem to relation (19). Let also denote the conditional probability of λ given q by
πλ
a
(q) =
exp [a(λ)−U(λ, q)]∑
ζ∈Λ exp [a(ζ)−U(ζ, q)]
. (30)
7The conditionally expected value of gλ
a
given q is the conditional probability of λ given q
Ea
[
gλ
a
(·, q)∣∣q] = πλ
a
(q). (31)
Besides, the expected value of gλ
a
is the expected value of πλ
a
(law of total expectation)
Ea
[
gλ
a
]
= EQ
a
[
Ea
[
gλ
a
(·, q)∣∣q]]
= EQ
a
[
πλ
a
]
= Ea
[
πλ
a
]
,
where we first resorted to Eq. (11) with O(·, q) set to Ea
[
gλ
a
(·, q)∣∣q]. Interestingly, the last term in the sequence of
equalities above means that for estimating Ea
[
gλ
a
]
, it is possible to replace gλ
a
(ζm, q¯m) in Eq. (29) by π
λ
a
(q¯m). It is
precisely this replacement scheme that is referred to as conditioning. Estimating the marginal probability of λ with
the conditioning scheme therefore consists of evaluating the following quantity
I
M
(
πλ
a
)
= 1M
M∑
m=1
πλ
a
(q¯m). (32)
The equality between expectations EQ
a
[
πλ
a
]
and Ea
[
πλ
a
]
indicates that the arithmetic estimator can still be employed
using a configuration chain QT = {q¯m}1≤m≤M distributed according to the marginal probability pQa (q). Superscript
T stands for transposition so that Q is a column stochastic vector.
In general, the sampled configurations are identically but not independently distributed. This implies that the
covariance matrix of Q is non diagonal in general (see Lemma A.1 for the definition of the covariance matrix of a
random vector). Denoting the vector encompassing the sampled factors by G =
{
gλ
a
(ζm, q¯m)
}T
1≤m≤M
and the M -
dimensional vector whose components are equal to M−1 by eM , the quantities I
M (gλ
a
) and IM (πλ
a
) can be re-written
as eTMG and Ea
(
eTMG|Q
)
, respectively. The statistical variances of estimators IM (gλ
a
) and IM (πλ
a
) are then
Va
[
I
M (gλ
a
)
]
= Va
[
eTMG
]
, (33)
Va
[
I
M (πλ
a
)
]
= VQ
a
[
Ea
(
eTMG|Q
)]
, (34)
where the definition of Va is given in Eqs. 15 and 16. The reduction of the variance through conditioning stems from
the law of total variance (14). Setting O to eTMG, the law writes
Va[e
T
MG] = E
Q
a
[
Va[e
T
MG|Q]
]
+VQ
a
[
Ea
(
eTMG
∣∣Q)]. (35)
We assume that the expected conditional variance is strictly positive
E
Q
a
[
Va[e
T
MG|Q]
]
> 0. (36)
The equality is reached when, for any given sample Q, eTMG is constant, which is assumed to be never the case.
Equality (35) and inequality (36) in turn imply the following strict inequality between the variance of the two
estimators in (33) and (34)
Va
[
I
M (gλ
a
)
]
> Va
[
I
M (πλ
a
)
]
.
Hence, the statistical variance associated with the arithmetic mean of the generic function is always larger than that
associated with arithmetic mean of the conditional probabilities of λ, whatever the value of the biasing potential. It is
therefore always preferable to use an estimator obtained through conditioning, provided that the overhead associated
with the evaluation of the conditional expectation given the sampled states is small enough. The cost of conditioning
becomes substantial in practice when the dimension of Λ exceeds two or three. In this situation, the reduction of the
variance may not be important enough to justify implementing a conditioning scheme. In the following, we always
assume that performing the numerical quadrature integration within the conditioning scheme has a negligible cost
compared to the one of evaluating the potential energy and its gradient. Assuming that the sampled configurations
are identically and independently distributed (i.i.d) entails that the covariance matrix of G is diagonal. The statistical
variances of the considered estimators therefore take the following simple forms
Va
[
I
M (gλ
a
)
]
= 1MVa
[
gλ
a
]
, (37)
Va
[
I
M (πλ
a
)
]
= 1MVa
[
πλ
a
]
. (38)
The i.i.d. assumption is made from now so as to facilitate the comparison of the estimator variances in the asymptotic
limit of large sample sizes. It will not modify the various inequalities which will be derived to compare the asymptotic
variances of the generic and conditioned estimators.
8B. Estimation of conditional expectations
standard reweighting, binning and generic weighing
Conditioning for estimating the conditional expectations of O given λ consists in substituting the conditional
expectation given the sampled states for the sampled values of the generic function in the generic estimator of Eq. 21.
Thus, substituting πλ
a
(q¯m) for g
λ
a
(ζm, q¯m) yields the adiabatic reweighting estimator of E [O|λ]:
ΥMΠ (O|λ) =
1
M
∑M
m=1 π
λ
a
(q¯m)O(λ, q¯m)
1
M
∑M
m=1 π
λ
a
(q¯m)
, (39)
where we used a Markov chain {ζm, q¯m}1≤m≤M distributed according to pa(ζ, q¯), or a configuration chain {q¯m}1≤m≤M
distributed according to the marginal pQ
a
(q¯). The substitution that is done amounts to plugging the law of total
expectation both in the numerator and the denominator of Eq. (20),
E [O|λ] = E
Q
a
[
Ea
[
gλ
a
(·, q)O(λ, q)∣∣q]]
E
Q
a
[
Ea
[
gλ
a
(·, q)∣∣q]]
=
Ea
[
πλ
a
(·)O(λ, ·)]
Ea [πλa ]
. (40)
The AR estimator can be directly deduced from Bayes formula as shown in Ref. 20 and 21. Bayes formula is recovered
here from Eq. (40) by substituting δ(q⋆ − q) for the observable and replacing q⋆ by q
π(q|λ) = π
λ
a
(q)pQ
a
(q)
pΛ
a
(λ)
. (41)
The AR estimator can alternatively be viewed as an instance of waste-recycling Monte Carlo54,55 when the ζm are
sampled directly from the conditional probabilities ζ 7→ πζa(q¯m) at each given q¯m as suggested in Ref. 56: the wasted
information relative to rejected trial moves for ζ ∈ Λ is recycled in the estimator. However, resorting to such a
Gibbs sampler19 is not a necessary prescription and any sampler satisfying the detailed balance condition can possibly
be used. In fact, adiabatic reweighting amounts to performing virtual Monte Carlo moves and can be viewed as a
particular instance of the virtual-move Monte Carlo method propopsed in Ref. 57.
The present conditioning scheme entails variance reduction in the asymptotic limit of large sample sizes. To prove
this property, we will compare the asymptotic variance of the adiabatic reweighting estimator (Eq. (39)) to that of
the generic estimator (Eq. (21)). The present situation differs from that of subsection IIIA wherein reduction was
guaranteed for any sample sizes. The difficulty is due to the presence of a denominator in Eqs. (21) and (39). Let us
assume that the function q 7→ O(λ, q) is non-constant (otherwise sampling would not be necessary) and introduce the
centered observable Oλ(q) = O(λ, q) −E[O|λ], a quantity centered on the value of the conditional expectation given
λ. Then, the quantity Oλgλ
a
is centered with respect to the total expectation. We have
Ea
[
gλ
a
Oλ] = EQ
a
[
Ea
[
gλ
a
(·, q)Oλ(q)|q]]
= EQ
a
[
πλ
a
(·)O(λ, ·)] −E(O|λ)pΛ
a
(λ) = 0.
Let us now assume that the generated Markov chains {ζm, q¯m}1≤m≤M consist of a sequences of random variables that
are i.i.d. according to pa(ζ, q¯). Then, the variance of the arithmetic mean of g
λ
a
(ζm, q¯m)Oλ(q¯m) multiplied by M
decomposes into the variance of gλ
a
(ζ, q¯)Oλ(q¯):
MVa
[
1
M
M∑
m=1
gλ
a
(ζm, q¯m)Oλ(q¯m)
]
= Va
[
gλ
a
Oλ]. (42)
In the limit of large sample sizes, the variance of the
√
MΥMG (O|λ) quantity becomes equivalent to the following
variance
MVa
[
ΥMG
(O∣∣λ)] ∼
M→+∞
Va
[
gλ
a
Oλ
Ea
[
gλ
a
]] . (43)
9The limit of the left-hand side term of Eq. (43) asM tends to infinity is called the asymptotic variance of the ΥMG (O|λ)
estimator. The square-root of the asymptotic variance corresponds to the asymptotic standard error and writes
σa [Υ
∞
G (O|λ)] =
1
pΛ
a
(λ)
√
Va
[
gλ
a
Oλ], (44)
where we have substituted pΛ
a
(λ) for Ea(g
λ
a
). This mathematical result is a consequence of the delta method (see
Appendix A). More precisely, the following convergence in law holds
1
M
∑M
m=1 g
λ
a
(ζm, q¯m)O(q¯m)
1
M
∑M
m=1 g
λ
a
(ζm, q¯m)
L−→
M→+∞
N (E [O|λ] , σ2
a
[Υ∞G (O|λ)]
)
,
where N (µ, ς) denotes the normal law of mean µ and variance ς . Similarly, the asymptotic error of the adiabatic
reweighting estimator is, with i.i.d. assumption again,
σa [Υ
∞
Π (O|λ)] =
1
pΛ
a
(λ)
√
Va
[
πλ
a
Oλ]. (45)
To compare the two asymptotic errors, we resort to the law of total variance as in subsection IIIA, but with respect
to Oλgλ
a
quantity in place of gλ
a
. The law states that the total variance is equal to the sum of the expectation of the
conditional variances given q and the variance of the conditional expected values given q:
Va
(
gλ
a
Oλ) = EQ
a
[
Va
(
gλ
a
(·, q)Oλ(q)∣∣q)]+
V
Q
a
[
Ea
(
gλ
a
(·, q)Oλ(q)|q)] .
Plugging Eq. (31) into the law of total variance leads to
Va
[
πλ
a
Oλ] = Va [gλaOλ]−EQa [Va[gλaOλ|q]] . (46)
The function q 7→ Oλ(q) being non-constant and the conditional variance of gλ
a
being strictly positive for all q, the
last expectation above is strictly positive. Thus, Va
(
πλ
a
Oλ) is strictly lower than Va(gλaOλ). From identities (44),
(45) and (46), we deduce the following strict inequality between the asymptotic errors of the estimators
σa [Υ
∞
Π (O|λ)] < σa [Υ∞G (O|λ)] . (47)
It is therefore always preferable to use the adiabatic reweighting estimator rather than the binning, standard reweight-
ing or generic estimators. We now go on by discussing the relevance of implementing self-consistent reweighting
estimators in combination with expanded ensemble simulations.
Self-consistent reweighting
To estimate conditional expectations in expanded ensemble simulations with high accuracy, it has been suggested
by Chodera et al.17 to implement the self-consistent reweighting estimator WHAM. The original WHAM approach
consists of performing a number of independent simulations for each λ ∈ Λ and pooling the generated samples into
a single sample whose total size is M =
∑
λ∈ΛMλ. The Mλ quantities are the sizes of the λ-samples, the original
samples generated at constant λ using the independent simulations. These sizes are crucial input parameters in
self-consistent reweighting estimators together with the pooled sample. Since a single simulation is performed in the
expanded ensemble, it has been proposed to estimate the λ-sample sizes through standard histogram binning (see
Eq. 29)
Mλ =
M∑
m=1
1λ(ζm) =MI
M (1λ) , λ ∈ Λ.
The collected data are then postprocessed using WHAM. The overall procedure17 is referred to as simulated tempering
WHAM (STWHAM). Resorting to the bin-less formulation28,29 of WHAM, the self-consistent reweighting estimator
of E [O|λ] can be cast into the following form
ΥMSC(O|λ) =
M∑
m=1
O(λ, q¯m) exp[Â(λ)− U(λ, q¯m)]∑
ζ∈ΛMζ exp[Â(ζ) −U(ζ, q¯m)]
, (48)
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where the quantities Â(ζ) for ζ ∈ Λ are the estimated free energies. They are given by the solutions (up to a common
constant) to the following set of nonlinear equations:
ΥMSC(1|λ) = 1, λ ∈ Λ. (49)
System (49) is equivalent to
I
M
(
πλ
â
)
= IM (1λ) , λ ∈ Λ. (50)
where the unknown function â(λ) stands for the quantity Â(λ) + lnMλ in Eq (48). Since the λ-sample sizes Mλ are
stochastic quantities in the STWHAM estimator (48), it is legitimate to do some conditioning on them and to use as
input data
M̂λ =
M∑
m=1
exp [a(λ)− U(λ, q¯m)]∑
ζ∈Λ exp [a(ζ)−U(ζ, q¯m)]
= MIM
(
πλ
a
)
, (51)
instead of Mλ for λ ∈ Λ. We show in Appendix B that conditioning the self-consistent reweighting estimator further
reduces its asymptotic statistical variance. Besides, conditioning amounts to substituting IM
(
πλ
a
)
for IM (1λ) in
system (50). This entails that the self-consistent solutions â(λ) become equal to a(λ) (up to a common additive
constant). The conditioned self-consistent reweighting estimator is therefore obtained by substituting a(λ) − ln M̂λ
for Â(λ) and M̂λ for Mλ in the unconditioned self-consistent reweighting estimator (48). These two substitutions
enable one to recover the AR estimator (39) as shown below:
ΥM̂SC(O|λ) =
M∑
m=1
O(λ, q¯m) exp
[
a(λ)− ln M̂λ −U(λ, q¯m)
]
∑
ζ∈Λ M̂ζ exp
[
a(ζ)− ln M̂ζ −U(ζ, q¯m)
]
=
1
M
M∑
m=1
O(λ, q¯m) exp [a(λ)−U(λ, q¯m)]∑
ζ∈Λ exp [a(ζ)−U(ζ, q¯m)]
1
M
M∑
m=1
exp [a(λ)−U(λ, q¯m)]∑
ζ∈Λ exp [a(ζ)−U(ζ, q¯m)]
=
1
M
∑M
m=1 π
λ
a
(q¯m)O(λ, q¯m)
1
M
∑M
m=1 π
λ
a
(q¯m)
= ΥMΠ (O|λ).
To summarize, the use of the conditioned λ-sample sizes in STWHAM provides a reduction of the statistical variance
(see Appendix B), and, concomitantly, the task of solving a large set of nonlinear equations is avoided because the
self-consistent reweighting with conditioning amount to adiabatic reweighting. More generally, conditioning the
expectations associated with the binning, standard reweighting and self-consistent reweighting estimators reduces the
statistical variances in the analysis of expanded ensemble simulations and leads to the formulation of the identical
adiabatic reweighting estimator. Adiabatic reweighting is thus asymptotically optimal among the large class of
considered estimators.
C. Estimation of total expectations
In addition to conditional expectations, expanded ensemble simulations also aim at estimating the total expectations
whose general form is given in Eq. 5, for instance in order to construct histograms of occupation probabilities along
an external parameter as in Eq. 8 or along an internal reaction coordinate as in Eq. 28. In both situations, the
co-logarithm of the occupation probabilities gives access to the free energy along the external parameter (see Eq. 4 of
Sec. II) or along the internal coordinate (see Eq. 68 of Sec. V). The questions then arise as to (i) how to transpose
the generic estimator, (ii) how to condition the transposed estimator and (iii) whether conditioning achieves variance
reduction.
To answer question (i), we decompose the total expectation of O resorting to the law of total expectation (10) with
respect to λ and plug the expectation ratio (20) that involves the weighing function gλ
a
. This yields
E [O] =
∑
λ∈Λ
Ea
[
gλ
a
(·, ·)O(λ, ·)]
Ea [gλa ]
pΛ0 (λ), (52)
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The unbiased marginal probability of λ that appears in the right-hand side (rhs) term is now expressed as a function
of the marginal probability of λ with the biasing potential switched on
pΛ0 (λ) =
e−a(λ)pΛ
a
(λ)∑
λ⋆∈Λ e
−a(λ⋆)pΛ
a
(λ⋆)
=
e−a(λ)Ea
[
gλ
a
]
Ea
[∑
λ⋆∈Λ e
−a(λ⋆)gλ⋆
a
] .
Inserting the last term above into the rhs term of Eq. 52 and eventually permuting the expectation Ea and the sum∑
λ∈Λ yields
E [O] = Ea
[∑
λ∈ΛO(λ, ·)e−a(λ)gλa (·, ·)
]
Ea
[∑
λ∈Λ e
−a(λ)gλ
a
] . (53)
To manipulate such total expectations, it is more convenient to multiply the previously employed weighing functions
(1λ, r
λ
a
, gλ
a
and πλ
a
) by exp[−a(λ)]. The modified weighing functions are denoted by hλ
a
, rλ
a
, gλ
a
and nλ
a
, respectively.
The employed notations with their definitions are compiled in Table I. Inserting the functions gλ
a
(ζ, q¯) = e−a(λ)gλ
a
(ζ, q¯)
and ga(ζ, q¯) =
∑
λ∈Λ g
λ
a
(ζ, q¯) into Eq. 53 yields
E [O] = Ea
[∑
λ∈ΛO(λ, ·)gλa (·, ·)
]
Ea [ga]
. (54)
We are now in a position to formulate the estimator of the total expectation based on relation (54):
ΥMG (O) =
1
M
∑M
m=1
∑
λ∈ΛO(λ, q¯m)gλa(ζm, q¯m)
1
M
∑M
m=1 ga(ζm, q¯m)
, (55)
where {ζm, q¯m}1≤m≤M is a Markov chain generated according to the probability distribution pa(ζ, q¯).
We have in particular for the binning estimator of E [O]
ΥMH (O) =
1
M
∑M
m=1O(ζm, q¯m) exp[−a(ζm)]
1
M
∑M
m=1 exp[−a(ζm)]
,
where we replaced gλ
a
and ga in Eq. (54) by h
λ
a
and ha. With harmonic coupling, the standard reweighting estimator
of E [1ξ⋆ ] writes
ΥMR (1ξ⋆) =
1
M
∑M
m=1 1ξ⋆(ξm) exp [−a(ζm) + R (ζm, ξm)]
1
M
∑M
m=1 exp [−a(ζm) + R (ζm, ξm)]
,
where we replaced gλ
a
and ga in Eq. (54) by r
λ
a
and ra and ξm stands for ξ(q¯m). This relation shows that it is in
principle possible to remove the biasing and harmonic potentials simultaneously. However, this way of proceeding is
not efficient. Instead, integration of the averaged restraint Ea [∂ξ⋆R (·, ξ⋆)|ξ⋆] along ξ⋆ is preferred in practice. We
refer to the discussion of CZAR method in Sec. V.
With regards to question (ii), conditioning consists in replacing the gλ
a
(ζm, q¯m) and ga(ζm, q¯m) terms by their
expected values given q¯m, which are respectively (q ≡ q¯m)
Ea
[
gλ
a
(·, q)|q] = exp [−a(λ)]Ea [gλa (·, q)∣∣q] = nλa(q),
and
Ea [ga(·, q)|q] =
∑
λ∈Λ
nλ
a
(q) = na(q).
Next, we write the law of total expectation in the rhs ratio of Eq. 53 and plug the expected value of ga(ζ, q) given q
E [O] =
E
Q
a
[
Ea
[∑
λ∈Λ g
λ
a
(·, q)O(λ, q)∣∣q]]
E
Q
a
[
Ea
[
ga(·, q)
∣∣q]]
=
Ea
[∑
λ∈Λ n
λ
a
(·)O(λ, ·)
]
Ea
[
na
] . (56)
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From the rhs expectation ratio of Eq. 56 and by application of the ergodic theorem, the adiabatic reweighting estimator
of E[O] below is deduced:
ΥMΠ (O) =
1
M
∑M
m=1
∑
λ∈Λ n
λ
a
(q¯m)O(λ, q¯m)
1
M
∑M
m=1 na(q¯m)
, (57)
where {q¯m}1≤m≤M is a Markov chain of states distributed according to probability distribution pQa (q). This one can
possibly be extracted from an expanded Markov chain {ζm, q¯m}1≤m≤M generated according to pa(ζ, q¯) probability
density. We have compiled in Table I the relations between total expectations and weighing functions which are useful
for the construction of the estimators.
We answer question (iii) in the affirmative: conditioning for estimating total expectations achieves variance re-
duction. As for estimations of conditional expectations in section III, this property is a consequence of the law
of total variance. The proof follows the same reasoning, but requires replacing the conditionally centered variable
Oλ(q) = O(λ, q) −E [O|λ] by the totally centered variable
OΛ(ζ, q¯) = O(ζ, q¯)−E [O] , (58)
and the weighing factor gλ
a
by a sum over λ ∈ Λ involving the gλ
a
factors. The asymptotic variance of the ΥMR (O)
estimator writes (see Appendix A)
σ2
a
[Υ∞G (O)] = Va
[∑
λ∈Λ
OΛ(λ, ·) g
λ
a
(·, ·)
Ea(ga)
]
, (59)
where the quantity inside the variance is also centered. The asymptotic variance of the ΥMΠ (O) estimator is obtained
from the one of the ΥMΠ (O|λ) estimator by replacing the conditional probabilities πλa (q) by sums involving nλa(q) over
λ ∈ Λ. One obtains
σ2
a
[Υ∞Π (O)] = Va
[∑
λ∈Λ
OΛ(λ, ·) n
λ
a
(·)
Ea(na)
]
= VQ
a
[
Ea
[∑
λ∈Λ
OΛ(λ, q)g
λ
a
(·, q)
Ea(ga)
∣∣∣∣q
]]
,
where na =
∑
λ∈Λ n
λ
a
. Plugging the law of total variance into the right-hand side variance enables one to conclude
that the asymptotic variance of the ΥMΠ (O) estimator is smaller than that of the ΥMG (O) estimator
σ2
a
[Υ∞Π (O)] = Va
[∑
λ∈Λ
OΛ(λ, ·) g
λ
a
(·, ·)
Ea(ga)
]
−EQ
a
[
Va
[∑
λ∈Λ
OΛ(λ, q)g
λ
a
(·, q)
Ea(ga)
∣∣∣∣q
]]
< σ2
a
[Υ∞G (O)] .
We will illustrate the estimation of total expectations by setting the observable to the indicator functions 1λ(ζ) or
1ξ⋆ (ξ(q¯)) where ξ(q¯) is an internal reaction coordinate. The co-logarithms of the expected values of the two indicator
functions yield the free energies along the external and internal coordinate, respectively. Various ways of estimating
free energies, the primary goal of expanded ensemble simulations, are discussed next in subsection IIID and also later
in Sec. V, for the external and internal coordinate cases, respectively.
D. Estimation of the free energy along an external parameter
As defined in Eq. 4, the free energy A(λ) is the co-logarithm of the total expectation of the indicator function 1λ(ζ)
for λ ∈ Λ. Its derivative is a conditional expectation of the λ-derivative of the extended potential given λ:
A ′(λ) = E [∂λU(λ, ·)|λ] . (60)
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TABLE I. Notations and definitions of weighing functions and relations to conditional and total expectations.
Definitions
hλ
a
(ζ, q¯) = exp [−a(λ)]hλ
a
(ζ, q¯) = exp [−a(λ)]1λ(ζ) ha =
∑
λ∈Λ
h
λ
a
,
rλ
a
(ζ, q¯) = exp [−a(λ)] rλ
a
(ζ, q¯) =
1
‖Λ‖
exp [−U(λ, q¯)]
exp [a(ζ, q¯)−U(ζ, q¯)] ra =
∑
λ∈Λ
rλ
a
,
gλ
a
(ζ, q¯) = exp[−a(λ)]ga(ζ, q¯) =
{
hλ
a
(ζ, q¯) if binning,
rλ
a
(ζ, q¯) if standard reweighting,
ga =
∑
λ∈Λ
gλ
a
,
nλ
a
(q¯) = exp [−a(λ)]πλ
a
(q¯) =
exp [−U(λ, q¯)]∑
ζ∈Λ exp [a(ζ, q¯)−U(ζ, q¯)]
, na =
∑
λ∈Λ
nλ
a
.
Expressions for total expectations
E [O] = Ea
[∑
λ∈Λ
gλ
a
(·, ·)O(λ, ·)]
Ea [ga]
=⇒ E [1λ] =
Ea
[
gλ
a
]
Ea [ga]
E [O] = Ea
[∑
λ∈Λ
nλ
a
(·)O(λ, ·)]
Ea [na]
=⇒ E [1λ] =
Ea
[
nλ
a
]
Ea [na]
Expressions for conditional expectations
Ea
[
gλ
a
(·, q)∣∣q] = nλ
a
(q) ⇐= Ea
[
gλ
a
(·, q)∣∣q] = πλ
a
(q),
E [∂λU(λ, ·)|λ] = −∂λ lnEa
[
rλ
a
] ⇐= ∂λrλ
a
(·, ·) = −∂λU(λ, ·)rλa (·, ·),
E [∂λU(λ, ·)|λ] = −∂λ lnEa
[
nλ
a
] ⇐= ∂λnλ
a
(·) = −∂λU(λ, ·)nλa (·).
This quantity can be estimated and then integrated to obtain the free energy. Table II illustrates the various ways
of estimating the corresponding total and conditional expectations using the generic weighing functions and a time-
independent auxiliary biasing potential.
Considering the binning, standard reweighting and adiabatic reweighting estimators, denoted by ΥMH , Υ
M
R and Υ
M
Π
respectively, potentially makes 6 direct methods of computing the free energy, while direct free energy methods are
usually classified into three overlapping categories in the literature: thermodynamic occupation1–3 (TO), thermody-
namic integration58 (TI), free energy perturbation51 (FEP). We next analyze the correspondence between estimators
and free energy methods.
As for methods belonging to the first category, estimating the free energy from the log-probability of λ is done
resorting to the binning estimator as follows
Â(λ)
M
TO = − ln
[
1
M
∑M
m=1 1λ(ζm) exp[−a(ζm)]
1
M
∑M
m=1 exp[−a(ζm)]
]
=
− ln I
M
(
hλ
a
)
IM (ha)
= − lnΥMH (1λ) .
Methods of the second category consists in estimating the free energy derivative and evaluating the free energy
through numerical integration. This is what is actually done in the extended ABF technique.20,22 From an expanded
ensemble simulation, a simple way of obtaining an estimate Â ′(λ) of the mean force involves the binning estimator
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TABLE II. Expectation ratios based on which the various free energy estimators of Table III are constructed.
A(λ) =

− ln Ea[g
λ
a
]
Ea[ga]
with generic weighing,
− ln E
Q
a
[
Ea
[
gλ
a
(·, q)∣∣q]]
E
Q
a
[
Ea
[
ga(·, q)
∣∣q]] = − ln Ea
[
nλ
a
]
Ea [na]
with conditioning,
A ′(λ) =

Ea[g
λ
a
∂λU(λ, ·)]
Ea[gλa ]
with generic weighing,
E
Q
a
[
Ea
[
∂λU(λ, q)g
λ
a
(·, q)∣∣q]]
E
Q
a
[
Ea
[
gλa (·, q)
∣∣q]] = −Ea
[
∂λnλ
a
]
Ea
[
nλa
] with conditioning.
ΥMH
Â ′(λ)
M
TI =
1
M
∑M
m=1 ∂λU(λ, q¯m)1λ(ζm)
1
M
∑M
m=1 1λ(ζm)
=
I
M (∂λU h
λ
a
)
IM (hλ
a
)
= ΥMH
[
∂λU
∣∣λ].
It may be suggested to estimate the free energy derivative resorting instead to the standard reweighting estimator as
it is done in umbrella sampling.52 Using the standard reweighting function introduced in Table I together with the
property ∂λr
λ
a
(ζ, q¯) = −∂λU(λ, q¯)rλa(ζ, q¯), we have
Â ′(λ)
M
FEP = Υ
M
R
(
∂λU
∣∣λ) = −∂λ ln[ 1M M∑
m=1
rλ
a
(ζm, q¯m)
]
.
The fact that the estimator can be written has a logarithmic derivative of another standard reweighting estimator
indicates that it is not necessary to integrate the mean force to obtain the free energy. The standard reweighting
approach pertains to the second category of free energy methods (FEP), which aim at directly evaluating the free
energy by estimating a partition function ratio and then taking its co-logarithm
Â(λ)
M
FEP = − ln
[
1
M
∑M
m=1r
λ
a
(ζm, q¯m)
1
M
∑M
m=1ra(ζm, q¯m)
]
= − lnΥMR (1λ).
To perform a conditioning with respect to the FEP and TO method above, one must replace the weighing factors hλ
a
and rλ
a
by their conditional expected values given q, which happens to be given by nλ
a
(q). Similarly, ha and ra must
also be replaced by na(q). One thus obtains the following estimator
Â(λ)
M
AR = − ln
[
1
M
∑M
m=1 n
λ
a
(q¯m)
1
M
∑M
m=1 na(q¯m)
]
.
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Differentiating the free energy estimate with respect to λ yields
dÂ(λ)
M
AR
dλ
= −∂λ ln
[∑M
m=1 n
λ
a
(q¯m)∑M
m=1 na(q¯m)
]
= −
∑M
m=1 ∂
λnλ
a
(q¯m)∑M
m=1 n
λ
a
(q¯m)
= ΥMΠ (∂λU|λ) = Â ′(λ)
M
AR,
where we substituted −∂λU(λ, q¯m)nλa(q¯m) for ∂λnλa(q¯m) in the second line and eventually identify with the AR estimate
of E [∂λU|λ]. The consistency between the estimated mean force and the derivative of the estimated free energy in the
AR method is a property inherited from the FEP method. However, unlike FEP method, the adiabatic reweighting
approach is directly related to thermodynamic integration, since the estimated mean force can also be constructed
from the following conditioning scheme
Â ′(λ)
M
AR =
1
M
∑M
m=1 ∂λU(λ, q¯m)Ea
[
hλ
a
(ζ)
∣∣q¯m]
1
M
∑M
m=1Ea
[
hλ
a
(ζ)
∣∣q¯m] .
This means in particular that each sampled point q¯m with 1 ≤ m ≤M contributes to the estimated mean force with
an integrated weight over Λ that is equal to one. This property is inherited from the TI method and does not hold for
the FEP method. This explains why the latter method may yield completely inaccurate results in some circumstances.
This point is illustrated in Section IV. The four ways of estimating the free energy and its derivative are summarized
in Table III.
TABLE III. Standard (TI, FEP, TO) and conditioning (AR) estimators for computing mean forces and free energies. Note
that, unlike rλ
a
and nλ
a
weighing functions, the function hλ
a
can not be differentiated with respect to λ. It results that two
distinct methods (TO and TI) are based on binning.
Estimation of free energy Â(λ)
M
X Corresponding mean force Â
′(λ)
M
X
Â(λ)
M
TO = − lnΥMH (1λ) = − ln
I
M
(
hλ
a
)
IM (ha)
→ derivative by finite difference → Â ′(λ)MTO
Â(λ)
M
TI ← numerical quadrature ←
I
M
(
hλ
a
∂λU
)
IM
(
hλa
) = ΥMH (∂λU|λ)
Â(λ)
M
FEP = − lnΥMR (1λ) = − ln
I
M
(
rλ
a
)
IM (ra)
⇄ −∂λ ln I
M
(
rλ
a
)
IM (ra)
=
I
M
(−∂λrλ
a
)
IM
(
rλa
) = ΥMR (∂λU|λ)
Â(λ)
M
AR = − lnΥMΠ (1λ) = − ln
I
M
(
nλ
a
)
IM (na)
⇄ −∂λ ln I
M
(
nλ
a
)
IM (na)
=
I
M
(−∂λnλ
a
)
IM
(
nλa
) = ΥMΠ (∂λU|λ)
Next, we compare the variances of the TI, FEP and TO methods to the one of the AR method. The asymptotic
variance for the TO/FEP method can be cast in the following form using the generic functions gλ
a
and ga (see
Appendix A, Eq. (A6))
σ2
a
[
Â(λ)
∞
FEP/TO
]
= Va
[
gλ
a
(ζ, q)
Ea [gλa ]
− ga(ζ, q)
Ea [ga]
]
. (61)
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The asymptotic variance of the AR method can be cast in the similar form (see Appendix A, Eq. (A7))
σ2
a
[
Â(λ)
∞
AR
]
= VQ
a
[
Ea
[
gλ
a
(·, q)
Ea [gλa ]
− ga(·, q)
Ea [ga]
∣∣∣∣q]]
= Va
[
nλ
a
Ea [nλa ]
− na
Ea [na]
]
.
The law of total variance then entails the following strict inequality
Va
[
gλ
a
Ea [gλa ]
− ga
Ea [ga]
]
−Va
[
nλ
a
Ea [nλa ]
− na
Ea [na]
]
=
Ea
{
Va
[
gλ
a
(·, q)
Ea [gλa ]
− ga(·, q)
Ea [ga]
∣∣∣∣q]
}
> 0.
It results the following strict inequality for the asymptotic variances
σ2
a
[
Â(λ)
∞
AR
]
< min
{
σ2
a
[
Â(λ)
∞
TO
]
, σ2
a
[
Â(λ)
∞
FEP
]}
.
With regards to the TI method, the efficiencies of the adiabatic reweighting and histogram binning estimators
are more easily compared considering the derivative of the free energy. The asymptotic variances associated with
the ΥMΠ (∂λU|λ) and ΥMH (∂λU|λ) estimators satisfy the relation σ2a
[
ΥMΠ (∂λU|λ)
]
< σ2
a
[
ΥMH (∂λU|λ)
]
. It is therefore
always preferable to estimate free energies in combination with a conditioning scheme when the auxiliary biasing
potential is time-independent. Remarkably, whatever the standard free energy method (TO, FEP, TI) that is chosen,
conditioning with respect to the external parameter provides the same AR estimator, as illustrated in Table III.
When estimating conditional expectations of an observable q 7→ O(λ, q) from expanded ensemble simulations with
the external parameter taking values in Λ, the biasing potential should ideally be chosen such that it minimizes a
statistical variance averaged over Λ. It appears that some optimal biasing potentials for the adiabatic reweighting
estimatorΥMΠ (O|λ) can be constructed adaptively in expanded ensemble simulations using partial biasing techniques.45
This avenue of research will be discussed in a companion paper. Here, we consider that the biasing potential has
converged to the free energy, which is the optimal biasing potential for the thermodynamic occupation method when
the number of bins is large.
IV. ASSESSMENT OF VARIANCE REDUCTION
We assess the numerical performance of the aforementioned methods of estimating the free energy A(λ) by com-
puting the reduction of the statistical variances in subsection IVA. We also justify the conditioning approach for
estimating the probability of rare events in subsection IVB.
A. Free energy estimations
We consider a one-dimensional system with extended potential
U(ζ, q¯) = ω
(
q¯2 − 2q¯ζ) , (62)
and set Λ =
{
λj
}
0≤j≤J
with λj = j/J . The extended probability pa(ζ, q¯) is proportional to exp
[
a(ζ)− ωq¯2 + 2ωζq¯]
and the conditional probability of q given λ is
π(q|λ) =
√
ω/π exp
[−ω(q − λ)2] . (63)
For small values of ω, the various conditional probabilities substantially overlap with each other. The degree of overlap
decreases with increasing ω.
We generate a series of free energy estimates ÂMX (λ; k) wherein k ∈ J1,KK is the simulation index, using K = 2 ·103
simulations, employing method X = TI, FEP, TO or AR and setting the biasing potential equal to the true free
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energy A(λ). Each simulation consists of up to Mmax = 10
5 sampled states. We compute the variance of the
generated estimates using the following variance estimator
v¯arK
(
ÂMX
)
= 1‖Λ‖
∑
λ∈Λ
1
K
K∑
k=1
(
P̂MX (λ; k)
1
K
∑K
h=1 P̂
M
X (λ;h)
−
∑
ζ∈Λ P̂
M
X (ζ; k)∑
ζ∈Λ
1
K
∑K
h=1 P̂
M
X (ζ;h)
)2
, (64)
where M ranges from 5 · 102 to Mmax and
P̂MX (λ; k) =
exp
[
−ÂMX (λ; k)
]
∑
ζ∈Λ exp
[
A(ζ)− ÂMX (ζ; k)
] . (65)
This quantity arises from the generic expression of the asymptotic variances of ÂMX and corresponds to the kth estimate
of the quantity exp [−A(λ)]×pΛA (λ). Note that when the bin of 1λ remains unvisited during the entire kth simulation,
ÂMTO(λ; k) is infinite and P̂
M
TO(λ; k) is zero. However, the sums
∑K
h=1 P̂
M
TO(λ;h) over the 2 · 103 simulations never
canceled, so that the variance estimator (64) was always defined.
We display in Fig. 1 the estimated variances multiplied by the sample size M as a function of M in order to observe
the convergence towards the asymptotic limit for the given number K of independent simulations. We observe that a
considerable variance reduction is achieved in practice owing to the conditioning scheme. Furthermore, the asymptotic
regime is obtained faster and the estimated variances are also less fluctuating with conditioning.
While fluctuations decrease with increasing K, it is extremely costly to obtain accurate estimates of the asymptotic
variance for large sample sizes M for the FEP method when ω is large. The observed inefficiency of the FEP method
results from the fact that the simulation samples from non-overlapping distributions. In real FEP computations, the
reaction path is usually divided into a number of small pieces and the standard reweighting estimator is applied for
each of them. Staged simulations are also routinely performed within the umbrella sampling approach.52
B. Estimation of rare-event probabilities
Here, we emphasize the importance of conditioning for estimating probabilities of rare-events.21 Let the conditional
distribution given λ equal to 0 in Eq. (63) be the reference distribution. The probability to sample a point at a
position larger than 1 from this distribution is C = erfc(
√
ω)/2 (the integral of the normal probability distribution
q → √ω/π exp(−ωq2) from 1 to ∞). Here, we show that it is possible to compute C through biased sampling of
pA(ζ, q¯), even for very narrow conditional distributions π(q¯|λ) for which the value of ω is large and C is very small. We
thus bias the simulation by adding the soft restraint R (λ, q) = −2λωq to the potential energy U0(q) = ωq2, so as to
gradually increase the fraction of points such that q ≥ 1 with increasing λ value. This way of proceeding corresponds
to the so-called tilting protocol that is used in path sampling simulations to sample rare trajectories from a path
distribution.21,59–61
With the biasing potential set equal to the free energy, the probability C that point q is larger than one is
E
[
1B
∣∣λ = 0], where B = [1,+∞[ and 1B(q) denotes the indicator function equal to 1 if q ∈ B and 0 otherwise. The
conditional expectation is estimated using the adiabatic reweighting estimator and standard reweighting estimator
respectively given by
ΥMΠ
(
1B
∣∣0) = 1M ∑Mm=1 1B(q¯m)π0A(q¯m)
1
M
∑M
m=1 π
0
A(q¯m)
, (66)
ΥMR
(
1B
∣∣0) = 1M ∑Mm=1 1B(q¯m)r0A(ζm, q¯m)
1
M
∑M
m=1 r
0
A(ζm, q¯m)
, (67)
as obtained by replacing the observable q 7→ O(0, q) by the indicator function. Here, we did not consider the binning
estimator as it is obviously not suited to the present rare event problem. The goal is to retrieve statistics from
configurations exhibiting large q¯m values which are observed concomitantly with large ζm sampled values.
We observe in Fig. 2 that, with increasing ω parameter, only the AR estimator yields accurate estimates of C . The
computational speed-up of convergence that is achieved by conditioning the standard reweighting estimator can be
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FIG. 1. The estimated variances v¯arK(ÂMX ) are evaluated using K = 2 · 103 estimates of ÂMX for methods X=TI, FEP, TO,
AR. The scaled variances that are plotted as a function of M reach a plateau value asymptotically.
assessed from their respective standard errors. The inefficiency of the standard reweighting approach was explained
in term of the fluctuation theorem in Ref. 21. As soon as ω becomes larger than 20, conditioning reduces the variance
by more than four orders of magnitude. For rare-event problems, available alternatives62 to conditioning consists of
post-processing the harvested information by implementing a self-consistent reweighting estimator.28
V. ESTIMATION OF THE FREE ENERGY ALONG A REACTION COORDINATE
A. ξ-AR estimator
In many problems, the quantity of interest is the free energy along an internal reaction coordinate ξ(q) rather than
along an external parameter. When the reaction coordinate and the external parameter are coupled harmonically,
the free energy along ξ(q) similarly appears as the co-logarithm of a total expectation
F (ξ⋆) = − lnE [1ξ⋆ ◦ ξ] (68)
where ξ⋆ is a possible value of the reaction coordinate ξ(q), recalling that 1ξ⋆ denotes the indicator function associated
with the bin of ξ⋆. The measured thermodynamic expectation is the probability to observe the reaction coordinate
taking value ξ⋆. Substituting 1ξ⋆ ◦ ξ(q) for the observable O(λ, q) in Eq. (57), one obtains the AR estimator of total
expectation E [1ξ⋆ ]
ΥMΠ (1ξ⋆) =
1
M
∑M
m=1 1ξ⋆ ◦ ξ(q¯m)na(q¯m)
1
M
∑M
m=1 na(q¯m)
.
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FIG. 2. Variance reduction factor obtained through conditioning when estimating the probability C . The quantities ĈR and
ĈAR denote the estimates obtained using Υ
M
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(
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∣∣0) and ΥMΠ (h[1,+∞[∣∣0) estimators, respectively. We use M = 104 points
for each estimate and K = 105 estimates for both statistical variances v¯arK .
The corresponding asymptotic variance is given in Eq. A5 of Appendix A. To write the function na explicitly, let
introduce the following effective restraining potential
Ba(ξ
⋆) = ln
∑
ζ∈Λ
exp [a(ζ)− R (ζ, ξ⋆)] . (69)
The marginal probability of q therefore writes pQ
a
(q) = exp
[−U0(q) + Ba ◦ ξ(q)−ΨΛa ]. Thanks to the potential ε,
the identity B0 ◦ ξ(q) = 0 holds whatever q ∈ Q and we have
na(q) =
pQ0 (q)
pQa (q)
= exp [−Ba ◦ ξ(q)] .
Hence, the AR estimator further simplifies into
ΥMΠ (1ξ⋆) = exp [−Ba(ξ⋆)]
1
M
∑M
m=1 1ξ⋆(ξm)
1
M
∑M
m=1 exp [−Ba(ξm)]
, (70)
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where ξm = ξ(q¯m). The estimator of the free energy is eventually obtained by taking the co-logarithm
F̂ (ξ⋆)
M
AR = Ba(ξ
⋆)− ln IM (1ξ⋆ ◦ ξ) + ln IM (exp [−Ba ◦ ξ]) . (71)
This specific estimator, denoted ξ-AR estimator in the following, has been applied to free energy calculations associated
with vacancy migration in α-iron20 and molecular folding.63 Recently, it has been proposed to evaluate the free energy
F (ξ⋆) using an alternative estimator22 referred to as corrected z-average restraint (CZAR) wherein ξ⋆ ≡ z. The CZAR
estimator only differs from the ξ-AR estimator in the way the effective restraining potential is evaluated in (71). In
CZAR, Ba(ξ
⋆) is evaluated through thermodynamic integration, i.e. by integrating estimates of its derivative B′
a
(ξ⋆).
This is done by casting in the effective restraining gradient in the form of a conditional expectation
B′
a
(ξ⋆) = ∂ξ⋆ ln
∑
λ∈Λ
exp [a(λ)− R (λ, ξ⋆)]
= −
∑
λ∈Λ
∂ξ⋆R (λ, ξ
⋆)πλ
a
(ξ⋆)
= −Ea [∂ξ⋆R (·, ξ⋆)|ξ⋆] , (72)
where the conditional probability given ξ⋆ reads
πλ
a
(ξ⋆) = exp [a(λ)− R (λ, ξ⋆)− Ba(ξ⋆)] . (73)
The effective restraining gradient in CZAR is estimated using the ΥMH estimator in which binning is performed using
indicator function 1ξ⋆ instead of 1λ:
ΥMH (∂ξ⋆R |ξ = ξ⋆) = βκ
{∑M
m=1 ζm1ξ⋆(ξm)∑M
m=1 1ξ⋆(ξm)
− ξ⋆
}
, (74)
where we resorted to ∂ξ⋆R (ζ, ξ
⋆) = βκ(ξ⋆−ζ), omitting the correcting force ε′(ξ⋆). Conditioning the binning estimator
in Eq. (74) yields
ΥMΠ (∂ξ⋆R |ξ⋆) = βκ
{∑M
m=1Ea [ζ|ξ⋆]1ξ⋆(ξm)∑M
m=1 1ξ⋆(ξm)
− ξ⋆
}
= −B′
a
(ξ⋆), (75)
which, once integrated, leads to the formulation of the ξ-AR estimator. Because the asymptotic variance of
ΥMΠ (∂ξ⋆R |ξ⋆) in Eq. (75) is zero, one concludes, owing to the delta method, that the CZAR estimator exhibits
a larger asymptotic variance than the ξ-AR estimator (71).
To quantify the cumulated error in the estimation of ∆Ba = Ba(ξmax)−Ba(ξmin) with CZAR method, let first write
down the asymptotic variance of estimator ΥMH (∂ξ⋆R |ξ⋆):
σ2
a
(Υ∞H (∂ξ⋆R |ξ⋆)) =
Va [∂ξ⋆R |ξ⋆]
Ea [1ξ⋆ ]
, (76)
where the variance is conditional on ξ⋆. Next, we assume that Ba is integrated over Ξ, a discrete set of evenly spaced
values along ∆ξ = ξmax− ξmin interval. Let ‖Ξ‖ be the cardinal of Ξ. Then, ∆ξ/‖Ξ‖ is the constant spacing between
consecutive values and the cumulated asymptotic error writes
σ(∆Ba) =
∆ξβκ
‖Ξ‖
√∑
ξ⋆∈Ξ
Va [ζ|ξ⋆]
Ea [1ξ⋆ ]
. (77)
The ζ variable in each conditional variance is assumed to be i.i.d. This assumption is verified when a Gibbs sampler
directly generates the ζ values from the conditional probability (73). In contrast, residual metastability usually
persists along ξ and the sampled values ξ(q) will be highly correlated. The dominating contribution to the asymptotic
variance of the CZAR estimator is expected to arise from the IM (1ξ⋆ ◦ ξ) term. Thus, the cumulated error (77)
should not be significant in practical applications. We illustrate this point in next subsection.
B. The 38-atom Lennard-Jones cluster and Q4 bond-orientational order parameter
We consider the problem of calculating the free energy along the Q4 bond-orientational order parameter
53 in the
38-atom Lennard-Jones (LJ) cluster. The LJ potential reads
VLJ(q) = 4ǫ
∑
i>j
[
r−12ij − r−6ij
]
, (78)
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FIG. 3. Evolution of the Q4 order parameter during the production run for each replica. Each panel corresponds to a distinct
replica.
where rij = ‖qj − qi‖/σ is the reduced distance separating atoms qi and qj. LJ reduced units of length, energy and
mass (σ = 1, ǫ = 1, m = 1) will be used in the following. LJ38 undergoes a two-stage phase change with increasing
temperature.64,65 A solid-solid transition between the truncated octahedral funnel and the icosahedral funnel occurs
near Tss=0.12, melting follows near Tsl= 0.17. As in other finite size systems,
3 the transitions are not sharp but
gradual. The most stable octahedral and icosahedral structures of the 38-atom cluster are a truncated octahedron with
energy E0 = −173.9284 (global minimum) and an incomplete icosahedron with energy E1 = −173.2524, respectively.
The order parameter Q4 is a convenient collective variable to distinguish between the cubic structure favored at low
temperatures and the icosahedral isomers above Tss. The values of Q4 typically range from 0.002 − 0.06 (icosahedral
structures) to 0.19 (octahedral structures). The ABF method is implemented in the harmonic expanded ensemble
resorting to the AR estimator in order to compute the free energy along the external parameter λ coupled harmonically
to Q4. The standard ABF method
36,41,44 cannot be performed directly along Q4 because the second derivatives of
the Q4 are not available. The restraining potential is set to
κ
2Tref
‖Q4(q)−λ‖2 and the extended potential exhibits the
form given in Eq. (25), so that the free energy derivative A ′(λ) is constructed from the following identity
E [∂λU|λ] = κ
Tref
[
λ− E
Q
a
[
πλ
a
Q4
]
E
Q
a [πλa ]
]
. (79)
We set κ = 104 and Tref = 0.15. At this temperature, spontaneous structural transitions cannot be observed on the
simulation timescale when a(λ) is set to 0 (no bias). The implemented ABF method, described in Algorithm 1 of
the Supplementary Material, adapt the bias a(λ) on the free energy A(λ) via the running estimate of its gradient.
One collateral advantage of conditioning is to facilitate the sampling process, as it needs not propagating the external
parameter. Twelve replicas of the system are propagated using Langevin dynamics20 (a Metropolis algorithm is also
implementable) to sample the marginal probability of q directly. The force acting on a replica is the gradient of the
involved marginal probability (see Eq. 25)
∇q ln pQa (q) = −∇qU0(q) +∇qQ4(q)B′a ◦Q4(q), (80)
where U0 = VLJ/Tref and B
′
a
is detailed in Eq. (72). The time-step τ = 5 · 10−5 (lju) is chosen very small so as
to keep discretization errors negligible. The simulation length M = 108 and replica number K = 12 enable the
auxiliary biasing force to converge. Replicas are handled in parallel using a multi-core processor. They share the same
biasing force during both the learning and subsequent production runs. We next freeze the biasing potential to the
converged free energy A(λ) = aM (λ) and implement Algorithm 2 of the Supplementary Material to check that the the
sampling is homogeneous along Q4 parameter despite the persistence of strong correlations, as shown in Fig. 3. With
Algorithm 2, we also construct 40 (biased) histograms of Q⋆4, using estimates I
KM (1Q⋆
4
) of EA
[
1Q⋆
4
]
with K = 12,
M = 108, a bin size of 2 · 10−4 and Q⋆4 ranging from 0 to 0.2. The free energy along Q4 order parameter is then
estimated using the ξ-AR estimator and the 40 harvested histograms denoted by PA(Q
⋆
4). The obtained results are
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FIG. 4. (a) mean effective biasing potential 〈BA(Q⋆4)〉 shifted by its minimum value; (b) 〈PA(Q⋆4)〉 is the mean estimate of
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histogram; (c) mean estimate of free energy 〈F (Q⋆4) = BA(Q⋆4)−β−1 ln PA(Q⋆4)〉 shifted by its minimum value. Means
and displayed standard deviations σB , σH and σF (for 68%-confidence intervals) are evaluated from 40 simulations.
plotted in the three panels of Fig. 4. The brackets 〈〉 indicate averaging over the series of 40 independent simulations.
Thus, the displayed quantity 〈BA(Q4)〉 in Fig. 4.a represents the (averaged and scaled) effective biasing potential,
β−1Ba (Q4). The displayed histogram of Q4 in Fig. 4.b represents the averaged of the PA(Q⋆4) estimates of EA
[
1Q⋆
4
]
.
The free energies displayed in Fig. 4.c are estimated from F (Q⋆4) = BÂ(Q
⋆
4)− β−1 ln PA(Q⋆4). They correspond to the
unreduced free energies β−1F (Q⋆4).
The variance reduction compared to CZAR method is too small to be measurable from 40 simulations. Instead, we
estimate the order of magnitude of the error that is made in the estimation of∆Ba with the CZAR method. Neglecting
the variations of the biasing forces along λ, which are much smaller than the value of κ/Tref, the conditional variance
in Eq. (77) simplifies into V0(ζ|Q⋆4) which is equal to Tref/κ. If we additionally neglect the variations of the histogram
PA(Q
⋆
4) and assume that EA
(
1Q⋆
4
)
= ‖Ξ‖−1 between the icosahedral and octahedral structures in Eq. (77), then
the integrated error between the two structures simplifies into ∆Q4/
√
Trefκ. The expected standard deviation on
∆BA = Tref∆BA is therefore ∆Q4
√
Tref/(κMK) = 2.0 · 10−4 wherein MK = 1.2 · 109 is the total number of sampled
points. This is less than two orders of magnitude than 6.1 · 10−2, the standard deviation that is obtained from the 40
estimates of the free energy difference ∆F .
VI. CHARACTERIZATION OF STRUCTURAL TRANSITION
From the free energy profile along Q4, the occurrence probabilities of the icosahedral and octahedral structures can
be evaluated. For these two structures, the Landau free energies A(ico|T−1ref ) and A(octa|T−1ref )), defined as minus the
logarithm of their respective occurrence probabilities, can be directly evaluated. We now wish to compute the two
Landau free energies at other temperatures so as to characterize Tss, the solid-solid structural transition temperature
for which A(ico|T−1ss ) = A(octa|T−1ss ). Unfortunately, ABF simulations along Q4 do not converge at temperature lower
than 0.13, meaning that Q4 becomes a bad reaction coordinate and that Tss can not be determined this way.
The problem is solved by evaluating A(x|T−1) as a function of inverse temperature separately for the two structures
x of set X , {ico, octa} from the knowledge of A(T−1|ico) and A(T−1|octa), the free energies along the inverse
temperature given the structure. The identity connecting the two kinds of free energies corresponds to Bayes formula
23
7 8 9 10 11 12 13 14
T
−1
0.4
0.5
0.6
0.7
0.8
0.9
1.0
L
an
d
au
F
re
e
E
n
er
gy
−
A
( x
|T
−
1
)
T
−1
ss
= 9.94± 0.23
A
(
octa|T−1
ref
)
− A
(
ico|T−1
ref
)
A
(
octa|T−1
)
A(ico|T−1)
FIG. 5. Estimation of the free energies of the icosahedral and octahedral structures as a function of inverse temperature.
expressed in log-space
A(x|T−1) = A(T−1|x) + A(x)− A(T−1), (81)
where A(x) is the marginal colog-probability of structure x in the expanded ensemble. Subtracting Bayes formula at
T−1ref in log-space from Eq. (81) cancels the marginal colog-probability of x, which leads to the desired Landau free
energy
A
(
x|T−1) = A (T−1|x)− A (T−1ref |x)+ A (x|T−1ref )+ A (T−1ref )− A (T−1) .
The free energy difference A(T−1ref ) − A(T−1) is a common contribution to all structures. It does not affect phase
equilibrium properties and merely serves as a normalizing constant. It may be calculated from the relation
A
(
T−1ref
)− A (T−1) = ln∑
x˜∈X
exp
[−A (T−1|x˜)+ A (T−1ref |x˜)− A (x˜|T−1ref )] . (82)
In our case study, phase equilibrium is reached when the two structures are equi-probable:
A
(
ico|T−1ss
)
= A
(
octa|T−1ss
)
.
We proceed as follows: after setting the external parameter to the inverse temperature λ = T−1, we perform
two supplementary simulations to compute A(T−1|ico) and A(T−1|octa) with the AR estimator and the external
parameter ranging from λmin = 6.25 to λmax = 14, taking advantage of the fact that structural transitions do not occur
spontaneously in the range of involved temperatures. The transition temperature is characterized by the intersection
point of our two Landau free energies as a function of inverse temperature, as shown in Fig. 5. The error that is made
in the estimation of the transition temperature essentially arises from the uncertainty in the evaluation of ∆F at Tref .
VII. SUMMARY AND CONCLUSION
Molecular simulations methods usually requires to vary the value of an external parameter λ within a specified
range Λ. In such problems, enhanced ergodicity is achieved if simulations are performed in an expanded ensemble
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wherein the external parameter behaves like an additional coordinate subject to an auxiliary biasing force. The various
methods of computing thermodynamic expectations and free energies which can be used in the expanded ensemble
framework are reviewed below
(a) Thermodynamic integration to estimate the derivative of the free energy along λ and then to obtain the free
energy through integration by numerical quadrature. This approach resorts to a binning estimator and is used
in combination with adaptive biasing force method to construct an auxiliary biasing potential that converges
towards the free energy.
(b) Thermodynamic occupation to directly extract the free energy from occupation probabilities. This approach
is based on a binning estimator and may also be employed to adapt the biasing potential directly on the free
energy along λ.
(c) Free energy perturbation to extract the free energies from partition function ratios using a simple standard
reweighting estimator. This approach requires substantial overlaps between the various λ-samples and has been
rarely used.
(d) Post-treatment procedures such as the self-consistent reweighting estimator based on Bennett acceptance ratio
method (STWHAM) or the histogram reweighting estimator based on thermodynamic integration along the
reaction coordinate (CZAR). The goal is to estimate the desired thermodynamic property more accurately than
with estimators (a-c). The latter procedure is employed to compute the free energy along reaction coordinates
using mechanical restraints.
Remarkably, conditioning over the external parameter in the expanded ensemble provides us with a unifying methodol-
ogy: once conditioned, the various estimators associated with methods (a-d) become equivalent and exhibit systemat-
ically reduced statistical variances. In practice, simulations performed with the conditioned estimators are facilitated
by the fact that the external parameter need not being sampled. Characterizing the structural transition temperature
in LJ38 has been shown to be a simple task. The advocated conditioning approach is well positioned to further extend
the range of applicability of Monte Carlo and molecular dynamics techniques to the calculation of free energies and
thermodynamic properties in condensed matter systems.
The avenue for future research on the conditioned estimators will involve formulating and constructing biasing
potentials that allow optimal variance reduction for estimating thermodynamic expectations within a given set of
external parameter values.
SUPPLEMENTARY MATERIAL
See Supplementary Material for a description of the algorithms used in Section V.
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Appendix A: Asymptotic variances of estimators
Delta method
Since expectations are considered with respect to the expanded ensemble, we write the dependence on the biasing
potential a(λ) explicitly when needed and use the notation Va adopted throughout the article for the variance. The
lemma below establishes a general and useful property of covariance matrices
Lemma A.1. Let Γ be the covariance matrix of a random vector Y taking its values in Rd and u ∈ Rd be a constant
vector. Then, we have
uTΓu = Va
[
uTY
]
. (A1)
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Proof. Let write Y = (Y i)1≤i≤d and u = (u
i)1≤i≤d. By definition, element Γij of covariance matrix Γ is equal to
cova
(
Y i, Y j
)
the covariance of the one-dimensional random variables Y i and Y j , defined by
cova[Y
i, Y j ] = Ea
[
Y iY j
]−Ea [Y i]Ea [Y j] .
Since the covariance has scalar product properties, we have the following sequence of equalities
uTΓu =
d∑
i=1
d∑
j=1
uicova(Y
i, Y j)uj =
= cova(u
TY, uTY ) = Va(u
TY ).
The delta method will allow us to characterize the asymptotic variance of all aforementioned estimators. It consists
of applying the generalized central limit theorem that follows:
Theorem A.2. Let {Ym}m≥1 be a sequence of independent, identically distributed and square integrable random
vectors taking their values in Rd. Let µ and Γ respectively denote the expected vector and the covariance matrix of the
Ym and Y
M
= 1M
∑M
m=1 Ym. Let g : R
d 7→ R be a function that is differentiable at µ. Then, we have the following
convergence in law
√
M
(
g(Y
M
)− g(µ)
)
L−→
M→+∞
N (0,∇g(µ)TΓ∇g(µ)).
We refer the reader to Ref. 48 for a proof of this classical result. The variance of the Gaussian variable above is
called the asymptotic variance of random variable g(Y ).
Theorem A.2 is applied together with Eq. (A1) to express the asymptotic variance of the estimators below as a
variance of random variable ∇g(µ)TY :
∇g(µ)TΓ∇g(µ) = Va
(∇g(µ)TY ) . (A2)
Estimation of conditional expectations
For theΥMG (O|λ) estimator given in Eq. 21 and conditioned in subsection III B, we set Ym =
(
gλ
a
(ζm, q¯m)O(λ, q¯m), gλa (ζm, q¯m)
)T ∈
R
2, g(r, s) = r/s. We thus have µ =
(
Ea
[
gλ
a
(·, ·)O(λ, ·)] ,Ea [gλa ])T and
∇g(µ) =
(
1/Ea
[
gλ
a
]
−Ea
[
gλ
a
(·, ·)O(λ, ·)] /Ea [gλa ]2
)
=
1
Ea [gλa ]
(
1
−E [O|λ]
)
.
Resorting to Eq. (A2), the asymptotic variance ∇g(µ)TΓ∇g(µ) is therefore
σ2
a
[
ΥMG (O|λ)
]
=
1
Ea [gλa ]
2Va
( 1
−E [O|λ]
)T (
gλ
a
(·, ·)O(λ, ·)
gλ
a
(·, ·)
)
=
Va
[
gλ
a
Oλ]
pΛ
a
(λ)2
,
recalling that Oλ(q) = O(λ, q) − E [O|λ] and that Ea
[
gλ
a
]
= pΛ
a
(λ). The square root of the asymptotic variance
of ΥMG (O|λ) estimator is given in Eq. 44. Along the same line of reasoning, the asymptotic variance of adiabatic
reweighting estimator ΥMΠ (O|λ) can be deduced after substituting πλa for gλa .
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Estimation of total expectations
For the generic estimator ΥMG (O) of total expectation E [O] that is given in Eq. (55), we set g(r, s) = r/s together
with
Y =
( ∑
λ∈ΛO(λ, q¯)gλa(ζ, q¯)
ga(ζ, q¯)
)
,
Ea[Y ] =
(
Ea
[∑
λ∈ΛO(λ, ·)gλa (·, ·)
]
Ea [ga]
)
,
∇g (Ea[Y ])= 1
Ea[ga]
(
1
−E[O]
)
,
where gλ
a
(ζ, q¯) = exp[−a(λ)]gλ
a
(ζ, q¯) and ga =
∑
λ∈Λ g
λ
a
. The scalar product of the first and third vectors above is
Y T∇g (Ea[Y ]) =
∑
λ∈Λ
O(λ, q¯)g
λ
a
(ζ, q¯)
Ea[ga]
−E[O]ga(ζ, q¯)
Ea[ga]
. (A3)
This expression enables one to obtain the asymptotic variance of the estimator by application of Lemma A.1 and
Theorem A.2
σ2
a
[Υ∞G (O)] = Va
[∑
λ∈Λ
O(λ, ·)g
λ
a
(·, ·)
Ea [ga]
−E[O]ga(·, ·)
Ea[ga]
]
.
The asymptotic variance of adiabatic reweighting estimator ΥMΠ (O) can be deduced by substituting, nλa = Ea[gλa |q]
for gλ
a
, na for ga and following the same line of reasoning:
σ2
a
[Υ∞Π (O)] = Va
[∑
λ∈Λ
O(λ, ·) n
λ
a
(·)
Ea [na]
−E[O] na(·)
Ea[na]
]
. (A4)
When the observable is an indicator function 1ξ⋆ ◦ ξ(q) associated with a reaction coordinate ξ(q) that is independent
of the external parameter, the asymptotic variance simplifies into
σ2
a
[Υ∞Π (1ξ⋆ ◦ ξ)] = Va
[
1
Λ
ξ⋆ ◦ ξ
na
Ea[na]
]
, (A5)
where 1Λξ⋆ ◦ ξ(q) = 1ξ⋆ ◦ ξ(q) − E [1ξ⋆ ◦ ξ]. The formulation of estimator ΥMG for observables that are dependent on
the external parameter is useful in the free energy context below.
Estimation of free energies along λ
As for the generic estimator of the free energy A(λ) considered in subsection IIID, the asymptotic variance can
be obtained by noticing that the free energy corresponds to the co-logarithm of the total expectation of observable
1λ. Here, one applies theorem A.2 with function g set to the co-logarithm function and Y
M
set to ΥMG (1λ), where G
corresponds to R (standard reweighting) and H (binning) for the FEP and TO methods, respectively. This yields the
following expression for the asymptotic variance of the corresponding free energy method
σ2
a
[
Â(λ)
∞
FEP/TO
]
=
σ2
a
[Υ∞G (1λ)]
pΛ0 (λ)
2
= Va
[
gλ
a
pΛ0 (λ)Ea [ga]
− E[1λ]
pΛ0 (λ)
ga
Ea[ga]
]
.
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Noticing that E[1λ] is p
Λ
0 (λ) and that p
Λ
0 (λ)Ea [ga] is Ea
[
gλ
a
]
, one eventually obtain the desired asymptotic variance
in a more compact form
σ2
a
[
Â(λ)
∞
FEP/TO
]
= Va
[
gλ
a
Ea [gλa ]
− ga
Ea [ga]
]
. (A6)
The asymptotic variance of the AR method similarly writes
σ2
a
[
Â(λ)
∞
AR
]
= VQ
a
[
Ea
[
gλ
a
(·, q)∣∣q]
Ea [gλa ]
− Ea [ga(·, q)|q]
Ea [ga]
]
= Va
[
nλ
a
Ea [nλa ]
− na
Ea [na]
]
. (A7)
Appendix B: Variance reduction through conditioning of self-consistent reweighting
We prove here variance reduction when conditioning is done within self-consistent reweighting. Let first assume
the state space Q be enumerable and introduce the indicator functions Hq(q¯) and Yλ,q(ζ, q¯) = 1λ(ζ)Hq(q¯). We
define the corresponding multi-dimensional vectors as H = {Hq}q∈Q and Y = {Yλ,q}λ∈Λ,q∈Q. The averaged vector
Y
M
= 1M
∑M
m=1 Ym constructed from the Markov chain {ζm, q¯m}1≤m≤M encodes all the information that is necessary
to evaluate any observable estimate through self-consistent reweighting (48). It contains in particular the information
that is required to solve the associated set of self-consistent equations (49) wherein Mλ = 1¯
M
λ . Since the Markov
chain is generated according the pa(ζ, q¯) distribution, we have for all λ ∈ Λ
Ea
[
1
∞
λ
∣∣H∞] = 1∞λ = Ea [1λ] = pΛa (λ) (B1)
and, more generally
Ea
[
Y
∞∣∣H∞] = Y∞ = Ea [Y ] . (B2)
The law of total covariance allows us to decompose the covariance matrix of Y into the following sum
Γ [Y ] = Ea [Γ[Y |H ]] + Γ [Ea[Y |H ]] (B3)
where Γ[Y |H ] is the conditional covariance of Y given H and Γ [Ea[Y |H ]] is the covariance of the conditionally
expected value of Y given H . Covariance matrices are semidefinite. Herein, we consider that the three covariance
matrices are definite positive, otherwise the problem would be degenerate and sampling might not be necessary. The
following strict inequality thus holds
∇g(Y∞)TEa [Γ[Y |H ]]∇g(Y∞) > 0, (B4)
where g denote the smooth function Y
M 7→ ΥMSC(O|λ), i.e. the (unknown) function returning the estimate from
the given data Y
M
. The estimate being unique, ∇g(Y∞) is a non zero vector. The asymptotic variance of the
self-consistent reweighting estimator writes
σ2
a
[Υ∞SC(O|λ)] = ∇g(Y
∞
)TΓ[Y ]∇g(Y∞). (B5)
As a result of (B2), (B3) and (B4), the asymptotic variance of the conditioned self-consistent reweighting estimator
is systematically lowered
∇g(Y∞)TΓ[Ea [Y |H ]]∇g(Y∞) = σ2a [Υ∞Π (O|λ)] < σ2a [Υ∞SC(O|λ)] . (B6)
When the state space Q is not enumerable, we may first approximate the observable expectation using appropriate
histograms of the energies Hλ,U and of the observable values Hλ,U,O (see Section 2.6 in Ref. 17), perform the con-
ditioning, compare the asymptotic limit and eventually consider the small bin-width limit to conclude that variance
reduction still holds.
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ALGORITHMS
The ABF method in expanded ensemble is described in Algorithm 1. The description that is given is general and
encompasses both the harmonic and linear couplings. The external parameter couples either harmonically to the Q4
coordinate or linearly to the potential energy VLJ(q) so as to scale the inverse temperature. N (µ, σ) denotes the
normal law of mean µ and standard deviation σ. We describe both Metropolis sampling and overdamped Langevin
dynamics. In practice, we used the latter dynamics with a small time step of 10−4 LJ units.
Algorithm 1 ABF algorithm in expanded ensemble20 with conditioning for λ ∈ Λ. The K replicas of the system
share the same biasing force. Replicas are propagated using either a Metropolis sampling or Langevin dynamics. The
integration of the biasing force is performed by numerical quadrature based on trapezoidal rule.
for λ ∈ Λ do
C(λ)← 0, D(λ)← 0
end for
for m = 1 to M do
for k = 1 to K do
qk = q¯km−1 +
√
2τGkm with G
k
m ∼ N (0, 1)
if Metropolis algorithm then
r ∼ U[0,1[ ⊲ r is drawn uniformly in [0, 1[
if r ≤
∑
λ∈Λ
exp
[
am−1(λ)−U(λ, qk)
]∑
λ∈Λ exp
[
am−1(λ)−U(λ, q¯km−1)
] then
q¯km ← qk
else
q¯km ← q¯km−1
end if
else if Overdamped Langevin dynamics then
q¯km = q
k + τ∇q¯ ln ∑
λ∈Λ
exp
[
am−1(λ)−U(λ, qk)
]
end if
end for
for λ ∈ Λ do
πλ
a
m−1
(
q¯km
)
=
exp
[
am−1(λ)−U(λ, qk)
]∑
ζ∈Λ
exp [am−1(ζ)−U(ζ, qk)]
C(λ)← C(λ) +∑Kk=1 ∂λU(λ, q¯km)π¯λam−1(q¯km)
D(λ)← D(λ) +∑K
k=1 π¯
λ
a
m−1
(
q¯km
)
a
′
m(λ) =
C(λ)
D(λ)
⊲ biasing force update
am(λ)←
∫ λ
λ0
a
′
m(ζ)dζ ⊲ numerical integration
am(λ)← am(λ) + ln∑ ζ ∈ Λ exp [− am(ζ)]
end for
end for
Once the biasing force has converged to the corresponding free energy using Algorithm 1, the expected value of
any observable can be estimated using the adiabatic reweighting estimator described in Algorithm 2.
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Algorithm 2 Algorithm for sampling the marginal probability in the expanded ensemble with biasing potential Â(λ)
homogeneous in time and for estimating the conditional and total expectations of observable O(ζ, q¯) based on the
conditioning procedure (adiabatic reweighting estimator).
C˜ ← 0, D˜← 0
for λ ∈ Λ do
C(λ)← 0, D(λ)← 0
end for
for m = 1 to M do
for k = 1 to K do
qk = q¯km−1 +
√
2τGkm with G
k
m ∼ N (0, 1)
if Metropolis algorithm then
r ∼ U[0,1[
if r ≤
∑
λ∈Λ
exp
[
A(λ)−U(λ, qk)]∑
λ∈Λ
Λ exp
[
A(λ)−U(λ, q¯km−1)
] then
q¯km ← qk
else
q¯km ← q¯km−1
end if
else if Overdamped Langevin dynamics then
q¯km = q
k + τ∇q¯ ln∑λ∈Λ exp [A(λ)−U(λ, qk)]
end if
end for
for λ ∈ Λ do
π¯λA
(
q¯km
)
=
exp
[
A(λ)−U(λ, qk)]∑
ζ∈Λ
exp [Am−1(ζ)−U(ζ, qk)]
C(λ)← C(λ) +∑K
k=1O
(
q¯km
)
π¯λ
Â
(
q¯km
)
D(λ)← D(λ) +∑K
k=1 π¯
λ
Â
(
q¯km
)
nλA(q¯
k
m) = exp [−A(λ)] π¯λA
(
q¯km
)
end for
C˜ ← C˜ +∑K
k=1
∑
λ∈Λ
nλA(q¯
k
m)O
(
λ, q¯km
)
nA(q¯
k
m) =
∑
λ∈Λ n
λ
A(q¯
k
m)O
(
λ, q¯km
)
D˜ ← D˜ +∑K
k=1 nA(q¯
k
m)
end for
for λ ∈ Λ do
ΥMΠ (O|λ) = C(λ)/D(λ) ⊲ Estimate of E [O|λ]
end for
ΥMΠ (O) = C˜/D˜ ⊲ Estimate of E [O]
For both algorithms, we used K = 12 replicas of the system. The adaptive or time-homogeneous biasing potential
and its gradient are shared by all the replicas which are propagated using K distinct cores on a parallel computer
architecture.
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