This paper proposes distributed algorithms for multi-agent networks to achieve a solution in finite time to a linear equation Ax = b where A has full row rank, and with the minimum l1-norm in the underdetermined case (where A has more columns than rows). The underlying network is assumed to be undirected and fixed, and an analytical proof is provided for the proposed algorithm to drive all agents' individual states to converge to a common value, viz a solution of Ax = b, which is the minimum l1-norm solution in the underdetermined case. Numerical simulations are also provided as validation of the proposed algorithms.
Introduction
A significant amount of effort in the control community has recently been given to distributed algorithms for solving linear equations over multi-agent networks, in which each agent only knows part of the equation and controls a state vector that can be looked at as an estimate of the solution of the overall linear equations [1] [2] [3] [4] [5] . Numerous extensions along this direction include achieving solutions with the minimum Euclidean norm [6, 7] , elimination of the initialization step [8] , reduction of state vector dimension by utilizing the sparsity of the linear equation [9] and achieving least square solutions [10] [11] [12] [13] [14] [15] . All these algorithms yield asymptotic convergence, but require an infinite number of sensing or communication events.
Solutions to underdetermined linear equations with the minimum l 1 norm are perhaps the most important in many engineering applications including earthquake location detection [16] , analysis of statistical data [17] , solving biomeganetic inverse problems [18] , and so on. One most intriguing case among these applications is compressive sensing, which enables transmission of sparse data in a very efficient way [19] . The decoding process of compressive sensing requires solving of linear equations with a minimum number of non-zero entries of the solution vectors, which, however, is an NP-hard problem and usually computationally costly [20] . Thus researchers usually turn to achieve solutions with minimum l 1 norm instead for which the function to be minimized is convex [21, 22] . Most existing results for achieving minimum l 1 norm solutions are based on the idea of Lasso [23] including Alternating Direction Method of Multipliers (ADMM) [24] , the Primal-Dual Interior-Point Method [25, 26] , Gradient Projection Methods [27] , Homotopy Methods [28] , Iterative Shrinkage-Thresholding Methods [29] and Proximal Gradient Methods [30] . Interesting as these results are, they either achieve limited accuracy dominated by a threshold parameter, involve solving a much larger linear equation, or lead to high computational complexity.
In this paper we aim to develop distributed algorithms for multi-agent networks to achieve in finite time a solution of linear equations or, in the underdetermined case, one with the minimum l 1 norm. By distributed is meant that each agent only knows part of the overall linear equation and can communicate with only its nearby neighbors. The problem of interest is formulated in Section 2. We introduce in section 3 the concepts to be employed in the paper including Filippov set-valued maps, Filippov solutions, generalized Lie derivatives, based on which a preliminary result is achieved. In Section 4, we will first propose a distributed algorithm to drive all agents' state vectors to converge in finite time to the same solution of the overall linear equations. Then we present a centralized update for achieving a solution with the minimum l 1 norm. Motivated by the projection-consensus flow proposed in [13] and the finite-time gradient flow for consensus devised in [31] [32] [33] [34] [35] [36] , we utilize a combination of the proposed distributed linear equation solver and the proposed centralized algorithm for minimum l 1 -norm solutions to develop a distributed linear equation solver for achieving the minimum l 1 norm solution, which is shown to converge in finite time. We provide simulations in Section 5 and concluding remarks in Section 6.
Notation: Let r denote an arbitrary positive integer. Let 1 r denote the vector in R r with all entries equal to 1s. Let I r denote the r × r identity matrix. We let col {A 1 , A 2 , · · · , A r } be a stack of matrices A i possessing the same number of columns with the index in a top-down ascending order, i = 1, 2, · · · , r. Let diag {A 1 , A 2 , · · · , A r } denote a block diagonal matrix with A i the ith diagonal block entry, i = 1, 2, · · · , r. By M > 0 and M ≥ 0 are meant that the square matrix M is positive definite and positive semi-definite, respectively. By M is meant the transpose of a matrix M . Let ker M and image M denote the kernel and image of a matrix M , respectively. Let ⊗ denote the Kronecker product. Let · 1 denote the l 1 norm of a vector in R r .
Problem Formulation
Consider a network of m agents, i = 1, 2, ..., m; inside this network, each agent can observe states of certain other agents called its neighbors. Let N i denote the set of agent i's neighbors. We assume that the neighbor relation is symmetric, that is, j ∈ N i if and only if i ∈ N j . Then all these neighbor relations can be described by an m-node-m-edge undirected graph G such that there is an undirected edge connecting i and j if and only if i and j are neighbors. In this paper we only consider the case in which G is connected, fixed and undirected.
Suppose that each agent i knows A i ∈ R ni×n and b i ∈ R ni and controls a state vector y i (t) ∈ R n . Then all these A i and b i can be stacked into an overall equation Ax = b, where
Without loss of generality for the problems of interest to us, we assume A to have full row-rank. Let x * denote a solution to Ax = b (and in the underdetermined case, x * is not unique); and letx * denote its minimum l 1 -norm solution, that is,x * = arg min
(In the non-singular A case, x * andx * necessarily coincide) The problem of interest in this paper is to develop distributed algorithms for each agent i to update its state vector y i (t) by only using its neighbors' states such that all y i (t) to converge in finite time to a common value x * and if desired in the nonsquare case the valuex * .
Key Concepts and Preliminary Results
Before proceeding, we introduce some key concepts and preliminary results for future derivation and analysis. The key references for the background we summarize are [37] and [38] .
3.1
Filippov set-valued maps and Filippov Solutions
Here B(x, δ) stands for the open ball on R r , whose center is at x and has a radius of δ; µ(S) denotes the Lebesgue measure of S; and co stands for the convex closure. Let sgn (x) : R r → R r be a function with the kth entry, k = 1, 2, ..., r, defined as
It follows that the Filippov set-valued map F [sgn ](x) for x ∈ R r is defined entrywise as: 
While for any w ∈ R r , there holds
.
for almost all t, x(t) is absolutely continuous and can be written in the form of an indefinite integral. The following two lemmas treat existence of such a Filippov solution.
Lemma 1 ( Proposition 3 in [37] ) If f : R r → R r is measurable and locally bounded, then for any initial point x 0 ∈ R r , there exists a Filippov solution
Lemma 2 ( Theorem 8 in page 85 of [38] ) Let a vector-valued f (t, x) be defined almost-everywhere in the domain G of time space (t, x). With f (t, x) measurable and locally bounded almost-everywhere in an open domain G, let
Then for any point
Note that Lemma 2 establishes the existence of a solution for time-varying systems. This is more general than Lemma 1, which only guarantees the existence of solutions to time-invariant systems.
Generalized Gradients and Generalized Lie Derivatives
For a locally Lipschitz function w : R r → R, the generalized gradient of w is
1 There is no implication that the solution exists on an infinite interval where S ⊂ R r is an arbitrarily chosen set of measure zero, Ω w denotes the set of points at which w is not differentiable, and co denotes convex hull. Specially, for the function ||x|| 1 , one computes the kth element of its generalized gradient to be:
It follows from this and the definition of
For a set-valued map F : R r → B(R r ), the generalized Lie derivative of w is defined asL
The above definition of generalized Lie derivative implies that for each α in F(x), we check if the inner product β α is a fixed value for all β ∈ ∂w(x). If so, this inner product is an element inL F w(x), but note that the setL F w(x) may be empty. Moreover, for locally Lipschitz and regular(see [39] ,p.39 and [40] , p.3 for detailed discussion of regular function 2 ) functions w(x), one has the following lemma:
r be a solution foṙ x ∈ F(x(t)), where F is any set-valued map. Let w(x) : R r → R be locally Lipschitz and regular. Then w(x(t)) is differentiable at almost all t ∈ [0, t 1 ]; The derivative of w(x(t)) satisfies
Lemma 3 guarantees the existence of generalized Lie derivatives for functions that are locally Lipschitz and regular. If one focuses on a specific solution, one can show that α in (11) is a special vector as summarized in the following lemma.
Lemma 4 (See Proof of Lemma 1 in [40] ) Let x(t) denote a specific solution of a differential enclosure. Suppose w(x) is locally Lipschitz and regular. Let I ⊂ [0, ∞) denote the time interval for whichẋ(t) exists. Then
where β is any vector in ∂w(x).
2 That a function w(x) : R n → R is called regular at x ∈ R n if 1. for all v ∈ R n there exists the usual right directional derivative w + (x, v).
Preliminary Results
For any positive semi-definite matrix M ∈ R r×r , M = 0 one can define
and its compliment
We impose a further requirement on M , namely that Φ c (M ) is nonempty which can be easily ensured. Let
is a closed set for any fixed q; also note that F [sgn ](q) can only be one of a finite number of different sets; hence it is easy to check for a given M whether Φ c (M ) is nonempty, (and in a later use of the result, it proves easy to check). It further follows that Λ(M ) is also a closed set. Consequently, the continuous function f (φ) = φ M φ has a nonzero minimum on Λ(M ). We denote For the m-node-m-edge graph G, we label all its nodes as 1, 2, ..., m and all its edges as 1, 2, ...,m. Assign an arbitrary direction to each edge in G. Then the incidence matrix of G denoted by H = [h ik ] m×m is defined as follows
i is the head of the kth edge; −1, i is the tail of the kth edge; 0, otherwise.
Since G is connected, then ker H is the span of 1 m [41] . Moreover, one has the following lemma:
Lemma 6 Suppose A has full-row rank and G is connected. LetP = diag {P 1 , P 2 , ..., P m } where each P i is the projection matrix to ker A i . LetH = H ⊗ I n with H the incidence matrix of G. Then one has
Proof of Lemma 6: Let u be a vector such that
The vector v =Hu lies in imageH and kerP , and we will show it is zero to establish (18) . DefineĀ = diag {A 1 , A 2 , ..., A m }, which is full row rank since A has full row rank. ThenP = I −Ā (ĀĀ ) −1Ā . It follows from (20) that
Multiplying both sides of the above equation by 1 m ⊗ I n , one has
Since A is full column rank, one has
From (21) and equation (24) one has
Furthermore, we notice (20) and conclude that (18) is true. For any q ∈ imageH ∩ Φ(H PH ), there exists a vector p such that
and a vector φ ∈ F [sgn ](q) such thatH PH φ = 0. Note thatP is a projection matrix; thenPH φ = 0.
From (18) one then hasH φ = 0.
From φ ∈ F [sgn ](q) and (5), one has
which together with (26) and (28) implies ||q|| 1 = 0. Then one has q = 0 and (19) is true. Now consider the systemẋ
with any positive semi-definite matrix M ∈ R r×r . The existence of a Filippov solution to (29) can be guaranteed by Lemma 1. The existence interval is t ∈ [0, ∞) because of the global bound on the right-hand side to (29) . Let x(t) denote such a Filippov solution for any given x(0). Note that the function x 1 is locally Lipschitz and regular(The word was introduced early with reference). Then by Lemma 3, the time derivative of x(t) 1 exists for almost all t ∈ [0, ∞) and is in the set of generalized Lie derivatives. In other words, there exists a set I = [0, ∞) \ T with T of Lebesgue measure 0 such that
Proposition 1 Let x(t) denote a Filippov solution to (29) for any given x(0) ∈ R r . Then
• there exists a finite time T such that
• if it is further true that
one has
Remark 1 Note that the right-hand side of (29) is a projection of the gradient flow of the potential function x(t) 1 . It is also standard that the gradient law of a real analytic function with a lower bound converges to a single point which is both a local minimum and a critical point of the potential function [42] . However, if the real analytic property does not hold, the convergence result may fail. Indeed, the function x(t) 1 here is obviously not real analytic, and one cannot immediately assert that (29) will drive x(t) 1 to its minimum, not to mention the finite time result in Proposition 1. Thus Proposition 1 is nontrivial and will serve as the foundation for devising finite-time distributed linear equation solvers in this paper.
Proof of Proposition 1: By (12) in Lemma 4, one has
holds for all β ∈ ∂ x(t) 1 . It follows fromẋ ∈ −M F [sgn ](x) in (29) that at each t there exists a γ(t) ∈ F [sgn ](x) such thaṫ
Since β could be chosen as any vector in ∂ x(t) 1 , γ(t) ∈ F [sgn ](x) and ∂ x 1 = F [sgn ](x) from (10), one could choose β = γ(t) in (35) , which together with (36) leads to
Note that M is positive semi-definite. Thus (31) is true. We use the method of contradiction to prove that there exists a finite time T such that x(T ) ∈ Φ(M ), T ∈ I. Suppose such a finite time does not exist. One has
where λ(M ) is as defined in (16) . It follows that
This contradicts the fact that From the assumption (33), the fact that M is semipositive definite and (37), one has
It follows from this and (36) thaṫ
By integration ofẋ(t) from T to ∞, one has x(t) = x(T ), t ∈ [T, ∞). This completes the proof.
Algorithms and Main Results
In this section, we study three related problems: finite time distributed solution of Ax = b, centralized solution of Ax = b achieving a minimum l 1 -norm, and then finally, using ideas from the first two, and finding a distributed algorithm achieving the minimum l 1 -norm solution of Ax = b in finite time.
Finite-Time Distributed Linear Equation Solver
In this subsection, we will present a distributed update for achieving a solution x * to Ax = b in finite time. Of course, A is assumed to have full row rank, but not necessarily be square. Recall that distributed linear equation solvers based on the agreement principle require each agent i to limit its update subject to its own constraint A i x = b i while seeking consensus with its neighbors [1] . Such an agreement principle in continuous-time systems can be achieved by a projection-consensus flow which at each agent i projects a function of its neighbors' states to the subspace defined by its linear equation [13] . By choosing the finite-time gradient flow for consensus developed by [36] within the projection-consensus flow, we are led to postulate the following update for each agent i:
where φ ij ∈ F [sgn ](y i − y j ) and P i denote the projection matrix to the kernel of A i . Note the special property that F [sgn ](0) is a point which can be chosen arbitrarily from the interval [−1, 1]. Generally speaking, different agents may have different choices for F [sgn ](0). Before proceeding, we make the following assumption on coordinations between neighbor agents: Assumption 1 Each pair of neighbor agents i and j takes the choice of φ ij and φ ji when y i = y j such that
Under Assumption 1 and the definition of F [sgn ](x), one always has φ ij = −φ ji no matter whether y i is equal to y j or not. Let y = col {y 1 , y 2 , · · · , y m },P = diag{P 1 , P 2 , · · · , P m } andH = H ⊗ I n with H the incidence matrix of G. Then from (39) we havė
By Lemma 1 there exists a Filippov solution to system (41) for t ∈ [0, ∞), we denote this solution by y(t). By Lemma 3, there exists a set I = [0, ∞) \ T with T of Lebesgue measure 0 such that
exists for all t ∈ I. Moreover, one has the following main theorem, which establishes existence of a limiting consensus solution but for the moment leaves unspecified the L 1 -optimality.
Theorem 1 Under Assumption 1 and the updates (39)
, and with A assumed to have full row rank, all y i (t), i = 1, 2, ..., m, converge to be a single solution to Ax = b in finite time.
Proof of Theorem 1. Since A i y i (0) = b i andẏ i is in the kernel of A i , one has A i y i (t) = b i for all t ∈ [0, ∞). Then to prove Theorem 1, it is sufficient to show that all y i reach consensus in finite time. Note that G is connected and ker H is spanned by the vector 1 m . ThenH y = 0 if and only if all y i are equal. Thus to prove Theorem 1, it suffices to prove z(t) =H y(t) converges to 0 in finite time. By multiplying both sides of (41) byH , one haṡ
By Proposition 1, we have
and there exists a finite time T ∈ I such that
From this, we know the fact that z(T ) =H y(T ) so that z(T ) ∈ imageH , and recalling (19) in Lemma 6, one has z(T ) = 0, which by (43) implies z(t) 1 = 0, t ∈ [T, ∞).
It follows that z(t) = 0, t ∈ [T, ∞).
This completes the proof.
Finite-Time Centralized Update for Minimum l 1 -norm Solution
In this subsection, we will propose a centralized update for achieving the minimum l 1 -norm solution to Ax = b. By noting that x 1 is convex, we conceive of using a negative gradient flow of ||x|| 1 subject to x remaining on the manifold Ax = b in order to achievex * = arg min Ax=b x 1 . This leads us to the following update:ẏ
where P denotes the projection matrix onto the kernel of A. Again by Lemma 1 one has there exists a Filippov solution to system (45) for t ∈ [0, ∞), which we denote by y(t). By Lemma 3, there exists a set I = [0, ∞) \ T with T of measure 0 such that
exists for all t ∈ I. Moreover, we have the following main theorem:
Theorem 2 With A of full row rank, the Filippov solution y(t) to (45) converges in finite time to a constant, which is the minimum l 1 -norm solution to Ax = b.
Proof of Theorem 2: By Proposition 1, one has
and there exists a finite time T ∈ I such that y(T ) ∈ Φ(P ).
Then there exists a vector φ ∈ F [sgn ](y(T )) such that P φ = 0. This and (5) imply φ y(T ) = y(T ) 1
Moreover, letȳ denote any solution to Ax = b. Recall (6), there holds
Since φ ∈ ker P , one has φ ∈ image A . This implies that there exists a vector q such that q A = φ
From Ay(T ) = b = Aȳ and (47)- (49), one has
whereȳ is any solution to Ax = b. Thus y(T ) is a minimum l 1 norm solution to Ax = b. This and (46) implies ||y(t)|| 1 reaches its minimum value subject to
which satisfies the assumption (33) 
in Proposition 1 again. Then y(t) = y(T ), t ∈ [T, ∞). Thus y(t) is the minimum l 1 -norm solution to Ax = b for t ∈ [T, ∞).
Finite-Time Distributed Update for Minimum l 1 -norm Solutions
In this subsection we will develop a distributed update for a multi-agent network to achieve the minimum l 1 -norm solution to Ax = b in finite time. Motivated to study a combination of the finite-time distributed linear equation solver in (39) and the finite-time centralized update for minimum l 1 -norm solutions in (45), we propose the following update for agent i, i = 1, 2, ..., m:
where
, with φ ij = −φ ji in case y i = y j , and
We assume that k(t) ∈ R is measurable and locally bounded almost everywhere for t ∈ [0, ∞), and lim
where δ is a sufficiently small nonnegative number depending on the connection of the network and A, note that 0 is always a feasible choice of δ. One example of a choice of k(t) is k(t) =δ t+1 +δ. One simple case is choosingδ = 1, δ = 0, and resulting in k(t) = 1 t+1 , obtained by taking δ to be zero. This choice obviates the need to decide how small one has to be to meet a "sufficiently small" condition, but may result in rather slow convergence. Now from A i y i (0) = b i and the fact that P i is the projection to the kernel of A i (which ensuresẏ i ∈ ker A i ), one has
Let y = col {y 1 , y 2 , y 3 , ..., y m },P = diag {P 1 , P 2 , ..., P m }, andH = H ⊗ I n with H the incidence matrix of G. From the updates in (52) and Assumption 1, one hasẏ
Note that sgn (y), k(t) andPHF [sgn ](H y) are measurable and locally bounded almost everywhere. Then by Lemma 2 there exists a Filippov solution to system (57) for any given y(0) satisfying (53), which we denote by y(t) = col {y 1 (t), y 2 (t), y 3 (t), ..., y m (t)} . By Lemma 3, there exists a set I = [0, ∞) \ T with T of Lebesgue measure 0 such that
exists for all t ∈ I. Then one has the following theorem:
Theorem 3 Under Assumption 1 and the update (52) and with A of full row rank, all y i (t), i = 1, 2, ..., m converge in finite time to the same value which is the minimum l 1 -norm solution to Ax = b.
Proof of Theorem 3:
We first prove that all y i (t) reach a consensus in finite time by showing that z(t) converges to 0 in finite time, where z(t) =H y(t). Multiplying both sides of (57) byH , one haṡ
By Lemma 4, one has
where β can be any vector in ∂ z 1 . Note that
where η ∈ F [sgn ](y), γ ∈ F [sgn ](z) and β is chosen to be equal to γ. Since z(t) ∈ imageH , then by Lemma 6, if also z(t) ∈ Φ(H PH ), one will have z(t) = 0. Thus
Now by the definition of λ(H PH ) and Lemma 5, one has γ H PH γ ≥ ρ as long as z(t) 1 = 0 (61) where ρ = λ(H PH ) is a positive constant. Let κ(H,P ) denote an upper bound on |γ H P η|, and define an upper bound on δ by
This captures the idea stated previously that δ depends on A and the graph. For any δ chosen as in (62), there must exist a finite time T 1 such that
where we have ρ 2 = κ(H,P )δ < ρ. From (59), (61) and (63), one has
with ρ a positive constant. Thus there must exist a finite time
Next we prove that
We prove this by contradiction. Suppose (66) is not true. Then there exists a timeT 2 > T 2 such that z(T 2 ) = 0. Then z(T 2 ) 1 > 0. Since z(t) 1 is continuous, there exists a time T * 2 such that z(T * 2 ) 1 takes its maximum value for t ∈ [T 2 ,T 2 ]. Again, since z(t) 1 is continuous, there exists a sufficiently small but positive such that z(t) 1 > 0 is differentiable for t ∈ [T * 2 − , T * 2 ]. Because z(t) 1 is differentiable almost everywhere, we know that (64) and (67) we have
This contradicts the fact that z(T * 2 ) 1 is the maximum value on [T 2 ,T 2 ]. Thus (66) is true.
By (66), one has there exists a vectorȳ(t) such that
Moreover, Aȳ(T 2 ) = b since A i y i (t) = b i for i = 1, 2, ..., m. To prove Theorem 3, we only need to prove thatȳ(t) converges to be the minimum l 1 -norm solution to Ax = b. To see why this is so, we let P denote the projection matrix to the kernel of A. Then P P i = P for i = 1, 2, ..., m. Multiplying both sides of (52) by P , one hasẏ
Since G is undirected, then φ ij appears in the update i if φ ji appears in its neighbor j's update. By adding the updates in (70) for i = 1, 2, ..., m and noting φ ij = −φ ji for any two neighbors i and j, one has
where φ i ∈ F [sgn ](y i ). By (69), one knows all y i (t) reach a consensusȳ(t) for t ∈ [T 2 , ∞). Note that if the kth entry ofȳ(t) is 0, the kth entry of each φ i can be selected as an arbitrary value from [−1, 1], which may be different for different entries, but their average is still an arbitrary value in [−1, 1]. Thus
From (71) and (72) we havė
with Aȳ(τ ) = b for τ = 0. This is exactly the same as the centralized update in (45). By Theorem 1, there exists a finite time Γ such that y(τ ) is the minimum l 1 -norm solution to Ax = b for τ ∈ [Γ, ∞). By the relation between τ and t, one has correspondingly that there exist a finite time T such thatȳ(t) is a minimum l 1 -norm solution for t ∈ [T, ∞). This completes our proof.
Simulation Result
In this section, we will report several simulations of the proposed algorithms for solving an underdetermined linear equation Ax = b in a four-agent undirected and connected network as in Figure 1 Example 1: We utilize the distributed update (39) to achieve a solution to Ax = b denoted by x * in finite time in the above four-agent network. Let y = y 1 y 2 y 3 y 4 where y i (t) denote the state of agent i that is the estimate of agent i to x * . Then y(t) − 1 m ⊗ x * 1 measures the difference between all agents' estimations and the solution x * . As shown by simulations in Figure  2 , y(t) − 1 m ⊗ x * 1 reaches 0 in finite time. This suggests all agents' states achieves a consensus to x * in finite time, consistent with the claim of Theorem 1.
Example 2: We employ the centralized update (45) with state vector y(t) to achievex * which denotes a minimum l 1 -norm solution to Ax = b. As shown in Example 3: Finally, we utilize the distributed update (52) to achieve a minimum l 1 solution to Ax = b denoted byx * in finite time. Here k(t) is chosen to take the formδ 1+t + δ withδ and δ constants. We still let y = y 1 y 2 y 3 y 4 where y i (t) denote the state of agent i that is the estimate of agent i tox * . Then y(t)−1 m ⊗x * 1 measures the difference between all agents' estimations andx * . As shown in Figure 4 and Figure 5 , all y i (t) reach the same minimum l 1 -norm solution in finite time regardless of different choices ofδ and δ. Moreover, by fixingδ and increasing the value of δ in k(t), one achieves a significantly faster convergence as shown in Figure 4 . Similarly, increasingδ with a fixed δ also leads to a faster convergence, although not that dramatically, as shown in Figure 5 . We also note from Figure 4 and Figure 5 that the convergence time required in this distributed way for minimum l 1 -norm solutions is dramatically longer, roughly speaking, 1 δ times longer, than that in the centralized case in Figure  3 . The major reason for this is that the centralized update appearing in the distributed update (52) is scaled by k(t), which is smaller than 1. The time required for consensus in this four-agent network example is minor under the distributed update (52) as indicated in Figure 6 . Letȳ(t) denote the average of all four agents' states. The evolution of y(t) − 1 m ⊗ȳ(t) 1 in Figure 6 suggests that all agents' states reach a consensus in a finite time similar to that in Figure  2 . We anticipate that when it comes to a very large network, the convergence time for consensus might play a more significant role in convergence of the distributed update (52). 
Conclusion
We have developed continuous-time distributed algorithms for achieving solutions, and minimum l 1 -norm solutions, respectively, to linear equations Ax = b in finite time. The algorithms result from combination of the projectionconsensus flow proposed in [13] and the finite-time gradient flow for consensus devised in [36] , and work for fixed undirected multi-agent networks. Future work includes the generalization of the proposed update to networks that are directed and time-varying.
