Asymptotic behavior on the Milne problem with a force term  by Yang, Xiongfeng
J. Differential Equations 252 (2012) 4656–4678Contents lists available at SciVerse ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Asymptotic behavior on the Milne problem with a force
term✩
Xiongfeng Yang
Department of Mathematics, Shanghai Jiao Tong University, Shanghai 200240, PR China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 9 October 2009
Revised 7 October 2010
Available online 4 February 2012
Keywords:
Boltzmann equation
Milne problem
Asymptotic behavior
External force
This paper studies the existence, uniqueness and asymptotic
behavior of the solution for a half-space linearized stationary
Boltzmann equation with an external force term, in the case of a
speciﬁed incoming distribution at the boundary and a given mass
ﬂux. Without the external force, the solution of the stationary
Boltzmann equation has been proved to tend toward a constant
state, which is independent of the space variable. Due to the
presence of the external force, we show that the solution tends
to some function which depends on the space variable.
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1. Introduction
The description of a dilute gas is given through the Boltzmann equation with a force
∂ f
∂t
+ ξ · ∂ f
∂x
+ F (x) · ∂ f
∂ξ1
= Q ( f , f ).
Here f (x, ξ, t) is the density probability in the phase space, F is a potential force F = −∇xV (x),
Q ( f , f ) is the collision kernel for hard sphere or for hard potentials, see [4].
Many physical models have boundaries, it is well known that the study of the hydrodynamical
limit in the presence of boundaries requires a more precise analysis of the boundary layer problem. In
the case of ﬂuid in a slab [9,10], it was studied how to relate the behavior of the ﬂuid in the bulk with
the behavior in the region of width in the order of the Knudsen number along the boundary, which
is called boundary layer or Knudsen layer. This leads to the study of the so-called Milne problem
which is a linearized stationary Boltzmann equation with prescribed incoming boundary condition.
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solutions of the half-space problems has been shown in [2,3,5,8,12]. The well-posedness of the half-
space weakly nonlinear Boltzmann equation in the steady case has been considered in [7,11,14–18].
In addition, there are some elaborate numerical studies on this problem, cf. [1] and references therein.
If there is a potential force, i.e. F = −∇V , the equilibrium distribution of Boltzmann equation is
M˜ = ρ(x)
(2π)3/2
exp
[
−|ξ |
2
2
]
= ρ(x)M,
where ρ(x) = exp[−V (x)], M = 1
(2π)3/2
exp[− |ξ |22 ] is the standard Maxwellian.
The linearized Boltzmann equation can be obtained by putting f = M˜(1+ δφ) in the above equa-
tion where δ is a small parameter. The resulting equation for φ at the ﬁrst order in δ is
∂φ
∂t
+ ξ · ∂φ
∂x
+ F (x) · ∂φ
∂ξ1
= L˜φ, (1.1)
where L˜ is the linearized Boltzmann operator
L˜ f = exp[−V (x)]L f , L f = 1
M
Q (M,Mf )
and Q ( f , g) is the symmetrization of Q ( f , f ).
This paper considers the stationary linearized Boltzmann equation with an external force, which
is a prerequisite to a perturbation study of the weakly nonlinear problem. That is, we will study the
solution of (1.1) in the half space 0< x< +∞ with a speciﬁed incoming distribution at x = 0, together
with a boundedness condition at x = +∞:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ξ1
∂ f
∂x
+ F (x) ∂ f
∂ξ1
= L˜ f + s(x, ξ), x> 0, ξ ∈ R3,
f (0, ξ) = h(ξ), ξ1 > 0, (ξ2, ξ3) ∈ R2,
f (x, ξ) → f∞(ξ) ∈ L∞
(
R3
)
(x → ∞).
(1.2)
The function f∞(ξ) is not prescribed in advance, which implies that the limit of f exists in the
corresponding function space.
In the following, we recall some properties of the operator L. It is symmetric on the Hilbert
space of functions of ξ which are square integrable with weight M , we denote simply by L2(R3) =
L2(R3,Mdξ), whose scalar product and the norm are
(g,h) =
∫
R3
g(ξ)h(ξ)M(ξ)dξ, ‖g‖2 = (g, g).
The null space of L is
N = span{ψ0 = 1,ψi = ξi,ψ4 = |ξ |2},
while N ⊥ denotes the space orthogonal to N . For any f ∈ L2(R3), we have the following splitting
f = q f + w f ,
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w f ∈ N ⊥ is called the kinetic part of f . Here qi (i = 0, . . . ,4) are deﬁned by
( f ,1) = q0(1,1) + q4
(|ξ |2,1)= q0 + 3q4,
( f , ξk) = qk(ξk, ξk) = qk (k = 1,2,3),(
f , |ξ |2)= q0(1, |ξ |2)+ q4(|ξ |2, |ξ |2)= 3q0 + 15q4.
Furthermore, L can be written as
L = −ν(ξ) + K .
Here ν(ξ) is called collision frequency and K is a compact integral operator. For hard intermolecular
potential with Grad angular cutoff [13], there are positive constants ν0, ν1 such that
ν0
(
1+ |ξ |)α  ν(ξ) ν1(1+ |ξ |)α, 0 α  1.
In particular, the hard sphere gas corresponds to α = 1. The hard potentials gas corresponds to 0 
α < 1. Moreover, there is a positive constant c such that
( f , L f )−c(√νw f ,
√
νw f ) for any f ∈ L2
(
R3
)
.
Then, we list the following assumptions on (1.2).
(H1) The force F is a monotone function and its potential V (x) is a monotone increasing function
on R+ . Furthermore, there are some constants c′ , C ′ and V∞ such that
lim
x→+∞ F (x) = 0, V (0) = 0, 0< c
′ < exp
[−V (x)]< C ′ < ∞,
V∞ = lim
x→+∞ V (x) < +∞. (1.3)
(H2) For any η > 0, the source term s(x, ξ) satisﬁes
(1+ x)1+ηs(x, ξ) ∈ L∞(R+x , L2(R3ξ ))∩ L2(R+x , L2(R3ξ )). (1.4)
(H3) The incoming distribution h satisﬁes
∫
ξ1>0
dξ ξ1h
2(ξ)M(ξ) < +∞. (1.5)
In addition, we prescribe the net mass ﬂux at the boundary
m f :=
∫
R3
ξ1M(ξ) f (0, ξ)dξ. (1.6)
The authors in [6] have proved that, similar to the stationary linearized Boltzmann equation with-
out external force, the solution tends to a constant state which is independent of the space variable
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equation of φ − φ∞ due to the presence of the force term. It does not decay when x → ∞. Here,
we will stress on dealing with this term by introducing some function which depends on the space
variable. Thus, the asymptotic state of the stationary linearized Boltzmann equation with an external
force is the corresponding function.
The paper is organized as follows. Section 2 we devoted to study the existence of the solution
of (1.2) under the above assumptions. In Section 3, we will deal with L∞ estimates of the solution. At
last, the asymptotic behavior of the solution is discussed in Section 4.
2. The existence theorem and L2 estimate of solution
We introduce the following function space L2(R+x × R3) with the norm
||| f ||| =
( +∞∫
0
∫
R3
dξ dx
∣∣ f (x, ξ)∣∣2M(ξ)
) 1
2
.
Then, the existence of the solution for (1.2) is as follows.
Theorem 2.1. Suppose that the assumptions (1.3)–(1.6) are satisﬁed. In addition, the source term satisﬁes the
following orthogonal properties
(
s(x, ·),ψα
)= 0, 0< x< +∞, α = 0, . . . ,4. (2.1)
Then, there exists a unique solution f (x, ξ) = q f (x, ξ) + w f (x, ξ) =∑4i=0 qi(x)ψi + w f (x, ξ) of the Milne
problem (1.2), which satisﬁes the orthogonality properties
(ξ1ψα,w f ) = 0, α = 0,2,3,4. (2.2)
Furthermore, denote the limits as q∞k = limx→+∞ qk(x), k = 0, . . . ,4, and let
f∞(x) = q∞0 − 2
[
V (x) − V∞
]
q∞4 +m f ψ1 +
4∑
k=2
q∞k ψk,
the solution satisﬁes the following estimate
|||√νw f ||| < +∞, ||| f − f∞||| < +∞. (2.3)
Proof. The proof of this theorem is similar to [6], we outline the proof. For simplicity, we put
m f = 0, s(x, ξ) = 0. (2.4)
In fact, the assumption m f = 0 can be removed by showing that the general case can be reduced to
a situation of vanishing mass ﬂux by denoting
f˜ = f −m f eV (x)ξ1.
Moreover, s(x, ξ) does not play any role for the existence of the solution, we neglect it.
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size l, with reﬂection condition at x = l.
Step I. The existence of solutions for a regularized problem in a ﬁnite slab of size l with reﬂection
condition in x = l:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
 f  + ξ1 ∂ f

∂x
+ F (x) ∂ f

∂ξ1
= L˜ f , 0< x< l, ξ ∈ R3,
f (0, ξ) = h(ξ), ξ1 > 0, (ξ2, ξ3) ∈ R2,
f 
(
l, R(ξ)
)= f (l, ξ),
(2.5)
where R(ξ) = (−ξ1, ξ2, ξ3) for ξ = (ξ1, ξ2, ξ3). By decomposing f  as f  = q + w the authors in [6]
have proved the following inequalities
l∫
0
∥∥√νw∥∥2(x)dx C(ξ1h,h)+,
l∫
0
∥∥ f ∥∥2(x)dx 1

(ξ1h,h)+,
∣∣qi (x)∣∣ C(1+ √x+ ∥∥√νw(x, ·)∥∥). (2.6)
From (2.6), there exists f  ∈ L2([0, l] × R3). It should be mentioned that these bounds depend on the
slab l.
Step II. Let  → 0, there is a function f l such that f  → f l weakly in L2([0, l] × R3), and f l satisﬁes
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ξ1
∂ f
∂x
+ F (x) ∂ f
∂ξ1
= L˜ f , 0< x< l, ξ ∈ R3,
f (0, ξ) = h(ξ), ξ1 > 0, (ξ2, ξ3) ∈ R2,
f
(
l, R(ξ)
)= f (l, ξ).
(2.7)
Furthermore, we deﬁne that H(x) = 12 exp(−V (x))(ξ1 f l, f l). Because the reﬂection condition on x = l,
we know that H(l) = 12 exp(−V (x))(ξ1 f l, f l) = 0. Multiplying (2.7) with Mf and integrating on R3,
we have H ′(x) = (Lw f l ,w f l ) 0 for all 0< x< l. It implies that
H(x) = 1
2
exp
(−V (x))(ξ1 f l, f l)(x) 0, for 0 x l. (2.8)
Step III. We extend the solution to the half space by passing to the limit as l → ∞. Decompose f l as
f l = ql + wl where, as usual, ql is the hydrodynamical part and wl is the kinetic part. Let l → +∞,
there exists a subsequence of f l which is also denoted as f l such that
qli(x) → qi(x) in L2loc
(
R+
)
, wl → w in L2loc
(
R+, L2
(
R3
))
.
The function f =∑4i=0 qi(x)ψi +w is a weak solution of the following problem with mass ﬂux m f = 0
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⎩ ξ1
∂ f
∂x
+ F (x) ∂ f
∂ξ1
= L˜ f , 0< x< +∞, ξ ∈ R3,
f (0, ξ) = h(ξ), ξ1 > 0, (ξ2, ξ3) ∈ R2.
(2.9)
At the same time, (2.6)1 and (2.8) deduce that
∞∫
0
dx‖√νw‖2(x) C(ξ1h,h)+, (2.10)
H(x) = 1
2
exp
(−V (x))(ξ1 f , f )(x) 0, for x 0. (2.11)
Step IV. Orthogonality properties. Suppose that f l is the solution for the Milne problem (2.7) in ﬁnite
slab. Taking the inner product of ψ0 = 1 with the equation results in the identities
d
dx
(
ξ1, f
l)= −F (ξ1, f l).
Hence, by the reﬂection symmetry equation (ξ1, f l)(l) = 0, the mass ﬂux of f l satisﬁes
m f l =
(
ξ1, f
l)= 0.
It implies that the component along ξ1 of ql is zero. Introduce the functions ψˆi = ξi and ψˆ4 = ψ4 − 5,
it is easy to check that,
(
ξ1ψˆi,q
l)= 0 (i = 1), (ξ1ql,ql)= 0,
because of the odd polynomials in ξ1. Multiplying (2.9) by ψˆiM , i = 2,3,4, and integrating over ξ , we
get that
d
dx
(
ξ1ψˆi,w
l)= −F (x)(ξ1ψˆi,wl).
If we put
Ii =
(
ξ1ψˆi,w
l), i = 2,3,4,
then Ii = Ii(l)exp[V (l) − V (x)] = 0, since Ii(l) = 0 by reﬂection symmetry.
This property stays true when passing to the limit l → ∞. In conclusion, if f = q f + w f =∑4
k=0 qk(x)ψk + w f is a solution of (2.8) with the mass ﬂux m f = 0, then we have
q1(x) ≡ 0, (ξ1ψˆi,q f ) = 0, (ξ1ψˆi,w f ) = 0 (i = 2,3,4), (2.12)
(ξ1q f ,q f ) = 0, (ξ1q f ,w f ) = 0, (ξ1 f , f ) = (ξ1w f ,w f ). (2.13)
Step V. The behavior of the solution at the far ﬁeld, i.e. we will prove that there are constants q∞i
(i = 0, . . . ,4) such that
q∞i = lim qi(x) (i = 0, . . . ,4). (2.14)x→+∞
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get
d
dx
(
L−1(ψˆαξ1), ξ1 f
)= exp[−V (x)](ψˆαξ1,w f ) − F (x)
(
L−1(ψˆαξ1),
∂ f
∂ξ1
)
.
Thanks to the orthogonal property (2.12), it follows that
d
dx
(
ξ1L
−1(ξ1ψˆα), f
)= −F (x)(L−1(ξ1ψˆα), ∂ f
∂ξ1
)
. (2.15)
Since ξ1 ∈ N and L−1(ξ1ψˆα) ∈ N ⊥ , we have (ξ1, L−1(ξ1ψˆα)) = 0.
Put, for k,α = 2,3,4,
(
ξ1L
−1(ξ1ψˆα),ψk
)= Nα,k,
(
∂
∂ξ1
L−1(ξ1ψˆα),ψk
)
= Pα,k.
Thus
Ωα =
(
ξ1L
−1(ξ1ψˆα),q f
)= 4∑
k=2
Nα,kqk(x);
(
∂
∂ξ1
L−1(ξ1ψˆα),q f
)
=
4∑
k=2
Pα,kqk(x).
Because the matrix N = (Nα,β), α,β = 2,3,4, is invertible, from (2.15), we have, for i = 2,3,4,
d
dx
Ωi =
4∑
k=2
F (x)
(
PN−1
)
ikΩk −
d
dx
(
ξ1L
−1(ξ1ψˆi),w f
)+ F (x)( ∂
∂ξ1
L−1(ξ1ψˆi),w f
)
.
Denote Ω ′i (x) = exp{[V (x)]PN−1}Ωi(x), it follows that
Ω ′i (x) =
(
ξ1L
−1(ξ1ψˆi), f
)
(0) − exp{[V (x)]PN−1}(ξ1L−1(ξ1ψˆi),w f )(x)
+
x∫
0
exp
{[
V (y)
]
PN−1
}
F (y)
[(
∂
∂ξ1
L−1(ξ1ψˆi),w f
)
(y)
+
4∑
k=2
[
PN−1
]
ik
(
ξ1L
−1(ξ1ψˆi),w f
)
(y)
]
dy. (2.16)
It can be proved that (ξ1L−1(ξ1φˆα), f )(0) is bounded. Since w f ∈ L2(R+ × R3), then it implies that
(ξ1L−1(ξ1φˆα),w f ) vanishes at +∞. Taking in account that V (x) and PN−1 are bounded, as well as
F (x) ∈ L2, we conclude the limit of limx→+∞ Ω ′(x) exists, which is denoted as Ω ′i,∞ . Similarly, we
denote the state for q∞k (k = 2,3,4) at the far ﬁeld as
q∞k = N−1 exp
{−V∞PN−1}Ω ′∞ (k = 2,3,4),
where Ω ′∞ = (Ω ′2,∞,Ω ′3,∞,Ω ′4,∞).
At last, the zero component of the hydrodynamic part q0 will be considered separately. Taking the
inner product of (2.9) with ξ1, we get
X. Yang / J. Differential Equations 252 (2012) 4656–4678 4663d
dx
(ξ1 f , ξ1) = −F (x)
(
∂
∂ξ1
f , ξ1
)
= F (x)
∫
R3
f
∂
∂ξ1
(ξ1M)dξ = F (x)
[∫
R3
f
(
1− ξ21
)
Mdξ
]
= −2F (x)q4(x) + F (x)
(
1− ξ21 ,w f
)
.
Integrating both sides over [0, x] yields
(ξ1 f , ξ1)(x) = (ξ1 f , ξ1)(0) − 2
x∫
0
[
F (y)q4(y) − F (y)
(
1− ξ21 ,w f
)]
dy.
Since F (x) ∈ L1(R+)∩ L2(R+), q4(x) ∈ L∞(R+) and w f ∈ L2(R+ × R3), there is some constant β0 such
that β0 = limx→∞(ξ1 f , ξ1)(x). Note that
(ξ1 f , ξ1)(x) = (ξ1q, ξ1)(x) + (ξ1w f , ξ1)(x) = q0(x) + 5q4(x) +
(
ξ21 ,w f
)
(x),
it is natural to deﬁne
q∞0 = β0 − 5q∞4 ,
since (ξ21 ,w f ) vanishes as x → +∞.
Step VI. We can get the following L2 estimates of the solution, which is the main difference compar-
ing to [6].
Claim 2.2. If f =∑k =1 qk(x)ψk + w f is a solution of (1.2), then there is a constant C such that
∣∣qi(x) − q∞i ∣∣ C
[∥∥√νw f (x, ·)∥∥+
( ∞∫
x
∥∥√νw f (y, ·)∥∥∣∣F (y)∣∣dy
)]
(i = 2,3,4), (2.17)
∣∣q0(x) − q∞0 + 2[V (x) − V∞]q∞4 ∣∣
 C
[∥∥√νw f (x, ·)∥∥+ ∣∣q4(x) − q∞4 ∣∣+
∞∫
x
(∥∥√νw f (y, ·)∥∥+ ∣∣q4(y) − q∞4 ∣∣)∣∣F (y)∣∣dy
]
.
(2.18)
Proof. Denote f˜ = f − f∞ , it satisﬁes
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ξ1
∂ f˜
∂x
+ F (x) ∂ f˜
∂ξ1
= L˜ f˜ , x> 0, ξ ∈ R3,
f˜ (0, ξ) = h − f∞(0) = f˜0, ξ1 > 0, (ξ2, ξ3) ∈ R2,
f˜ (x, ξ) ∈ L∞(R3).
(2.19)
It can be easily checked that
q f˜ = q f − f∞, w f˜ = w f ,
(ξ1, f˜ ) = (ξ1, f ) = (ξ1ψˆα, f˜ ) = (ξ1ψˆα, f ) = 0 (α = 2,3,4). (2.20)
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d
dx
(
ξ1L
−1(ξ1ψˆα), f˜
)= −F (x)(L−1(ξ1ψˆα), ∂ f˜
∂ξ1
)
.
Denote
Ω˜α =
(
ξ1L
−1(ξ1ψˆα),q f˜
)= 4∑
k=2
Nα,kq˜k(x);
(
∂
∂ξ1
L−1(ξ1ψˆα),q f˜
)
=
4∑
k=2
Pα,kq˜k(x).
Then, we get
d
dx
Ω˜i =
4∑
k=2
F (x)
(
PN−1
)
ikΩ˜k −
d
dx
(
ξ1L
−1(ξ1ψˆα),w f˜
)+ F (x)( ∂
∂ξ1
L−1(ξ1ψˆα),w f˜
)
. (2.21)
Integrating (2.21) on [x,+∞) yields that
Ω˜i(x) = −
(
ξ1L
−1(ξ1ψˆi),w f
)
(x) +
+∞∫
x
exp
{[−V (x) + V (y)]PN−1}F (y)
×
[(
∂
∂ξ1
L−1(ξ1ψˆi),w f˜
)
(y) +
4∑
k=2
[
PN−1
]
ik
(
ξ1L
−1(ξ1ψˆi),w f˜
)
(y)
]
dy, (2.22)
where we have use the fact that Ω˜i(x) (i = 2,3,4) vanish as x → +∞. Since V and P , N−1 are
bounded, (2.17) is valid from the equality (2.22) immediately.
By taking the inner product of (2.19) with ξ1, it follows that
d
dx
[
q˜0(x) + 5q˜4(x) +
(
ξ21 ,w f˜
)]= −2F (x)q˜4(x) + F (x)(1− ξ21 ,w f˜ ).
Integrating it over [x,+∞), we have
q˜0(x) = −5q˜4(x) −
(
ξ21 ,w f˜
)− 2
∞∫
x
F (y)q˜4(y)dy +
∞∫
x
F (y)
(
1− ξ21 ,w f
)
(y)dy.
(2.18) is true from the above expression. This ends the proof of the claim. 
Now, we obtain the inequality (2.3). Because F is a monotone function on R+ , so
∞∫
0
∞∫
x
F 2(y)dy dx
∞∫
0
∣∣F (x)∣∣
∞∫
x
∣∣F (y)∣∣dy dx V 2∞.
From (2.10), we can obtain
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0
dx
[ ∞∫
x
∥∥√νw f (y, ·)∥∥∣∣F (y)∣∣dy
]2
 C
∞∫
0
∞∫
x
∣∣F (y)∣∣2 dy dx CV 2∞,
∞∫
0
dx
[ ∞∫
x
∣∣q4(y) − q∞4 ∣∣∣∣F (y)∣∣dy
]2

∥∥q4(·) − q∞4 ∥∥2L2V 2∞.
It is obvious that there exists some constant C such that
∥∥q0(·) − q∞0 + 2[V (·) − V∞]q∞4 ∥∥L2  C, ∥∥qi(·) − q∞i ∥∥L2  C, i = 2,3,4. (2.23)
(2.3) follows from (2.23) and (2.10).
Step VII. The uniqueness of the solution. The difference of two solutions of the Milne problem (1.2)
will be a solution of the following Milne problem
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ξ1
∂ f
∂x
+ F (x) ∂ f
∂ξ1
= L˜ f , x> 0, ξ ∈ R3,
f (0, ξ) = 0, ξ1 > 0, (ξ2, ξ3) ∈ R2,
f (x, ξ) = f∞(ξ) ∈ L∞
(
R3
) (2.24)
with zero mass ﬂux m f = 0. Deﬁne the linearized entropy
H f (x) =
∫
R3
dξ ξ1 f
2(x, ξ)M(ξ).
Taking the scalar product w.r.t. f and Eq. (2.24), we get that
1
2
d
dx
(ξ1 f , f ) = exp
[−V (x)](w f , Lw f ) − 12 F (x)(ξ1 f , f ).
We can rewrite the above equality as
1
2
d
dx
[
exp
[
V (x)
]
(ξ1 f , f )
]= (w f , Lw f ). (2.25)
It implies that exp[V (x)]H f (x) is a decreasing function. Furthermore, we have
exp
[
V (x)
]
H f (x) = H f (0) +
x∫
0
∫
R3
w f Lw f (s, ξ)dξ ds.
Since w f L(w f )(s, ξ) belongs to L1(dx;dξ) (because w f ∈ L2(dx;ν dξ)), we can exact a subsequence
such that ‖√νw f (xn, ·)‖ goes to zero. Because the null space N(L) being of ﬁnite dimension, we can
also assume that q f (xn) goes to q∞ . So
exp
[
V (xn)
]
H f (xn) →
∫
3
dξ ξ1q
2∞M(ξ).R
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hand also equals to zero for the odd polynomials in ξ1. We can obtain that
exp
[
V (xn)
]
H f (xn) → 0, as xn → ∞. (2.26)
It reduces to
exp
[
V (x)
]
(ξ1 f , f )(x) 0, for x 0, exp
[
V (x)
]
(ξ1 f , f )(x) → 0, as x → 0. (2.27)
Integrating (2.25) on (0,+∞), we have
−
∫
ξ1<0
ξ1 f
2(0)dξ −
∞∫
0
(w f , Lw f )dx =
∫
ξ1>0
ξ1 f
2(0)dξ = 0,
because of V (0) = 0 and the boundary condition in (2.24). Therefore
∫
ξ1<0
ξ1 f
2(0)dξ = 0,
∞∫
0
(
√
νw f ,
√
νw f )dx = 0,
which implies that f (0) = 0 for ξ1  0 while w = 0 a.e. Thus, f = q = ∑k =1 qk(x)ψk and q(0) =
f (0) = 0. Here we use the fact that q1 =m f = 0. The solution q satisﬁes
ξ1
∂q
∂x
= −F (x) ∂q
∂ξ1
.
Taking the inner product of the above equation with ξ1ψk (k = 1), it follows an equation for c(x) =
(qk)k =1 of the form
S
d
dx
c(x) = F (x)Ac(x),
where
S =
⎛
⎜⎝
1 0 0 5
0 1 0 0
0 0 1 0
5 0 0 35
⎞
⎟⎠ , A =
⎛
⎜⎝
0 0 0 −2
0 0 0 0
0 0 0 0
0 0 0 −10
⎞
⎟⎠ .
It is natural that c(0) = 0 for q(0) = 0. This, together with the above equality, gives c(x) = 0. So we
have f ≡ 0.
The proof of Theorem 2.1 is completed from Steps I–VII. 
Remark 2.3. If (2.1) doesn’t hold, we need to divide the source term s(x, ξ) into two parts, one is the
ﬂuid part and another is non-ﬂuid part. Then we can get the solution of Milne problem though the
superposition of two solutions of the Milne problem corresponding to two different sources. In this
case, the orthogonal property (2.2) doesn’t hold anymore.
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which satisﬁes the following equation in ﬁnite slab
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ξ1
∂ f
∂x
+ F (x) ∂ f
∂ξ1
= L˜ f + s(x, ξ), 0< x< l, ξ ∈ R3,
f (0, ξ) = h(ξ), ξ1 > 0, (ξ2, ξ3) ∈ R2,
f
(
l, R(ξ)
)= f (l, ξ).
(2.28)
Denote α(x) = 12 exp(−V )(ξ1 f l, f l) = 12 exp(−V )(ξ1wl,wl). We have α(l) 0 for the reﬂection condi-
tion on x = l. Then, for all 0< x< l, we have
α(x) = α(l) −
l∫
x
[(
Lwl,wl
)+ (s,wl)](y)dy

l∫
x
(
ν0
(
wl,wl
)− 1
ν0
∥∥s(y·)∥∥2 − ν0(wl,wl)
)
(y)dy
− 1
ν0
l∫
x
∥∥s(y, ·)∥∥2(y)dy, (2.29)
where we have used orthogonal property (2.2) and the non-positive of L. Let l → ∞, there exists a
solution f = q f + w f , which satisﬁes
(ξ1w f ,w f )(x)−exp(V (x))
ν0
∞∫
x
∥∥s(y, ·)∥∥2 dy. (2.30)
We know that, for i = 2,3,4,
Ω ′i (x) =
(
ξ1L
−1(ψˆiξ1), f
)
(0) + exp(V (x)PN−1)(ξ1L−1(ξ1ψˆi),w f )(x)
+
x∫
0
dy exp
{[
V (y)
]
PN−1
}[
F (y)
(
∂
∂ξ1
L−1(ψˆiξ1),w
)
+ F (y)
4∑
k=2
[
PN−1
]
ik
(
ξ1L
−1(ψˆiξ1),w
)
(y) + (L−1(ψˆiξ1), s)
]
.
It is easy to check that there exist q∞i (i = 2,3,4) such that
∣∣qi(x) − q∞i ∣∣ C
[∥∥√νw f (x, ·)∥∥+
∞∫
x
(‖√νw‖(y)∣∣F (y)∣∣+ ∥∥s(y, ·)∥∥)dy
]
.
It is easy to check that (2.3) is true under the assumption (H2).
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For improving the L2 estimate to L∞ estimate, we have to consider the integral form of the equa-
tion in the half space. First we do that for the ﬁnite slab.
Step I. The expression of the solution.
Characteristics in the ﬁnite slab. Consider the simple equation in the slab [0, l]
ξ1
∂ f
∂x
+ F (x) ∂ f
∂ξ1
+ ν(x, ξ) f = H (3.1)
with the boundary condition
f (0, ξ) = h(ξ), ξ1 > 0, f (l, Rξ) = f (l, ξ). (3.2)
Denote the “total energy” as
E(x, ξ) = ξ
2
1
2
+ V (x).
The lines with ﬁxed E are characteristic curves of the equation
ξ1
∂ f
∂x
+ F (x) ∂ f
∂ξ1
= 0.
For E(x, ξ) > V (x′) deﬁne
v
(
ξ, x, x′
)=√2E(x, ξ) − 2V (x′), ξ(x, x′)= (v(ξ, x, x′), ξ2, ξ3), (3.3)
Rξ = (−ξ1, ξ2, ξ3), Rξ
(
x, x′
)= (−v(ξ, x, x′), ξ2, ξ3). (3.4)
Remark that (x, v(ξ, x, x′)) are the points of the characteristic curves passing through (x, ξ1) in one
dimension. Moreover, call x+(x, ξ) the function implicitly deﬁned by the equation
E(x, ξ) = V (x+(x, ξ)).
We know that (x+(x, ξ),0) is the inter-point of the characteristic curve passing (x, ξ1) and the axis
ξ1 = 0. Finally put
Gx,x′ =
x∫
x′
dy
ν(y, ξ(x, y))
v(ξ, x, y)
, RGx,x′(ξ) =
x∫
x′
dy
ν(y, Rξ(x, y))
v(ξ, x, y)
.
Then the solution of the problem (3.1)–(3.2) can be written in the integral form as: for ξ1 > 0:
f (x, ξ) = h(ξ(x,0))exp(−Gx,0) +
x∫
0
dx′ H(x
′, ξ(x, x′))
v(ξ, x, x′)
exp(−Gx,x′); (3.5)
for ξ1 < 0 and E(x, ξ) < V (l):
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[ x+∫
0
dx′ H(x
′, ξ(x, x′))
v(ξ, x, x′)
exp(−Gx+,x′ − RGx+,x)
+
x+∫
x
dx′ H(x
′, Rξ(x, x′))
v(ξ, x, x′)
exp(−RGx′,x)
]
; (3.6)
for ξ1 < 0 and E > V (l)
f (x, ξ) = exp(−RGl,x)
[
h
(
ξ(x,0)
)
exp(−Gl,0) +
l∫
0
dx′ H(x
′, ξ(x, x′))
v(ξ, x, x′)
exp(−Gl,x′)
]
+
l∫
x
dx′ H(x
′, Rξ(x, x′))
v(ξ, x, x′)
exp(−RGx′,x). (3.7)
Characteristics in the half space (let l → +∞). The Milne problem in the inﬁnite slab is
⎧⎪⎪⎨
⎪⎪⎩
ξ1
∂ f
∂x
+ F (x) ∂ f
∂ξ1
+ ν(x, ξ) f = H(x, ξ),
f (0, ξ) = h(ξ), ξ1 > 0,
limx→+∞ f (x, ξ) < +∞.
(3.8)
We deﬁne, for ξ1 > 0:
T H(x, ξ) =
x∫
0
dx′ H(x
′, ξ(x, x′))
v(ξ, x, x′)
exp(−Gx,x′), (3.9)
for ξ1 < 0 and E < V∞:
T H(x, ξ) =
x+∫
0
H(x′, ξ(x, x′))
v(ξ, x, x′)
exp(−Gx+,x′ − RGx+,x)
+
x+∫
x
dx′ H(x
′, Rξ(x, x′))
v(ξ, x, x′)
exp(−RGx′,x), (3.10)
for ξ1 < 0 and E > V∞:
T H(x, ξ) =
∞∫
x
dx′ H(x
′, Rξ(x, x′))
v(ξ, x, x′)
exp(−RGx′,x). (3.11)
Moreover, we put
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(
ξ(x,0)
)
exp(−Gx,0),
A− f (x, ξ) = χ(ξ1 > 0)χ(E < V∞)h
(
ξ(x,0)
)
exp(−Gx,0 − RGx,x+),(A+ + A−) f ≡ A f .
Notice that
lim
l→+∞
exp(−Gl,x)(ξ) = 0,
under the assumption that H(x, ξ) is bound in some norm by taking the limit l → +∞, we write the
solution of the equation in the half space as
f (x, ξ) = Ah(ξ(x,0))+ T H(x, ξ). (3.12)
It seems that we should give the estimate of the operators A and T .
Step II. The estimates of the operators A and T .
We introduce the norm
| f |r = sup
x,ξ
(
1+ |ξ |)r∣∣ f (x, ξ)∣∣.
Lemma 3.1. In the case of hard sphere (α = 1), there is a positive 0< β < ν0 such that, for any r  0,
∣∣eβxAh∣∣r  C |h|r . (3.13)
In the case of hard potentials (0 α < 1), then, for any 0< r1  r,
∣∣(1+ x) r−r11−α Ah∣∣r1  C |h|r . (3.14)
Proof. In the case of hard sphere α = 1, there are some constants ν0 and ν2 such that
ν0
(
1+ |ξ |) ν(ξ) ν1(1+ |ξ |).
From the deﬁnitions (3.3) and (3.4), we have
ν(y, ξ(x, y))
v(ξ, x, y)
 ν0,
ν(y, Rξ(x, y))
v(ξ, x, y)
 ν0.
It follows that
exp(−Gx,0) e−βx, exp(−Gx,0 − RGx,x+) e−βx.
So, it is easy to get (3.13).
In the case of hard potentials (0  α < 1), since E(x, ξ) is constant along the characteristic and
V (x) is non-increasing function, we know that, for 0 y  x,
ν
(
y, ξ(x, y)
)
 ν0
(
1+ ∣∣ξ(x, y)∣∣)α  ν0∣∣v(ξ, x, y)∣∣α, v(ξ, x, y) v(ξ, x,0).
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exp(−Gx,0) exp
(
−ν0
x∫
0
dy
∣∣v(ξ, x, y)∣∣α−1
)
 exp
(−ν0∣∣v(ξ, x,0)∣∣α−1x),
exp(−Gx,0 − Gx,x+) exp
(−ν0∣∣v(ξ, x,0)∣∣α−1x).
Therefore,
∣∣(1+ x) r−r11−α A+h∣∣r1  C |h|r supx,ξ
[
(1+ x) r−r11−α exp(−ν0|v(ξ, x,0)|
α−1x)
(1+ |v(ξ, x,0)|)(r−r1)
]
 C |h|r,
∣∣(1+ x) r−r11−α A−h∣∣r1  C |h|r .
Here, we use the fact that (1 + z)k exp(−zt)  Ck(1 + t)k for z  0, k  0. From the deﬁnition of A,
we have
∣∣(1+ x) r−r11−α Ah∣∣r1  C |h|r .
It completes the proof of Lemma 3.1. 
Lemma 3.2. For any integer r  0 and β  ν02 , there is a constant C such that integral operator T satisﬁes the
following inequalities,
|T H|r  C
∣∣∣∣Hν
∣∣∣∣
r
.
In particular, for the case of hard sphere model,
∣∣eβxT H∣∣r  C
∣∣∣∣eβxHν
∣∣∣∣
r
,
and in the cases of hard potentials,
∣∣(1+ x) α1−α T H∣∣r  C ∣∣(1+ x) α1−α H∣∣r .
Proof. The ﬁrst inequality has been proved in [6]. We focus on the estimate of the second one. For
ξ1 > 0, β  ν02 and x x′ , we have
β
(
x− x′)− Gx,x′  β(x− x′)− ν0(x− x′)2 − Gx,x′2 −Gx,x′2 .
It is natural that
x∫
0
dx′ ν(ξ, x, x
′)
v(x′, ξ(x, x′))
exp
[
β
(
x− x′)− Gx,x′]
∞∫
0
dz exp
(
− z
2
)
= 2.
Thus,
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x∫
0
dx′
(
1+ |ξ |)r |H(x′, ξ(x, x′))|
v(ξ, x, x′)
exp(−Gx,x′)

∣∣∣∣eβxHν
∣∣∣∣
r
x∫
0
dx′ ν(x
′, ξ(x, x′))
v(ξ, x, x′)
exp
[
β
(
x− x′)− Gx,x′]
 C
∣∣∣∣eβxHν
∣∣∣∣r.
The estimate for the case ξ1 < 0 can be obtained in the same way. The proof of the other inequality
is similar. We omit all here. The proof of Lemma 3.2 is completed. 
We introduce the following norms:
N ( f ) = sup
x∈[0,+∞]
(∫
R3
∣∣ f (x, ξ)∣∣2 dξ)1/2,
‖ f ‖2 =
(∫
R+
∫
R3
∣∣ f (x, ξ)∣∣2 dξ dx)1/2.
The next lemma has been proved in [6]. The proof is omitted.
Lemma 3.3. For any δ > 0 and r  2, there is a constant Cδ such that
N (T H) Cδ
∥∥ν−1/2H∥∥2 + δ|H|r . (3.15)
Step III. The estimates of solution in norm | · |r .
Now, we go back to the Milne problem (1.2). Firstly, we deﬁne
g =
√
M˜( f − f∞).
It is easy to check that g satisﬁes
⎧⎨
⎩ ξ1
∂ g
∂x
+ F (x) ∂ g
∂ξ1
+ ν(x, ξ)g = K g(x, ξ) + S(x, ξ),
g(0, ξ) = p(ξ) = √M(h(ξ) − f∞(0)), ξ1 > 0. (3.16)
Here Lφ = −νφ + Kφ = 2√
M˜
Q (M˜,
√
M˜φ) and S(x, ξ) =
√
M˜s(x, ξ).
Then, we get the following result which is critical for the L∞ estimate of g from L2 estimate.
Lemma 3.4. For r > 3, suppose that the initial datum and the source |p|r , ‖S‖2 , |S|r are bounded, then there
exists a constant c such that the solution g of (3.16) satisﬁes
|g|r  c
(
1+ ‖g‖2
)
. (3.17)
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N (g) Cδ
(∥∥ν−1/2K g∥∥2 + ∥∥ν−1/2S(x, ξ)∥∥2)+ δ(|K g|r + ∣∣S(x, ξ)∣∣r).
It is easy to check the following inequalities, which are due to Grad [13]
∥∥ν−1/2K g∥∥2  ‖g‖2, ∥∥ν−1/2S(x, ξ)∥∥2  ‖S‖2.
Furthermore, we know the following properties of K ,
|K g|r  sup
x,ξ
(
1+ |ξ |)r−1∣∣g(x, ξ)∣∣= |g|r−1,
|K g|20  sup
x∈[0,+∞]
∫
R3
dξ g2(x, ξ) = N (g)2.
Because g = Ap + T (K g + S(x, ξ)), we get that
|g|r  |K g|r + |S|r + |Ap|r  |g|r−1 + |S|r + |Ap|r
 · · · |K g|0 +
r∑
i=0
[|S|i + |Ap|i]N (g) + r∑
i=0
[|S|i + |Ap|i]
 Cδ
(‖g‖2 + |S|r + ‖S‖2 + |Ap|r),
where we choose δ small enough and r > 3. (3.17) is valid from the above inequality. This ends the
proof of Lemma 3.5. 
From Lemma 3.5, it follows that
Lemma 3.5. For r > 3, suppose that the boundary datum |√Mh|r and the source |||s|||, |
√
Ms|r , are ﬁnite, then
the unique solution f of the Milne problem (1.2) satisﬁes
∣∣√M( f − f∞)∣∣r  C + ||| f − f∞|||,
where ||| f ||| = ∫ dξ dxM(ξ) f 2(x, ξ).
Combining Theorem 2.1 with Lemma 3.6, we deduce the following theorem.
Theorem 3.6. For r > 3, suppose that the conditions (H1)–(H3) are satisﬁed. In addition, the boundary datum
and the source verify
|√Mh|r  C,
∣∣∣∣∣∣(1+ x)1+ηs(x, ξ)∣∣∣∣∣∣ C (η > 0), |√Ms|r  C .
Then, the unique solution f of (1.2) satisﬁes
∣∣√M( f − f∞)∣∣r  C .
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In this section, we will consider the spatial decay of the solution for the Milne problem (1.2). In
the case of hard sphere collision model, the following result holds.
Theorem 4.1. Suppose that there exists some constant β0 > 0, the boundary datum h(ξ) and the source term
s(x, ξ) of the Milne problem (1.2) satisfy
|√Mh|r  C,
∣∣eβ0x√Ms∣∣r  C, r > 3, (4.1)
and the following orthogonality properties
(s,ψk) = 0 (k = 0, . . . ,4). (4.2)
Furthermore, suppose that the ﬂux at the boundary m f = 0. Then, for any β < min{β0, ν02 }, the solution f
satisﬁes
∣∣eβx√M( f − f∞)∣∣r  C . (4.3)
Proof. The odd polynomial property gives∫
ξ1q
2
f M(ξ)dξ =
∫
ξ1ψˆiq f M(ξ)dξ = 0, i = 0,2,3,4.
Furthermore, from the orthogonality properties (2.3), it follows that∫
ξ1q f w f M(ξ)dξ =
∫
ξ1ψˆi w f M(ξ)dξ = 0, i = 0,2,3,4.
It means that
(ξ1 f , f ) = (ξ1w f ,w f ). (4.4)
Multiplying Eq. (1.2) by e2βxM˜ f and integrating over ξ , thanks to (4.4), we get that
1
2
d
dx
e2βx−V (x)(ξ1w f ,w f ) − e2βx
[
β(ξ1w f ,w f ) + (w f , Lw f )
]= e2βx−V (x)(s,w f ). (4.5)
In the case of hard sphere collision kernel α = 1,
(w f , Lw f )−ν0
((
1+ |ξ |)w f ,w f ).
If β  12ν0, then
−β(ξ1w f ,w f ) − (w f , Lw f ) C |||
√
νw f |||2.
Choosing β < β0, similar to the estimate of (2.29), we obtain for any x 0,
e2βx−V (x)(ξ1w f ,w f )(x)− 1
ν0
e2βx−V (x)
∞∫
x
∥∥s(y, ·)∥∥2(y)dy −C . (4.6)
Here, we have used the fact that |eβx√Ms|r  C , r > 3.
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x∫
0
dy e2β y‖√νw f ‖2(y)dy  C
[
φ(0) − φ(x) + C
x∫
0
e2β y−V (y)
∥∥s(y, ·)∥∥2(y)dy
]
 C0,
where C0 depends on the initial data
∫
ξ1>0
ξ1h2Mdξ and the source term |eβx
√
Ms|r . So, letting
x → +∞, we get
∞∫
0
e2βx(νw f ,w f )dx C0. (4.7)
From (2.17)–(2.18) and Remark 2.4, we have
∞∫
0
e2βx dx
∫
R3
ν
[
f (x, ξ) − f∞(x)
]2
Mdξ

∞∫
0
e2βx
∣∣q0(x) − q∞0 + 2(V (x) − V∞)q∞4 ∣∣dx
+
4∑
k=2
∞∫
0
e2βx
∣∣qk(x) − q∞k ∣∣2 dx+
∞∫
0
e2βx(νw f ,w f )dx
 C
∞∫
0
e2βx(νw f ,w f )dx+ C
∞∫
0
e2βx
∥∥s(x, ·)∥∥2 dx
+ C
∞∫
0
e2βx
( ∞∫
x
F (y)‖√νw f ‖dy
)2
dx
 C + C
∞∫
0
e2β y(νw f ,w f )dy ·
∞∫
0
∞∫
x
e2β(x−y)F 2(y)dy dx
 C .
That is,
∥∥eβxg∥∥2 
∞∫
0
e2βx dx
∫
R3
ν
[
f (x, ξ) − f∞
]2
M˜ dξ  C . (4.8)
The solution of (1.2) can be rewritten as
g(x, ξ) = A(p(ξ))+ T S(x, ξ) + T K g(x, ξ).
Hence, from Lemma 3.4, (3.13) and (4.8), we obtain
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x,ξ
(
1+ |ξ |)r[∣∣eβxA(p)∣∣+ ∣∣eβxT S∣∣+ ∣∣eβxT K g∣∣]
 C
[
|p|r + sup
x,ξ
∣∣eβx S∣∣r + sup
x,ξ
∣∣eβxK g∣∣r−1]
 · · · C + C∥∥eβxg∥∥2  C .
This completes the proof of Theorem 4.1. 
For 0 α < 1, the decay is not exponential but algebraic.
Theorem 4.2. Suppose that boundary datum h(ξ) and the source term s(x, ξ) in the Milne problem (1.2)
satisfy
|√Mh|r  C,
∣∣(1+ x)p+1√Ms∣∣r  C, (4.9)
for some r > 3, 1< p < r−21−α , and the following orthogonality properties
(s,ψk) = 0 (k = 0, . . . ,4). (4.10)
Furthermore, the ﬂux at the boundary m f = 0. Then, for any 2< r1  r, the solution f satisﬁes
∣∣(1+ x)min{ r−r11−α ,p, α1−α }√M( f − f∞)∣∣r1  C . (4.11)
Proof. It is suﬃciently to show that there exists some constant C such that
∞∫
0
(1+ x)2p‖√νw f ‖2(x)dx C . (4.12)
Multiplying Eq. (1.2) with M˜ f and integrating over ξ , we can get
1
2
d
dx
[
exp
(−V (x))(ξ1w f ,w f )]− (Lw f ,w f ) = e−V (x)(s,w f ).
Similar to the case of hard sphere, we yield
∞∫
0
∥∥√νw f (x, ·)∥∥2 dx C .
Denote g˜ =
√
M˜( f − f∞), we also rewrite the solution as
g˜ = A(√M(h − f∞(0)))+ T S(x, ξ).
Similar to the proof of (4.8), we have, for r > 3,
|g˜|r  C
(
1+ ‖g˜‖2
)
 C . (4.13)
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It is impossible to get the same decay property in the proof of Theorem 4.1. So we adopt the method
in [12]. Multiplying (1.2) by (1+ x)2p M˜ f and integrating over ξ and x, we obtain, thanks to (1.3),
(1+ x)2pH f (x) − 2p
x∫
0
(1+ y)2p−1H f (y)dy + ν0
x∫
0
(1+ y)2p(νw f ,w f )(y)dy
 H f (0) +
x∫
0
(1+ y)2p∥∥s(y, ·)∥∥2(y)dy  C .
Here, H f =
∫
R3 ξ1 f
2(x, ξ)M(ξ)dξ .
Now, we should give an estimate of the second term. The following process is standard in the
analysis for this type of terms. From (4.13), we have, for any ρ > 0,
∣∣∣∣
∫
|ξ |ρ
ξ1w
2
f (x, ξ)Mdξ
∣∣∣∣=
∣∣∣∣
∫
|ξ |ρ
ξ1
(
e−
V (x)
2 g˜ − √M(q(x) − f∞))2 dξ
∣∣∣∣
 C
∫
|ξ |ρ
|ξ1|
(
g˜2 + M(q(x) − f∞)2)dξ
 Cρ4−2r, (4.14)
as well as ∣∣∣∣
∫
|ξ |ρ
ξ1w
2
f (x, ξ)Mdξ
∣∣∣∣ sup|ξ |ρ
|ξ1|
ν
∥∥√νw f (x, ·)∥∥2  Cρ1−α∥∥√νw f (x, ·)∥∥2. (4.15)
From the orthogonal property, we know that H f (x) =
∫
R3 ξ1w
2
f (x, ξ)M(ξ)dξ . From the estimates
(4.14)–(4.15), by choosing a variable parameter ρ(x), we have,
(1+ x)2pH f (x) +
x∫
0
(1+ s)2p(C1 − C2(1+ s)−1ρ(s)1−α)∥∥√νw f (s, ·)∥∥2 dx
 C + C
x∫
0
(1+ y)2p−1ρ(s)4−2r ds.
Deﬁne now
ρ(s) =
(
C1(1+ s)
2C2
) 1
1−α
, for s > 0.
Since p < r−21−α , thus for all x
(1+ x)2pH f (x) + C12
x∫
(1+ s)2p∥∥√νw f (s, ·)∥∥2 dx C .0
4678 X. Yang / J. Differential Equations 252 (2012) 4656–4678At the same time, similar to the proof in the case of hard sphere, there exists some constant C such
that
(1+ x)2p(ξ1w f ,w f )−C .
The above two inequalities imply that (4.12) is true. The proof of (4.11) is the same as the one of
Theorem 4.1. We omit the details. The proof of Theorem 4.2 is completed. 
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