We explore the chaotic dynamics of Rayleigh-Bénard convection using large-scale, parallel numerical simulations for experimentally accessible conditions. We quantify the connections between the spatiotemporal dynamics of the leading-order Lyapunov vector and different measures of the flow field pattern's topology and dynamics.
High-dimensional chaotic systems often yield striking patterns with intricate variations in space and time. Examples include the dynamics of the weather, fluid turbulence, and reacting chemicals in a solution. An important question to ask is: How do the structures of the patterns contribute to the overall disorder of the chaotic dynamics? We address this question using large-scale numerical simulations of chaotic Rayleigh-Bénard convection for experimentally accessible conditions. Rayleigh-Bénard convection is the buoyancy-driven motion that occurs when a shallow layer of fluid is heated from below. We also compute the growth and decay of small perturbations to the trajectory of the chaotic dynamics through state space by simultaneously computing the linearized dynamics.
We use the spatiotemporal dynamics of the leading-order vector describing these perturbations (the leading-order Lyapunov vector) to identify regions in the flow field patterns that are contributing significantly to the chaotic dynamics. We use a range of pattern diagnostics to quantify the connections between the convective pattern's topology and dynamics with the spatiotemporal dynamics of the leading-order Lyapunov vector.
I. INTRODUCTION
Many important challenges facing science and engineering today can be described as a spatially-extended system that is driven far-from-equilibrium 1 . Examples include the complex dynamics of weather and climate, the patterns of interacting chemicals in biological systems, and the formation of uniform crystal structures from a melt. In many cases of interest, the systems are strongly driven, the dynamics are highly nonlinear, and a model description (if available) is very complex and difficult to evaluate. Furthermore, even if the model description is tractable, many of the important theoretical ideas and diagnostics are very difficult to compute.
One significant challenge is that the dimension of the dynamics of large, strongly driven systems is expected to be very large. For example, for many fluid systems under laboratory conditions, the dimension of the dynamics is expected to be on the order of hundreds or thousands [2] [3] [4] . If the equations describing the dynamics are known, a powerful approach to probe the dynamics is through the computation of Lyapunov vectors and exponents 5, 6 .
Using current algorithms and computing resources, it is now possible to compute Lyapunov diagnostics for laboratory scale systems.
However, in many systems that are beyond the current reach of numerics, it is possible to make detailed measurements of the dynamics. This often yields large amounts of data describing the spatiotemporal patterns of quantities of interest. For example, for a fluid system this could be many detailed images of the time variation of the flow field patterns. For a chemical system, this could be images of the spatiotemporal variation of the concentration of reactants and products. In geophysical problems, one could imagine using detailed satellite imagery of plankton blooms in the oceans or detailed weather dynamics as sources of data.
It would be very insightful to have a fundamental understanding of the connection between the pattern dynamics that can be measured in experiment and the deep insights that one gains from knowledge of the Lyapunov vectors and exponents. In this article, we discuss our efforts to address this difficult problem using the canonical pattern-forming system of Rayleigh-Bénard convection.
For several reasons, Rayleigh-Bénard convection presents an opportunity to study the fundamental connections between powerful ideas from dynamical systems theory with experimentally accessible flow field dynamics. Firstly, it is a pattern-forming system with a rich literature of deep insights from detailed experimental and theoretical studies 1, 7 . Using modern algorithms and supercomputing resources, it is now possible to numerically simulate Rayleigh-Bénard convection for the precise conditions of the experiment 8 . It is also possible to compute the Lyapunov vectors and exponents for the precise conditions of the experiment 4,9-11 .
The article is organized as follows. In §II, we briefly discuss Rayleigh-Bénard convection, the Boussinesq equations, and our numerical approach for computing the flow field and the Lyapunov vectors and exponents. In §III, we describe our procedure for exploring the connection between the flow field topology and dynamics with the spatial variation of the leading-order Lyapunov vector. We use the ideas of precision and recall to quantify the usefulness of a wide variety of pattern diagnostics in terms of their ability to indicate where the leading-order Lyapunov vector magnitude will be significant. Lastly, in §IV we present some concluding remarks.
II. APPROACH
Rayleigh-Bénard convection occurs when a shallow layer of fluid is uniformly heated from below in a gravitational field. As the temperature difference between the bottom and top surfaces is increased, the quiescent fluid layer undergoes a supercritical bifurcation to convective motion. This temperature difference can be represented as the Rayleigh number R which often acts as the control parameter. As the Rayleigh number is increased beyond its critical value R > R c , the convection rolls themselves become dynamic. Typically, the convection rolls become time dependent, chaotic, and eventually the rolls become unstable to smaller-scale structures, such as plumes, and the flow field becomes turbulent.
Rayleigh-Bénard convection contains all of the essential complexity and difficulties of spatially-extended systems driven far-from-equilibrium, yet it is experimentally accessible.
With today's computing resources, it is also amenable to long-time numerical simulations for experimentally realistic conditions.
For moderate Rayleigh number, the Boussinesq equations describe the fluid motion. In nondimensional form, these are
which represent the conservation of momentum, energy, and mass, respectively. In our notation, u(x, y, z, t) is the velocity vector, p(x, y, z, t) is the pressure, T (x, y, z, t) is the temperature, t is time, (x, y, z) are Cartesian coordinates, andẑ is a unit vector in the z direction which opposes gravity. We have followed the typical convention and use the depth We also compute the spectrum of Lyapunov vectors and exponents. In the following, we provide only the essential ideas behind this computation and we refer the reader to Ref.
4
for a more detailed discussion. In order to compute the N λ largest Lyapunov vectors, we simultaneously evolve N λ copies of the tangent space equations. The tangent space equations
where k = 1, . . . , N λ . The variables δ u(x, y, z, t) (k) , δp(x, y, z, t) (k) , and δT (x, y, z, t) (k) are the k th perturbations about the nonlinear orbit through state space given by u(x, y, z, t), p(x, y, z, t), and T (x, y, z, t).
Using these perturbations, one can represent the k th Lyapunov vector at time t as the large column vector given by
where (δu (k) , δv (k) , δw (k) ) are the (x, y, z) components of the k th perturbation velocity field δ u k , and the superscript T indicates a transpose. Equation (7) is meant to convey that the
is represented as all of the values of δu (k) (t) at time t as one large row vector, followed by all of the components of δv (k) (t) as one large row vector, and so on for δw (k) (t) and δT (k) (t). The perturbation of the pressure field δp(t) (k) is not included here since it is not an independent variable for incompressible flow.
In practice, the spectrum of Lyapunov vectors v (k) g are periodically reorthonormalized using a Gram-Schmidt procedure to avoid numerical errors associated with the tendency that all of the vectors will point toward the direction of fastest growth in the tangent space.
The subscript g on v
indicates that these are the Gram-Schmidt orthogonalized vectors.
As a result, the only Lyapunov vector pointing in a physically important direction will be the leading-order Lyapunov vector v
g (t). However, the Gram-Schmidt reorthonormalization is volume preserving in the tangent space and, therefore, one can use these vectors to correctly compute the spectrum of Lyapunov exponents λ k , which are guaranteed to be in the order
In order to numerically integrate Eqs. (1)-(3) and the N λ copies of Eqs. (4)-(6), we use a highly efficient parallel spectral element approach 12 and its implementation in the open source solver nek5000 13 . The approach is third-order accurate in time, exponentially convergent in space, and has been used broadly to study a wide range of problems in fluid dynamics 14 . A more detailed description of the numerical approach as it pertains to explorations of Rayleigh-Bénard convection can be found in Refs. 4, [8] [9] [10] [11] .
In this paper we focus our attention on the leading-order Lyapunov vector v g (t) and its relationship to the flow field patterns and dynamics. In order to probe this connection, we use the temperature perturbation field at the horizontal mid-plane δT (x, y, z = 1/2, t)
(1) as a representation of the Lyapunov vector 15 . This allows us to identify the regions in physical space where the divergence of the Lyapunov vector is large and which we can connect with an experimentally accessible quantity such as the temperature field.
The approach we have taken is to explore ideas from pattern diagnostics and compu- 
III. RESULTS AND DISCUSSION
We have chosen to explore convection in a cylindrical domain with an aspect ratio of Γ = 20.4 containing a fluid with a Prandtl number σ = 0.84 and for a Rayleigh number of R = 4000. These parameters are chosen in order to generate a high-dimensional chaotic state that is accessible to our numerical approach while also being in a regime that would be accessible to experiments using compressed gases 17 .
The initial condition for our numerical simulation was a no-flow state with small, random perturbations to the temperature field. We then integrated Eqs.
(1)-(3) for a long time to allow all initial transients to decay. This initial simulation was conducted for a time of t = 800 which is approximately equal to the two horizontal diffusion times τ h for heat. The quantity τ h is the amount of time it would take for heat to diffuse from the center of the domain to the sidewall, where τ h = Γ 2 . The horizontal diffusion time for heat is expected to provide a useful estimate of the time required for initial transients to decay 18 .
We next numerically integrated Eqs. This yielded 3500 images of the flow field and leading-order Lyapunov vector that we have used in our analysis.
An image of a typical flow field pattern from our numerical simulation is shown in shows the magnitude of the temperature perturbation field corresponding to the leadingorder Lyapunov vector at the same horizontal midplane slice (z = 1/2). We are interested in exploring the relationship between the high-magnitude regions of the leading-order Lyapunov vector and the topology and dynamics of the flow field pattern. However, one of our goals is to translate the results from this work from the numerical to experimental setting.
Thus, the image shown in Fig. 1(a) is derived by projecting the numerical results onto a standard 8-bit grey scale filtration that corresponds to an experimentally accessible image.
To simplify the presentation, this grey scale filtration is itself rescaled to the unit interval.
The use of the morphologically dilated leading-order Lyapunov vector magnitude function ( Fig. 1(c) ) is explained in the next section. 
A. Evaluating diagnostic functions using precision and recall
Recall that regions where the leading-order Lyapunov vector has high magnitude correspond to regions in the temperature field that exhibit a high degree of dynamic variability with respect to local perturbations. State-of-the-art methods for computing the leadingorder Lyapunov vector apply only when one has full knowledge of the underlying dynamics, which we do not possess for experimental systems. Thus, our goal is to find experimentally accessible features that can be used to predict high-magnitude regions of the leading-order Lyapunov vector. For example, in Fig. 1(b) , we would like to be able to predict the spatial locations where the Lyapunov vector magnitude is significant (not dark blue) using only information from the pattern flow field that has been computed using images such as what is shown in Fig. 1(a) . There are many possible candidates to consider that may provide insight between the flow field patterns and the Lyapunov vector. We have studied a variety of candidates that we separate into two groups.
In the first group, we consider many of the pattern diagnostics that are typically used when studying convection patterns. These are the spatial variation of the local wavenumber of the convection rolls and the presence of topological defects. Furthermore, we quantify the role of several particular types of topological defects including spirals, targets, grain boundaries, and disclinations.
In the second group, we include diagnostics that contain additional information that may be important indicators of where the Lyapunov vector is significant. For example, the creation or annihilation of certain topological features as opposed to just their presence in the pattern. Specifically, we have explored temporal derivatives of the temperature field, the presence of roll pinch-off events, the emergence of target structures, and the dynamics of topological defects in the patterns.
Our approach to probe these different pattern diagnostics is the following. For each diag-nostic, we define a pattern diagnostic function F (x, y, t) that is based upon the temperature field at the horizontal mid-plane z = 1/2 at time t. We use a threshold such that F (x, y, t)
is a binary valued function where
We then seek to quantify the variation of F (x, y, t) with the spatial variation of the leading-order Lyapunov vector at time t. In order to quantify the spatial variation of the leading-order Lyapunov vector we define another binary valued function L(x, y, t; α) where
The parameter α is a threshold that is used to determine how much of the Lyapunov vector we include in our analysis where α ∈ [0, 1]. When x, y, and t are understood, we will write L(α) instead of L(x, y, t; α). A large value of α would only include the localized peak structures in the Lyapunov vector. As the value of α is decreased, more of the larger-scale structure of the Lyapunov vector is also included. A value of α = 0 would simply include the entire Lyapunov vector field.
Having defined the binary valued functions F (x, y, t) and L(x, y, t; α), we next quantify their relationship with one another which effectively reduces the problem to a binary classification task. Since the proportion of the domain corresponding to high-magnitude regions of the Lyapunov vector is small (i.e. imbalanced), we perform this comparison using precision-recall curves 20, 21 , where the variational parameter is the threshold α. Since we do not expect to have a perfect predictor F for the Lyapunov vector magnitude function L, we also morphologically dilate L by a disk with a diameter of one unit length which serves to increase the area accounted for by the local maxima 22 (see Fig. 1 
(c)).
Consider a chaotic flow field at time t where we have computed F (x, y, t) and L(x, y, t; α).
The precision P α,t of the diagnostic function F using a Lyapunov magnitude function L at a threshold value of α at time t is defined as the conditional probability given by
In this definition, the probability P is computed using the values of F and L(α) over all of the spatial points at time t. The precision P α,t is the probability that the Lyapunov magnitude function L(α) = 1 at some location in space given that the diagnostic indicator function F = 1 at this location for a flow field at time t.
The precision of a diagnostic function is a measure of its predictive value. For example, consider a diagnostic function F that identifies N locations in a flow field image where F = 1 while only M of these locations also yield L = 1 for a particular value of the threshold α. In this case, the precision of the diagnostic function is P α = M/N . Of the regions identified by F , the precision is the probability that these identified regions correspond to a region where
Similarly, the recall R α,t of F using L at the threshold value α is defined as
The recall R α,t is the probability that the diagnostic indicator function yields F = 1 given that the Lyapunov magnitude function L(α) = 1 at a particular point in space for a flow field at time t. Consider again our example where a diagnostic function F has identified N locations where F = 1 in a flow field image where M of these points also yield L(α) = 1.
In this case, we also use the fact that there are a total of N T locations identified such
Therefore, the recall is the fraction of the total number of regions where L(α) = 1 that are identified by the diagnostic function F .
A large value of the recall indicates that a large percentage of the regions where L(α) = 1 are captured by the diagnostic function F . However, one could imagine a diagnostic where F = 1 nearly everywhere on the pattern. This would yield a large value for the recall, yet such a diagnostic would clearly not be very useful. In practice, knowledge about both precision and recall of the diagnostic is what is insightful.
Ideally, one would like a diagnostic function with perfect precision and recall where
This would be achieved if regions where F and L(α) are unity exactly coincide for a flow field image at time t using a particular value of α. However, this is never achieved for the patterns we explore and, instead, we find a range of precision and recall values for a particular diagnostic function that vary as a function of α.
We are interested in using these ideas to quantify a statistical relationship between a particular pattern diagnostic and the magnitude of the leading-order Lyapunov vector. In the following, we compute the variation of the precision and recall with the value of the threshold α for many flow field images from the time series described above. We find it useful to compute the time average of the precision and recall over this time series which we denote as P α (F, L) and R α (F, L), respectively. For our data, we have a total of 3500 flow field images separated in time by 0.1 time unit. We compute the time averaged precision and recall over the range of threshold α ∈ [0, 1] in increments of ∆α = 0.05.
Since we are concerned with measuring how well a diagnostic predicts the regions of high magnitude in the Lyapunov vector, we do not include any time points t in the average where that particular diagnostic returns F = 0 for all spatial locations. We compare the efficacy of each diagnostic by studying the average precision-recall curves over the sampled time series by plotting the variation of P α and R α with the threshold α.
B. Group I: The local wavenumber and topological defects
The patterns of Rayleigh-Bénard convection are composed of counter-rotating convection rolls and defect structures 1, 23 . From a topological point of view, the simplest pattern is a field of straight-parallel convection rolls and any local deviation from this pattern is considered a topological defect.
We have developed an automated approach to compute the pattern diagnostic functions for topological defects. Our computational approach is briefly outlined as follows. We first identify several types topological point defects present in the pattern using the algorithm of Bazen and Gerez 24 . In particular, we determine the presence of spiral structures, target structures, grain boundaries, dislocation pairs, convex disclinations, and concave disclinations. We accomplish this by clustering the computed topological point defects using single-linkage hierarchical clustering with a radius of r = 1. These clusters of topological point defects are grouped together based upon the number of points in each cluster. For example, monopoles (singletons), dipoles (clusters with two points), etc., and then these groups are analyzed for further classification.
Monopoles are classified as either convex or concave disclinations depending on the charge of the point defect (+1 or −1, respectively). Dipoles with oppositely-charged point defects are classified as dislocations. A dipole with two positively-charged point defects is classified as either a target or a spiral. In order to differentiate between targets and spirals we use persistent homology to detect the presence (or absence) of a local extremum that is situated between the point defects in the case of a target (or spiral) 17 . We classify clusters of point defects that are arranged in a near-linear sequence of alternating positively and negatively charged point defects as a grain boundary. Lastly, any cluster that does not fit into one of the above classification schemes we refer to as an unclassified topological defect, although there are some exceptions to this rule which we describe in more detail in Appendix A.
In addition, we use the local wavenumber q of the pattern as a pattern diagnostic. To compute the spatially varying local wavenumber we use the approach of Egolf et al. 25, 26 .
The wavenumber is an important parameter that is related to the linear stability of the convection rolls 1 . The linear stability of an infinite field of straight and parallel convection rolls was computed in detail by Busse and co-workers 27 . The stability boundaries of straight and parallel convection rolls have proven to be insightful indicators of the pattern dynamics even for finite sized domains that are far from the critical threshold for convection. For example, when the local wavenumber of the pattern crosses a stability boundary this often results in a dynamic response by the pattern to return the wavenumber back within the bounds of linear stability. As a result of this interplay between the pattern dynamics and well known results from linear stability, knowledge of the local wavenumber is an insightful quantity.
For our investigation at constant values of R = 4000 and σ = 0.84, there are two particular linear stability boundaries of interest which occur at wavenumbers q + and q − . In our notation, q + is the stability boundary of straight and parallel convection rolls at large wavenumber, q − is the stability boundary at small wavenumber, and a local pattern wavenumber of q where q − < q < q + would be in the stable region. A skew-varicose instability occurs for q + ≈ 2.7 and a cross-roll instability occurs at q − ≈ 1.7 (Ref. and q − as thresholds in defining two diagnostic functions. At spatial regions where the local pattern wavenumber q > q + we call this a high wavenumber location and where q < q − we call this region a low wavenumber location. and the presence of a spiral structure, target structure, grain boundary, a dislocation pair, a convex disclination, and a concave disclination. More details about the specific thresholds used and the methods for computing the classifications is located in Appendix A.
One important feature of the group I diagnostics is that one only needs an instantaneous image of the flow field pattern to compute these features. In other words, these diagnostics do not explicitly require information from previous times for their computation. We remove this restriction in §III B, where we explore diagnostic functions that do require some knowledge of the flow field history for their computation. 
C. Analysis of the group I diagnostics
We next study the connection between the different group I diagnostic functions shown in Fig. 3 and the Lyapunov magnitude function in detail. We accomplish this by quantifying 3500 images such as Fig. 3 using the large set of data generated by our long-time numerical simulation of the chaotic dynamics. We use the precision-recall approach described §III A to generate a statistical description. In addition to the eight diagnostics for specific types of topological defects we also include two new aggregate classifications in Fig. 4 . We group together all of the topological defects in one diagnostic function which we refer to as the topological defect diagnostic function.
In addition, in the process of analyzing the patterns there were topological point defects identified which did not fit the signature of any of the particular defect structures that we have included. Any topological point defect that was not previously classified as a particular type of defect we have gathered together into the pattern diagnostic function that we refer to as unclassified.
The precision-recall curves shown in Fig. 4 (a) exhibit some general trends. As the threshold α is reduced the recall decreases while the precision increases. For a large value of α, such as α ≈ 0.9, this would indicate that only the spatial regions where the largest peaks of the Lyapunov magnitude function occur are included by setting L(α) = 1 at these locations.
As a result, there are fewer regions highlighted by L(α) and these regions will be located near the largest peaks of the Lyapunov magnitude function. The average precision P α of the different diagnostic functions will be low since they typically select numerous regions in the pattern yet now only a few regions have L(α) = 1. The result is that the pattern diagnostic functions will select regions that do not have L(α) = 1 which results in a lower precision.
In addition, the average recall R α will be large since the pattern diagnostic functions will successfully locate more of the regions where L(α) = 1, on average.
Conversely, it is useful to also describe the results when the threshold α is small, such as α ≈ 0.1. In this case, since the threshold for L(α) is small, there are many regions in space where the Lyapunov magnitude function is larger than the threshold. As a result, the precision of the diagnostic functions will increase. This can be understood as follows: Of the locations identified where the pattern diagnostic function yields F = 1 there will now be more locations where L(α) = 1 which will yield a larger precision. However, for the smaller value of the threshold α the recall will be smaller. This is because at the lower value of α there are now many locations where L(α) = 1 which will not also be captured by the pattern diagnostic function.
The only diagnostic that does not follow these trends are the regions where the local wavenumber is below the threshold. However, this diagnostic does not perform well for either precision or recall and we have not investigated this diagnostic further.
It is interesting to highlight that the pattern diagnostic function for target structures yields a large amount of precision although its recall is quite small. This indicates that when a target structure is present in the flow field there is a significant probability that it will also be in a region where the leading-order Lyapunov magnitude function is above its threshold. However, there are typically very few target structures present in the pattern at any one time which results in a low value for the recall.
Of all of the group I diagnostics represented in Fig. 4(a) , there are three which stand out in terms of achieving a significant amount of recall. These are the aggregate of all of the topological defects, the aggregate of all of the unclassified topological defects, and the regions where the local wavenumber is large. It is interesting that the individual topological defects we have quantified do not perform well yet, on average, the aggregate of all of the topological defects performs well. This suggests that there is not a particular topological defect structure, that we have identified in group I, that is a good indicator of where the Lyapunov magnitude function will be above threshold. Rather, this suggests that the different diagnostics capture features of the Lyapunov vector that, when added together, performs better.
In addition, the aggregate of all of the unclassified topological defects performs well in terms of both precision and recall. It is notable that the aggregate of the unclassified topological defects has a higher precision than the aggregate of all of the topological defects.
This indicates that removing the specific topological defects we have identified from the rest of the topological defects selects specifically for regions that have a higher correspondence with the high-magnitude regions of the Lyapunov vector. This again suggests that the presence of a topological defect is what is important and not its classification as one of the typical canonical defects.
Lastly, the regions where the wavenumber is large also yields significant precision and recall. The connection between the Lyapunov vector and regions of large wavenumber has been discussed in the literature 4,9,11,25 . However, it is interesting to point out that the local wavenumber is outperformed as a diagnostic, in terms of both precision and recall, by the pattern diagnostic functions for the aggregate of all topological defects and for all unclassified topological defects.
Using the data presented in Fig. 4(a) we have computed the average precision and average recall of each diagnostic over all of the threshold values α. Using these average values we rank each of the diagnostics with respect to one another in terms of precision and recall which is shown in Fig. 4(b) . The light shaded region around each symbol indicates the standard deviation about the mean. This allows one to discern between the different diagnostics and to compare their performance with one another on average.
The top three diagnostics in terms of the average recall are the aggregate of all topological defects, the aggregate of all of the unclassified topological defects, and the regions of large wavenumber. In particular, the aggregate of all of the topological defects is ranked first in average recall and is ranked third in average precision. It is also apparent from Fig. 4(b) that while the diagnostic function for target structures ranks first in precision it ranks fifth in terms of recall.
D. Group II diagnostic functions
The leading Lyapunov vector quantifies the growth of perturbations in the tangent space and, therefore by definition, explicitly describes changes in the system over time. A roll pinch-off event can be identified as a saddle point in the temperature field at the For reasons associated to discretization errors, we filter out any saddle points and local extrema that are tied to persistence points with a lifespan less than δT = 0.1. The lifespan is a measure of the vertical distance a persistence point is from the diagonal in a persistence diagram. Fig. 6 illustrates the use of persistence homology to identify the roll pinch-off events (blue and red circles) and emerging targets (white circles). Both of these defects can be seen as indicating the presence of a local minimum in the amplitude of the pattern. Fig. 6 shows the chaotic flow field using a grey scale to indicate the spatial variation of the temperature. Table I . Thus, by selecting regions on each persistence plane, we are able to select particular critical points in the temperature field.
More precisely, the red regions are used to locate saddle points corresponding to pinch-off events occurring in lower temperature ranges (0.2 ≤ T ≤ 0.5), the blue regions are used to locate saddle points corresponding to pinch-off events occurring in higher temperature ranges (0.5 ≤ T ≤ 0.8), and the grey regions are used to locate local extrema corresponding to emerging target structures. In all cases, persistence points that are a vertical distance of less than 0.04 temperature units from the diagonal are not selected. This ensures that only saddle points and local extrema associated to larger dynamical structures are selected. on the persistence diagrams associated to a scalar field with a two-dimensional domain (see Fig. 7 ).
We have also quantified the dynamics of the topological defects. In particular, we have used pattern diagnostic functions to locate regions containing topological defects with a large velocity, to locate regions where topological defects are created, and to locate regions where topological defects are annihilated. This is done by matching topological point defects with the same charge from one frame in time to the next (see Appendix B for details). We then use these results to determine which topological defects that have been created, annihilated, or moved farther than a threshold value of d = 0.2 where the duration between frames is 0.1 time units.
As a measure to identify regions where the pattern changes are rapid in time we have also computed the temporal derivative of the temperature field at the horizontal midplane ∂ n T /∂t n where T (x, y, z = 1/2, t) and n is the order of the derivative. We have explored n = 1, 2, 3 using first-order-accurate finite differencing to compute the temporal derivatives of the temperature field. To determine if the temporal derivative is changing rapidly we have used the threshold ∂ n T /∂t n ≥ 0.16, which was determined using trial and error.
E. Analysis of the group II diagnostics
The precision-recall curves for the group II diagnostics are shown Fig. 8(a) and the average rankings of the diagnostics are shown in Fig. 8(b) . It is clear that many of these diagnostics perform quite well in comparison with the group I pattern diagnostics shown in Fig. 4 . It is interesting that the roll pinch-off diagnostic function (up triangles) ranks highest in average recall. For example, the percentage of the area where the Lyapunov magnitude function is 0.95 or larger (α = 0.95) that is also covered by the roll pinch-off diagnostic function is just larger than 60%. These results show that among the group II diagnostics, the roll pinch-off diagnostic is the most effective at locating regions where the Lyapunov magnitude function is above threshold. This is in agreement with the conclusions drawn from previous work on chaotic convection suggesting the significance of the these defect events in relation to the spatiotemporal dynamics of the leading-order Lyapunov vector 2,4,9,15 . However, the roll pinch-off diagnostic ranks last in precision. This indicates that this diagnostic also selects the most regions, on average, that are not where the Lyapunov magnitude function is large.
The emerging target diagnostic function (stars) ranks first in precision, on average. In fact, the emerging target has the highest precision of all of the group I and II diagnostics.
However, the average recall of the emerging target diagnostic quite low and ranks seventh of the group II diagnostics. This indicates that if an emerging target structure is present in the flow field there is a significant probability that the region occupied by the emerging target corresponds to a region where the Lyapunov magnitude function is above threshold.
However, since the recall is low this indicates that the emerging target will not be capturing a significant portion of the area where the Lyapunov magnitude function is above threshold.
In short, if an emerging target is present it is a good indicator of where the Lyapunov vector is large, on average.
We next discuss the diagnostic functions that are based upon the dynamics of topological defects. The results from our analysis of the group I diagnostics suggest that the aggregate of all topological defects (shown in Fig. 4 ) is a good indicator in terms of both precision and recall. Our intention here is to explore the possibility of increasing the precision and recall performance of a diagnostic function based upon the presence of a topological defect by including some additional measure of its variation with space and time. The diagnostic function for the creation of a topological defect is shown in Fig. 8 using right triangles. The precision-recall curves of the creation and annihilation of topological defects shown in Fig. 8(a) are quite similar. However, there are some interesting differences that are indicated by the average diagnostic results shown in Fig. 8(b) . In particular, the creation of a topological defect performs worse than the annihilation of a topological defect in terms of both recall and precision. In fact, the creation of a topological defect ranks last in recall and sixth in precision among all of the group II diagnostics. We currently do not have an understanding of why the annihilation of topological defect outperforms the creation of a topological defect.
We next discuss the results using temporal derivatives of the temperature field at the horizontal mid-plane as a pattern diagnostic function. We have explored the first order, second order, and third order time derivatives of the temperature field which are represented on Fig. 8 as circles, squares, and diamonds, respectively. The average recall of the first order derivative ranks second, however its precision is poor and ranks seventh. As the order of the derivative increases, the rank of the average recall decreases while the rank of the average precision increases. This indicates that increasing the order of the derivative results in the diagnostic function covering less area where the Lyapunov magnitude function is above threshold while having a higher probability that the area it covers does coincide with regions where the Lyapunov magnitude function is above threshold.
F. Discussion
In this section we discuss some overall features of the diagnostic features we have explored. The diagnostics of group I and II were selected using experience and intuition. There are connections between many of them and the diagnostics are not meant to be mutually disjoint with respect to one another. The relationships between the diagnostic functions are illustrated in Fig. 10 where we plot the conditional probability matrix P i,j . The conditional probability matrix is defined as P i,j = P(F i |F j ) where F i and F j are pattern diagnostic functions and the indices i and j cycle through the 18 different diagnostic functions we have quantified. The magnitude of P i,j is plotted using the color scale shown. Red indicates a large value of P i,j which yields that pattern diagnostics F i and F j are related to one another in the sense that their conditional probability is large. Similarly, blue indicates a small value for the conditional probability which yields that the two diagnostics F i and F j are not related to one another in a statistical sense.
Therefore, the diagonal entries where i = j yield P i,i = 1 since this compares a diagnostic function with itself which are represented as red. The off-diagonal entries indicate the average pairwise conditional probabilities of the different diagnostic functions. The first row of P i,j is for the diagnostic function that is the aggregate of all of the topological defects.
The diagnostic functions for the different topological defects from group I are given in rows 2 through 8 as shown in Fig. 10 . These topological defects are a subset of the diagnostic for the aggregate of all of the topological defects and as a result P 1,2:8 = 1. It is also clear that the diagnostic for the first order temporal derivative statistically contains the pattern diagnostics for emerging targets and for topological defects with a large velocity. Also, the different orders of the derivatives are statistically related with one another as expected.
In addition, since the specific topological defects and the unclassified topological defects (F 2 , . . . , F 8 ) partition the aggregate diagnostic for all of the topological defects, they are mutually disjoint. This is indicated by the submatrix P 2:8,2:8 of Fig. 10 being approximately a 7 × 7 identity matrix. The only notable exception is P 2,6 , which gives the conditional FIG. 10. Conditional probability matrix P i,j showing average conditional probabilities where P i,j = P(F i |F j ) for every diagnostic F i we have considered from groups I and II.
probability of a concave disclination when restricting to target classifications. The reason for this anomaly is described in Appendix A.
IV. CONCLUSION
Our results suggest a complex relationship between the flow field structures and the leading-order Lyapunov vector of chaotic Rayleigh-Bénard convection. Our study also shows that ideas from homology can be used to quantify the patterns of chaotic convection. Specifically, we have used ideas from homology to identify spirals, emerging target structures, roll pinch-off events, and to compute the velocity of topological point defects. Generally speaking, we have found that the group II diagnostics have better precision, but lower recall, than the group I diagnostics. The increased precision is reasonable since the group II diagnostics specifically include aspects of the time evolution of the patterns which were anticipated to be important.
One aspect that stands out from this study is the high precision of the diagnostic for the emerging target structure. This indicates that if an emerging target is present in the flow field it has the highest probability of all of the pattern diagnostics we have studied here to be in a region where the magnitude of the leading-order Lyapunov vector is above threshold.
Also, the pattern diagnostic for the aggregate of all topological point defects outperforms all of the pattern diagnostics in terms of recall. It is interesting to highlight that we did not find a single type of topological point defect that significantly outperformed the other classified topological defects in terms of precision and recall. This suggests that if one is interested in identifying regions of the chaotic pattern that are contributing significantly to the chaotic dynamics, a useful first pass of the pattern is to identify the regions containing topological point defects. Finally, the points are orthogonally projected to the first principal component and checked for alternating charges in the resulting ordering. If both of these tests are true, then the cluster is classified as a grain boundary.
Targets and Spirals. Dipole clusters with two positively-charged topological defects are necessarily either targets or spirals. To distinguish the two, we use persistent homology to detect the existence of a local extremum that is positioned between the two topological defects through the method illustrated in Fig. 6 .
Targets and spirals are often bounded by two or more concave disclinations, and if the target or spiral is small enough, the clustering radius may group together the target (or spiral) and its surrounding concave disclinations. For example, the target pattern identified in the 6 o'clock position in Fig. 3 is bounded by three concave disclinations. Any cluster of topological defects containing only two positively-charged topological defects, regardless of how many defects are in the cluster, is checked for this scenario as follows. Let r be the radius of the smallest circle circumscribing the two positively-charged topological defects. If the circle of radius 1.25r centered at the midpoint between the two positivelycharged topological defects does not contain a negatively-charged topological defect, then all negatively-charged topological defects are marked as concave disclinations, and the two positively-charged topological defects are classified using the method described above, as if they formed a dipole.
B. Matching Algorithm for Topological Defects
We use a simple algorithm for matching topological defects of like charge from frame to frame in the simulation. Our algorithm rests on the assumption that the vast majority of topological defects are either stationary or move only minimally as the pattern changes, and that the flow is sampled densely enough in time to resolve the majority of any ambiguities. We have found that this approach works well for the chaotic convection data we have explored.
Let T D t (c) be the collection of topological defects of charge c at time t. For each x ∈ T D t (c), we compute the nearest defect y ∈ T D t+∆t (c) and match x to y. We then reverse the roles of time points t and t + ∆t and compute the reverse matchings. Any defects that were matched to each other in both rounds and have distance less than 0.7 from each other are consider matched to each other. All other points are considered unmatched. The distance filter is included to reduce the chance that a newly annihilated topological defect and a newly created topological defect are not erroneously matched to each other.
