Abstract-This paper considers the optimization of transceivers with decision feedback equalizers (DFE) for slowly time-varying memoryless multi-input multi-output (MIMO) channels. The data vectors are grouped into space-time blocks (ST-blocks) for the spatial and temporal precoding to take advantage of the diversity offered by time-varying channels. The space-time generalized triangular decomposition (ST-GTD) is proposed for application in time-varying channels. Under the assumption that the instantaneous channel state information at the transmitter (CSIT) and receiver (CSIR), and the channel prediction are available, we also propose the space-time geometric mean decomposition (ST-GMD) system based on ST-GTD. Under perfect channel prediction, the system minimizes both the arithmetic MSE at the feedback detector, and the average un-coded bit error rate (BER) in moderate high signal to noise ratio (SNR) region. For practical applications, a novel ST-GTD based system which does not require channel prediction but shares the same asymptotic BER performance with the ST-GMD system is also proposed. At the moderate high SNR region, our analysis and numerical results show that all the proposed systems have better BER performance than the conventional GMD-based systems over time-varying channels; the average BERs of the proposed systems are non-increasing functions of the ST-block size.
I. INTRODUCTION

I
N recent years, multi-input multi-output (MIMO) transceiver design has received a great deal of attention [1] - [3] . Most of the research on MIMO transceiver design focuses on time-invariant channels [4] - [8] . In practice, the wireless channels are time-varying due to users' mobility. In this paper, we consider transceiver design based on the block fading model in which the MIMO channel is constant over the coherence (block) interval of symbol vectors. The channel varies across different coherence intervals independently or according to Jakes' model [9] , [10] . Zero-forcing constraint is assumed throughout the paper. The case without zero-forcing is more involved, and is currently under study.
To exploit the array gain for the full channel capacity, both channel state information (CSI) at the transmitter (CSIT) and the receiver (CSIR) are required [3] , [10] . When the channel varies at a much slower rate compared to the data rate of the systems, CSIT can be obtained from the receiver via feedback mechanism. However, the overhead becomes too large if the channel is varying at a faster rate. In time division duplex (TDD) systems, the uplink and downlink are multiplexed on the same channel, so channel reciprocity holds. Hence, the transmitter can estimate its own CSI at current time slot using the received signal from the reverse link, and use the estimated CSI to transmit data at next time slot provided that the channel does not change significantly [11] - [15] . Wiener filter prediction can further be exploited to improve the accuracy of CSIT [9] , [11] . Both feedback and TDD schemes can offer instantaneous CSI at transmitter and receiver.
For time invariant channels, the geometric mean decomposition (GMD) based systems with "zero-forcing" and "minimum mean-square error (MSE)" decision feedback structures [4] - [7] , are known to minimize the arithmetic mean (over the spatial domain) of the expected MSE at the input of the decision device and the average bit error rate (BER) in high signal-to-noise ratio (SNR) [7] . Moreover, [5] shows that the GMD-based system with zero-forcing constraint achieves optimal channel throughput asymptotically in high SNR. Unlike the singular value decomposition based systems which require bit allocation to achieve the optimal average BER [16] , the GMD-based systems do not require bit allocation since all the effective subchannels have the same SINR [5] .
In the case of time-varying channels, different data blocks pass through MIMO channels with different channel coefficients. If instantaneous CSIT and CSIR are available, the GMD-based system can be applied directly to time-varying channels. However, its average BER is not minimized since different coherence blocks have different arithmetic MSEs at the feedback loop detector. In [17] , we proposed the GMD transceiver with a superimposed channel-independent temporal precoder (GMD-TP) which also only requires instantaneous CSIT and CSIR. We took the space-GMD and introduced the channel-independent temporal precoder to construct the GMD-TP. The temporal precoder equalizes the MSEs and hence SNRs across different coherence blocks (intervals) so that the average BER per space-time block (ST-block) is minimized.
In this paper, based on the generalized triangular decomposition (GTD) [18] , we develop space-time GTD (ST-GTD) for the decomposition of time-varying MIMO channels which does GMD on the spatial domain and GTD on temporal domain. Using the special case of ST-GTD, namely ST-GMD which does GMD on both spatial and temporal domains, we develop the ST-GMD transceivers with zero-forcing constraint.
The design of ST-GTD transceivers requires instantaneous CSIR, CSIT and channel prediction. The required prediction length depends on the size of a ST-block. Similar issues of channel prediction have been studied in several papers, e.g., [9] and [19] . The Wiener filter theory is usually adopted for the prediction of future channel coefficients based on the previous channel estimations. The accuracy of prediction depends highly on the channel model. Under perfect channel prediction assumption, ST-GMD transceiver is shown to jointly minimize the arithmetic MSE in each ST-block (which consists of several coherence blocks), and minimize the average per ST-block BER in high SNR. Next, in consideration of the feasibility of channel prediction, a causal ST-GTD based transceiver (CST-GTD) with stationary temporal processing is also proposed here. It does not require channel prediction because its temporal precoder is stationary. It is shown that the CST-GTD has smaller arithmetic MSE and average BER than the conventional GMD-based system in the high SNR region. The simulation also shows that the BER performance of CST-GTD approximates that of the ST-GMD transceiver asymptotically. In any case, ST-GMD transceiver serves as a performance benchmark for the general class of ST-GTD transceiver, including CST-GTD.
The novelty of the ST-GTD transceiver is the incorporation of the temporal precoder and the newly proposed "nested-loop" receiver structure. For each ST-block, these two components not only redistribute the MSEs among blocks, but also reduce the arithmetic MSE. This is in contrast to the linear block precoder in [20] and [21] , and the temporal precoder in [17] , which keep the same arithmetic MSE while equalizing the MSEs. At the moderate high SNR region, our analysis and numerical results show that all the proposed systems have better BER performance than the conventional GMD-based systems over timevarying channels; the average BERs of the proposed systems are non-increasing functions of the ST-block size. Moreover, our analysis shows that if the block size is a power of two, i.e., , then the average BERs of the proposed systems are non-increasing functions of at the high SNR region and non-decreasing functions of at the low SNR region. Our numerical studies in Section VI also demonstrate the use of channel prediction for ST-GMD transceivers in Jakes' channel model. In the cases that channel prediction is accurate enough, the performance of ST-GMD transceivers with imperfect channel prediction is still very close to that with perfect channel prediction.
The sections are structured as follows. In Section II, we introduce the time-varying channel model and review the GTD theorem [18] . The GMD-based DFE transceiver with the zeroforcing constraint [5] , [7] is reviewed. In Section III-A, we develop space-time GTD based on the spatial GMD. Section III-B is devoted to the derivation the optimal ST-GTD transceiver which minimizes the arithmetic MSE. A practical suboptimal ST-GTD transceiver which does not require channel prediction is proposed in Section IV. 
II. PRELIMINARIES AND REVIEWS
A. System Model
In this paper, we consider the narrowband block fading MIMO channel model [10] . The channel remains constant over the coherence period of transmitted signal vectors and varies independently [10] or according to Jakes' model [9] across different coherence intervals. For simplicity of analysis, we just pick one transmitted signal vector from each coherence block since the transmitted signal vectors in the same block go through the same channel. The channel model is given by (1) where is the coherence block index, is a rank channel matrix, and is an transmitted signal vector. The elements of are i.i.d. Gaussian random variables. In Jakes' model, the th coefficients of the channel matrices from different are related by (2) where is the zeroth order Bessel function of first kind, the Doppler spread and the symbol period. The noise is a
Gaussian random process vector with and . And is the received signal vector. At each coherence interval, is assumed to be known to the transmitter and receiver.
B. GTD Decomposition
In the following, we give a brief review of GTD theorem [18] and its application for the design of the GMD-based zeroforcing DFE transceiver [5] .
Definition 1: Additive Majorization [8] , [23] : For , where and , we say is additively majorized by , and denote it as , if whenever and equality holds when . Here, " " denotes the th largest component of the vector.
Definition 2: Multiplicative Majorization [23] , [24] :: For , where and , we say is multiplicatively majorized by , and denote it as , if whenever and equality holds when . Fig. 1 shows the GMD transceiver, which has been shown to be optimal in average BER at high SNR for linear time invariant channels [7] . Since both the transmitter and receiver have perfect CSI at current block time , the precoding matrix , and the feedforward matrix can be obtained from the GMD of which is
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where and with orthonormal columns.
is an upper triangular matrix with on the diagonal. The vector has equal elements (4) where is the th singular value of . The feedback matrix is given by (5) where . is an symbol vector from the th block with each element chosen from the alphabet of finite size. We assume . The gain is chosen to satisfy the total transmitting power constraint (6) and hence satisfies . If there is no error propagation in the DFE loop, the received signal vector in front of the detector is given by (7) where . The error covariance of is (8) The total MSE of the th block at the detector is (9) III. SPACE-TIME GTD TRANSCEIVERS
A. Space-Time GTD
To facilitate space-time processing for the later sections, blocks of symbol vectors are grouped into one space-time block as (10) where is the ST-block index. The symbols, and , will be omitted for convenience. The equivalent MIMO channel matrix for the th ST-block is a block diagonal matrix given by (11) Let . If GMD is applied to each separately (in spatial domain), we have as (3). can be decomposed as (12) where , and are block diagonal matrices with , and on the diagonals, respectively. Let (13) where is defined in (4). can be expressed as (14) where , , and is a block diagonal matrix with on the diagonal. are strictly upper triangular matrices given by (5). Since is a diagonal matrix consisting of positive entries , these are also the singular values. Therefore, by Theorem 1, we can decompose by GTD as (15) where and are unitary matrices, and is a upper triangular matrix. The necessary and sufficient condition for the GTD in (15) to be possible is (16) in which is a vector consisting of diagonal elements of and is given by (13) . We refer to the GTD of as the temporal domain GTD because the depend on and the decomposition needs all all at one time. By (12), (14) and (15), the rank block diagonal matrix of the from (11) can be decomposed as (17) if and only if . The decomposition taking this form is referred to as the space-time GTD (ST-GTD). We denote (18) (19) When the entries of equal , the time domain GTD in (15) reduces to the time domain GMD. We name this kind of ST-GTD, in particular, as ST-GMD.
The ST-GTD has some advantages over directly applying GTD on big matrix . Both algorithms first compute the SVD of , and do the decompositions on the diagonal matrix consisting of all singular values. The block diagonal structure of helps to reduce the complexity in the SVD stage, from to . Assuming that SVD of is given, ST-GTD requires lower computational complexity, , than the complexity of directly applying GTD on , which is [18] . Moreover, ST-GTD decouples precoding into spatial and temporal domains. So, ST-GTD can be chosen in such a way that channel prediction is not necessary as we show later in Section IV.
B. Space-Time GTD Transceivers
In this subsection, we propose the ST-GTD ZF-DFE transceiver based on the ST-GTD introduced in the preceding subsection. The proposed precoder of ST-GTD transceiver is shown in Fig. 2 . The proposed receiver is in Fig. 3 and its operation will be explained later. Here, it is assumed that the transmitter could predict the channels for before sending a ST-block . We also assume that the receiver can track the channels perfectly and the decoding follows after the reception of a whole ST-block. There are well-studied methods [9] , [19] which we can exploit here for the channel prediction. In any case, this system performance serves as a benchmark for performance comparisons and the theoretical foundation for the development of the transceiver which does not require channel prediction in next section.
Channel prediction is applicable when for different are correlated [9] , [19] . Before precoding a ST-block, one can apply a Wiener filter to predict based upon previous channel matrices as (20) where is the th element of the predicted channel matrix of for , and . Suppose Jakes' model in (2) is used, then is given by (21) where for . Interested readers can refer to [9] and [19] for more details.
If channel prediction is perfect, then the transmitter and receiver have perfect CSI of . ST-GTD can be applied to decompose as (17) to get , , , , and for ST-GTD transceiver. Note that should be chosen as and where . If ST-GMD is applied instead of ST-GTD, we name the transceiver, in particular, the ST-GMD transceiver.
However, in practice, perfect channel prediction is not possible. So, the design of ST-GTD transceivers based on the predicted channel may not match the actual channel due to channel prediction error. To alleviate the mismatch, we modify the design procedure. Note that channel prediction is not required by the receiver to get since the receiver can store the signal until the whole ST-block is received before it starts to decode. The only part that depends on channel prediction is the temporal precoder at the transmitter. The computation of precoding matrix requires the knowledge of the singular values of . At time , the precoder already needs to precode one block for transmission. The implementation of the spatial precoder without channel prediction is not a problem, since is block diagonal matrix consisting of and the computation of requires only the current CSI . Letting , the precoded block at time is given by (22) Fig. 3 . The receiver of the ST-GTD transceiver.
To design , we firstly apply the Wiener prediction filter in (20) for channel prediction and construct the predicted channel matrix (23) where are given by (20) . Then, is obtained from the ST-GTD or ST-GMD of . In the case of perfect channel prediction, , and were obtained from the temporal domain GTD of which is obtained from , i.e., . Here, and are obtained from the QR decomposition of as (24) where is from the ST-GTD of , is a unitary matrix and is a upper triangular matrix. Without loss of generality, we can make the vector which consists of the diagonal entries of positive and real. One can also verify that if the channel prediction is perfect both design procedures lead to the same ST-GTD or ST-GMD transceiver.
For each ST-block time, is precoded by the linear precoders, transmitted through the channel and preprocessed at the receiver by , and . The estimation of is obtained by the successive cancelation algorithm described next.
C. Successive Cancelation Detection Algorithm for ST-GTD Transceivers
Before summarizing the detection algorithm at the receiver in Fig. 3 , we need some notations. For , define the diagonal matrix as (25) and the vector in which all the entries are zero except that the th entry is 1. Based on and , we define two operators, and , on the ST-block vector which has the form (10) .
retains the last symbols of each and makes the other symbols of zero. And is such that
The detection algorithm for the receiver in Fig. 3 is as 
where . Observe that the equivalent channel between and is an upper triangular matrix. Hence, can be detected sequentially by the VBLAST-like algorithm in Steps 3a) and 3b) above.
D. Mean-Square Error at the Detector
To analyze the performance of ST-GTD transceiver in Fig. 3 , we assume perfect channel prediction. The performance of the ST-GTD transceiver mainly depends on the noise component in . To characterize the performance of the detector, we calculate the error covariance matrix of the noise component. We assume that there is no error propagation so that which is a legitimate assumption at high SNR. Under this assumption, the signal vector can be expressed as 
then is also satisfied, making the ST-GTD possible. This is the case when the ST-GMD is applied. We call this class of ST-GTD transceiver the ST-GMD transceiver. The total mean-square error of the ST-GMD transceiver is given by (32)
The class of ST-GMD transceivers is the optimal subclass of ST-GTD transceivers in terms of total mean-square error. Notice that the ST-GMD allows the ST-GTD transceiver to reach the optimal MSE in (32), which is the smallest achievable MSE by directly applying the GMD to the big matrix . Furthermore, the error covariance matrix of ST-GMD transceiver has equal diagonal elements. Hence, for every ST-block, the ST-GMD transceiver minimizes both the arithmetic and geometric MSE, and the average un-coded BER at the high SNR region according to [7] .
IV. SPACE-TIME GTD TRANSCEIVERS WITH FIXED TEMPORAL PRECODER
In the previous section, the design of ST-GTD transceivers relies on the channel prediction. However, the channel prediction might not always be that accurate when the MIMO channels from block to block become more independent. The performance of the transceiver degrades when the predicted CSI at the transmitter is unreliable. In this section, we develop the ST-GTD transceiver which does not use channel prediction. We say that the transmitter is "causal."
As mentioned in Section III-B, the computation of precoding matrix requires the knowledge of the singular values of . Without channel prediction, the precoder only has the CSI at the current and previous times, and it is impossible to compute . To make the precoder causal, one can let be a constant unitary matrix . In [21] and [20] , the DFT or Hadamard matrix is chosen as the channel independent precoder for the OFDM system to equalize the MSEs over subchannels and hence minimize average BER. This motivates us to choose to be a DFT or Hadamard matrix. and are obtained from the QR decomposition of as (33) where is also a unitary matrix and is a upper triangular matrix. We call this kind of transceiver the causal ST-GTD transceiver (CST-GTD). It is in fact a subclass of ST-GTD with perfect channel prediction. The error covariance matrix of the noise signal in front of the detector is given by (29). And the total mean-square error is the same as (30).
A. Comparison of Mean-Square Error
Now, we compare the performance of the conventional GMDbased system [5] , the ST-GMD transceiver with perfect channel prediction, and the CST-GTD transceiver. The total MSE of the GMD-based system in one ST-block is (34) The comparison of the three transceivers is given in Theorem 2. . Therefore, we have proven that the class of ST-GTD transceivers has performance superior to the conventional GMDbased system over time-varying channel in terms of total MSE within one ST-block or arithmetic MSE. In particular, for CST-GTD, we have Also, note that ST-GMD transceiver with imperfect channel prediction can be treated as the ST-GTD transceiver with perfect channel prediction due to the channel mismatch caused by prediction error. Hence, the total mean-square error of ST-GMD transceiver with imperfect channel prediction is such that
The temporal precoder or , and the "nested-feedbackloop" receiver in ST-GTD or CST-GTD transceiver not only redistribute the MSEs of the blocks in each ST-block but also reduce the arithmetic MSE per ST-block. This is in contrast to the linear block precoder in [20] and [21] , which keeps the same arithmetic MSE while equalizing the MSEs. Also, note that the conventional GMD-based system is actually a subclass of CST-GTD with the constant temporal precoding matrix .
B. Comparison of Complexity
In this section, we compare the complexity of the conventional GMD-based system and the ST-GTD transceiver. We let these systems process one ST-block and compare the number of multiplications and additions. For the transmitter part, the complexity of the GMD-based system is which comes from the spatial precoder in Fig. 1 . Since the transmitters of ST-GTD incorporate an additional temporal precoder as in Fig. 2 , it has complexity . Next, we compare the receivers. For the GMD-based system in Fig. 1 , the feedforward matrix has complexity and the feedback matrix has . The total complexity of the GMD-based receiver is . The ST-GTD transceiver contains two additional temporal precoders in the feedback loop and an additional temporal feedback loop with feedback matrix which has complexity . Hence, its total complexity is .
V. PERFORMANCE ANALYSIS
In this section, we will compare the average BER and the ergodic channel capacity of the conventional GMD-based system, ST-GTD and ST-GMD transceivers. For both ST-GTD and ST-GMD transceivers, perfect channel prediction is assumed. We assume uses of the time-varying channels:
Every successive uses constitute one ST-block. So the th ST-block uses the channels: (41) where . The number of blocks, , is assumed to be a large number and a multiple of the ST-block size . Even number of bits, , are allocated for every symbol of each ST-block. For square QAM [22] , the BER for each symbol in the th block of the th ST-block, assuming that there is just one bit error per symbol error, is approximately (42) where is the Q-function defined in [22] , , is the average symbol power, is the per symbol MSE of the th block in the th ST-block and . Notice that the symbol error rate (SER) equals . The average BER over the entire transmission is hence given by (43) The function for plays a crucial role in BER analysis. An important property of it is restated as the following lemma.
Lemma 1: The function is monotone increasing. It is convex when and concave when . Proof: See [21] . We define the SNR of the th block as . The SNR expressions for the ST-GTD and ST-GMD transceivers are given respectively by (44) which follow from (29). We also define two SNR regions:
(45) Before starting the analysis, we prove another useful lemma:
Lemma 2: If , are doubly stochastic matrices, the is an doubly stochastic matrix.
Proof: See the Appendix.
A. BER Performance Comparison of the Transceivers
Now, we will compare the BER of the entire class of ST-GTD transceivers including ST-GMD, ST-GMD with imperfect channel prediction and CST-GTD transceivers with the conventional GMD-based system. The following lemma is helpful for further analysis.
Lemma 3: The function is monotone decreasing where . It is convex when and concave when . Proof: The proof is similar to Lemma 1. In the following theorems, "high SNR" means the SNRs of the transceivers are such that and "low SNR" means . At the high SNR region, from Theorem 4, we can conclude that is a non-increasing function of . As the ST-block size gets larger, the BER performance of ST-GMD improves monotonically. Larger ST-block size is more favorable because it gains more diversity from the time-varying channels. However, it implies longer decoding delay at the receiver. At the low SNR region, the relationship is the other way around, so it is better to have small ST-block size.
C. Performance Comparison in Capacity
In the conventional GMD-based system, the average BER per ST-block is dominated by the block with the largest MSE. To achieve the optimal per ST-block average BER and hence minimize the average BER, bit allocation is required. The proposed ST-GMD transceiver does not require bit allocation among blocks since all SNRs of different blocks in each ST-block are the same. In this subsection, from the perspective of capacity, we will show the asymptotic optimality of ST-GMD transceiver.
With uniform power loading, the ergodic channel capacity [25] for the equivalent channel in (11) of a ST-block is given by (63) where and is given in (4). In the conventional GMD-based system and the ST-GMD transceiver, the channel is converted into equivalent parallel subchannels. Hence, the ergodic channel capacities of the equivalent subchannels obtained by using the conventional GMD-based system and the ST-GMD transceiver are respectively given by Therefore, for high SNR, the ST-GMD transceiver is asymptotically optimal in capacity and per ST-block average BER simultaneously. Note that the design of ST-GMD transceiver is possible only when the channel prediction is good.
VI. NUMERICAL RESULTS
In this section, we present the numerical results on the average BERs of the GMD-based system, ST-GMD and CST-GTD transceivers. We also demonstrate how the ST-block size affects the BER performance. The channel model described in Section II-A is adopted. The noise is AWGN. The MIMO channel matrices are 3 3 complex Gaussian random matrices. The elements of are i.i.d. complex Gaussian random variables with zero mean and unit variance. Uniform bit allocation is adopted with for each subchannel. The modulation scheme is 16-QAM. Both transmitter and receiver have perfect CSI at current time . We assume that perfect channel prediction is available only for the ST-GMD transceiver. The temporal precoding matrix of the CST-GTD is a DFT matrices. data blocks are sent through the channels for BER performance evaluation.
Example 1: The ST-block size is . are independent for different . Fig. 4 shows the BER performance of the conventional GMD-based system, CST-GTD and ST-GMD transceivers for different SNRs. For the high SNR region, Fig. 4 satisfies , which verifies Theorem 3. At BER , the SNR gains of the ST-GMD and the CST-GTD over the GMD-based system are 5 dB and 4.7 dB, respectively. The performance of CST-GTD is close to ST-GMD. At BER , the SNR gain of the ST-GMD transceiver over the CST-GTD transceiver is about 0.6 dB. At the low SNR region, and are greater than . This is because of the error propagation. For the space-time processing at these receivers, the errors might propagate through the entire ST-block, i.e., blocks. increase with respect to as in shown Fig. 7 . But at the high SNR region, and decrease with respect to which is best illustrated by Fig. 6 . These results verify Theorem 4. Notice that the CST-GTD transceiver almost has the same performance as the ST-GMD transceiver when . The SNR gap is only 0.08 dB at BER . Example 3: Here, the BER performances of the three transceivers are evaluated using Jakes' channel model. for different are correlated and the cross-correlation is given by (2) . Fig. 8 shows the average BER performances of the conventional GMD-based system, CST-GTD and ST-GMD transceivers for different values of the product , which appears in (2). As gets larger, the channels are changing at faster rates, and for different become more uncorrelated. The ST-block size is and the BERs are evaluated at SNR 17 dB. For small , the channels are almost like time invariant channels, the BER improvements of CST-GTD and ST-GMD transceivers over the conventional GMD-based system are small since there is not much temporal diversity for the temporal precoders to exploit. As increases, the average BERs of CST-GTD and ST-GMD transceivers drop quickly due to the rich temporal diversity offered by the time-varying channels.
Example 4: This example demonstrates the BER performance of ST-GMD transceiver with imperfect channel prediction.
follows the Jakes' model in Section II-A. The ST-block size , and . The ST-GMD transceiver is designed according to the procedure for the case of imperfect channel prediction in Section III-A. Fig. 9 illustrates the BER performance of the ST-GMD transceiver based on channel prediction. Its BER curve follows the curve of the ST-GMD transceiver with perfect channel prediction closely for most of the SNR values, and deviates at very high SNR region. The BER degradation results from the channel prediction error. At BER , the SNR loss from imperfect channel prediction is 0.35 dB.
VII. CONCLUSION
We have proposed two MIMO transceivers with zero-forcing decision feedback structure for the MIMO slowly time-varying channels. They harvest the rich temporal diversity due to the time-varying nature of the channels to minimize the average BER. The issue of available CSIT for slowly time-varying channel can be addressed using feedback mechanisms or TDD schemes. Under the assumption of perfect channel prediction, the ST-GMD transceiver is shown to be the best in terms of arithmetic MSE and average BER in high SNR. The ST-GMD transceiver serves as a benchmark for performance. The CST-GTD transceivers only requires the instantaneous CSIT and CSIR as the GMD-based systems does. It has the same asymptotic BER performance as the ST-GMD transceiver and has smaller arithmetic MSE than the conventional GMD-based systems. The dependency of BER on the ST-block size has also Similarly, we can prove . Therefore, is also a doubly stochastic matrix.
