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Tuning of protein surface charge is a fundamental mechanism in biological systems. Protein charge is regulated
in a physiological context by pH and interaction with counterions. We report on charge inversion and the
related reentrant condensation in solutions of globular proteins with different multivalent metal cations. In
particular, we focus on the changes in phase behavior and charge regulation due to pH effects caused by
hydrolysis of metal ions. For several proteins and metal salts, charge inversion as measured by electrophoretic
light scattering is found to be a universal phenomenon, the extent of which is dependent on the specific
protein-salt combination. Reentrant phase diagrams show a much narrower phase-separated regime for acidic
salts such as AlCl3 and FeCl3 compared to neutral salts such as YCl3 or LaCl3. The differences between acidic
and neutral salts can be explained by the interplay of pH effects and binding of the multivalent counterions.
The experimental findings are reproduced with good agreement by an analytical model for protein charging
taking into account ion condensation, metal ion hydrolysis and interaction with charged amino acid side chains
on the protein surface. Finally, the relationship of charge inversion and reentrant condensation is discussed,
suggesting that pH variation in combination with multivalent cations provides control over both attractive
and repulsive interactions between proteins.
I. INTRODUCTION
Tuning of protein surface charge is a fundamen-
tal mechanism ensuring protein stability and function
in aqueous solutions1–3. The protein surface charge
stabilizes protein solutions4,5 and cluster phases6,7.
Non-homogeneous surface charge distributions represent
anisotropic interaction patches which crucially affect
phase behavior of solutions8,9 as well as pathways for
aggregation and crystallization10,11.
In electrolyte solutions, control on the protein charge
is realized mainly by two processes: (de)protonation of
functional surface groups and counterion condensation on
the protein surface. Protonation and deprotonation, as
investigated in titration experiments12,13, modulates the
charge state of basic and acidic amino acid side chains
(Lys, Arg, Glu, Asp, His) as well of the protein termini
(carboxy and amino terminus). As in every proteolytic
equilibrium, the charge state of each side chain – and
thus the overall protein charge – depends on the pH of
the surrounding medium.
Upon adding salt ions, charge regulation becomes more
complex due to the ion-protein interaction. Many phe-
nomena such as ion condensation14 and ion binding15
have been found to play a role in protein-ion in-
teraction and charge regulation16. The discovery of
the Hofmeister series17 inspired an enduring effort
to understand the protein-salt interaction, focussing
on surface hydrophobicity18, ion hydration19 and ion
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polarizability20. In fact, ion specific effects on the surface
charge of proteins in electrolyte solutions are still a chal-
lenge for theory21. The association of salt counterions
with inversely charged side chains at the protein surface
seems to be the dominant effect and is suggested as the
basic model for ion-protein interaction22. Ion association
has been identified to occur mainly at hydrophilic sites
surrounded by hydrophobic surface areas23. Amino acids
with carboxylate, thiol, thioether, and imidazole groups
can coordinatively bind transition metal ions24,25. Tak-
ing into account also the charge of the molecule, binding
models have provided the basis for the understanding of
interactions of proteins with ions and ligands15,26–28.
Importantly, also non-local effects, i.e. not only depen-
dent on one single functional group, affect ion association.
First, since the protein/water interface exhibits a change
of dielectric constant, also non-localized adsorption of po-
larizable, i.e. large, ions could occur at non-polar, hy-
drophobic areas of the protein surface22,29. Second, ion-
ion correlations and finite size effects close to surfaces
with high charge density have been shown to cause over-
charging of the surface, attraction between like-charged
surfaces, and charge inversion of colloidal particles30–35.
A complete model for the protein charge in any system
has to include both local and non-local contributions,
although many studies focus on only one approach36,37.
The driving force of ion-induced surface charge is the
change in free energy upon ion condensation on the sur-
face, which can be described qualitatively – and to a
reasonable degree also quantitatively – with an effective
short-ranged interaction between protein and ions, even
for long-ranged and non-localized interactions37.
In this article, we present findings on the charge inver-
1
sion of globular proteins, in particular bovine and human
serum albumin (BSA, HSA), ovalbumin (OVA) and β-
lactoglobulin (BLG), in the presence of multivalent metal
cations. We focus on the effects of the trivalent metal ions
Al3+, Fe3+ and Y3+ and, in particular, the effects of pH
variations arising from the metal hydrolysis. The charge
inversion is reflected in a reentrant condensation of the
protein solution38–40, i.e. the protein solution is homoge-
neous and stable for low and high metal ion concentra-
tions, while for intermediate metal salt concentrations a
phase-separated state is found, corresponding to either
a liquid-liquid phase separation or formation of amor-
phous clusters and crystals41,42. These phenomena do
not occur in solutions of monovalent cations and cannot
be understood by conventional salting-in or salting-out
effects43–45.
After an outline of the experimental methods, we
present experimental results on reentrant condensation
in protein solutions with trivalent salts and the related
inversion of the protein charge. We introduce a model
for metal ion association and hydrolysis, which concep-
tually explains the observed phenomena. The theoretical
methods are summarized in more detail in the Appendix.
II. EXPERIMENTAL METHODS
A. Sample preparation and optical
characterization
All proteins were purchased from Sigma-Aldrich (BSA:
99% purity, A3059; HSA: 97–99%, A9511; BLG: 90%,
L3908; OVA: 98%, A5503) and used as received. FeCl3,
AlCl3 and YCl3 were purchased from Sigma Aldrich at
high purity grade (>99%). Deionized water was used to
prepare all solutions.
Stock solutions for proteins (200 mg/ml) and salts (200
mM) were prepared and then diluted in order to obtain
the desired concentrations. The protein stock solution
was filtered through 0.22 µm membrane filters (Milli-
pore). No buffer was used in order to study solely the
effect of the salt in the protein-protein interactions. pH
of freshly prepared protein-salt solutions was measured
using the pH meter Mettler Toledo InLab 413 SG/2n
IP67, which was calibrated before measurement to stan-
dard buffer solutions. The phase behavior of protein so-
lutions was determined using the optical transmission of
the solutions39 or by visual inspection. All preparations
and measurements were performed at room temperature.
In order to ensure structural stability of the proteins
at the given metal ion concentration and pH, the sec-
ondary structure content was monitored using Fourier
Transform Infrared spectroscopy. No significant changes
have been found in the amide I (≈ 1650 cm−1) and amide
II bands (≈ 1450 cm−1) at different metal ion concentra-
tions, implying that the secondary structure of the pro-
tein remains invariant for the range of salt concentration
studied.
B. Electrophoretic Light Scattering
All measurements of electrophoretic mobility were per-
formed with a Zetasizer Nano (Malvern Instruments
GmbH, Germany), using electrophoretic light scattering
(ELS) via phase analysis light scattering (PALS). From
the electrophoretic mobility, the so-called zeta potential
ζ can be calculated, which is the potential at the outer
border of the hydrodynamic stagnant layer around the
protein. In general, ζ reflects the total charge within the
stagnant layer, but the analytical relation is not trivial
in the case of soft, rough and non-spherical objects46.
The next paragraphs outline the calculation of the pro-
tein charge from ELS measurements. Note that this ap-
proach is based on several assumptions, most importantly
a mean-field theoretical approach for the ion distribution
and an effective sphere as representation of the protein.
Since both assumptions are not fully fulfilled in our sys-
tem, the resulting charges should be considered as ef-
fective charges47 which are not absolutely precise, but
suitable for relative comparison and further discussion.
ELS measures the particle mobility µE in an external
electrical field which is related to the zeta potential for a
spherical particle with radius a:46
µE =
2ε
3η
f(κa) ζ . (1)
ε is the total dielectric permittivity and η the viscosity
of the medium. The inverse Debye screening length κ
and the Bjerrum length λB represent the relevant length
scales for the electrostatic interaction:
κ2 = 4πλB
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Here, all present ionic species i are accounted for, with
the respective valency Zi and number concentration ni.
e denotes the elementary charge and kBT the Boltzmann
constant multiplied with the temperature.
The Henry function f(κa) in Eq. (1) interpolates be-
tween the Helmholtz-Smoluchowski limit (κa � 1: f =
1.5) and the Hu¨ckel-Onsager limit (κa < 1: f = 1).
f(κa) can be approximated by Oshima’s relation46,48:
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The reduced zeta potential ζ˜ = eζ2kBT is related to the
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Based on σ we calculate the total charge of the protein-
salt complex from
Q = 4πa2σ (5)
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For the different proteins we estimated the following ef-
fective radii45: aBSA = aHSA = 3.3 nm, aBLG = 2.7 nm,
aOVA = 3.6 nm. For BLG and OVA, we considered
dimers.
III. EXPERIMENTAL RESULTS
A. Reentrant Condensation
1 summarizes the phase diagrams determined by opti-
cal transmission and visual inspection showing reentrant
condensation behavior for BSA with three different metal
ions. In earlier studies, reentrant condensation has been
observed as a universal phase behavior for several globu-
lar proteins with negative native charge (e.g. BSA, HSA,
OVA, BLG) in the presence of multivalent metal cations
(e.g. Al3+, Fe3+, Y3+, La3+)38,39. At low salt concen-
trations, solutions are clear; above a critical salt con-
centration c∗ protein solutions enter a phase-separated
state. Further increase of the salt concentration results
in a clear solution again.
In the context of this study, it is important to empha-
size that there are significant differences concerning the
phase-separated regime (1). Quantitatively, the concen-
tration range for the phase-separated regime is clearly
narrower for Al3+ and Fe3+ than for Y3+. Qualita-
tively, the nature of the phase separation differs: while for
AlCl3, gels and aggregates are formed, only amorphous
aggregates are found in the case of FeCl3. For YCl3,
clustering, amorphous aggregates and liquid-liquid phase
separation are observed41.
B. Inversion of Surface Charge
2 presents the inversion of surface charge for several
typical sets of protein-metal ion solutions. The surface
charge is calculated by Eq. (4, 5) from ELS measure-
ments. For all studied combinations of proteins with
acidic pI (here: BSA, HSA, BLG, OVA) and multiva-
lent metal salt (here: YCl3, AlCl3, FeCl3), a clear in-
version of the surface charge is observed upon increasing
the metal ion concentration. In 2(top), we observe a clear
dependence of the point of zero charge c0 on the protein
concentration. This effect is expected, since the higher
number density of protein requires a higher concentra-
tion of metal ions to compensate for the native protein
surface charge.
2(bottom) illustrates the deviations of the quantitative
extent of charge inversion with respect to the combina-
tion of protein and metal salt. First, the maximum sur-
face charge after charge inversion depends on the protein.
This finding is expected, since the number of association
sites for metal ions will differ with protein size and struc-
ture. While BSA and HSA have comparable size and
show comparable absolute numbers, the OVA dimer is
FIG. 1. Reentrant phase behavior for BSA and different mul-
tivalent metal ions (Al3+, Fe3+, Y3+). The protein solution is
stable for low (green circles) and high (blue squares) metal ion
concentrations (white color-coding). For intermediate metal
ion concentrations, an unstable or metastable protein solution
exists (black stars and red color-coding). Clear differences can
be observed between the different metal ions. In particular,
the condensed regime occurs on a much narrower metal con-
centration range for Al3+ and Fe3+ than for Y3+, which is an
indication of relevant pH effects due to metal ion hydrolysis.
Part of the data are taken from earlier studies.38,39.
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FIG. 2. Inversion of protein surface charge induced by multi-
valent metal ions as calculated from electrophoretic measure-
ments. All solid lines correspond to Langmuir isotherms with
an additional cooperativity parameter (Eq. (6)). Top: Charge
inversion for protein concentration series (1, 2, 5, 10 mg/ml
BSA) with FeCl3: With increasing protein concentrations, the
point of zero charge shifts to higher salt concentrations. The
higher concentration of proteins requires a higher amount of
metal ions to compensate the native surface charge. Bottom:
Comparison between different salts for OVA (5 mg/ml) and
HSA (2 mg/ml) with FeCl3, AlCl3 and YCl3: The charge in-
version is universally present in all measured samples of BSA,
HSA, BLG and OVA in presence of FeCl3, AlCl3 and YCl3.
In general, the charge inversion occurs at lower salt concentra-
tion for acidic salts like FeCl3 and AlCl3 compared to YCl3,
indicating a relevant pH effect due to metal salt hydrolysis.
significantly larger and apparently obtains higher surface
charges after charge inversion. Second, the nature of the
metal salt has an effect. Different association behavior
is possible, and pH effects due to metal salt hydrolysis
are expected to contribute to the charge inversion. The
strength of the pH effect is reflected in the large shift of
c0 between rather neutral salts (YCl3) and acidic salts
(AlCl3, FeCl3).
C. Semiempirical Fit of Surface Charge
The solid lines in 2 represent fits with a Langmuir-
like equation for the protein charge upon variation of
salt concentration. The starting point for fitting these
charge profiles is the well-known Langmuir isotherm for
the association of a ligand at N independent sites with
association constant K. In our case, however, two mech-
anisms are expected to change this profile. First, each
counterion on the surface will change the protein charge
and thus suppress further ion association. Second, the
hydrolysis of the metal salts lowers the pH in the exper-
imental concentration range, causing an additional posi-
tive charge due to protonation of acidic residues.
In order to semiempirically allow for these two mecha-
nisms, i.e. competitive binding and pH effects, the asso-
ciation constant K is rewritten as a product of a intrinsic
association constant K � and an exponential, representing
the first-order correction of the free energy with respect
toQ: K(Q) = K �·exp(pQ). The cooperativity parameter
p corresponds to the free energy per protein charge. In-
troducing this modification into the Langmuir isotherm,
the fit function reads:
Q = Q0 +
ZNc
c+K � · exp(pQ) . (6)
Z is the valency of the metal ions, c is the metal ion
concentration, Q0 is the protein charge without metal
ions and N is the number of accessible association sites.
The exponential factor renders the equation implicit in
the desired variable Q; the solution is obtained from a
numerical bisection with respect to Q using the routine
supplied by the python package scipy.optimize50,51 (ver-
sion 0.7.0).
Using Eq. 6, the charge profiles from ELS can be fitted
with reasonable accuracy (2). Except from some unphys-
ical fits due to insufficient range of metal concentration,
the fit parameters show a consistent behavior: the pro-
tein charge Q0 lies between -5 and -12. The number of
association sites N varies between 4 and 11. Interest-
ingly, the parameter p is mainly negative. The binding
of counterions to the protein, however, is a competitive
binding due to the surface charge variation, implying a
positive p. The negative value of p thus implies a non-
negligible pH effect on the charge inversion.
D. pH of protein solutions with multivalent
salts
3 summarizes some results on the pH values of pro-
tein solutions with acidic multivalent salts. As expected,
the pH decreases with increased salt concentration down
to pH 4. At higher protein concentration, the pH de-
creases more slowly, presumably due to self-buffering of
the protein and binding of multivalent salt. Along with
the measured pH values, the point of zero charge c0 (red
circles), as taken from the fits, and the phase boundaries
of the phase-separated regime, c∗ and c∗∗ (yellow stars),
are shown. Importantly, both charge inversion and reen-
trant condensation take place at pH values above the
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FIG. 3. pH of protein solutions (HSA 2mg/ml, BSA 5mg/ml
and 10mg/ml) with FeCl3 and AlCl3. Both charge inversion,
indicated by the estimated point of zero charge c0 (red cir-
cle), and reentrant condensation, indicated by the critical salt
concentrations c∗ and c∗∗ (colored area), occur at pH values
above the isoelectric point pI (black dashed horizontal line).
Thus, binding of counterions has a non-negligible effect on the
charge regulation.
isoelectric point pI ≈ 4.7 of BSA52. The charge inver-
sion thus cannot be driven solely by pH variation of the
solution39; binding of multivalent counterions has also a
non-negligible effect.
IV. ANALYTICAL MODEL FOR THE
INTERPLAY OF ION ASSOCIATION AND
pH EFFECTS
The experimental results in the previous section indi-
cate that both pH and binding of multivalent ions play
an important role for the protein surface charge. Inspired
by these experimental findings, we present an analytical
model which incorporates several association reactions
(for a schematic representation, see 4). (De)Protonation
and association of metal counterions take place at the
same functional groups at the protein surface and are
thus in competition. Due to the geometrical compactness
of the protein, the functional groups are not independent,
but coupled to each other since the protein total charge
contributes non-negligibly to the association free energy.
Furthermore, the solution chemistry adds another level
of complexity due to the hydrolysis of metal salts and
the related changes of the pH in the protein solution.
In essence, there is a interplay of protein surface charge,
solution pH and salt concentration.
Using a model of a spherical particle in a solution,
we aim to extract some essential features by solving a
system of association reactions while simultaneously cor-
FIG. 4. Schematic representation of the reactions incorpo-
rated in the suggested model. The surface equilibria of metal
association, protonation, and hydrolysis link the total parti-
cle charge to the solution pH. Metal ions with pronounced pH
effect due to hydrolysis thus have a non-trivial effect on the
surface charge.
recting for charge and pH effects on the association equi-
libria. Note that the model should not be regarded as a
detailed quantitative description, which would obviously
fail, amongst other factors, for the reasons of missing
anisotropy effects from non-spherical particle geometry
and mean-field approximations for the ion distributions.
However, general trends of ion association, interwoven
with pH effects, should be accessible from this model
which we believe to capture the essential points.
Concerning the surface association, the calculation
scheme is inspired by adsorption models for metal com-
plexes at surfaces53,54 as well as ideas from well-known
titration calculations for proteins12,13,55 and models for
ion binding15,26–28,56. The hydrolysis of the trivalent
metal salts used here is well-characterized57–60. To our
knowledge, so far neither simulation nor theoretical mod-
els have addressed the coupling of metal salt hydrolysis
and surface association as present in unbuffered solutions
of proteins with salts.
A. Association reactions
When considering a protein in aqueous solution, first
and importantly, the charge regulation via acidic and ba-
sic residues has to be accounted for. The basic residues
are denoted as B+. Not all acidic residues are expected
to act as metal association site, e.g. for steric reasons.
D− represents acidic residues acting only as protonation
site while A− denotes a site with both protonation and
metal association.
HA
Ka� A− +H+ (7)
HD
Ka� D− +H+
BH+
Kb� B+H+
5
This reaction has to be complemented by the autopro-
tolysis of water
H2O
Kw� OH− +H+ (8)
Adding multivalent metal ions to the solution adds fur-
ther association reactions. The hydrolysis of metal ions
varies the solution pH, which in turn affects the charge
regulation of the protein.
M3+ +H2O
K0� M(OH)2+ +H+ (9)
M(OH)
2+
+H2O
K1� M(OH)+2 +H
+
M(OH)
+
2 +H2O
K2� M(OH)3 +H
+
We use a simplified notation where M3+ represents pos-
sible metal aquo complexes with the given charge, for
example the octahedral hexaaquaaluminium complex ion
Al(H2O)
3+
6 , for other valencies analogously
61. The lim-
ited solubility of M(OH)3 complexes will be discussed in
the next subsection. We have neglected further species
like M(OH)−4 since these will play a role in basic solutions
only61.
Finally, binding of metal ions to acidic sites at the
protein surface (each specimen, respectively) modulates
the surface charge:
M3+ +A−
Km0� MA2+ (10)
M(OH)
2+
+A−
Km1� M(OH)A+
M(OH)
+
2 +A
− Km2� M(OH)2A
M(OH)3 +A
− Km3� M(OH)3A
−
We do not incorporate other association reactions of
monovalent ions (like Na+ and Cl−) with both protein
and metal salt, since these reactions would unnecessarily
complicate the model. For simplicity we assume complete
solvation of salt and protein. Note that monovalent ions
are implicitly accounted for by the ionic strength which
screens the electrostatic contributions (see subsections on
free energy contributions and on phase behavior from
a DLVO picture). Although assumptions on the ionic
strength might quantitatively change the model param-
eters, the qualitative behavior from the binding of triva-
lent salt ions and their coupling with the pH is expected
to be similar.
B. Equilibrium constants and solubility
The association reactions mentioned in the previous
subsection incorporate several equilibrium constants Ki
which have to be chosen reasonably. While the equilib-
rium constants for the aqueous chemistry can be obtained
from literature values, an estimation of equilibrium con-
stants for association reactions on the protein surface is
pK�s pK0 pK1 pK2 pKm0
Fe 4.958 2.258 3.558 6.058 8.6
Al 10.459 5.059 5.159 6.659 5.7
Y 18.0562 7.760 10.0 15.0 4.2
TABLE I. Values for the equilibrium constants and solubility
products defined in the previous section. All values are given
as decadic logarithm. Note that superscripts do not denote
exponents, but specify the references. Values without refer-
ence have been estimated, since no precise literature value is
given to our knowledge (see discussion in text).
more involved. In principle, the association constant for
metal ions and protonation at the protein surface is lo-
cally varying with a rather broad distribution. The local
shifts arise from inhomogeneities in the electrostatic sur-
face potential and solvation energy due to the local sur-
face morphology as well as possible multi-dentate binding
configurations. Since we are aiming for a qualitative un-
derstanding of the pH effects on the charge inversion in
a simplified picture, we use a single value to represent
a hypothetical homogeneous association process of each
species, respectively. For the autoprotolysis of water, we
used pKw = 14.
1. Hydrolysis of metal ions
The used values are summarized in I. For the hydrol-
ysis constants, systematic variations are expected due
to temperature and total ionic strength57. The general
trend and relation between the metal salts, however, is
expected to be conserved. The values for pK2 have ad-
ditional uncertainties since the values will depend on the
choice how to distinguish between M(OH)3 and the corre-
sponding insoluble solid state which might be still present
in a cluster state57.
For the case of Y3+, the literature values for pK1 and
pK2 have been estimated since no published values ex-
ist to our knowledge. However, the pH below 7 in the
examined solutions makes these reactions negligible.
2. Solubility of metal hydroxides
Using the solubility product Ks, we obtain K
�
s =
Ks/K
3
w = [M
3+]max/[H
+]3, which can be used to calcu-
late the maximum concentration of free, unbound metal
ions at a given pH: [M3+]max = 10
−pK�s−3pH.
Solubilities vary by several orders of magnitude be-
tween solid phases with aging times over years (e.g.,
gibbsite Al(OH)3 or different hydrous ferric oxides as
hematite and geothite) and the amorphous state aged
only for hours58,59,61,62. The experiments discussed in
this study were performed within hours after prepara-
tion, suggesting the amorphous state after several hours
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as the suitable reference system. Accordingly, these sol-
ubility products K �s are listed in I.
During our experiments, no precipitation of metal hy-
droxide M(OH)3 has been observed. Metal ions are in-
troduced via a chloride salt. Most metal atoms occur
in hydroxy complexes and thus lower the pH consider-
ably. Furthermore, a considerable portion of the metal
ions is removed from the solubility equilibrium due to
association to the protein surface. During the calcula-
tion, the concentration of free, unbound ions was checked
and found generally smaller than the corresponding max-
imum concentration [M3+]max. Thus, no metal hydroxide
precipitation has to be taken into account.
3. Protonation and dissociation constants of
amino acid functional groups
Protonation at the protein surface occurs mainly at
the acidic amino acids, i.e. aspartic and glutamic acid.
The related intrinsic equilibrium constants of the side
chain in an isolated amino acid are pK �a = 3.71 and 4.15,
respectively63. Protonation of basic amino acid redidues
arginine and lysine has pK �b = 12.10 and 10.67 (Ref.
63).
In both cases, however, it has to be kept in mind that
solvation energies as well as the local electrostatic en-
vironment shift the equilibrium constants for individual
sites considerably. To account for these variations is the
central task of more detailed titration calculations13,55.
Estimating shifts in pK and aiming for representative
binding constants for the pH range between 3 and 7, we
use the following equilibrium constants: pKa = 5 and
pKb = 9. The number of basic residues is set to 40. The
number of acidic residues is set to 52, out of which 10 also
can bind metal ions. The number of metal binding sites
is chosen consistent with the semiempirical fit from the
experimental section. The total numbers of functional
groups are reasonable choices based on reported values
for functional groups. BSA and HSA as well as dimers of
BLG and OVA have approximately 80 basic and 90-100
acidic residues39. Note, though, that considerable part
of these might not dissociate in the given pH range due
to solvation shifts in the dissociation constant.
4. Association of metal ions to the protein
Several studies report equilibrium constants for the
association of Y(III) to bone sialoprotein64 as well as
Fe(III) and Al(III) to transferrin61,65,66. These values
have to be taken with care, since a single equilibrium con-
stant subsumes all hydrolysis species of metal ions in one
constant which thus presumably will be pH-dependent61.
Furthermore, these studies mainly focussed on metal
storage and transport proteins with specialized cavities.
However, also solvent-exposed glutamates and aspartates
have been shown to represent binding sites for multiva-
lent cations with low affinity and low cation specifity67.
Since no values for the association constants of metal ions
to side chains are given in the literature, we used those
reported for carboxylate groups of single amino acids in
solution. The equilibrium constants vary with the ac-
tual amino acid and solution conditions like buffer salts
as well as temperature. For Fe3+, values for pKm range
from 8.6 to 9.2; for Al3+, values between 5.7 and 6.7
have been reported68. Even lower values are given for
Y3+, ranging between 4.4 and 5.4 (Ref.68,69).
These values do not include any solvation effects which
are relevant for binding towards a carboxylic acid at the
protein surface and in general shift all equilibrium con-
stants to lower values. Furthermore, the values do not
correspond directly to pKm0, but incorporate binding
of all metal hydroxy complexes simultaneously. pKm1
and pKm2 should be smaller due to a decreased electro-
static contribution to the binding. Since our approach
is not aimed at describing the charging in full quantita-
tive accuracy, but rather at qualitatively rationalizing
the main effects, we choose the equilibrium constants
pKm0, pKm1 and pKm2 with the following estimation
procedure: First, we choose pKm0 as the lowest value
from the published range as listed also in I. These val-
ues account already for the loss of solvation due to the
binding site, i.e. one amino acid. Neighboring amino
acids of the proteins will cause further loss of solvation;
the effect, however, is not easy to estimate. Thus, in a
second step, we decrease the pKm0 by 2 to roughly ac-
count for the additional solvation effect in our course-
grained model. Third, we estimate the pure electro-
static constribution to pKm0 from the binding distance
rb ≈ 2A˚ found in protein crystal structures25. This gives
ΔpKm ≈ e2/(4π�rbkBT ln(10)) ≈ 1.5 per ligand charge.
We thus obtain pKm1 and pKm2 by subtraction of 1.5
and 3 from pKm0, respectively.
C. Contributions to the free energy and
surface charge effects
The equilibrium constants given in the previous sec-
tions can be rewritten as
K = exp (βΔG) = exp (β(ΔGintr +ΔGes)) (11)
Here we subsume all contributions under only two
terms: first, the intrinsic term ΔGintr accounts for
short-range, non-coulombic contributions. In particu-
lar, this term includes localized contributions like hydro-
gen bonding and coordinative bonds, but also accounts
for non-localized free energy contributions arising from
hydrophobic binding, solvation effects and other water-
mediated interactions36. Furthermore, entropic contri-
butions and ion activities as well as free energy contribu-
tions due to ion correlations are included in the intrinsic
part, since they show a comparable effect37.
Second, ΔGes accounts for the electrostatic long-range
interaction of the global surface charge Q with the ligand.
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Using the surface potential Ψ0, the terms reads
ΔGes = ZeΨ0 (12)
where Z is the formal charge of the ligand. In other
words, the local density of ions varies according to the
electrostatic potential at the reaction center and, thus,
the association reaction will also depend on the protein
charge. Eq. (4) defines the relation between the zeta
potential Ψ0 and the global surface charge Q. With this
in mind, all binding constants have to be considered as
depending on Q:
Ka = K
�
a τ(Q)
−1 , Kb = K �b τ(Q) , Kmi = K
�
mi τ(Q)
2−i
where K � = exp (βΔGintr) denotes the intrinsic binding
constant, respectively, and τ(Q) = exp (β eΨ0(Q) ) re-
presents the Boltzmann factor from the surface potential.
The surface charge Q can be expressed in terms of
the dissociated surface groups and bound metal ions (see
Appendix, Eq. (13)). Since the amount of binding in
turn depends on the association constantsK(Q) and thus
the surface charge Q, rendering the full determination
an implicit problem. The method to solve the system
of equations applied for this work is explained in more
detail in the Appendix.
V. MODEL RESULTS
A. Charge Inversion and solution’s pH
5 summarizes the model results for a fixed protein con-
centration (BSA or HSA 2 mg/ml) with different salts.
Both solution pH and protein charge vary faster for acidic
salts - as intuitively expected and observed in the exper-
iments (cf. 2, 3). In particular, for FeCl3, the extent
of charge inversion is much larger and the point of zero
charge occurs at much lower salt concentration compared
to YCl3. While for YCl3, the pH stays rather close to
neutral within the experimental concentration range, it
decreases below the isoelectric point, pI, for both other
salts at rather low salt concentrations. Note that in both
cases charge inversion occurs clearly before the pH value
reaches pI.
When compared to the experiments, the qualitative
agreement is very good. Even quantitatively, several
quantities such as the point of zero charge and the salt
concentration at the pI do not differ too much, indicating
an appropriate choice for the model parameters.
B. Phase Behavior: Reentrant Condensation
from a DLVO Picture
The phase behavior can be estimated by calculating
the stability from a DLVO-like picture4,5 by using the
surface charge as evaluated from the association model
FIG. 5. Results from the binding model for BSA / HSA (2
mg/ml) with FeAl3, AlCl3 and YCl3. Top: The inversion of
protein surface charge occurs at much lower salt concentra-
tions for acidic salts. Bottom: pH in general decrease upon
addition of salt. While for YCl3 the solutions stays nearly
neutral, the other two salts cause the pH to decrease below
the isoelectric point pI. Note that the model results show good
agreement with the experimental results (2, 3).
for the repulsive screened Coulomb interaction. We
choose a Hamaker constant of A = 3kBT for the at-
tractive van der Waals interaction70. The energy barrier
is calculated as the difference between the maximum of
the potential and the potential at equilibrium distance71,
req = 2
�
π√
18
3
4πn
�1/3
=
�√
2
n
�1/3
with the protein num-
ber density n. If no maximum exists, the barrier is set
to zero, representing phase regimes without stabilization
against aggregation.
6 presents the results in color coded form (in units of
kBT ). In addition, profile lines for the surface charge
are given (in units of elementary charges e). The general
shape of the phase diagram (6) resembles obviously the
experimental phase diagram (1). For all salts and pro-
tein concentrations, a charge inversion is found, which
causes a reentrant charge stabilization and thus reentrant
condensation. Furthermore, the phase diagram of acidic
salts like AlCl3 and FeCl3 differs clearly from those found
for YCl3. As in the experimental findings, the phase-
separated regime extends over a much larger salt concen-
tration range for the case of YCl3.
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FIG. 6. Stability barriers (color-coded in units of kBT ) and
protein charges (profile lines with indicated absolute charges
in e) for the full parameter space of the different metal ions.
In general, a reentrant phase behavior is observed with very
similar topology as the experimental results (cf. 1). For acidic
salts like FeCl3, the charge inversion occurs at much lower salt
concentration and within a smaller concentration range than
for rather neutral salts like YCl3.
VI. DISCUSSION
A. Mechanism of protein charge inversion
The experimental data for charge inversion have been
explained via a physicochemical model. Interaction of
multivalent metal ions with amino acid side chains occurs
mostly in a very specific manner. Primarily responsible
for this specificity is the metal ion chelation by carboxy-
late groups of Asp and Glu. There is clear evidence for
this interaction mechanism in one of the systems studied
here. A recently published72 crystal structure of BLG in
the presence of Y3+ reveals four well-defined binding sites
for Y3+ cations. The cations coordinate in multidentate
geometries with up to four carboxylate groups, thereby
acting as cross-linkers between the protein molecules.
The reentrant condensation of proteins could be quali-
tatively described using Monte-Carlo simulations for the
binding of cations to acidic amino acids exposed to the
solvent38,39. A recent study investigated the molecu-
lar mechanism of charge inversion in solutions of tetra-
aspartate, representing a model “protein” in the sense of
exposing carboxylic acids to the solvent73. Mono- and
bidentate association geometries of cations at carboxy-
late groups were found, indicating ion-carboxyl pairing
to be the underlying mechanism. Ion-protein interaction
was found to be dominated by electrostatic attraction be-
tween cations and the carboxyl group, while ion specific
chemical contributions seemed less important73.
Protonation equilibria of charged amino acid side
chains are the second factor contributing to charge in-
version. Variations of the pH cause considerable contri-
butions to the surface charge. This effect is particularly
pronounced in the case of metal ions like Fe3+ and Al3+,
which cause a significant pH shift by hydrolysis them-
selves. Although a generic effect of proteins, the extent
is dependent on the specific protein and its structure, in
particular the number of acidic and basic residues. For
unbuffered solutions, the specific combination of protein
and salt thus can have an important effect on the results.
A recent simulation study based on a course-grained pro-
tein model found a dependence of the isoelectric point on
monovalent ion concentration16, supporting the notion
that salt binding in combination with charge regulation
governs the protein surface charge.
B. Relation of charge inversion to reentrant
condensation
Reentrant condensation has been suggested to be a uni-
versal phenomenon in solutions of several globular pro-
teins with negative native charge in the presence of mul-
tivalent cations39. From a na¨ıve point of view, charge
inversion represents the essential mechanism allowing
residual attraction to cause phase separation, once the
Coulombic repulsion vanishes close to zero protein net
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charge.
Recent results inspire a more refined relation of reen-
trant condensation and charge inversion.
For BLG with divalent salts the solutions do not clear
up completely for high salt concentrations, although a
significant charge inversion has occured. Similarly, reen-
trant condensation is found to be incompletely estab-
lished for solutions of glucose isomerase in the presence
of Y3+, whereas a charge inversion is present. Combin-
ing these finding with the presented results of this study,
charge inversion is found to be a universal phenomenon
for globular proteins with negative native charge in the
presence of multivalent cations, while the occurence of
the reentrant regime seems to depend on other more spe-
cific conditions.
This finding is also in accordance with the observa-
tion that charge inversion caused by titration does not
induce reentrant condensation. For both HSA and BSA,
solutions remain stable when reducing the pH way below
the isoelectric point, even when passing a conformational
transition (normal to fast form)52,74,75.
The protein charge controls the Coulombic repulsion
between the protein molecules. For the case of salt-
induced charge inversion, the molecules repel each other
at low and high salt concentrations, whereas no Coulom-
bic repulsion is present at the point of zero charge. The
difference in phase behavior, i.e. the occurence of the
reentrant regime, mainly arises from the strength and
nature of attraction in the system. Since several pro-
teins without multivalent ions do not phase separate at
the isoelectric point, the binding of multivalent cations
does not only cause charge inversion, but also causes ad-
ditional attraction between the proteins. Possible mech-
anism for this attraction could be cation-crosslinks be-
tween two protein molecules72 or attractive patches due
to charge and hydrophobicity patterns.
These findings also imply another hypothetical mech-
anism besides the pH effect for the narrowing of the con-
densation regime for AlCl3 and FeCl3 compared to YCl3.
For acidic salts, the variation of pH causes a significant
part of the charge inversion due to side chain protona-
tion. The number of bound cations at the point of zero
overall charge is decreased, implying that ion-induced at-
tractions like cross-linking or patch formation are less
established. Less attraction in turn means a narrower
range around the point of zero charge, where repulsion
is small enough to allow sensitive phase separation and
aggregation. Thus, variation of the pH might not only in-
fluence the charge regulation, but could also be a control
parameter to further fine tune the protein interactions,
both attractive and repulsive, in order to allow control of
phase behavior and nucleation conditions41.
VII. CONCLUSION
Using electrophoretic light scattering, charge inversion
of globular proteins with negative native charge in the
presence of multivalent metal cations has been shown to
be a common phenomenon. Effects of the pH arising from
the hydrolysis of different metal salts induce significant
changes for charge inversion and reentrant phase behav-
ior. An analytical model based on chemical association
reactions and metal hydrolysis provides good qualitative
and even reasonable quantitative agreement with the ex-
perimental data, supporting the view of general features
governing the charge inversion in protein solutions. Both
local pairing of ions and carboxyl groups and protona-
tion represent likely mechanisms dominating the charge
inversion. Thus, in contrast to charge inversion in other
biological molecules such as DNA, protein charge inver-
sion should mainly be considered as a phenomenon driven
by ion-protein pairing. The actual extent of charge in-
version is determined by the specific combination of the
protein and added salt, rendering a detailed prediction
rather difficult.
For the phenomenon of reentrant condensation, the
picture becomes even more involved. Multivalent cations
do not only compensate the protein charge, but also
provide attractive interaction patches between proteins.
These attractive sites can be represented by crosslinks of
multivalent cations as found in protein crystals as well
as by varied surface patterns of charges and hydropho-
bicity. The interplay of cation binding and pH, thus, not
only governs the protein surface charge, but also governs
at least part of the protein interactions. The control of
pH in combination with multivalent cations is suggested
as a methodological improvement to control phase and
nucleation behavior of protein solutions. In a broader
context, the interplay of pH and ion association is rele-
vant for a comprehensive understanding of biological and
soft matter systems in aqueous electrolyte solutions.
APPENDIX: MODEL FOR ION
ASSOCIATION AND pH EFFECTS:
CALCULATION METHOD
In this appendix we present the model combining
protein-ion interactions and protolysis equilibria. Start-
ing from conservation laws for the number densities of all
involved components, we transform the system of non-
linear equation to a polynomial in [H+], which has been
found to have only one physical solution. The charge ef-
fect is implemented by a numeric bisection approach with
respect to the surface charge.
A. Conservation Laws
The reactions in Eqn. (7–10) imply conservation laws
for the total number density of all components:
m =
�
n
[M(OH)
3−n
n ] +
�
n
[M(OH)nA
2−n]
a = [A−] + [HA] +
�
n
[M(OH)nA
2−n]
d = [D−] + [HD]
b = [B+] + [B(OH)] .
For simplicity of notation, we use m for the total metal
ion concentration (bound and free), b for the total basic
residue concentration and a and d for the acidic redidue
concentrations (ion-binding and inert). The charge neu-
trality of the system implies a fifth equation incorporat-
ing all charged species:
0 =
�
n
�
(3− n)[M(OH)3−nn ] + (2− n)[M(OH)nA2−n]
� · · ·
−3m+ a− [A−] + [B+]− b+ d− [D−] + [H+]− [OH−] ,
including monovalent ions from the dissociation of the
salt (3m) and the amino acids of the protein (a, d, b),
which are assumed not to have a significant influence on
the initial pH at zero salt concentration.
From mass action we obtain the following polynomi-
als in [H+], which summarize the total concentrations of
different species occuring in the reactions Eqn. (7–10):
α([H+],Ki) =
3�
j=0
[H+]j
2�
n=3−j
Kn
β([H+],Ki, Li) =
3�
j=0
L3−j [H+]j
2�
n=3−j
Kn
γ([H+],Ka) = 1 + [H
+]Ka
δ([H+],Kb) = 1 + [H
+]Kb
�([H+],Ki, Li) =
3�
j=0
(j − 1)L3−j [H+]j
2�
n=3−j
Kn
φ([H+],Ki) =
3�
j=0
j [H+]j
2�
n=3−j
Kn
η(v[H+],K0) = (K0[H
+])
Using these polynomials, the conservation laws can be
rewritten in matrix form and the equation system can be
transformed into a set of four linear and one non-linear
equations:

m
a
d
b
h�
 =

α 0 0 0 β
0 γ 0 0 β
0 0 γ 0 0
0 0 0 δ 0
−ηφ η η (1− δ)η −�η
 ·

[M(OH)3]
[A−]
[D−]
[B(OH)]
[A−][M(OH)3]
 ,
χ

[M(OH)3]
[A−]
[D−]
[B(OH)]
[A−][M(OH)3]
 =

γδη(β + �γ) −βγδη −βγδη −β(1− δ)ηγ2 βδγ2
βγδηφ γδη(α�− βφ) −αβδη −αβγ(1− δ)η αβγδ
0 0 δη(α(β + �γ)− βγφ) 0 0
0 0 0 γη(α(β + �γ)− βγφ) 0
−δηγ2φ αγδη αδηγ α(1− δ)ηγ2 −αδγ2
 ·

m
a
d
b
h�

where we use the short-hand notations h� := −1+([H+]−
3m + (a + d) − b)η and χ = γδη(αβ + αγ� − βγφ). We
used Wolfram Mathematica� 8 to perform this task.
B. Derivation of polynomial in [H+] and
physical solution
Equating the product of the first and second row with
the fifth row, we obtain a polynomial in [H+]:
0 =
�
χ [A−]
�
row2
· ( χ [M(OH)3] )row1
−χ � χ [A−][M(OH)3] �row5
=: f(m,a,b,d)
�
[H+]
�
.
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Any solution of the system of equations has to be a root
of f(m,a,b,d)
�
[H+]
�
. Given a value of [H+], all other con-
centrations of reaction species can be calculated. The
physical solution is obtained by testing straight-forward
physical conditions for the mathematical roots [H+], re-
turning under all studied conditions a unique solution:
(i) [H+] ∈ R+
(ii) m > [M(OH)3][H+],m,a,b,d > 0
(iii) a > [A−][H+],m,a,b,d > 0
(iv) b > [B(OH)][H+],m,a,b,d > 0
(v) d > [D−][H+],m,a,b,d > 0
C. Surface Charge Effect on Association and
Implicit Relation
As pointed out in the main text, surface charge in-
fluences the association constants and is in turn deter-
mined by the amount of association. Using the solution
for [H+] from the previous subsection, the surface charge
can be calculated for a given set of association constants
Ka,Kb,Kw,Ki, Li:
Q = [B+]− [A−]− [D−] +
�
n
(2− n) · [M(OH)nA2−n]
=: g([H+],m, a, b, d)
In order to solve this implicit problem, we per-
formed a numerical bisection with respect to Q for
the function g
�
[H+],m, a, b, d
���
Q
− Q in the interval�
0, g
�
[H+],m, a, b, d
���
Q=0
�
using the routine supplied by
the Python package scipy.optimize50,51 (version 0.7.0).
ACKNOWLEDGEMENTS
The authors acknowledge financial support by the
Deutsche Forschungsgemeinschaft (DFG). FRR acknowl-
edges a fellowship by the Studienstiftung des Deutschen
Volkes. The authors benefitted from discussions with
M. Hennig (ILL, Grenoble, France), O. Lenz, C. Holm
(University of Stuttgart, Germany), M. Antalik (Slo-
vak Academy of Sciences, Kosice), and P. Jungwirth
(Academy of Sciences of the Czech Republic, Prague).
REFERENCES
1A. Warshel and M. Levitt, J. Mol. Biol. 103, 227
(1976).
2C. N. Pace, R. W. Alston, and K. L. Shaw, Protein
Sci. 9, 1395 (2000).
3M. Lund and B. Jo¨nsson, Biochemistry 44, 5722
(2005).
4B. V. Derjaguin and L. Landau, Acta Physicochim.
USSR 14, 633 (1941).
5E. Verwey and J. Overbeek, Theory of the Stability of
Lyophobic Colloids (Elsevier, 1948).
6J. Groenewold and W. K. Kegel, J. Phys. Chem. B 105,
11702 (2001).
7A. Stradner, H. Sedgwick, F. Cardinaux, W. C. K.
Poon, S. U. Egelhaaf, and P. Schurtenberger, Nature
432, 492 (2004).
8E. Bianchi, J. Largo, P. Tartaglia, E. Zaccarelli, and
F. Sciortino, Phys. Rev. Lett. 97, 168301 (2006).
9C. Go¨gelein, G. Na¨gele, R. Tuinier, T. Gibaud,
A. Stradner, and P. Schurtenberger, J. Chem. Phys.
129, 085102 (2008).
10S. Whitelam, Phys. Rev. Lett. 105, 088102 (2010).
11A. K. Buell, G. G. Tartaglia, N. R. Birkett, C. A.
Waudby, M. Vendruscolo, X. Salvatella, M. E. Welland,
C. M. Dobson, and T. P. J. Knowles, ChemBioChem
10, 1309 (2009).
12C. Tanford, S. A. Swanson, and W. S. Shore, J. Am.
Chem. Soc. 77, 6414 (1955).
13C. Tanford and J. G. Kirkwood, J. Am. Chem. Soc.
79, 5333 (1957).
14G. S. Manning, Q. Rev. Biophys. 11, 179 (1978).
15G. Scatchard, Ann. NY. Acad. Sci. 51, 660 (1949).
16A. Kurut and M. Lund, Faraday Discuss. online first.
DOI:10.1039/C2FD20073B (2013).
17F. Hofmeister, N-S Arch. Pharmacol. 24, 247 (1888).
18N. Schwierz, D. Horinek, and R. R. Netz, Langmuir
26, 7370 (2010).
19K. Collins, Biophys. J. 72, 65 (1997).
20J. Heyda, T. Hroba´rik, and P. Jungwirth, J. Phys.
Chem. A 113, 1969 (2009).
21W. Kunz, ed., Specific ion effects (World Scientific
Publishing Company, 2010).
22P. Jungwirth and B. Winter, Annu. Rev. Phys. Chem.
59, 343 (2008).
23M. M. Yamashita, L. Wesson, G. Eisenman, and
D. Eisenberg, Proc. Natl. Acad. Sci. USA 87, 5648
(1990).
24J. A. Tainer, V. A. Roberts, and E. D. Getzoff, Curr.
Opin. Biotechnol. 2, 582 (1991).
25M. M. Harding, Acta Crystallogr., Sect. D 57, 401
(2001).
26H. A. Feldman, Anal. Biochem. 48, 317 (1972).
27I. Klotz, Science 217, 1247 (1982).
28E. Tipping, Aquat. Geochem. 4, 3 (1998).
29V. Dahirel and M. Jardat, Curr. Opin. Colloid Interface
Sci. 15, 2 (2010).
30R. Messina, J. Phys.: Condens. Matter 21, 113102
(2009).
31A. G. Moreira and R. R. Netz, Europhys. Lett. 52, 705
(2000).
32M. Deserno, C. Holm, and S. May, Macromolecules
33, 199 (2000).
12
33A. Y. Grosberg, T. T. Nguyen, and B. I. Shklovskii,
Rev. Mod. Phys. 74, 329 (2002).
34E. Allahyarov, I. D’Amico, and H. Lo¨wen, Phys. Rev.
Lett. 81, 1334 (1998).
35K. Besteman, M. A. G. Zevenbergen, H. A. Heering,
and S. G. Lemay, Phys. Rev. Lett. 93, 170802 (2004).
36J. Lyklema, Colloid Surface A 291, 3 (2006).
37A. Travesset and S. Vangaveti, J. Chem. Phys. 131,
185102 (2009).
38F. Zhang, M. W. A. Skoda, R. M. J. Jacobs, S. Zorn,
R. A. Martin, C. M. Martin, G. F. Clark, S. Weg-
gler, A. Hildebrandt, O. Kohlbacher, and F. Schreiber,
Phys. Rev. Lett. 101, 148101 (2008).
39F. Zhang, S. Weggler, M. J. Ziller, L. Ianeselli, B. S.
Heck, A. Hildebrandt, O. Kohlbacher, M. W. A. Skoda,
R. M. J. Jacobs, and F. Schreiber, Proteins 78, 3450
(2010).
40L. Ianeselli, F. Zhang, M. W. A. Skoda, R. M. J.
Jacobs, R. A. Martin, S. Callow, S. Pre´vost, and
F. Schreiber, J. Phys. Chem. B 114, 3776 (2010).
41F. Zhang, R. Roth, M. Wolf, F. Roosen-Runge,
M. W. A. Skoda, R. M. J. Jacobs, M. Sztucki, and
F. Schreiber, Soft Matter 8, 1313 (2012).
42F. Zhang, F. Roosen-Runge, A. Sauter, R. Roth,
M. W. A. Skoda, R. Jacobs, M. Sztucki, and
F. Schreiber, Faraday Discuss. 159, 313 (2012).
43T. Arakawa and S. N. Timasheff, Biochemistry 23,
5912 (1984).
44F. Zhang, M. W. A. Skoda, R. M. J. Jacobs, R. A. Mar-
tin, C. M. Martin, and F. Schreiber, J. Phys. Chem.
B 111, 251 (2007).
45F. Zhang, F. Roosen-Runge, M. W. A. Skoda, R. M. J.
Jacobs, M. Wolf, P. Callow, H. Frielinghaus, V. Pipich,
S. Prevost, and F. Schreiber, Phys. Chem. Chem.
Phys. 14, 2483 (2012).
46A. Delgado, F. Gonza´lez-Caballero, R. Hunter,
L. Koopal, and J. Lyklema, J. Colloid Interface Sci.
309, 194 (2007).
47M. K. Menon and A. L. Zydney, Anal. Chem. 70, 1581
(1998).
48H. Ohshima, J. Colloid Interface Sci. 168, 269 (1994).
49H. Ohshima, T. W. Healy, and L. R. White, J. Colloid
Interface Sci. 90, 17 (1982).
50E. Jones, T. Oliphant, P. Peterson, et al., “SciPy: Open
source scientific tools for Python,” (2001).
51T. E. Oliphant, Comput. Sci. Eng. 9, 10 (2007).
52T. Peters, All about albumin: biochemistry, genetics,
and medical applications (Academic Press San Diego,
CA, 1996).
53R. O. James and T. W. Healy, J. Colloid Interface Sci.
40, 65 (1972).
54K. Agashe and J. Regalbuto, J. Colloid Interface Sci.
185, 174 (1997).
55D. Bashford and M. Karplus, J. Phys. Chem. 95, 9556
(1991).
56P. J. Munson and D. Rodbard, Anal. Biochem. 107,
220 (1980).
57R. Byrne, Y.-R. Luo, and R. Young, Mar. Chem. 70,
23 (2000).
58C. M. Flynn, Chem. Rev. 84, 31 (1984).
59E. Lydersen, Nord. Hydrol. 21, 195 (1990).
60S. A. Wood, Chem. Geol. 82, 159 (1990).
61R. B. Martin, Clin. Chem. 32, 1797 (1986).
62I. Diakonov, K. Ragnarsdottir, and B. Tagirov, Chem.
Geol. 151, 327 (1998).
63D. R. Lide, CRC handbook of chemistry and physics,
90th edition (CRC press Boca Raton, Florida, USA,
2009).
64P. Williams and A. Peacocke, Biochem. J. 105, 1177
(1967).
65R. Aasa, B. G. Malmstro¨m, P. Saltman, and
T. Va¨nng˚ard, Biochim. Biophys. Acta 75, 203 (1963).
66G. A. Trapp, Life Sci. 33, 311 (1983).
67C. Pastore, M. Franzese, F. Sica, P. Temussi, and
A. Pastore, FEBS J. 274, 4199 (2007).
68G. Berthon, Pure Appl. Chem. 67, 1117 (1995).
69R. S. Sandhu, Monatsh. Chem. 108, 51 (1977).
70M. Heinen, F. Zanini, F. Roosen-Runge, D. Fedunova,
F. Zhang, M. Hennig, T. Seydel, R. Schweins, M. Sz-
tucki, M. Antalik, F. Schreiber, and G. Na¨gele, Soft
Matter 8, 1404 (2012).
71F. Roosen-Runge, M. Hennig, T. Seydel, F. Zhang,
M. W. Skoda, S. Zorn, R. M. Jacobs, M. Maccarini,
P. Fouquet, and F. Schreiber, BBA-Proteins Proteom
1804, 68 (2010).
72F. Zhang, G. Zocher, A. Sauter, T. Stehle, and
F. Schreiber, J. Appl. Cryst. 44, 755 (2011).
73A. Kub´ıcˇkova´, T. Krˇ´ızˇek, P. Coufal, M. Vazdar,
E. Wernersson, J. Heyda, and P. Jungwirth, Phys.
Rev. Lett. 108, 186101 (2012).
74M. Dockal, D. C. Carter, and F. Ru¨ker, J. Biol. Chem.
275, 3042 (2000).
75L. R. Barbosa, M. G. Ortore, F. Spinozzi, P. Mariani,
S. Bernstorff, and R. Itri, Biophys. J. 98, 147 (2010).
13
