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WHOLE LINE SOLUTIONS TO ABSTRACT FUNCTIONAL
DIFFERENTIAL EQUATIONS
JOSEF KREULICH UNIVERSITA¨T DUISBURG/ESSEN
Abstract. In the underlying study it is shown how the linear method of the Yosida-approximation
of the derivative applies to solve possibly nonlinear and multivalued functional differential
equations like:
u
′(t) ∈ A(t, ut)u(t) + ωu(t), t ∈ R
Furthermore, in the case of finite and infinite delay we give an answer about whether the
solution is bounded, periodic, almost periodic, or some kind of almost automorphy.
1. Introduction
In the following we are going to prove the existence and stability for nonlinear functional
differential equations. For r > 0 let
I ∈ {(−∞, 0], [−r, 0]} ,
E ∈
{
BUC(R−,X), C([−r, 0],X)
}
,
Y = BUC(R,X).
For u ∈ Y we define ut := {I ∋ s 7→ u(t+ s)} ∈ E. Based on the previous definition we consider
the functional differential equation:
(1) u′(t) ∈ A(t, ut)u(t) + ωu(t) : t ∈ R.
This setting extends the one by Kartsatos [3], who proved the existence of a bounded solution
on R in the case of infinite delay, A(t, ϕ) single-valued, and D(A(t, ϕ)) = D. Litcanu [5] proved
the existence of a periodic solution in the case of infinite delay as well. In these studies, it is
also shown that the generalized solutions under certain conditions are in fact strong solutions in
case X is reflexive, and ϕ Lipschitz with ϕ(0) in the generalized domain of the operators A(t, ·).
In the present study we show how the completely different method of Yosida approximation of
the derivative applies to obtain existence of strong and mild solutions. In the general Banach
space case, and in view of the corresponding non-autonomous Cauchy problem,
(2) u′(t) ∈ B(t)u(t) + ωu(t) : t ∈ R,
it s shown that the found solution is an integral solution to (2), when B(t) = A(t, ut),
which serves for general regularity results in Banach spaces with the Radon-Nikodym-Property
(RNP). Moreover, A(t, ϕ) may be multivalued and D(A(t, ϕ)) may depend on t ∈ R. Ad-
ditionally, we show how the method applies to provide the existence of bounded, periodic,
anti-periodic, almost periodic and almost automorphic solutions in the finite and infinte delay
case. The applied method is taken from the study [4].
2. Main Assumptions
The main assumptions to solve the problem (1) on the operator A are:
Assumption 2.1. The family {A(t, ϕ) : t ∈ R, ϕ ∈ E} are m-dissipative operators.
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Assumption 2.2. There exist bounded and uniformly continuous functions h, k : R → X, a
constant K0 > 0, and L1, L2 : R
+ −→ R+ continuous and monotone non decreasing, such that
for λ > 0 and t1, t2 ∈ R we have
‖x1 − x2‖
≤ ‖x1 − x2 − λ(y1 − y2)‖+ λ ‖h(t1)− h(t2)‖L1( ‖x2‖)
+λ ‖k(t1)− k(t2)‖L2( ‖ϕ2‖) +K0λ ‖ϕ1 − ϕ2‖E
for all [xi, yi] ∈ A(ti, ϕi), i = 1, 2, ϕi ∈ E.
Assumption 2.3. There exist bounded and Lipschitz continuous functions g, h, k : R → X, a
constant K0 > 0, and L1, L2 : R
+ −→ R+ continuous and monotone non decreasing, such that
for λ > 0 and t1, t2 ∈ R we have
‖x1 − x2‖
≤ ‖x1 − x2 − λ(y1 − y2)‖+ λ ‖h(t1)− h(t2)‖L1( ‖x2‖)
+λ ‖g(t1)− g(t2)‖ ‖y2‖+ λ ‖k(t1)− k(t2)‖L2( ‖ϕ2‖) +K0λ ‖ϕ1 − ϕ2‖E
for all [xi, yi] ∈ A(ti, ϕi), i = 1, 2, ϕi ∈ E.
Throughout this study the Lipschitz constants for g, h, k will be denoted by Lg, Lh, Lk. The
assumptions above are extensions to the assumptions given for the Cauchy-problem (2). Setting
K0 = 0, and k = 0 we obtain the assumptions given in [4].
Remark 2.4. We have
Dˆϕ1 = Dˆϕ2 ∀ϕ1, ϕ2 ∈ E.
Moreover, if x ∈ Dˆϕ0 for some ϕ0 ∈ E and F ⊂ E is bounded we find some K > 0, such that
sup
t∈R,ϕ∈F
|A(t, ϕ)x| ≤ K.
In view of the previous observations we define Dˆ = Dˆϕ. Consequently we have Dϕ = Dˆ =: D.
Proof of Remark 2.4. Due to Assumption 2.3 we have for given ϕ1, ϕ2 ∈ E, t, s ∈ R, and
x ∈ Dˆ(A(t, ϕ1)
|A(s, ϕ2)x|
≤ |A(t, ϕ1)x| + ‖h(s)− h(t)‖L( ‖x‖) + ‖g(s)− g(t)‖ |A(t, ϕ1)x| +K0 ‖ϕ1 − ϕ2‖E.
A similar inequality comes with the Assumption 2.2. 
As we consider A(t, ut) + ωI we need the perturbed control inequality of Assumption 2.2 and
2.3. This is computed similar to [4, pp. 1056-1057] and leads with
hω : J −→ (X ×X, ‖·‖1)
t 7−→ (h(t), |ω| g(t))
and Lω1 = L(t) + t in case Assumption 2.3 to the modified inequality:
‖x1 − x2‖
≤ ‖x1 − x2 − λ(y1 − y2)‖+ λ ‖h
ω(t1)− h
ω(t2)‖L
ω
1 ( ‖x2‖)(3)
+λ ‖g(t1)− g(t2)‖ ‖y2‖+ ‖k(t1)− k(t2)‖L2( ‖ϕ2‖)
+K0λ ‖ϕ1 − ϕ2‖E + ω ‖x1 − x2‖,
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and in the case of Assumption 2.2 to
‖x1 − x2‖
≤ ‖x1 − x2 − λ(y1 − y2)‖+ λ ‖h
ω(t1)− h
ω(t2)‖L
ω
1 ( ‖x2‖)(4)
+ ‖k(t1)− k(t2)‖L2( ‖ϕ2‖) +K0λ ‖ϕ1 − ϕ2‖E + ω ‖x1 − x2‖.
Throughout this study we define for t ∈ R, x ∈ X and ϕ ∈ E,
Jωλ (t, ϕ)x := (I − λ(A(t, ϕ) + ωI))
−1 x
=
(
I −
λ
1− λω
A(t, ϕ)
)−1( 1
1− λω
x
)
=: J λ
1−λω
(t, ϕ)
(
1
1− λω
x
)
,
for all 0 < λ < 1
ω
.
3. Main Results
To identify the found solution in a more general setting we define integral solutions similar to
[4]
(5) v′(t) ∈ B(t)v(t) + ωv(t), t ∈ R.
Therefore we view B(t) as an operator independent of ϕ ∈ E, i.e. K0 = 0 and k = 0 in the
Assumption 2.2, or Assumption 2.3.
Definition 3.1. Assume that either the Assumption 2.2 with or Assumption 2.3 is satisfied
for the family {B(t) : t ∈ I} with K0 = 0 and k = 0. A continuous function u : R → X is called
an integral solution on R to (5), if
‖u(t)− x‖ − ‖u(r)− x‖ ≤
∫ t
r
([y, u(ν)− x]+ + ω ‖u(ν)− x‖) dν
+Lω1 ( ‖x‖)
∫ t
r
‖hω(ν)− hω(r)‖dν + ‖y‖
∫ t
r
‖g(ν)− g(r)‖dν
for all −∞ < r ≤ t < ∞, and [x, y] ∈ B(r) + ωI. In the case of Assumption 2.2 we assume
(g = 0).
The proof of existence is split into two main steps, the initialization of a recursion n = 1
its step from n → n + 1, for every small λ, and finally the computation of the double limit
limn→∞ limλ→0 . To approximate the solution the method provided in [4] is used. We start
with defining the Yosida approximation of the derivative on the whole line.
(∂t)λu(t) :=
1
λ
(
u(t)−
1
λ
∫ ∞
0
e−
τ
λu(t− τ)dτ
)
.
By the above definition we are able to define the recursion for the approximations.
Recursion 3.2. Let ψ ∈ Y.
: n = 1) u1,λ is the solution to
(6) (∂t)λ u1,λ(t) ∈ A(t, (ψ)t)u1,λ(t) + ωu1,λ(t) : t ∈ R
: n→ n+ 1) If {un,λ}λ>0 ⊂ Y is the solution to the n-th equation we define un+1,λ to be
the solution to:
(7) (∂t)λ un+1,λ(t) ∈ A(t, (un,λ)t)un+1,λ(t) + ωun+1,λ(t) : t ∈ R
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We are ready to state the main result of this section on the existence of a solution to (1) for
the finite and infinite delay case. As we found a sequence of functions {un}n∈N it remains to
prove their uniform convergence and the independence of the starting point ψ of the recursion.
Theorem 3.3. Let Assumption 2.1 and either Assumption 2.2 with K0 < −ω, or Assumption
2.3 with max {K0, Lg} < −ω hold. Further, let ψ ∈ Y. The double sequence defined in the
Recursion 3.2 is uniformly convergent on R, the limit is independent of the starting point, and
is an integral solution to the problem (5) with B(t) = A(t, ut) with adequate control functions
hB , LB , and g. We call this limit the solution to (1) on R.
As a direct consequence we obtain a bounded solution similar to [3] in the infinite delay case,
and as well in the case of finite delay.
Theorem 3.4. If Assumption 2.1 and either Assumption 2.2 with K0 < −ω, or Assumption
2.3 with max {K0, Lg} < −ω hold, then there exist a bounded and uniformly continuous solution
of (1).
In order to find strong solutions, the notion of Lipschitz continuity comes into play, for which
we provide the following theorem.
Theorem 3.5. If A satisfy either Assumption 2.2 with h, k Lipschitz and K0 < −ω, or As-
sumption 2.3 with Lg the Lipschitz constant Lg + K0 < −ω, then the solution u found in
Theorem 3.3 is globally Lipschitz continuous.
To obtain strong solutions in the case of RNP spaces or more restrictive for reflexive Banach
spaces, apply the proof of [2, 6.37] and Theorem 3.3.
Moreover the approximation applies to obtain periodicity analogous to the result in [5]. Addi-
tionally, it applies for the finite delay case.
Theorem 3.6. Let Assumption 2.1 and either Assumption 2.2 with K0 < −ω, or Assumption
2.3 with max {K0, Lg} < −ω hold. Further, let for some T > 0
A(t+ T, ϕ) = A(t, ϕ)
for all t ∈ R and ϕ ∈ E. Then there exist a T -periodic solution of (1).
Remark 3.7. A similar result can be found in the case of anti-periodicity.
Y = {f ∈ BUC(R,X) : f(t+ T ) = −f(t)} ,
if
Jλ(t+ T, ψt+T )f(t+ T ) = −Jλ(t, ψt)f(t)
for all ψ, f ∈ Y.
The previous observation applies to closed and translation invariant subspaces of BUC(R,X)
and leads to the follow abstract version. The method applies to periodic, antiperiodic, almost
periodic and almost automorphic solutions
Theorem 3.8. Let Assumption 2.1 and either Assumption 2.2 with K0 < −ω, or Assumption
2.3 with max {K0, Lg} < −ω hold. Further let Y ⊂ BUC(R,X) a closed and translation
invariant subspace. If
{t 7→ Jωλ (t, ψt)f(t)} ∈ Y
for all ψ, f ∈ Y, then the equation (1) has a solution u ∈ Y.
In the case of almost periodicity the forthcoming lemma applies to verify the assumption of
the previous theorem.
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Lemma 3.9. If ψ, f ∈ AP (R,X), and {t 7→ Jωλ (t, ϕ)x} ∈ AP (R,X), for all ϕ ∈ E, and x ∈ X,
then
{t 7→ Jωλ (t, ψt)f(t)} ∈ AP (R,X).
Remark 3.10. To find almost automorphic solutions consider
Y = {f ∈ BUC(R,X) : f is almost automorphic }
4. Existence on the whole line
The idea is to apply the Banach Fixpoint Principle on Y for a forthcoming iteration. We start
with the following proposition.
Proposition 4.1. Let ω < 0, ψ ∈ Y , and A(t, ψt) satisfy Assumption 2.1 and either As-
sumption 2.2, or Assumption 2.3 then {x 7→ Jωλ (t, ψt)x} is a strict contraction with q =
1
1−λω ,
and
F (u)(t) := Jωλ (t, (ψ)t)
(
1
λ
∫ ∞
0
e−
τ
λu(t− τ)dτ
)
.
has a fixpoint u1,λ ∈ Y = BUC(R,X).
We define
(8)
Tλ : Y −→ Y
ψ 7−→ u1,λ
Lemma 4.2. Let Assumption 2.1, and either Assumption 2.2 with ω < 0, or Assumption 2.3
with Lg < −ω hold. If ψ ∈ Y is Lipschitz, then
a) {Tλψ}λ>0 is uniformly bounded on R.
b) Tλψ is equi Lipschitz on R in the case of Assumption 2.3
c) Tλψ is uniformly equicontinuous on R in the case of Assumption 2.2
e) there exists u1 ∈ Y s.t limλ→0 Tλψ → u1 uniformly on R.
Proof of Lemma 4.2. Under the Assumption 2.3, and awith ψ ∈ Y given, the functions
(9)


h˜ : [0, T ] −→ (X ×X × E, ‖·‖1)
t 7−→ (hω(t), k(t), ψt),
and
L( ‖x‖) := Lω1 ( ‖x‖) + L2( ‖ψ‖∞) +K0,
are the modified control functions. This definition implies
‖x1 − x2‖
≤ ‖x1 − x2 − λ(y1 − y2)‖+ λ
∥∥∥h˜(t1)− h˜(t2)
∥∥∥L( ‖x‖)(10)
λ ‖g(t1)− g(t2)‖ ‖y2‖,
for (xi, yi) ∈ A(ti, ψti). Therefore B(t) = A(t, ψt) fulfills the Assumption 2.3 of [4]. A similar
inequality comes with Assumption 2.2. Hence, in both cases with B(t) := A(t, ψt) for t ∈ J we
are in the situation of [4, Thm. 2.11, Thm 2.13(1)].
The item a) follows by [4, Prop. 4.1, p. 1076].
The item b) is a consequence of [4, Lemma 4.3, p. 1077], item c) of [4, Cor. 4.3, p. 1078]. The
claim e) comes with [4, Lemma 4.6, p. 1079] which concludes the proof. 
Remark 4.3. Let ϕi ∈ E, i = 1, 2, z ∈ X and t ∈ R, then
(11) ‖Jωλ (t, ϕ1)z − J
ω
λ (t, ϕ2)z‖ ≤
Kλ
1− λω
‖ϕ1 − ϕ2‖E .
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Proof of Remark 4.3. Apply the inqualities (3) or (4) with Aλ(t, ϕi)z ∈ A(t, ϕi)Jλ(t, ϕi)z. 
Lemma 4.4. Let ω < 0, Assumption 2.1, and either Assumption 2.2 or 2.3 hold. Further, let
ψ ∈ Y, and Tλ satisfy the equation
(12) (∂t)λ Tλψ(t) ∈ A(t, (ψ)t)Tλψ(t) + ωTλψ(t) : t ∈ R
If t ∈ R, and ψ, φ ∈ Y we have,
‖Tλψ(t)− Tλφ(t)‖
≤
λK0
1− λω
‖ψt − φt‖E +
K0
1− λω
∫ ∞
0
exp
(
ω
1− λω
τ
)
‖ψt−τ − φt−τ‖Edτ(13)
If I(t) := (−∞, t] then
sup
x∈I(t)
‖Tλψ(x)− Tλφ(x)‖
≤
λK0
1− λω
sup
x∈I(t)
‖ψ(x)− φ(x)‖
+
K0
1− λω
∫ ∞
0
exp
(
ω
1− λω
τ
)
sup
x∈I(t−τ)
‖ψ(x)− φ(x)‖dτ(14)
Proof of Lemma 4.4. We restrict the proof to Assumption 2.3. For the starting element ψ, due
to Proposition 4.1 the mapping Tλ is well defined. For given t ∈ R we find,
‖Tλψ(t)− Tλφ(t)‖ = ‖uλ,ψ(t)− uλ,φ(t)‖
≤
∥∥∥∥Jωλ (t, ψt)
(
1
λ
∫ ∞
0
e−
τ
λuλ,ψ(t− τ)dτ
)
− Jωλ (t, φt)
(
1
λ
∫ ∞
0
e−
τ
λuλ,φ(t− τ)dτ
)∥∥∥∥
≤
∥∥∥∥Jωλ (t, ψt)
(
1
λ
∫ ∞
0
e−
τ
λuλ,ψ(t− τ)dτ
)
− Jωλ (t, φt)
(
1
λ
∫ ∞
0
e−
τ
λuλ,ψ(t− τ)dτ
)∥∥∥∥
+
∥∥∥∥Jωλ (t, φt)
(
1
λ
∫ ∞
0
e−
τ
λuλ,ψ(t− τ)dτ
)
− Jωλ (t, φt)
(
1
λ
∫ ∞
0
e−
τ
λuλ,φ(t− τ)dτ
)∥∥∥∥
≤
1
λ(1− λω)
∫ ∞
0
e−
τ
λ ‖uλ,ψ(t− τ)− uλ,φ(t− τ)‖dτ
+
λK0
1− λω
‖ψt − φt‖E.
By Proposition 5.1 we obtain for all t ∈ R
‖uλ,ψ(t)− uλ,φ(t)‖
≤
λK0
1− λω
‖ψt − φt‖E +
K0
1− λω
∫ ∞
0
exp
(
ω
1− λω
τ
)
‖ψt−τ − φt−τ‖Edτ.(15)
As
‖ψt‖E ≤ sup
x∈I(t)
‖ψ(x)‖,
we find
‖uλ,ψ(t)− uλ,φ(t)‖
≤
λK0
1− λω
sup
x∈I(t)
‖ψ(x)− φ(x)‖(16)
+
K0
1− λω
∫ ∞
0
exp
(
ω
1− λω
τ
)
sup
x∈I(t−τ)
‖ψ(x)− φ(x)‖dτ.
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Using that
{
t 7→ supx∈I(t) ‖ψ(x)‖
}
is non-decreasing the proof is finished.

Lemma 4.5. Let Assumption 2.1 and either Assumption 2.2 with ω < 0 or Assumption 2.3
with Lg < −ω hold. Further, let {ψλ}λ>0 ⊂ Y and ψ ∈ Y. If
lim
λ→0
ψλ = ψ, in Y,
uλ ∈ Y the solution to
(17) (∂t)λ uλ(t) ∈ A(t, (ψλ)t)uλ(t) + ωuλ(t) : t ∈ R
and vλ ∈ Y the solution to
(18) (∂t)λ vλ(t) ∈ A(t, (ψ)t)vλ(t) + ωvλ(t) : t ∈ R
then
lim
λ→0
‖uλ − vλ‖Y = 0.
Proof of Lemma 4.5. Apply inequality (14) from Lemma 4.4 with φ = ψλ and ψ = ψ, and
compute the supt∈R . 
Corollary 4.6. Under the conditons of the previous lemma, {vλ}λ>0 , and {uλ}λ>0 are Cauchy
in Y for λ→ 0.
Proof of Corollary 4.6. Using a uniform continuous extention of ψ on R, and a mollifier we find
that the Lipschitz functions on I∪ J are dense in Y. Consider ψε Lipschitz and the equation for
(19) (∂t)λ v
ε
λ(t) ∈ A(t, (ψ
ε)t)v
ε
λ(t) + ωv
ε
λ(t) : t ∈ R
Applying Lemma 4.2 we find {vελ}λ>0 is convergent for every ψ
ε arbitrary close to ψ. The use
of (13) from Lemma 4.4 and the triangle inequality gives
‖vλ(t)− vµ(t)‖ ≤ ‖vλ(t)− v
ε
λ(t)‖+
∥∥vελ(t)− vεµ(t)∥∥+ ∥∥vεµ(t)− vµ(t)∥∥
≤
λK0
1− λω
‖ψt − ψ
ε
t ‖E +
K0
1− λω
∫ ∞
0
exp
(
ω
1− λω
τ
) ∥∥ψt−τ − ψεt−τ∥∥Edτ
+
∥∥vελ(t)− vεµ(t)∥∥
+
µK0
1− µω
‖ψt − ψ
ε
t ‖E +
K0
1− µω
∫ ∞
0
exp
(
ω
1− µω
τ
) ∥∥ψt−τ − ψεt−τ∥∥Edτ.
Thus it remains compute the supt∈R on both sides of the inequality. 
Lemma 4.7. Let Assumption 2.1 and either Assumption 2.2 with ω < 0 or Assumption 2.3
with Lg < −ω hold. Further, let ψ ∈ Y. If u1,λ is the solution to (6) then
lim
λ→0
u1,λ = u1 ∈ Y.
If {un,λ}λ>0 ⊂ Y is the solution to the n-th step with
lim
λ→0
un,λ = un ∈ Y,
and un+1,λ is the solution to (7), then
lim
λ→0
un+1,λ = un+1 ∈ Y.
Proof of Lemma 4.7. Apply Lemma 4.2 and Corollary 4.6 to the start of the induction, the
induction step follows by Lemma 4.5 and Corollary 4.6.

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Proof of Theorem 3.3. Let t ∈ R, and n ≥ 1 we have by Lemma 4.4 and inequality (14), that
sup
x∈I(t)
∥∥T n+1λ ψ(x)− T nλ φ(x)∥∥
≤
λK0
1− λω
sup
x∈I(t)
∥∥T nλ ψ(x)− T n−1λ φ(x)∥∥
+
K0
1− λω
∫ ∞
0
exp
(
ω
1− λω
τ
)
sup
x∈I(t−τ)
∥∥T nλ ψ(x)− T n−1λ φ(x)∥∥dτ
As we may pass to λ→ 0, we obtain,
sup
x∈I(t)
‖un+1(x)− un(x)‖ ≤ K0
∫ ∞
0
exp (ωτ) sup
x∈I(t−τ)
‖un(x)− un−1(x)‖dτ
≤
K0
|ω|
sup
x∈I(t)
‖un(x)− un−1(x)‖.
Consequently, when computing the supt∈R we have
‖un+1 − un‖Y ≤
(
K
−ω
)n
‖u1 − ψ‖Y
and {un}n∈N becomes Cauchy in Y. Let ψ, φ starting points of the iteration, then for
Sλ : BUC(R,X) −→ BUC(R,X)
f 7−→
{
t 7→
K0
1− λω
∫ ∞
0
exp
(
ωτ
1− λω
)
f(t− τ)dτ
}
,
I(t) = (−∞, t], and
fλn (t) := sup
x∈I(t)
‖T nλ ψ(x)− T
n
λ φ(x)‖ n ∈ N0
by Lemma 4.4 we have,
fλn+1(t) ≤
K0λ
1− λω
fλn (t) +
(
Sλf
λ
n
)
(t).
Iterating the inequality gives
∥∥∥fλn+1
∥∥∥
∞
≤
∥∥∥∥∥
(
K0λ
1− λω
I + Sλ
)n+1∥∥∥∥∥ ‖ψ − φ‖∞
≤
(
K0λ
1− λω
+
K0
−ω
)n+1
‖ψ − φ‖∞
we have for K0
−ω
< 1 and small λ, that
(
K0λ
1−λω +
K0
−ω
)n
is summable, therefore a null sequence,
which proves the independence of the starting point, when passing to λ→ 0 and n→∞.
It remains to prove that u is an integral solution. We start with Assumption 2.3. For given
n ∈ N we have for q small that {T nλ ψ}0<λ≤q is equi-Lipschitz by Lemma 4.2. Consequently, un
is Lipschitz as well. Hence, with the modified control functions
h˜ : [0, T ] −→ (X ×X × E, ‖·‖1)
t 7−→ (hω(t), k(t), (un)t)
and
L( ‖x‖) := Lω1 ( ‖x‖) + L2( ‖un‖∞) +K0,
we obtain, that Bn(t) := A(t, u
n
t ) is an operator satisfying the Assumption 2.1, and 2.3 in [4].
As the approximation
(20) (∂t)λ v
n
λ(t) ∈ Bn(t)v
n
λ(t) + ωv
n
λ(t), t ∈ R
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tends to the integral solution [4, 2.11(2)], when passing to λ → 0.. Lemma 4.5 gives un = vn,
and we conclude
‖un(t)− xn‖ − ‖un(r)− xn‖ ≤
∫ t
r
([yn, un(ν)− xn]+ + ω ‖un(ν)− xn‖) dν
+L( ‖xn‖)
∫ t
r
∥∥∥h˜(ν)− h˜(r)∥∥∥dν + ‖yn‖
∫ t
r
‖g(ν)− g(r)‖dν
for all −∞ < r ≤ t < ∞, and [xn, yn] ∈ Bn(r) + ωI. Lemma 4.3, Assumption 2.3 together
with [2, Theorem 10.5.] and [2, (10.6)] lead, for given [x, y] ∈ A(t, ut) to [xn, yn] ∈ A(t, (un)t)
such that limn→∞[xn, yn] = [x, y]. Passing to n→∞ we showed that u is an integral soltion in
the case of Assumption 2.3 with the control function h˜, L, and g. Note that similar arguments
apply with uniform continuity in the case of Assumption 2.2, with [4, Thm. 2.11 (1)] instead
of [4, 2.11(2)]. 
Proof of Theorem 3.5. We restrict to the case of Assumption 2.3. and by the recursion 3.2, we
have
(∂t)λ Tλψ(t) ∈ A(t, ψt)Tλψ(t) + ωTλψ(t).
This leads for t := t− s and t = t by the Assumption 2.3 to:
‖Tλψ(t− s)− Tλψ(t)‖ ≤ ‖Tλψ(t− s)− Tλψ(t) − λ ((∂t)λ Tλψ(t− s)− (∂t)λ Tλψ(t))‖
+
λ
(1− λω)
( ‖h(t1)− h(t2)‖L1( ‖Tλψ(t)‖) + ‖g(t1)− g(t2)‖ ‖(∂t)λ Tλψ(t)‖)
+
λ
1− λω
( ‖k(t1)− k(t2)‖L2( ‖ψt‖E) +K0 ‖ψt−s − ψt‖E)
≤
1
λ(1− λω)
∫ ∞
0
exp
(
−τ
λ
)
‖Tλψ(t− s− τ)− Tλψ(t− τ)‖dτ
+
λ
1− λω
( ‖h(t1)− h(t2)‖L1( ‖Tλψ(t)‖) + ‖g(t1)− g(t2)‖ ‖(∂t)λ Tλψ(t)‖)
+
λ
1− λω
( ‖k(t1)− k(t2)‖L2( ‖ψt‖E) +K0 ‖ψt−s − ψt‖E)
Defining I(t) := (−∞, t]
Kλ,n(t) := sup
s>0
1
s
‖T nλ ψ(t− s)− T
n
λ ψ(t)‖
K
sup
λ,n (t) := sup
r∈I(t)
Kλ,n(r)
Sλ,n(t) = sup
s>0
1
s
‖T nλ ψ(t− s)− T
n
λ ψ(t)‖E
we have
Sλ,n(t) ≤ K
sup
λ,n (t),
Additionally
‖(∂t)λ T
n
λ ψ(t)‖ ≤ Kλ,n(t).
This gives with boundedness of T nλ ψ, the Lipschitz assumptions on h, g, k, and some adequate
contant K,
Kλ,1(t) ≤
1
λ(1− λω)
∫ ∞
0
exp
(
−τ
λ
)
Kλ,1(τ)dτ
+
λ
1− λω
K (Lh + Lk) + LgKλ,1(t) +
K0λ
1− λω
Sλ,0(t).
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Consequently,
Kλ,1(t) ≤
1
λ(1− λ(ω + Lg))
∫ ∞
0
exp
(
−τ
λ
)
K
sup
λ,1 (τ)dτ
+
λ
1− λ(ω + Lg)
K (Lh + Lk) +
K0λ
1− λ(ω + Lg)
K
sup
λ,0 (t)
As the right hand side is monotone increasing in t we find
K
sup
λ,1 (t) ≤
1
λ(1− λ(ω + Lg))
∫ ∞
0
exp
(
−τ
λ
)
K
sup
λ,1 (τ)dτ
+
λ
1− λ(ω + Lg)
K (Lh + Lk) +
K0λ
1− λ(ω + Lg)
K
sup
λ,0 (t)
Applying Proposition 5.1 we conclude with some adequate constant K2,
K
sup
λ,1 (t)
≤
λ
1− λ(ω + Lg)
K (Lh + Lk) +
K0λ
1− λ(ω + Lg)
K
sup
λ,0 (t)
+
1
λ(1− λ(ω + Lg))
∫ ∞
0
exp
(
ω + Lg
1− λ(ω +  Lg)
τ
)
λ
1− λ(ω + Lg)
K (Lh + Lk) dτ
+
K0
(1− λ(ω + Lg))2
∫ ∞
0
exp
(
ω + Lg
1− λ(ω +  Lg)
τ
)
K
sup
λ,0 (t− τ)dτ
≤ K2 + λK2K
sup
λ,0 (t)) +
K0
(1− λ(ω + Lg))2
∫ ∞
0
exp
(
ω + Lg
1− λ(ω +  Lg)
τ
)
K
sup
λ,0 (t− τ)dτ.
By repeating the steps for every n we find
K
sup
λ,n+1(t)
≤ K2 + λK2K
sup
λ,n (t)) +
K0
(1− λ(ω + Lg))2
∫ ∞
0
exp
(
ω + Lg
1− λ(ω +  Lg)
τ
)
K
sup
λ,n (t− τ)dτ,
Defining
Sλ : BUC(R,X) −→ BUC(R,X)
f 7−→
{
t 7→
K0
(1− λ(ω + Lg))2
∫ ∞
0
exp
(
(ω + Lg)τ
1− λ(ω + Lg)
)
f(t− τ)dτ
}
for Lg +K0 < −ω and small λ we have that the spectral radius r (K2λI + Sλ) ≤ q < 1 which
leads to the uniform boundedness of Ksupλ,n .

Thus we are in the situation to apply the uniform convergence of the approximation uλ,n.
Proof of Theorem 3.4. The fixpoint mapping of Prop. 4.1 leaves Y = BUC(R,X) invariant.
Thus, we find u as a uniform limit of bounded and uniformly continuous functions. 
Proof of Theorem 3.6. As the fixpoint mapping of Prop. 4.1 leaves
Y = {f ∈ BUC(R,X) : f(t+ T ) = f(t) for all t ∈ R}
invariant, we find u as a uniform limit of T -periodic functions. 
Proof of Lemma 3.9. For x, y ∈ X and ϕ, φ ∈ E by the triangle inequality
‖Jωλ (t, ϕ)x− J
ω
λ (t, φ)y‖ ≤
λK0
1− λω
‖ϕ− φ‖E + ‖x− y‖.
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For given g ∈ AP (R,X) we have {t 7→ gt} ∈ AP (R, AP (R,X)), which yields {t 7→ gt} ∈
AP (R, E)). Hence [1, Chapter VII,Lemma 4.1] applies. 
5. Appendix
Proposition 5.1. The solution to the integral equation
(21) u(t) = f(t) + α
∫ ∞
0
exp(−βτ)u(t− τ)dτ,
for 0 < α < β, is given by
u(t) = (Rf)(t) := f(t) + α
∫ ∞
0
exp(−(β − α)τ)f(t− τ)dτ.
Note that the resolvent is positive.
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