Abstract. In the paper, there has been constructed the ∇-model of the Bittner operational calculus for the backward difference ∇u(k) = u(k) − u(k − 1) in the space of two-sided sequences. A form of the Taylor's formula has been derived. Applying the operation
The foundations of the Bittner operational calculus
The Bittner operational calculus [3] [4] [5] 12 ] is referred to as a system
where L 0 and L 1 are linear spaces (over the same field of scalars Γ 1 ) such that L 1 ⊂ L 0 . The linear operation S : L 1 −→ L 0 (denoted as S ∈ L(L 1 , L 0 )), called the (abstract) derivative, is a surjection. Moreover, Q is an arbitrary nonempty set of indices q for the operations T q ∈ L(L 0 , L 1 ) such that ST q w = w, w ∈ L 0 , called integrals and for the operations s q ∈ L(L 1 , L 1 ) such that s q u = u − T q Su, u ∈ L 1 , called limit conditions. The kernel of S, i.e. Ker S is called the set of constants for the derivative S.
It is easy to verify that the limit conditions s q , q ∈ Q are projections of L 1 on the subspace Ker S.
By induction we define a sequence of spaces L n , n ∈ N 2 such that
The following auxiliary theorems (see [5] ) are used throughout the paper:
with the limit condition
has only one solution
Moreover, the projection s q is a limit condition corresponding to the integral T q .
Lemma 3. The following Taylor's formula
The elements
are called the Taylor's polynomial and the Taylor's reminder for the element u at the point q, respectively. It is easy to check that W n−1,q u ∈ Ker S n and R n,q u ∈ L n . From (3) we obtain
from which it follows that the integrals T q := T n q and the limit conditions s q := n−1 =0 T q s q S , where q ∈ Q and T 0 q := id L 0 , S 0 := id L 1 are the identity operations, correspond to the derivative S := S n .
If we define the objects (1), we talk about the representation or the model of the operational calculus.
The ∇-model
Let Z be the set of integers. It is obvious that the set C(Z) of infinite two-sided real sequences {u(k)} k∈Z with common addition of sequences and common multiplication of sequences by the real numbers is the linear space.
forms the discrete ∇-model of the Bittner operational calculus with the derivative as the backward difference ∇. 3 Proof. It is easy to see that the operations (4)- (6) 
Thus, the axiom
Similarly, for k > k 0 we get
From the definition of T k 0 we also have
The symbols (7), (8) are called Pochhammer's symbols or falling factorial power and rising factorial power, respectively [7, 11] . 
Proof. We carry out the proof of (9) by induction in respect to . Consider the case when k k 0 . The proof for k k 0 is similar.
From the definition of T k 0 for k k 0 , we have
i.e. the formula (9) for = 1. Let
Thus, we have s k 0 {v +1 (k)} = {0}. Moreover, taking under consideration the property of the falling factorial power
we obtain
= (−1)
From (2) it follows that the solution of the problem has the form of
Applying the induction assumption, we get
which results from (7), (8) , therefore the discrete form (9) of the Cauchy formula can be rewritten by using only one factorial power. Thus, we obtain the Corollary 1.
Notice that Ker S = { {c } k∈Z : c ∈ R }.
Corollary 2.
For any c ∈ R we have
Proof. Like previously, we consider only the case when k k 0 . Using the property of the rising factorial power
Applying the Corollary 1 and (13), we obtain
Remark. As T 0 k 0 is the identity operation, the formula (12) holds also for = 0.
On the basis of Lemma 1, (11) and (12), we obtain (cf. [1, 12] )
forms a discrete ∇ n -model of the Bittner operational calculus.
where b = {b(k)} ∈ C(Z) is a given sequence such that
is a generalization of the derivative (4). The operation (14) will be called the backward difference on the basis b or, in short, backward b-difference.
To construct the model of the operational calculus connected with the derivative (14) we will use the idea of solving the equation
It is easy to check that the sequences {c(k)} ∈ Ker S b have the form of
where C is an arbitrary real constant. Pay attention that {e(k)} be a sequence {c(k)} for C = 1. In this connection assume also that
Thus, we have
Therefore,
The equation (16) can be presented as
From Lemma 1, it follows that the sequence
is the solution of (18). From (17), we get u(k) = e(k)y(k), k ∈ Z. Finally,
is the solution of (15). Let Using the definition (6) of the limit conditions s k 0 , we get T b,k 0 {u(k)} := {e(k)}T k 0 u(k) e(k) , k 0 ∈ Z, {u(k)} ∈ C(Z).
Moreover, s b,k 0 is the limit condition corresponding to the integral (21). In this way, we obtain
