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Abstract
Infinite divisibility of the Riemann Xi-function is estabilished in the critical strip.
1 Riemann Xi and Infinite Divisibility
Riemann (1859) defined the zeta, ξ and Ξ-functions as
ζ(s) =
∞∑
n=1
n−s, ξ(s) = 1
2
s(s− 1)pi− 12sΓ ( 1
2
s) ζ(s) and Ξ(s) = ξ ( 1
2
+ is) .
The Riemann Hypothesis (RH) states that all the non-trivial zeroes of ζ(s) lie on the
line Re(s) = 1
2
, so that the zeroes of Ξ(s) = ξ ( 1
2
+ is) = Ξ(−s) lie on the real axis.
Equivalently ξ (σ + is) 6= 0 for 1
2
< σ < 1. To show this, we express ξ (σ + is) in terms of
a Fourier transform of an infinitely divisible random variable.
Riemann’s original paper derives the identity, with ψ(x) =
∑
∞
n=1 e
−n2pix,
Ξ(z) =
1
2
− (z2 + 1
4
) ∫ ∞
1
ψ(x)x−
3
4 cos ( 1
2
z log x) dx . (1)
Let z = σ + is with |σ| < 1
2
, so that
− 2
z2 − 1
4
=
∫
∞
0
e
1
2
(z− 1
2
)udu+
∫
∞
0
e−
1
2
(z+ 1
2
)udu .
Evaluating (1) at iz and transforming with x = eu yields
Ξ(iz) = 1
2
(
z2 − 1
4
) ∫ ∞
0
(e
1
2
zu + e−
1
2
zu)Ψ(u)du
= 1
2
(
z2 − 1
4
) ∫ ∞
−∞
e
1
2
zuΨ(u)du
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where Ψ is an even function given by
Ψ(u) = ψ (eu) e
1
4
u − 1
2
e−
1
4
u = Ψ(−u).
Writing
∫
∞
0 e
−piv2e−udv = 1
2
e
1
2
u, yields
Ψ(u) =
∞∑
n=1
e−
1
4
u−pin2e−u − 1
2
e
1
4
u
= e−
1
4
u
∞∑
n=1
∫ n
n−1
(
e−pin
2e−u − e−piv2e−u
)
dv
The zeros of Ξ(iz) = ξ(σ + 1
2
+ is) for σ < 1
2
are then given by those of
φσ(s) :=
∫
∞
−∞
esufσ(u)du where fσ(u) =
e
1
2
σuΨ(u)
ξ(σ)
. (2)
Now split the range of integral to give
φσ(s) =
∫
∞
0
(
esu+
1
2
σu + e−su−
1
2
σu
) Ψ(u)
ξ(σ)
du .
Taking each terms separately,
∫
∞
0
esu+
1
2
σuΨ(u)du =
∫
∞
0
e(s+
1
2
σ− 1
4
)u
∞∑
n=1
∫ n
n−1
(
e−pin
2e−u − e−piv2e−u
)
dvdu
=
∞∑
n=1
∫ n
n−1
∫
∞
0
e(s+
1
2
σ− 1
4
)u
(
e−e
−u+log(pin2) − e−e−u+log(piv
2)
)
dudv
(u← u− log(pin2)) =
∞∑
n=1
∫ n
n−1
∫
∞
0
e(s+
1
2
σ− 1
4
)(u+log(pin2))
(
e−e
−u − e−e−u−log(pin
2)+log(piv2)
)
dudv
=
∞∑
n=1
∫ n
n−1
∫
∞
0
e(s+
1
2
σ− 1
4
)(u+log(pin2))
(
e−e
−u − e− v
2
n
2 e
−u
)
dudv.
Now write
e−e
−u − e− v
2
n
2 e
−u
=
∫ 1
v
2
n
2
e−u−λe
−u
dλ.
2
Hence,∫ n
n−1
∫ 1
v
2
n
2
e−u−λe
−u
dλdv =
∫ 1
(n−1
n
)2
e−u−λe
−u
n
(√
λ− n− 1
n
)
dλ
=
∫
∞
0
e−u−λe
−u
n
(√
λ− n− 1
n
)
I
{
n− 1
n
≤
√
λ ≤ 1
}
dλ
=
∫
∞
0
(
∞∑
k=0
(−λ)k
k!
e−(k+1)u
)
Jn(λ)dλ
=
∫
∞
0

∫ ∞
0
ue−xu
[x−1]∑
k=0
(−λ)k
k!
dx

 Jn(λ)dλ
=
∫
∞
0
ue−xu

[x−1]∑
k=0
∫
∞
0
(−λ)k
k!
Jn(λ)dλ

 dx
:=
∫
∞
0
x2ue−xugn(x)dx
where
Jn(λ) = n
(√
λ− n− 1
n
)
I
{
n− 1
n
≤
√
λ ≤ 1
}
≥ 0, gn(x) = 1
x2
[x−1]∑
k=0
∫
∞
0
(−λ)k
k!
Jn(λ)dλ <∞.
Here λk/k! is decreasing in k, on
{
λ : n−1
n
≤ √λ ≤ 1
}
, so that gn(x) ≥ 0.
Hence, with dGn(x) = gn(x)dx,∫
∞
0
esu+
1
2
σuΨ(u)du =
∞∑
n=1
∫
∞
0
e(s+
1
2
σ− 1
4
)(u+log(pin2))
(∫
∞
0
x2ue−xugn(x)dx
)
du
=
∞∑
n=1
∫
∞
0
(∫
∞
0
e(s+
1
2
σ− 1
4
)(u+log(pin2))x2ue−xudu
)
dGn(x)
=
∞∑
n=1
(pin2)s+
1
2
σ− 1
4
∫
∞
log(pin2)
(
x
s+ 1
2
σ − 1
4
− x
)2
dGn(x).
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Now write this as a LT of a mixture of Gamma(2) and a mixture of exponentials as
∞∑
n=1
pin2
∫
∞
0
((
x
s+ 1
2
σ − 1
4
− x
)2
+
log(pin2)x2
s+ 1
2
σ − 1
4
− x
)
dGn(x).
=
∫
∞
0
(
x
x+ ( 1
4
− 1
2
σ − s)
)2( ∞∑
n=1
pin2gn(x)dx
)
− x
x+ ( 1
4
− 1
2
σ − s)
(
∞∑
n=1
pin2 log(pin2)xgn(x)dx
)
=
∫
(0,2]×(0,∞)
(
x
x+ ( 1
4
− 1
2
σ − s)
)r
dG(r, x)
where G(r, x) is a distribution function defined on (0, 2] × (0,∞), given by
dG(r, x) =
∞∑
n=1
pin2
(
δ2(dr)− δ1(dr) log(pin2)x
)
gn(x)dx.
Similarly, write
∞∑
n=1
pin2
∫
∞
0
(
x
s+ 1
2
σ + 1
4
+ x
)2
− log(pin
2)x2
s+ 1
2
σ + 1
4
+ x
dGn(x) =
∫
(0,2]×(0,∞)
(
x
x+ ( 1
4
+ 1
2
σ + s)
)r
dG(r, x)
Hence, by Steutel and van Harn (2003, Theorem 4.9) and (2),
φσ(s) =
1
ξ(σ)
{
E
[
e−(
1
4
−
1
2
σ−s)X
]
+ E
[
e−(
1
4
+ 1
2
σ+s)X
]}
whereX is infinitely divisible.
Zeros of Fourier transforms of mixtures were originally studied by Po´lya, see also
Cardon (2005). The following result applies to Gamma(2) mixtures.
Theorem 1 (Kristiansen). If G is an arbitrary distribution function on [0,+∞), then
∫
∞
0
(
1
1 + sx
)2
dG(x)
is the Laplace transform (LT) of an infinitely divisible distribution.
Given infinite divisibility, there exists a Le´vy measure, µσ(dx)/x, such that
φσ(s)
φσ(0)
= exp
(∫
∞
0
(e−sx − 1)µσ(dx)
x
)
(3)
= exp
(
φ′σ(0)
φσ(0)
s+
∫
∞
0
(e−sx − 1 + sx)µσ(dx)
x
)
. (4)
Following Polson (2018, Lemma 2), there exists a Thorin measure, νσ(dt), such that
φσ(0)
φσ(s)
= exp
(
−φ
′
σ(0)
φσ(0)
s+
∫
∞
0
(e−
1
2
s2t − 1)νσ(dt)
t
)
4
where νσ(dt) = νσ(t)dt and νσ(t) =
∫
∞
0 e
−txUσ(dx).
Hence, there exists a generalized gamma convolution (GGC) random variable (Bon-
desson, 1992), denoted byHσ, such that
φσ(0)
φσ(
√
s)
= E (exp(−sHσ)) .
Finally, the Laplace transform of a GGC distribution is analytic in the cut plane C \
(−∞, 0), and, in particular, it cannot have any singularities there. By analytic continua-
tion, we can extend the result to the complex strip {σ + is : 1
2
< σ < 1}.
Therefore, ξ(σ + is) 6= 0 for 1
2
< σ < 1. Hence the non-trivial zeros of ζ(s) lie on the
critical line Re(s) = 1
2
.
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