Abstract. We investigate the following eigenvalue problem 
Introduction and main results
In this paper we investigate the following eigenvalue problem
where the weight L is measurable and positive a.e. in A
); the weight K is measurable in A R 2 R 1 such that meas{x ∈ A R 2 R 1 : K(x) > 0} > 0; λ is a spectral parameter. For the notational convenience we denote the operator div (L(x)|∇u| p−2 ∇u) by ∆ p,L and by |S| we denote the Lebesgue measure of S ⊂ R N . We note that K might change the sign in A The problem (1.1) in case of bounded domains or R N , was comprehensively investigated in [8] , with suitable weights, and later studied by many authors, we mention Le-Schmitt [13] , Lê-Schmitt [14] , and references therein.
The weighted p-Laplacian eigenvalue problem in case of unbounded domains has got attention in the last two decades. In [17, 19] , authors studied existence of an eigensolution with nonnegative weights on the right hand side for a nonlinear eigenvalue problem with mixed boundary condition. For an exterior domain B c 1 , the complement of the closed unit ball in R N (N ≥ 2), Anoop et al. [2, 3] studied the eigenvalue problem (1.1) with L(x) ≡ 1 and the weight K satisfying the following condition (ADS) K ∈ L The authors proved the existence of a principal eigenvalue and discussed positivity and regularity of associated eigenfunctions when K satisfies some additional assumptions. It is worth mentioning that they allowed also the case p ≥ N and K possibly changing sign.
Another interesting aspect of qualitative properties is the behavior of solutions towards the boundary. The asymptotic estimates for solutions to problem (1.1) in exterior domains with L(x) ≡ 1 was obtained by several authors (see e.g., [2, 4] ). However, very few works deal with such kind of estimates for the weighted p-Laplacian. In the open ball B R of radius R (0 < R ≤ ∞) centered at the origin with the convention that B R := R N when R = ∞, the authors in [1, 6] recently obtained the asymptotic estimates for solutions to (1.1) with radially symmetric weights L(x) = v(|x|) and K(x) = w(|x|) satisfying the following condition introduced in the book by Opic and Kufner [21] . Second, we obtain the asymptotic estimates for solutions to problem (1.1) when the weights are radially symmetric. As in [2] , there is no restriction on the dimension N in terms of p. We emphasize that for simplicity and clarity of statements of our results we are only concerned with two types of domains: annulus (0 < R 1 < R 2 < ∞) and exterior of the ball of radius R 1 (0 < R 1 < R 2 = ∞). In fact, some of our results also covers other two types of radially symmetric domains: bounded balls B R (0 < R < ∞) and the entire space R N (see Remarks 2.9 and 3.3). The novelty of this paper consists in considering (1.1) with new condition on the weights. Even when L(x) = v(|x|) ≡ 1, the condition (A) for the weight K is slightly weaker than the condition (ADS) introduced in [2] (see Remark 2.6 in Section 2). It is worth mentioning that there are weights v, w which satisfy (A) but do not satisfy (OK) (see Remark 2.7 in Section 2). We confess that we are not aware of weights v and w satisfying (OK) but not (A). Hence the class of weights satisfying (A) is a complement of the class of weights satisfying (OK) in order to study (1.1) with radially symmetric weights.
We look for solutions of (1.1) in the space D , ∞)∩[
; w), the space of measurable functions u such that ; L) such that
related to the weight K (an eigenvalue, for short) and such a solution u is called an eigenfunction corresponding to the eigenvalue λ. Define
We state our first main result of the existence of a principal eigenvalue and its simplicity.
Theorem 1.2 (Principal eigenpair). Assume that (A) holds and L
, ∞). Then λ 1 > 0 and λ 1 is a simple eigenvalue of (1.1). Moreover λ 1 is achieved at an eigenfunction ϕ 1 , which is positive a.e. in A
Next, we state our results on the boundedness of solutions to problem (1.1) that will be utilized to obtain the C 1 regularity of solutions. The following theorems show that all eigenfunctions to eigenvalue problem (1.1) are locally bounded in A
if the weights satisfy some additional assumptions. In fact, in Section 4 we obtain the boundedness of solutions for a more general nonlinear term (see Theorem 4.2) via the De Giorgi type iteration technique. In the sequel, for α > 0 we use the convention that and α * :=
) for some ǫ ∈ (0,
and there exist C > 0 and µ > 0 (independent of u) such that
).
We now discuss certain smoothness properties of eigenfunctions. In the sequel, for an open set Ω in R N we denote by
The next result provides the regularity of eigenfunctions up to the inner boundary. Theorem 1.6. In addition to the assumptions of Theorem 1.5, we also assume that ess inf
In view of the C 1 regularity of eigenfunctions above and the strong maximum principle we have the following result.
Finally, we discuss the decay of the solutions to problem (1.1) when |x| → R
, that is important to obtain the asymptotic estimates near the boundary. Using the local behavior obtained in Theorem 1.4 we can obtain the decay of the solutions when R 2 = ∞ and L is non-degenerate at infinity. 
for some r 0 ∈ (0, R−R 1 ). Then, for any solution u to problem (1.1), we have u(x) → 0 uniformly as |x| → ∞.
The decay of solutions when
) for some R > R 1 and α ∈ (0, 1). Corollary 1.9. Under the assumption of Theorem 1.6, for any solution u of (1.1), we have u(x) → 0 as |x| → R + 1 . Next, we draw our attention to prove asymptotic behavior of a C 1 radially symmetric solution u(x) = u(|x|) and its gradient to equation
). Note that a similar problem in the case of a ball B R (0 < R ≤ ∞) was investigated in [8] . We write u(R 1 ) = lim r→R
) is a radially symmetric solution to problem (1.4) with u(x) → 0 as
and u(R 1 ) = u(R 2 ) = 0. In two Theorems 1.10 and 1.11, we show that if the conditions on weights are made stronger than (A) near R 1 and R 2 (see Remark 5.1) then solutions obey certain decay properties. Namely, we assume
, and there exist ǫ ∈ (0, p − 1) and C > 0 such that
, and there exist ǫ ∈ (0, p − 1) and C > 0 such that 6) and 
and
The rest of the paper is organized as follows. In Section 2, we obtain some useful embeddings of the weighted Sobolev spaces into weighted Lebesgue spaces defined earlier. In Section 3, we prove the existence of the least positive eigenvalue and the corresponding positive eigenfunction associated to problem (1.1). The simplicity of such an eigenvalue is also discussed in this section. Section 4 deals with boundedness, smoothness and decay of solutions to problem (1.1). Section 5 is devoted to the investigation of the behavior of u(x) and ∇u(x) as |x| → R + 1 or R − 2 , in the case of radially symmetric solutions. Finally, we provide a few concrete examples of weights L and K to illustrate our results in Section 6.
Weighted spaces
In this section we will obtain embeddings of certain weighted spaces and other properties. In what follows denote by S 1 the unit sphere {x ∈ R N : |x| = 1} and for a function u defined on A
, we write u(x) = u(r, ω), where r = |x| and ω = x/r. First, we prove the following continuous embedding. 
In either case, we obtain
Combining this with the assumption (A) (ii), we get
From this we deducê
That is,
2)
; L) and it infers the continuity of the embedding.
In what follows, for a normed space (X, · X ) of functions u : Ω → R with Ω ⊆ A
In fact such an embedding is not an injective map. In this sense the following embeddings are deduced from Theorem 2.1
, where P is defined as in (A). For any given R 1 < r 1 < r 2 < R 2 , the following embeddings hold:
and we also havê
From this and the hypothesis (A 1 ), we see that (A) holds. Thus, applying Theorem 2.1, we obtain D
3) It is easy to see that, for all r ∈ (r 1 , r 2 ), we have
Thus,
and hence,
; w).
From this and (2.3), it follows
. From this and (i) we deduce the conclusion. (iii) The conclusion can be deduced from (i) and the assumption on L.
Next, we show the following compact embedding.
We have the following compact embedding
; w) as n → ∞. To this end we will show that for any ǫ > 0, there exists n ǫ ∈ N such that
Without loss of generality we may assume that
) and
Set w ǫ (r) := P −1 (r)r 1−N g ǫ (r) for all r ∈ (R 1 , R 2 ). Applying (2.1) and noticing u n ≤ 1, we estimatê
, we have
where C r 1 r 2 := min
) and note that this condition guarantees that D
). By this and the embedding D
where
, ∞), we may apply a compact embedding result for weighted Sobolev spaces in [8, p. 26 ] to obtain
From this and (2.6) we obtain
Finally, combining the last estimate and (2.5) we obtain (2.4). Since ǫ > 0 was chosen arbitrarily, we get
; w) as n → ∞ and the proof is complete.
We now present several explicit consequences of Theorem 2.3. In the next two corollaries, we apply Theorem 2.3 for L(x) = v(|x|) and write D
; L). As in the assumption (A), we always denote ρ(r) := r N −1 v(r) and σ(r) := r N −1 w(r).
Corollary 2.4. Let v, w be measurable and positive a.e. in (R
, ∞) and one of the following conditions holds true:
Then the following compact embedding holds
Finally, we provide a simple special case of Theorem 2.3. 
Then, we have the following embedding
R ; w). Remark 2.6. In particular, (W 1 ) is a special case of (A). When v is a constant, say, v ≡ 1 and R = 1, then (W 1 ) becomes
Clearly, a weight w satisfying (ADS) satisfies also (W 1,c ). On the other hand, for −p < β ≤ −1 and p = N the weight
satisfies (W 1,c ) but it does not satisfy (ADS). Therefore, the condition (A) is weaker than the condition (ADS).
Remark 2.7. It is worth noting that the condition (OK) does not include (W 1 ) and hence, does not include (A). For instance, let 1 < p < N, α < p − 1,
and w(r) =
We can verify that v, w satisfy (W 1 ) with R = 1 but ρ(r) = r N −1 v(r) and σ(r) = r N −1 w(r) do not satisfy (OK) (with a = 1 and b = ∞) since´r 1 σ(τ ) dτ =´∞ r σ(τ ) dτ = ∞ for all r ∈ (1, ∞). To find v and w which satisfy (OK) but do not satisfy (A) seems to be an open problem.
Finally, we state a property of D
; L), that will be used in the next sections. In what follows, we denote u + = max{u, 0} and u − = − min{u, 0}.
Proof. Argument is standard and we only sketch the main idea. Since (u + k)
. That is, we prove the existence of a sequence {u n } ⊂ C 1 c (A
, where η is a standard normalized mollifier in R N and define
) and properties of mollifiers, we obtain
Thus, we find i n such that
). From here and (2.10), for such a sequence {u n } we obtain (2.9) and the proof is complete.
Remark 2.9. Obviously, in this section we can allow
is the usual solution space for the Dirichlet problem in a ball B R .
The eigenvalue problem involving the weighted p-Laplacian
In this section we discuss the existence and properties of the first eigenpair of the eigenvalue problem (
; w) and Proposition 2.8, arguing as in [2, Proof of Lemma 4.1], we obtain the existence of a principal eigenvalue as follows.
2) is positive, it is achieved at some ϕ 1 ≥ 0 and (λ 1 , ϕ 1 ) is an eigenpair of (1.1).
The positivity of ϕ 1 and the simplicity of λ 1 can be obtained in the same fashion as in [11] with suitable modifications. However, the presence of the weight L in the main operator somehow makes the conclusions not to follow in a straightforward manner. For the reader's convenience, we sketch the proofs briefly. 
then Cap ps (Z) = 0, where
For the definition of the p-capacity Cap p (·) and related properties we refer to the book of Evans-Gariepy [9] (see also [11] ).
Proof. We proceed as in [11, Proof of Proposition 3.2]. It is worth mentioning that in [11] , the domain is required to be bounded when N ≤ p. For each n ∈ N, denote Ω n := A
Z n , it suffices to show that Cap ps (Z n ) = 0 for all n ∈ N. Let n be fixed. As in [11, Proof of Proposition 3.2], we will show for any ξ ∈ C ∞ c (Ω n ) with 0 ≤ ξ ≤ 1 there exits C 0 = C 0 (u, ξ) > 0 such that
To obtain (3.2) we use the following identitŷ
Then, we use the same argument as in [11, Proof of Proposition 3.2], and employing (3.1), to obtain
Combining this and the estimatê
, we obtain (3.2). The rest of the proof is similar to that of [11 
Qualitative properties of solutions
In this section we prove qualitative properties of solutions mentioned in Section 1 (Theorems 1.3-1.7 and Corollaries 1.8-1.9).
4.1. Boundedness of solutions. In this subsection, we obtain the (local) boundedness of solutions to problem (1.1). As we mentioned in Section 1, the boundedness of solutions can be obtained for more general nonlinear term via the De Giorgi type iterations technique. More precisely, consider the following problem
where the weight L satisfies the condition (A1) in the Corollary 2.2 and the nonlinear term f satisfies
and all τ ∈ R, where a, b are nonnegative measurable functions in A 
Theorem 4.2. Assume that (A1) and (F) hold.
where C, µ > 0 are independent of u.
(
)) and
To prove Theorem 4.2 we first prove the following lemma.
; L) as n → ∞. By Corollary 2.2 (i), up to a subsequence we have u n → u a.e. in A
, where χ Ω denotes the characteristic function on the set Ω. Then φu n ∈ C 1 c (A
). Thus, by Poincaré's inequality there exists a positive constant C such that
Hence, applying Hölder's inequality and the embedding D
R 1 +ǫ ) we obtain from the last inequality that
, ∀n ∈ N.
Letting n → ∞ and invoking Fatou's lemma we obtain the above estimate for u n = u. Combining this with the embedding D
R 1 +ǫ ) and the estimatê
≤ C 4 u for some constant C 4 independent of u.
(ii) The conclusion is clear in view of [8, p. 25 
3)
for some η > 1, K > 0 and δ 2 ≥ δ 1 > 0. If J 0 ≤ min 1, (2K)
, then there exists n ∈ N ∪ {0} =: N 0 such that J n ≤ 1. Moreover,
where n 0 is the smallest n ∈ N 0 for which J n ≤ 1. In particular, J n → 0 as n → ∞.
Proof of Theorem 4.2. (i) Let u be a weak solution of problem (4.1).
In the rest of the proof of the theorem, the constant C might vary from line to line, but will be always independent of L, a, b, ǫ and u. Without loss of generality we may assume that t > q p .
Step 1: Caccioppoli-type inequality. Denote
and for k > 0, r ∈ (R 1 , R 2 ), denote
We claim that there exists a positive constant C such that, for any r 1 , r 2 satisfying R 1 + ǫ ≤ r 1 < r 2 ≤ R 1 + 2ǫ and for any k > 0 we havê
To this end, let ξ ∈ C 1 (R N ) such that χ Br 1 ≤ ξ ≤ χ Br 2 and |∇ξ| ≤ 2 r 2 − r 1 .
By an approximation argument, we can show that for u ∈ D
; L) and u ξ is a test function for (4.1). By this and Proposition 2.8, we can use (u − k) + ξ p as a test function in (4.1) and get
By the assumption on f , the last equality leads tô
Now we estimate three integrals on the right hand side (RHS for short) of (4.6) separately. For simplicity, denote
We estimate the first integral on RHS of (4.6), using Young's inequality and Hölder's inequality, as followŝ
Using Hölder's inequality, we estimate the second integral on RHS of (4.6)
Using Hölder's inequality again, we estimate the third integral on RHS of (4.6)
From (4.6)-(4.9), we obtain
From this and the definitions of J, Q and ξ we obtain (4.5).
Step 2: Definition of recursive sequence and recursion inequality. Define the recursive sequence {J n } as
where ρ n := R 1 +ǫ+ ǫ 2 n and k n := k * 1− 1 2 n+1 for some k * > 1, to be specified later. We also denoteρ n :=
Next, we obtain a recursion inequality of the form (4.3). Fix ζ ∈ C 1 (R), such that
and |ζ ′ | ≤ 4. Define
Thus, ζ n ∈ C 1 (R N ) and satisfies
Before estimating J n+1 in terms of J n we note that
Furthermore, we will need the following simple inequality
Now, fixq ∈ (tp, p * s ). Using Hölder's inequality we estimate
(4.13) On the other hand, in view of Lemma 4.3 and Sobolev's embedding, we get
here C ǫ is the embedding constant for W 1,ps (A
). Using Hölder's inequality, we havê
Combining this with (4.10) and (4.11) we obtain
We also have
and α is as in (4.4) . From (4.10) and (4.14)-(4.16), invoking (4.12), we get
Applying (4.5) with r 1 =ρ n , r 2 = ρ n and k = k n+1 , we get
Using (4.10) and (4.11) again, we deduce from the last inequality that
Invoking (4.12) the last inequality yields
From this and (4.17), we obtain
It follows from (4.18) and (4.12), noticing k * > 1 and
From (4.13), (4.11) and (4.19), we obtain
That is, 
Step 3: A-priori bounds. Invoking Lemma 4.4, we deduce from (4.20) that J n → 0 as n → ∞, provided
where k := C(ǫ, α, β, γ, δ)k
. We have
On the other hand, the inequalitŷ
is equivalent to
We also have that the following inequalitŷ
.
So if we choose
then, we obtain (4.21), and hence, thanks to Lemma 4.4
Note that, due to Lebesgue's dominated convergence theorem we have
Thus,´AR 1 +ǫ
Replacing u by −u in Steps 1 and 2 and arguing as above, we get ess sup
It follows from (4.23) and (4.24) that
Note that by Lemma 4.3, we have
Combining (4.22), (4.25) and (4.26) there exist C > 0 and µ > 0, both independent of u, such that (4.2) holds. This completes the proof of part (i).
(ii) We proceed in the same fashion as in part (i) of this proof. Let u be a weak solution of problem (4.1). Without loss of generality we may assume that t > , and for k > 0, δ ∈ (0, r 0 ), denote
We will prove that there exists a positive constant C independent of u such that for any 0 < r 1 < r 2 < r 0 and k > 0, the following Caccioppoli-type inequality holds true:
; L) and u ξ is a test function for (4.1). By this and Proposition 2.8, we can use (u − k)
+ ξ p as a test function in (4.1) and then repeating the arguments used in the proof of part (i), we easily obtain (4.27).
Next, we define the recursive sequence {J n } as follows. For each n ∈ N 0 , define
with k * > 0 to be specified later. Note that
(n ∈ N 0 ) and fix ζ ∈ C 1 (R), such that χ (−∞,
and |ζ ′ | ≤ 8. Define
for all n ∈ N 0 . Fixq ∈ (tp, p * s ). Using Höder's inequality, we have
It is easy to see that
By the assumption on L,
L(x)|∇u| p dx < ∞} is a Sobolev space with respect to the norm r 0 ) ) using the change of variable of the form x = x 0 +y, v(y) = u(x 0 +y), and employing Sobolev's embedding and Poincaré's inequality we obtain
Here, and in what follows, C i (r 0 ) (i ∈ N) depend only on r 0 . Thus we obtain
, for all u ∈ C ∞ c (B(x 0 , r 0 )). By the density argument, it holds for all u ∈ W 1,p 0 (B(x 0 , r 0 ); L). It is easy to see that (u − k n+1 ) + ζ n ∈ W 1,p 0 (B(x 0 , r 0 ), L). Thus, applying the last inequality for u = (u − k n+1 ) + ζ n and combining this with (4.29) we obtain
So if we choose k * > 1 then (4.31) implies
Finally, arguing as in Step 3 of the proof of part (i) we get the desired conclusion. 
, and C(r 0 ) > 0 depends only on r 0 . This implies
where η := 2 q(1+µ) > 1. Invoking Lemma 4.4 with δ 1 = δ 2 = µ, we deduce from (4.32) that J n → 0 as n → ∞, provided
(4.33)
We have
So if we choose
then, we obtain (4.33), and hence, thanks to Lemma 4.4
), i.e., ess sup
Replacing u by −u in the arguments above, we get ess sup Proof of Theorem 1.5. We rewrite (1.1) as
Thus, φ = u is a weak solution to
). In view of Corollary 2.2 and Theorem 1.4 we have u ∈ W 1,p
). Using Young's inequality, for any R 1 < r 1 < r 2 < R 2 we have
Thus by [5, Theorem 2 and its Remark] we obtain C 1,α loc (A r 2 r 1 ) for any R 2 < r 1 < r 2 < R 2 and hence the proof is completed. . From this and the estimateˆA
. As in the proof of Theorem 1.5, we have
is a weak solution to the following problem
By Theorem 1.5, we have u ∈ C 1,α (∂B R 1 +ǫ ). From this and | ). The conclusion of the theorem then follows from [20, Theorem 8.1] .
Finally, we show the decay of solutions at infinity when the domain is unbounded.
Proof of Corollary 1.8. Denote 
), up to a subsequence, we have
R+ǫ ), we deduce from the last inequality that u(x) → 0 uniformly as |x| → ∞.
The asymptotic estimates of solutions towards the boundary
In this section we prove the asymptotic estimates of solutions towards the boundary stated in Theorems 1.10 and 1.11. Such asymptotic estimates are obtained due to strengthened versions of (A) near R 1 and R 2 .
Remark 5.1. Note that in the condition (A), when v, w ∈ L 1 loc (R 1 , R 2 ) and P (r) < ∞ for all r ∈ (R 1 , R 2 ), then´R
Thus, there exists r 1 ∈ (R 1 , ξ) such that P (r) = ´r
for all r ∈ (R 1 , r 1 ). Hence, by (A ǫ,L ) we have
, ∀r ∈ (R 1 , r 1 ).
Similarly, it is easy to see that (A ǫ,R ) implies that´R 2 r 2 P (r)σ(r) dr < ∞ for some r 2 ∈ (ξ, R 2 ).
We start the proof of Theorem 1.10 by stating nonoscillatory property of the radial solution in the right neighborhood of R 1 . This fact can be obtained by applying [21, Theorem 1.14] and using a similar argument to that of [7, Proof of Proposition 4.3] . Therefore, we omit it. Proof of Theorem 1.10. Since u ∈ C 1 (R 1 , R 2 ) and u(R 1 ) = u(R 2 ) = 0, there exists r 0 ∈ (R 1 , R 2 ) such that u ′ (r 0 ) = 0. Takeã := min{r ∈ (R 1 , R 2 ) : u ′ (r) = 0}. Then, a ∈ (R 1 , R 2 ) in view of Lemma 5.2. Clearly, u(r) satisfies
Then,
We may assume that u ′ (r) > 0 in (R 1 ,ã) and hence u(r) > 0 in (R 1 ,ã). Thus, we have
Estimates from below:
i.e., u(r) ≥ C 1ˆr
To obtain an estimate from below of the derivative of solution, we use (5.1) to get
Estimates from above: We proceed with an iteration argument. 1st
Step: From (5.2) and Hölder's inequality, for all r ∈ (R 1 ,ã), we have
p and
Here we note that c 1 ∈ (0, ∞) sincê
2nd
Step: Using (5.3) in (5.2), we get , ∀r ∈ (R 1 ,ã).
Combining this and (5.1) we deduce u ′ (r) ≤C 2 ρ 1−p ′ (r), ∀r ∈ (R 1 , a).
The asymptotic estimates of solutions towards the boundary ∂B R 2 are obtained in the same manner. As before, we need the following nonoscillatory property and its proof can be obtained by invoking [21, Theorem 6 .2] and using a similar argument to that of [7, Proof of Proposition 4.3] . Therefore, we omit it. for some fixedξ ∈ (R 1 , min{b, ξ}).
Applications
In this section we give concrete examples to illustrate our main results. Consider the following equation 
