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I. INTRODUCTION
Massey and Mittelholzer [1] introduced convolutional codes over rings together with their motivation by phase-modulated signals. They showed that convolutional codes over rings behave very differently than convolutional codes over fields. Some structural properties of convolutional codes over rings were given in [2] and [3] . Further structural properties are presented in this correspondence.
For convolutional codes over rings, there are three successively stronger notions of invertibility of generator matrices. The first is transducer invertibility, which is equivalent to a one-to-one map between information words and codewords. It is shown that this is equivalent to the rows of the generator matrix being free over the ring R(D): The second is right invertibility, which is the existence of a right R(D)-inverse to the generator matrix. The last is the existence of a realizable right R(D)-inverse to the generator matrix, which is equivalent to systematicity. Systematicity implies right invertibility which implies transducer invertibility, but the converse implications do not hold.
In Section II, we define rings of rational functions and realizable rational functions and some fundamental coding concepts such as generator matrix, equivalence, right invertibility, catastrophicity, and minimality for the ring case. Section III is devoted to systematicity of ring codes. After having defined a systematic convolutional code, we give a new condition for a convolutional code over a ring to be systematic. In Section IV, we prove that our new condition for systematicity is equivalent to a condition given by Massey and Mittelholzer [2] . Section V treats codes over a direct sum of rings. We show that if a systematic generator matrix can be decomposed into a direct sum, then all generator matrices for the decomposed code are systematic, but the converse does not hold. Various examples are given. We also give some results on convolutional codes over p :
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II. CONVOLUTIONAL GENERATOR MATRICES OVER RINGS
Let R be a commutative ring with identity and let R[D] be the polynomial ring over R: The trailing coefficient of a nonzero polynomial is the coefficient of the smallest power of D with a nonzero coefficient. Let R(D) be the set
; and the trailing coefficient of
modulo the equivalence relation
That this is an equivalence relation follows from the assumption that the trailing coefficients of the denominator polynomials are units. is a ring with addition and multiplication defined by
and
We call R(D) the ring of rational functions over R in the indeterminate D: Each element of R(D) can be expanded into a formal Laurent series in D:
Remark: Without the condition in the definition of the ring of rational functions over R, that the trailing coefficients of the denominator polynomials are units, then
is not always an equivalence relation. For example, let R = 4 ; then 
where G(D) is the transfer function matrix of a rate-b=c convolutional transducer over R(D), is a rate-b=c convolutional code over R: Since the seminal work by Forney [4] , it is customary to regard a convolutional code over a field F as the vector space over F ((D)) generated by a generator matrix over F (D) or, equivalently, as the rate-b=c block code over the infinite field of formal Laurent series having G(D) as its generator matrix (see also [5] ). Massey, however, persists in viewing convolutional codes as the F (D) vector space of the generator matrix [6] . Although we prefer the first view in the field case as being more natural since it does not require information sequences to be ultimately periodic, we have adopted the second view in this correspondence in order not to restrict the generator matrices over R(D) to those whose rows are free over R((D)) (see Remark after the proof of Theorem 1). Mittelholzer [7] has recently shown that there indeed exist generator matrices over R(D) whose rows are free over R(D) but not over R((D))! The corresponding problem does not arise in the field case. For rings of practical interest for convolutional codes, for example, finite rings, Mittelholzer has also showed that there is no difference between the rows of the generator matrix being free over R(D) or over R((D)) [7] . However, other difficulties will be encountered, for example, those concerning equivalence and in results where Theorem 1 is used.
Analogously to the field case we introduce 
where
. . . . . .
Hence,
and , The following theorem shows that this definition is independent of the chosen generator matrix. It is well known that every generator matrix of convolutional codes over a field is right invertible [4] , [5] . Over rings R there exist convolutional codes C which are not right invertible. However, as recently shown by Mittelholzer, this cannot happen if R is commutative and satisfies the descending chain condition (DCC) [7] . Every finite ring satisfies the descending chain condition. Thus for codes over finite commutative rings, every generator matrix has a right inverse.
Example 1:
Consider the convolutional code C over the integers with the 1 2 1 generator matrix
The row is free over In connection with Example 2, Forney [9] suggested the notion of causal equivalence. From Theorem 1 it is quite easy to show that having a b 2 b submatrix whose determinant is a unit in R r (D) is a property which is preserved between causally equivalent generator matrices. In the field case, a convolutional generator matrix is said to be basic if it is polynomial and has a polynomial right inverse; we use this definition for the ring case as well. In the case of convolutional codes over a field, a generator matrix is defined to be minimal when the abstract state space is of minimal dimension. It has been proved that this is fulfilled if and only if the abstract state space is isomorphic to the code state space [3] , [11] . It is hence natural in the case of convolutional codes over a ring R to define a generator matrix to be minimal when this is fulfilled [3] .
Surprisingly enough, there exist convolutional codes over rings which do not have a minimal generator matrix, e.g., the convolutional code over 4 generated by G(D) = (2 2 + D) [3] .
III. SYSTEMATIC CONVOLUTIONAL CODES OVER RINGS
A convolutional generator matrix is said to be systematic if it causes the information symbols to appear unchanged among the code symbols, i.e., if some b of its columns form the identity matrix. Here a symbol means an element of R(D):
Systematic rational generator matrices are of prime interest in connection with iterative decoding of convolutional codes [2] . The systematic bits seem to give a "leg up" in decoding. Also, it was recently shown that systematic polynomial generator matrices are superior to other types of generator matrices with list (M -algorithm) decoding of convolutional codes; they support a spontaneous recovery of a lost correct path [13] .
For convolutional codes over fields, every code has both systematic and nonsystematic generator matrices. Thus in the field case, being systematic is an encoder property. However, this is not the case for codes over rings. In the ring case, being systematic is a code property [2] . Hence, we have Definition 7: A convolutional code C over a ring R is systematic if it has a systematic generator matrix.
The following theorem states precisely when a convolutional code over a ring is systematic. is an equivalent generator matrix of the code C which is systematic.
The rows of G 0 (0) are free over R and generate the start module. where the 1 is in the ith position. We now want to show that the matrix
. . . 
V. CONVOLUTIONAL CODES OVER M
In this section we mainly consider rate-b=c convolutional codes over rings M where M = p e 1 11 1p e m and p 1 ; 1 11;p m are distinct primes. The ring M is finite and can be decomposed into a direct sum of rings M ' p 81 118 p : The results in this section reduce the study of generator matrices over M to the study of generator matrices over p : Apart from the mere results, it simplifies the study of generator matrices, which is especially nice when working with concrete examples. We start more generally as follows. We have the following decompositions 1 = e 1 8 iii) Follows from the proof of part i).
From Theorem 10 we have immediately
Theorem 11: Suppose that the ring R is a direct sum of ideals R1; R2; 1 1 1 ; Rs; i.e., R = R1 8 R2 8 The following example shows that the converse of Theorem 13 does not hold.
Example 4:
The generator matrices G1(D) = (2 0) and G 2 (D) = (0 3) over 3 and 2 , respectively, are both systematic. However, the generator matrix
does not have a b 2 b submatrix whose determinant is a unit in R(D) (see Example 3), so that the convolutional code generated by G(D) is not systematic.
Remark: Note that Theorem 13 implies that if a convolutional code C = C1 8 C2 8 1 1 1 8 Cs over R is systematic, then Ci is systematic for i = 1; 2; 1 1 1 ; s:
where Gi(D) = G(D) mod p e i ; 1 i m: By the foregoing discussion, the study of codes over M can be reduced to the study of codes over p : This follows also from the fundamental theorem of finite Abelian groups as was already pointed out in [14] , cf. also [15] - [19] . The following result on systematicity of codes over the ring p was stated by Mittelholzer in 1993 [3] and can be proved in the same way as Theorem 14.
Theorem 15:
A convolutional code C is systematic if and only if it has a generator matrix G(D) such that G(0) mod p has full rank over p :
There is no correspondingly simple relation between the minimality of the generator matrix G (D) and that of G(D) mod p: An example is given here of a generator matrix which is not minimal over the ring p but is minimal over p : VI. COMMENT For fields we usually define convolutional codes for inputs that are Laurent series, but for general rings we have to restrict the inputs to be rational functions. However, when considering rings satisfying the descending chain condition we could allow Laurent series as inputs. Even for these rings many important properties differ from the field case.
