ABSTRACT With the development of multimedia processing technology, it is becoming much easier to manipulate and tamper with digital video without leaving any visual clues. Because video compression is very common in digital videos, the tamper might employ powerful multimedia deblocking methods to cover up the video tampering traces. Motion JPEG (MJPEG) is one of the most popular video formats, in which each video frame or interlaced field of a digital video sequence is compressed separately as a JPEG image. By splitting the MJPEG video into JPEG image frames, the tamper might employ powerful multimedia deblocking methods to cover up the video tampering traces. To the best our knowledge, there is no existing method for the forensics of deblocking. In this paper, we propose a novel method to detect deblocking, which can automatically learn feature representations based on a deep learning framework. We first train a supervised convolutional neural network (CNN) to learn the hierarchical features of deblocking operations with labeled patches from the training datasets. The first convolutional layer of the CNN serves as the preprocessing module to efficiently obtain the tampering artifacts. Then, we extract the features for an image with the CNN on the basis of a patch by applying a patch-sized sliding-window to scan the whole image. The generated image representation is then condensed by a simple feature fusion technique, i.e., regional pooling, to obtain the final discriminative feature. The experimental results on several public datasets demonstrate the superiority of the proposed scheme.
I. INTRODUCTION
With the development of imaging and computer graphics technologies, transmission of the massive video data volume [1] , [2] and video data security have both become challenges. Editing or tampering with digital videos (images) has become easier, even for an inexperienced forger, with the aid of multimedia editing software. A potential rise in multimedia tampering can seriously affect the security of our society. Therefore, multimedia information security [3] - [6] and multimedia forensics [7] - [10] have become important topics.
The associate editor coordinating the review of this manuscript and approving it for publication was Zhaoqing Pan. In contrast to the active multimedia forensic approaches, e.g., digital watermarking [11] - [15] and signatures [16] , passive techniques for video (image) forensics are more challenging. as no additional information is embedded into the original video (image) in advance. Although digital forges may leave no visual clues regarding what might have been tampered with, they may alter the underlying statistics. In recognition of this fact, a variety of tampering detection techniques have been proposed in recent years, such as recompression detection [17] , copy move detection [18] - [20] , and splicing detection [21] - [23] .
Because JPEG is the most popular image format, passive JPEG image tampering detection has attracted much research interest. Since the blocking artifacts introduced by JPEG compression will change considerably if tampering operations exist, Ye et al. [24] measured the symmetrical property of the blocking artifacts by computing a blocking artifact characteristics matrix (BACM) in a suspicious JPEG image as evidence of tampering. Farid [25] proposed to detect tampered regions for a double compressed JPEG image by recompressing the image at different quality levels and looking for the presence of so-called ghosts. Wang et al. [26] observed that the quantization noise of highfrequency DCT coefficients in a tampered region is stronger than an unchanged region, and they subsequently utilized this feature to locate tampered regions.
In recent years, deep neural networks, such as the deep belief network [27] , deep autoencoder [28] and convolutional neural network (CNN) [29] , have shown to be capable of extracting complex statistical dependencies from highdimensional sensory inputs and efficiently learning their hierarchical representations; this capability allows these methods to generalize well across a wide variety of computer vision (CV) tasks, including image classification [30] , speech recognition [31] , [32] , and image restoration [33] - [35] . However, with the development of graphics processing units (GPUs) and the availability of large-scale training datasets, it is reasonable that the forgery might take these powerful manipulation methods based on deep learning to cover the JPEG artifacts, which might cause the fail of traditional forensics methods. Hence, it is necessary to study the forensics of deblocking. Motion JPEG (MJPEG) is one of the most popular video formats, in which each video frame or interlaced field of a digital video sequence is compressed separately as a JPEG image. In this paper, we propose a novel image deblocking detection approach that can detect deblocking and automatically learn feature representations based on a deep learning framework. We train a supervised CNN to learn the hierarchical features of deblocking operations with labeled patches from the training dataset. The first convolutional layer of the CNN serves as the preprocessing module to efficiently obtain the tampering artifacts. Instead of a random strategy, the kernel weights of the first layer are initialized with 23 high-pass filters used in the calculation of residual maps, which helps to obtain the tampering artifacts. We then extract the features on the basis of a patch by applying a patch-sized sliding window to scan the whole image. The generated image representation is then condensed by regional pooling to obtain the discriminative feature. The final classification result will be produced by the softmax layer.
Overall, the main contributions of this paper are as follows:
1) We first propose a supervised convolutional neural network (CNN) architecture for deblocking detection; 2) We design preprocessing modules to learn the hierarchical features of deblocking operations with labeled patches from the training dataset; 3) The experimental results on several public datasets demonstrate the superiority of the proposed scheme.
The rest of the paper is organized as follows. Some background about deblocking methods will be reported in Section II. In Section III, we present the proposed forgery detection scheme, which includes CNN-based feature learning. The experimental results and analysis are included in Section IV. Finally, the concluding remarks are presented in Section V.
II. BACKGROUND
With the development of multimedia tampering technology, a forger might take advantage of some powerful deblocking methods to cover tampering artifacts. There are two main kinds of deblocking methods. The first approach is based on statistic characteristics. Foi et al. [36] took the B-DCT-domain (block-DCT-domain) quantization noise as additive noise, which can be modeled as
where y is the original (uncompressed) image, z is observation after quantization B-DCT domain, and η is noise with variance σ 2 . Through experiments, the authors found that there is a relationship between the variance of quantization noise σ 2 and the quantization 
Furthermore, they used the SA-DCT and the anisotropic local polynomial approximation (LPA)-intersection of confidence intervals (ICI) technique to reconstruct a local estimate of the signal within the adaptive-shape support. The second deblocking method is based on data analysis. Deep learning approaches, such as convolutional neural networks [37] , are part of a broader family of machine learning methods based on learning data representations. Their architecture, i.e., the set of parameters and components that are needed to design a network, is based on stacking many hidden layers on top of one another. This approach has proven to be very effective in extracting hierarchical features. That is, these methods are capable of learning features from a set of previously learned features. The ability of deep learning to learn features has attracted increasing attention. Chen and Pock [33] proposed a flexible learning framework based on the concept of nonlinear reaction-diffusion models for the purposes of image restoration. This model not only maintains the quality of image restoration but also has high computational performance. Zhang et al. [34] investigated the construction of feed-forward denoising convolutional neural networks (DnCNNs) to further the progress in very deep architecture, learning algorithms, and regularization methods for the purposes of image restoration. By assuming that the residual mapping is more easily learned than the original unreferenced mapping, the residual network explicitly learns a residual mapping for a few stacked layers. With such a residual learning strategy, extremely deep CNNs can be easily trained, and improved accuracy has been achieved for image classification and object detection. These algorithms are excellent for eliminating JPEG artifacts. It is envisaged that multimedia forensics [38] , [39] will become increasingly difficult with the development of advanced image restoration technologies.
III. THE PROPOSED METHOD
Before discussing the deblocking, we first consider the JPEG block artifacts. It is well known that blocking artifacts are introduced by the block-DCT (B-DCT) (employed by the classic JPEG), which has two implications. First, block-DCT acts like a special low-passing filter in the inner block to suppress high-frequency information. Second, it introduces discontinuities between two adjacent blocks. Therefore, there are two differences between JPEG images and uncompressed images. First, the boundary regions of the inner blocks are affected, e.g., smoother boundary, when compared to the uncompressed image. Second, there are remarkable discontinuities between interblocks. To cover the artifacts of JPEG compression, image restoration methods such as deblocking might be used. The deep learning methods such as [33] and [34] try to estimate the original uncompressed image. In general, it is difficult to restore the high-frequency information, and those deep learning methods tend to cover the discontinuities between interblocks. Hence, the boundary of interblocks will be blurred after deblocking operation, as shown in FIGURE 1. To detect the artifacts of manipulation, we take 9 boundary filters to obtain the inner block boundary characteristics and 14 Laws' masks [40] to obtain the interblock boundary characteristics. Those filters are shown in FIGURE 2.
In a CNN architecture, the first layer is a set of convolutional feature extractors applied in parallel to the image using a set of several learnable filters. These filters work as a sliding window that convolves with all regions of the input image with an overlapping distance, called the stride, and produce outputs known as feature maps. Similarly, the hidden convolutional layers extract features from each lower-level feature map. Finally, the output of these hierarchical feature extractors is stacked to a fully connected neural network that performs classification. FIGURE 3 depicts the overall design of our proposed architecture with details about the size of each layer. It is shown that the proposed CNN consists of 5 convolutional layers, 2 pooling layers and 3 fully connected layers with a 2-way softmax classifier. The inputs of the CNN are patches of size 256 × 256.
A. NETWORK ARCHITECTURE
In this section, we present a brief description of every type of layer that we have used in our proposed CNN architecture. FIGURE 3 depicts the overall design of our CNN with details about the size of each layer.
1) CONVOLUTIONAL LAYERS
Convolutional layers consist of different filters that have learnable weights and biases. In the input layer, the network will take a patch as input. Each patch has dimension of 256 × 256. It has been shown that convolutional layers are capable of extracting different features from an image such as edges, textures, objects, and scenes. As discussed above, manipulation is better captured in the boundary of manipulated regions. In our scheme, to detect the artifacts FIGURE 2. 23 high-pass filters used to extract the characteristics of deblocking artifacts. (a) 9 boundary filters to obtain the inner block boundary characteristics, which are used to calculate the residual maps and obtain the inner block boundary characteristics. (b) 14 Laws' masks to obtain the interblock boundary characteristics, which are used to obtain the interblock boundary characteristics. of manipulation, we take 9 boundary filters to obtain the inner block boundary characteristics and 14 Laws' masks [40] to obtain the interblock boundary characteristics. Those filters are shown in FIGURE 2. In this way, we adopt 23 highpass filters with zero-padding to obtain the low-level features. To learn higher-level representative features and new associations between the prediction residual feature maps, layer2 has 30 filters of size 7 × 7 and stride of 2, layer4 has 16 filters of size 3 × 3 and stride of 2, and the other convolutional layers have 16 filters of size 3 × 3 and stride of 1. The output dimension of this convolutional layer is 13 × 13 × 16. A convolutional layer is typically followed by a nonlinear mapping, called an activation function. This type of function is applied to each value in the feature maps of every convolutional layer. We apply rectified linear units (ReLU) to neurons to make them selectively respond to useful signals in the input [41] .
2) MAX-POOLING
Both the second and sixth convolutional layers are followed by a nonoverlapping max-pooling with a filter of size 2 × 2. This type of layer is mainly used to reduce the dimension of the large feature map volumes and accelerate the training process by reducing the computational cost.
The convolutional layer before max-pooling is a stack of feature maps where we have one feature map for each filter. Hence, a complicated image may require a large number of filters for finding different patterns in the image, enlarging the dimensionality of the output of the convolutional layers at the same time. In this case, use of a large number of parameters is necessary, which may lead to overfitting and thus decrease the generality of our model. Overall, it is necessary to reduce the dimensionality to avoid overfitting. This is one role of the pooling layers.
Moreover, the max-pooling layer removes much redundant data and retains the maximum value within the local neighborhood of the sliding window. This process leads to a less intensive computation, allowing the same machines to handle larger problems. In general, the pooling layer extracts the dominant feature value from the sliding window irrespective of the position of the feature value. Therefore, the max value extracted would be from any position inside the window, thus providing a rotational/position invariant feature. In addition, to improve the generalization, a local response normalization is applied to the feature maps before the pooling layer, where the central value in each neighborhood is normalized by the surrounding pixel values. VOLUME 7, 2019 3) FULLY CONNECTED LAYERS To identify the type of the processing operation that an input image has undergone, the output of all these convolutional layers is fed to a classification block that consists of a fully connected neural network defined by three layers. More specifically, the first two fully connected layers contain 1, 000 and 500 neurons. These layers learn new associations between the deepest convolutional features in CNN. The output layer, also called classification layer, contains one neuron for each possible tampering operation and another neuron that corresponds to the unaltered image class.
More specifically, fully connected layers, which can extract the beneficial information from the previous feature map and mix them up to produce a high-level feature representation, resemble a matrix multiplication that is exactly a feature space transformation. Employing more than one fully connected layer in our architecture, with the aid of the nonlinear mapping introduced by neural activation, we can approximate any nonlinear transform in theory, which undoubtedly can be used to distinguish whether a JPEG compressed image has ever undergone deblocking or not. The two significant impacts of fully connected layers in our model are as follows. On the one hand, fully connected layers can transform one feature space to another one, especially from a high feature space to a low feature space, which can retain the main information at the same time. This characteristic of fully connected layers is a great aid in extracting the dominant features of a high-dimensional space while simultaneously reducing the influence of noise. On the other hand, another critical effect of fully connected layers is the expression of implied semantics, which, with regard to the last fully connected layer, is the representation of the label associated with the image of interest, i.e., whether deblocking or not.
IV. EXPERIMENT
In this section, experiments are carried out to demonstrate the effectiveness of our proposed deep learning approach for deblocking detection. To the best our knowledge, we have found no published paper presenting such methods for the forensics of image deblocking. Therefore, in the following, we only report the results of our method.
A. IMAGE DATASET
For quantitative evaluation, we use 500 uncompressed images (3, 872 × 2, 592) captured by a Nikon D200 camera from the Dresden image database [42] for training. Each image was nonoverlapping divided into 256 × 256 pixel subimages. We take 25, 000 patches from it as our uncompressed image dataset. In general, we have no idea of the compression quality factor, even for a manipulated image. For each uncompressed image, we compress it with a rand quality factor. Then, we also have 25, 000 JPEG images. Since the deblocking method [34] has the best performance to restore the JPEG images, in our experiment, we take [34] to process these 25, 000 JPEG images. Herein, we obtain 25, 000 manipulated images. To avoid the overfitting in CNN training and improve its generalization capability, some label-preserving transformations, e.g., transposing and rotating, are carried out on the training dataset, which increases the dataset by a factor of 8.
In our experiments, the Uncompressed Color Image Database (UCID) [43] is used for our test dataset. The resolution of UCID dataset is 384 × 512. We randomly select 1, 000 original uncompressed images from the dataset.
For practical forensic analysis, instead of training a classifier for each specific quality factor, we train a single classifier based on a deep convolutional neural network for a variety of quality factors (QF). To evaluate the classification performance of the proposed scheme, we compress the original uncompressed test images with varying QF, i.e., QF ∈ {90, 80, 70, 60, 50, 40, 30, 20, 10}. Since the proposed scheme is designed for deblocking detection without knowing the compression quality factor, it is necessary to do experiments on different compression quality factors of test images to ensure the versatility of the proposed scheme.
We ran our experiments using an Nvidia GeForce GTX 1080 GPU with 16 GB RAM. Stochastic gradient descent is employed to optimize the network with a momentum value of 0.99 and a weight decay of 0.0005. Initial learning rate is set to 0.001 and declines 10% every 10 epochs.
B. RESULTS AND DISCUSSIONS
To evaluate the performance of the proposed scheme, accuracy and ROC curves are applied in our experiments. The ROC curve shows the result under a varied decision threshold of the detector. Setting a decision threshold, we can have the binary tampering map. The comparison of the localization accuracy is also meaningful. The accuracy is defined as the proportion of the investigated images that are correctly classified
where N tp (N tn ) is the number of images correctly detected as manipulated (unmanipulated) , N p is the number of manipulated image and N n is the number of unmanipulated images.
To better reflect the performance, the F 1 score is also shown in our experiment; it is called F 1 for brevity.
where
A classifier with higher ROC curve will be considered to be better since it can always achieve the same TP with lower FP. Therefore, the AUC (the area under the ROC curve) is capable of providing a convenient single value measure for evaluating performance. FIGURE 4 shows the classification accuracy of the proposed scheme with different compression quality factors. As one can imagine, the smaller the compression quality factor, the better the results are in terms of accuracy. Overall, the proposed classifier can achieve accuracies of over 90% for different compression quality factors of the test dataset, which means that the proposed scheme has significant classification performance. It is worth mentioning that when the compression quality factor is lower than 40, the classification accuracy reaches almost 100%. Even if the compression quality factor reaches 90, the accuracy of our classifier is still over 92%. The high classification accuracy means that the proposed scheme has significant practicality and superiority when the JPEG quality factor is unknown. As shown in FIGURE 5, in terms of F 1 scores, the proposed method achieved the scores over 0.85 for different compression quality factors, proving the effectiveness of our proposed method.
To further assess the performance of our scheme, the ROC curve is also considered in our experiment. FIGURE 6 shows the corresponding ROC curves for different compression quality factors. It can be seen that the smaller the compression quality factor, the better the results are in terms of AUC. In particular, when QF = 60, the AUC of the proposed classifier reaches 1, which means that the classifier can achieve the best performance. Although the detection performance of the proposed scheme degrades as the JPEG quality factor increases, the proposed scheme still has a barely acceptable AUC performance. In general, the JPEG quality factor is unknown. Therefore, we also test the result of a manipulated image with a rand JPEG quality factor, which is shown in FIGURE 7.
The proposed scheme is based on a supervised convolutional neural network (CNN), which can learn the hierarchical VOLUME 7, 2019 features of deblocking operations with labeled patches from the training dataset. Since the state-of-the-art deblocking methods tend to blur the discontinuities between interblocks, the high-frequency information is difficult to restore. Therefore, we focus on the deblocking artifacts including the inner block boundary and the interblock boundary. To detect the artifacts of manipulation, we utilize 9 boundary filters to obtain the inner block boundary characteristics, which are used to calculate the residual maps and obtain the inner block boundary characteristics. Besides, we also utilize 14 Laws' masks to obtain the inter-block boundary characteristics, which are used to obtain the inter-block boundary characteristics. Furthermore, the deep convolutional neural network is employed to extract hierarchical features with a set of several learnable filters. Finally, the output of these hierarchical feature extractors is stacked to a fully connected neural network that performs classification. With the powerful capabilities of deep learning to learn features, the proposed scheme can achieve significant effectiveness and superiority.
V. CONCLUSION
In this paper, we have presented a novel deblocking detection scheme based on a deep convolutional neural network (CNN). Instead of a random strategy, the weights at the first layer of our network are initialized with 23 high-pass filters, which helps to efficiently suppress the effect of complex image contents and obtain the tampering artifacts. We then extract the features on the basis of a patch by applying a patchsized sliding-window to scan the whole image. The generated image representation is then condensed by regional pooling to obtain the final discriminative feature. To our best of knowledge, no such earlier work exists, and we are the first to apply this method for the forensics of deblocking using deep neural networks. Furthermore, extensive experiments on several public datasets have been carried out, demonstrating the superior performance of the proposed CNN-based scheme.
