Abstract -Relative coordination has predominant advantage in uncertain environment path planning problem because it denies much of redundant information of the dynamic environment while avoids the rotation transformation which is a big burden in the traditional methods. Based on relative coordination, this paper proposes a trimmed Ant Colony Optimization (ACO) algorithm for three dimensional trajectory generation, i.e., path planning for target-pursuing and obstacle-avoiding (TPOA). We construct the city-map directly on the acceleration of the pursuing vehicle, an aerial robot. Then the robot's kinematics and the dynamics constraints will be embedded conveniently into the ACO formulation. As a result, the searching space in the ACO formulation shrinks greatly and the robot's movement is real and more feasible for application. This novel approach is verified by various simulations and the results show the good performance of efficiency.
I. INTRODUCTION
Path planning is one of the basic problems to study the technology of mobile robot. It typically aims at to find one collision-free path in the environment that will lead the robot to move safely, and at the same time satisfy some constraints such as dynamics and geometry characteristics of the robot. The same problem also exists for aerial vehicles but the corresponding technology is even more intractable for searching the trajectory in three dimensions. Now many methods have been proposed for the trajectory generation of aerial vehicles, such as MILP-based path planning [1] , and some bio-inspired intelligent algorithms. The latter includes, for example, Particle Swarm Optimization (PSO), Genetic Algorithm (GA), Evolutionary Algorithm (EA), and ACO algorithms [2] [3] [4] [5] [6] [7] [8] .
The MILP method [1] is based on mathematic programming formulation in which each obstacle is conservatively enveloped into a rectangular parallelepiped so the vehicle's waypoints must be out of it. But in real world, obstacles have different appearance and this method is generally not going to get the optimal solution. Moreover, it is hard to apply in dynamic environment. Some existing bio-inspired intelligent algorithms, such as PSO, GA, EA, to our knowledge, perform poorly in responding to the dynamics restrictions, and there are few literatures considering the changing environment [3] [4] [5] .
Among these global optimization algorithms, ACO, first successfully used in Traveling Salesman Problem (TSP) [9] , is recently introduced to solve the path planning problem. ACO is characterized by global planning and fast converging. These variations of ACO, however, only consider the environment with static obstacles [6] [7] [8] . Furthermore, most of their formulations undoubtedly follow the trail of TSP solution and construct their maps on the distance between the vehicle and the target. The coordination rotation transformation, consequently, has to be computed twice, before and after the ACO searching, and the overload increases to non-tolerability for a real time system. It is noticeable that Reference [10] setups re-planning when UCAV (Unmanned Combat Air Vehicle) encounters a temporary changed threaten. Unfortunately, the re-planning is also time-consuming. This paper improves the ACO algorithm and contributes, at least, in two points to the three dimensional path planning. First, the relative coordination is introduced to avoid the rotation transformation and reduces the compute complexity. Second, the dynamic constraints are embedded in ant city-map which builds on vehicle's acceleration and further cuts down the searching space. Our contribution will be proved by all kinds of simulation results.
In section II, we will describe the relative coordination for trajectory generation of TPOA in three dimensions. All important details about the trimmed ACO will be discussed in section III. Section IV shows the simulation data and some results. We draw a short conclusion in section V.
II. REPRESENTATION OF RELATIVE COORDINATION OF TPOA IN 3D
A. Relative coordination The vehicle is denoted by a point A. The target and the obstacle are denoted by G and O separately. Both of the target and the obstacle have individual radiuses. In the relative coordination (Figure 1) , the movements of G and O are relative to the vehicle's position. After transferring the information of path planning problem to the relative coordination, we will decide the relative velocity sequence of the vehicle. In detail, G and O is assumed to keep their moving in each particular planning period so the relative velocity is decided completely by the velocity of vehicle in the interval. We describe the statements as
There are two meanings in Equ. (1 a . This consideration does a favor to our formulation in the following. So the path planning in this paper is totally different from those methods by planning position or velocity [6] [7] [8] .
(b) Target pursuit in relative space 
B Path planning problem in 3D and its constraints
In the relative coordination, the purpose of path planning is trying to compute the acceleration sequence of A in each planning period on the following optimal criteria: min : (2) where i=1,2,…,L. L is the total of the obstacles.
Some kinematics and dynamics constraints are considered in the ACO formulation, such as the boundaries of the velocity and acceleration, and the limitations of the tuning angle. In the remainder of the paper, we assume
. The planning period is denoted by τ .
The following inequalities describe the prior constraints
where R , ,
. Based on (3) and (5), we obtain the constraints of the acceleration:
III. THREE DIMENSIONAL TRAJECTORY GENERATION BASED ON TRIMMED ACO The classical ACO is to solve the combinatorial optimization, especially TSP [9] . First, all ants initially deployed in starting cities, then individually select one city that has not been travelled for go ahead according to a certain probability. This procedure repeats until no city left. Next, all the ants will deposit pheromone on each travelled city and the pheromone of different ant will accumulated recursively on each city. Finally, the ants will choose the city with maximum pheromone based on some probability in the next iterate. Through this positive feedback, all the ants are inclined to the same tour. The following is the outline of the algorithm.
Step1: Initialize the best solution and the pheromones matrix Step2: Construct ant city-map Step3: while (termination condition not met) do Ant select next city to jump until all the nodes have been travelled; Compute the ant solution and fitness;
Select elite ants; Update Pheromones with the elite ants' solution; Update the best solution by far; end According to the above procedure, we need to work out the details. They are the city-map, the fitting function, the elite ants, the transfer probability and the pheromone accumulation. We will discuss how to design and improve these topics separately according to our special TPOA problem, but ignore some other details because there has more information in the original literature [12] .
A. Construct ant city-map on the acceleration satisfying the dynamic constraints
The city-map in this paper is different from other methods [6] [7] [8] 10] . Each of the components in a A is a searching variable in ACO formulation and we call it a node. In Fig. 2 , there are three nodes, illustrated by three columns, x, y, z. Then every node has been split into N equivalent intervals, called cities. The accuracy of discrete a A depends on the number N. The larger the N is, the higher the accuracy gets. Fig. 2 illustrates the city-map after discretization. It is obviously that the taboo city-list in traditional ACO is not necessary any more and the computing cost decreases accordingly. 
Consider the result of (7) and introduce time step k, it is easy to write out the updated constraints for a A :
B. Design a fitting function satisfying collision-free constraints If the relative distance between the vehicle and an obstacle is larger than a threshold (We define it with five time greater than the radius of the obstacle), the obstacle is said no threat. Only those threats should be checked no matter the corresponding solution s is feasible or not.
First Fig. 3 .
The vehicle moves without colliding with the obstacle.
After the above evaluation, we only define a pair of fitting functions as shown in (11) and (12) for those feasible solution. As shown in Fig. 4 , the relative velocity V AG is resolved into two orthotropic components, V C and V T . . The larger the value of f(s) is, the more proper s is to be the optimal solution.
The velocity VAG is resolved into two components, VT and VC.
C. Update the pheromone using elite ants
In this section we will discuss how to choose some elite ants to update the pheromone on all cities. When all the ants finish their tours, all feasible solutions will be sorted according to their fitness in descending order. And then the first r solutions, denoted by s m , are chosen. m=1,2,..., r. In order to speed up the We assume that the total of ants is M.
The updating of the pheromone amount is based on the evaporating ratio ρ and the elite ants fitness, as (14) shows, where 0<ρ<1. Each elite ant will lay down its pheromone on the cities that it has travelled, and the depositing quantity equals to its fitness, as in (15). 
D. Speed up the convergence and compute the transfer city
The traditional transfer city is the one with the maximum pheromone amount among all the cities of the next node. However, this strategy often results in convergence prematurely. To avoid this, we extend only one city to an optimal list with K cities that are provided for the probable transferring. Such an expansion is proved definitely practical for getting out of the local minimum in our simulation (Section IV). The following is the modified transfer strategy for ants to choose one city of next node. where q 0 is a probability constant, q is the random probability, and the function rand(K) represents selecting one element from the optimal list randomly which has K cities.
IV. SIMULATION EXPERIMENTS
Consider such a particular environment. The aerial vehicle pursues a moving target T, meanwhile avoiding three obstacles, Ob0, Ob1, and Ob2. The initialization of the trimmed ACO and the environment parameters are listed in the table I and table II. All the simulation experiment given here runs on WinXP/ Pentium IV/2.53GHz/4G/VS2005.
We will observe the vehicle's behavior in some given special situations in which the obstacles follow trajectories of line, circle, and sinusoid.
A. Simulation results
During the hunting process, the vehicle detects the relative distance to all obstacles to decide the corresponding obstacle's index of threaten. Fig. 3 shows the critical scenarios of the avoidance and pursuit. Fig. 5(a)-(b) give an example that the vehicle works in static environment. Pay attention to the initial status that has a local minimum because the vehicle, Ob1 and the target T are Obstacle 0(Ob0) (3000,3000,3000) 500
Obstacle 1(Ob1) (3000,2000,3000) 500
Obstacle 2(Ob2) (3000,1000,3000) 500 TABLE II  THE INITIAL PARAMETERS OF THE TRIMMED ACO IN THE placed on a straight line. Generally this kind of scenarios is intractable for other methods, such as artificial potential field [13] . The time is 28s after Ob1 has been evaded, as shown in Fig. 5(b) . This simulation illustrates that the trimmed ACO is talent for dealing with the local minimum.
In Fig. 5 (c)-(d), the obstacles and the target move up at a constant speed. This dynamic environment is time-varying but the vehicle can easily acquire the optimal path. Fig.5 (e)-(f) show the scenario that the obstacles and the target move circularly. This is very challengeable for the vehicle because of the uncertain environment. The results prove to be feasible and suboptimal. Also in Fig. 5(g)-( h), the vehicle shows the high capability to plan when the obstacles and the target fly in sinusoidal trajectories.
All the simulation give trajectories generation in three dimensions. Our algorithm is validated with real-time. The time consumed in each solution searching is about 22.8ms.
B. Convergence of the method
In this section we use the visual pheromone to explain the algorithm convergence. Fig. 6 illustrates five distributions of the pheromone matrices in certain iteration. Each one, titled with the iteration time, possesses three columns, representing the three nodes' pheromone value respectively. In the first distribution (Iter=1), the pheromone amount on every city is equal. So we see an even gray image. The second one (Iter=10) changes a little comparing to the initial one. Then the third, fourth, and the last image gradually aggregate. The pheromone on three nodes converges, the tour cities fix to some certain ones, as illustrated in the last distribution, which shows the good performance of convergence.
V. CONCLUSIONS
This paper proposes a trimmed ACO for trajectory generation in three dimensional space. In order to improve the real-time performance, the relative coordination is introduced and the definition is also discussed. Then based on the trimmed ACO and the relative coordination, we study the TPOA problem and give a true simulation. In our method, the vehicle's dynamics and kinematics constraints are embedded into the ACO formulation. This new method can avoid rotation transformation and therefore get a good searching efficiency. Moreover, two strategies, the elite ant and optimal city list, are introduced to speed up the convergence.
Although ACO has excellent performance in the aspect of searching speed, for the grounding of probability, it can not guarantee to find the optimal solution in regular iteration. Our future work will focus on combining it with other certain algorithms to achieve better reliability and veracity. 
