Abstract. We show that, in contrast to the integers setting, almost all even order abelian groups G have exponentially fewer maximal sum-free sets than 2 µ(G)/2 , where µ(G) denote the size of a largest sum-free set in G. This confirms a conjecture of Balogh, Liu, Sharifzadeh and Treglown.
Interest in sum-free subsets of abelian groups goes back to the 1960s. Estimating µ(G) turns out to be a much more difficult task. It was not until 2005 that Green and Ruzsa [9] determined µ(G) for all finite abelian groups G. They also proved that, analogous to the integers setting, f (G) = 2 (1+o(1))µ(G) . One can then ask the question similar to Cameron and Erdős's: Is f max (G) exponentially smaller than f (G)? Wolfovitz [18] showed that this is indeed the case for all even order abelian groups. This was extended to all abelian groups by Balogh, Treglown, and the authors [2] , in particular, (1.1) f max (G) ≤ 3 (1/3+o(1))µ(G) .
Considering f max (n) = Θ(2 µ(n)/2 ), the following question was raised in [2] , asking whether analogous bound holds for abelian groups. Question 1.1. Given an abelian group G, is it true that f max (G) ≤ 2
(1/2+o(1))µ(G) ?
This stronger bound holds ( [2] ) for the group Z
(1/2+o(1))µ(Z k 2 ) . It was also suspected in [2] that there is an infinite class of abelian groups for which the upper bound in Question 1.1 is far from tight.
Conjecture 1.2.
There exists a sequence of finite abelian groups {G i } i∈N of increasing order such that for all i, f max (G i ) is exponentially smaller than 2 µ(G i )/2 .
We confirm this conjecture, showing that, somewhat surprisingly for almost all even order groups f max (G) is substantially smaller compared to the integers setting. Theorem 1.3. There exist a constant c > 0 and an integer n 0 such that for almost all even order groups G with |G| > n 0 , f max (G) ≤ 2
(1/2−c)µ(G) .
(1.2)
A more formal statement will be given in Section 3. We remark that the constant c can be taken as for instance 10 −4 . Our result suggests that Z k 2 might be the only exception among all even order groups achieving the bound 2
(1/2+o(1))µ(G) . We will discuss more on this in the concluding remarks. Our proof can be extended to find more groups satisfying the bound in (1.2). On the other hand, we show that the bound in (1.1) cannot be improved, giving a negative answer to Question 1.1. Proposition 1.5. Let G be an abelian group of order n, such that 9|n. Then f max (G) = 3
(1/3+o(1))µ(G) .
The rest of the paper is organised as follows. In Section 2, we introduce all the tools and useful results. Then, we prove Theorem 1.3 in Section 3. The proof of Theorem 1.4 will be given in Section 4. The proof of Proposition 1.5 will be given in Section 5. Some concluding remarks and open problems will be given in Section 6.
Preliminaries
2.1. Notation. For a graph Γ, we write V (Γ) and E(Γ) for the set of vertices and edges of Γ, respectively. We allow at most one loop at each vertex. Denote e(Γ) := |E(Γ)| and v(Γ) := |V (Γ)|. Given x ∈ V (Γ), we write N(x, Γ) for the set of vertices adjacent to x in Γ. We also define d(x, Γ) := |N(x, Γ)|. Note that a loop at x contributes two to the degree of x. We write δ(Γ) for the minimum degree and ∆(G) for the maximum degree of Γ. Denote by Γ[T ] the induced subgraph of Γ on the vertex set T , and Γ \ T the induced subgraph of Γ on the vertex set V (Γ) \ T . For E 1 ⊆ E(Γ), define Γ \ E 1 ⊆ Γ to be the subgraph on the same vertex set with E(Γ \ E 1 ) = E(Γ) \ E 1 .
Throughout the paper, unless otherwise stated, all groups are finite and abelian and all logarithms are on base 2. We omit floors and ceilings where the argument is unaffected.
Number theoretic tools.
Definition 2.1. Let G be an abelian group of order n.
• If n is divisible by a prime p ≡ 2 (mod 3), then we say that G is type I(p), for smallest such p.
• If n is not divisible by any prime p ≡ 2 (mod 3), but 3|n, then we say that G is type II.
• Otherwise, G is type III.
The following theorem was proved for type I and II groups by Diananda and Yap [6] . Later, it was proved for some special type III groups (see [13, 16, 17] ), and for all type III groups in [9] .
Theorem 2.2. For all finite abelian groups
, where m is the exponent (largest order of any element) of G.
We will use the following result by Green and Ruzsa [9] on the structure of large sum-free sets in type I group. Lemma 2.3. Suppose that G is type I(p) and write p = 3k + 2. Let A ⊆ G be sum-free of size |A| > 1 3
n. Then there exists a homomorphism φ : G → Z/pZ such that A is contained in φ −1 (k + 1, ..., 2k + 1).
We will need the following simple fact about abelian groups.
and g ∈ G. Then there are at most 2 r solutions in G to the equation 2x = g.
We will also use the classical result of Hardy and Ramanujan on asymptotics of the partition function.
Theorem 2.5. The number of partitions of integer n is asymptotically
2.3.
Maximal independent sets in graphs. In this subsection we collect together results on maximal independent sets in a graph. Let mis(Γ) denote the number of maximal independent sets in a graph Γ. Moon and Moser [12] showed that for any graph Γ,
and this bound is optimal for disjoint union of triangles. When a graph is almost regular and relatively dense, the bound above can be improved as follows (Equation (3) in [1] ). Lemma 2.6. Let k ≥ 1 and let Γ be a graph on n vertices. Suppose that ∆(Γ) ≤ kδ(Γ) and set b := δ(Γ). Then
When a graph is triangle-free, Hujter and Tuza [10] obtained the following exponential improvement, which is optimal witnessed by a perfect matching. If Γ is triangle-free, then
We will also make use of the following version for 'almost triangle-free' graphs (Corollary 3.3 in [2] ).
Lemma 2.7. Let n, D ∈ N and k ∈ R. Suppose that Γ is a graph and T is a set such that
Proof of Theorem 1.3
To state Theorem 1.3 formally, we use the following proposition.
Proposition 3.1. For any ε > 0, there exists n 0 > 0 such that the following holds for all n > n 0 . Let
be the canonical decomposition of an abelian group of order n. Then all but ε-proportion of abelian groups of order n satisfy 2 r ≤ εn.
Proof. Fix ε > 0, and let n be sufficiently large. Let α, h ∈ N be such that n = 2 α · h and 2 ∤ h. So α = i∈[r] α i ≥ r. We may assume that 2 α = n/h > εn, as otherwise all order-n groups have the desired property.
We first bound the number of groups with 2 r > εn. As i∈ [t] p 
the number of possibilities for α i ≥ 2, i.e. the non-Z 2 even components, is at most
On the other hand, the number of non-isomorphic abelian groups of order n is at least the number of partitions of α, which, by Theorem 2.5, is at least 2 √ α (as α > log(εn)
is sufficiently large).
We can now restate Theorem 1.3 as follows.
Theorem 3.2. There exists a constant c > 10 −4 , such that the following holds for sufficiently large n. Given an abelian group
3.1. Connection between sum-free sets and independent sets. In this subsection, we will reduce the problem of estimating f max (G) to bounding mis(Γ), for some Cayley-like graph Γ. We will use the following container theorem of Green and Ruzsa (Proposition 2.1 in [9] ). See also [3] for more on container method. Lemma 3.3. For all finite abelian group G, there is a family F of subsets of G with the following properties.
(1) Every F ∈ F has at most (log n) −1/9 n 2 Schur triples.
Note that the last property is not mentioned in [9] . It follows form property(1) and supersaturation of sum-free sets in abelian groups (Proposition 2.2 in [9] ).
We refer to the sets in F as containers. For the rest of this section, fix an arbitrary group G of order n that satisfies the hypothesis of Theorem 3.2. Let F ∈ F be an arbitrary container. Recall that since G is an even order group, µ(G) = n/2. Thus, by Lemma 3.3 (2) and (3), to prove Theorem 3.2, it suffices to show that, there exists a constant c > 0 such that f max (F ) ≤ 2
(1/4−c)n , where f max (F ) denotes the number of maximal sum-free subsets of G that lie in F .
By a group removal lemma of Green (Theorem 1.4 in [8] , see also [11] ), F = B ∪ C, where B is sum-free and |C| = o(n). Notice that every maximal sum-free subset of G in F can be built in the following two steps:
(1) Choose a sum-free set S in C; (2) Extend S in B to a maximal one. Since the set C is small, the number of choices for the first step is negligible. We will use the following lemma from [1] to bound the number of choices in the second step.
Lemma 3.4 ([1]
). Suppose that B, S ⊆ G are both sum-free. If I ⊆ B is such that S ∪ I is a maximal sum-free subset of G, then I is a maximal independent set in L S [B].
For a fixed S, by Lemma 3.4, the number of extensions of S in B in
Step (2) is at most mis(L S [B]). Thus,
Therefore, it suffices to show that there exists a positive constant c such that
A new bound for maximal independent sets of dense graphs. We will use the following lemma to bound the number of maximal independent sets in the link graph. This lemma can be viewed as a stability version of Moon and Moser's bound (2.1).
Lemma 3.5. Let k ∈ Z, ∆ ∈ N, and C ≥ 3 ∆/13 . Let Γ be an n-vertex graph with n + k edges and maximum degree ∆, then
We remark that the lemma above is optimal up to the factor 13 in the exponent. Indeed, consider the graph H consisting of disjoint union of K 4 's. This graph is 3-regular and has 3n/2 edges and so k = n/2 with mis(H) = 4 n/4 . Solving 4 1/4 = 3 1/3−1/(6c) , we see that the constant 13 cannot be improved to c < 9.32.
We will use the following fact:
Proof of Lemma 3.5. We use induction on n. For the base case, suppose that n ≤ 3, then k ≤ 0. Thus, by (2.1), the lemma trivially holds. Now, let Γ be an n-vertex graph that satisfies the hypothesis of the lemma. If k ≤ 0, then the lemma trivially holds. Therefore, e(Γ) − n ≥ 1, and ∆ ≥ 3. Also, if k < ∆ 2 , by (2.1), we have
and
As k ≥ ∆ 2 , we have k ′ , k ′′ > 0. By induction hypothesis on Γ ′ and Γ ′′ , and that
13∆ . This finishes the proof as mis(Γ) ≤ mis(Γ ′ ) + mis(Γ ′′ ) due to (3.2), and
3.3. Proof of (3.1). We will use the following definitions and notations throughout the rest of this section. For disjoint sum-free subsets A, A ′ ⊆ F , we call an edge
) the set of type 1 and 2 edges, respectively.
. Recall that µ(G) = n/2 and B is sum-free, therefore, v(Γ) ≤ n/2. Denote by Γ 1 and Γ 2 the subgraph of Γ consisting of type 1 and 2 edges, respectively.
We claim that we may assume B is a coset of some index 2 subgroup of G. Indeed, if |B| ≤ 4n/9, then by (2.1), we have
as desired. Therefore, we can assume that |B| > 4n/9, which, together with Lemma 2.3, implies that B ⊆ G consists of elements with odd values in exactly one of the first r coordinates, and S ⊆ G is a subset of the set of elements with even values in the same coordinate. Note that adding new vertices to a graph will not decrease the number of maximal independent sets, and thus without loss of generality we can assume that
and the generating set is
We first show that (3.1) holds for large S. We will use the following claim, which bounds the degree of every vertex, as well as, their type 1 and type 2 degree.
Proof. Fix an arbitrary element x ∈ B. For the first part, note that each s ∈ S ∪ (−S) generates a unique type 1 neighbour y = x + s ∈ B. For the second part, it is clear that x is incident to exactly |S| many edges of the form (x, s − x). Fix an s ∈ S. It suffices to show that the edge (
). This is equivalent to s−x = x−s ′ , for all s ′ ∈ S ∪(−S). Which implies 2x / ∈ s+(S ∪(−S)). Thus, we may assume that |S| < 10 4 . The next claim will bound the density of Γ with size of S.
Claim 3.8. We have
Proof. By Claim 3.6(i), we only need to prove
Define A := {(x, s − x) : x ∈ B and s ∈ S}.
By definition E 2 ⊆ A ⊆ E, and e 2 (Γ) = |A| − |A ∩ E 1 |. Then, it suffices to prove that
Recall that an edge (x, s − x) ∈ A is a type 1 edge when x − (s − x) = s ′ , for some s ′ ∈ S ∪ (−S). Therefore, |A ∩ E 1 | is at most the number of triples (x, s, s ′ ) with x ∈ B, s ∈ S, s ′ ∈ S ∪ (−S), and 2x = s + s ′ . By Fact 2.4, the number of such triples is at most |S| · |S ∪ (−S)| · 2 r , yielding the desired bound.
Case 1: S = {s}. Let ℓ be the order of s. Next claim shows that if s is not of order 3, then Γ can be made triangle-free by removing o(n) vertices.
Claim 3.9. If ℓ = 3, then there exists a subset B t ⊆ B with |B t | ≤ 2 r = o(n) that intersects all triangles in Γ, i.e. V (T ) ∩ B t = ∅, for all triangles T ⊆ Γ.
Proof. Let T be a triangle in Γ with V (T ) = {x, y, z}. First, we will show that E(T ) contains exactly one type 2 edge. Indeed, if |E(T ) ∩ E 2 | ≥ 2, say xy, xz ∈ E 2 , then y = s − x = z, a contradiction. Otherwise, if |E(T ) ∩ E 2 | = 0, then it is not hard to check that either x − y = s, y − z = s, and z − x = s, in which case, we have 3s = 0, or x − y = s and x − z = s, in which case y = z, leading to a contradiction in either case.
Therefore, without loss of generality, we can assume that xy, xz ∈ E 1 and yz ∈ E 2 . We also assume that x − y = s (the case y − x = s is almost identical). Then, we must have z − x = s, which, together with y + z = s, implies 2z = 3s. By Fact 2.4, since s is fixed, there are at most 2 r choices for z. Then B t := {z : 2z = 3s} is the desired set.
Let B t be the set guaranteed by Claim 3.9. Let Γ ′ = Γ \ B t . By Claims 3.6 and 3.8, all vertices in Γ have degree at most 3|S| = 3 and e(Γ) ≥ 3|B|/2 − 2 r+1 , and thus,
Recall that 2 r = o(n), thus by Lemma 2.7, we get
as desired. Therefore, we can assume that ℓ = 3. In this case, Γ 1 is a disjoint union of |B|/3 triangles, where the vertex set of each triangle is {x, x + s, x + 2s}, for some
. For type 2 edges, notice that there exists a loop at all vertices x ∈ B such that 2x = s. By Claim 3.6, we have that for all vertices x ∈ B such that 2x = 0 and 2x = 2s, we have d 2 (x) = 1. We call a vertex x ∈ B irregular if 2x ∈ {0, s, 2s}. Then if in a triangle of Γ 1 one of the vertices is irregular, the other two are irregular as well. Additionally, one of the vertices has a loop in Γ 2 . Therefore, by Fact 2.4, there are at most 2 r irregular triangles, i.e. triangles with all irregular vertices. Denote by T ′ and T the set of irregular and all triangles in Γ, respectively. Then it is not hard to see that there exists a partition of all triangles in T \ T ′ into pairs, {x, x + s, x + 2s} and {s − x, −x, −x − s}, for x ∈ B, such that Γ 2 induces a perfect matching between each pair. Since the number of maximal independent sets for two disjoint triangles joined by a perfect matching is 6, and the number of maximal independent sets for a triangle that contains a vertex with a loop is two, we obtain that
which finishes the proof of (3.1) for the case when S is a singleton.
Case 2: |S| = 2, and S = {s, −s}. In this case, |S ∪ (−S)| = 2, which together with Claims 3.6 and 3.8, implies δ(Γ) ≥ 2, ∆(Γ) ≤ 4, and e(Γ) = n − 4 · 2 r . Therefore, we can apply Lemma 3.5 with C = 3 4/13 and k = n/2 − 4 · 2 r , which shows that
Case 3: 3 ≤ |S| ≤ 10000 or S = {s 1 , s 2 } with s 1 = −s 2 . In this case, |S ∪(−S)| ≥ 4. Also, by Claim 3.6, we have that 4 ≤ ∆(Γ) ≤ 3|S|. Furthermore, by Claim 3.8,
Therefore, we can apply Lemma 3.5 with k = (∆(Γ) − 2)n/4 − o(n) to get +o(1))n ≤ 2 0.2491n .
Other type I groups
We can extend the proof for Theorem 1.3 to some other type I groups. We streamline the proof of Theorem 1.4 in this section.
Group
We may again assume, by Lemma 2.3, that B is a a coset of a subgroup of index 2, as otherwise B is of small size, and we can apply (2.1) as in (3.3) to obtain the desired bound. We split the proof into the following two cases.
Case 1: B = Z t 2 ⊕ {1, 3} and S ⊆ Z t 2 ⊕ {0, 2}. We may assume that Γ does not contain any loops. Indeed, a loop at a vertex x ∈ B implies that 2x = s for some s ∈ S. But then every vertex in B has a loop, as 2B = {(0, . . . , 0, 2)}. For all s ∈ S and A ⊆ S, define s := (0, . . . , 0, 2) + s, A := ∪ s∈A s, and A * = A ∪ A.
Lemma 4.1. The graph Γ is |S * |-regular.
Proof. Note first that all elements in S * have order 2, so S * ∪ (−(S * )) = S * . Then Claim 3.6 implies that in L S * [B] all vertices are adjacent to exactly |S * | many type 1 edges. It suffices to show that xy ∈ E(Γ) if and only if xy ∈ E 1 (L S * [B]). (⇒) If xy ∈ E 1 (Γ), it is trivial as S ⊆ S * . Otherwise, if xy ∈ E 2 (Γ), then there exists an s ∈ S such that s − x = y. This, together with 2x = s − s, implies that
). We may assume that x − y = s for some s ∈ S. Then x + y = x − y + 2y = s + (0, . . . , 0, 2) = s, that is, xy ∈ E 2 (Γ) as claimed.
If |S * | ≥ 4, then we can apply Lemma 3.5 to get the desired bound. Suppose that |S * | ≤ 3. Then it must be that S * = {s, s}. We claim that Γ is triangle-free, which together with e(Γ) = µ(G) and Lemma 2.7 yields the desired bound. Indeed, a triangle T in Γ must have V (T ) = {x, x + s, x + s}, for some x ∈ B. Then we have (x + s) + s = x + s, or s = 0, a contradiction as otherwise every vertex has a loop. Suppose to the contrary that there exists a triangle T . As Γ[B 0 ] is triangle-free,
The former case implies that 2s 1 = s 0 ; while the latter case yields s 0 = 0, leading to contradictions in both cases. The case when V (T ) intersects B 0 at two vertices can be handled similarly.
4.2. G = Z 5 ⊕ H and 2 ∤ |H|. In this section, we prove that mis(Γ) is exponentially smaller than 2 µ(G)/2 = 2 n/5 . In particular, we will show that there exists a positive constant c,
If B is smaller than 0.37n, then (2.1) suffices. Note that for type I(5) groups, the stability Lemma 2.3 applies only to sets of size at least 7n/18 ≈ 0.389n, nonetheless with the same proof in [9] , the stability can be slightly strenghten to cover sets of size at least 11n/30 ≈ 0.367n. We may then assume that B = {2, 3}⊕H and S ⊆ {0, 1, 4}⊕H. For all subsets G ′ ⊆ G, denote G ′ i to be the set G ′ ∩ {i} ⊕ H, for all i ∈ Z 5 . Similar to Lemma 4.2, the following claim on neighbourhoods of vertices in Γ can be derived. We omit its proof. Claim 4.3. For all i ∈ {2, 3} and
An immediate consequence is that the link graph is relatively regular: |S|/2 ≤ δ(Γ) ≤ ∆(Γ) ≤ 2δ(Γ). We may again assume that |S| = O(1), as otherwise it can be handled as in Claim 3.7. As now ∆(Γ) = O(1), we can make use of the following corollary of Lemma 3.5. For the rest of the proof, without loss of generality, assume that |S 1 | ≥ |S 4 |. Next, we will calculate the ratio α/∆(Γ) depending on size of S. By Claim 4.3,
By Claim 4.4, we may assume α/∆(Γ) < 1/4, implying that
In particular, we must have |S 0 | ≤ 1.
Suppose that |S 0 | = 1. As H has no order-2 element, |S 0 ∪ (−S 0 )| = 2 and hence S 1 , S 4 = ∅. By Claim 4.3, Γ[B 2 , B 3 ] is a matching and apart from O S (1) vertices, Γ[B i ], i ∈ {2, 3}, is a disjoint union of ℓ-cycle, where ℓ is the order of s ∈ S 0 . If ℓ = 3, then Γ is triangle-free. Note that ∆(Γ) = 3 and e(Γ) = 3µ(Γ)/2 − O S (1), then Lemma 2.7 finishes the proof of this case. If ℓ = 3, then apart from constantly many vertices, Γ is a disjoint union of the six-vertex graph obtained by adding a perfect matching between two triangles. Thus mis(Γ) ≤ 6
(1/6+o(1))µ(G) ≤ 2 0.45µ(G) . We may then assume that S 0 = ∅. Note that S 1 = ∅, as otherwise S = ∅. Thus e(Γ) ≥ 3|S 1 ||B|/4 ≥ 3|B|/4. We shall see that in this case Γ can be made triangle-free by removing constantly many vertices. Then as e(Γ) ≥ 3|B|/4, Lemma 2.7 finishes the proof. Recall that H contains no element of order 2, thus, it suffices to show every triangle contains a vertex y with 2y ∈ S + S − S as |S| = O(1). Let T be a triangle induced by {x, y, z}. Assume that x ∈ B 2 and y, z ∈ B 3 , other cases are similar. Recall that edges in [B 2 , B 3 ] and B 3 are type 1 and type 2 respectively. Then x + s ′ = y, x + s ′′ = z and y + z = s for some s, s ′ , s ′′ ∈ S 1 , implying that 2y = s + s ′ − s ′′ as desired.
Type II groups
Proof of Proposition 1.5. Upper bound follows from (1.1). For the lower bound, as
In the former case, let H < Z 3 a be a subgroup of index three. Then, B := (1 + H) ⊕ G ′ is a sum-free subset of size µ(G). Since a ≥ 2, we have that 3||H|. Let x ∈ H be of order three in H, and define s := (x, 0 G ′ ). Note that s has order three in G. Note that the graph L {s} [B] does not have any type 2 edges. Indeed, for all (1 + y, z) ∈ B, with y ∈ H and z ∈ G ′ , the element s − (1 + y, z) ∈ (2 + H) ⊕ G ′ . Therefore, every vertex in L {s} [B] has degree exactly two. Since s has order three, it is easy to check that L {s} [B] is a disjoint union of triangles T with V (T ) = {(1 + y, z), (1 + y + x, z), (1 + y + 2x, z)}, for y ∈ H and z ∈ G ′ .
Suppose now G = Z 3 ⊕ Z 3 ⊕ G ′ . Then, the set B := {1} ⊕ Z 3 ⊕ G ′ is a sum-free subset of size µ(G). Let s := (0, 1, 0 G ′ ), and similar to the previous case, there are no type 2 edges in L {s} [B] , and also L {s} [B] is a disjoint union of triangles T with V (T ) = {(1, y, z), (1, y + 1, z), (1, y + 2, z)}, for some y ∈ Z 3 and z ∈ G ′ .
Thus, in either case, the link graph is a disjoint union of triangles. Note that every maximal independent set I in L {s} [B] corresponds naturally to a maximal sum-free set containing I ∪ {s} in G, and thus, f max (G) ≥ mis(L {s} [B]) = 3 |B|/3 , as desired.
Concluding remarks
In this paper, we show that type II groups of order divisible by 9 have many maximal sum-free sets, 3
(1/3+o(1))µ(G) ; while almost all even order group, i.e. type I(2), have exponentially fewer than 2 µ(G)/2 . This is in sharp contrast to the integers setting. Many interesting problems remain. For example, very little is known about type III groups. We conclude this paper with two further remarks.
• We establish the bound f max (G) ≤ 2
(1/2−c)µ(G) for even order groups with sublinear number of order 2 elements. New ideas are needed to handle the remaining constant many even order groups with Ω(n) number of order 2 elements. We see in Section 4.1 that the same bound holds for the group Z 2 ⊕ · · · ⊕ Z 2 ⊕ Z 4 , which is in a sense the 'worst' even order group as it has the most number of order 2 elements (other than Z k 2 ). Considering also the result on type I(5) groups Z 5 ⊕ H, it is plausible that Z k 2 is the group with the most number of maximal sum-free sets among type I groups. Apart from the even order groups with many order 2 elements, another difficulty for the above conjecture is that the stability result gets weaker for type I(p) groups when p gets larger. As a result, we might not be able to assume the ground set of the link graph is a union of cosets, which is very useful in our analysis.
• The remaining type II groups not covered by Proposition 1.5 are of the form G = Z 3 ⊕ i Z p a i i with p i ≡ 1 (mod 3). It is known [2] that 2 µ(G)/2 ≤ f max (G) ≤ 3 (1/3+o(1))µ(G) .
It would be interesting to know which bound is closer to the truth.
