The outcome of data analysis depends on the quality and completeness of data. This paper considers various techniques for filling in missing precipitation data. To assess suitability of the different methods for filling in missing data, monthly precipitation data collected at six different stations was considered. The complete sets (with no missing values) are used to predict monthly precipitation.
INTRODUCTION
Rainfall is an important part of the hydrological cycle. One of the first steps in any hydrological and meteorological study is accessing reliable quality data. However, precipitation data is frequently incomplete. The incompleteness of precipitation data may be due to damaged measuring instruments, measurement errors and geographical paucity of data (data gaps) or changes to instrumentation over time, a change in the measurement site, a change in data collectors, the irregularity of measurement, or severe topical changes in the climate.
The accurate planning and management of water resources depends on the presence of consistent and exact precipitation data in meteorology stations. In cases where it has not been possible to accurately and consistently record precipitation data in a particular time section, it is necessary to estimate the missing precipitation data before applying it in hydrological models. The data in climate studies also face this issue, as well as measurements in the ocean share similar data problems in regard to missing precipitation data (Lyman & Johnson ; Abraham et al. ; Cheng et al. a, b) .
The estimation of missing data in hydrological studies is necessary for timely implementation of projects such as dam or canal construction. This information is extremely valuable in areas that deal with heavy precipitation events and floods. The accurate estimation of the missing data makes a great contribution to accurate assessment of the capacity of flood control structures in rivers and also dam spillovers.
It reduces the risk of floods in the downstream of these structures. Abraham et al. () observed precipitation changes in the United States and stated that observations and projections of precipitation changes can be useful in designing and constructing infrastructure to be more resistant to both heavy precipitation and flooding.
Homogeneity and trend tests of data used in hydrological modeling or water resource analysis are essential.
Numerous methods have been introduced for estimating and reconstructing missing data. They can be categorized as empirical methods, statistical methods, and function fitting approaches (Xia et al.  used the aerial precipitation ratio method, the arithmetic mean method, the normal ratio (NR) method, and the inverse distance method to estimate missing rainfall data.
The NR method was found to be most accurate. The arithmetic mean method and the aerial precipitation ratio method were most appropriate for the wet zone. You et al.
() compared methods for spatial estimation of temperatures. The spatial regression approach was found to be superior over the IDWM, especially in coastal and mountainous regions. Dastorani et al. () predicted the missing data using the NR method, the correlation method, an artificial neural network (ANN), and an adaptive neuro-fuzzy inference system (ANFIS). The ANFIS approach performed best for the missing flow data. ANN was found to be more efficient in predicting missing data than traditional approaches. Teegavarapu () estimated missing precipitation records by combining a surface interpolation technique and spatial and temporal association rules. The results suggested that this integrated approach improved the precipitation estimates. Teegavarapu et al. () applied a genetic algorithm and a distance weighting method for estimating missing precipitation data. The genetic algorithm provided more accurate estimates over the distance weighting method. Kim & Pachepsky () reconstructed missing daily precipitation data with a regression tree and an ANN.
Better accuracy was accomplished with the combined regression tree and ANN rather than using them independently. Hosseini Baghanam & Nourani () developed an ANN model to estimate missing rain-gauge data. The resulting feed-forward network was found to be accurate. The purpose of this study is to investigate the capability of 10 different traditional and data-driven methods to estimate missing precipitation data in arid areas of southern Iran and to identify the most appropriate method. The 10 examined methods include arithmetic averaging (AA), inverse distance interpolation, linear regression (LR), multiple imputations (MI), multiple linear regression analysis (MLR), non-linear iterative partial least squares (NIPALS) algorithm, NR, single best estimator (SIB), UK traditional (UK) and M5 model tree.
MATERIALS AND METHODS

Study area and data analysis
The studied region encompasses a spacious part of southern Iran and includes an area more than seventy thousand square kilometers. The studied region includes hot and dry areas and is impacted by arid and semi-arid climates. The weather of the coastal zone is extremely hot and humid in the summer, as the temperature occasionally exceeds 52 W C.
The average annual temperature in this region is approximately 27 W C. The amounts of monthly precipitation at the six rain-gauge stations located in southern Iran, namely Bandar Abbas, Bandar Lengeh, Jask, Minab, Kish Island and Abomoosa Island between 1986 and 2014 are used in this investigation. There is no significant difference between the elevations of the studied areas (5 to 30 meters above the sea level). The climate at each station was determined using the De Martonne () aridity index shown in Equation (1).
where P and T are the average annual precipitation (mm) and temperature ( W C), respectively. Figure 1 shows the geographical area of the studied region. Table 1 includes geographic coordinates of the examined weather stations, their elevations, and characteristics of the monthly precipitation data.
Normally, there are no particular issues regarding recording data at meteorology stations. However, the inconsistency of the data record may happen in certain time sections per se.
Hence, in this study we have hypothesized that 10% of data might not be measured. It may need to be estimated.
In this study, the Bandar Lengeh and Bandar Abbas stations were considered the target stations. The Bandar Abbas station is likely to have a precipitation regime different from other stations because it is affected by the elevation of Hormozgan Province. Thus, this station was not taken to be a target one. On the other hand, Bandar
Lengeh is located almost in the middle of the zone regarding its latitude and longitude.
After statistical analysis and quality control of the available data, including homogeneity and trend tests, an attempt has been made to evaluate the efficiency of different classic statistical methods and a decision-tree model to estimate missing data.
Simple AA This is the simplest method commonly used to fill in missing meteorological data in meteorology and climatology. Missing data is obtained by computing the arithmetic average of the data corresponding to the nearest weather stations, as shown in (2),
where V 0 is the estimated value of the missing data, V i is the value of same parameter at ith nearest weather station, and N is the number of the nearest stations. 
where D i is the distance between the station with missing data and the ith nearest weather station. The remaining parameters are defined in Equation (2).
NR method
The NR method, first proposed by Paulhus & Kohler () and later modified by Young (), is a common method for estimation of rainfall missing data. This method is used if any surrounding gauges have normal annual precipitation exceeding 10% of the considered gauge. This weighs the effect of each surrounding station (Singh ) . The estimated data is considered as a combination of parameters with different weights, as shown in Equation (4).
where W i is the weight of ith nearest weather station expressed in Equation (6).
where R i is the correlation coefficient between the target station and the ith surrounding station, and N i is the number of points used to derive correlation coefficient. 
SIB
In the SIB method, the closest neighbor station is used as an estimate for a target station. The target station rainfall is estimated using the same data from the neighbor station that has the highest positive correlation with the target station (Hasanpur Kashani & Dinpashoh ).
LR
LR is a method used for estimating climatological data at stations with similar conditions. In statistics, LR is an approach for modeling the relationship between scalar dependent variable y and one independent parameter denoted X. LR was the first type of regression analysis to be studied rigorously and to be used extensively in practical applications (Xin ) . This is because models that depend linearly on their unknown parameters are easier to fit than models that are non-linearly related to their parameters because the statistical properties of the resulting estimators are easier to determine. In this study, the Kish Island station data was used to calculate the missing data of the target station (Bandar Lengeh) using the LR method.
Multiple linear regression
Multiple linear regression (MLR) is a statistical method for estimating the relationship between a dependent variable and two or more independent, or predictor, variables. MLR identifies the best-weighted combination of independent variables to predict the dependent, or criterion, variable. Eischeid et al. () highlighted many advantages of this method in data interpolation and estimation of missing data. The missing data (V 0 ) is estimated from Equation (6).
where a i , a 1 , …, a n are the regression coefficients. could be applied. Then, the average of imputed data is calculated to provide the missing data at the target station (Radi et al. ) . In many studies, five imputed data sets are considered sufficient. For example, Schafer & Olsen () suggested that in many applications, three to five imputations are sufficient. In this study, the statistical XLSTAT software was used to generate multiple imputations.
NIPALS algorithm for missing data
The NIPALS algorithm was first presented by Wold () under the name NILES. It iteratively applies the principal component analysis to the data set with missing values.
The main idea is to calculate the slope of the least squares line that crosses the origin of the points of the observed data. Here eigenvalues are determined by the variance of the NIPALS components. The same algorithm can estimate the missing data. The rate of convergence of the algorithm depends on the percentage of the missing data (Tenenhaus ) . In this study, the statistical XLSTAT software is used to generate the NIPALS algorithm.
UK traditional method
This method traditionally used by the UK Meteorological
Office to estimate missing temperature and sunshine data was based on comparison with a single neighboring station (Hasanpur Kashani & Dinpashoh ) . In this study, the ratio between the average rainfall at the target station (Bandar Lengeh) and the average rainfall at the station with the highest correlation (Kish Island) was calculated.
Then, that ratio was multiplied by the rainfall at the station with the highest correlation to the target station.
Decision tree model
The M5 . This splitting criterion is based on the standard deviation reduction (SDR) expressed in Equation (7),
where T is the set of examples that reaches the node, T i represents the subset of examples that have the ith outcome of the potential set, and sd represents the standard deviation.
Applying this procedure results in reduction of standard deviation in child nodes. As a result, M5 chooses the final split as the one that maximizes the expected error reduction (Quinlan ) . The M5 decision tree may become too large due to overfitting with test data. Quinlan () suggested pruning the overgrown tree.
Performance metrics
In order to compare accuracy of the discussed methods for reconstructing missing monthly rainfall data, the following four metrics, Equations (8)-(11), are used.
where X is the observed value and Y denotes the computed value.
Computational results
Considering the importance of data accuracy in climate studies, the standard normal homogeneity test (SNHT) and the Mann-Kendall (MK) trend test were applied to the data sets using XLSTAT software ( In the SNHT, the null hypothesis (H 0 ) was homogeneity of the data and the alternative hypothesis (H 1 ) was heterogeneity of the data. In the MK trend test, the null hypothesis was randomness and absence of any trends in data, and the alternative hypothesis was non-randomness and presence of trends in the data. If the p-value is more than significance level (α), the null hypothesis is confirmed; otherwise, the alternative hypothesis is acceptable. The results in Table 2 show that the data related to monthly precipitation is homogeneous and random at all stations and can be used with confidence.
The correlation of monthly precipitation at different stations is important and applicable in modeling.
Hence, the correlation between the monthly precipitation at different stations was investigated ( Table 3 ). The synoptic station of Bandar Lengeh was used as the target station. As shown in Table 3 , the precipitation at the Bandar Lengeh station is most correlated with the Kish Island, Bandar Abbas, and Abomoosa Island stations, respectively.
Latitude is a key factor behind varying precipitation levels across different regions. Precipitation correlation values in different stations are, therefore, positively correlated with their respective latitude. As Table 3 indicates, precipitation correlation values are greater between Bandar Lengeh and In the multiple imputation method, the best results were obtained for data at five stations. In estimating the missing values of precipitation at Bandar Lengeh, the M5 decisiontree model was selected. The best results were obtained when the data related to monthly precipitation at the stations of Bandar Abbas, Jask, Abomoosa and Kish Islands was used. The M5 model in the form of three decision rules (involving linear Equations (12)- (14)) estimates the monthly precipitation at the Bandar Lengeh station with relatively acceptable accuracy. These rules are provided in Table 4 .
Decision rule (1) above states that if the amount of monthly precipitation at Bandar Abbas is equal or less than 3.55 mm and the monthly precipitation at Kish Island is equal or less than 0.15 mm, then monthly precipitation in Bandar Lengeh is calculated from Equation (12). Rule 2 states that if the monthly precipitation at Kish Island is equal to or less than 24.7, then the monthly precipitation at Bandar Lengeh is calculated using Equation (13). According to rule 3, in other situations, the amount of monthly precipitation at Bandar Lengeh is computed using Equation (14). The results obtained from various classic statistical methods and the M5 decision tree model are presented in Table 5 .
The results in Table 5 indicate that among the classical statistical methods, simple AA, MLR, and the NIPALS algorithm are most accurate. The accuracy of the AA method could be due to the fact that the stations under study were located at similar elevation conditions (about 5 to 30 meters above sea level) and followed a rather similar precipitation pattern. The AA and MLR methods may be used in arid areas with similar elevation conditions. The decision tree model provides quite accurate predictions with the correlation coefficient of 0.95, The examination of the results shows that the SIB, LR, and UK methods have minimum accuracy among all methods under the study. This can be due to the nature of these methods, that is, only the precipitation data from one station having maximum correlation with the target station is used.
CONCLUSION
In the study reported in this paper, the monthly precipitation data at six stations located in arid areas was considered. The data collected was homogeneous, and no trends were found. However, numerous values were missing. Different methods were applied to fill in the missing data. The computational results demonstrated that among classical statistical methods, AA, MLR, and the NIPALS algorithm performed best. The high performance of AA might be related to the location of research stations at a similar elevation (between 5 to 30 meters above sea level). Therefore, using the AA method in arid areas with similar elevation is suggested. The results indicated that the MLR method was found to be suitable for estimating missing precipitation data. This result supports the findings 
