Abstract-In this work, we address the joint problem of traffic scheduling and interference management related to the deployment of Small Cell Networks (SCNs). The Base Stations of the SCNs (which we will refer to as Micro Base Stations, MBSs) are low power devices with limited buffer size. They are connected to a Central Scheduler (CS) with limited capacity backhaul links. In this scenario, traffic has to be scheduled from the network to the MBS queues in such a way that the queue-length at MBS remains as close as possible to a given target queue-length. The challenge is to design a scheduler which is oblivious to the wireless link between the MBSs and the User Terminals (UTs). For the traffic arriving at the MBS, we need to efficiently transmit it over the wireless channel to the UTs with minimum power in an interference limited environment. Additionally, real time centralized interference management techniques will not be feasible. In this paper, we decouple the joint scheduling and interference management into two separate parts. For the scheduling problem, we propose a H ∞ control based scheduler which regulates the arrival rates to the queues at the MBS. For the problem of power minimization and decentralized interference management over the wireless link, we propose a multi-cell beamforming technique in which MBSs need to exchange only the channel statistics of their UTs. We use tools from the field Random Matrix Theory to formulate our algorithm. Our simulation results show that the H ∞ based queue length control algorithm stabilizes the queue-lengths at the MBS and keeps the variation of the queue-length around the target to a minimum.
I. INTRODUCTION
According to the observation made by Martin Cooper of Arraycomm, during the last century, the capacity of wireless networks has doubled every 30 months. It has been observed that the biggest gains in the efficiency of spectrum utilization has been due to network densification, i.e., shrinking of cell sizes [1] . Hence the next paradigm shift in the field of cellular networks has been identified as shrinkage of cell sizes resulting in Small Cells Networks, (SCN). The reduction in the cell sizes implies reducing the distance between the transmitter and the receiver, creating the dual benefit of higher link qualities and more spatial reuse. It also implies reduction in the amount of power transmitted. In this document, we will refer to the SCN base stations as Micro Base Stations (MBSs). Typically the MBSs of the small cells are of the form of data access points with limited battery and buffer sizes installed by the users to provide better data and voice coverage over a small area.
However, the reduction of cell sizes imposes numerous technical challenges in the design of such SCNs. Some of the technical issues faced in the implementation of SCNs are the problem of interference management, traffic scheduling, optimal cell size planning, call handover issues, security, backhaul infrastructure etc. For a detailed survey on the SCN deployment and design challenges in SCNs, please refer to [2] , [3] , [4] . In this work, we address two of the issues associated with the deployment SCNs namely Interference management and traffic scheduling. We consider a SCN scenario consisting of a Central Scheduler (CS) which has to schedule the network traffic to the queues present at the MBS. Information is then sent from the MBS to the User Terminals (UTs) over a wireless link. Note however that due to the limited backhaul link capacities, the CS does not have the knowledge of the wireless channel conditions from the MBS to the UTs. Hence,the CS has to schedule traffic to the queues at MBS in such a way that the queue-length at the MBS remains as close as possible to a given target queue-length (usually the capacity of the buffer at the MBS), while being oblivious to wireless channel conditions.
The second issue we address is how to send the information from the MBS to the UTs with minimum power in an interference limited wireless environment. Joint Multi-Cell signal processing techniques like Network MIMO [5] , [6] . have been shown to improve the data rates specially to the UTs present at the cell edges. However, therse technique require the BSs to share the CSI of their UTs. CSI sharing requires high backhaul link capacity and computational power. Hence, Network MIMO will be difficult to deploy in large systems.
In [7] , the authors considered the problem of multi-cell beamforming with BSs exchanging only the statistical information of the channels to their UTs between themselves using tools from Random Matrix Theory. The problem considered was minimizing the total downlink transmitted power subject to the given target SINR constraints for each user. The authors showed that the algorithm is optimal in the asymptotic setting i.e., when the dimensions of the system becomes large (in terms of number of transmit antennas and the number of UTs per cell). The algorithm provides a good approximation in practical scenario (case of finite network dimensions). Unfortunately, in the finite setting, the actual received SINR in the downlink fluctuates around the target SINR, based upon the channel conditions between the MBS and the UTs. Additionally, in a practical setting each MBS has a maximum power constraint to transmit the data to the UTs (which stems from the limited battery power of the MBS equipment). This max-power constraints specifies a certain capacity region and the target SINRs demanded by the UTs can be met only if they lie inside this capacity region, else the achieved SINR is the downlink will be lesser than what is demanded.
From the above observations, it can be inferred that the achieved SINR in the downlink is not exactly equal to the target SINRs demanded by the UTs. It is precisely this fluctuation of the actual received SINR around the target SINR that the CS needs to compensate when scheduling traffic to the queues at the MBS. Note however that the CS is oblivious to the channel conditions which implies that it is also oblivious to the actual achieved SINR in the downlink. To regulate the queue lengths over multiple time slots in the presence of unknown disturbances, we develop a robust controller/regulator based on H ∞ control [8] . The H ∞ type robust controller does not require the knowledge of future input arrival and channel state distributions. Our controller minimizes the variation of queuelength size around the virtual target queue length by deriving an instantaneous arrival rate every time slot. The advantages of such a control algorithm in our setting is that the MBS do not need to feedback the CSI of the UTs to the CS.
Throughout this work, we use boldface lowercase and uppercase letters to designate column vectors and matrices, respectively. For a matrix X, X i,j denotes the (i, j) entry of X. X T and X H denote the transpose and complex conjugate transpose of matrix X. We denote an identity matrix of size M as I M and diag(x 1 , ..., x M ) is a diagonal matrix of size M with the elements x i on its main diagonal. We use x ∼ CN (m, R) to state that the vector x has a complex Gaussian distribution with mean m and covariance matrix R. We will use the notation (x) + = max(x, 0). We will also use the notation ||x|| 2 W to denote the weighted second order norm of the vector x given by x H Wx.
A. Related Work
The problem handled in this paper is multi-disciplinary and spans the fields scheduling and power allocation in wireless networks and decentralized interference management techniques in the context of cellular networks. The problem of scheduling and power allocation has been handled before but in a slightly different context of multi-hop wireless networks. Reference [9] adopts the concept of scheduling based on backpressure and max weight techniques to the case of multihop networks with time varying channels. [10] constructs a dynamic algorithm to minimize average power subject to network stability for stochastic wireless networks and suggests an energy-delay trade off. [11] suggests a resource allocation and queue-length based scheduling algorithm and proves the stability of queues using Lyapunov techniques. [12] suggests an opportunistic queue-aware scheduling with single server and N queues and ON-OFF channels. Our problem is different from all the above works in the sense that we use a novel H ∞ based scheduler for queue-length control in wireless networks.
In the context of decentralized multi-cell beamforming, some of the previous works include [13] and [14] . These works make use of the concept of Virtual SINR to minimize the interference caused to the other cells. A distributed beamforming approach based on Kalman smoothing involving message passing between the BSs has been presented in [15] .
The application of H ∞ control for queue-length stabilization in the context of wireless network is novel and has been first used in [16] . The paper handles dynamic resource allocation problem in Multi-Service downlink OFDMA systems. However, to the authors' knowledge, the joint problem of scheduling using H ∞ control theory, power allocation and beamforming has not been handled before in the context of cellular networks.
II. SYSTEM MODEL
The system model is shown in Figure 1 . It can broken down into two parts. The frontend consisting of the MBSs and the UTs and the backend consisting of the CS and the backhaul links.
We focus on the frontend first. We consider a SCN scenario consisting N cells and K UTs per cell. The UTs in each cell are served by their MBS which is equipped with N t antennas and each UT has a single antenna. The notation UT i,j denotes the j-th UT present in the i-th cell. The MBS of each cell serves only the UTs present only in its cell. Let h t i,j,k ∈ C Nt denote the channel from the MBS i to the UT k,j during the coherence interval t. We assume that the elements of the channel vector are Gaussian distributed, i.e., h
1 the variance of which 1 Note that the variance of the channel is constant across all time slots since we consider that the UTs do not move. depends upon the path loss model between BS i and UT j,k . The channel variance has been scaled by the factor N t to maintain the per antenna power constraint at each base station. We denote the coherence interval of the channel by the notation T c .
We consider that a discrete time system in which the time slots are indexed by t. Before proceeding further, we will clarify the notion of time slot t in our context. We assume that arrivals and departures from the queues present at the MBS happen once every coherence interval of the channel. Hence the notation t indexes the coherence periods of the channel.
The backend part consists of the CS and the backhaul links connecting the CS to the MBS. The task of the CS is to schedule the traffic arriving from the underlying wired backbone into the queues present at the MBS. We assume that the backhaul links have just enough capacity to deliver all the traffic scheduled by the CS during a given coherence.
Let us denote the queue length at MBS i for the UT i,j in its cell during the time slot t by the notation q t i,j . We denote the target buffer length at the MBS by the notationq i,j . We denote the traffic arrival rate into the queue of the MBS i for UT i,j during the time slot t by the notation a t i,j . We also denote the rate at which packets are transmitted out of the queue (i, j) into the wireless link, (i.e. the service rate) during the time slot t by the notation µ t i,j . We now describe the design parameters of the problem. Let w t i,j ∈ C Nt denote the transmit downlink beamforming vector for the UT i,j during time slot t. Likewise, let Γ t i,j denote the received SINR for UT i,j and γ t i,j the corresponding target SINR during the time slot t. The received signal y t i,j ∈ C for the UT i,j during the time slot t is given by
where x t i,j ∈ C represents the information signal for the UT i,j during the time slot t and z t i,j ∼ CN (0, σ 2 ) is the corresponding additive white Gaussian complex noise.
The downlink power minimization and scheduler design problem can be cast into the following optimization problem given by
The objective function of the optimization problem in (1) attempts to minimize the total power transmitted in the downlink during each time slot t. The first constraint equation is the target SINR constraint for each UT. The second constraint equation denotes the scheduler design constraint which tries to maintain the long term average of the queue-lengths (across multiple coherence intervals) as close as possible to the target queue-lengths. Please note that in order to provide a clear understanding of the algorithm we assume that the target SINRs of the UTs remain constant during all time slots, i.e., γ t i,j =γ i,j ∀t. The received SINR in the downlink is given by the following expression
The numerator term is the useful signal. The denominator terms represent the intra-cell interference, inter-cell interference and the thermal noise (in order as they appear in the denominator).
III. ALGORITHM DESIGN
The optimization problem in (1) is extremely difficult to solve due to the interdependencies of the various parameters involved. Hence, in this work we decouple the problem into two stages. The first stage is the scheduling or the rate control problem for the queues of the MBS. The design objective of the scheduler is to minimize the variance of the queue-length around a given target queue-length. The second stage is the interference management problem. Here, the design objective is to compute the optimal beamforming vectors that minimize the total downlink transmitted power while satisfying the target SINR constraints.
The parameters connecting the two problems are the SINR and the service rates of the queues. The relationship between the service rate of the queues at the MBS, µ and the SINR, γ, is given by the Shannon-Hartley theorem
where B is the total number of channel uses available during the coherence interval T c . Accordingly, we denote the service rate corresponding to the target SINR (γ i,j ) for UT i,j byμ i,j and the service rate corresponding to the achieved SINR in the downlink (Γ t i,j ) during each time slot t by µ t i,j . We will refer toμ i,j as the target service rate for the queues.
The decoupled algorithm can be summarized as follows:
• The UTs request a target SINR during each time slot depending on their requirement.
• The beamformer design and power allocation algorithm computes the optimal design parameters to serve the data to the UTs.
• During each time slot, the scheduler regulates the amount of traffic arriving into the queues of the MBS such that the queues are stable. We now describe the algorithm in detail.
A. Beamformer Design and Power Allocation
We first provide the a distributed algorithm to compute the optimal beamforming vectors and power allocation for a given set of target SINR constraints. We take up the beamformer design problem during a given time slot t. Hence we drop the superscript t in subsequent equations related to the above problem. The optimization problem for the beamforming design is given by
The beamformer design problem is the same as (1) except that the final constraint has been removed. This is due to the decoupling of the problem into the two stages. The final constraint represents the scheduler design problem. The beamformer design problem is inspired from our previous work in [7] . The downlink power minimization problem in equation (3) is more difficult to solve since the computation of the beamforming vector of a given UT in turn depends on the beamforming vectors of the other UTs as well. Hence, using an approach similar to the one in [17] , we convert this problem into a dual uplink problem. The uplink problem is much easier to be solved. The dual problem in the uplink is given as
where the uplink SINR, Λ i,j is given by
whereŵ denotes the corresponding uplink beamforming vector and λ i,j represents the dual variable associated with the optimization problem in (3). The λ i,j can be viewed as the dual uplink power. Before stating the optimal beamforming algorithm, we define the following matrices. Let
be the matrix whose columns are formed by the channel vectors from BS i to all the UTs across all the cells. Similarly,
] be a diagonal matrix with diagonal elements being the uplink power allocations. We also define the matrix Σ i as
We define the Stieltjes transform ( [18] ) of the empirical eigen value distribution of the matrix Σ i by the notation m Σi . When the number of antennas N t on the MBS and the number of UTs per cell K, become very large, (N t , K → ∞)
3
• The iterative function for evaluating the optimal uplink power allocation λ i,j is given by
3 The details of the algorithm can be found in [7] .
• The optimal receive uplink beamformers can be evaluated asŵ
• The optimal transmit downlink beamformers are computed using
The parameter δ i,j is a scaling factor between the uplink and the downlink beamforming vectors. It can be computed as in [7] .
The effectiveness of our algorithm lies in the fact that the computation of the uplink power parameter λ depends only on the channel statistics and not upon the actual channel realization. Hence in order to compute the beamforming vectors, MBSs only need to exchange the channel statistics (of their UTs) between themselves. This tremendously reduces the computational complexity and the information to be exchanged between between the BSs especially in a fast fading scenario in which the channel realization changes rapidly where as the channel statistics remain constant over fairly long periods of time (assuming low mobility scenario).
Note however, that the algorithm is optimal in the asymptotic setting implying that the SINR constraints are perfectly satisfied only when the number of antennas on the MBS and the number of UTs tend to infinity. However, in a practical scenario, when the network dimensions are finite, the authors in [7] show with the help of simulation results that the actual achieved SINR fluctuates around the target SINR. The fluctuations around the target SINR depends upon the channel realizations across the multiple coherence intervals.
1) The Problem of Feasibility: We now include a practical constraint in the beamformer design problem namely the maxpower constraint on each MBS. We rewrite the optimization problem of Equation (3) incorporating the max-power constraint.
The optimization problem in (3) has a solution only if the maxpower constraints for each MBS is satisfied. In other words, if the problem is infeasible, it implies that given the maxpower constraints on the MBSs, the targeted SINR lie outside the capacity region of the system. In this work, we address this problem by selectively reducing the target SINR of a few UTs. We provide a heuristic approach to select the UTs whose target SINRs can be reduced. 1) Identify the set of cells for which the max-power constraint is violated. 2) Let us denote P i,j as the downlink power for the UT i,j
given by P i,j = w H i,j w i,j . Among the UTs belonging to the cells for which power constraint is violated, select the set of UT(s) which has the maximum ratio δ i,j = Pi,j qi,j . We define the UT i,j ′ = arg max j δ i,j . 3) If the target SINR γ i,j ′ > τ, decrease the target SINR for UT i,j ′ by a small amount ∆. Else, choose the UT(s) for which the parameter δ i,j ′ is the next highest. 4) Solve the optimization problem in Equation (3) with the new set of target SINR constraints. 5) Repeat the steps 1 − 4 until the problem becomes feasible.
The intuition behind the algorithm is as follows. During each time slot t, if the max-power constraints for the BSs is not met, we start by choosing the set of UTs for which δ i,j is maximum. The numerator term is the power consumed by the UT. If the UT is consuming a lot of power, then the UT probably has a bad channel realization and hence we reduce its target SINR. The denominator term is the queue-length at time slot t. Minimum queue-length implies that the UT(s) has lesser amount of information bits to be served and hence we can afford to reduce the data rate of that UT. The parameter ∆ is a design parameter which can be chosen suitably depending on the simulation scenario. The parameter τ is a small quantity which ensures that each UT gets at least a minimum rate. No UT goes unserved. Therefore fluctuations of the actual achieved SINR in the downlink fluctuates around the target SINR both due to the asymptotic nature of the beamformer design algorithm and also the feasibility issue. These fluctuations of the SINR result in a variation of queue-length around a given target queuelength. Hence, we need an effective queue-length control algorithm which accounts for the fluctuations of the SINR. In what follows, we provide a rate control algorithm based on H ∞ control. The controller regulates the arrival rate into the queues.
B. Scheduler Design and Queue-Length Stability at the MBS
We now describe the scheduler design. The scheduler has to regulate the flow into the queues without the knowledge of the wireless channel conditions. (which implies that the scheduler does not have the knowledge of the actual received SINR in the downlink).
Let us now focus on the queue length dynamics at the MBS. The equation for the queue-length evolution at the MBS is given by
Let us subtract the target queue-lengthq i,j from the LHS and the RHS of (10). We also add and subtract the target service rate of each queue,μ i,j on the RHS of the equation (10) . Hence Equation (10) after rearranging becomes
We perform a change of variables and define ψ T . Therefore, Equation (11) in its vectorized form becomes
The CS makes an observation on the queue-length in order to regulate the traffic arrival into the queues. The observation equation is given by
where η t is a noise parameter. The noise parameter is representative of the fact that the CS only an estimation of queuelength. Moreover, in practical scenario this observation may even be an outdated observation. We model the observation errors as noise. Note that we do not assume any particular statistical distribution for the noise parameter.
The objective of the scheduler design problem is to minimize the cost function given by
where W and V are weight matrices. In our algorithm, both the matrices are assumed to be identity matrices. The first term of the cost function in Equation (14) denotes the penalty for deviating from the target queue length. The second term tries to maintain the arrival rate at each queue as close as possible to the target service rateγ i,j . Note that the scheduler is unaware of the error term ζ t , since it does not have the knowledge of the actual received SINR in the downlink.
Equation (15) represents a linear dynamic system with the state variable denoted by the notation ψ t , a control parameter denoted by the notation u t and an unknown process noise denoted by ζ t . In particular, Equation (15) denotes the evolution of the state variable and (14) the quadratic cost to be minimized. We use a controller based on H ∞ control algorithm [8] to solve the above problem. The task of the controller is to specify an arrival rate into the queue by calculating the control parameter u t at each time slot t. The reason why H ∞ filter makes controlling decisions without making any assumptions of the noise processes is because H ∞ control assumes the worst case noise. That is, it tries to minimize the cost function assuming the worst case noise. For this reason, the H ∞ control is called mini-max control. Additionally, the scheduler is trying to minimize the long term cost function. The problem is a dynamic programming problem involving stochastic processes i.e., during each time slot the CS has to take control decisions such that the long term cost function is minimized (and not the instantaneous cost function). For details of the H ∞ control design please refer to the Appendix A.
We would like to state that in practice, we can add a scaling factor α as a weight to the control parameter. We define a matrix S = diag(
). The equation defining the evolution of the state variable becomes
And hence, the correspondingly, the weight matrix for the control variable becomes V = diag(α . . . α). The parameter α can be varied to adjust the convergence rate of the H ∞ control.
IV. NUMERICAL RESULTS
In this section we provide some numerical results to show the effectiveness of our algorithm. We consider a hexagonal cellular system with a cluster of 3 cells as shown in Figure 2 . Each cell has a MBS which serves only the UTs in its cell. The number of transmit antennas on each MBS scales with the number of UTs in the cell such that their ratio is a finite constant. In particular, we assume N t = K. The MBS are connected to the CS. We assume that the target queue-length of the buffers at all the UTs to be 20kBs. We also assume the number of channel uses per coherence interval of the channel (B in equation (2)) as one-third the target queuelength. The channel realizations are assumed to be i.i.d. across the coherence intervals. We consider a distance dependent path loss model in which the UTs are assumed to be arbitrarily scattered inside each cell. In this case, the path loss factor from MBS i to UT j,k is given
where d i,j,k is the distance between MBS i to UT j,k , normalized to the maximum distance within a cell, and β is the path loss exponent which lies usually in the range from 2 to 5 dependent on the radio environment. We normalize the variance of the total received noise to σ 2 = 1. We also assume that no user terminal is within a normalized distance of 0.1 from the closest BS. For all our simulations, we assume a target SINR of 9 dB for all the UTs.
First let us focus on the case with no max-power constraint on the MBSs (P max = ∞). We run our simulations for T = 100 time slots. We first plot the variation of queue-length values (averaged across the UTs) against the number of UTs per cell in Figure 3 . The bubbles represent queue-length values at each time slot for a given number of UTs (overlapped on the same point) and the horizontal line represents the target queue-length.
In order to quantify the variation in the queue-lengths around the target queue size, we define the Normalized Mean Square Error (NMSE) of the queue-lengths given by
The NMSE for the arrival rates also follows a similar definition. We plot the NMSE of the queue-lengths against the number of UTs in Figure 4 .
It can be seen that in both the Figures 3 and 4 (in this case the curve corresponding to P max = ∞), as the number of UTs increases, the variance of the queue-length becomes lesser. This is in accordance with our beamforming algorithm. Recall that as the number of UTs become large, the achieved SINR in the downlink gets very close to the target SINR for every given channel realization. Hence, the variation of the queue-length around the target also reduces.
We also plot the NMSE of the arrival rates into the queues specified by the scheduler in Figure 5 . The NMSE of the arrival rates also reduce as the number of UTs increase. In fact, when the number of UTs goes to infinity, effectively, we do not require queue-length control anymore. The arrivals into the queue is then deterministic equal the the target queuelength at all the time slots.
We now introduce the max-power constraint on each MBS. When the max power constraint of a particular MBS is not satisfied, we use the approach developed in Section 4 to redesign the system parameters. In Figure 4 and 5 (curves corresponding to P max = 30, 40), we plot the NMSE of the queue-lengths and the arrival rates with power constraints. Please note that P max indicated in the plots is normalized by K, the number of UTs. It can be seen that as the P max per MBS reduces, the NMSE parameter increases. This goes well with the intuition since with the max-power constraint, the error between the target SINR and actual achieved SINR in the downlink increases because of redesigning of system parameters. The max-power plots will be useful in determining the excess buffer capacity beyond the target queue-length that the system designer will have to provide.
In Figure 6 , we plot the average downlink transmitted power per UT and the average rate achieved per UT against the given max-power constraint (P max ) in the same plot with 10 UTs per cell and 100 channel realizations. It can be seen that more the power consumed, more is the average rate achieved per UT . This implies that with more power, the MBSs can meet the targeted SINR without having to reset them to lower values. Hence, the error between requested SINR (target) and actual achieved SINR is lower. Also, for low levels of P max , it can be seen that the increase in total downlink transmitted power is almost linear as a function of P max . This is due to the fact that at low P max , all the MBSs are transmitting nearly at their peak in order to provide the best possible data rates for the UTs (with the power constraint). However, as P max increases beyond certain value, the system performance is close to the case of P max = ∞. This is due to the fact that with higher powers, the targeted SINRs lie inside the capacity region.
APPENDIX A: H-INFINITY CONTROL
In this section, we provide a brief overview on the solution to the discrete-time system dynamic with unpredictable noise. (Please note that in order to maintain consistency with the previous literature in this field, we deviate from the guidelines set for notations in the introduction section this paper). We consider the following state space equation:
where state vector X, control vector U and noise vector Γ take values respectively in R n , R p and R m . Moreover, we define the following measurement equation for the state (i.e. the state is not known exactly but estimated via an observation),
observable state vector Y takes values in R n . The objective is to design a controller that minimizes the following cost function:
where W and Q are the norm matrices. The problem to solve is then a linear control problem with quadratic cost and unpredictable noise. Please note that when the noise is Gaussian, the solution to this problem is to use LQG (Linear Quadratic Gaussian) technique. When the noise is unpredictable (we don't have information on the distribution of the noise), an efficient way to solve the aforementioned problem is to use H ∞ technique. The H ∞ controller adopted in this section is the robust controller discussed in [8] and based on zero sum game theory. To solve our problem using H ∞ , we introduce the following cost function:
where, π is the level of attenuation. This is a minimax optimization problem where the cost function is minimized over maximum unknown disturbance. This problem is a zero sum game with two players. The cost J π is minimized by player 1 and maximized by player 2 using vectors U and Γ. One can refer to [8] for more general class of discretetime zero-sum games, with various information patterns, where sufficient conditions for the existence of a saddle point are provided when the information pattern is perfect and imperfect state. The H ∞ controller can be obtained according to the following proposition [8] ; There exists a state feedback H ∞ controller U t such that,
where, ρ(ΣM) < π 2 . Moreover, 1) M is a minimal non-negative definite solution to the following algebraic Riccati equation,
where,
2) Σ is a minimal non-negative definite solution to the following algebraic Riccati equation,
3) and the state estimateX t is generated by,
and
The above proposition allows us to find the optimal controller for given π. Therefore, to obtain the solution, we have to find the optimal value of π 2 which satisfies all the above conditions. For that, we use the following lemma:
Lemma [[19] [20] ]: The following conditions are equivalent 1) 1) The H ∞ norm of the transfer matrix of the aforementioned dynamic system ||G|| ∞ < π (this is equivalent to solve the dynamic problem using the above proposition) 2) 2) The Hamiltonian matrix H of the system has no eigenvalues on the imaginary axis (the H ∞ solution involves two Hamiltonian matrices) Based on the above lemma, we use the following algorithm to find the optimal π [ [16] , [8] ].
1) Start with a small value of π 2 ≥ 0. 2) Increment the value of π 2 by a small step size δ. 3) Formulate the two Hamiltonian matrices corresponding to the Ricatti Equations
For our particular problem, the two hamiltonian matrices H 1 and H 2 are identical. 4) Find the eigen values of H 1 and H 2 . 5) If the eigen value of H 1 or H 2 has an imaginary part, then go to step 2. ELSE for this value of π 2 solve the Ricatti Equations in (21) and (23) to find the values of M and Σ. 6) If M < 0 or Σ < 0, go to step 2 ELSE check conditions (22) and (24). 7) If conditions (22) and (24) are not satisfied, go to step 2. Else check the spectral radius of ΣM. 8) If ρ(ΣM) < π 2 , go to step 2, ELSE π 2 is the optimal value and terminate the algorithm.
