Abstract. In this paper we construct a new family of flat Minkowski planes of group dimension 3. These planes share the positive half with the classical real Minkowski plane and admit simple groups of automorphisms isomorphic to PSL 2 ðRÞ acting diagonally on the torus. We further determine the full automorphism groups and the Klein-Kroll types of these flat Minkowski planes.
Introduction and result
A flat Minkowski plane M is an incidence structure of points, circles and two kinds of parallel classes whose point set is the torus S 1 Â S 1 (where the 1-sphere S 1 usually is represented as R U fyg), whose circles are graphs of homeomorphisms of S 1 and whose parallel classes of points are the horizontals and verticals on the torus. We furthermore require that for every point p of M the associated incidence structure A p whose point set A p consists of all points of M that are not parallel to p and whose set of lines L p consists of all restrictions to A p of circles of M passing through p and of all parallel classes not passing through p is an a‰ne plane. We call A p the derived a‰ne plane at p; compare [5] or [4] , Chapter 4. This implies that three mutually nonparallel points can be joined by a unique circle and that for two non-parallel points p and q and a circle K C p there is a unique circle which touches K at p and passes through q. The classical flat Minkowski plane is obtained in this way as the geometry of all graphs of fractional linear maps on S 1 . Each derived a‰ne plane of the classical flat Minkowski plane is Desarguesian.
When the circle sets are topologized by the Hausdor¤ metric with respect to a metric that induces the topology of the torus, then the planes are topological in the sense that the operations of joining three mutually non-parallel points by a circle, intersecting of two circles, and touching are continuous with respect to the induced topologies on their respective domains of definition. For more information on topological Minkowski planes we refer to [5] and [4] , Chapter 4. The flat Minkowski planes are precisely the 2-dimensional topological Minkowski planes.
The circle space C of a flat Minkowski plane has two connected components; one, C þ , consists of all circles in C that are graphs of orientation-preserving homeomorphisms S 1 ! S 1 and the other, C À , consists of all circles in C that are graphs of orientation-reversing homeomorphisms. We call C þ and C À the positive and negative half of M, respectively. It turns out that these two halves are completely independent of each other, that is, we can interchange components from di¤erent flat Minkowski planes and obtain another flat Minkowski plane; see [4] , 4.3.1.
An automorphism of a flat Minkowski plane is a homeomorphism of the torus such that parallel classes are mapped to parallel classes and circles are mapped to circles. The collection of all automorphisms of a flat Minkowski plane M forms a group with respect to composition, the automorphism group G of M. This group is a Lie group of dimension at most 6 with respect to the compact-open topology; see [4] , 4.4. We say that a flat Minkowski plane has group dimension n if its automorphism group is n-dimensional. All flat Minkowski planes of group dimension at least 4 have been classified by Schenkel [5] , see also [4] , 4.4.5. In particular, the classical flat Minkowski plane is the only flat Minkowski plane of group dimension at least 5 and every flat Minkowski plane of group dimension 4 fixes two parallel classes. Many flat Minkowski planes of group dimension 3 have also been constructed, see [4] , 4.3 for a summary, but no complete classification flat Minkowski planes of group dimension 3 has yet been achieved.
In this paper we contribute to the eventual classification by constructing a new family of flat Minkowski planes of group dimension 3. These planes admit simple groups of automorphisms isomorphic to PSL 2 ðRÞ. They are obtained from the classical flat Minkowski plane by replacing the circles in the negative half in such a way that PSL 2 ðRÞ acts diagonally. Thus these planes are not isomorphic to the wellknown flat Minkowski planes that admit PSL 2 ðRÞ as a group of automorphisms in one of the kernels.
Main Theorem. Each incidence structure MðkÞ for k > 1, see the beginning of Section 2, is a flat Minkowski plane. Furthermore, these planes are mutually non-isomorphic and the full automorphism group of each such plane is isomorphic to PGL 2 ðRÞ and acts diagonally on the torus. Each MðkÞ is of Klein-Kroll type IV.A.1.
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The incidence structures M (k)
We construct a flat Minkowski plane MðkÞ by replacing the negative half of the classical flat Minkowski plane by the images of the generating circle
under the group S ¼ fðx; yÞ 7 ! ðdðxÞ; dðyÞÞ j d A PSL 2 ðRÞg:
More precisely, let k > 1. Then the incidence structure MðkÞ on the torus S 1 Â S 1 has circles of the following form.
. The graphs of elements in PSL 2 ðRÞ, that is,
where a; b; c; d A R, ad À bc > 0, with the obvious definitions for x ¼ y and when the denominator becomes 0. These circles are the same as the circles in the positive half of the classical flat Minkowski plane.
. We first assume that c ¼ 0. Then a can be written in the form a : x 7 ! rðx þ sÞ where r; s A R, r > 0. Since a À1 A G too, we may further assume that s d 0. Moreover, a À1 f À1 k af k fixes y A S 1 and has at least two fixed points x 1 < x 2 in R. For these fixed points x i one then finds af k ðxÞ ¼ f k aðxÞ, that is, jrj kÀ1 g k ðx i þ sÞ ¼ g k ðx i Þ À s for i ¼ 1; 2. Eliminating r from these two equations, we obtain hðsÞ ¼ 0 where
Since x 1 < x 2 and s d 0, the first term sðg k ðs þ x 2 Þ À g k ðs þ x 1 ÞÞ is nonnegative. The second term g k ðx 2 ðs þ x 1 ÞÞ À g k ðx 1 ðs þ x 2 ÞÞ is 0 if and only if
This shows that we must have s ¼ 0. But then r ¼ 1. Therefore a ¼ id in this case.
We now show that the second case where a; b; c; d 0 0 is not possible. We write a in the form aðxÞ ¼ r xþs xþt where r; s; t A R, rðt À sÞ > 0. By passing over to a À1 ; as; . . . ; if necessary, we may further assume that 0 < s < t or s < 0 < t. This then implies that r > 0. Note that in this case neither y nor a À1 ðyÞ can be fixed by a À1 f À1 k af k . Then f k aðxÞ ¼ af k ðxÞ is equivalent to h r; s; t ðxÞ ¼ 0 where x A R and h r; s; t ðxÞ ¼ jrj kÀ1 g k ðx þ sÞðg k ðxÞ À tÞ þ g k ðx þ tÞðg k ðxÞ À sÞ
We show that h r; s; t has at most two real zeros. By looking at where the factors g k ðx þ sÞ; g k ðxÞ À t; g k ðx þ tÞ; g k ðxÞ À s occurring in h r; s; t ðxÞ are positive or negative we find that h r; s; t ðxÞ > 0 for x > maxfÀs; g
Using kg k ðxÞ ¼ xg The first factor jrj kÀ1 g 0 k ðx þ sÞ þ g 0 k ðx þ tÞ on the right-hand side is always positive. We now assume that 0 < s < t. Then the second factor xg k ðxÞ þ st in ( * ) is also positive. This implies that h 0 r; s; t ðx 0 Þ > 0 for every positive zero x 0 of h r; s; t and h 0 r; s; t ðx 0 Þ < 0 for every negative zero x 0 of h r; s; t . Hence there can be at most one positive and at most one negative zero of h r; s; t . Since h r; s; t ð0Þ ¼ Àtjrj
we see that h r; s; t has precisely two zeros in case 0 < s < t.
We finally assume that s < 0 < t. In this case one further finds that h r; s; t ðxÞ > 0 for maxfÀt; g Note that for g À1 k ðsÞ ¼ Àt we have I À ¼ q and h r; s; t ðxÞ > 0 for all x < 0. Likewise, g À1 k ðtÞ ¼ Às implies I þ ¼ q and h r; s; t ðxÞ > 0 for all x > 0. We will see below that h r; s; t can have at most two zeros in I G . Therefore in each of the above two cases where one of the intervals is empty we obtain the desired result. In order to avoid unnecessary special cases in the following, we now assume that g The map x 7 ! xg k ðxÞ þ st has precisely two zeros x 0 ¼ jstj 1=ðkþ1Þ and Àx 0 . Since s þ g k ðtÞ and t þ g À1 k ðsÞ have the same sign, we see from Table 1 that xg k ðxÞ þ st takes on opposite signs at the boundary points of I À . We similarly obtain that xg k ðxÞ þ st takes on opposite signs at the boundary points of I þ . This shows that x 0 A I þ and Àx 0 A I À . If x 0 x 0 is a zero of h r; s; t , then we obtain from Equation ( * ) that h 0 r; s; t ðxÞ > 0 for x > x 0 or Àx 0 < x < 0 and h 0 r; s; t ðxÞ < 0 for 0 < x < x 0 or x < Àx 0 . As before this implies that h r; s; t has at most one zero in each of the intervals ðminfÀt; g 
Hence h 00 r; s; t ðx 0 Þ > 0 and it then follows that x 0 is the only zero of h r; s; t in I þ . The case h r; s; t ðÀx 0 Þ ¼ 0 is dealt with similarly and results in only one zero of h r; s; t in I À . So in any case h r; s; t has at most two zeros in I G .
We still have to exclude the case that h r; s; t has more than two zeros in I þ U I À . Let x h r; s; t ðxÞ xg k ðxÞ þ st Table 1 .
that is, r G are such that h r þ ; s; t ðx 0 Þ ¼ h r À ; s; t ðÀx 0 Þ ¼ 0. Then
If h r; s; t has two zeros in I þ , then h r; s; t ðx 0 Þ < 0 and thus r > r þ from above. But then r > r À and h r; s; t ðÀx 0 Þ > 0. From what we have seen before, this then implies that h r; s; t has no zeros in I À . The case that h r; s; t has two zeros in I À is dealt with similarly. This concludes the proof that h r; s; t has at most two real zeros and the statement of the proposition is established. r Corollary 2.2. Two di¤erent circles of MðkÞ intersect in at most two points. Hence two points in a derived geometry at a point of MðkÞ are on at most one line.
Proof. The circles of MðkÞ are the graphs of b and df k d À1 for all b; d A PSL 2 ðRÞ. Since the first kind of homeomorphism is orientation-preserving and the latter kind is orientation-reversing, we obtain that any two such associated circles intersect in at most two points. The same is true for any two circles of the first kind because we are essentially in the classical flat Minkowski plane.
If the circles associated with gf k g À1 and r
From the definition of circles it is obvious that circles are described by homeomorphisms of S 1 . Hence, in order to verify that MðkÞ is a flat Minkowski plane, we only have to make sure that each derived incidence geometry is an a‰ne plane. Since the group S is a group of automorphisms of the classical flat Minkowski plane, and, by construction, also acts on the negative half of MðkÞ, we see that S is a group of automorphisms of MðkÞ. Furthermore, S has two orbits on the torus, the circle
in the positive half and its complement ðS 1 Â S 1 ÞnD. It therefore su‰ces to show that the derived incidence geometries at the points ðy; yÞ and ðy; 0Þ are a‰ne planes.
Note moreover that S is even doubly transitive on the points of D and that D is the only circle fixed by S.
The derived geometry A at (T,T)
The lines of the derived geometry A of MðkÞ at ðy; yÞ are the horizontal and vertical Euclidean lines (coming from parallel classes of MðkÞ), all Euclidean lines of positive slope (coming from circles in the positive half that pass through ðy; yÞ), and the lines
for r; t A R, r > 0 (coming from circles in the negative half that pass through ðy; yÞ). The latter circles are the images of the generating circle C k under the stabilizer L ¼ S ðy; yÞ of ðy; yÞ, that is, the group
Note that the transformationŝ s : ðx; yÞ 7 ! ðÀ1=x; À1= yÞ in S leaves C k invariant. Therefore the coset Lŝ s gives rise to the same set of circles.
Using the restriction g k of Àf k on R, the lines of the latter kind in A can then be rewritten as
Hence we obtain the following description of the the lines in A.
The geometry A. The lines of A are the verticals fcg Â R for c A R and
The derived geometry A of MðkÞ at ðy; yÞ is an a‰ne plane.
Proof. We first show that two distinct points of R 2 can be joined by a unique line in A. Let ðx i ; y i Þ, i ¼ 1; 2, be two such points. If ð y 2 À y 1 Þðx 2 À x 1 Þ d 0, there is a unique Euclidean line of nonnegative slope or a vertical line through these points. Moreover, no line L s; t for s < 0 can pass through ðx 1 ; y 1 Þ and ðx 2 ; y 2 Þ. If ðy 2 À y 1 Þ Á ðx 2 À x 1 Þ < 0, no such Euclidean line with s > 0 can exist and we have to find a unique line L s; t where s < 0 through both points. Without loss of generality we may assume that x 1 < x 2 . From the system of equations
we obtain ðy 2 À tÞ=ð y 1 À tÞ ¼ g k ððx 2 À tÞ=ðx 1 À tÞÞ. Taking the inverse of the fractional linear map t 7 ! ðy 2 À tÞ=ð y 1 À tÞ on both sides and using that g k is multiplicative, we obtain
The left-hand side defines a strictly decreasing homeomorphism h of R. Hence h has a unique fixed point t 0 . Since x 1 0 x 2 , we have t 0 0 x i for at least one i ¼ 1; 2. Then
Þ is well defined and L s 0 ; t 0 is the unique line in A through ðx 1 ; y 1 Þ and ðx 2 ; y 2 Þ.
For the parallel axiom note that L s; t for s > 0 and s < 0 are graphs of orientationpreserving and orientation-reversing homeomorphisms of R. We therefore see that the parallel axiom is clearly satisfied for horizontal or vertical lines and that the parameter s 0 of any parallel L s 0 ; t 0 of a line L s; t in A must have the same sign as s. Hence there is a unique parallel in A to a line L s; t , s > 0 (that is, a Euclidean line of positive slope) through a given point. We thus only consider the case s < 0.
We first verify that two lines L s; t and L s 0 ; t 0 where s; s 0 < 0 are parallel if and only if s ¼ s 0 . Straightforward computation shows that the automorphism ðx; yÞ 7 ! ðax þ b; ay þ bÞ, where a; b A R, a > 0, takes L s 0 ; t 0 to the line L a 1Àk s 0 ; at 0 þb . Using the group L we may therefore assume that s 0 ¼ À1 and t 0 ¼ 0. Then
This shows that L À1; t is parallel to L À1; 0 . If s 0 À1, then x 7 ! g k ðxÞ þ sg k ðx À tÞ þ t is a continuous function on R that tends to Gy as x goes to Gy if À1 < s < 0 and to Hy for x ! Gy if s < À1. Therefore this function is surjective in any case and the value 0 is attained. This shows that L s; t intersects L À1; 0 in a point if s 0 À1. Now given a point ðx 0 ; y 0 Þ, a line parallel to L À1; 0 that passes through this point must be of the form L À1; t . To find t just note that g k ðt À x 0 Þ ¼ Àg k ðx 0 À tÞ is strictly increasing in t and y 0 À t is strictly decreasing in t. Furthermore, both functions are unbounded. Hence there is a unique t 0 A R such that Àg k ðx 0 À tÞ ¼ y 0 À t, that is, L À1; t 0 is the unique line parallel to L À1; 0 that passes through ðx 0 ; y 0 Þ.
Hence the axioms of an a‰ne plane are satisfied. r
Note that Proposition 3.1 also follows from [3] , Theorem 2.7. Rotation through 45 brings the geometry A in the form used in [3] . In the new coordinates the group L acts on R 2 as ðx; yÞ 7 ! ðrx; ry þ tÞ and the distinguished line fixed under L is the yaxis. Straightforward computation shows that the triple ðfF 1 g; fF 2 g; jÞ, where F 1 and
where u is the unique solution of u À f k ðuÞ ¼ x, and j is given by jðxÞ ¼ Àx, satisfies the conditions (F1)-(F3) of [3] , p. 7, so that A is an a‰ne plane by [3] , Theorem 2.7.
The transitivity of S on D implies that Proposition 3.1 carries over to any point on D.
Corollary 3.2. Each derived geometry of MðkÞ at a point of D is an a‰ne plane.
Note that k ¼ 1 does not yield an a‰ne plane because we do not get enough lines in A. This of course means that we cannot extend the definition of MðkÞ to k ¼ 1. Indeed, the orbit of the generating circle C 1 under S only yields a 2-dimensional family of circles so that we do not obtain enough circles in the negative half in this case. (However, k ¼ 1 results in the Desarguesian a‰ne plane for the derived geometry at ðy; 0Þ, see the following section for this geometry.)
For later, when we determine isomorphism classes, we conclude this section by showing that A is not an a‰ne plane that occurs as a derivation of the classical flat Minkowski plane.
Proof. We consider the triangles with vertices p 1 ¼ ð0; 0Þ, p 2 ¼ ð1; À1Þ, p 3 ¼ ð1; À3Þ, and q 1 ¼ ðÀ2; 0Þ, q 2 ¼ ðÀ1; À1Þ, q 3 ¼ ðÀ1; À3Þ, respectively. The lines through p i and q i are horizontals and thus are parallel for i ¼ 1; 2; 3. Furthermore, corresponding lines through p 2 and q 2 are also parallel. (The lines p 2 p 3 and q 2 q 3 are verticals and the lines p 1 p 2 and q 1 q 2 are L À1; 0 and L À1; À1 , respectively.) Finally, the line p 1 p 3 is L À2; 0 and the line through q 1 and q 3 is L À3g k ð2Þ=2; À3=2 . But k > 1 implies g k ð2Þ > 2 and thus À 
The derived geometry B at (T,0)
For a description of the lines in the derived incidence geometry B of MðkÞ at ðy; 0Þ we use the coordinate transformation ðx; yÞ 7 ! ðx; 1= yÞ. A circle through ðy; 0Þ is the graph of a fractional linear map x 7 ! b=ðcx þ dÞ where bc ¼ À1 or the graph of
Under the above coordinate transformation the former circles give rise to the lines y ¼ mx þ t where m; t A R, m < 0. As for the latter circles, note that each such circle intersects the distinguished circle D in two points, say ðu; uÞ and ðv; vÞ where u; v A Rnf0g, u 0 v. Furthermore, because the derived geometry at ðu; uÞ is an a‰ne plane by Corollary 3.2, the points ðy; 0Þ, ðu; uÞ and ðv; vÞ determine a unique circle. We must even have uv < 0. This follows from the fact that df k d À1 is strictly decreasing on Rnfwg where w ¼ df 
Under the above coordinate transformation we obtain the lines L u; v given by y ¼ F ðu; v; xÞ where u; v A R, uv < 0, and
Note that the above denominator is never 0 so that the right-hand side is defined for all x A R. In the second case the roles of u and v are interchanged and we obtain the same equation. Note that the above equation is symmetric in u and v. In particular, we can always assume that u < 0 < v.
Since g k is multiplicative, it follows that F ðu; v; xÞ ¼ > 0 for all x 0 u; v so that F ðu; v; xÞ is strictly increasing in x. This verifies that x 7 ! F ðu; v; xÞ is indeed a homeomorphism of R for all admissible u and v. In summary, we have found the following description of the lines of the derived geometry B. where z is between x À z and x. Note that if z is fixed and x tends to Gy we obtain that g x jxj 3Àk tends to kðk À 1Þ. 
Then the above equation becomes
and thus
The function h is di¤erentiable and even twice di¤erentiable for t 0 0. For the derivatives one finds
Hence h 00 ðtÞ > 0 for t < 0 or t > 1 and h 00 ðtÞ < 0 for 0 < t < 1. Consequently, h 0 is strictly increasing on ðÀy; 0Þ and h 0 ð1Þ ¼ 0 is a relative minimum of h 0 on ð0; þyÞ. The latter implies that h is strictly increasing on ð0; þyÞ and thus 1 is the only positive zero of h. The former and the fact that h 0 ð0Þ ¼ k þ 1 > 0, h 0 ðÀ1Þ ¼ À2ðk 2 À 1Þ < 0 imply that h 0 has precisely one negative zero t À for which we have À1 < t À < 0. Furthermore, h is strictly decreasing on the interval ðÀy; t À Þ and strictly increasing on ðt À ; 0Þ. But hð0Þ ¼ Àðk À 1Þ < 0 and hðÀ1Þ ¼ 0. This shows that À1 is the only negative zero of h.
In summary we have found that h has precisely two zeros, namely t ¼ 1 and < 0. r Note that every Euclidean line of positive slope occurs precisely once as an asymptote E u; v for some
2 m 2
2 m 2 q > 0 are such that E u; v is the Euclidean line given by y ¼ mx þ t.
In the coordinates of B, the distinguished circle D induces the Euclidean hyperbola
The stabilizer C ¼ S ðy; 0Þ of ðy; 0Þ also fixes the points ð0; yÞ, ðy; yÞ and ð0; 0Þ. Hence C ¼ fðx; yÞ 7 ! ðrx; ryÞ j r > 0g:
This group induces a group F of collineations of B. In the new coordinates of B one obtains Lemma 4.2. The derived geometry B of MðkÞ at ðy; 0Þ is a linear space, that is, any two distinct points can be uniquely joined by a line.
Proof. Given two distinct points ðx 1 ; y 1 Þ and ðx 2 ; y 2 Þ in R 2 we have to find a line of B that passes through them. Clearly, if ðx 2 À x 1 Þð y 2 À y 1 Þ c 0, then these points are on a vertical line or a Euclidean line of nonpositive slope. Furthermore, such a line is unique.
We now assume that ðx 2 À x 1 Þð y 2 À y 1 Þ > 0. Without loss of generality we may further assume that x 1 < x 2 . Since the derived geometry at each point of D is an a‰ne plane by Corollary 3.2, we may moreover assume that none of the points is on H, that is, x i y i 0 1 for i ¼ 1; 2. A line through the two points must then be of the form L u; v where u < 0 < v. By Corollary 2.2 a joining line will be unique and we only have to verify the existence of such a line.
Since each line L u; v is the graph of a strictly increasing homeomorphism of R and because L u; v passes through ðu; 1=uÞ and ðv; 1=vÞ, we see that ðx 1 À uÞ y 1 À 1 u À Á > 0 is a necessary condition, that is,
We similarly find that
compare Figure 2 .
Depending on the position of ðx 1 ; y 1 Þ relative to the coordinate axes and to H one obtains from the above two inequalities certain restrictions for u and v where I À J ðÀy; 0Þ and I þ J ð0; þyÞ denote the maximal (open) intervals we can choose u and v from; see Table 2 below.
For L u; v to pass through ðx 1 ; y 1 Þ we find the condition
that is, GðuÞ ¼ GðvÞ where
for z A R, y 1 z 0 1. We denote by G G the restriction of G to the open interval I G . G is di¤erentiable and has derivative
The first term jz À x 1 j kÀ1 =ðy 1 z À 1Þ 2 in G 0 ðzÞ above is always positive on I G and it readily follows that the last factor qðzÞ ¼ ky 1 z 2 À ðk þ 1Þz þ x 1 has no zero in I G . (Note that qðzÞ ¼ kzðy 1 z À 1Þ þ ðx 1 À zÞ and that zðy 1 z À 1Þ and x 1 À z have the same sign on I G .) In the above table the sign of q G , that is, the restriction of q to I G , is indicated in the columns labelled q À and q þ . Hence G G is strictly increasing or strictly decreasing on I G . In Table 2 this is indicated by an arrow up " or an arrow down #, respectively.
Clearly, Gð0Þ ¼ Gðx Hy; if y 1 < 0; 8 < : Table 2 .
and lim z!1= y 1 GðzÞ ¼ Gy depending on the relative position of y 1 0 0 to 0 and x 1 , but the sign changes in any case when z approaches 1=y 1 from opposite sides. It then follows that in any case G G takes I G onto the negative real numbers ðÀy; 0Þ. In particular, this shows that for each u A I À there is a unique v A I þ such that L u; v passes through ðx 1 ; y 1 Þ. In fact, there is a homeomorphism a 1 : I À ! I þ such that L u; a 1 ðuÞ passes through ðx 1 ; y 1 Þ. Clearly, a 1 ¼ G À1 þ G À , and a 1 is strictly decreasing if and only if x 1 y 1 < 1 (that is, ðx 1 ; y 1 Þ is between the two branches of the Euclidean hyperbola H) and strictly increasing if and only if x 1 y 1 > 1 (that is, ðx 1 ; y 1 Þ is above or below H); see Table 2 . Moreover, a 1 is di¤erentiable and its derivative is given by a One similarly obtains a homeomorphism a 2 :Ĩ I À !Ĩ I þ such that L u; a 2 ðuÞ passes through ðx 2 ; y 2 Þ whereĨ I À J ðÀy; 0Þ andĨ I þ J ð0; þyÞ are open intervals defined in a similar fashion as the intervals I À and I þ for a 1 .
We consider the three connected components of R 2 nH; more precisely, let
see Figure 2 . The reflection r about the origin of R 2 given by rðx; yÞ ¼ ðÀx; À yÞ is an automorphism of the incidence structure B. (Note that ÀF ðu; v; ÀxÞ ¼ F ðÀv; Àu; xÞ.) Furthermore, r interchanges C þ and C À and leaves C 0 invariant. Using r and perhaps relabelling the points, if necessary, we can assume that x 1 < x 2 and we can restrict ourselves to the four cases ðx 1 ; y 1 Þ A C 0 , ðx 2 ; y 2 Þ A C þ or ðx 1 ; y 1 Þ; ðx 2 ; y 2 Þ A C þ or ðx 1 ; y 1 Þ; ðx 2 ; y 2 Þ A C 0 or ðx 1 ; y 1 Þ A C À , ðx 2 ; y 2 Þ A C þ for the relative positions of the two points ðx 1 ; y 1 Þ and ðx 2 ; y 2 Þ. In each of theses cases we are looking at either a ¼ a 1 a À1 2 or a ¼ a 2 a À1 1 and verify that a fixes a point. Such a fixed point v leads to
1 ðvÞ so that L u; v is a line through ðx 1 ; y 1 Þ and ðx 2 ; y 2 Þ. We encounter essentially two situations. In the first one a : I ! J is a strictly increasing homeomorphism and I and J are two open intervals in R such that J is finite and its closure J is contained in I . If J ¼ ðc; dÞ, we define v n inductively by v 0 ¼ c and v nþ1 ¼ aðv n Þ for n d 0, that is, v n ¼ a n ðcÞ. Then the v n 's are increasing and bounded from above by d. Thus v ¼ lim n!y v n exists and by continuity of a it follows that a fixes v. In the other situation a : I ! J is a strictly decreasing homeomorphism and I and J are two open intervals in R such that I V J is nonempty and J is finite. If I ¼ ða; bÞ, J ¼ ðc; dÞ and w A I V J, we find that lim x!a aðxÞ À x ¼ d À a > w À w ¼ 0 and lim x!b aðxÞ À x ¼ c À b < w À w ¼ 0. By continuity of a it follows that there is a v A I such that aðvÞ À v ¼ 0, that is, a fixes v.
For example, if we assume that ðx 1 ; y 1 Þ A C 0 , ðx 2 ; y 2 Þ A C þ , then I À JĨ I À ¼ ðÀy; 0Þ,Ĩ I þ ¼ ð1= y 2 ; x 2 Þ is finite and I þ VĨ I þ 0 q because this intersection contains the first coordinate of the point of intersection of the positive branch of H and the line segment from ðx 1 ; y 1 Þ to ðx 2 ; y 2 Þ. Moreover, a 1 is strictly decreasing and a 2 is strictly increasing so that a ¼ a 2 a À1 1 : I þ ! a 2 ðI À Þ is a strictly decreasing homeomorphism. Since a 2 ðI À Þ JĨ I þ , we obtain that a 2 ðI À Þ is finite. In order to show that I þ V a 2 ðI À Þ is nonempty we distinguish several cases.
If x 1 ; y 1 d 0, then I À ¼Ĩ I À and thus a 2 ðI À Þ ¼Ĩ I þ . In case x 1 ; y 1 c 0 we have I þ ¼ ð0; þyÞ so that a 2 ðI À Þ H I þ . If x 1 < 0 < y 1 , we have I À ¼ ðÀy; x 1 Þ and I þ ¼ ð0; 1= y 1 Þ; see Table 2 . But then a 2 ðI À Þ ¼ ð1= y 2 ; a 2 ðx 1 ÞÞ and because 0 < y 1 < y 2 we obtain that I þ V a 2 ðI À Þ ¼ ð1= y 2 ; minf1= y 1 ; a 2 ðx 1 ÞgÞ. Finally, if x 1 > 0 > y 1 , we have I À ¼ ð1= y 1 ; 0Þ and I þ ¼ ðx 1 ; þyÞ; see Table 2 . But then a 2 ðI À Þ ¼ ða 2 ð1=y 1 Þ; x 2 Þ and because 0 < x 1 < x 2 we have I þ V a 2 ðI À Þ ¼ ðmaxfx 1 ; a 2 ð1= y 1 Þg; x 2 Þ.
The other cases are dealt with in a similar fashion. In any case one finds that a has a fixed point.
This finally shows that ðx 1 ; y 1 Þ and ðx 2 ; y 2 Þ can be joined by a line in B. r
In order to show that MðkÞ is a flat Minkowski plane we still have to verify that the parallel axiom is satisfied in B, that is, that B is an a‰ne plane. As a first step in that direction we characterize parallelity in B. Proof. We first assume that uv 0 u 0 v 0 . Then the Euclidean lines given by that is,
(Note that kg k ðxÞ ¼ xg 
Isomorphism classes and automorphisms
Since each derived a‰ne plane of the classical flat Minkowski plane is Desarguesian, we immediately obtain the following from Lemma 3.3. We now turn to isomorphisms between the planes MðkÞ and their automorphisms. We want to show that, in fact, these planes are mutually non-isomorphic. As a first step in this direction we prove that any isomorphism must respect the point orbits. Proof. We assume that gðDÞ 0 D. Then MðlÞ admits the 3-dimensional connected groups S and gSg À1 as groups of automorphisms. Since D is the only circle fixed by S, it follows that S 0 gSg À1 and hence that the automorphism group GðlÞ of MðlÞ must be at least 4-dimensional. From the classification of flat Minkowski planes of group dimension at least 4 (see [5] or [4] , 4.4.5) we see that MðlÞ must be classical or that Gðl Þ fixes two parallel classes. The former case is not possible by Theorem 5.1 and the latter cannot occur since S is already transitive on each set of all ðGÞ-parallel classes. r Since S is doubly transitive on D, we may assume that g takes p ¼ ðy; yÞ and ð0; 0Þ in MðkÞ to the 'same' respective points ðy; yÞ and ð0; 0Þ in MðlÞ. Moreover, the stabilizer of these two points is transitive on the set of circles in the negative half through these two points. We therefore can further assume that g takes the generating circle C k in MðkÞ to the generating circle C l in Mðl Þ. The induced isomorphism g from the derived a‰ne plane AðkÞ of MðkÞ at p onto the derived a‰ne plane AðlÞ of MðlÞ at p then takes ð0; 0Þ to ð0; 0Þ, the lines L 1; 0 induced from D and L À1; 0 in AðkÞ to L 1; 0 and L À1; 0 in Aðl Þ, respectively. Furthermore, horizontal lines are mapped to horizontal lines and vertical lines to vertical lines, or these two sets of lines are interchanged. In the former case, g is of the form ðx; yÞ 7 ! ðaðxÞ; bðyÞÞ and ðx; yÞ 7 ! ðaðyÞ; bðxÞÞ in the latter case, where a and b are homeomorphisms of R. Since L 1; 0 is taken to L 1; 0 and ð0; 0Þ to ð0; 0Þ, one finds a ¼ b and að0Þ ¼ 0 in both cases.
A line L 1; t , which is parallel to L 1; 0 , must be taken to a parallel to L 1; 0 in Aðl Þ, that is, for every t A R there is a t 0 A R such that gðL 1; t Þ ¼ L 1; t 0 . In the former case, this condition implies that aðx þ tÞ ¼ aðxÞ þ t 0 . For x ¼ 0 we obtain t 0 ¼ aðtÞ so that aðx þ tÞ ¼ aðxÞ þ aðtÞ for all x; t A R. Hence aðxÞ ¼ ax for some a A Rnf0g. We arrive at the same form for a in the second case where the horizontals and verticals are interchanged.
We finally look at L À1; 0 . This line is taken by g to the set for all x A R. For x ¼ 1 we find a ¼ g k ðaÞ and thus g l ¼ g k . This shows that k ¼ l.
In the second case we similarly obtain g
Note that the transformation g : ðx; yÞ 7 ! ðy; xÞ is a homeomorphism of the torus that interchanges the horizontals with the verticals. The image gðMðkÞÞ of MðkÞ is a again a flat Minkowski plane that, in addition, has a very similar description to our planes as Mð1=kÞ. Thus we could have extended the definition of our flat Minkowski planes as given in Section 2 to values for the parameter k between 0 and 1.
Since S is a group of automorphisms of the flat Minkowski plane MðkÞ, each such plane has group dimension at least 3. In fact, all these planes have group dimension 3.
Theorem 5.4. Each flat Minkowski plane MðkÞ has group dimension 3. The connected component S of the automorphism group of MðkÞ that contains the identity is isomorphic to the simple group PSL 2 ðRÞ. Furthermore, MðkÞ also admits the automorphism a : ðx; yÞ 7 ! ðÀx; À yÞ. The group generated by a and S is the full automorphism group of MðkÞ and is isomorphic to PGL 2 ðRÞ.
Proof. Let GðkÞ be the full automorphism group of MðkÞ. From Lemma 5.2 we know that every automorphism of MðkÞ must fix the circle D. Hence the orbit under GðkÞ of any point on D is (at most) 1-dimensional. Choosing three distinct points on D the stabilizer of these points is 0-dimensional; see [4] . The dimension formula then implies that GðkÞ is at most 3-dimensional. We thus conclude that a Minkowski plane MðkÞ has group dimension 3.
It is readily verified that a is indeed an automorphism of MðkÞ. Let g A GðkÞ. Up to automorphisms in S, we may assume that g fixes ðy; yÞ, ð0; 0Þ, D and the generating circle C k . As in the proof of Theorem 5.3 we then see that g must be of the form ðx; yÞ 7 ! ðax; ayÞ or ðx; yÞ 7 ! ðay; axÞ where a A R satisfies a ¼ g k ðaÞ, that is, a ¼ G1. The former case gives us g ¼ id and g ¼ a for a ¼ 1 and a ¼ À1 respectively. However, the transformation ðx; yÞ 7 ! ðy; xÞ does not define an automorphism of MðkÞ, because the generating circle C k is taken to C 1=k ¼ fðx; Àg 1=k ðxÞÞ j x A S 1 g and C 1=k 0 C k unless k ¼ 1. This shows that GðkÞ is generated by a and S and the remaining statements about GðkÞ readily follow. r
Similar to the Lenz-Barlotti classification of projective planes with respect to central collineations, Minkowski planes have been classified by Klein and Kroll in [2] and [1] with respect to central automorphisms, that is, automorphisms that fix at least one point and induce central collineations in the projective extension of the derived a‰ne plane at that fixed point; see [2] and [1] or [4] Proof. The group S from Theorem 5.4 contains the translations ðx; yÞ 7 ! ðx þ t; y þ tÞ for t A R. They form a ðp; Bð p; DÞÞ-transitive group of ð p; Bðp; DÞÞ-translations where p ¼ ðy; yÞ and Bðp; DÞ is the tangent bundle of circles that touch the distinguished circle D at p. Since S is transitive on D, we see that MðkÞ is ðp; Bð p; DÞÞ-transitive for each point p A D. Hence MðkÞ is of Klein-Kroll type at least IV. However, type V or higher implies classical; see [8] , Corollary 4.2. But then MðkÞ must be of combined type IV.A.1 by [8] , Theorem 6.1. r
There are flat Minkowski planes that admit the group PSL 2 ðRÞ as a group of automorphisms in one of the kernels, that is, the normal subgroups of all automorphisms that fix each (þ)-parallel class or each (À)-parallel class. These planes are obtained from the classical flat Minkowski plane by replacing the circles in the negative half by the graphs of the composition of all fractional linear maps not in PSL 2 ðRÞ with a fixed orientation-preserving homeomorphism f of S 1 . The resulting plane Mð f Þ has group dimension 3 or 4 or is classical, depending on the form of f ; see [4] , Theorem 4.3.3 or [7] . Clearly, such a plane Mð f Þ cannot be isomorphic to any of our planes MðkÞ.
There is however a looser connection between flat Minkowski planes via generalised quadrangles. From one half of a flat Minkowski plane one can construct an antiregular 3-dimensional compact generalised quadrangle that admits a Minkowski involution as the 'lifted Lie geoemtry', see [6] or [4] Chapter 6 for details. Vice versa such a generalised quadrangle gives rise to one half of a flat Minkowski plane by taking the set of fixed points S of the Minkowski involution t as the point set, the fixed lines of t as the parallel classes, and as circles the traces S V p ? of points p not fixed by t. By using di¤erent Minkowski involutions of the same antiregular 3-dimensional generalised quadrangle, one can establish a relationship between halves of di¤erent flat Minkowski planes. Following the notation in [6] we say halves of two flat Minkowski planes are sisters of each other if they can be obtained in this way.
Since the verification of the axioms of a Minkowski plane is straightforward for the planes Mð f Þ, the question arises whether or not the negative half M À ðkÞ of a flat Minkowski plane MðkÞ is a sister of the negative half of a plane Mð f Þ. Note that the positive half in both types of planes, Mð f Þ and MðkÞ, is the same as in the classical flat Minkowski plane. Furthermore, the negative half of Mð f Þ is also isomorphic to the positive half of the classical flat Minkowski plane. Hence, in order for M À ðkÞ to be a sister of a half of some Mð f Þ this half must be obtainable from the classical antiregular 3-dimensional compact generalised quadrangle. This implies that Desargues' configuration must close in the derived geometry of M À ðkÞ at each of its points where all occuring lines are horizontals, verticals or in the negative half of MðkÞ. However, as seen in the proof of Lemma 3.3 this is not the case. Hence our planes MðkÞ are not related to the planes Mð f Þ and there is no 'easy way' to verify the axioms of a Minkowski plane.
