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Abstract
This paper deals with the investigation of the solution of an unified fractional reaction-diffusion equation of
distributed order associated with the Caputo derivatives as the time-derivative and Riesz-Feller fractional
derivative as the space-derivative. The solution is derived by the application of the joint Laplace and Fourier
transforms in compact and closed form in terms of the H-function. The results derived are of general nature
and include the results investigated earlier by other authors, notably by Mainardi et al. [23,24], for the
fundamental solution of the space-time fractional equation, including Haubold et al. [13] and Saxena et
al. [38] for fractional reaction-diffusion equations. The advantage of using the Riesz-Feller derivative lies in
the fact that the solution of the fractional reaction-diffusion equation, containing this derivative, includes
the fundamental solution for space-time fractional diffusion, which itself is a generalization of fractional
diffusion, space-time fraction diffusion, and time-fractional diffusion. These specialized types of diffusion can
be interpreted as spatial probability density functions evolving in time and are expressible in terms of the
H-function in compact forms. The convergence conditions for the double series occurring in the solutions
are investigated. It is interesting to observe that the double series comes out to be a special case of the
Srivastava-Daoust hypergeometric function of two variables given in the Appendix B of this paper.
Key words: Mittag-Leffler function, Riesz space fractional derivative, Caputo fractional derivative, tele-
graph equation, Laplace transform, and Fourier transform
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1. Introduction
In recent papers, several authors have demonstrated the applications of reaction-diffusion models in pattern
formation in biology, chemistry, and physics, in this connection, refer to Metzler and Klafter [26], Murray
[28], Kuramoto [21], Wilhelmsson and Lazzaro [43], Hundsdorfer and Verwer [19], Gafiyuchuk [9,10], Guo
and Xu [12], Chen et al. [2], Engler [5], Pagnini et al. [33], and Huang and Liu [18]. These systems indicate
that diffusion can produce the spontaneous formation of spatio-temporal patterns. For details, see the work
of Cross and Hohenberg [3], and Nicolis and Prigogine [30]. A general model for reaction-diffusion systems
is investigated by Henry and Wearne [15,16], Henry et al. [17], Diethelm [4], Saxena et al. [37,38,39,40,41],
Mathai et al.[25], and Mainardi [22].
The object of this paper is to derive the solution of an unified model of reaction-diffusion system (2.1),
associated with the Caputo derivative as the time-derivative and the Riesz-Feller derivative as the space-
derivative. This new model provides the extension of the models discussed earlier by authors, including the
models discussed by Pagnini and Mainardi [33]. Fractional order sub-diffusion is discussed by Naber [29].
2. Solution of Unified Fractional Reaction-Diffusion Equations
Theorem 1. Consider the one-dimensional unified fractional reaction-diffusion equation of distributed order
0D
α
t N(x, t) + a 0D
β
tN(x, t) = λ xD
γ
θN(x, t) + U(x, t) (2.1)
x ∈ R, t > 0, 0 < α ≤ 1, 0 < β ≤ 1,0 < γ ≤ 2 (2.2)
with initial conditions
1
N(x, 0) = f(x), x ∈ R, lim
x→±∞
N(x, t) = 0, t > 0, (2.3)
where λ is a diffusion constant, 0Dt
α and 0Dt
β are the Caputo derivative operators of orders α and β
respectively, xDθ
γ is the Riesz-Feller derivative of order γ and skewness θ; |θ| ≤ min{γ, 2− γ} and U(x, t)
is a nonlinear function which belongs to the area of reaction-diffusion, then there holds the following formula
for the solution of (2.1):
N(x, t) =
∞∑
r=0
(−a)r
2π
∫ ∞
−∞
f∗(k) exp(−ikx)
×
[
Er+1α,(α−β)r+1(−bt
α) + a tα−βEr+1α,(α−β)(r+1)+1(−bt
α)
]
dk
+
∞∑
r=0
(−a)r
2π
∫ t
0
ξα+(α−β)r−1
∫ ∞
−∞
U∗(k, t− ξ) exp(−ikx)
× Er+1α,α+(α−β)r(−bξ
α)dk dξ, (2.4)
where ℜ(α) > 0, ℜ(β) > 0, ℜ(α− β) > 0 and b = λ Ψθγ(k).
Proof. If we apply the Laplace transform with respect to the time variable t, Fourier transform with
respect to space variable x and use the initial conditions (2.2), (2.3) and the formula (A3) and (A14), then
the given equation transforms into the form
sαN˜∗(k, s)− sα−1f∗(k) + asβN˜∗(k, s)− asβ−1f∗(k) = −λ Ψθγ(k)N˜
∗(k, s) + U˜∗(k, s),
where, according to the convention followed, the symbol (˜·) will stand for the Laplace transform with respect
to the time variable t and ∗ represents the Fourier transform with respect to the space variable x. Solving
for N˜∗(k, s) yields
N˜∗(k, s) =
f∗(k)[sα−1 + asβ−1]
sα + asβ + λ Ψθγ(k)
+
U˜∗(k)
sα + axβ + λ Ψθγ(k)
, (2.5)
where b = λ ψθγ(k). On taking the inverse Laplace transform of (2.5) and applying the formula (A14), it is
found that
N∗(k, t) = f∗(k)
[ ∞∑
r=0
(−a)rt(α−β)rEr+1α,(α−β)r+1(−bt
α)
+ atα−β
∞∑
r=0
(−a)rt(α−β)rEr+1α,(α−β)(r+1)+1(−bt
α)
]
+
∫ t
0
U∗(k, t− ξ)
∞∑
r=0
(−a)rξα+(α−β)r−1Er+1α,α+(α−β)r(−bξ
α)dξ. (2.6)
The required solution (2.4) is now obtained by taking the inverse Fourier transform of (2.6). This completes
the proof of Theorem 1.
Alternative form of the solution (2.4)
By using the series representation of the generalized Mittag-Leffler function Eαβ,γ(z) in (A15), the expression
tα−ρ
∞∑
r=0
(−a)rt(α−β)rEr+1α,α+(α−β)r−ρ+1(−bt
α),
can be written as
2
tα−ρ
∞∑
r=0
∞∑
u=0
(1)r+u
r!u!
(−atα−β)r(−btα)u
Γ(α− ρ+ 1 + (α− β)r + αu)
= tα−ρS1:0;01:0;0
[
−atα−β,−btα
∣∣∣∣
[1:1;1]:−;−
[α−ρ+1:α−β;α]:−;−
]
, (2.7)
where S(·) is the Srivastava-Daoust hypergeometric function of two variables [42]. The definition of this
function is given in Appendix B. Hence, Theorem 1 can be stated in terms of the Srivastava-Daoust hy-
pergeometric function of two variables in the following form: Under the conditions of Theorem 1, the
one-dimensional fractional reaction-diffusion equation
0D
α
t N(x, t) + a 0D
β
tN(x, t) = λ xD
γ
θN(x, t) + U(x, t), (2.8)
has the solution given by
N(x, t) =
1
2π
∫ ∞
0
f∗(k) exp(−ikx)
[
S1:0;01:0;0
[
−atα−β,−btα
∣∣∣∣
[1:1;1]:−;−
[1:α−β;α]:−;−
]
+ atα−βS1:0;01:0;0
[
−atα−β,−btα
∣∣∣∣
[1:1;1]:−;−
[α:α−β;α]:−;−
]]
dk
+
1
2π
∫ t
0
ξα−1
∫ ∞
−∞
U∗(k, t− ξ) exp(−ikx)
× S1:0;01:0;0
[
−atα−β,−btα
∣∣∣∣
[1:1;1]:−;−
[α:α−β;α]:−;−
]
dk dξ, (2.9)
where ℜ(α) > 0, ℜ(β) > 0, ℜ(α − β) > 0 and b = λ xΨ
θ
γ(k).
Note 1. By virtue of the Lemma given in Appendix B, the double infinite power series occurring in Theorem
1 converge for ℜ(α) > 0, ℜ(α− β) > 0.
3. Special Cases
When f(x) = δ(x), where δ(x) is the Dirac-delta function, we obtain the following
Corollary 1.1. Consider the one-dimensional fractional reaction-diffusion equation of distributed order
0D
α
t N(x, t) + a 0D
β
tN(x, t) = λ xD
γ
θN(x, t) + U(x, t) (3.1)
for x ∈ R, 0 < α ≤ 1, 0 < β ≤ 1, t > 0 with initial conditions
N(x, 0) = δ(x), x ∈ R, lim
x→±∞
N(x, t) = 0, t > 0, (3.2)
where λ is a diffusion constant, U(x, t) is a nonlinear function which belongs to the area of reaction-diffusion,
then there holds the following formula for the fundamental solution of (3.1):
N(x, t) =
∞∑
r=0
(−a)r
2π
∫ ∞
−∞
t(α−β)r exp(−ikx)
× [Er+1α,(α−β)r+1(−bt
α) + atα−βEr+1α,α+(α−β)(r+1)+1(−bt
α)]dk
+
∞∑
r=0
(−a)r
2π
∫ t
0
ξα+(α−β)r−1
∫ ∞
−∞
U∗(k, t− ξ) exp(−ikx)Er+1α,α+(α−β)r(−bξ
α)dk dξ, (3.3)
where ℜ(α) > 0, ℜ(β) > 0, ℜ(α− β) > 0 and b = λ Ψγ
θ(k).
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If we set θ = 0 in (3.1), the Riesz-Feller derivative reduces to Riesz fractional derivative defined by (A8)
and it yields the following result given by Saxena et al. [39]:
Corollary 1.2. Consider the one-dimensional unified fractional reaction-diffusion equation
0D
α
t N(x, t) + a 0D
β
tN(x, t) = λ xD
γ
0N(x, t) + U(x, t) (3.4)
for x ∈ R, t > 0, 0 < α ≤ 1, 0 < β ≤ 1 with initial conditions
N(x, 0) = f(x), x ∈ R, lim
x→±∞
N(x, t) = 0, t > 0, (3.5)
where λ is a diffusion constant, 0D
α
t and 0D
β
t are the Caputo derivative operators of orders α and β re-
spectively, xD
γ
0 is the Riesz fractional derivative, U(x, t) is nonlinear function which belongs to the area of
reaction-diffusion, then there holds the following formula for the solution of (3.4).
N(x, t) =
∞∑
r=0
(−a)r
2π
∫ ∞
−∞
t(α−β)rf∗(k) exp(−ikx)
× [Er+1α,(α−β)r+1(−π|k|
γtα) + a tα−βEr+1α,(α−β)(r+1)+1(−λ|k|
γtα)]dk
+
∞∑
r=0
(−a)r
2π
∫ t
0
ξα+(α−β)r−1
∫ ∞
−∞
U∗(k, t− ξ) exp(−ikx)Er+1α,α+(α−β)r(−λ|k|
γξα)dk dξ, (3.6)
where ℜ(α) > 0, ℜ(β) > 0, ℜ(α− β) > 0.
If we further take f(x) = δ(x), the above corollary reduces to the following result:
Corollary 1.3. Consider the one-dimensional unified fractional reaction-diffusion equation
0D
α
t N(x, t) + a 0D
β
tN(x, t) = λ xD
γ
θN(x, t) + U(x, t) (3.7)
for x ∈ R, 0 < α ≤ 1, 0 < β ≤ 1, t > 0, with initial conditions
N(x, 0) = δ(x), x ∈ R, lim
x→±∞
N(x, t) = 0, t > 0, (3.8)
where λ is a diffusion constant, U(x, t) is nonlinear function which belongs to the area of reaction-diffusion,
then there holds the following formula for the fundamental solution of (3.7).
N(x, t) =
∞∑
r=0
(−a)r
2π
∫ ∞
−∞
t(α−β)r exp(−ikx)
× [Er+1α,(α−β)r+1(−λ|k|
γtα) + a tα−βEr+1α,(α−β)(r+1)+1(−λ|k|
γtα)]dk
+
∞∑
r=0
(−a)r
2π
ξα+(α−β)r−1
∫ ∞
−∞
U∗ exp(−ikx)Er+1α,α+(α−β)r+1(−λ|k|
γξα)dk dξ, (3.9)
where α > β.
If we set a = 0, then the theorem reduces to the following result given by Haubold et al. [13, p.684].
Corollary 1.4. Consider the one-dimensional unified fractional reaction-diffusion equation
0D
α
t N(x, t) = λ xD
γ
θN(x, t) + U(x, t) (3.10)
for x ∈ R, t > 0, 0 < α ≤ 1, 0 < β ≤ 1, 0 < γ ≤ 2 with initial conditions
N(x, 0) = f(x), x ∈ R, lim
x→±∞
N(x, t) = 0, t > 0, (3.11)
4
where λ is a diffusion constant, and U(x, t) is a nonlinear function which belongs to the area of reaction-
diffusion, then there holds the following formula for the solution of (3.10).
N(x, t) =
1
2π
∫ ∞
−∞
f∗(k)Eα,1(−λt
αΨθγ(k)) exp(−ikx)dk
+
1
2π
∫ t
0
ξα−1
∫ ∞
−∞
U∗(k, t− ξ)Eα,α(−λΨ
θ
γ(k)) exp(−ikx)dk dξ, (3.12)
where Eα,α(z) is the Mittag-Leffler function.
Now if we set f(x) = δ(x), γ = 2, θ = 0, α replaced by 2α and β by α, and make use of (A18) then
the following result is obtained:
Corollary 1.5. Consider the following one-dimensional reaction-diffusion system
∂2αN(x, t)
∂t2α
+ a
∂αN(x, t)
∂tα
= ν2
∂2N(x, t)
∂x2
+ U(x, t), 0 < α ≤ 1 (3.13)
with the initial conditions
N(x, 0) = δ(x), x ∈ R, lim
x→±∞
N(x, t) = 0, t > 0, (3.14)
where U(x, t) is a nonlinear function belonging to the area of reaction-diffusion. Then for the fundamental
solution of (3.13), subject to the initial condition (3.14), there holds the formula
N(x, t) =
1
2π
√
(a2 − 4b)
∫ ∞
−∞
exp(−ikx)[(σ + a)Eα(σ t
α)− (µ+ a)Eα(µt
α)]dk
+
1
2π
∫ t
0
ξα−1
∫ ∞
−∞
exp(−ikx)U∗(k, t− ξ)[Eα,α(σξ
α)− Eα,α(µξ
α)]dk dξ, (3.15)
where σ and µ are the real and distinct roots of the quadratic equation y2 + ay + b = 0, given by
σ =
1
2
(−a+
√
(a2 − 4b)) and µ =
1
2
(−a−
√
(a2 − 4b)), (3.16)
where b2 = ν2k2.
Next, if we further set U(x, t) = 0, we then obtain the following result which includes many known
results on fractional telegraph equations, including the one recently given by Orsingher et al. [32]:
Corollary 1.6. Consider the following one-dimensional reaction-diffusion system
∂2αN(x, t)
∂t2α
+ a
∂αN(x, t)
∂tα
= ν2
∂2N(x, t)
∂x2
, 0 ≤ α ≤ 1 (3.17)
with the initial conditions
N(x, 0) = δ(x), ∈ R, lim
x→±∞
N(x, t) = 0, t > 0. (3.18)
Then for the fundamental solution of (3.17), subject to the initial conditions (3.18), there holds the formula
N(x, t) =
1
2π
√
(a2 − 4b)
∫ ∞
−∞
exp(−ikx)[(σ + a)Eα(σt
α)− (µ+ a)Eα(µt
α)]dk, (3.19)
where σ and µ are defined in (3.16), b = ν2k2, and Eα(x) is the Mittag-Leffler function defined in (A17).
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The result (3.19) can be rewritten in the explicit form as
N(x, t) =
1
4π
∫ ∞
−∞
exp(−ikx)[(1 +
a√
(a2 − 4ν2k2)
)Eα(σt
α)
+ (1−
a√
(a2 − 4ν2k2)
)Eα(µt
α)]dk, (3.20)
where σ and µ are defined in (3.16) and Eα(x) is the Mittag-Leffler function defined in (A17).
The equation (3.20) represents the solution of the time-fractional telegraph equation (3.17) subject to
the initial conditions (3.18), recently solved by Orsingher et al. [32]. It is remarked here that the solution
given by Orsingher et al. [32] is in terms of the Fourier transform of the solution in the form given below.
It is observed that the Fourier transform of the solution of the equation (3.17) can be expressed in the form
N∗(x, t) =
1
2
{
(1 +
a√
(a2 − 4ν2k2)
)Eα(σt
α) + (1 −
a√
(a2 − 4ν2k2)
)Eα(µt
α)
}
(3.21)
4. An Additional Type of Reaction-Diffusion Equation
Theorem 2. Under the conditions of Theorem 1 with 0 < α ≤ 1 replaced by 1 < α < 2, N(x, 0) = f(x)
and Nt(x) = g(x), and following a similar procedure the solution of the following reaction-diffusion equation
0D
α
t N(x, t) + a 0D
β
tN(x, t) = λ xD
γ
θN(x, t) + U(x, t) (4.1)
is givn by
N(x, t) =
∞∑
r=0
(−a)r
2π
∫ ∞
−∞
t(α−β)rf∗(k) exp(−ikx)
× [Er+1α,(α−β)r+1(−t
α) + atα−βEr+1α,(α−β)(r+1)+1(−t
α)]dk
+
∞∑
r=0
(−a)r
2π
∫ ∞
−∞
t(α−β)rg∗(k) exp(−ikx)
× [tEr+1α,(α−β)r+2(−t
α−1) + atα−β+1Er+1α,(α−β)(r+1)+2(−t
α)
+
∞∑
k=0
(−a)r
2π
∫ t
0
ξα+(α−β)r−1
∫ ∞
−∞
U∗(k, t− ξ) exp(−ikx)
× Er+1α,α+(α−β)r(−bξ
α)]dk dξ, (4.2)
where ℜ(α) > 0, ℜ(β) > 0, ℜ(α− β) > 0 and b = λ xΨ
θ
γ(k).
Corollary 2.1. Under the conditions of Theorem 2 with θ = 0, the solution of the following reaction-
diffusion equation
0D
α
t + a 0D
β
tN(x, t) = λ xD
γ
θN(x, t) + U(x, t) (4.3)
is given by
N(x, t) =
∞∑
r=0
(−a)r
2π
∫ ∞
−∞
t(α−β)rf∗(k) exp(−ikx)
× [Er+1α,(α−β)r+1(−λ|k|
γtα) + atα−βEr+1α,(α−β)(r+1)+1(−λ|k|
γtα)]dk
+
∞∑
r=0
(−a)r
2π
∫ ∞
−∞
t(α−β)rg∗(k) exp(−ikx)
6
× [tEr+1α,(α−β)r+1(−λ|k|
γtα−1) + tα−β+1Er+1α,(α−β)(r+1)+2(−λ|k|
γtα)]
+
∞∑
r=0
(−a)r
2π
∫ t
0
ξα+(α−β)r−1
∫ ∞
−∞
U∗(k, t− ξ) exp(−ikx)
× Er+1α,α+(α−β)r(−λ|k|
γξα)dk dξ, (4.4)
where ℜ(α) > 0, ℜ(β) > 0, ℜ(α− β) > 0.
Corollary 2.2. Under the conditions of Theorem 2 with 0 < α ≤ 1 replaced by 1 < α < 2 and f(x) =
g(x) = δ(x), where δ(x) is the Dirac-delta function, the fundamental solution of the following reaction-
diffusion equation
0D
α
t N(x, t) + a 0D
β
tN(x, t) = λ xD
γ
θN(x, t) + U(x, t) (4.5)
is given by
N(x, t) =
∞∑
r=0
(−a)r
2π
∫ ∞
−∞
t(α−β)r exp(−ikx)
× [Er+1α,(α−β)r+1(−bt
α) + a tα−βEr+1α,(α−β)(r+1)+1(−bt
α)]dk
+
∞∑
r=0
(−a)r
2π
∫ ∞
−∞
t(α−β)r exp(−ikx)
× [tEr+1α,(α−β)r+2(−bt
α−1) + atα−β+1Er+1α,(α−β)(r+1)+2(−bt
α)]
+
∞∑
r=0
(−a)r
2π
∫ t
0
ξα+(α−β)r−1
∫ ∞
−∞
U∗(k, t− ξ) exp(−ikx)
× Er+1α,α+(α−β)r(−bξ
α)dk dξ, (4.6)
where ℜ(α) > 0, ℜ(β) > 0, ℜ(α− β) > 0, and b = λ Ψγ
θ(k).
As a concluding remark, it is observed that Theorem 2 also holds further if instead of one Riesz-Feller
derivative, we consider a finite number of Feller derivatives. This result is given in Theorem 3 in the next
section.
5. Several Feller Derivatives
Theorem 3. Consider the following one-dimensional unified reaction-diffusion equation of fractional order
0D
α
t N(x, t) + a 0D
β
tN(x, t) = [
m∑
j=1
λj xD
γj
θj
N(x, t)] + U(x, t), m ∈ N (5.1)
for x ∈ R, t > 0, 0 < α ≤ 2, 0 < β ≤ 2, 0 < γj ≤ 2, j = 1, ...,m with initial conditions
N(x, 0) = f(x), Nt(x, 0) = g(x), x ∈ R, lim
x→±∞
N(x, t) = 0, t > 0, (5.2)
where λj > 0, j = 1, ...,m are diffusion constants, 0D
α
t and 0D
β
t are the Caputo derivative operators of
orders α and β respectively, xD
γj
θj
, j = 1, ...,m are the Riesz-Feller fractional derivatives of orders γj and
skewness |θj | ≤ min1≤j≤m[γj , 2 − γj ], j = 1, ...,m, respectively. Then there holds the following formula for
the solution of (5.1):
N(x, t) =
∞∑
r=0
(−a)r
2π
∫ ∞
−∞
t(α−β)rf∗(k) exp(−ikx)
7
× [Er+1α,(α−β)r+1(−b
∗tα) + tα−β+1Er+1α,(α−β)(r+1)+1(−b
∗tα)]dk
+
∞∑
r=0
(−a)r
2π
∫ ∞
−∞
t(α−β)rg∗(k) exp(−ikx)
× [tEr+1α,(α−β)r+2(−b
∗tα) + a tα−β+1Er+1α,(α−β)(r+1)+2(−b
∗tα)]
+
∞∑
r=0
(−a)r
2π
∫ t
0
ξα+(α−β)r−1
∫ ∞
−∞
U∗(k, t− ξ) exp(−ikx)
× Er+1α,α+(α−β)r(−b
∗ξα)dk dξ, (5.3)
where ℜ(α) > 0, ℜ(β) > 0, ℜ(α− β) > 0 and b∗ =
∑m
j=1 λj Ψ
θj
γj (k).
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Appendices
Appendix A: Caputo and Riesz-Feller fractional derivatives
The following fractional derivative of order α > 0 is introduced by Caputo [1] in the form
0D
α
t f(x, t) =
1
Γ(m− α)
∫ t
0
f (m)(x, τ)
(t− τ)α+1−m
dτ, m− 1 < α < m, ℜ(α) > 0, m ∈ N (A1)
=
∂mf(x, t)
∂tm
, if α = m, (A2)
where ∂
m
∂tm f(x, t) is the m-th partial derivative of f(x, t) with respect to t. The Laplace transform of the
Caputo derivative is given by Caputo [1] (also see Podlubny [34], Kilbas et al. [20]) in the form
L{0D
α
t f(x, t); s} = s
αF (x, s)−
m−1∑
r=0
sα−r−1f (r)(x, 0+), m− 1 < α ≤ m, (A3)
where F (x, s) is the Laplace transform of f(x, t) with respect to t. This derivative is useful in the solutions of
applied problems connected with anomalous reaction, anomalous diffusion, and anomalous reaction-diffusion
problems, which are expressible in terms of partial fractional differential equations. In this connection, one
can refer to the monograph by Podlubny [34], Samko et al. [36], Miller and Ross [27], Kilbas et al. [20],
Mainardi [22], Diethelm [4], and recent papers on the subject by Nikolova [31], Naber [29], and Pagnini et
al. [33].
Following Feller [7,8] it is conventional to define the Riesz-Feller space-fractional derivative of order α
and skewness θ in terms of its Fourier transform in the form:
F{xD
α
θ f(x); k} = −ψ
θ
α(k)f
∗(k), (A4)
where f∗(k) denotes the Fourier transform of f(x) with respect to x
ψθα(k) = |k|
α exp(i(sign k)
θπ
2
), 0 < α ≤ 2, |θ| ≤ min{α, 2− α}. (A5)
Further, when θ = 0, we have a symmetric operator with respect to x that can be interpreted as
xD
α
0 = −
[
−
d2
dx2
]α/2
. (A6)
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This can be formally deduced by writing −(k)α = −(k2)α/2. For 0 < α < 2 and |θ| ≤ min{α, 2 − α}, the
Riesz-Feller derivative can be shown to possess the following integral representation in the x domain:
xD
α
θ f(x) =
Γ(1 + α)
π
{sin[(α + θ)π/2]
∫ ∞
0
f(x+ ξ)− f(x)
ξ1+α
dξ
+ sin[(α− θ)π/2]
∫ ∞
0
f(x− ξ)− f(x)
ξ1+α
dξ}. (A7)
For θ = 0, the Riesz-Feller fractional derivative becomes the Riesz fractional derivative of order α for
1 < α ≤ 2 defined by analytic continuation in the whole range 0 < α ≤ 2, α 6= 1, see Gorenflo and Mainardi
[11], as
xD
α
0 = −λ[I
−α
+ − I
−α
− ], (A8)
where
λ =
1
2 cos(απ/2)
; I−α± =
d2
dx2
I2−α± . (A9)
The Weyl fractional integral operators are defined in the monograph by Samko et al. [36] as
(Iβ+N)(x) =
1
Γ(β)
∫ x
−∞
(x− ζ)β−1N(ζ)dζ, β > 0
(Iβ−N)(x) =
1
Γ(β)
∫ ∞
x
(ζ − x)β−1N(ζ)dζ, β > 0. (A10)
Note 1. We note that xD
α
0 is a pseudo differential operator. In particular we have
xD
2
0 =
d2
dx2
, but xD10 6=
d
dx
. (A11)
For θ = 0 we have
F{xD
α
0 f(x); k} = −|k|
αf∗(k). (A12)
We also need the following result in the analysis that follows: Haubold et al. [13] have shown that
F−1[Eβ,γ(−at
βΨθα(k);x] =
1
α|x|
H2,13,3
[
|x|
(atβ)1/α
∣∣∣∣
(1, 1
α
),(γ, β
α
),(1,ρ)
(1, 1
α
,(1,1),(1,ρ)
]
, (A13)
where ρ = α−θ2α , ℜ(α) > 0, ℜ(β) > 0, ℜ(γ) > 0. The following results given by Saxena et al. [39] are also
required in the analysis that follows: From [39] we have
L−1
{
sρ−1
sα + asβ + b
; t
}
= tα−ρ
∞∑
r=0
(−a)rtα−β)rEr+1α,α+(α−β)r−ρ+1(−bt
α), (A14)
where ℜ(α) > 0, ℜ(β) > 0, ℜ(α−β) > 0, ℜ(α−ρ) > 0, ℜ(s) > 0, | as
β
sα+b | < 1 and E
α
β,γ(z) is the generalized
Mittag-Leffler function of Prabhakar [35], defined by
Eαβ,γ(z) =
∞∑
n=0
(α)nz
n
Γ(nβ + γ)n!
(A15)
for α, β, γ ∈ C,ℜ(β) > 0, ℜ(γ) > 0, where the Pochhammer symbol (α)n is defined by
(α)n = α(α + 1)...(α+ n− 1), (α)0 = 1, α 6= 0, (α)n =
Γ(α+ n)
Γ(α)
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whenver Γ(α) is defined. When α = 1 in (A15), the expression reduces to the generalized Mittag-Leffler
function, defined by Wiman [44,45] as
Eβ,γ(z) =
∞∑
n=0
zn
Γ(nβ + γ)
, ℜ(β) > 0, ℜ(γ) > 0. (A16)
When γ = 1, (A16) reduces to the Mittag-Leffler function (see, Erde´lyi et al.[6])
Eβ(z) =
∞∑
n=0
zn
Γ(nβ + 1)
, ℜ(β) > 0. (A17)
We also have (see, Saxena et al.[39])
L−1
[
s2α−1 + asα−1
s2α + asα + b
]
=
1√
(a2 − 4b)
[(σ + a)Eα(σt
α)− (µ+ a)Eα(µt
α)], (A18)
where ℜ(α) > 0, ℜ(s) > 0 and σ and µ are the real and distinct roots of the quadratic equation x2+ax+b = 0,
namely,
σ =
1
2
(−a+
√
(a2 − 4b)) and µ =
1
2
(−a−
√
(a2 − 4b)). (A19)
Appendix B: Convergence of the double power series
Lemma. For all a, α, β > 0, there holds the formula
∑
m,n≥0
(1)m+n
m!n!
xmyn
(a)αm+βn
= Γ(a)S1:1;11:0;0
(
x, y
∣∣∣∣
[1:1;1];−;−
[a:α;β];−;−
)
, (B1)
where S stands for the Srivastava-Daoust function (Srivastava et al. [42]).
The Srivastava-Daoust generalization of the Kampe´ de Fe´riet hypergeometric series in two variables is
defined by the double hypergeometric series as [42, p.151];
SA:B;B
′
C:D;D′(x, y) = S
A:B;B′
C:D;D′
[
x, y
∣∣∣∣
[(a):θ,Φ]:[(b):Ψ]:[(b′):Ψ′]
[(c):δ;ǫ]:[(d):η]:[(d′):η′]
]
=
∞∑
m=0
∞∑
n=0
gm,n
xmyn
m!n!
where
gm,n =
{
∏A
j=1 Γ(aj +mθj + nΦj)}{
∏B
j=1 Γ(bj +mΨj)}{
∏B′
j=1 Γ(b
′
j + nΨ
′
j)}
{
∏C
j=1 Γ(cj +mδj + nǫj)}{
∏D
j=1 Γ(dj +mηj)}{
∏D′
j=1 Γ(d
′
j + nη
′
j)}
(B2)
with the coefficients θ1, ..., θA, ..., η
′
1, ..., ηD′
′ > 0. For the sake of brevity (a) is taken to denote the sequence
of A parameters a1, ..., aA with similar interpretations for (b), ..., (d
′). Srivastava and Daoust have shown,
[42, p.155], that the series (B2) converges for all x, y ∈ C when
∆ = 1 +
C∑
j=1
δj +
D∑
j=1
ηj −
A∑
j=1
θj −
B∑
j=1
Ψj > 0, (B3)
∆′ = 1 +
C∑
j=1
ǫj +
D′∑
j=1
ηj
′ −
A∑
j=1
Φj −
B′∑
j=1
Ψj
′ > 0. (B4)
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For a detailed account of the convergence conditions of the double series, the reader is referred to the original
paper by Srivastava and Daoust [42].
Now the left side of (B1) can be written as
∞∑
m=0
∞∑
n=0
(1)m+n
m!n!
xmyn
(a)αm+βn
= Γ(a)
∞∑
m=0
∞∑
n=0
Γ(1 +m+ n)
Γ(a+ αm+ βn)
xmyn
m!n!
(B5)
which establishes (B1), since for the expression in (B1), ∆ = α, ∆′ = β.
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