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Abstract
An arbitrage opportunity is constructed in a frictionless stock market when price processes
have continuous sample paths of bounded p-variation with p2 [1; 2). c© 1998 Elsevier Science
B.V. All rights reserved.
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1. Introduction
Consider a frictionless market with continuous trading. (That is, in this market,
there are neither transaction costs nor taxes, borrowing and short-selling are allowed
without restrictions, and the borrowing rate is the same as the lending rate.) Recall
that arbitrage is a riskless plan to make prot without investment. In this paper, we
show the existence of arbitrage opportunities in any frictionless market where the price
processes have continuous sample paths of bounded p-variation for some p2 [1; 2). The
existence of arbitrage was previously known only for functions of bounded variation
(the case p=1) (cf. Harrison et al., 1984).
Cutland et al. (1995) and Kopp (1996) point out the usefulness of fractional
Brownian motion (fBm) with H 2 ( 12 ; 1) as a data-oriented model for stock price uctu-
ations. (Note that fractional Brownian motion with H 2 (0; 1) has bounded p-variation
with p>1=H .) In particular, Cutland et al. (1995) were able to establish that fBm
cannot be turned into a martingale by any equivalent change of measure, and their
model is complete. Furthermore, using techniques of nonstandard analysis, they tried
to establish explicit arbitrage strategies for fBm. On the other hand, to disclaim frac-
tional Brownian motion as a possible candidate for stock price uctuations, Rogers
(1997) gives a mathematical argument to show that there exist arbitrage opportunities
for this process. As an alternative, Rogers suggests a modied process which has the
property of long-memory and is a semimartingale.
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The paper is organized as follows. In Section 2 we review the denition of p-
variation and we prove a chain rule and extensions of some basic results of Riemann{
Stieltjes integral to functions of bounded p-variation with p2 [1; 2) (with p=1 is the
classical analysis of Riemann{Stieltjes integrals). These results are needed to prove the
existence of arbitrage. In Section 3, we consider a model for price processes which
includes geometric fractional Brownian motion. In Section 4, we prove the existence
of arbitrage opportunities for models whose price processes have bounded p-variation
with p2 [1; 2). In the nal section, we comment on the assumptions made about the
market models used in practice, and whether arbitrage opportunities in a frictionless
model can be disregarded in real nancial markets.
2. p-variation calculus and Riemann{Stieltjes integrals
The p-variation calculus has the potential of becoming a useful pathwise approach
for the very large class of self-similar processes (cf. for example, Lyons, 1994; Norvaisa
1997a, Mikosch and Norvaisa, 1997). Eventually, p-variation calculus may become an
important tool in applied problems such as mathematical nance. We will begin with
recalling the denition of p-variation.
Denition 2.1. Let f be a real-valued function on a closed interval [a; b] and let
0<p<1. Given a partition = f0= x0<   <xn= bg of [a; b]; let vp(f; ) :=Pn
i=1 jf(xi)− f(xi−1)jp. The p-variation of f is dened by
vp(f; [a; b]) := supfvp(f; ): all partitions  of [a; b]g:
We say that f has bounded p-variation if vp(f; [a; b])<1.
We introduce some notation which will be used in this paper. Denote by Wp([a; b])
the class of functions dened on the interval [a; b] with bounded p-variation. Let
CWp([a; b]) :=C([a; b])\Wp([a; b]) denote the class of functions that have bounded
p-variation and are continuous. Now, we recall the denition of the Riemann{Stieltjes
integral and Young’s Stieltjes Theorem.
Let f and g be real-valued functions dened on an interval [a; b]. Given a partition
= fa= x0606x1616x26   6n−16xn= bg, we dene the Riemann{Stieltjes
sums by s(;f; g)=
Pn−1
i=0 f(i)[g(xi+1)−g(xi)]. We say that f is Riemann{Stieltjes
integrable with respect to g if the limit
lim
jj!0
s(;f; g)=
Z b
a
f dg
exist, where jj :=maxi(xi+1 − xi), and we call
R
f dg, the Riemann{Stieltjes integral
of f with respect to g. The next theorem was proved by LC Young (1936).
Young’s Stieltjes Theorem. Let f2Wp([a; b]) and g2Wq([a; b]) with p; q>0; 1=p+
1=q>1. If f and g have no common discontinuities then the Riemann{Stieltjes integral
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R b
a g df exists and, for any 2 [a; b]; the following inequality holds:
Z b
a
g df − g()[f(b)− f(a)]

6(1 + (1=p+ 1=q))(vp(f; [a; b]))1=p(vq[g; [a; b]))1=q;
where  is the Riemann zeta function (s) :=
P
n>1 n
−s:
In addition, we will need Young (1936) version of Holder’s inequality
nX
i=1
juivij6
 
nX
i=1
juijp
!1=p nX
i=1
jvijq
!1=q
(2.1)
which is valid for any p; q>0 such that 1=p+ (1=q)>1. This inequality follows from
a combination of the usual Holder inequality (cf. Hardy et al., 1959, pp. 21{26) and
Jensen’s inequality (cf. Theorem 6 of Natanson, 1955, p. 46).
The main theorem of this section is a chain rule for the composition of a smooth
function and a function of bounded p-variation with p<2. The analogous theorem for
discontinuous functions is proved by Norvaisa (1997a) using an extended Riemann{
Stieltjes integral.
Theorem 2.1. Let f=(fl; : : : ; fd) : [a; b] 7!Rd be a function such that; for each
l=1; : : : ; d; fl 2CWp([a; b]) for some p2 [1; 2). Let g :Rd 7!R be a dierentiable
function with locally Lipschitz partial derivatives @lg; l=1; : : : ; d. Then each @lg f
is Riemann{Stieltjes integrable with respect to fl and
(g f)(b)− (g f)(a)=
dX
l=1
Z b
a
(@lg f) dfl: (2.2)
Proof. Since each fl is bounded and continuous and each @lg is locally Lipschitz,
we have @lg f2Wp([a; b]) with 16p<2 for all l=1; : : : ; d. Therefore, by Young’s
Stieltjes Theorem, all d-integrals on the right-hand side of Eq. (2.2) exist.
To prove the equality of Eq. (2.2), let  := fxi: i=0; : : : ; ng be a partition of [a; b].
By writing a telescoping sum, and adding and subtracting
Pd
l=1 g
0(f(xi−1))[fl(xi) −
fl(xi−1)]; we have
(g f)(b)− (g f)(a)
=
dX
l=1
nX
i=1
@lg(f(xi−1))[fl(xi)− fl(xi−1)]
+
nX
i=1
(
g(f(xi))− g(f(xi−1))−
dX
l=1
@lg(f(xi−1))[fl(xi)− fl(xi−1)]
)
: (2.3)
For each l=1; : : : ; d, let Il() :=
Pn
i=1 @lg(f(xi−1))[fl(xi)−fl(xi−1)] and let R() :=Pn
i=1[g(f(xi))− g(f(xi−1))−
Pd
l=1 @lg(f(xi−1))[fl(xi)− fl(xi−1)]]: Since each Il()
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is a Riemann{Stieltjes sum, we have limjj!0 Il()=
R b
a (@lg f) dfl, where jj :=
maxi(xi+1 − xi). Next by the multidimensional mean value theorem (cf. Stromberg,
1981, p. 373), we have
jR()j6
nX
i=1

"
dX
l=1
g0l(i)[fl(xi)−fl(xi−1)]−
dX
l=1
@lg(f(xi−1))[fl(xi)−fl(xi−1)]
#
6
dX
l=1
nX
i=1
j@lg(i)− @lg(f(xi−1))j jfl(xi)− fl(xi−1)j
6Kd2 max
16l6d
nX
i=1
[fl(xi)− fl(xi−1)]2
6Kvp(f)d2 max
16l6d
max
16i6n
jfl(xi)− fl(xi−1)j2−p; (2.4)
where i=(1; i ; : : : ; d; i) with l; i 2 [fl(xi−1)^fl(xi); fl(xi−1)_fl(xi)] for i=1; : : : ; n;
and K is the Lipschitz constant. The right-hand side of Eq. (2.4) tends to 0 as
jj! 0 since all fl are continuous functions on [a; b]. Therefore, the right-hand side
of Eq. (2.3) tends to the right-hand side of (2:2) as jj! 0.
The following is an extension of an integration by parts formula for the Riemann{
Stieltjes integral when functions may have unbounded variation.
Corollary 2.1. Let F;H 2CWp([a; b]); 16p<2. Then the following two integrals
exist and satisfy the relation:
Z b
a
F dH +
Z b
a
H dF =F(b)H (b)− F(a)H (a): (2.5)
Proof. The claim follows when Theorem 2.1 is applied to the function f=(H; F) and
g((H; F))=HF:
Let Ea(f)(x) := expff(x)− f(a)g for all x2 [a; b].
Theorem 2.2. Let f be a function in CWp([a; b]) with 16p<2. Then for any r>p
such that 1=p + 1=r>1; Ea(f) is the unique solution in Wr([a; b]) of the integral
equation
F(y)= 1 +
Z y
a
F(u) df(u); y2 [a; b]: (2.6)
Proof. Let g(u) := expfu − f(a)g for u2R. Then by Theorem 2.1 (with d=1),
we have Ea(f)(y)−1= g f(y)−g f(a)=
R
g0 f df= R Ea(f) df for all y2 [a; b].
This solution was proved to be unique in Wr([a; b]) by Dudley and
Norvaisa (1997).
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The next three propositions are extensions of some basic results of Riemann{Stieltjes
integral (the case p=1) to functions of bounded p-variation with p2 [1; 2).
Proposition 2.1 (Substitution rule). Let f; g; and h be functions in CWp([a; b]); 16
p<2. Then
Z b
a
f(x) d
Z x
a
g(y) dh(y)

=
Z b
a
f(x)g(x) dh(x): (2.7)
Proof. We start by showing that the following integrals exist:
(x) :=
Z x
a
g(y) dh(y); x2 [a; b]; (2.8)
A :=
Z b
a
f(x) d(x); (2.9)
B :=
Z b
a
f(x)g(x) dh(x): (2.10)
It immediately follows that the integral (2:8) exists by Young’s Stieltjes Theorem
because g; h2CWp with 16p<2.
Since f2CWp and  is continuous, to prove the existence of Eq. (2.9) we need only
show that 2Wp to apply Young’s Stieltjes Theorem again. Let  := fxi: i; 0; : : : ; ng
be any partition of [a; b]. Then
nX
i=1
j(xi)− (xi−1)jp
=
nX
i=1

Z xi
a
g(y) dh(y)−
Z xi−1
a
g(y) dh(y)

p
=
nX
i=1

Z xi
xi−1
g(y) dh(y)− g(i)[h(xi)− h(xi−1)] + g(i)[h(xi)− h(xi−1)]

p
62p−1
 
nX
i=1

Z xi
xi−1
g(y) dh(y)−g(i)[h(xi)−h(xi−1)]

p
+
nX
i=1
jg(i)[h(xi)−h(xi−1)]jp
!
: (2.11)
The rst equality is by the additivity of Riemann{Stieltjes integrals and the second one
by adding and subtracting g(i[h(xi)− h(xi−1)] with i 2 [xi−1; xi]; i=1; : : : ; n and the
last inequality follows in view of the fact that for p>1, ja+ bjp62p−1(jajp + jbjp).
By Young’s Stieltjes Theorem with p= q and the result that for a<c<b and p>0,
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vp(f; [a; c]) + vp(f; [c; b])6vp(f; [a; b]), we have
nX
i=1

Z xi
xi−1
g(y) dh(y)− g(i)[h(xi)− h(xi−1)]

p
6(1 + (2=p))p
nX
i=1
vp(h; [xi−1; xi])vp(g; [xi−1; xi])
6(1 + (2=p))pvp(h; [a; b])vp(g; [a; b]):
Furthermore, we have
P jg(i)[h(xi) − h(xi−1)]jp6kgk1vp(h; [a; b]). Since h2Wp,
kgk1<1 and the partition  is arbitrary, it follows that 2Wp. So the integral (2:9)
exists.
Since fg2Wp, h2CWp, and applying Young’s Stieltjes Theorem again, it
immediately follows that Eq. (2.10) also exists.
We are left to prove equality of Eq. (2.7). Let = fxi: i;=0; : : : ; ng be a partition
of [a; b] and yi 2 [xi−1; xi] for i=1; : : : ; n. Dene
A() :=
nX
i=1
f(yi)[(xi)− (xi−1)];
B() :=
nX
i=1
f(yi)g(yi)[h(xi)− h(xi−1)]:
We have already proved that A= limjj!0 A() and B= limjj!0 B(). Therefore, it is
enough to show that limjj!0 jA()− B()j=0.
Let >0 and p<r<2. Since g is continuous on a bounded interval [a; b], it is
uniformly continuous. Therefore, we can choose a partition  such that jg(u)−g(v)j6
whenever u; v2 [xi−1; xi] for some i=1; : : : ; n. Then by Young’s Stieltjes Theorem, we
have
jA()− B()j =

nX
i=1
f(yi)[(xi)− (xi−1)]−
nX
i=1
f(yi)g(yi)[h(xi)− h(xi−1)]

=

nX
i=1
f(yi)
"Z xi
xi−1
g(z) dh(z)− g(yi)[h(xi)− h(xi−1)]
#
6
nX
i=1
jf(yi)j

Z xi
xi−1
g(z) dh(z)− g(yi)[h(xi)− h(xi−1)]

6 kfk1
nX
i=1

Z xi
xi−1
g(z) dh(z)− g(yi)[h(xi)− h(xi−1)]

6 kfk1(1 + (2=r))
X
Vr(g; [xi−1; xi])Vr(h; [xi−1; xi]); (2.12)
where Vp(f; [a; b]) := (vp(f; [a; b]))1=p. Let C(r)= (1+(2=r)) and take  := r−p>0.
Then for any partition i := fxi−1 =yi0<yi1<   <yim(i) = xig and for each i=1; : : : ; n,
D.M. Salopek / Stochastic Processes and their Applications 76 (1998) 217{230 223
we have
m(i)X
j=1
jg(yij )− g(yij−1)jr6maxj jg(y
i
j )− g(yij−1)j
m(i)X
j=1
jg(yij )− g(yij−1)jp
6 vp(g; [xi−1; xi]):
Since i are arbitrary partitions, it follows that, for each i=1; : : : ; n,
vr(g; [xi−1; xi])6vp(g; [xi−1; xi]):
Continuing with Eq. (2.12) and using Holder’s inequality (cf. Eq. (2.1)), we have
jA()− B()j6 kfk1C(r)=r
 
nX
i=1
vp(g; [xi−1; xi])
!1=r  nX
i=1
vr(h; [xi−1; xi])
!1=r
6 kfk1C(r)=r(vp(g; [a; b]))1=r(vr(h; [a; b]))1=r :
Since  is arbitrary, it follows that limjj!0 jA() − B()j=0. The proof is now
complete.
Proposition 2.2. Let f; g2CWp([a; b]) with 16p<2 and let  be a dierentiable
function on R with derivative 0 satisfying a local Lipschitz condition. Then
Z b
a
fd(  g)=
Z b
a
f(0  g) dg: (2.13)
Proof. By Theorem 2.1 and Proposition 2.1, we have
Z b
a
f(x) d(g(x)) =
Z b
a
f(x) d

  g(a) +
Z x
a
0  g dg

=
Z b
a
f(x) d[  g(a)] +
Z b
a
f(x)d
Z x
a
0  g dg

=
Z b
a
f(x)(0  g)(x) dg(x):
The second equality follows from the linearity of Riemann{Stieltjes integrals and the
rst integral of the second equality is obviously zero.
Recall that a function f on [a; b] satises Lipschitz condition of order 2 (0; 1] if
there exists a constant K such that jf(x)− f(y)j6K jx − yj for all x; y2 [a; b].
Proposition 2.3. Let h be a Lipschitz function and let g2CWp([a; b]), 16p<2. Then
Z b
a
h[g(x)] dg(x)=
Z g(b)
g(a)
h(v) dv: (2.14)
224 D.M. Salopek / Stochastic Processes and their Applications 76 (1998) 217{230
Proof. Let H (y) :=
R y
g(a) h(v) dv for y2 [a; b]. Then
Z b
a
h[g(x)] dg(x)=
Z b
a
H 0[g(x)] dg(x)= (H  g)(b)− (H  g)(a)=
Z g(b)
g(a)
h(v) dv:
The rst equality is by the fundamental theorem of calculus for the Riemann integral
and the second equality follows from the chain rule formula (2:2).
2.1. Fractional Brownian motion
Fractional Brownian motion, BH = fBH (t): t>0g with index 0<H<1 is a centered
Gaussian process with BH (0)= 0 and
Cov(BH (t); BH (s))= 12Var(BH (1))(jtj2H + jsj2H − jt − sj2H )
for all t; s>0.
By using Dudley’s (1973) metric entropy condition, one can show that almost all
sample paths of BH are continuous (cf. Kahane, 1985, Section 18). Since BH has
continuous paths, it follows from Kawada and Ko^no (1973, Theorem 2) that almost
all sample paths of BH have bounded p-variation with 1=H<p. In this paper, we call
geometric fractional Brownian motion PH = fPH (t) := expft+BH (t)g: 06t6Tg and
we write a (pathwise) integral equation by
F(t)= 1 +
Z t
0
F(s) d(s+ BH (s)); t 2 [0; T ]: (2.15)
Proposition 2.4. Let 12<H<1. Then almost all sample paths of geometric fractional
Brownian motion, PH = fPH (t): t>0g are unique solutions of the integral equation
(2:15).
Proof. Since BH has continuous sample paths and using Theorem 2.2, the result follows.
3. Modelling stock price uctuations
We consider a continuous-time model for stock price uctuations which is a special
case of Norvaisa (1997b). Recall that the price process is a model for the observed
prices in the stock market, so we will begin by stating the denitions of return and
price process.
Let Q=Q([0; T ]) denote the class of all nested sequences = f(m): m>1g of
partitions (m)= f0= tm0<   <tmn(m) = Tg of [0; T ] such that
S
m (m) is everywhere
dense in [0; T ].
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Denition 3.1. Let f; g be real-valued functions on [0; T ]. We say that LQ(f) and
EQ(g) are dened on [0; T ] if, for every 2Q, the limits
LQ(f)(t) := lim
m!1
n(m)X
i=1
[f(tmi ^ t)− f(tmi−1 ^ t)]
f(tmi−1 ^ t)
(3.1)
and
EQ(g)(t) := lim
m!1
n(m)Y
i=1
[1 + g(tmi ^ t)− g(tmi−1 ^ t)] (3.2)
exist for all t 2 [0; T ] and do not depend on 2Q.
Remark. If f and g are continuous, then LQ(f)(t)=(RS)
R t
0 df=f= logf(t)=f(0),
where f(0) 6=0 and EQ(g)(t)= expfg(t)−g(0)g, by applying Propositions 3.2 and 3.4
of Norvaisa (1997b), respectively.
Denition 3.2. Let R= fR(t): t 2 [0; T ]g with R(0)= 0 and P= fP(t): t 2 [0; T ]g with
P(0)= 1 be stochastic processes on a probability space (
;F;P). Suppose that there
exists N 2F with P(N )= 0 such that for each !2
nN , inffP(t; !): t 2 [0; T ]g>0,
the functions EQ(R(; !)) and LQ(P(; !)) are dened on [0; T ] and the relations
P(t; !)=EQ(R(; !))(t) and R(t; !)=LQ(P(; !))(t)
hold for each t 2 [0; T ]. Then we call R the return process and P the price process
generated by R.
Let 12<H<1. Since vp(BH )<1 for p>1=H and BH has continuous sample paths,
one can apply Norvaisa (1997b, Proposition 3.8) to show that fractional Brownian
motion, BH , is the return process and geometric fBm, PH , is the price process generated
by fBm.
Now, we are ready to state what we mean by trading strategies, self-nancing and
attainability of contingent claims. Informally, a trading strategy is a set of instructions
specifying what to buy or sell at each time upon each possible development.
Consider a market in which K securities are traded during the time interval [0; T ].
Any vector X =(X1; : : : ; XK) of continuous and strictly positive functions of bounded
p-variation with 16p<2 and Xk(0)= 1 will be called the price system of the K
security assets. In words, Xk(t) represents the price of one share of security k at
time t.
Denition 3.3. Let X be a price system. Given a collection 1; : : : ; K , where each k
is Riemann-Stieltjes integrable with respect to Xk , k =1; : : : ; K , we call =(1; : : : ; K)
a trading strategy with respect to X.
The function k(t) represents the number of shares of security k held at time t.
We denote by P;X the total value of the portfolio held at time t 2 [0; T ] so that
P;X (t) :=
KX
k=1
Xk(t)k(t); (3.3)
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and the total gains at t 2 [0; T ]
G;X (t) :=
KX
i=1
Z t
0
i(u) dXi(u): (3.4)
Note that
R t
0 i(u) dXi(u) is the change in market value due to the change in the security
prices between times 0 and t, so G;X (t) represents the capital gains which an investor
realizes on his holding all K securities up to time t. Set G;X (0)= 0.
In the same spirit as Harrison and Pliska (1981), we give the following:
Denition 3.4. Let X be a price system. A trading strategy  with respect to X is
self-nancing if
P;X (t)=P;X (0) + G;X (t) (3.3a)
for each t 2 [0; T ]. Furthermore,  is said to be admissible if P; X (t)>0 for all
t 2 [0; T ]
Alternatively, we can check if a trading strategy  is self-nancing by the following
lemma.
Lemma 3.1. Let X =(X1; : : : ; XK) be a price system, and let =(1; : : : ; K) be a
trading strategy with respect to X. Then  is self-nancing if and only if
KX
k=1
Z t
0
Xk(u) dk(u)= 0 8t 2 [0; T ]: (3.5)
Proof. By applying Corollary 2.1, we have
KX
k=1
Z t
0
Xk(u) dk(u) =
KX
k=1
fXk(t)k(t)− X0(t)(0)−
Z t
0
k(u) dXk(u)g
= P; X (t)− P; X (0)− G; X (t)= 0:
In nance, a contingent claim is a contract or agreement which pays a certain amount,
say M , at time T if a certain event occurs. In our context, a contingent claim is simply
a non-negative real number. Since we are concentrating on a pathwise approach, this
denition of contingent claim will be sucient. Recall that a model is complete if
every contingent claim is attainable (cf. Harrison and Pliska, 1981). Cutland et al.
(1995) proved that the model of fBm is complete.
Denition 3.5. Let X be a price system. A contingent claim 2 (0;1) is attainable
at T if there exists a self-nancing strategy =(1; : : : ; K) with respect to X such
that each k 2Wp([0; T ]) with 16p<2 and
=P; X (T ): (3.6)
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We will see in the next section that =(1=K)
PK
k=1[Xk(T )]
)1= for certain trading
strategies depending on a parameter .
Denition 3.6. A self-nancing trading strategy  is an arbitrage opportunity for X
if P; X (0)60 and P; X (T )>0.
In words, an arbitrage opportunity is a riskless plan to make prots without
investment.
4. Formal construction of arbitrage
The aim of this section is to show that the trading strategy dened by (4.1) will
lead to arbitrage opportunities when the price process is a continuous, strictly positive
function of boundary p-variation with 16p<2. Assume that >0 and dene the
-strategy as in Harrison et al. (1984, pp. 354{357) by
Sk (t) :=P
(t)
[Xk(t)]−1P
j[Xj(t)]
 ; (4.1)
where P(t) := f(1=K)Pk [Xk(t)]g1= and Xk 2CWp([0; T ]) with 16p<2 for each k,
with Xk(0)= 1. Note that P(t) is the th-order power mean of the prices X1(t); : : : ;
XK (t) (cf. Hardy et al., 1959).
Proposition 4.1. Let X =(X1; : : : ; XK) be a price system, where each Xk 2CWp with
16p<2 and let 2 (0;1). Then S=(S1 ; : : : ; SK) as dened by Eq. (4.1) is a trading
strategy with respect to X. Furthermore, S is self-nancing. That is,
P(t)=P(0) +
KX
k=1
Z t
0
Sk (u) dXk(u) for every t 2 [0; T ]: (4.2)
Proof. First, we will prove that S is a trading strategy. Since Xk 2CWp([0; T ]) then,
by Young’s Stieltjes Theorem, it is enough to check if S has bounded p-variation.
This will be done in several steps.
By continuity of price functions,  := mink inf t Xk(t)>0. Let u=Xk(t). Recall that
the composite of a locally Lipschitz function and a function of bounded p-variation
has bounded p-variation, so u−1 has bounded p-variation. It follows that
P
u−1 has
bounded p-variation since the set Wp is closed under addition.
Now, if f; g2Wp and f(x)>c>0 for every x2 [a; b]; then g=f2Wp. So u−1=P
u−1 also has bounded p-variation. Putting everything together shows us that S
has bounded p-variation since the set Wp is closed under multiplication.
We can apply Proposition 2.3 to the function h(u)= (1=K
P
k u

k)
1= with u=
(u1; : : : ; uK)2 [;1)K . It is clear that this h is dierentiable with Lipschitz derivative.
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So the second term of Eq. (4.2) becomes
KX
k=1
Z t
0
Sk (u) dXk(u) =
KX
k=1
Z t
0

1
K
1=(X
j
[Xj(u)]
)1=−1
[Xk(u)]−1dXk(u);
fby Proposition 2:2g =
KX
k=1
Z t
0

1
K
1=(X
j
[Xj(u)]
)1=−1
d

1


[Xk(u)]

;
fby bilinearityg =

1
K
1= Z t
0

1

8<
:
KX
j=1
[Xj(u)]
9=
;
1=−1
d
(
KX
k=1
[Xk(u)]
)
;
fby Proposition 2:3g=

1
K
1= Z P
k
[Xk (t)]

P
k
[Xk (0)]

1


v1=−1 dv
=

1
K
1=0@(X
k
[Xk(t)]
)1=
−
(X
k
[Xk(0)]
)1=1A
= P(t)− P(0):
This proposition tell us that the trading strategy S is self-nancing. The second
term on the right-hand side of Eq. (4.2) represents the total earnings (or capital gains)
up to time t. Thus, we see that all changes in the portfolio fund at time t are due to
capital gains or losses, as opposed to cash withdrawals or additional cash deposits as
required.
Now, consider a market with two stocks, where the return process of one stock is B0H
and that of the other is B00H . Assume that, for each t, B
0
H (t) 6= B00H (t) almost surely (for
example, if B0H and B
00
H are independent). Therefore, for <, P
(t)<P(t) (cf. Hardy
et al., 1959, pp. 26{27), and this conrms the possibility of arbitrage opportunities since
P(t) − P(t)>0. In words, we would buy 1=K shares of each security at time zero
and continue to buy using the -strategy, and sell 1=K shares of each security at time
zero and continue to sell by the -strategy. Then at terminal time T , we make a prot
of P(T )− P(T ) with no investment.
Hence, we have shown in this paper that arbitrage opportunities exist when the price
process is of bounded p-variation with p<2. However, in practice, nding arbitrage
opportunities may not be so easy.
5. Comments on the economic models
The possibility of discrepancies leading to arbitrage may (and in fact do) arise in
real markets (cf. for example in the future markets, Dwyer et al., 1996; Holden, 1995;
Moosa and Al-Loughani, 1995, Grunbichler and Callahan, 1994) so it is desirable to
study trading strategies which produce arbitrage opportunities.
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There are no guarantees in the real world of the convergence of frictionless equi-
librium price model values to their observed prices. Since observed markets seem to
possess memory (cf., for example, Campbell, et al., 1997), processes such as frac-
tional Brownian motion with H 2 ( 12 ; 1) may be useful for modelling observed prices
as opposed to frictionless equilibrium prices (Goldenberg, 1986).
Hence, price processes with bounded p-variation for 16p<2 may be consistent
with observed markets, in view of frictions such as costly information and transaction
charges. Therefore, one should not rule out such processes for modelling observed
prices, where frictions are present (cf. Goldenberg, 1986). For instance, Goldenberg
argued that arbtirage opportunities may exist in markets, but the presence of nite trans-
action costs will eliminate any arbitrage prots! Furthermore, Grossman and Stiglitz
(1980) argued that it is practically impossible to take advantage of all the arbitrage
opportunities at every instant of time when information is costly, since there must
be some benet to the informed investor to release this information to uninformed
investors at no charge. Therefore, geometric fractional Brownian motion could be used
to model the price process of observed markets with frictions. This problem will be
addressed in future work.
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