In this study, a hybrid factorial stepwise-cluster analysis (HFSA) method is developed for modelling hydrological processes. The HFSA method employs a cluster tree to represent the complex nonlinear relationship between inputs (predictors) and outputs (predictands) in hydrological processes. A real case of streamflow simulation for the Kaidu River basin is applied to demonstrate the efficiency of the HFSA method. After training a total of 24 108 calibration samples, the cluster tree for daily streamflow is generated based on a stepwise-cluster analysis (SCA) approach and is then used to reproduce the daily streamflows for calibration (1995-2005) and validation (2008-2010) periods. The Nash-Sutcliffe coefficients for calibration and validation are 0.68 and 0.65, respectively, and the deviations of volume are 1.68% and 4.11%, respectively. Results show that: (i) the HFSA method can formulate a SCA-based hydrological modelling system for streamflow simulation with a satisfactory fitting; (ii) the variability and peak value of streamflow in the Kaidu River basin can be effectively captured by the SCA-based hydrological modelling system; (iii) results from 2 6 factorial experiments indicate that not only are minimum temperature and precipitation key drivers of system performance, but also the interaction between precipitation and minimum temperature significantly impacts on the streamflow. The findings are useful in indicating that the streamflow of the study basin is a mixture of snowmelt and rainfall water.
Introduction
Accurate streamflow simulation is of vital importance for prediction, planning and management of water resources systems (Chevalier et al. 2014, Rahmani and Zarghami 2015) . Little is known about the spatial variability of streamflow and the availability of hydro-meteorological datasets (e.g. temperature and precipitation) is extremely limited in northwestern China. Hydrological modelling is often challenged by such complex environments when many key processes (e.g. orographic precipitation) are poorly understood, which makes streamflow modelling and prediction difficult (Thirela et al. 2015) . On the other hand, most hydrological simulation models have difficulties in revealing the interrelationships among multiple inputs. The interactive effects existing among multiple inputs cannot be ignored, since they could significantly influence the performance of hydrological simulation models (Jordan et al. 2014) . Therefore, effective reflection of such complexities in hydrological simulation modelling is desirable.
Streamflow, which is affected by both natural and human factors, is the main factor that influences hydrological characteristics . During recent decades, many hydrological analysis techniques (e.g. hydrological models, artificial neural networks and statistical methods) have been employed in streamflow simulation. Hydrological models, such as the Soil and Water Assessment Tool (SWAT) and the MIKE SHE model, have become indispensable tools for streamflow simulation (Hansen et al. 1996 , Arnell 1999 , Das et al. 2004 , Sahoo et al. 2006 , Lee et al. 2011 . They are effective for understanding the complex hydrological cycle process, and are powerful tools for analysing the quantity and quality of streamflow. The major challenge of such hydrological models is the requirement for a large quantity of input data, which complicates model parameterization and calibration (Santos and Silva 2014) . The artificial neural network (ANN) has been considered as an alternative for modelling hydrological systems and for forecasting streamflow (Dawson and Wilby 2001) . The advantage of ANN is that it does not require knowledge of the mathematical form of the relationship between the inputs and the corresponding outputs. One also has to keep in mind that the ANN suffers a decline in performance as the dimensionality increases, since it is not engineered to eliminate superfluous inputs (Khalil et al. 2005) . Statistical methods (e.g. frequency analysis, regression analysis and screening of time series) are also widely used for analysing hydrological data due to their flexible data requirements, relative simplicity and reliable performance. However, inadequate assumptions of functional relationships and continuity in the statistical models have been questioned (Abrahart et al. 2007) . Even though hydrological analysis techniques are well advanced, difficulties are confronted in their application to arid mountainous basins. First, the basic hydrological processes are continuous for continuous variables (e.g. the discharge in a river, the relative humidity of the air, and the rainfall); however, they are more often approximated by discrete series of discrete variables in the hydrological modelling system (Nicholson 2011) . Second, the lack of high-quality local data has become a critical issue in modelling hydrological processes in arid mountainous regions. As a result of the scarcity of hydrological information, the inputs for hydrological models may be discrete; and applications of hydrological models to arid regions are faced with scarcity in the required input data (Masoud et al. 2013 ). Third, hydrological systems are inherently spatial, nonlinear and time variant (e.g. both the surface runoff processes and the rainfall-runoff relations are nonlinear) (IGR 1980) . Therefore it is desirable to develop more flexible hydrological simulation approaches that can be used in modelling hydrological processes under the conditions of limited and discrete data, and can also reflect the nonlinearity of hydrological processes (Li and Huang 2008) .
The stepwise-cluster analysis (SCA) method is effective for tackling discrete and nonlinear systems through describing the complex relationship between inputs and outputs as a cluster tree. It can not only deal with nonlinear relationships among continuous and/or discrete variables, but also show the significance levels of different branches. SCA has been proved to be an effective method for supporting prediction and facilitating decisions in environmental and water resources management practices (e.g. air-quality prediction, groundwater simulation, hydrological analysis) (Huang 1992 , Huang et al. 2006 , Qin et al. 2007 , Abghari et al. 2009 , Li et al. 2015 . For example, Abghari et al. (2009) introduced a new hybrid model coupling artificial intelligence with statistical clustering, and the results showed that clustering of rainfallrunoff patterns and modelling of each dataset had higher accuracy than no preprocessing of patterns in prediction and modelling of river flow. Rubio-Álvarez and McPhee (2010) analysed the spatial variability using a clustering process to define spatial and temporal patterns of streamflow variation representative of the period of record , and to identify relationships with long-term climatic variability indexes as well as with regional patterns of variation in precipitation and temperature. Li et al. (2015) developed a stepwise-clustered hydrological inference model for daily streamflow forecasting in the Xiangxi River watershed, China, which was based on techniques of SCA and multivariate statistical analysis; results indicated that the SCA is applicable for streamflow forecasting under various climatic and physiographic conditions. In fact, different strengths of association exist among multiple inputs and outputs (e.g. streamflow) in hydrological models; besides, multiple inputs in hydrological models (e.g. hydro-meteorological factors) are not independent and may interact with each other in a significant way. Factorial analysis, a multivariate inference approach, can thus be introduced to reveal the potential interrelationships among factors and their impacts on system performance (Box et al. 1978) .
Therefore, this study aims to develop a hybrid factorial stepwise-cluster analysis (HFSA) method for daily streamflow simulation through integrating SCA and factorial analysis into a general framework. The detailed tasks entail: (i) to effectively operate under conditions of discrete and limited data in modelling hydrological processes; (ii) to reflect the nonlinear features of hydrological processes based on generated cluster trees; (iii) to formulate a SCA-based hydrological modelling system for streamflow simulation through using the established interrelationship between inputs and outputs from hydrological simulation models; and (iv) to conduct a series of factorial analyses to screen the significance of multiple inputs on system outputs, as well as to examine the interaction among multiple inputs. The developed HFSA method is then applied to the case of daily streamflow simulation for the Kaidu River basin, which is located in the Xinjiang Uyghur Autonomous Region of northwest China, to demonstrate the efficiency of the method.
Methodology
Figure 1 provides the general framework of the HFSA method for streamflow simulation, based on the techniques of SCA and factorial analysis. The steps are (1) data preparation of system inputs and outputs, which generally requires some necessary correlation analyses for each pair of inputs and outputs, (2) cutting of clusters based on clustering principles, (3) merging of clusters, (4) cut-merge loops, (5) establishment of the cluster tree and (6) generation of required streamflow. As shown in Figure 1 , the process of obtaining the system output (i.e. streamflow) for a given sample set of predictors (i.e. hydro-meteorological factors) is a search process starting from the top of the tree and ending at a leaf cluster, following the flow path guided by the cutting and merging rules (Huang et al. 2006) . Also, the factorial analysis technique is aimed at factor screening and factor interaction detection. The development of factorial analysis consists of five steps: (1) choose input factors of interest; (2) based on the Yates order, calculate system responses; (3) conduct factorial analysis associated with the factors concerned; (4) calculate the standardized effects and sum of squares of input factors and their interactions; and (5) based on the calculated results, identify the different significance of input factors and the effects of interactions that exist among factors on system outputs. In general, the HFSA method is effective for communicating the complex nature of discrete and nonlinear messages in hydrological modelling systems, as well as for reflecting the effects of hydro-meteorological factors and their interactions on system outputs.
SCA-based hydrological modelling system
The development of the SCA-based hydrological modelling system, which can deal with continuous and discrete variables, as well as nonlinear relationships between the predictors and predictands, is advanced for streamflow simulation. The essence of the SCA method is to form a cluster tree in the sense of probability, based on a series of cutting or merging processes according to given statistical criteria (Huang et al. 2006) . In SCA, sample sets of predictors (e.g. hydro-meteorological factors) are cut or merged into new sets, and values of predictands (e.g. streamflows) are used as references to judge which new set a sample in the parent set will enter. Let x ¼ ðx 1 ; x 2 ; . . . ; x i Þ be a set of predictor variables (i.e. hydrometeorological factors that affect hydrological processes) that have significant effects on the set of predictand variables (e.g. streamflow) y ¼ ðy 1 ; y 2 ; . . . ; y j Þ. N samples can be obtained by collecting the observed data for the predictors and predictands at a daily time step for N days. All data on the predictors x and predictands y of n samples can be given by matrixes X ¼ ðxÞ nÂi and Y ¼ ðyÞ jÂn , which make up the training set M tr ¼ ½XY. A cluster tree can be generated through cutting and merging the training set M tr following the cut-merge loop presented in Figure 1 , and thus the n samples can be classified. Then y can be predicted for any new input data of x by using the cluster tree obtained from the original data. As for the SCA-based hydrological modelling system in this study, the predictand is streamflow, and the predictors include hydrological and meteorological variables such as precipitation, maximum temperature, minimum temperature, evaporation, sunshine hours and relative humidity.
The algorithm for the training process in the SCA-based hydrological modelling system to generate a cluster tree, which can be used to predict new predictands when new predictor samples enter the tree, can be described as follows. The first step is to define a criterion for judging whether samples can be divided into two clusters and whether two clusters can be merged into one. The clustering criterion is the F test based on the Wilks likelihood-ratio criterion. Let cluster h, which contains n h samples, be cut into two sub-clusters e and f (e and f contain n e and n f samples, respectively, i.e. n e þ n f ¼ n h ). According to the Wilks criterion, if the cutting point is optimal, the value of the Wilks Λ (Λ ¼ W j j= W þ T j j) should be a minimum (Wilks 1962) , where T and W are the total-sample matrix t ij È É and the within-groups matrix w ij È É , respectively; and T j j and W j j are the determinants of matrixes t ij È É and w ij È É , respectively. When Λ is very large, clusters e and f cannot be cut, but must be merged into greater cluster h. By Rao's F-approximation, we have (Rao 1965) :
where statistic R is distributed approximately as an F-variate with v 1 ¼ PðK À 1Þ and v 2 ¼ PðK À 1Þ=2 þ 1 degrees of freedom. K is the number of groups and P is the number of predictands. The R-statistics can reduce to an exact F-variate when P = 1 or 2, or when K = 2 or 3. Since the number of groups is two (K = 2) in this study, an exact F test is possible based on the Wilks Λ criterion. Thus, we have:
Generally, the essence of training is to cut the training set M tr into two and to merge two sets into one, step by step, and thus to classify samples. The criteria of cutting and merging clusters become making a number of F tests (Rao 1965) . The second step is to split the clusters according to the identified optimal cutting points. To determine the optimal cutting point, n h samples in cluster h are sequenced according to the values of x For each x r , a cutting point k Ã r is derived, which satisfies:
For each predictor, an index that can be used for cutting judgments r Ã is derived, which satisfies:
The optimal cutting point of cluster h is k
, and the relevant value of the predictor (which is used as the reference for new sample prediction) is x ðhÞ r Ã k Ã r Ã . Then, we have:
where P ′ is the number of predictands under consideration. If Equation (6) is satisfied, the F-test can be undertaken. Cluster h can then be cut into two sub-clusters according to the distribution of x r Ã : (a) data in the predictand set with k
are allocated into sub-cluster e (< f), and (b) data in the predictand set with k r Ã >k
are allocated into sub-cluster f. Among all predictors, x r Ã is the most important one that significantly affects the values of the predictand. Conversely, if Equation (6) is not satisfied, cluster h cannot be cut. Then the other clusters will be tested to decide whether to cut or not, i.e. to test h = 1, 2, . . ., H (H is the total number of clusters at the current stage). When no cluster can be cut, then the third step is to conduct cluster mergence when all clusters are cut. To test the mergence of clusters e and f among the existing H clusters, the following total-sample matrix and within-groups matrix should be calculated first:
where A ij and B iorj have the same formulations as Equations (3d) and (3e). Then we perform the following F-test:
If Equation (8) is satisfied, clusters e and f can be merged into a new cluster h. Otherwise, it should be similarly tested whether other clusters can be merged for e ¼ 1; 2; . . . ; ðH À 1Þ and f ¼ 1; 2; . . . ; H.
The final step is to build a cluster tree for prediction. After all calculations and tests have been completed when all hypotheses of further cutting or mergence are rejected, a cluster tree can then be derived for each predictand (Huang et al. 2006) . Each cutting point, which leads to two branches, corresponds to a source value x ðhÞ r Ã ;k Ã r Ã . When a new sample set of predictors fx r g is examined, its x rÃ values are compared with x ðhÞ r Ã ;k Ã r Ã at the cutting points and classified into relevant branches.
Step-by-step, the sample finally enters into a tip branch (tip cluster) which cannot be either cut or merged further. The criterion leading a new sample to relevant branches is:
sample data with x r Ã x ðhÞ r Ã ;k Ã r Ã are merged into cluster e (< f), sample data with x r Ã >x ðhÞ r Ã ;k Ã r Ã are merged into cluster f . Let e′ be the tip branch where the new sample enters. Then, the predicted predictands fy i g are:
where y e 0 i is the mean predictand i in sub-cluster e′, and R e 0 i is the radius of y i in cluster e′:
Factorial analysis
When different hydro-meteorological factors show different effects on streamflow, as well as the potential interactions influencing the system outputs, it is necessary to identify the significant factors and the joint (interactive) effects that exist among these factors. However, conventional sensitivity analysis can only reflect the effects of changing one factor at a time, while the joint effects of multiple factors can hardly be analysed.
In comparison, factorial analysis is widely used in experiments involving multiple factors where it is necessary to study the joint effects of factors on a response (Montgomery 2001) . Such a method allows the determination of the coefficients of a linear model with interactions as follows:
where y is the response of the simulation model to changing input parameters; b o is the average effect; b i is the main effect of parameter x i ; and b ij is a second-order interaction effect between x i and x j . The idea of factorial analysis is to arrange the simulations in such a way that the variations in simulation responses are obtained under different combinations (Box et al. 1978) . By proper arrangement of the factor settings, it is possible to determine not only the main effect of each factor but also the joint effects among the factors on the variations of the modelling responses (Li et al. 2010) . If the simulations are implemented at minimum and maximum values (two levels) for each of the k factors, the design is called the 2 k factorial design and needs 2 k sets of experimental tests. Through factorial design, the main effect for each factor can be determined as the difference between two averages (Box et al. 1978) :
where y þ is the average response for the factor when it takes a maximum value, and y À is the average response for the factor when it takes a minimum value. The measure of the interaction effect of A × B is defined as half of the difference of the effects from factor A, when factor B is at its maximum and minimum levels (Box et al. 1978) :
Rapid calculation of the effects is possible using the Yates algorithm, which is described in detail in Box et al. (1978) . If there is an interaction effect AB, this means that the influence of changing factor A will depend on the setting of factor B. To assess the main and interactive effects, we have the following:
where E i is the standardized effect of a factor or multi-factor interaction; Contrast i is calculated by using plus and minus signs in column i of the Yates order table; SS i is the sum of squares for factor i or multi-factor interaction.
3 Case study A case study of streamflow simulation in the Kaidu River basin is used for demonstrating the applicability of the proposed HFSA method. Kaidu River basin is located in the Xinjiang Uygur Autonomous Region of northwestern China, and is near the Taklimakan Desert (Fig. 2) . The Kaidu River basin drains an area of about 19 × 10 3 km 2 and has a mean elevation of 3100 m above the basin outlet. Figure 3 shows the daily precipitation changes during 1995-2005. Typically, the whole river basin experiences a northern arid climate characterized by precipitation deficit and strong evaporation, and the changes of hydro-meteorological factors exhibit significant temporal variability in streamflow (Fan et al. 2011) . In addition, the relations between hydro-meteorological characteristics (inputs) and surface water responses (outputs) are inherently nonlinear in the Kaidu River basin (Xia et al. 2005) . Also, nonlinearity and multidimensionality render the modelling of the transformation of rainfall into runoff very complex (Ishtiaq et al. 2010) . Furthermore, due to the complex topography, including grassland, marsh and surrounding mountainous alpine areas, little is known about decadal changes of the hydrological characteristics in the river basin, particularly the water resources of the headstream (Dou et al. 2011) . Correspondingly, an effective hydrological modelling approach is thus required to capture the nonlinear nature of hydrological relationships and to simulate realistic streamflow variability, especially in such an arid basin of northwest China.
The effects of climate variability on streamflow are significantly more sensitive in arid and semi-arid regions, and these effects have resulted in a reduction or increase in water yield (Jiang et al. 2011) . Moreover, different hydro-meteorological factors pose different effects on streamflow variations, and quantitatively evaluating these effects is important for regional water resources assessment and management. Furthermore, complicated interactions exist between the driving hydro-meteorological factors. For example, the evaporation varies with several meteorological variables including radiation, air temperature, relative humidity and wind speed (Han et al. 2009 ). Therefore, it is challenging for decision makers to determine how to quantify the effects of hydrometeorological factors and their interactions on streamflow, particularly in arid regions (Zhuang et al. 2015) .
Compared with other hydrological models, the HFSA method is a more flexible approach that can operate under a lack of high-quality local data in modelling hydrological processes, since it can effectively deal with both continuous and discrete variables. In the study area, the maximum and minimum temperature, precipitation, evapotranspiration, sunshine hours and relative humidity are chosen as input hydro-meteorological variables. Based on the SCA method, the complex nonlinear relationship between inputs (i.e. hydro-meteorological factors) and outputs (i.e. streamflows) can be represented as cluster trees. A SCA-based hydrological modelling system can thus be formulated for streamflow, using the established cluster tree. In addition, in order to examine the joint effects (i.e. interactions) of the six hydro-meteorological factors, a 2 6 set of factorial experimental tests is designed based on the factorial analysis in the HFSA modelling framework.
Two hydro-meteorological stations (Bayinbuluke and Dashankou stations) are used to derive the input hydrometeorological factors for the Kaidu River basin. Meteorological data comprising maximum and minimum air temperature, precipitation, evapotranspiration, sunshine hours and relative humidity are collected from Bayinbuluke and Dashankou stations. Long series of streamflows are collected from Dashankou hydrological station. These hydrometeorological data sets are available from local institutions in northwest China, the Xinjiang Institute of Geography and Ecology, China Academy of Science. These data series span the period 1995-2010. The observed datasets for 1995-2005 are used for model calibration (training) and the datasets for 2008-2010 are used for model validation (testing). The "goodness of fit" of the predicted and measured data is assessed using the Nash-Sutcliffe efficiency (NSE) (Nash and Sutcliffe 1970), the determination coefficient (R 2 ), the deviation of volume (DV), the relative error in value to peak streamflow (RVP) and the relative error in time to peak streamflow (RTP) (Gericke and Smithers 2014) . These criteria are defined as follows:
DVð%Þ ¼ 100
RVPð%Þ ¼ 100
where Q i is the observed flow on day i; C i is the simulated flow on day i; n is the number of simulated days; Q is the average measured flow; Q vp is the observed value of peak flow; C vp is the simulated value of peak flow; Q tp is the observed time of peak flow; and C tp is the simulated time of peak flow.
Analysis of results
Since the SCA method is based on mono-variable correlation analysis, the correlation relations between inputs and outputs in hydrological models are analysed first. Six hydro-meteorological factors (denoted x 1 -x 6 ) are set as predictors, and streamflow represented as y is set as predictand. Table 1 lists the mono-variable correlation analysis results of hydrometeorological factors versus daily streamflow for the Kaidu River basin. Results indicate that significant correlation relations exist between y and x 1 -x 6 . For example, the highest correlation coefficient is 0.69 between y (streamflow) and x 2 (minimum temperature). High and strong correlations also exist between hydro-meteorological factors, as shown in Table 1 . Results show that relatively close relations exist among hydro-meteorological factors and streamflows. Consequently, the SCA method is thus suited to employing a cluster tree to represent the hydrological relationships.
SCA-based cluster trees are generated to represent the nonlinear relationship between inputs (hydro-meteorological factors) and outputs (streamflows) in hydrological models. Figure 4 shows the cluster tree based on SCA for the daily streamflow in the calibration period (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) . Figure 5 shows the cluster tree for monthly streamflow during 1995-2005. In these trees, the criterion for cutting and merging clusters is: cut cluster (P < 0.01) and merge cluster (P > 0.01). The P values shown at cutting and merging knots are significance levels of the F-test, and P > 0.01 suggests no statistical difference between two clusters. Using the generated cluster trees, a SCA-based hydrological modelling system for streamflow can thus be formulated. The generated cluster trees can also help give insights into the nonlinear relationship between hydro-meteorological inputs and hydrological response (i.e. streamflow). Take an example for demonstration: let x 1 = 25.8, x 2 = 15.3, x 3 = 1.2, x 4 = 1.5, x 5 = 10.0 and x 6 = 86.5 as new inputs. To predict the monthly streamflow, we have: x 1 > 23.14 for the first branch knot so that the sample enters cluster 3; x 2 < 15.6, so that it enters cluster 4; x 4 < 2.0, so that it enters cluster 6; x 1 < 28.5, so that it enters cluster 8 and then merges into cluster 29, so that it finally enters cluster 30 with a prediction value of 155.8 m 3 /s, as shown in Figure 5 . In addition, the structures of cluster trees are flexible, varying with different input sample sets. For example, results reveal that the generated cluster tree for monthly streamflow (Fig. 5) is much smaller and simpler than the tree for daily streamflow (Fig. 4) . This is because there are 24 108 hydro-meteorological input samples in total for daily streamflow, which is much higher than the 792 hydro-meteorological inputs for monthly streamflow. It can be shown that the SCA-based hydrological modelling system can not only flexibly support streamflow simulation under different combinations of input dataset, but can also take the nonlinearity of hydrological processes into formulations and applications.
The essential feature of the SCA-based hydrological modelling system is that it produces an output or series of outputs in response to an input or series of inputs. Correspondingly, the system has advantages over traditional hydrological models, since it can model hydrological processes without any assumed physical functions. Trends for daily streamflows in the calibration (1995-2005) and verification (2008-2010) periods are reproduced through the calibrated cluster tree in Figure 4 . Figure 6 shows comparisons of observed and simulated daily streamflows in the calibration and validation periods for the For all nodes: P < 0.01 Figure 4 . Cluster tree based on SCA for daily streamflow in the calibration period. Kaidu River basin. Table 2 shows the values of the observed and simulated peak streamflows, as well as the RVP and RTP during the calibration and validation periods. Results indicate that the SCA-based hydrological modelling system can adequately capture most of the peak streamflows. For example, as shown in Table 2 , the observed peak streamflow is 416.0 m 3 /s on 4 July 2002, equalling the simulated output (i.e. 416.0 m 3 /s). The multi-year mean values of RVP during the calibration and validation periods are −8.8 and −13.6%, respectively, which demonstrates good performance of the SCA-based hydrological modelling system for peak streamflow simulation. Since the SCA-based system uses historical data to imitate the complex nonlinear characteristics in hydrological processes, a sample dataset that can cover all extreme hydrological/weather events is desirable to establish the relationship between the streamflow and its predictors (i.e. training of the model). This is because the SCA-based system is based on the assumption that there are no considerable changes to the system during the training and prediction periods covered by the model. Correspondingly, the SCA-based system can only predict streamflows using the hydrological relationship reflected in the training data. In order to avoid failures in capturing extreme hydrological/ weather events, a more extensive input sample set could be used to help generate a more complete cluster tree.
Results show a similar temporal variability of streamflows between the simulated and observed series for the Kaidu River basin (Fig. 6 ). This similarity emphasizes the accuracy of the SCA-based hydrological modelling system in reproducing hydrological outputs (e.g. streamflow), and provides additional evidence that the model is capable of capturing the unique character of streamflow in the Kaidu River basin. Temporal variations in streamflow can be used to determine how streamflows (1) vary from year to year and (2) vary throughout the year. As shown in Figure 6 , the largest streamflows occur during the snowmelt season, which is usually from April to July. In contrast, the smallest streamflows occur in winter (from about November to February). Additionally, the year-to-year variations of daily streamflow in the Kaidu River basin are relatively larger during the snowmelt season than those in winter. For example, values of daily streamflow from about November to February (i.e. winter months) in each year are almost the same; in comparison, daily streamflow from April to July (i.e. snowmelt season) shows significant differences. The variations of streamflow are due to the water resources in the arid land of northwestern China deriving mainly from snow and glacier meltwater in mountainous areas (Li et al. 2013) . The snowmelt period represents a major increase in streamflow and daily streamflow pulses (Lana-Renault et al. 2010) . The NSE values during the calibration (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) and validation (2008) (2009) (2010) periods are 0.68 and 0.65, respectively; and the DV values are 1.68% and 4.11%, respectively. Figure 7 shows scatterplots of observed versus simulated daily streamflows during calibration and validation, with R 2 values of 0.68 and 0.61, respectively. The results disclose satisfactory performance of the SCA-based hydrological modelling system in reproducing the daily streamflow.
The averaged values of all daily streamflows for each year (i.e. the annual streamflow) during the calibration and validation periods are calculated. Table 3 lists the error analysis of simulated and observed annual streamflow. The absolute error for annual streamflow ranges from −30.4 m multi-year mean value of simulated streamflow is 126.2 m 3 /s, which is close to the averaged value of observations (129.1 m 3 / s); indicating that the differences between the simulated and observed annual streamflows can be acceptable (Table 3) .
The SCA technique has been proven to be an effective tool for supporting environmental prediction and facilitating decisions in environmental management practices (Qin et al. 2007) . Li et al. (2015) employed the SCA technique for forecasting streamflow of the Xiangxi watershed, China. Daily meteorological data for 1991-1995, including maximum temperature, minimum temperature, precipitation, sunshine duration, wind speed and relative humidity, were chosen as inputs. The NSE values during the calibration (1991-1995) and validation (1996-1998) periods were 0.76 and 0.57, respectively. Wang et al. (2015) used a semi-distributed land-use based runoff processes (SLURP) model for daily streamflow simulation for the Kaidu River basin. The performance of the hydrological model was assessed using the NSE, R 2 and DV. NSE values for calibration (1996-1999) and verification (2000-2001) were 0.65 and 0.76, respectively; R 2 values for calibration and verification were 0.68 and 0.76, respectively; DV (%) for calibration and verification were 11.37 and 7.94, respectively. In this study, based on the HFSA method, the NSE values during the calibration (1995-2005) and validation (2008-2010) periods are 0.68 and 0.65, respectively; and the DV (%) are 1.68 and 4.11, respectively. Results indicate that the SCA technique is effective for streamflow forecasting in both arid and moist areas because the statistical relationship between hydro-meteorological characteristics and streamflow can be represented by cluster trees, without any assumption of functional relations.
Discussion
Since the accuracy and efficiency of SCA-based hydrological modelling system are sensitive to hydro-meteorological input factors, the effects of input factors and their interactions on system outputs (e.g. streamflow) are quantified based on the factorial analysis technique. There are six hydro-meteorological input factors in the SCA-based hydrological modelling system: such as maximum temperature, minimum temperature, evaporation, precipitation, sunshine hours and relative humidity. The symbols, maximum and minimum values, and units for these factors are shown in Table 4 . For instance, factor A represents the maximum temperature, with a range values from −14.7 to 38.8°C. Based on the two levels (i.e. maximum and minimum levels) of each factor, a 2 6 factorial analysis design can be set up. Table 5 shows the standardized effects, the sum of squares, as well as the percentage contributions from the individual hydro-meteorological factors and their interactions on system outputs (e.g. streamflow). For example, factor B (minimum temperature) contributes almost 61.9% and has the highest positive standardized effect (i.e. 64612.5) on system outputs. Additionally, factor D (precipitation) contributes almost 11.7% and has the second positive standardized effect (i.e. 12 188.9). Factor F (relative humidity) contributes almost 1.2% and has the third positive standardized effect (i.e. 1288.7). Results indicate that minimum temperature is the primary factor in the system outputs (i.e. streamflow). This positive effect may be explained by the temperature control on melting of snow: warmer minimum temperatures intensify the snowmelt process, and cooler temperatures interrupt the melting process. Correspondingly, snowmelt streamflow generally occurs in the spring with increasing temperatures; and peak flows always happen in summer with the highest temperatures (Fan et al. 2011) . A secondary factor is precipitation, since the majority of the rainfall can be converted to direct streamflow. Relative humidity is also an important factor in the streamflow: as the air becomes more and more saturated (i.e. a larger relative humidity), less water is able to evaporate into that air, resulting in increased streamflow. Through calculating the effects of input factors on the system outputs (streamflow), it can be concluded that the watershed hydrology in this mountainous study area (Kaidu River basin) is a complex meteorological-hydrological process with mixed snowmelt and rainfall water. Snowmelt water is one of the major contributors to streamflow in the Kaidu River basin. The interrelationships among hydro-meteorological factors and their effects on the system outputs (e.g. streamflow) can also be interpreted from Table 5 . Results indicate that the minimum temperature (factor B) interacts with not only precipitation (factor D) but also the relative humidity (factor F) in a significant way. For example, the interaction between factors D and F contributes 11.9% to the system outputs and has the highest positive standardized effect (12 419.3). The interaction between factors B and D contributes 11.1% and shows the second highest effect (116 101.0). The interaction between factors B and F contributes 1.2% and has the third positive standardized effect (1265.0) on the streamflow. The major interaction existing between minimum temperature and precipitation shows notable effects on streamflow, also indicating that the streamflow for Kaidu River basin is mixed snowmelt and rainfall water. Significant interactions also exist between precipitation and relative humidity, and between minimum temperature and relative humidity. Precipitation and temperature are physically related through the dependence of atmospheric moisture, since air is capable of holding more water vapour at higher temperatures (Buishand and Brandsma 1999) . Figure 8 shows the effect of interaction between minimum temperature and precipitation (factors B and D) on streamflow. The plot in Figure 8 indicates that streamflow will increase with an increase in either factor B or factor D. In contrast, the interaction between factors B and F (relative humidity) shows a different effect on the streamflow, as shown in Figure 9 . For example, with an increase in factor F, the streamflow will increase when factor D is at its lowest level; but when factor B is at a high level, an increase in factor D would result in a decline of system output (i.e. streamflow). Figure 10 shows the interaction plot of factors D and F. Results reveal that when factor F is at a high level, an increase in factor D would result in no variance of streamflow. Meanwhile, an increase in factor F would result in a decline of streamflow when factor D is at a low level.
Conclusions
In this study, a hybrid factorial stepwise-cluster analysis (HFSA) method was developed for streamflow simulation, through coupling stepwise-cluster analysis (SCA) and factorial analysis into a general framework. The advantages of HFSA method are as follows: (1) it can deal effectively with continuous and discrete variables in modelling hydrological processes; (2) it can employ a cluster tree to represent the complex nonlinear relationship between predictors (e.g. hydro-meteorological factors) and predictands (e.g. streamflows) in hydrological models, without requiring assumptions of functional relationships; (3) a SCA-based hydrological modelling system can be formulated to simulate the streamflow given inputs of hydro-meteorological factors, using the generated cluster tree; and (4) it is capable of conducting a series of factorial analyses to detect the significant hydro-meteorological factors, as well as the effects of their interactions on the modelling response. A case study of simulating streamflow in the Kaidu River basin was employed to demonstrate the feasibility of the proposed HFSA method. In such a mountainous and datascarce basin of northwest China, the hydro-meteorological inputs for the SCA-based hydrological modelling system are maximum temperature, minimum temperature, evaporation, precipitation, sunshine hours and relative humidity. After training a total of 24 108 calibration samples in the period 1995-2005, one cluster tree was generated for daily streamflow based on the SCA method. The SCA-based cluster tree was then used to reproduce the daily streamflows of 1995-2005 for calibration and to reproduce daily streamflows of 2008-2010 for validation. Results reveal that the SCA-based hydrological modelling system can simulate daily streamflow to a satisfactory degree, and can effectively capture the annual and inter-annual variability of streamflows in the Kaidu River basin. For example, the year-toyear variations of daily streamflow are larger during the snowmelt season than in winter. Results of a 2 6 factorial analysis disclose that minimum temperature and precipitation are the key drivers on the system outputs (streamflow). Since the minimum temperature controls the melting of snow, it can be concluded that snowmelt water is one of the major contributors to streamflow in the Kaidu River basin. In addition, significant interaction exists between minimum temperature and precipitation, and the interaction shows large effects on streamflow; also indicating that the streamflow in the Kaidu River basin is mixed snowmelt and rainfall water.
