Successful retrieval of an item from visual working memory (VWM) often requires an 27 associated representation of the trial-unique context in which that item was 28 presented. We dissociated the effects on fMRI signal of memory load versus context 29 binding by comparing nonspatial VWM for one oriented bar vs. three bars 30 individuated by their location on the screen vs. three items drawn from different 31 categories (orientation, color, and luminance), for which location context was 32 superfluous. Delay-period fMRI signal in frontal and parietal cortex was sensitive to 33 stimulus homogeneity rather than to memory load per se. Behavioral performance 34 revealed a broad range in swap errors, an index of the efficacy of context binding, 35
Introduction
contextual dimension from ordinal position to spatial location (by presenting all items 93 simultaneously, in different locations, and indicating the item to be recalled with the 94 location of the memory probe). Would the expected role for IPS in processing 95 location context be similar to or different from its role in processing ordinal context? 96 Furthermore, because the neural correlates of spatial processing are better 97 understood than those of ordinal processing, we could directly assess variation in the 98 representation of stimulus context, as well as in stimulus identity. Second, we sought 99 to remove an important confound in this type of design: A category-homogenous 100 condition like 3M and a category-heterogeneous condition like 1M2C do not only 101 differ in terms of demands on context binding, but also differ in other aspects such as 102 level of inter-item interference (Wickens, Born, & Allen, 1963) . In this study we took 103 advantage of a broad range of individual differences in swap errors, a hallmark of a 104 context-binding failure that is not expected to be sensitive to interference at the level 105 of stimulus category. Third, instead of using MVPA decoder performance as a proxy 106 for the strength of stimulus representation, we used multivariate inverted encoding binding on nonspatial stimulus representation in VWM. Finally, we assessed On all trials, masks were rendered as a white circular patch bisected by 18 black 145 0.08° x 4° bars, all intersecting at their midpoints and each separated in orientation 146 by 10°. 147
148
Recall displays comprised a circular stimulus patch -initially "empty" --and a 149 response wheel centered on fixation, with a radius to its outer edge of 9.2° and a 150 width of 2°. Varying continuously around the response wheel were all possible 151
values of the category being tested. For orientation, this was rendered as 20 equally 152 spaced black bars (0.05° x 1.8°), ranging in orientation from 0-171°, in 9° 153 increments. For color and luminance, all 180 values of that dimension were evenly 154 distributed along the circle. The angle of rotation of the response wheel varied 155 unpredictably from trial-to-trial, to discourage response planning during the delay. At 156 the onset of the recall display a cursor (a conventional "mouse" arrow) was always 157 positioned at central fixation, and the stimulus patch was rendered with a randomly determined value rendered in the format of the sample stimuli. As soon as the 159 subject began to move the trackball of the response box (see "Behavioral tasks") the 160 cursor moved correspondingly, and the stimulus patch took on the value 161 corresponding to the location on the response wheel that was nearest to the cursor. quadrant of the screen, and each with horizontal and vertical eccentricities from by moving a cursor with a trackball and "clicking" on the recalled orientation with a 179 button press. As soon as the trackball began to move, a bar appeared within the 180 circular patch with an orientation, updating in real-time, that matched the orientation 181 on the wheel that was closest to the cursor. RT was computed as the latency 182 between response-wheel movement onset and button press. Feedback, indicating 183 the error between the recalled orientation and the sample orientation (in degrees) 184 was presented centrally, replacing the fixation cross, appearing immediately after the 185 response until the end of the 4s response window. ITI was 2 s for the behavior-only 186 experiment, and 8 s for the fMRI experiment. A black fixation cross was present at 187 the center of the screen throughout each block of trials, and subjects were instructed 188 to fixate it throughout the block. 189 190 3O trials followed the same procedure was as 1O, with the following adjustments 191 necessitated by the greater number of items: on each trial, each of the three sample 192 stimuli was drawn randomly from the pool of 9, without replacement; the three were 193 displayed simultaneously, with each of the four possible configurations of location 194 occurring equiprobably and unpredictably; each of the three stimulus locations was 195 masked; and the location of the probed item occurred equiprobably and 196
unpredictably. 1O1C1L followed the same procedure was as for 3O, except that 197 each trial featured one sample item drawn from each of the three stimulus categories, and the category of the probed item occurred equiprobably and 199 unpredictably ( Figure 1 (MathWorks), presented on a 60 Hz projector with a screen width of 32.5cm (iMac). 213
The viewing distance was 62 cm. 214
fMRI experiment 215
There were two scanning sessions, and during the first session subjects first 216 performed 4 blocks of 3-item trials: 9 trials of 3O and 9 trials 1O1C1L in a randomly 217 determined order during each block; 3 probes of each category on 1O1C1L trials in a 218 randomly determined order during each block. Next, subjects completed 8 18-trial 219 blocks of 1O trials, with each orientation appearing twice in a randomly determined 220 order during each block. In the second fMRI scanning session, subjects performed 221 an additional 12 18-trial blocks of 1O trials. (The larger number of 1O trials was 222 needed to train the IEM models on which data from all trial types would be tested.) response error distance estimated by the distance on the response wheel between 226 the subjects' selection and the true target value (in degrees). Trials without 227 responses were excluded. For 1O and 1O1C1L trials, response error was fit to a 228 two-factor mixture model that estimated the proportion of responses made to the 229 sample (i.e., the probability of a target response (pT), and the probability of guess The fMRI experiment comprised two scanning sessions, each lasting about 1.5 hr. 264
The first of the two scanning sessions followed the behavior-only task by x-y days, 265 and the second scanning session followed the first by 2-28 days. Scanning of 3-item 266 trials preceded scanning of 1O trials to minimize the likelihood that subjects would 267 process orientation stimuli different from color and luminance stimuli on 1O1C1L 268 trials. All the experimental stimuli were controlled by the Psychophysics Toolbox 269 screen mounted inside the bore of the scanner, and viewed through a coil-mounted 272 mirror. The viewing distance was 69 cm and screen width was 33 cm. echo pulse sequence was used to acquire data sensitive to the BOLD signal while 281 subjects performed the VSTM task (TR=2000 ms, TE=25 ms, Flip angle = 60°, within 282 a 64 x 64 matrix, 42 sagittal slices, 3 mm isotropic). Each of the twenty fMRI 283 scanning runs generated 213 volumes (excluding disdaqs). 284
285
Preprocessing 286 fMRI data were preprocessed using the Analysis of Functional Neuroimages (AFNI) 287 software package (http://afni.nimh.nih.gov; Cox, 1996) . All volumes were spatially 288 aligned to the first volume of the first run using rigid-body realignment, then aligned 289 to the T1 volume. Volumes were corrected for slice-time acquisition, and linear, 290 quadratic, and cubic trends were removed from each run to reduce the influence of 291 scanner drift. For univariate analyses, data were spatially smoothed with a 4-mm 292 FWHM Gaussian, and z-scored separately within run for each voxel. For IEM and 293 MVPA analyses (see below), data were z-scored separately within run for each 294 voxel, but were not smoothed. All analyses were carried out in each subject's native 295 space. Delay 1O ] within each of these anatomically defined regions. Within each of these 315 ROIs, trial-averaged time series for each of the three trial types were generated and 316 converted to mean percentage signal change from baseline (first TR of the trial), and 317 comparisons of BOLD signals of each trial type versus baseline and differences 318 between trial types were carried out with t tests (all p values FDR-corrected across 319
TRs, ROIs and comparisons; Figure 3A ). For IEM analyses, four sets of "sample 320 location-specific" ROIs were generated with the top 400 voxels within each of the a test set (9 trials; these numbers were selected to match the total number of 361 1O1C1L and 3O trials). We computed the weight matrix (W) that projects the 362 hypothesized channel responses (C 1 ) to actual measured fMRI signals in the training 363 dataset (B 1 ), and extracted the estimated channel responses ( ! ) for the test dataset 364 (B 2 ) using this weight matrix. The relationship between the training dataset (B 1 , v × n, 365 n: the number of repeated measurements) and the channel responses (C 1 , k × n) 366 was characterized by: 367
Next, the least-squared estimate of the weight matrix ( ) was calculated 369 using linear regression: 370
Having thus estimated the weight matrix mapping each voxel's response to 375 each orientation channel from the training dataset, we inverted this matrix to 376 estimate channel responses on each test trial. The average response output for each 377 channel across trials was obtained by circularly shifting each response to a common 378 center of 0°. To generate smooth, 180-point channel tuning functions (CTF, also 379 referred to as "reconstructions") we repeated the encoding model analysis 180 times 380 and shifted the centers of the orientation channels by 1° on each iteration (Brouwer, 381 & Heeger, 2009 ). The CTFs were averaged across permutations and averaged 382 across the four location-specific models. The same weight matrix trained in this 383 fashion on data from 1O trials was used to reconstruct the neural representation of 384 orientation in 1O, 3O, and 1O1C1L trials. More specifically, within each ROI, 385 separate IEMs were trained on 1O data from each time point in the trial and then 386 tested (i.e., reconstructions attempted) at same time point with data from 1O, 3O, 387 and 1O1C1L trials separately. For 3O trials, the location-specific IEM to be used for 388 IEM testing was assigned according to the orientation to be tested for recall. For 389 1O1C1L trials, testing was carried out with the location-specific IEM congruent with 390 the location occupied by oriented-bar in the sample array. 391
392
To quantify the results, the CTF in each ROI for each subject was fit with an 393 exponentiated cosine function of the form: a response function using the fitting equation after setting α to 1 and β to 0. Next, we 402 generated a design matrix containing the predicted response function and a constant 403 term (i.e., a vector of 1s) and used ordinary least-squares regression to obtain 404 estimates of α and β (defined by the regression coefficient for the response function 405 and constant term, respectively). We then selected the combination of κ, α and β 406 that minimized the sum of squared errors between the observed and predicted 407 reconstructions. 408
409
We assessed the significance of CTF amplitude and precision using a bootstrapping 410 procedure in which, for each ROI, we randomly selected, with replacement, 16 CTFs 411 from the pool of 16 subjects being tested, and averaged them. This step was 412 repeated 2500 times, yielding 2500 unique stimulus reconstructions. We then 413 bootstrapping analyses, all the p values were FDR-corrected across ROIs, TRs, and they were carried out for both the amplitude and precision parameters. First, to 423 assess CTFs versus baseline, we carried out the bootstrapping procedures 424 separately for each group. Next, to compare between groups, the CTF estimate from 425 each permutation for high swap-error group was subtracted from the corresponding 426 value for the low swap-error group. One-tailed tests were conducted with p referring 427 to the proportion of the 2500 subtractions with a value ≤ 0. 428
Finally, one would expect that individual differences in pN, a behavioral measure, 429 would be reflected in neural evidence for inappropriate activation of non-probed 430 items. To assess this prediction, we operationalized "orientation recall specificity" as 431 the difference between probe-epoch CTFs of the probed versus of a non-probed 432 item, and compared this measure between swap-error groups. To compute 433 orientation recall specificity for 3O trials, for each trial one of the two non-probed 434 sample orientations was selected at random; To compute this measure for 1O1C1L 435 trials, the measure of "probed" CTFs was taken from the 1/3 of trials on which the 436 orientation stimulus was probed, and the measure of "non-probed" CTFs (of 437 orientation) was taken from 1/2 of the trials (randomly selected) on which color was 438 For 3O and 1O1C1L trials, decoding was carried out in two ways. First, we labeled 459 trials according to the location that would be probed at the end of the trial. The 460 results of this analysis were likely to be noisy due to random trial-by-trial variation in 461 which two of the remaining three locations were occupied. Therefore, in a second 462 analysis we labeled trials according to the unique location that was unoccupied (i.e., 463 "empty") in the sample array, and tested whether the decoding accuracy for the 464 empty location was significantly lower (as assessed by one-tailed, one-sample t test) 465 than chance. The second analysis was expected to be more sensitive to detect the 466 representations of location information when multiple locations were occupied. 467
Finally, to explore possible relations between individual differences in the allocation between probe-epoch MVPA decoding of probed versus non-probed locations. For 471 each 3O and 1O1C1L trial, the non-probed location was selected randomly. The 472 bootstrapping statistical methods described above were used to estimate the 473 significance of the differences between the two swap-error groups, and any 474 significant effects were followed-up with group-level correlations between location 475 recall specificity and pN. 476 477
Results

478
Behavior 479
Behavior-only experiment 480
Here, we report results from only the 16 subjects who also participated in the fMRI 481
experiment. An average of 2.286 trials (SD = 2.920); 4.857 trials (SD = 2.824), and 482 1.857 trials (SD = 2.824) per subject were excluded in 1O, 3O, and 1O1C1L tasks, 483 respectively. Descriptive statistics suggested that task difficulty increased from 1O to 484 1O1C1L to 3O, as reflected in the mean response error (F(2,30) = 41.830, p < 485 0.0001; paired t-test, ts > 3.960, ps < 0.002; Table 1 ). Results from mixture modeling 486 mirrored this pattern, with pT highest for 1O, followed by 1O1C1L and 3O (F(2,30) = 487 16.791, p < 0.0001), paired t-test ts > 2.644, ps < 0.018; Table 1 ). Recall precision 488 (κ) also differed across trials types (F(2,30) = 16.458 , p < 0.001), being significantly 489 different between 3O and 1O (t(15) =5.253, p <0.0001) and between 3O and 490 1O1C1L (t(15) = 4.325, p < 0.001) trials, although not differing between 1O1C1L and 491 1O trials (t(15) = 1.387, p = 0.186). Finally, although the group mean pN (swap whereas the remaining 10 subjects all had a pN of 0.127 or higher, corresponding to 495 an average of nearly 20% swap errors on 3O trials for these ten subjects ( Figure  496 2A). Based on this pattern, subjects were grouped into low swap-error and high 497 swap-error groups for fMRI analyses. After subjects were classified as low swap-498 error or high swap-error we assessed whether the two groups differed according to 499 other behavioral parameters with two-way mixed ANOVAs. For κ, there were no 500 differences (Fs(1,14) < 0.731, n.s.). For pT, a significant interaction of group by trial 501 type (F(1,14) = 17.753, p = 0.001) was followed-up with post-hoc two-sample t-tests 502 that confirmed that pT was only lower for 3O in the high swap-error group (t(14) = 503 4.085, p = 0.001; Figure 2B ), a result that follows from the difference in pN used to 504 define the two groups. 505 506 
BOLD signal intensity did not differ between 3O and 1O1C1L trials during TRs 528
corresponding to the encoding and delay epochs (from TR2-TR8, ts < 1.604, ps > 529 0.130), but was higher on 3O than 1O1C1L trials during the peak response to 530 probe/recall (TR9-11, ts > 2.524, ps < 0.048). BOLD signal from all three trial types 531 did not differ from each other or from baseline at TR7 corresponding to late delay (ts were broken out into the two swap-error groups. 534
535
The ANCOVA relating delay-period BOLD signal intensity to behavioral precision 536 revealed no significant within-subject correlations between either 1O and 3O trials or 537 1O and 1O1C1L trials ( Figure 3B) . 538 539 Parietal and frontal cortex. In both regions, trial-averaged signal on all three trial 540 types remained elevated across the duration of the trial, with sample-and delay-541 related activity greater for 3O trials than for the other two trial types (from TR3 to 542 TR8, ts > 3.041, ps < 0.019), and sample-related activity for 1O1C1L trials greater 543 than for 1O trials during the encoding epoch (TRs 3-4, ts > 2.514, ps < 0.048). 544
Beginning with TR6 in the delay period, however, BOLD signal no longer differed 545 between 1O1C1L and 1O (ts < 1.848, ps > 0.138). That is, delay-period activity in 546 parietal and frontal cortex was not sensitive to memory load (one item vs. three 547 items) per se, but was sensitive to stimulus category homogeneity (operationalized 548 as 1O1C1L vs. 3O; Figure 3A ). These same patterns were observed when the data 549 were broken out into the two swap-error groups. Follow-up analyses indicated that 550 differences in delay-period signal (at TRs 6-7) between neither 1O and 3O nor 551 (ANCOVA) between delay-period BOLD signal intensity and behavioral precision of 563 recall. In each plot, data from each subject are portrayed in a different color. The "1," 564 "3" and "2" symbols indicate individual values in the 1O, 3O, and 1O1C1L tasks, 565
respectively. Asterisks indicate significant correlation at p < 0.05, triangles indicate 566 trends (.05 < p <0.1). 567 568 included the 1/3 trials on which orientation was probed). On 3O trials, although no 576 reconstructions at these TRs were significantly different from baseline, those from 577
TRs 3-5 did not differ from 1O1C1L trials. At TR10, the CTF amplitude was greater 578 on 1O1C1L trials than on 3O trials (p = 0.048). No significant effects were found for 579 the concentration parameter for any comparison of IEM reconstructions, here or for 580 any subsequent analyses. 581
582
Parietal and frontal cortex (n = 16). In parietal cortex, IEM reconstructions of 583 orientation were only reliable on 1O trials, and only during TRs 4-5 (ps < 0.005; ps > 584 0.304 for all TRs for 1O1C1L and 3O trials). In frontal cortex, the IEM reconstructions 585 of orientation were not significant at any TR for any trial type (ps > 0.146). (Note that 586 when IEM of 1O trials was carried out with a different procedure -leave-one-trial-out 587 cross-validation with all 360 trials -orientation reconstruction was robust across all 588 three trial epochs in occipital, parietal, and frontal cortex. However, because these 589 reconstructions cannot be meaningfully compared with 1O1C1L and 3O 590 reconstructions, due to the reduced number of trials in the latter, no results from this 591 more sensitive method for reconstructing orientation from 1O trials are reported 592 here.) 593 orientation in the ROI (occipital) and at the TRs (3-5, 10) for which reconstructions at 597 the group level were most robust ( Figure 4A ). Beginning with the encoding/early 598 delay TRs 3-5, for 1O trials, reconstructions were reliable for both groups (ps < 599 0.048), and did not differ between groups (ps > 0.094; Figure 4B ). For 3O trials, for 600 the low swap-error group, the CTF was significant at TR 3 (p = 0.013), trending for 601 TR 4 (p = 0.072) and not significant at TR 5 (p = 0.479), and although no CTFs were 602 significant for the high swap-error group (ps >0.381), the two groups did not differ 603 significantly at any TR (ps > 0.241). For 1O1C1L trials, CTFs for the low swap-error 604 group were significant at each of the three TRs (ps <0.013), and different from the 605 high-swap error group (for which no CTFs were significant; ps > 0.070) at TR 5 (p = 606 0.028; Figure 4B ). 607 608 At TR 10, although the 1O CTF was only significant for the low swap-error group (p < 609 0.001), the two groups did not differ statistically (p = 0.220). For 3O trials, for the low 610 swap-error group there were trends toward a positive reconstruction for the probed 611 orientation and toward a negative reconstruction for non-probed orientations (ps < 612 0.089), a pattern that yielded a significant orientation recall specificity effect (p = 613 0.038). For the high swap-error group, none of these effects approached 614 significance. The difference in orientation recall specificity between the low vs. high 615 swap-error groups was significant (p = 0.031; Figure 4C ). 616
617
For 1O1C1L trials, for the low swap-error group, a robust CTF for the probed 618 orientation (p < 0.001) and a trend toward a negative reconstruction for the non-619 probed item (p = 0.078) produced a strong orientation recall specificity effect (p < 620 0.001). For the high swap-error group, the reconstruction for both probed and non-probed items was significant (ps < 0.042), and their difference also yielded a significant orientation recall specificity effect (p = 0.028). Orientation recall specificity 623 between the low vs. high swap-error groups for 1O1C1L trials was significant (p = 624 0.003; Figure 4D ). 625 626 627 the neural representation of the to-be-remembered stimulus dimension was 641 quantitatively weaker for the high swap-error group, these differences only achieved significance for one condition at one TR (1O1C1L trials at TR 5). During recall (TR Figure 5B ). This finding was followed up with a Spearman correlation indicating that 672 individual differences in location recall specificity predicted individual differences in 673 pN (r(15) = -0.526, p = 0.038, Figure 5D ). 674
675
For 1O1C1L trials the pattern was qualitatively similar to that from 3O trials, with the 676 groups differing significantly for decoding of the probed location at TR 10 (p = 0.027), 677
and location recall specificity significantly higher for the low swap-error group (p = 678 0.018, Figure 5B ). For 1O1C1L trials, Spearman correlation also indicated that 679 individual differences in location recall specificity predicted individual differences in 680 pN (r(15) = -0.506, p = 0.048, Figure 5E ). 681
682
In parietal cortex, classifier performance in relation to the empty location in the 683 sample array was significantly lower for the low swap-error group at TRs 4, 6, and 7 684 on 3O trials (ps < 0.039), and at TRs 5-6 on 1O1C1L trials (ps < 0.031, Figure 5C ). 685
For 3O trials, Spearman correlation relating individual differences in decoding 686 performance against pN was nonsignificant for TR 4 (r(15) = 0.416, p = 0.109; not 687 shown) but significant for TRs 6-7 (r(15) = 0.531, p = 0.034; Figure 5F ). For 1O1C1L 688 trials, the same correlation collapsed across TRs 5-6 was not significant (r(15) = 689 0.377, p = 0.142; not shown).
groups across encoding and delay portions of the trial, but was superior for the low-693 swap error group for all three trial types during recall, and, across all subjects, on 694 both 3-item trial types, individual differences in location recall specificity were 695 significantly related to individual differences in pN. In parietal cortex, in contrast, 696 location decoding was superior for the low swap-error group during late-697 encoding/early-delay portions of the trial, with a significant group-level correlation of 698 location MVPA and pN at TRs 6-7 on 3O trials. 699
700
Relating spatial processing across networks and across time. Analyses relating 701 location processing to swap errors on 3O trials emphasized delay-period effects in 702 parietal cortex and probe-related effects in occipital cortex. To assess evidence for a 703 link between these two sets of observations, we carried out a Pearson correlation of 704 parietal MVPA at TR 6-7 against location recall specificity in occipital cortex at TR 705 10, and found significant evidence that the two were related (r(15) = 0.551, p= 0.027. 706 Figure 5G ). A second analysis with data from 3O trials from occipital cortex at TR 10, 707 however, failed to find a significant Pearson correlation between location recall 708 specificity (as illustrated in Figure 5B ) and orientation recall specificity (as illustrated 709
in Figure 4C . r(15) = 0.351, p = 0.183)). allowing us to group subjects into effective context-binding (low swap error) and 739 ineffective context-binding (high swap error) groups. Interestingly, recall precision 740 was comparable for these two groups, suggesting separability of processes that 741 these measures are believed to reflect: context binding and stimulus representation, 742 respectively. For both swap-error groups, patterns of delay-period BOLD activity in 743 parietal and in frontal cortex were sensitive to category homogeneity rather than to 744 memory load per se, and this trial-related variation predicted trial-related variation in 745 the precision of behavioral recall, implicating a role for these regions in the control of 746 inter-item interference during VWM storage. IEM of the representation of orientation 747 was most robust in occipital cortex. Although delay-period reconstructions did not 748
show a significant influence of inter-individual variability in context binding, recall-749 related reconstructions revealed markedly weaker representation of the probed item 750 and stronger representation of non-probed items in the high-swap error group. This 751 represents compelling neural evidence for the fact that variability in memory-retrieval 752 processes are an important determinant of VWM performance (Unsworth et al., 753 strongly represented in occipital cortex at encoding, and the strength of delay-period 756 representation of location in parietal cortex predicted both neural and behavioral 757 outcomes at recall: location recall specificity in occipital cortex, and the probability of 758 making a swap error. 759
Although our measure of the neural representation of stimulus location is a not a 782 direct measure of the operation of location-context binding in VWM for nonspatial 783 stimuli, several results from our study suggest a close link between the two. One is 784 the fact that the delay-period representation of stimulus location in parietal cortex 785 was stronger for the low than the high swap-error group, on both 3O and 1O1C1L 786 trials. A second is the fact that individual differences in delay-period parietal MVPA 787 predicted swap errors as well as the more temporally proximal neural correlate of 788 swap errors, location recall specificity in occipital cortex. Although the initial 789 operation of binding a stimulus to its context must occur during encoding, the results 790 summarized here illustrate that an important consequence of the strength of context 791 binding is the efficacy with which, at the time of recall, spatial attention is focused on 792 the location at which the probed stimulus had been presented (operationalized by 793 location recall specificity). Interestingly, our results also suggest a second, partly 794 distinct route whereby context binding influences VWM recall: orientation recall 795 specificity. That is, for both 3O and 1O1C1L trials, recall for high swap-error subjects 796 was associated with weaker representation of the orientation of the probed item and 797 stronger representation of the orientation of unprobed items. It remains to be 798 determined if the lack of correlation between these effects reflects truly independent 799 factors that can be separately influenced by context binding (i.e., spatial selective 800 attention versus item retrieval), or if this is simply a result of the fact that our 801 measures of the neural correlates of context binding are indirect. 
