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Abstract
For applications to quasi-exactly solvable Schro¨dinger equations in quantum me-
chanics, we establish the general conditions that have to be satisfied by the coefficients
of a second-order differential equation with at most k+1 singular points in order that
this equation has particular solutions which are nth-degree polynomials. In a first
approach, we extend the Nikiforov-Uvarov method, which was devised to deal with
hypergeometric-type equations (i.e., for k = 2), and show that the conditions involve
k − 2 integration constants. In a second approach, we consider the functional Bethe
ansatz method in its most general form. Comparing the two approaches, we prove
that under the assumption that the roots of the polynomial solutions are real and
distinct, the k − 2 integration constants of the extended Nikiforov-Uvarov method
can be expressed as linear combinations of monomial symmetric polynomials in those
roots, corresponding to partitions into no more than two parts.
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1
I INTRODUCTION
In quantum mechanics, solving the Schro¨dinger equation is a fundamental problem for
understanding physical systems. Exact solutions may be very useful for developing a con-
structive perturbation theory or for suggesting trial functions in variational calculus for
more complicated cases. However, very few potentials can actually be exactly solved (see,
e.g., one of their lists in [1]) [2]. These potentials are connected with second-order differen-
tial equations of hypergeometric type and their wavefunctions can be constructed by using
the theory of corresponding orthogonal polynomials [3]. Among the many methods used to
deal with such cases, one may quote that of Nikiforov and Uvarov [4], which enables to solve
systematically any generalized hypergeometric-type equation in order to obtain eigenvalues
and eigenfunctions.
Apart from exactly solvable Schro¨dinger equations, the so-called quasi-exactly solvable
(QES) ones, for which only a finite number of eigenstates can be found explicitly by algebraic
means, while the remaining ones remain unknown, are also very interesting. The simplest
QES problems, discovered in the 1980s, are characterized by a hidden sl(2,R) algebraic
structure [5, 6, 7, 8, 9] and are connected with polynomial solutions of the Heun equation
[10]. Generalizations of this equation are related through their polynomial solutions to
more complicated QES problems. In such a context, the functional Bethe ansatz (FBA)
method [11, 12, 13] has proven very effective [14, 15, 16, 17].
In some recent works, Karayer, Demirhan, and Bu¨yu¨kkılıc¸ proposed an extension of the
Nikiforov-Uvarov method to solve second-order differential equations, which have at most
four singular points. These include the Heun and confluent Heun equations [18], as well as
the biconfluent and triconfluent Heun equations [19]. In addition, they demonstrated the
usefulness of their method by explicitly solving some QES problems.
The purpose of the present paper is twofold: first to formulate the extended Nikiforov-
Uvarov (ENU) method in its full generality to deal with second-order differential equations
that have at most k+1 singular points, and second to establish a connection of the extended
method with the FBA one.
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In Section II, we review the ENU method and show that the reduced equation that can
be derived has particular solutions that are polynomials of degree n, depending on k − 2
integration constants. On the assumption that such polynomials have real and distinct
roots z1, z2, . . . , zn, we prove in Section III that the corresponding integration constants
satisfy a system of linear equations whose coefficients can be written in terms of elementary
symmetric polynomials in z1, z2, . . . , zn and we conjecture an explicit solution of this system
in terms of monomial symmetric polynomials in z1, z2, . . . , zn. After deriving the FBA
method in its most general form in Section IV, in Section V we provide a proof of the
conjectured expression of the k−2 integration constants of the ENU method by comparing
its results with those of the FBA one. Finally, Section VI contains the conclusion.
II EXTENDED NIKIFOROV-UVAROV METHOD
The starting point of the Nikiforov-Uvarov method [4] is the second-order differential equa-
tion
ψ′′(z) +
τ˜ (z)
σ(z)
ψ′(z) +
σ˜(z)
σ2(z)
ψ(z) = 0, (2.1)
where τ˜ (z) is a polynomial of at most first degree, σ(z) and σ˜(z) are polynomials of at most
second degree, and ψ(z) is a function of hypergeometric type. The criteria related to degrees
of polynomial coefficients constitute the so-called boundary conditions of the method. To
deal with solutions of Heun-type equations, Karayer, Demirhan, and Bu¨yu¨kkılıc¸ changed
such boundary conditions in such a way that τ˜(z), σ(z), and σ˜(z) became polynomials of
at most second, third, and fourth degree, respectively.
In the present approach, we will assume that in Eq. (2.1), τ˜(z), σ(z), and σ˜(z) are
polynomials of at most (k − 1)th, kth, and (2k − 2)th degree, respectively. By setting
ψ(z) = φ(z)y(z), (2.2)
where φ(z) is some suitable function, which will be determined later on, Eq. (2.1) is con-
verted to
y′′(z) +
(
2
φ′(z)
φ(z)
+
τ˜ (z)
σ(z)
)
y′(z) +
(
φ′′(z)
φ(z)
+
φ′(z)
φ(z)
τ˜(z)
σ(z)
+
σ˜(z)
σ2(z)
)
y(z) = 0. (2.3)
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Such an equation can be simplified by rewriting the coefficients of y′(z) and y(z) in
terms of some newly defined polynomials. For the coefficient of y′(z), we take
2
φ′(z)
φ(z)
+
τ˜(z)
σ(z)
=
τ(z)
σ(z)
, (2.4)
where τ(z) is a polynomial of at most (k − 1)th degree, and, in addition, we set
τ(z) = τ˜ (z) + 2pi(z) (2.5)
in terms of a polynomial pi(z) of at most (k − 1)th degree. On combining (2.4) with (2.5),
we get
φ′(z)
φ(z)
=
pi(z)
σ(z)
. (2.6)
Furthermore, for the coefficient of y(z) in (2.3), we set
φ′′(z)
φ(z)
+
φ′(z)
φ(z)
τ˜(z)
σ(z)
+
σ˜(z)
σ2(z)
=
σ¯(z)
σ2(z)
, (2.7)
where σ¯(z) is a polynomial of at most (2k − 2)th degree, given by
σ¯(z) = σ˜(z) + pi2(z) + pi(z)[τ˜ (z)− σ′(z)] + pi′(z)σ(z). (2.8)
Equation (2.3) therefore becomes
y′′(z) +
τ(z)
σ(z)
y′(z) +
σ¯(z)
σ2(z)
y(z) = 0. (2.9)
If the polynomial σ¯(z) is divisible by σ(z), i.e.,
σ¯(z)
σ(z)
= h(z), (2.10)
where h(z) is a polynomial of degree at most k − 2, then we get a reduced equation
σ(z)y′′(z) + τ(z)y′(z) + h(z)y(z) = 0. (2.11)
On using definition (2.10) in (2.8) and setting
h(z)− pi′(z) = g(z), (2.12)
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which is a polynomial of degree at most k−2, we get a quadratic equation for the polynomial
pi(z), namely
pi2(z) + [τ˜ (z)− σ′(z)]pi(z) + σ˜(z)− g(z)σ(z) = 0. (2.13)
Its roots are given by
pi(z) = 1
2
[σ′(z)− τ˜(z)]±
{
1
4
[σ′(z)− τ˜ (z)]2 − σ˜(z) + g(z)σ(z)
}1/2
. (2.14)
To determine all possible solutions for the polynomial pi(z) from Eq. (2.14), the polyno-
mial g(z) under the square root sign must be known explicitly. Since pi(z) is a polynomial
of degree at most k − 1, the expression under the square root sign must be the square of a
polynomial of degree at most k − 1. There are in general several possibilities for choosing
g(z) in such a way that the latter condition is satisfied. For every of them, two solutions
for the polynomials pi(z) can be obtained from (2.14). Then τ(z), h(z), and φ(z) can be
found from Eqs. (2.5), (2.12), and (2.6), respectively.
To be really useful, the solutions of the reduced equation (2.11) have to be generalized.
On deriving this equation k − 2 times, we obtain
σy(k) +
[(
k − 2
1
)
σ′ + τ
]
y(k−1) +
[(
k − 2
2
)
σ′′ +
(
k − 2
1
)
τ ′ + h
]
y(k−2) + · · ·
+
[
σ(k−2) +
(
k − 2
1
)
τ (k−3) +
(
k − 2
2
)
h(k−4)
]
y′′ +
[
τ (k−2) +
(
k − 2
1
)
h(k−3)
]
y′
+ h(k−2)y = 0, (2.15)
which is a kth-order differential equation with polynomial coefficients of degree not exceed-
ing the corresponding order of differentiation. Since all its derivatives have the same form,
it can be differentiated n times by using the new representation y(n)(z) = vn(z). In such a
notation, Eq. (2.15) can be written as
σv
(k)
0 +
[(
k − 2
1
)
σ′ + τ
]
v
(k−1)
0 +
[(
k − 2
2
)
σ′′ +
(
k − 2
1
)
τ ′ + h
]
v
(k−2)
0 + · · ·
+
[
σ(k−2) +
(
k − 2
1
)
τ (k−3) +
(
k − 2
2
)
h(k−4)
]
v′′0 +
[
τ (k−2) +
(
k − 2
1
)
h(k−3)
]
v′0
+ h(k−2)v0 = 0. (2.16)
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Its nth derivative can be easily shown to be given by
k∑
l=0
(
n+ k − 2
k − l
)
σ(k−l)v(l)n +
k−1∑
l=0
(
n+ k − 2
k − l − 1
)
τ (k−l−1)v(l)n
+
k−2∑
l=0
(
n + k − 2
k − l − 2
)
h(k−l−2)v(l)n = 0. (2.17)
When the coefficient of vn in this equation is equal to zero, i.e.,(
n + k − 2
k
)
σ(k) +
(
n+ k − 2
k − 1
)
τ (k−1) +
(
n+ k − 2
k − 2
)
h(k−2) = 0, (2.18)
there exists a particular solution y(z) = yn(z) that is a polynomial of degree n. On inte-
grating Eq. (2.18) k − 2 times, we find that this occurs whenever h(z) = hn(z) is given
by
hn(z) = −
n(n− 1)
k(k − 1)
σ′′(z)−
n
k − 1
τ ′(z) +
k−3∑
l=0
Ck−l−2,n
zl
l!
, (2.19)
where C1,n, C2,n, . . . , Ck−2,n are k − 2 integration constants.
It is worth observing here that in the Nikiforov-Uvarov hypergeometric case [4], we
have k = 2 so that the polynomial h(z) reduces to a constant λ. Then λ = λn, where, in
accordance with Eq. (2.19),
λn = −
1
2
n(n− 1)σ′′(z)− nτ ′(z), (2.20)
with no integration constant. In the Heun-type equation case of Refs. [18, 19], we have
k = 3 and the linear polynomial h(z) = hn(z) is given by
hn(z) = −
1
6
n(n− 1)σ′′(z)− 1
2
nτ ′(z) + Cn (2.21)
in terms of a single integration constant Cn (see Eq. (24) of [18]).
At this stage, as in [18, 19], we might assume some specific forms of τ˜(z), σ(z), and
σ˜(z) for some k and determine all types of polynomial solutions of the reduced equation
(2.11) that can be obtained by selecting all allowed g(z) in (2.14) and setting h(z) = hn(z).
Instead of doing this, in Section III we will proceed to interpret the k − 2 integration
constants Ci,n, i = 1, 2, . . . , k − 2, of Eq. (2.19) in terms of the roots of the polynomial
solutions yn(z).
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III INTEGRATION CONSTANTS AND ROOTS OF
POLYNOMIAL SOLUTIONS
In this Section and the following ones, we slightly change the notations used in Section II
and rewrite the reduced equation (2.11) as
X(z)y′′(z) + Y (z)y′(z) + Z(z)y(z) = 0, (3.1)
where
X(z) =
k∑
l=0
alz
l, Y (z) =
k−1∑
l=0
blz
l, Z(z) =
k−2∑
l=0
clz
l, (3.2)
and al, bl, cl are some (real) constants.
In Section II, we have shown that nth-degree polynomial solutions yn(z) of Eq. (3.1)
can be obtained provided Z(z) is given by
Zn(z) = −
n(n− 1)
k(k − 1)
X ′′(z)−
n
k − 1
Y ′(z) +
k−3∑
l=0
Ck−l−2,n
zl
l!
, (3.3)
where C1,n, C2,n, . . . , Ck−2,n are some integration constants. On inserting Eq. (3.2) in (3.3)
and equating the coefficients of equal powers of z on both sides, we obtain the set of relations
ck−2 = −n(n− 1)ak − nbk−1, (3.4)
cl = −
n(n− 1)
k(k − 1)
(l + 2)(l + 1)al+2 −
n
k − 1
(l + 1)bl+1 +
Ck−l−2,n
l!
,
l = 0, 1, . . . , k − 3. (3.5)
The nth-degree polynomial solutions yn(z) of the reduced equation (3.1) can be written
as
yn(z) =
n∏
i=1
(z − zi), (3.6)
where we assume that the roots z1, z2, . . . , zn are real and distinct. We now plan to show that
the integration constants C1,n, C2,n, . . . , Ck−2,n satisfy a system of linear equations whose
coefficients can be expressed in terms of elementary symmetric polynomials in z1, z2, . . . , zn
[20],
el ≡ el(z1, z2, . . . , zn) =
∑
1≤i1<i2<···<il≤n
zi1zi2 . . . zil, l = 1, 2, . . . , n,
e0 ≡ 1.
(3.7)
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We can indeed rewrite yn(z) in (3.6) as
yn(z) =
n∑
m=0
(−1)n−men−mz
m, (3.8)
so that
y′n(z) =
n−1∑
m=0
(−1)n−m−1(m+ 1)en−m−1z
m, (3.9)
y′′n(z) =
n−2∑
m=0
(−1)n−m−2(m+ 2)(m+ 1)en−m−2z
m. (3.10)
On inserting these expressions in Eq. (3.1) and taking Eq. (3.2) into account, we get
k∑
l=0
alz
l
n−2∑
m=0
(−1)n−m−2(m+ 2)(m+ 1)en−m−2z
m
+
k−1∑
l=0
blz
l
n−1∑
m=0
(−1)n−m−1(m+ 1)en−m−1z
m
+
k−2∑
l=0
clz
l
n∑
m=0
(−1)n−men−mz
m = 0. (3.11)
Here l + m runs from 0 to k + n − 2. Let us therefore set l + m = k + n − r, where
r = 2, 3, . . . , k + n. Equation (3.11) can then be rewritten as
k∑
r=2
{
r−2∑
p=0
(−1)p [ak−r+2+p(n− p)(n− p− 1) + bk−r+1+p(n− p) + ck−r+p] ep
}
zk+n−r
+ (lower-degree terms with k + 1 ≤ r ≤ k + n) = 0. (3.12)
On setting to zero the coefficients of zk+n−r, r = 2, 3, . . . , k, we obtain the relations
r−2∑
p=0
(−1)p [ak−r+2+p(n− p)(n− p− 1) + bk−r+1+p(n− p) + ck−r+p] ep = 0,
r = 2, 3, . . . , k. (3.13)
For r = 2, we simply get n(n − 1)ak + nbk−1 + ck−2 = 0, which is automatically satisfied
due to Eq. (3.4). We are therefore left with the k − 2 relations
r−3∑
p=0
(−1)p [ak−r+2+p(n− p)(n− p− 1) + bk−r+1+p(n− p) + ck−r+p] ep
+ (−1)r−2[ak(n− r + 2)(n− r + 1) + bk−1(n− r + 2) + ck−2]er−2 = 0,
r = 3, 4, . . . , k. (3.14)
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After substituting the right-hand sides of Eqs. (3.4) and (3.5) for ck−2 and ck−r+p in these
relations, we obtain a system of k − 2 linear equations for the k − 2 integration constants
C1,n, C2,n, . . . , Ck−2,n,
r−3∑
p=0
(−1)p
Cr−2−p,n
(k − r + p)!
ep = −
r−3∑
p=0
(−1)p
{
1
k(k − 1)
[
(r − p− 2)(2k − r + p+ 1)n2
− [2pk2 + 2k(r − 2p− 2)− (r − p− 2)(r − p− 1)]n+ k(k − 1)p(p+ 1)
]
ak−r+2+p
+
1
k − 1
[(r − p− 2)n− (k − 1)p]bk−r+1+p
}
ep
− (−1)r−1(r − 2)[(2n− r + 1)ak + bk−1]er−2, r = 3, 4, . . . , k. (3.15)
The determinant of this system having zeros above the diagonal is easily deter-
mined to be given by
[∏k
r=3(k − r)!
]−1
6= 0. It is therefore obvious that the constants
C1,n, C2,n, . . . , Ck−2,n can be calculated successively from the equations corresponding to
r = 3, 4, . . . , k.
It turns out that instead of elementary symmetric polynomials el(z1, z2, . . . , zn), defined
in Eq. (3.7), it is more appropriate to express the solution in terms of monomial symmetric
polynomials in z1, z2, . . . , zn,
m(λ1,λ2,...,λn)(z1, z2, . . . , zn) =
∑
pi∈Sλ
zλ1pi(1)z
λ2
pi(2) . . . z
λn
pi(n), (3.16)
where (λ1, λ2, . . . , λn) denotes a partition and Sλ is the set of permutations giving distinct
terms in the sum [20]. The derivation of the first three constants C1,n, C2,n, and C3,n is
outlined in the Appendix. In particular, it is shown there that m(13,0˙) (a dot over zero
meaning that it is repeated as often as necessary), corresponding to a partition into more
than two parts and which in principle might appear in C3,n, actually does not occur because
it has a vanishing coefficient. This is a general property that we have observed for the first
six constants that we have computed explicitly and which all agree with the general formula
Cq,n
(k − 2− q)!
= −
q−1∑
t=0
[2(n− 1)ak−t + bk−t−1]m(q−t,0˙) −
[q/2]∑
s=1
q−2s∑
t=0
2ak−tm(q−t−s,s,0˙)
−
n(n− 1)
k(k − 1)
q(2k − q − 1)ak−q −
n
k − 1
qbk−q−1,
q = 1, 2, . . . , k − 2, (3.17)
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where [q/2] denotes the largest integer contained in q/2.
At this stage, Eq. (3.17) is a conjecture, which might be proved from (3.15) by deter-
mining Cq,n for any q ∈ {1, 2, . . . , k − 2}. This would, however, be a rather complicated
derivation. In Section V, we will proceed to show that a much easier proof of (3.17) can be
found by comparing the results of the ENU method with those of the FBA one.
IV FUNCTIONAL BETHE ANSATZ METHOD
In its most general form, the FBA method also starts from the reduced equation (3.1), with
X(z), Y (z), Z(z) given in (3.2), and considers polynomial solutions of type (3.6) with real
and distinct roots z1, z2, . . . , zn [11, 12, 13]. Equation (3.1) is then rewritten as
− c0 =
(
k∑
l=0
alz
l
)
n∑
i=1
1
z − zi
n∑
j=1
j 6=i
2
zi − zj
+
(
k−1∑
l=0
blz
l
)
n∑
i=1
1
z − zi
+
k−2∑
l=1
clz
l. (4.1)
The left-hand side of this equation is a constant, while the right-hand one is a meromorphic
function with simple poles at z = zi and a singularity at z =∞. Since the residues at the
simple poles are given by
Res(−c0)z=zi =
(
k∑
l=0
alz
l
i
)
n∑
j=1
j 6=i
2
zi − zj
+
k−1∑
l=0
blz
l
i, (4.2)
Eq. (4.1) yields
−c0 =
k∑
l=1
al
n∑
i=1
l−1∑
m=0
zmi z
l−m−1
n∑
j=1
j 6=i
2
zi − zj
+
k−1∑
l=1
bl
n∑
i=1
l−1∑
m=0
zmi z
l−m−1
+
k−2∑
l=1
clz
l +
n∑
i=1
Res(−c0)z=zi
z − zi
. (4.3)
On defining
Sm =
n∑
i=1
n∑
j=1
j 6=i
zmi
zi − zj
, Tm =
n∑
i=1
zmi , (4.4)
and observing that S0 = 0, this relation becomes
− c0 = 2
k∑
l=2
al
l−1∑
m=1
Smz
l−m−1 +
k−1∑
l=1
bl
l−1∑
m=0
Tmz
l−m−1 +
k−2∑
l=1
clz
l +
n∑
i=1
Res(−c0)z=zi
z − zi
, (4.5)
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or, with q ≡ l −m− 1 in the first two terms and q ≡ l in the third one,
−c0 = 2
k−2∑
q=0
zq
k−1−q∑
m=1
aq+m+1Sm+
k−2∑
q=0
zq
k−2−q∑
m=0
bq+m+1Tm+
k−2∑
q=1
zqcq+
n∑
i=1
Res(−c0)z=zi
z − zi
. (4.6)
The right-hand side of this equation will be a constant if and only if the coefficients
of zq, q = 1, 2, . . . , k − 2, and all the residues at the simple poles vanish. This yields cq,
q = 1, 2, . . . , k − 2, in terms of the coefficients of X(z), Y (z), and the roots of yn(z),
cq = −2
k−1−q∑
m=1
aq+m+1Sm −
k−2−q∑
m=0
bq+m+1Tm, q = 1, 2, . . . , k − 2, (4.7)
as well as the n algebraic equations determining the roots, i.e., the Bethe ansatz equations,
n∑
j=1
j 6=i
2
zi − zj
+
∑k−1
l=0 blz
l
i∑k
l=0 alz
l
i
= 0, i = 1, 2, . . . , n. (4.8)
The remaining constant leads to the value of c0,
c0 = −2
k−1∑
m=1
am+1Sm −
k−2∑
m=0
bm+1Tm. (4.9)
It remains to find the explicit expressions of Sm and Tm. For the smallest allowed m
values, it is obvious that
S1 =
1
2
n(n− 1), T0 = n. (4.10)
For higher m values, Sm can be written as a linear combinations of monomial symmetric
polynomials in z1, z2, . . . , zn. From
Sm =
1
2
n∑
i=1
n∑
j=1
j 6=i
zmi − z
m
j
zi − zj
=
1
2
n∑
i=1
n∑
j=1
j 6=i
m−1∑
p=0
zm−1−pi z
p
j , (4.11)
we get for odd m ≥ 3,
Sm =
1
2
n∑
i=1
n∑
j=1
j 6=i
[
zm−1i + z
m−1
j +
(m−3)/2∑
p=1
(
zm−1−pi z
p
j + z
p
i z
m−1−p
j
)
+ z
(m−1)/2
i z
(m−1)/2
j
]
= (n− 1)
n∑
i=1
zm−1i +
n∑
i,j=1
i 6=j
(m−3)/2∑
p=1
zm−1−pi z
p
j +
n∑
i,j=1
i<j
z
(m−1)/2
i z
(m−1)/2
j
= (n− 1)m(m−1,0˙) +
(m−1)/2∑
p=1
m(m−1−p,p,0˙), (4.12)
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and for even m ≥ 2,
Sm =
1
2
n∑
i=1
n∑
j=1
j 6=i
[
zm−1i + z
m−1
j +
(m−2)/2∑
p=1
(
zm−1−pi z
p
j + z
p
i z
m−1−p
j
)]
= (n− 1)
n∑
i=1
zm−1i +
n∑
i,j=1
i 6=j
(m−2)/2∑
p=1
zm−1−pi z
p
j
= (n− 1)m(m−1,0˙) +
(m−2)/2∑
p=1
m(m−1−p,p,0˙). (4.13)
Hence,
Sm = (n− 1)m(m−1,0˙) +
[(m−1)/2]∑
p=1
m(m−1−p,p,0˙), m ≥ 2. (4.14)
Furthermore, it is obvious that
Tm = m(m,0˙), m ≥ 1. (4.15)
On replacing Sm and Tm by their explicit values in (4.7) and (4.9), we get
ck−2 = −n(n− 1)ak − nbk−1, (4.16)
cl = −n(n− 1)al+2 − nbl+1 − 2
k−1−l∑
m=2
al+m+1
[
(n− 1)m(m−1,0˙)
+
[(m−1)/2]∑
p=1
m(m−1−p,p,0˙)
]
−
k−2−l∑
m=1
bl+m+1m(m,0˙),
l = 0, 1, . . . , k − 3. (4.17)
V COMPARISON BETWEEN THE ENU AND FBA
METHODS
Direct comparison between Eqs. (3.4), (3.5) and Eqs. (4.16), (4.17) shows that ck−2 is given
by the same expression in both methods, while for l = 0, 1, . . . , k− 3, cl is written in terms
of al+2 and bl+1, as well as the integration constant Ck−l−2,n in the ENU method or a linear
combination of monomial symmetric polynomials in z1, z2, . . . , zn in the FBA one.
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Equating the two expressions for cl, l = 0, 1, . . . , k − 3, yields
Ck−2−l,n
l!
= −2
k−1−l∑
m=2
al+m+1
[
(n− 1)m(m−1,0˙ +
[(m−1)/2]∑
p=1
m(m−1−p,p,0˙)
]
−
k−2−l∑
m=1
bl+m+1m(m,0˙) −
n(n− 1)
k(k − 1)
(k − l − 2)(k + l + 1)al+2
−
n
k − 1
(k − l − 2)bl+1, l = 0, 1, . . . , k − 3. (5.1)
On setting q = k − 2− l in Eq. (5.1), the latter becomes
Cq,n
(k − 2− q)!
= −2
q+1∑
m=2
ak+m−1−q
[
(n− 1)m(m−1,0˙ +
[(m−1)/2]∑
p=1
m(m−1−p,p,0˙)
]
−
q∑
m=1
bk+m−1−qm(m,0˙) −
n(n− 1)
k(k − 1)
q(2k − q − 1)ak−q
−
n
k − 1
qbk−q−1, l = 0, 1, . . . , k − 3, (5.2)
where we see that the last two terms on the right-hand side coincide with the corresponding
ones in Eq. (3.17). The other terms can also be easily converted into those of Eq. (3.17) by
changing the summation indices. With t = q+1−m and t = q−m, we can indeed rewrite
q+1∑
m=2
ak+m−1−qm(m−1,0˙) =
q−1∑
t=0
ak−tm(q−t,0˙) (5.3)
and
q∑
m=1
bk+m−1−qm(m,0˙) =
q−1∑
t=0
bk−t−1m(q−t,0˙), (5.4)
respectively. Furthermore, t = q + 1−m and s = p lead to
q+1∑
m=2
ak+m−1−q
[(m−1)/2]∑
p=1
m(m−1−p,p,0˙)
=
q−1∑
t=0
ak−t
[(q−t)/2]∑
s=1
m(q−t−s,s,0˙)
=
[q/2]∑
s=1
q−2s∑
t=0
ak−tm(q−t−s,s,0˙). (5.5)
Collecting all the terms shows that Eq. (5.2) coincides with Eq. (3.17), which is therefore
proved.
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VI CONCLUSION
In the present paper, we have established the general conditions that have to be satisfied
by the coefficients of a second-order differential equation with at most k+1 singular points
in order that the equation has particular solutions that are nth-degree polynomials yn(z).
This has been done in two different ways.
In the first one, we have extended the Nikiforov-Uvarov method [4], which was devised
to deal with hypergeometric-type equations, i.e., for the k = 2 case, and we have shown
that the extended method involves k − 2 integration constants. The generalization that
we have proposed includes as a special case that considered by Karayer, Demirhan, and
Bu¨yu¨kkılıc¸ for Heun-type equations corresponding to k = 3 [18, 19].
In the second approach, we have presented the FBA method [11] in its most general
form. Our results also include previous applications of the method [12, 13, 14, 15, 16, 17]
as special cases.
Comparing the outcomes of both descriptions, we have proved that under the assumption
that the roots z1, z2, . . . , zn of the polynomial solutions yn(z) are real and distinct, the
k− 2 integration constants of the ENU method can be expressed as linear combinations of
monomial symmetric polynomials in z1, z2, . . . , zn, corresponding to partitions into no more
than two parts.
APPENDIX: THE INTEGRATION CONSTANTS
C1,n, C2,n, AND C3,n
The purpose of this Appendix is to solve Eq. (3.15) for r = 3, 4, 5 and to show that the
resulting expressions of C1,n, C2,n, and C3,n agree with Eq. (3.17).
For r = 3, Eq. (3.15) directly leads to
C1,n
(k − 3)!
= −[2(n− 1)ak + bk−1]e1 −
2n(n− 1)
k
ak−1 −
n
k − 1
bk−2, (A.1)
which corresponds to Eq. (3.17) for q = 1 because e1 = m(1,0˙).
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For r = 4, Eq. (3.15) becomes
C2,n
(k − 4)!
−
C1,n
(k − 3)!
e1
= 2[(2n− 3)ak + bk−1]e2 +
[2
k
(n− 1)(n− k)ak−1 +
1
k − 1
(n− k + 1)bk−2
]
e1
−
2n(n− 1)
k(k − 1)
(2k − 3)ak−2 −
2n
k − 1
bk−3. (A.2)
On inserting (A.1) in (A.2) and using the identities e2 = m(12,0˙), e
2
1 = m(2,0˙) + 2m(12,0˙), we
get
C2,n
(k − 4)!
= −[2(n− 1)ak + bk−1]m(2,0˙) − [2(n− 1)ak−1 + bk−2]m(1,0˙)
− 2akm(12,0˙) −
2n(n− 1)
k(k − 1)
(2k − 3)ak−2 −
2n
k − 1
bk−3, (A.3)
which agrees with Eq. (3.17) for q = 2.
On setting now r = 5 in Eq. (3.15), we obtain
C3,n
(k − 5)!
−
C2,n
(k − 4)!
e1 +
C1,n
(k − 3)!
e2
= −3[2(n− 2)ak + bk−1]e3 −
{2
k
[n2 − (2k + 1)n+ 3k]ak−1 +
1
k − 1
(n− 2k + 2)bk−2
}
e2
+
{ 2
k(k − 1)
(n− 1)[(2k − 3)n− k(k − 1)]ak−2 +
1
k − 1
(2n− k + 1)bk−3
}
e1
−
6n(n− 1)
k(k − 1)
(k − 2)ak−3 −
3n
k − 1
bk−4. (A.4)
Here, let us employ Eqs. (A.1) and (A.3), as well as the identities e3 = m(13,0˙), m(2,0˙)m(1,0˙) =
m(3,0˙) + m(2,1,0˙), and m(12,0˙)m(1,0˙) = m(2,1,0˙) + 3m(13,0˙). For the coefficient of m(13,0˙) in
C3,n/(k−5)!, we obtain −3[2(n−2)ak + bk−1] from the right-hand side of (A.4), −6ak from
C2,ne1/(k − 4)!, and 3[2(n− 1)ak + bk−1] from −C1,ne2/(k − 3)!, respectively. We conclude
that m(13,0˙) does not occur in C3,n/(k − 5)!, which is given by
C3,n
(k − 5)!
= −[2(n− 1)ak + bk−1]m(3,0˙) − [2(n− 1)ak−1 + bk−2]m(2,0˙)
− [2(n− 1)ak−2 + bk−3]m(1,0˙) − 2akm(2,1,0˙) − 2ak−1m(12,0˙)
−
6n(n− 1)
k(k − 1)
(k − 2)ak−3 −
3n
k − 1
bk−4, (A.5)
in agreement with Eq. (3.17) for q = 3.
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