Abstract. We consider an optimal control problem where the state satisfies a bilateral elliptic variational inequality and the control functions are the upper and lower obstacles. We seek a state that is close to a desired profile and the H 2 norms of the obstacles are not too large. Existence results are given and an optimality system is derived. A particular case is studied that need no compactness assumption, via a monotonicity method.
1. Introduction. We consider an optimal control problem where the state satisfies a bilateral elliptic variational inequality and the control functions are the upper and lower obstacles. We seek a state that is close to a desired profile and the H 2 norms of the obstacles are not too large. Control of the obstacle in variational inequalities started in the work [3] . Then the following works [1, 2, 6, 10, 11] generalized that result to include source terms, semilinear and quasilinear elliptic operators and parabolic operators.
See the book by Chipot [8] and its references for background and estimates for bilateral variational inequalities. For recent work on control in lower order terms, see the work by Chen [7] on semilinear elliptic bilateral variational inequalities and Bergounioux [5] on semilinear elliptic variational inequalities. The new feature in this paper is the control of the two obstacles in the bilateral case.
Let us specify the problem under consideration :
Let Ω be an open, bounded subset of R n with a smooth boundary ∂Ω. We consider the bilinear form a(., .) defined on
where a ij , b i , c belong to L ∞ (Ω). Moreover, we assume that a ij belongs to C 0,1 (Ω) (the space of Lipschitz continuous functions in Ω) and that c is nonnegative. The bilinear form a(., .) is continuous on
and is coercive :
We shall denote · V , the norm in the Banach space V , and more precisely · 2 the L 2 (Ω)-norm. In the same way, ·, · denotes the duality product between H −1 (Ω) and
o (Ω) and (·, ·) 2 the L 2 (Ω)-inner product. We call A ∈ L(H 1 o (Ω), H −1 (Ω)) the linear (elliptic) operator associated to a such that Au, v = a(u, v). Given ϕ, ψ ∈ H 1 o (Ω), we set K(ϕ, ψ) = {u ∈ H 1 o (Ω) | ϕ ≤ u ≤ ψ a.e. in Ω} , (1.4) which is a non-empty, closed, convex subset of H 1 o (Ω). All inequalities as u ≤ ψ are understood in the almost everywhere sense. We choose f ∈ L 2 (Ω) as a source term. For any ϕ, ψ ∈ H 1 o (Ω), it is well known (see [4] for example) that the following variational inequality
has a unique solution u that belongs to [4] for example). From now, we consider H 2 -obstacle functions so that we may define the operator T from (
= u is the unique solution to the variational inequality (1.5). It is known that this operator is not differentiable (and even not continuous if we define it on the whole space H 1 o (Ω)). Let U ad be the set of admissible controls defined as follows
Now, we consider the optimal control problem (P) defined as follows :
where z ∈ L 2 (Ω). In the sequel we require continuity properties for T ; therefore we need H 2 -a priori estimates. We could assume that U ad is H 2 -bounded but this choice leads to technical difficulties to derive an optimality system. An equivalent theoretical tool to get such estimates is to involve H 2 -norm in the objective functional. That is why we have added the term
The positive real number ν can be small: it ensures that the weight of the H 2 -norm is not too large with respect to the least squared minimization to drive the state u = T (ϕ, ψ) as close as possible of a desired profile z. Let us give the outline of the paper. The next section is devoted to the study of the state-inequality and some properties of the operator T . Then we give an existence result for a solution of (P). Section 3 is devoted to the optimality system . We consider an approximate optimality system and convergence results to pass to the limit in this system. In the last section, we present a particular case, where the H 2 -boundness assumption is weakened and replaced by a H 1 -boundness assumption. We use monotonicity tools to deal with the lack of compactness and obtain a "complete" optimality system.
2. Properties of the state operator T . We consider the following technique ( [4, 3] ) to approximate the variational inequality by a semilinear equation. More precisely, we define
Note that min{0, r} ≤ β(r) ≤ 0 and β ∈ C 1 (R) with
We introduce the following semilinear elliptic equation
As β(· − ϕ) − β(ψ − ·) is non-decreasing, it is known that the above equation has a unique solution
In any case we have
. By the above, we obtain
. This gives the existence of a constant C 1 depending only on f and a such that:
Similarly, using once again ϕ δ ≤ ψ δ we have the following estimate :
where C 2 ≥ 0 depends only on f and a.
• Next, we estimate
As β(0) = 0 and 0
and we get
With estimates (2.5) and (2.6) we obtain
• Now, we consider a sequence (ϕ δ , ψ δ ) ∈ U ad strongly convergent in
o (Ω) uniformly with respect to δ. Therefore, estimates (2.5) and/or (2.6) imply the weak convergence of
• Let us prove that u = T (ϕ, ψ). As we already know that u ∈ K(ϕ, ψ), it is sufficient to prove that
We choose v ∈ K(ϕ, ψ) and set
We may pass to the limit and use the lower semi-continuity of a :
This gives
• It remains to prove the strong convergence of
It is sufficient to prove that w δ − u δ strongly converges to 0 in
A similar analysis as above shows that
The right-hand side is convergent to 0 (with the strong convergence of w δ to u in H 1 o (Ω) and the weak convergence of
and it is sufficient to assume that (ϕ δ , ψ δ ) weakly converges to some (ϕ, ψ) in H 2 (Ω) × H 2 (Ω) to get the conclusion of Theorem 2.1.
There exists a constant C depending only on f and a such that, for
Proof. We choose ϕ δ = ϕ, ψ δ = ψ and u δ = T δ (ϕ, ψ); as u δ strongly converges to T (ϕ, ψ) in H 1 o (Ω), we pass to the limit in (2.5) and (2.6). 2 Let us conclude this section with a continuity result for the operator T .
Theorem 2.2. T is continuous from U ad endowed with the H 2 (Ω) × H 2 (Ω) sequential weak topology to H 1 o (Ω) endowed with the sequential weak topology.
Proof. Assume that (ϕ k , ψ k ) ∈ U ad is a sequence that weakly converges to (ϕ, ψ) in H 2 (Ω) × H 2 (Ω). Then (ϕ, ψ) belongs to U ad and (ϕ k , ψ k ) strongly converges to (ϕ, ψ) in
Using Corollary 2.2, u k is bounded in H 1 o (Ω) and weakly converges to some u (up to a subsequence). Using the lower semi-continuity of a in the previous relation gives
In addition ϕ k ≤ u k ≤ ψ k implies ϕ ≤ u ≤ ψ. Therefore u = T (ϕ, ψ) and the whole sequence converges.
2 Now, we turn back to the optimal control problem (P). We first give an existence result for the solution.
Theorem 2.3. Problem (P) has (at least) an optimal solution (ϕ * , ψ * ).
Proof. Let (ϕ k , ψ k ) be a minimizing sequence. As J(ϕ k , ψ k ) is bounded ϕ k and ψ k are H 2 -bounded and converge to some ϕ * and ψ * respectively, weakly in H 2 (Ω) (and strongly in H 1 o (Ω) (up to a subsequence)). The weak cluster point belongs to U ad and with Theorem 2.2 we know that
So (ϕ * , ψ * ) is an optimal solution to (P). 2 3. Optimality system.
3.
1. An approximate problem. We first consider an approximate problem and establish an optimality system for this problem. Let (ϕ * , ψ * ) be an optimal solution to (P) and u * = T (ϕ * , ψ * ). For any δ > 0, we define
The last term in J δ is an adapted penalization term that focuses on a chosen solution (ϕ * , ψ * ). Let us define an approximate optimal control problem as follows
Theorem 3.1. Problem (P δ ) has (at least) an optimal solution (ϕ δ , ψ δ ). Moreover, the sequence (ϕ δ , ψ δ ) weakly converges to (ϕ * , ψ * ) in H 2 (Ω) while u δ = T δ (ϕ δ , ψ δ ) strongly converges to u * = T (ϕ * , ψ * ) in H 1 o (Ω). Proof. The functional J δ is obviously lower semi-continuous and coercive. Therefore, Problem (P δ ) has (at least) an optimal solution (ϕ δ , ψ δ ). We call u δ = T δ (ϕ δ , ψ δ ) and note that, for any δ > 0
using Corollary 2.1, T δ (ϕ * , ψ * ) → u * = T (ϕ * , ψ * ), strongly in H 1 o (Ω) and J δ (ϕ * , ψ * ) → J(ϕ * , ψ * ). Therefore, there exists δ o > 0 and a constant j * such that
Therefore ϕ δ and ψ δ are H 2 -bounded uniformly with respect to δ ≤ δ o . We apply Theorem 2.1: up to subsequences, we get ϕ δ →φ and ψ δ →ψ weakly in H 2 (Ω) and strongly in H 1 o (Ω) and
As U ad is weakly closed, then (φ,ψ) ∈ U ad . Using the lower semi-continuity of J δ and (3.1) we obtain
Here, we used that (φ,ψ) is an admissible pair for problem (P). This yields that φ − ϕ * 2 2 + ψ − ψ * 2 2 ≤ 0; soφ = ϕ * ,ψ = ψ * and the whole sequence is convergent. In addition lim
2. An approximate optimality system. We first establish a (necessary) optimality system for (P δ ), using the following result on the Gâteaux-derivative of the operator T δ .
Lemma 3.1. The mapping T δ is Gâteaux-differentiable at any (ϕ, ψ) ∈ U ad :
where v δ is the solution of the sensitivity equation
where w δ = T δ (ϕ, ψ). Proof. The proof is similar to [3] , Lemma 5.1. 2 In the sequel, we keep the notations of subsection 3.1. As usual we define the (approximate) adjoint state of the problem, as the solution
where A * denotes the adjoint operator of A. As (ϕ δ , ψ δ ) is a solution to (P δ ), we have
Using the definition of p δ , we obtain
Here a * denotes the adjoint form of a (associated to the adjoint operator A * ). Then,
we obtain
In the sequel we set
Finally, we obtain Theorem 3.2. Assume (ϕ δ , ψ δ ) is an optimal solution to (P δ ) and
(Ω) such that the following optimality system is satisfied:
3.3. Optimality system for (P). We would like to pass to the limit in the previous system. We already know the weak convergence of (ϕ δ , ψ δ ) in H 2 and the strong convergence of u δ in H 1 o (Ω). We have to estimate p δ and µ δ i , i = 1, 2. Theorem 3.3. When δ → 0, p δ weakly converges in H 1 o (Ω) to some p * (taking a subsequence). The sequence µ δ is bounded in H −1 (Ω), and weakly converges to some µ * ∈ H −1 (Ω).
Proof. We use equation (3.3b) to obtain :
As β ≥ 0 this implies α p
This implies that p δ weakly converges to some p * in H 1 o (Ω). Therefore A * p δ is bounded in H −1 (Ω) uniformly with respect to δ and µ δ = −A * p δ + u δ − z as well. Thus, there exists µ * ∈ H −1 (Ω) such that µ δ weakly converges to µ * in H −1 (Ω). So we may pass to the limit in (3.3b) ; this gives
o (Ω) and choose ϕ = ϕ δ + χ, ψ = ψ δ + χ. Obviously, (ϕ, ψ) ∈ U ad and we use relation (3.3c) to obtain
Let us set h δ = ∆ϕ δ + ∆ψ δ ∈ L 2 (Ω) for a while. Using the previous relation with χ ∈ D(Ω) gives −ν ∆h δ = µ δ + ϕ δ − ϕ * + ψ δ − ψ * in the sense of distributions. As
Therefore, the traces h δ |∂Ω and ∂h δ ∂n |∂Ω can be defined in H −1/2 (∂Ω) and H −3/2 (∂Ω) respectively (see Lions [9] for example). Using a generalized Greens' formula gives
. This implies h δ |∂Ω = 0. Therefore, h δ is the unique solution of
and belongs to H 2 (Ω) ∩ H 1 o (Ω). Moreover, we know that µ δ is weakly convergent to µ * in H −1 (Ω) and (ϕ δ , ψ δ ) is strongly convergent to (ϕ * , ψ * ) in H 1 o (Ω). Therefore h δ is weakly convergent to h * weakly in
and −ν∆h * = µ * . Uniqueness of the limit implies that h * = ∆(ϕ * + ψ * ). As 0 ≤ β ≤ 1, we get with equation (3.4)
Using the lower semi-continuity of a * gives
So, with (3.6) we get
where ·, · denotes the (H −1 , H 1 o ) duality pairing. Thus µ * , p * ≥ 0 . Therefore, we obtain a "partial" optimality system : Theorem 3.4. Let (ϕ * , ψ * ) be an optimal solution to (P). Then, ∆(ϕ * +ψ * ) ∈ H 1 o (Ω) and there exists p * ∈ H 1 o (Ω) and µ * ∈ H −1 (Ω) such that the following optimality system is satisfied :
The above optimality system is not complete since we have 5 unknown quantities and 4 relations. As µ * is more or less the Lagrange-multiplier associated to the state-constraint ϕ * ≤ u * ≤ ψ * the missing equation seems to be the complementarity condition
with µ * 1 = min(µ * , 0) ≤ 0 and µ * 2 = max(µ * , 0) ≥ 0. 4. A particular case. In some particular cases we may obtain a more complete optimality systems using monotonicity methods instead of compactness methods. Let us consider the special case where the obstacle H 2 -norm that occurs in the cost functional is replaced by the H 1 -norm given by the way of the bilinear form a , with a(u, v) = (∇u, ∇v) 2 and f ≡ 0 .
More precisely, we define the following cost functional
In this case, obstacles functions are not necessarily H 2 regular and the admissible control set is defined as followŝ
We consider the corresponding optimal control problem :
Theorem 4.1. Problem (P) has (at least) an optimal control solution (φ,ψ) witĥ ϕ =ψ =û = T (û,û), for someû ∈ H 1 o (Ω). Proof. Let (ϕ k , ψ k ) ∈Û ad be a minimizing sequence :
o (Ω) and weakly converges to some (φ,ψ) in
o (Ω) as well and weakly converges to someû in
. AsĴ is lower semicontinuous, we havê
Note that if u = T (ϕ, ψ) we have ∀v ∈ K(ϕ, ψ) (∇u, ∇u) 2 ≤ (∇u, ∇v) 2 .
This gives ∀v ∈ K(ϕ, ψ) ∇u 2 ≤ ∇v 2 , and with v = ϕ and v = ψ:
∇T (ϕ, ψ) 2 ≤ ∇ϕ 2 and ∇T (ϕ, ψ) 2 ≤ ∇ψ 2 . (4.1) These inequalities will replace the compactness assumption. Indeed :
So (û,û) is a solution. 2 In this very case, we may give the generic form for the optimal solution : Theorem 4.2. Any solution (φ,ψ) to (P) satisfies :
ϕ =ψ = T (φ,ψ) .
So ∇ũ = ∇φ (and similarly ∇ũ = ∇ψ). Asũ,φ andψ belong to H 1 o (Ω), this gives u =φ =ψ. We have proved that any optimal pair (u, u) satisfieŝ J * (u) = inf(P) .
We consider the following optimal control problem :
It is clear that (P * ) has a unique solutionû * sinceĴ * is continuous, coercive and strictly convex on H 1 o (Ω). Problems (P) and (P * ) are equivalent in the following way: Theorem 4.3. (P) has a unique optimal solution (û,û) andû * =û is also the unique optimal solution to (P * ). Conversely, ifû * is the solution to (P * ), (û * ,û * ) is the optimal solution to (P).
Proof. Let us choose an optimal solution to (P) : (ū,ū). Then ∀(ϕ, ψ) ∈ U adĴ * (ū) =Ĵ(ū,ū) ≤Ĵ(ϕ, ψ) ; in particular we choose ϕ = ψ. Then,
Thereforeū is the optimal solution to (P * ). As the solution to (P * ) is unique then the solution to (P) is unique as well. Conversely, letû * be the solution to (P * ) and (û,û) the solution to (P). We get J(û * ,û * ) =Ĵ * (û * ) ≤Ĵ * (û) =Ĵ(û,û) = inf(P) .
As the solution to (P) is unique thenû * =û. 2 It is easy now to derive optimality conditions since (P * ) is an unconstrained problem:
Corollary 4.1. The optimal solution to (P) is characterized by : u * = T (u * , u * ) and − 2ν∆u * + u * = z in Ω, u * = 0 on ∂Ω .
