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A growing number of retailers offer products/services via the Internet as well as at brick-and-
mortar stores.　These multiple marketing channels increase the opportunity for customers to buy.　
In addition, retailers can analyze detailed customer information gained from multi-channel shop-
ping in order to improve their service quality.　In view of these facts, we develop a specialized rec-
ommender method based on the weighted non-negative matrix factorization to expand the number 
of customers that make use of multiple marketing channels.　Our method effectively uses the simi-
larities of customers and products to promote customers’ multi-channel shopping.　Computational 
results demonstrate that our method delivers better recommendation performance than the existing 
recommender methods.
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1.　は じ め に
近年のインターネット（以下，ネットとする）やスマートデバイスの普及により，店舗だけではな 
くネット上でも商品を販売する小売業者が増加した。ネット販売の利点を活用する方法の一つとして，
ネット上で顧客の購買意欲を高めて店舗での購入を促す O2O （Online to Offline）型の販売が注目を集

















方法（Resnick et al. ［1994］）では，嗜好が類似する他のユーザの嗜好パターンに基づいて推薦商品を決
定しており，O2O 戦略にも応用されている（Mo and Chen ［2015］）。一方，近年では行列分解に基づい
てデータ行列を低ランク近似する手法の有効性が広く認識されており（Koren and Bell ［2011］, Koren et 
al. ［2009］），具体的な行列分解の手法として，特異値分解（SVD : Singular Value Decomposition, Billsus 
and Pazzani ［1998］）や非負行列因子分解（NMF : Non-negative Matrix Factorization, Lee and Seung ［1999, 
2001］）が利用される。特に NMFを用いた場合には，分解した行列が非負かつ疎になるため，行列の
解釈が容易になるという利点があり，多くの研究で利用されている（Chen et al. ［2009］, Lee et al. ［2012］, 






















で購入される商品（ネット商品）」を区別して扱う。例えば表 1 では，ユーザ A が店舗で商品 1を購




1 2 3 4 5 1 2 3 4 5
A 2 0 3 0 1 3 4 0 2 0
B 3 2 1 0 0 0 0 0 0 0
C 0 0 3 0 4 0 0 0 0 0
D 0 0 0 0 0 0 1 1 3 2
E 0 0 0 0 0 0 0 0 2 3
2.2　非負行列因子分解
非負行列因子分解（NMF : Non-negative Matrix Factorization，Lee and Seung ［1999, 2001］） を用いた協
調フィルタリングでは，特徴数 k を指定し，所与のデータ行列 X!Rm#n  を非負行列 U!Rm#k, 




制約条件 U$O , V$O
ただし， $ F  はフロベニウスノルムとする。
行列 Uの第 i行ベクトルを ui とし，行列 Vの第 j列ベクトルを vj とすると，ui , vj はそれぞれユーザ
i，商品 jの特徴を表す非負ベクトルである。分解した行列の積 UVは購入履歴 Xを近似しているため，
ユーザ iの商品 jに対する嗜好度は，ユーザと商品の特徴ベクトルの内積 ui<v j  によって推定すること
ができる。また，問題 （1）では行列 U, V に非負条件を課しているために，これらの行列の要素に 0
が多くなり，解釈が容易になるという利点がある。
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2.3　ペナルティ付き NMF
Gu et al. ［2010］は，購入履歴のデータに加えて，ユーザや商品の類似度データを利用することで推
薦性能を高める方法を提案している。具体的には，まずユーザ iとユーザ jの類似度 WijU と，商品 iと
商品 jの類似度 WijV  を計算し，ユーザ間の類似度行列 WU= WijUR W と商品間の類似度行列 WV= WijVR W を
作成する。ユーザ間の類似度はユーザの性別，年齢，職業，ソーシャルメディアにおける関係性など
を利用して計算できる。また，商品間の類似度は商品カテゴリなどの情報により計算できる。
類似度の高いユーザ i, jは各々の特徴ベクトル ui, ujも似た値になる可能性が高く，類似度の高 
い商品についても同様である。したがって，Gu et al. ［2010］では，これらの類似度に基づくペナルティ
項を追加した以下の最適化問題を考えている :
最小化 X-UV F2+ 2
















制約条件 U$O , V$O




問題 （2）に対しては，行列 U, Vを交互に更新するアルゴリズム（Algorithm 1）が Gu et al. ［2010］ 
により提案されている。ただし，DU は対角成分が DiiU= WijUj=1m! ，非対角成分が 0 の行列とし，
LU = DU ­ WU とする。また，行列 LU+ は行列 LU の負の要素をすべて 0 に置換した行列とし，
LU-=LU+-LU とする。LV+, LV- についても同様に定義する。ただし，［ · ］ij は行列の（i,  j） 成分を表す。
Algorithm 1　ペナルティ付き NMF
Inputs : X, WU, WV, λU, λV








Algorithm 1 は従来の NMF に対する求解アルゴリズム（Lee and Seung ［1999, 2001］）と類似しているが，
ユーザ数×ユーザ数のサイズの行列 LU+, LU- とユーザ数×特徴数のサイズの行列 U の積，および特徴
数×商品数のサイズの行列 V と商品数×商品数のサイズの行列 LV+, LV- の積が現れるために，1回の更
新にかかる時間は増加する。特にユーザ数と商品数に大きな差がある場合に，従来の NMFと比較し
て計算時間の増加が大きくなる。
本論文では行列 U, V の初期化には，特異値分解の結果を利用した初期行列作成法であるNNDSVD
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供された 2013年 5月 15日から 2014年 6月 30日までの無印良品の購入履歴，ユーザデータ，商品デー
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以降では，以下の 4 種類の手法の予測精度を比較する :
GroupLens　　GroupLens の方法（Resnick et al. ［1994］）
SVD　　特異値分解によってデータ行列を分解
NMF　　非負行列因子分解 （1） によってデータ行列を分解
提案手法　　2.5, 2.6節の類似度行列を用いたペナルティ付き NMF （2）によってデータ行列を分解
各手法のパラメータは予備実験により以下のように設定した。SVD，NMFおよび提案手法の行列分
解における特徴数は，すべてのデータセットに対して k = 10とした。また，提案手法のペナルティ項
の重みを表すパラメータは，すぺてのデータセットに対して λU = 0.8，λV = 0.004とした。各ユーザに
対して，嗜好度の推定値の高い順に店舗商品とネット商品を 5個ずつ合計 10個推薦する。再現率と






F1値 = 2 = 2・再現率・適合率1/再現率 +1/適合率 再現率 +適合率
3.3　計算結果










実際に多くの研究で行列分解に基づく協調フィルタリングの有効性が主張されており（Koren and Bell 












図 1　全ユーザタイプに対する推薦結果 図 2　デュアルユーザに対する推薦結果
図 3　店舗ユーザに対する推薦結果 図 4　ネットユーザに対する推薦結果
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4.　お わ り に
本論文では，店舗とネットの両方の販売チャネルの使用を促進するための商品推薦手法を提案
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