Abstract: This study addresses a problem of decentralised estimation for a class of linear time-invariant systems affected by stochastic disturbances and deterministic unknown inputs. Under certain structural properties of 'strong detectability', the task of reconstructing simultaneously the system state variables and the unknown inputs acting on the system is achieved by a consensus-based decentralised estimator. An optimisation procedure for computing the consensus gain parameters is described. A proportional-integral observer that allows recovering an estimate of the unknown inputs acting on the system is also introduced. All the procedures and methodologies are verified by means of a thoroughly discussed simulation example.
Introduction
Decentralised state estimation addresses the problem of reconstructing the state of a large-scale system under the key requirement that the system can be modelled as an interconnection of subsystems, and that each subsystem has a local decision maker (an intelligent 'agent') associated with it.
Earlier works in the area started from the parallel implementation of the globally optimal Kalman filter [1] . Attempts to provide an insight into the basic principles and paradigms of decentralised estimation were made in [2, 3] .
In the broad area of multi-agent systems, including coordinated control of multi-vehicle systems, sensor networks and many other important applications (e.g. see [4] [5] [6] [7] ), a common methodology, the consensus strategy, is becoming more and more popular as a beneficial and extremely appropriate paradigm for distributed signal-processing or decision making [8, 9] .
The problem of state observation for linear time-invariant systems with unknown inputs has been widely studied during the last two decades. It was shown that, under the condition of detectability (see, e.g. [10, 11] ) and a special additional minimum-phase requirement (both conditions together were shown to be necessary and sufficient and denoted in [10] as 'strong detectability'), a 'decoupling' state transformation can be made such that the observation error dynamics in the transformed state coordinates is not contaminated by the unknown inputs. Then, a reduced-order linear observer can be designed which is capable of reconstructing the overall state vector. Unknown input observers have been widely used in the framework of fault detection and isolation [12] . It was discovered that sliding mode observers allow reconstructing accurately the unknown input together with the system state, which is an important requirement in fault detection isolation (FDI) schemes [13, 14] . In [15 -17] , second-order sliding-mode observers were suggested that allows reconstructing the unknown input in finite time.
None of the above approaches is aimed at establishing any type of collaboration between local estimators in the overlapping decentralised estimation problem. Only recently overlapping decentralised Kalman filters have been put together in a multi-agent network on the basis of a consensus strategy [18 -21] .
In application of consensus to decentralised state observation problems, some agents possessing different local plant informations provide independent state estimates whose expected value will eventually align to the same estimate as time grows to infinity, thanks to appropriate communication protocols. The stabilisability of the collective observation error dynamics is proven by arguments relying on graph theory, able to properly capture the main features of large-scale inter-agent communication.
In this paper we extend the class of plants dealt with in [20] by encompassing deterministic unknown inputs acting on the linear system. Furthermore, we not only aim to reconstruct the system state but we shall provide as well the approximate reconstruction of the unknown inputs. We address the state observation problems from the perspective of consensus-based decentralised Kalman estimation. By following a similar approach as in [20] , we also develop an optimisation-based procedure for computing the consensus gain parameters. Finally, we solve the unknown-input reconstruction problem by means of an appropriate proportional-integral (PI) observer. As compared with the methods suggested in [15] [16] [17] , the use of a PI observer allows relaxing the amount of prior information required about the unknown input.
The paper is structured as follows. The problem formulation and the combined state-output transformation that play a fundamental role in the present approach are discussed in the Section 2. The proposed consensus-based decentralised state estimation procedure and a method for computing optimal values for the consensus gains are explained in Section 3. The problem of the reconstruction of the unknown inputs is addressed in Section 4. Section 5 reports some simulation results, and in Section 6 some concluding remarks are given along with possible lines of research for future-related activities.
Problem formulation and state/output transformation
Let us consider the following class of continuous-time linear stochastic systems with unknown inputṡ
where x = (x 1 , . . . , x n ) T is the state vector, y = (y 1 , . . . , y p ) T is the output vector, u = (u 1 , . . . , u m ) T , m , p, is an unknown input vector, e = (e 1 , . . . , e q ) T and v = (v 1 , . . . , v p ) T are stochastic noise signals, and A, G, C and B are constant matrices of appropriate dimension. It is assumed that e(t) and v(t) are mutually independent stochastic Gaussian processes, with zero-mean and covariance matrices E{e(t)e(t)
T } = Qd(t − t) and E{v(t)v(t) T } = Rd(t − t), respectively.
In the decentralised scheme for state estimation, N autonomous agents have the goal to generate their estimates of the state vector x(t) on the basis of locally available measurements (each agent can measure only a subset of the elements of the output vector y). More precisely we assume that the ith agent can measure, with some noise, the p i -dimensional vector y (i) , with p i . m, containing those y vector entries with indices specified by the so-called agent's output index set I i x denotes the indices of the original state variables x i 's that explicitly affect the local measurement output equation.
The local system model available to the ith agent is defined as followsẋ
where x (i) is a vector of dimension n i ≤ n, y (i) was previously defined as the local output vector with dimension p i ≤ p, and v (i) represents a 'reduced-order' measurement noise vector having zero mean and covariance matrix
are constant matrices of appropriate dimension containing selected elements taken from the full-order matrices A, B, C, G and R according to the actual state and output index sets [20] . Note that vectors v (i) correspond to different, uncorrelated, realisations of a statistical noise process. System (4) defines N overlapping local subsystems of the overall plant (1) . Note that the decomposition of (1) into the overlapping subsystems (4) does not rely on any inherent decomposition of the original plant matrices A and B [22] .
Concerning the local system models dynamics (i = 1, 2, . . . , N ) let us make the following assumptions:
2) The matrix triplets (A i , C i , B i ) are strongly detectable [10, 11] .
The notions of strong observability and detectability were introduced .30 years ago [10, 11] in the framework of the unknown-input observers theory. It is known [10, 11] that the following statements 1 and 2 are equivalent:
For a generic matrix J [ R n r ×n c with rank J ¼ r, we define J ⊥ [ R n r −r×n r as a matrix such that J ⊥ J = 0 and rank J ⊥ = n r − r. Matrix J ⊥ always exists and, furthermore, it is not unique for a given J. Denote also
Consider the following transformation matrices T i and U
and the transformed state and output vectors
The partitioned transformed vectors are given by
After simple algebraic manipulations the transformed local system models in the new coordinates can be written in the form˙
with implicit definition of matrices A 
It turns out that the triple (A i , C i , B i ) is strongly detectable if, and only if, the pair (
is detectable [10, 11] . In light of Assumption (A.2), this property, which can be also understood in terms of a simplified algebraic test to check the strong detectability of a matrix triple, opens the way to design stable observers for the transformed dynamics (7) - (11) . The strong observability assumption for the local system models implies the requirements that p i . m and n i . m (i = 1, 2, . . . , N ), otherwise the special form (7) - (11) for the transformed dynamics is no longer obtained and the observer design procedure that is going to be illustrated becomes unfeasible. The less strict condition p i ≤ m could be possibly allowed, for some i, under the additional requirement that the corresponding matrix A i 11 is Hurwitz.
Consensus-based state observation
A peculiarity of the transformed local system models (11) is that vector x can be uniquely reconstructed by reversing the first of (6) . Note also that vector x (i) 1 is of reduced dimension (n i − m) as compared to the original state vector x, and, furthermore, an important additional peculiarity of
is that the resulting dynamics are not affected by the unknown input vector.
It can be extracted from (11) the subset of equations involving vector x (i) 1 , that can be simply manipulated as follows˙
where
is a stochastic zero-mean signal with the covariance matrix
Let us consider, in analogy with (5) - (10), the transformed state vectors of the original system
and, in particular, the subcomponent
In association with the transformed local system models (12), it is possible to define N additional 'transformed state index set vectors' I i x (i = 1, 2, . . . , N ) for the local transformed subsystems which contains n i − m ordered elements taken in the set {1, 2, . . . , n − m}. The transformed state index set vectors specifies the link between any element of vector x (i) 1 and the corresponding element in the vector x 1 .
We propose a decentralised state estimation algorithm based on the consensus scheme specifying communications between the agents. We assume that the communication between the ith and jth agents is corrupted by an additive noise w ij . Such a noise is supposed to be white and uncorrelated from e and v, with zero mean, and with covariance E{w ij (t)w ij (t) T } = W ij d(t − t). Every agents build its own estimate j i of x 1 according to the next collective consensus dynamicṡ
wherej i, j = j j + w ij is the noisy estimate communicated by the jth agent ( j = i). The collective observer dynamics (15) contains three parts:
It shall be proven that by proper choice of the consensus gain matrices K ij the expected values of all agents' state will eventually align to a common, correct estimate, that is E(j i ) = j * , i = 1, 2, . . . , N . We select the consensus gain matrices to be diagonal
where h ij n reflects properties of the involved agent communication channel, and g j n reflects structural properties of the jth local model (4) and the corresponding uncertainty in the local estimate j j . If agents i and j do not communicate, then the corresponding elements h ij n are set to zero. For each n = 1, 2, . . . , n − m we define the directed graph (digraph) G n , with N nodes (corresponding to the agents) and
The additional basic assumptions are: [23] ). Assumption (A.4) specifies the constraint on the agents' communication topology and it is often referred to as 'quasi-strong' connectivity [24] . Assumptions (A.5) and (A.6) imply that all the components of x 1 are reconstructed by at least one agent, and that there is at least one component estimated by more than one local estimator.
The next theorem, whose rationale and proof are similar to that of Theorem 1 in [20] , is in force for the transformed collective observation dynamics in question.
Theorem 1:
Consider the decentralised estimation algorithm (15) . Under the given assumptions (A.1) -(A.6) there exist consensus gain matrices K ij of the form (16) - (17) such that the expected values of all agents' estimates will eventually align to a common quantity which is the expected value of the transformed vector component x 1 , according to
Proof of Theorem 1: See the Appendix. The above theorem is a 'feasibility' result that does not offer any guidelines about how to tune the consensus gain matrices. In order to fully exploit the properties of the the decentralised estimation it is mandatory to select them in some optimal way by taking into account the properties of the deterministic and stochastic parts of the involved subsystems and of the noisy agents communication links.
Consider the vectors z i = j i − x 1 , i = 1, 2, . . . , N, and collect them into the unique vector
Lengthy but trivial computations show that the associated dynamics take the forṁ
where the characteristic and input matrices F and B Z are given, respectively, by
and Q is an augmented stochastic input vector depending on the noise signals e, v i and w ij . The matrices F and B Z depend on the consensus gain matrices K ij in the form (16) - (17) , which need to be tuned. Let g n j be selected as the nth diagonal element of the inverse of the estimation error covariance matrix of the steady Kalman filter associated with the jth local system model (4) . This choice appears to be reasonable and motivated, as discussed in [20] . The weights h ij n are still to be determined.
Consider the steady-state covariance matrix P of vector Z that is defined by the positive semi-definite solution of the Lyapunov equation
with R Z being the covariance matrix of the stochastic input vector Q. The following optimisation problem can be formulated.
Consensus gains optimisation: Find the weights h ij n
such that the non-negative optimality index J = TrP is minimised. Unfortunately, the above optimisation problem is non-convex, and hence its solution requires special iterative routines like, for example, the fmins Matlab function.
A simplified optimisation strategy, devoted to reduce the number of free parameters, might be based on selecting
Next it will be considered the above simplified tuning formula (26).
Unknown input reconstruction
In order to reconstruct the unknown input u, we now refer to the m-dimensional dynamics of vectors x (i) 2 , namely the second of (11) . An asymptotically converging estimate of
is available from the consensus-based estimator previously described, and vector x (i) 2 is available through the noisy output variable y (i) 2 . Any of the agents' estimate can be utilised, but it appears appropriate to choose the agent having the minimimun error covariance, that is, if
we select the agent i * such that i * = argmin i P i 2 . Consider the observer˙
where u i is an injection input to be designed. The dynamics of the error variable
It was shown that signal x (i) 1 − j i tends asymptotically to a zero-mean stochastic residual. The idea is to design the observer injection term u i in such a way that 1 i and its derivative1
i are steered as close as possible to zero. We select u i in the form of a PI feedback, with gains k p and k i as follows
The closed-loop system (29) -(30) can be represented as in the Fig. 1 . It follows from the scheme in Fig. 1 that the closed-loop transfer function between the 'input' u + w i and the 'output' u i is the following
It can be selected the design parameters k p and k i in order to guarantee that such a transfer function is close to the unit value in a prescribed frequency range [0, v b ]. Thereby, if the magnitude of the stochastic term w i is small enough with respect to the unknown input u, that is if |w i | , , |u| then the observer (28) -(31) guarantees that the following approximate condition holds after the convergence transient
which means that the injection term of the observer (28) allows reconstructing approximately the unknown input u. The gains k p and k i should be designed in order to assign the transfer function P i (s) in (31) a bandwidth which includes the main spectral contents of the actual unknown input u. But, the higher the bandwidth of P i (s) the more statistical noise components will be injected in the unknown input estimate u i . Hence, a careful tuning of those parameters requires some amount of a-priori information about the 'spectral contents' of the unknown input. The amount of information required by this method is, however, milder than that required by the approaches in [15 -17] . As an example, let the unknown input be an harmonic signal of the form u(t) ¼ A sin(vt). The effective application of our method requires to know an upperbound v b to the signal frequency (0 ≤ v ≤ v b ). Under this condition, the reconstruction of the unknown input is guaranteed for every of value of A. The methods in [15 -17] requires to know a constant M such that |Av| ≤ M. Therefore if the unknown input is large in magnitude (A ≫ 1), then it must be 'sufficiently slowly varying' which may not be the case in some situation.
Example
Let the linear system under consideration be represented by a fourth-order model with n ¼ 4, m ¼ 1, p ¼ 3, and the next system matrices
where I n represent the nth order identity matrix. The scalar unknown input is
Assume that N ¼ 2 agents get partial output measurements defined by the respective matrices
With reference to the first agent, its local system model has dimension n 1 = 2, the state index set is I 1 x = {1, 3}, the output index set is I 1 y = {1, 2}, and
The transformed state index set vector is I 1 x = {2}. It can be checked that all the underlying assumptions (A.1) -(A.5) are actually satisfied for the considered local system models.
The system and measurement covariance parameters are Q = I 4 , R (1) = R (2) = 0.01I 2 , whereas the covariance parameters of the two inter-agent communication channels are W 12 = W 21 = 0.01I 3 . The suggested consensus-based observation scheme takes the following forṁ
The tuning parameters L 1 and L 2 (the steady gains of the Kalman filter local) are evaluated by solving the appropriate Riccati equations. The consensus gains K 12 and K 21 have been evaluated by means of the simplified optimisation procedure described in the Section 3, that makes use of the simplified gain tuning relationship (26) .
Let P 1 inv and P 2 inv be the inverse of the estimation error covariance matrix of the steady Kalman filter associated with the first and second local system model, respectively. They can be computed as follows 
According to (26) and to the suggested choice for the g n j elements (namely, the diagonal elements of matrices P 
The optimal values for the h 12 and h 21 coefficients were computed, by means of Matlab, as h 12 = 0.811 and
denote the estimate of x 1 provided by the ith agent, according to (9 Fig. 3 -left shows the estimation error for the first agent without consensus. The benefits introduced by the communication between the agents are apparent. Now let us address the reconstruction of the sinusoidal unknown input u(t). According to the suggested procedure the observer (28) has been implemented selecting the agent i which minimises n i 2 , i ¼ 1, 2, where n i is the vector which contains the diagonal elements of the covariance matrix P i associated with the ith agent's estimation error. In the present example we obtain n 1 2 = 0.5252, n 2 2 = 0.3397, and so we select the agent 2. The proportional and integral gains are selected as k p = p 2 , k i = 2p, p = 2, in order to assign the transfer function P 1 (s) the pair of real negative poles (2p, 2p) ; (22, 2 2). Fig. 3 -right shows the actual and reconstructed unknown input, the latter which closely matches the actual profile after a short transient. The residual error is owing to the propagation of the stochastic terms, which cannot be eliminated. To confirm that agent 2 is the best choice the estimation error featured by the two agents has been compared. Fig. 4 shows a zoomed plot of signals u 1 − u (left plot) and u 2 − u (right plot). The computed variance of signal u 1 − u is 0.396, while the computed variance of 
where the characteristic matrix F and the external input vector u are given by T , and with the constant input matrix B Z which was defined in (22) - (24) . Since by assumption all elements of vector Q have zero-mean, then the expected value of vector Z will tend to zero if an only if the characteristic matrix F of system (41) is Hurwitz. This, in turns, implies the attainment of (19) . Stability of the consensus scheme then corresponds to the stability of the characteristic matrix F. Define
and let
Let us consider matrix
where 
It turns out that matrix F
′ is cogredient to the characteristic matrix F (see [20] ).
Let us consider suchh ij ≥ 0, i, j = 1, . . . , N , that (A.4) is satisfied, and consider the marix F 22 (which depends onh ij and not on h ij ). Let G n be the digraph as defined in the Section 3. Assumption (A.4) implies that each digraph G n , opposite to G n , (n = 1, . . . , n − m, has only one closed strong component. Therefore those submatrices of F ′ that represents the Laplacian matrices of G n , (n = 1, . . . , n − m), are cogredient to lower-block-triangular matrices with two diagonal blocks, where the first is an irreducible Metzler matrix with a single eigenvalue at the origin and the remaining ones in the left-half plane, and the second is a diagonally dominant Meztler matrix, which is therefore stable [24] . The centre node of G n has to belong to the set of nodes of the unique closed strong component of G n . Therefore n we obtain a block matrix in which the first row is strictly diagonally dominant, being that a 21 . 0 as a consequence of the irreducibility of L D n . Consequently, this matrix is Metzler and quasi-dominant diagonal, which implies that it is Hurwitz [26] . Therefore the whole matrix F 22 is Hurwitz, having in mind Assumptions (A.5) and (A.6).
Assuming that h ij = 0, ∀i, j; we obtain that F 12 = 0, and F 11 is asymptotically stable, having in mind that the matrices A i 11 − L i C i 1 , (i = 1, . . . , n − m) are Hurwitz as guaranteed the assumption A.3 [23] . This implies that the whole matrix F is Hurwitz. Now consider someh ij as above and choosing such h ij ≥ 0 we can directly conclude that there exists such 1 . 0 that the system keeps asymptotically stable as long as h ij , 1, having in mind the continuous dependence of the eigenvalues of F on the values of h ij . Theorem 1 is proved.
A
