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Abstract
We construct polynomial approximations in terms of the weighted kth modulus of continuity, k ≥ 1,
for a function f which is continuous on a continuum E in the complex plane. We establish a connection
between the rate of the approximation of f on the boundary of E and its smoothness properties.
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1. Introduction
The starting point of our analysis is the recent remarkable result by Mastroianni and Totik.
Below we describe this result in a simplified form.
Let I := [−1, 1] and let w: I → R+ := [0,∞) be a weight function. Denote by Πn the set
of all algebraic polynomials with real coefficients of degree at most n ∈ N := {1, 2, . . .}. For a
function f : I → R, let
En( f )w := inf
p∈Πn
‖w( f − p)‖I ,
where R is the real line and ‖ · ‖I is the supremum norm on I , be the appropriate best weighted
approximation of f on I .
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The smoothness of f is defined via the r th differences
∆rh f (x) :=
r−
s=0
(−1)s

r
s

f (x + (r/2− s)h), r ∈ N, h > 0,
where it is understood that if any of the arguments x + (r/2 − s)h lie outside I , then we set this
difference equal to 0.
Let for 0 < δ ≤ 1,
ωrϕ( f, δ)w := sup
0<h≤δ
‖w∆rhϕ f ‖I ,
where ϕ(x) := √1− x2.
We say that the weight function w is a doubling weight, if there is a positive constant C1 such
that ∫
2J
w(x)dx ≤ C1
∫
J
w(x)dx
for all intervals J ⊂ I , where 2J denotes the interval that we obtain when we enlarge J twice
from its midpoint. Note that parts of 2J may lie outside I . Here we set w = 0. Consider
wn(x) := 1∆n(x)
∫ x+∆n(x)
x−∆n(x)
w(u)du,
where
∆n(x) := 1
n2
+
√
1− x2
n
.
Theorem A (Mastroianni, Totik [19, Corollary 1.2]). If w is a doubling weight on I , then for
0 < α < r ∈ N,
En( f )wn = O(n−α) ⇔ ωr+2ϕ ( f, n−1)wn = O(n−α).
One of the objectives of this paper is to extend Theorem A to the case of weighted polynomial
approximation on compact sets in the complex plane C.
Theorem A is, in turn, a generalization of the following unweighted result. In the case w ≡ 1
we omit the subscript wn using the notation En( f ) and ωrϕ( f, n
−1) respectively.
Theorem B (Ditzian, Totik [10, Corollary 7.25]). For 0 < α < r ∈ N,
En( f ) = O(n−α) ⇔ ωrϕ( f, n−1) = O(n−α).
A complete survey of the results on the analogous problem of describing classes of functions
by the rate of their best (unweighted) polynomial approximation on a compact set in C can be
found in [16,24,12,15,3,17].
Meanwhile, mathematical literature pays considerable attention to the extension to C of the
following well-known statement. We formulate it in a simplified form.
Let
ω( f, δ) := sup
x1,x2∈I,|x1−x2|≤δ
| f (x1)− f (x2)|, δ > 0.
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Theorem C (Nikol’skii [20], Timan [25], Dzjadyk [14]). For 0 < α < 1,
inf
p∈Πn
 f − p(∆n)α

I
= O(1) ⇔ ω( f, n−1) = O(n−α).
In the late 50s–early 60s of the last century Dzjadyk laid the foundation of a new constructive
theory of functions on continua in C (a survey of the results of Dzjadyk, Lebedev, Shirokov,
Tamrazov, Belyi, Shevchuk et al. and a bibliography can be found in the monographs [15,24,7]).
He used the following simple but fundamental idea.
Denote by I1/n, n ∈ N, the ellipse with foci at ±1 and sum of semiaxes equal to 1 + 1/n.
Such an ellipse is the image of the circle {w: |w| = 1 + 1/n} under the conformal mapping
z = (w + 1/w)/2 of D∗ := {w: |w| > 1} onto Ω = C \ [−1, 1], where C := C ∪ {∞} is the
extended complex plane, i.e., I1/n is the level line of the conformal mapping
Φ(z) = z +

z2 − 1
of Ω ontoD∗, where the square root is chosen such that Φ(z) = 2z+O(|z|−1) in a neighborhood
of ∞.
Then, for x ∈ I and n ∈ N,
1
C2
ρ1/n(x) ≤ ∆n(x) ≤ C2ρ1/n(x)
holds with a constant C2 ≥ 1, where
ρ1/n(x) := d(x, I1/n)
and
d(A, B) = dist(A, B) := inf
z∈A,ζ∈B |z − ζ |, A, B ⊂ C.
Here x is identified with {x} in the definition of ρ1/n(x).
The notions of Φ, I1/n and ρ1/n are also meaningful for an arbitrary bounded continuum in
the complex plane with simply connected complement. This is the key to a generalization of
Theorem C to classes of functions on continua in C. In [4] it is shown that for the Dzjadyk-type
approximation to hold for a continuum E ⊂ C, it is sufficient, and under some mild restrictions
also necessary, that E belongs to the class H∗ (see [2,5]) defined below.
The main result of this paper is a new theory of weighted uniform polynomial approximation
of functions continuous on a continuum E ∈ H∗. This theory extends Theorem A to the complex
plane and interprets the above three theorems and their extensions to C in the same way.
2. Main results
Let E ⊂ C be a compact set with simply connected complement Ω := C \ E , i.e., E is
a continuum. All continua E considered in the sequel are assumed to have this property. We
assume that diam E > 0. Here, diam S is the diameter of a set S ⊂ C. Denote by L := ∂E
the boundary of E . Let A(E) be the class of all functions continuous on E and analytic in the
interior of E and let Pn, n ∈ N ∪ {0} be the class of complex polynomials of degree at most n.
For f ∈ A(E), the weight function w: L → R+, and n ∈ N ∪ {0}, define
En( f, L)w := inf
p∈Pn
‖w( f − p)‖L ,
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where ‖ · ‖S denotes the uniform norm along S ⊂ C. In particular, for a set S ⊂ C and a function
g: S → C we let
En(g, S) := inf
p∈Pn
‖g − p‖S .
In the sequel we denote by α, β, c, α1, β1, c1, . . . positive constants (different in different
sections) that are either absolute or depend on parameters inessential for the argument; otherwise,
such dependence will be stated.
Next, following [2,5] we introduce a class of continua H∗. We say that E ∈ H if any two
points z, ζ ∈ E can be joined by an arc γ (z, ζ ) ⊂ E whose length |γ (z, ζ )| satisfies the condition
|γ (z, ζ )| ≤ c1 |z − ζ |, c1 = c1(E) ≥ 1. (2.1)
Let us compactify the domain Ω by prime ends in the Carathe´odory sense (see [21, Chapter 2]).
Let Ω˜ be this compactification, and let L˜ := Ω˜ \Ω . Suppose that E ∈ H , then all the prime ends
Z ∈ L˜ are of the first kind, i.e., they have one-point impressions |Z | = z ∈ L (see [5, Theorem
1]). We regard the points ζ ∈ Ω as impressions of “interior” prime ends Z ∈ Ω˜ , i.e., |Z| = ζ .
Repeating word-for-word the proof of the second part of [5, Theorem 1] we can show that the
circle {ξ : |ξ − z| = r}, 0 < r < (diam E)/2, contains one arc, or finitely many arcs, dividing
Ω into two subdomains: an unbounded subdomain and a bounded subdomain such that Z can
be defined by a chain of crosscuts of the bounded subdomain. Let γZ (r) denote the one of these
arcs for which the unbounded subdomain is the largest (for given Z and r ). Thus, the arc γZ (r)
separates the prime end Z from ∞ (cf. [9], [7, Chapter 2]).
If 0 < r < R < (diam E)/2, then γZ (r) and γZ (R) are the sides of some quadrilateral Q Z
(r, R) ⊂ Ω whose other two sides are parts of the boundary L . Let m Z (r, R) be the module of
this quadrilateral, i.e., the module of the family of arcs that separate the sides γZ (r) and γZ (R)
in Q Z (r, R) (see [1,18]).
We say that E ∈ H∗ if E ∈ H and there exist c2 = c2(E) < (diam E)/2 and c3 = c3(E)
such that
|m Z (|z − ζ |, c2)− mZ (|z − ζ |, c2)| ≤ c3 (2.2)
for any prime ends Z ,Z ∈ L˜ with their impressions z = |Z |, ζ = |Z| satisfying |z − ζ | < c2.
Below we mention two sufficient geometric conditions for E ∈ H∗. For a more detailed
treatment of the geometric meaning of conditions (2.1) and (2.2) see [2,5].
A Jordan domain G is called a quasidisk if its boundary L = ∂G is a quasiconformal curve,
i.e., if there exists a constant c4 = c4(L) such that for z1, z2 ∈ L ,
min{diam L ′, diam L ′′} ≤ c4 |z1 − z2|,
where L ′ and L ′′ denote the two arcs which L \ {z1, z2} consists of (see [18, p. 100]).
Remark 1. For a quasidisk G we have G ∈ H∗.
Following [21] (see also [8, p. 32]) we call a smooth Jordan arc L to be Dini-smooth if the
angle β(s) of the tangent, considered as a function of the arc length s, satisfies
|β(s2)− β(s1)| < h(s2 − s1), s1 < s2,
where h:R+ → R+ := (0,∞) is a nondecreasing function for which∫ 1
0
h(x)
x
dx <∞.
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Remark 2. Any Dini-smooth arc belongs to H∗.
Let the function w = Φ(z) map Ω conformally and univalently onto D∗ such that Φ(∞) =
∞,Φ′(∞) > 0. The same symbol Φ denotes the homeomorphism between the compactification
Ω˜ of Ω and D∗ which coincides with Φ(z) in Ω . Let Ψ := Φ−1,
Lδ := {ζ : |Φ(ζ )| = 1+ δ}, δ > 0,
ρδ(z) := d(z, Lδ), z ∈ C, δ > 0.
Next, consider the family of weights wδ(z) > 0, z ∈ L , 0 < δ ≤ 2 which satisfy the following
two conditions: for 0 < δ < ∆ ≤ 2δ ≤ 2 and z, ζ ∈ L with |ζ − z| ≤ ρδ(z),
wδ(ζ ) ≤ cwδ(z), (2.3)
1
c
≤ w∆(z)
wδ(z)
≤ c. (2.4)
Lemma 1. Let wδ(z) satisfy (2.3)–(2.4). Then, for z, ζ ∈ L and 0 < δ < ∆ ≤ 1 we have
wδ(ζ ) ≤ c5

1+ |ζ − z|
ρδ(z)
α1
wδ(z), (2.5)
1
c5

δ
∆
β1
≤ w∆(z)
wδ(z)
≤ c5

∆
δ
β1
. (2.6)
The smoothness of functions in A(E) is defined via their weighted kth modulus of continuity
(k ∈ N). There are a number of different definitions of the unweighted moduli of smoothness in
the complex plane (see [26,24,12,22]). The approach of Dyn’kin [12] is the most suitable for our
purpose. Set
D(z, δ) := {ζ : |ζ − z| ≤ δ}, z ∈ C, δ > 0,
and consider the quantity
ω∗f,k,E (δ)wδ := sup
z∈L
{wδ(z)Ek−1( f, E ∩ D(z, ρδ(z)))},
where f ∈ A(E), k ∈ N, and δ > 0.
Following Tamrazov [24], we call a normal majorant a nondecreasing function µ:R+ → R+
satisfying the doubling condition
µ(2δ) ≤ c6µ(δ), δ > 0 (2.7)
with a (doubling) constant c6 = c6(µ).
Observe that (2.7) is equivalent to the condition
µ(tδ) ≤ c7tβ2µ(δ), t > 1, δ > 0. (2.8)
For example, the function µ(δ) = δβ is a normal majorant.
Theorem 1. Let E ∈ H∗, wδ satisfy (2.3)–(2.4), f ∈ A(E), and for some k ∈ N,
ω∗f,k,E (δ)wδ ≤ µ(δ), 0 < δ ≤ 1, (2.9)
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where µ is a normal majorant. Then, the inequality
En( f, L)w1/n ≤ c8µ

n−1

, n ∈ N (2.10)
holds with c8 = c8(k, α1, β1, c5, c6, E).
Theorem 2. Let E ∈ H∗, wδ satisfy (2.3)–(2.4), f ∈ A(E), and let
En( f, L)w1/n ≤ µ

n−1

, n ∈ N, (2.11)
where µ is a normal majorant. Then, there exists a sufficiently large k0 = k0(β1, β2, E) such
that for k > k0,
ω∗f,k,E (δ)wδ ≤ c9µ(δ), 0 < δ ≤ 1, (2.12)
holds with c9 = c9(k, α1, β1, c5, c6, E).
Remark 3. It is not our objective to find the exact value of k0 in Theorem 1. However, the
analysis of the proof of Theorem 2 shows that one can let k0 = max{1, (β1 + β2)α}, where
α = α(E) is the constant from the double inequality (3.5) below. Hence, a more complete theory
may be obtained by applying appropriate distortion theorems. Such further refinement hardly
seems worthwhile in the present context.
Corollary 1. Let E ∈ H∗, wδ satisfy (2.3)–(2.4), and let µ be a normal majorant. Then, there
exists a sufficiently large k = k(β1, β2, E) ∈ N such that for f ∈ A(E),
En( f, L)w1/n = O

µ

n−1

as n →∞⇔ ω∗f,k,E (δ)wδ = O(µ(δ)) as δ → 0.
Next, we state some applications of Corollary 1 indicating various concrete ways to define the
weight wδ(z).
Mastroianni–Totik-type approximation. Let κ be a nonegative finite (Borel) measure supported
on L , E ∈ H∗, and let ν be a normal majorant. We assume that for z ∈ L and 0 < δ ≤ 1,
κ(L ∩ D(z, 2δ)) ≤ c10κ(L ∩ D(z, δ)) (2.13)
and consider the weight
wδ(z) := κ(L ∩ D(z, ρδ(z)))
ν(ρδ(z))
. (2.14)
Lemma 2. Under the above assumptions, the weight wδ defined by (2.14) satisfies (2.3)–(2.4).
Corollary 2. Let E = L be a Dini-smooth arc with endpoints ζ1 and ζ2 as well as ν(x) = x.
Since by Pommerenke [21, p. 52, Theorem 3.9] (see also [8, p. 36, Lemmas 1.2.11 and 1.2.12])
for z ∈ L and δ > 0,
1
c11
εδ(z, L) ≤ ρδ(z) ≤ c11εδ(z, L), (2.15)
where
εδ(z, L) := δ2 + δ
|z − ζ1||z − ζ2|,
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for wδ defined by (2.14) we have
1
c12
wδ(z) ≤ κ(L ∩ D(z, εδ(z, L)))
εδ(z, L)
≤ c12wδ(z).
Therefore, Corollary 1 with such weight wδ is a direct analogue of Theorem A.
Unweighted uniform approximation. Let E ∈ H∗. Applying Corollary 1 with wδ(z) ≡ 1 we
have: there exists a sufficiently large k = k(β2, E) ∈ N such that for f ∈ A(E),
En( f, E) = O

µ

n−1

as n →∞⇔ ω∗f,k,E (δ) = O(µ(δ)) as δ → 0, (2.16)
which according to (2.15) in the case of a Dini-smooth arc E = L is an analogue of Theorem B.
We omit the subscripts w1/n and wδ in the notation for the best approximation and the modulus
of smoothness.
Dzjadyk-type approximation. Let ν be a normal majorant, satisfying the condition
lim
δ→0+
ν(δ) = 0. (2.17)
Consider the weight
wδ(z) := [ν(ρδ(z))]−1, z ∈ L , δ > 0. (2.18)
Lemma 3. Let E ∈ H∗. The weight wδ defined by (2.18) satisfies (2.3)–(2.4).
Applying Corollary 1 with µ ≡ 1 and wδ as in (2.18) we obtain the following statement.
Corollary 3. Let E and ν be as above and let for k ∈ N, f ∈ A(E), z ∈ L, and δ > 0,
ω f,k,z,E (δ) := Ek−1( f, E ∩ D(z, δ)),
ω f,k,E (δ) := sup
z∈L
ω f,k,z,E (δ).
Then, there exists a sufficiently large k = k(ν, E) ∈ N such that
inf
p∈Pn
 f − pν ◦ ρ1/n

L
= O(1) as n →∞⇔ ω f,k,E (δ) = O(ν(δ)) as δ → 0.
Corollary 3 is an analogue of a well-known extension of Theorem C to the complex plane
(see [15, Chapter IX], [24,7]).
Dyn’kin-type approximation. Let E = G1 be a closed quasidisk, L1 = ∂G1. Let G2 ⊂ C
also be a quasidisk, L2 = ∂G2. Denote by w = Φ j (z), j = 1, 2 the conformal mapping of
Ω j := C \ G j onto D∗ with the normalization Φ j (∞) = ∞, Φ′j (∞) > 0. It is well-known that
Φ j can be continuously extended to a homeomorphism Φ j :Ω j → D∗. For δ > 0 and z ∈ C we
set
L jδ := {ζ ∈ Ω j : |Φ j (ζ )| = 1+ δ}, ρ jδ (z) := d(z, L jδ ).
Next, we introduce the inverse conformal mappings Ψ j := Φ−1j and the composite conformal
mapping φ := Ψ2 ◦ Φ1.
Let the normal majorant ν satisfy (2.17). Consider the weight
wδ(z) := [ν(ρ2δ (φ(z)))]−1, z ∈ L1, δ > 0. (2.19)
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Lemma 4. Under the above assumptions, the weight wδ defined by (2.19) satisfies (2.3)–(2.4).
Applying Corollary 1 with E to be a quasidisk, µ ≡ 1 and wδ defined by (2.19) we obtain the
following statement.
Corollary 4. Let E = G1 and f ∈ A(E). Then, there exists a sufficiently large k = k(ν,G1,
G2) ∈ N such that the following conditions are equivalent:
(i)
inf
p∈Pn

 f − pν ◦ ρ21/n ◦ φ


L
= O(1) as n →∞;
(ii) 
ω f,k,·,E (ρ1δ (·))ν ◦ ρ2δ ◦ φ


L
= O(1) as δ → 0.
Corollary 4 is an analogue of [6, Theorems 1 and 2]. In the case where k = 1 as well as L1
and L2 are the Radon curves, the part (ii) ⇒ (i) was first proven by Dyn’kin [11]. It is worth of
pointing out that choosing G2 to be either D or G1, for the quasidisk G1 we have either (2.16) or
Corollary 3, respectively.
Next, we discuss the necessity of some assumptions in Theorems 1 and 2. To simplify the
reasoning we restrict our attention to the equivalence (2.16).
We start with the dependence of k in (2.16) on E . For an arbitrary k ∈ N consider the closed
quasidisk
Gk := {z = reiθ : 0 ≤ r ≤ 1, π/(2k) ≤ θ ≤ 2π} ∈ H∗
(see Remark 1) and the function f (z) = zk ∈ A(Gk).
Since by Pommerenke [21, p. 52, Theorem 3.9]
ρδ(0) ≥ c13δ1/(2k), 0 < δ ≤ 1,
by virtue of [8, p. 16, Lemma 1.12] for sufficiently small δ we have
ω∗
f,k,Gk
(δ) ≥ Ek−1(xk, [0, c13δ1/(2k)]) ≥ c14δ1/2,
which shows that (2.16) (with µ(δ) = δ1/2) could fail for any integer k.
Next, consider the Jordan arc L = L+ ∪ L− where
L± := {z: |z ∓ 1| = 1, |ℜz| ≤ 1,ℑz ≥ 0}
and the function f0(z) := ±z on L±. We have L ∉ H and f0 ∈ A(L). Since by Pommerenke
[21, p. 52, Theorem 3.9]
ρδ(z) ≤ c15δ, z ∈ L , δ > 0,
for k ∈ N we have
ω∗f0,k,L(δ) ≤ c16δ1/2. (2.20)
Lemma 5. Under the above assumptions,
En( f0, L) ≥ c17(log n)−1, n ∈ N \ {1}. (2.21)
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Comparing (2.20) and (2.21) we see that (2.16) could fail for arcs outside the class H .
Lemma 6. Let L ∈ H. Assume that for any f ∈ A(L) satisfying
ω∗f,k,L(δ) ≤ µ(δ), δ > 0 (2.22)
with some k ∈ N and the normal majorant µ there exists a constant c18 = c18(k, c6, L) such
that
En( f, L) ≤ c18µ

n−1

, n ∈ N. (2.23)
Then, L ∈ H∗.
This lemma demonstrates that the condition (2.2), defining the class H∗, is also necessary for the
above theory.
The rest of the paper is organized as follows. Since a significant number of proofs in this paper
depends on the techniques used in constructive function theory on a set E ∈ H∗, Section 3 con-
tains a brief summary of the appropriate results from geometric function theory (mostly the dis-
tortion properties of conformal mappings Φ and Ψ ). Remarks 1 and 2, and Lemma 1 are proved
therein. In Section 4 we prove Theorem 1. Section 5 is devoted to the proof of Theorem 2. We
prove Lemmas 5 and 6 in Section 6. The last Section 7 is devoted to the proofs of Lemmas 2–4.
3. Continua of class H∗
We make use of some special ordering symbols for real-valued functions. Let M be a set and
let f, g: M → R+. We write f ≼ g if f (m) ≤ cg(m) for all m ∈ M . The expression f ≍ g
means that f ≼ g and g ≼ f simultaneously.
Denote by m2(S) the two-dimensional Lebesgue measure (area) of a set S ⊂ C.
Lemma 7. Let E ∈ H. Then, m2(L) = 0.
Proof. We start with an auxiliary construction. Let D ⊃ E be a sufficiently large open disk in
C. Denote by z′ ∈ ∂D and ζ ′ ∈ E any points with the property
|z′ − ζ ′| = dist(E, ∂D).
Consider the simply connected bounded domain
U := D \ (E ∪ [z′, ζ ′]),
where [a, b] is a segment joining points a ∈ C and b ∈ C.
We complete the proof by showing that
m2(J ) = 0, J := ∂U. (3.1)
According to (2.1), U is a John domain (see [21, Chapter 5]), i.e., for any rectilinear crosscut
[a, b] of U ,
diam H ≼ |a − b|
holds for one of the two components H of U \ [a, b].
Denote by g a conformal mapping of D onto U . Let for 0 < h < 1,
Dh := {z ∈ D: 1− h < |z| < 1}, Uh := g(Dh).
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We claim that
m2(Uh) ≼ hc. (3.2)
Indeed, consider the function
ϕ(r) :=
∫ 2π
0
|g′(reiθ )|2dθ, 0 < r < 1.
By virtue of [21, pp. 100–101, proof of Theorem 5.4], for h < 1/2 we obtain
m2(Uh) =
∫ 1
1−h
∫ 2π
0
|g′(reiθ )|2rdθdr
≤ 2π
∫ 1
1−h
ϕ(r)dr ≼ hϕ(1− h) ≼ hc,
which implies (3.2).
Furthermore, let for z = reiθ ∈ D,
B(reiθ ) := {ρei t : r ≤ ρ ≤ 1, |t − θ | ≤ π(1− r)}.
For h < 1/4 consider the points
z j = z j,h = (1− h)eiθ j , j = 1, . . . , N
with the properties
θ1 < θ2 < · · · < θN < θN+1 = θ1 + 2π,
h
2
< |z j+1 − z j | ≤ h, j = 1, . . . , N .
According to [21, p. 97, Theorem 5.2(ii)] and a consequence of Koebe’s one-quarter theorem
(see [8, p. 23, Lemma 2.3]), we have
m2(J ) ≤ π
N−
j=1
[diam g(B(z j ))]2
≼
N−
j=1
[d(g(z j ), J )]2 ≍
N−
j=1
h2|g′(z j )|2
≼
N−
j=1
m2(g(D(z j , h/4))) ≤ m2(U2h). (3.3)
Comparing (3.2) and (3.3) we obtain
m2(J ) ≼ hc,
which, after passing to the limit as h → 0, yields (3.1). 
In the rest of this section we state some facts from [2] to [5] which characterize the properties
of the mappings Φ and Ψ in the case that E ∈ H∗ (which we assume till the end of this section).
Let z ∈ L and ζ ∈ Ω be the impressions of the prime ends Z ∈ L˜ andZ ∈ Ω˜ \{∞}, |Φ(Z)| ≼
1, δ > 0. Let z˜δ := Ψ((1 + δ)Φ(Z)), ζ˜δ := Ψ((1 + δ)Φ(Z)). According to [3, Lemma 2] we
have
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ρδ(z) ≍ |z − z˜δ|, (3.4)
∆
δ
1/α
≼ ρ∆(z)
ρδ(z)
≼

∆
δ
α
, 0 < δ < ∆ ≤ 1, (3.5) ζ˜δ − ζζ˜δ − z
 ≼
 z˜δ − z
ζ˜δ − z
β , (3.6)
which, in particular, implies that for z, ζ ∈ L with |z − ζ | ≽ ρδ(z),
ρδ(ζ )
|ζ − z| ≼

ρδ(z)
|ζ − z|
β
. (3.7)
Moreover, by virtue of [3, Lemma 1], for z ∈ L and ζ ∈ Ω with |z − ζ | ≼ |z − z˜δ| we obtain
|ζ˜δ − ζ | ≍ |z˜δ − z|, (3.8)
which, together with (3.4), yields that for z, ζ ∈ L with |z − ζ | ≼ ρδ(z),
ρδ(ζ ) ≍ ρδ(z). (3.9)
Proof of Remark 1. Let G be a closed quasidisk. By Belyi [9, Lemma 8] G ∈ H . Furthermore,
according to [6, (5) and (8)] for z, ζ ∈ L = ∂G with |z− ζ | ≼ |z− z˜δ| we have (3.8). Therefore,
by virtue of [2, Lemma 2] G ∈ H∗. 
Proof of Remark 2. Let L be a Dini-smooth arc with the endpoints ζ1 and ζ2. The inclusion L ∈
H is straightforward. Furthermore, each point z ∈ L \ {ζ1, ζ2} is the impression of two different
prime ends Z1 ∈ L˜ and Z2 ∈ L˜ . By Andrievskii [8, p. 34] for 0 < δ < εz := min j=1,2 |z − ζ j |
and j = 1, 2 we have
−c1 ≤ m Z j (δ, εz)−
1
π
log
εz
δ
≤ c1.
Therefore, according to [5, Theorem 4] L ∈ H∗. 
Proof of Lemma 1. In order to prove (2.6), according to (2.4), we can assume that ∆ > 2δ. Let
N ∈ N be such that
2N−1δ < ∆ ≤ 2N δ, i.e., N ≍ log ∆
δ
.
Applying (2.4) repeatedly, we obtain
w∆(z) ≤ cw2N−1δ(z) ≤ c2w2N−2δ(z) ≤ · · ·
≤ cNwδ(z) ≼

∆
δ
β1
wδ(z),
as well as
w∆(z) ≥ c−1w2N−1δ(z) ≥ c−2w2N−2δ(z) ≥ · · ·
≥ c−Nwδ(z) ≽

δ
∆
β1
wδ(z),
which implies (2.6).
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To prove (2.5), according to (2.3), we can assume that |ζ−z| > ρδ(z). Let rh(z), h > 0, z ∈ L
be defined by
ρrh(z)(z) = h.
Since by (3.5) and (3.9),
r|ζ−z|(z) =: r ′ ≍ r ′′ := r|ζ−z|(z),
by virtue of (2.3), (2.6) and (3.5) we have
wδ(ζ ) ≼

r ′′
δ
β1
wr ′′(ζ ) ≍

r ′
δ
β1
wr ′(z)
≼

r ′
δ
2β1
wδ(z) ≼
 |ζ − z|
ρδ(z)
α1
wδ(z),
which proves (2.5). 
One of the fundamental problems that usually is encountered in the construction of polynomial
approximations is the problem of approximating the Cauchy kernel (ζ − z)−1, z ∈ E, ζ ∈ Ω , by
polynomial kernels of the form
Kn(ζ, z) =
n−
j=0
a j (ζ )z
j . (3.10)
The most general kernels of such type, the functions Km,r,s,n , were introduced by Dzjadyk
(see [15, Chapter 9] or [7, Chapter 3]). Taking them as a basis for our further discussion, consider
for ζ ∈ Ω and m, s, N ∈ N the polynomial kernel
Km,1,s,N (ζ, z), z ∈ E,
which is a polynomial in z of degree at most (m+ s+ 3)s N and with coefficients that depend on
ζ (see [8, p. 387]). By Andrievskii [8, p. 389, Theorem 2.4]), for s ≥ 2m and l = 0, . . . ,m, ∂ l∂zl

1
ζ − z − Km,1,s,N (ζ, z)
 ≤ c2|ζ˜1/N − ζ |s|ζ − z|l+1|ζ˜1/N − z|s

1+
 ζ − zζ˜1/N − z

ms
, (3.11)
 ∂ l∂zl Km,1,s,N (ζ, z)
 ≤ c2|ζ˜1/N − z|l+1

1+
 ζ − zζ˜1/N − z

s−1
, (3.12)
where c2 = c2(m, s, l, E).
Since by [2, Lemmas 5 and 7],
|ζ − z| ≼ |ζ˜1/N − z|, (3.13)
comparing (3.4), (3.6), (3.8) and (3.11)–(3.13) we obtain ∂ l∂zl

1
ζ − z − Km,1,s,N (ζ, z)
 ≼ |ζ − z|−l−1  ρ1/N (z)|ζ − z| + ρ1/N (z)
msβ
, ∂ l∂zl Km,1,s,N (ζ, z)
 ≼ (|ζ − z| + ρ1/N (z))−l−1.
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For r ∈ N, setting s such that s ≥ r(2+ (βm)−1) and taking
N =
[
n
(m + s + 3)s
]
,
where [b] means the integer part of b ∈ R and n > 2(m + s + 3)s, we obtain the following
statement (which is trivial for n ≤ 2(m + s + 3)s).
Lemma 8 (cf. [4, Lemma 9]). Let E ∈ H∗, and let m, r ∈ N. Then, for any n ∈ N there exists
a polynomial kernel of the form (3.10) such that the following relations hold for l = 0, . . . ,m,
z ∈ L and ζ ∈ Ω with d(ζ, E) ≤ 3: ∂ l∂zl

1
ζ − z − Kn(ζ, z)
 ≤ c3|ζ − z|l+1

ρ1/n(z)
|ζ − z| + ρ1/n(z)
r
, ∂ l∂zl Kn(ζ, z)
 ≤ c3(|ζ − z| + ρ1/n(z))−l−1,
where c3 = c3(m, r, E).
We also need the continuous extension of an arbitrary function F ∈ A(E) into the complex plane
which preserves the smoothness properties of F . The corresponding construction proposed by
Dyn’kin [12,13] is based on the Whitney unity partition (see [23]) and local properties of the
kth modulus of continuity of F . A slight modification of the reasoning in [12,13,23] gives the
following result.
Lemma 9 ([7, pp. 13–15]). Any F ∈ A(E) can be continuously extended to the complex plane
(we preserve the notation F for the extension) such that:
(i) F(z) = 0 for z with d(z, E) ≥ 3, i.e., F has compact support;
(ii) for z ∈ Ω ,∂F(z)∂z
 ≤ c4 ωF,k,z∗,E (23 d(z, E))d(z, E) ,
where z∗ ∈ L satisfies |z − z∗| = d(z, E),
ωF,k,ζ,E (δ) := Ek−1(F, E ∩ D(ζ, δ)), ζ ∈ L , δ > 0,
and c4 = c4(k, diam E);
(iii) if ζ ∈ L , z ∈ C, |z − ζ | < δ, 0 < δ < (diam E)/2, then
|F(z)− PF,k,ζ,E,25δ(z)| ≤ c5 ωF,k,ζ,E (25 δ),
where PF,k,ζ,E,h ∈ Pk−1 is such that
‖F − PF,k,ζ,E,h‖E∩D(ζ,h) = ωF,k,ζ,E (h), h > 0,
and c5 = c5(k);
(iv) if F satisfies a Lipschitz condition on E, i.e.,
|F(z)− F(ζ )| ≤ c6 |z − ζ |, z, ζ ∈ E,
then the extension satisfies the same Lipschitz condition for z, ζ ∈ C with c7 = c7(c6,
k, diam E) instead of c6.
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4. Proof of Theorem 1
Let γ ⊂ E ∈ H∗ be a closed rectifiable curve. Since by the Cauchy theorem, for any polyno-
mial p∫
γ
p(ξ)dξ = 0,
by the Mergeljan theorem (see [15, p. 339]) for f ∈ A(E) we have the same condition∫
γ
f (ξ)dξ = 0. (4.1)
We fix a point z0 ∈ E and consider an antiderivative of f :
f1(ζ ) :=
∫
γ (z0,z)
f (ξ) dξ, ζ ∈ E, (4.2)
where γ (z0, ζ ) ⊂ E is an arbitrary rectifiable arc joining z0 to ζ .
By virtue of (4.1) f1 ∈ A(E) is well-defined. Notice that the operation of differentiation
along continuum E possesses all the usual properties of differentiation along the interval I . In
particular, the Fundamental Theorem of Calculus is valid, i.e., for f ∈ A(E) and its antiderivative
f1 we have
f ′(z) = f (z), z ∈ E . (4.3)
Indeed, according to (2.1) and (4.2) for z, ζ ∈ E we obtain f1(ζ )− f1(z)ζ − z − f (z)
 =  1ζ − z
∫
γ (z,ζ )
( f (ξ)− f (z))dξ

≤ 2 |γ (z, ζ )||ζ − z| ω f,1,z,E (c1|ζ − z|)
≤ 2c1ω f,1,z,E (c1|ζ − z|)→ 0 as ζ → z,
where c1 is the constant from (2.1).
Let m ∈ N be a sufficiently large constant whose choice will be specified below. Consider
F := fm , where for j ∈ N, we let f j+1 := ( f j )1. Making use of (4.2), (4.3) and applying
mathematical induction we obtain the Taylor formula: for z ∈ L and ζ ∈ E ,
F(ζ ) =
m−1−
j=0
fm− j (z)
j ! (ζ − z)
j + 1
(m − 1)!
∫
γ (z,ζ )
(ζ − ξ)m−1 f (ξ)dξ.
Since for z ∈ L , ζ ∈ E with |ζ − z| ≤ δ,
F(ζ ) = qδ(ζ, z)+ 1
(m − 1)!
∫
γ (z,ζ )
(ζ − ξ)m−1  f (ξ)− P f,k,z,E,c1δ(ξ) dξ,
where qδ(·, z) ∈ Pm+k−1, by (2.1) and (2.9) we obtain
ωF,m+k,z,E (δ) ≤ ‖F − qδ(·, z)‖E∩D(z,δ)
≼ δm µ(rc1δ(z))
wrc1δ(z)
(z)
≼ δm µ(rδ(z))
wrδ(z)(z)
, (4.4)
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where, as before, rh(z), h > 0, z ∈ L is defined by
ρrh(z)(z) = h.
By virtue of Lemma 9 (with m + k instead of k) we can extend F continuously to C such that F
has compact support and, according to (2.8), (3.5) and (4.4), satisfies the inequality∂F(ζ )
∂ζ
 ≼ [d(ζ, L)]m−1 µ(rd(ζ,L)(ζ ∗))wrd(ζ,L)(ζ ∗)(ζ ∗) (4.5)
for ζ ∈ Ω∗ := {ζ ∈ Ω : d(ζ, L) ≤ 3}.
Moreover, for z ∈ L , ζ ∈ C with |z − ζ | ≤ δ < (diam E)/2, we have
|F(ζ )− qδ(ζ, z)| ≼ δm µ(rδ(z))
wrδ(z)(z)
. (4.6)
Indeed, since by Lemma 9, (3.5) and (4.4) for z ∈ L and ζ ∈ E ∩ D(z, δ),
|qδ(ζ, z)− PF,k+m,z,E,25δ(ζ )|
≤ |F(ζ )− qδ(ζ, z)| + |F(ζ )− PF,k+m,z,E,25δ(ζ )| ≼ δm µ(rδ(z))
wrδ(z)(z)
,
by the Bernstein–Walsh lemma [27, p. 77] we have
‖qδ(·, z)− PF,k+m,z,E,25δ‖D(z,δ) ≼ δm µ(rδ(z))
wrδ(z)(z)
.
Hence, (4.6) follows from the last inequality and assertion (iii) of Lemma 9.
Further, consider the polynomial
pn(z) = − 1
π
∫ ∫
Ω∗
∂F(ζ )
∂ζ
∂m
∂zm
Kn(ζ, z) dm2(ζ ), n ∈ N, z ∈ E,
where dm2(ζ ) means integration with respect to the area and Kn(ζ, z) is the Dzjadyk polynomial
kernel from Lemma 8 (the values of r ∈ N and m ∈ N will be specified below).
Let n ∈ N, z ∈ L , D := D(z, ρ), σ := ∂D, ρ := ρ1/n(z). According to assertion (iv) of
Lemma 9, F is an ACL-function (absolutely continuous on lines parallel to the coordinate axes)
in C. According to Lemma 7 ∂F/∂ζ = 0 almost everywhere (with respect to m2) on E . Hence,
the Green formula can be applied (see [18, p. 150]) to obtain
f (z)− pn(z) = 1
π
∫ ∫
Ω∗\D
∂F(ζ )
∂ζ
∂m
∂zm

Kn(ζ, z)− 1
ζ − z

dm2(ζ )
+ 1
π
∫ ∫
D
∂F(ζ )
∂ζ
∂m
∂zm
Kn(ζ, z) dm2(ζ )
+ f (z)− 1
2π i
∫
σ
F(ζ )
∂m
∂zm
1
ζ − z dζ
= U1 +U2 +U3. (4.7)
The first two integrals in (4.7) can be estimated in an appropriate way by passing to polar
coordinates and using Lemma 8, (2.5), (2.6), (2.8), (3.5), (3.7), (3.9) and (4.5). That is, to estimate
U1 note that for |ζ − z| ≥ ρ,
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µ(rd(ζ,L)(ζ
∗)) ≼ µ(r|ζ−z|(z))
≼ µ

n−1
r|ζ−z|(z)
rρ(z)
α1
≼ µ

n−1
 |ζ − z|
ρ
α2
.
Furthermore, since
wrd(ζ,L)(ζ ∗)(ζ
∗) ≽ wr|ζ−z|(ζ ∗)(ζ ∗)

rd(ζ,L)(ξ∗)
r|ζ−z|(ξ∗)
β
≽ wr|ζ−z|(ζ ∗)(ζ ∗)

d(ζ, L)
|ζ − z|
β1
≍ wr|ζ−z|(z)(z)

d(ζ, L)
|ζ − z|
β1
≽ wrρ (z)(z)

rρ(z)
r|ζ−z|(z)
β2 d(ζ, L)
|ζ − z|
β1
≽ w1/n(z)

ρ
|ζ − z|
β3 d(ζ, L)
|ζ − z|
β1
,
choosing m ≥ β1 + 1 and r > β3 + α2, we have
U1 ≼ µ(n
−1)
w1/n(z)
∫ ∫
Ω∗\D
[d(ζ, L)]m−1
 |ζ − z|
ρ
β3+α2  |ζ − z|
d(ζ, L)
β1 ρr dm2(ζ )
|ζ − z|m+1+r
≤ µ(n
−1)
w1/n(z)
ρr−α2−β3
∫ ∫
Ω∗\D
dm2(ζ )
|ζ − z|r+2−α2−β3 ≼
µ(n−1)
w1/n(z)
. (4.8)
To estimate U2, note that for |ζ − z| < ρ,
µ(rd(ζ,L)(ζ
∗)) ≼ µ

n−1

,
as well as
wrd(ζ,L)(ζ ∗)(ζ
∗) ≽ wr|ζ−z|(ζ ∗)(ζ ∗)

d(ζ, L)
|ζ − z|
β1
≍ wr|ζ−z|(z)(z)

d(ζ, L)
|ζ − z|
β1
≽ wrρ (z)(z)

r|ζ−z|(z)
rρ(z)
β2 d(ζ, L)
|ζ − z|
β1
≽ w1/n(z)
 |ζ − z|
ρ
β3 d(ζ, L)
|ζ − z|
β1
.
Therefore, if m ≥ 1+ β1 + β3, then
U2 ≼ µ(n
−1)
w1/n(z)
∫ ∫
D
[d(ζ, L)]m−1

ρ
|ζ − z|
β3  |ζ − z|
d(ζ, L)
β1 dm2(ζ )
ρm+1
≼ µ(n
−1)
w1/n(z)
ρβ3−m−1
∫ ∫
D
dm2(ζ )
|ζ − z|β3+1−m ≼
µ(n−1)
w1/n(z)
. (4.9)
In order to estimate U3 we note that for z ∈ L ,
∂m
∂ζm
qρ(ζ, z)|ζ=z = m!2π i
∫
σ
qρ(ξ, z)
(ξ − z)m+1 dξ
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as well as
∂m
∂ζm
qρ(ζ, z)

ζ=z
= ∂
m
∂ζm
[
1
(m − 1)!
∫
γ (z,ζ )
(ζ − ξ)m−1 P f,k,z,E,c1ρ(ξ)dξ
]
ζ=z
= P f,k,z,E,c1ρ(z).
Therefore, by (4.6) we have
U3 ≤ | f (z)− P f,k,z,E,c1ρ(z)| +
m!
2π
∫
σ
F(ξ)− qρ(ξ, z)
(ξ − z)m+1 dξ
 ≼ µ(n−1)w1/n(z) . (4.10)
Comparing (4.7)–(4.10) we obtain
En( f, E)w1/n ≤ ‖w1/n( f − pn)‖E ≼ µ

n−1

,
which proves (2.10).
5. Proof of Theorem 2
We adopt the standard approach for the proof of inverse theorems in C which can be found
in [15, Chapter IX] or [7, Chapter 6] to our case. Let z0 ∈ L be an arbitrary point. Without loss
of generality we may assume that 0 < δ < 1/2. Let N ∈ N be such that 2−N−1 < δ ≤ 2−N . For
z ∈ L we write
f (z) = P1(z)+ [ f (z)− P2N (z)] +
N−1−
l=0
[P2l+1(z)− P2l (z)], (5.1)
where Pn ∈ Pn, n ∈ N, satisfies
‖w1/n( f − Pn)‖L = En( f, L)w1/n .
Consider polynomials tl := P2l+1 − P2l ∈ P2l+1 which by (2.5), (2.6), (3.7), (3.9), and the
assumption (2.11) satisfy for z ∈ L ,
|tl(z)| ≤ | f (z)− P2l+1(z)| + | f (z)− P2l (z)|
≼ µ(2
−l)
w2−l (z)
≼ µ(2
−l)
w2−l (z0)

1+ |z − z0|
ρ2−l (z0)
α1
.
Therefore, Tamrazov’s theorem (see [7, p. 185, Theorem 6.1]) and (3.5) imply the estimate
|tl(ζ )| ≼ µ(2
−l)
w2−l (z0)
, ζ ∈ D(z0, 2ρ2−l (z0)). (5.2)
For k ∈ N and l = 0, . . . , N − 1, consider polynomials rl = rk,l ∈ Pk−1 defined by
rl(z) := 12π i
∫
σl
tl(ζ )[(ζ − z0)k − (z − z0)k]
(ζ − z)(ζ − z0)k dζ, z ∈ D(z0, 2ρ2−l (z0)),
where σl := {ζ : |ζ − z0| = 2ρ2−l (z0)}, so that
tl(z)− rl(z) = 12π i
∫
σl
tl(ζ )
ζ − z

z − z0
ζ − z0
k
dζ. (5.3)
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Since according to (2.6), (2.8), (3.5), (5.2) and (5.3),
Ek−1(tl , D(z0, ρδ(z0))) ≤ ‖tl − rl‖D(z0,ρδ(z0)) ≼
µ(2−l)
w2−l (z0)

ρ2−N (z0)
ρ2−l (z0)
k
≼ µ(2
−N )
w2−N (z0)
2(l−N )((k/α)−β1−β2), (5.4)
where α, β1 and β2 are constants from (3.5), (2.6) and (2.8) respectively, setting k > k0 :=
max{1, (β1 + β2)α} and applying (2.6), (2.7), (2.11), (5.1) and (5.4), we have
Ek−1( f, E ∩ D(z0, ρδ(z0))) ≼ µ(2
−N )
w2−N (z0)
+ µ(2
−N )
w2−N (z0)
N−1−
l=0
2(l−N )α1 ≼ µ(δ)
wδ(z0)
,
i.e.,
wδ(z0)Ek−1( f, E ∩ D(z0, ρδ(z0))) ≼ µ(δ).
Since z0 ∈ L is an arbitrary point, we have (2.12).
6. Approximation on arcs
Let L be a Jordan arc. Denote by ζ1 and ζ2 the endpoints of L . Every point z ∈ L \ {ζ1, ζ2} is
the impression of two prime ends Z1 and Z2 in Ω˜ , i.e., |Z1| = |Z2| = z. For δ > 0, j = 1, 2,
and z ∈ C we let Φ(ζ j ) =: t j ,
∆1 := {t : |t | > 0, arg t1 < arg t < arg t2}, ∆2 := D∗ \∆1,
Ω˜ j := Ψ(∆ j ), Ω j := Ψ(∆ j ), L˜ j := Ω˜ j ∩ L˜,
L jδ := Lδ ∩ Ω j , ρ jδ (z) := d(z, L jδ ).
All constants c, c1, c2, . . . till the end of this section will depend on L only.
Proof of Lemma 5. Assume that the imaginary unit belongs to Ω1, i.e., i ∈ Ω1. First, we claim
that
ρ1δ (0) ≽

log(4/δ)
−1
, 0 < δ ≤ 1. (6.1)
In order to prove (6.1) we need the notion of the module m(Γ ) of a family of curves Γ in
C whose definition and basic properties can be found in [1,18,8]. Let ζδ ∈ L1δ be such that
|ζδ| = ρ1δ (0) =: ρ. We can assume that ρ < 1/2. Denote by Γ1 the family of all crosscuts of Ω
which separate the point ζδ from ∞ in Ω . Let
Γ2 := {γr := {ζ ∈ Ω1: |ζ | = r}: ρ < r < 1}.
According to conformal invariance of the module [8, p. 343, Theorem 1.1], comparison
principle [8, p. 343, Theorem 1.2], integrated version of the composition laws [8, p. 25, (2.15)],
and [8, p. 348, (1.9)] we have
1
ρ
≍
∫ 1
ρ
dr
r2
≼
∫ 1
ρ
dr
|γr | = m(Γ2) ≤ m(Γ1)
= m(Φ(Γ1)) ≤ 2+ 1
π
log
2(1+ δ)
δ
≤ 2+ 1
π
log
4
δ
,
which implies (6.1). Here |γr | is the length of γr .
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Next, let n ∈ N be sufficiently large and let Pn ∈ Pn satisfy
‖ f0 − Pn‖L = En := En( f0, L).
There is no loss of generality in assuming that
En ≤ dn := ρ11/n(0).
In the opposite case where En > dn the inequality (2.21) follows immediately from (6.1).
Let
l±n := {ζ ∈ L±: |ζ | ≤ dn}, ln := {ζ ∈ Ω1: |ζ | = dn}, z±n := ln ∩ l±n .
Consider the integral
I :=
∫
l+n ∪l−n
f0(ζ )
(ζ − zn)2 dζ =
∫
l+n ∪l−n
f0(ζ )− Pn(ζ )
(ζ − zn)2 dζ +
∫
ln
Pn(ζ )
(ζ − zn)2 dζ, (6.2)
where l±n and ln are appropriately oriented and zn = −iεdn . The choice of a sufficiently small
constant 0 < ε < 1 will be specified below.
Note that
|I | =
log z2n(zn − z+n )(zn − z−n ) + z
+
n
z+n − zn
+ z
−
n
z−n − zn
 ≥ 2 log 1ε − 2, (6.3)∫
l+n ∪l−n
f0(ζ )− Pn(ζ )
(ζ − zn)2 dζ
 ≤ En ∫
l+n ∪l−n
|dζ |
|ζ − zn|2 ≤
c1 En
ε2dn
. (6.4)
We now estimate the second integral in the right-hand side of (6.2). Since for ζ ∈ L ,
|Pn(ζ )| ≤ |Pn(ζ )− f0(ζ )| + | f0(ζ )| ≤ dn

1+ |ζ |
dn

,
by the Tamrazov theorem (see [7, p. 185, Theorem 6.1]) we obtain
|Pn(ζ )| ≤ c2dn, ζ ∈ ln .
Therefore,∫
ln
Pn(ζ )
(ζ − zn)2 dζ
 ≤ c2π. (6.5)
Comparing (6.2)–(6.5) for ε := exp(−1− c2π) we have
c1 En
ε2dn
≥ 2 log 1
ε
− 2− c2π ≥ c2π,
i.e., by (6.1),
En ≥ ε
2c2π
c1
dn ≽ (log n)−1. 
Lemma 10 ([7, p. 147, Lemma 5.3; p. 149, Corollary 5.2]). Let L ∈ H. Let z and ζ be the
impressions of the prime ends Z j ∈ L˜ j and Z j ∈ L˜ j . Let for δ > 0,
z˜ jδ := Ψ [(1+ δ)Φ(Z j )], ζ˜ jδ := Ψ [(1+ δ)Φ(Z j )].
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The following relations hold:
ρ
j
δ (z) ≍ |z − z˜ jδ |; (6.6)
if |ζ − z| ≼ ρ jδ (z), then
|ζ − ζ˜ jδ | ≍ ρ jδ (z); (6.7)
for z ∈ L , j = 1, 2, and 0 < δ < ∆ ≤ 1,
ρ
j
∆(z)
ρ
j
δ (z)
≼

∆
δ
c
. (6.8)
Proof of Lemma 6. According to [3, Lemma 1] we need to show that for any δ > 0 and Z ,
Z ∈ L˜ with |z − ζ | ≼ |z − z˜δ| the equivalence
|ζ − ζ˜δ| ≍ |z − z˜δ| (6.9)
holds. Here z = |Z |, ζ = |Z|, ζ˜δ = Ψ [(1+ δ)Φ(Z)], z˜δ = Ψ [(1+ δ)Φ(Z)].
By virtue of (6.6) and (6.7) the relation (6.9) holds immediately if Z andZ belong to the same
L˜ j . Therefore, (6.9) is equivalent to its particular case where Z ≠ Z have the same impression,
i.e., to the double inequality
|z − z˜1δ | ≍ |z − z˜2δ |, z ∈ L \ {ζ1, ζ2}, (6.10)
which we establish below.
The point z ∈ L \ {ζ1, ζ2} divides L into two parts which we denote by L ′ and L ′′. Consider
the function
fz(ζ ) :=

ζ − z if ζ ∈ L ′,
z − ζ if ζ ∈ L ′′.
According to (2.1), (6.6) and (6.7),
ω∗fz ,2,L(δ) ≤ c3ρδ(z), δ > 0.
Note that by (6.8), for any fixed z the function µ(δ) = c3ρδ(z) is a normal majorant satisfying
(2.7) with a doubling constant which depends only on L . Hence, according to our (2.22)–(2.23),
En( fz, L) ≼ ρ1/n(z), n ∈ N. (6.11)
By virtue of Lemma 10, it is sufficient to prove (6.10) only for δ = 1/n, n ∈ N. Moreover, we
also can assume that
|z − ζs | ≽ ρ1/n(ζs), s = 1, 2, (6.12)
because, in the opposite case, if |z − ζs | ≼ ρ1/n(ζs) for some s, then by (6.6) and (6.7) we
have
|z − z˜ j1/n| ≍ ρ1/n(ζs), j = 1, 2
and (6.10) follows.
The reasoning in [7, pp. 153–154], which is analogous to what we used in the proof of
Lemma 5, shows that under the condition (6.12) the inequality
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En( fz, L) ≽ max
j=1,2
ρ
j
1/n(z) (6.13)
holds.
Comparing (6.6), (6.11) and (6.13) we obtain (6.10). 
7. Further proofs
Proof of Lemma 2. Let
κ∗(z, τ ) := κ(L ∩ D(z, τ )), z ∈ L , τ > 0.
We claim that for t > 1 and τ > 0,
κ∗(z, tτ) ≤ c1tακ∗(z, τ ). (7.1)
Indeed, without loss of generality we can assume that t > 2. Let N ∈ N satisfy 2N < t ≤ 2N+1,
i.e., N ≍ log t . Repeated application of (2.13) enables us to write
κ∗(z, tτ) ≤ κ∗(z, 2N+1τ) ≤ c2κ∗(z, 2N τ) ≤ · · · ≤ cN+12 κ∗(z, τ ),
from which (7.1) follows.
Therefore, according to (2.8), (3.9) and (7.1) for 0 < δ ≤ 2 and z, ζ ∈ L with |z− ζ | ≤ ρδ(z)
we have
wδ(ζ )
wδ(z)
≤ κ
∗(z, 3ρδ(z))
κ∗(z, ρδ(z))
ν(|ζ − z| + ρδ(ζ ))
ν(ρδ(ζ ))
≼

1+ |ζ − z|
ρδ(ζ )
β
≼ 1,
which implies (2.3).
Furthermore, by (2.8) and (3.5) for z ∈ L and 0 < δ < ∆ ≤ 2δ ≤ 2,
1 ≤ ν(ρ∆(z))
ν(ρδ(z))
≼

ρ∆(z)
ρδ(z)
β
≼ 1. (7.2)
Therefore, (3.5), (7.1) and (7.2) imply
1 ≼ ν(ρδ(z))
ν(ρ∆(z))
≤ w∆(z)
wδ(z)
= κ
∗(z, ρ∆(z))
κ∗(z, ρδ(z))
ν(ρδ(z))
ν(ρ∆(z))
≤ κ
∗(z, ρ∆(z))
κ∗(z, ρδ(z))
≼

ρ∆(z)
ρδ(z)
α
≼ 1,
which yields (2.4). 
Proof of Lemma 3. By virtue of (2.8) and (3.9), for 0 < δ ≤ 2 and z, ζ ∈ L with |z−ζ | ≤ ρδ(z),
wδ(ζ )
wδ(z)
= ν(ρδ(z))
ν(ρδ(ζ ))
≤ ν(|ζ − z| + ρδ(ζ ))
ν(ρδ(ζ ))
≼

1+ |ζ − z|
ρδ(ζ )
β
≼ 1,
which implies (2.3).
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Furthermore, according to (7.2) for 0 < δ < ∆ ≤ 2δ ≤ 2 and z ∈ L ,
1 ≼ w∆(z)
wδ(z)
= ν(ρδ(z))
ν(ρ∆(z))
≤ 1,
which yields (2.4). 
Proof of Lemma 4. In order to establish the correctness of (2.3), note that in the only non-trivial
case where z, ζ ∈ L1 satisfy |φ(z) − φ(ζ )| ≥ ρ2δ (φ(z)) > ρ2δ (φ(ζ )), according to (2.8), (3.7),
(3.9), and [6, (5) and (7)] we have
wδ(ζ )
wδ(z)
= ν(ρ
2
δ (φ(z)))
ν(ρ2δ (φ(ζ )))
≤ ν(|φ(ζ )− φ(z)|)
ν(ρ2δ (φ(ζ )))
≼

|φ(z)− φ(ζ )|
ρ2δ (φ(ζ ))
β
≼

|z − ζ |
ρ1δ (ζ )
β1
≼ 1,
which proves (2.3).
Furthermore, by (7.2) for 0 < δ < ∆ ≤ 2δ ≤ 2 and z ∈ L ,
1 ≼

ρ2δ (φ(z))
ρ2∆(φ(z))
β
≼ w∆(z)
wδ(z)
= ν(ρ
2
δ (φ(z)))
ν(ρ2∆(φ(z)))
≤ 1,
from which (2.4) follows. 
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