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Functional Requirements for Reward-Modulated
Spike-Timing-Dependent Plasticity
Nicolas Fre´maux,* Henning Sprekeler,* andWulfram Gerstner
School of Computer and Communication Sciences and Brain-Mind Institute, Ecole Polytechnique Fe´de´rale de Lausanne, CH-1015 Lausanne, Switzerland
Recent experiments have shown that spike-timing-dependent plasticity is influenced by neuromodulation. We derive theoretical
conditions for successful learning of reward-related behavior for a large class of learning rules where Hebbian synaptic plasticity
is conditioned on a global modulatory factor signaling reward. We show that all learning rules in this class can be separated into a
term that captures the covariance of neuronal firing and reward and a second term that presents the influence of unsupervised
learning. The unsupervised term, which is, in general, detrimental for reward-based learning, can be suppressed if the neuromodu-
latory signal encodes the difference between the reward and the expected reward—but only if the expected reward is calculated for
each task and stimulus separately. If several tasks are to be learned simultaneously, the nervous system needs an internal critic that
is able to predict the expected reward for arbitrary stimuli. We show that, with a critic, reward-modulated spike-timing-dependent
plasticity is capable of learning motor trajectories with a temporal resolution of tens of milliseconds. The relation to temporal
difference learning, the relevance of block-based learning paradigms, and the limitations of learning with a critic are discussed.
Introduction
During behavioral learning paradigms, animals change their be-
havior so as to receive rewards (e.g., juice or food pellets) or avoid
aversive stimuli (e.g., foot shocks). Although the psychological
phenomenology of behavioral learning is well developed (Rescorla
and Wagner, 1972; Mackintosh, 1975) and many algorithmic ap-
proaches to reward learning are available (reinforcement learning)
(Sutton and Barto, 1998), the relation of behavioral learning to syn-
aptic plasticity is not fully understood.
Classical experiments and models of long-term potentiation
(LTP) or long-term depression (LTD) of synapses stand in the
tradition of Hebbian learning (Hebb, 1949) and study changes of
synaptic weights as a function of presynaptic and postsynaptic
activity, be it in the form of rate-dependent (Bliss and Gardner-
Medwin, 1973; Bienenstock et al., 1982), voltage-dependent
(Artola et al., 1990) or spike-timing-dependent plasticity (STDP)
(Gerstner et al., 1996; Markram et al., 1997; Bi and Poo, 1998; Sjo¨s-
tro¨m et al., 2008). From a theoretical perspective (Dayan and Ab-
bott, 2001), these forms of plasticity relate to unsupervised learning
rules, i.e., the behavioral relevance of synaptic changes is not taken
into account. Recently, however, it was shown that the outcome of
many plasticity experiments, including STDP, depends on neuro-
modulation (Seol et al., 2007), in particular the presence of dopa-
mine (Jay, 2003; Pawlak and Kerr, 2008; Wickens, 2009; Zhang
et al., 2009), a neuromodulator known to encode behavioral re-
ward signals (Schultz et al., 1997). Inspired by these findings, a
number of theoretical studies have investigated the hypothesis that
reward-modulatedSTDPcouldbe theneuronalbasis for reward learn-
ing (Seung, 2003; Xie and Seung, 2004; Farries and Fairhall, 2007;
Florian, 2007; Izhikevich, 2007; Legenstein et al., 2008).
Here, we address the question of whether and under which con-
ditions the changes in synaptic efficacy that arise from reward-
modulated STDPhave the desired behavioral effect of increasing the
amount of reward the animal receives. To this end, we studied a
broad class of reward-modulated learning rules and showed that
most learning rules in this class can be interpreted as a competition
between a reward-sensitive component of learning and an unsuper-
vised, reward-independent component. We show that to enable
reward-based learning for arbitrary learning tasks, the unsupervised
componentmust be as small as possible. This can be achieved either
if unsupervisedHebbian learning is absent or if the brain contains a
predictor of the expected reward.We illustrate our theoretical argu-
ments by simulating two different learning rules: the R-max rule,
which was theoretically designed to increase the amount of reward
during learning (Xie and Seung, 2004; Pfister et al., 2006; Baras and
Meir, 2007; Florian, 2007); and the R-STDP rule, which is a simple
STDP rule with amplitude and signmodulated by positive or nega-
tive reward (Farries and Fairhall, 2007; Izhikevich, 2007; Legenstein
et al., 2008).We tested the learning rulesona setofminimal tasks. First,
a spike-train learning toy problem; second, a more realistic trajectory
learningtask. Inbothtasks, theneuronshavetorespondinatemporally
precisemanner so that spike timing becomes important.
Materials andMethods
Neuron model. The postsynaptic neurons in the simulations are sim-
plified Spike Response Model (SRM0) neurons with an exponential
escape rate (Gerstner and Kistler, 2002). The SRM0 is a simple point-
neuron model that can be seen as a generalization of the leaky
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integrate-and-fire neuron. The neuron’s membrane potential is a lin-
ear sum of presynaptic potentials (PSP) and firing is stochastic, with a
firing probability that increases with the membrane potential. More
formally, the output spike trains of these neurons are inhomogeneous
renewal processes, with instantaneous firing rate
it  uit : 0 expuit u , (1)
where 0 60 Hz is the firing rate at threshold,  16 mV is the firing
threshold, u 1 mV controls the amount of escape noise, and ui(t) is
themembrane potential of neuron i (measuredwith respect to the resting
potential), defined by
uit : 
j
wij ˆ
t
t
t  tXjtdt t tˆ. (2)
Here, (t) denotes the shape of a postsynaptic potential and wij is the
synaptic weight between presynaptic neuron j and postsynaptic neuron i.
Xjt  f t  tjf is the spike train of the j-th presynaptic neuron,
which is modeled as a sum of -functions, and (tˆ) describes the spike
after-potential following the last spike at time tˆ.  controls the degree of
refractoriness of the neuron. Refractory effects do not cumulate formultiple
postsynaptic spikes, since we do not sum  over several postsynaptic spikes.
Given that the neurons have firing rates on the order of 5 Hz, however,
cumulative effects would not play an important role anyway.We use
s  0 es	m  es	s  for s 
 0, (3)
(s) 0 for s 0, and
s  ureset e
s
	m , (4)
with a PSP amplitude of 0  5 mV, membrane time constant 	m  20
ms, synaptic rise time 	s 5 ms, and reset potential ureset5 mV. In
the limitu3 0, this model becomes a deterministic integrate-and-fire-
type neuron model, with  as threshold.
For the SRM0 neuron, the expected number of spikes in any short time
interval t for a fixed set of input spikes X is determined by the instan-
taneous firing rate (t):
 
t
tt
Yitdt
YiX
 
t
tt
	Yit
YiXjdt
 
t
tt
itdt  itt, (5)
where the output spikes of the neuron are denoted as Yit  
f
t  ti
f.
Because this holds for an arbitrarily short time interval, the instantaneous
firing rate is equal to the instantaneous spike rate, 	Yit
YiX for fixed
stimulus it  	Yit
YiX. Note that i(t) is also conditioned on the
presynaptic spike trains, because its depends on the membrane potential
i(t) [ui(t)]	X.
Learning rules.We studied a generic class of reward-modulated synaptic
learning rules, where an unsupervised Hebbian learning rule (UL) leads
to candidate changes eij in a set of synaptic weights wij, which become
effective only in the presence of a time-dependent success signal S˜[R(t)],
where S˜(R) is a monotonic function of the reward R:
	e
deij
dt
  eij  ULij (6)
dwij
dt
 S˜Rteij . (7)
The learning rate, , controls the speed of learning. If the unsupervised
term ULij vanishes, the candidate weight changes eij decay to zero with a
time constant 	e 500ms. The candidateweight changes eij are known as
the eligibility trace in reinforcement learning (Williams, 1992; Sutton
and Barto, 1998). In our simulations, the success signal is given at the
time t T, where the trial ends. With S˜[R(t)] S(R)(t T ), the total
weight change per trial is then
wij  SReijT. (8)
We simulate an intertrial time interval much larger than 	e by resetting
the eligibility traces to 0 at the beginning of each trial.
We chose a decay time constant of the eligibility trace that is half the
duration of a trial: T 2	e. This means that contributions ULij from the
beginning of the trial enter the final eligibility trace eij(T) by a factor
e2 0.14 less than contributions from the end of the trial. Nevertheless,
the learning rules are able to solve the problem and visual inspection
of the learned spike trains (data not shown) shows no obvious bias to-
ward the end of the trial. Having a longer time constant of the eligibility
trace 	e would make learning easier.
For the sake of illustration, we simulate two learning rules of the type
of Eqs. 6 and 7: R-STDP, an empirical, reward-modulated version of
STDP (Fig. 1A); and R-max, a learning rule that was derived from a
theoretical reward maximization principle.
The R-STDP learning rule. For R-STDP, the driving term ULij for the
eligibility trace is amodel of spike-timing-dependent plasticity (Gerstner
and Kistler, 2002):
ULij
R-STDP t fwijYit
0

Ws Xjt sds
 fwijXjt
0

WsYit sds. (9)
W(t) A exp(t/	) is the learning window for pre-before-post tim-
ing (, LTP for a positive success signal) and post-before-pre timing (,
LTD for a positive success signal). A and 	 control the amplitude of
pre-before-post and post-before-pre parts and their time scales, respec-
tively. The default values areA 0.188,A0.094, 	 20ms, and
	  40 ms. With this choice of parameters, the pre-before-post and
post-before-pre parts are balanced, i.e., A	A	. In simulations
where we varied the balance between both parts, we changed the ampli-
tude A of the post-before-pre window, keeping all other parameters
fixed. The LTD/LTP ratio, , is defined as   A	/A	. Hence,
assuming a positive success signal, 1 implies a balance of LTP and
LTD, whereas  0 implies an absence of LTD for post-before-pre spike
timing.
The function f(w) describes the weight dependence of the pre-
before-post and post-before-pre windows. In our simulations, we used
f(w) (1w)
 and f(w)w
 (Gu¨tig et al., 2003), and considered 
to equal either 0 or 1. Note that for   0, the model reduces to the
so-called additive STDPmodel (Song et al., 2000). If not explicitly stated
otherwise, the additive model is used, with bounds 0 w 1. Note that
we included the weight dependence in the term ULij in Eq. 9 but, alter-
natively, it could be introduced in Eq. 7. In our simulations, learning is
sufficiently slow and the two approaches lead to nearly identical results.
The R-max learning rule. The R-max rule was explicitly derived for
rewardmaximization purposes (Xie and Seung, 2004; Pfister et al., 2006;
Florian, 2007) and relies on the spike-response model neuron with es-
cape noise. The unsupervised learning rule, UL, is given by
ULij
R-max t
1
u
Yit it
0

sXjt sds, (10)
Fre´maux et al. • Reward-Modulated STDP J. Neurosci., October 6, 2010 • 30(40):13326–13337 • 13327
where u is defined as in Eq. 1. For a formal derivation of the rule, see
Pfister et al. (2006). The derivation of Xie and Seung (2004) is similar,
except that it does not take neuronal refractoriness into account.
The R-max rule is useless for unsupervised learning, because the en-
semble average of the unsupervised learning rule ULij (and therefore also
the ensemble average 
eij of the eligibility trace) vanishes, independent of
the input statistics, i.e.,
	ULij
R-max
Yi,X  1u	Yi  i
YiX
0

sXjt sds
X
 0,
(11)
because 	Yit  it
YiX  0. Learning occurs through correlations
between the postsynaptic spike train Yi(t) and the reward. If spiking at
time t is positively correlated with reward at some later time, t (i.e.,

[Y(t)  (t)]R(t)  0, with t  t not much larger than the time
constant of the eligibility trace 	e), those synapses that contribute to
spiking at time t through their PSPs are strengthened, thereby increasing
the probability of spiking the next time the same stimulus occurs.
Comparing R-max with R-STDP. Suppose a trial ends with a posi-
tive success signal [S(R)  0]. Both rules then have very similar
requirements for LTP; the pre-before-post part of additive R-STDP
Yit
0

WsXjt  sds in Eq. 9, presuming   0) and the posi-
tive part of R-max Yit
0

sXjt  sds in Eq. 10) differ only in
the detailed shape of the coincidence kernels,W(s) and (s), respec-
tively. The LTD requirements, however, are very different. In
R-STDP, LTD depends on postsynaptic firing events, whereas only
the instantaneous firing rate i counts for R-max.
Note that both rules have the structure of a local Hebbian rule that is
under the control of a global neuromodulatory signal. In principle, both
rules are therefore biologically plausible candidates for behavioral learn-
ing in the brain (Vasilaki et al., 2009).
Network. The network consists of five mutually unconnected SRM0
neurons receiving 50 common input spike trains (200 neurons and 350
inputs for the trajectory learning task). All input synapses are plastic and
follow one of the two aforementioned learning rules. For the additive
STDPmodel ( 0), the synaptic weights are limited algorithmically to
the intervalwij [0,1] by resetting weights that exceed a boundary to the
associated boundary value. For themultiplicativemodel, we use f(w)
(1w) and f(w)w
, with 1. Before learning begins, all synaptic
weights are initialized to 0.5 (0.15 for the trajectory learning task). To
allow a fair comparison between the learning rules, the learning rate  is
adjusted for each rule separately so as to yield the maximal performance
obtainablewith that rule. For the spike-timing learning task, 1 except
 0.33 for multipattern learning and  0.2 changing the LTD/LTP
ratio . The network was simulated using time steps t 0.1 ms (t 1
ms for the trajectory learning task).
Spike-timing learning task. All simulations consist of a series of 5000
trials (more in the case where multiple patterns are learned; see below),
lasting 1 s each. During each trial, an input spike pattern is presented to
the network. Based on the spike trains, Yi, produced by the output neu-
rons in then-th trial, aneuron-and trial-specific scoreRn
i is calculated,which
is then averaged over output neurons to yield a global reward signal,Rn (Fig.
1B). Two remarks have to be made here: although the input spike-patterns
may be identical during each trial, the output pattern will vary, because the
output neurons are stochastic; and, although spike-pattern learning appears
to be a supervised learning task, the specific set-up turns it into a reinforce-
ment learning problem, because all neurons in the network receive a single
scalar reward signal at the end of the trial as opposed to detailed feedback
signals for each neuron at every moment in time. Therefore, they have to
solve what is known as a credit assignment problem: which neuron fired
spikes at the correct time and is responsible for the global success, S(Rn)?
Only at the end of each trial, the success signal S(Rn) is delivered to the
network, triggering synaptic plasticity. We use a success signal with a
linear dependence on the reward: S(R) R R C. R is a running trial
average of the reward: R n1  R n  (Rn  R n)/	R, with 	R  5 (with
exception of the multiple-pattern scenario, see below). C is a parameter
that controls the mean success signal, since the running trial average of
the success is S  C. If not stated otherwise, C 0, which leads to S  0.
Note that for C  0, the success signal can be interpreted as a reward
prediction error, because it calculates the difference between an internal
estimate of the expected reward and the actual reward.
Learning a single target output pattern. Here, the input consists of a
fixed set of spike trains, Xj, of 1 s duration, generated once by homoge-
neous Poisson processes with a rate of 6 Hz. A target output pattern, Yi
,
is generated by presenting the input pattern to the network with a set of
reference synaptic weights, which are drawn individually from a uniform
distribution on the interval [0,1]. This procedure ensures that the target
pattern is learnable. Note, however, that the neurons are stochastic, so
that there may be a set of synaptic weights that reproduces the target
pattern with higher reliability than the reference weights.
Reward scheme. The neuron-specific score Rn
i is calculated by compar-
ing the postsynaptic spike train Yi with the reference spike train (Fig. 1B),
according to the spike-editingmetricD spike[q] introduced by Victor and
Purpura (1997). Adding or deleting a spike froma spike train has a cost of
1 unit, and shifting a spike by  costs /q, where q  20 ms is a fixed
parameter. The difference measureD spike(X,Y ) is then the smallest pos-
sible cost to transform spike trainX intoY.We used a normalized version
of themeasure,Rn
i  1  DspikeYi, Yi
/Ni  Ni
. Here,Ni andNi
 are
the spike counts of the i-th output spike train and the corresponding
target spike train, respectively. With this definition, Rn
i takes values be-
tween 0 and 1, where Rn
i  1 indicates a perfect match between output
and target spike train. Suppose, for example, that the target spike train
has 30 spikes. A value of 0.8 corresponds in this case to a postsynaptic
spike train with the same number spikes, but each of these is8 ms off
the nearest target spike or, alternatively, to a postsynaptic spike trainwith
only 20 spikes, but all of them perfectly timed. Figure 1C shows examples
of spike-train scores. A different spike metric that merely compares the
spike counts of the output and the target spike train is Rn
i  |Ni
 Ni
|/maxNi, Ni
.
Multipattern learning. To test if more than a single pattern can be
learned, we generated Npattern input and target output spike patterns in
the same fashion as the single-pattern scenario above, using the same refer-
enceweights for all patterns. During each trial, one of the input patternswas
chosen at random and the output was compared with the corresponding
target. All patterns appeared with equal probability. The number of trials in
these simulations is 5000 per pattern; this ensures that each pattern was
presented on average as many times as in the single-pattern case.
The neuron-specific scores,Rn
i , were calculated as in the single-pattern
scenario, but the reward baseline R that was subtracted from the reward
to yield the success signal was calculated in two different ways, either by
a simple trial average as above, but with a time constant 	R 3 	R 
Npattern to account for the reduced occurrence of each pattern, or by
calculating a separate trial average R n()for each input pattern :
R n1   R n 
Rn  R n
	R
if pattern  was shown,
R n else.

(12)
The latter prescription emulated a stimulus-specific reward prediction
system, also referred to as a critic.
As an alternative to the stimulus-specific reward prediction, we
implemented a block-learning scheme. Within blocks of 500 trials,
only one stimulus was presented. The blocks alternated in a sequence
of A, B, A, . . .. Between blocks, we simulated an interblock break
longer than the time constant of reward baseline estimation, 	R, by
resetting the mean reward R n to the value of the reward for the first
trial in the following block.
Trajectory learning. Finally, we illustrated our findings on a more real-
istic learning paradigm. The setting was the same as for the spike-timing
learning task above, except that the input was stochastic, the networkwas
13328 • J. Neurosci., October 6, 2010 • 30(40):13326–13337 Fre´maux et al. • Reward-Modulated STDP
larger, and output neurons coded for motion and were rewarded based
on the similarity between the trajectory produced by the whole popula-
tion and a target trajectory.
The input neurons were inhomogeneous, refractory Poisson pro-
cesses. There were 350 input neurons, and their firing rates, j(t), were
sums of Gaussians, whose centers tj
k were randomly assigned, i.e.,
 jt  
k1
4
Dt  tj
k, , (13)
where represents the normalized Gaussian function. The SD is  20
ms and the factor D  1.2 controls the average number of spikes per
Gaussian. The time course j(t) of the firing rates was chosen once (see
below), and then fixed throughout learning; only the spike realizations
changed between trials. More precisely, for each input neuron, the cen-
ters tj
k in Eq. 13 were randomly drawn, without replacement, from a pool
of centers containing asmany repetitions of the set {0, 20, 40, . . . , 980ms}
as necessary to fill all input neurons. The 350 input neurons were divided in
three groups: 50 unspecific neurons fired for all patterns and two sets of 150
pattern-specific neurons fired only if their respective pattern was presented.
The Poisson processes have exponential refractoriness with rate 	refr  20
ms; the probability of a spike between t and t, given the last spike at tˆ, is
pjt, t  ttˆj  1  exptˆj t	refr 1  exp ttt jtdt, where
tˆj is the time of the last spike emitted by neuron j.
The decoding of the postsynaptic neuron activity is done according to a
population vector coding scheme (Georgopoulos et al., 1988). Output rates
ri are obtainedby convolving theoutput spike trainsYi(t)with causal kernels
(s), i.e., rit  
0
t
sYit  sds, s 
1
	b	a
exps	b   exps	a 
(	a  2 ms and 	b  15 ms). The temporal resolution of 15 ms in our
decoding scheme is similar to the one commonly used in neuroprosthet-
ics (Schwartz, 2004). Each of the 200 output neurons corresponded to a
preferred direction vector i, drawn once from a uniform distribution on
the unit sphere. The output motion is given by the normalized time-
dependent population vector
t   i
rit i
i rit i if i riti 0,
0 if i riti 0.
(14)
representing the momentary direction of motion. The output trajectory
xt is obtained by integration, xt  
0
t
sds. To avoid strong inter-
ference of the two tasks, the target trajectories were chosen to lie in
orthogonal planes. The reward was computed by taking the positive part
of the scalar product of the targetmotion *t and the actualmotion t,
averaged over the trial, i.e., Rn 
1
T

0
T t  *tdt.
Together with the size of the network, the values of a number of pa-
rameters were changed to keep the postsynaptic rates on the same order
ofmagnitude as in the spike-train learning task. The EPSP amplitudewas
reduced to 0 4mVand the synapticweightswere initialized uniformly
to wij  0.15. The learning rates were   0.15 for R-STDP and  
0.0625 for R-max. These values yielded the highest performance in pre-
liminary runs.
Performance measure. The performance of the network was evaluated
by averaging the reward Rn over the last 100 trials of a simulation. To get
a statistical measure of performance, all simulations were run 20 times
with different input/target patterns.
In the figures where we show the performance, we also give the mean
reward obtained by the network with the initial (uniform) weights. This
corresponds to the performance of the network before learning. If the
network performs worse than this level after learning, it has effectively
unlearned. For the spike-train learning task, we also show the mean
performance of the reference weights (the weights used to generate the
target-spike train), which was calculated using the following procedure:
100 output patterns were generated from the reference weights, with the
same input as in the learning task. The reference weights performance
was the mean of the pairwise scores of these patterns. Because the neu-
rons are stochastic, a neuron with the right, i.e., the reference, weights
will not always generate the target-spike train, but rather a distribution of
possible output spike trains. Therefore, the reference performance is
smaller than 1. If the neurons have to learn a small number of target spike
trains, they can outperform the network with the reference weights, be-
cause they can specialize in the target patterns. As the number of target
patterns increases, however, the freedom of specialization and, conse-
quently, the performance decrease. In the limit of many target patterns,
the reference weights are the best possible set of weights, so that the
reference performance becomes an upper bound for the performance of
the network.
The role of the reward prediction for the R-max rule. The simulations
with the R-max rule showed that unbiased rules, even if they do not
require a reward prediction system to be functional, can nevertheless
profit from its presence. The reason for this beneficial role of a critic for
unbiased rules relies on a noise argument. Let us assume that the learning
process has converged, i.e., that the weight change is zero on average.
Note that this does not imply that the weight change is zero in any given
trial, but rather that it fluctuates around zero, due to the stochasticity of
the neurons. These fluctuations, in turn, cause the synaptic weights to
fluctuate around an equilibrium, which (ideally) corresponds to those
weights that yield the highest reward. A reduction of the trial-to-trial
variability of the weight change allows the weights to stay closer to this
(possibly local) optimum, and therefore yields a higher average perfor-
mance. The trial-to-trial variability of the weight change can be reduced
by either reducing the learning rate (which of course also reduces the
speed of learning), or by using a reward prediction system, as we show
below.
Let us consider the variance of the weight change around its mean,
under the assumption that the success signal S(R) R b is the reward
minus an arbitrary reward baseline b. Squaring the reward update rule
(Eq. 8) yields
varwij 	R beij
2
 	R beij

2. (15)
The value of the baseline b, for which this variance is minimal, can be
calculated by setting the derivative of var(wij) with respect to b 0, and
solving for the optimal baseline (Greensmith et al., 2004):
bopt 
	Reij
2

	eij
2

 	R
 
CovR, eij
2
	eij
2

. (16)
This equation shows that the average reward 
R, although it may not
be optimal, can serve as an approximation of the optimal baseline,
with a precision that depends on the correlation of the reward and the
squared eligibility trace. In our simulations, the reward depended on
several output neurons, so that the correlation of the reward with the
squared eligibility trace of any single neuron was probably small.
Therefore, the mean reward that is predicted by the critic is close to
the optimal reward baseline to minimize the trial variability of the
weight change. Reduced variability yields higher performance. This is
the reason why the performance of the R-max rule increases in the
presence of a critic.
Results
In a typical operant conditioning experiment, a thirsty animal
receives juice rewards if it performs a desired action in response
to a stimulus. As the animal learns the contingency between stim-
ulus, action, and reward, it changes its behavior so that it maxi-
mizes, or at least increases, the amount of juice it receives. To
bring this behavioral learning paradigm to a cellular level, we can
conceptually zoom in and focus on a single neuron; its input
reflects the stimulus and its output influences the action choice.
In this picture, learning corresponds to synaptic modifications
that, upon repetition of the same stimulus, change the output of
the neuron such that the rewarded action becomes more likely.
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Any synaptic learning rule that can solve this learning task must
depend on three factors: presynaptic activity (stimulus), postsyn-
aptic activity (action), and some physiological correlate of re-
ward. We call such learning rules reward-based learning rules
and, if neuronal activity is described at the level of spikes (as
opposed to mean firing rates), reward-based learning rules for
spiking neurons or reward-modulated STDP.
Standard paradigms on Hebbian learning, including tradi-
tional STDP experiments and STDPmodels, only control presyn-
aptic and postsynaptic activity. These paradigms are called
unsupervised, because they do not take into account the role of
neuromodulators that signal the presence or absence of reward
(Schultz et al., 1997). We find that a large class of reward-based
learning rules for spiking neurons can be formulated as an unsu-
pervised learning rule modulated by reward (see Materials and
Methods). In these rules, an unsupervised Hebbian rule ULij 
prejposti (where prej andposti are functions of presynaptic and
postsynaptic activity, respectively) leaves some biophysical trace
eij at the synapse from a presynaptic neuron j to a postsynaptic
neuron i. This trace decays back to zero unless a global, reward-
dependent success signal, S(R), transforms the trace eij into a
permanent weight change, wij, proportional to S(R) eij. The
quantity eij, known as eligibility trace in reinforcement learning,
can be seen as a candidate weight change, whereas wij is the
actual weight change (Fig. 1A). Overall, the interaction of the
Hebbian eligibility trace with a global success factor is an example
of a three-factor rule (Reynolds et al., 2001; Jay, 2003) applied to
spiking neurons (Seol et al., 2007; Pawlak and Kerr, 2008; Zhang
et al., 2009).
Unsupervised learning maintains an unsupervised bias under
reward modulation
We wondered whether the choice of the unsupervised rule UL
and the implementation of the success signal interact with each
other. Let us first consider the case where the success signal S(R)
is not modulated by reward, but takes a constant value: S(R) 
const. In this case, all candidate weight changes eij are imprinted
into the weights (wij  eij), reward no longer gates plasticity,
and learning effectively becomes unsupervised. It can be expected
that this situation remains largely unchanged if the success signal
is weaklymodulated by reward, as long as themodulation is small
compared with the mean value of the success signal. To separate
the unsupervised learning component that arises from the mean
of the success signal from the learning component that is driven
by the reward modulation, we split changes to the weights in Eq.
7, averaged over multiple trials, into two terms:
	wij
  	SReij
  CovsR, eij 	SR
	eij
, (17)
where Cov[S(R), eij]  
[S(R)  
S(R)](eij  
eij) denotes the
correlation between the success signal and the candidate weight
changes eij. Because eij is driven by a Hebbian learning rule that
depends on presynaptic and postsynaptic activity, it reflects
the output of the postsynaptic neuron to a given input, so that
the first term in Eq. 17 can pick up covariations between the
neuron’s behavior and the rewards. Therefore, this reward-
sensitive component of learning can potentially detect re-
warding behaviors.
In contrast, covariations of behavior and reward are irrelevant
for the second term, because it only depends on the mean value

S(R) of the success signal. The average 
eij of the eligibility trace
reflects the mean behavior of the unsupervised learning rule ULij
alone, thereby introducing an unsupervised bias to the weight
dynamics. The mean success signal, which we call the success
offset S 
S(R), acts as a trade-off parameter that determines the
balance between the reward-sensitive component of learning and
the unsupervised bias.
Unbiased learning rules are relatively robust to changes in
success offset
An unsupervised bias in the learning rules does not help to in-
crease the amount of received reward, because it is insensitive to
the correlation between the eligibility trace and reward. If the goal
is to maximize the reward (i.e., get as much juice as possible), the
effect of the unsupervised bias in the learning rule must be small.
According to Eq. 17, this can be achieved by either reducing the
success offset S or the mean eligibility trace 
eij. Learning rules
like R-max (see Materials and Methods) that are derived from
reward maximization principles (Xie and Seung, 2004; Pfister et
al., 2006; Florian, 2007) use an eligibility trace without a bias
(
eij  0), independent of the input statistics. In other words,
the underlying unsupervised learning rule UL is unbiased.
Consequently, our theory predicts that R-max is insensitive to
the success offset.
Let us assume that the best action corresponds to some target
spike trains of the postsynaptic neurons (Fig. 1B). Reward is
given if the actual output is close to the target spike train. The
reward is communicated in the form of a global neuromodula-
tory feedback signal, transmitted to all neurons and all synapses
alike, and could be implemented in the brain by the broadly
spread axonal targeting pattern of dopaminergic neurons
(Arbuthnott and Wickens, 2007). Figure 2A shows that neurons
equipped with an unbiased synaptic learning rule (R-max) suc-
ceed in learning the target spike trains in response to a given input
spike pattern, even if the success offset S is significantly different
from zero. The gradual decrease in performance with increasing
success offset can be counteracted by a smaller learning rate (Fig.
2A), indicating that it is due to a noise problem (Williams, 1992;
Greensmith et al., 2004) and not a problem of the learning rule
per se (see Material andMethods). Note that overly reducing the
learning rate leads to a prohibitive increase in the number of trials
needed to learn the task. A small success offset is therefore advan-
tageous for R-max, because it enables the system to learn the task
more quickly, but it is not necessary. As seen below, this is not the
case for R-STDP.
Small success offsets turn reward-based learning into
unsupervised learning
For learning rules with a finite bias 
eij, learning consists of a
trade-off between the reward-sensitive component of learning
(i.e., the covariance term, Cov, in Eq. 17) and the unsupervised
bias, S 
eij. Because the success offset S acts as a trade-off param-
eter, we reasoned that it should have a strong effect on learning
performance. We tested this hypothesis using R-STDP (Farries
and Fairhall, 2007; Izhikevich, 2007; Legenstein et al., 2008), a
common reward-modulated version of STDP (see Materials and
Methods). Figure 2A shows that success offsets of amagnitude of
25% of the SD (R) of the success signal are sufficient to pre-
vent R-STDP from learning a target spike train in response to a
given input spike pattern. Moreover, for a success offset S 
0.4R (i.e., the average success signal is negative) (Fig. 2A,
green points), the performance after learning is even below the
performance before learning (Fig. 2A, dotted horizontal line).
Hence, R-STDP not only fails to learn the task, but sometimes
even leads to unlearning of the task. In contrast to R-max,
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R-STDP cannot be rescued by a decrease in learning rate (Fig. 2A,
empty circles), indicating this is not a noise problem.
We then examinedwhether this failure is indeed caused by the
unsupervised bias. In an unsupervised setting, it has been shown
that if the same input spike pattern is presented repeatedly, STDP
causes the postsynaptic neurons to fire as
early as possible by gradually reducing the
latency of the first output spike (Song et
al., 2000; Gerstner and Kistler, 2002;
Guyonneau et al., 2005). Therefore, we
plotted the latency of the first output spike
after learning against the latency of the
first spike of the target pattern. Figure 2B
shows that, depending on the success off-
set S , R-STDP systematically leads to short
latencies (S 0, bias of STDPdominates),
long latencies (S  0, bias of anti-STDP
dominates), or the desired target latency
(S 0, bias is negligible). This effect of the
success offset is absent for the R-max
learning rule (Fig. 2C), because it has no
unsupervised bias.
The strong sensitivity of R-STDP to
success offsets is not a property of this par-
ticular model of R-STDP, but rather a
general one. Performance remains just as
low for a weight-dependent model of
STDP (van Rossum et al., 2000) (Fig. 2D)
and cannot be increased by altering the
balance between pre-before-post and
post-before-pre windows in STDP (Fig.
2E). Interestingly, learning is relatively
insensitive to specifics of the STDP
model as long as the success offset van-
ishes (C/R  0) (Fig. 2D,E), although
performance is slightly better without a
post-before-pre part (  0).
We conclude that, independent of the
specifics of the model, R-STDP maintains
an unsupervised bias and will, as a conse-
quence, fail in most reward-learning tasks,
unless the success offset S is small.
Reward-based learning with biased
rules requires a stimulus-specific
reward-prediction system
A small success offset S  0 can, in prin-
ciple, be achieved if the mean success sig-
nal is zero, e.g., if the neuromodulatory
success signal is not the reward itself, but
the reward minus the expected reward
(SR 
R). So far, the success offset was
reduced by subtracting a trial mean, R , of
the reward from the actually received re-
ward, R. We now address the question of
whether this approach is also sufficient in
scenarioswheremore than one task (or, in
this case, stimulus/response association)
has to be learned. The following argument
shows that this is not the case. Assume
that there are two stimuli, both appearing
with equal probability in randomly inter-
leaved trials and each being associated
with a different target. Suppose that, for the current synaptic
weights, stimulus A leads to a mean reward of R (A), whereas
stimulus B leads to a mean reward R (B) R (A). The trial mean
of the rewardR is given by [R (A)R (B)]/2 (calculated as amean
over a large number of trials of tasksA and B in random order). If
Figure1. Learning spike train responseswith reward-modulated STDP.A, Reward-modulated STDP. Depending on the relative
timing of presynaptic and postsynaptic spikes (blue, pre-before-post; red, post-before-pre), candidate changes, eij, in synaptic
weight arise. They decay unless they are permanently imprinted in the synaptic weights,wij, by a success signal, S(R). The sign of
both the candidate change eij and the success signal S(R) affect the sign of the actual weight change (i.e., if both are negative, the
weight change is positive). B, Learning task. In each trial, the same input spike pattern (left) is presented to the network. The
output spike trains (right, black) of five postsynaptic neurons are compared with five target spike trains (right, red), yielding a set
ofneuron-specific scoresRn
i ,whichareaveragedover all outputneurons to yield aglobal reward signalRn. The success signal S(Rn),
which triggers synaptic plasticity, is a function of the global reward Rn. C, Learning of the target spike train by one of the output
neurons. The target spike times are shown in light red, and the actual spike times of the output neuron are indicated by colored
spike trains. Each line corresponds to a different trial at the beginning (magenta),middle (green), and end(yellow) of learning. The
individual scores Rn
i for the neuron are indicated on the right (higher values represent better learning). D, Learning curve.
Evolutionof the rewardRn (graydots, only 25%shown for clarity) duringa learningepisode (R-STDP; one single outputpatternwas
learned). The vertical color barsmatch the trials shown in C. The black curve shows the averaged scoreRn,which is used to calculate
the success signal S(R) Rn Rn, shown at the bottom. The dotted line shows performance before learning and the dashed line
represents the performance of the reference weights (see Materials and Methods), indicating a good performance.
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we now consider the mean weight change according to Eq. 17,
induced by the subset of stimuli that correspond to taskA, we see
that the success offset SA (conditioned on stimulus A) is given by
S A  	R  R 
trialsA  R A  R  R A  R B/ 2  0.
(18)
Therefore, the average weight change for stimulus A contains a
bias component. The same is true for themean weight change for
stimulusB, but the bias acts in the opposite direction, because the
success offset SB, conditioned on stimulus B, is positive on aver-
age. Because of the opposite effects of the bias term on the re-
sponses to the two stimuli, small differences R(A)  R(B) in
mean reward are amplified, the influence of the bias increases and
learning fails (Fig. 3B). Therefore, multiple stimuli cannot be
learned with a biased learning rule unless the success offset van-
ishes for each stimulus individually.
We wondered whether a more advanced fashion of calcu-
lating the success signal would help to solve the above problem
with multiple tasks. The arguments of the previous paragraph
suggest that we must require the success offset to vanish for
each stimulus individually. To achieve this, we considered a
success signal that emulates a stimulus-specific reward predic-
tion error, i.e., the difference between the actually delivered
reward and the reward prediction for this stimulus. To predict
the expected reward, we used the average reward over the
recent past for each task. We calculated the average rewards RA
and RB by individual running averages over the trials of tasks A
and B, respectively. We call the system that identifies the stim-
ulus, subtracts, and updates the stimulus-specific mean re-
ward a critic because of the similarity with the critic of
reinforcement learning (Sutton and Barto, 1998). With such a
set-up, R-STDP learns both tasks at the same time (Fig. 3C).
Moreover, if the tasks are chosen so that they can all be imple-
mented with the same set of weights (see Materials and Meth-
ods), a network with a critic can learn at least 32 tasks
simultaneously (Fig. 3D) using R-STDP. For more than a sin-
gle pattern, R-STDP without a critic performs poorly; its per-
formance is below that of a network with fixed, uniform
weights (Fig. 3D, dotted horizontal line). The critic also im-
proves performance for R-max because it reduces the trial-to-
trial variability of the weight changes (see Materials and
Methods). Thus, if multiple tasks have to be learned at the
same time, a critic implementing a stimulus-dependent re-
ward prediction is advantageous, whatever the learning rule.
Moreover, regardless of the number of tasks, R-max with critic
is always better than R-STDP with critic, although the advan-
tage gets smaller with larger numbers of tasks. See Discussion
for arguments in favor and against the existence of a critic in
the brain.
Results apply to a spatiotemporal trajectory learning task
Procedural learning of stereotypical action sequences includes
slow movements (such as “take a right-turn at the baker’s shop”
on theway towork), as well as rapid and precisemotor-sequences
that take a second or less. For example, during the serve in a game
of table-tennis, professional players perform rapid movements
with the racket just before they hit the ball, in an attempt to
disguise the intended spin and direction of the ball. Similarly,
during simultaneous translation, interpreters from spoken lan-
guage to sign language perform intricate movements with high
temporal precision. In both examples, the movements have
Figure 2. R-STDP, unlike R-max, is sensitive to an offset in the success signal S(R) Rn Rn C. A, Effect of a success signal offset on learning performance. The reward obtained after several
thousand trials (vertical axis) is shown as a function of the success offset C, given in units of the SDR of the reward before learning. Filled circles, R-max (red) is robust to success offsets, whereas
R-STDP (blue) fails with even small offsets. The performance of R-STDP for negative offsets C drops below the performance before learning (dotted line). Empty circles, Reducing the learning rate
( 13 0.06) and allowing neurons to learn for more trials (Ntrials 50003 Ntrials 80,000) compensates the effect of the offset for R-max, but does not significantly improve the
performance of R-STDP. Averages are for 20 different pattern sets. Error bars showSD.B, C, Nonzero success offsets bias R-STDP toward unsupervised learning. Latency of the first output spike versus
latency of the first target spike, pooled over input patterns and output neurons, is shown for R-STDP (B) and R-max (C). If learning succeeds, both values match (gray diagonal line). This is the case
for R-max (C) and unbiased R-STDP (B, blue dots), but R-STDPwith nonzero success offset shows the behavior of the unsupervised rule: postsynaptic neurons fire earlier than the target for C 0 (B,
green dots) and later for C 0 (B, red dots). D, E, R-STDP cannot be rescued by weight dependence (D, 1, green dots; red and blue dots redrawn from A), nor by variations in the ratio of
pre-before-post and post-before-prewindow size (E). F, Results are not specific to a reward scheme. Same as A, but with a spike count score instead of the spike-timing score. In A,D–F, the dotted
line shows the performance before learning and the dashed line shows the performance of the reference weights.
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been learned and exercised over hundreds, even thousands,
of trials. The movement itself is stereotyped, rapid, does not
need visual feedback, and is performed as a single unitary
sequence.
Wewondered whether a network of spiking neurons could, in
principle, learn such rapid spatiotemporal trajectories. Trajecto-
ries are represented as spatiotemporal spike patterns similar to
those used in Figures 2 and 3 and, again, last one second. The code
connecting spikes to trajectories was inspired by the population
vector approach, which has been successfully used to decode
movement intentions in primates (Georgopoulos et al., 1988).
Each output spike of a neuron votes for the preferred motion
direction of the neuron. Contributions of all output neurons
were summed and yielded the normalized velocity vector of the
trajectory. The goal of learning for our model network was to
produce two different target trajectories
in space, using a paradigm where a sca-
lar success signal was given at the end of
each trial. The reward represented the
similarity between the trajectory pro-
duced by the network and the target tra-
jectory for the given trial. As before, the
reward was transmitted as a global sig-
nal to all synapses.
The network and the learning proce-
dure were the same as in Figures 2 and 3,
except for three points that aimed at
more realism (see Materials and Meth-
ods), as follows: the input was stochastic
(Fig. 4A), the network was larger (350
input neurons and 200 output neu-
rons), and the success signal was derived
from the trajectory mismatch rather
than the spike-timing mismatch (see
Materials and Methods) (Fig. 4B).
We found that the network can learn
to reproduce the target trajectories quite
accurately (Fig. 4C, D). Consistent with
our results for the learning tasks of Figures
2 and 3, R-max does not require a critic
(although it increases R-max’s perfor-
mance), whereas R-STDP needs a critic to
solve the problem (Fig. 4E). Similar to the
results of Figure 2E, R-STDP without LTD
for post-before-pre timing (  0) per-
forms better than balanced R-STDP ( 
1), its performance equaling that of
R-max with a critic. In summary, R-STDP
needs a critic, whatever the exact shape of
the learning window.
The task-specific reward prediction
system (implemented by the critic) can
be replaced by a simpler trial mean of
the reward if the task remains un-
changed within blocks of 500 trials (Fig.
4E) with interblock intervals significantly
larger than the averaging time constant of
the reward prediction system. The finding
thatblock-based learning is asgoodas learn-
ing with a critic (Fig. 4E) is probably true in
general, because in a block learning para-
digm, a simple running average effectively
emulates a critic.
Discussion
In this article, we have asked under which conditions reward-
modulated STDP is suitable for learning rewarding behaviors,
that is, for maximizing reward. To this end, we have analyzed a
relatively broad class of learning rules with multiplicative reward
modulation, which includes most of the recently proposed com-
putational models of spike-based, reward-modulated synaptic
plasticity (Xie and Seung, 2004; Pfister et al., 2006; Baras and
Meir, 2007; Farries and Fairhall, 2007; Florian, 2007; Izhikevich,
2007; Legenstein et al., 2008; Vasilaki et al., 2009). The analysis
shows that the learning dynamics consist of a competition be-
tween an unsupervised bias and reward-based learning. The av-
erage modulatory success signal acts as a trade-off parameter
between unsupervised and reward-based learning. Although this
Figure 3. R-STDP, but not R-max, needs a stimulus-specific reward-prediction system to learnmultiple input/output patterns.
At each trial, patternA or B is presented in the input, and the output pattern is comparedwith the corresponding target pattern.A,
R-max can learn two patterns, even when the success signal S(R) for each pattern does not average to zero. Top, Rewards as a
function of trial number. Magenta, Pattern A; green, pattern B; black, running trial mean of the reward; dotted line, reward before
learning; dashed line, reward obtained with the reference weights (see Materials and Methods). Bottom, Success signals S(R) for
stimuli A and B. For clarity, only 25% of the trials are shown. B, R-STDP fails to learn two patterns if the success signal is not
stimulus-specific. As long as, by chance, the actual rewards obtained for stimuli A and B are similar [top, first 4000 trials; A
(magenta) and B (green) reward values overlap], the mean reward subtraction is correct for both and performance increases.
However, as soon as aminor discrepancy inmean reward appears between the two tasks (arrow at4000 trials, magenta above
green dots), performance drops to prelearning level (dotted line) and fails to recover. For visual clarity, the figure shows a trialwith
a relatively late failure. C, R-STDP can be rescued if the success signal is a stimulus-specific reward-prediction error. A critic
maintains a stimulus-specific mean-reward predictor (top, dark magenta and dark green lines) and provides the network with
unbiased success signals (bottom) for both stimuli. D, Performance as a function of the number of stimuli. A stimulus-specific
reward-prediction system makes a significant difference for large numbers of distinct stimulus-response pairs. Filled circles,
Success signal based on a simple, stimulus-unspecific trial average; empty circles, stimulus-specific reward-prediction error.
R-STDP (blue) fails to learn more than one stimulus/response association without stimulus-specific reward prediction, but per-
formswell in thepresenceof a critic, staying close to theperformance level of the referenceweights (dashed line). R-max (red)does
not require a stimulus-specific reward prediction, but it leads to increased performance. Points with/without critic are offset
horizontally for visibility; they correspond to the ticks of the abscissa. The performance decreases for large number of stimuli/
responsepairs because as the learnedweights become less specializedand closer to the referenceweights (see inset), the reference
weights’ performancebecomes theupperboundon theperformance. Inset,Normalized scalar product of the learnedand reference
weights,
w  w
w  w (shown on the vertical axis, horizontal axis shows the same values as main graph). Only data for R-max with
critic is shown. Red dashed line, Exponential fit of the data. Black dashed line and gray area represent the mean and the SD for
random, uniformly drawnweightsw , respectively. In all panels (except inset ofD), the dotted line shows the performance before
learning and the dashed line shows the performance of reference weights.
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opens the interesting possibility that the
brain could change between unsupervised
and reward learning by controlling a sin-
gle parameter (equivalent to the success
offset), it introduces a rather strict con-
straint for effective reward learning: sim-
ulations with R-STDP have shown that
small deviations of the average success
from zero can lead to a dominance of the
unsupervised bias, obstructing the objec-
tive of increasing the reward during
learning.
We have argued that there are two so-
lutions to the bias problem. The first one
is to remove unsupervised tendencies
from the underlying Hebbian learning
rule, thereby rendering it useless for unsu-
pervised tasks. This is the principle of the
R-max learning rule, which yielded the
best, or jointly best, learning results for all
simulated experiments in this paper. The
second solution is to use a stimulus-
specific reward-prediction error (RPE) as
success signal. In other words, the neuro-
modulatory success signal is not the re-
ward itself but the difference between the
reward and the expected reward for that
stimulus. This second solution seems
promising for two reasons: it is in line
with temporal difference (TD) learning in
reinforcement learning (Sutton and Barto,
1998) and, as a consequence, it fits the influ-
ential interpretation of subcortical dopa-
mine signals as an RPE (Schultz, 2007,
2010). At present, it is unclear whether and
how dopamine neurons or some other cir-
cuit are able to calculate RPEs that are
stimulus-specific. These points are dis-
cussed in the following paragraphs.
Relation to TD learning
Similar to our approach, TD learning re-
lies on RPEs, i.e., on the difference be-
tween the actually received reward R and
an internal prediction R of how much re-
ward the animal expects on average.How-
ever, our definition of RPEs differs slightly
from that in TD learning. In particular,
the prediction R is calculated differently.
In our approach, it is an internal estimate
of the average reward received for the given input spike trains and
the current weight configuration. A priori, this definition re-
quires no temporal prediction. Its only function is the neutraliza-
tion of unsupervised tendencies in the learning rule. In TD
learning, the reward prediction signal is the difference between
the values of two subsequent states, where the value indicates the
amount of reward expected in the future when starting from that
state. Systematic errors in this temporal reward prediction have
the function of propagating information about delayed reward
signals backwards in time. TD learning is driven by systematic
errors in reward prediction (that is, by success offsets), and the
disappearance of these errors is an indication that the state values
are consistent with the current policy. For reward-modulated
STDP, in contrast, systematic RPEs generate an unsupervised
bias and are therefore detrimental for learning. In other words, if
the RPE vanishes on average, it is the signal that TD learning has
learned the task, whereas for reward-modulated STDP, it is the
signal that it may now start to learn, unhindered by unsupervised
tendencies. The requirement of an accurate reward prediction for
R-STDP, which needs to be learned before the bias problem can
be overcome, is one severe obstacle for R-STDP.
What is the success signal?
Candidates for the success signal are neuromodulators such as
dopamine and acetylcholine (Weinberger, 2003; Froemke et al.,
2007). The requirement that the success signal encodes an RPE
rather than reward alone is in agreement with, among others, the
Figure 4. Results applied to a more realistic spatiotemporal trajectory-learning task. The learning set-up was different from
that of Figure1 in severalways.A, Stochastic input. The firing rates of the inputs are sumsof a fixednumber of randomlydistributed
Gaussians. Firing rates (colored areas) are constant over trials, but the spike trains vary from trial to trial (black spikes). TasksA and
B are randomly interleaved. A fraction of inputs fires both on presentation of tasks A and B, the other neurons fire only for a
particular task. The network structure is the same as in Figure 1, butwith 350 inputs and 200 neurons.B, Population vector coding.
The spike trains of the output neurons are filtered to yield postsynaptic rates ri(t) (upper left). Each output neuron has a preferred
direction, i (upper right); the actual direction of motion is the population vector, t  i riti/i riti (bottom
right). The preferred directions of the neurons are randomly distributed on the three-dimensional unit sphere (bottom left). C,
Reward-modulated STDP can learn spatiotemporal trajectories. The network has to learn two target trajectories (red traces) in
response to two different inputs. Target trajectory A is in the xy plane and B is in the xz plane. The green and blue traces show the
output trajectory of the last trials for tasks A and B, respectively. Gray shadows show the deviation of the trajectories with respect
to their respective target planes. The network learned for 10,000 trials, using the R-max learning rule with critic. D, The reward is
calculated from the difference between learned and target trajectories. The plot shows the scalar product of the actual direction of
motion  and the target direction  , averaged over the last 20 trials of the simulation; higher values represent better learning.
The reward given at the end of a trial is the positive part of this scalar product, averaged over the whole trial,
Rn 
1
T

0
T t  *t dt. E, Results from the spike train learning experiment apply to trajectory learning. The bars
represent the average reward over the last 100 trials (of 10,000 trials for the whole learning sequence). Error bars show SD for 20
different trajectory pairs. Each learning rule was simulated in three settings, as follows: randomly alternating tasks with reward
prediction system (critic), tasks alternating in blocks of 500 trials without critic (block), and randomly alternating tasks without
critic (rand.). The hatched bars represent R-STDP without a post-before-pre window, corresponding to  0 in Figure 2 E. The
dotted line shows the performance before learning.
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response patterns of dopaminergic neurons in the basal ganglia
(Schultz et al., 1997, 2007). Moreover, synaptic plasticity in gen-
eral (Reynolds and Wickens, 2002; Jay, 2003) and STDP in par-
ticular (Pawlak and Kerr, 2008; Zhang et al., 2009) are subject to
dopaminergic modulation.
How can the critic be implemented?
Stimulus-specific RPEs require a reward prediction system—a
critic in the language of reinforcement learning—because the
expected reward needs to be predicted for each stimulus sepa-
rately. We bypassed this issue algorithmically by using simple
trial averages, because our primary objective was to show that
such a system is required for R-STDP and advantageous for
R-max, not to propose possible implementations.
Although the presence of RPEs in the brain is widely agreed
upon, the biological underpinnings of how RPEs are calculated
and by which physiological mechanisms they adapt to changing
experimental conditions are largely unknown. Even so, neural
network implementations of the critic have already been pro-
posed using TD methods (Suri and Schultz, 1998; Potjans et al.,
2009), showing that training a critic is feasible. Indeed, consider-
ing that trajectory learning as done in this study requires the
estimation of a trajectory with 100 degrees of freedom (50
time bins  2 polar coordinates angles), learning the expected
reward (a single degree of freedom), i.e., the task of the critic, is
simpler than learning the movement along the trajectory.
The exact learning scheme the brain uses to train the critic is
unknown, but it cannot involve R-STDP. This is because, as we
have shown in this paper, R-STDP needs an RPE system, but
before the critic is trained the RPEs are not available.
Can block learning replace the critic?
Fromhumanpsychophysics, it is well known that learning several
tasks at once is more challenging than learning one task at a time
(Brashers-Krug et al., 1996). This observation could be inter-
preted as a consequence of a deficient reward-prediction system.
Indeed, in an unbalanced learning rule, a possible solution is the
restriction to block-learning paradigms. In this case, the
stimulus-dependent reward-prediction system (the critic) can be
replaced by a simpler reward-averaging system, which balances
the average success signal to zero most of the time (because the
stimulus rarely changes). It is likely, however, that other effects,
such as interference of the second task with the consolidation of
the first, are also involved (Shadmehr and Holcomb, 1997).
Is STDP under multiplicative reward modulation?
We have studied a class of learning rules which includes R-STDP
as well as R-max. Both rules depend on the relative timing of
presynaptic and postsynaptic spikes and the presence of a
success-signal coding for reward. In addition, R-max depends on
the momentary membrane potential. Are any of these rules bio-
logically plausible?
R-STDP has been implemented as a standard STDP rule that
is multiplicatively modulated by a success signal. This implies
that a firing sequence pre-before-post at an interval of a few mil-
liseconds results in potentiation only if the success signal is pos-
itive (e.g., if the reward is larger than the expected reward). The
same sequence causes depression if the success signal is negative.
Similarly, the sign of the success signal determines whether a
post-before-pre firing sequence gives depression or potentiation
in R-STDP, but we have seen that models that have no plasticity
for post-before-pre timing work just as well or even better than
normal R-STDP.
R-STDP is in partial agreement with the properties of cortico-
striatal STDP, where both LTP and LTD require the activation of
dopamine D1/D5 receptors (Pawlak and Kerr, 2008). The same
study shows, however, that the multiplicative model is oversim-
plified, because the activation of D2 receptors differentially influ-
ences the expression time course of spike-timing-dependent LTP
and LTD. Thus, the amount of plasticity cannot be decomposed
into an STDP curve and a multiplicative factor that determines
the amplitude of STDP.Another recent study in hippocampal cell
cultures indicates, moreover, that an increase in dopamine level
can convert the LTD (post-before-pre) component of STDP into
LTP, whereas the LTP (pre-before-post) component remains un-
changed in amplitude but changes its coincidence requirements
(Zhang et al., 2009). Similar effects have been observed for the
interaction of STDP with other neuromodulators (Seol et al.,
2007). Future models of R-STDP should take these nonlinear
effects into account. It is likely that the basic results of our analysis
continue to hold for more elaborate models of R-STDP. The unsu-
pervised bias reflects the mean effect of STDP on the synaptic
weightswhen the success signal, e.g., dopamine concentration, takes
on itsmean value. For rewardmaximization purposes, the unsuper-
vised bias should be negligible compared with the weight changes
induced when the success signal reflects unexpected presence or ab-
sence of reward. The corresponding experimental prediction is that
STDP should be absent for baseline dopamine levels in brain areas
that are thought to be involved in reward learning.
As discussed above, a serious argument against R-STDP (or
against any reward-modulated plasticity rule based on a biased
unsupervised rule) is that it needs a critic providing it with
stimulus-specific RPEs, yet R-STDP cannot be used itself to train
the critic. This “chicken and egg” conundrum could be solved if
the critic learns with another learning scheme (e.g., TD learning
or unsupervised STDP associating reward outcomes with stim-
uli), but it still represents a strong blow against the biological
plausibility of R-STDP. In contrast, an unbiased learning rule like
R-max is self-consistent, in the sense that the same learning rule
could be used both by the actual learner and a critic improving
the former’s performance.
R-max is a rule that depends on spike timing and reward, but
also on the membrane potential. Its most attractive theoretical
feature is that potentiation and depression are intrinsically bal-
anced so that its unsupervised bias vanishes. The balance arises
from the fact that, for a constant reward, the amount of depres-
sion increases with the membrane potential, whereas the
postsynaptic spikes in a pre-before-post sequence cause potenti-
ation. Since the probability to emit spikes increases with the
membrane potential, the two terms, depression and potentiation,
cancel each other. Indeed, experiments show qualitatively that
depression increases with the postsynaptic membrane potential
in the subthreshold regime whereas potentiation is dominant in
membrane-potential regimes that typically occur during spiking
(Artola et al., 1990). Moreover, repeated pre-before-post timing
sequences give potentiation, as shown by numerous STDP exper-
iments (Markram et al., 1997; Sjo¨stro¨m et al., 2001). However, it
is unclearwhether, for each unrewardednaturalistic stimulus, the
voltage dependence of synaptic plasticity is tuned such that LTP
and LTD would exactly cancel each other. This would be the
technical requirement to put any unsupervised bias to zero. Our
results show that if the unsupervised bias of the rule is not bal-
anced to zero, then a reward-prediction system is needed to
equilibrate the success signal to a mean of zero.
Our results can be summarized by laying out functional re-
quirements for reward-modulated STDP. Either the unsuper-
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vised learning rule needs some fine tuning to guarantee a balance
between LTP and LTD for any stimulus (this is the solution of
R-max) or the reward must be given as a success signal that is
balanced to zero if we average over the possible outcomes for each
stimulus (this solution is implemented by a system with critic).
The second alternative requires that another learning scheme be
used to account for RPE learning by the critic.
Rate code versus temporal code
Our main theoretical results are independent of the specific
learning rule and the coding scheme used by the neurons, be it
rate code or temporal code.Wehave focused on variants of spike-
based Hebbian plasticity rules, modulated by a success signal.
However, the structure of the mathematical argument in Eq. 17
shows that themain conclusions also hold for classical rate-based
Hebbian plasticity models [e.g., the BCM rule (Bienenstock et
al., 1982) or Oja’s rule (Oja, 1982)] if they are complemented
by a modulatory factor encoding success. Moreover, even with
a spike-based plasticity rule, we can implement rate-coding
schemes if the success signal depends only on the spike count,
rather than spike timing. Our simulations in Figure 2, A and F,
show the same results for both spike-timing and rate-coding
paradigms.
For the trajectory learning task in Figure 4, we suggest that
movement encoding inmotor areas (e.g., themotor cortex) relies
on precise spike timing, on the order of 20 ms. Classical experi-
ments in neuroprosthetics (Georgopoulos et al., 1986), where
experimenters try to readout a monkey’s cortical neural activity
to predict hand motion, consist of relatively slow and uniform
movements. For example, in a center-out-reaching task, the rel-
evant rewarded information is the final position, and hence only
the mean direction of hand movement is of importance. In this
setting, it is likely that a simple rate-coding scheme (100 ms
time bins) would be sufficient. Yet even in this case, smaller time
bins in the range of 20 ms are commonly used (Schwartz, 2004).
We suggest that for the much faster and precise movements re-
quired for sports, or indeed for a subset of feeding tasks in a
monkey’s natural environment, a more precise temporal coding
scheme with a temporal precision in the range of 20 ms might
exist in the motor areas. Such a code could be a rapidly modu-
lated rate code (e.g., modulation of firing probability in a popu-
lation of neurons with a precision of some 10 ms) or a
spatiotemporal spike code. In our simulations, movement was
encoded in spike times convolved with a filter of 20 ms dura-
tion. Such a coding scheme can either be interpreted as a spike
code or as a rapidly modulated rate code (the terms are not well
defined), but the temporal precision on a time scale of 20 ms is
relevant to encode a complicated trajectory of 1 s duration.
Limitations
Among a broad family of rules that depend on spike-timing and
reward, R-max is the theoretically ideal rule. We found that it
outperforms a simple R-STDP rule and, in some cases, even
R-STDP with a critic. How such a critic that is able to predict the
expected reward could be implemented in nature is unclear.
We emphasize that we are not claiming that R-STDP with
finite success offset is unable to learn rewarding behaviors in
general. Rather, we have addressed the question of whether
R-STDP will always maximize reward, i.e., if it is able to solve a
broad range of tasks. For example, if the task is to learn synaptic
weights between state cells, indicating, e.g., where an animal is,
and action cells, among which the one with the highest activity
determines the next action, a potentiating unsupervised bias of a
Hebbian learning rule will strengthen the correct associations of
state–action pairs when conditioned on (sparsely occurring) re-
ward (Vasilaki et al., 2009). However, it only does so because the
coding scheme (higher activity3 higher probability of choosing
an action) is in agreement with the unsupervised bias. In more
complicated coding schemes (population codes, temporal
codes), it can be hard to determine whether a learning rule and
the given coding scheme harmonize.
Finally, it is clear that the removal of the unsupervised bias in
the learning rule, be it through the use of RPEs or through unbi-
ased learning rules, is no guarantee that the system learns reward-
ing behaviors. An illustrative example is the negative version of
the R-max rule, which is as unbiased as R-max itself, but mini-
mizes the received reward. It remains to be studied whether there
are tasks and coding schemes forwhich the experimental forms of
reward-modulated plasticity provide successful learning.
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