Bimodality of gene expression, as a mechanism contributing to phenotypic diversity, enhances the survival of cells in a fluctuating environment. To date, the bimodal response of a gene regulatory system has been attributed to the cooperativity of transcription factor binding or to feedback loops. It has remained unclear whether noncooperative binding of transcription factors can give rise to bimodality in an open-loop system. We study a theoretical model of gene expression in a two-step cascade (a deterministically monostable system) in which the regulatory gene produces transcription factors that have a nonlinear effect on the activity of the target gene. We show that a unimodal distribution of transcription factors over the cell population can generate a bimodal steadystate output without cooperative transcription factor binding. We introduce a simple method of geometric construction that allows one to predict the onset of bimodality. The construction only involves the parameters of bursting of the regulatory gene and the dose-response curve of the target gene. Using this method, we show that the gene expression may switch between unimodal and bimodal as the concentration of inducers or corepressors is varied. These findings may explain the experimentally observed bimodal response of cascades consisting of a fluorescent protein reporter controlled by the tetracycline repressor. The geometric construction provides a useful tool for designing experiments and for interpretation of their results. Our findings may have important implications for understanding the strategies adopted by cell populations to survive in changing environments.
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gene expression noise | gene regulation | noise filter induced bimodality | transfer function T his paper proves theoretically that bimodality of gene expression can be generated in a minimal gene regulatory system by a unimodal distribution of transcription factor (TF) combined with a nonlinear transcription rate, without cooperativity, large number of steps in gene cascade, feedback loops, or bimodal input signal. We present a method of prediction of the bimodality without using the master equation, only based on a simple geometric construction.
Bimodal gene expression (the distribution of gene products that has two maxima) is a cause of phenotypic diversity in genetically identical cell populations, and it is critical for population survival in a fluctuating environment (1) (2) (3) (4) . Several mechanisms underlying the bimodality have been identified to date:
1. Deterministic bistability (two deterministic stable steady states under the same external conditions) is inherent to the system even when intrinsic and extrinsic noises can be neglected. To exhibit deterministic bistability, the system must consist of a single positive feedback loop with cooperative ligand binding (5, 6) [bacteriophage λ (7), reverse tetracycline transactivator switch in Saccharomyces cerevisiae (8) , lac operon in Escherichia coli (9), MAPK cascade in Xenopus oocytes (10)], multiple feedback loops with cooperativity (6, 11, 12) [Ptrc-2/P1 toggle switch (13) ], or multiple feedback loops without cooperativity (14) . 2. When the system is described as a continuous dynamical system with multiplicative noise, the noise can induce a bimodal response, which would not occur in a deterministic case. (i) Shift of the bistability range due to noise. In a system that can be bistable in a certain range of parameters, but its current parameters place it in a monostable regime, the fluctuations can shift or stretch the range of parameters required for bistability to make the system effectively bistable (15) (16) (17) [Gal regulatory network (18) ].
(ii) Emergence of bistability due to noise. Theoretical studies predict that multiplicative noise can introduce bifurcations in systems that are monostable for all parameter ranges (17, (19) (20) (21) (22) (26) (27) (28) (29) (30) (31) . In this paper, we refer only to one of the hypothesized sources of transcriptional pulsing; namely, the discrete random binding/ unbinding of TFs. In that case, BTP arises when the average time between the binding and unbinding events is greater than the time scales of other processes in the system. The rare events of TF binding change the position of the deterministic steady state from maximum production to total repression, allowing the system enough time to settle down in these states (26, 31) . When the amount of TF is constant across the cell population, the product distribution converges to unimodal as TF binding/unbinding becomes too frequent for the target gene to respond (30) .
Recent studies on the bimodality of gene expression have focused on the search for this effect in the systems that are different from those listed above: deterministically monostable closed-loop systems with noncooperative TF binding (32) and open-loop systems with cooperative TF binding (33) (34) (35) (36) (37) . However, it has remained unclear how the cooperativity is connected to bimodality in those systems and whether the noncooperative binding of TFs can give rise to bimodality in open-loop cascades.
The goal of our work is to answer these questions. We consider the model of gene expression in a two-step cascade (a minimal open-loop system) in which the regulatory gene produces TFs that have a nonlinear effect on the activity of the target gene. The transcription rate of the target gene can be then described as a nonlinear function of the TF concentration in a given cell. We will refer to this function as the transfer function (38) . We assume that TF molecules are unimodally distributed across the cell population because of translational bursting of the regulatory gene and cell division (39, 40) . The transfer function acts as a nonlinear noise filter, transforming the unimodal TF distribution (input noise) into the bimodal distribution of transcription rates in the cell population (output noise).
In the qualitative considerations of Niepel et al. (41) and Kaern et al. (30) , a sigmoidal transfer function (i.e., cooperative TF binding) was assumed as the underlying cause of the noise filter induced bimodality (NFIB). Examples of NFIB have been obtained by numerical calculation in two theoretical works (34, 36) . In ref. 34 this effect was observed only in highly cooperative cascades of three or more genes, whereas in ref. 36 it was attributed to high cooperativity in a two-gene cascade. However, these works did not provide a rigorous analysis of the mechanism of NFIB nor conditions for the bimodality. In the experimental studies of open-loop tetracycline repressor (TetR)-based cascades with cooperative TF binding (33, 35, 37) and closed-loop Tet-Off cascades with autoregulation of the noncooperative tTA activator (32) , bimodal gene expression was observed as a result of noise in TF production.
There are no theoretical studies on the conditions for NFIB to occur and, in particular, on the possibility of its occurrence in noncooperative systems. In this paper, we prove by analytical calculation of the conditions for NFIB that bimodality can occur in the minimal gene cascade with noncooperative TF binding.
Model
We consider the model of gene expression in a two-step cascade (Fig. 1) . The regulatory gene produces TFs that control the production of a target protein from the target gene. The distribution of TFs across the cell population is nonuniform because of stochastic effects in gene expression (30, 42) . We assume that these effects are dominated by translational bursting of the regulatory gene and cell division (39, 40) , which are much slower than transcription and translation from the target gene, so that the amount of TF in each cell in the population can be considered constant within the time scales of synthesis and degradation of the target gene products. For a large number R of TFs, their stationary distribution tends to the continuous gamma distribution (28, 39, 40) (Fig. S1 ):
where α is the mean number of TF production bursts per cell cycle, and β is the average size of the TF production bursts.
(All distributions that we consider in this paper are stationary distributions.) We assume that TF binding and unbinding are the fastest reactions in the system and that TF production and degradation are the slowest reactions in the system (15, 43) . On the contrary to BTP, the average time between the events of TF binding and unbinding is then shorter than the time of relaxation of the target gene to its steady state. The rate of transcription from the target gene is then proportional to a nonlinear function hðRÞ (the transfer function). From now on, we will analyze as a working example the system where TFs are repressors. In the case of activation, all the calculations presented below are valid with the substitution h 0 ðRÞ ¼ 1 − hðRÞ. For a noncooperative binding of n repressors,
[2]
For a strongly cooperative binding of n repressors (i.e., when the maximum occupation of binding sites dominates),
[3]
n ≥ 1 is the number of repressor binding sites and c is the ratio of binding to unbinding rates for each repressor (see SI Model for detailed analysis).
Results

Unimodal TF Distribution Can Generate a Bimodal Distribution of
Transcription Rates. The transfer function hðRÞ transforms the distribution of repressors pðRÞ into the distribution qðhÞ of transcription rates (SI Results). For noncooperative binding of n repressors,
The extrema of qðhÞ are defined by the intersection points of the rescaled transfer function given by Eq. 2:
and the straight line (see SI Results for derivation):
Fig. 2 A and B shows that two cases should be considered, depending on the frequency of repressor production bursts α. For α < 1, a maximum at h ¼ 1 exists, independent of the intersections, and another maximum emerges when LðRÞ has a sufficiently small slope (large β) to intersect with zðRÞ. For α > 1, there is always one intersection, which defines the only maximum, and thus bimodality in the transcription-rate distribution is impossible in this regime. For the cooperative binding of n repressors,
The extrema of qðhÞ are defined by the intersection points of the transfer function given by Eq. 3 and the straight line Nonlinear transcription rate transforms a unimodal distribution of TFs into a bimodal distribution of target proteins. Transcription is regulated by TFs (here, repressors) R, which bind to n binding sites within operator region, with or without cooperativity. Transcription rate is proportional to a nonlinear function of TF number (transfer function) hðRÞ. The figure shows the most simple case: noncooperative binding, with hðRÞ given by Eq. 2 with n ¼ 1, TF binding rate k on , and unbinding rate k off . mRNA M degrades with rate k dm . The target protein P is produced with rate k p and degrades with rate k dp . The transfer function hðRÞ acts as a nonlinear noise filter that transforms the unimodal input [TF distribution pðRÞ generated by the regulatory gene] into a bimodal output [distribution qðhÞ of the rates of transcription from the target gene]. Consequently, the distributions of mRNA p mrna ðMÞ and the target protein p prot ðPÞ are bimodal.
Fig. 2 C and D also shows two cases. For α < n, a maximum at h ¼ 1 exists, independent of the intersections, and another maximum emerges when LðRÞ intersects with hðRÞ. For α > n, all extrema are defined by the intersections, and two maxima can emerge only in a narrow range of β, when LðRÞ intersects hðRÞ three times. The above findings have been summarized in Table S1 . For the noncooperative case, the moments of qðhÞ are given by
and for the cooperative case,
The analytical solutions of Eqs. 9 and 10, although lengthy, are easily obtained using a symbolic algebra software (see Eqs. S39-S41). Further on, we will focus on the case of noncooperative TF binding, and the analogous analysis of the cooperative case is presented in SI Results. The variance σ 2 h of qðhÞ can be considered a measure of its bimodality. From the geometric construction it follows that the maximal variance σ 2 h; max ¼ 1∕4 is obtained for a maximally bimodal qðhÞ ¼ ½δðhÞ þ δðh − 1Þ∕2; i.e., the sum of two Dirac delta functions. In the bimodal regime of α and β, the stronger the bimodality is, the higher σ 2 h (Fig. 3 A and B ).
Transcriptional and Translational Noises Decrease the Bimodality of
Target mRNA and Protein Distributions. Transcriptional and translational noises are the intrinsic noises due to a small number of molecules of mRNA or protein, respectively. In the presence of transcriptional noise, the stationary distribution of mRNA for a constant number of repressors is given by the Poisson distribution, with mean and variance K M h ¼ k m h∕k dm :
When both transcriptional and translational noises are present and k dp ≪ k dm , the target protein distribution for a constant number of repressors is approximated by the negative binomial distribution.
with ah ¼ ðk m ∕k dp Þh being the number of protein production bursts per cell cycle, and b ¼ k p ∕k dm being the number of protein molecules per burst (28) . The mean is equal to abh and the variance is equal to abhð1 þ bÞ. For large P, Eq. 12 tends to the gamma distribution pðP; ah;bÞ. To take into account the distribution pðRÞ of repressor molecules across the cell population, we convolve the distribution of transcription rates qðhÞ with the distributions of mRNA p 1 ðh;MÞ or proteins p 2 ðh;PÞ. If qðhÞ is bimodal, then the resulting distribution of mRNA
and the distribution of proteins
may also be bimodal (Fig. 3D and Fig. S2 ). We integrated the theoretical distributions (Eqs. 13 and 14) numerically using the Maple software (Maplesoft). We compared them with the results of stochastic simulations, performed using the Gibson-Bruck version (44) of the Gillespie algorithm (45) . The calculation of the Kullback-Leibler divergence between the theoretical and simulated distributions shows that the results are in an excellent agreement within the range of validity of the model (Figs. S2-S5 ).
The bimodality of p mrna and p prot decreases and, finally, disappears as the intrinsic noises increase (Fig. S2 ).
Protein Distribution Can Recover the Bimodality Lost due to Intrinsic
Noise at the mRNA Level. Below, we derive an approximate method of estimating whether the bimodality persists in spite of the intrinsic fluctuations. The integrals of Eqs. 13 and 14 denote sum-
The extrema of qðhÞ are the points of intersection of the rescaled transfer function zðRÞ (Eq. 5) and the straight line LðRÞ (Eq. 6) (noncooperative case), or the transfer function hðRÞ (Eq. 3) and the straight line LðRÞ (Eq. 8) (cooperative case). A and B show the simplest case of noncooperativity, with n ¼ 1 and zðRÞ ¼ hðRÞ. The height at which LðRÞ intersects the vertical axis depends on the number α of repressor production bursts per cell cycle. mation of the unimodal distributions p 1 (or p 2 ) with the weight qðhÞ. If p 1 and p 2 were infinitely narrow, then p mrna ðM∕K M Þ and p prot ðP∕ðabÞÞ would exactly map qðhÞ (Eq. S43). The wider p 1 (or p 2 ) is, the more smeared out p mrna (or p prot ) becomes compared to qðhÞ. Within the integration range, p 1 ðM;h ¼ 1Þ and p 2 ðP;h ¼ 1Þ are the widest, and therefore they have the greatest possible contribution to smearing out the bimodality. When the variance of p 1 ðM∕K M ;h ¼ 1Þ [or p 2 ðP∕ðabÞ;h ¼ 1Þ] is much smaller than the variance of qðhÞ, then p mrna (or p prot ) is bimodal ( Fig. 3 A and B) . For the mRNA distribution, the condition for bimodality can be written as
and for the protein distribution,
From 15 and 16, it follows that for small k m ∕k dm the mRNA distribution p mrna loses the bimodality, but the protein distribution p prot can recover the bimodality if k p ∕k dp is large (Fig. 3 C and D) .
Intrinsic Noise due to TF Binding/Unbinding Increases the Bimodality of Target mRNA and Protein Distributions. The formulas of Eqs. 13 and 14 for the mRNA and protein distributions neglect the intrinsic noise caused by the discrete nature of TF binding/unbinding, and thus they are valid when the kinetics of that process is faster than other reactions in the system. Using the simulations, we tested the behavior of the system beyond that range (SI Results).
As the mean time between the consecutive events of TF binding and unbinding increases, the bimodality of the mRNA distribution abruptly increases when the slowest rate of the transcription process exceeds k off , the slowest rate connected with TF binding/ unbinding. Similarly, the bimodality of the protein distribution increases abruptly when k off is smaller than the slowest rate of both transcription and translation stages. On those time scales a transition occurs between two types of bimodality that originate from two different phenomena: The NFIB (caused by fast TF binding/unbinding combined with a nonlinear dependence of protein transcription on TF abundance) makes a transition to BTP (caused by discrete, slow, TF binding/unbinding). The left peak of the distribution moves to zero because the mRNA or protein have enough time to totally degrade while the TF is bound to the operator. The right peak moves to the right, to the values corresponding to the maximum production of mRNA or protein in the total absence of TF. Because most protein lifetimes, in both eukaryotes (46, 47) and prokaryotes (48) , are longer than mRNA lifetimes, an overlap is possible, where the mRNA distribution exhibits BTP but the protein distribution is still in the NFIB regime ( Fig. S3 A-C) . In this case, proteins respond to time-averaged fluctuations of mRNA level (28), but on the time scale of mRNA lifetime the operator state is no longer time-averaged (25) . In the case of NFIB, each cell in the population remains at its own expression level because the TF binding/unbinding is much faster than the response of the target gene (Fig. S6A) , whereas for BTP, individual cells switch their expression levels in time because the TF binding/unbinding is sufficiently slow for the target gene to respond (Fig. S6B) .
Bimodality of Target Protein Distribution Decreases as the Ratio of TF/
Protein Lifetimes Decreases. The model assumes TF production and degradation much slower than other processes in the system, so that each cell has a constant number R of TFs within the time scales of transcription and translation (Fig. S7) . We tested the behavior of the system beyond that range (Fig. 4 and Figs. S3-S5 ). When the ratio of TF/protein lifetimes decreases, the protein distribution loses the bimodality (Fig. 4A ). Fig. 4B shows the protein noise η prot ¼ σ 2 prot ∕hPi 2 ¼ η int þ η reg depending on the ratio of TF/protein lifetimes. η int ¼ ð1 þ bÞ∕ðabhhiÞ is the contribution from intrinsic noises, and η reg is the regulatory noise (48, 49) . When the TF lifetime is shorter than the protein lifetime, η reg tends to zero. When the TF lifetime is longer than the protein lifetime, η reg tends to the maximum regulatory noise η h ¼ σ 2 h ∕ hhi 2 . Fig. S8 shows that the nonmonotonic behavior of η h for varying α and β is not connected with bimodality, on the contrary to the variance σ 2 h (Fig. 3) . When the TF lifetime is comparable to the protein lifetime, the bimodality is no longer present, whereas the regulatory noise η reg is still present (Fig. 4) . This finding may explain the results of Taniguchi et al. (48), who did not detect evident bimodal distributions of proteins in E. coli, in spite of the fact that their study covered about one-fourth of the genome. They found, however, some regulatory noise contributions. We argue that the absence of bimodality could be the effect of long life of the studied YFP-protein fusions, which are more stable than native proteins (48) , and therefore their lifetimes can be comparable or longer than the lifetimes of TFs responsible for the regulation. The same effect could also explain the almost bimodal protein distribution, experimentally observed in ref. 33 , where the TF was produced in a time scale comparable with transcription and translation of the target gene products.
Change in Inducer or Corepressor Concentration Causes Transitions
Between the Unimodal and Bimodal Gene Expression. The geometric construction allows one to predict the behavior of the system in the presence of effectors (inducers or corepressors). They modify the TF activity by changing its binding or unbinding rates. Increasing k on or decreasing k off corresponds to the increase of c, which modifies the shape of the transfer function hðRÞ. As a result, the points of intersection between the straight line LðRÞ and hðRÞ 
, and the other parameters are the same as in Fig. 2A with β 1 . may appear or disappear. In the noncooperative system with α < 1, the unimodal protein distribution makes a transition to bimodal as c increases (Fig. 5A ). In the cooperative system, the case of α < n is the same as for the noncooperative system. For α > n, bimodality emerges and then disappears as c increases (Fig. 5B) . These effects may explain the experimental results of Nevozhay et al. (33) and Dublanche et al. (35) , where the activity of TetR was controlled by anhydrotetracycline inducer, and the gene expression varied from unimodal to bimodal and again to unimodal as the inducer concentration increased.
Discussion
We presented a simple theoretical method of prediction of NFIB gene expression. The bimodality is caused by a random distribution of TFs having a nonlinear effect on the promoter activity. The analytical prediction of this phenomenon by use of the master equation approach is impossible. The method we propose is based on a simple geometric construction. An inspection of the construction reveals that a unimodal TF distribution can generate bimodal distributions of transcription rates in systems with cooperative as well as noncooperative binding of n TFs. The construction links the existence of bimodality with two clearly distinct elements of the two-gene cascade: (i) the transfer function hðRÞ, connected with the target gene only, whose shape depends solely on the TF binding/unbinding kinetics, and (ii) the straight line LðRÞ, defined through the way in which the TFs are produced by the regulatory gene [the slope of LðRÞ depends on the average size β of the TF production bursts, whereas its intersection with the vertical axis depends on the number α of TF production bursts per cell cycle]. The only common parameter that links i and ii is the number of TF binding sites n. The method also holds when the parameters of the gamma distribution of TFs have a different interpretation, as may happen when extrinsic fluctuations influence the TF expression (48) .
The construction alone allows for prediction of bimodality of mRNA and protein distributions when transcriptional and translational noises are small (then the mRNA and protein distributions simply reflect the distribution of transcription rates). In that case, the prediction does not require the calculation of the distributions. It is sufficient to know the following experimental data: (i) the transfer function (dose-response curve) and (ii) the parameters α and β describing the TF production. When the contribution of transcriptional and translational noises is significant, the mRNA and protein distributions do not fully reflect the transcription-rate distribution, and an explicit calculation of those distributions is needed. The distributions are then calculated by convolution of the transcription-rate distribution with the known formulas for mRNA and protein distributions for a constant number of TFs. In the case of transcriptional leakage, the distributions would additionally shift their left peak toward higher levels of proteins (Fig. S9) .
The geometric construction provides a tool for a number of detailed considerations. Our calculation may explain the bimodal distributions obtained numerically by refs. 34 and 36. The method allows one to find the conditions for bimodality to appear or disappear as the concentration of inducers/corepressors is varied, which may explain the experimental results of refs. 33 and 35. The construction puts into formal frames the qualitative arguments that the variance of protein distribution is the greatest in the most sensitive range of the transfer function (50, 51) and that the increased variance may give rise to bimodality in that range (30, 36) . Our time-scale analysis may explain why clear bimodal distributions were not observed in the experiments (33, 48) in which TF lifetimes were comparable or shorter than the protein lifetimes.
NFIB in a noncooperative system should be most directly observed in synthetic gene networks, such as that described by To and Maheshri (32) . Accurate values for kinetic parameters are usually not available, which makes it extremely difficult to design a network that produces the expected output. The geometric construction (Fig. 2 ) may provide qualitative clues for the design of the experiments. The initiation rate of translation of the regulatory gene products can be varied by modifying the ribosome binding site (13, 37, 52) . Thus, the system can be adjusted to a bimodal regime by changing the average size of the TF production bursts β. The TF lifetimes must be longer than the target protein/mRNA lifetimes. The expression of the reporter gene should be efficient on transcriptional rather than translational stage. At histogram acquisition using flow cytometry, the logarithmic bin frequency should be carefully chosen because narrow peaks may be invisible in wide bins. To distinguish between NFIB and BTP, one can use two copies of the target gene, controlled by identical operators, with different reporter genes incorporated (53) . NFIB would result in a largely correlated expression of the reporter proteins (perturbed only by intrinsic noise connected with transcription and translation), whereas in the case of BTP the expression would A B Fig. 4 . When TF degrades in a comparable time scale as the target proteins, the regulatory noise is still present, but the bimodality disappears. (A) The bimodality of the protein distribution decreases as the degradation rate k dp of the protein becomes slower than the degradation rate of TFs (solid line, theoretical prediction, Eq. 14). As the TF degradation becomes much faster then that of the target protein, the target gene does not react to variations in R (Fig. S7B) , and it only experiences the mean transcription rate k m hhðRÞi. The unimodal distribution is then theoretically calculated from Eq. 12 with hhðRÞi (dashed line). ω ¼ k dp ∕k dr is the ratio of the slowest timescales of protein, and TF. k dr ¼ 10 −4 was constant, whereas k dp was varied. At the same time, k p , k m , and k dm were rescaled in such a way that the mean numbers of mRNA and proteins were constant. (B) The presence of regulatory noise in the system, depending on the ratio of TF/protein lifetimes. When the TF lifetime is much shorter than the protein lifetime, the protein noise tends to its lower bound; i.e., the intrinsic noise η int is only present. When the TF lifetime is much longer than the protein lifetime, the protein noise tends to its upper bound η int þ η h , where η h is the maximum of the regulatory noise. At intermediate time scales, where the regulatory noise is between zero and η h , the bimodality may not be present any longer (A). In particular, the bimodality is not present when the TF lifetime is comparable to the protein lifetime.
A B be uncorrelated (because of the addition of strong intrinsic noise connected with the operator state).
Our findings also open the question of how the particular types of bimodality and the shapes of distributions affect the survival of population in a fluctuating environment. Bimodal distributions can be generated in two ways: (i) Static bimodality. In the case of NFIB (frequent TF binding/unbinding), the population is not homogeneous, but each cell remains at its own expression level. (ii) Dynamic bimodality. For BTP (rare TF binding/unbinding), individual cells switch their expression levels in time, so that each cell has a similar history. Acar et al. (2) showed that "slow switchers" (cells that rarely switch between different expression levels) have a fitness advantage in a slowly varying environment, whereas "fast switchers" are adapted to an environment that fluctuates rapidly. We hypothesize that BTP could be a preferred strategy for the fast switchers, whereas NFIB could be a strategy that allows the slow switchers to generate a bimodal distribution of phenotypes, which would guarantee the survival of an optimal fraction of population. One can, however, speculate that the dynamic bimodality might be more advantageous for survival from the viewpoint of an individual cell, because the cell is not locked in its phenotype in the period between the divisions. On the other hand, the bimodal distributions generated by BTP are sharp, whereas the distributions generated by NFIB can be wide and even almost uniform (Fig. 2D) , which might give an advantage under the conditions of fluctuating selection; i.e., when the stress threshold (1) randomly varies its position. Indeed, it has been observed that fluctuating selection increases phenotypic diversity in bacteria (54, 55) .
