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Abstract
We consider the complexity of problems related to the combinato-
rial game Free-Flood-It, in which players aim to make a coloured graph
monochromatic with the minimum possible number of flooding oper-
ations. Although computing the minimum number of moves required
to flood an arbitrary graph is known to be NP-hard, we demonstrate a
polynomial time algorithm to compute the minimum number of moves
required to link each pair of vertices. We apply this result to compute
in polynomial time the minimum number of moves required to flood a
path, and an additive approximation to this quantity for an arbitrary
k×n board, coloured with a bounded number of colours, for any fixed
k. On the other hand, we show that, for k ≥ 3, determining the mini-
mum number of moves required to flood a k × n board coloured with
at least four colours remains NP-hard.
1 Introduction
In this paper we consider the complexity of a number of problems related to
the one-player combinatorial game Flood-It, first studied by Arthur, Clifford,
Jalsenius, Montanaro and Sach in [1]. The original game is played on a board
consisting of an n × n grid of coloured squares, where each square is given
a colour from some fixed colour-set. The player makes a move by changing
the colour of the monochromatic path-connected area containing the top
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left square, and the goal is to make the entire board monochromatic with
the minimum possible number of such moves. We also consider the “free”
variant of Flood-It in which at each move, as well as choosing a colour, the
player can choose freely which area’s colour to change.
The game can more generally be played on any graph G equipped with a
colouring ω. Here, in the free version, a move consists of choosing a vertex v
and a colour d, and giving all vertices in the same monochromatic component
as v colour d. Alternatively, we may always play moves at some fixed vertex,
as in the original version of the game. Again, in either case, the aim is to
make the entire graph monochromatic using as few moves as possible.
For any board or, more generally, coloured graph, we define the following
problems.
• FIXED-FLOOD-IT is the problem of determining the minimum num-
ber of moves required to flood any given coloured graph, if we always
play at a specified vertex. The number of colours may be unbounded.
• FREE-FLOOD-IT is the same problem when we are allowed to make
moves anywhere in the graph.
• c-FIXED-FLOOD-IT and c-FREE-FLOOD-IT respectively are the vari-
ants of FIXED-FLOOD-IT and FREE-FLOOD-IT in which only colours
from some fixed set of size c are used.
In [1], Arthur, Clifford, Jalsenius, Montanaro and Sach show that, for any
c ≥ 3, c-FIXED-FLOOD-IT and c-FREE-FLOOD-IT are both NP-hard on
a standard n× n board. They further show that, unless P = NP, there can
be no constant-factor (independent of the number of colours c) polynomial
time approximation algorithm.
We prove a number of results about the game played on both general
graphs and paths, and give a polynomial-time algorithm to compute the
minimum number of moves required to connect each pair of vertices in a
general graph. Using some of these results, we then consider the game played
on a rectangular k × n board for various fixed values of k.
In particular, we prove the following results.
• 2-FREE-FLOOD-IT is solvable in polynomial time, answering an open
question from an earlier version of [1] (posted January 2010).
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• In an arbitrary graph G = (V,E) coloured with any colour-set C,
the number of moves required to connect the vertices u and v can be
computed, for every pair (u, v) ∈ V 2, in time O(|V |3|E||C|2).
• FREE-FLOOD-IT, restricted to 1 × n boards, can be solved in poly-
nomial time.
• We can compute in polynomial time an additive approximation to c-
FREE-FLOOD-IT, restricted to k × n boards, for any fixed integers k
and c.
• 4-FIXED-FLOOD-IT and 4-FREE-FLOOD-IT remain NP-hard when
restricted to 3× n boards.
Two recent papers ([2] and [5]) both independently show our first result,
that 2-FREE-FLOOD-IT is polynomially solvable on general graphs. In [5],
Lagoutte also shows that FIXED-FLOOD-IT is polynomially solvable on
cycles, whereas for c ≥ 3, c-FIXED-FLOOD-IT and c-FREE-FLOOD-IT are
NP-hard when restricted to trees. The hardness of c-FIXED-FLOOD-IT on
trees was shown independently by Fleischer and Woeginger in their analysis
of variants of the related Honey-Bee Game [4].
Clifford, Jalsenius, Montanaro and Sach give in [2] an O(n) algorithm
to solve FIXED-FLOOD-IT on 2 × n boards. In a companion paper [6]
we complete the picture for such boards by considering the complexity of
(c-)FREE-FLOOD-IT. In particular, we show that for any fixed c, c-FREE-
FLOOD-IT is fixed parameter tractable with parameter c; on the other hand,
FREE-FLOOD-IT remains NP-hard when restricted to 2× n boards.
We begin in Section 2 with some notation and definitions, then in Section
3 we consider 2-FREE-FLOOD-IT. In Section 4 we derive results for general
graphs and apply them to the cases of 1×n and k×n boards, before showing
the complexity results for 3× n boards in Section 5.
2 Notation and Definitions
Although the original Flood-It game is played on a square grid, we can more
generally consider the same game played on any graph G = (V,E), with
an initial colouring using colours from the colour-set C. Then each move
m = (v, d) consists of choosing some vertex v ∈ V and a colour d ∈ C, and
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assigning colour d to all vertices in the same monochromatic component as v.
The goal is to make every vertex in G the same colour, using as few moves as
possible. We may assume, without loss of generality, that the initial colouring
is proper: if not, we simply contract each monochromatic component to a
single vertex.
Given any connected graph G, equipped with a proper colouring ω, we
define m(G,ω, d) to be the minimum number of moves required to give all its
vertices colour d, and m(G,ω) to be mind∈Cm(G,ω, d). For any subgraph H
of G, we write ω|H for the colouring ω restricted to H. Given any sequence
of moves S on a graph G with initial colouring ω, we denote by S(ω,G) (or
simply S(ω) if G is clear from the context) the new colouring obtained by
playing S in G.
Let A be any subset of V . We then say a move m = (v, c) is played in
A if v ∈ A, and that A is linked if it is contained in a single monochromatic
component. The (edge) boundary of A is defined to be the set of edges
b = {uv ∈ E : u ∈ A, v /∈ A}, and we say that A1, A2 ⊆ V are adjacent if
their edge boundaries have nonempty intersection. We call any connected
induced subgraph of G an area.
When we consider the game played on a rectangular board B, we are
effectively playing the game in a graph GB with an initial (proper) colouring
ωB. This graph is obtained from the planar dual of B (in which there is one
vertex corresponding to each square of B, and vertices are adjacent if they
correspond to squares which are either horizontally or vertically adjacent in
B) by giving each vertex the colour of the corresponding square in B, and
contracting every monochromatic component to a single vertex. We define a
region of the board B to be a collection of squares corresponding to a single
vertex in GB, and thus regions are fixed by the initial colouring. We shall
sometimes use B as a shorthand for GB, ωB (writing, for example, m(B)
rather than m(GB, ωB)).
3 2-FREE-FLOOD-IT is solvable in polyno-
mial time
In this section we consider the free version of two-colour Flood-It, played on
an arbitrary connected graph G = (V,E). When making a move m = (v, d)
in such a game, our only choice is the vertex at which we play, as there is
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only one possible way to change its colour. Making a move in the game then
corresponds to picking a vertex v ∈ V and contracting all edges incident with
it, and the aim of the game is to reduce the graph to a single vertex with
as few moves as possible. We can then regard any strategy as a sequence of
vertices around which we perform contractions. Of course, we may contract
at a vertex w which was created by an earlier contraction, but in this case
we can always choose a vertex u from the original graph as a representative
for w, and regard the contraction as being performed about u.
Lemma 3.1. There exists an optimal strategy in which we contract at the
same vertex in every move.
Proof. Suppose that, for some v1, . . . , vk ∈ V , S = vr11 . . . vrkk is an optimal
sequence, with k as small as possible (where we perform ri consecutive con-
tractions about the vertex vi). We will show that, if k ≥ 2, there exists a
sequence of moves, of no greater length, which contracts the graph to a sin-
gle vertex and in which contractions are performed about only k− 1 distinct
vertices, contradicting the minimality of k and thus proving the result.
Let us denote by G′ the graph obtained by performing the sequence of
contractions vr11 . . . v
rk−2
k−2 , so the remaining contractions about vk−1 and vk
reduce G′ to a single vertex. We claim that there exists a single vertex w
such that all vertices in G′ are at distance at most rk−1 + rk from w, and
hence we can perform rk−1 +rk contractions about w to reduce G′ to a single
vertex, giving our contradiction to the minimality of k.
Consider a shortest path P from vk−1 to vk in G′. Without loss of gen-
erality we may assume d(vk−1, vk) > rk−1, otherwise vk is absorbed by the
contractions performed around vk−1 and, in order to minimise the number of
distinct vertices, we would have chosen vk−1 as a representative for the vertex
about which we perform the remaining contractions. Observe also that the
length of P is at most rk−1 + rk, or the two final sets of contractions would
not reduce P to a single vertex.
Let α = rk−1+rk−d(vk−1, vk) ≥ 0. We can then consider the last rk−1+rk
moves of S in three stages.
1. The first rk−1 moves contract all vertices at distance at most rk−1 from
vk−1 in G′ to a single vertex, u1, in the new graph G1.
2. The next rk − α moves contract all vertices at distance at most rk − α
from vk in G1 to a single vertex u2 in the new graph G2. Note that u1
is absorbed only at the final step.
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3. The remaining α moves absorb only vertices within distance α of u2 in
G2. Thus we absorb any vertices at distance at most rk from vk in G
′,
and additionally any other vertices at distance at most α from u1 in
G1, that is vertices at distance at most rk−1 + α from vk−1 in G′.
Hence, as these rk−1 + rk moves reduce G′ to a single vertex, we know that
for every vertex x ∈ G′, either d(x, vk) ≤ rk, or d(x, vk−1) ≤ rk−1 + α.
Now set w to be the vertex on P at distance rk−1 from vk. It remains to
check that if d(x, vk) ≤ rk or d(x, vk−1) ≤ rk−1 + α then we have d(x,w) ≤
rk−1 + rk.
First suppose d(x, vk) ≤ rk. Then
d(x,w) ≤ d(x, vk) + d(vk, w) ≤ rk + rk−1,
as required. Now suppose that d(x, vk−1) ≤ rk−1 + α. But then we have
d(x,w) ≤ d(x, vk−1) + d(vk−1, w)
≤ rk−1 + α + d(vk−1, vk)− rk−1
= rk−1 + rk,
as required.
Theorem 3.2. 2-FREE-FLOOD-IT is solvable in polynomial time on arbi-
trary graphs.
Proof. By Lemma 3.1, it is enough to consider strategies in which we con-
tract about the same vertex in every move. It is clear that the number
of moves required, if we always contract around the vertex v, is equal to
maxu∈V (G) d(u, v), and that the minimum number of moves required to flood
the entire graph is obtained by taking the minimum over all possible vertices
v. But this is exactly equal to the radius of the graph, which can easily be
computed in polynomial time.
4 General results for Free-Flood-It
The main result of this section is a polynomial-time algorithm to determine
the minimum number of moves required to link u and v, for every pair of
vertices (u, v) in an arbitrary connected graph. We begin by proving two
auxiliary results about the special case in which the game is played on a
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path, and then apply these results to sequences of moves linking pairs of
vertices in arbitrary connected graphs.
We start with a monotonicity result for paths.
Lemma 4.1. Let P be a path, with colouring ω from colour-set C, and let
P ′ be a second coloured path with colouring ω′, obtained from P by deleting
one vertex and joining its neighbours. Then, for any d ∈ C, m(P ′, ω′, d) ≤
m(P, ω, d). We also have m(P ′, ω′) ≤ m(P, ω).
Proof. Fix d ∈ C, and note we may assume that ω is a proper colouring of P
(contracting monochromatic components if necessary, and observing that the
result is trivially true if v has a neighbour of the same colour). We proceed
by induction on m(P, ω, d). The result is trivially true for m(P, ω, d) = 0, so
assumem(P, ω, d) ≥ 1 and that the result holds for any pathQ with colouring
ωQ such thatm(Q,ωQ, d) < m(P, ω, d). Let S be an optimal sequence to flood
P in colour d, and let α be the first move of S. Suppose that V (P ′) = V (P )\
{v}, and that E(P ′) = (E(P ) \ {uv : u ∈ V (P )}) ∪ {uw : u 6= w ∈ Γ(v)}.
First suppose that α is not played at the vertex v. Then we can play α on
P ′, and the path P ′ with colouring α(ω′, P ′) is identical to that obtained from
P with colouring α(ω, P ) by deleting the vertex v and joining its neighbours.
Moreover, m(P, α(ω, P ), d) < m(P, ω, d), and so by the inductive hypothesis
we have m(P ′, α(ω′, P ′), d) ≤ m(P, α(ω, P ), d). Thus
m(P ′, ω′, d) ≤ 1 +m(P ′, α(ω′, P ′), d) ≤ 1 +m(P, α(ω, P ), d) = m(P, ω, d),
as required.
Now suppose α is played at v. Then the path obtained from P with
colouring α(ω, P ) by deleting the vertex v and joining its neighbours gives
the path P ′ with colouring ω′, since ω is a proper colouring and so changing
the colour of v cannot change the colour of any other vertex. Hence, as
m(P, α(ω), d) < m(P, ω, d) we have, by the inductive hypothesis,
m(P ′, ω′, d) ≤ m(P, α(ω, P ), d) < m(P, ω, d).
Thus in all cases we have m(P ′, ω′, d) ≤ m(P, ω, d), and as this holds for
any colour d ∈ C it follows immediately that m(P ′, ω′) ≤ m(P, ω).
We also need a simple fact about additivity.
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Lemma 4.2. Let P1 and P2 be paths, with colourings ω1 and ω2 from colour-
set C, let P = P1P2 be the path obtained by concatenating P1 and P2, and let
ω be the colouring of P which agrees with ωi on Pi. Then, for any d ∈ C,
m(P, ω, d) ≤ m(P1, ω1, d) +m(P2, ω2, d).
Proof. For i ∈ {1, 2}, let Si be an optimal sequence to make Pi monochro-
matic with colour d. Suppose we begin by playing the sequence S1 on P .
This makes P1 monochromatic with colour d, and may also absorb some ver-
tices from P2. But by Lemma 4.1, we can make P
′
2, the remainder of P2,
monochromatic in colour d with a sequence T2 of at most |S2| moves. In the
course of T2, some vertex on P2 may absorb P1, but as this vertex ends up
with colour d, the sequence S1T2 must ultimately give P1 colour d. Hence
m(P, ω, d) ≤ |S1|+ |S2| = m(P1, ω1, d) +m(P2, ω2, d).
Before moving on to the general case, we need a few further definitions.
Suppose G = (V,E) is a connected graph, with colouring ω from colour set C,
and let u, v ∈ V . Then, for any d ∈ C, we define mG,ω(u, v, d) to be the min-
imum number of moves required to link u and v in G with a monochromatic
path of colour d. We then set mG,ω(u, v) = mind∈CmG,ω(u, v, d). When it is
clear from the context which graph G and colouring ω are being considered,
we may simply write m(u, v, d) or m(u, v).
Given two vertices u, v ∈ V , we define PG(u, v) to be the set of all u-v
paths in G. If S is a sequence of moves linking two vertices u and v, we say
that P ∈ PG(u, v) is critical with respect to S if, for all x, y lying on P , S
does not link x and y in G before they are linked along P .
Lemma 4.3. Let G be a connected graph, with colouring ω, and suppose that
S is a sequence of moves linking the vertices u1 and w2. Then there exists a
critical u1-w2 path with respect to S.
Proof. We proceed by induction on |S|. The base case for |S| = 1 is trivially
true, so we assume |S| > 1.
Let m be the first move in S that links u1 and w2. Denote by S1 the initial
segment of moves in S occurring before m, and by S2 those occurring after
m, so S = S1mS2. Let U be the maximal monochromatic area containing u1
immediately before m, and W the maximal monochromatic area containing
w2 at this point. There are two cases: either U and W are adjacent, or there
is some third monochromatic area V , adjacent to both, such that m changes
the colour of V to be the same as that of both U and W .
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First suppose we are in the second situation, so m changes the colour of
a third area, V , to link U and W . Let SU , SV and SW be the subsequences
of S1 consisting of moves played in the areas U , V and W respectively. As
U , V and W are maximal monochromatic areas, no move from any of the
subsequences has any effect on vertices outside the area in which it is played,
and so the subsequences are disjoint. Pick u2 ∈ U , w1 ∈ W and v1, v2 ∈ V
such that u2 is adjacent to v1 and v2 is adjacent to w1 (note that there must
exist at least one possible choice for each of these vertices, as U , V and V ,
W are adjacent).
Clearly if we play SU in G[U ] (with colouring ω|U) then this links u1 and
u2, and similarly SV links v1 and v2 in G[V ] and SW links w1 and w2 in G[W ].
Moreover, as each of these sequences is strictly shorter than S, we can apply
the inductive hypothesis to obtain a u1-u2 path PU in G[U ] such that no pair
of vertices on PU is linked in G[U ] before it is linked along PU . In the same
way we obtain v1-v2 and w1-w2 paths PV , PU in G[V ], G[W ] respectively.
U
V
Wu2u1
v2
v1
w2
w1
PU
PV PW
Figure 1: The path P
Now define P to be u1PUu2v1PV v2w1PWw2, as illustrated in Figure 1.
First observe that P is indeed a path: as U , V and W are disjoint, no vertex
may be repeated. We claim that P is the path we require. For, if not, there
exist vertices x and y on P and a move m′ ∈ S such that m′ links x and y
in G before they are linked along P . Clearly m′ cannot be from S2, as P is
monochromatic before any move in S2 is made, so x and y are already linked
along the path by this point. Nor can we have m′ = m, since if x and y are
not already linked along P before m, then m links them along P . So m′ ∈ S1.
But then x and y are linked before m, so they must both lie in one of U , V
and W (as these three areas are not linked immediately before m, and moves
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cannot unlink areas that were previously linked). Without loss of generality,
suppose x, y ∈ U . But then both x and y lie on PU so, by definition of PU ,
they are not linked in G[U ] before they are linked along PU , and hence (as
SU has the same effect on G[U ] as does the sequence S1 played in G) they
are not linked in G before they are linked along P . So P is as required.
Now suppose that in fact U and W are adjacent. We then choose u2 ∈ U
and w1 ∈ W so that u2 and w1 are adjacent (again noting that there must
exist such a pair of vertices). As before, we apply the inductive hypothesis
to obtain suitable paths PU and PW in G[U ] and G[W ] respectively, and by
exactly the same reasoning the path P = u1PUu2w1PWw2 is as required.
We now show that in order to determine mG,ω(u, v, d), it is enough to
consider only u-v paths in G.
Lemma 4.4. Let G = (V,E) be any connected graph with colouring ω from
colour-set C, and let u, v ∈ V and d ∈ C. Then
mG,ω(u, v, d) = min
P∈PG(u,v)
m(P, ω|P , d).
Proof. Let S be an optimal sequence to link u and v with colour d in G, and
let P be a critical u-v path with respect to S. Let S ′ be the subsequence
of S consisting of moves played in areas intersecting P , and without loss
of generality assume every move in S ′ is played on P (otherwise we may
replace it with an equivalent move played on P ). Then, as P is critical with
respect to S, the sequence S ′ played on the path P (considered as a separate
graph) has the same effect on P as does S when played in G, and so makes
P monochromatic. Thus,
mG,ω(u, v, d) = |S| ≥ |S ′| ≥ m(P, ω|P , d) ≥ min
P∈PG(u,v)
m(P, ω|P , d).
To show the reverse inequality, we prove by induction on m(P, ω|P , d)
that, for any P ∈ PG(u, v), mG,ω(u, v, d) ≤ m(P, ω|P , d). The base case,
for m(P, ω|P , d) = 0, is trivially true, so let P1 ∈ Puv and suppose S1 is a
nonempty optimal sequence to flood P1 with colour d. Consider the first
move, α, of S1.
First suppose that there exist two or more vertices on P1 whose colours
are changed by α when the move is played in G, but are not linked along the
10
u v
Q
P1 P2
x y
Figure 2: The u-v paths P1 and P2. The shaded area is a monochromatic
component of G with colouring α(ω,G).
path. Suppose x is the first such vertex on P1 when the path is traversed from
u to v, and y the last, and observe that there exists a monochromatic x-y
path Q in G with colouring α(ω,G). Let P2 be the u-v path in G obtained by
joining the segments of P1 from u to x and from y to v with the path Q, as
illustrated in Figure 2. Then the path P2 with colouring α(ω,G)|P2 can (after
contracting monochromatic components) be obtained from P1 with colouring
α(ω|P1 , P1) by deleting some consecutive vertices and joining the resulting
segments so, by Lemma 4.1, m(P2, α(ω,G)|P2 , d) ≤ m(P1, α(ω|P1 , P1), d) =
m(P1, ω|P1 , d)− 1. Hence, by the inductive hypothesis, we have
mG,α(ω,G)(u, v, d) ≤ m(P2, α(ω,G)|P2 , d),
and so
mG,ω(u, v, d) ≤ 1 +mG,α(ω,G)(u, v, d)
≤ 1 +m(P2, α(ω,G)|P2 , d)
≤ 1 +m(P1, α(ω|P1 , P1), d)
= m(P1, ω|P1 , d).
Now suppose that α does not change the colour of any such pair of ver-
tices on P1. Then α(ω,G)|P1 = α(ω|P1 , P1) and so m(P1, α(ω,G)|P1 , d) =
m(P1, ω|P1 , d)− 1. Applying the inductive hypothesis in this case then gives
mG,ω(u, v, d) ≤ 1 +mG,α(ω,G)(u, v, d)
≤ 1 +m(P1, α(ω,G)|P1 , d)
= m(P1, ω|P1 , d).
Thus we have
mG,ω(u, v, d) = min
P∈PG(u,v)
m(P, ω|P , d),
as required.
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Furthermore, we now see that if P is a critical u-v path with respect to
S, an optimal sequence to link u and v, then all moves in S are played on P .
Lemma 4.5. Let G be any connected graph with colouring ω, S an optimal
sequence of moves to link u, v ∈ V in G, and P a critical u-v path with
respect to S. Then all moves of S are played in areas intersecting P .
Proof. First note that, by Lemma 4.4, |S| ≤ m(P, ω). Let S ′ be the subse-
quence of S consisting of moves played in areas intersecting P , and without
loss of generality assume that all moves in S ′ are in fact played on P . Then,
as P is critical, S ′ played on the path P (considered as a separate graph)
makes P monochromatic, and so |S ′| ≥ m(P, ω). But then
|S| ≤ m(P, ω) ≤ |S ′| ≤ |S|,
so we must have equality throughout. In particular, |S ′| = |S| and hence all
moves of S are played in areas intersecting P .
Next we show that it cannot be harder to connect a pair of vertices in a
larger graph.
Corollary 4.6. Suppose G is any connected graph, with colouring ω from
colour-set C, and let H be a connected subgraph of G, d ∈ C and u, v ∈ V (H).
Then
mH,ω(u, v, d) ≥ mG,ω(u, v, d).
Proof. As H is a subgraph of G, it is clear that PH(u, v) ⊆ PG(u, v). Thus,
by Lemma 4.4, we have
mH,ω(u, v, d) = min
P∈PH(u,v)
mP,ω(P, ω, d) ≥ min
P∈PG(u,v)
mP,ω(P, ω, d) = mG,ω(u, v, d).
Our final auxiliary result before the main theorem of this section concerns
the additivity of connection times.
Corollary 4.7. Let G = (V,E) be any connected graph with colouring ω
from colour-set C, and let u, v ∈ V , xy ∈ E and d ∈ C. Then
m(u, v, d) ≤ m(u, x, d) +m(y, v, d).
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Proof. By Lemma 4.4, there exist u-x and v-y paths Pux and Pyv in G such
that mG(u, x, d) = m(Pux, ω|Pux , d) and m(y, v, d) = m(Pyv, ω|Pyv , d). Then
PuxPyv gives a u-v walk in G, and so we can obtain a u-v path Puv in G by
deleting some vertices from PuxPyv (and joining their neighbours). Then
m(u, v, d) ≤ m(Puv, ω|Puv , d) by Lemma 4.4
≤ m(PuxPyv, ω|PuxPyv, d) by Lemma 4.1
≤ m(Pux, ω|Pux , d) +m(Pyv, ω|Pyv , d) by Lemma 4.2
= m(u, x, d) +m(y, v, d) by choice of Pux,Pyv.
Using these results, we now consider how to calculate the minimum num-
ber of moves required to link all pairs of vertices in an arbitrary graph.
This problem is similar to the all-pairs shortest path problem, which can be
solved in time O(|V |3) using the Floyd-Warshall algorithm, as described in
[3]. Here, however, the situation is somewhat more complex: firstly, we need
to consider the different costs associated with linking pairs of vertices in dif-
ferent colours, and secondly we cannot simply add costs when we concatenate
paths. These factors lead to the greater complexity of our algorithm.
Theorem 4.8. Let G = (V,E) be a connected graph with colouring ω from
colour-set C. Then we can compute m(u, v) for every pair (u, v) ∈ V (2) in
time O(|V |3|E||C|2).
Proof. We begin by observing that, for any v ∈ V and d ∈ C, we have
m(v, v, d) =
{
0 if v has colour d,
1 otherwise
We then claim that if we define, for all u, v ∈ V and d ∈ C,
m∗(u, v, d) = min
xx′∈E
{m(u, x, d) +m(x′, v, d),
min
d′∈C
{1 +m(u, x, d′) +m(x′, v, d′)}}, (1)
then m(u, v, d) = m∗(u, v, d).
First, let us show that m∗(u, v, d) gives an upper bound on m(u, v, d).
By Corollary 4.7, m(u, v, d) ≤ m(u, x, d) + m(x′, v, d) for any edge xx′ ∈ E.
Note that
m(u, v, d) ≤ 1 +m(u, v, d′), (2)
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since with one additional move we can change the colour of the monochro-
matic area containing u and v to d. So Corollary 4.7 further shows that, for
any xx′ ∈ E and d′ ∈ C,
m(u, v, d) ≤ 1 +m(u, v, d′) ≤ 1 +m(u, x, d′) +m(x′, v, d′).
So, taking the minimum over all such possibilities, we have m(u, v, d) ≤
m∗(u, v, d), as required.
We now proceed to show the reverse inequality. By Lemma 4.4, there
exists some u-v path P in G so that m(u, v, d) = mP,ω|P (P, ω|P , d). Suppose
S is an optimal sequence to make the isolated path P (with colouring ω|P )
monochromatic with colour d (so that m(u, v, d) = |S|), and consider the
three possibilities for the last move of S.
1. The last move links two monochromatic segments of P . Without loss
of generality, suppose xx′ ∈ E(P ) is such that the segment from u
to x has colour d and the segment from x′ to v has colour d′. Then
xx′ ∈ E(G) and we have
|S| ≥ 1 +mP,ω|P (u, x, d) +mP,ω|P (x′, v, d′)
≥ mP,ω|P (u, x, d) +mP,ω|P (x′, v, d) by (2)
≥ mG,ω(u, x, d) +mG,ω(x′, v, d) by Corollary 4.6
so certainly
m(u, v, d) = |S| ≥ min
xx′∈E
{m(u, x, d) +m(x′, v, d)}.
2. The last move links three monochromatic segments of P , of which the
end two must already have colour d. Suppose xx′, yy′ ∈ E(P ) are such
that the segment from u to x has colour d, that from x′ to y′ has colour
d′, and the final segment from y to v has colour d. Then xx′, yy′ ∈ E(G)
and
|S| ≥ 1 +mP,ω|P (u, x, d) +mP,ω|P (x′, y′, d′) +mP,ω|P (y, v, d)
≥ mP,ω|P (u, x, d) +mP,ω|P (x′, y′, d) +mP,ω|P (y, v, d) by (2)
≥ mP,ω|P (u, x, d) +mP,ω|P (x′, v, d) by Corollary 4.7
≥ mG,ω(u, x, d) +mG,ω(x′, v, d) by Corollary 4.6
so again,
m(u, v, d) = |S| ≥ min
xx′∈E
{m(u, x, d) +m(x′, v, d)}.
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3. P is already monochromatic, and the final move changes its colour to d.
In this case, |S| ≥ 1 +mP,ω|P (u, v, d′), for some d′ ∈ C. Note that in an
optimal sequence to flood P with colour d, P cannot be monochromatic
before the penultimate move (otherwise we could obtain a shorter se-
quence by changing the colour to d immediately). So in this case the
second last move must have linked either two or three monochromatic
segments of P , and so by the two cases above we have
mP,ω(u, v, d
′) ≥ mG,ω(u, v, d′) ≥ min
xx′∈E
{mG,ω(u, x, d′) +mG,ω(x′, v, d′)}.
Thus
|S| ≥ 1 +mP,ω(u, v, d′) ≥ 1 + min
xx′∈E
{mG,ω(u, x, d′) +mG,ω(x′, v, d′)},
and certainly
m(u, v, d) = |S| ≥ 1 + min
xx′∈E
d′∈C
{m(u, x, d′) +m(x′, v, d′)}.
So in all cases we have m(u, v, d) ≥ m∗(u, v, d), implying that we do indeed
have m∗(u, v, d) = m(u, v, d) for all u, v ∈ V and d ∈ C, as required.
In our dynamic program, we initialise values of m(v, v, d) as described
above, and set all other values to ∞. For any u, v ∈ V and d ∈ C, let
us define l(u, v, d) to be the minimum length of a u − v path P such that
m(u, v, d) = mP (P, ω|P , d), and note that initially m(u, v, d) is calculated
correctly if l(u, v, d) = 0. Further note that, by the reasoning above, we
calculate m(u, v, d) correctly if we consider only triples (x, y, d′) in m∗(u, v, d)
for which l(x, y, d′) < l(u, v, d). Thus we see inductively that, after the kth
iteration, m(u, v, d) is calculated correctly whenever l(u, v, d) ≤ k. But for
any u, v ∈ V and d ∈ C, we must have l(u, v, d) ≤ |V |, so certainly |V |
iterations will suffice.
At each iteration we compute |V |2 · |C| values of m(u, v, d), and for each
one we need to consider |E| possible edges and |C| possible colours, so each
iteration takes timeO(|V |2|E||C|2). Thus, as we need a total of |V | iterations,
the entire computation takes time O(|V |3|E||C|2).
We obtain an easy corollary by applying this result to the special case in
which the graph in question is a path.
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Corollary 4.9. FREE-FLOOD-IT can be solved for any path P in time
O(|P |6), and c-FREE-FLOOD-IT can be solved in time O(|P |4).
Proof. Let P be a path with colouring ω, and let u and v be the two end-
vertices of P . Then a sequence of moves S makes P monochromatic if and
only if it links u and v, so m(P, ω) = mP,ω(u, v). But by Theorem 4.8,
we can compute mG,ω(u, v) for two vertices in any arbitrary graph in time
O(|V |3|E||C|2). As P has O(|P |) edges, and we cannot possibly have a
colour-set of size greater than |P |, the complexity of this algorithm is bounded
by O(|P |6), or O(|P |4) if the colour-set has fixed size.
We can also apply this result to the free variant of the game played on
rectangular boards of fixed height. It follows immediately from Corollary
4.9 that FREE-FLOOD-IT restricted to 1× n boards can be solved in time
O(n6) (and c-FREE-FLOOD-IT in time O(n4)). A further corollary is an
additive approximation to c-FREE-FLOOD-IT played rectangular boards of
fixed height k.
Corollary 4.10. For any fixed k, we can compute a constant additive ap-
proximation to c-FREE-FLOOD-IT, restricted to k×n boards, in time O(n4).
Proof. Let B be a k × n Flood-It board, with at most c colours, and let
u (respectively v) be a vertex in GB corresponding to a square incident
with the left-hand (respectively right-hand) edge of the board. Suppose the
sequence of moves S floods B. Then S clearly links u and v, so we have
|S| ≥ mGB ,ωB(u, v). But observe also that one strategy to flood the board
would be to create a monochromatic path from u to v, and then cycle through
all c colours at most k − 1 times to absorb all remaining regions. Thus we
have m(B) ≤ mGB ,ωB(u, v) + c(k − 1). Hence
mGB ,ωB(u, v) ≤ m(B) ≤ mGB ,ωB(u, v) + c(k − 1),
and mGB ,ωB(u, v) gives an additive approximation to m(B).
But by Theorem 4.8, we can compute mGB ,ωB(u, v) in time O(n
4) for
fixed k and c, thus obtaining in polynomial time an additive approximation
to m(B).
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5 Rectangular boards of constant height
In contrast to our approximation result in Corollary 4.10, we see in this
section that, even for small values of k, it remains NP-hard to solve flood-
filling problems exactly on k × n boards.
In particular, we show that both 4-FIXED-FLOOD-IT and 4-FREE-
FLOOD-IT remain NP-hard when restricted to 3×n boards. This improves
on the result of Clifford, Jalsenius, Montanaro and Sach in [2] that FREE-
FLOOD-IT remains NP-hard on such boards. Both our results are proved
by means of reductions from the decision version of Shortest Common Super-
sequence (SCS), shown to be NP-complete over a binary alphabet by Ra¨iha¨
and Ukkonen in [7].
Suppose we have an SCS instance consisting of k strings s1, . . . , sk over
a binary alphabet Σ = {1, 2}, where each string has length at most w, and
an integer l. The problem is to determine whether s1, . . . , sk have a common
supersequence of length at most l. We will construct 3× n boards B and B′
for the 4-FIXED-FLOOD-IT and 4-FREE-FLOOD-IT problems respectively
(each using colours {1, 2, 3, 4}), so that m(B),m(B′) ≤ 2l + 3 if and only if
s1, . . . sk have a common supersequence of length at most l.
5.1 The 4-FIXED-FLOOD-IT case
We prove the following theorem.
Theorem 5.1. 4-FIXED-FLOOD-IT remains NP-hard when restricted to
3× n boards.
To show the reduction, we construct a 3 × n Flood-It board with four
colours as follows. For each si, we include a 2 × (2|si| + 1) gadget Gi as
illustrated in Figure 3, where si[j] denotes the j
th character of si.
We then place these in a 3× n board filled with colour 3 as illustrated in
Figure 5, and add a section R at the end, where R is as shown in Figure 4.
Note we can take n ≤ k(2w + 2) + 2l + 3.
We now show, in the next two lemmas, that s1, . . . , sk have a common
supersequence of length at most l if and only if we can flood B in 2l+3 steps.
Lemma 5.2. If s1, . . . , sk have a common supersequence of length at most l,
then we can flood the board B (starting from the top left) in 2l + 3 steps.
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Figure 3: The gadget Gi
Figure 4: The rectangle R
Proof. Let a1 . . . al be a common supersequence of length exactly l (padding
a shortest sequence with 1s if necessary). Then we claim that the sequence
of moves a13a23a33 . . . al−13al3421, of length 2l + 3, floods the board. First
observe that this sequence floods R: each move extends the external area
into R by at least part of one column, and the final two moves of colours 2
and 1 respectively will flood any remaining unflooded partial columns. But
this sequence will also flood Gi for each i: si is a subsequence of a1 . . . al so
si[1]3si[2] . . . si[|si|]3 is a subsequence of a13a23 . . . al3, and the first 2l moves
will flood all of Gi not coloured 4, before the (2l+1)
st move floods the region
coloured 4. So this sequence of 2l + 3 moves does indeed flood B.
Lemma 5.3. If we can flood B in at most 2l + 3 steps, starting from the
top left corner at each move, then s1, . . . sk have a common supersequence of
length at most l.
Proof. First observe that we cannot flood R from the outside in fewer than
2l + 3 steps, as each move can only move the boundary of the external area
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Figure 5: The board B
to the right by one column. Moreover, any sequence of 2l + 3 moves that
floods R must consist of l 1s or 2s, alternated with 3s, then finally 4, 2, 1.
Suppose such a sequence c1, . . . c2l+3 also floods every Gi. Note that the
external area never has colour 3 after the only move of colour 4. So, in order
to flood the leftmost square of colour 3 in each Gi, we must in fact flood the
bottom row of each Gi sequentially from the right, and moreover we must
have flooded this row by the end of the (2l)th move. But then, for each i, si
must be a subsequence of c1, . . . c2l restricted to {1, 2}, which is a sequence
of length l. Hence we have a common supersequence of s1, . . . sk of length l,
as required.
Proof of Theorem 5.1. The reduction from Shortest Common Supersequence
follows immediately from Lemmas 5.2 and 5.3.
5.2 The 4-FREE-FLOOD-IT case
We now prove an analogous theorem for the free variant of the game.
Theorem 5.4. 4-FREE-FLOOD-IT remains NP-hard when restricted to 3×
n boards.
The construction of the Flood-It board B′ used to prove Theorem 5.4 is
very similar to that in the previous section. The only difference is that we
also include a second rectangular section, R′, located at the left-hand end of
the board (as illustrated in Figure 6). R′ is identical to R except that it is
reflected in a vertical axis. In this case we can take n ≤ k(2w + 2) + 4l + 7.
It remains to show that s1, . . . , sk have a common supersequence of length
at most l if and only if we can flood B′ in 2l + 3 steps.
Lemma 5.5. If s1, . . . , sk have a common supersequence of length at most l,
then we can flood the board B′ in 2l + 3 steps.
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Figure 6: The board B′
Proof. We can use exactly the same strategy as in Lemma 5.2, playing in the
external area E at each move.
Lemma 5.6. If we can flood B′ in at most 2l + 3 moves, making moves
anywhere on the board, then s1, . . . , sk have a common supersequence of length
at most l.
Proof. First observe that we need at least 2l + 3 moves to flood the board:
initially the minimum number of monochromatic areas on any end-to-end
path is 4l + 7, and as each move can decrease this by at most two, we do
indeed require a minimum of 2l + 3 moves. Moreover, to achieve this lower
bound, every move must reduce the number of monochromatic areas lying
on an end-to-end path by exactly two. One consequence of this is that no
move can be played inside any Gi.
Another consequence is that we can only make a move of colour 4 once in
any optimal sequence: only two regions of this colour lie on any shortest end-
to-end path, and so we can only make one colour 4 move that will decrease
the path length as required. However, to flood all the Gi, this single move
of colour 4 must be played in E, so we cannot play colour 4 until the area
A, containing E and adjacent to both colour 4 regions in R ∪ R′, has been
linked. It requires at least 2l moves to link A, so we make at least 2l + 1
moves up to and including the move of colour 4. These moves have no effect
on the regions of colour 1 and 2 at the ends of the board, and it requires at
least two moves to flood these remaining end-regions, so we can only possibly
flood B in 2l+3 moves if we link A (except for regions of colour 4) in exactly
2l moves, and then play colours 4,2, and 1 in the external area.
As colour 3 is then never played after colour 4 we see, as before, that the
left-most square of colour 3 in each Gi can only be flooded if the bottom
row of each Gi is flooded sequentially from the right, and this must be done
within the first 2l moves. Thus, if s is the subsequence of the first 2l moves
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consisting of those that are made in an area containing E and are of colour
1 or 2, then s is a common supersequence of s1, . . . , sk.
To complete the proof it therefore suffices to show that |s| ≤ l. But every
move in s reduces by two the number of monochromatic areas lying on the
shortest end-to-end path, by means of flooding two areas of colour c ∈ {1, 2}.
Initially there were only 2l + 4 regions of colour 1 or 2 on any shortest end-
to-end path, and four of these we know are not flooded within the first 2l
moves, so |s| can be at most l, as required.
Proof of Theorem 5.4. The reduction from Shortest Common Supersequence
follows immediately from Lemmas 5.5 and 5.6.
6 Conclusions and open problems
In the case of the game played on rectangular k × n boards, we have shown
that we can solve FREE-FLOOD-IT, restricted to 1 × n boards, in polyno-
mial time, and also that we can calculate in polynomial time an additive
approximation in this case for any fixed k. However, we have demonstrated
that c-FREE-FLOOD-IT remains NP-hard when restricted to k × n boards
for any k ≥ 3 and c ≥ 4.
In the general graph context, we have shown that the connection time
between any pair of vertices can be computed in polynomial time. A natural
extension would be to consider the complexity of computing the number of
moves required to connect a set of k vertices.
Problem 1. Given a graph G and a subset U ⊂ V (G) of (fixed) size k, what
is the complexity of determining the minimum number of moves required to
create a monochromatic component containing all u ∈ U?
Very few results are known about which classes of graphs allow a polyno-
mial time algorithm to solve FIXED-FLOOD-IT, c-FIXED-FLOOD-IT, or
the free variants of these problems. However, we make one conjecture.
Conjecture 1. c-FREE-FLOOD-IT is polynomially solvable on subdivisions
of any fixed graph H.
Note that Conjecture 1 would imply that c-FREE-FLOOD-IT is solvable
in polynomial time on cycles and on trees with only a bounded number of
vertices of degree at least three. The conjecture may in fact hold even if we
allow a colour-set of unbounded size.
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