General type-2 fuzzy logic systems (GT2 FLSs) have become a hot topic in current academic field. Computing the centroids of general type-2 fuzzy sets (also called type-reduction) is a central block in GT2 FLSs. Recent studies prove the continuous Nie-Tan (CNT) algorithms to be actually an accurate approach to calculate the centroids of interval type-2 fuzzy sets (IT2 FSs). This paper compares the sum operation in discrete NT algorithms and the integral operation in CNT algorithms. According to the alphaplanes representation theory of general type-2 fuzzy sets (GT2 FSs), both the discrete and continuous NT algorithms can be extended to compute the centroids of GT2 FSs. Four computer simulation experiments indicate that, when the centroid type-reduced sets and defuzzified values of GT2 FSs are solved, to properly increase the number of sampling points of primary variable can make the results of discrete NT algorithms exactly approach to the accurate benchmark CNT algorithms. Furthermore, the computation efficiency of sampling based discrete NT algorithms is much higher than the CNT algorithms.
I. INTRODUCTION
As the computational complexity of interval type-2 fuzzy logic systems (IT2 FLSs [1] - [7] ) is comparatively low, IT2 FLSs become the most commonly used T2 FLSs for handling fields with uncertainties [8] , nonlinearities and timevarying. However, since the α-planes (or zSlices) representation theory [9] - [12] of general type-2 fuzzy sets (GT2 FSs) were gradually proposed by several different research groups, much attentions have been transited from IT2 FLSs to general type-2 fuzzy logic systems (GT2 FLSs). Because the computational complexity of GT2 FLSs is reduced by the α-planes representation of GT2 FSs, GT2 FLSs [13] - [18] have been applied to many fields in recent years. The secondary membership grades of GT2 FSs lie between 0 and 1, which means the GT2 FSs can measure the membership functions (MFs) in the non-uniform way. Therefore, GT2 FSs can be considered as higher order uncertain parameter models than IT2 FSs.
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As the design degree of freedom increase, GT2 FLSs based on GT2 FSs have the potential to outperform the corresponding T1 and IT2 FLSs.
Generally speaking, a GT2 FLS (see Fig. 1 ) is composed of five blocks as: fuzzifier, rules, inference, type-reducer and defuzzifier. First of all, the T2 fuzzy input set can be transformed to the T2 fuzzy output set under the guidance of inference. Then the central block of type-reduction (TR) maps the T2 FS into the T1 FS. Finally the defuzzification changes the T1 FS to the crisp output.
Currently, the computational intensive Karnik-Mendel (KM) or enhanced KM (EKM) iterative algorithms [19] - [21] are the most popular approaches to compute the centroids of IT2 FSs. However, the iterative nature of KM types of algorithms makes it difficult to deploy them into real applications. Therefore, other noniterative algorithms are put forward gradually, and they are Nie-Tan (NT) algorithms [22] , [23] , Nagar-Bardini (NB) algorithms [24] , [25] , Wu-Mendel UB (Uncertainty Bound) algorithms [26] , Coupland-John (CJ) algorithms [27] , Greenfield-Chiclana Collapsing Defuzzifier (GCCD) algorithms [28] , [29] , Begian-Melek-Mendel (BMM) algorithms [30] and so on. Among which, the NT algorithms have the simple closed form. Moreover, the continuous NT (CNT) algorithms [22] are proved to be accurate TR approach in most recent studies. Because the TR block is still a bottleneck for applying the GT2 FLSs, therefore, computing the centroids of GT2 FSs has both theoretical and potential application values. This paper considers the CNT algorithms as the benchmark, and proves that the results of discrete NT algorithms can accurately approximate the CNT algorithms by varying the number of sampling of primary variable of GT2 FS.
The rest of this paper is scheduled as follows. Section 2 introduces the background of GT2 FS and its centroid. Section 3 provides how to adopt the NT and CNT algorithms to calculate the centroids of GT2 FSs. Section 4 gives four computer simulation experiments to illustrate and analyze the performances of discrete NT algorithms. Finally Section 5 is the conclusions and expectations.
II. GT2 FS AND ITS CENTROID
Definition 1: A GT2 FSÃ can be characterized by its T2 MF µÃ(x, u), i.e.,
where the primary variable x ∈ X , and the secondary variable u ∈ [0, 1], here equation (1) is referred to as the point-value expression, and whose compact form is as:
in which denotes all the admissible of union. Definition 2: A secondary MF ofÃ is the vertical slice of µÃ(x, u), i.e.,
Definition 3: The two dimensional support of µÃ(x, u) is referred to as the footprint of uncertainty (FOU) ofÃ, i.e.,
in which the upper and lower bounds of FOU(Ã) are called as the upper MF (UMF) and lower MF (LMF), respectively, i.e.,
For the special IT2 FSs, they can be completely described by their UMFs and LMFs as the secondary membership grades are all equal to 1. Then the vertical slices representation ofÃ can be as:
In order to simplify the expressions, here we denote µÃ(x) as A(x). Definition 4: An embedded T1 FS A e also relies on µÃ(x, u), i.e.,
where J x is the primary MF. Definition 5: The α-cut of the secondary MFÃ(x) can be denoted asÃ α (x), i.e.,
Therefore, equation (6) can be re-expressed as:
where denotes the union operation. Definition 6: The well-known α-planes (or zSlices) representation [9] - [12] ofÃ is as:
in whichÃ α is the α-plane ofÃ, and it is the union of all primary MFs whose secondary membership grades be greater than or equal to α, i.e.,
A special IT2 FS RÃ α can be obtained by risingÃ α to the α-level, i.e.,
Under the specific α-level, the centroid type-reduced set can be obtained by calculating the centroid ofÃ α , i.e.,
where the two end points lÃ α and rÃ α can be computed by different types of TR algorithms as:
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where N denotes the number of sampling of primary variable. The final T1 type-reduced set is the aggregating of all typereduced sets Y C,α , i.e.,
III. NT AND CNT ALGORITHMS
The discrete NT algorithms can realize the TR and defuzzification simultaneously. For a general T2 FSÃ, let one of the α-plane beÃ α , then the NT algorithms compute as:
By aggregating all the Y NT ,α , the T1 type-reduced set can be obtained as:
In practical computations, the α is usually uniformly divided into values as: α 1 , α 2 , · · · , α n , then the crisp output is as:
Equation (19) was first put forward by Wagner and Hagras [11] , which was called as the average of end points defuzzification.
Most recent studies prove the continuous NT (CNT) algorithms [22] to be an accurate approach to compute the centroids of IT2 FSs. Here the explanations are provided, meanwhile, they are extended to calculate the centroids of GT2 FSs. As we all know, the random sampling is an approximation approach for computing the centroids of IT2 FSs. As the number of sampling approaches infinity, we may intuitively feel the algorithms based on random sampling become an accurate method.
Theorem 1 ( [22] ): While the number of sampling is infinity, the algorithms based on random sampling can calculate the accurate centroids of IT2 FSs.
Proof: Firstly, consider the discrete IT2 FS RÃ α defined on the universe of discourse X . Let M be the number of vertical slices (also called secondary MFs) along the x-axis, and L be the number of horizontal slices (also called α-planes or zSlices) along the µ-axis. As the number of vertical slices is M , therefore, the total number of embedded T1 FS contained in RÃ α is L M .
Let µ(x) and µ(x) be the LMF and UMF of FOU, respectively. Choose N embedded T1 FSs randomly for RÃ α , and make µ i (x) be the MF of the ith embedded set.
Next, aggregating N embedded T1 FSs, i.e.,
So that,
Because µ i (x j ) is a random number uniformly distributed on [µ i (x j ), µ i (x j )], so that the right side equation (21) can be transformed to:
Therefore,
Here the left side of equation (23) is a random sampling as N → ∞, while the right side is the aggregation of all MFs of embedded FSs. Note that L N is merely a constant, so that, it has no relation with the computations of centroids.
When RÃ α is a continuous IT2 FS, we can simply substitute 
Theorem 2 ( [22] ): A representative embedded T1 FS of RÃ α has the MF:
then the centroid of RÃ α can be calculated as:
Proof: For the discrete IT2 FS RÃ α , we first select N embedded T1 FSs, and let µ i (x) be the MF of ith FS. In addition, suppose that x j be an arbitrary vertical slice, then µ i (x j ) can be expressed as:
in which ω i is a random number uniformly distributed on [0,1], so that,
Furthermore, the centroid approach is currently the most popular way for defuzzifying an IT2 FS, i.e.,
Since x j is an arbitrary vertical slice, equation (28) holds for all x, therefore,
According to the Theorem 1 and equation (29), it can be seen that µ * (x) = 1 2 [µ(x) + µ(x)] is the MF of representative T1 FS, and it can be adopted for computing the accurate centroid of IT2 FS.
While applying the above proofs to the continuous IT2 FS, we simply substitute the sum operation Similar to the continuous KM (or EKM) algorithms [21] , [23] , [31] , [32] , the CNT algorithms can be extended to compute the centroids of GT2 FSs based on the α-planes representation theory.
Suppose that α be uniformly decomposed into n values as: α = α 1 , · · · , α n , for each α i (i = 1, · · · , n), according to the equation (13) , the corresponding IT2 FS RÃ α i (i = 1, · · · , n) can be obtained. Let the primary variable satisfy a = x 1 < x 2 < · · · < x N = b, so that,
The TR and defuzzification can be calculated as in equation (16) and (17), respectively.
Finally we can make conclusions between the CNT and NT algorithms for computing the centroids of GT2 FSs as: 1) NT algorithms compute the centroids in terms of the sum operation on sampling points x i (i = 1, · · · , N ). While the CNT algorithms calculate the centroids according to the integral operation. In theory, the results of discrete NT algorithms can approach to the CNT algorithms as N → +∞.
2) By increasing the number of sampling, the NT algorithms may obtain more accurate computational results.
3) NT algorithms perform the numerical computations according to the sum operation, whereas the CNT algorithms perform the computations symbolically by means of the integral operation. 
IV. SIMULATION EXPERIMENTS
As for four types of commonly used GT2 FSs [9] - [12] , [21] - [25] , [29] - [33] in T2 society, this section provides four computer simulation experiments. In the first two example, In the experiments, the α is uniformly divided into effective values as: α = 0, 1/ , · · · , ( − 1)/ , 1. Let be the stepsize, and which varies from 1 to 100. Figure 2 and Table 1 provide the defined FOUs for four examples. In addition, Figure 3 and Table 2 give the defined corresponding secondary MFs. Here u(x) and u(x) are the upper and lower bounds of FOU, respectively. Firstly, the CNT algorithms are considered as the benchmark to compute the centroid type-reduced sets for = 100 and the defuzzified values for = 1 : 1 : 100, and they are provided in Figs. 4-5.
Then we study the calculation accuracy of discrete NT algorithms which is in relation with the number of sampling of primary variable. Here the number of sampling is selected as 20, 50, 100, 200 and 2000(this number is only used for the last two examples), respectively. The absolute errors of CNT algorithms and discrete NT algorithms for computing the centroid type-reduced sets are shown in Fig. 6 , moreover, the absolute errors of CNT algorithms and discrete NT algorithms for calculating the defuzzified values are provided in Fig. 7 .
Then we start the quantitative research for the average of absolute errors. Here the calculation accuracy is selected as four decimal places. When = 100, the averages of absolute errors of centroid type-reduced sets between the benchmark CNT and discrete NT algorithms are shown in Table 3 , in addition, as = 1 : 1 : 100, the averages of absolute errors of defuzzified values between the CNT and discrete NT algorithms are provided in Table 4 .
Next we study the specific computation times for the benchmark CNT and discrete NT algorithms. The simulation platform is the dual-core CPU dell desktop with E5300@ 2.60GHz, 2.00 GB memory and Windows XP operational system. All programs are executed by the Matlab 2013a. Then the total computation times for computing the centroid type-reduced sets and defuzzified values are provided in Tables 5 and 6 , respectively, in which the unit of time is the second (s). Observing from the Figures 6-7 and the Tables 3-6 , the following conclusions can be made: 1) No matter for computing the centroid type-reduced sets or the defuzzified values, the results of discrete NT algorithms can be closer and closer to the accurate CNT algorithms as the number of sampling increases.
2) In the first two examples, when the number of sampling is 200, the computation results discrete NT algorithms can 4) For the specific computation times of computing the centroid type-reduced sets and defuzzified values, the results of discrete NT algorithms are much less than the CNT algorithms. Among which, the discrete NT algorithms with the largest number of sampling spend the longest computation times. However, for these four examples, the largest computation times of discrete NT algorithms with the largest number of sampling can obtain only about 0.1183% and 0.1220% computation times of CNT algorithms, respectively. 5) According the analysis for items one to four, we find the discrete NT algorithms can be excellent approximation approaches of CNT algorithms. Furthermore, the computation efficiencies of discrete NT algorithms are much higher than the CNT algorithms.
V. CONCLUSIONS AND EXPECTATIONS
This paper compares the sum operation in discrete NT algorithms and the integral operation in CNT algorithms. Moreover, the CNT algorithms are proved to be accurate approach to compute the centroids of GT2 FSs. As for four GT2 FSs with different forms of FOUs, the CNT algorithms are considered as the benchmark. Four simulation experiments show that the computation results of discrete NT algorithms can approximate the CNT algorithms exactly as the number of sampling is selected appropriately. Furthermore, the calculation efficiencies of discrete NT algorithms are much higher than the CNT algorithms.
In the next work, the author will study the noniterative NT, Nagar-Bardini (NB) algorithms, and reasonable initialization enhanced Karnik-Mendel iterative algorithms to perform the center-of-sets (COS) TR [22] - [25] , [29] - [34] of T2 FLSs. In addition, the relations between discrete and continuous TR algorithms, and designing and applying T2 FLSs based on intelligent optimization algorithms [7] , [13] - [18] , [35] , [36] will also be studied. Future investigations will be concentrated on the theory of T2 FLSs and their applications.
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