Abstract-We propose a probabilistic formulation that enables sequential detection of multiple change points in a network setting. We present a class of sequential detection rules for certain functionals of change points (minimum among a subset), and prove their asymptotic optimality in terms of expected detection delay. Drawing from graphical model formalism, the sequential detection rules can be implemented by a computationally efficient message-passing protocol which may scale up linearly in network size and in waiting time. The effectiveness of our inference algorithm is demonstrated by simulations.
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I. INTRODUCTION
C LASSICAL sequential detection is the problem of detecting changes in the distribution of data collected sequentially over time [2] . In a decentralized network setting, the decentralized sequential detection problem is concerned with data sequences aggregated over the network, while sequential detection rules are constrained to the network structure (see, e.g., [3] - [7] ). The focus was still on a single change point variable taking values in (discrete) time. In this paper, our interests lie in sequential detection in a network setting, where multiple change point variables may be simultaneously present.
As an example, quickest detection of traffic jams is concerned with multiple potential hotspots (i.e., change points) spatially located across a highway network. A simplistic approach is to treat each change point variables independently, so that the sequential analysis of individual change points can be applied separately. However, it has been shown that accounting for the statistical dependence among the change point variables can provide significant improvement in reducing both false alarm probability and detection delay time [8] .
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Digital Object Identifier 10.1109/TIT.2013.2264716 multiple change points defined globally and locally across the network. The probabilistic formulation enables the borrowing of statistical strength from one network site (associated with a change point variable) to another. We propose a class of sequential detection rules, which can be implemented in a message-passing (MP) and distributed fashion across the network. The computation of the proposed sequential rules scales up linearly in both network size and in waiting time, while an approximate version scales up constantly in waiting time. The proposed detection rules are shown to be asymptotically optimal in a Bayesian setting. Interestingly, the expected detection delay can be expressed in terms of Kullback-Leibler (KL) divergences defined along edges of the network structure.
We provide simulations that demonstrate both statistical and computational efficiency of our approach.
A. Related Work
The rich statistical literature on sequential analysis tends to focus almost entirely on the inference of a single change point variable [2] , [10] . There are recent formulations for sequential diagnosis of a single change point, which may be associated with multiple causes [11] , or multiple sequences [12] . Another example is the detection of a single hypothesis based on independent observations at two cooperating nodes [13] . Another approach taken in [14] considers a change propagating in a Markov fashion across an array of sensors. These are interesting directions, but the focus is still on detecting the onset of a single event. Graphical models have been considered for distributed learning and decentralized detection before, but not in the sequential setting [15] , [16] . This paper follows the line of work of [8] and [17] , but our formulation based on graphical models is more general, and we impose less severe constraints on the amount of information that can be exchanged across network sites.
Besides the detection of individual change points at each node, our framework allows for the detection of the minimum among a subset of the change points. There has been some recent interest in this type of problem. The work of [18] studies the detection of the first regime change in two independent Poisson processes whose rates change at random times. In a similar line of work, Hadjiliadis et al. [19] consider the detection of the first change in a collection of independent observations, modeled as Brownian motions with means exhibiting a step function transition. In contrast to our model, in these works, there is no notion of shared information between the processes, or a graph structure. In addition, with respect to both [18] and [19] , the graphical model framework that we propose allows more flexibility in modeling the pre-and post-change distributions of the discrete observation sequences.
U.S. Government work not protected by U.S. copyright. (That is, we are not restricted to a change in the means or the rate parameters of well-known processes.) The work of [20] takes a novel approach to modeling quickest detection in multiple ON-OFF processes. One can roughly think of the problem in [20] , as detecting the minimum among multiple change points in independent processes, by a single agent, with the additional constraint that the agent is allowed to observe only one process at a time; this adds a new dimension to the decision policy, namely, that of choosing when to switch to a different process. Though the model is interesting in its own right-and useful, for example, in modeling the situation in cognitive radio-there is still no notion of coupling (or shared information) between the changing processes.
Recently, the work of [21] has been brought to our attention, which is closest to the min-detection aspect of our work. A direct comparison to our model is hard to make. There is genuine coupling between the different processes considered in [21] , and each process undergoes change at a different time. The nature of the coupling in [21] is more complicated than ours; we will make a comparison in Section II, after we introduced our model. It will be interesting to see if such couplings can be restricted to respect a graph structure, while still retaining some of the generality. In addition, the main focus in [21] is on detecting the minimum among the change points. An interesting question is how the entire coupled data can be exploited to improve the detection of each individual change point. It seems that the graphical model approach we propose here is more amenable to analysis in regards to such questions.
B. Notation
We will use to denote densities w.r.t. some underlying measure (usually understood from the context), while is used to denote probability measures.
denotes the set of integers . For a real-valued function defined on some space, denotes its uniform norm. In an undirected graph, the neighborhood of a node is denotes as .
II. GRAPHICAL MODEL FOR MULTIPLE CHANGE POINTS
In this section, we shall formulate the multiple change point detection problem, where the change point variables and observed data are linked using a graphical model. Consider a sensor network with sensors, each of which is associated with a random variable , for , representing a change point, the time at which a sensor fails to function properly. We are interested in detecting these change points as accurately and as early as possible, using the data that are associated with (e.g., observed by) the sensors. Taking a Bayesian approach, each is independently endowed with a prior distribution . A central ingredient in our formalism is the notion of a statistical graph, denoted as , which specifies the probabilistic linkage between the change point variables and observed data collected in the network (cf., Fig. 1 ). The vertex set of the graph, represents the indices of the change point variables . The edge set represents pairings of change point variables,
. With each vertex and each edge, we associate a sequence of observation variables, (1) (2) where the superscript denotes the time index. models the private information of node , while models the shared information of nodes connected by . We will use the notation and similarly for ; notice the distinction between , the observation at time , versus bold , the observations up to time , both at node . The aggregate of all the observations in the network is denoted as . Similarly, represents all the observations up to time . We will also use . The joint distribution of and is given by a graphical model, (4) and similarly for . We will assume the prior on to be geometric with parameter , i.e., , for
. Note that these change point variables are dependent a posteriori, despite being independent a priori.
Remark 1: We should emphasize that the primary object of interest for each node is the detection of its associated change point . In other words, the collection can be thought of as modeling, say, geographically distributed changes; i.e., the change itself is distributed, and we are not thinking of a single event manifested at different times at each sensor. In this sense, it is not necessary to consider a notion of consensus or who raises the alarm first for the global event. (Each node is primarily responsible for raising the alarm for its own event.) However, our model still allows for such interpretations, if one considers the minimum among all the change points , as the onset of an underlying global event; similarly, the minimum among a subset can be thought of, as the onset of an event local to some subregion. As we will see, the minimum among two change points can also be computed without additional efforts by our MP approach. Our asymptotic results hold for the minimum over any subset.
Remark 2: Let us make a comparison with the continuous time model of [21] . In our notation, that model can be written as the -dimensional Ito process , for , where , , is a measurable map, and is a collection of independent Brownian motions. Here, is the indicator of the event . There is no graph structure according to which factorizes, so let us consider to make a comparison. In this case, the model is . Interpreting within the context of our model (3), we can treat as the shared sequence of nodes 1 and 2. The fact that the (post-change) distribution of , given and , depends on both and and not just their minimum , makes the model more general than what we consider here. In future extensions of the present model, we hope to accommodate such general two-node interactions, while preserving an overall factorization over the graph.
A. Sequential Rules and Optimality
Although our primary interest is in sequential estimation of the change points , we are in general interested in the following functionals: (5) for some subset . Examples include a single change point , the earliest among a pair , and the earliest in the entire network . Let be the -algebra induced by the sequence . A sequential detection rule for is formally a stopping time with respect to the filtration . To emphasize the subset , we will use to denote a rule when the functional . For example, is a detection rule for and is a rule for .
In choosing , there is a tradeoff between the false alarm probability and the detection delay . Here, we adopt the Neyman-Pearson setting to consider all stopping rules for , having false alarm at most , (6) and pick a rule in that has minimum detection delay.
B. Communication Graph and MP
Another ingredient of our formalism is the notion of a communication graph representing constraints under which the data can be transmitted across network to compute a particular stopping rule, say . In general, such a rule depends on all the aggregated data . We are primarily interested in those rules that can be implemented in a distributed fashion by passing messages from one sensor only to its neighbors in the communication graph. Although, conceptually, the statistical graph and communication graphs play two distinct roles, they usually coincide in practice and this will be assumed throughout this paper. See Fig. 1 for an illustration.
III. PROPOSED STOPPING RULES
In general, we suspect that obtaining strictly optimal rules in closed form is not possible for the multiple change point problem introduced earlier; more crucially, such rules are not computationally tractable for large networks. In this section, we shall present a class of detection rules that scale linearly in the size of the network, , and can be implemented in a distributed fashion by MP.
Consider the following posterior probabilities:
We propose to stop at the first time goes above a threshold,
where is the maximum tolerable false alarm. It is easily verified that these rules have a false alarm at most . Lemma 1: For , the rule . More interestingly, we will show in Section IV that is asymptotically optimal for detecting . First, let us look at two MP implementations of the stopping rule (9) .
A. Exact MP Algorithm
It is relatively simple to adapt the well-established belief propagation algorithm, also known as sum-product [22] , [23] , to the graphical model (3). The algorithm produces exact values of the posterior , as defined in (7), in the cases where is a polytree (and provides a reasonable estimate otherwise.) In this section, we provide the details for or . One issue in adapting the algorithm is the possible infinite support of . Thanks to a "constancy" property of the likelihood, it is possible to lump all the states after when computing .
Lemma 2: Let be a distinct collection of indices. The function is constant over . See Appendix A for the proof. The algorithm is invoked at each time step , by passing messages between nodes according to the following protocol: a node sends a message to one of its neighbors (in ) when and only when it has received messages from all its other neighbors. MP continues until any node can be linked to any other node by a chain of messages, assuming a connected graph. For a tree, this is usually achieved by designating a node as root and passing messages from leaves to root and then backwards.
The message that node sends to its neighbor , at time , is denoted as and computed as (10) for , where for for (11) and is the neighborhood set of . Here, superscript denotes the complement of a set (in the set of natural numbers), that is . Once the MP ends, and are readily available. We have (12) It also holds for if the LHS is interpreted as . The same messages can be used to compute for . We have (13) where we have (14) , at the bottom of the page, for , from which can be computed.
Let us summarize the steps of the MP algorithm in the case of a tree:
MP algorithm to compute the posteriors and At each time : 1) Designate a node of the tree, say node 1 as root and direct the edges to point towards the root. 2) Initialize messages (one for each directed edge ) to the all ones vector. Compute for according to (11) 3) Pass messages from a node to each of its descendants (that is, for which is a directed edge) according to (10) . Do this, recursively, starting from each of the leaves until you reach the root . 4) Reverse the direction of the edges and repeat Step 3,  this time starting from the root and stopping once every leaf is reached. In computing based on (10), use messages computed in the previous step. 5) Compute for based on (12) and normalize so that . Let . 6) Compute for based on (13) and (14) and normalize so that . Let .
Let us make a few comments about the dynamics of the MP algorithm in the case of trees. At time , the size of each message passed is . At each time instant, all the messages are computed from scratch, and no message from a previous time instant gets reused. However, all the data gathered at each node up to time , represented by the bold symbols and , are being used in computing the messages it sends at time [cf., (10) ]. One can think of the MP as occurring between ticks of a discrete time clock. That is, what we refer to as messages at time (i.e., ) are being passed between ticks and of the clock; we wait for the two-round MP described above to finish in each interval , before moving on to the next. This allows the information from each node to reach every other node, so that at the end of the second round, each node can compute the posterior probability of its associated change point , based on all the data in the network up to the present time, that is, . We have the following guarantee which is a restatement of a well-known result for belief propagation [22] :
Lemma 3: When is a tree, the MP algorithm above produces correct values of and at time step , with computational complexity .
We note that since for a tree with nodes, , the complexity of the algorithm at time is in fact . The main advantage of the MP is to cut the computation from something exponential in , namely for the naive marginalization of the joint density, to something linear in . Hence, the algorithm is scalable to large networks. On the other hand, the complexity as a function of time , though linear, is still relatively high from a practical point of view. The algorithm can be used, as is, in cases where the changes occur frequently. For detection of rare events, however, the computational complexity of is practically infeasible. It is possible to obtain an approximate version of the MP algorithm, by looking at binary variables instead of . This algorithm, the details of which appear in a separate publication, will have a constant complexity as a function of .
We should emphasize that guarantees for exact posterior computation given in Lemma 3 are only valid for trees. For graphs with loops, one can still run the MP algorithm, though there are few known guarantees. The algorithm might fail to converge and, even if converges, produces an approximate posterior. Analysis of the so-called loopy belief propagation, or the search for alternatives, is an active area of research; see, for example, [24] and [25] . The subsequent theoretical results will only apply to the stopping rules based on the exact posteriors.
IV. ASYMPTOTIC OPTIMALITY OF MP RULES
This section contains our main result on the asymptotic optimality of stopping rule (9) . To simplify the statement of the results, let us extend the edge set to . This allows us to treat the private data associated with node , i.e., , as (shared) data associated with a self-loop in the graph . For any , let be the KL divergence between and . For , let 1) For (the minimum of all the change points), the asymptotic optimal delay is 2) For , the asymptotic optimal delay is where is an indicator function, i.e., equal to 1 if is an edge and zero otherwise. 3) For , the asymptotic optimal delay is Remark 2: A particular feature of the asymptotic delay is the decomposition (15) of information along the edges of the graph. This is more clearly seen in the case of a paired delay , for which the information increases (hence, the asymptotic delay decreases) if there is an edge between nodes and . This has no counterpart in the classical theory where one looks at change points independently.
In other words, at least for trees, the MP to compute the posterior based on all the data in the network, i.e., , pays off in the sense of a lower detection delay, even in the asymptotic regime. To see this more clearly, suppose that one ignores the shared information and computes stopping rules which only depend on information local to each node. Then, one can output as a rule for detecting . This rule will have a detection delay strictly greater than that of the MP rule . A simple argument for this is as follows: The model on which is based has less information than the model in which a single supernode observes the 2-D process undergoing a change at time . The optimal asymptotic detection delay for this model is which lacks the term . (In fact, we conjecture the asymptotic delay for to be much lower, namely , though a proof seems elusive.) This is corroborated by simulations in Section V, where is designated as the LOCAL algorithm, and compared to (designated as MP). Suboptimality of is also observed by Bayraktar and Poor [18] for their model.
Remark 3: Another feature of the result is observed for a single delay, say , where one has regardless of whether there are edges between node 1 and the rest of the nodes. Thus, the asymptotic delay for the threshold rule which bases its decision on the posterior probability of given all the data in the network is the same as the one which bases its decision on the posterior given only private data of node 1 . Although this seemingly counter-intuitive result holds asymptotically, the simulations show that even for moderately low values of , having access to extra information in does indeed improve performance as one expects (cf., Section V).
Here is an intuitive explanation: Suppose that shares an edge with . The asymptotic regime is roughly equivalent to viewing the system after all the change points have oc-curred. That is, is essentially equivalent to waiting infinitely long to raise the alarm. Then, given that we already know that both and have occurred, the shared sequence has no information regarding which one was the minimum, that is, which was the cause of the change in . This is because the shared likelihood , in our model, is invariant to permutation of 1 and 2. Hence, in the asymptotic regime, this shared likelihood cannot add any information to the task of detecting . On the other hand, in the nonasymptotic regime, knowing only that the minimum has occurred, there is still some chance that
has not yet occurred and hence, could be the minimum and the cause of change in ; hence, carries some information for detecting in this case. Based on the above, we expect that if we make the model more complex so that depends not only on but also on which of the two was the minimum, then a contribution from the shared information will appear in the asymptotic limit. We hope to explore this in future extensions of this work.
Remark 4: The assumptions of bounded likelihood ratios and geometric priors on are crucial for our proof technique. The geometric distribution can be relaxed to any distribution with exponential tails, but we cannot allow for more heavy-tailed priors. A brief explanation is provided after stating Theorem 2 in Section VI. This theorem is a key ingredient in our argument and relies heavily on these assumptions. Exponential tails assumption is also used in the decoupling Lemma 7.
V. SIMULATIONS
We present some simulation results, mainly as an empirical verification of the asymptotic results presented in Section IV. The setting is that of graphical model (3) on nodes, where the statistical graph is a star with node 2 in the middle [see Fig. 2(a) ]. Conditioned on , all the data sequences, , are assumed Gaussian of variance 1, with pre-change mean 1 and post-change mean zero. All priors are geometric with parameters . In Fig. 2 , the expected delay divided by is plotted as a function of , for two methods: the MP algorithm of Section III-A and the method which bases its inference on posteriors calculated based only on each node's private information (LOCAL). This latter method estimates a single change point by and a paired by . Also shown in the figure is the limiting value of the normalized expected delay as predicted by Theorem 1. All plots are generated by Monte Carlo simulation over 5000 replications.
In estimating single change points, MP, which takes shared information into account, has a clear advantage over LOCAL, for high to relatively low false alarm values (even, say, around ), though both methods seem to converge to the same slope in the limit, as suggested by Theorem 1. (The particular value is .) Also note that the advantage of MP over LOCAL is more emphasized for node 2, as expected by its access to shared information from all the three nodes.
For paired change points, the advantage of MP over LOCAL is more emphasized. It is also interesting to note that while MP seems to converge to the expected theoretical limit , LOCAL seems to converge to a higher slope (with a reasonable guess being 1.6519 as in the case of single change points). Fig. 3 shows the plots of the of expected delay, versus the of the actual observed false alarm. The setting is as in Fig. 2 , except that replications have been used to get an accurate estimate of the false alarm over a practical range of . We observe the same qualitative behavior as in Fig. 2 , namely, that MP outperforms LOCAL in all cases, with the effect more pronounced for node 2 (with more shared information), and even more so for detecting pairs of delays.
VI. CONCENTRATION INEQUALITIES FOR MARGINAL LIKELIHOOD RATIOS
In this section, we provide the outline of the proof for Theorem 1, for a general number of nodes . For an outline in the simple case of , we refer to [1] . We start by giving sufficient conditions for the claimed upper and lower bounds in Theorem 1, in terms of the limiting behavior of the marginal likelihood ratios [cf., (18) and (19) ]; marginal likelihood ratio, henceforth abbreviated as MLR, is formally defined in (17) . We then show that these sufficient conditions hold if we can establish a collection of conditional concentration inequalities for the MLR (see Lemma 4) . We introduce a notion of stochastic asymptotic equivalence (see Definition 1) and a corresponding calculus (see Lemma 5) , which then allows straightforward manipulation of those collections of concentration inequalities, without the need to keep track of constants or parameters. In the first reading, one can mentally replace this stochastic asymptotic equivalence, with the usual asymptotic equivalence of sequences (that is, and are asymptotically equivalent, denoted as , if Fig. 3 . Plots of the expected detection delay versus the observed false alarm, on a -scale, for MP algorithm and LOCAL algorithm which disregards shared information. The setting is as in Fig. 2 , except that replications have been used.
as
.) The main result that follows is Theorem 2 which establishes asymptotic equivalences (to constants) for various terms that appear in an asymptotic expansion of the MLR (see Lemma 6) . These terms [cf., (23) and (24)] are natural by-products of marginalization over a graph and their asymptotic behavior might be of independent interest. Dealing with these terms, which themselves are sums of pieces of different orders, makes the proof of Theorem 2 fairly technical; the proof is deferred to Section VIII and can be skipped on the first reading. Equipped with these tools and an elementary lemma for decoupling sums of nonnegative products (see Lemma 7), we establish asymptotic equivalence of the entire MLR to the claimed limit and finish the proof, first for the min-all functional (see Section VII-A), then for a single delay (see Section VII-B) and finally for a general min-functional in between (see Section VII-C).
Our standing assumption throughout is that the graph is complete. This simplifies the arguments without loss of generality, since one can otherwise make the graph complete, by assigning sequences of i.i.d. data to each nonedge (with the same pre-and post-change distributions). These i.i.d. data do not affect the likelihood (as can be verified by examining the representation of Lemma 6) and they do not contribute to asymptotic delay since the corresponding KL informations are zero.
Fix some delay functional throughout this section. We use the following notation regarding conditional probabilities and expectations: for and . Here, . Furthermore, let (16) Consider the marginal likelihood ratio (17) Our asymptotic analysis hinges on the behavior of as , under probability measure . In particular, as a direct consequences of the results of [26] , if one can show that (18) for all (small) and all , then the "lower bound" follows, . Furthermore, let
By the results of [26] , if one has (19) for all (small) , then the "upper bound" follows, that is, as defined in (9) when it is implicitly understood.) The rules stated above allows one to reduce the problem to asymptotic -equivalence statements for simpler terms, as considered in the next section. In this context, we regard parameters of the priors, , and pre-and post-change densities as constants. In other words, the constants in the definition of -equivalence can depend on , , and (the uniform norm of ). We now introduce a couple of building blocks occurring frequently and establish statements for them. Recall that and denote the pre-and post-change densities for edge . Define (22) Note that by assumption for all . We will use the convention that empty products evaluate to 1, that is, whenever . We also define -terms as (23) where and are some positive constants. Similarly, define and -terms as follows:
for constants . The constants involved in these definitions can be different in each occurrence and we have suppressed them in the notation for simplicity. The and -terms are most relevant when is a proper edge, that is, and , although the statements involving them hold in general.
The following theorem is proved in Section VIII. Recall that is the KL divergence between and , that is, .
Theorem 2:
Assume for all . The following asymptotic -equivalence relations hold with respect to , as , (26) for any and . The proof of this theorem is deferred to Section VIII. The -equivalence is intuitive as will become clear in the proof. The theorem essentially states that there are no surprises regarding , , and terms and they are all -equivalent to the corresponding edge information.
We also note that in the statement of the theorem can be replaced with for any constant . Remark. Let us consider the role of our assumptions on the priors and likelihood ratios, by giving a high-level overview of the proof of Theorem 2 for . The exponential decay for the tails of the priors is reflected in the definition of in in (23) . The terms in this sum are concentrated around if (as in this case is the product of many essentially i.i.d. terms). For close to , however, there is no guaranteed concentration for , as it is a product of only a few random variables. For these terms, however, the prefactor is small while is guaranteed to be bounded (based on ). Hence, these terms are negligible and do not contribute to , asymptotically. This argument is made precise in Section VIII.
To simplify notation, from now on, we will drop the second upper index in the symbols for , , and terms, whenever this index is and there is no chance of confusion. That is, we adhere to the following convention: (27) (17), (29) We will use the following technical lemma to decouple sums of products. Let denote the collection of 2-subsets of , with the convention that each member is a denoted as an ordered pair with . Lemma 7: Let be the Cartesian product of countable sets and let be a multi-index for . Let and be nonnegative functions defined on and , respectively, for . Let be a nonnegative function on . Let . Then,
The key in this lemma is that the functions , , and are nonnegative. One might already see how the application of Lemma 7 to the sum in (28) produces and terms as introduced in Section VI. We are ready to give the proof of Theorem 1. We start with the two extreme change point functionals : a single change point , and the minimum of all the change points . Then, we present the proof for with , omitting some of the details for brevity.
A. Proof for the Case
First, note that in this case , since implies . Hence, we only need to consider for some . We then observe that is nonzero only when at least one of is equal to . We break up the sum according to how many of are equal to .
Let be a subset of of size . Let . Consider the terms in the sum (28) for which for and for . We call the sum over these terms . Then,
, where the sum is over all subsets of of size at least 1.
Let us fixed some and some with . Without loss of generality, we can pick . Then, where , and is some constant. It follows that [see (32) at the bottom of the page]. Here and in the rest of the proof, the index runs in the set of original edges (not the modified set introduced in Section IV). That is, each edge for some . Note that in (32), the rightmost product is over all 2-subset of , which we denote as . We can now apply first part of Lemma 7, with , to obtain the second equation given at the bottom of the page. Each term denoted as is of the form and each term denoted as is of the form . Hence, we have Applying Theorem 2 to each of the , and forms above, we obtain (33) where the -equivalence in the above an in what follows is w.r.t.
.
To obtain the lower bound, we bound from below by its first term, which, after applying Theorem 2, gives us a lower bound on matching the RHS of (33). Finally, note that the RHS of (33) does not depend on the particular choice of . We now use the log-sum-max rule (R7) to get which is the desired result.
B. Proof for the Case
In this case, ; hence where and is some constant. Then, we can write (34), given at the bottom of the page. Note that the second product runs over all 2-subsets of which we denote as . Hence, we can apply Lemma 7 with to obtain the first equation
given at the bottom of the page. Each term appearing in second product is of the form . Applying the second half of Lemma 7 to the first product, we get (35) given at the bottom of the page. Each term denoted as is of the form . For , each term denoted as can be written in the form . That is, Applying Theorem 2 to each of the , , , and forms above, we obtain (36) where the -equivalence in the above an in what follows is w.r.t.
. The lower bound is obtained, as in Section VII-A, by bounding the sum in (34) by its first term (i.e., ) Applying and using Theorem 2 for each term, we get a lower bound matching the RHS of (36). That is, the bound in (36) holds with replaced with . Now consider the denominator of , namely . An upper bound on can be obtained by letting in (35). We note that and that is now a term of the form . Proceeding as before, we obtain an upper bound similar to that of (36), with missing from the bound. The lower bound is obtained by the same technique. Hence,
Combining equality form of (36) and (37), we have (38) which is the desired result.
C. Proof for With
We now briefly give the proof for the remaining cases. Without loss of generality, we assume for some . In other words, the delay functional is . We observe that is nonzero when all of are , while at least one of them is equal to . Consider for . As in Section VII-A, we break up the sum in its definition according to how many of are equal to . Let be a subset of of size . Let and . Note that form a partition of the index set . To simplify notation, let and note that . Consider the terms in the sum (28) for which for and for . We call the sum over these terms . Then, . Now fix some and some with . The -terms in the expression of corresponding to nodes are easy to deal with. For the -terms corresponding to edges, we first break them into three categories, based on how many of the endpoints are in (i.e.,
). The case where exactly one endpoint is in (i.e., ) is further broken into two cases based on whether the other endpoint is in or in . The former case, i.e., behaves the same as the case . We thus combine these two cases, denoted as . To summarize, we break the edges into a total of three categories. We get the decomposition in (39) given at the bottom of the next page. As in Sections VII-A and VII-B, we can apply Lemma 7 to decouple the sum and obtain an upper bound on . The products denoted by , , and
produce , , and -terms, 1 respectively. Using the same lower bounding technique and applying Theorem 2, we obtain Since this expression does not depend on , using log-sum-max rule (R7) as before, we obtain that . The result now follows from Lemmas 9 and 10 and rule (R3).
A. Bounding -Terms
Bounding -terms is perhaps the most elaborate part of the proof. We start with a uniformization of Lemma 8 and then proceed in steps, working on various parts of the sum one at a time. Up to Lemma 17, we will use the shorthand notation introduced in (27) , with superscript dropped. It might help to recall that in this notation, and are the initial and final indices of the sum, respectively. Also, the edge is fixed throughout. Lemma 15,  . Now, we can break up the sum and use log-sum-max rule (R7), where the last follows from rule (R6).
The next step is to move from to . We need a couple of lemmas. To simplify notation, throughout, let
We occasionally drop the dependence of on and (although this is implicitly assumed). We note that all the lemmas established so far in this section hold, if we replace in their statements with (or any other constant multiple of ). For the rest of this section, we will use the full superscript notation introduced in (23 
B. Bounding -Terms
With some work, we can reduce bounding -terms to that of bounding -and -terms. . Applying rule (R7) to(46) and using a similar argument for the second term, we get the result.
IX. CONCLUSION
We have introduced a graphical model framework which allows for modeling and detection of multiple change points in networks. Within this framework, we proposed stopping rules for the detection of change points and particular functionals of them (the minimum over a subset), based on thresholding the posterior probabilities. An MP algorithm for efficient computation of these posteriors was derived. It was also shown that the proposed rules are asymptotically optimal in terms of their expected delay, within the Bayesian framework. Let us discuss some directions for possible extension of this study. The assumption that the distribution of shared (edge) information between two nodes only depends on the minimum of the associated change points [cf., discussion after (3)] might be restrictive in practice. The current assumption simplifies the analysis in many places and it has an impact on the asymptotic delay. For example, we suspect that the "no gain" phenomenon in asymptotic delay for detection of a single change point, discussed in Remark 3 after Theorem 1, is due to this rather simplistic assumption. It will be interesting to be able to extend the analysis to a model which allows for a more general dependence on the two change points. At present, however, we do not know how much of our analysis can be carried over to the general case.
It is possible to derive an approximate MP algorithm with computational cost scaling as for each time step . That is, the computational cost is constant in time . Simulations indicate that this fast algorithm approximates the exact MP well. The presentation of the algorithm and its theoretical analysis will be deferred to a future publication. As was discussed in the remarks after Theorems 1 and 2, the assumptions on the likelihood ratio, i.e., the boundedness, and the priors, i.e., exponential tail decay are crucial to our proof. They seem to strike the right balance between the prior and the likelihood and they also allow for the break-up of the analysis of the rather complicated likelihood ratios [cf., (28)] into simpler pieces. This is in contrast to the more classical case of a single change point where the analysis goes through seamlessly, say, irrespective of the tail behavior of the priors [26] . Whether these limitations are genuinely present in the multiple change point model or are artifacts of the proof technique is not clear at this point.
Finally, although our main focus in this paper was on the Bayesian formulation, we note that there are non-Bayesian optimality criteria for the single-change point problem, e.g., the minimax as considered in [27] . It is an interesting question whether one can derive minimax optimal rules for the model we consider here.
APPENDIX A PROOF OF LEMMA 2
Consider, for example, node and let be one of its neighbors in , i.e., . Let . Then . Similarly, the distribution of given and is independent of the particular value of , that is, Let and . Pick for . Then, the argument above applied to each node in shows that where the second inequality follows by independence of a priori. Since the last expression does not depend on , the proof is complete.
APPENDIX B PROOF OF LEMMA 6
Let be a multi-index. We have where we have used the extended edge notation of Section IV and conditional distribution introduced in (16) . Using the preand post-change densities, we get
where by convention, empty products are equal to 1. Dividing (47) by we obtain where we have used definitions (22) and(28). The same expression holds, if we replace with . The result now follows from definition (17) of .
APPENDIX C PROOF OF LEMMA 7
The idea of the proof is to write the sum as the diagonal part of a higher dimensional one and then drop the restriction to the diagonal. Let us illustrate the idea first by proving (30).
We can write
The bound holds since the terms are nonnegative. Now, the RHS factors over and and we get (30). Note that we are using an extension of the simple inequality , which holds for , to arbitrary number of summands. The idea for the proof of (31) is similar and is omitted for brevity. APPENDIX D PROOF OF LEMMA 4 (a) We start by proving (18) . Pick large enough so that for , we have for some numerical constant . Fix some throughout the proof. For now, fix such that . Pick for some to be determined shortly. Note that is equivalent to , which holds for sufficiently large . Let be the smallest for which this inequality holds.
Using the shorthand notation , we have for ,
Taking
, we have by Borel-Cantelli lemma that . It follows that the sequence has the same limit a.s.
. Since is fixed for now, as , hence .
We now take the average with respect to conditioned distribution of given . That is, we multiply by and sum over to obtain (48) For any sequence of number , implies that 2 . Thus, it follows from (48) that (49) Since convergence a.s. implies convergence in probability, this implies (18 The second term on the RHS does not depend on or , and we can denote it as . Using the bound (50) on , we have
Since by assumption, both and have finite polynomial moments, it follows that (19) holds for .
