




















































































































































































































































































































样本类别（数量） 性别（Ｆ／Ｍ） 年龄／岁 ＣＤＲ
ＡＤ（Ｎ＝６６） ２９／３７　 ７５．３±１３．３　 １或２
ＭＣＩ（Ｎ＝１０３） ４５／５８　 ７４．１±１５．４ ［０，１］


























ＡＣＣ　 ＳＥＮ　 ＳＰＥ　 ＡＵＣ　 ＡＣＣ　 ＳＥＮ　 ＳＰＥ　 ＡＵＣ
ＭＴＦＳ［１５］ ９１．０５　 ８６．６７　 ９３．２６　 ９６．００　 ６７．５０　 ６６．６７　 ７５．５６　 ７１．００
Ｍ２ＴＦＳ［１６］ ９２．６７　 ９１．２１　 ９３．８４　 ９６．００　 ７７．８０　 ７７．４２　 ８６．３５　 ７２．００





































ＡＣＣ　 ＳＥＮ　 ＳＰＥ　 ＡＵＣ　 ＡＣＣ　 ＳＥＮ　 ＳＰＥ　 ＡＵＣ
ＭＲＩ　 ８７．９３　 ９２．１１　 ８３．２８　 ９２．３９　 ６８．９２　 ７５．９７　 ６３．５３　 ６７．７１
ＰＥＴ　 ８２．５２　 ８７．４６　 ７７．０３　 ８８．７４　 ６９．８２　 ７４．４８　 ６０．４１　 ６８．２４







ＡＣＣ　 ＳＥＮ　 ＳＰＥ　 ＡＵＣ
ＭＴＦＳ［１５］ ６１．０３　 ５６．９２　 ６４．８６　 ６１．３４
Ｍ２ＴＦＳ［１６］ ６７．８２　 ６３．５４　 ７０．６３　 ６９．１５
ＴＳＭＴＦＳ　 ７３．２１　 ６９．６１　 ７５．１５　 ７３．０２
上述实验结果中，表３首先验证了 ＴＳＭＴＦＳ算
法在多模态数据上的效果优于单模态数据，同时也进



























































步将 ＴＳＭＴＦＳ 算 法 与 当 前 主 流 的 深 度 学 习 算
法［８，１０－１１］作比较．虽然使用深度学习算法［８，１０－１１］的
ＡＣＣ更高，但深度学习算法目前仍缺少理论支撑，可
解释性不强，而本研究方法可以标记出对疾病敏感的
脑区域．在下一步的研究工作中，将围绕两方面继续
研究：１）深度学习算法及其在特定领域的解释性；２）将
深度学习算法提取的特征与传统特征选择算法进一
步结合，获取更有效的特征子集．
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