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A class of nonconvex functions is mtroduced, called semr-preinvex functton, 
which includes the classes of preinvex functions and arc-connected convex 
functions. The Fritz-John condttrons of the mathematrcal programming problem 
are derived for these kinds of functions. The pre-varratronal mequahty 1s given 
as a necessary condition and also a sufficient conditron for a mathematical 
programming for invex functions. The Type I function related to unconstrained 
problems 1s given as an equivalent form of the pre-variational inequality. 
Existence theorems for the solution of the pre-variational inequality arc also 
proved. _ C 1992 Acadcmw Press. Inc 
1. INTRODUCTION 
A significant generalization of convex functions is the introduction of 
arc-connected convex functions (see, for example, [9]). Recently another 
meaningful generalization of convex functions, invex functions, was given 
by M. A. Hanson [4] and B. D. Craven [2]. Much significant work has 
been done for this kind of nonconvex function (see Cl-83 and the referen- 
ces therein). Various kinds of necessary and sufficient conditions in which 
the invex and preinvex functions (see (1) and (2)) were closely involved 
have been derived. Both the preinvex functions and the arc-connected con- 
vex functions (see (3)) are generalizations of convex functions. It appears 
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from the definitions that the preinvex functions and arcwise connected con- 
vex functions have some similar characteristics. However, it is easy to verify 
that these are indeed two different classes of functions but share some 
similar properties. So it is the purpose of this paper to introduce a wider 
class of nonconvex functions-semi-preinvw- which includes the preinvex 
function and arcwise connected convex functions and preserves ome nice 
properties that convex functions have. 
As some applications of semi-preinvex functions, (i) the Fritz-John 
condition for the inequality constrained optimization problem is derived by 
using an arcwise directionally differentiable assumption and the alternative 
theorem for convex-like functions (see [7]) since the semi-preinvex 
function is also a convex-like function; (ii) the pre-variational inequality 
problem, which includes the Fritz-John condition as a special case, is 
introduced and the concept of Type I function for the unconstrained 
mathematical programming problem is given as an equivalent form of the 
pre-variational inequality problem (see Definition 2). This follows from 
Hanson and Mond [S] and Rueda and Hanson [6]. who proved the rela- 
tions between the Kuhn-Tucker point of “Type I and Type II functions” 
and a minimum of a constrained mathematical programming problem (see 
[S, 61). We prove that the stable point of a Type I function is a minimum 
of an unconstrained mathematical programming problem. 
Finally, existence theorems of the pre-variational inequality are proved 
under some conditions (see Section 4). The Knaster-Kuratowski- 
Mazurkiewicz theorem (see [ 11) is a powerful tool in many fields, such 
as fixed point theory and variational inequality problems. Mosco [12] 
used the Knaster-Kuratowski-Mazurkiewcz theorem to prove the 
existence of the usual variational inequality. In Section 4, we employ the 
Knaster-Kuratowski-Mazurkiewcz theorem to discuss the pre-variational 
inequality problem and we give some restrictions on the function “s(y, x),’ 
(pre-coercive conditions, normality, regularity) which, compared to the 
conditions given in [lo, 12, 131, are reasonable. 
2. SEMI-PREINVEX FUNCTIONS AND MATHEMATICAL FR~GRAMMING 
Let R" denote the n-dimension Euclidean space. In [4], M. A. Hanson 
considered the real differentiable function f(x) on R" with the gradient 
V’(X) which satisfies: for any x, y E R", there exists a vector T(J), x) E R" 
such that 
B. D. Craven [2] called it invex function. Later, a characteristic of the 
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invex function was given by A. Ben-Israel and B. Mond [ 11, that is, a real 
differentiable function f: Kc R” + R is invex if, for any x, f’ E K, there 
exists a vector T( I: x) E R”, s.t. Va f [0, 11, x + tl~( y, ?c) E K and 
f(x+a~(!.,.Y))~af(1’)+(1 -a)f(s). (2) 
(Note that in [ 11, K = R”.) Such a function is called a preinvex function 
with respect to t(): x) and the property “for each x, y E K, a E [O, I], 
.Y + aT( 13, x) E K” is called “t-connectedness” in T. Weir and V. Jeyakumar 
PI. 
A subset C is said to be arc connected [9] if, for every pair of points x, 
ye C, there exists a continuous arc H(y, .Y, x) defined on [0, l] with a 
value in C such that 
H( j’, x, 0) = x, H( ?‘, x, 1 ) = J’. 
The function f: C + R is said to be arc-connected convex on an arcwise 
connected set C of R” [9 J if for any x, y E C, a E [0, I ] 
f(H(~,x,a)),<af(y)+(l-a)f(.u) (3) 
holds. 
EXAMPLE 1. An arcwise connected set 1s not the same as a 
“T-connected” set. Let 
A,= {(x,,xz)lx:+x~~ 1). 
A,= {(x,,x*)((-KI-3)2+x~~ I}. 
A = A, v A, is a “r-connected” set if we choose 
T(J’,X)=J-X ifbothx,jlEA,orA,: 
=o otherwise. 
But A is not an arcwise connected set. Let 
B= {(x,,x2)1x2>0, (x, - l)‘+x;= 1). 
B is an arcwise connected set but not a r-connected set if T( y, x) # 0. 
EXAMPLE 2 [8]. A real function defined by f(x) = -IxJ is not an 
arcwise connected convex function on ( - co, + oc ), but it is a preinvex 
function if we choose 
T( J’, X) = )’ - .X if x d 0, )’ < 0; or .Y > 0, y > 0; 
EN-, otherwise. 
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Next a class of nonconvex functions which includes the classes of 
preinvex functions and arcwise connected convex functions is introduced. 
A set K in R” is said to satisfy the “semi-connected” property, if for any 
x, y E K and CI E [O, 11, there exists a vector r(y, X, a) E R”, such that 
x + a~( y, x, a) E K. 
DEFWITION 1. Let K be a set in R” having the “semi-connected” 
property with r(y, x, ~1): Kx Kx [0, l] + R” andf(x) be a real function on 
K. Then f is called semi-preinvex with respect to r(y, x, a) if for x, YE K 
and LYE [0, 11, 
f(v+C15o',X,CI))~:Olf(Y)+(l--tl)f(X) (3’) 
holds and lim,l, ar( y, s, a) = 0. 
Both A and B in Example 1 are “semi-connected” sets, In general, we 
have that the arcwise connected set and the r-connected subset are 
semi-connected sets. 
THEOREM 1. (i) A preinuex function with respect to $y, x) is a 
semi-preinoex function with respect to T( y, x, a) = T( y, x). 
(ii) An arcwise connected convex function is a semi-preinoex function. 
Proo$ (i) We Simply choose T( y, x, a) = r( y, x). 
(ii) Let S: K + R be an arcwise connected convex function on an 
arcwise connected set KC R”. We choose r( y, X, a) as follows. Fix x, y E K; 
then by arcwise connectedness of K, there exists a continuous arc, 
H(y,x, a) on [0, 11, s.t. H(y,x,O)=x, and H(y,x, l)=y, such that 
f(H(y,-~,a))baf(y)+(l-a)f(x), aE [O, 11. 
For a E (0, 11, let 
7( y, x, a) = l/a(H( y, x, a) - x). 
Therefore 
f(x+ar(y, x, a))<af(y)+ (1 -a)f(x), aE CO, 11 
and limzl, ar(y, x, a) = 0. Hence f is a semi-preinvex function with respect 
to r(y, x, a). I 
THEOREM 2. Let K be a semi-connected subset of R” and f: K 4 R be a 
semi-preinvex function with respect to z(x, y, a). Then any local minimum of 
f is a global minimum off over K. 
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Prooj: Let x,, be a local minimum of j on K. Assume that there exists 
x E K such that f(x) <f(xO); by the definition of semi-preinvexity, we have 
i.e. 
f(.y0+ aT(x, -Kg, a)) -f(xo) d a[.f(s) -,f(s,)] < 0. (4) 
Let a be small enough and note that x0+ at(x, so, 2)~ K and 
lim Ilo ar(x, .x0, a) = 0; then (4) contradicts the local minimum. 1 
Next, we derive the Fritz-John condition of the inequality constrained 
optimization problem to present a further application of semi-preinvex 
functions. 
Consider the inequality constrained optimization problem: 
(P,) Minimize j(x) subject to x E C, g,(x) < 0, i = 1, . . . . m, 
where Cc R”, j, g, (i = 1, . . . . nr) are real functions 
on R”. 
Since the semi-preinvex function is also a convex-like function [7], that 
is, for any X, >’ E C, a E [0, I], there exists z E C such that 
the following alternative theorem is an immediate direct result of 
Theorem 2 in [7]. 
LEMMA 1. Let h,(x) (i= 1 , . . . . k) be semi-preinvex functions. Then 
exactly one of the following two systems is solvable: 
(1) there exists XE C, h,(x) < 0, . . . . hk(x) < 0; 
(2) there exist RE Rk,\{O}, A,20 (i= 1, . . . . kj, &, l,h,(C)c R, .’ 
The function f: C + R is said to be arcwise directionally differentiable at 
x 0 E R” if 
f'bo;h)=f% t-'[f(xo+uJ(t))-.f(-do)] 
exists for each continuous arc w: [0, 1) --+ R” such that w(O) = 0, 
o’(O+)=h. 
’ Throughout this paper, &, a, always means that the sum of the element a, IS from a, 
to a,. 
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THEOREM 3. Consider the problem (P,). Assume that f and g, 
(i= 1, . . . . m) are arcwise directionally differentiable and semi-preinvex 
functions with respect to the same T( y, x, a) satisfying (H): [d/da] 
(ar(y, x, c~))l,,~=?(y, X) for any x, yEC. If x,, is a minimum of (Pi), then 
there exist Lagrange multipliers T 2 0, 1,2 0 (i = 1, . . . . m), not all zero, such 
that 
Tf'(Xo; z^(x, .%)) + 1 1, &(x0; ?(x, x0)) 2 0, VXEC, 
Cm) 
l,g,(x,) =0 (i= 1, . . . . m). (5) 
Proof: Since x,, is a minimum of (Pi), then the system 
there exists x E C, such that f(x)-f(x,,)<O, g,(x)<O(i= l,...,m), 
has no solution. From Lemma 1, there exist T 2 0, 1,> 0 (i= 1, . . . . m), not 
all zero, such that 
T(f(X) -f(xo)) + 1 1, g,(x) 2 0, VXEC. 
(m) 
Let x=x0; we get z(m) A,g,(x,)>O. Since J,20, g,(x,)<O (i= 1, . . . . m), 
we get &, I,gi(x,,) = 0. Since C is semi-connected, for any XE C, 
a~(O,l], xo+a5(x,xo,a)EC, we get 
T(f(xo+aT(x,xo,a))-f(xo))+c &(g,(xo+aT(x,xo,@))-g,(xo))<O. 
(m) 
It follows from the arc directionally differentiability of f and g, 
(i = 1, . . . . m) and (d/da)[ar(y,x,a)]l.=,=t^(y,x) that 
Tf’(xo; f(x, xo)) + c &g;(x,; 5^(x, xo))>O, VXE c, 
Cm) 
Iz,g,(x,)=O(i= 1, . . . . m). 
The proof is completed. 1 
Remark. If f and g, (i = 1, . . . . m) are preinvex functions with respect 
to r(y, x), then the assumption (H) is trivially satisfied, since (d/da) 
C~~~y,~,~)lJ.~o=~~/~~~C~~~y,~~ll.~o=~(y,x). Iff and g, (i=l,. .,m) 
are arc-connected convex functions, the assumption (H) is equivalent to 
(dldcc)CWy, x, a)llz=o = U x). 
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3. PRE-VARIATIONAL INEQUALITY 
A well-known fact in mathematical programming is that the variational 
inequality problem has a close relation with the optimization problem. In 
this section, we introduce a class of variational inequalities-pre-varia- 
tional inequalities which have a close relation with invex functions as we 
show below. The relations between pre-variational inequalities and other 
functions are also verified. 
Let us recall the usual variational inequality problem: let K be a subset 
in R" and T a mapping from R" to R", and the varitional inequality is 
Find s E K, such that T(x)'(y-.u)>,O, V~EK. (6) 
We refer to [IO, 12, 143 for discussions of this variational inequality 
problem. 
Following the model of the above variational inequality, we introduce 
the pre-variational inequality problem. Let Kc R", T: K -, R", T( .r, s): 
K x K + R", f: K + R, and the pre-variational inequality problem is 
Find .Y E K, such that T(s)'r(.v,x)~f(.u)- f(y). Vx E K. (7) 
Iff= 0, then (7) becomes 
Find .Y E K, such that T(x)'~(y, x)aO, VJEK. (8) 
It is clear that (6) is a special case of (8) if t( I?, .XY) =y - X. The next example 
shows the significance of the pre-variational inequality problem. 
EXAMPLE 3 (Fritz-John condition). Consider the problem (P,) in 
Section 2. From Theorem 3, if x0 E C is a minimum of (P,), then there 
exist Lagrange multipliers T 3 0, 1, > 0 (i = 1, . . . . m), not all zero, such that 
If f and g, are differentiable at x0, then (5) becomes 
Tvf(-h) + c ~,v&',(.x,) 
> 
' ?(."I, -Y~)~O, vx E c. 
(m) 
This is a pre-variational inequality. 
The next theorem presents a further application of the pre-variational 
inequality and shows the close relation between the pre-variational 
inequality and the invex functions. A special case of Theorem 4 can be 
found in Chipot [lo]. 
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Consider the unconstrained optimization problem 
(PZ) Minimize f(?r), V.u E K, where K is a subset of n 
dimension Euclidean space R”, .f: K + R. 
THEOREM 4. Let K be a subset in R” having T-connectedness, x0 E K, and 
let f be differentiable at x0 and T(x,) = Vf(x,). Then the following two 
statements hold: 
(i) If x,, is a minimum of (PZ), then x0 is a solution of (8); 
(ii) Zf f is an invex function with respect to ~(y, x) (see (1)) x0 is a 
solution of (8), then x0 is a minimum of (PZ). 
Proof: (i) Suppose that X~E K is a minimum of the problem (P2). Then 
for each ~1 EK, c1 E (0, 11, .q, + CU(J: x0) E K, 
f(xo+crr(y,x,))-f(x,)>,O, VYE K. (9) 
Since f is differentiable at x0, dividing (9) by CI, and then letting CI 10, we 
iset 
vf(X~)‘T(J’,%)~o, VYEK. 
Then (i) holds. 
(ii) Suppose that x0 is a solution of (8), i.e., 
T(x,)’ To’, xc,) 2 0, VYEK. 
From the definition of invex function, we have 
f(,‘)~f(?ro)+vf(-yo)‘T(1’, &h 
~fbd~ VYE K. 
Therefore x0 is a minimum of (Pz). 1 
Following Hanson and Mond [S] and Rueda and Hanson [6], we 
define the Type I function for the unconstrained optimization problem 
(Pd. 
DEFINITION 2. f: K + R is a Type I function with respect to q(x) at 
.x0 E K if there exists an n-dimensional vector function r](x) defined on K 
such that 
f(-x) -fc%) 2Vfcd’ Il(+~), Vxe K. (10) 
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THEOREM 5 (Rueda and Hanson [6]). [f one of the following conditions 
holds, then f(x) is a Type I function. 
(i) There esists an n-dimensional vector function V(X) such that 
.f(~+arl(,u))~orf(x)+(l-cc)f(~), x E [0, 11. Vx, r’ E K. 
(ii) f(s) is a convex function. 
In [6], Rueda and Hanson showed if the Kuhn-Tucker conditions are 
satisfied by the “Type I function,” then the Kuhn-Tucker point is a 
minimum. In the rest of this section, we show that Type I functions are 
equivalent to pre-variational inequalities and that the stable point of a 
Type I function is a minimum. From the definition, it is easy to prove the 
following theorem. 
THEOREM 6. Let x0 E K, T(x,) = -Vf(q). Then the foflowing two 
statements are equivalent: 
(i ) x0 is a solution of pre-variational inequality (7 ); 
(ii) f(x) is a Type I function with respect to TV = T(.Y, x0) at x0, 
Proqf. (i) 3 (ii) If x0 is a solution of pre-variational inequality (7), then 
T(.u,)‘~(-~,x,)~f(-~,)-f(.~), Vx E K. 
Since T(x,) = -Vf(xO), let q(x) = T(X, x,), V.Y E K, and we have 
f(x) -f(xo) 2Vf(x,)’ Y](x), Q.u E K. 
Therefore, f(x) is a Type I function with respect o q(x) at x0. 
(ii) j (i) If f(x) is a Type I function with respect to q(x) at .x0 and 
T(X, x0) = q(x), then 
f(x) -f(xo) aVf(x,)’ rl(x), Qx E K. 
Therefore 
T(x,Y T(X, xcl) >f(xd -f(x), Vx E K. 
Then x0 is a solution of pre-variational inequality (7 ). 
THEOREM 7. Let x,, E K and let f(x) be the Type I &unction with respect 
to q(x) at x0. If 
Vf (x0) = 0, 
then x0 is a minimum of (Pz). 
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Proof: Sincef(x) is a Type I function with respect to q(x) at x0, then 
for any x E K, 
f(x) -f(xo) >Vf(xo)’ r/(x) = 0. 
Thereforef(x) >f(x,,) for all x E K. It follows that x0 is an optimal solution 
of (Pd. 
4. AN EXISTENCE THEOREM FOR FRE-VARIATIONAL INEQUALITIES 
In this section the existence of the solution of the pre-variational inequality 
(8) is considered. Let K be a subset of R”, T: K-r R”, r: Kx K + R”, by 
which for each x E K, g(u) = T(J~, x): K + R” is continuous on K and 
t(x, x) = 0. Then the pre-variational inequality problem is 
Find x E K, such that T(x)’ r(y. x) 2 0, Vy E K. (8) 
T: K -+ R” is said to be continuous on K if for any {x,) c K, x, + x E K, 
then IIT( T(x)11 40 (i+ ~0. 
THEOREM 8. Let K be a bounded closed convex set of R”. Assume that T 
and t satisfy the following conditions: 
(i ) T is continuous on K; 
(ii) h(y) = T(x)’ T( y, x) is convex for each fixed x E K. 
Then the pre-variational inequality (8 ) is solvable. 
ProoJ Let 
F(y) = {XE K( T(x)’ ~(y, x) >O}, V~EK. 
Let x,, . . . . x,EK, I,20 (i= 1, . . . . n), CC,,, II,= 1. Suppose that x= 
&, 0, + U fl-0. Then 
T(x)’ 5(x,, x) < 0, i = 1, . . . . n, 
i.e., 
c A, T(x)’ ~(x,, x) < 0. 
(n) 
By the convexity of h for fixed x, we get 
CLASS OF NONCONVEX FUNCTIONS 369 
i.e., 
Hence by T(X. X) = 0, 
It is a contradiction. So x = &, 2,x, E U F(x, 1. 
It is obvious that F(y) is a closed set for any )’ in K. Since K is bounded. 
F(J~) is a compact. By the KKM theorem [IS], we obtain 
Let XE n F(r). Then 
So x is a solution of pre-variational inequality (8). 1 
However, the condition that h(y) = T(x)’ t(~‘, X) be convex may be 
replaced by the requirements that T(X) be positive and r(~, s) be convex 
in its first variable, because these conditions imply that h(y) = T(x) T( ~1. X) 
is convex. 
COROLLARY 1 (Hartman and Stampacchia [ 131). Let K he a bounded 
closed conue.y in R” and T be continuous on K. Then there exists .Y E K 
such that 
T(x)’ (y-x)>O, t/FE K. 
T is said to be pre-coercive with respect to t( 1; X) if there exists .yO E K 
such that 
(T(X) - T&J))’ T(X, Xo)/llT(X, &)il -+ +,xX, 
whenever llxll --) +a. 
(11) 
If ~(y, X) = y - x, this condition coincides with the coercive condition in 
Hartman and Stampacchia [ 131: T is called coercive if there exists .x0 E K 
such that 
(T(x)- ~(~~o))‘(x-x~)/Il~u-x,l~ -+ +;c, (12) 
whenever II?cII -+ + 5. 
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Let 4(,~, xl= [W..l(s(y, x))l, = )[. 
r(y, x) is norma/ at x E K if r’,(x, x) > 0; T(,v, x) is normal on K if r( J’, x) 
is normal at each XE K. 
THEOREM 9. Let K be a closed convex set of R”. Suppose that T and 5 
satisfy the following conditions: 
( 1) T is continuous on K and pre-coercive with respect to T( y, x); 
(2 ) t( y, x) is normal on K; 
(3) h(y)=T(x)‘r(y,x) isconvexforanyfixedxEK. 
Then the pre-variational inequality (8) is solvable. 
Proof: Let B, denote the closed ball of centre 0 and radius r in R”. 
Then the conditions in Theorem 8 can be satisfied if we substitute Kn B, 
for K. Hence there exists a solution x, for the pre-variational inequality: 
Find x E K n B,, such that T(x)’ T(Y, x) 2 0, VyEKn B,. 
Choose r 2 llxOJI with x,, as in the pre-coercive condition. Then 
T(x,)’ $x0, x,) 2 0. 
Moreover, 
T(x,)’ d-r,,, x,) 
(13) 
= (T(x,) - T(x,))’ 7(x,, x,) + T(x,)’ th,, x,) 
G -(TM - T(-~,))‘d+, x,)1 + II T(x,)ll Ilr(-~, x,)ll 
G JIG,, ~~r)ll( - W,) - T(x,))’ dx,, x,))lllW,, x,)ll + II Thdll). 
(14) 
If IIx,II = r for all r, we choose r large enough that (14) and condition (11) 
imply T(x,)’ T(x~, x,) < 0, which contradicts (13). Hence, there exists r such 
that [Ix~/[ cr. For each y E K, we choose E > 0 small enough that 
x, + ET( y, x,) E K n B,. Therefore 
since 
W,)’ 4x, + MY, x,), x,) 2 0, (15) 
5(x, + dy, x,), x,) = t(x,, x,) + ET(L’, x,) r;(x,, x,) + O(E) 
= ET()‘, x,) 5:(x,, x,) + O(E). 
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7-(x,)’ (cd 4’, x,) T;h.,, x,) f O(E)) >, 0. 
Dividing the inequality ( 15) by E, then letting E J. 0, we have 
T(.Y,)’ tc,y, x,) ?;(A-,, x,) 20. 
Since s’,(s,, x,) > 0, we have 
T(.~,)‘S(Y, x,)207 VJEK. 
Therefore I, is a solution of pre-variational inequality (8 ). fl 
(16) 
COROLLARY 2 (Hartman and Stampacchia [13) ). Let K be u closed 
convex subset in R” and T be continuous and coerrice on K; then there exists 
x E K such that 
7-(,~)‘(y-x)20, VYEK. 
We call Z(J, x) regular at .X if for each .V E K, there exists a positive 
constant il = a(x, p), 
lim r(x + .5~. X)/F + or. (17) 
El0 
r( J’, x) Ir regular on K if T( .v, x) is regular at each x E K. 
THEOREM LO. Let K be a closed L’OIIVEX set of‘ R”. Suppose T and 5 
satisL\p the .fbllowing conditions: 
(1) T is continuous and pre-coercive with respect to T( 1: x); 
(2) TO', s) is regular on K; 
(3) h(y)=T(x)'~(y,x) is conve.Yfor any.fixedxEK. 
Then the pre-variational inequality (8) is solvahl. 
ProoJ From the proof of Theorem 9, there exists a solution X, of the 
pre-variational inequality 
Find XE Kn B,, such that T(s)l 5( I’, x) 2 0, VyE Kn B,. 
For each y E K, we choose E r 0 sufficiently small. r sufticiently large 
(tk.tl < r) that 
T(xr)’ T(X, + ET( y, x,), x,) 2 0. (18) 
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Since T(Y, X) is regular on K (see (17)), divide the inequality ( 18) by 6, then 
let E 10, and there exists cl(v, x,) > 0 such that 
Thus 
The proof is completed. 1 
5. CONCLUSION 
In this paper, we discussed a class of nonconvex nonsmooth functions 
(semi-preinvex functions) which includes preinvex functions and arc- 
connected convex functions if r(y, x, a) is suitably chosen. We derived the 
Fritz-John condition by using an alternative theorem for the semi-preinvex 
program and introduced the pre-variational inequality, which is a 
necessary condition for the optimal solution. We also proved some 
existence theorems by using the Knaster-Kuratowski-Mazurkiewcz 
theorem. 
Recently, J. Parida, M. Sahoo, and A. Kumar [ 151 also discussed the 
pre-variational inequality (calling the pre-variational inequality the 
variational-like inequality) and proved the existence of the solution of the 
variational-like inequality by using the Kakutani fixed point theorem. 
However, in our approach, we used a different method to prove the 
existence of the pre-variational inequality, in which the useful coercive 
condition is generalized. 
ACKNOWLEDGMENTS 
The authors are indebted to one of the referees for his considerable editorial assistance, 
which resulted in the final presentation of the paper. 
REFERENCES 
1. A. BEN-ISRAEL AND B. MOND, What is invexity? J. Austral. Math. Sot. Ser. B 28 (1986), 
1-9. 
2. B. D. CRAVEN, Invex functions and constrained local minima, Bull. Austral. Math. Sot. 
Ser. B 24 (1981), 357-366. 
3. B. D. CRAVEN, Invex function and duahty, J. Ausrral. Math. Sot. Ser. A 39 (1985), l-20. 
4. M. A. HANSON, On the sufficiency of the Kuhn-Tucker conditions, J. Math. Anal. Appl. 
80 (1981), 545-550. 
CLASS OF NONCONVEX F-UNCTIONS 373 
5. M. A. HANSON AND B. MOND, Necessary and suficlent condltlons m constramed 
optimization, Mah. Programming 37 (1987), 51-58. 
6. N G. RUEDA AND M. A. HANSON, Optimality criteria [or mathematical programmmg 
mvolving generalized invexlty, J. Math. Anal. .4ppl. 130 (1988). 375-385 
7. V JEYAKUMAR, Convexlike alternatlve theorems and mathematical programmmg. 
Optumrat~on 16 (1985), 643652. 
8 T. WEIR AND V JEYAKUMAR, A class of nonconvex functions and mathematical 
programming, Bull. Ausfral. Marh. Sot. Ser. B 38 (1988), 177-189. 
9 M. AVREL. “Nonlmear Programmmg, Theory and Method.” PrentlceeHall. Englewood 
Cliffs, NJ, 1976 
10. M. CHIPOT, “VarIatIonal Inequalities and Flow m Porous Media.” Springer-Verlag. 
New York/Berlm, 1984. 
1 I. KY FAN. Inequahty systems, inequalities III, m “Proceedmgs. Thud Symposium on 
Inequalities.” pp. 103-I 13, Academic Press, San Diego, CA, 1972. 
12. U. MOSCO, Implicit varlational problems and quasi-varIationa mequahtles, m “Lecture 
Notes m Mathematics, Vol. 543.” Springer-Verlag. Berlm/Heidelberg/New York, 1976 
13 P HARTMAN AND G. STAMPACCHIA, On some nonlmear elhptlc dlfferentlable functu)nal 
equations, Acra Mark 115 (1966). 271-310 
14. G LIONS AND G STAMPACCHIA. VarIational mequahty. Comm. Purr .4ppl. Mah. 20 
(1967). 493-519. 
15. J PARIDA. M. SAHOO. AND A. KUMAR. A varlatlonal-like inequahty problem. ~~11. 
Austrul Math. Sot. 39 (1989), 225-231. 
