Abstract. Let µ be a nonnegative Radon measure on R d which satisfies µ(B(x, r)) ≤ Cr n for any x ∈ R d and r > 0 and some positive constants C and n ∈ (0, d]. In this paper, some weighted norm inequalities with A p (µ) weights of Muckenhoupt type are obtained for maximal singular integral operators with such a measure µ, via certain weighted estimates with A ∞ (µ) weights of Muckenhoupt type involving the JohnStrömberg maximal operator and the John-Strömberg sharp maximal operator, where , p ∈ [1, ∞).
1. Introduction. During the last several years, considerable attention has been paid to the study of function spaces with nondoubling measures and boundedness of singular integrals in these spaces; see [10] [11] [12] , [16] [17] [18] [19] , [1] [2] [3] , [6] . Let µ be a nonnegative Radon measure on R d which only satisfies the following growth condition: there exist positive constants C 0 and n ∈ (0, d] such that for all x ∈ R d and r > 0, (1.1) µ(B(x, r)) ≤ C 0 r n , where B(x, r) is the open ball centered at some point x ∈ R d and having radius r. The measure µ in (1.1) is not assumed to satisfy the doubling condition which is a key assumption in the analysis on spaces of homogeneous type. We recall that µ is said to satisfy the doubling condition if there exists some positive constant C such that µ(B(x, 2r)) ≤ Cµ(B(x, r)) for all x ∈ R d and r > 0. Some important nondoubling measures satisfying (1.1) and the motivation for developing the analysis related to such measures can be found in [20] . We only point out that the analysis with nondoubling measures plays an essential role in solving the long-standing Painlevé problem by Tolsa in [19] . Let K be a µ-locally integrable function on R d × R d \ {x = y} such that for any x = y,
|K(x, y)| ≤ C|x − y| −n , and for any x, y, y ∈ R d with |x − y| ≥ 2|y − y |, This integral may not be convergent for many functions. Thus we consider the truncated operator T ε for ε > 0, which is defined by setting, for any bounded function f with compact support and x ∈ R d , (1.5) T ε f (x) = |x−y|≥ε K(x, y)f (y) dµ(y).
For p ∈ (1, ∞), we say that T is bounded on L p (µ) if T ε is bounded on L p (µ) with bound independent of ε > 0. Also, we say that T is bounded from L 1 (µ) to L 1,∞ (µ) if T ε is bounded from L 1 (µ) to L 1,∞ (µ) with bound independent of ε > 0.
Here and in what follows, for p ∈ (0, ∞), L p,∞ (µ) denotes the usual weak-L p (µ) space defined by
The maximal operator associated with the operator T is defined by setting, for any bounded function f with compact support and x ∈ R d ,
In his remarkable work [16] , Tolsa established the Calderón-Zygmund decomposition associated with the measure as in (1.1), and proved that if K satisfies (1.2) and (1.3), and T is bounded on L 2 (µ), then T is also bounded from L 1 (µ) to L 1,∞ (µ) and bounded on L p (µ) for any p ∈ (1, 2]. There are many other works concerning the boundedness of the operators T and T * in function spaces with measures satisfying (1.1), e.g. [11] , [17] and [1] [2] [3] .
The main purpose of this paper is to establish weighted norm inequalities with weights of Muckenhoupt type for the above Calderón-Zygmund operator T and the corresponding maximal operator T * . When the measure µ as in (1.1) satisfies the additional assumption that for any cube Q,
that is, the faces (or edges) of any cube have µ-measure zero, Orobitg and Pérez [13] proved that if K satisfies (1.2) and (1.3), and if T is bounded on L 2 (µ), then T is bounded on L p (u) for p ∈ (1, ∞) and u ∈ A p (µ), where A p (µ) consists of the weight functions of Muckenhoupt type associated with µ; see Definition 1.1 below. In this paper, we will prove that, without the assumption (1.7), if K satisfies (1.2) and (1.3), and if T is bounded on L 2 (µ), then both T and T * are bounded from
To state the main result, we first recall some definitions and notation. By a cube Q ⊂ R d we mean a closed cube whose sides are parallel to the axes and which is centered at some point of supp µ, and we denote its side length by l(Q). A µ-measurable function u is said to be a weight if it is nonnegative and µ-locally integrable. The A p (µ) weights of Muckenhoupt type in the setting of nondoubling measures were first introduced by Orobitg and Pérez [13] for = 1 and by Komori [6] for ∈ [1, ∞).
. A weight u is said to be an A p (µ) weight if there exists a positive constant C such that for any cube Q,
Also, a weight u is said to be an A 1 (µ) weight if there exists a positive constant C such that for any cube Q,
As in the classical setting, we set A ∞ (µ) = ∞ p=1 A p (µ). For = 1, we denote A p (µ), A 1 (µ) and A ∞ (µ) simply by A p (µ), A 1 (µ) and A ∞ (µ), respectively.
Our main result is the following weighted weak type estimate for the operator T * . Theorem 1.1. Let ∈ [1, ∞) be fixed. Let K satisfy (1.2) and (1.3), and T be the Calderón-Zygmund operator formally defined as in (1.4). If T is bounded on L 2 (µ), then for any p ∈ [1, ∞) and u ∈ A p (µ), the maximal operator T * defined by (1.6) is bounded from L p (u) to L p,∞ (u), that is, there exists a positive constant C such that for any λ > 0 and bounded function f with compact support,
where, for a weight w and a µ-measurable set E, w(E) = E w(x) dµ(x).
By Corollary 2.5(i) in [13] , if µ satisfies the assumption (1.7), then for any p ∈ (1, ∞) and u ∈ A p (µ), u ∈ A p−σ (µ) for some σ > 0. Thus, Theorem 1.1 along with the Marcinkiewicz interpolation theorem shows that for any p ∈ (1, ∞) and u ∈ A p (µ), T * (and therefore T ) is bounded on L p (u). This recovers the weighted estimate (11) in [13] .
To establish their weighted estimate for the operator T when µ satisfies (1.7), Orobitg and Pérez in [13] used a distributional inequality involving the singular integral operator and the central Hardy-Littlewood maximal operator, and the fact that for u ∈ A p (µ), p ∈ (1, ∞) and any bounded function f with compact support, T * f ∈ L p (u). Checking the argument used in [13] , we see that this a priori estimate can be replaced by the statement that for u ∈ A p (µ), p ∈ (1, ∞) and any bounded function f with compact support,
On the other hand, as pointed out by Orobitg and Pérez [13] , without the assumption (1.7), the reverse Hölder inequality, the fact that u ∈ A 1 (µ) implies u ∈ L 1+σ loc (µ) with some σ ∈ (0, ∞), and some other important properties enjoyed by the A p weights in the setting of Euclidean spaces, may not be true; therefore, without (1.7), the a priori estimate (1.8) cannot be verified directly. To avoid (1.7), in the proof of Theorem 1.1, we will establish a distributional inequality linking the John-Strömberg maximal operator and the John-Strömberg sharp maximal operator (see Theorem 2.1 below), which, together with a fairly weak a priori estimate (see (3.10) below), leads to the desired conclusion of Theorem 1.1.
We should point out that Theorem 2 of [9] indicates that for any nonnegative Radon measure µ, there exists an orthonormal system in R d so that (1.7) holds. However, it is not clear how the A p (µ) weights and singular integrals related to µ as in (1.1) depend on different orthonormal systems in R d .
Also, it is obvious that if 1
. However, it is still unclear if this inclusion is proper.
Finally, we make some conventions. Throughout the paper, C denotes a positive constant that is independent of the main parameters involved, but whose value may vary from line to line. Constants with subscript, such as C 1 , do not change in different occurrences. Let α and β be positive constants such that β > α n . For a cube Q, we say that Q is (α, β)-doubling if µ(αQ) ≤ βµ(Q), where αQ denote the cube concentric with Q and having side length αl(Q). It was pointed out by Tolsa [17] that there exists a large constant β = β α,d > 0 such that for any x ∈ supp µ and R > 0, there exists some (α, β α,d )-doubling cube centered at x with l(Q) > R, and for µ-almost all x ∈ R d , there exists a sequence {Q k } k∈N of (α, β α,d )-doubling cubes centered at x with l(Q k ) → 0 as k → ∞. In what follows, for a fixed ∈ [1, ∞), by a doubling cube Q, we always mean that Q is a (2 , β 2 ,d )-doubling cube. Moreover, for a cube Q, Q denotes the smallest doubling cube of the form (2 ) k Q with k ∈ N ∪ {0}.
2. John-Strömberg maximal operators. The purpose of this section is to introduce the John-Strömberg maximal operator and the JohnStrömberg sharp maximal operator related to the measure in (1.1), and then establish certain weighted norm inequalities with A ∞ (µ)-weights relating these two operators, where ∈ [1, ∞). This weighted estimate plays an important role in the proof of Theorem 1.1 and is of independent interest.
For a cube Q with µ(Q) = 0, and a real-valued locally integrable function f , m f (Q), the median value of f on the cube Q, is defined to be any number such that µ({y
If µ(Q) = 0, we set m f (Q) = 0 for any real-valued µ-locally integrable function f . If f is complex-valued, the median value of f is defined by 
For any two cubes Q 1 ⊂ Q 2 , set
0,s and M , 0,s in the setting of Euclidean spaces were first introduced by John [5] and then rediscovered by Strömberg [15] and Lerner [7, 8] . It is easy to verify that for any cube Q x and ε > 0,
2 Q . Our main result in this section is the following theorem.
Then there exist a constant C 1 ∈ (0, 1), depending on s 1 and u, and a positive constant C such that for any s 2 ∈ (0, C 1 s 1 ),
. To prove Theorem 2.1, we first give some preliminary results about
A result of Komori [6] states that for any η > , p ∈ [1, ∞) and
Notice that for any doubling cube Q,
Therefore, we have the following conclusion.
Lemma 2.1. Let ∈ [1, ∞) and let M η and M ,d be the maximal operators defined by (2.5) and (2.6), respectively. For any p ∈ [1, ∞) and u ∈ A p (µ), both M η with η ∈ ( , ∞) and
As an easy consequence of Lemma 2.1, we obtain the following result.
(ii) for any doubling cube Q and µ-measurable set E ⊂ Q,
(iii) for any doubling cube Q and µ-measurable set E ⊂ Q,
Proof. Obviously, (ii) follows from (i), and (iii) is an easy consequence of (ii) with E replaced by Q \ E. So it suffices to prove (i), whose proof is similar to that of the classical case; see [14] . In fact, it is easy to see that for any cube Q and any µ-measurable set E ⊂ Q,
On the other hand, Lemma 2.1 states that for any p ∈ [1, ∞), u ∈ A p (µ) and η > , there exists a constant C 2 ≥ 1 such that for any λ > 0,
Thus, both estimates imply that for any λ ∈ (0, µ(E)/µ(ηQ)),
and so, for any λ < µ(E)/µ(ηQ),
The conclusion (i) follows by letting λ → µ(E)/µ(ηQ), which completes the proof of Lemma 2.2.
. Then for all µ-locally integrable functions f and λ > 0,
where C is a positive constant depending on d and , but not on s and the weight u.
Proof. By the Lebesgue differential theorem, we know that for µ-almost
and so and
0,s f (x) > λ}. For any x ∈ E r,λ , there exists a doubling cube Q x such that x ∈ Q x , l(Q x ) < r, and µ({y ∈ Q x : |f (y)| > λ}) ≥ sµ By the Besicovitch covering lemma, we obtain a family {Q τ } τ ⊂ {Q x } x∈E r,λ of cubes such that
where C d is a positive integer depending only on d. Therefore,
which together with a certain basic property of measures proves (ii). This completes the proof of Lemma 2.3. To verify the first inequality, we observe that if t 1 , t 2 > 0 satisfy
On the other hand, for any ε > 0, we can take t 0 > 0 such that t 0 < m 0,s;Q (f − c) + ε, and that µ({y ∈ Q : |f (y) − c| > t 0 }) < sµ Proof. Without loss of generality, we may assume that µ(Q) > 0. If f is real-valued and m f (Q) ≥ 0, we have
and if m f (Q) < 0,
Therefore, by the definition of m f (Q),
. This implies that for any t > 0 satisfying µ({y ∈ Q : |f (y)| > t}) < sµ 3 2 Q , we have t ≥ |m f (Q)|. Otherwise, we obtain
which contradicts (2.7). Our desired result now follows directly by taking the infimum over t, which completes the proof of Lemma 2.5.
where θ 1 , θ 2 ∈ (0, 1) are constants depending only on d, and µ.
and so 1
Moreover, as pointed out in Section 1, for µ-almost all x ∈ R d , there exists a sequence {I k } k of doubling cubes with l(I k ) → ∞ as k → ∞. Therefore, by the basic property of µ, we may assume that for any λ > λ f and any On the other hand, for each fixed x ∈ E λ , there is a doubling cube Q containing x such that m 0,s 1 ;Q (f ) > (1 + γ/2)λ. The inequality (2.8) tells us that among these doubling cubes, there exists one doubling cube, denoted by Q x , which has almost maximal side length, in the sense that if some doubling cube I contains x and has side length no less than 2 l(Q x ), then m 0,s 1 ;I (f ) ≤ (1 + γ/2)λ; see also [17, p. 128] . Let R x be the cube centered at x with side length 3 l(Q x ), and set S x = R x . An application of Lemma 2.4 gives
where C 5 is a positive constant depending only on d, and µ such that 3δ Qx,Sx ≤ C 5 ; see Lemma 2.1 in [17] . If we choose θ 2 > 0 small enough, it follows that m 0,s 1 ;Sx (f ) > λ, and so S x ⊂ Ω λ .
By the Besicovitch covering lemma, we see that there exist n B subfami-
(ii) for each subfamily D k (1 ≤ k ≤ n B ), the cubes in D k are pairwise disjoint; (iii) each cube S k j is doubling and centered at some point x k j ∈ E λ . We can obtain at least one family, which without loss of generality is supposed to be D 1 , such that
If we can prove that there exists a positive constant C 6 such that for each
This via (2.9) in turn implies that
which gives us the desired conclusion with
We now prove (2.10). For each fixed y ∈ S 1 j ∩ E λ , we claim that if Q is a doubling cube containing y and satisfying m 0,
, and so
which contradicts the fact that
) and Q x 1 j is the chosen maximal doubling cube.
For each fixed y ∈ S 1 j ∩ E λ , we see that there exists a doubling cube I such that y ∈ I and m 0,s 1 ;I (f ) > (1 + γ)λ. Our claim then tells us that l(I) ≤ l(S 1 j ) and I ⊂ and then
Invoking Lemma 2.3(ii) and the inequality (2.4) and noticing that θ 2 < 1/4 by our choice, we find that for some σ > 0,
where C is a positive constant. This finishes the proof of Lemma 2.6. 
Proof. Notice that for any cube Q ⊂ R d , c ∈ C and µ-locally integrable function h,
It follows from Lemmas 2.4 and 2.5 that
On the other hand, by Lemma 2.5 again, we see that for any doubling cubes Q ⊂ R,
Combining the last two estimates then yields the desired estimate, which completes the proof of Lemma 2.7.
Proof of Theorem 2.1. By Lemma 2.7, we may assume that f is realvalued. We first consider the case where µ(R d ) = ∞. By Lemma 2.6, we see that for any γ > 0 and λ > 0,
and consequently,
where C is a positive constant. Taking R → ∞ then leads to the desired conclusion (ii), which completes the proof of Theorem 2.1.
3. Proof of Theorem 1.1. By Lemma 2.1, it is obvious that Theorem 1.1 is an easy corollary of the following result.
Theorem 3.1. Under the hypotheses of Theorem 1.1, for any , p ∈ [1, ∞) and u ∈ A p (µ), there exists a positive constant C such that for any bounded function f with compact support,
To prove Theorem 3.1, we begin with an inequality relating the sharp maximal operator M , 0,s and a variant of the sharp maximal operator of Tolsa [17] . Let r ∈ (0, ∞). Define the sharp maximal operator M , r by setting, for all
For r = 1 and = 1, this operator is the sharp maximal operator introduced by Tolsa in [17] . It is obvious that for any cube Q and r ∈ (0, ∞),
. Moreover, we have the following several technical lemmas. Then, to prove Lemma 3.1, it suffices to prove that
0,s;Q (f ). The estimate (3.2) is trivial if µ(Q) = 0; so we need only consider the case where µ(Q) > 0. For any fixed ε > 0, we choose c Q = a + ib such that which gives the estimate (3.6). Now we turn to (3.7) . Denote N Q,R + 1 simply by N . Write 
