Bayesian sparse factor models have proven useful for characterizing dependencies in highdimensional data. However, lack of computational scalability to high-dimensions (P) with unknown numbers of factors (K) remains a vexing issue. We propose a framework for expandable factor analysis (xFA), where expandable refers to the ability of scaling to high-dimensional settings by adaptively adding additional factors as needed. Key to this behavior is the use of a novel multiscale generalized double Pareto (mGDP) prior for the loadings matrix. The mGDP prior is carefully structured to induce sparsity in the loadings, allow an unknown number of factors, and produce an objective function for maximum a posteriori estimation that factorizes to yield P separate weighted 1 -regularized regressions. Model averaging is used to remove sensitivity due to the form of mGDP prior and number of factors. We provide theoretical support, develop efficient computational algorithms, and evaluate xFA's performance using simulated data and genomic applications. Computational efficiency is further improved via one-step estimation.
Introduction
Factor analysis (FA) is a widely-used and successful approach for modeling the covariance structure in highdimensional data using a low dimensional linear projection (West, 2003; Carvalho et al., 2008; Bhattacharya and Dunson, 2011; Knowles and Ghahramani, 2011) . If Ω represents a symmetric positive definite P × P matrix, then FA estimates a rank K matrix Λ of dimension P × K and a positive definite diagonal matrix Σ = diag(σ 2 11 , . . . , σ 2 pp , . . . , σ 2 PP ) such that Ω = Λ Λ T + Σ; Λ and Σ are respectively called loadings and to a non-convex Log penalty having the form log(|.| + η) (Candes et al., 2008) ; by varying parameter η, the prior can induce shrinkage behavior across the regularization continuum from 1 to 0 . xFA finds the MAP estimates of the rows of Λ as solutions of P separate weighted 1 -regularized regressions, which is computationally tractable for large P. The mGDP prior is specified by two parameters that index FA models with K varying from 1 to ∞. xFA uses model averaging to bypass selection of these parameters and of K. A one-step approach based on a previous work (Zou and Li, 2008) further limits the computational burden.
xFA combines the strengths of Bayesian and penalized likelihood methods for FA, while having theoretical guarantees for consistent estimation of Λ and Σ under usual regularity conditions of high dimensional covariance estimation. This paper proceeds as follows. Section 2 describes the general xFA framework.
Section 3 develops efficient computational algorithms. Section 4 shows theoretical properties of xFA. Section 5 describes relationships with alternative low rank methods for covariance matrix estimation. Section 6 contains results from application of xFA to simulated and real genomic data sets. Section 7 presents a discussion of these ideas. Proofs and technical details are included in an Appendix.
Formulation of Extendable Factor Analysis
Consider the usual FA model for P × 1 Gaussian response y n based on factor loadings matrix Λ, K × 1
Gaussian latent factor z n , and P × 1 Gaussian idiosyncratic error e n , y n = Λ z n + e n
for n = 1, . . . , N. The e n s have mean 0 and diagonal covariance matrix Σ = diag(σ 2 11 , . . . , σ 2 PP ). We assume that y 1:N have been centered at the sample mean y and z n s are independent with mean 0 and identity covariance matrix I. Sampling model (1) describes the geometry of P-dimensional data that lie in a K-dimensional subspace, factor space, spanned by K columns of Λ, {Λ k } K k=1 . If Λ k 's are the axes of the factor space and e n = 0, then z n is the coordinate of y n . Under the assumption that z n and e n are independent, (1) implies that
and the marginal covariance matrix of y n is Ω = Λ Λ T + Σ for n = 1, . . . , N (Rubin and Thayer, 1982) .
This representation of Ω is unidentifiable because it is unaffected by replacing Λ and z n in (1) with Λ Q and Q T z n for any orthogonal matrix Q. We make Λ identifiable by fixing it as a lower triangular matrix with positive diagonals (Anderson and Rubin, 1956) . Our interest lies in estimating Λ and Σ based on empirical covariance matrix S y y = 1 N N n=1 y n y T n , especially when P is massive. We also ensure that the parameter updates depend on data only through S y y because this avoids infinite log likelihoods; see Equations (7.34) and (7.35) in Anderson and Rubin (1956) .
Given K, methods for learning a reduced rank covariance matrix can be used for estimating Λ and Σ.
Principal component analysis (PCA) is closely related to FA. A stationary point of the likelihood function for (1) with Σ = σ 2 I occurs when Λ has K scaled eigen-vectors of S y y as its columns and σ 2 is the average of discarded eigen-values (Bishop, 2006, Section 12.2.4) . Many sparse PCA methods remove the orthogonality restriction on Λ for efficient computation in high dimensions. Regularization provides an upper bound to some notion of rank for Ω. Regularizations that have been used include operator norm, spectral norm, or element-wise 1 norm of Ω; see Bunea and Xiao (2012) for an overview. Major limitations of these approaches include pre-specification of K, assumption that Σ = σ 2 I (isotropic noise), and lack of a principled approach for selecting regularization parameters.
Data-adaptive selection of K in high-dimensions is either computationally intensive or unstable. In practice, we expect K P, so a common approach estimates Λ and Σ for a range of K's and chooses a K based on a model selection criterion, such as AIC or BIC; however, theoretical properties and practical performance of such criteria for selection of K remains an active research area. There are approaches for consistent estimation of K in dynamic factor models based on an AIC-type criterion when both N and number of time points increase to infinity (Bai and Ng, 2002; Amengual and Watson, 2007) . Another approach based on regularized PCA finds a data-dependent threshold for detecting minimal jumps in the spectrum of S y y , which is equivalent to finding an elbow in a scree plot. It is well-known, however, that such choices heavily depend on training data and are unstable.
An attractive approach that avoids direct estimation of K sets its value to an integer that is much larger than the true value of K. This approach is called overfitting the number of factors. Rousseau and Mengersen (2011) show that overfitting the number of components in Bayesian mixture models with appropriately chosen priors leads to consistent estimation of the number of mixture components. This idea naturally extends to FA by noticing the similarity between latent cluster memberships in mixture models and latent factors in FA. Models that allow for inclusion of infinite factors offer a general approach of overfitting K.
These models have Λ with infinite columns and are described next.
Loadings matrix with infinite factors
Infinite Bayesian FA, including xFA, has models with infinite number of factors. The fundamental idea in all these models is that the loadings are increasingly shrunk towards 0 as the factor number increases from K = 1 to ∞ (Lucas et al., 2006; Carvalho et al., 2008; Knowles and Ghahramani, 2011; Bhattacharya and Dunson, 2011) . This shrinkage pattern allows Λ to have dimension P × ∞ and defines a stochastic ordering of the factors. The following lemma specifies conditions on Λ and Σ such that Ω = Λ Λ T + Σ is a valid covariance matrix.
Lemma 2.1 (Bhattacharya and Dunson, 2011) Let C load be the set of matrices Λ with dimensions P × ∞ such that all entries of P × P matrix Λ Λ T are finite and C uniq be the set of all P × P positive definite diagonal matrices, then
. . , P and k = 1, . . . , ∞ such that max
Further, let C cov be the set of all P × P positive definite symmetric matrices and function g :
Notice that Lemma 2.1 does not force any identifiability constraints on Λ in (3).
xFA specifies independent priors on Λ and Σ that are supported on C load and C uniq , respectively, which in turn induces a prior on C cov through g (4). This idea is similar to Bhattacharya and Dunson (2011) , but they use a multiplicative gamma process prior for Λ ∈ C load , avoiding identifiability constraints in drawing samples from the posterior for the induced Ω. In contrast, xFA introduces the mGDP prior, with the goal of consistently estimating Λ efficiently in large P settings. The prior puts high probability on Λ ∈ C load (3) in small neighborhoods of matrices with rank K P. Following Bhattacharya and Dunson (2011) , we impose an inverse gamma prior on the diagonal elements of Σ ∈ C uniq in (3). In applications, xFA uses Jeffreys prior for the diagonal elements of Σ ∈ C uniq to avoid specification of hyper-parameters.
Multiscale generalized double Pareto prior
We construct the mGDP prior for Λ ∈ C load based on a series of GDP priors on columns Λ k for k = 1, . . . , ∞ with two goals. First, the mGDP prior regularizes every column of Λ through a specific form of the Log penalty. Second, mGDP's structured series of GDP priors increasingly shrink {Λ pk } P p=1 towards 0, as k increases from 1 to ∞. The first property exploits the fact that the local linear approximation (LLA) of the Log penalty equals the weighted 1 penalty (Candes et al., 2008) . The second property enables the mGDP prior to have C load as its support.
Assuming entries of each Λ k have independent GDP(α k , η k ) priors for k = 1, . . . , ∞, the mGDP(α 1:∞ , η 1:∞ ) prior density is
We specify conditions on mGDP's "tuning" parameters α 1:∞ and η 1:∞ such that the prior measure induced by p mGDP on C load , P load , is a valid probability measure. Further, if P uniq represents the prior measure imposed by the inverse gamma prior on diag(Σ) for Σ ∈ C uniq , then the following lemma guarantees that prior measure P load ⊗ P uniq has C load × C uniq as its support, i.e.,
Lemma 2.2 If α k > 2 and
is a decreasing sequence and α k > η k > 0 for k = 1, . . . , ∞ in (5). Multiple such sequences exist. xFA chooses a particular form of α 1:∞ and η 1:∞ based on computational convenience.
Remark 2.2 α 1:∞ and η 1:∞ also depend on N to guarantee consistency of estimated Λ and Σ using xFA when N → ∞; see Theorem 4.2.
Lemma 2.2 is too general to be practically useful for two reasons. First, K = ∞ in the mGDP prior does not lead to feasible computation. xFA resolves this limitation, following Bhattacharya and Dunson (2011) , by mapping any Λ ∈ C load to Λ K * ∈ C load , which is a matrix that retains only the first K * columns of Λ. xFA chooses K * such that Ω K * = Λ K * Λ K * T + Σ is arbitrarily close to the true Ω, where the distance between two matrices is measured as element-wise ∞ norm of their difference. The second limitation arises from the fact that, even if K * is finite, the problem of learning tuning parameters α 1:K * and η 1:K * is combinatorially complex and practically infeasible. xFA addresses this limitation by defining α 1:K * as a function of δ and η 1:K * as a function of ρ, where δ and ρ are tuning parameters. The two functions are defined so that {Λ pk } P p=1 are increasingly shrunk towards 0 as k increases from 1 to K * and that the expression for an upper bound for K * is analytically tractable. The following lemma defines functions relating α 1:K * with δ and η 1:K * with ρ, the sufficient conditions on δ and ρ such that Lemma 2.2 holds, and the associated analytic forms for the upper bound on K * . Lemma 2.3 P load ⊗ P uniq {C load × C uniq } = 1 holds when any one of the following three sufficient conditions are satisfied. For k = 1, . . . , ∞, (a) α k = δ k and η k = ρ where δ > 2 and ρ > 0; (b) α k = δ and η k = ρ k where δ > 2 and 1 > ρ > 0; (c) α k = δ k and η k = ρ k where δ > 2 and δ > ρ > 0.
Further, given > 0 and depending on which one of the three sufficient conditions (a), (b), and (c) is sat-
The mGDP prior owes its name to the variety of regularization behaviors that it can mimic depending on parameters (ρ, δ). The regularization continuum of GDP(α, η) matches that of the Log penalty, and it approximates the 1 penalty when η → ∞ and the 0 penalty when η → 0+ 1 . The magnitude of GDP penalization increases with α irrespective of η, but the type of penalization remains unchanged if η is fixed.
Extending this interpretation to the sufficient conditions of Lemma 2.3 for the mGDP(α 1:K * , η 1:K * ) prior implies the following.
(a) The type of mGDP's penalty remains fixed, i.e., if ρ is small, then the penalty is 0 -like; otherwise, the penalty is 1 -like if ρ is large. The magnitude of the penalty increases with δ across k's.
(b) The type of mGDP's penalty becomes increasingly 0 -like as k increases. The increase is faster if ρ is close to 0. The magnitude of mGDP's penalty increases only due the decreasing ρ and is noticeable when ρ is close to 0. The type of mGDP's penalty becomes increasingly similar to that of 0 penalty from 1 penalty as ρ decreases from 0.01 to 0.01 2 in the first two panels, whereas the same change is slower when ρ = 0.9 in the last two panels. The LLA at 0.1, 2, and 4 represent the penalization behavior of LLA at points that are close, mid-way, and far-away from 0.
Irrespective of ρ and δ, for the points close to 0, LLA of mGDP penalty has a much higher slope than the points that are mid-way or far-away from 0.
(c) Depending on ρ, the regularization behavior of mGDP's penalty is a combination of its behavior in (a) and (b). Irrespective of ρ, the magnitude of mGDP's penalty increases with k.
Figures 1 and 2 summarize observations (a), (b), and (c) above for K * = 2, ρ = 0.01, 0.9, and δ = 3, 6.
They also compare the regularization behavior of mGDP's penalty and its local linear approximation (LLA)
at different values of loadings. The LLA of mGDP's penalty is the first order Taylor approximation (up to a constant) of log p mGDP (5) in a neighborhood of a particular estimate of Λ. We notice that mGDP's penalty is non-convex, but its LLA is convex and is a good approximation of its local behavior. As we show later, xFA obtains mGDP-regularized estimate of Λ by exploiting the convexity of its LLA. This observation has been used to solve non-convex optimization problems, such as minimization of the 0 norm by iteratively optimizing 1 -based approximations (Candes et al., 2008; Zhang, 2010a,b) .
3 Estimation of factor loadings and matrix identifiability using xFA xFA overfits the number of factors K and iteratively estimates Λ and Σ using an EM-type algorithm. In particular, we fix K at a conservative upper bound for the number of factors required, verifying that K is larger in order than the K * in Lemma 2.3. The log-likelihood for (2) follows from Rubin and Thayer (1982) that models z 1:N as missing data. The log-prior for Λ is log-mGDP-prior with K (5) fixed at its upper bound and that for diag(Σ) is log-Jeffreys-prior. Let Λ (t) and Σ (t) represent estimates of Λ and Σ at xFA's t-th iteration. xFA's objective is a function of two parameters Ψ (t) and Λ (t) that depend on empirical covariance matrix S y y , Λ (t) , and Σ (t) . The analytic forms of Ψ (t) and Λ (t) are shown in (21) in Appendix B. These Figure 2: The mGDP penalty and its local linear approximation (LLA). The total number of factors K * is 2 and both ρ and δ vary in (a) and (b). The mGDP penalty is more 0 -like for ρ = 0.01 and its magnitude increases with increase in δ from 3 to 6. A similar transition to 0 -like penalty is noticed when ρ = 0.9, but it is much slower. Unlike Figure 1 , patterns of mGDP penalty in (a) and (b) vary because both type and magnitude of the penalty change across panels. The LLA at 0.1, 2, and 4 and its behavior is similar to that in Figure 1 .
two parameters have the following interpretation. The conditional variance of z n given y n is
is the maximum likelihood estimate of Λ without the mGDP regularization (Rubin and Thayer, 1982) .
The maximization of log-posterior of xFA reduces to P separate regularized regressions with the Log penalty. If we define "pseudo" response w
p represents the p-th row of Λ (t)
, and "pseudo" design matrix
, then Λ and Σ are estimated as
for p = 1, . . . , P; see Equation (20) and Appendix B. The Log penalty on Λ pk with parameter η k appears in the last summation. We note that (6) 
p , the (t + 1)-th update of σ 2 pp maximizes (6) and obtains
The following subsection uses LLA for the Log penalty and reduces (6) to a bi-convex problem in Λ p and
given σ 2 (t) pp by solving a convex program.
Estimation of Λ through a non-convex objective function
The (t + 1)-th iteration of xFA estimates Λ p given σ 2 pp = σ 2 (t) pp in (6) for p = 1, . . . , P as
which is regularized regression with response w (t) p , design matrix X (t) , and Log penalty on Λ p . The Log penalty is not convex, but its LLA is convex and equals the weighted 1 penalty, so that (8) reduces to
If we represent the k-th column of Ψ and the p-th row of Λ, without their k-th elements, as Ψ (−k),k and Λ T p,(−k) , respectively, then single step of coordinate descent update is as follows:
, where c
,k , and (.) + is the soft-thresholding operator (Friedman et al., 2010) . Instead of performing P regularized regressions, xFA exploits the structure of (10) for p = 1, . . . , P and obtains its solution using block coordinate descent method by successively updating columns Λ lla k starting from k = 1 to K; see Appendix B.1 for details.
The estimation of Λ p for p = 1, . . . , P using (6) and (10) has several advantages. The LLA (9) reduces (8), and in turn (6), to a convex problem in Λ p given σ 2 pp . The LLA also makes (6) bi-convex, that is, LLA of (6) is convex in Λ p given σ 2 pp , and (6) is convex in
given Λ p . Although bi-convexity does not guarantee convergence of iterative updates, weighted 1 regularization outperforms 1 regularization for sparse signal recovery in the sense that it better approximates 0 penalty when η k → 0+ (Candes et al., 2008) . Similar to non-concave variable selection, (9) has better convergence and oracle properties (see
Section 4).
We also use existing literature from reduced rank covariance estimation to show consistency, accelerate convergence, and reduce computational burden for iterative estimation of Λ p in xFA. Assume that Λ * p is the p-th row of the true loadings matrix and that Λ (0) p is an estimator sequence such that
Then a consistent estimator of Λ * p is obtained in one step as the optimum of a modified form of (9) that replaces | Λ
pk | for k = 1, . . . , K; see Van der Vaart (2000) for theoretical details of one-step estimation and Zou and Li (2008) for its application in penalized regression.
Remark 1 of Zou (2006) further shows that the
p sequence may be relaxed. We can use the loadings matrix obtained from iterative thresholding to construct Λ (0) (Ma, 2013) .
The mGDP prior orders the factors -and, in turn, the columns of Λ -by increasing shrinkage along the columns; however, Λ is identifiable only up to a rotation. To ensure identifiability, xFA makes Λ lower triangular so that Λ 1 coincides with the first axis of the factor space; Λ 2 lies in the plane of the first and second axis and so on (Anderson and Rubin, 1956) . If the starting point Λ (0) is lower triangular with non-negative diagonal elements, then identifiability of Λ is preserved in future updates by using only the non-zero elements of Λ p in penalized regression (9) for p = 1, . . . , K.
The estimate of Λ (10) depends on the choice of δ and ρ. The solution surface of Λ can be constructed by varying δ and ρ on a grid, but there is no guarantee that a unique grid point (ρ, δ) leads to optimal Λ based on a model selection criterion. This issue is resolved next using Bayesian model averaging (BMA).
Bayesian model averaging for xFA
xFA averages its predictions (parameter estimates) across the (ρ, δ) grid with weights equal to the posterior probability of the xFA model indexed by grid points. Assume that g = 1, . . . , G indexes the grid points ρ g and δ g . The index g represents xFA model M g that has Λ lla g and Σ lla g as estimates of loadings and uniqueness matrices and has y g pred as its prediction. Let Λ lla and y pred respectively represent xFA's loadings matrix estimate and prediction obtained using BMA. If π g represents the posterior probability that M g is true, then
p(M g ) is the prior probability that M g is the true model, and p(y 1:N | M g ) is the marginal likelihood under M g . We choose p(M g ) = 1/G for simplicity and observe that
is analytically intractable.
We use the Laplace approximation to estimate p(y 1:N | M g ) (12). The following arguments assume that the regularity conditions for asymptotic normality and consistency of non-zero Λ lla pk s and Σ lla hold; see Section 4 for theoretical justifications. Further, choice of (ρ g , δ g ) only affects Λ lla g and so we fix Σ lla g at its estimated value in (12). Exploiting the Gaussian scale mixture representation of the GDP prior, it can be shown that
where A p = {k| Λ lla pk = 0 for k = 1, . . . , K}, | A p | represents the number of elements in A p , and e and is large for any Λ ∈ C load with K = O(log P) that fits the data (see Equation 4); however, there will be many such Λs. The next two terms put higher weights on those Λs that are close to the true loadings matrix Λ * with K * factors, where closeness is measured using d ∞ metric defined in Lemma 2.3. Term (II) increases with K, but such an increase will lead to smaller e g k s and | Λ g pk |'s especially when K > K * . The magnitude of term (III) also increases with K, but the increase is dramatic when K > K * due to small | Λ g pk |s. The weights across the grid depend on the choice of sufficient conditions in Lemma 2.3 for mGDP prior.
We construct Λ lla g along the grid using an idea similar to the SparseNet algorithm (Mazumder et al., 2011) . Large ρ corresponds to 1 penalty and elements of Λ are shrunk excessively; small ρ yields 0 penalty, and elements of Λ are close to their true value. Large δ implies a large Log penalty, and Λ has small number of non-zero elements. Small δ implies a small Log penalty, and Λ has large number of non-zero elements. Further, if Λ is a zero matrix, then it is a trivial optimum of (9); see also Hirose and Yamamoto (2013) . We estimate Λ in xFA for the largest ρ and smallest δ on the grid and successively decrease ρ to its smallest value while keeping δ fixed. This follows the idea of using Lasso solution as a warm start for finding optimum of non-convex objectives (Candes et al., 2008; Zhang, 2010b; Mazumder et al., 2011) . The next set of xFA iterations successively increase δ and use Λ lla g * as warm start, where g * corresponds to the previous value of δ and the largest ρ. This assures that Λ is not identically zero and smooth transitions of Λ p s as we move across families of penalized regression.
Theoretical properties
We prove the asymptotic normality and consistency of iterative updates Λ (t) and Σ (t) in two stages. First, using the theory of EM algorithm and LLA, we show that the iterative estimates converge to one of their fixed points Λ lla and Σ lla . Second, using epi-convergence and asymptotics for Lasso-type estimators and under some regularity assumptions, we show the asymptotic normality and consistency of these fixed points.
Convergence of the parameter updates
The general theory of the EM algorithm and LLA guarantees convergence of iterative updates Λ lla (t) and Σ lla (t) to their fixed points. If we define the parameter vector θ = (vec(Λ), diag(Σ)), where vec operates on Λ by stacking its columns into a vector, then updates (7) and (9) 
). xFA first minorizes the log-posterior of Λ and Σ (say log p mGDP ) using standard EM-based arguments for FA (say log p EM ). It further minorizes log p EM by its LLA (say log p lla ). The negative of log p lla is bi-convex in {Λ p } P p=1 and {
, is convenient to optimize, and equals the negative of the sum of (7) and (9) for p = 1, . . . , P (see Equation (6)). The next theorem proves that xFA retains the monotone ascent property of EM algorithm in the sense that it increases the log-posterior of Λ and Σ at every iteration by maximizing the LLA-based lower bound.
Theorem 4.1 (Dempster et al. (1977) , Wu (1983) , and Zou and Li (2008) ) If log p mGDP represents the logposterior of θ based on (2) and (5), log p EM represents the EM-based minorizer of log p mGDP , and log p lla represents the LLA-based minorizer of log p EM , then at the t-th iteration of xFA
mGDP → log p * mGDP for some log p * mGDP .
Proof The first and second inequalities in (14) are consequences of Theorems 1 of Dempster et al. (1977) and Zou and Li (2008) , respectively. Because log p mGDP depends on y 1 , . . . , y N only through S y y , it is bounded above. Theorem 1 of Wu (1983) implies that log p
The map θ (t+1) = M(θ (t) ) is continuous because both (7) and (9) have continuous first derivatives in the domain of θ excluding 0 (Zou and Li, 2008) ; however, the LLA-based objective is bi-convex, so the stationary point of θ (t) , θ lla = M(θ lla ), may not be a global or local minimum (Boyd et al., 2011) . This is the main reason for using a √ N-consistent starting point Λ (0) and then using one-step estimation for better consistency properties for the sequence θ (t) (see Section B.2). This observation holds by noticing that the sequence θ (t) is special case of iterative updates in M-estimation (Van der Vaart, 2000, Section 5.7).
Asymptotic normality and consistency of the factor loadings and uniqueness matrices
Following Zou (2006) and Zou and Li (2008) , we show that the oracle properties hold for the fixed points Λ lla and Σ lla of xFA. These properties are extensions of the oracle properties of GDP prior in variable selection to mGDP prior in FA. In what follows, set A ⊆ {1, . . . , P}; v ∈ R P and v A represents v restricted to elements in A; O P (1), o P (1) and O(1), o(1) are standard symbols for stochastic and non-stochastic order;
arrows and P −→ represent convergence in distribution and probability; and N P (m, V) represents Pdimensional multivariate normal distribution with mean m and variance V. We assume the following:
(A1) y n = Λ * z n + e n , where Λ * is lower-triangular; z 1 , . . . , z N and e 1 , . . . , e N are independent and identically distributed as N K (0, I K ) and N P (0, Σ * ), respectively, with Σ * = diag(σ 2 * 11 , . . . , σ 2 * PP ).
(A2) N = O(P log P).
Remark 4.1 We hide the dependence on N for all the sequence of estimators Λ lla , Σ lla , and Λ (0) and mGDP parameters α 1:K and η 1:K to ease notation.
Remark 4.2 Assumption (A1) implies that y n s follow the FA sampling model (1).
Remark 4.3 Assumption (A2) guarantees that Ψ = ∆ + Γ T S y y Γ → C, where C is some positive definite matrix, which is similar to Assumption (A2) of Zou and Li (2008) and Armagan et al. (2011) ; see also Equation (21).
Remark 4.4 Assumption (A2) follows from the sharp bounds in adaptive estimation of a copula correlation matrix for elliptical copulas, and it guarantees that S y y = N n=1 y n y T n N P −→ Ω * with respect to the operator norm (see Theorem 3.1 and 3.2 of Wegkamp and Zhao (2013) for details). The bound on N is tight in the sense that it is of the same order as that of the number of unknown parameters in xFA: P log P + P . The operator norm is more general than the element-wise ∞ norm used in this work for measuring distance between two covariance matrices; see also Tropp (2012) and Han and Liu (2013) .
Remark 4.5 The sufficient conditions of Lemma 2.3 are extended to satisfy Assumption (A3) as follows:
. . , K and 0 < γ < 1. (10) and Σ lla (t) (7), Λ * and Σ * are the true loadings and uniqueness matrices, and
(ii) asymptotic normality holds for non-zero loadings:
and Σ lla is asymptotically normal and consistently estimates Σ * .
Relation to other low rank covariance matrix estimation approaches
We contrast xFA to regularized PCA and FA, respectively, by focusing on two representative examples:
sparse principal components (SPC; Witten et al. (2009) ) and FA using non-concave penalties (FANC; Hirose and Yamamoto (2013)). SPC uses the penalized matrix decomposition (PMD) framework for efficient high-dimensional regularized SVD based on Eckart-Young theorem (Witten et al., 2009) . PMD framework includes SCoTLASS (Jolliffe et al., 2003) , sparse PCA (SPCA) , and Sparse SVD (Shen and Huang, 2008) as special cases depending on the magnitude of 1 and 2 regularization imposed on the columns of the factor and loadings matrices. PMD for sparse PCA is referred as SPC. If Λ x and Λ s respectively represent loadings matrices estimated using xFA and SPC, then xFA's and SPC's lower dimensional approximation of y n is of the form y m n = Proj m y n , where Proj m is the projection matrix for method m:
Methods for penalized FA, including xFA, estimate the loadings matrix through P regularized regressions. Zou et al. (2006) show that P rows of loadings matrix in sparse PCA can be estimated as solutions 2 A p is a function of N.
of P separate regularized regressions with the elastic-net penalty. This idea extends to penalized FA by replacing PCA's loss function by the log-likelihood loss based on (1) and penalizing the loadings appropriately. Both FANC and xFA use the EM-based approach for defining the log-likelihood loss because it leads to analytically tractable iterative updates for parameter estimates. They differ in the choice and form of penalty function for the loadings. Mazumder et al. (2011) propose the SparseNet framework for variable selection using non-concave penalties. SparseNet re-calibrates MC+ penalty that yields threshold operators with desirable properties for non-concave optimization (Zhang, 2010a) . Motivated by these results, FANC regularizes every element of the loadings matrix by the re-calibrated MC+ penalty. On the contrary, xFA's penalty follows the structure of log-mGDP prior, which is equivalent to the Log penalty; all elements in a column of the loadings matrix have the same penalty and the penalization increases with the columns.
Interestingly, Log penalty cannot be re-calibrated using the SparseNet framework and is not used by any penalized FA; however, xFA provides a Bayesian motivation for a structured form of the Log penalty for or SPC require the number of factors, K, to be pre-specified, which is the third tuning parameter. The other two tuning parameters in FANC and SPC are selected based on an information criteria, such as AIC and BIC; however, there is no theory justifying the choice of these criteria and the existence and uniqueness of optimal tuning parameters for a given K. xFA instead only requires a conservative upper bound for K. In xFA, we average over the effect of the mGDP's parameters δ and ρ over a grid of possible values, instead of using results based on a single setting. SPC also forces Σ = σ 2 I, which may be restrictive in many situations. Finally, xFA exploits its generative model and updates Λ in K block coordinate descent steps, whereas FANC performs P MC+ penalized linear regressions (see Equation (10)).
Data Analysis
We applied FANC, SPC, and xFA to simulated and real data. We used the mGDP prior that satisfied sufficient condition (a) in Remark 4.5 and set α k = δ k log N and
. Following Shen and Huang (2008), we compared the performance of FANC, SPC, and xFA using cumulative number of non-zero loadings across factors (CNNL), cumulative proportion of explained variance across factors (CPEV), and root mean square error (RMSE) in estimating the loadings matrix. If Λ is the estimated loadings matrix, then CNNL for factor k (CNNL k ), CPEV for factor k (CPEV k ), and RMSE are defined as follows:
, and RMSE =
where 1 Λ pl =0 is 1 for non-zero Λ pl and 0 otherwise, Λ 1:k represents a matrix containing the first k columns of Λ, S y y is the empirical covariance matrix, and Λ * pk is the true value of Λ pk . CPEV k is also invariant to rotations of Λ.
Application of xFA to simulated data
We simulated lower-triangular loadings matrices for the following signal-to-noise ratio (SNR) scenarios:
(a) sparse loadings matrix with high SNR (hereafter Sparse-High); (b) dense loadings matrix with high SNR (hereafter Dense-High); (c) dense loadings matrix with low SNR (hereafter Dense-Low).
The loadings in scenarios (a) -(c) were simulated from two prior distributions: (i) Multiplicative Gamma
Process (MGP) and (ii) Uniform. The magnitude of the loadings simulated from MGP prior decreased across factors, a pattern similar to the loadings simulated from mGDP prior, whereas loadings simulated from Uniform prior were biased against this pattern. We simulated high signal loadings following the settings of MGP prior in Bhattacharya and Dunson (2011) . Based on the range of these loadings, high signals in (ii) were generated from Uniform(-3, 3). The low signal loadings were simulated from Uniform(-0.5, 0.5) and an MGP prior was chosen to match the range of these loadings. Sparsity was imposed in Λ by having only 10 non-zero loadings in each column. The non-zero loadings in the k-th column of Λ were in rows k to (k + 9). For each of the six simulation scenarios, P = 500, K = 5, and N = P log P . The error variances were sampled from Uniform(1, 3). Using (1), we generated 50 data sets for each of the six simulation scenarios.
We applied FANC, SPC, and xFA to each of the simulated data sets by fixing the maximum number of factors at 20. The number of factors was selected in FANC using BIC (Hirose and Yamamoto, 2013) and in SPC using Algorithm 3 of Shen and Huang (2008) . We compared the simulation results using CNNL, CPEV, and RMSE (see Equation (16)). The loadings matrices estimated by FANC and SPC were rotated to a lower triangular form for comparing estimation accuracy using CNNL and RMSE. The three methods performed equally well for the Dense-High simulations using MGP and Uniform priors (not shown).
The performance of FANC, SPC, and xFA differed substantially for the Sparse-High and Dense-Low simulations (Figure 3 ). xFA performed well in estimating the true number of factors K across four simulation settings, except for Dense-Low data simulated using MGP prior. xFA outperformed both FANC and SPC in estimating K for Sparse-High data. SPC approximated the covariance matrix by a series of greedy rank-1 approximations. These approximations underestimated the rank-K structure in Sparse-High data and in Dense-Low data simulated using Uniform prior. SPC's greedy algorithm estimated the low-rank structure of Dense-Low data simulated using MGP prior very well. FANC's factor selection was unstable across all simulation settings; in some cases, FANC even selected the maximum allowed 20 factors. If AIC was used as FANC's factor selection criterion instead of BIC, then it led to overly dense Λ across all simulations; see also Hirose and Yamamoto (2013) . FANC, SPC, and xFA underestimated CNNL for Dense-Low data and overestimated CNNL for SparseHigh data (Figure 4 ). xFA's CNNL, however, was closest to the true value with minimum variance across all factors and across all simulation settings; its performance could be improved further by using asymptotic confidence intervals (see Equation (37)). SPC under-performed in estimating the true CNNL due to its upper bound of √ P on the 1 norm of individual columns of Λ. This upper-bound underestimated the true CNNL for Dense-Low data, whereas it overestimated the true CNNL for Sparse-High data. SPC's greedy algorithm estimated Λ such that the number of non-zero loadings was close to √ P in each column, which led to SPC's bad performance (Figures 4a and 4b) . Although FANC was unstable in estimating K, its factor analytic model with re-calibrated MC+ penalty led to improved performance for estimating CNNL.
xFA performed better than FANC and SPC in terms of CPEV where it did not underestimate K ( Figure   5 ). xFA's better performance was noticeable for Dense-Low and Sparse-High data simulated using Uniform prior, which was biased against xFA's sampling model. SPC's greedy approximation of covariance matrix ensured that SPC explained a significant proportion of variance; however, SPC's CPEV k plateaued and did not increase from k = 1, . . . , 5 where SPC did not capture the rank-K structure of the covariance matrix.
FANC under-performed mainly due the overestimation of K; it led to underestimation of CPEV using Λ that included only the first five factors.xFA showed better estimation accuracy for Sparse-High data, whereas all the three methods had comparable estimation accuracy for Dense-Low data ( Figure 6 ). FANC and xFA mostly underestimated the magnitude of loadings simulated from MGP prior in Dense-Low data (see also Figure 3 ). The apparent decrease in RMSE across factors for MGP prior in Figure 6a was due to the exponential decay of the magnitude of loadings simulated from MGP prior.
xFA's more precise and stable performance over FANC and SPC was due to Bayesian model averaging.
Model averaging allowed xFA to combine the results from several good models across the (ρ, δ) grid and removed the sensitivity due to the form of mGDP prior or K. Although the model weights in xFA are on based asymptotic Laplace approximations, the results are encouraging. They show the importance of fast analytic approximations over more accurate but slower MCMC methods.
Application of xFA to microarray data
We analyzed two publicly available microarray data sets: gene expression measurements in 608 samples and 17,229 genes (hereafter HapMap3 data) (Thorisson et al., 2005) 3  3  3  3  3  3  3   3  3  3  3  3  3  3  3  3  3   3  3  3  3  3  3  3  3  3  3   2  2  2  2  2  2  2  2  2  2   2  2  2  2  2  2  2  2 3  3  3  3  3  3  3   3  3  2  3  3  3  3  3  3  3   3  2  2  3  3  3  3  3  3  3   2  2  2  2  2  2  2  2 Figure 7 : Surface of log model weights in xFA. The heatmaps represent log π g (13) as g varies across log ρ and log δ grid. The number in each cell across the grid represents the number of non-zero columns in the estimated loadings matrix at the corresponding value of ρ and δ. 2013). These data were pre-processed as described in earlier works (Thorisson et al., 2005; Brown et al., 2013 ). We applied FANC, SPC, and xFA to these data sets with maximum number of factors fixed at 20.
We compared their performance based on CNNL and CPEV (16), and the samples were partitioned using 5-fold cross-validation (CV). The posterior model weights π g (13) were estimated by varying log ρ and log δ on a grid (Figures 7a and 7b) . The results across all 5 folds of CV were stable and similar, so only overall results based on the median are presented.
The log π g surfaces for HapMap3 and LCL data were multi-modal with nearby values of log π g being fairly similar (Figures 7a and 7b) . xFA's model averaging protected us from solving the difficult optimization problem of finding the "optimal" tuning parameters ρ and δ from the multi-modal surface of posterior model weights. xFA's model averaged Λ selected K = 7 (out of the maximum 20 factors) for HapMap3 and LCL data across all 5 folds. FANC and SPC respectively selected K = 20 and K = 1 (out of the maximum 20 factors) for both real data across all 5 folds. Further, the selected tuning parameters for FANC were on the boundaries of their respective parameter spaces across all 5 folds. FANC's MC+ penalty was equivalent to a 1 penalty for HapMap3 data; FANC's tuning parameter that controlled the magnitude of 0 regularization was on the boundary of its grid for LCL data. No improvement was observed for FANC's or SPC's results despite using several settings of tuning parameters. We fit SPC using K = 7 to compare its results with xFA.
FANC's selection of tuning parameters on the boundary could be explained from xFA's multi-modal log π g surface for both real data (Figure 7 ). FANC's two tuning parameters are selected using re-calibrated BIC and are related to xFA's ρ and δ parameters; see Section 5. BIC and log π g s are based on Laplace approximation and define posterior weights for models depending on their two tuning parameters. FANC's selected tuning parameters correspond to a model with high π g on the grid for ρ and δ. The multi-modal log π g surface implies that the BIC surface might be multi-modal; therefore, FANC's optimal tuning parameter selection over the multi-modal BIC surface, instead of averaging, could lead to solutions on the boundary. FANC's Λ estimate was overly dense in HapMap3 data due to 1 regularization on the loadings (Hirose and Yamamoto, 2013 ). FANC's Λ estimate was dense and incompletely regularized in LCL data because one of the selected tuning parameters was on the boundary. This explained FANC's high CNNL for both 
Discussion
We presented xFA as a new approach to sparse latent factor analysis using the mGDP prior. We exploited xFA's sampling model and the analytic form of mGDP prior to perform efficient parameter estimation in high-dimensions using weighted 1 -regularized regression. Unlike its regularized PCA and FA competitors, xFA's results in simulation and real data analyses were relatively stable and insensitive to the choice of tuning parameters; this property was due to Bayesian model averaging. xFA's parameter estimates also have theoretical guarantees. The block coordinate descent method for estimating the loadings matrix in xFA is computationally stable and easy to implement. Based on the computational performance of similar strategies in variable selection such as glmnet, we conjecture that the performance of one-step estimation together with block coordinate descent to estimate xFA's parameters cannot be significantly improved.
xFA can be extended methodologically in many directions. The mGDP prior is an extension of the GDP prior, which was originally developed as a sparsity-inducing prior for high-dimensional regression. Many other sparsity-inducing one-group priors have been proposed in the context of multivariate linear regression (Carvalho et al., 2010; Griffin and Brown, 2010; Bhattacharya et al., 2014) . Such priors can be extended to FA by enforcing increasing shrinkage with column index in a careful manner (Rai et al., 2014) . xFA can also be extended to non-Gaussian data using copula factor models for flexible estimation of joint dependence (Murray et al., 2013) . Bhattacharya and Dunson (2011) show that Bayesian FA using MGP prior can be easily extended to latent factor regression. These ideas can be used to extend xFA for principal component regression and partial least squares. The mGDP prior in xFA's sampling model implies that K = O(log P),
where K and P respectively represent number of factors and dimensions. It seems natural to extend mGDP's penalization structure on the columns of loadings matrix to cases where K grows polynomially with P. We relied mostly on MAP estimates and the associated asymptotic covariance matrix for characterizing uncertainty in the point estimates of the model parameters. For many applications, it is attractive to have more careful explorations of the posterior probability of model parameters using MCMC methods. These posterior distributions could be used for many useful questions; for example, better uncertainty quantification in the estimated loadings, uniquenesses, and the total number of factors. The extension of Gibbs sampler for GDP prior to mGDP prior is computationally intractable in high-dimensions. To resolve this issue, we plan to combine LLA, stochastic approximation, and scale mixture of Gaussians.
Appendix

A Properties of mGDP prior
A.1 Proof of Lemma 2.2
Because P load and P uniq are independent, it is enough to show that P load {Λ | Λ ∈ C load } ≡ P load {C load } = 1
and P uniq {Σ | Σ ∈ C uniq } ≡ P uniq {C uniq } = 1. Following Bhattacharya and Dunson (2011), we put inverse Gamma prior on diagonal elements of Σ ∈ C uniq , which implies that P uniq {C uniq } = 1. We now prove that
t} (Union bound)
Armagan et al. (2011) shows that
if α k > 2 and (17) is bounded and P load {C load } = 1.
A.2 Proof of Lemma 2.3
Using Hölder's inequality and noticing that Λ ik 's are sampled independently from GDP(α k , η k ),
The last summation in (19) depends on the sufficient conditions of Lemma 2.3:
(a) When α k = δ k and η k = ρ, where δ > 2 and ρ > 0, then
(c) When α k = δ k and η k = ρ k , where δ > 2 and δ > ρ > 0, then 
B Log-posterior based on the EM algorithm and local linear approximation
Denoting z 1:N as "missing" data and y 1:N as "observed" data, xFA extends the maximum likelihood estimation approach of Rubin and Thayer (1982) to MAP estimation of Λ and Σ using mGDP prior on Λ and Jeffreys' prior on the diagonal elements of Σ. This involves maximization of
where the analytic forms of conditional expectations, Ψ (t) , and Λ (t) are as follows:
.
We observe that (20) splits into P separate terms corresponding to each dimension of y; therefore, estimating Λ and Σ by maximizing (20) at the (t + 1)-th iteration is equivalent to separately minimizing P objectives of the form log p mis (Λ p , σ 2 pp | S y y , Ψ (t) , Λ
) + N + 2 2 log σ with respect to Λ p and σ 2 pp for p = 1, . . . , P; each of which is bi-convex. Following the standard EM approach, for p = 1, . . . , P, we first fix σ 2 pp at σ 2 (t) pp and minimize log p mis (Λ p , σ 2 (t) pp | S y y , Ψ (t) , Λ and (i + 1)-th cycle updates Λ (i) p using (9) as
The solution of this convex program is obtained as a simple extension of glmnet updates, so that
where l
Noticing that Ψ = X T X yields (10). We also exploit the form of (23) and use it to update the k-th column of Λ
(i)
. This modification results in K block updates for Λ (i) in a single cycle of xFA coordinate descent algorithm. These update cycles are repeated multiple times until the change in Λ is negligible, and then we set Λ 
B.2 Identifiability of Λ
The starting point Λ (0) of xFA is lower triangular, then identifiability of Λ is preserved in future updates by using only the non-zero elements of Λ p in penalized regression (9) for p = 1, . . . , K. We can efficiently estimate Λ (0) in two stages. First, we can use sparse PCA to obtain the loadings matrix from principal directions using iterative thresholding (say L (0) ) (Ma, 2013) . We can then use Householder QR to transform 
B.3 Implementation and computational complexity
The time complexity of fitting xFA (without model averaging) equals the cost of performing P parallel penalized regression problems of dimension K = O(log P). xFA uses data in form of S y y and forming such a matrix requires O(NP 2 ) cost upfront, which is greatly reduced in practice by exploiting the structure of the data. Further, K − 1 Householder QRs for constructing Λ (0) cost O(P log 2 P) (Golub and Van Loan, of estimators, (9) implies that for p = 1, . . . , P
where w , and Σ (0) is obtained from (7) using Λ (0) . We denote the true value of Λ p as Λ * p and define u p = (u p1 , . . . , u pk , . . . , u pK ) T and
where vectors are added component-wise. By substituting u pk = 0 for k = 1, . . . , K in (25), 
Again, by Slutsky's theorem, V(u p ) − V(0) V * (u p ) (27), where
which further implies that k / ∈ A p =⇒ P{k ∈ A * p } P −→ 0. This proves the consistency of Λ pk s.
C.2 Proof of Theorem 2 (asymptotic normality and consistency of Σ lla )
The diagonal matrix D p = diag
has only those ks that satisfy Λ lla pk = 0. Various efficient sparse linear algebra software can be used to invert H to obtain the asymptotic covariance matrix of Λ lla pk = 0 and Σ lla . The analytic form of log π g (13)
follows from the standard formula for Laplace approximation and the first block diagonal element of H p (37).
