Abstract-Reliable yet fast surrogate models are indispensable in the design of contemporary antenna structures. Data-driven models, e.g., based on Gaussian Processes or support-vector regression, offer sufficient flexibility and speed, however, their setup cost is large and grows very quickly with the dimensionality of the design space. In this paper, we propose cost-efficient modeling of antenna structures using GradientEnhanced Kriging. In our approach, the training data set contains, apart from the EM-simulation responses of the structure at hand, also derivative data at the respective training locations obtained at little extra cost using adjoint sensitivity techniques. We demonstrate that introduction of the derivative information into the model allows for considerable reduction of the model setup cost (in terms of the number of training points required) without compromising its predictive power. The Gradient-Enhanced Kriging technique is illustrated using a dielectric resonator antenna structure. Comparison with conventional Kriging interpolation is also provided.
INTRODUCTION
Full-wave electromagnetic (EM) analysis allows for accurate evaluation of antenna structures as well as for taking into account various environmental effects such as the presence of connectors, housing, installation fixtures, etc. EM simulation tools are therefore major design tools of contemporary antenna engineering. However, accurate EM analysis at fine discretization of the structure at hand is computationally expensive. Consequently, carrying out design tasks that require numerous analyses, such as parametric optimization, yield-driven design or statistical analysis, may be impractical or even prohibitive. In all these situations, fast replacement models (surrogates) become indispensable.
Implementation of low-cost antenna models is possible using various approximation techniques such as polynomial regression [1] , radial basis function interpolation [2] , Kriging [3] , [4] support vector regression [5] - [8] , fuzzy systems [9] , [10] multidimensional Cauchy approximation [11] , or artificial neural networks [12] - [15] . A common problem related to all of these methods is high model setup cost: in order to ensure usable accuracy a large number of training points is necessary, which quickly grows with the dimensionality of the design space (a problem referred to as the curse of dimensionality) [1] , [16] . As a result, approximation techniques are mostly suitable for creating multiple-use library models but not so much to build surrogates for, say, one-time optimization of a specific antenna structure.
Physics-based surrogate modeling is another way of creating fast and of usable-accuracy replacement models. Perhaps the most popular type of technique of this kind is space mapping (SM) [17] - [20] , where the surrogate is constructed by means of suitable correction of an underlying low-fidelity (or so-called coarse) model. The bottleneck of space mapping in terms of antenna modeling is the lack of fast coarse models, because low-fidelity antenna representations are normally obtained through coarse-discretization EM simulations, the cost of which cannot be neglected. Another issue with SM is fixed number of extractable parameters which limits the model flexibility. This particular difficulty can be alleviated, to some extent by SM enhancement through fuzzy systems [21] , radial-basis functions [18] , or Kriging [22] .
The problem of excessive number of training samples necessary to establish a reliable surrogate can be partially addressed by modeling methods that rely on appropriately extracted response features (e.g., shape-preserving response prediction [23] , or feature-based modeling [24] ), however, these methods impose relatively strong assumptions on the response shapes of the structures under consideration so their applicability is limited to certain types of devices [24] . Another possibility is variable-fidelity modeling, where densely sampled coarse-mesh and sparsely-sampled fine-mesh simulation data are blended together using, e.g., co-Kriging [25] , [34] or space mapping [35] , [36] . An interesting variable-fidelity Gaussian Process regression modeling procedure has been reported in [26] .
In this paper, we propose low-cost modeling of antenna structures using Gradient-Enhanced Kriging. The cost reduction is achieved by exploiting cheap derivative information obtained using adjoint sensitivities (currently, available through certain commercial EM solvers such as CST [27] or HFSS [28] ). We demonstrate that exploiting response gradients in the Kriging model leads to significant reduction of the number of training data without degradation of the predictive power of the model. Our approach is illustrated using a dielectric resonator antenna and compared to conventional Kriging interpolation that utilized the response data only.
II. KRIGING AND GRADIENT-ENHANCED KRIGING BASICS
In this section, we briefly outline the formulation of Kriging and Gradient-Enhanced Kriging (GEK) interpolation in the context of antenna modeling.
A. Surrogate Modeling of Antenna Structures
Let f(x) be an EM-simulated antenna model, where x is a vector of geometry parameters, whereas f is a vector-valued response, e.g., reflection coefficient versus frequency. In practice, we assume that
i.e., the model is evaluated at a discrete set of frequencies ω k , k = 1,…,m. The EM model is assumed to be computationally expensive. The goal of the surrogate modeling process is to construct a cheaper representation s of f that is valid in a certain domain, usually an interval l ≤ x ≤ u, where l and u are the lower and upper bounds for the geometry parameters, respectively.
B. Gradient-Enhanced Kriging
Ordinary Kriging (OK) prediction of f(x) at a prediction (or untried) point x * can be expressed as a summation of a constant trend function μ and a realization of a stationary Gaussian random process:
where is a vector of correlations between n s sample data points X = {x (1) ,…, x (n s ) } T and prediction point x ; is a n s × n s symmetric matrix of correlations between the sample data points; y is a vector of response values and t is a vector of ones. The trend function is calculated using least squares method as,
The covariance structure of the sample data is captured using Matern 3/2 correlation function [29] - [30] which is expressed as
where 
where
is the estimated Kriging variance.
Gradient-Enhanced Kriging is considered as a multi-data extension to Kriging. GEK incorporates cheaply available gradient data in addition to response data in building surrogate models. The mathematical formulation of GEK is same as Kriging except the following facts:
• Correlation matrix in GEK becomes a (k′+1)n s × (k′+1)n s symmetric block matrix and now contains the correlations of both response and gradient observations between the sample data points;
• Correlation vector ψ now contains correlation of both response and gradient observations between the sample data points and the prediction point; • Vector y now contains both the response and gradient values; • Vector t now contains n s ones followed by k′ × n s additional zeros.
More information on the mathematical formulations of Kriging and GEK can be found in [31] .
III. CASE STUDY AND NUMERICAL RESULTS
In this section we present the case-study-based verification of the Gradient-Enhanced Kriging modeling technique described in Section II. We use an example of a dielectric resonator antenna. The computational cost of the model construction using GEK is compared with conventional approach that does not use the derivative data.
A. Suspended Dielectric Resonator Antenna
Consider a suspended dielectric resonator antenna (DRA) shown in Fig. 1 [32] . The structure is composed of a dielectric resonator ( r = 10 and tan = 0.0001) suspended over the ground plane on the two Teflon slabs with relative permittivity and loss tangent of 2.1 and 0.001, respectively (see Fig. 1(b)-(c) ). The antenna is fed through the ground plane slot. The substrate material is Rogers RO4003 ( r = 3.38, tan = 0.0027 and h = 0.5 mm). The DRA is covered by polycarbonate housing ( r = 2.8 and tan = 0.01). 
B. Error Metrics
Two error metrics, Normalized Root Mean Square Error (NRMSE) and Relative Average Absolute Error (RAAE), are used to assess the accuracy of the surrogate models on a validation data set of n p uniformly distributed pseudorandom points. The error metrics are expressed as 
where y t is the vector of true response values, ŷ is the vector of predicted response values and std stands for standard deviation. NRMSE and RAAE show the overall surrogate modeling accuracy and their values approach zero as the overall surrogate model accuracy increases.
C. Numerical Results
Figures 2 through 5 compare the actual reflection characteristic |S 11 | versus frequency to its OK and GEK approximations. GEK approximates the actual |S 11 | curve more accurately than OK while requiring only half (or even less) of the training data demanded by its counterpart (Fig. 2 and Table I ). This is essentially due to the incorporation of gradient data in GEK. Gradient data in GEK not only acts as an additional data but also enables GEK to successfully capture the sample data's covariance structure by forcing GEK to interpolate response and gradient data [33] . Moreover, it is worth noting that the OK approximation with n s = 100 does not overlay the GEK approximation with n s = 20, thus indicating the fact that GEK achieves an accuracy level which is almost never reached by OK for any given number of training sample points. The same can be perceived in Fig. 6 which depicts the evolution of NRMSE as a function of number of training sample points. Table II showcases the efficiency of GEK by presenting its rate of accuracy improvement over OK over a range of number of training sample points. It can be observed that GEK is more effective when the training data set is smaller and, in this case, achieves more than 50% of accuracy improvement over OK. However, as the amount of training data increases, the advantage of incorporating additional gradient data gradually thins (reduces to 10%-20% of accuracy improvement in this case). The effect of incorporating partial set of gradients in Fig. 7 confirms the same conjecture. A reasonable percentage of accuracy improvement is observed when the additional gradient data in GEK is incorporated only in three geometrical dimensions (a c u s w s ). However, the advantage of incorporating additional gradient data in GEK is overshadowed by the incorporation of more response data in OK (at and after 120 samples in Fig. 7) . This confirms the intuitive fact that a response value is worth more than a gradient value. Although acquiring more response data often comes at a greater computational cost than that of acquiring gradient data, this rather reminds one the value of response information. 
IV. CONCLUSION
In this work, a cost-efficient surrogate modeling of antenna structures using Gradient-Enhanced Kriging has been demonstrated. As shown on the example of the suspended DRA, utilization of the sensitivity data considerably reduces the number of the training samples required to set up a fast and reliable antenna model, compared to the conventional approach that only relies on the response data. Computational savings are possible by taking advantage of adjoint sensitivities that allow for obtaining the response gradients at little extra CPU cost.
