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Resumo
Nesta dissertac¸a˜o faremos um estudo das qua´dricas, as quais podem ser defi-
nidas como soluc¸o˜es de equac¸o˜es do segundo grau com treˆs varia´veis, tendo como
objetivo principal o reconhecimento das mesmas por meio de uma simplificac¸a˜o da
forma quadra´tica associada, cujo procedimento envolve a diagonalizac¸a˜o de matrizes
sime´tricas. Ao longo deste trabalho, sera˜o abordados os pre´-requisitos necessa´rios
para que o leitor, com pouca familiaridade no assunto, possa compreender cada etapa
de seu desenvolvimento, como espac¸os euclidianos e diagonalizac¸a˜o de matrizes.
Palavras - chave: Qua´dricas, Reconhecimento das Qua´dricas, Diagonalizac¸a˜o de
Matrizes Sime´tricas.
Abstract
This thesis we will make a study of the quadrics, which can be defined as quadratic
equations solutions with three variables, with the main objective recognition of same
through a simplification of the quadratic form associated, whose procedure involves
the diagonalization of symmetric matrices. Throughout we this work, will address
the requirements for the reader with little familiarity on the subject, can understand
each stage of its development, as Euclidean spaces and matrix diagonalization.
Keywords: Quadrics, Recognition of Quadrics, Matrix Diagonalization Symmetric.
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Introduc¸a˜o
A origem das superf´ıcies qua´dricas esta´ intimamente ligada a` origem das sec¸o˜es
coˆnicas, pois informalmente falando, superf´ıcies qua´dricas sa˜o as regio˜es formadas
quando as coˆnicas se movimentam no espac¸o.
Foi no se´culo IV a.C. que o astroˆnomo e geoˆmetra Meneˆcmo descobriu que havia
duas curvas, chamadas mais tarde de para´bola e hipe´rbole, que apresentavam pro-
priedades que possibilitavam encontrar a soluc¸a˜o para o problema da duplicac¸a˜o do
cubo (problema de Delos). Como decorreˆncia dessa descoberta apareceu outra curva
chamada mais tarde de elipse. Assim Meneˆcmo tornou-se enta˜o, como afirma uma
carta de Erato´stenes ao rei Ptolomeu Euergeta, o descobridor das sec¸o˜es coˆnicas.
As contribuic¸o˜es de Euclides sobre as coˆnicas, infelizmente perderam-se, talvez
porque rapidamente foram ultrapassadas pelo trabalho mais extenso escrito por Apoloˆnio.
Apesar de ter pouco avanc¸ado nos teoremas espec´ıficos das sec¸o˜es coˆnicas, Euclides
instituiu as bases dos maiores desenvolvimentos posteriores sobre o tema, finalizados
por Apoloˆnio e Pappus de Alexandria. Alias, Apoloˆnio foi contemporaˆneo e rival de
Arquimedes que viveu, aproximadamente, entre 287 a.C. e 212 a.C. e, juntamente
com Euclides, formaram a tr´ıade considerada como sendo a dos maiores matema´ticos
gregos da antiguidade.
Muitos se´culos se passaram sem importantes avanc¸os cient´ıficos na Matema´tica.
No se´culo XVII, ocorreu o primeiro grande avanc¸o na geometria apo´s os gregos. Em
1629, o matema´tico franceˆs Pierre De Fermat (1601-1665), na restaurac¸a˜o de obras
perdidas da Antiguidade e na sua tentativa de reconstituir certas demontrac¸o˜es per-
didas de Apoloˆnio sobre os lugares geome´tricos, comec¸ou a fazer descobertas muito
importantes em Matema´tica.
Em 1637, o nota´vel filo´sofo e matema´tico franceˆs Rene´ Descartes (1596-1650)
publicou, na Holanda, em franceˆs, seu grandioso Discurso sobre o me´todo para bem
conduzir a pro´pria raza˜o e procurar a verdade nas cieˆncias, que dentre outros feitos
mostrou como, utilizando a a´lgebra, a geometria poderia ser estudada.
12
Figura 1: Rene´ Descarte Figura 2: Pierre de Fermat
Pierre De Fermat e principalmente Rene´ Descartes, com suas obras, sistemati-
zaram o emprego da A´lgebra nos problemas de Geometria. Assim as cieˆncias ma-
tema´ticas obtiveram um progresso vertiginoso, o que rendeu a Rene´ Descartes o re-
conhecimento por muitos pesquisadores como sendo o iniciador da Matema´tica Mo-
derna.
Portanto, induzido pela importaˆncia da aplicac¸a˜o dos conhecimentos das Qua´dricas
nas diversas a´reas das Cieˆncias e na vida dos alunos, pretendo com o presente traba-
lho contribuir no sentido de expor uma ferramenta a mais para o estudo da geometria
anal´ıtica, no tocante ao reconhecimento dos tipos de qua´dricas. E para tal, utilizarei
conceitos fundamentais da a´lgebra linear, bem como a diagonalizac¸a˜o de matrizes
sime´tricas.
Esta dissertac¸a˜o sera´ dividida em treˆs cap´ıtulos. No primeiro, trataremos dos
conceitos preliminares que servira˜o de base para que o leitor compreenda os processos
seguintes. Aos leitores que ja´ possuam tais conhecimentos ba´sicos, a leitura deste
cap´ıtulo e´ facultativa.
No segundo cap´ıtulo, veremos os procedimentos necessa´rios para o processo de di-
agonalizac¸a˜o de matrizes sime´tricas, bem como as vantagens de utilizar esse processo.
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Por fim, no terceiro cap´ıtulo, faremos o reconhecimento das qua´dricas por meio
da diagonalizac¸a˜o de matrizes, que e´ o objetivo principal deste trabalho.
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Cap´ıtulo 1
Preliminares
Este cap´ıtulo e´ destinado a`s noc¸o˜es preliminares, essenciais a` boa compreensa˜o
desta dissertac¸a˜o. Nele sera´ abordada a estrutura euclidiana do R3, assim como as
ferramentas necessa´rias para a mudanc¸a de um sistema de coordenadas.
1.1 A estrutura euclidiana do R3
1.1.1 Espac¸o vetorial
O R3 representa o conjunto dos ternos de nu´meros (x, y, z), com x, y, z ∈ R, ou
seja, e´ o conjunto de triplas de numeros reais, comumente visualizado como o espac¸o.
Uma tripla (x, y, z) pode ser visualizada, geometricamente, tanto como representando
as coordenadas de um ponto, como as coordenadas de um vetor com ponto inicial
na origem. A noc¸a˜o comum de vetores, juntamente com as operac¸o˜es de adic¸a˜o e
multiplicac¸a˜o por num´eros reais forma a ideia ba´sica de espac¸o vetorial, o objeto
principal da A´lgebra Linear.
Definic¸a˜o 1.1.1. Um conjunto V sera´ dito um espac¸o vetorial sobre um corpo K, se
possui uma operac¸a˜o de adic¸a˜o com as mesmas propriedades da adic¸a˜o de um corpo;
ou seja,
A1 A adic¸a˜o e´ associativa: (u+ v) + w = u+ (v + w), para todos u, v, w ∈ V ;
A2 A adic¸a˜o e´ comutativa: u+ v = v + u, para todos u, v ∈ V ;
A3 A adic¸a˜o possui elemento neutro: existe 0 ∈ V , tal que v + 0 = v, para todo
v ∈ V ;
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A4 A adic¸a˜o possui sime´tricos: para todo v ∈ V , existe −v ∈ V tal que v+(−v) = 0.
E ale´m disso, existe uma operac¸a˜o chamada de multiplicac¸a˜o por escalar, que asso-
cia a um elemento a ∈ K e a um elemento v ∈ V , um elemento av ∈ V , satisfazendo
as seguintes propriedades:
ME1 a(u+ v) = au+ av, para todos a ∈ Ke u, v ∈ V ;
ME2 (a1 + a2)v = a1v + a2v, para todos a1, a2 ∈ K e v ∈ V ;
ME3 (a1a2)v = a1(a2v), para todos a1, a2 ∈ K e v ∈ V ;
ME4 1v = v, para todo v ∈ V .
Definidas em R3 as operac¸o˜es de adic¸a˜o e multiplicac¸a˜o por escalar por (x1, y1, z1)+
(x2, y2, z2) = (x1 +x2, y1 + y2, z1 + z2), a(x, y, z) = (ax, ay, az), para a ∈ R, segue que
R3 e´ um espac¸o vetorial sobre o corpo R, onde o elemento neutro da adic¸a˜o e´ o vetor
(0, 0, 0) e o sime´trico de (x1, x2, x3) e´ o vetor −(x1, x2, x3) = (−x1,−x2,−x3). Assim,
o R3 munido dessas duas operac¸o˜es possui uma estrutura de espac¸o vetorial sobre o
corpo dos nu´meros reais.
1.1.2 Produto interno
Mostraresmos nesta sec¸a˜o que o R3, ale´m da estrutura de espac¸o vetorial sobre R,
possui uma estrutura adicional, a qual explicitaremos na continuac¸a˜o.
Definic¸a˜o 1.1.2. Seja V um espac¸o vetorial sobre R. Um produto interno em V e´
uma func¸a˜o que a cada par de vetores u e w em V associa um nu´mero real, denotado
por 〈u, v〉, que satisfaz as seguintes condic¸o˜es para quaisquer vetores u, v e w de V e
qualquer nu´mero real k:
PI 1 〈v, v〉 ≥ 0;
PI 2 〈v, v〉 = 0 se, e somente se, v = 0;
PI 3 〈u, v〉 = 〈v, u〉;
PI 4 〈u+ v, w〉 = 〈u,w〉+ 〈v, w〉;
PI 5 〈ku, v〉 = k〈u, v〉.
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O produto escalar de R3 definido por (x1, y1, z1) · (x2, y2, z2) = x1x2 + y1y2 + z1z2
satisfaz os aximomas PI 1, PI 2, PI 3, PI 4 e PI 5, de modo que ele define um produto
interno em R3. De fato, a noc¸a˜o de produto interno generaliza a noc¸a˜o de produto
escalar em R3 e enriquece a estrutura de um espac¸o vetorial, permitindo definir va´rios
conceitos geome´tricos como por exemplo a norma, a distaˆncia e o aˆngulo.
Um espac¸o vetorial sobre R munido de um produto interno e´ chamado de espac¸o
vetorial euclidiano. Deste modo, o R3 e´ um espac¸o euclidiano.
1.1.3 Caracter´ısticas de um espac¸o euclidiano
Seja V um espac¸o euclidiano. A norma ou comprimento de um vetor v ∈ V e´
definida como o nu´mero real na˜o negativo dado por
‖v‖ = 〈v, v〉 12 .
Se ‖v‖ = 1, dizemos que v e´ um vetor unita´rio. Neste caso, diz-se que o vetor v
esta´ normalizado.
Chamamos de distaˆncia entre dois vetore u, v em V , o nu´mero real representado
por d(u, v) definido por: d(u, v) = ‖u− v‖.
Exemplo 1.1.3. Sejam u = (4, 2, 1) e v = (−3, 1, 3) vetores do R3. Vamos determi-
nar a distaˆncia entre u e v. Usando a definic¸a˜o de distaˆncia, temos que
d(u, v) = ‖u− v‖ = ‖(4 + 3, 2− 1, 1− 3)‖.
Donde,
d(u, v) =
√
(4 + 3)2 + (2− 1)2 + (1− 3)2 = √54.
Sejam u e v vetores na˜o nulos do espac¸o euclidiano V . O aˆngulo entre esses vetores
e´ dado por:
cos θ =
〈u, v〉
‖u‖‖v‖ , com 0 ≤ θ ≤ pi.
Quando 〈u, v〉 = 0, dizemos que os vetores u e v sa˜o ortogonais. Isso acontece quando
um vetor e´ nulo ou θ = pi/2.
Vale destacar que, em geral, na˜o e´ de muito interesse determinar o aˆngulo entre
dois vetores. Pore´m, saber se esse aˆngulo e´ reto ou na˜o, ou seja, se tais vetores sa˜o
ortogonais ou na˜o, e´ de enorme importaˆncia para determinar bases de V com certas
propriedades, boas para uso na A´lgebra Linear.
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1.2 Bases ortonormais
Antes de explanarmos o que venha ser uma base ortonormal, sera˜o apresentadas
algumas definic¸o˜es necessa´rias para a compreensa˜o desta sec¸a˜o.
Definic¸a˜o 1.2.1. Seja V um espac¸o vetorial sobre R e S = {u1, u2, u3, ..., un} um
conjunto de vetores em V . Dizemos que um vetor qualquer u ∈ V e´ combinac¸a˜o linear
dos vetores de S, se existem escalares k1, k2, k3, ..., kn ∈ R tais que
u = k1u1 + k2u2 + k3u3 + ...+ knun.
O conjunto gerado por todas as combinac¸o˜es lineares de u1, u2, u3, ..., un em V, e´
chamado de espac¸o gerado por S e denotado por W = G(u1, u2, u3, ..., un).
Definic¸a˜o 1.2.2. Seja V um espac¸o vetorial sobre R e v1, v2, ..., vn ∈ V . Considere-
mos a equac¸a˜o vetorial:
a1v1 + a2v2 + ...+ anvn = 0, com a1, a2, ...an nu´meros reais.
. Se a equac¸a˜o possuir uma u´nica soluc¸a˜o dada por:
a1 = a2 = ... = an = 0,
dizemos que v1, v2, ..., vn sa˜o linearmente independentes.
. Se a equac¸a˜o possuir uma soluc¸a˜o diferente da soluc¸a˜o nula, dizemos que os
vetores v1, v2, ..., vn sa˜o linearmente dependentes.
O termo “linearmente dependente”insinua que os vetores de alguma forma depen-
dem um do outro, como podemos perceber pelo teorema seguinte cuja demostrac¸a˜o
pode ser encontrada em [5].
Teorema 1.2.3. Um conjunto finito α com dois ou mais vetores de um espac¸o
vetorial V e´ linearmente dependente se, somente se, pelo menos um dos vetores de α
pode ser escrito como uma combinac¸a˜o linear dos outros vetores.
Definic¸a˜o 1.2.4. Seja α = {u1, u2, u3, ..., un} um conjunto ordenado de vetores de
um espac¸o vetorial na˜o nulo V .
Dizemos que α e´ uma base de V se as seguintes condic¸o˜es sa˜o verificadas:
• α e´ linearmente independente;
• V = G(α).
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Os vetores e1 = (1, 0, 0), e2 = (0, 1, 0) e e3 = (0, 0, 1) formam uma base de R3,
denominada de base canoˆnica.
A prova do teorema a seguir pode ser encontrada em [5].
Teorema 1.2.5.
Seja V um espac¸o vetorial gerado por um conjunto finito de vetores na˜o nulos
v1, v2, ..., vn. Enta˜o, qualquer conjunto com mais de n vetores de V e´ linearmente
dependente. (Consequentemente, qualquer conjunto de vetores de V linearmente in-
dependente tem, no ma´ximo, n vetores).
Em consequeˆncia, temos que todas as bases de um espac¸o vetorial de dimensa˜o
finita teˆm o mesmo nu´mero de elementos.
Definic¸a˜o 1.2.6. O nu´mero de elementos de uma base de um espac¸o vetorial na˜o
nulo V de dimensa˜o finita e´ chamado de dimensa˜o de V e denotado por dim V .
Se V for um espac¸o vetorial euclidiano, enta˜o um conjunto de vetores em V e´
chamado conjunto ortogonal, se quaisquer dois vetores distintos do conjunto sa˜o or-
togonais, ou seja, possuem produto interno igual a zero. Ale´m disso, se nesse conjunto
ortogonal todos os seus vetores forem unita´rios, sera´ chamado conjunto ortonormal.
Assim podemos concluir que, uma base consistindo de vetores ortogonais e´ chamada
de base ortogonal e uma base consistindo de vetores ortonormais e´ chamada de base
ortonormal.
Um exemplo de base ortonormal e´ a base canoˆnica do R3, denominada referencial
padra˜o do plano, pois as coordenadas de um vetor qualquer u = (x, y, z) ∈ R nesta
base, sa˜o dadas pelas coordenadas do pro´prio vetor
u = (x, y, z) = x(1, 0, 0) + y(0, 1, 0) = z(0, 0, 1).
Trabalhar com esse tipo de base facilita muito o trabalho de decompor um vetor
do espac¸o em termos dos vetores da base. Vale ressaltar que o processo de multiplicar
um vetor na˜o nulo pelo inverso de sua norma para obter um vetor de norma 1 e´
chamado de normalizac¸a˜o. Pore´m, antes de normalizar um vetor, o mesmo deve ser
ortogonal. Mas, quando na˜o for? Nesse caso, faz-se necessa´rio ortogonaliza´-lo, sendo
que um dos meios para isso e´ o processo de ortogonalizac¸a˜o de Gram-Schmidt cujos
passos esta˜o na prova do pro´ximo teorema, o qual e´ fundamentado pela proposic¸a˜o
abaixo.
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Proposic¸a˜o 1.2.7. Suponhamos que {w1, w2, ..., wr} seja um conjunto ortogonal de
vetores na˜o nulos de Rn. Se v ∈ Rn, enta˜o
ki =
〈v, wi〉
‖wi‖2 , 1 ≤ i ≤ r,
sa˜o os u´nicos nu´meros reais tais que o vetor
v′ = v − k1w1 − k2w2 − · · · − krwr
e´ ortogonal aos vetores w1, w2, ..., wr.
Teorema 1.2.8. Todo espac¸o euclidiano possui uma base ortogonal.
Demonstrac¸a˜o: Seja {v1, v2, ..., vn} uma base de Rn. Tomemos
w1 = v1,
w2 = v2 − 〈v2, w1〉‖w1‖2 w1,
w3 = v3 − 〈v3, w1〉‖w1‖2 w1 −
〈v3, w2〉
‖w2‖2 w2,
...
wn = vn − 〈vn, w1〉‖w1‖2 w1 − · · · −
〈vn, wn−1〉
‖wn−1‖2 wn−1.
Pela Proposic¸a˜o 1.2.7, o conjunto {w1, w2, ..., wr} e´ um conjunto ortogonal. Ale´m
disso, como o conjunto {v1, v2, ..., vn} e´ linearmente independente, cada vetor wi e´
na˜o nulo. Assim, o conjunto {w1, w2, ..., wr} e´ um conjunto ortogonal de vetores na˜o
nulos de Rn. Como, por definic¸a˜o, Rn possui dimensa˜o n, segue que {w1, w2, ..., wr}
e´ uma base ortogonal de Rn.
Exemplo 1.2.9. Aplicaremos o processo de Gram-schmidt ao conjunto {(1, 0, 0), (1, 1, 1), (0, 0, 1)}
para obtermos uma base ortogonal {w1, w2, w3} de R3.
Fazendo
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w1 = (1, 0, 0),
w2 = (1, 1, 1)− 〈(1, 1, 1), (1, 0, 0)〉‖(1, 0, 0)‖2 (1, 0, 0) = (0, 1, 1),
w3 = (0, 0, 1)− 〈(0, 0, 1), (1, 0, 0)〉‖(0, 1, 1)‖2 (1, 0, 0)−
〈(0, 0, 1), (0, 1, 1)〉
‖(0, 1, 1)‖2 (0, 1, 1) =
(
0,−1
2
,
1
2
)
.
Assim,
{
(1, 0, 0), (0, 1, 1), (0,−1
2
, 1
2
)
}
e´ uma base ortogonal de R3.
Em diversas situac¸o˜es se faz necessa´rio representar as coordenadas de um vetor
em relac¸a˜o a uma base na forma de matriz. Assim, apresentaremos a definic¸a˜o de
matriz coordenada.
Definic¸a˜o 1.2.10. Sejam β = {v1, v2, ..., vn} uma base de Rn e v ∈ R, onde v =
a1v1 + a2v2 + · · ·+ anvn. Chamamos os nu´meros reais a1, a2, ..., an de coordenadas de
v em relac¸a˜o a` base β e denotamos por
[v]β =

a1
a2
...
an

1.3 Mudanc¸a de coordenadas
1.3.1 Matriz mudanc¸a de base
Para resolver alguns problemas geome´tricos e´ necessa´rio usar um segundo sistema
de coordenadas, ou seja, um novo referencial que represente de forma mais simples a
mesma situac¸a˜o. Por esse motivo, sera´ apresentada a mudanc¸a de base. Como a noc¸a˜o
de base e´ a generalizac¸a˜o para espac¸os vetoriais arbitra´rios da noc¸a˜o de sistemas de
coordenadas em R2 e R3, mudar de base e´ ana´logo a mudar de eixos coordenados em
R2 e R3.
Sejam β = {u1, u2, ..., un} e α = {w1, w2, ..., wn} duas bases ordenadas de V, onde
V e´ um espac¸o euclidiano. Dado um vetor v ∈ V , podemos escreveˆ-lo da seguinte
maneira:
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v = x1u1 + x2u2 + · · ·+ xnun e v = y1w1 + y2w2 + · · ·+ ynwn.
Como ja´ foi mostrado, podemos relacionar as coordenadas de v em relac¸a˜o a`s duas
bases.
[v]β =

x1
x2
...
xn
 e [v]α =

y1
y2
...
yn

Por se tratarem de bases do Rn podemos escrever os vetores de uma em relac¸a˜o aos
vetores da outra, assim:

w1 = a11u1 + a21u2 + · · ·+ an1un
w2 = a12u1 + a22u2 + · · ·+ an2un
...
wn = a1nu1 + a2nu2 + · · ·+ annun
Da´ı, um modo de explanar o vetor v e´ o seguinte:
v = y1(a11u1 + a21u2 + · · ·+ an1un) + · · ·+ yn(a1nu1 + a2nu2 + · · ·+ annun)
= (a11y1 + · · ·+ a1nyn)u1 + · · ·+ (an1y1 + an2y2 + · · ·+ annyn)un
= x1u1 + · · ·+ xnun.
Como as coordenadas em relac¸a˜o a uma base sa˜o u´nicas, temos:
x1 = a11y1 + a12y2 + · · ·+ a1nyn
x2 = a21y1 + a22y2 + · · ·+ a2nyn
...
xn = an1y1 + an2y2 + · · ·+ annyn
Estabelecida a relac¸a˜o entre as coordenadas de β e α, sera´ escrita sua versa˜o matricial:
x1
x2
...
xn
 =

a11 a12 · · · a1n
a21 a22 · · · a2n
...
an1 an2 · · · ann


y1
y2
...
yn

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Denotando:
[I] αβ =

a11 a12 · · · a1n
a21 a22 · · · a2n
...
an1 an2 · · · ann
 ,
Podemos escrever
[v]β = [I]
α
β · [v]α,
onde [I] αβ e´ a chamada matriz mudanc¸a de base α para a base β. Para escrever [v]α
em func¸a˜o de [v]β, basta tomar a inversa de [I]
α
β , ou seja, [I]
β
α.
Portanto, para transformar as coordenadas de um vetor para uma outra base,
devemos multiplicar pela inversa da matriz mudanc¸a de base. E´ importante ressaltar
que, caso as bases β e α sejam ortonormais para V , situac¸a˜o muito natural em diversas
aplicac¸o˜es, as matrizes [I] αβ e [I]
β
α sera˜o chamadas de matrizes ortogonais, matrizes
cuja transposta e´ igual a` sua inversa. Ale´m disso, sa˜o matrizes que possuem colunas
e linha formadas por vetores ortonormais.
Exemplo 1.3.1. Considerando a base canoˆnica α de R3 e uma outra base β =
{(1, 1, 3), (1, 2, 0), (−1, 2, 4)} tambe´m de R3, temos que
[I] αβ =
 a11 a12 a13a21 a22 a23
a31 a32 a33
 ,
onde os elementos que compo˜em a matriz sa˜o nu´meros reais que satisfazem o sistema
de equac¸o˜es: 
(1, 0, 0) = a11(1, 1, 3) + a21(1, 2, 0) + a31(−1, 2, 4)
(0, 1, 0) = a12(1, 1, 3) + a22(1, 2, 0) + a32(−1, 2, 4)
(0, 0, 1) = a13(1, 1, 3) + a23(1, 2, 0) + a33(−1, 2, 4)
Resolvendo as equac¸o˜es acima, obtemos a11 = 4/8, a21 = 1/8, a31 = −3/8, a12 =
23
−1/4, a22 = 7/16, a32 = 3/16, a13 = 1/4, a23 = −3/16 e a33 = 1/16. Portanto,
[I] αβ =
 4/8 −1/4 1/41/8 7/16 −3/16
−3/8 3/16 1/16
 .
1.3.2 Translac¸a˜o de eixos em R3
A translac¸a˜o no espac¸o pode ser vista como simplesmente uma extensa˜o a partir
da translac¸a˜o no plano, ou seja, ocorre a partir da soma da matriz de translac¸a˜o com
todos os pontos do objeto[
Tx Ty Tz
]
+
[
x y z
]
=
[
x′ y′ z′
]
.
Dessa forma, sua representac¸ao fica a seguinte
x′ = x+ Tx
y′ = y + Ty
z′ = z + Tz,
onde Tx, Ty, Tz representam as componentes do vetor de translac¸ao; x, y, z as coorde-
nadas iniciais e x′, y′, z′ as coordenadas finais.
1.3.3 Rotac¸a˜o de eixos no R3
Na Matema´tica, particularmente, na A´lgebra Linear e na Geometria, rotac¸a˜o de
eixos coordenados e´ uma transformac¸a˜o linear de um sistema de coordenadas, que
consiste em fazer girar os eixos coordenados no sentido anti-hora´rio em torno de sua
origem e por um mesmo aˆngulo θ, no caso do plano, ou por aˆngulos distintos, como
veremos no espac¸o tridimensional.
No R3 um sistema de coordenadas (x, y, z) pode ser girado por um angulo θ
em torno de um dos eixos coordenados passando assim, para um sistema (x′, y′, z′),
bastando para isso efetuar uma mudanc¸a de base entre duas bases ortonormais, β
e α, pois trata-se de eixos ortogonais onde seus vetores sa˜o todos unita´rios. Deste
modo, considerando que o eixo escolhido seja o eixo x a matriz mudanc¸a de base
[I] αβ =
 1 0 00 cos(θ) − sin(θ)
0 sin(θ) cos(θ)
 .
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Nesse contexto, [v]β sera´ representada por x
′
y′
z′

e [v]α sera´ representada por  xy
z
 ,
logo  x
′
y′
z′
 =
 1 0 00 cos(θ) − sin(θ)
0 sin(θ) cos(θ)
 ·
 xy
z
 .
Por outro lado, ha´ situac¸o˜es em que se faz necessa´rio mais de uma rotac¸a˜o. Nestes
casos e´ poss´ıvel rotacionar o sistema de coordenadas por todos os eixos (x, y, z) e por
ate´ treˆs aˆngulos distintos. Assim, a matriz que representa a sequeˆncia de rotac¸o˜es,
a qual podemos chamar de movimento r´ıgido, iguala-se ao produto das matrizes que
representam as sucessivas etapas na ordem adequada, e e´ tambem uma matriz de
rotac¸a˜o.
Seja Rx, Ry, Rz, respectivamente as matrizes de rotac¸a˜o em torno dos eixos x, y, z,
e θ, β, α os aˆngulos tambe´m respectivos, temos:
Rx =
 1 0 00 cos(θ) − sin(θ)
0 sin(θ) cos(θ)
Ry =
 cos(β) 0 sin(β)0 1 0
− sin(β) 0 cos(β)
Rz =
 cos(α) − sin(α) 0sin(α) cos(α) 0
0 0 1
 ,
assim a matriz resultante, responsa´vel pela mudanc¸a de coordenada e´ denotada por
Rxyz =
 cos β · cosα − cos β · sinα sin βsin θ · sin β · cosα + cos θ · sinα − sin θ · sin β · sinα + cos θ · cosα − sin θ · cos β
− cos θ · sin β · cosα + sin θ · sinα cos θ · sin β · sinα + sin θ · cosα cos θ · cos β
 .
Portanto, neste caso ter´ıamos:
Rxyz = [I]
α
β .
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1.4 Formas quadra´ticas
Nesta sec¸a˜o apresentaremos a definic¸a˜o de formas quadra´ticas, um conteu´do de
destaque em muitos ramos da Matema´tica e essencial para a compreensa˜o deste tra-
balho.
Definic¸a˜o 1.4.1. Uma forma quadra´tica ou qua´drica em R3 e´ uma func¸a˜o Q : R3 −→
R do tipo
Q(x, y, z) = ax2 + by2 + cz2 + dxy + exz + fyz,
onde a, b, c, d, e e f sa˜o constantes reais na˜o nulas. Note que todos os termos de
Q(x, y, z) sa˜o de grau 2, e os termos dxy, exz e fyz sa˜o denominados termos cruzado.
Exemplo 1.4.2. A func¸a˜o Q : R3 −→ R dada por Q(x, y, z) = x2+2y2+z2−4xy−2yz
define uma forma quadra´tica em R3.
Exemplo 1.4.3. A func¸a˜o F : R3 −→ R dada por F (x, y, z) = 3x2 + y2 + z2 − 3x
na˜o define uma forma quadra´tica, pois um dos termos de sua expressa˜o, −3x, na˜o e´
de grau 2.
Uma forma quadra´tica em R3 pode ser associada a uma matriz, da seguinte ma-
neira: seja X = (x, y, z) um vetor do R3 de modo que a matriz coordenada de X em
relac¸a˜o a` base α, onde α e´ a base canoˆnica de R3, pode ser representada por:
X =
 xy
z
.
Definimos a matriz associada a` forma quadra´tica Q como sendo a matriz A dada por
A =
 a11 a12 a13a21 a22 a23
a31 a32 a33
,
onde os elementos a11, a22 e a33, ou seja, os elementos da diagonal principal, corres-
pondem aos coeficientes dos termos quadrados, e os elementos a12, a13, a21, a23, a31 e
a32 derivam dos coeficientes dos termos cruzados, sendo que a12 + a21 corresponde ao
coeficiente do termo xy, a13 + a31 corresponde ao coeficiente do termo xz e a23 + a32
corresponde ao coeficiente do termo yz, logo existe uma infinidade de possibilidades
para representar a12, a13, a21, a23, a31 e a32. Pore´m, o que quase sempre ocorre e´ igua-
lar os elementos que compo˜e cada termo cruzado afim de utilizar matrizes sime´tricas,
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pelo fato de tais matrizes propiciar algumas facilidades, que sera˜o vistas mais adiante.
Entende-se por matriz sime´trica toda matriz coincidente a` sua transposta. No qual,
dada uma matriz A = [aij]mxn, chamamos de transposta de A, e denotamos por A
t,
a matriz [bij]nxm, onde
bij = aji,
para todo 1 ≤ i ≤ n e para todo 1 ≤ j ≤ m.
A versa˜o matricial da forma quadra´tica Q e´ dada por
Q(X) = X tAX.
Exemplo 1.4.4. Considere a forma qua´drica Q(x, y, z) = x2 + 2y2 + z2− 4xy− 2yz.
Vamos obter a forma matricial equivalente. A matriz associada tera´ ordem 3, ou
seja, sera´ da forma:
A =
 a11 a12 a13a21 a22 a23
a31 a32 a33
 .
Como ja´ foi visto, os elementos da diagonal principal sa˜o os elementos dos termos
ao quadrado, que nesse caso valem a11 = 1, a22 = 2 e a33 = 1. Ale´m disso, como
a12 + a21 = −4, a13 + a31 = 0 e a23 + a32 = −2 podemos escolher, convenientemente,
A sime´trica, assim teremos:
A =
 1 −2 0−2 2 −1
0 −1 1

Temos enta˜o que a forma matricial de Q e´ dada por
Q(X) = X tAX =
[
x y z
] 1 −2 0−2 2 −1
0 −1 1

 xy
z
 .
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Cap´ıtulo 2
Diagonalizac¸a˜o de Matrizes 3× 3
Neste cap´ıtulo o enfoque sera´ dado a diagonalizac¸a˜o de matrizes sime´tricas de
terceira ordem.
2.1 Autovalores e autovetores de uma matriz
Seja A uma matriz quadrada n×n. Dizemos que um nu´mero real λ e´ um autovalor
de A se existir um vetor na˜o nulo v de Rn tal que Av = λv. O vetor v e´ chamado de
autovetor de A, correspondente ao autovalor λ.
Ao determinante da matriz A− λI da´r-se o nome de polinoˆmio caracter´ıstico da
matriz A e, pode ser denotado por PA(λ). Notemos λ ∈ R e´ um autovalor de A se,
somente se, λ e´ uma raiz do polinoˆmio caracter´ıstico da matriz A, ou seja,PA(λ) = 0.
Vejamos a seguir alguns exemplos:
Exemplo 2.1.1. Se A e´ uma matriz identidade de ordem n, ou seja, A = In, enta˜o o
u´nico autovalor e´ λ = 1; qualquer vetor na˜o nulo de Rn e´ um autovetor de A associado
com o autovalor λ = 1.
Exemplo 2.1.2. Seja
A =
 −1 2 22 2 −1
2 −1 2
 .
Desejamos obter os autovalores de A e seus autovetores associados. Queremos assim
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achar todos os nu´meros reais λ e todos os vetores na˜o nulos
v =
 xy
z

que satisfac¸a Av = λv, ou seja, −1 2 22 2 −1
2 −1 2

 xy
z
 = λ
 xy
z
 .
A equac¸a˜o acima se torna o sistema linear
−x+ 2y + 2z = λx
2x+ 2y − z = λy
2x− y + 2z = λz
Esse sistema possui uma soluc¸a˜o na˜o trivial se, e somente se, o determinante
de sua matriz de coeficientes for nulo. De forma equivalente, temos que PA(λ) =
det(A− λI) = 0. Mas,
PA(λ) =
∣∣∣∣∣∣∣
−1− λ 2 2
2 2− λ −1
2 −1 2− λ
∣∣∣∣∣∣∣ = λ3 − 3λ2 − 9λ+ 27 = (λ− 3)(λ+ 3)(λ− 3)).
Portanto, os zeros de PA(λ) sa˜o λ1 = 3 e λ2 = −3, os quais sa˜o os autovalores de A.
Uma vez encontrados os autovalores da matriz, para encontrar os autovetores basta
resolver o sistema linear homogeˆneo (A− λI)X = 0, ou seja, −1− λ 2 22 2− λ −1
2 −1 2− λ

 xy
z
 =
 00
0

Para λ = 3, tem-se:  −4 2 22 −1 −1
2 −1 −1

 xy
z
 =
 00
0
 ,
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donde 
−4x+ 2y + 2z = 0
2x− y − z = 0
2x− y − z = 0
Analogamente, para λ = −3, tem-se:
2x+ 2y + 2z = 0
2x+ 5y − z = 0
2x− y + 5z = 0
Resolvendo os sistemas lineares acima, temos que os autovetores associados a λ1
e λ2 sa˜o, respectivamente (
y+z
2
, y, z) e (−2z, z, z) para todo y e z ∈ R , y, z 6= 0.
2.2 Diagonalizac¸a˜o de matrizes
A diagonalizac¸a˜o de matrizes corresponde ao processo de obtenc¸a˜o de uma matriz
diagonal que seja semelhante a` matriz original. O principal motivo para a obtenc¸a˜o
dessa matriz e´, matematicamente, o custo operacional reduzido que ela propicia. An-
tes pore´m, faz-se necessa´rio o conhecimento de algumas definic¸o˜es que dara˜o suporte
a tal procedimento.
Definic¸a˜o 2.2.1. Sejam V e W espac¸os vetoriais. Uma transformac¸a˜o linear de V
em W e´ uma func¸a˜o T : V −→ W que possui as seguintes propriedades:
1. T (v1 + v2) = T (v1) + T (v2), para quaisquer v1 e v2 em V ;
2. T (av) = aT (v), para quaisquer v em V e a em R
Sa˜o portanto func¸o˜es cujos domı´nios e contradomı´nios sa˜o espac¸os vetoriais e que,
ale´m disso, preservam as operac¸o˜es de adic¸a˜o e de multiplicac¸a˜o de um vetor por um
escalar.
Quando uma transformac¸a˜o linear for de um espac¸o vetorial V nele mesmo, ela
sera´ chamada de operador linear em V , caso particular de enorme utilidade para
o desenvolvimento do presente trabalho, pois mostraremos como associar matrizes
quadradas a esses operadores.
Seja T : V −→ V um operador linear, em que dimV = n, β = {v1, v2, ..., vn}
e α = {w1, w2, ..., wn} bases de V . Assim T (v1), ..., T (vn) podem ser escritos como
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combinac¸a˜o linear de α e pode-se determinar de modo u´nico nu´meros reais aij, com
1 ≤ i ≤ n, 1 ≤ j ≤ n, tais que
T (vi) = a1iw1 + ...+ ajiwj + ...+ aniwn.
Seja A a matriz quadra´tica de ordem n cujos elementos das colunas sa˜o as coordenadas
dos T (vi) para i = 1, ..., n, ou seja:
A =

a11 a12 · · · a1n
a21 a22 · · · a2n
...
an1 an2 · · · ann
 = [T ]βα
O que significa que foi aplicado T aos elementos de β e estes vetores foram escritos
como combinac¸a˜o linear dos elementos de α.
A prova do teorema a seguir pode ser encontrada em [5].
Teorema 2.2.2. Um operador linear T : V −→ V admite uma base β em relac¸a˜o a`
qual a matriz [T ]ββ e´ diagonal se, e somente se, essa base β for formada por autovetores
de T .
Assim fica claro que, supondo A = [T ]αα, com α sendo a base canoˆnica, uma
matriz quadrada de ordem n definida pelo operador T , e D = [T ]ββ, com β sendo
a base formada pelos autovetores de A, a matriz diagonal, as afirmac¸o˜es seguintes
corroboram e complementam o que foi apresentado na sec¸a˜o anterior:
1. As entradas da diagonal principal da matriz diagonal D sa˜o dadas pelos auto-
valores de A.
2. Caso A tenha n autovalores distintos, enta˜o A e´ diagonaliza´vel. Ale´m disso, A
e´ semelhante a matriz diagonal D.
3. A e´ diagonaliza´vel, se, e somente se, A tem n autovetores linearmente indepen-
dentes.
Portanto, podemos escrever a seguinte versa˜o matricial do Teorema 2.2.2, cuja
demostrac¸a˜o pode ser encontrada em [5]
Teorema 2.2.3. Uma matriz A de ordem n e´ diagonaliza´vel se, somente se, existe
uma matriz P invert´ıvel de ordem n tal que D = P−1AP , e´ uma matriz diagonal.
31
No Teorema 2.2.3, a matriz P e´ a matriz mudanc¸a de base, chamada tambe´m
por matriz que diagonaliza A. E pode ser representada pelos autovetores linearmente
independentes da matriz A.
Exemplo 2.2.4. Verificaremos que a matriz
A =
 1 0 20 1 3
0 0 −1

e´ diagonaliza´vel e encontraremos uma matriz invers´ıvel P que diagonaliza A, ou seja,
tal que D = P−1AP seja uma matriz diagonal.
Inicialmente, note que o polinoˆmio caracter´ıstico de A e´ dado por
PA(λ) = det
 1− λ 0 20 1− λ 3
0 0 −1− λ
 = (1− λ)2(−1− λ),
de modo que PA(λ) = 0 para λ = 1 e para λ = −1. Logo estes sa˜o os autovalores de
A.
Resolvendo as equac¸o˜es matriciais 0 0 20 0 3
0 0 −2

 xy
z
 =
 00
0

e  2 0 20 0 3
0 0 0

 xy
z
 =
 00
0
,
obtemos os conjuntos formadores de autovetores {(x, y, 0);x, y ∈ R} e {(−z,−3/2z, z); z ∈ R}
associados aos autovalores 1 e −1, respectivamente. Da´ı, podemos escolher, v1 =
(1, 1, 0), v2 = (1, 0, 0) autovetores associados a λ = 1 e v3 = (1, 3/2,−1) um autovetor
associado a λ = −1. Assim, tomemos β = {(1, 1, 0), (1, 0, 0), (1, 3/2,−1)} uma base
de R3 formada de autovetores de A. Dessa forma
D = P−1AP ,
com
D =
 1 0 00 1 0
0 0 −1
 e P =
 1 1 11 0 3/2
0 0 −1
 .
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2.3 Diagonalizac¸a˜o de matrizes sime´tricas
Quando o assunto e´ diagonalizac¸a˜o de matrizes, um tipo em particular de matrizes
deve ser levado em considerac¸a˜o devido a sua importaˆncia, que e´ a matriz sime´trica.
Como ja´ foi visto, trabalhar com tal matriz representa uma enorme vantagem, visto
que a matriz sime´trica propicia uma enorme reduc¸a˜o nos ca´lculos, simplificando sua
aplicac¸a˜o em diversas situac¸o˜es como no reconhecimento das coˆnicas, qua´dricas e no
ca´lculo de composic¸o˜es de func¸o˜es, por exemplo.
A diagonalizac¸a˜o de matrizes sime´tricas e´ tambe´m chamada de diagonalizac¸a˜o
ortogonal, pois a matriz P que diagonaliza uma matriz A, sime´trica, e´ uma matriz
ortogonal (P t = P−1), isto e´, os vetores que representam as linhas e as colunas de
P sa˜o ortonormais. A explicac¸a˜o para tal afirmac¸a˜o e´ dada por um dos principais
teoremas da A´lgebra Linear, o Teorema Espectral.
2.3.1 O Teorema espectral para matrizes sime´tricas
Teorema 2.3.1. Se A e´ uma matriz sime´trica de ordem n, enta˜o existe uma matriz
ortogonal P de ordem n, tal que P−1AP = P tAP e´ diagonal.
Em outras palavras, o que o teorema 2.3.1 afirma, e´ que toda matriz sime´trica e´ di-
agonaliza´vel e, ale´m disso, existe uma base ortonormal de Rn formada por autovetores
de A tal que as colunas da matriz ortogonal P e´ formada por esses autovetores.
A demonstrac¸a˜o do teorema 2.3.1 pode ser encontrada em [5].
Desta forma, para diagonalizar uma matriz sime´trica basta seguir os passos abaixo
relacionados:
Passo 1: Encontrar uma base formada por autovetores de A.
Passo 2: Obter uma base ortonormal a partir dos autovetores de A.
Passo 3: Formar a matriz P cujas colunas sa˜o os vetores da base constru´ıda no
Passo 2; esta matriz diagonaliza A ortogonalmente.
Exemplo 2.3.2. Diagonalizaremos a matriz
A =
 7 −2 3−2 17 −2
3 −2 7
 .
Segue do Teorema 2.3.1 que e´ poss´ıvel diagonalizar essa matriz, uma vez que ela e´
sime´trica.
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O polinoˆmio caracter´ıstico de A e´ dado por
PA(λ) = λ
3 − 31λ2 + 270λ− 648 = (λ− 4)(λ− 9)(λ− 18),
do qual vemos que A tem autovalores λ1 = 4, λ2 = 9 e λ3 = 18.
Encontrando-se os autovetores correspondentes, obtemos, respectivamente:
v1 =
 −10
1
 , v2 =
 11/2
1
 e v3 =
 1−4
1

Observe que v1, v2 e v2 sa˜o ortogonais dois a dois. Assim, e´ poss´ıvel normaliza´-los
a fim de obter autovetores unita´rios.
u1 =
v1
||v1|| =⇒ u1 =
(−1,0,1)√
2
=⇒ u1 =
(
−1√
2
, 0, 1√
2
)
u2 =
v2
||v2|| =⇒ u2 =
(1,1/2,1)
3/2
=⇒ u2 =
(
2
3
, 1
3
, 2
3
,
)
u3 =
v1
||v1|| =⇒ u3 =
(1,−4,1)√
18
=⇒ u1 =
(
1√
18
, −4√
18
, 1√
18
,
) .
Logo, tomando
P =
[
u1 u2 u3
]
=

−1√
2
2
3
1√
18
0 1
3
−4√
18
1√
2
2
3
1√
18

tem-se que P−1AP = D.
Note agora que P e´ uma matriz ortogonal, pois {u1, u2, u3} e´ um conjunto orto-
normal de vetores. Enta˜o, P−1 = P t, e tem-se P tAP = D. Portanto
D =
 4 0 00 9 0
0 0 18
 .
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Cap´ıtulo 3
Reconhecimento das Qua´dricas
Neste u´ltimo cap´ıtulo, abordaremos as qua´dricas, cuja representac¸a˜o alge´brica e´
dada como uma soluc¸a˜o de uma equac¸a˜o do segundo grau em treˆs varia´veis, culmi-
nando com a aplicac¸a˜o da diagonalizac¸a˜o de matrizes (formas quadra´ticas) sime´tricas
para reconhecimento das qua´dricas.
3.1 O estudo das qua´dricas
Definic¸a˜o 3.1.1. Uma qua´drica em R3 e´ um conjunto de pontos P = (x, y, z) cujas
coordenadas em relac¸a˜o ao referencial padra˜o {e1 = (1, 0, 0), e2 = (0, 1, 0), e3 = (0, 0, 1)}
satisfazem a equac¸a˜o quadra´tica
ax2 + by2 + cz2 + dxy + exz + fyz + gx+ hy + iz + j = 0,
onde a, b, c, d, e, f, g, h, i, j sa˜o nu´meros reais, sendo na˜o nulo pelo menos um dos seis
primeiros coeficientes a, b, c, d, e, f .
As superf´ıcies qua´dricas quando cortadas pelos planos coordenados ou por planos
paralelos a eles produzem coˆnicas. Particularmente, se a intersec¸a˜o da superf´ıcie
acontecer com um plano sera´ chamada trac¸o da superf´ıcie no plano.
As qua´dricas mais comuns sa˜o: Superficies Cil´ındrica, Superf´ıcies Centradas (elipso´ide,
hiperbolo´ide de uma folha, hiperbolo´ide de duas folhas), Superf´ıcies Na˜o Centra-
das (parabolo´ide el´ıptico, parabolo´ide hiperbo´lico) e Cones. Em casos particulares
a equac¸a˜o acima pode representar uma reta, um plano, um par de planos paralelos,
um par de planos transversais, um ponto ou o conjunto vazio como podemos obser-
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var, respectivamente, nos exemplos que seguem : x2 + y2 = 0, x2 = 0, x2 − 4 = 0,
x2/4− y2/9 = 0, x2 + y2 + z2 = 0 e x2 + y2 + z2 + 1 = 0, estes casos particulares sa˜o
chamados de qua´dricas degeneradas. A seguir abordaremos, apenas as qua´dricas na˜o
degeneradas.
3.1.1 Superf´ıcies Cil´ındricas
E´ a superf´ıcie gerada por uma reta que se move ao longo de uma curva plana,
denominada diretriz, paralelamente a uma reta fixa, denominada geratriz.
Em nosso estudo, convenientemente, vamos nos ater a`s superf´ıcies cilindricas cuja
a curva diretriz e´ representada por uma coˆnica (cilindro qua´drico) que se encontra em
um dos planos coordenados. Neste caso, a equac¸a˜o da superf´ıcie cil´ındrica e´ a mesma
de sua diretriz.
Cilindro el´ıptico
Os cilindros elipticos sa˜o os cilindros qua´dricos em que a diretriz e´ uma elipse.
Dessa forma possui equac¸a˜o canoˆnica do tipo
(x− x0)2
b2
+
(y − y0)2
a2
= 1,
pore´m agora, considerada no espac¸o, ou seja, a varia´vel z e´ livre e portanto pode ser
variada em infinitos valores poss´ıveis, funcionando como se varreˆssemos o eixo z de
uma elipse.
Figura 3.1: Cilindro el´ıptico com diretriz centrada na origem
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Cilindro hiperbo´lico
E´ uma superf´ıcie qua´drica derivada de uma hipe´rbole, varrida no espac¸o por um
eixo coordenado. Possui equac¸a˜o canoˆnica do tipo
(x− x0)2
a2
− (y − y0)
2
b2
= 1
Figura 3.2: Cilindro hiperbolo´ico com diretriz centrada na origem
Cilindro Parabolo´ico
Esta superf´ıcie pode ser escrita como uma para´bola, mas ao olharmos do ponto
de vista do espac¸o teremos
y2 = 4cx, z = k,
com k ∈ R, ou seja, z e´ uma varia´vel livre, como podemos observar (Figura 3.3).
E´ importante deixar claro que, em geral, o gra´fico de uma equac¸a˜o que na˜o conte´m
uma determinada varia´vel corresponde a uma superf´ıcie cil´ındrica cujas geratrizes sa˜o
paralelas ao eixo da varia´vel ausente e cuja diretriz e´ o gra´fico da equac¸a˜o dada no
plano correspondente. Vale ressaltar, ainda, que ha´ outras formas canoˆnicas, variando
apenas o eixo coordenado na˜o contido no plano, e por economia de notac¸a˜o, sempre
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Figura 3.3: Cilindro parabolo´ico com diretriz centrada na origem
representaremos as formas gerais de superf´ıcies no espac¸o em termos de uma deter-
minada orientac¸a˜o em relac¸a˜o aos eixos coordenados, ficando as demais orientac¸o˜es
subentendidas.
3.1.2 Elipso´ides
O elipso´ide e´ a superf´ıcie representada pela equac¸a˜o
(x− x0)2
a2
+
(y − y0)2
b2
+
(z − z0)2
c2
= 1,
em que todos os coeficientes a, b e c sa˜o nu´meros reais positivos reperesentando assim,
as medidas dos semi-eixos do elipso´ide e (x0, y0, z0) representa o centro da superf´ıcie.
Uma observac¸a˜o importante e´ que todos os trac¸os ou cortes por planos paralelos aos
planos coordenados sa˜o elipses, ale´m disso, se pelo menos dois dos valores a, b e c
forem iguais, o elipso´ide e´ de revoluc¸a˜o, ou seja, o elipso´ide e´ gerado pela rotac¸a˜o de
uma elipse em torno de um dos seus eixos. Outro ponto que merece destaque e´ o fato
de que se a = b = c = R, enta˜o a superf´ıcie e´ uma esfera de raio R. Consideremos
um plano paralelo ao plano xOy, ou seja, um plano da forma z = k.
x2
a2
+
y2
b2
= 1− k
2
c2
.
Geometricamente, isso significa que a intersec¸a˜o do elipso´ide com o plano horizon-
tal z = k e´ uma elipse, um ponto ou vazia nos casos em que |k| < c, |k| = c e |k| > c,
38
Figura 3.4: Elipso´ide
respectivamente.
E´ importante lembrarmos que o elipso´ide e´ sime´trico em relac¸a˜o a todos os planos
coordenados, aos eixos coordenados e a` origem.
3.1.3 Hiperbolo´ides
Os hiperbolo´ides sa˜o superf´ıcies qua´dricas que se caracterizam por apresentarem
treˆs tipos de sec¸o˜es planas: hipe´rboles, elipses e retas. Sendo que as hipe´rboles
aparecem quando realizamos dois dos treˆs modos de obtermos sec¸o˜es paralelas aos
planos coordenados o que sugere o nome hiperbolo´ide. Ha´ dois tipos de hiperbolo´ides:
de uma folha e de duas folhas.
Hiperbolo´ide de uma folha
Pode ser obtido pela equac¸a˜o canoˆnica
(x− x0)2
a2
+
(y − y0)2
b2
− (z − z0)
2
c2
= 1,
com (x0, y0, z0) representando o centro da superf´ıcie e a, b e c os coeficientes reais, em
que a e b sa˜o positivos e representam os semi-eixos reais e o coeficiente c e´ negativo
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representando o semi-eixo imagina´rio. Caso tenhamos a = b, o hiperbolo´ide e´ de
revoluc¸a˜o.
Por convenieˆncia, consideremos um hiperbolo´ide de uma folha com centro na
origem, dado pela equac¸a˜o
x2
a2
+
y2
b2
− z
2
c2
= 1,
assim as intersec¸o˜es da superf´ıcie com os eixos coordenados Ox e Oy sa˜o os pontos
(±a, 0, 0) e (0,±b, 0), respectivamente. Ja´ com o eixo Oz na˜o ha´ intersec¸o˜es no
conjunto dos nu´meros reais. Observemos ainda que os planos paralelos aos planos
xOz e yOz, que passam por (±a, 0, 0) e (0,±b, 0) determinam duas retas concorrentes.
Quando na˜o passam por estes pontos intersectam a superf´ıcie na forma de hipe´rbole.
A intersec¸a˜o de planos paralelos ao plano xOy com a superf´ıcie do hiperbolo´ide sa˜o
elipses.
Figura 3.5: Hiperbolo´ide de uma folha
Vale ressaltar que o hiperbolo´ide e´ sime´trico em relac¸a˜o a todos os planos coorde-
nados, aos eixos coordenados e a` origem.
Hiperbolo´ide de duas folhas
Pode ser obtido pela equac¸a˜o canoˆnica
−(x− x0)
2
a2
− (y − y0)
2
b2
+
(z − z0)2
c2
= 1,
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com (x0, y0, z0) representando o centro da superf´ıcie e a, b e c os coeficientes reais,
em que a e b sa˜o negativos e c e´ positivo. Caso tenhamos a = b, o hiperbolo´ide e´ de
revoluc¸a˜o.
Por convenieˆncia, consideremos um hiperbolo´ide de duas folhas com centro na
origem, dado pela equac¸a˜o
−x
2
a2
− y
2
b2
+
z2
c2
= 1,
Assim como o hiperboloide de uma folha, ele e´ sime´trico em relac¸a˜o a todos os planos
coordenados, aos eixos coordenados e a` origem. Os trac¸os e planos paralelos aos
planos xOz e yOz sa˜o hiperboles, ja´ em relac¸a˜o a xOy na˜o intercepta a superf´ıcie,
nem qualquer plano z = k, com k ∈ R e |k| < c. Pore´m se |k| > c, o trac¸o no plano
z = k e´ uma elipse.
Figura 3.6: Hiperbolo´ide de duas folhas
3.1.4 Parabolo´ides
Pode ser obtido pela equac¸a˜o canoˆnica
±(x− x0)
2
a2
± (y − y0)
2
b2
= (c− c0)z.
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As poss´ıveis combinac¸o˜es de sinais nesta equac¸a˜o permitem concluir a existeˆncia de
apenas dois tipos de superf´ıcies, conforme os coeficientes dos termos de segundo grau
tenham o mesmo sinal ou sinais contra´rios. Se tiverem sinais iguais, a equac¸a˜o repre-
senta um parabolo´ide el´ıptico, caso contra´rio chamaremos de parabolo´ide hiperbo´lico.
Parabolo´ide eliptico
O parabolo´ide el´ıptico e´ a superf´ıcie que pode ser representada pela equac¸a˜o
canoˆnica
(x− x0)2
a2
+
(y − y0)2
b2
= (c− c0)z.
Esta superf´ıcie pode ser constru´ıda com uma sucessa˜o de elipses centradas em (x0, y0).
Como principais caracter´ısticas podemos citar:
1. E´ sime´trica relativamente aos planos xOz e yOz.
2. A sua intersec¸a˜o com um plano paralelo a xOy e´ uma elipse, o conjunto vazio
ou um ponto. Sendo que este u´ltimo ocorre quando nos referimos ao trac¸o no
plano, ou seja, sua intersec¸a˜o e´ a origem (0, 0, 0).
3. A sua intersec¸a˜o com um plano paralelo a xOz ou yOz e´ uma para´bola.
4. Se a = b o parabolo´ide e´ de revoluc¸a˜o em torno do eixo z.
Figura 3.7: Parabolo´ide el´ıptico
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Parabolo´ide hiperbolo´ico
O parabolo´ide hiperbolo´ico e´ a superf´ıcie que pode ser representada pela equac¸a˜o
canoˆnica
(x− x0)2
a2
− (y − y0)
2
b2
= (c− c0)z.
Esta superf´ıcie pode ser constru´ıda com uma sucessa˜o de hipe´rboles centradas em
(x0, y0). Como principais caracter´ısticas podemos citar:
1. E´ sime´trica relativamente aos planos xOz e yOz.
2. A sua intersec¸a˜o com um plano estritamente paralelo a xOy e´ uma hipe´rbole.
3. A sua intersec¸a˜o com um plano paralelo a xOy e´ constitu´ıda por duas retas que
passam na origem.
4. A sua intersec¸a˜o com um plano paralelo a xOz ou yOz e´ uma para´bola.
Figura 3.8: Parabolo´ide hiperbo´lico
3.1.5 Cones
Cone ou superf´ıcie coˆnica e´ uma superf´ıcie gerada por uma reta geratriz que se
move apoiada numa curva diretriz plana qualquer e passando sempre por um ponto
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dado, ao qual denominamos de ve´rtice da superf´ıcie coˆnica, na˜o situado no plano da
curva diretriz.
Consideremos o caso particular da superf´ıcie coˆnica cuja diretriz e´ uma elipse com
ve´rtice na origem e com seu eixo sendo um dos eixos coordenados. Nestas condic¸o˜es,
a superf´ıcie tem equac¸a˜o
x2
a2
+
y2
b2
− z
2
c2
= 0.
Como principais caracter´ısticas podemos citar:
1. E´ sime´trica relativamente a cada um dos planos coordenados e relativamente a
origem.
2. A sua intersec¸a˜o com um plano estritamente paralelo a xOy e´ uma elipse.
3. A sua intersec¸a˜o com o plano xOy e´ um ponto.
4. A sua intersec¸a˜o com um plano estritamente paralelo ao plano xOz ou yOz e´
uma hipe´rbole.
5. A sua intersec¸a˜o com o plano xOz ou com o plano yOz e´ constituida por duas
retas que passam pela origem.
6. Se a = b o cone e de revoluc¸a˜o em torno de Oz.
Figura 3.9: Cone el´ıptico
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3.2 Reconhecimento das qua´dricas via diagonalizac¸a˜o
de matrizes
Considere a equac¸a˜o geral do segundo grau nas treˆs varia´veis x, y e z:
ax2 + by2 + cz2 + dxy + exz + fyz + gx+ hy + iz + j = 0,
onde a, b, c, d, e, f, g, h, i, j sa˜o nu´meros reais, sendo na˜o nulo pelo menos um dos
seis primeiros coeficientes a, b, c, d, e, f . Como ja´ foi dito anteriormente, as soluc¸o˜es
desta equac¸a˜o sa˜o, por definic¸a˜o, uma qua´drica, podendo ser na˜o degenerada (cilindro
qua´drico, elipso´ide, hiperbolo´ide, parabolo´ide ou cone) ou degenerada (uma reta , um
par de retas paralelas, duas retas, um ponto ou representar o vazio). Assim, para
identificar o lugar geome´trico de uma determinada equac¸a˜o do segundo grau em treˆs
varia´veis, em especial reconhecer uma qua´drica, e´ preciso reduzir a equac¸a˜o dada
a uma das equac¸o˜es mais simples, ou seja, devemos escolher uma base ortonormal
conveniente do R3 de modo que no novo sistema de coordenadas, a equac¸a˜o resultante
seja de fa´cil identificac¸a˜o.
Para facilitar a compreensa˜o e´ poss´ıvel dividir em dois casos:
Caso 1: Quando os coeficientes d = e = f = 0, ou seja, nenhum dos termos cru-
zados existe. Neste caso, basta usar o processo de completar quadrados, que
e´ equivalente a escolher um sistema de coordenadas dado pela translac¸a˜o do
sistema original. Em situac¸o˜es assim, a qua´drica em questa˜o esta´ alinhada aos
eixos coordenados, seja com centro ou ve´rtice na origem ou quando ha´ uma
translac¸a˜o dos eixos coordenados.
Exemplo 3.2.1. Determinaremos o lugar geome´trico da seguinte equac¸a˜o:
−9x2 + 36y2 + 4z2 − 216y − 16z + 304 = 0.
Note que essa equac¸a˜o e´ equivalente a` equac¸a˜o
−9x2 + 36(y2 − 6y) + 4(z2 − 4z) = −304.
Completando os quadrados obtemos
−9x2 + 36(y2 − 6y + 9) + 4(z2 − 4z + 4) = −304 + 16 + 324,
ou seja,
−9x2 + 36(y − 3)2 + 4(z − 2)2 = 36.
Dividindo todos os termos por 36, obtemos
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−x
2
4
+ (y − 3)2 + (z − 2)
2
9
= 1,
que e´ a equac¸a˜o reduzida de um hiperbolo´ide de uma folha de centro (0, 3, 2).
Figura 3.10: Hiperbolo´ide de uma folha
Exemplo 3.2.2. Verificaremos o tipo de qua´drica representada pela equac¸a˜o
x2 + 4y2 + z2 − 2x+ 16y + 13 = 0.
Completando o quadrado temos
(x− 1)2 + 4(y + 2)2 + z2 = 4.
Dividindo ambos os membros por 4 teremos:
(x− 1)2
4
+ (y + 2)2 +
z2
4
= 1,
que e´ a equac¸a˜o reduzida de um elipso´ide de centro (1,−2, 0).
Figura 3.11: Elipso´ide
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Caso 2: Ha´ casos em que o termo cruzado aparece, uma ou mais vezes, ou seja, pelo
menos um dos coeficientes d, e, f e´ diferente de zero, o que dificulta o reconheci-
mento da qua´drica, pois estes termos esta˜o associados a rotac¸o˜es do sistema de
coordenadas. Assim e´ prefer´ıvel elimina´-los, o que e´ poss´ıvel, a partir de uma
mudanc¸a de coordenadas (x, y, z) para (x′, y′, z′), ou equivalentemente, uma
mudanc¸a de base entre duas bases ortonormais, β e α. Numa linguagem mais
simples, significa sair da base ortonormal canoˆnica para uma base ortonormal
formada por autovetores, conforme mostraremos atra´ves da generalizac¸a˜o e de
exemplos.
Considere a equac¸a˜o
ax2 + by2 + cz2 + dxy + exz + fyz + gx+ hy + iz + j = 0,
sendo a, b, c, d, e, f, g, h, i, j nu´meros reais, com pelo menos, um dos coeficientes, d, e
ou f 6= 0. Esta equac¸a˜o possui uma versa˜o matricial dada por
[
x y z
] a d/2 e/2d/2 b f/2
e/2 f/2 c

 xy
z
+ [ g h i ]
 xy
z
+ [j] = [0].
Seja
A =
 a d/2 e/2d/2 b f/2
e/2 f/2 c
 .
Como A e´ uma matriz sime´trica, pelo Teorema Espectral, existe uma base ortonormal
β de R3 formada de autovetores de A. Assim, se λ1, λ2 e λ3 sa˜o autovalores de A
(na˜o necessariamente distintos), existem autovetores v1, v2 e v3 associados a λ1, λ2 e
λ3, respectivamente, tais que β = {v1, v2, v3} e´ uma base ortonormal de R3. A matriz
ortogonal P = [I]βα, onde α e´ a base canoˆnica de R2, diagonaliza A ortogonalmente,
ja´ que
D = P−1AP
e´ a matriz diagonal  λ1 0 00 λ2 0
0 0 λ3

com P−1 = P t. Portanto,
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A = PDP t.
Substituindo a igualdade acima na equac¸a˜o matricial, obtemos
([
x y z
]
P
)
D
P t
 xy
z

+ [ g h i ]
 xy
z
+ [j] = [0].
O produto matricial P t
 xy
z
 e´ a matriz das coordenadas de um vetor v = (x, y, z) ∈
R3 em relac¸a˜o a` base β, pois
P t
 xy
z
 = [I]αβ [v]α.
Chamando [v]β de
 x
′
y′
z′
, obtemos
[
x′ y′ z′
]
D
 x
′
y′
z′
+ [ g h i ]P
 x
′
y′
z′
+ [j] = [0].
Se v1 = (x1, y1, z1), v2 = (x2, y2, z2) e v3 = (x3, y3, z3), temos enta˜o
[
x′ y′ z′
] λ1 0 00 λ2 0
0 0 λ3

 x
′
y′
z′
+[ g h i ]
 x1 x2 x3y1 y2 y3
z1 z2 z3

 x
′
y′
z′
+[j] = [0],
equivalente a` equac¸a˜o
λ1x
′2+λ2y′2+λ3z′2+(gx1+hy1+iz1)x′+(gx2+hy2+iz2)y′+(gx3+hy3+iz3)z′+j = 0.
Obeservamos que o termos cruzados x′y′, x′z′ e y′z′ na˜o esta˜o presentes, dessa forma,
reduzimos este caso ao primeiro, ou seja, e´ suficiente completar quadrados para de-
terminar o lugar geome´trico em R3.
Exemplo 3.2.3. Identificaremos a qua´drica no espac¸o dada pela equac¸a˜o quadra´tica
7x2 + 17y2 + 7z2 − 4xy + 6xz − 4yz − 6x− 12y − 6z + 1 = 0.
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Esta equac¸a˜o possui uma versa˜o matricial dada por
[
x y z
] 7 −2 3−2 17 −2
3 −2 7

 xy
z
+ [ −6 −12 −6 ]
 xy
z
+ [1] = [0].
Como a matriz
A =
 7 −2 3−2 17 −2
3 −2 7

e´ sime´trica, pelo Teorema Espectral, A e´ ortogonalmente diagonaliza´vel. De fato, os
autovalores de A sa˜o λ1 = 4, λ2 = 9 e λ3 = 18, e os vetores unita´rios
v1 =
(√
2
2
, 0,−
√
2
2
)
, v2 =
(
2
3
,
1
3
,
2
3
)
e v3 =
(
1√
18
,− 4√
18
,
1√
18
,
)
sa˜o, respectivamente, autovetores correspondentes. Assim, β = {v1, v2, v3} e´ uma
base ortonormal de R3 formada por autovetores de A. Seja P = [I]βα, onde α e´ a base
canoˆnica de R3. Chame D = P−1AP . Dessa forma
P =
[
v1 v2 v3
]
=

1√
2
2
3
1√
18
0 1
3
−4√
18
−1√
2
2
3
1√
18

Como A = PDP t, ja´ que P−1 = P t, segue que
[
x y z
]
P
 4 0 00 9 0
0 0 18
P t
 xy
z
+ [ −6 −12 −6 ]
 xy
z
+ [1] = [0] .
Chamando [v]β de
 x
′
y′
z′
, obtemos
[
x′ y′ z′
] 4 0 00 9 0
0 0 18

 x
′
y′
z′
+[ −6 −12 −6 ]

1√
2
2
3
1√
18
0 1
3
−4√
18
−1√
2
2
3
1√
18

 x
′
y′
z′
+[1] = [0] .
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ou seja,
4x′2+9y′2+18z′2−6
(√
2
2
x′ +
2
3
y′ +
1√
18
z′
)
−12
(
1
3
y′ − 4√
18
z′
)
−6
(
−
√
2
2
x′ +
2
3
y′ +
1√
18
z′
)
+1 = 0,
que e´ equivalente a` equac¸a˜o
4x′2 + 9
(
y′ − 2
3
)2
+ 18
(
z′ +
1
3
√
2
)2
= 4.
Transladando os eixos pelas equac¸o˜es de translac¸a˜o
x′′ = x′, y′′ = y′ − 2
3
e z′′ = z′ +
1
3
√
2
obtemos a equac¸a˜o
4x′′2 + 9y′′2 + 18z′′2 = 4,
que e´ a equac¸a˜o de um elipso´ide.
Figura 3.12: Elipso´ide desalinhado ao
sistema de eixos
Figura 3.13: Elipso´ide alinhado ao sis-
tema de eixos
Vale lembrar que esta u´ltima equac¸a˜o esta´ dada em relac¸a˜o ao sistema de coorde-
nadas O′′X ′′Y ′′Z ′′, no qual O′′ tem coordenadas
(
0,
2
3
,− 1
3
√
2
)
em relac¸a˜o ao sistema
O′X ′Y ′Z ′.
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Exemplo 3.2.4. Faremos o reconhecimento da qua´drica no espac¸o dada pela equac¸a˜o
y2 − 4xz − 4x+ 2z − 3 = 0.
Esta equac¸a˜o possui uma versa˜o matricial dada por
[
x y z
] 0 0 −20 1 0
−2 0 0

 xy
z
+ [ −4 0 2 ]
 xy
z
+ [−3] = [0].
Como a matriz
A =
 0 0 −20 1 0
−2 0 0

e´ sime´trica, pelo Teorema Espectral, A e´ ortogonalmente diagonaliza´vel. De fato, os
autovalores de A sa˜o λ1 = 1, λ2 = 2 e λ3 = −2, e os vetores unita´rios
v1 = (0, 1, 0) , v2 =
(√
2
2
, 0,−
√
2
2
)
e v3 =
(√
2
2
, 0,
√
2
2
)
sa˜o, respectivamente, autovetores correspondentes. Assim, β = {v1, v2, v3} e´ uma
base ortonormal de R3 formada por autovetores de A. Seja P = [I]βα, onde α e´ a base
canoˆnica de R3. Chame D = P−1AP . Dessa forma
P =
[
v1 v2 v3
]
=
 0
√
2
2
√
2
2
1 0 0
0 −
√
2
2
√
2
2

Como A = PDP t, ja´ que P−1 = P t, segue que
[
x y z
]
P
 1 0 00 2 0
0 0 −2
P t
 xy
z
+ [ −4 0 2 ]
 xy
z
+ [−3] = [0] .
Chamando [v]β de
 x
′
y′
z′
, obtemos
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[
x′ y′ z′
] 1 0 00 2 0
0 0 −2

 x
′
y′
z′
+[ −4 0 2 ]
 0
√
2
2
√
2
2
1 0 0
0 −
√
2
2
√
2
2

 x
′
y′
z′
+[−3] = [0] ,
ou seja,
x′2 + 2y′2 − 2z′2 − 3
√
2y′ −
√
2z′ − 3 = 0,
que e´ equivalente a` equac¸a˜o
x′2 + 2
(
y′ − 3
√
2
4
)2
− 2
(
z′ −
√
2
2
)2
=
17
4
.
Transladando os eixos pelas equac¸o˜es de translac¸a˜o
x′′ = x′, y′′ = y′ − 3
√
2
4
e z′′ = z′ −
√
2
2
obtemos a equac¸a˜o
x′′2 + 2y′′2 − 2z′′2 = 17
4
,
que e´ a equac¸a˜o de um hiperbolo´ide de uma folha.
Figura 3.14: Hiperbolo´ide desali-
nhado ao sistema de eixos
Figura 3.15: Hiperbolo´ide ali-
nhado ao sistema de eixos
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Vale lembrar que esta u´ltima equac¸a˜o esta´ dada em relac¸a˜o ao sistema de co-
ordenadas O′′X ′′Y ′′Z ′′, no qual O′′ tem coordenadas
(
0,
3
√
2
4
,
√
2
2
)
em relac¸a˜o ao
sistema O′X ′Y ′Z ′.
Exemplo 3.2.5. Identificaremos o lugar geome´trico da qua´drica dada pela equac¸a˜o
2xy + z = 0.
Esta equac¸a˜o possui uma versa˜o matricial dada por
[
x y z
] 0 1 01 0 0
0 0 0

 xy
z
+ [ 0 0 1 ]
 xy
z
 = [0].
Como a matriz
A =
 0 1 01 0 0
0 0 0

e´ sime´trica, pelo Teorema Espectral, A e´ ortogonalmente diagonaliza´vel. De fato, os
autovalores de A sa˜o λ1 = 0, λ2 = 1 e λ3 = −1, e os vetores unita´rios
v1 = (0, 0, 1) , v2 =
(√
2
2
,
√
2
2
, 0
)
e v3 =
(√
2
2
,−
√
2
2
, 0
)
sa˜o, respectivamente, autovetores correspondentes. Assim, β = {v1, v2, v3} e´ uma
base ortonormal de R3 formada por autovetores de A. Seja P = [I]βα, onde α e´ a base
canoˆnica de R3. Chame D = P−1AP . Dessa forma
P =
[
v1 v2 v3
]
=
 0
√
2
2
√
2
2
0
√
2
2
−
√
2
2
1 0 0

Como A = PDP t, ja´ que P−1 = P t, segue que
[
x y z
]
P
 0 0 00 1 0
0 0 −1
P t
 xy
z
+ [ 0 0 1 ]
 xy
z
 = [0] .
Chamando [v]β de
 x
′
y′
z′
, obtemos
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[
x′ y′ z′
] 0 0 00 1 0
0 0 −1

 x
′
y′
z′
+ [ 0 0 1 ]
 0
√
2
2
√
2
2
0
√
2
2
−
√
2
2
1 0 0

 x
′
y′
z′
 = [0] ,
ou seja,
y′2 − z′2 = −x′,
que e´ a equac¸a˜o de um parabolo´ide hiperbo´lico.
Figura 3.16: Parabolo´ide desalinhado
ao sistema de eixos
Figura 3.17: Parabolo´ide alinhado ao
sistema de eixos
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