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Zusammenfassung
Das Ziel dieser Arbeit ist die Herleitung eines verbesserten Schliessungsmodells zur
Beschreibung von Stofftransportprozessen in Zwei-Phasen Gas-Flüssig-Strömungen, welches im
weiteren unter anderem zur Simulation von Blasensäulenreaktoren mittels Zwei-Fluid Modell
oder auch zur verbesserten Auslegung von Strömungsreaktoren genutzt werden kann. Um de-
tailierte Einblicke in den Prozess zu gewinnen, fokussiert sich diese Forschungsarbeit auf die
Direkte Numerische Simulation (DNS) von Stofftransportprozessen an aufsteigenden Einzel-
blasen (und Blasengruppen) von der Gas- in die Flüssigphase. Aufgrund der besonderen Eig-
nung für das vorliegende Problem, wird hierzu ein algebraisches Volume-of-Fluid (VoF) Ver-
fahren basierend auf dem OpenFOAM® interFoam Löser verwendet. Der Stofftransport wird
mittels eines neuen Ein-Gleichungs-Modells Namens Continuous Species Transfer (CST) Modell
abgebildet, welches eine genaue Beschreibung des Stoffübergangs im Kontext der algebraischen
Volume-of-Fluid Methode erlaubt.
Eine weitere Neuheit der vorliegenden Arbeit ist, dass im Gegensatz zur gängigen Fachliter-
atur der Einfluss der Blasenform auf den Stoffübergang als weitere Einflussgrösse berücksichtigt
wird. Es wird gezeigt, dass eine detailierte Beschreibung des Stofftransportprozesses nur durch
die Betrachtung zweier getrennter Mechanismen möglich ist: der Generierung neuer Grenz-
fläche durch Verformung der Grenzschicht und der Änderung der Konzentrationsgradienten an
der Blasengrenzfläche.
Der Großteil dieser Arbeit befasst sich mit der umfassenden Herleitung, Verifizierung und
Validierung des numerischen Modells. Änderungen an dem verwendeten Strömungslöser wer-
den ebenfalls vorgestellt und die Verbesserungen quantifiziert.
iii

Abstract
The aim of this work is the derivation of an improved closure model for the description of
species transfer processes in two-phase gas-liquid flows which in the following, among others,
can be used for the numerical simulation of bubble column reactors using a two-fluid model or
also to obtain an improved design of fluid reactors. To gain detailed insight into the process, this
research is focussed on the Direct Numerical Simulation (DNS) of species transport processes at
single rising bubbles (and bubble groups) from the gas into the liquid phase. Due to the spe-
cial suitability an algebraic Volume-of-Fluid (VoF) method based on the OpenFOAM® interFoam
solver is utilized. The species transfer is herein modelled employing a new single-field model
named Continuous Species Transfer (CST) model which enables a detailed decription of the
species transfer process in context of algebraic Volume-of-Fluid methods.
A further novelty of the present work is that in contrast to common literature the influence
of the bubble shape on the species transfer is considered as an additional influence variable. It is
shown that the overall species transfer rate is effectively influenced by two separate mechanisms,
leading to a more detailed description of species transfer processes: the generation of new
interfacial area due to bubble deformation and the change of the concentration gradient at the
bubble interface.
The majority of this work is concerned with the comprehensive derivation, verification and
validation of the presented numerical model. Modifications to the utilized flow solver are addi-
tionally presented and the improvements are quantified.
v
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1 Introduction
This work is dedicated to the study of two-phase gas-liquid systems in which the gas phase
is dispersed in the liquid into a multitude of bubbles. Focus of this contribution lies on the nu-
merical investigation of species transfer of a dilute species over the liquid-gas interface of single
rising bubbles in quiescent liquids. For this purpose, a new species transfer model named Contin-
uous Species Transfer (CST) model is introduced which enables the Direct Numerical Simulation
(DNS) of species transfer processes across fluid interfaces based on algebraic Volume-of-Fluid
methods. In order to enable the accurate simulation of interfacial mass transfer from single
rising bubbles, improvements to the utilized numerical method for the hydrodynamics are ad-
ditionally needed. They are described in this work only when essential for the understanding of
the utilized method. The larger part of this development can be found in the Appendix of this
work as supplement.
The scientific aim of this research is to obtain a better understanding of the underlying
process and to use this knowledge for the enhancement of existing correlations to quantify mass
transfer processes at single rising bubbles.
1.1 Relevance
In many industrial processes – especially in the chemical and bio-technological industry –
two-phase gas-liquid systems are employed. Examples are aerated bioreactors, which usually
do not have any moving parts and aerated stirred tank reactors (Deckwer, 1985), which are
stirred by one or multiple impellers and play a major role e.g. in waste water treatment, where
often continuous-flow stirred tank reactors are employed. One other two-phase system of major
industrial interest is the dispersed gas-liquid flow in bubble column reactors. This reactor type
is widely employed in the chemical and biochemical industry, whenever mass transfer is needed
and the underlying chemistry is comparably slow. Bubble column reactors are often utilized in
production processes of base chemicals as oxidation, hydrogenation, phosgenation, alkylation
and hydroformylation with a total annual production volume of more than 108 t (Dudukovic,
2007).
In order to design such reactors, a detailed understanding of the interaction between the
hydrodynamics and interfacial mass transfer processes is of major importance. A common ap-
proach to quantify mass transfer in industrial-scale bubble column reactors predictively is to
conduct a series of experiments and obtain integral measurements or measurements at speci-
fied fixed positions for a fixed material system and varying superficial velocity and/or sparger
geometry. The collected data is then used to obtain correlations for the overall mass transfer.
This approach is usually very expensive and may not be feasible for many processes as desired
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measurement locations or measurement quantities may not be accessible. Further, the obtained
knowledge in form of a mass transfer correlation can most probably not be extrapolated to op-
eration conditions outside the conducted experimental study, i.e. may only be applicable to the
studied material system, utilized tank and sparger geometries, and employed superficial gas
velocities.
This is the starting-point for the development of numerical methods, which allow for a more
detailed description of the mass transfer processes and even enable the predictive simulation of
such processes. Major benefit of the usage of numerical methods to investigate species transfer
over fluid interfaces is that a large range of material systems and model parameters can be in-
vestigated in a relatively short amount of time. Also, the costs to conduct numerical simulations
are typically significantly lower compared to the conduction of experiments.
1.2 Research Motivation
While bubble column reactor design in many cases is still based on simple correlations
derived from experimental results, considerable efforts are made to construct a multitude of
numerical models, which vary significantly in complexity. On one side are shortcut models as
e.g. dispersion and compartment models which enable the modelling of complete industrial-
scale processes with very small computational efforts. This naturally comes at a price, here, in
terms of accuracy. These shortcut models, commonly also referred to as detail-reduced models,
are derived by application of averaging procedures and/or simplifications of the set of governing
equations, where information about flow phenomena below averaging-scale is inherently lost
and closure modelling becomes necessary. Thus, in order to utilize such methods, correlations
to describe the underlying mass transfer processes are still needed. A good characterization
and description of different modelling approaches applied in the chemical industry is given in
Nauman (2002). The interested reader in detail-reduced mathematical models is referred to
Jakobsen (2008).
To describe mass transfer problems phenomenologically, many simplified theories for the
transport of a fluid phase through the interface have been developed. Most prominent among
them are the (two-)film theory (Nernst, 1904; Whitman, 1923), the penetration theory (Hig-
bie,1935), the surface renewal theory (Danckwerts, 1951) and the film penetration theory (Toor,
1958), which can be found e.g. in (Cussler, 2009). All these theories share a common descrip-
tion of the mass transfer over a fluid interface. The mass transfer of a component i from the
disperse gas phase into the liquid phase is herein modeled as
m˙i = k˜l,i
 
ρi,gas −ρi,liq

AΣ = kl,i
 
ci,gas − ci,liq

aΣV , (1.1)
based on the mass transfer coefficient kl,i, the interfacial area AΣ and the driving force of mass
transfer, the difference of the species concentrations in the respective bulk phases. If the dif-
fusion coefficient ratio is very large, the resistance to mass transfer in the phase with higher
diffusion coefficient can be completely neglected as is the case in gas-liquid systems, leading to
m˙i = kl,i
 
ci,liq,Σ − ci,liq,∞

aΣV . (1.2)
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A schematic drawing of the two-film theory is shown in Figure 1.1, where in typical gas-liquid
systems cgas,Σ = cgas,∞ can be assumed, leading to above Equation (1.2). Based on this analysis,
Figure 1.1.: Engineering approach to mass transfer – Two-film model
the mass transfer can be described by introducing the dimensionless Sherwood number
Sh :=
kldb
D
, (1.3)
depending on the bubble diameter db and the diffusion coefficient in the liquid D. Sherwood
number correlations are mainly based on experimental or theoretical investigation of mass trans-
fer processses. A multitude of different correlations for the mass transfer coefficient or Sherwood
number are available in the literature. A comprehensive list of relevant correlations is given in
(Green and Perry, 2007, pp. 5-71 to 5-73) or in Colombet et al. (2014). Further relevant cor-
relations can be found in Lochiel and Calderbank (1964), Oellrich et al. (1973), Clift et al.
(1978), Takemura and Yabe (1998). Relevant correlations for mass transfer from rising bubbles
are summarized in Table 1.1.
Simplified theories as the two-film model are not able to correctly capture the influence of
physical properties like diffusion coefficient and local varying velocities onto the mass transfer.
Also, experimental studies are limited in their investigated parameter range and relevant quan-
tities as local concentration gradients and interfacial area are mostly inaccessible. Therefore,
in the last decade, sophisticated methods for the Direct Numerical Simulation (DNS) of species
transfer at fluid bubble interfaces have evolved. Due to the high computational costs involved,
these methods are limited to the study of a few bubbles (commonly around 10) and their di-
rect environment. However, in return, they enable the predictive simulation of mass transfer at
fluid interfaces, yielding detailed information about the underlying process. It should further be
noted that the modelling of mass transfer based on Equation (1.2) necessitates the formulation
of two separate closure relations – for the mass transfer coefficient but also for the interfacial
area. Thus, one main benefit of numerical simulations in comparison to experimental studies
is that the change in transferred mass due to increased mass transfer coefficient and due to
increase in bubble area can be quantified separately, leading to a better understanding of mass
transfer processes and thus, in principle, to more reliable correlations.
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Table 1.1.: Sherwood correlations for mass transfer from single rising bubbles
Correlation
Comments (E = Empirical, S = Semiempirical,
T = Theoretical)
References
Sh = 1.0(ReSc)1/3 [T] solid sphere,
contaminated spherical bubble
McCabe et al. (2005); Sherwood et al. (1975); Green and
Perry (2007)
Sh = 1.13(ReSc)1/2 [T] small (spherical) bubbles Sherwood et al. (1975); Green and Perry (2007)
Sh = 1.13(ReSc)1/2

db
0.45 cm+ 0.2db

[S] medium to large bubble,
carbon dioxide & butene in water,
0.6 cm≤ db ≤ 4 cm
Johnson et al. (1969); Sherwood et al. (1975); Green and
Perry (2007)
Sh = 2+ 0.31 Gr1/3 Sc1/3
with Ra = GrSc =
d3b |ρG −ρL |g
µLDL
[S] Calderbank and Moo-Young correlation,
carbon dioxide in water/glycerol, db <
2.5 mm
Calderbank and Moo-Young (1961); Geankoplis (1993) Kir-
wan (1987); Treybal (1980); Shah et al. (1982); Green and
Perry (2007)
Sh = 0.42 Gr1/3 Sc1/2 [S] Calderbank and Moo-Young correlation,
carbon dioxide in water/glycerol, db >
2.5 mm
Calderbank and Moo-Young (1961); Geankoplis (1993);
Green and Perry (2007); Kirwan (1987); Lee (1992); Shah
et al. (1982)
Sh = 2+ 0.061 Sc0.546 Re0.779s

db g
1/3
D2/3L
0.116
[E] Hughmark correlation, Res with slip ve-
locity, air/water-glycerol system
Hughmark (1967); Treybal (1980); Green and Perry (2007)
Sh = 2+ 0.651
(Re Sc)1.72
1+ (ReSc)1.22
[T] Oellrich correlation, small bubbles,
Re→ 0, Sc→∞
Oellrich et al. (1973); Clift et al. (1978); Fleckenstein and
Bothe (2015)
Sh = 2+
0.232(ReSc)1.72
1+ 0.205(ReSc)1.22
[T] Oellrich correlation, large bubbles,
Re→∞, Sc→ 0
Oellrich et al. (1973); Clift et al. (1978); Fleckenstein and
Bothe (2015)
Sh = 1.13(ReSc)1/2 f (χ)
with f (χ) =

2
3 (1+ k)
1/2 2χ1/3(χ2−1)1/2
χ(χ2−1)1/2+ln (χ+(χ2−1)1/2)
k = − eχ2 −χ sin
−1 e
e−χ sin−1 e , e = (1−χ
−1)1/2
[T] aspect ratio χ,
for oblate spheroids
Lochiel and Calderbank (1964); Colombet et al. (2014)
Sh = 1.13(ReSc)1/2 f (χ)
with f (χ) = 0.524+ 0.88χ − 0.49χ2 + 0.086χ3
[S] aspect ratio χ ∈ [1,3],
500≤ (χ
8
)1/3 Re≤ 1000, Sc> 100
Figueroa-Espinoza and Legendre (2010); Colombet et al.
(2014)
Sh = 1.13

1− 2
3
1
(1+ 0.09 Re2/3)3/4
1/2
(2.5+ Pe1/2) [E] nearly spherical bubbles,
0< Re≤ 100, Sc 1
Takemura and Yabe (1998);
Colombet et al. (2014)
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In scope of numerical methods, the term species transfer is introduced, meaning the simpli-
fication of mass transfer processes to the transport of an inert scalar representing the species
concentration, neglecting volume effects and mass transfer processes due to relative velocities
(phase change). Thus, most numerical models for the investigation of mass transfer are limited
to the study of dilute species without phase change and are therefore referred to as species
transfer models. In this work, a strict distinction between mass transfer and species transfer is
made, where the latter implies the numerical transport of an inert scalar. Thus, in the following,
the wording species transfer is utilized, whenever referring to the presented method. An analysis
of the validity of the necessary simplifications and the range of applicability is given in Bothe
and Fleckenstein (2013).
Developed methods for the simulation of species transfer cover the physisorption of a dilute
species (Davidson and Rudman, 2002, Darmana et al., 2006, Figueroa-Espinoza and Legendre,
2010, Haroun et al., 2010, Aboulhasanzadeh et al., 2012, Marschall et al., 2012, Bothe and
Fleckenstein, 2013, Deising et al., 2016) and the chemisorption of a dilute species (Khinast,
2001, Khinast et al., 2003, Koynov et al., 2005, Deshpande and Zimmerman, 2006, Darmana
et al., 2007, Radl et al., 2008, Alke and Bothe, 2008, Onea et al., 2009, Bothe et al., 2010),
in both cases neglecting mass transfer effects on the phase continuity and momentum bal-
ance equations. Volume effects of the species transfer are accounted for e.g. by Fleckenstein
and Bothe (2015) and Hayashi and Tomiyama (2011). The conceptual approaches to simulate
species transfer in two-phase flow systems cover Front Tracking (Khinast, 2001, Khinast et al.,
2003, Koynov et al., 2005, Darmana et al., 2007, Radl et al., 2008, Aboulhasanzadeh et al.,
2012) Level-Set (Yang and Mao, 2005, Deshpande and Zimmerman, 2006), Volume-of-Fluid
(VOF) methods (Bothe et al., 2003, 2004, Haroun et al., 2010, Marschall et al., 2012, Bothe
and Fleckenstein, 2013, Deising et al., 2016), ALE Interface Tracking methods (Weber et al.,
2017, Tukovic and Jasak, 2008), and Finite Element-based methods (Lehrenfeld, 2015, Bäum-
ler, 2014). An overview of relevant numerical models for the direct numerical simulation of
species transfer in two-phase flows is given in Table 1.3.
Despite the large number of available numerical methods, there are some general difficul-
ties that have not been solved yet. Numerical methods for species transfer in two-phase flow
systems mainly suffer from numerical difficulties due to the concentration jump at the inter-
face, resulting from different species solubility at both sides of the interface, and from a very
thin concentration boundary layer at the interface which need to be resolved. Also, the range
of applicability for many existing methods is very limited. As such, most existing method can
only be applied to Cartesian meshes, enabling the study of two-phase flows in only very simple
geometries. Furthermore, none of the existing methods have yet been applied to dynamically
changing meshes, allowing at best for static refinement of the interfacial area. Due to the steep
concentration gradients near the interface, this requires an extremely large number of cells in
the computational domain to sufficiently resolve the concentration boundary layer.
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Table 1.3.: Different numerical methods for DNS of interfacial species transfer sorted by employed codes
Authors &
publication year
numerical method
species transfer∗
subject remark/restrictions
Darmana et al. (2007),
Roghair (2012), Roghair
et al. (2016)
Front-tracking;
single-field/immersed
boundary
3D rising single bubbles
and bubble groups w/o
reaction
not inherently mass conservative; Concentration jump
He = 1.2; Peclet up to Pe≈ 1000 (under-resolved)
Koynov et al. (2005), Radl
et al. (2008), Aboulhasan-
zadeh et al. (2012)
Front-tracking;
single-field approach
subgrid-scale model
2D rising bubbles and
bubble groups w/o reac-
tion
resolved simulations with Peclet up to Pe = 900;
simulations with subgrid-scale model up to Pe = 6 · 104
(no reaction); not inherently mass conservative
Hayashi and Tomiyama
(2011), Hayashi et al.
(2014)
Geometrical VOF;
single-field approach
2D rising single bubbles
(rotational symmetry)
also consider volume-loss due to species transfer;
loss of inherent mass conservativeness of VOF due to model
reformulation; only 2D simulations; very high Peclet num-
bers up to Pe> 106 (under-resolved)
Weber et al. (2017) Interface Tracking (ALE);
two-field approach
3D rising single bubbles Concentration jump He = 30, Peclet numbers up to Pe =
77000, Dgas/Dgas > 1000
Bothe and Fleckenstein
(2013), Gründing et al.
(2016), Weiner and Bothe
(2017)
Geometrical VOF;
two-field approach
subgrid-scale model
3D rising single bubbles no artificial species transfer; applied to rising single bub-
bles at very high Peclet numbers (SGS, Pe = 4 · 106); re-
stricted to simple geometries (structured Cartesian grids)
Haroun et al. (2010) Algebraic VOF;
single-field equation
2D thin liquid wavy films concentration jumps up to He = 10; very high Peclet num-
bers up to Pe = 3 · 106 (steady-state laminar film)
∗ General remarks:
– None of the listed methods use dynamic mesh adaptivity.
– For the listed methods, which are not inherently mass conservative, conservation errors are not discussed.
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1.3 Utilized Numerical Framework
In this work, a Finite Volume-based algebraic VOF approach on arbitrary unstructured
meshes, implemented in the OpenFOAM®solver interFoam is utilized, which however was con-
siderably modified and extended for the simulation of species transfer at rising single bubbles
and bubble groups. OpenFOAM®is an open source C++-library for the numerical solution of
partial differential equations whose development is mainly community-driven and thus very
flexible. Due to its object-oriented implementation, the library allows for equation mimicking
in the implementation of partial differential equations (OFuserGuide, 2013). Further, the do-
main discretization, equation implementation and numerical equation discretization are strictly
separated, allowing for fast testing of different discretizations and algorithms on different mesh
types. One powerful asset regarding the simulation of species transfer is the availability of High
Performance Computing-relevant tools such as dynamic adaptive mesh refinement (AMR) and
dynamic load balancing (LB) within the OpenFOAM-library. This enables to locally increase the
mesh resolution at the interface and in the concentration wake and thus capture the species con-
centration boundary layer and species transport accurately in a computationally highly efficient
way by significantly reducing the overall number of control volumes compared to structured
meshes.
1.4 Goals & Achievements
In the scope of this thesis, direct numerical simulations of mass transfer from rising bub-
bles are performed in order to deduce an improved mass transfer correlation for single rising
bubbles. To this end, a single-field model formulation (also called one-field model) for inter-
facial species transfer across fluid interfaces for VOF interface capturing methods based on the
work of Marschall et al. (2012) is derived, implemented and validated. Their work is herein
connected to the one of Haroun et al. (2010) and both methods are combined within one uni-
fied formulation. Both authors already provide a single-field model, however, the presented
derivation guided by the conditional volume averaging technique reveals problems which are
discussed and corrected. The resulting method for interfacial species transfer presented in this
thesis is entitled Continuous Species Transfer (CST) Model (Deising et al., 2016, 2018). The
model’s name is adopted from Marschall et al. (2012), since the derived model can be seen as
an enhancement and generalization of their work.
The model’s core idea lies within the intuitive statement that for a consistent numerical
treatment of continuum problems with discontinuities of transport properties and/or quanti-
ties, one cannot simply stay with a local instantaneous continuum model formulation, since any
numerical solution method will inherently rely on a discrete domain representation, i.e. it will
use a computational mesh with finite resolution, which is incapable of resolving local jumps.
Exceptions are XFEM and interface tracking methods which allow for direct incorporation of the
interfacial jump conditions. Significant problems with stability and/or accuracy and the loss of
conservativeness and boundedness properties are most often in the literature attributed to the
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’numerics’. The CST model can be seen as one example, where a consistent mathematical and
numerical model development based on the conditional volume averaging technique virtually
removes critical numerical issues. As a single-field equation, the CST model is valid throughout
the computational domain and only boundary conditions for a single set of mixture concentra-
tion transport equations are to be prescribed, while the interfacial jump conditions – the purely
numerical treatment of which is utmost demanding – are taken care of automatically by ad-
ditional closure terms. These terms stem from a mathematically rigorous derivation applying
the concept of conditional volume averaging (Dopazo, 1977, Whitaker, 1999) and can be inter-
preted as diffusive solutal species fluxes across the interface. In effect, the species transfer at the
fluid interface is casted into interfacial species flux terms appearing in the presented single-field
equation.
Using the Finite Volume Method for discretization, this results in an inherently mass conser-
vative approach. Conceptually, the close relationship between the volume averaging technique
and the Finite Volume Method is exploited: the analysis of the physical nature of these interfa-
cial species flux terms guides their consistent discretization within the Finite Volume framework,
which becomes intuitive. The resulting CST method can be discretized in a fully time implicit
manner, thus removing diffusive time step restrictions of an explicit discretization. To enforce
a consistent advection of volumetric phase fraction and species concentration fields, special-
ized Interface Capturing Schemes for the discretization of the advection terms are employed.
This is shown to significantly reduce artificial species transfer due to inconsistent advection of
species concentration and phase fraction – a challenge in common to all interface capturing
approaches. Moreover, the CST method is applicable to any algebraic VOF method, on struc-
tured and unstructured grids and is capable of handling a realistic range of Henry coefficients
and diffusivity ratios. Thus, many numerical issues of existing methods have been resolved in
this work, yielding a very robust and accurate method, with a wide range of applicability. The
range of applicability covers different numerical methods for the hydrodynamics on one side
and a large variety of physical problems and geometries on the other. The presented CST model
is utilized within this work to simulate species transfer from rising single bubbles, based on
specialized solvers developed in scope of this work.
Utilizing the introduced CST model, an extensive parameter study for species transfer from
single rising bubbles is conducted and the obtained numerical results are compared to relevant
correlations reported in the literature. Based on the results of the numerical investigation, exist-
ing correlations for interfacial species transfer can be improved (see also Deising et al. (2018)).
Furthermore, the influence of bubble shape on mass transfer is investigated and – although
mostly disregarded throughout literature – identified as an important parameter regarding op-
timization of industrial scale mass transfer processes.
Additional research material, which is essential for the success of this work but not directly
related to mass transfer, is provided as supplementary material in the appendix to this work.
For the successful application of the presented model to complex geometries, a new method for
the correction of mesh-skewness to ensure a bounded scalar transport is introduced in scope
of this work (Hill et al., 2018). Additionally, available high performance computing techniques
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within the OpenFOAM®framework are improved to ensure efficient numerical computation and
a multi-criterion refinement similar to Fuster et al. (2009) is introduced, allowing for a user-
friendly customization of the refinement levels and further efficiency increase due to a reduction
of the number of cells in the computational mesh. A main focus in scope of the presented work
is also the improvement of available algebraic VOF methods as well as an extensive review and
enhancement of the theory of algebraic advection methods.
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2 Continuum and Numerical Modelling
For the numerical modelling of two-phase flows, a multitude of different approaches has
been developed. This work is mainly concerned with the micro-scale of disperse two-phase
flows, at which interfacial phenomena and transfer processes can be observed in detail. Such
are e.g. the transport of heat/mass over the interface and the dynamic behaviour/deformation
of the interface under external forces. A detailed numerical study of such phenomena requires
a suitable simulation technique in terms of accuracy and computational feasibility. While those
phenomena could – in principle – be studied at the nanoscale, where the interaction of molecules
is directly modelled (Molecular Dynamics), the computational effort involved is way out of scope
for nowadays computers.
Usually, the details of the flow at the molecular level are not required. For most purposes, a
continuum description is sufficient. Fluctuations or details in the flow thus must only be resolved
to the extent that they effect the mean flow (Drew, 1983). In the remainder of this Chapter,
continuum mechanical models are introduced, where the material properties of the system are
assumed to be constant over the spatially resolved scales. The most detailed numerical methods
in the class of continuum mechanical models, which resolve all relevant scales of the fluid system
are commonly referred to as Direct Numerical Simulation methods.
This work is constrained to the study of Newtonian, incompressible, immiscible fluid phases
with constant surface tension coefficient under isothermal conditions. Further, the focus lies on a
sub-class of continuum models, the so-called sharp interface models, where the phase-separating
interface is treated as a mathematical surface (of zero thickness) at which the fluid properties
change discontinuously. Here, the interface is also assumed to be massless so that transport on
the interface does not take place, which corresponds to pure or clean fluids.
2.1 Two-Phase Flow Modelling
Based on the concept of continuum mechanics, a set of local instantaneous balance equa-
tions for single-and two-phase flows can be derived. For single-phase flows, this leads to the
well-known Navier-Stokes equation, a closed set of balance equations for mass and momentum.
In single-phase flows, the phase does not necessarily have to be composed of only one chem-
ical component (or species) but rather can be composed of many chemical species which are
then commonly assumed to be ideally mixed on the micro-scale level (ideal mixture) and hence
as interpenetrating continua (e.g. gas mixtures). If the chemical species are not ideally mixed,
additional balance equations e.g. for the mass of each species must be added for a complete
description of the system.
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Modelling a fluid system containing two or more immiscible fluid phases, however, adds
complexity to the mathematical modelling effort and numerical methods, due to tracking of the
phase-separating interface(s) and handling of the abrupt change of material parameters over the
interface. Commonly, the interface has a thickness of only a few molecule lengths, a length-scale
far below the typical spatial resolution applied in DNS methods.
2.1.1 Concept of Sharp Interface
Different mathematical approaches for the modelling of fluid-fluid interfaces have been
developed which can be separated into two groups, sharp interface models (Stokes, 1848, Casey,
2011) and diffuse interface models (Cahn and Hilliard, 1958, Allen and Cahn, 1972). The aim
these methods share is to provide an accurate evolution description of the interface. In the
so-called sharp interface models, the interface is viewed to be a mathematical surface of zero
thickness, also called a hypersurface. This modelling is justified by the very thin interfacial
transition zone in real two-phase fluid systems which is many orders of magnitude below the
resolved macroscopic flow length scale of interest and hence cannot be directly included in/or
resolved by a mathematical model. In the sharp interface models, the two-phase system is
characterized by continuous physical quantities inside the bulk phases and jump discontinuities
at the phase boundaries. To capture the sharp interface, a phase indicator function χ : Ω →
{0, 1} is introduced. Mathematically, this leads to a so-called free boundary problem, a partial
differential equation to be solved for both an unknown function φ and an unknown domain Ω
which is temporally changing due to the interface movement. In diffuse interface models as e.g.
(a) diffuse interface. (b) sharp interface.
Figure 2.1.: Sharp interface and diffuse interface models – schematic
the phase field model, the entire microstructure is represented continuously by a single order
parameterψ. The range over which the parameter changes between its maximum and minimum
value (ψ : Ω→ [0, 1] or ψ : Ω→ [−1, 1], respectively) relates to the width of the interface. The
exact form of the interface is motivated from thermodynamics, selecting an equation of state for
the free energy of the system. Depending on the definition of the problem, either the entropy
(isolated system; non-isothermal problem), Gibbs free energy (isothermal system at constant
pressure) or Helmholtz free energy (temperature and volume kept constant) is utilized to this
purpose.
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Compared to the sharp interface models, diffuse interface models introduce terms depend-
ing on the interface thickness which is then modelled to be of the order of the provided mesh
resolution and thus many orders of magnitude thicker than the actual interface. Moreover, the
diffuse interface models may not converge to the correct sharp interface model when decreas-
ing the interface thickness. Due to these challenges and for reasons of the numerical modelling
and treatment, sharp interface models are the focus in the remainder of this thesis. To be more
specific, the Volume-of-Fluid interface capturing method based on continuum sharp interface
modelling is utilized in this work.
2.1.2 Local Instantaneous Balance Equations
Based on continuum modelling, conserved quantities such as mass, momentum and energy
are assumed to change continuously in each phase. Within the sharp interface concept, these
quantities may be discontinuous over the fluid-fluid interface. The fluid behaviour can thus
be fully described by a set of balance equations which describe the transport of the conserved
quantities in the respective bulk phases and their interfacial jump and transmission conditions.
To formulate the balance equations describing the fluid motion, the flow can be specified in
two different ways, moving through a spatially fixed control volume V (Eulerian specification)
or moving with a time-dependent material volume V (t) (Lagrangian specification). A material
volume is defined in such a way that a zero net flux of the respective transported quantity
over the volume boundaries is observed. To simplify the derivation of the local instantaneous
governing equations, the Eulerian specification is chosen here.
Single-Phase Flow
Consider a spatially fixed control volume V of general shape as shown in Figure 2.2. Let
Φ (x, t) denote an arbitrary intensive transport quantity (scalar or tensor of any rank). The rate
of change of this transport quantity Φ within V constitutes of different contributions. In single-
phase flows, these contributions are the advective and diffusive transport of the quantity over
the control volume surface and source/sink terms acting on the volume, leading to
d
dt
∫
V
ρΦ dV = −
∮
S
n· (ρΦu) dS −∮
S
n· (−j) dS +∫
V
SΦ(Φ) dV . (2.1)
In above equation, ρ, u and j denote the phase density, velocity and diffusive flux respectively.
The diffusive flux is defined with opposite sign compared to standard literature to obtain a pos-
itive diffusion coefficient in the closure. Employing the Reynolds transport theorem (Reynolds,
1903) to Equation (2.1) enables the switching of integral and derivative, yielding∫
V
∂t(ρΦ) dV = −
∮
S
n· [ρΦ (u− uS)] dS −
∮
S
n· (−j) dS +∫
V
SΦ(Φ) dV . (2.2)
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Figure 2.2.: Control volume for single-phase flow
Due to the considered control volume being fixed in time and space, the displacement velocity of
the control volume surface is zero (uS ≡ 0). Applying Gauss’ theorem, the appearing surface in-
tegrals can be formulated in terms of volume integrals. Then, Equation (2.2) can be formulated
as ∫
V
∂t(ρΦ) dV +
∫
V
∇·(ρΦu) dV = −∫
V
∇· (−j) dV +∫
V
SΦ(Φ) dV . (2.3)
Using a localization argument, (2.3) is transformed into a partial differential equation
∂t(ρΦ) +∇·(ρΦu) = −∇· (−j) + SΦ(Φ) . (2.4)
From this, the set of local instantaneous governing equations in single-phase flows, also known
as the Navier-Stokes equations, can be obtained by inserting the respective transport quantities
and closure terms, leading to
∂tρ +∇·(ρu) = 0 (2.5)
∂t(ρu) +∇·(ρuu) = −∇p+ρg+∇·τ, (2.6)
where the first equation describes the conservation of mass and the second the conservation of
momentum.
Two-Phase Flow
When dealing with two-phase flows, the control volume changes somewhat from above
definition due to the presence of the fluid-fluid interface (see Figure 2.3). The control volume
V is again general in shape and fixed in space and time but is now comprised of two separate
time-dependent volumes for the two immiscible phases (V = V1(t)∪ V2(t)) due to the interface
motion. This entails the presence of more mechanisms (compared to single-phase flows) which
contribute to a change of the arbitrary quantity Φ in V , as now also the transport of Φ on and
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Figure 2.3.: Control volume for two-phase flow
over the interface has to be considered. In this work however, the interface is considered to be
massless, hence cannot contain any chemical species and thus species transport processes on
the interface do not occur. Then, the balance equation for Φ within the fixed control volume V
containing the interface segment SΣ(t) := Σ∩ V (see Figure 2.3) reads
d
dt
∫
V
ρΦ dV = −
∫
∂V
n· (ρΦu) dS −∫
∂V
n· (−j) dS + ∫
V\SΣ(t)
SΦ(Φ) dV +
∫
SΣ(t)
SΣΦ (Φ) dS
⇔
∫
V\SΣ(t)
∂t(ρΦ) dV −
∫
SΣ(t)
vρΦwuΣ·nΣ dS = −
∫
V\SΣ(t)
∇· (ρΦu) dV − ∫
SΣ(t)
vρΦuw ·nΣ dS
−
∫
V\SΣ(t)
∇· (−j) dV − ∫
SΣ(t)
v−jw ·nΣ dS +
∫
V\SΣ(t)
SΦ(Φ) dV +
∫
SΣ(t)
SΣΦ (Φ) dS , (2.7)
where the two-phase divergence theorem∫
∂V
Φ·n dS = ∫
V\SΣ(t)
∇·Φ dV + ∫
SΣ(t)
vΦw ·nΣ dS (2.8)
and the two-phase transport theorem
d
dt
∫
V
ρΦ dV =
∫
V\SΣ(t)
∂t(ρΦ) dV −
∫
SΣ(t)
vρΦwuΣ·nΣ dS (2.9)
have been used. The jump bracket v· · ·w employed above is a shortcut notation defined as
vΦw (x) := lim
δ→0+ (Φ(x+δnΣ)−Φ(x−δnΣ)) for x ∈ SΣ(t) . (2.10)
Ordering of the volume and surface integrals in Eq. (2.7) and localization yields the following
set of local instantaneous transport equation in the bulk phases and local instantaneous jump
condition:
∂t(ρΦ) +∇· (ρΦu) =∇·j+ SΦ(Φ) (2.11)0
ρΦ
 
u− uΣ− j8 ·nΣ = SΣΦ (Φ) . (2.12)
2.1. Two-Phase Flow Modelling 15
Substituting the respective transport quantities into Equations (2.11) and (2.12), inserting the
diffusion and source terms derived from exploiting the second law of thermodynamics and as-
suming incompressible flow (∇·u ≡ 0), the set of local instantaneous two-phase flow equations
reads
Mass balance:
∂tρ +∇· (ρu) = 0 (2.13)0
ρ
 
u− uΣ8 ·nΣ = 0 (2.14)
Momentum balance:
∂t(ρu) +∇· (ρuu) = −∇p+∇·τ+ρg (2.15)0
ρu
 
u− uΣ−τ8 ·nΣ = σκnΣ +∇Σσ− vpIw ·nΣ . (2.16)
Above set of equations in this form is not suitable for numerical computation. The only exception
being interface tracking methodologies (Tukovic and Jasak, 2012), where two different mesh re-
gions for the two bulk phases are used. In the following, the transformation of Equations (2.13)
to (2.16) into a set of single-field equations is shown – a set of equations more suitable for
numerical computation. This set of equations can then be utilized for the Direct Numerical
Simulation of two-phase flow systems, employing different methods as, e.g., Volume-of-Fluid
methods, Level-Set methods or diffuse interface phase field methods.
Constitutive Closure and Assumptions
To arrive at a closed mathematical description of the single- or two-phase fluid flow system,
closure models need to be included for the remaining unclosed terms. Further, different assump-
tions are made in order to simplify the mathematical problem but still retain a valid model to
describe the relevant physics in two-phase bubbly flow systems. The diffusive fluxes are herein
modelled by employing Fick’ean diffusion. In this work only Newtonian fluids are considered,
leading to a Fick’ean-like diffusion term which reads
∇·τ =∇· µ  ∇u+ (∇u)T (2.17)
with constant viscosities in the respective phases. The momentum diffusion term (viscous stress)
in above equation is obtained by splitting ∇u into an objective (Euclidean invariant) and non-
objective tensor according to
∇u= D+ S , with D := 1
2
 ∇u+ (∇u)T and S := 1
2
 ∇u− (∇u)T ,
with the objective deformation tensor D and the non-objective vorticity tensor S. This allows for
the total stress tensor σ to be written as
σ ≡ −pI+τ, with τ := 2µD . (2.18)
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The modelling of the stress tensor by means of Fick’ean-like diffusion is a consequence of its
constitutive equation derived from the entropy equation for pure substance phases in combina-
tion with the second law of thermodynamics, see e.g. Slattery (1999), Ishii and Hibiki (2011).
If the considered phase constitutes of a mixture of several components i, cross-diffusion would
also occur, resulting in the Maxwell-Stefan diffusion tensor. However, as this work focuses only
on the transfer of dilute species in bubbly flows, the Fick’ean diffusion model remains a valid
approximation. In this case, the viscosity and fluid velocity are to be seen as mixture quantities.
Closure modelling of these quantities will be discussed in the following Sections in context of
conditional volume-averaged single-field models.
For the study of two-phase flow systems, several assumptions are made in scope of this
work as already mentioned above. The phases are considered to be incompressible with con-
stant fluid properties. Regarding interfacial species transfer, only transfer processes of dilute
species (e.g. without volume effects due to phase-change) are considered in this work. Fur-
ther, the interface is considered to not adsorb (or store) mass such that transport processes on
the interface do not take place and the interface jump condition of the species concentration is
significantly simplified (Bothe and Fleckenstein, 2013).
2.2 Conditional Volume Averaging Technique
To obtain equations which do not contain all details of the considered fluid system, a cus-
tomary approach is to apply some sort of averaging (or spatial filtering) procedure. Drew (1983)
stresses that it is not essential to do so and that a valid set of macroscopic equations can also be
postulated without reference to any microscopic equations. However, Drew (1983) also points
out the advantage in averaging techniques, that the resulting equations are directly related to
the microscopic variables which ensures the completeness of the equations and simplifies and/or
guides interpretation and closure modelling for the respective terms.
In general, many different averaging procedures can be applied. The most frequently used
amongst them are the volume, time and ensemble averaging techniques (Whitaker, 1999, Jakob-
sen, 2008). In this work, the Finite Volume Method (FVM) (Patankar and Spalding, 1972,
Patankar, 1980, Eymard et al., 2000, LeVeque, 2002, Hirsch, 2007) is employed which is inher-
ently related to the concept of volume averaging (VA) since the method is based on the integral
formulation of partial differential equations, i.e. the discretized version of the equations is ob-
tained by volume integration of the conserved quantity over the control volumes. Due to this
relation of FVM and VA, the concept of volume averaging – and its counterpart in multiphase
flows (conditional volume averaging, CVA) – is a known technique in the derivation of consistent
numerical methods in the Finite Volume framework (Dopazo, 1977, Whitaker, 1999). The con-
cept of CVA has been successfully applied in the past e.g. to derive two-fluid models or to derive
single-field formulations to be used in Volume-of-Fluid methods (Ubbink, 1997, Wörner, 2003,
Weller, 2005b, Marschall, 2011, Deising et al., 2016). Another frequently employed averaging
technique is the ensemble averaging, which – compared to the volume averaging technique –
is not dependent on the separation of spatial scales (Prosperetti, 1998). In the framework of
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Direct Numerical Simulation where the relevant temporal and spatial scales are well-resolved,
this averaging technique holds no advantage over volume averaging. Regarding the derivation
of Two-Fluid Models however, ensemble-averaging or consecutive averaging in space and time
is usually preferable to volume averaging techniques (Prosperetti, 1998).
To model a two-phase flow consisting of two immiscible fluids, the interface between them
can be considered to be immersed or embedded into the computational domain. To this end,
Peskin (1977) developed the immersed boundary method which is mainly based upon the use
of discrete approximations to delta distributions to deal with forces acting only at the internal
boundaries. The main concept of this approach is adopted in the present work in form of the
immersed interface concept. As a result, the set of governing equations derived by this method
is valid throughout the whole computational domain including the interface and boundary con-
ditions only need to be prescribed at the domain boundaries. The starting point to obtain such
set of equations are the local instantaneous balance equations and the corresponding interfacial
jump and transmission conditions. In the following, the technique of conditional volume av-
eraging is introduced (for further, more detailed descriptions see, e.g., Hassanizadeh and Gray
(1979), Drew (1983), Hill (1998), Jakobsen (2008), Marschall (2011), Marschall et al. (2012)).
2.2.1 Averaging Models/Strategies
It should be noted that there are two different levels of modelling to be distinguished in
this work. On one hand is the local instantaneous continuum model for the transport quantities,
which is valid in the respective bulk phases, while on the other, (volume-) averaged numer-
ical models are considered. These numerical models appear in the present work in form of
conditional volume-averaged single-field equations for Direct Numerical Simulation of incom-
pressible two-phase flows. Single-field equations are valid throughout the whole computational
domain and readily suitable for numerical discretization using the Finite Volume Method. Such
single-field equations describe the transport of mixture quantities.
Now, let φ (x, t) denote the averaged field corresponding to a local instantaneous quantity
φ (x, t). The different averaging techniques are then defined as
φ (x, t)
t
:=
1
T
t∫
t−T
φ
 
x, t ′

dt ′ (time averaging), (2.19)
φ (x, t)
v
:=
1
|V |
∫
V
φ
 
x′, t

dx ′ (volume averaging), (2.20)
φ (x, t)
e
:=
1
|Ω|
∫
Ω
φ (x, t;ω) dµ(ω) (ensemble averaging). (2.21)
In the respective averaging techniques, the integration is performed over the time interval T ,
the volume interval V or the set of realizations of an experiment Ω with identical initial con-
ditions. The focus in the following lies in the volume averaging technique and thus the index
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“v ” is omitted in the remainder whenever denoting volume averaging. Instead, the index in
the overbar-notation is used to indicate over which phase an average is performed. Due to the
importance of distinguishing between local-instantaneous mathematical continuum models and
averaged models, this work makes strict use of the overbar-notation for averaged quantities.
Additionally, in the present work a distinction between mixture and mean quantities is
made. Only transport quantities appearing in the conditional volume-averaged single-field equa-
tions are denoted as mixture quantities, whereas the fluid properties are denoted as mean values
whose definition mainly depends on closure modelling as will be discussed later. To indicate
mean values, an angle bracket notation 〈· · ·〉 is introduced. Central mean quantities appearing
in this thesis are the mean viscosity 〈µ〉 and the mean diffusion coefficient 〈D〉.
2.2.2 Phase Indicator and Averaging Rules
Consider a two-phase system with the phases 1 and 2. To distinguish the two phases sepa-
rated by a fluid interface Σ(t) , a phase-indicator function for phase 1 is defined as
χ
1 (x, t)≡
(
1 if x ∈ Ω1(t) at time t
0 otherwise.
(2.22)
As it is common practice, e.g. Drew (1983), the phase indicator function χ1 (x, t) is dealt with
as generalized function. As such, its spatial derivative can be expressed as a set of test functions,
which are sufficiently smooth and exhibit a compact support. Hence, if the “jump set” of χ1 (x, t)
is sufficiently regular, then in a mathematically weak sense
nΣ = − ∇
χ
1 (x, t)
|∇χ1 (x, t) | . (2.23)
The generalization to functions of bounded variation (i.e., functions with a distributional deriva-
tive being a vector-valued Radon measure) is found in Evans and Gariepy (1992). The spatial
derivative of the indicator function is thus well-defined and can be expressed in terms of the
interface normal vector nΣ pointing from phase 1 into phase 2 and the interface delta function
δΣ as ∇χ1 = −nΣδΣ.
Throughout this work it will further be assumed that phase change does not occur, em-
ploying χ1(t,x(t)) ≡ const along the trajectories x(·) of x˙(t) = u(t,x(t)), where u denotes the
velocity field (χ1u =: u1 in Ω1(t), resp. χ2u =: u2 in Ω2(t)). Hence, the Lagrangian derivative
of χ reads
Dχ1
Dt
= 0.
Formally, this yields the well-known interface transport equation
∂tχ1 + u·∇χ1 = 0 (2.24)
for the phase indicator χ1, sometimes also referred to as topological equation. However, as
stressed before, the individual terms in (2.24) are only defined in a weak, say distributional,
sense due to the jump of χ1 at Σ(t).
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2.2.3 Averaged Generic Transport Equation
Consider the local instantaneous generic transport equation for a quantity Φ in the bulk of
phase 1, i.e.
∂t(ρΦ) +∇· (ρΦu) +∇·  −ΓΦ,d∇Φ− SΦ(Φ) = 0 in Ω1(t)∪Ω2(t) \Σ(t). (2.25)
The application of the conditional volume averaging technique consists of two steps. The equa-
tion is first ’conditioned’ for phase discrimination by multiplication with the phase-indicator
function χ1, which renders the equation valid throughout the entire computational domain. In
a second step, volume averaging is applied to this conditioned equation. For a generic transport
quantity Φ this reads
χ
1Φ ≡ 1|V |
∫
V
χ
1 (x+η, t)Φ (x+η, t) dη (2.26)
=
|V1|
|V |
1
|V1|
∫
V1
Φ (x+η, t) dη=: α1Φ
1
. (2.27)
In (2.26), the averaging is performed over a fixed control volume V ⊂ Ω with the centre x,
where the phase indicator is used for phase discrimination. The overbar notation
Φ :=
1
|V |
∫
V
Φ (x+η, t) dη (2.28)
is used to indicate volume averaging. In (2.27), Φ
1
denotes the so-called phasic average, which
indicates that the considered averaging volume is the actual phase volume V1 := V ∩Ω1. More-
over, within the context of CVA, the volume-averaged indicator function χ1 can be intuitively
identified as the volumetric phase-fraction α1 (cp. (2.27)),
χ
1 ≡ 1|V |
∫
V
χ
1 (x+η, t) dη=
1
|V |
∫
V1
1 dη=
|V1|
|V | =: α1. (2.29)
In the context of sharp interface models, as outlined in Section 2.1.1, the interface is seen to
be a mathematical surface separating the phases 1 and 2. By application of conditional volume
averaging, i.e. by spatial filtering, the interfacial surface becomes an interfacial transition zone
of well-defined finite width within the computational domain. The volumetric phase-fraction α1
takes the values
χ
1 (x, t) ≡ α1

= 1 within phase 1
= 0 within phase 2
∈ (0, 1) in cells containing interface.
(2.30)
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In the interfacial region, material and transport properties vary smoothly but rapidly towards
the values in the respective bulk phases.
Conditioning of (2.25) with phase indicator χ1 and volume averaging of the generic trans-
port equation (2.25) then reads
χ
1∂t(ρΦ) + χ1∇· (ρΦu) − χ1∇·  ΓΦ,d∇Φ − χ1SΦ(Φ) = 0 in Ω. (2.31)
As can be seen in Eq. (2.25), the local instantaneous balance equations contain spatial
and temporal derivatives of their dependent variables. When applying the conditional volume
averaging technique, the Gauss and Leibniz rules (Drew and Passman, 1999, Jakobsen, 2008)
are used,
χ
1∇Φ = ∇(χ1Φ) − Φ∇χ1 =∇
 
χ
1Φ
− Φ∇χ1 =∇α1Φ1− Φ∇χ1 , (2.32)
χ
1∇·Φ = ∇· (χ1Φ) − Φ·∇χ1 =∇·  χ1Φ− Φ·∇χ1 =∇·α1Φ1− Φ·∇χ1 , (2.33)
χ
1∂tΦ = ∂t(χ1Φ) − Φ∂tχ1 = ∂t
 
χ
1Φ
− Φ∂tχ1 = ∂tα1Φ1− Φ∂tχ1 (2.34)
and the volume-averaged form of (2.24) is exploited,
∂tχ1 + uΣ·∇χ1 = 0. (2.35)
For (2.32)–(2.34), also ∇Φ1 = ∇Φ1 (Jakobsen, 2008) was used – disregarding commutation
errors (i.e. a homogeneous spatial filter is presumed). With this, Eq. (2.31) becomes
∂t

α1ρΦ
1
+∇·α1ρΦu1−∇·α1 ΓΦ,d∇Φ1−α1 SΦ(Φ)1
= ρΦ (u− uΣ) ·∇χ1 − ΓΦ,d∇Φ·∇χ1 . (2.36)
In order to further simplify the notation and in analogy to the overbar notation for volume-
averaged quantities, an overbrace notation is introduced to denote surface averaged quantities
as
ucurly
Φ :=
1
|SΣ|
∫
SΣ
Φ(x, t) dS
=
1
aΣ
lim
δ→0
1
δV
∫
Uδ(SΣ)
Φ(x, t) dV , (2.37)
where Uδ (SΣ) = {x+hnΣ (x) : x ∈ SΣ, h ∈ [−δ, δ]} denotes the vicinity of the interface depicted
in Figure 2.4 and aΣ the surface area per unit volume (also referred to as interfacial area density)
which is defined as
aΣ :=
|SΣ|
|V | = limδ→0
1
δV
∫
Uδ(SΣ)
1 dV . (2.38)
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Figure 2.4.: Averaging control volume
A different interpretation of the interfacial are density aΣ is through the magnitude |∇χ1 (x, t) |
of the volume-averaged indicator function derivative (Drew, 1983)
|∇χ1 (x, t) | := 1|V |
∫
V
|−nΣδΣ| dV = 1|V |
∫
V
δΣ dV =
|SΣ|
|V | ≡ aΣ . (2.39)
From above definition of aΣ the connection to the volumetric phase fraction can be made, lead-
ing to a numerically well-suited form for the calculation of the interfacial area density
aΣ ≡ |∇χ1 (x, t) | ≈ |∇χ1 (x, t)|= |∇α1| . (2.40)
Whenever Φ exhibits a jump across the interface, its two one-sided limits to the phase
boundary are to be considered. Following Hill (1998) and Marschall (2011), the phasic surface
average ucurlyΦ 1 of a generic transport quantity Φ is introduced as the phase 1-sided surface integral
per unit volume divided by the surface area per unit volume (cp. Fig. 2.4):
ucurly
Φ
1
:=
1
aΣ
lim
δ→0+
1
δV1
∫
U1
δ
(SΣ)
Φ(x, t) dV , (2.41)
with U1
δ
(SΣ) = {x+ hnΣ (x) : x ∈ SΣ, h ∈ [−δ, 0]}. The phase 1-sided surface integral is to be
understood as the surface integral over the phase 1-sided limit of the integrand or the volume
integral over the 1-sided interface vicinity U1
δ
(SΣ). Recalling the definition of the indicator
function spatial derivative and assuming constant density in phase 1, the conditional volume-
averaged transport equation for a generic transport quantity Φ yields
∂t

α1ρ
1Φ
1
+∇·α1ρ1Φu1−∇·α1 ΓΦ,d∇Φ1−α1 SΦ(Φ)1
=− ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightρΦ  u− uΣ ·nΣ1aΣ + ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightΓΦ,d∇Φ·nΣ1aΣ . (2.42)
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As stated before, the main interest is the derivation of a single-field model. Therefore,
the conditional volume averaging technique is first applied to the bulk conservation equations
for all phases, resulting in additional interface-averaged terms (as shown in Eq. (2.42)). In
a second step, all conditional volume-averaged equations are summed up, yielding a single-
field transport equation for a new ’mixture’ transport variable Φ consisting of the sum of the
conditional volume-averaged transport quantity αkΦ
k
in both phases
Φ :=
∑
k=1,2
αkΦ
k
. (2.43)
In a last step, to arrive at an exploitable single-field equation for the new mixture quantity
Φ , surface-averaged jump conditions are used, which results in the additional interfacial terms
either simplifying or canceling out. Still this equation might require closure, i.e. values of the
phasic averaged quantities Φ
1
, Φ
2
must be related to the mixture quantity Φ .
2.3 Volume-of-Fluid Method
In order to study the free-surface and two-phase flow of two incompressible, immiscible
fluids, an algebraic VOF approach based on the OpenFOAM® interFoam solver is applied, which
was considerably modified and extended for the simulation of interfacial species transfer. The
Volume-of-Fluid methods are based upon a set of single-field equations to describe the fluid dy-
namics of two-phase flows, which are obtained by means of conditional volume averaging of the
local instantaneous conservation equations of mass and momentum. Here, the term single-field
refers to the transport of a mixture quantity rather than solving for two separate bulk equations
including coupling at the interface. Some DNS methods, however, such as the interface tracking
or cut-cell methods do not rely on a single-field model and instead solve for sets of balance equa-
tions in two separate domains where the interfacial jump conditions are applied as boundary
conditions of the respective domains. The starting point for the derivation of the Volume-of-
Fluid governing equations is the conditional volume-averaged transport equation for a generic
transport quantity Φ (Eq. (2.42)). A concise and consistent derivation of the single-field VOF
equations is also found in Wörner et al. (2001), who introduce the so-called volume-averaged
Volume-of-Fluid (VA-VOF) equations.
2.3.1 Volume-of-Fluid Governing Equations
To arrive at a set of single-field equations for the simulation of multiphase flow, the con-
ditional volume averaging technique is applied to the local instantaneous balance equations of
mass and momentum (cf. Equations (2.13) to (2.16)). In a two-phase system, this leads to the
following set of governing equations:
∇·um =∇·

α1α2
ρ2 − ρ1
ρ
ur

(2.44)
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∂tα1 +∇· (α1 um) =∇·

α1α2

1+α1
ρ2 − ρ1
ρ

ur

(2.45)
∂t(ρ um) +∇· (ρ um um) +∇·DΣ = −∇p+∇· 〈µ〉  ∇um +∇umT+∇·τΣ + ρg+ fσ (2.46)
with the barycentric mixture velocity um defined as
um :=
α1ρ
1 u1 +α2ρ
2 u2
ρ
(2.47)
and the momentum drift-flux term DΣ and the interfacial friction tensor τΣ (Wörner, 2003,
Marschall, 2011), defined as
DΣ :=α1α2
ρ1ρ2
ρ
urur (2.48)
τΣ :=α1µ
1

∇

α2
ρ2
ρ
ur

+∇

α2
ρ2
ρ
ur
T
−α2µ2

∇

α1
ρ1
ρ
ur

+∇

α1
ρ1
ρ
ur
T
. (2.49)
Eq. (2.44) results from the conservation of mass and (2.45) from the topological equation,
where ur denotes the relative velocity between the two adjacent phases (ur := u
2 − u1). From
the mixture assumption (cf. Section 2.3.2) it follows that ur ≡ 0 which leads to the well-known
set of VOF governing equations:
∇·u = 0 (2.50)
∂tα1 +∇· (α1 u) = 0 (2.51)
∂t(ρ u) +∇· (ρ u u) = −∇p+∇·〈τ〉+ ρg+ fσ . (2.52)
It should be noted here that while the above set of equations might resemble the local instan-
taneous balance equations in the respective bulk phases (see Section 2.1.2), in fact, these are
the conditional volume-averaged transport equations for the mixture quantities α1, u and the
mean pressure p, obtained by the procedure as outlined in the previous subsections.
Since in (2.52) the mixture density varies across the interface, utmost care is necessary to
assemble a consistent mass flux for the momentum equation after the solution of the phase frac-
tion advection equation, such that the convection term can be treated momentum conservative
(Weymouth and Yue, 2010). Otherwise, spurious acceleration would occur at the interface even
at a moderate density ratio.
2.3.2 Assumptions and Numerical Closure
To arrive at a set of closed single-field equations, the well-established so-called mixture
assumption is adopted in which each phase moves with the mixture velocity u:
u = uk = ucurlyu k = ucurlyu . (2.53)
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Further, it is assumed that all phases share a mean pressure field p
p = pk = ucurlyp k. (2.54)
It should also be noted that the mixture assumption and mean pressure assumption pose a
limitation of the applicability of the VOF methods. Validity of the assumptions depends on the
local resolution of the interface curvature, as well as the hydrodynamic boundary layer at the
interface. This is a standard requirement for all DNS methods. The mixture assumption (2.53)
is also valid in the utilized fluid system with interfacial species transfer, since only transfer
processes of dilute species are considered and the interface is further assumed to not adsorb (or
store) mass (cf. Chapter 2.1.2). Additionally, the surface tension coefficient σ is assumed to be
constant, thus the influence of Marangoni effects is neglected within the simulations presented
in this thesis.
Applying conditional volume averaging to a conservation equation causes terms that are
unknown (due to averaging) and need modelling. The terms that require appropriate modelling
are the mean quantities: (sum of the phasic averaged) viscous stress tensor 〈τ〉 and the surface
tension force fσ. The Newtonian stress model in combination with the mixture assumption
(ur ≡ 0) suggests the following closure modelling approach for the conditional volume-averaged
viscous stress tensor
〈τ〉= 〈µ〉  ∇u +∇uT , (2.55)
where the mean viscosity 〈µ〉 is still unclosed and needs modelling. A detailed derivation of
the volume-averaged viscous stress tensor can be found in Marschall (2011). As for its dis-
cretization, the viscous stress term in (2.52) is treated in a semi-implicit manner and has been
decomposed for this purpose as
∇ ·  〈µ〉  ∇u +∇uT=∇ · (〈µ〉∇u) + (∇u) · ∇〈µ〉+ 〈µ〉∇ (∇ · u) (2.56)
=∇ · (〈µ〉∇u) + (∇u) · ∇〈µ〉 , (2.57)
where ∇ · u = 0 has been exploited. While the first term can be treated fully implicit, the latter
is discretized explicitly.
The conditional volume-averaged form of the momentum equation suggests a modelling of
the mean viscosity as serial (arithmetic) mean
〈µ〉= 〈µ〉a =
∑
k=1,2
αk µ
k . (2.58)
The correct mean value formulation for the viscosity is very important in order to correctly cap-
ture the influence of the viscous term at the interface. As the viscosity usually experiences a
jump at the interfaces over several orders of magnitude, the choice of mean value formulation
is found to influence the interface dynamics in numerical simulations. Additionally, the viscosity
has to be evaluated where it is needed: at the face centres, while in the utilized collocated grid
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arrangement it is stored in the cell centres (Kothe, 1999). Consequently, this identifies the inter-
polation procedure central for an accurate formulation of the numerical model. The averaging
procedure for the mean viscosity adopted in this work was introduced by Kothe (1999) and
reads 

µf

= γf


µf

h +
 
1− γf
 

µf

a , (2.59)
where the quantities


µf

h and


µf

a in above equation are the harmonic (or parallel) and
arithmetic (or serial) mean viscosities at the face centres, respectively. An explanation of this
choice is presented in Section 3.1.2.
The surface tension force at the interface is modelled by the Continuous Surface Force (CSF)
method of Brackbill et al. (1992). In the sharp interface model, the surface tension force acts
only at the interface which is a mathematical surface. The CSF model converts this force density
into a volumetric force density present in the interfacial area by multiplying the force with the
interfacial area density (ucurlynΣaΣ = −∇χ1 ≈ −∇χ1 = −∇α1). Then,
fσ :=
1
|V |
∫
SΣ
σκΣnΣ dS ≈ σucurlyκΣucurlynΣaΣ ≈ −σucurlyκΣ∇α1
with ucurlyκΣ = ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright∇· (−nΣ) = −∇·  ucurlynΣ≈∇· ∇α1|∇α1|

. (2.60)
In above equation, the assumption of constant surface tension coefficient – as previously men-
tioned – is utilized and thus the Marangoni term does not appear.
2.4 Continuous Species Transfer Method - Governing Equation
The main focus of this thesis, outlined in the introduction, is the numerical study of in-
terfacial mass transfer in two-phase flows on the highest level of detail. In this Section, the
development of a predictive simulation method in the framework of algebraic Volume-of-Fluid
methods for Direct Numerical Simulation of interfacial species transfer is presented. Here, the
model’s restriction so far lies on species transfer, meaning that its derivation is based on the
transport equation for a dilute species and effects of mass transfer are not considered. Thus, the
species transport is modelled by an additional passive scalar transport equation.
2.4.1 Single-Field vs. Two-Field Approach
To simulate species transfer processes in two-phase systems employing the Volume-of-Fluid
method, two conceptually different approaches can be used, namely the single-field and two-
field approaches. Despite their capabilities to incorporate interfacial species transfer in a realis-
tic range of Henry coefficients and diffusivity ratios into the framework of the Volume-of-Fluid
methodology, both the single-field and the two-field approach exhibit method-specific advan-
tages and disadvantages. The two different methodologies are assessed here and compared
regarding model characteristics and numerical properties:
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• Conservation
Both formulations allow for a conservative discretization. However, when relying on a
reformulation to alleviate the interfacial concentration jump (e.g. Francois and Carlson
(2010)), resulting single-field formulations are not conservative. On the other hand, two-
field models inherently suffer from the small cell problem (Berger et al., 2003, Hartmann
et al., 2011), which can introduce conservation problems with the transported species
concentration.
• Consistency
Model consistency is a prerequisite but not sufficient to prevent artificial mass transfer. This
has two main (numerical) causes: advection errors which locally change the concentration
field and non-consistent advection of volumetric phase fraction (or indicator function in
context of VOF methods with geometrical reconstruction) and the species concentration
field.
Consistency is also the main criterion as to whether the single-field or two-field approach
should be used. If a geometrical VOF method is employed, the two-field model is the native
choice as it allows for consistent advection. In algebraic VOF methods, two-field models
are not beneficial as they require the exact interface position for computation of the species
transfer term. Thus, for algebraic VOF methods, a single-field model should be utilized.
Influence of artificial mass transfer onto the proposed single-field CST method is studied
in more detail in Sections 3.2.4 and 5.2.1.
• Subgrid-scale modelling
Subgrid-scale modelling requires the one-sided concentrations and concentration gradi-
ents at the interface as well as analytical reconstruction of the face fluxes in interface cells
((Weiner and Bothe, 2017)). Thus, this information is only readily available in two-field
models. For single-field models, no subgrid-scale models are currently available. Such a
model would require to be based on volume averaging rather than fitting of local concen-
tration profiles as can straight-forward be included in two-field models.
• Computation of local quantities
Computation of local quantities as the local Sherwood number requires the one-sided con-
centrations and/or gradients, which are only readily available in two-field models. In
single-field models, new concepts to assess local quantities have to be envisioned. Possible
approaches for single-field methods are outlined in Section 2.4.7.
• Accuracy
Given a fixed resolution, the two-field model with geometric interface reconstruction will
produce more accurate results due to the additional information about the exact interface
position and the local concentrations and concentration gradient values. However, single-
field methods in general are also shown to be sufficiently accurate. Disregarding advection
errors, the single-field and two-field models are comparable in accuracy if no subgrid-scale
model is used. Without sub-grid scale modelling, the required mesh resolution for both
methods is at least four cells in the concentration boundary layer.
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• Complex geometries
Complex geometries entail usage of unstructured meshes of general topology. In principle,
single-field and two-field models are both suited for discretization on such meshes. How-
ever, only the single-field approach has – to the author’s best knowledge – been put forth
thus far to unstructured meshes (e.g. Hill et al. (2018)).
• Implicit discretization
Time-implicit discretization enhances numerical stability and is needed to overcome time-
step restrictions due to high diffusion coefficients. Straight-forward implicit discretization
is only feasible for single-field models and two-field models would require – at the very
least – implicit coupling algorithms between the two concentration fields.
• Computational costs
With a given mesh, the single-field model is significantly faster: The single-field approach
takes about 10% of the computational time per time step for each simulated species con-
centration field, while the two-field approach takes about 30% (data stem from comparison
for heat transfer in FS3D). Considering, however, the time-to-solution for a given prob-
lem with very thin concentration boundary layer, then the two-field model is considerably
faster when utilizing a subgrid-scale model, since a much coarser computational mesh
can be used to achieve the same overall accuracy. Therefore, in this work adaptive mesh
refinement is used, significantly reducing the time-to-solution for the single-field model.
Conclusively, the two-field approach in combination with a geometrical VOF method is more
accurate than the single-field approach on a given mesh resolution. Main reasons are the er-
ror introduced by the advection of the mixture concentration and the straight-forward use of
subgrid-scale models. However, benefit of single-field models is the numerical robustness and
straight-forward application to unstructured meshes of general topology, which – as of today –
makes it the more versatile approach for industrial usage. Clearly, there is scope for even further
improvements for both methods and thus they are subject to ongoing research.
2.4.2 Model Derivation
The derivation of the single-field formulation for interfacial species transfer presented here
is based on the conditional volume averaging technique, applied to the local instantaneous
governing equation for the species concentration including interface jump conditions. Assuming
a dilute species, the local instantaneous species transport equation valid in the bulk of phases 1
and 2 reads
∂t c +∇· (cu)−∇· (D∇c) = R, in Ω1(t)∪Ω2(t) \Σ(t) (2.61)
with the interfacial jump conditions
v(−D∇c) ·nΣw = 0 on Σ(t) (2.62)
cΣ,1 = HcΣ,2 on Σ(t). (2.63)
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Here, the one-sided interface values, denoted by cΣ,1 and cΣ,2 are defined as
cΣ,1 := lim
δΣ→0+
c(xΣ −δΣnΣ) and cΣ,2 := lim
δΣ→0+
c(xΣ +δΣnΣ) , (2.64)
where nΣ is the outward-pointing normal vector of region Ω1 and v· · ·w denotes the jump bracket
defined in Eq. (2.10). The first jump condition is the interface transmission condition and ex-
presses the conservation of molar mass at the interface under the assumption that the interface
cannot store mass. In that case, interfacial chemical reactions and adsorption processes to the
interface are not considered. Moreover, for Eq. (2.62) to be valid, the species needs to be dilute.
The second jump condition is Henry’s law which is valid if local thermodynamic equilibrium
can be assumed at the interface. For a detailed discussion about the range of validity of above
mathematical model, it is referred to Bothe and Fleckenstein (2013).
Applying conditional volume averaging to Eq. (2.61) with respect to phase 1 yields
χ
1∂t c + χ1∇· (cu) = χ1∇· (D∇c) + χ1R (2.65)
⇔ ∂t(α1 c1) +∇·  α1 c1 u1=∇·α1 D1∇c1+α1 R1 + ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightD∇c·nΣ1aΣ .
Employing the immersed interface concept, above equation is summed up for both phases 1 and
2 in order to obtain a single-field formulation for interfacial species transfer. In the present work
chemical reactions are only allowed to take place in the liquid phase such that R
1
= 0. Then,
Eq. (2.65) leads to
∂t c +∇· ( c u) =∇·α1 D1∇c1 +α2 D2∇c2+α2 R2 . (2.66)
Since the interfacial transmission condition (2.62) equates to zero locally at the interface, then
its surface-averaged counterpart does as well
∑
k=1,2
ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
D∇c·nΣkaΣ ≡ 0 .
This condition has been employed to simplify the one-sided interfacial flux terms in Eq. (2.65)
to arrive at (2.66). As stated in Chapter 2.3.2, the assumption of equal velocities (ur ≡ 0)
at the interface is employed. In the context of species transfer, this assumption is valid for
physical transfer processes of dilute species without phase change. The mixture concentration
c in Eq. (2.66) is defined as c := α1 c
1 + α2 c
2. In its current form, Equation (2.66) cannot
be solved since a closure for the r.h.s. term needs to be formulated which relates the phasic
averages c1 and c2 to the mixture concentration c within the interfacial region.
To arrive at a closed single-field formulation for interfacial species transfer, which is readily
usable for Finite Volume discretization, the phasic averaged concentrations at the interface are
related employing Henry’s law which is the most simple approach and alternative approaches
are subject to ongoing research. The local instantaneous concentration jump at the interface is
2.4. Continuous Species Transfer Method - Governing Equation 29
given in (2.63), connecting the one-sided concentrations on both sides of the interface. To
employ this law with phasic averaged concentrations, it is referred to the work of Haroun
et al. (2010) and Marschall et al. (2012) who relate them directly to the one-sided interface
concentrations as
H =
cΣ,1
cΣ,2
=
ucurlyc 1ucurlyc 2 ≈ c
1
c2
. (2.67)
The closure relation derived in Eq. (2.67) consists of two steps. The first step is obviously
fulfilled exactly and states that if a constant concentration jump exists locally at each point
of the interface, the same jump (assuming a constant Henry coefficient) will also exist for
interface-averaged concentrations. In the second step, it is assumed that the ratio of the
interface-averaged concentrations is equal to the ratio of the phasic-averaged concentrations
in each computational cell containing the interface. This assumption clearly implies a constraint
on the model in terms of spatial resolution as the high concentration gradients at the interface
need to be sufficiently resolved. By inserting (2.67) into the definition of the mixture concen-
tration c , it is now possible to reformulate the phasic averaged concentrations in terms of the
mixture concentration and volumetric phase fraction as
c := α1 c
1 +α2 c
2 ≈ c1

α1 +
1−α1
H

⇒ c1 ≈ c
α1 +
1−α1
H
, c2 ≈ 1
H
c
α1 +
1−α1
H
. (2.68)
This now enables the formulation of a closed set of single-field governing equations for interfa-
cial species transfer. However, for the full single-field model based on Eq. (2.66) the definition
of a mean diffusion coefficient is still required, which is discussed in the following.
2.4.3 Choice of Mean Diffusion Coefficient
The r.h.s of Eq. (2.66) can be rewritten in different ways, depending on the definition of the
mean diffusion coefficient. The mean value calculations typically applied are the arithmetic or
harmonic mean. It will be shown that it is possible to obtain different single-field equations for
interfacial species transfer, depending solely on the definition of the mean diffusion coefficient.
Indeed, depending on this choice, it will be shown that the resulting single-field model resembles
the different forms postulated by Haroun et al. (2010) (harmonic mean diffusion coefficient)
and Marschall et al. (2012) (arithmetic mean diffusion coefficient) independently. This said,
the CST method developed in this work is to be seen as a generic and unified framework for
single-field species transfer models.
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Arithmetic mean Mixture Diffusion Coefficient
Starting from Eq. (2.66), the r.h.s. can be split into two terms, one bulk and one interface
contribution, as
∇·α1 D1∇c1 +α2 D2∇c2=∇·∇α1 D1 c1 +α2 D2 c2 (2.69)
−∇·D1 c1 − D2 c2∇α1 .
Here, constant diffusion coefficients in both phases are assumed, which is a valid assumption
for isothermal two-phase systems with dilute species. As previously shown for the single-field
momentum equation, one needs to introduce mean coefficients to arrive at a closed formulation.
One standard mean value calculation is the arithmetic mean. Defining an arithmetic mean
diffusion coefficient as
〈D〉a ≡ α1 D1 +α2 D2 , (2.70)
Eq. (2.69) can be rewritten using
α1 D
1
c1 +α2 D
2
c2 = 〈D〉a c +α1 (1−α1)

D
1 − D2  c1 − c2 . (2.71)
Using Equations (2.68), (2.69) and (2.71) and inserting into Eq. (2.66), one finally arrives at a
closed single-field formulation which reads
∂t c +∇· ( c u) =∇· (〈D〉a∇c) +∇· ( c∇〈D〉a)−∇·
 
D
1 − D2H
α1 +
1−α1
H
c∇α1
!
(2.72)
+∆

α1 (1−α1)

D
1 − D2 c 1− 1H
α1 +
1−α1
H

.
With regard to the implicit numerical solution of above equation which will be discussed later,
it is helpful to split the last term of Eq. (2.72) into terms of the divergence and Laplacian of the
mixture concentration c as
∆

α1 (1−α1)

D
1 − D2 1− 1H
α1 +
1−α1
H
c

(2.73)
=∇·

D
1 − D2α1 1
α1 +
1−α1
H
− 1

∇c

+∇·
 
D
1 − D2 c  1
H
1 
α1 +
1−α1
H
2 − 1
!
∇α1
!
.
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Finally, the term ∇· ( c∇〈D〉a) =∇· c D1 − D2∇α1 in Eq. (2.72) can be eliminated to arrive
at the single-field equation for interfacial species transfer using an arithmetic mean mixture
diffusion coefficient:
∂t c +∇· ( c u) =∇· (〈D〉a∇c) +∇·

D
1 − D2α1 1
α1 +
1−α1
H
− 1

∇c

+∇·

c
α1 +
1−α1
H

1
H
D
1 − D2
α1 +
1−α1
H
−

D
1 − D
2
H

∇α1

+α2 R
2
.
(2.74)
This model, written in the form of (2.72), has the same form as the one obtained by Marschall
et al. (2012), except the last term on the r.h.s. which accounts for curvature effects and was
missing in the original work.
Harmonic mean Mixture Diffusion Coefficient
Another frequently used mean value definition is the harmonic mean. To examine the
resulting (different) single-field formulation, let us start from Eq. (2.66) and define a harmonic
mean mixture diffusion coefficient as
〈D〉h ≡ D
1
D
2
α1 D
2
+α2 D
1 . (2.75)
The right hand side of Eq. (2.66) can then be rewritten as
∇·α1 D1∇c1 +α2 D2∇c2=∇·α1 D1∇c1 +α2 D2∇c2 α1 D2 +α2 D1
α1 D
2
+α2 D
1

(2.76)
=∇·  〈D〉h  ∇c −   c1 − c2∇α1+∇·〈D〉hα1α2 D1
D
2 − 1

∇c1 +

D
2
D
1 − 1

∇c2

.
Here, the identity
∇c ≡∇ α1 c1 +α2 c2= α1∇c1 +α2∇c2 +   c1 − c2∇α1 (2.77)
was used. Now, to arrive at a closed single-field formulation, consider again the interface trans-
mission condition for the species concentration
v(−D∇c) ·nΣw = 0 ⇒ ∑
k=1,2
ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
D∇c·nΣkaΣ = 0 . (2.78)
Analogous to the procedure in Reynolds averaging, each quantity Φ can be split into an average
value and its deviation as Φ= ucurlyΦ +Φ#. If the averaging volume is sufficiently small, deviations
from the average value can be neglected which leads toucurlyD 1∇ucurlyc 1 − ucurlyD 2∇ucurlyc 2 ·ucurlynΣ = 0 . (2.79)
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This equation now relates the normal gradients of the surface-averaged species concentrations
for each phase at the interface. Now let us have a closer look at the concentration gradients
in tangential direction to the interface
ucurlyD 1∇Σucurlyc 1 − ucurlyD 2∇Σucurlyc 2 with the surface gradient ∇Σ.
If the concentration at one side of the interface is approximately constant along the interface,
it follows from the Henry jump condition (Eq. (2.63)) that the other concentration is constant
as well. Regarding the species transfer of a dilute gas from a rising bubble into a surrounding
liquid, the concentration in the bubble is approximately uniform due to the recirculation of
fluid in the bubble. Therefore, the concentration gradients tangential to the interface can be
neglected
ucurlyD 1∇Σucurlyc 1 − ucurlyD 2∇Σucurlyc 2 =∇Σ
≈ constucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightucurlyD 1ucurlyc 1 − ucurlyD 2ucurlyc 2≈ 0 , (2.80)
which allows us to reformulate Eq. (2.79) into
ucurlyD 1∇ucurlyc 1 − ucurlyD 2∇ucurlyc 2 = 0 . (2.81)
To further simplify this equation, let us reconsider the closure assumption (2.67) that allowed
us to relate the phasic averaged concentrations to the mixture concentration. Here, the ratio of
the surface averaged concentrations is assumed to be equal to the ratio of the phasic averaged
concentrations. Now, a further assumption is added that not only the ratio is equal but that the
surface averaged and phasic averaged concentrations are equal as well
ucurlyc 1 = c1 and ucurlyc 2 = c2 . (2.82)
With the assumption of negligible concentration gradients tangential to the interface (2.80) and
assumption (2.82) the interface transmission condition (Eq. 2.78) can be simplified into
D
1∇c1 = D2∇c2 . (2.83)
To summarize, the assumptions which lead to (2.83) are a sufficient resolution of the concentra-
tion boundary layer (2.82) and a vanishing or, compared to the normal component, negligible
tangential concentration gradient to the interface, which is fulfilled for most two fluid systems
of technical relevance. Given that the assumptions (2.82) and (2.83) hold true, the last term in
Eq. (2.76) reduces to 
D
1
D
2 − 1

∇c1 +

D
2
D
1 − 1

∇c2 = 0 . (2.84)
Substituting the first r.h.s. term of Eq. (2.66) with Eq. (2.76) and inserting Eq. (2.84) then
yields:
∂t c +∇· ( c u) =∇· 〈D〉h  ∇c −   c1 − c2∇α1+α2 R2 . (2.85)
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Using the closure assumption for the one-sided concentrations at the interface (Eq. (2.67)),
one arrives at the single-field equation for interfacial species transfer using a harmonic mean
mixture diffusion coefficient
∂t c +∇· ( c u) =∇· (〈D〉h∇c)−∇·

〈D〉h 1−
1
H
α1 +
1−α1
H
c∇α1

+α2 R
2
. (2.86)
This equation has the same form as the single-field formulation obtained by Haroun et al.
(2010). However, it should be noted that the derivation presented here states that above model
is only valid when using a harmonic mean mixture diffusion coefficient, while the derivation
of Haroun suggests that above equation could be used with any definition of the mixture diffu-
sion coefficient. Only through validation of their numerical model with suitable test cases did
they find that a harmonic mean diffusion coefficient is the only appropriate choice for above
single-field equation. Moreover, the derivation procedure as presented above reveals that this
formulation requires an additional closure compared to the presented single-field formulation
with arithmetic mean diffusion coefficient (Eq. (2.74)) and is strictly valid only for negligible
concentration gradients tangential to the interface which is fulfilled in the case of gas-liquid
flows studied here, where the concentration within the bubble is approximately uniform. The
two main assumptions in the present thesis, (2.67) and (2.82), both pose restrictions to the
applicability of the derived single-field models, but up to this point it is not clear which of the
two introduced assumptions poses the stronger limitation in terms of mesh resolution. Hence,
one pivotal question is: which of the two single-field models, Eq. (2.74) or (2.86) is more suited
for the simulation of interfacial species transfer in two-phase flow systems. This question is
answered by validation test cases presented in Chapter 5.
2.4.4 Final Form of the Model
There is a close conceptual relationship between the volume averaging technique and the
Finite Volume Method. Discretization of spatial transport terms within the present Finite Vol-
ume framework is accomplished by applying Gauss’ theorem, yielding a flux-based transport
formulation which is inherently conservative. This conversion of volume integrals into surface
integrals, however, necessitates the knowledge of the values at the face centres which are ob-
tained by appropriate interpolation of the cell-centred values. To arrive at a numerical model
consistent to the Finite Volume Method, flux-related terms need to be computed correctly where
they are needed: at the face centres. Therefore, the interface / cell-face orientation needs to
be taken into account as suggested e.g. by Patankar (1980) and Kothe (1999) for heat and
momentum flux, respectively (see Chapter 2.3.2) . As the validation in Chapter 5.2 does not
show significant differences with respect to accuracy between the two presented single-field for-
mulations for the relevant case of large Henry coefficients (i.e. H ≈ 30), one shall stay on the
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safe side and follow the work of Kothe (1999), evaluating the mean diffusivity within the CST
model based on the cell-face/interface orientation which then reads


Df
≡ γf 
Df h +  1− γf  
Df a = γf

D
1
D
2
α1 D
2
+α2 D
1

f
+
 
1− γf

α1 D
1
+α2 D
2
f
, (2.87)
where γ f = |ucurlynf ·ucurlynΣ |. In the following the above evaluation procedure of the mixture diffusion
coefficient based on interface/cell-face orientation will be motivated and it will be shown that
it is indeed a good choice. Therefore, recall that the derivation of Equation (2.86) is based
on the assumption of a negligible concentration gradient parallel to the interface. A standard
discretization procedure based on the FVM would transform the divergence terms applying
Gauss’ theorem into flux-based terms in face-normal direction. Starting again at Eq. (2.76) and
introducing Gauss’ theorem will introduce terms of the following form
∑
f
(K)f (S,γ)

D
1
D
2 − 1

∇c1 +

D
2
D
1 − 1

∇c2

f (S,γ)
·Sf = 0 , (2.88)
where K is a scalar field and S denotes an arbitrary scheme used for discretization. If such a
discretization technique is employed, it is observed that Eq. (2.86) is strictly valid only when
the cell-face is aligned with the interface or tangential concentration gradients at the interface
can be neglected. Comparing the performance of both derived single-field formulations for a
one-dimensional diffusion case over a planar interface, it was found that Eq. (2.74) requires a
smaller averaging volume (higher mesh resolution) as Eq. (2.86), to obtain comparable results
(cf. Chapter 5 for details). Therefore it seems an appropriate choice to base the evaluation of the
mean mixture diffusion coefficient on the cell-face / interface orientation, using the advantage
of Eq. (2.86) in terms of mesh resolution when the cell-faces are aligned with the interface and
otherwise to blend with Eq. (2.74). Thus, the new single-field equation model for interfacial
species transfer, termed Continuous Species Transfer (CST) method reads, in the spirit of Kothe
and Patankar
∂t c +∇· ( c u) =∇· (〈D〉∇c)−∇·
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2
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∇α1

.
(2.89)
It should be noted that the resulting CST method is a unification of the work of Marschall et al.
(2012) and Haroun et al. (2010) into one single-field formulation which is consistent to the
FVM framework and applicable to any algebraic VOF method on structured and unstructured
mesh topologies. The presented single-field equation does not only unify both work but also
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removes the shortcomings of their respective models. In the work of Marschall et al. (2012),
an assumption was made regarding Equation (2.71) that lead to a missing curvature-related
term which is set out here, and the range of validity of the single-field model derived by Haroun
et al. (2010), which was not discussed in their work, is finally shown. As will be shown later,
the final model, Equation (2.89), can be discretized fully time-implicit, thus removing time step
limitations present for explicit solutions. Furthermore, the model can be discretized in a mass
conservative manner.
2.4.5 Influence of Mesh Resolution
As mentioned before, the central aspect for the successful application of the derived model
is the constraint which the closure assumptions (2.67) and (2.82) pose to the mesh resolution
for the derived single-field equations (2.74), (2.86) and (2.89) to be sufficiently accurate. For
the relevant case of rising bubbles at a moderate or large particle Reynolds number, i.e. Rep 1,
a thin liquid-sided boundary layer with steep normal gradient of the concentration appears at
the interface. Additionally, in scope of gas-liquid systems, concentration gradients tangential to
the interface can indeed be neglected.
To simulate species transfer from rising bubbles, a major difficulty therefore is to resolve
the thin concentration boundary layer at the interface. To successfully apply the derived CST
model to the case of species transfer from rising bubbles, sufficient resolution has to be provided
in order to resolve the concentration boundary layer. For the presented model, the required
resolution is determined by the closure assumptions (2.67) and (2.82). However, numerical
results presented hereafter suggest that assumption (2.67) is the limiting condition since the
CST model with harmonic mean diffusion coefficient, Eq. (2.86), shows slight benefits compared
to Eq. (2.74) in terms of accuracy for a given mesh resolution.
Further, it was observed that the concentration boundary layer needs to be resolved with
at least 4-5 computational cells in order to obtain sufficiently accurate results for the diffusive
mass transfer over the interface. However, as will be discussed in Sections 3.2.4 and 5.2.1, the
necessary mesh resolution is strongly influenced by the discretization of the species advection
term due to numerical diffusion or anti-diffusion. Moreover, if the concentration boundary layer
is under-resolved and H > 1, the diffusion terms in the CST model will always lead to an over-
prediction of the species transfer. From the closure assumption (2.67), it is obvious that the
limiting term for species transfer, ( c1 − c2), will be always under-predicted if the concentration
boundary layer is under-resolved, which leads to an increased species transfer over the interface.
2.4.6 Zero-Solubility Limit
In special cases it might be important that a species should stay solely within one phase,
e.g. in case of chemical reaction simulations. Thus, setting the diffusion coefficient within one
phase to zero or the Henry coefficient to a very high number should lead to no interfacial mass
transfer within the numerical model. In scope of algebraic VOF methods, this imposes two
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conditions on the numerical model: First, the diffusive terms in the transport equation need to
vanish at the interface and second, the employed advection algorithm must ensure that no mass
is transferred over the interface. This is indeed a challenge for algebraic methods and requires
consistent advection between volumetric phase fraction and species concentration fields (cf.
Chapter 5.2.1). To assess the capabilities of the CST model for modelling zero solubility, hence,
four different limiting cases must be studied:
1. H→∞, 2. H→ 0, 3. D1→ 0, 4. D2→ 0 .
Consider first the interfacial flux for the CST model with harmonic mean diffusion coeffi-
cient, here repeated for convenience of the reader
〈D〉h

∇c − 1−
1
H
α1 +
1−α1
H
c∇α1

.
Here, the limiting values of a discrete function at face centres is considered, so partial knowledge
of the discretization procedure introduced in Chapter 3.2.3 is presumed. As face centre values
only depend on face-neighbour cell values and the flux-based discretization only considers face-
normal gradients, the four limiting cases need only be studied in the interfacial region, i.e. in
computational cells with α1 ∈ (0, 1). Before continuing the investigation of limiting values for
the flux terms, the limits of concentration and concentration gradient need to be investigated.
Considering the definition of the mixture concentration, one obtains
lim
H→0 c =
(
(1−α1) c2 if α1H 1−α1
c1 ≡ 0 if α1 ≡ 1 , limH→∞ c =
(
α1 c
1 if α1H 1−α1
c2 ≡ 0 if α1 ≡ 0 ,
(2.90)
lim
H→0∇c =
(∇ (1−α1) c2 if α1H 1−α1
∇c1 ≡ 0 if α1 ≡ 1 , limH→∞∇c =
(∇ α1 c1 if α1H 1−α1
∇c2 ≡ 0 if α1 ≡ 0 .
(2.91)
With above limits of the mixture concentration and its gradient, the limiting values of the
harmonic CST model can be calculated to prove that the proposed formulation is capable of
modelling the limiting cases of zero solubility.
1. case H→∞:
lim
H→∞∇c −
1− 1H
α1 +
1−α1
H
c∇α1 =

∇c − cα1∇α1 = α1∇c1 , if α1H 1−α1
∇c −H c∇α1 ≡ 0 , if α1 ≡ 0
∈  0, α1∇c1 else . (2.92)
2. case H→ 0:
lim
H→0∇c −
1− 1H
α1 +
1−α1
H
c∇α1 =

∇c + c1−α1∇α1 = (1−α1)∇c2 , if α1H 1−α1
∇c − cα1∇α1 ≡ 0 , if α1 ≡ 1
∈  0, (1−α1)∇c2 else . (2.93)
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3. case D
1→ 0:
lim
D
1→0
〈D〉h =

D
2
if α1 ≡ 0
0 if α1 D
2 0
∈ 0, D2 else . (2.94)
4. case D
2→ 0:
lim
D
2→0
〈D〉h =

D
1
if α1 ≡ 1
0 if (1−α1) D1 0
∈ 0, D1 else . (2.95)
Hence, the harmonic CST model is expected to be capable of successfully modelling each of the
four limiting cases without producing artificial mass transfer, which is confirmed in test cases
presented in Chapter 5.2.5. The same analysis can be performed for the arithmetic CST model.
2.4.7 Sherwood Number Calculation
To quantitatively assess the interfacial mass transfer, the global and local Sherwood num-
bers need to be computed from numerical results. For computation of the global Sherwood
number, different possible formulations can be utilized. The simplest and in case of algebraic
VOF methods most accurate way is to compute the global Sherwood number from depletion of
the average concentration within the bubble over time
Sh :=ucurlyShloc = 1|SΣ|
∫
SΣ
∇c·nΣ dbcΣ − c∞ dS , (2.96)∫
SΣ
D∇c·nΣ dS =
∫
Vb
∂t c dV = ∂t
∫
Vb
c dV
⇒Sh≈ 1|SΣ|
db
Dliq
 
cliq,Σ − cliq,∞
∂t∫
Vb
c dV . (2.97)
For reasons of comparability with experimental results it is important to note that experimental-
ists usually use the interface area of a volume-equivalent spherical bubble instead of the actual
bubble area to compute the global Sherwood number or mass transfer coefficient. This is due
to the fact that the real interface area can be assessed only with great difficulty in experimen-
tal results. Instead, the area of a volume-equivalent spherical bubble is used, where only the
equivalent diameter needs to be estimated. Hence, when comparing to experimental results, it
is important to first check, how the Sherwood numbers are computed in the experimental setup.
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The calculation of local Sherwood numbers in context of algebraic VOF methods remains a
difficult problem. Since no actual interface in sense of a mathematical surface per interface cell
exists, the calculation of normal gradients is not suitable to compute local Sherwood numbers.
The approach suggested here, which however is very noise-sensitive, is to compute all diffusive
fluxes at face centres in the vicinity of the interface. These fluxes are then reconstructed on a
per-cell basis to obtain cell-centred flux vector fields which are then simply weighted with the
local interfacial area density, which yields
Shloc =

F f ,diff
db
cΣ,liqDliq

recon
·nΣaΣ , (2.98)
where the face flux field F f ,diff is directly taken from the discretized CST model equation. In
above Equation, [...]recon denotes the reconstruction algorithm as utilized in the interFoam solver

Ff

recon =
∑
f
Sf
|Sf | ⊗ Sf
−1 ·∑
f
Sf
|Sf |Ff . (2.99)
However, local disturbances in the concentration field introduced mainly by the advection term
lead to strongly temporal and spatial varying local Sherwood profiles. To evade this problem, an
algebraic advection method would have to be found which allows for the consistent advection
of volumetric phase fraction and species concentration without locally changing the profiles (cf.
Section 5.2.1).
For the setup of numerical simulations, it is important to get an a-priori estimate of the
species concentration boundary layer thickness. Based on the definition of the local Sherwood
number, it is possible to derive such an estimate:
Sh :=
ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright∇c·nΣ dbcΣ−c∞ ≈ ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightcΣ−c∞δx dbcΣ−c∞ ⇒ ucurlyδx ≈ dbSh . (2.100)
Hence, existing correlations for the global Sherwood number can be used to a-priori estimate
the boundary layer thickness using above Equation.
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3 Numerical Method
This chapter is concerned with the numerical solution to partial differential equations in
the context of the Finite Volume Method. The set of mathematical single-field governing equa-
tions derived in the previous chapter is transferred into algebraic equations ready for numerical
solution. Aim of this work is to find a suitable discretization for the CST equation for interfacial
species transfer, especially regarding the non-standard interfacial terms. A further challenge dis-
cussed in this chapter is the discretization of the advection terms regarding consistent transport
of volumetric phase fraction and species concentration fields. Having derived a mathematical
model in form of a set of balance equations describing the flow problem, a suitable discretiza-
tion of the equation set needs to be found for the numerical calculation. The discretization
transforms the partial differential equations (PDE’s) into a set of (discrete) algebraic equations
at specified locations (or nodes) within the continuous domain. For the numerical discretiza-
tion of PDE’s, many different techniques are available, each possessing certain advantages and
disadvantages. In this work, the Finite Volume Method (FVM) is utilized due to its various ad-
vantages in the field of two-phase flow modelling, mainly the inherent conservation property
and method robustness as well as the suitability in complex geometries by utilizing unstructured
meshes of general topology.
3.1 Finite Volume Method
The FVM is based on the integral formulation of the set of balance equations. Discretizing
the computational domain into finite volumes, different variable arrangements can be chosen
where the values are stored either in the cell or face centres (Hirsch, 2007). The different choices
are also known as staggered or collocated grid arrangement. On a staggered grid arrangement,
scalar-valued quantities are stored in the control volume centres whereas vector- and tensor-
valued quantities are typically located at the face centres. In collocated grid arrangements, all
physical quantities are stored in the cell centres. The latter can introduce numerical difficulties
due to an odd-even decoupling between pressure and velocity fields (Rhie and Chow, 1983). In
this work, a pseudo-staggered grid arrangement is utilized, where all transported quantities are
stored in the cell centres, the numerical algorithm however is based on velocity fluxes which are
stored in the face centres. This arrangement allows for a momentum conservative discretization
and inherently contains the interpolation correction of Rhie and Chow (1983).
Before discussing the method details, a closer look needs to be taken at the different possible
definitions of finite control volumes (CV). The resulting spatial decomposition of the computa-
tional domain Ω into finite control volumes V can be structured or unstructured. In structured
arrangements, every cell has two well-defined neighbours in d independent local directions in
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Figure 3.1.: General polyhedral control volume in unstructured meshes
Rd and cell addressing is achieved by incrementing a counter in every dimension. As a re-
sult, control volumes in structured meshes are limited regarding their shape to be hexahedral.
Unstructured meshes allow for control volumes of more general shape. A CV can be a general
polyhedron as depicted in Figure 3.1 which however must be convex. This generally complicates
indexing of the cells and makes indexing based on spatial dimensions impossible. Commonly,
only information about direct face-neighbouring cells is stored in unstructured meshes (as is the
case in this work), which leads to the notation P for parent and N for neighbour cells. A conse-
quence is that the discretization is usually realized using only information of face-neighbouring
cells as otherwise costly search algorithms would have to be employed.
To introduce the Finite Volume Method, the starting point is the local instantaneous partial
differential equation for an arbitrary transport quantity Φ in single-phase flow (Equation 2.4)
∂t(ρΦ) +∇·(ρΦu) = −∇· −ΓΦ,d∇Φ+ SΦ(Φ) ,
repeated here for convenience. The Finite Volume Method is characterized through the applica-
tion of Gauss’ and Leibniz’ rule to the integral formulation of the balance equations. Integration
over the spatially and temporally fixed control volume V and application of Gauss’ and Leibniz’
rules as well as the Reynolds transport theorem leads to (see Section 2.1.2)∫
V
∂t(ρΦ)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
time derivative
dV = −
∮
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n· (ρΦu)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
advection term
dS −
∮
S
n·  −ΓΦ,d∇Φ´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
diffusion term
dS +
∫
V
SΦ(Φ)®
source term
dV . (3.1)
The numerical treatment of the different terms in above equation within the Finite Volume
framework is shown in the following. The general principle is to approximate the surface in-
tegrals in terms by the values of the transported quantity at the face centre positions and to
approximate volume integrals by the cell centre values. Thus, the Finite Volume Method is at
best second-order in terms of accuracy. To prove this, consider a second-order Taylor series
expansion of a scalar-valued arbitrary quantity φ around the control volume centre position P
and the face centre position f . Integration then yields for
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• surface integrals:∮
S
φn dS =
∑
f
∫
Sf
φn dS
sec. order
≈ ∑
f
∫
Sf

φ
 
xf

+
 
x− xf
 ·∇φ xfn dS
=
∑
f
∫
Sf

φf +
 
x− xf
 · (∇φ)f n dS
=
∑
f
∫
Sf
φf n dS + n
(∇φ)f ·
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∫
Sf
 
x− xf

dS

=∑
f
Sfφf . (3.2)
• volume integrals: ∫
V
φ dV
sec. order
≈
∫
V
[φ(xP) + (x− xP) ·∇φ(xP)] dV
=
∫
V
φ(xP) dV +∇φ(xP) ·
∫
V
(x− xP) dV
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= φPVP . (3.3)
To achieve the optimal second-order convergence, the face-interpolated quantities have to be
evaluated with at least second order accuracy. On unstructured meshes of general topology this
requires corrections to standard interpolation schemes as discussed later.
Depending on the employed Finite Volume Method – staggered or collocated grid arrange-
ment – the values of different quantities are either known on the face or at cell centres. From
above approximations (Equations 3.2 and 3.3) it becomes evident that quantities whose values
are unknown in the specified locations have to be estimated by means of interpolation. In the
Finite Volume approach employed in this work, all relevant quantities are stored in the cell cen-
tres except for the volumetric flux F ≡ Sf ·uf which is stored in the face centres. As a result, the
calculation of surface integrals of the transported quantities requires the interpolation of these
quantities from the cell centres to the face centres.
Due to the nature of the Finite Volume Method, the specification of maximum error bounds
as frequently used e.g. in Finite Element Methods, is not possible. Instead, truncation errors
of the FVM depending on the employed interpolation schemes can be studied. An analysis
of truncation errors for some specific Finite Volume discretizations on unstructured meshes
can be found in Jasak (1996), Juretic (2004), Juretic and Gosman (2010) and more general
investigations on truncation errors are given in Turkel (1985), Roe (1987).
3.1.1 Advection Term
The advection term has a special significance in this work due to its importance to algebraic
VOF methods as discussed later. It should be noted that the term advection is used in this thesis
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to describe the passive transport of a quantity by a given velocity field. This stands in contrast to
the term convection, which is herein used to describe the transport of the momentum equation,
i.e. a non-linear transport term. The advection term in Equation (3.1) can be formulated as a
sum over the control volume faces as∮
S
n· (ρφu) dSsec. order≈ ∑
f
Sf · (ρφu)f ≈∑
f
Sf · (ρu)f φf =∑
f
ρf Ffφf , (3.4)
where ρf Ff ≡ Sf · (ρu)f denotes the face mass flux. Here, two approximations are made subse-
quently. The first approximation is the mid-point approximation introduced in Eq. (3.2). The
second approximation stems from interpolation errors of the transported quantity. Only when
all necessary face interpolations are at least second-order accurate, the approximation of the
surface integral remains second-order. The face volumetric flux Ff is provided from the applied
algorithm for pressure-velocity coupling and needs to ensure for incompressible flows in each
CV ∫
V
∇·u dVsec. order≈ ∑
f
Sf · (u)f =∑
f
Ff
!
= 0 . (3.5)
The choice of appropriate face interpolation or differencing schemes to obtain the face centre
values Φf for the advection term (also referred to as advection schemes) is a topic in its own
and due to its importance to this work is discussed in detail in Appendix A. Advection schemes
need to fulfil a series of requirements. This class of interpolation schemes needs to be accurate,
bounded and numerically stable. In context of the transport of strong gradients and disconti-
nuities, a suitable interpolation scheme is further required to be compressive, meaning that the
face interpolation must minimize or counteract numerical diffusion. The accuracy of a scheme
is dependent on the order of Taylor series approximation (cf. Equations 3.6 and 3.7). Achiev-
ing a certain convergence order or even a certain overall accuracy may still not be sufficient in
many cases, as the transported physical quantity might have natural bounds which need to be
enforced. An interpolation scheme which ensures the solution to be within the specified bounds
is called a boundedness-preserving or simply a bounded scheme. In case of algebraic Volume-of-
Fluid methods, the volumetric phase fraction α1 is such an example, as it can only take values in
the interval [0, 1]. How boundedness and a sharp field can be preserved by advection schemes
is part of Appendix A.
Interpolation schemes
On unstructured meshes of general topology, interpolation schemes commonly are based
on information within a small computational stencil as depicted in Figures 3.2a and 3.2b.
Based on a Taylor series expansion around nodes P and N , as well as U , a multitude
of different face-interpolation schemes, each with different numerical properties, can be
derived. One of the most frequently used interpolation schemes, which is of second-order
accuracy, is the central differences scheme. It is widely utilized in Finite Difference and
Finite Volume methods but, for reasons explained in Section A, is not necessarily suited for
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(a) Two-node stencil. (b) Three-node stencil.
Figure 3.2.: Interpolation stencils of face-neighbouring cells
the discretization of the advection term. The scheme utilizes a stencil only of the two face-
neighbouring nodes, P and N (see Figure 3.2a). A second-order Taylor series expansion
around the face centre to approximate the values at P and N reads
φP = φf − (1− fx)∇φf ·d+O  d2 (3.6)
φN = φf + fx∇φf ·d+O  d2 . (3.7)
Multiplication of (3.6) with fx and (3.7) with (1− fx) and summation yields the central
differencing interpolation scheme
φf (CD) = φP fx +φN (1− fx) , (3.8)
with the linear interpolation factor fx defined as
fx ≡ |xf − xN ||d| =
f N
PN
. (3.9)
The central differences scheme, due to its nature, is also frequently termed linear interpo-
lation.
To implement three-point stencil interpolation schemes on unstructured meshes, the so-
called downwind weighting factor formulation (Moukalled et al., 2015) is utilized, which
explicitly lumps the upwind bias of the interpolation scheme into the interpolation weigths
for nodes P and N , resulting in any three-stencil interpolation scheme to be written as
φf = γPφP + (1− γP)φN . (3.10)
The advection schemes utilized in this Thesis, namely the CICSAM scheme (Ubbink, 1997)
and the MULES advection algorithm with counter-gradient diffusion (Weller, 2006), as
well as the theory behind these discretization practices is given in Appendix A.
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3.1.2 Diffusion Term
Employing the same surface integral approximation as for the advection term, the diffusion
term can be transformed into∮
S
n·  Γφ,d∇φ dSsec. order≈ ∑
f
Sf ·  Γφ,d∇φf ≈∑
f
 
Γφ,d

f
Sf · (∇φ)f . (3.11)
The two face-interpolated quantities
 
Γφ,d

f
and Sf · (∇φ)f in the above equation need further
consideration. It should be noted that any stable numerical discretization requires
 
ΓΦ,d

f
> 0
(Hirsch, 2007, LeVeque, 2002). Focusing now only on a suitable discretization in context of
the VOF equations, where the diffusion coefficient is a mean quantity (see Section 2.3), face
interpolation in the bulk phases can be achieved by any higher-order scheme. Most commonly,
diffusion coefficients in the respective bulk phases are assumed to be constant or only slightly
changing anyway. The difficulty in face interpolation of


ΓΦ,d

arises at the fluid-fluid interface,
where the diffusion coefficient commonly experiences a discontinuous jump over several orders
of magnitude. Thus, the face interpolation of


ΓΦ,d

is bound to influence the accuracy of the
numerical method. In general, it can be said that no specific best interpolation practice exists
but rather that a suitable interpolation method depends on the employed numerical method.
In the following, some literature examples for suitable choices of interpolation for diffusion
coefficients are recalled.
Based on a one-dimensional steady heat conduction problem, Patankar (1980) showed that
the correct interpolation technique for the interface conductivity (evaluated at the faces) is a
parallel (or harmonic) mean. This procedure can be transferred to the viscosity interpolation in
the momentum equation as shown e.g. by Kothe (1999) which leads to


µf

h =
 ∑
k=1,2
(αk)f ,CD
µk
!−1
, (3.12)
where the volumetric phase fraction α is interpolated from the cell centres to the faces by
central differences (CD). Kothe (1999) pointed out that a serial mean of the viscosity in some
cases causes an artificial acceleration of the lighter phase, resulting in too high velocities due to
an unphysical viscous term. He extended the idea of Patankar (1980) to three dimensions and
based on an analysis of the stress tensor, suggests an averaging procedure taking into account
the cell-face / interface orientation. In the unstructured Volume-of-Fluid method, the equations
are discretized on control volumes of general polyhedral shape whose faces are denoted with f
and the cell-face/interface orientation is taken into account by γf := |ucurlynf ·ucurlynΣ |. The averaging
procedure for the mean viscosity introduced by Kothe (1999) reads

µf

= γf


µf

h +
 
1− γf
 

µf

a , (3.13)
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where the quantities


µf

h and


µf

a in above equation are the harmonic (or parallel) and
arithmetic (or serial) mean viscosities, respectively. This approach is adopted in the present
work for the estimation of face-centred viscosities and can be employed also in context of the
Continuous Species Transfer Model as shown in Section 2.4.
Now consider the second term in Equation (3.11). The term Sf · (∇φ)f represents the pro-
jection of the gradient of the transported quantity onto the face normal direction. On structured
meshes, different treatments of this term are possible. In unstructured meshes as employed in
the present work, the general approach is to calculate the surface normal gradient only from
information at face neighbour points which yields
Sf · (∇φ)f = |Sf |∇⊥f φ ≈ |Sf |φN −φP|d| , (3.14)
where ∇⊥f φ denotes the surface normal gradient, the gradient of the transported quantity in
face-normal direction.
3.1.3 Time Derivative
The treatment of the temporal term is presented last, as it requires the numerical treatment
of all previous steps and completes the Finite Volume Method. Consider a time integration over
an interval ∆t of Equation (3.1) according to
t+∆t∫
t
∫
V
∂t(ρΦ) dV
 dt = − t+∆t∫
t
∮
S
n· (ρΦu) dS
 dt
−
t+∆t∫
t
∮
S
n·  −ΓΦ,d∇Φ dS
 dt + t+∆t∫
t
∫
V
SΦ(Φ) dV
 dt
which after spatial discretization becomes
t+∆t∫
t
VP∂t(ρPΦP) dt =
t+∆t∫
t

−∑
f
FΦf +
∑
f
 
ΓΦ,d

f
Sf ·∇Φf +  SuVP + SpΦPVP dt . (3.15)
Above equation is known as the “semi-discretized form” of the generic transport equation
(Hirsch, 2007). For the discretization of the temporal term (l.h.s. of Eq. (3.15)), different nu-
merical schemes can be applied. The most common time discretization schemes which are
applied in Finite Volume and Finite Difference Methods are the explicit/implicit Euler and the
Crank-Nicholson scheme.
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• Explicit Euler is a first-order accurate time discretization, where the values of Φ and ∇Φ
are taken from the old time step, denoted with ’o’. The value of the transported quantity
in the new time level ’n’ is then calculated from
ρnPΦ
n
P −ρoPΦoP
∆t
VP = −
∑
f
F oΦf
o
∑
f
 
ΓΦ,d
o
f
Sf ·∇Φfo +  SuVP + SpΦoPVP
⇔ ρ
n
PΦ
n
P −ρoPΦoP
∆t
VP = S (to) . (3.16)
As can be seen, the explicit Euler discretization leads to a system of algebraic equations for
ΦP which can be solved explicitly, thus the name of the scheme. From an error analysis of
the time discretization it can be shown (e.g. Jasak (1996)) that the explicit Euler scheme
introduces numerical anti-diffusion of the same magnitude as the first-order upwind dis-
cretization. Due to the anti-diffusion this time discretization scheme is not unconditionally
stable, which results in time step limitations. For the first-order explicit Euler discretiza-
tion of the advection equation, the limiting time step criterion is the well-known Courant
number limit or CFL (Courant-Friedrichs-Lewis) condition
Cf =
uf ·d
∆t
≤ 1. (3.17)
Other explicit time step restrictions can be derived from the stability analysis of different
flow problems, as e.g. the diffusion equation. In this work, the Courant number criterion
poses the limiting time step restriction as discussed later.
• Implicit Euler is the implicit counter-part to above scheme and reads
ρnPΦ
n
P −ρoPΦoP
∆t
VP = S (tn) , (3.18)
leading to a system of algebraic equations which has to be solved for the implicitly given
ΦP . Implicit treatment of all terms increases stability, since it adds numerical diffusion
(Jasak, 1996, Juretic, 2004). The numerical diffusion of the implicit Euler scheme is of
the same magnitude as the explicit Euler scheme but with positive sign (Jasak, 1996). As
the explicit Euler scheme, it is of first-order accuracy. A fully implicit discretization as in
Equation (3.18) leads to an unconditionally stable numerical method (Hirsch, 2007) in
terms of time step restrictions.
• Crank-Nicholson is a second-order accurate time discretization utilizing only the current
and new time levels. It can be thought of as central differences in time which reads
ρnPΦ
n
P −ρoPΦoP
∆t
VP =
1
2
(S (to) +S (tn)) . (3.19)
Due to the second-order accuracy, the Crank-Nicholson scheme is preferable to the Euler
time discretization schemes. However, while the scheme is unconditionally stable (Hirsch,
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2007), numerical issues with boundedness and solver convergence might arise (Jasak,
1996), depending on the regarded flow problem. These can be remedied by blending the
Crank-Nicholson scheme with the implicit Euler scheme, which in effect adds numerical
diffusion to the discretization. The blended Crank-Nicholson scheme depending on the
blending factor γCN ∈ [0, 1]
ρnPΦ
n
P −ρoPΦoP
∆t
VP =
1
2
γCN [S (to) +S (tn)] + (1− γCN)S (tn)
=
1
2
γCNS (to) +

1− 1
2
γCN

S (tn) (3.20)
recovers the original scheme for γCN = 1 and reduces to the Euler implicit scheme for
γCN = 0. The Crank-Nicholson scheme is implemented in its blended version (Eq. (3.20))
in the open source C++-library OpenFOAM®. However, for the implementation of time
discretization schemes to be completely independent of spatial discretizations, the Crank-
Nicholson scheme is implemented in a special way, storing time derivatives of old time
steps. It was found in this study that this special implementation of the Crank Nicholson
scheme in OpenFOAM® performs considerably worse in terms of boundedness compared
to its original definition (Eq. (3.19) or (3.20)). Therefore, the standard Crank-Nicolson
scheme is utilized in the present work.
As shown in Moukalled and Darwish (2012), the discretization of the temporal term can also
be used to increase the compression of the numerical model for the transport of sharp fields
by exploiting the anti-diffusion-like truncation errors of the explicit Euler scheme. Enforcing
boundedness criteria analogous to the Convection Boundedness Criterion (see Appendix A) leads
to a new class of compressible time discretization schemes. Moukalled and Darwish (2012) have
shown that this new class of time discretization scheme is especially beneficial to the transport
of the volumetric phase fraction in algebraic Volume-of-Fluid methods.
3.1.4 Source Term
The handling of source terms in context of the Finite Volume Method is closely related to
the approximation of volume integrals as shown in Equation (3.3). Source terms are considered
to be all terms which cannot be formulated as advection, diffusion or temporal terms in the
respective transport equation. The source (or sink, depending on its sign) SΦ(Φ), independent
from its exact form, is therein linearized
SΦ(Φ)≈ Su + SpΦ , where Sp ≡ ∂
∂Φ
(SΦ(Φ)) . (3.21)
The Finite Volume Discretization of source terms then reads∫
VP
SΦ(Φ) dV
sec. order
≈
∫
VP
 
Su + SpΦ

dV
sec. order
≈ SuVP + SpΦPVP , (3.22)
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where Equation (3.3) was used to approximate the volume integrals. Generally, it is preferable
to discretize the source term as implicit as possible to enhance the method’s stability. As can
be seen in Equation (3.22), a standard treatment would thus mean that Su would be treated
explicitly while Sp would go into the matrix to solve for ΦP . However, for the matrix solvers
to obtain a solution, the diagonal dominance of the matrix is very important. Therefore, it is
usually advisable to treat Sp explicitly if Sp > 0 and implicitly if Sp < 0.
3.1.5 Mesh-Skewness Correction
The vast majority of available literature regarding discretization methods is considered with
Cartesian meshes, where the above methods can readily be applied. On the other hand, the vast
majority of industrial applications considers complex geometries, where unstructured meshes
of general topology are required. Such meshes typically suffer from two types of skewness-
induced errors: non-orthogonality and non-conjunctionality errors (cf. Figures 3.3 and 3.4).
Discretization errors due to mesh skewness can severely deteriorate the numerical fidelity of the
method resulting in loss of boundedness, accuracy and order of convergence. Consequently, the
discretization practices introduced above are no longer applicable and mesh skewness correction
becomes necessary.
Many skewness correction approaches have been devised for FV discretisation and are
nowadays well established practice. Classical approaches are explicit and correct for non-
orthogonality during discretisation of diffusion terms and non-conjunctionaly during FV discreti-
sation of advection terms, respectively. For an overview of state-of-the-art classical approaches to
skewness correction the interested reader is referred to Jasak (1996), Ferziger and Peric (2002),
Moukalled et al. (2015). A non-classical explicit approach is the ghost-point method set out in
Ferziger and Peric (2002), correcting for both non-conjunctionality and non-orthogonality si-
multaneously. However, applying classical (explicit) skewness correction approaches to the VoF
advection equation on distorted meshes results directly in severe unboundedness of the volume
fraction and as a consequence in substantial problems with stability and/or accuracy. The rea-
son for this resides in the fact that due to the typically high density ratios even small errors in
the volume fraction cause large errors in mass fraction and consequently in the momentum. It
has been found that in such cases implicit correction approaches are needed, see Croft (1998),
Zhang and Zhao (2006), Zhang and Jain (2007) and more recently Denner and van Wachem
(2014, 2015). Taking interfacial species transfer into consideration renders the situation even
more challenging, since there are now both the discretised advection and diffusion terms to be
skewness corrected.
To overcome these problems, a suitable discretization procedure for the skewness correction
of scalar-valued transport quantities has been devised in the scope of this work (Hill et al., 2018)
and is briefly introduced below. For a full description of the introduced approach as well as the
validation study, proving that the approach is indeed capable of retaining the convergence order
from Cartesian meshes, the interested reader is referred to Hill et al. (2018).
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Figure 3.3.: Non-conjunctionality error at face interpolation
Advection Term
As mentioned above, the mesh quality plays a major role in the accurate discretization
of advection terms. Standard interpolation procedures utilize information from interpolation
stencils as shown in Figures 3.2a and 3.2b. Given the central differences scheme as example,
second-order accuracy requires the face centre to be located on a line connecting both cell
centre positions. If d ≡ PN ∦ P f , mesh-induced non-conjunctionality errors occur (see Figure
3.3), which in effect reduce the accuracy of face integrals to first-order and introduce additional
numerical diffusion (Jasak, 1996). Interpolation schemes using information from P and N will
give an approximation of the value at f ′ which is not necessarily the face centre position. Thus,
the approximation of the face integral introduces a diffusion-like error which scales with m·∇φf ′
(Jasak, 1996).
To account for mesh skewness, different corrections can be applied (Demirdzic and
Muzaferija, 1995, Juretic and Gosman, 2010, Denner and van Wachem, 2014). The most
common approach is an explicit correction, here shown for an arbitrary interpolation scheme
with weight βf ′, which reads
φf = φPβf ′ +φN
 
1− βf ′
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+m·∇φf ′ . (3.23)
A drawback of this approach is that boundedness of the transported variable cannot be en-
sured. To remedy this problem, an implicit skewness correction was proposed in Denner and van
Wachem (2014) and Hill et al. (2018), which essentially looks like the explicit correction but
lumps the correction into the weighting factors:
φf = φf ′ +m·∇φf ′
⇔ φPβ sf +φN

1− β sf

= φPβf ′ +φN
 
1− βf ′

+m·∇φf ′
⇔ β sf = βf ′ +
m·∇φf ′
φP −φN . (3.24)
Boundedness is then enforced by limiting the interpolation weights using a positivity-based
criterion like TVD or CBC. The corrected weighting factor β sf corrects the face interpolation
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implicitly if mesh skewness occurs (|m| > 0), considering information from the face-neighbour
cells as well as magnitude and direction of the gradient of the interpolated value. This approach
is adopted in the present work.
Diffusion Term
The approximation of the surface normal gradient given in Equation (3.14) is only valid on
orthogonal meshes, where the cell distance vector d and the face normal vector Sf are parallel.
If d ∦ Sf , i.e. on non-orthogonal meshes (cf. Fig. 3.4), numerical errors are introduced in
Eq. (3.14). There are several possibilities to account for non-orthogonality errors which are
Figure 3.4.: Non-orthogonality error at face gradient computation
discussed in Jasak (1996). The basis is to split up the scalar product into two terms as
Sf · (∇φ)f =∆· (∇φ)f + k· (∇φ)f with Sf =∆+ k , (3.25)
where the vector ∆ is chosen to be parallel to d and k can be chosen from several options,
namely the minimum correction approach, orthogonal correction approach or over-relaxed
approach (Jasak, 1996). The latter is the standard correction approach utilized within the
OpenFOAM®-library and reads
∆=
d
d·Sf |Sf |2 ⇒ k= Sf − dd·Sf |Sf |2 . (3.26)
It should be noted that the diffusion term in its discretized form of (3.25) only exhibits bounded-
ness on orthogonal meshes. The non-orthogonal correction may therefore introduce unbound-
edness. If boundedness of the transported quantity is of major importance to the underlying
algorithm, the non-orthogonal correction needs to be limited or completely omitted. A suit-
able limiting criterion must be based on the stability and boundedness criterion for diffusion
equations, namely, that the diffusive transport needs to be always directed in the direction of
the gradient. This requires a positive diffusion coefficient and that the numerical exact gradi-
ent and the approximated discretized gradient have the same direction. On strongly distorted
meshes, this might depend on the choice of the applied non-orthogonal correction approach as
well as the employed gradient scheme. If a suitable limiting criterion can be derived, the non-
orthogonal correction could be implemented implicitly analogous to the skewness correction
(see Hill et al. (2018)).
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On general unstructured mesh topologies, both errors occur simultaneously and can both
be accounted for. As can be seen in Equation (3.25), the non-orthogonality correction depends
on the gradient at the face centre position. This gradient needs to be interpolated from the
neighbouring cell centres, where again the mesh skewness error occurs. Unfortunately, to com-
pute the cell-centred gradient of a quantity, e.g. using Gauss’ theorem, one needs to know the
face-centred values. Thus, when wanting to correct for both errors, a loop is produced. This is
emphasized in Equation system (3.27)
Sf · (∇φ)f = |∆|∇⊥f φ + k· (∇φ)f
∇φ = 1|V |
∑
f
φf Sf (3.27)
φf = φf ′ +m· (∇φ)f .
There are several ways to overcome this problem. Croft (1998) and Zhang and Zhao (2006)
introduced iterative methods, essentially solving above equations in a loop which is very costly.
A much easier and nonetheless accurate approach is to use a different gradient scheme as the
(implicit) least-squares scheme introduced in Zhang and Jain (2007). Their proposed gradient
scheme is available as an explicit scheme within the OpenFOAM® library and is utilized for all
mesh error corrections in scope of this work. Ferziger and Peric (2002) proposed ghost point-
based schemes, a different class of interpolation schemes which can be seen as an alternative
that also inherently corrects for non-orthogonality and skewness errors simultaneously.
An alternative approach to account for both mesh-induced errors simultaneously is devised
in scope of this work (Hill et al., 2018). In a first step the non-conjunctional corrected gradient
of the transported variable φ analogous to Equation (3.23) is obtained:
Sf · (∇φ)f = Sf ·

(∇φ)f ′ +∇(∇φ)f ′ ·m

.
Using Equation (3.25) to discretise Sf · (∇φ)f ′ finally yields:
Sf · (∇φ)f = ∆ · (∇φ)f ′ + k · (∇φ)f ′ + Sf ·
∇ (∇φ)f ′ ·m
= |∆|φN −φP|d| + k · (∇φ)f ′ + Sf ·
∇ (∇φ)f ′ ·m . (3.28)
Analogously to the approach previously introduced for advection terms, the above discreti-
sation of the diffusive term can also be rearranged in a way that allows for implicit bounding.
This is done by rearranging Equation (3.28) to formally correspond to the uncorrected discreti-
sation of the diffusive term (cf. Equation 3.14): 
Γφ

f
Sf · (∇φ)f !=
 
Γφ

f ,m |Sf |
φN −φP
|d| . (3.29)
Comparing Equation (3.29) with Equation (3.14) reveals that the diffusive coefficient
 
Γφ

f ,m
has to be defined as 
Γφ

f ,m =
 
Γφ

f
|d|
|Sf |
 |∆|
|d| +
k · (∇φ)f ′
φN −φP +
Sf ·
∇ (∇φ)f ′ ·m
φN −φP

. (3.30)
This formulation now enables the implicit application of limiting criteria to the diffusive
coefficient
 
Γφ

f ,m, which in turn contains the explicit correction.
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3.2 Discretization of Single-Field Equations
After the discussion of suitable discretization practices for the advection and diffusion terms
as well as the time derivative, the concrete discretization applied in this work is outlined. As
the major focus of this work is the numerical study of species transfer in two-phase flows, two
important foci are the consistent advection and the handling of interfacial terms appearing in
the CST model (Equations 2.74, 2.86 and 2.89).
3.2.1 Volume-of-Fluid Transport Equation
One major challenge for the direct numerical simulation of two phase flows employing the
VOF method is the transport of the phase indicator or volumetric phase fraction field. While
the first, i.e. the evolution of a discontinuous step function, has to be typically accomplished
by means of geometrical transport algorithms, the latter i.e. a smooth yet sharp phase fraction
field is commonly advected by algebraic methods. In both cases the VOF advection algorithm
needs to be sufficiently accurate, maintain a bounded solution and ensure a sharp interface
representation. In this work, an algebraic advection approach is employed, meaning that the
volumetric phase fraction α is transported directly by discretizing and solving the underlying
advection equation, which reads
∂tα1 + u·∇α1 = 0 in Ω . (3.31)
To maintain a bounded solution, the form of Equation (3.31) is not very suited. Utilizing the
solenoidal condition of a divergence-free velocity field (∇·u≡ 0), the Equation can be re-written
into a conservative form,
∂tα1 +∇· (α1u) = 0 in Ω . (3.32)
This form of the VOF advection equation has two major advantages over (3.31): it allows for
a conservative discretization and is generally suited to preserve boundedness, since in the limit
(cf. Weller (2006))
∇· (α1u) α1→1−−−→ 0 since ∇·u≡ 0 (3.33)
∇· (α1u) α1→0−−−→ 0 by definition/construction . (3.34)
Discretizing Equation (3.32) under the restrictions of accuracy, boundedness and sharpness of
the transported field is the most challenging scenario for algebraic methods and necessitates
the development of specialized interpolation schemes (Zalesak, 1979, Harten, 1983, Leonard,
1991, Ubbink, 1997, Muzaferija et al., 1999) and/or artificial compression or counter-gradient
diffusion algorithms (Olsson and Kreiss, 2005, Weller, 2006, So et al., 2011). To obtain a
bounded advective transport algorithm, two different approaches are possible: One can ei-
ther enforce universal a-priori boundedness criteria as the positivity, Total Variation Diminishing
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(TVD), Convection Boundedness Criterion (CBC) and Local Extrema Diminishing onto the em-
ployed face interpolation, or utilize a Flux Corrected Transport (FCT) algorithm to locally adjust
computed fluxes. Detailed information about boundedness criteria, interpolation schemes and
FCT algorithms is given in Appendix A.
The available interFoam solver utilizes an advection approach by Weller (2006), employ-
ing an artificial counter-gradient compression term in the phase fraction transport equation to
maintain a sharp interface representation (cf. Appendix A.6). However, this approach intro-
duces artificial deformation and surface wave structures (cf. Appendix D.3). The reason for this
behaviour lies within the artificial term which requires the interface normal as direction for the
compression. Thus, the accuracy of normal vector calculation will strongly influence the advec-
tion. However, even with improved normal calculations, artificial field deformations cannot be
avoided.
Based on an extensive literature survey and the background of discretization boundedness
criteria, the best choice of interpolation schemes for the problems studied here is the CICSAM
scheme of Ubbink (1997), which is therefore employed in this work. Unlike algorithms employ-
ing an artificial compression term, the anti-diffusion produced by the CICSAM scheme (and
other important Interface Capturing Schemes) scales anti-proportional to the local Courant
number. In effect, sharpness of the transported field is only preserved for sufficiently small
Courant numbers, typically, C f < 0.1.
However, Interface Capturing Schemes exhibit another very important condition, which
schemes relying on artificial compression lack: They enable the consistent transport for volu-
metric phase fraction and temperature field or species concentration (Darwish and Moukalled,
2003) which minimizes artificial mass transfer and therefore is highly relevant for the simula-
tion of interfacial heat or mass transfer. Details about the employed advection algorithm for the
species concentration fields are given in Chapter 3.2.3. Some discussion about artificial mass
transfer is given in Chapter 3.2.4 and numerical results of consistent advection are presented
in Chapter 5.2.1. To emphasize the importance of the advection algorithm, note that the intro-
duced errors of (species) advection are the leading errors in the presented numerical study of
interfacial mass transfer from rising bubbles.
The discretization discussed here is the method implemented in the interFoam solver. How-
ever, the transport equation for the volumetric phase-fraction is discretized using the CICSAM
scheme rather than the original discretization practice introduced by Weller (2006), who intro-
duces a counter-gradient diffusion term and the MULES FCT algorithm (cf. Appendix A.6). The
discretized phase-fraction advection equation then reads:
v∂t[α1]w+
1
∇·u[α1]f (CICSAM,Ff ,γ)9= 0 , (3.35)
where the double square brackets v·w indicate a term being discretized implicitly with respect to
the transport quantity denoted in single square brackets (Weller, 2005a). This notation is not
to be confused with jump brackets in the continuum modelling part of this thesis. To verify the
choice of using Interface Capturing Schemes within this work, different advection methods are
compared regarding consistent advection in Chapter 5.2.1.
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3.2.2 Volume-of-Fluid Linear Momentum Equation
In this work, the PISO algorithm is utilized to handle the pressure-velocity coupling, where
the full momentum equation is only used as a momentum predictor. The left-hand side and
the diffusion term in Eq. (2.52) are discretized in a standard way whereas the additional force
terms on the r.h.s. are reconstructed from a flux field:
v∂t (ρ[u])w+
1
∇· Fρ[u]9− v∇·(µeff∇[u])w−∇u : ∇µeff =
[σκ∇α1 − (g·x)∇ρ −∇p]recon , (3.36)
where the reconstructed r.h.s. of above Equation reads
[σκ∇α1 − (g·x)∇ρ −∇p]recon =∑
f
Sf ⊗Sf
|Sf |
−1 ·∑
f
Sf
|Sf |

(σκ)f ∇⊥f α1 − (g·x)f ∇⊥f ρ −∇⊥f p |Sf | . (3.37)
The mass flux Fρ is herein consistently computed from the phase fraction transport flux
Fρ = α1f (CICSAM)
 
ρ1 − ρ2 F + ρ2F . (3.38)
The reconstruction algorithm is used to construct a cell-centred vector field from a given face
flux field. This needs to be done since the interFoam solution algorithm is flux-based, meaning
that it is solved for the face fluxes F := uf ·Sf rather than the cell-centred velocities uP which
are, as stated above, only used in the momentum predictor step. Details about the employed
pressure-velocity coupling can be found, e.g., in Ubbink (1997) and Rusche (2002).
3.2.3 Continuous Species Transfer Method
Finite Volume discretization of the derived single-field CST model needs special attention
due to the additional interfacial terms and the advection term. The discretization of the CST
interfacial species flux terms is demanding and of crucial importance. It will be shown, however,
that the correct discretization procedure is guided by the derivation of the CST model. To
motivate and outline the utilized discretization procedure, let us consider the CST single-field
formulation using a harmonic mean diffusion coefficient (Eq. (2.86)), which is repeated here
for convenience
∂t c +∇· ( c u) =∇· (〈D〉h∇c)−∇·

〈D〉h 1−
1
H
α1 +
1−α1
H
∇α1 c

.
On the r.h.s., it can be seen that the diffusion process over the interface is split into a Laplacian
term and a divergence term for the mixture concentration c . This poses a problem, since up to
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this point it is not clear how a divergence term needs to be discretized to appropriately mimic a
diffusive process on the discrete level.
Let us first consider a standard FVM discretization procedure. The general FVM discretiza-
tion practice for Laplacian terms reads (on orthogonal meshes)∫
Vp
∇·  Γφ∇φ dV ≈∑
f
 
Γφ

f
(∇φ)f ·Sf =∑
f
 
Γφ

f
φN −φP
|dPN | |Sf | (3.39)
and for divergence terms ∫
Vp
∇· (φu) dV ≈∑
f
(φ)f Sf · (u)f , (3.40)
where P and N denote the centre of a polyhedral cell and its neighbour, respectively (cf. Fig.
3.1). With this, a fully implicit standard FV discretization for the CST single-field equation reads
in FV notation (Weller, 2005a, Marschall et al., 2012)
v∂t ([ c])w+
1
∇·F[ c]f (F,CICSAM,γf )9= 1∇· (〈D〉h)f ∇[ c]9
−
45∇·
  
(〈D〉h)f

1− 1H
α1 +
1−α1
H

f (S,γ)
∇⊥f α1
!
[ c]f (S,γ)
!<= .
(3.41)
In (3.41), ∇⊥f α1 denotes the gradient of α1 in the face normal direction, i.e. on orthogonal
meshes
∇⊥f α1 ≡ Sf ·∇fα1 ≈ αN −αP|dPN | |Sf | . (3.42)
The face interpolation of the harmonic mean diffusion coefficient is done according to Eq. (3.12)
(〈D〉h)f =
 ∑
k=1,2
(αk)f ,CD
D
k
!−1
. (3.43)
To be able to implement and solve Equation (3.41), one needs to find a consistent interpolation
scheme ’S’ with parameter γ which would allow us to mimic the diffusion process over the
interface via above divergence term. The key point here is to reconsider the unclosed harmonic
CST Model, Eq. (2.85), and recall that the term in question results from the application of the
closure assumption (2.68). This term must therefore be discretized in a way such that
1− 1
H
 ( c)f (S,γ) 
α1 +
1−α1
H

f (S,γ)
≈   c1 − c2
f (S,γ)
(3.44)
also is valid in a discrete sense for face-interpolated values. The splitting of the face interpola-
tion on the l.h.s. into numerator and denominator is done in order to achieve a form suitable
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for time-implicit discretization. To clarify, above equation is only shown to emphasize the dis-
cretization idea. Obviously, the r.h.s. term is unclosed and cannot be discretized. Assuming
one would attempt to discretize the r.h.s. term, a proper choice in terms of accuracy would be
a second-order central differencing scheme, which for non-uniform mesh size at the interface
yields  
c1 − c2
f (S,γ)
=ωCD
 
c1

P −
 
c2

P

+ (1−ωCD)
 
c1

N −
 
c2

N

. (3.45)
Consequently, a consistent discretization procedure (that allows for time-implicit discretization)
for above term with a special (a priori unknown) discretization scheme S′, which is employed
in the present work, reads (on non-equidistant meshes)

1− 1
H
 ( c)f (S′,γ) 
α1 +
1−α1
H

f (S′,γ)
=

1− 1
H
ωCD ( c)f (Fl ,UD) 
α1 +
1−α1
H

f (Fl ,UD)
+(1−ωCD)
( c)f (Fl ,DD) 
α1 +
1−α1
H

f (Fl ,DD)
 ,
(3.46)
where UD and DD denote the upwind and downwind discretization based on a flux Fl respec-
tively. In above discretization, it was assumed that the upwind cell is the parent cell "P". Oth-
erwise, the weighting factors would need to be switched. The flux Fl can be chosen arbitrarily
as it is only needed to distinguish between a face parent and neighbour cell on unstructured
meshes. Further, it was argued by Haroun et al. (2010) that a discretization of a single-field
model for an advection-diffusion equation should fulfil one condition: in a steady-state case
without convection, the interfacial flux term should exactly balance the diffusion term, which
reads for Eq. (2.86):
∇· (〈D〉h∇c)−∇·

〈D〉h 1−
1
H
α1 +
1−α1
H
c∇α1

!
= 0 . (3.47)
It can be proven that this condition is fulfilled for the derived single-field CST Equations (2.74),
(2.86) and (2.89) when using the presented discretization procedure.
For the harmonic CST model, the discretization of the r.h.s. terms (on a uniform mesh)
reads
∑
f
(〈D〉h)f |Sf |
∇⊥f c − 1− 1H
α1 +
1−α1
H
c

f (S′,γ)
∇⊥f α1
 (3.48)
=
∑
f
(〈D〉h)f |Sf |
 cN − c P|dPN | − 12

1− 1
H
 
cN
α1,N +
1−α1,N
H
− c P
α1,P +
1−α1,P
H
!
α1,N −α1,P
|dPN |
 .
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To show that this discretization practice is indeed suitable, the steady-state case in absence of
advection is studied. Denoting the phase fraction-dependent terms with
γN ≡ α1,N + 1−α1,NH , and γP ≡ α1,P +
1−α1,P
H
,
the discretization practice yields∑
f
(〈D〉h)f
|Sf |
|dPN |

( cN − c P)− 12 (γN − γP)

cN
γN
+
c P
γP

=
∑
f
(〈D〉h)f
|Sf |
|dPN |
1
2
γN + γP
γNγP
[γP cN − γN c P] != 0 . (3.49)
In case of a one-dimensional steady-state diffusion, the analytical solution is a linear concentra-
tion profile in both phases with a concentration jump over the interface. Thus, the transported
species concentration flux is a constant in the whole domain. From Eq. (3.49), it is easy to see
that a linear concentration profile is the numerical exact solution in the bulk phases.
An alternative discretization method was suggested by Haroun (2008). The term in ques-
tion can also be discretized, using central differences in the numerator and denominator sepa-
rately
 
c1 − c2
f
≈

1− 1
H

c
α1 +
1−α1
H

f
=

1− 1
H
 c P+ cN
2
α1,P+α1,N
2 +
1−α1,P+α1,N2
H
. (3.50)
This, however, is not a second-order approximation to the original unclosed equation. In the
case of steady-state one-dimensional diffusion, this discretization yields
∑
f
(〈D〉h)f
|Sf |
|dPN |
( cN − c P)−  1− 1H c P+ cN2α1,P+α1,N
2
 
1− 1H

+ 1H
 
α1,N −α1,P

=
∑
f
(〈D〉h)f
|Sf |
|dPN |
2
γN + γP
(γP cN − γN c P) . (3.51)
This discretization practice also obviously yields a linear concentration profile in the bulk phases
for the one-dimensional steady-state diffusion problem.
When the concentration profiles in both phases are constant, the discretization practices
Eq. (3.49) and Eq. (3.51) both ensure that the face fluxes are exactly zero, also in interface
cells. Given the discretization stencil in Figure 3.5, the discretization can be simplified by using
αU = γU = 1 , αP = α, γP = α+
1−α
H
, αN = 0, γN =
1
H
,
cU = cU
1 = cgas , cP
1 =
cP
γP
= cgas , cP
2 =
cP
HγP
= cliq =
cgas
H
, cN = cN
2 = cliq =
cgas
H
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which leads to
(γP cU − γU cP ) = γP cU1 − γP cP1 = γP
 
cgas − cP1
≡ 0
(γN cP − γP cN ) = 1H cP
2HγP − γP cN 2 = γP
 
cP
2 − cliq
≡ 0 . (3.52)
This shows that the discretization practices introduced in Equation (3.46) and (3.50) are indeed
suitable.
The discretization practice for the CST model using arithmetic mean diffusion coefficient
(Marschall et al., 2012, Deising et al., 2016) is based on above discretization practice and can
be derived accordingly, leading to the discretized form of the Continuous Species Transfer (CST)
model, which then reads
v∂t ([ c])w+
1
∇·F[ c]f (F,CICSAM,γf )9= 0∇· (〈D〉)f ∇[ c]8 (3.53)
−
465∇·
γf (〈D〉h)f 1− 1H 
α1 +
1−α1
H

f (Fl ,S
′)
∇⊥f α1[ c]f (Fl ,S′)

<>=
+
45∇·
  
1− γf

D
1 − D2 (α1)f (CD)
 
1 
α1 +
1−α1
H

f (CD)
− 1
!
∇[ c]
!<=
+
465∇·
 1− γf  1 
α1 +
1−α1
H

f (Fl ,S
′)
 
1
H
D
1 − D2 
α1 +
1−α1
H

f (CD)
−

D
1 − D
2
H
!
∇⊥f α1[ c]f (Fl ,S′)

<>= ,
with the scheme S′ shown in Equation (3.46).
3.2.4 Addressing Artificial Mass Transfer
In two-phase flow systems with species transfer over a fluid-fluid interface, two different
sources of artificial species transfer can arise when employing an algebraic VOF method. First,
the employed advection algorithm might not be able to maintain a sharp interface, resulting in
an artificial transfer of species over the interface as a result of numerical diffusion. Second, due
to a difference in the advection of phase fraction and species concentration fields.
Figure 3.5.: Discretization in interface cell
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The first source of artificial species transfer can be prevented by employing compressive
interpolation schemes like the CICSAM scheme and sufficiently small time steps (i.e. moderate
Courant numbers). As a result, standard TVD schemes are not very suitable due to the limited
amount of downwinding compared to the transient CBC criterion and the resulting Interface
Capturing Scheme CICSAM. Ubbink (1997) reported in his Taylor bubble simulations about
smearing of the interface especially in the rear of bubbles where small parts of the phase fraction
field can separate from the interface and be transported downstream due to the lack of local
compression. In simulations which are concerned only with the hydrodynamics, this smearing
of the interface might have only a negligible effect on the solution. When simulating additional
species transfer at realistic Henry numbers (e.g. Hi ≈ 30 for oxygen dissolving in water), this
smearing due to numerical diffusion can be of the same order or even higher than the species
concentrations at the liquid side of the bubble interface, which results in an over-prediction of
the transferred species.
Regarding the second source of artificial species transfer, Darwish and Moukalled (2003)
present a class of advection schemes for interface capturing techniques called χ-Schemes, which
are derived to allow for consistent advection. They show that a consistent advection is given
when using the same interpolation weights for the advection terms of all transported quantities
and that all linear schemes fulfil this criterion. Hence, a non-linear High Resolution Scheme is
rewritten as a combination of the first-order upwind scheme with a higher-order (HO) scheme:
φf ,HRe = φCe +χ  φf ,HOe −φCe  . (3.54)
From (3.54) it is clear that forcing all related equations to share the same value of χ in each
control volume ensures consistency. As boundedness needs to be preserved for all transported
quantities φi, the limiter χ is chosen to be the minimum over all χi (χ = min (χi)). While this
method ensures consistency, it also introduces additional numerical diffusion compared to the
original High Resolution Scheme and thus χ-schemes are not well-suited in the present case.
However, Darwish and Moukalled (2003) also showed that the inconsistency due to advection
using normalised variable formulation (NVF) schemes is still acceptable.
The major drawback of using a very compressive discretization scheme as CICSAM is that,
while maintaining a consistent advection, the concentration gradient at the interface is steep-
ened by the advection scheme, i.e. species is compressed back from the liquid-sided bulk into
the interface. Thus, instead of creating numerical diffusion, one adds numerical anti-diffusion
to the species transfer at the interface. Optimally, a discretization practice could be found which
cancels numerical diffusion without creating anti-diffusion. However, a fully consistent advec-
tion is only possible within a two-field approach, which requires an ideally sharp (interface in
one cell) volume fraction field, as well as the geometric reconstruction of an interface.
To maintain a consistent advection and minimize artificial anti-diffusion, the CICSAM
scheme is used in a blended manner for the advection of phase fraction and species concen-
tration fields. The introduced blending strategy allows using the full CICSAM scheme only in a
narrow band around the interface and switching to the Ultimate-Quickest scheme (i.e. the base
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scheme of CICSAM) in the bulk phases. The narrow band around the interface in which the
CICSAM scheme is utilized is herein found as all faces where
|α1,P −α1,N | ≥ δα , (3.55)
given a user-defined threshold δα (default: δα = 0.03).
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4 Solution Algorithm and Implementation
The employed two-phase solver is based on the interFoam solver but contains a series of
enhancements and additions which are discussed in this chapter. To briefly introduce the uti-
lized interFoam solver, some comments are given here on the employed algorithm and available
literature. Main focus in this introduction is on the flux-based formulation and the algebraic
advection algorithm. For a detailed description and derivation of the employed algebraic advec-
tion algorithm in the standard interFoam solver, the interested reader is referred to Appendix
A.6.
The interFoam solver is based on the Volume-of-Fluid Equations (2.50 to 2.52) and suitable
for the numerical simulation of immiscible incompressible two-phase flows of Newtonian fluids.
The implementation of the governing equations in the interFoam solver resembles – due to the
utilized technique of equation mimicking – the set of balance equations given in (2.50) to (2.52).
However, the solver utilizes a flux-based formulation for the set of equations, i.e. does not solve
for the velocity u but for the face flux defined as Ff := Sf ·uf . The surface tension force is added
using the Continuous Surface Force (CSF) model by Brackbill et al. (1992). The discretization of
the CSF model is flux-based as well, leading to a formally balanced-force algorithm (cf. Chapter
D.2). Descriptions of the algorithm and the solver in general can be found, e.g., in Ubbink
(1997), Rusche (2002), Deshpande et al. (2012).
The interFoam solver employs an algebraic VOF method, meaning that the transport of the
volumetric phase fraction field α is handled by solving the respective transport equation numer-
ically without reconstructing the interface. Algebraic VOF methods are widely employed also in
commercial CFD codes as Ansys CFX and Fluent but usually exhibit difficulties with the transport
of sharp fields. The algebraic advection in the solver-family interFoam utilizes the flux-corrected
transport (FCT) method introduced in Weller (2006), called MULES (multidimensional univer-
sal limiter with explicit solution). This FCT is unique in the way the limiter is calculated at each
cell face, using an iterative approach. The algorithm is implemented for an explicit solution (as
the naming suggests) as well as for an implicit solution. However, the implicit solution strategy
of the MULES algorithm is based on deferred correction, where only the upwind contribution
goes into the matrix and the anti-diffusive flux into the explicit source term. The solution of
the phase fraction equation is then repeated multiple times with varying flux limiters, until a
bounded solution is obtained. Sharpness of the transported phase fraction field is ensured by
addition of a counter-gradient diffusion term (Weller, 2006). However, unlike the standard in-
terFoam solver, this work utilizes the Interface Capturing Scheme CICSAM (Ubbink, 1997) for
advection of the phase fraction field.
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4.1 Incorporation of CST Model
One main contribution of this work is the addition of the CST model into the algebraic
VOF solver framework interFoam. To incorporate the different derived CST model formulations
(Equations (2.74), (2.86) and (2.89)) in a user-friendly way, a library of run time selective
models is implemented. Discretization of the different CST models is accomplished inside the
model library, which returns the respective interface terms as a matrix. The implementation also
ensures that the advection of volumetric phase fraction and species concentration are discretized
with the same schemes to ensure consistency in the advection and minimize artificial species
transfer.
Additionally, the existing library for chemical reactions in OpenFOAM®was adapted to and
coupled with the interFoam solver and returns the time-explicit reaction term. Both libraries
for species transfer and chemical reaction are completely separated from each other. For the
interested reader, the code structure of the libraries is outlined below. In terms of code structure,
the species transfer library was designed to introduce the smallest possible amount of changes
in the existing interFoam solver and to be easily handled in top level development.
// s e t−up s p e c i e s p r o p e r t i e s
s p e c i e s
(
C0
{
cstModel harmonic ;
He He [ 0 0 0 0 0 ] 30;
D1 D1 [ 0 2 −1 0 0 ] 3e−05;
D2 D2 [ 0 2 −1 0 0 ] 2e−09;
}
C1
{
cstModel a r i t h m e t i c ;
He He [ 0 0 0 0 0 ] 10;
D1 D1 [ 0 2 −1 0 0 ] 1.5e−05;
D2 D2 [ 0 2 −1 0 0 ] 5e−09;
}
. . .
) ;
// s e t−up chemi s t r y r eade r
chemistryReader foamChemistryReader ;
// s e t−up chemi s t r y s o l v e r
chemis t ry on ;
chemis t rySo lver ode ;
odeCoeffs { // s o l v e r s e t t i n g s }
// s e t−up r e a c t i o n s
s p e c i e s ( C0 C1 C2 C3 . . . ) ;
r e a c t i o n s
(
i r r e v e r s i b l e C o n s t R a t e R e a c t i o n
C0 + C1 = C2
(10 0)
i r r e v e r s i b l e C o n s t R a t e R e a c t i o n
C0 + C2 = C3
(30 0)
. . .
) ;
Listing 4.1.: User input to simulate reactive species transfer (consecutive competitive reaction)
For usage of the library, the user only needs to specify the material parameter and uti-
lized CST model formulation for each species as shown in Listing 4.1 (left side) in a text file
called speciesProperties.H. If no further user input is made, chemical reactions will be disabled
automatically. As previously stated in Chapter 2.4.2, chemical reactions are considered to take
place in the continuous phase only. The utilized library for modeling of chemical reactions is a
customized and simplified version of the thermophysicalModels library readily available within
OpenFOAM®. To add chemical reactions, the reader for chemical reactions (currently only
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foamChemistryReader available) has to be specified. Additionally, the solver settings for the re-
action terms have to be specified. Finally, the chemical reactions are to be specified in terms of
simple equations for a user-defined reaction rate model. In above example setting, a constant
rate reaction model with user-specified forward and backward reaction rates is used.
PtrL i s t <volScalarFie ld> C(n ) ;
. . .
// c r e a t e i n s t a n c e o f c s t−model c l a s s
speciesTransfer specTrans ( alpha1 ) ;
// s e t−up chemi s t r y
chemistryModel* chemis t ry (NULL ) ;
reactiveMixture * rea c t i o n (NULL ) ;
i f ( useChemistry )
{
// c r e a t e r e a c t i v e M i x t u r e c l a s s
r ea c t i o n = new reactiveMixture (
mix tureProper t i e s ,
C ,
mesh
) ;
// Crea t e chemica l r e a c t i o n s
chemis t ry = new chemistryModel (
mesh ,
* r ea c t i o n
) ;
}
i f ( useChemistry ) { chemistry−>so lve ( ) ; }
// s o l v e f o r a l l s p e c i e s c o n c e n t r a t i o n s
for ( labe l i =0; i <C . s i z e ( ) ; i++)
{
volSca larF ie ld& Ci = C[ i ] ;
fvScalarMatrix CiEqn =
(
fvm : : ddt ( Ci )
+ fvm : : d iv ( phi , Ci , divCiScheme )
− fvm : : l a p l a c i a n ( specTrans . Dmean( Ci . name ( ) ) )
− specTrans . i n t e r f a c i a l T e r m s ( Ci . name() )
) ;
i f ( useChemistry )
{CiEqn −= chemistry−>RR( i ) * (1 . − alpha1 ) ; }
CiEqn . r e l ax ( ) ;
CiEqn . so l ve (mesh . s o l v e r ( " Ci " ) ) ;
}
Listing 4.2.: Top-level implementation
The top-level implementation is outlined in Listing 4.2, displaying the CST model initializa-
tion – which is executed only once during simulation start – on the left side and the discretization
and matrix solving of the CST model – which is executed every time step – on the right. At sim-
ulation start-up, first all specified species fields are generated and then the speciesTransfer-class
is initialized. During initialization, for each species the material parameter are read and a cst-
Model-class is initialized, fixing a specific discretization of the CST model (harmonic, arithmetic
or blended). If chemical reactions are to be simulated, the reactiveMixture and chemistryModel
are initialized. The reactiveMixture-class holds references to all species concentration fields, cre-
ates the chemistry reader and reads in all specified chemical reactions. This information is then
given to the chemistryModel which holds the chemistry solver and computes the source terms
due to chemical reaction.
The right-hand side of Listing 4.2 shows the top-level implementation of the CST model dis-
cretization, which is independent of the underlying mesh structure and uses equation mimicking.
The respective interface transfer terms and mean diffusion coefficients of the different derived
CST model formulations are returned from the respective cstModel via the speciesTransfer-class.
The structure of the implemented library is depicted in Listing 4.3. Main class is the species-
Transfer-class, which holds all information about the different species, their material parameter
and respective CST model formulation. Its member functions allow top-level access to the res-
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1*
Foam::speciesTransfer
– speciesProperties_ : IOdictionary
– species_ : PtrList<cstModel>
– alpha_ : const volScalarField&
+ interfacialTerms (name : word) : tmp<fvScalarMatrix>
+ interfacialFlux (name : word) : tmp<surfaceScalarField>
+ Dmean (name : word) : tmp<surfaceScalarField>
Foam::cstModel
# Ci_ : const volScalarField&
# name_ : word
# speciesProperties_ : dictionary
+ declareRunTimeSelectionTable ( ... )
+ New (name, speciesProperties, alpha) : autoPtr<cstModel>
+ interfaceTerm() : tmp<fvScalarMatrix> = 0
+ interfaceFlux() : tmp<surfaceScalarField> = 0
+ Dmean() : tmp<surfaceScalarField> = 0
Foam::cstModels::harmonic
– cstFluxes_ : List<surfaceScalarField*>
– computeFluxes() : void
+ interfaceTerm() : tmp<fvScalarMatrix>
+ interfaceFlux() : tmp<fvScalarMatrix>
+ Dmean() : tmp<fvScalarMatrix>
Foam::cstModels::arithmetic
...
...
Foam::cstModels::blended
+ beta_ : scalarField
+ tScheme1_ : autoPtr<cstModel>
+ tScheme2_ : autoPtr<cstModel>
...
Listing 4.3.: CST model library structure – UML class diagram
pective mean diffusion coefficient, interfacial flux and interface term discretization matrix,
whose implementation is found in the different specializations of the cstModel-class. The cst-
Model is an abstract base class for the different CST model formulations, which are specified
at run time via the run time selection table, a standard procedure within OpenFOAM® to allow
for maximum flexibility and usability while also minimizing code duplication. From the side
of implementation, the blended CST model is a special case as it creates two separate cstModel
objects – one harmonic and one arithmetic – and re-uses their respective discretization by simply
blending them based on the cell-face/interface orientation.
4.2 Reference Frames
A Finite Volume-based algebraic VOF method is employed to study the hydrodynamics and
species transfer at single rising bubbles and bubble groups. This creates several questions re-
garding the problem formulation: How should the simulations be performed to be computa-
tionally most efficient? The answer lies in the correct choice of reference frame for each specific
problem.
To simulate single rising bubbles it is sufficient, also efficient and thus common practice to
employ methods that allow to follow the bubble during the simulation. To achieve this, one
can either move the computational domain with the bubble (Moving Window Technique) as,
e.g., in Bothe and Fleckenstein (2013) while observing the flow system from the same iner-
tial frame, or transform the governing equations into a frame of reference in which the bubble
barycentre is stationary (Moving Reference Frame (MRF) technique). Application of the Moving
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Window Technique to unstructured meshes is not straight-forward. In a Cartesian unstructured
mesh, one could use the same strategy as, e.g., in Bothe and Fleckenstein (2013) on structured
meshes and use layer addition and removal techniques combined with field mapping. On ar-
bitrary polyhedral unstructured meshes, this approach is no longer viable. A suitable approach
on unstructured meshes is a flux-based window technique as employed in this work, named
Inertial Reference Frame (IRF) technique, where only the phase fraction advection equation is
transformed into the moving reference frame.
The different techniques introduced above, namely MRF and IRF are presented in detail in
the following.
4.2.1 Moving Reference Frame
Application of the Moving Reference Frame (MRF) on arbitrary unstructured grids is rel-
atively simple and thus has been successfully used in the simulation of rising bubbles, e.g., in
Rusche (2002). When changing from an inertial frame into a non-inertial frame, additional
forces will appear due to the different acceleration observed in both frames. The acceleration of
a fluid particle in an arbitrary non-inertial frame ( x˜ , y˜ , z˜) relative to the inertial frame (x , y, z)
is given by
ax yz = a x˜ y˜ z˜ + aF + 2ω× u x˜ y˜ z˜ +ω× (ω× rF) + ∂tω× rF . (4.1)
The additional acceleration terms are the absolute rectilinear acceleration of the origin of the
moving reference frame relative to the fixed frame (aF), the Coriolis acceleration (2ω× u x˜ y˜ z˜),
the centripetal acceleration (ω× (ω× rF)) and the tangential or Euler acceleration (∂tω× rF).
If the moving reference frame is not allowed to rotate, i.e. only a non-rotating non-inertial
frame of reference following the bubble centre-of-mass is considered, then only one additional
term appears in the momentum equation viz.
∂tρuF +ρaF +∇· (ρuFuF) = −∇p+ρg+∇·τ+ f σ , (4.2)
where aF denotes the frame acceleration. Frame velocity and acceleration are given relative to
the inertial frame of reference (of a stationary observer) as
uF =
dxF
d t
(4.3)
aF =
duF
d t
. (4.4)
The applied methodology as well as its numerical implementation is based on the approach
of Rusche (2002). The velocity relative to the moving reference frame is adjusted to keep the
bubble fixed within the computational domain (uF = −ub). This is achieved by applying a
correction to the inlet velocity boundary condition at each time step as described below.
Rusche (2002) proposed the usage of a PD controller to estimate the necessary velocity
correction, where the controller constant of the derivative part is dependent on the current time
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Figure 4.1.: Moving Reference Frame setting based on Rusche (2002)
step. For adaptive time steps, this will induce small periodic disturbances onto the velocity
field which can influence solver convergence and might also affect the bubble hydrodynamic
behaviour. In the present work, a PID controller is applied which showed to be able to sig-
nificantly dampen the generated oscillations. The control variable of the PID controller is the
bubble position, which is compared to a given constant target position and the applied velocity
correction is calculated from
∆uF =
KP en + KI t∫
0
en d t + KD
en − eo
∆t
 1
∆t
, (4.5)
where the control error e is the difference of the target bubble position to the current position
e = xtarget − xcurrent . (4.6)
In every time step, the velocity field in the reference frame uF is updated according to
unF = u
o
F +∆uF (4.7)
and the corresponding frame acceleration is calculated from
aF =
∆uF
∆t
. (4.8)
For a discussion on the interpretation of the controller and useful settings of control parame-
ters, the interested reader is referred to Weber (2016), who analytically explores the optimal
parameter setting.
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4.2.2 Inertial Reference Frame
A suitable alternative approach to the MRF technique introduced in this work is a flux-
based window technique. The basis of this approach is the fact that it does not matter in which
reference frame the equations are solved as long as the boundary conditions are corrected ap-
propriately. Hence, the momentum equation can be solved in a stationary observer frame while
the transport of the volumetric phase fraction is solved in a moving reference frame moving with
the bubble barycentre. Thus, the Inertial Reference Frame (IRF) approach combines the inertial
frame and moving reference frame formulations. For this, the relative velocity between both ob-
server frames – which is the bubble velocity in the new time step – needs to be estimated. Then
the phase fraction equation can be solved for, using the velocity from the momentum equation
and subtracting the relative velocity:
∂tρu+∇· (ρuu) = −∇p+ρg+∇·τ+ f σ (4.9)
∂tα1 +∇· (α1uF) = 0 , (4.10)
where uF = u− urel. In the Finite Volume framework, the advection term is expressed as face
fluxes over cell faces. So, the method can be summarized as follows:
1. estimate bubble rise velocity ub = −uF in the new time step (using PID-controller)
2. subtract the flux bias which translates the bubble barycentre from the current flux:
FF = uF·Sf = F®
≈u·Sf
−ub·Sf (4.11)
3. solve phase fraction advection using the fluxes FF
4. solve for new velocity u, given the corrected momentum flux ρF
This flux-based window technique, which to the authors’ knowledge has not been presented in
the literature, is herein termed Inertial Reference Frame (IRF) approach. The approach is very
similar to the MRF technique but circumvents the additional acceleration term in the momentum
equation. As a result, it was found to be more insensitive against non-smooth varying velocity
fields in time (e.g. due to parasitic currents or in case of strongly transient velocities).
4.2.3 Comparison
The two different reference frame formulations are compared against each other for a path-
instable rising bubble at Eo = 1.2 and Mo = 1.267e-10, resulting in Remax ≈ 580. The simu-
lations are conducted on a relatively coarse mesh with a maximum resolution of 36 cells per
diameter around the interface. Figure 4.2 shows the results of rise velocity over time and bub-
ble trajectory. Here, the bubble trajectory was projected onto cylindrical coordinates for easier
comparison. The actual resulting path of the bubbles shows a zigzag behaviour of both frames.
However, the plane in which the bubble rises is different for both. While the bubble trajectory
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Figure 4.2.: Comparison of MRF and IRF for a path-instable single rising bubble of radius R
(a) t = 1.2 s. (b) t = 1.22 s. (c) t = 1.24 s. (d) t = 1.26 s.
Figure 4.3.: Rising bubble during one path oscillation with streamlines
is very similar for both reference frames (cf. Figure 4.2b), the rise velocity shows significant
differences regarding its transient behaviour (cf Fig. 4.2a). The change in the bubble velocity
over time is about 2.5 times larger for the MRF. The cause for this effect is most probably the
additional acceleration term in the momentum equation for the MRF formulation. The bubble
shape and velocity streamlines over time for the MRF case are shown in Figure 4.3.
Comparison with Mougin and Magnaudet (2002), who investigate path instability under
very similar (although not identical) conditions, yields good agreement for both formulations.
In their work, the effect of sphericity onto path instability is tested, fixing an ellipsoidal bubble
form with given aspect ratio. They mainly investigate the bubble path and lateral velocities,
non-dimensionalizing the simulation results based on the equivalent bubble radius R and gravi-
tational acceleration g. The projected bubble path (Fig. 4.2b) and lateral velocity components
(Fig. 4.4) yields very similar results for the MRF and IRF simulation with differences being
less than 20%. However, it can be seen that the oscillation is out-of-phase as they oscillate
in different planes. Comparison with (Mougin and Magnaudet, 2002, Fig.3,4) shows accept-
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Figure 4.4.: Comparison of lateral velocity components
able agreement with the simulation results presented here. The amplitude of the change in
rise velocity can only be estimated from (Mougin and Magnaudet, 2002, Fig. 6), according
to which the bubble rise velocity predicted by the IRF is in better agreement. A quantitative
Table 4.1.: Comparison to numerical results of Mougin and Magnaudet (2002)
Galilei
number
aspect ratio max. lateral
displacement
lateral velocity
amplitude [-]
max angle
[◦]
Strouhal
number
MRF 121 ≈ 1.6 4.5R 1.35 40 0.135
IRF 121 ≈ 1.6 4.4R 1.1 28 0.145
Mougin 138 2-2.5 9.6R 1.4 29 0.09
comparison of the different simulations is given in Table 4.1. It should be noted that the bubble
shape in Mougin and Magnaudet (2002) is pre-determined and their prescribed aspect ratio is
significantly higher, leading to a doubling of the non-dimensionalized lateral displacement com-
pared to the results presented here. Also, the maximum angle between the bubble rise direction
and the gravitational acceleration agrees well. It is found that the results obtained in the IRF
frame are in better agreement. Thus, the IRF supposedly yields more accurate results. Also, it
is numerically more stable as it avoids having a controller-dependent acceleration term in the
momentum equation. However, a final conclusion of which approach is to be prefered over
the other is not possible since this would mean further computationally expensive simulations
and possibly further research. A main issue here is that the underlying algebraic VOF method
is not strictly mesh convergent due to parasitic velocities stemming mostly from the numerical
computation of the surface tension force (cf. D.2).
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4.3 Solver Enhancement
The original interFoam solver, although developed and validated in Ubbink (1997) for gen-
eral purpose two-phase flows, is still mainly meant for – and applied to – cases where surface
tension is negligible, i.e. ship hydrodynamics. Therefore, it is only natural that some prob-
lems arise when utilizing the solver for the Direct Numerical Simulation of disperse gas-liquid
flow systems. Two major enhancements have been added in this work to enable the accurate
simulation of bubbly flows with dynamic sharp interfaces:
1. Improved curvature estimation
One of the major drawbacks of the solver are problems associated with the incorporation
of the surface tension force. The utilized CSF model (Brackbill et al., 1992) in its flux-
based formulation formally allows for a balanced-force implementation which strongly
reduces parasitic currents in the velocity field. However, this requires an accurate method
for the calculation of interface curvature. The implementation in interFoam computes the
curvature from the divergence of the interface normal and uses a simple Gauss integration
to obtain the cell-centred interface normals which are then interpolated to the face centres.
This estimation of the curvature is very inaccurate and deviations of the obtained to the
exact curvature are up to several hundred percent (≈ +/ − 300 − 500%). Smoothing
algorithms for the phase fraction field before calculating the interface normal as suggested,
e.g., by Ubbink (1997), Rusche (2002) are not able to circumvent this problem and offer
only a small enhancement of the calculated interface normals and therefore the curvature.
2. Advection based on Interface Capturing Schemes
The solver originally utilized the CICSAM discretization scheme for the advection of the
volumetric phase fraction field (Ubbink, 1997), which was substituted by the MULES FCT
algorithm with counter-gradient diffusion introduced by Weller (2006) (cf. Section A.6)
before the first release version. Due to problems of the MULES approach regarding con-
sistent advection (cf. Section 3.2.4), it is advisable for the study of interface physics such
as heat or species transfer to switch to alternative advection algorithms. For this reason, a
library of different high-resolution interface capturing schemes is implemented, including
the following discretization schemes for the advection of sharp fields: CICSAM (Ubbink,
1997), HRIC (Muzaferija et al., 1999), M(odified)-CICSAM (Waclawczyk and Koronowicz,
2008), M(odified)-HIRC (Ansys Fluent 12.0 Theory Guide) and InterGamma (Jasak and
Weller, 1995).
For the interested reader, the incorporated improvements to circumvent above mentioned draw-
backs of the original interFoam implementation are presented in Appendix D.
4.4 High Performance Computing
To resolve the thin concentration boundary layer at the fluid interface, the High Perfor-
mance Computing (HPC) techniques of dynamic local adaptive mesh refinement (AMR) and dy-
namic load balancing are employed. Application of AMR significantly reduces the overall mesh
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size, whereas dynamic load balancing ensures efficient usage of cores in parallel computations.
The simultaneous application of both techniques massively reduces the overall computation
time. To quantify the speed-up effect compared to utilizing a uniform mesh of same interface
resolution, a comparison for the 3D dam break tutorial case with obstacle was conducted (cf.
Figure 4.5).
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Figure 4.5.: Scale-up plot for 3D dam break with obstacle using uniform mesh and AMR with
load balancing – right Figure curtesy of Intel®UK
In the employed OpenFOAM®-library both techniques are already present in principle but
need modifications in order to function together. In the recent few years, two different method-
ologies to achieve load balancing have been developed, at TTD TU Darmstadt (Batzdorf, 2015),
and at Purdue University (T.G. Voskuilen). The former is based on the use of a special de-
composition method (clustered decomposition) to maintain the refinement history required for
AMR, while the latter includes the load balancing directly into the mesh refinement algorithm.
Both methods, however, are currently not applicable to cases where periodic boundary con-
ditions are used. Above proposed methods are unified in scope of this work into one library
framework and further improved through major enhancement of the multi-criterion refinement
library originally introduced by T.G. Voskuilen and addition of a surface field mapping algorithm
in cooperation with M.Sc. Daniel Rettenmaier (SLA, TU Darmstadt).
4.4.1 Adaptive Mesh Refinement
The mesh refinement in OpenFOAM®is based on the hexRef8-class which essentially is a
mesh cutter class that splits hexahedral cells in half along each edge direction, given a label list
of cells to be refined. The class can also perform the reverse, merging back cut cells into one.
For this purpose, information about cut cells is stored in form of a refinementHistory, containing
information about the cells’ parent cell (original uncut cell) and the number of refinements
performed on that cell. The mesh is refined in such a way as to maintain a one-irregular mesh
(i.e. a mesh with a maximum of one hanging node per cell face).
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re f inementCont ro l s
{
enableRef inementControl true ;
i n t e r f a c e
(
alpha1 (2 5)
) ;
f i e l d s
(
alpha1 (0.01 1.1 3)
C1 (0.001 0.05 2)
) ;
g rad i en t s
(
alpha1 (0.01 2 2)
) ;
c u r l s
(
U (100 1e+05 3)
) ;
reg ions
(
cy l i nde rToCe l l
{
p1 (0.015 0.015 0.015) ;
p2 (0.015 0.033 0.015) ;
rad ius 0.006;
}
) ;
}
(a) Employed multi-criterion
refinement dictionary setting.
(b) Species concentration field simulated with lo-
cal adaptive grid and dynamic load balancing.
Figure 4.6.: Local dynamic adaptive mesh refinement
In this work, a multi-criterion refinement is introduced, allowing the user to specify multiple
refinement criteria and respective target refinement levels for this criterion in form of a text file
input. For each criterion, minimum and maximum values of the respective quantity and the
number of maximum refinement steps can be specified. Further, domain regions can be refined
by defining geometrical shapes as boxes and spheres. An exemplary dictionary entry, leading to
the refinement field shown in Figure 4.7b, is given in Figure 4.7a.
Local adaptive mesh refinement leads to new cells and faces, at which values of the re-
spective transport quantities have to be specified. For fields stored in cell centres, a simple
conservative algebraic mapping is employed, which for refined cells copies the value of the
parent cell onto each child cell and for unrefined cells performs a simple averaging onto the
agglomerated cell. For face-centred fields however, the employed mapping algorithm in the
OpenFOAM®library simply copies the value from local face zero of the parent cell onto all
newly generated faces of the child cells. As the solver relies on a divergence free volumetric flux
field, the field needs to be corrected after each AMR step in order to ensure a divergence free
flux. For this, a pressure correction step is introduced after each AMR step, which solves the
pressure Laplace equation for the newly mapped flux field∑
f

1
Af ∇
⊥
f p
n
corr|Sf |

=
∑
f
F of . (4.12)
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In above Equation, Af denotes the central coefficient in the discretized momentum equation.
The flux field is then updated according to the pressure field by
F nf = F
o
f − 1Af ∇
⊥
f p
n
corr|Sf | (4.13)
to enforce a divergence free field. To also ensure an accurate flux field, the initial volumetric
flux F o, obtained from the mapping needs to be improved. For this, the flux field in the standard
interFoam is re-computed from the cell-centred velocity field according to
F of = (u
o)f (CD)·Sf . (4.14)
This approach is sufficient for many applications but still faces problems in DNS simulations as
the volumetric flux field may be highly oscillating in time due to frequent disturbances. Also,
the approach may fail as the pressure correction equation may not be able to converge under
the given flux field.
To remedy this problem, an alternative mapping algorithm specifically for the face-centred
velocity field uf (to be distinguished from the interpolated velocity (u)f (CD)) is introduced. This
field is calculated after the solution of the pressure equation as
uf =
 
I− nf ⊗ nf

(u)f (CD) +
Ff
|Sf |nf . (4.15)
The introduced mapping algorithm works as follows: The face velocity at faces generated from
splitting an existing parent face are simply mapped (i.e. they all get the parent face value). The
value at newly generated internal faces is then averaged from the surrounding mapped faces.
The averaging stencil is constructed from direct face neighbours and co-planar faces of the cell.
4.4.2 Dynamic Load Balancing
For efficient parallel computing, the decomposition of the mesh onto the computa-
tion cores is modified at run time, when a user-defined imbalance threshold is reached.
This mainly involves the combination of two steps which are readily available within the
OpenFOAM®framework. At first, a decomposition is created, which is basically a list of in-
teger values that specify for each cell in the domain the respective core it belongs to. In a
second step, the mesh and all fields are communicated to the cores based on the aforemen-
tioned list. In terms of program code structure, the two relevant classes to achieve dynamic
load balancing are decompositionMethods and fvMeshDistribute. The former creates the decom-
position and the latter performs the inter-core communication, field mapping and creation of
new patch fields if necessary.
However, several problems with the current load balancing method occur, that have only
partially been solved in scope of this work. One main drawback of the mesh balancing approach
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(a) Core distribution at time t = 0.02 s. (b) Core distribution at time t = 0.17 s.
Figure 4.7.: Dynamic load balancing using clustered hierarchical decomposition
introduced by (T.G. Voskuilen) is that all simulation steps, including the pre-processing, need
to be executed in parallel in order to correctly maintain the refinement history file. Also, a
redistribution onto a different number of cores is not possible.
To overcome these problems, work has been done at TTD TU Darmstadt (Batzdorf, 2015)
who introduced an additional clusteredDecomposition method. Essentially, this decomposition
ensures that all refined cells stemming from the same base cell remain on one core (thus the term
clustered), which enables decomposition and reconstruction of the refinement history. Drawback
is that decompositions obtained by different available algorithms have to be corrected to achieve
clustering. This correction is currently only available for hierarchical and simple decomposition.
A different limitation of the usage of dynamic load balancing is currently the application of
periodic boundary conditions, which is not supported, as well as boundary conditions which
need to store an additional variable. The reason for this lies in the inter-core communication,
which has yet to be modified accordingly.
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5 Verification Test Cases
To validate the developed and utilized methods for advection and interfacial species trans-
fer, both methods are first compared against generic test cases, where analytical solutions exist.
As the strong emphasis of this thesis is on mass transfer rather than hydrodynamics, the ver-
ification test cases for the advection of sharp fields as well as for curvature computation can
be found in Appendix D. The brief hydrodynamic validation given in this chapter consists only
of the necessary steps to enable the simulation of species transfer from single rising bubbles.
These two steps are the verification of the introduced advection algorithms regarding consistent
advection and the validation of the complete hydrodynamic solver framework regarding the
predictive simulation of single rising bubbles.
The greater part of this chapter is dedicated to the developed CST model for interfacial
species transfer, which is validated against pure diffusion and diffusion-advection test cases.
The numerical results are compared against analytical or numerical exact solutions.
5.1 Bubble Hydrodynamics
To assess the capabilities of the enhanced hydrodynamic solver framework for the accu-
rate simulation of single rising bubbles, the presented numerical method is validated against
experimental results of Duineveld (1995) for gas bubbles in ultra-pure water.
5.1.1 Single Rising Bubbles in Ultra-Pure Water
The main question regarding hydrodynamics is whether the algebraic VOF framework is
capable of accurately simulating a single rising bubble in quiescent liquid at moderate Reynolds
numbers. To this end, after introducing solver enhancements and their respective verifica-
tion (see Appendix D), numerical simulations for the water-air system are performed and
compared to experimental data of Duineveld (1995), who conducted a series of measure-
ments in an ultra-pure water system (without surfactant influence). The investigated range
of bubble diameters is db ∈ [0.3, 1]mm. For the numerical simulations, the bubble diame-
ters db = {0.35, 0.5, 0.65, 0.85, 0.95 mm} are chosen. The comparison in Figures 5.1a and 5.1b
show the results for bubble rise velocity and bubble aspect ratio respectively. For the simulations,
the blended CICSAM advection scheme and isosurface-based curvature model are used.
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Figure 5.1.: Comparison of numerical results to measurements of Duineveld (1995)
It can be seen that the numerical results deviate only slightly from the experimental results.
It should be noted that this relatively good agreement is obtained employing all solver modifi-
cations explained in Chapter 4 and Appendix D. Without these modifications, the discrepancies
in rise velocity and shape are far greater (cf. Figure 5.1 standard interFoam). The main reason
for this is the deficient curvature calculation in the standard interFoam solver. The improved
advection and viscosity calculations also help to alleviate the errors.
Hence, it is shown that the algebraic VOF method implemented in the interFoam solver
framework as utilized in this work is capable of simulating rising bubble hydrodynamics with
sufficient accuracy.
5.2 Interfacial Species Transfer
To check the capabilities and restrictions of the derived CST model, several tests are per-
formed to validate first the diffusion terms and then the complete diffusion-advection equation
against a series of simplified test cases. Aim of these tests is to verify the proposed CST model
formulations and, further, to get a better understanding of the model-required interface resolu-
tion to obtain predictive results of interfacial species transfer in two-phase flow systems, as well
as to assess the influence of mesh topology onto the numerical method.
5.2.1 Species Concentration Profile Advection (1D)
In a first step, the CICSAM scheme as well as the MULES algorithm with interface compres-
sion term are verified upon their capability for consistent advection, which is an indispensable
prerequisite for preventing artificial mass transfer. Here, a typical profile of phase fraction and
species concentration fields is advected simultaneously and then compared regarding accuracy
as well as sharpness (interface width) of the utilized transport algorithm. The fields are herein
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transported by a constant velocity |u| = 6 cm/s in a one-dimensional case setup. The resulting
profile is then compared to its initial state for a quantitative error analysis. Also, the position
and width of the jump in the profiles of species concentration and volume fraction field are
compared. For the application of the CST model it is very important that the position of the
jump as well as the spatial width over which the jump is distributed are equal for both fields.
In this test setup, the domain size is 9 x 1 cm with a mesh resolution of 180 x 20 cells. The
concentration profile is obtained by first initializing a unit box profile with range [0.0125, 0] ×
[0.0175, 0.01] and then calculating species transfer for 2 s at H = 30 and diffusion coefficients
D1 = 1e−03 m2/s and D2 = 1e−06 m2/s inside and outside the box, respectively. The test setup
is sketched in Figure 5.2. The initial profile is advected to the right for one second, at which
Figure 5.2.: Setup of 1D consistent advection test case
time the flow field is reversed and the profile is transported back to the original position. The
resulting profiles for different advection schemes after one and two seconds of advection is
shown in Figure 5.3. The profiles at t = 1 s are translated 6 cm to the left to match the initial
state for comparison.
From the resulting profiles in Figure 5.3 it is obvious that none of the algebraic schemes
are able to transport the initial profile. All tested discretizations have two features in common:
they reduce the interface concentration in the outer phase and significantly flatten the concen-
tration gradient at the interface. The reason of this behaviour lies in the numerical diffusion
or anti-diffusion exhibited by the respective schemes. Here, numerical diffusion leads to a re-
duced interface concentration and a smooth profile with lower gradient at the interface, while
anti-diffusion leads to a step profile near the interface due to the kink in the volume-averaged
concentration field.
From above tested discretizations, only the CICSAM scheme ensures that the concentration
inside the box stays constant, while the discretization practices employing the interface com-
pression term lead to either increase or decrease of concentration. Insofar, the CICSAM scheme
seems indeed to be the best choice regarding consistent advection as it ensures that no mass
is transferred over the interface. However, the CICSAM scheme, as basically all other tested
discretizations, changes the concentration profile in the outer phase significantly and thus does
influence the mass transfer process indirectly. Judging from the final profile shown in Figure
5.3a it is assumed – as indeed it shows also for cases of mass transfer from rising bubbles in the
next Chapter – that application of the CICSAM scheme always leads to a reduction of the
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0.95
0.96
0.97
0.98
initial
t=1 s
t=2 s
0.005 0.01 0.015 0.02 0.025
0
0.01
0.02
0.03
x
C
/
C
0
(d) vanLeer with linear.
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Figure 5.3.: Consistent advection of a 1D profile for different advection schemes
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interfacial species transfer due to reduction of concentration and concentration gradient at the
interface.
It can further be seen that usage of the interface compression term does not improve the
advection and, on the contrary, only adds additional artificial mass transfer due to inconsistent
advection.
5.2.2 Stagnant Planar Interface in Quiescent Flow
In the first diffusion test case, the 1D diffusion over a centrally positioned interface is simu-
lated. In order to verify the validity of the derived CST model as well as its correct discretization
and implementation, only the CST single-field equation is solved during the simulation and the
momentum and pressure equation as well as the phase-fraction advection equation are omitted.
The domain length is x = 0.1m, the diffusion coefficient left and right from the interface is
Figure 5.4.: Numerical setup for planar interface diffusion case
Dl = 10−1 and Dr = 10−4 respectively. The setup is shown in Figure 5.4. Henry coefficients are
varied in the range H ∈ [0.033333, 30]. The numerical results are compared to a numerical
exact reference solution obtained with a 1D finite difference method. From Figures 5.5 it can
be seen that, in principle, both derived formulations, the arithmetic and harmonic CST model
are applicable, given sufficient resolution of the concentration boundary layer. To get a more
detailed insight into the performance of both methods, the concentration profiles after a short
time (t = 0.02s) are shown in Figure 5.6.
In Figure 5.6a, it can be seen that both CST model formulations yield very similar results for
H> 1 and that both models smear out the jump over about 3−4 cells, although the initialization
for above case is a sharp field with α = 0.5 in the interface cell (201 cells in x-direction).
However, the important fact is that the predicted interfacial flux from both CST models matches
well the one from the numerical exact solution, since the depletion of concentration in the
left side of the interface is predicted correctly. The reason for this can be better seen if the
concentration profiles predicted from the CST model are shifted to the left by exactly one cell
width onto the numerical exact profile (cf. Figure 5.7). Then it becomes evident that the
concentration profiles in the vicinity of the interface is captured correctly, albeit shifted by one
cell width. The results for this simple diffusion test case lead to three conclusions about the
performance of the derived CST model formulations:
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Figure 5.5.: Planar diffusion for different CST models and Henry coefficients at t = 0.02, 0.2, 1, 5s
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Figure 5.6.: Planar diffusion for different CST models and Henry coefficients at t = 0.02s
1. both methods produce reliable results given sufficient resolution at the interface
2. the necessary boundary layer resolution for the CST models is about 4 to 6 cells
3. the arithmetic CST model needs a higher resolution than the harmonic model.
To close the test case, the influence of interface position onto the required mesh resolution is
investigated. For this, two different initializations of the alpha and species fields are considered.
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Figure 5.7.: Planar diffusion for different CST models and Henry coefficients at t = 0.02s
– shifted (matched) profiles
In the first case, the interface is initialized to coincide with a cell face (mesh with 200x10
cells; sharp field) and in the second case, it is initialized to coincide with the cell centre (mesh
with 201x10 cells; mid-cell). The resulting species concentration fields for H = 30 are shown
in Figure 5.8. It can be seen that the sharp field initialization, where the cell face coincides
0.048 0.049 0.05 0.051 0.052
0
0.2
0.4
0.6
0.8
1
x
C
/C
0
num. exact
sharp field
mid-cell
(a) H = 30.
0.998
0.999
1
num. exact
sharp field
mid-cell
0.048 0.049 0.05 0.051 0.052 0.053
0
0.01
0.02
0.03
x
C
/
C
0
(b) H = 30−1.
Figure 5.8.: Planar diffusion for harmonic CST model and varying initialization for H = 30 and
t = 0.02 and 0.5s
with the interface, slightly improves the accuracy of the results for a given mesh resolution. This
shows that the exact position of the interface within the cell has only a small influence, although
the CST model does not contain any information about the interface position.
Additionally, a mesh convergence study was performed for the different CST model for-
mulations to assess the method quantitatively. Error analysis is based on the L1-error of the
concentration in the left-sided subdomain Ωl , i.e.
L1 :=
1
|Ωl |
∫
Ωl
|Cref − Csim| dV = |Cref − Csim l | , norm. L1 := L1
1− Cref l
, (5.1)
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Figure 5.9.: Mesh convergence study for meshes with 51, 101, 201, 401 cells in x-direction at
t = 0.2 s for H= 1, H= 5 and H= 30 respectively
with the numerical exact solution Cref. The error is normalized by the analytical left-sided
concentration depletion. The results for different Henry coefficients are shown in Figure 5.9.
Only in case of harmonic mean diffusion coefficient and H = 1, i.e. no concentration jump at the
interface, second order convergence is obtained. Otherwise, the CST method shows at best first
order convergence. Further, the errors for the harmonic mean CST formulation are significantly
lower at small Henry coefficients but tend to be equal with the errors of the arithmetic mean
formulation for higher values of the Henry coefficient. In Figure 5.9b it is shown that the
relative error of the arithmetic CST method is nearly independent of the Henry coefficient while
the harmonic CST model shows a significant dependency and the errors approach the ones from
the arithmetic model for high values of H. The blended CST formulation is not mentioned here
since for this grid arrangement it is identical to the harmonic model.
5.2.3 Stagnant Disc in Quiescent Liquid
In a second test case the influence of cell face/interface orientation onto the diffusion is
to be tested. For this purpose, the diffusion of a dilute species originally concentrated in a 2D
stagnant gas bubble into the surrounding liquid is simulated. The simulations are carried out
on a bubble-fitted O-grid mesh and a hexahedral mesh with a resolution near the interface of
about 270 cells per diameter. A view of the employed meshes is given in Figure 5.10. The
disc of diameter db = 3mm is placed in the centre of the domain with diameter D = 10 db.
The diffusion coefficients in the gas and liquid phase are Dg = 10−1 m2/s and Dl = 10−4 m2/s
respectively. The case setup is summarized in Table 5.1.
To further investigate the influence of interface position and sharpness of the volumetric
phase-fraction field onto the CST model, the species transport equation is solved given a phase-
fraction field which is smeared out over 4 cells radial to the interface by elliptic relaxation (i.e.
solving a Laplace equation for a given phase-fraction field (Rusche, 2002)). Aim of this test case
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bubble diameter db = 3mm gas side diffusion coefficient Dg = 10−1 m2/s
domain diameter d = 10 db liquid side diffusion coefficient Dl = 10−4 m2/s
Henry constant He = 25 boundary condition ∂nc|∂Ω = 0
domain discretization O-grid with 85,000 cells (interface resolution ≈ 11µm)
hexahedral mesh with 100, 000 cells (equal interface resolution)
Table 5.1.: Simulation setup – diffusion from stagnant disc
is to prove that the CST model predicts the correct species fluxes over the interface regardless
of mesh topology, interface position/orientation and sharpness of the volumetric phase-fraction
field, given that a certain mesh resolution is provided. The obtained species concentration pro-
Figure 5.10.: Domain discretization – mesh types, interface position (gray) and concentration iso-
surfaces (C=0.002, 0.005,0.01, 0.02,0.03) at t = 0.005 s
files are then compared to the numerical exact solution at different times t up to t = 0.2 s
obtained by the method of lines employing Mathematica 8. The result is shown in Figure 5.11a.
It can be observed that the species concentration profiles are in very good agreement to the
numerical exact solution. Figure 5.11b shows the comparison of the arithmetic and harmonic
models on the same mesh. Here, it can be seen that the arithmetic model slightly overpredicts
the species transfer compared to the harmonic model for equal mesh resolution. The com-
parison of concentration isosurfaces in Figure 5.10 shows that the solution on body-fitted and
hexahedral meshes is nearly identical, which proves that the choice of discretization practice is
indeed appropriate.
5.2.4 Thin Liquid Film – Plug Flow
Typical bubbly flows – the simulation of which is the original aim of this work – are strongly
advection dominated, while diffusion processes are several orders of magnitude slower. There-
fore, in this test case, the presented CST model is verified in an advection dominated flow prob-
lem, additionally evaluating the employed algebraic advection regarding artificial species trans-
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Figure 5.11.: Comparison of concentration profiles on hexahedral mesh – diffusion from radial disc
at He= 25 and diffusivity ratio 1000
fer. Here, the species transfer from a surrounding gas into a thin liquid film at constant velocity
u in both phases (plug flow) is considered. If the advection is dominant, i.e. the Peclet num-
ber is sufficiently high, the flow can be described by a 1D advection-diffusion problem, where
advection takes place in the x-direction and diffusion only in the perpendicular y-direction.
For this test case setting, which was also used in Haroun (2008), an analytical solution for
the concentration profile in the film is given by
c (η) = cI

1− erf

y¯p
4 Pe−1 x¯

, (5.2)
where x¯ and y¯ are dimensionless space variables based on the film thickness d and the Peclet
number is defined as Pe = |u|dDl . The Peclet number used in this test case is Pe = 1000. The
∂nc = 0, ∂nα= 0
∂nc = 0, ∂nα= 0
inlet gas
c = 1
α= 1
inlet liquid
c = 0
α= 0
∂nc = 0,
∂nα= 0interface
-
6
x¯
y¯
Figure 5.12.: Test-case setup – initial and boundary conditions interface
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Figure 5.13.: Species concentration field in the film (x axis scaled 1 : 20)
simulations are carried out on a domain of length L = 100 d and thickness of the gas and
liquid film of dg = dl = d = 1mm. The diffusion coefficients in the gas and liquid phase are
Dg = 2 ·10−4 m2/s and Dl = 2 ·10−7 m2/s. At the beginning of the simulation, the dimensionless
concentration is c = 1 in the gas phase and c = 0 in the liquid phase. The applied boundary
conditions can be seen in figure 5.12. The simulations are carried out on a hexahedral mesh with
100×200 cells. The obtained concentration profiles are taken at different positions downstream
the inlet and compared to the analytical solution (see figure 5.14a). Again, the results obtained
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
y¯
C
/
C
I
,2
Analytical solution
CST model x = 5d
CST model x = 25d
CST model x = 50d
(a) CST method vs. analytical solution.
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
y¯
C
/
C
I
,2
arithmetic model
harmonic model
(b) Arithmetic vs. harmonic mean value for-
mulation on the same mesh.
Figure 5.14.: Comparison of concentration profiles – species transfer in falling film of constant
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1
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2
=1000, H=15)
by the CST model show very good agreement to the analytical solution. The comparison of the
arithmetic and harmonic model in figure 5.14b shows no visible difference which proves that if
the concentration boundary layer is sufficiently resolved, both models give the same result.
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5.2.5 Single Rising Bubble 2D
To further assess the CST model capabilities regarding artificial mass transfer, a single rising
bubble is simulated in a 2D moving reference frame. In this case setup, the different simulated
chemical species are chosen to be soluble in one phase only.
Hydrodynamics
bubble diameter db = 3mm fluid system glycerol/water–air
liquid viscosity 1e−5m2/s gas viscosity 1.5 e−5m2/s
liquid density 998kg/m3 gas density 1.2 kg/m3
surface tension coeff. 0.073kg/s2 domain size 15× 20mm
domain discretization hexahedral mesh ≈ 50k cells (interface resolution ≈ 15µm)
Mass transfer
species initial conditions material parameter
 
D in m2/s

C0: c0
1 = 0.8717 c0
2 = 8.717 D0
1
= 0 D0
2
= 1.6 e−06 H0 = 0.1
C1: c1
1 = 0 c1
2 = 8.717 D1
1
= 0 D1
2
= 1.6 e−06 H1 = 0
C2: c2
1 = 0 c2
2 = 8.717 D2
1
= 1.6e−06 D22 = 1.6 e−06 H2 = 0
C3: c3
1 = 8.717 c3
2 = 0.8717 D3
1
= 1.6e−06 D32 = 0 H3 = 10
C4: c4
1 = 8.717 c4
2 = 0 D4
1
= 1.6e−06 D42 = 0 H4 = 1e08
C5: c5
1 = 8.717 c5
2 = 0 D5
1
= 1.6e−06 D52 = 1.6 e−06 H5 = 1e08
Table 5.2.: Simulation setup – modelling zero solubility
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Figure 5.15.: Profiles along vertical line through the bubble centre (c0 normalized) at t = 0.014s
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(a) C0. (b) C1. (c) C2.
(d) C3. (e) C4. (f) C5.
Figure 5.16.: Results for harmonic CST model after t = 0.014 s of bubble rise
(a) C0. (b) C1. (c) C2.
(d) C3. (e) C4. (f) C5.
Figure 5.17.: Results for arithmetic CST model after t = 0.014 s of bubble rise
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Any species transfer generated by the numerical model would thus be directly correlated
to artificial mass transfer, stemming either from an inconsistency of the algebraic advection
of phase fraction and species concentration field or from interfacial transfer terms of the CST
model. To model zero solubility, either the diffusion coefficient in one phase is set to zero or the
Henry coefficient is set to the respective limits (H→ 0, H→∞). The test case setup is given
in Table 5.2. The simulation is carried out using a dynamic mesh with adaptive mesh refine-
ment. Simulations are performed for both basic CST models, the harmonic (Equation 2.86) and
arithmetic (Equation 2.74) model formulation.
The results depicted in Figures 5.16 and 5.17 show that artificial mass transfer does not
occur for either CST model. Normalized species concentration profiles for c0 are given in Fig-
ure 5.15 along a vertical line through the bubble centre, showing exactly matching interface
positions. The presented results of the different verification cases have proven the CST model’s
validity and capabilities regarding accuracy of the diffusive interfacial transfer as well as artifi-
cial mass transfer. Thus, the different introduced CST model formulations are both suited for the
direct numerical simulation of interfacial species transfer from single rising bubbles. However,
the harmonic formulation has less strict resolution requirements and, hence, is preferred.
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6 Simulation Results
Having thoroughly verified the introduced species transfer model for algebraic VOF meth-
ods against multiple test cases, the model is finally applied to the simulation of species transfer
of dilute species from rising bubbles (see also Deising et al. (2016, 2018)). As main scientific
contribution of this work, an extensive parameter study is conducted to deduce improved mass
transfer correlations for single rising bubbles. One particular focus in this study is the influence
of bubble shape onto the mass transfer.
6.1 Species Transfer from Single Rising Bubbles
This Section presents the validation of the CST single-field model for mass transfer from sin-
gle rising bubbles in an infinite medium for low Schmidt numbers and small to medium Peclet
numbers based on comparison with numerical results and mass transfer correlations reported in
the literature. Here, the term infinite medium refers to a sufficiently large computational domain
(e.g. 8d × 11d × 8d for case 1, Table 6.1), so that the bubble rise velocity is not affected signif-
icantly by the domain boundaries. With increasing bubble Reynolds number, the hydrodynamic
boundary layer becomes smaller and thus a smaller computational domain can be used without
affecting the rise velocity.
6.1.1 Validation for Small and Medium Peclet Numbers
The case setup for this series of test cases is described in Roghair (2012) who conducted
simulations of species transfer at rising bubbles using a front-tracking method. The obtained
results employing the CST model are compared to their numerical results and to existing Sher-
wood correlations in the literature (Clift et al., 1978, Takemura and Yabe, 1998). The case setup
in form of the characteristic numbers of the flow is repeated in Table 6.1. All simulations in this
section are carried out with a diffusion coefficient ratio of Dg/Dl = 1000 and Henry coefficient
of H = 30 in a reference frame as outlined in Chapter 4.2, employing local dynamic adaptive
mesh refinement (cf. Chapter 4.4) to significantly reduce the overall number of computational
cells. Local mesh resolution at the interface is 42 cells per diameter for cases 1-3 and 64 cells per
diameter for case 4. In comparison, Roghair (2012) used a significantly finer mesh resolution
of about 100 cells per diameter for all their simulations.
In the literature, many different Sherwood correlations for single rising bubbles can be
found which usually are valid for a specific flow regime. Typically, these Sherwood numbers can
be written as a function of the Reynolds and Schmidt numbers in the following form:
Sh = c1 + c2 Re
a Scb . (6.1)
91
Table 6.1.: Case setup and results of 3D bubbles in different bubble regimes
Reynolds number Sherwood number
Case Mo Eo Clift et al.
(1978)
Roghair
(2012)
inter-
Foam
spherical (Clift
et al., 1978)
Takemura and
Yabe (1998)
Roghair
(2012)
CST
model
1 1e-04 1.0 5 5.53 6.4 2.5 3.6 3.2 3.6
2 5e-04 3.125 10 11.31 10.5 3.6 4.7 4.4 4.2
3 9.2e-04 40.0 33 32.35 32.5 6.5 7.1 6.3 6.4
4 5e-07 3.125 103 102.78 97.7 11.5 12.0 12.03 11.5
In the limit of potential flow around a spherical bubble, an analytical solution for the velocity
at the bubble interface exists. Using a thin concentration boundary layer approximation, Clift
et al. (1978) showed that, given the potential flow velocity profile, the following equation for
the average particle Sherwood number can be obtained
Sh =
2p
pi
Pe1/2 . (6.2)
Takemura and Yabe (1998) present a Sherwood correlation based on experimental studies on
spherical gas bubbles valid in the range Re< 100 and Pe> 1 which reads
Sh =
2p
pi
 
1− 2
3
1 
1+ 0.09 Re2/3
3/4
!1/2  
2.5+
p
Pe

. (6.3)
The comparison of global Sherwood numbers is given in Table 6.1 and Fig. 6.1a and shows
that the simulations employing the presented Continuous Species Transfer model are in good
agreement to the numerical simulations of Roghair (2012) and the Sherwood correlations of
Clift et al. (1978) and Takemura and Yabe (1998). Additionally, the performance of the derived
arithmetic and harmonic CST models is compared for case setup 1. Fig. 6.1b shows the develop-
ment of the global Sherwood number over time for case 1 using the three different CST model
formulations Eq. (2.74), (2.86) and (2.89). Again, the results show a very good agreement for
the presented models. From this, it can be concluded that the different CST model formulations
presented in this work are very similar in terms of accuracy (and performance) and are able to
predict interfacial species transfer in a wide range of diffusivity ratios and Henry coefficients.
The concentration profile around the rising bubbles for all cases are shown in Fig. 6.2. Fig. 6.1c
shows the relative conservation errors over time, where the relative conservation errors ∆α and
∆C are defined as
∆φ :=
∫
Ω
φ (t) dV − ∫
Ω
φ (t = 0) dV∫
Ω
φ (t = 0) dV
× 100 for φ = α, C . (6.4)
This proves that – as claimed before – the CST method shows indeed good conservation prop-
erties in terms of the conservation of phase volume (∆α) and species concentration (∆C).
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Figure 6.1.: Global Sherwood number and comparison with literature data
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Figure 6.2.: Concentration field around rising bubbles for different bubble regimes
(a) Concentration profile
for Sc = 10.
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Figure 6.3.: Simulation results for case 4 and Sc = 1, 10
To further analyse the range of applicability of the derived CST model, Direct Numerical
Simulations of rising bubbles for medium Schmidt numbers are performed. Here, the setting
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of case 4 is re-used with increased Schmidt number (Sc = 10). Diffusion coefficient ratio and
Henry coefficient remain unchanged. In this setting, the concentration boundary layer thickness
is significantly reduced which leads to strong changes in the concentration profile in the bubble
wake (cf. Fig. 6.3a and 6.2d). The obtained global Sherwood number is compared to corre-
lations of Takemura and Yabe (1998) and Oellrich et al. (1973) (cf. Figure 6.3c). The global
Sherwood number estimated by both models are Sh = 37.7 (Oellrich et al., 1973) and Sh = 32.3
(Takemura and Yabe, 1998) and are shown as red lines in Figure 6.3c. It can be seen that the
numerical results are in good agreement to above correlations. The species concentration within
the bubble over time for Sc = 1 and Sc = 10 is given in Figure 6.3b.
6.1.2 Application to Unstructured Polyhedral Meshes
The CST method, due to the local discretization utilizing only face neighbour information,
can readily be applied to unstructured meshes of general cell shape such as tetrahedral and
polyhedral meshes as well as meshes of mixed type. To demonstrate the capabilities of the
method, the presented CST model is employed for the simulation of species transfer from a
rising bubble at a very low Reynolds number (Re  1). The results are compared to the nu-
merical exact solution obtained by employing the analytical velocity field given by Hadamard-
Rybczinski (Hadamard, 1911), utilizing a hexahedral and a polyhedral computational mesh of
comparable resolution (see Figure 6.4).
(a) Hexahedral mesh. (b) Polyhedral mesh.
Figure 6.4.: Computational meshes
As mentioned above, two main discretization errors may occur on general meshes, non-
orthogonality errors and skewness errors. A successful application of the presented model on
general meshes, where skewness errors appear demands the usage of a skew-correction to the
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bubble diameter db = 4 mm
domain length d = 32 db
liquid density ρl = 1000 kg/m3
liquid viscosity µl = 2 · 10−3 m2/s
surface tension coefficient σ = 0.0523kg/s2
species 1: (Sc = 2, 000, Pe≈ 26)
liquid side diffusion coefficient Dl = 10−6 m2/s
Henry constant He = 35
species 2: (Sc = 20, 000, Pe≈ 260)
liquid side diffusion coefficient Dl = 10−7 m2/s
Henry constant He = 35
viscosity ratio (µl/µg) 1000
density ratio (ρl/ρg) 1000
diffusivity ratio (Dl/Dg) 0.001
Table 6.2.: Simulation setup – Hadamard-Rybczinski
global Sherwood number
terminal rise velocity [m/s] species 1 species 2
hexahedral mesh 0.00645 4.83 12.2
polyhedral mesh 0.00641 4.94 12.3
numerical exact 0.00653 5.05 12.4
Table 6.3.: Simulation results – Hadamard-Rybczinski
applied algebraic advection scheme (here CICSAM) as e.g. proposed by Denner and van Wachem
(2014) to counter-act numerical diffusion and maintain a (relatively) sharp interface represen-
tation. Also, non-orthogonality errors introduced by the diffusive terms are to be corrected,
applying non-orthogonal correction techniques as e.g. proposed by Jasak (1996). In the present
work, however, no skew-correction is added to the employed advection scheme CICSAM as the
numerical diffusion generated by the scheme in the moving reference frame is negligible due to
the very low velocities in the vicinity of the interface, especially at the bubble rear. The numeri-
cal exact solution is obtained using the analytical solution for the velocity field and solving the
advection-diffusion equation in the liquid domain, prescribing a fixed uniform concentration at
the bubble surface. The numerical setup is given in Table 6.2. For the simulations, the harmonic
CST model (Equation 2.86) was used. Figures 6.5a and 6.5b show the comparison of concen-
tration iso-contours to the numerical exact solution for both employed meshes. The simulation
results are summarized in Table 6.3 and agree well with the analytical solution of the terminal
rise velocity and the numerical exact solution of the concentration profile. As to be expected,
the results on the polyhedral mesh are slightly better due to more neighbouring cells in more
directions which corresponds to more accurate gradient calculations and approximation of the
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(a) Concentration iso-contours around bub-
ble.
(b) Concentration iso-contours bubble front.
Figure 6.5.: Concentration field with iso-contours ( c2 = 0.02, 0.01, 0.005, 0.002); left: polyhe-
dral mesh; right: hexahedral mesh; grey iso-contour: numerical exact solution (small
kinks in iso-contour due to interpolation)
flux-based transport. In conclusion, it is shown that the presented model is suitable to be used
on general meshes. Further, the results show that for a face-based solver such as interFoam,
it is beneficial to use polyhedral meshes rather than hexahedral. However, the present work
mainly focusses on the latter, as currently dynamic local adaptive mesh refinement capabilities
in OpenFOAM are only available with hexahedral mesh types. An extension of the CST model
to unstructured meshes of poor quality, where skewness correction becomes a necessity, has
recently been published in Hill et al. (2018).
6.1.3 High Peclet Numbers
Most gas-liquid systems encountered in nature and those utilized in industrial processes
exhibit very high Peclet numbers, which means that the advective transport is many orders of
magnitude faster than the diffusive transport, leading to extremely thin concentration boundary
layers compared to the hydrodynamic length scales involved. Thus, it is of major interest for
many applications to be able to predict the mass transfer for medium and high Reynolds and
high Schmidt numbers and to understand the influence of both dimensionless numbers onto the
mass transfer process.
Making use of local adaptive mesh refinement and dynamic load balancing strategies, in
this work the concentration boundary layer is sufficiently resolved for Peclet numbers up to
Pe = 104 (cf. Figure 6.11b), while still maintaining a somewhat reasonable overall simulation
time of about 8000 to 10000 CPU hours per case (3 to 4 weeks on 16 CPU’s). The maximum
resolution at the interface for all cases in the parameter study is about 224 cells per bubble
diameter. The total mesh cell count is about 4 · 106 cells, although it depends for each case –
due to the dynamic adaptive mesh refinement – on the current bubble shape.
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(a) Eo = 0.3, Mo = 10−11. (b) Eo = 5, Mo = 10−05.
Figure 6.6.: Species concentration field with iso-contours and streamlines (H= 5, Pe≈ 8000)
Figure 6.6 shows the concentration profiles around rising single bubbles for two different
material parameter settings. In addition to the species concentration profiles, concentration
isosurfaces and velocity streamlines are plotted in order to give a better insight into the flow
structure around both bubbles. It can be seen that the overall concentration profile looks simi-
lar, while the flow around both bubbles is entirely different. The velocity and pressure fields for
case Eo = 0.3, Mo = 1e-11 are given in Figure 6.7. Figure 6.8 shows the cell values (original
data, non-smoothed) of the species concentration at Pe≈ 6300. In Figure 6.8b, additionally, the
employed computational mesh is shown, using three level of refinement in the vicinity of the
(a) Velocity field. (b) Pressure field.
Figure 6.7.: Velocity and pressure field for case Eo = 0.3, Mo = 1e-11 at t = 0.1379s
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(a) Concentration field. (b) Logarithmic concentration field.
Figure 6.8.: Concentration field for case Eo = 0.3, Mo = 1e-11, Sc = 10 at t = 0.1379 s
interface and seven refinement levels in total. The cases for the conducted parameter study are
given in the Grace diagram in Figure 6.9 With exception of the spherical bubbles, the simulated
Reynolds numbers (red dots) are in good agreement to the Grace diagram. For spherical bub-
bles, the rise velocity is over-predicted. The hydrodynamic results of the parameter study are
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Figure 6.9.: Grace diagram with simulated settings: (green) setup, (red) simulation results
shown in Figure 6.10.The left Figure shows a comparison of the computed Reynolds numbers
to the correlation in Legendre et al. (2012) which reads
Re = 2.05 We
2
3 Mo− 15 , (6.5)
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while the right Figure shows a comparison of the compute aspect ratios to the correlations
obtained by Legendre et al. (2012) based on a fitting of collected data over a large parameter
space for pure and contaminated systems. It can be seen that there are two limiting curves for
the aspect ratio, given as
χ = 1+
9
64
We (Moore, 1965) (6.6)
χ =
1
1− 964 We
(Legendre et al., 2012, Eq. 6) . (6.7)
The computed aspect ratios agree well with the proposed correlation
χ =
1
1− 964 We

1+ 0.2 Mo
1
10 We
−1 (Legendre et al., 2012, Eq. 7) (6.8)
over the entire parameter range investigated in this study. There is still scope for various im-
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sented in Legendre et al. (2012).
Figure 6.10.: Comparison of parameter study hydrodynamic results to literature data
provements of the interFoam solver family (see Appendix D) and a large number of different
parameters have been varied in the presented simulation campaign. For these two reasons, de-
spite this would be desirable, extending the parameter space and/or a mesh sensitivity study has
been found out of scope (and potentially out of reach due to limited computational resources).
6.2 Towards an Improved Sherwood Correlation
The final main aim of this work is the derivation of a closure model for interfacial species
transfer with a large range of validity, taking into account all influencing parameter. Standard
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closure approaches take a form as given in Eq. (6.1), modelling the mass transfer in dependence
of the Schmidt and Reynolds numbers only, disregarding the effects of bubble shape. To obtain
a full description of the mass transfer, additional influence parameters are to be considered.
In order to obtain all relevant influence parameter for a mass transfer correlation, a dimen-
sion analysis is performed. Considering the simplified species transport equation (2.61), here
repeated for convenience of the reader,
∂t c +∇· (cu) =∇· (D∇c) ,
the non-dimensional form then reads
∂t∗c∗ +∇∗· (c∗u∗) urel trelxrel =∇∗· (D∗∇∗c∗)
Drel trel
x2rel
. (6.9)
Defining urel trel = xrel then leads to the non-dimensional species transport equation with one
non-dimensional parameter
∂t∗c∗ +∇∗· (c∗u∗) =∇∗· (D∗∇∗c∗) Drel
νrel
νrel
xrelurel
(6.10)
=∇∗· (D∗∇∗c∗) 1
Re Sc
.
Thus, the non-dimensional species concentration transport is only dependent on the Peclet num-
ber (Pe = Re Sc). From this result, the Sherwood correlation (which is a non-dimensionalized
form of the concentration gradient at the interface, cf. Eq. (2.96)) is assumed to be a function
of the Peclet number only. However, the dimensionless velocity profile and the bubble shape is
a function of the Eötvös and Reynolds numbers. Thus, the Sherwood correlation is assumed to
take the following form:
Sh = f (Re,Eo) · g(Pe) ,
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Figure 6.11.: Towards an improved closure model for interfacial mass transfer
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where f (Re,Eo) denotes a correction factor describing the influence of changes in the local
velocity field due to bubble deformation. This form of correlation can also be found in the
literature, for example in Lochiel and Calderbank (1964), who introduce an aspect ratio to
include the bubble shape influence onto the velocity field. From the above reasoning, it can be
deduced that the influence of the Schmidt number for a given set of material parameter (and
thus fixed velocity field) is approximately constant. From the solution of a potential flow field
around a sphere, the Sherwood number is expected to be a function of Sca with a close to 0.5.
In order to improve existing mass transfer correlations, the results of the conducted pa-
rameter study are utilised to obtain insights into the surface area dynamically changing with
the bubble shape and its dependency on the global Sherwood number. The main results are
visualised in Figures 6.11a and 6.11b.
Figure 6.11a shows that the interfacial area increases significantly with increasing Reynolds
and Eötvös numbers. Here, the influence of the Eötvös number is dominant, which is not sur-
prising. The well-known Grace diagram (Clift et al., 1978) for instance visualises – although
not quantifies – this effect. Figures 6.11b and 6.13a on the other hand show that the global
Sherwood number decreases with increasing bubble deformation (i.e. increasing Eötvös num-
ber). However, Figure 6.11b also shows that the decrease in global Sherwood number due to
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Figure 6.12.: Dependency of global Sherwood number from Schmidt number
bubble deformation is strictly limited by a lower bound, while the upper bound is approximately
given by Shmax =
2p
pi
p
Pe. The simulation results show that the upper limit is only surpassed for
(nearly) spherical path-instable bubbles (cf. Figure 6.13a). The dependency of the global Sher-
wood number on the Schmidt number is further investigated. It was found from the simulation
results that this functional relation follows in good approximation a power law with a constant
exponent and a material system-dependent pre-factor. This means that the global Sherwood
number for any given material system is seen to solely depend on the Schmidt number via
Sh = a · Scb , (6.11)
where a = g (Eo, Re) and b have been found to be almost constant. Fitting b for different cases
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Figure 6.13.: Influence of bubble shape onto global Sherwood number
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Figure 6.14.: Non-dimensionalized klA as a function of the Peclet number
yields values of approximately 0.5 (cf. Figure 6.13b). This then results with a set of curves,
where all simulation data points lie on straight lines of slope≈ 0.5 in the double-logarithmic plot
as shown in Figure 6.12. It can be seen that the exponent, as expected, varies only slightly from
the theoretical value of 0.5, obtained, e.g., in the analytical solution of potential flow around
a sphere. However, Figure 6.13b shows that the exponent does indeed slightly increase with
increasing Reynolds and Eötvös number (i.e. increasing bubble deformation). The functional
relation of the pre-factor a can be described in good agreement by
a = γ(Sr)Re
0.5 , (6.12)
hence depending on the surface ratio and Reynolds number. This form is also suggested by
Lochiel and Calderbank (1964) based on analytical investigations of mass transfer from ellip-
soidal bubbles. Since nearly all Sherwood correlations reported in the literature are based on the
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Figure 6.15.: Comparison of simulation results with correlation of Oellrich et al. (1973)
area of volume-equivalent spheres, they are a non-dimensional form of klA and thus comparison
with numerical results presented here have to account for this fact. The non-dimensionalized
klA coefficient (= Sh ·Sr) as a function of the Peclet number is given in Figure 6.14. It can be
seen that for Schmidt equal to unity, the total mass transfer from volume-equivalent bubbles is
virtually independent of the material system over the investigated range of Eötvös and Reynolds
numbers. A comparison of the numerical results to the correlations of Oellrich et al. (1973) is
given in Figures 6.15. It can be seen that the numerical results agree well with the correlations
proposed in Oellrich et al. (1973), in both upper and lower bound, as well as the dependency
of the Sherwood number on the Schmidt number. A further comparison to the correlation pro-
posed in Takemura and Yabe (1998) is given in Figure 6.16. Here, to better distinguish between
the different curves, the numerical results are plotted separately for each Eötvös number against
the correlation of Takemura and Yabe (1998). As the correlation is only valid for large Schmidt
numbers, deviation from the numerical results at small Schmidt numbers can be ignored. How-
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Figure 6.16.: Comparison of simulation results with correlation of Takemura and Yabe (1998)
ever, especially for very small and very large Reynolds numbers, a deviation from the proposed
correlation can be seen. The deviation at large Reynolds numbers (cf. Figure 6.16a, Mo = 10−11)
is to be expected as the correlation of Takemura and Yabe (1998) is derived from experimen-
tal data for Re < 100. The source of deviation for small Reynolds numbers (cf. Figure 6.16c,
Mo = 10−4) remains unclear. Overall, it can be seen that the numerical results agree well with
the correlation.
At larger Schmidt numbers, the increase of the slope as shown in Figure 6.13b results in
a separation, leading to enhanced mass transfer for bubbles with stronger deformation. From
Figure 6.13b, the increase in mass transfer with stronger bubble deformation is expected to
increase further with increasing Schmidt number.
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In industrial processes though, especially the material system but also the total gas volume
is usually fixed, allowing only for changes in bubble diameter. Since the dependence of the mass
transfer from the Reynolds number can be described as a power law with exponent smaller than
unity, for such processes smaller bubble size is expected to lead to an increase in total mass
transfer. In cases, though, where the total gas holdup in the process depends on the bubble size,
an optimal finite bubble size may exist.
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7 Summary & Outlook
7.1 Conclusion of This Work
This Thesis investigates the transfer process of a dilute species in two-phase gas-liquid flows,
employing Direct Numerical Simulations based on an algebraic Volume-of-Fluid method. A
novel single-field model, named Continuous Species Transfer (CST) model is introduced which
enables the accurate simulation of species transfer in context of above class of methods (Deising
et al., 2016, 2018).
A major challenge in the simulation of species transfer processes is to capture the very thin
concentration boundary layer adjacent to the interface, typical for gas-liquid flows. In this work,
local dynamic adaptive mesh refinement and dynamic load balancing techniques are employed
to sufficiently resolve the concentration boundary layer in a computationally very efficient way.
The presented framework supports unstructured meshes of general topology, enabling also the
simulation of species transfer in complex geometries. This contribution contains the method de-
velopment, verification and validation as well as the application to single rising bubbles with the
aim of deducing an improved closure relation for interfacial species transfer. Critical influence
parameter onto the mass transfer are identified and studied based on a dimensional analysis of
the species transport equation. Besides the Peclet number, the velocity profile in the boundary
layer also affects mass transfer and can be formulated as a function of the Reynolds and Eötvös
numbers. Further, unlike in literature the effects of changes in the concentration gradient at
the interface as well as the changes of bubble shape onto the mass transfer are also studied
separately, showing a significant reduction of the Sherwood number with increasing Eo and
decreasing Mo. At the same time the interfacial area increases, eventually leading to enhanced
mass transfer at strongly deformed bubbles. Thus it is argued that splitting of the mass transfer
coefficient into a closure relation for the interfacial area and the Sherwood number is beneficial
and leads to a more detailed description of the mass transfer process. Additionally, the influence
of the Schmidt number is found to be (nearly) constant in context of physisorption for a given
bubble diameter and fixed material properties (= fixed flow field). Thus in order to predict the
species transfer (physisorption only) for realistic gas-liquid systems, it is sufficient to investigate
the Schmidt number influence at increased diffusivities and then apply a scaling based on the
actual Schmidt number. It was found that the change in Schmidt number dependence onto the
Sherwood correlation with varying material parameter is very limited and was found to being
close to its square root (Sh = a Sc0.5) for the investigated parameter range.
One major aspect of this work is the identification of the necessity to separately investigate
the two different causes for changes in global mass/species transfer: changes in local concen-
tration gradients and changes in interfacial area. The numerical results presented in this thesis
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highlight the importance of accounting for bubble shape in mass transfer correlations. As re-
ported in Lochiel and Calderbank (1964), bubble deformation is shown to lead to a substantial
reduction in the Sherwood number but at the same time leads to an increase of interfacial area.
Further, select mass transfer (klA) correlations in literature (Takemura and Yabe, 1998, Oellrich
et al., 1973) are found to be in good agreement with the numerical results of the parameter
study conducted in the scope of this research and thus applicable over a large parameter range.
The numerical findings of this work can be utilized to improve the accuracy of detail-reduced
simulation methods. An example is the two-fluid model, which requires an accurate species
transfer correlation over a wide range of bubble shapes and local Reynolds numbers and also
an accurate description of the local interfacial area which should also account for changes due
to interface deformation.
7.2 Open Questions & Further Work
To obtain species transfer closures with a larger range of applicability, the utilized hydro-
dynamic solver framework needs further improvements, mainly –but not solely– regarding the
treatment of the surface tension force. This would enable the study of the Reynolds and Eötvös
numbers onto the mass transfer over a large parameter range. Also, further studies regarding
the influence of the Schmidt number onto the mass transfer should be undertaken to gain fi-
nal insight into the exponent dependency from the Reynolds and Eötvös numbers (cf. Figure
6.13b) over a wide parameter range. In terms of method development, additional studies have
to be performed to understand the influence of mesh resolution onto model closure in scope of
conditional volume-averaged single-field equation methods.
Future work is foremost concerned with the study of species transfer in bubble groups.
A main aim is the understanding and quantification of swarm influence onto species transfer
processes. Additionally, the method is to be systematically applied to the study of chemisorp-
tion processes at single rising bubbles and bubble swarms. A major advantage of the presented
framework is its applicability to unstructured meshes of general topology. Thus, the study of
species transport processes in complex geometries like structured packings should be feasible
within the presented framework. In terms of method development, an interesting step forward
would be the investigation of (non-dilute) mass transfer processes which however requires con-
siderable modifications to the presented method.
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A High Resolution Schemes for the Advection
of Sharp Fields
For reasons of applicability on unstructured meshes, only interpolation schemes utilizing a
two- or three-node stencil as in Figures 3.2a and 3.2b are considered here. Focussing on the
advective transport of an arbitrary quantity, as mentioned in Section 3.1.1, boundedness of the
discretization is not inherently given and needs to be enforced through boundedness criteria. To
better understand the effects of truncation errors, a stability analysis based on the modified par-
tial differential equation (Warming and Hyett, 1974) can be performed. The modified equation
is obtained by first deriving the discretized PDE utilizing any specific discretization schemes,
then expanding each term by a Taylor series expansion and finally eliminating time derivatives
higher than first-order (Warming and Hyett, 1974). Based on the study of a one-dimensional
advection equation
∂tφ + u
∂ φ
∂ x
= 0 , (A.1)
different modified equations are obtained, depending on the utilized discretization schemes.
An exemplary analysis for four different Finite Difference discretizations yields the modified
equations listed in Table A.1. For first-order schemes, the modified equation always takes the
scheme modified equation
upwind ∂tφ + u
∂φ
∂x =
u∆x
2 (1−C) ∂
2φ
∂x2
Lax-Friedrichs ∂tφ + u
∂φ
∂x =
u∆x
2
 
1
C −C

∂ 2φ
∂x2
Lax-Wendroff ∂tφ + u
∂φ
∂x = −u∆x22
 
1−C2 ∂ 3φ
∂x3
Beam-Warming ∂tφ + u
∂φ
∂x =
u∆x2
6 (1−C) (2−C) ∂
3φ
∂x3
Table A.1.: Modified equations for first- and second-order schemes
form
∂tφ + u
∂φ
∂x
= Dn
∂ 2φ
∂x2
. (A.2)
The system actually solved for is an advection-diffusion equation with the numerical diffusion
coefficient Dn. Second-order schemes result in a modified equation of the form
∂tφ + u
∂φ
∂x
= µn
∂ 3φ
∂x3
(A.3)
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Figure A.1.: Numerical and exact solution of the Riemann problem for u = 1, ∆x = 0.01, ∆t =
0.005 at time t = 0.5
with the numerical dispersion coefficient µn. While it is obvious from Eq. A.2 that first-order
schemes add numerical diffusion, the effect of numerical dispersion is not directly evident.
Based on a Fourier series analysis, it can be shown that numerical dispersion leads to oscillations
in the transport of a sharp field (LeVeque, 2002, Hirsch, 2007), which occur upwind of the
discontinuity for negative and downwind of the discontinuity for positive dispersion coefficients
(see Figure A.1).
The difficulty for a suitable discretization of the advection term is to obtain a scheme which
minimizes numerical diffusion without introducing oscillations. One natural choice would be to
take a dispersive (second-order) scheme and add an artificial diffusion term with constant diffu-
sivity Γ =Q∆x2, hoping that for large diffusion coefficients, the numerically induced oscillations
would vanish. However, as proven by Godunov’s theorem: “A linear, monotonicity-preserving
scheme is at most first-order accurate.”
The term monotonicity-preserving is the central point in the development of suitable
schemes for the discretization of advection schemes. Monotonicity is a property of the nu-
merical scheme, preserving boundedness by ensuring that
(i) no new extrema are generated
(ii) the value at local minima is non-decreasing and value at local maxima is non-increasing.
This can be formulated as an inequality, leading to
min
k
 
φok
≤ φnP ≤maxk  φok ∀ P , (A.4)
where k addresses all nodes utilized in the interpolation scheme. Another way to define mono-
tonicity is through positivity of all coefficients constituting the numerical discretization. Any
time-explicit linear discretization to the advection equation (A.1) can be written as
φnP = φ
o
P +
∑
k
bk
 
φok −φoP

, with
∑
k
bk = 1 (A.5)
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and is monotone if the constituting coefficients bk are positive (bk ≥ 0 ∀k), which is similar to
the positivity condition by Spekreijse (1987). From A.5 it can directly be seen that the values
at local extrema cannot increase. in the literature, many different methods to derive bounded
advection schemes exist which essentially result in the same conditions, especially for linear
schemes (Hirsch, 2007). These different methods are the Total Variation Diminishing (TVD)
(Harten, 1982, 1983), the aforementioned positivity condition (Spekreijse, 1987), the Convec-
tion Boundedness Criterion (Gaskell and Lau, 1988, Leonard, 1988) based on the Normalized
Variable Formulation (Leonard, 1988) and the Local Extremum Diminishing (Jameson, 1995).
It should be noted that all these criteria were derived to ensure boundedness of explicit dis-
cretization schemes. Boundedness criteria for implicit schemes are not as restrictive (due to the
induced numerical diffusion) and are discussed in Section A.3. The analysis of bounded advec-
tion schemes presented here is adapted to the implementation of high-order advection schemes
in the OpenFOAM®library.
A.1 Total Variation Diminishing (TVD) Schemes
One possible practical way to derive bounded higher-order advection schemes was intro-
duced by Harten (1983) based on the concept of Total Variation Diminishing (TVD). This concept
follows directly from the monotonicity criterion in Equation A.4 and reads (for the discrete case)
TV(φn)
!≤ TV (φo) , with TV(φ)≡∑
Ω
|φP −φN | . (A.6)
Based on a Finite Volume discretization using only face-neighbouring cell information, a numer-
ical scheme for the advection equation yields
∂tφ + u
∂ φ
∂ x
= 0
FVM⇒ φ
n
C −φoC
∆t
+
1
VP
∑
f
F of φ
o
f = 0
⇔ φnC = φoC +UoC
 
φoU −φoC

+DoC
 
φoD −φoC

, (A.7)
with arbitrary coefficients UoC and D
o
C depending on the chosen face interpolation scheme. It was
shown by Harten (1983) that above discretization ensures the TVD criterion if the coefficients
fulfil the following conditions
UoC ≥ 0 ∀C
DoC ≥ 0 ∀C (A.8)
UoC +D
o
C ≤ 1 ∀C .
An extension of the TVD analysis to implicit and semi-implicit schemes can be found in Jameson
and Lax (1986). The TVD criterion shown in Equation A.8 can be utilized to derive a class of
homonymous advection schemes based on a flux limiter formulation.
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The flux limiter approach is based on writing a Finite Volume discretization as a sum of a
bounded lower-order ’lo’ scheme and an unbounded higher-order ’ho’ correction to be limited:
φnC = φ
o
C +
∆t
∆x

F oφ,D − F oφ,U

= φoC +
u∆t
∆x

φof+ −φof−

, with (A.9)
φf+ =

φof+
lo
+ψ(rC)

φof+
ho − φof+lo , (A.10)
φf− =

φof−
lo
+ψ(rU)

φof−
ho − φof−lo , (A.11)
where rC ≡ ∂φ
∂x

f−
/
∂φ
∂x

f+
uniform mesh
=
φC −φU
φD −φC (A.12)
denotes the solution gradient ratio. The definition for the limiter function ψ(rC) and the solu-
tion gradient ratio rC given here is not unique and other definitions can also be found in the
literature. In above equation, a constant velocity u is assumed. The case of multidimensional
advection with a varying velocity field is discussed in Section A.4. When used in the form as
shown in Eq. A.9, the flux limiter is also called slope limiter, as it actually limits the face inter-
polated value depending on the gradients over the current and upwind faces. In Sweby (1984),
conditions for a flux limiter based on the first-order Lax-Wendroff scheme are derived, which
are widely cited in the literature. However, a common implementation of TVD schemes, e.g., in
the C++library OpenFOAM®, is based on blending of upwind and central differences scheme:
φf+ = φ
o
C +ψ(rC)
 
φoDδf+ +φ
o
C
 
1−δf+
−φoC= φoC +δf+ψ(rC)  φoD −φoC , (A.13)
φf− = φoU +δf−ψ(rU)
 
φoC −φoU

. (A.14)
Here, δf+ and δf+ denote the mesh weights on non-uniform meshes, defined as
δf+ :=
 
xf+ − xC
 ·Sf+
(xD − xC) ·Sf+ , δf− :=
 
xf− − xU
 ·Sf−
(xC − xU) ·Sf− . (A.15)
This, however, leads to different conditions for the flux limiter compared to Sweby (1984) as is
shown in the following (interested readers are also referred to Hou et al. (2012)). Substituting
Equation A.13 and A.14 into A.9 yields
φnC = φ
o
C − u∆t∆x
 
φoC +δf+ψ(rC)
 
φoD −φoC
−φoU −δf−ψ(rU)  φoC −φoU
= φoC −C

1+δf+
ψ(rC)
rC
−δf−ψ(rU)
 
φoC −φoU

. (A.16)
In order for above discretization to be monotonicity preserving, one can enforce the positivity
or TVD criterion (or others). For above equation to fulfil the TVD criterion, Equation A.8, the
following condition must hold
0≤ C

1+δf+
ψ(rC)
rC
−δf−ψ(rU)

≤ 1
⇔ − 1
δf+
≤ ψ(rC)
rC
− δf−
δf+
ψ(rU)≤ 1
δf+

1
C
− 1

(A.17)
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for the two independent limiter functions ψ(rC) and ψ(rU) which are assumed to be positive
(ψ(r) ≥ 0 , ∀r). The reader should note that application of the positivity criterion to Eqn. A.16
leads to exactly the same condition. It is evident that the limiter functions must be zero for
negative r, i.e. when an extremum exists in cell C or U . Considering the worst-case scenarios
(i) from ψ(rC)rC →max , ψ(rU) = 0 follows that 0≤
ψ(rC)
rC
≤ 1
δf+
1−C
C
, (A.18)
(ii) from ψ(rC)rC = 0 , ψ(rU)→max follows that 0≤ψ(rU)≤
1
δf−
, (A.19)
the following conditions for the limiter function ψ can be derived which enforces the TVD cri-
terion on the numerical discretization for time-explicit schemes and thus ensures boundedness
of the advective transport:
0≤ψ(r)≤min

1
δf
r
1−C
C
,
1
δf

. (A.20)
In comparison, based on an analysis of the flux limiter for the first-order Lax-Wendroff scheme,
Sweby (1984) obtained the following conditions
0≤ψ(r)≤min (2r, 2) . (A.21)
This leads to three conclusions about TVD criteria: The flux limiter condition
1. is dependent on the lower and higher-order schemes to be blended
2. of Sweby (1984) for the Lax-Wendroff scheme gives only a restrictive criterion and does
not make full use of the TVD region
3. of Sweby (1984), in case of blending between upwind and central differences, only holds
true for C≤ 0.5 and uniform meshes.
The flux limiter function ψ limits the higher-order part of the transported flux. As shown in the
derivation process, the same limiter can also be used to obtain a bounded face interpolation. It
was shown by Sweby (1984) that in order for the face interpolation to be TVD and of second-
order accuracy, the flux limiter function needs to be further restricted. The limiter function
is required to fulfil ψ(1) = 1 and should be constructed by a convex combination of the Lax-
Wendroff and Beam-Warming schemes, leading to the following criterion
r ≤ψ(r)≤min (2r, 1) for r < 1
1≤ψ(r)≤min (2r, 2) else . (A.22)
Another important property of limiter functions is the symmetry. When aiming to transport
a variable initially symmetric in space, one usually would want the discrete (sometimes also
called reconstructed (LeVeque, 2002)) data to have the same property. It is shown in LeVeque
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Figure A.2.: Important limiter functions and TVD regions in the Sweby diagram
(2002) and Hirsch (2007) that this leads to a further requirement on the limiter function ψ,
which must also satisfy
ψ

1
r

=
ψ(r)
r
. (A.23)
Important limiter functions and the different above introduced TVD regions are shown in Figures
A.2a to A.2d in form of the Sweby diagram (Sweby, 1984). It can be seen that the Minmod and
Superbee limiters describe the outer borders of the second-order TVD region depending on
Sweby’s restriction on the flux limiter according to Equations A.21 and A.22. The maximum
region to fulfil TVD (Equation A.20) is shown in figure A.2d. The vanLeer and MC limiters are
symmetric limiters, the latter being linear in the region around r = 1, indicating that the MC
limiter is second-order accurate over a relatively large region, whereas the vanLeer limiter is of
second-order only at ψ(r = 1) = 1.
Based on the flux limiter formulation, the interpolation weights for the face interpolation
can be calculated as
φf = φC +δfψ(r) (φD −φC) = φC
 
1−δfψ(r)
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
ωC
+φD δfψ(r)´udcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymod¶
1−ωC
. (A.24)
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On unstructured meshes, the centre cell of the interpolation stencil is either the parent or the
neighbour cell of a face, based on the flux direction. Assuming a face flux Ff > 0, then φC = φP
and φD = φN and defining the mesh weights ωCD ≡ (xN−xf )·Sf(xN−xP )·Sf leads to
φf = φP [1−ψ(r) (1−ωCD)] +φNψ(r) (1−ωCD) with δf = 1−ωCD . (A.25)
Assuming a face flux Ff < 0, then φC = φN and φD = φP which leads to
φf = φN [1−ψ(r)ωCD] +φPψ(r)ωCD with δf =ωCD . (A.26)
Assuming that – as is the case in OpenFOAM®– a face interpolation is formulated as
φf =ωPφP + (1−ωP)φN , (A.27)
then the interpolation weights ωP can be calculated from
ωP =ωCDψ(r) + pos
 
Ff

[1−ψ(r)] . (A.28)
Above equation is utilized in the OpenFOAM®-library to calculate the interpolation weights
from a given limiter function.
A.2 Normalized Variable Formulation (NVF) Schemes
Another approach to derive bounded non-linear higher-order discretization schemes for
advection was introduced in Leonard (1988). Leonard herein utilizes the so-called Normalized
Variable Formulation in correspondence with the Convection Boundedness Criterion (CBC) of
Gaskell and Lau (1988) to derive another class of discretization schemes, known as Normalized
Variable Diagram (or short: NVD) schemes. This procedure is analogous to the derivation of TVD
schemes but instead of adding a limiter and ensuring boundedness by enforcing TVD conditions
upon this limiter, in NVD schemes the boundedness criterion is directly enforced upon the face
interpolated value. The introduced normalization of variables reads
φe := φ −φU
φD −φU . (A.29)
To ensure monotonicity and not create new extrema, the normalized variable needs to be in
the interval φe ∈ [0, 1]. This essentially is the Convection Boundedness Criterion introduced by
Gaskell and Lau (1988) which reads(
φCe ≤ φfe ≤ 1 for 0≤ φCe ≤ 1
φfe = φCe else . (A.30)
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Here, the benefit of the normalized variables becomes eminent – the straight-forward way to
define boundedness. The CBC criterion simply states that the face-interpolated value should be
between the values in the two neighbouring cells C and D. In comparison, the application of
the TVD criterion leads to a more complex condition on the discretization weights (see Equation
A.8). However, above criterion only ensures boundedness for implicit solutions and in steady-
state cases as it only considers information from one time level. It does not ensure that the
solution in the next time step remains bounded. Therefore, Leonard (1991) introduces a time-
dependent criterion for explicit solutions, the transient CBC criterion depending on the Courant
number, which reads 
φCe ≤ φfe ≤ φCeCf for 0≤ φCe ≤ Cf , with Cf < 1 ,
φCe ≤ φfe ≤ 1 for Cf < φCe ≤ 1 ,
φfe = φCe else . (A.31)
The interpolation schemes following the bounds of the transient CBC region are the upwind
scheme (lower bound) and the Hyper-C scheme (upper bound). In the following it is shown
that the condition for the flux limiter function (Eq. A.20) derived by application of the TVD
criterion (Eq. A.8), poses the exact same conditions on the face-interpolated variable as does
above transient Convection Boundedness Criterion, which, to the author’s best knowledge, has
not been shown before. To see this, the Hyper-C scheme is transferred into a limiter formulation
based on the assumption of a uniform mesh:
φe f ,Hyper-C = minφe CCf , 1

φf ,Hyper-C
!
= φC +δfψ(r) (φD −φC)
φC≤ 1Cf⇔ φe f ,Hyper-C = φe C +δfψ(re)  φe D −φe C= φe C +δfψ(re)  1−φe C != φe CCf
⇒ ψ(re) = 1
δf
re1−Cf
Cf
, with re≡ r  φe C= φe C
1−φe C (A.32)
⇔ ψ(r) = min

1
δf
r
1−Cf
Cf
,
1
δf

. (A.33)
From above derivation, five important facts about NVD and TVD schemes can be obtained:
(a) Every NVD scheme can be written as φe f = f  φe C
(b) TVD and transient CBC criterion result in the exact same restrictions on the face-
interpolation (Equation A.20 with the definition of the face-interpolated variable Eq. A.13,
is identical to Eq. A.31)
(c) TVD schemes can conveniently be transferred into NVD schemes and vice versa
(d) The interpolation scheme which follows the upper limit of the transient CBC and TVD
criteria is the Hyper-C scheme by Leonard (1988)
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Figure A.3.: Important interpolation schemes in the Normalized Variable Diagram
(e) While the TVD criterion is dependent on the mesh grading (δ), the transient CBC criterion
on uniform and non-uniform meshes is the same.
The construction point of higher-order schemes can also be transferred into normalized vari-
ables. In the flux limiter formulation, the TVD scheme is second-order accurate if ψ = 1, in
which case the central difference scheme is recovered. Second-order is usually enforced in the
smooth region (r ≡ (φC −φU)/ (φD −φC) = dUC/dCD), so that second-order TVD schemes are
characterized by ψ(r = dUC/dCD) = 1. In normalized variables, the construction point translates
to
ψ(r = dUC/dCD) = 1 ⇔ ψ(re= dUC/dCD ) = 1
re= dUC/dCD = 1−φe C
φe C ⇒ φe C = 11+ dUC/dCD (A.34)
ψ(dUC/dCD ) = 1 ⇒ φe f = φe C +δf  1−φe C= 11+ dUC/dCD  1−δf +δf . (A.35)
Hence, every scheme of at least second-order accuracy passes through
1
1+dUC/dCD
, 11+dUC/dCD
 
1−δf

+δf

(or

1
2 ,
3
4

on uniform meshes) in the Normalized Variable
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Diagram which shows the face-interpolated value as function of the cell-centred value in the
face-upwind cell (φe f = f  φe C). Figure A.3 shows some important interpolation schemes in the
Normalized Variable Diagram, including unbounded linear schemes, TVD and NVD schemes.
A.3 Boundedness Criteria for Time-Implicit Schemes
This section contains a short discussion on time-implicit TVD schemes, based on the work
of Harten (1982) with the aim of deriving a boundedness criterion for first-order time implicit
discretization of an advection equation. As in Equation A.7, any discretization of the advection
equation using information only from neighbouring cells (3-point stencil for face interpolations)
can be written in the following form
φnC +η
∆t
∆x

F nφ,f+ − F nφ,f−

= φoC − (1−η) ∆t∆x

F oφ,f+ − F oφ,f−

with
Ff+ = φC − ∆x
∆t
Uf+ (φD −φC) = φD − ∆x
∆t
Df+ (φD −φC) and
Ff− = φU − ∆x
∆t
Uf− (φC −φU) = φC − ∆x
∆t
Df− (φC −φU)
⇔φnC −η

Unf+
 
φnD −φnC
− Dnf−  φnC −φnU
= φoC + (1−η)

U of+
 
φoD −φoC
− Dof−  φoC −φoU , (A.36)
with the implicitness factor η ∈ [0, 1]. It can be shown that above discretization is TVD if the
l.h.s. (L ·φn) is TVI (total variation increasing) and the r.h.s. (R ·φo) is TVD:
TV (φn)≤ TV (L ·φn) = TV (R ·φn)≤ TV (φo) . (A.37)
Applying now the definition of TVD and TVI, conditions for the pre-factors U and D can be
derived. Here, the discretization is performed for two neighbouring cells to formulate the Total
Variation. The resulting conditions for the r.h.s. to be TVD are
(1−η)Uf ≥ 0
(1−η)Df ≥ 0
(1−η)  Uf + Df ≤ 1 . (A.38)
These conditions are equivalent to Equation A.8 with the exception of the pre-factor (1−η),
which is not surprising since the derivation of both conditions is equivalent. For the semi-
implicit discretization (A.36) to be TVD, the conditions for the l.h.s. pre-factors are still to be
derived, leading to
Uf ≥ 0 and Df ≥ 0 . (A.39)
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To understand what these criteria mean in terms of a flux (or slope) limiter formulation, the
definition of the flux limited face-interpolant can be substituted into Eq. A.36, leading to the
following restrictions for the limiter function:
0≤ 1+δf+ψ(rC)roC −δf−ψ(rU)≤
1
1−η (A.40)
for the time-explicit limiters on the right-hand side and
1+δf+
ψ(rC)
rnC
−δf−ψ(rU)≥ 0 (A.41)
for the time-implicit limiters on the left-hand side of Eq. A.36. Exploiting the worst-case sce-
narios and keeping in mind that the limiter function ψ must always be greater or equal to zero,
this leads to the following conditions on the limiter for semi-implicit discretization:
0≤ψ(r)≤min

1
δf
r
1−C
C
1
1−η ,
1
δf

for explicit limiter
0≤ψ(r)≤ 1
δf
for implicit limiter.
(A.42)
The problem that appears for the implicit part is that the conditions on the slope limiter depend
on the solution in the new time step. Hence, it requires iterating to a steady-state in each time
step for transient calculations. On the other side, it can be seen that the implicit limiter is no
longer dependent on the Courant number, allowing for a compressive face interpolation regard-
less of the time step length, whereas the conditions on the limiter for explicit time discretization
are becoming more restrictive with increasing C, degenerating to first-order upwind scheme for
C = 1. It should be noted that the limiter conditions in Equation A.42 hold true for all values of
the implicitness factor η ∈ [0, 1]. In case η≡ 1, a pure implicit first-order time discretization is
employed and the first condition is dropped.
However, the implicit criterion does not hold true on unstructured meshes, where the up-
wind node value is calculated explicitly and its information merged into the face-interpolation
weights. Application of the implicit boundedness criterion on such meshes would require an ac-
curate calculation of the solution gradient ratio r and outer iterations (e.g. SIMPLE loop) even in
a steady-state case. Unfortunately, in tests performed in scope of this thesis, the outer iterations
did not converge but rather the equation residuals were alternating and no bounded solution to
the transport equation could be achieved.
A stability analysis for the implicit discretization using central differences shows that the dis-
cretization is semi-stable as all eigenvalues of the matrix are equal to unity. Hence, a numerical
solution of the system is bound to create oscillations in the solution.
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A.4 Discretization on Unstructured Grids
The transfer from discretization schemes on structured uniform meshes to unstructured
meshes of arbitrary cell shape requires a series of modifications of the so-far presented the-
ory. All conditions for boundedness presented in Sections A.1 and A.2 were derived for a
one-dimensional advection equation with constant velocity. Thus, the derived criteria should
first be enhanced by the inclusion of a non-constant velocity field. Unfortunately, literature
about boundedness criteria in multiple dimensions is very scarce and fragmentary and more-
over largely limited to Cartesian meshes. However, it can be proven that the transient CBC
criterion is still applicable in multiple dimensions when defining the face Courant number as
Cf :=

∆t
VC
∑
f
max
 
0, Ff

f (upw,Ff )
, where Ff = uf ·Sf . (A.43)
Here, a cell-based Courant number is computed, taking into account all outgoing fluxes of cell C
and then interpolated on the face centres using the upwind scheme. This definition of the local
Courant number ensures boundedness of the transient CBC and TVD regions also in multiple
dimensions in case that no mesh-induced skewness errors appear. However, if this criterion
makes use of the maximum boundedness region is not known to the author at present.
Another problem on unstructured meshes is the definition of the normalized variable φ˜
and gradient ratio r which hold the influence of the upwind node onto the face interpolation in
terms of NVD and TVD schemes, respectively. As on unstructured meshes of arbitrary polyhedral
cell shape the definition of the upwind node is unclear, a different approach must be taken
compared to the formulation of interpolation schemes on structured meshes. This leads to the
introduction of a virtual upwind node U∗ which is assumed to be positioned thus that cell C is
centred between U∗ and the downwind node D (Jasak et al., 1999)
xU∗ = xC − dCD = xC − (xD − xC) . (A.44)
The value of the transported quantity at the virtual upwind position is then approximated by
∇φC·dUD = 2∇φC·dCDsec. order≈ (φD −φU∗)
⇒ φU∗
sec. order
≈ φD − 2∇φC·dCD . (A.45)
Given Eqns. A.44 and A.45, the normalized values and gradient ratio can be computed as
follows. The gradient ratio r under above assumptions reads
r =
 ∇φ|f− /∇φ|f+ ·nf+ = φC −φU∗φD −φC ≈ φC −φD + 2∇φC·dCDφD −φC = 2∇φC·dCDφD −φC − 1 . (A.46)
According to Eq. A.46, normalized variables on unstructured meshes can be computed as
φe C = φC −φU∗
φD −φU∗ = 1−
φD −φC
2∇φC·dCD . (A.47)
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Above formulae, however, are only accurate on uniform Cartesian meshes which can easily be
shown. On unstructured meshes of arbitrary polyhedral cell shape and even on non-uniform
Cartesian meshes, Equations A.46 and A.47 may lead to unbounded solutions as the derived
boundedness criteria depend on the correct value of the upwind node rather than an estimated
value. As a result, the boundedness criteria derived in the previous sections can strictly only
be applied to equidistant meshes. Interpolation schemes which do not follow the borders of
the boundedness criterion may still exhibit boundedness, depending on the mesh grading. The
effect of reduced TVD region with increasing mesh grading shown in Equation A.20 is thus
even stronger when utilizing a virtual upwind estimation. However, the reader should note
that, if the mesh grading is large enough, any numerical scheme implemented on unstructured
meshes using the virtual upwind approximation (Eqns. A.46 and A.47) will introduce unbound-
edness. This is a major drawback of NVD and TVD methods, which can be circumvented by
using flux-corrected transport (FCT) algorithms (Zalesak, 1979). The FCT algorithm applied
in the OpenFOAM®interFoam solver – multidimensional universal limiter with explicit solution
(MULES) – introduced by Weller (2006) is discussed in Section A.6. A detailed derivation of the
algorithm, as implemented prior to version 2.4.x, can be found in Deising (2015).
To dampen the negative effects of the virtual upwind introduction on arbitrary meshes, a
limiting of the estimated virtual upwind value based on the neighbouring cells can be performed,
as suggested e.g. by Przulj and Basara (2001). Here, based on the position of the virtual upwind
node (Eq. A.44), a local search is performed to find a cell with centre position xX , so that the
distance |xU∗ − xX | becomes minimal. The utilized local search algorithm is described in Löhner
(1995) and Maric et al. (2015). Then, the minimum and maximum values of φ in the vicinity
of node X are computed and the virtual upwind value, estimated by Eq. A.45, is limited as
φU∗ = min [max (φmin, φU∗) , φmax] . (A.48)
At last, the gradient ratio or normalized variables can be calculated using the definitions
r =
φC −φU∗
φD −φC , (A.49)
φe C = φC −φU∗
φD −φU∗ . (A.50)
Different limiting strategies of the virtual upwind node are, e.g., to limit φU∗ by the global
minimum and maximum values or to calculate the normalized variable φe C from Eq. A.47 and
then limit the result as φe C = min max  0, φe C , 1. A short overview of different approaches
for virtual upwind limiting is given in Hill et al. (2018).
An alternative approach introduced in this work is a weighted gradient interpolation. As-
suming a 1D mesh with arbitrary grading
δf+ =
xf+ − xC
xD − xC and δf− =
xf− − xU
xC − xU , (A.51)
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the gradient in cell C using Gauss’ gradient computation reads
∇φC = 1
∆x
 
φf+(CDS) −φf+(CDS)

=
1
∆x

δf+φD +
 
1−δf+

φC −δf−φC −
 
1−δf−

φU

⇔ φU = dUCdCD [φD − 2∇φC·dCD −φC] +φC , (A.52)
where the identities ∆x = 2δf+dCD and
dUC
dCD
=
δf +
1−δf − have been used. This means an improved
algorithm could be obtained simply by estimating the ratio dUCdCD . However, although reported
here, the method has thus far not been tested thoroughly.
The interpolation schemes on unstructured meshes are implemented using the down-
wind weighting factor as proposed by Leonard and Mokhtari (1990) and further discussed in
Moukalled et al. (2015). Here, the influence of the virtual upwind node is explicitly used in the
interpolation weights and the face-interpolated value is obtained according to
φf = γDWFφC + (1− γDWF)φD , (A.53)
where the downwind weighting factor γDWF is calculated from the TVD limiter or Normalized
Variable Formulation as
γDWF := 1− 12ψ(rC) or
γDWF :=
φfe −φCe
1−φCe ,
(A.54)
respectively. This interpolation technique in combination with the definition of the virtual up-
wind value and the TVD or CBC boundedness criteria only guarantees a bounded face inter-
polation on uniform hexahedral meshes. On other meshes, the virtual upwind value does not
correspond exactly to the upwind cell value which leads to a higher interpolation error and
can lead to unboundedness. However, the approach described in this section seems to preserve
boundedness also on unstructured meshes of general topology, which is confirmed in Hill et al.
(2018).
Furthermore, the usage of a downwind weighting factor will lead to stability problems in
the implicit solution, if the explicit boundedness criterion is not fulfilled. It leads to off-diagonal
entries in the matrix with opposite signs as shown, e.g., in Moukalled et al. (2015). Hence,
one has to comply the transient CBC criterion even for fully time-implicit discretizations due to
the usage of downwind weighting factors. A way to circumvent this problem was introduced in
Moukalled et al. (2015) but could not be confirmed to maintain boundedness in scope of this
thesis.
One other major problem with the discretization of the advection term on unstructured
meshes are mesh-induced errors due to non-conjunctionality, commonly also referred to as mesh
skewness (which actually includes both types of mesh-induced errors, non-conjunctionality and
non-orthogonality). This error, in effect, reduces the overall accuracy and more importantly
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for the transport of sharp fields, adds numerical diffusion. Standard in the literature is a simple
explicit correction which, however, cannot be used for the transport of fields with discontinuities
or sharp gradients, as this approach leads to severe unboundedness. In this work, (semi-)implicit
correction approaches for the advective and diffusive transport on unstructured meshes, as first
introduced in Denner and van Wachem (2014, 2015) and enhanced in Hill et al. (2018), are
employed.
A.5 Compressive Interface Capturing Schemes
The aim of the whole discussion on the Finite Volume discretization of advection terms is
to obtain an interpolation scheme which allows for the bounded transport of a discontinuity in
both the volumetric phase fraction field and the concentration field(s) in a consistent way and
at the same time maintain a maximum sharp field. Consistent here means that the numerical
diffusion in the transport of α1 and c i leads to exactly the same interface thickness for both
quantities and thus minimizes or completely nullifies artificial mass transfer. The problem of
artificial mass transfer is discussed in Chapter 3.2.4.
Considering the numerical transport of a discontinuity, the main issue is not the order of
convergence or overall accuracy. In interpolation schemes based on TVD or the transient CBC
criterion, the higher-order of accuracy is only obtained in the smooth region which does not play
a role for the transport of a discontinuous marker field like the volume fraction. In the presence
of steep gradients, all schemes based on above criteria reduce to first-order accuracy. The main
task for the algebraic transport of sharp fields is to introduce maximum numerical anti-diffusion
into the discretization of the advection term while maintaining a bounded solution. The key to
this is the downwind discretization scheme.
Usage of the downwind scheme steepens any profile, even initially smooth profiles, into a
discontinuous step profile. The problem is that the downwind scheme is unbounded. Enforcing
the TVD or transient CBC criterion on the downwind scheme leads to the Hyper-C scheme in-
troduced in the previous section. Indeed, it can be shown that for a time-explicit discretization
of the one-dimensional advection equation with initial step profile, only the Hyper-C scheme
can reproduce the numerical exact solution while all other discretization schemes lead to a
smearing of the initially sharp step. Hence, the analysis of discretization schemes and bound-
edness criteria presented in Sections A.1 and A.2 lead to the conclusion that the most suitable
scheme for the transport of a sharp field based on a three-node stencil is the Hyper-C scheme.
The drawback of maximum downwinding becomes eminent in two- and three-dimensional ad-
vection problems, sharpening any profile into a step parallel to the face normal directions. For
example, the two-dimensional transport of an initially circle-shaped step on a uniform Cartesian
mesh would result in a square. This behaviour of compressive discretization schemes is known
in the literature also as wrinkling and obviously not acceptable for any numerical method aiming
at the Direct Numerical Simulation of two-phase flow systems.
To circumvent this problem or at least minimize its effects, blending strategies have been
proposed by many authors, blending compressive schemes (meaning schemes with high amount
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Figure A.4.: Important compressive Interface Capturing Schemes in the Normalized Variable Di-
agram
of downwinding) with diffusive schemes (meaning schemes which introduce a certain amount of
numerical diffusion). Examples of such interpolation schemes are the HRIC scheme of Muzafer-
ija et al. (1999), the CICSAM scheme by Ubbink (1997) and modified versions of both (M-
CICSAM (Waclawczyk and Koronowicz, 2008) and M-HRIC (ANSYS Inc.)). Further important
representatives of the class of Compressive Interface Capturing Schemes which do not utilize a
blending are the Superbee scheme (Roe, 1986) and the interGamma scheme (Jasak and Weller,
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1995). The compressive discretization schemes are listed below in their Normalized Variable
Formulation:
HRIC
φf ,HRICe =

φfe ∗ = φf ,BDSe pcosΘ+φCe  1−pcosΘ for Cf < 0.3 ,
φCe +  φfe ∗ −φCe  0.7−Cf0.7−0.3 for 0.3≤ Cf ≤ 0.7 ,
φCe else .
φf ,BDSe =
(
min
 
2φCe , 1 for 0≤ φCe ≤ 1 ,
φCe else .
M-HRIC
φf ,M-HRICe = φf ,BDSe pcosΘ+φf ,UQe  1−pcosΘ
φf ,UQe =
(
min

φf ,BDSe , 6φCe +38  for 0≤ φCe ≤ 1 ,
φCe else .
interGamma
φf ,interGammae =
(
min
 −2φCe 2 + 3φCe , 1 for 0≤ φCe ≤ 1 ,
φCe else .
CICSAM
φf ,CICSAMe = γfφf ,Hyper-Ce +  1− γf φf ,UQuickeste , γf := minkγ cos (2Θ) + 12 , 1

φf ,UQuickeste =
min

φf ,Hyper-Ce , 8 Cf φCe +(1−Cf )(6φCe +3)8  for 0≤ φCe ≤ 1 ,
φCe else .
φf ,Hyper-Ce =
(
min

φCe
Cf
, 1

for 0≤ φCe ≤ 1 ,
φCe else .
M-CICSAM
φf ,M-CICSAMe = γfφf ,BDSe +  1− γf φf ,Fromme , γf := |cosΘ|14
φf ,Fromme =
(
min
 
1
4 +φCe , φf ,BDSe  for 0≤ φCe ≤ 1 ,
φCe else .
However, out of the class of Compressive Interface Capturing Schemes, only the CICSAM scheme
is really suitable for the transport of a sharp field as needed in algebraic VOF methods, as it
uses the Hyper-C scheme as its base to achieve compression. The only two options to create a
discretization scheme based on a three-node stencil that could be more suitable for advection of
fields exhibiting discontinuities than the CICSAM scheme, would be to change the higher-order
scheme used for blending with Hyper-C or to change the blending function or both.
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A.6 Flux-Corrected Transport Algorithm – MULES
An alternative to the aforementioned High Resolution Schemes based on TVD or NVD ana-
lysis, is to use local boundedness criteria based on the actual computed fluxes. The resulting
flux corrected transport (FCT) methods are based, as the TVD schemes, on the idea of a flux
limiter formulation, meaning that the advective fluxes are split into a lower-order bounded flux
(obtained by upwind interpolation) and a higher-order anti-diffusive correction. Within the
FCT algorithm, a face-based limiter for the higher-order correction of the face interpolation is
calculated. Starting point of the MULES algorithm (multidimensional universal limiter with
explicit solution) – an FCT algorithm introduced in Weller (2006) – is an advection equation
inclusive linearized source term and relative flux term
∂tφ +∇· (φu) =∇· (φ (1−φ)ur) + Spφ + Su . (A.55)
The divergence term on the r.h.s. (containing ur) is formally zero due to the DNS assumptions
(see Chapter 2.3.2) but its form is used as a justification to create a bi-normal counter gradient
diffusion to the interface and thus keep the interface sharp. A Finite Volume discretization of
above equation using first-order explicit time discretization and implicit discretization of the
source term Sp reads
φnC −φoC
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where the bounded first-order flux is denoted F of ,BD, the anti-diffusive correction flux is denoted
F of ,corr and the counter gradient flux Fc is defined as
Fc := min
 |Ff |
|Sf | cα, max
 |Ff |
|Sf |

(∇α)f
|∇α|f ·Sf

(A.57)
with the constant cα which is introduced to adjust the compression of the interface and is stan-
dardly set to unity. In Equation A.56, the velocity flux Ff is assumed to be known on the faces
and to be divergence free. This is the setup in OpenFOAM which utilizes flux-based algorithms
and therefore solves for the fluxes Ff , rather than the cell-centred velocity u. In the present
work, fluxes leaving a cell are assumed to be positive and fluxes entering a cell are assumed to
be negative, i.e., Sf is the outward-pointing normal vector at face f times the face area. One
main difficulty in discretizing Eq. (A.56) is to maintain a bounded solution, meaning that the
utilized face interpolation schemes must be chosen in a way that the value in the new time step
(φnC) is bounded between the values of the discretization stencil in the old time step:
φmin := min
 
φoN , φ
o
C
≤ φnC ≤max  φoN , φoC=: φmax , (A.58)
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where “N” denotes all face neighbours of cell “C”. This statement, Eq. (A.58), is the basis for
the development of TVD, NVD, FCT and other discretization methods and follows directly from
enforcing monotonicity and/or positivity onto a numerical discretization scheme. In discretiza-
tion schemes based on the TVD criterion or based on the transient CBC criterion and NVF, a
global mathematical criterion is derived which gives quantitative a-priori limitations on the in-
terpolation weights based on the local Courant number to preserve boundedness. A derivation
of such a mathematical constraint onto the discretization weights was so far only presented for
one-dimensional schemes and can be also applied to multi-dimensional problems if a direction
split algorithm is used. However, this is only feasible for structured Cartesian meshes.
Therefore, a different method for use in multidimensional problems and arbitrary cell
shapes was developed (Zalesak, 1979), which does not rely on a given global formula for the
boundedness constraint but rather is based on a stencil-based local limiting of anti-diffusive
fluxes to preserve boundedness. This leads to the FCT methods which introduce local limiting
of fluxes (therefore the naming: flux corrected) to maintain a bounded solution. Introducing
the limiter in Eq. (A.56) yields
φnC −φoC
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with the limiter λf ∈ [0, 1]. The original FCT algorithm developed by Boris and Book (1973)
is only applicable to one-dimensional problems as the local limiting only takes into account the
anti-diffusive flux at face f and not the sum of all fluxes in the face neighbouring cells. The first
FCT algorithm applicable to multiple dimensions was introduced by Zalesak (1979) which takes
into account anti-diffusive fluxes acting in concert. The MULES algorithm is slightly different
from the FCT method introduced in Zalesak (1979) and works as follows:
Let us assume a time-explicit discretization of an advection equation as in Eq. (A.59). Know-
ing that the resulting numerical scheme needs to fulfil Eq. (A.58), the maximum and minimum
allowed correction fluxes can be obtained. Since positive anti-diffusive fluxes (out of cell C) are
leading to a reduction of φnC and negative anti-diffusive fluxes (into cell C) to an increase of φ
n
C ,
both effects can be examined separately.
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In summary, the limited anti-diffusive fluxes need to fulfil the following condition:
−Q+ ≤∑λf F of ,corr ≤Q− (A.62)
to maintain a bounded solution of the transported variable φ. The FCT algorithm proposed
by Zalesak (1979) and the MULES FCT algorithm calculate the limiters λf by making use of
the above-mentioned fact that increases in φnC are produced by ingoing fluxes into cell C and
decreases in φnC by fluxes leaving cell C . The sum of all limited ingoing fluxes in cell C is defined
as
P+ = −∑
f
min

0, F of ,corr

(A.63)
S+ := −∑
f
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
0, λf F
o
f ,corr

(A.64)
and, analogously, the sum of all fluxes leaving the cell C as
P− =
∑
f
max

0, F of ,corr

(A.65)
S− :=
∑
f
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
0, λf F
o
f ,corr

. (A.66)
In order to prevent the creation of a new maximum, the limited sum of the magnitude of all
incoming fluxes is required to be lower or equal than the allowed flux Q+ plus the sum of all
(un-limited) outgoing fluxes:
−Q+ ≤ S− − S+ ≤Q−
⇒ S− − S+ ≥ S− − R+P+ ≥ −Q+
⇒ R+ = max

0, min

1,
Q+ + S−
P+

, (A.67)
which yields a condition for the cell-based limiter R+. For the case of local minima, the equiva-
lent criterion to above can be derived:
−Q+ ≤ S− − S+ ≤Q−
⇒ S− − S+ ≥ R−P− − S+ ≤Q−
⇒ R− = max

0, min

1,
Q− + S+
P−

, (A.68)
resulting in a condition for the cell-based limiter R−.
The cell-centred limiters cannot be applied to Finite Volume methods as their values are
different for each cell which results in different limiting of anti-diffusive fluxes in the face-
neighbouring cells and thus flux conservation cannot be achieved. Hence, based on the cell-
centred limiters R− and R+ defined in Eqns. A.67 and A.68, face-based limiters λf are still to
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be derived which allow for a conservative flux formulation. If the anti-diffusive flux over face f
is positive, meaning going out of cell C , then the value of cell C decreases, whereas the value
in the face-neighbour cell N increases. Therefore, the face limiter λf needs to prevent cell C
from falling under the minimum value and cell N from rising above the maximum value, which
results in
λf = min
 
R−C ,R+N

for F of ,corr > 0 (leaving cell C) . (A.69)
If the anti-diffusive flux at face f is entering cell C , then the value in C increases and the value
in N decreases. Hence, the limiter ensuring boundedness needs to be chosen as
λf = min
 
R+C ,R
−
N

for F of ,corr < 0 (entering cell C) . (A.70)
The MULES algorithm is iterative, starting with λf = 1. The iterations are performed over
Equations A.64, A.66 to A.70. In the implementation of the algorithm, three iteration steps are
performed.
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B CST Model Discretization Using FCT
Advection Algorithm
An alternative to the CICSAM scheme to discretize the advection of volumetric phase frac-
tion and species concentration is to utilize the MULES FCT algorithm with artificial interface
compression, the standard advection employed in the interFoam solver. Although – as discussed
before – this advection does not guarantee a consistent advection, one might still raise the ques-
tion if it is not possible to utilize the algorithm in some way. This is indeed possible as outlined
below. However, the numerical results shown in Chapter 5.2.1 prove that this advection algo-
rithm introduces artificial mass transfer unlike the CICSAM scheme. To see how the MULES FCT
advection algorithm with artificial compression term can be utilized for a species concentration,
it is essential to look at the conditional volume averaged equation system. From the definition
of the mixture velocity
u := α1 u
1 +α2 u
2
and the relative velocity
ur := u
2 − u1 ,
the following relations can be derived:
α1 u
1 = α1 u −α1α2ur (B.1)
α2 u
2 = α2 u +α1α2ur . (B.2)
From the conditional volume averaged species concentration equation it thus follows
∂t
 
α1 c
1 +α2 c
2+∇·  α1 c1 u1 +α2 c2 u2
= ∂t
 
α1 c
1 +α2 c
2+∇·  α1 c1 u +α2 c2 u−∇·  α1α2ur   c1 − c2
= ∂t c +∇· ( c u)−∇·  α1 (1−α1)ur   c1 − c2 . (B.3)
Above form suggests that the interface compression term could be included into the species con-
centration transfer equation to obtain a consistent advection with the volumetric phase fraction.
However, there are two problems one should be aware of: First, the term containing the relative
velocity was used by Weller (2006) for introducing a numerical motivated compression with no
physical basis. Second, Equation (B.3) suggests that for a consistent transport of a temperature
(same equation form but no interfacial jump), the compression term would vanish. However,
the remaining advection term is standardly discretized with a diffusive TVD scheme, e.g. using
the vanLeer limiter (van Leer, 1974). In this case, the introduced numerical diffusion onto the
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transport of the temperature field is inconsistent to the volume fraction advection, as the latter
contains a bi-normal counter gradient diffusion.
Additionally, to employ the MULES algorithm to above Equation (B.3), it is important to
understand how it works. The algorithm returns a local face-based limiter in order to maximize
the usage of a given discretization scheme under the sole aspect of boundedness preservation.
Thus, there are two ways the MULES algorithm can be used: Either the limiters to discretize the
species advection are taken from the phase fraction advection, thus retaining some advection
consistency, or new limiters based on the local species concentration field are computed. Fur-
thermore, the phasic averaged concentrations on both sides of the interface are needed in order
to arrive at a closed formulation. These can either be taken from the introduced closure relation
Eq. (2.68) or estimated under the assumption of a homogeneous concentration field within the
gas bubble
c1 − c2 ≈

1− 1
H

cb (B.4)
by utilizing Henry’s law. The average species concentration inside the bubble is defined as
cb :=
1
|Vb|
∫
Vb
c dV . (B.5)
All above described variants for the advection of the species concentration have been thoroughly
tested within this work, the reason being the large influence of the advection onto the mass
transfer process in context of single-field formulations. As shown in Chapter 5.2.1, the advection
based on the blended CICSAM scheme (see Chapter 3.2.3) is to be preferred.
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C Bubble Group Simulation
To conduct Direct Numerical Simulations of bubble swarms, an approach commonly used in
the literature, e.g., in Bunner and Tryggvason (2002a,b), Koynov et al. (2005), Roghair (2012),
is to follow a group of bubbles in a fully periodic domain, meaning a box with periodic boundary
conditions for all transported quantities. A fully periodic domain introduces one numerical
problem: When solving the Navier-Stokes equations in their common form (fixed observer)
nothing prevents the phases from accelerating infinitely downwards, because the gravitational
force acting on the domain cannot be balanced due to the lack of “walls” in the domain, no
Dirichlet boundary condition which fixes the velocity field at some point. A re-formulation of
the set of governing equations into the Centre-of-Moment (COM) frame of reference remedies
this problem and also gives a definition of a periodic pressure, which is needed if periodic
boundary conditions are to be prescribed for each transported quantity.
C.1 Centre-of-Moment Reference Frame (COM)
As previously stated in the introduction to this Chapter, the Centre-of-Moment Reference
Frame (COM) is suited for mimicking a bubble swarm by numerically modelling a group of
bubbles in a fully periodic domain. If gravitational forces act on a domain with no specified
Dirichlet boundary conditions, measures have to be taken to prevent the phases from accelerat-
ing infinitely in the direction of the gravitational force. To overcome this numerical problem, a
Figure C.1.: Bubble group in a periodic box
re-formulation of the set of governing equations into the Centre-of-Moment frame of reference
can be made, which eliminates the acceleration term by introducing a periodic pressure, which
allows to prescribe periodic pressure boundary conditions.
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In this unique inertial frame, the centre of mass of the system is at rest and the total mo-
mentum over the computational domain Ω vanishes (thus the naming COM) which leads to∫
Ω
[∂t (ρu) +∇· (ρuu)] dx =
∫
Ω
[−∇p+ρg+∇·τ+ fσ] dx != 0 . (C.1)
As the domain is periodic, the mixture velocity and thus the stress at opposite boundaries is the
same. Therefore, the divergence of the stress is zero,∫
Ω
∇·τ dx =∑
∂Ω
τ · n f = 0 . (C.2)
The net surface tension force in the system is zero as well:∫
Ω
fσ dx = 0 . (C.3)
The remaining terms on the right-hand side of the momentum equation are the pressure gradi-
ent and the body force due to gravity, which thus are required to fulfil∫
Ω
[−∇p+ρg] dx != 0 . (C.4)
The pressure gradient can then be split in a periodic part and a constant pressure gradient
according to
∇p =∇p˜+ρmg , (C.5)
where ρm is the average density of the whole computational domain,
ρm =
1
|Ω|
∫
Ω
ρ dx . (C.6)
This newly defined periodic pressure p˜ = p−ρmg·x fulfils Eq. (C.4) and thus transforms the fully
periodic computational system into the centre-of-momentum frame. The resulting momentum
equation in the centre-of-momentum frame reads
∂tρu+∇· (ρuu) = −∇p˜+ (ρ −ρm)g+∇·τ+ fσ . (C.7)
In order to verify that this definition of a periodic pressure is consistent to the mathematical
model introduced in Chapter 2.1.2, it needs to be shown that the momentum jump conditions
are not altered by introduction of this pressure definition. That the definition of a periodic
pressure has no effect on the jump conditions can be proven as follows: Substituting the pressure
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in the local instantaneous momentum equation and jump condition (see Chapter 2.1.2) by p =
p˜+ρmg · x yields
∂t(ρu) +∇· (ρuu) = −∇(p˜+ρmg·x) +∇·τ+ρg (C.8)0
ρu
 
u− uΣ−τ8 ·nΣ = σκnΣ +∇Σσ− v(p˜+ρmg·x) Iw ·nΣ . (C.9)
Application of the conditional volume averaging framework to Eq. (C.8) leads to
∂t
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Summation over both phases and utilizing the surface-averaged jump condition then yields
∂t (ρ u) +∇· (ρ u u) = −∇p˜+ (ρ −ρm)g+∇·〈τ〉+ ucurlyfσaΣ . (C.11)
Thus, it is proven that the transformation of the momentum equation into the COM reference
frame is consistent with the momentum jump condition and leads to the definition of a periodic
pressure. This formulation is suitable for the numerical computation of fully periodic systems in
context of multiphase flows.
C.2 Multi-Phase Solver Development
In order to simulate bubble swarms, a multi-phase solver framework is developed. This
allows for the simulation of groups of bubbles in a fully periodic domain (pseudo-swarm; cf.
Appendix C.1) and additional modelling of coalescence inhibition. The aim of this development
is to quantify swarm effects onto the species transfer and include it into correlations of species
transfer from single rising bubbles.
C.2.1 Modelling of Coalescence Inhibition
In the Volume-of-Fluid framework, which employs a single indicator field to distinguish
both phases present in the system, model-inherent coalescence occurs when two bubbles or
droplets come closer to each other than one mesh cell. In this case, a single indicator is not
sufficient to distinguish between both fluid particles anymore and important quantities as, e.g.,
the curvature can no longer be computed. This effect of numerical coalescence is even more
pronounced in algebraic VOF methods, where the interface is not exactly sharp, meaning in
one cell layer. Unfortunately, to resolve the hydrodynamics in the thin films when two fluid
particles approach each other requires locally very fine mesh resolutions which are nowadays
still unfeasible for Direct Numerical Simulations.
Another possible approach to numerically model coalescence inhibition is to introduce mul-
tiple indicator fields – one for each fluid particle – and then adding twice the surface tension
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locally, wherever interfaces of two fluid particles (bubble-bubble or droplet-droplet) are in di-
rect contact. Thus, the effect of the thin film between both particles is partially taken into
account by incorporation of the resulting surface tension force. This model corresponds to
100% coalescence inhibition.
Other models to numerically prevent coalescence can also be found in the literature. They
mainly introduce a repulsive force between approaching fluid particles which increases in mag-
nitude inverse to the local distance. It should be noted that front tracking methods do not suffer
from this problem as they method-inherently prevent coalescence. This, however, requires the
interface marker points to be corrected in a manner to prevent bubble intersections and thus is a
purely numerical intervention into the interface dynamics. There, the opposite problem arises:
numerical modelling of coalescence needs to be introduced.
C.2.2 Bubble Groups and Pseudo-Swarm
In order to simulate a swarm of bubbles rising under buoyancy, a suitable model for the
swarm needs to be found as only a small fraction of the application domain size can be sim-
ulated. The numerical modelling of bubble swarms in DNS methods is commonly done by
simulating bubbles rising in a fully periodic box. Thus, a pseudo-swarm is formed which is as-
sumed to show the same interactions and hydrodynamic behaviour as the real swarm. Indeed,
it is shown, e.g., in Bunner and Tryggvason (2002a) and Dijkhuizen et al. (2008) that a small
number of fluid particles (about 8 bubbles) is sufficient to numerically characterize the swarm
behaviour. Important characteristics such as the turbulent kinetic energy spectrum in these
pseudo-swarms agree with measurement results in bubble swarms (Bunner and Tryggvason,
2002b, Lance and Bataille, 1991). Also, a significant change in rise velocity compared to single
rising bubbles of same fluid properties is observed in the pseudo-swarm (Krishna et al., 1999,
Roghair et al., 2013). Hence, it can be assumed that simulating a few bubbles in a fully periodic
domain allows for accurate conclusions regarding bubble swarms, in view of hydrodynamic and
mass transfer properties of the fluid system.
The numerical modelling needed to simulate a fully periodic domain is outlined in the
previous section. Here, the Centre-of-Moment reference frame is introduced as well as the
necessary changes required in the numerical model.
C.2.3 Coupling Strategies for Phase Fraction Fields
The block-coupling of an arbitrary number of multiple phase fraction fields αi can be done
by a zero addition to the transport equation of each αi, making use of the algebraic constraint
and the incompressibility constraint, i.e.
∑
i
αi
!
= 1 and ∇·u != 0 , (C.12)
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which yields
∂tαi +∇· (αiu) +∇· (αiu) + ∑
j 6=i
∇·  α ju´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
implicit coupling terms
= ∇·u®
explicit source term
. (C.13)
This leads to the following discretization:
v∂t ([αi])w+
1
∇· u[αhoi ]9+ 1∇· u[αcdi ]9+∑
j 6=i
1
∇·u[αcdj ]9=∇·u . (C.14)
It was found that the coupling terms have to be discretized with central differences as only then,
boundedness could be achieved. This seems strange as any linear interpolation scheme should
ensure this:∑
i
(αi)f =
∑
i
ωi (αi)P + (1−ωi) (αi)N lin. scheme= ω
∑
i
(αi)P + (1−ω)
∑
i
(αi)N ≡ 1 . (C.15)
The flux is then reconstructed from all phase fraction fields in the new time step as
ρF =
k−1∑
j=1
h
F
 
α j

f ,ho
 
ρ j −ρk

+ F
ρk
k− 1
i
. (C.16)
Note that this treatment of the fluxes is not strictly accurate as new interpolation weights are
calculated from the solution of α j in the new time step and thus are different than the ones in
the matrix. Also, the coupling terms are neglected although they do not cancel out exactly and
might have a small influence. The current method to obtain the flux field ρF is thus not fully
consistent.
It was found in numerical experiments that above discretization fails when more than two
phases come into direct contact. An alternative to the coupling strategy above is to utilize a flux
limiter formulation
v∂t ([αi])w+
1
∇· u  [αi]f ,lo +λi [αi]f ,corr9= 0 (C.17)
and adjust the λi to ensure that the algebraic constraint remains fulfilled exactly. This is done
by summing up correction fluxes in and out of a face for all phases, i.e.
S+ =
∑
i
max
 
Fi,corr, 0

, (C.18)
S− =
∑
i
min
 
Fi,corr, 0

, (C.19)
S = S+ + S− . (C.20)
When S > 0 this leads to
λi = −S
−
S+
, Fi,corr∗= pos (S)λi , (C.21)
and, for S < 0,
λi = −S
+
S− , Fi,corr∗= pos (−S)λi . (C.22)
This ensures that in sum the anti-diffusive corrections vanish and thus the sum over all αi
remains one. This is a similar rationale as in the χ-schemes by Darwish and Moukalled (2003).
C.2. Multi-Phase Solver Development 137

D Hydrodynamic Solver Enhancement
D.1 Interface Capturing Schemes - Library
For reasons of advection accuracy and consistent advection of volumetric phase fraction and
species concentration, a library of Interface Capturing Schemes was implemented, including the
following schemes known in the literature (cf. Chapter A.5):
• CICSAM (Ubbink, 1997)
• HRIC (Muzaferija et al., 1999)
• M(odified)-CICSAM (Waclawczyk and Koronowicz, 2008)
• M(odified)-HIRC (Ansys Fluent 12.0 Theory Guide)
• InterGamma (Jasak and Weller, 1995) .
Out of above schemes, the CICSAM scheme leads to the sharpest interface representation and
is thus preferable for VOF simulations of rising bubbles and virtually prevents shrinking of the
bubble due to numerical diffusion, which is introduced by all other above-mentioned schemes.
The schemes are implemented in a blended version (cf. Chapter 3.2.4, Eq. (3.55)), meaning
that the original scheme is utilized in the vicinity of the interface and is reduced to the respec-
tive higher-order scheme in the rest of the domain. In case of the CICSAM scheme, this means
that full CICSAM is only applied in the interface cells, whereas the Ultimate-Quickest scheme is
applied elsewhere. The InterGamma scheme is blended with the Gamma scheme. This strategy
is introduced to allow for an accurate transport not only of a sharp field but also for other quan-
tities as, e.g., species concentrations, which also exhibit a jump across the interface. Technically,
this procedure is similar to the standardly employed advection algorithm in interFoam, which
also employs a compression in the vicinity of the interface and reduces to a locally bounded
higher-order differencing scheme (due to MULES FCT) elsewhere.
To enhance the accuracy of the interpolation on unstructured meshes, the virtual upwind
value is limited by the neighbouring cell values as suggested in Przulj and Basara (2001). To
find the computational cell containing the virtual upwind point, a local vicinity search algorithm
is employed (Löhner, 1995, Maric et al., 2015).
Implementation of the library is based on the limitedSurfaceInterpolationScheme-class in
OpenFOAM®. The structure of the Interface Capturing Schemes library – in form of an UML
class diagram – is given in Listing D.1 below. Herein, the base class interfaceCapturingScheme
contains the implementation of the virtual member function weights dependent on the pri-
vate scalar-valued member function weights, whose actual implementation is found in the
derived classes. The newly implemented discretization schemes are then added to the run-
time selection table of limitedSurfaceInterpolationScheme, making them globally available within
OpenFOAM®without further changes by simply loading the library in the local controlDict.
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Type→scalar
Foam::surfaceInterpolationScheme
+ weights (const GeometricField<Type, ...>&)
: tmp<surfaceScalarField>
+ correction (const GeometricField<Type, ...>&)
: tmp<GeometricField<Type, ...»
Type
Foam::limitedSurfaceInterpolationScheme
+ declareRunTimeSelectionTable
+ New (mesh : const fvMesh&, schemeData : Istream&)
: tmp<surfaceInterpolationScheme<Type»
Type
Foam::interfaceCapturingScheme
# blendingFactor_ : surfaceScalarField
# schemeData_ : dictionary
– weight ( ... ) : scalar
+ weights (const volScalarField&) : tmp<surfaceScalarField>
+ calcWeights (const volScalarField&) : tmp<surfaceScalarField>
+ correction (const volScalarField&) : tmp<surfaceScalarField>
+ calculateBlendingFactor (): void
+ limitVirtualUpwind ( ... ) : scalar
Foam::CICSAM
– weight ( ... ) : scalar
Foam::HRIC
– weight ( ... ) : scalar
+ calculateBlendingFactor (): void
Listing D.1.: Interface Capturing Schemes library structure – UML class diagram
D.2 Surface Tension Force Computation
D.2.1 Curvature Estimation
One of the main issues of Direct Numerical Simulation methods for two-phase flow systems
is the consistent and accurate incorporation of the surface tension force. In this work, a flux-
based Continuous Surface Force (CSF) model (Brackbill et al., 1992) is used, but other models
can be found in the literature as well, e.g., the Continuum Surface Stress (CSS) model (Lafaurie
et al., 1994). Ideally, the included surface tension force should be balanced by the pressure
gradient on a discrete level in case of constant velocity field in time and space. A surface
tension model which fulfils this condition is known in the literature as a balanced-force algo-
rithm (Popinet, 2009, Francois et al., 2006). In the local instantaneous two-phase Navier-Stokes
equation, the CSF model corresponds to the term
fσ = σκnΣ . (D.1)
In the context of conditional volume averaging, the above equation translates into
1
|V |
∫
V
fσ dV =
ucurly
fσaΣ ≈ ucurlyσucurlyκucurlynΣ‖∇α1‖
≈ −ucurlyσ ∇· ∇α1‖∇α1‖
 ∇α1
‖∇α1‖ ‖∇α1‖= −
ucurlyσ ∇· ∇α1‖∇α1‖

∇α1 . (D.2)
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In the flux-based approach, the surface tension force is calculated at the face centres in order to
balance the pressure (balanced-force). Thus, the force is translated into a face flux by pointing
with the face normal vector times face area:ucurly
fσ

f
·Sf aΣ ≈ −  ucurlyσ f ∇· (∇α1)f‖(∇α1)f ‖

∇⊥f α1‖Sf ‖ , (D.3)
where the term ∇α1·Sf is calculated using the surface normal gradient. This is done to ensure
the same discretization stencil for the pressure and surface tension force and thus balance sur-
face tension force and pressure on the faces. It should be noted that if the pressure gradient
is in some way corrected for mesh-induced errors (on meshes of general topology), the exact
same correction would have to be employed to the phase fraction gradient in order to retain a
balanced-force algorithm.
Calculation of the interface curvature from the divergence of the normalized gradient of
the volumetric phase fraction field, i.e.
κ= −∇· (nΣ)f = −∇· ∇α1‖∇α1‖

f
≈ −∑
f
 ∇α1
‖∇α1‖

f
·Sf , (D.4)
leads to poor results. A second native approach for curvature estimation often employed in
the literature is to use smoothing algorithms of the phase fraction field, as introduced, e.g., by
Ubbink (1997), Rusche (2002), Francois et al. (2006) in order to improve the interface normal
vectors and thus the curvature estimation. Here, smoothing of the volumetric phase fraction
field is commonly achieved either by means of convolution with different kernel functions or by
elliptical relaxation (Rusche, 2002). The curvature calculation is then again performed applying
Gauss’ theorem
κ≈ −∑
f
 ∇(α1)s
‖∇(α1)s‖

f
·Sf , (D.5)
using the smoothed phase fraction field (α1)s. Independent of the smoothing algorithm, this
approach only slightly improves the interface normals and thus the curvature. On structured
grids, the curvature can be estimated sufficiently accurate by using height functions (Popinet,
2009) which, however, is not trivial to translate to unstructured grid arrangements. Therefore,
an isosurface reconstruction of the phase fraction field based on Batzdorf (2015) is employed,
which reconstructs the interface as a volume fraction iso-contour at α1 = 0.5. The isosurface
is utilized to calculate the interface normal vectors, which are then distributed in the interface
area by interpolation. Finally, the curvature is calculated as before from
κ=
∑
f
(nΣ)f ,iso ·Sf . (D.6)
Actual cell-cutting to obtain an interface surface is not performed, the algorithm is only used for
calculating the interface normal vectors and the interface curvature in cells containing the inter-
face. The reconstruction algorithm of Batzdorf (2015) is incorporated in the solver framework
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developed in this work and used for the sole purpose of increasing the accuracy of the interface
normal vector and thus the curvature calculation.
Further changes on the surface tension model are not included, as the employed approach
ensures balance of pressure and surface tension forces by using the same discretization stencils
for surface tension and pressure equation. The impact of the different curvature estimation
algorithms described above on parasitic currents is discussed in Chapter D.2.2.
OpenFOAM
1
1
1
Foam::TwoPhaseMixture
# alpha1_ : const volScalarField&
# sigma_ : const dimensionedScalar
# surfaceTensionForce_ : surfaceScalarField
# reconI_ : autoPtr<reconstruct>
# K_ : autoPtr<curvature>
...
+ surfaceTensionForce () : tmp<surfaceScalarField>
+ K () : const volScalarField&
+ nHatf () : const surfaceScalarField&
+ nHatfv () : const surfaceVectorField&
+ correct () : void
Foam::transportModel
+ nu () : tmp<volScalarField> = 0
+ correct () : void = 0
Foam::reconstruct
+ declareRunTimeSelectionTable (...)
+ New (...) : autoPtr<reconstruct>
+ reconstructInterface () : void
Foam::reconstructSimple
+ reconstructInterface () : void
Foam::reconstructIsoSurface
+ reconstructInterface () : void
Foam::curvature
+ declareRunTimeSelectionTable (...)
+ New (...) : autoPtr<curvature>
+ calculateK () : void
+ prePostSmooth (kappa : volScalarField&) : void
Foam::curvatureSimple
+ calculateK () : void
Foam::curvatureIsoSurface
+ calculateK () : void
Listing D.2.: Two-phase transport model structure – UML class diagram
The implementation structure is given in Listing D.2. Relevant implementation for the im-
proved curvature modeling is found in the classes reconstruct and curvature, which are held
by the TwoPhaseMixture. The class reconstruct provides the interface normal vector, computed
either from the phase fraction gradient field (reconstructSimple) or based on an isosurface recon-
struction (reconstructIsoSurface) of the phase fraction field 0.5 level. The class reconstructIsoSur-
face additionally executes a distribution algorithm which interpolates the normal vectors from
the interface cells to neighbouring cells. In the curvature class, the curvature is then computed
from the divergence of the provided normal field of the reconstruct class. The class curvaturetI-
soSurface additionally provides smoothing algorithms. First, the computed curvature is deleted
from all cells not containing a reconstructed interface and a pre-smoothing is executed in the
interface cells only. Then, the curvature is re-distributed over the interfacial region (all cells
containing α1 ∈ (0, 1)) and a post-smoothing of the curvature field is executed.
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D.2.2 Stagnant Drop in Quiescent Liquid
The consistent and accurate incorporation of the surface tension force is of major impor-
tance for the Direct Numerical Simulation of rising bubbles, especially at higher Reynolds num-
bers. As previously discussed in Appendix D.2, the flux-based CSF model allows – in principle –
for balancing of surface tension and pressure forces at the bubble interface. The main issue for
parasitic currents is therefore the insufficient accuracy at curvature estimation. Here, different
suitable techniques for curvature calculation on unstructured grids introduced in Appendix D.2
are compared to literature results for structured Cartesian meshes.
Based on Francois et al. (2006), the employed surface tension model is validated against a
stagnant drop in a quiescent liquid in two dimensions. The drop of radius 2 m is placed in the
centre of an 8x8 m domain with grid size 40x40 cells and slip boundary condition for velocity
and zero gradient condition for the pressure. The volume fraction field is initialized numerically
exact by cutting the mesh with a cylinder and computing the volume fraction of the cut cells,
using the library of (Maric et al., 2013). The maximum velocity magnitude in the domain is
then compared to the results of Francois et al. (2006).
Table D.1.: Error in maximum velocity |u|max after one time step for the inviscid static drop in
equilibrium when the exact curvature is specified
ρ1/ρ2 interCSTFoam CSF cell-centred (Francois et al., 2006) SSF face-centred (Francois et al., 2006)
1 9.81e− 19 5.19e− 5 5.43e− 19
103 9.11e− 17 6.15e− 3 4.44e− 18
105 7.17e− 15 6.91e− 3 2.71e− 19
In the first case setup, the flux-based CSF formulation is tested for force balancing by spec-
ifying the exact curvature value. The comparison in Table D.1 shows that the parasitic currents
are of the same order as reported in Francois et al. (2006). However, the interFoam algo-
rithm shows a significant influence of the density ratio onto parasitic currents, unlike the results
reported in the literature.
Table D.2.: Effect of the time step on the error in maximum velocity |u|max at t = 0.001 for the
inviscid static drop in equilibrium
∆t # of time steps interFoam interCSTFoam
isoSurface
interCSTFoam
exact curvature
CSF, height function
(Francois et al., 2006)
SSF, convolution
(Francois et al., 2006)
1e− 3 1 1.98e− 1 1.93e− 2 8.11e− 12 4.35e− 4 2.58e− 3
1e− 4 10 1.72e− 1 1.57e− 2 7.58e− 13 3.92e− 4 2.53e− 3
1e− 5 100 1.47e− 1 1.33e− 2 3.14e− 13 3.64e− 4 2.56e− 3
1e− 6 1000 1.31e− 1 1.22e− 2 2.97e− 13 3.53e− 4 2.50e− 3
In a second test case (cf. Table D.2), the influence of time step length onto the creation of
parasitic currents is investigated for an inviscid static drop. Here, the curvature in the interFoam
algorithm is calculated first by standard Gauss theorem without smoothing the volume fraction
field and second by the isosurface approach. It can be seen that |u|max slightly reduces with
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smaller time steps but that the absolute errors in the interFoam solver are about two orders of
magnitude higher compared to the height function approach.
Table D.3.: Effect of the fluid density ratio on the error in maximum velocity |u|max after one time
step for the viscous static drop in equilibrium
ρ1/ρ2 interFoam interCSTFoam
isoSurface
interCSTFoam
exact curvature
CSF, height function
(Francois et al., 2006)
SSF, convolution
(Francois et al., 2006)
10 1.99e− 4 1.93e− 5 1.17e− 18 4.40e− 7 2.30e− 6
103 2.47e− 3 5.03e− 4 7.14e− 17 6.22e− 7 2.59e− 6
105 2.01e− 1 5.30e− 2 5.24e− 13 6.25e− 7 2.59e− 6
Investigation of the density ratio influence in Table D.3 shows the severe increase of para-
sitic currents in the interFoam solver with increasing density ratio. The viscosities for the cases
shown in Tables D.3 and D.4 are set to µ1 = 10−2 and µ2 = 10−3. Again, for small density ratios,
|u|max is approximately two orders of magnitude higher for interFoam compared to the height
function method utilized in Francois et al. (2006). On the positive side, curvature calculation
by using the isosurface reduces the parasitic currents by one order of magnitude compared to
the standard approach.
Table D.4.: Effect of the time step magnitude on the error in maximum velocity |u|max after one
time step for the viscous static drop in equilibrium
∆t interFoam interCSTFoam
isoSurface
interCSTFoam
exact curvature
CSF, height function
(Francois et al., 2006)
SSF, convolution
(Francois et al., 2006)
1e− 3 2.21e+ 0 4.33e− 1 7.45e− 11 6.22e− 4 2.59e− 3
1e− 4 2.44e− 1 4.95e− 2 1.10e− 13 6.22e− 5 2.59e− 4
1e− 5 2.47e− 2 5.03e− 3 1.20e− 14 6.22e− 6 2.59e− 5
1e− 6 2.47e− 3 5.03e− 4 7.14e− 17 6.22e− 7 2.59e− 6
In Table D.4, the maximum velocity is compared after one time step for different time step
lengths. The results indicate that the parasitic currents increase approximately linearly over
simulation time. The same behaviour is also reported in the literature. In this case setup,
the parasitic velocities resulting from the interFoam algorithm are about three to four orders
of magnitude higher. As the errors for specifying the exact curvature value are also given in
Table D.4, the main source for the comparatively large errors is surely the insufficient curvature
estimation, while the other is the scaling of parasitic currents with the density ratio.
In the last test case (cf. Table D.5), the influence of viscosity magnitude onto the algorithm
under a constant viscosity ratio is tested. The results show a slight dependency of the error in
respect to the viscosity magnitude in case of the interFoam method. Again, the error for the
height function approach is approximately three orders of magnitude smaller than for the stan-
dard interFoam algorithm, while the isosurface reconstruction algorithm reduces this difference
by about one order of magnitude.
To sum up, the presented verification tests show that the flux-based CSF approach in inter-
Foam allows for force balancing if the curvature calculation is exact. In that case, the algorithm
produces comparable results to Francois et al. (2006). Two main differences are observed: First,
the interFoam solver shows – unlike reported in Francois et al. (2006) – a strong dependency
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Table D.5.: Effect of fluid viscosity on the error in maximum velocity |u|max after (a) 100 and (b)
1000 time steps for the viscous static drop in equilibrium
µ1 µ2 interFoam interCSTFoam
isoSurface
interCSTFoam
exact curvature
CSF, height function
(Francois et al., 2006)
SSF, convolution
(Francois et al., 2006)
(a) after 100 time steps
1 1e− 1 1.01e− 1 2.17e− 2 2.81e− 16 4.73e− 5 2.73e− 4
1e− 2 1e− 3 1.55e− 1 4.05e− 2 4.65e− 16 4.83e− 5 2.73e− 4
1e− 4 1e− 5 1.57e− 1 4.21e− 2 5.24e− 16 4.83e− 5 2.73e− 4
(b) after 1000 time steps
1 1e− 1 6.09e− 1 4.09e− 2 2.96e− 16 4.28e− 4 2.82e− 3
1e− 2 1e− 3 1.26e+ 0 3.52e− 1 3.80e− 16 4.56e− 4 2.87e− 3
1e− 4 1e− 5 1.35e+ 0 3.78e− 1 4.55e− 15 4.58e− 4 2.83e− 3
on the density ratio which clearly indicates problems with the numerical handling of the surface
tension force. Second, the employed curvature estimation via isosurface, while reducing para-
sitic currents compared to the standard implementation, still produces spurious velocities which
are about two orders of magnitude higher than for height functions.
D.3 Advection of Sharp Fields
The test cases presented here have the aim to quantify the errors of different utilized ad-
vection algorithms. For this, an initial field is transported by a given velocity field which can
be a function of space and time. All test cases are set up so that the end position and form of
the transported field revert to the initial state ideally. Comparing the initial to the end state of
the transported sharp field, an error analysis is performed and the results are compared against
those reported in the literature. The advection test cases cover the basic movements of a sharp
field, translation, rotation, shear and deformation. The analyzed errors are the geometrical
(L1), boundedness and conservation errors, which are defined as (Aulisa et al., 2007)
Eg (t) :=
∑
V
|α (t0)−α (t)|V (geometrical) L1 error ,
norm(Eg (t)) :=
∑
V
|α (t0)−α (t)|V∑
V
α (t0)V
normalized L1 error ,
Ev (t) :=
|∑
V
α (t0)V −∑
V
α (t)V |∑
V
α (t0)V
volumetric error ,
Eb (t) := max (α (t)− 1,−α (t) , 0) boundedness error .
(D.7)
Boundedness and conservation errors presented in this thesis are obtained by taking the maxi-
mum error over all time steps of the simulation. Additionally to above errors, different sharpness
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estimators of the transported field are introduced and evaluated. The utilized sharpness estima-
tors are defined as
Es,1 (t) := 1−
∑
V
|α (t)− 0.5|V∑
V
0.5V
,
Es,2 (t)) :=
∑
V
V [α (t0) I (t0)−α (t) I (t)]∑
V
Vα (t0) I (t0)
,
Es,3 (t) :=
∑
V
V [I (t0)− I (t)]∑
V
V I (t0)
with I (t) := pos (α (t)− 0.001)pos (0.999−α (t)) .
(D.8)
The sharpness indicators are introduced in this thesis to evaluate the ability of a given algebraic
advection scheme to preserve a sharp field. An increasing value of Es,i as defined above, states
that additional interface cells are produced.
The first introduced indicator is Es,1, which inherently contains also information about the
number of cells and reduces with a sharper interface as well as a smaller ratio of interfacial to
global cell number. As such, it is expected to decrease approximately linearly with the mesh size.
Therefore, additional sharpness indicators are introduced, which are independent of the number
of cells. A value of Es,2 = N or Es,3 = N ideally correlates to N -times more interface cells as in
the initial condition and thus quantifies the number of interface cells and a value of Es,2/3 ≈ 1
would indicate a very sharp field. However, these two error indicators inherently contain the
geometrical error, as they compare between initial and final states. For above reasons, a low Es,i
value does not necessarily translate to a sharp field and phase loss can still occur, where part of
the α-field detaches. Although they do not allow for a strict quantification, the introduced error
indicators still allow for qualitative measurement of sharp fields.
In this work, the explicit and second-order semi-implicit MULES algorithms available in
OpenFOAM-2.4.x are compared against the blended CICSAM scheme with implicit and second-
order Crank-Nicolson time discretization for different Courant numbers and different mesh reso-
lutions. The employed Courant numbers are 0.01, 0.1 and 0.5 and the mesh resolutions are
case-dependently from 16 to 256 cells per dimension.
Unlike in the cited reference papers, the 3D cases are conducted using local adaptive mesh
refinement and dynamic load balancing techniques as well as adaptive time steps. This is the
realistic setting in which algebraic methods are supposed to be utilized, although it was also
found to increase the numerical errors. To be able to use adaptive meshes while maintaining
a divergence-free flux field, the analytical velocity fields described in the reference papers had
to be integrated over the cell faces, rather than simply evaluating the analytical function in the
face centre and pointing it with the face normal. The latter would introduce a flux divergence
and thus destroy boundedness.
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D.3.1 Translation of a Sphere
In this basic test case, a sphere of diameter 0.3 m, initially positioned in the centre of a unit
box, is transported with a constant velocity field in diagonal direction (cf. Aulisa et al. (2007)).
As the employed load balancing strategy does not yet support periodic boundary conditions, the
test case setup is slightly modified so that AMR and load balancing could be applied. The centre
of the sphere is initially positioned at xC = (0.25, 0.25,0.25) and moves in diagonal direction
to xF = (0.75, 0.75,0.75), where the flow field is reversed and the sphere translated back to the
initial position. This procedure is repeated to obtain a total translation distance of twice the box
diagonal length as in Aulisa et al. (2007). Due to the employed flux-based advection approach,
the diagonal translation leads to shape deformations which are quantified.
Studying the geometrical advection errors for different Courant numbers and mesh reso-
lutions (Figures D.6a to D.6c) it can be seen that all employed algebraic advection methods
are less than first-order convergent and at smaller Courant numbers almost grid independent.
This behaviour is a direct result of the flux-based algorithm which utilizes only information of
face-neighbouring cells in the discretization of the advection term. Hence, information travel-
ing in diagonal direction needs to be communicated over two faces before reaching the diagonal
point-neighbouring cell. As a result, the initial sphere is deformed independent of the mesh size
(a) CICSAM + Crank-Nicolson
(C = 0.01).
(b) MULES + Crank-Nicolson
(C = 0.01).
Figure D.1.: Final shape of translated body (initially spherical)
and, hence, a constant geometrical error is obtained which describes the difference between the
deformed and initial shape.
The final shape (α = 0.5 isosurface) of the field for the different advection methods at
Courant 0.01 and mesh resolution 256 is shown in Figure D.1. It can be seen that the CICSAM
scheme transforms the initial sphere into a rhombicuboctahedron, whereas the MULES advec-
tion algorithm with interface compression term produces a deformed double pyramid with wavy
surfaces replacing all corners. It can also be seen that both advection algorithms tend to produce
surface oscillations depending on the cell-face/interface orientation and flux direction. The de-
formations, as stated above, are nearly mesh independent and thus is the geometrical error. It
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Table D.6.: Diagonal translation of 3D sphere – normalised L1 error
n=32 n=64 n=128 n=256
Cf = 1.5
norm(Eg (MYC)) 4.436e− 02 1.388e− 02 2.862e− 03 -
norm(Eg (LSF)) 1.216e− 02 5.247e− 03 1.734e− 03 -
Cf = 0.5
norm(Eg (CICSAM-CN)) 0.6010 0.4043 0.2671 0.1578
norm(Eg (CICSAM-Euler)) 0.8401 0.5994 0.3795 0.2469
norm(Eg (MULES-CN)) 0.6681 0.3760 0.3040 0.3009
norm(Eg (MULES-Euler)) 1.366 1.165 0.8484 0.5661
Cf = 0.1
norm(Eg (CICSAM-CN)) 0.1526 0.08494 0.06924 0.06239
norm(Eg (CICSAM-Euler)) 0.3136 0.1562 0.1051 0.07449
norm(Eg (MULES-CN)) 0.3541 0.2760 0.2499 0.1995
norm(Eg (MULES-Euler)) 0.3769 0.2784 0.2088 0.1303
Cf = 0.01
norm(Eg (CICSAM-CN)) 0.1039 0.07794 0.07663 0.05991
norm(Eg (CICSAM-Euler)) 0.1071 0.07637 0.07675 0.05853
norm(Eg (MULES-CN)) 0.1600 0.2243 0.2115 0.1381
norm(Eg (MULES-Euler)) 0.1601 0.2218 0.2001 0.1221
should be noted that the deformation is also independent of the Courant number. The only
influence being that a higher Courant number adds a larger numerical diffusion and, hence, the
resulting shape is smeared out.
Figures D.6d to D.6l show that boundedness and sharpness of the transported field are
sufficiently preserved for the CICSAM schemes and explicit MULES algorithm, whereas the
second-order MULES algorithm (with standard settings) introduces a large unboundedness.
Mass conservation is not shown in the Figures as the maximum conservation error over all
runs is well below 0.1% for C = 0.5 and below 0.001% for C = 0.01. The largest volume conser-
vation errors appear for the second-order MULES algorithm in cases with large unboundedness.
Given all relevant criteria, sharpness, conservation, boundedness and accuracy, the CICSAM
scheme with second-order Crank-Nicolson time-discretization shows the best behaviour in this
test case between the four algebraic schemes. However, compared to geometrical methods,
the errors are orders of magnitude higher. This is to be expected, since the case of diagonal
translation maximizes the errors of algebraic advection methods. It should further be noted that
the geometrical errors are bound to reduce on polyhedral grids, due to the increased number of
neighbouring cells and thus considerably better gradient approximations. The large influence
of mesh topology onto the accuracy is shown, e.g., in Hill et al. (2018).
D.3.2 Rotation of a Sphere
A sphere of diameter 0.3 m, initially positioned in a unit box at [0.5 m, 0.75 m, 0.5 m], is
rotated by a constant angular velocity around the z-axis (cf. Jofre et al. (2010)). The errors are
calculated after one rotation and compared to literature results from Jofre et al. (2010).
It can be observed in Figure D.7 that the second-order MULES algorithm with standard
setting induces a large unboundedness in case of rotation. In general, the algorithm was found
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Table D.7.: Rotation of 3D sphere – L1 error
n=32 n=64 n=128 n=256
Cf = 0.5
Eg (Youngs) 6.34e− 04 5.47e− 04 3.20e− 04 −
Eg (CICSAM-CN) 1.815e− 03 1.459e− 03 9.771e− 04 6.538e− 04
Eg (CICSAM-Euler) 3.677e− 03 3.450e− 03 2.671e− 03 1.971e− 03
Eg (MULES-CN) 3.800e− 03 1.872e− 03 2.384e− 03 2.013e− 03
Eg (MULES-Euler) 3.733e− 03 2.845e− 03 2.346e− 03 1.781e− 03
Cf = 0.1
Eg (CICSAM-CN) 1.593e− 03 6.613e− 04 3.614e− 04 2.158e− 04
Eg (CICSAM-Euler) 1.800e− 03 8.743e− 04 4.799e− 04 2.790e− 04
Eg (MULES-CN) 1.864e− 03 1.073e− 03 1.153e− 03 1.310e− 03
Eg (MULES-Euler) 1.737e− 03 9.930e− 04 5.279e− 03 2.946e− 04
Cf = 0.01
Eg (CICSAM-CN) 1.599e− 03 7.932e− 04 4.623e− 04 2.802e− 04
Eg (CICSAM-Euler) 1.619e− 03 8.024e− 04 4.689e− 04 2.827e− 04
Eg (MULES-CN) 1.477e− 03 7.733e− 04 4.726e− 04 3.712e− 04
Eg (MULES-Euler) 1.465e− 03 7.553e− 04 4.029e− 04 2.276e− 04
to be non-robust. As to be expected for Finite Volume methods, the tested algebraic advection
algorithms all show a good volume conservation property with a volumetric error well below
0.01%, which is why the corresponding graphs are not shown here. Comparing the obtained
geometrical errors to the reference solution, an approximate first-order convergence can be seen
for all methods, which is to be expected. However, it should be noted that the absolute error
in the reference paper, which was obtained with a Courant number of 0.5, is nearly one order
of magnitude lower than for the algebraic methods at Cf = 0.5. For lower Courant numbers,
however, the errors are comparable to the geometrical method’s reference solution.
In Figure D.7, the ability of the respective schemes to preserve a sharp interface is investi-
gated. Here, all schemes, except the second-order MULES algorithm, result in a relatively sharp
field of about two cell layers for the interface region when small Courant numbers are used. At
larger Courant numbers, the MULES algorithm results in a considerably sharper field, due to
the time step-independent counter gradient diffusion term, whereas the anti-diffusive term in
the CICSAM scheme inversely proportional depends on the Courant number. It should also be
noted that the second-order MULES algorithm leads to unbounded solutions in some cases due
to non-convergence of the algorithm.
D.3.3 Rotation of Zalesak-Disc
This test case is based on the case setup of Zalesak (1979), but in a three-dimensional
setup. For this case, no error tables for comparison to literature are available. The setup is the
same as in the 3D rotational case above, only with a small central cut in the sphere of width
0.05 and depth 0.175. Figure D.2 shows the final shape of the (initially sharp) slotted sphere
after one rotation. Unlike in the quantitative analysis (cf. Table D.8 and Figure D.8), which
shows no significant differences between CICSAM and MULES, here it can be seen that the
employed interface compression in the MULES advection algorithm introduces strong wrinkling
of the interface. This is due to the fact that the compression needs the interface normal vector,
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whose computation is not accurate enough. In this case, the leastSquares gradient was used.
Employing the standard Gauss gradient will lead to worse results.
(a) MULES (2nd order). (b) CICSAM + CrankNicolson.
Figure D.2.: Final shape of the interface after one rotation of the Zalesak sphere
Table D.8.: Rotation of 3D Zalesak sphere – normalized L1 error
n=32 n=64 n=128 n=256
Cf = 0.5
norm(Eg (CICSAM-CN)) 0.3481 0.1930 0.09407 0.06093
norm(Eg (CICSAM-Euler)) 0.4495 0.4576 0.3343 0.2556
norm(Eg (MULES-CN)) 0.5271 0.6016 0.2784 0.1839
norm(Eg (MULES-Euler)) 0.6535 0.7693 0.2049 0.1440
Cf = 0.1
norm(Eg (CICSAM-CN)) 0.3140 0.1241 0.05698 0.03250
norm(Eg (CICSAM-Euler)) 0.3258 0.1755 0.07282 0.03943
norm(Eg (MULES-CN)) 0.4767 0.2621 0.1202 0.1103
norm(Eg (MULES-Euler)) 0.4713 0.1904 0.08994 0.05205
Cf = 0.01
norm(Eg (CICSAM-CN)) 0.3124 0.1256 0.06093 0.03509
norm(Eg (CICSAM-Euler)) 0.3138 0.1282 0.06198 0.03545
norm(Eg (MULES-CN)) 0.4139 0.1796 0.08114 0.05874
norm(Eg (MULES-Euler)) 0.4178 0.1717 0.07303 0.04060
D.3.4 Shear Advection 2D
This case setup is taken from Liovic et al. (2006), where the reference solutions are obtained
with C = 1.0. To not introduce flux divergence on dynamically refined meshes, the analytical
velocity field is integrated over the cell faces, yielding the following expression of the flux field,
which is utilized in this work:
Ff =
sin (4pi∆x)
4pi∆x
u
 
xf
 ·Sf . (D.9)
The comparison of geometrical errors (cf. Table D.9 and Figure D.9) clearly shows that
geometrical reconstruction methods are far superior in terms of accuracy. However, given small
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(a) MULES (2nd order). (b) CICSAM + CrankNicolson.
(c) MULES (2nd order). (d) CICSAM + CrankNicolson.
Figure D.3.: Shape of the interface at maximal deformation (1282 grid, C=0.1) and final stage
(2562 grid, C=0.01) (iso-contours for α=0.01 and 0.99)
time steps, sufficiently accurate results can also be produced by algebraic advection methods,
although the absolute error remains larger than for methods with geometrical reconstruction.
Table D.9.: 2D shear flow – L1 error
n=32 n=64 n=128 n=256
Cf = 1 (Liovic et al., 2006)
Eg (linear fit + EI-LE) 1.75− 03 4.66− 04 1.02e− 04 −
Cf = 0.5
norm(Eg (CICSAM-CN)) 9.79e− 02 7.34e− 02 3.77e− 02 7.59e− 03
norm(Eg (CICSAM-Euler)) 1.01e− 01 7.71e− 02 4.18e− 02 9.98e− 03
norm(Eg (MULES-CN)) 6.52e− 02 1.88e− 02 1.43e− 02 1.07e− 02
norm(Eg (MULES-Euler)) 1.03e− 01 7.60e− 02 7.58e− 02 7.48e− 02
Cf = 0.1
norm(Eg (CICSAM-CN)) 7.06e− 02 3.04e− 02 4.39e− 03 1.25e− 03
norm(Eg (CICSAM-Euler)) 6.99e− 02 3.14e− 02 4.81e− 03 1.63e− 03
norm(Eg (MULES-CN)) 7.62e− 02 2.34e− 02 6.40e− 03 4.40e− 03
norm(Eg (MULES-Euler)) 1.07e− 01 3.55e− 02 7.36e− 03 7.71e− 03
Cf = 0.01
norm(Eg (CICSAM-CN)) 6.04e− 02 2.29e− 02 3.93e− 03 1.53e− 03
norm(Eg (CICSAM-Euler)) 6.04e− 02 2.29e− 02 3.98e− 03 1.54e− 03
norm(Eg (MULES-CN)) 9.15e− 02 2.64e− 02 6.54e− 03 3.43e− 03
norm(Eg (MULES-Euler)) 1.11e− 01 3.66e− 02 6.35e− 03 3.32e− 03
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Interesting is that all algebraic methods (for small Courant numbers) show a nearly second-
order convergence in the geometrical error, whereas only a first-order convergence would be
expected due to the derivation of these schemes. From Figure D.9, it can be deduced that
the utilized algebraic methods retain boundedness, sharpness and accuracy at small Courant
numbers and that the MULES schemes produce a sharper field. However, the figures do not
contain information about accuracy and sharpness over time, only about the final state. If the
field shape given with the MULES and CICSAM schemes are compared at different time instances
(cf. Fig D.3), the differences between both advection methods becomes eminent. The MULES
algorithm produces surface oscillations with high amplitudes, whereas the CICSAM schemes
retain a (relatively) smooth surface.
Also, from the intermediate state (Figures D.3a and D.3b) it becomes clear why the CICSAM
schemes lead to a smearing of the interface: At the point of maximal deformation, the minimal
thickness of the alpha field is only 2 to 3 cells at a resolution of 2563, leading to smearing in
algebraic schemes which utilize a three-cell stencil and hence cannot capture the field shape in
this case. This also leads to a larger L1 error. However, for the simulation of rising bubbles, such
structures are only encountered in the skirted bubble regime and, hence, it can be concluded
that such bubble shapes may not be captured correctly with algebraic methods.
D.3.5 Field Deformation
The final advection test cases are taken from Rider and Kothe (1995) and Liovic et al.
(2006) respectively and evaluate the influence of strong deformation onto the algebraic trans-
port.
Deformation 2D
This advection case is taken from Rider and Kothe (1995) and geometrical errors are com-
pared to their results on a 64x64 mesh with first-order upwind scheme (worst case) and the
marker particle method (best case) for different particle distributions, which in effect corre-
lates to higher mesh resolution. The integrated flux field over cell faces leads to the follow-
ing correction to the face-centred velocity, which is utilized here for the advection to obtain a
divergence-free flux field on adaptive meshes:
Ff =
sin (4pi∆x)
4pi∆x
u
 
xf
 ·Sf . (D.10)
It can be seen that the geometrical error of the tested algebraic schemes at high Courant num-
bers are not much lower than for the upwind scheme (cf. Table D.10). This is expected for
several reasons: firstly, the CICSAM scheme tends to the upwind scheme for higher Courant
numbers and is identical to the upwind scheme for Cf = 1. Secondly, the interface in this test
case is stretched to become extremely thin and thus the shape of the field cannot be preserved
(see Figures D.4a and D.4b) which leads to excessive smearing of the interface (see Figures
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(a) MULES (2nd order). (b) CICSAM + CrankNicolson.
(c) MULES (2nd order). (d) CICSAM + CrankNicolson.
Figure D.4.: Shape of the interface at maximal deformation (iso-contours for α=0.01 and 0.99)
and final stage for 2562 grid and C=0.01
D.4c and D.4d). As for nearly all previous cases, the error shows a first-order convergence with
respect to mesh resolution and also reduces with smaller Courant numbers. Field sharpness,
however, is nearly mesh independent in this case (cf. Figure D.10), owing to the extreme thin-
ning of the phase below 3 cells thickness (cf. Fig. D.4). As in the previous cases, the MULES
advection algorithm introduces significantly more severe interface wrinkling than CICSAM.
Deformation 3D
This advection test case is taken again from Liovic et al. (2006). Here, again, the flux
integration is performed in order to maintain a divergence-free face flux field and, hence, a
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Table D.10.: 2D deformation flow – L1 error
n=32 n=64 n=128 n=256
Cf = 1 (Rider and Kothe, 1995)
Eg (1st order upwind) − 5.60e− 02 − −
Eg (marker particles) − 4.08− 03 1.62e− 03 1.28e− 03
Cf = 0.5
norm(Eg (CICSAM-CN)) 3.25e− 02 1.88e− 02 1.15e− 02 6.24e− 03
norm(Eg (CICSAM-Euler)) 3.96e− 02 2.45e− 02 1.53e− 02 8.69e− 03
norm(Eg (MULES-CN)) 2.88e− 02 2.09e− 02 1.36e− 02 7.50e− 03
norm(Eg (MULES-Euler)) 2.46e− 02 1.78e− 02 1.26e− 02 9.92e− 03
Cf = 0.1
norm(Eg (CICSAM-CN)) 2.31e− 02 1.30e− 02 8.03e− 03 3.91e− 03
norm(Eg (CICSAM-Euler)) 2.39e− 02 1.35e− 02 8.35e− 03 4.05e− 03
norm(Eg (MULES-CN)) 2.37e− 02 1.38e− 02 8.90e− 03 4.59e− 03
norm(Eg (MULES-Euler)) 2.18e− 02 1.34e− 02 8.04e− 03 4.20e− 03
Cf = 0.01
norm(Eg (CICSAM-CN)) 2.26e− 02 1.30e− 02 7.71e− 03 3.67e− 03
norm(Eg (CICSAM-Euler)) 2.26e− 02 1.30e− 02 7.71e− 03 3.69e− 03
norm(Eg (MULES-CN)) 2.18e− 02 1.22e− 02 7.80e− 03 3.82e− 03
norm(Eg (MULES-Euler)) 2.12e− 02 1.24e− 02 7.21e− 03 3.77e− 03
bounded solution. The integrated flux field over cell faces leads to the following correction to
the face-centred velocity, which is utilized here for computation of the advection flux:
Ff =
sin (2pi∆x)
2pi∆x
u
 
xf
 ·Sf . (D.11)
The comparison with literature data from the geometrical methods in Liovic et al. (2006) (see
Table D.11 and Figure D.11) shows that algebraic methods are sufficiently accurate and lead to
comparable errors. Initially, on coarse grids, the geometrical errors are of similar size. Due to the
first-order convergence of the employed algebraic methods, however, the errors on finer meshes
are comparatively larger than in Liovic et al. (2006), who employ second-order convergent
geometrical methods for the advection. The results in Figure D.11 show that boundedness
and sharpness of the transported field are approximately maintained for all algebraic advection
methods, with the exception being the second-order MULES algorithm.
As for the previous cases, all algebraic methods tested here result in very similar geometrical
errors, whereas the explicit MULES algorithm has the advantage of retaining a sharp field also
for larger Courant numbers (cf. Fig. D.11). However, when viewing the intermediate profiles,
differences between CICSAM and MULES advection can be seen (cf. Fig. D.5). Similar to
the previous advection test cases, the interface compression employed in the MULES advection
algorithm introduces significantly stronger wrinkling of the interface compared to the CICSAM
scheme.
D.3.6 Conclusion of Advection Cases
General outcome of the advection cases is that the employed algebraic methods are only
first-order accurate and exhibit larger errors in comparison to geometrical advection methods
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(a) MULES (2nd order). (b) CICSAM + CrankNicolson.
(c) MULES (2nd order). (d) CICSAM + CrankNicolson.
Figure D.5.: Shape of the interface (α=0.5 iso-contour) at maximal deformation from different
views for 2563 grid and C=0.01
Table D.11.: 3D deformation flow – L1 error
n=32 n=64 n=128 n=256
Cf = 0.5 (Liovic et al., 2006)
Eg (Youngs + PCFSC unsplit) 7.86e− 03 2.91e− 03 7.36e− 04 2.26e− 04
Eg (CVTNA + PCFSC unsplit) 7.41e− 03 1.99e− 03 3.09e− 04 7.03e− 05
Cf = 0.5
norm(Eg (CICSAM-CN)) 1.41e− 02 8.40e− 03 4.35e− 03 1.66e− 03
norm(Eg (CICSAM-Euler)) 1.52e− 02 9.66e− 03 5.20e− 03 2.36e− 03
norm(Eg (MULES-CN)) 8.06e− 03 3.62e− 03 2.04e− 03 2.15e− 03
norm(Eg (MULES-Euler)) 8.15e− 03 5.14e− 03 3.83e− 03 4.67e− 03
Cf = 0.1
norm(Eg (CICSAM-CN)) 9.38e− 03 4.41e− 03 1.86e− 03 6.13e− 04
norm(Eg (CICSAM-Euler)) 9.62e− 03 4.68e− 03 2.00e− 03 6.90e− 04
norm(Eg (MULES-CN)) 8.33e− 03 2.71e− 03 1.44e− 03 1.38e− 03
norm(Eg (MULES-Euler)) 7.68e− 03 3.56e− 03 1.39e− 03 7.86e− 03
Cf = 0.01
norm(Eg (CICSAM-CN)) 8.94e− 03 4.19e− 03 1.64e− 03 6.65e− 04
norm(Eg (CICSAM-Euler)) 8.98e− 03 4.21e− 03 1.66e− 03 6.67e− 04
norm(Eg (MULES-CN)) 8.08e− 03 2.90e− 03 1.30e− 03 8.09e− 04
norm(Eg (MULES-Euler)) 7.92e− 03 3.57e− 03 1.31e− 03 7.53e− 03
for all mesh sizes and Courant numbers. On the positive side, however, it can be seen that alge-
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braic methods are capable to transport sharp fields with sufficient accuracy while maintaining a
bounded solution, given small enough time steps and fine mesh resolutions.
In terms of the geometrical error evaluated at the final time step, all employed algebraic ad-
vection methods yield very similar results, although the CICSAM scheme has a small advantage
especially at lower Courant numbers. On the other side, the explicit MULES algorithm performs
significantly better in terms of boundedness and sharpness of the transported field. A closer look
at the transported profiles reveals that the MULES algorithm introduces – in all cases – strong
oscillations of the interface. As the flow field is reversed, also these oscillations diminish again
and thus this error is not visible in the evaluated geometrical error.
In conclusion, the CICSAM scheme exhibits higher accuracy, while the explicit MULES al-
gorithm maintains a sharper field and exhibits – inherent to the model – better boundedness of
the transported field. Thus, the CICSAM scheme is to be preferred at small Courant numbers
and fine meshes for its increase in accuracy, whereas the explicit MULES algorithm should be
applied when larger time steps are necessary. As the MULES algorithm additionally causes in-
consistencies in the advection of volumetric phase fraction and other transported fields as, e.g.,
species concentration, it should be avoided in such cases.
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(a) Eg (C = 0.5).
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(c) Eg (C = 0.01).
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Figure D.6.: Diagonal translation of 3D sphere – Error plots
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(a) Eg (C = 0.5).
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(b) Eg (C = 0.1).
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(c) Eg (C = 0.01).
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Figure D.7.: Rotation of 3D sphere – Error plots
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Figure D.8.: Rotation of 3D Zalesak disc – Error plots
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Figure D.9.: 2D shear test – Error plots
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Figure D.10.: 2D deformation test – Error plots
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Figure D.11.: 3D deformation test – Error plots
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