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We re-explore the symmetries of a weakly isolated horizon (WIH) from the per-
spective of freedom in the choice of intrinsic data. The supertranslations are realized
as additional symmetries. Further, it is shown that all smooth vector fields tangent
to the cross-sections are Hamiltonian. We show that joining two WIHs which differ
in these Hamiltonians and boundary data, under the action of a supertranslation,
necessarily require the inclusion of an intermediate dynamical phase, possibly with
the inclusion of a stress energy tensor. This phase of the boundary is non-expanding
but not a WIH and invariably leads to a violation of the dominant energy condition.
The assumptions made allow us to reconstruct the (classically) pathological stress
energy tensor also.
I. INTRODUCTION
Black holes are perhaps the simplest nontrivial solutions of the Einstein equation. The
simplicity is precisely encoded in the no-hair conjecture which asserts that black hole so-
lutions of Einstein-Maxwell theory are completely characterised by only three parameters,
namely its mass, charge and angular momentum [1–3], the so called black hole hairs. How-
ever, it leads to a number of baffling conclusions about the very nature of black holes. During
the formation of a black hole due to the gravitational collapse of matter, whatever the shape
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2of the collapsing object might be, the final state of collapse is only characterised by the
object’s mass, charge and angular momentum. This is still acceptable owing to the fact that
a black hole hides classical information from an asymptotic observer. Its ramifications in
the semi-classical context is however of serious concern and gives rise to what is dubbed as
the information loss paradox.
The scattering of quantum fields in a classical black hole background was first studied in
[4]. It was shown that an initial vacuum state prepared at I − would evolve in the black hole
geometry to a thermal state at future null infinity I +. Consequently, there is a non-unitary
evolution and loss of information. One can imagine this in the context of a collapse process
that provides the classical background and a quantum state prepared in the vacuum at I −.
The out-state at I + being a thermal state, hypothetically implies that the black hole is
emitting thermal radiation which causes a decrease in its mass, angular momenta, etc. and
may eventually lead to its complete evaporation. Thus as the end state of the collapse and
subsequent evaporation one finds the black hole singularity and thermal radiation at I +.
The information about the collapsing matter is lost. The role of the no- hair conjecture,
here, is that the thermal state is characterised only by the nontrivial hairs of the stationary
black hole.
A possible resolution therefore, might be the presence of more hair on the black hole
as suggested in [5]. It is well-known that mass, angular momentum and electric charge of
black holes arise as conserved charges associated with gauge symmetries that become true
symmetries in presence of a boundary. Hence one looks for hair by searching for a group
of symmetries that are larger than just the group of isometries of a metric. Examples of
asymptotically flat space-time at null infinity [6–8], asymptotically locally Anti-de-Sitter
spacetime [9], as well as exploration of near ‘horizon’ symmetries [10–12] have taught us
that this can indeed be the case. The proposal in [5], which is solely motivated from the
experiences with asymptotically flat spacetime at null infinity, explores the symmetries on
the horizon of a black hole. In the case of I + (I −), the group of symmetries (defined
as diffeomorphisms which preserve the fall-off conditions on the metric) becomes infinite
dimensional, the so called BMS+(BMS−), which is a semi-direct product of an infinite
dimensional abelian group of supertranslations with the Lorentz group (or its generalisations
namely two copies of the Witt algebra [13] or the algebra of smooth diffeomorphisms on the
sphere [14, 15] ). Inspite of the similarity of a black hole horizon with I + or I − this group
may not be realised as the symmetries because of the non-affinity of the null generators,
especially in the non-extremal case. The Lie-group ideal of supertranslations however turns
out to be symmetries that preserve the essential horizon structure.
There could be two possible meaning of a supertranslated black hole. It might be the
near-horizon supertranslations [5] or asymptotic supertranslation at I + and I − acting on
global black hole solutions [16, 17]. It is far from whether these two notions are the one and
the same, precisely because the extensions of the near-horizon supertranslation generators
into the bulk, may not match with the supertranslation generators at I −. Here, we will
3be interested in near horizon supertranslations as opposed to asymptotic supertranslations
acting on global black hole solutions.
It has long been hypothesised that asymptotically flat spacetimes related by such super-
translations are inequivalent vacua of the gravitational field [6]. This gained further ground
when it was discovered that the Ward identitites corresponding to supertranslations repro-
duce the contribution to scattering amplitudes coming from the inclusion of a soft graviton
(or a soft photon for asymptotic U(1) gauge transformations) [18, 19] in Weinberg’s soft
graviton/photon theorem [20]. The asymptotic states thus differ by the emission of a soft
graviton under the action of a supertranslation. This motivates the study of supertransla-
tions near the black hole horizon as well. The proposal in [5] has attracted a plethora of
work that explores the symmetries near the black hole horizon [21–26]. These works mostly
aimed at finding extended group of symmetries, larger than the just the supertranslations
[21, 22, 24, 25], and also checked whether the entropy of a black hole can be accounted for
by counting the dimension of a representation of such an extended symmetry group [27].
Our aim in this paper is not to look for extended symmetries but to study transitions
between supertranslated quasi-local black holes akin to the vacuum to vacuum transitions
studied for the case of asymptotic symmetries at null infinity [28]. It is well-known that
if there is a non-stationary epoch between two stationary epochs then the natural frames
of the two stationary epochs are related by a supertranslation and a boost [29, 30]. In
the case of a black hole horizon or more specifically a quasi-local black hole, described by
the existence of an apparent horizon, the stationary regions are described by boundaries
called (weakly) Isolated horizons [31], while the transition between two Isolated horizons is
effectively captured by a Dynamical horizon [32]. In a general transition the metric on the
cross-section may evolve arbitrarly (depending on the flux) in contrast to null infinity where
they are just the round metric on the sphere 1. Moreover, there is no accepted definition
of surface gravity in the dynamical phase, as compared to the Bondi mass at null infinity.
These directly appear in the expressions for supertranslation charges. Hence there is no
direct generalisation of the evolution of supertranslation charges in the dynamical regime,
making it diffcult to compare them across the dynamical epoch.
The relation between preferred foliations in late and early stationary regions of an evolving
black has however been argued to be related by supertranslations in a framework where
dynamical evolution of black holes is described by an expanding and shearing null congruence
namely the event horizon [33]. In the foregoing discussion we will not deal with such general
evolutions but try to preserve all boundary data that are essentially preserved by the action
of supertranslations in the stationary era. Hence in our case the dynamical phase would not
truly be a Dynamical horizon but will continue to be a non-expanding horizon. But, as we
1 The metric can be conformal to the round sphere or any metric on S2, depending on the kind of boundary
condition one imposes. This leads to the other two asymptotic symmetry groups where it is a semidirect
product of the Witt algebra or Diff(S2) respectively, with that of the Lie idela of supertranslations. But
dynamical transitions are studied in the so-called Bondi frame where the metric is indeed just the round
metric on the sphere.
4will see, it will not obey the weakly condition which necessarily has to be imposed so that
the metric in the neighborhood is stationary to linear order (in distance from the horizon).
The paper is organised as follows. In the first few sections we recall the definition of an
isolated horizon and try to discuss the intrinsic freedom in the choice of the boundary data.
The discussion closely follows [34] but our argument is essentially in the reversed order. In
recent times there has been discussions on symmetries of intrinsic geometry of non-expanding
horizons [35], null shells [36, 37] and general null surfaces [38]. While, we recover some
(appropriate to our choice of boundary conditions) of these results, our argument differs
from these. We then calculate conserved charges for the horizon supertranslations and show
that arbitrary smooth diffeomorphisms on the cross-sections are also Hamiltonian (they are
not however symmetries with the kind of bounadry conditions we choose). We then go on
to find the action of the supertranslations on various geometric quantities on the horizon
which are required to reconstruct the metric in the neighborhood. Guided by these changes
we construct a region where such changes are induced by the inclusion of some matter flux.
We partially reconstruct the non-zero stress energy tensor components required to sustain
such boundary conditions.
II. WEAKLY ISOLATED HORIZON
In this section, we revisit the definition of an Isolated Horizon (IH) [31, 39–42]. Let M
be a smooth 4 dimensional manifold equipped with a metric g of signature (−,+,+,+). Let
∆ be a null hypersurface in M, ‘l’ being it’s future directed null normal. Together with l
one can define a set of null bases, (l n m m¯), adapted to ∆. They satisfy the usual cross
normalisation relations. Let ‘h’ be the degenerate metric on the hypersurface, and ‘q’ the
metric on the cross-sections S∆ of the horizon. Let us denote the coordinates on ∆ as χ
a and
those on the cross-sections S∆ as τ
A. We will use the notations hab := h(∂a, ∂b) := g(∂a, ∂b)
and qAB := q(∂A, ∂B) := g(∂A, ∂B) = q(∂A, ∂B). The expansion θl of the null normal is given
in terms of the extrinsic curvature of S∆ as an embedding in M viz. q˜ABg(∂A,∇∂B l). In
terms of the Newman Penrose co-effecients, θl := −2ρ (see appendix B for details). One
defines an equivalance class of null normals [l] such that two null normals l and l′ will be
said to belong to the same equivalance class if l′ = cl where c is a constant on ∆.
Definition: A null hypersurface ∆ ofM is said to be an Isolated horizon if the following
conditions hold.:
1. ∆ is topologically S2 ×R and null.
2. The expansion ρ of l vanishes on ∆ for any null normal l in [l].
3. All equations of motion hold on ∆ and the stress- energy tensor T on ∆ is such that
−T ab lb is future directed and causal.
5The null hypersurface ∆ is equipped with a one form ωa := −g(n,∇∂al) on ∆. When l, n
are viewed as vectors normal to the cross-sections S∆ of ∆, then the pull back of ω onto S∆
is nothing but the connection in the normal bundle of S∆ through the Weingarten map. The
IH is called weakly if the condition [£l,D]W = 0 holds, where D is the intrinsic connection
on ∆ and W ∈ T∆.
III. CONFORMAL TRANSFORMATION AND ACTION ON THE BOUNDARY
DATA
The first order structure on ∆ is the degenerate metric and the equivalence class of
null normals [l]. Let us first choose a representative element of the equivalence class and
try to define the second order structures with it. One can then find out how the second
order structure varies over the equivalence class. The second order structure consists of the
connection on ∆. The following conditions will be assumed to be satisfied by D on ∆. 1)
The connection annihilates the degenerate metric i.e Dchab = 0 and 2) The connection is
torsion-free. Let us now denote the connection in terms of its components Γ cab∂c := D∂a∂b .
The second condition ensures that the coeffecients Γ cab are symmetric in the lower two indices.
Since qab is non-invertible, the two conditions do not uniquely fix Γ . Let us denote by h
ab,
the inverse of hab in a non degerate subspace of h. In particular this can be just the inverse of
the metric q on S∆. It is one of the many inverses of hab. One can then write a representative
element Γ as,
Γ cab =
hcd
2
(
∂ahdb + ∂bhda − ∂dhab
)
+ l(cV d)
(
∂ahdb + ∂bhda − ∂dhab
)
, (1)
where V := V a∂a is any vector tangent to ∆. Due to the fact that l is a Killing vector of hab
(which follows from the expansion free and shear free nature of ∆ ), the expression reduces
to,
Γ cab =
◦
Γ cab +
1
2
lc£V hab +
1
2
lc∂(aVb) (2)
It follows that for any covariant vector α on ∆ such that l.α = 0, the ambiguous part
vanishes. The covariant derivative thus has a unique action on such vectors. We will
consider the action of D on n later. For now let us consider its action on a contravariant
vector W tangential to ∆. Note that the contraction of the amibiguous piece with m and m¯
is zero, thus determining the action of D on W uniquely in these directions. This also follows
from the fact that the action of D on m and m¯ are known uniquely. The action of D on
W , in the directions n is however not known uniquely. In fact the action on l is completely
arbitrary as the unambiguous piece does not contribute in this case. It is therefore of the
form,
D∂al = ωa l, (3)
6where ω is completely arbitrary. Given a fixed bulk spacetime, the pull back of the bulk
connection of course defines ‘a’ ω, introduced in the previous section, by ∇∂al = ωa l.
Therefore the intrinsic connection defines an equivalence class [ω] such that ω ∈ [ω]. This
equivalence class can be further restricted so that physical quantities defined from every
element are same. The weakly condition is essentially such a restriction, which along with
the Dominant energy condition implies that,
d(l.ω) = 0 (4)
thus restricting the equivalence class to ω1 ∼ ω2 if ω1−ω2 = β, such that, l.β = constant.
This constant can be set to zero by demanding that the surface gravity κ does not vary over
the equivalence class. Further, recall that the exterior derivative of ω is used to define quasi-
local multipole moments of ∆ [34]. In order that there is no ambiguity in this definition,
we must also ensure that β be at most of the form, dβ (say), for some function β such that
£lβ = 0. We would like to include this restricted ambiguity in the definition of symmetries of
an IH. We will see that it is precisely this freedom that the supertranslations on ∆ generate.
It turns out that the symmetries can be effectively studied using conformal transforma-
tion, in analogy with I +. The initial choice of conformal frame is already fixed on an IH.
The conformal transformation that we are going to study are analogous to the residual con-
formal freedom at I +. A conformal transformation of the metric amounts to a conformal
transformation of the degerate metric on ∆. Under such a transformation g → Ω2 g and
l → Ω−1l, l → Ω l, n → Ω−1n, n → Ωn, m → Ω−1m, m → Ωm. The new derivative
operator, compatible with the transformed metric is such that the Newman Penrose scalars
transform in the following way,
ρ˜
∆
= Ω−1 (ρ−£llog Ω), σ˜ ∆= Ω−1 σ, κ˜NP ∆= Ω−1 κNP (5)
where, ρ = −g(m¯,∇m l) and σ = −g(m¯,∇m¯ l). Therefore, all conformal transformations
obeying £lΩ
∆
= 0 keep the isolated horizon boundary conditions invariant. One must also
ensure that the zeroth law for black holes, that is the extra conditions imposed to make it
a WIH, remains intact. To do this one must check how [ω] transforms. A representative
element transforms as
ω → Ω−1 ω + d log Ω, (6)
In order that the zeroth law remains valid one therefore must choose Ω to be a constant.
Another quantity of interest is the action of the covariant derivative on n. This quantity is
also not unambiguously defined as discussed previously. It turns out that the pullback of
covariant derivative of n onto S∆ is nothing but the extrinsic curvature of S∆ along the n
direction i.e g(∂A,D∂Bn). Therefore one can write its evolution equation as (eq. (E6)),
£lg
(
n,K(∂A, ∂B)
)
= −κ g(n,K(∂A, ∂B))+ 1
2
2R(∂A, ∂B)− 1
2
R(∂A, ∂B)−D(AωB) − ω(AωB),
(7)
7where ωA = −g(n,∇∂Al), which we call the rotation one-form, is the pull-back of ω onto
the cross sections. The weakly condition now implies that the left hand side is zero [34],
thus determining K(n)(∂A, ∂B) locally (in time) and uniquely in terms of the intrinsic data.
Note that this condition also implies that the next to leading order metric
(1)
qAB (say) (in the
neighbourhood of ∆) is stationary. A further derivative on the expression for K(n)(∂A, ∂B)
would then imply that R(∂A, ∂B) is independent of time.
IV. SYMMETRIES
We will now try to find the vector fields that generate the conformal diffeomorphisms
that preserve the conditions upto the equivalence class. As mentioned before, for the case of
a nonextremal horizon, restricting the conformal transformations to those for which dΩ
∆
= 0,
preserves all the boundary conditions as well as the zeroth law. One can therefore consider
this to be a symmetry of the nonextremal isolated horizon boundary conditions and look for
infinitesimal versions of it viz.,
£ξl = c l, £ξ q = −2c q, (8)
where c is a constant on ∆. It is easy to see that the generators form an algebra isomorphic
to the semi-direct product of supertranslation with the homothetic Killing vectors of q. The
generators are given by,
ξ = f l such that £lf = 0
ξ = a l + η such that g = b v, £η q = −2b q, (9)
where f is a function of the coordinates on the cross-sections, b is a constant v is the
parameter along l. Let us now evaluate the action of these vector fields on κ and ω so as to
check that they indeed generate the correct transformations. Let us start with the action of
the supertranslations. The supertranslations are given by c = 0 which corresponds to the
Ω = 1 case. The Lie-derivation acting on ω is given as,
£flω
∆
= df (l.ω), (10)
which is consistent with the ambiguous piece in eq.(6). Hence it is clear that the supertrans-
lation essentially generate these ambiguities. Let us now go over to the Homotheties. The
transformation would be of the form,
£ξω = h dv (l.ω) + £ηω. (11)
To calculate the term £ηω recall the expression for Γ. Under a homothetic transformation
the unambiguous part does not transform, only the ambiguous part transforms by a multi-
plicative constant. Hence the condition is satisfied. Here, we will however not be concerned
8with homotheties as on a complete and connected Riemannian manifold all homotheties re-
duce to isometries [43]. The transformation within the equivalence class of null normals [cl]
is generated by local boosts. These can be studied independently, but would be irrelevant
for our discussion.
V. SYMPLECTIC STRUCTURE AND CHARGES
The variation of a Lagrangian is on-shell of the form δL = dΘ(δ). Θ is called the
symplectic potential. The symplectic structure,Ω(δ1, δ2), on the space of solutions is then
defined as,
Ω(δ1, δ2) =
∫
M
J(δ1, δ2), (12)
where J(δ1, δ2) = δ1Θ(δ2)−δ2Θ(δ1)−Θ(δ1δ2−δ2δ1) and M is a space-like hypersurface. The
symplectic structure is closed on shell .ie, dJ = 0. On integration over a region of spacetime,
bounded by spacelike surfaces M1, M2 and boundary B (M1 ∪M2 ∪B) this gives,∫
M1
J −
∫
M2
J +
∫
B
J = 0, (13)
Depending on the boundary conditions, the third term may vanish, in which case the bulk
symplectic structure is independent of the choice of hypersurface or it may be exact, i.e∫
B
J =
∫
B
dj implying that,
Ω(δ1, δ2) =
∫
M
J −
∫
SB
j (14)
is the hypersurface independent symplectic structure. Here, SB is the 2-surface M ∩B and
j(δ1, δ2) is called the boundary symplectic current. For the case of first order gravity in the
Palatini formulation,
L =
1
16piG
ΣIJ ∧ F IJ (15)
where ΣIJ = IJKLe
k ∧ eL, F IJ = dωIJ + ωIK ∧ ωK J and ωIJ is the SO(3, 1) connection
defined as, deI = deI + ωI J∧eJ = 0. The symplectic potential in this case is given by,
16piGΘ(δ) = −ΣIJ ∧ δAIJ while the symplectic current as,
JG(δ1, δ2) = − 1
8piG
δ[1Σ
IJ ∧ δ2]AIJ (16)
The pull back of the above expression, eqn. (16) to ∆ can be shown to be exact [44], thus
defining the boundary symplectic current as,
JG←−(δ1, δ2)
∆
= − 1
4piG
d
[(
δ[1
2 δ2]ψ
)]
. (17)
where ψ is a potential for the surface gravity, κ, defined as £lψ = κ. We shall use this to
calculate the charges for the supertranslation generators and further show that all smooth
vector fields tangent to the cross-sections are Hamiltonian.
9Hamiltonian Charges and their Algebra
We can now proceed to study the generators of the symmetries ( eq. (9)) on phase space.
Given a vector X on spacetime, its action on the dynamical variables is naturally given by
the lie derivative £X . For any such vector field one can show, using Einstein’s equation,
that,
Ω(δ, δX) = − 1
16piG
∫
S∆
[
(X.AIJ)δΣ
IJ − (X.ΣIJ) ∧ δAIJ
]
+
1
8piG
∫
S∆
(
δ 2 δXψ − δX 2 δψ
)
(18)
Let us now consider the supertranslations i.e the case for which X = fl, where £lf = 0.
Ω(δ, δX) = − 1
16piG
∫
S∆
fκ δ 2ε. (19)
The contribution from the boundary symplectic structure is decided by the action of X on
ψ. To find this out, consider the defining relation for ψ i.e £lψ = κ. Now the action of δX
on both sides of the above relation gives δX£lψ = £lδXψ = δXκ = 0. It follows that if δXψ
is set to zero at the initial slice, it remains so on every slice. The action of X on 2ε can
be obtained by the action of £X on it. Consequently, the contribution from the bounday
symplectic structure is zero. It is hamiltonian only if κ does not vary over phase space.
We will next consider all smooth vector fields on S∆. Though they are not symmetries,
they will be shown to be Hamiltonian. Consider an aribitrary vector field tangent to the
cross sections S∆ and commuting with l. The expression for the symplectic structure then
gives,
Ω(δ, δη) = − 1
8piG
∫
S∆
η.ω δ 2− η. 2 δω = − 1
8piG
∫
S∆
δ(η.ω 2) (20)
The action of η on ψl can be found by a procedure similar to the one employed for super-
translations. Since l commutes with these vector fields it follows that one can set δηψl = 0 as
in the case of supertranslations. The action of η on 2 gives (div η) 2. Hence if the vector
fields are divergence free then the boundary symplectic structure completely vanishes. How-
ever note that for the supertranslations to be Hamiltonian we required κ to be a constant on
phase space i.e δκ = 0. We can as well set δψ = 0 on ∆ thus making all such η Hamitonian.
The Poisson bracket of the supertranslation generators with Hη is then given by,
Ω(δfl, δη) =
1
8piG
∫
S∆
κ df ∧ η. 2 = 1
8piG
∫
S∆
κ η.df 2 (21)
These represent the change of the charge Hη under a supertranslation. The interesting point
to note here is that the change is zero if η is divergence free. Hence the supertranslations do
not change the multipolar structure of the IH as was anticipated before. We will be equating
these changes across a phase, not satisfying the weakly condition, and try to find out the
content of the Stress energy tensor during the transition.
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VI. ACTION OF SUPER-TRANSLATIONS ON THE HORIZON DATA
Here we will look at the action of super-translations on the horizon data. Let us assume
that there is a parameter s on ‘phase space’ which acts as an affine parameter for the
generators of super-translations. This is necessarily not the affine parameter of fl on space-
time and in general is a functional of ω, f, 2. Let us now consider the change of Hη along
this parameter.
δHη
δs
=
1
8piG
∫
S∆
κ η.df 2 (22)
It is clear that the right hand side of the above equation is independent of s as {{Hη,Hfl},Hfl} =
0. Therefore the total change is
∆Hη = ∆s
8piG
∫
S∆
κ η.df 2 (23)
Similary for ω we have,
δ
δs
ωA = κ ∂Af, ωA = ω
0
A + κ ∂A(fs) (24)
Note that these relations also represent the changes under finite supertranslations. Let us
therefore denote fs as a general function F . To find the transfomation of K(n)AB the expression
for ωA, eq. (24), is substituted in the expression for K
(n)
AB, obtained after imposing the weakly
condition eq. (7), resulting in,
K
(n)
AB = −
1
κ
[
− 1
2
2R(∂A, ∂B) + 1
2
R(∂A, ∂B) +D(Aω0B) + ω0(Aω0B)
+κ D(ADB)F + κ D(AF ω0B) + κ ω0(ADB)F + κ2 D(AF DB)F
]
(25)
The last term in the above expression is of quadratic order and can be ignored when one
considers linearised supertranslations. As we will see later, the next to leading order metric
on the cross sections in the neighborhood (
(1)
qAb ) can be obtained just by multiplying the
radial coordinate to the above expression. Hence the transformation law should be such
that the transformation of
(1)
qAB is consistent with those obtained previously in the literature.
It is reassuring that this expression matches with the supertranslated metric in [21], with
the time derivative term removed. This is precisely because of the weakly condition on the
un-supertranslated metric, as discussed before.
Let us now try to recover these from the perspective of diffeomorphisms on ∆. Let
us denote the supertranslations as a map ψ : ∆˜ → ∆. Calculating the transformed ω
then amounts to obtaining the pull-back connection under the map ψ. First note that
ψ∗n = n− κ dF . Recall that the definition of the Pull-back connection is,
ψ∗
(
(ψ∗D)XY
)
= Dψ∗Xψ∗Y (26)
11
and note that ψ∗l = l and ψ∗∂A = ∂AF l + ∂A. Thus we have,
ψ∗(κ˜ l) = κ l (27)
ψ∗(ω˜A l) = (ωA + κ ∂AF)l. (28)
Let us now consider the extrinsic curvature K(n)(∂A, ∂B).
ψ∗
(
(ψ∗D)∂A∂B
)
= Dψ∗∂Aψ∗∂B = D∂A∂B +DAF D∂B l +DBF D∂Al +DAF DBF Dl l
+DADBF l, (29)
where D is the covariant derivative compatible with q, the metric on the cross-sections. This
correctly reproduces the transformation eq. (25) on contracting both sides by n− κ dF .
VII. INDUCING A SUPER-TRANSLATION
∆2∆1
FIG. 1. Representative of two IH’s ∆1 and ∆2 that
differ by a supertranslation hair.
∆2
∆1
H
Σ2
Σ′2
Σ1
Σ3
FIG. 2. Representative of the grad-
ual change of foliation in the dynamical
phase.
Having obtained an expression for the change in the boundary data under the action of
a supertranslation, we would like to construct a dynamical situation where such a change is
induced. In general one would think that such a change can be induced when an isolated
horizon is transitioning from one equillibrium state to another through a Dynamical hori-
zon. The construction however should be such that 1) the change in Hη or ωA is correctly
reproduced, 2) there is no change in the area two-form on the cross-sections (as the super-
translations Lie-drag the area two-form), 3) the metric on the cross-sections is Lie-dragged.
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∆2
∆1
H
Σ2
Σ′2
Σ1
Σ3
i+
FIG. 3. The contruction to implant or excite such a hair in a
dynamical transition between the two stationary states.
Let us now recall the definition of a dynamical horizon. A dynamical horizon H is defined by
a spacelike surface foliated by marginally trapped surfaces (MTS’s), given by the conditions
θl = 0 (l is outgoing and future directed). Thus each cross-section of H is an MTS and there
is an evolution vector X that maps one such cross section SH of H to another during the
evolution. Let us suppose that we have smoothly extended the null frame in the equilibrium
regions to construct a null frame on each of the SH’s. The evolution vector can then be
taken to be X = α l−β n [45]. We can also construct a timelike vector τ = α l+β n which
is orthogonal to X. α and β are required to satisfy the following equation on SH such that
it is mapped into another MTS,
4SHβ − 2ωA∂Aβ − βDAωA + βωAωA − β
(
2R
2
− T (l, n)
)
− α
(
T (l, l) +K
(l)
ABK
(l)AB
)
= 0,
(30)
where 4SH and D are the Laplace operator and the covariant derivative on SH. K(l)AB is the
extrinsic curvature of l, 2R is the Ricci scalar of SH and τA are coordinates on SH. This
expression has been obtained several times in the literature [45] e.g. The change in the area
form along the dynamical horizon is given by,
£X
2 =
(
αθ(l) − βθ(n)
)
2 (31)
The total change of area must be zero because of our requirement. One can think of various
situations by which this can happen. For example, the area might first increase and then
decrease or vice-versa, such that the total area change is zero. Both these processes however
violate the area increase law. Consequently, one must think of a situation where area remains
13
constant. Clearly this implies that β must be zero, so H must be non-expanding. Note that
we still haven’t imposed the weakly condition. Hence H may not be an IH. Also note that
eq.(30) does not impose any condition on α.
Before discussing the evolution of the rotation one form let us first discuss the ambiguities
in choosing a foliation of H. One could have added an arbitrary vector on SH to X. But
the condition that the metric on SH be Lie-dragged then necessitates that this be a Killing
vector. In the absence of which the evolution vector can be taken to be just l. Either of the
IH’s when considered globally by itself has a preferred foliation defined by DAβA = 0 [39].
But in the current situation, where they are being joined, preferred foliations are necessarily
not mapped into preferred foliation as that would mean that the supertranslation is trivial.
The choice of l as the evolution vector here means that neither of the two IH’s are preferrably
foliated. One just chooses an arbitrary foliation by a null vector, throughout ∆1 ∪H ∪∆2.
The changes are imposed through the evolution of ωA. We will further assume that l has
constant accelaration, as this choice can always be made on a non-expanding horizon [46].
We will discuss its consequences shortly.
Let us now find the condition imposed by enforcing the change in Hη in the dynamical
process. In the subsequent calculation we will only assume the non-expanding condition on
H. We will not impose the ‘weakly’ condition. We will also not be assuming any gauge
conditions right now. We conclude that the total change in Hη can be written as (appendix
D),
∆Hη =
1
8piG
∫ v2
v1
dv
∫
SHv
[∂Aκ(v, τ
A) +R(η, l)] 2
=
∫ v2
v1
dv
∫
SHv
[∂Aκ(v, τ
A) + 8piG T (η, l)] 2, (32)
for arbitrary η, tangent to the cross-sections and lie dragged along l. At this point of time
one might think that the change can be induced by two possible ways, 1) by assuming a time
varying κ 2) introduction of a non-zero stress energy tensor or both 1) and 2). Note that both
these terms are freely specifiable on H, since there are no dynamical equations containing
D(κ) in the Newman Penrose equations or D(Φ01) in the conservations equations. In the
foregoing discussing we will assume that κ is a constant on H. Since the area form is not
changing with time one can equate the integrands on both sides of eq. (32), enabling the
identification of a component of the stress energy tensor,
T (∂A, l) =
1
8piG
∂Af(v, τ
B), (33)
where f(v, τB) is such that
∫ v2
v1
f(v, τA) = F(τA). We further need to look for consistency
conditions such that the conservation equation is obeyed by the stress tensor. If we get non
zero values for any other component of the stress energy tensor then they must obey the
conditions imposed on H through Einsteins’ equations. For example T (l, l) = 0 because the
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area is not changing. Consequently, the Dominant energy condition is definitely violated by
the appearance of T (∂A, l). One might think that by assuming κ to be varying this pathology
could have been avoided. It would be apparent that it is not the case, due to appearance of
a T (l, n) in the latter calculations.
A. Construction of a metric in the neighborhood of H
In this section we will try to reconstruct the metric in the neighborhood of H. This will
allow us to check, or impose further conditions on the stress energy tensor, so that the metric
in the neighborhood of ∆2 is indeed that obtained by a supertranslation of the metric in
the neighborhood of ∆1. We will make a number of gauge choices on H so as to make the
calculations less cumbersome. In general the calculation can proceed without such gauge
choices at the expense of changing the form of the final expression. In fact such a gauge
choice can always be made in the neighbourhood of any null surface. The calculation will
closely follow that of [47–49] with the relaxation of the weakly condition. In this section we
will make use of the Newman Penrose formalism. Let us therefore recall the commutation
relations between the null bases and spell out the gauge choices.
(∆D −D∆)f = (+ ¯)∆f + (γ + γ¯)Df − (τ¯ + pi)δf − (τ + p¯i)δ¯f , (34a)
(δD −Dδ)f = (α¯ + β − p¯i)Df + κ∆f − (ρ¯+ − ¯)δf − σδ¯f , (34b)
(δ∆−∆δ)f = −ν¯Df + (τ − α¯− β)∆f + (µ− γ + γ¯)δf + λ¯δ¯f , (34c)
(δ¯δ − δδ¯)f = (µ¯− µ)Df + (ρ¯− ρ)∆f + (α− β¯)δf − (α¯− β)δ¯f , (34d)
where D = la∇a,∆ = na∇a, δ = ma∇a. One can choose a coordinate v on H such that
£lv = 1. If we choose the function f = v, then from the above commutation relations it
follows that µ = µ¯ and pi = α+ β¯. Futher, one can choose n to be an affinely parametrised
geodesic and m, m¯, l to be parallely propagated along n thus extending the null basis to a
neighborhood of H. On imposing such conditions it follows that [47], γ = τ = ν = 0. The
null netrads may then be expanded as,
D = ∇l = ∂
∂v
+ L(r, v, τA)
∂
∂r
+ TA(v, τA)
∂
∂τA
(35a)
δ = ∇m = M(v, τA) ∂
∂r
+ PA(v, τA)
∂
∂τA
(35b)
δ¯ = ∇m¯ = M¯(v, τA) ∂
∂r
+ P¯A(v, τA)
∂
∂τA
(35c)
These coordinates are similar to the Bondi coordinates at null infinity except that there is
no choice of a preferred Bondi frame. Hence n may have non zero shear. In this coordinate
system H is assumed to be foliated by the level surfaces of v, which may be denoted as SHv .
At each SHv the past out-going light cone is generated by n and is parametrised by r. Thus
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we have, n = −dv and the directional derivative along n, ∆ = na∇a = − ∂∂r . Denoting the
nth order (in r) of a Newman Penrose scalar as (n) , the boundary conditions on the H reads,
(0)
ρ = 0,
(0)
κ = 0. (36)
The spin coefficient
(0)
 +
(0)
¯ will be chosen to be a constant thus implying that the surface
gravity κ =
(0)
 +
(0)
¯ is a constant on H. The functions L, TA, M , and PA are determined
from the commutation relations eq. (34), by substituting in turn, r and τA and integrating
the radial differential equations thus obtained. The following expansions are obtained by
following such a procedure.
L = κH r +O(r2) (37a)
M =
(0)
p¯i(v, τA) r +O(r2) (37b)
TA = r
[
(0)
pi(v, τA)
(0)
PA + p¯i0(v, τA)
(0)
P¯A
]
+O(r2) (37c)
PA =
(0)
PA + r
[
(0)
µ(v, τA)
(0)
PA +
(0)
λ¯(v, τA)
(0)
P¯A
]
+O(r2), (37d)
The null co-tetrads can easily be obtained from the above expansions, allowing us to write
the metric to linear order in r. It has the form,
ds2 = 2dvdr−2r(ωA(v, τA)dvdτA+κHdv2)+((0)qAB(θ, φ)+(1)qAB(v, θ, φ)r)dτAdτB+O(r2) (38)
where ωA(v, τ
A) =
(
pi0(v, τA)P 0A + p¯i
0(v, τA)P¯ 0A
)
. Note that ωA in general is of the form
ω∆1A + κ ∂A
∫ v
f dv := ω∆1A + ∂AG(v, τ
A), where the superscript in ω∆1A denotes the value at
the initial WIH. For the case where ∆1 is of Type I or spherically symmetric, ω
∆1
A is trivial.
Hence in such a case we have, ωA = ∂AG. The next to leading order metric
(1)
qAB can be
obtained by using the expression for the extrinsic curvature K
(n)
AB. Conversely, it can also be
obtained by solving for µ, λ. Since we are interested in the coordinate components we will
instead use K
(n)
AB. In particular we require it to be of the form obtained in eq.(7), so that the
final metric matches with that of the supertranslated one. So, let us start by trying to solve
the first order differential equation determing K
(n)
AB eq. (E6). The solution of the differential
equation can be written as,
K
(n)
AB =
1
κ
[
1
2
2R(∂A, ∂B)−D(Aω∆1B) − ω∆1(A ω∆1B)
]v
v1
+ e−κ(v−v1)
∫ v
v1
[
1
2
R(∂A, ∂B)− PAB
]
eκvdv,
(39)
where PAB(v) := D(ADB)G+D(AG ω∆1B) +ω∆1(ADB)G+D(AG DB)G. An integration by parts
of the second term, gives,∫ v
v1
[
1
2
R(∂A, ∂B)− PAB
]
eκvdv = −
[
eκv
κ
PAB
]v
v1
+
∫ v
v1
eκv
κ
(
κ
2
R(∂A, ∂B) + P˙AB
)
dv (40)
16
The first three terms in eq. (39) arise due to normal evolution without the inclusion of the
region H. One now has to choose R(∂A, ∂B) in such a way that the next to leading order
metric at the final slice v2 matches with the supertranslated one. One of the choices is to
set the term under the integral in eq. (40) equal to zero i.e,
R(∂A, ∂B) = −2
[
D(ADB)f +D(Af ω∆1B) + ω∆1(ADB)f + κD(Af DB)f
]
(41)
A contraction of eq. (41) with qAB then yields the following expression for a component of
the stress energy tensor,
T (l, n)
H
= − 1
8piG
[
D2f + qABω∆1B DAf + κ||Df ||2
]
(42)
We are now in a position to discuss the case with varying κ. If we chose a non-constant
κ, clearly the first three terms in eq. (39) would not have been reproduced. Further, a
contribution to T (l, n) would have arised even in such a case, leading to a violation of the
dominant energy for negative values of T (l, n).
B. Analysis of Conservation equation in Newman Penrose basis
In this section we will analyse the conservation equation. This will allow us to partially
reconstruct the stress energy tensor in the neighborhood of H. In a Newman Penrose basis
the conservation equation can be written as (appendix C),
−£lT (n, Z)−£nT (l, Z) + T (∇nl, Z) + T (∇ln, Z) + qAB∇∂AT (∂B, Z)− qABT (∇∂A∂B, Z)
+T (n,∇lZ) + T (l,∇nZ)− qABT (∂A,∇∂BZ) = 0 (43)
In the above expression we will choose Z to be different vector fields and try to analyze the
equations so that the stress energy tensor could be consistently found. Let us choose Z = l,
the vector field generating H, and evaluate the expression on H. In such a case one has,
−£lT (n, l)−£nT (l, l) +DA
(
T (∂A, l)
)
= 0, (44)
where we have used the boundary conditions axund the gauge choices. On replacing the
expressions previously obtained one gets,
T (l, l) =
r κ
8piG
[
D2f˙ + ωA qABDB f˙ + 2 DAf˙ DAf +D2f
]
, (45)
where f˙ implies a derivative w.r.t v. In the case of spherical symmetry, we have ω∆1A = 0.
Further, if we want only linearised supertranslations to be induced then the term quadratic
in f can be ignored. If the process is a through a shock wave, then f is separable into a
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delta function and a functions on the sphere which can be expanded in spherical harmonics.
The above equation then gives,
T (l, l) =
r κ
4piG
[
l(l + 1)Ylmδ(v − v0)
]
+O(r2), (46)
where we have ignored the derivative of the delta function, as it does not contribute to the
integrated change. These are the only components that can be determined from the first
order expansion. Determining any other component requires the expansion of the metric
upto second order, which we will address in a future work. Here, we will only write down
the other conservation equations and discuss the consequences. When, Z = n, we have,
−£lT (n, n)−£nT (l, n) + 2κ T (n, n) + 2ωAqABT (∂B, n)
+DAT (∂A, n)− ωBqABT (∂A, n)− T (∂A,Wn(∂B))qAB = 0 (47)
The components of the stress energy tensor arising in the above equation can all be non
zero on an isolated horizon. In particular the corresponding Einstein’s equation contain the
components of the metric at second order in expansion around ∆. Hence these can only be
determined if specific conditions are imposed at second order in the expansion [49, 50]. This
is also the case for the metric in the neighborhood of H. The components that have already
been determined, however, do not depend on such choices. Hence these equation do not
affect the components already found. Let us assume that T (n, n), T (∂A, n) and T (∂A, ∂B)
are trivial. This implies the the radial derivative of T (l, n) is zero. Thus determining T (l, n)
to next order. Finally a contraction with ∂C gives,
−£lT (n, ∂C)−£nT (l, ∂C)− κ T (n, ∂C) + ωAqABT
(
∂B, ∂C
)− T (l,Wn(∂C)) +DATAC = 0
(48)
If the above conditions are also imposed in this equation, the component T (l, ∂A) can be
computed to next order in the expansion in the neighborhood of H. In the following section
we will further analyse the boundary conditions in Newman Penrose basis and look for
inconsistencies if any.
C. Analysis of boundary conditions
To analyse the geometry of H, let us calculate the exterior derivative of ω. Since this
underges a nontrivial change under the action of the supertranslations it is useful to obtain
an expression for dω. In the case of an isolated horizon dωIH = (=Ψ2) 2. However unlike
an isolated horizon the induced connection (ω) cannot be Lie-dragged along H. We start
with the definition of Riemann tensor (∇∂a∇∂b −∇∂b∇∂a)X = R(∂a, ∂b)X as in [41]. Let us
choose X = l. Now, consider the left hand side of the above equation. Using the expression
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for ∇∂al given in appendix (B) we get,
∇∂a(∇∂bl)−∇∂b(∇∂al) = ∇∂a
(
ω
(
∂b
)
l − (γ + γ¯) l(∂b) l + τ¯ l(∂b) m+ τ l(∂b) m¯)− (a↔ b)
(49)
Contracting the above by n and using the gauge choices, gives,
g(n,R(∂a, ∂b) l)
∆
= −2dω (50)
Now the Weyl tensor can be written in terms of the curvatures as in appendix eq. (D4).
Expanding each of the terms in a Newman Penrose basis, one gets the following expression,
dω = (=Ψ2) 2+ Φ01 n ∧ m¯+ Φ¯10 n ∧m (51)
If one now assumes that the dominant energy condition holds that is Φ01
∆
= 0. Then
the weakly condition implies that the surface gravity  + ¯ = l.ω is a constant on the
horizon. However if one weakens the conditions by allowing a violation of the dominant
energy condition, then the weakly condition and the zeroth law are independent. In fact in
the case of H we have assumed that the zeroth law continues to hold (if the constancy of
κ can be interpreted as a zeroth law) but the dominant energy condition is violated. This
implies that the pull back of ω on to the leaves of H, SH, can change with time.
We will now be interested in some of the Newman Penrose equations. Not all are impor-
tant in this context as they might contain radial derivatives of the connection coefficients.
The important ones are mostly those which contain derivatives tangential to H. Now recall
the following Newman Penrose equation,
δρ− δ¯σ = ρ(α¯ + β)− σ(3α− β¯) + τ(ρ− ρ¯) + κ(µ− µ¯)−Ψ1 + Φ01 (52)
For the boundary conditions to hold on SH one must therefore have a non-zero Ψ1 such
that Ψ1 = Φ01. One of the important consequences of the boundary condition, which is an
evolving rotation one form, is captured in the following equation,
D(α + β¯) = (α + β¯)(− ¯) + 2<Φ01 (53)
This is a combination of two Newman Penrose equations. One can make a rotation in the
m, m¯ frame to make  = ¯ on H. Thus, the above equation describes the evolution of the
rotation one form and is the main indicator of an evolving system. Other equations either
trivially hold or put conditions on the radial derivative of a Newman Penrose scalar. Let us
now go over to the Bianchi identities. We will only consider those which have a potential
to give rise to discrepancies due to the assumptions made. Consider a contracted Bianchi
identity,
δ¯Φ01 + δΦ10 −D(Φ11 + 3Λ)−4Φ00 = κ¯Φ12 + κΦ21 + (2α + 2τ − pi)Φ01
+(2α¯ + 2τ¯ − p¯i)Φ10 − 2(ρ+ ρ¯)Φ11 − σ¯Φ02 − σΦ20 + [µ¯+ µ− 2(γ + γ¯)]Φ00 (54)
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On putting the boundary conditions it follows that,
δ¯Φ01 + δΦ10 −D(Φ11 + 3Λ)−4Φ00 = −(pi − 2α)Φ01 − (p¯i − 2α¯)Φ10 (55)
This is nothing but one of the stress energy conservation equations and relates the radial
derivative of T (l, l) with the value of T (l, n) and T (∂A, l) on H. In section (VII B) it is
essentially this equation that we have solved in order to find the value of T (l, l) in the
neighborhood of H. Let us now consider the following Bianchi identity,
−δ¯Ψ0 −DΨ1 + (4pi − α)Ψ0 − 2(2ρ+ )Ψ1 + 3κΨ2 −DΦ01 + δΦ00
+2(+ ρ¯)Φ01 + 2σΦ10 − 2κΦ11 − κ¯Φ02 + (p¯i − 2α¯− 2β)Φ00 = 0 (56)
On using the condition Ψ1
H
= Φ01, and Φ00
H
= 0, this is clearly seen to be satisfied. Next
consider the equation.
δ¯Ψ1 −DΨ2 − λΨ0 + 2(pi − α)Ψ1 + 3ρΨ2 − 2κNPΨ3 + δ¯Φ01 −4Φ00
−2(α + τ¯)Φ01 + 2ρΦ11 + σ¯Φ02 − (µ¯− 2γ − 2γ¯)Φ00 − 2τΦ01 − 2DΛ = 0 (57)
This is again one of the Bianchi identitites. The assumed boundary conditions then imply
that,
2δ¯Φ01 − 2δΦ¯01 + 2(pi − 2α)Φ01 − 2(p¯i − 2α¯)Φ¯01 −D=Ψ2 = 0 (58)
On using the expression for Φ01 = δF and the commutation relations, it follows that,
D=Ψ2 = 0, which is again consistent with the fact that the =Ψ2 should be preserved in
time so that the amgular momentum multipole moments do not change. Let us now take
the real combination,
2δ¯Φ01 + 2δΦ¯01 + 2(pi − 2α)Φ01 + 2(p¯i − 2α¯)Φ¯01 −4Φ00 − 2D<Ψ2 − 2DΛ = 0 (59)
The conservation equation then implies that, D
(
<Ψ2 + R(l,n)2 −
2R
4
)
= 0. Now recall that
the boundary conditions imply that D 2R = 0. The equation then takes the form,
D
(
<Ψ2 + 8piG T
)
= 0, (60)
where T = qABT (∂A, ∂B). In the absence of the components T (∂A, ∂B) this reduces to
D(<Ψ2) = 0, which is again consistent with our assumptions.
VIII. CONCLUSIONS
In the context of asymptotically flat spacetime at null-infinity the symmetry group is
the BMS group. It is known that the spacetimes related by BMS transformations represent
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inequivalent vacua of the gravitational field. One may therefore ask the question what
processes induce a transition between two such spacetimes. Interestingly black hole horizons
also admit an infinite dimensional symmetry group. Due to the null nature of a black horizon
this is similar to the BMS group. However it is a matter of debate whether it should be the
full BMS group or only a sub-group of it, and depends on the kind of boundary condition one
chooses. The emergence of supertranslation symmetry on the horizon is however obtained
even with the strictest of boundary conditions and beyond any debate. In this paper we
revisited such a symmetry analysis in the context of isolated horizons. Though this has been
discussed previously, our approach here makes use of the boundary data only and avoids
making use of the metric in the neighborhood.
We then go on to find a process that induces a supertranslation transition in analogy
with transitions between spacetimes related by a BMS transformation [28]. Transformation
between black holes related by supertranslations have been studied before [16]. However
these are asymptotic supertranslations acting on black hole spacetimes. In our case the
supertranslations are those obtained by preserving certain boundary conditions on the hori-
zon. As has been pointed out before there is no reason to believe that the extensions of
horizon supertranslation generators into bulk will necessarily reproduce the supertransla-
tions at I −. Therefore the content of the stress energy tensor obtained here may not match
with that obtained in [16]. Certain essential features are however seen to be reproduced e.g
it contains first and second derivatives of the function generating the supertranslation and
the stress energy tensor is seen to violate the dominant energy condition on the horizon.
It is imperative that we discuss the pathological nature of the stress energy tensor. The
dominant energy condition is an essential input in the proof of the Black hole topology
theorem [51, 52]. At this point of time it is difficult to comment on the fate of the Topology
Theorem if the phase space of solutions is allowed to contain black holes related by super-
translations. There is however no reason to believe that such supetranslation transitions can
be induced by classical matter sources. An evaporating black hole e.g must have a negative
energy flux across the horizon. While an exact solution, of Einsteins’ equations, describing
such a process can be obtained, the stress energy tensor necessarily violates the null energy
condition. Such classically pathological stress energy tensor is however known to arise is
a semi-classical framework of quantum fields on curved spacetimes. The regularised stress
energy tensor is known to violate the null energy condition thus accounting for the Hawking
flux and black hole evaporation. The violation of the dominant energy condition is also a
plausible outcome. In such a case the transition would be driven by semi-classical effects.
The result obtained in [53], where it is shown that the spectrum of Hawking radiation from
a supertranslation of Vaidya spacetime does carry information about the supertranslation
hair, further lends support to this argument.
As an immediate corollary of the above fact we can argue that if two supertranslated
weakly isolated horizons are taken to be in the same phase space then it necassary to
include a Dominant energy violating flux. Alternatively if they are taken to be in different
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disconnected components of the phase space then it is impossible to distinguish them by some
classical measurement only, which does allows the measurement of super-rotation charges
only upto a supertranslation. Hence a measuring scheme that allows the measurement
of the Dominant energy condition violating flux is required to distinguish between such
supertranslated weakly isolated horizons.
Finally, we would like to point out the drawbacks and improvements of our method. As
has been pointed out before we only try to identify a stress energy tensor that induces a
transition between supertranslated black holes avoiding general dynamical evolution where
there might be other nontrivial fluxes. In general the part of the stress energy tensor
inducing only a supertranslation, the analogue of the soft flux at null infinity, may be mixed
with other non-trivial fluxes, making it diffcult to identify it. Our approach therefore has
been minimalistic. In a future work we hope to address the problem of general dynamical
evolutions in the Dynamical Horizon framework.
In the current context one might be able to discuss the transition completely on the phase
space of non-expanding horizon that includes radiative solutions as in [35]. The phase space
of boundary data on a non-expanding horizon (in this case ∆1 ∪ H ∪ ∆2) therefore needs
to be constructed with the inclusion of matter as opposed to gravitational data alone. This
might allow a precise formulation of such aupertranslation transformations.
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Appendix A: Notations and conventions
The covariant derivative ∇ : TM⊗ TM→ TM for two vector fields W,Z ∈ TM will
be denoted by ∇WZ. Let S be an immersed submanifold. The tangent space at the point
x ∈ S can be decomposed as TxM = TxS ⊕ T⊥x S. The covariant derivative on S will be
denoted by DXY for X, Y ∈ TS. Gauss decomposition then allows us to write,
∇XY = DXY +K(X, Y ), (A1)
where K(X, Y ) is the extrinsic curvature. We denote as ∇⊥XN⊥, the connection in the
normal bundle, where X ∈ TS and N⊥ ∈ T⊥S. The definition of the shape operator
WN⊥(X) follows,
∇XN⊥ = ∇⊥XN⊥ −WN⊥(X). (A2)
22
A relation between the shape operator and the extrinsic curvature follows,
g(WN⊥(X), Y ) = g(N
⊥, K(X, Y )), (A3)
where X, Y ∈ TS and N⊥ ∈ T⊥S. The Riemann tensor is defined as,
R(W,U)V ≡ [∇W ,∇U ]V −∇[W,U ]V (A4)
Similarly one can define an intrinsic Riemann tensor as,
R(X, Y )Z ≡ [DX , DY ]Z −D[X,Y ]Z (A5)
We write down the equations of Gauss and Codazzi, in this notation. Let X, Y, Z,W ∈ TS
and N⊥ ∈ T⊥S. Then the Gauss equation is given as,
g(R(X, Y )Z,W ) = g(R(X, Y )Z,W )− g(K(X,Z), K(Y,W )) + g(K(X,W ), K(Y, Z)),
(A6)
and the Codazzi equation as,
g(R(X, Y )N⊥, Z) = g((∇YK)(X,Z), N⊥)− g((∇XK)(Y, Z), N⊥) (A7)
Appendix B: The Connection in terms of Newman-Penrose co-effecients
In the Newman Penrose formalism one chooses all four tetrads to be null vectors
(l, n,m, m¯), l and n being real null vector, whereas m is a complex null vector m¯ being
its complex conjugate. For a (−+ ++) signature these null tetrads have to satisfy following
conditions.
l.n = −1 and m.m¯ = 1 (B1)
l.l = n.n = m.m = m.m¯ = 0 (B2)
The space time metric is given by
g(∂a, ∂b) = −l
(
∂(a
)
n
(
∂b)
)
+m
(
∂(a)m¯
(
∂b)
)
(B3)
Directional derivative along basis vectors are
D = la∇∂a , ∆ = na∇∂a , δ = ma∇∂a , δ¯ = m¯a∇∂a (B4)
Directional derivative of the tetrads are.
Dl = (+ ¯)l − κ¯m− κm¯, Dn = −(+ ¯)n− pim− p¯im, Dm = p¯il − κn− (− ¯)m
(B5a)
∆l = (γ + γ¯)l − τ¯m− τm¯, ∆n = −(γ + γ¯)n− νm− ν¯m¯, ∆m = ν¯l − τn+ (γ − γ¯)m
(B5b)
δl = (α¯ + β)l − ρ¯m− σm¯, δn = −(α¯ + β)n− µm− λ¯m¯, δm = λ¯l − σn− (β − α¯)m
(B5c)
δ¯m = µ¯l − ρn− (α− β¯)m (B5d)
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To obtain the connection in terms of the Newman-Penrose coeffecients one fixes a set of
internal null vectors (lI , nI ,mI , m¯I) on ∆ such that ∂a(lI , nI ,mI , m¯I)
∆
= 0. For any co-tetrad
eI , the null co-tetrad (l, n, m, m¯) can then be expanded as l = e
I lI , thus providing an
expression for ΣIJ .
Σ←−
IJ ∆= 2l[InJ ] 2+ 2n ∧ (im l[Im¯J ] − im¯ l[ImJ ]) (B6)
The connection can be written in terms of the Newman- Penrose coefficients.
AIJ
∆
= 2
[
(+ ¯)n+ (γ + γ¯)l − (α¯ + β)m¯− (α + β¯)m] l[InJ ]
+2 [−κ¯n− τ¯ l + ρ¯m¯+ σ¯m] m[InJ ] + 2 [−κn− τ l + ρm+ σm¯] m¯[InJ ]
+2 [pin+ νl − µm¯− λm] m[I lJ ] + 2
[
p¯in+ ν¯l − µ¯m− λ¯m¯] m¯[I lJ ]
+2
[−(− ¯)n− (γ − γ¯)l + (α− β¯)m+ (β − α¯)m¯] m[Im¯J ] (B7)
Appendix C: Conservation equation in Newman Penrose basis
In this section we would like to write the conservation equation in a Newman Penrose
basis. This will be used in the main text to analyse the content of the stress energy tensor.
First, note that,
∇XT (Y, Z) = (∇XT )(Y, Z) + T (∇XY, Z) + T (X,∇XZ) (C1)
Now let X = ∂a and Y = ∂b. Contracting both side by g
ab we have, for the left hand side
(
− lanb − lbna + qAB
(
∂
∂τA
)a(
∂
∂τB
)b)
∇∂aT (∂b, Z) (C2)
Consider the first, second and the third term in the above expression can be written as,,
(
− lanb
)
∇∂µT (∂ν , Z) = −∇lT (n, Z) +∇lnb T (∂b, Z) (C3)(
− nalb
)
∇∂aT (∂b, Z) = −∇nT (l, Z) +∇nlb T (b, Z) (C4)(
qAB
(
∂
∂τB
)b)
∇∂AT (∂b, Z) = qAB∇∂AT (∂B, Z)− qABT (∇∂A∂B, Z) (C5)
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Now consider the terms on the right hand side. Note that, gab(∇∂aT )(∂b, Z) is zero by the
conservation law, while the second and the third term gives,(
− lanb − lbna + qAB
(
∂
∂τA
))
T (∇∂a∂b, Z)
= −nbT (∇l∂a, Z)− laT (∇n∂a, Z) + qAB
(
∂
∂τB
)b
T (∇∂A∂b, Z) (C6)(
− lanb − lbna + qAB
(
∂
∂τA
))
T (∂b,∇∂aZ) = −T (n,∇lZ)− T (l,∇nZ) + qABT (∂A,∇∂BZ)
(C7)
If all the terms are taken to the left hand side, we have the following equation,
−£lT (n, Z)−£nT (l, Z) + T (∇nl, Z) + T (∇ln, Z) + qAB∇∂AT (∂B, Z)− qABT (∇∂A∂B, Z)
+T (n,∇lZ) + T (l,∇nZ)− qABT (∂A,∇∂BZ) = 0 (C8)
This will be used in the main text for various choices of Z and the resulting equation would be
analysed for consistency and reconsctruction of the stress energy tensor in the neighborhood
of H.
Appendix D: Evolution of the rotation one form
In this section we will re-derive the evolution of the rotation one -form in the notation used
in this manuscript. The derivation genralises the results obtained in [45] by the inclusion of
vector fields tangent to a marginally trapped surface. In the main text we will however not
be requiring this generalisation. Let us first recall its definition, ωA := −g(n,∇∂Al). Since
ωA is a number in spacetime (it is however a one form under coordinate transformation of
SH) taking its Lie derivative is same as taking its covariant derivative,
−∇XωA = g(∇Xn,∇∂Al) + g(n,R(X, ∂A)l ) +∇∂Ag(n,∇X l)− g(∇∂An,∇X l)
= K(n)(XT , ∂C)q
CDK
(l)
DA −K(l)(XT , ∂C)qCDK(n)DA − (∂Cα + αωC)qCDK(l)DA
−(∂Cβ + βωC)qCDK(n)DA + g(n,R(X, ∂A)l )− ∂AκX , (D1)
where we have expanded the normal part of the evolution vector as α l − β n. Let us now
try to write down the Riemann tensor in terms of quantities realizable through Einsteins’
equations. Contracting eq. (A7) with qCB we have,
g(l, R(∂A, l)n)−R(l, ∂A) = DBK(l)BC −DAK(l) + ωBK(l)BC − ωAK(l)
g(n,R(∂A, n)l)−R(n, ∂A) = DBK(n)BC −DAK(n) + ωBK(n)BC − ωAK(n) (D2)
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Thus we can write
g(n,R(X, ∂A)l ) = −R(X, ∂A) + α
(
DBK(l)BC −DAK(l) + ωBK(l)BC − ωAK(l)
)
−β
(
DBK(n)BC −DAK(n) + ωBK(n)BC − ωAK(n)
)
+ g(n,C(XT , ∂A)l ), (D3)
where the definition of Weyl tensor,
g
(
∂a, C(∂c, ∂d)∂b
)
= g
(
∂a, R(∂c, ∂d)∂b
)
−
[
g(∂a, ∂[c)R(∂d], ∂b)− g(∂b, ∂[c)R(∂d], ∂a)
]
+
1
3
Rg(∂a, ∂[c)g(∂d], ∂b) (D4)
has been used. A general expression for evolution along a vector of the form X = αl − βn
is given in [45]. But here we have also considered the possiblity where the evolution vector
might have a tangent component.
Appendix E: Evolution of transverse extrinsic curvature
Recall that £ng(∂A, ∂B) = −2g
(
n,K(∂A, ∂B)
)
. Hence to calculate the metric to sublead-
ing order in r one must know the transverse extrinsic curvature. This requires knowing the
evolution equation for g
(
n,K(∂A, ∂B)
)
in the direction of l. Let us start by recalling the
covariant derivative of the extrinsic curvature along an arbitrary normal direction N such
that [N, ∂A] = 0.
∇NK(∂A, ∂B) =
(
R(N⊥, ∂A)∂B
)⊥
+∇⊥∂A∇⊥∂BN⊥ −∇⊥(∇∂A∂B)TN⊥
−K(∂A,WN⊥(∂B))− g(K(∂A, ∂B),∇⊥∂CN⊥)q˜CD∂D
+∇NTK(∂A, ∂B)−K([NT , ∂A], ∂B)−K(∂A, [NT , ∂B]) (E1)
Now recall that,
g
(
n,∇⊥∂B l
)
= ωB l, g
(
n,∇⊥∂A∇⊥∂B l
)
= −∂AωB − ωAωB, g
(
n,∇⊥(
∇∂A∂B
)T l) = −γCAB ωC l
(E2)
Using these equations it follows that,
£lg
(
n,K(∂A, ∂B)
)
= −κ g(n,K(∂A, ∂B))+ g(R(l, ∂A)∂B, n)−DAωB − ωAωB
−g(n,K(∂A, ∂C))q˜CDg(l,K(∂B, ∂D))
(E3)
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Interchanging A and B and adding, one has,
2£lg
(
n,K(∂A, ∂B)
)
= −2κ g(n,K(∂A, ∂B))+ g(R(l, ∂A)∂B, n)+ g(R(l, ∂B)∂A, n)
−2D(AωB) − 2ω(AωB) − 2g
(
n,K(∂C , ∂(A|)
)
q˜CDg
(
l,K(∂|B), ∂D)
)
(E4)
Now, using the Gauss’ equation one has,
£lg
(
n,K(∂A, ∂B)
)
= −κ g(n,K(∂A, ∂B))+ 1
2
2R(∂A, ∂B)− 1
2
R(∂A, ∂B)
−1
2
g(K(∂A, ∂B), K) +
1
2
g(K(∂A, ∂C), K(∂B, ∂D))q˜
CD
−D(AωB) − ω(AωB) − g
(
n,K(∂C , ∂(A|)
)
q˜CDg
(
l,K(∂|B), ∂D)
)
, (E5)
where K := q˜ABK(∂A, ∂B). In our case where the evolution is along a shear free and
expansion free null geodesic, this equation simplies to,
£lg
(
n,K(∂A, ∂B)
)
= −κ g(n,K(∂A, ∂B))+ 1
2
2R(∂A, ∂B)− 1
2
R(∂A, ∂B)−D(AωB) − ω(AωB).
(E6)
Appendix F: Calculation of ∇ln
Let us assume that ∇ln is of the form,
∇ln = A l +B n+ χA∂A (F1)
Contracting both sides by n one has,
g(n,∇ln) = −A = 0, (F2)
since n is null throughout. Let us now contract both sides with l.
g(l,∇ln) = −g(∇l l, n) = κ = −B (F3)
Taking an inner product with ∂B one has,
g(∂B,∇ln) = −g(∇∂B l, n) = ωB = qABχA (F4)
Therefore we have
∇ln = −κn+ ωAqAB∂B (F5)
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