Abstract: There is a huge growth in the amount of documents of corporations in
Introduction
Given the considerable growth of available text documents on the Web and databases, extracting the correct information is crucial for enterprises development [1] . Researchers are highly challenged to find better ways to deal with such huge amount of information [2] . Automatically collecting, processing, sorting and utilizing information can promote the knowledge interaction and knowledge value-added [3] . Text classification aims to classify natural language documents into a fixed number of predefined categories based on their contents [4] .
Text classification is an important problem in machine learning, and its research has been attracting attention. However, to the domain-specific text classification problem has not been paid enough attention. At the same time, the demand for text categorization of domain knowledge is increasing. To meet the practical needs, we focus on the domain-specific text classification through the petrochemical processes. Seven classes of petro-chemical processes in petroleum chemical industry are taken with the main concern, Support Vector Machine (SVM) and K-Nearest Neighbor (KNN) classification methods are compared, and different performance of the two algorithms in the petroleum chemical engineering on Chinese text classification is analysed.
Related work
Chinese text automatic classification began in 1981. After 30 years of research, the Chinese text automatic classification technology is becoming mature. The literature on Chinese text classification methods and the research situation are summarized [7] [8] [9] [10] [11] . It is claimed that artificial intelligence automatic classification technology and statistical classification techniques are relatively mature. Artificial intelligence automatic classification technology mainly includes establishing the expert system by knowledge engineering techniques to construct knowledge base and set the specific knowledge and experience of experts to pre-established knowledge base, and then constructing the inference engine for reasoning and classification. The technology mainly includes the knowledge base creation and reasoning machine construction. Knowledge expression in the knowledge base mainly includes rule representation, semantic network representation and logical representation; the three kinds of reasoning methods mainly consist of forward reasoning, backward reasoning and hybrid reasoning. Statistics-based classification algorithm is established by comparing similarity between the feature vector and the predefined class feature vector to classify the texts. The technology mainly involves the creation of Thesaurus and Taxonomy, word segmentation method and feature weight vector algorithm. Examples of classification algorithms include Naive Bayes classifier, support vector machines, Kernel estimation (KNN), Neural networks, etc.
Research on KNN and SVM method
With the rapid development of web technology and digital library, online documents have been rapidly increased, and automatic text categorization has become a key technology to process and organize large amount of document data. As a simple, effective and non-parametric classification method, the KNN method is widely used in text classification. However, KNN classification algorithm efficiency will be greatly reduced when the sample set is getting bigger and becomes high-dimensional data. Therefore, domestic and foreign scholars improved KNN algorithm to improve the efficiency of text classification.
Z h a n g and H u a n g [12] gathered samples of numbers of similar documents into core documentation set on text clustering and established a classification model instead of the original sample, which can improve the classification speed. L u, Z h a o and L i n [13] carried out comparative trials of text classification system using KNN method based on discrete value rules and KNN method based on weighted similarity, respectively. Experiments show that the improved algorithm can significantly improve the classification efficiency in the case when the performance of the KNN classification can be kept unchanged; the classification efficiency can be improved significantly [14] .
Liu, Yan g and Y u a n [15] proposed an improved KNN method; compared to the traditional KNN method, the improved KNN method can ensure the accuracy of classification, and the classification efficiency is improved effectively. Due to shortage of KNN in text processing environment, Q i a n and W a n g [16] proposed an improved KNN text classification method based on self-organizing mapping neural network theory, feature selection theory and pattern aggregation theory; it effectively reduced the feature space dimension and improved the speed and accuracy of text classification.
F a n and C h e n [17] proposed an improved KNN algorithm based on association analysis. Frequent feature sets for each class of training documents and associated documents should be extracted in advance. When a document with unknown class has to be classified by the use of the results of association analysis, the number of nearest neighbor's k can be decided, k-nearest neighbours can be found quickly from all classes of training documents, and the class of the document can be decided by the classes of its neighbours. W a n g et al. [18] introduced the KNN algorithm of central vector classification which has a better classification result compared to the traditional KNN algorithm in processing Chinese text.
For KNN algorithm test complexity is at least linear, resulting in low efficiency in the case of large data samples, a fast KNN classification algorithm is proposed in [19] . The training process is introduced in the k-nearest neighbour algorithm through the linear complexity of clustering method for big data blocking. Then, the algorithm selects the nearest cluster as new training samples and establishes a classification model. This process can greatly reduce the test time of the KNN algorithm, but processing big data causes complexity of the classification.
Experiments of Y a n g and L i u [20] in the data set Reuters-21578 show that compared with other methods, SVM and KNN method have a certain degree of improvement in recall and accuracy rates. More researchers analyze the accuracy of both SVM and KNN methods in Chinese text categorization. In [21] , an empirical study of using the SVM algorithm and the traditional KNN algorithm to categorize the Chinese text is conducted. The experiment shows that compared to KNN, SVM has better categorization effect of the Chinese text and higher recall ratio and pertinence ratio.
Z h a n g and P a n g [22] made a comparison between SVM and KNN on text classification after illustrating the procedures in text classification. The experimental results showed that the accuracy of SVM by using Polynomial kernel function is higher than that by using Radial Basis function. In addition, the accuracy of the former increases when the parameter q gets bigger; the accuracy of SVM and KNN both have higher recall on short texts than on long texts． A. L. Z h a n g, G. L. L i u and C. Y. L i u [23] used the SVM algorithm to construct a multi-class classifier which can effectively classify the large scale class into a combination of small class identification problem and can reduce the error recognition rate. The above research only uses the KNN algorithm or the SVM algorithm respectively to carry on the research, without the horizontal comparison about these two kinds of algorithms.
Fusion of two methods of SVM and KNN
There are advantages and disadvantages in classification by using KNN and SVM methods. Therefore, more researchers combine KNN and SVM algorithms to improve the classification accuracy and the classification efficiency.
Q. W a n g, X. L. W a n g and Y. G u a n [24] proposed a text classification algorithm based on KNN and SVM. KNN algorithm was used firstly to find the class labels, and then a binary SVM classifier was taken to sample the fine points. The experiment is effective at reducing the number of candidate classes and improving the classification accuracy. However, these two classifiers are trained separately by different training samples; it cannot be guaranteed that the classification facet in the classification output had good comparability. On the other hand, the assumption of the single layer text class structure in practice was uncommon.
In [25] , the improved KNN-SVM that combined SVM with KNN is presented to improve the accuracy of imbalanced classification nearby SVM hyper plane. A large amount of experiments by the UCI dataset show that the algorithm can significantly improve the identification rate of the minority samples and overall classification performance. Based on SVM and KNN algorithms, K u a n g and X i a [26] put forward a SVM-KNN algorithm combining KNN and SVM classifiers. Test shows that the SVM-KNN algorithm can improve the performance of classifier by feedback and improvement of classifying prediction probability.
Application of text classification technology
Classification methods have been applied in various fields for retrieval [27] [28] [29] [30] , spam filtering [31] [32] , authors identification [33] , web page classification [34] , and emotional analysis [35] .
L i [36] used SVM to classify the web text and compare the results with KNN, the advantages of SVM algorithm in efficiency are shown; C h e n and F u [37] used SVM in emotion recognition and text classification, and constructed the sentiment polarity classification model; Through the SVM active learning algorithm. G a o et al. [38] studied the classification of four different levels of We Chat articles using the information of alarm degree evaluation analysis technology, and constructed We Chat information early warning system. In C h e n and Fu [39] , the SVM classification algorithm is used to generate the micro-blog information classification results, which include a large number of tourism related concepts of vocabulary, as the construction and expansion of the corpus of tourism ontology. C h e n and T a n g [40] used SVM to classify the sentiment, and then extracted semantic terms from the comments through the LDA model. D e n g and W u [41] classify the topic of the web site by class center vector algorithm and SVM. The method was applied to the forestry business information resource, and the effectiveness of the method is verified. J i a n g and S u n [42] used the SVM model to study the automatic extraction of terms in Chinese domain.
With the continuous progress of science and technology, information technology has been developed further. Academic papers, technical reports, technology blogs, professional books and other academic text resources update quickly. Having continuous accumulation of quantity and categories, using text categorization methods effectively becomes a challenging research topic in information field for extraction of the required information from a large amount of information.
3. Experimental section 3.1. K-Nearest Neighbor (KNN) K-Nearest Neighbor (KNN) algorithm was introduced by D a s a r a t h y [5] in 1991. For KNN, each document is assigned to the majority class of its k closest neighbors where k is a parameter. The rationale of KNN classification is that, based on the contiguity hypothesis, we expect a test document d to have the same label as the training documents located in the local region surrounding [6] .
For KNN algorithm, the selected neighbors are objects which have been correctly classified. This method determines the categories of the samples to be classified according to the closest one or a few samples in the decision making. Due to KNN, the method mainly rely on the proximity of limited samples around, rather than on distinguishing the domain classes to determine the category, so for crossing or overlapping domain sample set to be divided, KNN method is more suitable than other methods.
There exists a set of labelled training sets; when unlabelled new data is entered, each feature of new data is compared to corresponding feature of labeled training set, then labels of the most similar (nearest neighbour) category in samples are extracted. In order to classify a testing article, it computes the distance between this article and all the training articles. Then, the k training articles of closest distance to the test article are used to select the word features. The algorithm is described as follows [6] :
Step The parameter k in KNN is often chosen based on experience or knowledge about the classification problem at hand.
Support Vector Machine (SVM)
SVM were introduced by Vladimir Vapnik [22] ; they are supervised learning models with associated learning algorithms that analyze data used for classification and regression analysis. Given a set of training examples, each marked for belonging to one of two categories, an SVM training algorithm builds a model that assigns new examples into one category or the other, making it a non-probabilistic binary linear classifier. An SVM model is a representation of the examples as points in space, mapped so that the examples of the separate categories are divided by a clear gap that is as wide as possible. New examples are then mapped into that same space and predicted to belong to a category based on that side of the gap where they fall on. In addition to performing linear classification, SVMs can efficiently perform a nonlinear classification using what is called the kernel trick, implicitly mapping their inputs into high-dimensional feature spaces [45].
Chinese document categorization framework
Text classification generally includes text pre-processing, statistical calculation, feature selection, classification algorithm selection and effect evaluation.
Text pre-processing
Document pre-processing is the first step in text classification, which converts the Chinese documents to a form that can meet the needs of classification. These preprocessing tasks include text tokenization, stop word removal, and word frequency statistics.
Considering each document may be filed to more than one category. If the general dictionary is only used to preprocess the text in specific field, it is obviously that errors will directly affect the accuracy of text classification in the segmentation stage, because domain-specific terms tend to be wrongly separated. Furthermore, domain-specific texts tend to have many new terms. In petrochemical field, more and more new synthesis technology and process route appear with the advancement of technology and continuous innovation. In addition, professional texts often present several professional symbols, professional name abbreviations, etc., which need special consideration during the pre-classification. Therefore, we combine the domain knowledge with the general dictionary to improve the efficiency of domain text classification.
Chinese text tokenization is to separate continuous text content into word sets (bag of words), considering the problem of Chinese "three noes". We use stop words dictionary to support elimination of insignificant words, such as "的、地、得、着 、了、过". These tokens could be individual words that are converted without understanding of their meanings or relationships. The list of tokens becomes input for further processing. Then we use professional domain dictionary to avoid a large number of professional vocabulary to be wrongly divided into meaningless single words. Before that, mapping relationship between specific keywords, words and classification number are added it to professional dictionary, as shown in Fig. 1 . At last, IKAnalyzer custom word segmentation dictionary is used to get term and its number of times. We adopted TF-IDF statistical algorithm [44] to weight. The basic idea is that the weight of a phrase in a document vector is the product of local and global parameters. If a word or phrase in a single document term frequency TF is high, but rarely in other documents, the word or phrase is considered to be strong for class distinguishes between attributes.
Generally speaking, the feature space dimension of structured text is high and needs to be reduced and only retains some of those close to the content. During the feature selection, priority was given to the terms in professional vocabulary. After calculating document feature weight TF-IDF vector (term frequency inverse document frequency) to obtain the statistical information, feature terms in the specialized dictionaries should have priority in order to be selected as category terms; then the TF-IDF values are sorted in descending order; finally, the top N entries are taken as a feature vector for text classification.
Classifier performance evaluation
The evaluation of the performance for classification model to classify documents into the correct category is conducted by using several mathematic rules such as recall, precision, and F-measure, which are defined as follows:
where TP is the number of documents that are correctly assigned to the category, FP is the number of documents incorrectly assigned to the category, and FN is the number of documents that belonged to the category, but are not assigned to the category. The success measure, namely, micro-F1 score, a well-known F1 measure, is selected for this study and is calculated as follows:
Test dataset
Training set involves 7640 documents and 5546 test documents. According to the process of petrochemical processing, the documents fall into seven categories: atmospheric-vacuum distillation, catalytic cracking, catalytic reforming, hydrogenation refining, hydrogenation cracking, delay coking, and hydrogenation residue. Table1. Test dataset  No  Category  Training set  Test set  1  atmospheric-vacuum distillation  1500  1000  2  catalytic cracking  1500  1000  3  catalytic reforming  1000  810  4  hydrogenation refining  1300  1033  5  hydrogenation cracking  1200  996  6  delay coking  1060  567  7  hydrogenation residue  780  143 4. Results and discussion
KNN parameter optimization
In the KNN algorithm, k value is one of the most important parameters, especially for the text classification with strong specialization. In the early stage of testing, the value of the k parameter of the KNN should be optimized. If k value is too low, the number of neighbours is rare, which will reduce the classification accuracy. If k value is too high, it is easy to increase the noisy data and reduce the accuracy of classification. The number of valid parameters is related to the k value, roughly equal to n/k, where n is the number of documents in this training data set. The k value is determined by several experiments of determination according to minimum classification error rate. The relation between k values and F1 based on categories of "atmosphericvacuum distillation" and "catalytic cracking" is shown in Fig. 2 . When value of k is increased, the classification accuracy is overall downward. With the purpose of a high classification accuracy rate, k value should be selected as low as possible. We tested k value from 5 to 35 and compare the influence F1 vs k; we selected k=15 to the KNN algorithm. 
Parameters determination of SVM Algorithm
The key step of the SVM algorithm is to select or construct the kernel function. Samples can be transformed to the kernel function matrix by kernel function, equivalent to mapping the input data to high-dimensional feature space through a nonlinear function. In the feature space, kernel function matrix is converted into nonlinear model of the input space by various linear algorithms. SVM common kernel function is polynomial kernel function and radial basis kernel function; the study shows that the classification accuracy of using polynomial kernel function is higher than that of the radial basis kernel function [22] . The form of polynomial kernel function is ( , ) = ( • + 1) ，Polynomial kernel function has only one parameter q. When using different q, the performance of the text classification fluctuated, and the required training time is increased with the increase of the parameter q. In this paper, we select 1, 2, 3 for the q value respectively when optimizing the q value, and the effect of the classification results on F1 is tested as shown on Fig. 3 . It can be seen on the Fig. 3 that F1 decreases with the increase of q value, so q value in the petrochemical processing text classification is selected as 2. In this test, the documents in each category were first pre-processed by converting them to UTF8 encoding. For stop words removal we used stop list containing 1208 stop words.
Feature selection was performed using TF-IDF values. The numbers of features for constructing the vectors were 100, 300, and 500. In doing so, the effect of preprocessing task can be comparatively observed within a wide range of feature size. Feature vectors were built using the function TF-IDF. After the selection of optimal k=15 of the KNN algorithm and q=2 condition to SVM algorithm, the seven petrochemical processes are compared. Fig. 4 presents the classifier interface, and the classification results are shown on Figs 5-7. Table 2 shows Cross-references between numbers and class names. The above figure depicts the F1 values for varying numbers of features from 100 up to 500. When the number of features is small, KNN is only a little inferior to SVM. As the number of features increases, the SVM outperforms the KNN. This is due to the clearer optimal hyperplane obtained by the increasing number of features and has the ability to handle high dimensional data, whereas the KNN performance degrades slightly. This is because KNN is a lazy algorithm that depends barely on statistics and comparison, and must keep a track of large amount of features. The result shows that even if the feature words in the field of professional field are added, the involved field concepts are too much, which will lead to the decrease of the professional division degree. Therefore, the manual intervention of fuzzy terms is necessary.
Conclusion
To answer the demand of scientific and technical personnel and information personnel to classify texts, this paper presents a study on the automatic classification of knowledge in the field of petro-chemical industry. On the basis of comparing the performance of SVM and KNN algorithms in Chinese text classification, it is proved that the SVM classifier is superior to KNN. The results clearly showed the superiority of the SVM over the KNN algorithms in all experiments.
Findings of this study showed that following points should also be considered:
(1) The usage of domain knowledge dictionary in the text pre-processing stage strongly affects the text categorization result. If the text contains no professional vocabulary and only common sense knowledge base words are used, then a large number of professional vocabularies will be divided into meaningless single words. Classification performance may significantly suffer.
(2) Some of texts have low frequency field terms. To avoid being filtered in the feature ranking algorithm, feature amplification of the vocabulary in the field value is needed.
(3) In order to better reflect the important role of the field vocabulary in the classification, the weight of the vocabulary is calculated according to a certain proportion to distinguish chemical industry standard, chemical industry field vocabulary and general vocabulary.
Further research can be undertaken to develop an ontology application for the rule edition of petro-chemical product, which can be embedded in our classification system.
