A prototype CCD photometer has been designed and assembled in Tromso, and tested at the Nordic Optical Telescope with the XCOV17 target PG 1336-018 as a test object. Our new instrument uses a windowed readout technique to create an arbitrary number of virtual channels in the CCD field, and a sampling rate that can be pushed down to 1 Hz, thereby overcoming the low duty cycle problem that makes standard CCD instruments unsuitable for WET type photometry. The system relies on a completely new software design, both on the hardware control level and the data processing level, providing a system with unprecedented flexibility and real time performance.
INTRODUCTION
CCD technology has revolutionised optical astronomy during the last decade. Unprecedented photometric accuracy and spatial resolution as well as efficiency of observations has turned these light sensitive silicon chips into the standard optical detector of all major observatories around the world. For high-speed photometry, the major tool in all WET campaigns, the CCD revolution has been more slow in coming. The advantages of CCD detectors are many, including higher quantum efficiency and a large imaging surface allowing better background quantification as well as precise noise determination for each observation, and the possibility of using several nearby reference stars. Investigations of the performance of continuous CCD photometry have been made by O'Donoghue (1995) and Bond (1995) and extraction techniques by Naylor (1997) .
The advantages with respect to sky background correction has been a special motivation for the Troms0 group, since observations at our observatory in Skibotn are troubled by rapid variations in the sky background caused by aurora. On short time scales the sky brightness may change with a factor of 1000, and because of the rapid movements and fine structure of the aurora, traditional three-channel WET photometry is not able to correct for these variations (Thomassen 1996) .
The CCD photometer described in the following section has been designed for the auroral region, but we have also emphasised portability in the design to be able to travel with the instrument to other observatories. Additionally, the special software developed for this system can be easily adapted to other CCD cameras based on similar control systems.
THE TROMS0 CCD PHOTOMETER
A complete CCD camera has now been assembled, and the first test of the system has been made. A drawing of the design with its five principal components is shown in Fig. 1 .
The camera head with a three-stage thermoelectric cooling element as well as the filter and shutter unit (FASU) has been designed and built at the Department of Physics, University of Tromso. The two step motor controllers of FASU are of a commercial programmable type, and they are assembled in a separate controller box together with the power supply for thermoelectric cooling that can draw a current up to 3.5 A at 15 V. The FASU has been designed with a unidirectionally rotating shutter for accurate exposure timing across the whole field, and a filter wheel holding up to six 40 mm diameter round filters that can be rapidly cycled between frames for multi-band photometry.
The camera uses a SiTe (formerly Tektronix) 1024 χ 1024 CCD chip, operated at a temperature of about -40°C. With a pixel size of 24 μιη square, the chip covers an area of 2.56 by 2.56 cm. The CCD controller electronics have been designed and built by the Astronomical Instrument Centre (IJAF) at the Copenhagen University Observatory (CUO), and is of the same standard design which is in use on the three CCD cameras operated at the Nordic Optical Telescope (StanCam, HiRAC, ALFOSC), the DFOSC at the Danish 1.5 m telescope at La Silla in Chile, the BFOSC at the 1.52 m Cassini telescope at Loiano in Italy and several other observatories around the world (Andersen 1998) .
Two of the four amplifiers on the CCD are connected to two separate sampling circuits on the controller's video board, making it possible to read out the upper and lower part of the CCD simultaneously. This option is not used for high-speed photometry since only symmetrical parts of the CCD can be read in this way with the current setup.
The CCD controller is equipped with an independent temperature regulation board that monitors the CCDs temperature and uses a small heating circuit to heat gently the copper block that connects the thermoelectric element to the CCD whenever the temperature drops below a preset value. The system is controlled by a sequencer board equipped with a classic Motorola 68020 CPU that provides an efficient and easily programmable real-time system. All system parameters including data from temperature and pressure sensors are fed back to the observer's PC through a fibre-optical link every 30 milliseconds.
The PC is a compact "Lunchbox" style Linux system with builtin colour display and keyboard/mouse. It is equipped with a special fibre-optical I/O card capable of high throughput data transfer (10Mbit/s) and has a large (16Mb) buffer that can receive and store a full CCD image and hold it until the PC is ready to transfer it to disk. It also has space for installing a CD-writer unit to make backups of observational data during campaigns.
The Troms0 CCD photometer has been designed with portability in mind, as we anticipate using it for WET campaigns at remote observatories in much the same way as the Pancake photometer (Meistas & Solheim 1993) has been used before. The complete CCD photometer fits into three hand-luggage pieces, the first containing the camera and its controller, the second holding the FASU and its electronics and the last piece being the portable PC unit. The whole system with PC and cables, as shown in Fig. 1 , weighs only about 30 kg.
WINDOWED READOUT
To read out the whole image on the chip requires a read-out period of about 23 seconds. Since the sampling intervals used in WET type campaigns are typically 10 seconds or less we have implemented a windowed readout technique which allows the observer to select a number of regions on the CCD chip (what we call "windows") that will be sampled, and the remaining pixels are dumped to ground without going through the time consuming double sampling cycle. This allows the observer to get the scientifically interesting pixel values for a target star, reference star and sky background field with a read-out time of less than one second. There is in principle no limit to the number of such virtual channels that can be defined, although for practical purposes the software limit has been set to 64.
Other systems for high speed CCD photometry use the frame transfer technique. In such systems half the imaging area of the CCD chip is used as a frame store that the image is shifted into at the end of the integration period. Then the next integration can start immediately in the imaging area while the previous integration is read out from the frame store. With such a system one may easily achieve a duty cycle close to 100% with 10 second integrations, but half of the area of the CCD has to be covered by a light blocking mask. Although this can be an acceptable sacrifice for most observers interested only in high-speed photometry of variable stars, for imaging astronomers this is not a popular idea since field coverage is in many cases the most important factor. Also, with a frame transfer system, one cannot reach cycle times shorter than the readout time for half of the chip without applying further tricks to reduce the number of pixels sampled.
One such trick, that can also be applied to standard imaging systems, is to align the target star and a reference star along the same line on the CCD, by rotation of the field, and only read out a narrow strip with one star in each end, using the area between the stars for sky background determination. This can also be an efficient method, but it limits the number of reference stars to one.
Our primary reason for the choice of the windowing method is its flexibility; the whole imaging area can be used without any special rotation or other tricks, there is no limit to the number of channels that can be defined, and no inherent constraints that reduce the imaging capabilities of the system. This last point has been especially vital because it allows us to run this system on existing instruments at the NOT without making physical changes in the instruments -an obstruction of the kind required for frame transfer certainly would have been not accepted for such general purpose instruments.
The windowed readout procedure has been implemented as an addition to the standard readout software of the CCD controller from CUO. The system can therefore be applied to all cameras that use the CUO controller, including the infrared camera under construction for the NOT (NOTCam). All CCD cameras in use at the Nordic Optical Telescope and other CUO instruments can be turned into efficient CCD photometers by installing this windowed readout software. All standard imaging features are of course maintained, which means that the Troms0 CCD photometer and other instruments based on this design are fully capable imaging cameras.
With the windowed readout method the time lost in readout of the CCD can be effectively constrained by the observer when choosing the size and number of windows. With more reference stars the total readout time will increase, and the observer must choose between a lower duty cycle or reducing the size of the windows. Large windows have the advantage of being more robust to tracking errors and seeing variations, as well as making it possible to determine a useful sky value around each star. In Table 1 the measured readout times are given for some choices of channels and window sizes. Note that the window dimensions are not restricted to the choices given in the Table; any useful choice of dimensions will do, even rectangular ones. Note also that the time does not go towards zero when the window size decreases. There is a minimum time determined by the time to erase the CCD, since all pixels must be shifted to ground before a new integration can start, which is about 0.24 s with the current chip. Also, in the times listed, a constant period of time has been spent at the end of the readout to determine the bias level; sampling 4096 overscan pixels adds another 0.09 s to the minimum readout time.
We can also see from Table 1 that doubling the size of each window along both axes will not quadruple the readout time as one could assume; the increase is only slightly more than a doubling. The reason for this is that once we start to sample a line, all pixels on the line have to be shifted out to prepare the serial register for the next line, while consecutive lines that contain no wanted pixels can be held on the serial shift register without a clearing cycle between. Since clearing of one line takes about 7.5 ms, while reading it takes 22.3 ms, we find that reading η pixels takes about 7.5 + 0.013 · nms. Thus, as long as η is small compared to the full 1024 pixel line, increasing the number of pixels along the readout axis produces insignificant increases in the readout time. However, increasing the window size in the parallel direction requires that whole new lines must be cleared on the serial register, in effect almost doubling the readout time when doubling the height of the windows.
REAL TIME CCD PHOTOMETRY
CCD images normally require a lot of calibration work to be rendered useful for high precision photometry. It is therefore not unusual to spend considerable time processing the data before accurate photometric magnitudes are obtained. Time-series photometry requires additional steps to produce differential photometry that can be subjected to Fourier analysis to reveal faint periodic modulations or pulsations. It has been a requirement for our system that we should be able to produce the light-curves of the targets in real time, so that the observer can investigate the results as they arrive.
Since our windowed readout procedure results in truncated data sets which are not possible to process with any existing CCD processing software, a lot of work has been put into designing a data processing system from scratch. All the software has been implemented as modular class libraries in C++, and includes a complete system for reading and writing FITS files as well as FITS data arithmetics (fits++), classes for accessing and controlling instrument interface systems (PCBoard and IDrive), and a Camera class that implements sending commands for starting exposures and initialising windowing, as well as receiving and storing data from the camera.
Three programs have been implemented using these class libraries: tcpcom, photinit and rtp, and Fig. 2 shows how these programs interact with each other and the image display program saoimage and plotting program gnuplot.
4-1. Camera interface
tcpcom is a simple terminal interface that displays the camera status information during idle and integrating mode. The user can send commands to the camera to initiate exposures and sequences of exposures.
When the camera switches to readout mode, tcpcom automatically starts to receive the data, generates a proper FITS header, and stores the data on disk. A specially prepared window definition file photwccd.dat is read by tcpcom and transmitted to the camera controller to initiate the windowed readout mode.
4-2. Preparing for windowed mode
To do windowed photometry it is necessary to know the precise positions of the target stars on the CCD detector. This is accomplished by first obtaining an image of the whole field (with tcpcom and standard full frame imaging mode) and make sure that the target and reference stars are present in the field. Starting photinit will display this image (using the image display program saoimage) and allow the user to mark the relevant targets and sky fields. When this is done two files are created. The first (photwins.dat) contains the coordinates and dimensions of the fields in the order selected by the user, assuming that the primary target is the first (channel #1), followed by one or more reference stars, and one or more sky fields at the end. The second (photwccd.dat) contains the images sorted in the CCD readout direction and with a bias level field added at the end. The second file contains the information that tcpcom transmits to the camera to initiate windowed readout, and the other is used to restore the correct sequence during processing with rtp.
4-3. Real time photometry
The real time photometry is performed by rtp by using the window definition files photwins.dat and photwccd.dat to convert the CCD pixel data written by tcpcom to aperture images for preprocessing. The images are automatically bias level corrected and flat fielded (if flat fields are available).
rtp uses circular apertures with an arbitrary center and radius within the aperture windows when computing the total flux inside the windows. Sky subtracted photometry values are computed, either by using the value from the last ("sky channel") aperture or by using a sky annulus around each aperture, if the windows were set up large enough to allow this.
Differential photometry is computed for the target (channel #1) and each reference star. If more than two reference stars are available, differential photometry is computed between the second star (channel #2) and the remaining channels so that any periodic variability in the reference stars can be easily checked. If possible, a differential photometry value is also given for the target relative to the sum of all reference stars, which is useful in fields where all reference stars are significantly fainter than the target.
These data are continuously appended to three separate photometry files (phot.raw, phot.dat and phot.dif as soon as each new integration has been received and stored by tcpcom. While waiting for new data to arrive, rtp calls gnuplot to show plots of the photometry files so that the observer can investigate the light curves.
An adapted version of the Quilt program qsft, called rtft can be used to make Fourier transforms of the photometry files as the observations are being made. This gives opportunity to the observer to inspect the data in real time, and for search programs trying to detect new variable stars this option has turned out to be very useful (0stensen et, al. 2000) .
4-4· Timing errors
Since the CUO controller was not designed with timing hardware capable of keeping track of long sequences of observations, we expected some lag in our software implemented timing procedure. The controller is only equipped with a 12-bit millisecond counter that overflows every four seconds. Our implementation adds up the measured time after reading every window (or line when reading a full frame), but since there is a round-off error in every such operation we expect an average loss of half a millisecond for each measurement, or about two milliseconds for each integration when running with four windows.
A software fix could keep the average error around one millisecond, but might in some cases increase the error. To eliminate the problem proper timing hardware must be implemented in the next generation of controllers. This timing problem is not fatal, since the error for a given set of windows will reproduce quite accurately from one exposure to the next. The error for a given run can be easily measured afterwards by comparing the start times of the exposures at the beginning of the run with those at the end.
RESULTS ON PG 1336-018
First light for the Troms0 CCD Photometer came on the first of May this year, during two nights of technical time at the Nordic Optical Telescope (NOT). At this point the FASU was not completed, so the CCD camera and controller was fitted and interfaced to an existing filter and shutter unit (used for the HiRAC) at NOT. The CCD camera was fitted with an engineering grade CCD chip borrowed from CUO.
As a test target we chose PG 1336-018, since it was one of the targets for the XCOV17 campaign in April 7-22 that was just completed. Our first night was lost to clouds, but on the 2nd of May we had good conditions and started a sequence of 3 second integrations with a sequence interval of 5 seconds without any filter, as were required for the WET campaign. After 6.5 hours the target was setting, and we ended the run after obtaining a total of 4717 sequential integrations. Fig. 3 shows the real-time light curve of the PG1336-018-Raw Data Fig. 3 . Real-time light curve of PG 1336-018. Each exposure is 3 seconds followed by a 2 second read-out and delay period creating a sampling interval of 5 seconds. raw data, and as is obvious from the light curve, the sky level is very high due to the full moon, and increases rapidly as the airmass increases towards the end of the night.
Since we found that the angle of the moonlight gave a significant gradient over the field, we chose to use a sky annulus computed from the pixels that are at a distance of more than 28 pixels from the aperture center in each window. This gave a much better correction for the sky level than when using the sky window. Fig. 4 shows the Fourier transform (FT) of the sky corrected differential photometry.
It was immediately clear from the FT, when compared to the FTs from other observatories, that our data were of excellent quality. The noise level was around 0.5 mma in the original FT of the raw data, and this dropped to about 0.1 mma after implementing the sky annulus method and differential photometry to the rtp program. The dominant peaks were around 5 mma in the raw data, in agreement with sample light curves presented at the XCOV17 web site, but drops slightly when we reprocess the data with a smaller aperture. The signal to noise ratio increases significantly, however, Fourier transform of the differential photometry between PG 1336-018 and the reference star light curves shown in Fig. 3 . After only 6.5 hours of integrations we see that the noise level is down to 0.1 mma.
since reducing the aperture significantly reduces the photon noise from the bright sky background.
The data have been contributed to the XCOV17 campaign principal investigator, who has combined them with the earlier campaign data and found them to be of good quality and that they merge well with the rest of the data set.
From the start/stop times stored in each FITS file we found that the total drift during the run was less than 10 seconds, indicating an error in the timing of about 2 millisecond per frame, as expected.
From our studies of these data we have found the advantage of having the window images available for reprocessing to be immense. Explanations for just about all deviations in the light curves can be found by inspecting the individual images. Peaks like the one in the reference star at exposure number 2474 can easily be seen to be caused by cosmic rays, and after removal it is possible to get acceptable values at such points since the cosmic ray only affects a few of the 1369 pixels in a circular aperture of radius 25 pixels, as was 5 . Selection of view of apertures created from the windowed PG 1336-018 raw data set. Each column of three fields corresponds to one CCD frame, the first extracted from the first frame, and then at 500 frames (2500 s) intervals.
used here. It is also easy to observe other effects on the light curve from the raw window images. In Fig. 5 the window images for ten selected frames are shown. The first corresponds to the first sequence integration, and then in steps of 500, up to exposure number 4500, almost at the end of the run. On top is the sky field, PG 1336-018 is in the middle, and the fainter red star used as a reference star is at the bottom. We can clearly see how the colour temperature difference between the hot blue target star and the cold red reference star is refracted differently by the atmosphere, as the zenith angle increases. The diameter of the virtual apertures used here are approximately 9 arc seconds.
CONCLUSION
We have demonstrated the basic features of high-speed CCD photometry with the windowed readout technique. The first results show that this method can work well for WET style campaigns. The multi-channel photometry and real-time data reduction give immediate feedback to the observer, as requested.
We were very pleased with the performance of the system and hope that these results can contribute to increase the data quality and coverage in future WET campaigns.
