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We show how to use the input-output formalism compute the propagator for an open quantum
system, i.e. quantum networks with a low dimensional quantum system coupled to one or more loss
channels. The total propagator is expressed entirely in terms of the Green’s functions of the low
dimensional quantum system, and it is shown that these Green’s functions can be computed entirely
from the evolution of the low-dimensional system with an effective non-hermitian Hamiltonian. Our
formalism generalizes the previous works that have focused on time independent Hamiltonians to
systems with time dependent Hamiltonians, making it a suitable computational tool for the analysis
of a number of experimentally interesting quantum systems. We illustrate our formalism by applying
it to analyze photon emission and scattering from driven and undriven two-level system and three-
level lambda system.
I. INTRODUCTION
Single photon sources [1–5] and single and two-photon optical gates [6–12] are the basic building blocks of optical
quantum information processing and quantum communication systems. Implementing any of these building blocks
involves interfacing a low-dimensional quantum system (e.g. a two level system such as quantum dots, color centers,
superconducting qubits, atomic ensembles) with the high-dimensional optical field (which often propagates in optical
structures such as waveguides) – the resulting system is called an open-quantum system [13–15] and such systems
have been a topic of theoretical interest since the inception of quantum optics. Analyzing open-quantum systems has
always been a challenging task due to the huge and continuous Hilbert Space of the optical fields, and the non-linearity
induced by the low-dimensional quantum system.
Traditional computational methods for analyzing open quantum systems fall under two broad classes – master
equation based methods and the scattering matrix based methods. The master-equation based methods [16–18]
exactly compute the dynamics of the low-dimensional system while tracing out the Hilbert space of the optical fields.
Within the master-equation framework, it is only possible to computationally extract the correlators in the optical
fields. To extract the full state of the optical field, correlators of arbitrary orders are required and computing them
becomes exponentially more complex with the order of the correlator. The scattering matrix based methods [19–
31] attempt to resolve this problem by treating the low-dimensional system as a scatterer for the optical fields and
attempting to relate the incoming and outgoing optical fields. However, most of the scattering matrix methods are
restricted to time-independent Hamiltonians – in particular, they are unable to analyze coherently driven systems
which are extremely important from an experimental standpoint. Moreover, the scattering matrix methods often only
relate the input state at distant past to the output state at distant future, and don’t have the capability to model the
dynamics of the system during the interaction of the optical field with the low-dimensional system.
In this paper, we present a full calculation of the few-photon elements of the propagator for an arbitrary open
quantum system coupled to a optical field. The central result of this paper is a relation between the propagator
and time-ordered expectations of system operators over states where the bath is in the vacuum state (labeled as
the ‘Green’s functions’). By resorting to a discrete approximation of the bath Hilbert space, we show that Green’s
functions can be evaluated by computing the dynamics of the low-dimensional system under an effective non-Hermitian
Hamiltonian. It can be noted that our formalism is valid for both time-independent and time-dependent Hamiltonians,
allowing it to efficiently model not only few-photon transport through the low-dimensional system, but also photon-
emission and scattering from coherently driven systems. Our formalism provides a set of computational tools that
are complementary to the master-equation framework, wherein the focus is on exactly computing the dynamics of
the few-photon states emitted from the low-dimensional system, as opposed to capturing the exact dynamics of the
low-dimensional system. Our formalism will thus be of relevance to design and analysis of quantum information
processing systems in which the ‘information’ is encoded in the state of the bath, with the low-dimensional system
implementing either a source for the bath state or a unitary operation on the bath state.
Finally, we show how to extract the scattering matrices of the low-dimensional system from the full propagator. In
particular, we show that for the case of a time-independent low-dimensional system Hamiltonian, our method reduces
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FIG. 1. Schematic of the quantum systems being considered, with a low-dimensional system coupled to (a) a single waveguide
(b) multiple waveguides.
to scattering matrices derived in past works [19, 20]. Our formalism also allows us to define a scattering matrix for
systems with time-dependent Hamiltonians, as long as they are asymptotically time independent. Such a quantity
might be of interest while analyzing photon scattering from coherently driven low-dimensional systems.
This paper is organized as follows – Section II describes the propagator computation starting from the input-output
equations, Section III shows how to extract the scattering matrix for the system from the propagator and Section IV
uses the formalism developed in sections II and III to analyze scattering and emission from a two-level system and a
lambda system.
II. QUANTUM OPTICAL SYSTEMS COUPLED TO WAVEGUIDES
The general quantum networks being considered in this paper include a low dimensional quantum-optical system
coupled to one or more waveguides (Fig. 1). In our calculations, we will be concerned with not only the state of the
quantum-optical system, but also with the state of the waveguides. Section II A introduces the Hamiltonians studied
in this paper and the associated input-output equations, section II B shows how to use the input-output formalism to
relate the propagator matrix elements to Green’s functions of the low dimensional system, II C extends the result to
multiple input and output waveguides and II D shows how to efficiently compute the Green’s functions required for
computing the propagator matrix elements.
A. Hamiltonian and input-output formalism
As a starting point, we consider only one waveguide [Fig. 1(a)] — the generalization to multiple waveguides is a
straightforward extension. The total Hamiltonian we are interested in can be expressed as the local system Hamiltonian
Hsys, the waveguide Hamiltonian Hwg and an interaction Hamiltonian between the local system and waveguide Hint:
H = Hsys(t) +Hwg +Hint. (1)
The Hilbert space of the low dimensional system can often be captured by a finite or countably infinite basis, which we
denote by {|σ1〉 , |σ2〉 . . . |σS〉}. It is typically straightforward and computationally tractable to analyze the dynamics
of the low-dimensional system in isolation.
The dynamics of the waveguide can be modeled by the following Hamiltonian:
Hwg =
∫
ωa†ωaωdω (2)
where aω is the annihilation operator for an excitation of the waveguide mode at frequency ω. They satisfy the
standard commutation relation [aω, aω′ ] = 0 and [aω, a
†
ω′ ] = δ(ω − ω′). A suitable basis for the waveguide’s Hilbert
3space is the Fock state basis:
|ω1, ω2 . . . ωN 〉 =
N∏
n=1
a†ωn |vac〉 ∀N ∈ N. (3)
It is also convenient to define a spatial annihilation operator for the waveguide mode:
ax =
∫
aω exp
(
i
ωx
vg
)
dω√
2pivg
(4)
where vg is the group velocity of the waveguide mode under consideration, which we will take as unity (vg = 1) for
the rest of this paper (note that this is equivalent to rescaling the position x to have units of time). It follows from
the commutators for the operators aω that [ax, ax′ ] = 0 and [ax, a
†
x′ ] = δ(x − x′). These operators can be used to
construct another basis for the waveguide’s Hilbert space, which we refer to as the spatial Fock states:
|x1, x2 . . . xN 〉 =
N∏
n=1
a†xn |vac〉 . (5)
The system-waveguide interaction, in the rotating wave approximation, can be described by the following Hamil-
tonian:
Hint =
∫ (
aωL
† + La†ω
) dω√
2pi
(6)
where L is the operator through which the low-dimensional system couples to the waveguide. In writing this Hamil-
tonian, we make the standard Markov approximation of assuming that the low-dimensional system couples equally to
waveguide modes at all frequency — this is equivalent to assuming that the physical process inducing an interaction
between the waveguide and the low-dimensional system has a bandwidth much larger than any excitation that will
be used to probe the low-dimensional system.
In the Heisenberg picture, this system can be modeled via well known input-output equations [32]:
aω(t) = aω(τ−) exp(−iω(t− τ−))− i
∫ t
τ−
L(t′) exp(−iω(t− t′)) dt
′
√
2pi
(7a)
L˙(t) = −i[L(t), Hsys]− i[L(t), L†(t)]
(
ain(t)− i
2
L(t)
)
(7b)
where ain(t) =
∫
aω(τ−) exp(−iω(t−τ−)) dω/
√
2pi is the input operator which, in the Heisenberg picture, captures the
state of the system at time t = τ−. After the evolution of the system to a time instant t = τ+ > τ− in the future, the
state of the system is described by the output operator aout(t) =
∫
aω(τ+) exp(−iω(t − τ+)) dω/
√
2pi. Using Eq. 7a,
we can relate the input operator to the output operator via:
aout(t) = ain(t)− iL(t)I(τ− < t < τ+) (8)
where I(·) is the indicator function, which is 1 if its argument is true or else is 0. Intuitively, this expresses the field
in the waveguide after the input has interacted with the system as a sum of the input field and field emitted by the
low-dimensional system.
A useful set of commutators between the input operator, output operator and the low-dimensional system’s Heisen-
berg operators can be derived using the quantum-causality conditions [32]:
[aout(t), s(t
′)] = 0 if t < t′ and [ain(t), s(t′)] = 0 if t > t′ (9)
where s is an operator in the Hilbert space of the low-dimensional system. From these causality conditions, it
immediately follows that [19]:
T
[ L∏
l=1
o(tl)
M∏
m=1
sm(t
′
m)
]
= T
[ L∏
l=1
o(tl)
]
T
[ M∏
m=1
sm(t
′
m)
]
(10a)
T
[ L∏
l=1
i(tl)
M∏
m=1
sm(t
′
m)
]
= T
[ M∏
m=1
sm(t
′
m)
]
T
[ L∏
l=1
i(tl)
]
(10b)
where o(t) is an output operator evaluated at time t (i.e. aout(t), a
†
out(t) or their combination), i(t) is an input operator
evaluated at time t (i.e. ain(t), a
†
in(t) or their combination), sm(t) is a low-dimensional system operator evaluated at
time t in the Heisenberg picture and T is the chronological time-ordering operator.
4B. Calculating the propagator matrix elements
The dynamics of a quantum system with a Hamiltonian H(t) is completely characterized by its propagator – in
particular, if the propagator is known, then the time evolution of the quantum state of the system can be completely
derived from the initial state of the system. In this section, we will focus on computing the interaction picture
propagator UI(τ+, τ−) defined by:
UI(τ+, τ−) = exp(iHwgτ+)U(τ+, τ−) exp(−iHwgτ−) (11)
where U(τ+, τ−) is the Schro¨dinger picture propagator for the system:
U(τ+, τ−) = T exp
[
−i
∫ τ+
τ−
H(t)dt
]
(12)
and T is the chronological operator that time-orders the infinitesimal products of Eq. 12. In particular, we will
compute the matrix elements of the interaction picture propagator in the form:
Uσ
′,σ
τ+,τ−(x
′
1, x
′
2 . . . x
′
M ;x1, x2 . . . xN ) ≡ 〈x′1, x′2 . . . x′M ;σ′|UI(τ+, τ−) |x1, x2 . . . xN ;σ〉 (13)
where |x1, x2 . . . xP ;σ〉 = |x1, x2 . . . xP 〉 ⊗ |σ〉 with xi ∈ R and σ ∈ {σ1, σ2 . . . }. Since the spatial Fock state basis
for the waveguide is complete, and the basis {|σ1〉 , |σ2〉 . . . } is a complete basis for the system state by construction,
these matrix elements are sufficient to characterize the entire propagator.
Writing out Uσ
′,σ
τ+,τ−(x
′
1, x
′
2 . . . x
′
M ;x1, x2 . . . xN ) in terms of the spatial annihilation operators:
Uσ
′,σ
τ+,τ−(x
′
1 . . . x
′
M ;x1 . . . xN ) = 〈vac;σ′|
[ M∏
i=1
ax′i
]
UI(τ+, τ−)
[ N∏
j=1
a†xj
]
|vac;σ〉
= 〈vac;σ′|
[ M∏
i=1
ax′i
]
UI(τ+, 0)U(0, τ−)
[ N∏
j=1
a†xj
]
|vac;σ〉 . (14)
Noting that
exp(−iHwgτ)ax exp(iHwgτ) =
∫
aω exp(iω(x+ τ))
dω√
2pi
(15)
and since U(0, τ)aωU(τ, 0) = aω(τ),
UI(0, τ+)axUI(τ+, 0) = aout(−x) and UI(0, τ−)axUI(τ−, 0) = ain(−x). (16)
Therefore [ M∏
i=1
ax′i
]
UI(τ+, 0) = UI(τ+, 0)
[ M∏
i=1
aout(−x′i)
]
(17a)
UI(0, τ−)
[ M∏
j=1
a†xj
]
=
[ M∏
j=1
a†in(−xj)
]
UI(0, τ−). (17b)
Eq. 14 can thus be expressed as
Uσ
′,σ
τ+,τ−(x
′
1 . . . x
′
M ;x1 . . . xN ) = 〈vac;σ′|UI(τ+, 0)
M∏
i=1
aout(−x′i)
N∏
j=1
a†in(−xj)UI(0, τ−) |vac;σ〉 . (18)
Since all the input or output operators commute with each other, we can introduce a time ordering operator as shown
5below:
N∏
j=1
a†in(−xj) = T
[ N∏
j=1
a†in(−xj)
]
= T
[ N∏
j=1
(
a†out(−xj)− iL†(−xj)I(−τ+ < xj < −τ−)
)]
=
N∑
k=0
(−i)N−k
∑
BNk
T
[ k∏
i=1
a†out(−xBNk (i))
N−k∏
j=1
L†(−xB¯Nk (j))
][N−k∏
j=1
I(−τ+ < xB¯Nk (j) < −τ−)
]
=
N∑
k=0
(−i)N−k
∑
BNk
[ k∏
i=1
a†out(−xBNk (i))
]
T
[N−k∏
j=1
L†(−xB¯Nk (j))
][N−k∏
j=1
I(−τ+ < xB¯Nk (j) < −τ−)
]
(19)
where BNk is a k−element unordered subset of {1, 2 . . . N} and B¯Nk is its complement. In the last step, we have used
Eq. 10a and the fact that output operators evaluated at different time instances commute. From Eq. 16, it follows
that aout(−x)UI(0, τ+) |vac;σ′〉 = UI(0, τ+)ax |vac;σ〉 = 0. Together with the commutator [aout(t), a†out(t′)] = δ(t− t′),
this can be used to prove that:
k∏
i=1
aout(−xBNk (i))
M∏
j=1
a†out(−x′j)UI(0, τ+)|vac;σ′〉
= I(M ≥ k)
∑
BMk
[∑
Pk
k∏
i=1
δ(x′PkBMk (i) − xBNk (i))
]M−k∏
j=1
a†out(−x′¯BMk (j))UI(0, τ+) |vac;σ
′〉 (20)
where Pk denotes a permutation of a set of k elements, e.g. PkB
M
k is a permutation of B
M
k which itself is an unordered
k-element subset of {1, 2 . . .M}. Substituting Eqs. 19 and 20 into Eq. 18, we obtain:
Uσ
′,σ
τ+,τ−(x
′
1 . . . x
′
M ;x1 . . . xN )
=
N∑
k=0
(−i)N−kI(M ≥ k)
∑
BNk ,B
M
k
[∑
Pk
k∏
i=1
δ(x′PkBMk (i) − xBNk (i))
]
×
〈vac;σ′|UI(τ+, 0)
[M−k∏
j=1
aout(−x′¯BMk (j))
]
T
[N−k∏
s=1
L†(−xB¯Nk (s))
]
UI(0, τ−) |vac;σ〉×
N−k∏
s=1
I(−τ+ < xB¯Nk (s) < −τ−)
=
N∑
k=0
(−i)N−kI(M ≥ k)
∑
BNk ,B
M
k
[∑
Pk
k∏
i=1
δ(x′PkBMk (i) − xBNk (i))
]
×
〈vac;σ′|UI(τ+, 0)T
[M−k∏
j=1
aout(−x′¯BMk (j))
N−k∏
s=1
L†(−xB¯Nk (s))
]
UI(0, τ−) |vac;σ〉×
N−k∏
s=1
I(−τ+ < xB¯Nk (s) < −τ−) (21)
wherein we have used Eq. 10b in the last step to pull the output operators into the time-ordering operator. Using
6Eq. 8:
T
[M−k∏
j=1
aout(−x′¯BMk (j))
N−k∏
s=1
L†(−xB¯Nk (s))
]
UI(0, τ−) |vac;σ〉
= T
[M−k∏
j=1
(ain(−x′¯BMk (j))− iL(−x
′¯
BMk (j)
)I(−τ+ < x′¯BMk (k) < τ−))
N−k∏
s=1
L†(−xB¯Nk (s))
]
UI(0, τ−) |vac;σ〉
= (−i)M−kT
[M−k∏
j=1
L(−x′¯BMk (j))
N−k∏
s=1
L†(−xB¯Nk (s))
]
UI(0, τ−) |vac;σ〉
M−k∏
s=1
I(−τ+ < x′¯BMk (s) < −τ−) (22)
wherein we have used Eq. 10b and the fact that input operators at different time instances commute to move
all the input operators in the time ordered product to the right and Eq. 16 to set ain(−x)UI(0, τ−) |vac;σ〉 =
UI(0, τ−)ax |vac;σ〉 = 0. Substituting Eq. 22 into Eq. 21
Uσ
′,σ
τ+,τ−(x
′
1 . . . x
′
M ;x1 . . . xN ) =
N∑
k=0
(−i)M+N−2kI(M ≥ k)×
∑
BNk ,B
M
k
[∑
Pk
k∏
i=1
δ(x′PkBMk (i) − xBNk (i))
][M−k∏
i=1
I(−τ+ < x′¯BMk (i) < −τ−)
][N−k∏
j=1
I(−τ+ < xB¯Nk (j) < −τ−)
]
×
Gσ′,στ+,τ−(−x′¯BMk (1),−x
′¯
BMk (2)
· · · − x′¯BMk (M−k);−xB¯Nk (1),−xB¯Nk (2) · · · − xB¯Nk (N−k)) (23)
where Gσ′,στ+,τ−(t′1 . . . t′M ; t1 . . . tN ) is the system Green’s function defined by:
Gσ′,στ+,τ−(t′1 . . . t′M ; t1 . . . tN ) = 〈vac;σ′|UI(τ+, 0)T
[ M∏
i=1
L(t′i)
N∏
j=1
L†(tj)
]
UI(0, τ−) |vac;σ〉 . (24)
Note that the Green’s function depends entirely on the dynamics of the low-dimensional system under consideration
— we have thus reduced the problem of computing the propagator for the entire system to the problem of computing
the dynamics of only the low-dimensional system.
Finally, after having computed the propagator in the interaction picture, UI(τ+, τ−), it is a simple matter to compute
the propagator in the Schro¨dinger picture U(τ+, τ−). To do so, we use the following property of the spatial Fock state:
exp(−iHwgτ) |x1, x2 . . . xN 〉 = |x1 + τ, x2 + τ . . . xN + τ〉 (25)
which intuitively states that an excitation created at a position x in the waveguide propagates along the positive x
direction with velocity equal to the group velocity of the waveguide mode (which in this case is taken to be 1). Thus:
〈x′1 . . . x′M ;σ′|U(τ+, τ−) |x1 . . . xN ;σ〉 = Uσ
′,σ
τ+,τ−(x
′
1 − τ+, x2 − τ+ . . . x′M − τ+;x1 − τ−, x2 − τ− . . . xN − τ−). (26)
C. Extension to multiple waveguides
Local systems coupled to multiple waveguide modes (which can either be physically separate waveguides or orthogonal
modes of the same waveguide), diagrammatically shown in Fig. 1(b), can be described by Hamiltonians of the form:
H = Hsys(t) +
NL∑
µ=1
∫
ωa†ω,µaω,µdω +
NL∑
µ=1
∫ (
aω,µL
†
µ + Lµa
†
ω,µ
) dω√
2pi
(27)
where NL is the total number of loss channels, aω,µ is the plane wave annihilation operator for the µ
th waveguide
which couples to the low dimensional system through the operator Lµ. A complete basis for the waveguide modes
can now be constructed using the creation operators for the different waveguides:
|{x1, µ1}, {x2, µ2} . . . {xN , µN}〉 =
N∏
i=1
a†xi,µi |vac〉 (28)
7FIG. 2. Diagrammatic representation of approximating the Hilbert space of the bath modes with a discrete Hilbert space.
where ax,µ =
∫
aω,µ exp(iωx)dω/
√
2pi is the spatial annihilation operator for the µth waveguide mode. These annihi-
lation operator have the commutators [ax,µ, ax′,µ′ ] = 0 and [ax,µ, a
†
x′,µ′ ] = δ(x− x′)δµ,µ′ . The propagator can thus be
completely characterized by matrix elements of the form:
Uσ
′,σ
τ+,τ−({x′1, µ′1}, {x′2, µ′2} . . . {x′M , µ′M}; {x1, µ1}, {x2, µ2} . . . {xN , µN})
= 〈vac;σ′| ax′1,µ′1ax′2,µ′2 . . . ax′M ,µ′MUI(τ+, τ−)a†x1,µ1a†x2,µ2 . . . a†xM ,µM |vac;σ〉 . (29)
Repeating the procedure described in Section II B, it can easily be shown that:
Uσ
′,σ
τ+,τ−({x′1, µ′1} . . . {x′M , µ′M}; {x1, µ1} . . . {xN , µN}) =
N∑
k=0
(−i)M+N−2kI(M ≥ k)× (30)
∑
BNk ,B
M
k
[∑
Pk
k∏
i=1
δ(x′PkBMk (i) − xBNk (i))δµ′PkBMk (i),µBNk (i)
]
×
[M−k∏
i=1
I(−τ+ < xB¯Mk (i) < −τ−)
][N−k∏
j=1
I(−τ+ < xB¯Nk (j) < −τ−)
]
×
Gσ′,στ+,τ−({−x′¯BMk (1), µ
′¯
BMk (1)
}, . . . {−x′¯BMk (M−k), µ
′¯
BMk (M−k)}; {−xB¯Nk (1), µB¯Nk (1)} . . . {−xB¯Nk (N−k), µB¯Nk (N−k)})
where:
Gσ′,στ+,τ−({t′1, µ′1} . . . {t′M , µ′M}; {t1, µ1} . . . {tN , µN}) = 〈vac;σ′|UI(τ+, 0)T
[ M∏
i=1
Lµ′i(t
′
i)
N∏
j=1
L†µj (tj)
]
UI(0, τ−) |vac;σ〉 .
(31)
D. Efficient computation of the Green’s functions
While Eqs. 23 and 30 express the propagator entirely in terms of the low-dimensional system operators, the time
evolution of these operators requires computing the time evolution of the entire system which remains computationally
intractable due to the high dimensionality of the Hilbert space of the waveguide modes. In this section, we show that
these Green’s functions can equivalently be computed by evolving the low dimensional system under an effective
non-hermitian Hamiltonian. We consider a general Green’s function of the form:
Gσ′,στ+,τ−(t1, t2 . . . tN ) = 〈vac;σ′|UI(τ+, 0)T
[
s1(t1)s2(t2) . . . sN (tN )
]
UI(0, τ−) |vac;σ〉 (32)
8where si are operators defined in the low-dimensional system’s Hilbert space and τ− < ti < τ+ ∀ i ∈ {1, 2 . . . N}. Let
P be a permutation of {1, 2, 3 . . . N} such that tP (1) ≥ tP (2) · · · ≥ tP (N), then
Gσ′,στ+,τ−(t1, t2 . . . tN ) = 〈vac;σ′|UI(τ+, 0)
[ N∏
i=1
sP (i)(tP (i))
]
UI(0, τ−)|vac;σ〉. (33)
We note that the system operators si commute with the waveguide HamiltonianHwg and thus si(t) = U(0, t)siU(t, 0) =
U(0, t) exp(−iHwgt)si exp(iHwgt)U(t, 0) = UI(0, t)siUI(t, 0). The Green’s function can thus be expressed as:
Gσ′,στ−,τ+(t1, t2 . . . tN ) = 〈vac;σ′|UI(τ+, tP (1))
[N−1∏
i=1
sP (i)UI(tP (i), tP (i+1))
]
sP (N)UI(tP (N), τ−)|vac;σ〉. (34)
We next show that the vacuum expectation in this equation can be explicitly evaluated — as a starting point, we
express the interaction picture propagator in terms of the interaction picture Hamiltonian:
UI(t1, t2) = T exp
[
− i
∫ t1
t2
HI(t
′)dt′
]
(35)
where
HI(t) = Hsys(t) +
NL∑
µ=1
∫ (
aω,µL
†
µ exp(−iωt) + Lµa†ω,µ exp(iωt)
) dω√
2pi
. (36)
In terms of the spatial annihilation operator, ax,µ, the interaction picture Hamiltonian can be rewritten as:
HI(t) = Hsys(t) +
NL∑
µ=1
(
ax=−t,µL†µ + Lµa
†
x=−t,µ
)
. (37)
To proceed, we approximate the high-dimensional continuum Hilbert space of the waveguides by a discrete Hilbert
Space with a countably infinite basis (Fig. 2). This is achieved by introducing a coarse graining parameter δx, and
defining the ‘coarse grained operators’ Aµ,n via:
Aµ[n] =
nδx∫
(n−1)δx
ax,µ
dx√
δx
. (38)
These operators satisfy the commutators [Aµ[n], A
†
µ′ [n
′]] = δµ,µ′δn,n′ , [Aµ[n], Aµ′ [n′]] = 0 and in the limit of δx →
0, Aµ[n]/
√
δx would approach the continuum operator ax=nδx,µ. The discrete Hilbert space approximating the
waveguide’s Hilbert space would then be the space spanned by the tensor product of the Fock states created by each
of the operators A†µ[n], ∀µ ∈ {1, 2 . . . NL} and n ∈ Z. In particular, the vacuum state |vac〉 for the Hilbert space of
the waveguide is approximated by
NL⊗
µ=1
∞⊗
n=−∞
|vacn,µ〉 (39)
where |vacn,µ〉 is the vacuum state corresponding to the operator Aµ[n]. Moreover, this interaction Hamiltonian
(Eq. 36) is then expressed as HI(t; δx) in the limit of δx→ 0, where HI(t; δx) is given by:
HI(t; δx) = Hsys(t) +
1√
δx
{ NL∑
µ=1
(
Aµ
[d−t/δxe]L†µ + LµA†µ[d−t/δxe])}. (40)
Using the notation n+ = dτ+/δxe, n− = dτ−/δxe, ni = dti/δxe and defining
UI[n1, n2] = T exp
(
− i
n2δx∫
n1δx
HI(t; δx)dx
)
(41)
9the Green’s function in Eq. 34 can be expressed as:
Gσ′,στ+,τ−(t1, t2 . . . tN ) = limδx→0
[{ NL⊗
µ=1
∞⊗
n=−∞
〈vacn,µ|
}
⊗ 〈σ′|
]
UI[n+, nP (1)]
[N−1∏
i=1
sP (i)UI[nP (i), nP (i+1)]
]
×
sP (N)UI[nP (N), n−]
[{ NL⊗
µ=1
∞⊗
n=−∞
|vacn,µ〉
}
⊗ |σ〉
]
. (42)
Noting that since for nδx < t < (n+1)δx, HI(t) depends only on Aµ[−n], UI[n+1, n] would only act on |vac−n,µ〉 ∀µ.
Using this together with the decomposition UI[n1, n2] = UI[n1, n1−1]UI[n1−1, n1−2] . . . UI[n2−1, n2], we can rewrite
Eq. 42 as:
Gσ′,στ+,τ−(t1, t2 . . . tN ) = limδt→0 〈σ
′|
[ −nP (1)∏
j=−n+−1
Ueff[−j + 1,−j]
][N−1∏
i=1
{
sP (i)
−nP (i+1)∏
j=−nP (i)−1
Ueff[−j + 1,−j]
}]
×
sP (N)
[ −n−∏
j=−nP (N)−1
Ueff[−j + 1,−j]
]
|σ〉 (43)
where
Ueff[n+ 1, n] =
[ NL⊗
µ=1
〈vac−n,µ|
]
UI[n+ 1, n]
[ NL⊗
µ=1
|vac−n,µ〉
]
. (44)
This expression can be further simplified by expanding UI[n + 1, n] into a Dyson series in terms of the interaction
Hamiltonian:
UI[n+ 1, n] = I +
∞∑
n=1
(−i)n
(n+1)δx∫
t1=nδx
(n+1)δx∫
t2=t1
· · ·
(n+1)δx∫
tn=tn−1
HI(tn; δx)HI(tn−1; δx) . . . HI(t1; δx)dt1 . . . dtn. (45)
It follows from Eq. 40 that the vacuum expectations corresponding to the first two terms in the summation in the
Dyson series evaluate to:
[ NL⊗
µ=1
〈vac−n,µ|
] (n+1)δx∫
t=nδx
HI(t
′; δx)dt′
[ NL⊗
µ=1
|vac−n,µ〉
]
=
(n+1)δx∫
nδx
Hsys(t)dt (46a)
[ NL⊗
µ=1
〈vac−n,µ|
] (n+1)δx∫
t1=nδx
(n+1)δx∫
t2=t1
HI(t2; δx)HI(t1; δx)dt1dt2
[ NL⊗
µ=1
|vac−n,µ〉
]
=
1
2
NL∑
µ=1
L†µLµδx+O(δx2). (46b)
Moreover, it can easily be seen from Eq. 36 that the vacuum expectations of higher order terms in the Dyson series
do not have any contributions that are first order in δx. Therefore,
Ueff[n+ 1, n] = I− i
(n+1)δx∫
t=nδx
Heff(t
′)dt′ +O(δx2) = T exp
[
− i
(n+1)δx∫
nδx
Heff(t)dt
]
+O(δx2) (47)
where
Heff(t) = Hsys(t)− i
2
∑
µ
L†µLµ. (48)
Finally, substituting Eq. 47 into Eq. 43 and evaluating the limit, we obtain:
Gσ′,στ−,τ+(t1, t2 . . . tN ) = 〈σ′|Ueff(τ+, tP (1))
[N−1∏
i=1
sP (i)Ueff(tP (i), tP (i+1))
]
sP (N)Ueff(tP (N), τ−)|σ〉 (49)
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where
Ueff(t1, t2) = T exp
[
− i
t1∫
t2
Heff(t)dt
]
. (50)
Eq. 49 is an expectation evaluated entirely in the Hilbert space of the low-dimensional system, which makes it
computationally tractable. For many systems of interest, it is often easier to work with a Heisenberg-like form of the
Green’s function, which can be obtained by defining s˜i(t) = Ueff(0, t)siUeff(t, 0), which satisfies the Heisenberg-like
equations of motion:
˙˜si(t) = −i[H˜eff(t), s˜i(t)] (51)
where H˜eff(t) = Ueff(0, t)Heff(t)Ueff(t, 0). In terms of these operators, Eq. 49 can be reduced to
Gσ′,στ+,τ−(t1, t2 . . . tN ) = 〈σ′|Ueff(τ+, 0)
[ N∏
i=1
s˜P (i)(tP (i))
]
Ueff(0, τ−) |σ〉
= 〈σ′|Ueff(τ+, 0)T
[ N∏
i=1
s˜i(ti)
]
Ueff(0, τ−) |σ〉 . (52)
III. SCATTERING MATRICES
The scattering matrix is a useful quantity to characterize the response of the low dimensional system to wave-packets
incident from the waveguide modes coupling to it. The scattering matrix Σ can be computed from the interaction
picture operator by taking the limits τ− → −∞ and τ+ →∞:
Σ = lim
τ+→∞
τ−→−∞
UI(τ+, τ−). (53)
The scattering matrix can be completely characterized by matrix elements of the form:
Σσ
′,σ({x′1, µ′1} . . . {x′M , µ′M}; {x1, µ1} . . . {xN , µN})
= 〈{x′1, µ′1} . . . {x′M , µ′M};σ′|Σ |{x1, µ1} . . . {xN , µN};σ〉 . (54)
In order to compute the scattering matrix from the propagator analyzed in the previous section, we make the definition
of the system Hamiltonian Hsys(t) more explicit — in particular, we assume that it is ‘time dependent’ only if
t ∈ [0, TP ]. Physically, this might correspond to a system like a two-level atom being driven by a coherent pulse which
vanishes outside [0, TP ]. Mathematically, this is equivalent to writing Hsys(t) as:
Hsys(t) =
{
H0sys +H
P
sys(t) for 0 ≤ t ≤ TP
H0sys otherwise
. (55)
For a low-dimensional system Hamiltonian of this form and by using Eq. 23 the scattering matrix element can be
expressed as:
Σσ′,σ({x′1, µ′1} . . . {x′M , µ′M}; {x1, µ1} . . . {xN , µN}) =
N∑
k=0
(−i)M+N−2kI(M ≥ k)× (56)
∑
BNk ,B
M
k
[∑
Pk
k∏
i=1
δ(x′PkBMk (i) − xBNk (i))δµ′PkBMk (i),µBNk (i)
]
×
Gσ′,σ∞,−∞({−x′¯BMk (1), µ
′¯
BMk (1)
}, . . . {−x′¯BMk (M−k), µ
′¯
BMk (M−k)}; {−xB¯Nk (1), µB¯Nk (1)} . . . {−xB¯Nk (N−k), µB¯Nk (N−k)})
where
Gσ′,σ∞,−∞({t′1, µ′1} . . . {t′M , µ′M}; {t1, µ1} . . . {tN , µN})
= 〈σ′|U0eff(τ+, TP )Ueff(TP , 0)T
[ M∏
i=1
L˜µ′i(t
′
i)
N∏
j=1
L˜†µj (tj)
]
U0eff(0, τ−) |σ〉 (57)
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with
U0eff(t1, t2) = exp
[
−
(
iH0sys +
∑
µ
1
2
L†µLµ
)
(t1 − t2)
]
. (58)
While the orthonormal basis {|σ1〉 , |σ2〉 . . . |σS〉} for the low-dimensional system’s Hilbert space used for computing
the propagator could be arbitrarily chosen as long as it is complete, for the purpose of computing the scattering
matrix, we make this basis more explicit by expressing it as a union of a set of ‘ground states’ {|g1〉 , |g2〉 . . . |gSg 〉}
and ‘excited states’ {|e1〉 , |e2〉 . . . |eSe〉} which are all eigen-states of the Hamiltonian H0sys:
H0sys |gn〉 = εgn |gn〉 and H0sys |en〉 = εen |en〉 . (59)
Moreover, the ground states and the excited states also satisfy:
Lµ |gn〉 = 0 ∀ µ ∈ {1, 2 . . . NL}, n ∈ {1, 2 . . . Sg},m ∈ {1, 2 . . . Se} (60a)
∃µ ∈ {1, 2 . . . NL} | Lµ |en〉 6= 0 ∀ n ∈ {1, 2 . . . Se} (60b)
〈em|gn〉 = 0 ∀ m ∈ {1, 2 . . . Se}, n ∈ {1, 2 . . . Sg} (60c)
where Lµ are the operators through which the low dimensional system couples to the waveguide modes. An immediate
consequence of the definition of ground and excited states (Eq. 60) and the positive-definiteness of the operator∑
µ L
†
µLµ (which is also the non-hermitian part of the effective Hamiltonian) within the subspace spanned by the
excited states, is that if evolved with the propagator U0eff(t1, t2) an excited state would decay to 0 and a ground state
would remain unchanged except for accumulating a phase:
lim
τ−→−∞
U0eff(0, τ−)|en〉 = 0 and lim
τ−→−∞
U0eff(0, τ−)|gn〉 = exp(iεgnτ−) |gn〉 (61a)
lim
τ+→∞
〈en|U0eff(τ+, TP ) = 0 and lim
τ+→−∞
〈gn|U0eff(τ+, TP ) = exp(−iεgn(τ+ − TP )) 〈gn| . (61b)
Therefore, only the scattering matrix elements corresponding to the low-dimensional system going from one ground
state to another ground state are non zero and are given by:
Σgm,gn({x′1, µ′1} . . . {x′M , µ′M}; {x1, µ1} . . . {xN , µN}) =
N∑
k=0
(−i)M+N−2kI(M ≥ k)× (62)
∑
BNk ,B
M
k
[∑
Pk
k∏
i=1
δ(x′PkBMk (i) − xBNk (i))δµ′PkBMk (i),µBNk (i)
]
×
Gσ′,σ∞,−∞({−x′¯BMk (1), µ
′¯
BMk (1)
}, . . . {−x′¯BMk (M−k), µ
′¯
BMk (M−k)}; {−xB¯Nk (1), µB¯Nk (1)} . . . {−xB¯Nk (N−k), µB¯Nk (N−k)})
where
Ggm,gn∞,−∞({t′1, µ′1} . . . {t′M , µ′M}; {t1, µ1} . . . {tN , µN}) = 〈gm|Ueff(TP , 0)T
[ M∏
i=1
L˜µ′i(t
′
i)
N∏
j=1
L˜†µj (tj)
]
|gn〉 (63)
wherein we have dropped the phase factors depending on τ+ and τ− corresponding to the phase accumulated by the
ground states from the scattering matrix element. Previous calculation of the scattering matrix [19, 20] for systems
with time-independent Hamiltonians arrived at exactly the same form as in Eqs. 62 and 63 with TP = 0. However, as
previously emphasized, the formalism introduced here allows us to model systems with time-dependent Hamiltonians,
thereby increasing its applicability in modeling experimentally relevant systems.
IV. EXAMPLES
In this section, we show how to use the formalism developed in the previous sections to analyze some open-quantum
systems of interest. The examples we choose to analyze include a two-level system and a lambda three-level system.
We calculate both emission from these systems when they are coherently driven, and scattering of single-photon pulses
from these systems.
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A. Two-level System
As our first example, we consider a coherently driven two-level system coupled to a single waveguide with coupling
decay rate γ. Denoting the ground state of the two-level system with |g〉 and the excited state with |e〉, the two-level
system can be modeled with the following Hamiltonian:
Hsys = δaσ
†σ + Ω(t)(σ + σ†) (64)
where σ = |g〉 〈e| and σ† = |e〉 〈g| are the annihilation and creation operators for the two-level system, δa is the
detuning of the resonant frequency of the two level atom from the frequency of the coherent drive and Ω(t) is the
amplitude of the coherent drive, which we assume to be of the form:
Ω(t) =
{
Ω0 0 ≤ t ≤ TP
0 otherwise
. (65)
We first analyze emission from this driven two-level system — we consider the two-level system coupled to a single
waveguide, with it being in the ground state and the waveguide to be in the vacuum state at t = 0 [Fig. 3(a)]. This
amounts to computing the propagator UI(τ, 0), from which it is easy to extract the state of the waveguide and the
two-level system as a function of τ . Of particular interest are the probabilities of finding 0 and 1 photon in the
waveguide with the two-level system being in the excited or ground state as a function of τ :
P0,g(τ) = |〈vac; g|U(τ, 0) |vac; g〉 |2, P0,e(τ) = |〈vac; e|U(τ, 0) |vac; g〉 |2 (66a)
P1,g(τ) =
∫
|〈x; g|U(τ, 0) |vac; g〉 |2dx; P1,e(τ) =
∫
|〈x; e|U(τ, 0) |vac; g〉 |2dx. (66b)
Fig. 3(b) shows the steady state probabilities P1,g(∞) and P0,g(∞) of a two-level system emitting a single photon
or not emitting any photons after being excited by a short pulse as a function of the pulse area. We observe the
well understood rabi-oscillations in these probabilities with the pulse area. Fig. 3(c) shows the time-dependence of
the probabilities defined in Eq. 66 for a long pulse — again, we observe oscillation in these probabilities while the
two-level system is being driven, followed by a decay of the two-level system to its ground state and emission of
photons into the waveguide. The full space-time dependence of the propagator matrix elements corresponding to a
single photon in the waveguide is shown in Fig. 3(d) — we clearly see signatures of rabi-oscillation during the time
interval in which the two-level system is being driven by the coherent pulse. During this time interval, the two-level
system state and the waveguide state are entangled to each other, and after the coherent pulse goes to 0 the two-level
system completely decays into the waveguide mode and the resulting excitation propagates along the waveguide. It
can also be noted that the matrix elements are always zero outside the light-cone (i.e. for x > t), which is intuitively
expected since the group velocity is an upper bound on the speed at which photons emitted by the two-level system
can propagate in the waveguide.
Next, we analyze scattering of a single-photon pulse from a coherently driven two-level system (Fig. 4) — this
amounts to computing the scattering matrix for the time dependent Hamiltonian in Eq. 64 using Eq. 62. We consider
a two-level system coupled to two waveguides (Fig. 4), and excite it with an input pulse from the first waveguide
(labeled as 1), and compute the single-photon component of the output state in the second waveguide (labeled as 2).
Fig. 4(b) shows the single-photon scattering matrix for a two-level system, with and without the coherent drive. The
two scattering matrices differ in the region −TP < x1, x2 < 0, which corresponds to incident pulses that arrive at
the two-level system while it is being driven. To analyze the transmission spectra of the driven two-level system, we
consider exciting the first waveguide with a single-photon state (in the interaction picture) at time −∞ of the form:
|ψ(−∞)〉 =
∫
ψin(x1)a
†
x1,1
|vac〉dx1, ψin(x1) = 1
(pi∆x2)1/4
exp
(
− x
2
1
2∆x2
+ iδ0x1
)
(67)
where δ0 is the central frequency of the incident wave-packet, and ∆x is its spatial extent. We compute the single-
photon component in the output waveguide by applying the scattering matrix to the input state:
ψout(x2) =
∫
Σ({x2, 2}, {x1, 1})ψin(x1)dx1 (68)
and the transmission of the single-photon state via:
Transmission =
∫
|ψout(x2)|2dx2. (69)
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FIG. 3. Emission from a coherently driven two-level system. (a) Schematic of a two-level system driven with a pulse Ω(t).
(b) Probability of emission of a single photon P0,g(∞) and of no emission P1,g(∞) from a two-level system driven by a short
pulse (γTP = 0.2) as a function of the pulse area. (c) Time dependence of the probabilities P0,g, P1,g, P0,e and P1,e for a
two-level system driven by a long pulse (γTP = 2 and Ω0 = 5γ). (d) Space-time dependence of the propagator matrix elements
corresponding to a single photon in the waveguide (dotted line is the light line x = τ).
Figure 4(c) shows the transmission spectrum of the two-level system with and without the coherent drive — the driven
two-level system clearly shows a suppression in transmission. Intuitively, this is a consequence of the coherent pulse
transferring the two-level system into its excited state when the single-photon pulse arrives at the two-level system,
thereby resulting in low transmission into the output waveguide. Figure 4 shows the dependence of the transmission
of the two-level system for a resonant input single-photon wave-packet (δ0 = 0) on the length of the coherent drive TP .
Again, we see a signature of the rabi-oscillation in the transmission — the probability of the two-level system being
in the excited state oscillates with the input pulse, and this oscillation translates to the oscillation in the transmission
of the driven two-level system.
B. Lambda system
As our next example, we consider a coherently driven three-level lambda-system. This system has two ground states,
denoted by |g1〉 and |g2〉, and one excited state, denoted by |e〉. The Hamiltonian for this system is given by:
Hsys = δe |e〉 〈e|+ δ12 |g1〉 〈g1|+ Ω(t)(σ1 + σ†1) (70)
where σi = |gi〉 〈e| is the operator that annihilates the excited state |e〉 to the ground state |gi〉, δe is the detuning of
the frequency difference between |e〉 and |g2〉 from the frequency of the coherent drive, δ12 is the frequency difference
between the states |g2〉 and |g1〉, and Ω(t) is the amplitude of the coherent drive which we again assume to be a
rectangular pulse as given by Eq. 65.
We first analyze photon emission from this driven lambda system — the lambda system is assumed to couple to a
single waveguide through an operator
√
γσ2, with it being in the ground state |g1〉 and the waveguide being in the
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FIG. 4. Scattering of a single-photon wave-packet from a coherently driven two-level system. (a) Schematic of a coherently
driven two-level system coupled to an input and output waveguide. (b) Single-photon scattering matrix for the driven and
undriven two-level system. (c) Variation of the transmission of the coherently driven two-level system with the central frequency
δ0 of the input single-photon state. (d) Variation of the transmission of a coherently driven two-level system with the length of
the coherent drive for a resonant input single photon state (δ = 0). For (b) and (c), it is assumed that γTP = 4 and Ω0 = 5γ.
γ1 = γ2 = γ/2 and ∆x = 2.0/γ is assumed in all the calculations.
vacuum state at time 0 [Fig. 5(a)]. The probabilities of interest that we compute include the following:
P0,g1(τ) = | 〈vac; g1|UI(τ, 0) |vac; g1〉 |2, P0,e(τ) = | 〈vac; e|UI(τ, 0) |vac; g1〉 |2
P1,g2 =
∫
| 〈x; g2|UI(τ, 0) |vac; g1〉 |2dx (71)
Figure 5(b) shows the dependence of the probabilities of single photon emission and no emission as a function of the
pulse area for a short driving pulse – we again observe the expected rabi-oscillations in these probabilities. Fig. 5(c)
shows the time evolution of the probabilities defined in Eq. 71 for a long driving pulse — we clearly observe an
oscillation in these probabilities while the lambda system is being driven followed by emission of a single photon into
the waveguide. We note that for a lambda system, once a photon emission into the waveguide occurs, the lambda
system would necessarily transition to the state |g2〉, and will no longer be driven by Ω(t). As a consequence of
this structure of the lambda system, only a single photon can be emitted into the waveguide — this is numerically
validated in Fig. 5(c) from which it can be seen that P0,g1(∞) + P1,g2(∞) = 1. Figure 5(d) shows the propagator
matrix element | 〈x; g2|U(τ, 0) |vac; g1〉 |2 — we clearly see a stark difference from the corresponding matrix element
for a two-level system (Fig. 3) due to the system not interacting with the coherent pulse following the emission of a
photon into the waveguide.
As our final example, we analyze photon subtraction using a lambda system — the system under consideration is
shown in Fig. 6(a). A lambda system is coupled to an input waveguide through the operator σ1 and to an output
waveguide through σ2 to an output waveguide, with lambda system initially being in the state |g1〉. A single photon
is incident from the input waveguide which drives the system from |g1〉 to |e〉 to |g2〉, with the photon finally being
emitted into the output waveguide. For a lambda system with δ12 = 0 and the incoming photon being resonant with
the ground state to excited state transition, the incoming photon is completely transfered from the input waveguide to
the output waveguide. Subsequently, a photon incident from the input waveguide does not interact with the lambda
system, since the lambda system is now in the state |g2〉 which cannot be driven with an excitation from the input
waveguide. This allows the lambda system to be used as a photon subtracter [33] — for a stream of spatially separated
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FIG. 5. Emission from a coherently driven three-level lambda system. (a) Schematic of the system being analyzed. (b)
Probability of emission of a single photon P1,g2(∞) and of no emission P0,g1(∞) from the lambda system driven by a short
pulse (γTP = 0.2) as a function of the pulse area. (c) Time dependence of the probabilities P0,g1 , P1,g2 and P0,e for a three-level
lambda system driven by a long pulse (γTP = 2 and Ω0 = 5γ). (d) Space-time dependence of the propagator matrix elements
corresponding to a single photon in the waveguide (dotted line is the light line x = τ). δ12 = 0 and δe = 0 are assumed in all
the simulations.
single photons incident on the lambda system, the lambda system would remove the first photon from the stream,
and transmit the rest. To numerically reproduce this effect, we consider the system to be in the following initial state:
|ψ(0)〉 =
∫
ψin(x1)a
†
x1,1
|vac; g1〉dx1, ψin(x1) = 1
(pi∆x2)1/4
exp
(
− (x1 + L)
2
2∆x2
)
(72)
where ∆x is its spatial extent of the incoming photon wave-packet and L is the distance of the center of the wave-
packet from the lambda system at t = 0. The state of the system at t = τ can then be expressed in terms of the
propagator matrix elements:
|ψ(τ)〉 =
∫
〈vac; e|U(τ, 0) |{x′1, 1}; g1〉ψin(x′1)dx′1
+
∫ ∫
〈{x1, 1}; g1|U(τ, 0) |{x′1, 1}; g1〉ψin(x′1)a†x,1 |vac; g1〉dx′1dx1
+
∫ ∫
〈{x2, 2}; g2|U(τ, 0) |{x′1, 1}; g1〉ψin(x′1)a†x,2 |vac; g2〉dx′1dx2. (73)
The probabilities of interest, denoted by Pe, P1,g1 and P2,g2 , that we simulate for this system are defined by:
Pe(τ) = | 〈vac; e|ψ(τ)〉 |2, P1,g1 =
∫
| 〈{x1, 1}; g1|ψ(τ)〉 |2dx1 and P2,g2 =
∫
| 〈{x2, 1}; g2|ψ(τ)〉 |2dx2. (74)
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FIG. 6. Scattering of a single-photon wave-packet from a three-level lambda system. (a) Schematic of the system being
analyzed. (b) Time dependence of the probabilities Pe, P1,g1 and P2,g2 for a three-level lambda system excited by an incident
single-photon state. (c) Space-time dependence of the single-photon component of the system state in both the input and
output waveguides. γ1 = γ2 = γ/2, ∆x = 2/γ and δe = δ12 = 0 is assumed in all the simulations.
Figure 6(b) shows the time evolution of these probabilities — clearly, the lamba-system transitions from initially
being in |g1〉 to the excited state |e〉 and then to |g2〉 with photon transfering from the input to the output waveguide.
However, we note that the photon wave-packet is not completely transmitted into the second waveguide, which is
a consequence of wave-packet having a finite spread in frequency, and therefore not being completely resonant with
the lambda system. Figure 6(c) shows the space-time dependence of the single-photon wave packet in the input and
output waveguides — clearly, the initial wave-packet propagates along the input waveguide till it reaches the lambda
system at x = 0 and then transmits to the second waveguide.
V. CONCLUSION AND OUTLOOK
We have completely described the unitary propagator for a composite quantum network comprising waveguides and
a low-dimensional system. Our method is strongly connected to the linearity of the waveguide dispersions and the
Markovian coupling approximation. This linearity allows us to always express the initial (time τ−) and final (time τ+)
waveguide states in terms of Heisenberg field operators. As a result, we are able to use the input-output boundary
conditions to arrive at an expression between the states in terms of system Heisenberg operators only. The culminating
expectations are with respect to vacuum states, otherwise known as a Green’s functions. These Green’s functions can
be expressed entirely in the Hilbert space of system operators, which we showed by coarse-graining the waveguides’
spatial dimensions. Hence, our expression proves tractable for many systems of interest and provides insight into the
connections between input-output theory, scattering matrices, and propagators for Markovian open-quantum systems.
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