1. Introduction. It is the object of this paper to establish several theorems suggested by a certain theorem due to Hardy.* Hardy's theorem need not be stated here since it is a special case of Theorem 1 of this paper.
We are concerned with the infinite series
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( We shall understand in both theorems that s=<r-\-ir approaches zero over a point set lying within an angle with vertex at the origin such that | am s\ S a < w/2.
Theorem 1 reduces to Hardy's theorem for the case that v n =\ n . We observe further that the restriction that v n +i -z> n ->0 as n-* oo of Hardy's theorem has been eliminated in Theorem 1.
Theorem 2 eliminates the initial restriction of Theorem 1 and thus affords a regulation inclusion theorem. Theorem 2 recalls the following theorem previously established by the author, f THEOREM 3. The Dirichlet's series definitions of summahility include (C, r) summahility provided that v n is a logarithrnico-exponential function of n which tends to infinity with n hut not as slowly as log n nor faster than n A , where A is any positive constant however large.
This theorem is at once slightly more general and slightly less general than Theorem 2. To understand this apparent contradiction we need to make use of the following theorem due to Hardy. % (v, r) to the sum U. Some examples of the equivalence and inclusion* relations implied by this theorem are (log 8 n, 1) 3 (log 2 n, 1) 3 (log n, l)«([log n]\ 1) D {n, 1) (2.1) -(C, 1) *> (»', 1) « (» log », 1) D (*», 1), r > 0, fi > 1.
Incidentally, summability (k n , 1), for k>l 9 is equivalent to convergence, f
It is also pertinent to this discussion that none of the (X, 1) methods can include summability (C, r) for r>\.% On the other hand, it follows from an example given by Hardy § that summability (C, r), for r arbitrarily large, cannot include summability (log n, 1).
It follows as a result of Theorem 3 that all of the Dirichlet's series methods of summation which include (C, r) summability include all of the (X, 1) methods equivalent to (C, 1) summability. Theorem 2 involves a wider class of (X, 1) methods than Theorem 3 but implies nothing as to (C, r) summability for r>\.
The particular method of Riesz means, summability (log n, 1), has been designated as logarithmic summability ,|| and has been the source of a number of investigations relating to the summability and convergence of slowly oscillating series. Thus, it is of especial interest that Theorem 2 affords a means of exhibiting a class of Dirichlet's series methods of summation which include summability (log n, 1). This result is expressed in the following corollary to Theorem 2.
COROLLARY. The Dirichlet's series methods of summation include summability (log n, 1) provided that v n is a logarithmico-exponential function of n which tends to infinity with n but not as slowly as log n nor faster than (log n)
A , where A is any positive constant however large.
3. Proofs of Theorems 1 and 2. The proofs of Theorems 1 and 2, which for the present are carried simultaneously, are based on several theorems due to Hardy and Riesz to which we shall refer as the occasion arises.
* We understand AdB to mean that every series summable by a method A is also summable by a method B to the same limit, or that the method B includes the method A. Further, we interpret A~B to mean that the two methods are equivalent, that is, each method includes the other. co ^ lim sup (2 log n)/v n .
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In order that <r 0 ^0, in which case (3.1) will converge in the right half of the s-plane, it is sufficient that v n tend to infinity faster than log n. The argument used to complete the proof of Theorem 2 is the same as the one used above in connection with Theorem 1.
Notice that if {v n +i -v n } is not a null sequence, then v n tends to infinity faster than log n. This eliminates the extra restriction used in the proof of Theorem 1. Most of the present note is concerned with decompositions of the foregoing type and considers the case in which one of the 2)?*, say 9D?i, is composed of a single solution, that is, of a set of functions % ' ' ' y Jn contained in the underlying field. We shall examine, for this special case, the structure of the ideal Si. Details will be given only for the case of a single unknown ; the extensions to several unknowns are too obvious to require explicit mention. It will suffice, furthermore, to treat the case in which TOi is composed of the solution y = 0.
In §9, we consider a problem closely related to the theorem of decomposition stated above.
1. On the structure of Si. Let S be an ideal of forms in the unknown y. Let 3^ = 0 be an essential irreducible manifold for S. Let S be the product of Si and S 2 where Si has y = 0 as its manifold and S 2 does not admit ;y = 0 as a solution. Let p be a positive integer such that y p is contained in Si.
