The question whether or not the sum of two maximal monotone operators is maximal monotone under Rockafellar's constraint qualification -that is, whether or not "the sum theorem" is true -is the most famous open problem in Monotone Operator Theory. In his 2008 monograph "From Hahn-Banach to Monotonicity", Stephen Simons asked whether or not the sum theorem holds for the special case of a maximal monotone linear operator and a normal cone operator of a closed convex set provided that the interior of the set makes a nonempty intersection with the domain of the linear operator.
Introduction
Throughout this paper, we assume that X is a Banach space with norm · , that X * is its continuous dual space with norm · * , and that ·, · denotes the pairing between these spaces. Let A : X ⇉ X * be a set-valued operator (also known as multifunction) from X to X * , i.e., for every x ∈ X, Ax ⊆ X * , and let gra A = (x, x * ) ∈ X × X * | x * ∈ Ax be the graph of A. Then A is said to be monotone if (1) ∀(x, x * ) ∈ gra A ∀(y, y * ) ∈ gra A x − y, x * − y * ≥ 0, and maximal monotone if no proper enlargement (in the sense of graph inclusion) of A is monotone. Monotone operators have proven to be a key class of objects in modern Optimization and Analysis; see, e.g., the books [6, 10, 15, 16, 14, 19] and the references therein. (We also adopt standard notation used in these books:
Given a subset C of X, int C is the interior, C is the closure, bdry C is boundary, and span C is the span (the set of all finite linear combinations) of C. The indicator function ι C of C takes the value 0 on C, and +∞ on X C. Given f :
Now assume that A is maximal monotone, and let B : X ⇉ X * be maximal monotone as well. While the sum operator A + B : X ⇉ X * : x → Ax + Bx = a * + b * | a * ∈ Ax and b * ∈ Bx is clearly monotone, it may fail to be maximal monotone. When X is reflexive, the classical constraint qualification dom A ∩ int dom B = ∅ guarantees maximal monotonicity of A + B, this is a famous result due to Rockafellar [13, Theorem 1] . Various extensions of this sum theorem have been found, but the general version in nonreflexive Banach spaces remains elusive -this has led to the famous sum problem; see Simons' recent monograph [16] for the state-of-the-art.
The notorious difficulty of the sum problem makes it tempting to consider various special cases. In this paper, we shall focus on the case when A is a linear relation and B is the normal cone operator N C of some nonempty closed convex subset C of X. (Recall that A is a linear relation if gra A is a linear subspace of X × X * , and that for every x ∈ X, the normal cone operator at x is defined by [7] for further information on linear relations.) If A : X ⇉ X * is at most single-valued (i.e., for every x ∈ X, either Ax = ∅ or Ax is a singleton), then we follow the common slight abuse of notation to identify A with a classical operator dom A → X * . We thus include the classical case when A : X → X * is a continuous linear monotone (thus positive) operator. Continuous and discontinuous linear operators -and lately even linear relations -have received some attention in Monotone Operator Theory [1, 2, 4, 5, 11, 17, 18] because they provide additional classes of examples apart from the well known and well understood subdifferential operators in the sense of Convex Analysis.
On page 199 in his monograph [16] from 2008, Stephen Simons asked the question whether or not A + N C is maximal monotone when A : dom A → X * is linear and maximal monotone and Rockafellar's constraint qualification dom A ∩ int C = ∅ holds. In this manuscript, we provide an affirmative answer to Simons' question. In fact, maximality of A + N C is guaranteed even when A is a maximal monotone linear relation, i.e., A is simultaneously a maximal monotone operator and a linear relation.
The paper is organized as follows. In Section 2, we collect auxiliary results for future reference and for the reader's convenience. The main result (Theorem 3.1) is proved in Section 3. 
Auxiliary Results
(2) ( f + g) * (z * ) = f * (y * ) + g * (z * − y * ).(3) F A : X × X * → ]−∞, +∞] : (x, x * ) → sup (a,a * )∈gra A x, a * + a, x * − a,: X × X * → X : (x, x * ) → x.
Fact 2.4
Let A : X ⇉ X * be a monotone linear relation, and set
Then q A is single-valued, convex, and nonnegative; in fact, for x and y in dom A, and λ ∈ R, we have
Proof. This is a consequence of [5, Proposition 2.2(iv) and Proposition 2.3]. While the results there are formulated in a reflexive Banach space, the proofs carry over verbatim to the present general Banach space setting.
Lemma 2.5 Let C be a nonempty closed convex subset of X such that int C = ∅. Let c 0 ∈ int C and suppose that z ∈ X C. Then there exists
Because z / ∈ C, λ > 0. We now show that λc 0 + (1 − λ)z ∈ bdry C. Assume to the contrary that
∈ bdry C, we also have λ < 1.
The following useful result is a variant of [3, Theorem 2.14].
Lemma 2.6
Let A : X ⇉ X * be a set-valued operator, let C be a nonempty closed convex subset of X, and let (z, z * ) ∈ X × X * . Set
Then (z, z * ) is monotonically related to gra(A + N C ) if and only if
Proof. "⇒": Since gra I C ⊆ gra N C , it follows that gra(A + I C ) ⊆ gra(A + N C ); consequently, (z, z * ) is monotonically related to gra(A + I C ). Now assume that a ∈ dom A ∩ C, and let a * ∈ Aa. Then (a,
is a cone, it follows that z − a, N C (a) ≤ 0 and hence z ∈ a + T C (a). "⇐": Assume that a ∈ dom A ∩ C. Then Aa = (A + I C )a, which yields z − a, Aa − z * ≤ 0, and also z − a ∈ T C (a), i.e., z − a, N C (a) ≤ 0. Adding the last two inequalities, we obtain z − a, Aa Proof. Let (z, z * ) ∈ X × X * and suppose that (10) (z, z * ) is monotonically related to gra(A + N C ).
It suffices to show that
We start by setting
If (x, x * ) ∈ dom f , then (x, x * ) ∈ gra A and x ∈ C; hence x * ∈ (A + N C )x and thus (x, x * ) ∈ gra(A + N C ). In view of (10) and (12), we deduce that 0 ≤ inf f (X × X * ) = − f * (0, 0). Hence
Now let q A be as in Fact 2.4. Since gra A is linear and hence convex, it follows from Fact 2.4 that the function
is convex. Then
and let c * 0 ∈ Ac 0 . Then (c 0 , c * 0 ) ∈ gra A ∩ (int C × X * ) = dom g ∩ int dom ι C×X * , and ι C×X * is continuous at (c 0 , c * 0 ). By Fact 2.1 (applied to g and ι C×X * ), there exists (y * , y * * ) ∈ X * × X * * such that
On the other hand, (12) , (14) , and (15) z) ), which, using (13), yields in particular
Combining (17) with (18) 
