(c) if n = 4 then G is the tetrahedral group.
(d) if n = 6 then G is the octahedral group.
(e) if n = 12 then G is the icosahedral group.
The list of conjugacy classes of algebraic subgroups of s1(2, Qc~) appearing in above theorem is well known tO be exhaustive. The Kovacic's algorithm for the calculation of an algebraic solution u uses algebraic extensions of Q of arbitrary degree. In [B92] a "rational" version of the Kovacic algorithm is indicated for n = 2. In this paper we want to proof the following rationality result. give a description of a splitting homo-
Then we define the group homomorphism
It is easily seen that su is a Q(z) -linear automorphism of QC*((z -cr)) and that sa and & commute. It follows that the coefficients of P are in Q(z).
In section 4 we will see that in the tetrahedral case In stead of using the splitting, one can lift any ele-
to a differential automorphism of 
Examples of the quadratic extension
We will show that for n = 1 and G the multiplicative group or a finite cyclic group of order > 2 and n = 4
and G is the tetrahedral group any quadratic extension K of Q does occur.
G is the multiplicative
group Gm or a finite cyclic group of order > 2. Let the field K be given as
where A2 E Z is a square free integer The explicit expression for r is withd=d10rd=d2 and\ =-$.
We refer to [BD79], theorems 3.4 and 3.7, for the statement above and we note that the 'uniqueness of the pullback' claimed in theorem 3.7 does not hold in the tetrahedral case because O*LR = LR.
In the other two cases (with octahedral or icosahedral group) the uniqueness of the pullback is valid.
Let~be @l or +2. Let Ul, ,.., us be the eight so. We come now to the construction of the example.
Fix a field K = Q(J), where A2 e Z is a square free integer (# O, 1), Let~: Q'~(z) e Qc~(t) be the Qci-linear field isomorphism given by z w 2 m"
We note that ( 3. K = Q in all other cases.
Proo&
The method of the proof in section 2 carries over for order 3 equations, Assume that the Riccati equation has at least one algebraic solution.
We distinguish three cases.
(1) G is a reducible group. We will restrict ourselves to the worst case and leave the other cases to the reader. Suppose that the vectorspace of solutions of the third order linear differential equation decomposes into a direct su~m of three one dimensional G-stable subspaces and suppose that the corresponding Riccati equation has exactly three solutions U1, U2, U3 E QC' (t). Then i% permutes these three solutions for all a G Gai(QC~/Q).
We conclude that U1, U2, U3~K(%), where K c Qc~is a field such that Ga~(K/Q) is isomorphic to a subgroup of S3 a,nd [K : Q] < 6. A rather trivial example is the following: The 'only' relation satisfied by VI, y2, y3 over the field QC~(Z) is yl y2y3 = 1. The differential Galois group is therefore a maximal torus in S'L(3, QC~) and there are precisely three solutions of the Riccati equation, namely al, CX2, a3. This shows that K = Q(al, aq) is the slmallest possible field such that the rational solutions of the Riccati equation are in II(z). Remark. In theorem (5.3) we have for simplicity given a formulation with Q as field of constants. The remarks of section 3 for the order 2 equations apply also to order 3 equations.
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