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THE AUSLANDER-GORENSTEIN PROPERTY FOR Z-ALGEBRAS
I. G. GORDON AND J. T. STAFFORD
Abstract. We provide a framework for part of the homological theory of Z-algebras and their gen-
eralizations, directed towards analogues of the Auslander-Gorenstein condition and the associated
double Ext spectral sequence that are useful for enveloping algebras of Lie algebras and related
rings. As an application, we prove the equidimensionality of the characteristic variety of an irre-
ducible representation of the Z-algebra, and for related representations over quantum symplectic
resolutions. In the special case of Cherednik algebras of type A, this answers a question raised by
the authors.
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1. Introduction
1.1. Throughout the paper, all rings will be algebras over a fixed base field k. An unadorned
tensor product ⊗ will denote a tensor product over k. A lower triangular Z-algebra is a Z-bigraded
associative algebra
S =
⊕
0≤q≤p∈Z
Sp,q
with matrix-style multiplication and where each non-zero Sq,q is a noetherian, unital algebra and
the Sp,q are finitely generated modules over both Sp,p and Sq,q.
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These algebras are important in noncommutative algebraic geometry – see, for example, [SV] or
[VdB]. They are also useful in geometric representation theory, including in the study of rational
Cherednik algebras [GS1, GS2], deformed preprojective algebras [Bo, Mu], finite W -algebras [Gi]
and deformations of conical symplectic singularities [BPW]. In applications, the Z-algebra provides
an effective way to relate the representation theory of the given algebra to the geometry of a
resolution of singularities for its associated graded ring: indeed, the Z-algebra can be regarded as
a quantization of that resolution. In the above examples, the Z-algebras quantize Hilbert schemes
of points on the plane, minimal resolutions of Kleinian singularities, resolutions of Slodowy slices
and, most generally, symplectic resolutions of conical symplectic singularities, respectively.
What is missing, and what is provided in this paper, is a suitable homological machine to relate
the commutative and noncommutative theories. Our aim is show how the Auslander-Gorenstein
condition and the related double Ext spectral sequence, that are so useful for enveloping algebras
and related rings, can be generalised to work for Z-algebras. As an application we generalize
Gabber’s equidimensionality result to Z-algebras.
1.2. To explain our results in more detail, we need some notation. Write S0,0-mod for the category
of noetherian left S0,0-modules, S-grmod for the category of noetherian left S-modules and S-qgr
for the quotient category of S-grmod modulo the bounded modules. Let πS : S-grmod → S-qgr
be the natural projection. If the Sp,q are (Sp,p, Sq,q)-progenerators, we say that S is a Morita
Z-algebra. In this case, for any q ≥ 0, there is an equivalence of categories Sq,q-mod ∼−→ S-qgr
given by Φ :M 7→ πS(S∗,q ⊗Sq,q M), where S∗,q =
⊕
p≥q Sp,q.
We assume that there is a filtration F on S such that the associated graded algebra grF S =⊕
grF Sp.q = ∆(R). Here, ∆(R) =
⊕
∆(R)p,q is the Z-algebra associated to some finitely generated
commutative graded algebra R =
⊕
Rn by defining ∆(R)p,q = Rp−q for all p ≥ q. There are natural
equivalences ∆(R)-qgr ≃ R-qgr ≃ Coh(X), for X = Proj(R). If M ∈ S00-mod has a good filtration
F , then M = Φ(M) is naturally filtered and has associated graded sheaf grF M ∈ Coh(X). The
characteristic variety Char(M) ⊆ X of M (or of M) is then the support of grF M.
1.3. If, for example, S0,0 = Uλ is the spherical subalgebra of a rational Cherednik algebra of
type A – see Subsection 9.8 for the definitions – then S is defined by setting Sp,p = Uλ+p, with
a canonical choice of (Uλ+p, Uλ+q)-bimodules Sp,q. In this case S is a Morita Z-algebra whenever
Re(λ) ≥ 12 . Moreover, X = Hilbn(C2) is the Hilbert scheme of n points on the place and the natural
map X → Y = Spec(R0) is a resolution of singularities of the quotient variety (Cn × Cn)/Sn, see
Section 9 or [GS1] for more details. The structure ofChar(M) is complex: whenM is an irreducible
Uλ-representation from category O it has irreducible components parametrized by partitions of n,
see [GS2, Section 6].
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1.4. This motivates the question, raised in [GS2] and again in [Rq1] and answered here, of whether
Char(M) is equidimensional for simple S0,0-modules M . To answer this question we follow Gab-
ber’s proof for unital algebras, as described in [Le]. This uses the notion of a filtered Auslander-
Gorenstein algebra U and the convergent spectral sequence
ExtpU (Ext
q
U (M,U), U)⇒ Hp−q(M) =


M if p = q
0 otherwise.
In order to generalise this spectral sequence to Z-algebras, we need extra conditions. Suppose
now that S =
⊕
p≥q≥0 Sp,q and T =
⊕
p≥q≥0 Tp,q are two filtered Z-algebras with S0,0 = T
op
0,0. We
say that qS is a good parameter for S if S≥λ =
⊕
p≥q≥qS
Sp,q is a Morita Z-algebra. We consider
the following hypotheses.
(H1) There exists a good parameter qS for S.
(H2) grS ∼= ∆(R) where R = ⊕n≥0Rn is a finitely generated commutative domain satisfying
RmRn = Rm+n for all m,n ≥ 0.
(H3) Conditions (H1) and (H2) hold for T with qS = qT . Furthermore, under the tensor product
filtration defined in Notation 4.1, gr(Sp,0 ⊗S0,0 Tq,0) ∼= Rp+q for all p, q ≥ qS.
(H4) X = Proj(R) is Gorenstein, Spec(R0) is normal, and the canonical morphismX → Spec(R0)
is birational.
1.5. As we will describe in 1.7 there are a number of important examples of Z-algebras arising in
geometric representation theory that satisfy these hypotheses. For these algebras the main results
of the paper culminate in the following theorem, which summarises Theorems 7.5 and 8.3.
Theorem. Suppose that S and T are Z-algebras that satisfy Hypotheses (H1–H4).
(1) There exists a module X ∈ (S ⊗ T )-qgr such that, for M ∈ S-qgr, there is a convergent
spectral sequence
EXT pT (EXT qS(M,X ),X )⇒ Hp−q(M) =


M if p = q
0 otherwise.
(2) If M∈ S-qgr and N is a T -submodule of EXT qS(M,X ), then EXT pT (M,X ) = 0 for p < q.
(3) If Φ(M) ∈ S-Qgr is irreducible for some M ∈ Sq,q-mod, then Char(M) is equidimensional.
1.6. Let us explain some of the undefined terms in this theorem, and the significance of the hy-
potheses (H1–H4). First, EXT is the analogue for S-qgr of sheaf Ext and is defined in Definition 3.2.
Part (2) of the theorem is then the natural analogue of the Auslander-Gorenstein condition for Z-
algebras. Given the earlier discussions, conditions (H1), (H2) and (H4) are natural and so it is only
the requirement of an auxiliary algebra T and the description of X that require explanation.
The problem comes in generalizing Extp(M,U). One choice is to consider A = EXT p(M, S) =⊕
n Ext
p
S(M, S∗,n). There are two problems here. First, one really wants to take the image of
this module in a quotient category qgr. However, finitely generated right S-modules are bounded
and so qgr-S = 0 (see 2.6)! Thus one does need an auxiliary algebra T . For example, A is
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naturally a right module over the upper triangular Z-algebra S∗ =
⊕
0≤q≤p S
∗
p,q, where S
∗
p,q =
HomSq,q (Sp,q, Sq,q). For more technical reasons T = S
∗ does not work; basically because one would
then need gr(S∗p,q) ⊗ gr(Sp,q) = gr(Sq,q) for p ≥ q, and this essentially never holds. Fortunately,
in all the standard examples there is a natural candidate for T . For example given the Cherednik
algebra as in 1.3, where S is defined in terms of the sequence of algebras Sp,p = Uλ+p, the algebra
T is defined by moving in the “opposite” direction: Tp,p = U
op
λ−p. The module X is now the image
in (S ⊗ T )-qgr of the natural S ⊗ T -bimodule S∗,0 ⊗S0,0 T∗,0.
1.7. The hypotheses (H1–H4) hold for the example of rational Cherednik algebras and Hilbert
schemes, thanks mostly to [GGS]. In Proposition 9.6, we show that they also hold for the Z-algebras
constructed in [BPW]. These algebras are attached to C∗-equivariant symplectic resolutions of
singularities X → Y , where Y is an irreducible affine symplectic singularity with a C∗-action that
both attracts to a unique fixed point and scales the given symplectic form ω by t · ω = tmω for all
t ∈ C∗ and some m > 0. Examples include:
• The minimal resolution M→M0 = C2/Γ for a finite subgroup Γ ⊆ SL(2,C) of type A;
• X = Hilbn(M) and Y = Symn(M0) with M and M0 as above;
• The Springer resolution T ∗(G/B)→ N . More generally, one takes X = T ∗(G/P ), where P
is a parabolic subgroup of the reductive algebraic group G and Y is the affinization of X;
• Various Nakajima quiver varieties and their affinizations.
In these examples, the Z-algebra is constructed from a C∗-equivariant deformation quantization of
X depending on λ ∈ H2(X,C) and a very ample line bundle L on X. The characteristic variety
can be interpreted, in this case, in terms of the deformation quantization.
1.8. It may be worth noting that we do not require X → Spec(R0) in (H4) to be a resolution
of singularities. So it makes sense to try to apply Theorem 1.5 in the case which arises from the
minimal model programme, namely when the morphism X → Y is crepant with X Q-factorial and
terminal.
1.9. Outline of the paper. The natural generality for the results of this paper are for algebras
indexed by Zn × Zn for n ≥ 1. Following [Gi] we call them directed algebras; this generality
has appeared for [Gi] and [Mu] and has potential applications for other, more general symplectic
reflection algebras. The essentials of directed algebras, combined with basic results about their
Ext groups, filtrations and associated graded modules are given in Sections 2, 3 and 4. The
analogue of dualizing and the spectral sequence relating the cohomology of a module to that of
its associated graded module appears in Section 5. This is used in Section 7 to prove parts (1)
and (2) of Theorem 1.5. The analogue of Gabber’s theorem, Theorem 1.5(3), is then proved for
general directed algebras in Section 8. The application of the theorem to a number of different
quantizations of symplectic singularities, including Cherednik algebras, is given in Section 9.
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2. Directed algebras.
2.1. As remarked in the introduction, the results in this paper work for more than just Z-algebras,
and so in this section we provide the relevant definitions and basic results.
Let Λ be a submonoid of a finitely generated free additive abelian group G(Λ) such that Λ
generates G(Λ) and Λ ∩ −Λ = {0}. For λ, µ ∈ G(Λ) we write λ ≥ µ if λ − µ ∈ Λ. Note that if
µ1, . . . , µn ∈ G(Λ) then there exists λ ∈ Λ such that λ ≥ µi for each i, namely λ =
∑
µi.
Definition. A Λ-directed algebra is a Λ-bigraded k-algebra
S =
⊕
λ,µ∈Λ
Sλ,µ
such that each Sλ,λ is a k-algebra and multiplication is defined matrix style: Sλ,µSµ,τ ⊆ Sλ,τ and
Sλ,µSν,τ = 0 for µ 6= ν. We further assume that each Sλ,λ is unital, with unit 1λ, and that each
Sλ,µ is finitely generated and unital as a left module over Sλ,λ and as a right module over Sµ,µ.
The Λ-directed algebra S is called a lower Λ-directed algebra if Sλ,µ 6= 0 only if λ ≥ µ, respectively
an upper Λ-directed algebra if Sλ,µ 6= 0 only if λ ≤ µ.
2.2. Examples. There are three examples of Λ-directed algebras that will interest us.
(1) Let R =
⊕
λ∈ΛRλ be a Λ-graded k-algebra. Set Rλ = 0 for λ ∈ G(Λ) r Λ. Define a lower
Λ-directed algebra ∆(R) by ∆(R) =
⊕
λ,µ∈Λ∆(R)λ,µ where ∆(R)λ,µ = Rλ−µ.
(2) If S is an upper Λ-directed algebra, then its “transpose” Str is a lower Λ-directed algebra.
Formally Str =
⊕
(Str)λ,µ where (S
tr)λ,µ = Sµ,λ, with the opposite multiplication.
(3) If S is lower Λ-directed and T is lower Γ-directed, then S ⊗ T is lower (Λ× Γ)-directed.
In this paper we will only consider upper and lower directed algebras. By (2) it suffices to
consider only the latter case.
For the rest of this section we assume that S is a lower Λ-directed algebra.
2.3. Definition. A graded (left) S-module is a left S-module M =
⊕
λ∈ΛMλ with matrix style
multiplication Sλ,µMν = 0 for ν 6= µ and Sλ,µMµ ⊆ Mλ. Each Mλ is assumed to be a unital left
Sλ,λ-module.
The category of all such modules will be denoted S-Grmod, where the morphisms are the homo-
geneous S-homomorphisms. The category of graded right modules is denoted Grmod-S.
If S = ∆(R) as in Example 2.2(1), then ∆(R)-Grmod is the category of Λ-graded R-modules.
2.4. The category S-Grmod admits direct limits and these direct limits preserve exactness. More-
over the category has a set of distinguished objects parametrised by Λ,
(2.4.1) S∗,λ :=
⊕
τ∈Λ
Sτ,λ = S · 1λ.
The set {S∗,λ : λ ∈ Λ} generates the category S-Grmod: if M =
⊕
λ∈ΛMλ ∈ S-Grmod and m ∈ Mλ,
then 1λ 7→ m induces a unique homomorphism S∗,λ → M. It follows from [Ga, Chapitre II, §6,
The´ore`me 2] that every object of S-Grmod has an injective hull.
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Definition. S is called locally left noetherian if S∗,λ is noetherian in S-Grmod for all λ ∈ Λ. The
full subcategory of noetherian objects in S-Grmod will be denoted by S-grmod.
If R is a Λ-graded algebra, then ∆(R)∗,λ = R[−λ] where R[−λ]τ = Rτ−λ for all τ . So ∆(R)
is locally left noetherian if and only if R is left noetherian. In general, when S is locally left
noetherian, S-grmod is the subcategory of finitely generated modules.
2.5. As for unital graded algebras, it is natural to consider the quotient category of graded noe-
therian modules modulo the Serre subcategory of torsion modules.
Definition. An object M ∈ S-grmod is called torsion if there exists λ ∈ Λ such that Mτ = 0 for all
τ ∈ λ+Λ. An object M of S-Grmod is torsion if it is the direct limit of noetherian torsion objects.
We denote the corresponding full subcategories by S-tors and S-Tors respectively.
The category S-tors is a Serre subcategory of S-grmod and so we can form the quotient category
S-qgr = S-grmod/S-tors. If S is locally left noetherian (which is the main case of interest in this
paper) then S-Tors is a localising subcategory of S-Grmod, [Ga, Chapitre III, §3, Corollaire 1] and
so we can form the quotient category S-Qgr = S-Grmod/S-Tors. By [Ga, Chapitre III, §1&2], S-Qgr
has an exact quotient functor πS : S-Grmod → S-Qgr whose right adjoint is the section functor
σS : S-Qgr→ S-Grmod.
2.6. Vorsicht! There is a substantial lack of symmetry in concepts from the last two subsections.
For example, if T is lower N-directed then every graded noetherian right T -module is torsion.
2.7. Shifting. Let S be lower Λ-directed. For λ ∈ Λ we define a new lower Λ-directed algebra by
S≥λ :=
⊕
µ,τ∈Λ
Sµ+λ,τ+λ.
We have shift functors
[λ] : S-Grmod −→ S≥λ-Grmod, [−λ] : S≥λ-Grmod −→ S-Grmod
defined as follows. Given M ∈ S-Grmod, set M[λ] = ⊕τ∈ΛM[λ]τ where M[λ]τ = Mλ+τ , while if
N ∈ S≥λ-Grmod set N[−λ] =
⊕
τ∈ΛN[−λ]τ where N[−λ]τ = Nτ−λ if τ ≥ λ and is zero otherwise.
It is immediate that N[−λ][λ] = N, whilst there is a short exact sequence
0 −→ M[λ][−λ] −→ M −→ C −→ 0
where Cτ = 0 for all τ ≥ λ and so C ∈ S-Tors. This has the following useful consequences.
Lemma. Let S be a locally left noetherian lower Λ-directed algebra.
(i) The functors [λ] and [−λ] induce equivalences of categories between S-Qgr and S≥λ-Qgr and
hence between the noetherian subcategories S-qgr and S≥λ-qgr.
(ii) Suppose that there exists λ ∈ Λ such that S≥λ = ∆(R) for some Λ-graded commutative
algebra R. Then S-Qgr and R-Qgr are equivalent categories. 
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2.8. Morita directed algebras. Let S be a lower Λ-directed algebra.
Definition. We call λ ∈ Λ a good parameter for S and S≥λ a Morita Λ-directed algebra provided:
(1) Sλ,λ is a noetherian ring;
(2) for all µ ≥ λ, tensoring with the (Sµ,µ, Sλ,λ)-bimodule Sµ,λ induces a Morita equivalence
between Sλ,λ-Mod and Sµ,µ-Mod;
(3) for any µ ≥ τ ≥ λ the multiplication map Sµ,τ ⊗Sτ,τ Sτ,λ −→ Sµ,λ is an isomorphism.
A routine application of Morita theory shows that if λ is good then so is any µ ≥ λ. If λ is a
good parameter and µ ≥ λ we write S∗µ,λ = HomSλ,λ(Sµ,λ, Sλ,λ) for the dual of Sµ,λ. By hypothesis
it is an (Sλ,λ, Sµ,µ)-bimodule that is projective on both sides.
2.9. A mild generalisation of [GS2, Lemma 5.5] or [Bo, Theorem 12] gives:
Proposition. Suppose that S is a locally left noetherian lower Λ-directed algebra and suppose
that λ is good. Then there exists an equivalence of categories Ψ : Sλ,λ-Mod
∼−→ S-Qgr given by
M 7→ πS
((⊕
τ Sτ+λ,λ ⊗Sλ,λ M
)
[−λ]) . It restricts to an equivalence between Sλ,λ-mod and S-qgr.
Proof. We first claim that the functor Ψ′ : M 7→ ⊕τ Sτ+λ,λ ⊗Sλ,λ M provides an equivalence
Sλ,λ-Mod
∼−→ S≥λ-Qgr. This follows from the cited references, after the following minor mod-
ifications. First, they only deal with the N-directed case, but the proof extends trivially. Second,
those papers only prove the result at the level of noetherian objects. This implies the general case
since the functor is defined on all modules and, by the Morita equivalence, it commutes with direct
limits.
The equivalence S≥λ-Qgr
∼−→ S-Qgr and hence the proposition now follow from Lemma 2.7. 
2.10. Remark. The functor Φ inverse to Ψ, is easy to describe for noetherian objects. Specifically,
if M = πS
(⊕
µ∈ΛMµ
) ∈ S-qgr then Φ(M) = S∗µ,λ ⊗Mµ ∈ Sλ,λ-mod for any µ ≫ λ. The details
can be found in [GS2, Lemma 5.5].
3. Homological notions.
In this section we assume that S, T and S⊗T are, respectively, Λ-directed, Γ-directed and
(Λ× Γ)-directed. Each is assumed to be locally left noetherian.
3.1. Here, we introduce several homological concepts which are to be used throughout the paper.
In particular, we will find the appropriate analogues for directed algebras of a locally free sheaf and
of the dual functor HomA(−, A) over a unital ring A.
3.2. Definition. (i) Let N ∈ (S ⊗ T )-Grmod and γ ∈ Γ. Mimicking (2.4.1), set
N∗,γ =
⊕
λ∈Λ
Nλ,γ ∈ S-Grmod.
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(ii) For i ≥ 0, define a functor EXT iS-Qgr(−,N) : S-Qgr→ T -Qgr by
(3.2.1) EXT iS-Qgr(M,N) = πT
(⊕
γ∈Γ
ExtiS-Qgr
(M, πS(N∗,γ))
)
for M∈ S-Qgr.
To see that part (ii) of this definition makes sense, use 2.4 to pick an injective resolution I• of
N∗,γ . By [Ga, Corollaire 2, p.375] πS(I
•) is an injective resolution of πS(N∗,γ) and so this can be
used to calculate the Ext-groups in question. Moreover for any t ∈ Tγ1,γ2 left multiplication by t
induces a morphism t · : N∗,γ2 → N∗,γ1 in S-Grmod and hence in S-Qgr. This morphism provides
the direct sum in (3.2.1) with the required structure of a graded left T -module.
3.3. We can modify the above definition, replacing N ∈ S ⊗ T -Grmod with N ∈ S ⊗ T -Qgr, by
setting
(3.3.1) EXT iS-Qgr(M,N ) = EXT
i
S-Qgr(M, σS⊗T (N )) for M ∈ S-Qgr.
In this definition note that the section functor σS⊗T : S ⊗ T -Qgr→ S ⊗T -Grmod is not necessarily
right exact, just as proper pushforward for quasi-coherent sheaves is not.
We need to check that this definition coincides with (3.2.1) when N = πS⊗T (N), and M is
noetherian.
Lemma. Assume that M ∈ S-qgr. Then for all i ≥ 0 and N ∈ S ⊗ T -Grmod there exists a natural
isomorphism in N
EXT iS-Qgr(M,N) ∼= EXT
i
S-Qgr(M, πS⊗T (N)).
Proof. Let Z ∈ S ⊗ T -Grmod be torsion; thus Z = lim
→
Z(j) where each Z(j) ∈ S ⊗ T -grmod has the
property that there exists (λj , γj) ∈ Λ × Γ such that Z(j)α,β = 0 for all α ≥ λj and β ≥ γj . The
first step of the proof will be to show that
(3.3.2) EXT iS-Qgr(M,Z) = 0 for any i ≥ 0.
Well,
EXT iS-Qgr(M,Z) ∼= πT
(⊕
γ∈Γ
ExtiS-Qgr(M, πS
(
Z∗,γ)
))
∼= πT
(⊕
γ∈Γ
ExtiS-Qgr
(M, lim
→
πS(Z(j)∗,γ)
))
∼= πT
( ⊕
γ∈Γ
lim
→
ExtiS-Qgr
(M, πS(Z(j)∗,γ))
)
∼= lim
→
πT
( ⊕
γ∈Γ
ExtiS-Qgr
(M, πS(Z(j)∗,γ))
)
.
Here the second and the last isomorphism hold since πS and πT commute with direct limits, [Ga,
p.378–9], while the third isomorphism holds because M is noetherian. But for any γ ≥ γj, the
object Z(j)∗,γ is S-torsion since (Z(j)∗,γ)λ = Z(j)λ,γ = 0 for all λ ≥ λj . Hence πS(Z(j)∗,γ) = 0
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and the T -module
⊕
γ∈Γ Ext
i
S-Qgr(M, πS(Z(j)∗,γ)) is torsion. Thus πT kills each such module and
(3.3.2) is proven.
Set N′ = σS⊗T (πS⊗T (N)). By [Ga, Proposition 3(2), p.371] there are graded S ⊗ T -modules
M ⊆ N and M′ ⊆ N′ such that (i) M and N′/M′ are torsion, and (ii) there exists an isomorphism
ψ : N/M
∼−→ M′. Now apply the functor EXT iS-Qgr(M,−) to the short exact sequences
0 −→ M −→ N −→ N/M −→ 0 and 0 −→ M′ −→ N′ −→ N′/M′ −→ 0.
Using the fact that πS and πT are exact, we get long exact sequences
· · · → EXT iS-Qgr(M,M)→ EXT
i
S-Qgr(M,N)→ EXT
i
S-Qgr(M,N/M)→ · · ·
and
· · · → EXT iS-Qgr(M,M′)→ EXT
i
S-Qgr(M,N′)→ EXT
i
S-Qgr(M,N′/M′)→ · · · .
By (3.3.2), it follows that
EXT iS-Qgr(M,N) ∼= EXT
i
S-Qgr(M,N/M) and EXT
i
S-Qgr(M,M′) ∼= EXT
i
S-Qgr(M,N′).
But ψ induces an isomorphism EXT iS-Qgr(M,N/M) ∼= EXT
i
S-Qgr(M,M′). Combining these three
isomorphisms gives the desired result. 
3.4. Acyclic sheaves. Assume that S00 = T
op
00 . We define
(3.4.1) XS⊗T = πS⊗T (S∗,0 ⊗S00 T∗0) = πS⊗T
(⊕
λ∈Λ,γ∈Γ
Sλ,0 ⊗S00 Tγ,0
)
∈ S ⊗ T -Qgr
and, for γ ∈ Γ, set
(3.4.2) Xγ = X∗,γ = πS(
⊕
ν
Sν,0 ⊗S0,0 Tγ,0) ∈ S-Qgr.
We will usually drop the subscript from XS⊗T as it will be clear from the context.
Definition. A module M ∈ S-qgr is called an acyclic sheaf, or more strictly an (S, T )-acyclic
sheaf, if EXT iS-Qgr(M, XS⊗T ) = 0 for all i > 0.
The significance of this definition is that the dual object HomS-Qgr(M, πS(S)) does not behave
well over a lower Λ-directed algebra S. Indeed, 2.6 implies that S is a torsion right S-module
and so πS(SS) = 0. This makes HomS-Qgr(M, πS(S)) useless in applications. As will be seen, an
appropriate replacement is the T -module HOMS-Qgr(M,XS⊗T ), for a suitable directed algebra T .
Now suppose that S = T = ∆(R) for a commutative Λ-graded algebra R for which X = Proj(R)
is smooth. If we identify S-qgr = Coh(X), then X is just ι∗OX under the diagonal embedding
ι : X −→ X ×X. Since ExtjX(M,OX ) can be calculated on affine patches, it follows that in this
case an acyclic sheaf is just a vector bundle on X.
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3.5. Proposition. Assume that S00 = T
op
00 . Let λ ∈ Λ be a good parameter for S and γ ∈ Γ a good
parameter for T .
(1) Sλ = πS(S∗,λ) is a projective object in S-Qgr. In particular, for all N ∈ S-Qgr and i > 0
we have ExtiS-Qgr(Sλ, N ) = 0 and so Sλ is an acyclic sheaf.
(2) Xγ ∈ S-qgr for any γ ∈ Λ. Consequently, X is noetherian as an object in (S ⊗ T )-Qgr.
Proof. (1) Under the equivalence of categories Sλ,λ-Mod
∼−→ S≥λ-Qgr defined in the proof of Propo-
sition 2.9, the projective object Sλ,λ is sent to
⊕
τ Sτ+λ,λ. On shifting by (−λ) we then get the
object whose µth component is Sµ,λ if µ ≥ λ and is zero otherwise. But on applying πS this is Sλ.
(2) By Proposition 2.9, again, the noetherianity of Xγ is equivalent to the noetherianity of
the Sλ,λ-module Sλ,0 ⊗S0,0 Tγ,0. This is noetherian since Tγ,0 is a finitely generated module over
S0,0 = T
op
0,0 and Sλ,0 is a finitely generated left Sλ,λ-module.
In order to prove that that X ∈ (S ⊗ T )-qgr, recall that Tµ,γ is a progenerator for all µ ≥ γ and
hence Xµ = πS(
⊕
α Sα,0 ⊗S0,0 Tµ,0) = πS
(
Tµ,γ ⊗Tγ,γ Xγ
)
for all such µ. Therefore,
X = πS⊗T
(⊕
ν
Xν
)
= πS⊗T
(⊕
µ≥γ
Xµ
)
= πS⊗T
(
T≥γ Xγ
)
.
By the above paragraph this is a noetherian object in S ⊗ T -Qgr. 
Further acyclic sheaves are provided by Theorem 7.4.
4. Filtrations.
4.1. In this section we discuss the basic properties of filtrations on directed algebras.
Notation. An N-filtration F •S on a lower Λ-directed algebra S will always be assumed to respect
the graded structure of S. Thus Fm(S) =
⊕
ν≥λ F
mSν,λ for all m ≥ 0. This ensures that the
associated graded object grF S has an induced lower Λ-directed algebra structure.
Suppose that A =
⋃
F iA is a filtered right module and that B =
⋃
F iB is a filtered left module
over some algebra U . Then the tensor product filtration on the vector space A ⊗U B is defined
by Fm(A ⊗U B) =
∑
j F
jA ⊗U Fm−jB for m ∈ N. Note that for a filtered algebra U =
⋃
F •U ,
the multiplication map µ : U ⊗ U → U is automatically filtration preserving in the sense that
µ
(
Fm(U ⊗ U)) ⊆ FmU when the left hand side is given the tensor product filtration.
4.2. Hypotheses. Given a lower Λ-directed algebra S with an N-filtration F •S, we assume
(H1) There exists a good parameter λS for S;
(H2) As Λ-directed algebras, grS ∼= ∆(R), where R =⊕λ∈ΛRλ is a finitely generated commu-
tative Λ-graded domain satisfying Rν ·Rν′ = Rν+ν′ for all ν, ν ′ ∈ Λ.
Given a second Λ-directed algebra T satisfying T op00 = S00, we also assume
(H3) Hypotheses (H1) and (H2) also hold for T with λS = λT . Furthermore, under the tensor
product filtration, gr(Sτ,0 ⊗S0,0 Tγ,0) = Rτ+γ for each τ, γ ≥ λS.
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Hypothesis (H2) ensures that S is locally left noetherian by the comments following Definition 2.4.
Similarly, the first part of Hypothesis (H3) ensures that T and S ⊗ T are locally left noetherian.
Therefore the underlying assumptions of Section 3 follow from these hypotheses.
The final part of Hypothesis (H2) guarantees that the nth graded piece grn(Sν,τ ) of grSν,τ satisfies
grn(Sν,τ ) =
∑
j≤n grj(Sν,ρ) grn−j(Sρ,τ ) for each n and ν ≥ ρ ≥ τ ∈ Λ. Thus (H2) implies that the
multiplication map µ is filtered-surjective in the sense that under the tensor product filtration
(4.2.1) µ(Fm(Sν,ρ ⊗Sρ,ρ Sρ,τ )) = Fm(Sν,τ ) for each m and ν ≥ ρ ≥ τ ∈ Λ.
4.3. Here are our conventions concerning filtrations on objects from Qgr.
Definition. A filtration on M∈ S-Qgr is a pair (M, F •) consisting of choice of a lift M ∈ S-Grmod
of M and a Z-filtration F • on M that is separated and exhaustive. We typically abuse notation
and denote such data by F •M. A filtration on M gives rise to the quasi-coherent sheaf grF M =
π
∆(R)
(grM) on X. A filtration preserving morphism between F •M and F •N is just a filtration
preserving morphism in S-Grmod between the given lifts M and N. It induces a morphism grF M→
grF N in R-Qgr. A good filtration on M ∈ S-Qgr is a filtration such that grF M∈ R-qgr.
Note that if G•M is another filtration ofM that agrees with F •M in high degree, then grF M =
grGM. The existence of a good filtration implies that M∈ S-qgr; conversely, any object of S-qgr
can be given a good filtration, thanks to the combination of Proposition 2.9 and [GS2, Lemma 2.5].
4.4. Assume that S satisfies Hypotheses (H1) and (H2) and write X = ProjR. For λ ≥ λS , recall
the module Sλ = πS(S∗,λ) from Corollary 3.5. Then the given filtration F
• on S provides induced
filtrations, again written F •, on S∗,λ and Sλ. We have grF Sλ
∼= πR(R[−λ]) = OX(−λ) as objects
in ∆(R)-qgr.
Definition. Let M ∈ S-Qgr have a good filtration F •M. We will say that an exact sequence
P• →M→ 0 is a filtered projective resolution of M in S-Qgr if the following hold.
(1) For some τ ≥ λS each Pr can be written Pr =
⊕
1≤j≤nr Sτ ǫjr
∼= S(nr)τ for some basis {ǫjr}.
(2) Give each S∗,τ the filtration induced from S, and give S∗,τǫjr the induced filtration G
•
by assigning ǫjr ∈ Gkjr for some kjr. Then the resolution P• → M is filtered and the
associated graded complex grG P• → grF M→ 0 is exact.
Note that in the second part of the definition grG Pr =
⊕
j OX(−τ)ǫjr.
4.5. We can form filtered projective resolutions in S-qgr.
Lemma. Let S satisfy Hypotheses (H1) and (H2) and suppose thatM∈ S-Qgr has a good filtration
(M, F •). Then M has a filtered projective resolution.
Proof. We will reduce the problem to a case where we can apply [GS2, Lemma 2.5(i)]. It does no
harm to replace M by M≥τ , for any τ ≥ λS, so we do. Now, by Proposition 2.9, S-Qgr ≃ Sτ,τ -Mod
and S≥τ is a Morita Λ-algebra.
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Let grF M be generated by
∑n
i=1 grF Mτi and pick τ ≥ λS , τ1, . . . , τn. By (H2) grF M≥τ is
generated by grMτ , so replacing M by M≥τ means that M is now generated by N = Mτ . The
multiplication map µν : Sν,τ ⊗Sτ,τ N → Mν is therefore surjective for all ν ≥ τ . If it is not an
isomorphism for some ν then Kerµν 6= 0. But as each Sα,ν is a progenerator, this would imply that
Kerµα 6= 0 for all α ≥ ν, contradicting Proposition 2.9. Hence each µν is an isomorphism.
Let F •N denote the induced filtration on N . We claim that each µν is a filtered isomorphism,
where the domain is given the tensor product filtration T • induced from the filtrations on Sν,τ and
N while the range is given the filtration F • induced from that on M. To see this, note that µν is
filtered by construction and so it is a filtered injection. That it is a filtered surjection for all ν is
equivalent to the fact that grF M is generated by grF N . This proves the claim. To summarise,
replacing M by some M≥τ , we can assume that its filtration is induced from that on N = Mτ .
Set U = Sτ,τ and apply the proof of [GS2, Lemma 2.5(i)]. This constructs a free U -module
Q =
⊕
Uǫi, with a filtration G
• defined by giving each ǫi some degree ki ≥ 0, for which there exists
a filtered surjection φ : Q։ N . Set P (ν) = Sν,τ ⊗U Q for ν ≥ τ and P = S∗,τ ⊗U Q =
⊕
ν≥τ P (ν)
with the tensor product filtration T •. As in [loc.cit] it follows that grT P
∼=⊕Rǫi is a free R-module
such that the induced map grφ : grT P→ grF M is also surjective.
Now repeat this procedure for N ′ = ker(φ), with the filtration induced from that of Q, and
iteratively obtain a filtered resolution Q• → N → 0 that satisfies all the usual properties of
filtered free resolutions of modules. Note that, as we are working with Sτ,τ -modules here, the
choice of τ stays fixed throughout this procedure. Finally, using Proposition 2.9, one sees that
S∗,τ ⊗Sτ,τ Q• → S∗,τ ⊗Sτ,τ Mτ → 0 is then the desired filtered projective resolution of M. 
4.6. Corollary. Let S and T satisfy Hypotheses (H1–H3) and pick M ∈ S-qgr and N ∈ S-Qgr.
(1) The groups Ext•S-Qgr(M,N ) can be computed as the cohomology groups RHomS-Qgr(P•,N )
for any filtered projective resolution P• →M→ 0.
(2) Define X = XS⊗T by (3.4.1). Then
EXT •S-Qgr(M, X ) = πT
(⊕
λ∈Λ
RHomS-Qgr
(P•, πS(S∗,0 ⊗S0,0 Tλ,0))
)
.
Proof. (1) Since everything can be computed in Sτ,τ -Mod for τ ≫ 0, this follows from Lemma 4.5.
(2) As the members of the projective resolution of M are noetherian, this follows from (1)
combined with Lemma 3.3. 
5. Dualising and associated graded modules.
Assume throughout this section that S and T are filtered, locally left noetherian Λ-directed
algebras that satisfy (H1–H3) from 4.2. Fix objects M,N ∈ S-qgr with good filtrations
(M, F •), respectively (N, G•), where M,N ∈ S-grmod. Set X = Proj(R).
5.1. In this section results on filtrations and associated graded modules for unital algebras are
generalised to directed algebras. This will culminate in a spectral sequence for the associated
graded groups of Ext groups; see Proposition 5.9 for the details.
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5.2. Recall from [Ga, p.365] that HomS-Qgr(M,N ) = lim
→
HomS-Grmod(M
′,N/N′), where M′ ⊆ M
and N′ ⊆ N are submodules for which M/M′ and N′ are torsion. Since M and N are both
noetherian, (N/N′)ν = Nν and M
′
ν = Mν for ν ≫ 0 and so any θ ∈ HomS-Qgr(M,N ) be-
longs to HomS-Grmod(M≥ν ,N≥ν) for ν ≫ 0. We therefore obtain a well-defined filtration Ψ• on
HomS-Qgr(M,N ) by
(5.2.1)
Ψm = ΨmHomS-Qgr(M,N ) = {θ ∈ HomS-Grmod(M≥ν ,N≥ν) such that
θ(F tM≥ν) ⊆ Gt+mN≥ν for all t ∈ Z and ν ≫ 0}.
5.3. Lemma. The filtration (5.2.1) is separated and exhaustive.
Proof. For β > α ∈ Λ and θ ∈ Hom(M≥α,N≥α), we will denote the image of θ in Hom(M≥β,N≥β)
by θ too. Given α ∈ Λ, define the usual exhaustive filtration Ψ•α on HomS-Grmod(M≥α,N≥α) by
Ψmα =
{
θ ∈ Hom(M≥α,N≥α) : θ(F tMβ) ⊆ Gt+mNβ for all β ≥ α and t ∈ Z
}
.
Since Ψmα ⊆ Ψmβ ⊆ Ψm, for all m and β ≥ α, it follows that Ψ is exhaustive. Thus it remains to
prove separability.
For θ ∈ Hom(M≥α,N≥α) write mα(θ) = min{m : θ ∈ Ψmα }. Since G• is good, there exists
α ∈ Λ such that grG(N)≥α = grG(N≥α) has zero torsion submodule; Tors(grG(N≥α)) = 0. Clearly
mβ(θ) ≥ mγ(θ) for any γ > β ≥ α and θ ∈ Hom(M≥β,N≥β), so the result will follow if mβ(θ) =
mγ(θ) always holds.
Suppose that r = mβ(θ) > mγ(θ) for some such γ, β and θ. Then we can find some β
′ ≥ β and
a ∈ F uMβ′ such that θ(a) ∈ Gu+rNβ′ r Gu+r−1Nβ′ . Replace β by β′ and γ by γ′ = max{β′, γ};
noting that we still have r = mβ(θ) > mγ(θ). Clearly xa ∈ F u+pMδ for any x ∈ F pSδ,β rF p−1Sδ,β
with δ ≥ γ and p ∈ Z. Since mδ(θ) ≤ mγ(θ) ≤ r − 1, it follows that xθ(a) = θ(xa) ∈ Gu+p+r−1Nδ .
But this implies that the principal symbol σθ(a) satisfies σ(x)σθ(a) = 0. In other words, we have
(∆(R)δ,β) · σ(θ(a)) = 0 for any δ ≥ γ. Thus σθ(a) ∈ Tors(grG(N≥α)) = 0, contradicting the choice
of α. This means that mγ(θ) = mβ(θ) for all γ > β ≥ α and hence that Ψ is separated. 
5.4. Any θ ∈ ΨmHomS-Qgr(M,N ) induces a mapping from F iMν/F i+1Mν to F i+mNν/F i+1+mNν
for all large enough ν and hence defines a homomorphism
(5.4.1) ΘM,N : grΨHomS-Qgr(M,N ) −→ Hom∆(R)-Qgr(grF M, grF N ) = HomX(grF M, grF N ).
It follows from the definition of the filtration Ψ that ΘM,N is injective. It is natural in both entries
in the category of filtered objects.
Lemma. Give Sν = πS(S∗,ν) the filtration induced from S. For large enough ν, depending on N
and its filtration, the map
Θ = ΘSν ,N : grΨHomS-Qgr(Sν ,N ) −→ Hom∆(R)-Qgr(grF Sν , grF N ) = H0(grF N ⊗OX(ν))
is an isomorphism.
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Proof. We have seen in 4.4 that grF Sν
∼= OX(−ν) as objects in ∆(R)-Qgr so the final equality in
the displayed equation follows. Since grF N is coherent, grF N ⊗OX(ν) has global sections grF Nν
for all ν ≫ 0. Given x ∈ F iNν the map χ : 1ν 7→ x defines an element of ΨiHomS-Qgr(Sν , N ).
Therefore, for ν ≫ 0 we have induced graded homomorphisms
grF Nν
grχ−→ grΨHomS-Qgr(Sν ,N ) Θ−→ Hom∆(R)-Qgr(grF Sν , grF N )
∼=−→ grF Nν
whose composition is the identity on grF Nν . It follows that Θ is surjective and so, by the comments
after (5.4.1), it is an isomorphism. 
5.5. Definition. Let X = XS⊗T be as defined in (3.4.1) and recall λS = λT from (H3). Define
M∨ = EXT 0S-Qgr(M, X ) = πT
(⊕
γ∈Λ
HomS-Qgr(M, Xγ)
)
∈ T -Qgr.
Lemma 3.3 provides an explicit lift of M∨ to T -Grmod: M∨ = πTM∇ where
M∇ =
⊕
γ≥λT
HomS-Qgr(M, πS(
⊕
ν
Sν,0 ⊗S0,0 Tγ,0)) ∈ T -Grmod.
Symmetric definitions apply to M ∈ T -qgr.
We will always give both X and Xγ the filtration induced from the tensor product filtration on
the summands Sν,0 ⊗S0,0 Tγ,0. Then (5.2.1) induces a filtration Ψ• on M∇ by
(5.5.1)
ΨmM∇ =
{
(θγ) ∈ M∇ : θγ(F tMν) ⊆ F t+m(Sν,0 ⊗S0,0 Tγ,0) :
for all γ ≥ λT , t ∈ Z and ν ≫ 0
}
.
This induces a filtration, again written Ψ•, on M∨. We observe that, although X 6∈ S-qgr, any
(θγ) ∈ M∇ only has finitely many non-zero entries and is therefore contained in Hom(M,Y) for
some Y ∈ S-qgr. Therefore, Lemma 5.3 can be applied to give
Lemma. The filtration (5.5.1) is separated and exhaustive. 
5.6. The assumption in (H1) that some large enough λS is good, rather than all λ ∈ Λ are good,
is necessary in applications. However, it does have the disadvantage that that we have less control
over terms like SλS ,0. The next lemma will allow us to avoid these problems. For ν ≥ λS , recall
the definition of S∗ν, λS from 2.8.
Lemma. (1) Sµ,0 = Sµ,νSν,0 ∼= Sµ,ν ⊗Sν,ν Sν,0 for all µ ≥ ν ≥ λS.
(2) For all ν ≥ τ ≥ λS we have Sτ,0 = S∗ν,τ ⊗Sν,ν Sν,0.
Proof. The fact that Sµ,0 = Sµ,νSν,0 follows from (4.2.1), while the isomorphism follows from the
fact that Sµ,ν is a progenerator over Sν,ν.
(2) As Sτ,ν is a progenerator the assertion is equivalent to (1). 
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5.7. As we show next, the hom filtration (5.5.1) on S∇τ has a natural interpretation in terms of
the tensor product filtration.
Lemma. Fix τ ≥ λS = λT .
(1) There is an isomorphism of noetherian T -graded modules
(5.7.1) Θ : S∇τ
∼=−→
⊕
γ≥λT
Sτ,0 ⊗S0,0 Tγ,0.
This isomorphism is a filtered isomorphism provided we give the left-hand side the filtration (5.5.1)
induced from the standard filtration on Sτ and the right-hand side the tensor product filtration.
(2) For φ ≥ λT we have
(S∨τ )
∇ ∼=
⊕
µ≥λS
HomTφ,φ(Sτ,0 ⊗S0,0 Tφ,0, Sµ,0 ⊗S0,0 Tφ,0).
Proof. (1) Let Φτ : S-Qgr → Sτ,τ -Mod be the equivalence of categories given by Proposition 2.9
and Remark 2.10. Then, as right T -modules, we have
S
∇
τ =
⊕
γ≥λT
HomS-Qgr
(
Sτ , πS(Xγ)
) ∼= ⊕
γ≥λT
HomSτ,τ -Mod
(
Sτ,τ , Φτ (πS(Xγ))
)
∼=
⊕
γ≥λT
Φτ
(
πS
(⊕
ν∈Λ
Sν,0 ⊗S0,0 Tγ,0
))
.
Remark 2.10 and Lemma 5.6(2) imply that, for any µ≫ 0 and γ ≥ λT we have
Φτ
(
πS
(⊕
ν∈Λ
Sν,0 ⊗S0,0 Tγ,0
))
= S∗µ,τ ⊗Sµ,µ (Sµ,0 ⊗S0,0 Tγ,0) ∼= Sτ,0 ⊗S0,0 Tγ,0.
This proves (5.7.1). The argument of Corollary 3.5(2) ensures that
⊕
γ≥λT
Sτ,0 ⊗S0,0 Tγ,0 ∈ T -qgr.
It remains to examine the filtered structure of Θ. Let
x =
∑
γ
∑
iγ
x
iγ
τ ⊗ xiγγ ∈ Y =
⊕
γ≥λT
Sτ,0 ⊗S0,0 Tγ,0.
Then, for any ν ≥ τ , the computations of the last paragraph show that Θ−1(x) ∈ S∇τ is the
homomorphism that maps
f ∈ Sν,τ 7→
∑
γ≥λT
∑
iγ
f ⊗ xiγτ ⊗ xiγγ 7→
∑
γ≥λT
∑
iγ
f · xiγτ ⊗ xiγγ
∈ Wν =
∑
γ≥λT
Sν,τ ⊗Sτ,τ Sτ,0 ⊗S0,0 Tγ,0 ∼= Zν =
∑
γ≥λT
Sν,0 ⊗S0,0 Tγ,0.
By (4.2.1), the tensor product filtration on Sν,τ ⊗Sτ,τ Sτ,0 agrees under multiplication with the
given filtration on Sν,0 = Sν,τSτ,0. Hence the treble tensor product filtration on Wν agrees with
the tensor product filtration on Zν . Thus, by the last displayed equation, if x ∈ F r(Y )rF r−1(Y ),
then Θ−1(x) maps Fm(Sν,τ ) to F
m+r(Zν). In order to complete the proof of the lemma, we need
to prove that Θ−1(x) ∈ F r(S∇τ ) r F r−1(S∇τ ) or, equivalently, that there exists ν ≫ 0 such that
xFm(Sν,τ ) 6⊆ Fm+r−1(Zν) for some m ≥ 0.
15
So, suppose that xFm(Sν,τ ) ⊆ Fm+r−1(Zν) for all ν ≥ ν0 ≫ 0 and all m ≥ 0. Then Hy-
potheses (H2) and (H3) imply that, inside R, one has σ(x) · gr(⊕ν≥ν0 Sν,τ ) = 0 and hence that
σ(x) · R≥(ν0−τ) = 0. This contradicts the fact that, by Hypothesis (H2), R is a domain.
(2) By (1)
(S∨τ )
∇ ∼=
⊕
µ≥λS
HomT -Qgr
(
πT
(⊕
γ≥λT
Sτ,0 ⊗S0,0 Tγ,0
)
, πT
(⊕
ν
Sµ,0 ⊗S0,0 Tν,0
))
.
Now, as in (1), apply the equivalence of categories Φφ : T -Qgr → Tφ,φ-Mod defined by Proposi-
tion 2.9 and Remark 2.10 for the algebra T . 
5.8. Combining Lemma 5.7(1) with Hypothesis (H3) gives:
Corollary. Pick τ ≥ λS, and give S∇τ the filtration F • of Lemma 5.7(1). Then
grF S
∇
τ =
⊕
γ≥λT
grF (Sτ,0 ⊗S0,0 Tγ,0) =
⊕
γ≥λT
Rτ+γ
as objects in ∆(R)-grmod.
In particular F • is a good filtration on S∇τ and gr S
∨
τ = πR(R[τ ]) = OX(τ). 
5.9. We next want to filter the T -module EXT pS-Qgr(M, X ), and to relate its associated graded
module to the sheaf Ext group ExtpX(grF M, OX) ∈ Qcoh(X). For this we introduce the following
spectral sequence.
Proposition. There is a convergent spectral sequence in ∆(R)-Qgr = Qcoh(X)
(5.9.1) S : Ep1 = ExtpX(grF M, OX) =⇒ grF EXT
p
S-Qgr(M, X ),
where the good filtration F • of EXT pS-Qgr(M, X ) is defined in the proof.
Proof. The proof will follow the argument in [Bj1, Chapter 2, Section 4]. We remark that Bjork’s
result is phrased at the level of filtered abelian groups, and this is general enough to encompass
much of the present proof.
Using Lemma 4.5, pick a filtered projective resolution P• →M→ 0, where each Pr =⊕j Sνǫjr
for some basis elements ǫjr and some ν ≥ λS . Here, the summands Sνǫjr are filtered by giving ǫjr
some degree kjr. Write
(K•, d) = (P•)∇ =
⊕
γ≥λT
HomS-Qgr(P•, πS(
⊕
ν∈Λ
Sν,0 ⊗S0,0 Tγ,0))
for the induced complex with differential d. By Lemma 5.5 this is a filtered complex in T -Grmod.
Let (K•, d) ∈ T -Qgr denote the image of (K•, d) under πT . By Lemma 5.7(1), for each r
(5.9.2) Kr =
⊕
j
S
∇
ν ǫ
∨
jr =
⊕
j

⊕
γ≥λT
Sν,0 ⊗S0,0 Tγ,0

 ǫ∨jr
where deg ǫ∨jr = − deg ǫjr and then the right hand side of (5.9.2) is given the (good) tensor product
filtration F •.
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In the notation of [Bj1, pp.48–51] our complex K• =
⊕
Kp with filtration F j is Bjork’s abelian
group (A, d) with filtration Γj. For each j ∈ N, set Z∞j = Ker(d) ∩ F j and notice that the group
H := Ker(d)/ Im(d) is filtered by the F j(H) = Z∞j + Im(d)/ Im(d) with associated graded group
grH =
⊕
j
(
Z∞j + Im(d)
)/(
Z∞j−1 + Im(d)
)
. By Corollary 4.6,
(5.9.3) H = H•(K•) =
⊕
p
⊕
γ≥λT
ExtpS-Qgr(M, πS(
⊕
ν
Sν,0 ⊗S0,0 Tγ,0)).
Now consider the graded group grF K
• =
⊕
F j/F j−1 with the induced action gr d of the differ-
ential d and its cohomology group H = Ker(gr d)/ Im(gr d) =
⊕
pH
p(grF K
•). By [Bj1, Chapter 2,
Theorem 4.3] and (5.9.3), for any p ≥ 0, we have a spectral sequence of graded ∆(R)-modules:
S
′ : E1 = H
p(grF K
•) =⇒ grF
( ⊕
γ≥λT
ExtpS-Qgr
(M, πS(⊕
ν
Sν,0 ⊗S0,0 Tγ,0)
))
As we noted, F • is a good filtration on each Kr and so, for each p, F qKp = 0 for q ≪ 0. Therefore,
by the proof of [Se2, Theorem, p.II.15], this sequence converges if for all p there exists s(p) ≥ 0
such that
(5.9.4) F qKp+1 ∩ d(Kp) ⊆ d(F q+s(p)Kp) for all q ∈ Z.
Since F • is a good filtration on each Kr, both
{
Gj = F
jKp+1 ∩ d(Kp)} and {G′j = d(F jKp)
}
are
good filtrations on d(Kp). By [MR, Proposition 8.6.13] there therefore exists s(p) ≥ 0 such that
Gq ⊆ G′q+s(p) for all q. Thus (5.9.4) holds and S′ converges.
Applying the exact functor π∆(R) to S
′ gives a necessarily convergent spectral sequence:
S : Ep1 = H
p(π
∆(R)
(grF K
•)) =⇒ π
∆(R)
(
grF
(⊕
γ≥λT
ExtpS-Qgr
(M, πS(⊕
ν
Sν,0 ⊗S0,0 Tγ,0)
)))
.
By definition, the right hand side of S is grF (EXT
p
S-Qgr(M, X )) and so it remains to identify the
left hand side. However, by construction, the filtered resolution P• defines a projective resolution
grF P• → grF M → 0 of grF M in ∆(R)-Qgr. Also, Hypothesis (H3) ensures that grF Xγ equals
OX(γ) for γ ≫ 0. Thus
π
∆(R)
(grF K
•) ∼= π∆(R)
(⊕
γ≥λT
grΨHomS-Qgr(P•,Xγ)
)
∼= π∆(R)
(⊕
γ≥λT
Hom∆(R)-Qgr(grF P•, grF Xγ)
)
by Lemma 5.4
∼= π∆(R)
(⊕
γ≥λT
Hom∆(R)-Qgr(grF P•, OX(γ))
)
∼= HomX(grF P•, OX).
Therefore Hp(π
∆(R)
(grF K
•)) = ExtpX(grF M, OX), as required. 
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5.10. The following standard consequence of the spectral sequence (5.9.1) will be particularly
useful.
Corollary. (1) For each p ≥ 0 and under the induced grading, the sheaf gr EXT pS-Qgr(M,X ) ∈
∆(R)-Qgr is a subquotient of ExtpX(grF M, OX).
(2) Let M′ ∈ T -qgr with a good filtration F . Then for each p ≥ 0 and under the induced
grading, gr EXT pT -Qgr(M′,X ) ∈ ∆(R)-Qgr is a subquotient of ExtpX(grF M′, OX). 
Proof. Part (1) follows from the proposition combined with the observation that each term Epr+1 is
a subquotient of Epr . As our hypotheses are symmetric in S and T , this also proves (2). 
5.11. Remark. It is well-known that filtrations that are not good have bad properties. This is
especially true when filtering objects in S-qgr, or even U -qgr for a graded unitary ring U . For an
extreme example, suppose that F 0S ⊆ ⊕τ Sτ,τ and that 0 6= M = πS(M) ∈ S-qgr. Now filter M
by F 0(M) = M. Then grF M is killed by gr≥1∆(R) ⊇ R≥1 and so grF M is torsion. Thus, in the
notation of 4.3, grF M = π∆(R)(grF (M)) = 0.
Fortunately for good filtrations this problem does not arise as we have
Lemma. Let M ∈ S-qgr have a good filtration (M, F •) and suppose that grF M = 0. Then M = 0.
Proof. Since F • is a good filtration, grF (M) is finitely generated. Since π∆(R) = 0 this means that
grF (M) is torsion and so M is also torsion. Hence M = 0. 
6. Commutative theory.
Fix a finitely generated commutative Λ-graded algebra R =
⊕
λ∈ΛRλ and lower Λ-directed
algebras S and T that satisfy Hypotheses (H1–H3) from 4.2. Set X = Proj(R).
6.1. We prove results on the support of R-modules and more specifically the support of grM for
M ∈ S-qgr. These provide analogues for projective varieties of results proven in [Le] for affine
varieties and our proofs closely mimic Levasseur’s.
6.2. Notation. We will always identify X = Proj(R) with the set of graded prime ideals of R that
contain no irrelevant ideal. Given p ∈ Proj(R), write Cp for the homogeneous elements in R r p,
with G(Λ)-graded localization Rp = RC−1p and set R(p) to be the degree zero component (Rp)0.
Thus R(p) is the local ring of X corresponding to the complement of the subscheme V(p) ⊂ X.
Similarly we write N(p) = (N⊗RRp)0 for N ∈ R-Grmod. By [Rb, Propositions 8.2.2 and 9.1.2] there
is an equivalence R(p)-Mod
∼−→ Rp-Grmod given by M 7→ Rp ⊗R(p)M , with inverse L 7→ L0.
Given L ∈ ∆(R)-qgr = Coh(X), its support SuppL is defined to be its support in X:
SuppL = {p ∈ Proj(R) : Lp 6= 0}.
By the multihomogeneous analogue of [Hr, Chapter II, Proposition 5.11(a)], if L = πRL for L ∈
R-grmod, then Lp = L(p). Thus SuppL = SuppL ∩ Proj(R), where SuppL denotes the module-
theoretic support of L.
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Combining these observations with the multi-graded analogue of [Hr, Proposition III.6.8] gives
the following description of the sheaf Ext groups of OX -modules, denoted by ExtX .
Lemma. Let p ∈ ProjR and N ∈ R-grmod with corresponding coherent sheaf N = πRN ∈ R-qgr.
Then ExttR(p)(N(p), R(p))
∼= Ext tX(N , OX)p for any t ≥ 0. 
6.3. By [Ba, Theorem (f)]. and Lemma 6.2, X is Gorenstein if and only if Ext tX(N , OX) = 0 for
all t > dimX and N ∈ Coh(X) = R-qgr. Given a module M over a ring A, we write ℓA(M) for
the length of M .
Lemma. Assume that X is Gorenstein. Let N ∈ R-grmod with corresponding coherent sheaf
N = πRN, and let t ∈ N.
(1) If p ∈ SuppExt tX(N , OX), then ht(p) = dimR(p) ≥ t.
(2) Let p be a minimal prime in SuppN . Then ExttR(p)(N(p), R(p)) = 0 if t 6= dim R(p). If
t = dim R(p) then Ext
t
R(p)
(N(p), R(p)) has finite length, equal to ℓR(p)(N(p)).
(3) SuppExt tX(N , OX) =
⋃p
i=1 V(pi) ∪ D, where the V(pi) run through the irreducible compo-
nents of SuppN of codimension t in X and D consists of a union of irreducible components
of codimension ≥ t in X, each of which is contained in the union of the irreducible compo-
nents of SuppN of codimension different from t.
Proof. (1) If p ∈ SuppExt tX(N , OX), then ExttR(p)(N(p), R(p)) 6= 0 by Lemma 6.2. Since R(p) is
Gorenstein, [Ba, Theorem] implies that ht(p) = injdimR(p) = dimR(p) ≥ t.
(2) If ℓR(p)(N(p)) =∞, then N(q) 6= 0 for some q ( p, contradicting the minimality of p in SuppN .
Hence ℓR(p)(N(p)) <∞. Set kp = R(p)/p(p). Then, as R(p) is Gorenstein, [Ba, Proposition 2.9] implies
that
ExttR(p)(kp, R(p)) =


0 if t 6= ht(p)
kp if t = ht(p).
Let L be an R(p)-module of finite length. By induction on the length of L, it follows that
ExttR(p)(L,R(p)) = 0 if t 6= ht(p), while ℓR(p)(Ext
ht(p)
R(p)
(L,R(p))) = ℓR(p)(L(p)) <∞. So (2) holds.
(3) If V(p) is an irreducible component of SuppN , then p is minimal in SuppN . Thus if
t = codimV(p) = injdimR(p), then part (2) and Lemma 6.2 show that p ∈ SuppExt tX(N , OX) and
hence that V(p) ⊆ SuppExt tX(N , OX). Conversely, if q ∈ SuppExt tX(N , OX), then ht(q) ≥ t by
part (1). By Lemma 6.2, 0 6= Ext tX(N , OX)q ∼= ExttR(q)(N(q), R(q)) and so q ∈ SuppN . 
6.4. Definition. Let M ∈ S-grmod and pick a good filtration F • for M. Following [GS2, Defi-
nition 2.6], we define the characteristic variety of M to be CharM = Supp(grF M) ⊆ X. The
characteristic dimension of M is defined to be chdim(M) = dimCharM. If M ∈ Sλ,λ-mod, for a
good parameter λ, we write Char(M) = Char(Ψ(M)), in the notation of Proposition 2.9.
By the proof of [GS2, Lemma 2.5(3)], CharM is independent of the choice of F •. Moreover,
CharN = ∅ for any torsion module N and so CharM = CharM′ whenever πS(M) = πS(M′). Thus
CharM and chdim(M) are also well-defined for M∈ S-qgr, or indeed for M∈ R-qgr.
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6.5. Recall the cohomology groups EXT defined in (3.3.1) for objects in S-Qgr.
Proposition. Assume that X is Gorenstein. Suppose that M ∈ S-Qgr has a good filtration F
and give EXT tS-Qgr(M,X ) the induced filtration F , as defined in Proposition 5.9. If V(p) is an
irreducible component of CharM of codimension t in X, then(
grF EXT
t
S-Qgr(M, X )
)
p
∼= Ext tX (grF (M), OX)p .
Proof. We use the spectral sequence S from Proposition 5.9. Here Et1 = Ext tX(grF M, OX), and by
definition Eℓm = H
ℓ(E•m−1, d) for ℓ ≥ 0. We have Etm = Et∞ = grF EXT
t
S-Qgr(M, X ) for all m≫ 0.
Clearly,
(
Eℓr
)
p
= Hℓ
(
(E•r−1)p
)
and so, by Lemma 6.2,
(Eℓ1)p = Ext ℓX(grF M, OX)p ∼= ExtℓR(p)
(
(grF M)(p), R(p)
)
.
Since p is a minimal prime ideal in CharM = Supp(grF M), Lemma 6.3(2) implies that the only
nonzero term in (E•1 )p is Ext
t
R(p)
(
(grF M)(p), R(p)
)
. Therefore, by recurrence, (E•m)p = (E
•
1 )p for all
m ≥ 1. By Proposition 5.9, this implies that(
grF EXT
t
S-Qgr(M, X )
)
p
= (E•∞)p = (E
•
1)p = Ext tX (grF (M), OX)p ,
as required. 
6.6. The main result of this section is the following analogue of [Le, Corollary 3.3.4].
Corollary. Assume that X is Gorenstein. Let M∈ S-Qgr with a good filtration F and pick t ∈ N.
Then
CharEXT tS-Qgr(M, X ) =
p⋃
i=1
V(pi) ∪ D,
where the V(pi) are the irreducible components of CharM of codimension t in X and D consists
of a union of irreducible components of codimension ≥ t in X, each of which is contained in the
union of the irreducible components of CharM of codimension different from t.
Proof. By Corollary 5.10, and under the induced filtrations, we know that gr EXT tS-Qgr(M, X ) is
a subquotient of Ext tX(grF M, OX). Therefore,
Char EXT tS-Qgr(M, X ) ⊆ SuppExt tX(grF M, OX).
Lemma 6.3(3) then implies that CharEXT tS-Qgr(M, X ) ⊆
⋃p
i=1 V(pi) ∪ D.
It remains to show that each irreducible component V(q) of CharM of codimension t actually
appears in Char EXT tS-Qgr(M, X ). However, by Lemma 6.3(3), such a V(q) is also an irreducible
component of Supp Ext tX(grF M, OX). Therefore, by Proposition 6.5,
(
gr EXT tS-Qgr(M, X )
)
q
6= 0,
and so V(q) does indeed appear in CharEXT tS-Qgr(M, X ). 
20
7. The double Ext spectral sequence.
Fix lower Λ-directed algebras S and T and a finitely generated commutative Λ-graded
algebra R =
⊕
λ∈ΛRλ that satisfy (H1–H3) from 4.2. Set X = Proj(R).
7.1. One of the most useful tools for applying homological techniques to enveloping algebras and
other filtered algebras is the notion of an Auslander-Gorenstein ring and the related double Ext
spectral sequence [Bj1, Chapter 2,Theorem 4.15]. As we prove in Theorem 7.5, these concepts have
direct analogues for directed algebras.
7.2. Hypothesis. The following hypothesis will be in force for the rest of the section.
(H4) X is Gorenstein, SpecR0 is normal, and the canonical morphism X → SpecR0 is birational.
7.3. Lemma. Pick ν ∈ Λ such that Rν 6= 0. Then R0 = EndR0(Rν).
Proof. By (H2), R is a domain and so the field of rational functions k(X) equals R[C−1R ]0, where
CR denotes the set of nonzero homogeneous elements of R. By (H4), k(X) = Q(R0), the field of
fractions of R0. Therefore Rνx
−1 ⊆ k(X) for any 0 6= x ∈ Rν and hence Rνx−1y ⊆ R0 for some
0 6= y ∈ R0.
Set E = EndR0(Rν). By the last paragraph, we may identify E = {θ ∈ k(X) : θRν ⊆ Rν} ⊇ R0.
For any ω ≥ ν, (H2) implies that Rω = RνRω−ν and hence that ERω ⊆ Rω. Therefore, if I = R≥ν
then E ⊂ F = EndR(I). Since R is a Λ-graded domain, so is F . Moreover, F is a finitely generated
R-module since F ∼= Fx ⊆ R for any 0 6= x ∈ Rν . By the same observation, R and F have the
same graded quotient ring R[C−1R ] = F [C−1F ], and hence F [C−1F ]0 = k(X) = Q(R0).
By restriction to degree zero, it follows that F0and hence E are finitely generated as R0-modules.
Moreover,
Q(R0) ⊆ Q(E) ⊆ Q(F0) ⊆ F [C−1F ]0 = Q(R0).
As R0 is integrally closed by (H4), this implies that R0 = E. 
7.4. The next result is fundamental to our approach, since it implies that EXT •(−,X ) for directed
algebras plays the roˆle of Ext•(−, R) for a unital algebra R and it is this that allows us to mimic
the homological approach of Gabber [Le]. Recall the definition of acyclic objects in S-qgr from
Definition 3.4.
Theorem. Let ν ≥ λS. Then
(1) S∨ν is an acyclic sheaf in T -Qgr, and
(2) S∨∨ν
∼= Sν as objects in S-Qgr.
Proof. (1) Fix j > 0. By Corollary 5.8, grF S
∨
ν = OX(ν) is a vector bundle on X and so certainly
Ext jX(grF S∨ν , OX) = 0. Thus, by Corollary 5.10(2), grF EXT
j
T -Qgr(S
∨
ν ,X ) = 0, where F is the good
filtration defined by Proposition 5.9. Therefore EXT jT -Qgr(S∨ν ,X ) = 0 by Lemma 5.11.
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(2) By Lemma 5.7(2),
(S∨ν )
∇ ∼=
⊕
γ≥λS
HomTφ,φ(Sν,0 ⊗S0,0 Tφ,0, Sγ,0 ⊗S0,0 Tφ,0)
for any φ ≥ λT = λS. Thus for γ ≥ ν, left multiplication by Sγ,ν induces a homomorphism
(7.4.1) (Sν)γ = Sγ,ν −→ HomTφ,φ(Sν,0 ⊗S0,0 Tφ,0, Sγ,0 ⊗S0,0 Tφ,0) = (S∨ν )∇γ .
This produces a homomorphism Θ : Sν −→ πS((S∨ν )∇) = S∨∨ν in S-Qgr. In order to prove that Θ is
an isomorphism, it suffices to prove the same for (7.4.1).
Set Z = Sν,0 ⊗S0,0 Tφ,0. Then Definition 2.8(3) implies that (7.4.1) is the multiplication map
(7.4.2) Sγ,ν −→ HomTφ,φ(Z,Sγ,ν ⊗Sν,ν Z).
As Sγ,ν is a projective right Sν,ν-module, we can write Sγ,ν⊕P ∼= S(m)ν,ν and so, in order to prove that
(7.4.2) is bijective it suffices to prove that the multiplication map S
(m)
ν,ν → HomTφ,φ(Z,S(m)ν,ν ⊗Sν,ν Z)
is bijective. Equivalently, it suffices to prove that the action map θ : Sν,ν → HomTφ,φ(Z,Z) is
bijective. Since multiplication by Sν,ν preserves the tensor product filtration on Z = Sν,0⊗S0,0 Tφ,0,
the map θ is filtered and hence induces an associated graded morphism
(7.4.3) χ : grSν,ν
gr θ−→ grHomTφ,φ(Z,Z) →֒ Homgr Tφ,φ(gr(Z), gr(Z)),
where the final inclusion follows from the observations in Subsection 5.4. Here χ is again the natural
multiplication map.
Finally, Hypothesis (H3) implies that gr(Z) = Rγ+φ and so, by Lemma 7.3, χ is an isomorphism
for γ ≫ 0. It follows that θ and hence (7.4.1) are also isomorphisms, as required. 
7.5. We are now ready to state and prove the second spectral sequence; in essence it shows that
the Auslander-Gorenstein condition and related double Ext spectral sequence, that are so useful
for unitary algebras, have a natural analogue for directed algebras. We remark that, as in [Bj2,
Section I.1], we prove the result for rings of finite injective dimension. However, it will often be
more convenient to mimic the argument of [Bj1, Chapter 2, Theorem 4.15] which unnecessarily
assumes finite global dimension.
For this result, define
Ep,q(M) = EXT pT -Qgr
(EXT qS-Qgr(M, X ), X ), for all p, q ≥ 0.
Theorem. Let M∈ S-qgr and set d = dimX. Then
(1) For all v < j, and all subobjects N ⊆ EXT jS-Qgr(M,X ) one has EXT
v
T -Qgr(N ,X ) = 0.
(2) If P ∈ U -Qgr, for U = S or T , then EXT jU-Qgr(P,X ) = 0 for j > dimX.
(3) There is a spectral sequence
IEp,q2 = Ep,q(M) =⇒ Hp−q(M),
where Hp−q(M) =M if p = q and Hp−q(M) = 0 otherwise.
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(4) There exists a filtration 0 = R−1(M) ⊆ R0(M) ⊆ R1(M) ⊆ · · · ⊆ Rd(M) = M whose
sections Mv = Rv(M)/Rv−1(M) appear in exact sequences
0→Mv → Ed−v,d−v(M)→Wv → 0.
The cokernel Wv is isomorphic to a subfactor of the direct sum of double Ext groups of the
form Ea,b(M) for (a, b) = (d− v + j + 2, d− v + j + 1) and 0 ≤ j ≤ v − 2.
Proof. We need two preliminary observations. Let P ∈ S-qgr. First, by Corollary 6.6, and in the
notation of Definition 6.4,
(7.5.1) chdim
( EXT jS-Qgr(P,X )) ≤ d− j for all 0 ≤ j ≤ d.
Next, Lemma 6.2 and [Ba, Proposition 2.9] implies that, for any p ∈ Proj(R),
ExtvX(grF P,OX)p = ExtvOX,p((grF P)p,OX,p) = 0 if v < d− chdim(P).
This implies that ExtvX(grF P,OX ) = 0 for v < d − chdim(P). Thus, by Corollary 5.10 and
Lemma 5.11,
(7.5.2) EXT vS-Qgr(P, X ) = 0 if v < d− chdim(P).
By symmetry, these two equations also hold for P ∈ T -qgr. We now turn to the proof of the
theorem.
(1) Applying (7.5.1) to P = M shows that α = chdimN ≤ chdim EXT jS-Qgr(M, X ) ≤ d − j.
Thus if EXT vS-Qgr(N , X ) 6= 0 then the analogue of (7.5.2) for N ∈ T -qgr shows that v ≥ d−α ≥ j,
as required.
(2) Since injdimR = d by (H4), this is immediate from Corollary 5.10.
(3,4) By Lemma 4.5 and the comments in Subsection 4.3 we may form a finitely generated
projective resolution · · · → Pd → · · · → P0 →M→ 0 in S-qgr. Now form the complex
P∨• : 0→ P∨0 → P∨1 → · · · → P∨d → · · · , where P∨r = HOMS-Qgr(Pr, X ).
By construction, there exists some fixed ν ≫ 0 such that the Pr are direct sums of shifts of Sν and
so, by Theorem 7.4(1), each Pr is an acyclic sheaf in T -Qgr. Moreover, by Lemma 5.7(1), each
P∨r ∈ T -qgr. We claim that we can form a double complex
(7.5.3)
...
...
...y y y
Q10 −−−−→ Q11 −−−−→ · · · −−−−→ Q1d −−−−→ · · ·y y y
Q00 −−−−→ Q01 −−−−→ · · · −−−−→ Q0d −−−−→ · · ·y y y
P∨
0
−−−−→ P∨
1
−−−−→ · · · −−−−→ P∨d −−−−→ · · ·y y y
0 0 0
in T -qgr satisfying the following conditions:
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• Each Qij is a projective object in T -qgr and each column is exact;
• the cohomology groups {Hvj} of the row complexes 0 → Qv0 → Qv1 → · · · → Qvd → · · ·
are projective;
• for each j, the complex · · · H2j → H1j → H0j → EXT jS-Qgr(M, X ) is a projective resolution
in T -qgr of EXT jS-Qgr(M, X ).
The proof of this assertion is almost immediate. As is proved in [Bj1, pp.58-9], starting with any
complex of finitely generated modules over a noetherian ring in place of P•, then such a double
complex exists. So it exists in Tγ,γ-mod for γ ≫ 0. But Tγ,γ-mod ≃ T -qgr by Proposition 2.9
applied to T . So use this equivalence to translate the given complex P• in Tγ,γ-mod to a complex
C• in T -qgr and apply the above construction.
Now consider the double complex
{Q∨jv = HOMT -Qgr(Qjv, X )} of modules in S-Qgr. We remark
that the rest of the proof closely follows that of Bjork ([Bj1, pp.60–62] or [Bj2, pp.62–64]). We will
cite both books since, although the former assumes finite global dimension, the arguments given
there are closer to the ones we need.
Subemma. The hypercohomology groups in the double complex
{Q∨jv} vanish everywhere except
on the dth diagonal, where the cohomology group is Hd ∼=M as objects in S-Qgr.
Proof. Consider (7.5.3). By Theorem 7.4 and construction, the P∨r and Quv are acyclic sheaves,
while the columns of (7.5.3) are exact. Thus the dual complex 0→ P∨∨j → Q∨0j → Q∨1j → · · · will
be exact in S-Qgr. Moreover, by Theorem 7.4(2), P∨∨j ∼= Pj . Up to a change of notation, the proof
of [Bj2, Proposition 1.2] may now be used without further change to prove the sublemma. 
The remainder of proof of [Bj1, Chapter 2, Theorem 4.15], from the sublemma on page 60
through to its conclusion on page 61, may now be used to prove the rest of parts (2) and (3) of the
present theorem; the only changes being to substitute projective module by acyclic sheaf, (−)∗ by
(−)∨, and hence Ext(−, A) by EXT (−,X ). The proof only uses the fact that A has finite injective
dimension rather than finite global dimension, and the relevant analogue of that assertion is given
by part (2) of this theorem. 
7.6. By combining Theorem 7.5(3) with (7.5.1) we obtain
Corollary. For M∈ S-qgr and 0 ≤ v ≤ d, define Mv, Rv(M) and Wv as in Theorem 7.5. Then
(1) chdim(Mv) ≤ v.
(2) chdim
(Wv) ≤ d− (d− v + 2) = v − 2.
(3) chdim
(Rv(M)) ≤ v for all 0 ≤ v ≤ d. 
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8. Equidimensionality.
Fix lower Λ-directed algebras S and T with T op00 = S00, and a finitely generated commuta-
tive Λ-graded algebra R =
⊕
λ∈ΛRλ. We assume that these satisfy hypotheses (H1–H4)
from 4.2 and 7.2. Write X = Proj(R), and set dimX = d.
8.1. We are now ready to prove the main result of the paper: the characteristic variety CharM
of a simple object M ∈ S-qgr is equidimensional. The proof also works for the following more
general modules.
An object M ∈ S-qgr will be called s-homogeneous if each nonzero subobject N ⊆ M satisfies
chdim(N ) = s, in the sense of Definition 6.4. It is not clear how to characterise s-homogeneous
objects, but at least ifM is simple thenM is s-homogeneous for some s. Here is another example,
the proof of which is left to the reader: if P is a prime ideal of Sλ,λ for a good parameter λ, then
the image Ψ(Sλ,λ/P ) ∈ S-qgr is s-homogeneous for some s.
8.2. Definition. If M ∈ S-qgr, define the grade j(M) of M to be
j(M) = min{j : EXT jS-Qgr(M, X ) 6= 0}.
Recall the notation Ep,q(M) = EXT pT -Qgr
(EXT qS-Qgr(M, X ), X ) from 7.5.
Proposition. Let M∈ S-qgr.
(1) j(M) + chdim(M) = d.
(2) Let p ∈ N. Then Ep,p(M) is either zero or (d− p)-homogeneous.
(3) If chdim(M) ≤ d− v for some v ∈ N, then chdim(Ej,v(M)) ≤ d− j − 2 for all j > v.
Proof. (1) By (7.5.2) we know that j(M) ≥ d− chdim(M), so we only need to prove the opposite
inequality. Suppose that v > d − j(M). Then d − v < j(M) and EXT d−vS-Qgr(M, X ) = 0. There-
fore, 0 = Ed−v,d−v(M) = Mv . This implies that M = Rd−j(M)(M) and so Corollary 7.6 gives
chdim(M) ≤ d− j(M).
(2) This is a formal consequence of the spectral sequence Theorem 7.5(2). Modulo replacing
Exti(−, A) by EXT i(−,X ), the proof of [Bj2, Proposition 1.18 and Corollary 1.20], or indeed of
[Bj1, Chapter 2, Theorem 7.10], can be used mutatis mutandis.
(3) This result, which will not be needed in this paper, is again proved by investigating the
spectral sequence from Theorem 7.5(2). Modulo replacing Exti(−, A) by EXT i(−,X ), the proof
of [Bj1, Chapter 2, Lemma 7.11] can be used verbatim. 
8.3. At last, we reach our destination. The proof of this result follows that of [Le, The´ore`me 3.3.2].
Theorem. Suppose that M ∈ S-qgr is s-homogeneous for some s ∈ N. Then each irreducible
component of CharM has dimension s.
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Proof. Keep the notation from Theorem 7.5 and let p ∈ Z. If Ep,p(M) = 0, then Md−p = 0 by
Theorem 7.5(3). Conversely, if Md−p = 0 then Ep,p(M) =Wd−p and so, by Corollary 7.6(2),
chdim
(Ep,p(M)) = chdim(Wd−p) ≤ d− p− 2.
By Proposition 8.2(2), this implies that Ep,p(M) = 0.
Suppose that there exists an irreducible component V(p) of CharM with dimV(p) < s. Let
t = codim
(V(p)) and consider E = EXT tS-Qgr(M, X ) ∈ T -qgr. By Corollary 6.6, V(p) is an
irreducible component of Char E . Applying Corollary 6.6 again, but with M replaced by E ,
shows that V(p) is also an irreducible component of EXT tT -Qgr(E , X ) = E t,t(M). In particular,
E t,t(M) 6= 0. By the first paragraph of this proof, it follows that Md−t 6= 0 and hence that
Rd−t(M) 6= 0. By Corollary 7.6, chdimRd−t(M) ≤ d− t < s. This contradicts the fact that M is
s-homogeneous. Hence each component of CharM has dimension at least s.
Conversely since chdim(M) = s each component of CharM has dimension at most s. This
completes the theorem. 
9. Applications to quantizations of symplectic singularities
9.1. We end by showing that many important examples of Z-algebras arising from geometric
representation theory satisfy Hypotheses (H1–H4). As an application, we answer a question from
[GS2] on rational Cherednik algebras.
9.2. We start by recalling results presented in [BPW]. Let Y be an affine irreducible symplectic
singularity with a C∗-action and π : X −→ Y a C∗-equivariant symplectic resolution of singularities.
We assume first that C∗ acts on C[Y ] with non-negative weights and such that C[Y ]C
∗
= C, and
second that there exists 0 < m ∈ N such that the C∗-action scales the given symplectic form ω
by t · ω = tmω for all t ∈ C∗. This is called a conical symplectic resolution. As we saw in the
introduction, there are many interesting examples of these varieties.
9.3. Given λ ∈ H2(X,C) there is a unique sheaf of C∗-equivariant complete C[[h]]-algebras QλX
on X with the following properties:
(1) QλX/hQλX ∼= OX ;
(2) the Poisson bracket on X induced by ω equals the Poisson bracket defined by {f1, f2} ≡
h−1[fˆ1, fˆ2] (mod h), where fˆ1, fˆ2 are lifts to QλX of f1, f2 ∈ OX ;
(3) t · h = t−mh.
Let DλX = QλX [h−1/m], a sheaf of C((h1/m))-algebras on X. Write DλX -mod for the full subcat-
egory of C∗-equivariant DλX -modules whose objects M admit a C∗-equivariant QλX-lattice M(0)
such thatM(0)/hM(0) is a coherent OX -module, [BPW, § 4]. Setting Uλ = (DλX(X))C
∗
, there is a
functor ΓC
∗
: DλX -mod −→ Uλ -mod which takesM to the C∗-invariant global sections Γ(X,M)C
∗
.
This has a left adjoint Loc : Uλ -mod −→ DλX -mod which sends N to DλX ⊗Uλ N . The pair (X,λ)
is called localizing if (ΓC
∗
, Loc) are mutually inverse equivalences.
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9.4. There is an N-algebra attached to (X,λ) and the choice of a very ample line bundle L on
X. To construct it, let η ∈ H2(X,C) be the first Chern class of L. Then, for any pair of integers
k,m, [BPW, Proposition 5.2] shows that there is a unique sheaf of C∗-equivariant (Qλ+kηX ,Qλ+mηX )-
bimodules kηBmη(λ) which quantizes the line bundle Lk−m. Set
kηSmη(λ) = Γ
C∗(kηBmη(λ)[h−1/m]) ∈ (Uλ+kη, Uλ+mη)-bimod.
Then the desired N-algebra is
S(λ, η) =
⊕
k≥m≥0
kηSmη(λ),
with multiplication induced from tensor products (see [BPW, Definition 5.5]).
9.5. For each p ∈ N, the following new N-algebras can be constructed from S:
S(p)(λ, η) =
⊕
k≥m≥0
pkηSpmη(λ) and S≥r(λ, η) = S(λ, η)≥r =
⊕
k≥m≥r
kηSmη(λ).
The former of these algebras is called the pth Veronese ring of S(λ, η).
Proposition. ([BPW, Propositions 5.10 and 5.14]) Let λ ∈ H2(X,C) and let η ∈ H2(X,C) be the
first Chern class of a relatively very ample line bundle on X.
(1) There exists q ≫ 0 such that S≥r(λ, η) is Morita for all r ≥ q.
(2) (X,λ) is a good parameter if and only if S(p)(λ, η) is Morita for p≫ 0.
9.6. The algebras constructed by Proposition 9.5 satisfy the Hypotheses (H1–H4) from Subsec-
tions 4.2 and 7.2.
Proposition. Let λ ∈ H2(X,C) and let η ∈ H2(X,C) be the first Chern class of a relatively very
ample line bundle on X. Assume that (X,λ) is localizing. Then Hypotheses (H1–H4) hold for a
pair of directed algebras (S(p)(λ, η), T ), where the integer p and algebra T are constructed within
the proof.
Proof. By Proposition 9.5 we can find p≫ 0 such that S(p)(λ, η) is Morita. Now consider (QλX)op,
another C∗-equivariant quantization of OX . By [BPW, Proposition 3.2] it is isomorphic to Q−λX .
Therefore, Uopλ
∼= U−λ, and so repeating the above construction, with the same line bundle L, we
produce another Z-algebra S(−λ, η). It may be that (X,−λ) is not localizing. By Proposition 9.5,
however, we do know that for q ≫ 0 the N-algebra
S≥q(−λ, η) =
⊕
k≥m≥q
kηSmη(−λ)
is Morita.
So we will consider the following algebras, where r is the least common multiple of p and q.
S =
⊕
a≥b≥0
raηSrbη(λ, η), T =
⊕
a≥b≥0
raηSrbη(−λ, η).
(H1) By construction, S is Morita and so all values are good for it, while T≥1 is Morita.
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(H2) As observed in [BPW, Section 5.2], grS = grT = ∆(R) where Ra = H
0(X,L⊗ra). Now it
may be that RmRn 6= Rm+n. But X is smooth, hence normal, and so this property will hold if we
replace R by some further Veronese subring. Also, since X is reduced and irreducible, certainly R
is a domain. So, after passing to the appropriate Veronese ring, (H2) holds.
(H3) We must prove that gr(Sm0 ⊗S00 Tn0) ∼= Rm+n for all m,n. By Lemma 7.3, each Rm is
a torsion-free rank one R0-module. Since gr rmηS0(λ) = gr rmηS0(−λ) = Rm, it follows that both
rmηS0(λ) and rnηS0(−λ) are torsion-free of rank one on both sides. Since S is Morita, certainly
Sm0 = rmηS0(λ) is a projective 0S0(λ)-module, so the tensor product rmηS0(λ) ⊗0S0(λ) rnηS0(−λ)
is therefore torsion-free of rank one.
As observed earlier, Q−λX ∼= (QλX)op. Thus the (Q−λ+rnηX ,Q−λX )-bimodule rnηB0(−λ) may be con-
sidered as a (QλX ,Qλ−rnηX )-bimodule quantizing L⊗rn, and as such must be isomorphic to 0B−rnη(λ)
by the uniqueness of quantization property mentioned in 9.4. Hence, by [BPW, Proposition 5.2],
multiplication produces an isomorphism of (Qλ+rnηX ,Qλ−rmηX )-bimodules
rmηB0(λ)⊗Qλ
X
rnηB0(−λ) = rmηB0(λ)⊗Qλ
X
0B−rnη(λ) ∼−→ rmηB−rnη(λ).
Taking invariant global sections then produces a non-zero multiplication map
µ : Sm0 ⊗S00 Tn0 −→ rmηS−rnη(λ).
By torsion-freeness, µ must be injective. But µ is also filtered surjective because
grSm0 · grTn0 = Rm · Rn = Rm+n = gr rmηS−rnη(λ).
Thus gr(Sm0 ⊗S00 Tn0) = Rm+n, as required.
(H4) Symplectic singularities are automatically normal and so (H4) follows from the fact that
X −→ Y is a resolution of singularities. 
9.7. Given a Uλ-module N , set N = Loc(N). We define Charloc(N) to be the support on X
of the coherent sheaf N := N (0)/h1/mN (0) where N (0) is a lattice for N . This is well-defined,
independent of the choice of lattice.
We claim that Charloc(N) = Char(Ψ(N)), where Char(Ψ(N)) is defined using the Z-algebra
in Proposition 9.6, as in Definition 6.4. Indeed the discussion preceding Theorem 5.6 in [BPW]
together with the first two paragraphs of the proof of [BPW, Proposition 5.9] show that there is
an isomorphism⊕
a≥0
ΓC
∗
(raηB0(λ)[h−1/m]⊗Dλ
X
N ) ∼−→
⊕
a≥0
raηS0(λ)⊗Uλ N = Ψ(N)
and furthermore that a lattice N (0) for N induces a good filtration on Ψ(N) such that
gr(Ψ(N)) =
⊕
a≥0
Γ(X,N ⊗ L⊗ra)
This shows two things: first that, by its goodness, this filtration on Ψ(N) may be used to calculate
Char(Ψ(N)); second that this equals the support of N . In other words Charloc(N).
It follows that Char(N) is independent of the choice of η and of Veronese algebra in Proposi-
tion 9.6. So combining this with Theorem 8.3 gives:
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Corollary. Let λ ∈ H2(X,C) and suppose that (X,λ) is localizing. If M is either a simple Uλ-
module or a prime factor of Uλ, then the characteristic variety Char(M) is equidimensional.
9.8. Rational Cherednik algebras. We apply the above analysis to the symplectic resolution
π : X = HilbnC2 −→ Y = SymnC2,
where π is the Hilbert-Chow morphism. We take the C∗-action which is induced from dilation on
C2. For λ ∈ H2(HilbnC2,C) = C there is an explicit realization of the algebra Uλ = (DλX(X))C
∗
as
the spherical rational Cherednik algebra of type A, defined as follows.
Let W = Sn be the symmetric group and write e =
1
|W |
∑
w∈W w ∈ CW for the trivial idempo-
tent. Let h = Cn denote the permutation representation of W and
hreg = {(z1, . . . , zn) ∈ h : zi 6= zj for all 1 ≤ i < j ≤ n}
the subset of h on which W acts freely.
Define Hλ to be the subalgebra of D(hreg)⋊W generated by W , the vector space h∗ =
∑
xiC ⊂
C[h] of linear functions, and the Dunkl operators
(9.8.1) Dλ(yi) =
∂
∂xi
− 1
2
∑
j 6=k
(λ− 1
2
)
〈yi, xj − xk〉
xj − xk (1− sjk)
where {y1, . . . , yn} ⊂ h is the dual basis to {x1, . . . , xn} and the sjk ∈W are simple transpositions.
The spherical subalgebra is defined to be eHλe: thanks to [GGS, Theorem 2.8] it is isomorphic to
Uλ.
1 One can also define Hλ in terms of the reflection representation of Sn instead of C
n However,
as noted in [GS1], the two theories are exactly parallel and the same results hold in the two cases.
Set C = {z + 12 : z = md where m,d ∈ Z with 2 ≤ d ≤ n, and z /∈ Z}. By [GS1, Theorem 1.6]
and Proposition 9.5, (X,λ) is localizing provided λ /∈ C ∩ (−1/2, 1/2). (We remark that [GS1]
has the additional restriction that λ 6∈ Z, but this is removed using [BE, Theorem 4.3] and [GS1,
Remark 3.14(1)].)
9.9. Combining this discussion with Corollary 9.7 gives the following result.
Corollary. Assume that λ /∈ C ∩ (−1/2, 1/2). Let M be a simple Uλ-module or a prime factor ring
of Uλ. Then the characteristic variety CharM ⊆ HilbnC2 is equidimensional. 
This answers [GS2, Question 4.9] and [Rq1, Problem 8]; by [GGS, Theorem 7.6], the definition
of a characteristic variety given there agrees with the definition given here.
9.10. We end with an amusing consequence of the above corollary for which we need to assume
that λ 6∈ Z. As in [GS2, (2.7.1)], write ch(M) for the characteristic cycle of a moduleM ∈ Oλ(Sn),
the category O for the rational Cherednik algebra. By [GS2, Theorem 6.7], the cycles are fully
supported on the subvarieties Zµ ⊂ HilbnC2 defined in [GS2, Section 6.4] where µ is a partition of
n. Write chµ(M) for the multiplicity of ch(M) along Zµ.
1In much of the literature the rational Cherednik algebra with parameter λ is what we call Hλ+ 1
2
.
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As in [GS2, 6.10 and 6.11], there is an isomorphism χ : K0(Oλ(Sn)) −→ Λn where Λn is the
degree n part of the ring of symmetric functions. It is defined by
χ(M) =
∑
µ
chµ(M)mµ
where mµ is the monomial symmetric function associated to µ. Under this isomorphism it was
shown in [loc.cit] that χ(∆λ(µ)) = sµ, the Schur function associated to µ. The same is true for the
co-standard modules ∇λ(µ) since they have the same image in K0(Oλ(Sn)) as ∆λ(µ).
Since λ /∈ Z we may apply [Rq2, Theorem 6.13] which shows that Sq(n, n) -mod and Oλ(Sn) are
equivalent. Here Sq(n, n) is the q-Schur algebra at q = − exp(2π
√−1λ), which is the equivalent to
the category of representations of the quantum group Gq(n) of degree n. By taking characters we
have a mapping
χq : Sq(n, n) -mod −→ Λn.
The category Sq(n, n) -mod has Weyl modules, written ∇q(µ): the Weyl character formula shows
that χq(∇q(µ)) = sµ.
Putting these observations together gives an equivalence
Θ : Sq(n, n) -mod −→ Oλ(Sn)
which sends Weyl modules to co-standard modules, so intertwines χq with χ. Now, in χq(V ), the
coefficient mµ is by definition the multiplicity of the weight space Vµ. We therefore deduce:
Proposition. Assume λ /∈ C∩(−1/2, 1/2) and that λ /∈ Z. Then, in the above notation, chµ(M) =
dimΘ−1(M)µ for any partition µ of n.
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