Abstract. We present a short and elegant proof of the inequality
Introduction
We consider the initial-boundary value problem for the Navier-Stokes equations (1.1)
either with boundary slip conditions where Ω ⊂ R 3 is a bounded domain. In case of the boundary slip conditions it is more convenient to write (1.1) 1 in the form
To make the above conditions clear let us recall that n and τ α , α ∈ {1, 2} are the unit outward normal vector and the unit tangent vectors. By T(v, p) we mean the stress tensor
where D(v) is the dilatation tensor, which equals 1 2 ∇v + ∇ ⊥ v , I is the unit matrix and ν > 0 represents the viscosity coefficient.
Note that (1.3) is sometimes referred also as a boundary slip condition whereas (1.2) as the Navier boundary condition. In some cases these conditions coincide (i.e. Ω is half-space) but in general they differ. In certain cases this difference can be measured in term of the curvature of ∂Ω (for Ω of cylindrical type see e.g. [Now13, Lemma 6.5]) but this issue is beyond the scope of our work. It is well known that for v(0) ∈ H 1 (Ω) there exists at least one weak solution (see e.g. [Hop50] , [Gal00] ), but the problem of uniqueness and regularity of weak solution in three dimensions remains open.
Our primary interest in (1.1) is an extension of the regularity criterion for the weak solutions onto bounded domains under boundary slip type conditions. One of the basic ideas used in the proof would rely on testing (1.1) with v |v| θ−2 , θ ≥ 2. This approach leads to a difficulty related to the estimate for the pressure term. In the whole space or in periodic setting it can be resolved by the application of the Calderón-Zygmund theorem (see e.g. [Str07] ) to the equation
thereby yielding the following estimate
L2s(Ω) . Clearly, in bounded domains (1.5) must be supplemented with some boundary condition, which at large are difficult or even impossible to establish due to lack of information on p or ∂p ∂n on ∂Ω in terms of v. One of effective, but restrictive to particular cases remedies that may be exhausted lies in e.g. choosing axially symmetric cylinders with boundary slip conditions (see e.g. [Zaj04, Ch. 3, Lemma 1.1]). One can put another restrictions on the geometry of the domain or on the boundary conditions but at the end we lose certain generality. Therefore, it is reasonable to look for any estimates to for the pressure without the necessity of analyzing (1.5).
In this paper we give an alternative proof of the estimate of the form of (1.6), which indeed does not rely on (1.5). In principle, it is based on an auxiliary Poisson equation with the Neumann boundary conditions. The result reads:
(Ω) satisfy (1.1). Let (1.3) hold and Ω is bounded and sufficiently regular. Then p ∈ L s (Ω) and
Remark 1.1. The regularity requirement concerning the domain Ω is related to the Neumann problem for the Poisson equation. For a given s the set Ω is sufficiently regular if for each g ∈ L s ′ (Ω) such that Ω g dx = 0 the following problem (1.7) 
• Ω ⊂ R 3 is a bounded, convex polyhedron and
where α E is opening of the dihedral angle with edge E (see [Maz09] ),
where Ω ′ ⊂ R 2 is a bounded set with a smooth boundary, s > 1 (the reflection argument).
Clearly, apart the already mentioned idea, there are different techniques that could be utilized to analyze problem (1.1) with or without relying on (1.5). It was a great surprise that they seem to work only in case of the Dirichlet boundary conditions (see [Cho98] , [BG02, Sec. 3] , [Zho04] , [KL06] , [FKS09] , [Kim10] ), whereas the boundary slip type conditions were only considered in the half space (see [BJ08] and [BCJ08] ) or in the case of axially symmetric solutions (see [Zaj10] ). In our work we achieve a little progress. Although the domain we work with is bounded but we assume that it is of cubical type. This kind of restriction, tightly related to the boundary integrals, is removable in many cases (see Remark 4.2). Our major motivation for investigating the simplest domain follows from intention of keeping the calculations clear and simple. The result reads: Remark 1.4. If we drop the assumption on the cubical shape of the domain, the claim of Theorem 2 in case q < +∞ is still true. The proof is different, easier but does not base on Theorem 1. We will present its sketch at the end of this work.
Remark 1.5. In cubical domains under both boundary conditions (1.2) and (1.3) the assertion of Theorem 1 reads
Before we move to the next section, let us note that the extension of Serrin condition is mostly studied for the Cauchy problem (see e.g. [KS04] , [KZ06] , [Zho06] , [CT08] , [BV11] , [PP11] ) or for the local-interior regularity (see e.g. [GKT06] ), thereby excluding the boundary issues. We do not intend to compare or discuss these improvements. This has been nicely done in several papers. The interested reader we would refer e.g. to [Ber09] .
Auxiliary results

Throughout this article we use the following Young inequality:
Lemma 2.1 (The Young inequality with small parameter κ). For any positive a and b the inequality
holds, where κ > 0 and 1
Another useful tool is the imbedding lemma for the space V k 2 (Ω t ), which is defined as the closure of
The imbedding lemma reads:
holds under the condition
2 , 2 ≤ p ≤ 6. Let us emphasize that the constant that appears on the right-hand side does not depend on time.
Lemma 2.3 (Imbedding theorem).
Let Ω satisfy the cone condition and let q ≥ p. Set
Then for any function u ∈ W 2,1
holds, where the constants c 1 and c 2 do not depend on t.
For the proof of the lemma we refer the reader to [LSU67, Ch.2, §3, Lemma 3.3].
Proof of Theorem 1
Proof. Let ψ ∈ W 2 s ′ (Ω) be a unique solution to the following elliptic problem:
Then the estimate
holds. Multiplying (1.1) 1 by ∇ψ and integrating over Ω yields
We have four integral on the left-hand side which need to be estimated. First we see
The estimate for the second integral varies in dependence on the boundary conditions. Let us assume (1.3) first. Condition (1.2) will be discussed at the end of the proof. Thus,
For the third integral we have
where we integrated by parts and utilized equality (1.3) 2 . The last term on the left-hand side in (3.3) is equal to
because the boundary integral is equal to zero due to (3.1) 2 and p is a distribution determined up to a constant. Finally, by the Hölder inequality
Summing up the above estimates and in view of (3.2) we obtain
which concludes the proof of the first assertion. Let now (1.2) hold. Then, instead of (3.3) we have in light of (1.4) the identity
We need to examine the term involving the Cauchy stress tensor. We see that
The first integral vanishes due to (3.1) 2 , whereas the second due to (1.2). Combining (3.4), (3.5) and (3.7) we infer from (3.6) that
which is our second assertion. The proof is complete.
Proof of Theorem 2
Proof. We start with multiplying (1.1) by v |v| θ−2 and integrating over Ω
where θ > 3 and the non-linear term vanishes due to
Consider first the boundary integral on the right-hand side. On the walls x 3 = 0 and x 3 = c the normal vector n equals (0, 0, ∓1) and conditions (1.2), (1.3) imply v 1,x3 = v 2,x3 = v 3 = 0 (see [Zaj05b, Lemma 3.1 and its proof] and [Now13, Lemma 6.6], respectively). Therefore
Following nearly identical reasoning for x 2 ∈ {0, b} and x 1 ∈ {0, a} we conclude that
For the second term on the left-hand side in (4.1) we have
To estimate the term with the pressure we integrate by parts and use (1.1) 2 and boundary conditions
From the Cauchy inequality we immediately get
So far we have obtained
To estimate the right-hand side we use the Hölder inequality
By Remark 1.5
which combined with (4.2) yields
Due to the imbedding H 1 (Ω) ֒→ L 6 (Ω) and the Poincaré inequality (every component of v vanishes on different part of the boundary) we see that
Therefore we interpolate L 4λ1 (Ω) and
where
Utilizing the Young inequality (see Lemma 2.1) we obtain
. Now we chose γ 1 so it satisfies
Thus
.
we put θ = p and using the assumption on v (then q is equal to 2p p−3 ) we may apply the Gronwall inequality
Integrating (4.9) with respect to t gives
In view of the classical theory (see e.g. [Sol64] , [Sol76] , [Sol77] , [Sol90] and recently [Zaj11]) we infer (see Remark 4.1)
. for t ∈ (0, T ). By the Hölder inequality
where 1
For s = p the right hand side is finite, thus v and p are smooth provided v(0) is smooth. This completes the proof. Remark 4.1. At the end of the proof of Theorem 2 we used some references to classical theory concerning the regularity of the Stokes system under boundary slip conditions. One of the assumptions in these results is certain smoothness of the boundary (roughly speaking: the higher regularity the higher boundary smoothness). In our case we deal with domains of cubical type, which have corners. Nevertheless, the classical theory holds because we can localize the problem near corners and due to either (1.2) or (1.3) reflect it outside the cube. For example, let us consider the corner at O = (0, 0, 0) (see Figure 1) . As we saw in the beginning of the proof of Theorem 2 we have on the wall x 3 = 0 the equality v 1,x3 = v 2,x3 = v 3 = 0, which suggests the reflectioň Figure 2a) . By supp ζ we denote the support of the cut-off function ζ, and v denotes v localized to supp ζ, i.e.v = vζ. Similarly, since f = 0 we immediately get that ∂p ∂n = 0 on each part of the boundary. This implies that the reflection with respect to x 3 preserves the Stokes system. Now, to get the problem in the half-space we need one more reflection (see Figure 2b) . Observe that on x 1 = 0 we have v 1 = v 2,x1 = v 3,x1 = 0 and ∂p ∂n = 0, so we introducě
. Now we see thatv is defined in the half-space x 2 ≥ 0 and the Stokes system is preserved.
Remark 4.2. We have already mentioned that the assumption on the cubical shape of the domain can be relaxed. This motivation follows from (4.1), where the appearing boundary integral can be written in the form (4.11)
We see that under (1.2) the first integral on the right-hand side vanishes.
To eliminate the second integral we impose that Ω is of cylindrical type, parallel to the x 3 axis with convex cross section (see Figure 3) . Denoting the side boundary by S 1 , the bottom and the top of the cylinder (perpendicular to x 3 ) by S 2 , the normal unit vector and the tangent unit vectors by n, τ α , α = 1, 2, respectively, we easily establish (see e.g. Introduction in [Zaj05a] ) that (4.12)
where ϕ(x 1 , x 2 ) = c 0 is a sufficiently smooth, convex, closed curve in the plane x 3 = const.
Since n does not depend on x 3 on S 1 we get in view of (4.12) that
where κ is the curvature of ϕ. On S 2 we immediately see that v 3 = v 3,x1 = v 3,x2 = 0. Thus, (4.11) is negative and can be safely removed from (4.1).
For further geometrical considerations of the last term on the right-hand side in (4.11) we would refer the reader to e.g. [Wat03, Section 2]. for T small enough. Thus, combining the above inequality with (4.17) and summing over k yields
p,q (Ω T ) + ∇p Lq(0,T ;Lp(Ω)) ≤ c(initial and external data) for arbitrary large T < +∞. Now, the classical theory yields smoothness of v and p.
