Abstract-With the advance of technologies such as the Internet, Wi-Fi Internet availability and mobile access, it is becoming harder than ever to safeguard intellectual property in a digital form. Digital watermarking is a steganographic technique that is used to protect creative content. Copyrighted work can be accessed from many different computing platforms; the same image can exist on a handheld personal digital assistant, as well as a laptop and desktop server computer. For those who want to pirate, it is simple to copy, modify and redistribute digital media. Because this impacts business profits adversely, this is a highly researched field in recent years. This paper examines a technique for digital watermarking which utilizes properties of the Discrete Wavelet Transform (DWT).
I. INTRODUCTION
In the past, the U.S. has attempted to utilize copyright and trademarking law to protect creative digital content. However, legal means have not proven to be sufficient, and it can be an almost impossible task to hold the ownership of these works in the author's control and curb the illegal theft of these labors. Watermarks embed a symbol of the owner of the works into the item itself, still allowing innocent consumers to continue to enjoy creative content. However, the hope is that the capability to identify those who nefariously copy, for example, music files from a CD to sell on the black market, can This paper is based on "Watermarking with Wavelets: Simplicity Leads to Robustness," by E. Brannock be identified, and perhaps more successfully prosecuted. Businesses lose unknown profits from those who are willing to inexpensively reproduce artistic digital data, such as movies on DVDs and music on CDs in great volumes and instantaneously distribute worldwide to sell, without the right to do so. Therefore, creators and owners of the work are concerned that unauthorized copying and redistribution of their copyrighted works causes their economic returns to decline. As a result it has become of more significant consequence to study and find the most effective approaches to solve this problem. Watermarks serve to identify the source of the content and thus aid in investigating abusive duplication. Obviously, it is vital that the identifying marks which unassailably establish the true owner of the data are legible and identifiable: otherwise what is the use of embedding these proprietorships? Therefore, the impact of the size and nature of the data on the robustness of the embedded watermark will be investigated, in an extension of [1] . For the purposes of this study, an uncomplicated key will be used. However, as in other cryptographic systems, for commercial applications it should be large enough to make hacking attempts as unachievable as possible. Also, the effect of extensive search attacks on the watermark will be given a detailed examination.
In this paper, the next section will cover the background and digital watermarking principles, section III will cover wavelets, and then section IV will discuss the method used. Section V presents results, and section VI concludes the paper.
II. DIGITAL WATERMARKING

A. Definition
A digital watermark is "a digital code unremovably, robustly, and imperceptibly embedded in the host data and typically contains information about origin, status, and/or destination of the data", according to Hartung and Kutter [2] . It is a form of steganography, because it hides the embedded data, often without the knowledge of the viewer or user. Since the purpose of steganography is the secret communication between two persons, the watermark can be considered to have been successfully attacked if its existence is determined. When contrasting with steganography, watermarks add the property of robustness, which is the ability to withstand most common attacks [1] . The two common categories of attacks are removing the watermark and rendering the watermark undetectable [3] . Attack categorization may include (but are not limited to) compressing the image, adding noise, applying transforms such as translation, rotation and scaling, using linear filtering such as low-pass filtering, and rerecording or recapturing the signal, which makes extracting the watermark is nearly impossible [3] , [4] , [5] .
The watermark has a long and distinguished history. The oldest watermarked paper has been dated back to the 13th century when founded in Italy and was used to distinguish the format, quality and price of paper produced by artisans [6] . Competition between over 40 paper-makers was stiff, and paper-making artisans needed to protect their provenance [6] . Only the media is different for today's watermarks.
B. Types and Applications
There are two main types of watermarks. A blind (or public) watermark is invisible, and is extracted "blindly" without knowledge of the original host image or the watermark itself. The second is non-blind (also asymmetric marking or private), in which the watermark is embedded in the original host, and is intentionally visible to the human observer. The original data is required for watermark extraction [1] [2] . The blind watermark has many more applications than the visible watermark. The subject of this paper is a blind watermark. The only requirements for extracting the watermark are the watermarked image and the key used to embed the watermark in the image. The watermarked image may have been subject to modifications, such as those detailed in section II-A.
There are various watermarking applications for images, as listed below [2] , [5] , [7] .
• Copyright protection embeds the copyright owner information in the image. This information is used in order to prevent others from alleging ownership of the image. This is the most common use of watermarking applications currently.
• In an image authentication application the intent is to detect alterations to the data. The image's properties, such as it's pixel averages, maximums and minimums, are embedded and compared with the current images for modifications.
• Prevention of unauthorized copying is accomplished by embedding information about how often an image can be legally copied. An ironic example in which the use of a watermark might have prevented the wholesale pilfering of an image is in the ubiquitous "Lena" image, which has been used without the original owner's permission.
• The fingerprint embeds information about the legal receiver in the image. This involves embedding a different watermark into each distributed image and allows the owner to locate and monitor pirated images that are illegally obtained.
C. Watermarking Techniques
All watermarking methods share a watermark embedding system and a watermark extraction system [1] [2] . Figure 1 shows how the watermark is embedded into the image (on the left), and how the watermark can be later extracted from the image (on the right). There are two main watermarking techniques available: spatial domain and frequency domain. The technique used in this paper will embed the watermark using the Discrete Wavelet Transform (DWT), utilizing a time-scale method.
D. Requirements
An implicit requirement for a blind watermark is that it is invisible to the naked eye and should look indistinguishable from the original. There are also other requirements for successful watermark techniques. Literature lists the following common requirements: robustness, imperceptible to statistical methods, capacity, recovery with or without the original data, extraction or verification of a given watermark, speed, and security issues and use of keys.
• Robustness: A watermark should withstand any alteration of the watermarked image, whether it is unintentional or malicious. This is a key requirement.
We have yet to find a watermarking method that is 100% robust. When a watermark is extremely robust it is inclined to be visible. 
E. Scoring and Evaluation
What methods can be used to score and evaluate each of these requirements? The ideal would be to use real human vision: to gather a large group of people to view the original host image, the watermark, the host image containing the embedded watermark, and the extracted watermark under quality conditions (good lighting, quiet environment, no distractions, etc.). This is because evaluation of the watermark involves the subjective judgment of the distortion introduced through the process. Then an informed determination can be made in the trade-off between watermark robustness, whether the watermark is apparent in the image and the size of the watermark [8] .
To measure results, we utilize the Peak Signal-to-Noise Ratio. The quality of an N × M host image (f (x, y)) is compared to the N × M image containing the watermark (g(x, y)) using the formula below.
PSNR(f, g) = 20 × log 10 max pixel value
III. WAVELETS
The word wavelet literally means "little wave". It is attributed to Morlet and Grossmann in the early 1980s. They used the word ondelette; the French word was Anglicized by translating "onde" into "wave", giving "wavelet".
Various fields including mathematics, quantum physics, electrical engineering, and seismic geology developed the concept of wavelets independently. The development of many wavelet applications for digital signal analysis, such as image compression and edge detection [9] [10], ocean engineering, turbulence in hurricane winds, human vision, radar and earthquake prediction, is a result of these multiple disciplines working together.
The transform of a signal is just another way of representing the signal. It does not change the information content present in the signal. For example, using the Fourier transform, a signal can be expressed as the sum of a series of sines and cosines. In many ways, the wavelet transform is similar to the Fourier transform. Like the Fourier transform, wavelet transforms satisfy specified mathematical criteria to represent the data input. However, while the Fourier transform uses sinusoids to analyze signals, the wavelet transform uses wavelets of finite energy. Therefore, wavelets have their energy concentrated in time and are well suited for the analysis of transient, time-varying signals. Since most of the reallife signals encountered are time varying in nature, the Wavelet Transform fits many applications very well [11] .
The introduction of the Discrete Wavelet Transform (DWT) brought ground-breaking influence in the area of signal analysis. Mallat, a pioneer in the field, established the idea that the wavelet transform, performed in a multiscale manner, is effective for analyzing the meaning of the content in images.
For every wavelet, there is a function ψ called the mother wavelet described by We use the DWT to implement an elegant watermarking scheme. The 2-D DWT decomposes the image into sub-images, three details and one approximation, as shown in figure 3 . The upper left hand quadrant is the approximation image, which looks just like the original image of a filopodia (a snail neurite); only on 1/4 the scale. The three details are seen the other three quadrants.
The 2-Dimensional wavelet transform can be done in a separable fashion, meaning that we can use a 1-Dimensional DWT and apply it horizontally, then vertically. To accomplish the 1-D DWT, we split a 1-D input signal into two streams, and filter each. We have a lowpass filter (h) and a high-pass filter (g), corresponding to the scaling and wavelet functions, respectively. Filtering is a basic operation in digital signal processing where the input signal (i.e. a row or column from an image) is convolved with a set of coefficients. Convolution is described by the equation:
As the reader will notice, this can be computed with multiplication and additions (summation). The DWT separates an image into a lower resolution approximation image (LL) as well as horizontal (HL), vertical (LH) and diagonal (HH) detail components. For example, HL After one octave of the DWT Figure 3 . One level of decomposition using the DWT for Filopodia means that we used a high-pass filter along the rows, and a low-pass filter along the columns. Figure 4 illustrates this concept. In figure 4 the high pass filter is denoted by g while the low pass filter is denoted by h. These details are the upper right hand quadrant, and both lower quadrants as shown in the figure 3. The low-pass and high-pass filters of the wavelet transform naturally break a signal into similar (low-pass) and discontinuous/rapidlychanging (high-pass) sub-signals.
The slow changing aspects of a signal are preserved in the channel with the low-pass filter and the quickly changing parts are kept in the high-pass filter's channel. Therefore we can embed high energy watermarks in the regions that human vision is less sensitive to, such as the high resolution detail bands (LH, HL, and HH). Embedding watermarks in these regions allows us to increase the robustness of our watermark, at little to no additional impact on image quality [12] .
For a 2-D transform, we can filter along the rows, producing two sub-images each about half the size of the original. The heights are the same as the original, but the sub-images have half the width. We then filter these subimages with low and high-pass filters along the columns. This produces two more sub-images each, for a total of four sub-images. This process is called decomposition or analysis. We label the resulting sub-images from an octave of the DWT as LL (the approximation), LH (horizontal details), HL (vertical details), and HH (diagonal details), according to the filters used to generate the sub-image.
Why not use this approximation as an image and recursively apply the DWT a second or third time? Multiresolution is the process of taking one octave's LL output and putting this sub-image through another set of analysis filters. We can iterate this with LL again and again. The details at each succeeding octave are one-fourth the size of the previous octave. See figure 5 .
The fact that the DWT is a multi-scale analysis can be used to the watermarking algorithm's benefit. The first approximation will be used as a "seed" image and recursively apply the DWT a second and third time (or however many times it is necessary to perform to find all of the areas of interest) [11] . As shown, the DWT can be used to analyze, or decompose, signals and images. On the flip side, since none of these pieces are lost, these components can be assembled back into the original signal without loss of information. This process is called reconstruction, or synthesis. The finite impulse response filters used are related to each other such that their coefficients satisfy perfect reconstruction criteria. That is, these filters effectively cancel aliasing, and no scaling is needed. This is important to satisfy the criteria of embedding a watermark, then having the capability to (almost) perfectly reconstruct the original image, except in the locations the watermark is inserted. Therefore, the signal can be reconstructed by undoing the transform. The approximation looks a lot like the original. When we add in the high frequency content, we get back to where we started (filling in the details). This mathematical operation is called the inverse discrete wavelet transform (IDWT). This manipulation is shown in figure 6 , for one octave only. When using the discrete wavelet transform, there are many wavelets to choose from. We change the wavelet simply by changing the filter coefficients. The focus of this paper is to discover if there is a best way to choose a wavelet family when using the DWT for watermarking.
See [13] for more background on wavelets, and [14] for wavelet history.
IV. IMPLEMENTATION
A. Watermarks Used
Three distinct watermarks were chosen to embed in each of the images in the image database. The aim in employing different watermarks is to discover if there may be any dependence upon the choice of the watermark, or how the watermark is constructed. This is very different than the idea of incorporating two watermarks in an image to improve the protection and robustness for the image presented in [15] , as only one watermark is embedded in any iteration in any image in the image database for this methodology.
The first watermark was a black and white watermark. It was created by cutting and pasting the word "Watermark" from a Microsoft Word R document into Adobe Photoshop R . This exhibits the use of text, such as the owner's name, as a watermark image. It will be referred to as the "text watermark". This watermark is 80 x 20 pixels. The larger a watermark is, the more likely it will become visible. The second watermark demonstrates the use of color. The letters "ABC" are presented in the primary colors red, yellow and blue respectively. This watermark was created by using Microsoft Word R , and changing the font color. Then the watermark was pasted into Adobe Photoshop R as well to create the colorful bitmap. It will be referred to as the "color watermark". This bitmap is 40 x 20 pixels. The third watermark illustrates the use of a graphic as the marking. It is a greyscale happy face. It was created by scanning in a manually drawn picture, then reducing it in size. It will be referred to as the "happy face watermark". The happy face is 50 x 36 pixels.
Since there are many choices of wavelets, we naturally ask the question, "Is there a particular wavelet that is better suited for watermarking applications?" Since a unique answer to this question was not discovered in previous research, eight differing popular wavelets were Figure 9 . Graphical happy face greyscale watermark bitmap embedded used to implement for comparison and contrast; the Haar wavelet, the orthogonal, 4-coefficient, Daubechies wavelet (e.g. db2), the 32nd order Daubechies wavelet (e.g. db32), three biorthogonal wavelets, including a reverse biorthogonal wavelet (bior2.2, bior5.5, rbio6.8), the symlet 8-coefficient wavelet and the 4th order Coiflet wavelet. MATLAB has built in support for numerous wavelets, and we adopt MATLAB's wavelet names here [16] .
B. Images Used
• "Barbara" -512 x 512 pixels • "Bird" -256 x 256 pixels (available at [18] )
• "Boat" -512 x 512 pixels [18] • "Box" -256 x 256 pixels • "Cameraman" -256 x 256 pixels (available at [18] • "Dog on Porch" -256 x 256 pixels [11] • "Eight Coins" -242 x 308 pixels [16] .
• "Filopodia" -640 x 480 pixels ( special thanks to Dr. Vincent Rehder at Georgia State University) • "France" -672 x 496 pixels (a converted PowerPoint slide [18] ) • "Frog" -620 x 498 pixels [18] • "Gold Hill, An Alpine Village" -512 x 512 pixels [18] • "Horizontal Lines" -256 x 256 pixels [18] • "Jumping Shark" -534 x 301 pixels (special thanks to c kemmcnair.com) • "Lena" -512 x 512 pixels • "Lena in Color" -512 x 512 pixels [18] • "Library" -464 x 352 [18] • "Mandrill" -512 x 512 pixels [18] • "Montage" -256 x 256 pixels [18] • "Moon" -358 x 536 pixels • "Mountain" -640 x 580 pixels [18] • "MRI" -128 x 128 pixels • "Peppers" -512 x 512 pixels [18] • "Peppers in Color" -512 x 512 pixels [18] • "Pout" -240 x 290 pixels • "Pretty Calico Kitty" -640 x 480 pixels (the author's cat) • "Satellite View of Washington" -512 x 512 pixels [18] • "Serrano Artwork" -630 x 794 pixels [18] • "Slope" -256 x 256 pixels [18] • "Squares" -256 x 256 pixels [18] • "Text" -256 x 256 pixels [18] • "Zelda" -512 x 512 pixels [18] Sample images include figures 10, 11, 12, 13, 14, 15 and 16. 
C. Algorithm
The 2-D DWT is applied to the image, giving four quadrants 1/4 the size of the original image, and producing the two matrices of coefficients that will be manipulated, the horizontal details (HL) and vertical details (LH). A pseudo random noise pattern is generated using the secret key as a seed, and each of the bits of the watermark are embedded in the horizontal (HL) and vertical (LH) coefficient sub-bands using this pattern. The equation from [19] used to embed one of the three watermarks is: W ′ i is the watermarked image, W i is the original image, and α is a scaling factor. Increasing α increases the robustness of the watermark, but decreases the quality of the watermarked image. We use the same α (the constant 2 on a scale of 1 to 5) as used in [19] . Finally, we write the image, and calculate the PSNR. Inoue in [20] also puts forth the algorithm of classifying the coefficients in the decomposed image as significant or insignificant. Then watermark data is embedded in the location of insignificant coefficients. This is in contrast to the process presented in this paper in which the watermark is inserted in the portions of the image that are, in theory, least perceptible to the human eye.
All of the images in the image database are combined with the three unique watermarks and continue to the extraction step, detailed in the next paragraph. This is without the introduction of the simulation of interference. As well, each of the images that is embedded with the text watermark, the colored text watermark, or the "happy face" graphical watermark, will be altered to model image distortion (i.e., innocent or purposeful tampering). Three types of noise were individually applied in different iterations of the process:
• Gaussian white noise with a zero mean noise and 0.01 variance.
• Salt and pepper noise with a noise density of 0.04.
• Speckle noise with a mean of 0 and variance 0.04. Another common action that occurs with images is compression. After one of the watermarks is embedded, the discrete cosine transform matrix of each 8-by-8 block of the image is computed. The matrix of pixels for the image is divided into 8-by-8 sections, starting in the upper left corner, with no overlap. Zero padding is applied if the 8-by-8 blocks does not fit exactly over the image. A mask is applied so that only 16 % (10 out of 64 for each 8-by-8 block) of the pixels are retained from the original image. The inverse of the discrete cosine transform is performed to recover the now condensed image. This is similar to the method used in JPEG compression.
See section V for the original image compared to the visuals that illustrate the some of the operations of applying noise or compression to the "Text" image after the text watermark has been embedded.
To extract the watermark, we apply the 2-D inverse DWT to the possibly corrupted watermarked image W * i . The same secret key, which is obviously known to the owner of the content but not to anyone who wishes to access the content illegally, is used to seed the random function and to generate the pseudo random noise pattern. The more complex the key is, the less likelihood there is of tampering. The correlation, z, between the pseudo random noise and the horizontal and vertical details is found, and if that correlation exceeds a threshold (the mean of the correlation), a pixel in the watermark is located. y i is a candidate pixel of the watermark and M is the length of the watermark. The equation below comes from [19] .
Finally the extracted watermark is written, the multiple PSNRs are calculated and a file is written with all of the results. There are two PSNR calculations performed. The first is between PSNR between the noisy or compressed image with the watermark embedded and the original image. The second PSNR is between the recovered watermark and the original watermark.
The algorithm is the following:
1. Iterate through each watermark.
• Black and white text watermark.
• Red "A", yellow "B" and blue "C" colored text watermark.
• Happy face graphical watermark.
2. For each watermark iterate over each type of transformation.
• 
For each image in the database
• Embed the watermark.
• Calculate the PSNR for the original image and the image with the watermark embedded.
• Add noise or compression.
• Calculate the PSNR for the original image and the manipulated image with the watermark embedded.
• Extract the watermark.
• Calculate the PSNR for the watermark and the extracted watermark.
Write the data
• Write all created images with the watermark embedded including the images (noisy, compressed or no action) and Recovered watermarks • Write PSNR data.
V. RESULTS
Forty pristine original images, with eight wavelet families, including no tampering or three types of noise, or compression introduced results in 1600 watermarked images and 1600 recovered watermarks. The process was performed utilizing three distinct watermarks, so consequently 4800 watermarked images and 4800 recovered watermarks were produced. The outcome is almost 10,000 images, which are too many to reproduce in this forum. Various pictorial portions will be shown in this section as a representative sample. Please see the tables for more specific statistics.
First, one of the watermarks is embedded in the original image. No noise is introduced into the image. To simulate effects of such innocent problems such as transmission errors, or perhaps alterations of the image for other more predatory reasons, three types of noise are then independently applied to the image to simulate image corruption. The Gaussian white noise added had a zero mean noise with 0.01 variance. The salt and pepper noise had noise density of 0.04, affecting approximately 4% of the pixels. Lastly, the speckle added multiplicative noise that is uniformly distributed random noise with mean 0 and variance 0.04. Another type of alteration which may be applied to the image is compression. Then the watermark is extracted from the noisy image. The results are shown in the tables.
When embedding any of the three watermarks, the Text image was consistently one of the worst performing images. This can be seen in some of the multiple variations that are shown in the following figures. For comparison sake, the Text image is shown with speckle noise alone, and no watermark embedded. The Text image repeatedly produced results that gave the lowest PSNR. We chose to show these as an example so that not just the images that excel can be viewed by the reader. figure 27 , we see the recovered text watermarks from the Frog image [18] , with Gaussian noise, and encoded from left to right with the Haar wavelet, the biorthogonal 5.5, and the symlet 8 coefficient wavelet. In figure 28 the text watermark image is shown after being extracted from the Filopodia image. The Filopodia image was compressed to less than 16 percent of its original size after the watermark was embedded. These three text watermarks used the Haar, reverse biorthogonal, and symlets wavelet respectively. Next, figure 29 details the recovery of the color watermark from the Alpine Village image using the Haar, Daubechies 4 coefficient and Coiflet wavelets. Lastly figure 30 illustrates the happy face watermark after it has been recovered from the Mountain image that has been doused with salt and pepper noise. The wavelets employed for this procedure were the Haar, Coiflet and Daubechies 32. Clearly, the watermarks encoded with the Haar wavelet were the best ones recovered. These recovered watermarks are representative; each image in the database had corresponding visual results. The tables shown represent some of the statistics obtained. The tables concentrate on the numbers reported for the watermark extraction; this notes which wavelet families allow the extracted object to be identified. Table I examines the watermark embedding process, using the text watermark, with no noise added, showing the average, minimum and maximum PSNRs. All of the data for the other possible combinations for embedding each of the watermarks (such as embedding the happy face watermark using salt and pepper) are available. For a small portion of the images in the image database, table II shows the PSNR for each wavelet for the text watermark recovery process. Table III shows a summary for all of the images using the each of the watermarks and no noise. Table IV shows, for the entire image database, the average PSNR obtained for each type of noise, including Gaussian, salt and pepper, and speckle using the text watermark. Tables V and VI show the same thing, but for the happy face and color watermarks respectively. The last table shows the results of compression using the text watermark. When embedding the watermark, the higher the PSNR value is, the less perceptible the embedded watermark will be to the human eye. As well, the higher the PSNR is for the recovered watermark, the easier it is to identify.
VI. CONCLUSIONS
The Discrete Wavelet Transform enables the embedding of a watermark at higher level frequencies, which are not as visible to the human eye, via the access to the wavelet coefficients in the HL and LH detail sub-bands. For both the impact on the original image and for the recovery of the embedded watermark, the Haar wavelet, both visually and objectively measured by PSNR, outperforms the other families tested when using greyscale or black and white images and watermarks. However, when color is introduced, such as with the color watermark and the color images, the preference demonstrated is smaller (and in a few cases nonexistent). This appears to be a byproduct not of the Haar wavelet's capabilities itself, but of using the same algorithm for the color, greyscale and black and white images. These statistics suggest further work for the impact of color. This is an intriguing result as the Haar wavelet, which is discontinuous, and resembles a step function, conveys the most simplicity of all of the wavelet families. This remains true when three types of noise are added, including Gaussian, speckled and salt and pepper, as well as when the watermarked image remains uncorrupted. Compression at such a high rate (retaining only 16% of the image) seems to negate the Haar wavelet's benefit. Furthermore, the introduction of color also has a large influence in equalizing the wavelet's capabilities, although the Haar wavelet has a small superiority in these cases too. In almost every other situation the Haar wavelet repeatedly outperforms the others. Therefore, the size, type and complexity of the image, and the introduction of noise does not seem to change the advantage that the simple, but effective, Haar Wavelet displays when working with greyscale watermarks.
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