In this note we consider similarity preserving linear maps on the algebra of all n × n complex upper triangular matrices T n . We give characterizations of similarity invariant subspaces in T n and similarity preserving linear injections on T n . Furthermore, we considered linear injections on T n preserving similarity in M n as well.
Introduction
In the last few decades, many researchers have considered linear preserver problems on matrix or operator spaces. For example, there are many research works on linear maps which preserve spectrum (cf. [4, 5, 11] ), rank (cf. [3] ), nilpotency (cf. [10] ) and similarity (cf. [2, [6] [7] [8] ) and so on. Many useful techniques have been developed; see [1, 9] for some general techniques and background. Hiai [2] gave a characterization of the similarity preserving linear map on the algebra of all complex n × n matrices. In this note, we consider the similarity preserver problem on upper triangular matrices. Let M n be the algebra of all complex n × n matrices and let T n (resp. T 0 n ) be the algebra of all complex n × n upper (resp. strictly upper) triangular matrices. We denote by I n the identity in M n . Let A and B be in M n . We say that A and B are similar if there is an invertible matrix S such that B = S −1 AS. We denote by S(A) = {B ∈ M n : A and B are similar} the similarity orbit of A in M n . If A, B and S are in T n , we say that A and B are similar in T n . A subspace M of T n is said to be similarity invariant if for any A ∈ M, we have S −1 AS ∈ M for all invertible matrix S in T n . A linear map ϕ on T n is said to be similarity preserving if ϕ(A) and ϕ(B) are similar whenever so are A and B in T n . We give all forms of similarity invariant subspaces in T n and injective similarity preserving linear maps on T n as well as elementary proofs.
On the other hand, we note that for A, B ∈ T n , they may be similar in M n but not similar in T n . We call a subspace M of T n is invariant under the similarity in M n if for any A ∈ M, S(A) ∩ T n ⊂ M. A subspace of T n which is invariant under the similarity in M n is also similarity invariant in T n . However the converse is clearly false. We then characterize all subspaces of T n which are invariant under the similarity in M n as well as linear injections on T n preserving similarity in M n .
We denote by C n the n-dimensional complex Euclidian space. Let δ ij be the Kronecker's numbers, that is, δ ij = 1 when i = j and 0 otherwise, for all 1 i, j n. Let e i = (δ i1 , δ i2 , . . . , δ in ), 1 i n. Then {e 1 , e 2 , . . . , e n } is the canonical orthogonal basis of C n . We regard a matrix A as a linear transformation on C n . For every x, y ∈ C n , we define a rank-1 matrix x ⊗ y by (x ⊗ y)z = (z, y)x for all z ∈ C n , where (z, y) is the inner product of C n . Then {E ij = e i ⊗ e j : i, j = 1, 2, . . . , n} is a basis of M n . We denote by D n the algebra of all diagonal matrices in M n and for any n complex numbers
x ii ). The (resp. tr) is the canonical conditional expectation (resp. trace) from M n onto D n (resp. C). For a subset S of C n (resp. M n ), we denote by [S] the subspace generated by a subset S in C n (resp. M n ).
Similarity invariant subspaces in T n
We give forms of all similarity invariant subspaces in T n in this section.
. . , j n ) ∈ and thus is a similarity invariant subspace. It is evident that
Proof. If M = 0, the result is trivial. Thus we may assume that M / = 0 and put
On the other hand, let A = (a ij ) ∈ M and let S = (s ij ) ∈ T n be an invertible matrix such that s 11 = 2, s ii = 1, 2 i n and s ij = 0 for i / = j . Then we have that SAS −1 , SAS −1 − A and 2A − SAS −1 are in M. It follows that both
where b ij = a ij for i < j n and other entries are 0. We note that
For each i, if there is a j > i such that E ij ∈ M 0 , then we put j i = min{j : E ij ∈ M 0 } − 1. Otherwise we put j i = n. Note that if E ij ∈ M 0 , then E kj , E il ∈ M 0 for any 1 k i and j l n since E ij , E ij + E kj and E ij + E il are all similar each other in T n . It follows that
Let A ∈ M 0 . As we proved above, we have
. . , j n ) and the proof is complete.
Let (j 1 , j 2 , . . . , j n ) ∈ . We note that i j i for any 1 i n and j n = n. We put {k 1 , k 2 , . . . , k m } be the subset {j i : j i = i} of {j 1 , j 2 , . . . , j n }, where
Proof. If k 1 = n, then we have N = CI and the result easily follows. Otherwise, let
Let S ∈ T n be an invertible matrix. Then
such that S ll is invertible for all 1 l m. By a simple calculation, we have
for some strictly upper triangular matrix X. Note that for any k l , we have E ij ∈ K(j 1 , j 2 , . . . , j n ) for all 1 i k l and k l < j n. Now every entry X ls (l < s) of X, is a linear combination of all E ij , where k l−1 i k l , k l < j n. It follows that X ∈ M and the proof is complete.
Proof. The sufficiency follows from Lemma 2. We next prove the necessity.
Let
The proof is complete.
Similarity preserving linear maps on T n
In this section, we consider similarity preserving linear injections on T n . Let J = n i=1 e i ⊗ e n−i+1 . For a matrix A ∈ M n , we denote by A t the transpose of A. Define ψ(X) = J X t J , X ∈ T n . It is known that ψ is an injective similarity preserving linear map on T n . We recall that is the canonical conditional expectation from M n onto D n .
Theorem 2. Let ϕ be an injective linear map on T n . Then ϕ is similarity preserving if and only if there are a linear functional f on D n , a constant λ /
= −f (I ) and an invertible matrix S ∈ T n such that for any X ∈ T n , one of the following holds:
Proof. Let ϕ be injective. We will complete the proof by several steps.
Step
We note that both
are one-dimensional similarity invariant subspaces in T n . Since E 1n ∼ λE 1n for any non-zero constant λ, ϕ(E 1n ) ∼ λϕ(E 1n ). Then we have the claims. If n = 2, then we have ϕ(E 12 ) = λE 12 = e 1 ⊗ λe 2 for some constant λ. We define Ae 1 = e 1 and Ce 2 = λe 2 , we have ϕ(E 12 ) = Ae 1 ⊗ Ce 2 . If n > 2, we continue the following steps.
Then M is a two-dimensional similarity invariant subspace. By Theorem 1, there are three two-dimensional similarity invariant subspaces in T n :
Next we may assume
Step 3.
for all 2 i n − 1 and
for all 2 i n − 1, where
We prove this by induction. For i = 2, by Step 2 and our assumption, the conclusion holds. Assume that for all i < k the conclusion holds. Then for i = k, we have that
. . , n), we also have E 1(n−k+1) − X 0 + X, E 1(n−k+1) and E 1(n−k+1) − X 0 are similar to each other. It follows that ϕ(X) + αE 2n is similar to
Similarly we have (3.2) holds.
Step 4 We similarly have a linear transformation C on [e k : 2 k n] such that C[e k : j k n] ⊆ [e k , j k n] for every 2 j n and ϕ(e 1 ⊗ x) = e 1 ⊗ Cx for any x ∈ [e k : 2 k n]. We note that Ce n = ce n for a non-zero scalar c. Thus we may assume Ae 1 = e 1 and ϕ(x ⊗ e n ) = Ax ⊗ Ce n . for x ∈ [e k : 1 k n − 1].
We next show that ϕ(E ij ) = ϕ(e i ⊗ e j ) = Ae i ⊗ Ce j for all 1 i < j n by induction. We note that the conclusion holds when i = 1. Assume that the conclusion holds for all i k − 1. Then ϕ (K(j 1 , j 2 , . . . , j k−1 , n, . . . , n)) = K (j 1 , j 2 , . . . , j k−1 , n, . . . , n) by the definitions of A and C, where j 1 = j 2 = · · · = j k−1 = l for any k − 1 l n.
Assume i = k. We note that by a similar method of Step 3,
Now if there is a j > k such that ϕ(e k ⊗ e j ) / = Ae k ⊗ Ce j , and let , j 2 , . . . , j k−1 , j k , n, . . . , n) and there is an X ∈ K(j 1 , j 2 , . . . , j k−1 , j k + 1, n, . . . , n) such that ϕ(e k ⊗ e k 0 + X) = λe k ⊗ e k 0 is a rank-1 matrix by (3.3) . We note that e k ⊗ e k 0 + e k ⊗ e k 0 +1 + e k−1 ⊗ e k 0 + e k−1 ⊗ e k 0 +1 is similar to e k ⊗ e k 0 in T n . Then we have that ϕ(e k ⊗ e k 0 + e k ⊗ e k 0 +1 + e k−1 ⊗ e k 0 + e k−1 ⊗ e k 0 +1 ) is similar to ϕ(e k ⊗ e k 0 ). However this is impossible since ϕ(e k ⊗ e k 0 + e k ⊗ e k 0 +1 + e k−1 ⊗ e k 0 + e k−1 ⊗ e k 0 +1 ) is not of rank-1. Then µ = 1 and we have that ϕ(e i ⊗ e k 0 ) = Ae i ⊗ Ce k 0 . This is a contradiction. Thus ϕ(E ij ) = Ae i ⊗ Ce j for all 1 i < j n.
Step 5. The assertion (1) in Theorem 2 holds. Note that the similarity invariant subspace ϕ −1 (CE 11 + K(1, n, . . . , n)) contains K(1, n, . . . , n) and dim ϕ −1 (CE 11 + K(1, n, . . . , n)) = n. By Theorem 1 and Step 3, there are constants a and b such that ϕ −1 (CE 11 + K(1, n, . . . , n)) = C(aE 11 + b(I − E 11 )) + K (1, n, . . . , n) . Then there are a unique constant α 1 and a unique vector y 1 such that ϕ(E 11 ) = α 1 I + e 1 ⊗ y 1 = α 1 I + Ae 1 ⊗ y 1 . Define Ce 1 = y 1 and extend C as a linear transformation on C n . Similarly, there are a unique constant α n and a unique vector x n such that ϕ(E nn ) = α n I + x n ⊗ Ce n . Then we may define Ae n = x n . Thus we have both A and C * are in T n and ϕ(X) = AXC * for any X ∈ T 0 n . Next we prove for every 1 < k < n, there is a constant α k such that ϕ(
By considering the similarity invariant subspace ϕ −1 (CE kk + K(j 1 , . . . , j k−1 , j k , n, . . . , n), there are three constants a, b and c such that
by Theorem 1 and
Step 4, where Let f (E ii ) = α i for 1 i n and extend f as a linear functional on D, then f • is a similarity preserving linear map on T n and we denote it by g. We thus easily have ϕ(X) = g(X)I + AXB for any X ∈ T n , where B = C * . It is trivial that AB = λI and then ϕ(X) = g(X)I + λAXA −1 for any X ∈ T n . It is clear that g(I ) / = −λ since ϕ is injective. Thus assertion (1) of Theorem 2 holds.
If − 1, n − 1, n, . . . , n), then we similarly have that (2) of Theorem 2 holds. The proof is complete.
Remark 1.
Let ϕ be a similarity preserving linear map on T n which is not necessarily injective. Then the kernel of ϕ in T n is a similarity invariant subspace. We do not know whether there is a similarity preserving linear map ϕ on T n such that its kernel is a given similarity invariant subspace M although some subspaces do have this property.
Linear maps on T n preserving similarity in M n
As we know, for two elements in T n , they may be similar in M n but not similar in T n . Thus we may consider a linear map on T n which preserves similarity in M n . At first we give characterizations of subspaces of T n which are invariant under the similarity in M n . Let ker(tr) = {X ∈ T n : tr(X) = 0}.
Theorem 3. A subspace M in T n is invariant under the similarity in M n if and only if it is one of the following forms:
Proof. These six forms of subspaces of T n are clearly invariant under the similarity in M n .
Next we assume that M is a non-zero subspace in T n which is invariant under the similarity in M n . If M = CI n , then M is the form (2) of Theorem 3.
Otherwise, there is a matrix A = (a ij ) in M which is not in CI n . Then either a kk / = a ll for some k < l or a kl / = 0 for some k < l. If a kk / = a ll for some k < l, then we easily have A + N and A are similar in M n , where N = (n ij ) such that n kl = x for any x ∈ C and n ij = 0 otherwise. Then A + N ∈ M. Thus without loss of generality, we may assume that a kl / = 0 for some k < l. By a similar method used in the proof of Lemma 1, we easily have that A i ∈ M, where A i is defined in the proof of Lemma 1. It follows that there is a rank-1 nilpotent matrix in M. We note that all rank-1 nilpotent matrices in T n are similar to each other in M n . Then M ⊇ T If (M) = CI n , then we have M = CI n + T n , that is M is the form (4) of Theorem 3. Next we assume that there is a diagonal matrix A ∈ M such that A / = λI n for any λ ∈ C. Take a diagonal matrix A = diag (a 1 , a 2 , . . . , a n a 2 , a 3 . . . , a n ) and B = diag(a 2 , a 1 , a 3 , . . . , a n ) are similar in M n . It follows that diag (1, −1, 0, . . . , 0) ∈ M, which implies that X ∈ M for any diagonal matrix X with tr(X) = 0. Thus M ⊇ ker(tr). Therefore M is either ker(tr) or T n , which implies that M is either form (5) or form (6) of Theorem 3. The proof is complete.
Theorem 4. Let ϕ be an injective linear map on T n . Then ϕ preserves similarity in M n if and only if there are non-zero constants α, β with nα + β /
= 0 and an invertible matrix S ∈ T n such that for any X ∈ T n , one of the following holds:
Proof. The idea of the proof comes from that of Theorem 2. We also give proof here. Let ϕ be injective on T n . Then ϕ −1 (M) is invariant under the similarity in M n if M is. It is easily follows that ϕ(M) = M from Theorem 3. In particular, ϕ(CI n ) = CI n and ϕ(T 0 n ) = T 0 n . Note that any two rank-1 nilpotent matrices are similar in M n . Then ϕ(X) is of rank-1 if X is by a simple calculation (cf. Lemma 2 in [7] ). By a similar method as in the proof of Lemma 3 in [7] , we know that there are vectors {ξ 1 , η 1 } in C n , such that for all 2 j n, either ϕ(E 1j ) = ξ 1 ⊗ y j for some y j ∈ {ξ } ⊥ or ϕ(E 1j ) = z j ⊗ η 1 for some z j ∈ {η} ⊥ .
We assume that for all 2 j n, ϕ(E 1j ) = ξ 1 ⊗ y j for some y j ∈ {ξ } ⊥ .
Since ϕ is injective, {y j : 2 j n} are linearly independent. On the other hand, it is clear that ξ 1 ] by induction. We note that the conclusion holds when i = 1. Assume that for all i k − 1, the conclusion holds. Now assume i = k. If n = k + 1, the conclusion easily follows by the inductive assumption. If n > k + 1, we similarly have that ϕ(E kj ) = ξ k ⊗ η j or ϕ(E kj ) = η j ⊗ ξ k for some ξ k and linearly independent vectors {η j : k < j n} in {ξ k } ⊥ . We show that the second case can not occur. Otherwise, Since E (k−1)j + E kj is of rank-1, so is e k−1 ⊗ Ce j + η j ⊗ ξ k for k < j n. Note that n > k + 1, this is impossible since C is injective and {η j : k < j n} are linearly independent. Then ϕ(E kj ) = ξ k ⊗ η j for some linearly independent vectors {η j : k < j n} in {ξ k } ⊥ . Now if η j and Ce j are linearly independent for some j > k, then ξ k and ξ i have to be linearly dependent for all 1 i k − 1 since ϕ(E ij + E kj ) = ξ i ⊗ Ce j + ξ k ⊗ η j is of rank-1. This is impossible because {ξ 1 , ξ 2 , . . . , ξ k−1 } are linearly independent by assumption. Then η j and Ce j are linearly dependent for all k < j n. It follows that ξ k ∈ [e 1 , e 2 , . . . , e k ] but ξ k / ∈ [e 1 , . . . , e k−1 ] since ϕ is injective. Then η j and Ce j are linearly dependent for all k < j n since E (k−1)j + E kj is of rank-1. That is, η j = a j Ce j for some constants a j and all k < j n. Note that all a j are equal. In fact, if a j / = a l for some j < l, then we have that ϕ(
is. This is a contradiction. Thus a j = a for all k < j n. Replacing ξ k by aξ k , we have ϕ(E kj ) = ξ k ⊗ Ce j for k < j n.
Note that Ce j ∈ [e l : k l n] ∩ {ξ k } ⊥ (k < j n) and, it easily follows that Ce j ∈ [e l : k < l n] for any k < j n and then [Ce k+1 , . . . , Ce n ] = [e k+1 , . . . , e n ]. By induction, the conclusion follows.
We define Ae i = ξ i for 1 i n − 11 . We claim that x ii = x jj for all 2 i, j n and x 11 / = x 22 . In fact, If there are 2 i < j n such that x ii / = x jj , then X is similar to X + E ij , which implies that E 11 is similar to E 11 + Ae i ⊗ Be j . It follows that either {e 1 Then x ii = x jj for all 2 i, j n. On the other hand, if x 11 = x 22 = · · · = x nn = α, then we have X = αI n + X 0 for some X 0 ∈ T 0 n . Then ϕ(X) = ϕ(αI n + X 0 ) = βI n + ϕ(X 0 ) = E 11 for some β ∈ C. This contradiction shows that x 11 / = x ii for all 2 i n. Put x 11 = λ and x 22 = · · · = x nn = µ. Now for any positive integer k, put S k = diag (1, k, k 11 . It follows that ϕ(µI n + (λ − µ)E 11 ) is a rank-1 idempotent x ⊗ y ∈ T n . Then there is an i 0 such that x ∈ [e 1 , . . . , e i 0 ] and y ∈ [e i 0 , . . . , e n ]. We conclude that there are constants α and β such that ϕ(E 11 ) = αI n + βx ⊗ y. Note that E 11 is similar to E 11 + E 1j for all 2 j n, it easily follows that i 0 = 1. That is, ϕ(E 11 ) = αI n + e 1 ⊗ y 1 for some y 1 ∈ C n . We define Ce 1 = y 1 . Then C can be extended to be an invertible linear transformation on C n and we have ϕ(E 11 ) = αI n + Ae 1 ⊗ Ce 1 . Note that E 11 is similar to E nn . So we similarly have there is some x n ∈ C n but not in [e 1 , . . . , e n−1 ] such that ϕ(E nn ) = αI n + x n ⊗ Ce n . By defining Ae n = x n , we also have A is an invertible linear transformation on C n such that ϕ(E nn ) = αI n + Ae n ⊗ Ce n . We next show that ϕ(E ii ) = αI n + Ae i ⊗ Ce i for all 1 < i < n. In fact, for any i, ϕ(E ii ) = αI n + x i ⊗ y i for some idempotent x i ⊗ y i ∈ T n . We know for any k < i < j < n, E ii , E ii + E ki and E ii + E ij are similar each other. So are αI n + x i ⊗ y i , αI n + x i ⊗ y i + Ae k ⊗ Ce i and αI n + x i ⊗ y i + Ae i ⊗ Ce j . It easily follows that x i ⊗ y i = λ i Ae i ⊗ Ce i by the property of A and B. by use a similar method considering the fact that E ii + E ki + E ij + E kj is of rank-1 for all k < i < j, we have λ i = 1. Put B = C * . Then A, B ∈ T n and for any E ij ∈ T n , ϕ(E ij ) = α tr(E ij )I n + Ae i ⊗ Ce j = α tr(E ij )I n + AE ij B. Then for any X ∈ T n , we have ϕ(X) = αtr(X)I n + AXB. In particular, AB = βI n for some constant β / = −nα. We then have (1) of Theorem 4 holds.
If ϕ(E 1j ) = z j ⊗ η for some z j ∈ {η} ⊥ and all 2 j n, we similarly have (2) of Theorem 4 holds. The proof is complete.
Remark 2.
For every subspace M of Theorem 3, we have a linear map ϕ on T n preserving similarity in M n such that ker(ϕ) = M. Example 4. Let S ∈ T n be invertible. Define ϕ(X) = α(tr(X)I n − S −1 XS) ∀X ∈ T n . Then ϕ preserves similarity in M n such that ker(ϕ) = CI n . Example 5. Let be the canonical conditional expectation from M n onto D n defined in § 1 and let be an automorphism of D n . Then • is a linear map on T n preserving similarity in M n such that ker( • ) = T 0 n . Define ϕ(X) = n • (X) − tr(X)I n , ∀X ∈ T n . Then ϕ preserves similarity in M n such that ker(ϕ) = CI n + T 0 n . Let {i 1 , i 2 , . . . , i n } (resp. {j 1 , j 2 , . . . , j n−1 }) be a permutation of {1, 2, . . . , n} (resp. {1, 2, . . . , n − 1}). Let {a k : 1 k n − 1} be n − 1 non-zero complex numbers. We define a linear map on T n by letting ϕ(E i k i k ) = a i E j k n for 1 k n − 1, ϕ(E i n i n ) = − n−1 k=1 a k E j k n and ϕ(E ij ) = 0 for all i < j. Then ϕ preserves similarity in M n . We also have ker(ϕ) = CI n + T 0 n .
Example 6.
On the other hand, let {l 2 , l 3 , . . . , l n } be a permutation of {2, . . . , n} and {a l : 2 l n} be n − 1 nonzero complex numbers. We similarly define a linear map on T n by letting ϕ(E l k l k ) = a l E 1l k for 2 k n, ϕ(E l n l n ) = − n k=2 a k E 1l k and ϕ(E ij ) = 0 for all i < j. Then ϕ preserves similarity in M n . We again have ker(ϕ) = CI n + T 0 n .
Thus we may ask: are there other linear maps on T n preserving similarity in M n ? It would be interesting to characterize all these maps.
