Let Ω be a bounded domain with fractal boundary, for instance von Koch's snowflake domain. First we determine the range and the kernel of the trace on ∂Ω of Sobolev spaces of fractional order defined on Ω. This extends some earlier results of H. Wallin and J. Marschall. Secondly we apply these results in studying Dirichlet forms related to subordinate reflecting diffusions in nonsmooth domains.
Introduction
Let Ω ⊂ IR n be an open bounded set and consider the classical Dirichlet form
Here H 1 (Ω) is the standard real Sobolev space. In order that a stochastic process on Ω can be associated with the Dirichlet form E, H 1 (Ω) a regularity assumption is necessary, see [29] or [27] , i. e. one has to assume that H 1 (Ω) ∩ C Ω is dense in H 1 (Ω), · | H 1 (Ω) as well as in C Ω , · | L ∞ (Ω) . In this case the associated stochastic process is called a reflecting Brownian motion and many papers are devoted to the detailed study of a pathwise characterization of this process, see [6] , [7] , [14] , [27] , [28] , [30] , [31] to mention only some of them.
Some authors considered partly the more general Dirichlet form
with domain H 1 (Ω) where a kl = a lk ∈ L ∞ (Ω) (at least) satisfy the uniform ellipticity condition n k,l=1 a kl (x)ξ k ξ l ≥ λ 0 |ξ| 2 , x ∈ IR n and ξ = (ξ 1 , . . ., ξ n ) ∈ IR n , λ 0 > 0 .
The aim is to prove a Skorohod decomposition for the diffusion (X t ) t≥0 associated to this Dirichlet form. This involves in particular the local time of X t on the boundary. In [27] M. Fukushima characterized these sets Ω where such a Skorohod decomposition holds for reflecting Brownian motions: they are Cacciopoli sets (or sets with finite perimeter), see Subsection 2.1 below for a brief presentation of those sets.
In the paper [36] the second named author jointly with R. L. Schilling examined the question how to characterize subordinate reflected elliptic diffusions. More precisely, they investigated the processes corresponding to fractional powers (of order α, 0 < α < 1) of the generator of the form E. They assumed the boundary ∂Ω of Ω to be smooth. Using techniques from potential theory as well as some complex interpolation results they could first of all obtain an orthogonal decomposition of the subordinate Dirichlet forms and a corresponding boundary Dirichlet form. The construction however gives only a non -trivial result for 1 2 < α < 1. In this case it is also possible to describe the subordinate reflected diffusion as well as the boundary process as processes associated with the corresponding Dirichlet forms. The Skorohod decomposition was obtained just by subordinating the Skorohod decomposition of the original reflecting diffusion.
As already mentioned, if the Dirichlet space under consideration is not regular, no process can in general be associated with the Dirichlet form. In this case it is however possible to consider the Dirichlet form E on the closure in H 1 (Ω) of the restrictions u | Ω of elements in C ∞ 0 IR n to get a process. The aim of this paper is twofold. First we want to give a detailed introduction (not only for probabilists) to Sobolev spaces over non -smooth domains. This is done in Section 2 and in Section 3. Note that some of our results such as the trace theorems (see Theorem 3.5 and Theorem 3.9) seem to be new even for function spaces theorists. These theorems are related to the results of L. I. Hedberg and Yu. V. Netrusov on the "spectral synthesis theorem" as presented in the book [1] .
Secondly we will use these results to study those Dirichlet forms obtained by taking fractional powers of E, H 1 (Ω) (now with smooth coefficients a kl ). In particular we want to study its orthogonal decomposition and we want to construct the boundary Dirichlet form. This is however not always possible.
The problem is that the domain Ω under consideration must have a certain minimal smoothness property and its boundary must be a d -set, n − 1 ≤ d < n, see Section 2 for the definition. This assumption guarantees already an orthogonal decomposition but the range of α is now depending on d, i. e. we have a non -trivial decomposition only for n−d 2 < α ≤ 1, see Theorem 4.6. Moreover, these assumptions are sufficient to be able to associate a boundary Dirichlet form with the subordinate Dirichlet form, see Theorem 4.9. This result reflects of course in case of the subordinate situation the problem discussed before for the diffusion case.
It should be noted that the probabilistic considerations made in Sections 6 and 7 of [36] do depend mainly on two facts: the properties of the local time of the diffusion on the boundary and the capacity of the boundary with respect to the symmetric stable processes. So far it is not clear which assumptions on the smoothness of ∂Ω and the range of α ∈ (0, 1) are necessary to assume that the boundary measure is a smooth measure for the symmetric stable process of order α, and that we may construct a positive continuous additive functional which has the boundary measure as a Revuz measure.
The notation is standard. Following H. Triebel [53] and [54] for a normed space X we denote by x | X the norm of the vector x ∈ X. All unimportant positive constants are denoted with c, sometimes with additional subscripts within the same formula.
2.
Function spaces on some subsets of IR n 2.1. Some classes of subsets of IR n : d -sets, domains with minimally smooth boundary, and (ε, δ) domains
We start by introducing some notions related to the smoothness of a domain in IR n .
d -sets
Let 
The notion d -set occurs both in the theory of function spaces and in fractal geometry, see [40] , [55] , [22] , [23] . Clearly IR n is a d -set with d = n and any convex compact set in IR n with nonempty interior is a d -set with d = n.
Geometrically self -similar sets are typical examples of d -sets. In particular the Cantor set in IR and von Koch's snowflake curve in IR 2 (see for example [24, page xiii] for a picture) are d -sets with d = log 2/ log 3 and d = log 4/ log 3, respectively.
Domains with minimally smooth boundary
Recall that according to [51, 
where φ : IR n−1 → IR is a function (which may depend on G i ) satisfying a Hölder -Lipschitz condition with bound M . 
(ε, δ) domains
An open connected subset Ω of IR n is an (ε, δ) domain, ε > 0, 0 < δ ≤ ∞, note that δ = ∞ is allowed, see [38] , if whenever x, y ∈ Ω and |x − y| < δ there is a rectifiable arc γ ⊂ Ω with length l(γ) joining x to y and satisfying:
Any Lipschitz domain Ω is an (ε, δ) domain and also an n -set, see [60, Example 1] . If, for n = 2, we add an ingoing cusp to Ω then Ω is still an n -set but not an (ε, δ) domain, and if we instead add an outgoing cusp to Ω then Ω is not even an n -set.
If Ω is von Koch's snowflake domain then as remarked in [38, page 73] a straightforward argument shows that Ω is an (ε, δ) domain.
If Ω is an (ε, δ) domain then |∂Ω| = 0, where |∂Ω| denotes the Lebesgue measure of the boundary. The boundary of an (ε, δ) domain can, however be highly nonrectifiable and, in general, no regularity condition on ∂Ω can be inferred from the (ε, δ) property.
The situation is even worse than the example of the snowflake domain shows. If [38, page 73] . Moreover, we would like to point out that in general ( , δ) domains are not sets of finite perimeter.
Let us recall briefly the basic facts concerning sets of finite perimeter (Cacciopoli sets). These sets possess an exterior normal which is defined in the same spirit as Lebesgue points of L p -derivatives and they are characterized, roughly speaking, by the fact that the Gauss -Green theorem holds.
Let E ⊂ IR n be a Borel set and G be an open set in IR n . The perimeter (cf. [62, Definition 5.4.1]) of E in G is defined as We were not able to find a reference so we will give a proof of this fact.
Pro o f . We start recalling that if E is a set with locally finite perimeter then a point x is said to belong to the reduced boundary 
Dχ E and |ν(x)| = 1 (χ E is the characteristic function of E). Note that if ∂E is a C 1 hypersurface then ∂ − E = ∂E and ν is the unit inner normal to E at x, see [32, Example 3.4] .
The notation ∂ − E for the reduced boundary is taken from [62, Definition 5.5.1] and the notation ∂ − in ∂ − E is used to indicate that the normal to E is pointing in the direction opposite to the gradient. Now we return to our proof. If we would assume that the snowflake domain (let us denote it with E) has locally finite perimeter then, according to [62, Theorem 5.7.3] , its reduced boundary ∂ − E is countably (n − 1) rectifiable, i. e.
We know from [38, page 73 ] that any subarc of the boundary is non -rectifiable. Thus the reduced boundary of the snowflake domain is empty.
But this last fact contradicts [32, Theorem 4.4.] which states that the reduced boundary ∂ − E of a set with locally finite perimeter is dense in ∂E.
Thus the snowflake domain has not locally finite perimeter. ✷
Preliminaries on function spaces on domains
Let Ω be a domain in the Euclidean n -space IR n and let D (Ω) be the collection of all distributions on Ω.
Let k ∈ IN and 1 < p < ∞. 
where v|Ω means the restriction of v to Ω in the sense of D (Ω). Moreover,
where the infimum is taken over all v ∈ W k p IR n with v|Ω = u is an equivalent norm on W k p (Ω). For Sobolev spaces the above situation is quite satisfactory if Ω is a bounded domain with smooth boundary (it is well -known that rather weak assumptions on the boundary of the bounded domain Ω are sufficient in order to prove that (2.1) on the one hand and (2.2) 
where u and v ∨ denote the Fourier and inverse Fourier transform of the tempered distributions u and v, respectively.
These spaces are also called by some authors Liouville spaces (mainly in the Russian literature) or Bessel potential spaces (see for example [51] and [40] ).
If Ω is now a domain in IR n and s 
The reader can find a detailed treatment of the theory of these spaces in the monographs of H. Triebel, [53] and [54] . For a more recent account on the theory one can see also [46] and [19] .
The spaces 
Sobolev spaces on (ε, δ) domains
The (ε, δ) domains were introduced by P. W. Jones in [38] . He proved that if Ω is an (ε, δ) domain in IR n then there is an extension operator from the Sobolev space
Moreover, the extension operator may be chosen as a linear operator with norm depending only on ε, δ, p, k and n. This result extends some earlier results of E. M. Stein, see [51, page 180 -192] concerning the existence of linear and bounded extension operators for Sobolev spaces on Lipschitz domains or on domains having minimally smooth boundary. P. W. Jones showed that his result is in some sense best possible: if n = 2, if Ω is finitely connected and if for 1 ≤ p ≤ ∞ and k ∈ IN 0 there is a bounded linear extension operator
n then Ω is an (ε, δ) domain for some ε, δ > 0. The reader is referred to V. G. Maz'ja and S. V. Poborchi, see [44, page 44 -46] , for a list of results related to the theorem of P. W. Jones.
In [37] D. Jerison and C. Kenig have shown that a large number of potential theoretic properties, known to be true for Lipschitz domains, remain valid for (ε, δ) domains. In some sense (ε, δ) domains are the worst domains on which the classical function spaces have similar properties to those on the Euclidean upper half space.
Extension operators for anisotropic Sobolev spaces on (ε, δ) domains were constructed by B. L. Fajn in [21] , extension operators for Besov spaces on (ε, δ) domains were constructed by R. A. DeVore and R. C. Sharpley in [17] , extension operators for Triebel -Lizorkin spaces (even in the anisotropic context) were constructed by A. Seeger in [49] .
In what follows we will need only a weak version of A. Seeger's result and it is stated below. However the reader interested in the topic of extension operators for Triebel -Lizorkin spaces on (ε, δ) domains can consult the work [49] for details, proofs, and further references. 
Clearly this is an extension of P. W. Jones' result. In particular, in [49, Corollaries 1, 2] the author obtained characterizations for the norm in H s p (Ω) in terms of oscillations and differences. We will use the following theorem.
are the first order differences with step h. Note that if one considers s ≥ 1 then higher order differences have to be taken in (2.5) to get equivalent norms in H s p (Ω).
Sobolev spaces on d -sets
If Ω is a bounded smooth domain in IR n and s ∈ IR, 0
on the compact (n − 1) dimensional manifold Γ = ∂Ω. For this purpose one needs pointwise multipliers and diffeomorphism properties of the related spaces on IR n . The basic idea is to reduce spaces on Γ via an atlas of finitely many local C ∞ charts to corresponding spaces on IR n−1 . In that case we do not want to go into details and refer to [53 [40] .
A detailed discussion including many references on various ways of defining function spaces on fractals, as well as a new approach on the construction of Besov spaces on d -sets, may be found in [55, Chapter 20] and will not be repeated here.
Here we will follow mainly [40] . We will use a characterization of Besov spaces on d -sets as traces of appropriate Sobolev spaces on IR n .
Let again Γ be a d -set in IR n , 0 < d < n. If the function u is defined and continuous on IR n or has a continuous representative if u is an L p function, then the restriction or trace of u to Γ is defined pointwise and denoted u|Γ. If Γ has positive n -dimensional Lebesgue measure and we consider functions u defined almost everywhere in IR n , then the pointwise restriction to Γ gives functions defined almost everywhere on Γ.
The restriction of u to Γ may, however, be defined in a natural way also in many situations when Γ has n -dimensional Lebesgue measure zero and u is defined almost everywhere in IR n . There are several ways to do this; here we mention one possibility which we shall use throughout.
We say u ∈ L 1,loc IR n can be strictly defined at the point x if the limit
By the differentiation theorem of Lebesgue we have u = u almost everywhere in IR n , see for example [62, Subsection 1.3.8] for a proof. By redefining, if necessary, u on a set of n -dimensional Lebesgue measure zero, we can thus obtain u = u at all points where the limit u exists. When this is done we say that u is strictly defined and make the following definition of u|Γ. 
Then the trace operator Tr Γ : u → u|Γ defined by means of Definition 2.6 is a bounded linear surjection
with a bounded linear right inverse E Γ (the extension operator).
In the rest of the paper we will not deal with the limiting case s = 
Traces on the boundary of Sobolev spaces on (ε, δ) domains
Let Ω be a domain in IR n . We say u ∈ L 1,loc (Ω) can be strictly defined at the point x ∈ Ω ∪ ∂Ω if the limit
exists. If we replace Ω by IR n we get the same definition as in (2.7). This definition of the trace and the notation u|Γ is consistent with the definition and notation based on (2.7) in the following sense. Notation. If extra clarity is desirable we adopt the convention of denoting the trace on a d -set Γ = ∂Ω of a function defined on IR n by Tr Γ and the trace of a function defined only on Ω by tr Γ .
Then the trace operator tr ∂Ω : u → u|∂Ω defined by means of Definition 3.1 is a bounded linear surjection
Moreover, there exists a linear bounded right inverse γ. 
where E is the extension operator from Theorem 2.3 and Tr Γ is the trace operator from Theorem 2.7. We have also
where E Γ is the extension operator from Theorem 2.7 and R is the usual restriction operator.
Different ways to define traces of functions on Ω and on IR n are used, but this does not matter because of Theorem 3.2.
The theorem is now a simple consequence of the embeddings stated in (3.2) and (3.3). ✷
We determine now the kernel of the trace operator from Theorem 3.3. One can specialize Theorem 3.5 to smooth domains Ω, or to domains having minimally smooth boundary, taking into account Remark 2.1.
Theorem 3.5. Let n − 1 ≤ d < n and let Ω be a bounded
(ε, δ) domain in IR n such that ∂Ω = Γ is a d -set. Let 1 < p < ∞ and s ∈ IR such that n − d p < s ≤ 1 .
Then the kernel of the trace operator
tr ∂Ω : H s p (Ω) −→ B s− n−d p pp (∂Ω) (3.4) is • H s p (Ω), i.
Corollary 3.8. If Ω is a minimally smooth bounded domain in IR
n , 1 < p < ∞ and
At least for smooth domains this result is well -known for Step 
where ∆ h denotes, as usual, the first order difference with step h,
. These spaces are sometimes denoted C 0,1 IR n , see for example [3] . 
Step 2. Let s as in (3.5) and f ∈ H 
see [42] . Define f ε = ϕ ε · f.
Then clearly supp f ε is a compact subset of Ω and we have
To verify our last claim let us first note that clearly
For any g let us denote now
see (2.5). According to Theorem 2.4 it remains to prove
where we have denoted
and consequently there exists a constant c > 0 such that
where
Due to the properties of ϕ ε we have ψ ε ( · ) → 0 pointwise on Ω for ε → 0 and there is a constant c > 0 (independent of ε) such that |ψ ε (x)| ≤ c for any
we conclude I 1,ε ( · ) tends pointwise to 0 on Ω for ε → 0 and is uniformly bounded by a function in L p (Ω).
Using the theorem of Lebesgue (dominated convergence), we get
Remark first that using the assumption (3.7) there exists a constant c > 0 such that
Let us denote Ω ε = {x ∈ Ω : dist(x, ∂Ω) < ε}. Then
Assume temporary x ∈ Ω ε . Then using (3.6) we have
By the definition of V 1 (x, t), see Theorem 2.4, combining (3.9) and (3.10) it follows
and this implies (recall x ∈ Ω ε )
where in the last inequality we used ρ(
ε, see (2.6). Since Ω is bounded we obtain for some constant c > 0
and (using s < 1) this implies
Assume now x ∈ CΩ ε . Then ψ ε (x) = 0 and so ∆ h ψ ε (x) = ψ ε (x +h) and the integral over V 1 (x, t) in the expression of I 2,ε is in fact taken over
Moreover, there exists a t x > 0 such that
By (3.6) we have |f(x + h)| ≤ c ε for x ∈ C Ω ε and h such that x + h ∈ Ω ε . Using (3.7) for α = 0 there exists a constant c > 0 independent of ε such that
and this shows that in this case I 2,ε → 0 pointwise for ε → 0.
On the other hand, using again |f(x + h)| ≤ c ε for x ∈ C Ω ε and h such that x + h ∈ Ω ε and the estimate (3.9) we have for some constant c > 0 independent of ε
Since s < 1 and the domain Ω is bounded, the last inequality means that on C Ω ε the function I 2,ε is uniformly bounded by a function in L p (Ω). Applying again the theorem of Lebesgue (dominated convergence) it follows
and this is exactly the claim (3.8).
Step 3. It only remains to approximate f ε arbitrarily close in H The proof is now complete. ✷
The next result clarifies the situation 0 < s <
Pro o f . The proof follows step by step the technique of H. Triebel from [56, Theorem 2.1.6] so that we will only sketch it.
By the technique developed in [55, Corollary 13.9] for any fixed j ∈ IN in (∂Ω) j = y ∈ IR n : dist(y, ∂Ω) < 2 −j we have the atomic decomposition
where the sum is taken over those balls B jm = y ∈ IR n : y − 2 −j m < c 2 −j having a non -empty intersection with (∂Ω) j . Atomic decompositions go back to M. Frazier and B. Jawerth, see [25] and [26] .
Since ∂Ω is a d -set the number of these balls can be approximated from above by c 2 jd . Furthermore, we may assume
where C = C(u) is independent of j. This is a consequence of 
for the sequence space f pp we used the notation from [55, Definition 13.5]. Since
After a first version of this paper was ready, A. Caetano informed us that in his recent work [12] he obtained an improvement of Theorem 3.9 using some weaker restrictions on the domain Ω and on its boundary ∂Ω.
4.
Some Dirichlet forms and subordinated Dirichlet forms defined on Sobolev spaces on (ε, δ) domains
Preliminaries
All function spaces we will consider from now on are real. Through all this section Ω ⊂ IR n is a bounded (ε, δ) domain with boundary Γ = ∂Ω which is a d -set with
(Ω) has the meaning from (2.1), in particular the norm is given by Let (a kl ) k,l=1,. ..,n be a family of functions in C ∞ Ω such that a kl = a lk and such that for some λ 0 > 0
for all x ∈ Ω and all ξ = (ξ 1 , . . ., ξ n ) ∈ IR n .
We consider the quadratic form Q: 
is complete. This is clear in our case since we find constants c 1 , c 2 > 0 such that [29] .
For each β > 0 there exists a real function ϕ β : IR → IR such that ϕ β (t) = t for all For any u ∈ H 1 (Ω) it follows ϕ β (u) ∈ H 1 (Ω) and
where the last inequality is a consequence of 0
Since Q is closed the inequality (4.4) is equivalent to the fact that Q is Markovian, see [29, page 4 -5] . ✷
Subordination in the sense of Bochner
Subordination is a technique to obtain new semigroups from a given one. On the level of infinitesimal generators, subordination gives rise to a functional calculus. It was S. Bochner who developed these ideas in his 1949 paper [10] and in his monograph [11] . Standard references are the monographs of C. Berg, G. Forst [9] , and of S. Bochner [11] and the papers of R. S. Phillips [45] , F. Hirsch [33] and [34] , C. Berg, Kh. Boyadzhiev and R. de Laubenfels [8] , and R. L. Schilling [47] and [48] , see also [35] .
Let (T t ) t≥0 be a strongly continuous semigroup on L p (IR n ) with generator (A, D(A)) and let (µ t ) t≥0 be a convolution semigroup of sub -probability measures supported on [0, ∞). It is well known that these convolution semigroups are in a one -to -one correspondence with Bernstein functions. This correspondence is given by
In this situation the Bochner integral 
The set of complete Bernstein functions consists of those Bernstein functions f satisfying
with a measure ρ on (0, ∞) such that (0,∞) (1 + t)
It is not hard to see that any complete Bernstein function f has the representation If Λ has bounded imaginary powers then for any two complex numbers α, β such that 0 ≤ Re α < Re β < ∞, and any 0 < θ < 1 we have by complex interpolation
see [52, Theorem 1.15 .3] for a proof and details.
All the above considerations in this subsection are of some general nature. We will return to a concrete Dirichlet form related to the form (4.2) in the next subsection.
A Weyl decomposition for H α (Ω)
Let Q be the same Dirichlet form on H 1 (Ω) as in (4.2) where Ω and (a kl ) k,l=1,...,n have the same meaning as in Subsection 4.1.
Let γ > 0 be fixed. We consider the quadratic form q defined by 
Proof. Let A be the generator of the Dirichlet form (4.10), i. e. the unique nonpositive self adjoint operator on 
On the other hand we know D (−A)
as a consequence of the corresponding result on IR n , see [52] , and of the fact that there is an extension operator for Sobolev spaces of fractional order on (ε, δ) domains.
The desired conclusion is now a simple application of (4.11). ✷
Remark 4.5. It is obvious that q
for some constant c > 0. Thus q (α) defines a scalar product that is equivalent to the
Our aim is to show here how one can get a Weyl type decomposition of H α (Ω) with respect to the Dirichlet form q (α) . The result we will obtain is the counterpart for (ε, δ) domains having boundary ∂Ω a d -set with n − 1 ≤ d < n of a result obtained by the second named author and R. L. Schilling in [36] .
We put
where A is the generator of q. Clearly q 
By (4.12) on the space We are able now to state the main result of this section. 
