Introduction
Modern digital information systems are built according to the principle of exchange of discrete portions of information called packets. Communication nodes in these systems are called router and switch. A crossbar switch node routes traffic from the input to output lines. The randomly incoming traffic must be controlled and scheduled to eliminate conflict at the crossbar. The goal of the trafficscheduling for the crossbar switches is to maximize the throughput of packet through a switch and to minimize packet blocking probability and packet waiting time (Kang, et all., 2013) . This is assured by the algorithm for calculation of non-conflict schedule which is running in the control unit of the node (Scheduler -figure 1) (Csaszar, et all, 2007) .
The problem of calculating of a non-conflict schedule is NP-complete (Chen, et all, 1990) . Increasing data volumes (Atanasova, 2010) and increasing the speed of transmission lines of communication require new, more efficient algorithms for the calculation of the conflict-free schedule. The efficiency of these algorithms can be verified with a formal or simulation tools.
The efficiency of the algorithms for switches in the first place can be evaluated by using bandwidth output channels (throughput) (Kolchakov, 2010 , Kang, et all., 2013 . The incoming traffic may be uniform or non-uniform. The study of an algorithm's throughput begins with modeling of the switch throughput under uniform load traffic (uniform i.i.d. Bernoulli traffic). The next step is to investigate the algorithm's throughput under non-uniform traffic (Chang, 2012) .
In the previous paper (Tashev, et all, 2013) we proposed a numerical procedure for calculating the upper boundary of the throughput for crossbar switch node. If throughput of a crossbar node increases to a certain limit (monotonically), the procedure provides one unique solution. We performed simulations for a specific algorithm for non-conflict schedule, a model for incoming traffic and a load intensity. Our modeling of the throughput utilizes PIM-algorithm (Anderson, et all, 1993 ), Chao-model for hotspot load traffic (Chao-Lin, Yu, et all, 2007) and ρ=100% load intensity of each input (i.i.d. Bernoulli) (Tashev, 2011) . In this case the throughput of the crossbar node increases monotonically to a certain limit. In case of a size n of the switch field: n ∈ [3, 70] and the scale i of input buffers loading for Chaomodel: Chao i , i ∈ [1, 10] the results are shown in figure 2 (Tashev, 2011) .
To increase the accuracy of the numerical procedure In this case we should solve the problem for optimal loading resources of the grid structure for parallel simulations.
In this paper we will research in what conditions for parallel simulations the values of the time load of processors of grid structure will be equal. In particular, for scale i=const, how to divide the interval [n1, n2] modeling the size of switch field n by subintervals for this aim.
Conditions for the Simulation
Our simulation of the throughput utilizes a PIM-algorithm specified by the apparatus of Generalized nets (Atanassov, 1997) . The utilized GN-model for the PIM-algorithm is specified in (Tashev, Monov, 2012) . The transition from a GN-model to executive program is performed as in (Tashev, Vorobiov, 2007) using the program package VFort (Vabushkevich, 2009). The source code has been executed by means of Win XP SP2 and IBM PC compatible computer with Intel Pentium IV 3 GHz and 2 GB RAM.
We utilize a family of patterns of a traffic matrix T for a non-uniform traffic simulation based on the hotspot (Chao) model (Tashev, 2011) . This model is given by: λ ii = 0,5ρ for i = j and λ ij = 0,5ρ/(n-1) otherwise, i, j ∈ 1, … , n, where ρ is the load intensity (
The times of simulations for Chao i , i∈ [1, 10] and n∈ [3, 70] are shown in figure 3 (the average values of time by 10 000 simulations for each n). In the figures below, Chao i is denoted as C-i for i = 1, 2,... The time of simulation depends linearly by scale i of Chao-model and depends approximately on the third power of the size n of commutation field.
Let the source code has been tested on Vfort and then compiled by means of the grid-structure BG01-IPP of the Institute IICT -Bulgarian Academy of Sciences (http:// www.grid.bas.bg).
The resulting executive code is performed on the gridstructure. The results for throughput and time executions of PIM-algorithm with Chao 1 are shown in figure 4 (10 4 simulations for each n, sequentially).
The results for throughput are identical with IBM PC. The results for time execution are similar -approximately on the third power. We can proceed to large-scale simulations using a grid structure. A main restriction is the time for execution. How to divide the interval [n1, n2] by subintervals for parallel execution each, for our aim?
Calculating of Subintervals
Let's assume that the variable n is continuous and designate it with x. Then the time execution is of the type y=a.x 3 , where a is a constant depending on the hardware used. In this case the area S under the curve y=a.x 3 is equal to the general time of simulation. Therefore, if we divide this area into two equal parts, we will receive the required subintervals (along x) for the case of two parallel executed tasks. We may divide the area into three subintervals, etc. This leads to the following calculations:
For our case A=0, B>A. We will designate the time for simulation from dimension A=0=n1 to dimension B (x 1 =B=n2 is given) as
The time for simulation equal to the half of the latter will be: Analogically when we divide into three equal parts .x 1 = x 1 The results x i/k up to 8 equal parts are given in the table.
Numbers of boundary of subintervals
Using the formula x i/k = (i/k) 1/4 .x 1 we can calculate the boundaries for each i-subinterval in a given number k of subintervals. 
Accuracy of the Load Optimization with Subintervals
Let's assume that the variable x is analog ( figure 5) . We calculate the differences between different x and different S 1/16 (x) (y=x 3 ) time executions -for 16 subintervals. We build a line for differences as shown in figure 6 (different x for 16 tasks -down).
We have two lines: Δ 1 = x (accuracy of four significant digits -the table) -x (exact value) (down), Δ 2 = y (accuracy of four significant digits for x -the table) -y (exact value of y) (up). Differences between different x are smaller than 0.005%. Time execution, normalized for S 1/16 is shown in figure 7 . Over a continuous x the time differences are smaller than 0.3% relative to the theoretical time of S 1/16 . The results for subintervals (x is analog ) is very good.
Let's assume that the variable x is discrete ( figure 8 ). For n2=100, a=1.10
, 2 subintervals, the error for continuous x is 2% (good). We choose the boundary of subintervals to be the nearest integer.
For n2=100, a=1.10
, 16 subintervals, the differences between different S for discrete x reaches 40% (bad - figure 9 ). The differences between different discrete x are smaller than 0.5%.
We choose the boundary of subintervals to be the nearest integer. In figure 10 are shown the times for S normalized by average for S 1/16 .
Can we reduce the difference of 40%? We may choose for boundaries of subintervals the nearest integer x "plus" shift to the left by 1 (minus 1). The results of this choice are shown on figure 11 (n2=100, 
Grid Simulation Using the Subintervals
The results of the computational experiments for a given patterns for hotspot model of incoming traffic and model of PIM-algorithm, by means of the grid-structure BG01-IPP (http://www.grid.bas.bg).
For Chao 10 , n2=100 (y ≈ 3.10
), four subintervals, the differences between different S for discrete x reaches 3.5% ( figure 12) .
For Chao 5 , n2=200 (y ≈ 4.10
), 4 subintervals, the differences between different S for discrete x reaches 43% ( figure 13) .
For Chao 4 , n2=200 (y ≈ 3.10
), the differences between different S for discrete x reaches 43% ( figure 14) .
We observed large as well as small differences in the execution time of simulations, when using patterns Chao 3 and Chao 8 (four tasks). Above we have shown the extreme cases.
Why is that so? Such differences are expected in 16 tasks. Why in the last two cases we have such differences? Before the simulation for Chao 10 (n2=100), the grid structure has three tasks (and two tasks expect of the resource) as shown in figure 15 . This is a low load on the grid. We run four tasks and load becomes seven tasks (four ours and three others, as shown in figure 16 ). The tasks are in various blades (wn24, wn05, wn10 for other tasks and wn01 for our tasks).
During the simulation for Chao 5 and Chao 4 , the grid structure has performed more than 20 tasks (our tasks are four). Loading of resources has increased.
From this we can conclude that the constant a has different values depending on the grid load. We must keep this in mind. The building of the table is just the beginning of the calculation optimization. For this purpose, we have to optimize our simulations using a practical procedure.
The Procedure for Calculating the Subintervals
We give an informal description of the procedure for determining the subintervals for simulations the throughput of the switch.
Step 1. We have a program for simulations that is already tested. We determine the interval [1,n2] for one hour sim. with one task. We run serial simulation.
Step 2. We check the coefficients in y=a.x 3 . We run 5-hour serial simulation (~interval [2, 1.5 n2 ] ) by two tasks.
Step 3. We check the coefficients in y=a.x 3 . We run 16-hour serial simulation (~interval [2, 2 n2 ] ) by four tasks.
Step 4. We determine the differences of time for the tasks.
Step 5. We choose the interval simulation according to our authorized resources (CPU and time), starting by five tasks, 1 / 2 autorized time by using expansion the table.
Step 6. We run large-scale simulations with k subintervals.
Step 7. We obtain the results. If the results satisfy us, we stop. If the results do not satisfy us, we repeat from
Step 4.
Approbation of the procedure is done with the patterns for hotspot model of load traffic and model of PIMalgorithm. For Chao 10 , n2=200 (y ≈ 5.10 ), four subintervals, the differences between different S for discrete x reaches 2.1% ( figure 17) .
We got uniformity in load -2.1% max differences is a better value than previous experiments. The procedure is applicable to simulations of throughput of other algorithms and different patterns of load traffic (with the complexity of calculation of O(n 
Conclusions
In the present paper the possibility is investigated for "a priory" distribution of the resources of a grid-structure at parallel simulation of a task with calculation complexity O(n 3 ).
An equation is derived for dividing the interval [1,x] of the argument n into finite number of subintervals which determine the processor tasks of the grid-structure. The aim is for the separated tasks to finish simultaneously -i.e. the loading to be uniform. Theoretically the suggested formula offers less than 2% time lag difference in the task execution. During the fulfilled simulations on the grid-structure BG01-IPP (Institute of information and communication technologies -Bulgarian Academy of Sciences) are observed bigger differences in the time for parallel execution of four task. These computer simulations investigated the throughput of a crossbar switch node with PIM-algorithm and hotspot load traffic. A procedure is suggested for decreasing of the differences. When testing procedure we obtained 2.1% time lag difference in the task execution. This procedure is useful for the initial period of a series of simulations.
