major bias in scRNA-seq data that has not been recognized and reported in previous studies. Specifically, scRNA-seq data show systematic variation in the relationship between transcript-specific expression and sequencing depth (which we refer to as the countdepth relationship) that is not accommodated by a single scale factor common to all genes in a cell ( Fig. 1 and Supplementary Fig. 1) . Global scale factors adjust for a count-depth relationship that is assumed to be common across genes. When this relationship is not common across genes, normalization via global scale factors leads to overcorrection for weakly and moderately expressed genes and, in some cases, undernormalization of highly expressed genes ( Fig. 1) .
major bias in scRNA-seq data that has not been recognized and reported in previous studies. Specifically, scRNA-seq data show systematic variation in the relationship between transcript-specific expression and sequencing depth (which we refer to as the countdepth relationship) that is not accommodated by a single scale factor common to all genes in a cell ( Fig. 1 and Supplementary Fig. 1 ). Global scale factors adjust for a count-depth relationship that is assumed to be common across genes. When this relationship is not common across genes, normalization via global scale factors leads to overcorrection for weakly and moderately expressed genes and, in some cases, undernormalization of highly expressed genes ( Fig. 1) .
To address this, SCnorm uses quantile regression to estimate the dependence of transcript expression on sequencing depth for every gene. Genes with similar dependence are then grouped, and a second quantile regression is used to estimate scale factors within each group. Within-group adjustment for sequencing depth is then performed using the estimated scale factors to provide normalized estimates of expression. Although SCnorm does not require experimental RNA spike-ins, performance may be improved if spike-ins that span the range of expression observed in endogenous genes are available (Supplementary Note 1).
We evaluated SCnorm and compared it with MR 3 , transcripts per million (TPM) 7 , scran 5 , SCDE 8 , and BASiCS 6 using simulated and case study data. In the first simulation (SIM I), two scenarios are considered where the number of gene groups having different count-depth relationships (K) is set to one (to mimic a bulk experiment) or four ( Supplementary Fig. 2) . Each simulated data set contains two conditions, the second condition having approximately four times as many reads as the first; 20% of the genes are defined to be differentially expressed (DE) . Prior to normalization, counts in the second condition will appear four times higher on average given the increased sequencing depth. If normalization for depth is effective, fold-change estimates should be near one, and only simulated DE genes should appear to be DE. When K = 1, with the exception of TPM, fold-change estimates are consistently robust among methods ( Supplementary Fig. 2a ), and all normalization methods provide data that result in high sensitivity and specificity for identifying DE genes ( Supplementary Fig. 2b ). However, when K = 4, only SCnorm maintains good operating characteristics, whereas approaches based on global scale factors overestimate fold changes for weakly to moderately expressed genes on account of overcorrection of sequencing depth ( Supplementary Fig. 2c,d) .
In the second simulation (SIM II) counts are generated as in Lun et al. 5 , following their simulation study scenarios 1, 2, 3, and 4. Briefly, scenario 1 contains no DE genes; scenarios 2, 3, and 4 contain moderate DE, strong DE, and varying magnitudes of DE genes, respectively. We found that SCnorm is similar to scran with scnorm: robust normalization of single-cell rna-seq data the normalization of rna-seq data is essential for accurate downstream inference, but the assumptions upon which most normalization methods are based are not applicable in the single-cell setting. consequently, applying existing normalization methods to single-cell rna-seq data introduces artifacts that bias downstream analyses. to address this, we introduce scnorm for accurate and efficient normalization of single-cell rna-seq data.
Methods used to quantify mRNA abundance introduce systematic sources of variation that can obscure signals of interest. Consequently, an essential first step in most mRNA-expression analyses is normalization, whereby systematic variations are adjusted to make expression counts comparable across genes and/ or samples. Within-sample normalization methods adjust for genespecific features, such as GC content and gene length, to facilitate comparisons of a gene's expression within an individual sample; whereas between-sample normalization methods adjust for samplespecific features, such as sequencing depth, to allow for comparisons of a gene's expression across samples 1 . In this work, we present a method for between-sample normalization, although we note that the R implementation of our method, R/SCnorm, also allows gene-specific features to be adjusted (Supplementary Software and http://www.biostat.wisc.edu/~kendzior/SCNORM/).
A number of methods are available for between-sample normalization in bulk RNA-seq experiments 2,3 . Most of these methods calculate global scale factors (one factor is applied to each sample, and this same factor is applied to all genes in the sample) to adjust for sequencing depth. These methods demonstrate excellent performance in bulk RNA-seq, but they are compromised in the single-cell setting because of an abundance of zero-expression values and increased technical variability 4 .
Recent methods have been developed specifically for single-cell RNA-seq (scRNA-seq) normalization 5, 6 . Like bulk methods, they calculate global scale factors, and therefore they cannot accommodate a respect to fold-change estimation and retains relatively high sensitivity and specificity for identifying DE genes ( Supplementary  Fig. 3) .
To further evaluate SCnorm, we conducted an experiment that, similar to the simulations, sequenced cells at very different depths. We used the Fluidigm C1 system to capture 92 H1 human embryonic stem cells (hESCs). Each cell's fragmented, indexed cDNA was split into two groups before pooling for sequencing. The first group (H1-1M) was pooled at 96 cells per lane and the second (H1-4M) at 24 cells per lane, resulting in approximately 1 million and 4 million mapped reads per cell in the two groups, respectively. Prior to normalization, counts in the second group will appear four times higher on average given the increased sequencing depth. However, if normalization for depth is effective, fold-change estimates should be near one; and all genes should appear to be EE, since the cells between the two groups are identical. SCnorm provides normalized data that result in fold-change estimates near one, whereas other methods show biased estimates ( Fig. 2a) .
To evaluate the extent to which biases introduced during normalization affect the identification of DE genes, we applied MAST 9 (false discovery rate, FDR = 0.05) to identify genes that are DE between the H1-1M and H1-4M conditions. Normalization with SCnorm resulted in the identification of no DE genes; whereas normalization with MR, TPM, scran, SCDE, and BASiCS resulted in the identification of 530; 315; 684; 401; and 1,147 DE genes, respectively. The majority of DE calls made using data normalized from these latter approaches are weakly expressed genes ( Fig. 2b) , which appear to be overnormalized ( Fig. 2a ; see Supplementary  Fig. 4 for similar results using H9 cells).
We also evaluated the impact of normalization on downstream analyses such as principal component analysis (PCA) and on the identification of DE genes in case study data. Specifically, we considered the H1-FUCCI data from Leng et al. 10 where 247 H1 
brief communications
hESCs were labeled with fluorescent ubiquitination-based cellcycle indicators 11 to enable identification of cells as being in G1, S, or G2/M phase. PCA was applied to the H1-FUCCI data following normalization via SCnorm, MR, TPM, scran, and SCDE. SCnorm shows some advantage in distinguishing at least one of the groups and has the lowest misclassification rate ( Fig. 3) . As a second positive control, we evaluated the ability of each normalized data set to be used to identify DE genes ( Supplementary Fig. 5 ). Specifically, we considered the S and G2/M phases from the H1-FUCCI data. For these two phases, we subsampled cells so that there were negligible differences in cellular detection rates (CDRs) between the two conditions, and on average there was a 1.5-fold increase in sequencing depth. Without differences in CDR, we would expect an EE gene expressed at level x in S to be expressed at level 1.5x in G2/M. Given this, we defined a gold standard list to be those genes showing a fold change bigger than a threshold (or smaller than one over that threshold) for varying thresholds, adjusting for the expected increase in expression caused by increased sequencing depth. SCnorm provides improved sensitivity over other methods (Supplementary Fig. 5 ).
We also evaluated the performance of SCnorm on a number of other case study data sets. For these evaluations, a data set was considered well normalized if the relationship between counts and depth was negligible following normalization. SCnorm allows for robust normalization of scRNA-seq data when the countdepth relationship is common across genes, as in a bulk RNA-seq experiment (or a deeply sequenced scRNA-seq experiment); and SCnorm outperforms other approaches when this relationship varies systematically, as in a typical scRNA-seq experiment ( Fig. 1  and Supplementary Figs. 6-11) .
Single-cell RNA-seq technology offers an unprecedented opportunity to address important biological questions, but accurate data normalization is required to ensure that results are meaningful. Our approach allows investigators to accurately normalize data for sequencing depth and improve downstream inference.
methods
Methods, including statements of data availability and any associated accession codes and references, are available in the online version of the paper. 
online methods
Filter. Genes without at least ten cells having nonzero expression were removed before all analyses. They are not shown in plots.
SCnorm. SCnorm requires estimates of expression, but it is not specific to one approach. Estimates may be obtained via RSEM 7 , HTSeq 12 , or any method providing un-normalized counts per feature. Let Y g,j denote the log nonzero expression count for gene g in cell j for g = 1,…,m and j = 1,…,n; X j denote log sequencing depth for cell j. Motivation for considering nonzero counts is provided in Supplementary Note 3 and Supplementary Figures 12 and 13 . The number of groups for which the count-depth relationship varies substantially, K, is chosen sequentially. SCnorm begins with K = 1. For each gene, the gene-specific relationship between log un-normalized expression and log sequencing depth is represented by β g,1 using median quantile regression with a first degree polynomial: Q Y X X g j j g g j 0 5 0 1 .
, , ,
. The overall relationship between log un-normalized expression and log sequencing depth for all genes in the K = 1 group is also estimated via quantile regression. Since the median might not best represent the full set of genes within the group, and since multiple genes allow for estimation of somewhat subtle effects, in this step SCnorm considers multiple quantiles τ and multiple degrees d:
The specific values of τ k and d k , t k * and d k *
, are those that minimize ˆˆ, SF To determine if K = 1 is sufficient, the gene-specific relationship between log normalized expression and log sequencing depth is represented by the slope of a median quantile regression using a first-degree polynomial as detailed above. K = 1 is considered sufficient if the modes of the slopes within each of ten equally sized gene groups (where a gene's group membership is determined by its median expression among nonzero un-normalized measurements) are all less than 0.1. Any mode exceeding 0.1 is taken as evidence that the normalization provided with K = 1 is not sufficient to adjust for the count-depth relationship for all genes and, consequently, K is increased by one and the count-depth relationship is estimated within each of the K groups using equation (1) . For each increase, the K-medoids algorithm is used to cluster genes into groups based on ˆ, b g 1 ; if a cluster has less than 100 genes, it is joined with the nearest cluster.
When multiple biological conditions are present, SCnorm is applied within each condition, and the normalized counts are then rescaled across conditions. During rescaling, all genes are split into quartiles based on median expression among nonzero un-normalized measurements. Within each group and condition, each gene is scaled by a common scale factor defined as the median of the gene-specific fold changes between each gene's condition-specific mean and the gene-specific mean across conditions, where means are calculated over nonzero counts. Motivation for considering nonzero counts during rescaling is discussed in Supplementary Note 3. Although the focus of SCnorm is on between-sample normalization, gene-specific features may also be adjusted using the R/SCnorm package. As in Risso et al. 13 , we implemented a twostep procedure where gene-specific effects may be adjusted for before between-sample normalization using SCnorm. It should be noted that SCnorm is not designed to adjust for batch effects; methods such as ComBat 14 or sva 15 may be used for this purpose following normalization.
SCnorm.SI. SCnorm does not require spike-ins, since we find that the performance of spike-ins in scRNA-seq is often compromised ( Supplementary Figs. 14 and 15) , and many labs do not use them for normalization 16, 17 . However, if good spike-ins are available, performance of SCnorm may be improved in the postnormalization scaling step, which is required when multiple conditions are available. Recall that in SCnorm, during rescaling, all genes are split into quartiles based on median expression among nonzero un-normalized measurements. In SCnorm.SI, the same is done with spike-ins and, if the spike-ins are representative of the full range of expression, we expect them to be approximately evenly divided among the four groups. Within each group and condition, each gene is scaled by a common scale factor defined as the median of the spike-in-specific fold changes between each spike-in's condition-specific mean and the spike-in's specific mean across conditions, where means are calculated over nonzero counts. For more on SCnorm.SI, see Supplementary Note 1.
Application of comparable methods. All analyses were carried out using R version 3.3.0 unless otherwise noted. The method MR, originally described by Anders and Huber 3 , was implemented using the DESeq R package version 1.24.0 using the default settings of the estimateSizeFactorsForMatrix function. TPM estimates were obtained as output from RSEM version 1.2.3. Expected counts were used in SCnorm and TPM was evaluated separately. The method scran was implemented with the scran R package version 1.0.0; size factors were obtained using the function computeSumFactors. The pool sizes were set to 5, 10, 15, and 20; and size factors were constrained to be positive. SCDE was implemented in R version 3.2.2 using the SCDE R package version 1.99.1 with default parameter settings, and normalized counts were obtained using the function scde.expression.magnitude. BASiCS was implemented using the BASiCS R package version 0.4.1 using R version 3.2.2, obtained from Github at https://github. com/catavallejos/BASiCS; and normalized expression estimates were obtained using the function BASiCS_DenoisedCount, where BASiCS_MCMC was run with N = 20,000; Burn = 10,000; and default parameters were used otherwise. Because BASiCS requires spike-ins, results are only shown for data sets where spike-ins are available. Finally, we also evaluated NODES 18 (Supplementary  Figs. 16-18) , an unpublished approach, version 0.0.0.9010.
Evaluation of methods.
Gene-specific count-depth relationships were estimated using median quantile regression as well as regression with a negative binomial generalized linear model (glm). The quantreg package in R was used with the Barrodale and Roberts algorithm to carry out the median regressions; MASS in R was used to fit the glms. Zeros are not included in the fits since our goal is to estimate the count-depth relationship present in data before and after normalization; and that relationship is obscured by dropouts, which are largely technical. Because glms are sensitive to outliers, an initial glm to estimate the count-depth relationship is fit on the un-normalized data, and the top two and bottom two residual gene expression values were removed from each gene before estimating the final count-depth relationship via glm. Since the same set of putative outliers was removed for every method, excluding these values will not bias results in favor of any one method.
MAST was used to identify DE genes, using the MAST R package version 0.933, obtained from Github at https://github.com/ RGLab/MAST. The continuous component test was considered; and differential zeros were not used to evaluate performance of normalization methods, since all normalization methods leave zeros un-normalized. P values from MAST were adjusted using Benjamini and Hochberg's method 19 . Unless otherwise noted, a DE gene was defined as a gene with corrected P value <0.05, which controls the false discovery rate at 5%. ROC curves were plot using the R package ROCR. The false positive and true positive rates were calculated by ROCR, with a positive representing a DE gene. Average ROC curves show the average true positive rate. PCA was conducted using the prcomp function in R, and confidence ellipses were drawn using the dataEllipse function in the car package in R. Outlier adjustment (values in the upper 0.995th percentile were set to the 0.995th percentile) was done before applying PCA for each data set. The misclassification rate for the S phase was calculated as the percentage of G1 or G2/M cells present within the 95% confidence ellipse for S; misclassification rates for the other phases were calculated similarly.
Simulation SIM I. Data were simulated to match characteristics of the H1-1M and H1-4M data sets. For each gene g, genespecific intercepts ˆ, , b g 0 slopes ˆ, , b g 1 and variance intercepts s 2  g were estimated using median quantile regression on the H1-1M data. Two SIM I simulation scenarios were generated: K = 1 and K = 4. In the K = 1 simulations, only genes having at least 75% nonzero expression values and ˆ. , . , b g 1 9 1 1 ∈( ) were used. For the K = 4 simulations, genes were split into four equally sized groups based on ˆ.
b g ,1 The medians of b g ,1 were calculated within each group; these were denoted by β med,1 , β med,2 , β med,3 , and β med,4 , respectively. For genes in the k th group, genes having ˆ. , . Two biological conditions were simulated: one condition with 90 cells simulated from sequencing depths ranging from 500,000 to 1.5 million reads (X j was sampled uniformly between 500,000 and 1.5 million) and a second condition with 90 cells simulated with depths ranging from 2 to 6 million reads (X j was sampled uniformly between 2 and 6 million). For a randomly selected set of cells, counts were set to zero, where the proportion set to zero was defined to match the proportion observed empirically. Each simulated data set contained 1,200 genes-80% EE and 20% DE. For approximately half of the DE genes, fold changes were sampled uniformly between 2 and 4, and counts in the second condition were multiplied by the sampled fold change. The other (approximately) half of DE genes were simulated similarly, but counts in the first condition were multiplied by the sampled fold change to keep the DE balanced. Supplementary Figure 19 shows that basic summary statistics are well preserved between the simulated and case study data.
