Abstract. In this paper, we study a multiscale nite element method for solving a class of elliptic problems arising from composite materials and ows in porous media, which contain many spatial scales. The method is designed to e ciently capture the large scale behavior of the solution without resolving all the small scale features. This is accomplished by constructing the multiscale nite element base functions that are adaptive to the local property of the di erential operator. Our method is applicable to general multiple-scale problems without restrictive assumptions. The construction of the base functions is fully decoupled from element to element; thus, the method is perfectly parallel and is naturally adapted to massively parallel computers. For the same reason, the method has the ability to handle extremely large degrees of freedom due to highly heterogeneous media, which are intractable by conventional nite element (di erence) methods. In contrast to some empirical numerical upscaling methods, the multiscale method is systematic and self-consistent, which makes it easier to analyze. We give a brief analysis of the method, with emphasis on the \resonant sampling" e ect. Then, we propose an over-sampling technique to remove the resonance e ect. We demonstrate the accuracy and e ciency of our method through extensive numerical experiments, which include problems with random coe cients and problems with continuous scales. Parallel implementation and performance of the method are also addressed.
INTRODUCTION
Many problems of fundamental and practical importance have multiple scale solutions. Composite materials, porous media, and turbulent transport in high Reynolds number ows are examples of this type. A complete analysis of these problems is extremely di cult. For example, the di culty in analyzing groundwater transport is mainly caused by the heterogeneity of subsurface formations spanning over many scales 7] . The heterogeneity is often represented by the multiscale uctuations in the permeability of the media. For composite materials, the dispersed phases (particles or bers), which may be randomly distributed in the matrix, give rise to uctuations in the thermal or electrical conductivity; moreover, the conductivity is usually discontinuous across the phase boundaries. In turbulent transport problems, the convective velocity eld uctuates randomly and contains many scales depending on the Reynolds number of the ow.
A direct numerical solution of the multiple scale problems is di cult even with modern supercomputers. The major di culty of direct solutions is the scale of computation. For groundwater simulations, it is common to have millions of grid blocks involved, with each block having a dimension of tens of meters, whereas the permeability measured from cores is at a scale of several centimeters 23] . This gives more than 10 5 degrees of freedom per spatial dimension in the computation. Therefore, a tremendous amount of computer memory and CPU time are required, and they can easily exceed the limit of today's computing resources. The situation can be relieved to some degree by parallel computing; however, the size of discrete problem is not reduced. The load is merely shared by more processors with more memory. Some recent direct solutions of ow and transport in porous media are reported in 1, 25, 9, 22] . Whenever one can a ord to resolve all the small scale features of a physical problem, direct solutions provide quantitative information of the physical processes at all scales. On the other hand, from an engineering perspective, it is often su cient to predict the macroscopic properties of the multiple-scale systems, such as the e ective conductivity, elastic moduli, permeability, and eddy di usivity. Therefore, it is desirable to develop a method that captures the small scale e ect on the large scales, but does not require resolving all the small scale features.
Here, we study a multiscale nite element method (MFEM) for solving partial di erential equations with multiscale solutions. The central goal of this approach is to obtain the large scale solutions accurately and e ciently without resolving the small scale details. The main idea is to construct nite element base functions which capture the small scale information within each element. The small scale information is then brought to the large scales through the coupling of the global sti ness matrix. Thus, the e ect of small scales on the large scales is correctly captured. In our method, the base functions are constructed from the leading order homogeneous elliptic equation in each element. As a consequence, the base functions are adapted to the local properties of the di erential operator. In the case of two-scale periodic structures, Hou, Wu and Cai have proved that the multiscale method indeed converges to the correct solution independent of the small scale in the homogenization limit 21] .
In this paper, we continue the study of the multiscale method, with emphasis on problems with continuous scales from composite materials and ows in porous media. Extensive numerical tests are performed on these problems. The error analysis of the method is reviewed brie y for problems with scale separation. The accuracy of our method for problems with continuous scales is then studied numerically. Moreover, we compare our method with traditional nite element (di erence) methods as well as existing numerical upscaling methods in terms of operation counts and memory requirement. We give two simple parallel implementations of our method and study their parallel e ciency computationally.
A common di culty in numerical upscaling methods is that large errors result from the \res-onance" between the grid scale and the scales of the continuous problem. This is revealed by our earlier analysis 21]. For the two-scale problem, the error due to the resonance manifests as a ratio between the wavelength of the small scale oscillation and the grid size; the error becomes large when the two scales are close. A deeper analysis shows that the boundary layer in the rst order corrector seems to be the main source of the resonance e ect. By a judicious choice of boundary conditions for the base function, we can eliminate the boundary layer in the rst order corrector. This would give a nice conservative di erence structure in the discretization, which in turn leads to cancellation of resonance errors and gives an improved rate of convergence independent of the small scales in the solution.
Motivated by our earlier analysis 21] mentioned above, here we propose an over-sampling method to overcome the di culty due to scale resonance. The idea is quite simple and easy to implement. Since the boundary layer in the rst order corrector is thin, O( ), we can sample in a domain with size larger than h + and use only the interior sampled information to construct the bases (see x3.3). Here, h is the mesh size and is the small scale in the solution. By doing this, the boundary layer in the larger domain has no in uence on the base functions. Now the corresponding rst order correctors are free of boundary layers. As a result, we obtain an improved rate of convergence which is independent of the small scale.
From practical considerations, this improvement is crucial. For problems with many scales or continuous scales, it is inevitable to have the mesh size h coincide with one of the physical scales. Without this improvement, we can not guarantee that our method converges completely independent of the small scale features in the solution. It is also important that our over-sampling technique does not rely on the homogenization theory (like solving a cell problem), although the homogenization theory helps reveal the cause of the problem. This makes it possible to generalize our method to problems with continuous scales. We will demonstrate through extensive numerical experiments that this simple technique is very e ective for a wide range of applications, including problems with random coe cients and problems with continuous scales.
In practical computations, a large amount of overhead time comes from constructing the base functions. These multiscale base functions are constructed numerically, except for certain special cases. Since the base functions are independent of each other, they can be constructed independently and this can be done perfectly in parallel. This greatly reduces the overhead time in constructing these bases. On a sequential machine, the operation count of our method is about twice that of a conventional nite element method (FEM) for a 2-D problem. The di erence is reduced signi cantly for a massively parallel computer. For example, running on 256 processors, our method only spends 9% more CPU time than a FEM using 1024 1024 linear elements (see x4.6).
Another advantage of our method is its ability to reduce the size of a large scale computation.
This o ers a big saving in computer memory. For example, let N to be the number of elements in each spatial direction, and M be the number of subcell elements in each direction for solving the base functions. Then there are total (MN) n (n is the dimension) elements at the ne grid level. For a traditional FEM, the computer memory needed for solving the problem on the ne grid is O(M n N n ). In contrast, MFEM requires only O(M n + N n ) amount of memory. If M = 32 in a 2-D problem, then traditional FEM needs about 1000 times more memory than MFEM.
Since we need to use an additional grid to compute the base function numerically, it makes sense to compare our multiscale FEM with a traditional FEM at the subcell grid, h s = h=M. Note that the multiscale FEM only captures the solution at the coarse grid h, while a traditional FEM tries to resolve the solution at the ne grid h s = h=M. Our extensive numerical experiments demonstrate that the accuracy of our multiscale FEM on the coarse grid h is comparable to that of FEM on the ne grid. In some cases, MFEM is even more accurate than FEM (see x4.3 and 4.4).
At this point, we would like to emphasize that the purpose of our method is to solve practical problems which are too large to handle by direct methods on given computing resources. Our method gives a systematic and self-consistent approach to capture the large scale solution correctly without resolving the small scale details and without resorting to closure arguments. We show that at a reasonable cost, the multiscale FEM has the ability to solve very large scale practical problems with accuracy comparable to the corresponding direct simulations at the ne grid. This gives hope to solve some large scale computational problems that are otherwise intractable using direct methods.
It should be mentioned that many numerical methods have been developed with goals similar to ours. These include methods based on the homogenization theory (cf. 14, 10]), and some upscaling methods based on simple physical and/or mathematical motivations (cf. 12, 23]). The methods based on the homogenization theory have been successfully applied to determining the e ective conductivity and permeability of certain composite materials and porous media 14, 10] . However, their range of applications is usually limited by restrictive assumptions on the media, such scale separation and periodicity 8]. As discussed in x4.2, they are also expensive to use for solving problems with many separate scales since the cost of computation grows exponentially with the number of scales. But for the multiscale method, the number of scales is irrelevant to the computational cost. The upscaling methods are more general and have been applied to problems with random coe cients with partial success (cf. 12, 23] ). But the design principle is strongly motivated by the homogenization theory for periodic structures. Their applications to non-periodic structures are not always guaranteed to work.
There has also been success in achieving numerical homogenization for some semilinear hyperbolic systems, the incompressible Euler equations, and 1-D elliptic problems using the sampling technique, see e.g. 17, 15, 2] . This technique has its own limitations. Its application to general 2-D elliptic problems is still not satisfactory. For fully random media, statistical theory and renormalization group theory have been used to obtain the e ective properties. However, these methods usually become di cult to apply when the integral scale of correlation is large (ref. 23] and references therein). Moreover, certain simplifying assumptions in the underlying physics are usually made in order to obtain a closure of the e ective equations. In comparison, such a closure problem is not present in the multiscale method.
We remark that the idea of using base functions governed by the di erential equations has been applied to convection-di usion equation with boundary layers (see, e.g., 6] and references therein). With a motivation di erent from ours, Babuska et al. applied a similar idea to 1-D problems 5] and to a special class of 2-D problems with the coe cient varying locally in one direction 4]. However, most of these methods are based on the special property of the harmonic average in onedimensional elliptic problems. As indicated by our convergence analysis, there is a fundamental di erence between one-dimensional problems and genuinely multi-dimensional problems. Special complications such as the resonance between the mesh scale and the physical scale never occur in the corresponding 1-D problems.
This paper is organized as follows. The formulation of the 2-D multiple-scale elliptic problem and the multiscale nite element method are given in the next section. In Section 3, we present the rationale behind the method, including a brief review of the homogenization theory and convergence analysis. The resonance e ect is analyzed and the over-sampling technique is proposed. More detailed numerical analysis of the method is given in a separate paper 21]. The numerical implementation of the method, its convergence, and parallel performance are studied in Section 4. Section 5 contains the application of the multiscale method to more practical problems in composite materials and porous media ows, including steady conduction through ber composites and ows through random porous media with normal and fractal porosity distributions. Using these examples, we show the adaptability of the method, its ability to solve large practical problems, and its accuracy for general problems. Section 6 is reserved for some concluding remarks and discussion of future work.
FORMULATIONS
In this section, we introduce the elliptic problem and the multiscale method. First, we state some notations and conventions to be used in the paper. In the following, the Einstein summation convention is used: summation is taken over repeated indices. Some notations of functional spaces will be used occasionally for the convenience of expressing the formulation and some relevant analytical estimates about the multiscale method. L 2 ( ) 
Governing Equations and the Multiscale Finite Element Method
We consider solving the second order elliptic equation:
? r a(x)ru = f in ; (2.1) where a(x) = (a ij (x)) is the conductivity tensor and is assumed to be symmetric and positive de nite with upper and lower bounds. In the context of porous ows, Eq. (2.1) is the pressure equation for single phase steady ow through a porous medium. Correspondingly, a is the ratio of the permeability tensor and the uid viscosity , and u represents the pressure. The steady velocity eld is related to the pressure through Darcy's law: q = ? 1 ru = ?aru: (2.2) In this paper, we assume = 1 for convenience. Eq. (2.1) is also the equation of steady state heat (electrical) conduction through a composite material, with a and u interpreted as the thermal (electric) conductivity and temperature (electric potential). In practice, a may be random or highly oscillatory; thus the solution of (2.1) displays a multiple scale structure. Since for the transient problem the main di culty is the same as that for the steady state problem, i.e., the multiple scales in the solution, we only consider solving the steady problem here. The multiscale method, however, can be easily extended to solve the transient problems.
To simplify the presentation of the nite element formulation, we assume u = 0 on @ and that the solution domain is a unit square = (0; 1) (0; 1). The variational problem of (2.1) is to seek In the following, we study the approximate solution of (2.3) in V h , i.e., u h 2 V h such that a(u h ; v) = f(v); 8v 2 V h : (2.5) Note that this formulation of the multiscale method is not restricted to rectangular elements. It can also be applied to triangular elements (see Fig. 2 .1) which are more exible in modeling complicated geometries.
The Boundary Condition of Base Functions
The important role of the boundary condition of the base functions is obvious since the base functions satisfy the homogeneous equation (2.4). We will see later that a good choice of the boundary condition can signi cantly improve the accuracy of the multiscale method. In fact, the boundary condition determines how well the local property of the operator is sampled into the base functions (see x3 
8K 2 K h : (2.8) Thus, the constant functions belong to V h . Later, we see that this property is useful in discrete error cancellations. The generalization of the reduced problems, e.g.,(2.6), to more general elements, such as the triangular elements, is straightforward.
Some General Remarks
The multiscale method formulated above is designed to capture the large scale solutions. Unlike existing numerical upscaling methods, our method is consistent with the traditional nite element method in a well-resolved computation. It is proved in 21] that the multiscale method gives the same rate of convergence as the linear nite element method when the small scales are well resolved, h << . In particular, when the coe cient is a diagonal constant matrix, the base functions constructed from (2.4) are nothing but the usual bilinear (linear) base functions. When h does not resolve the small scales, the multiscale method and the traditional nite element method behave very di erently. It is easy to show that the traditional nite element methods do not converge to the correct solution. By contrast, the multiscale method captures the correct large scale solutions.
As indicated by our analysis and numerical experiments in 21], the boundary condition of the base functions can have a big in uence on the accuracy of the multiscale method. From our computational experience, we found that the oscillatory boundary condition for the base functions in general leads to better accuracy than the linear boundary condition. However, the multiscale method in general may fail to converge when the mesh scale is close to the physical small scale due to a resonance between these two scales. For the two-scale problem, the error due to the resonance manifests as a ratio between the wavelength of the small scale oscillation and the grid size. Motivated by our earlier analysis 21], we propose in x4.4 an over-sampling method to overcome the di culty due to scale resonance.
THEORETICAL BACKGROUND
We use a model elliptic problem to provide some insights to the multiscale method and the rationale behind the over-sampling scheme. Here, we only brie y outline the analysis. The main concern is how to remove the \resonance" e ect.
The Model Problem and Homogenization
In the model problem, the coe cient is chosen as a = a(x= ), where is a small parameter, characterizing the small scale of the problem. We assume a(y) to be periodic in Y and smooth. Since in general u 1 6 = 0 on @ , the boundary condition uj @ = 0 is enforced through the rst order correction term , which is given by r a(x= )r = 0 in and = u 1 (x; x= ) on @ :
The asymptotic expansion (3.1) has been rigorously justi ed in 8]. Under certain smoothness conditions, one can also obtain point-wise convergence of u to u 0 as ! 0. The conditions can be weakened if the convergence is considered in the L 2 ( ) space.
As mentioned in x1, some numerical upscaling methods are directly based on (3.4), (3.3), and (3.2); see, e.g., 14, 10] . We use these results only for the convenience of analysis. Indeed, the asymptotic structure (3.1) is used to reveal the subtle details of the multiscale method and obtain sharp error estimates 21]. Without using this structure, the conventional nite element analysis does not give correct answers. An extension of the convergence analysis to the multiple scale problems is given in 16].
Error Estimates and the Resonance E ect
In 21], we prove that the multiscale method converges to the correct homogenized solution in the ! 0 limit. This can be summarized from the following estimate:
Theorem 3.1. Let u and u h be the solutions of (2.1) and (2.5), respectively. Then there exist positive constants C 1 and C 2 , independent of and h, such that ku ? u h k 1; C 1 hkfk 0; + C 2 ( =h) 1 2 ( < h):
The key to (3.7) is that the base functions de ned by (2.4) have the same asymptotic structure as that of u, i.e., i = i 0 + i 1 ? i + (i = 1; : : : ; d); (3.8) where i 0 , i 1 , and i are de ned similarly as u 0 , u 1 , and , respectively. We note that if a is diagonal (i.e., isotropic), then i 0 becomes the usual bilinear base function. We would like to point out that applying the conventional nite element analysis to our multiscale method gives an overly pessimistic estimate O(h= ) in the H 1 norm, which is only useful for h . It is important that we obtain an estimate in the form of =h for our multiscale method. This shows that our method converges to the correct homogenized solution in the limit as ! 0. This property is not shared by the conventional nite element methods with polynomial bases, since small scale information is averaged out incorrectly.
The L 2 -norm error estimate can be obtained from (3.7) by using the standard nite element analysis. However, again, the error is over-estimated. In 21], it is shown that ku ? u h k 0; C 1 h 2 kfk 0; + C 2 + C 3 ku h ? u h 0 k l 2 ( ) where u h 0 is the solution of (3.2) using i 0 s as the base functions, and C i > 0 (i = 1; 2; 3) are constants independent of and h. The discrete l 2 norm k k l 2 ( ) is given by
where N is the set of indices of all nodal points on the mesh. We will see below that in general, ku h ? u h 0 k l 2 ( ) = O( =h). Thus, we have ku ? u h k 0; = O(h 2 + =h):
It is now clear that when h , the multiscale method attains large error in both H 1 and L 2 norms. This is what we call the resonance e ect between the grid scale (h) and the small scale ( ) of the problem. This estimate re ects the intrinsic scale interaction between the two scales in the discrete problem. Our extensive numerical experiments con rm that this estimate is indeed generic and sharp. It should be pointed out that the estimate only provides the rate of convergence; the actual numerical error of the multiscale method in the resonant regime can still be small due to a small error constant in O( =h). This is indeed the case as shown by our numerical tests in 21]. However, by removing the resonance e ect, we can greatly improve the accuracy and the convergence rate. Such an improvement is especially important for problems with continuous scales, because there is always a scale of the problem that coincides with the grid scale and hence the resonance e ect cannot be avoided by varying h. In x3.3, an over-sampling method is proposed to overcome this di culty.
The mechanism of the resonance e ect can be understood from a discrete error analysis 21]. For convenience, we outline the analysis here without giving the details of the derivation. We derive the O( =h) estimate for the l 2 -norm convergence and illustrate the di culty in improving the convergence rate.
Let U h and U h 0 denote the nodal point values of u h and u h 0 , respectively. The linear system of equations for U h is A h U h = f h ; (3.9) where A h and f h are obtained from a(u h ; v) and f(v) by using v = i for i 2 N. The singularity in the second order derivatives of the discrete Green function, which is similar to its continuous counterpart, contributes to the factor log(h Thus, we identify k as the main source of the resonance e ect. To further understand the problem, let us examine k more closely. Since k satis es the homogeneous equation (3.6) in the interior and is highly oscillatory on the boundary, it can be shown that k has a special solution structure. Let In general, it is impossible to express B in di erence forms. However, if we could remove the boundary layer of k so that @ k =@x 0 j = O(1) on @K 0 , then B would become O( =h) and would not in uence the leading order convergence rate. We note that the structure of k is solely determined by its boundary condition, which in turn is determined by the boundary condition of k . Therefore, a judicious choice of k may remove the boundary layer of k . We will investigate this idea in the next subsection.
The Over-Sampling Method
From the above discussion, we see that the rst order corrector k has a boundary layer structure when its boundary condition on @K has a high frequency oscillation with O(1) amplitude. Thus, in order to further error cancellations in the discrete system, we would like to eliminate the boundary layer structure by choosing a proper boundary condition for the base function k . This will give rise to a conservative di erence form in the coe cient B s , which leads to an improved rate of convergence for the multiscale method, independent of the mesh scale. Such a boundary condition does exist, e.g., we may set k = k 0 + k 1 on @K (see (3.8)), which enforces k = 0 in K. We do not advocate such an approach since k 1 needs to be solved from the cell problem which is in general not available except for periodic structures. In the special case when a is diagonal and separable in 2-D, the base functions can be constructed from the tensor products of the corresponding 1-D bases.
This construction corresponds to using the oscillatory k (see x2.2) as the boundary condition for k . In this case, it is easy to show that the corrector k does not have a boundary layer. This is a special example of obtaining the appropriate boundary condition without solving the cell problem.
The above ideal boundary condition, which makes k 0 in K, demonstrates an important point: the boundary condition of k should match the oscillation of k 1 (or j ) on @K. Since the information contained in j is two-dimensional, it is di cult if not impossible to extract this information using a 1-D procedure, such as those given in x2.2.
Motivated by the analysis of x3.3, we propose a simple strategy to overcome the in uence of the boundary layer. Since the boundary layer of k is thin, only of O( ) (in the original scale), we can sample in a domain with size larger than h + and use only the interior information to construct the base functions. In this way, the boundary layers in the \sampling" domain have no in uence on the base functions. Any reasonable boundary condition can be imposed on the boundary of that domain.
Speci cally, we construct the base functions for a sampling element S K with diam(S) = H > h + (see Fig 3. The inverse of may be formally expanded as 
NUMERICAL IMPLEMENTATION AND TESTS 4.1. Implementation
The multiscale method given in x2 is fairly straightforward to implement. Here, we outline the implementation and de ne some notations that are used frequently in the discussion below. The over-sampling scheme presented in x3.4 will be studied in x4.4. We consider solving problems in a unit square domain. Let N be the number of elements in the x and y directions. The mesh size is thus h = 1=N. To compute the base functions, each element is discretized into M M subcell elements with mesh size h s = h=M.
In most cases, we use the linear elements to solve the subcell problem for the base functions. which are entries of the local sti ness matrix and the right hand side vector, are computed using the two-dimensional centered trapezoidal rule. The results are second order accurate. The amount of computation in the rst integral can be reduced by recasting the volume integral into a boundary integral using (2.4). However, we found that this approach may yield a global sti ness matrix that is not positive de nite when the subcell resolution is not su ciently high.
We use a multigrid method with matrix dependent prolongation 27] to solve both the base functions and the large scale problems. We also use this multigrid method and the linear nite element method to solve for a well-resolved solution. This version of the multigrid method has been found to be very robust for 2-D second order elliptic equations (for details, see 27]). Our numerical tests indicate that the number of multigrid iterations is almost independent of the small scales of the problem (see x4.5).
The algorithms are implemented in double precision on an Intel Paragon parallel computer with 512 processors, using the MPI message passing library provided by Intel. Concurrency is achieved through pure data distribution. No special e ort is made to improve the parallel e ciency: at the coarse grid level, processors are left idle if no coarse grid data are distributed to them. Only one communication operation, a boundary exchange, is needed for the restriction and prolongation operators in the multigrid iterations. To facilitate the implementation of the multigrid solver of 27] on a multi-computer, the original smoothing method, incomplete line LU decomposition (ILLU), is replaced by a four-color Gauss-Seidel iteration (GS). This requires four boundary exchanges per iteration. If point Jacobi smoothing is used, only one boundary exchange is needed. However, it was found to be very ine cient and required longer CPU times. We nd that the number of multigrid iterations using GS can be 1.5 to 2 times larger than that of using ILLU, but the di erence in the CPU time is less signi cant since the GS iterations are cheaper. For convenience, denote these two versions of multigrid as MG-ILLU and MG-GS. In the multiscale method, we can use either one of them to solve the subcell problems, as long as the solutions are computed on a single processor. The parallel MG-GS is used whenever the solutions of the linear systems are computed using more than one processor.
Cost of the Method
The applicability of an algorithm, in practice, is always limited by the available computer memory and CPU time. For multiple scale problems, these concerns are often crucial. Here, we discuss the cost of the multiscale nite element method (MFEM) in these two aspects. In these regards, it is useful to compare our method with other existing numerical algorithms.
To make the comparison, we consider three popular methods: the conventional nite element method with linear base functions (LFEM), the method base on multiple-scale expansions and cell problems (e.g., 14]), and the methods of local numerical upscaling (e.g., 12]). Furthermore, for the last two methods, we assume that LFEM is used to solve the cell (or grid block) problems and the e ective equation on the coarse grid.
First, we notice that MFEM and the local upscaling methods (e.g. 12]) are similar in terms of memory requirement and operation counts. In fact, the ne scale problems de ned on the grid blocks in the local upscaling methods are computationally equivalent to the subcell problems for the base functions in MFEM. For a rectangular mesh, MFEM is a little more expensive since three base functions need to be solved in each element (the fourth one can be computed from (2.8)). In comparison, the local upscaling methods only require solving two ne scale problems to obtain the e ective conductivity tensor. The costs of the two methods are the same if triangular elements (grid blocks) are used. However, we note that the local upscaling methods are di cult to implement for triangular grid blocks due to the di culty in specifying the boundary condition for the ne scale problems (ref. x1). In this regard, MFEM has more exibility to model complicated geometries.
In the future, we plan to perform an extensive numerical study to compare accuracy and e ciency of these two approaches.
Next, we compare MFEM with LFEM and the method based on the multiple scale expansion.
Let the number of elements and the number of subcell elements in each dimension be N and M, respectively. The total number of elements at the subcell level is (NM) n , where n is the dimension. Therefore, for LFEM using the same ne grid at the subcell level, the size of the discrete problem and the memory needed is O(N n M n ). If MFEM is implemented on a serial computer, the corresponding estimate is O(N n + M n ). The saving of memory implies that MFEM can solve much larger problems than LFEM. To be more speci c, on a Sun Sparc20 workstation, our double precision LFEM program takes about 48MB of memory for solving a problem with N = 512. With 12% more memory, total of 54MB, we can solve the problem with N = 512 and M = 128 using MFEM. Thus the e ective resolution increases by a factor of 100. This, however, is an extreme case. In practice, one would like to use large N but relatively small M to include more small scales in the nal solution, e.g., M = 32 as in many of our numerical tests. Even so, the LFEM program still requires about 49GB of memory to achieve the similar resolution of MFEM. This comparison shows that the multiscale method is well adapted to work station class of computers with limited memory.
On a multi-computer, such as the Intel Paragon, with P processors, the memory required on each processor by LFEM is O((NM) n =P). For MFEM, if the subcell problems are solved on a single processor, which provides the maximum e ciency, the memory used on each processor is O(N n =P + M n ). Thus, for M n < N n =P, which is usually the case in practice, we have a factor of O(M n ) saving in the memory, similar to that in the sequential case. Given a maximum N n degrees of freedom which can be handled by LFEM, MFEM can always handle M n times more, where M is only limited by the memory available on each processor but is independent of P. For example, using 256 processors with 32MB memory on each processor, our 2-D parallel LFEM program can solve a problem using 4096 2 elements; again, taking M = 32, MFEM can easily deal with 1000 times more elements, which is impossible for LFEM. The di erence is even greater in 3-D. It should be noted that other implementations are also possible, e.g., we may solve the subcell problems on several di erent subsets of processors, so that the limitation on M can be practically removed.
This can be done without much e ort in MPI as it provides functions of managing groups and communicators.
The memory saving of MFEM comes at the price of more computations. For the same ne grid resolution, if the multigrid method is used, the operation count is O(N n M n ) for LFEM and O(N n + (d ? 1)N n M n ) for the multiscale method, where d is the number of nodal points on each element. Thus, the ratio of the operation counts in MFEM and LFEM is about d ? 1. Therefore, triangular and tetrahedra elements are most e cient to use for MFEM in two and three dimensions, where d?1 = 2 and 3 respectively. Moreover, the ratio of operation counts is a conservative estimate for the ratio of CPU times on parallel computers since the communication costs of the two methods are di erent (see x4.3). Note also that, this comparison is made for solving just one particular problem. It is common in practice that multiple runs are desirable for the same medium but with di erent boundary conditions or source terms. In this case, only O(N n ) operations are needed by MFEM in the later runs since the small scale information, stored in the sti ness and mass matrices, needs not be computed again. The method based on multiple scale expansions serves the same purpose as MFEM and the local upscaling methods. As we mentioned before, the multiple scale expansions cannot treat problems without scale separation. Here we note that even for problems with scale separations, the method based on multiple scale expansions could be much more expensive than MFEM and the local upscaling methods. For example, suppose there are n s separable scales characterized by x= j (j = 1; : : : ; s) in a problem. By introducing additional n s new fast variables, y j = x= j , one can derive an e ective equation using the multiple scale expansions. Then the total dimension of the cell problems becomes n s n, and hence the operation count is O(N n + (M ns N) n ), which increases exponentially as the number of scale increases. Therefore, the method is not practical for problems with multiple separable scales, although it gives accurate e ective solutions for special problems with n s = 1 and periodic coe cients. Because it is very di cult to construct a genuine 2-D multiple scale problem with an exact solution, resolved numerical solutions are used as the exact solutions for the test problems. In all numerical examples below, the resolved solutions are obtained using LFEM. We solve the problems twice on two meshes. Both meshes resolve the smallest scale and one mesh size is twice as large as the other. Then the Richardson extrapolation is used to compute the \exact" solutions from the solutions on the two meshes. During the tests, we keep the coarser mesh size to be less than =10, so that the error in the extrapolated solution is less than 10 ?7 . All computations are performed on a unit square, = (0; 1) (0; 1).
In 21], we con rm the O( =h) estimate given in x3.2 (see also below). According to our tests, the numerical error is still small even with =h = 0:64. This suggests that the error constants are small. By using the spectral method to solve the subcell problems we are able to obtain very accurate base functions. We nd that the accuracy of the base functions does not have signi cant in uence on the solution U h . Computing i , A h , and f h to second order accuracy seems to be good enough.
The boundary layer structure of the rst order corrector of the base function is con rmed by our numerical computations (see also x4.4). In addition, we illustrate that the boundary layers can sometimes be removed by using the oscillatory boundary condition given in x2.2, which results in signi cant improvement in the accuracy of MFEM. In our tests, the oscillatory boundary condition often gives more accurate results than the linear boundary condition because the boundary layer of i using the oscillatory boundary condition is weaker than that using the linear boundary condition. We also provide an example to show that the removal of the boundary layers is su cient but not necessary for improving the convergence rate.
Improved Convergence with Over-Sampling
As discussed in x3.4, the over-sampling strategy can be used to remove the resonance e ect. The direct implementation of over-sampling, as depicted in Fig. 3 .1, is not very e cient due to the redundancy of computation, especially when h is close to . In the numerical tests below, we decompose the domain into a number of large sampling regions. Each of these sampling regions contains many computational elements. The majority of the computational elements are in the interior of a sampling region. In this simple implementation, there are no redundant computations.
In fact, there is a slight reduction in the CPU time (see x4.6). On the other hand, this approach does not guarantee that all the correctors for the base functions are free of boundary layers. Those base functions next to the boundary of the sampling regions are still in uenced by the boundary layers in . However, since H h in practice, the boundary layers occupy much smaller regions. Thus, the boundary layer e ect is much weaker than that in the original MFEM. From our numerical experiments for problems with and without scale separation, this strategy seems to produce nearly optimum results predicted by our analysis, i.e. O(h 2 + j log(h)j) convergence in L 2 norm. In the following example, we test the over-sampling scheme by solving (2.1) with a(x= ) = 2 + P sin(2 x= ) 2 + P cos(2 y= ) + 2 + sin(2 y= ) 2 + P sin(2 x= ) ;
f(x) = ?1 and uj @ = 0; (4.1)
where P = 1:8. The computation is done on a uniform rectangular mesh with N and M being the numbers of elements and subcell elements in each direction, respectively. Note that the analysis of the resonance e ect is carried out for triangular elements. Here, we use rectangular elements because the multigrid solver we use is designed for rectangular meshes. In fact, due to our choice of the coe cient a in (4.1), the e ective conductivity is a constant diagonal matrix. In this case, one can verify that our analysis is still valid. error remains about the same as h decreases. This is in contrast to the computations presented in Table 4 .1 where the errors increase monotonically as h decreases. Moreover, in Table 4 .4, the solution converges for xed =h as decreases. We see that the convergence for the M S = 256 case in Table 4 .4 is very close to O( ). On the other hand, the M S = 128 case is not as good due to stronger boundary layer e ect (see below). Figure 4 .2 shows the rst order corrector of the base function constructed using the over-sampling technique. The element in the gure is away from the boundary of the sampling region, and thus there is no boundary layer.
To further understand the results, we recall from the analysis of 21] that the boundary layers of i in each element contribute an O( p h) error in the H 1 norm. Therefore, the total contribution . This is basically how the leading order term in (3.7) is obtained. Roughly speaking, in the present implementation of the over-sampling technique, there are O(1=(hH)) elements which contain the boundary layers of . Therefore, the total H 1 -norm error due to the boundary layers is O( p =H). On the other hand, from the discrete error analysis of x3.3, we can estimate the l 2 -norm error being roughly O( =H). Since H = M S h s , these estimates explain why the solutions are more accurate for larger M S in most of the tests with xed h s in Table 4 .3. We have repeated the computation in Tables 4.3 Table 4 .4, =H t 0:1 is xed. According to the above estimate, the solutions should not converge.
This discrepancy may be due to the small error constants in the leading order estimates. We will study this issue in more details in our coming paper 16].
We also nd that changing the boundary condition for i to linear functions have no signicant e ect on the convergence, especially when H is large. However, since the boundary layer is stronger, the solution is less accurate. The degradation is smaller for larger H. Another interesting phenomenon is that the solutions using MFEM with the over-sampling technique can be more accurate than the resolved direct solutions using LFEM on a ne mesh h s . Intuitively, one would think that the resolution of the direct solution on a ne grid h s should be higher than that of the MFEM on a coarser grid h.
We stress that the present implementation of the over-sampling scheme is simple but not ideal.
A modi cation is to enlarge the size of those sampling domains away from @S by O( ). This will completely remove the boundary layer e ect due to the interior boundaries of the sampling regions while the amount of redundant work is kept small. 
Multigrid Convergence
As we mentioned before, we solve the discrete linear system resulting from our multiscale FEM by a multigrid solver that uses a matrix dependent prolongation operator. It has been observed in the multigrid literature that the number of multigrid iterations usually deteriorates signi cantly for elliptic problems with rough coe cients and/or highly oscillating coe cients, see e.g., 11, 18] . This would slow down the speed of the overall solution procedure. Therefore, it is important to design a multigrid method for which the number of multigrid iterations is essentially independent of the mesh size and the small scale features in the solution. Another di culty for multigrid methods comes from the high contrast in the coe cient a, de ned as C a = max(a)= min(a). In practice C a can be very high: an order of 10 7 to 10 8 is typical in groundwater applications. Thus it is equally important that the convergence in the multigrid iterations should be insensitive to the contrast in the coe cient.
Our numerical experiments show that the multigrid method given in 27] applied to a traditional FEM is rather robust when the problem is well-resolved on the ne grid. This is a nontrivial accomplishment, because a standard multigrid method would give a much poorer convergence rate. The success lies in the matrix dependent prolongation, which passes important ne grid information onto the coarse grid operators. However, when the problem is under-resolved in the ne grid, even the multigrid method with a matrix dependent prolongation gives a very poor convergence rate.
In our MFEM formulation, the problem is directly discretized on a relatively coarse grid, whose mesh size is typically larger than the smallest scale in the solution. The discrete solution operator is constructed using the multiscale base functions. Our numerical experiments show that the multigrid convergence for the resulting discrete linear systems is independent of and h. For example, it typically takes the parallel MG-GS solver 12 or 13 iterations to compute the MFEM solutions of To test how the multigrid convergence depends on C a , we solve (2.1) with a(x) = 1 (2 + P sin(2 x= ))(2 + P sin(2 y= )) ; f(x) = ?1; and uj @ = 0; (4.2) where P controls the contrast C a . In this test, we choose = p 2=1000 and solve the problem using MFEM with N = 256 (M = 32), and LFEM with N = 256 and N = 512. Note that with = p 2=1000, N = 256 or N = 512, the problem is under-resolved in the LFEM calculations. The parallel MG-GS solver is used to solve the discrete systems of equations. The multigrid convergence for C a = 1:6 10 5 is given in Fig. 4.3 . We see that it takes signi cantly more iterations for MG-GS to converge in the LFEM calculations than in the MFEM calculation. We also plot the dependence of the multigrid convergence on the contrast coe cient, C a , in Fig. 4.4 . We can see that the multigrid convergence for LFEM depends strongly on C a ; whereas the multigrid convergence for MFEM is basically independent of C a . The reason for the poor multigrid convergence in the LFEM calculations is due to the fact that LFEM does not sample the correct small scale information in the ne grid. In comparison, MFEM captures correctly the small scale information in its nest level of grid, h, which is still larger than the smallest scale, , in the solution. These numerical experiments demonstrate that the multiscale base functions are also valuable for obtaining optimum multigrid convergence using a relatively coarse grid to compute highly heterogeneous, multiscale problems. Fig. 4 .5 shows the CPU times of using MFEM with MG-ILLU for solving the base functions and the parallel MG-GS for solving the large scale solutions. The CPU time of using LFEM is also shown in the gure for comparison. We see that the speedup of MFEM follows very closely the linear speedup, while that of LFEM does not. For both methods, the departure from the linear speedup is mainly due to the communication at the coarse grid levels. However, for MFEM, this occurs only when the large scale solution is computed. In another implementation, we gather the data onto a single processor and solve the large scale problem on that processor. For small N, hence large M (NM is xed), such an approach is more e cient than the previous one. The improvement in the speedup is shown in Fig. 4 .6. When N is large, multiple processors should be used to solve the large scale problem.
These gures also indicate that for MFEM the computation is more e cient with larger subcell problems. Therefore, for both e ciency and accuracy reasons, it is desirable to choose the size of sampling domain (i.e., M S ) as large as possible. On the other hand, given M S , the choice of M has no signi cant e ect on the CPU time. We also note from Figs. 4.5 and 4.6 that the time used by the multiscale method is only about 50% more than that used by LFEM if run on 16 processors; moreover, the percentage drops down quickly (as low as 9% for 256 processors, see Fig. 4 .6) as the number of processors increases. In contrast, the di erence is about 95% for sequential runs. This can be partially attributed to the better parallel speedup of MFEM. More importantly, as mentioned before, MG-ILLU converges faster than MG-GS. The exibility of using various fast sequential linear solvers for the subcell problems is very useful in practice.
Note that a signi cant amount of the total CPU time is used to setup the linear system of equations in the LFEM computation. Similarly, in the MFEM computation, discrete linear systems are computed for both the base functions and the large scale solution. Therefore, the comparisons (Fig. 4.7) or even -8% (Fig. 4.6 ) more time on 256 processors.
It should be noted that it is quite di cult to make a \fair" comparison between the CPU times of MFEM and LFEM due to many factors. In fact, such a comparison may not be very meaningful since the goals of the two methods are so di erent. Our goal for MFEM is to provide a method that can capture much more small scale information than a direct method can resolve. Our experiments illustrate that we can achieve this goal with a small amount of extra work. Furthermore, the speedup comparisons do indicate that MFEM adapts very well to the parallel computing environment. 
APPLICATIONS
In this section, we apply the multiscale method to problems with continuous scales, including steady conduction through ber composites (x5.1) and steady ows through random porous media (x5.2). The problems we solve are models of the real systems. Both types of problems are described by (2.1). The conductivity of the composite materials and the permeability of the porous media are represented by the coe cient a(x). In reality, the properties of composite materials and porous media may undergo abrupt changes, which correspond to jump discontinuities in a(x).
Such discontinuities should be treated with special care in order to get accurate solutions. Here, to simplify the numerical experiments, we will not consider the abrupt changes. We, however, allow the conductivity or permeability to vary rapidly and continuously.
Unidirectional Composites
Consider steady heat conduction through a composite material with tubular ber reinforcement in a matrix (see Fig. 5.1 ). The problem is described by (2.1) with the coe cient a(x) representing the conductivity of the material. This is referred to as a unidirectional composite in 4], for the local conductivity varies rapidly along one direction. Two special nite element methods have been designed in 4] to compute such problems with high accuracy. One of them requires the local alignment of element boundaries with the bers; the other is more general but it does not allow the coe cient to change abruptly.
Here, we use the multiscale method to solve the problem. Our method is similar to Method III 0 of 4] in the sense that it does not require the alignment of elements with the bers. On the other hand, our method is targeted at general 2-D problems with oscillations in both spatial directions. The conductivity of the material is modeled by the following smooth function a(x) = 2 + P cos(2 tanh(w(r ? 0:3))= ); where r = ((x ? 1 2 ) 2 + (y ? 1 2 ) 2 ) 1 2 , P controls the ratio between the conductivity of the \ bers" and that of the matrix, w determines the total width of the reinforcement, and (together with w) sets the wavelength of the local unidirectional oscillation. The structure of a(x) is visualized in Fig. 5.1 , where the contour plot of a(x) is given. In the following computation, we take P = 1:8, w = 20, and = 0:1. These choices imply that the shortest wavelength in the oscillation is about 0:005, for which we can compute a well-resolved solution for the problem using LFEM and the Richardson extrapolation. The boundary condition is given by u(x; y) = x 2 + y 2 (x; y) 2 @ ; and a uniform source f(x; y) = ?1 is speci ed. We note that the problem has continuous scales.
The problem is solved using MFEM-L, MFEM-O, LFEM, and MFEM with the over-sampling technique. Meshes with di erent numbers of elements per dimension (N) are used. For all MFEM solutions, M is chosen so that the base functions resolve the smallest scales of the problem; in all cases, NM = 2048. Again, we choose M S = 256, which is about the largest number for which the computation of the sampling functions ts in the memory of a single processor on the Intel Paragon computer. The linear and oscillatory boundary conditions for the sampling functions i are indicated by \os-L" and \os-O", respectively. We note that in this case, the oscillation is localized in the circular region with \ bers". Away from that region, the multiscale base functions are very close to the standard bilinear base functions since the conductivity is practically a constant. On the other hand, the multiscale base functions become oscillatory in the ber region. In Fig. 5 . These results illustrate that MFEM with the over-sampling technique is a good candidate for solving problems of unidirectional ber composites. In 21], MFEM without the over-sampling technique is also applied to a problem with continuous scales and genuine 2-D oscillations. The results are similar to those reported here. Thus, it is plausible that MFEM is useful for general ber composite problems. It is worth mentioning that the e ciency of the above computation can be greatly improved by constructing the multiscale functions only in the region of rapid oscillations. Moreover, one may use larger elements in the region with constant conductivity and smaller ones in the region with oscillatory conductivity.
Flows through Random Porous Media
Computing steady ows through random porous media is very important for studying many transport problems in subsurface formations, such as groundwater and contaminant transport in aquifers. The direct methods (e.g., 1]) and local numerical upscaling methods (ref. 12, 23] ) have been applied to this problem. In this subsection, we use the multiscale method and the over-sampling technique to compute steady state single phase ows through random porous media.
Random eld generation
To model the random media, we follow the approach in 12]. A random porosity eld p is rst generated and the permeability eld is then calculated from a = 10 p ;
where and are scaling constants. If p is normally distributed, then the permeability eld has a log-normal distribution, which can represent the areal variation of some real systems 13]. Here, we use the spectral method to generate the Gaussian random distribution for the porosity eld. At each point x, the value of p is given by the sum of a number (N f ) of Fourier modes with low to high frequency, which are determined by uniformly distributed random phases in the interval of 0 to 2 . The summation is performed by using the fast Fourier transform (FFT).
One of the advantages of this approach is that we can control the highest frequency N f of the Fourier modes and hence the smallest scale contained in the porosity eld. This control enables us to resolve the permeability eld by using a ne mesh. For example, given N f = 64, we may choose N = 512 for the ne mesh. Then, there are 9 nodal points per shortest wavelength.
Therefore, we may compute accurately resolved solutions for comparison with the MFEM solutions. Another advantage of the spectral method is that the power spectrum of the distribution can be easily manipulated. This provides a convenient way of generating statistically fractal porosity distributions, which are found for many natural porous media 26]. More speci cally, the spectral energy distribution of a statistically fractal eld has a power-law structure. By constructing random elds with di erent power-law spectrum, which can be easily done in the Fourier domain, one obtains statistically fractal elds with di erent fractal dimensions. For a detailed description about the correspondence between the power law and the fractal dimension, we refer to 26]. Because the random porosity elds used in our simulations are very large, they have to be generated on the parallel computer. A parallel FFT is developed for this purpose. In addition, we use a parallel random number generator described in 20] to generate the uniform deviates. A 256 256 image of a random porosity eld with the fractal dimension of 2:8 is shown in Fig. 5.3 . In the following, we solve (2.1) with u = 0 on @ and an uniform source f = ?1. This is a model of ow in an oil reservoir or aquifer with uniform injection in the domain and out ow at the boundaries. As in x5.1, we x NM = 2048 and choose M S = 256.
Results
First, we solve for a log-normal distribution of the permeability with N f = 256; and are chosen such that the ratio between the maximum and minimum values of a(x) is 400. We note that the permeability distribution is isotropic. The l 2 -norm errors obtained using various schemes are plotted in Fig. 5.4 . In this case, the error of using MFEM-L increases initially as h decreases (N increases), which is similar to the results shown in x4.3. This trend reverses when h becomes smaller than the smallest scale of the problem, i.e., N = 512. Again, the boundary condition for the base functions makes a big di erence in the convergence trend. However, the in uence in the accuracy is not as signi cant. The over-sampling technique clearly improves both the accuracy and convergence. The rate of convergence of MFEM-os-O is lower than that computed in Fig. 5 .2, about O(h 0:2 ). Nevertheless, such a convergence behavior is important in practice.
Next, in Fig. 5 .5 we give the results for the fractal porosity eld shown in Fig. 5.3 . The parameters of the simulation are the same as above. The fractal dimension 2.8 implies that the spectral energy density decays according to a (?7=5)-power law. The decay of the small scales has a positive e ect on the accuracy and convergence for all methods. Among them, the over-sampling technique still leads to most accurate results. Note that the convergence rate of MFEM-os-O decreases as N increases. In fact, similar trend is also shown in the previous gure. In both cases, the errors of MFEM-os-O are very close to those of the resolved LFEM solutions (the dash lines). The problem may due to the e ect of some residual boundary layers that are not completely removed by the present implementation of the over-sampling technique. We will study this problem in more details in future works. On the other hand, we note that the MFEM with the over-sampling technique is most useful in the unresolved regime where the over-sampling technique performs well. The degeneration in the convergence rate should not be a big concern.
We also note that the relative error of the LFEM solution at N = 512 is already less than 0:77%, which is small enough for practical purposes. Thus, due to the decay of small scales, one needs not resolve all the scales in order to get satisfactory solutions. This observation should also be applicable to MFEM. We use MFEM-os-O to compute the problem with N = 128 and M = 4, which has an equivalent ne grid resolution as LFEM with N = 512. The errors of the two solutions are rather close, 7:18 10 ?4 for MFEM-os-O versus 6:86 10 ?4 for LFEM.
In the previous two examples, the permeability elds are isotropic, which can model the areal variations of aquifers. However, the cross section of an aquifer is characterized by the layer structures. Thus, the permeability eld is anisotropic. In Fig. 5.6 , an image of numerically generated porosity eld for a cross section is shown. To generate this eld, we let the Fourier modes decay in the x direction according to a given 1-D fractal dimension (1:5 in our case), but the Fourier modes do not decay in the y direction. In this example, we have N f = 512 in the x direction and N f = 256 in the y direction. The resulting distribution along the vertical direction for each dash line). This is not surprising. We note that the rapid oscillations in the vertical direction align with the mesh. Therefore, the oscillatory boundary condition captures the local property of the di erential operator near the element boundaries. This makes the multiscale base functions very e ective. For this reason, the over sampling technique does not o er additional improved accuracy over the oscillatory boundary condition. The linear boundary condition, on the other hand, gives a poor convergence result since it cannot \sense" the layer structure. Thus it leads to the resonance e ect, as shown in Fig. 5 .7.
CONCLUDING REMARKS
We have successfully developed a multiscale nite element method for solving elliptic problems in composite materials and porous media. The problems are characterized by the highly heterogeneous and oscillatory coe cients. In our method, the small scale information is captured by the nite element bases constructed from the leading order elliptic operator. In the case of periodic structure, we prove that the method converges to the correct e ective solution as ! 0 independent of . We have analyzed the \resonant scale" phenomenon associated with upscaling type of methods. To alleviate the di culty, we propose an over-sampling technique. Our numerical experiments give convincing evidence that the multiscale method is capable of capturing the large scale solution without resolving the small scale details. Applications of the method to practical problems with continuous scales seem promising. We demonstrate that at a reasonable cost, the multiscale method is able to solve very large scale practical problems that are otherwise intractable using the direct methods.
The idea of constructing multiscale base functions is not restricted to the elliptic equations. In the future, we will apply the multiscale method to solve convection-di usion equations and the wave equations in multiscale media. Applications such as turbulent transport problems in high Reynolds number ows and wave propagation and scattering in random heterogeneous media will be considered.
