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a b s t r a c t
Stability of SIR models has been studied extensively within the framework of disease
epidemiology.We formulate a nonlinearmathematicalmodel to study the role of nonlinear
incidence rates and the effect of time delay in a nonlinear logistically growing time
delayed SIRmodel with variable population size. The existence and stability of the possible
equilibria are examined in terms of a certain threshold conditionR0, the basic reproduction
number. For mathematical tractability, the stability of the endemic equilibrium is shown
using Lyapunov functional approach with linear incidence rate. Numerical simulations are
carried out to investigate the influence of the keyparameters on the spreadof the disease, to
support the analytical conclusion and illustrate possible behavioral scenarios of themodel.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Design of deterministic mathematical models for monitoring and curbing the spread of some emerging and re-emerging
humandiseases is of public health importance because themathematics helps to devise effectivemechanisms for controlling
their spread. One noticeable case that has almost been eliminated in the community is SARS. In recent years, many
mathematical models have been developed for the transmission dynamics of infectious diseases such as, HIV/AIDS,
measles, smallpox, etc. [1–3] to name a few, and the references therein. The development of such models is aimed at
both understanding observed epidemiological patterns and predicting the outcome of the introduction of public health
interventions to control the spread of diseases. However, the model’s ability to predict disease control depends greatly on
the assumptions made in the modelling process. Understanding and predicting the dynamics of diseases is, therefore, an
important pursuit in mathematical epidemiology, a basic motivation for this study. A brief comment on some previous
works provides the context for this paper.
In modelling infectious diseases, the incidence rate (rate of new infections) plays a very important role. In most classical
disease transmissionmodels, the incidence rate is assumed to be themass action incidence βSI , where β is the probability of
transmission per contact and S and I are susceptible and infective individuals, respectively. Capasso and Serio [4] introduced
a saturation incidence rate g(I)S into epidemic models. This is important because the number of effective contacts between
infective and susceptible individualsmay saturate at high infective levels due to overcrowding of infective individuals or due
to protective measures endorsed by susceptible individuals. A saturation incidence rate βSIH+S , where H is the half saturation
constant, was proposed by May and Anderson [5] and it was used in many epidemic models afterwards, see [6,7] and the
references therein. Nonlinear incidence rates of the form βIpSq were investigated by Liu et al. [8]. A more general form of
the nonlinear incidence rate was considered by Derrick and van den Driessche [9].
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It has been suggested by several authors that the disease transmission process may have a nonlinear incidence rate.
This allows one to include behavioral changes and prevent unbounded contact rates, [1,8]. A particular example of such an
incidence rate is given by αI
s
1+βIk with s, k, α, β > 0. Another type of nonlinear incidence rate αI
sSk, with k, α, s > 0 or k, s
near 1, represents saturation or multiple exposures before infection.
In this paper, we analyze a model which includes a general nonlinear incidence rate and time delay. Time delays are
often used to model mechanisms in the dynamics of epidemics or period of temporary immunity, i.e., models including the
R-class [10,11]. The aim is to extend and analyze an SIR epidemic model with a generalized nonlinear incidence rates first
proposed by Yoshida and Hara [12]. This study is motivated by the fact that the rate of new infection plays a very important
role in the investigation of disease dynamics for models with more demographic effects. Therefore, the vital rates (birth
and death) are assumed to be density dependent [12]. We introduce the survival probability of individuals in the population
during the short time delay [13]. The incorporation of the incubation time duringwhich the infectious agents developmakes
the model more realistic, as pointed out by various studies and observations [14]. Also, the mathematical analysis becomes
more difficult than the analogousODE system, and in certain cases the qualitative dynamicsmay be different [11]. Ourmodel
differs from that of Yoshida and Hara [12] in the following respect: herein, the nonlinear incidence rate is governed by an
implicit function f (I). They used the standard incidence while we use the mass–action incidence. The force of infection is
multiplied by the survival probability, for which more details on the underlying assumptions leading to it can be found in
Tchuenche et al., [13].
The rest of this paper is organized as follows: In Section 2, the model framework is put in place and it enables us
to derive the model equations. We provide the region of biologically feasible solutions in Section 3, together with their
positivity (Section 3.1). The existence and stability (local and global) of the steady states are provided in Section 4 followed
by numerical simulation in Section 5. For convenience, the global stability of the endemic equilibrium will be proved under
the assumption that the implicit function f (I) is linear. Summary and conclusions are presented in Section 6.
2. Mathematical model
A delayed SIR epidemic model with density dependent birth and death rates including a general nonlinear incidence rate
is presented. The total population N(t) is divided into three subclasses, namely; the susceptibles S(t), the infectives I(t) and
the recovered individuals R(t). The following assumptions will be useful in the sequel:
2.1. Assumptions
(i) The nonlinear incidence rate is governed by the function f (I).
(ii) It is assumed that all the newborns are susceptible.
(iii) There are no disease induced deaths.
(iv) The force of infection at any time t is given by βS(t)f (I(t − τ)) [15], because those infected at time (t − τ) become
infectious τ time later. However, for themodel to be biologically reasonable, it may bemore realistic to assume that not
all those infectedwill survive after time τ units, and this claim supports the introduction of the survival term e−d1τ [13].
In this case, the force of infection takes the form βe−d1τ S(t)f (I(t − τ)), where 0 < e−d1τ ≤ 1 represents the survival
probability of individuals in the population in which the time taken to become infectious is τ . It is also assumed that
d1 ≤ d in [−τ , 0]where d is the death rate and d1 is the death rate in the time interval [−τ , 0].
(v) The total population is assumed to be large enough to be adequately described by a deterministic model and is divided
into compartments based on the disease status [11].
Models are formulated as functional differential and/or integral equations when time delay is included [11]. Ours follows
the former with the assumption that the I-equation satisfies a certain integral condition [16,17].
2.2. Model equations
The parameters in the model system (1)–(3) below are as follows; a is a convex combination constant, r = b− d > 0 is
the intrinsic growth rate (b is the birth rate), and K > 0 is the carrying capacity of the population. The term
(
b− arN(t)K
)
has
a density dependent per capita birth rate and the term
(
d+ (1−a)rN(t)K
)
has a density dependent per capita death rate [12].
For 0 < a < 1, the birth and death rates are consistent with the limited resources associated with density dependence.
The birth rate is density independent when a = 0 and the death rate is density independent when a = 1. Thus, the spread
of the disease (diseases in animals such as rodents, etc. . . ) is assumed to be governed by the following system of logistic
equations with time delay,
dS
dt
=
[
b− arN(t)
K
]
N(t)− βe−d1τ S(t)f (I(t − τ))−
[
d+ (1− a)rN(t)
K
]
S(t), (1)
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dI
dt
= βe−d1τ S(t)f (I(t − τ))−
[
d+ (1− a)rN(t)
K
]
I(t)− e−d1ωδI(t − ω), (2)
dR
dt
= e−d1ωδI(t − ω)−
[
d+ (1− a)rN(t)
K
]
R(t). (3)
S(t) ≥ 0, I(t) ≥ 0 on [−τ¯ , 0], R(t) ≥ 0 on [−ω, 0], N(t) ≥ 0.
N(0) = S0 > 0, I(0) = I0(u) ≥ 0 for all u ∈ [−τ¯ , 0], R(0) = R0 ≥ 0,
where β is the effective per capita contact rate constant of infected individuals, δ is the recovery rate of infected individuals.
The latent periods are τ and ω, respectively, with τ¯ = max(ω, τ). Models with multiple delays are not common, but few
authors have in the past considered these – Beretta and Takeuchi [18], Beretta et al. [19] – to name but a few. It is assumed
that all the parameters in the model (1)–(3) are non-negative.
The function f (I) is assumed to have the following properties [20];
• f (0) = 0
• f ′(I) > 0
• f ′′(I) < 0
• limt→∞ f (I) = c <∞.
Since N(t) = S(t)+ I(t)+ R(t), thus, the governing Eqs. (1)–(3) can be rewritten as,
dN
dt
= r
[
1− N(t)
K
]
N(t), (4)
dI
dt
= βe−d1τ f (I(t − τ))(N(t)− I(t)− R(t))−
[
d+ (1− a)rN(t)
K
]
I(t)− e−d1ωδI(t − ω), (5)
dR
dt
= e−d1ωδI(t − ω)−
[
d+ (1− a)rN(t)
K
]
R(t). (6)
S(t) ≥ 0, I(t) ≥ 0 on [−τ¯ , 0], R(t) ≥ 0 on [−ω, 0], N(t) ≥ 0.
N(0) = S0 > 0, I(0) = I0(u) ≥ 0 for all u ∈ [−τ¯ , 0], R(0) = R0 ≥ 0.
For simplicity, we will study the stability of the system when τ = ω, but the numerical simulations will be explored with
both cases, namely τ = ω and τ 6= ω. Then, system (4)–(6) can be re-written as
dN
dt
= r
[
1− N(t)
K
]
N(t), (7)
dI
dt
= βe−d1τ f (I(t − τ))(N(t)− I(t)− R(t))−
[
d+ (1− a)rN(t)
K
]
I(t)− e−d1τ δI(t − τ), (8)
dR
dt
= e−d1τ δI(t − τ)−
[
d+ (1− a)rN(t)
K
]
R(t). (9)
3. Invariant region
Lemma 1. All solutions of the model system (4)–(6) starting in R3+ are bounded and eventually enter the compact attracting
set Φ .
Proof. It is assumed that all the dependent variables and parameters of the model are non-negative. Continuity of the right
hand side of system (4)–(6) and its derivative imply that the model is well-posed for N(t) > 0. The invariant region where
solutions exist (and are biologically relevant) is obtained as follows:
0 < lim infN(t) ≤ lim supN(t) ≤ K (as t →∞). (10)
Since N(t) > 0 on [−τ¯ , 0] by assumption, N(t) > 0 for all t ≥ 0. Therefore, from Eq. (4) above, N(t) cannot blow up to
infinity in finite time. Themodel system is dissipative (solutions are bounded) and consequently, the solution exists globally
for all t > 0 in the invariant and compact set
Φ = {(S, I, R) ∈ R3+ : S(t)+ I(t)+ R(t) = N(t) ≤ K} .
As N → 0, S(t), I(t), and R(t) also tend to zero. Hence, each of these terms tends to zero as N(t) does. It is therefore natural
to interpret these terms as zero when N(t) = 0. 
Remark. In this regionΦ , basic results such as usual local existence, uniqueness and continuation of solutions are valid for
system (7)–(9). Hence, there exists a unique solution (S(t), I(t), R(t)) of system (7)–(9) starting in the interior of Φ that
exists on a maximal interval [0,∞) if solutions remain bounded [21].
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3.1. Positivity of solutions
Model (7)–(9) describes the dynamics of a population and, therefore, it is very important to prove that all quantities
(susceptibles, infectives and recovered) will be positive for all time. We want to prove that all solutions of the system (7)–
(9) with positive initial data will remain positive for all time t > 0.
Lemma 2. Let the initial data be N(0) = S0 > 0, I(0) = I0(u) ≥ 0 for all u ∈ [−τ¯ , 0] with I0(0) > 0, R(0) = R0 ≥ 0. Then,
the solution (S(t), I(t), R(t)) of the model remain positive for all time t > 0.
Proof. From Eq. (8), we have I ′(t) ≥ −
[
d+ (1−a)rNK
]
I−e−d1τ δI and by applying a theorem on differential inequalities [22],
we obtain
I(t) ≥ k1 exp{−(d+ (1− a)r + e−d1τ δ)t} > 0
where k1 is a constant of integration. Therefore we may write,
k1 exp{−(d+ (1− a)r + e−d1τ δ)t} ≤ lim
t→∞ inf I(t) ≤ limt→∞ sup I(t) ≤ K .
Similarly, from Eq. (9), we have
R′(t) ≥ −
[
d+ (1− a)rN
K
]
R.
Thus,
R(t) ≥ k2 exp{−(d+ (1− a)r)t} > 0.
Therefore,
k2 exp{−(d+ (1− a)r)t} ≤ lim
t→∞ inf R(t) ≤ limt→∞ sup R(t) ≤ K .
Hence, solutions of the model are always positive inΦ for t > 0. 
4. Equilibrium and stability analysis
In this section we analyze the equilibrium points of the system (7)–(9). There are only two types of physically, as well as
biologically, relevant equilibria, namely,
(i) E0 = (K , 0, 0), infection or disease-free equilibrium
(ii) E∗ = (N∗, I∗, R∗), positive or endemic equilibrium
where the values of N∗, I∗ and R∗ are given in Section 4.2
4.1. Infection-free steady state
Now we analyze the system (7)–(9) by finding its equilibria and their stability analysis.
The steady state of the system (7)–(9) satisfy the following system of equations:
r
[
1− N
K
]
N = 0 (11)
βe−d1τ f (I)(N − I − R)−
[
d+ (1− a)rN
K
]
I − e−d1τ δI = 0 (12)
e−d1τ δI −
[
d+ (1− a)rN
K
]
R = 0. (13)
The system (11)–(13) has the disease-free equilibrium E0 = (K , 0, 0), that is, there is no infection present in the community
and all individuals are susceptible. The eigenvalues of the system (7)–(9) about the steady state E0 are; λ1 = −r, λ2 =
βe−d1τ f ′(0)K − [d + (1 − a)r + e−d1τ δ] and λ3 = −[d + (1 − a)r]. All the parameters of the model are assumed to be
non-negative and, from the properties of the function f (I) it follows that f ′(I) > 0. Therefore, for λ1, λ2, λ3 to be negative,
i.e. for a disease-free equilibrium to be locally asymptotically stable, the following condition must hold,
βe−d1τ f ′(0)K < [d+ (1− a)r + e−d1τ δ]. (14)
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Thus, we may define the basic reproduction number as
R0 = βe
−d1τ f ′(0)K
[d+ (1− a)r + e−d1τ δ] . (15)
This threshold quantityR0 for disease control defines the average number of secondary infections generated by a typical
infectious individual in a completely susceptible population in a steady demographic state [23].
4.2. Existence of endemic equilibrium
In Section 4.1, we have already shown that the system (7)–(9) has an infection-free steady state which is locally
asymptotically stable under condition (14) i.e. R0 < 1. When R0 > 1, the disease-free equilibrium is unstable and system
(7)–(9) has a non-trivial endemic equilibrium E∗ = (N∗, I∗, R∗). From Eq. (11)
N∗ = K > 0,
and from Eq. (13)
R∗ = e
−d1τ δ
[d+ (1− a)r] I
∗ = qI∗,
where q = e−d1τ δ[d+(1−a)r] . Substituting these values of N∗ and R∗ in Eq. (12), we get the following equation for I:
G(I) = βe−d1τ f (I)[K − (1+ q)I] − [d+ (1− a)r + e−d1τ δ]I. (16)
Obviously I = 0 is one of the roots of Eq. (16) as f (0) = 0. Therefore, to exclude that root, choose H(I) = G(I)I =
βe−d1τ f (I)I [K − (1+ q)I] − [d+ (1− a)r + e−d1τ δ].
It can easily be seen that the function H(I) is negative for large positive I , that is,
H(K) = −βe−d1τqf (K)− [d+ (1− a)r + e−d1τ δ]. (17)
Next, we determine the sign of its derivative,
H ′(I) = −βe−d1τK [f (I)− If
′(I)]
I2
− βe−d1τ f ′(I)(1+ q). (18)
From the properties of the function f (I), in particular, from f (0) = 0 and f ′′(I) < 0 it follows that f (I) − If ′(I) > 0, and
consequently, H ′(I) < 0 for all I > 0. Therefore, for a positive root of H(I) = 0 to exist, H(I) has to satisfy H(0) > 0, i.e.
H(0) = βe−d1τKf ′(0)− [d+ (1− a)r + e−d1τ δ],
=
(
βe−d1τKf ′(0)
d+ (1− a)r + e−d1τ δ − 1
)
[d+ (1− a)r + e−d1τ δ],
= (R0 − 1)[d+ (1− a)r + e−d1τ δ].
Hence, one needs the requirement thatR0 > 1 to ensure the existence of the endemic equilibrium.
4.3. Local stability of the endemic equilibrium
In this section, we analyze the local stability of the endemic equilibrium E∗. Its Jacobian or community matrix is given
by:
M(E∗) =

−r 0 0
βf (I∗)e−d1τ − (1− a)rI
∗
K
me−(λ+d1)τ − n −βf (I∗)e−d1τ
−(1− a)rR∗
K
δe−(λ+d1)τ − (d+ (1− a)r)

where,m = β(f ′(I∗))(K − I∗ − R∗)− δ, n = β (f (I∗)) e−d1τ + d+ (1− a)r .
The Jacobin matrix leads to the characteristic equation
(λ+ r) {λ2 +m1λ+m0 + (n1λ+ n0) e−λτ} = 0 (19)
where,m1 = βf (I∗)e−d1τ + 2d+ 2(1− a)r ,m0 =
{
β (f (I∗)) e−d1τ + d+ (1− a)r} (d+ (1− a)r)
n1 = −
{
β
(
f ′(I∗)
)
(K − I∗ − R∗)− δ} e−d1τ ,
n0 = −
{
β
(
f ′(I∗)
)
(K − I∗ − R∗)− δ} (d+ (1− a)r) e−d1τ + β (f (I∗)) δe−2d1τ ,
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Since all the model parameters are assumed to be non-negative, it follows that one eigenvalue is negative, i.e. λ1 = −r .
Thus, the stability of E∗ depends on the roots of the quasi-polynomial,{
λ2 +m1λ+m0 + (n1λ+ n0) e−λτ
} = 0 (20)
We note thatm1 > 0 andm0 > 0, whereas n1 and n0 may be positive or negative. For τ = 0 we state the following results
that follow directly from Eq. (20): The endemic steady state is locally asymptotically stable if the following conditions hold:
βf (I∗)+ 2d+ 2(1− a)r + βδf ′(I∗) > βf ′(I∗)(K − I∗ − R∗){
β
(
f (I∗)
)+ δ + d+ (1− a)r} (d+ (1− a)r)+ β (f (I∗)) δ > β (f ′(I∗)) (K − I∗ − R∗) (d+ (1− a)r) .
The main purpose of this article is to study the stability behavior of E∗ in the case τ 6= 0. Obviously, iη (η > 0) is the root of
Eq. (20) if and only if η satisfies
−η2 +m1iη +m0 = − (n1iη + n0) (cos ητ − i sin ητ) .
Separating the real and imaginary parts, we have
−η2 +m0 = −n0 cos ητ − n1η sin ητ (21)
m1η = −n1η cos ητ + n0 sin ητ . (22)
Eliminating τ by squaring and adding Eqs. (21) and (22), we obtain a polynomial in η as;
η4 + (m21 − n21 − 2m0) η2 +m20 − n20 = 0. (23)
Suppose that the conditions
m21 > n
2
1 + 2m0; and m20 > n20 (24)
hold for all τ ≥ 0. Then the infected steady state of the system (7)–(9) is locally asymptotically stable.
4.4. Global stability of the endemic equilibrium
The objective of this section is to establish sufficient conditions under which the endemic equilibrium is globally stable.
The proof of the global stability with non-linear incidence via Lyapunov secondmethod is a daunting task. Consequently, for
simplicity andmathematical convenience, let us choose a linear incidence rate f (I) = I . The result holds with the non-linear
incidence, as shown numerically, but the algebraic proof is long and tedious, and the conditions to impose on some of the
parameters may be very restrictive. Now, let us introduce the following functional:
V =
(
N − N∗ − N∗ log N
N∗
)
+ w
2
(I − I∗)2 + 1
2
(R− R∗)2
wherew > 0 is an arbitrary real constant. The derivative of V is,
V˙ = (N − N
∗)
N
dN
dt
+ w(I − I∗)dI
dt
+ (R− R∗)dR
dt
V˙ = − r(N − N
∗)2
K
+ wβe−d1τ (N − I − R) (I − I∗) (I(t − τ)− I∗)+ wβe−d1τ I∗(N − N∗)(I − I∗)
−wβe−d1τ I∗(I − I∗)2 − wβe−d1τ I∗(R− R∗)(I − I∗)− rw(1− a)I(I − I
∗)(N − N∗)
K
− rw(1− a)N
∗(I − I∗)2
K
− wδe−d1τ (I − I∗) (I(t − τ)− I∗)+ δe−d1τ (R− R∗) (I(t − τ)− I∗)
− d(R− R∗)2 − r(1− a)R(R− R
∗)(N − N∗)
K
− r(1− a)N
∗(R− R∗)2
K
or, equivalently,
V˙ ≤ − r(N − N
∗)2
K
+ wβe−d1τK(I − I∗) (I(t − τ)− I∗)+ wβe−d1τ I∗(N − N∗)(I − I∗)
−wβe−d1τ I∗(I − I∗)2 − wβe−d1τ I∗(R− R∗)(I − I∗)− rw(1− a)N
∗(I − I∗)2
K
−wδe−d1τ (I − I∗) (I(t − τ)− I∗)+ δe−d1τ (R− R∗) (I(t − τ)− I∗)− d(R− R∗)2
− r(1− a)N
∗(R− R∗)2
K
,
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and applying the Cauchy–Schwartz inequality to uiuj-type terms, we obtain the following expression:
V˙ ≤ − r(N − N
∗)2
K
+ w
2
βe−d1τK(I − I∗)2 + w
2
βe−d1τK
(
I(t − τ)− I∗)2 + w
2
βe−d1τ I∗(N − N∗)2
+ w
2
βe−d1τ I∗(I − I∗)2 − wβe−d1τ I∗(I − I∗)2 + w
2
βe−d1τ I∗(R− R∗)2 + w
2
βe−d1τ I∗(I − I∗)2
− rw(1− a)N
∗(I − I∗)2
K
+ w
2
δe−d1τ (I − I∗)2 + w
2
δe−d1τ
(
I(t − τ)− I∗)2 + 1
2
δe−d1τ (R− R∗)2
+ 1
2
δe−d1τ
(
I(t − τ)− I∗)2 − d(R− R∗)2 − r(1− a)N∗(R− R∗)2
K
.
Re-arranging similar terms in the last inequality gives
V˙ ≤ −
[ r
K
− w
2
βe−d1τ
]
(N − N∗)2 −
[
rw(1− a)N∗
K
− w
2
βe−d1τK − w
2
δe−d1τ
]
(I − I∗)2
−
[
d+ r(1− a)N
∗
K
− 1
2
(
δ + wβI∗) e−d1τ] (R− R∗)2 + [w
2
βK + (w + 1)
2
δ
]
e−d1τ
(
I(t − τ)− I∗)2 .
We choose Lyapunov functional to be of the form
U = V +
[
w
2
βK + (w + 1)
2
δ
]
e−d1τ
∫ t
t−τ
(
I(θ)− I∗)2 dθ,
and hence
U˙ = V˙ +
[
w
2
βK + (w + 1)
2
δ
]
e−d1τ
{
(I(t)− I∗)2 − (I(t − τ)− I∗)2} .
Therefore,
U˙ ≤ −
[ r
K
− w
2
βe−d1τ
]
(N − N∗)2 −
[
rw(1− a)N∗
K
− wβe−d1τK − (2w + 1)
2
δe−d1τ
]
(I − I∗)2
−
[
d+ r(1− a)N
∗
K
− 1
2
(
δ + wβI∗) e−d1τ] (R− R∗)2.
U˙ can be made negative by taking a suitable value of w if the following condition is satisfied
τ > max
{
1
d1
log
[
δ + wβI∗
2d+ 2r(1− a)
]
,
1
d1
log
[
wβK
2r
]
,
1
d1
log
[
δ (w + 1/2)+ 2wβK
2rw(1− a)
]}
.
Thus, we have established the following result.
Theorem 1. Let the initial conditions for system (7)–(9) beN(0) = N0 > 0, I(s) = I0(s) ≥ 0, and R(s) = R0(s) ≥ 0, s ∈ [−τ , 0)
with I0(0) > 0. Assume that the parameters of system (7)–(9) with f (I) linear satisfy βe−d1τ f ′(0)K > [d+ (1− a)r + e−d1τ δ]
(that isR0 > 1). Then, for any maturity period τ satisfying
τ > max
{
1
d1
log
[
δ + wβI∗
2d+ 2r(1− a)
]
,
1
d1
log
[
wβK
2r
]
,
1
d1
log
[
δ (w + 1/2)+ 2wβK
2rw(1− a)
]}
,
the endemic equilibrium E∗ is globally asymptotically stable.
5. Numerical analysis and discussion
Since it is important to visualize the dynamical behavior of themodel, themodel system (4)–(6) is integrated numerically
with the help of MATLAB 7.1 using the following set of parameters:
r = 0.5, K = 10 000, d = 0.02, d1 = 0.01, β = 0.3, δ = 0.1, α = 0.3, τ = 5, ω = 3 with initial values
N(0) = 3000, I(0) = 1000, and R(0) = 200.
The equilibrium values are given as,
N∗ = 10 000, I∗ = 3449, R∗ = 905
The computer simulations are also performed for different initial starts in the following four cases,
1. N(0) = 3000, I(0) = 1000 and R(0) = 200,
2. N(0) = 5000, I(0) = 2000 and R(0) = 800,
3. N(0) = 11 000, I(0) = 5000 and R(0) = 600,
4. N(0) = 15 000, I(0) = 6000 and R(0) = 100.
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Fig. 2. Variation of recovered population R(t)with total population N(t).
In Figs. 1 and 2, the infective population and recovered population, respectively, is plotted against the total population. We
see from these figures that for any initial start, the solution curves tend to the equilibrium E∗. Hence, we infer that the system
(4)–(6) may be globally stable about the endemic equilibrium point E∗. The results of numerical simulation are displayed
graphically in Figs. 3–10. In Fig. 3, the variation of the infective population is shown with time for different values of β , the
probability of transmission per contact rate. It is found that as β increases, the infective population also increases. Figs. 4 and
5 depict the variation of infective population and recovered population, respectively, with time for different recovery rates.
The infective population decreases whereas the recovered population increases. In Fig. 6, we have shown the effect of time
delays on the variation of infective population with time, and note that for large time delays τ and ω, as expected, complex
dynamics of the model is observed (damped oscillations), especially at the beginning of the process. But, this phenomenon
settles down towards the steady states at a later time. The role of single time delay is explicitly shown on the variation of
the infective and recovered population (see Figs. 7–10).
6. Summary and conclusions
This paper investigates the role of time delays in the stability of an SIR model with a nonlinear incidence function. At the
beginning of the process, for large time delays, oscillations occur which can destabilize the system, and periodic solutions
can arise by Hopf bifurcation.
Also, for large values of the key parameters, the dynamics of the model is as follows:
• For large value of the probability of transmission per contact rate (or effective contact rate) β , the number of infectives
increases as expected (Fig. 3) and,
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Fig. 5. Variation of recovered population with time for different values of δ.
• For large value of the recovery rate δ, the number of infectives reduces and the number of recovered infectives increases
(Figs. 4 and 5).
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Fig. 8. Variation of recovered population with time for different values of delay ω for τ = 5.
For large values of time delays τ and ω, complex dynamics of the model is observed as oscillations occur at the early
stages (time t ≤ 70). After this time, the oscillations are damped (Figs. 6 and 8), and this phenomenon settles down to
steady state.
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Many observations of some diseases such as measles outbreaks indicate less damping of the oscillations of this nature,
suggesting that there may be additional influences that are not included in the simple model. Consequently, this model
could therefore be extended by considering time dependent contact rate (i.e., β = β(t)).
• Movement of infectives and recovered individuals can be seen for different values of τ and ω in Figs. 7–10.
The local stability of the model is based on a certain threshold, commonly referred to as the basic reproduction number,
while the global stability is investigated via the construction of a suitable Lyapunov function. These stabilities are based
on the assumption that the time delays τ and ω are small. Contrary to the result by Yosida and Hara [12], our numerical
simulations show that, for large time delays, the endemic equilibrium is globally asymptotically stable after a long period
of time (t ≥ 60 years).
In populationmodeling, the functional forms of themodels are at least as important as the parameter values in expressing
the underlying biology and in determining the outcome [24]. The model presented herein can be extended to include
seasonal effects if the disease considered is of the said type (seasonally varying type). The above model can easily apply
to management of multi-species fisheries and predator culling with disease in the prey [24].
In conclusion, this paper has, as the fundamental objective, the formulation of a nonlinear mathematical model to study,
in a SIR model, the role of nonlinear incidence rate, by introducing a delay time to analyze the equilibrium points and their
stability. By using the reproduction numberR0, we established the existence of two classes of points of equilibrium. To study
the stability of the endemic equilibrium point, we used a Lyapunov function and an additional assumption of linearity on the
incidence function for a rigorous mathematical treatment. It is shown through simulations, that the nonlinear case has the
same properties. It is also shown that, unlike other existingwork, themodel has advantages, especially for a sufficiently large
time delay; the endemic equilibrium point is globally asymptotically stable compared to what has been done in previous
studies.
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