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In mathematical analyses of the turbulence phenomenon, averaging the governing 
equation of fluid flow leads to an impasse at which the number of equations is 
outweighed by the number of unknowns. This difficulty is often described as the 
closure problem'. 
A 'closure hypothesis' is an additional ingredient, typically comprising a set of 
mathematical assumptions based on some physical insights. This is artificially 
introduced into the problem to provide an extra relation, and hence match the 
number of equations and unknowns. Many such closure hypotheses have been 
proposed and range from simple empirical rules to complex mathematical treat-
ments. The 'Local Energy Transfer' (LET) theory [W. D. McComb, M. J. Filipiak 
and V. Shanmugasundaram, J. Fluid Mech. 245, 279 (1992)] is a closure hypoth-
esis based on renormalized perturbation theory (RPT). This theory has enjoyed 
much success in predicting the behaviour of freely decaying, isotropic, homoge-
neous turbulence. LET is the only time-dependent Eulerian RPT closure which 
is compatible with Kolmogorov's k4 law. 
In this research, we begin by reviewing the mathematical background of turbu-
lence theory. We then consider the derivation of LET, surveying the evolution 
of the theory and its relation with other RPT closure hypotheses. Computer 
software for numerically solving the LET equations is then developed and tested. 
This is used to generate quantitative forecasts for the behaviour of freely decaying 
turbulent flows. To investigate the accuracy of these predictions, comprehensive, 
detailed, purpose-run comparisons between LET output and Direct Numerical 
Simulation (DNS) data are performed for the first time. These demonstrate that 
LET theory can provide reasonably accurate numerical estimates for the time 
evolution of a range of spectral measures and integral parameters in freely decay -
ing turbulence. 
The LET computer code is then revised to include stirring routines. This allows, 
again for the first time, predictions for forced turbulence to be calculated. In 
addition, an approximation is developed to allow long-term LET forecasts to be 
generated. The 'Time History Integral Truncation' approximation is based on 
the idea that the recent past is a more dominant force than far distant history 
in determining the future behaviour of a fluid. Hence, the time integrals within 
LET theory can be restricted to span only a certain relevant period of recent 
history. Using this approach, the memory requirements and computational in-
tensity of the closure calculation can be bounded, with no significant effect on 
the data yielded. The precision of LET theory in describing the time evolution 
of forced turbulence is then assessed by comparing LET measures with existing 
forced DNS findings. This yields good agreement between LET and DNS at high 
wavenumbers, but slightly less favourable comparisons at lower wavenumbers. 
The LET predictions are also compared with analytical turbulence models, other 
closure hypotheses and experimental results. 
Finally, the implications of LET in Kolmogorov theory are investigated in a recal-
culation of the Kolmogorov constant, a. The forced LET computations suggest 
that a = 2.266. This is compared with a previous LET evaluation, and is reviewed 
in the context of experimental, numerical and analytical estimates. 
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Chapter 1 
Elementary Turbulence Theory 
The aim of science is to seek the simplest explanation of complex facts. 
Alfred North Whitehead 
1.1 Turbulence and the Substance of Science 
Fundamental science at the turn of this third millennium is, for the most part, 
focused on topics at the extremes of spatial scales. Systems of interest are typ-
ically either immensely large or almost infinitesimally small. As a consequence, 
the results obtained are often alien to a public which has never seen a black hole 
or touched a single quark. 
However, unlike most such subjects of modern day scientific scrutiny, turbulence 
is a mesoscale phenomenon. More than that, it is a common occurrence in our 
everyday lives. From the shuddering of an aeroplane to the entwining wisps of 
smoke emerging from the tip of a cigarette, one can experience turbulence a hun-
dred times a day. In some circumstances, turbulence is to be avoided since it 
increases drag and reduces aerodynamic performance. However, in other situa-
tions the enhanced mixing capability of turbulence can prove advantageous. The 
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Figure 1.1: Illustration of Reynolds' experimental apparatus (reproduced from Reynolds' 
seminal paper of 1883 [1]) 
physics of turbulence touches many other academic disciplines - astronomy, me-
teorology, oceanography, aeronautics and engineering. Few problems can be of 
more practical importance and have as many diverse applications. Yet, despite 
our closeness to the subject, it is not well understood. Turbulence is often referred 
to as the 'last unsolved problem of classical physics'. It is a stubborn and complex 
conundrum, and despite well over a century of serious scientific investigation, it 
still retains its secrets. 
1.2 The Study of Turbulence 
It is commonly accepted that the first scientific study of the turbulence phe-
nomenon was pioneered by Osborne Reynolds. It is believed that Reynolds' 
interest was aroused upon noticing that 'the tendency of water to eddy' (as he 
called it) was much enhanced if its temperature was increased. In 1883, he pub-
lished an account of this seminal work [1], "An experimental investigation of the 
circumstances which determine whether the motion of water shall be direct or 
sinuous, and of the law of resistance in parallel channels". 
Reynolds employed a simple apparatus of long, circular pipes through which fluids 
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could flow at varying speeds (see Figure 1.1). The same apparatus is still in use 
today at Manchester University, where it continues to demonstrate the transition 
from laminar to turbulent flow to new students of fluid dynamics. By using his 
'method of colour bands' (essentially dyeing the path of a fluid particle within 
the water) Reynolds could ascertain whether the flows were orderly and 'direct' 
or wild and 'sinuous'. Reynolds' experiments showed that pipe flow exhibits a 
laminar behaviour for speeds under a certain critical value. In this phase, be-
yond the entry length of the pipe, the fluid undergoes Poiseuille flow, possessing 
a parabolic velocity profile. Dye introduced into the fluid flows in a thin straight 
streak, parallel to the axis of the pipe. However, once the flow speed increases 
beyond a certain value, the regular flow pattern breaks down into a swirling, tem-
pestuous 'sinuous' motion. The streak of dye diffuses out to fill the whole cross 
section of the pipe. This indicates the presence of turbulence. 
Reynolds quantified the crucial point at which this behavioural catastrophe oc-
curred by introducing a dimensionless parameter which is still referred to as the 
'Reynolds number'. This is denoted by R and is defined 
(1.1) 
where in pipe flow, U is the mean flow velocity, d is the diameter of the pipe, and 




where p is the viscosity of the fluid and p is its density. Reynolds found that the 
smallest value of R for which turbulence could occur was approximately R 2000. 
However, laminar flow behaviour can be made to persist at Reynolds numbers 
well above this value by removing as many potential disturbances as possible 
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within the flow (for instance, by smoothing the interior walls of the pipe). 
The Reynolds number, in fact, characterizes the relative importance of inertial 
and viscous forces in the fluid flow. At low Reynolds numbers, viscous forces are 
dominant and damp out disturbances before they can evolve. 
1.3 The Statistics of Turbulence 
turbulent (adj) 
agitated, boisterous, confused, disordered, excited, hectic 
passionate, restless, seething, turbid, unrestrained, violent 
volatile, wild. 
Oxford Colour Thesaurus 
Whilst we are all familiar with the irregular and erratic fluid behaviour in tur-
bulence, it is surprisingly difficult to provide a general definition of the word. 
Indeed, Lesieur's 'Turbulence in Fluids' text [2] begins chapter 1, section 1, with 
the title 'Is it possible to define turbulence?' It is certainly well nigh impossible to 
achieve this concisely. In practical applications, turbulence is sometimes defined 
in terms of an enhanced ability to mix transported quantities. In theoretical work, 
the focus is elsewhere. Tritton [3] suggests 'a state of continuous instability' but 
also makes the more pragmatic remark that 'a flow may be called turbulent when 
the level of predictability is so reduced that it is appropriate to give a statistical 
description of it'. Hinze [4] presents perhaps the best summary: "Turbulent fluid 
motion is an irregular condition of flow in which the various quantities show a 
random variation with time and space co-ordinates, so that statistically distinct 
average values can be discerned". The main thrust of these definitions is the idea 
that whilst parameters of a turbulent fluid will vary wildly in space and time 
there is an underlying statistical order which distinguishes them from pure ran- 
4 
Chapter 1 - Elementary Turbulence Theory 
domness. If one were to erect two identical sets of apparatus and with each record 
physical parameters in identical turbulent flows then the results catalogued by 
the two experiments would differ. In this sense, turbulence experiments are not 
repeatable. However, if one were to time average the quantities studied in these 
two experiments, then identical mean values would be obtained. Statistical av-
eraging glimpses the hidden order of the turbulent system. Hence, turbulence 
theory concentrates on averaged parameters within flows. 
Averaging will be a recurrent feature in the theory within this research. However, 
it will not generally take the form of time averaging but will instead be 'ensemble 
averaging'. This is an average performed over a hypothetical infinite collection of 
identical experiments (or realizations). Suppose we consider a parameter Z(x, t). 
If we denote the realization from which a value is taken by means of a subscript, 
such that Z(x, t) is the value of the parameter at the given space-time point in 
the nth realization, then McComb [5] defines the ensemble average as 
lm 
(Z(x,t)) = lim —Z(x,t). 	 (1.3) 
m-+c,o mj1 
Ergodic theory suggests that, provided the system is not changing in time in a 
systematic way (i.e. it is stationary) then an ensemble average will be equal to 
the time average. Similarly, if a system is homogeneous then the ensemble aver-
age should be equivalent to a spatial average. It should also be noted that the 
averaging process (be it time, space or ensemble based) commutes with the oper-
ation of differentiation. Hence the order in which these procedures are performed 
can be interchanged at will. For an arbitrary function W(x, t) and differentiation 
with respect to a spatial variable 
a147(x, t) ) = 3(l'V(x, t)) 	
(1.4) ax, 
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Similarly, for differentiation with respect to a time variable 
öT'V(x, t) ) = ö(W(x, t)) 	
(1.5)
at 
The ensemble average definition also satisfies the condition that the average of 
the average is simply the average 
((147(x, t))) = ( 147 (x, t)). 	 (1.6) 
These results will be important in many stages of the fundamental theory. 
It is important to recognize that the necessity for a statistical approach in tur-
bulence theory is very different in origin to the need for probabilistic methods in 
quantum mechanics. There is no underlying uncertainty principle in turbulence. 
In theory, given absolutely precise initial conditions, we should be able to solve 
the deterministic equations which govern fluid behaviour and hence predict the 
exact characteristics of a turbulent system for all time. In practice, the most 
insignificant perturbations within the flow propagate and amplify to induce vast 
variations in the fluid's large-scale behaviour. In contrast, if a laminar flow is 
perturbed, once the disturbance is removed it simply reforms back into its uni-
form motion. This sensitivity to minute variations in the initial conditions is 
commonly referred to as the 'Butterfly Effect' of chaos theory. The frequently 
quoted example, provided by Gleick [6], is that a butterfly flapping its wings in 
Peking can cause rain storms to develop in New York. The Butterfly Effect is 
the root cause of inaccuracy in long-term weather forecasting. In chaotic systems 
such as the atmosphere, we can never know the conditions accurately enough at 
the present to predict what will happen in the future. 
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1.4 The Model Turbulent Flow 
Turbulence is an extremely complicated phenomenon to study mathematically. 
Mainstream research into chaos theory offers intriguing hints and clues. How -
ever, the chaotic problems which are typically studied are dynamical systems 
which possess only one or two degrees of freedom, whereas turbulent systems 
have many. In fact, Landau and Lifshitz [7] showed that the number of degrees 
of freedom associated with a turbulent fluid with Reynolds number R is approx-
imately equal to R4 . In addition, turbulence demonstrates chaotic behaviour in 
both space and time, whereas most chaos analyses tend to focus on systems which 
are chaotic in time only [2]. 
In order to make analysis firstly, possible and secondly, productive, it is essential 
that we minimize the complexity of the system. Simplifications are welcomed 
wherever they can be exploited or engineered. Whilst many applications seek 
the characteristics of flows around ornate real world geometries, for our purposes 
sophisticated boundary conditions are of no interest. In the light of this, rather 
than study a practical flow pattern (such as shear flow in a pipe), we consider tur-
bulence which is homogeneous i.e. turbulence in which properties and parameters 
are invariant under spatial translations. Of course, if turbulence were strictly ho-
mogeneous the system would be an entirely trivial flow - a uniform fluid in which 
all parameters were constant throughout space. We instead demand a statistical 
form of homogeneity in which the mean values of the flow parameters do not vary 
with spatial position. In a similar way, we insist on statistical isotropy; that is, at 
any point in the fluid the mean parameters should not vary with direction. The 
turbulence analysis should thus be independent of the position and orientation of 
the co-ordinate system. Batchelor [8] notes that isotropy requires homogeneity. 
Whilst one could specify homogeneous, anisotropic turbulence (and indeed this 
is a field of research) one cannot envisage inhomogeneous, isotropic turbulence 
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since the inhomogeneity would imply directional dependencies in the flow. 
In terms of the fluid itself, we stipulate that it is Newtonian (this specifying the 
form of stress-strain relation which is obeyed). Examples of Newtonian fluids are 
water, air, alcohol, kerosene, glycerine and salt brine. Examples of non-Newtonian 
substances include fluids such as liquid crystals and polymer solutions. For an 
account of turbulence in non-Newtonian fluids see [9]. 
A vital ingredient in the theory is incompressibility. This significantly simplifies 
both the governing equations of fluid flow. In practice, incompressibility is also 
• good approximation for many fluids. For liquids, incompressibility is usually 
• very good approximation since even under very sizeable pressure changes, the 
density of most liquids varies very little. The case is not quite so clear for gases. 
All gases can be compressed significantly. However, a range of gas flows exist in 
which incompressibility can still be a reasonable approximation. It can be shown 
that density variations in a gas flow can be neglected and the flow assumed 
incompressible provided a condition on the flow speed is met. The Mach number, 
M, is defined by 
	
M = U/c, 	 (1.7) 
where U is the speed of gas flow, and c is the speed of sound in the gas. For 
incompressibility to be a valid assumption, the Mach number must obey the 
criterion 
M<<1. 	 (1.8) 
This incompressibility condition may be contravened by astrophysical phenom- 
ena, combustion problems and air flow around high speed projectiles and vehicles. 
[.] 
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The fastest military aircraft can currently achieve maximum speeds of just be-
yond Mach 2 (i.e. M = 2) and the current land speed record stands at a little 
over Mach 1 (i.e. M = 1). 
In addition to these simplifying assumptions, we also require that the fluid 
. has a flow speed small enough to ignore relativistic corrections, 
• does not demonstrate large scale quantum mechanical phenomena (and 
hence we exclude any description of liquid helium flows), 
• does not possess free surfaces (no surface waves or bubbles), and 
• does not act under any electromagnetic forces. 
Whilst these restrictions may seem somewhat severe, they focus our attention on 
the fundamental problem of turbulence and avoid incurring unnecessary mathe-
matical complication. 
1.5 Grid Turbulence 
The model system which we have discussed is artificial to the extent that it cannot 
be realized precisely in the laboratory. However, a good approximation to this 
theoretical model can be produced. This is called 'grid turbulence'. If a regular 
mesh is placed into a uniform flow within a wind tunnel or pipe (or equivalently, 
if the mesh is pulled through a fluid at rest), vortex streets are generated by each 
constituent bar within the grid. These individual vortex streets coalesce down-
stream in the flow. After roughly ten grid mesh lengths, the resulting turbulence 
is a good approximation to isotropic. 
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However, as one moves away from the grid, viscous dissipation in the fluid leads 
to the turbulence decaying and the mean flow velocities decrease. Since the ef-
fect is slight, one can either neglect this or one can transform to a frame which 
moves with the flow so that the system becomes isotropic and homogeneous but 
freely decaying with time. Figure 1.2 provides a schematic diagram of such grid 
turbulence. For photographs of this kind of flow, see [10]. 
00 
00 
Figure 1.2: Schematic of grid turbulence in a fluid 
Whilst grid turbulence can only be approximately generated in the laboratory, 
it can be realized quite precisely in numerical simulations. We shall discuss such 
simulations in some detail in Chapter 5. 
1.6 The Equations of Fluid Flow 
The governing equations of fluid flow have been known to science for more than 
150 years. However, the solutions to these partial differential equations remain 
elusive in all but a few simple cases. 
Before plunging into the theory of fluid dynamics, we should note some of the 
lul 
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mathematical conventions which will be used throughout this work. Vector quan-
tities will be denoted either by a bold text, such as V, or by reference to their 
components using the standard Cartesian notation V, where an index such as a 
ranges over the values a = 1, 2 and 3 and refers to the three co-ordinate axes. 
The Einstein summation convention will be used throughout this work, and thus 
repeated indices are summed over 
UaVa = U1V1 + U2V2 + U3V3.  
In some instances, for clarity, we will wish to reduce the number of indices in an 
equation and we will hence denote 'squared' terms such as uaua by forms such as 
u2 . We will also employ the Kronecker delta tensor 8 which is equal to unity if 
a and / take the same value 
811 = 822 = 833 = 1.  
In all other cases, the tensor vanishes 
812 = 821 = 823 = 832 = 813 = 631 = 0. 	 (1.11) 
In the standard manner, i will be used to denote the imaginary number given by 
and V is the gradient operator, being equal to 
Va =  
11 
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The mathematical treatment of elementary turbulence theory which we will follow 
is based on the account presented by McComb [5]. 
1.6.1 The Continuity Condition 
The continuity condition is an expression of mass conservation within a fluid. 
The full statement, for a fluid with density p(x, t) and a velocity field u(x, t), is 
öp(x,t) 
+ V.{p(x,t)u(x,t)} = 0. 
at 
(1.14) 
In the special case in which the fluid is incompressible (the density p being inde-
pendent of position or time) condition (1.14) simplifies considerably since 
ap 
at 
\7.{pu(x, t)} = pV.u(x,t). 
(1.15) 
(1.16) 
Given that p is nonzero, we thus have 
V.u(x,t) = 0. 	 (1.17) 
This implies that in an incompressible fluid the velocity vector field is solenoidal; 
it has zero divergence and hence is the curl of a potential function. 
1.6.2 The Navier Stokes Equation 
The Navier Stokes equation is an expression of conservation of momentum in a 
fluid. Like the continuity equation, it is simplified considerably by the assump- 
tion of incompressibility. For an incompressible fluid with kinematic viscosity v, 
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pressure field p(x,t), velocity field u(x,t), density p and external forces F the 
Navier Stokes equation is 
at 
+ u.Vu = —Vp + vV2u + . 	 (1.18) 
This equation, without the viscous term vV 2 u, is called the 'Euler equation'. 
This was proposed by Euler in the middle of the eighteenth century. Some sev -
enty years later Navier added the missing viscous element and the equation as we 
see it above was deduced. In fact, Stokes had no role in discovering the equation 
but studied it in strongly viscous cases [2]. 
It has been suggested on occasion that whilst the Navier Stokes equation does 
successfully describe most fluid behaviour, it may not apply to turbulence. The 
essential idea underlying this argument is that turbulence represents a vast num-
ber of different scales of motion and that if any of these were small enough to be 
comparable to the mean free path of a molecule in the fluid, then they would not 
be described by the Navier Stokes equation (which is mathematically derived on 
the basis of a fluid being continuous). However, within turbulence viscosity acts 
to suppress small-scale motions and the most miniscule scales of motion (some-
times called the 'dissipative' scales) are several orders of magnitude larger than 
the molecular scales and the mean free path. 
The most important aspect of the Navier Stokes equation is the nonlinearity in 
the velocity field u(x, t). It is this nonlinearity which renders the problem of fluid 
flow such a difficult system to analyse and which is responsible for the diversity 
and unpredictability of fluid behaviour. The nonlinearity means that, in contrast 
to physics such as electrodynamics, solutions cannot be superposed. If U 1 (x, t) 
and U2 (x, t) are solutions of the Navier Stokes equation, it does not follow that 
{ U 1 (x, t)+U 2 (x, t)} is a further solution. In turbulence, the nonlinear term serves 
13 
Chapter 1 - Elementary Turbulence Theory 
to couple the many degrees of freedom and allows motions of different scales to 
exchange energy with one another. Without this element, the turbulence problem 
would be tractable as independent modes would not interact. 
1.7 Closure in the Fluid Equations 
Consider the balance of variables and equations in the Navier Stokes equation 
(1.18) and the continuity condition (1.17). The Navier Stokes equation is a vec-
tor result and hence actually represents three component equations. Including 
the (scalar) continuity condition, this provides four equations in total. 
Counting the unknowns of the system, we have the velocity field, which is three 
unknown components, and the pressure, which is a single unknown scalar vari-
able. The density, kinematic viscosity and external forces in the problem are 
presumed to be prescribed. 
Hence, we have four equations and four unknowns. Since the number of unknowns 
and equations are equal the system is said to be 'closed' and is, in principle, 
completely soluble. Unfortunately, this will not remain the case throughout our 
analysis as the averaging procedure we utilize will open the system. 
1.8 The Reynolds Decomposition 
In 1895, Reynolds [11] suggested that to proceed mathematically from the gov -
erning equations one should decompose the velocity field U(x,t) into two parts 
- an ensemble mean, and a fluctuation about that mean. Hence, we write 
Ua(x,t) = U(x,t) + Ua(x,t), 	 (1.19) 
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where (fa (x,t) = (U(x,t)) is the ensemble average as defined using (1.3). 
If we ensemble average throughout definition (1.19), we obtain 
(Uc (x,t)) = ((Ua (x,t))) + (tta (X,t)). 	 (1.20) 
Using the result pertaining to the double application of the ensemble average 
(1.6), this implies that the fluctuating component of the velocity has zero ensem-
ble mean 
	
Ua(X,t)) = 0. 	 (1.21) 
Hence we cannot quantify the magnitude of such fluctuations by their mean value. 
Instead the root mean square value of the fluctuation (uc(x, t)2)  is often taken 
as a convenient measure of the fluctuations' intensity. 
1.8.1 Reynolds Decomposition and the Continuity Con-
dition 
If we now substitute the Reynolds velocity decomposition (1.19) into the conti-
nuity condition (1.17), we obtain 
W-: 	 t) + U,, (X, t)} = 0. 	 (1.22) 
Splitting this into the sum of two separate differential terms 
aU(x,t) + DUa(X,t) 
= 0 	 (1.23) 
and averaging throughout we find 
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(aua(xt)) +( au" (Xt)) = 0. 
	 (1.24) ax, 
If we again use the double ensemble mean result (1.6), in conjunction with the 
commutation of differential and averaging operators (1.4) we obtain 
8tf(x,t) a + (uc(x,t)) = 0. 
Dx 0 	ôX c, 
(1.25) 
However, by definition the ensemble mean of the fluctuating component is iden-
tically zero and thus the second term vanishes. This implies that 




and hence the mean velocity component in the Reynolds decomposition obeys the 
continuity condition upon its own. If we now subtract this result from equation 
(1.23) we find that 
au" (x,t) = 0, 
ax, 
(1.27) 
and thus the fluctuating velocity component in the Reynolds decomposition also 
obeys the continuity condition alone. 
1.8.2 Reynolds Decomposition and the Navier Stokes Equa-
tion 
In addition to splitting the velocity field into two elements (see equation (1.19)), 
we can also decompose the pressure field into analogous mean and fluctuating 
components, 
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P(x,t) = P(x,t) +p(x,t). 	 (1.28) 
As before, the bar denotes the ensemble average 
P(x, t) = (P (x, t)), 	 (1.29) 
and, as for the velocity, one can show that this definition implies the mean of the 
fluctuation vanishes 
(p(x,t)) = 0. 
We now substitute the decomposed velocity and pressure forms into the Navier 
Stokes equation with F = 0, yielding 
	
__ 	 ôU(x,t) 	aU(x,t) aUa(x,t) Du a(x,t) _____ ________ 
+ 	
at 
+tf13 (x,t) 	+u13 (x 1) 
ax 13 	 ' 	 ÔXI3 
- 	ôu(x, t) au(x, 1) 
+U13(x,t) ax
13 	 ' 
+ u13(x t) 
axo 
1 aP(x,t) - 1 ap(x,t) 	a2 U(x,i) 	
192u(x,t) 
a 0, 	P a 	aa 	aa 
Now we ensemble average throughout this result. Whilst there are apparently 
a great many terms, most of these vanish. Note that the (constant) U values 
can be taken outside of the averages, and by interchanging the order of ensem-
ble averaging and differentiation, using relations (1.4) and (1.5), we can create 
occurrences of (u). By definition, these are identically zero. The nonzero terms 
which remain are 
au", (x, t) aUa(x, t) 
U13 (x, t) + 
a(u(x, t)u 13 (x, t)) = - 1 aP(x, t) + 
VV, Ua (x, t). 
at 	ax13 	 ax 13 	p ax 
(1.32) 
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If one compares this with the original Navier Stokes equation (1.18) then it is 
obvious that this is the original equation with the variables replaced by their re-
spective mean values and one additional term in the expression (uu). Equation 
(1.32) is often referred to as the 'Reynolds equation', and (uu) is sometimes 
called the 'Reynolds stress', but will be described in this work as a 'correlation'. 
The additional Reynolds stress term represents the transport of momentum due 
to turbulent fluctuations in the fluid and supplements the viscous stress due to 
molecular motions. 
1.9 The Velocity Field Moments of the Fluid 
One way to develop the theory of turbulence is to consider the moments of the 
fluid velocity field. Given the velocity field Ua(x, t), the second-order moment is 
defined by 
Qa(x, x ' ; t, t') = ( U, (X, t)u(x ', t')). 	 (1.33) 
In an entirely analogous way, one can form the third-order velocity field moment 
from the velocities at any three general points (which may coincide) 
X', x"; t, t', t") = (u(x, i)u(x ' , t ')u(x " , t")). 	(1.34) 
One can continue indefinitely in this manner, generating velocity field moments 
of any order. In principle, a differential equation for any such moment can be 
generated. To completely specify a turbulent flow, we must know all of the mo-
ments of all orders. In practice, we deal almost exclusively with second-order 
(and occasionally third-order) moments. 
10 
Chapter 1 	Elementary Turbulence Theory 
Monin & Yaglom [12] define 'correlation functions' as two-point, second-order mo-
ments, but do concede that higher-order correlation functions exist. They suggest 
that these should be considered to be second-order moments of quantities which 
are themselves products. More common usage renders the terms 'moments' and 
'correlations' completely interchangeable and it is quite typical to see reference to 
quantities such as 'third-order correlations'. We shall draw no special distinction 
between these terms within this work. 
In addition to the correlation itself, we can also define a correlation coefficient, 
which is a scaled version of the second-order moment (1.33). The second-order 
correlation coefficient is defined by 
(1.35) 
(u(x, u p (x', t')) R ao (x,x';t,t') = 	
t) 
(U, (X, t) 2 ) 1 / 2 (u(x', V) 2 ) 1 / 2 
The scaling in the denominator means that when the correlation achieves its max-
imum value (i.e. when x = x' and t = t' and the two points at which the velocity 
is measured coincide) the correlation coefficient takes the value unity. 
Given we have defined this correlation, what information does it actually provide? 
In fact, the correlation tells us the distance (over space or in time) over which one 
velocity affects other motions. It tells us how connected, or dependent, eddies in 
the fluid are. 
In a homogeneous, isotropic fluid the mean component of velocity in the Reynolds 
decomposition must vanish. Hence, the total velocity U,,, (x, t) is simply equal to 
the fluctuating component u(x, t). Consider the correlation of such velocities. 
From the definition of the fluctuating velocities, the ensemble average of either 
of the components alone is zero 
19 
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(u c (x,t)) = 0, 	 (1.36) 
(u(x ',t ')) = 0. 	 (1.37) 
However, the ensemble average is such that, given the two velocities are not 
statistically independent, whilst 
(ua (x,t) + up(x ' ,t ')) = ( a (X,t)) + (u(x ' ,t ')), 	(1.38) 
we have 
(U, (X, t)u(x ' , t')) 0 (U. (X, t))  (Up  (x ' , t')). 	 (1.39) 
Thus, if we only know (u,,, (x, t)) and (u fl 	t')) then we can say very little about 
the correlation (u, (x, t)up(x ' , t')). 
Consider the velocities at two points x = A and x = B in the fluid. Suppose 
that the fluid velocities at these two locations are related, and when the fluid 
at A moves in the positive sense along the a co-ordinate direction, there is a 
better than even chance that the fluid at B is moving in a positive direction 
along that same co-ordinate axis. This implies that when u, (x = A )  t) is pos-
itive, u, (x = B, t) is also likely to have a positive value. Thus, the correlation 
(u, (x = A,t)u(x = B, t)) will be positive. 
Now consider the reverse situation. Suppose that the flow field changes with 
time and that at a subsequent instant, when the fluid at A flows in the positive 
sense along the a axis, it is more likely that the fluid at B will be flowing in a 
negative sense along that axis direction. Notice the two flows are still statisti-
cally dependent but they have become, in a general sense, 'out of phase'. Now, 
if u(x = A l  t
i) is positive, we expect that u,,, (x = B, t') will be negative. The 
correlation will now assume a negative value. 
20 
Chapter 1 - Elementary Turbulence Theory 
The key point is that when the velocities at the two points are related, with 
motion at A affecting motion at B and vice versa, the correlation is nonzero. It 
is only if the two velocities are completely unconnected, and do not depend on 
each other, that their product will be negative as often as it will be positive, and 
the correlation value will be zero. A zero correlation implies independence in the 
two velocities. It is the distance over which such independence arises in space or 
time which is our primary concern. 
The second-order velocity moment has two spatial degrees of freedom, these being 
the absolute positions of the two points x and x'. We can make a change of basis 
so that these are replaced by one absolute position variable, which we define as 
the mean of these two vectors 
R=(x+x'), 	 (1.40) 
and one relative position variable which we define as the separation of the two 
points 
r = x - x'. 	 (1.41) 
Mathematically, this is an entirely trivial step. Instead of discussing Q&(x, x'; t, t') 
we simply analyse Q(R, r; t, t'). Notice that we could make a change of basis 
for the two time arguments in a completely analogous way. 
Whilst this is a simple step, it is highly significant due to the assumptions inherent 
in our model system. As we have demanded statistical homogeneity, there is, in 
fact, no dependence on the absolute spatial position and the correlations are 
independent of R. We thus have 
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Spatial Separation of Points r 
Figure 1.3: Typical plot of Correlation Coefficient R against Spatial Separation r 
Q,3 (x, x'; t, 1') = Q ,,3 (r; 1, t'). 	 (1.42) 
Consider now a spatial correlation. This is a correlation in which the velocities 
are measured at the same instant, i.e. t = V. Given t = t', if separation r = 0 the 
correlation coefficient takes its maximum value (unity). As r -* 00 (wherein the 
two velocities must become completely independent) the correlation coefficient 
tends to zero. The decay of the correlation coefficient may look something like 
the plot shown in Figure 1.3. 
1.9.1 Longitudinal and Transverse Correlations 
There are two special kinds of spatial correlation. Before we record the velocity 
at any point in the model fluid, it is isotropic and there is no preferred direction. 
However, by choosing two points in the fluid, we specify a direction - the direction 
of the separation vector r (though strictly this vector has no sense since the order 
in which we select the points is immaterial). 
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U(X) 	 U(X) 	 r 
Longitudinal Correlation f(r) 
	
Transverse Correlation g(r) 
Figure 1.4: Longitudinal and Lateral/Transverse Correlations 
If we consider the correlation of two velocity components in the direction of this 
relative separation vector r, then the correlation is referred to as the Longitudinal 
correlation. If instead we form correlations of two velocity components which are 
both perpendicular to their separation vector r then the correlation is termed a 
Lateral or Transverse correlation. Figure 1.4 illustrates these particular types of 
correlation. 
In analogy with the general correlation coefficient (1.35), we can define a longi-
tudinal correlation coefficient f(r). This would take the form 
(UL(x)UL(X)) 	 (1.43) f(r) 
- 
- (uL(x)2)h/2(uL(xl)2)h/2' 
but homogeneity implies that 
= 	 (1.14) 
and isotropy means that 
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(UL (x) 2 ) h / 2 = (u(x) 2
) 1 / 2 ' 	 (1.45) 
where a = 1 7  2 or 3. Thus, we can write the longitudinal correlation coefficient 
f(r) as 
f(r) - ( UL(X)UL(X')) (1.46) - 	(u 2 ) 
A lateral or transverse correlation coefficient g(r) is defined in the same way, 





These two functions are not independent and can be related by use of the con-
tinuity condition. The longitudinal and transverse correlation coefficients are 
significant measures in turbulence theory. 
1.9.2 The Isotropic Spectrum Tensor 
In principle, the correlation tensor Q ,,,3 comprises nine independent component 
functions. However, the assumption of isotropy reduces this to just two functions. 
Robertson [13] showed that the second-order correlation tensor can be written 
Q(r) = A(r)rar + B(r)Sag, 	 (1.48) 
where A(r) and B(r) are even functions. 
We can further simplify this form by use of the continuity condition, reducing the 
number of independent functions of r to one. It can be shown [5] that the isotropic 
correlation tensor can be written solely in terms of the longitudinal correlation 
coefficient f(r) in the form 
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Spatial Separation of Points r 
Figure 1.5: Typical plot of Longitudinal and Transverse Correlation Coefficients against 
Spatial Separation r 
Q(r) = (u2)f(r) 	+ (u2)rfI(r)( 	- 
PaT/3 
	 (1.49) 
where f'(r) = 8f(r)/8r. 
1.9.3 Structure of the Longitudinal Correlation Coeffi-
cient 
The longitudinal correlation coefficient is also useful as it gives rise to two im-
portant length scales in turbulence. Suppose we were to plot the longitudinal 
correlation coefficient as a function of r. In fact, it would look much like the 
general correlation coefficient illustrated in Figure 1.3. 
In general, there is no reason why correlation coefficients cannot be negative. 
This simply implies that the velocity components are moving in opposite senses 
along the direction considered. 
However, if a longitudinal correlation coefficient is negative, this entails the fluid 
moving in opposite senses along the separation vector - and it is hence either 
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converging or diverging. Significant convergence or divergence would invalidate 
the homogeneity of the fluid, and would lead to density fluctuations. Hence, we 
would expect a longitudinal correlation coefficient to remain positive for all r. 
Thus on the plot depicted in Figure 1.5 we would expect the longitudinal corre-
lation coefficient to look something like curve Y. 
The transverse correlation coefficient, much like the general correlation coeffi 
cient, may become negative and so could very well be either curve X or curve Y 
in Figure 1.5. 
We mentioned earlier the idea that the order in which the points are considered 
in a longitudinal correlation coefficient is immaterial, and hence the vector r has 
no true sense. This means that f(r) must be an even function of the variable r 
and hence the plots shown in the diagram would be symmetric about the y-axis 
if we were to continue them to negative r values. This in turn implies that the 
longitudinal correlation coefficient must have a stationary point at r = 0 with 
af/ar = 0. 
1.9.4 The Taylor Microscale Length 
Consider fitting a polynomial to the longitudinal correlation coefficient function 
f(r) for small r. Given f(0) = 1 and f'(0) = 0, it would be appropriate, to second 
order, to expect an expansion 
f(r) 	1 + Ar2 . 	 ( 1.50) 
By truncating at this second-order stage we are effectively fitting a parabolic form 
to the coefficient. If instead of the constant A we assume a fit 
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f(r) 	1 - r2 , 	 (1.51) 
then differentiation gives 
f//(r) = - 
	 (1.52) 
The quantity ), as defined here, is the Taylor microscale length. This measure 
can also be shown to be connected to the rate of energy dissipation in isotropic 
turbulence by the result [8] 
15v ( u2 ) 
= A2  
1.9.5 The Integral Scale Length 
Instead of fitting a parabola to the longitudinal correlation coefficient, consider 
an exponential fit for small r. There are some problems associated with this 
form. A major difficulty is that the exponential function is not even and so will 
not reproduce the correct behaviour for negative r. However, we only pursue this 
analysis to illustrate one physical interpretation of the integral scale length and 
so we continue despite this failing. Hence, we assume a form 
f(r) 	e _Ar . 	 ( 1.54) 
We have f(0) = 1 but, of course, we do not have f'(0) = 0. Suppose we wish 
to find the distance L over which the longitudinal correlation coefficient drops to 
the value f(L) = 1/e (where 'e' is the base of natural logarithms and is equal to 
2.718 to three decimal places). In terms of the exponential fit, 
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= , 	 (1.55) 
= AL = 1, 	 (1.56) 
thus yielding 
A = 	 (1.57) 
Hence, we can write f(r) e. The distance L is the integral scale length. In a 
completely equivalent way, we can also define the integral scale length by making 
the assignment 
L = fc'o f(r)dr. 	
(1.58) 
1.9.6 Reynolds Numbers in Turbulent Flow 
Earlier we discussed the idea of a Reynolds number for pipe flow. In fact, as long 
as we are be able to extract a representative velocity and length scale from any 
flow, we can determine a Reynolds number to characterize it. 
In isotropic, homogeneous turbulence we use both the microscale and integral 
scale lengths as the representative length scales. Thus any such flow has two 
associated Reynolds numbers, the integral scale Reynolds Number 
UL 
RL = 	, 	 (1.59) V 
and the Taylor microscale Reynolds Number 
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R = •
uA
, 	 (1.60) 
ii 
where L is the integral scale length and ) is the Taylor microscale length. 
1.10 Closure Issues in the Second-Order Mo-
ment Equation 
Earlier, we derived the Reynolds equation (1.32), finding the result 
atra au, - 
	
0(uu13 ) 	1 9P 
at 	axo 	ax13 a 
This is the equation for the mean parameters of the system. However, by sub-
tracting this result from the Navier Stokes equation, we can produce an equation 
for the fluctuating components. This takes the form 
9ua 	ötrcx 	a{uau13 - (uau)} - ----- + vV2u. 	(1.61) 
at ax13 a 	- , 
In principle, equation (1.61) can be used to derive differential equations for any 
order of velocity field moment 
If we multiply equation (1.61) by u(x', t') and average throughout we can gen-
erate the equation for the second-order correlation. However, notice that since 
(1.61) contains a product of two velocity terms, the resulting equation will contain 
a third-order correlation. This is the 'closure problem'. In attempting to solve for 
the second-order correlation, we introduce the unknown third-order correlation. 
There is one more unknown than there are equations. Now, in principle, we could 
attempt to resolve this by generating an equation for the third-order correlation. 
If we multiply equation (1.61) by u_(us and then average throughout we obtain 
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a differential equation for the third-order correlation. However, this arrives at 
the expense of introducing the unknown fourth-order correlation. Thus we have 
increased the number of equations by one, but have also increased the number 
of unknowns by one, and so there is no real progress. The system of equations 
is now open, and insoluble. This is the fundamental problem at the heart of 
turbulence theory. 
1.11 Introduction of Fourier Methods 
The importance of Fourier methods in turbulence theory cannot be overstated. 
Most of the analysis we will perform will be based in wavenumber space (k-space) 
rather than real space (x-space, sometimes also known as configuration space). 
There are many mathematical advantages which Fourier methods can confer - 
conveniences such as the replacement of differential operators by simple multi-
pliers. In addition, a Fourier space interpretation also provides us with a simple 
picture of what is happening in turbulence. It enables us to easily visualize the 
degrees of freedom in the fluid and how they might interact. 
We start by considering the model fluid system to be wholly contained in a cubic 
box with side length L. The statistical isotropy prerequisite cannot be realized 
in such a finite volume, but later we will take the limit L -+ oc in which the box 
fills all space. Hence, the isotropy in the system is recovered. 
Now, as before, consider a velocity field in which the mean velocity is zero. The 
mean component of the Reynolds decomposition is thus zero and hence in the 
notation proposed earlier, we have 
U(x,t) =u(x,t). 	 (1.62) 
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Within the box, parameters can be expanded as Fourier series. The velocity field 
U, (X, t), for instance, can be written in the form 
	
ua(x,t) = u (k , t) eik , 	 ( 1.63) 
k 
where the summation variable Ic is 
k = 
27r
-jj- { n1n2n3} 	 (1.64) 
and n1 , n2 and n3 are integers in the range from zero to infinity. The pressure 
p(x, t) can be expanded in a completely analogous manner. 
From the property of Fourier transforms in which the differential operator a/ax a 
is transformed into the complex multiplier the continuity condition (1.17) 
becomes 
ikaUa(k,t) = 0. 	 (1.65) 
Hence, the continuity condition in Fourier space can be reduced to 
k ce ua(k,t) = 0. 	 (1.66) 
Since kaua is the scalar product k.u, this implies that u(k,t) and k are perpen-
dicular to one another. 
Now, consider the Navier Stokes equation with F = 0 
au" (X, t) 	 ___  
+ u(x,t) ' 	 + 
= löp(x,t) 	a2 ua(x,t) 
at a a 	
1'
aX O aX O 
Notice that we can write the second term on the left-hand side as the differential 
of a product, 
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aua(x,t) 	a 
up(x,t) 	= -(u(x,t)up(x,t)). 	 (1.67) 
a X13 aX/3 
This follows through use of the product rule of differentiation and an application 
of the (x-space) continuity condition (1.17). 
Remembering that any product in x-space becomes a convolution in k-space, 
Fourier transforming hence yields 
+ i k,3 E u(j,t)u(1,t) 	-----p(k,t) - k 2 iiv a(x,t). 	(1.68) 
at 	i+1=k 	 fi 
Using this result we can write the analogous equation for the velocity component 
u. To achieve this, we simply replace any instance of index ce with the index /3 
and substitute any index 0 with a replacement index 'y.  This provides 
ôu(k,t) 	 ik 
at + 
ik 	u(j,t)u(1,t) = —p(k,t) - k 2 vu(x,t). 	(1.69) 
	
i+1=k 	 Ii 
Multiplying this result throughout by k, we obtain 
k3u(x,t) + ikk 	u(j,t)u(l,t) = _p(k,t) - vkk 2u(k,t). (1.70) 
.j+1=k 	 Ii 
The first and last terms in this expression can be shown to vanish by applications 
of the k-space continuity condition (1.66). The remaining two nonzero terms can 
be rearranged to yield 
—p(k,t) 
= Zk 	
u(j,t)u(1,t). 	 (1.71) 
P 	 k2  j+1=k 
This expression for the pressure term can be substituted back into the Fourier 
transformed Navier Stokes equation to yield 
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aU0I •k 	
jkakky 
>2 u(j,t)u..(k,t) - vk 2 ua . 	( 1.72) +z >2 ua(j,t)u,i (l,t) 
i+1=k 	 k 2 j+I=k 
Consider the left-hand side of this equation for a moment, in particular the second 
term. Since / is a repeated (dummy) index which is summed over, the two 
instances of it can be replaced with any other index we choose. We elect to 
replace with 'y.  Also, from elementary tensor theory, we can write the velocity 
component uc, as the product of a different velocity component and an appropriate 
Kronecker delta 
Ucr = S3U13. 	 (1.73) 
Thus the second term on the left-hand side can be rewritten (still retaining exactly 
the same value, since all the manipulations are completely cosmetic) 
	
i 'ko  >2 u(j,t)u13 (1,i) = 	>2 u(j,t)u ),(l,i). 	(1.74) 
i+1=k 	 j+1=k 
Making this substitution and rearranging slightly, we find 
>2 u(j,t)u(1,t). 	(1.75) at 	 k 2 	 i+1=k 





We can substitute this Dc p(k) form to obtain 
{+vk2}u(k,t)=_ikD(k) >2 u0,t)u(1,t). 	(1.77) 
i+1=k 
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On the right-hand side the 9 and 'y indices are repeated, and hence are also 
arbitrary. Suppose we simply interchange these two indices. Similarly, in the 
summation, the j and 1 variables can be swapped over. 
This means that the term 
ik. y Daj3(k) >2 u(j,t)u ),(l,t), 	 (1.78) 
i+1=k 
could equivalently be replaced by the form 
ikD(k) >2 U fl (j,t)U(l,t). 	 (1.79) 
i+1=k 
Instead, however, we define an object which is the mean of these two (equal) 
results. This is called the 'inertial transfer operator' and is defined by 
M(k) = {kD(k) + kD(k)}. 	 (1.80) 
Thus, we can write the Fourier transformed Navier Stokes equation as 
at 
+ vk2 }u a(k,t) = M(k) >2 u(j,t)u(1,t).  
i+1=k 
This is the starting point for most turbulence theory, and all of the analysis within 
this thesis. 
1.12 The Fourier Transformed Correlation 
Recall the definition of the real space correlation (1.33). Writing the expression 
for the Fourier coefficients in the velocity field expansion (1.63), we have 
a(k,t) = {} 3 fd 3xu(x,t)c_. 	 (1.82) 
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Now consider the form of the correlation of two general Fourier modes u(k,t) 
and u,3 (k', t'). Using the given expression for the Fourier components we can 
write 
(u,,, (k, t)u(k', t')) = f 11 if d3 xd3x'(u a(x, t)u(x', tl))e_ix+k'x. 	(1.83) 
As mentioned earlier, our assumption of homogeneity simplifies our system so 
that in fact any correlation is a function of only the separation of the two points 
r (see equation (1.41)), and the two time variables t and t'. Reflecting this in the 
analysis, 
(u(k, t)u(k', t') = f 11 if  d3xd3r(u(x, t)u(x - r, 
(1.84) 
This can equivalently be written as 
(u,,, (k, t)u(k', t')) = f 11 if d3 xd3r(u(r, t)u(O, tI))e_i'_k',  (1.85) 
and collecting the terms in a slightly different fashion 
(u(k, t)u(k', t')) = {}3 
L f d3rQa (r; t, t)eik'{}3 f d3xe_ix+k'. (1.86) 
The second integral in this result is simply equal to the Kronecker delta 
being unity if k = —k' and vanishing otherwise. Hence 
(u(k, t)u(k', t')) = S(k+k'),o{ 113 f d3rQ(r; t, t'),'. 	(1.87) 
35 
Chapter 1 - Elementary Turbulence Theory 
From the Kronecker delta function, the correlation vanishes unless the two modes 
under consideration sum to zero, i.e. k' = —k. This is in fact true for velocity 
field moments of all orders; unless the wavenumber modes specified sum to zero, 
any moment vanishes. 
Now, the continuous spectral tensor is defined via 
Q ,,3 (k; t, t')
1 
= 	3 (u(k, t)u(—k, t')). 	 (1.88) 
1 2ir 
Hence, substituting equation (1.87) and taking the limit as L -+ oo the continuous 
spectral tensor is given by 
Q(k; t, t') = {I}3 f d3rQ(r; t, t)er, 	 (1.89) 27r 
and the other half of the Fourier transform pair is 
Q(r; t, t') 
= f d3kQa (k; t, t)e&r. 	 (1.90) 
1.13 The Isotropic Correlation Tensor 
As mentioned earlier in the real space analysis, Robertson [13] showed that an 
isotropic second-order correlation tensor could be written in terms of two inde-
pendent functions 
Q(k; t, t') = X(k; t, t')S + Y(/v; t, i')kk, 	(1.91) 
where X(Ic; t, t') and Y(k; t, t') are symmetric functions of wavenumber Ic. The 
continuity condition can be used to eliminate one of these two scalar functions. 
It can be shown that [5] 
36 
Chapter 1 	Elementary Turbulence Theory 
k-k 
	
Qa (k;t,t') = Q(k;t,t'){Sap— k2 
	
(1.92) 
or with the projection operator D4k) defined by (1.76), 
Q(k;t,t') = D(k)Q(k;t,t'). 	 (1.93) 
Given that the trace of this operator, D(k), is equal to 2 we find that 
Q(k;t,t') = (u(k,t)u(—k,t')). 	 (1.94) 
1.14 Energy Spectrum of a Turbulent Fluid 
The total energy of an incompressible turbulent fluid is entirely kinetic. The 
energy per unit mass can be written 
E(t) = 1 (Uoe(X,t)Ua(X,t)). 	 (1.95) 
Expressing the velocities in terms of a correlation and using the relative co-
ordinate r, we can write 
E(t) = Q(r = 0; t, t). 	 (1.96) 
Substituting the Fourier form but noting that r = 0 implies 	= 1, this is equal 
to 
E(t) = J d 3  kQ,,,(k; t, t). 	 (1.97) 
37 
Chapter 1 - Elementary Turbulence Theory 
Now, using the definition (1.93) in conjunction with trace Dca (k) = 2 
E(t) = J d3 k Q (k; t, t). 	 (1.98) 
This can be re-expressed as a one-dimensional integration in the form 
E(t) = f dk47rk 2  Q(k; t, t). 	 (1.99) 
This is usually written as 
E(t) = I dk E (k, t), 	 (1.100) 
where the quantity E(k, t) is defined via 
E(k,t) = 47rk2 Q(k;t,t). 	 (1.101) 
E(lv, 1) is the contribution to the total energy from the Fourier components with 
wavevectors lying in the spherical shell between k and k + dk. We usually refer 
to E(k,t) as the energy spectrum of the fluid. This is one of the fundamental 
quantities with which we work. 
The turbulence picture in Fourier space is hence that different degrees of free-
dom in the system label different Fourier modes k (or oscillations of different 
wavelengths). Each of these modes has an associated energy E(k). The modes 
interact by exchanging energy with one another and in principle, every Fourier 
mode in the system affects and is affected by every other mode. With such a 
large number of coupled modes, this is a formidable mathematical problem. We 
will return to this interpretation again later, and pursue it in more detail. 
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1.15 Solutions to the Closure Problem 
Closure is a fundamental problem in our understanding of turbulence, and is the 
major difficulty in our attempts to model turbulent flows. Whilst one can use the 
fluctuating velocity equation (1.61) to generate differential equations for all orders 
of velocity field moments, one simply obtains an infinite hierarchy of coupled sta-
tistical equations. One of the most important questions of science in the twenty 
first century surely must be: How can one close this turbulent moment hierarchy? 
The problem is clear. How does one solve a system of equations in which there are 
n equations but (n + 1) unknowns? The answer is also clear - to some extent at 
least. One requires a further equation. If one can produce an additional equation, 
the balance of variables and relations is restored and solution is, at least in theory, 
possible. One way to obtain an additional equation is to artificially supply one; to 
add the missing ingredient manually. This additional equation is usually provided 
by means of a model of the turbulence system (including a mix of additional the-
ory, assumptions and physical insight) or by a phenomenological approach. The 
additional relation which is added is usually referred to as a 'Closure Hypothesis'. 
It goes without saying that there have been many such proposals, and the mod-
els on which they are based range from simple rules of thumb to enormously 
complex mathematical treatments. To introduce the idea, we will briefly review 
one simple and well known example of a closure hypothesis: the Quasi-Normal 
Approximation. 
The underlying idea for this approach was proposed by Milli onshtchikov [14] and 
Chou [15] independently. However, the equations for isotropic turbulence were 
provided by Proudman and Reid [16] in 1954 and by Tatsumi [17] in 1957. 
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The fundamental idea is that we assume all even-order velocity field moments are 
related as if the distribution of velocities were normal. This is not to say that 
the velocity distribution is normal for it is well established that this is not the 
case. If it were so, the third-order moment would vanish yet in fact it is this 
which is responsible for turbulent energy transfer. If the distribution were nor-
mal, it would also imply that one of the most sensitive parameters of a turbulent 
system - a quantity called the velocity derivative skewness - would be identically 
zero. As we shall see later, this is not the case either. However, the idea of the 
even-order correlations being related as if the velocities were taken from a normal 
distribution is not without experimental support. 
Suppose we denote the space-time co-ordinates of four points by A, B, C and D. 
The velocities at these points can thus be denoted u(A), u(B), u(C) and u(D). 
If the fourth-order moments were related in the manner of a normal distribution, 
then we would have 
(u(A)u(B)u(C)u(D)) = (u(A)u(B))(u(C)u(D)) 
+(u(A)u(C))(u(B)u(D)) 
+(u(A)u(D))(u(B)u(D). (1.102) 
This, of course, would have profound implications for the hierarchy of equations. 
If one can determine the equations for the correlations up to fourth order, and 
then introduce this quasi-normality approximation, one can then re-express all 
the fourth-order moments in terms of second-order moments - and thus close the 
system of equations. In principle, the resulting set of equations is soluble. 
When the equations produced by the quasi-normality hypothesis were solved nu- 
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merically, the results were not satisfactory. It was found the Q(k; t, t) values 
obtained would become negative for certain k, and this is in conflict with the 
relation (1.101) between Q(k; t, t) and E(t). Quasi-normality yields negative en-
ergy spectra, which are clearly unphysical. 
Despite its flaws, this avenue of investigation has not been abandoned and people 
continue to research closure hypotheses based upon this principle, with additional 
factors included to correct the failings of the original formulation. 
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Introduction to LET theory 
As far as the laws of mathematics refer to reality, they are not certain, and as 
far as they are certain, they do not refer to reality. 
Albert Einstein 
It was shown in Chapter 1 that the principal problem in turbulence theory is 
'closure'. Averaging the Navier Stokes equation generates an infinite hierarchy of 
coupled statistical relationships wherein the number of equations is always one 
less than the number of unknowns. The concept of a 'closure hypothesis' as a 
supplementary equation, artificially introduced to restore this balance, was also 
proposed. We now turn to focus upon one closure hypothesis in particular: Local 
Energy Transfer theory. 
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2.1 Local Energy Transfer (LET) Theory 
2.1.1 Essentials of LET Theory 
Local Energy Transfer (or LET) theory is a closure hypothesis which has been 
developed and explored by McComb et al in a series of 6 papers over the past 25 
years (see [18], [19], [20], [21], [22] and [231). LET is commonly referred to as a 
'two-point, two-time' closure. Since the theory is formulated in terms of Fourier 
transformed moments, this simply means that LET develops equations for the 
correlation of two velocities from two different points in space at two different 
times. This is the hallmark of a theoretical physics analysis of the turbulence 
problem. This modus operandi originated with the pioneering work of Taylor in 
1935 [24] and still remains the customary approach today. In contrast, closures 
suggested in the context of engineering disciplines tend to deal with the inter-
relation of single-point single-time quantities within the flow. 
LET is 'a turbulence closure in the 'Eulerian co-ordinate frame'. This means 
that the turbulence is considered from the point of view of a fixed laboratory 
co-ordinate frame. In such Eulerian methodology u(x, t) refers to the velocity 
of the fluid at point x in the fixed co-ordinate system at time t. In contrast, 
some closure theories adopt a Lagrangian formulation (see [25], [26] and [27]) in 
which the co-ordinate frame follows a fluid particle in the flow. In such methods, 
u(x, ts) is used to represent the velocity recorded at (measuring) time s for the 
fluid element which occupied position x at (labelling) time t. Such Lagrangian 
formulations usually entail a significant leap in mathematical complexity (see 
Chapter 3 for details). This additional sophistication means that the application 
of Lagrangian methods to real world problems would be substantially more un-
wieldy than Eulerian methods (and this itself is by no means straightforward). 
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Some closure hypotheses introduce adjustable parameters into the mathematics. 
E.D.Q.N.M theory, suggested by Orszag in 1970 [28], is one example. Eddy-
Damped Quasi-Normal Markovian theory is a revised form of the quasi-normality 
model which we encountered in Chapter 1. In the theory, an arbitrary 'eddy-
damping rate' picpq  is introduced and the quantitative, predictive performance 
of the closure then depends on this value. The kpq  variable can be varied and 
provides a degree of freedom in the results obtained. In contrast to such closures, 
LET theory does not include any adjustable parameters or additional constants 
of this kind. Its predictions cannot be 'tuned' for best effect. 
2.1.2 Kolmogorov's Spectral Law and LET Theory 
In 1941, Kolmogorov (see [29] and [301) postulated a form for the energy spec-
trum in a specific region of wavenumber space called the 'inertial subrange'. This 
is perhaps the most central, fundamental result within turbulence theory. Kol-
mogorov suggested that, within this inertial subrange, the energy spectrum will 
exhibit a power law structure, with E(k) cx k4. This proposal has been vali-
dated many times by experiment, although arguments persist as to whether there 
are small corrections on or beyond the limits of present experimental resolution. 
The importance of this conclusion is such that Chapter 8 is devoted entirely to 
reviewing this topic. 
However, this brief introduction to Kolmogorov theory is required because the 
k4 spectral power law is commonly used as a test for closure hypotheses. Some 
theories which have achieved substantial practical success and garnered much 
attention have failed to comply with this result, and hence cannot be full and 
accurate descriptions of the turbulence problem. The famous direct-interaction 
approximation (DIA) proposed by Kraichnan [31] in 1959 (which is of great im- 
44 
Chapter 2 - Introduction to LET theory 
portance and which we shall discuss in some detail in Chapter 3) is such a casualty 
of this test. Local Energy Transfer theory, however, occupies a unique position; 
it is the only Eulerian time-dependent closure theory which is compatible with 
the Kolmogorov k law. 
2.2 LET as an Eddy Viscosity Theory 
In 1974 and 1976, McComb published two papers ([18] and [19]) concerned with 
a nonlinear integral equation for turbulent energy transport originally suggested 
by Edwards [32] in 1964. This equation was re-interpreted in terms of an effective 
viscosity similar to that proposed by Heisenberg (see [33] and [34]). 
The notion of an 'effective viscosity' (also referred to as an 'eddy' or 'turbulent 
viscosity') is a stock technique in turbulence theory. The underlying idea is 
simple: the effects of turbulent eddies in a fluid can be approximately modelled 
by an increased coefficient of viscosity acting on the velocity field. In other 
words, within the Navier Stokes equation one can dispense with the nonlinear 
term provided one makes the substitution 
ii 	V + iiejj(k), 	 (2.1) 
where ii is the (natural) kinematic viscosity of the fluid, and 11ff(k) is an effective 
viscosity. This effective viscosity is a function of wavenumber and the profile of its 
k-dependence differentiates distinct theories. Historically, there have been many 
different approaches of this kind, including Boussinesq's eddy viscosity theory, 
Prandtl's mixing length theory, Von Karman's similarity theory and Deissler's 
empirical formula (see [35]). It also remains a popular technique in the modern 
analytical armoury. 
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One of the most successful eddy viscosity theories is due to Heisenberg (see [33] 
and [341). He developed a model in which an eddy of a given dimension only trans-
ferred energy to eddies of smaller spatial extent (i.e. eddies of higher wavenum-
ber). In a Fourier space plot of the energy spectrum E(k, t) against wavenumber 
k this implies that energy can only move to the right, toward higher wavenumbers 
and smaller scales. Heisenberg's effective viscosity for any wavenumber mode k 
is thus a function of modes with higher wavenuinbers k' > k. Heisenberg used 
dimensional arguments to determine the specific form of v jj (k) (the power of 
dimensional techniques should certainly not be underestimated in turbulence the-
ory - see Chapter 8 for details). Heisenberg hence produced an equation for the 
eddy viscosity and the energy spectrum of a turbulent fluid. 
Wa'euumber k 
Figure 2.1: Energy flow in Heisenberg's eddy viscosity theory 
The picture of eddy interactions which McComb presented in his 1974 and 1976 
papers was rather more restrictive than that hypothesized by Heisenberg. Whilst 
Heisenberg permitted eddies to interact with all oscillations of smaller spatial ex-
tent, McComb suggested that the dominant interaction in turbulence was energy 
transfer between eddies of approximately the same size. This energy transfer 
is described as being 'local in k-space' i.e. occurring between eddies of similar 
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wavenumber (and thus similar dimensions). We must be clear though - this does 
not imply that energy remains localized in x-space. In principle, the nonlinear 
term in the Navier Stokes equation connects all wavenumber modes, allowing 
any mode of any size to affect and be affected by any other mode of any scale. 
The idea of local energy transfer is that the interaction is predominant between 
oscillations of a similar size. 
The concept of partitioning interactions into different classes depending on the 
relative sizes of the two eddies involved, focusing on certain species of interaction 
and neglecting other varieties, was itself was not revolutionary. 
In 1964 Kraichnan [36] proposed a modified form of the Navier Stokes equation 
in which interactions between low and high wavenumber modes were removed. 
When Kraichnan applied his closure hypothesis, DIA, to this equation he found 
DIA's performance much improved and the closure was actually able to yield the 
Kolmogorov k4  law. However, the results achieved were a function of an arbi-
trary wavenumber cut-off ratio present in the modified Navier Stokes equation. 
This wavenumber cut-off ratio described the range of interactions which were 
permitted - the scope of acceptable 'locality'. 
In 1972, Nakano [37] also proposed a theory partitioning the interactions of an 
eddy with other oscillations into distinct types based on size. The effects of 
these interactions were then calculated using diagrammatic techniques. Firstly, 
the interactions of an eddy of wavenumber k with substantially smaller eddies 
were considered. These 'smaller eddies' were specified as having wavenumbers 
V > rnk where 1 < m < 2. These interactions were described by Nakano in 
terms of an effective viscosity. The second type of interaction was of the given 
eddy with appreciably larger eddies. These 'larger eddies' were characterized as 
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having wavenumbers k' < k/rn with m defined as before. This interaction pro-
duced a diffusion in k-space and a k-dependent force which transferred energy 
from large to small scales. Nakano combined these two effects, which he consid-
ered the most prominent in eddy interactions and formulated an equation for the 
energy spectrum. Nakano's results, of course, were also dependent on the value 
of the arbitrary wavenumber cut-off ratio m. 
McComb's 1974 calculation [18] was similar to Nakano's theory in some ways. 
However, whilst Nakano was examining the effects of an eddy interacting with 
oscillations which where either much smaller or larger, McComb was concerned 
with the interactions of eddies of a similar scale. He partitioned k-space into 
eddies of different sizes by making wavenumber cut-offs rnk and k/rn and, like 
Nakano and Kraichnan, also paid the price of the resulting theory being a func-
tion of this parameter rn. The value of rn was used as an expansion parameter 
to derive local equations for the energy spectrum and the effective viscosity. The 
precise value of m was not established in the work, but bounds were suggested. 
The distinguishing feature of the 1974 McComb analysis was that the theories of 
Kraichllall and Nakano used a wavenumber cut-off ratio which was an entirely 
arbitrary choice. Its value was merely suggested by physical intuition as to the 
interaction of eddies of different sizes. However, in McComb's formulation the 
wavenurnber cut-off stemmed naturally from the mathematics of the problem. In 
fact, it was suggested by the behaviour of an integral term which cancelled at a 
certain point and so could be neglected in that proximity. There was thus a far 
more mathematical backdrop to the interaction partitioning process. 
In 1976 McComb [19], extended his work further. An integral formulation of the 
theory was developed which eliminated the dependence of the theory and results 
on the unknown cut-off ratio rn. An energy equation and an effective viscosity 
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were produced without reference to a wavenumber cut-off ratio. 
2.3 LET as an RPT Theory 
2.3.1 The 1978 Derivation 
In 1978, McComb [20] published a new analysis of the turbulence problem. The 
theory originated from a completely different approach to that employed in the 
1974 and 1976 treatments. However, the eddy viscosity which the fresh approach 
implied was similar to that given by the earlier papers, and so this new theory 
was referred to by the name given to the original method: Local Energy Transfer 
theory. 
The Local Energy Transfer theory of 1978 was a brand of renormalized pertur-
bation theory (or RPT). This class of theory was pioneered by Kraichnan in 
1959 [31] with the proposal of his closure hypothesis DIA. RPT is a complex 
and mathematical procedure. The method requires the introduction of an addi-
tional unknown function into the turbulence problem. This can be defined in a 
multitude of different ways and is variously referred to as an 'effective viscosity', 
a 'response function' or a 'propagator function'. The Navier Stokes equation is 
then used to produce a closed set of relationships for the second-order velocity 
moments and this additional function. These results take the form of three cou-
pled, integro-differential equations. The equations do not yield exact, rational 
solutions to the turbulence problem since they are developed from truncations of 
infinite series. However, the hope is that sufficient terms are retained that the 
essential core of the turbulence solution is embodied. 
Wyld [38] followed Kraichnan's work by presenting a systematic approach for 
ELI 
Chapter 2 - Introduction to LET theory 
obtaining equations of this kind by using diagrammatic techniques originating 
in quantum field theory. At first glance, turbulence and particle physics seem a 
rather surprising partnership. However, the Fourier transformation of the tur-
bulence problem renders it precisely the kind of strongly coupled, many-body 
problem which quantum field theory was conceived to attack. 
A number of different types of renormalized perturbation theory have been sug-
gested over the years, and we shall review the position of LET amongst these 
other RPT closures in Chapter 3. However, for the present, we will consider only 
the derivation of LET. The account which follows is intended only to provide an 
overall sketch of the main components and procedures in the derivation of LET 
from 1978. For a complete account, see McComb [20]. 
To introduce renormalized perturbation theory, we attach a 'book-keeping' or 
'ordering' parameter A to the nonlinear term in the Fourier transformed Navier 
Stokes equation (1.81). This then becomes 
[ a 
 + vk2] u(k,t) = AM 	 (k) 	ufl (j,t)u(1,t). 	(2.2) 
j+I=k 
By varying the value of the parameter A we can notionally change the degree of 
nonlinearity in the fluid system. If we substitute A = 0 then all nonlinearity is 
removed. Equation (2.2) is then vastly simplified and, unfortunately, becomes 
completely artificial. However, if we substitute A = 1 then the full Navier Stokes 
equation, with all its complexity, is recovered. 
In the 1978 derivation of LET theory, the turbulence is assumed to be isotropic 
and homogeneous. It is also taken to be statistically stationary. This additional 
provision means that the average properties of the system do not vary system- 
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atically with time. If a turbulent fluid is left to its own devices, then viscous 
dissipation will cause the total energy to decrease with time. Hence, for sta-
tionarity, some kind of stirring forces must act to replace the energy which is 
constantly being lost. These would be described by an additional term in the 
Fourier transformed Navier Stokes equation (2.2) akin to the force term F in 
the real space equation (1.18). In this 1978 analysis, we acknowledge such forces 
must be acting but we do not specify their form in the equations. This may seem 
somewhat mysterious; the relaxation of this stationarity condition is one of the 
major improvements introduced in a subsequent LET analysis. 
Suppose these stirring forces were normally distributed in time and space. In 
the linear system, with ). = 0, this would induce a Gaussian velocity field. We 
call this velocity field the 'zero-order velocity field' and denote it by u)(k, t). 
This field has many convenient properties. In discussing the quasi-normality 
hypothesis in section 1.15, we touched on these important results. Due to its 
normal distribution, all odd-order moments of the zero-order velocity field vanish. 
For example, the triple correlation is zero. 
(u ° (k, t)u(k', t')u ° (k", t")) = 0. 	 (2.3) 
In addition, all the even-order moments are related and the fourth-order mo-
ments can be decomposed into a sum of pair products of second-order moments 
(see equation (1.102)). Clearly, this enables vast simplifications to be made. 
Unfortunately, all of these useful features depend on the nonlinearity of the fluid 
being switched off. Suppose we restore reality as we know it, and set the ordering 
parameter to the usual full value of A = 1. The nonlinear term now couples the 
wavenumber modes of the fluid and these oscillations exchange energy amongst 
themselves. This means that Gaussian forcing will no longer induce a normal 
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velocity distribution. The nonlinearity gives rise to variations away from such a 
distribution. However, we can expand the exact velocity field in a perturbation 
series about the zero-order velocity field in the book-keeping parameter A 
ua (k,t) = u(k,t) + Au (1) (k,t) + A2u(k,t) + A 3u(k,t) + (.9(A 4 ). 	(2.4)ce 
Suppose we were to substitute this expansion for the velocity into the Navier 
Stokes equation (2.2). By equating powers of the book-keeping parameter A on 
the left and right-hand sides, we could determine the coefficients 
etcetera. In fact, in the expansions we will later make, we work only up to sec- 
ond order as the complexity of the calculation grows very rapidly. The behaviour 
of any higher-order terms is, in practice, investigated by diagrammatic techniques. 
We mentioned earlier that in RPT methods, we need to introduce an additional 
function into the problem. For LET, as derived in 1978, this is provided by the 
'velocity field propagator tensor'. This propagator relates the velocity field of a 
particular wavenumber mode to itself at a later point in time. Mathematically, 
the propagator tensor is defined by 
u, (k, t) = 	t - s)u(k, s). 	 (2.5) 
Notice that the wavenumber argument in all three terms is the same, and that 
since the system is assumed to be stationary, the propagator tensor depends only 
on the time interval between the two velocity measures and not on the absolute 
time values. This is analogous to the situation in section 1.9 where the corre-
lation in a spatially homogeneous system depended only on one relative spatial 
co-ordinate and was independent of the absolute position. 
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This propagator definition (2.5) implies that 
H. . _y (k, t - t') = 	t - 	s - t'), 	 (2.6) 
and further, using the projection operator defined by equation (1.76) 
H(k,O) = D(k). 	 (2.7) 
The propagator is statistically sharp (being the same in all realizations) and hence 
the ensemble average of this tensor is simply the tensor itself, 
Ha(k,t - 	= H(k,t - s). 	 (2.8) 
In a step analogous to the expression of the correlation tensor for an isotropic 
system as a projection operator multiplied by a scalar correlation function (see 
equation (1.93)), we can write the propagator tensor as a projection operator 
times a scalar propagator function 
H(k; t - t') = D(k)H(k; t - t'). 	 (2.9) 
The propagator tensor can be expanded in much the same fashion as the velocity 
field to give 
H(k,t - s) = H (0) (k,t - s) + ),12H(k,i - s) + 0(A 4 ). 	(2.10)ap cefl 
Notice that this expansion has no linear (or cubic) term. The propagator is de-
fined in terms of its action on the velocity field. Since the velocity field itself is 
an expansion about a Gaussian zero-order field, the odd-order propagator terms 
turn out to vanish. 
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The first term in this expansion (2.10) is referred to as the 'zero-order propagator' 
and is the Green's function of the viscous operator on the left-hand side of the 
Navier Stokes equation i.e. {5/9t + i'k 2 }. It can be written 
[
19  + 11k2] Hj(k, t - t') = D4k)S(t - t'), 	 (2.11) 
at 	a 
which can be solved to give 
H ° (k,t—t') = D 3 (k) e _ 2 (t_t') t > t', 	 (2.12) 
H ° (k,t—t') = 0 i<t' (2.13) 
We now have all the constructions which are required to derive the 1978 LET 
equations for the correlation and propagator functions. As indicated earlier, this 
account is only intended as a brief review and is by no means a full description 
of this intricate procedure. 
Using the propagator definition (2.5) we can express the velocity u a (k, t) as the 
product 
	
ua(k,t) = H(k,t—s)u(k,$). 	 (2.14) 
We substitute (2.14) into the left-hand side of the Navier Stokes equation (2.2) 
[
a 
 + vk2] H(k,t - s)uq (k,$) = AM(k) E u(j,t)u(l,t). 	(2.15) 
at 	 i+1=k 
Now multiply both sides of this result by the product H1(—k, s' —t')u qi(—k, s'). 
We can average throughout term by term, using the commutation of averaging 
and differentiation procedures (1.5) and the statistical sharpness of the propagator 
function (2.8) to obtain 
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+ vk] H,, (k, t - s)(ua (k, s)ui(—k, '))H a''(k, S' - t') = 
at  
)M& y (k) >2 Hc,.'a' (— k, s' - t')(u13(j, t)u(1, t)ui(—k, s')). 	(2.16) 
j+I=k 
We should note that a subtle approximation has been made at this stage. An 
assumption of independence in the propagator tensor and velocity field has been 
necessary in order to split the ensemble average expression 
(H(k,t - s)u(k,$)ui(—k,s')H&i(—k,s' - t')), 	(2.17) 
into the triple product 
(H., (k, t - s))(u(k, s)ui(—k, '))(H c '(k, s' - 1')). 	(2.18) 
Equation (1.6) has then been applied to the latter form in order to reach equation 
(2.16). We shall discuss this step in more detail in Chapter 3, where we will see 
the same approximation utilized in DIA theory. In effect, such an approximation 
renders LET (and DIA) mean field theories. 
At this point in the analysis, we substitute the expansions of the velocity field 
(2.4) and the propagator function (2.10). We use the properties of the zero-order 
velocity field so that all odd-order velocity moments vanish and all fourth-order 
moments are rewritten in terms of second-order moments. The book-keeping 
parameter is also set to its natural value of unity. 
A rather unusual step is now taken. All the zero-order correlations and propagator 
functions are replaced by their exact (full expansion) forms: 
Q(0) - Q, 	 (2.19) 
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H ° - H. 	 (2.20) 
This step can be demonstrated to correspond to summing certain classes of terms 
in the perturbation series to all orders and is the 'renormalization process' (see 
[20] for more details). This procedure has also been discussed in terms of power 
series reversion (see [391). 
If the tensor quantities are now expressed as products of projection operators 
and the respective scalar functions (see equations (1.93) and (2.9)), the infinite 
system limit is taken and c is set equal to cV we can sum to obtain 
[
+ v k 2] H(k, t - s)Q(k, s - s')H(k, s' - t') = 
at 
t i 
f djL 	 - s)Q(j,t - s)Q(k+jI,t - s) 
- J dsH(k, s' - t')H(j, t - s)Q(k, - s')Q(k + ii, t - s)], 	(2.21) 
where Lk,, is given by 
(k 2j2 + 2k2 3 2 1u2 + k3j + kj3)(l 
- 2) 	
(2.22) Lkjg 	 k2+j2+2kj 
with t being the cosine of the angle between the vectors k and j. 
From this result (2.21), evolution equations for the correlation and propagator 
functions can be derived. To determine the equation for the propagator function 
H(k, t - t'), set s = 5' , divide through by Q(k, 0) and use the propagator identity 
(2.6) to obtain 
+ vk2] H(k, t - t') = f d33*Lk 
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I 1 	f t! dsH(k,t' - s)Q(j,t - s)Q(Ik+jI,t - s) Q(k,O) 
	
f dsH(k,s - t')H(j,t - s)Q(Ik+jI,t - s)}. 	(2.23) 
This evolution equation for the propagator function is usually referred to as the 
'response equation'. 
To obtain the equation for the correlation, we contract the form H(k, t—s)Q(k, s-
s')H(k, .s' - t') in (2.21) by using the propagator property (2.5) to give Q(k, t - t') 
and hence produce 
+ vk] Q(k, t - t') = f d3jLk 
[j dsH(k,t' - s)Q(j,t - s)Q(k +jl,t - s) 
- f dsH(j, t - s)Q(k, s - i')Q(Ik + ji, t - s)]. 	(2.24) 
These are the LET equations of 1978. Like the earlier theories of 1974 and 1976, 
these results can be shown to be compatible with the Kolmogorov k power law. 
2.3.2 The 1984 Results 
In 1984 McComb & Shanmugasundaram [21] generalized the LET equations of 
1978 to the case of non-stationary turbulence by making a set of ad hoc substi-
tutions. The validity of the resulting equations was then tested by numerically 
solving them and comparing the LET predictions generated with other sources 
of turbulence data. 
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Essentially, correlation terms underwent replacements such as 
Q(k,t—s) -+ Q(k;t,$), 	 (2.25) 
and propagator terms were adjusted in the analogous fashion 
H(k,t - s) -+ H(k;t,$). 	 (2.26) 
This allowed the problem of free decay (turbulence without any stirring forces) 
to be modelled. The resulting equations were solved using a numerical algorithm 
based on a method developed by Kraichnan [40]. 
In 1984, free decay was modelled for four different initial energy spectra at Taylor- 
Reynolds numbers up to about RA 	40. In addition, a single more computa- 
tionally intensive run with an evolved Taylor-Reynolds number of R 	533 was 
completed. It is worthy of note that in the 1984 computational work a small 
modification was made to the equations. In the 1978 propagator equation (2.23), 
there is a Q(k, 0) denominator. Earlier in the analysis, this originates as the term 
Q(k, s - s') (see equation (2.21)) and hence, in the ad hoc substitution process, 
was recast as Q(k; .s, .s'). However, in the numerical work, during the earliest 
stages of evolution in highly peaked energy spectra, the Q(k; s, s') term lead to 
spurious results. To avoid this complication, the Q(k; s, s') denominator of the 
non-stationary 1984 propagator equation was approximated by Q(k; t, i). 
The results from these computational runs obtained were highly encouraging and 
agreed well with a range of other theories, simulations and experiments on freely 
decaying, isotropic, homogeneous turbulence. 
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2.3.3 The 1989 Results 
In 1989, McComb et al (see [22]) considered a range of free decay problems with 
evolved Taylor-Reynolds numbers between 0.5 < R,, < 1009. This data was used 
to study the variation of the velocity derivative skewness parameter (see Chapter 
4) with Taylor-Reynolds number and also to investigate the scaling behaviour of 
the two-time correlation and propagator functions. 
It was also noted in the 1989 paper that the Q(k; .s, s') term in the denominator of 
the 1984 equations was an incorrect generalization and, in fact, Q(k; t', t') should 
replace it. All calculations using the original equation were repeated in this work 
and numerical differences were found to be quite negligible. 
2.3.4 The 1992 Derivation 
In 1992, McComb et al rederived LET theory [23]. The new procedure used very 
similar constructions to the original 1978 formulation but was somewhat simpler. 
Significantly, whilst the 1978 procedure was based on stationary turbulence, the 
1992 account generalized the derivation to the non-stationary case and hence no 
ad hoc substitutions were required to enable free decay to be considered. The 
most important difference between these derivations lay in the definition of the 
propagator. 
In 1978, the propagator was defined as relating the velocity associated with a 
wavenumber k at different moments in time. However, there are problems with 
such a definition. Consider for a moment the Fourier transformed velocity field. 
This field, ua(k,t), is defined by equation (1.63) 
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Ua(x,t) = 
k 
where e 	is a complex number, having both real and imaginary parts. The x- 
space velocity field u a(x, t) must be real and cannot have any imaginary element. 
This implies that the Fourier transform U c (k, t) must be complex. Now, suppose 
we expand out the propagator definition (2.5) for component a = 1 
ui(k,t) = Hii (k,t—s)u i (k,$) 
+ 1112 (k,t— .$)u 2 (k,.$) 
+ H13 (k, t - s)u3 (k, .$). 	 (2.27) 
Thus the a = 1 velocity component at time t is equal to pair products of all the 
velocity components at an earlier time s and propagator functions. The velocity 
components at time t and .s are both complex quantities, but the propagator is 
real. Consider the case in which the three complex quantities u i (k, s), u 2 (k, s) 
and u 3 (k, s) are in phase. Multiplying each by the real scalar value of a propaga-
tor function will not change this phase, and neither will summing these quantities 
together. This hence implies that if the three velocity components are in phase at 
one moment (time s), then they must still be in phase at any later instant (time 
t). Hence, there is a fixed phase relationship between the velocity components. 
This restriction on the velocity field is unphysical and represents a major problem 
with the 1978 propagator definition. 
In 1992, this definition was replaced by one in which the propagator function 
relates the correlation of wavenumber mode k at different times. In tensor form 
this is expressed as 
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Q(k; t, t') = Ha..,(k; t, t')Q(k; t', t'). 	 (2.28) 
In terms of the scalar functions Q(k; t, t'), H(k; t, t') and Q(k; t', t') this takes the 
form 
Q(k;t,t') = H(k;t,t')Q(k;t',t'). 	 (2.29) 
This definition is sometimes referred to in statistical physics as the 'fluctuation-
dissipation' relation and is one of the three defining equations of LET in 1992. 
Unlike the Fourier transform of the velocity field, the Fourier transformed correla-
tion is a real quantity (see [40]). Hence, concerns about fixed phase relationships 
are no longer an issue. 
The 1992 rederivation procedure is quite similar to the 1.978 process. As in the 
original theory, the Navier Stokes equation is written in the form of equation 




+ vk2]  ua(k,t) = AMa (k) E u(j,t)u(1,t). 
j+1=k 
This form is then multiplied by u(—k, t'). Averaging is performed throughout 
and the commutation of the averaging and differentiation operations (1.5) is used 
to yield 
+ ilk (u, (k, t)u(—k, t')) = M(k) 	u(j, t)u(1, t)u 6 (—k, t')). 
j+1=k 
(2.30) 
We now substitute the expansion for the velocity field (2.4) in the right-hand side. 
The Gaussian nature of the zero-order velocity field is then employed. As before, 
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the renormalization replacements are made (see equations (2.19) and (2.20)) . The 
book-keeping parameter is then set to unity and the tensors are reduced to scalar 
functions through use of the isotropic forms and a summation performed over 
ce = c. The result of this is an equation for the off-diagonal correlation Q(k; t, t'). 
If the Navier Stokes equation is originally multiplied instead by u,(—k, t) and an 
analogous process repeated, then a corresponding equation is produced for the 
on-diagonal correlation Q(k; t, t). 
The correlation equations which are produced by this method are slightly different 
to those found in 1978/1984, being given by 
	
+ vk] Q(k; t, t') = P(k; t, t'), 	 (2.31) 
[
a 
 + 2v k 2] Q(k;t,t) = 2P(k;t,t). 	 (2.32) 
at  
The inertial transfer term P is given by 
t i 
P(k; t, t') = f d3jLk 	f 	[dsH(k; t', s)Q(j; t, s)Q(k - j; t, s) 
- f dsH(j; 1, s)Q(k; s,t')Q(k - ii; t, s)  
and the geometrical factor Lki,  is a slightly revised version of that used in 1978, 
now being defined by 
Lk = ((k
2  + i2 )i 	- kj(1 + 22))(1 - 	td) kJ 	 (2.34) 
2 + j2 - 2kj 
Using the 'fluctuation-dissipation' relation (2.29), the propagator function H(k; t, t') 
can be determined from the relation between on and off-diagonal correlation el-
ements, rather than having an evolution equation of its own. We will later see 
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that computationally, this allows significant time savings to be made. Hence, 
these three equations (2.29), (2.31) and (2.32) form a closed set of relations for 
the three unknowns Q(k; t, t'), Q(k; t, t) and H(k; t, t'). However, one can use the 
fluctuation-dissipation relation to generate a response equation for the propagator 
function. This takes the form 
+ v k 2 J H(k; t, t') = W(k; t, t'), 	 (2.35) 
where the inertial transfer term W is given by 
' dsH(k; t', s)Q(j; 1, s)Q(lk - ji; t, .$) 
W(k; t, 
	f d3jLk  [fo 	Q(k; t', t') 
f
rt dsH(j; t, s)H(k; s, t')Q(Ik — ii; t .5)] 
- o 	 Q(k; t', t') 	
. 	( 2.36) 
In 1992, using these revised equations, LET was applied to the problem of passive 
scalar convection for freely decaying turbulence in the range of Taylor-Reynolds 
numbers 5 < RA < 1060. Again, the results achieved were very encouraging and 
agreed well with data from other research. 
2.4 Convergence Concerns in LET Theory 
Mathematically, the validity of RPT theory in general is somewhat unclear. Es-
sentially, we are expanding the velocity field as an infinite series about a Gaussian 
zero-order velocity field. Whilst this is an exact solution of the Navier Stokes 
equation, this 'primitive series' is wildly divergent. 
The 'renormalized expansion' is achieved through the substitution of the exact 
correlation and propagator forms for instances of their respective zero-order ex- 
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pressioris (Q(°) -+ Q and H ° -+ H). As mentioned earlier, this corresponds 
to summing certain types of terms in the series and should improve the conver-
gence properties. However, the degree to which these convergence properties are 
changed is still not well established. The further effect of a truncation at second 
order is also not clear. 
For the present the end results must simply be accepted to justify the means. We 
are forced to ultimately adopt a pragmatic approach: the predictions of LET and 
other RPT theories have agreed so well with the data of so many other theories, 
numerical simulations and experiments that the validity of the technique is now 




Relation of LET to other Closure 
Hypotheses 
First, you know, a new theory is attacked as absurd; then it is admitted to be 
true, but obvious and insignificant; finally it is seen to be so important that its 
adversaries claim they themselves discovered it. 
William James 
In Chapter 2, we examined the theory underlying the LET closure hypothesis. 
In this chapter, we will make a brief survey of some alternative closure models 
and review LET amongst its peers. In particular we will consider the similari-
ties, differences and inter-relations between LET and two other forms of Eulerian 
renormalized perturbation theory. We shall also discuss several Lagrangian clo-
sure formulations. In addition to establishing LET's position in the current range 
of turbulence theories, this chapter also acts as an introduction for some of the 
theories with which we shall compare the latest LET results in Chapters 6, 7 & 
8. 
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3.1 The Direct-Interaction Approximation 
3.1.1 The Derivation 
The direct-interaction approximation (DIA) (see [41] and [311) was developed by 
Kraichnan. DIA is universally accepted to have represented a substantial break-
through in the development of turbulence closure theory. The pioneering and 
somewhat controversial approach underpinning DIA has received much attention 
over the years and the theory is certainly the most closely scrutinized closure hy-
pothesis in turbulence. To understand the importance of DIA within turbulence 
theory, one only has to count the number of articles citing the work. Whilst it has 
long since become clear that DIA does not represent the full solution to the tur-
bulence problem, it did open up a new and highly fruitful avenue of investigation. 
The original derivation of the direct-interaction approximation was outlined in 
two papers by Kraichnan in 1958 and 1959. The notation and form of argument 
used in originally proposing the theory is quite different to that commonly used 
to discuss DIA today. In the 1958 paper, Kraichnan's theory was applied to the 
magnetohydrodynamics of conducting fluids. Perhaps more significantly, Kraich-
nan also proposed hypotheses of 'maximal randomness' and 'weak dependence'. 
These were respectively concerned with the sources and strength of statistical 
dependencies amongst finite sets of Fourier modes. Whilst Kraichnan used these 
ideas extensively in his initial account of DIA, we shall not need them here. In-
stead, we will follow the simpler and more compact modern derivation of DIA 
given by Leslie [42]. 
The most substantial difference between DIA and LET lies in the role played by 
stirring forces in the two theories. Driving forces have never made any significant 
contribution to the theory in either of the two LET derivations. In the 1978 
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derivation, the presence of stirring forces was implied by the stationarity of the 
turbulence under consideration, but they were not formally represented in the 
equations. In the 1992 formulation of LET, there is no reference to stirring forces 
at all. In stark contrast, stirring forces are absolutely crucial in the theory of 
DIA. In LET, the propagator tensor was defined to relate either 
the velocity field of a wavenumber mode k (1978 derivation), or 
o the velocity correlation of a wavenumber mode k (1992 derivation), 
to itself at a subsequent point in time. However, in DIA, the equivalent of the 
propagator tensor is the Infinitesimal Response tensor. This is introduced to 
relate the stirring forces to the velocity field in the fluid. Suppose at time t o the 
stirring force is varied infinitesimally 
f(k,t o) _+ fa (k,to) + Sfcy (k,tO ). 	 (3.1) 
This will induce a corresponding change in the velocity field 
u(k,t) -+ u(k,t) + 5uc (k,t). 	 (3.2) 
Kraichnan defined the relation between these two infinitesimal variations as 
Su,, (k, t) = L 0(k; t, t')f(k, t')dt', 	 (3.3) 
where O(k; t, t') is the infinitesimal response tensor (or simply the 'response 
tensor' as we will typically refer to it). This tensor will take different forms in the 
different realizations of the velocity field (unlike the LET propagator tensor). In 
fact, DIA is formulated in terms of the ensemble average of the response tensor 
G(k;t,i') = (C(k;t,t')). 	 (3.4) 
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This mean quantity is statistically sharp, being the same in all realizations. 
The infinitesimal response tensor G ,,6 (k; t, t') in DIA and the propagator tensor 
Hc p(k; t, t') in LET both effectively play the same role in renormalized perturba-
tion theory and the two are very closely related. In DIA, the zero-order response 
function is 
G (0) (k; t, t') 	Dyjje_2(t_t') t ~ t', 	 (3.5) 
G (') (k; t, t') = 	0 	t < t', 	 (3.6) ag 
whereas in LET (as we saw for the stationary case in equations (2.12) and (2.13)) 
the zero-order propagator is 
H °3 (k, t, t') = Da (k)e_ 2 (t_t') t ~ t', 
H ° (k,t,t') = 	0 	t <t'. 
This equality in the zero-order propagator and response function terms does not 
extend to all orders, and the two quantities generally have distinct values. Note 
that both functions vanish for times t < t'. This is due to the laws of cause and 
effect; influence cannot be exerted backwards in time. 
The determination of the response tensor G a (k; t, t') in DIA (and the analogous 
propagator tensor Ha (k; t, t') in LET) is no less critical a job than the evalua-
tion of the velocity field itself. It was Kraichnan's introduction of this additional 
unknown response tensor, and his understanding of its innate importance, which 
was one of the great achievements of DIA. 
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Given this difference in the definition of the DIA response tensor and LET prop-
agator tensor, the actual derivation processes for obtaining the DIA and LET 
equations from the exact equations of motion of a fluid are quite similar. As 
in LET, in DIA a book-keeping parameter is associated with the nonlinearity in 
the Navier Stokes equation (see equation (2.2)). Both the velocity field u,, (k, t) 
and the response function G(k; t, t') are then expanded as power series in this 
parameter in an entirely analogous manner to the LET derivation steps (2.4) and 
(2.10). As in the LET derivation, the zero-order velocity field is assumed to have 
a Gaussian distribution. 
The mathematics of DIA up to this point are straightforward. If the effect of the 
nonlinearity within the Navier Stokes equation were a weak perturbation and the 
velocity field were close to being normally distributed then the equations result-
ing at this juncture would describe the behaviour of the correlation and response 
tensors quite accurately. 
However, the nonlinearity is not a weak effect and the distribution of turbulent 
velocity fields differs quite substantially from a normal distribution. The equa-
tions derived are hence not valid for the full turbulence problem. It is at this 
stage in the DIA derivation that the radical and somewhat contentious step oc-
curs. Kraichnan now produces a rabbit from this rather plain looking hat; an 
operation is performed which modifies these equations so that they are equally 
applicable to the case in which the nonlinearity is a strong effect. The same proce-
dure occurs in the LET derivation at equations (2.19) and (2.20). The expansions 
of the response and velocity fields are truncated at second order, retaining only 
the lowest order terms which do not vanish upon averaging. The book-keeping 
parameter is then set to unity and the zero-order correlation and response tensors 
are replaced by their exact forms. 
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Kraichnan (and the many other theorists who have utilized this truncation and 
renormalization procedure) then claims that the resulting equations are valid re-
gardless of the strength of the nonlinear inertial interactions. As Leslie [42] points 
out, nothing in the work presented can justify such a claim. The mathematical 
implications of this process are still intractable and terribly unclear some 40 years 
later. It can be shown that the substitution of the exact forms for the zero-order 
quantities is equivalent to a partial summation of terms in the primitive pertur-
bation series; diagrammatically, the process corresponds to line renormalization. 
However, convergence issues are still unresolved. We will discuss this difficulty 
further when we consider methods of validating renormalized perturbation theo-
ries in Chapter 5. However, as mentioned in Chapter 2, in a very practical sense 
the end results may (and perhaps must) be taken to justify the means. 
The name 'direct-interaction approximation' arises from the truncation of the 
response and velocity expansions at second-order powers of the book-keeping pa-
rameter. By truncating all terms at and beyond this quadratic level, we allow the 
direct interaction of triads of Fourier modes (k, j, k—j) which are the elementary 
interactions of energy transfer in turbulence. However, we do not allow any more 
complex, indirect interactions which would necessitate additional intermediate 
Fourier modes. These are represented by the higher powers in the series which 
we have discarded. 
By using the assumption of isotropy, the tensors in the theory can be expressed in 
terms of scalar functions and the projection operator D(k) as given by (1.76). 
Thus, as in LET (see equations (2.9) and (1.93)), 
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Q(k;t,t') = Da (k)Q(k;t,t'), 
G(k; t, t') = D&,(k)G(k; t, t'). 	 (3.7) 
Now through setting the two free indices on all tensor quantities equal and sum-
ming, we can produce the scalar DIA equations for homogeneous, isotropic tur-
bulence. 
3.1.2 The Equations 
The DIA equations are typically written in a different style to those of LET. 
Usually, the results are expressed in terms of an integral over triads of wavenumber 
modes which are such that they form a triangle. However, LET eschews this in 
favour of a simple spatial integral with an appropriate geometric factor 
Writing the DTA equations for homogeneous, isotropic turbulence in this LET 
notation for ease of comparison, we have the equations for the off and on-diagonal 
Fourier transformed correlations 
{
+ vk2} Q(k;t,t') = P(k;t,t'), 	 (3.8) 
at 
19 
 + 2 11k 2 } Q(/v;t,t) = 2P(k;t,t), 	 (3.9) 
at 
with the inertial transfer term P(k; t, t') given by 
t i 
P(k; t, t') = f d3 jLk { fds G(k; t', s)Q(j; t, s)Q(Ik - ii; t, s) 
- 
f dsG(j; t, s)Q(k; s, t')Q(Ik - ii; t, s)  
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and a response equation 
{ 	
+ vk} G(k;t,t') + J d3 Lk I [ dsG(;t,$)G(k;s,t')Q(k_iI;t,)=  	 }0.
(3.11) 
Note that sometimes the DIA equations are written with the lower bound on the 
inertial transfer term time integrals being equal to negative infinity. This simply 
reflects a different (arbitrary) choice of where time commences for the system 
under consideration. 
The equations for the on and off-diagonal Fourier transformed correlation func-
tions in DIA are identical to their 1992 LET theory equivalents (2.31) and (2.32). 
However, the DIA response equation differs from the analogous 1992 LET rela-
tionship (2.35). The LET result can be rewritten in the style of the DIA equation 
as 
{
+ v k 2 } H(k )  t,t') + f d3jLk If dsH(j; i, s)H(k; s,t')Q(k - ii; t, s)at } l.Jt' 
f d3iL 
dsH(k; t', s)Q(j; t, s)Q(k - ii; t, s) 
= 	{Lt 	Q(k; t', t') 
 dsH(j; t, s)Q(k; i', s)Q(Ik - j; 1, s)j t'
 Q(k;t',t') 
(3.12) 
The difference between the DIA and LET response equations lies in the additional 
terms on the right-hand side in LET result (3.12). Notice that DIA, like LET, 
does not introduce any additional ad hoc parameters or arbitrary constants. It 
does not permit any kind of 'tuning' of its predictions. 
In the second DIA paper in 1959, Kraichnan showed that in the limit of infinite 
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Reynolds number the DIA equations imply an inertial subrange energy spectrum 
E(k) oc k. This contradicted the Kolmogorov k4 hypothesis. However, at the 
time there was not enough sufficiently precise experimental data to differentiate 
between the two predictions. Kraichnan argued that his k assertion was cor-
rect and that Kolmogorov's argument was flawed. However, the intervening years 
have provided much more accurate experimental data which essentially confirms 
Kolmogorov's prediction and definitively rejects Kraichnan's theory. It should 
be noted, however, that the Kolmogorov power law may not be entirely precise. 
There might be very small corrections to the —5/3 exponent due to intermittency 
phenomena (see Chapter 8 for details). However, current experimental precision 
is insufficient to ascertain any variations and as Gotoh et al [43] reminds us, there 
are few experimental laws confirmed so universally as k1. 
This disagreement leaves the theory of DIA with a significant problem. The 
equations have had much success in predicting turbulence at low and moderate 
Taylor-Reynolds numbers. However, ultimately, the DIA equations cannot be 
a complete and comprehensive account of fluid turbulence as they prove to be 
severely flawed in the large Reynolds number limit. The problem with the DIA 
equations is generally attributed to a misbehaviour and divergence of the theory 
in the low wavenumber limit (see [42] and [44]). LET, of course, occupies a much 
better position. In the limit of infinite Reynolds number, the LET predictions 
concur with the analysis of Kolmogorov and the results of experimentation - at 
least at the levels of accuracy presently available. 
The DIA equations have been rederived a number of times since their first appear-
ance in 1958. The same equations were also produced by diagrammatic methods 
in 1961 and 1973 by Wyld [38] and Martin et al [45]. In 1969, Phythian [46] 
rederived the equations and in 1977, Kraichnan himself [39] rediscovered the DIA 
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equations by using an entirely different analysis based on the reversion of power 
series. We will mention this latter technique again in the Lagrangian closure 
review. Pandya & McComb [47] suggest that a variant of Phythian's theory can 
be modelled in a self-consistent manner to derive the LET theory equations. 
One might anticipate that a more successful form of DIA would be produced if 
the truncation of the expansions in the theory were taken at some order higher 
than two. In fact, this is not the case. Kraichnan's first paper on DIIA asserts 
that the equations obtained by retaining higher-order terms do not possess the 
self-consistency properties seen in DIA (the solutions yielded are not well be-
haved, do not fall to zero at infinite separations etcetera). It seems that retaining 
only the direct-interaction terms gives the best results attainable. Shivamoggi et 
at [48] also note that it has not been possible to generate successful higher-order 
approximations in the DIA framework. 
3.1.3 The Results 
The papers of McComb et at (see [21], [22] and [23]) have made close and careful 
comparisons of LET and DTA for a series of standard free decay test problems 
over a range of Taylor-Reynolds numbers. In general terms, for moderate Taylor-
Reynolds numbers the results of LET and DIA are in good agreement. How-
ever, LET does provide more efficient energy transfer and hence yields a larger 
evolved value for the velocity derivative skewness. In the limit of vanishingly 
small Taylor-Reynolds numbers, the results of DIA and LET have been found to 
become indistinguishable. A much more detailed discussion of the relationship 
between the results of DIA and LET, and an entirely new set of comparisons, 
follow in Chapters 6 and 7. 
74 
Chapter 3 	Relation of LET to other Closure Hypotheses 
3.1.4 DIA as a Mean Field Theory 
In Leslie's analysis of the Direct-Interaction Approximation [42] he notes that 
one of the fundamental steps in the derivation of DIA theory is the assumption 
that the infinitesimal response tensor and the velocity field are uncorrelated. For 
stationary turbulence, this approximation allows the simplification 
(O(t - t")u(t)u(t")) = (O(t - t"))(u(t)u(t")) = G(t - t")Q(t - t"), 	(3.13) 
where, as earlier, C varies from one realization to another, but G is the statisti-
cally sharp ensemble average value. This assumption is utilized at the same point 
in the derivation at which instances of the zero-order response function C ° are 
replaced by the exact function G. Given that infinitesimal response tensor C is 
defined in terms of the relationship between stirring forces and the fluid veloc-
ity field (see equation (3.3)) the assumption of uncorrelation between G and u 
is questionable. It renders DIA a mean field theory (in which each wavenum-
ber mode interacts by experiencing the collective action of all the other modes 
together through a mean field). 
In the 1984 adaption of LET theory to time-dependent turbulence [21] the defi-
nition of the propagator tensor H(k; t, t') related the velocity field of a specific 
wavenumber k to itself at a later time (equation (2.5) illustrates this in the sta-
tionary case), 
U, (k, t) = H(k; t, t')u(k, t'). 	 (3.14) 
This definition is multiplied by w(—k, t') and subsequently ensemble averaged to 
yield 
(ua (k, t)u_( —k, t')) = (Ha (k; t, t')u(k, t')u..(—k, t')). 	(3.15) 
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Now, as indicated in Chapter 2, the same assumption as employed in DIA the-
ory is required. If we take the propagator function and the velocity field to be 
uncorrelated, we have 
(u,,, (k, t)u.. ),(—k, t')) = (H.0 (k; t, t'))(u(k, t')u(—k, t')), 	(3.16) 
and given that the propagator function is statistically sharp (equation (2.8)) so 
that the ensemble average (Ha (k;t,t')) = H(k;t,t'), we have 
Qay (k; t, t') = H(k; t, t' 	, )Qj (k t', t'),  
which is, of course, the tensor fluctuation-dissipation relation (equation (2.28)). 
This relation is of considerable importance in the ensuing derivation of LET the-
ory. 
However, in 1992 in the rederivation of LET theory [23] the original definition of 
the propagator 
u,(k,t) = H&,s (k;t,i')uj (k,t'), 
was dropped in favour of the new definition 
Q(k; t, t') = H.,6 (k; t, t')Qj (k; t', t'). 
Hence the assumption of uncorrelation is not required in the present LET theory. 
The essential tensor fluctuation-dissipation relation is taken as a definition rather 
than being derived from a mean-field theory approximation. 
76 
Chapter 3 - Relation of LET to other Closure Hypotheses 
3.2 The Self-Consistent Field Theory 
3.2.1 The Derivation 
The Self-Consistent Field theory (SCF) was proposed by Herring in 1965 [ 491, 
being a development of theory by Edwards [32]. As with LET, in the original 
derivation the theory was restricted to the stationary case but was later general-
ized to include time-dependent turbulence [50]. In 1970 the SCF equations were 
rederived using a diagram method by Balescu & Senatorski [51]. 
As mentioned in Chapter 2, there are strong parallels between the mathematics 
of turbulence and quantum physics. The 'self-consistent field' method originates 
with the Hartree technique used in quantum many-body physics. As any physics 
undergraduate will attest, the quantum mechanics of a single electron orbiting 
around a single proton nucleus (the simple hydrogen atom) is entirely soluble. 
However, the introduction of a second electron in orbit leads to complications, 
and the addition of a third electron renders the problem insoluble by exact ana-
lytical methods. 
The 'self-consistent field' technique can be used to solve approximately for the 
wavefunction in such multi-electron atoms. One proposes a trial wavefunction for 
the orbiting electrons. The potential of the atom is then a combination of two 
factors 
. the Coulomb attraction of the central positive nucleus, and 
• the repulsion due to the negative orbiting electrons. 
The charge density of the orbiting electrons can be determined from the suggested 
trial wavefunction, and hence we can derive the potential within the atom. This 
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potential can be substituted into the Schrödinger equation, which is then solved 
to calculate the wavefunction of the electrons in the atom. The trial wavefunc-
tion (which we assumed) and the calculated wavefunction (produced from the 
Schrödinger equation) must be identical for self-consistency. We hence solve the 
problem by looking for self-consistent wavefunctions; wavefunctions which are of 
a form such that their insertion into the potential within the Schrödinger equa-
tion leads to the reproduction of themselves. 
The application in turbulence theory of this technique is rather different than LET 
or DIA in that the main focus of the derivation is not the velocity field. Instead the 
spotlight is on the full probability distribution function for the turbulent system. 
Using the original Herring notation, suppose one considers the (complex) Fourier 
transformed velocities u, (k, t) to be represented by X,, (t) where n labels both the 
wavenumber and vector index. The Navier Stokes equation (1.81), which governs 
the evolution of the X(t) can then be written (suppressing some variables for 
clarity) 
{
+ 1,k 2  Xm = Mmpq X pX q + F, 	 (3.17) 
pq 
where F are the driving forces acting on the fluid. 
The probability distribution function, denoted by 
P(X 1 ,X 2 ,X 3 , ...X...It), 	 (3.18) 
is defined so that the probability that the position in phase space of the system 
lies within a volume 
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(dX 1 ,dX 2 ,dX 3 ,...dX...), 	 (3.19) 
around the phase space location 
	
(X1 ,X2 ,X3 ,...X...), 	 (3.20) 
at time t is given by the simple product 
P(X 1 ,X 2 ,X 3 ,...X...t)dX 1 dX 2 dX 3 ... dX... . 	(3.21) 
The probability distribution P was shown by Edwards ([32]) to obey a continuity 
equation called the Liouville equation 
+Lo P=VP, 	 (3.22) 
where L 0 and V are operators. The motivation for Herring's pursuit of this prob-
abilistic approach to the turbulence problem becomes clear at this stage. If one 
works with the velocity field, then the nonlinearity of the governing equation 
(Navier Stokes equation (1.18)) leads to the complex matter of the closure prob-
lem. However, the probability distribution function satisfies a linear equation, 
and thus the closure problem is not encountered. In the original Herring formu-
lation of SCF, stationarity implied that the time differential vanished and hence 
solutions were sought of the simpler equation 
L O P - VP = 0. 	 (3.23) 
From this full probability distribution, one can determine single mode distribu-
tions by integrating out all other modes, 
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P (X) = f P (Xi , X 2 , X3 , . . . X_ 1 , 	 . . . ) dX dX 2 dX3 . . . dX_ 1 dX 1 
(3.24) 
In the case that the operator V = 0, there is no nonlinear mixing amongst 
the Fourier modes and the solution for the full probability distribution P is the 
product of the independent single mode distributions P. 
P= 1P. 	 (3.25) 
In the case that operator V =h 0, there is coupling amongst the Fourier wavenum-
ber modes and the solution no longer takes this elementary product form. How-
ever, one can write P as 
P= fJP+R, 	 (3.26) 
where R is a remainder term which allows for the mode coupling triggered by 
turbulence. 
In LET and DIA, one expands the velocity field about a zero-order Gaussian 
form. In SCF, one expands the full probability distribution function about the 
zero-order solution; the product of the univariate distributions of all the Fourier 
modes. Higher-order terms in the perturbation series account for progressively 
more complicated multimode correlations induced by turbulent interactions. Like 
LET and DIA, SCF makes a perturbation expansion to second order to generate 
equations for the turbulent energy spectrum. 
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3.2.2 The Equations 
The equations of time-dependent SCF, as derived by Herring in 1966, can be 
written in the LET-like form (see [23]) 
19 
 + 2vk} W(k; t, t) = 2f d3jLk Ift dsg(k; t, s)W(j; t, s)k - j; t, s) 
- f dsg(j; t, s)W(k; i, s)W(Ik - j; , 
(3.27) 
49 	
{+ vk 2 } W(k; t, t') = - f d 3jLk 11 dsg(j; t, s)W(k; s,t')Wk - j; t, 
(3.28) 
49  + vk 2 } g(k;t,t') = —fd 3jLk I I dsg(j;t,$)g(k;s,t')W(Ik  —iI;ts)}. 1. j t i 
(3.29) 
In comparison with LET, g(k; t, t') can be interpreted as the SCF response func-
tion and thus is analogous to the LET propagator function H(k; t, t'). The term 
'It(k; t, t') is effectively the SCF two-time velocity correlation function and is hence 
comparable to Q(k; t, t') in the LET formulation. Notice that the equations of 
SCF, like LET and DIA, do not include any arbitrary parameters. 
The energy equation in the SCF theory (equation (3.27) for the on-diagonal corre-
lation W(k; t, t)) is identical to that of LET and DIA. However, both the equation 
for the off-diagonal correlation kIJ(k; t, t') (equation (3.28)) and the equation for 
the response function g(k; t, t') (equation (3.29)) differ from those of LET. Inter-
estingly, however, these SCF equations are of such a form that the fluctuation- 
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dissipation relation (the fundamental equation (2.29) of LET) still applies. From 
the above results the analogous statement in SCF holds 
i(k; t, t') = g(k; t, t')tI'(k; t', t'). 	 (3.30) 
In fact, the equations of SCF are slightly closer in form to DIA than LET. As 
mentioned, the SCF energy equation (3.27) is identical to that of DIA (3.9). In 
addition, if one uses the DIA energy equation (3.9) and response equation (3.11), 
in conjunction with the fluctuation-dissipation relation (2.29) to determine the 
DIA off-diagonal correlation equation (replacing the original version (3.8)), then 
the resulting set of relationships are the SCF equations. In general, of course, 
the fluctuation-dissipation relation (2.29) does not hold in DIA and hence we 
have the differences in the equations. However, for the case of a non-dissipative 
system in thermal equilibrium, the fluctuation-dissipation relation is valid in DIA 
(see [31]), and the resulting DIA formulation becomes identical to the SCF ap-
proach. We should be wary though of referring to SCF as a 'simplification to 
DIA', in which the DIA off-diagonal correlation equation is dropped, and the 
fluctuation-dissipation relation is assumed to hold out of, as well as within, ther-
mal equilibrium. Whilst mathematically, the equations prescribed in this manner 
do coincide, this seriously undervalues SCF. Herring's work was presented as an 
original theory. It has a derivation which could barely be more different to that of 
DIA, and which owes a far greater debt to Edwards' theory [32] than Kraichnan's 
work [31]. Describing SCF as a DIA 'spin-off' is hence somewhat unfair. 
Table 2.1 summarizes the status of the fluctuation-dissipation relation in the LET, 
DIA and SCF closure theories. 
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Theory Fluctuation-Dissipation Relation 
LET Fundamental Equation of the Theory 
DIA Relation Does Not Hold In General 
SCF Relation Holds in Defining Equations 
Table 3.1: Closure theories and the role of the Fluctuation-Dissipation relation 
3.2.3 The Results 
The equations of the SCF theory have not been solved numerically in many in-
stances in the literature, perhaps because it has become clear that SCF, like DIA, 
is incompatible with the Kolmogorov spectral law in the limit of infinite Reynolds 
number. However, a comparison was made between SCF and a range of other 
closures in a paper by Herring & Kraichnan in 1972 [52]. Comparisons were made 
for the free decay of several different energy spectra in homogeneous, isotropic 
turbulence over a range of Taylor-Reynolds numbers 20 < R < 500. In this 
work, SCF was found to yield very similar results to DIA. Indeed, the similarity 
was of such an extent for certain spectral plots that the curves from the two 
theories were indistinguishable. The energy transfer rate in SCF was found to be 
slightly smaller than that of DIA (this being reflected in a lower velocity deriva-
tive skewness plateau value). As mentioned earlier, the energy transfer efficiency 
in DIA is somewhat less than that of LET and so SCF has the smallest transfer 
rate of all three theories. 
A further comparison was made between DIA, SCF and LET in a paper by 
Frederiksen et al [53]. However, this compared the performance of the closures 
with regard to two-dimensional turbulence and involved the use of a 'Gaussian 
restart' technique aimed at reducing the memory requirements in solving the 
closure equations numerically (see Chapter 7). This makes the results difficult to 
interpret for our purposes. 
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3.3 Lagrangian Closure Theories 
LET, like DIA, is an Eulerian closure since it is formulated in terms of Eulerian 
two-point two-time velocity correlation functions. However, not all turbulence 
theories are based on such an Eulerian description. There are a growing number 
of closures which are derived using quasi- Lagrangian co-ordinate systems. We 
shall very briefly mention some of the more well-known theories of this kind. 
3.3.1 Kraichnan's Lagrangian History Theories 
The failure of DIA to yield the Kolmogorov power law was a significant blow for 
the closure hypothesis. Kraichnan came to believe that the flaw in DIA was its 
Eulerian formulation and he went on to recast DIA in a quasi- Lagrangian form. 
In 1965, this resulted in the Lagrangian History DIA (LHDIA) and the Abridged 
Lagrangian History DTA (ALHDIA) (see [25] for details). These theories achieved 
Kraichnan's ultimate aim, in that they both reproduced the hitherto elusive Kol-
mogorov spectrum, but at the cost of an upward step in complexity. 
The Lagrangian governing equations of fluid flow are much more complicated 
than their Eulerian counterparts. Indeed, the Lagrangian viscous term was only 
finally derived in 1966 by Walkden [54]. Kraichnan [40] and Edwards [42] have 
both independently attempted to formulate closure hypotheses in an explicitly 
Lagrangian frame, and both came to the conclusion that these co-ordinates were 
not a suitable backdrop for turbulence theory. 
Kraichnan overcame this difficulty by introducing a new formulation which en-
compassed both Eulerian and Lagrangian aspects. Most, if not all, closure theo-
ries which are described as 'Lagrangian' in fact use Kraichnan's mixed Eulerian-
Lagrangian formulation. As yet, as Leslie [42] points out, nobody has been suc- 
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cessful in producing a closure theory for an explicitly Lagrangian frame. 
Kraichnan's Lagrangian History theories utilize a generalized velocity u(x, tls)  as 
the fundamental velocity field. This field, u(x,ts), as mentioned in Chapter 2, 
represents the velocity at measuring time s of the fluid particle with a space-time 
trajectory passing through point x at labelling time t. The dependence of this 
velocity on t is Eulerian in character, and the dependence on s is Lagrangian in 
nature (see [5] for a full discussion). In the case t = s this generalized velocity 
u(x,tt) is equal to the Eulerian velocity u 2 (x,t), and thus obeys all the same 
rules such as the incompressibility condition (1.17) and the Navier Stokes equa-
tion (1.18). However, in the general case where t s, it is rather different. There 
is no longer any necessity for the generalized velocity field to obey the incom-
pressibility condition, and hence u(x, ts) is not a solenoidal vector. This quite 
considerably increases the level of complication. To cope with the implications oi 
this, Kraichnan decomposed the generalized velocity into solenoidal and curl-free 
parts 
u(x, ts) = u8 (x, ts) + uc(x, tIs), 	 (3.31) 
	
V.u8 (x,tls) = 0, 
	 (3.32) 
V x uc(x,tls) = 0. 	 (3.33) 
Use of this decomposition in turn means that quantities such as the correlation 
and response functions have to be labelled to specify whether each velocity terni 
within them refers to the full generalized velocity, or either one of the two decom-
posed elements. Being compressible, the generalized velocity in the case t 
also no longer obeys the Navier Stokes equation (1.18), but instead has a new 
governing equation. Clearly, use of the new generalized velocity field introduces 
substantial new challenges into the theory. 
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Kraichllan's analysis essentially generalized and extended the statistical formu-
lation and renormalized perturbation theory used in the Eulerian description to 
cope with the intricacies of this new form of co-ordinates. This resulted in a set of 
LHDI equations. However, these contained integrals of a purely Eulerian nature. 
Kraichnan then artificially changed these equations by relabelling time arguments 
so that the integrals became Lagrangian in form. This change was made so that 
Kraichnan's requirement of invariance under random Galilean transformations 
was fulfilled. The results of this procedure were the final LHDI equations. 
The full LHDIA derivation involves a vast level of complication, and the resulting 
equations are forbiddingly complex. Indeed, some modern authors freely admit to 
not understanding the theory which Kraichnan proposed [27]. Perhaps aware of 
the striking level of algebraic involvement, Kraichnan also provided an abridge-
ment of the LHDI results yielding equations of a complexity more comparable 
with LET and Eulerian DIA. However, this simplification was made on a rather 
dubious basis. Kraichnan approximated all the convolution integrals with time 
arguments of a specific form in the LHDI equations. This approximation used a 
step which is only exact in the case k = 0. However, Kraichnan employed this 
for all k without any further justification. Possibly as a consequence of this, nu-
merical solutions of ALHDIA have proved quantitatively unsatisfactory, suffering 
from an overly large rate of energy transfer to high wavenumbers. 
Kraichnan rederived the LHDIA and ALHDIA equations in 1977 [39] by using a 
reversion of power series method. He also developed a variant of this Lagrangian 
History DIA work with Herring in 1978, creating Strain Based ALHDIA and 
LHDIA [55] (or, stretching the limits of acceptable acronyms, SBALHDIA and 
SBLHDIA). 
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In McComb & Shanmugasundaram [21] LET was compared to ALHDIA and 
SBALHDIA for a high Taylor-Reynolds number free decay run. The LET, ALH-
DIA and SBALHDIA closures generated very similar results. Overall, LET and 
the strain based theory agreed most closely. The only difference in these results 
was in the velocity derivative skewness values. LET produced a substantially 
lower skewness plateau than either ALHDIA or SBALHDIA. However, since it is 
commonly held that ALHDIA theories overestimate energy transfer to higher k, 
their velocity derivative skewness measures would be too large. This is somewhat 
ironic, in that Eulerian DIA underestimates these very same features. 
3.3.2 Kaneda's Lagrangian Renormalized Approximation 
In 1981, Kaneda [26] proposed a closure hypothesis which is known as the 'La-
grangian Renormalized Approximation' (LRA). Like Kraichnan, Kaneda believed 
that DIA's failure to adequately describe inertial subrange behaviour was due to 
its use of Eulerian rather than Lagrangian multiple-time correlation functions. 
Kaneda based his derivation around two of Kraichnan's theoretical tools 
. the reversed expansion method [39], and 
• the generalized velocity field [25]. 
Kaneda's approach introduced a new mathematical device; a mapping function 
called the 'Lagrangian Position Function', T. This function 'I' related the Eulerian 
velocity field and Kraichnan's generalized velocity field via 
u(x, tis) = f d3x"u(x", s)IJ(x", s; x, t). 	 (3.34) 
E:yj 
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Kaneda used this definition to decompose the generalized velocity field, which 
Kraichnan had regarded as the fundamental field, into Eulerian velocity field and 
Lagrangian Position field elements. 
There are technical advantages to Kaneda's decomposition. The Lagrangian Po-
sition function 'I' allows certain types of quantity which were formerly avoided 
by Kraichnan in his Lagrangian History formulations (namely, measuring time 
derivatives) to be expressed quite easily. Kaneda argued that such derivatives 
contain essential information on the Lagrangian mechanics of the problem, and 
should be included. This new ingredient to the method makes Kaneda's deriva-
tion substantially simpler than the LHDIA theory proposed by Kraichnan. In 
particular, Kraichnan's relabelling of time arguments and painstaking handling 
of the compressible field are no longer required. 
Truncation of Kaneda's Lagrangian expansions yields a closed set of three integro-
differential equations for the on and off-diagonal velocity correlation and response 
functions. No ad hoc parameters are included in these relationships. The energy 
equation for LRA is identical to that of LET or DIA. However, the off-diagonal 
correlation equation and the response equation have different forms to those of 
LET (although some researchers have suggested, incorrectly, that the equations 
are equivalent: see Appendix C). In fact, the LRA equations bear more resem-
blance to Kraichnan's Test Field Model (TFM) [56]. Whilst we will not dwell 
on the form of these equations, it is interesting to note that the LRA equations 
are such that the fluctuation-dissipation relation (2.29), one of the fundamental 
building blocks of LET, applies. This relation is also the basis for a variation 
of LRA, called the Modified (or Markovianized) Lagrangian Renormalized Ap-
proximation (MLRA). By approximating the form of the fluctuation-dissipation 
relation which applies in the LRA equations, Gotoh et al [43] proposed a re- 
[1s 
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vised set of equations which converge to LRA in the high Reynolds number limit, 
and have additional useful qualities (such as a guaranteed non-negative energy 
spectrum). Kaneda's LRA theory and the offshoot MLRA equations have been 
studied in some detail (see [57] and [431). Like Kraichnan's Lagrangian History 
theories, the LRA equations are compatible with Kolmogorov's power law for the 
inertial subrange energy spectrum. 
In 1997, Kida & Coto [27] rederived Kaneda's LRA equations using a new method. 
Kaneda had used Kraichnan's generalized velocity field and power series reversion 
techniques in conjunction with his own Lagrangian Position Function to estab-
lish the LRA equations. Kida & Coto instead used Kraichnan's original DIA 
perturbation technique with the generalized velocity field and Lagrangian Posi-
tion Function to determine a set of equations - which coincide with those of LRA. 
Given that Kraichnan had used his power series method to rederive the equations 
of the original DIA formulation, it is perhaps not entirely surprising that the LRA 
equations were yielded, although Kida & Goto are keen to point out that it was 
not entirely trivial a priori that this would be so. Kida & Coto call their treat-
ment 'Lagrangian DIA'. They have studied the implications of these equations in 
some detail (see [27] and [58]). LET has not previously been compared to either 
Kaneda's LRA or Kida & Goto's Lagrangian DIA theories, but we will contrast 
their respective results for the first time in Chapter 7. 
EM 
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Numerical Solution of the LET 
Equations 
He that would perfect his work must first sharpen his tools. 
Confucius 
In the previous two chapters, we have reviewed the mathematical derivation of 
LET, and the closure's relationship with other Eulerian and Lagrangian renormal-
ized perturbation theories. We now turn to implementing the closure hypothesis; 
numerically solving the LET equations using a computer in order to determine 
the time evolution of a range of turbulent flow parameters. 
4.1 LET Computer Software 
In all previous numerical explorations of LET theory by McComb et al ([21], 
[22] and [23]) solutions to the LET equations were obtained using a FORTRAN 
77 computer program devised by Shanmugasundaram. An account of this soft- 
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ware can be found in the 1984 paper by McComb & Shanmugasundaram ([21]). 
Throughout this chapter, we refer to this program as the 'LET1984 code'. 
In the present research, an original FORTRAN 90 program has been developed 
by Quinn to numerically solve the LET equations. We refer to this current soft-
ware as the 'LET2000 code'. Whilst the overall structure of the LET2000 code 
is similar to that of the LET1984 code, there are significant differences in the 
programs and the standard operating procedures used which we will highlight in 
our discussions. 
In this chapter, we will review the fundamental numerical routines used by the 
LET2000 code in free decay calculations. All discussion of forcing algorithms is 
postponed until Chapter 7. We will, however, note any instance in which the 
general principles proposed do not apply in calculations of forced turbulence. 
It is worthy of note that neither the current LET2000 code nor the original 
LET1984 code require any exceptional computer hardware. Both programs are 
entirely serial in execution and can be run on any personal computer equipped 
with the appropriate (F90/F77) compilers. Whilst both programs make sub-
stantial demands on memory, and, dependent on the input parameters, can take 
anywhere from minutes to days to execute, neither code needs any special com-
puting facilities. This is in complete contrast to the Direct Numerical Simulations 
which we will examine in Chapter 5. 
4.2 Discretization of the Problem 
The aim of the LET2000 code is to determine solutions to the 1992 LET equa- 
tions (equations (2.29), (2.31) and (2.32)). Values for the Fourier transformed 
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Figure 4.1: Time Meshpoints in LET2000 
correlation and propagator functions are sought at a set of discrete points lying on 
a finite lattice (k, t, 1') of wavenuinber and time values. The lattice sites (at which 
solutions will be available) must be carefully chosen so that the code yields the 
most useful and relevant information. Our first task is to identify these points. 
4.2.1 Time Discretizatioli 
The discretization of time variables means that when we discuss correlation func-
tions such as Q(k; t, t') we (10 not have an entirely free choice in the values of the 
time arguments t and t'; we are constrained to pick these instants from a finite 
collection of discrete time mcshpoints. 
The earliest time meshpoint is taken to be the moment at which turbulence 
commences; we choose this to be the origin of time, I = 0. At this stage the initial 
conditions of the turbulent system apply and the energy spectrum conforms to 
a prescription E(k,0) which we provide. The latest time meshpoint is taken to 
be t = t1jj. This is the instant at which the last measurements of the fluid 
are made. Between these two extremes, the standard practice used throughout 
this research (in both freely decaying and forced computations) is to divide time 
into u intervals of equal duration (see Figure 4.1). We sometimes refer to 61.11  
assignment of gridpoints as 'linear stepping in time'. From trivial arithmetic, the 
constant I imnestvp At bet veen adjacent t inie meslipol mits is given liv 
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At= tfinal 	 (4.1) 
(n-1) 
To reflect the restriction of t and t' to time meshpoints, we use the notation t 
and t3 to represent discretized time variables. The arguments t 2 and t3 can only 
assume values which are non-negative, integer multiples of the constant timestep 
At 
ti = iLt, 	 (4.2) 
O< i < n—i, 	 (4.3) 
0 tf flj j. (4.4) 
In all previous LET numerical calculations, non-uniform time intervals were em-
ployed (see section 4.2 in [21] and section 2.4 in [591). Whilst the LET1984 code 
could, in principle, use linear steps common practice has always previously been 
to vary the timestep throughout the computation. 
4.2.2 Wavenumber Discretization 
In much the same way as we restrict the choice of time arguments to a limited 
set of discrete meshpoints, wavenumber values are constrained to a collection of 
representative modes. 
The upper and lower boundaries of the wavenumber grid are taken to be kt,p and 
kb0t respectively. Choosing appropriate values for these endpoints is absolutely 
vital in achieving accurate and realistic predictions of turbulence. The bottom 
edge of the wavegrid (the smallest possible wavenumber) corresponds in real space 
to the largest eddy in the fluid. This is limited by the size of the turbulent system. 
Suppose the turbulent fluid is contained in a finite cubic box of side length L. 
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The largest oscillation which could be accommodated in such a box would have 
a wavelength equal to the side length, ) = L. The smallest wavenumber would 




In LET theory, the turbulent box of fluid is taken to occupy all of space, the 
side length undergoing the limit L —+ oo. This hence suggests the use of a lower 
wavenumber cut-off kb0t = 0. In some calculations, such as in the test runs in 
this chapter, this bound will be used. However, this will not always be the case. 
In order to retain a certain wavenumber step increment whilst also fitting mesh-
points to specific values (so that, for instance, they coincide with the output k 
values of a Direct Numerical Simulation or in order that a certain wavenumber 
mode may be forced) the value of kb0t will sometimes be set to a small but finite 
positive value such as kb0t = 0.5. This simply excludes very large-scale eddies (as, 
of course, does any finite sized experimental apparatus). 
The appropriate value for the upper wavenumber cut-off kt,p is not as clear. The 
correct choice of kt ,,p corresponds to achieving a suitable degree of spatial reso-
lution within the calculation. In general, the more k-space we can include in a 
computation, the more accurate the results will be. However, utilizing a larger 
domain of wavenumber space means that the LET equations have to be stepped 
out at a greater number of wavenumber meshpoints. In addition, since higher 
wavenumber modes (smaller eddies) evolve much faster than lower wavenumber 
modes (larger eddies) the greater the value of k t ,,p employed, the smaller the 
timestep At must be. Hence, to consider more k-space one pays the price of an 
increase in memory requirements and computational workload. In practice, the 
opposing lure of higher resolution and the practical restraints of the available 
computational facilities have to be balanced. 
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An important quantity relating to this resolution issue is the Kolmogorov dissi-
pation wavenumber, typically denoted by kd(t). This is defined as 
1/4 
fc(t)) 
kd(t) = 't-;-1 	' (4.6) 
where f(t) is the energy dissipation rate per unit mass (which we will discuss in 
section 4.6.2). The Kolmogorov dissipation wavenumber gives a rough indication 
of the highest wavenumber which will be excited in a turbulent fluid's energy 
spectrum. The reciprocal of kd(t), usually labelled as 
) 1/4 
= 	
, 	 (4.7) 
is referred to as the Kolmogorov length scale. Estimates of where the upper 
wavenumber cut-off kt,p  should be located are usually expressed in terms of the 
dissipation wavenumber kd(t) or in the product i(t)k 0 , which corresponds to 
kt0/kd(t). 
A review of turbulence literature to establish the common practice in the po-
sitioning of k 0 reveals widespread disagreement. It is almost universally held 
that (t)k10 should always be equal to or greater than unity. Certain researchers 
in the field (e.g. Nomura & Post [60]) require only equality. Other researchers 
field agree that equality is sufficient but choose to utilize values of 77(t)k 0 which 
are larger (e.g. Brasseur [61]). However, there are also those who contend that 
(t)k 0 must be larger than unity and furthermore, must exceed some other 
bound, particularly if accuracy is to be guaranteed in certain types of higher-
order statistics (e.g. Yeung & Pope [62]). Lack of general agreement and diverse 
working practices (all published in respected journals) make the requirements on 
kt,p rather unclear and appear almost arbitrary. However, the general trend is 
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Author Year 71(t)k 0 
Eswaran & Pope [63] 1988 0.51-3.17 
Yeung & Pope [62] 1989 1.42-2.96 
Yeung & Brasseur [64]) 1991 1.63 
Brasseur & Wang[65] 1992 1.34 
Mansour & Wray [66] 1994 1.0 
Yeung, Brasseur & Wang [67] 1995 1.1-2.1 
Overholt & Pope [68] 1996 1.060-1.121 
Vassilicos & Brasseur [69] 1996 1.61-6.38 
Wang, Chen et al [70] 1996 1.04-6.38 
Nomura & Post [60] 1998 1.0 
Table 4.1: Resolution Criteria for Turbulence Computations 
towards as large a value of k t,p as is computationally practical. Table 4.1 shows 
a selection of authors, and the values of 77(t)k t0 which they have employed. 
In LET2000 runs, the program automatically verifies that i(t)k 0 > 1 throughout 
the calculation. Hence, the agreed basic resolution requirement is always fulfilled. 
However, the pressure of the computational workload means that generally we 
cannot accommodate calculations which include far greater spans of k-space. In-
dividual computational runs will vary in the degree to which the basic stipulation 
is exceeded. It should be noted that previous LET numerical calculations have 
not always met with even this most basic condition. In 1984, a computational 
run was performed at large Reynolds number (see [21]). This utilized a wavegrid 
in which k 0 = 71.86. However, using the initial parameters given in the paper, 
one can establish that kd(0) = 81.43. This implies that 71(0)k 0 0.88 and thus 
the most elementary resolution criterion was not met. 
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In the vast majority of LET2000 calculations, the wavenumber grid between the 
two extremes kb 0t and k t,p is divided into uniform intervals (this being referred 
to as 'linear stepping in wavenumber space'). However, in one large Reynolds 
number forced run, a different approach is required in order to maximize coverage 
of the wavenumber domain and 'logarithmic stepping in wavenumber space' is 
used. We defer discussion of such logarithmic stepping until Chapter 7. In the 
present introduction we will only review linear wavenumber stepping. Given that 
there are g gridpoints in the wavenumber range (k b0t , k 0 ), the constant interval 
Ak is of extent 
Ak = k
0 - kb0i 	
(4.8) 
g 
If the wavenumber grid distributed meshpoints in the same fashion as in the time 
grid, then the gridpoints would be located at kb0t, kb 0t + Ak, kb ot + 2Ak, etcetera. 
However, this is not the case. Instead, wavenumber gridpoints are allocated to the 
centre of each of the constant intervals (at the arithmetic mean of the endpoints). 
The wavenumber meshpoints are thus at kb 0t + Ak/2, kb 0t + 3Ak/2, all the way 
up to k0 - Ak/2 (see Figure 4.2). This is the reason why the denominator in 
the definition of Ak (equation (4.8)) varies from that in the definition of At (see 
equation (4.1)). Hence, we have 
Ak 
ki = kb0j + (i + 1)---, 	 (4.9) 
O < i <2g-2, 	 (4.10) 
kb ot + Ak < k, <k0 Ak - --. (4.11) 
This procedural distinction between the assignment of time and wavenumber 
meshpoints is made for several reasons. Firstly, the wavenumber value k2 stands 
for the continuum of wavenumber modes which occupy the interval Ak. Given 
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k 
k=k3 k- k4 	=k 	k= 	- 
Figure 4.2: Wavenumber Meshpoints in LET2000 
that k- is the representative of this collection of modes, it is more suitable to 
position it at the centre of the region rather than at an endpoint. Secondly, the 
revised allocation process also means that the lower wavenurnber cut-off kb0 t can 
be set to zero without automatically requiring k = 0 to become a wavenumber 
meshpoint. Use of a zero wavenumber gridpoint is potentially problematic in 
the numerical routines. Divisions by zero and associated divergences could easily 
result. 
We should note that the use of linear stepping in waveniimber space is new in 
numerical calculations of LET. In all previous numerical work with LET1984, 
logarithmic stepping in the wavenumber domain was employed (see section 4.1 in 
[21] and section 2.4 in [59]). In the present work, such distribution is reserved ex-
clusively for use in the highest Reynolds number forced run. Logarithmic stepping 
reduces the number of meshpoints which are required to cover an area of k-space 
and hence is computationally convenient. However, some authors (see [53]) have 
suggested that there are difficulties with nonlocal interactions associated with the 
use of such stepping. Certainly, linear stepping gives a fuller description of the 
turbulent system and is preferable where possible. 
4.2.3 Cosine Discretization 
In addition to time and wavenumber, one further variable must be discretized in 
the LET2000 code. In the geometric factor Lk (see definition (2.34)), IL = cos 0 
where 0 is the angle between wavevectors k and j. In order for the integral in 
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the inertial transfer term P(k; t, t') (see equation (2.33)) to be computed, the 
parameter must be discretized. This is achieved in an analogous manner to the 
wavenumber discretization. The range of ,u is divided into a series of constant 
intervals (each of extent Lt) and the centre of each region is taken to be the 
meshpoint. Given that cos 0 ranges between —1 and 1 inclusively, if there are b 
steps then 
(4.12) 
and the M meshpoints lie at —1 + ii/2 1  —1 + 3j.t/2,...,l - /2. The p meshpoints 
are generally defined by 
l+(i+l)J
Ay— 	 (4.13) 
2' 
	
0< i <2b-2, 	 (4.14)
Ay 
1+< k, < 1 — - 	 -----. 	 (4.15) - 	- 	2 
This allocation of ji meshpoints also sidesteps possible complications at Y = 0. If 
k -+ j, y -+ 0 and /c - j and the geometric factor Lkj,  yields 0/0. An application 
of L'Hopitals rule is required in order to establish a value in this limit. 
The variable has always been linearly stepped over the region [1,-l] and in this 
respect, LET1984 and LET2000 treat the discretization identically (see section 
4.1 in [21] and section 2.4 in [59]). 
4.3 The Physical Units of LET2000 Output 
The units of measurement of all physical quantities predicted by the LET2000 
software are determined by the units in which we specify the 
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• the kinematic viscosity ii, and 
• the initial energy spectrum E(k, 0), 
in the code. The SI unit of kinematic viscosity (defined by equation (1.2)), is 
m 2 s 1 . Hence if a fluid has kinematic viscosity ii = 0.01M2 s- ' and we specify 
in LET2000 that the value of the kinematic viscosity is ii = 0.01, then we have 
implicitly adopted our unit of length to be metres and our unit of time to be 
seconds. The initial energy spectrum which we also provide must then corre-
spondingly have units m 38 2 , and all output lengths are given in metres and all 
output times in seconds. 
In order to avoid unnecessary complication with physical units, the convention 
in turbulence theory is to plot dimensionless quantities. Hence, time tends to 
be scaled by an integral scale length (see section 1.9.5) and a root mean square 
velocity (see section 4.6.1) so that a dimensionless parameter is obtained. Often 
the scaling 
U ( 0 ) 
L(0)' 
(4.16) 
is used. This provides a time t' which is referred to as the 'time scaled by the 
initial eddy turnover time'. This scaling convention will be used in all free decay 
plots of the LET2000 integral parameters. In forced runs, a different transform 
will be used. Some researchers use the related scaling form 
ii' = t x u(t)L5 	 (4.17) 
but we will not employ this. It is more convenient to scale by the constant value 
u(0)/L(0) rather than the varying factor u(t)/L(t). The former transformation 
allows the original time dependence to be ascertained given only the two scalar 
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values u(0) and L(0). The latter scaling requires complete knowledge of the evo-
lution of u(t) and L(t) in order to reverse the process. 
Similarly, in plots of turbulence spectra, we will often depict the wavenumber 
k scaled by the initial integral scale length in order to produce the dimension-
less quantity kL(0). Spectral quantities themselves are also scaled to become 
non-dimensional functions. Energy spectra, E(k, t), are usually plotted as the di-
mensionless quantity E(k, t)/L(0)u(0) 2 . Transfer spectra, which we will discuss 
in section 4.6.2, are plotted non-dimensionally as T(k, t)L(0)/u(0) 2 v. Dissipa-
tion spectra D(k, t) (see section 4.6.3) are plotted as the non-dimensional values 
2k 2 E(k, t)L(0)/u(0) 2 . All these transformations involve multiplying or dividing 
by constant scalar values, and so merely stretch the original plots. The topo-
logical characteristics of the parameters are in no way changed by such scaling 
processes. 
4.4 Symmetries in the Propagator and Correla-
tion Functions 
In numerically solving the LET equations, we seek to establish the values of the 
Fourier transformed propagator functions H(lc; t, t3 ) and correlation functions 
Q(k; t, tj) for all possible pair combinations of ti and t3 within the range 
0 < ti i tfi nal, 
0 < tj < 
This does not mean that the correlation and propagator values for each wavenum-
ber have to be separately evaluated for every combination of t i and tj. There are 
symmetries and inter-relations between some of these function values. Moreover, 
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a small set of the function values are trivially constant. By using these mathe-
matical conveniences, we can substantially reduce the calculations required and 
hence accelerate the computational process. 
4.4.1 Propagator Function Values 
In the 1992 rederivation of LET theory, the scalar propagator function is defined 
by (2.29). This can be rewritten for discretized time variables t, and t2 in a ratio 
form 
H(k; ti, t 3
) = Q(k; ti I  t3 ) 
	
(4.18) 
Consider the special case of this relation in which tj = i3 . Both of the correlation 
functions on the right-hand side now possess identical wavenumber and time 
arguments. They are hence one and the same, and their ratio is equal to unity. 
Thus we have the time-saving identity that for all wavenumbers k and times t 
H(k; i, i1) = 1. 	 (4.19) 
That is, the on-diagonal propagator function takes the value unity for all wavenum-
bers. Of course, this is simply a consequence of the fact that H(k; t, t) = D(k) 
(equation (2.7) in the stationary case). It is now apparent why in the past we have 
tended to discuss the LET evolution equations for on and off-diagonal correlation 
functions separately, but we have only ever referred to one evolution equation for 
the propagator. The response equation in LET is the evolution equation for the 
off-diagonal propagator function. The on-diagonal propagator function, always 
trivially assuming a value of one, does not require an evolution equation of its own. 
The propagator function also possesses another highly convenient property. Re- 
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arranging equation (4.18) 
Q(k; t, t 3 ) = H(k; t, t3 )Q(k; tj, t 3 ). 
We can iterate this relation to show that 
Q(k; ti, t) = H(k; t, t) {H(k; tj, t i ) Q(k; t, t 3 )} . 	(4.20) 
Given that the correlation functions on the left and right-hand sides of this equa-
tion are identical, multiplication by the pair product of propagator functions must 
be the identity operator and hence 
H(k; t, t1)H(k; t, t) = 1. 	 (4.21) 
Thus, reversing the time arguments within a propagator induces the function to 
adopt the reciprocal value 
H(k;t,ti) = H(kt,, t" 1 	 (4.22) 
Hence, if we know the value of the propagator H(k; t1, t 3 ) then we also automat-
ically know the value of H(k;t,t i ) using the relation (4.22). 
Given these two properties, in order to establish all values of the propagator func-
tion one only has to determine H(k; ti, t) for t 3 <ti . The remaining propagator 
values can be ascertained using the on-diagonal identity (4.19) and the reciprocal 
relation (4.22). 
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4.4.2 Correlation Function Values 
Consider the scalar correlation function Q(k; t, t 3 ). Kraichnan [40] notes that in-
verting the order of the two time arguments ti and t, within the scalar correlation 
function has no effect. The correlation value is invariant under the operation of 
interchanging the time arguments 
Q(k; i, t 3 ) = Q(k; t, ti ). 	 (4.23) 
This means that given the Fourier transformed correlation Q(k; t, tj), we also au-
tomatically know the value of the correlation Q(k; tj, ti). Thus, it is only necessary 
to calculate Q(k; t, tj) for t3 < i. All remaining correlations can be determined 
using the identity (4.23). 
4.5 The Basic Numerical Method 
In 1964, Kraichnan [40] proposed a numerical method for determining solutions to 
the DIA equations for homogeneous, isotropic turbulence. The original LET1984 
code and latest LET2000 software are both based on this numerical algorithm. 
A short account of the operational procedure for the original application of this 
algorithm to LET theory was given in [21]. This section will present a more 
detailed account of how the main results in the algorithm are derived and used. 
It will also explain how the fluctuation-dissipation relation (equation (2.29)) can 
be used in the calculation and the computational savings which this confers. 
In the 1992 account of LET theory [23], the off-diagonal Fourier transformed 
correlation function Q(k; t, t') obeys equation (2.31) 
{+ ilk  2}Q(k;t,t1)=  P(k;t,t'), 
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where P(k; t, t') is the inertial transfer term defined by equation (2.33), 
t' 
P(k; t, t') 
= f d3jLk 
(
dsH(k; t', s)Q(j; t, s)Q(Ik - ii; t, s) 
 10 
- [ dsH(j; t, s)Q(k; s,t')Q(Ik - ii; t, 
Jo 
and the geometric factor Lk,., is given by equation (2.34). 
Suppose we multiply throughout equation (2.31) by an exponential term e' 2 . 
This operation yields the result 
e2t 	t, t') + v k 2 e 2 tQ(k ;  t, t') = e 2 tP(k ;  t, t'). 	(4.24) 
at 
The two terms on the left-hand side in the correlation function Q(k; t, t') and its 
time derivative can be gathered together, since their form is the exact differential 
of a simple product. We can hence write 
I eQ(k t, t')} = e 2 tP(k ;  t, t'). 	 (4.25) 
it -
Suppose se we now integrate with respect to time t on both sides and relabel the 
dummy time variable 't' within the integral on the right-hand side as 's' for clarity. 
Multiplying throughout by a term we can thus obtain 
Q(k; t, t') = e2t fo P(k; s, tI) e 2 sds. 	 (4.26) 
The lower bound on the integral is an arbitrary choice which represents the origin 
of time in the system. Using the time discretization process discussed in section 
4.2.1 this result (4.26) can be rewritten in the form 
	
Q(k; i, t) = e2 f t P(k; s, t)e 2 ds. 	 (4.27) 0 
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Notice that the time variable 's' has not been subjected to the discretization 
procedure. In fact, this variable will soon be integrated out and so we do not 
restrict it in this manner. The time integral within this result can be decomposed 
into two elements thus 
Q(k; t, t) = e_2tl f ti-1 P(k; s, tj ) e 2 sds +e _ 2 t f tiP(k; s, tj ) e 2 sds.  (4.28) 
Consider the first of these two integral terms. The exponential prefactor can itself 
be broken down into a product 
e_2t 
f1 
P(k; s, t)e2ds = e_2(_ts_1)e_2tt_1 
fo1 
P(k; s, t)e 2 ds, 
(4.29) 
and recalling the result (4.27), we can recast this as 
e_2(t2__1)e_2t1_1 f ti—i P(k; s, tj ) e 2 sds = e_2(t$_t_1)Q(k; 	ti). (4.30) 
Given that our time discretization procedure is such that there is a constant 
interval At between adjacent time meshpoints (see equation (4.2)), this implies 
fo 	P(k; s, t)e2ds = e_2tQ(k; ti- 1, ti). 	(4.31) 
Hence, we obtain the following form for the correlation Q(k; t, t 3 ) 
	
Q(k; t, t) = e_u1k2tQ(k; ti-1, t) + 
e -V,2t,
f tiP(k; s, t)e 2 ds. 	(4.32) 
To cope with the integral in time variable 's' in the second term on the right-hand 
side, we make the approximation that 
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P(k; t, t) = {P(k; 	t) + P(k; t, t)}, 	 (4.33) 
where this quantity is assumed to be constant over the short interval At between 
the adjacent meshpoints t 2 _ 1 and t. Hence, the fixed approximated form for the 
inertial transfer term can be brought outside of the integral to give 
ti 
 
Q(k; t, t) = e_2AtQ(k; ti-1, t)+e 2 	{P(k; ti_i, t) + P(k; t, t)} 	ek2sds. 
2 4_1 
(4.34) 
We can now integrate the simple exponential form 
It
tt 
e 28 ds = 	 - e2tt_1}, 	 (435) 
i_i vk 2 
and substituting this result yields 
Q(k; t, tj) = e_2tQ(Ic; t2 _ 1 , t 3 ) + 
eu1c2 
{P(k; 	t) + P(k; ti, t)} {e2tt - &2tt_i}. 	(4.36) 
2vk 2 
Thus, finally, we have the main result for the off-diagonal, Fourier transformed 
correlation function 
Q(k; t, t) = e_2tQ(k; 	
1 
t) + 2uk2 (1— e_2t)  {P(k; ti-1, t) + P(k; ti, t)}. 
(4.37) 
By following a similar procedure with equation (2.32), we can obtain the equiva-
lent result for the on-diagonal Fourier transformed correlation function Q(k; t ) t) 
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Q(k; t, t) = e_2Lk2tQ(k; t_ 1 , t_,)+ 
1
2vk2 
(1 e_22t)  {P(k; ti_i, ti-1) + P(k)  t, t)}. 
(4.38) 
In the same fashion, we could also potentially obtain a further equation for the 
propagator function H(k; t, t3 ). This approach was pursued in the 1984 nu-
merical formulation [21] and is discussed in that account. However, this av-
enue becomes somewhat redundant in the 1992 rederivation of LET. With the 
fluctuation-dissipation relation (2.29) as one of the LET equations, we no longer 
need a differential response equation for the propagator. Whilst in the 1984 
calculations, the propagator had to be evolved in exactly the same manner as 
the correlation values, the algebraic fluctuation-dissipation relation provides a 
far simpler and computationally faster method of determining H(k; t, t3 ). The 
fluctuation-dissipation relation enables the propagator values to be calculated as 
the ratio of the on and off-diagonal correlation values; recall equation (4.18) 
- 	;t,t3) 
H(1c; ti , t) 
Q(k 
- Q(k;t,t) 
As we saw in Chapter 3, the fluctuation-dissipation relation does not apply in gen-
eral in DIA. Hence, the infinitesimal response function in the direct-interaction 
approximation has to be stepped out as a solution to the response equation in 
the same way as solutions are stepped out for the correlation values. This means 
that DIA is significantly slower to calculate than LET and this will restrict the 
DIA calculations which are possible in this research. In particular, in the highest 
Reynolds number free decay run in Chapter 6 it was not possible to calculate 
analogous DIA results for comparison with the LET findings. The equivalent 
DIA calculation was too long for practical computing purposes. 
To step out numerical solutions to the 1992 version of the LET equations the main 
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results for Q(k; t, t3 ) (see equation (4.37)) and Q(k; t, t) (see equation (4.38)) 
are used in the following manner: 
We compute 'predictor' values for Q(k; t, t3 ) and Q(k; t, t) by making the 
substitution P(k; t_ 1 , t3 ) for P(k; t, t 3 ) and P(k; ti- 1 , t_) for P(k; ti, t) in 
the relations (4.37) and (4.38). 
The 'predictor' value for propagator H(k; t, t3 ) can be evaluated using the 
fluctuation-dissipation relation (2.29) and the on and off-diagonal 'predic-
tor' correlations. 
• The inertial transfer terms P(k; ti, t) and P(k; t, t) can now be calculated 
by using these 'predictor' values in the time integrals. 
• Substituting the inertial transfer terms P(k; ti, t) and P(k; ti, ti) into the 
relations (4.37) and (4.38) allows us to determine a (once) corrected value 
for the correlations Q(k; t, t) and Q(k; t, ti ). 
The (once) corrected propagator value H(k; t, t3 ) can now be established 
by utilizing the fluctuation-dissipation relation (2.29) in conjunction with 
the (once) corrected correlation values. 
• This 'corrector' stage of the calculation can be repeated, at a certain corn-
putational expense, for increased accuracy. 
The schematic diagram in Figure 4.3 depicts the structure of the numerical algo-
rithm which the LET2000 code follows. 
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PROGRAM SETUP 
Declaration of Variables 
Definition of Variable Grids 
Opening of Output Files 
Calculation of Parameters 




[P:red lCtOr Cauletn 
(number of k steps)- 1 
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(number of k steps)-1 
t i- i 
[Turbulence parameters outJ 
(number oft steps)-i 
Closing of Output Files 
PROGRAM TERMINATION 
Figure 4.3: Schematic of LET2000 Code Structure 
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4.6 LET2000 Output Parameters 
4.6.1 Total Energy and the Root Mean Square Velocity 
The LET2000 code determines values for the Fourier transformed correlation 
functions Q(k a;t& ,t c ) and propagator functions H(k a ;t&,tc ) at all points on the 
(ka , tb, t) lattice. We wish to use these results to calculate a set of output param-
eters which characterize the state of the turbulent fluid at a given time meshpoint. 
Recall the relationship (1.101), 
E(k,t) = 47k 2 Q(k;t,t). 
This relation is used in the LET2000 code in conjunction with the on-diagonal 
correlation values Q(k; t, t) to determine the Fourier transformed energy spectra 
of the fluid E(k, t). These energy spectra are the basis for the majority of the 
LET2000 output parameters. 
Equation (1.101) establishes the energy associated with any wavenumber mode. 
The total energy of the fluid per unit mass is determined by summing over all these 
component energies (see equation (1.100)). Given the wavenumber discretization 
procedure outlined in section 4.2.2, the total energy of the fluid per unit mass is 
given by 
E(t) = k 
0 
E(k,t)dk. 	 (4.39) fbo t 
Using this value for the total energy per unit mass, we can calculate the magnitude 
of the root mean square velocity in any direction. Suppose the fluid has a root 
mean square velocity component u(t) along one axis. The kinetic energy per unit 
mass associated with this velocity would be 
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E(i) = u(i)2. 	 (4.40) 
Since the model turbulent system is isotropic, the magnitudes of the root mean 
square velocity components in the three independent axis directions are identical 
and so the total kinetic energy per unit mass is 
E(t) = u(t)2. 	 (4.41) 
Note that all the energy within the turbulent fluid is kinetic in nature. The 
incompressibility of the fluid implies that it cannot possess any elastic potential 
energy. The underlying assumption of electrical neutrality negates the possibility 
of any electrostatic energy and other flavours of energy are similarly forbidden 
by our original assumptions about the elementary nature of the fluid system. 
4.6.2 Dissipation Rate and the Transfer Spectrum 
As briefly noted in section 4.2.2, the dissipation rate of the fluid per unit mass 
is typically denoted by (t). This is the rate at which the total energy per unit 
mass changes. The dissipation rate can be found by differentiating the total 




Notice the minus which precedes the differential. This ensures that the dissipation 
rate is positive when the fluid is losing energy. The value of f(t) can also be 
determined from an integration over the energy spectrum E(k, t). To establish 
this relationship, we need to look a little more closely at what is referred to as 
the 'energy cascade' in turbulence. A full interpretation of this 'energy cascade' 
description is deferred until Chapter 8. 
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Consider the starting point of turbulence theory: the Fourier transformed Navier 
Stokes equation, as established in equation (1.81) 
15 
t 
+ k2 } a (k,t) = Ma (k) E u(j,t)u(1,t). 	(4.43) 
j+1=k 
Suppose we multiply throughout this result by u8(—k, t) and ensemble average. 
We hence obtain 
(u&(—k, t){ a + vk2 }u a(k, t)) = Ma (k)( E u(j, t)u(1, t)u&(—k, t)). (4.44) 
at 	 i+1=k 
Now consider the Fourier transformed Navier Stokes equation as applied to the 
velocity component u&(—k,t). From substitution (a -* S and k - —k) in equa-
tion (1.81), this must take the form 
	
+ vk 2 }u&(—k,t) = Ms( — k) 	u(j,t)u(1,t). 	(4.45) 
i+1=-k 
If we multiply throughout this result by u(k, t) and ensemble average, we obtain 
(u, (k, t){ 	+ vk 2 }u 8 (—k, t)) = M(—k)( 	u(j, t)u(1, t) a (k, t)). 
i+1=-k 
(4.46) 
Now, sum equations (4.44) and (4.46) 
+ 2vk 2 }(u(k,t)u 5 (—k,t)) = M(k)( 	u(j,t)u(k —j,t)u&(—k,t)) 
at 
+ M(—k)( > u(j,t)u(—k —j,t)u a(k,t)). 
J 
(4.47) 
At this stage we take the infinite system limit of this equation. In addition, if we 
use the definitions of the inertial transfer operator M(k) (see equation (1.80)) 
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and the projection operator Dp(k) (see equation (1.76)) then we can determine 
that D(—k) = D(k) and hence M,(—k) = Ma (k). This then implies 
that 
+ 2vk 2 }Q as(k; t, t) = M(k) f d3jQs(j, k — j, —k; t, t, t) 
- 	Ms (k)fd3jQ(j,_k—j,k;t,t,t). 
(4.48) 
Now, multiply throughout by 27rk 2 and set S = a to induce a summation. Given 
that Qaa (k; t, i) = D(k)Q(k; t, t) and that the trace of the projection operator 
D(k) = 2 
{
+ 21/k} 47rk 2 Q(k;t,i) = 
at 
2k2Mp(k) f d 3j {Q(j, k - j, —k; t )  t, t) - Q(j, —k - j, k; t, 1, t)} .(4.49) 
Using equation (1.101) for the Fourier transformed energy spectrum and substi-
tuting for the expression on the right-hand side, we can write 
+ 2vk2 }E(k,t) = T(k,t), 	 (4.50) 
where T(k, t) is referred to as the 'energy transfer spectrum' and is given by 
T(k, t) = 	 M,, Oy 	
f d
3j{Q(j, k - j; t, t, i) - Q(j, —k - j; 
(4.51) 
Notice that a common shorthand notation has been employed; within each triple 
correlation function one of the three wavevector arguments has been dropped. As 
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Figure 4.4: Typical Unscaled Transfer Spectrum Plot 
we have seen previously (see section 1.12) in order that any correlation does not 
vanish the wavevectors must sum to zero and hence the remaining unspecified 
argument is easily determined. The energy transfer spectrum T(k, i) is a fun-
damental spectral quantity. It describes how turbulence redistributes energy in 
waveriiimher space. linsca.led plots of the transfer spectrum against wavenumber 
usually look like Figure 4.4. 
The shape of the transfer spectrum reflects the fact that energy is absorbed 
at lower k (at larger scales) and is re-emitted at higher k (at smaller scales). 
Energy thus travels down through the length scales in the fluid until it undergoes 
viscous dissipation. This is the idea of the energy cascade. As noted in [21], the 
transfer spectrum is related to the on-diagonal inertial transfer term P(k;t,i) 
(see definition (2.33)) by 
T(k,L) = 87rk 2 P(k;t,t). 	 (fl.52) 
This relationship is the basis for the calculation of the transfer spectrum in the 
LET2000 code. In the spectrum, all the energy which is absorbed must be re-
emitted elsewhere. Hence, the integral of the spectrum over the entire wavenum-
her domain vanishes (see [5] and [71] for two different accounts) 
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f T(k, t)dk = 0. 	 (4.53) 
Given this important property (4.53) of the transfer spectrum, if we integrate the 





	2vk 2 E(k, t)dk = 0. (4.54) 
This implies that the dissipation rate e(t), which is equal to —dE(t)/dt, is given 








k 2 E(k,t)dk. 	 (4.56) 
4.6.3 The Dissipation Spectrum 
If we also define a 'dissipation spectrum', usually labelled D(k, t), then the dissi-
pation rate (t) can be evaluated as a sum over this spectrum 
	
E(t) = f D(k, t)dk, 	 (4.57) 
or, in the discretized case 
fkbktop 
D(k,t)dk, 	 (4.58) 
0t 
and from result (4.56) the dissipation spectrum D(k, t) must take the form 
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Figure 4.5: Typical Unscaled Dissipation Spectrum Plot 
I)(k,t) = 2zik 2 E(k.,t). 	 (4.59) 
D(k, 1) represents the rate at which energy is dissipated (per unit mass) at 
wavenumber mode k. Since D(k, t) will be positive even at very small k, this 
implies that dissipation occurs at all wavelengths. Even at the largest scales 
(corresponding to the lowest wavenumbers), the fluid will undergo viscous dissi-
pation. However, given a uniform distribution of energy, the k 2 weighting factor 
means that the effect of viscosity is much more significant at small scales (high 
k). Figure 4.5 shows an unscaled plot of a typical dissipation spectrum. 
The LET2000 code directly outputs the energy spectrum E(k, 1) and the trans-
fer spectrum T(k, t) at every wavenumber gridpoint for each point in the time 
mesh. however, the dissipation spectrum D(k, I) is not recorded since it is easily 
calculated by plotting a weighted version of the energy spectrum. 
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4.6.4 The Transport Power Spectrum 
In addition to the energy, transfer and dissipation spectra, there is one further 
spectral quantity of interest. This is the transport power spectrum, which is 
usually denoted by H(k, t). This parameter was introduced by Kraichnan [31] 
and takes the form 
	
H(k,t) = fT(j,t)dj, 	 (4.60) 
or in the discretized case 
Jk k0H(k,t) = 	T(j,t)di. 	 (4.61) 
This quantity reflects the rate at which energy is transferred from wavenumber 
modes j < k to modes j > k. Given the vanishing of the transfer spectrum 
integral (see equation (4.53)), the transport power ll(k, t) can be rewritten 
k 
II(k,i) = - I T(j,t)dj, 	 (4.62) Jo 
where the integral limits have been changed. In the discretized case this becomes 
k 
H(k, t) = - 
	
T(j, t)dj. 	 (4.63) 
Figure 4.6 depicts a typical unscaled graph of transport power against wavenum-
ber. LET2000 outputs values for the transport power at every wavenumber grid-
point at each point in the time mesh. 
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Figure 4.6: Typical Unscaled Transport Power Spectrum Plot 
4.6.5 Lengthscales, Reynolds Numbers and Skewness 
In Chapter 1 • we discussed the concepts of the Taylor microscale length and in-
tegral scale length (see sections 1.9.4 and 1.9.5). Originally, these length scales 
were introduced in the context of model fits to the form of the longitudinal cor-
relation coefficient f(r). However, these quantities can also be determined from 
the Fourier transformed energy spectra E(k, 1). It can be shown (see [8]) that the 
integral scale length L(t) is given by 
L(t) =
f 	' dk, 	 (4.64) 
and the Taylor microscale length .\(t) is given by 
A(t) = I 	5E(t) 	 (4.65) 
I fk k 2 E(k, t)dk J bot 
We also discussed in Chapter 1 the idea that each of these length scales had an 
associated Reynolds number. Hence using the values of the integral length scale 
and the Taylor microscale length from results (4.64) and (4.65) and obtaining the 
root mean square velocity from the total energy value (equation (4.41)), we can 
also calculate the associated Reynolds numbers (see equations (1.59) and (1.60)) 
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RL(t)u(t)L(t) 	 u(t)A(t) 
= 	, R(t)= 
V 	 1/ 
The most sensitive measure which we make of the fluid turbulence (see [52]) is 
the longitudinal velocity derivative skewness parameter, denoted 8(1). In real 
space, this is defined by 
8(t)- - ((ôu
i (x, t)/ax 1 ) 3 
- ((aui (x, t)/axi) 2 ) 3/ 2 
(4.66) 
Since LET does not deal in x-space velocity fields, such a calculation is not 
accessible. However, there is an equivalent k-space formulation (see [8]) which is 
given by a weighted integral over the transfer spectrum 
S(t) - 2 
I(1fl3 kt0 
- 35 u(t) f 	k T(k,t)dk. bot 	2  (4.67) 
Being an integral over this spectrum, the velocity derivative skewness is an indi-
cator of the energy transfer rate. As mentioned in Chapter 3, the plateau value of 
the skewness is usually taken as an estimate of how efficiently a closure transports 
energy through wavenumber space. 
4.7 Interpolation and Iteration in LET2000 
The remainder of this chapter will review the benchmarking procedure for the 
LET2000 code. Firstly, we will summarize the test runs which were performed 
in order to establish some standard run parameters for LET2000. In these, we 
determine operational details such as how many iterations of the numerical al-
gorithm will generally be sufficient in moderate Taylor-Reynolds number runs or 
suitable values for the increments in the various parameter grids. Our aim in 
these matters is to run LET2000 in such a manner that its output is converged 
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Spectrum Cl C2 c3 
I 0.00524169 4 0.0883882 2 
II 0.0662912 1 0.0220971 2 
III 0.0662912 1 0.210224 1 
IV 0.4 1 0.5 1 
Table 4.2: Constants for Standard Spectra I-IV 
(see section 4.8.1). Once these basic issues are resolved, we will make an a priori 
comparison of the output of LET2000 with analogous data produced from new 
runs of the original LET1984 code. A favourable comparison between LET2000 
and LET1984 results will provide grounds to believe that the latest code yields 
an accurate portrayal of LET predictions. In Chapter 6, LET2000 will be tested 
against Direct Numerical Simulation, and we will then establish how realistic the 
LET predictions are. 
4.7.1 Standard Initial Energy Spectra 
The most important physical input parameters for LET2000 are the kinematic 
viscosity v and the initial energy spectrum E(k, 0). There are a set of standard 
initial energy spectra (often called standard test problems) given in [21]. These 
are referred to as Spectra I, II, III and IV. All four energy spectra can be expressed 
using the mathematical template 
E(k,0) = cikc2exp(_c3kc4), 	 (4.68) 
where the constants c 1 ,c2 ,c3 and c4 are given by Table 4.2. 
In the free decay runs of Chapter 6, it will be found that there are compelling 
reasons to introduce an original energy spectrum rather than use these standard 
problems. However, in the present exploration of the LET2000 code and for the 
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Figure 4.7: Standard Initial Energy Spectra l-IV 
comparison with LET1984, we will employ these test spectra. The shapes of the 
standard energy spectra are shown unscaled in Figure 4.7. 
4.7.2 Interpolation Procedures 
In the 1992 LET equations, the inertial transfer term P(k; t, 1') (see equation 
2.33)) is defined by 
ti 
P(k; t, t') 	f d3jLk{f dsH(k; i', s)Q(j; 1, s)Q(Ik - ii; t, s) 
- J dsH( .]*; 1, s)Q(k;s, ")Q( 1k - j ; t, s)}. 
There is a technical difficulty associated with the evaluation of this term. Notice 
the correlation function Q(Ik —jI;t,$) which appears twice within the time inte-
grals. If the correlations could be stored cornputationally as continuous functions 
(so that we retained complete knowledge of the correlation values for all possible 
wavenumber arguments) then determining Q(Ik - ii; t, s) would be straightfor-
ward. However, as discussed in section 4.2.2, we only sample the solutions for 
the correlation function at a discrete set of wavenumber meshpoints. In general, 
the quantity 1k - ii will not coincide with any of the wavenumber gridpoints. 
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Indeed, it may not even lie within the bounds of the grid itself. Hence, we need 
to develop a way to extrapolate the value of Q(lk - j; t, s) from the correlation 
results which are available. 
The most elementary method of gauging the value of the correlation function 
Q(lk - j;t, s) is to use the value of the correlation Q(k; t, s) at the wavenum-
her meshpoint which lies closest to 1k - j. If the magnitude of 1k - j I is less 
than the lower wavenumber cut-off kb 0t, then the smallest wavenumber mesh-
point (k b0 + Lk/2) is used. Similarly, if 1k—il lies above the upper wavenumber 
cut-off k t,p , then the largest wavenumber meshpoint (k 0 - Lk/2) is utilized. We 
refer to this simple substitution method as 'adjacent replacement'. The unknown 
correlation function is replaced by the correlation value at an adjacent wavenum-
her meshpoint. 
A more accurate method for evaluating the correlation Q(lk - il; t, s) term is to 
linearly interpolate between correlation values at two neighbouring wavenumber 
meshpoints. Given that 1k - j I is within the wavenumber mesh (if not, then we 
employ the conventions of adjacent replacement) we determine the two nearest 
meshpoints in the wavegrid. These will book-end the point 1k - ii. We then 
linearly interpolate between the two associated correlation values to suggest an 
estimate for Q(lk - ii; t, s). 
For example, if the wavenumber meshpoints nearest to 1k—il are k and km, such 
that k < 11c - ii < km , then linear interpolation approximates Q(lk - il; t, s) to 
be 
Q(lk—jI;t,$) 	
lk — iI — k 
Q(k;t,$) + 	 {Q(km;t,$) - Q(k;t,$)}. 	(4.69) 
km - k 
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In principle, this procedure should judge more accurately the value of the un-
known correlation. However, given its added complexity and the frequency with 
which calculations of Q(lk - ii; t, s) occur, it will also likely incur the penalty 
of a significant increase in the computational workload. To establish whether 
the adjacent replacement or linear interpolation techniques should be applied in 
LET2000, we need to balance 
• the quantitative difference in the numerical results using adjacent replace-
ment and linear interpolation methods, and 
• the degree to which LET2000 runtimes increase if the linear interpolation 
procedure is used instead of the adjacent replacement process. 
Only by carefully weighing these factors can we determine the most suitable ap-
proach to employ. 
The numerical effects and computational costs of using linear interpolation and 
adjacent replacement schemes were determined by running LET2000 calculations 
for the four standard test spectra (as described in section 4.7.1). Separate ad-
jacent replacement computations and linear interpolation calculations were com-
pleted. The skewness measures yielded by these test runs, being the most sensi-
tive-indicators available, were then compared to determine the effect on the LET 
predictions. 
For all four spectra, using linear interpolation as opposed to adjacent replacement 
made very little difference to the skewness plateau level (see Figures 4.8-4.11). 
The variation, on average, in the final plateau value was 0.43%. Whilst the effect 
did vary with the initial spectrum (sharper spectrums I and IV displayed a slightly 
more substantial change), no skewness plateau value was changed by more than 
0.92%. The peak values of the skewness achieved using linear interpolation were 
also almost identical with those obtained in adjacent replacement calculations. 
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However, the use of linear interpolation instead of adjacent replacement gave rise 
to a very substantial increase in the LET2000 code execution time. For Spectrum 
I, the changeover caused the calculation to take nearly 5 times as long. 
It was suspected that the linear interpolation process may be proving redundant 
because the wavestep increment was small, being set at zk = 1 in the test cal-
culations. If a larger wavestep were employed, then linear interpolation might 
generate results which were significantly different to those obtained from adja-
cent replacement. To explore this possibility, additional runs were completed 
for Spectrum II and IV (these being a moderately rounded and sharp spectrum 
respectively) in which the wavestep zk was doubled (becoming zk = 2) and 
quadrupled (becoming Ak = 4). Separate calculations were again completed for 
each of the two spectra using adjacent replacement and linear interpolation pro-
cedures. The skewness results from these calculations are depicted in Figures 
4.12-4.15. 
The results of these computations indicated that linear interpolation was no bet-
ter at compensating for the use of an increased wavestep, and in some cases, 
exacerbated the problem. It is worthy of note that a side effect of using a larger 
wavestep was an increase in both the overshoot peak value and the plateau values 
of the velocity derivative skewness away from the converged figures. 
Hence, in summary, it was found that using linear interpolation as opposed to 
adjacent replacement substantially (and almost impractically) increased the ex-
ecution time of LET2000 calculations without yielding any significant difference 
in the most sensitive output. It was thus decided that adjacent replacement 
techniques would be used as the standard operating procedure in all LET2000 
calculations. 
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4.7.3 Multiple Corrector Iterations 
As discussed in section 4.5, the LET equations are solved using a 'predictor-
corrector' numerical algorithm. The corrector stage of this process can be re-
peated, at a certain computational expense, in order to increase the accuracy of 
the solutions obtained. 
In the 1984 LET paper [21], McComb & Shanmugasundaram stated that there 
was "no significant difference between LET values of E(k, t), vk 2 E(k, t) and 
T(k, t) calculated using single iteration and unlimited iterations. Even the in-
tegral parameters remain quite unchanged by further iterations of LET". The 
one exception to this finding was that the LET evolved skewness plateau value 
for Spectrum I (the most peaked test problem) could be increased by several 
percent by use of further corrector iterations. 
In the LET2000 code, similar independence of further corrector iterations is 
found. For free decay runs, using additional iterations leaves the energy, dis-
sipation and transfer spectra essentially unaffected. In addition, all integral pa-
rameters, including the velocity derivative skewness, remain basically unchanged. 
LET2000 test runs for Spectrum I to IV were completed using a single iteration 
of the corrector procedure. These have been compared with additional runs in 
which three iterations of the corrector algorithm were performed. The skewness 
resulting from the triple iteration runs was almost identical to that obtained in 
single iteration computations. The skewness data yielded is given in Figures 
4.16-4.19. The average change in the final plateau skewness value was 0.02% and 
in any single spectra there was no greater variation than 0.08%. Once again, 
the more peaked and sharper spectra demonstrated the more substantial modi-
fications. The computational cost of increasing the number of iterations of the 
corrector scheme is relatively high. For a 75 timestep run, using three corrector 
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iterations instead of one doubled the run time required. 
In fact, this independence of the skewness of the number of corrector iterations 
does not always apply. In forced runs at high Taylor-Reynolds number (described 
in Chapter 7) the skewness plateau value does increase slightly with further it-
eration. However, even in this case, the majority of the escalation is captured 
by using only 3 corrector iterations. In general, for free decay runs at low and 
moderate Taylor-Reynolds numbers, we will use only one corrector iteration as 
standard. 
4.8 Mesh Sizings 
4.8.1 Converged Results 
In determining the density of meshpoints required for the wavenumber, time and 
cosine variable grids, we aim to find the optimum arrangement in which the 
smallest number of points are used, but the results obtained are not significantly 
changed by the addition of further gridpoints. Thus, the output is converged 
to the form it would take if we used a very large number of gridpoints, but the 
computational expense is minimized. 
4.8.2 Time Increment 
McComb & Shanmugasundaram [21] reported that the timestep At used in the 
LET1984 calculations should be of the order of the smaller of 
• the characteristic time for convection 1/u(t)k t0 , and 
• the viscous decay time llilktop  
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This general bound will be used as standard for establishing suitable time incre-
ments in LET2000 numerical work. 
In section 4.9, in which LET2000 predictions are compared with LET1984 output, 
the timestep used is At = 0.02. For Spectrum I, as an example, the convection 
time for the comparison runs is t = 0.028 and the viscous decay time t,, = 0.082. 
Hence, At = 0.02 fits the given requirement. To verify that this was a sufficiently 
small time increment, runs for all test spectra were also completed in which the 
timestep was halved (At = 0.01). The results of these calculations are almost 
identical. The average difference in the magnitude of the plateau skewness val-
ues was 0.11%. For Spectrum II and Spectrum IV, runs were also completed in 
which the timestep was doubled to At = 0.04 and this too had little effect on the 
resulting skewness values. This indicates that larger timesteps can be employed 
without sacrificing the accuracy of the computational predictions. 
As mentioned in section 4.2.1, previous LET1984 numerical runs used a vary-
ing time increment At(t). At each time meshpoint, the time step was updated 
to match the smaller of the convection and decay characteristic times (or some 
multiple of this value). In LET2000, the constant timestep is taken to be approx-
imately the smaller of these two periods at t = 0. Since both ii and k t, remain 
constant throughout the computation, the viscous decay time [zik] 1 is steady 
throughout any calculation. However, in free decay runs, the root mean square 
velocity u(t) will decrease with time and thus the characteristic convection period 
[u(t)kt0 ] 1 will rise throughout the computation. Hence, the varying timestep of 
LET1984 will usually increase while the LET2000 time increment is fixed at the 
smaller, initial value. Thus LET2000 generally uses a denser mesh of gridpoints 
than its predecessor. 
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4.8.3 Wavenumber Increment 
In general, the wavenumber increment which will be used in LET2000 calcula-
tions will be zk = 1.0. There are two exceptions to this rule, both of which 
occur in forced LET calculations. One of the forced LET runs utilizes a smaller 
linear step (for technical reasons associated with the forcing algorithm) and the 
other forced run employs logarithmic stepping in k-space (in order to reach a 
particularly high Reynolds number). 
In the Spectrum I-IV test runs, the wavenumber step was always taken to be unity 
(regardless of the upper limit on k-space). Runs were also completed in which 
this was halved to give Lk = 0.5. This lowered the final skewness plateau value 
by an average of 1.27%. As mentioned earlier, runs were also completed in which 
the wavenumber increment was increased (and the effects of linear interpolation 
were investigated). Doubling the step led to an increased skewness. For smooth 
spectra such as Spectrum II, quadrupling the step gave a recognizable skewness 
graph which had an increased overshoot and plateau value. For sharp spectra 
like Spectrum IV, quadrupling the wavenumber increment caused the skewness 
to behave erratically. 
As discussed in section 4.2.2, there is some contention as to how far beyond the 
dissipation wavenumber kd(t) the wavegrid must extend. To see if the LET2000 
test run results were modified by taking into account a greater portion of waves-
pace, additional computations were completed for each spectrum in which the 
wavespace modelled by the code was increased to 140% of the original range. 
This produced minimal deviation in the skewness. The final plateau values were, 
on average, changed by only 0.03%. 
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In LET1984 computations, as also mentioned in section 4.2.2, logarithmic step-
ping was used in the wavenumber domain. Hence, direct comparison of old and 
new mesh sizings is not possible. The linearly stepped grids used in this work 
will, however, provide a much denser mesh than the somewhat sparse, logarithmic 
grids employed previously. For comparison, in the 1984 research 16 wavenumber 
meshpoints were required for a calculation with initial Taylor-Reynolds number 
R,\ (0) 35. In contrast, in the free decay runs in Chapter 6, a computation with 
initial Taylor-Reynolds number RA(0)  26 utilizes 30 wavenumber gridpoints. 
4.8.4 Cosine Increment 
In all runs of LET2000, a standard increment of Lji = 0.02 has been found to be 
stable. In contrast to the wavenumber step discussed in section 4.8.3, decreasing 
the size of the cosine step L\t causes the skewness plateau values to be slightly 
increased. On halving the size of the cosine step, the skewness plateau values 
increased by an average of 1.63%. Given that reducing the size of the wavenumber 
and cosine steps causes variations in the skewness in opposing directions, we might 
wonder whether such changes would in part cancel each other out. 
In 1984, the cosine grid used linear increments of Lji = 0.0952 to Aft = 0.1250. 
In 1992, a standard increment of Ap = 0.08 was used. Both of these represent a 
much coarser cosine mesh than the Ay = 0.02 step employed in this work. 
4.9 Comparison of LET2000 and LET1984 
To benchmark the new LET2000 code, its predictions for a range of scalar and 
spectral measures in a freely decaying turbulent fluid are contrasted with data 
from analogous modern runs of the LET 1984 code. The test problems used in this 
comparison will be the standard spectra I-TV, in conjunction with a kinematic 
viscosity value ii = 0.01. For a full list of the parameters (both in this run and 
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all other main computations in this work) see Appendix A. 
4.9.1 Velocity Derivative Skewness Comparison 
In comparing LET1984 and LET2000 output, the parameter which varies to the 
greatest extent is the velocity derivative skewness 8(t) (see Figures 4.20-4.23). 
Since skewness is recognized as the most sensitive measure in most turbulence 
calculations (see [52]) this is largely to be expected. The LET2000 skewness 
values show less of an overshoot about their evolved level than the LET1984 
data but still reach their plateau at approximately the same time. LET2000 
consistently yields a smaller skewness plateau value than LET1984. For the four 
spectra investigated, the LET2000 skewness plateau values were, averaged across 
the spectra, 9.7% smaller than the LET1984 skewness results. 
4.9.2 Dissipation Rate Comparison 
The dissipation rate results are illustrated in Figures 4.24-4.27. In those test 
problems in which the dissipation rate c(t) displays a local maximum, (Spectrum 
I, II and IV) the LET1984 code tends to produce a higher peak value than 
LET2000. The LET1984 dissipation rate then decays at a marginally faster rate. 
The peak values of LET1984 exceed those of LET2000 for these three spectra 
by an average of 4.7%. In spectrum III, in which no such maximum occurs, the 
agreement of LET2000 and LET1984 is excellent. The two plots match almost 
precisely across the whole of the time range considered. 
4.9.3 Integral Scale Length Comparison 
For the integral scale length L(t), the LET1984 code provides slightly larger 
values than those yielded by LET2000 (see Figures 4.28-4.31). The difference 
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increases with time in the decay. At the end of calculation time tj 1 i = 1.5, the 
LET1984 results are, on average, 2.6% higher than the LET2000 predictions. 
4.9.4 Taylor Microscale Length Comparison 
The Taylor microscale length results are given in Figures 4.32-4.35. The Tay-
lor microscale length )(t) is larger in the LET1984 data than in the LET2000 
findings at later times. The LET1984 output dips beneath the LET2000 results 
in the earlier stages of evolution. The variation is smaller in this case than in 
the integral scale length. For end of run microscale length values, the LET1984 
results are, on average, 1.4% larger than those of LET2000. 
4.9.5 Total Energy Comparison 
The total energy values E(t) agree with the greatest degree of accuracy of all 
the measures compared (see Figures 4.36-4.39). The total energy values for the 
LET1984 runs are very slightly smaller than those for the LET2000 runs. The 
end of run difference is, on average, only 1.0%. 
4.9.6 Assorted Spectral Comparisons 
To weigh the spectral predictions of the LET2000 code against those from the 
LET1984 code, we will examine the 
• Energy Spectra E(k,t), 
• Transfer Spectra T(k,t), 
• Dissipation Spectra D(k,t), and 
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Transport Power Spectra H(k,t), 
for one of the standard test problems. We choose to compare these parameters 
for Spectrum I, which is the most sharply peaked initial energy condition (and 
thus the most demanding problem). 
Scaled plots of the assorted spectra against wavenumber are given for scaled times 
tu(0)/L(0) = 0.00, 0.57, 1.14, 1.71 and 2.28 for both LET1984 and LET2000 data. 
Consider first the plots of the energy spectra (see Figure 4.40). The LET1984 
and LET2000 results for scaled time tu(0)/L(0) = 0.00 agree exactly, of course, 
since this is simply the common initial energy spectrum condition E(k, 0). For 
this reason, these plots coincide in Figure 4.40 and the LET2000 symbols on 
the tu(0)/L(0) = 0.00 graph are obscured by those of the LET1984 tu(0)/L(0) 
results. This also occurs in the other spectral quantities plotted in this section. 
Subsequent energy spectra from the two codes match well, overlapping quite 
accurately. There is, however, a very minor systematic deviation. LET2000 
energy spectra are tending to retain just slightly more energy in the intermediate 
wavenumber modes (the approximate region 2 <k < 7) and slightly less energy 
at the extreme highest and lowest wavenumber modes. 
Apart from a kink in the LET 1984 results which is not seen in the LET2000 output 
(at time tu(0)/L(0) = 0.57), the transfer spectra plots (see Figure 4.41) also 
match well. Detailed examination of the spectra indicates that LET2000 absorbs 
slightly more energy at lower k, and re-emits a larger portion of this energy at 
intermediate wavenumbers and a smaller amount at the highest wavenumbers 
than LET1984. This is likely the root cause of the difference in the skewness 
plateau values. LET2000, to a very small degree, is transferring less energy to 
the highest wavenumber values. 
The dissipation spectra (given in Figure 4.42), being a weighted plot of the energy 
spectra, shows slightly more clearly the differences in the LET1984 and LET2000 
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Figure 4.42: LET2000 and LET1984 Dissipation Spectra 
results. The k 2 factor in transforming from energy to dissipation spectra (see 
equation (1.59)) causes the slight disparity in the intermediate energy values to 
become a greater variation in the intermediate dissipation rate values. 
The transport power plots (see Figure 4.43) once again reflect the slight tendency 
of LET2000 to transfer more energy from small wavenumbers to intermediate 
wavenumbers, and less energy from intermediate wavenumbers to high wavenum-
bers. The overall agreement, however, is still good. 
4.9.7 LET2000 and LET1984 Agreement 
In general, LET2000 and LET1984 output parameters compare very well indeed. 
Each of the range of measures considered shows qualitatively the same features in 
the LET1984 and LET2000 data; possessing equivalent peaks, troughs, plateaus 
and decays. Whilst quantitative differences between the results are found, these 
are quite small in magnitude. There does appear to be a fractional difference in 
the detailed energy transfer in the two computer implementations, but in general 
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Figure 4.43: LET2000 and LET1984 Transport Power Spectra 
the effect of this on the output parameters is very minor and the LET2000 data 
matches quite accurately the predictions provided by the LET1984 code. We can 
hence proceed with confidence, using the LET2000 code in the knowledge that 
its predictions are inline with those which have gone before. 
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Comparison with Numerical 
Experiment 
Theory is a good thing but a good experiment lasts forever. 
Peter Kapitsa 
5.1 LET and Laboratory Experiments 
The fundamental process of scientific enquiry comprises three essential steps. 
Firstly, we observe the phenomena of interest. Secondly, we speculate about pos-
sible rules underlying its behaviour, seeking patterns in what we see. Thirdly, 
and finally, we test our hypotheses against experimental results. No scientific the-
ory, no matter how mathematically appealing or physically intuitive, is exempt 
from validation against experiment. It is a testimony to the genius of Einstein 
that he not only proposed one of the most technically demanding and abstract 
theories of the twentieth century, in the form of General Relativity [72], but that 
he also proposed several schemes which could be used to authenticate his work 
experimentally. 
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The ultimate test for Local Energy Transfer theory is hence to compare its predic-
tions for turbulent fluid flow against experimental findings. In Chapter 7, we will 
make comparisons with practical experimental data. However, establishing the 
accuracy of LET theory using laboratory experiments is fraught with difficulty. 
Firstly, the simplifying assumptions specifying our model turbulent flow make 
contrast with laboratory experiment problematic. In order to render the mathe-
matics of turbulence manageable, we proposed in section 1.4 that our fluid and 
flow field should obey a number of simplifying assumptions. As discussed at the 
time, whilst such criteria are necessary in order to enable analysis, there are few 
laboratory fluid systems in which all of these requirements are rigorously obeyed 
on all scales. 
• second obstacle to the comparison arises from numerically solving LET theory. 
• certain amount of information is currently accessible to 'pen and paper' analy-
sis of the LET equations; for instance, it has been shown in this manner that LET 
predicts an energy spectrum of E(k) oc k within the inertial subrange in the 
limit of infinite Reynolds number. However, since we lack analytical solutions to 
the LET equations, the predictive power and full utility of LET theory can only 
be realized by employing numerical methods. The use of such methods, though, 
also introduces a problem. 
As we saw in section 4.8.2, the timestep At used in the LET computation is re-
stricted to be of the order of the smaller of the characteristic viscous decay time 
and the convection period in the turbulent fluid. To satisfy this condition, the 
timestep employed must be reasonably small. In addition, the numerical imple-
mentation of LET theory requires that the correlation and propagator function 
values at all timesteps are stored. The LET prediction for the fluid state at 
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timestep tfli  requires data pertaining to the fluid state at all previous timesteps 
tn tfl_1, tfl_2, tfl_3 . ... t3, t2 , 4, tQ = 0. 
In other words, in order for LET to predict the future, it must retain complete 
knowledge of the past. Computationally, this is a heavy burden to shoulder and 
it severely bounds the number of time meshpoints over which we can solve for 
the fluid behaviour. In Chapter 7 we shall discuss a new approximation, the 
Time History Integral Truncation, which allows the system to forget historical 
data prior to a certain relevant period. However, for full LET calculations, these 
memory demands cannot be shirked. Given that the timestep in the computation 
must be reasonably small and that the number of time gridpoints is significantly 
limited by memory constraints, numerical LET predictions generally apply to 
reasonably short periods of time. If we specify all input quantities in appropriate 
SI units, then the free decay runs which we will examine in Chapter 6 last for 
at most 3 seconds. The forced runs under scrutiny in Chapter 7 last up to 10 
seconds, utilizing the Time History Integral Truncation approximation to achieve 
the longer timespan. This brevity of numerical results is a common problem in all 
renormalized perturbation theory closures. In contrast, laboratory experiments 
tend to take measurements of fluid flow with a much smaller frequency over much 
longer time periods. Thus, the span of data available from numerical LET work 
and laboratory experiments tend to overlap very little. 
The third and final hindrance in comparing our numerical LET data with labo-
ratory experiments arises from a fundamental approximation within LET theory 
itself. As noted by Herring & Kraichnan [52] theories such as DIA (including 
LET) are based on the assumption that at time t = 0 the triple velocity correla-
tion in the fluid vanishes. In general, however, this will not be the case for real 
fluids and the laboratory initial condition will be much more complicated. Given 
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that these mathematical theories of turbulence require this assumption, and that 
one cannot easily impose this simplistic condition on a real fluid, it is impossible 
to remove this discrepancy in the starting states of the theoretical and experi-
mental systems. The standard energy spectra, test problems I-TV (see section 
4.7.1), were formulated to obey this requirement (see [73]). 
Thus, it is evident that there are significant complications associated with making 
detailed and direct comparisons of LET data with laboratory experiments. We 
shall make such contrasts, but for the most part we will utilize a rather different 
type of experiment for comparison. The solution to all of the difficulties discussed 
is to compare LET findings with the results of a 'numerical experiment', Direct 
Numerical Simulation (DNS). 
5.2 Direct Numerical Simulation 
5.2.1 The Origins of DNS 
The direct numerical simulation of a turbulent fluid was first performed by Orszag 
& Patterson [74] in 1972 at the National Centre for Atmospheric Research in 
Boulder, Colorado. The computational techniques utilized in that investigation, 
many of which are still employed in current simulation codes, were first outlined 
by Orszag three years earlier [75]. The pioneering DNS research consisted of three 
simulations of freely decaying, isotropic, homogeneous turbulence in an incom-
pressible fluid. This fluid was contained in a finite box with periodic boundary 
conditions. The computations achieved what the authors described as 'wind-
tunnel Reynolds numbers', these being Taylor-Reynolds numbers of RA 35. 
Output from the novel simulations was compared to data from equivalent Direct-
Interaction Approximation calculations. Interestingly, one of the conclusions from 
this first study was that DIA described the evolution of turbulence quite accu- 
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rately, but underestimated the transfer of energy to high wavenumbers and hence 
misjudged the value of the velocity derivative skewness parameter. Much the 
same picture of DIA will emerge in the current research (see Chapters 6 and 7). 
Before this breakthrough by Orszag & Patterson, the turbulence community had 
been somewhat sceptical about the idea of solving the Navier Stokes equation 
numerically. The authors noted that 'there has been much pessimism concern-
ing the prospects for numerical simulation of three-dimensional turbulent flows'. 
However, Orszag & Patterson demonstrated that such simulations were viable, 
and hence provided a numerical tool which would come to revolutionize the field 
of fluid dynamics. 
5.2.2 The Nature of DNS 
Direct numerical simulation of a turbulent fluid is a very different computational 
technique to numerical implementations of closure theories like LET or DIA. Such 
closures are approximations, based upon a set of assumptions and intuitions con-
cerning the underlying mechanisms of turbulence. Whilst we hope that these 
closures capture the essence of turbulence, and hence portray its behaviour accu-
rately, we do not claim that their results are full or exact solutions of the Navier 
Stokes equation. DNS, however, is a mixture of only the fundamental equations 
of fluid flow and computational power. No physical insights, mathematical propo-
sitions or 'turbulence modelling' methods are employed. The defining equations 
of turbulence are numerically solved for all significant length scales, with no sim-
plifications or assumptions. This purity of direct numerical simulation has lead 
to its widespread description as a 'numerical experiment'. Given that no analyt-
ical solutions exist for even the most basic turbulent fluid flows, DNS represents 
the only method of determining turbulent solutions of the Navier Stokes equation. 
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5.2.3 The Scope of DNS 
The Reynolds number of the flows which Orszag & Patterson simulated, R,, 35, 
was not large. The intervening three decades have seen immense technological 
strides in computer hardware. In 1965, Moore [76] proposed that the number of 
transistors on a semiconductor microchip would double every 18 to 24 months. 
Known as Moore's Law, this prediction has held true for the past 35 years. Hence, 
the current generation of computers enjoy clock speeds and memory capacities 
which were unthinkable at the time of the first DNS calculation. However, the 
Reynolds numbers of modern day direct numerical simulations are usually within 
one order of magnitude of those achieved in the Orszag & Patterson computation. 
The highest Reynolds number DNS run which is employed in this research has 
an evolved Taylor-Reynolds number of R,\ 190, only approximately five times 
greater than that of the 1972 simulation. The advances in processing power and 
Reynolds number might seem strangely disparate. In fact, the complexity of the 
turbulence problem means that the most significant increases in computer mem-
ory and speed allow only incremental escalation in the Reynolds numbers which 
can be achieved. Turbulence is nothing if not a resistant problem. McComb 
[5] estimated that to increase the Taylor-Reynolds number of a simulation by 
a factor of 2 requires a corresponding increase in memory capacity of roughly 
64. Thus, for those studying turbulence in large Reynolds number fluid systems, 
DNS does have its limitations. Orszag & Patterson [74] note that the primary 
value of these simulations lies not in the Reynolds' numbers which can be reached 
but in the absolute control which can be exercised over the 'experimental' con-
ditions, and the completeness and accuracy of the results which can be measured. 
The initial conditions in DNS can be set precisely to be any state (whether or not 
it is physically realizable). Hence exactly equivalent comparisons can be made 
with other numerical work. As Moin & Mahesh [77] point out, 'The objective (of 
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DNS) is not to reproduce real-life flows (say the flow over an airplane), but to 
perform controlled studies that allow better insight, scaling laws, and turbulence 
models to be developed ... DNS need not obtain real-life Reynolds numbers to 
be useful in the study of real-life applications'. 
Moreover, direct numerical simulation does not suffer from the same evolution 
time restraints as LET or DIA implementations. We discussed in section 5.1 the 
difficulty that LET requires information on the state of the fluid system through-
out its history, and that this is computationally troublesome. In order to predict 
the future using LET, we have to be able to recollect the entire past. This is not 
the case in DNS. In direct numerical simulation, only the details of the flow at 
timestep t,, are required in order to determine the fluid state at timestep t, 1 . 
Thus, there is in principle no limit to the number of timesteps over which fluid 
behaviour can be calculated. It is worthy of note, however, that the timesteps of 
DNS tend to be considerably smaller than those used in LET numerical work. In 
the computations in this research, the DNS timestep generally employed is ten 
times smaller than that utilized in the analogous LET computations. This is due 
to the fact that LET is formulated in terms of averaged quantities. The temporal 
oscillation of such mean parameters is smaller than that in the measures of an 
individual velocity field, which is the subject of the DNS calculations. 
DNS is obviously of immense value to turbulence theorists. However, the major 
impediment to more widespread use of DNS is the forbidding computational 
power which is required for its execution. Whilst closures implementations can 
be numerically evaluated on any personal computer, DNS is normally performed 
on large-scale parallel machines. Such supercomputers are few and far between 
and the availability and cost of processing time on such facilities significantly 
limits the research which is possible. Whilst DNS may, in principle, be capable 
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of stepping out the behaviour of a turbulent fluid over long time periods, the 
computational expense of doing so is usually prohibitive. From a practical point 
of view, if we can demonstrate that DNS and LET generate comparable output 
for a range of problems and parameters, then we have shown LET to be a useful 
alternative to DNS for workers in the turbulence field. 
5.3 The Edinburgh DNS 
5.3.1 Software and Hardware 
The DNS code employed in this research was programmed by Young. A com-
plete account of its structure and operation is given in [71]. The code, which we 
will refer to as the Edinburgh DNS, was executed on the CRAY T31) parallel 
supercomputer at Edinburgh Parallel Computing Centre. The T31) facility com-
prised 512 interlinked DEC Alpha processors, each possessing 64Mb of memory 
and having a clock speed of 150MHz. This provides a total memory of 32Gb 
and a potential maximum clock speed of 75GHz. The Edinburgh DNS code was 
written in FORTRAN77 and uses the Message Passing Interface (MPI) proto-
col to explicitly dictate the parallelization of the computation. Theoretically, 
the memory facilities of the T31) machine would have permitted DNS simula-
tions achieving (estimated) evolved Taylor-Reynolds numbers of R 340 (these 
being referred to as 512 DNS simulations, employing a terminology for the res-
olution of a run which we will discuss in section 5.3.4). However, time restraints 
on the machine were such that the largest Reynolds number run completed had 
an evolved Taylor-Reynolds number of RA 190, being only a 256 calculation. 
We will make comparisons between this DNS run and analogous LET results in 
Chapter 7. 
152 
Chapter 5 - Comparison with Numerical Experiment 
5.3.2 Real Space Turbulence Measures 
As we saw in Chapters 2 and 4, LET theory is formulated in terms of Fourier 
transformed correlation and propagator functions; it does not explicitly deal with 
velocity fields. In contrast, the Edinburgh DNS works with velocity fields in both 
real and wavenumber space. Hence, using the DNS, we can not only generate the 
range of k-space parameters discussed in Chapter 4, but we also have access to the 
physical flow fields. This means that we can make real-space measures of the fluid 
flow. One important parameter of this kind is the real space velocity derivative 
skewness, also sometimes referred to as the 'direct skewness'. We defined this 
earlier by equation (4.66) 
S(t)
- - ____________________ 
- ((aui (x, t)/8xi) 2 ) 3/ 2 
In theory, the value of this real space measure should be identical with the Fourier 
space velocity derivative skewness, defined by equation (4.67) 
 35 u(t 
(A(t)13 k0  S(t) = 	 k 2T(k,i)dk, 
which is calculated in LET and DIA numerical implementations. However, the 
relation between these measures is not an equality, and we shall review the values 
of the direct and Fourier skewness in Chapters 6 and 7. 
5.3.3 Calculations in Real and Fourier Space 
The Edinburgh DNS operates in both real and wavenumber space because some 
calculations are easier in one realm than the other. By switching back and forth 
between the two domains throughout the calculation we can make significant 
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Figure 5.1: Slices of real space velocity fields in the Edinburgh DNS (reproduced with 
kind permission from Young [71]) 
computational savings. In particular, the evaluation of the nonlinear term in 
the Navier Stokes equation makes extensive use of this technique. The Fourier 
transformed Navier Stokes equation, given by equation (1.81), was of the form 
{ a + vk(k, t)M y (k) 	i 	t(j, t)u(1, t).    
j+1=k 
However, it can be shown (see [71]) that this can be rewritten as 
{+vk2}u(k,t) = Da (k)W3(k,t), 	 (5.1) 
where D(k) is the projection operator defined by equation (1.76) and the non-
linear term W(k, t) is the Fourier transform of W(x, ), which is in turn defined 
by the triple vector product 
W(x,t) = u(x,i) x {V >< u(x,t)}. 	 (5.2) 
It is common to define the curl of the fluid velocity field to be a quantity called 
the 'vorticity'. This is usually denoted by w(x, 1), 
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w(x,t) = V x u(x,t). 	 (5.3) 
This definition of vorticity allows us to write the real space nonlinear term as 
MT( x ,t) = u(x,t) x w(x,i), 	 (5.4) 
or in tensor notation 
W(x,t) = 	 (5.5) 
where co s is the 'Levi-Civita' or 'permutation' tensor. This quantity c, 3,s is 
• equal to one if the subscripts describe an even permutation of 123 (e.g. 123, 
231 or 312), 
• equal to minus one if the subscripts describe an odd permutation of 123 
(e.g. 213, 132 or 321), 
and is equal to zero if any of the subscript values are repeated. 
Defining the nonlinear term W(k, t) as the Fourier transform of another quantity, 
rather than in an explicit form, may seem rather a roundabout way of proceeding. 
However, this is indicative of the method by which DNS calculates W(k, 1) . In 
terms of the vorticity, an explicit form for W(k, t) would be 
W(k,t) = 	 —j,t), 	 (5.6) 
J 
as the product in real space given by equation (5.5) transforms to a convolution 
in wavenumber space. However, the direct computation of result (5.6) is too 
intensive to be practical using even the most powerful current computers. The 
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idea of performing various stages in the computation of W19 (k,t) in the space 
in which they are most convenient was first suggested by Orszag [75]. Suppose 
we begin with the Fourier transformed velocity, the subject of the recast Fourier 
transformed Navier Stokes equation (5.1). The Fourier transformed vorticity is 
easily obtained from the Fourier transformed velocity. Since velocity and vorticity 
are related by the differential curl operator in real space (equation (5.3)), this 
implies that their Fourier transforms obey 
w(k,t) = ik x u(k,t), 	 (5.7) 
using the standard result that a differential operator turns into a multiplicative 
factor in changing from x-space to k-space. Having both the Fourier transformed 
velocity u(k, t) and vorticity w(k, t), we can inverse Fourier transform both of 
these quantities to obtain the real space equivalents, u(x,t) and w(x,t). The 
real space form of W(x, t) is then obtained by taking the vector product of the 
real space velocity and vorticity fields (see equation (5.4)). This quantity can in 
turn then be Fourier transformed back to obtain the required nonlinear k-space 
term, W(k, t). Whilst the description of the process might sound somewhat 
convoluted and demanding, this proves to be the most efficient method for the 
nonlinear term calculation. 
5.3.4 Fourier Transform Methods 
The fact that our model turbulent fluid is contained in a finite cubic box with 
side length L constrains the modes of oscillation to have wavenumbers 
ka 
 = 2irnc, 
L 
(5.8) 
where 	= 0 7 +1 1 +2,±3 1 ... and may take any integer value of unrestricted mag- 
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nitude. Clearly, the larger the magnitude of the wavenumber, the smaller the 
wavelength of the oscillation. We choose to truncate this infinite set of discrete 
n values at a certain level. This corresponds to achieving a certain level of spa-
tial resolution. We make this choice so that all the significant wavenumber modes 
are retained (see section 4.2.2). The resolution of a DNS calculation is usually 
expressed as 
number of meshpoints along the k axis (n i ) 
04 
number of meshpoints along the k axis (n2 ) 
0 
number of meshpoints along the k axis (n3 ) 
The assumption of statistical isotropy in our model system means that we require 
the same resolution in all directions, and hence the number of gridpoints along 
each of the axes should be equal: n 1 = n2 = n3 = N. Thus, our DNS runs will 
be characterized by N 3 , where N is the number of Fourier space meshpoints used 
in each direction. This corresponds to an upper wavenumber cut-off 
irN 
ktop = iL' 	 (5.9) 
and we choose the side length of the finite box of fluid to be 27r, yielding 
k0 	
N 
= - 	 (5.10) 
2 
The range of permitted oscillations are those with wavenumbers 
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where the decision to retain the —(N12) mode rather than the (N12) mode is an 
arbitrary choice. 
The multiple Fourier transforms utilized in the computation of the nonlinear term 
are accomplished numerically by using fast Fourier transform (FFT) routines. 
The employment of FFT techniques restricts the possible resolutions which can 
be used in DNS runs and the number of meshpoints N must be a power of two 
N = 2r . 	 (5.11) 
Thus, a DNS run might be described as 128, and this simply means that the 
flow field is described by data given at 128 wavenumber meshpoints, these being 
k = —64,-63,... - 1,0,1,...62,63. 
In fact, only the results for the positive half of the wavenumber set 
k= 1,2 1 ...62, 63, 
are given in the output files, the negative wavenumbers repeating the same values. 
Whilst the use of Fourier transforms facilitates efficient calculation of the nonlin-
ear term, these same operations, in connection with the truncated wavenumber 
space (—(N12), (N12) —1) introduce a numerical error known as 'aliasing'. This is 
a consequence of the fact that the inverse Fourier transform does not distinguish 
between a wavenumber k and its so-called 'aliases', these being the wavenumbers 
k + 2k 0 and k - 2k 0 . Such aliasing errors can lead to numerical instability and 
excessive turbulent decay [77]. 
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Recall that interactions in turbulence are triadic. Each interaction involves three 
wavenumbers of the form k, j and k - j, as is evident from the original Fourier 
transformed Navier Stokes equation (1.81). Abasing occurs in the case where 
wavenumbers i and k - j are such that 
	
0 <j < kt,p , 	 (5.12) 
0< k —j< kt ,,
P1 	 (5.13) 
both occurring within the modelled region of wavenumber space, but wavenumber 
k is such that 
k 0 < k < 2k 0 , 	 (5.14) 
lying beyond the truncation of k-space (and hence not being computed). The 
inability of the inverse Fourier transform to distinguish k and k - 2k 0 , the latter 
lying within the simulated region of wavenumber space, means that a fictitious 
interaction coupling j, k - j and k - 2k 0 will be introduced. Figure 5.2 provides 
a schematic illustration of such aliasing. The mathematics of the problem are 
similar to the 'Umklapp' phenomena within solid state physics. 
There are a number of different ways to eradicate some or all of these aliasing 
errors. These procedures are referred to as 'partial dealiasing' or 'full dealias-
ing' respectively. For a discussion of such techniques, see [78]. Full dealiasing 
necessitates substantial time overheads and major increases in memory facilities, 
and so the Edinburgh DNS only employs partial dealiasing. This is accomplished 
using a random grid-shifting method. In essence, a phase shifting operation is 
performed on the velocity and vorticity fields which acts to cancel out some of 
the aliasing errors (see [71]). In addition to this technique, some of the DNS runs 
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Abasing Error Triad 
-N/2 	 I 	 N12-1 
Actual Triad 
Figure 5.2: Alasing Errors and fictitious triadic coupling 
employ a further truncation of waventimber space. This procedure retains the 
DNS data upto some wavenumber cut-off kT (which is less than the usual cut-off 
wavenuniber k- 0 ) and zeros the remaining portion of k-space kT < k < 
Of course, by making this additional truncation, we lose data. The optimum 
choice for the cut-off, which provides full dealiasing, is kT = 2k 0 /3 but this does 
involve throwing away a third of our results. Any truncation of this kind will 
remove some aliasing errors and we will use 
kT =ktop . ( 5.15) 
This cut-off, suggested by Orszag & Patterson [74], eliminates aliasing errors in 
two or more directions. 
5.3.5 Initial Velocity Field Conditions 
As we saw in Chapter 4, the initial conditions required for LET are 
. a value for the kinematic viscosity ii, and 
a prescription for the initial energy spectrum E(k, 0). 
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Any energy spectrum E(k, 0) corresponds to a multitude of different velocity 
fields u(k,0). The LET results provide an average over this infinite set of initial 
velocity fields. 
In DNS, the initial conditions are somewhat different; an initial velocity field 
u(k, 0) has to be defined. This can be specified manually if we wish to study a 
certain real-space velocity field (e.g. the Taylor-Green vortex, as in [711) or we 
can suggest an initial energy spectrum E(k, 0) and have the code determine a 
single initial velocity field u(k, 0) which conforms to the given spectrum. 
The initial velocity field must satisfy a number of conditions. It must have zero 
mean and be statistically homogeneous and isotropic. In addition, it must satisfy 
the Fourier continuity condition (1.66), given by 
kaua(k,t) = 0. 
Furthermore, the x-space velocity field u(x, 0) must, of course, be real. This has 
important implications for the form of the transformed velocity field u(k, 0). 
Consider a real two-dimensional function f(x, y). The Fourier transform, f(k, k r,), 
will be a complex quantity and we can write it as 
f(k, k) = fr(kc, k) + if(k, k u ), 	 (5.16) 
where fr(kx, k) is the real part of the Fourier transform, and f(k, k) is the 
coefficient of the imaginary part. The definition of a two-dimensional Fourier 
transform is 
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f(k, k) = j f e_xkf(x, y)dxdy, 	 (5.17) 
= f f icos(—k x x - ky) + i sin(—kx - ky)]f(x, y)dxdy. 
(5.18) 
The trigonometric identities for the cosine of a sum of terms 
cos(A+ B)= cosAcosB — sinAsinB, 	 (5.19) 
and for the sine of a sum of terms 
sin(A+ B) = sin A cos B + cos A sin B, 	 (5.20) 
can be used to show that the real part of the transformed field is given by 
f, (k., k) = J f icos(—k x x) cos(—ky) - sin(—kx) sin(—ky)]f(x, y)dxdy, 
(5.21) 
and the coefficient of the imaginary part of the transformed field is 
f(k, k) = J f[sin(—kx) cos(—ky) + cos(—/cx) sin(—ky)Jf(x, y)dxdy. 
(5.22) 
The symmetries of the sine and cosine trigonometric functions cos(—x) = cos(x) 
and sin(—x) = - sin(x) imply that 
f, (k., k) = fr(k x , _k), 	 (5.23) 
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fr(1x, k) = f, (k., —k u ), 	 (5.24) 
f1 (k, k) = — f( — k, —k u ), 	 (5.25) 
f(—k,k) = —f(k,—k). 	 (5.26) 
Hence, the initial conditions of the Fourier transformed velocity field, u(k, 0) = 
u, (k, 0) + iu(k, 0) in the analogous notation obey 
Ur(k,0) = 
	 (5.27) 
u(k,0) = —u(—k,0). 	 (5.28) 
Thus, the real component of the initial Fourier transformed velocity field must 
be symmetric, and the imaginary component antisymmetric. These requirements 
are encapsulated by the condition 
u(k,0) = 
	 (5.29) 
where the '' symbol denotes complex conjugation. This is hence the final re-
striction on the initial velocity field. 
An ingenious technique for determining a field which obeys these criteria was 
proposed by Orszag [75]. In principle, the process generates a field which obeys 
all of the given restrictions and which possesses an energy spectrum equal to the 
proposed condition E(k, 0). However, in practice, in the Edinburgh DNS, the en-
ergy spectrum of the velocity field so derived is not precisely equal to the energy 
spectrum specified. Using a different random seed value in the code produces 
distinct velocity fields, each possessing energy spectra deviating from the given 
spectrum in a different way. Figure 5.3 illustrates some of the initial energy spec-
tra which result from velocity fields constructed in this manner, together with 
the given energy spectrum condition. 
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Figure 5.3: Deviation from the given condition in the initial energy spectra 
We deal with these minor departures from the required COrI(litiOfl by ensemble 
averaging. By running a series of DNS computations, we can average over a 
set of initial velocity fields with different energy spectra. The mean of these 
spectra will compare more closely with the prescribed energy spectrum than will 
any individual realization. In addition, averaging over different velocity fields 
corresponding to a specified spectra is essentially the process which LET performs. 
Thus, for best comparison, we run a number of DNS calculations, and ensemble 
average all the results. Whilst in principle we would like as many distinct DNS 
runs to be included in the average as possible, time constraints on the CRAY T31) 
limit the number of realizations in our ensemble. We will utilize this technique in 
the comparisons between LET and DNS for freely decaying turbulence in Chapter 
6. In the forced turbulence studies in Chapter 7, the important factor in the 
evolved spectra is not the initial energy spectra but the forcing and hence such 
averaging is not required. The computational time used for the substantially 
longer runs necessary in forced work (in order to view the complete evolution of 
a stationary state) would also render ensemble averaging prohibitively expensive. 
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5.3.6 Shell Averaging Techniques 
We discussed in section 5.3.5 the use of ensemble averaging. In fact, DNS also 
utilizes another form of averaging. Within the DNS computation, the code will 
determine parameters of the fluid system which depend on both a wavevector 
mode k and a time t. Suppose we take such a parameter to be the function 
f (k, t). The wavevector argument k can vary in both magnitude and direction. 
However, we have specified the model fluid to be statistically isotropic. This 
means that the parameter f(k, t) should be, on average, equal for wavevectors 
with a given magnitude, irrespective of their orientation. In theory, the statistical 
isotropy condition implies that we could spin our system, rotating it arbitrarily, 
and still expect, on average, the same results. Thus f(k, t) should not depend 
on the orientation of the wavevector k. Since we potentially have a number of 
wavevectors with a similar magnitude, but varying directions, we can average 
over the corresponding function values to determine a statistical mean for the 
parameter value f(kI, t). We average the functions in which the magnitude of 
the wavevector argument lies in the interval 
kr - Lk/2 < J kl <kr + Lk/2. 	 (5.30) 
The idea is somewhat easier to visualize in two-dimensions; this would corre-
spond to averaging the functions in which the wavevector arguments possessed 
endpoints lying in a certain circular annulus. Figure 5.4 illustrates this case for 
shell k = 4. 
In three-dimensions this equates to averaging function values over all the wavevec-
tors with endpoints within a given spherical shell of thickness LJc in wavenumber 
space. As a result, the process is termed 'shell averaging'. In DNS work, shell 
averaging is often used as a replacement for ensemble averaging. The assumption 
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=3 
Figure 5.4: Illustration of the shell averaging procedure (in two dimensions for simplicity) 
of isotropy allows us to establish statistical means for quantities using only a sin-
gle velocity field rather than a number of different realizations. As an example, 
the shell-averaged total energy is given by 
E(k r , t) = 
1 	
u(k, t).u(—k, t). 	(5.31) 
2k krk/2<Ikl<kr+k/2 
Whilst this result is the common form in the literature and was used by Orszag & 
Patterson in the original DNS [74] it is not the formula which is used in the Ed-
inburgh DNS. The in-house code uses a definition suggested by Eswaran & Pope 
[63] which is slightly more accurate, taking into account the number of points 
which occur in each shell (see [711). 
We should note that there is an intrinsic difficulty with low-wavenurnber shell 
averaging. Small wavenumbers correspond to large scales. Since we are studying 
a fluid in a finite sized box in DNS, there are many instances of smaller scales 
but fewer examples of larger scales. This will manifest as a reduced number 
of low-k points. Given fewer points in the smaller k shells, the statistics will 
not be as accurate as the results for larger wavenumbers. In addition, we must 
remember that our isotropic system is contained in a (non-isotropic) cube. Whilst 
our assumption of isotropy will hold at smaller scales, it will falter at the larger 
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scales, and this will also detrimentally affect the low-k results. 
5.4 LET and Error Estimation 
5.4.1 Assigning Errors to Numerical LET Data 
In comparing LET results with other measures of turbulence, be they numerical 
or laboratory experiments, it would be useful to state LET predictions as a value 
plus or minus an error term. The bounds provided would indicate a range over 
which an LET parameter could lie, perhaps even with a given statistical confi-
dence. The uncertainty in the LET results is due to the small lapses in absolute 
accuracy which are inherent (and simply unavoidable) in all numerical calcula-
tions. 
In fact, determining this kind of error margin for LET data is impossible. There 
are a large number of junctures at which truncations, estimations and approxi-
mations have to be tolerated in order to numerically determine LET output. For 
example, 
• Errors in the predictor-corrector numerical scheme 
- Assumption of time-independence on smallest scales for the inertial 
transfer term P(k; ti , t) (see equation (4.33)), 
- Errors in the estimation of terms of the form Q(Ik - j; t, s) (see section 
4.7.2), 
- Errors in the spatial and temporal numerical integrations, 
• Errors in the computational operations, 
- Errors due to the truncations of real values. 
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Pragmatically, we cannot hope to catalogue and enumerate the consequences of 
such a list. In fairness, these inexactitudes will have very minor effects on the 
data generated by the LET2000 code. LET2000 results have already been vali-
dated against output from the original LET1984 code, and despite this program 
suffering the same difficulties, LET 1984 was capable of producing data which was 
in excellent agreement with a range of other experimental and numerical mea-
sures. To minimize the effect of these inaccuracies, we take as many safeguards as 
possible: for instance, using double precision variables within the code to retain 
as many accurate decimal places as possible and employing dense variable grids 
in order to facilitate accurate trapezium rule integration estimates. The errors 
inherent in the LET results will not be considered in any further depth in this 
work. Ironically, the inability to determine errors is also a fundamental problem 
in LET theory itself. 
5.4.2 Errors in Renormalized Perturbation Theory 
Local Energy Transfer, like Kraichnan's Direct Interaction Approximation, is a 
flavour of renormalized perturbation theory. The concept of renormalization has 
its roots in quantum physics. Schweber [79] asserts that 'Renormalization pro-
cedure can be viewed as a technical device for circumventing - that is, isolating 
and discarding - the infinite results that occur in perturbative calculations'. The 
concept originated in the 1940s, as a means of eliminating the divergences which 
were troubling Quantum Electrodynamics. The amplitudes of some of the Feyn-
man diagrams corresponding to certain particle processes were infinite. As an 
example, consider an electron propagating in space. The electron can constantly 
emit and absorb virtual photons, self-interacting with its own electromagnetic 
field. There is no upper limit on the number of such processes, and they can 
become highly complex. Figure 5.5 depicts some of the possible diagrams which 
result for the electron, and yield divergences. In much the same way, a photon 
moving in space can spontaneously become a virtual electron and positron pair, 
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and then annihilate to reproduce a photon. This too provides an unending chain 
of diagrams of increasing complexity. The infinities associated with these pro-
cesses are removed in the renormalization process by redefining the electron and 
photon energy and charge to 
. include all of these quantum corrections, and 
. assume the value of the measured physical quantities. 
By changing the properties of the particles, we have accounted for these cascading 
calculations. Hence, we do not include them in the usual diagrams summed for 
electron and photon processes, since this would involve counting them a second 
time. The problematic diagrams are thus dispensed with, and the electron and 
photon possess the physical properties we expect. The results achieved using 
this technique have proved to be some of the most accurate theory-experiment 
comparisons in the whole of physics. For further details of the renormalization 
procedure in particle physics, see [79]. 
t1¼ 
Figure 5.5: Electron and virtual photon diagrams in QED 
The approach of both LET and DIA closure theories in turbulence centres upon 
expanding the velocity field about a Gaussian zero-order term. The infinite series 
for the velocity field is written in ascending powers of A, which is a measure of 
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the strength of the nonlinear interaction. During the derivation of the closures, 
these expansions are truncated at second order. To mathematically justify this 
step, the system must be only weakly nonlinear. Given this condition, A will be 
small, the velocity field will be almost Gaussian, and the departure from the nor-
mal distribution can be accounted for by the few terms retained in the truncated 
series. 
However, we know that turbulence is a strongly nonlinear phenomena. The ex-
pansion parameter A is actually unity. The primitive perturbation expansion is 
then wildly divergent and the higher-order terms in the expansion have no ne-
cessity to become any smaller with increasing order. Hence, how can we possibly 
work with such a series? 
The answer lies in the process of rellormalization. A full discussion of renor-
malized perturbation theory in turbulence is provided in [5]. Renormalization 
is achieved by replacing zero-order terms by their exact values (see equations 
(2.19) and (2.20)). This may improve the convergence properties of the series. 
The primitive perturbation expansion can be interpreted as a series in powers of 
Reynolds number. For the fluid to be turbulent, this Reynolds number must be 
sufficiently large that the primitive series is divergent. However, the renormalized 
Reynolds number may be sufficiently small to provide a convergent series. This 
complex mathematical issue is still unresolved. McComb [5] notes that 'global 
renormalization is too complicated a procedure to be other than imponderable in 
nature'. The effect of renormalization is far from clear. Kraichnan [80] notes that 
renormalization does not stem the spiralling number of terms occurring at each 
order. To mathematically justify the renormalization and truncation, we need to 
test a renormalized and truncated parameter against an exact statistical solution 
of the Navier Stokes equation, and determine the numerical difference between 
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the two. This would tell us the error in RPT theory. If this error were suitably 
small, then the approximation could be mathematically accepted and justified. 
However, Leslie [42] points out that no exact statistical solutions of the Navier 
Stokes equation are known. Hence, we cannot evaluate the error in the theory. 
We are thus left with somewhat of a problem. How can we analytically prove 
that forms of RPT generate results which are close approximations to the exact 
solutions of the Navier Stokes equations, given that we do not possess any such 
exact solutions? Both Kraichnan [81] and Leslie [42] conclude that such proof is 
beyond the reach of our current mathematical ability. 
Hence, it is presently impossible to analytically quantify the errors in LET (or 
any other RPT) theory. This research will take a rather different approach to 
establishing the accuracy of the LET results. Through comparison of LET nu-
merical calculations with DNS output, we shall be able to demonstrate that LET 
theory is in good agreement with numerical solutions of the equations of motion 
of the fluid. Whilst this does not represent and cannot replace a mathematical 
proof, it does go some way to demonstrating that LET can predict the parameters 
of a turbulent fluid with accuracy. 
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LET theory and Decaying 
Turbulence 
Prediction is very difficult, especially about the future. 
Neils Bohr 
In chapter 5, we introduced the idea of a numerical experiment in the form of 
Direct Numerical Simulation. In this chapter, we shall assess the accuracy of 
LET's predictive power by testing results from the closure (generated using the 
LET2000 code) against data from the in-house numerical experiment (the Edin-
burgh DNS program). 
6.1 LET, DNS and DIA Calculations 
For the present, the comparisons which we will perform between LET, DNS and 
DIA will involve freely decaying turbulence. In such flow, the total energy per 
unit mass of fluid diminishes with time. No stirring forces act to replace the 
energy which is lost through viscous dissipation. In Chapter 7, we will move on 
to investigate the application of LET theory in forced turbulence. 
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In unpublished research undertaken in 1996, Filipiak & McComb [82] performed 
an a posteriori comparison of LET findings with DNS output determined six 
years earlier by Domaradzki & Rogallo [83]. These comparisons were restricted 
to low Reynolds number data (R < 15). Other LET investigations have also in-
cluded single graph comparisons between the closure and numerical experiments 
for specific parameters, using DNS data provided by other authors (for instance, 
see Figure 14 in [21]). The appraisal in this chapter, however, represents the 
first occasion on which LET predictions have been contrasted with purpose-run, 
in-house DNS results. It will also venture into Reynolds number regimes consid-
erably greater than those explored in the earlier Filipiak & McComb analysis and 
will review a wide range of scalar and spectral measures. 
As discussed in section 3.1.2, McComb's Local Energy Transfer equations and 
Kraichnan's Direct-Interaction Approximation equations share striking resem-
blances. The LET2000 code exploits these similarities and incorporates a facility 
to solve for turbulent parameters according to the DIA equations. Hence, in ad-
dition to generating LET and DNS data, we can also produce equivalent DIA 
results for the test problems considered. At least, this will be the case in three 
out of the four comparisons performed. 
We noted in section 4.5 that, in comparison with LET, solution of the DIA equa-
tions is computationally more intensive. In LET, we need only evolve solutions 
for the off and on-diagonal correlations Q(/c; t, t') and Q(k; t', t'). The propaga-
tor function H(k; t, t') can then be determined from these quantities using the 
fluctuation-dissipation relation (2.29). However, in DIA, each of these three func-
tions must be stepped out according to their own particular differential evolution 
equation. This means significantly longer execution times are required to produce 
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DIA results. In fact, in the first three free decay comparisons, the calculation of 
DIA data took, on average, 75% longer (although this takes no account of fluc-
tuations in computer network traffic). The fourth test problem is at such a high 
Reynolds number that the DIA calculation would have required an estimated 
several hundred hours of continuous calculation. This was impractical and hence 
corresponding DIA results could not be procured in this instance. 
As outlined in section 5.3.5, in principle DNS can evolve results for any given 
initial state. Theoretically, this permits exactly equivalent problems to be solved 
using DNS and LET theory. However, the construction of the DNS velocity field 
(subject to the given stipulations) induces small variations away from the de-
sired starting conditions. Given the initial energy spectrum requirement, and a 
random seed value, the Edinburgh DNS code generates an initial velocity field 
which obeys the demands of our model system whilst also conforming as closely 
as possible to the given energy spectrum. The resulting velocity field will possess 
an energy spectrum which fluctuates slightly from the original prescription. In 
order that the comparisons of LET and DNS be meaningful, we need the initial 
conditions in the two computations to be as close as possible. To overcome this 
difficulty, we perform multiple DNS calculations, each equipped with the same 
energy spectrum condition but differing random seeds. In this manner, we create 
an ensemble of velocity fields which we then average over. The initial conditions 
in the ensemble-averaged DNS runs and closure calculations are then as close as 
we can arrange. This procedure is also desirable since it compares LET, which is 
formulated to provide the ensemble average of parameter values, with an ensemble 
average over multiple DNS realizations. If we simply compared LET with a single 
DNS realization, we would risk using an extreme velocity field which provided 
results unrepresentative of the particular energy spectrum. However, the LET 
spectrum and the ensemble-averaged DNS spectrum will still not be in absolute 
agreement at time t = 0. To some extent, this may colour the results at later 
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stages and this must always be kept in mind. Deviations in subsequent evolution 
may be a symptom of, or may be partially explained by the imbalance in the ini-
tial conditions. However, it is difficult to know the ultimate effect of this initial 
variation. A simple-minded analysis might propose the line of reasoning that 'if a 
specified mode k possessed more energy in one calculation than the other at time 
t = 0, then in the same calculation at later time t = t', the given mode k will still 
retain more energy'. However, the first energy spectra comparison graph, Figure 
6.10, contradicts this suggestion. The scaled wavenumber mode k(L(0)) 1 has 
substantially more energy initially in DNS than in LET, but contains far less 
energy in DNS at the later times (see the inset graph-in-graph). The nonlinearity 
of the turbulence problem means that energy is transferred from one mode to 
another, and the long-term effect of initially loading one wavenumber mode with 
more energy is not easily determined. 
DIA, like LET, requires only that we specify the initial energy spectrum; no 
explicit form for the velocity field is needed. Thus, the LET and DIA initial 
conditions will be identical. All parameters in LET and DIA calculations, both 
scalar and spectral, will be equal at time t = 0. Since plots at this moment for 
LET and DIA spectral parameters will overlap precisely, our convention will be 
to represent both closure results at this instant by a single line (for example, see 
Figure 6.10). This will be clearly labelled in the relevant graphs. 
6.2 Initial Energy Spectrum Conditions 
The Edinburgh DNS outputs spectral results (such as energy spectra E(k, t) or 
transfer spectra T(k, t)) at regular intervals in time for the integral wavenumber 
values 
k = 1,2,3,... 
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The k = n result in such data represents the value of the spectral quantity shell-
averaged over wavevectors with magnitudes in the range 
- 1/2 < Iki < n + 1/2. 
In principle, LET and DIA results can be calculated by the LET2000 code at any 
set of gridpoints. Linear wavenumber discretization (see section 4.2.2) is used 
throughout this chapter. In this approach, the uniform array of meshpoints is 
specified by appropriate choices of 
• the lower wavenumber cut-off kb 0t , 
the (constant) wavenumber increment Ak, and 
• the number of gridpoints. 
In order to match the DNS results, we will use the values k = 0.5 and /k = 1. 
The grid discretization process then distributes meshpoints in the same way as 
occurs in the DNS output, 
k = 1,2,3..... 
However, the standard initial energy spectra defined in section 4.7.1 are not gen-
erally compatible with such a wavenumber grid. Energy spectra I, II and ITT all 
peak at the same value, k 4 x 21/4,  whilst spectrum IV peaks at wavenumber 
k = 2.0. The first three spectra are not ideal because the LET wavenumber dis-
cretization will not capture the spectral peak. The wavenumber at which E(k, 0) 
achieves its maximum will lie between gridpoints, and hence the discretized spec-
tra will be rather misshapen, truncated forms. Spectrum TV avoids this problem 
since the wavenumber with the most energy lies at an integer value, and hence 
occurs on an LET gridpoint. However, Spectrum TV was initially devised in order 
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Table 6.1: Spectrum V Constants 
to test the effect of a low-wavenumber peak (see [21]). The wavenumber corre-
sponding to the extremum, k = 2.0, would lie only one meshpoint beyond the 
lowest wavenumber gridpoint. Thus, we would gather little information about 
the behaviour of the energy spectrum on the low-k side of the peak. Hence, in 
order to provide a spectrum which both 
• peaks at an integral wavenumber (and thus will be faithfully rendered in 
our computation), and 
• which allows the behaviour of the energy spectrum on both sides of the 
maximum spectral value to be studied, 
a new spectrum will be introduced. We will call this novel energy condition 
Spectrum V. Spectrum V is designed to peak at wavenumber k = 5.0. It is based 
on the same mathematical form as the original standard spectra (equation (4.68)) 
E(k,0) = ci kc2 exp (_ c3kc4) , 
but employs a new set of constants C1,C2,C3 and c4 which are given in Table 6.1. 
The shape of the new initial energy spectrum is depicted in Figure 6.1. 
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Figure 6.1: Plot of Initial Energy Spectrum V 
6.3 Reynolds Numbers of the Comparison Runs 
We will label the four free decay comparison runs by their initial Taylor-Reynolds 
numbers, RA(t = 0). There is an argument that such a description is not repre-
sentative, since it reflects only the artificial initial conditions which we impose on 
the system. The evolved Taylor-Reynolds number R(t —4 oo) would certainly 
he a more natural and characteristic choice. However, the decision to refer to the 
calculations by their initial Taylor-Reynolds numbers is entirely pragmatic. The 
LET computations cease before the Taylor-Reynolds number settles at a plateau 
value. Hence, no final asymptotic Taylor-Reynolds number is available. 
The free decay comparisons in this chapter comprise runs at four different initial 
Taylor-Reynolds numbers. These are achieved by retaining the same initial energy 
spectrum condition (Spectrum V) but modifying the kinematic viscosity value for 
each run. The initial Taylor-Reynolds numbers which result are R(t = 0) 3, 
26, 95 and 129. As discussed in section 1.9.6, these values correspond to the 
Reynolds number in which the microscale length (given by equation (4.65)) is used 
as the characteristic length scale and the root mean square velocity fluctuation 
(see equation (4.41)) is employed as the velocity scale. We can make contact 
between this Taylor-Reynolds number and a more typical Pipe Flow Reynolds 
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number by using the result (see [5]) 
2 
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Figure 6.2: Taylor and Pipe Flow Reynolds Numbers 
For the free decay comparisons, Table 6.2 illustrates the equivalent Pipe Flow 
Reynolds numbers which are implied by equation (6.1). Since turbulence is usu- 
ally judged to commence at a Pipe Flow Reynolds number of approximately 
2000, the first comparison run is laminar, the second lies on the margins of 
turbulence, and the last two arc fully turbulent. 
6.4 Ensemble Averaging and Error Bounds 
The DNS results are ensemble averaged using formulae based on equation (1.3). 
For an arbitrary scalar function of time f(t), the ensemble average over the (finite) 
in distinct realizations, (f(t)), is given by 
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Table 6.2: Pipe Flow Reynolds Numbers 
lm 
(f (t)) = - >f'(t), 	 (6.2) 
Tfljl 
where f()(t) denotes the parameter value in the 	realization. For an arbitrary 
spectral parameter g(k, t), we have (in the analogous notation) the ensemble 
average (g(k, t)) given by 
lm (g(k,t)) = _>g(2)(k,i). 	 (6.3) 
Tfl i=1 
In all figures of scalar and spectral DNS results, the plots provided will depict 
these ensemble mean quantities. The dispersion of the data about these ensemble 
means will be graphically indicated by associating an 'error bar' with each data-
point. In the free decay runs, the error range will be taken to be plus or minus 
three times the standard deviation of the ensemble. For scalar parameters, the 
standard deviation is defined by 
= 
 {
lM _(fW(t) - (f(t)))2}2, 	 (6.4) 
Tfl j1 
whilst for spectral parameters it takes the analogous form 
U j= j
a[g(k, t)] = 	(g(k, t) - (g(k, t)))2}2. 	 (6.5) 
ON 
Chapter 6 	LET theory and Decaying Turbulence 
If we assumed that the data was approximately normally distributed across the 
velocity field realizations (despite the inherently non-Gaussian nature of turbu-
lence itself), this error bar would include 99.7% of all possible velocity field results. 
However, we can make a more general statement than this; one which does not 
require the assumption of normality. 
The Chebyshev inequality [84] allows us to place a lower bound on the proportion 
of any distribution which lies within n standard deviations of the mean. Consider 
X to be a random variable which takes non-negative values. We utilize the 
'indicator function' of the event 'X > a', which is written I and is defined by 
1= 1 X>a, 	 w 
1= 0 0<X<a. 	 (6.7) 
Now, this indicator function is such that 
X 
I—. 	 (6.8) 
a 
By taking the expectation values of both sides, we obtain 
E[I] < ELK] 	
(6.9) 
Since the indicator function has the expectation value E[I] = P(X > a) this 
provides a result which is known as the Markov Inequality 
P(X > a) 
< E[X]. 
	 ( 6.10) 
a 
Next consider a random variable Y, which has a finite mean ,a and a finite variance 
4. Consider the distribution of (Y - ) 2. This is a random variable which takes 
181 
Chapter 6 	LET theory and Decaying Turbulence 
only non-negative values. Suppose we now apply the Markov inequality to the 
distribution (Y - t)2. This would imply 
P((Y - 	
> a) < E[(Y— )2] 	
(6.11) 
but of course E[(Y - ) 2] = 4 by definition. Hence 
P((Y - ) 2 >a) < Y . 	 ( 6.12) 
- - a 
Now, suppose we choose a to assume the value n2 o where n is a positive integer. 
This leads to a cancellation, giving 
P((Y - )2 > n2 a 	
12 ) < 	 ( 6.13) 
or, writing the result in a slightly different manner 
- yJ > nay) < 	, 	 ( 6.14) 
and thus we have the Chebyshev Inequality 
P(IY - I <nay) > 1 - 	. ( 6.15) 
- 
Notice that this result provides bounds for any distribution. The limits implied 
by the Chebyshev Inequality, and the corresponding proportion of the population 
which would be contained in a normal distribution, are given in Table 6.3. 
Hence, our error range of plus or minus three standard deviations about the mean 
will include a minimum of 88% of the data. This would seem quite a reasonable 
estimate of the dispersion and should include the vast majority of the velocity 
field results. 
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ii ANY random variable Normal distribution 
1 P((Y - ji) <nay) > 0 P((Y - i) <nay ) = 0.68 
2 P((Y 
- 
t) <nay ) > 0.75 P((Y 
- 	 ) 
<nay ) = 0.95 
3 P((Y 
- 	 ) 
<nay ) > 0.8888 P((Y - it) <nay ) = 0.997 
4 P((Y 
- 
t) <nay ) ~: 0.9375 P((Y - p) <nay) = 0.99994 
Table 6.3: Chebyshev Bounds and Normal Population Proportions 
In general, quantities will be non-dimensionalized before averaging and plotting. 
Dimensional integral parameters will be scaled upon their initial values and the 
means and standard deviations of this non-dimensional data will then be calcu-
lated. Whilst the same arguments can be made regarding the use of an artificial 
initial value rather than a natural evolved value for scaling purposes, the latter 
is simply not available. For the total energy (per unit mass), the integral length 
and microscale length, we will evaluate and plot, respectively, 
(E(t)/E(0)), (L(t)/L(0)) and (A(t)/)(0)). 
Note that the scaling operation is performed prior to the averaging calculation. 
We are not determining quantities such as (E(t))/(E(0)). 
Parameters which intrinsically have no physical dimensions, such as the inte-
gral Reynolds number RL(t), the Taylor-Reynolds number R(t) and the velocity 
derivative skewness S(t), will be averaged and plotted in their original unscaled 
forms; respectively, 
(RL(t)), (R,\ (t)) and (S(t)). 
As discussed in section 4.3, spectral quantities will also be scaled on initial inte- 
gral parameter values in order to achieve the required non-dimensionality. The 
spectral plots presented in this chapter will be given as linear-linear graphs and 
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will focus on the energy-containing range of wavenumbers. Phrases such as 'low', 
'intermediate' and 'high wavenumbers' are thus taken to be relative to this span 
rather than over the entirety of k-space. A general account will be provided in the 
text of the relationship between the three results along with an end of calculation 
agreement percentage for LET and DNS, and DIA and DNS. 
6.5 RA(t = 0) 3 Comparison 
6.5.1 Run Details 
In this first comparison, a kinematic viscosity of ii = 0.1 was used in conjunc-
tion with new initial energy spectrum V to produce an initial Taylor-Reynolds 
number of R(t = 0) = 2.58. The LET, DNS and DTA computational runs chart 
the evolution of the turbulence for just under four initial eddy turnover times 
(tjinai(U(0)/L(0)) = 3.86). Ten 64 3  DNS realizations were used to establish the 
ensemble-averaged DNS data. 
6.5.2 Integral Parameter Data 
It has been found in previous LET numerical investigations [22] that the results 
from LET and DIA closures become almost indistinguishable at low Reynolds 
numbers. The data obtained in this comparison certainly supports such a find-
ing. The only integral parameter graph in which the LET and DIA plots can be 
discriminated by eye is the velocity derivative skewness 8(i) (the most sensitive 
scalar measure). In all other graphs, the LET and DIA plots effectively overlap. 
The values are not identical for times t > 0, but are sufficiently close that on a 
reasonably scaled graph depicting the global range of function values, the indi-
vidual lines cannot be discerned. 
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Figure 6.3 shows the scaled total energy (E(t)/E(0)) as a function of scaled time 
t(u(0)/L(0)). Both the LET and DIA results lie close to the DNS data, follow-
ing its decay with time accurately. In Figure 6.3, the individual plots cannot be 
distinguished. However, if we look more closely at the results, both closures yield 
scaled energies which are consistently greater than those predicted by DNS. This 
difference grows with time, and at the end of the calculation the LET and DIA 
results are both approximately 4% higher than the DNS data . However, this is 
well within the error range of the DNS output. In the early stages of evolution, 
the LET results are slightly nearer to the DNS findings than the DIA data. How -
ever, for scaled times t(u(0)/L(0)) > 2 the DIA predictions become a little closer 
to the DNS output. At the end of the computational run, LET gives a scaled 
energy 4.21% greater than the DNS result, whereas the DIA prediction is 4.12% 
high. 
Figure 6.4 gives the scaled dissipation rate per unit mass (€(t)/c(0)) as a function 
of time. Once again, the dispersion is well within the error bounds and the dif-
ferences are so small that all three plots overlap in the graph provided. However, 
at the beginning of the calculation, the LET and DIA dissipation rates briefly 
fall below the DNS estimate, but then take a sharp upturn and exceed the DNS 
values for the remainder of the run. LET is slightly closer to the DNS results 
than DIA for scaled times 0.5 < t(u(0)/L(0)) < 2.5, but at the earliest and latest 
stages of evolution, DIA becomes fractionally more accurate. The general agree-
ment is much better than in the scaled energy plot, both closures being accurate 
to within 1% of the DNS at the end of the calculation and the amplitude of the 
error appearing more stable (being steady rather than constantly increasing). As 
indicated, the DIA values are slightly closer at the end of the run, being 0.83% 
larger than the DNS result, while LET is 0.89% too high. 
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Figure 6.5 illustrates the evolution in time of the scaled integral length (L(t)/L(0)). 
In this graph, a much more sizeable divergence exists between the closures and 
the DNS results. Whilst the variation in the output data is contained within the 
DNS error bounds, the closure results are substantially greater than the DNS out-
put and the difference is growing with time. In general, DIA is fractionally closer 
to the DNS predictions than LET but the closure results converge with time. At 
the end of the calculation, the closure outputs are just over 6% greater than the 
DNS results, with LET 6.61% high and DIA 6.59% too large. Given that both 
the total energy and integral length values predicted by the closures are high as 
compared with DNS results we would also expect the integral Reynolds number 
to be larger in the closure data than in DNS (see equation (1.59)). This is seen 
to be the case in Figure 6.7, a plot of the integral Reynolds number RL(t).  The 
difference, however, is well within the DNS error bounds. 
Figure 6.6 depicts the scaled microscale length ((t)/A(0)) as a function of time. 
This provides a much closer comparison than the integral length scale. Once 
again, LET and DIA results lie consistently above the DNS data and indicate 
a difference which grows with time. However, the disparity is a small amount 
contained by the error range. Once again, DIA proves to be fractionally more 
accurate throughout the calculation, but the closure data converges towards the 
end of the run. The final difference between the two closures and DNS data is 
less than 2%, LET being 1.72% high and DIA 1.70% too large. As in the integral 
Reynolds number, given that the length scale and energy values are both over-
estimated by the closures, we would expect the Taylor-Reynolds number results 
from LET and DIA to be larger than the DNS prediction. Figure 6.8 shows that 
this is in fact so, with the difference being a very minor deviation. 
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Figure 6.9 is a graph of the velocity derivative skewness (S(t)) with time. These 
skewness results are evaluated in Fourier space, using equation (4.67). As indi-
cated earlier, this is the only integral parameter in which the LET and DIA plots 
are visibly distinct. LET possesses a much greater initial peak than DIA. In this 
measure LET agreement with DNS is at its poorest. The DIA values more closely 
follow the DNS results, although the LET predictions do appear to be coming 
into line with these findings near the end of the calculation. The usual error range 
of plus or minus three standard deviations proved inappropriately large for this 
parameter. Hence, in this graph a bound of plus or minus one standard deviation 
is utilized. Whilst the DIA data is always within this error bar, LET escapes 
this bound in its excessive initial overshoot at scaled time t(u(0)/L(0)) 0.5. At 
the end of the run, DIA underestimates the DNS skewness by 3.68%, while LET 
overestimates the value by 6.79%. 
6.5.3 Spectral Parameter Data 
Figure 6.10 shows the energy spectra of the LET, DNS and DIA calculations at 
three different times during the free decay. It is clear, as discussed in section 
6.1, that the ensemble-averaged spectrum from the DNS runs and the spectrum 
from the closure calculations are not in exact agreement at time t = 0. The 
DNS spectrum initially contains slightly more energy at lower scaled wavenum-
bers such as k(L(0)) 1 and less energy at intermediate scaled wavenumbers 
2 < k(L(0)) < 4. Corresponding differences are seen in the ensemble-averaged 
DNS initial energy spectra in all higher Reynolds number comparisons (see Fig-
ure 6.20, Figure 6.30 and Figure 6.53). The graph-in-graph in Figure 6.10 shows 
that at subsequent stages of evolution, the LET and DIA closures (still yielding 
indistinguishable plots, even in this spectral graph) both retain more energy than 
DNS in the scaled wavenumber range 0.5 < k(L(0)) < 2. Generally, however, 
the energy spectra agreement is excellent. LET and DIA output, which cannot 
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Figure 6.11 shows the transfer spectra of the LET, DNS and DIA calculations 
at three distinct times. The transfer spectrum is not given at time t = 0 since 
it is not meaningful to discuss energy transport before the origin of time. How-
ever, an additional plot is provided from a later stage in the evolution. Unlike in 
Figure 6.10, the transfer spectra plots allow us to discriminate between the LET 
and DIA results. Both closures agree quite well with the DNS results, although 
they do lie slightly outside of the DNS error bars at some intermediate and higher 
wavenumbers. LET and DIA each follow the DNS data quite accurately but DTA 
gives a marginally better performance, particularly at larger wavenumbers. 
Figure 6.12 illustrates the dissipation spectra of the system at three successive 
instants. Once again we can see the difference in the initial states of the closures 
and ensemble-averaged DNS. The more serious concern in this case is that the 
initial dissipation spectrum from the closure calculation lies outside of the error 
range of the DNS spectrum at the peak value k(L(0)) 3. Given such a differ-
ence, it is hard to expect the closures to remain inside DNS error bounds at later 
times. For the most part, however, they do. LET and DIA closures are, as in the 
energy spectra, effectively indistinguishable throughout the run. 
6.6 RA(t = 0) 26 Comparison 
6.6.1 Run Details 
In this second comparison, a kinematic viscosity value of v = 0.01 was employed 
together with energy spectrum V to yield an initial Taylor-Reynolds number of 
R,\ (t = 0) = 25.82, ten times the Reynolds number in the first comparison. Whilst 
the first test problem was non-turbulent in nature, by conventional definition 
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depict the behaviour of the fluid system for just under four initial eddy turnover 
times (tjjnai((0)/L(0)) = 3.86) and as in the first comparison, ten 64 DNS 
realizations were used to create the DNS ensemble. 
6.6.2 Integral Parameter Data 
Figure 6.13 shows the scaled total energy for the LET, DNS and DIA calculations. 
At this Reynolds number, the results of the LET and DIA closures have become 
quite distinct. The LET values lie slightly below the DNS data, whilst DIA con-
tinually overestimates the parameter. The LET findings creep just beyond the 
error bound over intermediate scaled times 0.5 < t(u(0)/L(0)) < 2 before once 
again coming into close alignment with the DNS results. Whilst the DIA plot 
remains closer to the DNS values in this intermediate section of the run it is 
actually further from the DNS data at the end of the calculation, being 1.64% 
too large whilst LET is only 0.16% too small. 
Figure 6.14 depicts the scaled dissipation rate graph. The most obvious differ-
ence between the closures and the DNS data lies in the initial peak at scaled 
time t(u(0)/L(0)) 0.5. LET overestimates this maximum, whilst DIA under-
estimates it. The LET result quite significantly exceeds the DNS error bounds. 
DIA; whilst also escaping this range, remains substantially closer to the DNS 
data. At later times the LET findings vary from the DNS data more than the 
DIA output but remain within the error range. At the end of the run, LET differs 
from the DNS prediction by being 6.20% too low whilst DIA is 1.74% too small. 
Figure 6.15 illustrates the integral length as a function of time. Agreement is 
good for scaled times t(u(0)/L(0)) < 1. Initially, LET and DIA fall slightly be-
low the DNS output but towards the end of the calculation, both overestimate 
when compared to DNS data. LET is rather further than DIA from the DNS 
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findings. At the end of the run, the LET data is 3.26% higher than the DNS 
result, whilst the DIA prediction is only 0.57% too large. In much the same way, 
in the integral Reynolds number graph in Figure 6.17, the closure data initially 
dips below the DNS results, before crossing to come out very slightly high at the 
end of the calculation. The final difference is well within the error range. 
Figure 6.16 gives the scaled microscale length predictions. LET initially falls 
rather too far, dropping well below the DNS minima, before climbing back to 
the DNS result and following it within error bounds for the rest of the run. DIA 
stays within the bounds, and a little closer to the DNS output. At the end of 
the calculation, the LET data is 3.15% greater than the DNS value whilst the 
DIA prediction is 1.70% too large. The picture is similar in the Taylor-Reynolds 
number graph in Figure 6.18, with an initial overly large depression from LET, 
but with better agreement towards the end of the run, and a consistently good 
estimate from DIA. 
Figure 6.19 provides the velocity skewness derivative data. These results have 
once again been calculated by Fourier space methods. The DIA plot falls vastly 
short of DNS in both the initial peak and final plateau value. LET, whilst slightly 
overestimating the initial overshoot, is considerably closer to the DNS plot. The 
final LET output values just creep inside the DNS error range at the end of the 
calculation. The LET skewness result is 3.97% lower than the DNS data, whereas 
the DIA result is some 15.76% too small. 
6.6.3 Spectral Parameter Data 
Figure 6.20 shows the energy spectra at five instants during the free decay pro- 
cess. Agreement between DNS and both closures is good throughout the duration 
of the run. The spreading of the energy to higher wavenumbers and the relax- 
193 











0 	0.5 	1 	1.5 	2 	2.5 	3 	3.5 	4 
Figure 6.13: Total Energy in R,, 26 
calculation 













0 	0.5 	1 	1.5 	2 	2.5 	3 	35 	4 
t<(u(0)&(0)1> 
Figure 6.15: Integral Length Scale in 
26 calculation 
1.4 
12 	 --- DNS Ensemb'e Average 
LET 




...2 	.. 3 	3:5 
I4u(0)4-(0)j 











Figure 6.16: Microscale Length Scale 































LET theory and Decaying Turbulence 
Figure 6.17: Integral Reynolds Num-
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26 calculation 	 26 calculation 
atiori of the spectral peak to lower wavenumbers are both captured by the closure 
results. As one might expect from the general performance in the integral param-
eter findings, DIA results do tend to be fractionally closer to the DNS predictions 
than LET. Both sets of closure data, however, tend to lie in the DNS error ranges. 
Figure 6.21 gives the transfer spectra at four distinct times in the calculation. 
Once again, there is good agreement between the closure results and the DNS 
output. The closures do, however, both escape the DNS error ranges at the higher 
wavenumber values. 
Figure 6.22 depicts the dissipation spectra at five moments during the turbulence 
evolution. All three datasets agree quite well, though the closures tend to escape 
the DNS error bounds at intermediate times for points in the mid-wavenumber 
range. 
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6.7 RA(t = 0) 95 Comparison 
6.7.1 Run Details 
In this third comparison, which is the final free decay test in which analogous 
DIA results will feature, a kinematic viscosity value of v = 0.0027 was adopted in 
conjunction with energy spectrum V to induce an initial Taylor-Reynolds number 
R(t = 0) = 95.62. The computational runs describe the behaviour of the tur-
bulence for just under two initial eddy turnover times (tjjna i((0)/L(0)) = 1.93). 
Ten 128 DNS realizations were executed in order to determine the ensemble-
averaged DNS results. 
6.7.2 Integral Parameter Data 
Figure 6.23 shows the scaled total energy results. The LET results are consis-
tently slightly smaller than the DNS data, lying just beyond the DNS error range 
for scaled times 0.6 < t(u(0)/L(0)) < 1.8. At the end of the run, the LET predic-
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is 3.53% lower than the DNS value. In contrast, the DIA output is consistently 
fractionally larger than the DNS findings. The DIA data also exceeds the DNS 
bounds for a shorter period over intermediate times, but similarly returns to give 
good agreement at the end of the run. The DIA final value lies 1.30% above the 
DNS results. In general, the DIA output follows the DNS data more faithfully 
than LET predictions. 
Figure 6.24 gives the scaled dissipation rate graph. The LET results are larger 
than those of DNS for early and intermediate scaled times t(u(0)/L(0)) < 1.6. 
However, the LET findings fall below the DNS output towards the very end of 
the calculation. The DIA results are smaller than the DNS values for scaled times 
t(u(0)/L(0)) <1.2, becoming larger than the DNS near the end of the calculation 
before sharply crossing back under at the end of the run. Both closures lie outside 
of the error bounds for scaled times t(u(0)/L(0)) < 0.8 but are contained within 
the bounds at all subsequent stages. At the end of the calculation, the LET data 
is 5.63% below the DNS result, and the DIA predictions are 0.70% too low. 
Figure 6.25 shows the graph of integral length against time. There is reasonably 
good agreement between all three datasets for scaled times t(u(0)/L(0)) < 1. The 
closures lie inside the DNS error range at all times. DIA is generally a little closer 
than LET to the DNS output, particularly towards the end of the calculation. 
Both closures initially underestimate the DNS values, then overestimate the DNS 
predictions at the latter stages of evolution. At the end of the run, the LET data 
is 5.10% larger than the DNS findings, and DIA measures are 1.92% too great. 
Similar behaviour is seen in the graph of integral Reynolds number in Figure 6.27. 
Figure 6.26 shows the microscale length graph. LET initially underestimates this 
quantity, before tending to the DNS result at the end of the run. The DIA closure 
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initially overestimates the parameter, before similarly approaching the final DNS 
results. Both closures exceed the error ranges in early and intermediate stages 
of evolution t(u(0)/L(0)) < 0.8. At the end of the calculation, the LET result is 
1.09% above the DNS output, while the DIA data is only 0.98% too high. Analo-
gous characteristics are seen in the Taylor-Reynolds number graph in Figure 6.28. 
Figure 6.29 gives the velocity derivative skewness, as evaluated by the Fourier 
space calculation (equation (4.67)). The LET results overshoot and plateau at 
higher values than the DIA, and are slightly closer to the DNS results. However, 
both closures lie quite significantly below the DNS error range for the plateau 
region. At the end of the calculation, the LET value falls 23.33% short of the 
DNS finding, whilst the DIA data is 25.98% too low., 
6.7.3 Spectral Parameter Data 
The energy spectra plots for the LET, DNS and DIA calculations at three differ-
ent times in the free decay are shown in Figure 6.30. The closure data and DNS 
results agree quite well throughout the time span under consideration. However, 
LET and DIA appear to be retaining slightly more energy at low wavenumbers 
and less at intermediate wavenumbers than the DNS. 
The transfer spectra plots, in Figure 6.31, agree within error bars for low and 
intermediate wavenumbers over all times. At high wavenumbers, the closures 
perform less ably and often the LET and DIA results lie outside of the DNS error 
bounds. 
The closure findings for the dissipation spectra in Figure 6.32 commonly escape 
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the DNS error bars. However, the DNS and closure results do qualitatively share 
the same features and are of very similar magnitudes. There are obviously great 
resemblances between the plots, even if the values do not agree within our stip-
ulated error range. 
6.7.4 High Resolution Calculation 
In section 4.2.2, we discussed spatial resolution in turbulent simulations. Essen-
tially, the underlying idea was that modelling larger regions of wavenumber space 
included the effects of smaller scale dynamics. For any turbulent system, there 
is some minimum resolution which is required in order to accurately model the 
behaviour of the fluid. Using a region of wavenumber space which is too lim-
ited (truncating at an inappropriately small upper wavenumber cut-off k10 ) can 
remove areas of k-space in which viscous dissipation would otherwise have signifi-
cant effects, acting as an energy sink. One of the tell-tale signs of under-resolving 
is a characteristic build-up of energy (a cusp in the spectral plot) occurring close 
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Figure 6.32: Dissipation Spectra in R 	95 calculation 
to the upper wavenumber cut-off. By plotting the energy spectra of a given sys-
tem against wavenumber on a logarithmic-logarithmic graph, we can check for 
this phenomena. However, we must not he overzealous in our analysis. A sys-
tem may display such a cusp but demonstrate no other signs of under-resolving. 
The most accurate method of establishing inadequate resolution is to repeat the 
calculation at increased resolution and verify if the results are significantly altered. 
In Figure 6.32 (the dissipation spectra from the R(1 = 0) 	95 calculation) the 
DNS plots at scaled times t(u(0)/L(0)) = 0.98 and t(u(0)/L(0)) = 1.94 feature 
a small up-turn near the upper wavenumber cut-off. This structure is not seen 
in the analogous LET and DIA data. The energy build-up which this points to 
can also he clearly seen in a logarithmic-logarithmic graph of the DNS energy 
spectra, as depicted in Figure 6.33. 
This hence casts some doubt over the resolution of the DNS performed for the 
RA(t = 0) 95 calculation. However, the computation did obey the rudimentary 







Chapter 6 	LET theory and Decaying Turbulence 
k440) 
Figure 6.33: High-k cusp in the energy spectra 
the minimum value of the ensemble average of this product was (iik0) = 1.069 
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Figure 6.34: Ensemble Average (ik 0 ) for R,, 95 calculation 
Thus, whilst the commonly accepted condition for resolution has been met, there 
are indications of a possible difficulty. In order to establish definitively whether 
simulating an increased expanse of wavenumber space would significantly change 
the DNS data obtained, a single additional DNS run was completed. Whereas 
the original ten simulations were 128 calculations, with k 0 = 64, the additional 
high-resolution run was 256, with upper wavenumber cut-off k,. 09 = 128. The 
results of this 256 run were compared against data from a single, original 128 
realization. The initial conditions for the 256 3  run were set to be identical to 
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those of the specified 128 DNS calculation. In particular, the same random seed 
and timestep were employed in both computations. The latter decision can be 
argued either way. The 256 run will include wavenumbers of upto twice the mag-
nitude of those in the 128 3 calculation. These higher wavenumbers will evolve 
on faster time scales. Hence, there is a case for using a reduced timestep in the 
high-resolution run. However, in order to make the two realizations as compara-
ble as possible, the original and larger timestep was preserved. We should also 
note that the initial velocity fields which are employed in the two calculations 
will not be identical. Both runs were given the same initial energy spectrum 
prescription, and identical random seed values. However, due to technical is-
sues concerning initialization in the DNS code, the difference in the resolution 
means that the velocity fields which are constructed will vary. This will hence 
induce some differences in the parameters which are obtained at later times. This 
should be borne in mind when comparing the output of the two DNS calculations. 
In fact, the data produced by the two different resolution runs is near identical. 
A selection of the scalar parameter graphs are depicted in Figures 6.35, 6.36 and 
6.37. At the end of the calculation, the scaled total energy in the two differ-
ent resolution runs changed by only 0.15%. In the case of the scaled microscale 
length, there was only a 0.13% variation. The velocity derivative skewness was 
changed more than any other integral parameters, altering by 3.77%, but even 
this does not represent a truly significant variation. Spectral results from the 
two computations also show excellent agreement. The only aspect of the spectral 
data which alters between the runs of differing resolution is the up-turn itself. In 
the final energy spectra E(k, tjj nai) the cusp moves from lying at the kmax = 64 
cut-off to the kmax = 128 cut-off without any other substantial change to the 
spectra (see Figure 6.38). It hence appears that the cusp is not significantly af-
fecting the results. There could seem to be little argument that the additional run 
was under-resolved, the minimum value of r,k 0 being 2.165; compare this to the 
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values of ik 0  in Table 4.1. If even this well-resolved computation experiences an 
energy up-turn at the upper wavenumber cut-off, then clearly the problem is not 
indicative of significant under-resolution and may be an artifact of the DNS code. 
6.7.5 Real and Fourier Space Skewness Measures 
In the comparisons so far, we have tested the velocity derivative skewness of LET 
against DNS by using the Fourier space evaluation given in equation (4.67). This 




S(t) = 	 k 2T(k,t)dk. 
However, as mentioned in Chapters 4 and 5, given access to real-space velocity 
fields, we can also evaluate the 'direct' velocity derivative skewness. This is given 
by equation (4.66), 
S(t) - 
- ___________________ 
- ((ôu 1 (x,t)/ôx i ) 2 ) 3/ 2 
In theory these two calculations should provide identical results (see [85]). In 
practice, however, the Edinburgh DNS yields different values for the Fourier and 
direct skewness measures. Figure 6.39 depicts the LET velocity derivative skew-
ness plotted against DNS ensemble averages for the Fourier and direct skewness 
results. Note that the standard convention is obeyed and the error bars indicate 
plus or minus three times the standard deviation of the ensemble. 
Clearly there is some variation between the direct and Fourier accounts of the 
DNS velocity derivative skewness. For scaled times t(u(0)/L(0)) < 0.5 the two 
DNS skewness measures agree well. However, at subsequent times, the direct 
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Figure 6.39: Fourier and Direct Skewness in RA 95 calculation 
skewness yields rather lower values. The direct skewness results also possess a 
far greater degree of dispersion across the velocity field realizations, giving rise to 
significantly greater error bars. The LET Fourier skewness lies close to the edges 
of the direct skewness error range towards the end of the calculation, creeping 
within these bounds at t(u(0)/L(0)) 1.5. 
It seems likely that the DNS skewness results from direct and Fourier space 
evaluations do not agree because one of the assumptions in the analysis which 
yields the Fourier space form (4.67) is invalidated within our simulation. In 
particular, the mathematical derivation requires rigorous statistical isotropy in 
the fluid system of interest. 111 the Edinburgh DNS, small anisotropic deviations 
occur at the lower wavenumbers due to the cubic fluid domain. This seems to 
be the most probable cause for the difference in the results. However, the vast 
majority of spectral Direct Numerical Simulations are formulated in such cubic 
volumes, the problem is in no way unique to this calculation or code. The direct 
skewness, being the original, fundamental quantity, is the more reliable result. 
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6.7.6 Modal Time-Correlation Data 
In 1964, Kraichnan [40] proposed the modal time-correlation function R(k; 1,1') 
In our notation, this is defined by 
t') Q(k; t, 
R(k;t,t')= 	 (6.16) 
[Q (k; t, t)Q(k; t', t')] 
This quantity takes the value unity if the time arguments are equal (t = t') and 
decreases to zero as the time arguments become further and further separated. 
Previous LET studies have investigated this measure, in particular considering 
whether modal time-correlation data collapses onto a single curve under No!-
mogorov and Convective scaling transformations (see [22]). 
Figures 6.40-6.45 show the LET, DNS and DIA predictions for modal time-
correlation functions. The function R(k; t, i') has one wavenumber and two time 
arguments. In order to render the results two-dimensional, we plot a separate 
graph for each selected wavenumber, and we keep the second time argument 
fixed at a reference time, tref. The first time argument is allowed to vary, and 
we plot the non-dimensional quantity R(k; t, t.j) against a scaled version of the 
time difference (t - t rej)((0)1L(0)). In these results, the scaled reference time 
was taken to be trej('u(0)/L(0)) = 1.29. 
In Figures 6.40, 6.41 and 6.42 (the modal time-correlation plots for wavenumbers 
k = 10, k = 20 and k = 30) the DIA data is considerably closer to the DNS 
results than the LET findings. However, in Figures 6.43, 6.44 and 6.45 (the 
results for wavenumbers k = 40, k = 50 and k = 60) the LET predictions are 
more accurate for small time differences. At longer time differences the closure 
results coincide. One major disadvantage of the LET output is that the modal 
time-correlation plots dip below zero in five out of the six wavenumbers depicted. 
This phenomena was also found in the modal time-correlation data obtained in 
previous LET numerical work ([21] and [22]). Such results indicate that the 
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Figure 6.40: Modal Time-Correlation 
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Figure 6.42: Modal Time-Correlation k = 30 in I?,, 95 calculation 
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Figure 6.43: Modal Time-Correlation 
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Figure 6.45: Modal Time-Correlation k = 60 in R \ 95 calculation 
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off-diagonal correlation Q(k; t, t') has become negative. From the fluctuation-
dissipation relation (2.29), and the fact that on-diagonal correlations must always 
be positive (due to their relation with the total energy (1.99)) this implies a 
negative propagator value. This is an unphysical effect since the propagator 
function should lie between zero and one inclusively. DIA, in contrast, does not 
appear to suffer from this problem (at least, not in the wavenumbers considered 
here). 
6.8 RA(t = 0) 129 Comparison 
6.8.1 Run Details 
In this fourth and final free decay comparison, the smallest kinematic viscosity 
value of ii = 0.002 was used with initial energy spectrum V to produce the largest 
initial Taylor-Reynolds number, R,(t = 0) = 129.09. The LET and DNS compu-
tational runs once again chart the evolution of the turbulence for a little under two 
initial eddy turnover times (tj jnai(U(0)/L(0)) = 1.93). As discussed in section 6.1, 
it was not possible to produce analogous DIA results for this test problem. Six 
256 DNS realizations were completed in order to create the ensemble-averaged 
DNS results. 
6.8.2 Integral Parameter Data 
Figure 6.46 shows the scaled total energy as a function of time. At the earliest 
stages of the turbulent behaviour, LET overestimates the scaled energy in com-
parison with the DNS data. However, at scaled time t(u(0)/L(0)) 0.2, the LET 
findings fall below the DNS results. The difference between the LET and DNS 
results then increases, LET values dropping progressively further below the DNS 
output. This trend continues until the end of the calculation. For scaled times 
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t(u(0)/L(0)) > 0.40, the LET predictions oscillate about the lower boundary of 
the DNS error range. At the end of the run, the LET estimate for the scaled 
total energy is 3.44% lower than the DNS measure. 
Figure 6.47 depicts the behaviour of the scaled dissipation rate with time. In 
the early and intermediate stages of evolution, LET overestimates the scaled 
dissipation rate, by an amount increasing with time. However, at scaled time 
t(u(0)/L(0)) 1.25 the LET estimate peaks and then begins to decline, crossing 
to underestimate the DNS dissipation rate for times t(u(0)/L(0)) > 1.7. Agree-
ment is generally not within the error bar limits, although in the final stage 
of the calculation the LET result does lie in this range. However, its previous 
behaviour indicates that the close proximity of the results may be temporary, 
and LET may fall further below the DNS. The LET maxima occurs at a smaller 
wavenumber than that in the DNS predictions, and its subsequent downturn is 
more pronounced. At the end of the run, the LET scaled dissipation rate is some 
3.97% below that of the DNS. 
Figure 6.48 shows the evolution of the scaled integral length with time. LET ini-
tially underestimates this quantity with respect to the DNS findings. However, 
at scaled time t(u(0)/L(0)) 1.25 the LET results become larger than those of 
the DNS, and continue to grow in comparison. The LET findings lie within the 
DNS error bars for the vast majority of the run, but at the latest scaled times 
t(u(0)/L(0)) > 1.75 they escalate just beyond the DNS error range. At the end 
of the calculation, LET gives a value for the scaled integral length which is 6.21% 
higher than that yielded by DNS. The behaviour is similar in Figure 6.50, a graph 
of the integral Reynolds number. However, in this case, the LET plot crosses the 
DNS graph twice. Due to the initial overestimation in the energy, LET overesti-
mates the integral Reynolds number at very early times, before falling below the 
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DNS estimate, only to re-cross and exceed it, escaping slightly beyond the error 
range at the end of the run. 
Figure 6.49 shows the scaled microscale length as a function of time. LET under-
estimates the microscale length as compared with the DNS results, by a difference 
which grows at the early and intermediate stages of the evolution. However, to-
wards the end of the run (scaled times t(u(0)/L(0)) > 1.25) the LET data begins 
to approach the DNS findings. In fact, at the end of the calculation, the two 
values for the scaled microscale length are almost in complete agreement. The 
LET estimate is only 0.27% above the DNS value. For much of the run, the LET 
results lie just outside the DNS error range. The general behaviour is similar in 
the Taylor-Reynolds number (see Figure 6.51). Once again, however, the overes-
timation of the total energy by LET at the very earliest stages of the calculation 
causes the LET estimate for the Taylor-Reynolds number to exceed that of the 
DNS for a short initial period. 
Figure 6.52 shows the Fourier results for the velocity derivative skewness. The 
LET output reaches a maxima before the DNS data, and then falls more signif-
icantly to plateau at a substantially lower asymptotic level. There is almost no 
agreement within error bars, except at the very earliest stages of evolution. The 
final LET plateau value is some 22.94% below the corresponding DNS findings. 
6.8.3 Spectral Parameter Data 
Figure 6.53 depicts the scaled energy spectra of the LET and DNS calculations 
at six different instants during the free decay process. The initial energy spec-
tra suffer from the same imbalance seen in all the free decay comparison runs, 
with the DNS ensemble-averaged spectrum possessing more energy at the lowest 
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Figure 6.52: Velocity Derivative Skewness in R 	129 calculation 
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scaled wavenumbers (kL(0)) 1) and less at the intermediate scaled wavenum-
hers (2 < k(L(0)) < 4). At early stages of the turbulence evolution, agreement 
is well within error bars at low and intermediate scaled wavenumbers, but falters 
at the higher wavenumbers. At later times, the agreement at the intermediate 
wavenumbers becomes slightly more strained, with the LET results approach-
ing the lower edges of the DNS error hounds, but remaining inside. Later still, 
the lower wavenumbers also begin to strain against the upper bounds of the 
DNS range. The final spectra agree within error bounds for most wavenumbers, 
but the LET plot clearly possesses significantly more energy at the lower scaled 
wavenumbers k(L(0)) < 2.5, and less at the intermediate scaled wavenumbers 
3 < k(L(0)) < 7. 
Figure 6.54 gives the transfer spectra of the LET and DNS calculations at five 
(nonzero) times during the decay. Initially, agreement is good for low to interme-
diate wavenumbers k(L(0)) < 5, with all datapomts agreeing within error bars. 
Higher wavenumbers prove more problematic, with LET results lying (to varying 
degrees) beyond the given DNS range. This persists with time, with assorted 
regions of the intermediate and high wavenumber space results shifting into and 
out of the error bounds. At the end of the calculation, most of the LET results 
lie within the DNS range and agreement is quite accurate. The LET predictions 
are slightly higher than the DNS values at low wavenumbers, and a little smaller 
than the DNS findings at intermediate wavenumbers. However, these differences 
are all within error bounds. 
Figure 6.55 gives the dissipation spectra of LET and DNS at six distinct times 
during the free decay. As in the energy spectra plot given in Figure 6.53, the 
initial LET and ensemble-averaged DNS spectra do not agree precisely. However, 
unlike in the R(t = 0) 3 comparison, the differences between the spectra are 
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Figure 6.53: Energy Spectra in R\ 	Figure 6.54: Transfer Spectra in R,. 
129 calculation 	 129 calculation 
contained by the DNS error bounds, even at the peak spectral value. Initially, 
LET develops a small kink in the plot at scaled wavenumber k(1(0)) 5 and 
this leads to significant disagreement for the intermediate range of wavenumbers. 
Agreement at low and higher wavenumbers is much better. The kink appears 
to shift across to slightly lower wavenumbers at subsequent times, but leaves the 
LET estimate for the dissipation spectra high over the intermediate wavenum-
ber range 5 < k(L(0)) < 15. The spectrum develops so that the LET data falls 
slightly short of the DNS results at scaled wavenumbers k(L(0)) < 8 and is overly 
large for scaled wavenumbers 8 < k(L(0)) < 20. Final agreement is generally riot 
within the specified error bars, but is quite close. 
6.8.4 Real and Fourier Space Skewness Measures 
Figure 6.56 illustrates the velocity derivative skewness values for the DNS (using 
Fourier and direct evaluation methods) and the Fourier skewness from the LET 
calculation. As in the R(t = 0) 95 comparison, the two DNS skewness results 
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Figure 6.55: Dissipation Spectra in I?), 	129 calculation 
do not agree precisely. However, the measures are substantially closer in this 
higher Reynolds number test. Once again, the DNS direct skewness possesses 
far larger error bars and the LET prediction does stray into its error range dur-
ing the calculation. Generally, however, LET remains below the error bars of 
either DNS skewness value, plateauing at a significantly smaller level. The im-
proved agreement between the two DNS skewness measures is most likely related 
to the increase in Reynolds number. This higher Taylor-Reynolds number re-
quires the simulation of a larger region of k-space. Hence, the slightly anisotropic 
low-wavenumber results represent a smaller overall proportion of the modelled 
wavenumber space. Overall, the isotropy condition is thus not violated as severely 
as in the R,(t - 0) 95 case and the agreement is improved. 
6.8.5 Modal Time-Correlation Data 
Figures 6.57-6.68 illustrate the modal time-correlation R(k; 1, /j) (see equation 
(6.16)) plotted against scaled time difference (t - t rej)((0)1L(0)). The reference 
time was again taken to be tr ef(mL(0)/L(0)) 1.29. The graphs reflect the modal 
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Figure 6.56: Fourier and Direct Skewness in RA 	129 calculation 
At low wavenurnbers, agreement between LET and DNS is quite poor. However, 
as k increases, the comparison improves at the two ends of the scaled time dif-
ference range. LET and DNS results align for both small and large values of 
(t trej)(U(0)IL(0)). As in the R,(t = 0) 95 calculation, the LET modal 
time-correlation becomes negative at intermediate time differences. Over these 
periods, the agreement is hence at its worst. As before, this will also imply 
unphysical behaviour in the LET propagator function. 
6.9 LET versus DIA 
In summary, across the three free decay comparisons in which equivalent LET 
and 1)IA results were available, the latter closure tended to produce slightly more 
accurate data. The differences in the values were not large, and for some periods, 
and certain measures, LET theory did provide a more compelling comparison 
with DNS. In particular, the LET skewness values tended to provide a better 
estimate of the DNS results, although data from both closures was rather low. In 
general, however, the DIA findings were slightly more accurate on more occasions. 
220 








0 	0.1 	02 	0.3 	0.4 	0.5 	0.6 	0.7 
(I-fret) i(0)/L(0)> 
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Figure 6.58: Modal Time-Correlation 
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Figure 6.60: Modal Time-Correlation 
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Figure 6.62: Modal Time-Correlation 
k = 60 in RA 	129 calculation 







0 	0.1 	0.2 	0.3 	0.4 	05 	0.6 	0.7 
(I-tTef) j(0YL(0). 
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Figure 6.65: Modal Time-Correlation 
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When weighing the success of each theory, we must account for the fact that by 
an initial Taylor-Reynolds number Rx(t = 0) 129 the DIA calculation had be-
come impractically cumbersome. Whilst DIA may have provided accurate results 
for low Reynolds number problems, it is a significant difficulty for the closure if 
its range of applicability is so limited. A theory which is theoretically precise, 
but generally incalculable, is of restricted practical value. 
In defence of LET theory, we might expect DIA to perform better at these mod-
erate Reynolds numbers. The advantages of the LET closure are more likely to 
become apparent at larger Reynolds numbers, when the inaccurate limits of the 
DIA theory begin to manifest themselves. 
Regardless of which closure performed more ably, both LET and DIA have been 
observed to render reasonably accurate estimates for a range of turbulent pa-
rameters. The differences in the comparisons may not all have been contained 
by the error bounds as defined, but the spectral and integral parameters which 
are generated by the closures very closely resemble the corresponding DNS data. 
These achievements are particularly impressive when we recall that the findings 
have been accomplished without any tuning of arbitrary parameters. Whilst the 
general performance of the closure theories did become slightly less accurate as 
the Reynolds number was increased, even in the largest case the closure output 
provided a good estimate for the DNS values. 
Whilst the closures cannot replicate DNS results precisely, they have been demon-
strated to produce reasonable facsimiles of the DNS findings over a wide range 




LET theory and Forced 
Turbulence 
7.1 Forced Turbulence 
In Chapter 6, we tested the precision of LET's numerical predictions in the con-
text of isotropic, homogeneous, freely decaying turbulence. In this chapter, we 
shall scrutinize LET's performance in a different, more complex kind of fluid flow: 
forced turbulence. This represents unexplored territory for the closure; all pre-
vious numerical LET research has dealt exclusively with free decay conditions. 
Indeed, in general, little numerical work on the forcing of time-dependent closure 
equations appears in the literature, with the only comparable reference due to 
Chen et al [86]. 
In forced turbulence, the fluid is driven by an external stirring action. This forc-
ing mechanism injects energy into the system. This energy source works against 
the energy sink provided by viscous dissipation, and after a period of time, the 
stirred fluid will achieve equilibrium. The turbulence is then stationary and the 
corresponding integral parameters will oscillate about evolved plateau values. 
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Forcing is usually assumed to act upon large length scales in the fluid (i.e. at low 
wavenumber values). This is physically reasonable since in practice stirring would 
induce most significant excitation in the macroscopic modes of oscillation. There 
is also an underlying desire to isolate the high-wavenumber behaviour (which we 
will see in Chapter 8 can adopt a universal character) from the forcing mecha-
nism's tampering. As Eswaran & Pope [63] note 'Although certain small-scale 
quantities (the energy dissipation, for example) are essentially determined by 
the large-scale dynamics, it is generally accepted that the dynamics of the small 
scales are decoupled from the details of the large-scale behaviour in high Reynolds 
number turbulent flows. The assumption inherent in the use of low-wavenumber 
forcing is that the time-averaged small-scale quantities will not be influenced by 
the details of the mechanism for energy production at the large scales, but will 
depend, rather, on its gross effects i.e. the energy production rate'. 
7.1.1 The Forcing Term 
Stirring forces are included in the Fourier transformed Navier Stokes equation by 
introducing a forcing term, f. (k, t). The equation of motion of a driven fluid is 
given in wavenumber space by 
f 
49 
 + vk2 }u(k,t) = Ma (k) 	u(j,t)u(l,t) + f(k,t). 	(7.1) 
i+1=k 
To preserve the statistical homogeneity and isotropy of the model fluid, the forc-
ing term f(k,t) must also obey these conditions. There is also one additional 
stipulation on the driving force. If we multiply throughout the forced Fourier 
transformed Navier Stokes equation (7.1) by wavenumber k, we obtain 
k 2 }u(k,t) = kaMa (k) 	u(j,t)u(1,t)+kafa(k,t). 	(7.2) 
j+1=k 
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Consider the left-hand side of equation (7.2). The kcy  multiplier can be taken past 
the partial time derivative D/8t and the ilk   factor to give 
k, f + vk2}u(k,t) = 	+ vk2 }ku(k,t). 	 (7.3)at  
The incompressibility condition in Fourier space, given by equation (1.66), asserts 
that ku(k, t) = 0. Hence, the left-hand side of equation (7.2) is identically zero. 
Now, consider the right-hand side of equation (7.2), 
kaMay(k) 	I 	ufi (j,t)u y (l,t) + kafa(k,t). 	 (7.4) 
i+1=k 
The definition of the inertial transfer operator Mc i(k) (given by equation (1.80)) 
took the form 
M(k) = {kD(k) + kD(k)}. 
Thus, the right-hand side of equation (7.2) can be written 
{k akD(k) + kkD(k)} 	u(j,t)u(1,t) + kf(k,t). 	(7.5) 
2i 	 j+1=k 
The projection operator D(k), defined by by equation (1.76), is given by 
k0, k 
k 2 
Substituting for the projection operator terms renders the right-hand side of 
equation (7.2) equal to 
kak)+kk(_ 	}E u(j,t)u(1,t)+kafa(k,t). (7.6) 
V 	 k 2 	i+1=k 
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The four terms within the prefactor to the summation (contained here in curly 
brackets) vanish upon simplification of the Kronecker delta and wavenumber 
products. The forcing term is hence the only element of equation (7.2) which 
has not trivially disappeared. We thus have the final condition on the stirring 
force term 
kcxfa(k,t) = 0. 	 (7.7) 
7.1.2 The Forced Energy Balance 
In section 4.6.2, we analysed the energy balance of a freely decaying turbulent 
fluid. This yielded equation (4.50), which stated 
at 
+ 2vk2 }E(k,t) = T(k,t). 
If we repeat the derivation provided but use the forced version of the Fourier 
transformed Navier Stokes equation (relation (7.1)) rather than the free decay 
form (result (1.81)) then we acquire the related forced energy balance equation 
49 
 + 21/k2 }E(k, t) = T(k, t) + 4k 2 (Ua(k, t)f(k, t)). 	(7.8) 
at 
The second term on the right-hand side of this equation describes the energy 
input due to the action of the stirring force f,,, (k, t). For consistency with Young 
[71], we label this source term as 
w(k, t) = 47rk 2 (u(—k, t)fa(k,  t)). 	 (7.9) 
If we integrate throughout equation (7.8) with respect to wavenumber (recalling 
that the transfer spectrum T(k, t) vanishes under such an operation; see equation 
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(4.53)), we obtain 
dE(t) 
dt + €(t) = f €(k,t)dk. 	 (7.10) 
In forced turbulence which has reached an equilibrium state, dE(t)/dt = 0. As 
a consequence (and quite in line with what one might physically expect) the 
dissipation rate must be equal to the rate at which the stirring force injects 
energy into the fluid, 
4t) = f cw(k, i)dk. 	 (7.11) 
For stationarity, we shall require both the dissipation rate and the source term 
to become time-independent functions 
= f00  w (k)dk. 	 (7.12) 
7.1.3 Forcing in the Edinburgh DNS code 
The forcing routines utilized in the Edinburgh DNS code (as described in [71]) are 
consciously styled on stirring algorithms employed by Machiels [ 87]. The forcing 
term f(k,t) is of the form 
(k, t) = 	u(k,t)/[2Ej(t)], 0 < k < kf , 	 (7.13) 
0 1 	otherwise, 	 (7.14) 
where is a real scalar, 0 < k < /cj is the range of low-wavenumber modes over 
which the stirring acts, and E(t) is the energy contained in the forced modes 
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 E(k,t)dk. 	 (7.15) 
As Machiels notes [87], this forcing is isotropic and quickly leads to the evolution 
of a stationary state. Note that it also trivially obeys the additional requirement 
given by equation (7.7). If we substitute equation (7.13) into the forced energy 
balance equation (7.8), we obtain 
19 
 + 2vk 2 }E(k,t) = T(k,t) + 4k 2 K k,t ) ,t) ) . 	(7.16) 2 E (t) 
In the Edinburgh DNS, kf = 1.5 and hence only the first shell of wavenumbers 
k = 1 (literally 0.5 < k < 1.5) is stirred. We can hence evaluate the energy E1 (t) 
in the denominator of (7.16) to be component E(k = 1,t), yielding 
+ 2vk2 }E(k, t) = T(k, t) + 4k2K
k, t)u(k, t) 
2E(k = 1,1) 	
(7.17) 
In addition, if we take the constant outside the ensemble average and, recalling 
definition (1.94) for the correlation, we can write 
+ 2k2 }E(k,t) = T(k,t) + 4k2 	
= 1; t, t) 
(7.18) 
E(k=1,t) 
Finally, employing relation (1.101), the equation can be simplified to give 
+ 2vk2 }E(k, 1) = T(k, t) + E. 
Hence, the proposed form for the stirring forces delivers energy at a constant rate 
into the system. If the fluid is regularly forced in this manner, the turbulence 
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will self-adjust until the mean dissipation rate equals this constant input rate. 
Hence, a steady state with any given dissipation rate can be achieved by forcing 
the system in this fashion. 
In practice, this particular brand of 'energy injection' forcing is accomplished in 
the Edinburgh DNS by direct manipulation of the velocity field u(k, t). We wish 
to deliver a packet of energy of fixed size Lt into wavenumber shell k = 1 once 
every timestep. The energy associated with the k = 1 mode should hence undergo 
an adjustment 
E(k = l,t)AF = E(k = l,t)BF + 	 ( 7.19) 
where the abbreviated subscript notation "AF" denotes "After Forcing" and "BF" 
denotes "Before Forcing". This can be achieved by making a general velocity field 
transformation of the form 
u(k = 1,t)AF = u(k = 1,t)BF x 6 , 	 ( 7.20) 
where 6 is a real scalar. The actual value of 6 will be derived in the next section. 
The operation of multiplying the complex velocity field component u(k = 1,1) 
by a real constant alters its amplitude (and hence changes the associated energy) 
but does not affect the phase of the velocity mode. 
7.1.4 Forcing in the LET2000 code 
In order to match the stirring routines built into the Edinburgh DNS, the LET2000 
forcing should likewise inject a packet of energy of constant size /t into the Ic = 1 
wavenumber mode once every timestep. As discussed in the previous section, this 
entails the energy transformation (7.19) 
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E(/c = 1,t)AF = E(k = 1,t)BF+Lt. 
In DNS, this was accomplished by varying the amplitude of the velocity field 
component u(k = 1,t). However, in LET we do not have access to the fluid 
velocity field. Hence, we cannot directly make an adjustment of the form (7.20). 
Instead, we have to manually impose the changes which transform (7.20) would 
induce in the correlation values. Using result (1.101) for the wavenumber mode 
k = 1, we can write equation (7.19) as 
47rQ(1, t, t)AF = 47rQ(1, t, t)BF + EAt, 	 (7.21) 
using the former notation. Rearranging slightly, 
Q(1,t,t)Ap = Q(l,t,t)BF+ 	. 
47r 	
(7.22) 
We can rewrite this as 
Q(1,t,t)AF = Q(1tt)BF 	
:Lt
{1 + 4Q(1,t,t)BF} 	
(7.23) 
In terms of the velocity field, this implies that 
Lt 
	
u(1,t)AF = U(1t)BF{1 +4Qtt)} . 	 (7.24) 
Equation (7.24) is the specific form for the hypothetical transformation (7.20) 
which, were we able to directly access the velocity field, would effect the re-
quired energetic change. We have seen one result of such a transformation; the 
on-diagonal correlation undergoes a change of the form (7.23). However, in ad-
dition, this manipulation of the velocity field would also affect the off-diagonal 
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correlations Q(1, t, i') and Q(1, i', t) since both average over the modified velocity 
mode. As a side effect of the suggested velocity field transformation, we would 
hence also have 
Q(1,t',t)AF = Q(l,t,t 	
Th
')AF = Q(l,t,t')BF {i + 
4Q(1,t,t)Bp} 
. 	(7.25) 
Thus, in order to force the LET equations, we require the energetic transforma-
tion given in relation (7.19). To accomplish this, we notionally change a single 
mode of the velocity field u(1, t) in the manner described by equation (7.24). 
Since we cannot actually make this alteration we instead manipulate the corre-
lation values. We effect changes of the form (7.23) in the on-diagonal correlation 
function, and (7.25) in the off-diagonal correlation elements. 
It might seem somewhat counterintuitive that the forcing of the LET code re-
quires an alteration to be made to the off-diagonal correlation values, since it is 
only the on-diagonal correlation function which is directly related to the energy 
spectrum. In fact, when the forcing algorithm was first developed in the LET2000 
code, a number of different stirring routines were tested. These included a scheme 
in which the on-diagonal correlation function alone was manipulated according to 
equation (7.23), but the off-diagonal correlations were unaltered. In comparison 
with DNS output, the results of such runs proved consistently inferior to calcu-
lations in which both on and off-diagonal correlation changes (equations (7.23) 
and (7.25)) were implemented. Hence, there is also numerical support for the 
proposed forcing scheme. 
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7.1.5 Alternative Forcing Options 
The LET2000 stirring routines have been primarily designed to match the forcing 
in the Edinburgh DNS. Since we wish to run equivalent LET and DNS calculations 
to compare the output, the common constant energy injection method will be the 
usual forcing technique employed. However, LET2000 also includes a variety of 
other possible forcing methods. 
In the standard DNS forcing, the quantity of energy which is added to wavenum-
her mode k = 1 at each and every timestep is constant. However, LET2000 
provides the alternative to inject, at time n/it 
• a packet of energy of size (nLt - Lit) x Lit, or 
• a packet of energy of size E(nLt - At) - E(nLt). 
These options are aimed at maintaining the total energy value at a constant 
level, rather than fixing the dissipation rate. We can also elect to deliver energy 
into the turbulent system at any wavenumber gridpoint; we are not restricted 
to using wavenumber mode k = 1. Regardless of where the system is forced in 
wavenumber space, there should be a 'buffer' of several meshpoints between the 
forcing and the endpoints of the wavegrid. Forcing the system too close to the 
extremes of the truncated wavenumber space has been found to lead to energetic 
imbalances. 
LET2000 also offers an intermittent form of stirring. Instead of adding a quantum 
of energy Lt at every timestep, we can elect to force the system by adding an 
energy packet n—:'-At once every n timesteps. This means that the system will be 
perturbed more severely, but on a less frequent basis. The overall energy input 
rate, however, remains the same. 
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A popular alternative to the stirring algorithm used in the Edinburgh DNS is the 
so-called 'mode-fixing' forcing. This technique has been employed by Overholt 
& Pope [68], Alvelius [88], Siggia & Patterson [89] and Wang et al [70] amongst 
others. Rather than supplying extra energy to a specified wavenumber mode, we 
simply 'freeze' the amount of energy within a given mode. The phase of the mode 
remains free to vary, but its amplitude is maintained at a certain value. Usually, 
two low-wavenumber modes are fixed and the ratio of the frozen energies is set 
to be in accordance with the Kolmogorov k 513 spectral power law. LET2000 
offers such mode-fixing forcing but only restrains a single mode. This means 
that the simulation cannot be accused of demonstrating Kolmogorov behaviour 
because the forcing routine has induced it (there can be no grounds to argue that 
LET produces 'Kolmogorov out' because we put 'Kolmogorov in'). As with the 
alternative energy injection techniques, the freezing of low-wavenumber modes 
provides a variable energy input rate. 
7.2 Time History Integral Truncation 
We mentioned in section 5.1 that there were difficulties associated with performing 
long-term LET calculations. The fundamental problem is that the LET equations 
include time integrals which range over the entire history of the fluid. Recall the 
1992 LET equations for the off and on-diagonal correlation functions (originally 
given by (2.31) and (2.32)) and, in particular, the definition of the inertial transfer 




+ vk2] Q(k; t, t') = P(lv; t, t'), 
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[49 +2z1k 2] Q(k;t,t) = 
P(k; t, t') = f d3jLk [fdsH(k;   t', s)Q(j; t, s)Q(k - ii; t, s) 
- f'dsH(J';t,  s)Q(k; t', s)Q(k - j I ; t, s)]. 
Every correlation and propagator function value which is determined from the 
moment at which the turbulence commences must be retained in order that these 
results can be used in the time integrals within P(k; t, t'). This is a very significant 
memory commitment, and quite rapidly saturates the available storage facilities 
in a typical personal computer. The time integral is also troublesome in that, as 
1 increases, the inertial transfer term takes progressively longer to calculate since 
there are more terms to sum. Each timestep is computationally more intensive 
than the one before, and hence the calculation effectively (and exponentially) 
grinds to a halt. These twin factors of memory and runtime severely restrict the 
number of timesteps over which turbulent behaviour can be predicted. Since the 
timestep of the system is also constrained by the conditions described in section 
4.8.2, the net result is that LET calculations tend, by necessity, to reflect very 
short periods of real time. 
In forced turbulence problems, this can be a major stumbling block. A station-
ary system takes a certain amount of time to evolve. Hence the LET calculation 
must be able to extrapolate fluid behaviour for at least that period if we are to be 
able to determine the parameters of the resulting steady state. With the compu-
tational facilities available within this research, full LET calculations could not 
reach this stationary state. We thus need to find or invent a method to increase 
the timespans for which the LET2000 code can supply numerical predictions. 
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One method of resolving this problem was proposed by Rose in 1985 [90]. Whilst 
recognizing that Kraichnan's Direct-Interaction Approximation had enjoyed many 
successes, Rose noted 'the main criticism of this theory is its computational com-
plexity, which is directly related to the occurrence of complete time history in-
tegrals in the expressions for the evolution of correlation functions'. Rose also 
added that the calculation of DIA proves particularly unwieldy in physical situa-
tions in which the system takes an oscillatory approach to a stationary state. An 
example of such a circumstance is turbulence in plasmas, one of Rose's particular 
interests. In an attempt to free the DIA theory from the heavy computational 
burden of long time integrals, Rose suggested the 'Cumulant Updated Direct-
Interaction Approximation'. 
The idea behind Rose's DIA variant was that one could remove the time integrals 
from the calculation if one could distill the essential information which they pro-
vided. Rose proposed that these time integrals contained important information 
on the non-Gaussian nature of the third-order velocity correlation values. He felt 
that progress could be made if DIA-like results were evolved in the normal way 
for a time period T, where T is an input parameter. However, at this juncture, 
the state of the non-Gaussian correlations could be characterized by using the 
'cumulants' of the system. These 'cumulants' could then be used to provide ini-
tial conditions for a second DIA run in which the time integrals from the first 
calculation period were removed. In order that such a scheme could be performed, 
however, Rose realized that the actual DIA theory must be generalized somewhat 
to permit a wider class of initial conditions. 
'Cumulants' are usually defined by the terms in a Taylor series expansion of 
the logarithm of a 'characteristic function', this being defined to be the Fourier 
transform of a probability distribution function. In fact, the cumulants of a 
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system are very closely related to the moments. Consider the model turbulent 
velocity field in k-space. The first-order cumulant of this field is equal to the 
first-order velocity moment 
ii = (u). 
	 (7.26) 
Due to the statistical isotropy condition in our flow, this term vanishes and the 
ensemble mean is equal to zero. The second-order cumulant for the velocity field 
is equal to the second-order velocity moment 
= 	 (7.27) 
which is also equal to the ensemble variance. The third-order cumulant is identical 
to the third-order velocity field moment 
= (uu'u). 	 (7.28) 
Note that if the system did not have a zero mean velocity value (see equation 
(7.26)), then some of these results would be rather more complicated. In partic-
ular, the third-order cumulant of the velocity field would become 
= 2(u) - 3(u)(uu) + (uuu). 	 (7.29) 
Even in a system such as ours in which the mean does vanish, the cumulants are 
not equal to the corresponding moments for orders equal to or greater than 4. 
The cumulants then become algebraic combinations of different order moments. 
For instance, the fourth-order velocity field cumulant is given by 
- 	K4 = (uuuu) - 3(uu) 2 . 	 ( 7.30) 
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However, since our main focus is on the lower-order moments and cumulants, for 
our purposes there is little distinction between the correlations and cumulants of 
the velocity field. 
In section 5.1, we noted the stipulation that in the initial conditions in LET 
and DIA calculations, the third-order velocity moment must be equal to zero. 
This proved somewhat problematic, being an impossible restriction to physically 
impose on a real fluid. The requirement comes about because in the standard 
derivation of DIA, the initial turbulent velocity field is assumed to be Gaussian 
in nature. All odd-order correlations and all orders of cumulant beyond 2 in a 
normal distribution are zero, and hence we have the third-order velocity correla-
tion condition. 
Rose developed a generalized DIA analysis in which non-Gaussian initial con-
ditions could be employed. If the initial third-order cumulant is nonzero, this 
implies that all higher order cumulants will also be non-vanishing. In principle, 
the exact state of the system would then have to be described by providing all the 
nonzero cumulants of the velocity field. However, since DIA uses renormalized 
perturbation theory truncated at quadratic order, we actually only need take into 
account the initial third-order cumulant. Thus, in Rose's scheme, the evolution of 
the revised form of DIA occurs in the normal manner until some prescribed time 
T. The state of the system is then characterized by the calculation of its third-
order cumulant (or correlation). This is then fed into Rose's DIA variant as the 
initial conditions in a second, essentially distinct, calculation. The time integrals 
are zeroed, and evolution of the data from this new origin of time commences. 
This is referred to as the 'cumulant update' process, and repeats periodically 
throughout the computation. 
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Obviously, this procedure bounds both the amount of information which must 
be committed to memory (at time T, all previously determined data for corre-
lation and response function values can be deleted) and the complexity of the 
time integral calculations (summations involving at most (T/Lt) terms). If one 
allowed time T to become very large, then the original DIA formulation would 
essentially be recaptured, and the 'cumulant update' procedure would never oc-
cur. However, if T is, as Rose suggests, 'short, but not too short' then reasonable 
approximations to full DIA results can be achieved at a reduced computational 
expense. 
Rose's cumulant update work has been further investigated in two papers by 
Frederiksen et al ([531 and [91]). The researchers devised analogous cumulant 
update schemes for the LET and SCF closures. Numerical results from these 
approximations were then tested against Direct Numerical Simulation data. Un-
fortunately, the findings are not directly comparable with results from this re-
search as the turbulence considered by Frederiksen et al was two-dimensional. 
In addition, there is also a further aspect to Frederiksen's work which involves 
possible differences in discrete and continuous formulations of closure hypotheses. 
Whilst both Rose and Frederiksen both suggest that the cumulant update tech-
nique provides a comparable performance to full closure computations, there seem 
to be substantial problems with the method. In particular, at times just after the 
cumulant update has occurred, the integral parameters behave quite erratically. 
For instance, the evolved skewness traces a sawtooth plot rather than a gentle 
oscillation about a plateau level. By the time the disturbances have died away, 
another cumulant update is required. Hence, to this author, the procedure seems 
to be limited in its success. 
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Rather better results are achieved in this investigation by using an original tech-
nique called the 'Time History Integral Truncation' (THIT) approximation. The 
time history integrals in the LET calculation are contained within the inertial 
transfer term P(k; t, t'),  as defined by equation (2.33). The integrals range from 
time t = 0, at which the turbulence commences, to time arguments t and t'. Thus 
by the end of a calculation, they hence span the entire duration of the turbulent 
evolution. It would seem physically reasonable, however, that the recent history 
of the turbulence is a more dominant force in dictating future behaviour than the 
effects of the far distant past. In fact, one might reasonably approximate that 
beyond a certain retrospective time period, the historical behaviour of the system 
becomes largely redundant in determining the future. This is the key idea in the 
Time History Integral Truncation approximation. The approximation proposes 
that the time integrals within the inertial transfer term P(k; t, t') should be re-
stricted to range over only the n most recent timesteps (where n, like Rose's T, 
is an input parameter). This means that the 1992 LET equations 
at 




	2 2i,k} Q(k;t,t) = 
use a modified form of the inertial transfer term P(k; t, t') given by 
( f
P(k; t, t) = f d3jLk. 	dsH(k; t, s)Q(j; t, s)Q(Ik - j; t, s) ,o t 
	
- f
dsH(j; t, s)Q(k; t', s)Q(k —ii; t, s)}, 	(7.31) 
tbot 
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where the new lower integration bounds t'bot  and tbot  are functions of the input 
parameter n, with 
tl 
bot = t oj = 0 for t',t < nLt, 
ot = - nit for t' > nLt, 
tbot = t - nit for t > n/it. 
As with the Cumulant Update technique, this approximation bounds 
• the amount of data which the code theoretically needs to store, and 
• the maximum number of terms in the time integral summation calculations. 
In principle, this frees the closure to predict parameters over an unlimited time 
span (as in Direct Numerical Simulation). In practice, the total amount of time 
for which a system would be accurately modelled may be limited by small errors 
in the THIT approximation amplifying with time. 
The Time History Integral Truncation approximation has been numerically anal-
ysed using the test problems employed in the free decay comparisons of Chapter 
6. The results obtained were excellent. In the R(t = 0) 3 calculation, the 
time history integrals could be entirely thrown away; the truncated results agreed 
with the original data for most measures even if a history integral of only a single 
timestep was employed. This is due to the fact that at such a small Reynolds 
number, we effectively only see viscous dissipation. In this case, the inertial trans-
fer terms are essentially zero anyway. In the R(t = 0) 26, R(t = 0) 95 and 
R(t = 0) 129 computations, provided at least 20 timesteps were retained in 
the time history integral, the truncated LET runs provided results which com-
pared very well with the full LET data for all measures. Figures 7.1-7.5 illustrate 
results from full LET runs and LET calculations with the Time History Inte-
gral Truncation (with n = 20) for the R(t = 0) 129 test problem. In these 
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particular conditions, the truncation is equivalent to retaining 0.51 initial eddy 
turnover times of data throughout a computation which persists for 1.93 initial 
eddy turnover times. The velocity derivative skewness (the most sensitive integral 
parameter available) was changed by only 0.21% at the end of this calculation by 
using the Time History Integral Truncation approximation. 
The present version of the LET2000 code actually only partially implements the 
Time History Integral Truncation Approximation. The code stores the entire 
history of the system in memory, as in full LET, but then only sums the n most 
recent terms in the time history integral calculations. Whilst the code is still 
limited in how much time can be simulated (because the memory constraints 
still apply) the partial implementation enables considerably greater spans to be 
achieved. These enhanced time ranges have proved sufficient to record the full 
evolution of stationary turbulent states. 
7.3 Logarithmic Wavenumber Discretization 
In the free decay comparisons with DNS in Chapter 6 and the benchmark compar-
isons against LET1984 results in Chapter 4, wavenumber space was discretized 
by utilizing a linear array of meshpoints. The spacing between any gridpoint 
and either neighbour was a constant (and, in fact, equal to /k = 1). Linear 
stepping, as outlined in section 4.2.2, is the most reliable and accurate method 
of representing k-space. However, it does limit the extent of wavenumber space 
which can be included in a given calculation. In the free decay comparisons, 
the highest Reynolds number run possessed an initial Taylor-Reynolds number 
of R(t = 0) 129. This computation required calculations over a span of 
wavenumber space from kb 0t = 0.5 upto k t,p = 120.5, as represented by 120 dis-
tinct meshpoints. Clearly, this is numerically demanding. To obtain Reynolds 
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numbers much greater than R(t = 0) 	129, further coverage of wavenumber 
space is required. This is simply too computationally intensive to handle using 
such dense linear stepping. To describe larger k-space domains, and reach higher 
Reynolds numbers, we utilize a rather different technique: logarithmic discretiza-
tion. 
Suppose we wish to discretize the region of wavenumber space (kb 0t , k 0 ). These 
values do not give the first and final meshpoints but rather are the physical 
extremes of the area we wish to model. The choices of k 0 and kb 0 t are, of course, 
still subject to the same considerations which were outlined in the linear stepping 
discussion in section 4.2.2. We can 'logarithmically' split this (k 0 , k 0 ) region 
into separate subsections. Suppose there are n such subareas where 
Region 0 extends over (10  = kbot, Ii), 
Region 1 extends over (Ii, 12), 
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Region g extends over (Is , I+), 
.until... 
Region n - 1 extends over (I_, I = k 0 ). 
In linear stepping, the boundaries between successive regions are separated by 
a constant distance, all the subsections being the same length. However, in 
logarithmic discretization, the extent of region g is not equal to that of region 
g - 1. The starting points of the logarithmically discretized regions (Ia, 11, 12, ...) 
are instead in geometric progression. The constant multiplying factor in this 
series is 2, where Lk is an input parameter. 





= 2AIc2Ak r 	 (7.33) 
- nAkio. j- (7.34) 
Recalling that I = kt,,p and 10 = kb0t are the extremes of the simulated wavenum-
ber domain, we have 
kb0t - 
2, 	 (7.35) 
and hence we can take natural logarithms and rearrange to yield 
1 	1nJ'—-1'. 	 (7.36) 
nln2 kb ot J 
Each subsection of k-space is to be labelled by a representative wavenumber. 
Whilst in linear stepping this was taken to be the arithmetic mean of the region's 
boundaries, for this case we use the geometric mean of the subsection's endpoints, 
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kg = [Ig Ig+i], 	 (7.37) 
and thus substituting for the endpoint expressions, 
kg = {2YAkI. 	>< (9+1)k 	1 
'bot k 0 j , 	 ( 7.38) 
we find that 
(2g+l)llk  
k9 = kb02 	2 	 (7.39) 
Notice that this implies 
(2g-f1)k 
- k2 2 	
-2 k 	 (7.40) 
kg-1 - kb0t2 
(2g-1)k - 
2 
and hence the distribution of the representative gridpoints, as well as the end-
points of the regions, are connected by the same geometric progression. The 
extent of a given subregion can be written 
	
Ig - Ig_i = kb0t {2Y -2(9— 1)Ak } 
	 (7.41) 
and as a ratio of the neighbouring subsection's length 
Ig  - I_ - k 0 29 Ak -2(9- 
 I)Ak  L  (7.42) 
'g—1 - 'g-2 - kb0t {2(9_1)Ak - 2(Y_2)} 
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or, simply cancelling, as 
Ig - I9-1 =2 	 (7.44) 
'g—1 - Ig-2 
Thus the length of successive wavenumber subintervals also obeys the same geo-
metric progression formula, with the same multiplicative factor. 
ik defined in this manner is often referred to as the 'k-step in octaves'. In 
Kraichnan's numerical DIA work [40], the k-step in octaves was taken to be 
equal to 1/4 for all but one calculation (being 1/8 in the exceptional case). In 
the 1984 LET numerical research [21], the k-step was a 1/4 octave for three out 
of the five runs, and 1/3 in the two other cases (one of which was a high Reynolds 
number run). In the 1989 and 1992 LET numerical work, only k 0 and kb0 t are 
given, with no value for LIc explicitly provided. However, since the given extrema 
coincide with values used in the earlier LET calculations, it would seem safe to 
presume that the k-steps used were also the same. In this research, in the single 
forced calculation in which logarithmic wavenumber discretization is employed, 
the common value of zk = 1/4 will be utilized. The values of kb0t and kt,p will 
be chosen so as to match the equivalent DNS wavenumber grid as closely as is 
possible (although, clearly, a precisely analogous grid will cannot be arranged) 
whilst also delivering an LET gridpoint at k = 1, so that the LET forcing can be 
implemented in the same fashion as in the DNS. 
7.4 Forced Turbulence Comparisons 
The forced turbulence comparisons detailed within this chapter contrast LET2000 
output with analogous results from the Edinburgh DNS. These tests are a-
posterioriin nature as the DNS results utilized were originally generated by Young 
[71]. Thus, we have no control over the DNS parameters. We can only seek to 
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implement initial conditions in the LET calculation which are as close as possible 
to the preselected DNS input. The DNS results are from single velocity field 
realizations. Hence, we will not be able to ensemble average the data as in the 
free decay runs of Chapter 6. As a result, the initial conditions in the LET and 
DNS forced computations will vary slightly more substantially than in the free 
decay cases. However, this should not overly concern us. We expect the final 
energy spectrum of the system to depend more significantly on the forcing of the 
system and on universal laws than the initial state. This idea will be discussed 
in some detail in Chapter 8. 
The forced turbulence analysis comprises two different tests 
. one between LET and a 64 DNS calculation, and 
. the other between LET, DIA and a 256 DNS computation. 
7.5 Error Bounds in the DNS Results 
In general, the reliance on single velocity field realization data means that we will 
not be able to generate 'error bars' for the forced turbulence findings. However, 
we can produce means and associated error ranges for evolved parameter values. 
The DNS computation extends beyond the point at which the system reaches its 
steady state. Hence, we can time average over the evolved portion of the DNS 
run to determine average values and error bounds for the turbulent parameters. 
Consider the total energy as a function of time E(t) within a forced turbulent 
system. Under constant energy injection forcing, the value of the total energy 
E(t) will climb from its initial value and peak at some maximum. It will then fall 
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slightly before levelling off and fluctuating about the mean total energy value of 
the evolved fluid state. Consider times tr > tEvolved so that all measurements of 
the system are taken in the stationary state when the energy is oscillating about a 
plateau level. Suppose the population average (that is, the hypothetical average 
over all possible evolved time values) is E. We attempt to estimate this value by 
taking the sample average E over some subset of the evolved energy/time values. 
Imagine we measure the energy at n different times in the region in which it 
fluctuates about the mean plateau. The sample average E is defined as 
E = 	: E(tr ). 	 (7.45) 
fl r=1 
The expected value of this sample average E is equal to the population average 
E. However, the variance of the sample mean s 2  is not equal to the population 
variance a 2 . These are instead related by 
= 	 (7.46) 
Chebyshev's inequality (see section 6.4) suggests that a random variable is un-
likely to differ from its expected value by more than a few standard deviations. 
Hence, the sample mean is unlikely to differ from the population mean by more 
than a few multiples of 
= or 	
(7.47) 
and thus the sample mean value (the estimated mean total energy) is an increas-
ingly good estimate of the population average (the true evolved total energy) as 
n —+ oo (or, realistically, as n becomes large). 
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The sample variance is approximately related to the population variance via 
	
01 2 s 2 , 	 ( 7.48) 
n—i 
and so if we calculate the sample variance using 
2 = - E [E(tr) - 	 ( 7.49) 
fl r=1 
then this implies the population variance can be calculated as 
1 
a2 = (n - 1) 	
- E] 2 . 	 ( 7.50) 
Notice the only change is within the denominator, wherein (n - 1) replaces n. 
This form for the standard deviation will be used in all the time averaging cal-
culations in this chapter. Of course, given that n will be very large, it will make 
little difference to the results whether we use n or (n - 1). 
The population standard deviation or is sometimes - also called the 'standard de-
viation of a single measurement'. It measures the dispersion of individual values 
about the population mean. 
Imagine that we make a large number of calculations of the sample mean energy 
using many distinct sets of n measurements. We can calculate the statistics of 
this distribution of mean estimates. The 'standard deviation in the mean', also 




This gives an estimate of the spread of values of the sample mean about the 
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population mean. It tells us the dispersion of our mean energy estimates about 
the true mean energy or the likely error in our estimation of the mean energy 
level 




> [E(t r ) E] 2 (7.52) 
In previous analyses of Edinburgh DNS results [71] the figures given for evolved 
integral parameter values were stated as a time average, plus or minus twice the 
standard deviation of the quantity over the sample averaging period. Whilst 
one can make a firm statement about the proportion of the parameter estimates 
which lie within such an error region on the basis of the Chebyshev inequality 
(see section 6.4) this bound is not ideal. If we increase the length of the averaging 
period the associated error bound is not reduced. The DNS results will continue 
to oscillate about the mean level in the new, enlarged span of results, and will 
generally lie no closer to the mean level. Hence, the standard deviation will not 
shrink, and the error measure does not decrease despite the fact that we are using 
a greater number of results. We need to take account of the number of datapoints 
employed in the mean calculation, so that the error bars decrease in size as more 
and more data is used in the computation. The standard error, which is a mea-
sure of the dispersion of mean estimates, is a more suitable quantity. We will 
hence state the error range for the evolved parameter values as plus or minus 
three times the standard error. 
There is one further complication in the statistical analysis. The fluid turbulence 
commences at t = 0, evolves to a stationary state at tE vo lve d and ceases at time 
tfinal. We can calculate the mean of a function f(t) over the n timesteps in 
the period (tai  tj jnai). The time argument ta  is an arbitrary point in the range 
tEvolved < t a < tuna1. Given that the n timesteps between ta and ij inal  is suffi-
ciently large to produce a stable average, any and all ta provide equally acceptable 
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choices. There is hence a slight arbitrariness in the selection of ta and we must 
ensure that this does not significantly affect our results. The mean of the function 
f(t) would be given by 
-' 	in 
f = - 	f(t r ). 	 (7.53) 
fl r=1 
We could then calculate the standard error as the quantity 
1 	n
[f(tr)_f1 2}. 	 (7.54) 
n(n - 1) r=1 
The forced turbulence results actually obtained indicate that starting the aver-
aging period at a different point in evolved time (say tb) can yield a mean which 
may lie outside of the range provided by the mean of the quantity over (ta , tjinai) 
plus or minus three times the standard error from this period. How can this be? 
The standard error is meant to contain the variation of the mean. In fact, this 
occurs due to a question of independence in the results. Simply because we have 
n timesteps of data does not imply that this represents n independent estimates. 
The correct way to proceed is to determine the period over which the system 
decorrelates with itself, and hence calculate the effective number of independent 
samples. There are various ways such an evaluation could proceed. We could 
choose to determine the period over which the velocity field becomes uncorre-
lated with itself, and use this to establish the number of independent samples 
for any turbulent parameter over the period (ta) tjinai). However, we choose to 
pursue a rather different analysis. In fact, we treat each parameter as a distinct 
and independent measure, and deal with each according to its own decorrelation 
period. For each scalar parameter, g(t), we consider the DNS results over the 
whole time range. We then make a judgment as to the time at which the evolved 
state of this parameter g(t) is reached (visually assessing at what stage oscillation 
about a plateau commences). The autocorrelation of the function g(t) is given 
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by 
>2 (g(t) - )(g(t + j) - 
>2 (g(t) - Mg(t) - 
(7.55) 
where is the mean of the function g(t). This autocorrelation is calculated for 
all the data after the point in time at which a steady state has been achieved. 
We then evaluate the period at which the autocorrelation function h[j] falls to 
1/e2 . This is then taken to be the decorrelation time for this particular quantity. 
The length of the evolved period and the decorrelation time are then used to 
determine the number of independent samples in the evolved results for the par-
ticular parameter g(t). On this basis, the standard error is calculated. Careful 
checks have been made to establish that the means calculated over time periods 
(t a , tjinai) for all t a lie within the resulting bounds. Note that the independent 
sample number is only figured into the calculation in the scaling of the standard 
deviation to produce the standard error 
a 
01M = mu2 (7.56) 
where m is the number of independent samples. The standard deviation itself is 
still calculated over all q points in the evolved time period (tEvo lved, tjinai) and 
not just on the basis of m nominally selected 'independent' points. Reducing 
the standard deviation and mean calculations to m points arbitrarily selected 
from the q evolved results would render the calculations extremely sensitive to 
the choice of this subset. In our analysis, the mean and standard deviations are 
calculated in the normal manner, and only then are the m independent samples 
factored into the calculation of the standard error. 
The LET results, in contrast with the DNS data, only just achieve a steady state 
in the final moments of the calculation. Hence, there are not repeated estimates 
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for the turbulent parameters of the stationary system. Thus, we cannot determine 
mean and error bounds in the corresponding way with the LET data. 
7.6 Parameter Scaling in Forced Turbulence Data 
In contrast with the free decay results obtained in Chapter 6, the forced LET and 
DNS calculations of this chapter extend in time to the point at which a stationary 
state has been achieved. This means that evolved parameter values are available 
for use in scaling. Whereas previously we have scaled time t by the initial eddy 
turnover time L(0)/u(0) we now use the evolved eddy turnover time. In the case 
of LET, this will be the final eddy turnover time L(tfj nal)/u(tfj nal). For DNS, it 
would be inappropriate to likewise use the values of the root mean square velocity 
and integral scale length at the last timestep in the calculation, since the DNS 
results oscillate significantly about their mean values. Instead, we use the mean 
evolved value of the root mean square velocity and the mean evolved value of the 
integral length scale Integral parameters will, as before, 
be scaled upon their initial values. For instance the total energy will still be 
plotted as E(t)/E(0). Using evolved scaling factors (such as 
in the graphs would lead to the LET and DNS results both tending to unity as 
time approached the end of the calculation. This would create a misleading and 
completely artificial convergence in the plotted data. 
In spectral parameters, the wavenumbers will generally be scaled by the final in-
tegral scale length L(t jjai) for LET, and the mean evolved integral scale length 
L(tE VO 1d) for DNS. The spectra themselves will be scaled by evolved parameter 
values (L(tfj nal) and U(tfj naj) for LET, and the mean evolved values L(iE vo jved) 
and fi(tE vo lve d) for DNS) since, unlike in the integral parameters, this will not 
induce any false sense of convergence in the results. Spectra from the LET and 
DNS calculations will be compared at values of scaled times which are as close 
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as possible, subject to the time discretization constraints. In comparisons with 
other analytical and experimental work, the scalings utilized will be determined 
by the forms of the data provided by the authors with whom we wish to contrast 
our results. Hence, the conventions which are employed will vary. 
7.7 R,, 88/70 Forced Turbulence Comparison 
In the 64 forced turbulence comparison between LET and DNS, a kinematic 
viscosity value of v = 0.01189 was utilized with standard energy spectrum I to 
yield an initial Taylor-Reynolds number R\ 35 for both LET and DNS. The 
evolved Taylor-Reynolds number for the LET calculation was R), 88, while for 
DNS the evolved figure was somewhat lower, oscillating about R,, 70. The 
LET numerical results extend until tfj fla l = 10.0. Time History Integral Trunca-
tion with n = 20 is used in order to achieve these long-term predictions. This 
corresponds to 9.25 final (LET) eddy turnover times. In LET, the turbulent sys-
tem has only just evolved by this point in time. The DNS calculation persists 
somewhat longer, extending until tfj flal = 20.0. This is equivalent to 20.36 mean 
evolved (DNS) eddy turnover times. The forcing mechanism in both LET and 
DNS calculations induces a dissipation rate of € = 1.0 (regularly injecting energy 
at that rate into wavenumber mode k = 1). 
The difficulties associated with using spectrum I in this comparison are less se-
vere than they would have been in a free decay analysis. Linear wavenumber 
discretization is employed in this forced LET calculation but the wavestep used 
is substantially smaller than that employed in the free decay comparisons, being 
Ak = 0.4. The starting condition 'seen' by LET will hence be slightly trun-
cated in comparison with the true condition since the peak of spectrum I (at 
k = 4 x 2" = 4.76) does not lie on an LET gridpoint. However, the nearest LET 
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meshpoint is quite close (occurring at k = 4.8) and so the actual distortion due 
to sampling will be small. 
Note that no analogous DIA results could be determined for this comparison. 
The dense linear wavenumber mesh required rendered the DIA calculation im-
practically long (as in the free decay test problem with R(t = 0) 129). 
7.7.1 Results 
Figure 7.6 gives the graph of the LET and DNS predictions for the total en-
ergy per unit mass as a function of time. The LET data is consistently higher 
than the DNS results. The mean evolved DNS scaled total energy value is 
E(t)/E(0) = 1.973 + 0.105 (to 3 decimal places). The final LET scaled total 
energy value is E(t)/E(0) = 2.507. Note that whilst LET tends slowly and 
steadily to its evolved plateau level, DNS oscillates quite substantially about its 
mean level. This is true generally of the forced integral parameter output. 
Figure 7.7 depicts plots of the dissipation rate for the LET and DNS calcula-
tions. These results display perhaps the best agreement of any of the turbulent 
parameters in this comparison. Of course, in a sense, this is entirely to be ex-
pected since in both forced LET and DNS, we prescribe the evolved dissipation 
rate. Whilst the LET data peaks and troughs rather more acutely than the DNS 
results, the two are in good agreement. The mean evolved DNS scaled dissipa-
tion rate is E(t)/€(0) = 0.984 ± 0.094. The final LET scaled dissipation rate is 
= 1.011, lying within the DNS range. 
Figure 7.8 illustrates the integral scale length according to LET and DNS. At the 
earliest stages of the evolution, agreement is quite good. However, LET peaks 
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at significantly higher values than DNS. The subsequent LET plateau value is 
also substantially greater than that of the DNS. The mean evolved DNS scaled 
integral scale length is L(t)/L(0) = 2.589 ± 0.163. The final LET scaled integral 
scale length is L(t)/L(0) = 3.249. Figure 7.10 shows the integral scale Reynolds 
number for the LET and DNS calculations. As in the integral scale length and 
total energy results, the LET data is considerably larger than the output of the 
DNS. 
Figure 7.9 shows the Taylor microscale length for LET and DNS. Agreement in 
this parameter is good. Whilst LET initially peaks much more sharply than DNS, 
the plateau values of LET and DNS are quite comparable, with LET only slightly 
above the DNS range. The mean evolved DNS scaled Taylor microscale length 
is .\(t)/A(0) = 1.421 ± 0.079. The final scaled LET Taylor microscale length is 
A(t)/A(0) = 1.575. The plots of Taylor-Reynolds number for LET and DNS, 
given in Figure 7.11, are not quite as close, the effect of the greater energy values 
driving up the LET Taylor-Reynolds number estimate. 
Figure 7.12 provides plots of the (Fourier) velocity derivative skewness for LET 
and DNS. As in the free decay comparisons, the LET skewness plateaus substan-
tially below the level predicted by DNS. The variation is quite considerable. The 
mean evolved DNS skewness is S(t) = 0.640 + 0.036. The final LET skewness 
value is S(t) = 0.307. A direct skewness computation was not available for this 
DNS calculation, the code not incorporating this feature at the stage when these 
results were produced. 
Figures 7.13 . - 7.17 depict the scaled energy spectra according to LET and DNS 
at five distinct times during the forced turbulent evolution. The general trend in 
the system is that LET retains more energy at low wavenumbers but agrees well 
at higher k. This explains why there was a substantial disparity in the LET and 
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DNS integral scale lengths, whilst the Taylor microscale length estimates agreed 
quite accurately. The former quantity is most sensitive to low-wavenumber modes 
of the energy spectrum (where agreement is poor) whilst the latter is focused on 
the higher wavenumbers (where the agreement of LET and DNS is much better). 
As the total energy is effectively tied to the low (and most energetic) wavenumber 
modes, it also suffers in the comparison. 
Figures 7.18-7.21 display the scaled transfer spectra from LET and DNS at four 
(nonzero) times during the calculation. As in the energy spectra plots, the low-k 
agreement between LET and DNS is not particularly good. LET displays a much 
more pronounced dip than is seen in DNS. However, higher wavenumber agree-
ment is again better. 
Figures 7.22-7.26 illustrate the scaled dissipation spectra from the closure and 
numerical experiment at five instants during the evolution. Agreement is reason-
ably satisfactory across the whole of the simulated wavenumber region. 
7.7.2 Effects of Band Averaging 
In this test problem, DNS produced shell-averaged data at intervals of Lk = 1.0 
whilst LET yielded output every /.k = 0.4. Our appraisal has ignored this dif-
ference in wavenumber increment and has simply plotted the data as it emerged 
from the respective calculations. However, band averaging of these results was 
also investigated. The data was transformed to combine sets of 5 LET mesh-
points and 2 DNS gridpoints to produce single results for LET and DNS every 
Ak = 2.0. The combination of datapoints was achieved in such a way that the 
total energy was conserved during the manipulation. The resultant LET band-
averaged results (occurring at k = 1.4,3.4,5.4, ...) were then tested against the 
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Figure 7.17: Energy Spectra in R.,, 88/70 calculation: tu/L 8 
DNS band-averaged data (at k = 1.5,3.5,5.5, ...). 
As one would expect, the total energy plots for the band-averaged system were 
identical to those for the non band-averaged system. In general, band averag-
ing had very little effect on either the parameters or the evolved plateau values. 
However, agreement between energy spectra looked much more favourable once 
band averaging had been performed. In general, however, the results were simi-
lar to those seen in the previous section with agreement much more accurate at 
high wavenumbers. We should note that whilst such band averaging made the 
results more comparable, there was still a difference in the format of the output. 
For example, the band-averaged result at k = 1.4 in LET was the average over 
the region 0.4 < k < 2.4, whilst in DNS, the corresponding result was given at 
k = 1.5 and was the average over the region 0.5 < k <2.5. Hence, the two sets 
of data are still not absolutely comparable. 
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7.8 RA 232/190 Forced Thrbulence Comparison 
In the 256 3  forced turbulence comparison between LET, DNS and DIA a kine-
matic viscosity value of v = 0.001 was used together with a non-standard initial 
energy spectrum. The source of the spectrum is not entirely clear, but it ap-
pears to have originated with Machiels [87] (for further details, see Appendix 
A). This combination yields an initial Taylor-Reynolds number of approximately 
400 (R A 400 for LET and R,, 414 for DNS). The final Taylor-Reynolds 
number for the LET computation is R,, 232. The Taylor-Reynolds number in 
the evolved DNS fluctuates about a level of R,, 	190. As in the 64 compari- 
son, the LET findings are computationally evolved until the point tfjflaj 	10.0. 
This corresponds to 6.14 (LET) final eddy turnover times. The DNS calculation 
runs rather longer, extrapolating the fluid behaviour until tfjflal = 44.0 or 26.27 
mean (DNS) evolved eddy turnover times. The Time History Integral Trunca-
tion approximation was employed in the LET numerical work, again with input 
parameter n = 20. The forcing routines in both LET and DNS calculations were 
arranged to induce a stationary state with dissipation rate c = 0.149. Logarith-
mic waveriumber discretization was utilized in the LET calculation. This means 
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that the wavenumber extrema k20 and kb ,,t in LET vary slightly from those spec-
ified in the DNS. This, as we saw already in the initial Taylor-Reynolds numbers, 
leads to slightly larger deviations between the initial conditions than we have 
achieved previously. The forcing again injects energy into the same location in 
wavenumber space in LET and DNS, k = 1. In contrast with all previous LET 
calculations in this research, in this computation, more than one iteration of the 
corrector algorithm was used. In fact, three iterations were employed. In all 
previous cases additional iterations of the numerical scheme showed no signifi-
cant effect in the LET results. However, in this comparison, they had the effect 
of substantially increasing the skewness plateau. The need for these additional 
corrector iterations seems likely to be a consequence of the use of sparse logarith-
mic wavenumber discretization. Previous LET research [21] has also found that 
the velocity derivative skewness was increased under further corrector iterations 
when logarithmic wavestepping was employed. Note that analogous DIA results 
are available for this problem. The use of logarithmic stepping reduced the com-
putational workload to a level which permitted DIA data to be generated. The 
DIA calculations employ exactly the same numerical settings as the LET compu-
tations (including the Time History Integral Truncation approximation and triple 
corrector iterations). 
7.8.1 Results 
Figure 7.27 depicts the scaled total energy according to LET, DNS and DIA. As 
in the 64 total energy comparison, the LET estimate is overly high compared 
with the DNS result. Interestingly, the DIA prediction remains close to the LET 
findings until the very end of the run (approaching tfj flal = 10.0) whereupon it 
climbs to a slightly higher level, becoming more remote from the DNS. The mean 
evolved DNS scaled total energy is E(t)/E(0) = 3.492 + 0.153. The final scaled 
LET total energy is E(t)/E(0) = 4.669 whilst the final scaled DIA total energy 
is E(t)/E(0) = 4.812. 
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Figure 7.28 gives the plots of dissipation rate for LET, DNS and DIA. As in 
the 64 comparison, agreement is good. However, as discussed earlier, this is 
a parameter for which we set the evolved value and so we should expect quite 
similar evolved results. The final DIA results are slightly lower than those of 
LET, but otherwise the two closures generate almost identical predictions. The 
mean evolved scaled dissipation rate for the DNS is e(t)/E(0) = 58.188 + 3.301. 
The final scaled dissipation rate for LET is €(t)/E(0) = 64.648 and for DIA is 
= 62.748. 
Figure 7.29 illustrates the graph of integral scale length for the three compu-
tations. As previously, the LET closure peaks and plateaus at values greater 
than those found in the DNS. The DIA results follow the LET data closely until 
about halfway through the run, then straying slightly higher and further from the 
DNS level. The mean evolved DNS scaled integral scale length is L(t)/L(0) = 
1.070 ± 0.027. The final LET scaled integral scale length is L(t)/L(0) = 1.127 
and for DIA the analogous parameter is L(t)/L(0) = 1.150. Note that whilst all 
other quantities were judged to have evolved by unscaled time t = 10.0 in the 
256 3  DNS results, the integral scale length mean value and error range are calcu-
lated on the basis of a later and shorter evolved period from t = 15.0. Figure 7.31 
gives the integral Reynolds number for LET, DNS and DIA. The closures are also 
too high in this case, with DIA again lying further from the numerical experiment. 
Figure 7.30 shows the Taylor microscale length for LET, DNS and DTA. Con-
sistent with the 64 results, this provides a much better comparison with good 
plateau level agreement. There is slightly more variation between the two clo-
sure results in this parameter than in most quantities, with an early shift away 
from the LET prediction by the DIA results, before returning to follow the LET 
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findings. As usual, a small difference develops between LET and DIA at the final 
stages of evolution. The mean evolved scaled Taylor microscale length for DNS 
is A(t)/\(0) = 0.245 ± 0.006. For LET, the final scaled Taylor microscale length 
is A(t)/A(0) = 0.269 and for DIA the corresponding figure is A(t)/)(0) = 0.277. 
Figure 7.32 shows the Taylor-Reynolds number plots for the three calculations. 
Both closures plateau too high in comparison with the numerical experiment (a 
consequence of the total energy inaccuracy rather than a problem with the Taylor 
microscale length). The difference in the closure results themselves is even clearer 
in this case, with a larger peak and plateau value in DIA. 
Figure 7.33 depicts the Fourier and direct velocity derivative skewness results for 
the DNS, in addition to the Fourier skewness data for the two closures. The step 
discontinuity in the DNS Fourier skewness is due to a software glitch in the anti-
aliasing routines. These suppressed a small cusp in the spectra at the top of the 
wavenumber range. On fixing this problem, the cusp caused the Fourier skew-
ness to jump to a higher level. The DNS direct skewness data only commences 
at the point at which the DNS Fourier skewness hikes to its increased plateau 
value. Clearly both closures are small in comparison with either the direct or 
Fourier skewness plateaus. In the light of uncertainty about which plateau more 
accurately reflects the true velocity derivative skewness value, no mean and error 
ranges were calculated for this parameter. 
Figures 7.34-7.38 show linear-linear graphs of the energy spectra for LET, DNS 
and DIA at five instants during the computation. As before, lower wavenumber 
agreement is not good but at higher k there is much more similarity between the 
plots. Differences between the two closure results are small. Figure 7.39 shows 
the final energy spectra for LET and DIA, with the corresponding DNS spec-
trum, on a logarithmic-logarithmic scale. This demonstrates a generally good 
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agreement between both closures and numerical experiment at larger k-values. 
The only substantial difference between the closures and DNS is in the peak at 
low-k values. This is the point in wavenumber space at which the forcing occurs. 
Notice that at the largest wavenumbers in the plot, the LET result is somewhat 
closer to the DNS data than DIA. 
Figures 7.40-7.43 depict the transfer spectra for LET, DNS and DIA at four 
nonzero times during the forced run. Low-k agreement is not good as the DNS 
results do not show the very sharp trough seen in the data from both the clo-
sures. However, agreement is reasonable at higher-k values, though possibly not 
as good as in the energy spectra. The final time plots provide the best compari-
son. Again, differences between the two sets of closure data are very small. 
Figures 7.44-7.48 illustrate the dissipation spectra for LET, DNS and DIA at five 
instants during the computation. These show perhaps the poorest comparison. 
In Figure 7.44 (at time t = 0) the closure and numerical experiment plots do not 
overlap; however, this is simply due to the scaling by evolved parameter values 
rather than any significant misalignment in the initial conditions. The best agree-
ment to be found is in Figure 7.45, with a reasonable comparison at low to mid-k 
values. In Figures 7.46-7.48, the DNS data shows far greater dissipation at higher 
wavenumbers than is seen in either LET or DIA. Again, differences between the 
closures are small, and tend to favour LET over DIA. 
7.8.2 Comparison with Qian & Pao Spectra 
In 1984, Qian [92] combined a variational approach to the closure problem with 
statistical mechanics to suggest a form for the evolved energy spectrum of a 
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E(k) = 2 /3k 513 F(k/kd), 	 (7.57) 
where F(x) is a dimensionless function of the form 
F(s) = 1.19(1 + 5. 3x 2 13 ) exp(_5 . 454 h'3 ). 	 (7.58) 
As we shall see in Chapter 8, the main body of this result (equation 7.57) origi-
nates with Kolmogorov's hypotheses. Qian's contribution was to provide a spe-
cific form for the function F(s). 
Figure 7.49 illustrates the energy spectrum from the 256 
3  forced calculation for 
LET, DNS and DIA in comparison with this Qian model energy spectrum. Agree-
ment is superior at larger wavenumbers whilst at lower k the closures prove some-
what high and the numerical experiment somewhat low. The closure spectra are 
closer to the Qian prediction than the DNS for the majority of the wavenumber 
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at the high-k limit). 
Pao [93] has also suggested a form for the energy spectrum of turbulent flow by 
prescribing the structure of F(x). His model differs from Qian in that it contains 
an adjustable constant. The Pao function takes the form 
F(x) = F(0)exp[— 1 .5F(0)x4 "3], 	 (7.59) 
where F(0) can be selected to give best agreement with experimental results. 
Figure 7.50 depicts LET, DNS and DIA results alongside three versions of the 
Pao spectra (using F(0) = 1.7,2.0 and 2.3). Agreement is generally not as good 
as with the Qian model. However, it is worthy of note that the comparison im-
proves as F(0) is increased, with the closest alignment at F(0) = 2.3. 
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7.8.3 Comparison with LRA Spectrum 
In section 3.3.2, we discussed Kanecla's Lagrangian R.enormalized Approxima-
tion. These equations were rederived by Kida & Goto, who referred to them 
as Lagrangian DIA'. Figure 7.51 shows an evolved energy spectrum from the 
LRA formulation in comparison with the 256 evolved spectra from LET, DNS 
and DIA. Agreement is generally very good over the whole range of wavenumber 
space, although LET and DIA seem to possess slightly more energy at low-k val-
ues. 
7.8.4 Comparison with Laboratory Experimental Results 
We promised earlier in this work that, despite the intrinsic difficulties discussed 
in section 5.1, we would compare LET results with data from practical experi-
mentation. Figure 7.52 plots the LET results from the 64 and 256 forced test 
problems against findings from laboratory and field experiments conducted by a 
number of researchers ([94], [95], [96] and [97]). In order to perform such a com- 
278 







DNS Mean Eirohred Spectrum 
LET Final Spectrum 
- - DiA Final Spectrum 
IC ida & Gos Lagrgian DIA 
10' 	10 2 	10' 	
102 
Figure 7.51: Comparison with LRA Spectrum 
parison, the LET data had to be transformed from three-dimensional form into 
the equivalent one-dimensional spectra which would he measured. The relation 
between the one-dimensional spectra 4(k, t) and the three-dimensional spectra 





i - -- j p'E(p,t)dp. 	 (7.60) 
Whilst we have been careful to match the initial conditions of earlier LET and 
DNS computations, we are simply unable to align such conditions for these cases 
and these experiments likely have wildly different starting conditions. However, 
the one-dimensional LET predictions fit well with this selection of evolved exper-
imental data over a large range of wavenumber space. Note that the forcing peak 
in the LET data has been ironed out by the dimensional transformation (7.60). 
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79 Forced Comparison Summary 
For the first time, LET has been applied to the problem of forced turbulence. An 
additional approximation technique, Time History Integral Truncation, has also 
been introduced to allow the long-term predictions which are required in order 
to fully document the evolution of a statistically steady turbulent state. The re-
suits of such forced LET computations have been tested against analogous Direct 
Numerical Simulation runs and (where possible) equivalent Direct-Interaction 
Approximation calculations. In general, LET has produced good agreement for 
higher wavenumber spectral quantities (and associated integral parameters, such 
as the Taylor microscale length). Lower wavenumber agreement has been much 
more sporadic. The DIA closure did not perform as well as LET, tending gen-
erally to be slightly less accurate. LET has also been shown to agree quite well 
with other analytical treatments (the energy spectra of Qian and Pao, and the 
LRA equations) and with practical laboratory experimental results. 
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Chapter 8 
LET theory and the Kolmogorov 
Hypotheses 
The hypothesis we accept ought to explain phenomena which we have observed. 
But they ought to do more than this: our hypotheses ought to foretell phenomena 
which have not yet been observed. 
William Whewell 
Throughout the previous chapters, we have subscribed to a certain elementary 
picture of the dynamics of turbulence in Fourier space. The interpretation which 
we have employed is called the 'energy cascade'. In this chapter, we will look 
more closely at this physical description and will discuss the portrait of turbulence 
underlying Kolmogorov's prediction for the inertial range energy spectrum. 
8.1 The Energy Cascade 
The energy cascade is a description of how kinetic energy journeys through the 
Fourier space of a turbulent fluid. Energy is delivered into the system by stir- 
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Figure 8.1: LET & DNS Compensated Energy Spectra (Forced Run, R,, 
232) 
(IV) = (E(k)f-2/3k513), (8.19) 
rather than being a combination of individually averaged component parts, such 
as 
(E(k))( f _2 /3 )k 5 h' 3 . 	 (8.20) 
Hence the averaged evolved spectrum (E(k)) data from Chapter 7 could not be 
reused. However, the decorrelation times for each wavenumber in the compen-
sated spectrum were taken to be those obtained for E(k). The DNS time-averaged 
results are plotted as mean values with accompanying error bars denoting plus 
or minus three times the standard error (as before, calculated on the basis of 
the number of independent samples for each wavenumber). The results for the 
evolved compensated energy spectra of LET and DNS are depicted in Figure 8.1. 
The mean compensated spectrum for the Direct Numerical Simulation data looks 
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much like that calculated by Young [71]. However, whilst Young performed the 
time averaging in the same manner, he employed error bars which indicated twice 
the standard deviation of the sample rather than three standard errors. Young 
concluded that there were two small plateaus in the compensated spectrum, but 
that since one coincided with the peak of the dissipation spectrum the other 
should be identified as the inertial range. On the basis of this plateau, the Kol-
mogorov constant was found by Young to be a = 1.624 ± 0.122. Adopting the 
same reasoning and using the analogous plateau candidate in the present analy -
sis leads to the Kolmogorov constant being determined to be a = 1.639 + 0.067. 
The minor variation in the mean values can be attributed to using differing time 
periods in the averaging process. 
The LET results provide a rather different graph. The most obvious feature 
is the sharp peak at low-k values. This is due to the maximum in the energy 
spectrum induced by the forcing algorithm. Just beyond this, the evolved com-
pensated spectrum plateaus. The plot gently oscillates about a fixed level before 
falling away at high-k modes (agreeing well with the DNS results in this re-
gion). The LET candidate for the inertial range extends over 14 gridpoirits, from 
k/kd = 0.015 to k/kd = 0.143. The horizontal lines plotted in Figure 8.1 indicate 
that the Kolmogorov constant predicted by LET lies somewhere in the region 
2.2 < a <2.3. In fact, if we calculate the mean of all the compensated energy 
spectra values in the proposed LET inertial range, we obtain a = 2.266. Given 
that only a single evolved energy spectrum was used to form the compensated 
spectrum, no error range can be determined for this LET result. This finding is 
in line with the earlier estimate of the LET Kolmogorov constant [21]. In order 
that the LET plateau level can be taken to be the inertial range, it must not 
coincide with the peaks of the energy and dissipation spectra. The former has a 
maximum at k/kd = 0.009. The latter, whilst also possessing a maxima at this 
value, peaks in the viscous dissipation region at k/kd = 0.143. Hence, the LET 
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plateau is bookeilded by these maxima and is a valid inertial range. Figure 8.2 
illustrates the evolved energy spectrum for the LET calculation, and Figure 8.3 
the evolved dissipation spectrum. Figure 8.4 shows the transport power spectrum 
scaled upon the dissipation rate. Kolmogorov's arguments assume that energy 
passes through the inertial subrange with negligible dissipation. Hence the en-
ergy flux, which is given by the transport power H(k, t), should be equal to the 
dissipation rate f(t). Thus, the ratio of these parameters should equal unity. This 
will not be the case precisely of course - there will always be dissipation wherever 
energy exists in Fourier space - but we would hope for a reasonable agreement in 
the two quantities. The approximation H is quite good at the lower end of 
the LET inertial range, with ll/E = 0.934 at k/kd = 0.015. Some dissipation does 
occur in the inertial range itself, however, and the agreement is less satisfactory 
at the upper endpoint, with H/c = 0.600 at k/kd = 0.143. 
In addition to this calculation of the Kolmogorov constant from forced LET 
data, independent estimates were derived from freely decaying LET2000 output. 
These concurred with the values obtained from the forced data, also suggesting 
2.2 < a <2.3. Clearly, in comparison with other estimates of a this LET value 
is quite high. The reason for this is not obvious. It may be related to LET's 
tendency (as compared with DNS) to retain more energy at low and intermediate 
wavenumber values. 
8.7 Summary 
We have seen in this chapter that the interpretation of turbulent dynamics in 
Fourier space called the 'energy cascade' can be used, in conjunction with dimen-
sional arguments, to make concrete predictions concerning the statistical char-
acter of small-scale behaviour in high Reynolds number turbulent flows. As in 
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previous LET investigations, the Kolmogorov constant suggested by the LET 
theory has been established to be a 2.3. This value has been found to be 




A conclusion is the place where you got tired of thinking. 
Arthur Block 
In this final chapter, we will briefly review the main achievements and conclusions 
within this work. We will then go on to suggest specific aspects of the research 
which it would be constructive to pursue in further scientific investigations. 
9.1 Conclusions 
The initial stages of this research project involved the development and testing of 
new 'LET2000' computer software. This code was designed to numerically solve 
the 1992 Local Energy Transfer theory equations [23]. LET2000 generates predic-
tions for the time evolution of a range of scalar and spectral parameters in freely 
decaying, incompressible, isotropic, homogeneous turbulence. The new code is 
based on a numerical method originally suggested by Kraichnan [40], updated 
to incorporate time-saving features from LET theory (such as the fluctuation- 
304 
Chapter 9 - Discussion 
dissipation relation). Output from LET2000 was carefully analysed to determine 
the most appropriate values for run parameters (such as mesh sizings in the dis-
cretized variable grids) and to establish standard numerical practices (such as the 
best method for interpolating off-grid correlation values or the number of correc-
tor iterations required in the numerical scheme). Once these factors had been 
investigated and established, results from LET2000 were benchmarked against 
equivalent data from the LET1984 code, which itself has been validated many 
times against other sources of turbulence data (see [21], [22] and [231). Agreement 
in LET2000 and LET 1984 predictions was very good, and hence we are assured 
that the new code provides a faithful implementation of LET theory. 
In order to objectively assess LET's accuracy in foretelling freely decaying tur-
bulence measures, extensive and detailed comparisons were performed. LET2000 
findings were contrasted with purpose run, in-house, ensemble-averaged Direct 
Numerical Simulations (using the Edinburgh DNS code devised by Young [711). 
Four specially designed test problems were used, spanning initial Taylor-Reynolds 
numbers 3 < R(t = 0) < 129. In each analysis, scalar measures and spectral pa-
rameters were scrutinized, with modal-time correlation functions also examined 
in the two higher Reynolds number cases. The LET2000 code was also adapted 
to calculate the analogous Direct-Interaction Approximation forecasts for the test 
problems. In fact, the highest Reynolds number case proved to be too intensive 
to calculate using DIA on the available computational facilities. Previous nu-
merical research [21] has tested the LET closure systematically against DIA but 
has only sporadically contrasted LET data with DNS results, and always used 
existing output determined by other researchers. Hence, this represents the first 
comprehensive, purpose-run comparison between LET and DNS. 
In general, the free decay comparisons illustrated that both LET and DIA do 
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sures could produce reasonably accurate estimates for a wide range of turbulence 
parameters. Differences between the closure outputs and the numerical experi-
ment data were not always contained within the error ranges ascribed to the DNS 
results, but the closure findings always closely resembled the simulation output 
in both shape and magnitude. Unlike some closure theories, there are no arbi-
trary parameters in the LET or DIA hypotheses and hence their results cannot 
be tuned to yield the best fit. We should also note the vast disparity in the 
computing facilities required to execute each form of calculation. Whereas DNS 
necessitated access to a massively parallel supercomputer, the LET and DIA esti-
mates were produced by a desktop PC. In the light of these factors, the reasonable 
comparisons achieved represent a very positive result. In the main, output from 
the closures did degrade slightly in accuracy with increasing Reynolds number. 
However, even at the highest Reynolds number, LET provided a credible compar-
ison with DNS. LET and DIA each achieved much the same level of accuracy in 
the free decay tests. However, DIA provided fractionally more accurate data on 
more instances. There were specific parameters (such as the velocity derivative 
skewness) for which LET consistently provided better estimates. There were also 
timespans in many turbulent measures in which LET yielded a more favourable 
comparison with DNS. However, DIA was a little more accurate in its predictions 
more frequently. Since DIA is doomed to fail in compatibility with Kolmogorov 
theory, chained to an incorrect inertial range energy spectrum law, this type of 
comparison might paint a very different picture if we were to contrast output from 
the closures at much greater Reynolds numbers. Time, and further research, will 
tell in this respect. It should also be noted that whilst DIA did perform more 
accurately, there were occasions when its predictions simply could not be estab-
lished. The R(t = 0) 129 free decay DIA run proved impractically time 
consuming to compute. As found in previous LET numerical research [22], in the 
limit of low Reynolds number, results from the two closure theories were seen to 
become indistinguishable. 
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Having appraised the performance of the LET closure in a free decay context, 
LET2000 was revised to include forcing routines. This forcing was carefully imple-
mented to be entirely analogous to the stirring routines employed within Young's 
Edinburgh DNS [71]. Hence, the new forced LET results generated could be 
judged against equivalent forced DNS output. 
In order to analyse the complete evolution of a stationary state, longer timespans 
of LET predictions were required. These were achieved by introduction of the 
'Time History Integral Truncation' approximation. This is based on a physical 
argument concerning the relevancy of different periods of past behaviour in estab-
lishing the future evolution of the fluid flow. The approximation was implemented 
in the new code and its effects carefully examined in a series of test problems. 
It was found that the technique allowed substantially longer evolution times to 
be described, at an increased speed, with no significant effect on the measures 
obtained. This new approximation proved an invaluable tool for all forced LET 
and DIA calculations. 
Having LET software which could mimic the presence of stirring forces in the 
fluid, and which was also capable of evolving solutions until a statistically steady 
state had been reached, detailed comparisons were made between LET2000 re-
sults and existing, in-house, single realization DNS data. The two forced turbu-
lence test problems had (in the case of LET) evolved Taylor-Reynolds numbers 
R\(tEvo1ved) 88 and R(tE vo 1ve d) 232. Analogous DIA results were produced 
by the LET2000 code for the higher Reynolds number forced run. The lower 
Reynolds number DIA run, which employed a dense linearly stepped wavenumber 
grid, proved too laborious to compute, while the logarithmically stepped higher 
Reynolds number calculation was achieved without difficulty. 
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Agreement in the forced run data was not as accurate as that obtained in the free 
decay comparisons. The forced LET results at higher wavenumbers (and the pa-
rameters associated with this regime) tended to provide quite a good comparison 
with DNS. However, lower wavenumber agreement was much more erratic. LET 
generally provided a slightly better comparison than DIA with the DNS findings 
under these forced conditions. 
The forced LET data was also contrasted with analytical energy spectra forms 
proposed by Qian [92] and Pao [93]. The former description provided a better 
match for the forced LET output. Agreement in the latter was closest with the 
value of Pao's adjustable parameter set to F(0) 2.3, which is suggestive in 
terms of LET's value for the Kolmogorov constant. The LET, DTA and DNS 
data were also compared with results from Lagrangian DIA [27]. Agreement was 
generally good across a wide span of wavenumber space. The forced data was 
also transformed into an equivalent one-dimensional form and compared with a 
selection of results from laboratory and field experiments. In this analysis, there 
is no suggestion that the initial conditions of the experiment have been matched 
in the numerical runs. However, the findings again agree well over the whole of 
the wavenumber range considered. 
Finally, the forced LET results were used to re-calculate the closure's prediction 
for the Kolmogorov constant. This once more has been shown to assume the 
value a 2.3, as originally suggested by McComb & Shanmugasundaram [21]. 
In comparison with a review of other sources of turbulence data (including experi-
mental investigations, numerical simulations and Lagrangian closure hypotheses) 
this estimate seems rather high. The source of the disparity is not clear, but 
may be related to the general property of the LET closure to retain slightly more 
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energy at low wavenumbers than would an equivalent DNS. 
9.2 Suggestions for Further Work 
A number of avenues of investigation naturally stem from this Local Energy 
Transfer research. The following proposals are an assortment of numerical and 
analytical projects which would be constructive to pursue. 
The 'Time History Integral Truncation' approximation is, at present, only par-
tially implemented in the LET2000 code. The approximation relaxes the memory 
requirements so that only the n most recent correlation and propagator values 
need be retained. Clearly, this conveniently bounds the computer memory re-
quirements. It also accelerates the closure calculation considerably since the time 
history integral within the inertial transfer term P(k; t, t') can only include a lim-
ited number of summations. At present, all correlation and propagator values are 
stored but only the n most recent results are employed in the time history integral 
calculations. To render the LET2000 code capable of running for indefinite inter-
vals (or at least until truncation errors amplify to significant levels) the LET2000 
software must be revised. This will require some careful array manipulation in 
the FORTRAN90 program. The long-term behaviour of the approximation could 
then be usefully studied to determine for what periods computational runs could, 
in practice, remain accurate. 
Numerical investigation of LET theory over the past 25 years has been based on 
steadily attacking a series of increasingly complex test problems. Free decay pro-
vided the first and simplest rung on a ladder of rising complication. It has been 
followed by passive scalar convection, and now forcing. Ultimately, of course, the 
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aim is to apply LET theory to inhomogeneous, anisotropic turbulence. However, 
before any further steps are taken in this direction, additional research should 
be performed into forced LET predictions. The two forced comparisons in this 
research both utilized one specific form of energy injection forcing. However, it 
would be interesting to assess forced LET's performance against analogous DNS 
data using alternative stirring techniques. In particular, the accuracy of LET 
could be examined using the common 'frozen mode' stirring algorithm (in which 
the amplitude of a low-k energy spectrum mode is constrained, but its phase is 
allowed to vary). This would require no alteration in the LET2000 code, since 
the software already incorporates this forcing technique as an option. However, 
it would require reprogramming of the Edinburgh DNS code. 
In analytical terms, there are other LET projects which one might pursue. The 
application of the LET closure to two-dimensional turbulence is an area which has 
been considered by other researchers [53] but which has never been examined by 
the Edinburgh Turbulence Group. Given LET's evident success in predicting the 
Kolmogorov k4 law in three-dimensional turbulence, it would be productive to 
investigate if the closure achieved the correct asymptotic limit of E(k) oc k 3 (as 
suggested by Fjortoft [125] in 1953) in corresponding two-dimensional turbulence. 
Back in three dimensions, whilst LET theory is compatible with the k law, 
the value of the Kolmogorov constant associated with the closure has been found 
to be quite high in comparison with other numerical estimates and experimental 
measures. Further investigation into this apparent disparity would be produc-
tive. The difference may prove to be an inherent deficiency of LET theory, or 
may simply be the result of attempting to establish the value of a at too small a 
Reynolds number. We determined a figure for the Kolmogorov constant by com-
putationally evolving the parameters of turbulence in time, and hence calculating 
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the compensated energy spectra. From plots of these findings, the a value was 
extracted. However, a check could be made of this conclusion by quantifying a 
using some different method. In Kida & Goto's analysis of the Lagrangian DIA 
equations [27], the authors estimated the Kolmogorov constant in a very different 
manner. Firstly, the Lagrangian DIA equations were taken to the limit ii -+ 0, 
the system hence tending to an infinite Reynolds number. Similarity solutions 
were then suggested and substituted into these equations. The resulting relations 
were then solved numerically, to yield the Kolmogorov spectrum and a measure of 
the Kolmogorov constant. It would be constructive to apply this kind of analysis 





This appendix provides detailed lists of the computational input parameters for all 
the major calculations performed within this research. The following parameter 
sets are given: 
• the LET input parameters for LET2000/LET1984 validation runs (Tables 
A. 1-A.4), 
• the LET input parameters for the freely decaying turbulence comparisons 
(Tables A.5, A.7, A.9 & A.11), 
the DNS input parameters for the freely decaying turbulence comparisons 
(Tables A.6, A.8, A.10 & A.12), 
• the LET input parameters for the forced turbulence comparisons (Tables 
A.13 &: A.15), 
• the DNS input parameters for the forced turbulence comparisons (Tables 
A.14 & A.16). 
In the conditions in which DIA calculations were possible, the input parameters 
employed were identical to those in the corresponding LET computations (al- 
though, of course, the input files reflect the fact that the DIA equations were 
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being solved, and that the fluctuation-dissipation relation was not used). For 
further information on the input file format used in the Edinburgh DNS code, 
see Young [71]. 
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LET2000 Parameter Value 
Kinematic Viscosity v = 0.01 
Final Unscaled Time tfjn al = 1.50 
Number of timesteps 76 
Number of wavesteps 35 
Number of ti-steps 20 
Lower wavenumber cut-off kb0j = 0.0 
Upper wavenumber cut-off k 0 = 35.0 
Energy Spectrum constant c 1 c 1 = 0.00524169 
Energy Spectrum constant c2 c2 = 4.0 
Energy Spectrum constant c3 c3 = 0.0883882 
Energy Spectrum constant c4 c4 = 2.0 
Number of corrector iterations 1 
Table A.1: Input Parameters for Validation Run Energy Spectrum I 
LET2000 Parameter Value 
Kinematic Viscosity ii = 0.01 
Final Unscaled Time Ifinal = 1.50 
Number of timesteps 76 
Number of wavesteps 35 
Number of ft-steps 20 
Lower wavenumber cut-off kb0t = 0.0 
Upper wavenumber cut-off k 0 	= 35.0 
Energy Spectrum constant c1 ci = 0.0662912 
Energy Spectrum constant c2  C2 = 1.0 
Energy Spectrum constant c3 c3 = 0.0220971 
Energy Spectrum constant c4 c4 = 2.0 
Number of corrector iterations 1 
Table A.2: Input Parameters for Validation Run Energy Spectrum II 
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LET2000 Parameter Value 
Kinematic Viscosity v = 0.01 
Final Unscaled Time tfjflal 	1.50 
Number of timesteps 76 
Number of wavesteps 45 
Number of pt-steps 20 
Lower wavenumber cut-off kb0j = 0.0 
Upper wavenumber cut-off kt,p = 45.0 
Energy Spectrum constant C1 C1 = 0.0662912 
Energy Spectrum constant c 2  C2 = 1.0 
Energy Spectrum constant c 3 c3  = 0.210224 
Energy Spectrum constant c 4 c4 = 1.0 
Number of corrector iterations 1 
Table A.3: Input Parameters for Validation Run Energy Spectrum Ill 
LET2000 Parameter Value 
Kinematic Viscosity ii = 0.01 
Final Unscaled Time tj inal = 1.50 
Number of timesteps 76 
Number of wavesteps 35 
Number of ti-steps 20 
Lower wavenumber cut-off k60 = 0.0 
Upper wavenumber cut-off k 0 = 35.0 
Energy Spectrum constant C1 C1 = 0.4 
Energy Spectrum constant C2 C2 = 1.0 
Energy Spectrum constant c 3 C3 = 0.5 
Energy Spectrum constant c 4 C4 = 1.0 
Number of corrector iterations 1 
Table A.4: Input Parameters for Validation Run Energy Spectrum IV 
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LET2000 Parameter Value 
Kinematic Viscosity ii = 0.1 
Final Unscaled Time tfinal = 3.00 
Number of timesteps 76 
Number of wavesteps 20 
Number of it-steps 100 
Lower wavenumber cut-off kb 0t = 0.5 
Upper wavenumber cut-off k t , p = 20.5 
Energy Spectrum constant c 1 ci = 0.001702 
Energy Spectrum constant c 2  C2 =  4.0 
Energy Spectrum constant c 3 c3 = 0.08 
Energy Spectrum constant c4  C4 =  2.0 
Number of corrector iterations 1 
Table A.5: Input Parameters for Free Decay LET Run with Initial Reynolds Number 
R A (t = 0) 3 
Edinburgh DNS Parameter Value 
Length of Side of Box L = 27 
Kinematic Viscosity ii = 0.1 
Energy Spectrum constant c1 ci = 0.001702 
Energy Spectrum constant c 2  C2 =  4.0 
Energy Spectrum constant c3  c3 = 0.08 
Energy Spectrum constant c 4  C4 =  2.0 
Upper wavenumber cut-off k t,p = 20.0 
Timestep At = 0.004 
Number of timesteps 760 
Random Number Seeds 0000-9999 
Table A.6: Input Parameters for Free Decay DNS Run with Initial Reynolds Number 
= 0) 3 
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LET2000 Parameter Value 
Kinematic Viscosity ii = 0.01 
Final Unscaled Time tfmna l = 3.00 
Number of timesteps 76 
Number of wavesteps 30 
Number of ft-steps 100 
Lower wavenumber cut-off kb 0 t 	0.5 
Upper wavenumber cut-off k20 	= 30.5 
Energy Spectrum constant c 1 ci = 0.001702 
Energy Spectrum constant c 2  C2 =  4.0 
Energy Spectrum constant c 3 c3 = 0.08 
Energy Spectrum constant c 4  C4 =  2.0 
Number of corrector iterations 1 
Table A.7: Input Parameters for Free Decay LET Run with Initial Reynolds Number 
R(t = 0) 26 
Edinburgh DNS Parameter Value 
Length of Side of Box L = 27r 
Kinematic Viscosity v = 0.01 
Energy Spectrum constant c1 c 1 = 0.001702 
Energy Spectrum constant c2  C2 =  4.0 
Energy Spectrum constant c3  C3 =  0.08 
Energy Spectrum constant c 4  C4 =  2.0 
Upper wavenumber cut-off k top = 30.0 
Timestep At = 0.004 
Number of timesteps 760 
Random Number Seeds 0000-9999 
Table A.8: Input Parameters for Free Decay DNS Run with Initial Reynolds Number 
R A (t = 0) 26 
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LET2000 Parameter Value 
Kinematic Viscosity v= 0.0027 
Final Unscaled Time ij inal = 1.50 
Number of timesteps 76 
Number of wavesteps 64 
Number of u-steps 100 
Lower wavenumber cut-off kb0 t = 0.5 
Upper wavenumber cut-off k0 = 64.5 
Energy Spectrum constant c1 ci = 0.001702 
Energy Spectrum constant c 2 c2 = 4.0 
Energy Spectrum constant c3 c3 = 0.08 
Energy Spectrum constant c 4 c4 = 2.0 
Number of corrector iterations 1 
Table A.9: Input Parameters for Free Decay LET Run with Initial Reynolds Number 
RA (t = 0) 95 
Edinburgh DNS Parameter Value 
Length of Side of Box L = 27 
Kinematic Viscosity v = 0.0027 
Energy Spectrum constant c 1 c1 = 0.001702 
Energy Spectrum constant c2 c2 = 4.0 
Energy Spectrum constant c3 c3 = 0.08 
Energy Spectrum constant c4 c4 = 2.0 
Upper wavenumber cut-off kt ,,p = 64.0 
Timestep At = 0.002 
Number of timesteps 750 
Random Number Seeds 0000-9999 
Table A.10: Input Parameters for Free Decay DNS Run with Initial Reynolds Number 
RA(t = 0) 95 
318 
Appendix A - Input Parameters 
LET2000 Parameter Value 
Kinematic Viscosity v = 0.002 
Final Unscaled Time tf inal = 1.50 
Number of timesteps 76 
Number of wavesteps 120 
Number of it-steps 100 
Lower wavenumber cut-off kb 0t = 0.5 
Upper wavenumber cut-off ktop = 120.5 
Energy Spectrum constant c 1 c1 = 0.001702 
Energy Spectrum constant c2 c2 = 4.0 
Energy Spectrum constant c3 c3 = 0.08 
Energy Spectrum constant c 4 c4 = 2.0 
Number of corrector iterations 1 
Table A.11: Input Parameters for Free Decay LET Run with Initial Reynolds Number 
R(t = 0) 129 
Edinburgh DNS Parameter Value 
Length of Side of Box L = 27r 
Kinematic Viscosity v = 0.002 
Energy Spectrum constant c 1 ci = 0.001702 
Energy Spectrum constant c 2 c2 = 4.0 
Energy Spectrum constant c 3 c3 = 0.08 
Energy Spectrum constant c4 c4 = 2.0 
Upper wavenumber cut-off k 0 = 120.0 
Timestep At = 0.001 
Number of timesteps 1501 
Random Number Seeds 0000-5555 
Table A.12: Input Parameters for Free Decay DNS Run with Initial Reynolds Number 
= 0) 129 
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LET2000 Parameter Value 
Kinematic Viscosity ii = 0.01189 
Final Unscaled Time tfina l = 10.0 
Number of timesteps 126 
Number of wavesteps 80 
Number of ,a-steps 100 
Lower wavenumber cut-off kb 0t = 0.0 
Upper wavenumber cut-off k 0 = 32.0 
Energy Spectrum constant c1 ci = 0.00524169 
Energy Spectrum constant c2 c2 = 4.0 
Energy Spectrum constant c3 c3 = 0.0883882 
Energy Spectrum constant c 4 c4 = 2.0 
Number of corrector iterations 1 
History Integral Truncation Parameter n = 20 
Forcing Rate CW= 1.0 
Table A.13: Input Parameters for Forced LET Run with Evolved Reynolds Number 
R(tE vo Ive d) 	88 
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Edinburgh DNS Parameter Value 
Length of Side of Box = 2ir 
Kinematic Viscosity v = 0.01189 
Energy Spectrum constant c1 ci = 0.00524169 
Energy Spectrum constant c2  C2 =  4.0 
Energy Spectrum constant c 3 C3=  0.0883882 
Energy Spectrum constant c 4  C4 =  2.0 
Forcing Rate E W = 1.0 
Upper wavenuinber cut-off k top = 32.0 
Timestep At = 0.004 
Number of timesteps 5000 
Random Number Seed 1000 
Table A.14: Input Parameters for Forced DNS Run with Evolved Reynolds Number 
R). (tEvolved) 	70 
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LET2000 Parameter Value 
Kinematic Viscosity v = 0.001 
Final Unscaled Time tfjnal = 10.0 
Number of timesteps 126 
Number of wavesteps 33 
Number of ti-steps 100 
Lower wavenumber cut-off kb 0t = 0.458502 
Upper wavenumber cut-off k 0 = 139.58495 
Energy Spectrum constant c 1 c1 = 0.063830764 
Energy Spectrum constant c 2 c2 = 4.0 
Energy Spectrum constant c3 c3 = 0.5 
Energy Spectrum constant c4 c4 = 2.0 
Number of corrector iterations 3 
History Integral Truncation Parameter n = 20 
Forcing Rate ew = 0.149 
Table A.15: Input Parameters for Forced LET Run with Evolved Reynolds Number 
Rj(tE vo 1ve d) 	232 
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Edinburgh DNS Parameter Value 
Length of Side of Box L = 27r 
Kinematic Viscosity v = 0.001 
Energy Spectrum constant c1 c1 = 0.063830764 
Energy Spectrum constant c 2  C2= 4.0 
Energy Spectrum constant c3  C3= 0.5 
Energy Spectrum constant c4  c4 = 2.0 
Forcing Rate c W = 0.149 
Upper wavenumber cut-off k10 	= 128.0 
Timestep At = 0.001 
Number of timesteps 44000 
Random Number Seed 1000 
Table A.16: Input Parameters for Forced DNS Run with Evolved Reynolds Number 




B.1 Running LET2000 
In order to compile and execute the LET2000 software on a UNIX/LINUX plat-
form, four files must be available in the working directory. Apart from these, the 
directory should be free of any other contents or subdirectories. The necessary 
files are 
'LET2000190' (the primary source code file), 
• 'input2000.let' (the input file specifying both the initial conditions and 
the run details), 
'files2000.let' (the input file specifying the desired output streams), and 
'Make-LET' (the makefile which compiles and executes the code). 
Given that all these elements are present and are both readable and executable 
by the user, typing 'Make-LET' will activate the makefile. Firstly, the screen will 
clear and the words 'LET 2000 Computation', 'Building Directory Structure' will 
appear. The appropriate subdirectories are then established within the working 
directory. These are 
324 
Appendix B - LET2000 Software 
. CODE (which, ultimately, holds the source code and input files), 
• SCALAR_EVOL (which holds the scalar integral parameter output files), 
• SPECTRAL_EVOL (which holds the spectral parameter output files), 
• ENERGY-SNAPS (which holds the energy spectra snapshot output files), 
o CORRELATIONS (which holds the modal-time correlation output files), 
PROPAGATORS (which holds the propagator function output files). 
Having defined this essential directory structure, a further printed message ap-
pears stating 'Code Compilation Initiated' and the code is then compiled using 
the command 'f90'. If a different compiler is to be employed for the task, then this 
instruction should be changed in 'Make-LET'. An executable called 'LET2000' is 
generated, in addition to some other redundant files produced by the compilation 
process. These remnants are automatically deleted. The message 'Code Com-
pilation Completed' is then printed to the screen and a further printed message 
indicates that the code is running and gives the present working directory of the 
calculation. A timed and 'nohup'-d executable is then activated. The 'nohup' 
command ensures that the code will continue to run in the background even if 
the UNIX session is terminated. All screen display from the code is piped into 
the file 'nohup.out'. 
Once the calculations are completed, a message to the screen indicates that the 
computation is finished. The executable is then deleted by the makefile and 
the screen output produced by the code is renamed to 'screen.out'. The file 
'screen.out', the source code and the two input files are then all transferred into 
the CODE directory. A final printed message indicates to the user that all cal-
culations have now ceased. 
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B.2 Output Streams 
The output files of LET2000 are selected by the user by making small alterations 
to 'files2000.let'. The available output streams are indicated within this file, but 
are also described below in more detail. Notice that the letter 'I' in the filenames 
simply refers to the run number, which is a label specified for any given run in 
the input file 'input 2000.let'. In the case of the energy snapshot files, a time ar-
gument 'T' is also given in the filename, and for the propagator function output 
files, a wavenumber argument 'K' is included. 
• CODE/ Startup_Parameterl.data: This provides a list of the input pa-
rameters and technical details of the calculation. 
• SCALAR_EVOL/QH_Valuesl.data: This provides the actual values of 
the on and off-diagonal correlations and propagator functions. In general, 
this file proves unnecessary and is very large, being somewhat of a waste 
of filespace. However, it can be of use if individual function values are 
required. 
• SCALAR_EVOL/Total_Energyl.data: This provides the total energy 
per unit mass, as a function of time. Depending upon an option in the 
input file, the energy values can either be unscaled, or scaled upon the 
initial energy value. 
• SCALAR_EVOL/RMS_Velocityl.data: This provides the root mean 
square of the velocity as a function of time. 
• SCALAR_EVOL/Dissipationl.data: This provides the dissipation rate 
per unit mass as a function of time. 
• S CALAR_E VOL/Integscale_Lengthl. data: This provides the integral 
scale length as a function of time. 
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. S CALAR_EVOL/Integscale_Reynl.data: This provides the integral 
scale Reynolds number as a function of time. 
. S CALAR_EVOL/Microscale_Lengthl.data: This provides the Taylor 
microscale length as a function of time. 
• SCALAR_EVOL/Microscale_Reynl.data: This provides the Taylor 
Reynolds number as a function of time. 
• SCALAR_EVOL/Vel_Deriv_Skewnessl.data: This provides a fourier 
evaluation of the longitudinal velocity derivative skewness as a function of 
time. 
• S CALAR_E VOL/K_dissipationl. data: This provides the Kolmogorov 
dissipation wavenumber as a function of time. 
• S CALAR_EVOL/Kraichnan_Charac_kI.data: This provides Kraich-
nan's characteristic wavenuinber k = (15R(t)) 1 / 3/)(t) (defined in [40]) as 
a function of time. 
• S CALAR_E VOL/Batchelor_Ratiol. data: This provides Batchelor's di-
mensionless ratio (see [8], page 117, equation (6.4.6)) as a function of time. 
• SPEC TRALEVOL/Energy_Spectruml.data: This provides the en-
ergy spectra of the fluid, as a function of wavenumber, with each point in 
time's spectra recorded one after another in a single file. The same informa-
tion is also available in the energy snapshots, which provide separate files 
for each timestep. 
• SPECTRALEVOL/Transfer_Sp ectruml. data: This provides the trans-
fer spectra of the fluid, as a function of wavenumber, with each point in 
time's spectra recorded one after another in a single file. 
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• SPEC TRAL_EVOL/Transport.Powerl.data: This provides the trans-
port power spectra of the fluid, as a function of wavenumber, with each point 
in time's spectra recorded one after another in a single file. 
• SPECTRAL_EVOL/Equipartitionl. data: This provides a scaled ver-
sion of the energy spectrum (used in assessing if equipartition is occurring 
in inviscid calculations) as a function of scaled wavenumber. Each point in 
time's spectra are recorded one after another in a single file. 
• ENERGY-SNAP S/EnergySnapshotT.data: These multiple files pro-
vide individual energy spectra as functions of wavenumber. The time value 
of each spectrum is given in the filename. 
• CORRELATIONS /Unscaled_t_vs_RI.data: This file provides the modal-
time correlation values as a function of an unscaled time difference. 
• CORRELATIONS/Kolmog_t_vs_RI.data: This file provides the modal-
time correlation values as a function of the Kolmogorov scaled time differ-
ence. 
• CORRELATIONS /Convec_t_vs_RI.data: This file provides the modal-
time correlation values as a function of the Convective scaled time difference. 
• PROPAGATORS/Propagator_k=K.data: These multiple files pro-
vide the individual propagator function values as a function of time. The 
wavenumber of each set of results is given in the filename. 
B.3 Input File 
The input file 'input2000.let' prescribes all the initial conditions of the calculation, 
such as the energy spectrum and kinematic viscosity, in addition to more techni- 
cal information, such as the discretized variable meshes, the selected interpolation 
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method, the number of corrector iterations to be employed and the specific equa-
tions to be solved. Explicit commenting has been provided throughout this file 
to indicate the necessary alterations required for any particular conditions and 
run procedures. 
A copy of the 'input2000.let' file is provided below. This is the input file used for 
the R.x(tEvolved)  88 forced turbulence comparison LET run. 
IlIlIllil I 	11111111111 	IlillIllIll 	1111)111111111111111111111111111111 
!********************* LET 2000 PARAMETERS *********************! 
I 	I 	I 	I 	I 	I 	I 	I 	II 	I 	I 	I I 	I 	I 	I 	I 	I I 	I 	I 	I 	II 	I 	I 	I 	I 	I I 	I 	I I 	I 	I 	I 	I I 	I 	I I 	I 	I 	I 	I 	I 	I 	I I 	I 	I 	I 	I 	I 	I 	I 	I I 	I 	I 	I 	I 	I 	I I 
Version 5.0 
NB: Remember, this is NOT a simple parameter file. 
It is part of the LET2000 code itself. 
Hence, make alterations with care. 
Run label (upto 50 characters) 
CHARACTER(50) :: name'DNS 643 COMPARISON" 
Run number for use in labelling output files (0-9 only) 
INTEGER :: runnuml 
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Forced/Freely Decaying Turbulence 
For freely decaying turbulence, put FORCINGO 
For 'frozen mode' forcing, 	put FORCING1 
(specify preserved mode energy in FIXED-ENERGY variable) 
For 'energy injection' forcing, put FORCING2 
(specify fixed rate of energy injection in ENERGY-RATE variable) 
For injection of energy (\epsilon(t_{i-1})\Delta t) put FORCING3 
For injection of energy (E(t_{i})-E(t_{i-1})) 	put FORCING4 
To specify location of forced mode in the k-grid, 	use MESH-POINT 
[For forcing at the first wavenumber meshpoint put MESHPOINTO 
second wavenumber meshpoint put MESHPOINT1 etc] 
INTEGER :: FORCING2 
DOUBLE PRECISION :: FIXED_ENERGY=O.OD+OO 
DOUBLE PRECISION :: ENERGY_RATE1 . OOD+OO 
INTEGER MESH_POINT2 
Intermittent forcing 
ONLY FOR USE WITH CONSTANT ENERGY INJECTION FORCING (FORCING=2) 
For constant forcing once every timestep, 	put INTERMITTENTO 




Kinematic Viscosity Value 
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DOUBLE PRECISION :: v0.01189D+00 
Final unscaled time which turbulent system is described until 
DOUBLE PRECISION :: tfinallO.00D+OO 
Number of steps in (time) t, (wavenumber) k and (cos \theta) mu 
Number of time steps must be one greater than is actually required 
1 	 [for five time steps each equal to 0.04 put tfinal0.20, and numt6 
INTEGER, PARAMETER :: numt126 
INTEGER, PARAMETER 	numk80 
INTEGER, PARAMETER 	nummulOO 
Endpoints of wavenumber range 
(these MUST encompass the dissipation wavenumber; code automaticall: 
tests whether k_{d} is included within these bounds unless the 
calculation is an inviscid computation) 
DOUBLE PRECISION :: kbot0.0+00 
DOUBLE PRECISION :: ktop32.OD+00 
Energy Spectrum label 
INTEGER :: SPEC1 
Energy Spectrum c_{1}, c_{2} ,c_{3}, c_{4} constants 
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DOUBLE PRECISION :: c10.524169D-02 
DOUBLE PRECISION :: c24.OD+00 
DOUBLE PRECISION :: c30.883882D-01 
DOUBLE PRECISION :: c42.OD+00 
Number of iterations of numerical corrector scheme 
IF maxiterl then one predictor and one corrector is used 
IF maxiter2 then one predictor and two correctors are used 
IF maxiter3 then one predictor and three correctors are used 
INTEGER :: maxiterl 
Energy output scaling 
For total energy output to be scaled E(t)/E(0) put SCALE1 
For total energy output to be unscaled 	put SCALEO 
INTEGER :: ENERGY..SCALEO 
Monitor Silence/Commenting: 
For a screen display to be produced, put MONITOR1 
For screen silence to be maintained, put MONITORO 
INTEGER :: MONITOR1 
Trace Facility: 
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For code monitoring/debugging at a detailed level, put TRACE1 
To switch off the trace facility, 	 put TRACEO 
INTEGER :: TRACEO 
NB: Trace automatically outputs a screen display so for 
complete monitor silence use both MONITORO and TRACEO 
Fluid nonlinearity: 
To turn on fluid nonlinearity (real physical behavr) put NLT=1 
To turn off fluid nonlinearity (simple viscous decay) put NLTO 
INTEGER :: NLT1 
Solution Methods 
There are two methodsof solving for propagator H - one can 
independently solve the equation for time evolution, or 
H can be more efficiently deduced from Q values using 
the fluctuation-dissipation relation. Note that if the 
DIA equations are being solved (see next variable) then 
PROP_EVOL must be set equal to 1. 
To use the on/off diag Q values to deduce H put PROP_EVOLO 
To use the time evolution equation to get H put PROP_EVOL1 
INTEGER :: PROP_EVOLO 
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Form of Equations 
For the original LET equations set EQN_F0RM1984 
For the rederived LET equations set EQN_F0RM1992 
For the Kraichnan DIA equations set EQNJORM1959 
INTEGER :: EQN_F0RM1992 
Interpolation Technique 
This determines the manner in which the code evaluates 
the off gridpoint correlation in the inertial transfer terms. 
For inter-Q linear interpolation, set INTERPOL1 
For nearest grid point value use, set INTERPOLO 
INTEGER :: INTERPOLO 
Reference step for propagator function output 
INTEGER :: trefl 
History Integral Truncation Parameter 
This determines how many timesteps are used in the time 
integral calculations within WINTEG and PINTEG subroutines. 
INTEGER :: HISTORY20 
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111111111111111111111111111 	$1111111 	I I 	11111111 I 	IIIIIIIIIIIIIIIIIII 
END OF PARAMETERS 
Do not add anything beneath this line 
I 	I 	I 	111111111 	III 	11111111111111111111 	1111 I 	IIIIIIIIIIIIIIIIIIIIIII I 	I 
I 	I 	I 	III 	I 	I 	I 	I 	I 	III 	III 	11111 	IlllIIIIIlllIIlIII 111111111111111 	1111 I 	I 	III 
B.4 Logarithmic Wavestepping in LET2000 
The standard LET2000 code discretizes the wavenumber grid by using a linear 
distribution of meshpoints. However, in the highest Reynolds number forced run, 
with RA(tE vo lve d) 232, a logarithmic discretization was necessary in order to 
cover the large relevant wavenumber domain. To facilitate this calculation, a 
second version of the LET code was developed which incorporated logarithmic 
wavenumber stepping. This revised code is called 'LOG_LET2000.f90'. Identi-
cal 'input2000.1et' and 'files2000.let' files are used with this program, but a new 
'Make-LOG-LET' file is employed instead of the original 'Make-LET' file. 
B.5 CD Contents 
The CD which accompanies this thesis contains the following files: 
• 'LET2000.f90', 
• 'input 2000.let', 
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• 'files2000.let', 
• 'MakeLET', 
• 'LOG.IET2000190', and 
• 'Make-LOG-LET'. 
Together with the parameter listings provided in Appendix A, these programs 
should enable the recreation of any of the calculations performed in this research. 
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Comparison of LET & LRA 
Equations 
In section 3.3.2, we introduced the 'Lagrangian Renormalized Approximation' 
(LRA) proposed by Kaneda [26] in 1981. As mentioned earlier, the fundamental 
equations of this closure hypothesis were rederived by Kida & Coto [27] in 1997 
using a new method. In Kida and Coto's treatment, the resulting LRA relations 
were referred to as the 'Lagrangian DIA' equations. 
Some researchers have suggested that the equations of the Lagrangian Renormal-
ized Approximation are identical to those of Local Energy Transfer theory [126]. 
In this appendix, we will briefly review the relationship between the equations 
defining these two closures. 
C.1 LRA Equations 
The defining equations of the Lagrangian Renormalized Approximation are given 
by 
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'a 
+ 2vk 2 } Q(k,t,t) = D(k,t,t), 	 (C. 1) at 
{
{
+ v + 7l(kts)} Q(k,t,$) = 0, 
at 
+ vk2 + ii(kt,$)} F(k,t,$) = 0. 
at 
The term D(k, t, t) on the right-hand side of energy equation (C.1) is given by 
D(k,t,t) = 27rffkprdpdr 
ds'b(k, p, r)Q(r, t, s') {F(k, t, s')Q(p, t, s') - F(p, t, s')Q(k, t, s')}, 	(C.4) 
where the wavenumber integration occurs over regions of the (p, r) plane such 
that k, p and r form a triangle. The expression ij(k, t, .$) on the left-hand side 
of the off-diagonal correlation and response function equations (C.2) and (C.3) is 
defined by 
(k,t,$) = 7 [f kprdpdr I ds'd(k,p,r)Q(r,t,s'). 	(C.5) J J  
The geometrical factors b(k, p, r) and d(k, p, r) are given by 
b(k,p,r) = 	(p/k)(xy + z 3 ),  
d(k,p,r) = 	(1 - - z2),  
where x, y and z are the cosines of the interior angles opposite triangle sides k, 
p and r. 
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Note that the LRA response function obeys 
F(k,t,t) = 1 7 
	 (C.8) 
and the fluctuation-dissipation relation applies in LRA since 
Q(k,t,$) = F(k,t,$)Q(k,s,$). 	 (C.9) 
C.2 LET Equations 
As described in detail in Chapter 2 (and reproduced here simply for convenience 
in the following comparison) the LET equations rederived by McComb, Filipiak 
and Shanmugasundaram in 1992 [23] (see equations (2.29), (2.31), (2.32)) take 
the form 
Q(k; t, t') = H(k; t, t')Q(/v; t', t'), 




+ 2vk} Q(k;t,t) = 2P(k;t,t). 
As presented here, the first equation of LET theory is the fluctuation-dissipation 
relation. The inertial transfer term P(k; t, t') which occurs in the off and on-
diagonal correlation equations is defined by equation (2.33), which gives 
P(k; t, t') = f d3jLk  [f ds  H(k; t', s)Q(j; t, s)Q(Ik - ii; t, s) 
- I ' dsH(3';  t, s)Q(k; t' )  s)Q(Ik - ii; t, s)]. 
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The geometrical factor Lkj4  within the wavenumber integration in P(k; 2, 2') is 
given by equation (2.34), and takes the form 
Lkj,. = 
((k 2 + j2 )i - kj(1 + 2i2))(1 - a2 )kj 
V +j2 - 2k-7' 
C.3 Comparison of Equations 
The formulation of the Lagrangian Renormalized Approximation, like Kraich-
nan's Direct-Interaction Approximation (see section 3.1.2) uses a two-dimensional 
triangular wavenumber integration. It can be shown that this procedure is en-
tirely equivalent to the three-dimensional wavenumber integration with geomet-
rical factor Lk, used in LET (for details, see Appendix E in [5] and [42]). Hence, 
27rff kprb(k, p, r) dpdr = 
f d
3JLkj I, - 	 ( C.10) 
Given this equivalence, the energy equation within LRA (equation (C.1)) is iden-
tical to that in LET (equation (2.32)), since the time history integrations in both 
equations have the same structure. 
The off-diagonal correlation function and response function equations in LRA 
(equations (C.2) and (C.3)) obey the fluctuation-dissipation relation (C.9) which 
is also a fundamental property of the LET equations (equation (2.29)). However, 
these two LRA equations are not separately identical to their LET counterparts. 
Consider the off-diagonal correlation equation in LRA, equation (C.2). Rearrang-
ing, 
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at + vk2} Q(k,t,$) = —i(k,t,$)Q(k,t,$), 	 (C.11) 
and substituting from (C.5), 
{
+ vk 2 } Q(k, i, s) = —Q(k, t, s)f f6' kprd(k,p, r)dpdr Z ds'Q(r, t,  
(C.12) 
Being independent of p, r and s', the Q(k, t, s) factor on the right-hand side can 
be taken within the integrals to yield 
{
a +vk2}Q(k,t,$) = _ffkprd(k,p,r)dpdrfds'Q(r,t,s')Q(k,t,$). 
(C.13) 
In order to further manipulate this LRA relation to bring it in line with the 
corresponding LET equation, we can split the time integral from lower bound s 
to upper bound t into two separate integrations: an integral from 0 to t minus 
an integral from 0 to s 
{+ vk2}Q(k,t,$) = _ffkprd(k,p,r)dpdr 
{ fo 
t
ds'Q(r, t, s')Q(k, t, s) - fo ds'Q(r, t, s')Q(k, t, s)}. 	(C.14) 
Notice that the LRA equation now involves two time integrations, each over 
a product of two correlation functions. In LET equation (2.31) with inertial 
transfer term (2.33), the two time integrations are both over integrands which are 
products of two correlation functions and a response (propagator) function. Given 
that the fluctuation-dissipation relation applies in LRA, this would not seem to 
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be an insurmountable problem; one of the LRA correlation functions in each 
integrand can be changed into a correlation function multiplied by a propagator 
function, with corresponding changes in the time arguments. However, if the 
fluctuation-dissipation relation is employed in this manner, then the resulting 
response function would possess a wavenumber argument equal to that of the 
correlation function which spawned it. In the LET equation, each propagator 
function in the time integrations has a wavenumber which is distinct to that of 
either of its accompanying two correlation functions (see equation (2.33)). Hence, 
the equivalent propagator cannot be produced in this way and the LRA equation 
is distinct from the corresponding LET relation. 
C.4 Conclusion 
In summary, an examination of the LRA and LET equations reveals that both clo-
sures share a common energy equation and both obey the fluctuation-dissipation 
relation. However, the individual structures of the off-diagonal correlation func-
tion and response function equations are not identical in the two theories. Hence, 
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ring forces which excite macroscopic oscillations. It then filters down to form 
smaller and smaller length scale disturbances through eddy interactions. Finally, 
the energy undergoes viscous dissipation and is converted into heat. Given the 
immense complexity of most mathematical descriptions of turbulence, this por-
trayal is immediately attractive because of its simplicity. 
The concept of the energy cascade originates with Richardson [98]. In 1922, he 
proposed this elementary process to be the mechanism behind high Reynolds 
number turbulent mixing. His original suggestion was that fluid turbulence could 
be considered to comprise a hierarchical assembly of eddies. These oscillations 
came in different sizes, or orders. The smaller the eddy, the greater the order 
number which categorized the disturbance. Richardson proposed that eddies of 
a given order n were formed when slightly larger eddies of order n - 1 became 
unstable. This instability created the inhomogeneities of smaller scale, with en-
ergy being drained from the larger eddies to drive the formation. In turn, the 
smaller eddies of order n would themselves become unstable and hence would 
give rise (and their energy) to still smaller oscillations of order n + 1. In this 
way, energy continuously flooded down to smaller and smaller length scales in 
the fluid. The endpoint of this cascade occurred when stable eddies could be 
created. This became possible when length scales entered the regime in which 
viscous dissipation dominated the physics. Hence, in the final (stable) order of 
disturbances, the energy which had been transmitted by generation upon gener-
ation of oscillations was converted into heat. Richardson encapsulated an outline 
of this interpretation into the rhyme [98] 
Big whorls have little whorls, 
which feed on their velocity. 
And little whorls have lesser whorls, 
and so on to viscosity. 
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In the mathematical analysis of turbulence, the flux of energy to progressively 
higher wavenumbers (representing smaller oscillations) is characterized by the 
transfer function T(k, t) (see section 4.6.2). This nonlinear term embodies the 
collective effect of all interactions of Fourier modes in the system with wavenum-
ber mode k. Recall equation (4.50) which described the energy balance in freely 
decaying turbulence 
8E(k, t) 
+ 2uk2 E(k, t) = T(k, t). 
at 
Suppose that the interaction amongst eddies, as described by T(k, t), were neg-
ligibly small in comparison to the other two terms in equation (4.50). If this 
were the case, we could approximate the nonlinear term T(k, t) to be equal to 
zero and assume that no energy transfer between wavenumber modes occurs in 
the fluid. The resulting energy balance relation then becomes a trivial first-order 
differential equation which can be readily integrated to give 
E(k, 1) = E(k, 0)e_2h1c2t, 	 (8.1) 
where E(k, 0) is the initial condition of the fluid energy spectrum. Hence, in 
the absence of modal interactions, the energy associated with each wavenumber 
mode would exponentially decay with time. The rate of decay is dependent on 
the square of the wavenumber, with high-k oscillations losing their energy much 
more rapidly than their low-k counterparts. In reality, modal interactions are 
far from negligible. However, high wavenumber modes are seen to evolve more 
quickly. The lower the wavenumber, the less dependent the associated energy 
spectrum component is on time: 
lim 	—~ 
aE(k,t) 	
0. 	 (8.2) 
k—*O at 
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Hence very low wavenumber components of the energy spectrum can be almost 
permanent. The transfer function enables energy to be transmitted by inertial 
forces from the length scale at which it is added into the fluid (usually a low-k 
mode) to smaller length scales, where viscous dissipation is more intensive. 
Consider the endpoints of the wavenumber range. As discussed in section 4.2.2, 
the smallest relevant wavenumber in the system is determined by the largest 
length scale within the fluid in real space (i.e. the size of the containing box). 
We established that for fluid in a cubic box with side length L, the minimum 
relevant wavenumber was given by equation (4.5), being 
27r 
kb0 = 
The value of the largest relevant wavenumber was not quite so clear. However, as 
also indicated in section 4.2.2, the high wavenumber cut-off is generally taken to 
be the Kolmogorov dissipation wavenumber kd, defined by equation (4.6), which 
for stationary turbulence takes the value 
1/4 
kd=— I V ) 
where e is the spatial average of the dissipation rate per unit mass. This result 
originates from a dimensional argument, as do all of the conclusions within this 
chapter. The higher wavenumber regime is dominated by the effects of viscous 
dissipation. The physically relevant parameters in this region of k-space are the 
kinematic viscosity ii and the mean dissipation rate c. From these quantities, we 
can construct a characteristic length scale. This is the Kolmogorov length scale, 
77, as defined by equation (4.7) 
MI 









= { f } 
Given these endpoints, the physical extent of the relevant wavenumber space 
(equal to kd - k0) is a function of three variables 
. the side length of the box of fluid in real space L, 
• the kinematic viscosity ii, and 
• the mean dissipation rate C. 
The size of the apparatus can clearly be chosen to assume any desired value. The 
kinematic viscosity can be manipulated by the choice of fluid which we use in the 
experiment. The dissipation rate, whilst being related to the viscosity, can also 
be set independently. As discussed in Chapter 7, this is accomplished by forcing 
the system at the given rate and waiting for a stationary state to develop. Thus, 
we can engineer as large or small a wavenumber range as we wish. The greater the 
Reynolds number, the larger this range shall be. In the limit of infinite Reynolds 
number, the extent of the relevant wavenumber range also tends to infinity. 
The lower end of this wavenumber span is typically where energy is fed into the 
fluid from the excitation of modes by the stirring forces. In general, in fully 
developed turbulence, the very largest eddies ( k -+ 0) do not possess the great-
est amounts of kinetic energy. A slightly higher wavenumber region contains 
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the most energetic modes. The part of the energy spectrum in which the ed-
dies make the most substantial contribution to the total energy is called the 
'energy-containing range'. Sometimes a wavenumber k e is associated with the 
most energetic wavenumber mode and is used to represent the approximate lo-
cation in k-space of the energy-containing range. The dissipation rate, on the 
other hand, is determined by the high-k end of the wavenumber domain, where 
viscous dissipation is most active. The wavenumber kd is typically used to repre-
sent the position of this viscous regime. Energy is hence input at one end of the 
wavenumber range and most output (through dissipation) occurs at the other. 
The nonlinear transfer function (representing eddy interactions) pushes the en-
ergy from the one end to the other. Since the wavenumber range can be contrived 
to be as large as we wish, we can consider very large Reynolds numbers at which 
the energy input and output are distant from one another. The energy transfer 
in the middle of this wavenumber range will hence be unaffected by either the 
input or output mechanisms. In terms of wavenumbers, this will be the region 
ke <<< k <<< kd. Of course, this cannot be precisely true since dissipation 
occurs at any wavenumber mode which has a non-zero energy. However, it is 
a reasonable approximation to consider the viscous dissipation to be effectively 
isolated at the largest wavenumber modes. 
We briefly mentioned in section 5.3.4 that in turbulence there is a triadic coupling 
of wavenumbers. The Navier Stokes equation for forced turbulence, as given by 
equation (7.1), is 
{ a at + k 2 } a(k,t) = Mcy (k) > 	u(j,t)u y (1,t) + fc (k,t). i+1=k 
The summation term on the right-hand side reflects the 'triangle condition' 
whereby velocity modes with wavenumbers j and k - j couple together to affect 
wavenumber mode k. The overall energy transfer is the sum over all such triadic 
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interactions. Since each wavenumber thus requires a summation over many pairs 
of other wavenumber modes, the complexity of this nonlinear mixing is enormous. 
There would be a reduction in the overwhelming level of difficulty of the prob-
lem if we could abridge the dynamics by replacing the lengthy summation over 
wavenumber pairs with some kind of 'nearest neighbour interaction'. This would 
require a localness in the energy transfer process. The mode coupling is an av-
erage over large numbers of triadic interactions. In a local process, on average, 
wavenumbers which are close in Fourier space (corresponding to eddies of a similar 
size in real space) would swap energy readily. However, wavenumbers which are 
widely separated in k-space (and hence represent eddies of very different sizes) 
on average would not interact (or would interact only very weakly). In terms 
of the triangle condition, for a local interaction to occur all three wavellumber 
modes would generally have to be of the same order of magnitude. This was the 
idea behind LET in its incarnation as an eddy viscosity theory (as described in 
section 2.2). In fact, physical arguments can be made (see [5]) which suggest that 
energy transfer is basically a local process. 
Given locality in energy transfer, in order to shift energy from the energy-containing 
range (about ke ) to the viscous dissipation regime (surrounding kd), a very large 
number of separate interactions will be required. Eddies of a certain smallness (or 
in Richardson's terminology, of a certain minimum order), will have been part of 
many distinct interactions and will consequently forget the details of the system 
which originally generated the largest eddies. Monin and Yaglom [99] note that 
'due to the chaotic nature of this transfer of energy, the orienting effect of the 
mean flow is weakened with each breaking-down'. In a system which is strongly 
anisotropic at large scales (for instance, shear flow) the effect of multiple eddy 
interactions in the transmission of energy to smaller scales erases the directional 
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preference instilled in larger-scale oscillations by boundary conditions and the 
macroscopic geometry of the flow. Hence, given a sufficient wavenumber interval 
for the energy to cross (corresponding to a certain minimum Reynolds number) 
the oscillations at small scales will lose the specific orientation of their predeces-
sors and will become 'locally' isotropic and homogeneous. The energy cascade 
hence becomes independent of the large-scale structure of the flow and the ex-
ternal conditions which provided the forces to form the largest eddies. This is 
of enormous importance as it means that the analysis of homogeneous, isotropic 
turbulence (and the Kolmogorov predictions derived later in this chapter) can be 
used in a wide range of flow situations. The apparently artificial constraints of 
homogeneous, isotropic turbulence turn out to be satisfied at small scales for all 
real flows of sufficiently high Reynolds number. 
We demonstrated earlier that the smaller-scale components of turbulent flow 
evolve much more quickly than their larger counterparts. The periods of small-
scale components will be much shorter than the period of any large-scale variation 
in the mean flow; free decay is a very slow process in contrast to the motions of 
the smallest eddies. Hence the high-wavenumber modes can react rapidly to any 
overall changes in the fluid system. These modes are thus also in a state of 'local 
equilibrium' and are statistically steady. 
8.2 The Kolmogorov Hypotheses 
Kolmogorov's theory is embodied in two famous hypotheses (see [29] and [301). 
These can be regarded as similarity principles for turbulent energy spectra. In-
deed, Kolmogorov's work is sometimes referred to as the 'theory of local similar-
ity'. For some years after the proposal of these hypotheses in 1941, the significance 
of the work was generally overlooked. In the first attempts to experimentally test 
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Kolmogorov's predictions in the 1940's and 1950's, laboratory experiments could 
not reach the high Reynolds numbers which are required for the analysis to apply. 
Researchers then turned to experimental work in the field, using natural flows in 
the oceans and atmosphere which have vast Reynolds numbers. However, this 
provided data with substantial statistical scatter and hence it remained diffi-
cult to draw any definite conclusion. As mentioned in Chapter 3, in 1959 when 
Kraichnan found Eulerian DIA's asymptotic predictions disagreed with those of 
Kolmogorov's theory, the accuracy of the latter was still far from certain (and 
Kraichnan argued against the Kolmogorov results). However, subsequent research 
in the 1960's validated the Kolmogorov predictions some twenty years after they 
were first suggested. Since then, Kolmogorov's work has become a central (if 
somewhat controversial) element of modern turbulence theory. 
We have already seen that at sufficiently large Reynolds numbers, there are a 
range of high wavenumbers which are statistically stationary, isotropic and ho-
mogeneous. These wavenumbers are responsible for the lion's share of viscous 
dissipation in the system, and are essentially detached from the influence of 
wavenumbers in the energy-containing range. This region of wavenumber space 
is often referred to as the 'equilibrium range of wavenumbers' (due to its sta-
tionarity) and is located at wavenumbers k such that ke <<< k. Two physical 
processes occur within this tract. Energy is injected into the equilibrium range by 
inertial transfer and is then dissipated. The details of the dissipation spectrum as 
a function of wavenumber are dictated by the kinematic viscosity and the energy 
spectrum (see equation (4.59)). However, as noted already, it is acceptable to 
assume that most of the dissipation occurs at the upper end of the equilibrium 
range. The rate at which energy enters and leaves the equilibrium range balance, 
and hence the rate of energy input from inertial transfer is equal to the mean 
dissipation rate c. 
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Kolmogorov's first hypothesis proposes that for sufficiently small-scale velocity 
fluctuations in any turbulence with an adequately high Reynolds number, the en-
ergy spectrum in the equilibrium range will be universal apart from the influence 
of two dimensional parameters. These quantities are those which are relevant 
to the mechanisms of energy input and viscous dissipation, being the mean rate 
of dissipation E and the kinematic viscosity ii. Given the values of these vari-
ables, Kolmogorov proposed that the statistical behaviour of small-scale turbu-
lence components would be completely specified. Many important results on the 
behaviour of statistical quantities which depend on equilibrium-range wavenum-
hers can be determined through applying dimensional analysis to this supposition. 
The energy spectrum of the equilibrium range depends on wavenumber k, mean 
dissipation rate f and kinematic viscosity ii. Variation in the mean dissipation 
rate and the kinematic viscosity only acts to change the effective length and time 
scales of the motion. From c and ii one can construct the length scale ij (see 
definition (4.7)) and a velocity scale v where 
V = 	 (8.3) 
Use of a length and velocity scale turns out to be much more convenient than 
fashioning length and time scales. If all lengths in the motion of equilibrium-
range eddies are measured in units of j and all velocities are recorded in units of 
v then the behaviour of the wavenumbers assumes a truly universal form. From 
a dimensional argument, it can be shown that the energy spectrum of the fluid 
in the equilibrium range must take the form 
E(/v) = v 2 7f(ki1), 	 (8.4) 
E(k) = 1/5 "41 /4 f(ki7). 	 (8.5) 
where f is an unknown, universal function. This finding is consistent with the 
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underlying assumption that dissipation is entirely confined to the equilibrium 
range provided a certain restriction is imposed on the function f. Suppose the 
equilibrium wavenumber range spans (k a , kb). For all the viscous dissipation to 
occur exclusively in the equilibrium range 
	
I kb 2iik 2 E(k)dk = €. 	 (8.6) 
Now, we can substitute the result E(k) = v5 /4 c114 f(kr1) for the form of the energy 
spectrum and rearrange to find 
f kb 	
f3/4 
k 2 f(ki7)dk = 	 (8.7) 
 v/ 
If we now make the substitution y = k?J in the integral, we obtain the relation 
I y 2f(y)dy = . (8.8) 
This is the condition on function f which is necessary to validate our assumption 
concerning the distribution of viscous dissipation. 
The universal equilibrium range exists when the Reynolds number is sufficiently 
high that the energy-containing range and the viscous dissipation range are widely 
separated. If the Reynolds number is larger still, then an 'inertial subrange' ap-
pears in a lower wavenumber subdivision of the equilibrium range. In this iner-
tial subrange, viscous dissipation is essentially negligible. Wavenumbers in this 
subrange are such that ke <<< k <<< kd and there is only a single physical 
mechanism at work: the flux of energy by inertial forces to higher wavenumbers. 
This region is independent of both the energy-containing eddies and the dissipa-
tion regime. The statistical behaviour of the inertial subrange is hence uniquely 
determined by the rate at which energy is pumped through this transfer corridor. 
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This is equal to the mean dissipation rate €. Thus, the universal function f in 
the energy spectrum in the equilibrium range must take a form for the inertial 
subrange such that all viscosity dependence disappears. 
Kolmogorov's second hypothesis is that as the Reynolds number tends to infin-
ity (guaranteeing the existence of the inertial subrange) the form of the energy 
spectrum should become independent of the viscosity and should be controlled 
only by the wavenumber and the mean dissipation rate. Thus, from dimensional 
analysis, the universal function f must be of the form 
f(Icj) = a(krj) 513 , 	 ( 8.9) 
where a is a dimensionless scalar called the 'Kolmogorov constant'. On sub-
stitution into equation (8.5) this yields for the energy spectrum in the inertial 
subrange 
E(k) = aE2 "3 k 5 "3 . 	 ( 8.10) 
Now suppose that the turbulence has a large, but finite Reynolds number. In this 
case, function f(Icii) takes the form 
f(kij) = a(k?7) 513 F(k1k d ), 	 (8.11) 
where F(k/k d ) is another universal function which obeys F(0) = 1. This in turn 
yields an energy spectrum for large Reynolds number turbulence 
E(lc) = af213k 513 F(k/kd). 	 (8.12) 
The form of F(k/k d ) has not been established for certain, although an exponen- 
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tial behaviour seems likely. Qian and Pao's model energy spectra in section 7.8.2 
both offer suggested structures for this universal function F, and both include an 
exponential dependency. 
Research into 1Kolmogorov's hypotheses continues to the modern day. In 1944, 
Landau [100] noted that spatial fluctuations in the dissipation rate could have 
significant effects on the small-scale behaviours which Kolmogorov had predicted 
(see [101] for a full account). We will review these 'intermittency corrections' only 
briefly. In 1962, Kolmogorov and Obukhov ([102] and [103]) both returned to the 
description of the universal form for small-scale components in high Reynolds 
number turbulence. The original analysis leading to the k 513 law proposed that 
the statistical character of the small-scale behaviour depended only on the spatial 
mean of the dissipation rate. However, the dissipation field in a turbulent fluid is 
a random function of space and time f(x, t). The spatial fluctuations which occur 
may depend on the large-scale properties and Reynolds number of the fluid flow. 
The small-scale components in the turbulence will be affected by the statistics of 
the dissipation field and hence cannot be strictly universal. The Kolmogorov pre-
dictions for the statistical behaviour of small-scale components (which depended 
only on the mean dissipation rate €) must be taken as conditional results; ob-
tained on the assumption that the dissipation field is strictly constant in space 
and equal to its mean value c. The unconditional results might prove somewhat 
different. 
Kolmogorov & Obukhov attempted to gauge the impact which spatial fluctua-
tions in the dissipation field could have on the earlier predictions. In order to 
ascertain the precise effect on the small-scale components, one has to specify 
the statistical characteristics of the dissipation field €(x, t). The results of such 
'intermittency corrections' are not clear. Any deviation from the original k en- 
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ergy spectrum prediction are generally agreed to be close to or beyond the limits 
of current experimental resolution. Using one particular model of intermittency 
('log-normality', see [102]) the corrected spectrum assumes the form 
E(k) = c'c213k513(kLMAX )19, 	 (8.13) 
where LMAX  is an external length scale representing the size of the largest eddies 
and u is a constant in the (assumed) log-normal distribution of the dissipation 
field E(x, t). Champagne [104] analysed such corrections and suggested that it 




power-law dependencies. His investigation assumed the intermit- 
tency constant t = 0.5, which has since come to be regarded as somewhat large 
(Anselmet et al [105] suggest that i = 0.2). Whilst the intermittency correction 
from the log-normality model can explain a certain degree of variation in the 
Kolmogorov power law, it should be noted that it cannot account for the results 
of Eulerian DIA. As discussed in Chapter 3, DIA suggests an inertial range en-
ergy spectrum E(k) cx k. This would require the intermittency constant in the 
log-normality model to assume the value p. = 1.5, which is certainly beyond the 
realms of possibility. 
Of course, the log-normality model is simply one possible theory of many. A 
number of other authors have proposed rather different models, in which the 
dissipation field fluctuations manifest a range of effects (see [106], [107], [108], 
[109] and [110]). It is difficult to establish which model is right or wrong given 
that neither laboratory nor numerical experimentation can currently resolve the 
differences. However, corrections to the energy spectrum do generally appear to 
be of such a small nature that k is, for all extents and purposes, accurate. 
The substantial effects of intermittency are believed to be limited to higher-order 
statistics. 
294 
Chapter 8 - LET theory and the Kolmogorov Hypotheses 
8.3 Values of the Kolmogorov Constant from 
Experimentation 
The value of the Kolmogorov constant a is a matter of much debate. A great many 
estimates have been provided over the years from experimental work. Sreeni-
vasan made an extensive review of all known experimental investigations 
(analysing more than 100 datasets) and from these generated an average result 
for the Kolmogorov constant, with an associated error range. In one-dimensional 
longitudinal energy spectra (as measured in laboratory research) the Kolmogorov 
spectrum in the inertial range is of the form 
Eii(Ici) = aic2/3kS1'3, 	 (8.14) 
where a1 is the one-dimensional Kolmogorov constant. Given isotropy, one can 
relate the one and three-dimensional versions of the Kolmogorov constant. In 





Sreenivasan found that a 1 = 0.53 + 0.055 (quoting plus and minus one standard 
deviation as the error range). Using equation (8.15) one can show that for the 
three-dimensional constant this implies a value of a = 1.62 ± 0.168. 
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8.4 Values of the Kolmogorov Constant from 
Numerical Simulations 
Yeung & Zhou [112] performed a similar review to Sreenivasan, but surveyed 
estimates of the Kolmogorov constant produced from numerical simulation data. 
They noted that the most common procedure used in order to determine a was 
to plot the 'compensated energy spectrum', as defined by 
'T'(k) = E(k)c 2 /3k 5 /3 , 	 ( 8.16) 
against scaled wavenumber k/kd. If the energy spectrum obeys the Kolmogorov 
result (equation (8.10)) in the inertial range then this compensated spectrum will 
take the form 
11(k) = af213 k 5 "3C2 "3 k 513 , 	 ( 8.17) 
W(k) = a. 	 (8.18) 
Thus the Kolmogorov constant can be taken to be the height of the flat plateau 
in the compensated energy spectrum plot. However, Yeung & Zhou note that 
this criteria is a necessary but insufficient condition for the presence of an inertial 
range. In addition to k scaling, the range of wavenumbers in the candidate in-
ertial range must also be isotropic. If this were not the case, it would be possible 
to determine a different Kolmogorov constant for each co-ordinate direction and 
universality would not apply. 
Table 8.1 presents a selection of values for the Kolmogorov constant which have 
been produced from direct numerical simulations. Note that whilst estimates of 
the Kolmogorov constant have also been derived using a technique called Large 
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Authors Year Kolmogorov Constant 
Brachet et at [114] 1983 4 
Kerr [115] 1985 2.45 
Kida & Murakami [116] 1987 2.0 
Yamamoto & Hosokawa [117] 1988 2.1 
Panda et al [118] 1989 1.6 
Kida et al [119] 1990 1.8 
Kerr [120] 1990 2.0 
Vincent & Meneguzzi [121] 1991 2.0 
Sanada [122] 1992 2.0 
Jimenez [123] 1993 2.0 
Wang et at [70] 1996 1.5-2.0 
Yeung & Zhou [112] 1997 1.62 
Young [71] 1999 1.624 
Table 8.1: Values of the Kolmogorov Constant from DNS studies 
Eddy Simulation (LES) (in which small scales in the DNS are modelled rather 
than being explicitly simulated) we have not included any such studies here. For 
details of this type of work, see [113]. 
8.5 Values of the Kolmogorov Constant from 
Closure Hypotheses 
In 1984, McComb & Shanmugasundaram [21] analysed numerical output from 
the LET1984 code to determine the value for the Kolmogorov constant predicted 
by LET theory. They found that a 2.3, which would generally be regarded 
as rather high. It is certainly quite large in comparison with Sreenivasan's aver-
age experimental value, lying 4 standard deviations beyond the mean. However, 
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the value is not so far removed from many of the DNS estimates. Since LET is 
the only Eulerian closure which is compatible with the k4 law (DIA yielding 
k, as discussed in Chapter 2) there are no other Eulerian formulations with 
which to compare the LET estimate. However, a number of Lagrangian closure 
theories are compatible with Kolmogorov's prediction. The Abridged Lagrangian 
History DIA (ALHDIA) closure proposes the Kolmogorov constant a = 1.77 [81] 
or a = 1.78 [124]. The Strain-Based Abridged Lagrangian History DIA (SBAL-
HDIA) theory is estimated to yield a = 2.0 [124]. The Lagrangian Renormalized 
Approximation has been used to predict (at least) three different values of the 
Kolmogorov constant: a = 1.61 [26], a = 1.67 [43] and a = 1.72 [57]. The 
Lagrangian DIA theory, the equations of which are identical to those of the LRA 
closure (see section 3.3.2) provides the constant a = 1.722 [27]. As in the cases of 
experimental and numerical comparisons, the LET estimate is somewhat higher 
than these values. 
8.6 Re-evaluation of the Kolmogorov Constant 
In this section, we shall re-evaluate the Kolmogorov constant predicted by LET 
theory, using the latest data from forced LET calculations. For comparison, we 
shall also calculate a on the basis of the analogous DNS data. In fact, Young [71] 
used these results to determine a = 1.624 but we shall conduct our own analysis. 
Using data from the forced LET computational run with evolved Taylor-Reynolds 
number R(tE vo jve d) 232, the final energy spectrum was transformed into a com-
pensated spectrum and plotted against scaled wavenumber k/kd on a logarithmic-
logarithmic graph. The energy spectra from the corresponding forced DNS cal-
culation from unscaled times t = 10.0 to t = 44.0 were also transformed into 
compensated spectra and then time averaged. Note that this time averaging 
involved the calculation of 
