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Chapter 14
Completezza di K=
14.1 Definizioni e teoremi preliminari
Sia dato il calcolo K= nel linguaggio L=1 .
Sia D un insieme numerabile di costanti individuali. Con LD indichiamo
il linguaggio ottenuto aggiungendo a L=1 l’insieme D. Con KD indichiamo il
calcolo K= espresso nel linguaggio LD. Se D = ;, L=1 = LD.
Definizione 14.1.1. Sia   un insieme di enunciati di LD.
•   e` KD-consistente sse   0KD ?.
•   e` LD-massimale sse per ogni enunciato A di LD, A 2   oppure ¬A 2  .
•   e` LD-ricco sse per ogni formula A(x) di LD con una sola variabile
libera x
se 9xA(x) 2   allora A[c/x] 2   per qualche costante c 2 LD.
•   e` KD-saturo sse   e` KD-consistente, LD-massimale e LD-ricco.
•   e` LD-induttivo sse per ogni formula A(x) di LD con una sola variabile
libera x
se A[c/x] 2   per ogni costante c 2 LD, allora 8xA(x) 2  .
Lemma 14.1.2. [Proprieta` degli insiemi consistenti] Sia   un insieme KD-
consistente di enunciati.
• Se   `KD A allora   [ {A} e` KD-consistente.
• Se   6`KD A allora   [ {¬A} e` KD-consistente.
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Dimostrazione
1. Supponiamo per assurdo che   [ {A} `KD ?. Allora   `KD A! ?. Ma
per ipotesi   `L A, quindi   e` L-inconsistente, contrariamente all’ipotesi.
2. Supponiamo per assurdo che  [ {¬A} `KD ?. Allora   `KD A contrari-
amente l’ipotesi di partenza che   0KD A.
Lemma 14.1.3. [Proprieta` degli insiemi consistenti e massimali] Sia   un in-
sieme KD-consistente e LD-massimale di enunciati.
1. Se   `KD A allora A 2  .
2. Se A 2   e (A! B) 2   allora B 2  
3. ¬A 2   sse A /2  
4. (A ^B) 2   sse A 2   e B 2  
5. (A _B) 2   sse A 2   oppure B 2  
6. (A! B) 2   sse A /2   oppure B 2  
Dimostrazione
1. Supponiamo per assurdo che A /2   . Allora, essendo   LD-massimale,
¬A 2  . Ne segue che   `KD ¬A . Ma per ipotesi   `KD A, dunque   e`
inconsistente contrariamente all’ipotesi del lemma.
2.-6. Esercizio.
Lemma 14.1.4. [Proprieta` degli insiemi saturi] Sia   un insieme KD-saturo.
Allora   e` LD-induttivo.
Dimostrazione Supponiamo per assurdo che per qualche formula con una sola
variabile libera, A(x), A[c/x] 2   per ogni costante c 2 LD e 8xA(x) /2  .
Essendo   LD-massimale, ¬8xA(x) 2  . Essendo   deduttivamente chiuso,
9x¬A(x) 2  . Essendo   LD-ricco, per qualche costante c 2 LD, ¬A[c/x] 2  ,
contrariamente al fatto che   e` KD-consistente.
Lemma 14.1.5. (Lemma delle catene) Sia  0, 1, 2, 3, . . . una catena di in-
siemi, ovvero una successione numerabile di insiemi di enunciati di LD tali che
 0 ✓  1 ✓  2 ✓  3 . . .
Se ogni  k, k 2 N , e` KD-consistente, allora
S
n2N  n e` K
D-consistente.
Dimostrazione Supponiamo per assurdo che
S
n2N  n non siaK
D-consistente,
allora
S
n2N  n ` ?. Quindi esiste un insieme finito di enunciati di
S
n2N  n,
A1,. . . ,Ah, tale che A1, . . . ,Ah ` ?. Poiche´ A1, . . . , Ah sono in
S
n2N  n, per
ogni Aj , 1 j  h, esiste un kj tale che Aj 2  kj .
Sia q = max{k1, . . . , kj} allora A1, ..., Aj sono tutte formule di  q e quindi
 q ` ?, contrariamente all’ipotesi che ogni membro della catena fosse KD-
consistente.
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Lemma 14.1.6. (Lemma di Lindenbaum-Henkin versione 0)
Sia   un insieme K=-consistente di enunciati di L=1 . Allora esiste un in-
sieme   tale che
  ✓   e   e` KD-consistente, LD-massimale e LD-ricco, per qualche insieme
D di costanti individuali.
Dimostrazione
a. Sia A0, A1, A2, A3, . . . una enumerazione di tutti gli enunciati di LD.
b. Definiamo una catena di insiemi di enunciati di LD,  0 ✓  1 ✓  2 ecc.
nel modo seguente.
 0 =  
Supponiamo che  n sia gia` stato costruito. Allora si consideri l’enunciato
An.
• Caso (1)  n [ {An} e` KD-consistente.
Caso (1.1) An non e` un enunciato esistenziale, ovvero non e` della forma
9xB(x), per ogni B(x). Poniamo
 n+1 =  n [ {An}
Caso (1.2) An e` un enunciato esistenziale, ovvero An = 9xB(x) per qualche
B(x). Poniamo
 n+1 =  n [ {9xB(x)} [B[d/x]
ove d e` una costante individuale che non occorre ne´ in  n ne´ in 9xB(x).
• Caso (2)  n [ {An} non e` KD-consistente.
Poniamo
 n+1 =  n [ {¬An}
• Poniamo   = Sn2N  n.
c. Facciamo vedere che   e` KD-consistente. Per il lemma delle catene,   e`
KD-consistente sse per ogni n,  n e` KD-consistente. Mostriamo, per induzione
su n, che ogni  n e` KD-consistente.
 0 e` KD-consistente per ipotesi e definizione.
Supponiamo che  n sia KDconsistente. Mostriamo che anche  n+1 e` KD-
consistente. Faremo vedere cio` considerando come puo` essere stato costruito
 n+1.
Caso (1.1)  n+1 e` KD-consistente per costruzione.
Caso (1.2) Supponiamo che  n[{9xB(x)}[{B[d/x]} non siaKD-consistente.
Allora  n [ {9xB(x)} [ {B[d/x]} ` ?
 n [ {9xB(x)} ` ¬B[d/x] (ove d non occorre ne´ in  n ne´ in 9xB(x).
 n [ {9xB(x)} ` 8x¬B(x)
 n [ {9xB(x)} ` ¬9xB(x)
Ma cio` contradice la consistenza di  n [ {9xB(x)}.
Caso (2) Supponiamo per assurdo che
 n [ {¬An} ` ?, allora
 n ` An
Allora  n[{An} sarebbeKD-consistente per il lemma 14.1.2, contrariamente
alla inconsistenza di  n [ {An}.
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Mostriamo che   e` LD-massimale. Sia G un enunciato di LD. G = Ak
per qualche k nella successione di partenza. Per costruzione Ak 2  k+1 oppure
¬Ak 2  k+1, quindi G 2   oppure ¬G 2  .
Mostriamo che   e` LD-ricco. Sia 9xB(x) 2  , allora 9xB(x) = Ak per
qualche k e  k [ {9xB(x)} e` KD-consistente, poiche´   e` KD-consistente e
 k [ {9xB(x)} ✓   dunque  n+1 =  n [ {9xB(x)} [ {B[d/x] per qualche d.
14.2 Teorema di Completezza (forte) per K=
  |= A =)   `K= A
Mostreremo il teorema di completezza (forte) nella sua forma contrapposta,
ovvero
  6`K= A =)   6|= A
Dimostrazione.
1. Sia   6`K= A.
2. Allora per il lemma 14.1.2
  [ {¬A} e` K=-consistente.
3. Per il lemma di Lindenbaum-Henkin esiste un insieme   tale che
(a)   [ {¬A} ✓  
(b)   e` KD-saturo, per qualche insieme numerabile non vuoto D di
costanti individuali.
4. Si costruisca la seguente struttura canonica A  con dominio D? ove D?
e` l’insieme delle costanti individuali che occorrono in enunciati di  . D?
contiene le costanti di L1 piu` quelle di D.
(a) Ogni costante di D? viene interpretata su se stessa.
(b) ogni enunciato atomico Pt1 . . . tn ha valore V sse Pt1 . . . tn 2  .
5. Lemma del modello canonico: Per ogni enunciato G di LD ,
G 2   sse |G|A  = V.
6. (a)   ✓   quindi | |A  = V
(b) ¬A 2   quindi |¬A|A  = V , da cui |A|A  = F
7.   6|= A.
Dimostrazione del lemma del modello canonico per K=
Per induzione sulla costruzione degli enunciati di LD. Sia G un enunciato
di LD.
1. G ⌘ Pt1 . . . tn. Allora per definizione di A , |Pt1 . . . tn|A  = V sse
Pt1 . . . tn 2  .
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2. G ⌘ ¬B. ¬B 2   sse (per il lemma 14.1.3) B /2   sse (per ipotesi di
induzione) |B|A  = F sse (per la definizione 8.1.1) |¬B|A  = V
3. G ⌘ B ^ C. B ^ C 2   sse (per il lemma 14.1.3) B 2   e C 2   sse
(per ipotesi di induzione) |B|A  = V e |C|A  = V sse (per la definizione
8.1.1) |B ^ C|A  = V
4. G ⌘ B _ C. B _ C 2   sse (per il lemma 14.1.3) B 2   oppure C 2  
sse (per ipotesi di induzione) |B|A  = V oppure |C|A  = V sse (per la
definizione 8.1.1) |B _ C|A  = V
5. G ⌘ B ! C. B ! C 2   sse (per il lemma 14.1.3) B 62   oppure C 2  
sse (per ipotesi di induzione) |B|A  = F oppure |C|A  = V sse (per la
definizione 8.1.1) |B ! C|A  = V
6. G ⌘ 9xB(x). 9xB(x) 2   sse (essendo   KD-saturo e quindi LD-ricco)
B[c/x] 2   per qualche costante c 2 D? sse (per ipotesi di induzione)
|B[c/x]|A  = V sse (per la definizione 8.1.1) |9xB(x)|A  = V
7. G ⌘ 8xB(x). 8xB(x) 2   sse (essendo   KD-saturo e quindi LD-
induttivo) B[c/x] 2   per ogni costante c 2 D? sse (per ipotesi di in-
duzione) |B[c/x]|A  = V sse (per la definizione 8.1.1) |8xB(x)|A  = V.
PROBLEMA. L’insieme   puo` ben rappresentare l’insieme degli enunciati di
una data teoria e puo` ben darsi che un enunciato atomico del tipo t = s sia in
 . Il significato inteso di tale enunciato e` che t e s sono nomi per uno stesso
individuo e quindi che in ogni struttura in cui e` vero l’enunciato t = s, t e s
vengono interpretati su uno stesso individuo. Al contrario esiste una struttura,
il modello canonico appena costruito A , in cui t e s sono nomi per individui
diversi del dominio, sia che t = s sia in  , sia che non lo sia. Per ovviare a
questo problema definiamo strutture canoniche normali. Il modello canonico
ci assicura solo che (t = t) 2  , per ogni termine t e che se (t = s) 2  
allora (A[t/x] 2   sse A[s/x] 2  ), per ogni formula atomica A(x).1 Quindi il
modello canonico soddisfa le condizioni della definizione di LD1 -struttura (8.1.1).
Gli assiomi sull’identita` garantiscono solo che se (t = s) 2  , allota t e s sono
intersostituibili salva veritate, ma non che denotano lo stesso individuo.
14.3 Teorema di Completezza (forte) per K= rispetto
a strutture normali.
  |= A =)   `K= A
La costruzione e` uguale a quella precedente eccetto che il punto 4. viene cos´ı
riformulato:
4. Si costruisca la seguente struttura canonica A  con dominio D?/⇠ .
(a) Ogni costante t di D? viene interpretata sulla sua classe di equivalenza
[t]⇠.
1Si dimostra che se (t = s) 2   allora (A[t/x] 2   sse A[s/x] 2  ), per ogni formula
A(x).
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(b) ogni enunciato atomico Pt1 . . . tn ha valore V sse Pt1 . . . tn 2  .
Nota. (t = s) 2   sse t ⇠ s e dunque t e s vengono interpretati sullo stesso
oggetto del dominio (ovvero sulla stessa classe di equivalenza). Ne segue che la
struttura A  e` normale.
Nella dimostrazione del lemma del modello canonico i casi delle formule
quantificate recitano:
6. G ⌘ 9xB(x). 9xB(x) 2   sse (essendo   KD-saturo e quindi LD-
ricco) B[c/x] 2   per qualche costante c 2 D? sse (per ipotesi di induzione)
|B[c/x]|A  = V sse (per la definizione 8.1.1) |9xB(x)|A  = V , poiche´ c e` un
nome dell’elemento del dominio [c]⇠.
7. G ⌘ 8xB(x). 8xB(x) 2   sse (essendo   KD-saturo e quindi LD-
induttivo) B[c/x] 2   per ogni costante c 2 D? sse (per ipotesi di induzione)
|B[c/x]|A  = V sse (per la definizione 8.1.1) |8xB(x)|A  = V , poiche´ per
ogni elemento del dominio [c]⇠, |B[c/x]|A  = V .
