Theory and practice of reaction dynamics on two-dimensional potential energy surfaces is investigated. Nonequilibrium multidimensional barrier crossing, occurring when the initial density is located near the ridgeline separating reactants and products, is treated by solving the time-dependent Smoluchowski equation as a function of diffusion anisotropy. For a locally separable potential, and slow relaxation in the perpendicular mode, the problem reduces to a one-dimensional Smoluchowski equation with a sink term. It may be further approximated as a first-order reaction with a time-dependent rate coefficient. These approximations are compared with exact two-dimensional propagations on a potential surface representing CO binding to a heme. The intermediate-time power-law decay of the survival probability is analyzed with the aid of the above approximations. The power also shows some kind of critical behavior near the isotropic diffusion limit, where these approximations are no longer valid. For fast relaxation, a nonmonotonic survival probability is observed. The long time decay of the survival probability is governed by the equilibrium rate coefficient. We calculate its anisotropy dependence and compare it with two asymptotic expansions for the lowest eigenvalue of the Smoluchowski operator-for the one-dimensional sink-Smoluchowski operator and the fully two-dimensional operator. The difference between the fast relaxation limit of these one-and two-dimensional equations may provide a quantitative explanation for previous problems in extrapolating to high temperatures using the Agmon-Hopfield model. The implications of these results to heme protein dynamics are discussed and new experiments are proposed.
INTRODUCTION
The notion of potential energy surfaces as governing chemical transformations plays a central role in gas-phase molecular reaction dynamics. ' For example, a recombination reaction of the type A +BC-ABC, even when restricted to a collinear alignment, requires the knowledge of the potential as a function of two coordinates-the A -B and B-C distances. The outcome of the (Newtonian or Schrodinger) dynamics on such a multidimensional surface can be compared with measurements of nascent products, which are isolated from the environment for sufficiently long times. Hence gas-phase reactions do not have to be followed in the time domain, though this is now feasible in some simple reactions.2 From the study of molecular dynamics, it is clear that reactions generally do not follow the reaction path, nor do trajectories cross at the saddle point. The degree of "saddle point avoidance" will depend on the potential as well as the masses of the colliding particles. lr3 Since only a limited number of isotopes exist in nature, the study of the dependence of the detailed dynamics on a continuously varying mass combination is predominantly of theoretical interest.
condensed-phase dynamics can only be studied through time-resolved experiments. Theoretical treatments require either solving the full problem of the reacting molecules with their surroundings,4 or modifying the equations of motion to include the effect of the environment. The latter approach leads (in the high friction limit) to the timedependent Smoluchowski equation, describing random walk under the influence of an interaction potential.5 Following Kramers, 6 extensive effort has been devoted to onedimensional ( 1D) diffusive barrier crossing and its extensions,7Y8 which include memory effects in the description of the environment. ' The possibility of richer behavior of the full dynamics of the system on its multidimensional potential surface has not been considered in detail. As in classical and quanta1 dynamics, the diffusive flux on a potential energy surface generally does not pass through the saddle point. lo This may lead to markedly nonexponential time dependence." The continuous mass variation, that in ordinary dynamics seems artificial, has a natural analog in the variation of diffusion coefficients. When several degrees of freedom are involved, their response to external perturbations may differ, leading to diffusion anisotropy dependence of reaction rates. "-17 Similar reactions in the condensed phase still involve
To observe such effects in the condensed phase, good the notion of a (modified) potential energy surface, but the transient spectra are needed over a wide range of times, stochastic nature of the environment imposes a random temperatures, and viscosities. Heme proteins are well charcomponent to molecular motions. In the high-friction acterized spectroscopically. l8 Since the pioneering work of limit, the products are fully equilibrated by collisions with the Urbana group," CO (and NO) binding to myoglobin the bath molecules. Unlike gas-phase reactions, transient and other heme proteins has been studied over a particu-larly large range of parameters, with increasing time resolution.'0-24 The power law decay of the survival probability Mow the solvent's glass transition has been interpreted as evidence for inhomogeneous kinetics of distributed protein conformations." Above the glass transition, the power law persists for shorter times and subsequently becomes exponential. This was originally interpreted" in terms of a 1D barrier crossing model involving sequential barriers for ligand escape. This important biochemical process is analogous to the A+ BC-ABC reaction when written schematically as ligand + Fe-protein + ligand-Fe-protein. The ligand binds to the porphyrin iron (the prosthetic group of heme proteins) which is attached to the protein backbone. The protein modulates iron reactivity by altering its distance from the porphyrin plane. This suggests that a potential energy surface in terms of (at least) these two coordinates is needed for describing heme protein dynamics." The two degrees of freedom are expected to be extremely anisotropic towards perturbations in the environment, as evidenced by the fact that at low temperatures, protein motion becomes completely frozen while ligand binding from within the protein pocket still occurs.19-21
Several interesting conclusions followed from a 2D model published in this journal nearly a decade ago. ' l(b) Above the glass transition, protein relaxation was expected to slow down the rebinding process. This autocatalytic ("self-cooperativity" ) effect has encountered mistrust20(a) because the predicted room temperature binding rate was too slow. To remedy the situation, a 3D model has been proposed.25 It has been shown recently that the transient high-temperature data is best described by a timedependent decrease in the ligand-porphyrin binding rate, 2"23 so that the room temperature barrier is indeed larger than the peak in the low temperature distribution of barrier heights. 24 Another suggestion was that evolution in the iron out-of-plane distance, hence in the protein coordinate, may be detected as a spectral shift.1 '(b) This has been verified at cryogenic temperatures through the "kinetic hole burning" effect.20(b)P26*27
Since ligand motion is presumably faster than that of the protein, it has been assumed" that the ligand is "ballistic" (its motion described by a transition-state theory rate coefficient), so that the 2D problem reduces to 1D diffusion (protein fluctuations) with a coordinatedependent sink term (ligand binding). When the ligand is also diffusive, as suggested by delayed-fluorescence experiments28(8) and dynamic simulations,28(b) the sinkSmoluchowski equation (SSE) follows from a BomOppenheimer-like approximation ("adiabatic elimination "'5'b) '29) applicable to fast ligand diffusion. A SSE with an effective potential has been derived by the Karpov group.13 The SSE has also been applied to energy transfer in polymers3' and electron transfer in solution.31 The limits of infinitely fast and vanishingly slow diffusivity have been studied by asymptotic expansions.32 The Northwestern (NW) groupI has criticized the SSE as an inadequate description of the 2D kinetics for extremely fast Table I there. The coordinate x is the ligand-iron distance and y is the protein coordinate using the same atomic units (a.u.) as in Ref. 11 (b) . The energy contours are in kcal/mol ( 1 kcal/mol=4.186 kJ/mol). Zero energy is set at the bottom of the bound heme-CO well. The 3D plot shown above the contour map uses the same grid mesh as in our calculations.
protein relaxation, and obtained the rate coefficient in this limit. Numerical procedures are now readily available for studying multidimensional barrier crossing and testing the various approximations. These were first applied in a 2D model for stilbene isomerization,14'15 for an initial distribution centered at the bottom of a deep reactants' well. These conditions favor equilibrium barrier crossing: The survival probability decays exponentially and one need only determine the anisotropy dependence of the rate coefficient. The scope of the present work is broader, as it deals also with nonequilibrium barrier crossing,33 in which the initial distribution may be removed from equilibrium thus leading to nonexponential decay of the survival probability. After introducing general notations (Sec. II), we present the theory of nonequilibrium barrier crossing (Sec. III) and review and extend that of equilibrium barrier crossing (Sec. IV). Theory is compared with exact numerical results (Sec. V) and its possible relevance to heme protein experiments is discussed (Sec. VI).
II. DEFINITIONS AND NOTATIONS

A. The potential
We consider diffusion on a 2D potential surface U(x,y>. The potential in units of thermal energy will be denoted by V(x,y) = U(x,y)/k,T.
It will be assumed to be a simple double-well potential such as that suggested for CO binding to a heme (Fig. l) . 11'b' In this system, x is the CO-iron distance, while y is a protein mode which modulates reactivity by determining the iron out-of-plane distance. In Ref.
( 1 lb), these coordinates were denoted by (r,x). We change the notation to (xJ), commensurate with conventions in the literature of multidimensional diffusive barrier crossing. As can be seen from Fig. 1 , a ridgeline (x+,y+) separates the (XJ) plane into two basins-the basin on the right (large x values) will be called the reactants basin 9, while that on the left is the products basin 9. In heme protein dynamics, the reactants are an unbound heme with a free ligand in the "protein pocket," while the products are the bound heme-CO complex. Starting from any point in 9, we will follow the evolution of the probability density p(x,y,t) until it relocates to 9.
The potential surface in Fig. 1 is not symmetric in x and y. It is characterized by the property I3 that cuts in the potential along x at any y have a double-well structure with minima near xR and xp for reactants and products, respectively. In addition, we assume that the product well is much deeper V(x,y) ( V(x,,y). Hence x retains its "reaction coordinate" nature (e.g., CO approaching the iron porphyrin). While ridge crossing can occur along y (e.g., the iron moving in plane), x motion must occur in order to form the final stable product at x=xp This allows us to focus on an irreversible reaction with a well-defined anisotropic potential, which an alternative characterization by the second derivatives at the saddle point" does not. The success of some of the following approximations could depend on the above property.
B. The anisotropy parameter
The diffusive motion in the (x,y) coordinates is characterized by (say, coordinate-independent) diffusion coefficients (O.&J.
For simplicity, we assume no cross term in the diffusion tensor (the diffusion tensor could always be diagonalized, but not simultaneously with the potential). In heme protein dynamics, 0, is the diffusion coefficient of the ligand inside the protein pocket, while D, determines the rate of protein conformational change. These two diffusion coefficients need not be equal nor do they respond identically to external perturbations, such as variations in temperature or (macroscopic) solvent viscosity. This leads to anisotropy in the diffusive motion with the "anisotropy parameter" defined by q 3 D/D,.
(2.1)
We will be interested in the dependence of the diffusive dynamics, the survival probability in particular, on the anisotropy parameter.
C. The Smoluchowski equation
Given the (dimensionless) potential surface V(x,y) and the (diagonal) diffusion tensor (D,,D,,) , the time evolution of the probability density p(x,y,t) for observing the system at (x,y) by time t is assumed to obey the Smoluchowski equation for diffusion in a field of force' &dx,mv,W~t = CD, Y,+Dy 2',J p(x,y,t) , (2.2) Here 2, and L? ',, are with z=x or z=y, accordingly. It is assumed that x,(x(xM and y,<y~,. For V=O, 3, is a simple diffusion operator. The potential terms introduce bias into the random-walk process, with increased probability for downhill motion.
D. The initial condition
The solution to the Smoluchowski equation depends on the choice of an initial condition. In the present study, we consider an initial delta function condition centered at some point (x0& in 3, namely,
This corresponds to a single heme conformation after heme-CO photodissociation (and electronic relaxation to the ground electronic state), rather than the usual case in which a distribution of protein conformations is initially created.'9-24 During the photodissociation process, there is little time for protein readjustment as the Fe-CO distance (x) increases (the Franck-Condon principle). Therefore y. represents the protein conformation of the predissociated heme-CO complex. The solution for any other initial distribution can be obtained by the appropriate averaging procedure.
E. The boundary conditions
The physically significant portion of the potential surface is assumed to be in a box x,<x<xM, y,oeM, with infinitely high walls. Periodic boundary conditions (x, =xM, y,=yu) with equal, nonvanishing fluxes at the boundaries may also be considered." Since the reaction is irreversible due to the condition that V(x,y) < V(x,,y), the solution within 9 will change very slightly by introduction of an absorbing line (xd) parallel to the y axis in 9,
The probability to diffuse back from the deep well at x =xp to the ridgeline is negligible, so that the reflective boundary condition at x=x, could be replaced by Eq. (2.6).
F. The scaling hypothesis
A consequence of the asymmetry between x and y is that time scales inversely with the reaction-coordinate diffusion coefficient t=O/Dx. (2.7) This is the natural scaling when D,>O. Its utilization will make subsequent derivations more transparent, while an alternative scaling with D;' makes them more confusing [Eq. (2.4) (2.12) where pI (x,t) and p2(x,t) obey the appropriate boundary and initial conditions (in x and y, respectively). Equation (2.10) then separates into api(Z,t)/at=oz eSYipi(Z,t)* (2.13) Assuming that V,(x) is a double-well potential, while V,(y) has a single minimum, the barrier crossing kinetics is obtained from the solution of the equation in x. The theory below is trivial unless it is assumed that V(x,y) is not globally separable. We will, however, make use of a weaker, local separability assumption.
H. The survival probability
The integrated density (over 9) is known as the survival probability S(t) 3 ss
Ym (2.14) This quantity is of major interest since it is supposedly an experimental observable. The value of S( t) depends on the line chosen for dividing the domain into subdomains 9? and 9. In this work, we use the ridgeline on the potential surface, though other definitions for the "separatrix" are available.16 Experimentally, it is possible to distinguish between these two subdomains because bound and unbound heme-ligand complexes have different absorption spectra.18 For comparison with experiment, the dividing line should be placed where maximal spectral change occurs. This "spectroscopic separatrix" need not coincide with the ridgeline on the potential surface. For heme proteins, the ridge represents the intersection of two iron spin states-a singlet and a quintet-so that the two kinds of dividing lines are expected to be similar.
I. The associated eigenvaiue problem
At long times, the distribution relaxes (in y) towards the minimum in 9 and the survival probability becomes exponential S(t) =exp( -keq t). The exponent keq, which is independent of the initial condition, is the equilibrium rate coefficient discussed most frequently in the diffusive barrier crossing theory.7912-'7 To obtain keg, it suffices to solve the eigenvalue problem
associated with the Smoluchowski equation (2.2). The reaction rate coefficient
is the first nonzero eigenvalue in the case of all-reflecting boundary condition (2.5), or the lowest eigenvalue when the additional absorbing boundary condition (2.6) is imposed. In the 1D Kramers theory,6 k, is proportional to D, and ;1 is independent of r]. Variation of/z with q represents "non-Kramers" behavior, which is the subject of the equilibrium barrier crossing theory discussed in Sec. IV.
iii. NONEQUiLiBRiUM BARRIER CROSSING
In this section, we consider nonequilibrium effects in the small and large r] limits. The qualitative source of the nonexponential kinetics in the small r] limit is the variation of the barrier crossing rate during the relaxation process in y." This leads to the hierarchy of approximations unfolded below. In Sec. III A, we obtain the 1D SSE as an approximation to the 2D kinetics in this limit." In Sec. III B, we derive kinetic approximations to the time-dependent SSE, reducing the 2D dynamics to an analytical expression for the survival probability. In Sec. III C, we consider the large v limit and demonstrate how short time nonequilibrium effects may arise from barrier crossing in the y direction.
A. Slow relaxation and the sink-Smoiuchowski equation
When relaxation is slow, it is possible to obtain an effective ID equation in the slow variable y with a coordinate-dependent sink term.30 This "adiabatic elimination" procedure29 is analogous to the Born-Oppenheimer approximation in quantum mechanics. We consider first the case that y motion is completely frozen, then deal with the case of small, but finite Dy 
Its long-time behavior is
In this regime, separation of time scales for x and y motions still holds. Since the fast x motion equilibrates first, one assumes that p(x,y,t) is an eigenfunction of YX obeying ( 3.2)
The lowest eigenvalue of YX for a given value of y,
This 1D SSE3' in y depends parametrically on x. It is desirable to integrate it over x and obtain an equation for
is denoted by -K(Y), while $(x;v) is the lowest eigenfunction. For the adjoint operator Y'i the lowest eigenfunction is ~$(xy)/p,(x;y), where
(3.11) whose integral over y then yields the survival probability
is the equilibrium density normalized in L%' for a constant y. Normalization of 4 involves taking its inner product with its adjoint Such integration is impossible without additional assumptions because of the x dependence of Yy introduced through the potential V(x,y) [see Eq. (2.3)].
One physically reasonable assumption is that the potential is locah as the weighing factor of the lowest term in the eigenvalue expansion.
In the special case of a high barrier, the lowest eigenfunction approaches the equilibrium density in L%' while vanishing in 9, hence
for xZxR, (3.13)
where Vi and V, are 1D (dimensionless) potentials. In contrast to Eq. (2.9), it suffices that Eq (3.13) holds near xR, since on the time scale considered, the major contribution to the integral in Eq. (3.11) comes from this region. The assumption (3.13) holds for many potential energy surfaces of bimolecular collisions,' which are generally not separable in the strong interaction region, but become separable in the reactants' or products' channels where the molecules are far apart. The potential shown in Fig. 1 has this property-for x sufficiently large, Vi (x) is exponential while V2 (y ) is harmonic.11 (b) #(x.J)z p,bxa)9 I , ;;x;
This assumes an absorbing boundary at x=xp [Eq. (2.6)]. Equations (3.4) and (3.5) show that in this limit, 4 normalizes as a probability density in (xAxM). Since x0 > xt, Eq. (3.6) implies that w(y) = 1, so the monoexponential decay in Eq. (3.2) holds for all times. Integrating Eq. (3.3)) applying first reflection at xy, then absorption at xp and finally substituting Eq. (3.7), one gets When Eq. (3.13) holds, the operator Yy reduces to
[see Eq. (2.11)]. Subsequently, Eq. (3.10) becomes
We have thus obtained the Agmon and Hopfield (AH) approximation,'* in which V2 (y) = V(x,,y). Since we have not assumed high barriers along x, Eq. (3.15) is expected to be useful in discussing nonequilibrium effects. 
In this limit the lowest eigenfunction for fixed y can be approximated by Eq. (3.7). The extension of Eq. (3.2) to q > 0 is through the factorization where H(x) = 1 if x)0 and zero otherwise. Further approximations on this double integral lead to the Kramers' expression for the high friction reaction rate.6
is normalized in (x+, x~), see Eq. (3.4), F(y,t) obeys Eq. (3.11) and the 2D survival probability is given by Eq. (3.12). Inserting into Eq. (2.8) and integrating over x in 9 gives a&Y,e)/ae=
in which we have used Eq. (3.4) and defined
We have thus obtained the Karpov approximation,'3 including a precise specification of the integration limits. Equation (3.17), which holds in the high barrier limit, is expected to provide a good description of the rate coefficient for equilibrium diffusive barrier crossing. This has indeed been demonstrated in our earlier work.15(b) When the potential is separable in 9, Eq. (3.18) reduces to Eq. (3.14) and one regains Eq. (3.15).
B. Kinetic approximations for the sink-Smoiuchowski equation
Let us consider the SSE (3.15) assuming that all reactive events are described by the sink term K(Y).
Hence, while the potential allows barrier crossing in y for x <xR, this may not occur at x=xR. Such an assumption is implicit in the local separability condition (3.13). Alternately, the population near the ridgeline at x=xR should be negligible at all times. Subsequently, reflecting boundary conditions can be imposed at both ym and Y,~ As above, a delta function initial condition will be considered p(y,O) =S(y-yo). Equation (3.15) has been analyzed by many authors, 3'**3*30-32 but useful approximations were obtained mainly for the long time behavior and the equilibrium rate coefficient. Here we develop an approximation describing short time nonequilibrium effects.
We begin by integrating Eq. (3.15) over y to obtain the survival probability defined in Eq. (3.12). Using the reflective boundary conditions (2.5), one finds that
where _4p2 is the Smoluchowski operator in Eq. (3.14). Hence one obtains the simple but rigorous result aswat= -(k),s(t), (3.20) where k(y) 3 D*(y) and the average of an arbitrary function f(y) is defined with respect to a normalized probability density
(3.21b)
Using the initial condition S(0) = 1, we obtain the formal solution
Thus the ligand binding process behaves approximately like a first-order reaction with a time-dependent rate coefficient. 2"23 When diffusion is bounded," p(y, CO ) > 0. Under these conditions, (k),-(k) m and S(t) becomes asymptotically exponential.
In the limits of vanishingly slow or infinitely fast y relaxation, Eq. (3.22) reduces to known results.'1"5 For q=O, one has p(y,t) =j(y,O) =S(y-yo), therefore
In the opposite limit of q= CO, instantaneous relaxation leads to p(y,t) =peq(y), therefore
where (f)ecl denotes averaging off(y) with respect to the equilibrium density
Ym which is the limit of p(y, CO ) when r~-) CO. In both limits, Eq. (3.22) simplifies because (k), becomes time independent. In general, however, one needs to solve the full timedependent equation (3.15) to obtain the density with respect to which (k), is calculated.
While one cannot generally obtain the time-dependent rate coefficient in a closed form, it can serve as a basis for approximations. We investigate the situation where either the first moment, or both first and second moments of p(y,t) are known. These moments (y)r and (y2)" respectively, are defined as in Eq. (3.2 1) . Analytical approximations for these moments lead to analytical approximations for S(t).
First moment approximation
We assume that (y), is known and approximate the normalized probability density (3.21b) by 27) where ( * * *) = ( * . a)& Approximation (3.25) implies that the second term on the rhs vanishes, hence
While this is identical with the large q limit of Eq. (3.27), we have not invoked this limit here. When V. is harmonic1 '(b) db%@=2q which will allow us to analyze the power law phase. The right-hand side is a universal function for r=DYvt and K=k/DX. In a time window where S(T) decays exponentially, the logarithmic derivative is linear in r, while it is constant when S(r) a rma. It follows that power-law decay is characterized by regions of constant logarithmic derivative, such as near its extrema. Denoting by 7, the location of an extremum, one has When D,=O, we proceed directly from Eq. (2.2) and obtain
Thus a is expected to scale with l/q for 17 < 1.
44-w,t)/~t=Dy 3,pCwt). (3.35)
While ridge crossing is permitted in they direction, it does not necessarily lead to a stable product. Such a process may be reversible, with the density which has crossed into 9 eventually returning to .@. The survival probability will then be nomnonotonous, decreasing first and subsequently increasing to unity. This agrees with our assumption that the irreversible reaction cannot be completed if D,=O. We assume that both (y)t and (y2), are known. This suggests the following approximation: p(y,r) =: t271-a(t)21-1'2 expt -i(y-W,>2/0(t)21, (3.32a) a(d2= b&-01);.
(3.32b)
When the integration limits extend from -00 to 00, the first and second moments of this approximate density coincide with (y), and @), respectively. Since (JJ)~ = y, and @>o=30, one has p(y,O) =6(y-y,). While the first moment obeys Eq. (3.27), the second moment obeys"(a) Yyp(x,y,t) 
Unlike the small 77 limit, one cannot proceed by inserting Eq. (3.36) into Eq. (2.8) without first determining the limit ~9'yp(x,y,t) for q-+ 03. This is overlooked in our previous discussion. rSCb) Also, one may not invoke a local separability condition similar to Eq. (3.13) because the line (x,yR) crosses the strong interaction region near the ridgeline. We therefore proceed by integrating Eq. (2.8 
IV. EQUILIBRIUM BARRIER CROSSING
Most of the literature on multidimensional diffusive barrier crossing treats the equilibrium limit, where the initial density is equilibrated in 9 or time is sufficiently long for achieving quasiequilibrium conditions. '2-'7 In this limit, the survival probability decays exponentially with the equilibrium rate coefficient k,r DJ ( 7) This is the general expression for the lowest eigenvalue which we approximate below.
A. The slow relaxation limit
In the limit of small 7, the 2D problem reduces to that of obtaining the lowest eigenvalue of the SSE (3.15). One has to solve
Using, again, Eq. (3.19), one obtains for all values of 7. It is therefore too crude for determining P(T). We discuss below two procedures for extending Eq. (4.5 ) to 77 < CO : A systematic asymptotic expansion ("viscosity expansion") , 32(a) and a more heuristic approximation to 4(y). Since Eq. (3.15) itself is valid only for small q, these will provide analytical approximations to il (q) for intermediate values of q.
1. Asymptotic ("viscosity") expansion
The lowest eigenfunction and eigenvalue are assumed32(a) to admit the following asymptotic expansion near T+ CO:
where -denotes an asymptotic expansion and the superscript corresponds to the power of 7. Inserting expansion (4.6) into Eq. (4.3) and equating powers of v provides the following equations for the first-order correction: (4.8)
Ym
The latter requires changing the order of integration in the double integral. Finally, convergence is improved by inverting the series (4.6b) to give 9) which is basically the inverse of the asymptotic expansion for the mean lifetime.
Hea viside approximation
In the above discussion, the reactive reactants (RR) are centered at ysp > y,. This resembles Tolmans' interpretation of the activation energy, where the RR have a higher average energy than the reactants. ' While this offers a simple, intuitive route to il( CO ), it is neither rigorous nor systematic and uses the notion of a coordinate-dependent sink term K(Y), which is well defined in the opposite n-+0 limit.
This simple approximation which corresponds to the leading term in the approximation of Ref. 13, captures the essential physics for rapidly varying rate functions, though its success may depend on the assumed expression for 7.
Asymptotic ("viscosity") expansion B. The fast relaxation limit
The 2D eigenvalue problem (4.1) is treated by an analogous asymptotic expansion to that applied in the large 77 limit of the 1D equation (4.3). In the n= 00 limit our derivation follows that of Sec. III C. Equation (4.1) has When r] > 1, the rate coefficient for the full 2D potential cannot be approximated by the large q limit of the SSE A( OO)#~( Q)) =(K)~.
This point, stressed in Ref. 12, is not always appreciated.13 Indeed, (K)~ is calculated with respect to p,,(y), which peaks at the bottom of the reactants' well yR. As q -* CO, the reactive flux on the 2D surface does not peak at yR. Fast averaging over the nonreactive mode (y) leads to saddle-point (SP) kinetics, namely, the flux peaks at yt=ysp, where V(xt,yt) minimizes. Unless ysp=yR, there is no reason to expect equality of the two eigenvalues. with p,(y;x) given in Eq. (3.38). Evidently, 4(x) = J~~@ '"'(x,y) dy. Therefore, insertion into Eq. (4.2) gives 1. The "reactive-reactants" approximation A qualitative, heuristic evaluation of the SP rate coefficient proceeds as follows: A path leading from reactants to the SP can be broken into two segments-motion along y at constant x up to ysp followed by barrier crossing along x at constant y=ysp. Since for q-+ CO, they motion occurs infinitely fast, the reaction rate is determined by the second segment and a( 00 > =K(Ysp). has been replaced by the effective potential Vef(x). This result has been first obtained by the NW group using a mean lifetime approach.i2
In the high barrier limit, the above results simplify further. Using Eq. (3.7) for 4(x) with an effective potential (3.41b) gives for orders 0 and -1 in 7. To get Eq. (4.22a), we have used Y*pal(x,y ) = 0. Equation (4.22b) simplifies as follows: first integrate over y to eliminate, due to the boundary conditions, the term L?',,@(-*). Next integrate over x and change order of integration as in approximation (4.19b), to obtain integration over 9. Subsequently, insert expansion (4.21a) into the normalization condition JJ" ~(x,~)*k&~) dx dy= 1 (4.23) "'0 to obtain II-@-"(x,y) dx dy=O. This is our final estimate for the rate coefficient OJ(v) in the fast relaxation limit.
V. NUMERICAL RESULTS
We have solved numerically the 2D time-dependent Smoluchowski equation (2.2) for a potential energy surface modeling (r heme" and various anisotropy values [Eq. (2.1)]. The temperature was set arbitrarily to T=200 K (the glass transition of the solvent), hence kBT=0.39 kcal/mol= 1.63 kJ/mol. The potential surface U(x,y> is shown in Fig. 1 over the range (x,,x~) = ( -0.3,2.7) and (ym,yM) = (-0.8,1.2) applied in our calculation. At the four edges of this rectangle, reflecting boundary conditions were imposed [Eq. (2.5) ]. The figure also shows the 76 X 5 1 grid used in the calculation (hence Ax= Ay = 0.04). The Smoluchowski operator was represented as a Master operator on this grid"'a' with transition probabilities from each point to its four neighbors. Time evolution was obtained with the Chebyshev propagation algorithm,14 which allows taking large time steps. Other details are described elsewhere." Anisotropy variations were achieved by setting 0,~ 1 while changing D,,. Hence r] and Dy are numerically identical. The initial density was close to a delta function [Eq. (2.4) .] To avoid numerical difficulties at short times when changes in density are large, we have started from a slightly wider density whose weight at the four nearest neighbors of the initial point is l/e of its peak value. Various initial locations studied are mapped out in Fig. 2 . Since we do not compare directly with experiment, the physical units are arbitrary and will not be indicated. When comparing our results with experiment, one should set the distance units to atomic units as in Ref. 11 (b), 1 a.u.=0.569 A, and choose the time units so that D,=I. A. Nonequilibrium barrier crossing 1. Slow relaxation regime Figure 3 shows p(x,y,t) for initial point number 1 in Fig. 2 . Here q=O.Ol, so that diffusion along the reactive mode x is 100 times faster than along the perpendicular mode. In the top panel, it can be seen how the initial density spills over to the products' region along the x direction, indicating high initial reactivity. At later times, the reactants' peak relaxes towards the minimum in 9, which slows down the reaction. At the same time, the product distribution relaxes in 9. This behavior, characterized by strong nonequilibrium effects, is typical to the anisotropy range q<l.
The time dependence of the survival probability, obtained by integrating the density over the reactants ' region [Eq. (2.14) ], is shown in Fig. 4 for four values of q (bold curves). When q +O, S(t) becomes exponential because barrier crossing occurs at a single point y=yo (see Sec. III A 1). For large v, S(t) again approaches exponential decay. For intermediate values -03 <In 7 ~0, the time behavior is nonexponential. At short times, prior to appreciable widening of the initial distribution in the slow variable y, s(t) may be fitted to a stretched exponential. At intermediate times, after some widening of the initial distribution, but before its relaxation towards the minimum in 9, a power-law decay is observed. Finally, the long time decay becomes exponential, characterized by the equilibrium rate coefficient kes( 3).
In the present subsection, we compare the time dependence of S(t) with the approximate models discussed in Sec. III. Subsequently, we investigate S(t) in the limit of 7 > 1 and characterize the power-law phase in more detail. The anisotropy dependence of k, is discussed in Sec. V B.
Comparison with approximate theories.
The dashed curves in Fig. 4 show the results from Eq. (3.15). These agree semiquantitatively with the exact re- sults over the range O<f < CQ and 0~7 < 1. In comparison with Fig. 11 of Ref. 11 (b) , one should note the difference in initial conditions. Here j(y,O) is nearly a delta function, while in Ref. 11 (b) it was the prephotodissociation equilibrium distribution in 9. Therefore S(t) in Ref. 11 (b) showed a power law behavior even for q=O.
Before solving Eq. (3.15), K(Y) has been determined by either propagating the 1D Smoluchowski equation in x (for y=const.) or solving for its lowest positive eigenvalue [Eq. (3.9) ]. When the original reflecting boundary at x =x, is imposed, the long time behavior of the survival probability [Eq. (3.23a)] tends at even longer times to a small, but finite equilibrium limit. To eliminate this limit and ensure irreversibility, an absorbing boundary condition may be imposed at xP In the present case, the products' well is sufficiently deep that differences between these various methods are negligible. with b), calculated from the exact solution as above (see Fig. 7 ). hardly varies, and the two calculations agree. For 7 > 0, widening of the initial distribution makes (K)~ larger than K( (JJ),). This is due to the concave shape of K(Y), which decreases faster than linearly [approximately exponentially ( The analytical result (3.31) is based on further approximating (y), by an exponentially decaying function of time [Eq. (3.30) ]. This becomes exact in the limit of fast relaxation, as seen in Fig. 7 . Note that the t-r CO limit of Eq. (3.30) is (y)eq=yR~O, while (y), tends to this value only when 7 + CO. For slower relaxation, higher reactivity at the large y values shifts (v) m to y < 0 [see Ref. 11 (a) ]. For the same reason (K) m < (K),~, and the bold curves in Fig. 6 inverse their order at longer times.
The first moment approximations are shown in Fig. 8 . The dashed curves involve the exact (y), in Eq. (3.26), while the dasheddotted curves represent the analytical approximation ( 3.3 la). Both approximations are equally good for n -0 when (K) f is time independent. As D,, increases (77 =O.OOl ), approximation ( 3.3 1) deteriorates because Eq. (3.30) is worst in the small 7 limit (see Fig. 7 ). For q=O.Ol, Eq. (3.31) becomes better than the less approximate solution (3.26). This is due to cancellation of errors-the approximate (K)~ is smaller, while the approximate (y)t is larger than their corresponding exact values. Eventually, for q=O.l, Eq. (3.30) is virtually exact and both approximations coincide with each other (but not with the exact result).
Second moment approximations are shown in Fig. 9 . The dashed curves are again based on the exact values of both moments in Eq. (3.32). The dashed-dotted curves involve the additional Omstein-Uhlenbeck approximation (3.34). Both approximations perform poorly in the q-+0 limit, where fast reaction at large y values narrows the density asymmetrically. In this limit, the first moment approximations are exact and nothing is gained by going to second moments. For larger 71, the situation changes. When 7 > 0.001, Eq. (3.32) with exact moments becomes superior to the first moment approximations. For q=O.l, the analytical approximation involving Eq. (3.34) is practically exact. Our two analytical approximations are thus useful in different viscosity ranges. The first moment approximation is exact as q-+0, while the second moment approximation becomes exact for large 7. 
The fast relaxation limit
The survival probability in this limit shows a nonmonotonic time dependence at short times (Fig. 10) . The limit 77 + CO is describable by the 1 D Smoluchowski equation (3.35). Its solution depends on D,, t, rather than on each variable separately. The potential exhibits a cusp at yt with no real maximum. The survival probability obtained from Eq. (3.35) with this potential is shown as the dashed curve in Fig. 10 . It agrees perfectly with the 2D simulation for D,,= 100, provided that the same initial distribution in x is applied. It decreases initially as, with the widening of the initial density, population crosses the ridgeline into 9 at constant x =xe. As density relaxes towards yR, the small fraction which has crossed over returns to .c%', thus increasing S(t).
While vast literature exists on equilibrium 1D barrier crossing ( Kramers' problem) ,C9 very little has been published on nonequilibrium effects in such processes. These may lead to such uncustomary, nonmonotonic behavior of the survival probability as observed in Fig. 10 . To demon- with reflecting boundaries imposed at y= * 1. Such a problem has been considered by Suzuki,34 but with the initial density located at the top of the barrier yO=O. By symmetry, the population is then always equal at both wells. To investigate nonequilibrium barrier crossing effects, we consider an initial delta function at y. < 0 and monitor the survival probability in the left well S(t) =J?, p(y,t)dy. Results are shown in Fig. Il . For the initial condition located closest to the barrier (vo= -0.05), a minimum in .S(t) is evident, though less pronounced than in Fig. 10 . This is expected for a potential with a real barrier, rather than just a cusp separating reactants and products. Another phenomenon seen in Fig. 11 is a power-law phase at intermediate times, which diminishes as y. is moved away from the barrier region.
The po we&a w phase
The intermediate time decay of the survival probability in Fig. 4 is algebraic S(t) sA/t", t+ta .
( 5.3)
It holds near some time 0 <I, < CO. To determine the power a, ta is found by inspection of the decay curve in a log-log scale (Fig. 12 ). An interval containing t, is chosen in which linear regression is performed. The interval is decreased symmetrically until a becomes independent of its length. Values of a thus determined for several initial points are collected in Tables I and II. The dependence of a on q is shown in Fig. 13 . Its origin is best understood by considering the regions 7 > 1 and 77 < 1 separately. In the fast relaxation regime (7 > 1 ), the power law behavior stems from 1D nonequilibrium barrier crossing in y, as demonstrated in Fig. 11 . The a values are rather small and 77 independent. Indeed, S(t) in 1D barrier crossing depends on D,, t. Thus in Eq. (5.3), only the prefactor A depends on 77, but not the power a. In agreement with Fig. 11 , a diminishes as the initial location is moved away from the ridgeline (i.e., for smaller JQ) . It is anticipated that for a potential (or an initial x value) where no barrier crossing in y is possible, a will diminish drastically in this region. This is verified for the Mb-CO surface.33
In the slow relaxation regime (7 < 1)) the power law arises from competition between reaction (x motion) and relaxation (y motion). In agreement with Eq. (3.31c), a scales with l/q in this region. To understand this behavior, we plot the universal logarithmic derivative [Eq. (3.3 lb)] in Fig. 14 . It increases linearly with time at very short and very long times when the argument of the K(Y) dependence tends to a constant. Since K(Y~) > K(O), there is a transition from an initial steep slope to a final mild slope which occurs, for the strongly varying K(V), through a maximum and a minimum in the logarithmic derivative. These are expected to give rise to two different powers a1 and a2. In the present case, a , =a2 and only one (average) value of a TABLE I. Diffusion in the as" potential. 7 is the diffusion anisotropy ratio, a is a power-law exponent, and ta is an inflection point. For fast x motion, a is expected to show nearly no x0 dependence (cf. data for points la and 2 in Tables I and II,  respectively) . There is a weak dependence on y. in this region. In contrast, when the initial location is in a totally different region of S? (e.g., point number 3), we find a completely different dependence of a on 71 (Table II ). An intriguing aspect of the a(q) dependence shown in Fig. 13 is the critical-like behavior near q= 1. We have investigated this behavior in more detail for the Mh-CO potential and found a finite jump in a for 17~ 1.33 B. Equilibrium barrier crossing Two-dimensional propagations from any initial condition (Fig. 2) produce an ultimate exponential decay of S(t) with a rate coefficient kes( 7) =D.J(q) collected in Table III and Fig. 15 (open circles) . Consider first the q < 1 regime: The bold curve is the lowest eigenvalue p (7) [Eq. Fig. 15 . It provides a good analytical approximation to n(v) in the range 0.001~ 7~0.1. The Heaviside approximation (4.12) is shown as a dotted curve. It is somewhat inferior to the systematic asymptotic expansion.
In the fast relaxation limit, we show the two approximations for A( CO )-reactive reactants and NW12 [Eqs. (4.15) and (4.18), respectively], but not the more complete asymptotic expansion (4.26). Equation (4.18) gives A( 03 ) =O. 1095, which agrees well with the T-P 00 limit of our 2D calculations. This contrasts with our earlier findings, 15(b) where the potential surfacet4 had several barriers and wells within S'. These introduced additional time scales which have complicated the problem. Equation problem of obtaining a good approximation over the whole anisotropy regime is still open.
VI. DISCUSSION
This work presents a first comprehensive comparison of the exact solution for diffusive reactions on a twodimensional (2D) double well potential surface with various (approximate) theoretical treatments of both equilibrium and nonequilibrium anisotropic barrier crossing effects. The theoretical section presented a general review of the field, in which several new results were incorporated:
(a) We have proven that the sink-Smoluchowski equation used in Ref. 11 (b) is indeed the small 7 limit for a 2D locally separable potential having a deep products' well along the reactive coordinate. This clarifies doubts" concerning the validity of Eq. (3.15). We have demonstrated the success of this equation in describing both the transient behavior of the survival probability (Fig. 4) and the anisotropy dependence of k, (Fig. 15) for reactive motion which is faster than relaxation (7 < 1).
(b) We have obtained kinetic approximations to Eq. (3.15)) yielding two analytic expressions for the time dependence of s(t). One becomes exact in the 77-0 limit [Eq. (3.31), Fig. 81 and the other is valid for v closer to unity [Eqs. (3.32) and (3.34), Fig. 91 . Of particular interest is Eq. (3.3 I), which behaves like a solution for firstorder kinetics with a time-dependent rate coefficient determined by the relaxing coordinate. 2"23 Such an ad hoc model has been proposed recently by the Urbana group2' as a description of the "self-cooperativity" effect'1(b) of decreasing ligand binding rates above the glass transition. It agrees with the experimental survival probability in this temperature range,21 though possibly not near room temperature.22 This model assumes that reaction and relaxation are independent processes, possibly reflecting dynamics of different "tiers" of protein substates. In contrast, both reaction and relaxation rates appearing in Eq. (3.31) follow from a singZe, 2D potential surface with no hierarchy of substates. Thus the observed kinetics above the glass transition do not necessarily reflect the influence of hierarchial conformation levels on the ligand binding process.
(c) We have shown how, in analogy to "viscosity expansions" for Eq. (3. 15),32'a' an q--* 03 asymptotic expansion for k, can be derived from the 2D equation (4.1). The leading term, obtained previously by a mean lifetime approach,12 describes accurately the fast relaxation limit. It involves diffusion in an effective 1D potential Ver(x) [Eq. (3.41)]. As Fig. 15 shows, in the fast relaxation limit, the asymptotic rate coefficients obtained from the full 2D calculation kq( CO) and its ID approximation (k), are different. In agreement with Ref. 12, for the potential of Fig.  1 , we find that kq( a) > (k),. The discrepancy between the two rates is not surprising, since Eq. (3.15) is a valid approximation only for 7 < 1. The possible significance of this result to heme protein dynamics has thus far been overlooked. We show below that kq( CO ) is the correct room temperature limit of the rebinding rate.
Since the first low temperature rebinding experiments," the question of their relevance to room temperature biological function has been debated.20'a) The idea in Ref. 11 (b) was to fit the cryogenic data to a potential surface (the 77 =0 limit) and use it to extrapolate to higher temperatures (7 > 0). On the level of the 1D SSE, the procedure predicted excessive slowing down of the rebinding rate as compared with experiment.21 '24 Most thoroughly investigated is CO binding to sperm-whale myoglogbin (Mb), for which the peak in the low temperature distribution of barrier heights ( -10 kJ/mol) was predicted to increase to approximately 33 kJ/mol,l'(b) considerably larger than the experimental value ranging from 18 kJ/mo124 to 21-22 kJ/mol.21 This discrepancy, which has motivated alternative models for ligand binding kinetics,25 is easily understood if at room temperature the protein is completely relaxed, so that the iron moves freely (D,,-+ CO ) and the true T-+ 00 limit is obtained. The room temperature barrier then corresponds to that on V&x)
[Eq. (3.41b)] rather than to the saddle point on the 2D potential. The barrier on I',, is expected to be lower than the SP energy since the integration in (3.41b) samples also configurations on the other side of the ridgeline (v > $). From the original Mb potential surface,"(b) with no additional adjustable parameters, we calculate AVLE = 20 kJ/mol at 300 K, in good agreement with experiment.2"24 While it is not possible to extrapolate to room temperature using the one-dimensional SSE, extrapolation using the twodimensional potential seems virtually exact. This highlights the importance of the fully 2D dynamics.
It is interesting to consider additional implications of the results of Sec. V to heme protein experiments. While room temperature rebinding is expected to be mostly exponential, a small fraction of the reactive events could be driven by protein fluctuations rather than by ligand diffusion. This fraction redissociates as the protein relaxes and ultimately binds the ordinary way. As Fig. 10 demonstrates, this will result in a nonmonotonic survival probability, provided that the spectrum changes abruptly upon crossing the ridgeline.
In the opposite extreme of frozen heme proteins, the survival probability shows a power-law decay due to the wide distribution of frozen protein conformations.rg If a single protein conformation could be selected, the rebinding kinetics at low temperatures would be simply exponential. While it is experimentally difficult to select a single protein conformation, it might be possible to dissociate the lowest energy heme-CO conformations using red-edge excitation.35 Upon heating of the sample to above the glass transition temperature ( -190 K) , the survival probability should exhibit power-law decay due to protein relaxation (Fig. 4) . This could provide a much clearer demonstration of protein relaxation, unmasked by the initial distribution of protein conformations.
A prominent feature of the survival probability at intermediate temperatures is a power law decay turning exponential at long times. It would be interesting to determine experimentally the anisotropy dependence of (Y and k,,. While it may be technically feasible to obtain both parameters from a single transient measurement, comparison with theory requires additional knowledge of the tem-perature dependence of 71, which may not be directly accessible. Since a and k, are monotonic functions of 71, a test of the theory could involve a determination of the dependence of a on k,
In conclusion, we have presented the theory and practice of propagating diffusive reactions on potential energy surfaces. The Smoluchowski equation is the simplest description of diffusion in force fields. Understanding this limit could be followed by dynamics of more general equations on mutidimensional potential energy surfaces.
Note added in prooJ A recent Mb-CO experiment22(b) provides a nice demonstration that "relaxation" (the process responsible for increase in the barrier height) and "equilibrium fluctuations" (leading to interconversion of protein conformations of differing reactivities) are driven by one and the same process, in contrast with the tier hypothesis of Ref. 21 . In the present model this process is the "diffusion" along the y coordinate: For txD,,v the protein distribution is inhomogeneous and the kinetics show a unique power-law character. As the distribution relaxes downhill the individual conformational identity is lost. For t>D,,v the distribution is homogeneous: The unreacted fraction retains the equilibrium distribution in .L@ while the reacted fraction retains the shape of the equilibrium distribution in 9. At these long times the kinetics become exponential, governed by the equilibrium rate coefficient k
The double (and multiple) pulse experiments 223i show that for a second pulse within the power law phase (e.g., 100 pus delay at 145 K) the ensuing survival probability of the whole population is identical to that obtained after the first pulse. When the second pulse is delayed until the onset of the exponential phase (e.g., 0.1 s at 185 K) it is the survival probability of the rephotolized fraction which follows the single-pulse kinetics. This experiment clearly demonstrates the transition from inhomogeneous to homogeneous kinetics characteristic of diffusive dynamics on potential surfaces.
