Abstract-The methods we present for the evaluation of protocols for adaptive channel coding in multicast packet radio systems require considerably less computation than traditional simulations. Shannon capacity limits and Markov models for fading channels are employed to provide analytical results for a number of performance measures.
I. INTRODUCTION
A common requirement in a packet radio network is for one radio, the source, to deliver a file to another radio, the destination. The file is divided into a set of packets, and the packets are transmitted sequentially from the source to the destination. If multiple radios that are within the transmission range of the source wish to receive the file, the source transmits each packet to all destinations simultaneously, which is known as multicast transmission. The links from the source to different destinations typically experience different fading and shadowing, so they usually create conflicting requirements for the adaptation of the channel coding.
The design of efficient adaptive multicast transmission protocols for time-varying channels requires performance evaluations of candidate protocols. Such evaluations are typically derived from simulations of the time-varying communication links, the demodulators and decoders in the receivers of the destinations, the extraction of feedback information by the destinations, and the operation of the adaptive protocol. Among the most time-consuming tasks in the simulation of the multicast network is the simulation of the iterative decoders that are employed in modern radio receivers. The simulation of the fading on the links of the multicast channel can also be very time consuming. Our approach avoids decoder simulations by employing capacity-achieving channel codes that are motivated by Shannon's coding theorem and its strong converse. Markov models for time-varying fading simplify the simulations of the links in the multicast channel; moreover, such models permit analytical evaluations to replace simulations for some purposes.
II. SUMMARY
We focus on the adaptation of the channel code that is used by the source during a session in which it wishes to deliver a file to one or more destinations. The general multicast channel is illustrated in Fig. 1 . The source may first apply a fountain code [1] to packets of information bits, and the resulting data packets are the inputs to the encoder for the channel code shown in the figure. The channel encoder output is a sequence of channel packets that are sent to the destinations over the multicast channel.
The data packets, whether they are fountain-coded packets or uncoded information packets, are encoded by one of a collection of L channel codes that are available to the adaptive coding system. Strong channel codes provide a high success probability for the decoding of the channel packets at the destinations. For multicast transmission with fountain coding, the channel codes also convert the links from the source to the destinations into packet-erasure channels to which fountain coding can be applied [2] . The channel code is adapted from packet to packet according to whatever information about the states of the D links in the multicast channel is available to the source.
Channel codes that come very close to the capacity limit are now available [3] . Motivated by the existence of capacity-approaching codes and by Shannon's channel coding theorem and its strong converse [4] , we define a capacity-achieving channel code of rate r to be a binary channel code for which the block error probability satisfies P e = 0 if r is less than the capacity C of the channel and P e = 1 if r exceeds C. Capacity-achieving codes of finite block length do not exist; however, the concept of a capacity-achieving code is very useful in the design and evaluation of adaptive channel coding protocols for multicast transmission.
For the code adaptation criteria that are described in this section, the modulation is BPSK and the L channel codes that are available to the adaptive coding protocol are binary capacity-achieving channel codes of rates r i = k/n i , 1 ≤ i ≤ L. There are k information bits per code word, and the block length of the ith code is n i . The codes are indexed in order of increasing rates r 1 < r 2 · · · < r L . Each of D destinations must obtain from the source a file of K k-bit information packets. The capacity of link d in Fig. 1 is C d , 1≤d ≤D. If capacity-achieving channel code C i is used to encode a packet, then the resulting channel packet that is received is decoded correctly
A data bit is recovered by a destination if the destination's channel decoder successfully decodes the channel packet that contains the bit, so a data bit in a channel packet is recovered if and only if all data bits in the packet are recovered. One code selection criterion for adaptive channel coding in a multicast transmission network is based on a measure of the total amount of information that the channel coding system delivers to the destinations without regard to the distribution of the information among the destinations. This measure is equal to the sum of the number of bits delivered to destination d, summed over 1 ≤ d ≤ D. The single-transmission information recovery rate is the number of bits from a single transmitted packet that are recovered in the multicast network divided by the number of BPSK symbols that are employed to send the packet. When a channel code of rate r i = k/n i is used by the source, the single-transmission information recovery rate in bits per transmitted symbol is the product of r i and the number of destinations that decode the packet. If the channel code is the capacity-achieving code of rate r i , then the single-transmission information recovery rate is r i D i , where D i =|{d : C d >r i }| and |U| denotes the cardinality of the set U. The single-transmission information recovery rate is intended primarily for adaptive channel coding in multicast systems that employ higher-layer coding such as fountain coding.
The second selection criterion is based on a measure of the amount of common information that is delivered to all the destinations in the multicast network. The single-transmission D-node throughput for a packet is defined as follows: If a channel packet is decoded correctly by the channel decoders in all D destinations, then the single-transmission D-node throughput for the packet is the number of information bits in the packet divided by the number of BPSK symbols used to send the packet. If at least one destination does not decode the packet correctly, then the packet's D-node throughput is zero. If a capacityachieving channel code of rate r i is applied to the information packet, then the single-transmission Dnode throughput is r i if r i < min{C d : 1 ≤ d ≤ D}; otherwise, the single-transmission D-node throughput is zero. The selection criterion based on the singletransmission D-node throughput is intended primarily for adaptive channel coding in multicast systems that do not employ fountain coding.
