Using previous work on the Behrens-Fisher problem, two approximate degrees of freedom tests, that can be used when one treatment is individually administered and one is administered to groups, were developed. Type I error rates are presented for these tests, an additional approximate degrees of freedom test developed by Myers, Dicecco, and Lorch (1981) , and a mixed model test. The results indicate that the test that best controls the Type I error rate depends on the number of groups in the group-administered treatment. The mixed model test should be avoided.
Introduction
When a groups-versus-individuals design is used to compare two treatments, one treatment is administered to J groups of n participants (for a total of G N such participants) and one treatment is individually administered to I N participants or the individual participants may be in a notreatment control group. For example, psychotherapy researchers investigating the efficacy of group therapy often use a wait-list control group (Burlingame, Kircher, and Taylor, 1994) . The therapy is provided to participants in groups because the researchers believe group processes will enhance the effectiveness of the Stephanie Wehry is Assistant Director for Research and Evaluation for The Florida Institute for Education. Her research interests are in evaluating early childhood education programs, applied statistics, and psychometrics.
therapy. Group processes do not affect the participants in the wait-list control group because they do not receive a treatment, much less meet in groups. According to Clarke (1998) the most common design in psychotherapy research involves the use of a randomly assigned control condition, which can feature a variety of no-treatment control schemes.
The groups-versus-individuals design is also used when the purpose is to compare the effectiveness of an active treatment delivered to groups to an active treatment delivered individually. For example Bates, Thompson, and Flanagan (1999) compared the effectiveness of a mood induction procedure administered to groups to the effectiveness of the same procedure administered to individuals. Boling and Robinson (1999) investigated the effects of study environment on a measure of knowledge following a distance-learning lecture. The three levels of study environment included a printed study guide accessed by individuals, an interactive multi-media study guide accessed by individuals, and a printed study guide accessed by cooperative study groups.
A possible model for the data collected in a groups-versus-individuals design consists of two submodels. For participants in the individually administered treatment the submodel is : G j T α should be treated as random. In the remainder of the paper we assume that the groups in the group-administered treatment comprise a random factor with the groups in the study representing an infinitely large number of groups. Burlingame, Kircher, and Taylor (1994) reported that the independent samples t test, ANOVA, and ANCOVA were the most commonly used methods for analyzing data in group psychotherapy research. It is well known that these procedures require the scores for individuals to be independently distributed both between and within treatments, an assumption that is likely to be violated for the participants in the group-administered treatment when : G j T α is random. It is also well known that these procedures are not robust to violations of the independence assumption (see, for example, Scheffe, 1958) . When the groups-versusindividuals design is used, lack of independence is indicated by a non-zero intraclass correlation coefficient for the participants who receive the group-administered treatments. Myers, Dicecco, and Lorch (1981) , using simulated data, showed that the Type I error rates for the independent samples t test is above the nominal alpha level when the intraclass correlation is positive. Burlingame, Kircher, and Honts (1994) reported similar results. In passing we note that if the researcher believes it is appropriate to treat the : G j T α as fixed, if both error terms are normally distributed, and if the error terms have equal variances, the treatments can be compared by using an independent samples ANOVA and testing the hypothesis
but generalization of the results to additional groups is not warranted. Myers et al. (1981) developed two statistical tests of the hypothesis given in equation (3). These tests take the lack of independence into account and allow generalization of the results to the population of groups represented by the groups in the groupadministered treatment. (In the following, groups will always refer to the groups in the group-administered treatment). One of these procedures used a quasi-F statistic and degrees of freedom approximated by the Satterthwaite (1941) 
is the variance for participants who received the individually administered treatment;
: :
is the mean of the criterion scores for participants who received the group-administered treatment ( )
is the between-group mean square for these participants. It can be shown that the squared denominator of APDF t estimates the sampling variance of the numerator assuming a correct model for the data is given by equations (1) and (2) 
It should be noted that in using the Satterthwaite method, the distribution of the square of the denominator of APDF t is approximated as a multiple of a chi-square distribution with degrees of freedom estimated by 2 f . Based on simulated data, Myers et al. (1981) shows that the ratio can be much larger than 1. Therefore, the discussion in Satterthwaite would lead one to expect that the APDF t test in Myers et al. (1981) would not work well when there are just two groups.
Scariano and Davenport (1986) studied Type I error rates for the APDF t test that Welch (1938) proposed as a solution to the BehrensFisher problem:
In t S are the sample variances, and the square of the denominator estimates the sampling variance of the numerator. The distribution of the Welch t can be approximated by a t distribution with degrees of freedom approximated the by the Satterthwaite (1941) method. Thus, the Myers et al. (1981) APDF test and the Welch APDF solution to the Behrens-Fisher problem are both based on the same theoretical approach to approximating the sampling distribution of the test statistic.
Scariano and Davenport (1986) developed an analytic procedure for calculating the Type I error rate of the Welch APDF test and showed its Type I error rate can be seriously inflated when (a) there is a negative relationship between the sampling variances of the means and the degrees of freedom for the estimated sampling variances and (b) the smaller of the two degrees of freedom is small. In the Myers et al. (1981) , for example, the relationship will be negative and, when 3 J ≤ , the degrees of freedom will be small. Consequently, the APDF test may not work well in these conditions. One purpose of the study is to study Type I error rates when J is small. Satterthwaite (1941) showed how to approximate the distribution of a sum of two chi-square distributed random variables by another chi-square distribution. He determined the degrees of freedom for the approximating distribution by equating the mean and variance of the sum with the mean and variance of the approximating chi-square distribution. Thus, the Satterthwaite approach is a two-moment approach to determining the degrees of freedom. Scariano and Davenport (1986) developed a four-moment approach and showed analytically that it provides a more conservative test than does the two-moment approach. In the fourmoment approach the estimated approximate degrees of freedom are 
where, in the groups-versus individuals design,
A second purpose of the present study was to calculate the actual Type I error rate for the fourmoment approach.
In Scariano and Davenport (1986) , the two-moment approach was sometimes liberal when the four-moment approach was conservative. As a result, they suggested using an average of the estimated degrees of freedom produced by the two approaches. Thus, a third purpose was to analytically evaluate the actual Type I error rate for this averaged degrees of freedom approach.
An alternative to the preceding approaches is based on a mixed model with a proper inference space (McLean, Sanders, & Stroup, 1991) The probability can be quite substantial and, in some conditions, we would expect the mixed model test to perform differently than the twomoment, four-moment, and averaged degrees of freedom tests. Thus, a fourth purpose of the study is to compare these tests to the mixed model test.
The research was carried out in two studies. In the first study, actual Type I error rates were calculated for the two-moment approach, the four-moment approach, and the averaged degrees of freedom approach. In the second study, simulated data were used to estimate the actual Type I error rate for the mixed model approach as well as for the twomoment approach, the four-moment approach, and the averaged degrees of freedom approach. Taken together, the purposes of the studies were to compare Type I error rates for the twomoment, four-moment, averaged degrees of freedom, and mixed model approaches when the number of groups in the group administered treatment is small and to study the influence of the number of groups, number of participants in a group, and intraclass correlation on the Type I error rates for these methods.
Methodology Study 1
Actual Type I error rates were calculated for each condition in a 5 (Number of Groups) × 4 (Intraclass Correlation) × 15 (Number of Participants in a Group) completely crossed factorial design. The levels of the factors were 2 to 6 J = for the number of groups; n = 3 and 4, and 6 to 30 in steps of 2 for the number of participants in a group; and .00, 
For all calculations the nominal alpha level was .05. In the following, when we use the term Type I error rate without the actual or nominal modifier, we refer to the actual Type I error rate.
Calculating Type I Error Rates Scariano and Davenport (1976) developed a method to calculate Type I error rates for the Welch t test. We applied their method, which we describe below, to the three APDF tests considered in this paper. It should be noted that although the method we applied was developed in the context of the BehrensFisher problem, that is, comparing means of independently distributed scores for two groups when the variance are not equal for the groups, we did not apply the method to the BehrensFisher problem. Rather we applied the method to comparison of means for two groups, when scores are not independently distributed within the sub-groups in the group-administered treatment. Thus, our work is not subject to Sawilowsky's (2002) criticisms of research on the Behrens-Fisher problem.
The Type I error rate for the APDF t test is 
and
To facilitate numerical integration the variable u can be transformed to 
and the Type I error rate is found by numerically integrating 
Numerical integration was performed using the trapezoid rule. For 2 J = a singularity occurs at 0 s = . Therefore, the limits of integration were .0001 and 1. The interval was divided into 1000 segments of equal width.
For 3 J = a removable singularity occurs at 0 s = . For 3 J ≥ the limits of integration were 0 and 1 and this interval was also divided into 1000 segments. As a check on the calculations, Type I error rates were estimated by using simulated data with 100,000 replications. The results from the simulation were consistent with the results determined by numerical integration.
Results

Study 1
Figures 2 to 6 contain plots of the Type I error rates against size of groups. The five plots are for two, three, four, five, and six groups, respectively. Plots within a figure are organized by the intraclass correlation coefficient. Inspection of Figure 2 indicates that when there are two groups, the four-moment degrees of freedom should be used, except perhaps when 0
Then the averaged degrees of freedom might be used. When there are three groups (see Figure 3) , the averaged degrees of freedom might be used at the risk of a slightly liberal test when ICC ρ is at .20 or greater. The two-moment degrees of freedom results in a test that is too liberal and the four-moment degrees of freedom results in a test that is too conservative. When there are four groups (see Figure 4) , the twomoment degrees of freedom provides a test that has a slight liberal tendency that increases as ICC ρ get larger and as the size of the groups get larger. Use of the averaged degrees of freedom provides a test that is slightly conservative when ICC ρ is small, but controls the Type I error rate well as it increases. Plots for five or more groups (see Figures 5 and 6 ) are similar to those for four groups. However, the use of either the two-moment degrees of freedom or and average degrees of freedom provide reasonable control of the Type I error rate. Use of the former can result in a slightly liberal test, whereas use of the latter can result in a slightly conservative test.
Methodology Study 2
As noted in the introduction, simulated data were used to compare the three APDF tests and the mixed model test. The design had four factors: the four tests, the number of groups, size of the groups, and level of the intraclass correlation. There were five levels of the number of groups, J = 2, 3, 4, 5, and 6; five levels of group size, n = 4, 8, 12, 16, and 20 subjects nested in the groups; and seven levels of intraclass correlation, .00
to .30 in steps of .05.
The simulation was carried out using the random number generation functions of SAS, Release 8.2. Scores for simulated participants in the individually administered treatment level were generated using the equation (1) The mixed model specified in equations (1) and (2) was implemented by using the following is a SAS program. The individually administered treatment is coded 1 on the TRT code. PROC MIXED; CLASS TRT GROUP; MODEL SCORE=TRT/SOLUTION DDFM=SATTERTHWAITE; RANDOM GROUP/GROUP=TRT; REPEATED/GROUP=TRT; PARMS (0) (1) (1) (1)/EQCONS=1 ESTIMATE 'COMP' TRT 1 -1;
The APDF tests are easily carried out in proc iml as the only required statistics are the means for the two groups, the variance for the treatment administered to individuals, and the mean squares within and between subgroups for the group-administered treatments.
Results
Study 2
The analytic results showed that, when there were two groups, the APDF test statistic with the four-moment degrees of freedom provided the best control of the Type I error rate. Figure 7 compares Type I error rate for the fourmoment test and the mixed model test for 0.00
and 0.30. Results for the APDF test statistic and the two-moment degrees of freedom are also included because the mixed model test is equivalent to the two-moment test when the estimate of 2 τ is non-zero. The four-moment degree of freedom test still provides the best control of the Type I error rate. The mixed model test is more conservative than the twomoment test and is substantially more conservative in conditions in which the probability of a zero estimate for 2 τ is large. When there were three groups, the analytic results showed that the APDF test statistic with the averaged degrees of freedom provided the best control of the Type I error rate. Type I error rates for the two-moment test tended to be too large. Figure 8 compares Type I error rates for the mixed model test and the APDF tests with two-moment and averaged degrees of freedom when .00
and .30. The results indicate that the averaged degrees of freedom test still provides the best control of the Type I error rate.
According to the analytic results, there were four or more groups, both the two-moment and averaged degrees of freedom tests provided good control over the Type I error rate, with the former test being slightly more liberal. Type I error rates are depicted in Figure 9 for Myers et al. (1981) test, a four-moment approximate degrees of freedom test and an averaged degrees of freedom test.
Using the analytic procedure developed by Scariano and Davenport, Type I error rates were calculated for all three test in a wide range of conditions in which the design was balanced across the individually administered treatment and the group-administered treatment and across the groups in the group-administered treatment. We also estimated Type I error rates for the mixed model test and the three APDF tests. The results indicated that the four-moment test should be used when the group-administered treatments are delivered to two groups and the averaged degrees of freedom test should be used when the group-administered treatments are delivered to three groups. When there are between four and six groups, we recommend When there are two groups in the groupadministered treatment, the four-moment test provides better control of the Type I error rate than do the other tests. Nevertheless researchers should be cautious about using a groups-versusindividuals design with two groups because such designs will provide relatively low power. The true degrees of freedom for the four-moment test is ( ) ( ) 
where U is defined in equation (15). Calculations show that 4 f approaches 1.0 from above as U increases. Thus in many situations the degrees of freedom for the four-moment test will be very small and this will have a negative impact on power. In addition, substituting population parameters for sample statistics in the Myers et al. (1981) and .19 as n increased from 6 to 18 in steps of 6.
Comparison of these results to the power of an independent samples t test with the same overall sample size indicates how much lower power is when a groups-versus-individuals design is used. Note that because corresponds to Cohen's large effect size. Also as n increases from 6 to 18 the sample size in a treatment increases from 12 to 36 in steps of 12.
For an independent sample t test with an effect size equal to .8, power is .47, .77, and .92 as n increase from 12 to 36 by 12.
When there are three groups and the averaged degrees of freedom approach is used, power does not decline as n increases, but power can still be quit low and does not increase quickly as n increase. As n increased from 4 to 12, so that the overall sample size remained the same as in the conditions on which power results were reported for 2 J = , estimated power was .29, .36, and .40 when J was 3.
As suggested by equation (20), power continues to increase as J increases. For example with 6 J = , as n increased from 2 to 6 in steps of 2 estimated power was .41, .58, and .68 using the averaged degrees of freedom test. Thus when the groups-versus-individuals test is used, it is important to have as many groups as possible and may be more important to have more groups than to have more participants per group.
At least four lines of additional research are attractive. First, the performance of the tests under non-normality should be investigated and if performance is poor developing the test statistic and degrees of freedom using robust estimates of the means and mean squares is of interest. Second, performance of the four tests when the design is unbalanced across the individually administered treatment and the group-administered treatment, but balanced across groups in the group-administered treatment might be investigated.
Third, calculating the averaged degrees of freedom by differentially weighting the two-moment and four-moment degrees of freedom might be investigated when there are four or more groups. Weighting the two-moment degrees of freedom more heavily will reduce the slight conservative tendency of the averaged degrees of freedom test. In general, more extensive studies of power than we have conducted would be worthwhile. Fourth, the three APDF tests should be generalized for use when the design is not balanced across groups in the groupadministered treatment and Type I error rates for these tests and the mixed model test should be investigated.
