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POINCARE´ TYPE INEQUALITIES FOR GROUP MEASURE SPACES
AND RELATED TRANSPORTATION COST INEQUALITIES
QIANG ZENG
Abstract. Let G be a countable discrete group with an orthogonal representation α on
a real Hilbert space H . We prove Lp Poincare´ inequalities for the group measure space
L∞(ΩH , γ)⋊G, where both the group action and the Gaussian measure space (ΩH , γ) are
associated with the representation α. The idea of proof comes from Pisier’s method on
the boundedness of Riesz transform and Lust-Piquard’s work on spin systems. Then we
deduce a transportation type inequality from the Lp Poincare´ inequalities in the general
noncommutative setting. This inequality is sharp up to a constant (in the Gaussian
setting). Several applications are given, including Wiener/Rademacher chaos estimation
and new examples of Rieffel’s compact quantum metric spaces.
1. Introduction
Gross’ logarithmic Sobolev inequality (LSI) [12] is a powerful tool and has many appli-
cations in different areas of mathematics. Based on LSI, Bobkov and Go¨tze proved the
exponential integrability and the transportation cost inequality for 1-Wasserstein distance
in [2]. It was proved later that LSI implies a stronger transportation cost inequality for 2-
Wasserstein distance by Otto–Villani [23] and Bobkov–Gentil–Ledoux [3]. It is well known
now that the transportation cost inequalities imply concentration inequalities due to the
work of Marton [20]; see [2] and the references therein for more details in this direction.
On the other hand, it is known that the Lp Poincare´ type inequalities also imply con-
centration phenomena. In [9], Efraim and Lust-Piquard proved the following Lp Poincare´
inequalities with constant C
√
p for 2 ≤ p <∞ for the Walsh system
‖f − Ef‖p ≤ C√p‖|∇f |‖p
where ∇f is the discrete gradient. Similar results hold for CAR algebras. Here and in
what follows C,C ′, C1, c, c1, etc. are absolute constants which may vary from line to line.
In the noncommutative setting, the Lp Poincare´ type inequalities with constant Cp were
proved for certain semigroups acting on finite von Neumann algebras under Bakry–Emery’s
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Γ2-criterion in [14]. The constant C
√
p was obtained only with L∞ norm on the right-
hand side. The aim of this paper is to give consequences when the constant is C
√
p and
to provide more examples of this situation. We first prove the Lp Poincare´ inequalities
for group (Gaussian) measure spaces, and then show that Lp Poincare´ inequalities with
constant C
√
p imply a transportation type inequality in general noncommutative setting.
The latter seems to be new even in the commutative case. Moreover, it was observed in [14]
that LSI may fail in the non-diffusion setting but the Poincare´ type inequalities still hold.
This suggests that Poincare´ type inequalities may be a simpler but more universal approach
to transportation and concentration inequalities even though they usually provide less good
constants compared with LSI.
Unless specified otherwise, we consider a noncommutative probability space (N , τ)
where N is a finite von Neumann algebra and τ a normal faithful tracial state. Then
the noncommutative Lp space Lp(N , τ) is the completion of N with respect to ‖f‖p =
τ [(f ∗f)p/2]1/p for 0 < p < ∞ and ‖f‖∞ = ‖f‖. Here and in the following ‖ · ‖ denotes
the operator norm. It is well known that Lp(N , τ) is a Banach space for 1 ≤ p ≤ ∞.
For example, for a classical probability space (Ω,F ,P), we may take N = L∞(Ω,P) and
τ(f) = E(f) =
∫
fdP for f ∈ N . Then Lp(N , τ) = Lp(Ω,P). Let (Tt)t≥0 be a standard
semigroup acting on N with generator A, i.e., Tt = e−tA. Following [14, 15], a standard
semigroup (Tt) is a pointwise σ-weak (weak∗) continuous semigroup such that every Tt is
normal unital completely positive and self-adjoint on L2(N , τ). The standard semigroup
is a noncommutative analogue of a symmetric Markov semigroup in classical probability
theory. Then the gradient form associated to A (Meyer’s “carre´ du champs”) is defined as
ΓA(f1, f2) =
1
2
[A(f ∗1 )f2 + f
∗
1A(f2)− A(f ∗1 f2)]
for f1, f2 in the domain of A. Let Fix = {x ∈ N : Ttx = x} be the fixed point algebra of
Tt. It was shown in [16] that Fix is a von Neumann subalgebra of N , thus there exists a
unique conditional expectation EFix : N → Fix. In this paper, we are interested in the
following Poincare´ type inequalities: for 2 ≤ p <∞
(1.1) ‖x− EFixx‖p ≤ C√pmax{‖ΓA(x, x)1/2‖p, ‖ΓA(x∗, x∗)1/2‖p},
for x ∈ N .
In the first part of this paper, we consider a countable discrete group G with an orthog-
onal representation α on a real Hilbert space H . From here we can construct a group mea-
sure space L∞(Rd, γd)⋊αˆG, on which there is a canonical trace. Here d is the dimension of
H and γd is the canonical product Gaussian measure. Put ℓ2(G) = span{δg : g ∈ G} where
δg is the unit vector with δg(g) = 1 and δg(h) = 0 for h 6= g. Note that L∞(Rd, γd)⋊αˆ G
is a von Neumann subalgebra of L∞(Rd, γd)⊗B(ℓ2(G)). Here and in what follows B(H)
denotes the algebra of all bounded linear operators on a Hilbert space H . The construction
of L∞(Rd, γd)⋊αˆ G and other preliminary materials will be recalled in Section 2.
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Consider the Ornstein–Uhlenbeck semigroup (Pt) acting on L∞(Rd, γd). Then Pt ⊗
idℓ2(G) acts on L∞(R
d, γd)⊗B(ℓ2(G)). By the construction of L∞(Rd, γd)⋊αˆG, Pt⊗ idℓ2(G)
restricted to L∞(Rd, γd) ⋊αˆ G is a well-defined semigroup, and we denote the restriction
by Tt. Then it is easy to check that (Tt) is a standard semigroup on L∞(Rd, γd) ⋊αˆ G
and EFix = EL(G), where L(G) is the group von Neumann algebra of G constructed as
follows. Let λ : G → B(ℓ2(G)) be the left regular representation. Then the group von
Neumann algebra L(G) is the closure of linear span of λ(G) in the weak operator topology.
It is well known that L(G) is a subalgebra of L∞(Rd, γd) ⋊αˆ G and admits a canonical
normal faithful tracial state given by τ(f) = 〈δe, fδe〉 for f ∈ L(G), where e is the identity
element of G. To be more specific, a generic element of L(G) can be written as a Fourier
series f =
∑
g fˆ(g)λ(g). Then τ(f) = fˆ(e). Our first main result is the Lp Poincare´ type
inequalities for L∞(Rd, γd)⋊αˆ G.
Theorem 1.1. Let G be a countable discrete group with an orthogonal representation α
on a real Hilbert space H of dimension d ∈ N ∪ {∞}. Let Tt act on L∞(Rd, γd) ⋊αˆ G as
above, where αˆ is determined by α. Then for 2 ≤ p < ∞ and f ∈ L∞(Rd, γd) ⋊αˆ G, we
have
(1.2) ‖f −EL(G)f‖p ≤ C√pmax{‖ΓL⋊I(f, f)1/2‖p, ‖ΓL⋊I(f ∗, f ∗)1/2‖p}.
Here L⋊ I is the generator of Tt.
We always understand ‖ΓA(f, f)1/2‖p =∞ if ΓA(f, f) is not well-defined. By density, it
is easily seen that (1.2) still holds for unbounded f ∈ Lp(L∞(Rd, γd)⋊αˆ G). To illustrate
Theorem 1.1 for readers from more classical probability background, let us consider G to
be a finite group with |G| = d. Let α be an orthogonal representation of G on Rd. Then
L∞(Rd, γd) ⋊αˆ G ⊂ L∞(Rd, γd)⊗Md = L∞(Rd, γd;Md), where Md denotes the algebra of
complex d × d matrices. Hence, we have the Lp Poincare´ inequalities for matrix-valued
Gaussian functions in a certain subspace of Lp(R
d, γd;Md). The proof is harder than the
scalar-valued case because of the noncommutativity. This result will be proved in Section
3.
We may also consider certain Poincare´ type inequalities for L(G). Let ψ be a conditional
negative length (cn-length for short) function on G. Then it is well known that ψ deter-
mines an orthogonal representation α on a real Hilbert space H and a map bψ : G → H
satisfying the cocycle law bψ(gh) = bψ(g) +αg(bψ(h)). bψ is called a 1-cocycle on G. From
here we can construct the group measure space L∞(Rd, γd)⋊αˆG. Consider the semigroup
St acting on L(G) defined by Stλ(g) = e−tψ(g)λ(g) for g ∈ G. Then (St) is a standard
semigroup. See [14] for a proof of this fact. It extends to a strongly continuous semigroup
of contractions on L2(L(G)). The generator is given by Aλ(g) = ψ(g)λ(g). The following
result can also be regarded as Poincare´ type inequalities for L(G).
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Corollary 1.2. Let G be a discrete group with cn-length function ψ. Let 2 ≤ p < ∞.
Then for f ∈ L(G),
‖π(f)−S1/2(f)‖Lp(L∞(Rd,γd)⋊αˆG) ≤ C
√
pmax{‖Γψ(f, f)1/2‖Lp(L(G)), ‖Γψ(f ∗, f ∗)1/2‖Lp(L(G))}.
Here π : L(G) → L∞(Rd, γd) ⋊αˆ G is a trace preserving ∗-homomorphism given by
π(λ(g)) = ei〈bψ(g),·〉 ⋊ λ(g) and bψ is the 1-cocycle determined by ψ.
Let us return to the general setting and consider the noncommutative probability space
(N , τ). Let φ(t) = et2 − 1. It is well known that φ is a Young function. Define for x ∈ N ,
‖x‖φ = inf{c > 0 : τ [φ(|x|/c)] ≤ 1}.
Then the Orlicz space Lφ(N ) is the completion of N in this norm. Recall that the entropy
of a positive τ -measurable operator ρ (see, e.g., [10]) is defined as
Ent(ρ) = τ
[
ρ ln
( ρ
τ(ρ)
)]
.
For a τ -measurable operator x, we introduce the exponential integrability condition of
Bobkov and Go¨tze
(1.3) τ(ex−EFixx) ≤ τ(ecΓA(x,x)).
Then we have the following transportation type inequality.
Theorem 1.3. Let (N , τ) be a noncommutative probability space. Suppose the Poincare´
type inequalities (1.1) or the exponential integrability (1.3) hold for all self-adjoint x ∈ N
with EFixx = 0 and ‖ΓA(x, x)1/2‖φ ≤ 1. Then
(1.4) sup
‖ΓA(x,x)1/2‖φ≤1
|τ(xρ)− τ(xEFixρ)| ≤ Cmax{
√
Ent(ρ), Ent(ρ)}
for all τ -measurable positive operator ρ with τ(ρ) = 1.
Let us now indicate the connection between Theorem 1.3 and transportation cost in-
equalities in classical probability. Let (Ω, d) be a metric space equipped with a probability
measure µ. Assume ν is a probability measure absolutely continuous with respect to µ.
Suppose that there exists x0 ∈ Ω such that
∫
d(x, x0)dP <∞ for P = µ and ν. Let g = dνdµ .
By the Kantorovich–Rubinstein formula (see, e.g., [36]), the 1-Wasserstein distance can
be written as
(1.5) W1(µ, ν) = sup
‖f‖Lip≤1
∣∣∣ ∫ fgdµ− ∫ fdµ∣∣∣.
Here ‖ · ‖Lip denotes the Lipschitz constant. Suppose
∫
etfdµ ≤ ect2/2 for all t > 0 and all
f with
∫
fdµ = 0, ‖f‖Lip ≤ 1. Then Bobkov and Go¨tze showed in [2] that
(1.6) W1(µ, ν) ≤
√
2cEnt(g) =
√
2cD(ν||µ),
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for all ν absolutely continuous with respect to µ. Here D(ν||µ) = ∫ ln dν
dµ
dν is the relative
entropy; see also, e.g., [8,34] and their references therein for the notion of quantum relative
entropy.
Recall that the gradient form for Laplacian is the modulus of gradient Γ−∆(f, f) =
|∇f |2 ≤ ‖f‖2Lip. Given two states ξ, η of the von Neumann algebra N , let us define
(1.7) Q1(ξ, η) = sup{|ξ(x)− η(x)| : x self-adjoint, ‖ΓA(x, x)1/2‖∞ ≤ 1}.
In the case that ξ(·) = µ(·), η(·) = ν(·) and the gradient form is associated to the Laplacian,
we clearly have W1(µ, ν) = Q1(µ, ν). The classical definition of Lipschitz functions is
hard to generalize to the noncommutative setting. But the gradient form is well-defined.
Therefore, Junge and the author simply take (1.7) as the definition of noncommutative
1-Wasserstein distance in [14]. By extending the proof of (1.6), in the same paper it was
showed that if
(1.8) τ(et(x−EFixx)) ≤ ect2
for all t > 0 and self-adjoint x ∈ N with ‖ΓA(x, x)1/2‖∞ ≤ 1, then
(1.9) Q1(ρ, EFixρ) ≤ C
√
Ent(ρ)
for all τ -measurable positive operators ρ with τ(ρ) = 1. Here given two τ -measurable
operators ρ, σ, Q1(ρ, σ) := Q1(ξ, η) for ξ(x) = τ(xρ)/τ(ρ) and η(x) = τ(xσ)/τ(σ). This
quantity Q1 is also closely related to the distance used by Rieffel to define his quantum
metric spaces [29, 30]. Indeed, new quantum metric spaces were found using a variant of
Q1 (the self-adjoint condition was removed) in [13, 15].
Notice that in (1.2) and (1.3), we actually have better bounds than (1.8). Hence, instead
of requiring the strong condition ‖ΓA(x, x)1/2‖∞ ≤ 1, we can ask for ‖ΓA(x, x)1/2‖φ ≤ 1.
This motivates the following definition
(1.10) Qφ(ξ, η) = sup{|ξ(x)− η(x)| : x self-adjoint, ‖ΓA(x, x)1/2‖φ ≤ 1}.
Then the conclusion (1.4) of Theorem 1.3 can be rewritten as
(1.11) Qφ(ρ, EFixρ) ≤ Cmax{
√
Ent(ρ), Ent(ρ)}.
HereQφ(ρ, EFixρ) is defined fromQφ(ξ, η) in a similar way toQ1. Notice that ‖ΓA(x, x)1/2‖φ ≤
1 allows ‖ΓA(x, x)1/2‖p ≤ c√p. Clearly, Qφ is much bigger than Q1 in general. Moreover,
(1.11) implies that a phase transition behavior may happen for Qφ depending on the en-
tropy functional. In Section 4, we will prove Theorem 1.3 and elaborate on its relationship
with different transportation cost inequalities obtained in [3, 23, 33]. We also show that
the linear term Ent(ρ) gives the correct order when the entropy is large. Thus (1.4) is
sharp up to a constant. As an immediate consequence of Theorem 1.3, we show that the
entropy functional gives an upper bound for the Wiener and Rademacher chaos of order
1 and 2. See Section 4 for the precise definition of chaos.
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Corollary 1.4. Let (Ω,G,P) be the Gaussian (resp. Rademacher) measure space. Let Hn
denote the the Wiener (resp. Rademacher) chaos of order n and PHn : L2(Ω,G,P)→ Hn
the orthogonal projection. Then for any positive function f ∈ L2(Ω,G,P) with ‖f‖1 = 1,
we have
‖PH1f‖2 ≤ C
√
Ent(f), ‖PH2(f)‖2 ≤ C ′max{
√
Ent(f), Ent(f)}.
One can also deduce concentration and isoperimetric-type inequalities from the weaker
inequality (1.9) as indicated in [2]. The point here is that in the absence of logarith-
mic Sobolev inequality, (1.4) and (1.9) may be good alternatives of transportation cost
inequalities derived from LSI.
Furthermore, we will show that ‖ · ‖φ gives new examples of quantum metric spaces
in Section 5. Let C∗r (G) (resp. C(G)) denote the reduced group C
∗-algebra of G (resp.
group algebra of G). Define |||a||| = max{‖ΓA(a, a)1/2‖φ, ‖ΓA(a∗, a∗)1/2‖φ} for a ∈ C(G).
See Section 5 for unexplained notation and terminology in the following result.
Corollary 1.5. (C∗r (G),C(G), |||·|||) is a compact quantum metric space provided one of
the following holds:
(1) G is finitely generated with rapid decay and inf |g|=k ψ(g) ≥ cα(1 + k)α for some
α > 0.
(2) dimHψ < ∞, the kernel of ψ is {e} and infbψ(g)6=0 ψ(g) > 0. Here bψ : G → Hψ is
the 1-cocycle associated to ψ on G.
2. Preliminaries
From now on, we always assume 2 ≤ p <∞ unless we specify otherwise.
2.1. Poincare´ type inequalities for Gaussian measures. Let −L = ∆ − x · ∇ be
the generator of Ornstein–Uhlenbeck semigroup Pt in R
d for d < ∞. Let γd denote the
standard Gaussian measure on Rd. Then by e.g. [26] the Mehler formula for cosL θ :=
P− ln cos θ holds: for all f ∈ L2(γd) and 0 ≤ θ ≤ π/2
(2.1) (cosL θf)(x) =
∫
Rd
f(x cos θ + y sin θ)γd(dy).
Following [9], we have the Poincare´ type inequality for Gaussian measures, which should
be a classical result; see [14] for another proof based on martingale inequalities. We present
the proof here because it is our guideline for the group measure space setting. We write
|∇f | = (∑di=1( ∂f∂xi )2)1/2
Proposition 2.1. Let p ≥ 2 and φ ∈ L1([0, π/2]). Then for all f ∈ L∞(Rd, γd),∥∥∥∥∥
∫ π/2
0
φ(θ)
∂
∂θ
cosL θ(f)dθ
∥∥∥∥∥
Lp(γd)
≤ C√p‖φ‖L1([0,π/2])‖|∇f |‖Lp(γd).
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In particular,
‖f −
∫
fdγd‖Lp(γd) ≤ C
√
p‖|∇f |‖Lp(γd).
Proof. By approximation, we may assume that f is a bounded C1 function with |∇f |
bounded by some polynomial so that we can differentiate under integral in the following.
Since limt→∞ Ptf =
∫
fdγd, by (2.1), we have∫ π/2
0
φ(θ)
∂ cosL θ(f)
∂θ
(x)dθ =
∫ π/2
0
φ(θ)
∂
∂θ
∫
f(x cos θ + y sin θ)γd(dy)dθ
=
∫ π/2
0
∫
Rd
φ(θ)Rθ(∇f(x) · y)γd(dy)dθ,
whereRθ is a measure preserving automorphism of (Rd×Rd, γd×γd) given by (RθF )(x, y) =
F (x cos θ+ y sin θ,−x sin θ+ y cos θ). By Minkowski’s integral inequality and Ho¨lder’s in-
equality, ∥∥∥∥∥
∫ π/2
0
φ(θ)
∂
∂θ
cosL θ(f)dθ
∥∥∥∥∥
Lp(γd)
≤
∫ π/2
0
|φ(θ)|
∫
Rd
(∫
Rd
|Rθ(∇f(x) · y)|pγd(dx)
)1/p
γd(dy)dθ
≤
∫ π/2
0
|φ(θ)|
∫
Rd
(∫
Rd
|Rθ(∇f(x) · y)|pγd(dx)γd(dy)
)1/p
dθ
≤‖φ‖L1([0,π/2])
∥∥∥∥∥
d∑
i=1
∂f
∂xi
(x)yi
∥∥∥∥∥
Lp(γd×γd)
.
The first assertion follows from Khintchine’s inequality. Taking φ(θ) = 1[0,π/2](θ) gives the
second one as in [9]. 
We remark that by approximation the above result also holds for the standard Gaussian
measure on R∞, because we still have the Mehler formula in this setting; see, e.g., [22].
2.2. Crossed products. We briefly recall the crossed product construction. Our ref-
erence is [13, 32]. Let G be a discrete group with left regular representation λ : G →
B(ℓ2(G)). Given a noncommutative probability space (N , τ), we may assume N ⊂ B(H)
for some Hilbert space H . Suppose a trace preserving action α of G on N is given, i.e., we
have a group homomorphism α : G → Aut(N ) (the ∗-automorphism groups of N ) with
τ(x) = τ(αg(x)) for all x ∈ N , g ∈ G. Identify ℓ2(G) ⊗ H with ℓ2(G;H). Consider the
representation π of N on ℓ2(G;H) given by
π(x) =
∑
g∈G
αg−1(x)⊗ eg,g,
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where eg,h is the matrix unit of B(ℓ2(G)). In other words, π(x)ξ(g) = αg−1(x)ξ(g) for
x ∈ N , ξ ∈ ℓ2(G;H). Then the crossed product of N by G, denoted by N ⋊αG, is defined
as the weak operator closure of 1N ⊗ λ(G) and π(N ) in B(ℓ2(G;H)). We usually drop
the subscript α if there is no ambiguity. Clearly, N ⋊G is a von Neumann subalgebra of
N⊗B(ℓ2(G)). In the special case N = C, the complex number algebra, C ⋊ G reduces
to the group von Neumann algebra L(G). Therefore, L(G) is a von Neumann subalgebra
of N ⋊ G and there exists a unique conditional expectation EL(G) : N ⋊ G → L(G). A
generic element of N ⋊G can be written as∑
g∈G
fg ⋊ λ(g) =
∑
g∈G
π(fg)λ(g) =
∑
g,h,h′
(αh−1(fg)⊗ eh,h)(1N ⊗ egh′,h′)
=
∑
g,h
αh−1(fg)⊗ eh,g−1h.
There is a canonical trace on N ⋊G given by
τ ⋊ τG(f ⋊ λ(g)) = τ ⊗ τG(f ⊗ λ(g)) = τ(f)δg=e,
where we denote by τG the canonical trace on L(G). The arithmetic in N ⋊G is given by
(f ⋊ λ(g))∗ = αg−1(f
∗)⋊ λ(g−1)
and
(f1 ⋊ λ(g1))(f2 ⋊ λ(g2)) = (f1αg1(f2))⋊ λ(g1g2).
In what follows, we may simply write fλ(g) instead of f ⋊λ(g). The group measure space
in this paper refers to a special case of the crossed product, i.e., N = L∞(Ω, µ) for some
(standard) probability space (Ω, µ) .
2.3. Gaussian measure space construction. Our reference of this subsection is [31,
Chapter 8] and [22, Chapter 1]. Let H be a real Hilbert space of dimension d, where
d ∈ N ∪ {+∞}. Identify H as ℓ2(d). Following the well known Gaussian measure space
construction (see, e.g., [6]), we consider the linear map B : ℓ2(d) → L2(Rd, γd) given
by B(h)(y) =
∑d
i=1〈h, ei〉yi, where (ei) is an orthonormal basis of ℓ2(d) and yi is the
i-th coordinate map. If d < ∞, B(h)(y) = 〈h, y〉; if d = ∞, (Rd, γd) is the measure
space obtained from Kolmogorov’s construction for which all the cylinder set measures
are standard Gaussian measures. Note that 〈B(h), B(k)〉L2(Rd,γd) = 〈h, k〉ℓ2(d). Let α :
G → O(H) be an orthogonal representation of G on H . Then there exists a G-action α∗
on (Rd, γd) preserving the Gaussian measure γd; see [31, Theorem 8.3.14]. By abuse of
notation, we simply write α for α∗ because they are indeed the same if d <∞. The action
α on (Rd, γd) induces an action αˆ on L2(R
d, γd), such that αˆg(B(h)) = B(αg(h)) and
(2.2) αˆg(f)(x) = f(α(g
−1)x) = f(αg−1(x))
for f ∈ L2(Rd, γd). Clearly, αˆ extends naturally to isometric actions on Lp(Rd, γd) for 1 ≤
p ≤ ∞. In the following we will consider the von Neumann algebraM = L∞(Rd, γd)⋊αˆG
and simply forget the subscript αˆ in the notation of M if there is no ambiguity.
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Let Pt be the Ornstein–Uhlenbeck semigroup acting on L∞(Rd, γd); see [11, 22] for the
case d =∞. Then Pt ⊗ idℓ2(G) is a semigroup acting on L∞(Rd, γd)⊗B(ℓ2(G)). Since the
action α : Gy (Rd, γd) is linear and measure preserving, by the Mehler formula or by the
functoriality of the Gaussian functor Γ [4], Pt is G-equivariant, i.e.,
(2.3) Pt ◦ αˆg = αˆg ◦ Pt.
This will be the starting point of the Lp Poincare´ inequalities (1.1) for group measure
spaces in the next section, because our extension of the Ornstein–Uhlenbeck semigroups
to the group measure spaces relies on (2.3). Indeed, (2.3) implies
Pt ⊗ idℓ2(G)(L∞(Rd, γd)⋊G) ⊂ L∞(Rd, γd)⋊G.
Define Pt ⋊ idG = Pt ⊗ idℓ2(G)|L∞(Rd,γd)⋊G and write Tt = Pt ⋊ idG. Since the fixed
point algebra of Pt is trivial, the fixed point algebra of Tt is L(G). It is well known
that (Tt) extends to contractions on Lp(L∞(Rd, γd) ⋊ G) and limt→∞ Ttf = EL(G)f for
f ∈ Lp(L∞(Rd, γd)⋊G).
2.4. Groups with affine representations. Let G be a countable discrete group with
the conditional negative length (cn-length) function ψ : G → R+. Recall that ψ is con-
ditional negative if
∑
g ag = 0 ⇒
∑
g,h a¯gahψ(g
−1h) ≤ 0. Then ψ determines an affine
representation which is given by an orthogonal representation α : G → O(H) over a
real Hilbert space H together with a map bψ : G → H satisfying the cocycle law, i.e.,
bψ(gh) = bψ(g) + αg(bψ(h)); see, e.g., [5]. By the above Gaussian measure space con-
struction, we get the finite von Neumann algebra L∞(Rd, γd) ⋊ G. Define the Gaussian
derivation
δψ : L(G)→M∞ := ∩0<p<∞Lp(L∞(Rd, γd)⋊G),
λ(g) 7→ B(bψ(g))⋊ λ(g).
Clearly, δψ is well-defined. Note that M∞ is a L(G)-L(G) bimodule with left and right
actions given by λ(h)(f ⋊ λ(g)) = f ⋊ λ(hg) and (f ⋊ λ(g))λ(h) = f ⋊ λ(gh). Then
the derivation property δψ(f1f2) = f1δψ(f2) + δψ(f1)f2 can be checked directly from the
arithmetic in L∞(Rd, γd)⋊G. For our later development, we need to construct bψ explicitly.
Lemma 2.2. For any g, h ∈ G, bψ(g) ∈ ℓ2(d) and αg(bψ(h)) have at most finitely many
nonzero coordinates.
Proof. Let RG be the algebraic group algebra of G, i.e.,
RG = {x : x =
∑
g
cgδg, cg ∈ R}
where the sum is over finite many elements. Let K(g, h) = 1
2
(ψ(g) + ψ(h)− ψ(g−1h)) for
g, h ∈ G and define
[
∑
g
agδg,
∑
g′
ag′δg′] =
∑
g,g′
agag′K(g, g
′).
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Since ψ is conditional negative, K is a positive semidefinite matrix. Put Nψ = {x ∈ RG :
[x, x] = 0}. Then we define an inner product on RG/Nψ as 〈x+Nψ, y +Nψ〉 = [x, y] for
x, y ∈ RG. Clearly 〈·, ·〉 is a well-defined inner product. Let Hψ be the norm closure of
RG/Nψ. We define bψ : G → Hψ by bψ(g) = δg + Nψ and αg(bψ(h)) = bψ(gh) − bψ(g).
ThenHψ, bψ, α thus constructed satisfy the cocycle law. We may utilize the Gram–Schmidt
procedure on (bψ(g))g∈G and obtain an orthonormal basis (ej) such that
bψ(gk) =
k∑
j=1
bkjej ,
where (gk) is an enumeration of G. Hence, bψ(g) only depends on finitely many ej ’s for all
g ∈ G and Hψ ∼= ℓ2(d). 
A direct consequence of this construction is ‖bψ(g)‖2 = ψ(g) for g ∈ G.
2.5. Khintchine inequality. We briefly recall the modified Khintchine inequality de-
rived in [13, Section 4.1]. Let (M, τ) be a noncommutative probability space. Suppose a
discrete group G acts on M and preserves the trace τ . By the Gaussian measure space
construction explained previously, we may consider the linear map B : H → L2(Ω, µ)
given by B(h) =
∑
k〈h, ek〉ζk, where (ζk) is a family of centered independent Gaussian
random variables in a probability space (Ω, µ), and (ek) is an orthonormal basis of H . Put
Gp(M)⋊G = {
∑
h∈H
∑
g∈G
(B(h)⊗ fg,h)λ(g)} ⊂ Lp(L∞(Ω, µ;M)⋊G),
where fg,h is affiliated to M. Recall that conditional expectations between von Neumann
algebras extend to contractions between noncommutative Lp spaces. Consider the condi-
tional expectation
E : Lp(L∞(Ω, µ;M)⋊G)→ Lp(M⋊G), E(
∑
g
fgλ(g)) =
∑
g
(
∫
Ω
fgdµ)λ(g).
For F ∈ L∞(Ω, µ;M)⋊G, define the conditional row (resp. column) space Lrp(E) (resp.
Lcp(E)) with norm ‖F‖Lrp(E) = ‖E(FF ∗)1/2‖p (resp. ‖F‖Lcp(E) = ‖E(F ∗F )1/2‖p). Put
Lrcp (E) = L
c
p(E) ∩ Lrp(E). Define RCp(M) ⋊ G as Gp(M) ⋊ G with the norm inherited
from Lrcp (E). The following Khintchine inequality was proved in [13, Theorem 4.3] with
the best order of constant obtained in [17].
Theorem 2.3. Let 2 ≤ p <∞ and F ∈ L∞(Ω, µ;M)⋊G. Then
‖F‖Gp(M)⋊G ≤ C
√
p‖F‖RCp(M)⋊G.
We will use the caseM = L∞(Rd, γd) and (Ω, µ) = (Rd, γd). Then we have L∞(Ω, µ;M) ∼=
L∞(R2d, γ2d) and L∞(R2d, γ2d) ⋊ G is simply extended from L∞(Rd, γd) ⋊ G by diagonal
POINCARE´ AND TRANSPORTATION COST INEQUALITIES 11
action αˆg(ξ(·)η(·))(x, y) = (αˆgξ)(x)(αˆgη)(y). It follows from Theorem 2.3 that∥∥∥∑
g
[ξg(x)ηg(y)]λ(g)
∥∥∥
Lp(L∞(R2d,γ2d)⋊G)
≤ C√pmax
{∥∥∥∑
g,h
(∫
αˆg−1(ξ¯g(x)ξh(x))γd(dx)
)
[αˆg−1(η¯g(y)ηh(y))]λ(g
−1h)
∥∥∥1/2
Lp/2(L∞(Rd,γd)⋊G)
,
∥∥∥∑
g,h
( ∫
αˆg−1(ξg(x)ξ¯h(x))γd(dx)
)
[αˆg−1(ηg(y)η¯h(y)]λ(gh
−1)
∥∥∥1/2
Lp/2(L∞(Rd,γd)⋊G)
}
.
Here we assumed that ξ is affiliated to L∞(Ω, µ) while η is affiliated to M. Note that αˆg
preserves the Gaussian measure γd. In particular, if ξg = 〈bψ(g), ·〉, then∫
ξ¯g(x)ξh(x)γd(dx) = 〈bψ(g), bψ(h)〉ℓ2(d).
Similarly, for M = C and f ∈ L(G), we have
(2.4) ‖δψf‖Lp(L∞(Rd,γd)⋊G) ≤ C
√
pmax{‖Γψ(f, f)1/2‖Lp(L(G)), ‖Γψ(f ∗, f ∗)1/2‖Lp(L(G))}.
The right-hand side of (2.4) follows from the arithmetic of crossed products as explained
in Section 2.2. A detailed calculation was given in the proof of [13, Theorem 4.6].
2.6. Noncommutative Orlicz spaces. Our reference of this subsection is [10]. Let M
be a semifinite von Neumann algebra with a normal semifinite faithful trace τ . Given a
τ -measurable operator x, the distribution function of x is defined as
λs(x) = τ(E(s,∞)(|x|)), s > 0
where E(s,∞)(|x|) is the spectral projection of |x| corresponding to the interval (t,∞). The
generalized singular number of x is given by
µt(x) = inf{s ≥ 0 : λs(x) ≤ t}.
Then [10, Corollary 2.8] asserts that, for any continuous increasing function f on [0,∞)
with f(0) = 0 and any τ -measurable operator x, one has
(2.5) τ(f(|x|)) =
∫ ∞
0
f(µt(x))dt.
Recall that a Young (or Orlicz in some literature) function φ : R+ → R¯+ is convex, in-
creasing with φ(0) = 0 and limt→∞ φ(t) =∞. The noncommutative Orlicz space Lφ(M, τ)
is defined as the space of all τ -measurable operators such that τ(φ(|x|/c)) < ∞ for some
c > 0. Lφ(M, τ) is a Banach space with the norm
‖x‖φ = inf{c > 0 : τ [φ(|x|/c)] ≤ 1}.
Lφ(M, τ) can also be defined as a noncommutative symmetric function space; see, e.g.,
[1, 7, 18, 37] and the references therein for more information. When τ is finite, Lφ(M, τ)
can be obtained from the completion of M in this norm. In the following, we will mainly
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consider the Orlicz space with φ(t) = et
2 − 1. The following fact is standard. We include
a quick proof for completeness.
Proposition 2.4. Let a, b, x, y be τ -measurable operators. Then,
(1) ‖x‖φ = ‖x∗‖φ = ‖|x|‖φ;
(2) if 0 ≤ x ≤ y, then ‖x‖φ ≤ ‖y‖φ.
In particular, ‖ax‖φ ≤ ‖a‖∞‖x‖φ, ‖xb‖φ ≤ ‖x‖φ‖b‖∞.
Proof. Note that ψ(x) := φ(x/c) is a Young function. Since µt(x) = µt(x
∗) = µt(|x|)
([10, Lemma 2.5]), by (2.5), we have τ(ψ(|x|)) = τ(ψ(|x∗|)). Then the first assertion
follows. If 0 ≤ x ≤ y, then µt(x) ≤ µt(y) for all t > 0 ([10, Lemma 2.5]). Since ψ is
increasing, using (2.5) again, we find τ(ψ(x)) ≤ τ(ψ(y)). This gives the second assertion.
Notice that 0 ≤ x∗a∗ax ≤ ‖a‖2∞x∗x and that the square root is operator monotone. We
have 0 ≤ |ax| ≤ ‖a‖∞|x|. It follows that ‖ax‖φ ≤ ‖a‖∞‖x‖φ. The last inequality is
immediate once we note that ‖xb‖φ = ‖b∗x∗‖φ. 
3. Poincare´ type inequalities
3.1. Group measure spaces. The idea of our proof for the Poincare´ type inequalities
goes back to Pisier [26] where he deduced a magic formula to connect the Riesz transform
and the Gaussian measure space. This strategy was further developed by Lust-Piquard
in various situations. In particular, in [9] Efraim and Lust-Piquard proved the Poincare´
type inequalities for Walsh systems and CAR algebras following her earlier works, which
motivates our proof.
Lemma 3.1. Let αˆ : G → Aut(L∞(Rd, γd)) be the measure preserving action given by
(2.2). Suppose f ∈ L∞(Rd, γd) is differentiable and depends on finitely many coordinates
if d =∞. Then for g ∈ G,
∂αˆg(f)
∂xi
(x) = 〈(∇f)(αg−1(x)), αg−1(ei)〉,
where (ei) is the standard basis of R
d. Therefore, (∇αˆg(f))(x) = αg[(∇f)(αg−1(x))] and
〈∇αˆg(f))(x), y〉 = 〈(∇f)(αg−1(x)), αg−1(y)〉,
where 〈·, ·〉 is the inner product in ℓ2(d).
Proof. This is just the chain rule. Here is the direct calculation.
∂
∂xi
αˆg(f)(x) = lim
t→0
αˆg(f)(x+ tei)− αˆg(f)(x)
t
= lim
t→0
f(α(g−1)(x) + tα(g−1)(ei))− f(α(g−1)x)
t
=〈(∇f)(α(g−1)x), α(g−1)ei〉 = 〈α(g)[(∇f)(α(g−1)x)], ei〉.
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This gives the gradient of αˆg(f) at x. 
We follow the notation in Section 2. Let f(x, y) be a measurable function on (Rd ×
R
d, γd×γd). Recall thatRθ is the measure preserving automorphism on L∞(Rd×Rd, γd×γd)
given by (Rθf)(x, y) = f(x cos θ + y sin θ,−x sin θ + y cos θ), and that Tt = Pt ⋊ idG is
the semigroup acting on L∞(Rd, γd) ⋊ G, which is a natural extension of the Ornstein–
Uhlenbeck semigroup Pt on L∞(Rd, γd).
Lemma 3.2. Suppose that ξ is a bounded C1 function on Rd with |∇ξ| bounded by some
polynomial and ξ depends on only finitely many coordinates. Then for g ∈ G and 0 < θ <
π/2,
∂
∂θ
T− ln cos θ(ξ ⋊ λ(g))(x) =
∑
h
∫
Rθ[〈(∇ξ)(αh(x)), αh(y)〉]γd(dy)⊗ eh,g−1h.
Proof. Since the Mehler formula (2.1) can be extended naturally to Tt, we have
T− ln cos θ(ξ ⋊ λ(g))(x) =
∑
h
P− ln cos θ((αˆh−1ξ))(x)⊗ eh,g−1h
=
∑
h
∫
(αˆh−1ξ)(x cos θ + y sin θ)γd(dy)⊗ eh,g−1h.
By Lemma 3.1, we have
∂
∂θ
(αˆh−1ξ)(x cos θ + y sin θ) = 〈(∇αˆh−1(ξ))(x cos θ + y sin θ),−x sin θ + y cos θ〉
= 〈(∇ξ)(αh(x cos θ + y sin θ)), αh(−x sin θ + y cos θ)〉
= Rθ(〈(∇ξ)(αh(x)), αh(y)〉).
We have assumed ξ to be a nice function so that we can differentiate entrywise under
integral and find
∂
∂θ
T− ln cos θ(ξ ⋊ λ(g))(x) =
∑
h
∫
Rθ[〈(∇ξ)(αh(x)), αh(y)〉]γd(dy)⊗ eh,g−1h. 
Recall that the fixed point algebra of Tt is L(G). Let L denote the generator of Pt and
L⋊ I the generator of Tt.
Theorem 3.3. Let 2 ≤ p <∞ and f ∈ L∞(Rd, γd)⋊αˆG where the action αˆ is the measure
preserving action determined by the orthogonal representation α given by (2.2). Then
‖f − EL(G)f‖Lp(L∞(Rd,γd)⋊G)
≤ C√pmax{‖ΓL⋊I(f, f)1/2‖Lp(L∞(Rd,γd)⋊G), ‖ΓL⋊I(f ∗, f ∗)1/2‖Lp(L∞(Rd,γd)⋊G)}.
(1.2)
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Proof. We follow the strategy of Proposition 2.1 and take advantage of the techniques de-
veloped in [13]. By approximation, we may assume that f =
∑
g∈G fgλ(g) ∈ L∞(Rd, γd)⋊G
for finitely many g ∈ G and that fg’s satisfy the assumption of Lemma 3.2. Note that
L∞(Rd, γd)⋊G ⊂ L∞(Rd, γd)⊗B(ℓ2(G)). Then we have
T− ln cos(π/2−ε)f − f =
∫ π/2−ε
0
∂
∂θ
T− ln cos θfdθ.
Sending ε→ 0, we have
EL(G)f − f =
∫ π/2
0
∂
∂θ
T− ln cos θfdθ.
We can extend the action αˆ : G→ Aut(L∞(Rd, γd)) to
Gy L∞(R2d, γ2d) = L∞(Rd, γd)⊗L∞(Rd, γd)
by diagonal action
αˆg(ξ(·)η(·))(x, y) = (αˆgξ)(x)(αˆgη)(y).
Noticing that αˆg ◦ Rθ = Rθ ◦ αˆg for g ∈ G and θ ∈ [0, π/2], by Lemma 3.2, we have
EL(G)f − f =
∫ π/2
0
∑
g,h
∫
Rθ[〈∇fg(αh(x)), αh(y)〉]γd(dy)⊗ eh,g−1hdθ
=
∫ π/2
0
∑
g,h
∫
αˆh−1[Rθ(∇fg(x), y〉)]γd(dy)⊗ eh,g−1hdθ
=
∫ π/2
0
ELx
∞
(Rd,γd)⋊G
[∑
g
Rθ[〈∇fg(x), y〉]⋊ λ(g)
]
dθ
=
∫ π/2
0
ELx
∞
(Rd,γd)⋊G
[∑
g
(Rθ ⊗ idℓ2(G))[(〈∇fg(x), y〉)⋊ λ(g)]
]
dθ.(3.1)
Here we used the facts that
∑
g,h αˆh−1 [Rθ(〈∇fg(x), y〉)]⊗ eh,g−1h is in Lp(L∞(R2d, γd)⋊G)
for 2 ≤ p <∞ and that the conditional expectation
ELx
∞
(Rd,γd)⋊G : L∞(R
2d, γ2d)⋊G→ Lx∞(Rd, γd)⋊G
extends to a contraction on Lp(L∞(R2d, γ2d)⋊ G). It follows from (2.3) or the chain rule
that αˆg ◦ L = L ◦ αˆg. By the arithmetic of crossed products as explained in Section 2.2,
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we have
ΓL⋊I(f, f)
=
1
2
∑
g,h
[L(αˆg−1(f¯g))αˆg−1(fh) + αˆg−1(f¯g)αˆg−1(Lfh)− L(αˆg−1(f¯g)αˆg−1(fh))]λ(g−1h)
=
∑
g,h
αˆg−1(〈∇fh,∇fg〉)λ(g−1h)
=
∑
g,h
〈∇fh(αg(·)),∇fg(αg(·))〉⋊ λ(g−1h).
We write Ex for ELx
∞
(Rd,γd)⋊G. By the definition of L
c
p(E), we have
‖
∑
g
〈∇fg(x), y〉⋊ λ(g)‖Lcp(Ex)
= ‖
∑
g,h
∫
αˆg−1(〈∇fg(x), y〉〈∇fh(x), y〉)γd(dy)⋊ λ(g−1h)‖1/2Lp/2(L∞(Rd,γd)⋊G)
= ‖
∑
g,h
〈∇fh(αg(x)),∇fg(αg(x))〉⋊ λ(g−1h)‖1/2Lp/2(L∞(Rd,γd)⋊G)
= ‖ΓL⋊I(f, f)1/2‖Lp(L∞(Rd,γd)⋊G).(3.2)
Similarly,
‖
∑
g
〈∇fg(x), y〉⋊ λ(g)‖Lrp(Ex) = ‖ΓL⋊I(f ∗, f ∗)1/2‖Lp(L∞(Rd,γd)⋊G).
It follows from Theorem 2.3, (3.1) and (3.2) that
‖f −EL(G)f‖Lp(L∞(Rd,γd)⋊G)
≤ π
2
‖
∑
g
〈∇fg(x), y〉⋊ λ(g)‖Lp(L∞(Rd×Rd,γd×γd)⋊G)
≤ Cπ
2
√
pmax{‖ΓL⋊I(f, f)1/2‖Lp(L∞(Rd,γd)⋊G), ‖ΓL⋊I(f ∗, f ∗)1/2‖Lp(L∞(Rd,γd)⋊G)}.
This completes the proof. 
Remark 3.4. In an earlier version of this paper, Theorem 3.3 was stated in the context
that the representation α is determined by a conditional negative length function on G.
The current form was suggested by the referee. The orthogonal representation α is crucial
in our argument. It seems it is not enough to only assume (2.3) for a general measure
preserving action α, because such an action may destroy the Gaussian structure and the
differentiability of functions.
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3.2. Group von Neumann algebras. Recall that St is the semigroup acting on L(G)
given by Stλ(g) = e
−tψ(g)λ(g). Define
π : L(G)→ L∞(Rd, γd)⋊G, π(λ(g)) = ei〈bψ(g),·〉 ⋊ λ(g),
where bψ is the the 1-cocycle determined by ψ. Then π is a trace preserving ∗-homomorphism.
Corollary 3.5. Let G be a discrete group with cn-length function ψ. Let 2 ≤ p < ∞.
Then for f ∈ L(G),
‖π(f)−S1/2(f)‖Lp(L∞(Rd,γd)⋊G) ≤ C
√
pmax{‖Γψ(f, f)1/2‖Lp(L(G)), ‖Γψ(f ∗, f ∗)1/2‖Lp(L(G))}.
Proof. The proof is similar to the proof of Theorem 3.3. By approximation, it suffices to
consider f =
∑
g fgλ(g) ∈ L(G) for finitely many g’s. Note that
EL(G)π(f) =
∑
g
fg
∫
ei〈bψ(g),x〉γd(dx)λ(g) =
∑
g
fge
−ψ(g)/2λ(g) = S1/2f.
By (3.1), Lemma 2.2 and Lemma 3.2 with ξ = fg exp(i〈bψ(g), ·〉), we have
S1/2f − π(f) = i
∫ π/2
0
ELx
∞
(Rd,γd)⋊G
[∑
g
fg(Rθ ⊗ idℓ2(G))[(ei〈bψ(g),x〉〈bψ(g), y〉)⋊ λ(g)]
]
dθ.
We extend the trace preserving ∗-homomorphism π
(3.3)
π : L∞(Rd, γd)⋊G→ L∞(R2d, γ2d)⋊G
f(y)⋊ λ(g) 7→ [exp(i〈bψ(g), x〉)f(y)]⋊ λ(g).
Clearly, π extends to linear isometries between Lp spaces so that the function f in (3.3)
can be in Lp(R
d, γd). Hence, we find the crucial identity
S1/2f − π(f) = iELx
∞
(Rd,γd)⋊G
[∫ π/2
0
(Rθ ⊗ idℓ2(G))(πxδyψ(f))dθ
]
,
where the x, y in the superscript are used to specify the variables in order to take condi-
tional expectation. It follows that
‖π(f)− S1/2f‖Lp(L∞(Rd,γd)⋊G) ≤
π
2
‖δψf‖Lp(L∞(Rd,γd)⋊G).
Then (2.4) completes the proof. 
4. Transportation type inequalities and applications
The readers are referred to [36] for general questions on transportation problems. Let
(Ω, d) be a metric space. Let µ and ν be probability measures on (Ω, d) with finite p-th
moment. Recall that the p-Wasserstein distance between µ and ν is defined as
Wp(µ, ν) = inf
(∫∫
d(x, y)pdπ(x, y)
)1/p
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where the infimum is taken over all probability measure π on the product space Ω × Ω
which is a coupling of µ and ν. The 1-Wasserstein distance has a functional representation
as (1.5). There is also a functional representation of W2 (see, e.g., [28])
(4.1) W 22 (µ, ν) = sup
∫
gdν −
∫
fdµ
where the sup is taken over all bounded continuous function pairs (g, f) with g(y)−f(x) ≤
d(x, y)2 for all x, y ∈ Ω.
The starting point of this section is the Lp Poincare´ type inequalities (1.1), i.e., for
2 ≤ p <∞,
(1.1) ‖x− EFixx‖p ≤ C√pmax{‖ΓA(x, x)1/2‖p, ‖ΓA(x∗, x∗)1/2‖p}.
The known examples satisfying these inequalities include the classical Gaussian spaces
as shown in Proposition 2.1, the Walsh systems and CAR algebras due to Efraim and
Lust-Piquard [9], and the group (Gaussian) measure space proved in Theorem 3.3. In
a forthcoming paper, we will show that the free group von Neumann algebras and more
examples satisfy (1.1). We recall a result from [14, Corollary 3.19], which is a noncommu-
tative generalization of Bobkov and Go¨tze’s result in [2]. Let (N , τ) be a noncommutative
probability space.
Theorem 4.1. Suppose τ(et(x−EFixx)) ≤ ect2 for any τ -measurable self-adjoint operator x
affiliated to N such that ‖ΓA(x, x)‖∞ ≤ 1. Then
(4.2) Q1(ρ, EFixρ) ≤
√
2cEnt(ρ).
for all ρ ≥ 0 with τ(ρ) = 1.
The definition of Q1 was given (1.7). As explained there, in the commutative setting
with Laplacian as the generator, Q1 = W1. With the help of Poincare´ type inequalities
(1.1), one can easily show that for t ∈ R and all self-adjoint element x ∈ N ,
(4.3) τ(et(x−EFixx)) ≤ ec‖ΓA(x,x)‖∞t2
for some constant c > 0. In fact, we only need the L∞ norm instead of the Lp norm on
the right-hand side of (1.1) to deduce (4.3); see [14, Proposition 3.14]. This means that
the transportation type inequality (4.2) holds for all the examples mentioned above which
satisfy the Lp Poincare´ inequalities (1.1).
Assuming logarithmic Sobolev inequality, Bobkov and Go¨tze proved an exponential
integrability result, which reads in our context as
(1.3) τ(ex−EFixx) ≤ τ(ecΓA(x,x)).
Note that (1.3) is stronger than (4.3). Our next result says that (1.3) can be derived from
(1.1).
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Theorem 4.2. Suppose the Lp Poincare´ type inequalities (1.1) hold for all p ≥ 2 and
all self-adjoint x ∈ N . Then there exists c > 0 such that (1.3) holds for all self-adjoint
x ∈ N .
Proof. Since EFixx is in the multiplicative domain of Tt, we have ΓA(x, x) = ΓA(x −
EFixx, x−EFixx). Without loss of generality, we may assume EFixx = 0 and thus τ(x) = 0.
By the Taylor series, we have
τ(ex) = 1 +
∞∑
k=2
τ(xk)
k!
≤ 1 +
∞∑
k=2
Ckkk/2τ(ΓA(x, x)
k/2)
k!
= 1 +
∞∑
j=1
C2j(2j)jτ(ΓA(x, x)
j)
(2j)!
+
∞∑
j=1
C2j+1(2j + 1)j+1/2τ(ΓA(x, x)
j+1/2)
(2j + 1)!
.
Choose θ ∈ (0, 1) so that 1
j+1/2
= 1−θ
j
+ θ
j+1
. By the noncommutative Ho¨lder inequality,
‖ΓA(x, x)‖j+1/2 ≤ ‖ΓA(x, x)‖1−θj ‖ΓA(x, x)‖θj+1.
By Young’s inequality, we have
τ(ΓA(x, x)
j+1/2) ≤ (2j + 1)(1− θ)
2j
τ(ΓA(x, x)
j) +
(2j + 1)θ
2j + 2
τ(ΓA(x, x)
j+1)
≤ max{τ(ΓA(x, x)j), τ(ΓA(x, x)j+1)}.
Note that for j ≥ 1,
(2j + 1)j+1/2
(2j + 1)!
≤ min
{(2j)j
(2j)!
,
√
2j + 2
(2j + 2)j+1
(2j + 2)!
}
.
Since
√
2j + 2 is bounded by C2j+2 for some C > 1, we have
τ(ex) ≤ 1 + 2
∞∑
j=1
C ′2j(2j)jτ(ΓA(x, x)j)
(2j)!
+
∞∑
j=2
C ′2j(2j)jτ(ΓA(x, x)j)
(2j)!
≤ 1 + 3
∞∑
j=1
C ′2j(2j)jτ(ΓA(x, x)j)
(2j)!
.
Notice the elementary inequality (2j)
j
(2j)!
= j
j
j!(2j−1)!! ≤ ( e2)j 1j! for j ∈ N. We have
τ(ex) ≤ 1 +
∞∑
j=1
C2j(e/2)jτ(ΓA(x, x)
j)
j!
= τ(ecΓA(x,x)). 
Now that the better bounds in (1.1) (compared with (3.2) in [14]) result in the stronger
exponential inequality (1.3) (compared with (4.3)), we expect to have stronger trans-
portation type inequality as well. On the other hand, Bobkov and Go¨tze actually showed
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a sharper inequality based on logarithmic Sobolev inequality in the classical setting in [2]
(4.4) Q(µ, ν) := sup
‖f‖Lip≤1
‖f‖L2(dν) − ‖f‖L2(dµ) ≤
√
2cD(ν||µ).
It was observed in the same paper thatW1(µ, ν) ≤ Q(µ, ν) ≤W2(µ, ν). Our goal here is to
give a stronger version (compared with (4.2)) of the transportation type inequality in the
spirit of (4.4). Since we have all the Lp norm of ΓA(x, x)
1/2 in the Poincare´ type inequal-
ities, it is natural to consider the situation where we do not have ‖ΓA(x, x)1/2‖∞ ≤ 1 but
some mild control on ‖ΓA(x, x)1/2‖p. Our approach is related to Milman’s generalization
[21] of transportation cost inequalities in the commutative setting.
Given a Young function φ, the complementary function φ∗ is given by the Legendre
transform φ∗(s) = supt≥0{ts − φ(t)} for s ≥ 0. The following lemma follows easily from
Young’s inequality. We include a proof for completeness following [2, 21]. Recall that
Ent(y) = τ(y ln(y/ ln(y))) for a positive τ -measurable operator y. We will need the expo-
nential integrability
(4.5) τ(et(x−EFixx)) ≤ eϕ(t).
Lemma 4.3. Let ϕ : [0,∞) → [0,∞] be a strictly increasing Young function. Assume
(4.5) holds for all t ≥ 0 and all self-adjoint τ -measurable operator x. Then for all positive
operator ρ ∈ N with τ(ρ) = 1, we have for any self-adjoint x,
τ(xρ− xEFixρ) ≤ (ϕ∗)−1(Ent(ρ)).
Here h−1 : [0,∞)→ [0,∞] is the inverse of the function h given by
h−1(t) = sup{s : h(s) ≤ t}.
Proof. It follows from (4.5) that τ(et(x−EFixx)−ϕ(t)) ≤ 1. By [14, Lemma 3.17], we find
τ((x− EFixx)ρ) ≤ ϕ(t) + Ent(ρ)
t
.
Note that τ((EFixx)ρ) = τ(xEFixρ). Since ϕ
∗ is continuous, taking inf over t on the
right-hand side gives the assertion. 
From now on, let us fix the Young function φ(t) = et
2 − 1. This function is usually
called ψ2 in literature. It is well known that ‖f‖φ ≤ C1 is equivalent to (see, e.g., [35])
(4.6) ‖f‖p ≤ C2√p for p ≥ 1.
Given two positive τ -measurable operators ρ and σ with τ(ρ) = τ(σ) = 1, recall from
Section 1 that
Qφ(ρ, σ) = sup{|τ(xρ− xσ)| : x self-adjoint, ‖ΓA(x, x)1/2‖φ ≤ 1}.
The definition of Qφ is motivated by the functional representations of Wasserstein distance
(1.5) and (4.1). Notice that Qφ is much bigger than Q1 in general. One may compare the
following result with various transportation cost inequalities obtained in [3, Section 5].
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Theorem 4.4. Suppose the exponential inequality (1.3) holds for all self-adjoint x with
EFixx = 0 and ‖ΓA(x, x)1/2‖φ ≤ 1 in a noncommutative probability space (N , τ). Then
there exist absolute positive constants H0, C1, C2, C3 such that for any positive τ -measurable
operator ρ affiliated to N with τ(ρ) = 1, we have
(4.7) Qφ(ρ, EFixρ) ≤
{
C1
√
Ent(ρ), if Ent(ρ) < H0,
C2 Ent(ρ) + C3, if Ent(ρ) ≥ H0.
In particular, there exists C ′ > 0 such that
Qφ(ρ, EFixρ) ≤ C ′max{
√
Ent(ρ),Ent(ρ)}.
Proof. Assume x is self-adjoint and EFixx = 0. We can rewrite (1.3) as τ(e
tx) ≤ τ(ect2ΓA(x,x))
for all t ∈ R. Using (4.6) and under the assumption ‖ΓA(x, x)1/2‖φ ≤ 1, we have
τ(ect
2ΓA(x,x)) =
∞∑
k=0
(ct2)kτ(ΓA(x, x)
k)
k!
≤ 1 +
∞∑
k=1
(ct2)k(C2
√
2k)2k
k!
=: 1 + g(t).
Let C = 2cC22 . Then the series on the right-hand converges if t <
1√
Ce
. To get an explicit
bound, note that for fixed 0 < ε < 1, there exists Cε > 0 such that the series g(t) converges
uniformly and is bounded by Cεt
2 for t ∈ [0, 1−ε√
Ce
]. We define
f(t) =
{
Cεt
2, if 0 ≤ t ≤ 1−ε√
Ce
,
∞, if t > 1−ε√
Ce
.
Clearly f(t) is a Young function and g(t) ≤ f(t). The Legendre transform of f is given by
f ∗(s) =
{
s2
4Cε
, 0 ≤ s ≤ 2Cε(1−ε)√
Ce
,
1−ε√
Ce
s− Cε(1−ε)2
Ce
, s > 2Cε(1−ε)√
Ce
.
We find the inverse function
(f ∗)−1(z) =
{
2
√
Cεz, 0 ≤ z < Cε(1−ε)2Ce ,√
Ce
1−ε z +
Cε(1−ε)√
Ce
, z ≥ Cε(1−ε)2√
Ce
.
Since ΓA(x, x) = ΓA(x − EFixx, x − EFixx), it suffices to take sup over all self-adjoint x
with EFixx = 0 in the definition of Qφ. The proof is complete by Lemma 4.3. 
Example 4.5. Consider the Gaussian space (R, γ) where γ is the standard Gaussian
measure. Let µ be a probability measure absolutely continuous with respect to γ. In
order to compute Q1(γ, µ), one takes supremum over essentially linear functions. On the
other hand, one needs to take supremum over quadratic functions to compute Qφ(γ, µ).
Given a ∈ R, let us consider µ(B) = γ(a+ B) for any Borel set B ⊂ R as suggested in
[33]. Let f(x) = dµ/dγ = eax−a
2/2. Then Ent(f) =
∫
f ln fdγ = a2/2. Let g(x) = x
2−1
2
.
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Then
∫
gdγ = 0, ‖g′‖φ = 2
√
2/
√
3 and
Qφ(γ, µ) = sup
‖g′‖φ≤1
∫
gfdγ −
∫
gdγ ≥
√
3a2
4
√
2
.
This example shows that the estimate in (4.7) is sharp up to a constant, at least for large
entropy.
In fact, we have the following immediate application in the Gaussian setting. Let H be
a real separable Hilbert space. There exists a centered Gaussian family W = {W (h) : h ∈
H} defined on a probability space (Ω,F ,P) with E(W (h)W (k)) = 〈h, k〉. Let Hn denote
the Wiener chaos of order n, spanned by {Hn(W (h)) : h ∈ H, ‖h‖ = 1} in L2(Ω,F ,P),
where Hn(x) =
(−1)nex2/2√
n!
dn
dxn
e−x
2/2 is the Hermite polynomial of order n. In particular,
H1(x) = x, H2(x) =
1√
2
(x2 − 1). Let G be the σ-algebra generated by {W (h) : h ∈ H}. It
is well known that L2(Ω,G,P) = ⊕∞n=0Hn. See [22] for more details.
Corollary 4.6. Let PHn : L2(Ω,G,P) → Hn be the orthogonal projection. Then for any
positive function f ∈ L2(Ω,G,P) with ‖f‖1 = 1, we have
‖PH1f‖2 ≤ C
√
Ent(f), ‖PH2(f)‖2 ≤ C ′max{
√
Ent(f), Ent(f)}.
Proof. We first consider the second inequality. Let (ei) be an orthonormal basis of H .
Then
{H2(W (ei))}i ∪ {H1(W (ei))H1(W (ej))}i 6=j
gives an orthonormal basis of H2; see [22, Proposition 1.1.1]. Write gi =W (ei). It suffices
to show that
〈f, h〉 ≤ C ′max{
√
Ent(f), Ent(f)}
for all h =
∑∞
i=1 aiiH2(gi) +
∑
1≤i<j aijH1(gi)H1(gj) where
∑
j≥i≥1 a
2
ij = 1. Note that (gi)i
are independent standard Gaussian random variables. We have
∫
hdP = 0. Consider h as
a function in the Gaussian space (RN, γ). A computation yields
‖|∇h|‖Lp(γ) = ‖(
√
2aiigi +
∑
j>i
aijgj)
∞
i=1‖Lp(ℓ2).
Then by the Minkowski inequality and the Khintchine inequality (or directly, the Khintchine–
Kahane inequality), we have
‖|∇h|‖Lp(γ) ≤ ‖(
∞∑
j=i+1
aijgj +
√
2aiigi)
∞
i=1‖ℓ2(Lp) ≤ c1
√
p
( ∞∑
i=1
∞∑
j=i
|aij |2
)1/2
= c1
√
p.
Hence, ‖∇h‖φ ≤ c for some numerical constant c. It follows that
‖PH2(f)‖2 ≤ sup
‖∇h‖φ≤c,
∫
hdγ=0
〈f, h〉L2(Ω,G,P) ≤ sup
‖∇h‖φ≤c
∫
hfdγ −
∫
hdγ.
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Since the fixed point algebra for the Ornstein–Uhlenbeck semigroup is trivial, Proposition
2.1 and Theorem 4.4 yield the second inequality. The first one follows from the same
argument with the help of (4.2). 
It is well known that the Walsh system (or Rademacher sequence) has similar properties
to the Gaussian system. Let (εi)i≥1 be a Rademacher sequence. It can be realized as the
coordinate functions of the discrete cube Ω = {−1, 1}N with product uniform probability
P. The Walsh system is given by {εB =
∏
j∈B εj|B ⊂ N, |B| < ∞}. It was shown in [9]
that the Lp Poincare´ inequalities hold for the Walsh system with the number operator.
The same proof as for Corollary 4.6 gives an estimate of Rademacher chaos of order 1 and
2. Let K2 = span{εiεj : i 6= j} and K1 = span{εi : i ∈ N}.
Corollary 4.7. Let PK2 : L2(Ω,P) → K2 be the orthogonal projection. Then for any
positive function f ∈ L2(Ω,P) with ‖f‖1 = 1,
‖PK1(f)‖2 ≤ C
√
Ent(f). ‖PK2(f)‖2 ≤ C ′max{
√
Ent(f), Ent(f)}.
Remark 4.8. Talagrand showed in [33] that for Gaussian measure γ on RN,
(4.8) W2(γ, µ) ≤
√
2cD(µ||γ)
for any probability measure µ absolutely continuous with respect to γ with c = 1. An
alternative proof was given in [2]. Otto–Villani [23] proved (4.8) in general Riemannian
setting under the assumption of logarithmic Sobolev inequality. A simplified proof was
given by Bobkov–Gentil–Ledoux in [3], still using LSI. It would be interesting to compare
Q1 and Qφ with W1 and W2 in this commutative setting. Obviously, Qφ ≥ Q1, and in the
Gaussian setting Qφ is no less thanW2, because Talagrand’s transportation cost inequality
is sharp in this case and Qφ is of the same order as Ent if the entropy is large. But the
relationship between Qφ and W2 is not clear to us in general.
The interesting fact in (4.7) is that a phase transition may happen, which is different
from Bobkov–Go¨tze and Talagrand’s inequality. As observed in [14, Example 3.11], LSI
may not hold for the non-diffusion semigroups. Especially for the more general noncommu-
tative setting, an estimate like (4.7) seems desirable without knowing further information
such as LSI. In summary, the family of (p, p) Poincare´ inequalities indeed gives more infor-
mation in transportation type inequalities compared with the (p,∞) Poincare´ inequalities
obtained in [14]. It is also reasonably effective in deducing transportation type inequalities
compared with LSI.
5. New quantum metric spaces
Compact quantum metric spaces are first introduced by Rieffel [29, 30]. Let A be a
C∗-algebra and B a unital dense subalgebra of A. Let |||·||| be a seminorm satisfying the
Leibniz condition
(5.1) |||ab||| ≤ |||a||| ‖b‖A + ‖a‖A|||b|||
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and
(5.2) |||a||| = 0 if and only if a = c1A for some scalar c.
Then the triple (A,B, |||·|||) is called a compact quantum metric space if the distance
d(φ, ψ) = sup{|φ(a) − ψ(a)| : |||a||| ≤ 1} induces the weak* topology on the state space
S(A). Ozawa and Rieffel made the following crucial observation in [24].
Lemma 5.1. Suppose
{a ∈ B : |||a||| ≤ 1, σ(a) = 0}
is relatively compact in A for some state σ. Then (A,B, |||·|||) is a compact quantum metric
space.
It turns out that the norm ‖ΓA(f, f)1/2‖φ we used in the transportation type inequality
gives rise to new quantum metric spaces. Here A is the generator of a general standard
semigroup acting on a noncommutative probability space. Define
|||a||| = max{‖ΓA(a, a)1/2‖φ, ‖ΓA(a∗, a∗)1/2‖φ}
for a ∈ B. We remark that |||·||| does not satisfy the condition (5.2) in general. Let C∗r (G)
denote the reduced group C∗-algebra of G and C(G) the subset of finitely supported
elements. In our examples later, A = C∗(G) and B = C(G).
Lemma 5.2. |||·||| satisfies the Leibniz condition.
Proof. The norm ‖ΓA(a, a)1/2‖∞ was considered in [15] to give examples of compact quan-
tum metric spaces. The proof here is similar to [15, Lemma 1.2.1] but more technical. We
will need the theory of Hilbert C∗-modules. Our general reference is [19]. Roughly speak-
ing, the idea is to connect ΓA-form with a derivation taking values in a certain Hilbert
C∗-module to get the “product rule”, and relate the module to a column space of a von
Neumann algebra to get the triangle inequality.
Let us first recall that the norm of an element x in a Hilbert C∗-module H is given
by ‖x‖ = ‖|x|‖ and |x| = 〈x, x〉1/2 belongs to the underlying C∗-algebra. In particular,
if the C∗-algebra is the group von Neumann algebra L(G) with the canonical trace τ ,
we can construct the Orlicz space Lφ(L(G)) and introduce the notation ‖x‖Lφ(H,τ) :=
‖|x|‖Lφ(L(G),τ) for x ∈ H .
Consider the KSGNS construction of Hilbert L(G)-module. For∑ni=1 ai⊗xi,∑mj=1 bj⊗yj
in the algebraic tensor product C(G)⊗L(G), define
(5.3) 〈
n∑
i=1
ai ⊗ xi,
m∑
j=1
bj ⊗ yj〉L(G) =
n∑
i=1
m∑
j=1
xiΓA(ai, bj)yj.
Denote by HΓ the (norm) completion of the quotient of C(G) ⊗ L(G) by the kernel of
〈·, ·〉L(G). Then HΓ is a Hilbert L(G)-module with a natural right action from L(G). For
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a ∈ C(G), we define the left action
(5.4) π(a)
( m∑
j
bj⊗˙yj
)
=
m∑
j=1
(abj)⊗˙yj.
Here b⊗˙y denotes the equivalent class of b ⊗ y in HΓ. With the left action (5.4), HΓ
becomes a normed left C(G)-module with
∥∥∥π(a)( m∑
j
bj⊗˙yj
)∥∥∥ ≤ ‖a‖∥∥∥ m∑
j
bj⊗˙yj
∥∥∥.
It follows that π(a) extends to an element of L(HΓ), where L(HΓ) denotes the adjointable
maps of HΓ. It is also clear from the definition that π extends to a unital ∗-homomorphism
π : C∗r (G) → L(HΓ). In this way, HΓ becomes a C∗r -L(G) bimodule. In what follows, we
do not write π explicitly. Since C(G) is countable, HΓ is countably generated. We deduce
from Kasparov’s absorption theorem ([19, Theorem 6.2]) that there exists a unitary right
module map u : HΓ ⊕ C(L(G)) → C(L(G)). Here C(L(G)) = ℓ2 ⊗ L(G) is the Hilbert
L(G)-module formed by the separable Hilbert space ℓ2 and L(G). As observed in [27],
C(L(G)) is a column subspace of B(ℓ2)⊗L(G), on which there is a natural semifinite trace
tr ⊗ τ , where tr is the usual trace on B(ℓ2). Consider the Orlicz space Lφ(B(ℓ2)⊗L(G)).
Then the norm ‖ · ‖Lφ(tr⊗τ) restricted to C(L(G)) gives a norm
(5.5) ‖(ak)‖Lφ(tr⊗τ) = ‖(
∑
k
|ak|2)1/2‖Lφ(τ) = ‖〈(ak), (ak)〉1/2‖Lφ(τ)
for (ak) ∈ C(L(G)), where the inner product is from the Hilbert L(G)-module structure
of C(L(G)). Define v : HΓ → C(L(G)) to be the restriction of u on the first coordinate
of u. Then v is an injective right module map which preserves the inner product of HΓ.
Since by definition ‖ξ‖Lφ(HΓ,τ) = ‖|ξ|‖Lφ(L(G),τ), (5.5) implies that
(5.6) ‖ξ‖Lφ(HΓ,τ) = ‖〈ξ, ξ〉1/2‖Lφ(L(G),τ) = ‖〈v(ξ), v(ξ)〉1/2‖Lφ(L(G),τ) = ‖v(ξ)‖Lφ(tr⊗τ)
for ξ ∈ HΓ.
Now we define δ(a) = a⊗1−1⊗a for a ∈ C(G). δ takes values in a Hilbert submodule H0
of HΓ, which can be obtained by running the same KSGNS construction for {
∑
i ai ⊗ xi :∑
i aixi = 0, ai ∈ C(G), xi ∈ L(G)} as in (5.3) and (5.4). In fact, H0 was considered
in [25] with completion in a different topology, but δ is still a derivation and by (5.3)
〈δ(a), δ(a)〉 = ΓA(a, a), as checked in [15]. For a, b ∈ C(G) and ξ ∈ HΓ, we have by (5.4)
and [19, Proposition 1.2] that 〈aξ, aξ〉 = 〈π(a)ξ, π(a)ξ〉 ≤ ‖a‖2∞|ξ|2 and thus
(5.7) ‖aξ‖Lφ(HΓ,τ) ≤ ‖a‖∞‖ξ‖Lφ(HΓ,τ).
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Write the diagonal matrix with b on the diagonal as id ⊗ b ∈ B(ℓ2)⊗L(G). Since v is a
right module map, using (5.6) and Proposition 2.4, we have
‖ξb‖Lφ(HΓ,τ) = ‖v(ξ)b‖Lφ(tr⊗τ) = ‖v(ξ)(id⊗ b)‖Lφ(tr⊗τ)
≤ ‖v(ξ)‖Lφ(tr⊗τ)‖id⊗ b‖∞ = ‖ξ‖Lφ(HΓ,τ)‖b‖∞.
(5.8)
By (5.6), (5.7), (5.8) and the triangle inequality of C(L(G)), we have
‖ΓA(ab, ab)1/2‖Lφ(L(G),τ) = ‖〈δ(ab), δ(ab)〉1/2‖Lφ(L(G),τ) = ‖δ(ab)‖Lφ(HΓ,τ)
= ‖v(δ(ab))‖Lφ(tr⊗τ) = ‖v(aδ(b)) + v(δ(a)b)‖Lφ(tr⊗τ)
≤ ‖v(aδ(b))‖Lφ(tr⊗τ) + ‖v(δ(a)b)‖Lφ(tr⊗τ)
= ‖aδ(b)‖Lφ(HΓ,τ) + ‖δ(a)b‖Lφ(HΓ,τ)
≤ ‖a‖∞‖δ(b)‖Lφ(HΓ,τ) + ‖δ(a)‖Lφ(HΓ,τ)‖b‖∞.
We have shown that ‖ΓA(ab, ab)1/2‖φ ≤ ‖a‖∞‖ΓA(b, b)1/2‖φ + ‖ΓA(a, a)1/2‖φ‖b‖∞. Simi-
larly, we have ‖ΓA(b∗a∗, b∗a∗)1/2‖φ ≤ ‖a∗‖∞‖ΓA(b∗, b∗)1/2‖φ+‖ΓA(a∗, a∗)1/2‖φ‖b∗‖∞. There-
fore, |||·||| satisfies the Leibniz condition. 
Let us recall some notation. bψ : G → Hψ is the 1-cocycle associated to the cn-length
function ψ. Tt = e
−tA where Ttλ(g) = e−tψ(g)λ(g). A finitely generated group G is said to
have rapid s-decay if ‖x‖∞ ≤ Cs(1+k)s‖x‖2 for every x =
∑
|g|=k agλ(g) and some s <∞
where |g| is the length of the reduced word g with respect to fixed generators. L0p(N )
denotes the complemented subspace of Lp(N ) of elements for which limt→∞ Ttx = 0. For
instance, x−EFixx ∈ L0p for x ∈ Lp.
Using the theory of noncommutative Riesz transform and completely bounded multipli-
ers, it was shown in [15, Theorem 1.2.3] and [13, Corollary 5.12] that (C∗r (G),C(G), ‖ · ‖Γ)
is a compact quantum metric space under certain conditions where
‖f‖Γ = max{‖Γψ(f, f)1/2‖∞, ‖Γψ(f ∗, f ∗)1/2‖∞}.
In fact, once we notice the fact that ‖Γψ(f, f)1/2‖p ≤ Cp‖Γψ(f, f)1/2‖φ ≤ C ′p‖Γψ(f, f)1/2‖∞,
the same proofs also work if we replace ‖·‖Γ by |||·||| defined above. We add a sketch of proof
for completeness. The interested readers are referred to [15, Corollary 2] and [13, Corollary
5.12] for details. We remark that by the proof of [13, Corollary 5.12], the condition (5.2)
in this context is equivalent to the condition kerψ = {e}, where e is the identity element
of G.
Corollary 5.3. (C∗r (G),C(G), |||·|||) is a compact quantum metric space provided one of
the following holds:
(1) G is finitely generated with rapid s-decay and inf |g|=k ψ(g) ≥ cα(1 + k)α for some
α > 0.
(2) dimHψ <∞, the kernel of ψ is {e} and infbψ(g)6=0 ψ(g) > 0.
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Sketch of proof. The assumption in (1) implies that ker(ψ) = {e}. By [15, Lemma 1.3.1],
it also implies
‖Tt : L02(L(G))→ L(G)‖ ≤ C(s, α)t−n(s,α)/4
for some n > 0 and A−1 is compact on L02(L(G)). Then by [15, Theorem 1.1.7], A−z :
L0p → L0∞ is compact for z > n/(4p). In particular,
{x ∈ L0∞(L(G)) : ‖Azx‖p ≤ 1} ⊂ L0∞(L(G))
is relatively compact in L(G) for z > n/(4p). Then by the boundedness of noncommutative
Riesz transform [15, Theorem 2.5.13],
‖A1/2x‖p ≤ C(p)max{‖Γψ(x, x)1/2‖p, ‖Γψ(x∗, x∗)1/2‖p}
≤ C ′(p)max{‖Γψ(x, x)1/2‖φ, ‖Γψ(x∗, x∗)1/2‖φ}.
for p ≥ 2. Choosing p > n/2 (e.g., p = n and z = 1/2), Lemma 5.1 and Lemma 5.2 yield
(1).
The argument for (2) is the same as that of [13, Corollary 5.12]. The assumption
implies A−1 : L02(L(G)) → L02(L(G)) is a compact operator. Combining the theory of
completely bounded multipliers and some abstract semigroup theory, it can be shown that
A−1/2 : L0p(L(G)) → L0∞(L(G)) is also compact for large p. Then by the same argument
as for (1), {x ∈ L∞(L(G)) : |||x||| ≤ 1, τ(x) = 0} is relatively compact in L(G) and the
proof is complete, by Lemma 5.1. 
Remark 5.4. (1) The proof of Corollary 5.3 shows that any seminorm of the form
‖f‖Γ,α = max{‖ΓA(f, f)1/2‖α, ‖ΓA(f ∗, f ∗)1/2‖α}, which satisfies (5.1), (5.2) and
‖x‖p ≤ C(α)‖x‖α, will provide new examples of compact quantum metric spaces.
(2) From noncommutative geometric point of view, (4.2) and (4.7) may be regarded
as transportation cost inequalities for quantum metric spaces.
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