Abstract. The global asymptotic behavior of dynamical systems on compact metric spaces can be described via Morse decompositions. Their components, the so-called Morse sets, are obtained as intersections of attractors and repellers of the system. In this paper, new notions of attractor and repeller for nonautonomous dynamical systems are introduced which are designed to establish nonautonomous generalizations of the Morse decomposition. The dynamical properties of these decompositions are discussed, and nonautonomous Lyapunov functions which are constant on the Morse sets are constructed explicitly. Moreover, Morse decompositions of one-dimensional and linear systems are studied.
Introduction
The study of isolated invariant sets of flows in the early 1970s has provided a great impetus to the development of the Conley Index Theory. Important classes of isolated invariant sets are given by attractors and repellers. Let Φ : R × X → X be a flow on a compact metric space X. Then, a compact set A ⊂ X is called an attractor of Φ if A is invariant, i.e., Φ(t, A) = A for all t ∈ R, and if A is the ω-limit set of some neighborhood V of A, i.e., A = ω(V ) := t≥0 Φ([t, ∞), V ). The set V is called an isolating neighborhood of A. An invariant compact set R ⊂ X is called a repeller if it is the α-limit set of some neighborhood W of R, i.e., R = α(W ) := t≤0 Φ((−∞, t], W ). The compactness of X implies that for every repeller R, the corresponding set R * := {x ∈ X : α({x}) ∩ R = ∅} is an attractor. (R * , R) is called an attractor-repeller pair.
Given an attractor-repeller pair, we are able to understand the asymptotic behavior between the attractor and the repeller, since every point outside of this pair converges to the attractor in forward time and to the repeller in backward time. But what is going on inside the attractor and the repeller remains invisible. For a detailed analysis of the dynamics it is thus necessary to generalize the concept of an attractor-repeller pair. Therefore, one considers a finite sequence of repellers X = R 0 R 1 R 2 · · · R n = ∅. Then, the so-called Morse sets M i := R of the dynamical system: Every point outside of these sets converges in forward as well as in backward time to one Morse set. The Morse sets together form a Morse decomposition {M 1 , . . . , M n } of Φ.
For a discussion of elementary properties of Morse decompositions, we refer to the original work of Conley [8] (see also Colonius and Kliemann [6, Appendix B2], Rybakowski [18, Chapter 3] , Robinson [17] and Akin [1] ). Recently, Ochs [16] used the notion of a weak attractor to construct Morse decompositions for random dynamical systems (see also Crauel, Duc and Siegmund [9] ).
In this article, we want to go a step towards a nonautonomous generalization of this theory. For general nonautonomous dynamical systems acting on a compact metric space, we introduce suitable notions of attractor and repeller which allow the definition of an attractor-repeller pair and, moreover, lead to nonautonomous Morse decompositions. Since we are in a nonautonomous context, it makes a difference at which time we consider the system. Therefore, we introduce separate notions concerning the past and the future of the system. This paper is organized as follows. In Section 2, we briefly recall some basic facts about nonautonomous dynamical systems. The nonautonomous generalizations of attractor and repeller are introduced in Section 3. Section 4 is devoted to the construction of attractor-repeller pairs. In Section 5, we define the nonautonomous counterparts of the Morse decomposition and discuss their basic dynamical properties. In Section 6, we show that there exist nonautonomous Lyapunov functions which are constant on the Morse sets and strictly decreasing along solutions outside of them. Finally, in Section 7 and Section 8, we study Morse decompositions of one-dimensional systems and of linear flows on the projective space.
Preliminaries
As usual, we denote by Z and R the sets containing all integers and reals, respectively, and we define Z + := Z ∩ (0, ∞) and R + := (0, ∞). The set of all real N × N matrices is denoted by R N ×N . The (N − 1)-sphere of the (R N , · ) is defined by S N −1 := {x ∈ R N : x = 1}. Given a metric space (X, d), we write U ε (x 0 ) = {x ∈ X : d(x, x 0 ) < ε} for the ε-neighborhood of a point x 0 ∈ X and U ε (A) = x∈A U ε (x) for the ε-neighborhood of a set A ⊂ X. The notion of a nonautonomous dynamical system emerged in the late 1990s as an abstraction of both random dynamical systems (see, e.g., Arnold [2] ) and continuous skew product flows (see, e.g., Sell [21, 22, 23] ). The definition is given as follows. Definition 2.1. A nonautonomous dynamical system (NDS for short) with a base set P , a locally compact metric space (X, d) and a time T = R or T = Z consists of the following two ingredients:
(i) A model of the nonautonomy, given by a dynamical system θ : T × P → P , the so-called base flow, i.e., for all t, s ∈ T and p ∈ P , we have
(ii) A model of the system under nonautonomous influence, given by a cocycle ϕ : T × P × X → X over θ, i.e., for all t, s ∈ T, p ∈ P and ξ ∈ X, we have
and the mapping ϕ(·, p, ·) : T × X → X is continuous for all p ∈ P .
For simplicity in notation, we write θ t p instead of θ(t, p) and ϕ(t, p)ξ instead of ϕ (t, p, ξ) .
Standard examples of nonautonomous dynamical systems are provided by nonautonomous differential equationsẋ = f (t, x), T = R, and nonautonomous difference equations x n+1 = f (n, x n ), T = Z, fulfilling conditions of global existence and uniqueness of solutions. The base set P can simply be chosen to be T with the base flow (t, s) → t + s; ϕ(t, s, ξ) is the value at time t + s of the solution fulfilling the initial condition x(s) = ξ. However, P is then noncompact, which may cause difficulties. This can be avoided for a special class of right hand sides f by considering the Bebutov flow on the hull of f (see, e.g., Sell [23] ). Apart from deterministic also random and stochastic differential and difference equations (see, e.g., Arnold [2] ) and some other types of equations generate nonautonomous dynamical systems.
A subset M of the extended phase space P × X is called a nonautonomous set; we use the term p-fiber of M for the set M (p) :
In addition to the NDS (θ, ϕ), we also consider the nonautonomous dynamical system under time-reversal, given by the base flow (t, p) → θ(−t, p) and the cocycle (t, p, ξ) → ϕ(−t, p, ξ). We denote this NDS by (θ, ϕ) −1 . Then, a nonautonomous set is invariant with respect to (θ, ϕ) if and only if it is invariant with respect to (θ, ϕ) −1 .
Nonautonomous attractors and repellers
In this section, we introduce new notions of attractor and repeller. Since we are in a nonautonomous context, we carry out the analysis with respect to the past and the future of the system. Definition 3.1 (Past attractivity and repulsivity). Let (θ, ϕ) be an NDS, A and R be invariant and compact nonautonomous sets and D be a collection of nonautonomous sets.
(ii) A is called a past attractor if A is a {D}-past attractor for some nonautonomous set D fulfilling the following property: There exists an η > 0 such that for all p ∈ P , there exists a τ > 0 with
(iv) R is called a past repeller if R is a {D}-past repeller for some nonautonomous set D fulfilling the following property: There exists an η > 0 such that for all p ∈ P , there exists a τ > 0 with
It follows directly from the definitions that the empty set is both a past attractor and a past repeller. If X is compact, then P × X is also a past attractor and a past repeller. Before discussing the new definitions by means of a simple example, we introduce the notions of future attractors and repellers. Definition 3.3 (Future attractivity and repulsivity). Let (θ, ϕ) be an NDS, A and R be invariant and compact nonautonomous sets and D be a collection of nonautonomous sets.
Remark 3.4. In the following, we develop the theory of nonautonomous Morse decompositions only for the case of past attractivity and past repulsivity. Due to Definition 3.3, analogous results for the future of the system are easily obtained.
Example 3.5. The nonautonomous differential equatioṅ
with continuous functions a : R → R and b : R → (γ, ∞) for some γ > 0 generates a nonautonomous dynamical system with P = R (see Section 2). For t ∈ R with a(t) ≥ 0, f (t, x) has the same sign as x ∈ R. In case a(t) < 0, we have
= 0, and therefore, f (t, x) has the opposite sign to x in a vicinity of 0. Thus, R × {0} is a
These conditions are only sufficient for stability of the trivial solution but not necessary. This example shows that, in general, the notions of past and future attractivity and repulsivity are independent of each other.
Past attractor-repeller pairs
Henceforth, we suppose that (θ, ϕ) is an NDS with base set P and a compact metric space (X, d). In this section, we want to analyze if for a given past repeller, there exists a corresponding past attractor and vice versa. Therefore, we first state an existence result for past attractors. 
then there exists a D-past attractor A ⊂ B, which is given by
For ζ ∈ (0, η], we define the compact nonautonomous set B ζ by 
This implies the desired relation
is a past attractor, there exists añ η > 0 with lim
Due to lim t→∞ d(ϕ(−t, p)x, R(θ −t p))
= 0 (we will see this in Theorem 4.5 (ii)), there exists a sequence {y n } n∈N in R(p) with
Since R(p) and A(p) are compact, this implies that their intersection is nonempty.
It is natural to ask if a past attractor implies the existence of a past repeller. The following example shows that this does not follow. 
Example 4.4. The nonautonomous differential equatioṅ
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Thus, there exists a τ 2 < τ 1 with
This contradicts the fact that A * is a past repeller.
We now derive some properties of past attractor-repeller pairs. 
(ii) Backward convergence. Let p ∈ P and C ⊂ X \ R * (p) be a compact set. Then, we have
(iii) Pullback convergence. For all p ∈ P and all functions γ : (ii) Let p ∈ P and C ⊂ X \ R * (p) be a compact set. Since R * is a D-past attractor and thus a {B η }-past attractor, there exists a τ > 0 such that
Proof. Let (R
Hence, for all t ≥ τ , we have ϕ(−t, p)C ∩ B η (θ −t p) = ∅, and therefore, the relation
) and see that there exists a τ > 0 with
This finishes the proof, since B ζ ∈ D and R * is a D-past attractor.
Theorem 4.3 implies that, given a past repeller R, the set R * is the uniquely determined past attractor outside of R with the property of pullback convergence as described in Theorem 4.5 (iii). It is easy to see that such a uniqueness result is not valid for past repellers, i.e., it is possible that (A, R 1 ) and (A, R 2 ) are past attractor-repeller pairs with R 1 = R 2 . The following corollary says that in this case, R 1 and R 2 are converging to each other, when time tends to the past. 
Proof. Suppose there exists a p ∈ P and sequences {t n } n∈N in T and {γ n } n∈N in X with lim n→∞ t n = ∞ and
Hence, Theorem 4.5 (iii), applied to the attractor-repeller pair (R * 2 , R 2 ), implies that lim
This is a contradiction.
Past Morse decompositions
In this section, we generalize the notion of a past attractor-repeller pair by considering Morse decompositions. 
. , n} holds with past repellers
is a past attractor, there exists an η > 0 with lim
Furthermore, M i is the intersection of two invariant nonautonomous sets and thus invariant. Choose another Morse set M j = R * j ∩ R j−1 . W.l.o.g., we assume j > i. Then, we get
The fact that the Morse sets are isolated in the past is an easy consequence of Theorem 4.5 (i).
As in the autonomous case, past Morse decompositions are not uniquely determined. 
Definition 5.4. We say that the past Morse decomposition
The additional limit in our nonautonomous context is motivated by Proposition 4.6. (ii) There are different forms of nonuniqueness for the Morse sets. As seen in Proposition 4.6, two past attractor-repeller pairs are converging to each other in case the past attractors are equal. One can find examples to show that such a (weak) form of nonuniqueness is not valid for arbitrary Morse decompositions (i.e., those consisting of more than two sets). However, in the special cases of one-dimensional and linear systems (cf. Section 7 and Section 8), one obtains similar results as in Proposition 4.6 (see Proposition 7.2 and Proposition 8.6).
The following theorem shows that the Morse sets are important for the asymptotic behavior of the nonautonomous dynamical system. 
Proof. We assume w.l.o.g. that there exists an i ∈ {1, . . . , n} with
Therefore, Theorem 4.5 implies that
Assume that there exist an ε > 0 and a sequence {t n } n∈N in T + with lim n→∞ t n = ∞ and
. This contradicts (5.2) and finishes the proof of this theorem.
Remark 5.7. In contrast to past attractor-repeller pairs, the backward convergence condition as described in Theorem 4.5 does not hold for arbitrary past Morse decompositions. However, in the special cases of one-dimensional and linear systems (cf. Section 7 and Section 8), one obtains similar results as in Theorem 4.5 (see Theorem 7.1 and Theorem 8.5).
In case the backward convergence holds, one is able to prove the following uniqueness result concerning the past attractors. 
Then, the representation
holds, i.e., the past attractors of a past Morse decomposition are uniquely determined.
. . , i}. Due to Theorem 4.5 (i), this contradicts (5.3).
Lyapunov functions for past Morse decompositions
In this section, we obtain explicitly nonautonomous Lyapunov functions which are constant on the Morse sets and which strictly decrease outside them. We use a similar construction as in 
is satisfied.
Proof. We define the function V :
This function is continuous with respect to x ∈ X and fulfills V | R * ≡ 0, V | R ≡ 1, but is not necessarily decreasing along solutions. Therefore, we define by 
follows directly from the continuity of V . We note that V is not strictly decreasing along solutions in (P × X) \ (R * ∪ R). Therefore, we define L to be a weighted average of V * over the backward solution:
This function is obviously continuous with respect to x ∈ X, and we have
To prove that this function is also strictly decreasing along solutions in (
In the next theorem, we extend the Lyapunov function from past attractorrepeller pairs to past Morse decompositions.
Theorem 6.2 (Lyapunov functions for past Morse decompositions). We consider a past Morse decomposition
{M 1 , . . . , M n }. Then, there exists a function L : P × X → [0, 1
] which is continuous with respect to x ∈ X such that L|
be the sequence of past repellers leading to the given past Morse decomposition, i.e.,
. . , n − 1}, be the Lyapunov function corresponding to the past attractor-repeller pair (R * i , R i ) as introduced in Lemma 6.1. We define
Choose (p, x) ∈ M i arbitrarily, and let j ∈ {1, . . . , n − 1}. Then, (p, x) ∈ R j if and only if j ∈ {1, . . . , i − 1}, and (p, x) ∈ R * j if and only if j ∈ {i, . . . , n − 1}. This implies
for all t > 0 and finishes the proof of this theorem.
Past Morse decompositions in dimension one
In this section, we study past Morse decompositions of nonautonomous dynamical systems whose phase space is a compact interval. As we will see, in this special case, we get stronger results concerning the convergence behavior of the system and the nonuniqueness of the Morse sets.
Let I ⊂ R be a compact interval and (θ : T × P → P, ϕ : T × P × I → I) be a nonautonomous dynamical system. 
we have
MORSE DECOMPOSITIONS OF NONAUTONOMOUS DYNAMICAL SYSTEMS

5103
(ii) Backward convergence. For all (p, x) ∈ P × I, there exists an i ∈ {1, . . . , n} with lim
Proof. (i) This assertion is also valid for general past Morse decompositions and was proved in Theorem 5.6.
(ii) Choose (p, x) ∈ P × I arbitrarily. Then, there exists an i ∈ {1, . . . , n} such that x ∈ R * i (p) and x / ∈ R * i−1 (p) . In case x ∈ R i−1 (p), the asserted limit relation follows, since then x ∈ M i (p) and M i is invariant. We therefore assume x / ∈ R i−1 (p) from now on. Due to the topology of I, ϕ is order preserving in the following sense: For fixed t ∈ T, exactly one of the following two statements holds: 
|ϕ(−t, p)x − ϕ(−t, p)y| = 0 .
Because R * i is a past attractor, there exists an η > 0 such that
(cf. Theorem 4.1; the closure is not needed here). This implies that lim sup
Due to (7.1), this leads to y ∈ R * i (p). Hence, y ∈ M * i (p), and this finishes the proof of this theorem.
In our special situation, we can generalize Proposition 4.6.
Proposition 7.2 (Form of nonuniqueness of the Morse sets).
Let {M 1 , . . . , M n } and M 1 , .
. . ,M n be past Morse decompositions obtained by the finite sequences of past repellers
Then, the relation
Proof. Choose i ∈ {1, . . . , n} and p ∈ P arbitrarily. W.l.o.g., we only show the relation lim
We define [p] := {θ t p : t ∈ T}. The proof is divided into three steps.
Step 1. There exists a past repellerR
has only finitely many connected components.
Since R * i is a past attractor, there exists an η > 0 such that
(cf. proof of Theorem 7.1). Since ϕ is continuous and U η (R * i (θ −t p)) has only finitely many connected components, this implies that R * i has only finitely many connected components. Because R i−1 is a past repeller, there exists a β > 0 such that
Hence, the nonautonomous setR i−1 , defined bȳ
is also a past repeller fulfillingR *
, the set R i−1 (p) has only finitely many connected components, since ϕ is continuous and U β 2 (R i−1 (p)) has only finitely many connected components. This implies the assertion.
Step 2. For all connected components C ofM i (p), we have
, and choose ε > 0 arbitrarily. Due to Theorem 7.1 (ii), there exists a τ 1 ≥ 0 such that we have
Furthermore, because of Proposition 4.6, there exists a τ 2 ≥ τ 1 with
This finishes the proof of this step.
Step 3. The relation
is fulfilled. SinceM i (p) has only finitely many connected components, this assertion follows from Step 2 and the fact thatM i ⊃ M i .
Past Morse decompositions of linear systems
In this section, we study past Morse decompositions of linear nonautonomous dynamical systems. Under the assumption that the base space is chain recurrent, such (autonomous) Morse decompositions of the corresponding skew product flow have been studied in Selgrade [20] , Salamon and Zehnder [19] and Colonius and Kliemann [6, Chapter 5] (see also Colonius and Kliemann [5, 7] and Braga Barros and San Martin [4] ).
For N ∈ N, the Euclidean space R N is equipped with the Euclidean norm · , which is induced by the scalar product ·, · , defined by x, y := N i=1 x i y i , where x = (x 1 , . . . , x N ), y = (y 1 , . . . , y N ) ∈ R N . To introduce the real projective space P N −1 of the R N , we say that two elements x, y ∈ R N \ {0} are equivalent if there exists a c ∈ R such that x = cy. The equivalence class of x ∈ R N is denoted by Px, and we call the set of all equivalence classes the projective space P N −1 . Equipped with the metric d P :
the projective space is a compact metric space. For any v ∈ P N −1 , we define 
Let (θ : T×P → P, ϕ : T×P ×R N → R N ) be a linear nonautonomous dynamical system, i.e., given α, β ∈ R, we have ϕ(t, p, αx + βy) = αϕ(t, p, x) + βϕ(t, p, y) for all t ∈ T, p ∈ P and x, y ∈ R N .
Thus, there exists a matrix-valued function Φ : T × P → R N ×N with Φ(t, p)x = ϕ(t, p, x) for all t ∈ T, p ∈ P and x ∈ R N . The NDS (θ, ϕ) canonically induces a nonautonomous dynamical system (θ, PΦ) on the P N −1 by defining 
Proposition 8.2 (Past attractors in P N −1 ). Let A be a past attractor of (θ, PΦ). Then, for all p ∈ P and all compact sets
Moreover, for all p ∈ P , the set
Proof. Let A be a past attractor of (θ, PΦ), and choose p ∈ P and a compact set
The proof of this proposition is divided into five steps.
Step 1. For all nonzero v ∈ P −1 A(p) and w ∈ C such that Pv is a boundary point of A(p) ∩ PL v,w relative to PL v,w , we have
Since A is a past attractor, there exists an η > 0 such that
Due to Lemma 8.1, there exists a δ ∈ (0, 1) such that for all u 1 , u 2 ∈ R N \ {0} with
We argue negatively and suppose that there exist a γ > 0 and a sequence {t n } n∈N with lim n→∞ t n = −∞ such that
For nonzero c ∈ R with |c| sufficiently small, this implies that for all n ∈ N,
holds. Hence, for |c| > 0 sufficiently small, we have
This implies that
This is a contradiction, since Pv is assumed to be a boundary point of A(p) ∩ PL v,w in PL v,w , and thus, the first step of this proof is finished.
Step 2. For all nonzero
For this purpose, we note that any point in PL v,w \ {Pv} is given by P(w + cv) for some c ∈ R. It follows from Step 1 that
in case Pv is a boundary point of A(p) ∩ PL v,w relative to PL v,w . This implies with Lemma 8.1 that
and hence, P(w + cv) / ∈ A(p). Therefore, A(p) ∩ PL v,w consists of a single point.
Step 3. For all nonzero v ∈ P −1 A(p) and w ∈ C, we have
This follows directly from Step 1 and Step 2.
Step 4. P −1 A(p) is a linear subspace of R N . We have shown that for any two-dimensional subspace L v,w , the set A(p)∩PL v,w is either empty, equals PL v,w or consists of a single point. This implies that P −1 A intersects each fiber in a linear subspace.
Step 5. We have
We assume to the contrary that there exist sequences
and {w n } n∈N in C such that lim n→∞ t n = −∞ and, w.l.o.g., lim n→∞ v n = v and lim n→∞ w n = w for some v ∈ P −1 A(p) ∩ S N −1 and w ∈ C, and the following property is fulfilled: There exists a γ > 0 such that
Similarly to Step 1, for nonzero c ∈ R with |c| sufficiently small, this implies that for all n ∈ N,
holds, with δ ∈ (0, 1) chosen as in Step 1. Hence, for |c| > 0 sufficiently small, we have
Step 2, A(p) ∩ PL v,w is a singleton), there exist an n 0 ∈ N and a β > 0 such that cw n + v n / ∈ P −1 U β (A(p)) for all n ≥ n 0 . Similarly to Step 1, using (8.1), this implies a contradiction.
Concerning past repellers, we cannot expect that their fibers give rise to linear subspaces, since they are intrinsically nonunique (see Remark 3.2). The following proposition, however, says that for any past attractor, we easily can find a linear counterpart in the form of a past repeller.
Proposition 8.3 (Past repellers in P
N −1 ). Let A be a past attractor of (θ, PΦ) and R ⊂ P × P N −1 be an invariant nonautonomous set such that P −1 R(p) is a linear subspace of the R N and
Then, R is a past repeller, and the relation A = R * is fulfilled.
Proof. The proof of this proposition is divided into five steps.
Step 1. For all p ∈ P and compact sets
In both relations, Proposition 8.2 is applicable, because the set v a : v ∈ P −1 C ∩ S N −1 is compact and the set v r : v ∈ P −1 C ∩ S N −1 is bounded away from zero. This is due to the fact that the projector Q ∈ R N ×N with range P −1 A(p) and null space
The assertion
follows analogously.
Step 2. For all p ∈ P and compact sets C ⊂ P N −1 with C ∩ A(p) = ∅, we have
With v a and v r defined as in Step 1, for all t ≥ 0 and v ∈ S N −1 ∩ P −1 C, we consider the expression
Using the Cauchy-Schwarz inequality, we obtain the following relations:
Hence, we obtain
Step 1 = 1.
Using Lemma 8.1, this implies the assertion.
Step 3. A and R are past isolated, i.e., there exists a β > 0 such that for all p ∈ P , there exists a τ > 0 with
Since A is a past attractor, there exists an η > 0 such that for all p ∈ P , we have
Step 4. R is a past repeller. This is a direct consequence of Step 2 and Step 3.
Step 5. The relation A = R * is fulfilled. We define η > 0, P * and B ζ for ζ ∈ (0, η] as in the preamble of Theorem 4.3. We also consider the collection D := B ζ : ζ ∈ (0, η] . Due to Theorem 4.3, it is sufficient to show that A is a D-past attractor. Thereto, we fix ζ ∈ (0, η] and p ∈ P * . Furthermore, we choose ε > 0 arbitrarily and consider the compact set
Step 2, we have
This implies that there exists a τ > 0 such that 
For all n ∈ N, we define C n := W n ⊕ {λx n : λ ∈ R}. Then, the limit relation
Proof. W.l.o.g., we assume that x n = 1 for all n ∈ N. Due to hypothesis (ii), there exists a sequence {v n } n∈N with v n ∈ V n and v n = 1 for all n ∈ N such that lim n→∞ x n − v n = 0. Since PC n is a compact subset of P N −1 , there exists a sequence {c n } n∈N with c n ∈ C n for all n ∈ N such that d P (PC n |PV n ) = d P (Pc n , PV n ). W.l.o.g., we assume that c n is of the form c n := x n + w n for all n ∈ N , where {w n } n∈N is a sequence with w n ∈ W n for all n ∈ N, and we define r n := v n + w n for all n ∈ N and β n := x n , w n , δ n := v n , w n and γ n := x n , v n for all n ∈ N. Then, for all n ∈ N, we have in case c n r n is bounded away from 0 in the limit n → ∞. To see that this is fulfilled, we need hypothesis (iii), which yields that there exists a δ ∈ (0, 1) with
x n , w w ≤ δ for all n ∈ N and w ∈ W n (see Lemma 8.1) . This means that for all n ∈ N and w ∈ W n , we have
and this finishes the proof of this lemma.
In our special situation, convergence in both directions to the Morse sets is satisfied. 
. . , n − 1} and p ∈ P . Then, the following statements hold:
For all p ∈ P and all functions γ :
Proof. (i) This assertion is also valid for general Morse decompositions and was proved in Theorem 5.6.
(ii) Choose (p, x) ∈ P × P N −1 arbitrarily. Then, there exists an i ∈ {1, . . . , n} such that x ∈ R * i (p) and x / ∈ R * i−1 (p) . In case x ∈ R i−1 (p), the above limit relation follows, since then x ∈ M i (p) and M i is invariant. We therefore assume x / ∈ R i−1 (p) from now on. To obtain a contradiction, we also assume that there exist an ε > 0 and a sequence {t n } n∈N in R with lim n→∞ t n = ∞ such that
Let y = v + w be a nonzero element ofC ∩ P −1 R * i−1 (p) with v ∈ P −1 {x} and w ∈ P −1 R i−1 (p). Since y and v are in
. This implies that y ∈ C, and hence, from (8.2), we get
This is a contradiction, since Py ∈ R * i−1 (p) and R i−1 and R * i−1 are isolated in the past (cf. Theorem 4.5).
In our special situation, we can generalize Proposition 4.6. 
. . , n − 1} and p ∈ P . We assume that
Proof. For i ∈ {1, n}, the above limit relation follows from M 1 = R * 1 =R * 1 =M 1 and from Proposition 4.6, since M n = R n−1 andM n =R n−1 . We argue negatively and assume w.l.o.g. that there exist an i ∈ {2, . . . , n − 1} and a p ∈ P such that lim sup
Since Proposition 4.6 implies that The last formula implies that lim n→∞ d P (x n , R * i (θ −t n p)) = 0. We define C n := P −1 M i (θ −t n p) ⊕ P −1 {x n } for all n ∈ N .
Due to Lemma 8.4, the relation It is easy to see that d P (PΦ(t n , θ −t n p)PC n |M i (p)) = √ 2 for all n ∈ N, since P −1 PΦ(t n , θ −t n p)PC n has a higher dimension than P −1 M i (p). This means that there exists a sequence {y n } n∈N with (8.4) y n ∈ PΦ(t n , θ −t n p)PC n and d P (y n , M i (p)) ≥ 1 for all n ∈ N .
Since y n ∈ R i−1 (p) for all n ∈ N, we assume w.l.o.g. that this sequence is convergent with limit y ∈ R i−1 (p). Due to (8.3), we also have y ∈ R * i (p). Hence, y ∈ M i (p). This is a contradiction to (8.4) .
For the rest of this article, we restrict our attention to the special situation P = T and θ(t, s) = t + s for all t, s ∈ T. As described in Section 2, this setting includes arbitrary nonautonomous differential or difference equations. Under this assumption, we can now prove an analogon to the Theorem of Selgrade 
holds. Moreover, we have n ≤ N , and the following decomposition in a Whitney sum is fulfilled:
Proof. We first prove that for any two past attractors A andĀ, either the relation A ⊂Ā or A ⊃Ā is fulfilled. Supposing the contrary, due to P = T, there exists a τ ∈ T and elements
Because of Proposition 8.2, we obtain 
we first note that for 1 ≤ i < j ≤ n, we have P −1 M i ∩ P −1 M j = T × {0} (see Proposition 5.3). Furthermore, Proposition 8.3 implies that
Here, we used the fact that the linear subspaces E, F, G ⊂ R N with E ⊃ G fulfill
It follows inductively that
This finishes the proof of this theorem. Moreover, the relation n = m is fulfilled.
