density, the initial panel recommendation was to establish an equation defining salinity in terms of density. Different techniques of measurement could then be implemented by construction of formulas relating density to a measured variable such as electrical conductivity, refractive index, or density itselfi Because density can be measured, whereas salinity cannot, the link to salinity would be through the defining density equation. Salinity must be proportional to chlorinity to retain its conservative property and to have a proportionality factor of 1.80655 to match historical data. Subsequent determinations of salinity of standard seawater (SSW) would be made from measurements of density or conductivity but not chlorinity, which would be reported as an independent variable.
The recommendations were made with the assumption that absolute density and conductivity of SSW could be measured with the required precision. However, technical problems encountered in constructing equipment to achieve the precision necessary for acceptable standards delayed implementation of the recommendations.
Relative measurements were considered and dismissed because the references could not be defined with sufficient precision. Distilled water, for example, differed in density, depending on its origin and method of preparation. The uncertainties in density were believed to be as large as 30 parts per million [UNESCO, 1976a, Append. 2]. Similarly, conductivity references, such as potassium chloride solutions, required temperature regulation that was not readily achievable [Cox, 1962] . As a result, only part of the recommendations could be implemented. Salinity was defined in terms of the electrical conductivity ratio R•5 at 15øC to seawater having a salinity of 35 [UNESCO, 1966 [UNESCO, , 1976b . The reference seawater salinity was not defined separately in terms of conductivity ratio or density. Tables to convert conductivity ratio to salinity, based on a regression formula developed by Cox [1962] , were published by NIO-UNESCO [1966] and widely distributed to oceanographers with the understanding that SSW would be certified for conductivity as soon as the necessary equipment was completed. The new scale was officially adopted after Cox's death in 1967 and was formally announced in 1969 [Wooster et al., 1969] .
Objections to the 1969 scale were raised. Park [1964] had already noted that conductivity of different batches of SSW measured relative to a single reference batch varied in excess of the precision of conductivity measurements and had called for certification of conductivity as well as chlorinity for SSW.
Other objections surfaced. The determinations of R•5 [Cox et al., 1967] were made on natural seawater samples of variable composition. Some midrange salinities were obtained by mixing Baltic and Red Sea samples. As the salinity-chlorinity conversions assumed fixed composition, the salinities were not accurately conservative. As salt ratios of natural seawaters are time dependent, especially at low salinities, the scale is not accurately reproducible. Samples from the same geographical locations could not be relied upon to yield the same relationship between conductivity and chlorinity. The increasing use of in situ instruments measuring conductivity forced the use of conversion formulas that were obtained by using standard seawater diluted with distilled water [Brown and Allentoil, 1966] . These formulas were not consistent with the JPOTS versions, which did not cover the temperature range below 10øC. Some of the problems associated with the 1969 scale were addressed in the sixth JPOTS report [UNESCO, 1974] with recommendations to measure the dependence of conductivity on temperature and pressure. Also, to have an independent check on the absolute conductivity apparatus, Poisson was encouraged to make some measurements of electrical conductivity of standard seawater samples relative to potassium chloride solutions to compare with the absolute measurements planned at National Institute of Oceanography (U.K.) by Culkin. Poisson was able to report at a subsequent JPOTS meeting [UNESCO, 1976a] that deviations of conductivity equivalent to 0.006 salinity were found for different batches of SSW. The panel viewed these results with some consternation and called for confirmatory studies. Several laboratories were asked subsequently to measure conductivity of 26 batches of SSW relative to P64. These studies confirmed Poisson's findings. Some of the batches were high in conductivity by amounts equivalent to 0.004 to 0.007 salinity [UNESCO, 1978] . Poisson reported at the same meeting of JPOTS that potassium chloride solutions could be made with high and reproducible accuracy. Furthermore, the temperature control required for thermostatted baths was well within the capability of commercially available equipment. Thus the reservations about accepting potassium chloride as a conductivity standard were removed. The panel accepted a recommendation to use potassium chloride solution as a standard and outlined a procedure to establish the salinity scale. The determinations were to be made on a single batch of SSW to ensure constancy of composition. The scale was to be related to the 1969 and previous scales at 35 by the chlorinity factor 1.80655 for that particular batch. For subsequent batches the salinity was to be determined from the conductivity ratio to the reference KC1 standard and not from chlorinity. Hence the chlorinity factor is not a constant but would vary slightly from batch to batch.
The steps that followed to define the practical salinity scale are thoroughly documented in the eighth, ninth, and tenth reports of JPOTS [UNESCO, 1978 [UNESCO, , 1979 [UNESCO, , 1981c and collected background papers [UNESCO, 1981b] .
In addition to the definition of the salinity scale, the panel encouraged the development of algorithms for converting in situ measurements of conductivity ratio to salinity. These algorithms were developed to be consistent with the new practical salinity.
THE PRACTICAL SALINITY SCALE (PSS 78)
Prior to the introduction of the 1969 salinity scale, salinity $ was expressed in terms of chlorinity C1, defined as the chloride-equivalent mass ratio of halides to the mass of seawater, by a linear least squares regression formula fitted to mass ratios of salt residues of nine seawater samples evaporated to dryness [Knudsen et al., 1902] . The relationship $ = 0.030 + 1.8050 C1 served oceanographers for over six decades. The formula for $, commonly referred to as the Knudsen salinity, incorporated changing composition of seawater with dilution and consequently was not conservative with respect to addition or removal of water. As long as salinities were computed from chlorinities, the Knudsen scale was acceptable. The increasing use, during the 1950's, of high-precision electrical conductivity bridges for salinity determinations created the need for new standards for salinity measurements. deficient in not establishing a salinity reference point independent of chlorinity and inconsistent in using seawater samples of variable composition to relate salinity to electrical conductivity. The fundamental step in constructing the practical salinity scale PSS 78 consisted of defining a single reference point (S = 35) on the scale as having the same electrical conductivity as a reference potassium chloride (KC1) solution at 15øC and atmospheric pressure. The transition from the previous scale was made by selecting a single batch (P79) of SSW and equating the new scale to the old through the chlorinity relationship S = 1.80655 C1 for that particular batch. As the salinity on the practical scale is defined to be conservative with respect to addition and removal of water, the entire salinity range is accessible through precise weight dilution or evaporation without additional definitions. However, the practical scale is defined in terms of conductivity ratio and not by its conservative properties. Thus the second part of the definition was constructed by measuring the conductivity ratio to the KC1 standard or an equivalent secondary standard over the entire range of salinities (1 to 42) of samples prepared by evaporation or dilution of batch P79 SSW and computing an empirical formula $ --S(R•5), where R•5 is the conductivity ratio at 15øC and atmospheric pressure to the KC1 standard. Thus salinities on the PSS 78 scale are defined by conductivity ratios alone. Salinities determined by any other method would not necessarily coincide with the PSS 78 scale and would have to be identified separately. Lewis and Perkin [1981] yielded differences of -0.0011 and +0.0005, respectively, between conductivity and chlorinity salinity. As the standard deviation of replicates was 0.0004, the batches were not distinguishable from one another in composition.
The algorithm for converting conductivity ratio to salinity is constructed in terms of the conductivity ratio R, defined as R = C(S, t, p)/C(35, 15, 0) [Culkin, 1965] . However, the error of determining some of the major constituents separately is relatively large, so that a rigorous test to the same precision as conductivity measurements is difficult to carry out. Exceptions to the constancy of composition are found in coastal and enclosed regions, such as the Baltic Sea, diluted by land drainage and surface waters in which biological processes can alter the composition significantly. Culkin and Cox [1966] noted that the concentration of calcium is the major variable component affecting density and conductivity between surface and deep waters of the open ocean. As real variations in composition are present, the effects of salt content in seawater cannot be completely described by a single variable (salinity) within the framework of the hydrodynamic equations. The ideal salinity has limitations that require discussion. The first is that no convenient, inexpensive, and accurate techniques exist for determining total salt content in seawater. Estimates of salinity, obtained indirectly from measurements of chlorinity, electrical conductivity and, less commonly, specific gravity or refractive index, yield estimates of salinity on practical scales, such as PSS 78 discussed earlier, whose precise relationships to absolute salinity are unknown. The second is that an advective-diffusive conservation equation cannot be written for salinity alone because diffusion does not change the salt distribution toward constant composition or uniform salinity. The law of constant proportions is a consequence of dynamical processes of advection and turbulent mixing rather than a trend to thermodynamical equilibrium. This conclusion is developed further by examining the conservation equations for a multicomponent thermodynamical system. 
V(S, t, p)= V(S, t, 0)[1 -p/K(S, t, p)] p(S, t, 0): I/V(S, t, 0) --,4 4-BS 4-CS 3/2 4-DS 2 K(S, t, p) = E + FS + GS 3/2 + (H + IS + JS3/2)P + (M + NS)p 2
where the coefficients are polynomials in temperature t. Units: salinity, PSS 78; temperature, øC; pressure, bars;density, kg/m3; specific volume, m *Coefficients modified for calculation of steric anomaly (Table 4). or secant bulk modulus, the reciprocal of mean compression, to the data.
The data sets consist of measurements made with a magnetic float densimeter of the density difference between seawater and pure water at atmospheric pressure and at elevated pressures [Chen and Millero, 1976 Table 3 .
DENSITY AND STERIC ANOMALIES
For most oceanographic usage the full value of density or specific volume is unnecessary. Because the maximum variation in magnitude over the oceanic range of salinity, temperature, and pressure is only 7%, a considerable improvement in numerical resolution is achieved by using anomalies of specific volume and density. The specific volume (steric) anomaly rS(m3/kg) and density anomaly 7(kg/m 3) are defined by ( 
5(S, t, p)= V(S, t, p)-V(35, O, p)

7(S, t, p)-p(S, t, p)-1000.0 kg/m 3
where V(35, 0, p) is given by a separate formula (Table 4) . Fofonoff and Millard [1984] computed coefficients of the difference formulas needed to retain numerical precision in 
Io • c• 2 V C•,(S, t, p) = C•(S, t, O) -(t + 273.15) • dp (22)
Using V = V0(1-p/K), the derivative can be expressed in terms of V0, K, and derivatives with respect to temperature. As pressure enters only in terms of the form pm/K", where rn and n are integers, the entire integral can be evaluated explicitly in terms of quadratic trinomial integrations of the form ;0
In m--pm/Kn dp (23) 
Cp(S, t, p)= A + BS + CS 3/2 + (D + ES + FS3/2)p to t • + (G + HS + IS3/2)p 2 t2 + (d + KS + MS3/2)p 3 t 3
Coefficients are polynomials in temperature t. Units' salinity, PSS 78' t 4 temperature, øC; pressure, bars. t 5 [Gradsteyn and Ryzhik, 1965] . In computing the pressure dependence the expressions were evaluated explicitly in double t o precision to serve as an independent check on direct compu-t• t 2 tation by finite differencing and numerical integration of (22). t3 Tables of specific heat fitting errors to about 0.1 x 10-7øC/dbar. The coefficients are given in Table 8 Under this definition the potential temperature is given by O(So, to, Po, P,) = to + O(So, to, Po, P), P) dp 
DISCUSSION
The need to establish standards for measurement of salinity with a precision matching the sensitivity of present-day conductivity bridges has forced abandonment of scales based on natural seawaters in favor of a more rigidly and precisely defined practical scale referenced to a conductivity standard. The practical scale will continue to be used until measurement techniques advance in precision and resolution beyond the present standards. As salinity is combined with temperature and pressure to compute density in many applications, the relationship between conductivity and density will need to be explored further to establish the range of compositional vari- 
