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and uses interpolation of Banach spaces.
INTRODUCTION
In this paper we shall consider the approximate solution of the initial-value problem where P (x, D) is a linear partial differential operator of order M and/(x, u) is a sufficiently smooth function of . Y and u for u near the range of the solution to be approximated. For t -nk, with k a small positive number and n a non-negative integer, the approximation will be G\ i\ where G k is a finite différence operator of the form
with E k a linear operator consistent with the linear problem ( ƒ = 0), based on mesh-size lu with kh~M = constant, and F k chosen to accomodate the nonlinearity ƒ \i\ [1] , [2] , Ansorge, Hass and Geiger considered the case when the linear initial-value problem is correctly posed and the linear finite différence ope- provided that v has M+\i derivatives in B. For less smooth initial data a correspondingly weaker convergence resuit holds (Theorem 5.2).
The proofs of our results will use concepts and techniques from the theory of interpolation spaces. For basic material needed in this paper on such spaces and in particular on Besov spaces, see e. g. [3] , [4] , [8] and [9] .
We shall beging by discussing in Sections 2 and 3 the initial value problem and its approximation in an abstract Banach space setting. In Sections 4 and 5 we then specify the Banach spaces to the concrete function spaces mentioned above and show that under the appropriate hypotheses about the differential équation and the différence operator, the assumptions of the results in Sections 2 and 3 are satisfied. Sections 4 and 5 also contain some spécifie examples of situations covered by our theory.
The simple case of the scalar hyperbolic équation ôt dx and a second order finite différence scheme based on the Lax-Wendroff operator was presented in [12] , The technique of working in B d 2 t 2 > J to obtain maximum-norm estimâtes for L 2 stable operators was employed in [13] for linear problems.
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THE ABSTRACT INITIAL-VALUE PROBLEM
Let B be a Banach space with norm ||. || and let P be the infinitésimal generator of a strongly continuous semi-group {E(t) : r ^ 0 } of bounded linear operators on B. We shall study the approximate solution in B of the initial-value problem
Hère v is a fixed element in B and F is a (non-linear) operator defined in s orne subset of B contai ning v.
Under the appropriate regularity assumptions on F it is clear that (2.1) has a unique local solution (cf. e. g. [11] ); we state and prove for completeness and later référence: LEMMA 
2.1: Assume that F is defined and Lipschitz continuous in a neigh
To prove existence, let 8 be so small that { w : || w~v || ^ 2 8 } is contained in K, and let T o be so small that
assu^nptions there^ar-econstaats-P a , a 0 , y 0 such that f' J J °l t follows by induction and, in particular, { u" } <= £/ 6 . We also find with y 0 a bound for F in t/ s , so that u n (t ) converges uniformly to u(t)e U h which then obviously solves (2.1) with v replaced by w. The estimate (2.6) now follows immediatly from (2.7). The uniqueness is again an immédiate conséquence of Grönwall's inequality.
We shall now turn to the regularity of the solutions which will be needed in analyzing the concrete firüte différence schemes in Sections 4 and 5. For this purpose, let A with norm |i. { A be a densely embedded subspace of B.
We shall see that under certain assumptions on E(t) and F relative to A, G (t) w belongs to A for w in A and close to v. These assumptions are : Proof Let V be a neighborhood of v such that (cf. Lemma 2.2) w G V implies that 2 0) = G(t)we t/ a/3 for 0 ^ ? ^ T. We shall prove that there exists a positive T o such that if u \t) e A for 0 ^ r ^ T t ^ 7 then 2 (/ ) e A for 0 g r ^ min (T l + T 0) J). This will prove that u (t ) e A for 0 ^ / ^ T.
Put T = Pi exp (Pi y t J). Using (Ai), (Aii) and GrönwalFs inequality m (2.2) with v rcplaced by M? WC find at once as long as u~{t )e A,in parttcular for 0 ^ / ^ T l9 we have ||5(0|U+l ^ PiexpCpjLYiOCllwlU+O ^ x(||iü|U+l).
(2.9)
Let now u> be a fixed element in Kn^ and set We flnd at once recursively that u n (t) e U & n A for 0 ^ t ^ T ö and also that Jo Hence, using also (2.9) we have In particular, { u n (t) } is uniformly bounded in A for 0 ^ t g T o . Using (A iii) we therefore obtain (with a x depending on w), so that M"(0 converges uniformly in A on 0 ^ t <L r 0 . Clearly, since the limit 5(0 satisfies w (0) = u{T x ) = GÇTJw, we have Together with (2.9) this complètes the proof.
THE ABSTRACT DISCRETIZED PROBLEM
We shall now consider the approximate solution of (2.1) defined for t = nk by G n k v with k a small positive parameter and n a non-negative integer. Here G k is an operator approximating G (k) of the form
with E k bounded linear and F k defined on U h . In applications E k will approximate E (k) and F k will be designed to handle the nonlinear operator F in (2.1).
We shall assume below that E k is stable in B, so that there is a P ^ 1 such that 
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and for w m the neighborhood V of Lemma 2.2, the global discretization error
We shall then be able to prove:
and assume in addition to (3.1) and
Proof: We shall show by induction over n that G n k v is defined and in U s
for nk ^ T, k < k± and that with a n = G^ v-G(nk) v,
Since this is trivially valid for n = 0, assume now that we have already proved the conclusion for ail integers ^ n and that (n+l)k fg T. Then in particular, we have G" k ve U s so that G^ + 1 v is defined. We may then write, with b n defined by the second equality, Proof: We shall prave by induction over j that with dj = G^v -Gf w,
Since this estimate clearly holds for j = 0, assume it has been proved for j < m < n. We have with e,, defined by the second equality, and hence The result clearly holds for n = 0. Assume it has already been established for integers less than n. In particular, then G Fu(x) = f{x,u(x)) 9 (4.6) our efforts will mainly be dévotes to the vérification of the assumptions on the operator F made m Section 27
We shall need to assume below that ƒ satisfies the following regularity assumptions :
Since we shall be interested in the behavior of F only in a neighborhood U b in B of the given solution w, it is in fact suflficient to assume ƒ defined and satisfying the regularity conditions on R d x Q where Q is some neighborhood
^ 5 for some t, we conclude by (4.3) that | w (x) -u (x, t ) | ^ x5 so that for 8 small, u; (x) is in Q for ail x E R d . On the other hand, a function ƒ satisfying the regularity assumptions on R d xQ may be extended to R d x iK without loss of these properties. Notive that (/ü) is always satisfied if/ is independent of x, or more generally, if/is independent of x outside some compact set août 1976 in R d . In each individual result below, only a finite number of the derivatives of ƒ will enter; for convenience we refrain from keeping track of the exact number.
In addition to ( ƒ i), ( ƒ ii) we shall demand that
For ƒ independent of x, this requirement reduces to /(O) = 0. Notice that since the functions in B are small for large | x j we have 0 e U s for any ô > 0.
We now turn to the technical work. We shall first prove in Lemma 4.3 below that the condition (A ii) of Section 2 is satisfied with A = B m . As a preliminary step we prove an estimate for Fw 'm the Soboiev space W% {cf [10] ). Recall that the norm in W 
The terms of the form (4.7) are clearly bounded in L 2 by (/ii). In order to estimate a term of the form (4.8) we shall apply the inequality (see [10] 
K(t, Fw) ^ C(K(t, w) + t) for we WnB
m , 0 ^ t ^ 1. (4.11)
By (/iii), (4.10) follows immediately from
In order to prove (4.11) we recail that it is known (cf. [10] ) that there is a constant C independent off and w such that if we take 
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We have thus proved that the assumptions on F in Lemmas 2.2 and 2.3 are satisüed for the concrete initial-value problem (4.5). For the purpose of satisfying also the assumption (A i) on E (t ) we now demand that the initial-value problem for the linear équation, Using aiso the fact that 1 + x e g 2 {1 +x) 9 for x è 0, 0 g 9 < 1 and Z, 0 f = 1, we conclude li|U 1=0 which concludes the proof of (4.18) and thus of (4.16).
.6' Assume that the initial-value problem (4.15) is strongly correctly posed in L 2 and that f satisfies (ƒ i), ( ƒ ii) and (ƒ iii). Then there is a neighborhood V ofv in. B such that for we K, (4.5) has a unique solution G (t) w e U b for 0 ^ t ^ T. If in addition weB
When applying the gênerai convergence results of Section 3 to différence schemes for spécifie initiai-value problems, it will be necessary to convert known resuîts on these problems to the present framework. A result in this direction is the following lemma which shows that is the linear problem (4.15) is strongly correctly posed and F has certain local boundedness and Lipschitz continuity properties, then the solution with initial data in W which is equivalent to the inclusion (C° (B) 9 Setting also Given a finite différence operator E k of accuracy \i for the linear problem it is easy to détermine F k in such a way that G k is also accurate of order u. For, if Mm < M+ji ^ M (m+ 1), we obtain using the differential équation, and we hence find that in order to achieve (5.2) we can construct F k by replacing derivatives by différence quotients in N^m> u in such a way that formally, Consider also the scalar eqtation (4.24) and let E k be the Lax-WendrofY operator
E k u(x)= l (\ 2 + \)u(x + h) + (l-\ 2 )u(x)+ i Q, 2 -k)u(x-h) i
with X^l.
Here Af=l,ji = w = 2, P = 3/2x, /(x, w) = p w r+1 and we find, + u + Ôx 2 J To preserve second accuracy we now only have to approximate ôu r+l /dx for flrst order accuracy, because of the factor k in front of this term. The special case p = r = 1 was treated in detail in [12] .
For the Schrödinger équation (4.21), we have M = 2 and so in order to retain second order accuracy with a second order E k , we may always choose
