We develop rare event simulation methodology for the tail of a perpetuity driven by a continuous time Markov chain. We present a state-dependent importance sampling estimator in continuous time that can be shown to be asymptotically optimal in the context of small interest rates.
INTRODUCTION
We concentrate on developing an efficient rare event simulation estimator for the tail distribution of a perpetuity (also known as infinite horizon discounted reward) in which both the discount rate and the reward rate are stochastic and driven by a continuous time Markov chain.
The distribution of a perpetuity arises in many applied settings including risk theory, mathematical finance, communication networks, number theory and computer science (see, for example, Vervaat (1979) , Embrechts and Goldie (1994) , Goldie and Grubel (1996) and Maulik and Zwart (2006) ). In the setting of risk theory and finance it is natural to study perpetuities that evolve in a stochastic economic environment. Such has been the topic of a substantial number papers in the literature. The article of Paulsen (1998) surveys the literature on the analysis of perpetuities in the context of risk theory and finance. Most of the results focus on the development of asymptotic approximations for the tail distribution of a perpetuity or closed formulae in some classes of models. More recent articles on this type of analysis include Nyrhinen (2001) and Kluppelberg and Kostadinova (2008) . The text of Asmussen (2001) also includes a section on the analysis of perpetuities and their role in risk theory.
Most of the simulation work on perpetuities concentrate on the design of algorithms to generate unbiased samples and this is primarily in the discrete case and in the context of independent and identically distributed (i.i.d.) rewards and discounts (see, for instance, Devroye, Fill, and Neininger (2000) and Devroye, and Neininger, (2002) ). Rare event simulation for perpetuities, on the other hand has been studied in Asmussen and Nielsen (1995) in the context of deterministic interest rates and Blanchet and Zwart (2007) in some discrete settings involving i.i.d. discount rates. In contrast, we concentrate on perpetuities in continuous time driven by Markov chains.
Our analysis here concerns an environment involving small discount rates, which is motivated by the situation that governs "safe instruments" such as the treasury bonds these days. These types of asymptotic environments have not been well studied in the literature in the context of risk theory and simulation (see Blanchet (2004) for a related type of analysis). Since insurance companies tend to invest (because of regulation) in safe instruments we consider that our considerations here are of significant relevance.
We assume that the discount rate (γ (x) : x ∈ S) is positive and the reward rate (λ (x) : x ∈ S) are governed by an irreducible continuous time Markov chain (X (t) : t ≥ 0) taking values on a finite state-space S. We concentrate on the finite state-space case for simplicity, but the analysis in the context of more general processes will appear elsewhere and is similar to that of Blanchet and Glynn (2009) ; see also Blanchet (2004) .
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The perpetuity D (δ ) then takes the form
For notational convenience we introduce the cumulative discount and reward processes Γ (t) = t 0 γ (X (s)) ds and Λ (t) = t 0 λ (X (s)) ds respectively, so that D (δ ) = ∞ 0 exp (−δ Γ (t)) dΛ (t). Moreover, note that ergodic theory guarantees the existence of constants γ > 0 and λ such that Γ (t) = γt + o (t) and Λ (t) = λt + o (t) as t ∞ (where o (t) /t −→ 0 almost surely as t ∞). In addition, it follows easily from the previous asymptotic relation for Γ (·) that Γ −1 (t) = t/γ + o (t) almost surely as t ∞. Now, integrating by parts yields that
Making the change-of-variable δ Γ (t) = u we obtain
Taking advantage of the asymptotic relations explained in the previous paragraph it follows immediately that δ D (δ ) −→ λ /γ almost surely as δ 0. Our interest is in large deviations from the "typical" value λ / (δ γ) of D (δ ), so we concentrated on estimating
Our goal is then to construct an importance sampling estimator whose relative mean squared error can be shown to be well controlled as δ 0. In particular, we will exhibit an unbiased estimator whose coefficient of variation grows at most at a rate o α (δ )
. An estimator that satisfies such a mean squared error criterion is said to be asymptotically optimal (see Asmussen and Glynn (2007) p. 159).
Section 2 presents the large deviations analysis for the perpetuity of interest. The construction of our importance sampling estimator and the efficiency analysis is given in Section 3.
PRELIMINARIES ON MARKOV PROCESSES AND LARGE DEVIATIONS FOR PERPETUITIES
In turn, sample paths large deviations for δ Z (·/δ ) can be developed under a suitable topology under which F (·) is continuous. This approach, which provides a representation for the rate function of δ D (δ ) is studied in detail in Blanchet (2004) (see also Blanchet and Glynn (2009) ). Here we concentrate instead on obtaining, from first principles, the asymptotic log-moment generating function of D (δ ). This will allow us to understand the nature of the importance sampling strategy that we shall implement. Large deviations estimates for Markov additive processes, such as Γ (·) and Λ (·), require the specification of suitable eigenvalue and eigen-functions. Given the connection described in the previous paragraph it is not surprising that such types of quantities are also required to obtain the asymptotic log-moment generating function of D (δ ). We shall work directly with the process Z (·) = Λ Γ −1 (·) . We note that Γ −1 (·) induces a random time change and that the process Y (·) defined Blanchet and Glynn via Y (t) = X Γ −1 (t) is also a continuous time Markov chain with intensity matrix (or generator) A Y defined via
We use v (·) to denote a generic vector, v (x) is the entry corresponding to state x. The validity of (3) can be easily verified from first principles. In turn,
where λ (y) /γ (y) = β (y) is also a Markov additive process with respect to Y . The Perron-Frobenius theory (see Asmussen (2003) p. 25) implies that for each θ ∈ (−∞, ∞) there exists a positive eigenvalue ψ (θ ) and a positive eigenvector u (·, θ ) such that
Now, given r > 0, consider the space-time Markov chain W (·) defined via
It is easy to verify that the generator of W (·) can formally be written as A W = A Y +∂ t . More precisely, given (g (y,t) : y ∈ S,t ≥ 0) we have that (A W g) (y, r + t) = (A Y g) (y, r + t) + ∂ t g (y, r + t). The matrix A Y is applied to the vector g (·, r + t) and ∂ t represent the derivative with respect to t applied to the function g (y, r + ·). We hereafter use the notation
The following result is very useful to construct simulation algorithms for Markov processes (cf. Skorokhod, Hoppensteadt, and Salehi (2002) p. 82) Lemma 1. Given a positive function (h (y,t) : y ∈ S,t ≥ 0) which belongs to the generator of A W we have that the process
is a martingale.
Proof. The expression for M h (t) is equivalent to
M h (t) = h (W (t)) exp − t 0 (A W h) (W (s)) h (W (s)) ds .
Recall that if h (·) is in the domain of A W then N (·) defined via
is a martingale (in fact it is known as the Dynkin martingale). We then apply the product rule of differentiation of standard calculus to M h (t) (everything here is of bounded variation) to obtain
Since N h (·) is a martingale and the integrand is bounded we conclude that M h (·) is a martingale.
The previous lemma indicates that M h (·) is a positive martingale, therefore, M h (·) /h (W (0)) induces a change-of-measure whose associated probability in the path space of W (·) will be denoted by P (h) . It follows from Lemma 3 in p. 82 of Skorokhod, Hoppensteadt, and Salehi (2002) 
that under P (h) the process W (·) is also a Markovian with infinitesimal generator A (h)
W given by
The notation g ⊗ h represents a tensor product. In other words (g ⊗ h) (w) = g (w) h (w) = g (y,t) h (w,t).
We now are ready to obtain an expression for the asymptotic log-moment generating function of D (δ ). The idea is to judiciously select the function h (·) in order to construct a martingale such as M h (·). We define
where u (·) is selected so that u (y, 0) = 1. Observe, using (4), that
Consequently,
Clearly (M h (t) : t ≥ 0) is uniformly bounded and therefore uniformly integrable. Therefore, we can send t ∞ obtaining convergence almost surely and in L 1 to
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Finally, observe (given that the function ∂ θ u (y, ·) is continuous by results of Kontoyiannis and Meyn (2003) ) that there exists a constant κ ∈ (0, ∞) independent of δ such that
On the other hand, using the definition of Z (s), integration by parts and equation (2) we obtain that
Consequently, we obtain the following result.
Proof.
Since M h (t) converges to M h (∞) almost surely and in L 1 we have that E x (M h (∞)) = u (x, θ ). The result follows directly from (7) and equation inequality (8).
As a consequence of the previous result we obtain the following Theorem (see also Blanchet (2004) and Blanchet and Glynn (2009) 
The result follows by a direct application of the Gartner-Ellis theorem (see for instance Dembo and Zeitouni (1998) p. 43) . To verify the validity of the expression for I (η) note that for θ > 0
Therefore, the associated Legendre transform of the asymptotic log-moment generating function of D (δ ) evaluated at η ∈ λ /γ, d * , namely, I (η) satisfies
Optimality conditions then yield that the optimum value θ * (η) satisfies ηθ * (η) = ψ (θ * (η)), thereby obtaining the indicated expression for I (η).
IMPORTANCE SAMPLING ESTIMATOR AND EFFICIENCY
As is often the case in rare-event simulation, specially in the context of light-tailed systems such as the ones that we consider here, the techniques behind the large deviations asymptotics provide useful guidance for the construction of efficient importance sampling estimators. Not surprisingly then, we will take advantage of the ideas and notions developed in the previous section to construct our estimator. The construction of the estimator is a direct translation of the change-of-measure induced by the choice of h (·) indicated in (6) using θ = θ * . More precisely, after having computed ψ (θ ), we evaluate θ * = θ * (η) satisfying the root equation indicated in Theorem 2. Then we write h * (y,t) = u (y, θ * exp (−δt)) .
We shall assume the initial condition Y (0) = y 0 (the sampler is explained in terms of the generator A Y ). We compute the rate matrix of the process Y under P (h * ) y 0 using equation (5) with our specific choice of h * (·) in place of h (·). In particular, we obtain that the rate matrix A
is time in-homogeneous given by
To obtain the column corresponding to state y in the matrix A (h * ) Y at a particular time t we evaluate the right hand side of (9) selecting f (·) = e y (·), where e y (·) = 1 if y = x and 0 otherwise. This gives
Simulation of time in-homogeneous Markov chains is standard and can be done using thinning (see Asmussen and Glynn (2007) we then compute the likelihood ratio
The previous expression will certainly have to be truncated for implementation purposes thereby inducing a bias. Nevertheless, it is not difficult to convince oneself that such bias can be controlled by truncating at a level of order Ω 1/δ 3/2 . We say that f (x) = Ω (x) if there exists κ ∈ (0, ∞) such that κ −1 x ≤ f (x) ≤ κx for all x larger than some x 0 ∈ (0, ∞).
We conclude with a summary of the efficiency properties of our estimator.
Theorem 3. The importance sampling estimator, L (δ ) I (D (δ ) > η/δ ), is asymptotically optimal as δ 0.
Proof.
The mean squared error of the estimator is bounded by the square of its second moment (under the probability measure P (h * ) y 0 , of course). So, using the inequality (7) and the expression for L (δ ) defined in (10) we obtain that
≤ exp (2κ) u (y 0 , θ * ) exp (o (1/δ )) .
The previous line follows from Theorem 2, which also yields that the last expression in the previous display is o α (δ ) −ε for any ε > 0, thereby achieving asymptotic optimality.
