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Abstract
Doctor of Philosophy
Phase Transitions, Critical Phenomena, and Correlation Functions in the 2D Ising Model and
its Applications to Quantum Dynamics: A Tensor Network Approach
by Sankhya Basu

Advisor: Professor Vadim Oganesyan
This thesis explores several aspects of the 2D Ising Model at both real and complex temperatures
utilizing tensor network algorithms. We briefly discuss the importance of tensor networks in the
context of forming efficient representations of wavefunctions and partition functions for quantum
and classical many-body systems respectively, followed by a brief review of the tensor network
renormalization algorithms to compute the one point and two point correlation functions. We use
the Tensor Renormalization Group (TRG) to study critical phenomena and examine feasibility of
accurate estimations of universal critical data for three critical points in two dimensions – the critical
points for the isotropic and the anisotropic square lattice Ising models, and the Yang-Lee critical
endpoint. The latter two exhibit appreciable corrections to scaling, making a clear case for uniform
convergence in bond dimension apparent in our results. We are able to reproduce exactly known
values to within 1 percent with modest effort of bond dimension 28.
We analytically continue into the complex temperature plane to identify and study novel phases
and phase transitions of the 2D isotropic as well as the 2D anisotropic Ising model. Regions of
the phase space that lie in the complex coupling plane cannot be studied using standard Quantum
Monte Carlo techniques (phase problem for complex coupling). Tensor networks provides us with
a powerful tool to analyze and study regions of phase space in complex coupling planes. Evidence

v

from tensor network renormalization techniques for the infinte 2D isotropic Ising model suggest
the presence of only the standard paramagnetic (PM) and the ferromagnetic (FM) phases in the
complex temperature plane. On the other hand, evidence from magnetization using tensor network
renormalization techniques for the 2D anisotropic Ising model, and also numerical evidence based
on the exact Onsager solution for the infinte 2D anisotropic Ising model suggests the presence
of novel phases in certain regions of the complex temperature tanh(β) plane that exhibits quasilong range modulated correlations. Phase transitions from the paramagnetic (PM) phase to these
novel phases (which we label as non-ferromagnet or NFM phase) exhibit a one-sided square root
singularity akin to a commensurate-incommensurate phase transition.
In this thesis, we also present a quantum circuit with measurements and post-selection that
exhibits a panoply of space- and/or time-ordered phases. These phases can range from ferromagnetic order to spin-density waves to time crystals. The corresponding time crystals for the quantum
circuit presented in this thesis are incommensurate with the drive frequency, a behavior that is a
deviation from the time crystal that have been found in unitary circuits. The period of the incommensurate time-crystal phase can be tuned by adjusting the parameters for the quantum circuit. We
demonstrate that these novel phases, including the inherently non-equilibrium dynamical phases,
correspond to the complex-temperature equilibrium phases of the exactly solvable infinite squarelattice anisotropic Ising model with doubly periodic boundary conditions. We also present a quantum circuit and briefly discuss special dual unitary points in the complex temperature plane for the
square-lattice isotropic Ising Model and its implications in quantum information theory.
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Chapter 1

Introduction
Phase transitions are ubiquitous in nature; central to their study is the careful examination of the critical behavior of many-body systems, which are quantified by critical exponents. Detailed analysis of
phase transitions and critical phenomena have given us valuable insights into various complex properties associated with many-body systems. This can open doors to investigations in other seemingly
disparate systems that exhibit similar critical behavior, by means of universality classes. Universality classes are defined as the equivalence between different physical systems having the same
behavior at very large length (and time) scales. Understanding the properties of critical phenomena
in statistical many-body systems has thus been the focus of research for much of the past century.
Dimensionality and the underlying symmetries are crucial in determining not only the nature of
phase transitions, but also the equilibrium properties of many-body systems, especially the presence
or absence of stability in long-range-ordered phases. The Mermin-Wagner theorem [1] established
that the spontaneous breaking of a continuous symmetry can in general not occur at all in d = 1,
and can occur only at T = 0 in d = 2. The ‘Landau argument’ [2] further demonstrated that
the spontaneous breaking of a discrete symmetry can occur only at T = 0 in d = 1, while in
d > 2 finite-temperature transitions to long-range order are permitted. A further important discovery
was made by Berezinskii [3] and by Kosterlitz and Thouless [4], who showed that systems with a
continuous O(2) symmetry in d = 2 constitute an important special case: while, as per the MerminWagner theorem, they cannot exhibit spontaneous symmetry breaking at T > 0, they can however
show ‘topological order’ — which results in power-law decay of correlations between the spins —
in a temperature range 0 < T < TBKT .
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The Ising Model [5, 6], developed by Ising and Lenz was originally proposed as a mathematical
model of ferromagnetism and is one of the simplest and exactly solvable (in certain limits) models
of phase transitions. However, this seemingly simple mathematical model has been the progenitor
of a plethora of research to study the properties of thermodynamic quantities in many-body systems,
especially their behavior near points of phase transitions, and has contributed much to our current
understanding of many-body physics. In spite of its simplicity, the Ising model is rich in features
that can be exploited to explain many of the observations related to phase transitions.
Phenomenological Mean Field Theory (MFT) models like the Bragg-Williams model [7–9] and
the Landau model [10] were the among the initial works that provided a qualitative understanding
of such observations. However, for low dimensions, the critical exponents obtained from MFT disagreed with those obtained from experimental observations. This is because the mean field theories
approximate thermodynamic quantities to be spatially constant and neglect fluctuations, leading to
errors near the critical point where the correlation length is divergent. As we increase the dimensions
of the system, these fluctuations become less relevant; therefore above an upper critical dimension
dc , the MFT results for critical phenomena agree with experimental observations.
The works of Yang and Lee, and later by Fisher to examine the partition function zeros of
the Ising Model in the complex coupling plane (complex fugacity z = e−2βh plane by Yang and
Lee, and complex temperature tanh(β) plane by Fisher) has provided much useful insights to phase
transitions, not only in statistical many-body physics, but also in other areas of physics like to obtain
information on the number of ground states for a supersymmetric quantum field theory (Witten
Index), and lattice Quantum Chromodynamics (QCD).
Real space renormalization group (RG) ideas like Kadanoff’s spin blocking [11, 12] and Wilson’s numerical renormalization group (NRG) [13, 14], were the first attempts made to accurately
study the critical behavior of systems starting from the microscopic degrees of freedom. Unlike
MFT, these models can accurately predict critical exponents even for low dimensions. We will
briefly review these concepts at the beginning of Chapter 4. More recently, significant conceptual
and numerical progress has been made with the advent of modern renormalization group techniques
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F IGURE 1.1: The 1D Ising chain with a random arrangement of spins, either in the
‘up’ (+1) or the ‘down’ (-1) direction.

based on tensor network (TN) states. Such tensor network real space RG algorithms provide an efficient variational ansatz to efficiently simulate the wavefunctions and partition functions of locally
interacting Hamiltonians associated with quantum and classical many-body systems, respectively.
The density-matrix renormalization group (DMRG) [15] to numerically study 1D quantum lattices
was the first step in this direction. Just like the Ising model initiated a rich body of literature to study
critical phenomena, the DMRG fostered the advent of many modern tensor network renormalization
techniques, some of which will be reviewed in Chapter 3.
As an introduction to the rest of the thesis, we will go over the basic concepts of the Ising
model and qualitatively discuss how the Ising model describes magnetic properties of materials in
the next section, and introduce the Bragg-Williams MFT and the Landau Ginzburg approximation
to the free energy to qualitatively understand phase transitions in the Ising model. We also discuss
the mathematical foundations for the origin of phase transitions by analytically continuing away
from real values of the coupling parameters in the Ising model (namely temperature and external
magnetic field), followed by a brief introduction to the correspondence of Ising degrees of freedom
with qubits.

1.1

The Ising Model

The Ising Model [5, 6], originally proposed by Lenz and solved in one dimension by Ising, is
a mathematical model to describe ferromagnetic behavior. The model consists of a lattice with
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abstract spins σ z that can take two orientations, up (+z) or down (−z), at each lattice site (see Fig.
1.1). Mathematically, we denote a spin in the ‘up’ orientation as having a value +1, and a spin in
the ‘down’ orientation is assigned a value −1. The spins at each lattice site interact only with its
nearest neighbors with an interaction strength J. The Hamiltonian for the isotropic Ising model is
given by
HIsing = −J

X

σiz σjz

(1.1)

hi,ji

where i, j ∈ Z denote lattice points and hi, ji denotes the sum over nearest neighbors in all directions. For J > 0, parallel alignment of the spin minimizes the energy of the system and this
corresponds to the ferromagnetic Ising model. Conversely, for J < 0, anti-parallel alignment of
the spins are favored corresponding to the antiferromagnetic Ising model. The sum in Eq. 1.1 is
then carried out over each of the N bonds between nearest neighbor spins. If there is an external
mangetic field, the Hamiltonian becomes

HIsing = −J

X
hi,ji

σiz σjz − h

X

σiz

(1.2)

i

Under the influence of a z directed uniform magnetic field ({π, π} modulated or staggered
magnetic field for the antiferromagnet), the spins σ z at all lattice sites tend to align parallel (antiparallel for the antiferromagnet) to each other in the direction of the uniform (staggered) magnetic
field. Domains of spins oriented in a parallel (anti-parallel) manner results in a net value of the
(staggered) magnetization, and the system behaves like a ferromagnet (an anti-ferromagnet).
The ferromagnetic Ising chain (shown in Fig. 1.1), in the limit of zero external field h = 0
has a zero temperature critical point where all the spins are oriented in the +z direction. As we
increase the temperature, more and more spins align in the opposite (−z) direction due to thermal
excitations, thereby increasing the disorder in the system. In this state, the Ising chain behaves like
a paramagnet with a finite correlation length ξ. Greater disorder in the system destroys domains
of spins oriented parallel to each other which results in the destruction of ferromagnetic order. At
infinite temperatures T = ∞, the spins are oriented random throughout the lattice.
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The qualitative behavior of different phases is the same for higher dimensions with the exception
of a finite temperature critical point, below which the the spins are ordered, or oriented parallely.
We will turn our attention briefly to discuss approximate mean field theory models that captures the
essence of phase transitions, particularly in the context of the Ising model.

1.1.1

Bragg-Williams Mean Field Theory

The Bogoliubov inequality is the starting point for any mean field theory given by

F ≤ F̃ = F0 + hH − H0 i0

(1.3)

where F is the true free energy of the system described by the true Hamiltonian H. H0 is an
approximation of H and depends on the mean field parameter φ0 , and F0 is the corresponding free
energy. The average h. . .i0 is taken over the ensemble of the trial Hamiltonian H0 .
The goal of any mean field theory is then to minimize the free energy minφ0 F̃ with respect to
the parameter φ0 . In the Bragg-Williams approximation [7–9] for the Ising model, the variational
parameter φ0 is just the average value of the microscopic (spin) degrees of freedom. The trial
Hamiltonian for the Ising model is then just rewriting the original Hamiltonian (given in Eq. 1.2) in
terms of the average value of the spins hσ z i = m and ignoring local fluctuations at each lattice site.
In the mean field approximation for the Ising model, we decouple the spins from their nearest
neighbors, and couple them to the average ‘field’ produced by all the spins in the lattice. We
rewrite the spin degrees of freedom in terms of their mean value (plus a variational term) as σiz =
m + δσiz , ∀i. The nearest neighbor interaction term can then be rewritten as 1
σiz σjz = (m + δσiz )(m + δσjz )
= −m2 + m(σiz + σjz ) + δσiz δσjz

(1.4)

In deriving the second line, we substitute δσiz = σiz − m after expanding terms in the parantheses and regrouping
them in orders of m
1
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( A ) T > Tc

( B ) T = Tc

( C ) T < Tc

F IGURE 1.2: Plot of the magetization obtained from mean field theory considerations. For (A) T > Tc and (B) T = Tc , the self-consistent equation for the magnetization has only one solution at m = 0; (C) For T < Tc , the equation is also satisfied
at two points denoted as ±m0 .

We neglect the fluctuation term δσiz δσjz , and rewrite the approximate mean field Hamiltonian
as
Ising

H0

= −J

X


X
X
− m2 + m(σiz + σjz ) − h
σiz = JN dm2 − (h + 2Jdm)
σiz
i

hi,ji

(1.5)

i

where in the last step we have made use of the fact that, for general d–dimensional lattice, each
site will have d bonds. Note that under the mean field approximation, the (decoupled) Hamiltonian
can now be written in terms of single spin interactions with an effective external field given by
heff = h + 2Jdm.
The partition function can then be written as (and setting J = 1)
Ising

Z0

2

= e−βN dm

XY



exp β(h + 2dm)σiz

{σiz } i

= 2N e−βN dm

2

h


iN
cosh β(h + 2dm)

(1.6)
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where β = 1/T is the inverse temperature (we set kB = 1), and the corresponding free energy
density given by
Ising

f0

h

i
= − ln 2 + βdm2 − ln cosh β(h + 2dm)

(1.7)

The magnetization can then be computed simply by either taking the h derivative of the free
energy density or computing it directly from the partition function as
z
{σiz } σk


β(h + 2dm)σiz

 = tanh β(h + 2dm)
Q
m = hσkz i = P
z
{σ z }
i exp β(h + 2dm)σi
P

Q

i exp

(1.8)

i

The above equation is a self-consistent expression in m and its plot reveals important qualitative
behavior of phase transitions. The critical temperature is given as Tc = 2d. In Fig. 1.2, the solutions

for the magnetization in Eq. 1.8 are given by points where the plots for tanh β(h + 2dm) and m
intersect. In Fig. 1.2(A) for high temperatures T > Tc , and in Fig. 1.2(B) for T = Tc , we can see
that the only solution for the magnetization is m = 0. In Fig. 1.2(C), when T < Tc , there exist two
non-trivial solutions at m = ±m0 , and the system is ferromagnetic.
We can also compute the critical exponents by expanding the equation for m in the vicinity of the
critical point. It can be shown that we can compute the value for (a few of) the critical exponents as
δ = 3, and β = 1/2, which disagrees with experimental observations at low dimensions. Moreover,
MFT predicts the presence of a continuous phase transitions at a finite temperature for all dimensions
which we know is not the case.

1.1.2

The Landau model

The basic idea of the Landau [10] approximation is to write down the free energy of the system near
the critical point in terms of the relevant degrees of freedom in a way that reflects the underlying
symmetries of the system. For the Ising model near points of phase transition, the equilibrium thermodynamics is completey determined the average magnetization m, which is assumed to be small
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and constant for all the spins. The disordered state of the Ising model has an underlying Z2 symmetry under a sign flip of the spins σiz ↔ −σiz . We know that application of an external magnetic field
breaks the symmetry of the model. The free energy can then be written as an expansion in terms of
only the even powers of m (plus a symmetry breaking linear term) as
1
1
f (T ) = f0 (T ) + a(T )m2 + b(T )m4 − hm
2
4

(1.9)

This simple and elegant construction for the free energy captures the basic features of ferromagnetic phase transitions. For large values of the order parameter m, the free energy must be positive
definite. Since the m4 term is the dominant term at large m, we can conclude that b > 0. If we set
a(T ) > 0, then the free energy is minimized when m = 0, as we can see in Fig. 1.3(A) (for the
h = 0 case). This corresponds to a paramagnetic state, and the global minima shifts depending on
the external field. A negative value of a(T ) competes with the positive quartic term and creates two
minima for the free energy, corresponding to the ferromagnetic state. The sign of the finite external
field determines the global minima for the free energy. We can thus write a(T ) as a function that
changes sign when we cross the critical temperature.

a(T ) = rt

(1.10)

where t is the reduced temperature t = (T /Tc − 1). The equilibrium properties can then be obtained
from the equation of state as
∂f
= −h + a(T )m + bm3 = 0
∂m
⇒ a(T )m + bm3 = h

(1.11)

At the critical temperature, a(T ) = 0, and from the equation of state, we can immediately see
m ∼ h1/δ ∼ h1/3

(1.12)
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( A ) T > Tc

( B ) T < Tc

F IGURE 1.3: Landau free energy for the Ising Model. (A) For T > Tc , the free
energy f (m) has only one global minima at m = 0 for h = 0, and for finite h,
this global minima gets shifted depending on the sign and magnitude of h; (B) For
T < Tc , in there exists two equivalent minima in the limit of h = 0. As we turn
on the external field h, the Ising model prefers to sit in either of the two minima,
depending on whether h > 0 or h < 0.

which matches the mean field prediction for the critical exponent δM F = 3.
The critical exponent β for the spontaneous magnetization limh→0 m ∼ (−t)β can be derived
from the equation of state given by
rtm + bm3 = 0

(1.13)

The solution for m is given by2

lim m =

h→0




0,

if T > Tc



±(r(−t)/b)1/2 ,

if T < Tc

(1.14)

Thus, for T < Tc , we get
lim m ∼ (−t)β ∼ (−t)1/2

h→0
2

We consider only real solutions for m here.

(1.15)
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from where we get the mean field value for the critical exponent β = 1/2.
Even though the critical exponents derived from mean field theories are inaccurate for low
dimensions, they provide us with important insights into the critical behavior of thermodynamic
quantities and paved the way for improved theories like the Landau-Ginzburg model and the Renormalization Group [13, 14].

1.2

Statistical Mechanics in the Complex Fugacity Plane

In parallel to developments being made to better understand critical phenomena, research was also
being undertaken to gain a deeper knowledge of the origin of phase transitions, led by Yang, Lee,
and Fisher [16–18]. This was achieved by analytically continuing the partition function Z(β, h)
into the complex fugacity plane allowing the couplings β, h to take on complex values. Following
the pioneering work of Yang and Lee considerable light has been shed on several open problems
in statistical mechanics by the complex coupling technique, spearheaded by Lee, Yang, Fisher and
others[19–26].
It was understood that phase transitions are associated with the singularities in the free energy
and its derivatives. Since the free energy is the logarithm of the partition function, these singularities
manifest as zeros of the partition function Z for finite size lattices. If we consider the partition
function as a polynomial (an entire function) in terms of its fugacity variable, then its full analytic
structure is determined by the location of zeros of the partition function. This analytic structure
for the partition function can only be revealed by analytically continuing away from real values of
couplings into the complex fugacity plane; the occurence of phase transitions and the behavior of
thermodynamic quantities in the vicinity of points of phase transition is then intimately related to
the zeros of analytically continued partition function in the thermodynamic limit N → ∞.

1.2.1

Yang-Lee Zeros

In 1952, Yang and Lee [16, 17] were the first to point out this connection by looking at the zeros of
the analytically continued grand partition function for finite size classical lattice gas of N particles
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with hardcore repulsions, in a volume V, with fugacity z at a temperature T . The grand canonical
partition function is defined as

Θ(z, V, T ) =

N
N 

X
Y
1
z
−1
Zp (V, T )z p =
p!
zj
p=0

(1.16)

j=1

where Zp is the canonical partition function of a system of p particles with fugacity z.
Writing Θ(z, V, T ) as a polynomial we can see that it has N roots (or zeros) given by zj , j ∈
{1, 2, . . . , N }. These roots can be solved exactly for finite size lattices and then extrapolated to
the thermodynamic limit. It is clear from Eq. 1.16 that the thermodynamics of the system is then
determined by the location of the zeros in the entire complex plane. Yang and Lee [16] observed
that for finite size lattices, there is an absence of zeros for the partition function in a complex
neighborhood around a real value of the fugacity z. In such a scenario, the free energy (and other
thermodynamic quantities) are holomorphic functions and phase transitions cannot occur.
As N is increased the zeros become denser and move closer to the real fugacity axis. In the
thermodynamic limit, as V → ∞ and N → ∞, the partition function zeros coalesce into lines
and become densely distributed in the complex fugacity plane with a density g(θ) and come infinitesimally close to the real z axis. The free energy and other thermodynamic quantities develop
singularities on the real fugacity axis around which the zeros accumulate marking the points of
phase transition.
In particular for the Ising model, Lee and Yang [17] considered the fugacity variable to be
z = e−2βh , for real temperatures β and allowed the external field h to take on complex values. The
partition function for the Ising model then can be written as
Z Ising = Tr e−βH

Ising

= eN βh

N
X
n=0

Pn (β)z n

(1.17)
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F IGURE 1.4: Yang-Lee zeros in the complex fugacity z plane, where we define
z = e−2βh (A) For T > Tc , the zeros form a symmetric arc around z = −1, ending
at points ±θ0 (T ); (B) At T = Tc , the zeros pinch the Re z axis at z = 1 denoting
the point of phase transition h = 0; (C) For T < Tc , the zeros densely occupy the
complex z plane.

where n is the number of down ↓ spins. For real temperatures, Pn (β) > 0 and the polynomial on
the right hand side of Eq. 1.17 can be factorized into a product of its roots zn as

Z

Ising

= C0 e

N βh

N
Y

(z − zn )

(1.18)

n=1

where C0 is a positive constant.
In the thermodynamic limit, the zeros for the partition function coalesce into a unit circle in the
complex z = e−2βh plane, as shown in Fig. 1.4. This is known as the Yang-Lee circle theorem,
and the roots can be written as zn = eiθn , where θ is a continuous variable, equal to the angle with
respect to the positive Re z axis. If the complex magnetic field is written out as a sum of its real
and imaginary parts h = h0 + ih00 , then it is clear that there is a phase transition at the critical value
h0 = 0 of the field, and the magnetic field is purely imaginary i.e. h = ih00 .
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The thermodynamic functions, especially the free energy and the magnetization (m = −∂f /∂h)
can be written purely in terms of the density g(θ) as
Z

π

dθ g(θ) ln(z 2 − 2z cos θ + 1)
βf (β, h) = −βh −
Z θ=0
π
z − cos θ
dθ g(θ) 2
m(β, h) = 1 − 4z
z − 2z cos θ + 1
θ=0

(1.19)

These expressions have an interesting electrostatic analog that helps provide useful insights into
the nature of phase transitions at the critical point. We will discuss this in Appendix A.
For T > Tc , the zeros form a symmetric arc around θ = π, and end at points marked by ±θ0 (T ),
as shown in Fig. 1.4(A). These end points θ0 (T ) of the arc are of considerable interest themselves
(see Fig. 1.5), noted by Kortman and Griffiths as they are critical points defined by a ϕ3 action,
given by
Z
S=

dd x

h1
2

(∂ϕ)2 + i(h00 − h0 )ϕ + igϕ3

i

(1.20)

for a coupling constant g. The critical field ih0 (T ) corresponds to the edges of the arc in the
high temperature phase whose magnitude depends on the temperature T (greater than the critical
temperature). The field theory defined at the critical field h0 (T ) by the action S in Eq. 1.20 has a
central charge c5,2 = −22/5 and belongs to the simplest non-unitary M(5, 2) minimal model with
only one relevant operator ϕ having conformal dimension ∆ = −1/5 [27].
The density of zeros themselves show critical behavior near the vicinity of the Yang-Lee edges
and scales with the critical exponent for T > Tc as
g(θ) ∼ |θ − θ0 (T )|σ

(1.21)

It was shown by Cardy [25] that σ = −1/6 for 2D many-body systems. The connected two
point correlation function behaves as [22]
G(r, H) = hσ0z σrz i − hσ z i2 ∼ D(rH ν̃ )r(2−d−η)

(1.22)
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F IGURE 1.5: Yang-Lee edge singularity defined by a ϕ3 theory.

as H = h − ih0 (T ) → 0, and r → ∞. The critical exponent ν̃ gives the scaling relation for
the divergence of the correlation length ξ ∼ H −ν̃ as H → 0. The scaling function D is given as
D(x) = Ae−Bx /x2 . The scaling relations between the critical exponents can be used to determine
that η̃ = −4/5 for 2D systems and ν̃ = 5/12.
As we lower the temperature T , the gap between the edges ±θ0 gets smaller and slowly move
towards the real axis. At the critical temperature T = Tc (Fig. 1.4(B)), these edges pinch the real
axis at z = 1, h = 0 signaling a phase transition. For low temperatures T < Tc (Fig. 1.4(C)), the
density of zeros is finite throughout the complex z plane.
The Yang-Lee formalism has not only been generalized to include higher order spins, more
general interactions and other general models [20, 22, 28–38], but also helped gain useful insights
into QCD phase transitions [39–41].

1.2.2

Fisher Zeros

At the beginning of this section, we motivated the need to look at complex values of couplings to
provide an analytic structure to the theory of phase transitions. As a concrete example, we looked
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at the complex fugacity z = e−2βh for the Ising model with a complex magnetic field h and for
real temperatures β. We now look at the nature of phase transitions when we allow the (inverse)
temperature β to take on complex values, which was first done by Fisher [18] as part of his lecture
series in theoretical physics.
We know that unlike the 1D Ising model that has no finite temperature phase transitions, the
2D Ising model has a well defined finite critical temperature in the limit of zero external field. This
critical point marks a phase transition from the paramagnetic to ferromagnetic state. The solution
for the 2D Ising model using the transfer matrix technique was given by Onsager and Kauffman
[42, 43] making use of the Kramers-Wannier duality [44, 45] and mapping on to dual variables. The
Kramers-Wannier relation describes the dual relationship between the low temperature and the high
temperature perturbative expansions for the partition function of the Ising model, which can be used
to understand important properties of the model.
To arrive at the low temperature expansion, let us look at the ground state T = 0, where all the
N spins in the lattice are aligned in the ‘up’ ↑ direction3 . Spin flips ↑ to ↓ corresponds to an increase
in energy by a factor of e2β for each bond associated with the spin. For the 2D Ising model, flipping
one spin corresponds to breaking 4 bonds (for the 4 nearest neighbors), with each bond contributing
an addition of e2β (we set the interaction strength J = 1 for both the directions) to the energy. We
can thus perturbatively expand the partition function at low temperatures in terms of the number of
bonds flipped multiplied by the combination of ways in which we can perform such operations. The
low temperature expansion can then be written as
h
i
Ising
Zlow = e2N β 1 + N e−8β + 2N e−12β + . . .

(1.23)

where e−β  1.
3

We choose this convention because we consider the external magnetic field to be directed along the +z direction.
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For the high temperature expansion, we make use of the following two relations valid for variables σiz = ±1

z z

eβσi σj = cosh(β) + σiz σjz sinh(β),

X

(σ z )n =

σ z =±1




0, if n is odd

(1.24)



2, if n is even

In the limit of h = 0, the partition function for the Ising model is given by
X Y

Z Ising =


cosh(β) + σiz σjz sinh(β)

σiz =±1 hi,ji

=



cosh(2β)

2N X Y 


1 + σiz σjz tanh(β)

(1.25)

σ z =±1 hi,ji

Applying the properties described in Eq. 1.24 in Eq. 1.25, we immediately see that for the
cluster expansion only even powers of tanh(β) contribute to the partition function. The partition
function can then be written as

2N h
i
Ising
1 + N tanh4 (β) + 2N tanh6 (β) + . . .
Zhigh = 2N cosh(2β)

(1.26)

Under the duality transform
e−2β ↔ tanh(β)

(1.27)

we see that the two expansions for the partition function transform into each other (up to a multiplicative constant) as
Ising

Ising

Zlow ↔ Zhigh

(1.28)

Thus, the 2D Ising model is self-dual in the sense that it can be described by another 2D Ising
model with dual variables. This duality transformation has a fixed point when the duality relation in
Eq. 1.27 becomes an equality. Solving for the fixed point, we get

tanh(β∗ ) =

√

2−1

(1.29)
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The partition function for the general 2D Ising model [42, 43] for h = 0 with couplings Jx and
Jy in the thermodynamic limit is given by

Z2D Ising =

m Y
n
Y

cosh(2βJx ) cosh(2βJy ) − sinh(2βJx ) cos

p=1 q=1

2πp
m

!
− sinh(2βJy ) cos

2πq
n

!

(1.30)
The partition function in Eq. 1.30 can be rewritten in terms of the dual variables vx = tanh(βJx )
and vy = tanh(βJy ) as

Z2D Ising =

m Y
n
Y
p=1 q=1

1 + vx2
1 − vx2

!

1 + vy2
1 − vy2

!

2vx
−
cos
1 − vx2

2πp
m

!

2vy
−
cos
1 − vy2

2πq
n

!
(1.31)

For the isotropic 2D Ising model, Jx = Jy = J and this equation simplifies further into a quartic
equation in the variable v = vx = vy = tanh(βJ). Allowing the dual variable v to have complex
values by analytic continuation, and setting J = 1, we see that the zeros (known as Fisher zeros)
√
for the partition function arrange themselves into two circles centered at ±1 with a radius 2 in
the complex tanh(β) plane as shown in Fig. 1.6. As we increase the size of the lattice, the points
where the zeros are located in Fig. 1.6 (A) coalesce into lines in Fig. 1.6(B). These lines pinch the
√
real axis in the thermodynamic limit at tanh(βc ) = ±( 2 − 1) denoting the critical temperature
for the 2D Ising model4 . The equation for the location of zeros v0 in the complex tanh(β) can then
be given by
v0 = ±1 +

√

2eiθ

(1.32)

where θ is the angle made by the radial line extending from the points ±1 with the Re tanh(β) axis.
For our simulations, normally we take a radial cut in the first quadrant of the complex tanh(β)
plane starting from the origin which corresponds to the infinite temperature T = ∞ state. The idea
is to start from a high temperature paramagnetic state and then the effect of moving to the right in
the complex plane corresponds to reducing the temperature of the system. The lines of Fisher Zeros
correspond to points to phase transition between the paramagnetic and the ferromagnetic state. The
√
There are two more points where the circles pinch the real tanh(β) axis at tanh(β) = ±( 2 + 1), but these values
of tanh(β) corresponds to a complex β.
4
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(A)

(B)
F IGURE 1.6: Fisher Zeros [18] in the complex
tanh(β) plane forms two circles
√
centered at tanh(β) = ±1 with a radius 2. The branch points where the partition
function vanishes, denoted as points of Fisher zeros in (A) coalesce into branch cuts
or lines of first order phase transitions in (B) as the lattice size increases. These lines
demarcate between different holomorphic regions in the phase space of the 2D Ising
model. In the thermodynamic limit,
√ these lines pinch the Re tanh(β) axis at the
points tanh(β) = ±1 ± 2 denoting points of phase transition.
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(A)

(B)
F IGURE 1.7: Fisher Zeros in the complex sinh(2β) plane form a simple unit circle.
The paramagnetic (PM) phase lies inside the circle whereas the ferromagnetic (FM)
lies outside. As the lattice size is increased, we can see the points of Fisher zeros in
(A) coalescing into lines of first order phase transitions. The lines of Fisher zeros
pinch the Re sinh(2β) axis at sinh(2β) = ±1
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points of phase transition can easily be computed from a simple geometric consideration.
Let the angle made by the radial cut starting from the origin with the Re tanh(β) axis be φ,
where φ is known to us. Then any point (x, y) on the lines of Fisher zeros can be equated as

±1 +

√

2 cos(θ) = x = r cos(φ)
√
2 sin(θ) = y = r sin(φ)

(1.33)

where r is the radial distance from the origin to the points of phase transition. The angle θ can then
be simply computed from the equation
√

tan(φ) = √

2 sin(θ)
2 cos(θ) ± 1

(1.34)

Hence with a known value of φ and θ, calculating the value of r is then a matter of simple
substitution in Eq. 1.33.
The geometry of zeros simplifies further if we consider sinh(2β) = S to be the dual variable.
Under this transformation, the partition function assumes the simple form of

Z2D Ising =

N
Y
p=1

1 + S 2 − S cos

2πp
N

!
(1.35)

In the complex sinh(2β) plane, the zeros lie on the unit circle as shown in Fig. 1.7. As we
increase the lattice size, the points corresponding to zeros of the partition function coalesce into
lines which mark the points of phase transittion. In the thermodynamic limit, the locus of zeros
pinch the Re sinh(2β) axis at the point sinh(2βc ) = 1 (this condition can also be obtained from
Onsager’s solution for the free energy), denoting the temperature at which the phase transition
occurs.
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Analogy between Statistical Mechanics and Quantum Dynamics

The importance of complex temperature statistical mechanics is not limited to just understanding the
mathematical principles underlying the origin of phase transitions, it also has an innate connection
to quantum dynamics. At the heart of the connection between quantum dynamics (or quantum field
theories) and classical statistical mechanics lies the partition function Zcl , and is closely related to
the path integral in quantum field theories. We derive this connection explicity starting from the
quantum field theory side by considering the simple example of a non-relativistic particle traveling
under a potential V (q), where q represents the generalized coordinates.
Let us consider the transition amplitude for the particle traveling from q0 at time t = 0 to q(t)
at time t. The transition amplitude is defined by the path integral (setting ~ = 1)
A(q(t0 ), t0 ; q0 , 0) =

Z

q(t)

q0

" Z
#
m

t

Dq(t) exp i
dt0
q̇(t0 )q̇(t0 ) − V q(t0 )
2
0

(1.36)

where the integrand in the brackets is the Lagrangian L̂ of the system. We assume that the Lagrangian only implicitly depends on time. In the Heisenberg picture, the transition amplitude can
be written as
A(q(t), t; q0 , 0) = q(t) e−iĤt q0 ;

Ĥ =

p2
+ V (q)
2m

(1.37)

where Ĥ is the Hamiltonian obtained from a Legendre transform of the Lagrangian L̂, and p being
the generalized momenta.
The first step in deriving the dynamical-statistical correspondence is to Wick rotate the time
coordinate t → −iτ 5 . Since the Lagrangian does not explicitly depend on time, the transition
amplitude in Eq. 1.37 can now be written as
A(q(τ ), τ ; q0 , 0) = q(t) e−Ĥτ q0

(1.38)

The evolution operator on the right hand side of the Eq. 1.38 now looks formally like the thermal
5
This is named as a rotation because this transformation corresponds to a rotation by π/2 radians in the complex t0
plane
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density operator for classical statistical systems. In fact, if we set q0 = q(τ ) = q, and sum over
all the position eigenstates, then the above expression can be thought of as describing the partition
function Zcl of a statistical system at a finite (inverse) temperature β = 1/T . An additional step of
identifying the inverse temperature with imaginary time β = τ allows us to arrive at the familiar
form of the partition function
Zcl =

X

q e−β Ĥ q

(1.39)

q

and the sum is over a complete basis of states, and the q’s are orthonormal to each other. This led to
the development of the dynamical-statistical correspondence where analogies can be drawn between
quantum dynamics and statistical mechanics at a finite temperature. A thorough analysis on this is
given in [46].
The derivation of the dynamical-statistical correspondence can also be extended to many-body
systems described by the Hamiltonian Ĥ. Let us consider the many-body system of interest to us
– the 2D Ising model, in the complex temperature plane where the phase diagram is determined by
the location of the Fisher Zeros (see Fig. 1.6, and Fig. 1.7). We can infer from Eq. 1.38 that, for
a general complex temperature β ∈ C together with the identification β = τ , the corresponding
evolution operator can be thought of as describing a non-unitary evolution for quantum many-body
systems. For the 2D Ising model with nearest neighbor interactions, there exist points in the complex
temperature plane equal to tanh(β) = ±i = sinh(2β), β = ±iπ/4 where we can recover unitary
evolution for 1D quantum many-body systems [47–49].

1.4

Ising Model and Quantum Circuits

We can further formalize the connection between statistical mechanics of the Ising model at complex
temperatures and quantum dynamics by making use of the fact that the degrees of freedom for the
Ising model can take on, in general, d discrete values6 . This is formally similar to qudits which is
a d– level quantum system. Specifically for the spin–1/2 Ising model, the spins can take on two
values : +1 corresponding to the ‘↑’ orientation, and −1 for the ‘↓’ orientation. These spin–1/2
6

For a general spin n Ising model, d = (2n + 1)
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F IGURE 1.8: Bloch sphere representation of a qubit ψ .

degrees of freedom can then be thought of as representing qubits or quantum bits which are two–
level quantum systems. The qubits can live either in the ‘up’ state, denoted by
to the +1 value of the spin, or in the ‘down’ state

↓

↑

corresponding

corresponding to the −1 value of the spin,

or in a superposition of the two states denoted by

ψ = a↑ ↑

+ a↓ ↓

(1.40)

where a↑ and a↓ are appropriately normalized constants. The states

↑

 
1
=  ,
0

↓

 
0
= 
1

↑

and

↓

are given by

(1.41)

The Bloch sphere representation (see Fig. 1.8) of a qubit is given as

ψ = cos

θ
↑
2

+ eiϕ sin

θ
↓
2

(1.42)

The quantum evolution picture becomes clear if we consider the lattice points in one direction of
the 2D Ising model as comprising of linear (spatial) chain of qubits, with the successive lattice points
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F IGURE 1.9: A few of the basic single qubit and two qubit quantum gates. The
basic single qubit gates shown the Pauli gates X, Y and Z and the Hadamard gate
H. ψ X , ψ Y , ψ Z , and ψ H represent the final state of the intial qubit ψ
after acting on it with the Pauli X, Y , Z gates and the Hadamard gate respectively.
We also provide the example of the controlled-NOT gate or the CNOT gate as a two
qubit gate

in the other direction denoting each time step in the time evolution of the Trotterized Hamiltonian.

1.4.1

Quantum Bits, Quantum Gates, and Quantum Circuits

We know that qubits are the fundamental units of quantum computing and quantum information,
akin to classical bits for classical computation. Similar to classical bits, which can take values 0 or
1, qubits can have two possible states

↑

and

↓ . The only difference between a classical bit

and a quantum bit is that quantum bits can be in a superposition of the two possible states. Quantum
gates can be described as operations on the quantum bits, and a quantum circuit can be thought
of as an inter-connected network of quantum gates that are entangled with each other exchanging
quantum information between them.
Let us briefly introduce the basic concepts of quantum gates and quantum circuits that will be
used later in this thesis. In this section, we describe in some detail the action of each of the single
qubit Pauli spin matrices, depicted in Fig. 1.9 that will be utilized to construct the quantum circuit
for the 2D Ising model. In addition, we skim over a couple of quantum gates that we will not be
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using in this thesis, but are important in the realm of quantum information viz. the Hadamard gate
and the controlled-NOT or CNOT gate.
= a↑ ↑

The Pauli X gate acting on a qubit in the normalized state ψ

+ a↓ ↓

simply

flips the qubit, equivalent to the NOT gate in classical computing. The action of the Pauli X gate
can be written as

   
0 1 a↑  a↓ 
X ψ =
   =   = a↓ ↑
1 0
a↓
a↑
The action of the Pauli Y gate is to map

↑

→i ↓

+ a↑ ↓

and

↓

= ψ

(1.43)

X

→ −i ↑ , corresponding

to a rotation of π radians around the ŷ– axis of the Bloch sphere in Fig. 1.8. This can be written as

  

0 −i a↑  −ia↓ 
Y ψ =
  = 
 = −ia↓ ↑
i 0
a↓
ia↑
The Pauli Z gate flips the phase of the state

↓

+ ia↑ ↓

= ψ

with respect to the state

Y

(1.44)

↑ , which can be

described as

  

1 0  a↑   a↑ 
Z ψ =
  = 
 = a↑ ↑
0 −1 a↓
−a↓

− a↓ ↓

= ψ

Z

(1.45)

The Pauli gates will be useful for us in developing a quantum circuit formalism for the Ising model,
which we discuss in Chapter 5. The fourth Pauli gate is the trivial identity matrix 1 which we will
not discuss here. Rather let us look at the more useful Hadamard gate H shown in Fig. 1.9(D). In
the Bloch sphere picture, the operation of the Hadamard gate on a qubit is to rotate it by π/2 radians
along the ŷ–axis followed by a π rotation along the x̂–axis. The action of the Hadamard gate H on
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↓

can be summarized as


1 1 1 
=√ 
 ↑
2 1 −1


1 1 1 
=√ 
 ↓
2 1 −1

1 
=√
↑
2

+ ↓



(1.46)

1 
=√
↑
2

− ↓



(1.47)

The Hadamard gate H has no classical counterpart and is a purely quantum operation.
We consider another important example of the controlled-NOT (CNOT) gate which is the quantum analog of the classical XOR gate. Multi-qubit gates can be formed by a combination of the
controlled-NOT gate and single qubit gates, and hence CNOT gates are universal. The schematic
diagram of the CNOT gate is shown in Fig. 1.9(E) and is represented by the matrix

UCNOT


1

0

=
0


0

0 0
1 0
0 0
0 1


0

0


1


0

(1.48)

The CNOT gate is a 2 qubit gate with the first qubit (on the top) acting as a control qubit and the
second qubit (on the bottom) is the target qubit. Unlike its classical counterpart, the CNOT gate is a
unitary gate, in that the action of the gate is reversible which can be summarized as follows: If the
control qubit is in the
is in the

↓

↑

state then the state of the target qubit is not flipped, if the control qubit

state, then the state of the target qubit is flipped. This can be represented as follows

↑

↑

CNOT

→

↑

↑ ,

↑

↓

CNOT

→

↑

↓ ,

↓

↑

CNOT

→

↓

↓ ,

↓

↓

CNOT

↓

↑ ,

→

(1.49)

Chapter 1. Introduction

27

The quantum gates discussed here are not an exhaustive list and we will not go into details of
all of them. For a detailed study of quantum computation and quantum information, we refer the
interested reader to [50].

1.5

Outline of the thesis

In this Chapter, we introduced the Ising model that describes ferromagnetic phase transition and
briefly reviewed phenomenological theories by Bragg and Williams, and Landau that qualitatively
captures critical phenomena and attempts to accurately derive the critical exponents. We also motivated the need to study statistical mechanics for complex values of the coupling parameters and
temperature as a mathematical tool to better understand the fundamental principles governing the
origin of phase transitions, and derived the connection between complex temperature statistical mechanics and quantum dynamics. We further formalized this connection by thinking of the 2D Ising
model as a quantum circuit where lattice points in one direction represent a system of qubits with
the lattice points in the other direction representing successive time evolution steps corresponding
to the Trotterized Hamiltonian. We ended the introductory chapter with a brief review of the quantum gates that will be useful in constructing the quantum circuit for the 2D Ising model, and briefly
looked at a couple of other quantum gates viz. the Hadamard and the controlled-NOT (CNOT)
gates, that are important in the realm of quantum computation and quantum information.
Chapter 2 provides a brief review of the basics of tensor networks. We start the next chapter with
the motivation to use tensor networks as our choice of computational instrument, followed by the
basics of tensor network theory. We also study the basics of tensor decomposition methods, such as
Schmidt Decomposition, Singular Value Decomposition (SVD), and Higher Order Singular Value
Decomposition (HOSVD) which are the backbones behind the tensor network algorithms described
in Chapter 3. We end Chapter 2 by working out an example of representing the 1D Ising model
and the 2D Ising model as a tensor network. We also explicitly calculate the paritition function and
derive the Fisher Zeros for the 1D Ising model from the tensor network representation. We also
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briefly discuss the behavior of the two point correlation function hσ0z σrz i along the lines of Fisher
Zeros for the 1D Ising model.
In Chapter 3, we review the Tensor Renormalization Group (TRG) and the Higher Order Tensor
Renormalization Group (HOTRG) and provide details on calculating the free energy density from
tensor network algorithms. We also provide a brief explanation of the algorithm to compute one
point hσ z i and two point hσ0z σrz i correlation functions using the TRG algorithm. While previous
literature only calculated hσ0z σrz i at distances r = 2l i.e. only at distances that are powers of 2 [51,
52], we provide a couple of examples to compute the same when r 6= 2l .
The focus of Chapter 4 will be to determine the feasibility of applying the algorithms developed
in Chapter 3 to accurately compute the critical exponents related to the one point and two point
correlation functions with modest cutoff bond dimension χ for the square lattice Ising model. We
propose a method that involves numerically locating the critical temperature for a particular χ; this
enables us to compute the (previously unreported) critical exponents η, δ, γ, and γ/ν without having
to go to very high values of χ. In particular, we consider the isotropic and the anisotropic square
lattice Ising model and test the convergence of the method with increasing χ. We study universal
behavior by examining the equivalence of the critical exponents and also other universal constants
such as the amplitude ratio A (in particular, we consider the amplitude ratio related to the magnetic
susceptibility X ). We also compute the critical exponents σ and η at the Yang-Lee edge singularity
for the square lattice Ising model as an example of studying critical behavior with TRG in limits
inaccessible by standard Monte Carlo algorithms. As a preface, we begin with an introduction to
the theory of phase transitions and critical phenomena followed a brief explanation of the real space
renormalization group (RG) developed by Kadanoff [11, 12], Wilson [13, 14], and Migdal [53, 54],
and how they predict critical phenomena. In particular, we look at the cases of the 1D Ising model
(Kadanoff spin blocking) and the 2D Ising model (Migdal-Kadanoff construction). We end Chapter
4 with an exploration of the phases and phase transitions for the isotropic 2D Ising model using the
same TRG techniques. We look for signs of any novel phases, phase transitions and novel structures
in the correlation functions that might exist for the isotropic 2D Ising model, and motivate the idea
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for exploring the anisotropic 2D Ising model.
In Chapter 5, we present a quantum circuit for the general anisotropic 2D Ising model, which accurately captures the novel phases and phase transitions. A Jordan-Wigner transformation followed
by mapping to Anderson pseudospins, aka fermionization, accurately reproduces the phase diagram
that is obtained from tensor network calculations as well as from looking at the non-analyticities in
the Onsager solution for the anisotropic 2D Ising model. We demonstrate the existence of phases
where the two-point correlation function hσ0z σrz i shows modulated long-range behavior. We shall
show that these novel phases correspond to regions in the complex tanh(β) plane where the transfer
matrix obtained from the quantum circuit of the anisotropic 2D Ising model satisfy a particular set
of conditions. The period of oscillations obtained from tensor network calculations matches to a
high degree of accuracy with the same obtained from exact fermionization calculations. The text in
this chapter closely follows the text in our publication Phys. Rev. Research 4 013018 (1 2022).
We conclude this thesis with a summary and a discussion of future work and also potential open
problems of interest in Chapter 6.
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Chapter 2

Tensor Networks : A Brief Review
In this chapter, we will provide a brief motivation for the use of tensor networks in simulating
strongly correlated many-body systems, followed by an introduction to the basics of tensor network
representations and contractions of tensor networks. We will provide a brief description of representing quantum states using tensor networks, followed by an overview of a few methods of tensor
decomposition that are important in the realm of simulating many-body physics. We will round up
this chapter by forming the tensor network representation of the 1D Ising model and the 2D Ising
model with periodic boundary conditions.

2.1

Why do we need Tensor Networks?

Efficient numerical simulations of strongly correlated classical and quantum many-body systems
remains a challenge even to this day. This is engendered by the fact that the Hilbert Space H , and
hence the entanglement of the system grows exponentially with the system size (N ). For example,
the size of the Hilbert space H for a spin−1/2 system of system size N grows as 2N . Numerical
simulation techniques such as exact diagonalization techniques of the (quantum) Hamiltonian H
are limited to sytems with a finite number of spins or qubits; hence studying (quantum) phase
transitions in the thermodynamic limit using exact diagonalization techniques remains a challenge.
Other numerical simulation techniques such as Quantum Monte Carlo methods suffers from the sign
problem, rendering it inapplicable for simulations in fermionic systems and frustrated quantum spin
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systems. Quantum Monte Carlo techniques are also not suitable to study many-body spin systems
in the complex phase space, as we run into a phase problem.
Tensor Networks provide an efficient way of representing classical as well as quantum manybody systems, and accurately captures the entanglement properties of the system. Entanglement
properties of a system also describes the geometry in which the state lives in and makes Tensor
Network representations of many-body systems geometrically intuitive. This property of Tensor
Networks leads to efficient numerical algorithms to simulate many-body systems. The advantage of
using algorithms based on Tensor Networks is that they are neither limited by system size constraints
nor do they suffer from the sign problem and the phase problem that plagues Quantum Monte
Carlo techiniques, making algorithms based on Tensor Networks the ideal candidate to numerically
simulate classical as well as quantum many-body systems. However, algorithms based on Tensor
Networks are limited by the amount of information or entanglement that we can keep leading to
systematic errors (which can be easily controlled) in our simulations.

2.2

ABC of Tensor Networks

Here we provide a brief description about the basics of representing a tensor and tensor contractions.
In general, a tensor is an abstract object and can be thought of as a multidimensional array of
complex numbers, with the rank of the tensor denoted by the number of free indices. We denote
a general rank−n tensor T ∈ V1 ⊗ V2 ⊗ . . . ⊗ Vn having n free indices, as an object with n legs
dangling from it. A few basic examples would be a vector Vi or a rank−1 tensor with 1 free index
denoted in Fig. 2.1(a) as an object with 1 leg, a matrix Mij or rank−2 tensor is denoted as an object
with 2 legs in Fig. 2.1(b), a rank−3 tensor Xijk with 3 legs denoted in Fig. 2.1(c), a rank−4 tensor
Tijkl with 4 legs denoted in Fig. 2.1(d), and a general rank−n tensor ψi1 i2 ...in has n legs.
Tensor contractions, which are sums over repeated indices are usually denoted by connected
lines between tensors. Commonly known tensor contractions include contracting a vector with a
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F IGURE 2.1: Representation of Tensor Networks. The number of free legs coming
out of the tensor denotes the rank of the tensor. (a) rank−1 tensor or a vector Vi ;
(b)rank−2 tensor or a matrix Mij , (c) rank−3 tensor Xijk , (d) rank−4 tensor Tijkl ;
(e) rank−n tensor with n free legs dangling ψi1 i2 ...in
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F IGURE 2.2: Diagrammatic representation of a few simple tensor contractions. Einstein summation convention is assumed. (a) Contraction of a matrix with a tensor
Wi = Mij Vj ; (b) Inner product of two matrices Mij = Aik Bkj ; (c) Trace of a
matrix Mii ; (d) Trace of a rank−4 tensor Tijij , (e) Contraction of 4 rank−3 tensors
S 1 , S 2 , S 3 , S 4 to form a rank−4 tensor.
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tensor given by (shown in Fig. 2.2(a))

Wi =

X

Mij Vj

(2.1)

j

or, the inner product of two matrices given by (shown in Fig. 2.2(b))

Mij =

X

Aik Bkj

(2.2)

k

The trace of a tensor is usually shown by connecting the free indices in the form of a a loop. We
show the diagrammatic representation for the trace of a matrix Mii in Fig. 2.2(c) and the trace of a
rank−4 tensor Tijij is shown in Fig. 2.2(d). Note that traces are scalars as they have no free indices.
Finally in Fig. 2.2(e) we show the construction of a rank−4 tensor by contracting four different
rank−3 tensors. The equation for this contraction is given by

Tijkl =

X

4
3
2
1
Sδγl
Skβγ
Sβαj
Siαδ

(2.3)

α,β,γ,δ

As we shall in the next chapter, equations of the form given in Eq. 2.3 plays an important role when
we discuss the Levin-Nave Tensor Renormalization Group [55].

2.3

Representating a quantum wavefunction as a Tensor Network

As a warm-up exercise to motivate the discussion about tensor decompositions in the next section,
let us look at constructing the Tensor Network representation of a quantum wavefunction. We know
that for many-body systems, the Hilbert space is exponentially large as a function of its system
size. For example, a quantum many-body system with N qudits has a Hilbert space H of size
dN . Similarly, the partition function Z for a classical many-body system of N particles, with
each particle having d degrees of freedom is described by a sum or a trace over a dN dimensional
phase space. Typically physical quantities have N ∼ 1023 (Avogadro’s number), and representing
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a quantum state for that many (for example) qubits would require us to know around ∼ 1069 coefficients (the number being even larger for higher spin systems), which makes computations and
numerical simulations extremely difficult.
However, all is not lost as most of the systems of physical interest to us are described by Hamiltonians that are localized i.e. their interactions are restricted to only its nearest or next-to-nearest
neighbors. As it turns out, Hamiltonians with local interactions, for example, low-energy eigenstates of gapped Hamiltonians, tend to obey the area law of entanglement, S ∼ ∂V , with V being
the volume of the system. Only state vectors that follow the area law of entanglement are relevant,
and as such form only a tiny fraction of the exponentially large Hilbert space H . Tensor Networks
utilize these properties and enables us to, at least approximately, write the state vectors and operators in a dN dimensional vector space, as a network graph composed of tensors of smaller rank
(which are much more computationally efficient to handle), contracted together in such a way that
accurately captures the entanglement and locality constraints of the system under consideration.
As a concrete example, let us look at the tensor network representation of a 1D quantum manybody system of N qudits, and construct the corresponding tensor network representation in terms
of matrix product states (MPS). The wavefunction for such a system is given by

Ψ =

X

ψi1 i2 ...iN i1 ⊗ i2 ⊗ . . . ⊗ iN

where iα represents the basis of each individual qudit, α = 1, 2, . . . N , and iα = 1, 2, . . . , d

(2.4)

∀α.

Thus the quantum many-body state can be fully represented by specifying dN complex numd
bers in ⊗N
j=1 C , which are the co-efficients of the rank−N tensor ψi1 i2 ...iN with N indices and each

indices taking on d values. Since the number of co-efficients that describe the system are exponentially large in the system size, specifying each element of the tensor ψi1 i2 ...iN is a computationally
inefficient method to describe the wavefunction (shown in Fig. 2.3(A)).
A much more efficient way to describe the wavefunction would be to decompose the rank−N
tensor ψ as a matrix product over N rank−3 tensors M (k) (one tensor for each spin). For some
cut-off bond dimension χ, the tensors M (k) have dimensions χ × χ × d, and we can decompose the
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(A)

(B)

F IGURE 2.3: TN representation of a quantum wavefunction. (A) The wavefunction
is represented by a rank−N tensor ψ with dN coefficients. (B) Matrix Product State
(MPS) of the wavefunction ψ defined as a contraction over a network of rank−3
tensors M (k) , where k = 1, 2, 3, . . . , N . The indices i1 , i2 , . . . iN represent the
physical indices whereas the dummy indices α1 , α2 , . . . αN are summed over

tensor ψ as

ψi1 i2 ...iN =

χ
X

(1)

(2)

(3)

(N )

Mα1 α2 i1 Mα2 α3 i2 Mα3 α4 i3 . . . MαN α1 iN

(2.5)

α1 ,α2 ,α3 ...αN =1

This approach of decomposing a large tensor into a network of a product of smaller rank tensors
makes numerical simulations of quantum as well as classical many-body systems much easier and
much more efficient. As we shall see later, fixing the upper-limit of the number of bond dimensions
to χ introduces systematic errors in our simulations and can be easily controlled by increasing or
decreasing χ.
We now turn to discuss the various methods of tensor decomposition that are used widely in
tensor network algorithms.

2.4

Methods of Tensor Decomposition

We have seen in Section 2.3 that decomposing a big tensor into a product of ‘smaller’ rank tensors
leads to more efficient simulation methods for quantum and classical many-body systems. In this
section, we aim to discuss a few of these
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(A)

(B)

(C)

(D)
F IGURE 2.4: Diagrammatic representation of Singular Value Decomposition(SVD).
(A)A simple SVD procedure A = U.σ.V † ; (B) A ‘symmetric’ way to perform the
SVD in which
√ the diagonal matrix of singular values σ is split into a product of its
square root σ. The square root of the singular values are multiplied to the columns
of U and also to the rows of V † ; (C) An asymmetric SVD scheme in which the
singular value matrix is either multiplied with U or V † . Here we have shown the
case where U is multiplied by σ to give U; (D) SVD procedure involving the use
of projectors of the form W W † = 1 to change the basis. Useful in tensor network
algorithms involving projectors to perform trunctation
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Singular Value Decomposition

Singular Value Decomposition (SVD) is perhaps the most widely used tensor decomposition technique for renormalization group algorithms based on Tensor Network states. The Singular Value
Decomposition technique involves decomposing a matrix (tensor) in terms of its singular values,
and matrices whose columns (and rows) constitute the left- (and right-) singular vectors. Mathematically, we can represent SVD in the following way, for a give matrix A (see Fig. 2.4(A))
†
Aij = Uin σnn Vnj

(2.6)

where σnn is a diagonal matrix of singular values, usually arranged in a descending order with
σss ≥ σs+1s+1

∀s. The columns of the matrix Uin are the left-singular eigenvectors, and the rows

†
of the matrix Vnj
are the right-singular eigenvectors for the matrix A. The matrices U and V , called

isometries, can also be obtained by the spectral decomposition of
AA† = U σ 2 U †

A† A = V σ 2 V †

(2.7)

It is clear from Eq.2.7 that the isometries U and V are unitary matrices i.e. U.U † = 1 and V.V † = 1.
It is common practice in Tensor Network algorithms to ‘split’ up the diagonal matrix of singular
√
√
values as σnn = σnn . σnn and multiply the square root of the singular values to the columns
0†
0 = U .√σ
(and rows) of U (and V † ) (see Fig. 2.4(B)). We define new tensors Uin
in
nn and Vnj =
√
†
σnn .Vnj
. In this form, we may express our original matrix A in a ‘symmetric’ manner as
0†
0
Aij = Uin
.Vnj

(2.8)

It must be emphasized here that this choice of making the SVD symmetric is a gauge choice and
definitely not unique, and depends on the problem at hand. For example, we can define a new
isometry U = Uin .σnn (see Sec.III.A in [56]) and represent the SVD as shown in Fig. 2.4(C)
†
Aij = Uin Vnj

(2.9)
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Since SVD is always defined up to a gauge choice, we can insert projectors of the form W.W † ,
where W is an isometry, to project to a more favorable basis specific to the problem under consideration. Under this gauge choice, we may define new matrices Ū = U.W , σ̄ = W † .σ.W , and
V̄ † = W † .V † such that the SVD may now written as (see Fig. 2.4(D))
†
Aij = Ūin σ̄nn V̄nj

(2.10)

As we shall see later, inserting projectors in the tensor network to perform tensor contractions and reduce the rank of a tensor is a key step for the Higher Order Tensor Renormalization Group (HOTRG)
[57] algorithm.
Often in Tensor Network renormalization group algorithms, the bond dimension of the tensors
describing the state of the system grows exponentially as we keep on coarse graining the lattice.
To keep numerical computations tractable, we often use the method of truncated SVD in which
we keep only the highest χ singular values and discard the rest. This leads to an approximation
†
Aij ' Ũi,n σ̃n,n Ṽn,j
. The parameter χ is known as the cut-off bond dimension and represents the

maximum number of states that we choose to keep in our SVD procedure.

2.4.2

Higher Order Singular Value Decomposition

Here we briefly discuss a generalized algorithm for Singular Value Decomposition for higher order
tensors, known as the Higher Order Singular Value Decomposition (HOSVD) or the Tucker decomposition [58]. Matrix decomposition techniques based on Singular Value Decomposition, and
in particular HOSVD has found numerous applications outside the world of many-body physics.
For instance, SVD and HOSVD techniques have widespread applications in the field of data analysis and machine learning, particularly in Principal Component Analysis (PCA), genomic signal
processing and in pattern recognition. For a detailed analysis, we refer the interested reader to the
original article by De Lathauwer, De Boor and Vandewalle [59]. HOSVD is the basis of the HOTRG
[57] algorithm which we will discuss in detail in the next chapter.
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The first step in the HOSVD algorithm would be to define standardized matrix representations of
a tensor, known as unfoldings or matricizations, and help in constructing the left and right unitaries
for a general higher order rank−N tensor. Unfoldings of a tensor along a particular index n are
called n−unfoldings, or the standard factor−n flattening, which is defines as follows:
Definition: Let A be a general rank−N tensor defined in the vector space V i1 ⊗V i2 ⊗...⊗V iN
over the field F x1 ⊗ F x2 ⊗ ... ⊗ F xN , where F ∈ {R, C} and V in denotes the vector
space corresponding to the coordinate (index) in , n ∈ {1, 2, .., N }. The n−unfolding or
the standard factor-n flattening is a reshaping of the tensor A into a matrix A(n) ∈ V in ⊗
V i1 ,i2 ,...,in−1 ,in+1 ...iN .
Based on the definition given above, the unfolding along the index in , called the n− unfolding
is just given by the following reshaping protocol1
(n)

Ai1 i2 ...iN = Ain ,(i1 i2 ...in−1 in+1 ...iN )

(2.11)

The basic idea of the Higher Order Singular Value Decomposition algorithm is to decompose a
general rank−N tensor A into a product of core tensor S and left unitaries U n along all the indices
of the general higher order tensor A. The left unitaries U n are matrices whose columns are the
left-singular vectors of the standard n−unfolding A(n) , n ∈ {1, 2, . . . , N } of A. Mathematically
the HOSVD can be expressed as

Ai1 i2 ...iN =

X

Sα1 α2 ...αN Uα11 i1 Uα22 i2 . . . UαNN iN .

(2.12)

α1 α2 ...αN

The left unitary matrices U (n) can then be simply computed from the n−unfolding A(n) of the
tensor A as
A(n) .A†(n) = U (n) .Λ(n) .U †(n)
where the matrix Λ(n) is a diagonal matrix containing the singular values of the matrix A(n) .
1

In Python, one can simply use the numpy.reshape command for this.

(2.13)
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Schmidt Decomposition and MPS

We briefly discuss the Schmidt decomposition which is a direct application of Singular Value
Decomposition techniques and forms an efficient representation of bipartite quantum states. The
Schmidt decomposition is one of the most important tools in the field of quantum information. The
Schmidt decomposition technique can be stated as follows:
Definition : Suppose Ψ

AB

represents the pure bipartite state of two quantum states A and

B with dimensions dA and dB respectively, and let D = min(dA , dB ). Then for every pure
bipartite state Ψ

AB

, there exists orthonormal sets A

and B, respectively, such that Ψ

Ψ

AB

AB

i

and B

i

for quantum states A

can be decomposed as

=

D
X

λi A

i

⊗ B

(2.14)

i

i=1

where the λi are non-negative real number satisfying the following conditions:

1.
2.

λi ≥ 0,
D
X

∀i

λ2i = 1

i=1

For a detailed proof of the Schmidt decompostion, please refer to Appendix B.1. The coefficients λi are known as the Schmidt co-efficients, the bases A

i

and B

i

are known as the

Schmidt bases, and the number of non-zero co-efficients λi is known as the Schmidt number or the
Schmidt rank for the bipartite state Ψ

AB

and is a measure of entanglement in the system. This

is very similar to the normal SVD procedure where the singular values provide a measure of the
entanglement in the system, as we shall see in Appendix B.1.
We now provide a brief derivation of using Schmidt decomposition to construct the canonical
form of a finite MPS with open boundary conditions, as shown in Fig. 2.5. For a detailed analysis,
we would encourage the reader to refer to [60–62]. Let us consider a pure quantum state Ψ living
N

in the Hilbert space H ∈ Cd

for N qudits. As we have seen before, such a state Ψ can be
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represented as in Eq. 2.4 by specifying the co-efficients of a rank−N tensor ψi1 i2 ...iN . Let ΨA
denote the state for a subset n of the N qudits, and ΨB denote the state for the rest of the N − n
qudits. If there exists a Schmidt decomposition of the form

Ψ =

D
X

B
λn ΨA
n ⊗ Ψn

(2.15)

n=1

for each index n ∈ {1, 2, , . . . , N }, we say that the MPS is in a canonical form. The canonical
form of MPS allows us to decomposed a large tensor of rank−N into a product of tensors of much
smaller rank, and fosters much more efficient numerical simulations. The Schmidt co-efficients are
denoted by λn ; the Schmidt vectors ΨA
and ΨB
n
n

A
form orthonormal bases i.e. hΨA
m Ψn

=

B =δ
hΨB
m,n .
m Ψn

Let us now look at the procedure to derive the MPS representation of a quantum wavefunction
using Schmidt decomposition. We consider the rank−N tensor ψi1 i2 ...iN which represents a pure
composite state, and “split” into a bipartite form by making the split along the first index. In terms
of Eq. 2.15, this would be equivalent to choosing n = 1, with Ψ1 denoting the state for 1 qudit,
and Ψ[2,...,N ] representing the composite state for the rest [2, 3, . . . , N ] qudits. Mathematically
we may express this as (see Fig. 2.5(B))
min(d,D)

Ψ =

X

]
λ1α1 Ψ1α1 ⊗ Ψ[2,...,N
α1

(2.16)

α1 =1
[2,...,N ]

are the left and right Schmidt

vectors respectively. We may rewrite the left Schmidt vector Ψ1α1

in terms of the local basis for

where λ1α1 are the Schmidt co-efficients and Ψ1α1

and Ψα1

qudit 1, i1 as
Ψ1α1

=

d
X

1
Γ1i
α1 i 1

(2.17)

i1 =1

Substituting Eq. 2.17 in Eq. 2.16, we can rewrite the composite wavefunction as

Ψ =

d min(d,D)
X
X
i1 =1

α1 =1

[2,...,N ]
1 1
Γ1i
α1 λα1 i1 ⊗ Ψα1

(2.18)
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F IGURE 2.5: Diagrammatic representation of Schmidt decomposition of a manybody function to a matrix-product state (MPS). (A) The rank−N tensor ψ describing
the quantum wavefunction Ψ ; (B) One step of Schmidt decomposition along the
first qudit; (C) MPS representation after two steps of Schmidt decomposition with
one subsystem for the first two qudits, and the other for the rest ; (D) After N
iterations of the Schmidt decomposition, for all the N qudits, we obtain a complete
MPS representation for the quantum many-body wavefunction.
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Continuing in a similar manner, we can perform a Schmidt decomposition on the Schmidt state
[2,...,N ]

Ψα1

by separating out qudit 2 and grouping the rest of the qudits [3, 4, . . . , N ] as (see Fig.

2.5(C))
]
Ψ[2,...,N
α1

d min(d,D)
X
X

=

]
Γα2i12α2 λ2α2 i2 ⊗ Ψ[3,...,N
α2

(2.19)

α2 =1

i2 =1

After a couple of Schmidt decompositions the wavefunction can be written as
d
X

Ψ =

min(d,D)

X

]
Γα1i11 λ1α1 Γα2i11α2 λ1α1 i1 ⊗ i2 ⊗ Ψ[3,...,N
α2

(2.20)

i1 ,i2 =1 α1 ,α2 =1

Iterating for all the N subsystems, we finally arrive at

Ψ =

d
X
i1 ,i2 ,...,iN =1

min(d,D) min(d,D)

X

X

α1 =1

α2 =1

min(d,D)

...

X

−1 N iN
Γα1i11 λ1α1 Γα2i11α2 λ1α1 . . . λN
αN −1 ΓαN −1 . . .

αN =1

. . . i1 ⊗ i2 ⊗ . . . ⊗ iN

(2.21)

iN
Defining matrices M i = Γi λi , ∀i ∈ {1, 2, . . . , N − 1} and MiNN αN −1 = ΓN
αN −1 , and substituting

Eq.2.21 in Eq. 2.4, we can immediately glean the MPS structure of the rank−N tensor ψi1 i2 ...iN as
min(d,D) min(d,D)

ψi1 i2 ...iN =

X

X

α1 =1

α2 =1

min(d,D)

...

X

Mi11 α1 Mi21 α1 α2 . . . MiNN αN −1

(2.22)

αN =1

thus completing the derivation for the MPS representation of the quantum many-body wavefunction
as shown in Fig. 2.5.

2.5

The Ising Model as a Tensor Network

We stated before that the partition function Z of a classical many-body system of N particles can be
written out as a sum over dN configurations in phase space, where d represents the degree of freedom
for each particle. The idea is that classical many-body systems that are described by Hamiltonians
with local interactions can be written as a tensor network. The partition function Z for such systems
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is then just given as a contraction over all the tensors in the tensor network representation of the
system.
One system that is described by a locally interacting Hamiltonian H(σiz , σjz ), and of particular
interest to us, is the nearest neighbor spin−1/2 Ising model2 , where each spin can take on 2 values
equal to {+1, −1}. General Ising like systems are described by a lattice of N spin sites, where each
spin degree of freedom {σiz } can take d discrete values. The partition function is then defined as a
sum over the Boltzmann weights (given in terms of the inverse temperature β = 1/kB T ) as
Z=

X

z

z

e−βH(σi ,σj )

(2.23)

{σiz }

where {σiz } denotes the sum over all spin configurations. For the rest of this thesis, we will set
kB = 1, and define the inverse temperature as β = 1/T . In the rest of this section, we will
explicitly look at constructing the tensor network representation of the 1D Ising model and the 2D
Ising model with periodic boundary conditions. For the 1D Ising model, we will explicitly compute
the partition function as a trace over all the tensor contractions in the network.

2.5.1

1D Ising Model

The Hamiltonian for the 1D Ising model is given by
H1D (σiz , σjz )

=−

X
hi,ji

Jσiz σjz

h
+ (σiz + σjz )
2

!
(2.24)

where hi, ji denotes that the sum is carried out over nearest-neighbor pair of spins, J represents
the strength of interactions, and h denotes the external longitudinal magnetic field. The interactions
are restricted only to nearest-neighbor spins for the 1D chain, and this reduces the double sum over
hi, ji to a single sum over the index i. The Hamiltonian can be rewritten as

H1D (σiz ) = −

N
X
i=1

2

!
h
z
z
σiz σi+1
+ (σiz + σi+1
)
2

(2.25)

We consider the Ising model in the σ z basis and can regard the spin variables as classical variables having values ±1
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F IGURE 2.6: A Matrix Product network representation for the 1D Ising model with
Periodic Boundary Conditions

Combining equations Eq. 2.23 and Eq. 2.25 we can define the partition function of the system
as

Z=

X

exp

{σiz }

N
X
i=1

βh z
z
z
(σ + σi+1
)
Kσiz σi+1
+
2 i

!
=

N X
Y

z z

e(Kσi σi+1 +

βh z
z
2 (σi +σi+1 ))

(2.26)

i=1 σiz =±1

where we define the new variable as K = βJ.
The partition function Z which is the sum over all possible spin configurations can now be
expressed as the trace of a product of matrices given by

Z = Tr

Since σi

h

σ1z M1 σ2z

z
MN σ1z
σ2z M2 σ3z . . . σN

form an orthonormal pair of states i.e.

σi σj

i

(2.27)

= 1δi,j along with the fact that

Mi = Mj = M ∀{i, j}, and using the cyclic property of trace, Eq. 2.27 reduces to a simple form

Z = Tr M N ,


M =

e(K+βh)
e−K

e−K
e(K−βh)





(2.28)

The matrix M is called the transfer matrix for the 1D Ising model and its elements represents the
Boltzmann weights corresponding to the interactions between nearest neighbor spins, and lives on
the bond between the spin sites on the lattice. The tensor network for the 1D Ising model comprising
of a chain of transfer matrices is shown in Fig. 2.6
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The trace of M N and hence the partition function can simply be expressed as a sum of the
eigenvalues of the matrix M , denoted by Λ± raised to the power N .
Z=

ΛN
+

+

ΛN
−

=

ΛN
+

1+



ΛN
− /Λ+

N

!
(2.29)

Solving the eigenvalue problem for the matrix M , we find
q
Λ± = e cosh(βh) ± e2K sinh2 (βh) + e−2K
K

(2.30)

In the limit of zero magnetic field h → 0, and noting that K = βJ we recover the familiar expression of the partition function for the 1D Ising model with periodic boundary conditions
lim Z = 2N coshN (βJ) + 2N sinhN (βJ)

h→0

(2.31)

In the thermodynamic limit, as N → ∞, the eigenvalue with the greater magnitude Λ becomes
the dominant eigenvalue and the partition function and the free energy density −βf can simply be
expressed as
Z ≈ ΛN
−βf = − ln Λ

(2.32)

For real values of (inverse) temperature β and external magnetic field h, the eigenvalue Λ+
is always the dominant eigenvalue in the thermodynamic limit, but for complex values of β and
h, this is not always the case. Regions in the complex phase space can have either Λ+ or Λ−
as the dominant eigenvalue. Different regions of holomorphy corresponds to the dominance of
one eigenvalue over the other and points of phase transition can be calculated exactly from the
equivalence of the two eigenvalues. As we cross over from one region of holomorphy to the other,
there is a crossover of the dominance of one eigenvalue over the other.
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F IGURE 2.7: Fisher Zeros in the tanh(β) plane lie on the unit circle for the 1D
Ising model.

We derive the Fisher Zeros for the 1D Ising model by equating Eq. 2.31 to zero, and solving for
the zeros in the complex tanh(β) plane. Setting J = 1, we get
coshN (β) + sinhN (β) = 0
⇒ tanhN (β) = −1 = eiπ(2n+1)

(2.33)

From Eq. 2.33, we can see that the Fisher Zeros lie on the unit circle in the complex tanh(β)
plane for the 1D Ising model. Inside the circle the dominant eigenvalue is Λ+ , and outside the circle
Λ− is dominant. At the unit circle, the two eigenvalues become unimodular. This has important
consequences regarding long-range order in correlation functions. For the 1D Ising model, the
correlation function for two spins separated by a relative distance r is given by
hσ0z σrz i = tanhr β

(2.34)

and on the unit circle in the complex tanh(β) plane, hσ0z σrz i = eiqr exhibits modulated long range
order with wavevector q = arg(tanh(β)). This has important ramifications in the realm of quantum
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dynamics – statistical mechanics correspondence as we shall see in Chapter 5.

2.5.2

2D Ising Model

To construct the tensor network for the 2D Ising model, we utilize the transfer matrix method that
we discussed in Sec. 2.5.1 and generalize it to two dimensions. The Hamiltonian for the 2D Ising
model is given by
H2D (σiz , σjz )

=−

X

z z
Jx σi,j
σi+1,j

+

z
Jy σi,j
σi,j+1

i,j


h z
z
z
2σi,j + σi+1,j
+ σi,j+1
+
4

!
(2.35)

The Hamiltonian for the 2D Ising model can be written as a direct tensor sum of two partial Hamiltonians given by
H2D (σiz , σjz ) = Hx (σiz , σjz ) ⊕ Hy (σiz , σjz )

(2.36)

where
Hx (σiz , σjz ) = −

X

z z
Jx σi,j
σi+1,j

i,j


h z
z
+
σi,j + σi+1,j
4

!
(2.37)

is the Hamiltonian along the spatial x−axis, and
Hy (σiz , σjz ) = −

X
i,j


h z
z z
z
Jy σi,j
σi,j+1 +
σi,j + σi,j+1
4

!
(2.38)

is the Hamiltonian along the spatial y−axis.
The transfer matrices Mx and My are constructed in the same way we did for the 1D Ising
model from the Hamiltonians Hx and Hy respectively and are given by


(K
+βh/2)
−K
x
e x 
e
Mx = 
;
e−Kx
e(Kx −βh/2)



My = 

e(Ky +βh/2)
e−Ky

e−Ky
e(Ky −βh/2)





(2.39)

The transfer matrices Mx and My live along the bonds along the x− and y− directions respectively
and are shown in Fig. 2.8(A). To form the rank−4 tensors of the tensor network for the 2D Ising
model, we make use of the symmetric SVD procedure described in Sec. 2.4.1, and shown in Fig.
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F IGURE 2.8: Construction of the tensor network for the 2D Ising model. (A) Transfer Matrices Mx and My constructed from partial Hamiltonians Hx and Hy and live
on the bonds along the x−direction and y−direction respectively; (B) Symmertic
†
SVD procedure for the transfer matrices Mα = U0α .V0α
, where α ∈ {x, y}; (C)
†
†
Formation of rank−4 tensor Tijkl for the 2D Ising lattice as T = U0x .V0y
.V0x
.U0y ;
(D) a small patch of the tensor network for the infinite 2D Ising lattice
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2.4(B). The symmetric SVD procedure first consists of doing a SVD for the transfer matrices Mx
and My (Einstein summation convention is assumed)
(Mx )ij = (u0x )im (s0x )mm (v0x )†mj
We decompose the matrices s0x =

(My )ij = (u0y )im (s0y )mm (v0y )†mj

;
√

(2.40)

√
√
√
s0x . s0x , and s0y = s0y . s0y following which we

define four new tensors

(U0x )im = (u0x )im
(U0y )im
(V0x )†mj
(V0x )†mj

p

(s0x )mm
q
= (u0y )im (s0y )mm
p
= (s0x )mm (v0x )†mj
p
= (s0x )mm (v0x )†mj

(2.41)

Substituting Eq. 2.41 in Eq. 2.40, we can now redefine the SVD as (see Fig. 2.8(B))
(Mx )ij = (U0x )im (V0x )†mj

;

(My )ij = (U0y )im (V0y )†mj

(2.42)

Finally, we construct the rank−4 tensor Tijkl by rewiring the 4 tensors defined in Eq. 2.41 as shown
in Fig. 2.8(C). Mathematically, we write the equation as

Tijkl =

X

†
†
(U0x )αi (V0y
)jα (V0x
)kα (U0y )αl

(2.43)

α

These rank−4 tensors Tijkl sit on each lattice site. For a 2D Ising model of linear size N , the
tensor network consists of N 2 rank−4 tensors Tijkl . A small patch of the tensor network for the 2D
Ising lattice is shown in Fig. 2.8(D).
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Chapter 3

Tensor Network Algorithms
Understanding collective phenomena in strongly correlated systems continues to be a challenge in
quantum as well as classical many-body physics due to the exponential growth of entanglement
with system size. The first step towards understanding collective phenomena would be to efficiently
simulate the partition function Z for classical many-body systems and the ground state for quantum
many-body systems as they contain all the information about the system. Partition functions for
classical many-body systems can be written as a statistical sum over all the possible microscopic
configurations – analogous to the Euclidean Path Integral for quantum many-body systems where
the path integral is computed over all possible trajectories of the system under consideration.
As we have seen, tensor networks form efficient representations of classical and quantum manybody systems accurately capturing their entanglement and geometric properties, and also overcomes the limitations of using Quantum Monte Carlo Renormalization Group algorithms to study
fermionic systems, frustrated spin systems, and systems in complex phase space. In general, carrying out a contraction over an entire Tensor Network is an NP-hard problem, hence renormalization
group methods that can effectively compute partition functions to a good degree of approximation
are needed to study universal long distance physics. It is thus natural to deduce that, renormalization group (RG) algorithms based on Tensor Network states should serve as a powerful tool to
efficiently simulate classical many-body partition functions (and the ground state of quantum manybody wavefunctions).
The Density Matrix Renormalization Group (DMRG) [15] was the first tensor network renormalization group algorithm proposed in the pioneering work by White in 1992. The DMRG is
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a variational renormalization group algorithm based on Matrix-Product States that was originally
proposed to study the ground state of quantum many-body systems but has since been developed
further to study the dynamical [60, 61, 63–67] as well as thermodynamical properties [68–70] of
quantum lattices. DMRG has also been applied to higher dimensional lattices, with the lattice representation being in terms of Projected Entangled-Pair States (PEPS) to study the ground state of
2D quantum lattice systems [71] of small sizes. The Projected Entangled-Pair States are tensor network states that are higher dimensional generalizations of Matrix-Product States. However, despite
its success in providing accurate results for 1D quantum lattice systems, DMRG provides far less
accurate results when applied to study large 2D lattice systems.
Renormalization group algorithms based on tensor network states gained popularity after the
tremendous success of the Tensor Renormalization Group (TRG) algorithm proposed by Levin and
Nave [55] in accurately studying the partition function Z and dynamical quantities of interest for
gapped 2D many-body systems in the thermodynamic limit. For gapped systems which are weakly
entangled, the singular value spectrum falls off as exp(−const.(log(m))2 ) for the mth singular
value, and this property ensures the success of TRG for systems away from criticality. Levin and
Nave benchmarked their results with Potts’ [72] analytical results on the spontaneous magnetization
to a high degree of accuracy. Following this, Levin and Nave proposed the Tensor Entanglement
Renormalization Group (TERG) algorithm [52], using PEPS states as an application of the TRG
algorithm to study 2D quantum lattices.
Despite its remarkable success in simulating gapped systems, TRG fails to remove short range
correlations properly during the coarse-graining procedure at critical points (where the system becomes gapless), as the entanglement grows logarithmically with the system size (for a detailed
analysis, refer to the Appendix of [73]). Thus in the thermodynamic limit, the system still retains irrelevant information about its UV physics and TRG fails to flow to a fixed-point tensor at criticality.
The Second Renormalization Group (SRG) [74, 75] (based on renormalization of the environment
tensor), and the Higher Order Tensor Renormlization Group [57] (based on Higher Order Singular Value Decomposition (HOSVD) technique) have aimed to improve the performance of tensor
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network renormalization schemes at the critical point. The advantage of HOTRG is that it can be
generalized to higher dimensions as well, but has a very high memory cost. More recently Adachi,
Okubo and Todo proposed the Anisotropic Tensor Renormalization Group (ATRG) [76] that significantly reduced the computational and memory cost as compared to HOTRG. While TRG and
HOTRG are local optimization procedures (aims to optimize the tensors only for a local patch of
tensors), SRG is a global optimization procedure that takes into account the interactions between
the enivornment and the local patch. The Higher Order Second Renormalization Group [57] marks
the combination of the HOTRG and the SRG procedure based on the combined optimization of the
local tensors and the environment. Additionally, Morita and Kawashima [77] proposed a global
optimization of tensors where the environment update procedure is done using the corner transfer
matrix, leading to reduced computation cost as compared to the HOSRG method. In spite of remarkable improvements in accuracy at the critical point, these tensor network renormalization algorithms
did not manage to produce the correct critical fixed-point tensor1 .
Early attempts at removing short-range correlations were made by Gu and Wen [78] and recently, Evenbly and Vidal [73, 79, 80] proposed the Tensor Network Renormalization (TNR) technique, applying disentanglers and isometries to remove short-range entanglement. Evenbly and
Vidal demonstrated that TNR successfully produces the correct fixed point tensor for critical systems. The loop-TNR algorithm by Yang, Gu and Wen [81] also flows to the correct fixed point
tensor by optimizing tensors on a loop to remove short-range entanglement. Even with its failure
to reach a critical fixed point tensor, the tensor renormalization group (TRG) algorithm, which we
utilize in this paper, provides a fast and easy way to compute observables and examine their behavior at the critical point, namely computing the critical exponents. TRG has a computational cost
of O(χ6 ), where χ is the maximum number of states that we choose to keep in our simulations.
Typically computing correlation functions using tensor network RG algorithms has a complexity
of O(loga N ) in system size N (a being either 2 or 4 depending on the algorithm and also what
1
Whether ATRG or the global optimization of tensor networks using corner transfer matrix produces the correct fixed
point tensor has not been studied to date.
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one considers to constitute a single iteration 2 ), as opposed to a complexity of O(N 2 ) for standard
Monte-Carlo techniques.
The TRG algorithm consists of using Singular Value Decomposition along with truncation at
each iteration step to form a lower rank approximation of the renormalized tensor. One limitation
of the TRG algorithm is that the singular value spectra is not the same after each iteration of the
RG flow and leads to a non-uniform convergence of physical quantities of interest to their analytical values as a function of the cut-off bond dimension χ. Recently, the Bond-weighted Tensor
Renormalization Group (BTRG) [82] was proposed by Adichi, Okubo and Todo that claims to have
no significant change in the singular value spectrum, hence leading to a uniform convergence with
respect to χ.
All of these limitations notwithstanding, TRG is still a very powerful simulation technique for
strongly correlated systems. The focus of this Chapter is on primarily discussing the Tensor Renormalization Group algorithm and deriving the one-point hσ z i and two-point hσ0z σrz i. We will extensively use these TRG algorithms to derive the results in the next few Chapters. We will also briefly
discuss the Higher Order Tensor Renormalization Group (HOTRG) [57] as a motivation for our
future work.

3.1

The Tensor Renormalization Group

The Tensor Renormalization Group is a real space, isotropic coarse graining technique introduced
by Levin and Nave [55]. The idea is that for classical statistical models whose Hamiltonians have
local interactions, the partition function can be written out a contraction over a Tensor Network.
In general, the partition function for d dimensional square lattice Ising Model can be written as a
contraction over a network of rank–2d tensors.
2

Some articles denote a single iteration of TRG to be 2 steps of coarse-graining after which the lattice geometry
returns back to its intial configuration
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For a general d dimensional hypercubic lattice, the Ising model is defined by the Hamiltonian

H=

X

HIJ (σI , σJ ) = −

I,J

i
Xh
h
Jx1 σI σJ + Jx2 σI σJ + . . . + Jxd σI σJ + (σI + σJ )
2

(3.1)

hI,Ji

where I, J are composite indices over all the d coordinates {x1 , x2 , . . . xd }, and the sum over hI, Ji
denotes the sum over nearest-neighbor spin pairs along the xm direction m ∈ {1, 2, . . . , d}. We can
now construct transfer matrices in each of the d directions with elements
!
βh
(σI + σJ )
Mxm (σI , σJ ) = exp Kxm σI σJ +
nn

(3.2)

where Kxm = βJxm , m ∈ {1, 2, . . . , d}, and the number of nearest-neighbor spins equals nn = 2d
for a general d dimensional lattice, and nn = 4 for the 2D Ising model. The partition function for
the d dimensional hypercubic Ising model can then be written in terms of the transfer matrices as
Z = tTr(Mx1 ⊗ Mx2 ⊗ . . . ⊗ Mxd )⊗N

(3.3)

where tTr is the tensor trace that denotes the sum over all spin configurations, and the transfer
matrix Mxm is given by


M xm = 

e−Kxm

e(Kxm +βh/d)
e−Kxm

e(Kxm −βh/d)





(3.4)

However, the TRG is limited to be applicable only for 2D lattices, where the partition function
Z can be written out as a contraction over a network of rank 4 tensors 3 . Our focus in this section
will be to demonstrate the TRG algorithm for the infinite square-lattice Ising model, where the
calculation of the partition function Z reduces to the tensor product of just two transfer matrices
Mx and My corresponding to the x− and y− directions.
Having constructed the translationally invariant 2D tensor network in Sec. 2.5.2, we now focus
on describing in brief detail the Levin-Nave TRG algorithm for the square lattice, as seen in Fig.
3

HOTRG [57], which is discussed in Sec.3.2 can be used to study higher dimensional lattices
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F IGURE 3.1: Low rank approximation of SVD. A rank−4 tensor T is decomposed
into two rank−3 tensors S 1 and S 3 . In the identical step denoted by the ‘=’ sign,
the tensor T is reshaped into a D2 × D2 matrix M which is then decomposed using
SVD into two rank−3 tensors S 1 and S 3 having dimensions D × D × D2 for the
D2 singular values. The approximation ‘∼’ step corresponds to reducing the rank
(hence the name low rank approximation) of the matrix M by projecting onto a
subspace of only the χ highest singular values.

3.2. It is one of the simplest tensor network RG algorithms where each iteration of coarse graining
involves two steps: decimation and rewiring.
Decimation involves the use of Singular Value Decomposition (SVD) to form two rank−3 tensors from a single rank−4 tensor. First, we reshape the rank−4 tensor with bond dimension D
(initially D = 2 for the spin–1/2 Ising model) into a D2 × D2 matrix M and then use SVD on
the matrix M to form the two rank−3 tensors S. Since the bond dimension increases exponentially
j

with iteration index j (and by extension, system size as D2 ), we truncate the bond dimension after
j

a few iterations (when D2 > χ) to keep the states corresponding to the highest χ singular values.
This is the low rank approximation of SVD4 where we use truncation to reduce the bond dimension
of the renormalized tensors as shown in Fig. 3.1. Since this is an inexact step, the idea is to find the
pair of S tensors, such that T ≈ S.S minimizes the error ε = kT − S.Sk2 . Note that in Fig. 3.2(A),
we can perform the SVD in two ways. T A and T B are identical tensors, but named differently due
to the distinction in the way these tensors are decimated.
4
Since SVD is performed on matrices, low rank approximation implies reducing the rank of the matrix, or reducing
the dimension of the vector space spanned by the columns of the matrix. The word ‘rank’ used in the context of SVD
should not be confused with the rank of a tensor which denotes the number of indices needed to describe the tensor.
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(A)

(B)

F IGURE 3.2: One step of the TRG transformation. (A) The 2D square lattice, translationally invariant tensor network being decimated using Singular Value Decomposition (SVD). Indices are arranged in a clockwise manner. This is an inexact step
where we truncate the bond dimension from D2 to χ, T ∼ S.S. The bond dimension on each leg are denoted in parantheses; (B) Rewiring of the truncated S tensors
(details shown for a single plaquette), summing along the old degrees of freedom to
form the renormalized tensor T̃ . Einstein summation convention is followed.

The construction of the tensors S 1 and S 3 can be written as:

Tαβγδ =

MA
(αβ),(γδ)

≈

χ
X

A†
A
Uαβ,i
sA
i,i Vi,γδ

i=1

q
1
A
Sαβi
= Uαβ,i
. sA
i,i
q
A†
3
Siγδ
= sA
i,i .Vi,γδ

(3.5)
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F IGURE 3.3: A rotated network (by 45◦ ) of the renormalized tensors T̃

Similarly, the tensors S 2 and S 4 can be derived as:

Tαβγδ =

MB
(βγ),(δα)

≈

χ
X

B†
B
Uβγ,j
sB
j,j Vj,γδ

j=1
2
Sβγj

=

4
Sjδα
=

B
Uαβ,j
.

q
sB
j,j

q
B†
sB
j,j .Vj,γδ

(3.6)

Note that the matrices sA and sB are diagonal matrices (whose entries are arranged in descending
order) and equal to each other since transposition does not change the singular values.
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As a last step, we rewire the 4 rank−3 tensors S 1 , S 2 , S 3 , and S 4 as shown in Fig. 3.2 (B) to
form the renormalized lattice. Mathematically, this step may be expressed as

T̃ijkl =

X

1
2
3
4
Sαβi
Sγαj
Skδγ
Slβδ

(3.7)

α,β,γ,δ

to form the renormalized tensor T̃ after 1 step of the coarse graining procedure as shown in Fig. 3.2
(B). Note that after 1 iteration of the TRG algorithm, the lattice is rotated by an angle of 45◦ (see
Fig. 3.3)
After a sufficient number of iterations n, when we reach the thermodynamic limit N → ∞, the
partition function Z can be simply computed by
Z = tTr T̃ (n)

(3.8)

where T̃ (n) is the tensor after the final RG step, and tTr denotes a sum over all possible spin
configurations (as mentioned before).

3.1.1

Free Energy βf from Tensor Renormalization Group

Before we move on to study other tensor network algorithms, and computing correlation functions,
let us briefly look at the method to compute perhaps the most fundamental and the most important
thermodynamical quantity, namely the free energy density. Mathematically, the free energy density
is expressed as
−βf = ln Z/N

(3.9)

where N is the total number of particles (spins) in the system (lattice).
However, as we go through the TRG steps, coarse-graining the lattice, the elements of the tensor
start diverging and we need to have a normalization scheme to keep the elements of the tensor
finite for a feasible RG flow. To do this, we divide the elements of the tensor by a prefactor αn ,
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n = 1, 2, . . ., such that the normalized tensor after the nth TRG iteration is
T̃ (n) =

1 (n)
T
αn

(3.10)

where T (n) is the unnormalized tensor. We always renormalize by the absolute value of the prefactor
to avoid unnecessary phases affecting the quality of our simulations. We choose our prefactor
αn = tTr T (n) . This is a natural choice of prefactor since by definition the partition function after
the nth TRG iteration is just Z (n) = αn . We choose this particular gauge for the normalization
factor such that in the thermodynamic limit, the normalized partition function is just unity, thereby
greatly simplifying the expression for the free energy density −βf as we shall see later. We define
a new quantity
κn = ln |αn |

(3.11)

that will be useful for our calculations.

Since, the number of lattice sites is halved after each TRG iteration N → N/2 → N/4 →

. . . 1 , we may write the expression for the unnormalized partition after the nth TRG iteration as
N

N

N

Z (n) = e 2 κ1 e 4 κ2 . . . e 2n κn tTr T̃ (n)

(3.12)

Substituting the expression for the partition function Z given by Eq. 3.12 in Eq. 3.9, we derive
the equation for the free energy in terms of the prefactors as

−βf =

N
X
1
1
κn +
ln tTr T̃ (n)
n
2
N

(3.13)

n=1

In the thermodynamic limit N → ∞, the last term in the above equation goes to zero, simplifying the equation and the choice of normalization does not matter. However, for finite lattice
systems, the last term in Eq. 3.13 vanishes if and only if tTr T̃ (n) = 1. This condition is satisfied
by choosing αn = tTr T (n) ; we set the normalized partition function after every TRG iteration to
unity. Taking the ln then makes the term vanish simplifying the expression for the free energy in
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Eq. 3.13 to just a weighted sum over all the prefactors given by
N
X
1
κn
−βf =
2n

(3.14)

n=1

For systems with complex parameters, often the real parts of physical quantities are of interest
– either the real part of the free energy denisty −Re(βf ), or its derivatives. The expression in Eq.
3.14 computes the real part of the approximated free energy 5 . Please refer to Appendix D where
we have benchmarked the results of TRG simulations against Onsager’s solution for the 2D Ising
model for real and complex temperatures.

3.2

Higher Order Tensor Renormalization Group

In this section, we will describe in detail the Higher Order Tensor Renormalization Group (HOTRG)
[57], which is a lattice coarse graining algorithm that uses the Higher Order Singular Value Decomposition (HOSVD), that was briefly described in Sec. 2.4.2, instead of SVD that we used for the
TRG algorithm. The theory of HOSVD is used to compute the unitaries and projectors that we will
use in our renormalization process. In this section we will discuss the HOTRG algorithm for 2D
lattices, in particular the square lattice Ising model.
For the HOTRG algorithm, the construction of the tensor network representation for the square
lattice Ising model is almost the same as discussed in Sec. 2.5.2 pertaining to the TRG algorithm
with one small caveat at the very end as we will see below. The procedure follows the same steps
of performing SVD for transfer matrices Mx and My given in Eq. 2.39, and rewiring the resulting
unitaries to form the initial tensor for the renormalization algorithm. As in Sec. 2.5.2, let U0x and
†
†
V0x
, be the left and right unitaries corresponding to the transfer matrix Mx and let U0y and V0y
be

the same corresponding to the transfer matrix My (see Fig. 2.8(B)). When constructing the tensor
network for the TRG algorithm, we arranged the indices in a cyclic manner with alternating indices
corresponding to horizontal and vertical legs. However, this leads to an incorrect implementation of
5
The real part of the free energy −Re(βf ) can be simply computed as −Re(βf ) = ln |Z|, by taking the log of the
absolute value of the partition function
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the HOSVD procedure, and in turn the HOTRG algorithm. For the correct HOSVD implementation,
we need to keep the vertical legs one after the other followed by the horizontal legs, or vice versa.
This can be achieved by the following implementation

Tu,d,l,r =

X

†
†
(U0y )αu (V0y
)dα (V0x
)lα (U0y )αr

(3.15)

α

where u, d, l, r denotes the up, down, left and right indices respectively. Note that the order of
having the vertical legs first or the horizontal legs first is not important, but what does matter is that
we keep the vertical (and horizontal) legs one after the other. In the rest of the section, we will
replace the indices u, d, l, r in the initial tensor given in Eq. 3.15 in terms of the usual ijkl notation
to be consistent with the rest of this thesis, where i will now denote the up index, j will denote the
down index, k will denote the left index, and l will denote the right index.
The renormalization procedure of HOTRG consists of using the low rank approximation of
HOSVD to renormalize two tensors into a single tensor with the help of projectors. We do this
procedure in an alternating manner, first vertically then horizontally. After each contraction, either
in the vertical or the horizontal direction, the linear size of the lattice reduces by a factor of 2 in the
direction of the contraction. In this section, we will show two iterations of the HOTRG algorithm,
one in the vertical direction and one in the horizontal direction.
The contraction in the vertical direction is shown in Fig. 3.4. Let T (n) be the renormalized tensor
that makes up the lattice after n steps of the HOTRG algorithm with dimensions D, D, D, D. To
perform one step of coarse graining in the vertical direction, we take two tensors T (n) and contract
them along their vertical indices to form the rank−6 tensor M (n) shown in Fig. 3.4(A), as
(n)

Mijk1 k2 l1 l2 =

D
X
a=1

(n)

(n)

Tiak1 l1 Tajk2 l2

(3.16)
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F IGURE 3.4: One step of HOTRG coarse graining in the vertical direction. (A)
Contraction of two tensors T (n) ; (B) Calculation of the unitaries U L , U R , U U ,
and U D along the left, right, up and down legs. The unitaries are computed from the
theory of HOSVD T (n) = S (n) U L U R U U U D , U U and U D are just Kronecker delta
functions for the vertical contraction; (C) Use of projectors U (n+1) and its adjoint
operator U (n+1) .U †(n+1) = 1. U (n+1) can either be U L or U R depending on which
unitary has a lower truncation error; (D) A renormalized local tensor T (n+1) for the
next step of coarse graining.

From the theory of HOSVD, we know that the higher order tensor M (n) has a decomposition,
as shown in Fig. 3.4(B), of the form
(n)

Mijk1 k2 l1 l2 =

X

(n)

Si1 j2 kl UkL1 k2 k UlR1 l2 l UiU1 i UjD2 j

(3.17)

i1 j2 kl

and the next step in the algorithm is to calculate the unitaries U L , U R , U U and U D . For the vertical
contraction, the up (U U ) and the down (U D ) unitaries are simply Kronecker delta functions, and
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we just need to compute the left and the right unitaries. To do this, let us start by reshaping the
rank−6 tensor M (n) into a D2 × D4 matrix as
(n)

L
Mijk1 k2 l1 l2 = M(k
1 k2 ),(ijl1 l2 )

(3.18)

where the matrix M L is the matrix unfolding of the tensor M (n) along the k1 , k2 (left) indices
(from the theory of HOSVD discussed is Sec. 2.4.2). The unitary U L can then be calculated from
the spectral decomposition shown below
2

L†
L
M(k
M(abcd),(l
1 k2 ),(abcd)
1 l2 )

=

D
X

L†
L
uL
(k1 k2 ),a Λa,a ua,(l1 l2 )

(3.19)

a=1

by simply reshaping the matrix uL into a rank−3 tensor with dimensions (D, D, D2 ).
To calulate U R , we need to compute the matrix unfolding along the l1 , l2 (right) indices. This
can be done by the simple reshaping of the tensor M (n) as
(n)

Mijk1 k2 l1 l2 = M(lR1 l2 ),(ijk1 k2 )

(3.20)

The final step in the calculation of the unitary U R involves the spectral decomposition
2

R†
M(lR1 l2 ),(ijk1 k2 ) M(abcd),(k
1 k2 )

=

D
X

R r†
uR
(l1 l2 ),a Λa,a ua,(k1 k2 )

(3.21)

a=1

followed by a reshaping of the matrix uR into a rank−3 tensor with dimensions (D, D, D2 ).
In the HOTRG algorithm, we insert projectors of the form P V = U (n) U †(n) between pairs of
the tensor T (n) , as shown in Fig. 3.6(A) in the coarse graining procedure, followed by truncation.
The low rank approximation of the HOSVD is obtained by truncating the dimension of the last
index of U (n) from D2 to χ, resulting in a tensor with dimensions (D, D, χ). Since the right indices
of the tensor M (n) is directly linked to the left indices of an identical tensor M (n) by means of the
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F IGURE 3.5: One step of HOTRG coarse graining in the horizontal direction.
(A) Contraction of two tensors T (n+1) ; (B) Calculation of the unitaries U U , U D ,
U L , and U R along the left, right, up and down legs from the theory of HOSVD
T (n+1) = S (n+1) U L U R U U U D , U L and U R are just Kronecker delta functions
for the horizontal contraction; (C) Use of projectors U (n+1) and its adjoint operator
U (n+1) .U †(n+1) = 1. U (n+1) can either be U U or U D depending on which unitary
has a lower truncation error; (D) A renormalized local tensor T (n+2) for the next
step of coarse graining.
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projector P V , and due to the parity symmetry of the tensor T (n) defined by
(n)

(n)

Tijkl = Tijlk

(3.22)

truncating either the bond dimension of the left (right) index will automatically truncate the bond
dimension of the right (left) index. The truncation errors in computing the left U L and the right U R
unitaries will decide which indices (left or right) to truncate. Let the truncation errors for the left
and right unitary matrices be defined as
2

D
X

L

ε =

ΛL
i

i=χ+1
2

D
X

R

ε =

ΛR
i

(3.23)

i=χ+1

If εL < εR , then we truncate the bond dimension of the last index of U L to χ, and we substitute
U (n) = U L . Otherwise, we trunctate the bond dimension of the last index of U R to χ, and substitute
U (n) = U R . The renormalized tensor after 1 step of the vertical contraction is then given by (see
Fig. 3.4(C))

(n+1)
Tijkl

D
X

=

(n)

(n)

(n)

†(n)

Uk1 k2 k Tiak1 l1 Tajk2 l2 Ul1 l2 l

(3.24)

{k1 ,k2 ,l1 ,l2 ,a}=1

The HOTRG algorithm for the horizontal contractions with the tensor T (n+1) follows almost
the same procedure as the vertical contractions. We first construct the rank−6 tensor M (n+1) as
(see Fig. 3.5(A)),
(n+1)
Mi1 i2 j1 j2 kl

=

D
X

(n+1)

(n+1)

Ti1 j1 ka Ti2 j2 al

(3.25)

a=1

that admits a HOSVD decomposition given by (see Fig. 3.5(B))
(n+1)

Mi1 i2 j1 j2 kl =

X
ijk1 l2

(n+1)

Sijk1 l2 UiU1 i2 i UjD1 j2 j UkL1 k UlR2 l

(3.26)
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F IGURE 3.6: Successive use of projectors to renormalize the tensors for coarse
graining. (A) Contraction of two tensors in a local network of 8 tensors is shown in
the horizontal direction. After renormalization, the local network reduces to a plaquette of 4 tensors. (B) Contraction of two tensors in a local network of 8 tensors is
shown in the horizontal direction. After renormalization, the local network reduces
to a plaquette of 4 tensors.
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For the horizontal contractions, U L and U R are Kronecker delta functions as we are not renormalizing along the horizontal direction. Similar to the vertical contraction, we compute the matrix
unfolding M U along the i1 , i2 (up) indices (corresponding to the unitary U U ), and the matrix unfolding M D along the j1 , j2 (down) indices (corresponding to the unitary U D ) as 6
(n+1)

Mi1 i2 j1 j2 kl = M(iU1 i2 ),(j1 j2 kl)
(n+1)

D
Mi1 i2 j1 j2 kl = M(j
1 j2 ),(i1 i2 kl)

(3.27)

A spectral decomposition on the matrices M U .M U † and M D .M D† followed by a reshaping
into a rank−3 tensor, similar to that shown in Eq. 3.19 and Eq. 3.21 gives us the unitaries U U
and U D . As was the case with coarse graining in the vertical direction, we insert projectors of the
form P H = U (n+1) U †(n+1) between pairs of the tensors T (n+1) (see Fig. 3.6(B)). Truncation of
the bond dimension for the up i1 , i2 indices automatically truncates the down j1 , j2 indices, and the
truncation error in computing U U and U D determines which index to truncate. Let εU denote the
truncation error (similar to Eq. 3.23) in the calculation of U U , and εD be the truncation error in the
calculation of U D . Then, following the algorithm as discussed before we replace U (n+1) with U U
if εU < εD , else we substitute U (n+1) = U D if εD < εU . The renormalization step is then written
as (see Fig. 3.5(C) and Fig. 3.5 (D))
(n+2)

Tijkl

=

D
X

(n+1)

(n+1)

(n+1)

†(n+1)

Ui1 i2 i Ti1 j1 ka Ti2 j2 al Uj1 j2 l

(3.28)

{i1 ,i2 ,j1 ,j2 ,a}=1

However, for complex temperatures, the parity symmetry, defined in Eq. 3.22 for the tensor
T (n) , and the parity symmetry of the tensor T (n+1) defined by
(n+1)

Tijkl

(n+1)

= Tjikl

(3.29)

are broken if the unitaries U have complex entries [83]. In that case, we define orthogonal transformations on the matrices M α .M α† , where α can either be U, D, L or R that preserves the parity
6

Note that the matrices M U and M D have dimensions D2 × D2 χ2
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symmetry. These orthogonal transformations are given by
Re(M α .M †α )
Im(M α .M †α )
Re(M α .M T α )
Im(M α .M T α )

(3.30)

We can choose any one of the four orthogonal transformations mentioned above, depending
which one gives the best results.

3.3

Correlation Functions from TRG

We motivate our study of correlation functions by noting that critical systems at very large length
(and time) scales are scale-invariant and as such admit a conformal field theory (CFT) as its lowenergy effective description. Studying correlation functions between operators of such critical systems thus seem important, since we can glean the scaling dimensions of operators and other conformal data by looking at their asymptotic behavior. We shall explore this in more detail in Chapter
4. In this section, we give a detailed description of the calculation of spin-spin correlation function
hσ0z σrz i, where
hσ0z σrz i =

1
tTr (σ0z σrz e−βH )
Z

(3.31)

For any observable Ô, the expectation value hÔi = tTr (Ôe−βH )/Z can be written as a ratio of the partition function of two tensor networks – one that computes the partition function Z
that comprises of a tensor network of “pure” tensors T ; and the other that compute the numerator
tTr (Ôe−βH ). In particular, to compute the two-point correlation function hσ0z σrz i the tensor network for the numerator consists of an additional pair of identical “impurity” tensors Bijkl (impurity
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coming from the extra σ z ) given by

Bijkl =

X

σαz (U0 )αi (V0† )jα (V0† )kα (U0 )αl

(3.32)

α

where σαz = [+1, −1].
We first discuss briefly the simpler and the more widely studied case where the distance r between two spins is a power of 2. A detailed description is given in [51, 52]. As a precursor to
computing hσ0z σrz i using TRG, we will first discuss the algorithm to compute the magnetization in
the following section Sec. 3.3.1, or the one-point correlation function hσ z i, where
hσ z i =

1
tTr (σ z e−βH )
Z

(3.33)

and use the RG results to compute the two-point correlation function for distances r = 2l . The
algorithm to compute hσ z i is shown in Fig. 3.7. This algorithm has been discussed in detail in
[51] and also to some extent in [84]. At each step of the RG procedure, hσ z i is normalized by
the prefactor Z = tTr (T̃ ), where T̃ is the final tensor after each iteration of the TRG algorithm,
obtained from the RG flow of pure tensors.

3.3.1

One Point Correlation Function

0
The tensor network for the numerator in Eq. 3.33 consists of one initial impurity tensor Bijkl

defined in Eq. 3.32, and shown in Fig. 3.7(A). We explicitly show in Fig. 3.7 the TRG steps that
results in the plaquette surrounding the renormalized impurity tensor after each RG step, and follow
exactly the same decimation (with truncation when necessary) and rewiring process as discussed in
Sec. 3.1. It is implied that RG transformations akin to the one shown in Fig. 3.2(B) are happening
throughout the rest of the lattice (not shown explicitly in the diagrams).
We will work through a simple example of doing 1 step of the TRG transformation using the
initial impurity tensor B 0 , shown in Fig. 3.7(A) and Fig. 3.7(B); the rest of the algorithm follows
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in a similar manner. In each step of the RG procedure we need to perform TRG steps separately on
the impurity tensor(s) and the pure tensors.
The decimation procedure involves decomposing a rank−4 tensor into a pair of rank−3 tensors.
This is given by (and recalling that pure tensors T 0 needs to be decomposed in two separate ways)
0
Bijkl
=

X

Tijkl =

X

b02 b04
Sijα
Sαkl

α
01 03
Sijα
Sαkl

(3.34)

α

Tjkli =

X

02
04
Sjkα
Sαli

α

This particular step is exact since the bond dimension is still less than typical cutoff bond dimensions
(around 10 − 50 used in simulations). As the bond dimension grows beyond the typical cutoff bond
dimension, this step becomes an inexact step due to truncation. As we can see from Fig. 3.7(B) and
Fig. 3.7(C), the information from the single initial impurity tensor B 0 is now shared between two
sites for the renormalized tensors B 11 , and B 12 by the rewiring procedure defined as
B 11 =

X

01
b02 03
04
Sαβi
Sγαj
Skδγ Slβδ

α,β,γ,δ

B 12 =

X

b04
02
03
01
Slβδ
Sγαj
Skδγ
Sαβi

(3.35)

α,β,γ,δ

T1 =

X

04
01
02
03
Sγαj
Skδγ
Slβδ
Sαβi

α,β,γ,δ

Note that the number of impurity tensors have increased to 2 after the first TRG step (see Fig.
√
3.7(C)), with the lattice spacing increasing by a factor of 2. The ‘tilde’ on the tensors denote that
they are the normalized tensors in the figures, with the normalization factor given by tTr (T (n) ) for
the nth TRG step. In a similar manner, we can keep on performing TRG steps as we coarse grain the
lattice. This leads to a ‘diffusion’ of information carried by the impurity tensor through the lattice
till a configuration of 4 impurity tensors are reached.
Fig. 3.7(D) shows another step of the decimation and rewiring procedure of TRG which leads
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F IGURE 3.7: Schematic diagram of the RG procedure to compute the one point
correlation function hσ z i or magnetization using TRG
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F IGURE 3.8: Schematic tensor network diagram for the calculation of the magnetization hσ z i after the theormodynamic limit N → ∞ is reached

to the number of impurity tensors increasing to 3 in Fig. 3.7(E) while the lattice spacing increased
by a factor of 2. Fig. 3.7(F) and Fig. 3.7(G) shows another TRG step that results in a spread in
the information carried by impurtity tensors. The number of impurity tensors increases to 4 at this
step of the TRG algorithm. Once the configuration of 4 impurity tensors tilted at an angle of 45◦ is
reached, we can perform the TRG steps shown so as not to further diffuse the impurity tensors in
the lattice and we get repeated configurations of 4 impurity tensors. This is a particularly important
caveat to take note of in order for the TRG algorithm to succeed in computing correlation functions,
and the necessary RG flow can be seen in the loop that is created by the arrows in between Fig.
3.7(G) → Fig. 3.7(H) → Fig. 3.7(I) → Fig. 3.7(J) → Fig. 3.7(G).
After sufficient number of RG steps, when we have reached the thermodynamic limit N →
∞ the lattice is coarse grained to a network comprising of a plaquette of just 4 impurity tensors
(the tensor network to compute the corresponding partition function Z is given by a plaquette of
4 pure tensors). Following this, for a lattice with doubly periodic boundary conditions, we can
simply compute the magnetization hσ z i by taking the ratio of the tensor trace of the plaquette of
renormalized impurity tensors and the tensor trace of the plaquette of renormalized pure tensors, as
shown in Fig.3.8.
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F IGURE 3.9: (A) Initial separation of two impurity tensors B 0 . The initial pure
tensors are labelled as T 0 ; (B) Configuration of two adjacent and identical plaquettes
of impurity tensors after 2l steps. The l in the superscripts of the pure and impure
tensors denote that they are the renormalized tensors after 2l TRG steps

3.3.2

Two Point Correlation Functions hσ0z σrz i for r = 2l

In this section, we utilize the algorithm described to compute the magnetization hσ z i for the purposes of calculating the two point correlation function hσ0z σrz i with impurity tensors separated by
distances that are powers of 2, as shown in Fig. 3.9(A).
For this calculation, we consider the evolution of each impurity tensor separately. Each impurity
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F IGURE 3.10: Schematic diagram of the TRG algorithm to compute hσ0z σrz i for
r = 2l , l ≥ 2
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F IGURE 3.11: Schematic tensor network diagram for the calculation of hσ0z σrz i after
the thermodynamic limit N → ∞ is reached

tensor evolves in the manner outlined in Fig. 3.7, namely we start by considering a single impurity
tensor, and as we coarse grain the lattice the number of impurity tensors grows till we reach a pattern
of a plaquette of 4 impurity tensors, surrounded by the pure tensors. We have seen previously that
the lattice spacing increases by a factor of 2 after two complete iterations of the TRG algorithm;
hence after 2l steps the impurity tensors which were initially at a distance r = 2l apart (and evolved
into plaquettes of 4 impurity tensors), come adjacent to each other in the pattern shown in Fig.
3.9(B)
Under normal i.e finite separation between the two impurity tensors, we need to perform further
TRG iterations to reach the thermodynamic limit N → ∞. The algorithm to compute the correlation
function in the thermodynamic limit is schematically depicted in Fig. 3.10. Fig. 3.10(A) shows the
configuration of the lattice when the two plaquettes of impurity tensors just become adjacent to each
other for a total of 8 impurity tensors.
We now perform one step of TRG (shown in Fig. 3.10(B)) to arrive at the configuration where
we have reduced the number of impurity tensors to 7 as shown in Fig. 3.10(C). Another step of TRG
(Fig. 3.10(D)) leads us to a configuration of 6 impurity tensors. Now we coarse grain in such a way
that the number of impurity tensors do not increase beyond 6. This leads to a loop sequence where
we arrive at the same configuration of 6 impurity tensors after 2 TRG steps (with lattice spacing

Chapter 3. Tensor Network Algorithms

78

increased by a factor of 2). This particular loop sequence of RG flow is shown by the arrows in
between Fig. 3.10(E) → Fig. 3.10(F) → Fig. 3.10(G) → Fig. 3.10(H) → Fig. 3.10(E).
As before, after sufficient number of RG steps we reach the thermodynamic limit N → ∞
where we have coarse grained the lattice to a network, comprising of a network of just 6 impurity
tensors (the tensor network to compute the corresponding partition function Z is given by a network
of 6 pure tensors). For periodic boundary conditions, now we can simply compute the correlation
function hσ0z σrz i by taking a ratio of the tensor trace of the network of renormalized impurity tensors and the tensor trace of the network of renormalized pure tensors, as shown in Fig.3.11. The
computational complexity of this method is around D6 log2 N .

3.3.3

Two Point Correlation Functions hσ0z σrz i for r 6= 2l

In this section, we discuss the method to compute correlation functions when the distance between
the impurity tensors are not a power of 2. i.e. r 6= 2l . For such separations between two impurity
tensors, the algorithm is not a simple extension of computing the one-point correlation function
hσ z i, as was the case for r = 2l . When calculating correlation functions hσ0z σrz i for r 6= 2l , we
need to consider the evolution of both the impurity tensors at the same time, and it is important to
have a protocol for such cases. Calculating spin-spin correlation functions for r 6= 2l might help
glean important patterns in the correlation function data, indicating the presence of novel phases
and connections to novel dynamics (see Fig. 5 of [85]). While it might be enough to just compute
correlation functions for distances r = 2l for the purposes of extracting critical exponents from
spin-spin correlation functions hσ0z σrz i, data from distances r 6= 2l might lead to a better fit and give
more accurate critical exponents.
Even r = 2m, m ∈ Z
In this section, we describe the algorithm to compute correlation functions when the impurity tensors
are separated by an even distance r = 2m, where m is an integer. A step-by-step details of the final
configurations in the RG process is shown in Fig. 3.12.
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F IGURE 3.12: Diagrammatic representation of the final steps obtained in the RG
flow when the two impurity tensors are separated by an even distance r = 6, and
r 6= 2l .
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We start with a network of two identical impurity tensors B (0) separated by a distance r = 6.
We denote the two impurity tensors with different colors so that we can distinguish their evolution.
The first iteration of coarse graining with TRG goes identically for two impurity tensors, and we get
two pairs of normalized identical impurity tensors B̃ (11) and B̃ (12) . The normalized pure tensor is
given by T̃ (1) .
The second step of the TRG algorithm also proceeds identically for the two pairs of impurity
tensors, giving two triplets of normalized identical impurity tensors B̃ (21) , B̃ (22) and B̃ (23) , with
the normalized pure tensor given by T̃ (2) . However, at this step the two triplets of impurity tensors
have different decomposition of the respective impurity tensors, shown in Fig. 3.12(C), and we
will briefly look at the difference in the decimation step of the TRG iteration. In the following,
the normal ordering of indices for the tensor will be ijkl and the index ordering jkli denotes a
transposition of the tensor on an adjacent site. We decompose the left triplet (denoted by red) of
impurity tensors as
21
B̃jkli
=

X

22
=
B̃ijkl

X

B22 B24
Sjkn
Snli

n
B21 B23
Sijn
Snkl

(3.36)

n
23
B̃jkli
=

X

B25 B26
Sjkn
Snli

n

The right triplet (denoted by green) of impurity tensors are decomposed as
21
B̃ijkl
=

X

22
B̃jkli
=

X

23
B̃ijkl

X

0B21 0B23
Sijn
Snkl

n
0B22 0B24
Sjkn
Snli

n

=

n

0B25 0B26
Sijn
Snkl

(3.37)
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The pure tensors T̃ (2) are decomposed as
(2)

X

(2)

X

T̃ijkl =

21 23
Sijn
Snkl

n

T̃jkli =

22
24
Sjkn
Snli

(3.38)

n

(3.39)

The rewiring step of the TRG iteration with the appropriate ‘S’ tensors leads to the renormalized pure and impurity tensors that are normalized with the trace of the un-normalized pure tensor
P
(3)
21 S 22 S 23 S 24 .
tTr (T (3) ), denoted in Fig. 3.12(D), where Tijkl = α,β,γ,δ Sαβi
γαj kδγ lβδ
Note that the configuration of the quadruplet of ‘green’ impurity tensors on the right of Fig.
3.12(D) do not mimic the plaquette of ‘red’ impurity tensors on the left due to the difference in
the way the impurity tensors were decomposed in Fig. 3.12(C). Performing another TRG step on
the configuration of impurity tensors in Fig, 3.12(D) leads to the familiar configuration of adjacent
plaquettes of impurity tensors given in Fig.3.12(E).
Once we reach the configuration of Fig. 3.12(E), we can now simply follow the TRG steps
described in Fig. 3.10 and in Sec. 3.3.2 to calculate the correlation function for r = 6.
Odd r = 2m + 1, m ∈ Z
Let us briefly look at the algorithm to compute correlation functions when the impurtiy tensors
are separated by an odd distance r = 2m + 1, where m is an integer. For this case, the two
impurity tensors have different decompositions from the outset (recall that for r = 2m, r 6= 2l ,
the two impurity tensors have the same decomposition up to a certain iteration, and then are treated
differently owing to the difference in their decimation procedure). As an example, we consider the
case when the initial separation between the impurity tensors is r = 7, as shown in Fig. 3.13(A).
(0)

(0)

Let Bijkl be the initial impurity tensor, and B 0(0) be its transpose defined by B 0(0) = Bjkli .
As before, the impure tensors B (0) and B 0(0) are marked by different colors to distinguish their
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F IGURE 3.13: Diagrammatic representation of the final steps obtained in the RG
flow when the two impurity tensors are separated by an odd distance r = 7, and
r 6= 2l .
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(0)

(0)

evolution. The two evolutions will be similar only if the parity symmetry Bijkl = Bjkli is preserved, which is not the case in general. Mathematically we may distinguish their evolution from
the decimation step in the TRG iteration as
(0)

X

(0)

X

Bijkl =

B1 B3
Sijn
Snkl

n

Bjkli =

B2 B4
Sjkn
Snli

(3.40)

n

One step of the TRG procedure, as described in Sec. 3.1 will give 4 different impurity tensors two each from B (0) and B 0(0) as shown in Fig. 3.13(B)7 . As before, the ‘tilde’ denotes normalization
with the absolute value of the trace of the un-normalized pure tensor T (n) after the nth TRG iteration.
The following coarse graining step results in two triplets of impurity tensors that are oriented at an
angle of 180◦ with each other, as shown in Fig. 3.13(C)).
A third step of the TRG iteration results in a pair of plaquettes of impurity tensors. The right corner of the plaquette of ‘red’ impurity tensors, and the left corner of the ‘green’ impurity tensors are
√
now separated by a distance of 2 in units of the lattice spacing. Each of the two plaquettes can be
made adjacent to each other by one more iteration of the TRG algorithm, as shown in Fig. 3.13(E).
Once this configuration of impurity tensors is derived, we plug it into the TRG steps described in
Fig. 3.10 and in Sec. 3.3.2 to calculate the correlation function for r = 7.

7
The two pairs of impurity tensors are aligned at an angle of 90◦ with each other. For an even initial separation
between the impurity tensors, they were oriented parallel to each other.
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Chapter 4

Critical Phenomena and Correlation
Functions
For decades, Monte Carlo has been the canonical numerical technique to study classical phase
transitions. In this Chapter, we explore the limits in which tensor network renormalization methods
can be used to study the same. In particular, we explore the scaling behavior of one point and
two point correlation functions in the limit of zero external field at the critical temperature for the
classical isotropic and anisotropic square lattice Ising models. We elucidate the importance of bond
dimension χ in demonstrating the convergence of critical exponents related to the one point and
two point correlation functions. Tensor network renormalization methods such as TRG can be used
to study critical behavior in regimes intractable by standard Monte Carlo methods, like the YangLee edge singularity in the limit when the magnetic field is purely imaginary. We also study using
TRG, the phases and phase transitions for the square lattice Ising model at complex temperatures.
As a preface to this Chapter, we introduce basic concepts of phase transitions and the real space
Renormalization Group [11–14, 54]. A reader familiar with these concepts can skip ahead to our
discussion of critical behavior using TRG in Sec. 4.2.
Phase transitions are often described by the development of singularities – either in the form
of discontinuities or divergences – of one or more parameters (known as order parameters) in the
system. Generally the order k of the phase transition is determined by the non-analyticities in the
k−th derivative of the free energy. Phase transitions are commonly classified as first order (the

Chapter 4. Critical Phenomena and Correlation Functions

85

first derivative of the free energy is discontinuous), second order (the second derivative of the free
energy shows divergence) and infinite order phase transitions.
For first order phase transitions, the correlation length (ξ) remains finite with a finite latent heat
of transition from one phase to the other. As, we have seen for Yang-Lee and Fisher zeros, lines of
first order phase transitions end at critical points, which are points of second order phase transition.
Second order phase transitions are characterized by an infinite correlation length (ξ), and symmetry
breaking of (at least a subest of) continuous symmetries as we go from one phase to the other. For
example, in the 2D Ising Model, the spontaneous magnetization hσ z i breaks the symmetry of the
disordered phase at T > Tc as we cross the critical point to the ordered phase at T < Tc . In contrast, for infinite order phase transitions, there are no continuous symmetries that are spontaneously
broken. An example of such a transition is the Berezisnkii-Kosterlitz-Thouless (BKT) transition in
the 2D XY model, in which there is no spontaneous magnetization in the ordered phase (no spontaneous symmetry breaking). This is in agreement with the Mermin-Wagner-Berezinskii theorem
which states that there exists no spontaneous symmetry breaking of a continuous symmetry in two
dimensions.
The critical point is a singularity in system’s macroscopic properties. It is a low dimensional
manifold in the infinite dimensional space of all parameters, corresponding to the so called relevant operators. At critical points, the correlation length ξ becomes infinite, and the critical system
remains invariant on all length scales. The only relevant degrees of freedom are the ‘slow’ long
wavelength modes, and systems which differ in their microscopic behavior will have the same long
distance properties. This leads us to the important concept of universality, wherein different models
will have the same critical behavior, which we can express in terms of critical exponents. Critical
exponents are determined by the symmetries of the order parameter and determines how various
physical quantities of interest diverge or fall off at the critical point, and universality implies the
same critical exponents for different systems which fall under the same universality class. We will
explicitly calculate a few of them using the Levin Nave Tensor Renormalization Group [55].
There have been a few theories that aims to explain the critical properties of a system. The
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mean field theory (MFT) and the Landau theory aims to describe critical phenomena by describing
the system in terms of the average value of the microscopic degrees of freedom and the average
value of the order parameter respectively, and have been successful in capturing many ideas of
critical phenomena. Wilson’s work on the renormalization group [13, 14] was the first theory that
started from the microscopic model itself and aimed to explain, for example, the classification of
continuous phase transitions into universality classes characterized by the equivalence of the critical
exponents, and the existence of an upper critical dimension dc above which the critical exponents
take on mean field values (Ginzburg criterion) for a given universality class.
The basic idea behind the renormalization group (RG) was to keep on redefining the problem
in terms of simpler set of parameters, while preserving the physical aspects of the problem. Since,
for critical phenomena, the long distance physics is of interest, the renormalization procedure may
be facilitated by a coarse graining procedure where at each step, we change the length scale of the
system by integrating out the short range degrees of freedom.
Renormalization group flows can be used to study behavior of systems away from criticality as
well. As an example, for the Ising model (with finite temperature phase transitions) described as
a system of locally interacting spins, a coarse graining RG flow at temperatures above the critical
temperature will soon remove any short range correlations, and the spins become uncorrelated. The
RG flow generated by the coarse graining procedure takes the system to the completely uncorrelated
state corresponding to infinite temperature T = ∞. On the other hand, the RG flow at temperatures
below the critical temperature Tc for the Ising model leads the system to a completely ordered state
corresponding to the zero temperature T = 0. Hence, for such systems, the RG flow generated takes
them away from the critical point. As we approach the critical temperature, the correlation length
ξ increases and we need more RG steps to remove any short-range correlations. At the critical
temperature Tc , when the correlation length is infinite ξ = ∞, the RG transformations leaves the
system invariant.
In the next section, we will provide an overview of the real space renormalization group. The
essence of the tensor network renormalization algorithms that we will use in this chapter lies in the
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Physical Quantity

Exponent

Scaling Behavior

Conditions

Specific Heat C(T )

α

C(τ ) ∝ |τ |−α

τ → 0, h = 0

Magnetization hσ z i

β

hσ z i ∝ (−τ )β

τ → 0− , h = 0

δ

hσ z i ∝ h1/δ

τ = 0, h → 0

Suceptibility X (T )

γ

X (T ) ∝ |τ |−γ

τ → 0, h = 0

Correlation Function hσ0z σrz i

η

hσ0z σrz i ∝ r2−d−η

τ = 0, h = 0

Correlation Length ξ(T )

ν

ξ(τ ) ∝ |τ |−ν

τ → 0, h = 0

Yang-Lee Density of Zeros g(θ)

σ

g(θ) ∝ |θ − θ0 (T )|σ

Re h = 0, Im h → h0+ (T )

Yang-Lee Correlation Length ξ(H)

ν̃

ξ(H) ∝ H −ν̃

Re h = 0, Im h → h0 (T )

TABLE 4.1: Table of critical exponents for thermodynamical quantities of interest
and showing their scaling behavior in the vicinity of a critical point. The YangLee critical exponents show scaling behavior in the vicinity of the Yang-Lee edge
singularity, discussed in Sec. 1.2.1 and H = h − ih0 (T )

.
spin blocking procedure developed by Kadanoff [11] for 1D spin systems and later extended to 2D
systems by Migdal [53]. For a detailed analysis on the renormalization group and Migdal-Kadanoff
procedure, please refer to [54, 86–88]. In Sec. 4.2, we derive some of the critical exponents explicity
using the Tensor Renormalization Group algorithm. We will end the section with a study of the
correlation functions using the TRG algorithms described in Sec. 3.3 for different phases of the
Isotropic Ising Model, and aim to glean insights into the presence or absence of novel phases and
phase transitions in the phase space, thus motivating the need to study the Anisotropic Ising model.
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F IGURE 4.1: One step of the RG transform
where the length scale of the
√ is shown√
system increased by a scale factor of 2 i.e. l = 2 as shown in this picture.
The black dots connected by solid lines denotes the original lattice. The red dots
(drawn over the appropriate black dots) connected by dashed lines represents the
renormalized lattice. Points X1 and X√2 which were a distance 6 units apart in the
original lattice are now a distance 3 2 units aparts in the renormalized lattice.

4.1

Real Space Renormalization Group

Before we discuss the Migdal-Kadanoff spin blocking procedure, let us briefly describe the concept
of the renormalization group (RG). We will also briefly introduce the concept of fixed points of the
RG transformation, and scaling near the critical point.

Chapter 4. Critical Phenomena and Correlation Functions

4.1.1

89

The Renormalization Group

Let HK (σ i ) be the Hamiltonian describing the initial d dimensional model that depends on the
variable σ i , and a set of parameters denoted by K. The renormalization group transformation aims
0 (µi ), where K0 denotes the new set of parameters
to describe the system with a new Hamiltonian HK
0

for the renormalized system. Then the action of the renormalization group can be written as
0
HK
0 = RHK

K0 = RK

(4.1)

where R is the renormalization group operator, and let the renormalization coarse graining increase
~ in the original system, are
the length scale by a factor of l. Points which were apart a distance r
~ 0 given by
now separated by the renormalized distance r
~→r
~ 0 = l−1 r
~
r

(4.2)

If N denotes the number of degrees of freedom in the original system, then the number of
renormalized degrees of freedom N 0 is given as
N 0 = l−d N

(4.3)

Let the free energy associated with the initial system be F [H]1 , defined as
F [H] = − ln Tr σi eβH(σ

i)

(4.4)

where Tr σi denotes a sum over all possible configurations. The free energy of the system should
then be invariant under the renormalization group transformation R. This can be formally denoted
by
0
i
i
F [HK
0 (µ )] = F [HK (σ )]
1

The square brackets [] denote a functional

(4.5)
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Since the free energy is an extensive quantity, the free energy density scales as
0
i
d
i
f [HK
0 (µ )] = l f [HK (σ )]

(4.6)

This scaling form of the free energy helps us in deriving the critical exponents for the system. We
will not go into a detailed explanation and derivation of the critical exponents and we refer the
interested reader to [27, 87]
Let us also consider the effect of the RG transformation on the correlation length ξ, which
changes in the same way as lengths under the RG transformation, given by
ξ → ξ 0 = l−1 ξ

(4.7)

The fixed points corresponding to the renormalization group transformation are defined such
that the Hamiltonian describing the system before and after the transformation remains invariant
under a scale change, which can be expressed as
∗
0
HK = HK
0 = HK
∗

(4.8)

Invariance under a scale change is a feature of critical behavior and hence, at criticality, the correlation length ξ should also be scale invariant.
ξ = ξ 0 = ξ∗

(4.9)

The consistency of the scaling equation Eq. 4.7 together with the invariance equation Eq. 4.9 for
the correlation length ξ immediately implies an infinite (or trivially zero) correlation length at the
critical point, as discussed earlier.
Let us now formalize the concept of the renormalization group with the aim of deriving a procedure to calculate the critical exponents. We know that the action of the renormalization group (RG)
can be thought of a map from the set of parameters K describing the Hamiltonian H to the set of
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parameters K0 describing the Hamiltonian H0 , as in Eq. 4.1. A fixed point for the RG flow can then
be described in terms of the set of parameters as the point where K = K0 = K∗ i.e. the parameters
describing the system remain unchaged under successive iterations of the RG procedure.
The RG transformation is generally a highly non-linear map from the set of parameters K,
with elements K i to the set of parameters K0 with elements K 0i . However, in the vicinity of the
critical point, the transformation K 0i = Ri (K) can be expanded as a Taylor series in terms of small
deviations δK 0i from the fixed point. Mathematically, we may write this as2
K 0i = K∗0i + δK 0i = K∗i +

X ∂Ri (K∗ )
∂K j

j

= K∗i +

X

δK j

Rji (K∗ )δK j

(4.10)

j

where Rji denotes the matrix elements of the RG map and is defined as
Rji =

∂Ri (K)
∂K j

(4.11)

Since R(K∗ ) is evaluated at the fixed point, only the first order derivative of R remains, and the
problem becomes linear.
Let λj and ej be the eigenvalues and eigenvectors of the matrix R. For a Hamiltonian near the
fixed point K∗ , the set of parameters K admits an expansion in terms of the eigenvectors of R as
K i = K∗i +

X

gj eij

(4.12)

j

where the expansion co-efficients are known as the scaling fields. Under 1 step of the RG transformation, we get
K 0i = K∗i +

X

lyj gj eij

(4.13)

j

where l is the scale factor of the RG transformation. Two things follow immediately, in that the
eigenvalues of the matrix R is given as λj = lyj , and that the scaling relation for gj under 1 step of
2

The subscript ∗ denotes evaluation at the fixed point
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F IGURE 4.2: Renormalization procedure by Kadanoff’s spin blocking procedure
[11] for a 1D lattice of spins by a scale factor l = 2. In each step of the RG
procedure.

the RG transformation is given as
gj0 = lyj gj

(4.14)

where the exponents yj are independent of the scale factor l and are related to the critical exponents
for the Ising model which we will discuss next. For a positive value of the exponent yj , the scaling
field gj (relevant field) grows under repeated applications of the RG transformation and make the
system flow away from the fixed point. Similar considerations imply that, for a negative value of
the exponent yj of the scaling field gj (irrelevant field), repeated RG transformations will drive the
system towards the fixed point.
In the next couple of subsections, let us apply these renormalization group ideas to the 1D and
2D Ising models.
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Spin Block Transformation in 1D: Kadanoff Spin Blocking

To demonstrate the idea of the renormalization group applied to a 1D lattice, let us consider the
simple 1D Ising model described by the Hamiltonian

H1D = −J

X

σiz σjz −

hi,ji

X
hX z
(σi + σjz ) −
c̃
2
hi,ji

(4.15)

i

where is c̃ is a constant.
In the RG procedure that we consider, known as decimation, we will change the length scale
by a factor of 2 i.e. l = 2 at each step of the iteration, as shown in Fig. 4.2. The aim will be to
rewrite the partition function Z for the 1D Ising model, after each RG step, by tracing over every
second spin i.e for spins at sites i = 2, 4, 6, 8, . . . . To do this, let us rewrite the partition function as
a product over every spin at even-numbered lattice points as

Z=

X

Y

{σ z =±1}

i=2,4,6,...

i
h
H z
z
z
z
+ σi+1
) + 2C
exp Kσiz (σi−1
+ σi+1
) + Hσiz + (σi−1
2

(4.16)

where K = βJ, H = βh, and C = βc̃. The renormalized partition function Z 0 after the partial
trace over the spins at lattice points i = 2, 4, 6, . . . is given by
Z0 =

X

Y

exp

{σ1z ,σ3z ,σ5z ,...} i=2,4,6,...

h

K+

i
H z
z
) + H + 2C +
(σi + σi+1
2

h 
i
H z
z
(σi + σi+1
) − H + 2C
exp − K −
2

(4.17)

where the spins have been relabelled to be numbered consecutively on the renormalized lattice.
We want to rewrite the expanded form of the renormalized partition function Z 0 given in Eq.
4.17 in the familiar form of
Z0 =

X

Y

{σ z =±1}

i

h
i
H0 z
z
z
exp K 0 σiz σi+1
+
(σi + σi+1
) + C0
2

(4.18)
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Equations Eq. 4.17 and Eq. 4.18 are consistent if the following equality holds
h
i
h
i
H0 z
H z
z
z
z
exp K 0 σiz σi+1
+
(σi + σi+1
) + C 0 = exp K +
(σi + σi+1
) + H + 2C +
2
2
i
h 
H z
z
(σi + σi+1
) − H + 2C (4.19)
exp − K −
2
z } = ±1, we can see that the three equations that follow immediately are
Since {σiz , σi+1

0

0 +C 0

= e2K+2H+2C + e−2K+2C

0

0 +C 0

= e2K−2H+2C + e−2K+2C

0

0 +C 0

= eH+2C + e−H+2C

z
σiz = σi+1
= 1 : eK +H
z
σiz = σi+1
= −1 : eK −H
z
σiz = −σi+1
= ±1 : eK −H

(4.20)

which leads us to the following equations for the renormalized parameters {K 0 , H 0 , C 0 } as
0

e4K = cosh(2K + H) cosh(2K − H)/ cosh2 H
0

e2H = e2H cosh(2K + H)/ cosh(2K − H)
0

e4C = e8C cosh(2K + H) cosh(2K − H) cosh2 H

(4.21)

The relations given in Eq. 4.21 are the recursion relations for the renormalization group, which
we will denote as R21D (K, h, C). These equations preserve the long range behavior of the system,
while describing the system in terms of the new set of primed parameters. The number of new set
of the primed parameters required to describe the system is reduced by half after every RG step.
We can now calculate the fixed points of the RG transformation by determining the points where
the parameters describing the system do not change after successive iterations of the RG procedure.
To do this, let us define new variables x = e−4K ,

y = e−2H ,

z = e−4C and the recursion
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relations for the RG flow can now be written as
x(1 + y)2
(x + y)(1 + xy)
y(x + y)
y0 =
(1 + xy)
z 2 xy 2 (1 + y)2
z0 =
(x + y)(1 + xy)

x0 =

(4.22)

The recursion relations for x and y do not depend on the parameter z and have 3 fixed points x∗
and y∗ which can be obtained from the equations
x∗ (1 + y∗ )2
(x∗ + y∗ )(1 + x∗ y∗ )
y∗ (x∗ + y∗ )
y∗ =
(1 + x∗ y∗ )

x∗ =

(4.23)

From these equations, we can see that the 3 fixed points are given by
1. x∗ = y∗ = 0 : Spins are frozen and aligned at all temperatures as a result of an infinite
longitudinal field h = ∞.
2. x∗ = 1, y∗ = arbitrary : Corresponds to the T = ∞ paramagnetic state where all the spins
are arranged randomly.
3. x∗ = 0, y∗ = 1 : Corresponds to the T = 0 critical point with h = 0.
In the limit of h = 0, y = 1, the recursion relations given in Eq. 4.21 and Eq. 4.22 simplify
further to give




K 0 = 0.5 ln cosh(2K) = arctanh tanh2 (K)
This leads to just 2 fixed points corresponding to
1. K = ∞, ⇒ T = 0 critical point
2. K = 0, ⇒ T = ∞ paramagnetic fixed point

(4.24)
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Having discussed how the Kadanoff spin blocking RG procedure [11] results in successful determination of the fixed points for the 1D Ising model, we now want to apply the real space renormalization group to dimensions 2 and higher.

4.1.3

Spin Block Transformations in 2D and higher: Migdal-Kadanoff approach

The exact and extremely simple results in Sec. 4.1.2 to determine the fixed point behavior of the 1D
Ising model could be obtained because each spin site had only two nearest neighbors and succesive
steps of the RG procedure3 did not lead to a proliferation of long range interactions and multiple
spin interactions, as is the case in 2D and higher (with higher number of nearest neighbors). This is
in contrast to the Kadanoff spin blocking procedure for the 1D Ising model that retained the simple
form of the nearest neighbor Ising model (Eq. 4.15) and each step of the RG procedure produced an
effective interaction between every other spin. Hence, approximations that truncate the long range
and multi-spin interactions are needed in order to study the critical behavior of lattices in 2D and
higher. The Migdal-Kadanoff construction [53, 54] is the best known approximation method till
date. For simplicity, we will consider the 2D Ising model as shown in Fig. 4.3(A) in the limit of
vanishing external field (h = 0), where the RG step has a scale factor l = 2.
The Migdal-Kadanoff procedure consists of two simple steps as illustrated in going from Fig.
4.3(A) to Fig. 4.3(B) to Fig. 4.3(C). The first step involves bond shifting where the bonds connecting
every alternate column (or row) of spins is broken and shifted 1 lattice site to create bonds twice
the original strength, followed by decimating alternate spins in the transverse direction. Let us first
consider the y bond move shown in Fig. 4.3(B), we break the vertical bonds connecting alternate
columns of spins with ineraction strength Ky and shift them 1 lattice site to create renormalized
bonds with interaction strength 2Ky as shown in Fig. 4.3(C). The next step is to integrate out
along the horizontal x direction the vertically disconnected spins via the Kadanoff spin blocking
procedure, a discussed in Sec. 4.1.2. Mathematically, we may express these two steps as
Ky0 = 2Ky ,
3

Kx0 = R21D (Kx )

1 step of RG consists of decimation of spins along the chain

(4.25)
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(B)

(C)

(D)

(E)
F IGURE 4.3: Bond moving and decimations of the Migdal-Kadanoff procedure in
2D Ising model. (A) The original lattice with interaction strengths Kx and Ky
along the x and y directions respectively; (B) The y bond move is followed by; (C)
a decimation of the spins along the x direction; (D) The x bond move is followed
by; (E) a decimation of the spins along the y direction leading to the renormalized
lattice with renormalized interaction strengths 2Kx and 2Ky .
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We repeat the same procedure by now shifting bonds along the horizontal direction to create
renormalized bonds of interaction strength 2Kx (see Fig. 4.3(D)) followed by integrating out alternate spins in the vertical direction.
Let us consider the RG transform for a general m dimensional lattice with a general scale factor
l ∈ Z. Let the decimation be along the x1 axis where the lattice constant increases by a factor of l,
given by
Kx0 1 = Rlm (Kx1 )

(4.26)

and the bonds in the transverse directions xt = {x2 , x3 , . . . , xm } are scaled as
Kt0 = lKt

(4.27)

If a is the lattice constant in the original lattice, successive RG transformations along all the
coordinates xi , i ∈ {1, 2, . . . , m} increases the lattice constant to la, with the nearest neighbor
coupling strengths given by


Kxi (la) = lm−i Rlm li−1 Kxi (a)

(4.28)

To understand the nature of the fixed points and critical phenomena4 from the Migdal-Kadanoff
recursion relations, let us consider the Eq. 4.28 in the analytically continued limit l → 1 and
study the change in the coupling constants under a small change δa in the lattice constant. We set
l = eδa ∼ 1 + δa, and the expansion for the RG operator Rlm is given by


h
i
R1+δa (1 + δa)i−1 Kxi = arctanh (tanh((1 + δa)i−1 Kxi ))1+δa

1
= (1 + (i − 1)δa)Kxi + δa sinh(2Kxi ) ln tanh(Kxi )
2

(4.29)

The change in Kxi resulting from an infinitesimal change δa in the lattice constant is given by

1
d K xi
= (m − 1)Kxi +
sinh(2Kxi ) ln tanh(Kxi
da
2
4

The following analysis very closely follows Section 5.7 in [88]

(4.30)
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F IGURE 4.4: RG flow showing the stability of the fixed points. The RG flow drives
the system towards T∗ = 0 if we start at any temperature T < 2(m − 1) and towards
the T∗ = ∞ fixed point if we start at temperatures T > 2(m − 1), showing the fixed
point at T∗ = 2(m − 1) to be an unstable fixed point.

For m = 1, we recover the renormalization transformation in Eq. 4.24. For simplicity, let us
consider the isotropic Ising model, and in the limit m → 1+ , we can see the development of nontrivial fixed points for small values of the temperature T or large values of K. For small T , the
second term in Eq. 4.30 goes to −1, and noting d(1/T ) = −T −2 dT , we get
T2
dT
= −(m − 1)T +
da
2

(4.31)

The above equation has fixed points T∗ where the derivative equals zero, and the two points that
satisfy these conditions are
T∗ = 0,

T∗ = 2(m − 1)

(4.32)

For the 2D Ising model, m = 2, and we get a non-trivial fixed point at T = 2, which is an
approximation to the actual critical point of T = 2.269. A quick analysis of the stability of the fixed
points can be done by considering small perturbations δT = T − T∗ given as
dδT
= (1 − m + T∗ )δT = λδT
da

(4.33)

In the low temperature phase T < 2(m − 1), the flow is towards the T = 0 fixed point which
represents the ordered state of the Ising model. This can also be confirmed from Eq. 4.33 where
λ < 0 for T∗ = 0. For high temperatures T > 2(m − 1), the flow is away from the T = 2(m − 1)
fixed point towards the T = ∞ fixed point (see Fig. 4.4) which represents the disordered state of
the Ising model. Hence, T∗ = 2(m − 1) is an unstable fixed point, and can also be confirmed if
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we substitute the value of the non-trivial fixed point in Eq. 4.33 resulting in a positive value of the
coefficient λ.
Even though the Migdal-Kadanoff approach is an approximation, it still provides valuable information about the nature of the fixed points for the RG flow.

4.2

Critical Behavior and Scaling Dimensions from TRG

Having developed the theoretical groundwork for the real space renormalization group and how RG
flow leads us to the concept of fixed points, we will now look at the critical behavior of the square
lattice Ising model by explicitly computing the critical exponents (also known as scaling exponents
or scaling dimensions) using the Tensor Renormalization Group [55] algorithm (discussed in Chapter 3). The tensor network renormalization algorithms such as TRG and HOTRG (among others)
automatically admits a real space RG flow in a spirit similar to Migdal-Kadanoff’s spin blocking
procedure [11, 12, 53, 54] and hence, provide a very efficient tool to compute the critical exponents
for a particular universality class.
In our discussion of tensor network algorithms (Chapter 3), we saw that much of the improvements made to TRG has been to address the absence of a fixed point tensor at criticality and improve
the performance of tensor network algorithms at the critical temperature. This absence of a critical
fixed point tensor (due to failure of removing short range correlations) for TRG algorithm was first
argued by Levin and Nave [55] and later proven in detail by Evenbly and Vidal [73], even with the
choice of local gauge transformations. Even though TRG fails to flow to a critical fixed point tensor, there is already some emperical evidence that TRG can still be utilized to compute the universal
properties of the system. Fig. 16 in the TNR paper [73] by Evenbly and Vidal shows that at the
critical temperature, computing the scaling dimensions require us to go to bond dimensions χ = 80
to obtain appreciable results for a finite-sized lattice. The question we hence aim to ask here is :
How bad is TRG actually, and can we use TRG to determine critical exponents related to one-point
hσ z i and two-point hσ0z σrz i correlation functions to a fair degree of accuracy without increasing the
cost of computation, aka the cutoff bond dimension χ too much?
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Since tensor network renormalization techniques [55, 57, 74, 78] that do not remove short-range
Onsager

entanglement fail to flow to a fixed point tensor at the critical (inverse) temperature βc

, it is

natural to deduce that the critical temperature that we find using these numerical techniques will
Onsager

not only differ from the true βc

, but the numerical βcχ will also differ as we vary the cutoff
Onsager

bond dimension χ. Evenbly and Vidal [73] looked at the critical temperature βc

itself, and not

follow the flow in the coupling space to carefully tune themselves to the critical temperature βcχ set
by the bond dimension, as demonstrated by Hinczweski and Berker [89]. Our initial investigations
Onsager

corroborated this and observed inaccurate results for the critical exponents at the analytical βc

in the thermodynamic limit with modest bond dimensions χ ≤ 30. We believe this may be the
Onsager

result of suboptimal length scales set by the bond dimension χ at the critical temperature βc

.

The solution then would be to precisely derive the numerical βcχ corresponding to each cutoff bond
dimension χ by looking at second order divergences. Once the βcχ for each χ has been identified
to a high degree of precision, we would then be able to determine the critical exponents. This
will allow us to find the temperature at which the length scale is optimal to study critical behavior
corresponding to a particular value of χ.
Previous work on computing critical exponents for the 2D Ising model have utilized the TRG
algorithm to compute the critical exponent ν related to the correlation length ξ ∼ τ −ν (Hinczewski
and Berker[89], Nakamoto and Takeda[51]), and the critical exponent β, given by hσ z i ∼ −τ β in
the ordered phase (Nakamoto and Takeda[51]), with τ being the reduced temperature (T − Tc )/Tc .
The authors in these papers were able to determine the numerical βcχ by looking at divergences
in the specific heat C and correlation length ξ plots as a function of the temperature T (= 1/β).
Numerically computed critical exponents β, and ν did not uniformly converge to the exact value as
a function of increasing cutoff bond dimension χ.
There is however another way to numerically compute βcχ for a particular cutoff bond dimension
χ by looking at divergences in the (magnetic) susceptibility X plot as function of the temperature,
where the susceptibility is defined as
X = lim

h→0

∂m
∂h

(4.34)
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However, due to a finite bond dimension, infinities are not observed, rather the numerical βcχ
is computed by looking at the peaks in the plot of log X vs β. The author in [90] was able to
determine βcχ more accurately by looking at the divergence of the susceptibility(X ) for the 2D XY
model. Similarly for the 2D isotropic Ising model, we observed that using the susceptibility X to
determine βcχ numerically for a particular χ, leads to a more accurate answer even though uniform
convergence is not observed. Precise numerical determination of the critical temperature requires
us to make the external magnetic field h as small as possible; smaller values of h results in sharper
peaks in the susceptibility plot, leading to much more accurate finding of numerical βcχ .
There have been other explorations to compute critical exponents in the 2D XY model and the
2D Ising Model using tensor network renormalization algorithms [90–93], but a complete pedagogical numerical analysis of critical exponents remain missing. The critical exponents are not
independent and related to each other through the following equations

dν = 2 − α = γ

(δ + 1)
;
(δ − 1)

β=

γ
δ−1

2β + γ = β(δ + 1)
δ=

1
d+2−η
=
σ
d−2+η

(4.35)

Even though knowledge of a few critical exponents explicity leads to other critical exponents
through the scaling relations described in Eq. 4.35, it would be nice to calculate them directly
and compare to theoretical results.
In this section, we aim to fill up the remaining gaps in the literature, and explicitly use the tensor
renormalization group (TRG) algorithm to compute the previously unreported critical exponents
related to one-point hσ z i and two-point hσ0z σrz i correlation functions. The critical exponents of the
asymptotic correlation functions are related to the scaling dimensions of effective conformal field
theories describing critical systems, and provides extra motivation to study the critical behavior of
correlation functions.
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In particular, we consider the classical square lattice Ising model with nearest neighbor ferromagnetic interactions on a torus (doubly periodic boundary conditions), and compute the critical
exponent η related to hσ0z σrz i ∼ r−η for the 2D Ising Model, the critical exponent δ related to the
magnetization as hσ z i ∼ h1/δ , the critical exponent γ, related to the susceptibility as X ∼ τ −γ , and
the amplitude ratio A (defined later) which is also universal. Moreover, the susceptibility X and the
correlation length ξ are related5 to each other by X ∼ ξ γ/ν . However, in practical simulations, the
systems under consideration have a finite size of very large linear dimension L  1. Finite size
scaling dictates that we approximate ξ ≈ L, and hence we get the relation X ∼ Lγ/ν . We also test
the results of TRG at the Yang-Lee edge singularity and calculate the critical exponent σ by studying
the divergence of X ∼ H σ−1 , where H = h − ih0 (T ). We also calculate the critical exponent η for
the connected correlator at the Yang-Lee critical endpoints given by G(r, H) ∼ D(rH ν̃ )r−(d−2+η) .

4.2.1

Isotropic Ising Model

Before we compute the critical exponents for the isotropic square lattice Ising model, we need to
obtain the critical temperature βcχ for the bond dimension χ. As mentioned, we apply an infinitesimal external field h = 10−12 , with infinitesimal variation dh ∼ 10−13 to determine the critical
temperature corresponding to the particular bond dimension χ. In this infinitesimal field limit, we
plot log X by varying the temperature β, and we determine βcχ as the temperature corresponding to
the peak value log Xmax of the log–susceptibility. We demonstrate this procedure for χ = 20 in Fig.
Onsager

4.5, where the red dashed-dotted line denotes the value of βcχ . The true critical temperature βc

given by Onsager’s solution is denoted by the navy dashed line. We can see that the error made is
quite negligible, of the order of 10−5 (see Table 4.2).
We compare this method of finding βcχ with the critical temperature corresponding to vanishing
magnetization m = hσ z i → 0 in the limit h → 0 (at the same value of h), and find that both these
methods agree with each other up to a maximum error of the order 10−5 , as shown in Table 4.2. The
plot in the inset of Fig. 4.5 clearly shows the effects of finite scaling where at βcχ for χ = 20, the
log–susceptibility reaches a high peak value instead of showing true divergence.
5

This relation easily follows if we consider the scaling relations X ∼ τ −γ , and ξ ∼ τ −ν
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F IGURE 4.5: We obtain the numerical critical temperature βcχ by looking at the
plot of log X as a function of the temperature β. The x–axis in this plot is the
dimensionless temperature β/βcOnsager to clearly denote the error in βcχ relative to
the analytical critical temperature, denoted by the navy dashed line obtained from
Onsager’s solution [42]. The red dahsed-dotted line shows the location of βcχ relative
to βcOnsager . Inset: The plot of log X versus the iteration index of the TRG algorithm
at βcχ shows the susceptibility does not reach infinity, indicating the effects of finite
size-scaling.

We show the results of our calculation of the critical exponents η, δ, γ, and γ/ν in Fig. 4.6(A),
Fig. 4.6(C), Fig. 4.6(D), and Fig. 4.6(E) respectively, for the particular case of χ = 20. These
Onsager

critical exponents were explicilty calculated at the critical point βcχ = 1.000041βc

(see Table

4.2), using log − log plots of the physical quantities of interest as a function of the appropriate parameters. An infinitesimal magnetic field h = 10−12 was applied to ensure that the asymptotic value
of the two point correlation function limr→∞ hσ0z σrz i matches with hσ z i2 up to machine precision.
The critical exponent η in Fig. 4.6(A) was calculated from the slope of the plot of log2 hσ0z σrz i
vs log2 r, with r ranging from 0 to 8192 = 213 . The value of η = 0.2458 is comparable with the
analytic value of η = 0.25. In Fig. 4.6(B), we show the comparison of the behavior of hσ0z σrz i in
a small neigbhorhood ± dβcχ ∼ ± 10−5 of the critical temperature βcχ , showing a clear distinction
in their behavior in hσ0z σrz i in the PM and FM phases. For the PM phase at temperature βcχ − dβcχ ,
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the correlation function hσ0z σrz i falls of faster than at βcχ and asymptotically reaches 0. For the FM
phase at temperature βcχ + dβcχ , hσ0z σrz i falls off slower than at βcχ and asymptotically reaches a

finite value equal to hσ z i2 .
The critical exponent δ is calculated as the multiplicative inverse of the slope for the plot of
log10 hσ z i vs log10 h at numerical βcχ (see Fig. 4.6(C)). We vary h from h = 10−4 to h = 0.05 to
obtain our results. We know that near the critical point, the susceptibility scales as X> = kγ> τ −γ
in the high temperature phase (T > Tcχ ), with reduced temperature τ = T /Tcχ − 1. Similarly, in
the low temperature phase (T < Tcχ ), the susceptibility, denoted by X< scales as X< = kγ< (τ 0 )−γ ,
with the reduced temperature in the low temperature phase given by τ 0 = 1 − T /Tcχ . The amplitude
ratio A for the magnetic susceptibility is then given as the ratio A = kγ> /kγ< .
One should however keep in mind that χ does not show a true divergence but saturates to a peak
value as we get closer to the critical temperature βcχ while computing γ. The plot for log X vs log τ
shows linear behavior within ∼ 10−6 of Tcχ , but tapers off to this peak value as we get closer to
Tcχ . We extract the slope from the linear portion of the plot shown in Fig. 4.6(D). The linear scaling
of log X with iteration index j (up to its peak value) at the critical temperature βcχ allows us to
extract the ratio of the critical exponents γ/ν which relates the susceptibility to the length scale of
the system as X ∼ Lγ/ν . We know that for iteration index j, the linear size of the lattice simulated
is given by L = 2j/2 . Conversely, the number of iterations needed to simulate a square lattice of
linear size L is given as
j = 2 log2 L

(4.36)

Let ζ be the slope for the plot of log2 X vs j i.e log2 X ∼ ζ j Then, we can derive from Eq.4.36
that log2 X = 2ζ log2 L. Noting that log2 X ∼ (γ/ν) log2 L, we can easily equate
ζ=

γ
δ−1
=
2ν
δ+1

(4.37)

Fig. 4.6(E) shows the plot of log2 X vs interation index j = 2 log2 L, and the ratio γ/ν is then just
twice the slope of the graph. At χ = 20, we obtain a value of γ/ν = 1.7210 which is comparable
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(A)

(B)

(C)

(D)

(E)
F IGURE 4.6: log − log plots obtained from using TRG to calculate the critical exponents for the isotropic Ising model. (A) Critical exponent η, given by hσ0z σrz i ∼ r−η ;
(B) Comparsion of hσ0z σrz i vs r in a small neighborhood βcχ ± dβcχ , showing
two distinct phases of the isotropic Ising model; (C) Critical Exponent δ, given by
hσ z i ∼ h1/δ ; (D) Off-critical susceptibility clearly showing scale invariant behavior
assoicated with exponent γ and also amplitude ratio between X< and X> branches;
and (E) Critical Exponent γ/ν obtained from X ∼ Lγ/ν . The results shown here
were performed with a modest bond dimension of χ = 20.
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TABLE 4.2: This table summarizes the errors in calculating the numerical critical
temperature βcχ for bond dimensions χ = {16, 20, 24, 28}, and the errors ∆η, ∆δ,
∆γ and ∆γ/ν made in TRG computations of critical exponents η, δ, γ and γ/ν,
respectively for the isotropic Ising model. The errors made in the case where we
obtain βcχ by looking at peaks in log X , denoted as ∆βcX ,O are pretty negligible
with the maximum error being of the order 10−4 . The errors made in determining
βcχ by looking at temperatures where hσ z i → 0 as h → 0, denoted as ∆βcm,O are
negligible as well. The relative difference between the critical temperatures obtained
by the two methods is given by ∆β X ,m and the results show that they agree with
each other to a great extent. In most of the cases, the errors made in computing the
critical exponents are within ∼ 5% accuracy with modest bond dimensions χ ≤ 28
with only the error ∆γ for cutoff bond dimension χ = 16 being 6.7%. However,
convergence with bond dimension cannot be ascertained, even though the errors
made are quite small.

to analytical value of 1.75. As with the case of calculating the exponent γ, we only look at the
linear portion of the graph of log X vs j (see inset of Fig. 4.5), before it tapers off to a peak value.
Apart from approximations resulting from truncations in the TRG algorithm, finite-size effects also
contribute to the deviations of the critical exponent from their analytic values.
We summarize the errors in our calculation of the critical temperature and the scaling dimensions in Table 4.2 for cutoff bond dimensions χ = {16, 20, 24, 28}. The second column shows the


Onsager
error ∆β X ,O = βcχ (Xmax )/βc
− 1 made in determining the numerical critical temperature
Onsager

βcχ , relative to the analytical value βc

, by looking at the peak value Xmax of the magnetic sus-

ceptiblity. The relative errors made in this case are pretty negligible with a maximum error ∼ 10−4 .
For χ = 20, and χ = 28, the error is ∼ 10−5 .


Onsager
Similarly, ∆β m,O = βcχ (m → 0)/βc
− 1 measures the errors made in determining
Onsager

the numerical critical temperature βcχ relative to the analytic βc

, by observing the temperature
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where m → 0 in the limit h → 0. As we see for ∆β X ,O , the relative errors made in this case are
pretty negligible as well with a maximum error ∼ 10−4 . For χ = 20, and χ = 28, the error is
∼ 10−5 .
We can see from Table 4.2 that for all values of χ, the numerically determined critical temperature corresponding to the peak value of susceptibility is more accurate than that determined
from observing the temperature where the spontaneous magnetization goes to zero. The relative
difference (we use the absolute value of the difference in this case) between the two methods in determining βcχ is given in the column for ∆β X ,m = |βcχ (m → 0)/βcχ (Xmax ) − 1|, taking the critical
temperature determined from the peak value of susceptibility Xmax as the standard. We can see that
these two methods are in agreement with a maximum error of ∼ 10−5 . For χ = 20 and χ = 28, the
relative difference between the two methods is of the order ∼ 10−6 !
The rest of the columns show the relative errors in the calculation of the critical exponents. The
errors in calculating the critical exponent η for the different bond dimensions are in the column


∆η = η/η Ana − 1 with η Ana = 1/4 being the analytic value. The errors for the critical exponent
η are all within 3% accuracy with the lowest error being within 2% accuracy for χ = 20. The errors
made in this case shows an overall downward trajectory but the convergence is non-uniform with
increasing bond dimension χ. The errors in calculating the critical exponents δ, γ, and γ/ν are given






by ∆δ = δ/δ Ana − 1, ∆γ = γ/γ Ana − 1 and ∆(γ/ν) = (γ/ν)/(γ/ν)Ana − 1 respectively.
The superscripts ‘Ana’ denote analytical values of the critical exponents, with δ Ana = 15, and
γ Ana = (γ/ν)Ana = 7/4. The equivalence of the analytical values of γ and γ/ν follows from the
fact that ν Ana = 1. We can see that the relative errors are quite negligible for the modest bond
dimensions we are considering, well within 5% accuracy for most of the cases. Only the error for
∆γ exceeds this limit for χ = 16. Apart from γ, none of the other critical exponents show uniform
convergence with increasing bond dimension, even though the errors made are quite low. Moreover,
calculation of the amplitude ratio at χ = 20, leads to a value of A ≈ 45, which is roughly consistent
with the analytic value of AAna ≈ 38.
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F IGURE 4.7: Similar to the isotropic Ising model, we obtain the critical temperature
by looking at the peak value of log X as a function of the temperature β. The green
dashed-dotted line shows the location of βcχ on the dimensionless temperature scale
β/βcOnsager , and the relative deviation an be obtained as its distance from the navy
blue line that denotes the analytical βcOnsager . Inset: The plot of log X versus the
iteration index of the TRG algorithm at βcχ shows the susceptibility does not reach
infinity, indicating the effects of finite size-scaling.

4.2.2

Anisotropic Ising Model

We now turn to the study of the Anisotropic Ising model. In particular we will consider the case
where the anisotropy, defined as the ratio of the interaction strengths Jy /Jx = 1/10. Our studies linking complex temperature statistical mechanics to non-unitary quantum dynamics were done
at the same value of anisotropy. Hence, before we study the phases and phase transitions of the
anisotropic Ising model at complex temperatures, let us look at the critical behavior for real temperatures. As was the case for the isotropic Ising model, we focus our attention on the critical exponents
η, δ, γ, the ratio γ/ν that relates the susceptibility X to the correlation length ξ (or the length scale
L of the system for finite size scaling), and the amplitude ratio A for the susceptibility. We will also
investigate whether the numerical calculations of the critical temperature and the critical exponents
show uniform convergence with increasing bond dimension χ.
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We numerically determine the critical temperature by looking at the temperature corresponding
to the peak value log Xmax in the log–susceptibility, using the same value of h = 10−12 , and
its infinitesimal variation dh ∼ 10−13 . Due to finite-size effects shown in the inset of Fig. 4.7,
the susceptibility does not diverge and instead reaches a peak value at the numerically determined
critical point βcχ . For χ = 20 shown in Fig. 4.7, the numerically determined βcχ (or rather its ratio
Onsager

with the analytical βc

) is denoted by the red dashed–dotted line, whereas the analytical value of

the critical temperature is denoted by the navy dashed line. The results are pretty accurate even for
the anisotropic Ising model with all the relative errors in determining βcχ being of the order ∼ 10−4
(see Table 4.3).
We show the results of our computation of the critical exponents in Fig. 4.8 for χ = 20 at
Onsager

the numerical critical temperature βcχ = 0.999456βc

. Similar to our analysis for the isotropic

Ising model, we apply an infinitesimal external field h = 10−12 to ensure to convergence of the
asymptotic two point correlation function to the square of the magnetization. The critical exponent
η in Fig. 4.8(A) was obtained as the slope of the plot for log2 hσ0z σrz i vs log2 r, varying r from
r = 0 to r = 8192 = 213 . Fig. 4.8(B) shows the difference in behavior on either side in a small
neighborhood βcχ ± dβcχ , with dβcχ ∼ 10−5 . At βcχ , we observe a pure power law ∼ r−η , while
in the PM phase at temperature βcχ − dβcχ , the two point correlation function starts falling faster
than the power law behavior and asymptotically goes to 0. For the FM phase, the decay is slower
than the power law, saturating asymptotically to a value hσ z i2 . The critical exponents δ, γ, and γ/ν
were obtained in the same way as discussed for the isotropic Ising model. The results show good
agreement with the analytical values given in Sec 4.2.1. The amplitude ratio for χ = 20 leads to
A ≈ 48, roughly consistent with the analytical value. Since the values of the critical exponents and
universal constants such as the amplitude ratio A obtained for the anisotropic Ising model match
with those obtained for isotropic Ising model, we can ascertain that these two models belong to the
same universality class.
We repeated these calculations with bond dimensions χ = 16, and χ = 24, and summary of the
errors made in our calculation is given in Table 4.3. The errors are computed with the same formulae
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(B)

(C)

(D)

(E)
F IGURE 4.8: log − log plots obtained from using TRG to calculate the critical
exponents for the anisotropic Ising model. (A) Critical exponent η, given by
hσ0z σrz i ∼ r−η ; (B) Comparsion of hσ0z σrz i vs r in a small neighborhood ± dβcχ of
the critical temperature βcχ , corresponding to two distinct phases of the anisotropic
Ising model; (C) Critical Exponent δ, given by hσ z i ∼ h1/δ ; (D) Off-critical susceptibility clearly showing scale invariant behavior assoicated with exponent γ and
also amplitude ratio between X< and X> branches; and (E) Critical Exponent γ/ν
obtained from X ∼ Lγ/ν . The results shown here were performed for anisotropy
Jy /Jx = 1/10 with a modest bond dimension of χ = 20.
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TABLE 4.3: This table summarizes the errors in calculating the numerical critical
temperature βcχ for bond dimensions χ = {16, 20, 24}, and the errors ∆η, ∆δ,
∆γ and ∆γ/ν made in TRG computations of critical exponents η, δ, γ and γ/ν,
respectively for the anisotropic Ising model. The errors made in the case where we
obtain βcχ by looking at peaks in log X , denoted as ∆βcX ,O are pretty negligible with
the maximum error being of the order 10−4 . In most of the cases, the errors made in
computing the critical exponents are well within ∼ 5% accuracy with modest bond
dimensions χ ≤ 24 except the errors ∆η and ∆δ for cutoff bond dimension χ = 16
being 5.56%. Surprisingly, even though the numerically determined critical point
βcχ do not show convergence, the critical exponents do as we increase the cutoff
bond dimension χ.

given in Sec. 4.2.1. While the errors made in determining βcχ are not uniformly converging with
increasing χ, surprisingly the errors made in determining the critical exponents are. Most of the
errors made lie within 5% accuracy, with only the errors ∆η and ∆δ being ∼ 5.56% for the lowest
χ = 16 we considered. Remarkably, most of the errors made in computing γ (given by ∆γ) and
γ/ν (given by ∆γ/ν) lie within 1% accuracy!

4.2.3

Yang-Lee Edge Singularities

In our review of Yang-Lee zeros, we saw that in the high temperature phase of the Ising model, there
exists an interesting critical point, namely the Yang-Lee edge singularity which occurs at the edges
where the density of zeros g(θ) goes to zero. These critical points are novel, non-Onsager critical
points, and are sometimes referred to as “proto-critical” points [22] for having only a single relevant
perturbation – the complex magnetic field.
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For the Ising model, the Yang-Lee zeros lie on a unit circle eiθ in the complex z = e−2βh plane.
The non-unitary conformal field theory describing the Yang-Lee edge singularity is the minimal
model M(5, 2) and is described by a ϕ3 action with central charge c5,2 = −22/5. On the other
hand, the critical Ising model is described by the minimal model M(4, 3) with a central charge
c4,3 = 1/2. Thus, the Yang-Lee edge singularity falls in a separate universality class with different
values of the scaling dimensions. We have seen in our discussion in Sec. 1.2.1 that the external
field corresponding to the Yang-Lee edge singularity is purely imaginary. Standard Monte Carlo
techniques cannot be used to study the critical behavior in this limit, and hence we apply TRG to
probe the critical behavior near the Yang-Lee edge singularity.
The Yang-Lee edge singularity can be obtained by computing the density of zeros g(θ) directly
from the discontintuity in the magnetization obtained from using tensor network methods (HOTRG
in particular) and noting the points in the complex z–plane where g(θ) = 0, as demonstrated by the
authors in [84] (also see our discussion of electrostatic analog and its implications in determining
the nature of phase transitions in Appendix A). In contrast, we employ the method of observing the
behavior of the susceptibility X and Rehσ z i in obtaining the critical point. The critical exponent
σ, defined in Eq. 1.21, was calculated by looking at the scaling behavior of the density of zeros in
the vicinity of the Yang-Lee edge singularity. The authors reported a critical exponent of σ = −0.1
from their simulations, whereas the analytic value of σ = −1/6.
We know that, along the line of Yang-Lee zeros, the external magnetic field is purely imaginary
i.e. Re h = h0 = 0, and h = ih00 , where h00 denotes the magnitude of the imaginary part of the
magnetic field h. In a region free of Yang-Lee zeros, the real part of the magnetization Re hσ z i must
be equal to zero. Starting at the point z = 1, corresponding to h = 0, we can traverse along a unit
circle by increasing h00 . The critical point θ0 (T ) is then given as the point in the complex z– plane
where Re hσ z i just becomes finite. Note that Im hσ z i 6= 0 due to the presence of a finite imaginary
field. The critical field ih0 (T ) can then be simply computed as
h0 (T ) = −

θ0 (T )
2β

(4.38)
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(A)

(B)

(C)

(D)

F IGURE 4.9: The top panel (row) shows the plots of log X as a function of log H
exhibiting powerlaw behavior, where H = h − ih0 (T ) for (A) χ = 16; and (B)
χ = 20 from where we extract the critical exponent σ. In the bottom panel, we show
the plots of log G(r, H) as a function of log r for (C) χ = 16; and (D) χ = 20. The
decay for the connected correlator G(r, H) is slow with critical exponent η. The
critical exponents thus obtained are in good agreement with the analytical values
σ Ana = −1/6, and η Ana = −4/5.

The other method involves obtaining the critical points by looking at peaks in the magnetic
susceptibility X . Since the susceptibility is complex, we look at peaks in the absolute value of X to
determine the critical field ih0 (T ). As h → ih0 (T ), the susceptibility diverges as
X ∼ H σ−1 ;

H = h − ih0 (T )

(4.39)
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We obtain the critical exponent σ from the slope = σ − 1 of log χ vs log H plot. The results
are shown in Fig. 4.9. As we approach the Yang-Lee critical endpoints, we observe noise in our
data due to the fact that the density of zeros diverge near these points leading to bad approximations
in the TRG algorithm. This was also observed by the authors in [84] in their application of the
HOTRG algorithm near the critical points. In spite of the noisy data, we can still extract the value
of σ to a high degree of accuracy for modest bond dimension χ = 16. The error made for χ = 16 is
approximately 2.3%. On increasing the bond dimension χ to 20, we see remarkable improvement
in both the noise in the data and the accuracy of the critical exponent σ. The error made for χ = 20
is 0.94%, a remarkable improvement from the results obtained from χ = 16.
We also study the behavior of the connected pair correlator
G(r, H) = hσ0z σrz i − hσ z i2 ∼ D(rH ν̃ )r(2−d−η)

(4.40)

in the limit r → ∞ and H → 0 to determine the critical exponent η. The scaling function in the
above equation is given as
D(x) = Ae−Bx /x2

(4.41)

The slope of log G(r, H) vs log r then gives us the critical exponent. The results are shown
in Fig. 4.9 (C) and Fig. 4.9(D). The value of η obtained for χ = 16 is a poor estimate of the
analytical value η Ana = −4/5, but shows remarkable improvement in accuracy in increasing to
bond dimension χ = 20. The error made in estimating η is 5.7% with a modest bond dimension
χ = 20. The hyperscaling relations defined in Eq. 4.35 can be used to compute the rest of the critical
exponents for the Yang-Lee edge singularities, and other models belonging to the same universality
class.

4.2.4
6

Error Analysis, Summary, and Outlook

There are two sources of technical error in this analysis – (i) finite resolution in the values of mag-

netic field h and temperature T (relevant operators), which may be refined as needed, and (ii) finite
6

The text in Sec. 4.2.4 very closely follows the text in [94]
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bond dimension χ, which are not thoroughly understood and commonly dealt with by switching to
more elaborate (and accurate) coarse graining schemes. As all of these are systematic errors, one
cannot rely on additional runs to improve results, e.g. as with Monte-Carlo simulations. The latter,
of course suffer from their own problems inherent in sampling large lattices, including but not restricted to critical slowing down, all of which are entirely absent here. While finite bond dimension
can be related to finite length rounding of critical correlations in variational MPS based approaches
to classical criticality [95], the existence of such finite length rounding is far from obvious in TRG
and other multiplicative renormalization approaches. Thus it is somewhat unclear (to us) how to
relate technical errors that are clearly present in the computation to the physical errors (if any) in
conclusions drawn.
To summarize, we computed several critical exponents of Ising and Yang-Lee critical points
using TRG method to obtain and analyse correlation functions directly. We were especially interested to study convergence trends with bond dimensions and documented clear convergence in
anisotropic Ising model and for the Yang-Lee critical point but not for the isotropic Ising model. At
the present we do not have a clear understanding of this observation and plan to explore it further.
One candidate culprit is the onset of spurious fixed points of TRG near the critical point as has been
previously documented [73, 78] for the isotropic model in zero field. It would be interesting to explore the convergence trends of other more sophisticated methods of tensor renormalization and also
compare to the values of exponents obtained by other methods, e.g. from scaling dimensions using
CFT ansatz for the finite size free energy. Tensor renormalization techniques can also be fruitfully
applied to statistical mechanics problems with non-positive weights as demonstrated here on the
Yang-Lee problem. There are several such interesting problems in the literature, e.g. models with
complex fugacity (similar to Yang-Lee), non-linear sigma models with topological terms, problems
with gauge fields (and long-range interactions), quantum circuits with measurement [85] (which
we shall study in length in Chapter 5), and we expect to see numerical progress on these in the
near future. Additionally, we expect tensor methods to make impact on problems with competing
phases, possibly separated by weak first order transitions which often present severe difficulty to
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Monte-Carlo techniques. While generic three dimensional problems are still likely too difficult for
an effective application of TRG, strongly anisotropic lattices or lattices with low local coordination
may turn out more amenable.

4.3

Phases and Phase Transitions at Real and Complex Temperatures
for isotropic 2D Ising model from TRG

In this section, we utilize the Tensor Renormalization Group (TRG) algorithms described in Sec.
3.3 to study the behavior of one point hσ z i (also known as the magnetization) and the two point
correlation functions for the isotropic 2D Ising model, away from the critical point and any other first
order phase transition points in different phases for the complex temperature phase space (including
real temperatures which lie on the real axis). The behavior of the correlation functions will provide
us with insights to detect the presence of any novel phases and phase transitions (if any) inherent to
the isotropic 2D Ising model.
We have seen in Sec. 1.2.2 that the phase boundary between the paramagnetic PM and ferromagnetic FM phases forms the double crescent in the tanh β plane (see Fig.1.6), but becomes a
yet simpler unit circle in the complex sinh 2β plane (see Fig.1.7): this appears to be a more natural
variable for the isotropic case. A trajectory with a fixed modulus of sinh 2β above or below unity
allows us to study the evolution of the nature of the phases and phase transition as we move away
from the real temperature axis.

4.3.1

Real Temperatures

Let us briefly look at the phases that exist for the isotropic 2D Ising model at real temperatures.
For our simulations, we set Jx = Jy = 1, where Jx and Jy are the nearest neighbor interaction
couplings along the x and the y directions respectively. We know that for real temperatures the
isotropic 2D Ising model exhibits a second order phase transition at the critical (inverse) temperature
√
√
βc = ln( 2 + 1)/2. This corresponds to the point tanh(β) = 2 − 1 + 0i in the complex tanh(β)
plane, and to sinh(2β) = 1 + 0i in the complex sinh(2β) plane.
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(D)

F IGURE 4.10: Magnetization hσ z i and two point correlation function hσ0z σrz i for
the high temperature paramagnetic (PM) phase and low temperature ferromagnetic
(FM) phase for real temperatures. (A) The magnetization exhbits the usual linear
response behavior in the vicinity of the critical field h = 0; and (B) thetwo-point
correlation function shows an exponential decay, characteristic of the PM phase;
(C) Magnetization exhibits a first order jump as we cross the critical field h = 0;
with (D) the correlation function showing long range order, characteristic of the FM
phase. The results have been obtained at χ = 16.

For the high temperature phase, we consider two values of β < βc . In particular, we consider
β = 0.5βc and β = 0.9βc . The magnetization shows a linear response behavior with respect to
a change in the applied longitudinal field deep in the high temperature phase. As we increase β
and approach the critical (inverse) temperature βc from below (approaching Tc = βc−1 from above),
the region of linear response gets narrower and exists only in the vicinity of the critical value of
the longitudinal field h = 0, as shown in Fig. 4.10(A). The corresponding behavior of the two
point correlation function hσ0z σrz i shows an exponential decay in its behavior, characteristic of a
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paramagnetic (PM) phase. Note that as β is increased, there is a slower decay of the two point
correlation function indicating an increased correlation length ξ. This is consistent with the fact that
as ξ increases, more RG steps are needed to make the system flow to the T = ∞ state (where the
value of the two point correlator goes to zero) as discussed in the RG procedure in Sec. 4.1.1.
For the low temperature phase, we consider β = 1.2βc and β = 1.5βc . As we increase the
magnetic field, the magnetization plot shows a first order jump as we cross the critical field h = 0,
characteristic of a FM phase shown in Fig. 4.10(C), with the correlation function hσ0z σrz i for the
corresponding temperatures up to r = 128 shown in Fig. 4.10(D). Since the correlation function
is not decaying, long range order for the FM phase can be easily deduced. It is also simple to
check that the asymptotic value of the correlation function equals the squared of the spontaneous
magnetization (even with an infinitesimal value of h). Mathematically, we may express this as

2
lim hσ0z σrz i = hσ z i

r→∞

(4.42)

Note that there is less of a decay in the two point correlator as we decrease the temperature.
This indicates a decrease in the correlation length ξ as we move away from the critical point, and
indicating less RG steps needed for hσ0z σrz i to reach a stable value indicative of the T = 0 state,
consistent with the ideas discussed in Sec. 4.1.1.
Since we do not observe any metamagnetic phase transitions in the high temperature phase away
from the critical field, we can conclude that the transition from the paramagnetic phase to the ferromagnetic phase is a continuous second order phase transition. We expect to observe metamagnetic
transitions as a function of increasing longitudinal field in the vicinity of first order phase transitions.

4.3.2

Complex Temperatures

Because of the simplicity of the geometry of zeros in the complex sinh(2β) plane, we will explore
different points in the PM and the FM phases denoted in Fig.1.7. We will confirm our results
obtained using direct computation of magnetization hσ z i by comparing with those obtained from
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F IGURE 4.11: Magnetization hσ z i and two point correlation function hσ0z σrz i for
the high temperature paramagnetic (PM) phase and low temperature ferromagnetic
(FM) phase for complex temperatures. (A) in the PM phase magnetization shows
first order metamagnetic jumps as expected near first order transitions [88], and
(B) the absolute value of the correlation function shows an exponential decay; (C)
Robust FM order persists throughout the complex plane, and the correlation function
for the FM phase shows long range order with the Rehσ0z σrz i being the dominant part
for (D) sinh(2β) = 1.3eiπ/6 ; and (E) sinh(2β) = 1.2eiπ/4 . The results have been
obtained at χ = 16.
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derivatives of the free energy βf in Appendix D. As in the case for real temperatures, we set the
nearest neighbor interaction couplings Jx and Jy to unity.
We know from the theory of Yang-Lee and Fisher Zeros that the lines of partition function zeros
that separate the holomorphic paramagnetic (PM) and ferromagnetic (FM) phases7 are (coalesced)
points of first order phase transitions (see Sec. 1.2). Hence, in the vicinity of first order phase transitions we expect metamagnetic transitions away from the critical longitudinal field, and is observed
in the magnetization plot in the PM phase as shown in Fig. 4.11(A). Hence, we can infer that there
exists a first order phase transition when we cross the line of Fisher Zeros in going from the PM to
the FM phase, as expected. The absolute value of the correlation function shows exponential decay
indicative of paramagnetic behavior (see Fig. 4.11(B)).
In the low temperature phase, we look at two points in the FM phase for complex temperatures
and found a first order jump in the real part of the magnetization 8 as we cross the critical field, as
shown in Fig. 4.11(C). The two point correlation function for the corresponding temperatures show
robust long range order (see Fig. 4.11(D) and Fig. 4.11(E)). This is indicative of a robust FM order
that is not destroyed as we analytically continue away from the real temperature.
The results obtained in Appendix D confirms that FM order is preserved by looking at magnetization data that taking a circular trajectory with a radius of | sinh(2β)| = 1.3 from real temperatures at arg sinh(2β) = 0 to arg sinh(2β) = π/2 (see Fig. D.1), and there is no indication of any
novel phases and phase transitions for the isotropic 2D Ising model. Hence, we need to look at the
Anisotropic 2D Ising model for the existence of any novel phases and phase transitions that might
shed new light on the correspondence between statistical mechanics and quantum dynamics. In
particular, we want to explore the connection between equilibirum phases in complex temperature
statistical mechanics to the inherently out of equilibrium non-unitary dynamics, which we shall do
in Chapter 5.

7

the free energy in the PM and FM phases are devoid of any non-analyticities.
We look at only the real part Rehσ z i as they are often the dominant part and indicative of the characteristics of the
phase. We also observe Rehσ0z σrz i is the dominant part for the two point correlation function.
8
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Chapter 5

Fisher Zeros, Quantum Circuits and
Persistent Temporal Oscillations in
Non-Unitary Dynamics
5.1

Introduction

We saw in Sec 1.3 that for a many-body quantum system with Hamiltonian operator Ĥ, there is
an evident formal similarity between the unitary time-evolution operator, e−iĤt , and the density
operator for a thermal equilibrium state, e−β Ĥ . Since the 1950s this has led to very fruitful crossfertilization between the theory of quantum dynamics and the equilibrium statistical mechanics of
quantum systems. Perhaps the most influential of these is the Matsubara formalism [96], where the
thermal density operator is regarded as an evolution operator in imaginary time: this allows many of
the tools of diagrammatic perturbation theory to be copied more or less directly from the statistical
to the dynamical case.
In recent decades, the development of the theory of open quantum systems has led to a broadening of interest on the dynamical side of the dynamical-statistical correspondence, since interactions between the quantum system of interest and its environment generically induce (effectively)
non-unitary evolution. The quantum circuits in which we shall be mainly interested here exhibit
many-body mixed dynamics, with unitary evolution interrupted by projection operations meant to
model measurements by a classical environment. Crucially, the many-body system is allowed to
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continue evolving after such measurements, and displays a host of novel phenomena due to the
tunable interplay of non-unitary measurements and the intrinsic unitary dynamics [97–115].
There have been parallel broadenings of interest on the statistical side. In the early 1950s, Yang
and Lee [16, 17] pioneered the extension of conventional statistical mechanics to the case where
the coupling constants are analytically continued away from real values in the Hamiltonian and
considered to be complex quantities. In particular for the Ising model defined by the Hamiltonian
in Eq. 1.2, Lee and Yang [17] analytically continued away from real values of the external field h.
Following Yang and Lee, Fisher [18] extended the idea of analytic continuation to consider complex
values of the inverse temperature β. This opens up the possibility of points in the complex β-plane
(more specifically, either in the complex tanh(β) or sinh(2β)–plane) where the partition function
vanishes, something which is not possible for real temperature. We discussed in Sec .1.2 that these
points represent points of phase transition and the free energy becomes non-analytic. For simple
models in the thermodynamic limit N → ∞, such as the isotropic zero-field Ising model on the
square lattice, these ‘Fisher zeros’ occur on contours in the complex β–plane which cut the real βaxis at positions corresponding to the critical temperatures of phase transitions in the model. If the
density of zeros vanishes as the real β-axis is approached, the transition is continuous; if the density
remains finite, the transition is first-order. This simple yet elegant ‘trick’ by Yang, Lee and Fisher
has led to a burgeoning body of work [19, 20, 22, 28–38, 116–119] over the past few decades.
Complex-coupling approaches to statistical mechanics have tended to be seen as an essentially
formal tool. In light of recent progress in understanding the rich phase structure of non-unitary
circuits such as those under continuous measurement, it is timely to revisit canonical statistical
mechanics models at complex temperature considered as descriptions of non-unitary evolution.
This is the perspective we adopt here. Classical measurements generically introduce randomness in
discrete space-time. By contrast, the canonical Ising model is disorder-free. The correspondence
that we shall demonstrate therefore requires post-selection of measurement outcomes [120–124],
i.e. only certain outcomes are allowed to continue evolving and contribute to the eventual disorderfree ensemble of trajectories. Some of the features of the statistical side of our correspondence
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F IGURE 5.1: Phase diagram showing the various spatially and/or temporally ordered phases of our quantum circuit, or — equivalently — the spatially ordered
phases of the anisotropic 2D Ising model with couplings Jx = 1, Jy = 0.1, and a
complex inverse temperature β. PM (paramagnet): short-range order in both space
and time. FM (ferromagnet): uniform long-range order in both space and time.
NFM1 (non-ferromagnet 1): modulated quasi-long-range order in time (‘algebraic
time crystal’). NFM2 (non-ferromagnet 2): modulated quasi-long-range order in
space. The color scheme is used to indicate the evolution of period of oscillations.
The oscillations in NFM1 are “temporal”, i.e. along the x-axis, with frequency
evolving from π/2 (red color, near tanh β = i, the Floquet Ising unitary point, as
expected from Sec. 5.2.2) to 0 (blue). NFM2 exhibits “spatial” oscillations, i.e.
along the y-axis.
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were anticipated in prior work by some of us [125], demonstrating the existence of long-range
incommensurately modulated correlations underlying Fisher zeros in the thermodynamics of Ising
ladders.
We shall show that the dynamics of the corresponding M -qubit circuits exhibit long-range correlations that coalesce, in the M → ∞ limit, into extended ordered regions (see Fig. 5.1). These
can be interpreted as phases of the anisotropic 2D Ising model at complex temperature. They include relatively conventional short-range ordered ‘paramagnetic’ phases and long-range-ordered
ferromagnetic and antiferromagnetic phases, but also somewhat peculiar incommensurate critical
phases. These latter phases exhibit spatially and/or temporally modulated correlators with a dynamically determined modulation period untethered from the underlying lattice. At least one of these
latter phases bears a phenomenological resemblance to the time crystals recently discussed in the
context of unitary dynamics of isolated many-body localized systems[126]. However, it does not fit
into the classification presented in that work, since the circuits we consider are non-unitary, and the
no-go theorems [127] forbidding time-crystalline order consequently do not apply.
Before turning to our results, we briefly discuss some connections to superficially similar questions discussed in previous literature. Temporally modulated phases in open quantum systems (i.e.
limit cycles) have been shown to exist in more than two spatial dimensions [128, 129]. The nonunitary quantum circuits we consider can be regarded as Trotterized non-Hermitian Hamiltonians,
which have been extensively explored [120–122, 130]. Unlike these works, we keep the Trotter
“time-step” finite, so the models we consider are two-dimensional statistical mechanics models
with a transfer matrix that may be contracted either sideways or from top to bottom. In addition,
many-body entanglement properties have been computed by contracting transfer matrices sideways
in a series of recent works [47–49, 131–139], but primarily in contexts where the dynamics is unitary along one or both directions. In particular, Refs.[132, 137, 140] have proposed experimental
protocols to study the non-Hermitian dynamics of large systems using spacetime duality. On the
statistical mechanics side, Ref. [84] used tensor-network methods similar to those we use here [55]
to characterize the thermodynamics of the Yang-Lee model. The present work applies tools from
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F IGURE 5.2: Sketch of the quantum circuit defined in Eq. (5.1).

the complex-temperature statistical mechanics literature [55, 84] to discuss the unexplored physics
of spatio-temporal correlations in non-unitary quantum circuits. So far these circuits have primarily
been studied for their entanglement properties; we demonstrate here that even their conventional
correlation functions can exhibit striking phenomena that would be forbidden by unitarity (in closed
systems) or by dimensionality (in open systems [128, 129]).
The remainder of this chapter is organized as follows. In Section 5.2 we define our quantum
circuit by explicitly constructing the local gates necessary to reproduce the complex-temperature
statistical mechanics of the Ising model. We also discuss observables of interest, both ‘thermodynamic’ quantities and two-point correlation functions, and construct the transfer matrices that govern
the complex-temperature statistical mechanics of interest. In Section 5.3 we study the anisotropic
complex-temperature Ising model analytically using fermionization and also numerically using a
tensor-network coarse-graining scheme. The fermionization treatment is restricted to the case without an externally applied magnetic field, but the tensor-network coarse-graining approach allows us
to identify additional metamagnetic transitions as a function of field strength.
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5.2
5.2.1

Quantum circuits, observables, and transfer matrices
Quantum circuit formalism

A quantum circuit consists of a set of qubits, which we may label {1, . . . , M }, successively subjected to operations in the form of quantum gates. In the scenario investigated here, the qubits are
Ising spins and the gates are of two types: two-qubit gates Wm,m+1 = exp(JZm Zm+1 ) and single
qubit gates Vm = A exp(γXm ), where {Xm , Ym , Zm } are the Pauli spin matrices for qubit m (see
Fig. 5.2). Defining

W = W1,2 · · · WM −1,M

 M

−1
X
= exp J
Zm ⊗ Zm+1
m=1

V = V1 V2 · · · VM

 X

M
M
= A exp γ
Xm

(5.1)
,

m=1

the single-step evolution operator T for each temporal slice of the circuit is T = VW, and the
evolution operator for the full circuit is T L , where L is the total number of temporal slices. Note
that our qubits are arranged in a finite chain vis-à-vis the operator W, rather than a ring with periodic
boundary conditions. This is a common context for models of quantum circuits; what is new here is
that the parameters J, γ, and A are all allowed to be complex, hence the individual quantum gates
are not in general unitary. Acting on a density matrix ρj , the result of each temporal slice of the
circuit is the update ρj+1 = T ρj T † . Requiring that Tr ρj be preserved then imposes a relationship
among the complex parameters {J, γ, A}.

5.2.2

Single-qubit transfer matrix

At each site, our single-qubit transfer matrix V is a product of a unitary U = exp(iω dˆ · σ) and a
POVM (positive operator-valued measure),

1
P (n̂, φ | α) = √ cos φ 1 + α sin φ n̂ · σ
2

,

(5.2)

Chapter 5. Fisher Zeros, Quantum Circuits and Persistent Temporal Oscillations in Non-Unitary
128
Dynamics
where both dˆ and n̂ are unit vectors on S2 , and where α = ±1 is the specified measurement
P
outcome. The fact that α P † (n̂, φ | α) P (n̂, φ | α) = 1 is what makes P (n̂, φ | α) a POVM; the
fact that there is one such operator for each measurement outcome α means that the measurement
is ‘efficient’. We choose dˆ = n̂ = x̂, and we write
V (α) = eiωX ·

where A =


cos φ 1 + α sin φ X ≡ A eαγX

√1
2

(5.3)

p
cos(2φ)/2 and
Re γ = tanh−1 tan φ

,

Im γ = ω/α

.

(5.4)

V(α1 , . . . , αM ) ≡ V1 (α1 ) · · · VM (αM ) .

(5.5)

We define the operator

Below we shall post-select αm = 1 for all sites, hence
M

V ≡ V(1, 1, . . . , 1) = A


 X
M
Xm
exp γ

.

(5.6)

m=1

The single site transfer matrix V = A exp(γX) is identical to that of the one-dimensional
P
classical Ising model H = −Jx L
j=1 σj σ j+1 :
0

Vσσ0 = eβJx σσ = eβJx 1 + e−2βJx X



σσ 0

(5.7)

with
tanh γ = e−2βJx ,
p
A = coth γ − tanh γ.

(5.8)
(5.9)

Throughout the remainder of this paper we shall set Jx ≡ 1. Assuming periodicity in this (temporal)
direction, the classical partition function is ZL (β) = Tr V L = coshLβ + sinhLβ and the condition
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ZL (β) = 0 requires tanh β = e(2`+1)πi/L , occurring at L equally spaced values ` ∈ {0, . . . , L − 1}
around the circle | tanh β | = 1 in the complex tanh β plane, as noted by Beichert et al.[125]
Interleaved with these Fisher zeros are L points tanh β = e2πi`/L where the correlation function
C(r; β) = hσj σj+r i = Tr (Z V r Z V L−r )
=

tanhr β + tanhL−r β
1 + tanhLβ

(5.10)

is long ranged, with C(r, β) = cos(2π`r/L) (restricting 0 6 r 6 L), corresponding to a wavevector
q = arg tanh β = 2π`/L. We briefly reviewed this in Sec. 2.5.1 in our discussion of the tensor
network representation for the 1D Ising model. In the thermodynamic limit L → ∞, the Fisher
zeros coalesce into a branch cut along the unit circle, with the free energy exhibiting a simple firstorder-like cusp nonanalyticity across the cut.
Along the contour of Fisher zeros tanh β = eiθ , with θ real. It follows that e−2β = tanh γ =
−i tan(θ/2). Thus the entire unit circle in the complex tanh β plane corresponds to simple unitary
stroboscopic precession, i.e. coherent spin-flipping. The value θ = 0 corresponds to a perfectly
static spin with no flipping and perfect persistence, analogous to the ferromagnetic ground state of
the corresponding statistical mechanics problem. The value θ = π corresponds to a complete spin
flip with no identity component and no persistence, analogous to the antiferromagnetic ground state.
Values of tanh β that do not lie on the unit circle are associated with circuits that include measurement. Such circuits in the single-qubit case generically exhibit exponentially decaying temporal
correlations, just as the analogous complex-temperature Ising models exhibit exponentially decaying spatial correlations. However, as we shall see, the multi-qubit case is richer: when M > 1 we
shall find ‘decoherence-free subspaces’ along lines in the complex-temperature plane, though fully
unitary evolution occurs only at isolated points.
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5.2.3

Two-qubit transfer matrix

As noted above, our single step evolution operator is a product of single qubit and two qubit terms.
For M > 1 we introduce the two-qubit transfer matrix Wm,m+1 , which can be expressed as conditioning a symplectic operation exp(ηJZm ) on the POVM Pm+1 (ẑ, π4 | η), where η = ±1, for each
qubit m ∈ {1, . . . , L − 1}. Explicitly, we have
Wm,m+1 ≡ eJZm ⊗ Pm+1 (ẑ, π4 | 1)
+ e−JZm ⊗ Pm+1 (ẑ, π4 | − 1)
= exp(JZm ⊗ Zm+1 )
and W ≡

QM −1
m=1

(5.11)

,

Wm,m+1 as given in eqn. (5.1). The connection to the 2D statistical mechanics is

made by identifying J with coupling along y

J = βJy

5.2.4

(5.12)

Mapping to complex-temperature statistical mechanics

The correspondence between statistical mechanics in d + 1 dimensions and quantum mechanics in d
dimensions is well known [141]. Traditionally it requires fine-tuning to a critical point of some sort
(the so-called τ -continuum limit) to enable passing to continuum time where the correspondence is
most powerful. More generally, however, the correspondence is to a discrete-time ‘kicked’ quantum
evolution, of the type exhibited by our quantum circuit.
By construction, the one-step evolution operator of our quantum circuit resembles the transfer
matrix of a statistical mechanical system: specifically, an anisotropic 2D Ising model. That model is
characterized by its couplings in the x- and y-directions, Jx and Jy respectively, and by its inverse
temperature, β. These are functions of the quantum circuit parameters {J, γ, A} – see Eqs. 5.8, 5.9
,5.12. In what follows, we shall consider the subspace of circuit parameters for which the inverse
temperature β is complex, while the coupling constants Jx and Jy are real. From the point of view
of the quantum circuit, there is no particular reason why Jx and Jy should be real. However, this
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choice keeps the parameter space manageable, as well as including the case where β, Jx , and Jy are
all real, i.e. the usual real-temperature statistical mechanics of the anisotropic 2D Ising model.
One important question is which direction in our two-dimensional statistical model will be identified as the time direction in the quantum circuit. In isotropic models one typically chooses a diagonal direction; here, by contrast, we choose the x-axis of our 2D anisotropic Ising model – the one
with the stronger coupling (Jx > Jy ) – to correspond to the time direction of our quantum circuit.

5.2.5

The M -qubit transfer matrix

For complex {J, γ, A}, the transfer matrix T = VW, which is of dimension 2M × 2M , is in general
not normal, i.e. it does not in general commute with its Hermitian conjugate. Nevertheless, any nonnormal complex matrix V can be brought to Jordan canonical form by a similarity transformation
T 0 = R−1 T R, where R is invertible. If we assume there are no Jordan blocks, then T may be
decomposed in terms of its eigenvalues and its left and right eigenvectors, viz.

T =

M −1
2X

λa || Ra iihh La ||

,

(5.13)

a=0

where hh La || Rb ii = δab , and where there is no complex conjugation implied in the bra vector
hh La || with a doubled bracket. The eigenvalues {λa } are in general complex. If we order the eigenvalues such that |λa | > |λa+1 | for all a, then assuming the largest eigenvalue λ0 is nondegenerate,
after a sufficiently large number of iterations s we have
T s = λs0 || R0 iihh L0 || + O |λ1 /λ0 |s



.

(5.14)

It is convenient to here and henceforth implement a similarity transformation and redefine T ≡
V 1/2 W V 1/2 , which is manifestly symmetric: T = T > . The corresponding right and left eigenvectors of T are then mutual transposes, with no complex conjugation, which we write as || Ψa ii and
hh Ψa || , respectively.
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We consider two natural correlation functions which may be used to characterize the properties
of the circuit. The first is the quantum two time correlator,


Tr Zi T s Zj ρ0 (T † )s


C(s; i, j) =
Tr T s ρ0 (T † )s

.

(5.15)

With ρ0 = 1, we have
C(s; i, j) =

hh Ψ∗0 || Zi || Ψ0 iihh Ψ0 || Zj || Ψ∗0 ii

(
2 Re

hh Ψ∗0 || Ψ0 ii
λ1
λ0

s

2

+

hh Ψ∗0 || Zi || Ψ1 iihh Ψ1 || Zj || Ψ∗0 ii
hh Ψ∗0 || Ψ0 ii

2

(5.16)
)
+ ...

The second is the statistical correlator,


Tr Zi T s Zj T L−s
 
CL (s; i, j) =
Tr T L

(5.17)

= hh Ψ0 || Zi || Ψ0 iihh Ψ0 || Zj || Ψ0 ii +
 s
λ1
hh Ψ0 || Zi || Ψ1 iihh Ψ1 || Zj || Ψ0 ii +
λ0
 L−s
λ1
hh Ψ1 || Zi || Ψ0 iihh Ψ0 || Zj || Ψ1 ii + . . .
λ0
Let X =

QM

j=1 Xj .

Since [T , X ] = 0, assuming || Ψ0 ii is nondegenerate, X || Ψ0 ii = ± || Ψ0 ii.

Then
hh Ψ0 || Zj || Ψ0 ii = hh Ψ0 || X Zj X || Ψ0 ii = −hh Ψ0 || Zj || Ψ0 ii

(5.18)

and thus the s-independent terms in the above two correlators both vanish. We then have that both
C(s; i, j) and CL (s; i, j) decay exponentially in the time direction with a correlation time τ =
1/ ln |λ0 /λ1 | and a frequency ω = arg(λ1 /λ0 ) which is generally incommensurate (i.e. irrational).
When the spectral gap collapses, both correlation functions become long-ranged.
At short times we do not expect them to agree, e.g., for unitary circuits, quantum correlators
obey rigid Lieb-Robinson bounds with strictly vanishing correlators outside the light cone, while
statistical correlators are small but finite for spacelike separations at short times.
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It will also be useful to extend some of our expressions from real-temperature thermodynamics
to complex inverse temperature, β. We examine the modulus the partition function and define the
free energy density accordingly f ≡ log |Z|/M Lβ, where M × L is the total number of spins,
followed by the internal energy density and the specific heat capacity

u≡

∂f
∂β

,

c≡

∂u
∂β

.

(5.19)

We typically plot our results not in the complex β-plane, but rather in the complex tanh β plane,
which we shall refer to simply as the ‘complex temperature plane’.

5.3

Large-M limit: the anisotropic 2D Ising model

In this Section we consider our quantum circuit in the limit of a large number of qubits, M  1.
In the M → ∞ limit, the dynamical correlation functions of the circuit may be written in terms of
the statistical correlations of an anisotropic 2D Ising model at complex temperature. We analyze
this model using three complementary methods: analytic continuation of the Onsager solution; numerical evaluation of a tensor-network representation of the partition and correlation functions; and
exact fermionization of the zero-field problem using the Jordan-Wigner transformation.

5.3.1

Thermodynamics from the Onsager solution

In the isotropic Ising model, the zeros of the partition function lie on linear contours in the complextemperature plane. In such a case, provided that the linear density of zeros reaches a finite value in
the thermodynamic limit, we expect a simple slope discontinuity in the free energy, as already noted
by Fisher [18]. The anisotropic Ising model was examined similarly[142]; however, in that case
we observe a far more complicated situation with patterns of zeros that appear to occupy extended
regions in the complex-temperature plane. This makes the expected behavior of the free energy less
clear.
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We note at this point that Fisher’s observation and the majority of others that have followed it
are in fact based on a portion of Onsager’s result; as demonstrated in appendix E, it is manifestly
incorrect for the case of finite-width Ising ladders (corresponding to circuits with a finite number of
qubits). Nevertheless, one might anticipate that the approximation remains asymptotically exact for
2D bulk (intensive) quantities. The Onsager expression for the real part of the (dimensionless) free
energy per spin of the anisotropic model is
1
βf = ln 2 +
2

Zπ
−π

dkx
2π

Zπ

dky
ln cosh jx cosh jy
2π

(5.20)

−π

− sinh jx cos kx − sinh jy cos ky

,

where jx,y ≡ 2βJx,y .For the case Jx = 1, Jy = 0.1 and complex β we have evaluated this for the
infinite system numerically. Fig. 5.1 was obtained by taking numerous cuts through the complex
temperature plane. One particular cut that is especially revealing is a radial cut away from the realtemperature axis (Fig. 5.3) that clearly displays the continuous nature of the PM-NFM1 transition
(these results are also reproduced by the fermionization solution, see below).

5.3.2

Correlations from tensor-network renormalization

We would like to characterize the different phases that appear in Fig. 5.1, especially the NFM1 and
NFM2 phases that are not simple continuations of real-temperature phases. For this we need to
know the spin-spin correlation functions in both the x (time) and y (qubit array) directions. Our
most general method for determining these, which has the additional advantage of allowing the inclusion of a longitudinal magnetic field, is via a renormalization group algorithm based on tensor
networks - in particular, the Tensor Renormalization Group (TRG) [55], a method that involves representing classical partition functions as tensor networks and coarse-graining these tensor networks
numerically.
Most of our results are obtained with bond dimensions up to 50, and we use relatively modest
convergence goals which we check throughout, e.g. that the free energy density is converged to
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F IGURE 5.3: Top left: The internal energy as a function of distance along a radial
line at angle 2π/9 to the positive real axis in the complex tanh β plane. The two
transitions are those into and out of the ‘NFM1’ phase (see Fig. 5.1). Top right:
The specific heat capacity along the same contour (see text for the precise definition
of ‘specific heat capacity’ at complex temperature). Bottom panels: The same specific heat graph, but multiplied by the specified factor, demonstrating that the two
singularities are one-sided square-root singularities.

∼ 0.001. In the Jy → 0 limit, our system is a set of uncoupled Ising chains; we know that, in this
limit, the entire complex-temperature plane is paramagnetic with the exception of the unit circle
| tanh β| = 1. We therefore expect that, for Jy  1, correlated non-paramagnetic phases will be
concentrated near the unit circle.
We have used finite-field TRG to establish the disappearance of uniform ferromagnetic order as
we traverse the unit circle | tanh β| = 1 counterclockwise from the real-temperature line, for several
values of the coupling Jy — see Fig. 5.4. It is clear that the FM phase is progressively suppressed
as the interchain coupling is reduced. We interpret this as the gradual reversion to the incommensurately modulated order seen on the unit circle in the case of decoupled chains. This perspective
already suggests that the NFM1 phase exhibits some form of long-range incommensurate order; we
show below that that is essentially true.
Additional work is required to use TRG to compute correlation functions. As the method is
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F IGURE 5.4: The spontaneous magnetization of the anisotropic 2D Ising model as
a function of angle from the real-temperature axis on the contour |tanh β| = 1, for
four different values of the interchain coupling Jy . The jump corresponds to the
FM-NFM1 transition, shown for the Jy = 0.1 case in Fig. 5.1.

multiplicative, i.e. distances are reduced by a factor of 2 per iteration, evaluating the correlation
function at separations 2n is relatively easy. These are useful in cases for which we expect simple
power-law decays. Here, however, we are interested in modulated correlators, which requires careful
renormalization at short distances.
Our TRG-computed correlation functions in the NFM1 phase are shown in the left-hand panels
of Fig. 5.5. We observe modulated correlations along the direction of strong coupling (x in the
statistical mechanics setting; time in the quantum circuit picture). The correlations along the weak
direction (y in the statmech picture; inter-qubit in the quantum circuit picture) are non-oscillatory
and apparently power-law decaying. In the next section we shall provide an interpretation of these
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(A)

(B)

(C)

(D)

F IGURE 5.5: Spin-spin correlations in the NFM1 and NFM2 phases, obtained via
tensor renormalization group (TRG) algorithm. Left-hand panels (A): The spin-spin
correlation function in the x (time) direction (upper panel) and, (C): in the y (intraregister) direction (lower panel) in the NFM1 phase, at the point tanh β = eiπ/6 .
Middle panels (B), and (D): The same, but in the NFM2 phase, at the point tanh β =
1.3eiπ/90 . Notice that the oscillations in the NFM2 phase run in the y (intra-register)
direction, while those in the NFM1 phase run in the x (time) direction.
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(A)

(B)
F IGURE 5.6: Upper panel (A): The spin-spin correlation function in the x (time)
direction in the NFM1 phase, at the point tanh β = eiπ/3 , for three different values
of the applied longitudinal magnetic field. Lowerower panel (B): The magnetization
m = −∂ Re(βf )/∂h as a function of applied external magnetic field h, at various
points tanh β = eiθ . The point θ = 10◦ is in the FM phase; the others are in the
NFM1 phase.
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F IGURE 5.7: Correlations along the non-oscillatory y direction on a log-log scale,
extracted from TRG for tanh β = eiπ/6 and Jy = 0.1Jx (NFM1 phase), showing
clear evidence of power-law decay with exponent ∼ 0.33.

results in terms of a fermionized version of the model.
Our TRG results for the correlation functions in the NFM2 phase are shown in the middle panels
of Fig. 5.5. Surprisingly, we discover that the directions of the modulated and simply-decaying
correlations are swapped in NFM2 relative to NFM1. It is worth noting that for the NFM1 phase
the Jy → 0 limit is solvable and contains modulated correlations already, whereas the NFM2 phase
does not exist in the decoupled limit, owing its existence to interchain interactions.
The upper right-hand panel of Fig. 5.6 shows the correlation function in the x (time) direction at
a different point in the NFM1 phase, where the period of the temporal oscillations is shorter. It also
shows the effect on these correlations of the application of a longitudinal magnetic field. We see
that they survive almost entirely unaltered, i.e. that this phenomenon is insensitive to the breaking
of integrability.
The lower right-hand panel of Fig. 5.6 shows the magnetization as a function of longitudinal
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field in the modulated phases. Up to some critical field (which depends on the extent of anisotropy),
these modulated phases are stable. At this critical field a metamagnetic transition takes place and
the system exits the modulated phase.
The TRG method makes it straightforward to compute correlations even for large systems, for
particular exponentially spaced sets of distances. Evaluating the spatial decay of the correlator in
the NFM1 phase, we see clear signs of algebraic decay (Fig. 5.7), exactly as one would expect in a
one-dimensional critical phase.

5.3.3

Fermionization and the origin of oscillations

Finally, we present an approach to the zero-field problem that uses the Jordan-Wigner transformation
to represent the spins/qubits in terms of fermionic degrees of freedom. We shall show that the
occurrence of correlations is due to a certain type of resonance between two eigenvalues of these
fermionic operators. We may use this picture to predict both the temporal period of the oscillations
in the NFM1 phase and the spatial period of the oscillations in the NFM2 phase; in both cases, we
find good agreement with our TRG results presented above.
In the Jordan-Wigner representation, we write the Pauli matrices on site j as follows:
Xj = 2c†j cj − 1
Zj = (c†j + cj )

j−1
Y

†

eiπcl cl

(5.21)
,

l=1

where the operator cj annihilates a (spinless) fermion on site j of the qubit register. It follows that
Zj Zj+1 = c†j cj+1 + c†j+1 cj − cj cj+1 − c†j+1 c†j

.

(5.22)

We now Fourier transform the fermion operators with respect to the index j, i.e. we move to a
plane-wave basis in our qubit register:
1 X0 −ikj
cj = √
e
ck
M k

,

1 X0 +ikj †
c†j = √
e
ck
M k

,

(5.23)
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where the prime on the sum restricts k to the first Brillouin zone, i.e. k ∈ [−π, π). In terms of these
plane-wave operators, the components of our single-step time-evolution operator become
 Xh

0
W = exp 2J
cos k c†k ck + c†−k c−k

(5.24)

k>0

+ i sin k c−k ck −


c†k c†−k

i

 Xh
i
0 †
†
−1
,
V = exp 2γ
ck ck + c−k c−k − 1 + γ ln A
k>0

with T = V 1/2 W V 1/2 .
We may streamline our notation using Anderson pseudospin operators τkα , defined as follows:

τkα ≡



c
α k 

c†k c−k σ 
c†−k





,

(5.25)

where α ∈ {0, 1, 2, 3}. In terms of these operators, the gates can now be re-written as follows:

W=

Y0



exp 2J τkz cos k + τky sin k

(5.26)

A2 exp 2γτkz

(5.27)

k>0

V=

Y0



k>0

V 1/2 =

Y0

A exp γτkz



.

(5.28)

k>0


The partition function Z = Tr T L may be expressed as the product

Z=

Y0

 
Tr ΘL
k

(5.29)

k>0



Θk ≡ A2 exp(γτkz ) exp 2J(τkz cos k + τky sin k) exp(γτkz ) .
For each wavevector k > 0, the operator Θk has two eigenvalues, λk,± (see appendix F),
λ± (k) = 2 hk ± δk



,

(5.30)
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where hk and δk are given by
hk = cosh(2β) cosh(2J) + sinh(2J) cos(k)

(5.31)

and
h
δk = sinh2 (2β) sinh2 (2J) sin2 k

(5.32)


2 i1/2
+ cosh(2J) + cosh(2β) sinh(2J) cos k

,

where we have used a mixed notation, trading coupling constants γ and A for β – recall the relations
√
tanh γ = e−2β and A = coth γ − tanh γ. To analyze the late-time properties of the evolution,
we find the largest-amplitude eigenvalue of Θk (eq.5.29) for each wavenumber k. We denote this as
λ0 (k) and the corresponding right eigenvector as || ψ0 (k) ii. These eigenvalues determine the decay
rate and precession of a typical initial condition at late times (t → ∞):

|0i →

Y 0
t
λ0 (k) || ψ0 (k) ii

.

(5.33)

k>0

We now discuss the behavior of this late-time state in terms of properties of the fermionic spectrum. Outside the NFM1 phase, either the + or − branch is consistently larger-amplitude throughout
the Brillouin zone, and there is generically a unique steady state || 0 ii. In the NFM1 phase, however,
the branches “invert” as a function of k, which is to say |λ+ (k)| > |λ− (k)| for k ≈ 0 but the opposite inequality holds for k ≈ ±π. At special momenta ±k ∗ , the two eigenvalues are degenerate.
Therefore, in the subspace of ±k ∗ , the system never reaches a unique steady state, and instead one
has persistent oscillations at the frequency
ω ∗ = arg λ+ (k ∗ ) − arg λ− (k ∗ )

.

(5.34)

The band inversion point k ∗ sweeps across the Brillouin zone as one progresses through the NFM1
phase, leading to incommensurate temporal modulations of varying frequency.
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TABLE 5.1: Comparison of numerically estimated periods of order parameter oscillations (TTRG ) against exact Jordan-Wigner fermion periods, TJW ≡ 4π/ω ∗ . Note
the addtional factor of 2 due to a two-site unit-cell in the time-direction implicit in
the definition of the one step evolution operator. First three rows corresponds to
points inside NFM1, where modulations are along the x-axis, while the last row is
in NFM2.

By comparing with the numerical solutions we see that this phase exhibits temporal oscillations
but no apparent spatial oscillations. While the momentum 2k ∗ appears to be special in some sense,
from the above argument, there is no simple relation between spectral degeneracies of the sort described above and spatial oscillations. To capture modulated correlations in the NFM2 phase, it is
convenient instead to fermionize the model sideways, by performing the Jordan-Wigner transformation along the x axis (which hitherto we took to be the temporal direction). The “band inversion”
described above now happens in the NFM2 phase, leading to oscillations in the spatial direction
(i.e., along y). Table 5.1 shows a comparison of modulation period obtained numerically from TRG
and analytically from Fermionization.

5.4

Discussion

In the work presented in this chapter, we have exploited the correspondence between non-unitary
quantum circuits and complex temperature statistical mechanics to construct a simple quantum circuit that has a surprisingly rich phase diagram, including a phase with incommensurate temporal
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order. Such incommensurate time crystals do not seem to occur in closed systems; nor do they occur in one-dimensional open quantum systems with short-range interactions, for entropic reasons.
Our results suggest that an important class of quantum circuits that exhibit incommensurate timecrystalline order are spacetime duals of circuits that realize incommensurate density-wave phases.
In this simple one-dimensional case, such phases occur only for complex couplings, but in more
general settings it might be possible to write down quantum circuits that cool the system into a
ground state with density-wave order [143]. These would also be spacetime dual to temporally
modulated phases.
In practice, post-selection is an expensive operation requiring effort that scales exponentially in
the area of the quantum circuit. Thus, practical realizations of the physics discussed here will be
restricted to circuits that are either very shallow or involve only a small number of qubits evolved
for a long time. These map onto Ising ladders at complex temperature, which can be solved using
the methods discussed above (App. E). We find that signatures of the modulated phases are present
even for systems with modest numbers of spins (M = 5), which should be realistic to explore in a
variety of present-day experiments.
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Chapter 6

Conclusions and Future Directions
One of the themes of this work has been the importance of tensor network based renormalization
algorithms to simulate many-body physics. These algorithms are robust even with the application
of integrability-breaking external magnetic field. We proved that these tensor network algorithms
can be utilized to study critical behavior and calculate the critical exponents to a high degree of
accuracy without having to go to large values of the cutoff bond dimension χ. This requires a careful
determination of the critical point by observing the behavior of one point hσ z i and two point hσ0z σrz i
correlation functions. We also saw the applicability of TRG based analysis of scaling behavior
at the Yang-Lee edge singularities for the 2D Ising model. These critical points are inaccessible
by standard Monte Carlo techniques and have no analytic expression. A direct extension of this
work would be to explore poorly understood critical points and study scaling behavior using such
tensor network renormalization schemes. This would be particular useful in cases when analytically
continuing to complex values of physical parameters of the model would enable us to garner deeper
insights into the nature of phase transitions.
Another theme of this work has been the applicability of tensor network renormalization algorithms in the context of the dynamical-statistical correspondence to study Ising models with a
non-unitary Floquet drive. On the dynamical side of the correspondence, the non-unitary dyanmics
of such models can be studied with the quantum circuit that we developed in Sec. 5.2. The novel
many-body hybrid dynamics that the model exhibits is shown to be the result of post-selection of
measurement outcomes where only certain outcomes are allowed to evolve. On the statistical side of
the correspondence, we employed tensor network renormalization algorithms to prove the existence
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of novel phases – termed NFM1 and NFM2, and novel phase transitions for the square lattice Ising
model with anisotropic nearest neighbor interactions Jx and Jy . These novel phase transitions manifest in the form of novel singularities in the free energy. For example, in going between the NFM1
and the PM phases in Fig. 5.1, we have seen that the specific-heat shows a one-sided square root
singularity on the NFM1 side, characteristic of a commensurate-incommensurate phase transition.
Our results prove that statistical mechanics models at complex temperatures can indeed be considered as effective descriptions of non-unitary quantum dynamics. Using this correspondence, the
correlation functions and steady states of the hybrid dynamics exhibited by the M -qubit quantum
circuit (in the limit M → ∞) we describe, can be exactly mapped to the same in phases of the
anisotropic square lattice Ising model at complex temperatures. Tensor network based algorithms
helped us identify modulated quasi long range ordered correlation functions in the novel NFM1 and
NFM2 phases with the period of oscillations being incommensurate with respect to the periodicity of the underlying lattice. NFM1 shows modulations along the time-like direction x direction,
whereas NFM2 shows modulations along the space-like y direction. Thus, NFM1 is a non-unitary
time crystal whereas NFM2 exhibits an incommensurate spin density wave order in the steady state.
The phases NFM1 and NFM2 are not disconnected; by mapping the model to a different circuit with
the time and space directions interchanged, the two phases change place allowing deeper insights
into limits of temporal ordering by existing knowledge of spatial ordering in the low temperature
limit.
Identifying these novel correlation functions are beyond the scope of Monte Carlo methods,
thus underlying the importance of tensor network methods in the study of many-body physics.
Examining the stability of the novel phases discussed in this work in the presence of disorder and
extension of the techniques developed in this work to other models in the appropriate limit as a
direct probe of universality and potential emergent structure seems a natural next step.
We know that correlations at the boundaries of many-body systems provide one of the most
interesting and useful probes into strongly correlated systems, and can help provide useful insights
into surface critical phenomena. Hence, modifying the exisiting TRG algorithm to incorporate
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F IGURE 6.1: Construction of a quantum gate from tensor networks. Mx and My
represent transfer matrices along the x and y directions respectively. The 3–point
Kronecker delta function δ identifies the different legs of the tensor as shown. Repeated indices imply contraction following Einstein summation convention.

boundary correlations is of the essence. In the past few years, space-time correlators or the outof-time ordered correlators (OTOCs) have gained importance in that they can directly quantify the
amount of chaos in a quantum many-body system [144]. Part of our future work thus aims to develop
efficient tensor network renormalization techniques to accurately simulate the OTOCs on Keldysh
contours whose boundary conditions are set by the light cone. At the time of writing this thesis,
partial work has been done to modify TRG to take into account boundary tensors,similar in spirit to
the recently proposed Boundary Tensor Renormalization Group [145] that uses HOTRG to simulate
systems with open boundary conditions. While the boundary TRG is amenable to calculating power
law correlators, more work needs to be done in order to consider correlators at separations that
do not follow power law. As an intial step, we propose a modification of the HOTRG algorithm
that scales linearly in size (in contrast to the exponential scaling in size of the original HOTRG
algorithm), enabling us to compute correlations for general separations. We have seen in Chapter
5 that such correlators can help provide useful insights particularly in the context of dynamicalstatistical correspondence. These algorithms can be readily utilized to study universal non-unitary
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boundary problems, taking advantage of their relatively low entanglement.
Studying the behavior of space-time correlators in quantum many-body systems require careful renormalization of the corresponding quantum circuits, that can be recast in a tensor network
language. The construction of quantum gates that are the building blocks of the quantum circuit is
shown in Fig. 6.1. The quantum gate can be thought of a rank−4 tensor with two incoming and
two outgoing legs, constructed as a contraction over the nearest neighbor spin transfer matrices Mx
and My . However, we need to be more careful when utilizing tensor network renormalization algorithms when studying unitary problems which tend to have stong correlations. Truncation of the
SVD spectrum leads to loss of unitarity that can lead to erroneous results. More work is needed to
be done to carefully optimize the tensors in this limit to preserve as much of the unitarity as possible.
This will open doors to studying quantum many-body systems without being limited to studying the
behavior of just a finite number of qubits, and can lead to profound implications with the discovery of hitherto undiscovered novel phases and phase transitions and deepen the connection between
statistical mechanics and quantum dynamics.
One remarkable feature of the tensor network renormalization schemes that we have seen is
their efficiency in computing correlation functions. This ability is only partially understood, given
that the method correctly estimates power laws over large separations that vastly exceed the naive
finite length scale associated with the cutoff bond dimension χ. All of our simulations are done
with modest cutoff bond dimensions χ < 50, corresponding to a length scale of just a few lattice
spacings. This feature has been noticed in applications of TRG to classical statistical mechanics,
yet remains far from systematic, as convergence in χ is slow and non-monotonic, as shown in Fig.
6.2. The non-monotonic convergence gets more pronounced as we move farther away from the
Re β axis. We have seen that the tensor network renormalization algorithms discussed in Chapter
3 consists of locally optimizing the tensor after each iteration by computing the SVD or HOSVD
exactly, followed by a truncation keeping the largest χ singular values. The subsequent step of
integrating out the “old” degrees of freedom is exact. Hence, errors in our simulation are a result
of the truncated SVD or truncated HOSVD step; by keeping only the highest χ singular values, the
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F IGURE 6.2: Convergence of the error in free energy relative to Onsager’s solution
with cutoff bond dimension χ at points of phase transition. The convergence does
not show monotonic convergence as we increase the bond dimension. This is particularly pronounced as we move away from real temperatures β. The degrees in the
legend denote the angle in the complex tanh(β) plane which the radial vector from
the origin to the point of phase transition makes with the Re tanh(β) axis.

truncation error may not be minimized at each RG iteration and can result in the loss of information
that encodes useful correlations. This can lead to significant errors in our simulations.
Hence, work needs to be done to improve the performance of TRG for monotonic convergence
with χ. Recently, the bond weighted TRG algorithm [82] was proposed showed monotonic convergence at real temperatures. However, the non-unitary problems of interest to us require us to
analytically continue to complex temperatures and it is not clear if the results of [82] still hold in
this regime. The improvements to TRG that we discussed in Chapter 3 come at a significant computational cost and increased complexity without obvious advantages to the problems of interest. We
utilize an underlying statistical mechanics analogue to the local optimization procedure to develop
intuitions to TRG, especially in computing correlation functions. The method we propose as an
improvement to TRG (can be extended to other tensor network renormalization algorithms as well)
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F IGURE 6.3: A Fermi-Dirac distribution for the thermal sampling of states following discussions in [146, 147].

is based on concepts that were discussed by Ferris [146], and later by Huggins et al.[147].

6.1

Thermal Sampling of Tensor Network States

We propose a pseudothermal approach to an efficient sampling of states corresponding to subleading
singular values that can help encode useful correlations, leading to reduction in error. This approach
is particularly helpful in cases where the singular value spectrum is shallow. We derive our intuition
from the Fermi-Dirac statistics and we make the correspondence of states we consider with occupied
fermion states. Likewise, the states that are left out correspond to unoccupied fermion states.
Let us re-consider the formula for the Singular Value Decomposition in Eq. 2.6:
A = U.s.V †

where we now consider s to be an array of the singular values.
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The thermal sampling procedure we propose is a Monte-Carlo sampling method based on the
Fermi-Dirac distribution of states parameterized by pseudo-temperatures we define using the singular values in the SVD (see Fig. 6.3). Let us first define the quasi-energy i for the ith singular value
as
i = − log si

(6.1)

The simulation temperature is then defined as

Tsim = χ+t − χ

(6.2)

where t is a parameter that we can adjust to set the simulation temperature.
Let the initial occupied states o be the states corresponding to the first χ singular values, and the
unoccupied states u as the rest of the states corresponding to the rest of the singular values. We can
see that this choice of occupied and unoccupied states is the standard algorithm used in TRG and
corresponds to the zero simulation temperature Tsim = 0 limit of the Fermi-Dirac distribution, and
by extension also the zero (pseudo) temperature limit of our sampling algorithm.
We choose a random integer i from the χ ‘occupied’ states and another random integer j from
the ‘unoccupied’ states, and define the Fermi-Dirac distribution as

fFD =

1
e((oi )−(uj ))/T +1

(6.3)

where oi is the ith ‘occupied’ state and uj is the j th ‘unoccupied’ state.
The Metropolis update algorithm can now be designed as follows:
1. We generate a random number r from a random distribution.
2. If r > fFD , we update the ‘occupied’ states by replacing the state oi with ej .
3. If r < fFD , we do not update the ‘occupied’ states.
The simulation temperature Tsim of the order of the gap in the quasi-energies induces excitations
in the originally empty states to produce a uniformly better ensemble. With this sampling procedure,
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F IGURE 6.4: Thermal sampling of TRG states with a simulation temperature Tsim =
χ+1 −  for a modest χ = 12 at a point of first order phase transition 60◦ above
the Re tanh(β) axis in Fig. 1.6. The red dashed line shows the error in the LevinNave TRG algorithm, and corresponds to Tsim = 0. Thermal sampling for Tsim > 0
generally reduces errors.

we would get a distribution of errors, as shown in Fig. 6.4. The simulations were carried out at the
point of first order phase transition 60◦ above the Re tanh(β) axis in the complex tanh(β) plane
shown in Fig. 1.6 for a modest bond dimension of χ = 12. The distribution of errors obtained from
thermal sampling shows that the Tsim > 0 outperforms the Tsim = 0 Levin-Nave TRG most of the
times.
While these results are preliminary, more work needs to be carried out to properly formalize
this algorithm. The hope is that through this thermal sampling procedure, we can efficiently sample
states that encode useful information, and alleviate some of the concerns we raised in the context of
studying unitary dynamics with tensor network methods. We also aim to obtain better convergence
with bond dimension χ through this method even for temperatures far removed from the Re tanh(β)
axis where the convergence is especially poor.
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Appendix A

Electrostatic Analog to Yang-Lee zeros
In Sec. 1.2.1, we saw that allowing coupling constants such as the external magnetic field h to
take on complex values, helped us determine the points of phase transition in the complex fugacity
plane. These points, where the partition function vanishes, are points of non-analyticities in the free
energy and its derivatives. For the specific case of the Ising model, the locus of the zeros (known as
Yang-Lee zeros) for the partition functon Z in the complex fugacity z = e−2βh plane forms a unit
circle z = eiθ . The thermodynamic variables of interest can be written purely as an integral over
the density of zeros g(θ) as
Z

π

βf (β, h) = −βh −
dθ g(θ) ln(z 2 − 2z cos θ + 1)
Z θ=0
π
z−cos θ
m(β, h) = 1 − 4z
dθ g(θ) z 2 −2z
cos θ+1

(A.1)

θ=0

We consider only the second term in the expression for the free energy in Eq. A.1 and ignore
the analytic part βh. Often the real part of the free energy is of interest, which is associated with the
absolute value of the argument of the logarithm function and can be written as
Z

π

Re βf (β, h) ≈ −

dθ g(θ) ln |z 2 − 2z cos θ + 1|

(A.2)

θ=0

The Green function for the 2D Laplacian operator ∇2x is ln |x|, and hence the real part of the
free energy Re βf = fr satsifes the Poisson equation [148, 149]
∇2 fr (z) = −4πg(z)

(A.3)
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Hence, we can think about fr (z) as the electrostatic potential that is generated from the line
density of charges g(z), with the real part of magnetization (Re m) as the electrostatic field given
as −∇fr . This electrostatic analog is very useful in characterizing the nature of phase transitions
at the critical temperature. At a temperature slightly above the critical temperature, the zeros form
a symmetric arc around θ = π, z = −1, and the density of zeros g(z) vanishes in a neighborhood
lim→0 [z − , z + ] of z = 1. The electrostatic analogy states that as we cross the line distribution
of charges, there will be a discontinuity in the electric field.
Let fr1 and fr2 denote the real part of the free energies (the potentials in the electrostatic analogy) as we cross the line of zeros along the Re z axis. At the point of phase transtion, z = 1, the
following must hold
fr1 |z=1 = fr2 |z=1

(A.4)

the real part of the free energy is continuous (we consider only real temperatures in the Yang-Lee
formalism) across the transition. Then, Gauss law states that

(∇fr2 − ∇fr1 ).n̂|z=1 = 4πg(z)

(A.5)

where n̂ is the unit normal in the direction of crossing the line of Yang-Lee zeros. The nature of
the phase transition is then determined entirely by the density of zeros at z = 1. The following two
cases arise:
1. If the density of zeros g(z) vanishes at z = 1, then the first derivative of the free energy is
continuous across the transition with the second derivative being discontinuous. Hence, the
phase transition is a second order phase transition.
2. If g(z) 6= 0, at z = 1, the derivative of the free energy is discontinuous and shows a jump
across the transition, denoting a first order phase transition.
The intensity of the spontaneous magnetization is then equal to 2πg(1). It must be noted that
the following electrostatic considerations hold even when the zeros do not form circular contours in
the complex fugacity plane. A thorough review on the Yang-Lee formalism is given in [148, 149].
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Appendix B

Schmidt Decomposition and Purification
of States
B.1

Schmidt Decomposition

Schmidt Decompostion is a important tool that allows us to write the wavefunction for a bipartite
state in the form of a tensor product of pure states. We note that any arbitrary vector ψ

AB

defined

in the Hilbert space HA ⊗ HB can have an expansion of the form
ψ

AB

=

X

cjk j

A

⊗ k

(B.1)

B

j,k

} are orthonormal bases for HA and HB , respectively.
P
Defining a new basis j̃ B =
k cjk k B (which need not be orthonormal a priori), the

where { j

A

} and { k

B

double sum in Eq. B.1 reduces to

ψ

AB

=

X

j

A

⊗ j̃

(B.2)

B

j

We will first show that the new basis { j̃

B

} is indeed orthogonal and can be made orthonormal

with an appropriate normalization constant. To see this, we consider a basis { j

A

} in which the

density operator ρA for the subsystem A is diagonal. Then ρA admits an expression of the form

ρA =

X
j

pj j

A

j

A

(B.3)
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where pj are the eigenvalues of the density operator ρA .
The density operator ρA for the subsystem A can also be computed by a partial trace over the
subsystem B as follows
!
ρA = Tr B ψ

AB

ψ

AB

X

= Tr B

j

A

l

A

⊗ j̃

B

˜l

B

(B.4)

j,l

Since the partial trace is over subsystem B, we consider only the term j̃ B ˜l B . Let { o }


P
be an orthonormal complete basis om on = δm.n , ; ∀ m, n and n on on = 1 , defined
in the Hilbert space HB . The partial trace can then be defined as (we drop the subscripts since we
are considering only the subsystem B)
!
Tr B

˜l

j̃

=

X

=

X

o j̃

˜l o

˜l o

o j̃ = ˜l j̃

o

(B.5)

o

using the property of the orthonormal complete basis { o }. Substituting Eq. B.5 in Eq. B.4, we
arrive at a simplified expression for the density operator ρA
!
ρA =

X

B

˜l j̃

B

j

A

l

A

(B.6)

j,l

Comparing Eq. B.3 and Eq. B.6, one can easily deduce

B

Hence, the basis { j̃

B

˜l j̃

B

= pj δj,l

(B.7)

} is indeed orthogonal and we can define a new orthonormal basis by re-

defining j̃ as
j0

B

=

√1
pj

j̃

B

;

pj 6= 0 ∀ j

(B.8)
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From Eq. B.2 and Eq. B.8, it is clear the bipartite system admits an expansion of the form

ψ

AB

=

X

1/2

pj

j

⊗ j0

A

(B.9)

B

j

which is the Schmidt decomposition.
We can arrive at the same expression in another manner (closely following [50]) with the help of
singular value decomposition (SVD). Let { µ

A

} and { φ

B

} be two orthonormal bases, defined

in Hilbert spaces HA , and HB , respectively. Then as before we can expand any vector in a bipartite
system in terms of different orthonormal bases, as

ψ

AB

=

X

αµφ µ

⊗ φ

A

(B.10)

B

µ,φ

where αµφ is a matrix with complex number entries. From the theory of SVD, we know that any
matrix admits a singular value decomposition of the form

αµφ =

X

†
uµj λjj vjφ

(B.11)

j

such that the bipartite expansion in Eq. B.10 can be written as

ψ

AB

=

X

†
µ
uµj λjj vjφ

A

⊗ φ

B

(B.12)

µ,φ,j

From the definition of SVD and since SVD is always defined up to a unitary transformation,
†
the matrices uµj and vjφ
are unitary matrices and without loss of generality, we can define new

orthonormal bases with the help of the following redefinitions

j

A

= uµj µ

A

j0

B

†
= vjφ
φ

B

(B.13)

Also, since λjj is a diagonal matrix of the singular values, we can simply denote it by λj to
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denote the j th singular value. Under these redefinitions, we can see that we arrive at Eq. B.9 with
the identification
1/2

∀j

λjj = pj

(B.14)

This leads us to the conclusion that the Schmidt co-efficients λj ≥ 0, ∀ j are just the square roots of
P
the eigenvalues of the density operator. Since, j pj = 1, we can immediately see that we satisfy
P
the constraint for the Schmidt co-efficients that j λ2j = 1.

B.2

Purification of States

We briefly describe the process of purification, which is directly related to the Schmidt Decomposition. The purification procedure allows us to associate mixed states with pure states and as such tell
us that the distinction between pure and mixed states is less than it appears at first sight.
Let ρA be the density operator associated with the subsystem A. Then the purification of the
density operator ρA is given by the pure state Ψ

AB

, defined on the Hilbert space HA ⊗ HB of

the composite system AB, such that
!
ρA = Tr B

To obtain the purification Ψ

AB

Ψ

AB

Ψ

(B.15)

AB

of the density operator ρA we use its spectral decomposition

given in Eq. B.3 to obtain the orthonormal basis in which we define the reference subsystem B. For
Ψ

AB

to be the purification of ρA , the subsystem B must be defined in terms of the same vector

space in the spectral decomposition of ρA , with the orthonormal basis vectors given by j

B

.

This enables us to define the pure state for the composite system (using Schmidt Decomposition)
as
Ψ

AB

=

X
j

1/2

pj

j

A

⊗ j

B

(B.16)
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from Eq. B.16 allows us to write ρA , given in Eq. B.15 as
!

Tr B

Ψ

AB

Ψ

=

AB

X
(pj pi )1/2 j

A

i

Tr
A



j

B

i


B

(B.17)

ji

where we used the property that Tr (A ⊗ B) = Tr (A)Tr (B), and the fact that the trace is
only defined over the subsystem B. Since j B forms an orthonormal set of vectors, we get


Tr j B i B = δi,j . Hence, Eq. B.17 reduces to
!
Tr B

Ψ

AB

Ψ

AB

=

X
(pj pi )1/2 j

A

i

δ
A i.j

ji

=

X
j

= ρA

Hence, Ψ

AB

is a purification of ρA .

pj j

A

j

A

(B.18)
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Appendix C

Benchmarking Results from Tensor
Network Calculations
C.1

Results from Tensor Renormalization Group (TRG)

In this section, we benchmark the results obtained from simulations using the Tensor Renormalization Group discussed in Sec. 3.1 against Onsager’s solution for the isotropic 2D Ising model
[42].
For our simulations, we set both the couplings in the x− and y− directions to unity i.e. Jx =
Jy = J = 1. We define a new quantity K = βJ = β, since we have set J = 1, and take radial cuts
in the first quadrant of the complex tanh(β) plane shown in Fig. 1.6 starting from the origin and
extending upto tanh(β) = 1.0 for real temperatures, and for complex temperatures, we consider up
to | tanh(β)| = 3.0 in the complex plane, 10◦ above the real temperature axis. The critical (real)
√
temperature in the complex tanh(β) plane is given by tanh(βc ) = 2 − 1. However, as we have
seen in Sec.1.2.2, the solution for Fisher Zeros admits two solutions for the critical temperature, aka,
where the lines of Fisher Zeros touches the real temperature axis. The second “critical” temperature
√
corresponds to tanh(βc ) = 2 + 1 on the real tanh(β) axis, but the corresponding temperature β is
complex with an added imaginary part of iπ/2 (this is true for any tanh(β) > 1 on the Re tanh(β)
axis).
We see very good agreement in Fig. C.1 between numerical results obtained from TRG with
the analytical results from Onsager’s solution in the gapped phases where the errors are almost
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(A)

(B)
F IGURE C.1: Benchmarking results from calculation of −βf from TRG with Onsager’s [42] solution for real temperatures. (A) The numerical and analytical plots
show very good agreement; (B) Plot showing the error in free energy density. Maximum error corresponds to the critical point where the system becomes gapless.
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(A)

(B)
F IGURE C.2: Benchmarking results from calculation of −βf from TRG with that
Onsager’s [42] solution for complex temperatures. We investigate the results for
complex temperatures 10◦ above the Re tanh(β) plane. (A) Agreement between the
numerical and analytical results; (B) Plot showing the error in free energy density.
Maximum error corresponds to the critical point when we cross the lines of Fisher
Zeros. The quality of simulations decreases as we go further into the complex plane.
The maximum error is 10−4 as opposed to 10−6 for real temperatures.
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negligible deep into either the paramagnetic (PM) or the ferromagnetic (FM) phases, where the
system is gapped and the singular value spectrum falls off as exp(−const.(log(m))2 ) for the mth
singular value. However, as we approach the critical temperature βc along the real tanh(β) axis,
we see the quality deteriorating, with the maximum error occuring at the critical temperature βc ,
denoted by the red dashed line in Fig. C.1(B).
For complex temperatures, we see very good agreement between the numerical and analytical
results, and the quality of TRG simulations decrease as we approach the lines of Fisher Zeros which
are points of first order phase transition between two holomorphic PM and FM regions. However,
we should note that the error is higher at the first order transition point compared to the critical
temperature βc . This is because the singular value spectrum falls off slower compared to the singular
value spectrum for real temperatures, leading to larger truncation errors. As we go further away
from the real tanh(β) axis, the spectrum becomes flatter and flatter till it becomes completely flat
at the ‘unitary’ point tanh(β) = i. The results for the free energies for both real and complex
temperatures have been obtained for a cutoff bond dimension χ = 25.

C.2

Results from Higher Order Tensor Renormalization Group (HOTRG)

We look at the errors in the calculation of free energy (density) relative to Onsager’s solution for
the isotropic 2D Ising model. In Fig. C.3(A), we look at real temperatures, and consider a range of
temperatures, from the infinite temperature tanh(β) = 0 to tanh(β) = 2 tanh(βc ), with βc being
the critical (inverse) temperature for the isotropic 2D Ising model. For our simulations, we set the
coupling constants Jx = Jy = 1.
The maximum error occurs at β = βc , where the Ising model becomes gapless and the correlation length ξ is infinite. At the critical point, we can get errors approximately of the order 10−6
with modest cutoff bond dimensions χ = 10. As we increase the cutoff bond dimension χ, the error
at the critical point reduces and shows better accuracy for χ = 16 and χ = 20 as compared to the
errors at χ = 25 for TRG.

Appendix C. Benchmarking Results from Tensor Network Calculations

(A)

(B)
F IGURE C.3: (A) Benchmarking results from calculation of −βf from HORTG
for real values of (inverse) temperature β. The x−axis is in terms of the ratio of
tanh(β) to the critical value of tanh(βc ). The maximum relative error occurs at
the critical temperature denoted by the dashed blue vertical line. The errors are
significantly small even for low cutoff bond dimensions χ = 10 and is comparable
to the error at the critical temperature obtained at χ = 25 for TRG; (B) HOTRG
always outperforms TRG for any particular value of χ.
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However, for the gapped paramagnetic and ferromagnetic phases, the agreement between the
numerical and the analytical free energy is remarkable, similar to the results observed from the
TRG algorithm where the error is almost negligible deep into the gapped paramagnetic (PM) and
ferromagnetic (FM) phases, with the quality of the HOTRG simulations decreasing with increasing
correlation length ξ as we approach the critical (inverse) temperature βc . The agreement with the
analytical results for both TRG and HOTRG near the infinite temperature β = 0 state and the zero
temperature β = ∞ state is almost machine precision, due to a very small correlation length ξ for
these states.
Fig. C.3(B) shows that HOTRG outperforming TRG for the same cutoff bond dimension. The
case of cutoff bond dimension χ = 10 is shown here.
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Appendix D

Phases of the Isotropic Ising Model from
derivatives of free energy βf
In this appendix we check for the equivalence of the phases and phase transitions obtained for the
isotropic Ising model in a longitudinal field obtained in Sec. 4.3, using a direct computation of the
magnetization Re(m) = Re(hσ z i) with those obtained from derivatives of the free energy as

)
Re(βm) = − ∂ Re(βf
∂h

(D.1)

Based on the patterns of Fisher zeros, it seems that the isotropic Ising model in zero applied magnetic field exhibits, for general complex temperature, a first order transition between a paramagnetic
(PM) and a ferromagnetic (FM) phase. We explicitly verify this through a direct computation of
the magnetization in the vicinity of that phase boundary. The presence of the phase boundary at
| sinh(2β) = 1| is proven by the discontuity in the internal energy U (see Fig. D.2(A)) as we cross
the line of Fisher Zeros on the unit circle in going from the PM to the FM phase.
We will follow a circular trajectory with a fixed modulus in the complex sinh(2β) plane where
the phase diagram denoting demarcation between different phases of the 2D isotropic Ising model
form a simple unit cirlce. For the PM phase, we will look at the trajectory at a fixed radius of
| sinh(2β)| = 0.9, starting from the real temperature (Re sinh(2β)) axis and going further away
into the complex plane. For the FM phase, we follow a similar trajectroy for the FM phase, but with
a radius of | sinh(2β)| = 1.3.
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(A)

(B)
F IGURE D.1: Magnetization, Re(βm) = −∂ Re(βf )/∂h as a function of applied
uniform magnetic field in the two phases of (a) the isotropic 2D Ising model in the
complex sinh(2β) plane. Upper panel: ferromagnetic phase, | sinh(2β)| = 1.3.
Lower panel (b): metamagnetic response in the paramagnetic phase, | sinh(2β)| =
0.9.
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(A)
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(B)

F IGURE D.2: (A) Internal Energy showing a first order phase transition as we cross
over the lines of Fisher Zeros from the PM to the FM phase; (B) Real part of the
Spontaneous Magnetization along a circular trajectory in the sinh(2β) plane in the
FM phase. Finite spontaneous magnetization indicates the existence of FM phase as
we analytically continue to complex temperatures.

In Fig. D.1, we show our results for the magnetization as a function of field for a variety of
angles along two such circular contours in the complex sinh 2β plane. In the upper panel, we
observe that the FM phase indeed exhibits spontaneous magnetization (also see Fig. D.2(B)), the
magnitude of which drops to zero as the point arg sinh 2β = π/2 is approached. The PM phase
shows initially linear response, followed by a metamagnetic jump, as expected near conventional
first-order transitions[88]. Interestingly, there is a large domain of diamagnetic response, which
would be a rather peculiar state of affairs for a more conventional statistical problem.
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Appendix E

Complex-temperature statistical
mechanics of Ising ladders
In this appendix, we review previously obtained results on loci of Fisher zeros as they coalesce
into branch cuts for M > 1. We also present some new results where we identify the regions of
the complex-temperature plane in which the correlation lengths exceed ten lattice spacings. These
latter results foreshadow the form of the phase diagram in the M → ∞ limit, Fig. 5.1.
Quite generally, the only place where long-range order can occur in an infinite Ising system is
on the same contours where the partition function zeros for the finite system concentrate. This is
because the condition for the two is the same, viz. that the largest two eigenvalues of the transfer
matrix become equimodular. As explicitly demonstrated analytically for M = 1 and numerically
for M > 1, Fisher zeros merge into ≈ M branch cuts in the complex temperature plane in the
thermodynamic (long-time) limit, thus allowing for a smooth evolution of correlation functions,
with the correlation time becoming infinite on branch cuts and the correlations themselves retaining
an oscillatory character inherited from the relative phase of the two dominant eigenvalues[125].
What happens to the spin-spin correlation length (decay time) in the regions between the contours? The answer is that, between the M contours that are ‘coalescing’ into the ordered region in
the 2D Ising model, the correlation length stays very high. The existence of ferromagnetism over
a finite region of the complex-temperature plane may be anticipated by noticing that phases of the
largest and second-largest eigenvalues ‘lock’ to each other (as M → ∞). This appears to be the only
type of correlated ‘phase’ that occurs in the isotropic case. Anisotropic lattices, however, appear to
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support another type of ‘gapless’ correlated phase, which exhibits multiple long length-scales, and
which shows precursor signatures in the behavior of the correlation lengths in the finite-M case.
We begin by reviewing our prior results[125], in which the limiting behavior of Fisher zeros in
ladders was computed — see Fig. E.1. It can be shown, via a low-temperature expansion, that the
number of contours (branch cuts) emerging from the two zero-temperature points tanh β = ±1 is
equal to M . It is less clear how to compute the total number of contours, although contours that
do not emerge from tanh β = ±1 do not appear to proliferate, and may be strongly dependent on
boundary conditions.
Fisher’s original proposal overlooked this behavior entirely. The exact solutions of the Ising
model by Onsager and several others in the years that followed [42] usually consist of several contributions, only one of which dominates in the thermodynamic limit. Fisher’s original argument for
generalizing Yang-Lee results was based on a seemingly incorrect procedure whereby he analytically continued only the portion of the result that was important at real temperature. As explicitly
demonstrated by Beichert et al., this produces entirely wrong patterns of zeros in ladders. Remarkably, however, Fisher’s approximate solution is accurately reproduced by the unbiased TRG
computational scheme applied to the 2D lattice.
Next we examine the growth of correlation lengths in the x (time) direction as we increase M .
Each correlation length is controlled by the ratio between one of the subdominant eigenvalues of the
transfer matrix, λj (j > 0), and the dominant one, λ0 . In the left-hand panels of Fig. E.2, the shaded
areas mark the regions of the complex-temperature plane in which the longest correlation length, i.e.
the one controlled by λ1 /λ0 , is greater than ten lattice spacings. This is shown for the two-qubit case
(top left) and for the five-qubit case (bottom left). It is clear that our arbitrarily determined threshold
of 10 lattice sites is already exceeded for M = 5 in the entire crescent region outlined by Fisher’s
original 2D proposal. The right-hand panels show the same information but for the second-longest
correlation length, i.e. the one controlled by λ2 /λ0 . We note that there is no other long correlation
length present; as we can see from these plots, the eigenvalue λ2 does not approach λ0 except near
the unitary point tanh β = i, i.e. the ferromagnetic phase is ‘gapped’.
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F IGURE E.1: (Reproduced from F. Beichert et al.[125]) The contours containing
the zeros of the partition function in the complex temperature plane for Ising spin
ladders with 4 legs and isotropic spin-spin interactions (Jx = Jy ). Dashed lines
represent the expected location of Fisher zeros of the isotropic 2D Ising model[18].
The total number of contours is equal to the number of legs; their location was found
to be only weakly sensitive to boundary conditions in the short (rung) direction and
insensitive to the boundary conditions in the long (infinite) direction.

We next turn to the case of anisotropic couplings, Jy < 1. It was observed by van Saarloos
and Kurtze [142] that, in this case, Fisher’s approximation to the partition function produces highly
complex patterns of zeros. For simple integer fractions Jy = 1/n it is possible to compute and
plot the contours[150] and observe an erratic pattern that does not show simple convergence to the
limit of decoupled qubits. Numerically exact computations for finite-M transfer matrices, however,
produce a nicely regular and convergent pattern, from which Fig. E.3 was obtained. The ordered
phase is reduced in its extent as we have reduced Jy tenfold. As with the isotropic model we observe
a growth of the longest correlation length as we increase M . However, in this anisotropic case we
also see additional regions away from the unitary point in which the second-longest correlation
length also becomes long: one tracking the unit circle, and another small patch on the real tanh β
axes at values exceeding 1. These locations are suggestively similar in shape and location to the
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M = 2, longest

M = 2, second-longest

M = 5, longest

M = 5, second-longest

F IGURE E.2: The top-right quadrant of the complex tanh β plane of Fig. E.1 for an
M -leg Ising spin ladder with isotropic interactions, Jx = Jy = 1. Upper panels:
for a 2-leg ladder, the longest correlation length (left) and the second-longest (right),
both in the ‘long’ direction, i.e. along the legs of the ladder. Lower panels: the same
for a 5-leg ladder. The regions in which the correlation length in question exceeds
10 lattice sites are shaded black. Note that, except near the unitary point tanh β = i,
only the longest correlation length shows significant structure.
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Appendix E. Complex-temperature statistical mechanics of Ising ladders
M = 2, longest

M = 2, second-longest

M = 5, longest

M = 5, second-longest

F IGURE E.3: The same as Fig. E.2, but for the case of anisotropic interactions,
Jy = Jx /10 = 0.1. Note that, in a region roughly corresponding to the ‘NFM1’
and ‘NFM2’ regions of Fig. 5.1, the second-longest correlation length also shows
non-trivial structure.

NFM1 and NFM2 phases in Fig. 5.1.
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Appendix F

Fermionization
In this appendix, we provide the details of the various steps of our fermionization approach to the
zero-field case.
In Sec.5.3.3 it was shown that the partition function Z = Tr V 1/2 W V 1/2
 L
Q0
k>0 Tr Θk , where
z

z

y

z

Θk ≡ A2 eγτk e2J(τk cos k+τk sin k) eγτk

L

.

is given by Z =

(F.1)

For our purposes here, considering one k mode at a time, we write τ = {X, Y, Z} for the Pauli

matrices τkx , τky , τkz . We then have
eγZ = cosh γ + Z sinh γ

(F.2)

e2J(Y sin k+Z cos k) = cosh(2J) + sinh(2J) (Y sin k + Z cos k)

(F.3)

and



We find Θk = 2 d0 (k) + d(k) · τ with
d0 (k) = cosh(2β) cosh(2J) + sinh(2J) cos k
dx (k) = 0

(F.4)

dy (k) = sinh(2β) sinh(2J) sin k
dz (k) = cosh(2J) + cosh(2β) sinh(2J) cos k

.
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Thus the eigenvalues of Θk are given by
q
λ± (k) = 2d0 (k) ± 2 d2y (k) + d2z (k)
n
o
p
= 2d0 (k) 1 ± Ω+ (k) Ω− (k)

(F.5)

where
Ω± (k) ≡

dz (k) ± idy (k)
d0 (k)

.

(F.6)

Resonances : The resonance condition λ+ (k) = λ− (k) thus pertains when
Ω+ (k) Ω− (k) = −α2 ∈ R−

.

(F.7)

This entails
0 = d+ (k) d− (k) + α2 d20 (k)
= (1 + α2 ) cosh2 (2β) cosh2 (2J) − sinh2 (2β)
(F.8)
+ (1 + α2 ) cosh(2β) sinh(4J) cos k
+ (1 + α2 ) sinh2 (2J) cos2 k

,

which is a quadratic equation in cos k, with the solution
)
(
1
sinh(2β)
cos k =
− cosh(2β) cosh(2J) ± √
sinh(2J)
1 + α2

(F.9)

Now we know that α ∈ R and hence the closed form expression for the resonance condition can be
derived from equating Im(α2 ) = 0 and Re(α2 ) ≥ 0.
From (F.9), we can derive the expression for α2 as
α2 =

sinh2 (2β)
−1
[cosh(2β) cosh(2J) + cos k sinh(2J)]2

(F.10)
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and the subsequent closed form resonance conditions for persistent oscillations immediately follow

sinh2 (2β)
Im
=0
[cosh(2β) cosh(2J) + cos k sinh(2J)]2


sinh2 (2β)
≥1.
Re
[cosh(2β) cosh(2J) + cos k sinh(2J)]2


(F.11)
(F.12)

Note that both conditions in (F.11) and (F.12) need to be satisfied simultaneously in order to get
the correct phase diagram, which matches the phase diagram obtained from TRG and analytically
continued Onsager solution (see Fig. 5.1).
Steady state – We now obtain an expression for the steady state, where each (k, −k) mode pair is in
an eigenstate of Θk . With Ωµ (k) ≡ dµ (k)/d0 (k) for µ ∈ {x, y, z}, we have


1 + Ωz (k) −iΩy (k) 
Θk = 2d0 (k) 

iΩy (k)
1 − Ωz (k)

.

(F.13)

As Θk is in general non-Hermitian, its right and left eigenvectors are not necessarily related by
complex conjugation, and are given by


µ± (k)
|| R± (k) ii = 

µ∓ (k)


hh L± (k) || = ±Nk µ± (k) , −µ∓ (k)

(F.14)
,

where
µ± (k) =
and Nk = 1/4

q
q
Ω+ (k) ± Ω− (k)

(F.15)

p
Ω+ (k) Ω− (k). These states are normalized so that hh La (k) || Rb (k) ii = δab (with

no complex conjugation of the left eigenvector).
In the t → ∞ limit, and at each wavevector k ∈ (0, π), one of these states is selected – the one
corresponding to the greater value of λ± (k) . The surviving state’s wavefunction is given by the
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appropriately normalized right eigenvector, and the asymptotic state is thus of the BCS form,

| Ψ(t → ∞) i =

Y0

h
i
Ck µ∓ (k) + µ± (k) c†k c†−k | 0 i

,

(F.16)

k>0

q

where Ck = 1/ 2 |Ωk,+ | + |Ωk,− | , and where | 0 i is the Fock space vacuum, equivalent to the
state | ↓↓ · · · ↓ i for all the k-space Anderson pseudospins.
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