We prove a convergence theorem for partial sums of sectorial forms with vertex zero and a common semi-angle. As an example we prove an absorption theorem for sectorial forms.
Introduction
Kato and Simon proved the following celebrated monotone convergence theorem for positive symmetric closed forms in a Hilbert space. (u, v) . Then h ∞ is a closed positive symmetric form. Suppose D(h ∞ ) is dense in H. Let A n and A ∞ be the self-adjoint operators associated with h n and h ∞ for all n ∈ N. Then lim n→∞ A n = A ∞ in the strong resolvent sense.
(See [Kat2] Theorem VIII.3.13a and [Sim] Theorem 3.1.)
The condition D(h ∞ ) is dense in H in Theorem 1.1 is not essential; without this condition one has to replace 'self-adjoint operator' by 'self-adjoint graph' everywhere, see [Sim] Theorem 4.1. The proofs first use a convergence theorem of Kato, which heavily uses the symmetry of the sesquilinear forms. This convergence theorem states that the sequence of self-adjoint operators converges in the strong resolvent sense to the resolvent of a selfadjoint operator. In a second step Kato and Simon use different methods to identify this limit self-adjoint operator with the operator associated with the form h ∞ .
The aim of this paper is to extend these results to sectorial forms, which are possibly not closed, even not closable. A sesquilinear form a in H is called sectorial if there are γ ∈ R, called a vertex, and θ ∈ [0, π 2 ), called a semi-angle, such that
for all u ∈ D(a), where Σ θ = {r e iα : r ≥ 0, |α| ≤ θ}.
If a is a densely defined sectorial form in H, then one can associate an m-sectorial operator A with a in the following way. Let x, f ∈ H. Then x ∈ D(A) and Ax = f if and only if there exists a sequence (u n ) n∈N in D(a) such that lim u n = x in H, the set {a(u n ) : n ∈ N} is bounded and for all v ∈ D(a) it follows that lim a(u n , v) = (f, 
where γ is as in (1). The form a is called closed if the normed space (D(a), · D(a) ) is complete.
The main theorem of this paper is the following. ). For all n ∈ N let b n be a sectorial form in H with vertex 0 and semi-angle θ. For all n ∈ N define
Re b n (u) is convergent}.
Then for all u, v ∈ D(a ∞ ) the series b n (u, v) is convergent. Suppose that D(a ∞ ) is dense in H. Let A n be the m-sectorial operator associated with a n for all n ∈ N. Then one has the following.
(a) There exists an m-sectorial operator A ∞ in H such that lim n→∞ A n = A ∞ in the strong resolvent sense.
(b) If a n is closed for all n ∈ N then a ∞ is closed. Moreover, the m-sectorial operator A ∞ in Statement (a) is associated with the form a ∞ .
As in Theorem 1.1 the condition D(a ∞ ) is dense in H is not needed if one replaces 'operator' by 'graph' everywhere in the theorem. Even if all forms D(a n ) are dense in H, then A ∞ may be multi-valued. Moreover, if A ∞ is single-valued, then D(a ∞ ) might not be dense in H. Theorem 1.2(a) was proved by Ouhabaz [Ouh1] Theorem 5 under the additional condition that either Im a n+1 (u) ≤ Im a n (u) for all n ∈ N and u ∈ D(a n+1 ) or Im a n+1 (u) ≥ Im a n (u) for all n ∈ N and u ∈ D(a n+1 ), using Theorem 1.1 and Vitali's theorem.
The closedness condition in Statement (b) is in general essential. In Example 3.6 we present an example where a n is closable for all n ∈ N, the form a ∞ is closed and densely defined, but A ∞ is not associated with the form a ∞ .
Finally we consider absorption, where we choose b n = b 2 for all n ∈ N with n ≥ 3. In that case the density of the form D(a ∞ ) is usually violated, so we phrase the next theorem with a graph instead of operator for A ∞ . Theorem 1.3 Let a and b be two densely defined sectorial forms in a Hilbert space H with D(a) = D(b) and suppose that b has vertex 0. For all n ∈ N define a n = a + n b and let A n be the m-sectorial operator associated with a n . Let A ∞ be the m-sectorial graph such that lim A n = A ∞ in the strong resolvent sense. Further, let A be the m-sectorial operator associated with a. Then one has the following.
(a) Suppose a is closable and there exist c 1 , c 2 > 0 such that
for all u ∈ D. Then there exists an orthogonal projection P in H such that
A P n strongly for all t > 0. If in addition a is closed, then P is the orthogonal projection of H onto {u ∈ D(a) : b(u) = 0} , where the closure is in H. The results in Statements (a) and (b) of Theorem 1.3 are optimal. In Part (a) the form b does not have to be bounded in H, but merely a-bounded, with the form a being closable. In (b) the form a does not have to be closable, but the form b is bounded in H. In both cases there is a Trotter-Kato-type formula with a projection P . In Example 4.4 we present a positive symmetric non-closable densely defined form a and a positive symmetric a-bounded form b for which there is no Trotter-Kato-type formula with a projection P .
In Section 2 we prove Theorem 1.2(b) and in Section 3 we prove Theorem 1.2(a), both without the density assumption on the form domain D(a ∞ ). In addition we give a short overview about m-sectorial graphs in Section 2. In Section 4 we prove the absorption in Theorem 1.3.
Sums of closed forms
In this section we prove Theorem 1.2(b), without the density assumption on D(a ∞ ). To this end we need the concept of graphs. For a more thorough introduction we refer to [Bré] , [Sho] and [AEKS] . Fix a Hilbert space
For operators we will use the usual terminology and notation. The graph A is called surjective if for all y ∈ H there exists an x ∈ H such that (x, y) ∈ A. The graph A is called invertible if it is surjective, closed and the reflected graph {(y, x) : (x, y) ∈ A} is single-valued. If the graph A is invertible then we define the operator
The resolvent ρ(A) of A is the set of all λ ∈ C such that (A − λ I) is invertible. The graph A is called m-sectorial if there are γ ∈ R and θ ∈ [0, π 2 ) such that (x, y) H ∈ Σ θ for all (x, y) ∈ (A − γ I) and A − (γ − 1)I is invertible. If A is m-sectorial we define the single-valued part A
• of A by
It is easy to verify that
Then it follows from [Kat2] Theorem VI.2.1 applied to the Hilbert space D(a) that A is an m-sectorial graph. We call A the m-sectorial graph associated with a.
). For all n ∈ N let b n be a sectorial form in H with vertex 0 and semi-angle θ. For all n ∈ N define
. So a ∞ is sectorial with vertex 0 and semi-angle θ.
Lemma 2.1 Suppose the form a n is closed for all n ∈ N. Then a ∞ is closed.
Proof This follows from [Sim] Theorem 4.1. For self-consistency we give a proof. Let
is a special case of Lemma 2.1 and the next theorem. ). For all n ∈ N let b n be a sectorial form in H with vertex 0 and semi-angle θ. For all n ∈ N define a n = n k=1 b k . Define D(a ∞ ) as in (4) and define a ∞ = ∞ n=1 b n . Suppose that a n is closed for all n ∈ N. For all n ∈ N let A n be the graph associated with a n and let A ∞ be the graph associated with a ∞ . Then lim A n = A ∞ in the strong resolvent sense.
Proof Without loss of generality we may assume that
Let f ∈ H. For all n ∈ N set u n = (A n + I) −1 f . Then u n ∈ D(a n ) and
. Using a diagonal argument and passing to a subsequence if necessary, we may assume that for all m ∈ N the sequence (u n ) n∈N is weakly convergent in D(a m ). Since D(a m ) is continuously embedded in the Hausdorff space H, there exists a u ∈
H . In order to prove strong convergence it remains to show that lim sup u n
Therefore lim u n = u strongly. ✷
Sums of non-closed forms
In this section we prove Theorem 1.2(a), without the density assumption on D(a ∞ ). For the statement and its proof we need to extend two definitions and theorems of [AE] to the setting of m-sectorial graphs instead of m-sectorial operators. Let a be a sectorial sesquilinear form in a Hilbert space H. The graph associated with a is the set of all (x, f ) ∈ H × H for which there exists a sequence (u n ) n∈N in D(a) such that lim u n = x in H, the set {a(u n ) : n ∈ N} is bounded and for all v ∈ D(a) it follows that lim a(u n , v) = (f, v) H . Then it follows from [AE] Theorem 1.1 applied to D(a) that A is an m-sectorial graph.
Next we wish to consider sesquilinear forms for which the form domain is no longer a subspace of H. Let V and H be two Hilbert spaces and a: V ×V → C be a sesquilinear form. The form a is called continuous if there exists an M > 0 such that |a(u, v)| ≤ M u V v V for all u, v ∈ V . Let j: V → H be a continuous linear map. The form a is called j-elliptic if there exist ω ∈ R and µ > 0 such that
for all u ∈ V . The graph associated with (a, j) is the space
If a is continuous and j-elliptic, then it follows from [AE] Theorem 2.1 applied to the Hilbert space j(V ) that the graph associated with (a, j) is an m-sectorial graph.
The following construction is useful to deal with possibly non-closed forms.
Lemma 3.1 Let a be a sectorial form in a Hilbert space H with vertex γ. Define the norm
Then the graph associated with a is equal to the graph associated with (ã, j).
Proof This follows from [AE] Proposition 3.3 applied to D(a) = j(V ). ✷ Now we are able to state and prove the alluded extension of Theorem 1.2(a) to forms which are possibly not densely defined. ). For all n ∈ N let b n be a sectorial form in H with vertex 0 and semi-angle θ. For all n ∈ N define a n = n k=1 b k .
Let A n be the m-sectorial graph associated with a n for all n ∈ N. Then there exists an m-sectorial graph A ∞ in H such that lim n→∞ A n = A ∞ in the strong resolvent sense.
Proof The proof of the theorem is a modification of the proof of Theorem 2.2, with several complications. For each n one can consider the completion of (D(a n ), · D(an) ). Unfortunately the natural maps between these completions are in general not injective, whilst in the proof of Theorem 2.2 the spaces D(a n ) are decreasing. The operator A ∞ is associated with a form on a Hilbert space and for this Hilbert space we cannot take the direct sum of the completions. Therefore we put a weighted norm on D(a n ) such that in the end the graph A ∞ can be associated with a form on a closed subspace of the direct sum, together with a continuous map j. We lift the forms a n and b k to the level of the completions and denote these forms with tildes. Then we lift them to the direct sum and denote them with hats.
Without loss of generality we may assume that
Let V n be the completion of (D(a n ), · n ) and let q n : D(a n ) → V n be the natural map. Note that V 0 = H, with the same norm. Let m, n ∈ N 0 with m ≤ n. Then the inclusion i nm : (D(a n ),
Let k, n ∈ N 0 with k ≤ n. There exists a unique continuous sesquilinear formb nk :
Thenb nk is sectorial with vertex 0 and semi-angle θ.
It is easy to verify that
for all u ∈ V n . Next, define V = ⊕ ∞ n=0 V n . For all n ∈ N 0 let π n : V → V n be the natural projection. Define j ∈ L(V, H) by j = π 0 . Let n ∈ N 0 . Define the closed space
.).
Then I n is a continuous bijection. Moreover, (j • (I n • q n ))(u) = u for all u ∈ D(a n ) and
Thenb k is sectorial with vertex 0 and semi-angle θ. For all n ∈ N defineâ n :
for all u ∈ W n . Moreover,â n ((I n • q n )(u)) = a n (u) for all u ∈ D(a n ). It is easy to see that
for all u ∈ W n . Therefore the formâ n | Wn×Wn is continuous and j| Wn -elliptic. Moreover, A n is the graph associated with (â n | Wn×Wn , j| Wn ) by Lemma 3.1. For later purposes, for all m ∈ N 0 define the truncation T m : V → V by
We need a lemma.
Lemma 3.3 For all n ∈ N 0 let u n ∈ V n . Then the following are equivalent.
(ii) Φ nm (u n ) = u m for all n, m ∈ N 0 with m ≤ n and {Reã n (u n ) : n ∈ N} is bounded.
Moreover, if (i) is valid, then
It follows from Lemma 3.3 and (8) that
Soâ ∞ is continuous. It follows from (9) thatâ ∞ is j| W∞ -elliptic. Let A ∞ be the m-sectorial graph associated with (â ∞ , j| W∞ ). We shall show that the sequence (A n ) n∈N converges in the strong resolvent sense to A ∞ . Let f ∈ H. For all n ∈ N set x n = (A n + I) −1 f . Since A n is the graph associated with (â n | Wn×Wn , j| Wn ), there exists a u n ∈ W n such that j(u n ) = x n and
H . So the (tail of the) sequence (T m u n ) n∈N is bounded in W m . Using a diagonal argument and passing to a subsequence if necessary, we may assume that for all m ∈ N 0 the sequence (T m u n ) n∈N is weakly convergent in W m . Let m ∈ N 0 . Let w m ∈ W m be such that lim n→∞ T m u n = w m weakly in W m . Because T m is continuous and T n T m = T m for all n ∈ N 0 with n ≥ m one obtains that
for all n, m ∈ N 0 with m ≤ n. Moreover, I n (µ (n) ) = w n . So Reã n (µ (n) ) = Reâ n (w n ) for all n ∈ N 0 . Next, if m ∈ N then a m | Wm×Wm is continuous and one deduces that
by the weak convergence on W m . Moreover, the weak convergence on W 0 implies that lim n→∞ T 0 u n = w 0 weakly. Hence lim n→∞ j(u n ) = lim n→∞ j(T 0 u n ) = j(w 0 ) = j(u) weakly in H. Now the rest of the proof is similar to the proof of Theorem 2.2, with obvious changes. We leave the details to the reader. ✷ Proposition 3.4 Assume the conditions and notation as in Theorem 3.2. Define
Proof We use the notation as in the proof of Theorem 3. 
, where we continue to use the notation as above. Even if D(a ∞ ) is dense in H, in general the graph/operator A ∞ is not associated with the form a ∞ . For an example we first need a lemma. Proof Without loss of generality we may assume that H is separable and H = L 2 (0, 2π). The construction is a modification of the proof of Corollary 1 on page 274 in [FW] . For all k ∈ Z define e k : [0, 2π] → C by e k (x) = e ikx and set
Then D 0 is dense in H and every element of D 0 can be extended to an entire function. For
Then u → ϕ m u is a unitary map in H. Define
Then D m is dense in H. Finally, let m ∈ N and u 1 , . . . , u m ∈ D 0 . Suppose that m j=1 ϕ j u j = 0. Without loss of generality we may assume that m ≥ 2. Then
is the restriction of an entire function to the interval (0,
where the orthogonal complement is in W 1,2 (Ω). Then with the induced inner product of W 1,2 (Ω) the space K is an infinite dimensional Hilbert space. By Lemma 3.5 there exist dense subspaces
where we emphasize that the span is the finite linear span. Define
We use the notation as in Theorem 3.2 and Proposition 3.4. Then D(a ∞ ) = W 1,2 0 (Ω) and
. So a ∞ is closed and densely defined. The operator associated with a ∞ is minus the Dirichlet Laplacian.
Let
(Ω), the operator A N associated with a N is minus the Neumann Laplacian.
It is trivial to see that the operators A N converge to minus the Neumann Laplacian in the strong resolvent sense. This operator is not equal to the operator associated with a ∞ . This example is a big contrast to Theorem 3.7 in [AE] , where 'convergence from above' is proved for sectorial forms which do not have to be closable and one always has convergence in the strong resolvent sense.
Absorption
In this section we prove Theorem 1.3 and extend it to graphs. Without loss of generality we may assume that a has vertex 0 too.
Let A be an m-sectorial graph in a Hilbert space H. Then for all t > 0 define the operator e −tA by
⊥ one has e −tA = e −tA • ⊕ 0. We call (e −tA ) t>0 the semigroup generated by −A.
For the remaining part of this paper we fix two sectorial forms a and b in a Hilbert space H with D(a) = D(b) and vertex 0. It is convenient to shift the index of the a n in Theorem 1.3 by one unit. For all n ∈ N define a n = a + (n − 1) b and let A n be the m-sectorial graph associated with a n . Choose b 1 = a and b n = b for all n ∈ N with n ≥ 2. Then it follows from Theorem 3.2 that there exists an m-sectorial graph such that lim A n = A ∞ in the strong resolvent sense. Set A = A 1 , the m-sectorial graph associated with a.
The next theorem is a graph-version of Theorem 1.3(a). Proof First assume that a is closed. Then it follows from (10) that a n is closed for all n ∈ N. We use the notation as in Theorem 2. 
Then A ∞ is the graph associated with (ã| Z∞×Z∞ ,j| Z∞ ).
Proof For simplicity of presentation we shall consider Z as the completion of the space D(a) with the equivalent norm u → (Re a(u) + 1 2
1/2 . We use the notation as in the proof of Theorem 3.2. Then Z = V 1 , q = q 1 ,j = Φ 10 andã =ã 1 . Let n ∈ N. Then
Let u ∈ W ∞ . Let n ∈ {2, 3, . . .}. Then (7) implies that
Vn < ∞ it follows thatb(π 1 (u)) = 0 and π 1 (u) ∈ Z ∞ . So π 1 (W ∞ ) ⊂ Z ∞ . We next show that actually an equality is valid.
Let u ∈ Z ∞ . Then for all n ∈ {2, 3, . . .} one has
Hence (Φ 10 (u), u, Φ −1
Then Ψ is bijective and Ψ −1 = π 1 | Z∞ . Finally, let u ∈ Z ∞ . Then j(Ψ(u)) = Φ 10 (u) =j(u) and
by (11). So the graph A ∞ associated (by definition) with (â ∞ , j| W∞ ) is equal to the graph associated with (ã| Z∞×Z∞ ,j| Z∞ ). ✷
In the next theorem we assume that (an extension of) the form b is associated with a bounded operator. Proof We use Lemma 4.2 and its notation. One hasb(u, v) = (B(j(u)),j(v)) H for all u, v ∈ Z. The operator B + B * is a positive self-adjoint operator. Set
Let u ∈ Z. Thenb(u) = 0 if and only if (B + B * )j(u) = 0. Sob(u) = 0 if and only if j(u) ∈ H 1 . Then Z ∞ = {u ∈ Z :j(u) ∈ H 1 }. Therefore kerj ⊂ Z ∞ and ker(j| Z∞ ) = kerj. For brevity write t =ã| Z∞×Z∞ .
Then A ∞ is the graph associated with (t,j| Z∞ ). Define V (t) = {u ∈ Z ∞ : t(u, v) = 0 for all v ∈ ker(j| Z∞ )} (see [AE] page 36). Then
where V (ã) = {u ∈ Z :ã(u, v) = 0 for all v ∈ kerj}. In particular, V (t) ⊂ V (ã) and j(V (t)) = {j(u) : u ∈ V (ã) andj(u) ∈ H 1 } =j(V (ã)) ∩ H 1 .
Defineã c :j(Z) ×j(Z) → C byã c (j(u),j(v)) =ã(u, v) for all u, v ∈ V (ã). Then A is associated with the closed sectorial formã c by [AE] Theorem 2.5(ii). Similarly, define the form t c with form domain D(t c ) =j(Z ∞ ) by t c (j(u),j(v)) = t(u, v) for all u, v ∈ V (t). Then A ∞ is the graph associated with t c . Finally, define q: H 1 × H 1 → C by q(u, v) = 0 for all u, v ∈ H 1 . Then q is a closed sectorial form and t c =ã c + q. Let Q be the graph associated with q. Then Q = Z ∞ × Z ⊥ ∞ and e −tQ = P for all t > 0. Using again the Trotter-Kato formula one deduces that for all u ∈ W 1,2 (R), so the form b is a-bounded. We follow the construction of the operator A ∞ in Lemma 4.2. Define ||| · |||: D(a) → [0, ∞) by |||u||| 2 = a(u) + u 2 H . Define Z = H × C with the usual inner product and define q: D(a) → Z by q(u) = (u, u(0)). Then Z is the completion of (D(a), ||| · |||). Definẽ j: Z → H byj(u, λ) = u. Thenj is the continuous extension of the inclusion of D(a) into H. The continuous extensionã: Z × Z → C of a is given bỹ a((u 1 , λ 1 ), (u 2 , λ 2 )) = λ 1 λ 2 .
Let P 0 be the orthogonal projection of Z onto span(ϕ, 1). Then P 0 (u, λ) = 1 2 ((u, ϕ) H + λ)(ϕ, 1).
Note that b(u, v) = ((I − P 0 )(q(u)), q(v)) Z for all u, v ∈ D(a). Hence the continuous extensionb: Z × Z → C of b is given bỹ b((u 1 , λ 1 ), (u 2 , λ 2 )) = ((I − P 0 )(u 1 , λ 1 ), (u 2 , λ 2 )) Z .
Then
Z ∞ = {v ∈ Z :b(v) = 0} = span(ϕ, 1).
We determine the graph A ∞ associated with (ã| Z∞×Z∞ ,j| Z∞ ). Let (x, f ) ∈ A ∞ . Then there exists a u ∈ Z ∞ such that x =j(u) andã(u, v) = (f,j(v)) H for all v ∈ Z ∞ . Let c ∈ C be such that u = c (ϕ, 1). Then x = c ϕ and (f, ϕ) H =ã(u, (ϕ, 1)) = cã((ϕ, 1), (ϕ, 1)) = c.
So f ∈ c ϕ + ϕ ⊥ . Therefore A ∞ ⊂ {(c ϕ, c ϕ + y) : c ∈ C and y ∈ ϕ ⊥ }. The converse inclusion is easy, so A ∞ = {(c ϕ, c ϕ + y) : c ∈ C and y ∈ ϕ ⊥ }.
Then e −tA∞ = e −t P 1 for all t > 0, where P 1 is the orthogonal projection of H onto span ϕ. Finally, suppose there exists a projection P such that e −tA∞ = lim n→∞ e − t n A P n strongly for all t > 0. Since A = 0 this implies that e −t P 1 = lim n→∞ P n = P for all t > 0. Therefore P = P 1 = 0. This is a contradiction.
