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Abstract
Inspired by the double temporality char-
acteristic of narrative texts, we propose a
novel approach for acquiring rich tempo-
ral “before/after” event knowledge across
sentences in narrative stories. The dou-
ble temporality states that a narrative story
often describes a sequence of events fol-
lowing the chronological order and there-
fore, the temporal order of events matches
with their textual order. We explored
narratology principles and built a weakly
supervised approach that identifies 287k
narrative paragraphs from three large text
corpora. We then extracted rich tem-
poral event knowledge from these narra-
tive paragraphs. Such event knowledge
is shown useful to improve temporal rela-
tion classification and outperform several
recent neural network models on the nar-
rative cloze task.
1 Introduction
Occurrences of events, referring to changes and
actions, show regularities. Specifically, certain
events often co-occur and in a particular temporal
order. For example, people often go to work af-
ter graduation with a degree. Such “before/after”
temporal event knowledge can be used to recog-
nize temporal relations between events in a doc-
ument even when their local contexts do not in-
dicate any temporal relations. Temporal event
knowledge is also useful to predict an event given
several other events in the context. Improving
event temporal relation identification and event
prediction capabilities can benefit various NLP
applications, including event timeline generation,
text summarization and question answering.
While being in high demand, temporal event
Michael Kennedy graduated with a bachelor’s degree from
Harvard University in 1980. He married his wife, Vic-
toria, in 1981 and attended law school at the University
of Virginia. After receiving his law degree, he briefly
worked for a private law firm before joining Citizens En-
ergy Corp. He took over management of the corporation,
a non-profit firm that delivered heating fuel to the poor,
from his brother Joseph in 1988. Kennedy expanded the
organization goals and increased fund raising.
Beth paid the taxi driver. She jumped out of the taxi and
headed towards the door of her small cottage. She reached
into her purse for keys. Beth entered her cottage and got
undressed. Beth quickly showered deciding a bath would
take too long. She changed into a pair of jeans, a tee shirt,
and a sweater. Then, she grabbed her bag and left the
cottage.
Figure 1: Two narrative examples
knowledge is lacking and difficult to obtain. Ex-
isting knowledge bases, such as Freebase (Bol-
lacker et al., 2008) or Probase (Wu et al., 2012),
often contain rich knowledge about entities, e.g.,
the birthplace of a person, but contain little event
knowledge. Several approaches have been pro-
posed to acquire temporal event knowledge from
a text corpus, by either utilizing textual patterns
(Chklovski and Pantel, 2004) or building a tempo-
ral relation identifier (Yao et al., 2017). However,
most of these approaches are limited to identifying
temporal relations within one sentence.
Inspired by the double temporality character-
istic of narrative texts, we propose a novel ap-
proach for acquiring rich temporal “before/after”
event knowledge across sentences via identify-
ing narrative stories. The double temporality
states that a narrative story often describes a se-
quence of events following the chronological or-
der and therefore, the temporal order of events
matches with their textual order (Walsh, 2001;
Riedl and Young, 2010; Grabes, 2013). There-
fore, we can easily distill temporal event knowl-
edge if we have identified a large collection of
ar
X
iv
:1
80
5.
10
95
6v
1 
 [c
s.C
L]
  2
8 M
ay
 20
18
narrative texts. Consider the two narrative ex-
amples in figure 1, where the top one is from
a news article of New York Times and the bot-
tom one is from a novel book. From the top
one, we can easily extract one chronologically or-
dered event sequence {graduated, marry, attend,
receive, work, take over, expand, increase}, with
all events related to the main character Michael
Kennedy. While some parts of the event sequence
are specific to this story, the event sequence con-
tains regular event temporal relations, e.g., people
often {graduate} first and then get {married}, or
{take over} a role first and then {expand} a goal.
Similarly, from the bottom one, we can easily ex-
tract another event sequence {pay, jump out, head,
reach into, enter, undress, shower, change, grab,
leave} that contains routine actions when people
take a shower and change clothes.
There has been recent research on narrative
identification from blogs by building a text clas-
sifier in a supervised manner (Gordon and Swan-
son, 2009; Ceran et al., 2012). However, narra-
tive texts are common in other genres as well,
including news articles and novel books, where
little annotated data is readily available. There-
fore, in order to identify narrative texts from rich
sources, we develop a weakly supervised method
that can quickly adapt and identify narrative texts
from different genres, by heavily exploring the
principles that are used to characterize narrative
structures in narratology studies. It is generally
agreed in narratology (Forster, 1962; Mani, 2012;
Pentland, 1999; Bal, 2009) that a narrative is a dis-
course presenting a sequence of events arranged in
their time order (the plot) and involving specific
characters (the characters). First, we derive spe-
cific grammatical and entity co-reference rules to
identify narrative paragraphs that each contains a
sequence of sentences sharing the same actantial
syntax structure (i.e., NP VP describing a charac-
ter did something) (Greimas, 1971) and mention-
ing the same character. Then, we train a classifier
using the initially identified seed narrative texts
and a collection of grammatical, co-reference and
linguistic features that capture the two key princi-
ples and other textual devices of narratives. Next,
the classifier is applied back to identify new narra-
tives from raw texts. The newly identified narra-
tives will be used to augment seed narratives and
the bootstrapping learning process iterates until no
enough new narratives can be found.
Then by leveraging the double temporality char-
acteristic of narrative paragraphs, we distill gen-
eral temporal event knowledge. Specifically, we
extract event pairs as well as longer event se-
quences consisting of strongly associated events
that often appear in a particular textual order in
narrative paragraphs, by calculating Causal Poten-
tial (Beamer and Girju, 2009; Hu et al., 2013) be-
tween events.
Specifically, we obtained 19k event pairs and
25k event sequences with three to five events from
the 287k narrative paragraphs we identified across
three genres, news articles, novel books and blogs.
Our evaluation shows that both the automatically
identified narrative paragraphs and the extracted
event knowledge are of high quality. Furthermore,
the learned temporal event knowledge is shown to
yield additional performance gains when used for
temporal relation identification and the Narrative
Cloze task. The acquired event temporal knowl-
edge and the knowledge acquisition system are
publicly available1.
2 Related Work
Several previous works have focused on acquir-
ing temporal event knowledge from texts. Ver-
bOcean (Chklovski and Pantel, 2004) used pre-
defined lexico-syntactic patterns (e.g., “X and then
Y”) to acquire event pairs with the temporal hap-
pens before relation from the Web. Yao et al.
(2017) simultaneously trained a temporal “be-
fore/after” relation classifier and acquired event
pairs that are regularly in a temporal relation by
exploring the observation that some event pairs
tend to show the same temporal relation regardless
of contexts. Note that these prior works are limited
to identifying temporal relations within individual
sentences. In contrast, our approach is designed
to acquire temporal relations across sentences in a
narrative paragraph. Interestingly, only 195 (1%)
out of 19k event pairs acquired by our approach
can be found in VerbOcean or regular event pairs
learned by the previous two approaches.
Our design of the overall event knowledge ac-
quisition also benefits from recent progress on nar-
rative identification. Gordon and Swanson (2009)
annotated a small set of paragraphs presenting sto-
ries in the ICWSM Spinn3r Blog corpus (Burton
et al., 2009) and trained a classifier using bag-of-
words features to identify more stories. (Ceran
1http://nlp.cs.tamu.edu/resources.html
et al., 2012) trained a narrative classifier using se-
mantic triplet features on the CSC Islamic Extrem-
ist corpus. Our weakly supervised narrative iden-
tification method is closely related to Eisenberg
and Finlayson (2017), which also explored the two
key elements of narratives, the plot and the charac-
ters, in designing features with the goal of obtain-
ing a generalizable story detector. But different
from this work, our narrative identification method
does not require any human annotations and can
quickly adapt to new text sources.
Temporal event knowledge acquisition is re-
lated to script learning (Chambers and Jurafsky,
2008), where a script consists of a sequence of
events that are often temporally ordered and rep-
resent a typical scenario. However, most of the
existing approaches on script learning (Chambers
and Jurafsky, 2009; Pichotta and Mooney, 2016;
Granroth-Wilding and Clark, 2016) were designed
to identify clusters of closely related events, not to
learn the temporal order between events though.
For example, Chambers and Jurafsky (2008, 2009)
learned event scripts by first identifying closely re-
lated events that share an argument and then rec-
ognizing their partial temporal orders by a separate
temporal relation classifier trained on the small la-
beled dataset TimeBank (Pustejovsky et al., 2003).
Using the same method to get training data, Jans
et al. (2012); Granroth-Wilding and Clark (2016);
Pichotta and Mooney (2016); Wang et al. (2017)
applied neural networks to learn event embed-
dings and predict the following event in a con-
text. Distinguished from the previous script learn-
ing works, we focus on acquiring event pairs or
longer script-like event sequences with events ar-
ranged in a complete temporal order. In addi-
tion, recent works (Regneri et al., 2010; Modi
et al., 2016) collected script knowledge by directly
asking Amazon Mechanical Turk (AMT) to write
down typical temporally ordered event sequences
in a given scenario (e.g., shopping or cooking). In-
terestingly, our evaluation shows that our approach
can yield temporal event knowledge that covers
48% of human-provided script knowledge.
3 Key Elements of Narratives
It is generally agreed in narratology (Forster,
1962; Mani, 2012; Pentland, 1999; Bal, 2009) that
a narrative presents a sequence of events arranged
in their time order (the plot) and involving specific
characters (the characters).
Plot. The plot consists of a sequence of closely re-
lated events. According to (Bal, 2009), an event in
a narrative often describes a “transition from one
state to another state, caused or experienced by ac-
tors”. Moreover, as Mani (2012) illustrates, a nar-
rative is often “an account of past events in some-
one’s life or in the development of something”.
These prior studies suggest that sentences contain-
ing a plot event are likely to have the actantial syn-
tax “NP VP”2 (Greimas, 1971) with the main verb
in the past tense.
Character. A narrative usually describes events
caused or experienced by actors. Therefore, a nar-
rative story often has one or two main characters,
called protagonists, who are involved in multiple
events and tie events together. The main character
can be a person or an organization.
Other Textual Devices. A narrative may contain
peripheral contents other than events and charac-
ters, including time, place, the emotional and psy-
chological states of characters etc., which do not
advance the plot but provide essential information
to the interpretation of the events (Pentland, 1999).
We use rich Linguistic Inquiry and Word Count
(LIWC) (Pennebaker et al., 2015) features to cap-
ture a variety of textual devices used to describe
such contents.
4 Phase One: Weakly Supervised
Narrative Identification
In order to acquire rich temporal event knowledge,
we first develop a weakly supervised approach that
can quickly adapt to identify narrative paragraphs
from various text sources.
4.1 System Overview
The weakly supervised method is designed to cap-
ture key elements of narratives in each of two
stages. As shown in figure 2, in the first stage, we
identify the initial batch of narrative paragraphs
that satisfy strict rules and the key principles of
narratives. Then in the second stage, we train a sta-
tistical classifier using the initially identified seed
narrative texts and a collection of soft features for
capturing the same key principles and other tex-
tual devices of narratives. Next, the classifier is
applied to identify new narratives from raw texts
again. The newly identified narratives will be used
to augment seed narratives and the bootstrapping
2NP is Noun Phrase and VP is Verb Phrase.
Figure 2: Overview of the Narrative Learning System
learning process iterates until no enough (specifi-
cally, less than 2,000) new narratives can be found.
Here, in order to specialize the statistical classifier
to each genre, we conduct the learning process on
news, novels and blogs separately.
4.2 Rules for Identifying Seed Narratives
Grammar Rules for Identifying Plot Events.
Guided by the prior narratology studies (Greimas,
1971; Mani, 2012) and our observations, we use
context-free grammar production rules to identify
sentences that describe an event in an actantial
syntax structure. Specifically, we use three sets
of grammar rules to specify the overall syntactic
structure of a sentence. First, we require a sen-
tence to have the basic active voiced structure “S
→ NP VP” or one of the more complex sentence
structures that are derived from the basic struc-
ture considering Coordinating Conjunctions (CC),
Adverbial Phrase (ADVP) or Prepositional Phrase
(PP) attachments3. For example, in the narrative of
Figure 1, the sentence “Michael Kennedy earned
a bachelor’s degree from Harvard University in
1980.” has the basic sentence structure “S→ NP
VP”, where the “NP” governs the character men-
tion of ‘Michael Kennedy’ and the “VP” governs
the rest of the sentence and describes a plot event.
In addition, considering that a narrative is usu-
ally “an account of past events in someone’s life
or in the development of something” (Mani, 2012;
Dictionary, 2007), we require the headword of the
VP to be in the past tense. Furthermore, the sub-
ject of the sentence is meant to represent a char-
acter. Therefore, we specify 12 grammar rules4 to
3We manually identified 14 top-level sentence production
rules, for example, “S→ NP ADVP VP”, “S→ PP , NP VP”
and “S→ S CC S”. Appendix shows all the rules.
4The example NP rules include “NP → NNP”, “NP →
NP CC NP” and “NP→ DT NNP”.
require the sentence subject noun phrase to have
a simple structure and have a proper noun or pro-
noun as its head word.
For seed narratives, we consider paragraphs
containing at least four sentences and we require
60% or more sentences to satisfy the sentence
structure specified above. We also require a nar-
rative paragraph to contain no more than 20% of
sentences that are interrogative, exclamatory or di-
alogue, which normally do not contain any plot
events. The specific parameter settings are mainly
determined based on our observations and anal-
ysis of narrative samples. The threshold of 60%
for “sentences with actantial structure” was set to
reflect the observation that sentences in a narra-
tive paragraph usually (over half) have an actan-
tial structure. A small portion (20%) of interroga-
tive, exclamatory or dialogue sentences is allowed
to reflect the observation that many paragraphs are
overall narratives even though they may contain
1 or 2 such sentences, so that we achieve a good
coverage in narrative identification.
The Character Rule. A narrative usually has a
protagonist character that appears in multiple sen-
tences and ties a sequence of events, therefore,
we also specify a rule requiring a narrative para-
graph to have a protagonist character. Concretely,
inspired by Eisenberg and Finlayson (2017), we
applied the named entity recognizer (Finkel et al.,
2005) and entity coreference resolver (Lee et al.,
2013) from the CoreNLP toolkit (Manning et al.,
2014) to identify the longest entity chain in a para-
graph that has at least one mention recognized as
a Person or Organization, or a gendered pronoun.
Then we calculate the normalized length of this
entity chain by dividing the number of entity men-
tions by the number of sentences in the paragraph.
We require the normalized length of this longest
entity chain to be ≥ 0.4, meaning that 40% or
more sentences in a narrative mention a character
5.
4.3 The Statistical Classifier for Identifying
New Narratives
Using the seed narrative paragraphs identified in
the first stage as positive instances, we train a sta-
tistical classifier to continue to identify more nar-
rative paragraphs that may not satisfy the specific
rules. We also prepare negative instances to com-
pete with positive narrative paragraphs in train-
ing. Negative instances are paragraphs that are not
likely to be narratives and do not present a plot or
protagonist character, but are similar to seed narra-
tives in others aspects. Specifically, similar to seed
narratives, we require a non-narrative paragraph to
contain at least four sentences with no more than
20% of sentences being interrogative, exclamatory
or dialogue; but in contrast to seed narratives, a
non-narrative paragraph should contain 30% of or
fewer sentences that have the actantial sentence
structure, where the longest character entity chain
should not span over 20% of sentences. We ran-
domly sample such non-narrative paragraphs that
are five times of narrative paragraphs 6.
In addition, since it is infeasible to apply the
trained classifier to all the paragraphs in a large
text corpus, such as the Gigaword corpus (Graff
and Cieri, 2003), we identify candidate narrative
paragraphs and only apply the statistical classifier
to these candidate paragraphs. Specifically, we re-
quire a candidate paragraph to satisfy all the con-
straints used for identifying seed narrative para-
graphs but contain only 30%7 or more sentences
with an actantial structure and have the longest
character entity chain spanning over 20%8 of or
more sentences.
We choose Maximum Entropy (Berger et al.,
1996) as the classifier. Specifically, we use the
MaxEnt model implementation in the LIBLIN-
540% was chosen to reflect that a narrative paragraph of-
ten contains a main character that is commonly mentioned
across sentences (half or a bit less than half of all the sen-
tences).
6We used the skewed pos:neg ratio of 1:5 in all bootstrap-
ping iterations to reflect the observation that there are gener-
ally many more non-narrative paragraphs than narrative para-
graphs in a document.
7This value is half of the corresponding thresshold used
for identifying seed narrative paragraphs.
8This value is half of the corresponding thresshold used
for identifying seed narrative paragraphs.
EAR library9 (Fan et al., 2008) with default pa-
rameter settings. Next, we describe the features
used to capture the key elements of narratives.
Features for Identifying Plot Events: Realiz-
ing that grammar production rules are effective in
identifying sentences that contain a plot event, we
encode all the production rules as features in the
statistical classifier. Specifically, for each narra-
tive paragraph, we use the frequency of all syntac-
tic production rules as features. Note that the bot-
tom level syntactic production rules have the form
of POS tag→WORD and contain a lexical word,
which made these rules dependent on specific con-
texts of a paragraph. Therefore, we exclude these
bottom level production rules from the feature set
in order to model generalizable narrative elements
rather than specific contents of a paragraph.
In addition, to capture potential event sequence
overlaps between new narratives and the already
learned narratives, we build a verb bigram lan-
guage model using verb sequences extracted from
the learned narrative paragraphs and calculate the
perplexity score (as a feature) of the verb sequence
in a candidate narrative paragraph. Specifically,
we calculate the perplexity score of an event se-
quence that is normalized by the number of events,
PP (e1, ..., eN ) = N
√∏N
i=1
1
P (ei|ei−1) , where N is
the total number of events in a sequence and ei
is a event word. We approximate P (ei|ei−1) =
C(ei−1,ei)
C(ei−1) , where C(ei−1) is the number of oc-
currences of ei−1 and C(ei−1, ei) is the number
of co-occurrences of ei−1 and ei. C(ei−1, ei)
and C(ei−1) are calculated based on all event se-
quences from known narrative paragraphs.
Features for the Protagonist Characters: We
consider the longest three coreferent entity chains
in a paragraph that have at least one mention rec-
ognized as a Person or Organization, or a gen-
dered pronoun. Similar to the seed narrative iden-
tification stage, we obtain the normalized length
of each entity chain by dividing the number of
entity mentions with the number of sentences in
the paragraph. In addition, we also observe that
a protagonist character appears frequently in the
surrounding paragraphs as well, therefore, we cal-
culate the normalized length of each entity chain
based on its presences in the target paragraph as
well as one preceding paragraph and one follow-
9https://www.csie.ntu.edu.tw/˜cjlin/
liblinear/
0 (Seeds) 1 2 3 4 Total
News 20k 40k 12k 5k 1k 78k
Novels 75k 82k 24k 6k 2k 189k
Blogs 6k 10k 3k 1k - 20k
Sum 101k 132k 39k 12k 3k 287k
Table 1: Number of new narratives generated after
each bootstrapping iteration
ing paragraph. We use 6 normalized lengths (3
from the target paragraph 10 and 3 from surround-
ing paragraphs) as features.
Other Writing Style Features: We create a fea-
ture for each semantic category in the Linguistic
Inquiry and Word Count (LIWC) dictionary (Pen-
nebaker et al., 2015), and the feature value is the
total number of occurrences of all words in that
category. These LIWC features capture presences
of certain types of words, such as words denoting
relativity (e.g., motion, time, space) and words re-
ferring to psychological processes (e.g., emotion
and cognitive). In addition, we encode Parts-of-
Speech (POS) tag frequencies as features as well
which have been shown effective in identifying
text genres and writing styles.
4.4 Identifying Narrative Paragraphs from
Three Text Corpora
Our weakly supervised system is based on the
principles shared across all narratives, so it can
be applied to different text sources for identify-
ing narratives. We considered three types of texts:
(1) News Articles. News articles contain narrative
paragraphs to describe the background of an im-
portant figure or to provide details for a significant
event. We use English Gigaword 5th edition (Graff
and Cieri, 2003; Napoles et al., 2012), which con-
tains 10 million news articles. (2) Novel Books.
Novels contain rich narratives to describe actions
by characters. BookCorpus (Zhu et al., 2015) is a
large collection of free novel books written by un-
published authors, which contains 11,038 books of
16 different sub-genres (e.g., Romance, Historical,
Adventure, etc.). (3) Blogs. Vast publicly accessi-
ble blogs also contain narratives because “personal
life and experiences” is a primary topic of blog
posts (Lenhart, 2006). We use the Blog Author-
ship Corpus (Schler et al., 2006) collected from
the blogger.com website, which consists of 680k
posts written by thousands of authors. We applied
10Specifically, the lengths of the longest, second longest
and third longest entity chains.
the Stanford CoreNLP tools (Manning et al., 2014)
to the three text corpora to obtain POS tags, parse
trees, named entities, coreference chains, etc.
In order to combat semantic drifts (McIntosh
and Curran, 2009) in bootstrapping learning, we
set the initial selection confidence score produced
by the statistical classifier at 0.5 and increase it by
0.05 after each iteration. The bootstrapping sys-
tem runs for four iterations and learns 287k narra-
tive paragraphs in total. Table 1 shows the num-
ber of narratives that were obtained in the seed-
ing stage and in each bootstrapping iteration from
each text corpus.
5 Phase Two: Extract Event Temporal
Knowledge from Narratives
Narratives we obtained from the first phase may
describe specific stories and contain uncommon
events or event transitions. Therefore, we apply
Pointwise Mutual Information (PMI) based statis-
tical metrics to measure strengths of event tempo-
ral relations in order to identify general knowl-
edge that is not specific to any particular story.
Our goal is to learn event pairs and longer event
chains with events completely ordered in the tem-
poral “before/after” relation.
First, by leveraging the double temporality char-
acteristic of narratives, we only consider event
pairs and longer event chains with 3-5 events that
have occurred as a segment in at least one event
sequence extracted from a narrative paragraph.
Specifically, we extract the event sequence (the
plot) from a narrative paragraph by finding the
main event in each sentence and chaining the main
events11 according to their textual order.
Then we rank candidate event pairs based on
two factors, how strongly associated two events
are and how common they appear in a particu-
lar temporal order. We adopt the existing met-
ric, Causal Potential (CP), which has been ap-
plied to acquire causally related events (Beamer
and Girju, 2009) and exactly measures the two as-
pects. Specifically, the CP score of an event pair is
calculated using the following equation:
cp(ei, ej) = pmi(ei, ej) + log
P (ei → ej)
P (ej → ei) (1)
where, the first part refers to the Pointwise Mutual
Information (PMI) between two events and the
11We only consider main events that are in base verb forms
or in the past tense, by requiring their POS tags to be VB,
VBP, VBZ or VBD.
second part measures the relative ordering or two
events. P (ei → ej) refers to the probability that
ei occurs before ej in a text, which is proportional
to the raw frequency of the pair. PMI measures
the association strength of two events, formally,
pmi(ei, ej) = log
P (ei,ej)
P (ei)P (ej)
, P (ei) =
C(ei)∑
x C(ex)
and P (ei, ej) =
C(ei,ej)∑
x
∑
y C(ex,ey)
, where, x and y
refer to all the events in a corpus,C(ei) is the num-
ber of occurrences of ei,C(ei, ej) is the number of
co-occurrences of ei and ej .
While each candidate pair of events should
have appeared consecutively as a segment in at
least one narrative paragraph, when calculating the
CP score, we consider event co-occurrences even
when two events are not consecutive in a narra-
tive paragraph but have one or two other events
in between. Specifically, the same as in (Hu and
Walker, 2017), we calculate separate CP scores
based on event co-occurrences with zero (consec-
utive), one or two events in between, and use the
weighted average CP score for ranking an event
pair, formally, CP (ei, ej) =
∑3
d=1
cpd(ei,ej)
d .
Then we rank longer event sequences based on
CP scores for individual event pairs that are in-
cluded in an event sequence. However, an event
sequence of length n is more than n − 1 event
pairs with any two consecutive events as a pair.
We prefer event sequences that are coherent over-
all, where the events that are one or two events
away are highly related as well. Therefore, we de-
fine the following metric to measure the quality of
an event sequence:
CP (e1, e2, · · · , en) =
∑3
d=1
∑n−d
j=1
CP (ej ,ej+d)
d
n− 1 . (2)
6 Evaluation
6.1 Precision of Narrative Paragraphs
From all the learned narrative paragraphs, we ran-
domly selected 150 texts, with 25 texts selected
from narratives learned in each of the two stages
(i.e., seed narratives and bootstrapped narratives)
using each of the three text corpora (i.e., news,
novels, and blogs). Following the same definition
“A story is a narrative of events arranged in their
time sequence” (Forster, 1962; Gordon and Swan-
son, 2009), two human adjudicators were asked to
judge whether each text is a narrative or a non-
narrative. In order to obtain high inter-agreements,
before the official annotations, we trained the two
annotators for several iterations. Note that the
Narratives Seed Bootstrapped
News 0.84 0.72
Novel 0.88 0.92
Blogs 0.92 0.88
AVG 0.88 0.84
Table 2: Precision of narratives based on human
annotation
pairs
graduate→ teach (5.7), meet→ marry (5.3)
pick up→ carry (6.3), park→ get out (7.3)
turn around→ face (6.5), dial→ ring (6.3)
chains
drive→ park→ get out (7.8)
toss→ fly→ land (5.9)
grow up→ attend→ graduate→ marry (6.9)
contact→ call→ invite→ accept (4.2)
knock→ open→ reach→ pull out→ hold (6.0)
Table 3: Examples of event pairs and chains (with
CP scores). → represents before relation.
texts we used in training annotators are different
from the final texts we used for evaluation pur-
poses. The overall kappa inter-agreement between
the two annotators is 0.77.
Table 2 shows the precision of narratives
learned in the two stages using the three corpora.
We determined that a text is a correct narrative
if both annotators labeled it as a narrative. We
can see that on average, the rule-based classifier
achieves the precision of 88% on initializing seed
narratives and the statistical classifier achieves the
precision of 84% on bootstrapping new ones. Us-
ing narratology based features enables the statis-
tical classifier to extensively learn new narrative,
and meanwhile maintain a high precision.
6.2 Precision of Event Pairs and Chains
To evaluate the quality of the extracted event pairs
and chains, we randomly sampled 20 pairs (2%)
from every 1,000 event pairs up to the top 18,929
pairs with CP score≥ 2.0 (380 pairs selected in to-
tal), and 10 chains (1%) from every 1,000 up to the
top 25,000 event chains12 (250 chains selected in
total). The average CP scores for all event pairs
and all event chains we considered are 2.9 and
5.1 respectively. Two human adjudicators were
asked to judge whether or not events are likely
to occur in the temporal order shown. For event
chains, we have one additional criterion requiring
that events form a coherent sequence overall. An
12It turns out that many event chains have a high CP score
close to 5.0, so we decided not to use a cut-off CP score of
event chains but simply chose to evaluate the top 25,000 event
chains.
Figure 3: Top-ranked event pairs evaluation
# of top chains 5k 10k 15k 20k 25k
Precision 0.76 0.8 0.75 0.73 0.69
Table 4: Precision of top-ranked event chains
event pair/chain is deemed correct if both anno-
tators labeled it as correct. The two annotators
achieved kappa inter-agreement scores of 0.71 and
0.66, on annotating event pairs and event chains
respectively.
As we know, coverage on acquired knowledge
is often hard to evaluate because we do not have
a complete knowledge base to compare to. Thus,
we propose a pseudo recall metric to evaluate the
coverage of event knowledge we acquired. Reg-
neri et al. (2010) collected Event Sequence De-
scriptions (ESDs) of several types of human ac-
tivities (e.g., baking a cake, going to the theater,
etc.) using crowdsourcing. Our first pseudo re-
call score is calculated based on how many con-
secutive event pairs in human-written scripts can
be found in our top-ranked event pairs. Figure 3
illustrates the precision of top-ranked pairs based
on human annotation and the pseudo recall score
based on ESDs. We can see that about 75% of
the top 19k event pairs are correct, which captures
48% of human-written script knowledge in ESDs.
In addition, table 4 shows the precision of top-
ranked event chains with 3 to 5 events. Among
the top 25k event chains, about 70% are correctly
ordered with the temporal “after” relation. Table 3
shows several examples of event pairs and chains.
6.3 Improving Temporal Relation
Classification by Incorporating Event
Knowledge
To find out whether the learned temporal event
knowledge can help with improving temporal re-
Models Acc.(%)
Choubey and Huang (2017) 51.2
+ CP score 52.3
Table 5: Results on TimeBank corpus
Method Acc.(%)
(Chambers and Jurafsky, 2008) 30.92
(Granroth-Wilding and Clark, 2016) 43.28
(Pichotta and Mooney, 2016) 43.17
(Wang et al., 2017) 46.67
Our Results 48.83
Table 6: Results on MCNC task
lation classification performance, we conducted
experiments on a benchmark dataset - TimeBank
corpus v1.2, which contains 2308 event pairs that
are annotated with 14 temporal relations 13.
To facilitate direct comparisons, we used the
same state-of-the-art temporal relation classifica-
tion system as described in our previous work
Choubey and Huang (2017) and considered all
the 14 relations in classification. Choubey and
Huang (2017) forms three sequences (i.e., word
forms, POS tags, and dependency relations) of
context words that align with the dependency path
between two event mentions and uses three bi-
directional LSTMs to get the embedding of each
sequence. The final fully connected layer maps
the concatenated embeddings of all sequences to
14 fine-grained temporal relations. We applied the
same model here, but if an event pair appears in
our learned list of event pairs, we concatenated the
CP score of the event pair as additional evidence in
the final layer. To be consistent with Choubey and
Huang (2017), we used the same train/test split-
ting, the same parameters for the neural network
and only considered intra-sentence event pairs.
Table 5 shows that by incorporating our learned
event knowledge, the overall prediction accuracy
was improved by 1.1%. Not surprisingly, out of
the 14 temporal relations, the performance on the
relation before was improved the most by 4.9%.
6.4 Narrative Cloze
Multiple Choice version of the Narrative Cloze
task (MCNC) proposed by Granroth-Wilding and
Clark (2016); Wang et al. (2017), aims to eval-
13Specifically, the 14 relations are simultaneous, before,
after, ibefore, iafter, begins, begun by, ends, ended by, in-
cludes, is included, during, during inv, identity
uate understanding of a script by predicting the
next event given several context events. Present-
ing a chain of contextual events e1, e2, ..., en−1,
the task is to select the next event from five event
candidates, one of which is correct and the oth-
ers are randomly sampled elsewhere in the cor-
pus. Following the same settings of Wang et al.
(2017) and Granroth-Wilding and Clark (2016),
we adapted the dataset (test set) of Chambers and
Jurafsky (2008) to the multiple choice setting. The
dataset contains 69 documents and 349 multiple
choice questions.
We calculated a PMI score between a candidate
event and each context event e1, e2, ..., en−1 based
on event sequences extracted from our learned
287k narratives and we chose the event that have
the highest sum score of all individual PMI scores.
Since the prediction accuracy on 349 multiple
choice questions depends on the random initial-
ization of four negative candidate events, we ran
the experiment 10 times and took the average ac-
curacy as the final performance.
Table 6 shows the comparisons of our results
with the performance of several previous models,
which were all trained with 1,500k event chains
extracted from the NYT portion of the Gigaword
corpus (Graff and Cieri, 2003). Each event chain
consists of a sequence of verbs sharing an actor
within a news article. Except Chambers and Ju-
rafsky (2008), other recent models utilized more
and more sophisticated neural language models.
Granroth-Wilding and Clark (2016) proposed a
two layer neural network model that learns embed-
dings of event predicates and their arguments for
predicting the next event. Pichotta and Mooney
(2016) introduced a LSTM-based language model
for event prediction. Wang et al. (2017) used dy-
namic memory as attention in LSTM for predic-
tion. It is encouraging that by using event knowl-
edge extracted from automatically identified nar-
ratives, we achieved the best event prediction per-
formance, which is 2.2% higher than the best neu-
ral network model.
7 Conclusions
This paper presents a novel approach for leverag-
ing the double temporality characteristic of narra-
tive texts and acquiring temporal event knowledge
across sentences in narrative paragraphs. We de-
veloped a weakly supervised system that explores
narratology principles and identifies narrative texts
from three text corpora of distinct genres. The
temporal event knowledge distilled from narrative
texts were shown useful to improve temporal re-
lation classification and outperform several neural
language models on the narrative cloze task. For
the future work, we plan to expand event temporal
knowledge acquisition by dealing with event sense
disambiguation and event synonym identification
(e.g., drag, pull and haul).
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A Appendix
Here is the full list of grammar rules for identify-
ing plot events in the seeding stage (Section 4.2).
Sentence rules (14):
S→ S CC S
S→ S PRN CC S
S→ NP VP
S→ NP ADVP VP
S→ NP VP ADVP
S→ CC NP VP
S→ PP NP VP
S→ NP PP VP
S→ PP NP ADVP VP
S→ ADVP S NP VP
S→ ADVP NP VP
S→ SBAR NP VP
S→ SBAR ADVP NP VP
S→ CC ADVP NP VP
Noun Phrase rules (12):
NP→ PRP
NP→ NNP
NP→ NNS
NP→ NNP NNP
NP→ NNP CC NNP
NP→ NP CC NP
NP→ DT NN
NP→ DT NNS
NP→ DT NNP
NP→ DT NNPS
NP→ NP NNP
NP→ NP NNP NNP
