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We generalise the notion of separable equivalence, originally 
presented by Linckelmann in [13], to an equivalence relation 
on additive categories. We use this generalisation to show that 
from an initial equivalence between two algebras we may build 
equivalences between many related categories. We also show 
that separable equivalence preserves the representation type 
of an algebra. This generalises Linckelmann’s result in [13], 
where he showed this in the case of symmetric algebras. We 
use these theorems to show that the group algebras of several 
small cyclic groups cannot be separably equivalent. This gives 
several examples of algebras that have the same complexity 
but are not separably equivalent.
© 2017 The Author. Published by Elsevier Inc. This is an 
open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction
In representation theory there are several notions of equivalence for algebras that 
can be used to help us understand certain algebras by comparing them to others. The 
most obvious equivalence we can describe is isomorphism, which from the point of view 
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220 S.F. Peacock / Journal of Algebra 490 (2017) 219–240of representation theory is extremely rigid. More often we only care whether or not 
the module structure for the algebra is the same, which leads to the idea of Morita 
equivalence. We say that two algebras are Morita equivalent if their module categories are 
equivalent (as additive categories). From the module category for an algebra we can deﬁne 
further categories: the derived module category and the stable module category. Each of 
these give us a further equivalence relation on algebras, namely derived equivalence and 
stable equivalence, which are simply determined via (triangulated) equivalence between 
the relevant categories. Linckelmann presented the notion of separable equivalence in [13], 
which for self-injective algebras can be considered a generalisation of the other relations 
we have mentioned.
We begin the next section with Linckelmann’s original deﬁnition of separable equiv-
alence and provide some preliminary properties of the equivalence. We conclude the 
section by proving that complexity is preserved under separable equivalence
Theorem 1. Let A and B be ﬁnite dimensional algebras over a ﬁeld k. If A and B are 
separably equivalent then their complexities agree:
cx(A) = cx(B).
This property naturally leads us to ask whether the converse is true: can we ﬁnd 
algebras that have the same complexity but are not separably equivalent? Linckelmann 
gave the ﬁrst example of such a situation in [12]. We will generalise this result in the ﬁnal 
section where we show that group algebras of certain cyclic groups are not separably 
equivalent despite all having complexity 1. These results are corollaries to the main 
theorem of that section:
Theorem 8. Let Λn denote the truncated polynomial algebra k[x]
/
(xn) over an alge-
braically closed ﬁeld k.
The algebras Λn and Λm are not separably equivalent for positive integers n ≤ 6 and 
m = n.
In order to prove this theorem we ﬁrst require the results of sections 4 and 5. In 
section 4 we extend the deﬁnition of separable equivalence to allow for the notion of 
separable equivalence of categories. Under this extended deﬁnition we will see that two 
algebras are separably equivalent if and only if their module categories are separably 
equivalent. We can use this new deﬁnition to show that if we begin with a separable 
equivalence of algebras we may construct new categories that must also be separably 
equivalent. We additionally present a stronger form of separable equivalence, symmetrical 
separably equivalence, and show that for separably equivalent symmetric algebras, such 
as group algebras, we may always assume we have this stronger equivalence. These ideas 
provide the machinery required for the following two theorems:
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C and D be a second pair of symmetrically separably equivalent k-algebras and let E be 
a small k-category. We have the following symmetrical separable equivalences of functor 
categories:
(a) Fun(modA, modC) ∼ Fun(modB, modD),
(b) Fun(modA, E) ∼ Fun(modB, E),
(c) Fun(E , modA) ∼ Fun(E , modB).
Theorem 3. Let A and B be symmetrically separably equivalent categories via (F, G). If 
we have full subcategories A′ < A and B′ < B such that FA′ ⊆ B′ and GB′ ⊆ A′ then 
we have the following symmetrical separable equivalences:
(a) A′ ∼ B′;
(b) A/A′ ∼ B/B′;
(c) Fun (A/A′,mod k) ∼ Fun (B/B′,mod k).
Then in section 5 we show that separable equivalence preserves the representation 
type of an algebra, which we use in the proof of Theorem 8. In that proof we begin with 
a pair of algebras, which we wish to show are inequivalent and from these we build a 
pair of algebras that have diﬀerent representation types. This then shows the starting 
pair cannot have been separably equivalent.
Theorems 6 and 7. Let A and B be ﬁnite dimensional algebras over an algebraically 
closed ﬁeld k such that A and B are separably equivalent.
(a) If A is of ﬁnite representation type then B is of ﬁnite representation type.
(b) If A is a domestic algebra then B is a domestic algebra.
(c) If A is an algebra of polynomial growth then B is an algebra of polynomial growth.
(d) If A is of tame representation type then B is of tame representation type.
(e) If A is of wild representation type then B is of wild representation type.
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2. Preliminaries
Deﬁnition (Separable equivalence [13]). Let A and B be ﬁnite dimensional algebras over 
a ﬁeld k. We say that A and B are separably equivalent if there are bimodules AMB and 
BNA such that
222 S.F. Peacock / Journal of Algebra 490 (2017) 219–240(a) the modules AM , MB , BN and NA are ﬁnitely generated and projective; and
(b) there are bimodules AXA and BYB and bimodule isomorphisms
AM ⊗
B
NA
∼−→ AAA ⊕ AXA BN ⊗
A
MB
∼−→ BBB ⊕ BYB
Remarks.
• If the bimodules X and Y are the zero modules then we would have a Morita equiv-
alence.
• If the bimodules X and Y are projective (as bimodules) then we would have a stable 
equivalence (of Morita type).
• Separable equivalence can be considered a generalisation of the other equivalence 
relations as, for self-injective algebras,
Isomorphism =⇒ Morita equivalence
=⇒ derived equivalence
=⇒ stable equivalence of Morita-type
=⇒ separable equivalence
The terminology separable equivalence comes from the following proposition that was 
stated by Linckelmann in [13].
Proposition. A ﬁnite dimensional algebra A over a ﬁeld k is separable (in the sense 
of [6]) if and only if it is separably equivalent to k.
Proof. Firstly, assume that A is a separable algebra so that (by deﬁnition) A is a sum-
mand of A ⊗
k
A as A–A-bimodules. Taking M = AAk and N = kAA, so that M ⊗
k
N =
A ⊗
k
A, we have the required isomorphisms.
Now assume that A is separably equivalent to k through bimodules AMk and kNA. 
Consider the functor HomA–A(M ⊗
k
N, —):
HomA–A
(
M ⊗
k
N,—
)
∼= HomA
(
M,HomA(N,—)
)
= HomA(M,—) ◦ HomA(N,—)
Since M is projective as a left A-module we have that HomA(M, —) is exact. Similarly 
the functor HomA(N, —) is exact and hence so is the composition. We therefore have that 
M ⊗
k
N is projective as an A–A-bimodule and so A is projective as an A–A-bimodule. 
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would not have that R is a summand of A and so the above proof does not go through. If 
we had this additional assumption however, (for example if A were free as an R-module) 
we could follow the same proof.
It will be convenient to talk about situations in which only one of the isomorphisms in 
the deﬁnition of separable equivalence exists. In this situation we will use the language 
of Bergh and Erdmann (see [3, 2506f.]) and say that one algebra separably divides the 
other.
Deﬁnition (Separably divides). Given two R-algebras A and B, we say that A separably 
divides B if there exist bimodules AMB and BNA, ﬁnitely generated projective on both 
sides, such that A is a bimodule direct summand of M ⊗
B
N .
Remark. Notice that two algebras A and B are separably equivalent if and only if A
separable divides B and B separably divides A.
The next proposition, which was stated by Linckelmann in [13], will give us our ﬁrst 
example of algebras that are separably equivalent but are not equivalent in any of the 
more specialised ways we have mentioned.
Proposition. Let G be a ﬁnite group, k a ﬁeld of characteristic p > 0. If P is a Sylow 
p-subgroup of G then kP is separably equivalent to kG.
Proof. The separable equivalence is given by the bimodules kPkGkG and kGkGkP and the 
proof follows an argument similar to the proof of Mackey’s decomposition theorem. 
Example. Let A4 denote the alternating group. The Sylow 2-subgroups of A4 are iso-
morphic to the Klein 4-group, V4 and so the proposition above tells us that over a 
ﬁeld k of characteristic 2, kA4 and kV4 are separably equivalent. Similarly the Sylow 
2-subgroups of A5 are isomorphic to V4 and so kA5 is also separably equivalent to kV4, 
and hence all three algebras are separably equivalent. An application of Green corre-
spondence demonstrates that kA4 and kA5 are stably equivalent (see [2, theorem 10.1]
for example) however neither algebra is stably equivalent to kV4. This demonstrates 
that separable equivalence is not a reformulation of any of the other equivalences and 
therefore gives us something new to work with.
In the proof of the above proposition the bimodules that we used to form the separable 
equivalence were duals of one another. In particular we have that tensoring with M is 
both left and right adjoint to tensoring with N . If A and B are symmetric separably 
equivalent algebras then we may always choose the modules so that these adjunctions 
exist. We have the following deﬁnition and proposition.
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bras. We say that A and B are symmetrically separably equivalent if there is a separable 
equivalence (M, N) such that —⊗M is both left and right adjoint to —⊗N .
Proposition. If A and B are symmetric algebras then A and B are separably equivalent 
if and only if A and B are symmetrically separably equivalent.
Proof. If M, N form a separable equivalence then M ⊕ N∗ and its dual form a symmet-
rical separable equivalence. 
Remark. The above proposition shows that for symmetric algebras the two deﬁnitions, 
separable equivalence and symmetrical separable equivalence, coincide. Whether or not 
these deﬁnitions coincide in the general case is an open question.
3. Complexity
There are certain properties of algebras that are preserved through separable equiv-
alence. One such property is the complexity of an algebra. Here we introduce what is 
meant by the complexity of a module and of an algebra and go on to prove that it is 
unchanged by separable equivalence. This result seems to be well-known but we don’t 
know of any complete statement or proof in print.
Deﬁnition (Complexity). Let A be an algebra over a ﬁeld k, let M be an A-module and
· · · −→ P1 −→ P0 −→ M −→ 0
a projective resolution of M , which we will denote by P∗.
If there exists an integer d, such that for some λ ∈ N we have dim(Pn) ≤ λnd−1 for 
all n ∈ N then we say that P∗ has ﬁnite complexity and we call the smallest such d the 
complexity of the resolution, which we denote by cxP∗.
The complexity of the module M is equal to the complexity of a minimal projective 
resolution of M .
The complexity of an algebra is the maximal complexity for a module of that algebra.
Remark. If P∗ → M is a minimal projective resolution of M and Q∗ → M is any other 
projective resolution then cx(P∗) ≤ cx(Q∗). In particular cx(M) = cx(P∗).
We require two lemmas before we can prove the main result of this section: that 
separable equivalence preserves complexity.
Lemma 3.1. Let A and B be ﬁnite dimensional algebras over a ﬁeld k and AMB a bi-
module that is ﬁnitely generated projective as a both an A-module and as a B-module. If 
we have a projective resolution of A-modules
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then cx(X ⊗
A
M) ≤ cx(X) ≤ cx(P∗).
Proof. Since M is projective as a A-module the functor
—⊗
A
M : modA −→ modB
is exact and since M is projective as a B-module each Pi ⊗
A
M is projective. We therefore 
have that P∗ ⊗
A
M is a projective resolution of X ⊗
A
M .
It is clear that dim(Pi ⊗
A
M) ≤ dim(Pi ⊗
k
M) and since M and B are both ﬁnitely 
generated dim(Pi ⊗
k
M) = dim(Pi) dim(M) < ∞.
Finally if dim(Pi) ≤ f(i) for some polynomial f then dim(Pi ⊗
A
M) ≤ dim(M)f(i)
and hence cx(P∗ ⊗
A
M) ≤ cx(P∗). 
Lemma 3.2. If A separably divides B via the modules (AMB , BNA) and XA is an 
A-module then cx(X ⊗
A
M) = cx(X).
Proof. It suﬃces to show that cx(X) ≤ cx(X ⊗
A
M ⊗
B
N) as together with Lemma 3.1
this gives
cx(X ⊗
A
M ⊗
B
N) ≤ cx(X ⊗
A
M) ≤ cx(X) ≤ cx(X ⊗
A
M ⊗
B
N)
and we will have equality throughout. Since X ⊗
A
M ⊗
B
N ∼= X ⊕X ′ for some X ′ we have 
that a minimal projective resolution of X ⊗
A
M ⊗
B
N is simply the direct sum of the min-
imal projective resolutions of X and X ′ and thus the given inequality is immediate. 
The next theorem is a direct consequence of the previous three lemmas.
Theorem 1. If A separably divides B then cx(A) ≤ cx(B).
If A and B are separably equivalent then cx(A) = cx(B).
If G is a ﬁnite group and k a ﬁeld of characteristic p then results of Alperin and Evens 
in [1] show that the complexity of kG is equal to the p-rank of G, that is the rank of the 
largest elementary abelian p-subgroup of G. For example if G is a cyclic p-group then 
cx kG = 1.
The remarks above lead us naturally to ask if all group algebras of cyclic p-groups 
are separably equivalent. We will answer this question in the negative in section 6, but 
in order to achieve the results therein we must ﬁrst broaden our deﬁnition of separable 
equivalence to abstract categories. If we begin with a pair of separably equivalent algebras 
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algebras (or categories) from them.
4. Categorical formulation
The notion of separable equivalence we have used thus far was presented in terms 
of bimodules for two algebras but note that we could have just as easily deﬁned this 
equivalence in terms of functors between the module categories. If A and B are sep-
arably equivalent algebras via (M, N) then we may deﬁne functors F = —⊗
A
M and 
G = —⊗
B
N . Notice that these functors are exact, send projective modules to projective 
modules, and their composition (in either order) contains the relevant identity functor 
as a summand. In fact given functors F : modA → modB and G : modB → modA
with these properties we may deﬁne the modules M = FA and N = GB and this pair 
gives rise to a separable equivalence. Together, these remarks allow us to generalise the 
deﬁnition of separable equivalence to exact categories.
Deﬁnition (Separable equivalence). Let A and B be exact categories. We say that these 
categories are separably equivalent if there are exact (additive) functors such that
A B
F
G
• the image of a projective object is projective;
• the identity functor is a summand of GF and of FG.
In a similar way we may generalise the deﬁnition of symmetrical separable equivalence 
and in this case we may even drop the requirement that the categories are exact.
Deﬁnition (Symmetrical separable equivalence). Let A and B be additive categories. We 
say that these categories are symmetrically separably equivalent if there are additive 
functors such that
A B
F
G
• both (F, G) and (G, F ) form an adjunction; and
• the identity functor is a summand of GF and of FG.
Remark. If A and B are module categories then the adjointness implies that the functors 
are exact and that projective modules are sent to projective modules.
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begin with a separable equivalence of algebras and build further equivalences from this 
starting point. We begin with a proposition using the original bimodule deﬁnition.
Proposition. Let A, B and C be algebras over a ﬁeld k. If A separably divides B then 
A ⊗
k
C separably divides B ⊗
k
C.
Proof. Let AMB and BNA be a pair of bimodules with the property that
AM ⊗
B
NA ∼= AAA ⊕ AXA.
The tensor product M ⊗
k
C is an (A ⊗
k
C)–(B ⊗
k
C)-bimodule with the actions
(a⊗ c1)(m⊗ c2)(b⊗ c3) = amb⊗ c1c2c3
and we can similarly deﬁne a (B ⊗
k
C)–(A ⊗
k
C) action on N ⊗
k
C.
Thus we have that
(M ⊗
k
C) ⊗
B ⊗ C
(N ⊗
k
C) ∼= (M ⊗
B
N)⊗
k
C
∼= (A ⊕ X)⊗
k
C
∼= (A⊗
k
C) ⊕ (X ⊗
k
C)
Now if AM is projective then AM is a summand of An for some n. Therefore M ⊗
k
C
is a summand of
An ⊗
k
C ∼= (A⊗
k
C)n
and hence is projective. 
In the remainder of this section we will limit ourselves to the case where we have 
a symmetrical separably equivalence, and so we begin with a lemma regarding adjoint 
functors.
Lemma 4.1. Let A, B, C and D be k-categories. Given functors
A B
L
R
C D
F
G
we can deﬁne the functors
228 S.F. Peacock / Journal of Algebra 490 (2017) 219–240Fun(A, C) Fun(B,D)
F◦—◦R
G◦—◦L
where Fun(A, C) denotes the category of functors A → C.
If (L, R) and (F, G) are both adjoint pairs then so is (F—R, G—L).
Proof. Let Nat(S, T ) denote the category of natural transformations S ⇒ T .
The adjunction isomorphisms are given by
Nat(FXR, Y ) ΦX,Y−−−−−−→ Nat(X,GY L)
ξ → GξL ◦ ηFGXηLR
and
Nat(X,GY L) ΨX,Y−−−−−−→ Nat(FXR, Y )
ν → εFGY εLR ◦ FνR
where η and ε are the units and counits of the adjunctions with superscripts indicating 
the adjunction in question.
One direction of the proof that these are inverse mappings is demonstrated in the 
following commutative diagram.
FXR Y
FXR
FGFXR FGY
FGFXR
FGFXRLR FGY LR
ξ
FGξ
FGξLR
FGFXRε
LR
ε
FG
FXR
FGY ε
LR
ε
FG
Y
Id
Fη
FG
XR
Fη
FG
XR
Id
FGFXη
LR
R
The composition ΨΦ is given by the path from FXR to Y around the exterior of the 
diagram. The squares commute because of the natural transformations and the triangles 
commute because of the adjunctions. 
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Theorem 2. Let A and B be a pair of symmetrically separably equivalent k-algebras. Let 
C and D be a second pair of symmetrically separably equivalent k-algebras and let E be 
a small k-category. We have the following symmetrical separable equivalences of functor 
categories:
(a) Fun(modA, modC) ∼ Fun(modB, modD),
(b) Fun(modA, E) ∼ Fun(modB, E),
(c) Fun(E , modA) ∼ Fun(E , modB).
If we consider the restriction of the functors that make up a separable equivalence 
we may ﬁnd that some subcategories are also equivalent. For instance if we have a 
symmetrical separable equivalence (F, G) between two categories A and B, such that 
(F, G) restrict to functors between full subcategories A′ and B′ then in fact we have a 
symmetrical separable equivalence of these subcategories. This follows simply from the 
fact that the identity functor on the subcategory is the restriction of that of the parent 
category and additionally that, for full subcategories, the Hom-sets are equal to those of 
the parent category. This together with a dual result gives us:
Theorem 3. Let A and B be symmetrically separably equivalent categories via (F, G). If 
we have full subcategories A′ < A and B′ < B such that FA′ ⊆ B′ and GB′ ⊆ A′ then 
we have the following symmetrical separable equivalences:
(a) A′ ∼ B′;
(b) A/A′ ∼ B/B′;
(c) Fun (A/A′,mod k) ∼ Fun (B/B′,mod k).
Remark. Here A/A′ denotes the category whose objects are the objects of A and morph-
isms are given by equivalence classes of morphisms in A under the relation: f, g ∈
HomA(X, Y ) then f ∼ g if and only if f − g factors through an object of Z ∈ A′.
X Y
Z
f−g
Proof. The proof of (a) is clear from the discussion above and (b) from a dual argument. 
For (c) we need only note that
Fun (A/A′,mod k)
230 S.F. Peacock / Journal of Algebra 490 (2017) 219–240is a full subcategory of Fun(A, mod k) via the embedding that composes a functor with 
the obvious projection
A −→ A/A′
and that the equivalence given by Theorem 2 restricts to functors of these subcate-
gories. 
Example. If A and B are separably equivalent symmetric algebras then the subcate-
gories of projective modules, projA and projB, are symmetrically separably equivalent 
and the category of representations of their stable categories, Fun(modA, mod k) and 
Fun(modB, mod k), are symmetrically separably equivalent.
5. Representation type
Recall that each algebra has a property referred to as its representation type. For an 
algebra over an algebraically closed ﬁeld Drozd showed in [8] and [9] that there are only 
three possibilities for its representation type: ﬁnite, tame or wild. The purpose of this 
section is to prove that this property is preserved under separable equivalence. Note that 
this is a generalisation of a result by Linckelmann ([13, proposition 3.3]), which proved 
this in the case of symmetric algebras. In section 6 we will use the results of this section 
to show that certain group algebras cannot be separably equivalent. At ﬁrst it may seem 
that Linckelmann’s result would be suﬃcient for our purpose, since group algebras are 
symmetric, however we will actually be showing the representation type diﬀers for some 
of the constructions at the end of the last section. These algebras cannot be guaranteed 
to be symmetric, even if the original algebras were.
We begin with the deﬁnitions of ﬁnite, tame and wild representation types.
Deﬁnition (Finite representation type). An algebra A is said to have ﬁnite representa-
tion type if there exist only ﬁnitely many isomorphism classes of indecomposable right 
(equivalently left) A-modules.
Deﬁnition (Tame representation type). An algebra A over a ﬁeld k is said to have tame 
representation type if it does not have ﬁnite representation type and given any d ∈ N
there is a ﬁnite set of k[t]–A-bimodules {Xi}, free and ﬁnitely-generated as k[t]-modules, 
such that for all but ﬁnitely many d-dimensional indecomposable A-modules M (up to 
isomorphism) we have
M ∼= k[t](t − λ) ⊗k[t] Xi
for some Xi and some λ ∈ k.
S.F. Peacock / Journal of Algebra 490 (2017) 219–240 231Remarks.
• We may interpret this deﬁnition as saying that an algebra is tame if its isomorphism 
classes of indecomposable d-dimensional modules can be classiﬁed by a ﬁnite number 
of 1-parameter families of modules, for each d.
• Some authors include ﬁnite representation type within the class of tame representa-
tion type however here we consider the two to be mutually exclusive.
Deﬁnition (Wild representation type). An algebra A over a ﬁeld k is said to have wild 
representation type if there is a k〈u, v〉–A-bimodule X, ﬁnitely generated free as a 
k〈u, v〉-module, such that
• if M is an indecomposable right k〈u, v〉-module then M ⊗
k〈u,v〉
X is indecomposable;
• for k〈u, v〉-modules M and N : if M ⊗
k〈u,v〉
X ∼= N ⊗
k〈u,v〉
X then M ∼= N .
Here the notation k〈u, v〉 represents the free k-algebra on two generators.
Remark. An algebra has wild representation type if its module category is at least as 
complicated as the module category for the free algebra on two generators.
The representation type of an algebra is intimately linked to what are known as generic 
modules. In fact the three deﬁnitions of representation type can be restated purely in 
terms of these modules, and we will use these deﬁnitions to prove the preservation of 
representation type.
Recall that if MA is a right A-module then M is naturally a left module for its 
endomorphism ring End(MA) (in fact it is an End(MA)–A-bimodule).
Deﬁnition (Endolength). Let MA be an A-module. We say that the endolength of M is 
its length when considered as a module for its endomorphism ring and denote this by 
end len(M). We say that the module is endoﬁnite if it has ﬁnite endolength.
Deﬁnition (Generic module). An indecomposable A-module M is said to be a generic 
module if it has inﬁnite length over A but has ﬁnite length over End(MA).
Suppose A is a tame algebra so that for each dimension d ∈ N we have a ﬁnite 
collection of k[t]–A-bimodules satisfying certain properties. We denote by
μA(d) ∈ N
the minimum number of these modules required to satisfy the deﬁnition. The following 
theorem gives the link between generic modules and representation type.
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ﬁeld, let gA(n) denote the number of isomorphism classes of generic A-modules of en-
dolength n. Then
μA(n) =
∑
d|n
gA(d)
As immediate corollaries to Theorem 4 we can provide alternative deﬁnitions of ﬁnite, 
tame and wild type in terms of the number of generic modules.
Corollary. An algebra A is of ﬁnite type if and only if gA(n) = 0 for all n ∈ N.
Corollary. An algebra A over an algebraically closed ﬁeld is tame if and only if gA(n) < ∞
for all n ∈ N and gA(n) > 0 for some n ∈ N.
Corollary. An algebra A over an algebraically closed ﬁeld is wild if and only if gA(n) = ∞
for some n ∈ N.
In order to prove that separable equivalence preserves representation type we will 
need the following theorem on decomposability of endoﬁnite modules.
Theorem 5 (Endoﬁnite decomposability). If M is an endoﬁnite module then there is a 
ﬁnite set of indecomposable modules Mi, and cardinals κi, such that M decomposes as
M ∼= M (κ1)1 ⊕ · · · ⊕ M (κn)n .
Moreover if Mi  Mj for all i = j then end len(M) =
n∑
i=1
end len(Mi).
The notation M (κ) denotes the direct sum of κ copies of M .
For details on the proof of this theorem see [15, 4.4.29], which is also a very good 
reference on endoﬁnite modules in general.
We require one ﬁnal lemma before we can show that representation type is preserved 
under separable equivalence.
Lemma 5.1. Let AMB be a ﬁnitely generated bimodule. There is a constant cM such that 
if XA is endoﬁnite then X ⊗
A
M has endolength
end len (X ⊗
A
M) ≤ cM end len(X).
Proof. As M is ﬁnitely generated there is an integer n and a left A-epimorphism 
An → M . This map gives an exact sequence of EndA(X) modules
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A
An X ⊗
A
M 0
Xn
∼=
Thus n end len(X) bounds the length of X ⊗
A
M as an EndA(X)-module.
If we have a chain of EndB(X ⊗
A
M)-modules
0 = Mr  · · ·  M1  X ⊗
A
M
then this can be considered as a chain of EndA(X)-modules via the canonical homomor-
phism
EndA(X) −→ EndB(X ⊗
A
M)
φ → φ⊗
A
M
and hence end len(X ⊗
A
M) ≤ n end len(X). 
Theorem 6. Let A and B be ﬁnite dimensional algebras over an algebraically closed ﬁeld 
k such that A separably divides B.
(a) If B is of ﬁnite representation type then A is of ﬁnite representation type.
(b) If B is of tame representation type then A is of ﬁnite or tame representation type.
In particular the representation type of an algebra is preserved by separable equivalence.
Proof. We begin by proving part (b).
Let AMB and BNA be the modules providing the separable division.
Denote the generic B-modules of endolength d by
dG1,
dG2, . . . ,
dGgB(d).
If H is a generic A-module of endolength d then by Theorem 5 and Lemma 5.1
H ⊗
A
M ∼=
m⊕
j=1
djG
(κj)
ij
⊕ F
with 1 ≤ m ≤ cMd and dj ≤ cMd for all j and for some ﬁnite length module F . That 
this decomposition is essentially unique follows from section 4 of [5], in particular see 
the remarks following proposition 4.5.
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A
M ⊗
B
N . If H is a summand of F ⊗
B
N then H
has ﬁnite length, which is a contradiction as H is generic. Therefore H is a summand of 
djGij ⊗
B
N for some j.
Now deﬁne H(d) as follows:
H(d) =
{
H ∈ modA
∣∣∣ H a generic summand of d
′
Gi ⊗
B
N
d′ ≤ cMd, 1 ≤ i ≤ gB(d′)
}
.
Thus if H is any generic module with end len(H) ≤ d then H ∈ H(d).
We have assumed that B is tame and therefore gB(n) < ∞ for all n ∈ N, in particular 
the set H(d) is ﬁnite and so A must be of ﬁnite or tame representation type.
For part (a) there are no generic B-modules and so if H is a generic A-module then 
H ⊗
A
M ∼= F for some ﬁnite length module F . This would mean that H is of ﬁnite length, 
a contradiction. 
Suppose A is a tame algebra and we again use μA(d) to denote the minimum number 
of 1-parameter families of indecomposable A-modules. By imposing bounds on μA we 
can further subdivide the tame algebras. These subdivisions are called domestic algebras 
and algebras of polynomial growth.
Deﬁnition (Domestic algebra). An algebra A is said to be domestic if there is some integer 
N such that μA(n) ≤ N for all positive integers n.
Deﬁnition (Polynomial growth). An algebra A is said to be of polynomial growth if there 
are some positive integers C and γA such that
μA(n) ≤ CnγA
for all positive integers n. If the integer γA is chosen minimally with respect to the 
deﬁnition then it is called the growth rate.
We may again characterise these classes of algebras using the number of generic mod-
ules. As further corollaries to Theorem 4 we have:
Corollary. An algebra A is of polynomial growth if and only if there are integers C and 
δ such that
gA(n) ≤ Cnδ
for all positive integers n.
Corollary. An algebra A is domestic if and only if it has only ﬁnitely many generic 
modules.
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ness.
Theorem 7. Let A and B be ﬁnite dimensional algebras over an algebraically closed ﬁeld 
k such that A separably divides B.
(a) If B is domestic then A is domestic.
(b) If B is of polynomial growth then A is of polynomial growth.
In particular the properties of domestic and polynomial growth are preserved under sep-
arable equivalence.
Proof. Deﬁne H(d) as in the proof of Theorem 6. For part (b) it is enough to bound the 
cardinality of H(d) by a polynomial in d.
The number of distinct endoﬁnite summands of d′Gi ⊗
B
N is bounded above by its 
endolength and hence by cNd′. The number of generic modules of endolength d′ is given 
by gB(d′). We have
|H(d)| ≤
∑
d′≤cMd
(cNd′)gB(d′)
≤
∑
d′≤cMd
(cNd′)Cd′ δ
≤ (cMd)(cNcMd)C(cMd)δ
≤ C ′dδ+2
and hence A is of polynomial growth.
For part (a) we must show that the number of generic A modules is ﬁnite. As B is 
domestic there are only ﬁnitely many generic modules, thus there is some integer d for 
which gB(d′) = 0 for all d′ > d. In particular H(d) = H(d′) for all d′ > d. Thus every 
generic A module is in the ﬁnite set H(d). 
6. Examples of inequivalence
The remarks at the end of section 3 led us to ask whether or not there exist cyclic 
groups Cpn and Cpm such that their group algebras over a ﬁeld of characteristic p are 
separably equivalent. Unfortunately the best we can oﬀer is a partial solution to this 
problem. Speciﬁcally we will demonstrate the inequivalence of the group algebras for 
several small cyclic groups, leaving the general question wide open.
Let
Λn =
k[x]
n(x )
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have an isomorphism kCpn ∼= Λpn . By phrasing the above question in terms of Λn we 
can achieve results for a general ﬁeld that will then give answers for the cyclic group 
case over ﬁelds with the correct characteristic.
The Auslander–Reiten quiver for Λn is
1 2 . . . n
α1
β1
α2
β2
αn−1
βn−1
α1β1 = 0
αiβi = βi−1αi−1 for 1 < i < n
If kQn is the Auslander algebra of Λn then the category mod kQn is equivalent to the 
category Fun(modΛn, mod k). This fact together with Theorem 2 means that if Λn and 
Λm are separably equivalent then kQn and kQm are separably equivalent.
If we instead restrict to the stable category, we must add additional relations for all 
maps that factor through a projective module. In this example we have a single projective 
module Λn, represented by vertex n in the Auslander–Reiten quiver, thus we must add 
the relation βn−2αn−2 = 0 and remove the vertex n.
1 2 . . . n − 1
α1
β1
α2
β2
αn−2
βn−2
α1β1 = βn−2αn−2 = 0
αiβi = βi−1αi−1 for 1 < i < n − 1
The path algebra for the quiver with relations given above is called the preprojective 
algebra of type An−1. Here the An−1 refers to the Dynkin diagram and note that pre-
projective algebras can be deﬁned for many diﬀerent quivers (see section 3 of [11] for 
more details). Now Theorem 3 tells us that if Λn and Λm are separably equivalent then 
the preprojective algebras of type An−1 and Am−1 are separably equivalent.
Theorem 8. Let Λn denote the truncated polynomial algebra k[x]
/
(xn) over an alge-
braically closed ﬁeld k.
The algebras Λn and Λm are not separably equivalent for positive integers n ≤ 6 and 
m = n.
Proof. 1 We prove the claim by handling each n on a case-by-case basis.
n = 1
The algebra Λ1 is isomorphic to the ﬁeld k and so if Λm is separably equivalent to 
Λ1 then Λm must be separable and hence semisimple. It is clear that for any m > 1 the 
algebra Λm is not semisimple and hence the algebras are separably inequivalent.
1 Note that Linckelmann gives an alternative proof of the n = 2 case in example 10.7 of [12].
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If Λ2 is separably equivalent to Λm for some m > 2 then by the discussion above 
we see that this gives a separable equivalence of the preprojective algebras of types A1
and Am−1. The ﬁrst of these is isomorphic to the base ﬁeld k, but it is clear that for 
m > 2 the preprojective algebra Am−1 is not semisimple, therefore the algebras cannot 
be separably equivalent.
n = 3
We denote by Γn the preprojective algebra of type An. As in the last two cases 
Λ3 and Λm being separably equivalent means that Γ2 and Γm−1 are separably equiv-
alent. From Theorem 3 we see that this means the categories Fun(modΓ2, mod k) and 
Fun(modΓm−1, mod k) are separably equivalent. Now Γ2 is the path algebra of
• •
α
β
αβ = βα = 0
with the projective modules given by
k k
1
0
k k
0
1
Thus in modΓ2, once we have factored out projective modules, we are left with just the 
simple modules
k 0 0 k
with no non-trivial maps between them. This shows that Fun(modΓ2, mod k) is equiva-
lent to the representations of the quiver with two vertices and no arrows: a semisimple 
algebra.
To show that Fun(modΓm−1, mod k) is not semisimple when m > 2 we need only 
demonstrate that the AR-quiver of Γm−1 contains an arrow between two vertices repre-
senting non-projective modules. When m > 5 the AR-quiver of Γm−1 is inﬁnite (see [7, 
proposition 6.3]) and thus such an arrow must exist. For smaller m, section 20 of [11]
gives the explicit AR-quivers and shows that the AR-quivers of both Γ3 and Γ4 contain 
an arrow between non-projectives.
n = 4
If Λ4 and Λm were separably equivalent then their tensor products with a ﬁxed third 
algebra would be equivalent also. For an algebra A, the algebra of upper triangular 
matrices with entries from A (
A A
0 A
)
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product of A with the path algebra 1 α−→ 2 via the isomorphism
A⊗ (1 2)α −→ T2(A)
a⊗ e1 →
(
a 0
0 0
)
a⊗ e2 →
( 0 0
0 a
)
a⊗α → ( 0 a0 0 )
The representation types of algebras of this form were classiﬁed in [14]. These were 
classiﬁed via lists of quivers that may appear as a factor algebra of a subquiver of a 
Galois covering. The relevant sections are theorems 1 and 4, together with the lists of 
quivers in sections 2 and 5. The algebra Λm is the path algebra for the quiver
• α αm = 0
The Galois covering of this is given by the quiver
. . . • • . . . • • . . .
m-vertices
with dotted lines representing the relation that the path is zero. For more details on this 
example and Galois coverings in general see [10, 2.8ﬀ.]. The key point to note regarding 
this quiver is that for m > 4 the Galois covering contains a subquiver with
• • • • • •
as a factor algebra, which is [14, 2.74] and this means that T2(Λm) is wild. When m = 4
there is no subquiver containing a factor algebra of wild type but it does contain
• • • • •
as a factor algebra, which is [14, 5.12] and shows that T2(Λ4) is tame. Finally we can 
check that no quiver in section 5 of the text appears as a subfactor of the Galois quiver 
when m < 4 and hence for these T2(Λm) are of ﬁnite type. We have
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tame n = 4
wild n > 4
Since T2(Λ4) and T2(Λm) have diﬀerent representation type for m > 4 Theorem 6 tells 
us that Λ4 and Λm cannot be separably equivalent. Note that this method also gives an 
alternative proof for the case n = 3.
n = 5 and n = 6
Finally we can see from [7, proposition 6.3] and [11, proposition 3.3] that
Γn has ﬁnite representation type for n < 5
tame n = 5
wild n > 5
and since a separable equivalence of Λn and Λm induces an equivalence of Γn−1 and 
Γm−1 we see that when n ∈ {5, 6} and m = n then Λn and Λm cannot be separably 
equivalent. 
Remark. The assumption of algebraic closure is only required for the arguments regard-
ing representation type, as such for n ≤ 3 we do not actually require the ﬁeld to be 
algebraically closed.
Theorem 8 is a long way from answering the question as to whether or not algebras 
for cyclic groups can be separably equivalent. It does however demonstrate many ex-
amples of how one can show that algebras are not separably equivalent, using many of 
the propositions of the preceding sections. The proof of the theorem uses representation 
type to diﬀerentiate between algebras for n ≤ 6. For larger n all the algebras we have 
constructed from Γn have wild representation type and so it would appear new meth-
ods will be required to show the inequivalence of these algebras. We conclude with the 
corollaries:
Corollary. Let k be a ﬁeld of characteristic 2. The group algebras kC2, kC4 and kC2n
are pairwise separably inequivalent for any n > 2.
Corollary. Let k be a ﬁeld of characteristic 3. The group algebras kC3 and kC3n are 
separably inequivalent for any n > 1.
Corollary. Let k be a ﬁeld of characteristic 5. The group algebras kC5 and kC5n are 
separably inequivalent for any n > 1.
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