We consider a class of nonsmooth optimization problems over the Stiefel manifold, in which the objective function is weakly convex in the ambient Euclidean space. Such problems are ubiquitous in engineering applications but still largely unexplored. We present a family of Riemannian subgradienttype methods-namely Riemannain subgradient, incremental subgradient, and stochastic subgradient methods-to solve these problems and show that they all have an iteration complexity of O(ε −4 ) for driving a natural stationarity measure below ε. In addition, we establish the local linear convergence of the Riemannian subgradient and incremental subgradient methods when the problem at hand further satisfies a sharpness property and the algorithms are properly initialized and use geometrically diminishing stepsizes. To the best of our knowledge, these are the first convergence guarantees for using Riemannian subgradient-type methods to optimize a class of nonconvex nonsmooth functions over the Stiefel manifold. The fundamental ingredient in the proof of the aforementioned convergence results is a new Riemannian subgradient inequality for restrictions of weakly convex functions on the Stiefel manifold, which could be of independent interest. We also show that our convergence results can be extended to handle a class of compact embedded submanifolds of the Euclidean space. Finally, we discuss the sharpness properties of various formulations of the robust subspace recovery and orthogonal dictionary learning problems and demonstrate the convergence performance of the algorithms on both problems via numerical simulations.
Introduction
In this paper, we consider the problem of optimizing a function with finite-sum structure over the Stiefel manifold-i.e.,
subject to X ∈ St(n, r) (1) with St(n, r) := {X ∈ R n×r : X X = I r }-where each component f i : R n×r → R (i = 1, . . . , m) is assumed to be weakly convex in the ambient Euclidean space R n×r . Recall that a function h is said to be weakly convex if h(·) + τ 2 · 2 2 is convex for some constant τ ≥ 0 [57] . In particular, the objective function in (1) can be nonconvex and nonsmooth. Our interest in (1) stems from the fact that it arises in many applications from different engineering fields such as representation learning and imaging science. As an illustration, let us present three motivating applications, in which nonsmooth formulations have clear advantages over smooth ones.
Motivating applications
Application 1: Robust subspace recovery Fitting a linear subspace to a dataset corrupted by outliers is a fundamental problem in machine learning and statistics, primarily known as robust principal component analysis (RPCA) [40] or robust subspace recovery (RSR) [33] . In this problem, one is given measurements Y of the form
where the columns of Y ∈ R n×m1 form inlier points spanning a d-dimensional subspace S; the columns of O ∈ R n×m2 form outlier points with no linear structure; Γ ∈ R m×m is an unknown permutation, and the goal is to recover the subspace S. It is well-known that the presence of outliers can severely affect the quality of the solutions obtained by the classic PCA approach, which involves minimizing a smooth least-squares loss [40] . In order to obtain solutions that are more robust against outliers, the recent works [33, 34, 42] propose to minimze the nonsmooth least absolute deviation (LAD) loss. This leads to the formulation:
where y i ∈ R n (i = 1, . . . , m) denotes the i-th column of Y and the columns of a global minimizer of (2) are expected to form an orthonormal basis of the subspace S. The weak convexity of the components of the objective function in (2) can be verified by following the arguments in the proof of [37, Proposition 6] . Thus, the formulation (2) is an instance of problem (1) . On another front, the works [56, 68, 69] consider a dual form of the problem, which leads to the so-called dual principal component pursuit (DPCP) formulation:
subject to X ∈ St(n, r).
(
In contrast to the primal formulation (2) , the dual formulation (3) aims to find an orthogonal basis of S ⊥ (the orthogonal complement to S) with dimension r = n − d. It is clear that the components of the objective function in (3) are convex, thus showing that the formulation (3) is also an instance of problem (1) .
in the row space of Y [47, 52, 54] . This motivates the following formulation [3] :
y i x subject to x ∈ St(n, 1). (4) Note that the solution to (4) only returns one column of A. Thus, some extra refinement technique, such as deflation [55] or repetitive independent trials [3] , is needed to fully solve the DL problem. It has been shown in [3] that under a suitable statistical model, the formulation (4) requires fewer samples for exact recovery of the dictionary A than the smooth variant considered in [54, 55] . Still, since the approach based on (4) recovers the columns of A one at a time, it can be rather sensitive to noise. To circumvent this difficulty, the recent works [61, 66] propose to directly recover the orthogonal dictionary A by
subject to X ∈ St(n, n).
This approach can be easily extended to handle any complete (i.e., square and invertible) dictionaries via preconditioning [54, 66] . Clearly, both (4) and (5) are instances of (1). where a, y i , s i ∈ R n for i = 1, . . . , m and denotes the circulant convolution, the sparse blind deconvolution problem is to simultaneously recover the ground truth kernel a and the sparse signals {s i } m i=1 . Such a problem arises in applications in computational imaging [5] , neuroscience [22] , and other fields. When the kernel a is invertible (i.e., the circulant matrix C a associated with the kernel a is invertible), the problem admits the following formulation [46, 59] :
subject to x ∈ St(n, 1).
Here, C yi denotes the circulant matrix associated with y i and P is a preconditioning matrix that whitens the data (see [38, 46, 50] for more details). Although smooth variants of (6) have been considered in [38, 46, 50] , experimental results in [46] suggest that directly optimizing the nonsmooth objective (6) via a Riemannian subgradient method demonstrates much superior performance. Again, it is clear that (6) is an instance of (1).
Main contributions
In this work, we study three Riemannian subgradient-type methods for solving problem (1) , namely Riemannian subgradient method, Riemannian incremental subgradient method, and Riemannian stochastic subgradient method (see Section 2.2). To analyze the convergence behavior of these methods, we first extend the surrogate stationarity measure developed in [13, 17] for weakly convex minimization in the Euclidean space to one for weakly convex minimization over the Stiefel manifold (see Section 4.1). Then, we show that the iterates generated by the aforementioned Riemannian subgradient-type methods will drive the surrogate stationarity measure to zero at a rate of O(k −4 ), where k is the iteration index (see Sections 4.2 and 4.3). Such a complexity guarantee matches that established in [13] for a host of algorithms that solve weakly convex minimization problems in the Euclidean space. Next, we show that if problem (1) further satisfies the so-called sharpness property with respect to set X (see Definition 2), then the Riemannian subgradient and incremental subgradient methods with properly designed geometrically diminishing stepsizes and a good initialization will locally converge to X at a linear rate (see Section 5) . To the best of our knowledge, our work is the first to establish the iteration complexities and convergence rates of Riemannian subgradient-type methods for optimizing a class of nonconvex nonsmooth functions over the Stiefel manifold. We also extend the above convergence results to the setting where the constraint is a compact embedded submanifold of the Euclidean space.
The key to establishing the aforementioned convergence results is an algorithm-independent property that we discovered for restrictions of weakly convex functions on the Stiefel manifold, which we term the Riemannian subgradient inequality (see Section 3). This is one of main contributions of this work and could be of independent interest for other Riemannian optimization problems. We believe that our results will have broad implications on understanding the convergence behavior of algorithms for solving more general manifold optimization problems with nonsmooth objectives.
Connections with prior arts
Nonsmooth optimization in Euclidean space The problem of minimizing a weakly convex function over a convex constraint set is well studied in the literature. The main algorithms for this task include subgradient-type methods [13, 14, 36] and proximal point-type methods [16] . The convergence analyses of these algorithms rely on a certain weakly convex inequality. We extend this line of work by considering a nonconvex constraint set-i.e., the Stiefel manifold-and develop an analog of the weakly convex inequality on the Stiefel manifold called the Riemannian subgradient inequality. Such an inequality allows us to resort to the analysis techniques for weakly convex minimization in the Euclidean space and prove new convergence results for our Riemannian subgradient-type methods when solving the problem of weakly convex minimization over the Stiefel manifold (1) .
Smooth optimization over Riemannian manifold Riemannian smooth optimization has been extensively studied over the years; see, e.g., [2, 8, 27, 29, 39] and the references therein. Recently, global sublinear convergence results for Riemannian gradient descent and Riemannian trust region have been presented in [8] . The analysis relies on the assumption that the pullback of the objective function f to the tangent spaces of the manifold has a Lipschitz continuous gradient, which allows one to follow the analyses of the corresponding methods for unconstrained smooth optimization. However, such an approach breaks down when f is nonsmooth, as the gradient of the pullback of f may not exist.
Nonsmooth optimization over Riemannian manifold
In contrast to Riemannian smooth optimization, Riemannian nonsmooth optimization is relatively less explored [1] . In the following, we briefly review some state-of-the-art results in this area and explain their limitations and connections to our results.
Riemannian nonsmooth optimization with geodesic convexity. Recently, the works [4, 19, 21, 67] study the convergence behavior of Riemannian subgradient-type methods when the objective function is geodesically convex over a Riemannian manifold. Thanks to the availability of a geodesic version of the convex subgradient inequality, the conventional analysis for convex optimization in the Euclidean space can be carried over to geodescially convex optimization over a Riemannian manifold. In particular, an asymptotic convergence result is first established in [19] , while a global convergence rate of O(k − 1 2 ) is established in [4, 21] , for the Riemannian subgradient method. The work [67] considers the setting where the objective function is geodesically strongly convex over the Riemannian manifold and shows that the rate can be improved to O(k −1 ) for Riemannian projected subgradient methods. Unfortunately, these results are not useful for understanding problem (1) . This is because the constraint in (1) is a compact manifold, and every continuous function that is geodesically convex on a compact Riemannian manifold can only be a constant; see, e.g., [6, Proposition 2.2] and [65] .
Riemannian gradient sampling algorithms. For general Riemannian nonsmooth optimization, the recent works [7, [24] [25] [26] propose Riemannian gradient sampling algorithms, which are motivated by the gradient sampling algorithms for nonconvex nonsmooth optimization in the Euclidean space [10] . As introduced in [24] [25] [26] , given the current iterate X k , a typical Riemannian gradient sampling algorithm first samples some points X j k J j=1 in the neighborhood of X k at which the objective function f is differentiable, where the number of sampled points J usually needs to be larger than the dimension of the manifold M. Then, to obtain a descent direction, it solves the quadratic program
where conv(W) denotes the convex hull of the set W := grad f (X 1 k ), . . . , grad f (X J k ) and grad f is the Riemannian gradient of f on M. The update can then be performed via classical retractions on M using the descent direction ξ k . This type of algorithms can potentially be utilized to solve a large class of Riemannian nonsmooth optimization problems. However, they are only known to converge asymptotically without any rate guarantee [24] [25] [26] . Moreover, in order to tackle problem (1) with large n and r using a Riemannian gradient sampling algorithm, one has to sample a large number of Riemannian gradients in each iteration, which makes the subproblem (7) very expensive to solve. By contrast, although we assume that the objective function in (1) has weakly convex components, we can establish the convergence of various Riemannian subgradient-type methods with explicit rate guarantees. In addition, each iteration of those methods involves only the computation of a Riemannian subgradient, which can potentially be much cheaper.
Two types of proximal point methods. Another classic approach to tackling Riemannian nonsmooth optimization is to apply proximal point-type methods. The idea is to iteratively compute the proximal mapping of the objective function over the Riemannian manifold [15, 20] . These methods are shown to converge globally at a sublinear rate, based on the so-called sufficient decrease property. However, the main issue with this type of methods is that each subproblem is as difficult as the original problem, which renders them not practical. When specialized to the Stiefel manifold, such a difficulty has been alleviated by some recent advances [11, 12, 28] . Specifically, they propose to compute the proximal mapping over the tangent space instead of over the Stiefel manifold, which results in a linearly constrained convex subproblem that is much easier to solve than the original problem. They also prove that the new algorithms converge globally at a sublinear rate. Nonetheless, the subproblem still needs to be solved by an iterative algorithm. By contrast, the methods considered in this paper do not need to solve expensive subproblems except for the computation of one Riemannian subgradient. As such, their overall computational complexities are much lower.
Nonsmooth optimization over Stiefel manifold for specific problems Finally, we close this subsection by mentioning several problem-specific results. The recent works [3] and [68, 69] propose to use the Riemannian subgradient method to solve the orthogonal DL problem (4) and RSR problem (3), respectively, and establish its local linear convergence when solving these problems. The proofs are based on a certain regularity condition instead of the sharpness property studied in this work. We will give a detailed comparison between the said regularity condition and the sharpness property in Section 5. For now, it is worth noting that the analyses in [3, 68, 69] critically depend on the specific model structure of the problem at hand and cannot be easily generalized. By contrast, we develop a more general framework for analyzing Riemannian subgradient-type methods when applied to a family of nonsmooth nonconvex optimization problems over certain compact Riemannian submanifolds, which can yield both global and local convergence guarantees.
Notations
We use T X St := {ξ ∈ R n×r : ξ X + X ξ = 0} to denote the tangent space to the Stiefel manifold St(n, r) at the point X ∈ St(n, r). Let A, B = trace(A B) denote the Euclidean inner product of two matrices A, B of the same dimensions and A F = A, A denote the Frobenius norm of A. We endow the Stiefel manifold St(n, r) with the Riemannian metric inherited from the Euclidean inner product; i.e., X, Y = trace(X Y ) for any X, Y ∈ T Z St and Z ∈ St(n, r). For a closed set C ⊆ R n×r , we use P C to denote the orthogonal projection onto C and dist(X, C) := inf Y ∈C X − Y F to denote the distance between X and C.
Preliminaries
In this section, we first review some basic notions in Riemannian optimization and then present the Riemannian subgradient-type algorithms for solving problem (1).
Optimization over Stiefel manifold
Riemannian subgradient and first-order optimality condition By our assumption, the objective function f in (1) is τ -weakly convex for some τ ≥ 0; i.e, there exists a convex function g : [57, Proposition 4.3 ]. Although f may not be convex, we may define its (Euclidean) subdifferential ∂f via
see [57, Proposition 4.6] . Note that since g is convex, ∂g is simply its usual convex subdifferential. Hence, the subdifferential ∂f in (8) 
In particular, given an Euclidean subgradient ∇f (X) ∈ ∂f (X) of f at X ∈ St(n, r), we obtain a corre-
Using (9) , we call X ∈ St(n, r) a stationary point of problem (1) if it satisfies the following first-order optimality condition:
Retractions on Stiefel manifold Let us start with the formal definition of a retraction on the Stiefel manifold. 2) D Retr X (0) = Id for all X ∈ St(n, r), where D Retr X is the derivative of the retraction and Id is the identity map on T X St.
There are four commonly used retractions on the Stiefel manifold. These include the exponential map [18] and those based on the QR decomposition, Cayley transformation [62] , and polar decomposition. It is mentioned in [12] that among the above four retractions, the polar decomposition-based one is the most efficient in terms of computational complexity. Therefore, we shall focus on polar decomposition-based retraction, which is given by
However, we remark that our results also apply to the other three retractions; see Section 6 for a detailed discussion.
In the following lemma, we show that the polar decomposition-based retraction can be viewed as a projection operator on the Stiefel manifold, and this operator is 1-Lipschitz (i.e., non-expansive). Lemma 1. Let X ∈ St(n, r) and ξ ∈ T X St be given. Consider the point X + = X + ξ. Then, the polar decomposition-based retraction (11) satisfies
and
Proof. It is well known that the convex hull of the Stiefel manifold St(n, r) is given by
where Y 2 denotes the spectral norm (i.e. the largest singular value) of Y ; see, e.g., [30] . Let us first show that Retr X (ξ) = P St (X + ) = P H (X + ). Let X + = U ΣV be an SVD of X + .
Since ξ ∈ T X St, we have X + X + = I r + ξ ξ, which implies that all the singular values of X + are at least 1. This, together with the Hoffman-Wielandt Theorem for singular values (see, e.g., [53] ), implies that
Now, observe that Retr X (ξ) = X + X + X + − 1 2 = U V and X ∈ H(n, r). Hence, we have
Upon noting that projections onto closed convex sets are 1-Lipschitz, the proof is complete.
A family of Riemannian subgradient-type methods
Riemannian subgradient method We begin by revisiting the Riemannian gradient method for smooth optimization over the Stiefel manifold. Let h : R n×r → R be a smooth function and consider minimize X∈R n×r h(X) subject to X ∈ St(n, r).
A generic Riemannian gradient method for solving the above problem is given by
where grad h(X k ) is the Riemannian gradient of h at X k , γ k > 0 is the stepsize, and Retr is any retraction on the Stiefel manifold; see, e.g., [2, Section 4.2]. Since problem (1) involves a possibly nonsmooth objective function, one approach to tackling it is to apply a natural generalization of the Riemannian gradient method, namely the Riemannian subgradient method:
Here, recall that
, which can be obtained by taking ∇f (X) ∈ ∂f (X) and setting ∇ R f (X) = P T X St ( ∇f (X)); see Section 2.1. Figure 1 provides a visualization of the Riemannian subgradient method (12) .
Riemannian incremental and stochastic subgradient methods Recall that the objective function in (1) has the finite-sum structure f = 1 m m i=1 f i . In many modern machine learning tasks, the number of components m can be very large. Thus, it is not desirable to evaluate the full Riemannian subgradient of f . This motivates us to introduce two variants of the Riemannian subgradient method (12), namely the Riemannian incremental subgradient method and Riemannian stochastic subgradient method, to better exploit the finite-sum structure in (1). Let us now give a high-level description of these two methods.
Starting with the current iterate X k , both methods generate a sequence of m inner iterates X k,1 , . . . , X k,i , . . . , X k,m via
. . , f m } according to a certain rule. The next iterate X k+1 is then obtained by setting X k+1 = X k,m . The difference between the incremental and stochastic methods lies in the rule for selecting the component function f i . In particular,
• Riemannian incremental subgradient method picks the component function
• Riemannian stochastic subgradient method picks the component function f i independently and uni-
Riemannian Subgradient Inequality over Stiefel Manifold
Naturally, we are interested in the convergence behavior of the Riemannian subgradient-type methods introduced in Section 2.2 when applied to problem (1) . Towards that end, let us derive a useful inequality, which we call the Riemannian subgradient inequality, for restrictions of weakly convex functions on the Stiefel manifold. The main motivation for deriving such an inequality is that an analogous one for weakly convex functions in the Euclidean space, known as the weakly convex inequality, plays a fundamental role in the convergence analysis of subgradient-type methods for solving weakly convex minimization problems [13, 14, 36, 37] . To begin, recall that for a τ -weakly convex function h : R n×r → R, the weakly convex inequality states that
[57, Proposition 4.8]. The following is our extension of the above inequality to one for weakly convex functions that are restricted on the Stiefel manifold.
Then, it is Lipschitz continuous on St(n, r) with some parameter L > 0 and satisfies
Before we proceed to prove Theorem 1, let us highlight the differences between the weakly convex inequality (14) and the Riemannian subgradient inequality (15) . First, the former involves elements in the Euclidean subdifferential ∂h, while the latter involves elements in the Riemannian subdifferential ∂ R h. Second, the former holds for all pairs of points in the Eucldiean space R n×r , while the latter only holds for all pairs of points on the Stiefel manifold St(n, r). Third, the latter involves the extra compensation term − L 2 Y − X 2 F . This can be viewed as the price paid for considering the restriction of h on the Stiefel manifold. It would be interesting to see if such a term can be removed.
Proof of Theorem 1. The Lipschitz continuity of h on St(n, r) follows directly from [57, Proposition 4.4] and the compactness of St(n, r). Since h is τ -weakly convex on R n×r , for any X, Y ∈ St(n, r) ⊆ R n×r , the inequality (14) implies that
where
[2, Example 3.6.2]. Now, we compute
where (i) comes from (17), (ii) is due to the fact that X ∈ St(n, r), and (iii) follows from the L-Lipschitz continuity of h on St(n, r). Let Q = Y X + X Y ∈ R r×r and note that Q is symmetric. Hence, Q admits an eigenvalue decomposition of the form Q = U ΛU with U ∈ R r×r being an orthogonal matrix and Λ ∈ R r×r being a diagonal matrix. Then, we have
Using the variational characterization of eigenvalues, Cauchy-Schwarz inequality, and the fact that X, Y ∈ St(n, r), we have
This yields
Upon combining (18)- (20) and recalling (16), we get
Since X, Y ∈ St(n, r) and ∇h(X) ∈ ∂h(X) are arbitrary and ∂ R h(X) = P T X St (∂h(X)) (see (9)), the proof is complete.
As we shall see in subsequent sections, the Riemannian subgradient inequality plays a similar role to the weakly convex inequality and allows us to connect the analysis of Riemannian subgradient-type methods with that of their Euclidean counterparts. In particular, equipped with Theorem 1, we can obtain the iteration complexities of the Riemannian subgradient-type methods introduced in Section 2.2 for addressing problem (1) . Moreover, if problem (1) further possesses certain sharpness property (see Definition 2), then the aforementioned methods with geometrically diminishing stepsizes and a proper initialization will achieve local linear convergence to the set of so-called weak sharp minima (again, see Definition 2).
Although the Riemannian subgradient inequality in Theorem 1 focuses on the Stiefel manifold, it can be extended to a class of compact embedded submanifolds of the Euclidean space. We shall present such an extension in Section 6.
Global Convergence
In this section, we study the iteration complexities of Riemannian subgradient-type methods for solving problem (1) . Our analysis relies on the Riemannian subgradient inequality in Theorem 1.
Surrogate stationarity measure
In classical Euclidean nonsmooth convex optimization, the iteration complexities of subgradient-type methods are typically presented in terms of the suboptimality gap f (X k )−min f ; see, e.g., [ On the other hand, in Riemannian smooth optimization, which typically involves nonconvex constraints, the iteration complexities of various methods can be expressed in terms of the continuous stationarity measure gradf (X k ) F [8] . However, for the Riemannian nonsmooth optimization problem (1), neither the suboptimality gap f (X k ) − min f (due to nonconvexity) nor the minimum-norm Riemannian subgradient dist (0, ∂ R f (X k )) (due to nonsmoothness) is an appropriate stationarity measure. Therefore, in order to establish the iteration complexities of Riemannian subgradient-type methods, we need to find a surrogate stationarity measure that can track the progress of those methods.
Towards that end, we borrow ideas from the recent works [13, 17] on weakly convex minimization in the Euclidean space, which propose to use the gradient of the Moreau envelope of the weakly convex function at hand as a surrogate stationarity measure. To begin, let us define, for any λ > 0, the following analogs of the Moreau envelope and proximal mapping for problem (1) , which take into account the effect of the Stiefel manifold constraint on the problem:
We remark that the Moreau envelope and proximal mapping defined above differ from those in [20] in that the proximal term Y → 1 2λ Y − X 2 F is based on the Euclidean distance rather than the geodesic distance. This will facilitate our later analysis.
By (9) and (10), the point P λf (X) satisfies the following first-order optimality condition:
It follows that
In particular, we see from (10) that X ∈ St(n, r) is a stationary point of problem (1) when Θ(X) = 0. This motivates us to use X → Θ(X) as a surrogate stationarity measure of problem (1) and call X ∈ St(n, r) an ε-nearly stationary point of problem (1) if it satisfies Θ(X) ≤ ε.
The careful reader may note that the proximal mapping P λf in (21) needs not yield a unique point at a given X ∈ St(n, r). Nevertheless, for the purpose of defining the surrogate stationarity measure, we can choose any point returned by P λf at X, as each of them plays exactly the same role in our analysis and will satisfy the convergence rate bounds in Theorem 2.
Riemannian subgradient and incremental subgradient methods
Using the surrogate stationarity measure Θ, we are now ready to establish the iteration complexities of the Riemannian subgradient and incremental subgradient methods. We will focus on analyzing the Riemannian incremental subgradient method, as the Riemannian subgradient method can be regarded as its special case where there is only one (i.e., m = 1) component function.
To begin, let us establish a relationship between the surrogate stationarity measure Θ and the sufficient decrease of the Moreau envelope f λ . (1) is τ -weakly convex on R n×r and L-Lipschitz continuous on St(n, r) for some τ ≥ 0 and L > 0. Let {X k } be the sequence generated by the Riemannian incremental subgradient method (13) with an arbitrary initialization for solving problem (1) . Then, for any λ < 1 2(L+τ ) in (21), we have
. Proof. According to (21) , we have
where the last inequality follows from the optimality of P λf (X k+1 ) and the fact that P λf (X k ) ∈ St(n, r).
We claim that for l = 1, . . . , m,
The proof is by induction on l. For l = 1, recalling that X k,0 = X k , we compute
where we used (13) and Lemma 1 in the first inequality and Theorem 1 and the fact that ∇ R f i (X k,i−1 ) F ≤ L in the second inequality. The inductive step can be completed by following the same derivations as in (25) . Thus, the claim (24) is established. Setting l = m in (24) and plugging it into (23) , we obtain
where we used the relation f λ ( r) ). Next, we claim that for i = 1, . . . , m,
The proof is again by induction on i. The claim trivially holds when i = 1. Suppose that (27) holds for i = j. For i = j + 1, we compute
where we used (13) and Lemma 1 in the first inequality. This completes the inductive step and the proof of the claim.
With (27), we have
Plugging (28) and (29) into (26) yields
By definition of the Moreau envelope and proximal mapping in (21), we have
where the last inequality is due to
where C(m) = 1 3 m(m − 1)(2m − 1). The desired result then follows by rearranging the above inequality and recognizing that Θ(X k ) = λ −1 P λf (X k ) − X k F (see (22) ).
Using Proposition 1, we obtain our iteration complexity result for the Riemannian subgradient and incremental subgradient methods. 
Proof. By summing both sides of the relation in Proposition 1 over k = 0, 1, . . . , T , we deduce that
The result in (a) follows immediately by substituting γ k = 
In particular, the iteration complexity of the Riemannian (incremental) subgradient method for computing an ε-nearly stationary point of problem (1) is O(ε −4 ). It is worth noting that this matches the iteration complexity of a host of methods for solving weakly convex minimization problems in the Euclidean space [13] .
Riemannian stochastic subgradient method
Now, let us turn to analyze the Riemannian stochastic subgradient method. Instead of focusing on objective functions with a finite-sum structure as in (1), we consider the following more general stochastic optimization problem over the Stiefel manifold:
minimize X∈R n×r f (X) := E ζ∼D [g(X, ζ)] subject to X ∈ St(n, r).
Here, we assume that the function X → g(X, ζ) is τ -weakly convex (τ ≥ 0) for each realization ζ. When D is the empirical distribution on m data samples, problem (32) reduces to our original finite-sum optimization problem (1) . We assume that the Riemannian stochastic subgradient method is equipped with a Riemannian stochastic subgradient oracle that has the following properties: (c) There exists an L > 0 such that E ζ∼D ∇ R g(X, ζ) 2 F ≤ L 2 for any X ∈ St(n, r).
We remark that the above assumptions mirror standard assumptions in the literature for stochastic optimization in the Euclidean space; see, e.g., Assumptions (A1), (A2), and Equation (2.5) in [44] . At the current iterate X k , the Riemannian stochastic subgradient oracle generates a sample ζ k ∼ D that is independent of {ζ 0 , . . . , ζ k−1 } and returns a Riemannian stochastic subgradient ∇ R g(X k , ζ k ). Then, the Riemannian stochastic subgradient method generates the next iterate X k+1 via
This generalizes the update (13) introduced in Section 2.2 for the case where D is the empirical distribution on m data samples. Similar to the analysis of the Riemannian subgradient and incremental subgradient methods, we begin by establishing the following result; cf. Proposition 1:
Proposition 2. Suppose that the function X → g(X, ζ) in problem (32) is τ -weakly convex (τ ≥ 0) for each realization ζ, and that a Riemannian stochastic subgradient oracle having properties (a)-(c) above is available. Let {X k } be the sequence generated by the Riemannian stochastic subgradient method (33) with arbitrary initialization for solving problem (32) . Then, for any λ < 1 L+τ in (21), we have
Proof. Using (21), we have
where the first inequality is due to the optimality of P λf (X k+1 ) and the second inequality comes from Lemma 1 and the fact that P λf (X k ) ∈ St(n, r).
where the last inequality is due to (31) . Upon taking expectation with respect to all the previous realizations ζ 0 , . . . , ζ k−1 on both sides, we obtain
The desired result then follows by rearranging the above inequality and recognizing that Θ(X k ) = λ −1 P λf (X k ) − X k F (see (22) ).
Now, we can bound the iteration complexity of the Riemannian stochastic subgradient method using Proposition 2.
Theorem 3. Under the setting of Proposition 2, suppose that we choose the constant stepsize γ k = 1 √ T +1 , k = 0, 1, . . . with T being the total number of iterations and the algorithm returns X k with k sampled from {1, . . . , T } uniformly at random. Then, we have
where the expectation is taken over all random choices by the algorithm.
Proof. By summing both sides of the relation in Proposition 2 over k = 0, 1, . . . , T , we have
.
It follows that
By substituting γ k = 1 √ T +1 into the above inequality and noting that the resulting LHS is exactly E Θ 2 X k with the expectation being taken with respect to ζ 0 , . . . , ζ T −1 , k, the proof is complete.
Local Linear Convergence for Sharp Instances
So far our discussion on problem (1) does not assume any structure on the objective function f besides weak convexity. However, many applications, such as those discussed in Section 1.1, give rise to weakly convex objective functions that are not arbitrary but have rather concrete structure. It is thus natural to ask whether the methods considered in this paper can exploit those structure and provably achieve faster convergence rates than those established in Section 4. In this section, we introduce a regularity property of problem (1) called sharpness and show that the Riemannian subgradient and incremental subgradient methods will achieve a local linear convergence rate when applied to instances of (1) that possess the sharpness property. Then, we will discuss in Section 7 how the notion of sharpness captures, in a unified manner, the structure of both the DPCP formulation (3) of RSR and the single-column formulation (4) of orthogonal DL.
Sharpness: Weak sharp minima
To begin, let us introduce the notion of a weak sharp minima set. Definition 2 (Sharpness; cf. [9, 31, 35] ). We say that X ⊆ St(n, r) is a set of weak sharp minima for the function h : R n×r → R with parameter α > 0 if there exists a constant ρ > 0 such that for any X ∈ B := {X ∈ R n×r : dist(X, X ) < ρ} ∩ St(n, r), we have
From the definition, it is immediate that if X is a set of weak sharp minima for h, then it is the set of minimizers of h over B, and the function value grows linearly with the distance to X . Moreover, if h is continuous (e.g., when h is weakly convex), then X is closed.
Similar notions of sharpness play a fundamental role in establishing the linear convergence of a host of methods for weakly convex minimization in the Euclidean space. For instance, it is shown in [23] that the subgradient method with geometrically diminishing stepsizes will converge linearly to the optimal solution set when applied to minimize a sharp convex function. Later, the work [14] establishes a similar linear convergence result for sharp weakly convex minimization. In the recent work [36] , it is shown that the incremental subgradient, proximal point, and prox-linear methods will converge linearly when applied to minimize a sharp weakly convex function. In this paper, we extend, for the first time, the above results to the manifold setting by establishing the linear convergence of Riemannian subgradient-type methods for minimizing a weakly convex function over the Stiefel manifold under the sharpness property in Definition 2.
Riemannian subgradient and incremental subgradient methods
Again, we will focus on analyzing the Riemannian incremental subgradient method. The analysis of the Riemannian subgradient method will follow as a special case. We first present the following result, which is crucial for our subsequent development.
Proposition 3. Under the setting of Proposition 1, for any X ∈ St(n, r), we have
where C(m) = 1 3 m(m − 1)(2m − 1). Proof. According to Lemma 1, for any X ∈ St(n, r), we have
where (i) follows from the fact that ∇ R f i (X k,i−1 ) ≤ L and (ii) is from Theorem 1. Following the derivations of (27)- (29) , we get
F . Substituting the above two upper bounds into (34) gives
Upon summing both sides of the above inequality over i = 1, . . . , m, we obtain
which completes the proof.
In order for Riemannian subgradient-type methods to achieve linear convergence when solving sharp instances of problem (1), we need to choose the stepsizes appropriately. Motivated by previous works [14, 23, 36, 43, 51] on sharp weakly convex minimization in the Euclidean space, let us consider using geometrically diminishing stepsizes of the form γ k = β k γ 0 , k = 0, 1, . . .. Then, by applying Proposition 3, we can establish the following local linear convergence result: Theorem 4. Consider the setting of Proposition 1. Suppose further that X is a set of weak sharp minima for the objective function f in (1) with parameter α > 0 over the set B defined in Definition 2. Let {X k } be the sequence generated by Riemannian incremental subgradient method (13) for solving problem (1), in which the initial point X 0 satisfies dist(X 0 , X ) < min α L + τ , ρ
(so that X 0 ∈ B) and the stepsizes satisfy γ k = β k γ 0 , k = 0, 1, . . ., where
, and e 0 = min max dist(X 0 , X ),
, ρ .
Then, we have dist(X k , X ) ≤ β k · e 0 , ∀ k ≥ 0.
Proof. We first show that β min ∈ (0, 1) and γ 0 > 0 are well defined. Towards that end, note that
where the first inequality is due to m 2 d(m) ≤ 1 for m ≥ 1 and e 0 < α L+τ , and the second inequality is implied by the sharpness assumption because
for any X ∈ B and X ∈ P X (X). Hence, we have v(γ 0 ) ∈ (−1, 0), which implies that β min ∈ (0, 1). On the other hand, since e 0 < α L+τ , the upper bound on the initial stepsize γ 0 is positive. It follows that γ 0 is well defined.
We now prove the theorem by induction on k. The base case k = 0 follows directly from the definition of e 0 . For the inductive step, suppose that dist(X k , X ) ≤ β k ·e 0 for some k ≥ 0. Note that this implies X k ∈ B. Let X ∈ P X (X k ). Clearly, we have dist(X k , X ) = X k − X F and dist(X k+1 , X ) ≤ X k+1 − X F . Hence, by Proposition 3, the sharpness assumption, and the fact that γ k ≤ γ 0 for k = 0, 1, . . ., we get
Observe that the RHS of the above recursion is quadratic in dist(X k , X ). By definition of γ 0 , we have 2mγ0α 1+2mγ0(L+τ ) ≤ e 0 . This implies that the RHS of (35) achieves its maximum when dist(X k , X ) = β k · e 0 . Since dist(X k , X ) ≤ β k · e 0 by the inductive hypothesis, we obtain from (35) that
Since e 0 < α L+τ , we have γ 0 < 2me0(α−(L+τ )e0)
. It then follows from (36) that
The completes the inductive step and hence the proof of Theorem 4.
From Theorem 4, we see that in order to achieve a fast linear convergence rate, one should choose an appropriate γ 0 so that the minimum decay factor β min is as small as possible. By minimizing β min with respect to γ 0 , we see that the theoretical minimum value of β min is 1 − m 2 (α−(L+τ )e0) 2 d(m)L 2 , which is attained
. This suggests that subject to the requirement in Theorem 4, the initial stepsize γ 0 should be set as close to γ 0 as possible. As an illustration, consider the case where the sharpness property holds globally over the Stiefel manifold (i.e., B = St(n, r) in Definition 2). Then, the parameter ρ can be set as large as possible. In this case, we have e 0 = max dist(X 0 , X ), α 2(L+τ ) , and the condition on γ 0 in Theorem 4 becomes γ 0 < 2me0(α−(L+τ )e0)
. This implies that we can choose γ 0 = γ 0 to obtain the smallest possible β min .
The reader may note that the local linear convergence result in Theorem 4 does not apply to the Riemannian stochastic subgradient method. The reason is that it is generally difficult to ensure the iterates generated by the method lie in the local convergence region. We leave the local convergence analysis of the Riemannian stochastic subgradient method as a future work.
We end this section by comparing the sharpness property with the Riemannian regularity condition used in [3] and [68] for orthogonal DL and RSR, respectively. For a target solution set X , the Riemannian regularity condition stipulates the existence of a constant κ > 0 such that
for all X in a small neighborhood of X and Y ∈ P X (X). This condition is motivated by the need to bound the inner product term on the LHS in the convergence analysis of the Riemannian subgradient method; see (34) with f i = f and X k,i−1 = X k . Informally, the Riemannian regularity condition is a combination of the Riemannian subgradient inequality in Theorem 1 and the sharpness property in Definition 2. However, the tangling of these two elements potentially restricts the applicability of the Riemannian regularity condition. Indeed, since the Riemannian regularity condition can only hold locally, it cannot be used to establish global convergence and iteration complexity results for the Riemannian subgradient method. Moreover, the condition cannot be valid for the individual component functions f 1 , . . . , f m in (1), which precludes its use in the convergence analysis of Riemannian incremental subgradient and stochastic subgradient methods.
Extension to Optimization over a Compact Embedded Submanifold
There is of course no conceptual difficulty in adapting the Riemannian subgradient-type methods in Section 2.2 to minimize weakly convex functions over more general manifolds. All that is needed is an efficiently computable retraction on the manifold of interest. In this section, let us briefly demonstrate how the machinery developed in the previous sections can be extended to study the convergence behavior of Riemannian subgradient-type methods when the manifold in question is compact and defined by a certain smooth mapping.
Riemannian subgradient inequality Our starting point is the following generalization of the Riemannian subgradient inequality in Theorem 1, which applies to restrictions of weakly convex functions on a class of compact embedded submanifolds of the Euclidean space. Some examples of manifolds in this class include the generalized Stiefel manifold, oblique manifold, and symplectic manifold; see, e.g., [2] .
Corollary 1. Let M be a compact submanifold of R p given by M = {X ∈ R p : F (X) = 0}, where F : R p → R q is a smooth mapping whose derivative DF (X) at X has full row rank for all X ∈ M. Then, for any weakly convex function h : R p → R, there exists a constant c > 0 such that
Proof. By our assumptions on F and [2, Equation (3.19 )], we have T X M = ker(DF (X)), where ker(T ) denotes the kernel of the operator T . Thus, the projector P ⊥ T X M is given by DF (X) (DF (X)DF (X) ) −1 DF (X). Following the proof of Theorem 1, we need to bound
Since h is weakly convex on R p , it is Lipschitz continuous on the compact set M. Thus, the term ∇h(X) F is bounded above. Moreover, the compactness of M implies that the term max X∈M DF (X) (DF (X)DF (X) ) −1 F is also bounded above. Lastly, observe that
Putting these together, we conclude that ∇h(X), P ⊥
The rest of the argument is similar to that in the proof of Theorem 1.
General retractions
The notion of retraction introduced in Section 2.1 for the Stiefel manifold can be easily adapted to that for general manifolds. Specifically, a retraction on the manifold M is a smooth map Retr : TM → M from the tangent bundle TM onto the manifold M that satisfies Retr X (0) = X and D Retr X (0) = Id for all X ∈ M. Unlike the polar decomposition-based retraction on the Stiefel manifold, a general retraction may not be non-expansive (cf. Lemma 1). Nevertheless, a retraction on a compact submanifold M satisfies a second-order boundedness property [8] ; i.e., there exists a constant b ≥ 0 such that for all X ∈ M and ξ ∈ T X M,
. This allows us to replace the result in Lemma 1 by
which holds for any X, X ∈ M and ξ ∈ T X M. Although the above inequality has the extra term b ξ 2 F , it can still be used to establish convergence guarantees (with slightly worse constants) for the Riemannian subgradient-type methods considered in Section 2.2. Specifically, by following the analyses in Sections 4 and 5, we can show that for problem (1) with the Stiefel manifold St(n, r) being replaced by a manifold of the type considered in Corollary 1, the iteration complexity of Riemannian subgradient-type methods for computing an ε-nearly stationary point is O(ε −4 ), and the Riemannian subgradient and incremental subgradient methods will achieve a local linear convergence rate if the instance satisfies the sharpness property in Definition 2.
Applications and Numerical Results
In this section, we apply the Riemannian subgradient-type methods in Section 2.2 to solve the RSR and orthogonal DL problems. As described in Section 1, the objective functions of both problems are weakly convex. Thus, Theorem 2 and Theorem 3 ensure that the Riemannian subgradient-type methods with arbitrary initialization will have a global convergence rate of O(k −1/4 ) when utilized to solve those problems. We also discuss the sharpness properties of the RSR and orthogonal DL problems. For reproducible research, our code for generating the numerical results can be found at https://github.com/lixiao0982/Riemannian-subgradient-methods
Robust subspace recovery (RSR)
We begin with the DPCP formulation (3) of the RSR problem, which has a relatively simpler form than the LAD formulation (2) . Recall that the objective function in (3) takes the form
where y i ∈ R n (i = 1, . . . , m) denotes the i-th column of Y = Y O Γ ∈ R n×m , the columns of Y ∈ R n×m1 form inlier points spanning a d-dimensional subspace S with r = n − d, the columns of O ∈ R n×m2 form outlier points, and Γ ∈ R m×m is an unknown permutation. Note that f is rotationally invariant; i.e., f (X) = f (XR) for any X ∈ St(n, r) and R ∈ St(r, r).
Sharpness Let S ⊥ ∈ St(n, r) be an orthonormal basis of S ⊥ . Since the goal of DPCP is to find an orthonormal basis (but not necessary S ⊥ ) for S ⊥ , we are interested in the elements in the set
Due to rotation invariance, f is constant on X . To study the sharpness property of problem (3), let us introduce two quantities that reflect how well distributed the inliers and outliers are:
c Y ,min :
Here, S n−1 := {x ∈ R n : x 2 = 1} is the unit sphere in R n . The quantity c Y ,min is referred to as the permeance statistic in [34] . In a nutshell, larger values of c Y ,min (respectively, smaller values of c O,max ) correspond to a more uniform distribution of inliers (respectively, outliers). For a detailed explanation of the quantities c O,max and c Y ,min , we refer the reader to [34, 69] . Now, let us demonstrate how these two quantities capture the sharpness property of the DPCP formulation (3). Proof. Let S ∈ R n×d be an orthonormal basis of the subspace S. For any X ∈ St(n, r), we have
where SS X and S ⊥ (S ⊥ ) X are the projections of X onto the subspaces S and S ⊥ , respectively. Now, define the principal angles between the subspaces spanned by X and S ⊥ as φ i = arccos(σ i (S X)) for i = 1, . . . , r, where σ i (·) denotes the i-th largest singular value [53] . Note that when φ 1 = · · · = φ r = 0, we have X ∈ S ⊥ . Let (S ⊥ ) X = U cos(Φ)W be the canonical SVD of (S ⊥ ) X, where cos(Φ) is the diagonal matrix with cos(φ 1 ), . . . , cos(φ r ) on its diagonal and U ∈ R r×r , W ∈ R r×r are orthogonal matrices. Then, we can compute dist 2 (X, X ) = minimize R∈St(r,r)
where the second equality follows from the solution to the orthogonal Procrustes problem [49] . Without loss of generality, we may assume that r ≤ d. 1 Then, we can write S X = V sin(Φ)W , where V ∈ R d×r is an orthogonal matrix. This yields
For any X ∈ P X (X), we have f (X ) = f (S ⊥ ) and
where y i (respectively, o i ) is the i-th column of Y (respectively, O), and the second line follows because the inliers {y i } m1 i=1 are orthogonal to S ⊥ . The first term on the RHS of the above equation can be bounded as
where c Y ,min is defined in (38) . On the other hand, the second term on the RHS of (41) can be bounded as
where c O,max is defined in (37) and the last line follows because for any B ∈ R n×r satisfying
By plugging (42) and (43) into (41) and invoking (39) , we obtain
This completes the proof. The requirement m 2 c O,max ≤ m 1 c Y ,min /2r in Proposition 4 determines the number of outliers that can be tolerated. Under popular statistical models on the data such as the Haystack model in [34] and the random spherical model in [32] , the quantities c Y ,min and c O,max can be shown to concentrate around 1 √ n−r and 1 √ n with high probability, respectively. Thus, Proposition 4 essentially requires the number of outliers to be at most on the same order as that of inliers. Such a bound matches that in [34] but is not optimal compared to the result in [69] . We believe that a better upper bound on the number of outliers can be obtained with a more sophisticated analysis on the term in (43) .
Despite the suboptimality of the bound on the number of tolerated outliers, Proposition 4 provides new insights on the DPCP formulation (3) that are absent from previous works [68, 69] . In particular, it implies that the set of global minima of (3) is exactly the collection of all orthonormal bases of S ⊥ . This establishes the global identifiability of DPCP. Moreover, together with Theorem 4, Proposition 4 implies that the Riemannian subgradient and incremental subgradient methods with geometrically diminishing stepsizes and a proper initialization will converge linearly. One initialization strategy is to take the bottom eigenvectors of Y Y [42, 69] . Lastly, we note that it is possible to obtain similar global sharpness properties for other RSR formulations. For instance, a local sharpness property for the LAD formulation (2) has been established in [42, Equation (28) ].
Experiments
We first randomly sample a subspace S with co-dimension r = 10 in ambient dimension n = 100. We then generate m 1 = 1500 inliers uniformly at random from the unit sphere in S and m 2 = 3500 outliers uniformly at random from the unit sphere in R n . We generate a standard Gaussian random vector and use it to initialize all the algorithms, as such an initialization provides comparable performance with the carefully designed initialization in [42, 69] . The numerical results are displayed in Figure 2 . Sublinear convergence can be observed from Figure 2a , where we use the diminishing stepsizes suggested in Theorem 2 and Theorem 3. In Figure 2b , we use geometrically diminishing stepsizes of the form γ k = β k γ 0 . We fix γ 0 = 0.1 and tune the best decay factor β for each algorithm. A linear rate of convergence can be observed, which corroborates our theoretical results.
Orthogonal dictionary learning (ODL)
We now turn to the orthogonal DL problem. Given Y = AS ∈ R n×m , where A ∈ St(n, n) is an unknown orthonormal dictionary and each column of S ∈ R n×m is sparse, we can try to recover the columns of A one at a time by considering the formulation (4), whose objective function takes the form
or to recover the entire dictionary by considering the formulation (5), whose objective function takes the form
Sharpness The sharpness property of the formulation (4) has been studied in [3] , while that of (5) has been studied in [61] only in the asymptotic regime; i.e., when the number of samples m tends to infinity. Although we do not yet know how to establish the sharpness property of (5) in the finite-sample regime, the following numerical results suggest that problem (5) likely possesses such a property, as the Riemannian subgradient-type methods with geometrically diminishing stepsizes exhibit linear convergence behavior, even with a random initialization. We leave the study of the sharpness property of (5) in the finite-sample regime as a future work.
Experiments For the orthogonal DL application, we generate synthetic data in the same way as [3] . Specifically, we first generate the underlying orthogonal dictionary A ∈ St(n, n) with n = 30 randomly and set the number of samples m to be m = 1643 ≈ 10 × n 1.5 . We then generate a sparse coefficient matrix S ∈ R n×m , in which each entry follows the Bernoulli-Gaussian distribution with parameter 0.3 (sparsity)i.e., each entry S i,j is drawn independently from the standard Gaussian distribution with probability 0.3 and is set to zero otherwise. Lastly, we obtain the observation Y = AS. As before, we generate a standard Gaussian random vector and use it to initialize all the algorithms. The numerical results are shown in Figure 3 . Figure 3a shows the sublinear convergence of Riemannian subgradient-type methods when the diminishing stepsizes suggested in Theorem 2 and Theorem 3 are used. Figure 3b shows the linear convergence of those methods when geometrically diminishing stepsizes of the form γ k = β k γ 0 are used. Here, γ 0 = 0.1 and the best decay factor β is chosen for each algorithm.
Conclusion
In this work, we introduced a family of Riemannian subgradient-type methods for minimizing weakly convex functions over the Stiefel manifold. We proved, for the first time, iteration complexity and local convergence rate results for these methods. Specifically, we showed that all these methods have a global sublinear convergence rate, and that if the problem at hand further possesses the sharpness property, then the Riemannian subgradient and incremental subgradient methods with geometrically diminishing stepsizes and a proper initialization will converge linearly to the set of weak sharp minima of the problem. The key to establishing these results is a new Riemannian subgradient inequality for restrictions of weakly convex functions on the Stiefel manifold, which could be of independent interest. Our results can be extended to cover weakly convex minimization over a class of compact embedded submanifolds of the Euclidean space. Lastly, we showed that certain formulations of the RSR and orthogonal DL problems possess the sharpness property and verified the convergence performance of the Riemannian subgradient-type methods on these problems via numerical simulations. Our work has opened up several interesting directions for future investigation. First, one can readily generalize our results to weakly convex minimization over a Cartesian product of Stiefel manifolds, which has applications in 1 -PCA [33, 60] and robust phase synchronization [58] . Next, since our results are specific to weakly convex minimization over the Stiefel manifold, it would be very interesting to see if they can be extended to handle more general nonconvex nonsmooth functions over a broader class of Riemannian manifolds. We believe that this should be possible based on the analytic framework developed here. Finally, we suspect that the global convergence rate O(k −1/4 ) we established for the Riemannian subgradient-type methods is not tight. This is because the Riemannian proximal point method for solving problem (1) has a global convergence rate of O(k −1/2 ) [11] , and in smooth optimization the gradient descent method has the same global convergence rate as the proximal point method. Hence, it would be interesting to see if the global convergence rate established in this paper can be improved.
