We establish a log-supermodularity property for probability distributions on binary patterns observed at the tips of a tree that are generated under any 2-state Markov process. We illustrate the applicability of this result in phylogenetics by deriving an inequality relevant to estimating expected future phylogenetic diversity under a model of species extinction. In a further application of the log-supermodularity property, we derive a purely combinatorial inequality for the parsimony score of a binary character. The proofs of our results exploit two classical theorems in the combinatorics of finite sets.
Introduction
Finite-state Markov processes on trees are widely used in evolutionary biology to model the way in which discrete characteristics of present-day species have evolved from the state present in some common ancestor [1, 2] . We investigate a generic inequality that applies to 2-state Markov processes on trees, and provide two applications. The first application, which was the motivation for our study, is to the theory of biodiversity conservation. We consider the expected loss of 'phylogenetic diversity' under a model in which extinction risk is associated with an underlying state that evolves on the tree. We are interested in comparing this expected loss to simpler models in which extinction events are treated independently; we find that when extinction events reflect phylogenetic history, then the expected loss of phylogenetic diversity is always greater than or equal to that predicted by an independent extinction scenario. In a second application, we derive a new, purely combinatorial result concerning the 'parsimony score' of a binary character on a tree. We also briefly discuss how the generic inequality for 2-state Markov processes relates to recent work on phylogenetic invariants and inequalities for particular submodels.
Markov processes on trees
Consider a Markov random field on a tree T with state space {0, 1}, and for each vertex v of T , let ξ (v) be the random state (0 or 1) that v is assigned. This process is usually described as follows. We have a root vertex ρ for which we specify a probability, say π i , that ξ (ρ) = i, for i ∈ {0, 1}. Direct all the edges of T away from ρ and for any arc (r, s) of the resulting directed tree T = (V T , A T ), let P (r,s) denote the 2×2 transition matrix for which the ij-entry (for i, j ∈ {0, 1}) is the conditional probability that ξ (s) = j given that ξ (r) = i. Specifying π = [π 0 , π 1 ] together with the transition matrices P (r,s) for all the arcs (r, s) of T uniquely defines the Markov random field on T (see, for example, [3, 2, 4] ); an explicit formula appears below (Eq. (1)). We will assume throughout that π is strictly positive and that det P (r,s) ≥ 0 holds for each transition matrix. Notice that this determinant condition automatically holds if one views the transition matrix for an arc as describing the net effect of a continuous-time Markov process operating for some duration for that arc. Note however that we are not assuming that any such process is the same between the arcs of T .
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For U ⊆ V T let P(U) denote the probability that U is precisely the set of vertices of T in state 0; that is: P(U) = P({v ∈ V T : ξ (v) = 0} = U). To express P(U) in terms of the transition matrices and π , let δ(U, v) = 0 if v ∈ U and let δ(U, v) = 1 if v ∈ V T − U. Then, the Markov property gives:
(1)
For any subset W of the leaf set X of T , let p W denote the probability that W is precisely the set of leaves of T that are in state 0. This marginal probability is: 
Proof. Let A, B be arbitrary subsets of V T . We first establish the following: ≥ 0 by assumption. Consequently, all the terms in P(A) ·P(B) are either less than or equal to (in cases (i) and (ii)), or equal to (in all the remaining cases) the corresponding terms in P(A ∪ B) · P(A ∩ B). This establishes (3).
We now invoke a classical result of Ahlswede and Daykin (1978) [6] , sometimes called the 'four functions theorem'. A particular form of this theorem that suffices for our purposes is the following (we follow [7] ). Suppose we have a finite set S and a function α that assigns a non-negative real number to each subset of S. Suppose that α satisfies the property that for all subsets A, B of S:
For a collection C of subsets of S, let α(C ) := C ∈C α(C). Then for any two collection of subsets of S, A and B, say, we have:
where A ∨ B := {E ⊆ S : E = A ∪ B : A ∈ A , B ∈ B}, and where A ∧ B := {E ⊆ S : E = A ∩ B : A ∈ A , B ∈ B}. We will apply this to our problem by taking S = V T , α(U) = P(U) and noting that α satisfies the required hypothesis by (3) . By the definition of 
Applications in phylogenetics
We first show how Proposition 2.1, together with another inequality, provides a general inequality concerning the loss of expected future biodiversity under species extinction models. Suppose that T is a rooted tree with leaf set X , and with each arc e = (u, v) of T there is an associated length λ e . Given a subset Y of X , the phylogenetic diversity (PD) of Y , denoted ϕ Y , is the sum of the lengths of the edges of the minimal subtree of T connecting the root and the leaves in Y . Under various possible interpretations of the λ values, PD has been widely used as a measure for quantifying present and expected future biodiversity [8] [9] [10] .
For each species x ∈ X let E x denote the event that species x is extinct at some future time t. Then the expected phylogenetic diversity of the species that are extant at time t, referred to as expected future PD and denoted E[ϕ], is given by: where C v denotes the subset of X that is separated from the root by v. A simple model, referred to as the generalized field of bullets model (g-FOB) in [9] (generalizing an earlier model from [10] ), assumes that the events E x are independent. Then, if we let p x = P(E x ), the value of P( x∈C v E x ) in (5) (the probability of the extinction of all the species descended from v) is given by:
An example to illustrate this concept is provided in Fig. 1 . The assumption that the events E x are independent is likely to be unrealistic in most settings (see, for example, [11, 12] ). For example, species 'close together' in T are more likely to share attributes that may put them at risk in a hostile future environment. As one topical scenario, consider extinction risk due to climate change. Suppose that the extinction risk of each species in X is partially influenced by some associated binary state (0 or 1) where state 0 confers an elevated risk of extinction under climate change. We suppose that these states are not known in advance for the species in X , and that this state has evolved under some Markovian model on T . Once the states are determined at the leaves, then extinction proceeds according to the g-FOB model, where species x is extinct at time t with probability p With any s-FOB model we also have an associated g-FOB model in which the extinction probability of each species x is the same as in the s-FOB model. That is, in the g-FOB model we set:
where ξ describes the Markov process for the binary character. A natural question arises: how does the future expected PD of an s-FOB model compare with that of its associated g-FOB model? The following result provides a general inequality. Proof. In view of (5) and (6), it suffices to show that:
where p x is defined by Eq. (7). For each subset W of C v let p W denote the probability that the set of elements of C v in state 0 is precisely W . Then,
, where the second equality arises by considering in the summation those W containing x and those not containing x. Consequently, (8) is equivalent to the requirement that:
The proof of (9) involves combining Proposition 2.1 with the FKG inequality of Fortuin, Kasteleyn and Ginibre (1971) [13] , a particular (and multivariate) form of which we now recall. Given a finite set S, suppose that f 1 , f 2 , . . . , f n are functions from the power set of S into the non-negative real numbers, and that these satisfy the condition:
Furthermore, suppose that µ is a probability measure on the subsets of S which satisfies the log-supermodularity condition:
where the summations are over all subsets of S.
We apply this form of the FKG inequality by taking S = {1, . . . , n} = C v , µ(W ) = p W , and f x as defined above. Then f x satisfies (10) by the hypothesis that p
x for all x, while µ satisfies (11) by Proposition 2.1. Then inequality (12) provides the required inequality (9) . This completes the proof.
Combinatorics of parsimony
We now provide a second application of Proposition 2.1 to phylogenetics. Given a function f : X → {0, 1}, the parsimony score of f on a tree T with leaf set X , denoted l(f , T ), is the minimum number of edges that have different states assigned to their endpoints, across all extensions F : V T → {0, 1} of f (for further details see [2] ). For W ⊆ X , let function f W assign state 0 to the elements of W , and state 1 to the elements of X − W . We show that the parsimony score function for a given tree is submodular. 
Proof. Consider the 2-state Markov random field on T with π 0 = π 1 = 0.5, and set each transition matrix P (r,s) to be the symmetric 2 × 2 matrix with off-diagonal entry > 0. Then, for any W ⊆ X a straightforward calculation shows that:
for a constant C W that depends only on W and T and not (specifically, C W is the number of minimal extensions of f W to the vertices of T multiplied by 1 2 ). Now Proposition 2.1, expressed using logarithms, states that:
Applying (13) (and noting that log(1 + o( )) = o( )), the left-hand side of (14) is:
while the right-hand side of (14) is:
Theorem 3.2 now follows by letting tend to zero.
Concluding remark
As a further phylogenetic application, we note that Proposition 2.1 provides a collection of polynomial inequalities on the p W values, which have recently been studied for a particular class of Markov 2-state models in [14] . These polynomial inequalities complement the much-studied 'phylogenetic invariants' (polynomial identities in the p W values), which hold under various restrictions on the Markov model.
