Asymptotic Critical Transmission Radius for Greedy Forward Routing in Wireless Ad Hoc Networks ABSTRACT by P. -j. Wan
Asymptotic Critical Transmission Radius for Greedy
Forward Routing in Wireless Ad Hoc Networks
P.-J. Wan
∗
Dept. of Computer Science
City University of Hong Kong
83 Tat Chee Avenue
Kowloon, Hong Kong
pwan@cs.cityu.edu.hk
C.-W. Yi
†
Dept. of Computer Science
National Chiao Tung University
1001 Ta Shueh Road
Hsinchu City 30010, Taiwan
yi@cs.nctu.edu.tw
F. Yao
‡
; X. Jia
Dept. of Computer Science
City University of Hong Kong
83 Tat Chee Avenue
Kowloon, Hong Kong
{csfyao,csjia}@cityu.edu.hk
ABSTRACT
Greedy forward routing (abbreviated by GFR) in wireless
ad hoc networks is a localized geographic routing in which
each node discards a packet if none of its neighbors is closer
to the destination of the packet than itself, or otherwise
forwards the packet to the neighbor closest to the destina-
tion of the packet. If all nodes have the same transmission
radii, the critical transmission radius for GFR is the smallest
transmission radius which ensures that packets can be deliv-
ered between any source-destination pairs. In this paper, we
study the asymptotic critical transmission radius for GFR
in randomly deployed wireless ad hoc networks. We assume
that the network nodes are represented by a Poisson point
process of density n over a convex compact region of unit
area with bounded curvature. Let β0 =1 /
“
2
3 −
√
3
2π
”
≈ 1.6
2.
We show that
q
β0 lnn
πn is asymptotically almost surely (ab-
breviated by a.a.s.) the threshold of the critical transmission
radius for GFR. In other words, for any β>β 0,i ft h et r a n s -
mission radius is
q
β lnn
πn , it is a.a.s. packets can be delivered
between any source-destination pairs; for any β<β 0,i ft h e
transmission radius is
q
β lnn
πn , it is a.a.s. packets can’t be
delivered between some source-destination pair.
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1. INTRODUCTION
A wireless ad hoc network is a collection of wireless devices
distributed over a geographic region. Each ad hoc device is
equipped with an omnidirectional antenna. A communica-
tion session is established either through a single-hop radio
transmission if the communication party is close enough, or
through relaying by intermediate devices otherwise. The se-
lection of the intermediate relaying nodes is determined by
the routing algorithm. Greedy forward routing (abbreviated
by GFR) is one of the localized geogrphic routing algorithms
proposed in the literature.
In GFR, each node discards a packet if none of its neigh-
bors is closer to the destination of the packet than itself, or
otherwise forwards the packet to the neighbor closest to the
destination of the packet. Therefore, each node only need
to maintain the locations of its one-hop neighbors and each
packet should contain the location of the destination node.
Thus, it can be implemented in a localized and memory-
less manner. There are some variants of GFR. For example,
in [6] and [7], the shortest projected distance to the des-
tination on the straight line joining the current node and
the destination node is considered as the greedy metrics.
In [6], packets are allowed to be sent backward if there is no
forwarding neighbor. In [7], only the nodes whose Voronoi
cells intersect with the source-destination line segment are
eligible.
25Due to the existence of local minima where none of neigh-
bors is closer to the destination than the current node, a
packet may be discarded before it reaches its destination. To
ensure that every packet can reach its destination, all nodes
should have suﬃciently large transmission radii to avoid the
existence of local minima. Let B (x,r) denote the disk of
radius r centered at x.I fV is a set of network nodes, rep-
resented by a point set, in the plane, let
ρ(V )= m a x
(u,v)∈V 2
u =v
min
w∈B(v, u−v )
 w − u .
In the deﬁnition, (u,v) is a source-destination pair and w is
an o d et h a ti sc l o s e rt ov than u. If the transmission radius
is not less than  w − u , w might be the one to relay pack-
ets from u to v. Therefore, for each (u,v), the minimum
of  w − u  over all nodes on B (v, u − v ) guarantees there
exists one node that can route packets from u to v,a n dt h e
maximum of the minimum over all (u,v) pairs guarantees
the existence of relay nodes between any source-destination
pair. Clearly, if the transmission radius is at least ρ(V ),
packets can be delivered between any source-destination
pairs. On the other hand, if the transmission radius is less
than ρ(V ), there must exist some source-destination pair,
e.g. the (u,v)t h a tg i v e st h ev a l u eρ(V ), such that pack-
ets can’t be delivered. Therefore, ρ(V ) is called the critical
transmission radius for GFR that guarantees the delivery of
packets between any source-destination pair of nodes among
V .
The analytic work of GFR can date back to 1984 by Tak-
agi and Kleinrock [6] (1984). They studied the optimal
transmission radius to maximize the expected progress of
packets based on most forward and least backward routing
strategy in which every node delivers each packet to the
neighbor (not including itself) with the shortest projected
distance to the destination on the straight line joining the
current node. However, the deliverability of packets is not
considered. In the last two decades, there is no signiﬁcant
progress. Recently, Xing et al. [7] (2004) show that in a fully
covered homogeneous wireless sensor network, if the trans-
mission radius is larger than 2 times of the sensing radius,
the deliverability can be gauranteed between any source-
destination pair by greedy forwarding schemes in which a
packet is sent to the neighbor either with the shortest Eu-
clidean distance to the destination [2] [4] or with the short-
est projected distance to the destination on the straight line
joining the current node and the destination node [6] and by
bounded Voronoi greedy forwarding scheme in which only
those nodes whose Voronoi cells intersect with the line seg-
ment between the source and destination are eligible to relay
the packet. In this paper, we consider the deliverability by
given the asymptotics of ρ(V )w h e r eV is Poisson point
process. We assume that the deployment region D is convex
compact region whose boundary has bounded curvature. By
proper scaling, D is assumed to have unit area. We use Pn
to denote a Poisson point process of density n over D.L e t
β0 =1 /
“
2
3 −
√
3
2π
”
≈ 1.6
2. We show that ρ(Pn)i sa s y m p -
totically almost surely at most
q
β lnn
πn for any β>β 0 and
at least
q
β lnn
πn for any β<β 0.
In what follows,  x  is the Euclidean norm of a point
x ∈ R
2 and  x − y  is the Euclidean distance between
two points x,y ∈ R
2. |A| is shorthand for 2-dimensional
Lebesgue measure (or area) of a measurable set A ⊂ R
2.A l l
integrals considered will be Lebesgue integrals. The diame-
ter of a set A ⊂ R
2 is denoted by diam(A). The topological
boundary of a set A ⊂ R
2 is denoted by ∂A. For any two
points u,v ∈ R
2, the lune of u and v, denoted by Luv,i s
the set B (u, u − v ) ∩ B (v, u − v ). Po(λ)r e p r e s e n t sa
Poisson RV with mean λ. An event is said to be asymptotic
almost sure (abbreviated by a.a.s.) if it occurs with a proba-
bility converges to one as n →∞ .T h es y m b o l sO,Θ,Ω,o,∼
always refer to the limit n →∞ . To avoid trivialities, we
tacitly assume n to be suﬃciently large if necessary. For
simplicity of notation, the dependence of sets and random
variables on n will be frequently suppressed.
The remaining of this paper is organized as follows. In
section 2, we present several useful geometric results. In
Section 3, we derive the a.a.s. bounds on the minimum of
a collection of Poisson RVs. In section 4, we derive a.a.s.
bounds on ρ(Pn). We summarize this paper in Section 5.
2. GEOMETRIC PRELIMINARIES
If  u − v  =1 /
√
π, a straightforward calculation yields
that |Luv| =
2
3 −
√
3
2π =
1
β0.L e tD denote a convex compact
set whose boundary has bounded curvature. We use R to
denote the minimum of the radius of curvature over ∂D.W e
have the following lemma.
Lemma 1. For any u,v ∈ D,i f u − v ≤R then
|Luv ∩ D|≥| Luv|/2.
Proof. Clearly, |Luv ∩ D|/|Luv| achieves the minimum
when both u and v are in ∂D. Thus, it is suﬃcient to show
the lemma for u,v ∈ ∂D. Suppose that u,v ∈ ∂D.S i n c e
 u − v ≤R,b o t hB (u, u − v )a n dB (u, u − v )a r ed i -
vided into two parts by ∂D.L e tu
  denote the intersection
point of ∂B(u, u − v )a n d∂D rather than v,a n d v
  de-
note the intersection point of ∂B(v, u − v )a n d∂D rather
than u. (See Fig. 1.) Then, the two sectors  u
 uv and
u’ v u v’
Figure 1: u and v are in ∂D. One of the two half
lunas divided by the segment uv is contained in D.
 uvv
  are both contained in D. Note that the lune Luv is
divided into two halves by the segment uv.O n eo ft h e mi s
contained in  u
 uv∩  uvv
  and thus is contained in D.T h i s
implies that |Luv ∩ D|≥| Luv|/2.
26Lemma 2. Assume c =0 .039, R>0,a n da1,b 1,a 2,b 2 ∈
R
2.L e tz1 =
1
2 (a1 + b1), r1 =  a1 − b1 , z2 =
1
2 (a2 + b2) ,
and r2 =  a2 − b2 .I fr1,r 2 ∈
ˆ
1
2R,R
˜
,  z1 − z2 ≤
√
3R,
a1,b 1 / ∈ La2b2,a n da2,b 2 / ∈ La1b1,t h e n
|La1b1 ∪ La2b2|−| La1b1|≥cR z1 − z2 .
Proof. The proof is given in Appendix.
For any convex compact set C ⊂ R
2,w eu s eC−r to denote
the set of points of C that are away from ∂C by at least r.
Lemma 3. Suppose that C ⊂ R
2 is a convex compact set
with diameter at most d.T h e n ,
|C−r|≥| C|−πdr.
Proof. First, we assume C is a polygon. To get the lower
bound of |C−r|, we draw a rectangle by each edge of C with
width r toward the inner of C.S i n c eC\C−r is fully covered
by these rectangles, we have |C−r|≥| C|−peri(C)r,w h e r e
peri(C)i st h ep e r i m e t e ro fC. According to the isodiametric
inequality [5] [3], the disk with diameter d has the longest
perimeter πd over all convex compact sets with diameter d.
Thus peri(C) <π d , which implies that |C−r|≥| C|−πdr.
If C is a convex compact set, the lemma can be proved
using the fact that C can be approximated by a sequence of
polygons contained in C.
An ε-tessellation is a technique that divides the plane by
vertical and horizontal lines into a grid in which each grid
cell has width ε. Without loss of generality, we assume the
origin is a corner of cells. In a tesselation, a polyquadrate is
a collection of cells intersecting with a convex compact set.
For example, in Fig. 2, the shaded cells form a polyquadrate
induced by a polygon. The horizontal span of a polyquad-
Figure 2: The cells intersecting with the polygon
form a polyquadrate.
rate is the horizontal distance measured in the number of
cells from the left to the right. The vertical span of a poly-
quadrate is deﬁned similarly but in the vertical direction. If
the span of a polygon is s and the width of each cell is l,t h e
span of the corresponding polyquadrate is at most  s/l +1.
Lemma 4. If S consists of m cells and τ is a positive
integer constant, the number of polyquadrates with span at
most τ and intersecting with S is Θ(m).
Proof. For a speciﬁed cell, since τ is a constant, the
number of polyquadrates that contain the cell and have span
at most τ is also a constant (depending on τ). For each cell
in S, the number of polyquadrates that contain the cell and
have span at most τ is Θ(1). Therefore, since there are m
cells in S, the total number of polyquadrates with span at
most τ and intersecting with S is Θ(m).
At the end of this section, we introduce a technique to
obtain the Jacobian determinant in the change of variables
that will be implicitly used in Subsection 4(B). Assume a
tree topology is ﬁxed over x1,x 2,···,x k ∈ R
2. Without
loss of generality, we may assume (xk−1,x k) is one of edges.
Let zk−1 =
1
2 (xk−1 + xk), r =
1
2  xk − xk−1 ,a n dθ be
the slope of xk−1xk.F o r 1 ≤ i ≤ k − 2, we use p(xi)t o
denote xi’s parent in the tree rooted at xk,a n dl e tzi =
1
2 (xi + p(xi)). Let I2 denote a 2 × 2 identity matrix and 0
denote a 2×2 zero matrix. Then, the Jacobian determinant
for changing variables x1,···,x k−1,x k by z1,···,z k−1,(r,θ)
is
˛
˛
˛ ˛
∂ (x1,···,x k−1,x k)
∂ (z1,···,z k−1,r,θ)
˛
˛
˛ ˛
=
˛
˛
˛
˛
∂ (x1 + p(x1),···,x k−1 + p(xk−1),x k)
∂ (z1,···,z k−1,r,θ)
˛
˛
˛
˛
=4
k−1
˛
˛
˛ ˛
˛
˛
˛
˛
∂
„
x1+p(x1)
2 ,···,
xk−1+p(xk−1)
2 ,x k
«
∂ (z1,···,z k−1,r,θ)
˛
˛
˛ ˛
˛
˛
˛
˛
=4
k−1
˛
˛
˛ ˛
∂ (z1,···,z k−1,x k − zk−1)
∂ (z1,···,z k−1,r,θ)
˛
˛
˛ ˛
=4
k−1
˛
˛
˛
˛
˛
˛ ˛
˛
˛
˛
˛
I2 ··· 00
. . .
...
. . .
. . .
0 ··· I2 0
0 ··· 0
cosθ −rsinθ
sinθr cosθ
˛
˛
˛
˛
˛
˛ ˛
˛
˛
˛
˛
=4
k−1r.
In the ﬁrst equality, each non-root variable is added by its
parent variable. The equality stands since the Jacobian de-
terminant is equal to 1 as we add one variable to another.
We remark that in most cases, the function in the integral is
independent of the variable θ.T h u s ,2 π will be the outcome
of the integral over θ in such cases.
273. MINIMUM OF A COLLECTION OF
POISSON RVS
Let φ be the function over (0,∞) deﬁned by φ(μ)=1 −μ+
μlnμ. A straightforward calculation yields φ
  (μ)=l nμ and
φ
   (μ)=1 /μ .T h u s ,φ is strictly convex and has the unique
minium zero at μ =1 .( S e eF i g .3 . )L e tφ
−1 :( 0 ,1] → [0,1)
4 3 2 1 0
4
3
2
1
0
µ µ
Figure 3: φ(μ)=1+μlnμ − μ.
be the inverse of the restriction of φ to (0,1]. We deﬁne a
20 15 10 5 0
2
1.5
1
0.5
0
Figure 4: The x-axis is β,a n dt h ey-axis is φ
−1 (1/β).
functions L over (0,∞)b y
L(β)=
j
βφ
−1 (1/β)i f β ≥ 1,
0o t h e r w i s e .
The curve of β → φ
−1 (1/β) is illustrated in Fig. 4, and
the curve of L is illustrated in Fig. 5. L is a monotonic
increasing function of β.
We ﬁrst present an estimation of the lower-tail distribu-
tion of a Poisson RV.
Lemma 5. For any μ ∈ (0,1),a sλ →∞ ,
Pr(Po(λ) ≤ μλ) ∼
1
√
2π
1
√
μ(1 − μ)
1
√
λ
e
−λφ(μ).
20 15 10 5 0
20
15
10
5
0
ß
L(ß)
ß
L(ß)
Figure 5: The curve is L(β).
Proof. First, for any μ ∈ (0,1), we show that the lower
tail distribution of a Poisson RV can be given by
Pr(Po(λ) ≤ μλ) ∼
1
1 − μ
Pr(Po(λ)=μλ).
Since
Pr(Po(λ)=k − 1)
Pr(Po(λ)=k)
=
λk−1
(k−1)!e
−λ
λk
k! e−λ =
k
λ
,
we have
Pr(Po(λ) ≤ μλ)=
0 X
k=μλ
Pr(Po(λ)=k)
=
μλ X
k=0
`μλ
k
´
λk Pr(Po(λ)=μλ)
∼
μλ X
k=0
(μλ)
k
λk Pr(Po(λ)=μλ)
∼
1
1 − μ
Pr(Po(λ)=μλ).
By Sterling’s formula, we have
Pr(Po(λ) ≤ μλ) ∼
1
1 − μ
λ
μλ
(μλ)!
e
−λ
∼
1
1 − μ
λ
μλ
√
2πμλ(μλ)
μλ e−μλe
−λ
=
1
1 − μ
1
√
2πμλμμλe
−λ+μλ
=
1
1 − μ
1
√
2πμλ
e
−λ+μλ−μλlnμ
=
1
√
2π
1
√
μ(1 − μ)
1
√
λ
e
−λ(1−μ+μ lnμ)
=
1
√
2π
1
√
μ(1 − μ)
1
√
λ
e
−λφ(μ).
Thus, the lemma is proved.
The next lemma gives an a.a.s. lower bound for the min-
imum of a collection of Poisson RVs.
28Lemma 6. Assume that lim
λn
lnn = β for some β>1.L e t
Y1,Y 2,···,Y In be In Poisson RVs with means at least λn.
1. If In = o
“
n
√
lnn
”
, then for any 1 <β
  <β ,
min
In
i=1 Yi > L(β
 )lnn a.a.s..
2. If In = O
`p n
lnn
´
, then for any 1 <β
  <β ,
min
In
i=1 Yi >
1
2L(2β
 )lnn a.a.s..
Proof. We ﬁrst assume that Y1,Y 2,···,Y In all have
means λn.L e t Y b eaP o i s s o nR Vw i t hm e a nλn.W e
claim that for any μ>0,
Pr
»
In
min
i=1
Yi ≤ μλn
–
≤ In Pr[Y ≤ μλn].
Let Xi be the indicator of the event Yi ≤ μλn.T h e n Xi
is a Bernoulli RV with probability Pr[Y ≤ μλn]. Let X =
X1+···+XIn. Then, min
In
i=1 Yi ≤ μλn if and only if X ≥ 1.
By Markov’s inequality,
Pr
»
In
min
i=1
Yi ≤ μλn
–
=P r[ X ≥ 1]
≤ E [X]=
In X
i=1
E [Xi]=In Pr[Y ≤ μλn].
Now, assume that In = o
“
n
√
lnn
”
. Since L(β
 ) < L(β),
we have L(β
 )/β < φ
−1 (1/β). We choose a constant μ ∈ `
L(β
 )/β,φ
−1 (1/β)
´
. Then, μ ∈ (0,1),μβ > L(β
 )a n d
βφ(μ) > 1. Thus, for suﬃciently large n, μλn ≥L(β
 )lnn,
which implies that
Pr
»
In
min
i=1
Yi ≤L
`
β
 ´
lnn
–
≤ Pr
»
In
min
i=1
Yi ≤ μλn
–
≤ In Pr[Y ≤ μλn].
By Lemma 5,
Pr
»
In
min
i=1
Yi ≤L
`
β
 ´
lnn
–
 
1
√
2πβ
1
√
μ(1 − μ)
In
n
√
lnn
n
1−(λn/ lnn)φ(μ).
Since
1 − (λn/lnn)φ(μ) → 1 − βφ(μ) < 0,
we have
Pr
»
In
min
i=1
Yi ≤L
`
β
 ´
lnn
–
= o(1).
Hence min
In
i=1 Yi > L(β
 )lnn a.a.s..
Next, assume that In = O
`p n
lnn
´
.S i n c e L(2β
 ) <
L(2β), we have L(2β
 )/(2β) <φ
−1 (1/(2β)). We choose
a constant μ ∈
`
L(2β
 )/(2β),φ
−1 (1/(2β))
´
.T h u s , μ ∈
(0,1),μβ >
1
2L(2β
 )a n dβφ(μ) > 1/2. Thus, for suﬃ-
ciently large n, μλn ≥
1
2L(2β
 )lnn, which implies that
Pr
»
In
min
i=1
Yi ≤
1
2
L
`
2β
 ´
lnn
–
≤ Pr
»
In
min
i=1
Yi ≤ μλn
–
≤ In Pr[Y ≤ μλn].
By Lemma 5,
Pr
»
In
min
i=1
Yi ≤
1
2
L
`
2β
 ´
lnn
–
 
1
√
2πβ
1
√
μ(1 − μ)
In √
nlnn
n
1/2−(λn/ lnn)φ(μ).
Since
1/2 − (λn/lnn)φ(μ) → 1/2 − βφ(μ) < 0,
we have
Pr
»
In
min
i=1
Yi ≤
1
2
L
`
2β
 ´
lnn
–
= o(1).
Hence min
In
i=1 Yi >
1
2L(2β
 )lnn a.a.s..
Finally, we consider that general case that Y1,Y 2,···,Y In
have means λn,1,λ n,2,···,λ n,In respectively with λn,i ≥ λn
for each 1 ≤ i ≤ In.L e tY
 
1,Y
 
2,···,Y
 
In be In Poisson RVs
with means λn.F o re a c h1≤ i ≤ In,l e tY
  
i be a Poisson RV
with mean λn,i−λn which is independent with Y
 
i .T h e nb y
the superposition property of Poisson RVs, Yi = Y
 
i + Y
  
i .
Therefore, min
In
i=1 Yi ≥ min
In
i=1 Y
 
i >μ λ n.B y t h e a b o v e
argument, the lemma also holds in this general case.
At the end of this section, we state the Palm theory [1] on
the Poisson process that will be used in Subsection 4(B).
Theorem 7. Let n>0.S u p p o s e k ∈ N,a n dh(Y,X)
is a bounded measurable function deﬁned on all pairs of the
form (Y,X) with X⊂R
2 being a ﬁnite subset and Y being
as u b s e to fX, satisfying h(Y,X)=0except when Y has k
elements. Then
E
2
4
X
Y⊆Pn
h(Y,Pn)
3
5 =
n
k
k!
E[h(Xk,Xk∪Pn)]
where the sum on the left-hand side is over all subsets Y of
the random Poisson point set Pn, and on the righthand side
the set Xk is a binomial process with k nodes, independent
of Pn.
4. GREEDY FORWARD ROUTING
The main result of this paper is given in the following
theorem.
Theorem 8. Suppose that nπr
2
n =( β + o(1))lnn for
some β>0.
1. If β>β 0,t h e nρ(Pn) ≤ rn is a.a.s..
2. If β<β 0,t h e nρ(Pn) >r n is a.a.s..
294.1 Upper Bounds for the Critical
Transmission Radius
This subsection is dedicated to the proof of Theorem 8(1).
We need a technique tool called minimal scan statistics for
the proof. For any ﬁnite point set V ⊂ D and any r>0,
deﬁne
S (V,r)= m i n
u,v∈D, u−v =r
|V ∩ Luv|.
We claim that the event S (Pn,r n) > 0 implies the event
ρ(Pn) ≤ rn.N o t e t h a t ρ(Pn) ≤ rn if and only if for any
pair of nodes u and v with  u − v  >r n, there is at least
one node inside B (u,rn) ∩ B (v, u − v ). Assume to the
contrary that ρ(Pn) >r n. Then there are a pair of nodes u
and v such that  u − v  >r n and no one node of Pn is inside
B (u,rn)∩B (v, u − v ). Let w be the intersection point of
the segment uv and the circle ∂B(u, u − v ). (See Fig. 6.)
Then  u − w  = rn,a n dB (w, u − w ) ⊂ B (v, u − v ).
u w v
Figure 6: w is the intersection point of the segment
uv and the circle B (u,r). The shaded area is B (u,r)∩
B (w,r) which is contained in B (u,r) ∩ B (v, u − v ).
Hence, Luw ⊂ B (u,rn) ∩ B (v, u − v ). This implies that
Luw contains no nodes of Pn.T h u s ,S (Pn,r)=0 ,w h i c hi s
a contradiction. Therefore, our claim is true.
Based on the previous claim, to prove ρ(Pn) ≤ rn is a.a.s.,
it is enough to show that S (Pn,r n) > 0 a.a.s.. Below, we
shall give a stronger result that provides an a.a.s. lower
bound for S (Pn,r n)w i t hrn =
q
(β+o(1)) ln n
πn and implies
S (Pn,r n) > 0 is a.a.s. if β>β 0.
Lemma 9. Suppose that nπr
2
n =( β + o(1))lnn for some
β>β 0. Then for any constant β1 ∈ (β0,β), it is a.a.s. that
S (Pn,r n) ≥
1
2
L
„
β1
β0
«
lnn.
Proof. Choose a constant β2 ∈ (β1,β)a n dl e tε =
1
6
√
2β0
“
1 −
β2
β
”
.L e td =
√
3rn.C o n s i d e ra nεd-tessellation.
Let In denote the number of polyquadrates in D with span
at most
1
ε and area at least
β2
β0
πr2
n
β ,a n dYi be the number
of nodes on the i-th polyquadrate. Then Yi is a Poisson RV
with rate at least
“
β2
β0 + o(1)
”
lnn. By Lemma 4,
In = O
 „
1
εd
«2!
= O
“ n
lnn
”
.
By Lemma 6, it is a.a.s. that
min
In
i=1 Yi
lnn
≥L
„
β1
β0
«
.
Now, let I
 
n denote the number of polyquadrates in D \ D−d
with span at most
1
ε and area at least
1
2
β2
β0
πr2
n
β ,a n dY
 
i be
the number of nodes on the i-th polyquadrate. Then Y
 
i
is a Poisson RV with rate at least
1
2
“
β2
β0 + o(1)
”
lnn.B y
Lemma 4,
I
 
n = O
„
1
εd
«
= O
„r
n
lnn
«
.
By Lemma 6, it is a.a.s. that
min
I 
n
i=1 Y
 
i
lnn
≥
1
2
L
„
β1
β0
«
.
Therefore, it is a.a.s. that
min
“
min
In
i=1 Yi,min
I 
n
i=1 Y
 
i
”
lnn
≥
1
2
L
„
β1
β0
«
.
Thus, the lemma follows if we can show that
S (Pn,r n) ≥ min
 
In
min
i=1
Yi,
I 
n
min
i=1
Y
 
i
!
.
To prove this inequality, it is suﬃcient to show that for any
lune L of two points in D which are separated by a distance
of rn, it either contains a polyquadrate in D with span at
most
1
ε and area at least
β2
β0
πr2
n
β , or contains a polyquadrate
in D \ D−d with span at most
1
ε and area at least
1
2
β2
β0
πr2
n
β .
We shall prove this in two cases.
Case 1: L is contained in D.L e tP denote the polyquad-
rate induced by L−
√
2εd. Then, P ⊆ L ⊆ D, and the span
of P is at most
l
d−2
√
2εd
εd
m
+1≤
1
ε. By Lemma 3 and using
the fact that |L| = πr
2
n/β0 = πd
2/(3β0), we have
|P|≥
˛
˛L−
√
2εd
˛
˛ ≥| L|−πd
“√
2εd
”
= |L|−
√
2επd
2 = |L|
“
1 − 3
√
2β0ε
”
> |L|
“
1 − 6
√
2β0ε
”
=
β2
β
|L| =
β2
β0
πr
2
n
β
.
Case 2: L is not contained in D.T h e nL must be disjoint
with D−d.L e tL
  = L∩D and let P
  denote the polyquadrate
induced by L
 
−
√
2εd.T h e n P
  ⊆ L
  ⊆ D \ D−d and the the
span of P is also at most
1
ε. By Lemma 3 and Lemma 1, we
30have
˛ ˛P
 ˛ ˛ ≥
˛ ˛L
 
−
√
2εd
˛ ˛ ≥
˛ ˛L
 ˛ ˛ − πd
“√
2εd
”
≥
1
2
|L|−
√
2πεd
2
=
1
2
|L|
“
1 − 6
√
2β0ε
”
=
1
2
β2
β
|L| =
1
2
β2
β0
πr
2
n
β
.
Thus, the lemma is proved.
4.2 Lower Bounds for the Critical
Transmission Radius
This subsection is dedicated to the proof of Theorem 8(2).
Assume β1 and β2 are positive constants, and R1 and R2 are
given by nπR
2
1 = β1 lnn and nπR
2
2 = β2 lnn, respectively.
Choose β1,β 2 such that max
`
1
4β0,β
´
<β 1 <β 2 <β 0 and
π2
c2
“
1 −
R1
R2
”
< 1. Here c is given by Lemma 2. We have
1
2R2 ≤ R1 ≤ R2. Divide D by
„
4
q
lnn
nπ
«
-tessellation. Let
In denote the number of cells fully contained in D.H e r ew e
have In = O
`
n
lnn
´
. For each cell fully contained in D,w e
draw a disk with radius
1
2
q
lnn
nπ at the center of the cell. For
1 ≤ i ≤ In,l e tEi be the event that there exist two nodes
X,Y ∈P n such that their midpoint is on the i-th disk and
distance is between R1 and R2, and there is no other node
on the lune LXY. Then,
Pr[ρ(Pn) >r n] ≥ Pr[at least one Ei occurs].
We have E1,···,E Ii are identical. Let oi denote the center
of the i-th disk, and u,v be two points such that their mid-
point is on the i-th disk and distance is between R1 and R2.
(See Fig. 7.) For any point w ∈ Luv,w eh a v e
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
i
u
v
o
w
Figure 7: The lune is fully contained in the cell.
 w − oi ≤
‚
‚
‚
‚w −
1
2
(u + v)
‚
‚
‚
‚ +
‚
‚
‚
‚oi −
1
2
(u + v)
‚
‚
‚
‚
≤
√
3
2
R +
1
2
r
lnn
nπ
≈ 1.885
r
lnn
nπ
< 2
r
lnn
nπ
.
Obviously, u, v and Luv are contained in the i-th cell. There-
fore, E1,···,E Ii are independent. Then,
Pr[none of Ei occurs] = (1 − Pr[E1])
In
= e
In ln(1−Pr[E1])
≤ e
−In Pr(E1).
If In Pr(E1) →∞ ,w em a yh a v e
Pr[ρ(Pn) >r n] → 1,
and Theorem 8(2) follows. In the following, we will prove
that In Pr(E1) →∞ .
We introduce several relevant events and derive their
probabilities. Let A denote the ﬁrst disk. Assume V is
ap o i n ts e ta n dY ⊂ V .L e t h1 (Y,V) denote a function
such that h1 (Y = {x1,x 2},V)=1o n l yi f
1
2 (x1 + x2) ∈ A,
R1 ≤  x1 − x2 ≤R2, and there is no other node of V in
the lune area Lx1x2;o t h e r w i s e ,h1 (Y,V)=0 . T h e n ,E1 is
the event that there exist two nodes X,Y ∈P n such that
h1 ({X,Y },Pn) = 1. In the remaining of this subsection,
we use X1, X2, X3 and X4 to denote independent random
points with uniform distribution over D and independent of
Pn.L e tF1 be the event that
h1 ({X1,X 2},{X1,X 2}∪P n)=1 ,
F2 be the event that
„
h1 ({X1,X 2},{X1,X 2,X 3}∪P n)
·h1 ({X1,X 3},{X1,X 2,X 3}∪P n)
«
=1 ,
and F3 be the event that
„
h1 ({X1,X 2},{X1,X 2,X 3,X 4}∪P n)
·h1 ({X3,X 4},{X1,X 2,X 3,X 4}∪P n)
«
=1 .
We claim that
Pr[E1] ≥
n
2
2!
Pr[F1] −
n
3
2
Pr[F2] −
n
4
8
Pr[F3]. (1)
We shall prove this claim by the Palm theory and Boole’s
inequalities. For clarity, we use X
 
1, X
 
2, X
 
3 and X
 
4 to denote
elements of Pn. For any {x1,x 2,x 3}⊆V ,l e t
h2 ({x1,x 2,x 3},V)
= h1 ({x1,x 2},V) · h1 ({x1,x 3},V)
+ h1 ({x2,x 1},V) · h1 ({x2,x 3},V)
+ h1 ({x3,x 1},V) · h1 ({x3,x 2},V).
For any {x1,x 2,x 3,x 4}⊆V ,l e t
h3 ({x1,x 2,x 3,x 4},V)
= h1 ({x1,x 2},V) · h1 ({x3,x 4},V)
+ h1 ({x1,x 3},V) · h1 ({x2,x 4},V)
+ h1 ({x1,x 4},V) · h1 ({x2,x 3},V).
31Let F
 
1 ({X
 
1,X
 
2}) be the event that
h1
`˘
X
 
1,X
 
2
¯
,Pn
´
=1 ,
F
 
2 ({X
 
1,X
 
2,X
 
3}) be the event that
h2
`˘
X
 
1,X
 
2,X
 
3
¯
,Pn
´
=1 ,
and F
 
3 ({X
 
1,X
 
2,X
 
3,X
 
4}) be the event that
h3
`˘
X
 
1,X
 
2,X
 
3,X
 
4
¯
,Pn
´
=1 .
A c c o r d i n gt ot h eP a l mt h e o r y( T h e o r e m7 ) ,w eh a v e
X
{X 
1,X 
2}⊆Pn
Pr
ˆ
F
 
1
`˘
X
 
1,X
 
2
¯´˜
= E
2
6
4
X
{X 
1,X 
2}⊆Pn
h1
`˘
X
 
1,X
 
2
¯
,Pn
´
3
7
5
=
n
2
2!
E[h1 ({X1,X 2},{X1,X 2}∪P n)]
=
n
2
2
Pr[F1]; (2)
X
{X 
1,X 
2,X 
3}⊆Pn
Pr
ˆ
F
 
2
`˘
X
 
1,X
 
2,X
 
3
¯´˜
= E
2
6
4
X
{X 
1,X 
2,X 
3}⊆Pn
h2
`˘
X
 
1,X
 
2,X
 
3
¯
,Pn
´
3
7
5
=
n
3
3!
E[h2 ({X1,X 2,X 3},{X1,X 2,X 3}∪P n)]
=3
n
3
3!
Pr[F2]=
n
3
2
Pr[F2]; (3)
and
X
{X 
1,X 
2,X 
3,X 
4}⊆Pn
Pr
ˆ
F  
3
`˘
X 
1,X 
2,X 
3,X 
4
¯´˜
= E
2
6
4
X
{X 
1,X 
2,X 
3,X 
4}⊆Pn
h3
`˘
X 
1,X 
2,X 
3,X 
4
¯
,Pn
´
3
7
5
=
n3
3!
E[h3 ({X1,X 2,X 3,X 4},{X1,X 2,X 3,X 4}∪P n)]
=3
n4
4!
Pr[F2]=
n4
8
Pr[F3]. (4)
Applying Boole’s inequalities and Eq. (2), (3), and (4), we
have
Pr[E1] ≥
X
{X 
1,X 
2}⊆Pn
Pr
ˆ
F  
1
`˘
X 
1,X 
2
¯´˜
−
X
{X 
1,X 
2,X 
3}⊆Pn
Pr
ˆ
F  
2
`˘
X 
1,X 
2,X 
3
¯´˜
−
X
{X 
1,X 
2,X 
3,X 
4}⊆Pn
Pr
ˆ
F  
3
`˘
X 
1,X 
2,X 
3,X 
4
¯´˜
=
n2
2
Pr[F1] −
n3
2
Pr[F2] −
n4
8
Pr[F3].
Hence, our claim is true.
In the next, we derive the probabilities of F1, F2,a n dF3.
Let S1 denote the set
j
(x1,x 2)
˛
˛
˛
˛
1
2 (x1 + x2) ∈ A,
R1 ≤  x1 − x2 ≤R2
ﬀ
.
We have
Pr[F1]
=
ZZ
S1
Pr[F1 | X1 = x1,X 2 = x2]dx1dx2
=
ZZ
S1
e
−n|Lx1x2|dx1dx2
=
ZZ
S1
e
−n 1
β0
π x1−x2 
2
dx1dx2.
Let z =
x1+x2
2 and r =
1
2  x1 − x2 . Then,
Pr[F1]=
Z
z∈A
Z R2
2
r=
R1
2
e
− 4
β0
nπr2
8πrdrdz
=4
Z
z∈A
Z R2
2
r=
R1
2
e
− 4
β0
nπr2
2πrdrdz
=4
Z
z∈A
Z R2
2
r=
R1
2
e
− 4
β0
nπr2
d
`
πr
2´
dz
= −
0
@ β0
n
e
− 4
β0
nπr2
˛ ˛
˛
˛
R2
2
r=
R1
2
1
A|A|
=
β0
4n2
„
n
−
β1
β0 − n
−
β2
β0
«
lnn. (5)
Let S2 denote the set
8
> > > <
> > > :
(x1,x 2,x 3)
˛
˛
˛
˛
˛
˛ ˛
˛
˛
x1+x2
2 ,
x1+x3
2 ∈ A;
R1 ≤  x1 − x2 ≤R2;
R1 ≤  x1 − x3 ≤R2;
x1,x 2 / ∈ Lx1x3;
x1,x 3 / ∈ Lx1x2
9
> > > =
> > > ;
.
Applying Lemma 2, if (x1,x 2,x 3) ∈ S2,w eh a v e
Pr
»
F2
˛ ˛
˛
˛
X1 = x1,X 2 = x2,
X3 = x3
–
≤ e
−n|Lx1x2∪Lx1x3|
≤ e
−n
“
1
β0
π x1−x2 2+cR2
‚
‚
‚
x1+x2
2 −
x1+x3
2
‚
‚
‚
”
.
Therefore,
Pr[F2]
=
ZZZ
S2
Pr
»
F2
˛
˛
˛
˛
X1 = x1,X 2 = x2,
X3 = x3
–
· dx1dx2dx3
≤
ZZZ
S2
e
−n
“
1
β0
π x1−x2 2+cR2
‚
‚
‚
x1+x2
2 −
x1+x3
2
‚
‚
‚
”
· dx1dx2dx3.
Let z1 =
x1+x2
2 , r1 =
1
2  x1 − x2 , z2 =
x1+x3
2 ,a n dρ =
 z1 − z2 . Then,
Pr[F2]
≤ 16
Z
z1∈A
Z R2
2
r1=
R1
2
Z
z2∈A
e
−n
“
4
β0
πr2
1+cR2 z1−z2 
”
· 2πr1dr1dz1dz2
≤ 16
Z
z1∈A
Z R2
2
r1=
R1
2
e
− 4
β0
nπr2
12πr1dr1dz1
32·
Z
z2∈A
e−cnR2 z1−z2 dz2
≤ 16
Z
z1∈A
Z R2
2
r1=
R1
2
e
− 4
β0
nπr2
1d
`
πr2
1
´
dz1
·
Z ∞
ρ=0
e−cnR2ρ2πρdρ
= −
0
@ 4β0
n
e
− 4
β0
nπr2˛
˛
˛
˛
R2
2
r=
R1
2
1
A|A|·
2π
(cnR2)
2
=
2πβ0
c2 `
nR2
2
´
n3
„
n
−
β1
β0 − n
−
β2
β0
«
lnn. (6)
Let S3 denote the set
8
> > > <
> > > :
(x1,x 2,x 3,x 4)
˛
˛
˛
˛
˛
˛ ˛
˛
˛
x1+x2
2 ,
x3+x4
2 ∈ A;
R1 ≤  x1 − x2 ≤R2;
R1 ≤  x3 − x4 ≤R2;
x1,x 2 / ∈ Lx3x4;
x3,x 4 / ∈ Lx1x2
9
> > > =
> > > ;
.
Applying Lemma 2, if (x1,x 2,x 3,x 4) ∈ S3,w eh a v e
Pr
»
F3
˛
˛ ˛
˛
X1 = x1,X 2 = x2,
X3 = x3,X 4 = x4
–
≤ e
−n|Lx1x2∪Lx3x4|
≤ e
−n
“
1
β0
π x1−x2 2+cR2
‚
‚
‚
x1+x2
2 −
x3+x4
2
‚
‚
‚
”
.
Therefore,
Pr[F3]
=
ZZZZ
S3
Pr
»
F3
˛
˛
˛
˛
X1 = x1,X 2 = x2,
X3 = x3,X 4 = x4
–
· dx1dx2dx3dx4
≤
ZZZZ
S3
e
−n
“
1
β0
π x1−x2 2+cR2
‚
‚
‚
x1+x2
2 −
x3+x4
2
‚
‚
‚
”
· dx1dx2dx3dx4.
Let z1 =
x1+x2
2 , r1 =
1
2  x1 − x2 , z2 =
x3+x4
2 , r2 =
1
2  x3 − x4 ,a n dρ =  z1 − z2 . Then,
Pr[F3]
≤
Z
z1∈A
Z R2
2
r1=
R1
2
Z
z2∈A
Z R2
2
r2=
R1
2
e
−n
“
4
β0
πr2
1+cR2 z1−z2 
”
· (8πr1dr1dz1)(8πr2dr2dz2)
≤
 
4
Z
z1∈A
Z R2
2
r1=
R1
2
e
− 4
β0
nπr2
12πdr1dz1
!
·
„
8π
R2
2
„
R2
2
−
R1
2
«Z
z2∈A
e−cnR2 z1−z2 dz2
«
≤
 
4
Z
z1∈A
Z R2
2
r1=
R1
2
e
− 4
β0
nπr2
1d
`
πr2
1
´
dz1
!
·
„
8π
R2
2
„
R2
2
−
R1
2
«Z ∞
ρ=0
e−cnR2ρ2πρdρ
«
=
„
β0 lnn
4n2
„
n
−
β1
β0 − n
−
β2
β0
««„
4π2
(cnR2)2 R2 (R2 − R1)
«
=
π2β0
c2n4
„
1 −
R1
R2
«„
n
−
β1
β0 − n
−
β2
β0
«
lnn. (7)
Put Eq. (1), (5), (6) and (7) together. We have
Pr[E1] ≥
 
β0
8
−
πβ0
c2 `
nR2
2
´ −
π2β0
8c2
„
1 −
R1
R2
«!
·
„
n
−
β1
β0 − n
−
β2
β0
«
lnn
∼
β0
8
„
1 −
π2
c2
„
1 −
R1
R2
««„
n
−
β1
β0 − n
−
β2
β0
«
lnn.
Since
π2
c2
“
1 −
R1
R2
”
< 1a n dIn =Ω
` lnn
n
´
,w eh a v e
Pr[E1]=Ω
„„
n
−
β1
β0 − n
−
β2
β0
«
lnn
«
,
and
In Pr[E1]=Ω
„
n
1−
β1
β0
«
→∞ .
This complete the proof of Theorem 8(2).
5. CONCLUSION
Greedy forward routing is a localized and memoryless ge-
ographic routing. However, it cannot guarantee the delivery
of a packet from its source to its destination if the trans-
mission of the nodes are not large enough. The smallest
transmission radius which ensures the successful delivery of
any packet is referred to as the critical transmission radius.
In this paper, we provides tight a.a.s. bounds on the critical
transmission radius when the networking nodes are repre-
sented by a Poisson point process.
As a future work, one may investigate a number of other
parameters related to GFR. These parameters include the
average of one-hop progress, the expected number of hops
between a source and destination, the ratio of the total
length of the path to the Euclidean distance between the
source and the destination. It is also interesting to study
the asymptotics of other localized geographic routings.
6. REFERENCES
[1] F. Baccelli and P. Bremaud. Elements of Queueing
Theory: Palm-Martingale Calculus and Stochastic
Recurrences. Springer, February 12 2003.
[2] G. Finn. Routing and addressing problems in large
metropolitan-scale internetworks, March 1987.
Technical Report ISI Research Report ISU/RR-87-180.
[3] J. Geiβler and H. von Weizs¨ acker. Geometric measure
theory. Script.
[4] B. Karp and H. Kung. Gpsr: Greedy perimeter stateless
routing for wireless networks. In Proceedings of the 6th
Annual International Conference on Mobile Computing
and Networking (MobiCom ’00), pages 243–254, 2000.
[5] F. Lin and X. Yang, editors. Geometric Measure
Theory: An Introduction. International Press, 2003.
[6] H. Takagi and L. Kleinrock. Optimal transmission
ranges for randomly distributed packet radio terminals.
IEEE Transactions on Communications,
COM-32(3):246–257, March 1984.
33[7] G. Xing, C. Lu, R. Pless, and Q. Huang. On greedy
geographic routing algorithms in sensing-covered
networks. In Proceedings of the 5th ACM International
Symposium on Mobile Ad Hoc Networking and
Computing, pages 31–42, May 24-26 2004.
APPENDIX
Proof Lemma 2. Note that |La1b1 ∪ La2b2|−| La1b1| =
|La2b2 \ La1b1|.I f r2 >r 1,w eh a v e|La2b2 \ La1b1| >
|La1b1 \ La2b2|. Therefore, without loss of generality, we
may assume r1 ≥ r2. For a lune Luv,t h ep o r t i o no f
boundary of Luv contributed by either ∂B(u, u − v )o r
∂B(v, u − v ) are called the sides, and the intersection
points of two sides are called vertices. This lemma is proved
in the following two cases.
Case 1: Suppose the segment a2b2 intersects with at most
o n es i d eo fLa1b1. First, under this assumption, we claim
the minimum of |La2b2 \ La1b1| occurs if a2,b 2 are on the
boundary of La1b1 and r1 = r2 =
1
2R. This claim is based
on the following three observations: (1) If r1 and r2 are
ﬁxed, |La2b2 \ La1b1| is minimal as a2,b 2 are on ∂La1b1.A s
illustrated in Fig. 8(a), if La2b2 is moved away from La1b1,
the area surrounded by arcs a2b2, a2c2 and a2c2 is always
outside of La1b1.( 2 )F o ra n yﬁ x e dr1,i fa2,b 2 are on ∂La1b1,
|La2b2 \ La1b1| is minimal as r2 =
1
2R. As illustrated in Fig.
8(b), if  a2 − b2 ≤  a
 
2 − b
 
2  and lines a2b2 and a2b2 are
parallel, La2b2 \ La1b1 is contained in La 
2b 
2 \ La1b1.( 3 ) I f
a2,b 2 are on ∂La1b1 and r2 =
1
2R, |La2b2 \ La1b1| is minimal
as r1 =
1
2R. Now, we assume a2,b 2 are on the boundary
(c)
1 b1
b ’ 2
a ’ 2
a2
b2
a1
c2
b1
b2
a2
z1
a1
a2
b1
b2
c2
(a) (b)
a
Figure 8: The minimum of |La2b2 \ La1b1| as the line
a2b2 intersect with one side of La1b1.
of La1b1 and r1 = r2 =
1
2R. For convenience, we assume
a2 is coincident with a vertex of La1b1,a n db2 is coincident
with b1.L e tc2 denote the vertex of La2b2 far from a1.( S e e
Fig. 8(c).) Since the area surrounded by the arc a2b2 and
segment a2b2 is equal to the area surrounded by the arc b2c2
and segment b2c2,w eh a v e
|La2b2 \ La1b1| = | a2b2c2| =
1
6
π
„
1
2
R
«2
.
Therefore, in this case, for any r1 and r2,w eh a v e
|La2b2 \ La1b1|≥
1
6
π
„
1
2
R
«2
=
π
24
√
3
R
“√
3R
”
≥
π
24
√
3
R z1 − z2 
≈ 0.075R  z1 − z2 .
Case 2: Suppose the segment a2b2 intersects with both
sides of La1b1.L e tx (respectively, y) denote the intersection
point of the line a2b2 with ∂La1b1 near to a2 (respectively,
b2). Without loss of generality, we assume y is closer to a1b1
than x.L e t0≤ θ
  ≤ π/2 denote the angle between rays b1a1
and b2a2.( I f θ
  =0 ,i tm e a n sb1a1 and b2a2 are parallel.)
Let c1 denote the vertex of La1b1 contained in La2b2,a n dc2
denote the vertex of La2b2 near to c1,a n dH denote the re-
gion of the half lune of La2b2 divided by a2b2 and containing
c2. In the remaining discussion, we only focus on the area of
H \ La1b1. Assume b2 is on the boundary of La1b1.( I fb2 is
not on ∂La1b1,w em a ys h i f tLa2b2 along the line a2b2 until
b2 is on ∂La1b1. During shifting, |H \ La1b1| has the same
value.) Let a
 
2 denote the point such that lines a1b1 and
a
 
2b2 are parallel, the segment a
 
2b2 crosses over La1b1,a n d
 a
 
2 − b2  = r1.L e te denote the perpendicular projection of
z1 onto the line a
 
2b2, h denote the perpendicular projection
of b2 onto the line a1b1, z
 
2 denote the the intersection point
of the segment a
 
2b2 and circle ∂B(b2, z2 − b2 ), z
  
2 denote
the midpoint of a
 
2 and b2,a n dd denote the intersection
point of the ray b2c1 and ∂La2b2.( S e eF i g .9 . )
θ ’
a1
b 2
b 1
z1
a 2
z2
a ’ 2 z ’ 2 z " 2
c1
c2
d
h
e
t α
θ
Figure 9: The intersection of two lunes.
First, we consider the lower bound of the area of
|La2b2 \ La1b1|.L e tθ denote the angle of ∠a2b2d, α denote
the angle of ∠b1a1b2.S i n c e∠c1a1b1 = π/3, we have
∠c1a1b2 = ∠c1a1b1 − ∠b2a1b1
=
π
3
− α.
Since  a1 − c1  =  a1 − b2 ,w eh a v e
∠a1b2c1 =
1
2
(π − ∠c1a1b2)
=
1
2
“
π −
“π
3
− α
””
=
π
3
+
1
2
α.
Since lines a
 
2b2 and a2b2 are parallel, we have
∠a1b2c1 = ∠a2b2d + ∠a
 
2b2a2 + ∠a1b2a2
= ∠a2b2d + ∠a
 
2b2a2 + ∠b1a1b2
34= θ + θ
  + α.
Therefore,
θ =
π
3
−
1
2
α − θ
 .
Since ∠a2b2c2 =3 /π,w eh a v e
∠c2b2d =
π
3
− θ =
1
2
α + θ
 .
Since  c1 − b2 ≤  c2 − b2  and r2 ≤ r1, |La2b2 \ La1b1| is
not less than the area of the sector  c2b2d. Therefore,
|La2b2 \ La1b1|≥|  c2b2d| =
1
2
r
2
2
„
1
2
α + θ
 
«
. (8)
In the next, we are going to show that without loss of
generality, we may assume b2 is on the boundary La1b1.T h i s
is can be veriﬁed by shifting argument as follows:
If b2 is not on the boundary of La1b1,w em a ys h i f tLa2b2
along the line a2b2 but don’t let a2 and b2 cross the boundary
of La1b1. During shifting, |H \ La1b1| has the same value.
So we only need to ﬁnd out the maximum of  z1 − z2 .T h e
maximum of  z1 − z2  occurs either as a2 is shifted to x
or as b2 is shifted to y. We claim that the maximum of
 z1 − z2  occurs as b2 is at y, i.e. b2 is on ∂La1b1.L e tp be
the perpendicular point from z1 to the line a2b2.S i n c e0≤
θ
  ≤ π/2, we have  p − x ≥  p − y . Besides, if b2 is shifted
to y,  z2 − a2 ≥  p − a2 .S i n c e z1 − z2 
2 =  z1 − p 
2 +
 z2 − p 
2 and  z1 − p  is constant during shifting,  z1 − z2 
is maximal if and only if  z2 − p  is maximal. Let a
 , z
 ,a n d
b
  respectively denote the location of a2, z2,a n db2 as b2 is
at y;a n da
  , z
  ,a n db
   respectively denote the location of
a2, z2,a n db2 as a2 is at x. According to the position of
y, p,a n dz
  , there are six variations. Let [u,v,w]d e n o t e
the relative position of y, p,a n dz
   if we record them in the
direction from x to y.
(d)
x
a’’
z’
p y
b’’ z’’
a’ b’
(c)
x
z’
a’’
yp
z’’ b’’
a’b ’
(a)
x
a’’ z’’ b’’
y p
z’ a’ b’
(e)
x
a’’ b’’ z’’
py
z’ a’ b’
(f)
x
a’’
z’ a’ b’
z’’ b’’
p y
(b)
x
a’’
py
z’’ b’’
z’ b’ a’
Figure 10: Shift a lune along its waist.
(i) [y,p,z
  ]: (See Fig. 10(a).) Then,
‚
‚z
  − p
‚
‚ =
‚
‚z
  − b
 ‚
‚ +
‚
‚b
  − p
‚
‚,
‚
‚z
   − p
‚
‚ =
‚
‚z
   − a
  ‚
‚ −
‚
‚a
   − p
‚
‚.
Since  z
  − b
   =  z
   − a
   ,w eh a v e z
  − p ≥  z
   − p .
(ii)[y,z
  ,p]: (See Fig. 10(b).) Then,
‚
‚z
  − p
‚
‚ =
‚
‚z
  − b
 ‚
‚ +
‚
‚b
  − p
‚
‚,
‚
‚z
   − p
‚
‚ =  p − y −
‚
‚y − z
  ‚
‚.
Since  b
  − p  =  p − y ,w eh a v e z
  − p ≥  z
   − p .
(iii) [z
  ,y,p]: (See Fig. 10(c).) Then,
‚
‚z
  − p
‚
‚ =
‚
‚z
  − b
 ‚
‚ +
‚
‚b
  − p
‚
‚
=
‚
‚z
  − y
‚
‚ +  y − p ,
‚
‚z
   − p
‚
‚ =
‚
‚z
   − y
‚
‚ +  y − p .
Since  z
  − y ≥  z
   − y ,w eh a v e z
  − p ≥  z
   − p .
(iv) [p,y,z
  ]: (See Fig. 10(d).) Then,
‚
‚z
  − p
‚
‚ =
‚
‚z
  − b
 ‚
‚ −
‚
‚b
  − p
‚
‚
=
‚
‚z
  − b
 ‚
‚ −  y − p ,
‚ ‚z
   − p
‚ ‚ =
‚ ‚z
   − a
  ‚ ‚ −
‚ ‚a
   − p
‚ ‚
=
‚ ‚z
   − a
  ‚ ‚ −  x − p .
Since  z
  − b
   =  z
   − a
    and  y − p ≤  x − p ,w eh a v e
 z
  − p ≥  z
   − p .
(v) [p,z
  ,y]: (See Fig. 10(e).) Since the same equations
used in (iv) still works, we have  z
  − p ≥  z
   − p .
(vi) [z
  ,p,y]: (See Fig. 10(f).) Then,
‚
‚z
  − p
‚
‚ =
‚
‚z
  − b
 ‚
‚ −
‚
‚b
  − p
‚
‚
=
‚
‚z
  − y
‚
‚ −  y − p ,
‚
‚z
   − p
‚
‚ =
‚
‚z
   − y
‚
‚ −  y − p .
Since  z
  − y ≥  z
   − y ,w eh a v e z
  − p ≥  z
   − p .
Therefore, we may assume b2 is on the boundary La1b1.
Now, we consider the distance between e and z
 
2.L e t t
denote the distance between b2 and the line a1b1,a n dβ
denote the angle of ∠a1b1b2.H e r e
π
3 ≤ β ≤
π
2.I f r2 = r1,
we have
‚
‚z
 
2 − e
‚
‚ =
‚
‚z
  
2 − e
‚
‚,a n d
‚ ‚z
  
2 − e
‚ ‚ =  h − b1  = tcotβ ≤
1
√
3
t.
If r1 =  c1 − b2 ,l e tz
   
2 denote the position of z
 
2.S i n c ez
   
2
and z
  
2 are to the diﬀerent side of e,
‚
‚z
   
2 − e
‚
‚ =
‚
‚z
  
2 − z
   
2
‚
‚ −
‚
‚z
  
2 − e
‚
‚
=
1
2
`‚
‚a
 
2 − b2
‚
‚ −  c1 − b2 
´
−
‚
‚z
  
2 − e
‚
‚
=
1
2
( c1 − b1 −  c1 − b2 ) −  h − b1 
≤
1
2
 b2 − b1 −  h − b1 
=
1
2
tcscβ − tcotβ ≤
1
2
tcscβ ≤
1
√
3
t.
Since r1 is the largest value for r2 and  c1 − b2  is the small-
est possible value for r1,w eh a v e
‚
‚z
 
2 − e
‚
‚ ≤ max
`‚
‚z
  
2 − e
‚
‚,
‚
‚z
   
2 − e
‚
‚´
≤
1
√
3
t. (9)
35Thus,
 z1 − z2 ≤  z1 − e  +
‚
‚e − z
 
2
‚
‚ +
‚
‚z
 
2 − z2
‚
‚
≤
1+
√
3
√
3
t + r2θ
 .
From Eq. (8) and (9), we have
|La2b2 \ La1b1|≥
1
2
r
2
2
„
1
2
α + θ
 
«
≥
1
4
r
2
2 sinα +
1
2
r
2
2θ
  =
1
4
r
2
2
„
t
r1
«
+
1
2
r
2
2θ
 
=
1
4
„
r2
r1
«
r2t +
1
2
r
2
2θ
  ≥
1
16
Rt +
1
4
R
`
r2θ
 ´
≥
√
3
16
`
1+
√
3
´R
„
1+
√
3
√
3
t
«
+
1
4
R
`
r2θ
 ´
≥
√
3
16
`
1+
√
3
´R
„
1+
√
3
√
3
t + r2θ
 
«
≥
√
3
16
`
1+
√
3
´R z1 − z2 
≈ 0.039R z1 − z2 .
Thus, the proof is complete.
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