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1. Introduction
Dirichlet series associated to automorphic forms are known to possess good analytic properties.
It is often possible to establish that the corresponding L-functions extend to entire functions, or at
least to meromorphic functions on the whole complex plane, with at most a ﬁnite number of poles at
the edges of the critical strip. They are also known to satisfy functional equations and certain growth
conditions. A Converse Theorem seeks to reverse this line of reasoning, that is, it seeks to prove that a
Dirichlet series arises from an automorphic form if it has the properties mentioned above.
In the proofs of their Converse Theorems, Hecke and Maass (see [Hec36] and [Maa49]) assumed
that the relevant L-functions satisﬁed a functional equation and satisﬁed certain growth conditions.
Additionally, they assumed that the L-functions extended to entire functions, or to meromorphic
functions on the whole plane with at most four simple poles at the edges of the critical strip. Sub-
sequent generalisations of these theorems also made similar assumptions (see, for instance, [Wei67,
JL70,Li81,CPS94,CPS99]). We would like to prove similar theorems but without the above strong addi-
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1256 R. Raghunathan / Journal of Number Theory 130 (2010) 1255–1273tional assumptions on the holomorphy of the L-functions. In Theorem 1 of [Rag01] (see also [Rag98]
and [Has99]), we proved a generalisation of Hecke’s theorem for L-functions with (at most) a ﬁnite
number of poles but with no restrictions on their locations or orders (we will refer to this as the
“holomorphic case”). In the main theorem (Theorem 2.1) of this paper we will establish the analo-
gous theorem for L-functions with a ﬁnite number of poles which satisfy a functional equation of
Maass type (the “real analytic case”).
Our main theorem is motivated by the following considerations. First, it is not always possible to
establish a priori that Dirichlet series arising in quite natural contexts are entire – in fact, it is in
general very hard to do. The ﬁniteness of the number of poles is often easier to establish, though
even this is by no means trivial. This is typically the situation when one treats L-functions by the
Langlands–Shahidi method, although Kim and Shahidi have managed to circumvent this diﬃculty for
many applications by twisting the relevant L-functions by characters which are highly ramiﬁed at
certain ﬁnite places (see [CKPSS01]). Second, in [Rag99] we use the results from the holomorphic
case to compare the zero sets of two different L-functions. The real analytic version also has such
applications and in the ﬁnal section we describe a new case we can handle in this paper as an
application of Theorem 2.1. Our proof of this latest case is considerably shortened thanks to the fact
that we can appeal to a result in [KMP06] (see also [Rag09] which gives a somewhat different proof)
proving the algebraic independence of cuspidal automorphic L-functions over Q (see Theorem 8.2 of
Section 8).
The main point of the proof of Theorem 2.1 is to relate the poles of an L-function satisfying
Maass’s functional equation to the asymptotics of the associated period cocycle (what we refer to
as the period cocycle is referred to as the period function in the paper of Lewis and Zagier cited
below). This is done by means of an integral representation for the period cocycle provided by Lewis
and Zagier [LZ01]. We follow their ideas to obtain asymptotics for these period cocycles in terms of
the poles of the L-function. On the other hand, it is known (again from [LZ01]) that period cocycles
satisfy a certain relation (see (4.1)). The point of our proof is to show that the presence of asymptotic
terms coming from the extraneous poles (by extraneous poles we mean points that cannot be poles of
a Dirichlet series that actually arises from a Maass form) of the L-function is incompatible with this
relation. Thus, such poles simply cannot exist. We then follow Maass’s original proof to deduce our
main theorem.
There are two ways to eliminate the possibility of the L-functions having extraneous poles. The
ﬁrst is by appealing to the methods of [Rag01]. Here we will content ourselves merely with indi-
cating the arguments involved. Instead, we will give a different proof using a proposition of Lewis
and Zagier (see Proposition 5.1) which obtains the asymptotics of the period cocycles by a completely
independent method. A comparison of the two expansions then quickly yields the result. The proof
of Proposition 5.1 uses only the asymptotic expansion of the Hurwitz zeta function. As such it is rel-
atively elementary. On the other hand, it allows us to give a very quick proof of our main result and
allows a considerable shortening of the arguments even in the holomorphic case. The holomorphic
case is easier than the real analytic case since the asymptotics of the associated period cocycle in the
former case contain only a ﬁnite number of terms. This makes it easier to rule out the extraneous
poles. A simple case of this argument is sketched at the end of Section 4. Although our arguments
work in either case, in the interests of brevity we will formulate our results only for series satisfying
Maass’s functional equation.
The ideas used in this paper work only in the context of modular or Maass forms associated to
the full modular group, and indeed, they cannot generalise to L-functions of automorphic forms as-
sociated to congruence subgroups of the modular group. M. Knopp (see [Kno94]) has constructed
Dirichlet series with poles of arbitrary orders and at arbitrary locations satisfying the same functional
equation as L-functions of modular forms of higher level. On the other hand, the series he has con-
structed do not really arise in an arithmetic context. Weissauer (see [Wei91]) has proved an analogue
of Weil’s converse theorem for Dirichlet series having a ﬁnite number of poles of arbitrary orders and
at arbitrary locations but only after using the functional equation for the Dirichlet series twisted by
(inﬁnitely many) Dirichlet characters. Recently (see [Rag07]), we have obtained more general results
for GL2 over number ﬁelds using Hecke operators (or equivalently, assuming that the Dirichlet series
in question have Euler products). The proofs of these results are more direct than Weissauer’s even
R. Raghunathan / Journal of Number Theory 130 (2010) 1255–1273 1257when the ground ﬁeld is Q and give a somewhat stronger theorem. They also appear to generalise
to higher rank. We emphasise that the case of higher level congruence subgroups is fundamentally
different from the case treated in this paper, since the converse theorems in the former case involve
twisting with appropriate Hecke characters and using the multiple functional equations of the twisted
L-functions. In this paper only the existence of a single functional equation is assumed.
The author is grateful to the anonymous referee for making numerous corrections to the prelim-
inary versions of this manuscript. The referee’s comments allowed the author to greatly improve his
exposition.
2. The main theorem
Let D(s) = ∑∞n=1 anns be a Dirichlet series (not identically 0) which is absolutely convergent for
Re(s) = σ > σ0, σ0 > 0. Let ν be in C. We deﬁne
Gν,ε(s) = π−(s+ε)Γ
(
s + ν − 1/2+ ε
2
)
Γ
(
s − ν + 1/2+ ε
2
)
,
for ε = 0,1. Suppose that D(s) satisﬁes the following properties:
D1. The function
L(s) = Gν,ε(s)D(s) (2.1)
can be continued meromorphically to the whole complex plane with a ﬁnite number of poles β j of
order mj , 1 j  l.
D2. The function L(s) satisﬁes the functional equation
L(s) = (−1)εL(1− s). (2.2)
D3. The function L(s) has ﬁnite order in lacunary vertical strips, i.e., for any σ1 < σ2 (σ1, σ2 ∈ R),
there exist t0, K ,ρ > 0 such that
∣∣L(σ + it)∣∣< Ke|t|ρ , (2.3)
for all σ ∈ [σ1, σ2] and all t such that |t| t0.
Let a0 be the residue of L(s) at 1/2+ ν and a′0 be the residue of L(s) at 3/2− ν . If 1/2+ ν is not
a pole, we set a0 = 0; likewise, if 3/2− ν is not a pole, we set a′0 = 0. Further, let
Kν(y) = 1
2
∞∫
0
e−y(t+t−1)/2tν dt
t
. (2.4)
We deﬁne an for integers n < 0 as follows. If ε = 0, we let a−n = an for n ∈ N, while if ε = 1, we let
a−n = −an . For z = x+ iy, let f (z) be the function on the upper half-plane given by
f (z) = a0 yν + a′0 y1−ν + 2y1/2
∞∑
n=−∞
n =0
anKν−1/2
(
2π |n|y)e2π inx. (2.5)
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be the function associated to the series D(s) as above. Then f (z) is a Maass form for SL2(Z) with eigenvalue
ν(1− ν).
Corollary 2.2. The possible poles of L(s) can be described as follows. If ε = 1, then L(s) must necessarily be
entire. If ε = 0, the following cases arise:
(1) If ν = 1/2 and a0 = 0, L(s) is necessarily entire.
(2) If ν = 1/2 and a0 = 0, L(s) has simple poles at s = 3/2 − ν , s = 1/2 − ν , s = 1/2 + ν and s = ν − 1/2
and is holomorphic at all other points.
(3) If ν = 1/2, L(s) has poles of order two at s = 0 and s = 1 and is holomorphic at all other points.
We should also point out that if L(s) is entire, then we must necessarily have Re(ν) = 1/2 so
this is really the essential case to be treated. Recall that Selberg’s eigenvalue conjecture asserts that
all eigenvalues λ of the (non-Euclidean) Laplacian acting on the space of cusp forms (of any level)
are greater than or equal to 1/4. For the full modular group, which is the relevant group for this
paper, the conjecture has actually been proved by Selberg (see [Sel65]), and because λ = ν(1 − ν),
the eigenvalue conjecture implies that Re(ν) = 1/2. Now if L(s) is entire, then by the usual Converse
Theorem of Maass [Maa49], L(s) is the L-function of a Maass cusp form for the full modular group
and thus the condition above is necessarily satisﬁed. In the proof of Theorem 2.1 we do not assume
that Re(ν) = 1/2, and indeed, imposing the above condition would not signiﬁcantly simplify our proof.
In fact, Theorem 2.1 actually follows from Proposition 6.7, a slightly weaker version of Corollary 2.2
above, which gives the locations and orders of the possible poles of L(s). Our strategy in this paper
is to thus prove Proposition 6.7 ﬁrst and then deduce the main theorem. Once the locations of the
poles (and their orders) are known a small modiﬁcation of Maass’s original proof yields the theorem.
The key step is thus to classify the locations and orders of the possible poles of L(s) and this is the
thrust of the next four sections.
3. Asymptotics for the period cocycle
We will follow Lewis and Zagier [LZ01] in obtaining an integral representation for their period
function, a function which is attached to a Dirichlet series satisfying Maass’s functional equation. In
this paper we will refer to the period function as the period cocycle, for reasons that we will explain
a little later in this section. From this integral representation we can derive the asymptotics for the
period cocycle. This is a variant on a principle due to Riemann and Hecke and then pursued by
Bochner in [Boc51] (the possibility of deriving the asymptotics of the cocycle in this manner is also
suggested in [LZ01]). The main idea is that the poles of the Dirichlet series give rise to the exponents
occurring in the asymptotic expansion of the period cocycle
We ﬁrst attach a function g(z) to the L-function L(s) by the formula
g(z) = a˜0 +
∞∑
n=1
nν−1/2ane2π inz (3.1)
as a function on the upper half-plane, where
a˜0 = π
1/2−ν
Γ (1/2− ν)a0.
We set
M(s) = (2π)−sΓ (s)D(s − ν + 1/2). (3.2)
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Γ (s) = 2s−1π− 12 Γ
(
s
2
)
Γ
(
s + 1
2
)
and Γ (s)Γ (1− s) = π
sinπ s
(3.3)
we can rewrite M(s) as:
a(s)Γ
(
s + 1− ε
2
)
Γ
(
2ν − s + 1− ε
2
)
cos
[
π
(
2ν − s − ε
2
)]
L(s − ν + 1/2), (3.4)
where a(s) = π−(s+1−ε) . Replacing s by 2ν − s in the above expression and using the functional
equation (2.2) for L(s) we get a corresponding functional equation for M(s):
M(2ν − s) = cos[π(
s−ε
2 )]
cos[π( 2ν−s−ε2 )]
π2ν+2−εM(s). (3.5)
Before going further it will be useful to record the following facts about the poles of the functions
M(s) and M(2ν− s). We ﬁrst observe that D(s−ν+1/2) is holomorphic in Re(s) > v0 := σ0+Re(ν)−
1/2, where we recall that σ0 is the abscissa of convergence for D(s). Since Γ (s) is holomorphic to
the right of Re(s) > 0, the deﬁnition (3.2) shows that M(s) is holomorphic to right of u0, where
u0 = max{v0,0,Re(ν)}. Using Eq. (3.5) above we see that M(2ν − s) can have only simple poles to
the right of u0. Moreover, these poles, if they do occur, are necessarily at points of the form s = 2ν+ i,
where i is an integer. We also note that from (3.2) it follows that M(s) can have poles only at the
(negative) integers and at those locations where L(s) has poles. We will invoke these facts a little
later in this section.
In the expression (3.4) for M(s) the product of the gamma functions decays more rapidly than
e−(π−δ)|s| , for any δ > 0, while the cosine term can grow at most like e( π2 |s|) in a given vertical strip
in the plane. Condition D3 together with the Phragmén–Lindelöf Principle shows us that the function
L(s) is bounded in (lacunary) vertical strips. Hence, we see that for all δ > 0 and any real numbers
σ1 < σ2, there exist C , k and t0 (depending on δ, σ1 and σ2) such that
∣∣M(s)∣∣< C |s|ke−( π2 −δ)|t|, (3.6)
for all σ1  Re(s) σ2 and |t| t0. If M(s) has no pole in the region σ1  Re(s) σ2, then we may
take t0 = 0.
One checks easily that taking the Mellin transform of g(iy) − a˜0 produces the function M(s) de-
ﬁned in (3.2). By Mellin inversion of (3.2) (justiﬁed by the growth estimates in (3.6)), we obtain
g(iy) = 1
2π i
∫
Re(s)=c
M(s)y−s ds + a˜0, (3.7)
which is valid for all c > u0 (recall that M(s) is holomorphic for Re(s) > u0). We see that the integral
in (3.7) can be analytically continued to the upper half-plane simply by setting
g(z) = 1
2π i
∫
Re(s)=c
M(s)eiπ s/2z−s ds + a˜0, (3.8)
for any c > u0. This can be justiﬁed as follows. Let θ = Arg(z) be the principal value of the argument
of z, chosen so that θ = 0 for z on the real axis and so that −π < θ < π . Then for s = σ + it , we
have |eiπ s/2z−s| |z|−σ |e(θ−π/2)t |. Since the function M(s) has decay given by (3.6), we see that the
1260 R. Raghunathan / Journal of Number Theory 130 (2010) 1255–1273integral in (3.8) converges whenever 0< θ < π , i.e., for any z in the upper half-plane. Replacing z by
−1/z in the above equation, and multiplying both sides by z−2ν we get
z−2ν g(−1/z) = 1
2π i
∫
Re(s)=c
M(s)e−iπ s/2z−(2ν−s) ds + a˜0z−2ν . (3.9)
We wish to shift the line of integration in (3.9) from Re(s) = c to Re(s) = Re(2ν)− c. We use the esti-
mate (3.6) for σ1 = Re(2ν) − c, σ2 = c to conclude that the integrals on the horizontal line segments
Im(s) = ±τ , Re(2ν) − c  Re(s) c decay to 0 as |τ | → ∞. If γ is a pole of order mγ of M(s) then
moving the line across the line Re(s) = Re(γ ) results in a residual term of the form hγ (log z)zγ−2ν ,
where hγ (t) ∈ C[t] is a polynomial of degree mγ −1. Hence, shifting the line of integration and taking
into account the residues we obtain
z−2ν g(−1/z) = − 1
2π i
∫
Re(s)=Re(2ν)−c
M(s)e−iπ s/2z−(2ν−s) ds + a˜0z−2ν + ϕ(z),
where ϕ(z) has the form
ϕ(z) =
∑
γ∈S
hγ (log z)z
γ−2ν, (3.10)
and S is the set of poles of M(s) between Re(s) = Re(2ν) − u0 and Re(s) = u0. Replacing s by 2ν − s
in the above equation, we get
z−2ν g(−1/z) = 1
2π i
∫
Re(s)=c
M(2ν − s)e−iπ(2ν−s)/2z−s ds + a˜0z−2ν + ϕ(z). (3.11)
We now deﬁne
q(z) := g(z) − z−2ν g(−1/z) (3.12)
in the upper half-plane. We will call the function q(z) the period cocycle associated to the L-function
L(s). We emphasise, once again, that this function is called the period function in [LZ01]. We prefer
the term cocycle for the following reason. When dealing with the holomorphic case, we are led to a
function similar to q(z). In that case, ν is a positive integer and the function q(z) actually determines
a cocycle on SL2(Z) with values in the vector space of complex analytic functions on the upper half-
plane – indeed q(z) may be thought of as the value of the associated cocycle at the Weyl element of
SL2(Z) (see [Rag98]). Moreover, the associated cocycle is actually a coboundary which is shown to be
the function which is identically zero.
In the present case we obtain an honest cocycle (which, as before, is a coboundary) only when ν
is a half-integer but we will retain the terminology even when we deal with arbitrary ν . In any event,
in either case (holomorphic or real analytic) the function q(z) is the obstruction to the automorphy
of the L-function L(s) and the key point is to show, once again, that q(z) is of a very special form
which is easily analysed.
By (3.8) and (3.11) we get
q(z) = 1
2π i
∫
Re(s)=c
[
M(s)eiπ s/2 − M(2ν − s)e−iπ(2ν−s)/2]z−s ds
+ ϕ(z) + a˜0 − a˜0z−2ν . (3.13)
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half-plane emanating from the origin. We may use any given ray for our purposes. Indeed, as we
shall see in Section 5, the function q(z) has an analytic continuation to C \ (−∞,0] and we can and
will take our ray to be the (positive) x-axis later on. For the present, by z → ∞ we will mean that z
goes to inﬁnity along some arbitrary but ﬁxed ray in the upper half-plane and we will use a similar
convention for z → 0. We will use this terminology for this section and the next without further
comment.
We may use (3.13) to obtain the full asymptotic expansion for q(z) as z → ∞ by shifting the line
of integration to the right of Re(s) = u0. The basic idea is that shifting the line of integration across
a pole γ of the integrand contributes a term of the form cz−γ to the asymptotic expansion of q(z)
(recall that all poles of the integrand in this domain are simple).
The function M(s)eiπ s/2 has no poles in the right half-plane Re(s) > u0 and its inverse Mellin
transform which appears as one of the terms in (3.13) is simply g(z) − a˜0. When we shift the line
of integration to the right the contribution from this term does not change – it remains g(z) − a˜0
which decays rapidly (O (e−|z|)) as z → ∞. Let i0 be the smallest integer such that Re(2ν) + i0 > u0.
To the right of Re(s) = u0 the function M(2ν − s)e−iπ(2ν−s)/2 can have simple poles only at s = 2ν + i
with i such that Re(2ν) + i > u0 (see the discussion after (3.5)). Elsewhere in this half-plane it is
holomorphic. We ﬁx v in the range u0 < v < 2ν + i0 and write s = v + it . On the line Re(s) = v we
can estimate the contribution of the term involving M(2ν − s) in (3.13) by
∣∣∣∣ 12π i
∫
Re(s)=v
M(2ν − s)e−iπ(2ν−s)/2z−s ds
∣∣∣∣ Av |z|−v , (3.14)
where Av is given by
1
2π
∞∫
−∞
∣∣M(2ν − s)e−iπν ∣∣∣∣e(θ−π/2)t∣∣dt.
Recall that θ = Arg(z) and the integral above converges as before for z in the upper half-plane because
of the estimate (3.6). We can be even more careless in our estimates. Rather than actually write the
inverse Mellin transform of M(s) in the exact form g(z) − a˜0 (which decays rapidly) we can directly
estimate the integral appearing in Eq. (3.13) by
∣∣∣∣ 12π i
∫
Re(s)=v
(
M(s)eiπ s/2 − M(2ν − s)e−iπ(2ν−s)/2)z−s ds
∣∣∣∣ Bv |z|−v , (3.15)
where Bv is given by
1
2π
∞∫
−∞
(∣∣M(s)∣∣+ ∣∣M(2ν − s)e−iπν ∣∣)∣∣e(θ−π/2)t∣∣dt.
Again, the convergence of the integral above is an easy consequence of (3.6). In any event, as z → ∞,
Eq. (3.13) now yields the estimate
q(z) = ϕ(z) + a˜0 − a˜0z−2ν + O
(|z|−v), (3.16)
for any v satisfying u0 < v < 2ν + i0. If we now shift the line of integration to Re(s) = Re(2ν)+ i0 + ,
we pick up a residual term of the form ci0 z
−i0−2ν so we obtain the ﬁner estimate
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(|z|−v),
for any v such that Re(2ν) + i0 < v < Re(2ν) + (i0 + 1), where the error term O (|z|−v) is obtained
as in (3.14). Proceeding in this manner, we shift the line of integration further to the right. Each time
we cross a pole of the form s = 2ν + i we will pick up a residual term of the form ci z−i−2ν with an
error term of the form O (|z|−v), where 2Re(ν) + i < v < 2Re(ν) + i + 1.
In exactly the same way, but starting with (3.8) and shifting the line of integration to the left
instead of the right, we can obtain asymptotics for q(z) as z → 0. In this case we denote the sum of
the residual terms between Re(s) = Re(2ν) − u0 and Re(s) = u0 by ψ(z). We note that ψ(z) has the
form
ψ(z) =
∑
γ∈S
kγ (log z)z
−γ , (3.17)
where kγ (t) is a polynomial of degree mγ − 1, and where (as before) S is the set of poles of M(s)
between the lines above. To the left of the line Re(s) = Re(2ν)−u0 the poles of the function M(s) can
occur only at the points s = −i, for some integer i, and shifting the line of integration successively
across these poles produces terms of the form di zi . These will be the only additional terms appearing
in the asymptotic expansion of q(z) as z → 0. The functional equation (3.5) for M(s) will, in fact,
allow one to deduce the asymptotics for q(z) as z → 0 from the asymptotics for q(z) as z → ∞ (see
Remark 3.2 below).
We summarise our arguments above in the following proposition.
Proposition 3.1. For q(z) we have the following asymptotics:
(1) As z → ∞
q(z) ∼ ϕ(z) + a˜0 − a˜0z−2ν +
∞∑
ii0
ci z
−i−2ν . (3.18)
(2) As z → 0
q(z) ∼ ψ(z) + a˜0 − a˜0z−2ν +
∞∑
ii0
di z
i . (3.19)
Remark 3.2. We note that the constants ci (resp. di) that appear in (3.18) (resp. (3.19)) above are
easily determined in terms of the residues of the function M(2ν − s) (resp. M(s)), or equivalently, in
terms of the special values of L(1− s) (resp. L(s)). The constants ci and di are related to one another
because of the functional equation for L(s). Similarly, one can easily compute ψ(z) once one knows
ϕ(z). Since we do not actually need this, and since it is carried out in [LZ01], we do not repeat the
argument here.
4. The cocycle condition
The principal observation that we need (see p. 200 of [LZ01]) is that q(z) satisﬁes the equation
q(z) − q(z + 1) = (z + 1)−2νq
(
z
z + 1
)
, (4.1)
in the upper half-plane. The three term identity (4.1) follows formally and almost immediately from
the periodicity of g(z) and the deﬁnition of q(z). Indeed, such a three term identity holds for the
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nothing more (see p. 194 of [LZ01]). When 2ν is an integer, the three term identity can be thought
of as a consequence of the relation (ST )3 = I in SL2(Z), where S denotes the Weyl element and T
denotes translation by 1. In this case we actually have an action of SL2(R) on the space of functions
on the upper half-plane and q(z) determines an actual cocycle (see Sections 2–4 of [Rag98] for the
analogous calculation in the holomorphic case). In the situation of this paper even though the q(z)
does not produce a cocycle, the formal part of the argument goes through. It is unclear (to the author,
at least) whether a more natural explanation for the three term identity exists in the real analytic
case. We were unable to ﬁnd such an explanation in [LZ01].
It is possible to prove Theorem 2.1 using only Proposition 3.1 (in fact, only (3.18) is necessary) in
conjunction with the cocycle equation (4.1). The idea is to compare the growth rates on both sides of
(4.1) as z → ∞. This is the approach we adopted in [Rag01] but in that paper q(z) was a ﬁnite sum
with terms of the form h(log z)zα . It was constructed directly from f (z) (a holomorphic function in
that paper) rather than g(z). As a result, in that paper we could perform the calculations of Section 3
without using the auxiliary function M(s) but with the function L(s) itself. Hence, only the (ﬁnitely
many) poles of L(s) appeared in the expression for q(z), so q(z) itself had only ﬁnitely many terms.
In the present paper, M(s) has inﬁnitely many poles and each contributes an asymptotic term to q(z).
This complicates the analysis somewhat. We will content ourselves with a brief outline of the method
from [Rag01] for a special case of Theorem 2.1 in this section. In the next section we will give a
complete and more succinct proof with a further appeal to [LZ01].
To give an idea of the arguments we restrict ourselves to the following situation. We will assume
that all the poles of L(s) are simple, that they are already poles of D(s), that they have distinct real
parts and that they do not lie on the line Re(s) = 1. Finally, we assume that Re(ν) = 1/2. As we
observed at the end of Section 2, this last restriction encompasses the essential case.
Keeping the simplifying assumptions in mind we proceed as follows. Suppose that α is the pole
of D(s − ν + 1/2) such that Re(α) is maximal. Because of the functional equation, this means that
2ν − α is also a pole of D(s − ν + 1/2) (recall that we have assumed that every pole of L(s) is
already a pole of D(s)). We have Re(α) 1/2, otherwise Re(2ν − α) = Re(1− α) > 1/2, contradicting
the maximality of Re(α). Since α and 2ν − α are poles of D(s − ν + 1/2) they are also poles of
M(s) so terms of the form h1(log z)zα−2ν and h2(log z)z−α occur in the expression for ϕ(z), for some
polynomials h1 and h2. We see that M(s) has a simple pole at s = α because Re(α) 1/2, and hence,
α cannot also be a pole of Γ (s). Thus h1 is just a constant. We now compare the asymptotic terms
on both sides of (4.1) as z → ∞ using (3.16). We see (using the binomial expansion, for instance)
that the term Aαzα−2ν−1 appears in the left-hand side of (4.1) while the terms on the right-hand
side necessarily have the form Bz−2ν−i , for some integer i  0, and for some constants A and B .
Since both sides of the equation must have the same asymptotic behaviour we see that α = 1 − i,
and since Re(α) 1/2, we see that i = 0 and α = 1 is the only possibility. But α + ν − 1/2 is a pole
of L(s) and Re(α + ν − 1/2) = α = 1, which contradicts our assumption that L(s) has no pole on the
line Re(s) = 1. Hence L(s) is entire and an appeal to Maass’s Converse Theorem [Maa49] now yields
Theorem 2.1.
The method outlined above can be used to prove Theorem 2.1 without any of the simplifying
assumptions. It has the advantage that it does not require us to analytically continue q(z) to C \
(−∞,0], which is necessary for the proof we give in this paper. However, when one tries to prove
the result in full generality using the above techniques the analysis becomes very lengthy and tedious
without any tangible insights.
5. A comparison of cocycle asymptotics
In this section we compare the asymptotic expansion for the period cocycle derived in Section 3
with an expansion derived by a completely independent method. The crux of the matter is that the
period cocycle q(z) can be analytically continued to C \ (−∞,0], in particular, the period cocycle can
be deﬁned on R+ . It follows from elementary identities for the trigonometric and gamma functions,
together with the functional equation (see Eq. (1.17), p. 204 of [LZ01]) that the integrand in (3.13) can
be transformed to give
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∫
Re(s)=c
Γ
(
s + 1− ε
2
)
Γ
(
2ν − s + 1− ε
2
)
L(s − ν + 1/2)z−s ds
+ ϕ(z) + a˜0 − a˜0z−2ν, (5.1)
for c > u0 and where A = sinπν/2πν+2 (compare this with the ﬁrst equation on p. 205 of [LZ01]
– the only difference is that we have written the equation for a single L-function since we have
separated out the odd and even Maass forms in our formulation). The crucial observation is that this
expression is valid for z in C\ (−∞,0]. This can be explained simply by noting that the function N(s)
deﬁned by
N(s) = Γ
(
s + 1− ε
2
)
Γ
(
2ν − s + 1− ε
2
)
L(s − ν + 1/2)
and which occurs in the integrand in (5.1) above, has decay in vertical strips given by
∣∣N(s)∣∣< C |s|ke−(π−δ)|t|, (5.2)
for any δ > 0. Here C and k are constants depending on the strip and on δ. Now if we use the estimate
(5.2) in lieu of (3.6) and imitate the arguments given immediately after (3.8) in Section 3, we see that
the integral on the right-hand side of (5.1) converges for all z in C\ (−∞,0]. Equivalently, the integral
converges whenever |θ | < π , where θ = Arg(z) as before. The terms ϕ(z) and a˜0z−2ν are deﬁned in
C \ (−∞,0] as soon as one chooses a principal value of the logarithmic function. We choose the
value of log z which is real on the real axis. We thus have an analytic continuation for q(z) to all of
C \ (−∞,0].
We may now re-derive the asymptotics for q(z) using (5.1) instead of (3.13). We can proceed ex-
actly as before, shifting the line of integration to the right and left to obtain the expansions as z → ∞
or z → 0 respectively. The process is identical to what we have already done. The only difference is
that the new asymptotic expansion is now valid in C \ (−∞,0]. Moreover it must be the same ex-
pansion as the one we have previously derived and recorded in Proposition 3.1. This can be easily
seen, since the restriction of the newly derived asymptotics must coincide with the earlier one on the
upper half-plane. Truncating the asymptotic expansions (old and new) at any ﬁnite stage produces
analytic functions, since the remainders are given explicitly by integrals which are also analytic func-
tions. By analytic continuation the asymptotics recorded in Proposition 3.1 are seen to be valid for all
z in C \ (−∞,0].
We now turn our attention to the behaviour of q(z) restricted to R+ . Note that z, z+1 and z/z+1
are all real and positive as soon as any two of them are real and positive. In particular, for x in R+
we get the equation
q(x) = q(x+ 1) + (x+ 1)−2νq
(
x
x+ 1
)
. (5.3)
The main point now is that Lewis and Zagier have a completely independent way of analysing all
smooth solutions of Eq. (5.3). Their argument is based on the asymptotic expansions of the Hurwitz
zeta function which gives an asymptotic characterisation of any smooth solution of (5.3). The rest
of the proof will simply involve a comparison of these two asymptotic expansions which must, of
course, be the same. Proposition 5.1 below is an amalgam of the proposition on p. 234 of [LZ01] (see
especially Eqs. (3.8a) and (3.8b)) which treats all ν = 1/2,0,−1/2,−3/2, . . . and Remark 3 on p. 237
of the same paper which extends the proposition to the case where ν = (1 − h)/2 for some integer
h 0. We collapse the two cases into the statements below.
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(1) As x → ∞
q(x) ∼ Q∞(x) +
∞∑
m=−1
(−1)m+1c′mx−m−2ν . (5.4)
Here Q∞(x) is a smooth periodic function, and the c′m are constants for all m if ν = (1 − h)/2 for any
integer h  0. If ν = (1 − h)/2 for some integer h  0, the term c′h−1x−(h−1)−2ν must be replaced by
(c + c′′ log x)x−(h−1)−2ν , for some constants c and c′′ , and the c′m are constants for all other integers m.
(2) As x → 0
q(x) ∼ Q 0(x)x−2ν +
∞∑
m=−1
(−1)m d′mxm. (5.5)
Here Q 0(x) is a smooth periodic function and the d′m are constants for all m if ν = (1 − h)/2 for any
integer h  0. If ν = (1 − h)/2 for some integer h  0, then the term d′h−1x(h−1) must be replaced by
(d + d′′ log x)x(h−1) , for some constants d and d′′ , and the d′m are constants for all other integers m.
Remark 5.2. In fact it is not hard to see that the asymptotics at inﬁnity can be deduced from those
at 0 and vice-versa. Indeed, in the proof that follows we will use only the asymptotics as z → ∞ (see
also Remark 3.2).
We will use the above proposition to classify the poles of M(s) for which all the necessary ingre-
dients are now available. We start by remarking that Q∞ and Q 0 must be constant functions since
the only way periodic terms can occur in (3.18) and (3.19) is if the terms are identically constant
functions. This means that Q∞ and Q 0 must identically be those constant functions. Again, if we
compare (3.18) with (5.4) we can read off the following facts immediately. If ν = (1 − h)/2 for any
integer h  0, we see that ci = c′i for all i  i0 > 0. Every term hγ (log z)zγ−2ν occurring in ϕ(z) must
actually be of the form c′kz
−k−2ν for some k −1 so the polynomials hγ must all be constant func-
tions and we must have γ = −k for some k  −1. Consequently, we see that all the poles of M(s)
are simple and are located only at integer points or at s = 2ν (this last pole arises if the constant
term a˜0 which appears in (3.18) is non-zero). If ν = (1 − h)/2 for some h, then a term of the form
(c+c′′ log x)x−(h−1)−2ν may make its appearance in (5.4). Such a term must then also appear in (3.18).
This means that M(s) necessarily has a pole of order 2 at the point s = 1 − h. We collect our results
as
Lemma 5.3. If γ is a pole of M(s) we must have γ = −p, p ∈ Z, p −1 or γ = 2ν . If ν = (1− h)/2, for any
integer h 0, then all the poles of M(s) are simple. If ν = (1− h)/2, for some integer h 0, then all the poles
of M(s) are simple except possibly for a pole of order 2 at s = (1− h).
The same result would have followed by comparing the asymptotic expressions (3.19) and (5.5).
6. The classiﬁcation of the poles of the L-function
Having classiﬁed the possible poles of M(s) we should remember that we are really interested in
the poles of L(s). It is only by proving that the set of poles of L(s) are severely restricted that we will
be able to prove Theorem 2.1. Our ﬁrst task then, is to relate the poles of L(s) with those of M(s).
This is not particularly diﬃcult – after all, M(s) and L(s) are related by (3.4) – so all that is really
required is a careful analysis of the zeros and poles of the gamma and cosine functions that occur in
that equation. However, the bookkeeping has to be done somewhat carefully. To start out we recall
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following identities repeatedly so we (re-)record them below. The ﬁrst is
L(s − ν + 1/2) = π−(s−ν+1/2+ε)Γ
(
s + ε
2
)
Γ
(
s − 2ν + 1− ε
2
)
D(s − ν + 1/2). (6.1)
The second is simply the expression (3.4) for M(s):
π−(s+1−ε)Γ
(
s + 1− ε
2
)
Γ
(
2ν − s + 1− ε
2
)
cos
((
ε
2
− ν + s
2
)
π
)
L(s − ν + 1/2). (6.2)
Denote by β a pole of L(s) of order m  1 and by γ = β + ν − 1/2 the corresponding pole of L(s −
ν + 1/2) (note that we say that β is a pole of order m and write ord|s=β L(s) = −m). We set
u(s) = Γ
(
s + 1− ε
2
)
, v(s) = Γ
(
2ν − s + 1− ε
2
)
and
w(s) = cos
((
ε
2
− ν + s
2
)
π
)
.
Before proceeding with our analysis we make the following remarks:
Remark 6.1. The (simple) poles of v(s) are necessarily the (simple) zeros of w(s). Indeed, any pole η
of v(s) is of the form 2ν − 2k + 1 − ε for some integer k  0, while the zeros of w(s) also have the
form 2ν − 2l + 1− ε, for some integer l, where l need not be non-positive.
Remark 6.2. A pole γ of u(s) cannot be a zero of w(s) (and by Remark 6.1 cannot be a pole of v(s)
either). For suppose the contrary, then γ has the form 2k − 1 + ε, for some integer k (since it is a
pole of u(s)) and also has the form 2ν − 2l + 1 − ε, for some integer l (since it is a zero of w(s)).
Equating the two we ﬁnd 2ν = 2k + 2l − 2 + 2ε, which shows that ν is an integer contrary to our
original hypothesis.
Case 1. Assume that ord|s=γ v(s) = 0.
Case 1.1. ord|s=γ u(s) = 0 and ord|s=γ w(s) = 0. In this case
ord|s=γ M(s) = ord|s=β L(s) = −m.
Case 1.2. ord|s=γ u(s) = 0 and ord|s=γ w(s) = 1. In this case
ord|s=γ M(s) = ord|s=β L(s) + 1 = −m + 1.
Case 1.3. ord|s=γ u(s) = −1 and ord|s=γ w(s) = 0. In this case
ord|s=γ M(s) = ord|s=β L(s) − 1 = −m − 1.
Case 1.4. ord|s=γ u(s) = −1 and ord|s=γ w(s) = 1. This case cannot occur (see Remark 6.2).
Case 2. Assume that ord|s=γ v(s) = −1. By Remark 6.1, ord|s=γ w(s) = 1 necessarily holds.
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ord|s=γ M(s) = ord|s=β L(s) = −m.
Case 2.2. ord|s=γ u(s) = −1. Again, by Remark 6.2 this case cannot occur.
In all the cases above we see that the inequalities
ord|s=γ L(s) − 1 ord|s=γ M(s) ord|s=γ L(s) + 1 (6.3)
are satisﬁed. Note that by Lemma 5.3 ord|s=γ M(s)−2 holds for all γ .
Lemma 6.3.We have ord|s=β L(s)−2.
Proof. This is immediate if γ satisﬁes the conditions of Case 1.1, 1.3 or 2.1 since in all these cases
ord|s=β L(s)  ord|s=γ M(s) and ord|s=γ M(s)  −2. If γ satisﬁes the conditions of Case 1.2, we have
ord|s=β L(s) = ord|s=γ M(s) − 1, so if ord|s=γ M(s) = −2, we will have ord|s=β L(s) = −3. If γ is a pole
of order 3, then 2ν − γ is once again a pole of order 3 of L(s − ν + 1/2) and these will both be
poles of order at least 2 of M(s) by (6.3). By Lemma 5.3, M(s) can have a pole of order 2 only if
ν = (1− h)/2 for some integer h  0, and in this case there is only one pole of order 2 which occurs
at 1−h. This means that γ = 2ν −γ = 1−h, since 1−h is the only possible pole of order 2 of M(s).
This gives ν = γ = 1 − h, which is an integer, contrary to hypothesis. Or, we could also argue that if
γ is as in Case 1.2, we have
γ = 2ν − 2k + 1− ε,
for k 1. Thus
γ = 2ν − γ = 2k − 1+ ε,
for some integer k. But this shows that ν = γ is an integer, contrary to hypothesis. 
Lemma 6.4. If ord|s=β L(s) = −2 for some pole β , then ν = 1/2 and L(s) is holomorphic except for poles of
order 2 at s = 0 and s = 1.
Proof. Let us ﬁrst assume that ord|s=β L(s) = −2 and that ord|s=γ M(s) = −2. This means that ν =
(1− h)/2, for some h  0 and that γ = 1− h since 1− h is the unique pole of order 2. From this we
see that γ = 2ν or, equivalently, that 2ν − γ = 0.
If γ is a pole of order 2 of M(s) we know that 2ν − γ = 0 must also be a pole of M(s). If this
pole is also of order 2, then we are forced to conclude (since M(s) has a unique pole of order 2) that
2ν − γ = γ = 0 which means that ν = 0, contradicting our hypothesis that ν is not an integer.
Because of (6.3) and since M(s) cannot have a pole of order 3, we must conclude that 2ν − γ = 0
must be a pole of order 1 of M(s). This means that we must be in the situation of Case 1.2 which
means that
2ν = 2k − 1+ ε,
for some k  1. From this it is immediate that ε = 0 (otherwise ν becomes an integer) and that
1−h = 2k−1 for some h 0 and k 1. It follows that ν = 1/2 and h = 0. From this we can conclude
that L(s) has poles order 2 at the points 0 and 1 only.
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L(s) =
(
Γ
(
s
2
))2
D(s) and M(s) = Γ (s)D(s). (6.4)
Note that we have β = γ in this case. We wish to show that L(s) is holomorphic at all points other
than at s = 0 and s = 1. Since L(s) satisﬁes the functional equation (2.2), we may assume, without
loss of generality, that if β is a pole of L(s) then Re(β) 1/2. This means that β must be a pole of
D(s) (since Γ (s/2) has no poles for Re(s) > 0). This means that β = γ must also be a pole of M(s)
(again, Γ (s) has no poles in Re(s) > 0). By Lemma 5.3 β = 1 is the only possibility. Because of the
functional equation 1− β = 1− 1 = 0 is the only other possible pole of L(s). We thus see that L(s) is
holomorphic at all points other than the points 0 and 1 where it has poles of order 2. 
We have classiﬁed all the poles of the function L(s) when it has a pole of order 2. It remains only
to classify the possible poles if all the poles of L(s) are simple.
Lemma 6.5. If all the poles of L(s) are simple then M(s) cannot have a pole of order 2.
Proof. Assume that ord|s=γ M(s) = −2. If L(s) has only simple poles we have ord|s=β L(s) = 1 so we
are in the situation of Case 1.3. Hence we must have
γ = −2l − 1+ ε,
for l  0. On the other hand, arguing as in the proof of the previous lemma, M(s) has a unique pole
of order 2 and this gives
γ = 2ν = 1− h,
where h is an integer with h  0. Comparing the expressions for γ we see that 2ν = −2l − 1 + ε.
Since we have assumed that ν /∈ Z, we see that we must have ε = 0. Setting p = 2l+ 1 and ν = −p/2
we see that
L(s) = π−sΓ
(
s − p/2+ 1/2
2
)
Γ
(
s + p/2− 1/2
2
)
D(s). (6.5)
Note that Γ (s) also has only simple poles. Thus, for M(s) to have a pole of order 2 (at s = −p), Γ (s)
and D(s − ν + 1/2) must both have a (simple) pole at γ = −p = −2l − 1. Hence, −p is a pole of
D(s− ν + 1/2) = D(s+ p/2+ 1/2) which says that (−p/2+ 1/2) is a pole of D(s). But (−p/2+ 1/2)
is also a pole of both gamma factors occurring in the right-hand side of (6.5) which shows that L(s)
has a pole of order 3, contradicting our hypothesis on the simplicity of the poles of L(s). 
The three lemmas show that we are reduced to the case that all the poles of L(s) are simple and
that all the poles of M(s) are also simple. We deal with this last situation in the following lemma.
Lemma 6.6. Assume that all the poles of L(s) and M(s) are simple. Then the only possible poles of L(s) lie at
the points 3/2− ν , ν − 1/2, 1/2− ν and 1/2+ ν .
Proof. Suppose that β is a pole of L(s) but that γ is not a pole of M(s). Then we are necessarily in
the situation handled in Case 1.2, and hence have
γ = β + ν − 1/2 = 2ν − 2k + 1− ε, (6.6)
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2ν − γ = 2ν − 2l + 1− ε, (6.7)
for some l 1. Comparing Eqs. (6.6) and (6.7) we see immediately that ν = k+ l− 1+ ε which is not
possible since ν is not an integer by hypothesis. Hence, 2ν − γ must be a simple pole of M(s). The
only possibilities by Lemma 5.3 are
2ν − γ =
{−p, for some p −1 or
2ν.
(6.8)
If 2ν − γ = −p, i.e., γ = p + 2ν with p −1 then (6.6) gives us
−p = 2k − 1+ ε,
for p −1 and k 1. This shows that ε must be 0, and that p = −1 and k = 1. This gives 2ν −γ = 1
as a pole of M(s). Since the point s = 1 is not a pole of Γ (s), it is necessarily a pole of D(s−ν +1/2).
Thus, s = 3/2− ν is a pole of D(s) and, hence, of L(s). Note that β = 1− (3/2− ν) = ν − 1/2 is also a
simple pole of L(s). If 2ν − γ = 2ν , then γ = 0 and 2ν − γ = 2ν , so β = 1/2− ν and 1− β = 1/2+ ν
are the only possibilities for the poles of L(s).
The second case to consider is if β is a pole of L(s) and γ is a pole of M(s). We have (by
Lemma 5.3)
γ =
{−k, for some k−1 or
2ν.
(6.9)
If γ = 2ν , then we obtain β = 1/2+ ν and 1− β = 1/2− ν as the only possible poles.
We have once again to consider two possibilities. First, if 2ν − γ is also a pole of M(s) we know
(again, by Lemma 5.3) that the following cases are possible:
2ν − γ =
{−l, for some k−1 or
2ν.
(6.10)
If 2ν − γ = 2ν , then γ = 0, so β = 1/2 + ν and 1 − β = 1/2 − ν are once again the only possible
poles. The next case to consider is when γ = −k and 2ν − γ = −l for some integers k, l−1. One of
k or l must be odd (else ν would become an integer). Let us assume that k is even and that l is odd.
Note that since we are assuming that β is a pole of L(s), we know that γ is a pole of L(s− ν + 1/2).
When ε = 0 we see from (6.1) that D(s − ν + 1/2) must have a pole at s = −l. This means that M(s)
has a pole of order 2 at −l, which contradicts our hypothesis. When ε = 1, we see from (6.1) that
D(s − ν + 1/2) must have a pole at s = −k, which means that M(s) has a pole of order 2 at s = −k,
which is a contradiction. If we assume that k is odd an l is even, we can simply switch the roles of k
and l in the above argument and once again obtain a contradiction.
The ﬁnal possibility to consider is if γ = −k (k −1) is a pole of M(s) but 2ν − γ is not a pole
of M(s). Then, Case 1.2 applied to the pole 2ν − γ gives
2ν − γ = 2ν − 2l − 1+ ε, l 1.
But this gives −k = 2l− 1+ ε which forces us to conclude that ε = 0, l = 1 and k = −1. Hence, γ = 1
is forced and β = 3/2− ν and 1− β = 1/2− ν are the only possible poles of L(s). This concludes the
proof of the lemma. 
Combining the results of the preceding lemmas, we have thus proved the following slightly weaker
version of Corollary 2.2 which we call
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follows. If ε = 1, L(s) must be entire. If ε = 0, the poles of L(s) must be either simple or of order at most 2.
(1) If L(s) has simple poles then they must lie at s = 3/2− ν , s = ν − 1/2, s = 1/2− ν and s = ν + 1/2.
(2) If L(s) has a pole of order 2 then L(s) has poles of order 2 at s = 0 and s = 1 and is holomorphic elsewhere.
Moreover, we must have ν = 1/2.
7. The proof of the main theorem
Using Proposition 6.7, which severely limits the nature and locations of the pole of L(s), we can
now prove Theorem 2.1.
Proof. We will carry out our proof assuming that L(s) has simple poles, i.e., assuming that we are in
the ﬁrst case of Proposition 6.7. The proof in the other case is entirely analogous. By Mellin inversion
it is easy to see that
f (iy) − a0 yν − a′0 y1−ν =
∫
Re(s)=σ
L(s)y
1
2−s ds,
for any σ > w0, where w0 is the maximum of the real parts of the poles of L(s) and σ0 (recall that
σ0 is the abscissa of convergence for D(s)). Shifting the line of integration (using (2.3), the Phragmén–
Lindelöf principle and other standard arguments) to Re(s) = 1 − σ and using the functional equation
we obtain
f (iy) − a0 yν − a′0 y1−ν =
∫
Re(s)=σ
L(s)ys−
1
2 ds + ϕ(y),
where
ϕ(y) = −a0 yν + a0 y−ν − a′0 y1−ν + a′0 yν−1.
Recall that a0 is the residue of L(s) at 1/2 + ν and a′0 is the residue of L(s) at 3/2 − ν . Because of
the functional equation the residue of L(s) at 1/2− ν is −a0 and its residue at ν − 1/2 is −a′0. Once
again, using Mellin inversion the above equation yields
f (iy) − a0 yν − a′0 y1−ν = f (i/y) − a0 y−ν − a′0 yν−1 + ϕ(y),
which reduces to
f (iy) = f (i/y).
It is now a standard argument (see, for instance, Section 1.9 of [Bum97] for details) to show that f (z)
must be a Maass form. The Fourier expansion of f (z) (Eq. (2.5)) allows one to conclude that f (z) is
invariant under unit translations, while the above equation yields the invariance of f (z) under the
Weyl element in SL2(Z). Since these two elements generate the full modular group we see that f (z)
must be a Maass form. This completes the proof of Theorem 2.1. 
There remains only the proof of Corollary 2.2. By Theorem 2.1 we know that the function f (z)
is a Maass form and we now denote the corresponding L-function L(s) as L(s, f ). If f (z) is a cusp
form, then L(s, f ) is entire. If f (z) is an Eisenstein series of weight ν then L(s, f ) has the form
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3/2− ν , if ν = 1/2, and is analytic elsewhere. If ν = 1/2, L(s, f ) = ζ(s)2 has poles of order 2 at s = 0
and s = 1, and is analytic at all other points in the plane.
8. Comparing zeros of L-functions
We may use Theorem 2.1 to compare the zero sets of two different L-functions as we did in
[Rag99] and [Rag01]. We describe below one case that we were unable to treat in those papers. We
will also invoke a theorem on the algebraic independence of L-functions proved in [KMP06] (and also
in [Rag09]) to considerably shorten and simplify our arguments in the present case. In particular, we
no longer use explicitly the more sophisticated non-vanishing results of Shahidi that we used in our
earlier papers.
We will refer to the quantity ν , which occurs in the gamma factor Gν,ε(s) of the L-function of a
Maass form (see Eq. (2.1)), as the weight of the Maass form. We will assume throughout this section
that when we speak of an eigenform f , it is always normalised so that its ﬁrst Fourier coeﬃcient
satisﬁes a1( f ) = 1, and that its L-function is normalised so that it satisﬁes a functional equation
under s → 1− s. We will also assume throughout this section that we are working with holomorphic
modular forms or Maass forms on the full modular group only.
Let f1 be a Maass cuspidal eigenform of weight ν1 for the full modular group, let D(s, f1) be
the associated Dirichlet series and let L(s, f1) be its associated complete L-function (the complete
L-function is a product of the associated Dirichlet series and the gamma function(s) associated to the
eigenform at inﬁnity). Let f2 be a holomorphic cuspidal eigenform or a Maass cuspidal eigenform
of weight ν2 for the full modular group, let D(s, f2) denote the associated Dirichlet series and let
L(s, f2) be its associated complete L-function. If f2 is a Maass form we will assume that f2 = f1 and
that the parity of f2 is even. By the remarks on Selberg’s eigenvalue conjecture made immediately
after Corollary 2.2 we may as well assume that Re(ν1) = 1/2, in particular, that ν1 is not an integer,
so we can be sure in what follows that Theorem 2.1 deﬁnitely applies. If ρ is a (non-trivial) zero of
L(s, f i), i = 1,2, we denote by mρ its multiplicity. For i = 1,2, we let Si be the set
Si =
{
(ρ,mρ)
∣∣ L(ρ, f i) = 0}.
Let |S| denote the cardinality of a set S .
Theorem 8.1.With notation as above
|S2 \ S1| = ∞,
i.e., the quotient L(s, f1)L(s, f2) has inﬁnitely many poles in the critical strip.
Let A0n,Q denote the set of unitary cuspidal automorphic representations of GLn(AQ). Let A0Q =⋃∞
n=1 A0n,Q . We will denote by D(s,π) the Dirichlet series corresponding to a unitary cuspidal au-
tomorphic representation π . We will assume that the corresponding complete L-function L(s,π)
satisﬁes the usual functional equation under s → 1 − s. We will further assume that the Dirichlet
series are normalised so that the ﬁrst coeﬃcient a1(π) is 1. Apart from Theorem 2.1 of this paper we
will use a theorem of Kaczorowski, Molteni and Perelli (see the theorem on p. 2 of [KMP06] and also
Theorem 1.1 of [Rag09] for a different proof) which we state below.
Theorem 8.2. Let
L0Q =
{
D(s,π)
∣∣ π ∈ A0Q}.
The elements of L0
Q
are algebraically independent over the complex numbers.
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or A02,Q . Recall that if f is a cuspidal eigenform (on the upper half-plane), it gives rise to a unitary
cuspidal automorphic representation π f in A02,Q and D(s,π f ) = D(s, f ). If f is a Maass eigenform or
a holomorphic modular eigenform but is not cuspidal, then we can write D(s, f ) as a product of two
cuspidal automorphic Dirichlet series associated to elements in A01,Q .
If f2 is a holomorphic cusp form (resp. Maass cusp form of even parity) we choose a holomorphic
modular eigenform (resp. Maass eigenform) f3 = f2 of the same weight ν2 as f2, and with a1( f3) = 1.
If f2 is a Maass form, we further choose f3 with even parity. Note that we do not require that f3 be
a cusp form. Since f2 is a holomorphic cusp form (resp. a Maass cusp form of even parity) and the
space of holomorphic cusp forms (resp. Maass cusp forms of even parity) of a given weight ν2 is of
codimension one in the space of all holomorphic modular forms (resp. Maass forms of even parity)
of weight ν2, such a holomorphic modular eigenform (resp. Maass eigenform) f3 = f2 can always
be found. We will assume, as before, that the L-function L(s, f3) is normalised so that it satisﬁes a
functional equation under s → 1− s. We consider the quotient
D(s) = D(s, f3)D(s, f1)
D(s, f2)
and set L(s) = Gν1,ε1(s)D(s), where ε1 is the parity of f1. Because the weights of f2 and f3 are the
same (and f2 and f3 have the same parity if they are Maass forms), we can check that L(s, f3) and
L(s, f2) have the same archimedean factors. Hence,
L(s) = L(s, f3) L(s, f1)
L(s, f2)
.
It is now clear that L(s) satisﬁes a functional equation of the form (2.2). If we assume that L(s) has a
ﬁnite number of poles, then it is easy to check that L(s) satisﬁes the growth equation (2.3) in lacunary
vertical strips (being a quotient of L-functions of ﬁnite order). Thus D(s) satisﬁes all the hypotheses
of Theorem 2.1, and hence D(s) = D(s, f ), for some Maass form f of the same weight ν1 as f1. Since
the eigenforms constitute a basis for the space of Maass forms of weight ν1, we can write
D(s, f3)
D(s, f1)
D(s, f2)
=
m∑
j=1
c j D(s, g j), (8.1)
where the g j , 1 j m, are distinct Maass eigenforms of weight ν1. All the L-functions appearing in
(8.1) are either cuspidal automorphic Dirichlet series D(s,π) with π in A02,Q or the product of two
Dirichlet series D(s,π1)D(s,π2) with π1 and π2 in A01,Q . Note that c j = 0 for at least one j between
1 and m, otherwise the left-hand side of (8.1) becomes identically zero, contrary to hypothesis (the
ﬁrst coeﬃcient of the Dirichlet series on the left-hand side is 1). Thus, without loss of generality we
may assume that c j = 0 for all 1 j m. We multiply both sides of (8.1) by D(s, f2) to obtain
D(s, f3)D(s, f1) =
m∑
j=1
c j D(s, g j)D(s, f2). (8.2)
Recall that D(s, f3) is either a cuspidal automorphic Dirichlet series or a product of two such series,
both arising from representations in A01,Q . Note that since D(s, f2) = D(s, f1), D(s, f3), Theorem 8.2
gives D(s, g j)D(s, f2) = D(s, f3)D(s, f1), for any 1 j m. In fact, this follows immediately from the
(weaker) multiplicative independence of the elements of L0
Q
, a result already established by Jacquet
and Shalika in Section 4.2 of [JS81]. Likewise, since the g j , 1 j m are distinct Maass eigenforms,
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of the form D(s, g j)D(s, f2) on the right-hand side which do not occur in the left-hand side. But this
means that (8.2) constitutes a (non-trivial) polynomial relation between the elements of L0
Q
, which
contradicts Theorem 8.2. Thus, L(s) must have inﬁnitely many poles. Since the L-functions L(s, f2)
and L(s, f3) have the same archimedean factors by choice, they necessarily have the same trivial
zeros. Hence, all the (inﬁnitely many) poles of L(s) necessarily arise from the non-trivial zeros of
L(s, f2) and the poles of L(s, f3). But L(s, f3) has at most four poles, being the L-function of either a
holomorphic modular form or a Maass form. Thus, inﬁnitely many poles of L(s) must arise from the
non-trivial zeros of L(s, f2), which shows that |S2 \ S1| = ∞ and that the quotient L(s, f1)/L(s, f2)
must have inﬁnitely many poles in the critical strip. This completes the proof of Theorem 8.1.
References
[Boc51] S. Bochner, Some properties of modular relations, Ann. of Math. (2) 53 (1951) 332–363.
[Bum97] Daniel Bump, Automorphic Forms and Representations, Cambridge Stud. Adv. Math., vol. 55, Cambridge University
Press, Cambridge, 1997.
[CKPSS01] J.W. Cogdell, H.H. Kim, I.I. Piatetski-Shapiro, F. Shahidi, On lifting from classical groups to GLN , Publ. Math. Inst.
Hautes Études Sci. 93 (2001) 5–30.
[CPS94] J.W. Cogdell, I.I. Piatetski-Shapiro, Converse theorems for GLn , Publ. Math. Inst. Hautes Études Sci. 79 (1994) 157–214.
[CPS99] J.W. Cogdell, I.I. Piatetski-Shapiro, Converse theorems for GLn . II, J. Reine Angew. Math. 507 (1999) 165–188.
[Has99] Abdulkadir Hassen, Log-polynomial period functions for Hecke groups, Ramanujan J. 3 (2) (1999) 119–151.
[Hec36] E. Hecke, Über die Bestimmung Dirichletscher Reihen durch ihre Funktionalgleichung, Math. Ann. 112 (1936) 664–
699.
[JL70] H. Jacquet, R.P. Langlands, Automorphic Forms on GL(2), Lecture Notes in Math., vol. 114, Springer-Verlag, Berlin,
1970.
[JS81] H. Jacquet, J.A. Shalika, On Euler products and the classiﬁcation of automorphic forms. II, Amer. J. Math. 103 (4)
(1981) 777–815.
[KMP06] Jerzy Kaczorowski, Giuseppe Molteni, Alberto Perelli, Linear independence of L-functions, Forum Math. 18 (1) (2006)
1–7.
[Kno94] Marvin I. Knopp, On Dirichlet series satisfying Riemann’s functional equation, Invent. Math. 117 (3) (1994) 361–372.
[Li81] Wen Ch’ing Winnie Li, On converse theorems for GL(2) and GL(1), Amer. J. Math. 103 (5) (1981) 851–885.
[LZ01] J. Lewis, D. Zagier, Period functions for Maass wave forms. I, Ann. of Math. (2) 153 (1) (2001) 191–258.
[Maa49] Hans Maass, Über eine neue Art von nichtanalytischen automorphen Funktionen und die Bestimmung Dirichletscher
Reihen durch Funktionalgleichungen, Math. Ann. 121 (1949) 141–183.
[Rag98] Ravi Raghunathan, A converse theorem for Dirichlet series with poles, C. R. Acad. Sci. Paris Sér. I Math. 327 (3) (1998)
231–235.
[Rag99] Ravi Raghunathan, A comparison of zeros of L-functions, Math. Res. Lett. 6 (2) (1999) 155–167.
[Rag01] Ravi Raghunathan, A converse theorem for Dirichlet series with poles, in: Cohomology of Arithmetic Groups, L-
Functions and Automorphic Forms, Mumbai, 1998/1999, in: Tata Inst. Fund. Res. Stud. Math., vol. 15, Tata Inst. Fund.
Res., Bombay, 2001, pp. 127–142.
[Rag07] Ravi Raghunathan, Hecke operators and poles of L-functions, preprint, 2007.
[Rag09] Ravi Raghunathan, On the algebraic independence of cuspidal automorphic L-functions, preprint, 2009.
[Sel65] Atle Selberg, On the estimation of Fourier coeﬃcients of modular forms, in: Proc. Sympos. Pure Math., vol. VIII, Amer.
Math. Soc., Providence, RI, 1965, pp. 1–15.
[Wei67] André Weil, Über die Bestimmung Dirichletscher Reihen durch Funktionalgleichungen, Math. Ann. 168 (1967) 149–
156.
[Wei91] R. Weissauer, Der Heckesche Umkehrsatz, Abh. Math. Sem. Univ. Hamburg 61 (1991) 83–119.
