Abstract-This paper presents a preamble-based low complexity synchronization method for MB-OFDM based UWB systems. The proposed synchronization method consists of sync detection, coarse timing estimation, fine timing estimation, and oscillator frequency offset estimation. The distinctive features of MB-OFDM systems and the interplay between the timing and carrier frequency hopping at the receiver are judiciously incorporated in the proposed synchronization method. We also derive the probability density functions (pdfs) of the delays of the UWB channel paths which are used in optimizing our synchronization method. These pdfs are also useful in evaluating or optimizing the energy capture of other UWB systems. The effectiveness of our proposed synchronization method and optimization criteria are confirmed by computer simulation results.
I. INTRODUCTION
One of the promising ultra-wide band (UWB) technologies is multi-band orthogonal frequency division multiplexing (MB-OFDM) [1] which has been proposed for the IEEE 802.15.3a standard [3] . OFDM is a relatively mature technology and has been adopted in digital broadcasting, wireless LAN and MAN standards. OFDM has several advantages such as low complexity equalization in dispersive channels and the spectral scalability/adaptability. However, OFDM has some disadvantages such as larger susceptibility to nonlinear distortion at the transmit power amplifier [4] and larger sensitivity to synchronization errors [5] - [6] . The application of OFDM technology in UWB systems requires a high performance synchronization method, while UWB systems demand a low complexity approach.
There exist several preamble-based synchronization methods (see [7] - [14] and references therein) for regular OFDM systems. However, as recently reported in [15] , MB-OFDM systems possess distinctive features which do not exist in regular OFDM systems. Utilizing these features, [15] presented best linear unbiased estimation (BLUE) based oscillator frequency offset (OFO) estimators for MB-OFDM systems.
In this paper, we present a synchronization method for MB-OFDM systems based on the preamble of the IEEE 802.15.3a proposal. The proposed synchronization method consists of sync detection, coarse timing estimation, fine timing estimation and OFO estimation. In our synchronization design, we utilize the distinctive features of MB-OFDM systems and take into account the interplay between the timing and carrier frequency hopping at the receiver as well as complexity saving. We also derive the probability density functions (pdf) of the channel path delays of the IEEE 802.15 UWB channel model in [16] . Utilizing these pdfs, we present how to optimize the synchronization parameters. Note that these pdfs are also useful in evaluating or optimizing the energy capture of other UWB systems (e.g., [17] ).
The rest of this paper is organized as follows. Section II describes the signal and channel models. The proposed synchronization method is presented in Section III and the synchronization parameter optimization is described in Section IV. Simulation results and discussions are provided in Section V and the paper is concluded in Section VI.
II. SIGNAL AND CHANNEL MODELS
In the MB-OFDM-based UWB system [3] , the carrier frequency is hopped within a pre-defined set of carrier frequencies {f q } (corresponding to disjoint frequency bands) from symbol to symbol, according to a time-frequency code. The MB-OFDM system from [3] has 4 different preamble patterns (for 4 pico-nets), each associated with a different time-frequency code. Each preamble pattern is constructed by successively repeating a time-domain preamble sequence (symbol) over 21 periods. The preamble structure in each of the three different bands are shown in Fig. 1 for the pattern 1 (see [15] [3] for other patterns).
In the MB-OFDM-based system from [3] , zero-padded guard intervals (N pre prefix and N suf suffix zero samples; N g = N pre +N suf ; M 0 = N + N g ) are used instead of the conventional cyclic prefix guard interval. Denote the low-passequivalent time-domain samples (sampled at N/T = 1/T s , N times the sub-carrier spacing) transmitted in the q-th frequency band by {s q (k)}. During the m-th symbol interval, i.e.,
, {s q (k)} can be all zeros if no signal is transmitted in the q-th band.
The IEEE 802.15.3a UWB RF channel model described in [16] is given by
where T l , τ k,l , and X are random variables representing the delay of the l-th cluster, the delay (relative to the l-th cluster arrival time) of the k-th multipath component of the l-th cluster, and the log-normal shadowing, respectively. α k,l are log-normal the multipath gain coefficients with
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Details of the channel models are referred to in [16] . In this paper, we consider a low-pass-equivalent system that absorbs the carrier-frequency hopping into the channel impulse response (CIR). The sample-spaced low-pass-equivalent CIR for the q-th band is given by
where the effect of the combined transmit and receive filter with the impulse response p(t) has been included in the CIR and t 0 is a delay for the causality. Define {t
. . , N − 1} denotes the time-domain sample index set corresponding to the l-th non-zero preamble symbol period in the q-th band with N ≤ N ≤ N + N pre . L q is the number of nonzero preamble symbols in the q-th band and depends on the preamble pattern and the band index q. Let {x q (k)} denote the low-pass-equivalent time-domain channel output signal samples corresponding to the q-th band. Then the corresponding low-pass-equivalent time-domain received samples {r q (t q l (i))} in the q-th band can be expressed as
where ϕ is an arbitrary carrier phase, {n(t q l (i))} are zero-mean independent and identically distributed circularlysymmetric complex Gaussian noise samples with variance 
III. PROPOSED SYNCHRONIZATION METHOD
In this paper, we consider three tasks -sync detection, timing offset estimation and OFO estimation for the packetbased MB-OFDM system in [3] . Since the preambles in [3] possess periodicity due to identical OFDM symbols, we utilize this periodicity and develop a low complexity synchronization method while taking into account the distinctive features of the MB-OFDM system. We assume that the receiver knows what preamble the transmitter uses but not the OFO and the arrival time of the preamble.
The whole interval of the 21 preamble symbols with the sample index set {t q l (i)} is divided into three disjoint parts -part-a, part-b, and part-c -with the corresponding sample index sets {t 
Define the correlation term with a correlation distance d x (m) between non-zero received preamble symbols within part-x in the q-th band as
where k t is the reference timing index. During part-a, where the sync detection and coarse timing estimation are performed, the receiver carrier frequency hopping is not performed. During the remaining parts, the receiver carrier frequency is hopped according to the preamble pattern. The fine timing estimation is based on the received preamble symbols within part-b while the OFO (and also channel) estimation is based on both part-b and part-c. The reason for the use of only part-b for the fine timing estimation is to allow processing time so that timing adjustment (for frequency hopping instants) based on the fine timing estimation can be made at the end of the preamble.
A. Sync Detection and Coarse Timing Estimation
The receiver's carrier frequency is initially set to the one that corresponds to the first preamble symbol, and denote the corresponding band index byq. During the sync detection process, receiver carrier frequency hopping is not performed. Denote the corresponding low-pass equivalent received samples by {r(k)}. The initial part of {r(k)} contains noise-only samples followed by the beginning of the received preamble. The number of the initial noise-only samples is a random variable depending on the arrival time of the preamble and the receiver's sync detection window timing. We use the first two preamble symbols in theqth band to detect the arrival of the preamble. Then the sync detection metric is given by
For complexity reduction and energy saving, the computation of M(k) is performed only at k = 0, ∆, 2∆, . . . , where ∆ (an integer) is a design parameter. Once M(k) becomes larger than a pre-defined threshold M SD , say at k = k SD , the receiver decides that the preamble has been detected and starts finding the coarse timing point as follows:
where W 1 is the length of the window within which the coarse timing point is searched for and can be set to M 0 . A lower complexity version of the above coarse timing estimator can be implemented by finding the maximum point, say
. . , and then the maximum point of the metric values at
Based on the coarse timing point, the receiver determines at what time instant it should hop the carrier frequency to demodulate the rest of the preamble. The probability of missed detection and false alarm for a given M SD is derived in Appendix B.
B. Fine Timing Offset Estimation
The fine timing estimation is given by
where the trial fine timing points consist of the coarse timing point, W 2 sample points before and W 3 sample points after the coarse timing point. Note that although more correlation terms can be included in the fine timing estimation, for low complexity implementation we just use the correlation terms with the correlation distance d b (1) . The correlation window length N of each preamble symbol will be optimized to achieve better timing estimation.
C. OFO Estimation
We adopt the OFO estimator from [15] which is based on the BLUE principle and the correlations among the nonzero received preamble symbols within the same band. The differences are as follows. In [15] the OFO estimator utilizes all preamble symbols, while in this paper the OFO estimator is based only on part-b and part-c allowing processing time and resources for sync detection and coarse timing estimation. Furthermore, the correlation window length for each preamble symbol is fixed at N samples in [15] but is set to N in this paper which will be optimized for better estimation performance.
The OFO estimator is given by
where
with ω q (m) being the m-th component of the weighting vector
In (13), C θq is the covariance matrix of {θ q (m) : m = 1, . . . , H q } and 1 denotes the all-one column vector, whose size should be apparent from the expression. H q is the design parameter of the BLUE method for the q-th band. Two approaches (Methods A and B) for the calculation of {C θq } are given in [15] . Due to different window length in this paper, the covariance matrices {C θq } become slightly different from those in [15] . For example, for preamble pattern 1 or 2, denoting the number of non-zero preamble symbols within the combined part-b and part-c in the qth band byL q , and applying Method A, we obtain
and applying Method B gives
where E x,q (N ) is the received preamble symbol energy contained in N samples in the qth band. The estimator in (10) can be implemented as
where the estimate of E x,q (N ) is calculated as
and
IV. OPTIMIZING THE CORRELATION WINDOW LENGTHS
We consider the combined interval of N suf zero-amplitude suffix samples from the ith symbol and N pre zero-amplitude prefix samples from the i + 1th symbol as the N pre zeroamplitude suffix samples from the ith symbol and N suf zeroamplitude prefix samples from the (i+1)th symbol. We assume that the maximum channel dispersion is N pre = 32 samples, and the interval of the N suf = 5 prefix samples is reserved for switching the carrier frequency. Hence, the considered correlation window length range is [N, N +N pre ] = [128, 160]. Then for a given channel output signal {x 1 (k)}, β(i, T 1 , N ) are independent complex Gaussian random variables with
A. Window Length for Timing Estimation
Then we use the following criterion to design the correlation window length N t for timing estimation
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B. Window Length for OFO Estimation
We use the BLUE variance of the CFO estimation to optimize the window length for our OFO estimator. We can simply consider the BLUE variance in the qth band given by
where C θq|N is given in (14) . Then the best window length N f for our OFO estimator is determined by
V. SIMULATION RESULTS AND DISCUSSIONS
We use the simulation parameters as specified in [3] : N = 128, N pre = 32, N suf = 5, N g = 37, carrier frequencies f 1 = 3432 MHz, f 2 = 3960 MHz, f 3 = 4488 MHz, the sub-carrier spacing 1/T = 4.125 MHz, and preamble pattern 1.
1 The normalized OFO v is set to 0.02. The channel model CM-2 with L h = 6 and K = 6 is adopted. p(t) is a spectral raised cosine pulse with a filter span of [−5T s , 5T s ] and t 0 = 5T s . The parameters of the synchronization method used are
, and H q = 2. Fig. 2 shows the proposed metric of the timing correlation window length design. For all SNRs of 5, 10, and 15 dB, the timing correlation window length of N = 132 gives the best design metric. The metric differences are very small for 128 ≤ N ≤ 136, but become significant as N increases further. The design results are insensitive to SNR values. The simulation results of the fine timing estimation obtained with different window lengths are plotted in Fig. 3 in terms of the mean and the variance of the timing offset estimate. The mean of the timing offset estimate 2 depends on the correlation window length which can be ascribed to the different energy captures of different window sizes. The timing offset estimation variances of different window sizes match very well with our design metric in Fig. 2 .
The design metric (BLUE variance) of the CFO correlation window length is shown in Fig. 4 . The plots for different SNR values are normalized and scaled by SNR 1/100 for convenience in presentation. The results in the left figure are obtained with a fixed timing point at k ref while those in the right figure correspond to using the best timing point which gives the smallest BLUE variance for each correlation window length. The minimum BLUE variances for SNR of 5, 10, and 15 dB are achieved at N = 141, 143, and 144, respectively in the left figure, and at N = 135, 138, and 139, in the right figure. The larger SNR tends to yield a slightly larger N . However, it should be mentioned that the BLUE variance differences of different N are extremely small, and hence in practice a smaller fixed N (say 132 which is the same as the correlation window length for timing) may be used for all SNR which has slightly lower complexity than N values with minimum BLUE variance. In Fig. 5 , we present simulation results for the OFO estimation MSEs obtained with different N values. Different window sizes give virtually the same MSE performance. Hence, using the best timing correlation window length for the CFO correlation window length is a good design choice. 
VI. CONCLUSIONS
We have presented a low complexity synchronization method for MB-OFDM based UWB systems which utilizes the distinctive features of MB-OFDM systems and takes into account the interplay between the timing and carrier frequency hopping at the receiver. We have derived the probability density functions (pdfs) of the delay of the UWB channel paths which are used in optimizing our synchronization method. These pdfs are also useful in evaluating or optimizing the energy capture of other UWB systems. The timing estimation performance is more sensitive to the correlation window length than the frequency offset estimation. Hence, although the best correlation window lengths for timing and frequency offset estimation are not the same, we may use the same correlation window length designed for the timing estimation when performing both tasks. The simulation results corroborate the effectiveness of our proposed synchronization method and optimization criteria.
APPENDIX A: AVERAGE ENERGY-CAPTURE There is no difference of average energy capture within the same window length among different bands, and hence for simplicity we drop the band index q in the following. Let L denote the maximum length of the sample-spaced CIR vector and h denote the length L × 1 CIR vector. Depending on the actual length of each channel realization, h may contain some zero samples. Then the energy of the N × 1 channel output vector x can be given by
where S is the N ×L transmitted signal matrix with [S] k,l = s(k − l) and C h is the covariance matrix of h. For simplicity in the design, we assume that
where we have used the statistical independence among α k,l (T l , τ k,l ). The required joint probability density function (pdf) of T l and τ k,l is pursued below in a more general framework of the pdf of the delay Z k,l
for the k-th ray of the l-th cluster of the UWB channel.
Note that Z k,l can be expressed as the sum of inter-arrival times of the first l clusters and the first k rays. Since interarrival times of the UWB channel paths are independent, Z k,l is the sum of (l + k − 2) independent exponential random variables. From the characteristic function of Z k,l , we obtain the pdf of Z k,l as
Λ and λ are the cluster arrival rate and the ray arrival rate, respectively, and u(·) is the unit step function.
Since {T l } and {τ k,l } are independent, we have
where the pdfs of T l and τ k,l are related to the pdf of Z k,l as
Substituting (27)-(32) and (2) into (26) gives
which can be numerically evaluated. Then from (25) we immediately obtain E x (N ). We normalize {δ 
where µ = E x (N ) and σ 4 Detailed steps are skipped due to space limitation.
where σ
Then the probability of false alarm P F A and the probability of missed detection P MD for a given τ = M SD can be expressed as
Note that the exact pdf of E (the channel output preamble symbol energy) for the UWB channel model in [16] is intractable, but it can be well approximated by a Gamma pdf as given in (39) This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the ICC 2007 proceedings.
