This paper presents a high-order discontinuous Galerkin (DG) method for three-dimensional turbulent flows. As an extension of our previous work, the paper further investigates the incorporation of a modified Spalart-and-Allmaras (SA) turbulence model with the Reynolds Averaged Navier-Stokes (RANS) equations that are both discretized using a modal discontinuous Galerkin approach. The resulting system of equations, describing the conservative flow fields as well as the turbulence variable, is solved implicitly by an approximate Newton approach with a local time-stepping method to alleviate the initial transient effects. In the context of high-order methods, curved surface mesh is generated through the use of a CAPRI mesh parameterization tool, followed by a linear elasticity solver to determine the interior mesh deformations. The requirements for the wall coordinate and viscous stretching factor used for viscous mesh generation are studied on a twodimensional turbulent flow case. It has been concluded that, for attached turbulent flows, the conventional parameters often used in low-order methods can be somewhat less stringent when a higher-order method is considered. Several other numerical examples including a direct numerical simulation of the Taylor-Green vortex and turbulent flow over an ONERA M6 wing are considered to assess the solution accuracy and to show the performance of high-order DG methods in capturing transitional and turbulent flow phenomena.
I. Introduction
Despite the current dominance of second-order accurate methods in computational fluid dynamics (CFD), challenges persist in the accurate numerical simulation for problems with a broad spectrum of dynamic scales, such as areas of the large-eddy and direct numerical simulation of turbulence, fluid and structure interactions, and aeroacoustics. In computational aeroacoustics as an example, the scales of unsteady fluctuations vary over many orders of magnitude, making it impossible to accurately resolve the smallest scales on a reasonable computer. The prevailing approach for obtaining engineering solutions is to model the small-scale fluctuations using a wall model while attempting to capture the larger scales directly using locally very fine mesh spacing. Unfortunately, sufficient resolution of these flow features using a second-order accurate method requires meshes that often exceed 100 million mesh points for even simple configurations. To offset the severe computational limitations, many high-order (greater than second-order) formulations [1] [2] [3] [4] [5] [6] [7] [8] [9] have been developed and investigated. The high-order spatial discretizations resolve enhanced flow features within each element using high-order polynomial basis functions, and hence, potentially significant advances and dramatic reduction on mesh sizes can be achieved. Because the stencils remain compact, these approaches become especially beneficial in parallel computing environments. In our previous work, we have focused on the development of the high-order methods, particularly discontinuous Galerkin (DG) 4, 8 and stabilized upwind Petrov-Galerkin 5, 10 discretizations, for flow problems in inviscid, laminar and turbulent regimes. The present research efforts continue in the development of the DG methods, while the emphasis is placed on the application of three-dimensional turbulent flows with curved surface mesh representations.
To numerically solve turbulent flow problems, the Reynolds Averaged Navier-Stokes (RANS) equations coupled with the one-equation of a modified Spalart and Allmaras (SA) turbulence model 7, 11, 12 are considered. The DG discretizations of the convective and viscous fluxes are carried out through the implementation of a Riemann flux function and a symmetric interior penalty (SIP) method 8, 13, 14 respectively. The SIP method does not require an auxiliary variable in the discretization of the viscous flux terms (i.e. second derivatives) and is capable of maintaining
II. Governing Equations
The compressible Reynolds Averaged Navier-Stokes equations coupled with the one equation of the modified Spalart and Allamars turbulence model 7, 11 can be written in the following conservative form:
where Ω is a bounded domain. The vector of conservative flow variables U, the inviscid and viscous Cartesian flux vectors, F e and F v , are defined by:
, F 
where the notations ρ , p, and E denote the fluid density, pressure and specific total energy per unit mass, respectively. u = (u, v, w) represents the Cartesian velocity vector andṽ represents the turbulence working variable in the modified SA model. The pressure p is determined by the equation of state for an ideal gas,
where γ is defined as the ratio of specific heats, which is 1.4 for air. τ represents the fluid viscous stress tensor and is defined, for a Newtonian fluid, as,
where δ i j is the Kronecker delta and subscripts i, j, k refer to the Cartesian coordinate components for x = (x, y, z). µ refers to the fluid dynamic viscosity and is obtained via the Sutherland's law. µ T denotes the turbulence eddy viscosity, which is obtained by:
The source term, S, in Eq. (1) has zero components for the continunity, momentum and energy equations, and takes the following form for the turbulence model equation: 7, 11 S T = c b1S µψ − c w1 ρ f w (
where ν denotes kinematic viscosity that is the ratio of dynamic viscosity to density, µ/ρ. It should be noted that the last term appearing in Eq. (7) results from applying the incompressible form of the SA turbulence model to a compressible form. For problems of low Mach number flow without shocks, the last term will not act as a major term in the turbulence model. The parameters for the production and destruction components of the modified SA turbulence model are given asS
and r = νψ
respectively. − → ω denotes the vorticity vector, ∇ × u. The notation d refers to distance to the nearest wall at a specific location and is computed to account for the curvature of the actual boundaries. The parameter ψ in the equations is designed to remove the effects of a negative turbulence working variable on the robustness of the turbulence model as it is discretized by a high-order spatial discretization scheme. This parameter is given by:
The parameter ψ is designed to become zero as the turbulence working variable goes negative, thereby turning off the production, destruction, and dissipation terms to prevent instabilities. The constants in the modified SA model to close the main flow equations are given as: c b1 = 0.1355, σ = 2/3, c b2 = 0.622, κ T = 0.41, c w1 = c b1 /κ 2 T + (1 + c b2 )/σ, c w2 = 0.3, c w3 = 2 c v1 = 7.1, c v2 = 0.7 and c v3 = 0.9. κ and T denote the thermal conductivity and temperature, respectively, and are related to the total energy and velocity as,
where Pr and Pr T are the Prandtl and turbulent Prandtl numbers that are set to be 0.72 and 0.9 respectively. In the case of a direct numerical simulation, the governing equations reduce to the compressible Navier-Stokes equations, where the turbulence model equation is deactivated and the turbulence eddy viscosity, µ T , in the fluid viscous stress tensor and the thermal conduction term vanishes. For the purpose of the DG discretization, we rewrite the Cartesian viscous fluxes in the following equivalent form:
where the matrices G i j (U) are determined by
v /∂(∂U/∂x j ) for j = 1, 2 and 3 so that they are purely dependent on the conservative flow variables.
III. Discretizations A. Spatial discretization
The computational domain Ω is partitioned into a tessellation of non-overlapping tetrahedral elements such that Ω = S k Ω k , where Ω k refers to the volume of an element k in the computational mesh. The discontinuous Galerkin finite-element approximation is expanded as a truncated series of basis functions, 24 {φ j , j = 1, · · · , M}, and solution coefficients as,
The full system of equations, including the main flow (i.e. continuity, momentum and energy) equations and the modified SA turbulence model equation, is discretized using a discontinuous Galerkin method. The DG discretization is formulated into a weak statement of the governing equations, by multiplying Eq. (1) by a set of test functions, with the maximum polynomial order of p, and integrating within each element, e.g. k, as:
Integrating this equation by parts and implementing the symmetric interior penalty method 3, 14 for the viscous fluxes yields the following weak formulation,
where the unit normal vector n is outward to the boundary. 
The sixth and the ninth integrals in Eq. (17) are referred to as penalty terms, where the penalty parameter ϑ is explicitly evaluated by the element geometry and the order of discretization, 14, 26 given by:
where D represents the space dimensions; V k and S k represent the volume and surface of elements k ± which share the interface. The boundary conditions on ∂Ω are imposed weakly by constructing a boundary state, denoted by U b . At solid walls, an adiabatic wall with no-slip boundary condition is imposed, which yields ∇T · n = 0 and U b = (U 1 , 0, 0, 0, U 5 , 0), and thus the component of the boundary viscous fluxes, F b v , associated with the energy equation vanishes. The set of the discretized equations is solved in modal space and the integrals are evaluated using Gaussian quadrature rules, 24 which are exact for polynomial degree 2p in volume integrals and for polynomial degree 2p + 1 in surface integrals. 27, 28 Because the set of basis functions is defined in a master elementΩ spanning between {0 < ξ, η, ζ < 1}, a coordinate mapping from the reference to a physical element is required for the computation of the first-order derivatives, solution gradients and integrals appearing in Eq. (17) . The reference-to-physical transformation and the corresponding Jacobian J k associated with each element k are given by: 
wherex k represents the element-wise geometric mapping coefficients. Due to the viscous problems considered in the present work that are possibly associated with high Reynolds number flows, high-order curved elements are generally employed not only on the physical boundaries 29 but also in the interior regions, particularly in the viscous boundary layer. In such circumstances, the higher-order modes (p > 1) of the geometric mapping coefficients are used to determine the non-linear mapping and are obtained by the extra information at quadrature points within each element, as:x
wherex p k = {x c k , x q k } refers to the coordinates of physical points in the element k, consisting of the element vertices x c k as well as additional quadrature points x q k . Φ denotes the projection mapping matrix which is constituted by the basis functions evaluated at the aforementioned physical points in the master element (ξ p k ←x p k ). The additional surface points are created using the CAPRI parametric mesh respresention. 21, 22 To accommodate the properly curved surface elements, interior elements in the boundary layer must be deformed to avoid the generation of negative volumes. Therefore, the current work utilizes a mesh movement strategy based on a linear elasticity theory 20 to compute the deformation of the interior mesh points as well as that of the additional nodes for high-order finite-element meshes.
B. Time-integration scheme
For time-dependent flows, the temporal scales are resolved using a second-order backward difference formula (BDF2). 4 We rewrite the weighted form of the discretized equations in the following ordinary differential equation form,
where R represents the discretized spatial residual (including both inviscid and viscous terms) and M denotes the mass matrix. Then, the time advancement is performed using the BDF2 temporal scheme, written as:
where R n+1 e represents the unsteady flow residual at time step n+1. The implicit system is solved using an approximate Newton method, 4 where the flow Jacobian matrix is decomposed with element-based diagonal and off-diagonal block components. The linearized system is solved via a multigrid approach, 2,4,16 driven by a linearized element GaussSeidel smoother or an ILU(k) preconditioned GMRES approach. 17, 30 For steady state problems, the time-dependent term in Eq. (22) vanishes and a local time-stepping method is incorporated to alleviate the stiffness of the system in the initial stages of the calculation. The size of the local time step is determined by a gradually increasing CFL number, typically ranging from 1 to 200. The addition of the local time stepping term has been found to be exclusively important to the calculations of turbulent flows and to be essential to the robustness of the flow solver in turbulence regimes. In addition, the high-order flow solver operates on parallel computers using the standard MPI message-passing library 31 and the mesh is partitioned based on the METIS mesh partitioner. 32 
IV. Mesh Movement Strategy
For second-order accurate schemes commonly used to solve the Navier-Stokes equations, the surface of the geometry is typically represented by a series of linear elements. To achieve higher-order accuracy, this simple representation must be replaced with one that has increased fidelity to properly account for surface curvature. To this end, an interface has been developed for incorporating CAPRI 21 into the geometry libraries of the UTC (University of Tennessee at Chattanooga) SimCenter to allow communication with CAD software. 22 While this interface had been originally developed for purposes of design optimization, it is used in the present context for placing additional nodes or quadrature points onto the actual surface geometry as defined by the CAD definition.
As boundary elements are curved to conform to the original geometry configuration, collapsed elements are likely to be generated, particularly when highly stretched elements are applied in the viscous boundary layer. As the Reynolds number increases, the aspect ratio of the elements in the near-wall regions increases. In this context, a robust mesh movement strategy must be employed to accommodate the projection of the surface meshes for two-or three-dimensional geometries. Here exclusive use is made of a modified linear elasticity theory, 20, 33, 34 which assumes that the computational mesh obeys the isotropic linear elasticity relations, taken in the following form:
where δ = (δ x , δ y , δ z ) denotes the nodal displacement vector in the Cartesian coordinate directions and the coefficients, d i j , are defined as follows, (25) where E represents Young's modulus that is taken as inversely proportional to the distance from the closest wall. The notation υ denotes Poisson's ratio, which is set to be 0.3. It is noted that the nodal displacement vector should also include the perturbations at the additional quadrature points for high-order finite-element meshes. Moreover, the perturbations at the interior mesh points as well as quadrature points are solved with Dirichlet boundary conditions, specified at the surface nodes and surface quadrature points. The linear elasticity equations are solved by a GMRES algorithm with ILU(k) preconditioning.
The mesh movement strategy employed in the current work is adequate to obtain valid high-order finite-element meshes with high-aspect ratio elements in two dimensions. For a computational mesh in three dimensions, the specified perturbations at the deformed boundaries are realized with a sequence of small steps such that the strains or deformations in each linear elasticity problem become small. In addition, our previous research 5 shows that the use of a quadratic (p = 2) finite-element mesh guarantees that the optimal error convergence rate for high-order schemes can be achieved without influence from utilizing a curved interior mesh. Therefore, in this paper, we first use the linear elasticity solver to determine the interior perturbations as a quadratic mesh. Then, the quadratic mesh would be used for a high-order DG scheme (p ≥ 2) for solution approximations. Also, it should be noted that in the mesh movement process for three-dimensional highly stretched elements, difficulties may be encountered at critical surface areas, such as places having sharp and large curvatures. In the current results that will be discussed in Section V.C, a few elements near the trailing edge on the tip of the ONERA M6 wing have negative Jacobians and the surface in this area is therefore held fixed to that corresponding to linear elements. Further research has been undergoing to make the linear elasticity solver perform more robustly.
V. Numerical Results
In this section, we present several steady and unsteady turbulent flow cases to examine the requirements for key mesh parameters, such as the wall coordinate and viscous stretching factor for high-order accurate methods, and to demonstrate the performance of the present DG schemes for capturing transitional and turbulent flow features.
A. Turbulent flow over a NACA0012 airfoil
The first example considers turbulent flow over a NACA0012 airfoil at a free-stream Mach number of 0.15, 0 degree angle of attack and a Reynolds number of 6,000,000. This test case aims to provide some guidelines for higher-order methods (p > 1) in selecting key parameters used in the viscous mesh generation. Particularly, the wall coordinate (y + ) and the stretching factor (β) in the viscous boundary layer are investigated for various orders of the DG schemes ranging from third to fifth-order of accuracy. The conventional setting for these parameters in lower-order methods suggests a wall coordinate of 1 for placing the closest point to the wall and a stretching factor of 1.15 for the viscous mesh near boundary to be stretched. However, due to the fact that higher-order methods provide additional resolution within each element by increasing the orders of polynomial basis functions, this setting may lead to excessive mesh points in the viscous boundary layer. The numerical simulation is conducted in the following using various orders of the DG discretizations ranging from p = 2 to p = 4. The two-dimensional meshes employed in this example are generated based on an advancing front algorithm 35 and the airfoil surface is represented by high-order polynomial functions with non-slip and adiabatic boundary conditions. The convective flux is resolved using the HLLC flux function. 25 
Effect of wall coordinate
The effect of the wall coordinate is first studied using four unstructured triangular meshes with y + of 1, 5, 10 and 15 respectively, while keeping the stretching factor fixed to be 1.15. As the wall coordinate increases the mesh size decreases, and for this case, the four meshes contain 9671, 8573, 7775 and 7269 triangular elements respectively. Fig.  1 displays the computational mesh corresponding to y + of 1 and Mach number contours near the airfoil using the fifth-order accurate DG scheme. It is seen that a smooth solution is obtained around the airfoil and the present DG scheme resolves a very thin turbulent boundary layer. Fig. 2 depicts profiles of the horizontal velocity in the turbulent boundary layer obtained at various stations of the airfoil upper surface (η = 0.55, 0.8, 0.9 and 0.97) for the meshes of y + =1, 5, 10 and 15. It is clearly shown that the present variation in the wall coordinate has no visible influence on the solution profiles for all the DG schemes: the solution profiles from larger wall coordinates show good agreement with the one from y + = 1 at all stations.
To better quantify the influence of wall spacing, Fig. 3 displays profiles of the dimensionless velocity as a function of the wall coordinate obtained at 0.4 chord-length location on the upper airfoil surface. It is observed that the profiles on the mesh of y + = 1 agree well with the exact solution for all different orders of the DG schemes, and this is also the case for y + = 5. Deviations can be seen for the third-order (p = 2) DG scheme as the wall spacing increases to 10 and 15. However, for the fourth and fifth-order accurate DG schemes, the law-of-the-wall profiles for y + of 10 still agree well with those obtained from the mesh of y + = 1. As the wall coordinate increases to 15, some deviations appear in the profile of the fourth-order DG scheme. However, the profile for the fifth-order DG scheme on the mesh of y + = 15 exhibits improved agreement compared to the DG p = 3 case. The results in Fig. 3 imply that, for the present orders of DG schemes, it is necessary to have at least one or two mesh points distributed in the viscous sublayer (y + < 10) to capture an accurate profile of the law of the wall.
Finally, distribution of the skin friction coefficients on the airfoil upper surface is plotted in Fig. 4 and is compared to the CFL3D solution, 36 which is obtained on a substantially bigger mesh and is used to serve as the reference solution. In general, the profiles of the skin friction on the meshes of y + = 1 and y + = 5 agree reasonably well with the CFL3D solution for all the DG schemes. On the mesh of y + = 10 or y + = 15, the third-order DG scheme shows over-predicted skin friction on the airfoil upper surface. This explains that the law-of-the-wall profiles of y + = 10 and y + = 15 shown in Fig. 3(a) are below the curve of y + = 1. In the case of the fourth and fifth-order DG schemes, the agreement has greatly improved for the profiles of y + = 10, while to some extent the fifth-order DG scheme provides a more accurate skin friction solution for y + of 15 as compared to the fourth-order DG counterpart. Based on the series of comparisons discussed above, it is concluded that for a higher-order scheme (p > 1) on attached flow, the computational mesh can be generated with a wall distance of y + = 5. For a spatial scheme of an order that is higher than third-order, this requirement of the wall spacing can increase to 10 with acceptable solution accuracy.
Effect of viscous stretching factor
The stretching factor is another parameter that determines the density of a mesh in the viscous layer and further the size of the overall computational mesh. Therefore, in this section, the effect on the variation of the viscous stretching factor is studied for the DG discretizations ranging from p = 2 to p = 4. Here considered are a sequence of four unstructured triangular meshes with the stretching factor of 1.15, 1.2, 1.3 and 1.4 (and a fixed wall spacing of y + = 5), which results in meshes containing 8573, 6965, 5409 and 4581 triangular elements respectively. It is noted that a 22% increase in the stretching factor (from 1.15 to 1.4) leads to a mesh that contains nearly half the number of elements as the original mesh. Fig. 5 displays profiles of the horizontal velocity at several stations of the NACA 0012 airfoil upper surface using the meshes with various stretching factors. It is shown that the variation in the stretching factor has no visible influence on the solution profiles for all the DG schemes. Next, in Fig. 6 , the dimensionless velocity in the turbulence boundary layer is plotted as a function of the wall coordinate and is compared to the exact solution. Similarly, the profile obtained on a mesh with a bigger stretching factor agrees very well with the one corresponding to the conventional setting of 1.15. Finally, distribution of the skin friction coefficients on the airfoil upper surface is depicted in Fig. 7 for all the present DG discretizations. It can be observed that no deviations are made in the solution of the skin friction as the stretching factor increases from 1.15 to 1.4, especially for the DG p = 3 and p = 4 schemes. To this end, we conclude that, for a DG scheme of an order higher than second-order, the stretching factor of 1.4 can be selected for stretching a viscous boundary mesh with acceptable solution accuracy. Note that this result is obtained for a fully attached flow and may not be definitive for separated flows. 
Figure 8. Computational mesh (containing 48,000 tetrahedral elements) and some isosurfaces of the vorticity magnitude for the TaylorGreen vortex at Re = 280 at different times using the fifth-order DG discretization and the BDF2 temporal scheme.
B. Direct numerical simulation of Taylor-Green vortex at Re = 280
This test example considers a direct numerical simulation of the Taylor-Green vortex at Re = 280 37 with a simple initial condition in the field as follows,
where the notations of L and ρ 0 denote the respective length and density for nondimensionalization. The velocity field in the code is non-dimensionalized by the speed of sound, c 0 , and therefore, the reference velocity U 0 is determined by U 0 = M and the reference pressure p 0 is determined by p 0 = 1/γ. The Mach number, M, for the simulation is set to be 0.1 and the initial conservative variables such as momentum and total energy can be obtained using the expressions given in Eq. (26).
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American Institute of Aeronautics and Astronautics This test case aims to assess the accuracy and the performance of the present DG methods for three-dimensional periodic and transitional flow. The flow is confined in a cube box defined as −πL ≤ x, y, z ≤ πL with periodic boundary conditions in all directions. The length scale L in the description is chosen to be 1 and the computational mesh, as displayed in Fig. 8(a) , contains 21 points in each direction and a total of 48,000 tetrahedral elements. An order of convergence study is carried out using the DG discretizations of third, fourth and fifth-order precision, which results in 480,000, 960,000 and 1,680,000 degrees of freedom, respectively. The time evolution is resolved using the secondorder backward difference scheme (BDF2) with a fixed time-step size of 0.02. It should be noted that the time (t) in the present code is a non-dimensional quantity based on the length and the speed of sound. Therefore, the employed timestep size is in fact equivalent to 0.002 for the case where the nondimensional time (t * ) is obtained using the reference velocity. It is also noted that halving the time-step size does not produce improvements on the solution accuracy. The convective flux is solved by the HLLC Riemann flux function, and moreover, the implicit problem at each time step is solved by a p-multigrid approach 4 driven by a linearized element Gauss-Seidel smoother. This approach sufficiently converges the L 2 density residual to 10 −14 within 2 p-multigrid iterations. Figures 8(b) -(f) illustrate isosurfaces of the vorticity magnitude at different times using the fifth-order DG scheme. As seen, the vortex structure is relatively large at the initial time and becomes quite small at the later times as the dissipation rate increases. At t * ≈ 6, the flow appears to reach the maximum of the dissipation rate and thus the strongest dynamic motions of the flow. In addition, the fifth-order DG scheme delivers smooth vortex representations without visible discontinuities at elemental interfaces. To further assess the accuracy of the high-order DG discretizations, the temporal evolution of the averaged turbulence kinetic energy, E k , the kinetic energy dissipation rate, ε, and the averaged enstrophy, ϕ, is studied. These quantities are computed at each time step involving volume integration in the entire field, given as:
where u and − → ω denote the respective velocity and vorticity vector. The volume integrations given in Eq. (27) are evaluated using Gaussian quadrature rules that are exact for the polynomial degree of 2p. In addition, the turbulence kinetic energy dissipation rate is computed with a first-order finite difference scheme, as ε n = (E n+1 k − E n k )/∆t * . Fig. 9 depicts evolutions of the turbulence kinetic energy, the dissipation rate and the enstrophy, obtained using the DG p = 2, p = 3 and p = 4 schemes. The Fourier pesudo-spectral solution digitized from Reference 37 is used in the comparisons to serve as the reference solution. For the evolution of the turbulence kinetic energy displayed in Fig.  9(a) , one can observe that the high-order DG schemes are capable of capturing the basic dynamics of turbulent flows and the difference between all the DG solutions and the reference solution is very small. Fig. 9 (b) further provides a close-up view of the turbulent kinetic energy in the time period of 4 < t * < 12, where it shows that the third-order DG scheme contains less energy as time evolves, while both the fourth and fifth-order DG solutions are in good agreement with the reference solution. Fig. 9 (c) depicts the evolution of the energy dissipation rate, ε, obtained from all the DG discretizations. It is clearly shown that the third-order DG solution predicts higher dissipation rates when the small scales are of strong dominance (t * ≈ 6) in the field, while abrupt decay appears after the turbulent flow passes the maximum rate of dissipation. In contrast, significant improvements are observed in the solutions of the fourth and fifth-order DG counterparts resulting from the extra resolutions offered by the higher-order schemes. Finally, the time history of the enstrophy is provided in Fig. 9(d) . For incompressible flow, the behavior of the enstrophy evolution should be similar to that of the dissipation rate based on the relation, ϕ = ρ 0 2µ ε. However, the numerical simulation from the third-order DG scheme shows substantial under-prediction near the enstrophy peak on the current mesh. The prediction improves greatly with the use of the higher-order DG schemes as the shape of the enstrophy curve is captured more consistently and accurately compared to the reference solution.
C. Turbulent flow over an ONERA M6 wing
The final numerical example consists of turbulent flow over an ONERA M6 wing configuration at a Reynolds number of 11,720,000 per mean aerodynamic chord (MAC), Mach number of 0.3 and 3.08 degrees of angle of attack. This configuration has been widely utilized in experimental and numerical studies for transonic flows, however, the current investigation focuses on subsonic and turbulent flow.
The geometry definition and the computational mesh containing 255,654 tetrahedral elements are displayed in Fig.  10(a) . The wing surface is modeled as a non-slip adiabatic wall. Based on the previous two-dimensional turbulent investigation, the mesh comprises a viscous spacing approximately as y + of 10, along with a stretching factor of 1.4 for stretching the viscous mesh normal to the wall. The mesh surface is represented by a series of quadratic polynomials and the interior mesh is deformed using the linear elasticity method. Although most of the elements are moved and curved in a proper manner to adjust the projection of the curved surface boundary, the surface near the wing tip is held fixed to avoid forming a few isolated elements with negative Jacobians. Further research has been undergoing to examine the issue with the mesh movement.
A close-up view of the leading edge area is illustrated in Fig. 10(b) , where the curvatures of the wing surface can be clearly seen. Fig. 10(c) plots contours of the perturbation magnitude, ∆ = (δ 2 x + δ 2 y + δ 2 z ) 1/2 , obtained by the linear elasticity solver at the spanwise location of η = 0.5. Because of the presence of relatively large curvatures, the front portion of the wing and the leading edge regions exhibit the largest perturbations. The perturbations in the trailing edge areas are significantly smaller due to the sharp trailing edge configuration. Moreover, it is seen that the perturbation magnitude decays quickly as the distance to the wing increases.
The third and fourth-order DG discretizations are employed to capture the three-dimensional turbulent flow features, while the modified SA turbulence model discussed in Section II is applied with a discretization order that is consistent with the main flow equations. The convective flux is solved by the HLLC Riemann flux function and the implicit problem is solved using the ILU(0) preconditioned GMRES algorithm associated with a local time-stepping method. Steady state solution is reached with the L 2 norm of the density residual dropped to 10 −14 and that of the turbulent working variable residual dropped to 10 −11 . Fig. 10(d) illustrates contours of the Mach number solution near the ONERA M6 wing surface, obtained using the fourth-order DG discretization. As seen, a very smooth solution is obtained on the current mesh and the turbulent boundary layer is quite thin especially in the front portion of the wing due to the high Reynolds number. In addition, the trailing edge wake appears to dissipate as the element size increases quickly in the downstream. Contours of the pressure solution on the wing surface as well as the computed turbulence working variable at certain spanwise locations (i.e. constant z-planes) are depicted in Fig. 11 for the case of the fourth-order accurate DG scheme. It is observed that at each constant z-plane the solution contours for the turbulence working variable are similar to a two-dimensional case. 10 The maximum turbulence working variable is distributed in the region of the trailing edge wake. It should be noted that as the tetrahedral elements downstream of the ONERA M6 wing increase in size, the turbulent working variable exhibits large oscillations, which leads to negative values. In such cases, the production, destruction and dissipative terms of the modified SA model become inactive to maintain the stability of the scheme.
The computed surface pressure coefficients obtained using the third and fourth-order DG discretizations are displayed in Fig. 12 for various locations (η = 0.2, 0.44, 0.65, 0.8, 0.9 and 0.96) along the spanwise direction. The CFL3D solution obtained from a substantially fine grid is shown to serve as the benchmark solution in the comparisons. It is observed that for both third and fourth-order DG schemes very good agreement is achieved as compared to the CFL3D benchmark solution. Slight over-predictions appear near the leading edge on the upper wing surface, but they are very minor. In addition, the pressures on the lower side of the wing as well as those at the trailing edge are well predicted and the overall profiles are captured very accurately in both schemes. Figure 13 further provides a comparison of the pressure distribution at η = 0.2 using the fourth-order DG scheme computed on a linear (Q1) mesh and the quadratic (Q2) mesh from the previous study. Note that the linear mesh corresponds to the one before the mesh movement process, and therefore, it contains the same number of elements as the quadratic mesh but having the original piecewise linear representations for the wing surface as well as linear interior elements. Although in both cases the DG schemes have converged to the same level, large differences in the surface pressures can be observed between the solutions obtained on the linear and quadratic meshes. Because of the non-smooth surface geometry, the DG solution on the linear mesh shows significant over-predictions near the leading edge region on both the upper and lower wing surfaces, and furthermore, discontinuities are apparent at the elemental interfaces all along in the direction of airflow. On the contrary, the distribution of the pressures is very smooth in the case of the quadratic surface representations.
VI. Conclusions
This paper presents a high-order discontinuous Galerkin discretization method for solutions of three-dimensional turbulent flows. The modified Spalart and Allmaras turbulence model is exclusively considered for this application, in which a consistent high-order DG discretization to the turbulence model equation performs very well regarding accuracy and robustness. In the context of high-order methods, for which the surface geometry often comprises significantly fewer elements than the case of low-order methods, the need of a high-order (greater than linear) surface representation becomes apparent for ensuring the overall solution accuracy. However, the projection of the surface mesh can lead to issues of collapsed interior elements, particularly as highly distorted elements are required in the boundary layer for flows under high Reynolds number conditions. To overcome this problem, a linear elasticity method is utilized to determine the necessary perturbations at the interior nodes and additional quadrature points, and a successful procedure results in a high-order curved finite element mesh.
Studies have been conducted for selecting certain key parameters in the mesh generations for different orders of the DG methods. It has been shown that, for attached turbulent flow, the conventional settings of y + of unit 1 and the stretching factor of 1.15 can result in excessive elements in the viscous boundary layer, and furthermore, this situation may aggravate the difficulties in the mesh movement process. To this end, a viscous mesh with y + of 5 or 10 and a stretching factor of 1.4 is seen to be capable of delivering accurate solutions for a DG discretization that is higher than second-order accuracy. Several other three-dimensional numerical examples such as the Taylor-Green vortex and the turbulent ONERA M6 wing are presented to demonstrate the capabilities and accuracy of higher-order methods in three-dimensional turbulent flows. Future work will concentrate on the robustness of the mesh movement strategy and the development of high-order DG methods on hybrid meshes for turbulent flow in the transonic and supersonic regimes.
VII. Acknowledgments
The work was supported by the Tennessee Higher Education Commission (THEC) Center of Excellence in Applied Computational Science and Engineering (CEACSE). The support is greatly appreciated. The authors would also like to thank Dr. Christopher Rumsey for providing with the CFL3D solutions for the ONERA M6 wing test case.
