Optimizing configuration parameters is time-consuming and skills-intensive. This paper proposes a generic approach to automating this task. By generic, we mean that the approach is relatively independent of the target system for which the optimization is done. Our approach uses online adjustment of configuration parameters to discover the system's performance characteristics. Doing so creates two challenges: (1) handling interdependencies between configuration parameters and (2) minimizing the deleterious effects on production workload while the optimization is underway. Our approach addresses (1) by including in the architecture a rule-based component that handles interdependencies between configuration parameters. For (2), we use a feedback mechanism for online optimization that searches the parameter space in a way that generally avoids poor performance at intermediate steps. Our studies of a DB2 Universal Database Server under an e-commerce workload indicate that our approach can be effective in practice.
Introduction
The advent of e-Commerce has created a need for responsive and cost-effective information technology (IT) services. However, the increasing complexity of computing systems has resulted in a correspondingly larger human effort for system configuration, especially the optimization of configuration parameters. This paper describes a generic approach to automating configuration optimization. The approach is generic in that it is relatively independent of the target system for which the optimization is done.
Enterprise level software, especially middleware, has tens to hundreds of configuration parameters. For example, IBM's DB2 Universal Database Server has approximately 100 to 200 configuration parameters (e.g., buffer pool sizes, time delay for writing commit records, maximum number of database applications). The challenges here are well recognized, as evidenced by efforts such as IBM's autonomic computing initiative to develop self-managing systems [1] . In particular, addressing self-configuration and self-optimization often depends on subtleties in the workload and system configuration. This motivates the need for a generic approach that discovers the performance impact of configuration parameters by interacting with the target system. However, such an approach creates two challenges: (1) handling interdependencies between configuration parameters and (2) minimizing the deleterious effects on production workload while the optimization is underway (e.g., minimize oscillations, avoid large response times).
There are several efforts related to our work. Some researchers have studied the regulation of system resources to achieve policy objectives, especially using control theory [2] . Examples here include controlling buffer length in Internet routers [3] and response times for web service differentiation [4] . The problem we address differs from these efforts in that we seek to optimize a service level metric (e.g., response time) rather than regulate it, which typically means that a search is required. Thus, closer to our current work is [5] , who describe a system that performs on-line optimization of a web server by using hill climbing techniques. However, the approach taken requires a detailed knowledge of the system being optimized in order to construct the queueing models. A similar concern arises with the approach in [6] who consider how to maximize profits based on queueing-theoretic formulas. [7] proposes a fuzzy control approach to minimize response time using a combination of feedback control system and qualitative insights into the effect of tuning parameters on QoS. However, only one configuration parameter is considered. [8] presents case studies of using randomly generated configuration settings for application servers. This approach is simple and generates good results for off-line parameter optimization, but the absence of a guided search may turn out to be problematic for online optimization (as discussed in Section 4). A further concern with all of the foregoing is that none of the approaches consider the architecture necessary to support online optimization, especially handling interdependencies between configuration parameters. This paper describes a generic, online approach to optimizing configuration parameters. The approach builds on recent work in the area of metric discovery, especially the use of the Common Information Model (CIM) to discover metrics and configuration parameters and the architecture necessary to support this [9] . The problem of interdependencies between configuration parameters is addressed by architecting rule-based components on the target system that handle such interdependencies. The challenge of online search is addressed by employing an existing optimization technique that generally avoids poor performance at intermediate steps. We apply our architecture to IBM's DB2 Universal Database Server since automated configuration of databases is a pressing issue [10] . While there have been many efforts in this area (e.g., [11, 12] ), our approach differs in that it requires no prior knowledge of the target system being optimized, although we do require access to the sensors (e.g., response time measurements) and effectors (e.g., buffer pool sizes).
The remainder of the paper is organized as follows. Section 2 details our control architecture, and Section 3 describes how we optimize the setting of 
System Architecture
This section describes the architecture used to support online optimization of configuration parameters. Figure 1 depicts our architecture. The main elements are the target system being controlled, the AutoTune Controller that dynamically adjusts configuration parameters, and the RT Probe 1 that collects response times from the end-users (the workload). We use the Common Information Model (CIM) [13] to describe the target system (e.g., a database with tables and tablespaces) and the response time probe, especially their metrics (e.g., response times, rows read, sort times) and configuration parameters (e.g., buffer pool sizes). The architecture that we present extends our prior work with metric discovery [9] . Indeed, we discover configuration parameters in the same manner as is done with discovering resource metrics.
The operation of the system is depicted in Figure 2 . Every control interval, the AutoTune Controller sends a request to the target system to modify a subset of the configuration parameters. The target system makes these modifications, and the RT probe provides data on the achieved performance. Based on this, the AutoTune Controller computes new values of the configuration parameters.
One point should be underscored in the foregoing. The only way that the AutoTune Controller knows the performance of a setting of configuration pa- rameters is to observe the system under those settings. Since this is taking place during normal system operation, caution must be exercised so that there is minimal impact on end-users both in terms of poor performance and the variability of performance. Now consider the target system. Access to both metrics and configuration parameters is handled by the CIM Object Manager (CIMOM). The CIMOM provides a standard object-oriented interface to this information. The information itself is obtained by various CIM Providers. Note that CIM Providers have rules associated with them to handle conflicts that arise from interdependencies between settings of parameter values. For example, a CIM Provider for memory would handle requests for re-sizing buffer pools that result in demands that exceed memory constraints. That the rules are associated with CIM Providers is appealing in that the specifics of the constraints are known to the providers. A disadvantage is that there may be constraints that involve multiple CIM Providers, although we have not encountered these to date. Now consider the element schemas used by the CIMOM. The CIM Providers extract data from various parts of the target system (e.g., table spaces, buffer pools) and provide this to the CIMOM. This design is done according to the principle that all descriptive and capability-related information of a managed element is modeled as properties of the class representing the resource itself, while its statistical data is put in an associated class, subclassed from CIM StatisticalData. Specifically: (1) the controllerName property is used in multiple controller environments to specify which controller is to be used; (2) the physicallyEnabled indicator determines whether the provider is physically capable of setting a control (e.g., the DB2 provider is not capable of setting a control when DB2 is stopped), and (3) the logicallyEnabled indicator is intended to be set by the system administrator to override the controller.
The RT Probe provides response time information. Its element schema describes how to operate the probe (e.g., what synthetic transactions can be sent, the resource to which these transactions are sent) and the response times reported (e.g., by transaction type and resource).
The AutoTune Controller is an agent based system that uses the Agent Building and Learning Environment (ABLE) [14] . ABLE is a Java-based toolkit for developing and deploying hybrid intelligent agent applications. Built on top of ABLE is a general AutoTune agent framework that facilitates the construction of control agents by separating the control interface (e.g., probe adaptor, DB2 adaptor) with control logic (e.g., the direct search method described in Section 3). This general and extensible ABLE/AutoTune based controller architecture allows us to easily target our controller to a controlled element (for example, DB2) simply by adding an "adaptor" component that knows how to interface with the controlled element. The control logic typically requires a history of control actions. These data are accumulated by using the control interface to find relevant data for the element (by querying the element schema) and then subscribing to updates of element data (which are then placed in the controller's historical data repository).
Optimization Technique
From Figure 2 , we see that configuration parameters are changed on an on-going basis. This places two requirements on the approach taken to optimization. First, once a "bad" setting of configuration parameters is identified, we want to move quickly back to "good" settings. Second, we want to minimize the variability in performance due to exploring parameter settings.
Many optimization methods have been studied and applied to solve real world problems (e.g., [15] ). However, not all of them are suitable for online optimization. For example, gradient methods (e.g., steepest descent, conjugate gradient, Newton's [16] ) are widely used. These techniques evaluate the derivative of performance with respect to configuration parameters, and change parameters in the direction in which they improve performance. However, these techniques are quite sensitive to noise, and noisy data are common in computing systems. Also, obtaining the gradients or Hessians information through approximations and using the line search algorithm to choose the step size require more evaluation samples. They are costly for online optimization. A second class of techniques that are fairly robust to noise are stochastic optimization methods (e.g., random search [8] , genetic algorithms) in which randomness is used to evaluate different settings of configuration parameters. However, these approaches can have longer times to converge and more extreme variations in performance during convergence.
Our starting point is the Nelder-Mead simplex method [17, 18, 19] , a robust version of a gradient method that has been used with success in many practical optimization problems. This technique is also referred to as a direct search method as it does not actually compute the gradient. Rather, it uses informa-tion about local minima and maxima to determine the direction in which the parameter space should be searched.
Some notation is introduced for the following discussion. We denote the vector of configuration parameters by θ = (θ 1 , · · · , θ n ). Thus, each θ can be viewed as a point in n-space. Let J(θ) be the performance of the system if the setting of the configuration parameters is θ. Our objective is to navigate points so that the best performance is achieved in a short time without extreme values of J(θ) at intermediate configurations. In the following, we assume that best means lowest value, as in minimizing response times (although the approach applies to maximizing values as well). That is, we want to find θ * such that min θ J(θ) = J(θ * ). (Technically, what is found is only a local minimum, not a global minimum. This should be fine for most resource allocation problems where the cost function is convex and a local minimum is also a global minimum. However, if the function is not convex, random search or genetic algorithms may perform better.)
Below, we briefly summarize the steps in the direct search method.
(1) Initialize: Define a simplex with n + 1 vertices θ(1), θ(2), . . . , θ(n + 1); (2) Evaluate: Evaluate the performance (i.e., compute J(θ)) of all vertices; (3) Navigate: Several moves should be considered including reflection (mirroring the worst vertex), contraction (converging towards the best vertex), and expansion (moving further along the good direction), which identifies a θ that replaces the worst vertex and forms a new simplex with better performance; (4) Test for completion: If the new simplex is sufficiently small, then the optimization is complete; otherwise, go to Step 2. Figure 3 illustrates the direct search method for a simulation of two DB2 buffer pools in which response times are obtained from an analytic model. The four plots in the figure represent four iterations of the algorithm. Each contains a contour plot showing how the two configuration parameters affect response time. (The contour plot can be constructed because the example is generated by simulation.) Iteration 0 corresponds to Step 1 above. We see that the simplex is below and to the left of the region of small response times that are in the middle of the range of parameter values plotted. In iteration 1, a new simplex is constructed by applying Step 3 to move towards a region in which response times are smaller. The new simplex is constructed by using the new θ to replace the one with the largest response time. Iteration 2 results in a simplex constructed in a similar manner. In iteration 3, we see that the new point has a larger response time than the one previously encountered, but it is smaller than the vertex with the largest response time in iteration 2.
The online optimization technique that we employ handles some practical considerations from some well-known techniques [18, 19, 20] : (1) Re-evaluate J at the vertices before the simplex is contracted to help convergence in the existence of stochastics, and when the simplex is converges to adapt to workload nonstationarity. (2) Limit and fix the smallest size of the simplex to better handle variations in workload and avoid unnecessary oscillations, which can be costly especially for online optimization of computer configurations. (3) Incorporate constraints on parameter interdependencies to handle boundary conditions. The Fig. 3 . Illustration of the direct search method for a simulation of two DB2 buffer pools. The contour plots illustrate the response times with axes for buffer pool sizes. The triangle in each plot depicts the simplex used in that iteration of the search constraints are obtained from the CIM provider, and also enforced by it. For example, the buffer pool size cannot be negative, and the total buffer pool size cannot exceed a limit otherwise the system may crash. Thus, it is a constrained optimization problem. The projection method is used to enforce the parameter constraints.
Experimental Assessment

Testbed Setup
To assess the applicability of our approach to online optimization of configuration parameters, we study it in the context of a database server. IBM's DB2 version 8.1 provides a plethora of tuning parameters that can be changed programmatically in an online environment. Among them are some memory related parameters such as buffer pool size, package cache size, and sort heap size, which have drastic impact on database performance. In this paper, we consider buffer pool tuning.
Our evaluations are done using TPC-W, an industry standard e-commerce benchmark [21] . We used three buffer pools, BP INDEX4K for indexing spaces, BP TEMP4K for cached data, and BP DATA4K for all remaining data. Generally, having larger buffer pool size results in smaller user response time. However, the total buffer pool size cannot go to infinity due the limited memory space. Figure 4 displays how we instantiated the architecture in Figure 1 . The testbed itself consists of three machines for the database server, the database client, and the AutoTune controller. The database server machine is an IBM RS/6000 model 7044-170 with 768 megabytes of RAM storage. This machine uses the AIX operating system and contained IBM DB2 V8.1 server and the CIM server code including DB2 CIM providers. The database client machine, an IBM RS/6000 model 7044-270 with 1 gigabyte of RAM storage, also uses the AIX operating system. This machine drives the client application using DB2 V8.1 client support. The client application is an emulated browser (EB), an online ordering load generator using TPC-W to emulate database access characteristics of a web e-commerce environment. The AutoTune controller runs on an IBM model T20 ThinkPad with Windows 2000.
Our experiments proceed as follows. A set of 50 emulated browsers (EBs) were running which executed transactions against the database server according to the TPC-W benchmark specifications. A subset (5) of these EBs were also instrumented to provide client side response time for the AutoTune controller. The AutoTune controller used the direct search method to determine the buffer pool sizes and the desired values were sent to the database for real time adjustment. In this environment, while the DB2 client and controller machines were lightly loaded, the DB2 server was always driven at 100% CPU utilization. The control interval was set as 20 minutes. The buffer pool sizes were changed at the start of the interval but the client side response time was measured 5 minutes later (for 15 minutes) to avoid the transient effect of buffer pool resizing. Table 1 displays some data obtained from applying direct search to our testbed system. Intuitively, the direct search method operates by evaluating different buffer pool settings within a small region, and moving towards the direction that reduces the response time. Since we use three buffer pools, the initial simplex was composed of 4 vertices and 4 sample buffer pool combinations were selected and evaluated accordingly (as shown in the first four lines in Table 1 ). The first sample takes the default buffer pool size, and the reset three are defined by halving the size, one at each sample. The constraint is that the total size cannot go beyond 150% of the default total size. Among the four samples, the first sample had minimum response time (15.8 seconds) and the fourth sample had maximum response time (19.2 seconds). Next, we evaluate the reflection point as shown in the fifth sample, which is defined as the mirror point of the maximum point through the centroid. Since its response time (15.0 seconds) is even smaller than the minimum response time we get in the first sample, we evaluate the expansion point as shown in the sixth sample, which was expanded further along this direction. However, the expansion results in higher response time (18.4 seconds). Therefore, according to the direct search algorithm, we complete the first iteration and use the vertices at sample 1, 2, 3, and 5 to compose the simplex for the next iteration. Figure 5 displays the results of applying direct search until convergence is achieved. In the upper plot, the dashed line indicates the buffer pool size for BP DATA4K, the dotted line indicates BP INDEX4K, the dashed-dotted line indicates BP TEMP4K, and the solid line indicates the total buffer pool size. Note that as the optimizing continues, BP DATA4K and BP TEMP4K increase, and BP INDEX4K decreases. This indicates that indexing space (BP INDEX4K) need not be so large, but more space is required for cached data (BP TEMP4K) and the remaining data (BP DATA4K). During the search there is one instance of a large response time (e.g., the 16th sample) since not all the moves in navigation are heading towards the correct direction. However, the wrong moves will not be continued. Generally, the algorithm convergence time is up to the applications, e.g., the number of configuration parameters, the initial parameter values, the performance function shape, and the convergence criteria. Our experiments indicate a reasonable convergence requires roughly 10*(number of parameters) samples. It is also interesting to compare direct search with the techniques used in [8] for off-line parameter optimization (but we used it here in an on-line scenario). We conducted experiments in which the total buffer pool size is chosen from a uniform distribution over the range 300,000 to 900,000 4K pages, and then the selected total pool size is randomly sub-divided into three buffer pools. Some of the experimental results are shown in Figure 6 . Note that this random approach achieves performance comparable to direct search. However, there is much more variability in performance during the optimization, and considerably longer response times at intermediate values. This comes no surprise as the direct search method chooses the navigation directions based on the sample values that are just evaluated, but the above method goes randomly without guidance.
Experimental Results
Conclusions
Optimizing configuration parameters to improve performance is time-consuming and skills-intensive. We have proposed an architecture and an algorithm for automating this process through the simultaneous optimization of multiple configuration parameters in a manner that minimizes prior knowledge of the target system (the system being optimized).
Central to our approach is minimizing knowledge of the target system. We accomplish this by discovering the effect of configuration parameters on the performance of the target system by making changes to configuration parameters and observing the effects of these changes. Doing so has two implications. First, we must handle interdependencies between configuration parameters (e.g., limits on the total size of a buffer pool). Second, the search for better configurations should be done in a manner that is unlikely to degrade performance excessively and restores performance quickly when it is degraded. Our approach to the first incorporates rules into the CIM Providers of the target system so that changes in configuration parameters are properly constrained. The second is addressed by using the direct search algorithm, a feedback mechanism that exploits the performance function to optimize performance with guidance. This generic approach is expected to be applicable for a wide class of online optimization problems such as configuring server parameters to increase system utilization, differentiating services from different customers, and balancing workload among multi-tiered systems.
In this paper we have applied our architecture and approach to IBM's DB2 Universal Database Server to optimize the setting of buffer pool sizes. This results in approximately a 25% response time reduction in an e-commerce benchmarking environment. We compare these results with an alternative -randomly selecting configuration settings. While the random approach achieves almost the same reduction in response time, its intermediate settings of configuration parameters result in highly variable performance and some very large response times.
