A topology τ on a set X is called maximal connected if it is connected, but no strictly finer topology τ * > τ is connected. We consider a construction of socalled tree sums of topological spaces, and we show how this construction preserves maximal connectedness and also related properties of strong connectedness and essential connectedness.
Introduction
For every fixed set X we may consider the collection of all topologies on X. These form a complete lattice T (X) when ordered by inclusion. For every topological property P we may consider the subcollection of T (X) consisting of all topologies having the property P. Then we may consider maximal and minimal elements of this collection. A topology τ ∈ T (X) is called maximal P if it satisfies P but no strictly finer topology in T (X) satisfies P. The property of being minimal P is defined dually. Often, the maximality is considered when P is stable under coarser topologies, and minimality is considered when P is stable under finer topologies.
Probably the most classical result in this context is the fact that Hausdorff compact spaces are both minimal Hausdorff and maximal compact (but not every minimal Hausdorff space is compact and not every maximal compact space is Hausdorff). References, many other properties, and a general treatment can be found in a paper by Cameron [3] . There are also maximal spaces where the implicit property P is "having no isolated points". Let us mention van Douwen's example of countable regular maximal space that can be found in [14] .
We are interested in the situation where P means connectedness, i.e. in maximal connected spaces. These were first considered by Thomas in [13] , where he proved among other results that every open connected subspace of a maximal connected space is maximal connected, and also characterized finitely generated maximal connected spaces. There are also related notions of strongly connected and essentially connected spaces. Following Cameron, for a topological property P when we consider being maximal P, we say that a topological space is strongly P if it admits finer maximal P topology. Essentially connected are those connected spaces whose every connected expansion has the same connected subsets -these spaces were considered by Guthrie and Stone in [6] .
In this paper we first recall the facts about maximal, strongly, and essentially connected spaces that we use later. Clearly the construction of topological sum does not preserve the properties since it does not preserve connectedness. In the second section we consider another sum-like construction -a tree sum. It is a certain quotient of a topological sum -such quotient that it preserves the original spaces as subspaces, glues them only at individual points, and the overall structure of gluing corresponds to a tree graph. First, we systematically treat the properties of tree sums of topological spaces, so we may next show how this construction preserves maximal, strong, and essential connectedness (Theorem 2.43 and 2.52).
In the third section we revise Thomas' characterization of finitely generated maximal connected spaces. We describe them in the language of specialization preorder and graphs. With this description their structure is crystal clear, they can be easily visualized, and it is imminent that they are exactly T1 2 tree sums of copies of the Sierpiński space (Corollary 3.14).
The meet operation on T (X) is denoted by ∨ and is extended to all subsystems of P(X), so A ∨ B denotes the topology generated by A ∪ B for any A, B ⊆ P(X). Hence, for τ a topology on X and A ⊆ P(X) the expansion of τ by A is denoted by τ ∨ A. For A ⊆ X the expansion τ ∨ {A} is called a simple expansion of τ .
For a topology τ ∈ T (X) and a set Y ⊆ X the induced subspace topology on Y denoted by τ ↾ Y .
Definition 1.3.
Recall that a topological space X, τ or its topology τ is called
• maximal connected if it is connected and has no connected strict expansion;
• strongly connected if it has a maximal connected expansion;
• essentially connected if it is connected and every connected expansion has the same connected subsets.
Observation 1.4.
When testing maximal or essential connectedness, it is enough to consider only expansions by finite families. Let X, τ be a connected topological space and let τ * be a connected expansion of τ . (ii) If C ⊆ X is not τ * -connected, then there are τ * -open sets U, V ⊆ X such that C ∩ U, C ∩ V is a proper decomposition of C. Hence, for τ ′ := τ ∨ {U, V } we have that C is τ ′ -disconnected while τ ′ is connected. Therefore, it is enough to test essential connectedness on expansions by two of sets.
The following lemmata provide conditions to test whether a set open in an expansion is open in the original topology as well, and whether a subspace of an expansion is a subspace of the original space as well. Lemma 1.5. Let X, τ be a topological space, let τ * = τ ∨ A be an expansion of τ for some A ⊆ P(X). If a set U is τ * -open, then the following conditions are equivalent.
(ii) For every A ∈ A there is a τ -open set
Hence, U is τ -open if for every A ∈ A any of the following conditions holds.
Proof. For "=⇒" it is enough to put V A := U. For "⇐=" note that the set U is of form i∈I (W i ∩ j∈J i A i,j ) where the sets W i are τ -open, the sets A i,j are members of A, and the index sets J i are finite. Consider infinitary set function f : X i,j : i ∈ I, j ∈ J i → i∈I (W i ∩ j∈J i X i,j ). Clearly, f is monotone and we have f (
Lemma 1.6. Let X, τ be a topological space, let τ * = τ ∨ A be an expansion of τ for
There are τ -open sets W i , finite sets J i , and sets A i,j ∈ A for i ∈ I, j ∈ I j such that
Definition 1.7. Recall, that topological space X is called
• submaximal if every dense subset is open, equivalently if every co-dense subset is closed (and so discrete), equivalently if A \ A is closed for every A ⊆ X;
• nodec if every nowhere dense subset is closed, equivalently if every nowhere dense subset is discrete, equivalently if U \ U is discrete for every open U ⊆ X;
• T1 2 if the singleton {x} is open or closed for every x ∈ X.
Note that co-dense sets are exactly the sets of form A \ A for A ⊆ X, and that closed nowhere dense sets are exactly the sets of from U \ U for open U ⊆ X.
Submaximal spaces without isolated points were introduced by Hewitt under name MI-spaces, the name submaximal is due to Bourbaki. Many references and an excellent overview can be found in [2] . Nodec spaces were considered by van Douwen in [14, 1.14] . Proof. This was proved before, see for example [2, Proposition 2.1]. It is enough to observe that every co-dense, nowhere dense, or one-point subset of a subspace is co-dense, nowhere dense, or one-point in the original space as well, respectively.
Clearly, the properties of maximal connectedness, strong connectedness, and essential connectedness can be preserved only by connected subspaces. Thomas proved in [13, Theorem 3 ] that maximal connectedness is hereditary with respect to open connected subspaces. Later, Guthrie, Reynolds, and Stone proved the same first for closed connected subspaces in [5, Lemma 2] , and then using submaximality they observed that every connected subspace of a maximal connected space is open in its closure, and so is itself maximal connected [5, Theorem 7] . Also, in [6, Theorem 1] Guthrie and Stone proved that essential connectedness is hereditary with respect to connected suspaces as well. The core argument of the proofs can be stated as follows. Lemma 1.10. Let Y, σ be a subspace of a connected space X, τ . For every connected expansion σ * ≥ σ there exists a connected expansion τ
Proof. We put τ * := τ ∨ A where
Now, the above-mentioned results on preservation under connected subspaces can be re-proved easily.
Proposition 1.11.
(i) Every connected subspace of a maximal connectedness is maximal connected.
(ii) Every connected subspace of an essentially connected space is essentially connected.
(iii) Every connected subspace of a strongly connected and essentially connected space is both strongly connected and essentially connected.
Proof. Let X, τ be a topological space and let Y, σ be its connected subspace.
(i) Let σ * be a connected expansion of σ. By Lemma 1.10 there is a connected expansion
Since τ is maximal connected, we have that τ * = τ
and so σ * = σ.
(ii) Let C ⊆ Y be connected and let σ * be a connected expansion of σ. By Lemma 1.10
there is τ * a connected expansion of τ such that τ
since τ is essentially connected, and hence C is σ * -connected.
(iii) Let τ * be a maximal connected expansion of τ . Since τ is essentially connected, Y is τ * -connected, and hence τ * ↾ Y is a maximal connected expansion of σ by (i). [12] and [7] . The equivalence of R, [0, 1], and [0, 1) with respect to having the properties follows from Proposition 1.11.
2 Tree sums of topological spaces Definition 2.1. By a gluing structure G we mean an indexed family of topological spaces X i : i ∈ I together with an equivalence ∼ on i∈I X i . These are exactly the data needed to form a glued sum X G := i∈I X i /∼, which is a quotient of a topological sum. We denote the associated canonical maps X i → X G by e G,i and the canonical quotient map i∈I X i → X G by q G .
We define the set of gluing points by S G := {x ∈ X G : |q
, and we define the gluing graph G G as a quiver (a directed graph allowing multiple edges between a pair of vertices) such that the set of vertices is I ⊔ S G , and s, i, x is a directed edge from s to i if and only if e G,i (x) = s. Even though the edges are directed in order to stress the bipartite nature of the graph, we consider graph notions like connectedness or paths in undirected way if not stated otherwise.
We say that G induces a tree sum if the corresponding gluing graph G G is a tree, i.e. for every pair of distinct vertices there is a unique path connecting them. In that case, X G is called the tree sum of G and the spaces X i are called summands.
Often, when the gluing structure is implied, we just write "X is a glued/tree sum of X i : i ∈ I ", or "X := i∈I X i /∼ is a glued/tree sum" when we want to name the equivalence. In that case, we write e X,i , q X , S X , G X or even e i , q, S, G (with a short reminder) instead of e G,i , q G , S G , G G , respectively.
Remark 2.2.
Despite the lengthy definition above, the notion of tree sum is quite natural. We just glue topological spaces in a way that the spaces are preserved, two spaces may be glued only at one point, and the global structure of connections forms a tree.
Remark 2.3.
Because of the connectedness of the gluing graph, all the summands of a tree sum have to be nonempty unless the whole space is empty.
Example 2.4.
A wedge sum, that is a space i∈I X i /∼ such that one point is chosen in each space X i and ∼ glues these points together, is an example of a tree sum.
Example 2.5. The Arens' space, which is a canonical example of sequential space that is not Fréchet-Urysohn (see [4, Example 1.6 .19]), is a certain tree sum of convergent sequences. Observation 2.6. Let X := i∈I X i /∼ be a glued sum. All the maps e i : X i → X are injective if and only if there is at most one edge between any two vertices in G X .
Proof. For i ∈ I the map e i is injective if and only if there are no points x = y ∈ X i such that e i (x) = e i (y) ∈ S X , that is if and only if there are no points x = y ∈ X i and s ∈ S X such that s, i, x and s, i, y are edges in G X . Proposition 2.7. Let X be a tree sum of spaces X i : i ∈ I . There exist unique maps q i : X → X i for i ∈ I such that q i • e j = id X i=j if i = j and q i • e j is constant if i = j for every j ∈ I. Hence, all the maps e i are embeddings, all the maps q i are quotients (even retractions), and all the spaces X i are retracts of X.
Proof. By Observation 2.6 all the maps e i are injective, and hence we may assume X i ⊆ X (as sets) for every i ∈ I.
Let i ∈ I. For every j = i there exists a unique path between i, j in G X , which goes through vertices i, s 0 , i 0 , s 1 , . . . , i n−1 , s n , j. For every k < n we have q i (s k+1 ) = q i (s k ) since s k+1 , s k ∈ X i k where q i has to be constant. Hence, for every x ∈ X j we have q i (x) = q i (s n ) = q i (s 0 ) = s 0 because s n ∈ X j and s 0 ∈ X i . This together with id X i defines the unique q i satisfying the conditions.
Since the topology on X is inductively generated by the maps e i , and q i •e j is continuous for every i, j ∈ I, all the maps q i are continuous. And since q i • e i = id X i , we have that q i is a quotient map and e i is an embedding.
Internal characterization
We dedicate a few following paragraphs to an internal characterization of tree sums. Similarly to other sum-like contructions it makes sense to ask if a given topological space is an "inner" tree sum of some of its subspaces. 
We call f q and f i the quotient part of f and the injective part of f , respectively. Let f i : X i → Y i∈I be a family of continuous maps. Recall, that there is a canonical map i∈I f i : i∈I X i → Y called codiagonal sum and defined by relations ( i∈I f i ) • e j = f j for j ∈ I where e j : X j → i∈I X i are the canonical embeddings. Definition 2.9. Let X be a topological space and F := X i : i ∈ I a family of its subspaces. The gluing structure induced by F is G := F , ∼ f where f := i∈I e i : i∈I X i → X and e i : X i → X are the embeddings for i ∈ I. We say that X, F is an inner tree sum, or that X is an inner tree sum of F , if G induces a tree sum and f i :
The family F also induces a set S F := {x ∈ X : |{i ∈ I : x ∈ X i }| ≥ 2} and a graph G F on I ⊔ S F where s, i is an edge from s ∈ S F to i ∈ I if and only if s ∈ X i . Note that S F and G F are canonically isomorphic to S G and G G , respectively. We often identify F with G, and we write S X and G X instead of S F and G F when the family F is implied. Remark 2.10. We need the outer tree sum to construct bigger spaces from summands, but when a bigger space is already constructed, we usually assume that the summands are subspaces of the sum, and we switch to the inner view.
Even though we define the inner tree sum so that the connection with the outer tree sum is clear, the following characterization is easier to work with. Proposition 2.11. Let X be a topological space and F := X i : i ∈ I a family of its subspaces. X is an inner tree sum of F if and only if the following conditions hold.
(ii) X is inductively generated by the family F , (iii) G F is a tree (as undirected graph).
Proof. Let e i : X i → X and e ′ i : X i → j∈I X j be the canonical embeddings for every i ∈ I. Let us consider the map f := i∈I e i : i∈I X i → X. Clearly, f i is bijective iff f is surjective iff i∈I X i = X. Note that i∈I X i /∼ f is inductively generated by the family f q • e ′ i : i ∈ I . By the universal property of inductive generation, a bijective f i is a homeomorphism if and only if X is inductively generated by the family
Finally, i∈I X i /∼ f is a tree sum if and only if G F is a tree since since G F is canonically isomorphic to the gluing graph of i∈I X i /∼ f . Observation 2.12. Let X be a topological space and F := X i : i ∈ I a family of its subspaces. If x j : j ∈ J is a family of points in i∈I X i and
then X is a tree sum of F if and only if X is a tree sum of F ′ . That means one-point spaces in gluing structures are essentially irrelevant.
Proof. Clearly, rng(F ) = rng(F ′ ). Also, X is inductively generated by F if and only if it is inductively generated by F ′ since every member of F ′ is contained in a member of F . Finally, G F is a tree if and only if G F ′ is a tree. We have S F ′ = S F ∪ {x j : j ∈ J}, and the vertices of
For every s ∈ S F ′ \ S F there is exactly one i ∈ I such that s ∈ X i , and the graph G F ′ adds s as a new gluing vertex and s, i as a new edge. The graph G F ′ also adds every j ∈ J as a new vertex and x j , j as a new edge. These changes clearly do not affect, whether the graph is a tree.
Tree subsums and branches
Definition 2.13. Let X be a tree sum of a family of its subspaces X i : i ∈ I and let Y ⊆ X. We often use the following notation.
• I Y := {i ∈ I : Y ∩ X i = ∅} and I x := I {x} for x ∈ X.
• S Y := S X ∩ Y .
• G Y denotes the subgraph of G X induced by
•
We say that Y is a tree subsum of X if it is an inner tree sum of the family F Y . Note that
the notation is consistent with Definition 2.9.
Proposition 2.14. Let X be a tree sum of spaces X i : i ∈ I and Y ⊆ X. The following conditions are equivalent.
(i) Y is a tree subsum of X.
(ii) G Y is connected, i.e. it is a subtree of G X .
(ii) =⇒ (i). By Proposition 2.11 it remains to show that Y is inductively generated by subspaces
For every i ∈ I U we consider the set V i := {q
These are all points in the summands of X attached to X i via some gluing point in U i \ Y . For every x ∈ V i there is j ∈ I \ {i} such that x ∈ X j and a unique path from j to i in G X . This path goes through some
Let us put
There is j ∈ I such that x ∈ X j and the path from i to j in G X goes through s. We have i ∈ G Y , so if x ∈ Y , then j ∈ G Y and s ∈ G Y by the connectedness of G Y , and hence s ∈ Y i .
(iii) =⇒ (ii). Let i ∈ G Y , s ∈ S X i , and j ∈ G Y such that the path from i to j in G X goes through s. It is enough to show that s ∈ Y . We have that {s}
Proposition 2.15. Let X be a tree sum of spaces
(iii) If Y is a tree sum of F , then Y is a tree subsum of X.
Proof.
Since G F is connected and it is an induced subgraph of G X , which is a tree, the path i, s, j in G X is a path in G F as well. Hence, s ∈ S F and s ∈ Y i .
(
We have that j = j ′ since otherwise i, s, j and i, s ′ , j would be two different paths in G X . Hence, we have a path j, s, i, s
G F is a connected subgraph of G X , there is another path from j to j ′ . That is a contradiction since G X is a tree.
(iii) We are comparing the families F and
We may assume that every Y i = ∅, otherwise we would have F = ∅ , Y = ∅, F Y = , and the claim would hold. By that assumption,
. Therefore, we may use Observation 2.12, and Y is a tree sum of F Y since it is a tree sum of F .
Lemma 2.16. Let X be a tree sum of spaces X i : i ∈ I . Let F := Y j : j ∈ J be a family of subspaces of X. If for every i ∈ I there is j ∈ J such that X i ⊆ Y j , then j∈J Y j = X and X is inductively generated by F . Therefore, X is a tree sum of F if and only if G F is a tree.
Proof. We use Proposition 2.11. Clearly, we have j∈J
is open in X i for every i ∈ I, and hence U is open in X, and hence X is inductively generated by F . The conclusion follows again from Proposition 2.11. Definition 2.17. Let X be a tree sum of spaces X i : i ∈ I . For every x ∈ X we define its branches B x,i : i ∈ I x by formula B x,i := {x} ∪ q
That is, B x,i is the set of all points of X from those subspaces X j that are connected to x through X i .
Note that if x ∈ S X we have |I x | ≥ 2 and B x,i ∩ B x,j = {x} for every i = j ∈ I x , whereas if x ∈ X \ S X there is only one i in I x and B x,i = X. Observation 2.18. Let X be a tree sum of spaces X i : i ∈ I , let x ∈ X, and let B x := B x,i : i ∈ I x be the enumeration of branches at x. We have that every B x,i is a tree subsum of X and that X is a tree sum of B x .
Proof. For x ∈ X \ S X this is clear, so let x ∈ S X . For every j ∈ I such that B x,i ∩ X j = ∅ there is a path x, i 0 , s 0 , . . . , j n = j in G X . Either i 0 = i and X j k ⊆ B x,i for every k ≤ n, or i 0 = j. In both cases the path lies in G B x,i , and hence the graph is connected and B x,i is a tree subsum of X by Proposition 2.14. For every i = j ∈ I x we have B x,i ∩ B x,j = {x}, and hence G Bx is a tree. Since every summand X j lies in some B x,i , we have that X is a tree sum of B x by Lemma 2.16.
Separation of tree sums
Now we will introduce an alternative description of standard separation axioms that is based on existence of continuous maps into special topological spaces. We do this in order to prove preservation of separation axioms for tree sums in a uniform and concise way. Definition 2.19. We say that S is a monotone separation scheme if S = Y S , ≤ S where Y S is a topological space containing points 0, 1, and ≤ S is a linear order on Y S such that 0 is the minimum, 1 is the maximum, and for every y ∈ Y S we have Y S /(←, y] ∼ = [y, →) via the obvious canonical map (this last condition is motivated by Observation 2.20).
Let X be a topological space. We say that a pair A, B ⊆ X is S-separated if there is a continuous function f : X → Y S such that f [A] ⊆ {0} and f [B] ⊆ {1}. We also say that
• X is S P -separated if for every x = y ∈ X either {x}, {y} or {y}, {x} is S-separated,
• X is S PP -separated if every pair of distinct points of X is S-separated,
• X is S PC -separated if every point and every closed set not containing that point are
S-separated.
We consider the following monotone separation schemes:
• S 1 is specified by the Sierpiński space on {0 < 1} with isolated point 1.
• S 2 is specified by the space on {0 < 1 2
< 1} with topology generated by singletons {0}, {1}.
• S 2 is specified by the space on {0 <0 < 1 2 <1 < 1} with topology generated by sets {0}, {0,0,
• S f is specified by [0, 1] ⊆ R.
• S c is specified by the discrete space on {0 < 1}. Observation 2.20. Let S be a monotone separation scheme, X a topological space. If A, B ⊆ X are S-separated, then for every y ∈ Y S there is a continuous map f :
Observation 2.21. Let X be a topological space.
• X is T 0 if and only if it is S P 1 -separated.
• X is symmetric (i.e. for every x = y ∈ X, if there is open U x such that x ∈ U x / ∋ y, then there is open U y such that x / ∈ U y ∋ y) if and only if for every point x disjoint from a closed set F there is an open set U such that x / ∈ U ⊇ F , that is if and only if X is S PC 1 -separated.
-separated.
• X is functionally T 2 if and only if it is S PP f -separated.
• X is totally separated if and only if it is S PP c -separated.
• X is regular if and only if it is S PC 2 -separated.
• X is completely regular if and only if it is S PC f -separated.
• X is zero-dimensional if and only if it is S PC c -separated.
Observation 2.22. For every monotone separation scheme S the properties of being S P -separated, S PP -separated, and S PC -separated are hereditary.
Proof. Let X ⊆ Y be topological spaces. If x, y are distinct points of X, then they are distinct points of Y . If x is a point not in a closed set F in X, then x / ∈ cl Y (F ). Hence, we can move the situation to Y . If f S-separates the corresponding sets in Y , then f ↾ X S-separates the corresponding sets in X. Proposition 2.23. Let X be a tree sum of spaces X i : i ∈ I , S a monotone separation scheme.
(i) For every two points x = y ∈ X there is i ∈ I such that q i (x) = q i (y). Hence, X is S PP -separated if and only if all the spaces X i are S PP -separated. The same holds for S P -separation.
(ii) X is S PC -separated if and only if all the spaces X i are S PC -separated.
(iii) X is separated if and only if all the spaces X i are separated for "separated" meaning
, functionally T 2 , totally separated, regular, completely regular, or zero-dimensional.
If y / ∈ S X , we proceed symmetrically. If x, y ∈ S X , consider the only path in G X from x to y, going through vertices x, i 0 , s 0 , . . . , i n , y. Then we have q i 0 (x) = x = s 0 = q i 0 (y).
Regarding the S PP -separation, "=⇒" follows from Observation 2.22. "⇐=": since we have i ∈ I such that q i (x) = q i (y), there is a map f : X i → Y S S-separating {q i (x)}, {q i (y)}. Hence f • q i : X → Y S S-separates {x}, {y}. S P is analogous.
(ii) "=⇒" follows from Observation 2.22. Let x ∈ X, x / ∈ F ⊆ X closed. If x ∈ S X , we put S ′ := S X and G ′ := G X ; if x / ∈ S X , we put S ′ := S X ∪ {x} and define G ′ as the graph on I ⊔ S ′ extending G X with the edge x, i 0 , x where i 0 ∈ I is the index such that x ∈ X i 0 . We also define a strict partial order < on G ′ : a < b if and only if the path from x to a is a strict initial segment of the path from x to b. Basically, we are just rooting the tree at x in order to perform an inductive construction.
We will define continuous maps f i : X i → Y S for i ∈ I and values y s ∈ Y S for s ∈ S ′ .
We define y x := 0. If s ∈ S ′ is a <-successor of i ∈ I, we define y s := f i (s). If i ∈ I is a <-successor of s ∈ S ′ , we define f i as a continuous map such that f i (s) = y s and f i [F ∩ X i ] ⊆ {1}, which exists by Observation 2.20. By the construction, f := i∈I f i : X → Y S is continuous and S-separates {x}, F . (iii) Follows directly from (i), (ii) , and Observation 2.21. Definition 2.24. Let X be a topological space. We say that A ⊆ X is a T1 2 -subset of X if every point of A is closed or isolated in X. Equivalently, X is T1 2 at every point of A.
In order to take care of T1 2 separation axiom we need to introduce the following condition. Definition 2.25. Let X be a tree sum of spaces X i : i ∈ I . We say that the corresponding gluing is T1 2 -compatible if we never glue a non-isolated closed point to a non-closed isolated point, i.e. there are no s ∈ S X , i, j ∈ I s such that s is non-isolated and closed in X i and non-closed isolated in X j . Note that if the spaces X i are T1 2 , this is equivalent to never gluing a non-closed point to a non-isolated point. Proposition 2.26. Let X be a tree sum of spaces X i : i ∈ I .
(i) S X is a T1 
Proof.
(i) Clearly, if S X is a T1 2 -subset of X, then S X ∩ X i is a T1 2 -subset of X i for every i ∈ I. Also, under this condition the gluing is T1 2 -compatible if and only if every s ∈ S X is closed in every X i or isolated in every X i for i ∈ I s . In other words, if and only if S X is a T1 2 -subset of S X .
(ii) The space X is T1 2 if and only if both S X and X \ S X are T1 2 -subsets of X. The same holds for spaces X i . It is enough to use (i) and observe that a point in X \ S X is closed or isolated in X if and only if it is so in the space X i that contains it.
Neighborhood-related properties and I-subsets
Let us start with two lemmata for building neighborhoods in tree sums. Lemma 2.27. Let X be a tree sum of spaces X i : i ∈ I , let U i ⊆ X i for every i ∈ I, and let U := i∈I U i . If every U i is open in the corresponding X i and every s ∈ S U is either isolated or s ∈ i∈Is U i , then U is open in X.
Proof. It is enough to show that every U ∩ X i is open in the corresponding X i . Clearly, U ∩ X i = U i ∪ S U ∩X i . By our assumptions, every gluing point in U ∩ X i is either isolated or already contained in U i , and hence U ∩ X i is open in X i . Lemma 2.28. Let X be a tree sum of spaces X i : i ∈ I and x ∈ X. Let S ′ denote the set of all non-isolated gluing points. If U i : i ∈ I x is a family such that for every i ∈ I x we have x ∈ U i ⊆ X i and U i is open in X i , and V ⊆ X is open such that x ∈ V and
Proof. The claim follows from Lemma 2.27 applied to the family V ∩ U i : i ∈ I where we additionally put U i := ∅ for i ∈ I \ I x .
Let us define the notion of I-subset that naturally occurs in several following propositions. Definition 2.29. Let X be a topological space. We say that A ⊆ X is an I-subset of X if it is a union of an open discrete subset and a closed discrete subset of X. Equivalently, the points of A that are not isolated in X form a closed discrete subset of X. The name is derived from the related concept of I-space introduced in [2, Definition 1.4]. Definition 2.30. Let X be a tree sum of spaces X i : i ∈ I . We say that the corresponding gluing is I-compatible if we never glue a non-isolated closed point to an isolated point, i.e. there are no s ∈ S X , i, j ∈ I s such that s is non-isolated and closed in X i and isolated in X j . Note that if the spaces X i are T1 2 , this is equivalent to never gluing an isolated point to a non-isolated point.
Observation 2.31. In a topological space every I-subset is a T1 2 -subset. Observation 2.32. Let X be a tree sum of spaces X i : i ∈ I . If the gluing is Icompatible, then it is T1 Proof. The claim follows from the definition. If there are no clopen points in spaces X i , then every isolated point is non-closed. Observation 2.33. Let X be a topological space inductively generated by a family of its subspaces X i : i ∈ I . Let A ⊆ X and let A i := A ∩ X i for every i ∈ I.
(i) A is closed discrete if and only if every A i is closed discrete in the corresponding X i .
(ii) A is open discrete if and only if every
A i is open discrete in the corresponding X i .
Proof. Clearly, if
A is closed discrete in X, then so is every A i in X i . For the other implication let every A i be closed discrete in X i . For every B ⊆ A and i ∈ I we have that B ∩ X i is closed in X i since B ∩ X i ⊆ A i and A i is closed discrete. Therefore, every B ⊆ A is closed in X, and hence A is closed discrete in X. The proof for openness is analogous.
Proposition 2.34. Let X be a tree sum of spaces X i : i ∈ I .
(i) The set S X is discrete if and only if S X ∩ X i is discrete for every i ∈ I.
(ii) If S X is an I-subset of X, then S X ∩ X i is an I-subset of X i for every i ∈ I and the gluing is T1 2 -compatible.
(iii) If S X ∩ X i is an I-subset of X i for every i ∈ I and the gluing is I-compatible, then S X is an I-subset of X.
Proof.
(i) Clearly, if S X is discrete, then S X ∩ X i is discrete for every i ∈ I. For the other implication let s ∈ S X . Since S X ∩ X i is discrete for every i ∈ I, then for every
(ii) Clearly, S X ∩ X i is an I-subset of X i for every i ∈ I. The rest follows from Observation 2.31 and Proposition 2.26 (i).
(iii) Let S ′ be the set of all points of S X not isolated in X and let S ′ i be the set of all points of S X ∩ X i not isolated in X i for every i ∈ I. For every s ∈ S ′ there is i s ∈ I s such that s is not isolated in X is . The point s is also closed in X is since S ′ is is closed discrete. Since the gluing is I-compatible, s is not isolated in any X i for i ∈ I. Therefore, S ′ ∩ X i ⊆ S ′ i for every i ∈ I, and since every S ′ i is closed discrete in X i , the set S ′ is closed discrete in X by Observation 2.33.
The following examples show that the claims in Proposition 2.34 are sharp.
Example 2.35. Let X be a wedge sum of spaces X i : i ∈ I , i.e. S X = {x} for some x ∈ X. If x is a closed point in every X i , then S X is clearly an I-subset of X. On the other hand, if additionally x is clopen in some but not all spaces X i , then we glued an isolated point to a closed non-isolated point, so the gluing is not I-compatible.
Example 2.36. Let us consider a tree sum X = n≤ω X n /∼ where X n for n < ω is the Sierpiński space on {0, 1} with isolated point 1, the space X ω is the convergent sequence ω + 1, and we glue ω, n ∼ n, 0 for every n < ω, i.e. we glue the n-th member of the sequence with the non-isolated point of the corresponding Sierpiński space. We have that the gluing is T1 2 -compatible, and so X is T1 2 by Proposition 2.26. We also have that S X ∩ X n is an I-subset of X n for every n ≤ ω, but S X is not an I-subset of X -it contains no isolated point of X and it is discrete but not closed. Now we use the condition of S X being an I-subset of X as an assumption. Proposition 2.37. Let X be a tree sum of spaces X i : i ∈ I . If S X is an I-subset of X, then X is herereditarily inductively generated by the inclusions of the spaces X i .
Proof. Let
′ be the set of all non-isolated gluing points. Since S ′ is closed discrete, there is an open set V ⊆ X containing x such that V ∩ S ′ ⊆ {x}. By Lemma 2.28 W := V ∩ i∈Ix U i is open in X, and we have
Proposition 2.38. Let X, τ := i∈I X i , τ i /∼ be a tree sum, let A ⊆ P(X). We put τ * := τ ∨ A, τ * i := τ i ∨ {A ∩ X i : A ∈ A}. If we have that
then X, τ * = i∈I X i , τ * i /∼, i.e. such expansion of a tree sum is a tree sum of the corresponding expansions.
Proof. Clearly, all the maps e i : X i , τ * i → X, τ * are continuous, and hence we have that
* is continuous by the inductive generation. To prove the equality it is enough to show that τ * is inductively generated by maps e i : X i , τ * i → X. So let U ⊆ X be such that U ∩ X i is τ * i -open for every i ∈ I. We will show that U is τ * -open.
Let x ∈ U \ S ′ where S ′ denotes the set of all non-isolated gluing points. If x is an isolated gluing point, then we are done, otherwise let i be the only i ∈ I such that x ∈ X i . Let U i be a τ i -open set and B ⊆ A a finite family such that x ∈ U i ∩ B ⊆ U. We have that
it is τ i -open and for every j = i it holds that (U i \ S ′ ) ∩ X j is either empty or an isolated gluing point connecting X i with X j . Therefore,
Let x ∈ U ∩ S ′ . We put B := {A ∈ A : x ∈ A G x }, which is τ * -open since the set is finite. For every i ∈ I x there is an
There is also a τ -open set V such that V ∩ S ′ = {x}. By Lemma 2.28 i∈Ix U i ∩ V is a τ -neighborhood of x, so W x := i∈Ix U i ∩ V ∩ B is a τ * -neighborhood of x in U.
Connectedness-related properties
Now we focus on connectedness-related properties of tree sums.
Proposition 2.39.
A tree sum X of spaces X i : i ∈ I is connected if and only if all the spaces X i are connected.
Proof. "=⇒". By Proposition 2.7 all the spaces X i are quotients of the connected space X. "⇐=". Every component of connectedness contains all spaces X i that it intersects. Hence, it contains whole X because every two spaces X i , X j are connected via a path in G X .
Observation 2.40. Let X be a tree sum of spaces X i : i ∈ I . Let x ∈ X and let B i : i ∈ I x be the branches at x. If x is closed or isolated in X, then B i \ {x} : i ∈ I x is a clopen decomposition of X \ {x}.
Proof. If x is closed, then every B i \ {x} is open in X since the only space X j such that (B i \ {x}) ∩ X j / ∈ {∅, X j } is X i where the intersection is X i \ {x}, which is open. Similarly, if x is isolated, then every B i \ {x} is closed in X, and hence clopen in X \ {x}. Observation 2.41. Let X be a topological space, let x ∈ X, and let X i : i ∈ I be a clopen decomposition of X \ {x}. One of the following situations happens.
(i) The point x closed in X and every X i is open in X.
(ii) The point x is isolated in X and every X i is closed in X.
(iii) There is i ∈ I such that x is neither closed not isolated in X i while x is clopen in X j for every j ∈ I \ {i}.
Proof. Since X i : i ∈ I is a clopen decomposition of X \ {x}, there are sets U i : i ∈ I open in X such that for every i ∈ I we have U i \ {x} = X i . If we may choose U i = X i for every i ∈ I, we are in situation (i). Otherwise, there is i ∈ I such that U i = X i ∪ {x} and X i is not open in X. If there is j ∈ I \ {i} such that we may choose U j = X j ∪ {x}, we are in situation (ii) since {x} = U i ∩ U j and X \ X k = {U l : l ∈ I \ {k}} for every k ∈ I.
If there is no such j, then U j = X j for every j ∈ I \ {i}, the point x is not isolated in X, and U i , U j : j ∈ I \ {i} is a clopen decomposition of X. Hence, we are in situation (iii).
Proposition 2.42. Let X be a tree sum of spaces X i : i ∈ I such that every gluing point is closed or isolated, i.e. S X is a T1
2
-subset of X. Let C ⊆ X and C i := C ∩ X i for every i ∈ I C . The set C is connected if and only if every C i is connected and G C is connected. That is, connected subspaces of X are exactly tree subbsums of connected subspaces.
Proof. Suppose that C is connected. Let s ∈ S X \ C and let B i : i ∈ I s be the branches of X at s. Since s is closed or isolated and because of Observation 2.18 and 2.40, it follows from Observation 2.41 that every B i \ {s} is clopen in X \ {s}, and hence C ⊆ B i \ {s} for some i ∈ I s . Therefore, G C is a connected graph.
We have that G C is connected under both eventually equivalent conditions. Therefore, C is a tree sum of C i : i ∈ I C by Proposition 2.14, and the claim follows from Proposition 2.39 applied on C and C i : i ∈ I C .
Maximal connectedness of tree sums
Now we finally use the machinery built in the previous sections to prove the theorems about maximal connectedness in tree sums of topological spaces. Theorem 2.43. Let X be a tree sum of spaces X i : i ∈ I such that the set of all non-isolated gluing points is closed discrete, i.e. S X is an I-subset of X.
(i) If the spaces X i are maximal connected, then X is maximal connected.
(ii) If the spaces X i are strongly connected, then X is strongly connected.
(iii) If the spaces X i are essentially connected, then X is essentially connected.
Proof. Let τ be the topology on X, τ i the topology on X i for every i ∈ I.
there is i ∈ I such that A ∩ X i is not τ i -open, and hence τ * i is disconnected since τ i is maximal connected. By Proposition 2.38 X, τ * is a tree sum of the spaces X i , τ * i . Therefore, it is disconnected by Proposition 2.39.
(ii) Let τ (iii) Again, X is connected by Proposition 2.39. By Observation 1.4 it is enough to test essential connectedness only on expansions by finite families. Let C be a connected subset of X, τ , let τ * be a connected expansion of τ by a finite family, and let τ * i := τ * ↾ X i for i ∈ I. X, τ * is a tree sum of spaces X i , τ * i by Proposition 2.38. By Proposition 2.42 every τ * i is connected and every C i := C ∩ X i is τ i -connected. By the essential connectedness every C i is τ * i -connected and hence τ * -connected.
Therefore, C is τ * -connected again by Proposition 2.42. Proof. Let us consider the space R κ . Let {L i : i ∈ I} be the family of all lines through the origin in R κ , and let τ be the topology on R κ inductively generated by the lines (this idea is due to [7, Corollary 5A] ). Clearly, τ refines the standard topology on R κ .
By Proposition 2.11 R κ , τ is a tree sum of the lines L i . By Theorem 1.13 the lines are strongly connected, and hence R κ , τ is strongly connected by Theorem 2.43.
The situation with the other spaces is analogous. The general idea is to cut a space so one gets a tree sum of real intervals that refines the original topology. For example a sphere is cut into meridians glued together at one pole with the other pole attached to one of the meridians. x ∈ X. We denote the family of all τ -connected components of X \ {x} by C x and the family of all τ * -connected components of X \ {x} by C *
x . If X, τ is essentially connected, then C x = C * x . Hence, if X, τ is a topological realization of a tree graph, then any maximal connected expansion τ * still possesses the structure of the graph: the vertices of degree = 2 can be easily identified and the edges remain connected by essential connectedness.
Let us focus on the question, whether the assumption of S X being an I-subset of X is necessary in Theorem 2.43. Example 2.47. Not every tree sum of copies of the Sierpiński space is maximal connected. Let X 1 be the Sierpiński space on {0, 1} with isolated point 1 and X 2 the Sierpiński space on {1, 2} with isolated point 2. Consider X := (X 1 ⊕ X 2 )/∼ where ∼ glues the points 1 together. The specialization order on X is 0 < 1 < 2 and the gluing is not T1 2 -compatible, and hence X is not maximal connected since it is even not T1 2 . Also, the set C := {0, 2} ⊆ X is connected, but the graph G C is not connected. This shows that the assumption about closed or isolated gluing points in Proposition 2.42 is necessary. The fact that the space from the previous example is not even essentially connected is not a coincidence as the following observation shows.
Observation 2.50. Let X be a topological space whose topology is inductively generated by a family of maximal connected subspaces X i : i ∈ I . If X is essentially connected, then it is maximal connected.
Proof. Let τ be the topology on X. If X is not maximal connected, then there is a nonopen set A ⊆ X such that τ * := τ ∨ {A} is still connected. By the inductive generation there is i ∈ I such that A ∩ X i is not open in X i , and hence X i is τ -connected but not τ * -connected, so X, τ is not essentially connected.
Proposition 2.51. Let X be a tree sum of spaces X i : i ∈ I and let S be the set of all points s ∈ S X such that there are i = j ∈ I such that {s} is nowhere dense in both X i and X j , i.e. S is the set of all points that are nowhere dense in at least two summands. If X is nodec, then S is closed discrete.
Proof. By Observation 2.33 it is enough to show that S ∩ X i is closed discrete in X i for every i ∈ I. Let i ∈ I and for every s ∈ S ∩ X i let B s,j : j ∈ I s be the enumeration of branches of X at s. By the definition of S there is j ∈ I s \ {i} such that {s} is nowhere dense in X j . Let U s := B s,j \ {s}.
U s is open in X. Since {s} is nowhere dense in X j and hence in B s,j , it is closed in B s,j , which is nodec as a subspace of X (Proposition 1.9). Hence, U s is open in B s,j . Since we also have U s ∩ B s,k = ∅ for every k ∈ I s \ {j} and X is a tree sum of B s,j : j ∈ I s by Observation 2.18, we have proved the claim.
We also have that s ∈ U s since s is not isolated in B s,j . Finally, let U := {U s : s ∈ S ∩ X i }. We have S ∩ X i ⊆ U \ U, and the latter is a closed discrete subset of X by an equivalent condition in Definition 1.7.
Theorem 2.52. Let X be a tree sum of nondegenerate spaces X i : i ∈ I . The following conditions are equivalent.
(i) The space X is maximal connected.
(ii) The spaces X i are maximal connected and S X is an I-subset of X.
(iii) The spaces X i are maximal connected, S X i is an I-subset of X i for every i ∈ I, and the gluing is T1 2 -compatible or equivalently I-compatible.
(iv) The spaces X i are maximal connected and X is essentially connected.
(i) =⇒ (ii). Every X i is a connected subspace of X by Proposition 2.39, and hence is maximal connected by Proposition 1.11 (i). Let S denote the set of all non-isolated gluing points of X. For every s ∈ S and i ∈ I s we have that s is closed in X since X is T1
2
. Hence, s is non-isolated in X i since otherwise it would be clopen in connected nondegenerate space X i . Therefore, {x} is nowhere dense in X i , and we may use Proposition 2.51 to show that S is closed discrete in X, and hence S X is an I-subset of X.
(ii) =⇒ (i) is Theorem 2.43 (i).
(ii) ⇐⇒ (iii). The equivalence of T1 2 -compatibility and I-compatibility follows from Observation 2.32. Therefore, the claim follows from Proposition 2.34.
(i) ⇐⇒ (iv). One implication is trivial, the other follows from Observation 2.50. Corollary 2.53. Let X be a tree sum of nondegenerate spaces X i : i ∈ I . The space X is T 1 maximal connected if and only if the spaces X i are T 1 maximal connected and the gluing set S X is closed discrete.
Proof. Follows immediately from Proposition 2.23, Theorem 2.52, and the fact that in a nondegenerate connected T 1 space there are no isolated points, so every I-subset is closed discrete.
Finitely generated spaces
Maximal connected spaces in the class of finitely generated spaces were first characterized by Thomas in [13, Theorem 5] . He also proposed a way to visualize them. Later, Kennedy and McCartan in [9] characterized finitely generated maximal connected topologies in the lattice T (X) as joins of two topologies of special form based on a notion of final A-degenerate cover where A ⊆ X.
In this section we reformulate the characterization in the language of specialization preorder and graphs -finitely generated maximal connected spaces correspond to tree graphs with fixed bipartition via graphs of their specialization preorders (Proposition 3.11 and Corollary 3.12). We also reformulate the characterization in the language of tree sumsthey are exactly T1 2 -compatible tree sums of copies of the Sierpiński space (Corollary 3.14), and we propose another method for their visualization. Notation 3.1. Let X be a topological space and x ∈ X. We put
Observation 3.2. Let X be a topological space.
• Let x ∈ X. The set x • is the only candidate for a minimal neighborhood of x. Hence,
x has a minimal neighborhood if and only if x • is open.
• For every, x, y ∈ X we have {x} ⊆ {y} ⇐⇒ x ∈ {y} ⇐⇒ x
• X is T 1 if and only if {x} = {x} for every x ∈ X if and only if x • = {x} for every
• X is symmetric if and only if {x} = x • for every x ∈ X.
• For every x ∈ X the sets {x} and x • are connected. Proof. Let X be a finitely generated T1 2 space. If D ⊆ X dense, then it contains all isolated points, so {x} is closed for each x ∈ X \ D because X is T1
2
, and X \ D is closed because X is finitely generated. The last claim follows from Proposition 1.8.
Observation 3.5. Every finitely generated space X is locally connected. In particular, components of connectedness are exactly nonempty clopen connected subsets.
Definition 3.6. Recall that for every topological space X the specialization preorder is defined on its points by formula
Proposition 3.7. Let X be a topological space, ≤ the specialization preorder on X. Let us recall the known properties of the specialization preorder.
(i) Every open set is an upper set. Every closed set is a lower set.
(ii) The converse of (i) holds precisely for finitely generated spaces.
(iii) The construction of specialization preorder is a 1 : 1 correspondence between finitely generated spaces and preorders.
(iv) The specialization preorder is an order if and only if X is T 0 .
(v) Every isolated point is a maximal element. Every closed point is a minimal element. If X is T 0 the converse also holds.
(vi) X is T1 2 if and only if ≤ is an order with at most two levels.
Proof. (iii) By (ii) we know that the construction is injective. We need to show that it is surjective, i.e. for every preordered set X, ≤ there is a finitely generated topology on X such that ≤ is its specialization preorder. It is enough to consider the set of all ≤-upper sets as the desired topology. Then y ∈ x • if and only if y is in the principal upper set generated by x, i.e. y ≥ x.
(iv) ≤ is an order if and only if x ∈ {y} and y ∈ {x} implies x = y for every x, y ∈ X.
(v) If x is a closed point, then y ≤ x ⇐⇒ y ∈ {x} = {x} =⇒ y = x, and hence it is minimal. If X is T 0 , then ≤ is an order, and if x is minimal, then y ∈ {x} ⇐⇒ y ≤ x =⇒ y = x, and hence {x} is closed. Dually for an isolated point and a maximal element.
(vi) If X is T1
, then ≤ is an order by (iv) and it has at most two levels by (v). If ≤ is an order with at most two levels, then X is T 0 by (iv), and every point is isolated or closed by (v). Definition 3.8. Let X be a finitely generated T1 2 space and ≤ its specialization preorder. We define its specialization graph G X as follows. Vertices are the points of X, and there is a directed edge x, y in the graph if and only if x < y. Proposition 3.9. The construction X → G X is a 1 : 1 correspondence between finitely generated T1 2 spaces and directed graphs with oriented paths of length at most one. On a fixed base set, finer topologies correspond to graphs with less edges.
Proof. Clearly, the construction X → G X factorizes through the construction of specialization preorder, and we have the correspondence between finitely generated T1 2 spaces and orders with at most two levels by Proposition 3.7 (iii), (vi). Hence, it is enough to establish the correspondence between orders with at most two levels and directed graphs with directed paths of length at most one.
A directed edge x, y is in G X if and only if x is a closed point, y is an isolated point, and x ∈ {y}. In that case, x is ≤-minimal and y is ≤-maximal, and clearly there cannot be oriented paths of length > 1 in G X .
On the other hand, we may start with an arbitrary directed graph G with oriented paths of length at most one and interpret it as a strict part of an order with at most two levels.
Lemma 3.10. Every simple expansion of a finitely generated space is finitely generated. Hence, every simple expansion of a finitely generated T1 2 space is finitely generated and T1
.
Proof. Let X, τ be a finitely generated topological space, let A ⊆ X, and τ * := τ ∨ {A}.
Every family U of τ * -open sets is of form {(U i ∪ A) ∩ V i : i ∈ I} where all the sets U i , V i
are τ -open. Hence, U = i∈I (U i ∪ A)
Proposition 3.11. Let X be a finitely generated T1 2 space.
(i) Connected components of X are exactly undirected connected components of G X . Hence, X is connected if and only if G X is connected (as undirected graph).
(ii) X is maximal connected if and only if G X is a tree (as undirected graph).
Proof.
(i) Let x ∈ X. The connected component of X containing x is the lower upper set generated by {x} because that is the smallest clopen set containing x (we use Proposition 3.5). That is exactly the component of undirected connectedness of G X .
In the original paper [13] Thomas used a similar but different visualization. Instead of drawing an edge from a closed point to every isolated point in its smallest neighborhood, Thomas represents the smallest neighborhood by a line segment containing all the points.
We think our visualization is less restrictive, and it deals with the duality on finitely generated spaces well -it is enough to switch the colors of isolated and closed vertices. Example 3.16. We give some examples of maximal connected finitely generated spaces. Visualizations of these spaces are given in Figure 2. • Clearly, the empty space, the one-point space, and the Sierpiński space are maximal connected.
• If X is a set, x ∈ X and A ⊆ X is open if and only if x ∈ A, we obtain a space with so-called included point topology, also called principal ultrafilter space.
• If X is a set, x ∈ X and A ⊆ X is open if and only if x / ∈ A, we obtain a space with so-called excluded point topology, also called principal ultraideal space.
• Let us consider the set of all integers Z with the topology generated by open sets {{2k − 1, 2k, 2k + 1} : k ∈ Z}. We obtain a finitely generated maximal connected space called Khalimsky line or digital line.
· · ·
A principal ultrafilter space.
A principal ultraideal space.
The Sierpiński space.
· · · · · ·
The Khalimsky line. Let us conclude with Figure 3 , which shows all nondegenerate finitely generated maximal connected spaces with at most five points, using our visualization. This may be compared with the corresponding picture in [13] . In our picture, the duality of finitely generated spaces (by considering the dual specialization preorder, in our case just by swapping isolated and closed points) is apparent. 
