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Abstract
The concept of topology in condensed matter physics has led to the discovery of rich and ex-
otic physics in recent years. Especially when strong correlations are included, phenomenons
such as fractionalization and anyonic particle statistics can arise. In this thesis, we study
several systems hosting topological phases of interacting fermions.
In the first part, we consider one-dimensional systems of parafermions, which are gener-
alizations of Majorana fermions, in the presence of a ZN charge symmetry. We classify the
symmetry-protected topological (SPT) phases that can occur in these systems using the pro-
jective representations of the symmetries and find a finite number of distinct phases depend-
ing on the prime factorization of N. The different phases exhibit characteristic degeneracies
in their entanglement spectrum (ES). Apart from these SPT phases, we report the occurrence
of parafermion condensate phases for certain values of N. When including an additional ZN
symmetry, we find a non-Abelian group structure under the addition of phases.
In the second part of the thesis, we focus on two-dimensional lattice models of spinless
fermions. First, we demonstrate the detection of a fractional Chern insulator (FCI) phase
in the Haldane honeycomb model on an infinite cylinder by means of the density-matrix
renormalization group (DMRG). We report the calculation of several quantities characteriz-
ing the topological order of the state, i.e., (i) the Hall conductivity, (ii) the spectral flow and
level counting in the ES, (iii) the topological entanglement entropy, and (iv) the charge and
topological spin of the quasiparticles. Since we have access to sufficiently large system sizes
without band projection with DMRG, we are in addition able to investigate the transition
from a metal to the FCI at small interactions which we find to be of first order. In a further
study, we consider a time-reversal symmetric model on the honeycomb lattice where a Chern
insulator (CI) induced by next-nearest neighbor interactions has been predicted by mean
field theory. However, various subsequent studies challenged this picture and it was still un-
clear whether the CI would survive quantum fluctuations. We therefore map out the phase
diagram of the model as a function of the interactions on an infinite cylinder with DMRG
and find evidence for the absence of the CI phase. However, we report the detection of two
novel charge-ordered phases and corroborate the existence of the remaining phases that had
been predicted in mean field theory. Furthermore, we characterize the transitions between
the various phases by studying the behavior of correlation length and entanglement entropy
at the phase boundaries. Finally, we develop an improvement to the DMRG algorithm for
fermionic lattice models on cylinders. By using a real space representation in the direction
along the cylinder and a real space representation in the perpendicular direction, we are able
to use the momentum around the cylinder as conserved quantity to reduce computational
costs. We benchmark the method by studying the interacting Hofstadter model and report a
considerable speedup in computation time and a severely reduced memory usage.
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Zusammenfassung
Das Konzept der Toplogie in der Physik der kondensierten Materie führte in den letzten
Jahren zur Entdeckung reichhaltiger und exotischer Physik. Besonders unter der Hinzunah-
me starker Korrelationen können Phänomene wie Fraktionalisierung und anyonische Teil-
chenstatistiken hervortreten. In dieser Dissertation untersuchen wir mehrere Systeme, die
topologische Phasen wechselwirkender Fermionen aufweisen.
Im ersten Teil betrachten wir eindimensionale Systeme von Parafermionen, Verallgemeine-
rungen von Majoranafermionen, in der Gegenwart einer ZN Ladungssymmetrie. Wir klassi-
fizieren die symmetriegeschützten topologischen Phasen, die in diesen Systemen auftreten
können, durch die projektiven Darstellungen der Symmetrien und finden abhängig von der
Primfaktorzerlegung von N eine endliche Anzahl verschiedener Phasen. Die unterschied-
lichen Phasen weisen charakteristische Entartungen in deren Verschränkungsspektren auf.
Außer diesen symmetriegeschützten topologischen Phasen zeigen wir das Auftreten von
Parafermionenkondensatphasen für bestimmte Werte von N. In der Anwesenheit einer zu-
sätzlichen ZN Symmetrie finden wir eine nicht-Abelsche Gruppenstruktur bei der Addition
der Phasen.
Im zweiten Teil der Arbeit untersuchen wir zweidimensionale Gittermodelle spinloser Fer-
mionen. Zuerst weisen wir das Auftreten einer fraktionalen Chernisolatorphase (FCI) im
Haldane-Honigwabengittermodel auf einem unendlich langen Zylinder mithilfe der Dich-
tematrixrenormierungsgruppe (DMRG) nach. Wir berichten über die Berechnung mehrerer
Größen, die die topologische Ordnung des Zustandes charakterisieren, und zwar (i) die Hall-
leitfähigkeit, (ii) den spektralen Fluss und die korrekte Entartungen der Zustände im Ver-
schränkungsspektrum, (iii) die topologische Verschränkungsentropie, und (iv) die Ladung
und den topologischen Spin der Quasiteilchen. Da wir mit DMRG Zugang zu genügend
großen Systemgrößen ohne Bandprojektion haben, besitzen wir zusätzlich die Möglichkeit,
den Übergang eines Metalls zum FCI bei schwacher Wechselwirkung zu untersuchen, den
wir als Übergang erster Ordnung bestimmen. In einer weiteren Untersuchung betrachten
wir ein zeitumkehrinvariantes Modell auf dem Honigwabengitter, in dem durch Molekular-
feldtheorie ein von übernächsten Nachbarwechselwirkungen induzierter Chernisolator (CI)
vorhergesagt wurde. Mehrere nachfolgende Studien stellten dieses Ergebnis jedoch in Fra-
ge und es war immer noch unklar, ob der CI der Einbeziehung von Quantenfluktuationen
standhalten würde. Deshalb berechnen wir das Phasendiagramm des Modells in Abhängig-
keit der Wechselwirkungen auf einem unendlich langen Zylinder mit DMRG und finden Be-
lege für die Abwesenheit der CI-Phase. Wir weisen jedoch zwei neuartige ladungsgeordnete
Phasen nach und untermauern die Existenz der restlichen Phasen, die durch die Moleku-
larfeldtheorie vorhergesagt wurden. Weiterhin charakterisieren wir die Übergange zwischen
den verschiedenen Phasen, indem wir das Verhalten der Korrelationslänge und der Ver-
schränkungsentropie an den Phasengrenzen untersuchen. Zum Abschluss entwickeln wir
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eine Verbesserung des DMRG-Algorithmus für fermionische Gittermodelle auf Zylindern.
Indem wir eine Ortsraumbeschreibung in der Richtung entlang der Zylinderachse und eine
Impulsraumbeschreibung in der orhtogonalen Richtung benutzen, können wir den Impuls
um den Zylinder als erhaltene Größe benutzen um die Rechenkosten zu reduzieren. Wir ver-
gleichen die Methode mit dem traditionellen Algorithmus, indem wir das wechselwirkende
Hofstadtermodell untersuchen und weisen eine erhebliche Verkürzung der Rechenzeit und
eine stark reduzierte Arbeitsspeichernutzung nach.
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1. Introduction
Matter occurs in different phases and the characterization of these phases has always lain
at the heart of condensed matter physics. A firm theoretical footing to the distinction of
phases was given by Landau who pointed out that different phases can be distinguished by
the spontaneous breaking of symmetries [1]. We encounter examples of symmetry breaking
on a daily basis. In a solid, the atoms are arranged on a regular lattice whereas they move
freely in a liquid or a gas. The continuous translational symmetry that is present in the liq-
uid, is broken upon crystallization and the system is only invariant under translation of a
lattice spacing. A ferromagnet spontaneously breaks the spin rotation symmetry leading to a
magnetization which points into a distinct direction. These are just two of the numerous ex-
amples that prove the successful story of characterizing phases of matter by their symmetry
properties.
However, this understanding was challenged by the discovery of the integer quantum
Hall effect (IQHE) [2] in 1980. This phase was clearly distinct from any known phase, yet,
it could not be explained by any sort of symmetry breaking. The IQHE arises at very low
temperatures if an electron gas is confined to two dimensions and is subject to a strong
magnetic field perpendicular to the 2D plane. The single-particle energies of the electrons
are quantized and form Landau levels with a specific degeneracy depending on the system
size. While the Hall conductivity σH is linearly dependent on the strength of the magnetic
field in the classical Hall effect, it came as a surprise that it exhibits quantized plateaus
of σH = n · e2/h for flux densities that coincide with n completely filled Landau levels.
Even more remarkably, the quantization of σH is extremely accurate (∼ 10−10) and does not
depend on the sample geometry or even disorder up to some strength. It was explained
by Thouless et al. that the extreme precision and stability of the quantization is due to the
topological character of the integer quantum Hall state. They found that the prefactor n in
the Hall conductivity is an integer constant depending on the topology of the filled bands
in momentum space, the so-called TKNN invariant [3]. Hence, only the global, topological
characteristics of the system matter and the value of σH is stable against local perturbations
such as disorder or variations in the sample geometry.
In 2005, a related state, the quantum spin Hall effect (QSHE) was postulated [4]. It can
be thought of as two copies of an IQHE with opposite magnetic field and spin direction,
hence, related by time-reversal reversal symmetry. The remarkable feature of this effect is
that it occurs without external magnetic field –the electrons are merely subject to strong spin-
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orbit coupling– and at room temperature. The prediction [5] and subsequent experimental
discovery [6] of the QHSE in HgTe quantum wells boosted the field of topological phases
enormously. Research was further intensified and led to the prediction [7, 8] and detection [9]
of a similar state in the 3D material Bi1−xSbx, the so-called Z2 topological insulator.
The aim to understand and classify topological states of matter has since generated an
abundance of research and led to a great deal of understanding in this subject. The proper-
ties of IQHE can be explained solely by single-particle physics [3, 10] and this understanding
led to the prediction of topological insulators [4, 7, 8]. These states belong to the class of short-
range entangled topological phases. Those are phases with a bulk gap that do not break any
symmetry and cannot be distinguished locally, but nevertheless cannot be adiabatically con-
nected to a trivial product state. By adiabatic connection we mean that if we go along a
path in the parameter space of Hamiltonians that connects a Hamiltonian whose ground
state is in a topological phase and another one whose ground state is topologically trivial,
the ground state has to undergo a quantum phase transition at which the bulk gap closes.
Despite being gapped in the bulk, these phases exhibit topologically protected gapless edge
states. Most of these states are only distinct from a trivial state as long as certain symme-
tries are preserved. The QSHE and Z2 topological insulator in 3D represent examples which
are protected by time-reversal symmetry. A one-dimensional instance is the topological su-
perconducting chain [11] which can be realized in quantum wires with spin-orbit coupling
and hosts the celebrated Majorana zero modes as gapless edge states [12, 13]. These non-
interacting fermionic topological phases are by now fully understood which led to their
complete classification in the so-called “ten-fold way” [14–17].
In 1982, Tsui and Störmer discovered that the plateaus in σH in the quantum Hall effect
even emerge at fillings that deviate from the fully occupied Landau level paradigm for very
clean samples and at very high magnetic fields. Here, we are in the regime of the fractional
quantum Hall effect (FQHE) and the conductivity is again quantized proportional to the
filling factor ν as σH = ν · e2/h, where ν is a fraction with a usually odd denominator. The
FQHE cannot be explained by single particle physics and the Coulomb repulsion is crucial
for its emergence. But this is not the only difference in comparison to the IQHE. Even though
the FQHE is an electronic system, its quasiparticle excitations carry only a fraction of the
electron charge e, e.g. e/3 for ν = 1/3, a behavior known as fractionalization [18]. Also the
FQHE may be understood and characterized by topological properties [19], yet, it belongs to
a different class of states.
This class of topological phases contains states which possess intrinsic topological order [20,
21] and can only be found in interacting systems. These gapped states display a long-range
pattern of entanglement and host a number of very exotic phenomena. Firstly, the ground
state degeneracy in these systems depends on the genus of the manifold on which the sys-
tem lives and cannot be lifted by any local perturbation [22]. The most prominent example,
the FQHE at filling ν = 1/3 has, e.g., a unique ground state on a sphere while it is threefold
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degenerate on the torus. Secondly, topologically ordered states display fractional excitations.
But not only can they carry fractional charge, but also obey fractional statistics in two di-
mensions. The excitations in these states are neither fermions nor bosons where the wave
function acquires a phase of 1 or -1 upon exchange of two particles, but so-called anyons
which cause the wave function to be multiplied with an arbitrary phase factor eiφ. A spe-
cial set of those states even hosts non-Abelian anyons. After these excitations are created, the
history of exchanging them determines the final state of the system and braiding them unitar-
ily transforms between different ground states which hosts great potential for topologically
protected fault-tolerant quantum computing [23, 24].
However, the states displaying intrinsic topological order are not the only topological states
that can occur in interacting systems. Symmetry-protected topological (SPT) phases [25–27] are
gapped, short-range entangled phases that are only distinct from a trivial state as long as
certain symmetries are preserved in the system and do not exhibit topological ground state
degeneracy. Nevertheless, they still host topologically protected gapless edge states. In fact,
topological insulators and the Majorana chain are non-interacting versions of SPT states
which can only be found in fermionic systems. For systems of bosons, interactions are a nec-
essary ingredient in order to stabilize SPT phases. A famous example is the spin-1 Heisen-
berg chain in the Haldane phase which exhibits spin-1/2 edge degrees of freedom [26, 28].
Despite the enormous progress that has been made in the field of topological phases of
matter, many open questions still remain, especially for strongly correlated systems. In this
thesis, we investigate interacting fermionic systems which display both short-range entan-
gled (SPT) and long-range entangled (intrinsic) topological order.
In Part I, we study the SPT phases of one-dimensional systems of parafermions. These
excitations are recently investigated [29] generalizations of Majorana zero modes which can
emerge if two counterpropagating edge modes of FQHEs are coupled by ferromagnetic and
superconducting domains [30–33]. Systems of parafermions are intrinsically interacting since
they already require fractional excitations to form. We completely classify all SPT phases
that can occur in these systems in the presence of ZN charge conservation, a parafermionic
generalization of the fermionic parity which has to be conserved in any physical realization.
The phases can be classified by the projective representation of this ZN symmetry leading
to characteristic degeneracies in the entanglement energy levels of the state. Moreover, we
study the behavior under the combination of chains and the inclusion of an additional ZN
symmetry. Remarkably, we then find a non-Abelian group structure when combining chains.
The second part is devoted to the study of two-dimensional strongly correlated lattice
models of fermions. Recently, lattice analogues of the FQHE in zero magnetic field, the frac-
tional Chern insulators (FCIs) have been proposed [34–38]. These states are very intriguing
since they comprise the possibility of realizing FQH-like states at room temperature. How-
ever, there are still open questions concerning the stability of FCIs and competing phases. We
analyze such a state in the Haldane model [39] on an infinite cylinder using the previously
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unemployed method of the density matrix renormalization group (DMRG) which enables
us to study larger systems than previously considered without projecting out any degrees of
freedom. This allows us to investigate the stability of the state under band mixing and the
transition into the state. In a proof of principle, Raghu et al. showed in mean field theory
that an analogue of an IQHE induced by interactions can emerge even in a non-topological
band structure [40]. However, this picture was challenged in subsequent studies [41–45] and
it was still controversial whether this Chern insulator (CI) state survives upon including
quantum fluctuations and going to the thermodynamic limit. We investigate the model with
DMRG and report evidence for the absence of the CI, but instead discover a rich phase
diagram of charge and bond ordered phases. Finally, we provide an improvement to the
DMRG algorithm itself, exploiting the translational symmetry around the cylinder to reduce
computational costs.
This thesis is organized as follows. We start with a brief review of the classification of
fermionic SPT phases in Chapter 2. We first consider free systems in arbitrary dimensions
and then turn to the classification of interacting systems in one dimension. In the beginning
of Chapter 3, we review the proposed physical realization of parafermions and subsequently
present our results concerning the classification of SPT phases in parafermionic systems.
In Chapter 4, we review the DMRG, the numerical method that is employed throughout
Part II of this thesis. We use this method to investigate an FCI state at filling ν = 1/3 in
Chapter 5 where we calculate quantities characterizing the topological order of the state
and study the phase transition from a metallic state into the FCI. In Chapter 6, we study
spinless fermions on a honeycomb lattice without topological band structure to search for a
spontaneously interaction-induced topological Chern insulator state. Here, we map out the
phase diagram of the model as a function of nearest and next-nearest neighbor interaction
and characterize the different orders some of which we explain by semi-classical analytical
calculations. In the following Chapter 7, we present the improved DMRG algorithm which
exploits momentum conservation around the cylinder. We first benchmark the new method
against the traditional one which does not utilize the additional symmetry and then employ
it to detect an FCI state in the interacting Hofstadter model. In the last part of Chapter 7, we
elaborate on the construction of the Hamiltonian of the model as a matrix product operator
and finally conclude the thesis with a summary and outlook in Chapter 8.
4
Part I.
Symmetry-protected topological order
in parafermionic chains
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2. Symmetry-protected topological order
As pointed out in the introduction, a system resides in a symmetry-protected topological
(SPT) phase, if its gapped ground state cannot be adiabatically transformed into a trivial
product state without crossing a quantum phase transition in case certain symmetries are
preserved. In this chapter, we review some notions of SPT phases for fermions which help
to put our classification of parafermionic systems in Chap. 3 into perspective. We begin by
reviewing the ten-fold way of classifying topological phases of free fermions in Sec. 2.1 and
introduce the Majorana chain as a concrete example of a system realizing an SPT phase in
Sec. 2.2. In Sec. 2.3, we explain how a classification for interacting one-dimensional systems
can be obtained by analyzing the entanglement spectrum.
2.1. Classification of topological phases of free fermions
The emergence of topological phases of matter quickly brought up the question of how
to classify them. Several topological invariants such as the TKNN invariant for the integer
quantum Hall effect [3] and a Z2 invariant for the quantum spin Hall effect in 2D [4] as
well as the Z2 topological insulator in 3D [7, 46] had been discovered. However, it was still
unclear how many different types of topological phases are possible to exist. The efforts to
answer this question led to a “periodic table” of topological insulators and superconductors
for free fermionic systems [14–17] which we briefly review here.
The most general classification of topological phases in free fermion systems can be achieved
by dividing the set of all possible Hamiltonians according to their behavior under anti-
unitarily realized symmetries. Unitary symmetries provide a block-diagonal structure to the
Hamiltonian and the resulting Hamiltonian blocks are independent of the symmetry (see
Ref. [47] for further details). The fundamental differences between two elements from the set
of block Hamiltonians are then dictated by their behavior under an anti-unitary symmetry. It
can be shown that the only anti-unitarily realized symmetries a quantum-mechanical system
can possess, are time-reversal (T ), charge conjugation/particle–hole (C), and the product of
both, the so-called “chiral” symmetry (S = T · C). The behavior under these symmetries
leads to ten different symmetry classes [48, 49] of Hamiltonian block matrices that are sum-
marized in Table 2.1.
Let us denote a single-particle Hamiltonian by H and the symmetry operators acting on
H by T, C and S. For time-reversal symmetry, we can distinguish three different cases which
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Cartan label
Symmetry Dimension
Example
T C S 1 2 3
A 0 0 0 0 Z 0 integer QHE
AIII 0 0 1 Z 0 Z
AI +1 0 0 0 0 0
BDI +1 +1 1 Z 0 0 (multiple) Kitaev chain(s)
D 0 +1 0 Z2 Z 0
DIII -1 +1 1 Z2 Z2 Z
AII -1 0 0 0 Z2 Z2 QSHE, Z2 top. ins.
CII -1 -1 1 Z 0 Z2
C 0 -1 0 0 Z 0
CI +1 -1 1 0 0 Z
Table 2.1.: Classification of topological insulators and superconductors in free fermionic systems in
dimensions d = 1, 2, 3 [14–17]. The ten different classes are labeled by the behavior of
the first quantized Hamiltonian H under time-reversal (T ), particle–hole (C), and “chiral”
symmetry (S = T · C) [48, 49]. The ±1 in the T and C columns mean T2 = ±1 and
C2 = ±1, respectively, where T and C are the symmetry operators acting on H. The 1 and
0 in the S column denotes whether the symmetry operator S anticommutes with H or not.
The symbols 0, Z2 and Z indicate the different topological invariants for each case.
are labeled by 0, 1 and −1 in the T column of Table 2.1. The 0 indicates that the Hamilto-
nian is not time-reversal symmetric whereas the 1 and −1 signify a time-reversal symmetric
Hamiltonian with T2 = 1 or T2 = −1, respectively. The same statement holds for charge
conjugation (C). In case of the chiral symmetry, S can either anti-commute with H or not
which we denote by 1 or 0 in Table 2.1. In 8 of the 9 cases characterized by different behavior
under T and C, the properties under S are already determined. Only if the Hamiltonian is
neither time-reversal nor particle-hole symmetric, both behaviors under S are possible. This
leads altogether to ten different symmetry classes of Hamiltonians. The corresponding time-
evolution operators eitH are elements of one out of ten symmetric spaces characterized by
the mathematician Élie Cartan which has led to the convention of referring to the ten classes
by their “Cartan label” in the leftmost column of Table 2.1.
By investigating the lack of Anderson localization on the boundary of the free fermionic
systems, Schnyder, Ryu, Furusaki and Ludwig were able to determine the topological in-
variants that characterize any phase in the ten different classes [14, 15, 17]. An alternative
approach was chosen by Kitaev who characterized the bulk of the systems with the help of
K-theory, producing concordant results [16]. We summarize the invariants for the physical
dimensions d = 1, 2, 3 in Table 2.1. A zero indicates that all possible ground states of the sys-
tem are adiabatically connected to a trivial product state. If the system can be characterized
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by a Z2 invariant, there exists one topologically distinct phase from the trivial phase and a
Z label denotes the presence of countably infinitely many different topological phases. Since
the distinctions only hold if certain (anti-unitary) symmetries are present, all the non-trivial
phases present in this classification (except in class A) are symmetry-protected topological
(SPT) phases.
Particularly interesting for the remainder of Part I of this thesis are the symmetry classes
D and BDI in one dimension which represent superconducting chains that conserve the par-
ticle number mod 2, hence, conserve the fermionic parity. The Hamiltonians in class BDI are
invariant under time-reversal symmetry while those in class D are not. The latter only sup-
port two topologically distinct phases, the trivial phase and a topological superconducting
phase.
Finally, we note that the Z invariant in two dimensions for class A is equivalent to the first
Chern number C which for translationally invariant systems can be calculated by [3]
C =
1
2π
∫
BZ
d2kF (k), (2.1)
where F (k) = ∇×A(k) is the Berry curvature and the integral runs over the two-dimensional
Brillouin zone (BZ). The Berry connection A(k) can be computed as
A(k) = i
N
∑
m=1
⟨um(k)| ∇k |um(k)⟩ , (2.2)
where the sum runs over all occupied Bloch states um(k). The Chern number can only as-
sume integer values in accordance with the integer classification of class A in two dimensions.
Furthermore, it has a direct physical interpretation, namely the Hall conductivity of a system
is given by σxy = C · e2/h. We come back to the notion of the Chern number in Part II of
this thesis where we investigate 2D lattice models that exhibit bands with non-zero Chern
number.
2.2. The Kitaev chain
As presented in the preceding section, free fermionic systems in one dimension with no other
symmetry than the fermionic parity can only reside in two different phases, the trivial phase
and the topological superconductor phase. An instructive example to present the properties
of these two phases is the one-dimensional spinless superconducting chain introduced by
Kitaev [11], also referred to as Majorana chain. The Hamiltonian of this model system on a
chain of length L is given by
H0 = −
t
2
L−1
∑
j=1
(
c†j c
†
j+1 + c
†
j cj+1 + H.c.
)
+ u
L
∑
j=1
nj, (2.3)
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Figure 2.1.: Two limiting cases of the Kitaev chain from Eq. (2.5). (a) For t = 0, u = 1, the system is
in a trivial product state in which two Majorana fermions from the same site are coupled.
Panel (b) shows the topological state for t = 1, u = 0. Here, Majoranas between different
sites are paired leaving two uncoupled modes at the ends of the chain.
where c†j (cj) create (annihilate) a particle on site j and nj = c
†
j cj is the number operator on
site j. The Hamiltonian consists of a hopping and a pairing term between nearest neighbor
sites and an onsite chemical potential term. By introducing the operators γ2j−1 and γ2j as
γ2j−1 = cj + c
†
j , γ2j = −i(cj − c†j ), (2.4)
the Hamiltonian can be rewritten in the form
H =
i
2
(
t
L−1
∑
j=1
γ2jγ2j+1 + u
L
∑
j=1
γ2j−1γ2j
)
(2.5)
up to an additive constant. The operators γj obey the following relations
γ2j = 1, (2.6)
γ†j = γj, (2.7)
{γi, γj} = 2δij, (2.8)
which represent exactly the properties of Majorana operators [50]. Note that for every fermionic
operator, we introduce two Majorana operators which are sometimes referred to as the real
and the imaginary part of the complex fermion. The doubling of sites is illustrated in Fig. 2.1.
Let us now consider the two limiting cases when one of the two parameters t or u is zero.
For t = 0 and u = 1, the ground state consists of a dimerization between Majorana particles
from the same site j illustrated in Fig. 2.1(a). The individual terms γ2j−1γ2j commute with
each other and can be diagonalized simultaneously leading to a unique gapped ground state.
In the fermionic language, it is a product state in which all sites are empty. In the opposite
case of t = 1 and u = 0, the dimerization happens between Majoranas from different sites
(see Fig. 2.1(b)) leaving two unpaired Majoranas at the ends of the chain. The individual
terms of the Hamiltonian again commute with each other. In this scenario, however, the
operators γ1 and γ2L do not appear in the Hamiltonian and therefore commute with H.
Acting with either of the two operators on the ground state changes the fermionic parity but
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does not affect the energy of the state. The two Majorana sites 1 and 2L share a fermionic
degree of freedom leading to two degenerate ground states distinguished by whether this
fermion is occupied or empty. No local term added to the Hamiltonian can lift this two-fold
ground state degeneracy. The system resides in an SPT phase with zero energy edge modes
described by γ1 and γ2L and cannot be adiabatically transformed into a trivial product state.
Going back to the fermionic picture, the two ground states consist of the equal weighted
superposition of all states with an even and odd number of fermions, respectively. More
generally, the system resides in the topological phase for t > u and in the trivial phase for
t < u.
We note that the Kitaev chain can also be viewed from a different angle. When introducing
the Jordan-Wigner transformation
ci = σ
+
i ∏
j<i
σzj and c
†
i = σ
−
i ∏
j<i
σzj , (2.9)
the Hamiltonian maps to
H = −t
L−1
∑
j=1
σxj σ
x
j+1 − u
L
∑
j=1
σzj , (2.10)
describing the transverse field Ising model. The topological phase then corresponds to the
ordered phase with broken Z2 spin-flip symmetry and the trivial phase to the disordered
paramagnetic phase. Note that the mapping of a topological to a symmetry-broken phase
here is only possible due to the non-local nature of the transformation (2.9). The Ising model
does not host Majorana zero modes.
2.3. Classification of interacting fermionic chains
After introducing the general classification of free fermionic SPT phases in Sec. 2.1 and
the concrete example of the Kitaev chain in the preceding section, we now review how
interactions modify the classification for one-dimensional systems. In these cases, a complete
classification exists even in the interacting case [51, 52]. Here, we follow the arguments given
in Ref. [51] and focus on the phases protected by the fermionic parity symmetry. The core
idea of the classification scheme is to construct projective representations of the symmetry
group and to investigate their effect on the entanglement properties of the ground state wave
function |ψ0⟩.
We therefore introduce a bipartition of the infinite one-dimensional system into a segment
S of length LS and an environment E as shown in Fig. 2.2. The reduced density matrix ρS of
the segment S in the ground state |ψ⟩ is given by
ρS = TrE (|ψ⟩ ⟨ψ|) , (2.11)
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Figure 2.2.: Illustration of a bipartition of a chain into a segment (S) of length LS and an environment
(E). A symmetry operation Ω acting on the important eigenstates of the reduced density
matrix fractionalizes into two operators ΩA and ΩB .
where TrE denotes tracing over the degrees of freedom in the environment E. It is convenient
to introduce the “entanglement Hamiltonian” HS as
ρS = e−HS . (2.12)
The “low energy” states of HS are then the most likely states of S when the system is in
its ground state. This becomes apparent by writing the ground state |ψ⟩ in the form of a
Schmidt decomposition as
|ψ⟩ = ∑
α
e−Eα/2 |ϕα⟩S |ϕα⟩E , (2.13)
where the Eα and |ϕα⟩S are the eigenvalues and eigenstates of HS, respectively. We call
them entanglement energies and entanglement eigenstates. The states |ϕα⟩S and |ϕα⟩E are
orthonormal:
⟨ϕα |ϕα′⟩S = ⟨ϕα |ϕα′⟩E = δαα′ . (2.14)
In a gapped system with finite correlation length ξ, the low energy entanglement eigen-
states can be distinguished from each other only by their behavior within a certain distance
from the boundary between S and E. This property can be justified by the following ar-
gument: suppose we measure a correlation function of the form C(r) = ⟨OEOS⟩|ψ⟩ where
OE acts on sites in the environment and OS acts on sites in the segment. We assume that
all the sites acted upon by OE and OS are far away from the boundaries between E and
S and r is the minimal distance between these sites. If r becomes very large, we expect
C(r) → ⟨OE⟩|ψ⟩⟨OS⟩|ψ⟩. Let us now take for OE an operator that projects onto some spe-
cific Schmidt state |ϕα⟩E of the environment. Then, OE also projects onto the corresponding
Schmidt state |ϕα⟩S of the segment and ⟨OS⟩|ϕα⟩ ≈ ⟨OS⟩|ψ⟩. This means that OS is the same
as in the ground state for any eigenstate of HS which implicates that far enough from the
edge, any eigenstate of HS behaves essentially like the ground state. The fact that the |ϕα⟩S
only differ at the edges implies that any linear operator O acting on the low entanglement
states can approximately be expressed as a product of two operators OA and OB acting on
the left and right edge of S, respectively (see Ref. [51] for further details). This is in particular
valid for any symmetry operation Ω on S which can be written as
Ω ≈ ΩAΩB. (2.15)
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Here, ΩA and ΩB act on sites within a finite range l from the left and right edges of S as
shown in Fig. 2.2. The accuracy of the approximation (2.15) improves exponentially with l
and the operators ΩA and ΩB form a projective representation of the symmetry group.
Let us now choose Ω to be the fermionic parity Q defined by
Q = eiπ ∑j nj , (2.16)
where the sum in the exponent runs over all sites j in S. All eigenstates of the Hamiltonian
as well as those of HS are also eigenstates of Q, i.e. they can be classified by their fermionic
parity. If we now write Q acting on the segment as Q ∝ QAQB, we are left with two possi-
bilities. Since Q being a symmetry operator has to be bosonic, QA and QB have to be either
both bosonic or both fermionic. Formally, we can write
QAQB = eiµQBQA (2.17)
with µ = 0 or π. This fractionalization of Q has a distinct effect on the structure of the
entanglement spectrum of the system if µ = π. The operators QA and QB commute with ρS
and if |ϕα⟩E is an eigenstate of ρS with parity eigenvalue q, then QA |ϕα⟩E is an eigenstate
with eigenvalue −q but the same entanglement energy ϵα. This implies that all eigenvalues
of HS come in degenerate pairs. For µ = π, the system resides in an SPT phase protected by
the fermionic parity whereas for µ = 0, we identify a trivial phase which can be adiabatically
connected to a product state and does not display a specific degeneracy in the entanglement
levels.
Applying this method to the classification of the Kitaev chain from Eq. (2.5) for u = 0 and
t = 1, we can easily identify the corresponding QA and QB as
QA = γ1 QB = γ2L (2.18)
for a segment of length L.
In the presence of both time-reversal T2 = 1 and parity symmetry Q2 = 1 (class BDI in
Table 2.1), the non-interacting classification predicts an infinite number of phases. In inter-
acting systems, however, the number of different phases is reduced to eight [51, 52] which
may be explained by the additional fractionalization of T as
T = UAUBK. (2.19)
Here, UA and UB are again operators acting on the left and right edges of the segment and
K denotes complex conjugation ensuring the anti-unitarity of T (see Ref. [51] for subtleties
concerning the case of µ = π). The different ways in wich T can fractionalize may then be
determined by the relations
QAT = eiϕTQA and UA(UA)∗ = eiκ1 (2.20)
13
2. Symmetry-protected topological order
with ϕ = 0, π and κ = 0, π. The eight distinct phases may be realized by combining several
Majorana chains with suitable time-reversal symmetric interactions. We summarize the val-
ues of µ, ϕ and κ and the corresponding minimal degeneracy in the entanglement spectrum
for each case in the following table [51].
Number of chains (µ, ϕ, κ) Degeneracy in ES
1 (π, 0, 0) 2
2 (0, π, π) 4
3 (π, π, π) 8
4 (0, 0, π) 4
5 (π, 0, π) 8
6 (0, π, 0) 4
7 (π, π, 0) 2
8 (0, 0, 0) 1
The combination of chains obeys a Z8 group structure according to the numbers in the left
column of the table and the non-trival phase of the Kitaev chain corresponds to the topmost
phase labeled 1.
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After reviewing the concept of SPT phases and the related occurrence of Majorana fermions
in the preceding chapter, we now turn to SPT phases of generalizations of Majorana fermions,
so-called parafermions. We first motivate the study of systems consisting of such particles
by reviewing the proposals of their physical realization in Sec. 3.1 and then introduce the
investigated models of a parafermionic chain in Sec. 3.2. In Sec. 3.3, we classify the SPT
phases that can emerge in these models and present rules for the combination of chains in
Sec. 3.4 and 3.5. We conclude by proposing a specific physical realization in which all SPT
phases of a specific type of parafermions can be accessed in Sec. 3.6.
3.1. Proposals to realize parafermions
Up to now, there are various proposals of realizing Majorana quasiparticles such as those
occurring in the Kitaev chain discussed in the previous chapter. One of them is gapping out
the helical edge modes of a Z2 topological insulator [4] by coupling them to either a su-
perconductor or a ferromagnet. Proximity coupling to a superconductor breaks particle-hole
symmetry and allows for cooper pair tunneling from the edges of the TI into the supercon-
ductor whereas coupling to a ferromagnet enables backscattering between the two counter-
propagating edge channels. On the interface between these two regions, the occurrence of
Majorana zero modes has been predicted [53].
Since excitations in the edge modes of a topological insulator are regular fermions and
coupling them already gives rise to exotic Majorana quasiparticles, even richer physics is
expected if the edge modes are already of fractional nature. In order to explore this realm,
several authors have investigated a setup in which counterpropagating edge modes of a
fractional quantum Hall effect or a fractional topological insulator are coupled [30–33]. These
studies all reported the emergence of parafermions, generalizations of Majorana fermions
whose properties are
χiχj = e2πi/Nχjχi for i < j, χNi = 1 and χ
†
i = χ
N−1
i . (3.1)
For N = 2, the χi anticommute, are self-Hermitian and square to the identity, hence, recover
exactly the algebra of Majorana operators. We will shortly review the mechanism that leads
to the emergence of such quasiparticles following Ref. [31] and therefore consider a system
of a fractional topological insulator (FTI) [54] of filling fraction 2/m whose edge modes
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Figure 3.1.: Physical setup: (a) The edge modes of the two-dimensional fractional topological insulator
are gapped out by coupling to superconducting and ferromagnetic domains [30]. At the
domain walls, localized parafermionic modes emerge. (b) Profile of the pairing (∆(x)) and
backscattering (M(x)) amplitude around a ferromagnetic region [31].
are alternatingly coupled to superconducting and ferromagnetic domains as depicted in
Fig. 3.1 [30]. The FTI can be thought of as a stack of two FQH states with filling fraction
ν↑ = 1/m for spin up electrons and ν↓ = −1/m for spin down electrons. The right- and
left-moving edge modes of the FTI are described by fields ϕR/L with commutation relations[
ϕR/L(x), ϕR/L(x′)
]
= ±i(π/m)sgn
(
x − x′
)
and
[
ϕL(x), ϕR(x′)
]
= i(π/m)sgn
(
x − x′
)
(3.2)
and right-/left moving quasiparticles of charge 1/m are created by the operators eiϕR/L [55].
Electron operators are given by ψR/L ∼ eimϕR/L . If we write ϕR/L = φ ± θ, commutation rela-
tions between φ and θ are [φ(x), θ(x′)] = i(π/m)Θ(x − x′) and the electron density operator
reads ρ = ∂xθ/π. The counterpropagating edge modes in the system can be described by a
Hamiltonian H = Hkin + Hcoupling with
Hkin =
mv
2π
∫
dx
[
(∂x φ)
2 + (∂xθ)
2
]
, (3.3)
where v is the velocity of the modes. The coupling Hamiltonian is given by
Hcoupling =
∫
dx
[
∆(x)ψRψL + M(x)ψ
†
RψL + H.c
]
, (3.4)
which in terms of φ and θ reads
Hcoupling ∼
∫
dx [−∆(x) cos(2mφ)− M(x) cos(2mθ)] . (3.5)
We now consider the limit in which the pairing amplitude ∆(x) is only finite in the region
coupled to the SC and the backscattering amplitude M(x) is non-zero only in the region
coupled to the FM (see Fig. 3.1(b)). Additionally, we assume that the amplitudes in the SC
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region are strong enough to pin the field φ in that region to one of 2m minima of the cosine
of the pairing term. Likewise, the field θ will be locked to one of the 2m minima of the cosine
of the backscattering term in the FM regions. If we consider the amplitude distribution of
Fig. 3.1(b), we can therefore write
φx<x1 =
π
m
n̂(1)ϕ , θx1+l<x<x2 =
π
m
n̂θ and φx>x2+l =
π
m
n̂(2)ϕ (3.6)
where n̂(j)ϕ and n̂θ are integer-valued operators. This leads to the commutation relation
[n̂(2)ϕ , n̂θ ] = i
m
π
(3.7)
between two of the integer-valued operators. The remaining of them commute. At low ener-
gies, we can focus on the regions in which both couplings vanish, i.e between xj and xj + l.
In those parts of the system, φ and θ can fluctuate and the effective Hamiltonian is
Heff =
mv
2π
2
∑
j=1
∫ xj+l
xj
dx
[
(∂x φ)
2 + (∂xθ)
2
]
, (3.8)
for which the fields φ and θ in the gapped regions dictate boundary conditions. Upon diag-
onalizing this effective Hamiltonian, it turns out that the operators
αj = e
i(π/m)
(
n̂(j)ϕ +n̂θ
) ∫ xj+l
xj
dx
[
e−i(π/m)
(
n̂(j)ϕ +n̂θ
)
ei(φ+θ) + e−i(π/m)
(
n̂(j)ϕ −n̂θ
)
ei(φ−θ) + h.c.
]
(3.9)
commute with Heff and therefore represent zero modes that are localized at the domain
walls between ferromagnetic and superconducting regions (see Ref. [31]). The operators αj
change the charge by e/m since the prefactor is proportional to eiϕR and the terms in the
integral are charge neutral. Furthermore, Heff supports excitations that scale with the size of
the thickness of the domain wall as 1/l. If we project out these excitations, the integral turns
into a constant (see Ref. [31]) and the zero modes in the low energy manifold read
χj = e
i(π/m)
(
n̂(j)ϕ +n̂θ
)
(3.10)
Considering the commutation relation from Eq. (3.7), the χj have the properties
χ2mj = 1 and χjχk = χkχje
i(π/m) for i < j. (3.11)
and, hence, constitute a physical realization of the parafermion operators from Eq. (3.1) with
N = 2m. By shortening the length of the SC and FM domains, the fields φ and θ will not
be perfectly pinned by the pairing and backscattering terms and, to lowest order, tunneling
of e/m quasiparticles will produce terms ∝ χ†j χj+1 in the Hamiltonian. Those are exactly the
expressions needed for realizing chains of coupled parafermions that we will discuss in the
next section.
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3.2. Parafermionic model
The possible physical realization of parafermionic quasiparticles in condensed matter sys-
tems raises the question which phases can occur in systems consisting of these exotic par-
ticles. We therefore aim to generalize the concepts to classify one-dimensional interacting
fermionic systems introduced in Sec. 2.3 to a chain of parafermions. Such a system was
recently investigated by Fendley in Ref. [29] where it was shown to exhibit exact zero
modes, analogous to the Majorana edge modes. As an instructive example, we consider a
one-dimensional model of ZN parafermions with the following commutation relations for
i < j:
χiχj = e2πi/Nχjχi. (3.12)
Here, χi are parafermion operators satisfying
χNi = 1 and χ
†
i = χ
N−1
i . (3.13)
The parafermions are coupled between neighboring sites and we choose alternating coupling
parameters t and u. The Hamiltonian for a chain of 2L sites with open boundary conditions
reads [29]
H = t
L−1
∑
j=1
(
eπi/Nχ†2jχ2j+1 + e
−πi/Nχ†2j+1χ2j
)
+ u
L
∑
j=1
(
eπi/Nχ†2j−1χ2j + e
−πi/Nχ†2jχ2j−1
)
.
(3.14)
This Hamiltonian conserves the charge modulo N, i.e., it commutes with the operator
Q =
L
∏
j=1
(
−e−πi/Nχ†2j−1χ2j
)
, (3.15)
which measures the total ZN charge.
It is useful to map Eq. (3.14) to the N-state quantum clock model using a Jordan-Wigner
transformation as shown in Ref. [29],
χ2j−1 =
(
∏
k<j
τk
)
σj, χ2j = −eπi/N
(
∏
k≤j
τk
)
σj, (3.16)
with the matrices
σ =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
1 0 0 . . . 0
⎞⎟⎟⎟⎟⎟⎟⎟⎠
, τ = diag
(
1, e2πi/N , e4πi/N , . . . , e2(N−1)πi/N
)
. (3.17)
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Note that the operators τj, σj are defined on a lattice with L sites. The τj, σj operators satisfy
σNj = τ
N
j = 1 (3.18)
σN−1j = σ
†
j (3.19)
τN−1j = τ
†
j . (3.20)
The commutation relation between σ, τ is given by
σiτj = e2πiδi,j/Nτjσi. (3.21)
It can be easily verified that the operators defined in Eq. (3.16) fulfill the parafermionic
algebra. Inserting the transformed operators in Eq. (3.14) yields directly
H = −t
L−1
∑
j=1
(
σ†j σj+1 + σ
†
j+1σj
)
− u
L
∑
j=1
(
τj + τ
†
j
)
, (3.22)
In the case of periodic boundary conditions, one has to pay attention to a phase change in
the coupling of σL and σ1, which becomes
−eπi/Nχ†2Lχ1 = σ†L
(
∏
k≤L
τ†k
)
σ1. (3.23)
The phase diagram of the N-state quantum clock model has already been investigated [56].
It is in the same universality class as the ZN Villain model, which was examined by Elitzur
et al. [57]. For N < 5, it exhibits two phases. For t > u, we obtain an ordered phase with
an N-fold degenerate ground state whereas for t < u, we are in the paramagnetic phase
and the ground state is unique. The phases are separated by a critical point at t = u. For
N ≥ 5, however, this critical point is extended and a critical phase emerges in between the
two phases in a finite parameter region. The phase transitions into that critical phase are
of Berezinskii-Kosterlitz-Thouless (BKT) type with an essential singularity in the correlation
length and the phase itself is a BKT critical phase.
To understand the phase diagram of Hamiltonian Eq. (3.14), we follow Ref. [29] by consid-
ering two limiting cases (similar to those in the Kitaev chain in Sec. 2.2). The case t = 0, u = 1
[Fig. 3.2(a)] has a unique and gapped ground state, which is a factorized state where the
parafermions χj form localized pairs on each site. The case t = 1, u = 0 [Fig. 3.2(b)] is
more interesting. Here, the parafermions form pairs between neighboring sites, leaving be-
hind two unpaired parafermions. In the case of open boundary conditions, the unpaired
parafermions reside at the ends of the chain and yield an N-fold ground-state degeneracy
while the bulk remains gapped. This can be directly compared to the case of the fermionic
model discussed in the previous section where unpaired fermionic modes appear at the
boundary. In this limit, the individual terms of H commute with each other and can be di-
agonalized simultaneously. Any ground state |ψ0⟩ satisfies −eπi/Nχ†2jχ2j+1 |ψ0⟩ = |ψ0⟩. This
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Figure 3.2.: Two different dimerization patterns corresponding to the two phases of the parafermionic
chain. The trivial case (u = 1, t = 0) is shown in (a) where pairs of parafermions χj are
localized on each site, yielding a unique and gapped ground state. Panel (b) shows a
nontrivial state (u = 0, t = 1) with uncoupled parafermions at the two ends of the chain.
This state is gapped in the bulk but has gapless excitations resulting from the unpaired
parafermions and the edges.
implies that projection of the charge operator Q in Eq. (3.15) onto the ground-state manifold
can be written as Qeff ∝ χ†1χ2L. In this sense, one can say that in the low-energy manifold, the
charge operator “fractionalizes” into a product of two operators localized at either end of the
chain. Since χ1 and χ2L both commute with the Hamiltonian, but do not commute with each
other, the ground state is multiply degenerate. One can diagonalize H and Q simultaneously,
in which case there are N orthogonal ground states with distinct Q eigenvalues. Acting with
either χ†1 or χ2L transforms the ground states into another, as can be seen from the fact that
χ†1Q = e
−2πi/NQχ†1 and similarly for χ2L.
The decomposition Qeff ∝ χ†1χ2L involving only operators of site 1 and site 2L is only exact
in the limiting case u = 0, t = 1. However, we expect Qeff to be approximately given by a
product of two operators, which are local at either ends of the chain even when u ̸= 0, as long
as one remains in the same phase. Each of these edge operators is localized over a region,
which extends to a distance of the order of one correlation length from the boundary of the
system. As long as the correlation length is finite, the exact edge operators at the left and
the right ends of the chain have a finite overlap with χ1, χ2L. To demonstrate this, we have
diagonalized Hamiltonian (3.22) with open boundary conditions exactly for different chain
lengths and various values of {u, t}, and calculated the matrix element of χ†1 between ground
states with different eigenvalues of Q. The results are shown in Fig. 3.3(a). For t = 1, u = 0,
the matrix element of χ†1 between ground states with neighboring eigenvalues of Q is unity.
For u > 0, the matrix element decreases, but remains finite. The data clearly shows that the
overlap does not depend on the system size but on the correlation length. As soon as the
latter is comparable to the former (β ≈ 0.4 for L = 4), the matrix elements differ for larger
system sizes.
Instead of looking at physical edge states of a chain with open boundary conditions, we
may also look at the “virtual” edge states we get by diagonalizing the reduced density matrix
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Figure 3.3.: (a) Overlap of a ground state of the Z4 parafermionic chain [Hamiltonian (3.14) with
N = 4 for different L] transformed by χ†1 and the ground state of the next q sector. The
state |ψ0⟩ is the ground state for q = 1 and |φ0⟩ for q = −i. (b) Matrix elements of
χ†1 between two degenerate eigenstates |ϕα⟩ and |ϕα′⟩ of the reduced density matrix ρS,
which lie in q-sectors that differ exactly by one charge. Calculations are performed for
different chains of length 2L with periodic boundary conditions. The segment S always
includes the sites 1 to L.
ρS. For this we consider again a bipartition of a periodic chain into a segment (S) of length LS
and an environment (E) as discussed in Sec. 2.3. The reduced density matrix ρS commutes
with the charge operator Q, and thus the eigenstates |ϕα⟩ of the segment have a defined
charge q modulo N. As in the case of fermions in Sec. 2.3, we claim that the charge operator
acting on the important eigenstates fractionalizes into two operators acting on the two ends
of the segment. These localized operators then transform the important states with different
charge into one another. To support this claim, we calculated numerically the matrix elements
of χ†1 between important eigenstates of ρS with Q-eigenvalues that differ by a charge of one
parafermion. The results are shown in Fig. 3.3(b). Again, the overlap does not depend on
the size of the segment as long as the correlation length is smaller than LS. This strongly
supports the fractionalization of Q into a product of operators that are localized on either
ends of the segment.
3.3. Classifying phases by symmetry properties of the
entanglement
We now discuss the general classification of the possible phases of a ZN parafermion chain,
generalizing the technique used to classify the phases of a fermionic chain (Sec. 2.3). These
phases are best understood by first performing the Jordan-Wigner transformation Eq. (3.16),
mapping the problem to a ZN spin chain. In the Ising/Majorana chain (corresponding to
N = 2), the symmetry-broken phase of the spin chain corresponds to a topologically non-
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trivial phase in the fermionic variables, whereas the Z2 symmetric phase of the spin chain
maps to the trivial phase.
In the N-state clock model, the ZN symmetry can spontaneously break down to any sub-
group of ZN . The number of subgroups is the number of divisors of N. If N = p
r1
1 . . . p
rl
l
is the prime factorization of N, the number of divisors is P = ∏li=1(ri + 1). Therefore, we
expect to find P distinct phases. It turns out that these phases fall into two distinct classes.
One class, analogous to the nontrivial phase of the Majorana chain, will be referred to as
symmetry fractionalized phases. The other class can be described by the presence of a non-zero
order parameter, in the parafermionic variables, and will be referred to as parafermion conden-
sate phases. Both types of phases are topological, in the sense that they lack a local (bosonic)
order parameter. They can be distinguished by the ground-state degeneracy of a chain with
open boundary conditions, as we discuss below.
In order to find all the possible topological phases, let us consider a chain of length 2L
of ZN parafermions with a Hamiltonian H
(
χ1, . . . , χ2L
)
that conserves the ZN charge Q =
∏Lj=1
(
−e−πi/Nχ†2j−1χ2j
)
, hence
[H, Q] = 0. (3.24)
We now consider a bipartition of the chain with periodic boundary conditions into a segment
(S) of length LS with LS ≪ 2L and an environment (E) as shown in Fig. 2.2.
Just as in the case of fermions in Sec. 2.3 and as supported by the numerical data in
Fig. 3.3(b), we can write the operator Q acting on the important states |ϕα⟩ as Q ∝ QAQB,
where QA and QB are local operators acting on a finite region near the left and right edges
of S, respectively. The operator Q itself is a charge-neutral operator. However, QA and QB
can carry non-zero charges, such that QAQ = e2πik/NQQA where k is an integer, and QBQ =
e−2πik/NQQB. Different values of k correspond to different topological phases. Below, we
derive a consistency condition which constrains the allowed values of k.
We consider powers of the operators χj defined by
χnij ≡ χ
N/p
ri
i
j , i ∈ 1, . . . , l, (3.25)
and the corresponding charge operators
Qni ≡ QN/p
ri
i , i ∈ 1, . . . , l. (3.26)
The original charge operator Q can be written as a product
Q = (Qn1)a1 . . . (Qnl )al , (3.27)
with integer a1, · · · , al . We can again fractionalize Qni like the total charge operator as
Qni = (Qni)A (Qni)B . (3.28)
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We now study the ways in which Qni can fractionalize. Similar to above, while Qni is charge
neutral, the operators (Qni)A, (Qni)B can carry charge Qni . We may write (Qni)A as
(Qni)A ∝ B ×
[(
χnij
)†]ki
(3.29)
and correspondingly, (Qni)B ∝ B ×
[
χnij
]ki
, where B denotes bosonic operators.
Commuting (Qni)A and (Qni)B leads to
(Qni)A (Qni)B = e−
2πi
N n
2
i k
2
i (Qni)B (Qni)A . (3.30)
There is also another way to determine ki. Since (Qni)
A creates niki parafermions, commuting
(Qni)A with Qni yields
(Qni)A Qni = e−
2πi
N n
2
i ki Qni (Qni)A (3.31)
and therefore
(Qni)A (Qni)B = e−
2πi
N n
2
i ki (Qni)B (Qni)A . (3.32)
In order for (3.30) to be consistent with (3.32), we obtain a constraint on ki:
n2i
(
k2i − ki
)
N
=
niki (ki − 1)
prii
= integer. (3.33)
The only two solutions for prii |ki (ki − 1) are ki = 0 or ki = 1 since ki and ki − 1 cannot be
divisible by the same prime. Hence, each Qni can be fractionalized in two ways.
The two possibilities of fractionalizing the operators Qni together with Eq. (3.27) lead then
to 2l possible values of k given by
k =
l
∑
i=1
ainiki mod N, (3.34)
where each of the ki can be chosen as 0 or 1. Since there is no number that is a common
divisor of all summands in (3.34), each individual choice of ki corresponds to a different k.
We now derive the structure of the entanglement spectrum in the different phases. The
ground state wave function |ψ0⟩ has a well defined charge modulo N and thus
[
ρS, Q
]
=[
ρS, QA
]
=
[
ρS, QB
]
= 0. Hence, Q and ρS can be diagonalized simultaneously. For k ̸= 0,
the eigenvalues of ρS come in degenerate multiplets which can be seen as follows.
If we have a state |ϕα⟩ with ρS|ϕα⟩ = ρSα |ϕα⟩ and Q|ϕα⟩ = qα|ϕα⟩, then |ψα⟩ = QA|ϕα⟩ has
the eigenvalues
ρS|ψα⟩ = ρα|ψα⟩, Q|ψα⟩ = e
2πik
N qα|ψα⟩. (3.35)
From (3.35) we can see that |ψα⟩ and |ϕα⟩ are orthogonal.
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Figure 3.4.: Entanglement spectrum for the ground state of Hamiltonian (3.14) on a chain of length
L = 12 for N = 3 and different values of u and t. In order to obtain the spectrum, we cut
the chain in two segments of length L/2 and diagonalize the reduced density matrix of
one subsystem. In the SPT phase for u < t, all entanglement levels are at degenerate in
multiples of three and the degeneracy is only lifted close to the phase transition at u = t
due to finite size effects. In the trivial phase for u > t, no mulitplett structure in the levels
is observable.
Every (Qni)A can only change the charge of the state by e
2πi
N niki = e2πiki/p
ri
i . Since different
prii have no common divisor, we can act D = ∏
l
i=1
[
ki
(
prii − 1
)
+ 1
]
times with QA on the
state |ϕα⟩ until we obtain a state with the charge q again. We identify this state as |ϕα⟩. The
eigenvalues of ρS are therefore at least D-fold degenerate.
In Fig. 3.4, we show the entanglement spectrum of the ground state of Hamiltonian (3.14)
for N = 3 and different values of u and t. The data was obtained by numerically diagonaliz-
ing a chain of length L = 12, cutting it in two segments of length L/2 and diagonalizing the
reduced density matrix of one of the subsystems. According to the theory developed above,
the N = 3 chain should display two different phases: one with k = 1 and degeneracy D = 3
and one with k = 0 and D = 1. This is clearly reproduced in the numerical data, showing
threefold degenerate entanglement energy levels in the SPT phase for u < t and no multiplet
structure in the trivial phase for u > t.
With the previous reasoning, we have identified 2l different topological phases — corre-
sponding to phases in the clock model where the symmetry is broken down to some sub-
group of ZN . The number of subgroups is the number of divisors of N, which is ∏li=1(ri + 1).
This number is greater than 2l if any ri > 1. What happened to the remaining phases in the
parafermionic model? Let us consider the example of a four-state clock model. Three phases
can be realized, one with a ground state having the full Z4 symmetry, another Z2-symmetric
one and a completely symmetry broken one. The first and the third correspond to the triv-
ial and the nontrivial phase in the parafermionic chain, respectively. The second one is a
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parafermion condensate phase, characterized by a parafermionic order parameter. This can
be seen as follows. The squared parafermionic variables commute with each other,[
χ2i , χ
2
j
]
= 0, (3.36)
thus they are mutually bosonic. Hence, we can have long-range order in the parafermionic
variables: ⟨
χ2i χ
2
j
⟩
̸= 0. (3.37)
The argument that allows us to fractionalize the charge operator and identify the topological
phase is no longer valid in the presence of symmetry breaking. Note that a long range order
in parafermionic variables is not possible if they obey a nontrivial exchange statistics. This is
because in a system with a finite correlation length we have in the bulk
⟨χiχi+l⟩→ ⟨χi⟩ ⟨χi+l⟩ for l → ∞. (3.38)
If the operators do not commute, this expression has to go to zero. Otherwise it cannot be
consistent with
⟨χiχi+l⟩ = e2πi/N ⟨χi+lχi⟩ . (3.39)
We now discuss the ground state degeneracies for systems with open and periodic bound-
ary conditions in different phases. Consider, for example, a Z4 chain. The ground state of
the Hamiltonian
HSF =
L−1
∑
j=1
[
eπi/4χ†2jχ2j+1 + e
−πi/4χ†2j+1χ2j
]
, (3.40)
is in the symmetry-fractionalized phase. This phase is characterized by four-fold ground
state degeneracy for a chain with open boundary conditions, and a unique ground state for
a chain with periodic boundary conditions. We have verified these expectations numerically.
The ground state of the Hamiltonian
HPC =
L−1
∑
j=1
[(
χ†2j
)2 (
χ2j+1
)2
+
(
χ†2j+1
)2 (
χ2j
)2]
+
L
∑
j=1
[
eπi/4χ†2j−1χ2j + e
−πi/4χ†2jχ2j−1
]
(3.41)
is in the parafermion condensate phase, in which the Z4 symmetry is broken down to Z2.
The ground state of a chain with open boundary conditions is two-fold degenerate. In a
chain with periodic boundary conditions, in which the term
(
χ†2L
)2 (
χ1
)2
+ H.c. is added,
the ground state of the Hamiltonian (3.41) is also two-fold degenerate. However, this ground
state degeneracy is not stable; e.g., if we add the term χ†2Lχ1 + H.c., the two-fold degeneracy
is lifted because χi does not commute with χ2j . This demonstrates that the ground state
degeneracy in the parafermion condensate phase is also topological in nature, and does not
correspond to a local (bosonic) order parameter.
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3.4. Combination of chains
We now turn to investigate the topological phases that result when we combine parafermionic
chains. As long as the inter-chain coupling is not too strong, the combined system is in a
topological phase that is determined by the phases of the constituent chains. We derive an
“addition rule” for chains in different phases. This is a generalization of the addition rules
for phases of fermionic chains [51].
Let us consider two chains with parafermionic operators ϕ2j−1, ϕ2j for the first one and
ψ2j−1, ψ2j for the second. The setup is shown schematically in Fig. 3.5(a). Our first task is to
combine the two chains into a single effective chain with parafermion operators χ4j−3, χ4j−2,
χ4j−1, χ4j, see Fig. 3.5(b).
Suppose that the Hamiltonians of the two chains, Hψ and Hϕ, are given . In order to con-
struct the Hamiltonian of the combined chain, Hχ, we imagine the two chains embedded in a
two-dimensional plane. The parafermions are thought of as Abelian anyons which acquire a
phase of e2πi/N when exchanged counterclockwise. We must then pay attention to the paths
the anyons hop along. Hopping processes that go above or below the chain correspond, in
general, to different operators. E.g., motion above the chain, and then motion back below the
chain, corresponds to an anyon moving in a closed circle, and should therefore give a phase
that depends on the total anyonic charge enclosed by the path.
We define the operator ϕ†i ϕj to describe hopping between sites i and j in the first chain,
such that the anyons move below the chain. Similarly, ψ†i ψj and χ
†
i χj describe hopping pro-
cesses between sites in the ψ and χ chains that occur below the chains. After combining the
two chains, however, we must consider the fact that the hopping process between ϕ sites fol-
lows a trajectory that passes the ψ sites from above [see Fig. 3.5(c)]. To take that into account,
we define the following rule to map operators acting on the ϕ chain to those of the χ chain:
ϕ†2i−1ϕ2j−1 → χ
†
4i−3χ4j−3 (3.42)
×
(
∏
i≤k<j
eπi/Nχ4k−1χ
†
4k
)2
,
where have assumed that i < j, and that the hopping occurs between ϕ sites with odd indices.
In this equation, we may replace {ϕ†2i−1, χ†4i−3} by {ϕ†2i, χ†4i−2}, respectively, corresponding to
a hopping process originating from a ϕ site with an even index, and similarly {ϕ2j−1, χ4j−3}
can be replaced by {ϕ2j, χ4j−2}.
The additional factor in brackets at the end of Eq. (3.42) emerges as follows. The operator
χ†4i−3χ4j−3 describes a process in which a particle hops below the combined chain. The fact
that hopping between former ϕ sites passes the ψ sites from above is implemented by next
hopping back below each ψ site which was passed, and then hopping forward again, this
time above the ψ site. This operation leads to a phase factor of e−4πi/N to the power of the
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Figure 3.5.: Combination of two chains. The hopping in the two independent chains is shown in
(a). After combining the chains (b) not all hopping processes occur below the chain. The
anyons of former chain ϕ pass above the sites of former chain ψ (c).
number of parafermions at the ψ site. This is exactly the factor in brackets in Eq. (3.42). Note
that this issue does not arise in Majorana chains (N = 2) where a phase of either e+iπ or e−iπ
appears when hopping below or above the chain, respectively, so the additional phase factor
always squares to unity.
Following the same logic, hopping processes within the ψ chain do not need to be modified
when mapping them to the combined chain:
ψ†2i−1ψ2j−1 → χ
†
4i−1χ4j−1. (3.43)
A similar rule holds for ψ sites with even indices.
Let us now turn to study the addition rule of topological phases in the ϕ and ψ chains.
The fractionalization rule for the charge operator of the ϕ chain, Q(ϕ), can be affected by
the considerations above. We need to map Q(ϕ) to the language of the combined chain χ
operators according to the rule of Eq. (3.42). If we name the χ operators on the former ϕ sites
as ϕ′ and the ones on the former ψ sites ψ′, we obtain
QA(ϕ)QB(ϕ)→ QA(ϕ′)QB(ϕ′)Q(ψ′)−2kϕ , (3.44)
where the original QA,B(ϕ) operators are fractionalized according to QA,B(ϕ) ∼ ϕ±kϕ , respec-
tively. If we combine the two chains, we can calculate the k characterizing the fractionaliza-
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tion of the charge operator in the combined chain as follows:
Qtotal = Q(ϕ)Q(ψ)
= Q(ϕ′)Q(ψ′)−2kϕ Q(ψ′) = Q(ϕ′)Q(ψ′)1−2kϕ
∝ QA(ϕ′)QA(ψ′)1−2kϕ  
QAtotal
QB(ϕ′)QB(ψ′)1−2kϕ  
QBtotal
.
(3.45)
In the last expression we omitted an overall phase factor that we get from commuting the
charge operators. We obtain for the resulting state
ktotal = kϕ + kψ − 2 kϕkψ (3.46)
The new ktotal fulfills the consistency condition Eq. (3.33) since
k2total − ktotal = k2ϕ − kϕ + k2ψ − kψ + 4
(
k2ϕ − kϕ
) (
k2ψ − kψ
)
, (3.47)
and each k2ϕ/ψ − kϕ/ψ separately is a multiple of N. If N is a prime number, then there
exist only two phases k = 0, 1. Combining two chains with kϕ = kψ = 1, we find that the
resulting phase is characterized by ktotal = 0. Thus, the addition rule of phases has a Z2
group structure.
3.5. Presence of additional symmetries
When there are extra symmetries in addition to the fundamental ZN symmetry related to
charge conservation, a richer classification of phases arises. Interestingly, as we will demon-
strate below, the phases of parafermion chains can have non-commutative group structures.
This is in contrast to the symmetry-protected phases of fermions or bosons in one dimension
which are always described by commutative groups, even if the physical symmetry group is
non-commutative [58, 59].
Consider, for example, ZN parafermions, where N is prime, with an extra ZN symmetry R
that describes an internal degree of freedom (e.g., an orbital degree of freedom). The phases
of such a system are classified in terms of how Q and R fractionalize into terms that act on the
edges of a segment: besides the parafermion charge of QA, k, we also have to keep track of l,
the parafermion charge of RA. Altogether there are 2N possible phases, since k is constrained
to be 0 or 1 (see Sec. 3.3), while l can be any integer modulo N. Note that the second integer
is similar to the one that classifies symmetry protected topological phases of bosons with
ZN ×ZN symmetry [26, 58]: If there are two symmetries R, S, the charge of the fractionalized
operators RA under the action of SA can be expressed as SARAS
−1
A R
−1
A = e
2πil/N where l
classifies the different phases.
28
3.6. Physical realization of different topological phases
All the possible phases can be formed by combining copies of two systems, one in a phase
that we label by X and the other in a phase labeled by Y. The X phase is of order 2, meaning
that combining two systems in the X phase results in a system in the trivial phase. The Y
phase is of order N. The phase X is the parafermion nontrivial phase we studied before,
where all the particles are assumed to have zero charge under R (i.e., the operators RA/B
into which R fractionalizes do not carry any charge); it is defined by k = 1 and l = 0. The
other phase, Y, is defined by k = 0 and l = 1, and it contains particles that have a charge
under R as well as Q. We use the notation (k, l) to represent the combination of phases XkYl .
These phases follow the same multiplication rules as the dihedral group (the symmetries
of an N-sided polygon where X corresponds to a reflection and Y corresponds to a rotation).
To show this, we must find how to classify a product of two states |ϕ⟩ ⊗ |ψ⟩. Following the
arguments of Sec. 3.4, when the two chains are combined, R(ϕ) gets a string added onto it,
given by a power of Q(ψ): R→ RA(ϕ′)RB(ϕ′)Q(ψ′)−2lϕ [see Eq. (3.44); recall that RA(ϕ) and
RB(ϕ) carry a charge of ±lϕ, respectively]. Thus,
Rtotal ∝ RA(ϕ′)RA(ψ′)QA(ψ′)−2lϕ RB(ϕ′)RB(ψ′)QB(ψ′)−2lϕ , (3.48)
so,
ltotal = lϕ(1 − 2kψ) + lψ. (3.49)
Together with the addition rules for k from Eq. (3.46) we find that
(kϕ, lϕ)× (kψ, lψ) = (kϕ + kψ − 2kϕkψ, lϕ(1 − 2kψ) + lψ). (3.50)
In particular, we find for any prime number N that Y × X = X × Y−1: the phases do not
commute for N > 2. This shows that the group is the dihedral group (which is non-Abelian
for N > 2).
As a concrete example, we obtain for the case of N = 3 the following multiplication table:
ψ/ϕ (0,0) (0,1) (0,2) (1,0) (1,1) (1,2)
(0,0) (0,0) (0,1) (0,2) (1,0) (1,1) (1,2)
(0,1) (0,1) (0,2) (0,0) (1,1) (1,2) (1,0)
(0,2) (0,2) (0,0) (0,1) (1,2) (1,0) (1,1)
(1,0) (1,0) (1,2) (1,1) (0,0) (0,2) (0,1)
(1,1) (1,1) (1,0) (1,2) (0,1) (0,0) (0,2)
(1,2) (1,2) (1,1) (1,0) (0,2) (0,1) (0,0)
This is exactly the multiplication table for the dihedral group of order 6.
3.6. Physical realization of different topological phases
We will now turn to the possible experimental realization of the predicted topological phases
related to the proposal described in Sec. 3.1. We extend the setup by coupling the localized
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quasiparticles through different media which allows us to tune the system into different
topological phases. Here, we focus on the Z6-charge-conserving model, which arises at the
boundary of an FTI with filling factor 1/3. We now discuss the physical realization sketched
in Fig. 3.6, which allows us to access four different topological phases. The edge states of a
Figure 3.6.: Physical realization of the Hamiltonian H0 (3.51) on the edge of a fractional topologi-
cal insulator (FTI). Changing the geometry can be used to tune the effective tunneling
amplitudes for different particles.
ν = 1/3 topological insulator are alternatingly coupled to superconducting and ferromag-
netic regions as explained in Sec. 3.1. If the regions are short enough, fractional quasiparticles
can tunnel between adjacent SC-FM interfaces. However, since the interfaces are only sepa-
rated by a small distance of vacuum, electrons can tunnel between them as well. In terms of
the parafermionic degrees of freedom this leads to a term coupling triples of parafermions
on adjacent sites. By varying the length of the regions and the geometry of the edge, the am-
plitudes of the two types of tunneling processes can be tuned relative to each other. Putting
the above tunneling terms together, we obtain the following effective Hamiltonian:
H0 =
L−1
∑
j=1
{
−it3
[(
χ†2j
)3 (
χ2j+1
)3
−
(
χ†2j+1
)3 (
χ2j
)3]
+ t1
[
eπi/6χ†2jχ2j+1 + e
−πi/6χ†2j+1χ2j
]}
+
L
∑
j=1
{
u1
[
eπi/6χ†2j−1χ2j + e
−πi/6χ†2jχ2j−1
]
(3.51)
− iu3
[(
χ†2j−1
)3 (
χ2j
)3
−
(
χ†2j
)3 (
χ2j−1
)3]}
,
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which describes the hopping of single parafermions or three parafermions at once. The op-
erators χ3i obey the algebra of Majorana fermions:{
χ3i , χ
3
j
}
= 2 δij (3.52)
From the classification described in the previous section, we know that there are four distinct
phases in a chain of Z6 parafermions. Each phase is characterized by a specific degeneracy of
the entanglement energy levels. We now show that all four phases can be realized by tuning
the parameters in the Hamiltonian H0 (3.51). A chain of Z6 parafermions may be viewed as
a combination of a Z3 parafermionic chain and a Z2 (Majorana) chain. The corresponding
conserved charges of these chains are given by the operators Qni introduced in Sec. 3.3. The
operator Q3 is the conserved charge of the Majorana chain and Q2 is the charge of the Z3
chain.
Let us introduce the operators
ηi = χ
2
i , (3.53)
γi = χ
3
i , (3.54)
having the properties
η3i = 1, (3.55)
ηiηj = e−2πi/3ηjηi, for i < j, (3.56)
γ2i = 1, (3.57){
γi, γj
}
= 2δij, (3.58)[
ηi, γj
]
= 0. (3.59)
H0 may then be written as
H0 = ∑
j
[
t1
(
eπi/6γ2jγ2j+1η
†
2jη2j+1 + H.c.
)
+u1
(
eπi/6γ2j−1γ2jη
†
2j−1η2j + H.c.
)
−2i
(
t3 γ2jγ2j+1 + u3 γ2j−1γ2j
)]
. (3.60)
To analyze this Hamiltonian, let us employ a mean field approximation in which we set
γ2jγ2j+1η
†
2jη2j+1 → −
i
2
⟨
iγ2jγ2j+1
⟩
  
Γ2j
η†2jη2j+1 +
1
2
eπi/3γ2jγ2j+1
⟨
e−πi/3η†2jη2j+1
⟩
  
∆2j
. (3.61)
In this approximation we obtain an effective mean-field Hamiltonian HMF = Hγ + Hη with
Hγ = −∑
j
[
i
(
t3 −
t1
2
∆2j
)
γ2jγ2j+1 + i
(
u3 −
u1
2
∆2j−1
)
γ2j−1γ2j + H.c.
]
, (3.62)
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Figure 3.7.: Entanglement spectra for different values of the parameters (t1, u1, t3, u3) in H0.
and
Hη = ∑
j
[
t1
2
Γ2je−πi/3η†2jη2j+1 +
u1
2
Γ2j−1e−πi/3η†2j−1η2j + h.c.
]
. (3.63)
Hence, this effective model leads to two decoupled chains, a Majorana and a Z3 parafermion
chain. Of course, this mean field approximation is rather crude. However, we can use it to
estimate in which parameter region the four phases occur.
To prove the existence of the four phases for the Hamiltonian H0 (3.51), we investigate the
entanglement spectra for different parameter values numerically by exact diagonalization of
chains of length L = 6 in the clock model variables corresponding to 12 superconducting and
ferromagnetic domains, with open boundary conditions. The results are shown in Fig. 3.7.
The expected degeneracies in the entanglement spectrum are clearly reproduced. The ground
states for (t1, u1, t3, u3) = (0, 1, 0, 0) and (1, 0, 0, 0) are fully dimerized states with the pairing
of parafermions either within the same sites or between neighboring sites. The entanglement
spectrum in these phases consists of a single multiplet of degeneracy 1 and 6, respectively.
For (t1, u1, t3, u3) = (0, 1, 3, 0) we get that each level in the entanglement spectrum is two-fold
degenerate, corresponding to the nontrivial phase of the γ (Majorana) sector [60], whereas
the η sector is in the trivial phase. Similarly, for (t1, u1, t3, u3) = (0, 1, 0, 1), each entanglement
level is three-fold degenerate, corresponding to the nontrivial phase of the η sector. We have
therefore shown that all of the phases predicted by our classification scheme are realized in
the proposed model.
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4. Numerical method: The density matrix
renormalization group
For the remaining part of this thesis, most of the presented results have been achieved by per-
forming calculations using the density matrix renormalization group (DMRG) algorithm [61–
63]. While DMRG was originally conceived as an algorithm for one-dimensional systems, it
has shown tremendous success in exploring two-dimensional systems in recent years [64].
The 2D DMRG method uses geometries such as a cylinder of finite circumference so that the
quasi-2D problem can be mapped to a 1D one [65]. Despite the development of genuinely
two-dimensional tensor network optimization algorithms [66, 67], DMRG is still a standard
method due to its reliability and stable convergence properties. A crucial advantage of the
method is that it does not suffer from a sign problem which is inherently present in quantum
Monte Carlo simulations of fermionic or frustrated systems [68, 69]. Especially in the field
of topological phases considered in this thesis, DMRG has been successfully applied to iden-
tify quantum spin liquids [70, 71], fractional quantum Hall phases [72–78], and bosonic and
fermionic fractional Chern insulating states [79–81]. In this chapter, we review some details
about the method and related concepts that will be used later in the text. In particular, we
focus on aspects of applying the method to quasi-two-dimensional lattice systems.
4.1. Entanglement and area law
The occurrence of entanglement is one of the most fundamental and drastic phenomena that
distinguishes quantum from classical systems. Over the past decades, research in quantum
many-body systems has shown that studying entanglement can reveal a lot of useful infor-
mation about the states in the systems. Besides the characterization of critical [82–85] and
topologically ordered [86–88] systems, better understanding of entanglement has paved the
way for the development of efficient algorithms to simulate strongly correlated quantum
systems in low dimensions [61, 63, 89]. We will quickly review the important concepts and
quantities related to entanglement in this section.
Let us first consider a one-dimensional quantum system and cut it in two parts A and B
as illustrated in Fig. 4.1. Its Hilbert space H can then be partitioned as H = HA ⊗HB and
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Figure 4.1.: Bipartition of a one-dimensional system into parts A and B.
we can perform a Schmidt decomposition of the state |ψ⟩ ∈ H as
|ψ⟩ = ∑
α
Λα |α⟩A |α⟩B , (4.1)
with |α⟩A and |α⟩B forming an orthonormal basis of HA and HB, respectively. The Schmidt
states |α⟩A and squares of the Schmidt values Λα from the decomposition are the eigenstates
and eigenvalues of the reduced density matrix ρA leading to
ρA = TrB (|ψ⟩ ⟨ψ|) = ∑
α
Λ2α |α⟩A ⟨α|A . (4.2)
The equivalent holds for the reduced density matrix ρB. Since the reduced density matrix of
a pure state |ψ⟩ is the density matrix of a mixed state defined on the subsystem, it describes
the entanglement structure between parts A and B. To quantify the amount of bipartite
entanglement between A and B, we can introduce the entanglement entropy S as the von
Neumann entropy of ρA which reads
S = −TrρA ln ρA = ∑
α
Λ2α ln Λ
2
α. (4.3)
A generalization thereof is the Rényi entropy of order N given by
SN =
1
1 − N ln Tr
(
ρNA
)
=
1
1 − N ln
(
∑
α
Λ2Nα
)
. (4.4)
As introduced in Part I, the entanglement spectrum [88] is defined as {ϵα} with ϵα = −2 ln Λα
for each α.
If we look at the bipartite entanglement of a “typical” randomly selected state out of the
Hilbert space, it will follow a volume law, i.e. S will be proportional to the volume of the
system [90]. However, ground states |ϕ0⟩ of gapped Hamiltonians exhibit an area law [91].
The entanglement entropy is proportional to the area of the cut between the two subsystems.
Hence, S is constant in a one-dimensional system for these states and proportional to the
length of the cut in two dimensions. An intuitive explanation for this behavior is the follow-
ing. In a gapped ground state, significant fluctuations only occur within the range of the
correlation length ξ and thus merely degrees of freedom close to the cut are entangled. The
area law was rigorously proven in one dimension [92].
Generic states |ϕ0⟩ obeying the area law can also be compressed efficiently using the
Schmidt decomposition. In lowly entangled states, only few Schmidt states contribute with
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Figure 4.2.: Pictorial representation of a matrix product state. The three indices of the rank-3 tensors
A[n] are depicted by three outgoing lines. Connected lines between two tensors represent
contracting the indices. The physical index is denoted by j and α and β are the virtual
(bond) indices.
a high weight and we can always truncate the sum at some finite χ such that|ϕ0⟩ − χ∑α Λα |α⟩A ⊗ |α⟩B
 < ϵ ∀ϵ > 0. (4.5)
This will be very useful for the concept of matrix product states which we introduce in the
following section.
4.2. (Infinite) matrix product states
The expansion of a generic quantum state |ψ⟩ with coefficients cj1,...,jN on a chain of length N
|ψ⟩ = ∑
j1,...,jN
cj1,...,jN |j1, j2, . . . , jN⟩ (4.6)
can be written in the matrix product state (MPS) form [93–95]
|ψ⟩ = ∑
j1,...,jN
A[1]j1 A[2]j2 . . . A[N]jN |j1, j2, . . . , jN⟩ . (4.7)
Here, the A[n]jn are χn−1 × χn matrices and |jn⟩ with jn = 1, . . . , d is the basis of local states
at site n. In order for the matrix product to produce a number, the matrices A[1]j1 and A[N]jN
are vectors, hence, χ0 = χN = 1. A generic quantum state on a chain can be transformed
into MPS form by successively performing a Schmidt decomposition along all bonds of the
chain (see e.g. Ref. [63]). It is useful to represent the matrices A[n]jn pictorially as shown in
Fig. 4.2. The set of matrices at any site n can be combined to form rank-3 tensors A[n]jnαβ with
a physical index jn and two virtual or bond indices α and β.
Without loss of generality, we can write the matrices A[n]jn as a product of χn−1 × χn
matrices and positive, real, square diagonal matrices Λ[n]
|ψ⟩ = ∑
j1,...,jN
Γ[1]j1Λ[1]Γ[2]j2Λ[2] . . . Λ[N−1]Γ[N]jN |j1, j2, . . . , jN⟩ , (4.8)
illustrated in Fig. 4.3(a). The motivation for writing the MPS in this way becomes clear when
considering the following. At any bond n, we can partition the system into parts A and B
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Figure 4.3.: (a) Pictorial representation of the state |ψ⟩ as an MPS in canonical form. (b) Schmidt states
of parts A and B of the system with bond index α. (c) Overlap of Schmidt states stating the
condition for the MPS to be in the canonical form. The transfer matrix TA from Eq. (4.12)
is indicated by the shaded rectangle. (d) If the state is in canonical form, the dominant
right eigenvector of TB and the dominant left eigenvector of TA are the identity matrix
with respect to the indices ββ′ and αα′, respectively, with eigenvalue 1. (e) Transfer matrix
of an iMPS with a unit cell of more than one site (here two). The notation follows the
conventions of Ref. [96].
comprising sites 1 to n and n + 1 to N, respectively. We can then define two sets of χn wave
functions {|α⟩A} and {|α⟩B} and write the state as
|ψ⟩ =
χn
∑
α=1
Λ
[n]
α |α⟩A ⊗ |α⟩B (4.9)
The wave functions |α⟩A/B are computed by simply multiplying all matrices to the left/right
of bond n (see Fig. 4.3(b)). A matrix product state written like the one in Eq. (4.8) is said
to be in canonical form, if the Λ[n] together with the corresponding |α⟩A/B form a Schmidt
decomposition of |ψ⟩, i.e.
χn
∑
α=1
(
Λ
[n]
α
)2
= 1, ⟨α| α′⟩A = δαα′ , and ⟨α| α′⟩B = δαα′ . (4.10)
Using this form, the bond dimensions of the individual matrices can be efficiently truncated
by keeping only the Schmidt values up to a certain weight at any bond n. Generically, the
bond dimension χn needed to approximate a given quantum state to a certain accuracy scales
exponentially with the entanglement entropy between the two subsystems when the entire
system is cut at bond n.
For N → ∞ and a translationally invariant state, the matrices Γ[n]j = Γj and Λ[n] = Λ
are the same at any site n and the knowledge of them defines the entire state on an infinite
system. Naively, computing the overlap ⟨α| α′⟩A on an infinite system would require the
contraction of an infinite number of tensors. However, the orthogonality of the Schmidt
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states can be conveniently expressed by means of the transfer matrix TB defined as
TBαα′;ββ′ = ∑
j
Γ
j
αβ
(
Γ
j
α′β′
)∗
ΛβΛβ′ . (4.11)
Here, ∗ means complex conjugation. The transfer matrix relates the overlap of states |α⟩B
defined on the right of bond n to the overlap of states |β⟩B defined on the right of bond
n − 1. If the right basis states |β⟩B are orthonormal, then the |α⟩B are orthonormal if and
only if TB has a dominant right eigenvector of δββ′ with eigenvalue η = 1. Similarly, we
define a left transfer matrix TA
TAαα′;ββ′ = ∑
j
ΛαΛα′ Γ
j
αβ
(
Γ
j
α′β′
)∗
(4.12)
which must have a left eigenvector δαα′ with dominant eigenvalue η = 1. These conditions
together ensure that all bonds of the infinite matrix product state (iMPS) are canonical. The
diagrammatic representation of the orthogonality conditions are illustrated in Fig. 4.3(c) and
(d).
The canonical form of the iMPS can be exploited to calculate observables by contracting
the tensors locally. Correlation functions of the form ⟨O1(0)O2(r)⟩ can be obtained by setting
⟨O1(0)O2(r)⟩ = ΞA(O1)Tr−1ΞB(O2), (4.13a)
ΞA(O1)αα′ = ∑
γ
Λ2γ
(
Γiγα′
)∗
Oij1 Γ
j
γαΛαΛα′ , (4.13b)
ΞB(O2)ββ′ = ∑
γ
Λ2γ
(
Γiβ′γ
)∗
Oij2 Γ
j
βγ. (4.13c)
In the expressions XiA/B, the operators O1/2 are evaluated locally and the distance r in
the MPS is generated by multiplying r − 1 copies of the transfer matrix in between. The
resulting correlation functions generically assume the form of a sum of exponentials with
the slowest decaying exponential determined by the second largest (in terms of absolute
value) eigenvalue ϵ2 of the transfer matrix. We therefore define the correlation length of an
MPS as
ξ = − 1
ln |ϵ2|
. (4.14)
The iMPS formulation for one-dimensional systems we have presented so far works only
if the state is invariant under the translation by a single site. However, it may easily be
generalized to a state with a larger unit cell of length l. The MPS then consists of a set of l
different Γ[i] and Λ[i] repeating each other along the chain. The corresponding transfer matrix
has to be constructed by contracting the tensors in one unit cell leaving only the outermost
indices open (see Fig. 4.3(e)).
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Figure 4.4.: (a) Ordering of sites in a 2D system along a 1D chain. The dashed red rectangle indicates
an exemplary MPS unit cell. (b) Position of unit cell (red) on a 2D cylinder.
A unit cell larger than one site naturally arises in the investigation of (quasi-)two-dimensional
systems. In order to be able to represent a state of a 2D system in the (i)MPS formulation, the
sites in the system have to be ordered along an effective 1D chain as illustrated in Fig. 4.4(a).
In this way, all the methods we present for 1D systems can directly be applied to the 2D
systems of interest in this thesis. Note that short-range interactions of a 2D Hamiltonian
act on a longer range in the effective 1D model. The 2D systems investigated in this thesis
are cylinders which leads to an MPS unit cell of one or several rings of sites around the
circumference of the cylinder (see Fig. 4.4(b)). Since ground states of gapped Hamiltonians
obey the area law, the MPS bond dimension needed to accurately approximate such a state
generically scales exponentially with the circumference of the cylinder. Note that a critical
state can never be represented by a finite bond dimension due to the diverging amount of
entanglement. For these states, however, the concept of finite entanglement scaling has been
developed [83, 85].
4.3. The algorithm
The DMRG algorithm [61] in its modern formulation is a method to variationally find the
ground state of a quantum system in the class of states represented as matrix product
states [63]. In this thesis, we use the infinite version (iDMRG) for translationally invariant
systems [97] which we will briefly describe in this section, mainly following Ref. [96].
Similar to writing quantum states as MPS, an operator O acting on the state of a chain of
length N may be written as a matrix product operator (MPO)
O = ∑
j1,...,jN
j′1,...,j
′
N
M[1]j1 j
′
1 M[2]j2 j
′
2 · · · M[N]jN j′N |j1, . . . , jN⟩⟨j′1, . . . , j′N |, (4.15)
where M[n]jn j
′
n are matrices of size Dn−1 × Dn and |jn⟩ and |j′n⟩ are the local states as in the
MPS formulation. Akin to the MPS case, the concept of an MPO can easily be generalized
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to an operator acting an infinite chain. In the following, we assume that the Hamiltonian
governing the system which we investigate with the iDMRG algorithm may be represented
as an MPO with finite bond dimensions Dn. This is always true for any operator with finite
range interactions. The actual construction of the MPO for a given Hamiltonian will be
discussed in detail in Sec. 7.3. In order to represent computations pictorially, an MPO may
be illustrated similar to an MPS. In Fig. 4.5, we show the application of an MPO to an MPS.
Figure 4.5.: Acting with an MPO on an MPS: The yellow squares represent the MPO tensors M[n] and
connected legs means summing over the corresponding index.
The core idea of the algorithm is now the following. We variationally optimize the MPS
matrices of two neighboring sites in order to minimize the ground state energy ⟨ψ| H |ψ⟩,
while keeping the rest of the system fixed. By subsequently and repeatedly performing the
optimization steps for all pairs of sites in the unit cell, the state converges towards the MPS
representation of the ground state. We stop the procedure, if the energy per site does not
change by more than a previously specified value ∆E after a certain optimization step. For
simplicity, we present the optimization of a state with a unit cell of two sites A and B which
contains all the important steps.
In order to optimize the state, we have to minimize the energy ⟨ψ| H |ψ⟩. Since the system,
and hence, the MPO is infinite, evaluating the energy seems to require contracting an infinite
number of tensors. However, let us assume, we have already performed this task on the left
through the bond between sites n − 1 and n and on the right though bond n + 1 : n + 2. In
this case, we may summarize the result of this contraction into two single tensors of rank
three as illustrated in Fig. 4.6. We call these tensors L and R the left and right environment
of bond n : n + 1. Further information about initializing the environment may be found in
Ref. [96].
Figure 4.6.: Pictorial representation of the right and left environments.
Let us now proceed with the optimization procedure which is illustrated in Fig. 4.7. In
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Figure 4.7.: Illustration of an iDMRG update step as presented in [96]. See main text for details.
step (i), we write the wave function in terms of the local states on sites n and n + 1 and the
Schmidt states to the left and right of these sites as
|ψ⟩ = ∑
αjkγ
Θ
jk
αγ |αn−1⟩L |jn⟩ |kn+1⟩ |γn+1⟩R . (4.16)
The object Θjkαγ in diagrammatic representation is depicted in Fig. 4.7(i) and the variational
space is spanned by the orthonormal basis |αjkγ⟩. With the help of the environment, we
may project the Hamiltonian into the aforementioned space and minimize the energy of Θ
by finding the ground state of the “Hamiltonian”
Hαjkγ;α′ j′k′γ′ = ∑
a,b,c
Lαα′,a M
jj′
ab M
kk′
bc Rγγ′,c (4.17)
in step (ii) where M are the MPO tensors on site j and k. The ground state Θ̃ is now the
updated guess for the object Θ. In order to get back into the canonical MPS form, we per-
form a singular value decomposition (SVD) of Θ̃ in step (iii). The SVD is the equivalent of
a Schmidt decomposition in matrix language. Note that the bond dimension of the new ma-
trix Λ̃A has increased from χ to dχ during the optimization step. We therefore discard the
smallest (d − 1)χ Schmidt values and crop the matrices to the original bond dimension. The
updated matrices Γ̃A and Γ̃B may be obtained by from the matrices X and Y by multiplica-
tion with
(
ΛB
)−1 in step (iv). Finally, we have to update the environment in step (v) which
we achieve by multiplying the new tensors to the left and right environments. The aforemen-
tioned five steps constitute one round of optimization on the bond AB. The bond BA may
be updated identically with the roles of A and B exchanged and this procedure is repeated
until we reach convergence. In a way, the iDMRG algorithm can be seen as “growing the
state” into the environment until the central unit cell of the state does not change anymore
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during the next optimization step. This unit cell is then taken as the one of the ground state
of the translationally invariant infinite system.
The computationally most costly step of the algorithm is finding the ground state of Θ
in step (iii) which scales as ∼ χ3. If the Hamiltonian that is investigated, preserves certain
symmetries, all the tensors involved in the optimization can be labeled by quantum numbers
which reduces the computational effort of the method considerably [98–100]. For details con-
cerning conserved quantities, see Appendix of Ref. [77]. As a consequence of the symmetry,
also the Schmidt states can be labeled with quantum numbers which will later in addition
help to identify properties of the ground state.
Let us finally give some remarks about the bond dimensions χ that are needed in the
DMRG calculations. We can generically claim that a state has converged in χ, if the observ-
able we want to compute with the state does not change anymore if χ is increased. We refer,
e.g. for the case of energy and entanglement entropy, to Fig. 7.3(a) and (b). This required
bond dimension can be different for various observables. Energy E and entanglement en-
tropy S usually converge faster than the correlation length ξ. Note that for a critical state,
the observables will never converge for any finite bond dimension and S and ξ will always
increase towards larger χ.
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5. Fractional Chern insulator on the
honeycomb lattice
The realization of different interacting topological phases in experimental setups has become
one of the great challenges in condensed matter physics in recent years. Within this realm,
the fractional quantum Hall effect (FQH) [101] is an experimentally well-studied system.
However, its observation requires low temperatures and very high magnetic fields and it is
desirable to detect similar phases in less extreme environments.
A step into this direction –at least theoretically– was taken in 1988 when Haldane devel-
oped a model that realizes an integer quantum Hall effect on a lattice without the need of
an external magnetic field [39]. By introducing complex next-nearest neighbor hoppings for
spinless fermions hopping on the honeycomb lattice, time-reversal symmetry is broken and
a gap between the lowest and the second band is opened. The lowest band then displays a
Chern number of 1 or -1 depending on the orientation of the phase in the complex hopping
amplitude and at half filling (fully occupied lowest band), the system hosts a ground state
with non-zero quantized Hall conductivity, a Chern insulator (CI).
Generalizing this concept, several authors proposed and numerically detected the occur-
rence of analogues of the FQH effect in partially filled lowest Chern bands with particle
interactions, the fractional Chern insulators (FCI) [34–38]. These topologically ordered, in-
compressible liquid states display a fractionally quantized Hall conductivity and anyonic
quasiparticles. At first, researchers tried to engineer flat single-particle bands with Chern
number unity mimicking the properties of Landau levels. Interaction strengths were kept
lower than the energy gap between lowest and first excited band to prevent band mixing
and the adiabatic continuity from FQH states to FCI states was shown numerically [102, 103].
However, it subsequently turned out that band flatness is not a necessary condition for
the FCI state to be stable [104–106] and even interactions exceeding the band gap stabilize
FCI states in a partially filled lowest band [37, 107, 108]. Furthermore, states in bands with
higher Chern number can host generalizations of the originally proposed FCIs displaying
rich physics [109–111].
On the experimental side, there have been several promising proposals to realize FCIs in
strained graphene [112], cold atomic [113, 114], molecular [115] or periodically driven sys-
tems [116] as well as in HgTe quantum wells [117]. Indeed, the required band structures have
been engineered in optical lattices for ultracold atoms using laser-assisted tunneling [118–
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120].
So far, most of our knowledge about FCI states stems from exact diagonalization on rel-
atively small clusters which often includes the projection of the interactions into the lowest
band neglecting the possible influence of band mixing. These numerical limitations raise the
question whether the features of the FCI state survive in the thermodynamic limit and which
properties the transitions into neighboring phases display. In the present chapter, we there-
fore investigate the features of an FCI state in the Haldane model [39] employing the infinite
density matrix renormalization group (iDRMG) algorithm [97]. This method allows us to
go to considerably larger system sizes without projecting out specific degrees of freedom a
priori and thus provides the opportunity to investigate the influence of competing phases
and phase transitions into the FCI state.
The chapter is structured as follows. After introducing the model in Sec. 5.1, we report the
detection of a finite Hall conductivity and a spectral flow in the entanglement spectrum in
Sec. 5.2. The FCI state is further characterized by computing the topological entanglement
entropy and the charge and topological spin of the quasiparticles in Sec. 5.3. Finally, we
discuss the transition from a Fermi liquid at small interactions to the FCI in Sec. 5.4.
5.1. Model
In this chapter, we investigate the Haldane model for spinless fermions with nearest-neighbor
interactions with the Hamiltonian [39]
H = H0 + HV , (5.1a)
H0 = −∑
ij
tijc†i cj + ∑
i
m (nA,i − nB,i) , (5.1b)
HV = V1 ∑
⟨ij⟩
nA,inB,j. (5.1c)
The single-particle part H0 describes the hopping on the honeycomb lattice plus a staggered
chemical potential m which is positive on sublattice A and negative on sublattice B. Particles
on site i are created (annihilated) by the operators c†i (ci) and can hop between nearest and
next-nearest neighbor sites with amplitudes t⟨ij⟩ = t1 ∈ R and t⟨⟨ij⟩⟩ = t2e±iϕ ∈ C, respec-
tively. Here, ±ϕ is the phase acquired by a particle when hopping within the same sublattice.
The sign of the phase is indicated by the arrows in Fig. 5.1(b); hopping in direction of the
arrow results in a positive phase while opposite hopping leads to a negative one. The in-
teracting part HV of the Hamiltonian describes a short range nearest-neighbor repulsion of
strength V depicted by the orange ellipsoid in Fig. 5.1(b).
For any finite t2 and ϕ and m = 0, the model exhibits two bands with Chern numbers
1 and −1 and filling the lowest band leads to a Chern insulator state with quantized Hall
conductivity. The size of the staggered chemical potential m controls the transition to a trivial
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Figure 5.1.: (a) Honeycomb lattice on an infinite cylinder with an L-site (L = 2Ly) circumference
implemented in iDMRG. (b) Hopping conventions for the Haldane model [39] used in
this chapter. (c) Band structure for the Haldane model with optimal band flatness ratio of
the lower band (∼ 1/7), achieved with cos(ϕ) = t1/(4t2) = 3
√
3/43 (ϕ = 0.65) and m = 0.
insulator with Chern number zero at |M| = 3
√
3|t2 sin(ϕ)| [39]. By tuning t2 and ϕ relative to
t1, a low flatness ratio W/∆ between the width of the lowest band W and the gap ∆ between
the two bands can be achieved which favors the occurrence of an FCI state at fractional filling
factors. The band structure for the parameters used in this chapter leading to the optimal
flatness ratio of the Haldane model is depicted in Fig. 5.1(c).
In the following, we employ the iDMRG algorithm to obtain the ground state of the Hal-
dane model on an infinite cylinder of circumference L = 2Ly depicted in Fig. 5.1(a). Here, Ly
counts the number of unit cells along the circumference of the cylinder.
5.2. Hall conductivity and spectral flow in the entanglement
The defining feature of the CI and FCI states is the integer and fractional quantization of
the Hall conductivity σH which can be calculated by an integral of the Berry curvature over
different boundary conditions
σH =
e2
2πh
∫
dΦxdΦy ∇×A(Φx, Φy). (5.2)
Here, Φx(Φy) is the flux threaded through a torus in x(y) direction and A(Φ) = −i
⟨
ΨΦ0 |∂Φ|ΨΦ0
⟩
is the Berry connection computed from the ground state (GS) wave function on the torus⏐⏐ΨΦ0 ⟩ for a flux of Φ = (Φx, Φy). Calculating σH in this way requires solving for the GS in a
2D discrete flux grid. The DMRG results, however, offer a great simplification to this proce-
dure. For fixed Φy, the U(1) Berry phase acquired when inserting a flux quantum through
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the cylinder in x-direction can be computed from the entanglement spectrum [121] as
eiγ(Φy) = exp
[
2πi ∑
α
Λ2α(Φy)Q
L
α(Φy)
]
. (5.3)
Here, λα are the Schmidt values and QLα the U(1) charge of the corresponding left Schmidt
states when partitioning the infinite cylinder into two semi-infinite halves. The computation
of σH from Eq. (5.2) then reduces to
σH =
e2
2πh
∫ 2π
0
dΦy∂Φy γ(Φy) =
e2
h
γ(Φy)|2π0 , (5.4)
which requires the knowledge of the GS wave function only at flux values Φy = 0, 2π. In
previous ED calculations, the Hall conductivity was either obtained from the Kubo formula
necessitating the summation over excited states or by computing the vorticity of the inte-
grand of Eq. (5.2) via the knowledge of the GS wave functions for different flux values.
Threading a flux through the cylinder in y-direction (see Fig. 5.1(a)) is implemented in the
iDMRG calculations by twisted boundary conditions in the Hamiltonian which ensure that
a fermion picks up a phase eiΦy when circling around the cylinder.
Another way to look at the computation of σH in iDRMG is the following. If we cut the
cylinder in half and perform a Schmidt decomposition, then the sum in the exponent of
Eq. (5.3) is equivalent to the average charge modulo 1 of the left Schmidt states at flux Φy:⟨
QL(Φy)
⟩
= ∑
α
Λ2α(Φy)Q
L
α(Φy). (5.5)
As we adiabatically insert a flux Φy, the evolution of
⟨
QL(Φy)
⟩
actually counts the number
of charges pumped across the cut measuring σxy = σH [10].
In Fig. 5.2(a) we show
⟨
QL(Φy)
⟩
for both the non-interacting trivial and CI cases at half
filling for a cylinder with L = 6. The trivial insulator with staggered chemical potential and
C = 0 (top blue) exhibits no charge pumping after one flux quantum and thus σH = 0.
On the other hand, the CI state with C = 1 shows that, after the insertion of one flux
quantum, there is exactly one unit charge pumped across the boundary. By computing (5.2)
as described above, we find an accurate quantization of σH;iDMRG = e2/h. Alternatively, we
can visualize the charge pumping through the many-body ES {εα} shown in Fig. 5.2(b). As
mentioned in Sec. 4, the ES can be decomposed into different U(1) sectors corresponding
to charge quantum numbers QLα . For a CI state, the adiabatic flux insertion must shift the
ES by one charge sector after a single flux quantum is inserted, signaling that a unit charge
has been pumped from left to right (or vice versa) [122]. We find exactly such spectral flow
numerically, shown in Fig. 5.2(b).
Having shown that the method works for calculating the Hall conductivity that character-
izes the non-interacting CI, we can now turn to the case of a fractionally filled lowest band
with interacting particles looking for evidence of the FCI state. We focus on the model at
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Figure 5.2.: (a) Charge pumping after one flux insertion for a half-filled trivial insulator on a cylinder
with L = 6 and m ̸= 0, t2 = 0 and χ = 200 (blue upper curve) and a CI with m = 0,
ϕ ̸= 0, t2 ̸= 0 and χ = 400 (lower green curve). The bond dimension was chosen large
enough to represent the ground state for this size. (b) Entanglement spectrum evolution
as a function of flux for the CI. The spectrum is shifted by a unit charge after one flux
quantum has been adiabatically inserted. Different charge sectors QL are color coded. In
(c) and (d) we show the charge pumping and ES for the 1/3 filled lower band of the
Haldane model after three flux insertions for L = 12 and χ = 500. In this case σH;iDMRG ∼
0.33e2/h per flux quantum and the ES is shifted by a unit charge only after three flux
quanta have been adiabatically inserted.
1/3 filling with optimized parameters, i.e., we choose the optimal bottom band flatness ratio
depicted in Fig. 5.2(c) and set V1 = t1, which exceeds the band width of the lower band
W ≈ 0.31t1 but is smaller than the band gap ∆ ≈ 1.7t1. In Fig. 5.2(c), we show
⟨
QL(Φy)
⟩
and
the entanglement spectrum as a function of flux Φy for up to three flux periods for a cylin-
der with circumference L = 12 and χ = 500. The plot manifests that one charge is pumped
across a virtual cut of the system only after the insertion of three flux quanta and therefore
indicates a Hall conductivity of σH;iDMRG ≈ 0.33e2/h in accordance with a 1/3 Laughlin state
in the system. In Fig. 5.2(d), we observe that the structure of the entanglement spectrum is
shifted by one U(1) charge value after three flux quanta have been threaded through the sys-
tem providing further evidence for a fractional pumping per unit flux. All results in Fig. 5.2
have converged in χ since calculations for larger bond dimensions gave identical results. The
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spectral flow in the ES shown here and the direct evidence of charge pumping had not been
addressed in previous ED studies.
5.3. Characterization of topological order in the FCI state
Apart from computing the Hall conductivity and the spectral flow in the ES, iDMRG gives
access to additional quantities characterizing the topological order of the ν = 1/3 FCI state.
In a topologically ordered state, both the von Neumann entropy SVN and the N = ∞ Rényi
entropy S∞ satisfy an area law plus a universal topological correction γ.
SVN = cVN L − γ (5.6)
S∞ = c∞L − γ (5.7)
The constants cVN/∞ are non-universal whereas the topological entanglement entropy (TEE)
is universal and given by
γ = ln
√
∑
i
d2i , (5.8)
where di are the quantum dimensions of the different quasiparticles labeled by i present in
the state [86, 87]. Since the 1/3 Laughlin state is Abelian, the quantum dimensions of all
quasiparticles are di = 1 and we expect a TEE of γ = ln
√
3 ∼ 0.549 [86, 87]. Given the
relatively large system sizes achievable in iDMRG, we are able to extract γ from a finite
size scaling of SVN/∞. In Fig. 5.3(a), we plot SVN and S∞ for different cylinder sizes in
order to extrapolate γ. The iDMRG values of γSVN = 0.50 and γS∞ = 0.587 are indeed in
good agreement with the theoretical prediction. Note that we only include sizes that satisfy
L = 6m with m ∈ Z. Other sizes have a fractional charge per unit length on the cylinder in
the Tao-Thouless limit and spontaneously break the symmetry in the iDMRG calculations
into a charge density wave order which smears out as L increases. We therefore expect the
finite size corrections to SVN/∞(L) to be more severe for L ̸= 6m compared to the states with
L = 6m and exclude them.
Using the adiabatic flux insertion employed to determine σH, we can access all three topo-
logically degenerate minimally entangled GS of the 1/3 Laughlin state since adiabatically
threading one flux quantum through the cylinder continuously evolves one GS into another.
Furthermore, we can label the Schmidt states and hence, entanglement energies with mo-
mentum quantum numbers ky due to the translational symmetry Ty of the cylinder. The
extraction of the ky from an MPS may be obtained by computing the overlap of a corre-
sponding Schmidt state with a version of itself that has been rotated around the cylinder
axis. The low entanglement energy levels in each U(1) charge sector should then show a
characteristic counting pattern determined by the conformal field theory (CFT) describing
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Figure 5.3.: (a) Finite size scaling of the von Neumann and infinite Rényi entropies as a function
of cylinder circumference L for V1 = t1. They extrapolate to the values γVN = 0.50 and
γ∞ = 0.587 respectively. The theoretically expected value γ = 12 log 3 is indicated by
an horizontal dashed line. b) Momentum resolved entanglement spectrum of the GS at
Φy = 2π for V1 = t1 showing the CFT edge theory counting {1, 1, 2, 3, 5, · · · } for each QL
sector (labeled by different colors). The dashed lines enclose the QL = 0 sector counting
for clarity. c) Entanglement spectrum εα as a function of V1/t1 with the same color coding
as in b). The left shaded region is a metallic state (M) while the right unshaded region
corresponds to the FCI state. Inset: Correlation length ξ in units of a as a function of
V1/t1 for different χ. The sharp discontinuity at V1 ∼ 2W signals a direct M-FCI phase
transition.
the edge of the FCI state [87, 88]. We indeed find this pattern in all three ground states for
all charge sectors, an example of which we show in Fig. 5.3(b).
Since we have access to all three degenerate GS, we have the possibility to extract the quasi-
particle charge qa and the topological spin ha of the anyons in the Laughlin state [77, 123].
The cylinder considered in our work is topologically equivalent to a sphere with two holes,
each of which carries a quasiparticle of type a in any given topologically degenerate ground
state |ψa⟩. If we rotate the cylinder around its axis, both quasiparticles rotate simultaneously
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in the same direction and the overlap between the original and the rotated state is one. This
is not surprising since the rotation is a global symmetry of the system. If we, however, cut
the cylinder into two halves L and R and “adiabatically” rotate only the right half R by Ly
unit cells, the quasiparticle on the right edge will acquire a Berry phase of eiθ = e2πiha . The
quantity θa is known as the topological spin [87, 124] and describes the Berry phase that a
quasiparticle acquires when it adiabatically rotates around itself by 2π. An adiabatic rota-
tion is hard to realize since cutting the cylinder and rotating one half by Ly unit cells is a
violent, discrete operation to the lattice and one would expect an additional non-universal
contribution to the Berry phase. Yet, it is still possible to extract the topological spin from
such an operation because the authors of Ref. [123] showed that the non-universal part is
independent of the topological sector and the Berry phase is given by
λa ≡ ⟨ψa| TLyR |ψa⟩ = exp
[
2πi
(
ha −
c−
24
)
− αLy
]
.
Here, TR rotates the right half of the cylinder by one unit cell, c− is the central charge of the
CFT describing the edge of the FCI and α ∈ C a non-universal constant which is independent
of the topological sector a. We may therefore compute the difference of the topological spin
in sector a and a′ by
arg
[
λa
λa′
]
= 2π (ha − ha′) , (5.9)
where the arg function gives the argument of a given complex number.
Since the the edges of the cylinder trap a particular anyon in any given topological sector,
the quasiparticle charges can be directly read off by the average charge
⟨
QL
⟩
of the left
Schmidt states mod 1 [77]. For the 1/3 Laughlin state considered in this chapter, we can
theoretically label the topological sectors by integers a ∈ {−1, 0, 1} which correspond to
an electron and a charge 1/3 quasiparticle and quasihole, respectively. The quasiparticle
charges and topological spin are then given by qa = (a + 1/2)/3 and ha = (a + 1/2)2/6
mod 1. The difference between the quasiparticle charge and topological spin in the different
sectors become qa − qa′ = 0,±1/3 mod 1 and |ha − ha′ | = 0, 1/3 mod 1.
For L = 2Ly = 12 and MPS bond dimension χ = 800, we numerically determine the
quasiparticle charges for flux ϕy = {0, 2π, 4π} as
⟨
QL(Φy)
⟩⏐⏐⏐
Φy=0
= 0.503 ∼ (a +
1
2 )
3
⏐⏐⏐⏐⏐
a=1
=
1
2
,
⟨
QL(Φy)
⟩⏐⏐⏐
Φy=2π
= 0.154 ∼ (a +
1
2 )
3
⏐⏐⏐⏐⏐
a=0
=
1
6
, (5.10)
⟨
QL(Φy)
⟩⏐⏐⏐
Φy=4π
= −0.154 ∼ (a +
1
2 )
3
⏐⏐⏐⏐⏐
a=−1
= −1
6
,
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which agree with the theoretical prediction. Furthermore, we compute the difference in topo-
logical spin for the electron and e/3 quasiparticle as
1
2π
arg
[
λΦy=2π
λΦy=0
]
= 0.36, (5.11)
which also matches the theoretical value of h1 − h0 = 1/3.
5.4. The Metal to FCI phase transition
As opposed to the degenerate Landau levels in the quantum Hall effect, the lowest band
of the Haldane model is not perfectly flat. At partial filling, the FCI state therefore does
not emerge immediately after switching on infinitesimal interactions but the particles rather
reside in a metallic state for very small inter-particle repulsion. The existence of a metallic
phase for V1 ≲ 2W is expected from a perturbative renormalization group perspective [125]
since the Fermi-liquid state is expected to be robust until V1 ∼ W. An advantage of iDMRG
is the ability to study relatively large system sizes (the thermodynamic limit in one direction)
while still not relying on subspace projection. This enables us to study the emergence and
stability of the FCI state under decreasing/increasing V1 in the presence of band mixing [37,
108, 126]. In particular, we determine the character of the phase transition between metallic
state and FCI and rule out possible competing orders jeopardizing the topological phase.
Both of these questions are crucial for a possible experimental realization of the FCI state.
In order to visualize the phase transition, we show the entanglement spectrum (ES) of the
state as a function of V1 in Fig. 5.3(c). We identify two phases with clearly distinct properties
of the ES denoted by the shaded and unshaded regions. For V1 ≲ 2W, we observe a phase
with a dense ES indicating a critical metallic state. This claim is further supported by the
behavior of the correlation length ξ for different χ depicted in the inset of the figure. In the
shaded region, ξ diverges with increasing bond dimension which is expected for a metallic
state [83, 85] since the logarithmically divergent entanglement of a metal requires an MPS
with χ → ∞. In contrast, ξ is very well converged with χ in the unshaded region V1 ≳ 2W
indicating that the state is in the gapped FCI phase. We checked this by computing the Hall
conductivity which we found to be σH = e2/3h in the entire unshaded region. Additionally,
the sparse structure of the entanglement spectrum is consistent with a gapped state.
From the behavior of the ES and correlation length, we conclude that the transition be-
tween metal and FCI is direct and no intermediate phase appears in between. Furthermore,
we observe that the correlation length stays constant over the entire FCI region and does not
diverge when approaching the transition. The absence of a divergence and the finite jump
of ξ when crossing the phase boundary clearly indicates a first order transition between the
two states. Note that we find no other singularities in ES or ξ for larger V1, implying that the
FCI state is stable up to arbitrary interaction strength, consistent with ED results on small
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clusters [37, 107, 108, 126] and without band mixing. Our numerical results therefore rule
out the appearance of any competing phases besides the metallic state for low interactions.
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honeycomb lattice at half filling
In the preceding chapter, we have investigated topological phases of spinless fermions in the
Haldane model [39] which explicitly breaks time-reversal symmetry. This breaking of the
symmetry was a crucial ingredient in order to give the single particle bands a non-zero Chern
number which provides the ground for the occurrence of the Chern insulator (CI) phases.
However, bands in realistic materials do not generically exhibit non-zero Chern numbers
and alternative routes to the emergence of topological phases are of great importance.
In a seminal work, Raghu et al. [40] have shown that –at least on the mean field level–
a quantum anomalous Hall phase with spontaneously broken time-reversal symmetry can
also emerge entirely induced by interactions. A next-to-nearest neighbor interaction would
renormalize the hopping amplitude between second nearest neighbors into effectively being
complex and the Haldane phase [39] would be realized.
This effect has been observed by investigating the following Hamiltonian on the honey-
comb lattice at half filling
H = −t ∑
⟨i,j⟩
(c†i cj + h.c.) + V1 ∑
⟨i,j⟩
ninj + V2 ∑
⟨⟨i,j⟩⟩
ninj. (6.1)
Here, ci (c
†
i ) annihilates (creates) a fermion at the i-th site of the honeycomb lattice, ni = c
†
i ci
is the particle number operator on site i, and t, V1 and V2 are the hopping strengths, nearest-
and next-to-nearest neighbor interactions, respectively.
Although the CI phase occupied a large part of the phase diagram in the original study, its
parameter region began to shrink as subsequent mean field studies allowed for more complex
non-topological orders [see Fig. 6.1]. Weeks and Franz [41] found out that some part of the
region originally attributed to the CI phase rather hosts a Kekulé phase with a uniform
charge density but a bond order with a six site unit cell (see Fig. 6.2(d)). In another study,
Grushin et al. [42] allowed for a larger unit cell for charge order which led to the emergence
of a new sublattice charge modulated phase (see Fig. 6.2(c)) for large V2 occupying the major
part of the region where the CI phase was postulated.
The crucial question in this context is if the CI phase survives quantum fluctuations which
are not taken into account in mean field calculations. First exact diagonalization studies
[43, 44] trying to illuminate this question could not corroborate the existence of the CI phase.
55
6. Interacting spinless fermions on the honeycomb lattice at half filling
CI
I
Figure 6.1.: Mean field phase diagrams obtained by (a) Raghu et al. [40], (b) Weeks and Franz [41],
and (c) Grushin et al. [42]. The region originally attributed to the CI phase is shrinking as
orders with a larger unit cell are allowed to exist.
However, exact diagonalization studies can only be performed on small clusters and can
therefore not unambiguously provide information about the fate of the phase in the thermo-
dynamic limit. Moreover, in a work studying the problem with open boundary conditions
[45] the authors have found indications of the presence of the CI phase in exact diagonaliza-
tion and variational Monte Carlo.
Furthermore, also the phases predicted in mean field theory displaying conventional order
require more thorough investigation. Although the occurrence of the Kekulé phase predicted
with mean field theory in Ref. [41] was supported by exact diagonalization results in [43],
more insights considering its fate in thermodynamic limit and the parameter region it occu-
pies are still needed. The CMs phase first found in Ref. [42] has been shown to survive quan-
tum fluctuations in exact diagonalization [43–45] and variational Monte Carlo [45]. However,
the sublattice charge imbalance postulated in [42] indicated by the “s” in CMs was ques-
tioned in Ref. [45] since the charge structure factor computed with exact diagonalization did
not show a peak at the Γ point. Finally, since subsequently several new phases have been
found in the course of investigating this model, the question remains if the list of phases
known up to now is exhaustive.
To shed further light into these controversial questions, we investigate the phase diagram
of Hamiltonian (6.1) with the iDMRG algorithm. This method allows us to go beyond system
sizes accessible in exact diagonalization and therefore minimizes finite size effects while still
fully including quantum fluctuations.
After introducing the model in Sec. 6.1, we present the phase diagram and and describe the
occurring phases in detail in Sec. 6.2. In Sec. 6.3, we investigate the transitions between the
different phases by looking at the behavior of correlation length and entanglement entropy
at the phase boundaries. Finally, we present a semiclassical description of the phases for
strong interactions in Sec. 6.4.
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Figure 6.2.: Different orders allowed in the half-filled spinless honeycomb lattice considered in this
chapter: (a) semimetal, (b) charge density wave I (CDW I), (c) sublattice charge modu-
lated (CMs), (d) Kekulé, (e) CDW II, (f) CDW III and (g) Haldane Chern insulator phases.
Phases (a)-(d) and (g) were found within mean field theory by Refs. [40–42]. The survival
of the Haldane Chern insulator phase (g) was challenged within exact diagonalization
with periodic boundary conditions by Refs. [43, 44] but found in Ref. [45] for open bound-
ary conditions. The generic charge imbalance between the sublattices in phase (c) was
not found within exact diagonalization [44]. The two sublattices are depicted in blue and
orange, 0 < ∆ < ϱ < 1/2 with ϱ + ∆ < 1/2 describe the deviations from half-filling per
site, i.e. ⟨n⟩ = 1/2 ± α with α ∈ {ϱ, ϱ ± ∆}.
6.1. Model and method
We compute the ground state of Hamiltonian (6.1) with the iDMRG method explained in
Sec. 4 on an infinite cylinder geometry. Feasible system sizes for our purposes are cylinders
of circumference Ly = 6, 8, 10 and 12, given the exponential growth of computational cost
with the circumference. For our calculations we choose Ly = 12 and a unit cell of 36 sites
depicted in Fig. 6.3.
We pick this geometry for the following two reasons. First, we have to keep in mind
the structure of the reciprocal space. Since we work in the thermodynamic limit in the x-
direction along the cylinder, the momentum in x-direction is a continuous quantity. However
in the finite y-direction around the cylinder, the momentum is a discrete variable. In the non-
interacting case, the model forms a Dirac semimetal and the Fermi surface is located at the
K and K′ points [127]. In order to capture the low energy physics correctly, it is of key
importance that K and K′ are allowed momenta in our unit cell which implies that only
Ly = 6 and 12 are suitable circumferences of our cylinder. Second, we have the freedom of
fixing the length of our unit cell in the x-direction since the computational cost for that only
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Figure 6.3.: The upper panel shows a schematic representation of the interacting tight binding model
considered in this chapter: fermions hopping in a half-filled honeycomb lattice with
nearest-neighbor hopping t (full lines) and interacting via nearest- and next-to-nearest
neighbor interactions, V1 and V2 respectively (curved lines) as defined by (6.1). The left
panel shows the iDMRG unit cell used in this chapter with 3 × 6 unit cells yielding a
cylinder with a circumference of Ly = 12 sites depicted in the lower panel.
scales linearly. By choosing three rings of 12 sites each, all orders are commensurate with
our unit cell and a further enlargement would not lead to different results in the parameter
region we investigated. All data we show in the remainder of this chapter is computed for
Ly = 12 and bond dimension χ = 1600 unless otherwise stated.
6.2. Phase diagram
We have mapped out the phase diagram as a function of {V1, V2} with the method described
above. Our main results are summarized in Fig. 6.4. We find six different phases: two novel
charge order phases labeled CDW II and CDW III and four previously reported mean field
orders, the Kekulé, CMs, CDW I and semimetal phases.
We have characterized each phase through their charge and bond ground state expecta-
tion values. Note that the infinite cylinder geometry of our method allows the algorithm
to break symmetries of the Hamiltonian spontaneously. This means that we can directly ob-
serve charge and bond patterns of the ground state without having to rely on correlation
functions. At each site the charge expectation value is defined by
ni =
⟨
c†i ci
⟩
. (6.2)
The bond ground state expectation value on the other hand is defined as
tij =
⟨
c†i cj + h.c.
⟩
. (6.3)
Next we discuss the features of the different phases in the phase diagram in Fig. 6.4.
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Figure 6.4.: Upper panel: Phase diagram obtained with iDMRG calculations on an infinite cylinder
of circumference Ly = 12, χ = 1600. The phase boundaries, especially at second order
transitions (see Sec. 6.3) are to be taken with some error which can be estimated from
Figs. 6.5 to 6.9. We draw sharp lines here for better clarity.
Lower panel: Representative charge and bond strength patterns for the six phases dis-
cussed in the main text. The area of the blue circles is proportional to the particle number
expectation value on the respective site given by Eq. (6.2). The thickness of the ellip-
soids on the bonds is proportional to the amplitude tij between nearest neighbors de-
fined by Eq. (6.3). The unit cells for each phase are depicted by the red polygons. These
correspond to (a) Semimetal phase with V1/t = 0, V2/t = 0, (b) CDW I phase with
V1/t = 4.0, V2/t = 0.4 (c) CMs phase with V1/t = 0.8, V2/t = 3.2, (d) Kekulé phase with
V1/t = 5.6, V2/t = 1.6, (e) CDW II phase with V1/t = 5.6, V2/t = 3.2, (f) CDW III phase
with V1/t = 9.2, V2/t = 2.5. For (c) dashed lines indicate defect lines of rotated hexagons
that have zero energetic cost in the classical limit (see main text).
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6.2.1. Semimetal phase
We start by discussing the semimetal phase in the phase diagram shown in Fig. 6.4. At
V1/t = V2/t = 0, the honeycomb lattice with nearest neighbor hopping is known to be de-
scribed by a low energy theory in terms of two massless Dirac fermions [127]. Short range
interactions are irrelevant in the renormalization group sense [125, 128] and therefore they
can only drive a transition to an ordered state when they have a magnitude comparable
to the nearest neighbor hopping strength t. Such perturbative analysis guarantees that the
semimetal is stable within the region {V1, V2} ≲ t, only allowing for a uniform renormaliza-
tion of the hopping strength t by interactions.
For the semimetal phase in Fig. 6.4, and to numerical accuracy, we find by computing the
charge expectation value (6.2) that ni = 1/2 for all sites, indicating that this phase is not
charge ordered.
From (6.3) and choosing i, j to be nearest neighbors we find a small asymmetry between
bonds pointing along and around the cylinder axis, with a relative difference of ∼ 10−2.
Such asymmetry should –up to a very small effect due to the cylinder geometry which is
always present for finite Ly– vanish in a perfect semimetallic phase and indeed it is severely
reduced as the bond dimension χ is increased. This suggests that the cylinder geometry
implemented in iDMRG artificially differentiates bonds in its two perpendicular directions.
The asymmetry induced by the finite bond dimension vanishes as χ is increased and thus it
is not a physical effect. This is consistent with a semimetal state; the logarithmic divergence
of entanglement of a metallic state requires a matrix product state with χ → ∞. The bond
asymmetry reduces the entanglement by shifting the Dirac cones away from the K and K′
points [129].
Together, the previous numerical evidence are consistent with the semimetallic state. We note
that numerically the semimetal state extends beyond {V1, V2} ≲ t towards larger interaction
strengths through a narrow semimetal trench in the phase diagram. The larger size of this
region at Ly = 6 (not shown) suggest that it is likely to shrink as the circumference of
the cylinder is increased but a definitive statement requires going beyond the numerically
accessible sizes.
6.2.2. Charge density wave I (CDW I)
Upon increasing V1 we identify a charge density wave state labeled CDW I in the phase
diagram of Fig. 6.4. This state has a two site unit cell and is characterized by a finite order
parameter of symmetry B2 under the symmetry group C′′6v [130]
B2 = ⟨nA⟩ − ⟨nB⟩ , (6.4)
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that can be calculated using (6.2), where nA and nB are the fermion densities in the A and
B sublattice sites of the two site unit cell respectively. The resulting charge order is depicted
schematically in Fig. 6.2(b). For instance, at V1/t = 4 and V2/t = 0.4 we find that B2 = 0.817.
The magnitude of B2 increases with V1 and to numerical accuracy this phase has no appre-
ciable bond order.
For large V1 ≫ t such a state is a natural instability since the energy is minimized by a charge
imbalance between the two sublattices. Indeed, it has been found in a mean field approxima-
tion [40–42], exact diagonalization [43–45], and quantum Monte Carlo simulations [131, 132].
6.2.3. Sublattice charge modulated phase (CMs)
For small t ≪ V2 the ground state is classically degenerate. Within mean field it was shown
that as long as V2 > V1 the system chooses a charge ordered pattern with charge modulation
of wave vector K or K′, termed the CMs phase [42] and depicted in Fig. 6.2(c). The order
parameters for any such modulation can be taken as the corresponding Fourier components
of the charge expectation values of Eq. (6.2), namely ⟨nA,B(K)⟩ = ⟨nA,B(K′)⟩∗, where A and
B indicate the two sublattices. It is convenient to arrange these order parameters in a basis
that has well defined transformation properties under the symmetry of the lattice. Under the
action of the symmetry group C′′6v, these order parameters transform as the four dimensional
G′ representation [130, 133]
G′1x = Re[nA(K)− nB(K)], (6.5)
G′1y = Im[nA(K)− nB(K)], (6.6)
G′2x = Im[nA(K) + nB(K)], (6.7)
G′2y = Re[nA(K) + nB(K)]. (6.8)
The CMs state corresponds to a finite expectation value of both the B2 order parameter and
G′ = (1, 0, 0, 0) and the states generated from these by operations of the symmetry group. A
scalar order parameter for the CMs phase can be defined as B2Re[(G′1)
3 − 3G′1(G′2)2], where
G′i = G
′
ix + iG
′
iy (see Sec. 6.4). The CMs structure is schematically shown in Fig. 6.2(c). It
minimizes the large cost attributed to V2 by reversing two nearest neighbor dimers at the
expense of paying the small energetic cost determined by V1. Within exact diagonalization
it has been argued that the CMs state survives quantum fluctuations [43–45]. However, the
sublattice charge imbalance predicted in mean field [42] was suggested to vanish in Ref. [44]
due to the absence of an enhanced Fourier component of the charge structure factor at the
Γ point. We note that the CMs scalar order parameter defined above quantifies the charge
imbalance since B2 has to be non-zero for it not to vanish.
With the iDMRG method we find that the CMs appears directly above the semimetallic
phase [see Fig. 6.4]. A sample of the six site unit cell charge and bond pattern obtained from
(6.2) for V1/t = 0.8, V2/t = 3.2 is shown in Fig. 6.4(a). The circles at each site have an area
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proportional to the strength of the charge at the given site, while the thickness of the links
between the sites represent the bond strengths. This bond and charge pattern survives in
the region labeled CMs of the phase diagram and coincides with that obtained within mean
field theory [42] depicted schematically in Fig. 6.2(c). The corresponding charge values for
V1/t = 0.8, V2/t = 3.2 are given by ϱ = 0.364 and ∆ = 0.092. Moreover, we find a clear
sublattice imbalance that grows as V2 is increased which justifies the label CMs rather than
the simpler CM. We note also that the bond ordering of this phase is associated to the charge
order: two neighboring sites with similar high (or low) charge densities that deviate from
half-filling suppress the hopping between them due to the large (small) number of filled
(empty) states at that site.
We have also accounted for the existence of the CMs state from a strong coupling perturba-
tion theory analysis. By exactly diagonalizing the interaction part of H in Eq. (6.1) and then
finding the first order hopping corrections t/V1,2 in perturbation theory, we determined the
ground state |GS⟩ of a 3 × 3 cluster. We then computed different scalar correlation functions
of the charge order parameters, and found that only
⟨
GS|B2Re[(G′1)3 − 3G′1(G′2)2]|GS
⟩
is fi-
nite. This confirms that in the strong coupling limit, the ground state is indeed of the CMs
form. The details of the procedure are presented in Sec. 6.4.
6.2.4. Kekulé bond order
The next phase we identify is the Kekulé bond order. Like the CMs, it has a six site unit
cell depicted schematically in Fig. 6.2(d) with uniform charge order and two types of bonds,
strong and weak. Under the mean field approximation the state arises between the CMs
and the CDW I state. Although in previous exact diagonalization hints of this state are also
observed, the evidence supporting its occurrence is not entirely conclusive [43] and its tripled
unit cell requires the challenging analysis of larger clusters.
Within iDMRG we find that this state is stable in a finite but smaller region compared
to both exact diagonalization and mean field. In contrast to the anisotropy found in the
semimetal phase, the Kekulé order remains stable as the bond dimension χ is increased and
stays finite upon extrapolation to infinite χ. We show a representative of the state’s numer-
ically obtained charge and bond order patterns in Fig. 6.4(b) calculated with Eqs. (6.2) and
(6.3), respectively. The bond thickness is proportional to its strength. From Fig. 6.4(b) it is ap-
parent that the state has indeed two bond strengths arranged as in Fig. 6.2(d) and no charge
order. The system therefore chooses to break the original two site unit cell translational sym-
metry falling into one of the three distinct Kekulé ground states [41]. At V1/t = 5.6 and
V2/t = 1.6 the two types bonds are found numerically to be t1 = 0.522 and t2 = 0.428.
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6.2.5. Charge density wave II (CDW II)
All phases that we have described so far do not differ from those predicted by mean field [40–
42, 134] and the first exact diagonalization studies [43–45]. At finite V1 and sufficiently large
V2 we observe a different charge order state (CDW II), see Fig. 6.4 left panel.
To gain a first insight on this phase before analyzing the numerical data it is instructive to
discuss its classical limit. A strong coupling analysis (see Sec. 6.4 for details) reveals quite
generically that at t = 0 there are two classical regimes separated by the V1 = 4V2 line.
For V1 > 4V2 the state CDW I is favored with the same charge pattern as in Fig. 6.2(b) but
classical occupations 0 or 1. At V1 = 4V2 there exists a classically degenerate ground state
manifold, to be discussed in the next section in the context of the CDW III phase. The anal-
ysis for V1 < 4V2 with t = 0 reveals that there are essentially two types of degenerate states
according to their translational symmetry. First a stripe-like phase with a four atom unit cell
depicted in Fig. 6.2(e) (see also [135]) that is six fold degenerate in the thermodynamic limit.
Second, a set of states that can be understood by taking the stripe-like phase and rotating
60◦ hexagons along a defect line that should wrap around the chosen cluster. Classically, the
energy per site of these two types of states does not have first order hopping corrections and
it is given by ECDW II = V2/2 + V1/4 +O(t2/V1,2) (see Sec. 6.4 for details). The first nontriv-
ial order in perturbation theory depends on the chosen cluster; eventually the degeneracy
between the six-fold degenerate stripe-like phase and the phase with defects will be lifted,
making one of them more favorable at finite t [135]. The question then becomes which type
of ground state does the system choose in the thermodynamic limit.
Although we cannot attempt to fully answer this question, some light can be shed through
our iDMRG numerical data. We indeed find that both configurations, with and without de-
fects are ground states with very similar energy, even close to the transition to the semimetal
phase. A sample of one of this charge ordered patterns is shown in Fig. 6.4(c) for V1/t = 5.6
and V2/t = 3.2. This particular sample state has one defect line that wraps twice around the
cluster (indicated by dashed lines); rotating the hexagons along these lines by 60◦ in an an-
ticlockwise direction we recover the more symmetric stripe-like configuration in Fig. 6.2(e).
As with the CMs state, we find that its bond order follows directly from its charge order,
suppressed for neighboring sites that have equal filling.
By initializing the algorithm with each inequivalent classical ground state configuration it is
possible to calculate to high precision each energy to then find, by comparison, the lowest
energy state at that particular {V1, V2}. We have determined that within the CDW II region
the lowest energy is often achieved by a superposition of two classical ground states and
their particle-hole conjugates. As expected from general arguments [96] this state shows a
degenerate low energy entanglement spectrum. Inspection of the two point density-density
correlation functions indicates that the more favored superposition of classical ground states
63
6. Interacting spinless fermions on the honeycomb lattice at half filling
are those which favor a uniform charge density pattern that at the same time distinguishes
the bonds around and along the cylinder geometry.
6.2.6. Charge density wave III (CDW III)
At high V1 and between the previously discussed CDW II and CDW I states we find a third
type of charge order with a twelve site unit cell labeled CDW III. A representative pattern
of its charge and bond order as obtained numerically with (6.2) and (6.3), respectively, is
shown in Fig. 6.4(d). As schematically represented in Fig. 6.2(f), this state has three different
occupations: half-filling and 1/2 ± ϱ. For the particular case of V1/t = 9.2 and V2/t = 2.5
we find that ϱ = 0.223. Its bond order is determined by the charge occupations similar to
the CMs and CDW II phases. As with the CDW II phase, this phase escaped identification in
the original mean field [40–42] and the first subsequent exact diagonalization [43–45] studies
due to its large unit cell.
The emergence of the CDW III can be understood from a semiclassical point of view (see
Sec. 6.4). At t = 0, the classical ground state of lowest energy for a cluster commensurate with
this phase is either in the CDW II or CDW I class, and the two phases are separated by the
line V1 = 4V2. Exactly at this line, however, a third classical state is degenerate in energy with
these but, unlike the previous two, is affected by first order quantum corrections. This implies
that around the line V1 ∼ 4V2 there is a finite strip of a new phase in the phase diagram
once finite t is included. We have checked that the two point correlation function calculated
numerically from the iDMRG data and semiclassically agree qualitatively, resulting in the
charge distribution of the CDW III shown in Fig. 6.4(d). We find furthermore that these are
consistent with those reported in the latest exact diagonalization study [135].
6.3. Phase transitions
In order to unravel the character of the corresponding phase transitions we now study two
quantities that are sensitive to a phase change, the entanglement entropy S and the correla-
tion length ξ. The entanglement entropy is defined by
S = −TrρL log ρL, (6.9)
where ρL = TrR |ψ⟩ ⟨ψ| is the reduced density matrix of the left semi-infinite half L of the
cylinder after tracing out the right half R. The correlation length ξ can be computed from the
resulting state of the iDMRG calculation as explained in Sec. 4. Both quantities are expected
to show a finite discontinuity when crossing a first order transition while the correlation
length diverges with increasing bond dimension at a second order critical point [96]. In what
follows, we focus on the lines labeled by cuts A–E in the phase diagram in Fig. 6.4.
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6.3.1. Cut A: Semimetal–CDW I
The first horizontal cut, labeled A addresses the character of the phase transition between
the semimetallic phase and the simplest charge density wave (CDW I) by fixing V2 = 0. This
phase transition has been previously addressed with the quantum Monte-Carlo method [131,
132, 136] and was determined to be of second order character. The transition point with
divergent correlation length was determined to be at V1/t = 1.356 via finite size scaling. In
Fig. 6.5 we show the correlation length as a function of V1 for different values of the bond
dimension χ.
Firstly, for V1 ≲ 1.5t we observe that the correlation length drops as a function of V1 and
diverges as the bond dimension χ is increased. This behavior is expected for a critical state
such as the semimetal phase; the logarithmic divergence of entanglement of a metallic state
requires an matrix product state with χ→ ∞. For V1 ≳ 1.5t the correlation length continues
to drop but has no longer a significant dependence on χ. This is characteristic of a gapped
phase such as the charge density wave. In the inset of Fig. 6.5, we plot the entanglement
entropy as a function of the logarithm of the bond dimension for two values of V1 represen-
tative for the two phases. In the SM phase for V1 = 0.8, we observe a finite entanglement
scaling of S ∝ log χ characteristic of a critical phase [85], whereas the entanglement entropy
at V1 = 2.8 in the gapped CDW I phase is independent of the bond dimension.
Figure 6.5.: Correlation length at V2 = 0, labeled cut A in Fig. 6.4 probing the transition between the
semimetal and CDW I phases. The smooth behavior of ξ indicates a second order transi-
tion. The dashed gray line at V1/t = 1.356 shows where the transition has been detected in
quantum Monte Carlo simulations [131, 132]. Inset: Scaling of the entanglement entropy
S with the bond dimension χ for two values of V1 in the semimetal and CDW I phase.
Unlike the CDW I phase, the semimetal phase presents the typical critical entanglement
scaling S ∝ log χ.
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The crossover between the two phases is smooth, signaling a second order phase transition,
in agreement with quantum Monte Carlo studies [131, 132]. With iDMRG it is however not
possible to pin point the exact value of V1 where the transition happens via finite size scaling
due to the few cylinder sizes we have available, as discussed in section 6.1. However, from
Fig. 6.5 it is possible to define a crossover region of 1.3 ≲ V1 ≲ 1.5, consistent with the
quantum Monte Carlo data [131, 132], where the transition occurs.
6.3.2. Cut B: CMs–CDW II
In cut B we fix V2 = 3.6t and study the phase transition between the CMs and the CDW II
phases. The entanglement entropy is shown in Fig. 6.6 as a function of V1. This quantity
shows a clear discontinuity at V2/t ≈ 2.2 signaling a direct first order phase transition
between these two phases. We observe the same behavior when looking at the correlation
length not presented here. Additionally, the energy of the ground state as a function of V2
shows a kink at the same critical V2 which further supports the presence of a level crossing
at that point. As expected for gapped phases, the entanglement entropy only depends very
weakly on the bond dimension, in the CDW II phase even a very low χ of 400 is sufficient to
faithfully represent the state.
A first order phase transition is also expected from the strong coupling approach. As
detailed in Sec. 6.4, the energy per site of the CM phase in a 3 × 3 cluster is ECMs = V2/2 +
V1/3 − 0.248t for V1/V2 < 3/2, while the energy per site of the CDW II phase is ECDW II =
V2/2+V1/4. At t = 0, V1 = 0 both states have the same energy. At finite t, the CM phase has
Figure 6.6.: Entanglement entropy at V2/t = 3.6, labeled cut B in Fig. 6.4. The finite discontinuity of S
at V2/t ≈ 2.2 clearly signals a first order transition between the CMs and CDW II phases.
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lower energy due to the first order quantum correction, which is absent for CDW II. Since
ECMs grows faster with V1 than ECDW II, there must be a crossing at a critical value of the
interaction signaling a first order phase transition into the CDW II state.
6.3.3. Cut C: Semimetal–CMs
The cut at V1/t = 0.4, labeled cut C in Fig. 6.4, probes the transition between the semimetal
phase and the CMs phase. In Fig. 6.7 we present the entanglement entropy S as a function
of V2, the interaction that drives the phase transition.
As explained in Sec. 6.2.1, the entanglement entropy of the semimetal phase depends
strongly on the bond dimension χ. At V2/t ≈ 2.3 we observe a sharp transition to a decaying
entanglement entropy that does not depend strongly on χ as V2 is increased. However, the
change in entanglement entropy is not as abrupt as in the CMs–CDW II case of the previous
subsection as would be expected from a level crossing in a first order transition. We can see a
kink in S, but for decreasing V2 it smoothly approaches the value of the semimetal phase. In
addition, the energy is a smooth function V2 which together with the previously mentioned
behavior of S suggests that the transition is of second order. The correlation length not
depicted here shows a similar smooth behavior as in the transition between the semimetal
and CDW I phases in Fig. 6.5 which provides further evidence in favor of a second order
transition.
Figure 6.7.: Entanglement entropy at V1/t = 0.4, labeled cut C in Fig. 6.4, probing the phase transition
between the semimetal and CMs phases. Going towards the phase boundary from high
V2, the entanglement entropy smoothly approaches the value in the semimetal indicating
a second order transition.
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Figure 6.8.: Correlation length at V1/t = 6, labeled cut D in Fig. 6.4. In this plot, several phase transi-
tions are made visible. With increasing V2, the CDW I phase turns into the Kekulé phase
which itself goes into the semimetal phase. The transition from semimetal to CDW II can
be identified by the peak in the correlation length. Inset: The vicinity of the Kekulé–SM
transition showing the discontinuity of the entanglement entropy as a function of V2
6.3.4. Cut D: CDW I–Kekulé–Semimetal–CDW II
The next cut we focus on is labeled cut D in Fig. 6.4 at V1/t = 6. The correlation length as a
function of V2 is shown in Fig. 6.8. Starting from low V2 we first cross the phase boundary
between the charge density wave CDW I and the bond-ordered Kekulé phase. As expected
for a gapped phase, the correlation length deep in the CDW I phase depends only weakly on
the bond dimension. As we approach the phase transition, this behavior changes since the
many body gap is closing. The strongly increasing correlation length which peaks at V2/t ≈
1.5 suggests a second order transition between the CDW I and Kekulé phases. Moreover,
we can see the presence of a remnant charge order on top of the bond modulation in the
Kekulé phase close to the critical point. This signals a slow onset of charge ordering as a
finite size effect as we approach the phase boundary from the Kekulé side which would
be in contradiction to a level crossing for which the charge order should change suddenly.
A similar second order transition was reported in the related antiferromagnetic Heisenberg
model between a Néel and a plaquette phase [135, 137, 138]. This transition was conjectured
to show deconfined quantum critical behavior [139].
The fact that the correlation has not fully converged with χ even in the center of the the
Kekulé region indicates that this phase is strongly entangled. This can be attributed to the
fact that it is not a strong coupling phase in which the gap is determined by the interaction
but rather by the hopping energy scale. As V2 is increased we cross the boundary between the
Kekulé and the semimetal phase at V2/t ≈ 1.9. From the data presented in Fig. 6.8 it is not
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possible to reach a conclusion about the nature of the transition. However, from the Landau
theory perspective the semimetal–Kekulé transition has to be first order for the following
reason. The Kekulé bond order is in the twofold representation E′1 = (E
′
11, E
′
12) [130] and
the lowest order non-trivial term in the Landau free energy is the scalar (E′11)
3 − 3E′12(E′11)2
which is of third order, therefore signaling a first order transition. A first order transition is
also consistent with the entanglement entropy which displays a small discontinuity when
crossing the phase boundary (see inset of Fig. 6.8).
In the semimetal phase, we observe an astonishingly small correlation length for a critical
state. As explained in Sec. 6.2.1 the hopping strengths around and along the cylinder are
strongly renormalized. This shifts the Dirac nodes away form the K and K′ points thus lead-
ing to an effectively gapped state for a finite cylinder circumference with small correlation
length.
Finally, at V2/t ≈ 2.4 the semimetal turns into the CDW II. The diverging correlation
length on the CDW II side of the transition points towards a second order phase transition.
Moreover, the strong dependence of ξ on the bond dimension suggests that the ground
state is becoming critical as we approach the transition point, especially compared to the
behavior of ξ deep in the CDW II phase. On the other hand, from the semimetal side the
correlation length is discontinuous, which could signal a first order transition. However, the
latter observation has to be taken with care since the semimetal phase, being a critical state,
cannot be represented faithfully with a finite bond dimension.
6.3.5. Cut E: CDW I–Kekulé–CDW III–CDW II
The last cut we address is labeled cut E in Fig. 6.4 and fixes V1/t = 9.2. The entanglement
entropy is presented in Fig. 6.9. With increasing V2 we cross the second order phase transition
from the CDW I to the Kekulé phase at V2/t ≈ 2.2 discussed above. The entanglement data
shown in Fig. 6.9 supports this statement since S smoothly increases in the CDW I phase as
we approach the phase boundary.
At V2/t ≈ 2.4 the system undergoes the transition to the CDW III phase. Unfortunately, a
conclusive statement about the order of the critical point cannot be drawn from the present
data; especially since the entanglement entropy in the CDW III phase still shows a significant
dependence on the bond dimension.
The last phase boundary in this cut lies between the CDW III and CDW II phases at
V2/t ≈ 2.8. Here, we can see a clear discontinuity of the entanglement entropy, similar to
that in cut B (Fig. 6.6). Moreover, we see a kink in the energy when crossing the phase
boundary. Together these features indicate a first order phase transition.
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Figure 6.9.: Entanglement entropy at V1/t = 9.2, labeled cut E in Fig. 6.4. The smooth behavior of
S at the phase boundary between CDW I and Kekulé phase indicates a second order
transition in accordance with the data of the correlation length in Fig. 6.8. At V2/t ≈ 2.8,
the entanglement entropy is discontinuous, which clearly indicates a first order transition
between the CDW III and CDW II phases.
6.4. Strong coupling perturbation theory
In this section, we discuss the exact diagonalization method to determine the ground state
in the strong coupling limit t ≪ V1,2. Consider splitting the Hamiltonian in Eq. (6.1) into
H = HV + Ht with
Ht = −t ∑
⟨i,j⟩
(c†i cj + h.c.) (6.10)
HV = V1 ∑
⟨i,j⟩
ninj + V2 ∑
⟨⟨i,j⟩⟩
ninj. (6.11)
In the strong coupling limit, we can obtain the ground state of H by diagonalizing HV first
and considering Ht as a perturbation. The eigenstates of HV
HVψn,m = Enψn,m, (6.12)
where m accounts for degeneracies, are simple to compute because charge is conserved at
every site in the absence of hopping. HV is thus already diagonal in the occupation basis, i.e.
|ψn,m⟩ = ∏
Cn,mi =1
c†i |0⟩ , (6.13)
with Cn,mi = 0, 1 the occupation coefficients for the n, m eigenstate. The classical ground state
manifold is spanned by
⏐⏐ψ0,m⟩, with m = 1, . . . , M.
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For small t/V1,2, we can disregard the classical states with n > 0, and project the Ht
Hamiltonian into the classical ground state manifold. Dropping the label n = 0 from now on
(H̃t)m1m2 = ⟨ψm1 | Ht |ψm2⟩ . (6.14)
We can now diagonalize H̃t and select the eigenstates of lowest energy ϵ0
H̃tvα = ϵ0vα, (6.15)
where α = 1, . . . , D and D is the true ground state degeneracy. The final ground state of H
is spanned by
|GS⟩α =
M
∑
m=1
vmα |ψm⟩ . (6.16)
Obtaining the coefficients vmα is relatively simple because the effective size of the Hilbert
space M is much smaller than the full size of the Hilbert space of H. To distinguish different
phases, we recall that in finite size exact diagonalization there is no spontaneous symmetry
breaking, because all states related by symmetry are degenerate and will be present in the
ground state manifold. In the simpler case when first order quantum corrections are zero, a
phase can be characterized by inspection of the classical charge patterns of every eigenstate.
With quantum corrections, however, the ground state can only be characterized by comput-
ing correlation functions evaluated in the ground state, from which order parameters can be
obtained. Correlation functions for charge order parameters can be expressed in general as
ρij... = tr ⟨GS| c†i cic†j cj . . . |GS⟩ , (6.17)
which is given explicitly by
ρij... = ∑
m,α
(vαm)
∗vαmC
m
i C
m
j . . . (6.18)
The behavior of correlation functions can then be used to identify the different phases. We
have used this method to diagonalize three different clusters: two 12 site clusters with the
periodicities of the CDW II and CDW III phases, and a cluster of 3 × 3 unit cells or 18 sites,
i.e. the Ly = 6 version of the cluster in Fig. 6.3. The results can be summarized as follows.
In the case of the CDW II cluster, we find only two possible classical ground states with
degeneracies 8 and 2 for generic values of V1/V2. The projection of Ht in these subspaces
is zero for both cases, which means that both are stable strong coupling phases. The first
can be identified with the classical version of the CDW II state, where the two values of the
occupancies are 0 or 1. The 8 states correspond to the 8 equivalent ways to ensemble the
CDW II pattern in the given unit cell: two of them correspond to the stripe-like phase shown
schematically in Fig. 6.4(c) while the other six correspond to those states with defect lines
determined by rotated hexagons, as described in sec. 6.2 E. The second is the CDW I state,
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where the two states have a single sublattice (A or B) fully occupied. The energy per site of
these states is given by
ECDW II =
1
2
V2 +
1
4
V1, V1V2 < 4, (6.19)
ECDW I =
3V2
2
, 4 < V1V2 . (6.20)
In the case of the CDW III cluster, for generic values of V1/V2 we find two possible classi-
cal ground states with degeneracies 2 and 2. The first correspond to the stripe-like phase
mentioned before, which is also commensurate with this cluster, and is therefore assigned
the label CDW II. The second corresponds to CDW I. The energies per site remain the same
as those in Eqs. (6.19)-(6.20). In addition, in this cluster there is another classical state with
degeneracy 18 and energy E∗ = 56 V2 +
1
6 V1 which requires consideration. This energy is al-
ways higher than ECDW II or ECDW I, except at the special point V1 = 4V2 where the three
cross, ECDW II = ECDW I = E∗. The reason why this state must be considered is that quantum
corrections split it to first order in t, thus lowering its energy. Since neither CDW II or CDW I
is affected by t to first order, there is a small region around V1 = 4V2 where the energy of this
state is lowest. Inspection of the phase diagram in Fig. 6.4 suggests that this is the CDW III
phase. The ground state of this phase has degeneracy one and energy
ECDW III =
5V2
6
+
V1
6
− 0.236t, V1V2 ∼ 4. (6.21)
To confirm the nature of this state, we have computed the Fourier transform of the correlation
function C(q) = ∑ij e
i(xi−xj)qρij, and confirmed that it compares favorably with the Fourier
transform of the charge pattern of CDW III shown in Fig. 6.4(d).
In the case of the 3 × 3 cluster, at t = 0 we find four possible classical ground states as a
function of increasing V1, with degeneracies 234, 108, 36, 2. The projection of Ht into these
classical ground states is finite only for the first two, and the pattern of degeneracies at low
energies becomes (4, 10, 4, . . .) for both. This low energy pattern is the same as the one that is
obtained for the CMs phase in exact diagonalization [43], pointing to the fact that these two
states represent the CMs phase (further evidence to support this claim is also shown below.).
The third state is an intermediate state with the same energy as the CDW III classical states,
but which is not corrected by quantum fluctuations at any V1/V2. The fourth is again the
CDW I. The energies per site of the three phases in the 3 × 3 cluster are given by
ECMs =
{
V2
2 +
V1
3 − 0.248t, V1V2 <
3
2 ,
2V2
3 +
2V1
9 − 0.055t, 32 < V1V2 < 3
, (6.22)
E∗ =
5V2
6
+
V1
6
, 3 < V1V2 < 4, (6.23)
ECDW I =
3V2
2
, 4 < V1V2 . (6.24)
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As explained in the main text, the energy per site of the CDW II phase ECDW II is lower than
the classical energies of any state of the 3 × 3 cluster. Since the intermediate state does not
have quantum corrections, its energy satisfies Eint > ECDW II and it is never realized. The CMs
state, however, has ECMs < ECDW II for small enough V1 once the quantum corrections are
included. Further evidence that this is the CMs state can be obtained by computing correla-
tion functions. Fourier transforming the real space indices ij . . . and taking the combinations
defined in the main text for the representations B2 and G, we can compute any correlation
function of order parameters ⟨GS|O1O2 . . . |GS⟩ with O = G, B2. The simplest scalars that
signal the presence of charge order are simply the two point functions
S1 = B22, (6.25)
S2 = |G1|2 + |G2|2. (6.26)
We have computed these correlation functions in the ground states of the 3 × 3 cluster with
V1 < 3V2 and finite t and found that they are both finite. However, this is not enough
information to distinguish the CMs phase. In order to detect its particular order we have
also computed the correlation functions of higher order for this ground state
S3 = Im(G32 − 3G2G21), (6.27)
S4 = B2Im(G1G2), (6.28)
S5 = [Im(G1G2)]2, (6.29)
S6 = B2Re(G31 − 3G1G22), (6.30)
and found that only S6 is finite, therefore confirming the presence of the CMs phase with
the strong coupling approach for V1 < 3V2. As for the CDW III we have also compared
the semiclassical and numerical structure factors and found good agreement, supporting the
semiclassical interpretation of the CMs phase.
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7. Density matrix renormalization group on a
cylinder in mixed real and momentum
space
Despite the successes of DMRG for (quasi-)two-dimensional systems, calculations on cylin-
ders or strips of large width as performed in this thesis remain an extremely challenging task.
As we pointed out in Sec. 4, the main cause for this is rooted in the behavior of quantum en-
tanglement governed by the area law [91, 140]: the computational cost grows exponentially
in the circumference (but not length) of the cylinder. Especially for ground states with small
excitation gaps, e.g. the Kekulé or CDW III phases from Sec. 6.2, a large bond dimension χ
is needed.
Progress has only been possible due to numerous improvements to the original algorithm.
The inclusion of Abelian and non-Abelian symmetries [98–100, 141, 142], the introduction of
single-site optimization with density matrix perturbation [143, 144], and the development of
real-space parallelization [145] have increased convergence speed and decreased the require-
ment of computational resources. The infinite version of the algorithm [97] employed in this
thesis has facilitated the investigation of translationally invariant systems. While the barrier
to larger circumferences is exponential, the accuracy also increases exponentially with cir-
cumference in a gapped system, and, for gapless systems, information about the state can
be gained by finite entanglement scaling [83, 85] which requires going to large MPS bond
dimensions. Hence, further optimizations of the DMRG are both highly desirable and worth-
while.
In this chapter, we introduce a modification of the 2D DMRG algorithm for fermionic
systems on cylinders in which we represent the state in momentum space in the direction
around the cylinder. This allows momentum to be used as a conserved quantity and greatly
reduces computational costs. We test the algorithm for the interacting Hofstadter model [146]
and report a speedup and better scaling of computation time with the bond dimension and
drastically reduced memory usage. Furthermore, we show that the efficient construction of
the Hamiltonian as a matrix product operator (MPO) in our method results in a surprising
reduction of the MPO bond dimension compared to the traditional real space approach for
the model under consideration.
This chapter is organized as follows. After introducing the concept of the algorithm in
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Sec. 7.1, we present the numerical results comparing the real and mixed space approach
in Sec. 7.2. In Sec. 7.3, we give some technical details of the algorithm by reviewing the
construction of Hamiltonians as matrix product operators (MPOs). We detail the structure
of an interacting Hofstadter MPO in the traditional real space formulation and in the mixed
real and momentum space.
7.1. Concept of the algorithm
As outlined in Sec. 4, cylinder DMRG requires mapping the Hilbert space of the cylinder to
a 1D chain with sites indexed by i. Generally this is done by letting the 1D chain “snake”
through the real-space sites of the 2D cylinder, as illustrated in Fig. 7.1(a). In order to sim-
ulate 2D cylinders while keeping computational costs manageable, it is crucial to exploit
symmetries of the Hamiltonian. To exploit a global symmetry R̂g in DMRG it must be onsite,
meaning that its action factorizes across sites:
R̂g = ∏
i
R̂(i)g . (7.1)
Charge conservation and spin-rotation are of this form. However, when snaking in real space,
a rotation of the cylinder permutes the sites, so does not factorize as above, and cannot be
used to accelerate computations.
To bring a rotation of the cylinder into onsite form we use a mixed real-space and momentum-
space basis. In a fermion system, the Hilbert space of a real space site is spanned by the
occupations nx,y = 0, 1 of the single-particle fermion orbitals. We instead Fourier transform
the single particle orbitals in the direction around the cylinder and pass to the many-body
basis {nx,ky = 0, 1}. A crucial property of fermions is that the hard-core constraint is a di-
rect consequence of Pauli-exclusion, so remains true in momentum space. This would not be
true in a bosonic system; projecting into the nx,y = 0, 1 space does not lead to an equivalent
restriction on nx,ky . Thus we focus on fermion systems, though it would be interesting to
develop a bosonic version for application to spin-systems.
The 1D chain is again chosen to snake through the orbitals i = (x, ky) as shown in
Fig. 7.1(b). While it is imperative that x remains ordered in the chain, to reduce the bi-
partite entanglement, there is freedom in choosing the ordering of the ky. Indeed, different
orderings may require different intermediate MPS bond dimensions (and hence different
computational efficiencies) depending on the phase in question [147]. For example, if the
state forms a charge density wave (CDW) at wave vector Qy = π, it is advantageous to keep
ky, ky + π close together in the chain, as the CDW is dimerization in ky space. In this work
we study liquid phases, so we choose the simplest sequential ordering.
We note that while it is tempting to pass entirely to momentum space [148, 149], this
would destroy locality in the x-direction. The efficiency of the DMRG algorithm implicitly
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Figure 7.1.: Numbering scheme in order to transform the 2D lattice into a 1D chain. The horizontal
direction is the direction along the cylinder, the vertical one around the cylinder. As
an example, we show a cylinder of width Ly = 12 (a) real space, (b) mixed real and
momentum space approach.
relies on short-range interactions along the length of the cylinder. Even though eigenstates of
non-interacting fermionic systems are product states in this basis, this behavior immediately
changes once interaction terms are taken into account as the Hamiltonian becomes highly
non-local in the momentum basis [150].
In the new “mixed” basis, a rotation of the cylinder takes the onsite form Ty = ∏x,ky e
iky n̂x,ky ,
so can be exploited for a considerable speedup in computation time and a drastic reduction
of memory usage. Furthermore, we readily obtain quantities such as the entanglement spec-
trum momentum-resolved without any further computation. We present numerical results
benchmarking the mixed space algorithm vs. the traditional real space approach for the
interacting fermionic Hofstadter model in the following section.
7.2. Numerical results
7.2.1. Hofstadter model
To demonstrate the efficiency of our approach, we employ the infinite version of the algo-
rithm (iDMRG) to calculate the ground states of the interacting Hofstadter model on an in-
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finite cylinder geometry for different parameters. The Hofstadter model describes fermions
hopping on a square lattice subject to a magnetic field and the single-particle spectrum was
shown to exhibit a fractal structure for arbitrary flux densities [146]. In the case of rational
flux densities given by ϕ/ϕ0 = p/q per square plaquette, the spectrum separates into q
energy bands with non-trivial Chern number Ci [3, 151]. For non-interacting fermions, the
model hosts incompressible states when an integer number of bands are fully occupied, and
displays a Hall conductivity of
σxy = C
e2
h
, (7.2)
where C = ∑ni=1 Ci is the sum over the Chern numbers of the occupied bands [3]. More com-
plex physics, however, arises in the case of a fractionally filled Chern band where fractional
Chern insulator states can emerge.
However, experimental realizations of FCI states remain elusive up to now. The Hofstadter
model is of particular interest in this respect since its single-particle Hamiltonian has recently
been realized in a system of ultracold atoms in an optical lattice [118, 119] and the Chern
number of the lowest band has been experimentally determined to be unity [152].
In the following, we will numerically investigate the Hofstadter model with Hamiltonian
H = −t ∑
⟨j,l⟩
(
eiϕjl c†j cl + H.c.
)
+ V ∑
⟨j,l⟩
njnl , (7.3)
where c†j (cj) creates (annihilates) a fermion on site j, ϕjl is the phase acquired when hopping
from site l to site j and nj is the particle number operator at site j. By fixing a rational flux
of ϕ = 2πp/q per square plaquette and choosing the Landau gauge A = (0, Bx), the ϕjk
are non-zero only for hoppings in y-direction and are invariant by a translation of q sites in
x-direction. This allows for representing the single-particle problem in a magnetic unit cell
(MUC) comprising q × 1 sites and solving the q-site tight binding model via Bloch’s theorem.
We then obtain q energy bands with non-zero Chern numbers. A typical plot of the band
structure is given in Fig. 7.2.
7.2.2. Fully occupied band with weak interactions
To benchmark our algorithm, we first calculate the ground state of the model Hamiltonian
(7.3) for a fully occupied lowest band and weak interactions, i.e. at one third site filling for
the flux ϕ = 2π/3 per square plaquette and V/t = 0.1. In this case, the lowest band of the
non-interacting model has Chern number C = 1 and hosts an integer quantum Hall state on
the lattice when fully occupied which we expect to be stable against weak interactions.
The convergence of energy and entanglement entropy and the respective computing times
and memory use with increasing MPS bond dimension χ are depicted in Fig. 7.3. In Fig. 7.3(a)
we observe that the energy of the k-space approach is higher for very low χ but this behavior
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Figure 7.2.: Single-particle spectrum of the Hofstadter model for a flux density of ϕ/ϕ0 = 1/3. The
magnetic unit cell is chosen to be lx × ly = 3 × 1.
quickly reverses. From χ = 800 on, the ground state energy obtained from the k-space
method is lower than the one from the real space approach and in the converged region
χ ≥ 3200, both methods yield the same energies. We observe a similar behavior for the
entanglement entropy S between two semi-infinite halves of the cylinder in Fig. 7.3(b). For
χ < 3200, S is slightly different between the two methods, but as expected, it converges to
the same value with increasing bond dimension.
The reason for the different dependence of these quantities on the bond dimension for
low χ originates from the different representation of the state. Since the direction around
the cylinder is transformed into momentum space, the “intra-ring entanglement” within one
ring of sites wrapping around the cylinder differs between the two methods. Thus even
though both methods have the same “inter-ring entanglement” between two halves of the
infinite system for a cut between rings, the difference in “intra-ring entanglement” has a
small effect both for the entanglement entropy and the energy of the states at lower bond
dimensions.
The behavior of these two quantities for low bond dimensions shows that the basis chosen
for DMRG calculations can have an effect if χ is not high enough to fully represent the state
of the system. This is particularly interesting at or near a critical point, where the state can
never be faithfully represented by a matrix product state of finite bond dimension, though
finite entanglement scaling [83, 85] can provide information about the nature of the state.
In Fig. 7.3(c), we show the computing time as a function of the bond dimension which
clearly demonstrates the superiority of the k-space method compared to the traditional ap-
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Figure 7.3.: Benchmark plots for the Hofstadter model on an infinite cylinder with Ly = 10, ϕ = 2π/3
and V/t = 0.1 at one third filling. This corresponds to a fully occupied lowest band
and weak interactions. Here χ is the MPS bond dimension; increasing χ leads to better
accuracy, at the expense of greater computational cost. The subplots are (a) energy, (b)
entanglement entropy, (c) computing time, and (d) memory usage, as a function of χ for
the range χ = 100–12800.
proach. For higher bond dimensions, the computing time is significantly lower and it in-
creases considerably slower as a function of χ. The presence of an extra conserved quantity
provides an additional block structure to the tensors, severely reducing the computational
cost, with 20-fold speed up at χ = 3200. For the same reason the amount of memory needed
to perform the calculations is dramatically reduced as depicted in Fig. 7.3(d). For bond di-
mensions χ > 400, the peak memory use in the mixed space approach is approximately six
times lower.
7.2.3. Partially filled band
Having tested the algorithm in the “integer” case in the previous paragraph, we now turn
to the case of a partially filled band. We compute the ground state of the Hamiltonian at one
particle/nine sites, corresponding to one third filling of the lowest band at an interaction
of V/t = 7.0 with the mixed space algorithm. Even though the interaction is significantly
higher than the gap ∆ = 2 between lowest and second band, we expect the system to host a
fractional Chern insulator (FCI) state for these parameter values since FCI states have been
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Figure 7.4.: (a) Average charge value of the left Schmidt states as a function of flux going through
the cylinder. After three flux quanta (6π) have been adiabatically threaded through the
cylinder, one charge has been pumped across the artificial cut of the system indicating a
Hall conductivity of σxy = 1/3 · e2/h. (b) Momentum resolved entanglement spectrum for
Ly = 12, ϕ = 2π/3, V/t = 7.0 and χ = 6400 at one ninth filling (one third filling of lowest
band). The different colors indicate the charge values of the corresponding entanglement
eigenstates. The system is in a fractional Chern insulator phase and the chiral structure
of the entanglement matching the edge theory state counting predicted from conformal
field theory is clearly visible. The numbers indicate the counting for the zero charge sector
depicted in green.
shown to survive for interactions much larger than the band gap [81, 108]. In order to confirm
the presence of the FCI state, we test the ground state for characteristic properties akin to
Chapter 5. First, we compute the Hall conductivity of the system. If there is a finite Hall
conductance σxy, then adiabatically threading one flux quantum through the cylinder will
pump the charge σxy from the left to right half of the cylinder [10]. Thus, we adiabatically
insert a flux through the system along the cylinder axis by twisting the boundary conditions
and monitor the charge pumped into the left side of the system, as depicted in Fig. 7.4(a).
After a flux of 6π has been inserted, a unit charge has been pumped across the cut showing
a Hall conductivity of σxy = 1/3 · e2/h.
Another advantage of the mixed space approach is the possibility of readily obtaining
the momentum-resolved entanglement spectrum. As discussed in Sec. 4, we can label the
Schmidt states by quantum numbers which in our case are charge and ky momentum.
Whereas the calculation of the momentum labels of the Schmidt states requires additional
computational steps in the real space basis [80], it is a trivial by-product of the algorithm in
the mixed basis. In this way, we readily obtain the entanglement energies labeled by momen-
tum and charge values of the corresponding Schmidt states. In the ν = 1/3 FCI state, we
expect a structure in the entanglement energies matching the prediction of the corresponding
conformal field theory for the edge [81, 88]. The counting pattern of the entanglement energy
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levels as a function of momentum for every charge sector should be {1, 1, 2, 3, 5, 7, . . .} (com-
pare Sec. 5.3). This counting is clearly reproduced in Fig. 7.4(b) proving that the mixed real
and momentum space algorithm correctly captures the ν = 1/3 FCI state in the Hofstadter
model.
Having demonstrated the suitability of our algorithm for evaluating the ground state of
two-dimensional gapped systems on the example of the Hofstadter model, we turn to the
discussion of representing the Hamiltonian as a matrix product operator in the next section.
7.3. Efficient MPO construction
A crucial element of the (i)DMRG method is the representation of the Hamiltonian as a
matrix product operator (MPO) [63, 153]. In this way, the operator acting on the infinite
system can be expressed by a finite number of matrices that equals the number of sites in the
iDMRG unit cell. Here, we want to give a short pedagogical review about the construction
of general MPOs and subsequently present the structure of the MPO of the mixed real and
momentum space approach in some detail.
7.3.1. Finite state machines
Let us first consider a general operator acting on a chain of length N as an introductory
example. Suppose the only terms are nearest neighbor couplings of the form
Ô =
N−1
∑
i=1
(
Âi B̂i+1 + B̂i Âi+1
)
, (7.4)
then Ô reads in tensor product representation as
Ô = Â ⊗ B̂ ⊗ 1 ⊗ · · · ⊗ 1 + 1 ⊗ Â ⊗ B̂ ⊗ 1 ⊗ · · · ⊗ 1 + · · ·
+ B̂ ⊗ Â ⊗ 1 ⊗ · · · ⊗ 1 + 1 ⊗ B̂ ⊗ Â ⊗ 1 ⊗ · · · ⊗ 1 + · · ·
(7.5)
A pictorial way of writing down all summands of the operator is the representation of Ô
in terms of a finite state machine (FSM) [154]. A finite state machine consists of a set of
states and a table of rules for transitions between the states. An FSM can be depicted as
a graph whose nodes (vertices) represent states and whose directed edges correspond to
transitions between those states. Conventionally, FSM are understood to be probabilistic,
with the various possible transitions out of a state weighted probabilistically. Each transition
of the FSM into a new state has a corresponding action—for example appending a character
to string— so that by repeating sequentially a probability distribution over strings is built up.
For our purposes these sequences will be taken in superposition, generating the summands
of our Hamiltonian. Therefore, the Hamiltonian is the sum of all possible transition paths
generated by the FSM.
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Here the transition on the ith iteration of the FSM will place an operator on site i. A part
of the FSM generating the operator Ô is shown in the left illustration of Fig. 7.5 and is to be
read as follows. We enter the FSM by starting in a “ready” state labeled by R. From there, we
follow all paths given by transitions between states leading to the “final” state labeled by F.
Each path represents one tensor product term in Eq. (7.5). When taking a transition between
states, the operator which labels the transition is added to the tensor product.
Let us now focus on a particular path generating the term Âi B̂i+1. It starts with a transition
R→ R in which the unit operator is added as the first term of the tensor product. After going
through i − 1 of these transitions, the path jumps from R into the state A placing an operator
Â at the ith site, and then from A to F adding B̂ at site i + 1 to the product. From there on, it
continues with transitions F→ F adding unit operators until the tensor product has a length
of N operators. The resulting operator is 11 ⊗ · · · ⊗ 1i−1 ⊗ Âi ⊗ B̂i+1 ⊗ 1i+2 ⊗ · · · which is the
desired term.
In Fig. 7.5 all transitions corresponding to the sites i and i + 1 are depicted. The entire
operator Ô is created by taking a superposition of all paths in the FSM, corresponding to a
sum of all tensor products. It is easy to generalize the concept to an operator acting on an
infinite chain in which the R parts of the paths come from −∞ and the F parts of the paths
go to ∞. In this way, we may obtain a translationally invariant depiction of the FSM for any
translationally invariant operator.
Figure 7.5.: Part of the FSM at sites i and i + 1 generating the operator Ô and MPO matrix for the
matrix M[n] (7.7). The letters R, A, B and F label the states of the FSM as well as the
rows/columns of the MPO matrix. Two paths of the FSM producing the term Âi B̂i+1 +
B̂i Âi+1 are highlighted in red. The gray rectangles indicate the six transitions in the FSM
that exactly correspond to the six non-zero entries of M.
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7.3.2. MPO
The representation of Ô as an FSM immediately leads to its representation as an MPO. In
the MPO formalism an operator Ô acting on the length-N chain is written as
Ô = ∑
a0,...,aN
v⃗ lefta0 M
[1]
a0a1 M
[2]
a1a2 · · · M
[N]
aN−1aN v⃗
right
aN . (7.6)
Each M[i]aa′ is a physical operator acting on site i, the indices a, a
′ ranges from 1 to D, where D
is the number of states in the FSM picture. Thus, it is convenient to interpret M[i] as a matrix
of operators on site i, in much the same way a matrix is used to represent a FSM or Markov
chain. The vectors v⃗ left and v⃗ right respectively initiates and terminates the MPO.
By identifying the rows and columns of the MPO matrices with the states in the FSM as
depicted in Fig. 7.5, we obtain the entries of the matrices M[i]. For example, the ith transition
from R to A places an operator Â on site i of the chain, and so M[i]R,A = Â. This leads to the
following matrices and initiating/terminating vectors, written in the basis (R, A, B, F):
M[n] =
⎛⎜⎜⎜⎜⎝
1 Â B̂ 0
0 0 0 B̂
0 0 0 Â
0 0 0 1
⎞⎟⎟⎟⎟⎠ , v⃗
left = (1, 0, 0, 0),
v⃗ right = (0, 0, 0, 1)T.
(7.7)
Multiplying these (taking tensor products of the operators), we obtain the sum of all terms
of Ô. The concept can easily be extended to an infinite chain. In the particular case of Ô, the
operator is invariant under the translation by one site and all the matrices M[i] along the
chain are equal. If an operator is only invariant under translation by l sites, then there will
be l different MPO matrices along the chain. In general, the dimensions of the matrices M
(which may vary on different sites), denoted D, are called the MPO bond dimensions.
7.3.3. Real-space MPO
Let us now turn to the construction of the interacting Hofstadter Hamiltonian in MPO form.
Working in the Landau gauge on an infinite cylinder which guarantees translational invari-
ance around the cylinder, the Hamiltonian in real-space is given by
H = Hkin + Hint. (7.8)
The hopping and interaction terms are given by
Hkin = −t ∑
x
(
L
∑
y=1
c†x,ycx+1,y + e
ixϕc†x,Lcx,1 +
L−1
∑
y=1
eixϕc†x,ycx,y+1
)
+ H.c., (7.9)
Hint = V ∑
x
(
L
∑
y=1
nx,ynx+1,y + nx,Lnx,1 +
L−1
∑
y=1
nx,ynx,y+1
)
, (7.10)
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Figure 7.6.: Finite state machine creating the hoppings in the real space Hofstadter Hamiltonian for
L = 4 and ϕ = π. For this value of the flux, the unit cell consists of two rings of four sites
around the cylinder. In order to create the Hermitian conjugate and interaction part of the
Hamiltonian, we need two more copies of the depicted graph.
where the index x is the site labeling along the cylinder, y labels the position around the
cylinder and the flux per square plaquette is given by ϕ. For numerical implementation, we
order the sites with increasing x, and then within each ring order by y coordinates. We then
Jordan-Wigner transform the Hamiltonian according to
ci = σ
+
i ∏
j<i
σzj and c
†
i = σ
−
i ∏
j<i
σzj . (7.11)
This leads to strings of σz operators between σ+ and σ− in the hopping terms.
As mentioned above, we have to construct l MPO matrices to express the Hamiltonian in
a unit cell of length l. As an example, we show the finite state machine creating the hopping
terms of Hamiltonian (7.8) for L = 4 and ϕ = π which has a unit cell of eight sites in Fig. 7.6.
Note that this FSM will only create a part of the full Hamiltonian. To obtain the Hermitian
conjugate of the hoppings, an identical FSM with Hermitian conjugate operators is needed.
The interacting terms can be created by another copy of the graph without σz-strings and
σ+/− replaced by n. Putting together all finite state machines that produce the MPO matrices,
the matrix dimension scales linearly with the circumference as D = 3L + 2.
7.3.4. Mixed basis MPO
In order to use the momentum in the direction around the cylinder as a conserved quantity,
we transform the Hamiltonian (7.8) into k-space in the y-direction. Then, the kinetic and
interaction parts of the Hamiltonian read
Hkin = −t ∑
x,k
[(
c†x,kcx+1,k + H.c.
)
+ 2 cos(k + xϕ)c†x,kcx,k
]
(7.12)
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and
Hint =
V
L ∑x,q
[
(cos q)nx,qnx,−q + nx+1,qnx,−q
]
, (7.13)
with k labeling the momentum in y-direction and nx,q = ∑k c†x,k+qcx,k. Since it only includes
operators acting on one or two sites as in the real space version, the construction of the MPO
part for the kinetic terms is straightforward. The interaction part, however, consists mostly
of terms with operators acting on four sites and additionally displays a momentum transfer
dependent prefactor for interactions within one ring.
To demonstrate how the MPO is constructed, we focus on the interactions within the same
ring.
V
L ∑k,k′,q
(cos q) c†x,k+q cx,k c
†
x,k′−q cx,k′ . (7.14)
If we want to write this part in MPO form, every term has to be ordered according to the
DMRG chain, with increasing momentum indices from left to right. This leads to six distinct
types of interaction terms within the ring, illustrated in Fig. 7.7. All other cases are either
Hermitian conjugates or variants of q → L − q of these cases.
The terms of type A and type B take the form c†k ck+lck+mc
†
k+m+l , with m > l > 0. After the
Jordan-Wigner transformation they become
σ−k · · · σ+k+l × σ+k+m · · · σ−k+m+l , (7.15)
where the ellipsis denote a string of σz for the intermediate sites. These terms come with
coefficients of 2[cos l − cos(m + l)] due to the (cos q) factor in the intra-ring interactions.
Type C and D terms are those that have two annihilation operators followed by two creation
Figure 7.7.: Different cases of momentum transfer within one ring occurring in the MPO due to the
interaction term Hint. Four cases not shown in the figure are related to A–D via Hermitian
conjugation.
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Figure 7.8.: Coarse-grained version of the FSM generating all intra-ring interaction terms of type A to
F from Fig. 7.7. The transitions between adjacent columns inserts a creation/annihilation
operator at various momenta. The self-pointing “loops” places strings of 1/σz operators
in between the four creation/annihilation operators. In the actual FSM, there are multiple
copies of the nodes Aµ and Cµ labeled by momenta in order to ensure momentum conser-
vation (see Fig. 7.9). Note that the R and F nodes of the graphs for terms of type A to D
are the same as the ones for types E and F. We merely separated the two FSM for easier
graphical representation. For terms of type E, we show a second version of the FSM in
which the exponentials e±iα generating the cos q term have been replaced by cos α and
sin α (see end of Sec. 7.3.4 for details). For every transition from N2 and N3 to themselves,
there is another transition from N2 to N3 and vice versa ensuring that all four terms of
the rotation matrix on the right hand side of Eq. (7.17) are generated.
operators when ordered by momenta. In the spin language, they take the form
σ+k · · · σ+k+l × σ−k+l+m · · · σ−k+l+m+n, (7.16)
with l + 2m + n = L to enforce momentum conservation. The coefficients for these terms
are 2[cos(l + m)− cos m]. Finally, type E and F terms are number-number operator terms in
k-space, of the form 2(1 − cos q)nknk+q.
Fig. 7.8 depicts a coarse-grained version of the FSM which generates the aforementioned
terms. It is coarse-grained in the sense that if taken literally, it correctly captures only the
distinct operator orderings which contribute to terms A–D, as well as the q-dependent pref-
actor (cos q) which is created by the phases e±iα with α = 2π/L. However, it neglects the
constraint placed by momentum conservation on the precise location of the operator place-
ments. Implementing this constraint will require duplicating the nodes Aµ, Cµ to keep track
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Figure 7.9.: Application of the FSM from Fig. 7.8 for L = 8 and the specific term propor-
tional to c†0c2c4c
†
6, which following the Jordan-Wigner transformation Eq. (7.11) becomes
σ−0 σ
z
1 σ
+
2 13σ
+
4 σ
z
5 σ
−
6 17. The red and blue portions of the path correspond respectively to
case A and case B from Fig. 7.7. Following the path from R to F generates the desired co-
efficient of VL 2(cos 2α − cos 4α) with α = 2π/L. The intermediate nodes are labeled Aµ(k),
where k denotes the cumulative momentum, modulo L. (Thus 6 ≡ −2 (mod 8))
of momentum conservation, as will be shown shortly. This problem does not arise in the
FSM for type E and type F terms since momentum conservation is inherently guaranteed.
We summarize how the various paths through the FSM produce the different types of
terms from Fig. 7.7 in the following table:
Type path
A R→ A1/A2→ A3 → A6→ F
B R→ A1/A2→ A4/A5→ A6→ F
C R→ C1 → C4/C5 → A6→ F
D R→ C2/C3 → C4/C5 → A6→ F
E R→N2/N3→ F
F R→ N1 → F
In the actual MPO implementation, there are multiple copies of each Aµ and Cµ nodes,
one for each momentum quantum number (see Fig. 7.9). Thus we label these copies by k,
Aµ(k), Cµ(k). The interpretation is that in state X(k), the FSM has thus-far placed operators
with total momentum k. In this manner, the FSM can keep track of momentum conservation.
As a concrete example, Fig. 7.9 focuses on one specific subset of type A and B paths in the
FSM generating the terms proportional to c†0c2c4c
†
6, or equivalently σ
−
0 σ
z
1 σ
+
2 13σ
+
4 σ
z
5 σ
−
6 17 after
a Jordan-Wigner transformation. (The momenta are given in units of 2π/L.) The intermediate
states Aµ(k) are labeled by the total momentum k that has been placed along the path. It is
straightforward to verify that the graph yields the coefficient VL 2(cos 2α − cos 4α).
To account for all terms in the interacting Hamiltonian, naively we need more intermediate
states than in the real-space formulation since first, the interaction part has a more compli-
cated structure and second, the information about the momentum has to be encoded in the
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state. If we assume each intermediate state type Aµ, Cµ has an additional L-fold momentum
label, a very crude upper bound for the MPO bond dimension is given by D ≤ 26L + 9.
This is considerably larger than in the real space case, but still linear in L. However, the true
dimensions of the matrices in the computation are much lower. Due to momentum conserva-
tion, many paths through the FSM are not allowed, and so at any specific site there are many
unreachable intermediate states. As a result, a significant fraction of such FSM states may
be eliminated, resulting in much fewer states. In fact, after trimming the MPO dimension D
is significantly lower in the mixed space than in real space. We show a scaling of the MPO
bond dimension, averaged over the unit cell, as a function of the cylinder circumference in
Fig. 7.10.
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20
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40
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〉
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Figure 7.10.: Scaling of the average MPO bond dimension ⟨D⟩ with the circumference L of the cylin-
der. Despite the additional complexity of the k-space MPO, its bond dimension is smaller
than that of the real space MPO.
As described above, the MPO includes complex numbers eiα. However, eiα and e−iα always
show up in pairs, as the matrix elements of Hint are real-valued. Using the identity(
eiα 0
0 e−iα
)
=
1
2
(
i 1
−i 1
)(
cos α sin α
− sin α cos α
)(
−i i
1 1
)
, (7.17)
we can further optimize the MPO. By replacing the complex exponentials with the corre-
sponding sine and cosine terms, we are able to perform our numerical calculations exclu-
sively using real numbers. (Note that the hopping terms in Eq. (7.12) are real-valued in the
k-space basis.) The off-diagonal terms in the rotation matrix of Eq. (7.17) generate more tran-
sitions in the resulting FSM, hence more non-zero entries in the MPO matrices, but do not
increase the MPO bond dimension. The transition from exponentials to sine/cosine terms is
explicitly illustrated in Fig. 7.8 for the paths of type E terms.
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8. Conclusion and outlook
8.1. Summary and conclusion
The goal of this thesis is to investigate several timely questions concerning topological phases
in one- or two-dimensional systems of interacting fermions. Topological states of matter,
especially strongly correlated ones, have led to exciting new developments in condensed
matter physics in recent years. However, strong correlations mostly imply that there are no
analytical tools to study such systems. We resort to conceptual ideas concerning fundamental
symmetries and state-of-the-art numerical tools to investigate quantum ground states of
these systems.
Part I is dedicated to the study of one-dimensional systems of parafermions, quasiparti-
cles that can arise on the edge of a fractional quantum Hall effect or a fractional topological
insulator if the edge modes are gapped out by coupling to superconducting and ferromag-
netic domains [30–33]. As outlined in Chapter 3, we developed a systematic classification of
the symmetry-protected topological (SPT) phases that can emerge in parafermionic chains
when the intrinsic ZN symmetry is the only symmetry present in the system. In Sec. 3.3,
we showed that the different phases can be distinguished by the form of the “fractionaliza-
tion” of the ZN symmetry operator Q acting on a finite segment of an infinite chain. In
the SPT phases, the operator can approximately be written as Q ≈ QAQB where QA and
QB act only within some finite distance from the left and right boundary of the segment,
respectively. This “fractionalization” of Q can only occur in a finite number of ways deter-
mined by the degree N of the parafermions. More precisely, if the prime factorization of
N contains l different primes, the system may realize 2l − 1 SPT phases in addition to the
trivial phase. A consequence of this behavior is that each SPT phase comes with a distinct
multiplet structure in the entanglement spectrum. We numerically detected the predicted de-
generacies confirming the validity of our theoretical findings. If a prime in the factorization
of N occurs more than once, we found that the possible phases of the parafermionic chains
cannot solely be classified by topological properties. Instead, we proposed a state in which
groups of parafermions condense leading to a long-range ordered phase. Furthermore, we
investigated which SPT phases can emerge when combining chains and derived an addition
rule for chains of different phases in Sec. 3.4. This rule implies that simply adding chains
does not lead to additional phases. When including an additional ZN symmetry apart from
the ZN charge conservation, a non-Abelian group structure forms under the combination of
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different chains for N > 2. Finally, we suggested a concrete physical realization of a model of
Z6 parafermions in which all four predicted phases can be realized for different parameter
values of the Hamiltonian in Sec. 3.6. Here, we confirmed the existence of the SPT phases for
this model by numerically detecting the aforementioned degeneracies in the entanglement
spectrum.
In Part II, we switched to the investigation of two-dimensional systems by means of the
infinite density matrix renormalization group algorithm (iDMRG). We first studied the prop-
erties of a fractional Chern insulator (FCI) state on an infinite cylinder at 1/3 filling of the
lowest band in the Haldane model [39] on the honeycomb lattice in Chapter 5. Here, we cal-
culated several quantities characterizing the topological order of the 1/3 Laughlin state on
the lattice. By inserting a flux into the cylinder, we computed a quantized Hall conductivity
of σH = 1/3 and a level flow in the entanglement spectrum (ES). When labeling the ES with
charge and momentum quantum numbers of the corresponding Schmidt states, we could re-
produce the counting pattern expected from the conformal field theory describing the edge
modes of the system. Furthermore, we calculated the topological entanglement entropy and
the charge and topological spin of the quasiparticle excitations which all match the theoret-
ical predictions for the ν = 1/3 state. Exploiting that the iDMRG method does not rely on
any subspace projection, we were able to investigate the transition from a Fermi liquid into
the FCI state at a repulsion of the order of the bandwidth of the lowest band. We detected
a clear jump of the correlation length at a finite interaction strength which indicates that the
transition is of first order. The direct transition rules out any competing phases jeopardizing
the stability of the FCI state.
In Chapter 6, we studied if local interactions can induce a spontaneous breaking of time-
reversal symmetry leading to a topological Chern insulator (CI) state. Motivated by the his-
torically controversial question of whether this state can be realized for spinless fermions on
the honeycomb lattice at half filling with nearest and next nearest neighbor interactions [40–
45], we mapped out the phase diagram of the model on an infinite cylinder of circumference
L = 12 with the iDMRG algorithm. As a result, we proved the absence of the CI in a fi-
nite region of the phase diagram, in particular where it had been predicted in previous
mean field studies. The inclusion of quantum fluctuations indeed prevents the formation
of the CI phase against the mean field expectations. Although the topological phase was
not to be found, we detected two novel charge ordered phases (CDW I and CDW II) for
large interaction strengths that had not been accounted for in previous studies. In addition,
our numerical simulations corroborated the existence of the charge-modulated (CMs) and
Kekulé phases predicted in mean field theory. Together with the semimetal which is adiabat-
ically connected to the non-interacting limit and the conventional sublattice charge density
wave (CDW I), this raises the total number of phases to six. By analyzing the behavior of
correlation length and entanglement entropy of the ground state in Sec. 6.3, we were able
to detect and characterize the phase transitions between the different phases of the model.
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Second order critical points show a divergence of the correlation length with the MPS bond
dimension and a smooth behavior of the entanglement across the phase boundary whereas
at first order transitions, both quantities exhibit a finite jump. Especially interesting in this
part are the indications of a second order transition between the CDW I and Kekulé phases.
Since a continuous transition is forbidden by symmetry from a Landau theory perspective,
our results point towards a fermionic example of deconfined quantum criticality. Finally,
we performed a strong coupling analysis for large interactions in Sec. 6.4 showing that the
charge ordered phases can be explained semi-classically by analyzing the classical ground
states with perturbation theory in the hopping strength.
The final Chapter 7 of this thesis focuses on the improvement of the DMRG algorithm
for cylinders by exploiting an additional symmetry for the computations. By transforming
the direction around the cylinder from real to momentum space, we were able to use the
momentum in this direction as a conserved quantity which provides an additional block
structure to all tensors involved in the computation. This mixed real and momentum space
representation severely reduces the need of computational resources. We benchmarked the
new method by comparing its performance to the traditional purely real space approach
when finding the ground state of the interacting Hofstadter model. Here, we demonstrated
a speedup in computation time of over 20-fold in addition to a 6-fold reduction in memory
usage. In Sec. 7.3, we explained the construction of the respective Hamiltonians as matrix
product operators in detail.
8.2. Outlook
From the manifold character of the chapters and results of this thesis, various questions
can be addressed in the future. Since the results from the first part have already been pub-
lished some time before the completion of this thesis, they have partly motivated subse-
quent research already. The authors of Ref. [155] have studied the stability of zero modes in
parafermionic chains and found that only the ground state energy levels exhibit a splitting
that decreases exponentially with system size. It would be interesting to investigate this be-
havior numerically for the entanglement energy levels as well. Furthermore, the zero edge
modes and parafermion condensate phases have been studied in detail [156] and the phase
diagram of the Z3 parafermionic chain has been numerically examined [157]. A very chal-
lenging future direction would be the development of an experimental setup from which
one is able to measure quantities that allow to distinguish the different phases we predicted.
Having demonstrated that matrix product states obtained from iDMRG calculations can
correctly capture the physics of FCIs in the Laughlin state, more complicated states such as
states in bands with higher Chern number [109–111] or displaying non-Abelian excitations
can be investigated with this method. Furthermore, the band structures required to realize
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FCIs have recently been realized for ultracold atoms in optical lattices [118–120, 152]. Here,
the study of realistic Hamiltonians for reasonable system sizes including trapping potentials
are accessible with DMRG methods. With the development of a method to time-evolve MPS
with long-ranged interactions [158], even dynamical properties might be computable for
FCIs in this formalism. The dynamics of these strongly correlated systems is a completely
unexplored area. Here, it would be especially interesting to focus on quantities that can be
measured in experiments with the aforementioned ultracold atomic systems.
Concerning the absence of the interaction-induced CI state, one possibility could be trying
to frustrate the competing charge ordered phases, especially the CMs, with longer-range in-
teractions. The CI might be more stable against quantum fluctuations for higher V2, but
its occurrence is prevented by the formation of the CMs order. However, it is probably
more promising to look for an interaction-induced CI phase in models with quadratic band
touching rather than Dirac cones. Such a state was e.g. predicted within mean field the-
ory to emerge on the Kagomé lattice [159] when the filling is tuned to the quadratic band
touching point. Here, the finding is further substantiated by renormalization group argu-
ments [160, 161] which guarantees its robustness at sufficiently low interaction strength.
Another interesting starting point from Chapter 6 is the transition between the CDW I and
Kekulé phases. This critical point could be numerically investigated with the mixed-space
method developed in Chapter 7 which allows going to much higher MPS bond dimensions.
The study via finite entanglement scaling could confirm whether a case of deconfined criti-
cality is present.
An exciting future application for the mixed space DMRG algorithm is to consider spin-
ful Hubbard models in Mott insulating and Fermi-liquid regimes. Since the method allows
us to reach much larger MPS bond dimensions, a possible application is to detect exotic
gapless non-Fermi liquid phases by finite entanglement scaling (FES) [85]. The possibility of
extracting the central charge of a critical phase from FES can reveal non-Fermi liquid behav-
ior [162]. The extension of the method to bosonic systems remains an open issue requiring
further investigation. Since local interactions become non-local around the cylinder in the k-
space representation, the onsite Hilbert space in mixed space has to be larger than two even
for hard-core bosons. This increase in the dimension of the local Hilbert space will strongly
affect the efficiency of the algorithm.
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