Forecast accuracy is typically measured in terms of a given loss function. However, as a consequence of the use of misspecified models in multiple model comparisons, relative forecast rankings are loss function dependent. In order to address this issue, a novel criterion for forecast evaluation that utilizes the entire distribution of forecast errors is introduced. In particular, we introduce the concepts of general-loss (GL) forecast superiority and convex-loss (CL) forecast superiority; and we develop tests for GL (CL) superiority that are based on an out-of-sample generalization of the tests introduced by Linton, Maasoumi, and Whang (2005) . Our test statistics are characterized by non standard limiting distributions, under the null, necessitating the use of resampling procedures to obtain critical values. Additionally, the tests are consistent and have nontrivial local power, under a sequence of local alternatives. The above theory is developed for the stationary case, as well as for the case of heterogeneity that is induced by distributional change over time. Monte Carlo simulations suggest that the tests perform reasonably well in finite samples, and an application in which we examine exchange rate data indicates that our tests can help identify superior forecasting models, regardless of loss function.
Introduction
Forecast comparison has a long history in econometrics. When forecast comparison is based upon the evaluation of forecast errors, loss functions are usually specified, and are defined in terms of (conditional) moments of forecast errors, such as mean squared forecast error (MSFE) and mean absolute forecast error (MAFE). Unfortunately, the forecast superiority of one model, relative to other models, is dependent on the loss function that is specified. To circumvent this issue, Granger (1999) proposes the use of a generalized loss function, L(·), with the following properties: (1) L(e) = 0, if the forecast error e = 0; (2) L(e) ≥ 0 and M in e L(e) = 0; and (3) L(e) is monotonically non-decreasing, as e moves away from zero, i.e. L(e 1 ) ≥ L(e 2 ), if e 1 > e 2 ≥ 0, or if e 1 < e 2 ≤ 0. We term the class of loss functions that satisfy the above three properties as general loss (GL or L G ) functions. A second class of loss functions are defined as convex loss (CL or L C ) functions, if in addition to satisfying the above three properties, they are convex. Some examples of convex functions include MSFE and MAFE, as well as several asymmetric functions, such as lin-lin and linex functions. For further discussion, refer to Elliott and Timmermann (2004) .
A natural question arising from the above discussion is the following. How can we assess different forecasts under generalized loss functions? In particular, suppose that there are l sets of forecasts, with corresponding sequences of one-step-ahead forecast errors, {e 1t }, {e 2t }, ..., {e lt }, such that the forecasts are to be ranked the same way, regardless of loss function. In this context, the objective is to introduce forecast evaluation procedures that are robust to the choice of loss function. In order to do this, we introduce two concepts: GL forecast superiority and CL forecast superiority. Simply put, a forecast error sequence GL outperforms other sequences if an economic agent with a GL loss function prefers the former to the latter. Similarly, a forecast error sequence CL outperforms other sequences if an economic agent with a CL loss function prefers the former to the latter. In the sequel, we establish links between tests for GL (CL) forecast superiority and tests for first (second) order stochastic dominance. This allows us to develop a forecast evaluation procedure that is based on an out-of-sample generalization of the tests introduced by Linton, Maasoumi and Whang (2005, hereafter LMW). As our tests are based on the empirical distributions of raw forecast errors, they are robust not only to the choice of the loss function, but also to the possible presence of outliers. The approach of using stochastic dominance to rank distributions of forecast errors has previously been discussed by Corradi and Swanson (2013) , although they provide no theory, and their proposed tests are loss function specific. An alternative somewhat related measure called stochastic error loss is discussed in Diebold and Shin (2015) .
Since the influential work of Meese and Rogoff (1983) , it has become standard practice to select models using out-of-sample forecast comparison. For this reason, much attention in recent years has been given in the econometrics literature to the issue of out-of-sample predictive accuracy testing. See Corradi and Swanson (2006) , and the references cited therein for a comprehensive survey of recent developments in forecast comparison methodology. Several features characterize much of the extant literature in this area. First, most of the tests are based upon moments, or conditional moments, of forecast errors, and researchers must specify the objective function (e.g., loss function or likelihood function) in order to carry out forecast evaluation. Second, all of the tests are out-of-sample based, although some (e.g., Diebold and Mariano, 1995, hereafter DM) assume that parameter estimation error is asymptotically negligible, while others account for it when constructing test critical values (e.g., Corradi and Swanson, 2005) .
Finally, most of them assume that the underlying stochastic process is stationary, which is restrictive in many empirical applications (e.g., in labor economics and macroeconomics). Indeed, we argue that it is fundamentally important to consider the possibly heterogeneous nature of economic variables, and develop corresponding evaluation techniques (see, e.g., Giacomini and White, 2006) . As alluded to above, our objective in this paper is to propose alternatives to moment-based predictive accuracy tests. Namely, we develop distribution-based tests. These tests are viewed as important, because moment-based criteria only look in particular directions when used to examine forecast errors.
GL and CL forecast superiority, on the other hand, is based on the evaluation of the entire forecast error distribution, and does not require knowledge or specification of a loss function. Indeed, our forecast evaluation testing procedures are based directly on the evaluation of F (e), the CDF of the forecast error.
Moreover, our procedures take parameter estimation error and data dependence into account. Given null hypotheses specified in terms of inequality constraints, we develop limit theory establishing that our tests are consistent and have nontrivial local power under a sequence of local alternatives. Additionally, the asymptotic null distributions of the test statistics are nonstandard, and resampling procedures are used to obtain the critical values.
A preponderance of tests based on (conditional) moments of forecast errors requires an assumption that the underlying stochastic process is stationary. One possible explanation for this assumption is the relative ease with which asymptotic properties of corresponding test statistics can be derived. At the same time, one popular explanation for systematic out-of-sample forecast failure in economics is the prevalence of time varying underlying data generating processes. In light of this fact, we provide a generalization of our testing procedures to a particular type of nonstationarity (i.e., heterogeneity), which is induced by distributional change over time. In the case of stationarity, the pseudo true parameters of all competing models can be estimated consistently, and parameter estimation error is taken into account when deriving the asymptotic properties of our tests. In the case of heterogeneity, there is no need for consistent estimation of the parameters, which may change over time.
It is worth stressing that our testing procedures can be adapted to forecast combination. This is relevant, given that it has become attractive in the literature to combine competing professional forecasts or survey predictions, to aggregate crowd wisdom collected from different sources, and to combine forecasts generated by different econometric models, for example. The reason for this is that combined forecasts often outperform the "best" individual forecasts (see Elliott and Timmermann, 2004 , for detailed discussion). However, in standard procedures used in this literature, optimal forecast weights are generally loss function dependent. In our context, one can evaluate different forecast combinations, and select combination weights based on GL and CL forecast superiority. This line of investigation is left to future research.
The rest of the paper is organized as follows. Section 2 introduces hypotheses and test statistics under the assumption that the underlying stochastic process is stationary. In Section 3, we derive the asymptotic distribution of these test statistics, and establish the first order asymptotic validity of a bootstrap procedure used to construct test critical values. Section 4 studies the power properties of the test statistics, and of their associated bootstrap analogs, under local and global alternatives. In Section 5, we extend our results to heterogeneous processes. We examine the finite sample performance of the tests in a series of Monte Carlo simulations, and report findings from these simulations in Section 6. An empirical illustration in which we examine exchange rate data for six industrialized countries is discussed in Section 7. Concluding remarks are gathered in Section 8. All technical details are in the Appendix and in an online supplement.
Hypotheses and Tests
In this section, we discuss testing for GL and CL forecast superiority. The tests allow for parameter estimation error, data dependence, and comparison of multiple models; but require the underlying processes to be strictly stationary. We first make the following loss function (L) assumption.
forecast superiority and second order stochastic dominance. These results are instrumental for deriving direct tests for GL/CL forecast superiority. Define
where sgn(x) = 1, if x ≥ 0, and = −1, if x < 0; and
where 1(·) denotes the indicator function, which takes the value 1 if the condition is met, and 0 otherwise.
Proposition 2.2 : Suppose that Assumption
and only if
Remarks. First, before implementing formal tests of GL forecast superiority, we can construct a graph that contains a plot of G(x) against x. When e 1 G e 2 , we expect all points to lie below or on the zero line. In other words, a crossing of the zero line in the graph indicates a violation of GL forecast superiority. Similarly, we can construct a graph that contains a plot of C(x) against x. When e 1 C e 2 , we expect all points to lie below or on the zero line. In other words, a crossing of the zero line in the graph indicates a violation of CL forecast superiority.
Second, if G(x) = 0, for all x, in principle it is irrelevant whether one specifies the null as G(x) ≤ 0 or G(x) ≥ 0. This is a well known feature, or drawback, of tests for stochastic dominance. We adopt the weak concept of forecast superiority in the above propositions, in order to facilitate our specification of appropriate null hypotheses in the sequel. Strong GL or CL forecast superiority requires that strict inequality holds in (2.3) or (2.4), for some x ∈ X . Third, the above propositions only offer a partial ordering between forecast errors. One can generalize the concepts discussed in this paper to third or higher order stochastic dominance (as used in finance, for example). Naturally, higher order stochastic dominance relations correspond to increasingly smaller subsets of L C , and careful interpretation is needed to justify such generalizations.
Fourth, we can equivalently define the above forecast superiority concepts in terms of quantiles. We do not pursue this further in this paper, for the sake of brevity. Finally, it should be noted that econometric tests for the existence of "ordered" forecast superiority involve composite hypotheses on inequality restrictions. These restrictions may be equivalently formulated in terms of distribution functions, quantiles, or moments.
Basic framework and test statistics
Suppose that there are l sets of forecast errors, e 1 , ..., e l , resulting from l forecasting models. Predictions are made for n periods, indexed from R to T, so that n = T − R + 1. The predictions are made for a given forecast horizon, τ .
With a little abuse of notation, we denote X to be the union of the supports of all forecast errors.
Let {e k,t+τ : t = 1, ..., T } be realizations of e k , for k = 1, ..., l. Suppose further that {e k,t+τ : t = 1, ..., T } depends on an unknown finite dimensional parameter, β k0 ∈ Θ k ⊂ R L k , and
where the random variables, Y t ∈ R, Z k,t ∈ R P k , Z t is a P × 1 random vector comprised of the collection of all predictive regressors,
′ is the pseudo true parameter vector on the parameter space
This notation is consistent with most of the literature on forecast comparison. We allow for serial dependence of the realizations and mutual correlation across forecast errors. Let e k,t+τ (
e k,t+τ = e k,t+τ (β k0 ), and e k,t+τ = e k,t+τ ( β k,t ), where β k,t is some possibly nonlinear estimator of β k0 , whose construction and properties are detailed below.
Following McCracken (2000), we consider three different estimation schemes, recursive, rolling, and fixed. The schemes differ in how they obtain the sequence of parameter estimates used to construct the sequence of forecasts and forecast errors. Under the recursive scheme, the sequence of forecasts is generated using updated parameter estimates. At each point in time, t = R, ..., T, the parameter estimate,
Under the rolling scheme, however, we use only a fixed window of the most recent R observations. That is, β k,t is formed using observations (Y s, Z k,s )
available from s = t − R + 1 through t. The fixed scheme is distinct from the previous two in that the parameters are not updated when new observations become available. The parameter vector is estimated only once, and all n forecasts and forecast errors are constructed using the same parameter estimate,
In forecasting models where there is no parameter estimation error involved, results analogous to those given below can be established using substantially simpler arguments.
Hereafter, let β k,t define the estimator for model k, at time t. For k = 1, ..., l, define:
. Now define the following functionals of the joint distribution F (x 1 , ..., x l ) of (e 1 , ..., e l ):
and
where
In the sequel, without loss of generality, assume that the union of the supports, X , is bounded, 1 Notice that given the nature of our test, one only needs to verify stochastic equicontinuity for x ∈ X + and x ∈ X − separately, where
The hypotheses of interest can now be stated as
In formulating the null hypothesis, H T G 0 , we take e 1 as the benchmark forecast error, i.e. we take the corresponding model (model 1, say) as the benchmark model. Failure to reject the null implies that e 1 GL outperforms e k , for k = 2, ..., l. On the other hand, rejection means that e 1 does not GL outperform e k , for k = 2, ..., l. If we do not reject H T G 0 , we can discard all of the k = 2, ..., l competitors, as they are all GL dominated. Likewise for the CL forecast superiority test.
The test statistics that we consider are based on scaled empirical analogues of (2.5) and (2.6). They are defined to be
We next discuss how to compute the suprema in T G 
To reduce computation time, it may be preferable to compute approximations to the suprema in T G
, by taking maxima over some smaller grid of points, X N = {x 1 , ..., x N }, where N < n. Theoretically, the distribution theory is unaffected by using this approximation, as the set of evaluation points becomes dense in the joint support.
Note that in principle, one can also formulate H
, and one can proceed by constructing the following statistic:
The problem here is that there is a failure of stochastic equicontinuity around x = 0. Whether we can address this by replacing the sign function with a smooth function is left to future research. In the sequel, we rely on the formulation in (2.9)-(2.10).
Asymptotic Null Distributions
The hypotheses in (2.9) and (2.10) are composite hypotheses, since H 
Assumptions and asymptotic null distributions
′ : t ≥ 1} is a strictly stationary and α−mixing sequence with mixing coefficients α(l) = O(l −C0 ), for some C 0 > max{(q − 1)(q + 1), 1 + 2/δ}, with k = 1, ..., l, where q is an even integer that satisfies q > 3(L max + 1)/2. Here, L max = max{L 1 , ..., L l } and δ is a positive constant.
(
, of e k,t given Z k,t , has bounded density with respect to the Lebesgue measure a.s., and ||e k,t || 2+δ < ∞, for k = 1, ..., l.
Assumption A.2. For k = 1, ..., l, and t = R, ..., T, the estimate
, where B k is a matrix of rank P k ;
for the recursive, rolling and fixed schemes, respectively, where
(ii) For k = 1, ..., l, and for all sequence of positive constants {ξ n : n ≥ 1}, such that ξ n → 0,
Assumption A.4. R, n → ∞, as T → ∞, and lim T →∞ (n/R) = π, such that π ∈ [0, ∞).
For testing H
T C 0 , we require the following modifications of Assumptions A.1 and A.3. Assumption A.1. (
(ii) For k = 1, ..., l, and for all sequences of positive constants {ξ n : n ≥ 1}, such that ξ n → 0,
Remarks. First, note that the first and third assumptions parallel those imposed by LMW. The only difference is that we strengthen the uniform continuity conditions in Assumptions A. 3 Third, when there is no parameter estimation error, we can dispense with the moment conditions for T G n , and only need a first moment condition for T C n . The smoothness conditions on
and Assumption A.2 are also redundant in this case.
In order to derive the asymptotic null distributions of our test statistics, we define the following empirical processes in (x, β):
′ be a mean zero Gaussian process with covariance function given by
′ to be a mean zero Gaussian process with covariance function given by
It is worth mentioning that the limiting distributions for √ nH k,n , k = 1, ..., l, can be different depending on the forecasting schemes and the parameter π. If we define Γ k (j) = E h k,t h ′ k,t−j , we can verify that the limiting variance of √ nH k,n is given by γ
Scheme γ
Recursive, π = 0 0
Obviously, γ = 0, when π = 0, indicating the case where parameter estimation error vanishes asymptotically. The limiting null distributions of our test statistics are given in the following theorem.
Theorem 3.1 : (a) Suppose that Assumptions A.1-A.4 hold. Then, under H
and under
The asymptotic null distributions of T G 
Critical values based on stationary bootstrap
The stationary bootstrap is used to approximate the asymptotic null distributions of our test statistics.
In our context, the null essentially consists of an infinite number of composite hypotheses involving inequality restrictions. This negates the use of standard methods for imposing the null in bootstrapping.
In addition, the mutual dependence of the forecast errors and the time series dependence in the data also complicate the issue considerably. However, it turns out that the stationary bootstrap can be applied to
n , in the sense that first order asymptotic validity of appropriate bootstrap statistics can be established. Arguments in favor of using the stationary bootstrap with T C + n and T C − n are similar, and hence are omitted.
Our objective is to find a bootstrap procedure that mimics the asymptotic null distribution in the least favorable case, where
+ . We use the stationary bootstrap, since it ensures that the resampled series are also stationary and mixing, conditional on the original data. Refer to Politis and Romano (1994) for complete details.
For a suitably chosen random index, θ(t), the resampled statistic is computed as follows:
In the sequel, we require a smoothing parameter S n , which satisfies Assumption A.5 below.
Assumption A.5. The smoothing parameter, S n , satisfies the following conditions: 0 < S n < 1, S n → 0, and nS
To implement the stationary bootstrap, follow the algorithm proposed in Politis and Romano (1994).
(1) Select S n . (2) Set t = R. Draw θ (R) at random, uniformly and independently from {R, ..., T } . (3) Increment t. If t ≤ T, draw a random variable V ∼ Uniform (0, 1), independent of all other random variables. Stop if t > T . (a) If V < S n , draw θ(t) at random, independently and uniformly from
. This procedure delivers geometrically distributed blocks of random length, with mean block length equal to
When there is no parameter estimation error, so that
in the definition of G * k,n , Theorem 3.1 in Politis and Romano (1994) applies immediately. Let
′ , for t = 1, ..., T +τ . Under some regularity conditions, the distribution of
Then by the continuous mapping theorem, we can approximate the asymptotic distribution of √ nG k,n , for the elements of the null least favorable to the alternative, i.e.
k,n , we find that β k,T obeys the law of the iterated logarithm. The following then holds, as discussed in White (2000) .
, and for k = 1, ..., l, using the notation in Assumption A.2, we have
for the rolling and fixed schemes, where
We can now establish the following result. The condition (n/R) log log R → 0 appearing in the above theorem is slightly stronger than n/R → 0, which is required in West (1996) . However, the stationary bootstrap procedure does not require recomputing β k,t . Note that, while estimation error is allowed for, we require that it vanishes as the sample gets large. An immediate implication of the above result is the following corollary.
Theorem 3.2 : Suppose that Assumptions A.1-A.3 and A.5-A.6 hold, and that (n/R) log log
R → 0, as T → ∞. Then, for x ∈ X + or x ∈ X − , ρ(L[ √ n G * k,n (·) − G k,n (·) |U 1 , ..., U T +τ ], L[ √ n (G k,n (·) − G k (·))]) p → 0, as T → ∞,
Corollary 3.3 : Suppose that Assumptions A.1-A.3 and
A.5 − A.6 hold, and that (n/R) log log R → 0,
The asymptotic null distribution of T G
, for the elements of the null least favorable to the alternative. To do so, specify the number of bootstrap resamples, B, and the smoothing parameter, S n . Choose B to be a moderately large number, say 200 or 300, as B determines the accuracy of the p−values estimated. S n is closely connected with data dependence. The more data dependence, the smaller S n should be. One might select S n to be data driven, following Hall, Horowitz, and Jing (1995), for example. In simulations and applications, we choose a set of S n values that satisfies Assumption A.5.
Once B and S n are determined, bootstrap critical values can be estimated. Define q
n , and T C * − n can be defined analogously. Then, use the following rules due to Holm (1979) :
It is clear that Holm bounds are equivalent to Bonferroni bounds when there are only two hypotheses.
In order to further discuss the properties of our bootstrap based test, consider the test statistic T G + n . From Theorem 3.2 and Corollary 3.3, it follows immediately that this test, when implemented using the stationary bootstrap, has asymptotically correct size only in the least favorable case, under the null, i.e. when F 1 (x) = F k (x), for all k, and for all x ∈ X + . Hence, the test is not asymptotically similar on the boundary, . This is because the subsampling distribution mimics the sampling distribution. A drawback to the use of subsampling, however, is that tests that are similar on the boundary may have very little power against certain sequences of alternatives, where F k (x)−F 1 (x) > 0, for x ∈ X A ⊂ X + , and where 
Asymptotic Power Properties
Global and local power properties of GL forecast superiority tests are investigated in this section. Analogous results can be established for CL forecast superiority tests, using arguments similar to those presented below. We begin by establishing that the T G 
Now, consider the power of the T G + n (T G − n ) test against a sequence of contiguous local alternatives converging to the null, at rate
Consider the following sequence of local alternative distribution functions:
where δ k (·) are real functions, such that F k,n (·) are distribution functions, for each k, and for each n; and where the distribution functions,
To analyze the asymptotic behavior of the test under local alternatives, we need to modify Assumptions A.1-A.3, as follows.
is an α−mixing sequence with mixing coefficients α(l) = O(l −C0 ), for some C 0 > max{(q − 1)(q + 1), 1 + 2/δ}, and for k = 1, ..., l, where q is an even integer that satisfies q > 3(L max + 1)/2, with L max = max{L 1 , ..., L l }, and δ a positive constant.
(ii) For k = 1, .., l, m k (Z k,t , β k ) is differentiable a.s. with respect to β k in the neighborhood Θ k0 of
, of e k,t , given Z k,t , has bounded density with respect to the Lebesgue measure a.s., and ||e k,t || 2+δ < ∞, for k = 1, ..., l, t ≥ 1, and for all n ≥ 1.
, for the recursive, rolling, and fixed schemes, respectively, where
key role is played by the contact set, which is the set of x over which the two CDFs are equal. However, in the multiple comparison case, the notion of a contact set has not previously been defined or used. Addressing this issue in the context of stochastic dominance testing using our framework is the topic of ongoing research.
(ii) For k = 1, ..., l, and for all sequences of positive constants, {ξ n : n ≥ 1}, such that ξ n → 0,
Note that Assumption B.2 implies that the asymptotic distribution of √ n β k,t − β k0 has mean m k , which might be non-zero under the local alternatives. Nevertheless, this has no effect on the asymptotic 
, and
, using the notation defined in Section 3.
This result implies that the local asymptotic power of the T G We now briefly discuss the power of our loss function robust tests, relative to that of loss function specific tests. For simplicity, let us consider the case where l = 2, and examine the relation between DM tests and our tests. Given that our null hypotheses are stated in terms of weak inequalities, a more natural comparison would be with the White (2000) reality check. However, when l = 2, the reality check and DM tests are implemented using the same t-statistic. To proceed, let L : R → R + be a loss function satisfying Assumption A.0. Suppose that we are interested in evaluating predictive accuracy according to L. Let {e 1,t } and {e 2,t } be the prediction errors from models 1 and 2, respectively. The DM test takes the following form:
vs.
where σ n is a consistent estimator of the standard error of L(e 1,t ) − L(e 2,t ). Here, we reject
, at a 10% level, if t DM,n > 1.28. The test has non trivial power against the sequence of
which implies that max max is true, for any L ∈ L C , then
which implies that max max 0 , is zero. However, we cannot formally compare the power properties of these different tests. This is because the statistics are not asymptotically equivalent, under the null, and inference is based on different critical values. Of course, we can always conduct Monte Carlo simulations to compare finite sample power of the tests, as we do in Section 6. Nevertheless, it goes without saying that if interest lies in pairwise predictive accuracy measurement, for a given loss function, then the appropriate test to use in this example is the DM test. This follows because using our robust tests in this context may result in a small loss of power, given that our tests are implemented using Holm bounds.
Extensions
Previously, it has been assumed that the underlying process is stationary. However, in some applications, this assumption must be relaxed, due to the presence of heterogeneity. For this reason, asymptotic theory under heterogeneity that is induced by distributional change over time is discussed in this section.
′ , as before, and
where τ is the forecast horizon of interest. Consider a situation where l ≥ 2 alternative models are used to forecast the variable of interest, τ steps ahead, say Y t+τ . At time t, forecasts are based on the information set, I t . For t ≥ R, denote the l forecasts by Y k,t+τ = m k Z t+τ ; β k,t , k = 1, ..., l, where each m k is a measurable function, and where β k,t is constructed at time t, by using the most recent R observations.
Let {e k,t+τ : t ≥ R} be the out-of-sample forecast errors from the k-th competing model. Namely, let
and F k,t (·|I t ) as the distribution of e k,t+τ and the conditional distribution of e k,t+τ given I t , respectively. Also, assume that predictions are made for n periods, indexed from R to T, so that n = T − R + 1, as above.
Now, change the definition of GL and GC forecast superiority given in Section 2 as follows. 
Modify Propositions 2.2 and 2.3 to accommodate data heterogeneity, as follows.
for all x ∈ X , where X is the union of the supports of e 1 and e 2 .
Proposition 5.3 : Suppose that
are well defined, for each x ∈ X . Suppose also that Assumption A.0 holds. Then,
Third, consider defining conditional analogues of GL and CL forecast superiority by replacing E[·]
with E[·|I t ], and F kt (·) with F kt (·|I t ), in the above definition. In this case, different sequences of forecast errors are evaluated by comparing their average conditional risks. 4 For k = 1, ..., l, denote F k,t (x) = P (e k,t+τ ≤ x) and F k,n (x) = n −1 T t=R 1(e k,t+τ ≤ x). Now, define the following functionals of the joint distribution, F t (x 1 , ..., x l ), of (e 1,t+τ , ..., e l,t+τ ) , for t ≥ R :
, and where
In formulating the null hypothesis, H
HT G 0
, define {e 1,t+τ , t ≥ R} to be the benchmark forecast error, with corresponding benchmark forecasting model denoted as model 1. Interest lies in determining whether there exists some forecasting model that is superior to this model. Failure to reject the null implies that no competing model GL/CL outperforms the benchmark model.
The test statistics that we consider in this context are based on the empirical analogues of (5.1) and (5.2). They are defined as follows:
where HG k,n (x) = (F k,n (x) − F 1,n (x))sgn(x) and HC k,n (x) =
. Theoretical analysis of these statistics requires the following modifications to the assumptions in Section 3.
is an α−mixing sequence, with mixing coefficients α(l) = O(l −C0 ), for some C 0 > (q − 1)(q + 1), and for k = 1, ..., l, where q is an even integer that satisfies q ≥ 2.
(ii) For all t ≥ R, the distribution F k,t (·) of e k,t+τ has bounded density with respect to the Lebesgue measure a.s., and sup t≥R E|e k,t+τ | < ∞, for k = 1, ..., l.
Assumption HA.4. R is fixed, so that lim T →∞ (n/R) = ∞.
For the HT C n test we additionally require the following modification of Assumption HA.1.
Assumption HA.1.
is an α−mixing sequence, with mixing coefficients α(l) = O(l −C 0 ), for some C 0 > rq/(r − q), and for k = 1, ..., l and r > q ≥ 2.
(ii) sup t≥R ||e k,t+τ || r < ∞, for k = 1, ..., l.
To derive the asymptotic null distributions of the test statistics, define the empirical processes in x.
Namely, let
Let hg k (·) be a mean zero Gaussian process with covariance function given by
Analogously, define hc k (·) to be a mean zero Gaussian process with covariance function given by
The limiting null distributions of the test statistics are given in the following theorem. 
where 
The asymptotic null distributions of HT G 5 Associated global and local power properties can also be established, as in Section 4 (for brevity, we do not repeat the arguments here).
Simulation Evidence
In this section, we first discuss results from simulations conducted in order to evaluate the finite sample performance of GL and CL forecast superiority tests, when there are only two competing sequences of forecast errors. We then discuss results from a Monte Carlo experiment designed to examine the finite sample performance of the tests, when there are more than two competing sequences of forecast errors, under stationarity. Finally, a small Monte Carlo experiment is conducted in order to evaluate the performance of the tests, when the underlying process is not stationary.
When computing the suprema in T G + n , T G − n , T C + n , and T C − n , we take the maximum over an equally spaced grid of size ⌈1.5n 0.6 ⌋, and over a 98% range of the pooled empirical distribution. Namely, we take the 1% and 99% percentiles of this empirical distribution and then form an equally spaced grid between these two extremes. For each experiment we carry out 1000 replications. We set the number of bootstrap resamples, B, equal to 300. Additionally, six different values of the smoothing parameter, S n , are examined for each sample size, n ∈ {100, 500, 1000}, for the pairwise comparison case, and four different values of S n are examined for n ∈ {250, 500, 1000}, for the multiple comparison and heterogeneity cases, 
Pairwise comparisons: stationary case
We first study three data generating processes (DGPs) that are characterized by independent forecast errors and i.i.d. observations. These include: Table 1 .
It is easy to verify that DGP1 allows us to examine the finite sample size properties of both forecast superiority tests, and is a "least favorable" case. DGPs 3 and 5 allow us to examine the finite sample power of both tests.
In the next three DGPs, we allow for dependence. Following Klecan, McFadden, and McFadden (1991), we generate e kt according to
where ( e 0t , e 1t , e 2t ) are i.i.d., but have different marginals in different DGPs. The parameters λ = ρ = 0.3 determine the mutual dependence of e 1t and e 2t , and their autocorrelations. This scheme yields autocorrelated and mutually dependent forecast errors, and we consider three such DGPs. These include: Simulation results for the above DGPs are reported in Table 1 . The main entries in the table are rejection frequencies. From the left panel of the table, observe that for our small sample size (n = 100),
the GL forecast superiority test is over-sized, for some values of S n , and has substantial power in detecting deviations from the null. Given the nature of the testing problem considered in this paper, a sample size of 100 observations is very small indeed. A comparison between the results for DGP1 (DGP2) and DGP5
(DGP6) indicates that the level (power) of the test is somewhat sensitive to the degree of mutual and serial dependence in the data, when the sample size is small. However, test power jumps to 100% as the sample size rises, and indeed both level and power are well behaved for large sample sizes, say n = 1000.
Similar conclusions follow for the test of CL forecast superiority, as shown in the right panel of Table 1 .
Qualitatively similar results also obtain when DGPs are specified using other moderate values of ρ and λ. However, some non-trivial size distortions arise when these parameters are close to unity, as shown in the online supplement to this paper.
As suggested by a referee, we also report simulation results based on application of the DM test in our experiments (see Table 1 in this paper, as well as the online supplement, for complete details). These results clearly support our earlier statement that when the loss function is unknown, there is an advantage to using our approach to testing for forecast superiority, while when a specific loss function is specified (i.e. MSFE in our experiments), the DM test has better power performance than our tests, particularly for small sample sizes. This is as expected.
We also conduct Monte Carlo simulations for DGPs with parameter estimation error. In these experiments, the DGPs are the same as those examined in Corradi and Swanson (2007) . Results from these simulations, which are gathered in the online supplement, are qualitatively similar to those discussed above, when the nulls are least favorable to the alternatives, while the tests are mostly under-sized when the nulls are not least favorable to the alternatives. This verifies our theory, which predicts that the stationary bootstrap works well for least favorable nulls.
Multiple comparisons: stationary case
For the sake of brevity, we consider the case of independent forecast errors and i.i.d. observations. Additionally, we do not include a comparison with tests that assume a given loss function, and we do not introduce parameter estimation error into our setup, as the results were found to be qualitatively similar to those reported here. Here, DGPs 7-9 are our "null" models, while DGPs 10-14 are our "alternative" models. DGPs 7 and 8 correspond to the least favorable cases in the null, and the theory of our stationary bootstrap test applies directly to this case. In DGP9, the benchmark model outperforms all of the competing models, while in DGP10, half of the competing models outperform the benchmark model, and the other half underperform. Table 2 summarizes results for the null hypotheses, H Interestingly, for all cases (i.e. DGPs 10-14), the test exhibits good power performance. Note also that inclusion of "poorer" models in the design improves the power of the test, as expected. Table 3 summarizes results for the null hypotheses, H Tables 2 and 3 indicates that the probability of correctly rejecting H T C 0 is higher than the probability of rejecting H T G 0 . This is consistent with the theory that GL forecast superiority implies CL forecast superiority.
Pairwise comparisons: heterogeneous case
In this subsection, we explore the case where forecast comparison is carried out for two competing sequences of heterogeneous forecast errors. We study a small set of DGPs, again for the sake of brevity. Clearly, the first two designs are "null" models for both GL and CL forecast superiority tests, and they are both "least favorable" to the alternatives. The last two designs are "alternative" models. 
Empirical Illustration
In this section, forecast superiority tests are used to evaluate forecast errors resulting from two sets of forecast models for spot exchange rates among six industrialized countries. This study is for illustrative purposes only, and all forecast models are stylized, involving no estimation.
Data and models
The data consist of six 3-month-ahead forward rates and spot rates for the Canadian Dollar (CAD), Our forecast comparison is based upon forecast errors resulting from two sets of forecasting models.
We refer to the first set of forecasting models as "Forward" models. In these models, forward rates are used to predict future spot rates. Namely, E t (X t+τ ) = F t,τ , where X t+τ is the spot exchange rate at 6 We considered various different sample periods, with little change in our empirical findings.
time t + τ , F t,τ is the τ-period ahead forward exchange rate observed at time t, and E t (X t+τ ) is the expectation of the spot rate at time period t + τ, conditional on information available at time t. If the "unbiasedness hypothesis" is true, given rational expectations and risk neutrality, then we should expect that the τ -period ahead forward exchange rate is the best predictor of the future spot rate, at time t + τ.
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The second set of forecasting models are termed "Spot" models. It is assumed that the current spot rate is the best forecast of the future spot rate. Namely, E t (X t+τ ) = S t . There is a large amount of empirical support for this model, as discussed by Chiang (1986) , who shows that the current spot rate is a better predictor of the future spot rate than either the forward rate, or forecasts from structural and other time series models. In a study closely related to that carried out here, Hunter and Timme (1992) base their analysis on revenues resulting from the adoption of different forecasting models, in a hedging framework, and construct first and second order stochastic dominance tests on these revenues. Here, we take the alternative approach of carrying out forecast comparison based upon the evaluation of forecast errors. In particular, we implement tests for GL forecast superiority and CL forecast superiority.
Preliminary analysis
Before conducting forecast superiority tests, we examine the empirical distribution functions (EDFs) of the forecast errors from the two models. For all six countries, the EDFs of the Forward forecast errors almost coincide with the Spot forecast errors, with some slight differences. To save space, we do not report the results here. To further examine the differences between the forward and spot EDFs for each country, we plot G n (x) and C n (x) against x, where for x, we take 200 equally spaced values between the 1% and 99% percentiles of the pooled empirical distribution of the Forward and Spot forecast errors, and where G n (x) and C n (x) are empirical analogs of G(x) and C(x) defined in (2.1) and (2.2). These plots are given in Figures 1 and 2 , for G n (x) and C n (x), respectively. Note that both the probability differences in G n (x) and the integrated probability differences in C n (x) have been scaled up by √ n, where n is the sample size. Three cases characterize these plots.
Case 1: If G n (x) (C n (x)) is significantly larger than 0 for all x, we conclude that the forward model is superior to the spot model in the sense that GL (CL) outperforms the latter model.
) is significantly smaller than 0 for all x, we conclude that the spot model is superior to the forward model.
is positive for some values of x, and negative for other values of x, GL (CL)
forecast superiority may or may not exist, depending on whether the sign changes are significant. 8 All of the plots in Figure 1 are consistent with Case 3. Thus, it is of interest to ascertain whether 7 We follow Hunter and Timme (1992) , and use the levels of the exchange rates in all of our calculations. We also tried using logarithms of the exchange rates, with similar empirical findings. 8 Naturally, when implementing our tests, it should be stressed that sample dependence implies that a sample function that crosses zero does not rule out the possibility of a test outcome indicating strict positivity/negativity. the sign changes are significant or not. Turning to Figure 2 , Case 2 pertains to CAD, FRF, and GEM, while Case 3 pertains to JPY, CHF, and GBP. Note that the magnitude of the integrated probability differences varies substantially from one country to another. For example, the maximum of the absolute value of C n (x) for CAD is roughly O p (1/ √ n) , while that for GEM is roughly O p (1). We expect that such differences will play a role in our analysis, since the tests have nontrivial power against O(1/ √ n) alternatives.
Tests for forecast superiority
GL and CL test statistics and critical values are constructed as outlined in Sections 3 and 6. To be specific, in computing the suprema in G n (x) and C n (x), we take the maximum over an equally spaced grid of size ⌈1.5n 0.6 ⌋, and over a 98% range of the pooled empirical distribution. Additionally, we choose a total of twelve different values for S n , which are equally spaced on the interval [n −0.4 , n −0.1 ]. Second, despite the sign changes in G n (x) for FRF, GEM, JPY, and CHF, our tests suggest that the Spot GL outperforms Forward for all of these countries. This finding is interesting, as it supports the finding of Hunter and Timme (1992) that Spot outperforms Forward when one directly tests for first order stochastic dominance using returns. Third, as expected from our preliminary analysis, there is no GL forecast superiority in either direction, in the case of GBP.
In Figure 4 , we plot the p-values associated with implementation of our CL forecast superiority tests.
Examination of this figure indicates that Spot CL outperforms Forward for CAD, FRF, GEM, JPY and CHF. The tests for CL forecast superiority in the case of GBP show that there is no CL forecast superiority in either direction.
Finally, we consider the DM test. Let {e s,t } and {e f,t } be the prediction errors from Spot and F orward, respectively. Our approach is to calculate p-values associated with testing the null hypotheses, . Thus for GBP, we are not able to determine which model "wins".
In summary, our forecast superiority test results are broadly consistent with results based on application of the conventional DM test. Moreover, our forecast superiority tests indicate that Spot is superior to Forward for all loss functions in the GL class, for CAD, FRF, GEM, JPY and CHF. This is important, since moment-based criteria only look in a particular direction when evaluating forecast errors, while GL and CL forecast superiority tests are based on the entire distribution of forecast errors, and do not require knowledge of the exact form of the loss function.
Concluding Remarks
This paper outlines a novel approach to forecast comparison that yields forecast rankings that are robust to the choice of loss function. In particular, we introduce the concepts of general-loss (GL) forecast superiority and convex-loss (CL) forecast superiority, and we establish a mapping between GL (CL) In an empirical illustration, we find that a stylized spot exchange rate forecasting model is "preferred" to a stylized forward rate model. A limitation of our testing procedure is that our statistics have nondegenerate limiting distributions only for the least favorable case, under the null. Thus, convergence is not uniform, and the tests are asymptotically conservative, in the sense of not having exact asymptotic size. Ongoing research is tackling this issue.
Appendix
In this appendix, we first define some notation and provide some technical lemmas that are used in the proof of the main results in the text. Proofs of these lemmas are collected in the online supplement for this paper.
Notation and Some Technical Lemmas
let P denote the probability measure governing the behavior of the time series {U t }. C or C is a generic constant which may vary from case to case. || . | | denotes the Euclidean norm and ||X|| q denotes the norm (E|X| q ) 1/q , for a random variable X. Also, sup t denotes sup R≤t≤T and the summation t denotes T t=R . Finally, "var " and "cov" denote variance and covariance, respectively. All limits are taken as T → ∞. To help present the proofs of our theorems in Sections 3 and 4, we first fix some additional
Then we can write: 
where we suppress the dependence of ξ i kj ( . ) on n, for j = 1, 2, 3. It is clear that under the null hypotheses,
For the T G + n test, our objective is to show that under H
Likewise for the T G x ∈ X − or x,
Lemma A. 
where d = 1 and δ/(2 + δ) for i = g and c, respectively.
Lemma A.4: (a) Suppose that Assumptions A. 1-A.4 hold. Then, we have for k = 1, ..., l, 
Lemma A.6: (a) Suppose that Assumptions A. 1-A.4 hold. Then, we have for k = 2, ..., l,
and except at zero, the sample paths of g k ( . ) are uniformly continuous with respect to a pseudometric ρ g on X with probability one, where for 
and except at zero, the sample paths of c k ( . ) are uniformly continuous with respect to a pseudometric ρ c on X with probability one, where for
(1(e 1,t > s) − 1(e k,t > s)))ds 
and except at zero, the sample paths of hg k ( . ) are uniformly continuous with respect to a pseudometric ρ hg on X with probability one, where for 
and except at zero, the sample paths of hc k ( . ) are uniformly continuous with respect to a pseudometric ρ hc on X with probability one, where for
(1(e 1,t+τ > s) − 1(e k,t+τ > s)))ds
Proofs of the Main Results
Proof of Proposition 2.2: Let f 1 and f 2 be the densities associated with F 1 and F 2 . We first prove the IF part of the statement of the theorem. Note that:
We now prove the ONLY IF part of the statement of the theorem. Suppose that the two CDFs cross once. Let ∆ 1 = (−∞, x] , with x < 0, and ∆ 2 = [x, ∞) , with x > 0. There are two possible cases,
Suppose that we are in the latter case. Let L(x) = −a 1 x1 {x ≤ 0} + a 2 x1 {0 ≤ x < x} + a 3 x1 {x ≥ x} , with a 1 , a 2, a 3 > 0, and
Note that L satisfies Assumption A.0. Now, for any ∆ 2 , there exists a δ ∆2
sufficiently large, such that: 
We now prove the ONLY IF part of the statement of the theorem. Let ∆ 1 and ∆ 2 be defined as in the proof of Proposition 2.2. Suppose that
Now, for any ∆ 2 there exists a δ ∆2 sufficiently large, such that:
Proof of Theorem 3.1: WLOG, we consider the case where x ≥ 0. To prove part (a), note that:
Recall that T G + = 0 implies that the set B g+ k is not empty and under the null, and ξ
by Lemmas A.4(a) through A.6(a). The result follows from the Continuous Mapping Theorem (CMT).
Suppose that T G + < 0. In this case, the set B g+ k is empty and hence n −1/2 ξ g k3 (x) < 0 ∀x ∈ X + , for some k ∈ {2, ..., l}. Then D g k,n (x) will be dominated by the term ξ g k3 (x), which diverges to minus infinity, for any x ∈ X + , as required.
To prove part (b), note that If T C + = 0, the set B induced by the probability measure Q. Note that:
It suffices to show that E [ς n ] = o(1), by the Markov inequality and the nonnegativity of ς n . Denote the jth elements of β k,t and β k0 as β k0 , respectively. By Assumption A.6, for all j,
, where σ j is the jth diagonal element of Σ k . The assumption (n/R)(log log R) = o(1) trivially ensures that max j sup t n 1/2 β (j)
It is useful to note that for all T > T 0 and all ε 0 > 0,
where {β k,t } ≡ {β k,t } T t=R is a nonrandom sequence and
The remainder of this proof requires showing that there exists a T 1 > T 0 , such that for all T > T 1 ,
, by the proof of Theorem 3.2. Consequently, q
, and, Note to readers. In an online supplement at Cambridge Journals Online, the proofs of lemmas used in the appendix to this paper are detailed. Additionally, the online supplement contains additional tabulated results from Monte Carlo experiments discussed in Section 6 of this paper. In summary, readers may refer to the supplementary material associated with this article, available at Cambridge Journals Online (journals.cambridge.org/ect). 
