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ABSTRACT 
The convergence rate of a multigrid method for the solution of Poisson’s equation 
on a uniform grid is estimated. In contrast to recent results of Braess, no intermediate 
grids are used. Refined estimates of Gauss-Seidel relaxation by weak norms, a 
strengthened Cauchy inequality, and a duality argument are central. We obtain 0.273 
as an upper bound for the contraction number of the two-level procedure. The results 
hold for arbitrary convex polygonal regions and are independent of the smoothness of 
the solution. 
1. INTRODUCTION 
There are several abstract convergence proofs for multigrid algorithms 
applied to general elliptic boundary problems (cf. [1,2,8,9,10,12]). They use 
the smoothness of the solution and yield no explicit bounds for the conver- 
gence rate. Since elliptic problems often arise as subproblems in more 
complicated situations, it is of interest to have rigorous explicit bounds at least 
for fairly general problems. 
We therefore consider Poisson’s equation 
-Au=f in a, 
04 
u=o on ati 
on a convex bounded domain G3 c R2. A special discretization by linear finite 
elements leads to a system of algebraic equations which is equivalent to the 
usual five-point discretization. In contrast to recent investigations of Braess 
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[3,4] and Ries? Trottenberg, and Winter [14], we use a multigrid procedure 
without intermediate grids; the mesh ratio is 2. Checkered point Gauss-Seidel 
relaxation is used as a smoothing operator. Refined estimates of Gauss-Seidel 
relaxation by weak norms, a strengthened Cauchy inequality, and a duality 
argument are central. 
The error is split into three components: (1) one minimized by a Gauss- 
Seidel half step, (2) one minimized by the correction step, and (3) one which 
is invariant under both of them and only nearly minimized by the second 
Gauss-Seidel half step. This component has a short wavelength and will be 
rapidly damped out in practice. However, it is troublesome for a theoretical 
analysis and needs special handling. Therefore our algorithm is slightly more 
expensive than Braess’s one. In practice, however, the two should behave 
similarly. Moreover, an algorithm with mesh ratio 2 is obviously more easily 
implemented. 
We obtain 0.273 and 0.291 as upper bounds for the convergence rate of 
the two-level and the multilevel procedure, respectively, using a Wcycle. This 
improves on the bound 0.62 obtained in [3] by not taking into account the 
smoothing effect of Gauss-Seidel relaxation. A modification of the analysis 
yields the rough bound 5/(r + 6) for the convergence rate of a Cycle, where 
r > 1 is the number of smoothing steps. 
2. PRELIMINARIES 
Let stclw’ be a bounded convex domain. Assume that there is a 
triangulation Yj of Q by rectangular isosceles triangles with sides of length h 
and H := ah. (See Figure 1.) Similarly, let &, and Yah denote the 
corresponding triangulations by triangles with short sides of length H and 2h, 
respectively. The set of the vertices {pi } of the triangles in Yjj which are 
contained in Q is denoted by 0,. Similarly the grids Q2,, c Q;2, C Q2, are 
FIG. 1. Triangulations Y&, and Yh (dashed) of ti 
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defined. To each grid point we associate one or two colors: 
black 
white/green 
white/red 
to points in G2, \ a,, 
to points in as,, 
to points in Q2, \ &?s,. 
As usual, let S, denote the space of linear finite elements corresponding to 
the triangulation 7, and vanishing on XJ2. Similarly, let S, and S,, denote 
the corresponding finite element spaces for the triangulations YI and Yah. 
The discretization of (1.1) for the grid a,, is understood to be the solution of 
the variational problem in S,,: 
Here 
~((u):=ga(u,u)-(f,u)~min. (2.1) 
q-)x + U&> dx&l, 
(u, 0) := ~uodxdy. 
Let IIuII := \ia(u,u> denote the energy norm. Then 
(2.2) 
(2.3) 
Here and in subsequent symmetric sums each pair is taken once. We need the 
weak norms IuI H,2h, bIZh,2H, bIH,2H on S, which are defined by 
(2.4) 
P,,Pj E Qh, 
d(i,j)=h, 
In these sums, terms related to points next to the boundary are to be 
understood in the following sense. Let (p,, pm) be a pair of points with 
distance h,, such that p, is an interior point of Cl! while p, E a. Then by 
convention (u, - u,)’ is to be replaced by 2~:. Note that 
bIH,2H G bIH,2h G bll VUESh, (2.5) 
b12h,2H G Ilull vu E s,. (2.6) 
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The space S, can be split into three subspaces: 
with 
s, = S2$3T+13T,I (2.7) 
T/f’:= {uES~:U(~)=OV~~~~}, (2.8) 
According to the splitting, we write every u E S, in the form u = 0 + w + x 
with 0ES2hr w E Tt, and z E Th. Note that S, = f&@TL (cf. [4]). Applying 
Lemma 3.1 in [4] to P, instead of Q,,, we get: 
LEMMA 2.1. Let u E S,, and x E Ti. Then 
(2.10) 
3. SOME ESTIMATES CONCERNING GAUSS-SEIDEL RELAXATION 
One easily checks [3] that the variational problem (2.1) is equivalent to the 
usual five-point discretization of (1.1). This leads to the system 
Ui=+C’ui+bi (3.0 
for the solution of (2.1). Here, 
C’ stands for c * 
i 
d(i,J)=h 
The point Gauss-Seidel relaxation for (3.1) can be split into two half steps: 
pi black, 
pi white, 
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and the corresponding half step Gr affecting only the white points. The 
execution of Gi is equivalent to the minimization of the functional J in I’;. 
Similarly, the minimization of J in TL amounts to a Gauss-Seidel quarter step 
denoted by Gi. 
In this section we want to estimate the effect of the different Gauss-Seidel 
steps by the weak norms introduced in Section 2. For ease of notation, we 
only consider the homogeneous case. 
LEMMA 3.1. Let u E S, with u = GNU. Then 
This estimate was actually proved with (4.7) in [4], though [4, Lemma 4.11 
refers to a weaker inequality. 
In contrast to [4], the smoothing effect of point Gauss-Seidel relaxation 
estimated by differences of squared norms. 
LEMMA 3.2. Let UES,, with u=G,bu and ii:=G,“u, E=i?+i~+,. 
Then 
lPl12 - FlL,2H G fkGf,2h. (3.3) 
Proof. Consider a square with vertices in Q2, and enumerate the points 
according to Figure 2. 
40 44 
FIG. 2. 
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Let us first assume that the square lies in the interior of a. Then its 
contribution to ll~11~ - 14&,2H is given by 
+ h2 - %)2+(%4 - %,“}. (3.5) 
When summing over all such squares each term in (3.5) will occur at most 
twice. 
If one face of the square belongs to the boundary, we conclude from the 
convexity of Q and the homogeneous boundary condition that (3.5) still holds. 
If the upper triangle in Figure 2 does not belong to G, the contribution of the 
lower one to IlUll - lCl~h,2H is equal to 0. Finally, if one vertex, say p,, lies 
on ati, we have 
$(u,-v,+u, -Q2Gi(( u9 - %s)2+(% - d”> 
+~{u,z+.,z+.~2+u~5}. (3.6) 
Because of the doubling of weights at the boundary, (3.6) is consistent with 
(3.5). 
FIG. 3. 
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Now we use u = GNU. Let p,, p, be two black points whose common 
neighbor pe in a,, is a red point. Without loss of generality we may assume 
that p, and p, lie on a horizontal line. Enumerate the points according to 
Figure 3. 
Let us first assume that p, and p, are both interior points. Because 
u = GNU, we then have 
When summing over all pairs occurring in (3.5) each term in (3.7) will occur 
at most twice. If p,, p, lie on a vertical line, we similarly get differences 
between points along vertical lines. Considering the convexity of a, the 
homogeneous boundary condition, and the doubling of the weights at the 
boundary, one easily checks that (3.7) also holds if pi or p, is not an interior 
point. Equations (3.5) and (3.7) now prove the lemma. n 
LEMMA 3.3. Let u E S,. Then 
llul12 - I4&2H G 2[11~112 - l4&2Hl. (3.8) 
Proof. Since u E S,, we know from (2.4) that 
C bi - uj)2 
i,j 
piE%\%h 
d(i,j)=2H 
This proves the lemma. 
4. ANALYSIS OF THE MULTIGRID ALGORITHM 
n 
IJet h,, 9=0,1,...,9,,, be a finite sequence of mesh sizes with h, ~ 1 = 
2h,, q > 1. The corresponding grids will be denoted by fit, instead of Q2hq. 
We will replace each subscript or superscript h, by q when adapting the 
notation of the previous sections. 
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When q = 0, the linear equations on grid Q2, will be solved directly. When 
q 2 1 an iterative process will be applied. Each iteration loop contains one 
correction step and 2r + 4 (r >, 1) Gauss-Seidel half steps. Here, T + 2 half 
steps are performed before the correction step. 
For ease of notation we denote by G,,, the composition of r (r > 1) 
Gauss-Seidel half steps such that Gr and Gt alternate and a G,b-operation is 
performed last. Similarly Gzr denotes the execution of the same steps, but in 
reversed order. For example we have 
G,,,=G,b, Gq,2=GqbGqW, G;2 = G"Gb , q q, . . . . 
As usual, the variables carry three superscripts; these refer to (1) the level, 
(2) an iteration count, and (3) a count of steps within one iteration loop. 
ALGORITHM 4.1 (k th loop at level q of the algorithm with r + 2 Gauss-Seidel 
relaxations). 
1. Smoothing step. Given u4, k,“. Compute 
Uq.k,l = G 
9.1 
Uq,k>O 
and 
U%k2 = GbGw@,k,l 
(I 4 
2. Trunsfer step. Compute 
3. Correction step. Let uQ_’ denote the solution of the variational 
problem 
.J( uq* k,3 + 0) + min 
when 0 E S,_ i. If q - 1 = 0, compute c = u9-l. If q - 1> 0, compute an 
approximation a to u q-l by applying p = 1 or p = 2 iterations of the 
algorithm at level q - 1 starting with uq-l~o~o = 0. Put uqvk.4 = uQ,~,’ + U. 
4. Back transfer. Put 
Uq.k5 = GrUq,k,4 
4 
CONTRACTION NUMBER OF A MULTIGRID METHOD 
5. Smoothing step. Compute 
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Uq>k@ = G* 
q,r+z 
uq, k,5 
and put 
Note that the first Gauss-Seidel half step in step 1 and the last one in step 
5 are identical. Hence, the first Gauss-Seidel half step is performed explicitly 
only if k = 0. When comparing our algorithm with the one given in [4], one 
notices that we need r + 2 full Gauss-Seidel sweeps per iteration loop instead 
of r + g in [4]. 
We want to stress the importance of the two transfer steps. If we ended 
up in step 1 with an Uq,k,2 such that the T,bcomponent of the error is zero, a 
minimization in Sq_l@T; would reduce the total error to zero. Step 3, 
however, only minimizes the error component in S, _ r. Without steps 2 and 4 
we would end up with a nasty T,-component. For the same reason Ries, 
Trottenberg, and Winter [ 141 perform some Gauss-Seidel relaxation sweeps on 
an intermediate grid before proceeding to 52,-i for the coarse grid approxi- 
mation. We do not use the intermediate grid explicitly. 
Now we establish the convergence rate of the multigrid algorithm. Since it 
is a fixed-point algorithm, we only need to consider the homogeneous case. 
For ease of notation we will drop the superscripts 9 and k in the sequel. 
Moreover we always use the decomposition u” = v” + wy + Z” with v” E S,_ r, 
w” E Tqb, xv E T;. 
Put 
?J := v2 + 22, +E, p:=AL. 
From Lemma 3.1 we know 
Since u2 I T:, we conclude (see Figure 4) that 
Ml 6 &ll~2llT 11~211 G ~llu”ll. 
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Lemma 3.1 in [4] yields cos ~JJ < /mh2) Hence, we have 
1 
w 
Y 
x 
U v ‘1 
FIG. 4. 
IIG4”u”II G (4.2) 
llw2ll G \i+$ llu211 = J1_pll~“ll* (4.3) 
From (4.2) and Remark 5.1 in [4] we conclude that each Gauss-Seidel half 
step reduces the norm by at least a factor 6. In particular, we have 
]]Ul]] 6 &Pi)‘2(]U0]], 11~211 ~J1-pPll~‘ll. (4.4) 
Let us consider for a moment the exact solution u’= u3 + uqP1 of the 
auxiliary problem in step 3. Denote by PO the projection onto S,_, with 
respect to ]I. I], and put Q = Id - P,. Then u’= Qu”. Recalling u’I Sq_i, 
u3 _L Ti, and Lemma 2.1, we conclude 
= ]]W3]]2 +2a(w3 + z3, z”) - l/23(12 
= ~~203~/2 - 2403, z”) - ~~z3~~2 
d lb3112 + i{ lF3112 - IY31L,2H}. (4.5) 
Note that G,’ does not affect the component, nor does GiG,” affect the 
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u-component. Hence Lemma 3.2 and (4.3)-(4.5) imply 
llu’l12 < llw2112 + blu11;,2h =G P2(1 - P)lb’l12 + wl12 
< { P2(1 - PI+ ~}Pr-111~ol12* (4.6) 
Moreover, we have 
Put G:, := G,‘G,,r+2 and G,? := Gz,+,Gi. Let 
ys:~,~~~l{(l-6)p'~'[P2(1-P)+~l+sp'+1~~ (4.8) . L 
Then (4.6) (4.7) yield the estimate 
(1- 6)]IQG:,U0112 + ~ll~p0112 =s Y~ll~“l12, (4.9) 
which will be needed below. Equation (4.9) is independent of the choice of 
u”* 
Now we return to our original problem. With the same trick used in [4] 
we may write u4 = u’+ 60 with some u E S4_r satisfying ]]o]] d ]]u~-~]]. 
Here 
if o--1=0, 
if q-l>O, 
where Sp_ r is the contraction number of the algorithm at level o - 1. From 
the characterization of closest points in Hilbert space (cf. (6.6) in [4]) we 
know 
JJU’ + VII2 d )]u3112. (4.10) 
Now we are in the position to apply the duality argument introduced in [4]. 
Let & E S,. From (4.7)-(4.10) we conclude 
a(C, u”) = a(t2,d:u4) = a(C:,G, u’+ au) 
=Sa(~:,~,u'+u)+(l-G)a(Q~~,ii,QU3) 
d ~lI~‘,~llll~‘+ dl+(l - ~)llQQ411Qu311 
=s Y811Qllll~“ll. (4.11) 
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Taking the supremum over a E S, with ]I G]] < 1, this yields 
lldll G Ysll~“II. (4.12) 
I-d %fL,r,p denote the contraction number of Algorithm 4.1. Equations 
(4.8) and (4.12) imply that C?ML,r,p is bounded by the solution of 
6=o~~~l{(1-6’)p’-‘[p2(1-p)+$]+6’”p’+’}. (4.13) 
. . 
In particular, we have for the contraction number a,,, of the two-level 
scheme 
(4.14) 
Table 1 contains the computed values of a,,, and &T,P for several 
numbers. The convergence of a pure V-cycle of our algorithm is established 
by the modified analysis of the next section. Rows 5-10 give the correspond- 
ing values of other algorithms already cited in [4,11,14]. When comparing 
GS3 with Algorithm 4.1 we see that we have to pay a factor of about 1.37 in 
the computational effort for the more general region. 
Table 2 shows the number E of work units needed to reduce the error by a 
factor 10-l for different versions of Algorithm 4.1 and Algorithm 6.1 in [4]. 
As usual, a work unit is the number of arithmetic operations of one full point 
Gauss-Seidel relaxation sweep on the finest mesh. 
Obviously the work estimates of Table 2 are too pessimistic in practice. 
Local-mode analysis [5,6] and numerical experiments [7,13] indicate that E 
TABLE 1 
COIWRACTION NUMBERS FOR SEVERAL MULTIGRID ALGORITHMS 
Algorithm 4.1 6 TL, r 
6 ML, r,2 
6 ML,r,p=l,Z 
6 ML, r, 1 
[4, Algorithm 6.11 6 TL,r 0.172 
using an 6 ML, r.2 0.187 
intermediate s ML,r,p=l,Z 0.273 
grid 6 ML, r, 1 $ 
ii? a square [ 141, MGCH( r, 1) 0.141 
[ll], GS3 0.169 
0.202 0.169 
0.219 0.183 
0.343 0.318 
2 % 
0.114 0.086 
0.120 0.089 
0.175 0.130 
3 f 
0.071 0.055 
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TABLE2 
WORK UNITS NEEDED TO REDUCE THE ERROR BY A FACTOR lo-’ 
r= 1 2 3 
Algorithm W-cycle 16.8 16.7 17.6 
4.1 V-W-cycle 16.2 16.9 18.7 
[4, Algorithm V-W-cycle 13.0 13.7 15.1 
6.11 V-cycle 16.3 14.5 14.8 
lies between 5 and 10 work units, depending on the problem. When using the 
muhigrid algorithm as an adaptive procedure (cf. [5,6]) one needs roughly 2~ 
work units to reduce the error to the magnitude of the discretization error. 
Table 2 shows that Algorithm 4.1 is 15-200/o more expensive than Braess’s. 
However, it is more easily implemented. Moreover, our analysis is probably 
too pessimistic concerning the Ti-component. Since this component has a 
short wavelength, it should be damped out very rapidly. Therefore, the two 
algorithms should be comparable in practice. 
5. REMARK ON THE ASYMPTOTIC BEHAVIOUR AND THE V-CYCLE 
The analysis of the previous section was directed toward establishing good 
bounds for the convergence rate, when only a few smoothing steps are found 
in each cycle. Now we will describe a modified analysis which provides the 
correct behavior for large r and which guarantees the convergence of the 
V-cycle. 
From Lemma 2.1 we know 
0 = llu2+ zq2- ~~?Py- 2a(lP,n")- llz2112 
< l/u2 + x2112- &llu2112 - +~uz~;h.2H' 
Since u3 = u2 and w3 = w2, this implies, together with (4.5) and Lemma 3.3, 
that 
11~‘112 G 11~2112 + lb2 + z2112 - lU21sl,2H 
< llw2ll2 +2[1ju2+ z2p- Iu2+ z21;,2H] 
(5.1) 
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~~:=~~~:1~r+1{5(1-6)(1-p)+6}, 
. . 
(5.2) 
we get, with the same arguments as in the previous section, that 
Hence, aML, r, p is bounded by the solution of 
6=O~~rp’+1{5(1-s’)(1-p)+s”}. (5.3) 
. . 
In particular, we get for the twdevel iteration 
6 
5 r+l r+l 
i-1 
5 
TLJ%x r+2 ’ e(r + 1) * (5.4 
The bound (5.4) is better than (4.14) only for r > 14. However, it shows the 
desired asymptotic behavior. 
Put 
&(x):=x’-‘[x2(1-x)+min{Q,4x2(1-x)}], 
fs(x) := (1- s)fo(x)+Sr~+‘. 
Equations (4.6), (5.1) imply 
Hence, hL, r, 1 is bounded by the solution of 
An easy calculation proves that the convergence rate of a V-cycle of Algorithm 
4.1 is bounded at least by 
5 
6 - ML,r,l G ,,. +fZj * (5.5) 
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A slight modification of the above arguments extends OUT results to the 
case T = 0. This corresponds to deleting the G,,,-operation in Step 1 of 
Algorithm 4.1. 
In addition to (4.6) and (5.1) we have 
11214112 = llu’+ 6l# < 1112112 < ,T+llluol12. 
Using the same arguments as in Section 4, an easy calculation shows that this 
does not improve the bounds for a,,, and 8ML,r,B already obtained when 
I > 1. For T = 0, however, we immediately get 
&X,0 G 4 P bK,o,, G 4 P hn,,,,, Q 3. 
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