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Abstract
Automatically generating a natural language sentence to
describe the content of an input video is a very challeng-
ing problem. It is an essential multimodal task in which
auditory and visual contents are equally important. Al-
though audio information has been exploited to improve
video captioning in previous works, it is usually regarded
as an additional feature fed into a black box fusion ma-
chine. How are the words in the generated sentences asso-
ciated with the auditory and visual modalities? The prob-
lem is still not investigated. In this paper, we make the first
attempt to design an interpretable audio-visual video cap-
tioning network to discover the association between words
in sentences and audio-visual sequences. To achieve this,
we propose a multimodal convolutional neural network-
based audio-visual video captioning framework and intro-
duce a modality-aware module for exploring modality se-
lection during sentence generation. Besides, we collect new
audio captioning and visual captioning datasets for fur-
ther exploring the interactions between auditory and visual
modalities for high-level video understanding. Extensive
experiments demonstrate that the modality-aware module
makes our model interpretable on modality selection during
sentence generation. Even with the added interpretability,
our video captioning network can still achieve comparable
performance with recent state-of-the-art methods.
1. Introduction
Video captioning aims to automatically generate a
natural language sentence to describe an input video,
where the community focuses on captioning unconstrained
web videos. These videos usually contain complex
spatiotemporal-dynamic scenes and rich visual contents that
make the captioning task very challenging. Moreover,
videos contain audio tracks that often reveal important in-
Human: (1) people singing and dancing.              
(2) a group of people singing and dancing.
Our: a group of people are singing.
Human: (1) two men are talking to each other.              
(2) a clip of a person being interviewed.
Our: a man is talking to a man on stage. 
Figure 1. Audio-visual video captioning with interpretability on
modality selection during word generation. The automatically de-
tected audio activated words and visual activated words are high-
lighted with red and blue texts, respectively. In the first example,
visual modality is dominated for generating the people and audio
content is more informative for predicting the singing.
scene and/or out-of-scene information; modeling them is
essential towards comprehensive human-level understand-
ing of videos. For the first example in Fig. 1, it is very
difficult to recognize the singing event by only watching
the video without sound, however, the audio content can
clearly detect the singing event. Therefore, video caption-
ing is indeed a multimodal problem in which both auditory
and visual modalities play important roles.
On one hand, the auditory modality has been exploited
to improve video captioning performance in recent works,
e.g., [22, 36, 38, 50]. These approaches usually fuse the
audio features with features from other modalities, and
then feed the encoded multimodal features into a decoder
RNN, which exploits the fused features in a blind man-
ner. Indeed, the commonly used RNN-based sequence-to-
sequence architecture has inherent difficulties to perform
modality-interpretable video captioning. When generating
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a word, beside using current provided/attended features and
previous words, these models always exploit hidden states
of the decoder RNN. The latter contain memorized infor-
mation from different modalities, which make the models
impossible to disentangle the contributions from individual
modalities for predicting the word.
On the other hand, we have witnessed noticeable ad-
vances in learning from audio-visual data over the re-
cent years. Many interesting problems have been studied,
such as representation learning with cross-modal supervi-
sions [3, 32], lip reading [11], and sound source separa-
tion [14]. More recently, audio-visual event localization
tasks [40] are explored as a proxy to investigate the inter-
action between the two modalities. Despite the rich devel-
opment, most works are focused on either low-level tasks,
e.g., localization, and association, or learning a good repre-
sentation, the interplay of the two modalities in high-level
captioning task has yet to be quantified.
In this paper, we aim to disentangle such interplay of
the two modalities and make the first attempt to inter-
pretable audio-visual video captioning. Concretely, we pro-
pose a novel multimodal convolutional neural network (see
Sec. 3.2)-based audio-visual video captioning framework
without a RNN decoder to ease the design of interpretable
structure, and introduce a modality-aware feature aggrega-
tion module (see Sec. 3.3) with defined activation energy to
distinguish which modality is more informative for gener-
ating words. With extensive experiments, we find that the
proposed modality-aware module makes our network have
interpretability on modality selection during word genera-
tion (two examples are illustrated in Fig. 1) and even with
the added interpretability, our video captioning network can
achieve comparable performance with recent state-of-the-
art methods.
For further exploring the interactions between audio and
visual modalities, we collect new audio captioning and vi-
sual captioning datasets and utilize audio, visual, and cross-
modal captioning tasks as a proxy. The experiments vali-
date that there is still a strong correlation between auditory
and visual modalities even with the high-level video under-
standing tasks as the testbed, enabling cross-modal seman-
tic inferring be possible for the future work.
Our paper makes the following contributions: (1) we
propose a novel multimodal convolutional neural network-
based audio-visual video captioning framework, which is
friendly to design interpretable modality-aware structures;
(2) based on the audio-visual captioning framework, we
propose a novel modality-aware aggregation module with
the defined activation energy to make the captioning model
be more interpretable; (3) we collect two new datasets to
explore audio-visual interactions for high-level video un-
derstanding. The experiments demonstrate that strong cor-
relation between the auditory and visual modalities on cap-
tioning tasks enabling auditory modality to infer high-level
semantics of the visual modality, and vice versa. Dataset,
code, and pre-trained models will be released. A video
demo is available on https://www.youtube.com/
watch?v=HC7Sn4-7iw0.
The rest of the paper is organized as follows: Sec. 2 in-
troduces the related work. The proposed audio-visual video
captioning network is described in Sec.3. Experimental re-
sults are shown in Sec. 4. Sec. 5 gives the conclusion.
2. Related Work
In this Section, we introduce some related works on
image captioning, video captioning, and vision-and-sound
modeling.
2.1. Image Captioning
The dominant image captioning networks are based on
the encoder-decoder framework [4]. Kiros et al. [24] devel-
oped feed forward neural network-based multimodal neural
language models to generate image descriptions. Recurrent
neural networks (RNNs) were introduced in [9, 28] to en-
hance the capacity of neural language models. Vinyals et
al. [44] proposed an end-to-end captioning network with a
CNN encoder and LSTM-based sentence generator. Visual
attention mechanisms [51, 27, 1] were explored in image
captioning networks to replace fixed CNN encoders and fur-
ther improve captioning performance.
2.2. Video Captioning
There are temporal dynamic scenes, rich visual contents,
and auditory modality in videos. Therefore, video cap-
tioning is much more challenging than the image caption-
ing task. Inspired by the early image captioning networks,
Venugopalan [43] utilize a CNN encoder to extract visual
features for sampled video frames and perform mean pool-
ing over these features for video captioning. To explore
temporal structures of videos, Venugopalan [42] propose a
sequence-to-sequence video captioning network, which ex-
ploits LSTMs to encode visual features from different video
frames. Yao et al. utilize a spatial temporal 3D CNN and a
temporal attention mechanism to explore local and global
temporal structures in videos. Pan et al. [33] propose a
hierarchical recurrent neural encoder for exploiting tempo-
ral information. Zhang et al. [53] develop a dynamic fu-
sion method to combine appearance and motion features
for video captioning. Reinforcement learning is exploited
in [47] and [10].
Excepting the visual content, auditory modality and
video tags have also been demonstrated that it can help to
improve video captioning performance in [22, 36, 7, 50, 19,
38, 48]. Naive fusion (e.g. concatenation in [36]) and atten-
tion fusion (e.g. [19]) are utilized in these methods to ag-
gregate features from different modalities. Although these
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Figure 2. The proposed MM-CNN-based audio-visual video captioning framework. During testing, words in the sentence will be predicted
one-by-one. The input video frames only contain content of the video game, but there is man speaking sound in the audio channel. The
word man will be inferred from activated the auditory modality, and the words playing and minecraft are mainly from visual modality. We
make modality selection decision based on values of audio activation energy and visual activation energy.
methods exploit the audio information, they fail to com-
pletely analyze the two modalities for video captioning due
to essential difficulties existing in their RNN decoder-based
frameworks.
Unlike previous methods, in this paper, we focus on
analyzing the auditory and visual modalities for audio-
visual video captioning. To explore the associations be-
tween words in sentences and individual modalities, we
introduce a multimodal convolution neural network-based
interpretable video captioning framework with a modality
selection-aware module.
2.3. Vison-and-Sound Modeling:
Recently, research topics about vision and sound have
attracted a lot of attentions. Aytar et al. [3] propose a
SoundNet to learn audio features using a visual teacher net-
work from massive unlabeled videos. Owens et al. [32]
adopt ambient sounds as a supervisory signal for learning
visual models. To learn both a joint embeding for audio
and visual content, Arandjelovic and Zisserman introduce
a audio-visual corresponding prediction task. To learn au-
dio and spatio-temporal visual representions, Owens and
Efros [31], and Korbar et al. [25] utilize the audio-visual
temporal synchronization task as a proxy. Excepting rep-
resentation learning, some works on sound source separa-
tion [52, 14], sound source localization [37, 2], and audio-
visual event localization [40] have also been studied. Unlike
the previous works, in this paper, we will investigate audio-
visual video captioning task and explore whether the audio
modality can infer high-level semantics of visual modality
and vice versa with the captioning problem as a proxy.
3. Proposed Network
First, we present the overall audio-visual video cap-
tioning framework in Sec. 3.1. Upon this framework, we
propose our multimodal convolutional neural network in
Sec. 3.2 and modality-aware aggregation net in Sec. 3.3.
Finally, we introduce the sentence generator in Sec. 3.4.
3.1. Audio-Visual Video Captioning Network
Given an input visual and audio clip pair {V,A}, our
audio-visual video captioning network aims to generate
a natural language sentence S = (s1, s2, . . . , sTs) con-
taining Ts words. Unlike previous RNN-based encoder-
decoder video captioning networks, in this paper, inspired
by [13], we propose a 2D multimodal convolutional neural
network-based audio-visual video captioning framework il-
lustrated in Fig. 2, which is capable of learning deep fea-
ture hierarchies and is more convenient for designing inter-
pretable modules. The network mainly consists of five mod-
ules: feature extraction, temporal modeling, multimodal
convolutional neural network (MM-CNN), modality-aware
aggregation module, and sentence generator.
The feature extraction module utilizes pre-trained CNN
models to extract visual features v ∈ RTv×Dv and audio
features a ∈ RTa×Da from the input visual clip V and au-
dio clipA. Here, we sample Tv video frames from the given
visual clip V and Ta seconds for the given audio clip A.
Visual feature dimension for each frame is Dv and audio
feature dimension for each second audio segment is Da.
We observe that audio sequences, visual sequences and
textual sequences (captioning sentences) even from same
videos may have different temporal patterns. To explore
temporal structures in each input modality, we use two sep-
arate LSTMs as the temporal modeling modules, which take
visual feature v and audio feature a as inputs respectively.
For a feature vector mt at the time step t, a LSTM will up-
date a hidden state ht and a memory cell state ct:
ht, ct = LSTM(mt, ht−1, ct−1) , (1)
where mt refers to the visual feature vector vt in v or the
audio feature vector at in a in our temporal modeling mod-
ule. Here, the subscript t indexes over Tv video frames
and Ta audio segments, when we encoding the features over
each modality, respectively. The module will perform tem-
poral dependency modeling for audio and visual modality,
respectively, and make certain implicit alignments with tex-
tual modality for the two modalities.
Our language model consists of two MM-CNNs. Taking
the aggregated hidden states ha ∈ RTa×Da from the audio
LSTM and the sentence S as inputs, our audio-text MM-
CNN will predict a joint deep audio-text embedding F a.
Similarly, we can predict a joint deep visual-text embedding
F v from a visual-text MM-CNN with hv ∈ RTv×Dv and S
as inputs. We describe the detail of this process in Sec. 3.2.
To deal with features extracted from the two modal-
ities, we propose a modality-aware aggregation module
(see Sec. 3.3), which will perform modality selection and
make our video captioning network interpretable in terms
of quantifying the contributions from auditory and visual
modalities, respectively. With the aggregated features, the
sentence generator (see Sec. 3.4) will predict words parallel
during training and one-by-one during inference.
3.2. Multimodal Convolutional Neural Network
To predict deep joint embeddings for further sentence
generation from audio hidden states ha, visual hidden states
hv , and generated previous words in the S, we propose an
autoregressive language model: MM-CNN. For individu-
ally handling auditory and the visual modalities, a visual-
text MM-CNN and an audio-text MM-CNN are utilized to
learn joint visual-text embedding and joint audio-text em-
bedding, respectively. With the visual-text MM-CNN as an
example, we introduce details about the model.
The visual-text MM-CNN mainly contains two parts:
visual-text tensor construction and joint deep visual-text
feature extraction.
Tensor Construction: For a target sentence S, we first
extract word embedding et ∈ RDs for each word st in S
and then combine all words into a matrix e ∈ RTs×Ds .
Given the aggregated visual hidden states hv ∈ RTv×Dv
for a video clip V and word embedding e for the sentence
S, we construct a 3D tensor Iv ∈ RTs×Tv×Dvs , where
Dvs = Dv + Ds and Ivij = [ei h
v
j ]. Note that, for de-
signing an autoregressive language model, the first word in
the sentence S will be set as < sos >. The visual-text ten-
sor is the input of the joint deep feature learning module,
which we will describe next.
Joint Deep Feature Learning: To learn joint deep rep-
resentations for visual and textual modalities, we feed the
tensor Iv into a deep residual 2D CNN network fv . The
joint visual-text embedding F v ∈ RTs×Tv×Dvs can be ob-
tain:
F v = fv(I
v) . (2)
Following the deign of residual blocks in the ResNet and
Figure 3. Residual Network and residual blocks in the proposed
MM-CNN.
considering computation efficiency, we utilize the residual
block layout as illustrated in Fig. 3. It consists of three con-
volutional layers, and the first two layers are 1 × 1 con-
volutional layers and the last one is a 3 × 3 convolutional
layer. The output channels for the three layers are Dvs × 2,
bDvs/2c, and Dvs, respectively. To reduce computation
complexity, we employ the 3 × 3 convolution operation on
an input with smaller channel number by using the second
1×1 bottleneck layer. To preserve the capacity of the resid-
ual block, we use the first layer to expand the input feature
dimension. Batch normalization [21] is also adopted to sta-
bilize network training and ReLU [30] is used as the non-
linear activation function.
For building a language model, we need to make the net-
work be autoregressive. Due to the sentence shifting oper-
ation, 1 × 1 convolution is essential autoregressive in our
network1. However, the 3 × 3 convolution will utilize fu-
ture textual information. To address the issue, we exploit
a masked 3 × 3 convolution as [13], which sets weights of
convolution kernels at future textual positions be 0.
We stack k residual blocks for learning high-level deep
features and introduce a dense skip connection between the
input features and the output features of the deep residual
network for integrating low-level and high-level features.
The proposed MM-CNN is capable of learning deep
multimodal embeddings and the 2D convolution makes the
network have the potential to well explore local multimodal
sequence patterns. It can be easily extende to other mul-
timodal tasks such as video question answering [54] and
video-to-text retreival [29].
Similarly, we can build a audio-text MM-CNN to predict
the joint deep embedding F a ∈ RTs×Ta×Das . Next, we
will aggregate features over different time steps within the
same modality and cross differet modalities for the sentence
generation.
1We shift the sentence one position and set the < sos > at the first
position. For predicting the real first word S2 in the sentence, information
from the input video clip and the embedding of < sos > will be utilized.
3.3. Modality-Aware Aggregation
The modality-aware aggregation module will adaptively
select features over different time steps and cross different
modalities for captioning generation.
Given F a ∈ RTs×Ta×Das and F v ∈ RTs×Tv×Dvs , we
first use two fully connected layers to align the two tensors
with a same feature dimensionDc, and then construct a new
tensor F c ∈ RTs×Tc×Dc by concatenating the two tensors
along the audio-visual channel, where Tc = Tv + Ta.
Let F ci ∈ RTc×Dc be the i-th row of the F c. We will
use the F ci to generate a feature vector xi ∈ RDc and then
predict the (i + 1)-th word Si+1 with the xi. The naive
and simple way to generate the xi from F ci by max-pooling
or mean-pooling. However, the two methods are modality-
ambiguous, which makes the modality selection be uninter-
pretable. Motivated from the Squeeze-and-Excitation de-
sign in [20], we introduce a modality-aware aggregation
module to compute xi from F ci :
xi =
Tc∑
j=1
wjF
c
ij , (3)
where the F cij ∈ RDc and wj ∈ [0, 1]. We define activa-
tion energies for auditory and visual modality for measuring
which modality is the dominant one that generates a noun
or a verb word. The visual activation energy is defined as:
evi =
Tv∑
j=1
w2j . (4)
Similarly, the audio activation energy can be computed as:
eai =
Tc∑
j=Tv+1
w2j . (5)
When the generated word is a noun or a verb, if evi > e
a
i ,
visual content is more important for generating the word; if
evi < e
a
i , the word is more related to the auditory modal-
ity. In this way, our model will have interpretable ability
for modality selection during word generation. The weights
can be computed by:
w1, ..., wTc = softmax(u) , (6)
u = fc3(δ(fc2(fc1(Fi)))) , (7)
where the first Fully-Connected (FC) layer fc1 aggregates
features at each position j of the Fi, fc1(Fi) ∈ RTc , the
second and third FC layers corresponding to Squeeze and
Excitation operations [20] having bTc/2c and Tc output
neurons, respectively. Here, u ∈ RTc , and the δ is the ReLU
activation function.
3.4. Sentence Generator
To predict the next word Si+1, we compute its probabil-
ity distribution over previous words S1:i, the input visual
clip V , and the input audio clip A:
p(Si+1|S1:i, V, A) = p(Si+1|xi) = softmax(Wxi), (8)
where the W is a projection matrix and xi summarizes in-
formation from the input audio clip A, input visual clip V ,
and words before i + 1. With network parameter θ, it can
be optimized by the cross entropy loss:
L(θ) = −
Ts∑
i=1
log(Si+1|S1:i, V, A; θ) . (9)
There is no recurrent structures in the MM-CNN, the
modality-aware aggregation, or the sentence generator.
Therefore, our network can predict the whole sentence si-
multaneously during training. During inference, words will
be generated one by one.
4. Experiments
First, we introduce datasets in Sec. 4.1, the used visual,
audio, and word representations in Sec. 4.2, evaluation met-
rics in Sec. 4.3, and implementation details in Sec. 4.4.
Then, we compare the proposed video captioning network
with the state-of-the-art methods in Sec. 4.5. Moreover, we
show the results of the modality selection in Sec. 4.6. Fur-
thermore, we provide audio captioning, visual captioning
and cross-modal captioning results in Sec. 4.7. Finally, we
discuss the effect of the proposed MM-CNN with different
numbers of the residual block in Sec. 4.8.
4.1. Datasets
In this work, we train and evaluate the proposed audio-
visual video captioning model on the MSR-VTT [49].
MSR-VTT is a large-scale video Description dataset for
bridging video and language, which has 10,000 video clips
over 20 video categories with diverse video content and de-
scriptions, as well as multimodal audio and video streams.
Each clip is annotated with 20 natural language descriptions
by AMT workers. Following the original split in MSR-
VTT, we split the data according to 65%:30%:5%, which
corresponds to 6,513, 2,990 and 497 clips in the training,
testing and validation sets, respectively.
Although the MSR-VTT [49] contains audio-visual cap-
tioning annotations, it has no individual video captioning
and audio captioning sentences which are desired for us
to further explore correlation between the two modalities
on the high-level captioning task. Therefore, we collected
audio captioning and visual captioning annotations for a
subset of the MSR-VTT, and introduce an audio caption-
ing dataset (referred as AC) and a video captioning dataset
(referred as VC). The AC and VC contain the same 3,371
videos from the MSR-VTT, and each video clip is anno-
tated with two audio captioning sentences and two visual
captioning sentences by different workers, respectively. So,
each dataset has 6,742 clip-sentence pairs.
4.2. Visual and Audio Representations
We use pre-trained CNN models to extract visual and
audio features for training our captioning networks.
Visual Representation: For each visual clip V , we uni-
formly sample 40 frames and use ResNet-152 [17] trained
on the ImageNet [12] to extract 2,048-D spatial visual fea-
ture vector for each frame. We extract a 2,048-D spatio-
temporal feature vector from 16 frames in the V using a 3D
ResNet [16] trained on the Kinetics dataset [6]. We append
the spatio-temporal feature vector to each spatial visual fea-
ture of V , and obtain 40 4,096-D feature vectors. In prac-
tice, we use a FC layer to reduce the dimension of these
feature vectors to 512.
Audio Representation: For each audio clip A, we select
the first 20s audio segment to extract features for batch-wise
training. If the length of the audio clip is smaller than 20s,
we will append it with zeros. We use VGGish [18] model
pre-trained on the AudioSet [15] to extract audio features
a ∈ R20×128.
Word Representation: We obtain the vocabulary with
16,860 words from the MSR-VTT dataset by ignoring
words with frequency less than two. The dimension of the
word embedding is set as 512.
4.3. Evaluation Metrics
We use four commonly used automatic evaluation met-
rics: Bilingual Evaluation Understudy (BLEU) [34], Metric
for Evaluation of Translation with Explicit Ordering (ME-
TEOR) [5], ROUGE-L [26], and Consensus based Image
Description Evaluation (CIDEr) [41] to measure similarity
between ground truth and automatic video description re-
sults. We adopt the publicly available evaluation code from
Microsoft COCO image captioning evaluation server [8].
4.4. Implementation Details
The hidden state sizes of the visual LSTM and au-
dio LSTM are 512 and 128, respectively. We use 10
residual blocks in the audio-text MM-CNN and visual-text
MM-CNN. We set training batch size as 96 and exploit
Adam [23] to optimize the network. The learning rate is
initially set as 5× 10−4 and then reduced by a factor of 0.5
for every 10 epochs. The maximum epoch number is 50.
We implement our algorithms using Pytorch [35].
Table 1. Performances of the proposed model and other state-of-
the-art methods on MSR-VTT dataset [49]. All values are reported
as a percentage (%).
Models BLEU-4 METEOR ROUGE-L CIDEr
S2VT [42] 31.4 25.7 55.9 35.2
Alto [39] 39.8 26.9 59.8 45.7
VideoLab [36] 39.1 27.7 60.6 44.4
v2t-navigator [22] 40.8 28.2 61.1 44.8
TDDF [53] 37.3 27.8 59.2 43.8
MA-LSTM [50] 36.5 26.5 59.8 41.0
DenseVidCap [38] 41.4 28.3 61.1 48.9
M3 [46] 38.1 26.6 - -
RecNet [45] 39.1 26.6 59.3 42.7
PickNet [10] 38.9 27.2 59.5 42.1
HRL [47] 41.3 28.7 61.7 48.0
MM-CNN 42.2 28.3 61.4 48.0
4.5. Comparison with State-of-the-art Methods
We compare the proposed MM-CNN based video cap-
tioning network with state-of-the-art models: S2VT [42],
Alto [39] , VideoLab [36] , v2t-navigator [22], TDDF [53]
, MA-LSTM [50] , DenseVidCap [38], M3 [46], Rec-
Net [45], PickNet [10], and HRL [47]. Note that, unlike
some compared methods (e.g. [38]), we do not adopt aug-
mentation during the training procedure.
Table 1 shows the performances of the proposed model
and other state-of-the-art methods on MSR-VTT dataset.
The proposed MM-CNN achieves the best performance on
the BLEU-4 metric among all compared networks. Ex-
cept the reinforcement learning-based method, HRL, which
directly utilizes CIDEr score as the reward to optimize
the network, the MM-CNN and DenseVidCap outperform
the other state-of-the-art networks on METEOR and the
MM-CNN achieves better performance than others on the
ROUGE-L metric. Our MM-CNN has the same CIDEr re-
sults with the HRL and is slightly worse than the DenseVid-
Cap, which utilizes data augmentation during training and
exploits additional lexical labels.
Overall, the proposed audio-visual video captioning net-
work can achieve comparable performance with the current
state-of-the-art models without bells and whistles, which
demonstrates the potential of the MM-CNN-based video
captioning architecture.
4.6. Interpretability on Modality Selection
Figure 4 illustrates audio-visual video captioning results
with modality selection visualizations to validate the inter-
pretability of the proposed model.
We see that our modality selection module is capable of
handling various video events, such as swimming, singing,
paper cutting, and wrestling. For the first example in the
Human: (1) music video with slow motion. 
(2) a man is moving quickly around other men.
Our: a man is singing a song. (singing sound of a man) 
Human: (1) a person is folding paper. 
(2) a woman is making a paper airplane
Our: a person is folding a paper airplane.
Human: (1) a man swims in the river. 
(2) mini water falls bathig a girl.
Our: a man is swimming in the water. 
Human: (1) a man is cooking a food. 
(2) a man cooks burgers and bacon on a grill.
Our: a man is cooking food. (the man is speaking)
Human: (1) a man playing a guitar.
(2) a man is playing the guitar.
Our: a man is playing a guitar. (sound of man and guitar)
Human: (1) girls dance and sing in a gym.
(2) a group of young girls sing and dance.
Our: a group of girls are singing. 
Human: (1) a man is playing with garrys mod.              
(2) two men demonstrate a video game.
Our: a man is playing a video game. (men are not visible)
Human: (1) woman in a bikini poses for pictures.
(2) a model is displayed in the video.
Our: a woman is posing for a photo.
Human: (1) a band is playing.              
(2) a band performs on stage.
Our: a band is performing a song.
Human: (1) silver color and red color car is fast.
(2) red sport car and silver sub meet at a stop sign.
Our:  a car is being shown.
Human: (1) a man and woman are talking.
(2) girl speaking to men
Our: a man and woman are talking.
Human: (1) two men wrestle in competition.              
(2) two men wrestling indoors in a match.
Our: two men are wrestling.
Human: (1) a man on a motorcycle.
(2) two people on motorbikes are talking.
Our: a man is riding a motorcycle. (man speaking sound)
Human: (1) a group of white animals is walking.
(2) a group of llamas is slowly walking.
Our: a group of animals are running around a track.
Figure 4. Audio-visual video captioning results with modality selection visualizations. Here, audio activated words and visual activated
words are highlighted with red and blue texts, respectively. We can find that the proposed audio-visual video captioning network can predict
accurate and meaningful sentences. The activation visualization results also validate the effectiveness of the modality-aware aggregation
with activation energy as the measurement.
Table 2. Captioning results on the Audio Captioning and Visual
Captioning datasets. A2A and V2A models predict audio captions
with audio features and visual features as inputs respectively. Sim-
ilarly, V2V and A2V predict visual captions with visual features
and audio features as inputs respectively.
Models Dataset BLEU-4 METEOR ROUGE-L CIDEr
A2A AC 6.1 10.0 29.1 14.4
V2A AC 6.0 10.2 30.1 16.2
V2V VC 7.2 12.3 31.6 21.3
A2V VC 6.8 10.7 30.9 16.8
first row, the generated sentence is a man is singing a song,
which is corresponding to audio content of the video. When
predicting words man, singing, and song, auditory modal-
ity is activated. For the second example in the first row,
visual modality is activated when predicting the words per-
son, folding, paper, and airplane. Our network generates an
interesting sentence for the video game example (first one in
the 4th row), sound sources (two men) are not visible, but
our network predicts the word man by activating auditory
modality.
These modality selection results demonstrate the effec-
tiveness and interpretability of the proposed modality-aware
aggregation module with the activation energy as the cri-
teria. In addition, the captioning results also validate the
efficiency of our MM-CNN-based audio-visual video cap-
tioning network.
4.7. Audio, Visual, and Cross-Modal Captioning
Although interactions between auditory and visual
modalities have been studied on audio-visual representation
learning [32, 3] and recognition [40], they have never been
explored on high-level video understanding tasks, like cap-
tioning in this task. To explore the interaction between the
two modalities and study whether auditory modality can in-
fer high-level semantics (language descriptions) of visual
modality, and vice versa, we conduct extensive experiments
using the newly-collected VC and AC datasets with the au-
dio, visual, and cross-modal captioning as a testbed. Unlike
the audio-visual video captioning network, which contains
audio and visual branches, we only select an audio or a vi-
sual branch for these tasks depending on the input modality.
Four tasks, A2A, V2A, V2V, and A2V, are investigated.
Here, we define the A2A task as given an audio clip to gen-
erate an audio description; the V2A task as given a visual
clip to generate a visual description; the V2V task as given
a visual clip to generate a visual description; the A2V task
as given an audio clip to generate a visual description. The
A2A and V2V are audio captioning and visual captioning
tasks, and the V2A and the A2V are cross-modal caption-
ing tasks.
Table 3. Performances of the proposed model with different num-
bers of residual blocks on MSR-VTT dataset [49]. All values are
reported as a percentage (%).
Models BLEU-4 METEOR ROUGE-L CIDEr
5B 40.9 28.5 60.5 46.2
10B 42.2 28.3 61.4 48.0
15B 40.2 27.5 60.0 44.0
Table 2 shows captioning performances2 of the above
four tasks. As expected, V2V is better than A2V, which
demonstrates that visual features are more powerful than
audio features for the visual captioning task. A2V achieves
slightly worse performance than the V2A, which validates
the potential of inferring high-level semantics of the visual
modality from the auditory modality. An interesting ob-
servation is that V2A is even slightly better than A2A. We
note that AMT workers only listened to the audio channel to
write language sentences while annotating the AC dataset,
but audio features fail to achieve better audio captioning
performance, which demonstrates that visual information is
more useful for the task. The reasons are three-fold. (1)
Visual content indicates sound (e.g., if a woman on a stage,
we can imagine that there may be speech sound or a singing
sound of the woman). (2) Audio contents may be noisy in
some videos (e.g., background sound: music, outdoor natu-
ral sound noise, and crowd noise. For these cases, the sound
source may be visible in the visual contents). (3) Humans
may learn the event in an audio clip from speech, but the
current model has no capability for speech-to-text transla-
tion. For example, a woman teaches cooking in the audio
clip. It is difficult to infer the event directly from the input
audio clip by our model. However, we may easily observe
the lip movements of the woman and the cooking event.
Based on the above the observations, we know that there
is a strong correlation between the auditory and the visual
modalities, and two modalities have capacities to infer each
others’ high-level semantics.
4.8. Effect of Numbers of the Residual Block
Table 3 presents the performances of the proposed MM-
CNN with different numbers, e.g., 5, 10, and 15, of the
residual block. We can find that the network with 10 blocks
achieves overall better results than with 5 or 15 blocks. 15B
is worse than 5B, which demonstrates that the even deep
models fail to further improve performance due to the lim-
itation of the size of the training dataset. We may allevi-
ate the issue with further exploring some data augmentation
techniques, like randomly sampling frames as in [38].
2The scores are much smaller than the audio-visual video captioning
results on the full MSR-VTT dataset due to limited sizes of the AC and
VC datasets.
5. Conclusion
In this work, we propose a novel multimodal convolu-
tional neural network-based audio-visual video captioning
framework equipping with a modality-aware feature aggre-
gation module, which makes the framework have strong in-
terpretability on modality selection during word generation.
We also find that there is a strong correlation between the
auditory and the visual modalities, and two modalities have
capacities to infer each others high-level semantics. Exper-
imental comparison with other video captioning networks
validates the effectiveness of the proposed multimodal con-
volutional neural network-based network. In the future, we
would like to extend the multimodal convolutional neural
network to address other multimodal tasks, such as video
question answering and video-to-text retrieval.
6. Acknowledgement
This work was supported in part by NSF IIS-1741472,
IIS-1813709, and IIS-1659250. Any opinions, findings, and
conclusions or recommendations expressed in this material
are those of the authors and do not necessarily reflect the
views of the NSF.
References
[1] P. Anderson, X. He, C. Buehler, D. Teney, M. Johnson,
S. Gould, and L. Zhang. Bottom-up and top-down atten-
tion for image captioning and visual question answering. In
CVPR, volume 3, page 6, 2018. 2
[2] R. Arandjelovic and A. Zisserman. Objects that sound.
In The European Conference on Computer Vision (ECCV),
September 2018. 3
[3] Y. Aytar, C. Vondrick, and A. Torralba. Soundnet: Learning
sound representations from unlabeled video. In Advances
in Neural Information Processing Systems, pages 892–900,
2016. 2, 3, 8
[4] D. Bahdanau, K. Cho, and Y. Bengio. Neural machine
translation by jointly learning to align and translate. arXiv
preprint arXiv:1409.0473, 2014. 2
[5] S. Banerjee and A. Lavie. Meteor: An automatic metric for
mt evaluation with improved correlation with human judg-
ments. In Proceedings of the acl workshop on intrinsic and
extrinsic evaluation measures for machine translation and/or
summarization, pages 65–72, 2005. 6
[6] J. Carreira and A. Zisserman. Quo vadis, action recognition?
a new model and the kinetics dataset. In Computer Vision
and Pattern Recognition (CVPR), 2017 IEEE Conference on,
pages 4724–4733. IEEE, 2017. 6
[7] S. Chen, J. Chen, Q. Jin, and A. Hauptmann. Video cap-
tioning with guidance of multimodal latent topics. In Pro-
ceedings of the 2017 ACM on Multimedia Conference, pages
1838–1846. ACM, 2017. 2
[8] X. Chen, H. Fang, T.-Y. Lin, R. Vedantam, S. Gupta,
P. Dolla´r, and C. L. Zitnick. Microsoft coco captions:
Data collection and evaluation server. arXiv preprint
arXiv:1504.00325, 2015. 6
[9] X. Chen and C. Lawrence Zitnick. Mind’s eye: A recur-
rent visual representation for image caption generation. In
Proceedings of the IEEE conference on computer vision and
pattern recognition, pages 2422–2431, 2015. 2
[10] Y. Chen, S. Wang, W. Zhang, and Q. Huang. Less is more:
Picking informative frames for video captioning. In ECCV,
2018. 2, 6
[11] J. S. Chung, A. W. Senior, O. Vinyals, and A. Zisserman. Lip
reading sentences in the wild. In CVPR, pages 3444–3453,
2017. 2
[12] J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-
Fei. Imagenet: A large-scale hierarchical image database.
In Computer Vision and Pattern Recognition, 2009. CVPR
2009. IEEE Conference on, pages 248–255. Ieee, 2009. 6
[13] M. Elbayad, L. Besacier, and J. Verbeek. Pervasive attention:
2d convolutional neural networks for sequence-to-sequence
prediction. arXiv preprint arXiv:1808.03867, 2018. 3, 4
[14] R. Gao, R. Feris, and K. Grauman. Learning to separate
object sounds by watching unlabeled video. In The European
Conference on Computer Vision (ECCV), September 2018.
2, 3
[15] J. F. Gemmeke, D. P. W. Ellis, D. Freedman, A. Jansen,
W. Lawrence, R. C. Moore, M. Plakal, and M. Ritter. Audio
set: An ontology and human-labeled dataset for audio events.
In Proc. IEEE ICASSP 2017, New Orleans, LA, 2017. 6
[16] K. Hara, H. Kataoka, and Y. Satoh. Learning spatio-temporal
features with 3d residual networks for action recognition. In
Proceedings of the ICCV Workshop on Action, Gesture, and
Emotion Recognition, volume 2, page 4, 2017. 6
[17] K. He, X. Zhang, S. Ren, and J. Sun. Deep residual learn-
ing for image recognition. In Proceedings of the IEEE con-
ference on computer vision and pattern recognition, pages
770–778, 2016. 6
[18] S. Hershey, S. Chaudhuri, D. P. W. Ellis, J. F. Gemmeke,
A. Jansen, C. Moore, M. Plakal, D. Platt, R. A. Saurous,
B. Seybold, M. Slaney, R. Weiss, and K. Wilson. Cnn ar-
chitectures for large-scale audio classification. In Interna-
tional Conference on Acoustics, Speech and Signal Process-
ing (ICASSP). 2017. 6
[19] C. Hori, T. Hori, T.-Y. Lee, Z. Zhang, B. Harsham, J. R. Her-
shey, T. K. Marks, and K. Sumi. Attention-based multimodal
fusion for video description. In Computer Vision (ICCV),
2017 IEEE International Conference on, pages 4203–4212.
IEEE, 2017. 2
[20] J. Hu, L. Shen, and G. Sun. Squeeze-and-excitation net-
works. In The IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), June 2018. 5
[21] S. Ioffe and C. Szegedy. Batch normalization: Accelerating
deep network training by reducing internal covariate shift.
arXiv preprint arXiv:1502.03167, 2015. 4
[22] Q. Jin, J. Chen, S. Chen, Y. Xiong, and A. Hauptmann. De-
scribing videos using multi-modal fusion. In Proceedings of
the 2016 ACM on Multimedia Conference, pages 1087–1091.
ACM, 2016. 1, 2, 6
[23] D. P. Kingma and J. Ba. Adam: A method for stochastic
optimization. arXiv preprint arXiv:1412.6980, 2014. 6
[24] R. Kiros, R. Salakhutdinov, and R. Zemel. Multimodal neu-
ral language models. In International Conference on Ma-
chine Learning, pages 595–603, 2014. 2
[25] B. Korbar, D. Tran, and L. Torresani. Co-training of au-
dio and video representations from self-supervised temporal
synchronization. In NIPS, 2018. 3
[26] C.-Y. Lin. Rouge: A package for automatic evaluation of
summaries. Text Summarization Branches Out, 2004. 6
[27] J. Lu, C. Xiong, D. Parikh, and R. Socher. Knowing when
to look: Adaptive attention via a visual sentinel for image
captioning. In Proceedings of the IEEE Conference on Com-
puter Vision and Pattern Recognition (CVPR), volume 6,
page 2, 2017. 2
[28] J. Mao, W. Xu, Y. Yang, J. Wang, Z. Huang, and A. Yuille.
Deep captioning with multimodal recurrent neural networks
(m-rnn). arXiv preprint arXiv:1412.6632, 2014. 2
[29] N. C. Mithun, J. B. Li, F. Metze, A. K. Roy-Chowdhury,
and D. Samarjit. Cmu-ucr-bosch trecvid 2017: Video to text
retrieval. In TRECVID 2017 Workshop, 2017. 4
[30] V. Nair and G. E. Hinton. Rectified linear units improve
restricted boltzmann machines. In Proceedings of the 27th
international conference on machine learning (ICML-10),
pages 807–814, 2010. 4
[31] A. Owens and A. A. Efros. Audio-visual scene analysis with
self-supervised multisensory features. In The European Con-
ference on Computer Vision (ECCV), September 2018. 3
[32] A. Owens, J. Wu, J. H. McDermott, W. T. Freeman, and
A. Torralba. Ambient sound provides supervision for vi-
sual learning. In European Conference on Computer Vision,
pages 801–816. Springer, 2016. 2, 3, 8
[33] P. Pan, Z. Xu, Y. Yang, F. Wu, and Y. Zhuang. Hierarchical
recurrent neural encoder for video representation with appli-
cation to captioning. In Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition, pages 1029–
1038, 2016. 2
[34] K. Papineni, S. Roukos, T. Ward, and W.-J. Zhu. Bleu: a
method for automatic evaluation of machine translation. In
Proceedings of the 40th annual meeting on association for
computational linguistics, pages 311–318. Association for
Computational Linguistics, 2002. 6
[35] A. Paszke, S. Gross, S. Chintala, G. Chanan, E. Yang, Z. De-
Vito, Z. Lin, A. Desmaison, L. Antiga, and A. Lerer. Auto-
matic differentiation in pytorch. In NIPS-W, 2017. 6
[36] V. Ramanishka, A. Das, D. H. Park, S. Venugopalan, L. A.
Hendricks, M. Rohrbach, and K. Saenko. Multimodal video
description. In Proceedings of the 2016 ACM on Multimedia
Conference, pages 1092–1096. ACM, 2016. 1, 2, 6
[37] A. Senocak, T.-H. Oh, J. Kim, M.-H. Yang, and I. S. Kweon.
Learning to localize sound source in visual scenes. In Pro-
ceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pages 4358–4366, 2018. 3
[38] Z. Shen, J. Li, Z. Su, M. Li, Y. Chen, Y.-G. Jiang, and
X. Xue. Weakly supervised dense video captioning. In The
IEEE Conference on Computer Vision and Pattern Recogni-
tion (CVPR), volume 2, 2017. 1, 2, 6, 8
[39] R. Shetty and J. Laaksonen. Frame-and segment-level fea-
tures and candidate pool evaluation for video caption gen-
eration. In Proceedings of the 2016 ACM on Multimedia
Conference, pages 1073–1076. ACM, 2016. 6
[40] Y. Tian, J. Shi, B. Li, Z. Duan, and C. Xu. Audio-visual
event localization in unconstrained videos. In The European
Conference on Computer Vision (ECCV), September 2018.
2, 3, 8
[41] R. Vedantam, C. Lawrence Zitnick, and D. Parikh. Cider:
Consensus-based image description evaluation. In Proceed-
ings of the IEEE conference on computer vision and pattern
recognition, pages 4566–4575, 2015. 6
[42] S. Venugopalan, M. Rohrbach, J. Donahue, R. Mooney,
T. Darrell, and K. Saenko. Sequence to sequence-video to
text. In Proceedings of the IEEE international conference on
computer vision, pages 4534–4542, 2015. 2, 6
[43] S. Venugopalan, H. Xu, J. Donahue, M. Rohrbach,
R. Mooney, and K. Saenko. Translating videos to natural lan-
guage using deep recurrent neural networks. arXiv preprint
arXiv:1412.4729, 2014. 2
[44] O. Vinyals, A. Toshev, S. Bengio, and D. Erhan. Show and
tell: A neural image caption generator. In Proceedings of
the IEEE conference on computer vision and pattern recog-
nition, pages 3156–3164, 2015. 2
[45] B. Wang, L. Ma, W. Zhang, and W. Liu. Reconstruction net-
work for video captioning. In Proceedings of the IEEE Con-
ference on Computer Vision and Pattern Recognition, pages
7622–7631, 2018. 6
[46] J. Wang, W. Wang, Y. Huang, L. Wang, and T. Tan. M3:
Multimodal memory modelling for video captioning. In Pro-
ceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pages 7512–7520, 2018. 6
[47] X. Wang, W. Chen, J. Wu, Y.-F. Wang, and W. Y. Wang.
Video captioning via hierarchical reinforcement learning. In
Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition, pages 4213–4222, 2018. 2, 6
[48] X. Wang, Y.-F. Wang, and W. Y. Wang. Watch, listen, and
describe: Globally and locally aligned cross-modal atten-
tions for video captioning. arXiv preprint arXiv:1804.05448,
2018. 2
[49] J. Xu, T. Mei, T. Yao, and Y. Rui. Msr-vtt: A large video
description dataset for bridging video and language. In Pro-
ceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pages 5288–5296, 2016. 5, 6, 8
[50] J. Xu, T. Yao, Y. Zhang, and T. Mei. Learning multimodal
attention lstm networks for video captioning. In Proceedings
of the 2017 ACM on Multimedia Conference, pages 537–545.
ACM, 2017. 1, 2, 6
[51] K. Xu, J. Ba, R. Kiros, K. Cho, A. Courville, R. Salakhudi-
nov, R. Zemel, and Y. Bengio. Show, attend and tell: Neural
image caption generation with visual attention. In Interna-
tional conference on machine learning, pages 2048–2057,
2015. 2
[52] H. Zhao, C. Gan, A. Rouditchenko, C. Vondrick, J. McDer-
mott, and A. Torralba. The sound of pixels. In The European
Conference on Computer Vision (ECCV), September 2018. 3
[53] L. Zheng, H. Zhang, S. Sun, M. Chandraker, Y. Yang, and
Q. Tian. Person re-identification in the wild. In The IEEE
Conference on Computer Vision and Pattern Recognition
(CVPR), July 2017. 2, 6
[54] L. Zhu, Z. Xu, Y. Yang, and A. G. Hauptmann. Uncovering
the temporal context for video question answering. Interna-
tional Journal of Computer Vision, 124(3):409–421, 2017.
4
