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I. INTRODUCTION 
A. Preamble 
In the most general sense, a computer system consists of 
one or more central processing units, associated input/output 
devices, and other peripheral hardware that are related and 
interconnected, either by direct wiring or through communica­
tions links. A computer system is a utility (54) which has 
the function of providing to its user-customers the 
commodities of information collection, processing, and dis­
tribution. Like other utilities, the computer system must be 
available when required, responsive to demand, reliable in 
function, expandable for growth, convenient to use, and, 
above all, it must offer cost-effective service to widely 
varying user requirements. The typical user views the com­
puter system as an instrument to be employed to perform a 
particular task. The computer system is used because it 
offers the most economical implementation of the task in 
terms of the interrelated factors of user effort, time re­
quired for the task, and the cost of performing the task. 
As seen by the user, the total cost of performing a task 
is given by Abrams (1) as 
Ct = Ch + Cc + cu + Cd (i) 
where 
Ct = Total cost of performing a task 
Ch = Cost of use of computing facilities 
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Ce = Cost of use of communication facilities 
Cu = Cost of user's time 
Cd = Cost of delay in obtaining the result. 
The first cost, that of the computing facilities, is the 
classical batch processing cost. It is related to the por­
tion of the computer system physical facilities used by the 
task and to the amount of time the task requires. Included 
in this cost is the rental or amortization of the purchase 
cost of the computers, peripherals, and systems software. 
The staff costs for systems engineers and analysts, opera­
tors, and other personnel, as well as space and energy costs 
are also included. The cost of the communications facilities 
is included for those cases where the user's site is separat­
ed from the computer center by a distance which requires data 
communication facilities. The cost of the communication is a 
function of the rate of data transmission required, the 
amount of data, and the distance of the transmission. 
The last two terms of the total cost equation lack the 
objectivity of the first two and are difficult to quantify. 
However, some observations can be made regarding these terms. 
The user's time to prepare the task for submittal to the 
system is obviously a function of knowledge and skill. The 
effort required to attain this knowledge and skill is a func­
tion of the design of the computer system, the system support 
provided to the user, and the available programming Ian-
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guages. The turnaround time and accessibility of the system 
also affect the user's time requirement, as does the reli­
ability. The cost of an unexpected delay in obtaining a sat­
isfactory result is a function of the time-value of the solu­
tion; i.e., the decreasing value or increasing cost incurred 
as a result of a delayed response from the computer system. 
The delay in obtaining the response may be due to computer 
system overload or failure, poor system design, or communica­
tion system error or interruption. The ultimate goal in the 
design of a computer system utility is to provide task per­
formance at a minimum cost to each system user. 
B. Statement of the Problem 
The minimization of the total cost of performing a task 
on a computer system requires the minimization of the sum of 
the four interrelated cost terms in equation (1). Before at­
tempting to examine the sun of the costs, some trends may be 
observed in each of the four individual costs. First, con­
sidering Ch, the well-documented progress (18, 27, 58) in 
semiconductor technology during the last twenty years has re­
sulted in significant increases in component performance and 
reliability, while simultaneously reducing size and cost. 
During this time period, the central processor and main memo­
ry components of computer systems have attained an increase 
in speed of more than two orders of magnitude while decreas­
ing in cost by a similar factor. The combined result has 
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been a cost/performance increase of more than 10,000. Equal­
ly important is the fact that the cost/performance improve­
ment has been accompanied by a thousand-fold increase in re­
liability. Improvements have also been made in cost/bit of 
secondary storage, primarily disk, due to lower cost compo­
nents in the controllers and interfaces, but largely due to 
increased density of recording. Unfortunately, the remainder 
of the computer system hardware, the input/output devices and 
sequential secondary storage devices, are subject to 
cost/performance decreases related chiefly to the economy of 
scale; i.e., a device with twice the performance costs more, 
but not twice as much. The remainder of the costs in Ch, the 
people costs, the software costs, and space and energy costs 
have been steadily increasing. 
The cost of communications facilities, Cc, has decreased 
in the past two decades by an order of magnitude (24, 88) on 
a cost/bit/miie basis considering long terrestrial lines. 
This decrease has been achieved mainly through improved use 
of the lines rather than a decrease in the cost of the lines. 
The effect of satellite communications on data transmission 
cost appears to be quite variable depending on the distance 
of the computer systems from the ground stations. The total 
number of ground stations is limited by high cost of each 
station and terrestrial lines must be employed between the 
ground stations and the computer systems. An anticipated de-
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velopment which will have a far-reaching impact on data com­
munication in the local calling area is the possible adoption 
of usage-sensitive billing. In the past, local data communi­
cation telephone line charges were negligible compared to 
other costs. Each local line had a fixed monthly charge with 
unlimited duration of usage, with usage-sensitive billing, 
the fixed monthly charge will cover a nominal amount of con­
nection time and any time exceeding that amount will be 
billed on a cost/hour basis. This cost/hour has been pre­
dicted to be $0.60 to $1.20 per hour (58). For a centralized 
system supporting one hundred terminals operating eight hours 
per day, the increased communication charge would be $10,000 
to $20,000 per month. At the present time, in some local 
areas a form of usage sensitive billing is being used. In 
other areas fixed monthly surcharges are being added for 
lines used for data communication. 
The user's rate of pay, and therefore, cost per hour, is 
certainly an increasing value for a particular user. The 
only practical means of lowering the cost of the user's time 
is to reduce the amount of time required. In the past, a 
primary design criterion for centralized computer systems was 
minimum turnaround time. A user could walk to the computa­
tion center, load a deck in the high-speed card reader, and 
within thirty seconds could be tearing the resulting printout 
from the high-speed printer. The fact that the user's walk 
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to the computation center required five minutes each way and 
that the processing time was less than five percent of the 
user's time to run the program had, until recently, little 
impact on the system design. The recent proliferation of re­
mote job entry stations, remote terminals, and interactive 
computing systems is an attempt to reduce the cost of the 
user's time by increasing the accessibility of the computer 
system. The system reliability will also influence the user 
time required to obtain a satisfactory result. The overall 
system reliability is highly variable; not only from one sys­
tem to the next but also on any given system from one day to 
the next. The fact that semiconductor components are very 
reliable and are increasing in reliability has been mentioned 
previously. In small, monoprogrammed, component intensive 
systems, with well-debugged software, a very high reliability 
is exhibited. In large, multiprogrammed, software intensive, 
centralized systems, subject to constant modification and up­
grading, the reliability may be less than that which can be 
reasonably tolerated; particularly, during the first few days 
following the installation of a major system modification. 
The increasing use of computer systems in real-time op­
eration to interact with users, processes, and equipment has 
increased the significance of Cd. The cost of delay in ob­
taining a satisfactory result is likely to be much higher in 
such cases than in the traditional batch processing environ-
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ment. Foc example, in an airline reservation system, the 
cost of a slow response to a request to show available space 
on a given flight is the lost revenue from the prospective 
passenger. A more critical case would be a slow response to 
a request for retro-rocket firing time as a lunar lander ap­
proaches the surface of the moon. Obviously, as long as the 
system response time is less than the maximum tolerable de­
lay, this cost can be zero. The fact that system components 
are becoming faster and more reliable tends to reduce the 
difficulty in maintaining a given response time. However, 
new applications will invariably appear which require the 
fastest response available. The ability of the computer sys­
tem to achieve and maintain a given response time is strongly 
dependent on the hardware and software design of the system. 
The design of a computer system to minimize the cost of 
performing a single task for a single user located at the 
computer site can be satisfactorily performed. The 
manufacturer's catalogs can be used to obtain the price of 
the hardware and any software to be purchased. Reasonable 
estimates can be made of the effect of different systems fea­
tures on the user's time. Since the system is only perform­
ing a single task, the speed required from the hardware is 
dictated by the maximum allowable response time. The general 
design problem is much less tractable and can be stated as 
follows: 
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Given a myriad of tasks to be performed for a multitude 
of users at many diverse locations, design a computer 
system that will minimize the total cost for each task 
perfor med. 
As desirable as the solution to this problem may be, its gen­
erality prohibits any definitive solution. The problem which 
is to be addressed is a subset of the general problem. 
Namely: 
For a typical task mix to be performed for a number of 
users grouped at local and remote sites, determine a 
system design which meets stated performance criteria 
and is most likely to minimize the total cost for each 
task performed in view of present cost trends. 
The intent of this dissectation is to propose and justify a 
general configuration foe such a system and to present a com­
puter model of this system. The model facilitates the rapid 
and economical determination of the optimum location for pro­
cessing within a distributed processing network to achieve 
near minimum cost computing for a given set of cost parame­
ters. 
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II. LITERATURE REVIEW 
The design of a computer system which is capable of per­
forming tasks for both local and remote users involves an ex­
amination of the general concepts of computer networking. A 
computer network consists of one or more central processing 
units, associated input/output devices, and other peripheral 
hardware distributed among a number of sites which are inter­
connected by communication links. This collection of comput­
er and communication hardware will be under the direction of 
the users' programs through the control of the system soft­
ware of the network. The determination of a likely configu­
ration for a computer system to process a mixture of tasks 
requires an investigation of extant and proposed networks to 
observe strengths and weaknesses for handling particular 
types of tasks. The areas of network performance evaluation 
and workload description must be considered to determine if a 
proposed system design meets stated performance criteria for 
the given task mix. 
A. Computer Network Structure 
All computer networks can be described as a set of nodes 
and links. The nodes contain computing hardware which may 
range from a small amount of fixed hardware to a large-scale 
computer system. The function of some nodes can be to simply 
provide routing and switching between the links, other nodes 
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provide coanectioa points for user terminals or computer sys­
tems (83). One of the basic attributes of any network is its 
topology or node-link organization. If, in an n node net­
work, each of (n-l) nodes is connected to the nth node by one 
of (n-1) links, the network is called a star or centralized 
network. In a fully-connected distributed network, each node 
of an a node network has exactly one link to each of the oth­
er (n-1) nodes. This requires 0.5(n(n-1)) links. A 
partially-connected distributed network reduces the number of 
links by allowing two nodes to be linked through intermediary 
nodes. Such a network is said to be m-connected if at least 
m distinct paths exist in the network between any two nodes. 
In the particular case of a one-connected set of nodes, the 
network is called a ring- Various combinations of the above 
configurations are possible. For example, the tree config­
ured network is formed by connecting the central node of a 
star network to the central nodes of two or more other star 
networks which are in turn connected to other stars (93). 
Figure 1 summarizes the above configurations. 
Network composition is another descriptive attribute. 
If all nodes of the network are essentially identical in 
terms of computation and communication facilities, the net­
work is called homogeneous. The term heterogeneous is ap­
plied to networks with dissimilar nodes. The type and rate 
of link communication between the nodes is referred to as the 
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(b) Fully-connected 
distributed 
(c) Partially-connected 
distributed 
(d) Bing 
(e) Tree 
Figure 1. Network Topologies 
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coupling of the network. In loosely coupled networks, the 
communication is serial-by-bit at rates of fifty kilobits per 
second or less. In moderately coupled nets, higher speed se­
rial lines, parallel busses or shared rotating memories are 
used for communication. Tight coupling is used to describe 
systems with shared direct access memory. 
Computer networks have been designed or proposed to 
serve many diverse functions. Because of this, more specific 
terminology has been presented by several authors in an at­
tempt to convey more information about the function of the 
network. The first efforts in computer networking and the 
majority of the large-scale networks in operation today are 
primarily data communication facilitators. As such, they 
provide remote users an access to one or more localized com­
puters. The user views the network as a collection of com­
puters with different capabilities. The trend among authors 
(29, 39) is to refer to networks of this type as computer-
communications networks. The more general class of computer 
network which distributes not only information but also pro­
cessing power is referred to as a distributed processing or 
distributed function network (64, 67, 94). The user views 
this network as one large computing system, even though the 
processing power of the network may be dispersed over many 
nodes to locate the power where it is most useful (75). If 
the dispersal is accomplished with computers of relatively 
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equal logical function (16), the processing is said to be 
horizontally distributed. If the dispersal is through com­
puters of varying degrees of a hierarchy of logical function, 
the processing is said to be vertically distributed (20) . 
Attempts have been made to set up a unified description tech­
nique for the many ways in which processors may be intercon­
nected (6, 12, 40). Classification has also been proposed 
based on functional performance from the user's viewpoint 
(63), 
B. Network Components 
A computer network consists of a combination of three 
basic components. The computing hardware component includes 
the central processing units, the secondary storage units, 
input/output devices, and other peripherals. The communica­
tion component includes the communication medium and the nec­
essary interface between the medium and the computing hard­
ware to appropriately transform the data and control the data 
flow. The last component is the network software which is 
the network operating system consisting of the data base dis­
tribution system, the communication handlers, and resource 
and job allocation procedures. 
Ja Computing hardware 
Before 1950, the few computers which were designed had 
special purpose functions of solving specific problems. In 
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the decade of the fifties general purpose computers were de­
veloped and put into operation* Because of the electronic 
component technology, these were physically large machines 
and yuite often were located in their own building, the com­
putation center. The decade of the sixties saw the emergence 
of large scale processors due to the advent and extensive use 
of transistors and core memories. These processors were much 
faster, logically more powerful, and much smaller than the 
previous computers which they replaced. This meant that there 
was room at the computation center for many more peripherals; 
tape units, disks, liae printers, card reader/punches, and 
others. The large-scale centralized computing system thus 
evolved. At the same time, another class of computer was be­
ing developed which ran counter to the large-scale central­
ization. It was not bigger and faster, but smaller and 
slower, and much less expensive. The minicomputer offered an 
alternative to remote users who had poor accessibility to the 
centralized systems. One of the strong points of the mini­
computer was the convenient input/output structure which made 
interfacing to real time processes very convenient. With the 
advent of the decade of the seventies, the semiconductor 
manufacturers had developed integrated circuits with more 
logic functions and more speed for a relatively cheaper 
price, thus reducing the cost of "intelligence", i:e=; the 
central processor and main memory in computer systems. The 
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impact of this cost reduction on the cost of computing per­
formed in large scale systems is minimal, since it affects 
only a very small part of the overall cost of the system. 
The movement in large scale systems was primarily toward in­
creasing the accessibility to more users by adding communica­
tion lines to remote terminals to form computer-communication 
networks. Typically, a minicomputer was used to interface 
the communication lines to the large computer. The decreas­
ing cost of intelligence has had a much greater impact on 
minicomputers than on large scale computers, since a larger 
portion of the minicomputer system cost is devoted to the 
processing unit and main memory. In the early years of the 
seventies, another class of computers vas developed. This 
time not by computer manufacturers but instead by the inte­
grated circuit producers. The microprocessor is a single in­
tegrated circuit, which when combined with memory and control 
integrated circuits becomes a microcomputer. It is smaller 
and slower than a minicomputer but much less expensive. A 
new class of problems was now capable of being economically 
solved by use of a properly programmed microcomputer. 
Through the years a hierarchy of computer classes has 
developed offering widely varying capabilities. In keeping 
with the micro- and mini- prefixes, the spectrum of available 
classes ranges over microcomputers, minicomputers, midicom-
puters, maxicomputers, and super-maxicomputers. The midicom-
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paters are simply minicomputers with an extended word length 
to increase their capabilities. Maxicomputer is used to re­
fer to conventional large scale systems and super-
maxicomputer refers to a large scale system with parallel 
processing and interleaving to achieve high processing 
speeds. 
Unfortunately, the decreasing cost of intelligence in 
computer systems has not been accompanied by a corresponding 
decrease in cost of peripheral devices. The rotating storage 
devices have decreased in cost per bit stored, particularly 
in disks with large storage capability. However, these de­
creases in cost are typically less than an order of magnitude 
(86) compared to the multiple orders of magnitude decrease in 
the cost of intelligence. Â possible breakthrough may take 
place in this area if rotating storage can be replaced by HOS 
shift registers, magnetic babbles, or charge-coupled devices 
(82). The line and character printers, the card 
reader/punch, paper tape equipment, and magnetic tape units 
are all strongly dependent on mechanics which restricts any 
drastic price decreases. The purchaser of a microcomputer 
can expect to pay more than the cost of the microcomputer to 
get a hard copy terminal. Since computing hardware for net­
works is virtually the same as stand alone computing hard­
ware? a number of books on computers are available which 
cover various aspects of this hardware (14, 21, 55). Specif-
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le information about terminals which interface the computing 
system to the user has been presented in two very comprehen­
sive papers by Hobbs (56, 57)• Further information on avail­
able microcomputers and minicomputers including specifica­
tions and comparisons can be found in Davis (35) and Williman 
and Jelinek (102). 
2. Communication 
The communication component can be subdivided into the 
communication link and the communication interface. The net­
work designer has few options in the choice of a communica­
tion link or path. A hard-wired circuit installed by the 
user may be an economical option for relatively short dis­
tances, particularly where the path is on property controlled 
by the user. k radio circuit, such as a microwave link, can 
be used but is not economically justifiable except in cases 
where no other options exist. Most computer network communi­
cation takes place via the common carriers* facilities. 
Based on the user's maximum data rate, required connection 
time, and location, the designer can choose a switched or 
leased circuit, or a value-added network connection. The 
characteristics of these services have been extensively cov­
ered in the literature (3 8, 99) * The ccason carriers are 
government regulated and their tariffs must be approved. 
These tariffs (50) in combination with the channel data rate, 
error characteristics, and delay have been used as the basis 
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foc many communication network design techniques and models 
(2, 28, 69, 76) . 
The interface between the digital device and the commu­
nication link has several possible functions. When channels 
which were designed for voice transmission are used for digi­
tal data, a transformation is required to convert the ones 
and zeros to frequencies between 300 and 3300 hertz. These 
tones must be transformed back to digital data at the receiv­
er. The portion of the interface devoted to this modulation 
and demodulation is called a modem. Data may be transmitted 
either asynchronously, one character at a time, or synchro­
nously, a continuous stream of bits. Synchronous transmis­
sion offers a higher data rate but requires protocols for 
bit, character, and message synchronization. Multiplexing is 
another function which may be performed by the interface. 
High capacity channels have a cost advantage over those of 
lower capacity. If a number of users can share a single high 
capacity channel, the communication cost for each user can be 
decreased. The multiplexor gathers the data from each user 
and interleaves it onto the communication channel. The in­
terface is also responsible for all communication channel 
error detection and treatment. Many different schemes are 
possible which either detect the error and request 
retransmission or provide enough redundancy in the message to 
allow correction of those errors detected. The use of mini-
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computers to perform many of the roles of the interface has 
been described in several papers (5, 80, 88). 
The design strategy for most data communication networks 
must be strongly dependent on the rate structure of the com­
mon carriers. Location sensitive, distance sensitive, or 
usage sensitive changes in rates may force major changes in 
data commu<iications. The overall data communications problem 
is examined in Chou (29) and Hopewell, Chou, and Frank (59). 
The attempts which are being made in trying to standardize 
data communication are discussed in Shutz and Clark (91). 
Software 
The functions of the network operating system are to 
provide for interprocess communication, intersystem resource 
sharing, intersystem task allocation, and intersystem data 
base distribution. The function of interprocess communica­
tion allow? processes executing at one node of the network to 
exchange data in real time with processes executing at anoth­
er node of the network. Intersystem resource sharing enables 
processes at one node to use peripheral devices which are 
physically connected to another node. The allocation of 
tasks to various nodes is done by the operating system to 
achieve load leveling, to unload a failing node, or to pro­
vide more computing resources to perform a task. Data base 
distribution allocates the files required by a process over 
those nodes of the system which will in some sense result in 
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a minimum access and storage cost, L'Archeveque and Yan (72) 
discuss many of these operating system requirements for a 
real-time environment. 
All of the proposed functions of the network operating 
system will require communication handling programs to imple­
ment the internode transfers. Mills (79) and Hillner and 
Lindinger (10 3) discuss the function and construction of 
these pL'ograms. A unified communication structure based on 
explicit data exchanges is presented by Meeker (100). The 
papers by Gray (51, 52) discuss a commercial communications 
product. A description of the communication handling pro­
grams on several different networks is given in Akkoyunla, 
Bernstein, and Schantz (4). Comparisons are made between 
these implementatioiis based on routing, spurious data trans­
mission, rendezvous conventions, role of the supervisor, and 
the interface to the user. 
Ihe objectives of data base distribution are to improve 
the data base availability and integrity while controlling 
communication costs by minimizing the number and size of mes­
sages and their paths when retrieving or updating files in 
the data base (22, 74). Booth (19) and Merrill (78) present 
an overview of the concepts involved in creating and using 
distributed data bases as well as specific techniques and 
problems. The paper by Zemrowski (104) explores the diffi­
culties in managing a distributed data base and examines 
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future trends. Hunter (62) concludes that distributed data 
base management is less difficult if the design is compatible 
with all systems in the network and the data base organiza­
tion is standardized. The problem of where to store files 
that are used by a number of different nodal computers is one 
which has been investigated by Chu (31), Segall (95), and 
Stubblefield (98). Chu also considered the performance of 
three classes of file directory systems (32) and provisions 
for avoiding deadlock when two processes compete for the same 
resource (33). The mathematical tools required for these 
analyses are presented in Hu (60) and Raeside (85). 
The problem of job allocation in a computer-
communications network is relatively simple since the user 
specifies the node where the job is to be executeds In some 
cases, if duplicate resources exist at other nodes, the oper­
ating system reguests bids from all of the nodes which can 
run the job. The low bid indicates the least loaded system 
and the job is sent to that site. This achieves a degree of 
load leveling throughout the network and also improves over­
all network reliability since a system which has failed can­
not submit a bid. The job allocation procedure in a fully 
specified network which has functionally similar nodes has 
been studied in detail by Balachandran, HcCredie, and Mikhail 
(9). The investigation of criteria and techniques of job al­
location ici a general distributed processing network is an 
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area which will require further research. 
The operating system for a network of minicomputers 
which was developed for the sharing of expensive peripherals 
is described in Fulton, Overstreet, and Thomas (49). The 
publication (36) contains the description of a very interest­
ing set of commercial software products which extend existing 
computer operating systems to create a network operating sys­
tem for a variety of configurations. 
C. Existing Networks 
Virtually all of the commercial computer networks pres­
ently in service are computer-communications networks. The 
remote user has a terminal which is linked by a communication 
channel to a central computing site. The terminal provides a 
remote job entry station or interactive computing capability. 
Descriptions of the configuration and operation of many of 
these networks are available aS follows: TYMNET (13)# CYBER­
NET and TSS (41), GE Information Services and INFONET (92). 
Other commercial network descriptions may be found in (34, 
71, 96). 
The ARPA (Advanced Research Projects Agency) network has 
far more coverage in the literature (66, 70, 89, 87, 88) than 
any other computer network. This system was designed specif­
ically to explore network technology as well as to intercon­
nect and service ABPA-sponsored research centers from 
coast-to-coast and Hawaii. The ABFAnet is topologically a 
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two-connected distributed system of heterogeneous computers 
but with homogeneous minicomputer communications interfaces. 
Basically, ABPAnet is a computer-communications network but 
the network operating system does support user initiated file 
transfers between nodes. A homogeneous subset of the network 
supports resource sharing and distributed file access. 
The MERIT network is a joint effort between three Michi­
gan universities to interconnect their computer centers (8). 
The MERIT configuration is distributed, fully connected, with 
heterogeneous computers and homogeneous microcomputer commu­
nications interfaces. MERIT functions as a computer-
ccmmunications network. 
The SPIDER network at Bell Laboratories* Murray Hill, 
New Jersey location is a ring configured network of heteroge­
neous computers which are connected to the communications 
ring by means of homogeneous microprocessor interface units 
(48). The interface units provide for speed control between 
computers of different internal processing rates, implement 
all error control procedures, and support data transmission 
rates of 12 5,000 bits per second. The ring is hard-wired to 
the interfaces and digital data transmission is used. This 
system functions as a computer-communications network but 
does support resource sharing with respect to user files 
which are located at a node remote from that of the user. 
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The DCS (Distributed Computer System) network is an ex­
perimental network under development at the Dniversity of 
California at Irvine (42, 43) . A heterogeneous set of pro­
cessors is connected to a hard-wired ring communications 
channel through ring interfaces. The ring interface decides 
whether a message passing by on the ring is for a process lo­
cated at this site. If so, it transfers the message to the 
process. This enables process-to-process communication to 
take place rather than computer-to-computer or terminal-to-
computer. The software system is process oriented; all ac­
tivities in the system are implemented as processes. The lo­
cation of the process and the message transmission are trans­
parent to the user who views the network as a computing sys­
tem rather than a system of computers. A computer network 
which functions in a similar way is being developed at the 
University of Maryland. It is called DCN (Distributed Com­
puting Network) and consists of a number of homogeneous mini­
computers (39). 
The OCTOPUS system at Lawrence Livermore Laboratory is a 
heterogeneous computer-communications network where all com­
munication is hard-wired, k combination of topologies is em­
ployed with the large-scale computers, called workers, con­
nected as a distributed network for file transfer and the 
terminals connected as centralized, or star, to the workers 
(45, 77). The file structure has been designed to handle se-
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curity materials (46)• A very candid paper presenting the 
user's view of this laboratory network points out many prob­
lem areas in designing computer networks which support re­
search projects and at the same time are research projects 
(81). The HYOBA system at Los Alamos Scientific Laboratory 
supports functions similar to OCTOPUS. The configuration is 
unusual, since one of the group of large-scale computers is 
devoted exclusively to network control. The network control 
computer handles all terminal communication, controls the 
data base devices, and distributes tasks to the appropriate 
large-scale worker computer. A system description of HYDRA 
along with a forthright discussion of the technical and 
planning problems associated with the system appears in (30). 
Another system which is configured much like HYDBA is BIG 
(Rochester Intelligent Gateway) at the University of 
Rochester. The network control computer in BIG is a minicom­
puter which handles the communication to terminals, controls 
shared peripheral allocation, and distributes tasks to a 
local set of minicomputer workers, to one of three different 
remotely located large-scale computers, or to an ABPAnet con­
nection (10). 
Several hierarchical systems have been developed. At 
Bell Laboratories* Naperville, Illinois location, a number of 
miriicomputers are used as real time data collectors and are 
interfaced to a more powerful miBicouputer for access to a 
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line printer, card reader/punch, magnetic tape, and large 
disk. The interface and network softwares handle the communi­
cations and peripheral protocol in order to provide transpar­
ent operation to the user (11)• A similar facility has been 
implemented at Northwestern University which provides, in ad­
dition to peripheral sharing, access to a large-scale comput­
er. A modification to this network is being planned to allow 
off-loading of programs from a saturated minicomputer to one 
which is idle; thus, achieving a degree of distributed pro­
cessing (7 3). A three level hierarchical system has been im­
plemented at Purdue University; however it is primarily a 
computer-communications network which has evolved over a num­
ber of years (90)• One of the most ambitious hierarchical 
networks is a laboratory support system at the University of 
Chicago. This network has three levels with the lowest level 
consisting of minicomputers, the second level is a more pow­
erful minicomputer, and the top level is a large-scale sys­
tem. At the lowest level, the minicomputers are dedicated to 
laboratory and other on-line functions. The intermediate 
level supports the minicomputers by providing an enhanced op­
erating system for each of the minicomputers. All operating 
systems functions except interrupt and trapping are supplied 
at the intermediate level. The intermediate level also pro­
vides the interface to the batch and interactive services of­
fered by the highest level. The system provides for distrib­
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uted processing which at the lowest level is transparent to 
the user (7)• 
D. Network Optimization 
In the early years of computer network development, as 
in the early years of computers, the primary performance cri­
terion was whether or not it worked. Once it worked, the de­
signers began to be concerned with how long it would be be­
fore it would quit again. once the reliability improved to 
the point where the network became useful, the designers 
became concerned about measuring performance, locating areas 
for improvement, and optimizing the network or at least parts 
of it. 
The foundation of the communication system which sup­
ports large computer-communication networks was iu existence 
and had been extensively studied prior to its connection to 
computers. A classic paper by Frank and chou (47) on the 
topological optimization of computer networks discusses much 
of this accumulated knowledge. Modeling, analysis, and de­
sign problems and techniques for both centralized and dis= 
tributed computer-communication networks are discussed. The 
design objective is to provide à low-cost communications net­
work which satisfies constraints on response time, through­
put, reliability, and other parameters. Several fundamental 
communications network models for queuing and reliability 
analysis are described. Host of the material presented as-
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sûmes that network nodes are at fixed sites. Communication 
system factors for performance rating are discussed in (53) • 
These factors are transfer rate, availability, reliability, 
accuracy, channel establishment time, network delay, line 
turn-around delay, transparency, and system security. 
Kleinrock, Naylor, and Opderbeck (70) present a detailed de­
scription of the communication protocol on ARPAnet and the 
communications overhead costs incurred by using the message 
as the carrier for the network supervisor. 
The CACTOS model (24) vas developed to investigate the 
computer-communications trade-offs in computer-communication 
networks. The model starts with a number of fixed sites and 
first allocates a single computer to service all sites 
through communication channels. The cost of this configura­
tion is found and the number of computers allocated is in­
creased and the cost is again found. The last configuration 
has one computer per site. The model was put into operation 
in 1972 and many of the assumptions and conclusions are inva­
lid for today's technology. A very general model for inves­
tigating computer-communication trade-offs is presented in 
(23). This model is applicable to star configurations with 
one central site and n local sites. The number of local 
sites, n, is used as the independent variable upon which all 
costs are based. Thus, by varying n, an optimum number of 
nodes may be found* 
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A rather recent, and certainly belated development in 
computer network performance optimization is the realization 
that the quality of service provided to the user is a major 
factor. As was stated in the introduction, the total cost of 
performing a task must include not only the computation and 
communication costs, but costs related to the user's time and 
the value of obtaining a correct result without unexpected 
delay (1). Several factors necessary to assure user service 
quality in a computer network have been discussed by Pyke 
(84). These factors include functional fidelity, level of 
performance, ease of use, reliability, availability, upgrada-
bility, maintainability, and confidentiality of data. The 
problem of user satisfaction with service as well as several 
other cost and performance factors, both tangible and 
intangible are discussed by the corporate director of comput­
ing for a large manufacturer in (86). 
E. Workload Description 
A major problem in predicting the performance of a pro­
posed computer network or in evaluating the performance of an 
existing network is the development of an accurate descrip­
tion of the normal workload. As important as this problem 
appears, very t€m techniques ane available for workload char= 
acterization. Three basic categories of workload representa­
tion have been suggested; the natural, artificial, and hybrid 
(U4). The natural representation uses the real workload to 
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form the characterization, but may be strongly influenced by 
when and for how long the workload is observed. The artifi­
cial representation uses a characteristic workload which is 
designed and implemented independent of the real workload. 
These representations consist of particular instruction 
mixes, kernel-problems, or benchmark programs used to 
synthesize a characteristic workload. The hybrid representa­
tion is formed by assembling a characteristic workload by 
manipulating parts of the real workload, k group at the Uni­
versity of Maryland has verified the validity of the hybrid 
representation by formulating a workload characterization for 
a general computing environment in which they present three 
types of models for the workload (3). One of the models was 
used to construct a workload model for the large-scale com­
puter at the university's computation center. The model 
treats the computer system as a device which executes pro­
cessing tasks in response to user's requests. Each user re­
quest requires a certain amount of the hardware and software 
resources of the system, k vector X characterizes the re­
sources requested with the jth component indicating the 
amount of the jth resource which is required to service the 
request. In addition to X, the request is characterized by 
T, the time the request was made; L, the location from which 
the request originated: and F, the type of request (batch, 
time-share, etc.). Every request for service is then charac­
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terized by a quadruple (T,L,X,F) and the workload is the to­
tal of all requests. Since the model depends on time, it can 
be treated as a stochastic process which is, at the very 
least, extremely complex and may, in fact, be unmanageable. 
The most interesting result of the study occurred when the 
system logs of the actual computer workload were analyzed. 
It was found that the resource requirement for the actual 
jobs was not distributed randomly, but instead was clustered. 
That is, one group of jobs had similar resource require­
ments; another group had another set of resource require­
ments. The initial results indicate that a hybrid workload 
characterization consisting of a certain mix of jobs having 
the requirements of each of the clusters may be a viable ap­
proach for workload models. 
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III. PROPOSED PEOBLEH SOLUTION 
The problem being addressed, as stated previously, is to 
determine a system design which meets required performance 
criteria for a general mix of tasks to be performed for a 
number of users grouped at local and remote sites and which 
is most likely to minimize the total cost for each task per­
formed in view of present cost trends. The system configura­
tion proposed for the solution of this problem is a hierar­
chically organized distributed processing system. 
The hierarchical system configuration is chosen for a 
number of reasons. Computers are available in a hierarchy of 
capabilities, from the low powered microcomputers to the high 
powered super maxicomputers. & circumstance similar to that 
which has existed for many years in memcry components (101). 
A study by a group at Carnegie-Mellon University headed by 
Bell has found that simple tasks can be performed most eco­
nomically on simple computers and complex tasks are performed 
most economically on large, complex computers (15). Thus, 
given a general hierarchy of tasks, it is reasonable to pro­
vide a hierarchy of computers on which to perform these 
tasks. The present cost trends in computers and communica­
tions favors decreasing communication requirements by provid­
ing increased computing power located closer to the point of 
task generation. Moving the computation closer to the user 
results in improved response for the user. Since a portion 
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of the computer system is located local to the user, a degree 
of local control is possible which makes it more likely that 
local needs will be met. The hierarchical structure also 
results in improved availability. A given component failure 
will generally affect only a few users rather than the entire 
user community as can be the case in a centralized system. 
The modularity of the hierarchical structure provides more 
economical expansion and increased flexibility over other 
structures since the components being proliferated are gener­
ally the lower level minicomputers and microcomputers. 
In order to achieve the advantages enumerated for the 
hierarchical configuration, certain constraints are placed on 
the system design. To enhance the modularity and maintain­
ability. the computing hardware must be homogeneous on each 
level. The operating system and communication handlers must 
be the same in all computers on a given level in order to 
minimize the systems software design and maintenance effort. 
Each level should communicate with adjacent levels as if the 
adjacent level were a peripheral device. The communication 
should be process-to-process not computer-to-computer. This 
avoids the problem of full dependence, or master/slave rela­
tionship, between levels which can reduce reliability. The 
relationship between processes is more like 
producer/consumer. The communications software must be sym­
metrical, permitting any combination of producer and consumer 
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programs at either end of the communication link. In this 
way any level can provide a virtual peripheral or processor 
to another level. These constraints on the hierarchical net­
work will make the system easier to implement, operate, and 
maintain while increasing the reliability and expansibility. 
The penalties which are incurred by these constraints must 
also be examined. The fact that the computing hardware is 
homogeneous on each level with common systems software will 
prohibit the tailoring of each node to optimally perform a 
specific task. However, the task can be moved up or down a 
level to provide more or less resources. The fact that com­
munication control is decentralized will possibly increase 
the software complexity due to the protocol required to set 
up the link. The fact that this software can be replicated 
over many processors will reduce the burden of its implemen­
tation. 
With the general network structure determined, a means 
must be found for examining the effects of moving the intel­
ligence of the distributed processing system closer to the 
user. Technigues must be devised for rapid and economical 
determination of the optimum location for the processing of 
various types of tasks to achieve near minimum cost computing 
given a set of system parameters. The number of parameters 
required to describe a hierarchical system and its workload 
is cf such a magnitude that the only feasible means of solu­
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tion is to employ a computer model for the problem solution. 
A number of network models exist for computer-
communications systems (23, 24, 27) but very little has been 
done with distributed processing systems and, in particular, 
hierarchical systems. Bentley and Friedman (17) have devised 
algorithms for rapidly determining the shortest connecting 
network for a tree configuration which can be applied to a 
hierarchical system. However, simply minimizing the link 
length will not necessarily provide minimum cost computing. 
The work which has been carried out by Chang and Tang (25), 
and Chang (26) deals specifically with the modeling of hier­
archical networks and includes many concepts which are appli­
cable to the present problem. 
The overall design goal of Chang's model of a distribut­
ed computer system is to produce an integrated hardware and 
software system which satisfies certain performance require­
ments and design constraints. The inclusion of both hardware 
and software is mandatory in any distributed processing sys­
tem since the system performance is a function of both the 
hardware configuration and the workload applied to the sys­
tem. The hardware portion of Chang's model consists of col­
lection of processors, located at various stations, intercon­
nected by a communication network. The software portion con­
sists of defining a collection of transactions representing 
the workload which is to be processed by the system. The 
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system configuration is limited to a hierarchical structure 
with processing performed on a number of different levels. 
The model employs a three step design process to develop a 
feasible configuration. First, the transaction steps are as­
signed to different processor levels in the system hierarchy. 
Second, processors are allocated geographically to meet the 
workload requirements. Third, communication lines are allo­
cated and the exact locations of the processors are deter­
mined. Chang has incorporated this design procedure into a 
computer program called ICON which was first written in APL 
(68) and then translated to FORTRAN (37). The system design­
er uses ICON interactively by providing system parameters to 
the program which then produces a feasible configuration 
which satisfies the designer's performance requirements. The 
interactive facilities enable the designer to change the sys­
tem parameters based on the results so far and the program 
will then form a new result. The goal of ICON, like that of 
the model upon which it is based, is to find a feasible solu­
tion satisfying performance requirements. The minimization 
of the cost of processing within the proposed system was left 
to the user. System parameters were modified by the user, 
who then determined a new configuration for the next trial. 
The means of obtaining the modi fications for the next trial 
were unspecified. The trials were continued until a least 
cost solution was produced. 
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While some of the concepts used in Chang's model will be 
required in the model to solve the present problem, the goal 
of the required model is the determination of a configuration 
for near minimum cost computing. The fundamental observation 
to be made is that any near minimum cost solution must be 
feasible, but any feasible solution will most likely not be 
near minimum cost. Some of the specific shortcomings in ICON 
which prevent its application to the present problem will be 
enumerated. First, in the assignment of transaction steps to 
different processor levels, an arbitrary choice is made for 
the particular processor to be used on each level. If a par­
ticular jobstep is incompatible with the processor chosen for 
a given level, the jobstep is assigned to a higher level, 
even though a different processor choice might allow process­
ing at the lower level with less cost. Another shortcoming 
occurs in the geographical allocation of processors. Job-
steps assigned to a given level are grouped together in clus­
ters based on the originating and terminating site of the 
jobs. An attempt is then made to merge these clusters of 
jobsteps and assign them to a single processor. ICON chooses 
an arbitrary cluster and then attempts to merge that cluster 
with the one whose initial site is the closest. This may 
result in minimum line lengths but most likely will not. 
Minimum line lengths, and resulting minimum cost, will be 
possible only if mergers are attempted starting with the ab­
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solute minimum distance between initial sites and proceeding 
to the next longest in sequence. Once two clusters are 
merged a new set of distances must be found before the next 
merger is attempted. Another major problem in ICON occurs 
because the line cost is assumed to be a function only of 
distance. The optimal site locating algorithm is predicated 
on the use of this line cost function. If a more realistic 
function is used which has a fixed termination charge in ad­
dition to the distance sensitive cost, the site locating al­
gorithm does not work. For these major reasons and numerous 
minor difficulties, ICON was deemed inadequate as a model to 
be employed in the analysis required to determine the optimum 
location of processing in the context of the problem being 
addressed. Thus, the conclusion was reached that a new model 
must be developed. 
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IV, THE MODEL 
A. General Description 
The model which has been developed for investigating the 
optimum location for processing within a hierarchical dis­
tributed processing system is called HONE (Hierarchically Or­
ganized Network Emulator)• The model is programmed in PL/I 
which was chosen primarily because data structures are sup­
ported by PL/I (61), Unlike arrays, data structure elements 
may have mixed attributes. An element of a data structure 
may be an array and arrays of structures are possible where 
each element in the array is a structure. This immense flex­
ibility of storing data items which have a particular order 
and logical relationship to each other simplifies the han­
dling of the large number of parameters involved in the de­
scription of a distributed processing network. The set of 
structures containing the network variables and the control 
parameters for running the program are maintained on a disk 
data set which is accessed by the program. The results of 
running the model are stored in a similar disk data set which 
can be used to replace the input data set for partial runs or 
making additions to a previously analyzed network. Modifica­
tion of the disk data sets is accomplished from a remote ter­
minal through the facilities of HYLBUB (97). The WYLBUB sys­
tem provides on-line interactive text editing capabilities 
that allow the user to create text, change and correct it. 
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search and display it, and save and retrieve disk data sets. 
In addition to these features HYLBUR has facilities for re­
mote job entry and retrieval from a remote terminal. 
To run HONE, the user logs on to WTLBUB from a terminal 
and requests the input data set which is copied from disk 
into the MYLBOR active file. If a few parameters are to be 
changed within the existing configuration, the user employs 
the edit feature of HYLBUR by specifying the line number of 
the data to be changed. The present line is then listed for 
the user who responds by typing the new values below the ex­
isting values. Only the changes need be typed, all other 
data in the line will be unaffected. If changes are to be 
made to the existing configuration such as increasing the 
number of jobs to be included in the system workload, the 
edit feature of HYLBOR is used to indicate the new number of 
jobs and jobsteps, and to set the HONE program control param­
eter indicating a new configuration is desired. When HONE is 
then executed, the output data set contains the complete 
input data set with additional lines for the new parameters 
to be added. These additional lines contain all zeros but in 
the proper format to be edited. After editing this output 
data set to indicate the desired parameters, the user stores 
it into the input disk data set. The execution of HONE is 
initiated from the teeminal through the «se of the remote job 
entry facilities of HYLBUR. The output from HONE and the 
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output data set can also be accessed by WYLBUR and examined 
at the terminal. If a CRT terminal is being used and a hard 
copy of the output is desired, WYLBUR commands can be execut­
ed to list the results on a line printer. 
B. Data Configuration 
The set of data structures used for the input to and 
output from HONE contains the hardware and software descrip­
tion of the network, the network performance parameters, and 
the control variables for HONE. These data structures are 
given the attribute EXTERNAL in the HONE program and its 
major subroutines. The variable names used in the discussion 
below are those used in the declared structures of the pro­
grams as listed in appendixes A through E. Table 1 shows the 
format of the actual input/output data set employed to 
communicate data values from the user to HONE and from HONE 
to the u SblT . Thë dâta 555S5 uScu. Xm t he X ûput/'Cu'wpU v dsta 
set have, in some cases, been expanded for clarity and, in 
other cases, abbreviated to save space. Where the name used 
in the input/output data set is not identical to that used in 
the structure, the input/output data set name is given in 
square brackets, [ ], following the name used in the struc­
ture. 
Tabla 1. Format of the input/output data set 
FUNCTION SELBCTION FOB THIS RON 
OSE (1> TO INDICATE FONCTION TO BE SELECTED 
INITIALIZE CALL CALL CALL CALL NEW NET 
TO DBFAULÏS JSTOP PTOS OSASS ANLÏZ CONFIG 
<1 > <0 > <0 > <0 > <0 > <1 > 
UPBOOMD-YALUES AND ALLOWABLE RANGES 
MSITiE MLIHE NSTEP NFCN Ni?ILB NJOB HLINE MPBOS NLEVL 
1/25 1/99 1/250 1/99 1/99 1/50 1/10 1/10 1/4 
3 2 6 3 3  2 4  1 0  2  
CTLPASM-VALOES AND ALLOWABLE BINGES 
I SEL XM THRSD KCENT TRAC PLIST(I) (2) (3) (4) 
BIT <99 99 <9999 BIT BIT 1/10 1/10 1/10 1/10 
0 00' 00 0 0 0 0 0 0 
PB0CE3S0B COMPATABILITÎ MATRICES 
PROS 
CFILE 
CFILE 
CFILE 
1 2 3 4 5 6 7 8 9 10 
1 0 0 0 0 0 0 0 0 0 0 
2 01 0 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 
PROS H 2 3 4 5 6 7 8 9 10 
CFCN 1 10) 0 0 0 0 0 0 0 0 0 
CfCN 2 0 0 0 0 0 0 0 0 0 0 
CFCN 3 a 0 0 0 0 0 0 0 0 0 
Table 1 (Coatioued) 
SIT8 DESCSIPTOBS 
STATUS XDIST YDIST PROS PBOS LOAD PfiOS UF 
0/2 <9999.9 <9999.9 1/10 M.MMMMESNN M. NUHHESNN 
SITE 1 0 0.0 0.0 0 0„0000E+00 0. OOOOE+OO 
SITE 2 0 0.0 0.0 0 OoOOOOE+OO O.OOOOE+OO 
SITS 3 0 0.0 0.0 0 O.OOOOE+OO O.OOOOE+OO 
LINKING LINE DESCRIPTORS 
INSITE FIHSITE L TYPE 
0/25 0/25 0/10 
LINE 1 00 00 00 
LINE 2 00 00 00 
L LOAD 
M.MMMMESNN 
O.OOOOE+OO 
O.OOOOE+OO 
L DP 
M.MMMMESNN 
O.OOOOE+OO 
O.OOOOE+OO 
CHABACIERISTICS OF AVAILABLE FfiOCESSOflS 
LVL# I RATE PFIHSTR SCNDSTE MEDIA CRAN BATE PCOST 
1/10 H. MMMME5NN M. MMMMESNN M. MMMMESNN CODE M.MMMMESNN <999999. 99 
PTYPB 1 0 0. OOOOE+OO 0. OOOOE+OO 0. OOOOE+OO 0 O.OOOOE+OO 00. 00 
PTYPE 2 0 0. OOOOE+OO 0. OOOOB+00 0. OOOOE+OO 0 O.OOOOE+OO 00. 00 
PTYPE 3 0 0. OOOOE+OO 0. OOOOE+OO 0. OOOOE+OO 0 O.OOOOE+00 00. 00 
PTYPE a 0 0. OOOOE+OO 0. OOOOE+OO 0. OOOOE+OO 0 O.OOOOE+OO 00. 00 
PTYPE 5 0 0. OOOOE+OO 0. OOOOE+OO 0. OOOOE+OO 0 O.OOOOE+OO 00. 00 
PTYPE 6 0 0. OOOOE+OO 0. OOOOE+OO 0. OOOOE+OO 0 O.OOOOE+OO 00. 00 
PTYPE 7 0 0. OOOOE+OO 0. OOOOE+OO 0. OOOOE+OO 0 O.OOOOE+OO 00. 00 
PTYPE 8 0 0. OOOOE+OO 0. OOOOE+OO 0. OOOOE+OO 0 O.OOOOE+OO 00. 00 
PTYPE 9 0 0. OOOOE+OO 0. OOOOE+OO 0. OOOOE+OO 0 O.OOOOE+OO 00. 00 
PTYPE 10 0 0. OOOOE+OO 0. OOOOE+OO 0. OOOOE+OO 0 O.OOOOE+OO 00. 00 
Table 1 (Coatinued) 
CHAHACTESISTICS OF AVAILABLE LINES 
XHSN BATE 
M.MMHMESNN 
LTYPB 1 J.OOOCE+QO 
LTYPE 2 0.00002+00 
LTYPE 3 O.OOOOE+OO 
LTYPE 4 O.OOOOE+OO 
LFCOST LVCST1 LVCST2 LVCST3 LVCST4 LVCST5 
<9999,9 
00.0  
00.0  
00 .0  
00.0 
<99.99 
0.00 
0.00 
0 .00  
0.00 
<99.99 
0.00 
0.00 
0 .00  
0.00 
<99.99 
0.00 
0.00 
0.00 
0.00 
<99.99 
0.00 
0.00  
0 .00  
0 .00 
<99.99 
0.00 
0.00 
0 .00  
0 .00 
SOFTWARE FONCTIONS 
FCNTYPE 1 
FCNTYFB 2 
FCNTYP'S 3 
I STEPS 
M.MMMMESNN 
O.OOOOE+OO 
O.OOOOE+OO 
O.OOOOE+OO 
FCNTSIZE 
M.M1NMESNW 
O'.OOOOE+OO 
O.OOOOE+OO 
Q.OOOOE+00 
FCNFSIZE 
M.MMMMESNN 
O.OOOOE+OO 
O.OOOOE+OO 
O.OOOOE+OO 
SOFTWARE FTLES 
FILETÏPE 1 
FIL ET ÎP S 2 
FILEPÏPU 3 
MEDIUS 
1/10 
0 
0 
0 
FILE SIZE 
M.MMMMESNN 
O.OOOOE+OO 
O.OOOOE+OO 
O.OOOOE+OO 
•es 
•P 
JOBS IN UO&KIOAD 
#JSTPS AEVL RATE BSPNS TIME FRSTEP# LASTEP* 
1/99 N.MNMMESNN M.MMMMESNN 1/250 1/250 
JOB 11 OlO O.OOOOE+OO O.OOOOE+OO 00 00 
JOB 2 00 O.OOOOE+OO O.OOOOE+OO 00 00 
Table 1 (Continued} 
JOBSTEPS IN JOBS 
EEQ BEQ MSG SP BQ OWN STP ASND L?L i &SGND 
FCH FIL LENGTH LV L? JOB » SITE PROS TIME LINE DLT 1 2 3 4 
<99 <99 M.MaaaESNN <4 <4 <50 <99 1/25 M.MaMMESNN M.MMMMESNN B B B B 
JSTP 1 0 0 O.OOOOE+00 0 0 0 0 0 O.OOOOB+00 O.OOOOE+00 0 0 0 0 
JSTP 2 0 0 O.OOOOE+00 0 0 0 0 0 O.OOOOE+00 O.OOOOE+00 0 0 0 0 
JSTP J 0 0 O.OOOOE + 00 0 0 0 0 0 O.OOOOE+00 O.OOOOE+00 0 0 0 0 
JSTP 4 0 0 O.OOOOE+00 0 0 0 0 0 O.OOOOE+00 O.OOOOE+00 0 0 0 0 
JSTP 5 0 0 O.OOOOE+00 0 0 0 0 0 O.OOOOE+00 O.OOOOE+00 0 0 0 0 
JSTP 6 0 0 O.OOOOE+00 0 0 0 0 0 O.OOOOE+00 O.OOOOE+00 0 0 0 0 
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1. Hardware 
The hardware to be used in the network implementation is 
described by the major structure called HRDWARE. This struc­
ture contains two minor structures which are arrays of struc­
tures describing the available processors (PTYPE) and commu­
nication lines (LTYPE). A description of the elementary 
items follows: 
In PTÏPT3 [CHARACTERISTICS OF AVAILABLE PROCESSORS], the 
elements are: 
PROS_LVL# [LVL#] - the processor level number indi­
cates the level of the hierarchy where this pro­
cessor is used. A one indicates the lowest lev­
el. 
IJPATB - the instruction execution rate for this pro­
cessor. The value used is normalized mips (mil­
lions of instructions per second). An eight bit 
byte is used as the basis for normalizing and a 
linear relationship is assumed based on processor 
word length; e.g., the normalized mips for a pro­
cessor having a 16 bit word length would be two 
times the actual mips. 
PEIRSTB - the net amount of primary random access 
storage, in kilobytes, available to the user. 
The net is found by deducting from the total ran­
dom access memory, the amount occupied by the 
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resident operating system. 
SCNDSTR - the amount of available on-line secondary 
storage in megabytes. An order of precedence is 
used to determine this value. If a system con­
tains non-removable disk and/or drum storage, the 
amount of this storage is assigned to SCMDSTB. 
If a system contains removable disks, the value 
given to SCNDSTR is the amount of on-line storage 
available on the removable disks. If magnetic 
tape is the only secondary storage available, 
then SCNDSTR will be equal to the maximum amount 
of on-line tape storage. This order of prece­
dence is necessary to realistically determine 
secondary storage capacity since, in the case of 
removable disks and tapes, the amount of storage 
can be expanded by simply loading another disk or 
tape. 
MDSPRT [MEDIA CODE] - a code representing the second­
ary storage media supported by this system. The 
code values are assigned as follows: 
1 - Removable disk 
2 - Fixed disk or drum 
3 - Magnetic Tape 
U - Removable disk and fixed disk or drum 
5 - Removable disk and magnetic tape 
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6 - Fixed disk or drum and magnetic tape 
7 - Removable disk, fixed disk or drum, 
and magnetic tape 
CHAN_BATE - the maximum input/output data transfer 
rate, in bytes per second, for this processor. 
PCOST - the monthly cost for this computing system. 
If the system is leased this is the monthly rent­
al. If the system is purchased, the purchase 
price is amortized over a fifty month period. 
LTYPE [CHARACTERISTICS OF AVAILABLE LINES], the ele­
ments are: 
XMSH_BATE - the transmission rate of this line type in 
bytes/second. Asynchronous transmission is as­
sumed with each eight bit byte preceded by a 
single start bit and followed by a single stop 
bit, 
LFCOST - the fixed cost associated with the use of 
this line. Generally, this is the cost of the 
common carrier's termination, the modems re-
guired, and any other hardware necessary to in­
terface the line to the computer. The cost is 
expressed in dollars/month considering monthly 
rental or 50 month amortization of purchased 
equipment. 
LVCOSTN - the variable charge for line use based on 
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the cost/mile charged by the common carrier. 
There are five rates representing varying dis­
tances: 
LVC0ST1 [LVCST1] - for distances beyond the 
local calling area to 25 
miles 
LVC0ST2 [LVCST2] - for over 25 miles to 100 
miles 
LVC0ST3 [LVCST3] - for over 100 miles to 250 
miles 
IVCOSTt» [LVCST4] - for over 250 miles to 500 
miles 
LVC0ST5 [LVCST5] - for over 500 miles 
2 J Software 
The software which is used by the jobs in the network is 
described by the major structure called SFTWARE. This struc­
ture contains two minor structures which are arrays of struc­
tures describing the functions (FCNTTPE) and files (FILETÏPE) 
which can be called by the user. The functions may be user 
written application programs or system library programs. The 
files, likewise, may be user created or system library files. 
A dèscEiptlon Of the elementary items follows: 
In FCNTÏPE [SOFTWARE FUNCTIONS], the elements are; 
I_STEPS - the number of normalized instruction steps 
executed in the performance of this function. 
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The value used should include the system overhead 
instruction steps as well as the actual function 
steps. An eight bit byte is used as the basis 
for normalizing and a linear relationship is as­
sumed based on processor word length. 
FCNTSIZE - the amount of main memory, in kilobytes, 
which must be temporarily allocated to this func­
tion. This storage may be for data accumulation 
or buffering, or for the function itself which is 
brought in from secondary storage for execution. 
This temporary allocation exists only while the 
function is executing. 
FCNFSIZE - the amount of main memory, in kilobytes, 
which is fixed in main memory for the execution 
of this function. This storage is dedicated to 
this function and will be resident in main memory 
at all times. It is assumed that only one copy 
need exist in the processor being used and any 
job requiring this function may use that copy. 
In FILETYPE [SOFTWARE FILES] the elements are; 
MEDIUM - a code representing the medium upon which 
this file is stored. The code values are as­
signed as follows: 
1 - Removable disk 
2 - Fixed disk 
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3 - Magnetic tape 
FILS_SIZE - the length of this file, in megabytes. It 
is assumed that only one copy of a given file 
need exist on each processor where a function 
executes which reguires this file. 
In addition to the structure, SFTBABE, one other struc­
ture is used in the description of the software files and 
functions. This structure is an array of arrays indicating 
the compatibility of each function with each processor type 
and each file with each processor type. The major structure 
is called PEOCOKP [PROCESSOR COHPATABILITÏ MATRICES], and the 
minor structures are CFILE and CFCN. The arrays contain bit 
data, 1*s and O's, indicating compatibility and incompatibil­
ity respectively. The user has the responsibility of deter­
mining the function-processor compatibilities since HONE has 
no way of determining the peripheral support or data generat­
ing devices at each processor. For example, a given function 
may reguire the reading of a card deck and will only be com­
patible with those processors having a card reader. The 
file-processor compatibilities are determined by HONE since 
they are dependent only upon media support and file size. 
la VOTj^loaâ 
The workload of the distributed processing network is 
described by two major structures, JOB and JOBSTEP. Each of 
these is an array of structures. The workload of the system 
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consists of a number of jobs with each job performing a num­
ber of jobsteps. A description of the elementary members 
follows: 
In JOB [JOBS IN WORKLOAD], the elements are: 
HO^JOBSTEPS [#JSTPS] -the total number of jobsteps 
included in this job. 
ARVL_EATE - the arrival rate of this job, expressed as 
jobs per second. 
RSPNS_TIME - the amount of time required to execute 
the job in seconds. HONE determines this value 
and places it in the output data set. 
FRSTEPt - the identification number of the first job-
step in this job. 
LASTEPt - the identification number of the last job-
step in this job. 
In JOBSTEP [JOBSTEPS IN JOBS], the elements are: 
BEQPCN [BEQ FCN] - the identification number of the 
function required by this jobstep. 
REQPILE [REQ FIL] - the identification number of the 
file required by this jobstep. 
HSG^LENGIH - the number of bytes of data to be trans­
ferred from this jobstep to the next. 
LVL_SPEC [ SP Ï.V ] - a code used to control the level to 
which this jobstep is assigned. 0 signifies that 
there is no preference, 1 signifies that there is 
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a preferred level, and 2 is used to indicate that 
a particular level assignment is required. 
BEQ_LVL [BQ LV] - the requested level number for a 
jobstep whose level specification code is 1 or 2. 
OWNING_JOB [OWN JOB] - the identification number of 
the job owning this jobstep. 
STEP# [SIP #] - the sequential number of this jobstep 
within the owning job*s jobsteps. 
ASGMD_SITE [ASND SITE] - the site to which HONE as­
signed this jobstep. 
PROS_TIME - the time, in seconds, calculated by HONE 
for the execution of this jobstep. 
LINE_DELAY - the line delay, in seconds, calculated by 
HCNE for the data to be transferred from this 
jobstep to the next. 
LV1_ASGN[ - a bit array indicating the level to which 
the jobstep was assigned by HONE. A 0 indicates 
that this jobstep is not assigned to the particu­
lar level, a 1 indicates the assigned level. 
Ua Network 
The description of the network configuration which is 
developed by HCNE is coaiaiaed la a aajor strustare called 
NETWORK. This structure includes two minor structures, SITE 
and LINE, each of which are arrays o£ stcuctucës. The only 
information tue user is required to provide in these arrays 
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are the locations of the fixed sites of the network. Any 
sites not initially specified will be optimally located by 
HONE. Any new sites created by HONE will be added to the ex­
isting sites. HONE will provide all of the line information. 
The elementary members of these two arrays are: 
In SITE [SITE DESCRIPTORS], the elements are; 
STATUS - a code representing the specificity of the 
site location. A 0 indicates a site which has 
not been assigned to any location. A 1 is used 
to indicate a site, which while given a location, 
can be moved. A 2 is used to indicate a fixed 
site. 
XDIST - the X coordinate, in miles, of this site in a 
two dimensional plane. 
ÏDIST - the I coordinate, in miles, of this site in a 
two dimensional plane. 
ASGHD_PRGS [PROS] - the type number of the processor 
assigned to this site. 
PROS_LOAC - the processing load carried by this pro­
cessor, expressed in normalized mips. 
Paos_Uf - the utilization factor of this processor. 
This factor gives a measure of a processor's ac­
tual use compared to its capability. 
In LINE [LINKING LINE DESCRIPTORS], the elements are: 
INSITE - the initial site for this line. 
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FINSITE - the final site for this line. 
L_TYPE - the type number of the line assigned to this 
link. 
L_LOàD - the communication load carried by this line 
expressed in bytes/second. 
L_OF - the utilization factor of this line. This fac­
tor gives a measure of a line's present load com­
pared to that which it is capable of handling. 
5. Control 
The structure UPBOUND [UPBOUND-VALUES AND ALLOWABLE 
RANGES] is used to convey to HONE the number of parameter 
sets the user is supplying in the input data set. These ele­
ments are: 
NSIÎE - the number of sites included in SITE. 
NLIME - the number of lines included in LINE. 
NSTEP - the number of jobsteps included in JOBSTEP. 
NFCN - the number of functions included in FCNTYPE. 
NFILS - the number of files included in FILETYPE. 
NJOB - the number of jobs included in JOB. 
MLINE - the number of line types in LTYPE. 
HPROS - the number of processor types in PTYPE. 
These values are all determined by the user. However, HONE 
can increase both NSITE and NLINE when new sites are re­
quired. 
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The portion of the input data set which has not yet been 
examined is required for the control of the execution of HONE 
and will be discussed later during the description of the op­
eration of HONE. 
C. Program Description 
The program structure of HONE consists of a main rou­
tine, HONE, and four major subroutines, JSTOP, PTOS, OSASS, 
and ANLÏZ, which are external to HONE and are called by HONE 
using an overlay technique. The data structures which con­
tain the network descriptors are identically declared and 
given the EXTERNAL attribute in the main procedure and the 
major subroutines. This allows all of the routines to have 
access to all of the network parameters with the name of each 
parameter remaining the same for all references to that pa­
rameter. A general description of the functions performed by 
each of the routines is given below. The source code list­
ings for the EL/I implementations of the routines can be 
found in appendixes A through E. 
Xa HONE 
The main routine HONE is the resident supervisor for all 
of the subroutines. HONE initially clears all of the data 
structures containing the system parameters and then loads 
the input data set from disk into the structures. Thus, any 
structure element not defined by the user has a default value 
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of zero. The next action of HONE is determined by the func­
tion selection parameters [FONCTION SELECTION FOR THIS RUN] 
in the input data set. These parameters allow the user to 
initialize the subroutine control parameters to the default 
values, to instruct HONE to sequentially call one or more of 
the subroutines, JSTOP, PTOS, OSASS, and ANIYZ, and to use 
HONE to create an output data set which can be used as an 
input data set for a new network confiqaratioa [NEW NET 
CONFIG]. If a new configuration is requested, all other 
function selection parameters are ignored. HONE calls the 
requested subroutines in the sequential order of JSTOP, PTOS, 
OSASS, and AMIYZ. After each requested subroutine has fin­
ished executing, control is returned to HONE and that subrou­
tine is transferred from main storage back to disk and the 
next requested subroutine is loaded into main memory for exe­
cution. After the last subroutine completes, HONE stores the 
output data structures into the output data set on disk and 
then terminates. 
2. JSTOP 
The main function of the subroutine, JSTOP, is to select 
an optimum processor for each level of the hierarchy and to 
assign each jobstep to a level. This has the effect of de­
termining the processor type on which each jobstep will be 
executed. The first action of jsTOP is to determine the com­
patibility of each file with each processor type. If file J 
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is compatible with a processor I, the structure element, 
PEOCOHP.CFILE (I,J), receives a bit value of 1; otherwise, it 
is set to 0. The compatibility decision is based on the me­
dium for the file and the media supported by the processor 
along with the file size. JSTOP then determines the values 
for the local structure, CJSTOP, which contains the Z array 
which indicates jobstep and processor compatibility and the 
LCL element which holds the number of the lowest compatible 
level on which each jobstep will execute. A jobstep J is 
compatible with a processor I if the function and file re­
quired by the jobstep are both compatible with that proces­
sor. The lowest compatible level for each jobstep is deter­
mined by scanning the list of processor types with which the 
jobstep is compatible and retaining the minimum level number 
among the level numbers for these processors. JSTOP next 
constructs an array which lists the possible processor types 
which can be used on each level in the order of ascending 
processor cost. 
The choice of a processor for each level is made by se­
lecting the first processor on the list (the least expensive) 
and then scanning all jobsteps whose lowest compatible level 
is this level. If all of these jobsteps are compatible with 
this processor, then this processor type number is assigned 
to fce used on this level. If all of these jobsteps are not 
compatible with this processor, the next processor on the 
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list is chosen and the jobstep scan is repeated. At the con­
clusion of this procedure, every level will have an assigned 
processor which is the least expensive processor capable of 
executing all of the jobsteps for which that level is the 
lowest compatible level. The control parameter, KCENT, in 
the input data set determines the assignment of jobsteps to 
the various levels. If KCENT is a 0, a decentralized assign­
ment is made with each jobstep being assigned to its lowest 
compatible level. If KCENT is a 1, a centralized assignment 
is made with each jobstep assigned to the highest level with 
which it is compatible. At the conclusion of JSTOP, a pro­
cessor type has been chosen for each level and each jobstep 
has been assigned to a particular level. 
E30S 
The primary function of PTOS is to determine the number 
of processors, d th^s, tho w%3bsr of sit^s o«i OuCh 
level. The algorithm which is used is an extension of the 
Partition-Merge Algorithm presented in (25). The jobsteps 
have been sorted onto assigned levels by JSTOP and the next 
step is to group the jobsteps into clusters on each level. 
Each cluster will ultimately contain the workload of a single 
processor of the type assigned to the level on which that 
cluster is located. The operation of the clustering algo­
rithm can best be illustrated by considering each jobstep to 
be represented by a 4-tuple, (i,j,k,l) where: 
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i = jobstep identification number 
j = originating site of the job which owns the job-
step 
k = preassigned site for this jobstep, 0 indicates 
that the jobstep does not have a preassigned 
site 
1 = higher level site for this jobstep, 0 indicates 
that the jobstep does not link to a higher level 
site 
Clustering starts on the highest level and proceeds one level 
at a time until the lowest level is reached. At each level 
the three stages of the clustering algorithm are implemented 
before moving to the next level. The first stage of the al­
gorithm creates clusters with the same j value. One cluster 
is made for each set of jobsteps which all belong to jobs 
having the same originating site. Stage two of the cluster­
ing algorithm combines clusters on the basis of k value; that 
is, any two or more clusters with the same preassigned site 
on this level are combined into a single new cluster. Before 
stage three is started, a structure, called MERGE, is created 
which lists those cluster pairs which are compatible based on 
the fact that they are k- and 1-compatible, Two clusters are 
k-compatible if neither has a preassigned site or if one has 
a preassigned site, the other has the same preassigned site 
or no preassigned site. Two clusters are 1-compatible if the 
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higher level sites satisfy conditions like those foe k com­
patibility. For each cluster pair placed in the MERGE struc­
ture a distance value is determined and stored in the DIST 
element of the structure, k representative location value is 
determined by summing the X coordinates and the ï coordinates 
of the originating sites for the owning jobs of each jobstep 
in one of the clusters. The total X and total Y are then di­
vided by the number of jobsteps within the cluster. This 
gives a weighted average X and Y; weighted by the number of 
jobsteps having the same owning job originating site and av­
eraged over the total number of jobsteps. The representative 
location (%',Y*) for the other cluster of the pair is found 
in the same way. The value placed in DIST is the distance, 
in miles, between the points (X,ï) and (X*,Y»). After all 
compatible pairs and their corresponding distances have been 
placed in MERGE, the structure is sorted on the variable DIST 
to place the cluster pairs in the order of increasing dis­
tance. This ordered MERGE structure is used in stage three 
of the clustering. In stage three, the resource requirements 
of the jobsteps included in the first cluster pair are evalu­
ated to determine if the total requirement is less than the 
capacity of the processor assigned to this level- If so« the 
first cluster of the pair is moved into the second by 
rêassigaing the jobsteps which were in the first cluster. If 
the cluster pair would overload the processor assigned to 
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this level, the merger is not made, and the next possible 
cluster pair is taken from the MEBGE structure to determine 
if merger is possible. Whenever a merger takes place in 
stage three, a new MEBGE structure is created and stage three 
is reentered. This process continues until no mergers are 
made in stage three. A new site is then created for each of 
the remaining clusters which does not have a preassigned 
site. The created site has a status of unassigned-floating, 
a location of X=Y=0, and is assigned the processor type for 
this level. If the cluster for which the new site is created 
has a specified higher level site, a new line is added having 
an initial site corresponding to the new site and a final 
site at the higher level site. After all new sites and lines 
have been added, PTOS returns to stage one with the nest 
lower level. This process continues until the clustering is 
completed for the lowest level. 
At this point in PTOS, the jobsteps have all been as­
signed to sites and interconnecting lines have been assigned 
between the sites. The line loading can now be calculated. 
For each jobstep which is followed by a jobstep belonging to 
the same job but located at a different site, a path is found 
shich leads to the succeeding site® The load on the line or 
lines in this path is increased by the required bytes per 
second found by taking the product of the message length be­
tween the jobsteps and the arrival rate of the job which owns 
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these jobsteps. After all the line loads have been accumu­
lated, a line type assignment is made for each line. The 
criterion used for choosing a line type is that the line load 
should be no more than 50% of the line capacity* 
The hierarchical network configuration is now specified. 
The total number of sites required has been determined. A 
processor has been assigned to each site and a site has been 
determined for each jobstep. Each required line has been 
specified and a line type for each line has been assigned. 
4. OSASS 
The function of OSASS is to optimally locate all float­
ing sites to minimize line costs. Two options are available 
based on the control parameter, ISEL. If the user specifies 
ISEL to be a 1, OSASS restricts the relocation of the float­
ing sites to the locations of the specified fixed sites. An 
unassigned site is simply given the coordinates of each of 
the assigned sites, retaining the coordinates and connection 
cost of the least expensive location so far. After all pos­
sible relocations have been tried, the unassigned site is 
given the coordinates of the assigned site where the lowest 
connection costs occurred. when all sites have been optimal­
ly assigned under the constraints of the mode of relocation, 
OSASS terminates and returns control to HONE. 
If the control parameter, ISEL, is a 0, OSASS employs an 
exhaustive, differential iterative technique to relocate 
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floating sites to an optimal location. This iterative tech­
nique sets up a grid of coordinate values and the connection 
cost of the least expensive point so far are retained. The 
grid is created by searching the coordinates of all sites 
connected to the site being relocated, in order to determine 
the largest and smallest X values and the largest and small­
est ¥ values. These values determine the boundaries of the 
grid. The fineness of the grid is determined by the control 
parameter, XN, which is set by the user to indicate the 
desired number of intervals to be placed between the minimum 
and maximum X and Y values. The application of this itera­
tive technique to each unassigned site takes place in two 
stages. The first stage is a preliminary locating stage 
which is required to distribute the new sites created by PTOS 
which were all given coordinates of X=Y=0. The preliminary 
locating stage uses only those connecting sites which are 
fixed or have been preliminarily located to determine the lo­
cation of a floating site. If all sites connected to a given 
site are floating, the site is not relocated at this time. 
The preliminary stage continues cycling through all sites, 
relocating the floating sites as possible until all floating 
sites have been preliminarily located. The second stage of 
the application of the iterative technique consists of a se­
quential relocation of each floating site to a point of rela­
tive lowest cost. OSàSS continues to cycle through the sites 
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until the cost improvement is less than the preset control 
parameter, THESE, or until the number of iterations exceeds a 
built-in maximum, presently one hundred. Control is then re­
turned to HONE, 
An internal subroutine is used to calculate the connec­
tion cost of a given site. The present cost calculation 
assigns a cost of zero and a line type of zero to any line 
which is less than 0.1 miles long under the assumption that 
this will be a hard-wired communication link. This assign­
ment allows HONE to be used for a system which includes a hi­
erarchy of processors at a single location. Any line which 
is longer than 0.1 miles but shorter than 7.5 miles and is 
type 1 or 2, is given a mileage dependent charge of zero 
based on the assumption that this will be a local line. 
At the conclusion of OSASS, every site will have an as­
signed location based on the relocation algorithm selected by 
the user. 
5j ANLYZ 
The main function of the subroutine, ANLYZ, is to deter­
mine the performance of the distributed processing network 
which has been developed. The load and utilization factor 
for the processing unit, main memory, and secondary storage 
of each processor are determined. The utilization factor of 
each line is found. An estimated processing time and line 
delay is determined for each jobstep assuming a Poisson ar­
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rival and exponential time distribution. The estimated job 
response time is determined from the accumulated time of all 
jobsteps contained in the job. Total communication costs and 
processor costs are calculated and control is returned to 
HONE. 
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T. AN EXAMPLE 
A. System Application Description 
The utility of the HONE program can best be illustrated 
by means of a specific example. The application chosen for 
the example consists of a system for the remote updating of 
files which are maintained at a centralized location. The 
workload of the system is composed of a number of similar 
jobs which originate from different locations. Table 2 
summarizes the jobstep composition of each of these jobs. 
The first jobstep of each job must be initiated by the 
operator of the terminal which is the origin for that job. 
The terminals employ a cathode ray tube and keyboard for com­
munication with the operator. Each terminal has the facili­
ties for local cursor control, backspace/replacement correc­
tion, protected fields, and block transmission of keyboard 
generated data. The operator uses the keyboard to enter data 
to the screen and corrections can be made as necessary. When 
the desired message has been composed, the operator uses the 
•SEND* key to transmit the entire block of data. The first 
block of data, jobstep 1, is a message having an average size 
of 100 bytes. This message identifies the file which is to 
be modified and the type of modification which is to be per­
formed. 
The message is received by the system's input-output 
handler and buffer routine, in jobstep 2, which collects the 
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Table 2* Composition of jobsteps foc jobs in the example 
workload 
JOBST BP FCN ISTEPS 
FCN 
TSIZE 
Kbytes 
FCN 
FSIZE 
Kbytes 
MSG 
LENGTH 
bytes 
FILE 
FILE 
SIZE 
Mbytes 
1 1 O.OE+0 0 0 100 0 0 
2 2 7.5E+3 0 8 250 0 0 
3 3 6.0E*» 8 8 1000 1 0.05 
4 1 O.OE+0 0 0 250 0 0 
5 2 7.5E+3 0 8 250 0 0 
6 H  1.0E+5 16 2 1600 2 0.03 
7 5 6.0E+5 128 64 1600 3 400 
8 2 7.5E+3 0 8 1600 0 0 
9 1 U.OE+O 0 0 25 0 0 
10 6 7.5E+2 0 8 25 0 0 
11 7 1.0E+5 128 64 1000 3 400 
12 3 6.0E+4 8 8 1000 1 0.05 
13 1 O.OE+0 0 0 0 0 0 
block of data and makes an initial interpretation to deter­
mine the next task which is to be performed. In this case it 
is jobstep 3, which prepares an output to assist the operator 
in the formatting of the updated data. This output routine 
further interprets the operator's initial message to deter­
mine the type of file modification which is reguired. Based 
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on this determination, one of a number of standard forms is 
retrieved from secondary storage and is transmitted to the 
terminal where it is displayed to the operator. The keyboard 
is then used to enter the required data in the appropriate 
unprotected fields of the displayed form. After the data has 
been entered and corrected as necessary, the operator sends 
this data block to the system, which completes jobstep 4. 
The input-output handler and buffer routine receives this 
transmission, in jobstep 5, and determines the next function 
which must be performed. This next function, jobstep 6, is a 
routine which checks the validity of the format of the data 
against that required by the file update which has been re­
quested. After the verification, the data is reformatted as 
required by the file and a request is made for access to the 
file. This request initiates jobstep 7 which locates the 
file in secondary storage, reads the file into primary stor­
age, and performs the necessary modifications. The modified 
version of the file is then written into a temporary file in 
secondary storage and also passed to the input-output handler 
to be transmitted to the terminal in jobstep 8. When the 
updated version of the file is displayed on the screen, the 
operator visually verifies the correctness of the updated 
file. A short message is then transmitted to the system by 
the operator, in jobstep 9, to acknowledge the validity of 
the updated file. The input monitor and buffer receives this 
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message, in jobstep 10, and calls the file replacement rou­
tine. The function of this routine, during jobstep 11, is to 
retrieve the updated version of the file from the temporary 
location in secondary storage and to release that location 
for future use. The routine then replaces the original copy 
of the file with the updated version. At the successful con­
clusion of this replacement, a completion message is passed 
to the output routine. In jobstep 12, the output routine 
retrieves the proper message from secondary storage and 
transmits it to the terminal where it is displayed to the op­
erator in jobstep 13. The job is thus concluded and the sys­
tem is prepared to accept a new job when one is initiated by 
the terminal operator. The procedure described is that of 
normal operation and contingency responses must be provided 
in case of malfunction or operator error. However, the as­
sumption must be made that the bulk of the transactions will 
be normal in any acceptable system implementation. This ex­
ample is directed toward the examination of that normal oper­
ation . 
Two different hardware configurations will be analyzed 
by the HONE program, a centralized system and a distributed 
system. In both cases, twelve input/output terminals are 
provided with three terminals at each of four locations. The 
master files to be updated are stored at a central location 
in both configurations. The computer system at this central 
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location performs many other tasks in addition to the file 
maintenance. However, this example is concerned only with 
the workload on the central system created by the requests 
for file modification. Appendix F shows the input data set 
used for the centralized configuration. The input data set 
for the distributed configuration is given in appendix I. 
Note that the value of the control parameter, KCENT, is a one 
for the centralized version and a zero for the decentralized, 
or distributed, version. In both cases the average job ar­
rival rate is twenty jobs per hour at each terminal. Thus, 
each operator will be initiating a new job every three min­
utes. The keyboard entry time for the messages which the op­
erator must supply to the system will require approximately 
two minutes» Consequently, a satisfactory implementation 
must have a job response time of less than one minute* 
B. Results and Discussion 
Appendixes G and H show the output of the program HONE 
for the centralized configuration resulting from the input of 
the data set of appendix F. The output which occurs during 
the execution of HONE with the trace disabled (TRAC=0) is 
given in appendix 6. In this mode, the subroutines, JSTOP, 
PTOS, and OSASS, provide only completion messages. The sub­
routine, ANLYZ, lists the details of the line and processor 
loading, response time, utilization, and cost. At the con­
clusion of the execution of the subroutines of HONE, the out­
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put data set is stored on disk by the major program. The 
output data set for this run is presented in appendix H. The 
format of the output data set is identical to that of the 
input data set in order to facilitate iterative runs which 
have only minor modifications from one run to the next. Ap­
pendixes J and K are the results of the execution of HONE for 
the distributed configuration using the input data set of ap­
pendix I. 
The hardware configurations devised by HONE for the cen­
tralized and distributed solutions are schematically summa­
rized in figures 2 and 3. In the centralized version, only 
two levels of processor hierarchy occur since the centraliza­
tion algorithm moves all processing to the highest compatible 
level, in this case, level tt. The input/output terminals on 
the first level are each connected by a 120 byte/second (type 
2) line to the central location. In the distributed version, 
three levels of processor hierarchy are employed. The first 
level consists of eight of the twelve input/output terminals 
arranged with two at each of the four remote locations. Each 
of these pairs of terminals is connected directly (type 0 
line) to a level 2 computer system containing an input/output 
terminal, a microcomputer, and floppy disk secondary storage. 
These resources are sufficient to provide the third 
input/output terminal for that location and to execute all of 
the software functions which require processing power except 
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Figure 2. Centralized hardware configuration 
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Figure 3. Distributed hardware configuration 
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for those which must access the centrally located master 
file. The level 2 processors are each connected to the cen­
tral location with a 240 byte/second (type 3) line. Each 
level 2 processor provides local service to the three 
input/output terminals at a remote location and handles the 
necessary communication with the central system for all three 
ter minais. 
The results of the HONE runs show that the distributed 
configuration provides a shorter job response time and lower 
system cost than the centralized configuration. Each job re­
quires 41.5 seconds of computing and communication time on 
the centralized system and only 27.3 seconds on the distrib­
uted system. This represents a 34% reduction in the response 
time. Both configurations require the same central computer 
system for storage of the master files. Thus, the costs 
which are significant in a comparison between the two config­
urations are those for all processors and lines except the 
central computer system. For the centralized configuration 
these processor and line costs total $2507.28 per month. 
These costs for the distributed system are $1563.76 per 
month, which represents a 37% savings. 
The hardware and software maintenance costs, the system 
reliability, and system expansion capabilities are more dif­
ficult to quantify but can be examined subjectively- The 
distributed system executes the same software functions as 
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the centralized system. The primary difference in the soft­
ware between the two configurations is the replication of 
those functions which are distributed to level 2. The addi­
tional software maintenance required by having four copies of 
the same program at four remote locations will be due primar­
ily to the fact that the software is remote relative to the 
location of the systems personnel. However, the communica­
tion links between level 2 and level 4 can be used during 
maintenance for uploading and downloading of software. The 
hardware maintenance costs could possibly be slightly higher 
for the distributed system. The four microcomputer systems 
used on level 2 of the distributed configuration may require 
more maintenance than the additional eight communication 
links of the centralized system. This can not, though, be 
predicted with much certainty. 
The reliability of these systems can best be examined by 
observing the effect of a system component failure on the 
availability of the system to the users. The centralized 
configuration has only two modes of failure. If the central 
computer system is out of service, all of the users are 
idled. If any communication link or any input/output termi­
nal is out of service, only the user of that specific compo­
nent will be affected. The distributed configuration has 
more modes of failure- However- with some additional soft­
ware at level 2, the system availability to the users can 
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actually be increased. This additional software would use 
the secondary storage available on level 2 to accumulate the 
file updates from the users whenever the central computer 
system or a communication link to the central location is out 
of service. When the central system or link cones back on­
line, the file updates and verifications are processed using 
these accumulated inputs. The failure of a level 2 computer 
system will idle only the three users who are connected to 
that system and the failure of an input/output terminal will 
affect only the user of that terminal. With the suggested 
software modification on level 2 of the distributed system, 
all four of the level 2 computer systems or all twelve of the 
input/output terminals must be simultaneously out of service 
for all twelve users to be idled. These conditions are far 
less probable than the failure of the central computer system 
in the centralized configuration. 
The system expansion capabilities will be examined by 
considering the costs incurred in modifying each of the con­
figurations in order to respond to an increase in the work­
load which overloads the present system. Such an increase 
corresponds to an average system job arrival rate which 
exceeds that which can be handled by the twelve operators. 
The expansion of the centralized configuration requires the 
addition of a terminal and communication link for each new 
remote station to be added. The cost of each new station at 
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any of tbe present remote locations is $208.94 per month. 
The distributed configuration can be expanded by at least one 
more terminal at each remote location with only the expense 
of the terminal itself, $30.00 per month. The expansion 
would take advantage of the excess capacity in the communica­
tion link from level 2 to level 4 which is only 30% utilized 
in the present configuration. A slight increase in job re­
sponse time would accompany such an addition. The level 2 
processor can easily handle the increased computing load. 
Further expansion of the distributed system would require 
communication links with more capacity and more primary memo­
ry in the level 2 processors. However, the communication 
link capacity can be doubled for $60.00 per month and the 
messcEy capacity can be doubled for $30 «00 per month « Thus, 
the job handling capability of a remote station can be dou­
bled to six input/output terminals for $180.00 per month in 
the distributed configuration. This is less than the cost of 
adding a single terminal to the centralized configuration. 
The analysis of the HONE runs for this example indicates 
that the distributed configuration has a lower initial cost, 
provides better job response times, is more economically ex­
panded. and can have higher availability to the user than the 
centralized configuration. The hardware and software mainte­
nance costs may be somewhat less for the centralized configu­
ration. 
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Two further observations of the HONE runs can be made. 
First, the central computer system was assumed to be perform­
ing many other tasks in addition to the file updating re­
quired in this example. The centralized configuration re­
quires 4.2% of the central computer system's processing 
capacity. The distributed configuration requires 3.1% since 
some of the processing takes place in the level 2 processors. 
Whifle the difference is small, it makes available 1.1% of 
the processing capacity of a computer system which costs 
$13,103.40 per month. The value of this capacity can be rel­
atively significant in further demonstrating the superiority 
of the distributed configuration. The second observation is 
that less than 1* of the available processing capability is 
utilized ii the four level 2 processors in the distributed 
configuration. However, the addition of these processors 
results in a reduction of more than 30% in both the remote 
system cost and the job response time compared to the cen­
tralized configuration. This result points out the signifi­
cant advantage of designing a distributed processing network 
as a total system rather than a collection of individual pro­
cessors connected by communication links. The commonly held 
idea that any computer must be utilized to nearly its full 
capability is obsolete in view of present cost trends. To 
justify the purchase of the four level 2 processors which 
have over 99* idle time would be next to impossible without 
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noting the effect on the total system performance and cost. 
This particular example was constrained in order to il­
lustrate not only the use of HONE, but also, the superiority 
of the distributed configuration over the centralized config­
uration for a commonly occurring workload. The primary con­
straint was that all sites were initially fixed and not 
relocatable by HONE. Therefore, the full power of the HONE 
program was not invoked. This example does illustrate that 
the HONE program provides a means for designing and analyzing 
hierarchically organized distributed processing systems and 
of performing these functions rapidly. The HONE run for the 
centralized configuration required 7.5 5 seconds of computer 
time and the run for the distributed system required 14.27 
seconds. 
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71, CONCLUSIONS 
This investigatiou has resulted in the development of a 
powerful tool for the design and analysis of hierarchically 
organized distributed processing networks. This tool, a com­
puter model called HONE, is a significant extension of previ­
ous work due to its capability for resource representation, 
its ability to minimize hardware and communication costs, and 
its flexibility in representing system workloads. The model 
provides not only the system configuration, but also analyzes 
the performance of the system. Once a configuration has been 
determined, HCNI can be used to study the sensitivity of the 
system to adjustments in workload, availability of sites, or 
other system component changes. The model provides for total 
distributed processing system design. The importance of 
designing the total system was illustrated by an example 
which showed that in a particular case? the total system per­
formance could be increased while dramatically reducing 
costs. These results were obtained by adding a level of pro­
cessors which were only 1% utilized. 
The HONF model was the result of an investigation di­
rected toward the examination of distributed processing net­
works in order to evaluate the performance of such networks 
as a function of the network configuration. The goal was to 
determine a system design which would be most likely to mini­
mize the total cost for performing each task of a general 
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system workload in view of present cost trends. A hierarchi­
cally organized network structure was found to provide the 
flexibility necessary to optimally execute the hierarchy of 
tasks in a general workload. The hierarchical structure can 
employ the extant hierarchy of computing hardware to decrease 
task response time and total task cost relative to other net­
work structures while increasing availability and expansibil­
ity. 
With the general network structure determined, a model, 
called HONE, was developed to serve as an instrument to as­
sist in configuring a network and to analyze the performance 
of the resulting network. The initial data presented to the 
model consists of the parameters used to describe the proces­
sor and line types, which can be selected to configure the 
network, and the workload description, including the loca­
tions of the originating and terminating sites. The HONE 
program selects an optimum processor for each level of the 
hierarchy and assigns each jobstep to a level. For a decen­
tralized, distributed system each jobstep will be assigned to 
the lowest level with which it is compatible. HONE then 
groups the jobsteps into clusters at each level. Each clus­
ter will ultimately contain the workload of a single proces­
sor of the type assigned to the level where the cluster is 
located. The jobsteps are combined into clusters by means of 
an algorithm which will minimize communication costs. The 
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message traffic between clusters is determined and a communi­
cation line type is assigned for each link. 
The hierarchical network configuration has now been 
specified by HONE. The total number of required sites has 
been determined and a processor has been assigned to each 
site. The jobsteps have been distributed to specific sites 
and communication line requirements have been found* The 
HONE program then optimally locates all of the sites which do 
not have a specified location. The performance of the net­
work is then determined by HONE. The loading of the proces­
sors and lines is found and the system costs are calculated. 
The model provides the system designer with a tool for the 
rapid and economical determination of the optimum location 
for processing within a distributed processing network in 
order to achieve near minimum cost computing for a given set 
of cost parameters. 
The tacit assumption throughout this investigation was 
that each user would be charged only for the cost of the sys­
tem resources required to perform that user's task. This im­
plies that if a small number of the users of a system require 
a high level processor, that the cost of that processor is 
divided among those users. If the processor is underuti­
lized, the task cost for these users may be high, even though 
it is minimized for the given workload. The system designer 
should recognize cases such as this as representing an 
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incomplete hierarchy from the results of the HONE program. 
To complete the hierarchy, the designer should consider shar­
ing the required high level processors with other incomplete 
hierarchies « 
The utility of the HONE program was demonstrated by the 
use of a specific example. The model was applied to the com­
monly occurring application of updating master files from 
several remote locations. Two different hardware configura­
tions were developed and analyzed by HONE, a centralized, two 
level network and a distributed, three level network. The 
analysis showed that distributing the processing power of the 
system resulted in a savings of approximately one-third in 
system cost while decreasing the job response time by a simi­
lar amount when compared to the centralized system. 
The HONE program has been found to be a valuable instru­
ment for the investigation of hierarchically organized dis­
tributed processing networks. However, the use of HONE and 
the results achieved point to many areas where future study 
might be undertaken in order to advance the understanding of 
such networks. One area is in the characterization of work­
loads. The development of an accurate description of the 
normal workload of a proposed system is a necessary part of 
the design of that system. The extraction of essential fea­
tures of the workloads for specxfxc applications should b€ 
attempted. The model, HOME, could be further refined to in-
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elude other factors which are part of the total job response 
time. The input/output time delays are presently considered 
by the user of HONE as additional to the job response time 
given by the model. The average delay in transferring data 
to and from secondary storage is considered in the present 
model as an additional instruction step load. The 
input/output and secondary storage delays could be considered 
as separate parameters in a refined version of the model. 
The inclusion of reliability and availability information in 
the model should be investigated. If data were supplied on 
the mean time between failures and the mean time to repair 
for the various system components, the model could possibly 
provide reliability predictions to the system designer. The 
predictions might include the modes of failure and the effect 
of each mode on system availability. 
A system design has been proposed which can meet stated 
performance criteria and is most likely to minimize the total 
cost for each task of a general task mix for a number of 
users grouped at both local and remote sites. A model of 
this system design has been developed which provides a gener­
al framework to enable the rapid and economical determination 
of the optiaaa configuration and the analysis of the perform­
ance of this configuration. 
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IX. APPENDIX A: 
LISTING FOB THE BODTINE HONE 
HCNE: PROC OPTIONS (MAIN); 
DCL 1 NETWORK EXTERNAL, 
2 SITE (25) , 
3 STATUS DEC FIXED (1) INIT((25)0), 
3 XDIST DEC FIXED (5,1) INIT((25)0), 
3 TDIST DEC FIXED(5,1) INIT((25}0), 
3 ASGSD PROS DEC FIXED [2) INIT((25)0), 
3 PBOS_LOAD DEC FL0AT(5.) INIT((25)0), 
3 PBOS_UF DEC FLOAT (5) INIT ( (25)) 0) , 
2 LINE (99) , 
3 INSITE DEC FIXED (2) INIT((99)0), 
3 FINSITE DEC FIXED(2) INIT((99)0), 
3 L TÏEE DEC FIXED(2) INIT((99)0), 
3 L^LOAD DEC FLOAT (5) INIT((99)0), 
3 L_UF DEC FLOAT (5) INIT((99)0); 
DCL 1 RRDWARE EXTERNAL, 
2 PTYPE(IO) , 
3 PEOS_LVLt DEC FIXED(ll) INIT((10)0), 
3 I SATE DEC FL0AT(5) IMIT((10)0), 
3 PRiaSTR DEC FLOAT (5) INIT((10)0), 
3 SCNDST5 DEC FLOAT (5) INIT((10)0), 
3 MDSPBT DEC FIXED (2) INIT((10)0), 
3 CHftN_RATE DEC FLOAT(îi) INIT((10)0), 
3 PCOST DEC FIXED(8,2) INIT((10)0), 
2 LTIPE(IO) , 
3 XRSN RATE DEC FL0AT(5) INIT((10)0), 
3 LFCOST DEC FIXED (5,1) INIT ( (1 0) 0) , 
3 LVCSI1 DEC FIXED (4,2) INIT ((10)0), 
3 LVCSÎ2 DEC FIXED (4,2) INIT ((10)0), 
3 LVCST3 DEC FIXED (4,2) INIT ((10)0), 
3 LVCSI4 DEC FIXED (4,2) INIT((10)0), 
3 LVCSTS DEC FIXED (4,2) INIT ((10)0); 
DCL 1 SFTSARE EXTERNAL, 
2 FCNTYPE(99), 
3 I STEPS DEC FLOAT (5) INIT((99)0), 
oj 
3 rCMTSIZfi DEC FLOAT (5) INIT((99)0), 
3 FCNPSIZE DEC FLOAT (5) INIT((99)0), 
2 FILEIYPEC99) , 
3 MEDIUM DEC FIXED (2) INIT((99)0), 
3 FELE.SIZE DEC FLOAT (5) I NIT ( ((99) 0) ; 
DCL 1 JOB (50) EXTERNAL, 
2 NO JOBSTEPS DEC FIXED(2) INIT ( |(50) 0) , 
2 AaVL_HATE DEC FLOAT (5) INIT ((50)0), 
2 BSPHS_TIME DEC FL0AT(5) INIT((50)0), 
2 FBSTEP# DEC FIXED(3) INIT((50)0), 
2 LASÏEPi DEC FIXED(3) INIT((50)0); 
DCL 1 JOBSTBP(250) EXTERNAL, 
2 R3QFCN DEC FIXED (3) INIT ( (250) 0) , 
2 EBQFILE DEC FIXED(3) INIT( (250) 0) , 
2 MSG LENGTH DEC FLOAT (5) INIT ( (250) 0) , 
2 LVL„SPIC DEC FIXED (1) INIT ( (250) 0) , 
2 BSQ IVL DEC FIXED (1) INIT( (250)0), 
2 OMKING.JOB DEC FIXED (2) INIT ((250) 0), 
2 STEP# EEC FIXED (2) INIT ( (250) 0) , 
2 A3GIID SITE DEC FIXED (2) INIT ((250) 0), 
2 P80:S_TIHE DEC FLOAT (5) INIT( (250)0), 
2 LI»E_DIY DEC FLOAT (5) INIT ( (250) 0) , 
2 LVL ASGND(U) BIT(1) INIT ((1000) (1) «0» 
DCL 1 PBOCOHP(IO) EXTERNAL, 
2 CFILE(99) BIT(1) INIT((990) (1) *0'B), 
2 CFC!I(99) BIT(1) INIT ((990) (1) 'O'B); 
DCL 1 UPBOUHD EXTERNAL, 
2 NSITE DEC FIXED (2), 
2 NLIHE EEC FIXED (2) , 
2 NSTEP DEC FIXED(3) , 
2 NFCH DEC FIXED (2), 
2 NFILE DEC FIXED(2), 
2 HJOB DEC FIXED (2), 
2 SLIHE DEC FIXED(2) , 
2 SPEOS DEC FIXED(2), 
2 NLEVEL DEC FIXED(I); 
DC I. 1 CTLP18M EXTERNAL, 
2 IS EL EIT(1), 
2 XS DEC FIXED(4), 
2 TBBISD DEC FIXED(U) , 
2 KCEST BIT(1), 
2 TRAC BIT(1) , 
2 PLIST(«) DEC FIXED (2); 
DCL 11 1JUP3C)0HD, 
2 NNSITE DEC PIXED(2), 
2 NNLIHE DEC FIXED(2), 
2 NNSTEP DEC FIXED (3), 
2 NNI'CN DEC FIXED(2), 
2 NNFILE DEC FIX ED (2), 
2 NNJfOB EEC FIXED(2) , 
2 US LI HE DEC FIXED (2), 
2 NHPBOS DEC FIXED (2), 
2 HNLETEl DEC FIXED (1); 
DCL HDBPS(4) CHAB (60) ; 
DCL IND2F BIT (1) ; 
DCL gjISTOP BIT(1) ; 
DCL OPTOS BIT(1) ; 
DCL IIOSASS BIT (1) ; 
DCL OAMLÏZ BIT (1); 
DCL «DIMBT BIT(1) ; 
DCL HI)UP(3) CHAB (64) ; 
DCL aDCP(3) CHAR (65); 
DCL HDPC1 CHAE(48); 
DCL HDPC2 CHAR (9) ; 
DCL CUD CHAB (7) ; 
DCL PID(IO) FIXED DEC(2); 
DCL PCID CHAB (7) ; 
DCL CFLID CHAR(7); 
DCL CFSID CHAR (7) ; 
DCL HDNS(3) CHAB (62); 
QCL HSID CHAR (5); 
DCL HDtliL(3) CHAR (62); 
DCL SLID CHAB(5) IHIT(»LINE •); 
DCL HDaP(3) CHAR (80) ; 
DCL HPID CHAR (6) ; 
DCL HDEL{3) CHAR (80); 
DCL HLID CHAR (6) ; 
DCL HD.PH(3) CHAR (55); 
DCL 3 F MID CHAR (8) ; 
DCL HDFL(3) CHAR (36) ; 
DCL SFLID CHAB(9) ; 
DCL HDJB(3) CHAR (60) ; 
DCL JBID CHAR (4) ; 
DCL HDJS (4) CHAR (80) ; 
DCL JSID CHAR (5) ; 
DCL ÏNFILE FILE INPUT STREAM; 
DCL OUTFILE FILE OUTPUT STREAM; 
PUT PAGE; 
/» GET BUM PA8MS V 
GET FILE(INFIL3) EDIT 
(HDRPS) (B(FHDRP)) 
(INDEF, UJSTOP,UPTOS,UOSASS,UANLYZ, NONET) 
(R(PIRPM) ) 
/* GET OPBOUMC »/ 
GET FILS(INFIiE) SKIP (3) EDIT 
(HDUP) (R (FBDUP) ) 
(UPBOUND) (R (FOPBD) ) 
(HUPBOUHD) (R(FUPBD)) ; 
/• GET CTLPABH */ 
GET FILE(INFILE) SKIP (3) EDIT 
(HDCP) (R(FHDCP) ) 
(CTLPABH) (E (FCLPM) ) ; 
/* GET PR3C0MP.CFILE */ 
GET FILE(ISFILE) SKIP(3) EDIT 
(HDPC1) (R(FHDPI) ) 
(HDPC2, (PID(I) DO 1=1 TO MPBOS)) (K (FHDP2) ) 
((CFLID,JJ,(PEOCOMP,CFILE (I,J) DO 1=1 TO MPBOS) 
DO J=1 TO NFILE)) (B(FPCP)) ; 
/* GET PBOCOMP.CFCN */ 
GET FILE{INFILE) SKIP{4) EDIT 
((CPNID.JJ, (PBOCOMP.CFCN (I, J) DO 1=1 TO MPBOS) 
DO J=1 TO NFCN)) (E(FPCP)); 
/* GET NETWORK.SITE */ 
GET PIIE(INFILE) SKIP(3) EDIT 
(HONS) (B (FHDN) ) 
((NSID,JJ, NETWORK. SITE (J) DO J=1 TO NSITE)) 
{B(FNTHS)); 
/* GET NET WOE K. LINE */ 
GST FILE(INFILE) SKIP(3) EDIT 
(HDBL) (R(FHDN)) 
((NLID,JJ,NETWOBK. LIHE(J) DO J=1 TO NLINE)) 
(R (FNTHL) ) ; 
/» GET HRDWfiRE.PTYPE */ 
GET FIIE(INFILE) SKIP(3) EDIT 
(HCHP) (E(FHDHP)) 
( (HPID,JJ,HEDWASE. PTYPE(J) DO J=1 TO MPfiOS) ) (E (FHDWP) ) 
/» GET HEDWIRE.LTYPE */ 
GET FIIE(INFILB) SKIP(3) EDIT 
(HDHL) (fi(FHDHL)) 
( (HLID,JJ,HRDWAaE. LTYPE(J) DO J=1 TO MLINE) ) (R (FHDWL) ) 
/* GET SFTWAKE.FCHTYPE */ 
GET FILE(INFILE) SKIP(3) EDIT 
(HDFN) (B (FHDFN) ) 
((SFNID,JJ,SFTWABE.PCNTYPE(J) DO J=1 TO NFCN)) 
(R(FSWFN)) ; 
/* GET SFTWilRE.FILETYPE •/ 
GET FILE(INFILE) SKIP(3) EDIT 
(HDPL) (S (FHDFL) ) 
((SFLID, JJ,SFTWARE.FILETYPE (J) DO J=1 TO NFILE)) 
(B(FSWFL)) ; 
/» GET JOBS */ 
GET FILE(INFILE) SKIPK3) EDIT 
(HDJB) (R(FHI)JB)) 
( (JBID,JJ, JC)B(J) DO J=1 TO NJOB) ) (B(FJOB) ) ; 
/• GET JOBSTEPS */ 
GET FIIE(INFILE) SKIP(3) EDIT 
(HDJS) (R (FHIUS)) 
((JSID,JJ, JOBSTEP(J) DO J=1 TO NSTEP) ) (R (FJBSP) ) 
/• SET DATA FORMAT FOR NEW NETWORK CONFIGURATION */ 
IF NONET THEN DO; 
NSITE=NKSITE; 
NLIJIE=NHLIHE; 
NSTEP=NNSTEP; 
NFCW=NNFCN; 
SFILE=NNFILE; 
NJOB=NNJOB; 
MLINE=NM1INE; 
MP180S=MMPE0S; 
Nt;EVEI=NNLEVEL; 
GOTO COTPUT; 
END; 
/* INITIALIZE DEFAULTS */ 
IF INDEF THEN DO; 
KCENT='0'B; 
ISE1=«0*B; 
XH=100; 
THRSD=1; 
TRAC='0'B; 
PIIST(1)=0; 
P1IST(2)=0; 
PLIST{3)=0; 
PLIST(I») =0; 
END; 
/» CALL JOESTEP TO PROCESSOR ASSIGNMENT */ 
IF UJSTOP THEN CALL JSTOP; 
/* CALL PROCESSOR TO SITE ASSIGNMENT •/ 
IF OPTCS THEN CALL PTOS; 
/» CALL OPTIMAL SITE LOCATOR •/ 
IF OOSASS THEM CALL OSASS; 
/» CALL ANALYZER */ 
IF lOANLYZ THE» CALL ANLÏZ; 
/* POT RDNPABMS »/ 
OOTPDT: POT FILE(OOTFILE) EDIT 
<HDRPS) (R(PHDEP)) 
<'<'fINDEF,'<',DJSTOP,•>•,»<•,UPTOS,•>•, 
'<*,OOSASS,' >• / <*,UANLYZ,*>*,'<*,NONET,*>*) 
(B (FRPRH) ) 
/• PUT OPBOOND */ 
PUT FILE(OOTPILE) SKIP (3) EDIT 
(HDUP) (E (FHDOP) ) 
(OPBOOND) (S (FOPBD) ) ; 
/* POT CTLP&RM V 
POT FILE (OOTFILE) SKIP(4) EDIT 
(HDCP) (F(FHDCP) ) 
(CTLPARM) (K (FCLPM) ) ; 
/* POT PEOOOMP.CFILE */ 
POT FILE (OOTFILE) SKIP (3) EDIT 
(HDPC1) (R(FHDPI) ) 
(HDPC2, (PID(I) DO 1=1 TO MPROS) ) (R (FHDP2) ) 
( (CPLID, J, (PROCOHP.CFILE(I,J) DO 1=1 TO MPROS) 
DC J=1 TO NFILE))(H(FPCP)); 
/* POT PROOOHP.CFCN */ 
POT PILE (OOTFILE) SKIP (3) EDIT 
(HDPC2, (PID(I) DO 1=1 TO MPROS)) (R (FHDP2) ) 
((CFNID,J, (PBOCOMP.CFCN(I,J) DO 1=1 TO HPBOS) 
DO J=1 TO NFCN)) (R(FPCP)) ; 
/* POT NETWORK.SITE */ 
POT FIIE(OUTFILE) SKIP (3) EDIT 
(HDSS) (R(FHDN) ) 
((NSID, J, NETWORK.SITE (J) DO J=1 TO NSITE) ) 
(E (FNTHS)) ; 
/* PUT NETHOEK.LIHE */ 
POT FIIE(OOTFII.E) SKIP (3) EDIT 
(HDNL) (E(PHDN) ) 
((HLID,J,»ET»OBK.LINE(J) DO J=1 TO NLINE) ) 
(E (FHTHL) ) ; 
/» PUT HRDWAEE.PTYPE */ 
PUT FIIE(OUTFILE) SKIP (3) EDIT 
(HDHP) (H(FHDHP)) 
{(HPID,J,HRDH&RE.PTYPE (J) DO J= 1 TO MPBOS) ) (B (FHDHP) ) 
/» PUT HBOHilRE.LTYPE */ 
PUT FIIE(OUTFILE) SKIP (3) EDIT 
(HEHL) (E(FHDHL)) 
((HLID,J,HRDHABE.LTYPE (J) DO J=1 TO MLINE) ) (E (FHDWL) ) 
/* PUT SFTWilRE.FCNTYPE »/ 
POT FILE (OOTFILE) SKIP (3) EDIT 
(HDPN) (R(FHDFH)) 
( (SFNID, J^SFTWàRE.FCNTYPE (J) DO J=1 TO NFCN) ) 
(R(FSWFN)); 
/• FUT SFTHàEE.FILETYPE */ 
PUT FILE (OOTFILE) SKIP (3) EDIT 
(HDFL) (R(FHDFL)) 
((SFLID, J, SFTWAEE, FILETYPE (J) DO J=1 TO NFILE) ) 
(B(FSHFL) ) ; 
/* POT JOBS V 
PUT FILE (OOTFILE) SKIP (3) EDIT 
(HDJB) (R(FHDJB)) 
((JBID,J,JOB (J) DO J=1 TO NJOB)) (R (FJOB) ) ; 
/* PUT JOB STEPS V 
POT FILE (OOTFILE) SKIP (3) EDIT 
(HDJS) (R(FHDJS)) 
((JSID,J,JOBSTEP(J) DO J= 1 TO NSTEP) ) (B (FJBSP) ) 
/* FORMATS IFOR ROKPAEHS */ 
FIBPÎ!:F0B;1AT(C0L(1) ,X(7),B(2),K(11),B(2) ,X(6) ,B(2) , 3 (X (7) , B (2) ) ) ; 
FHEP.P: FORMAT (4 <C0L(1) ,A(60) ) ) ; 
FRFBBl:FOBaiT (C0L(1) ,X(6),A(1),B(2),A(1),X(9),A(1),B(2),a(1),X 
A(1),B(2),A(1),3(X{5) ,A(1),B(2) ,A(1))) ; 
/• FGSSATS FOR OPBOOND */ 
FHDOP; FOP MAT (3 (COL (1) ,A(6ft))) ; 
FOPBD: FOB WAT (COL (1), 9 (X (3), F CU))) ; 
/» FORMATS FOR CTLPARM */ 
FHDCP: FORMAT (3(C0L(1) ,A (65) )) ; 
FCLPH: FORMAT (COL (1),X (3),B(3) , 2 (X (2)/F (5) ) , 
X(1),2(X(3),B(3)),X(5) ,4(X(2),F(3))); 
/» FORMATS FOR PEOCOMP */ 
FHDP'J: FORMAT (COL (1) , A (45) ) ; 
FHDP2: FOB MAT (COL (1),A (9), (MPFiOS) (X(2) ,F(2) )) ; 
FPCPï POBtlAT (C0L(1) ,A(7) ,F(2} , (HPROS) (1(3) ,B(1))) ; 
/* FORMATS FOR NETWORK */ 
FHBN: FORMAT (3 (COL (1),A (62))); 
FNTWS: FORMAT (COL (1),A (5),F (2) ,X(2),F(3) ,2(X(3) ,F(6,1)) ,X(2), 
F(4) ,X(1) ,E(11^4) ,X(2) ,E(11,4)); 
FNTSL: FORMAT (C0L(1),A(5),F(2),3(X(4) ,F(4)) , 2 (X (3) ,E (11, 4) ) ) ; 
/* FORMATS FOE HRDWARE */ 
FHDHP: FOE MAT (3(001(1) (80))) ; 
FHEBP: FORMAT (C0L(1),A(6) ,F(2),X(1),F(3),3(E(11,4)), 
X(3),F(2),X(1),E(11,4),X(2),F(9,2)) ; 
FHDHL; FORMAT (3 (COL (1) ,A (80) )) ; 
FEDIÎL: FOR MAT (COL ( 1) , A (6) , F (2) ,X(1) ,E (11,4) , 
X(3),F(6,1),5(I (3),F(5,2))); 
/* FOP MATS FOR SOFTWARE */ 
FHCFH; FORM AT (3 (COL (1) , A (55) ) ) ; 
FSWFH:FOB«Ar (C0L(1) ,A(8),F(2), X(2) , 3 (X (3) ,E (11, 4) ) ) ; 
PHDFL:F0R3AT(3 |COL ( 1) ,A (36) ) ) ; 
FSWFL:F0BSAT(C0L(1) ,A(9) ,F(2),X(6) ,F(4),X(3) ,E(11,4)); 
/» FORMATS FOR JOB */ 
FHDJB: FORMAT (3 (COL (1) ,A(60) ) ) ; 
FJCB;: F0BMAT(CCL(1),A(4) ,F(2),X(5),F(2),2(X(3) ,E(11,4)),X(5), 
F(3),X(5) ,F(3)) 
/+ FORMATS FOE JOBSTEP */ 
FHDJ;j: FOE^ilT (4 (COL (1) , A <80) ) ) ;; 
FJBSP:FOR liVT (C0L(1) ,A(5) ,F(3)„X(1) ,2(X(1) ,F(3)) ,E(11,4) , 
2(X(1) ,F(2)),2(X(1) ,F(3)),X(1) ,F(4),2(E(11,4)), 
X(1) ,4(X(1) ,B<1).)) ; 
END HONE; 
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X. APPENDIX B: 
LISTING FOR THE SUBROUTINE JSTOP 
JSTOP; PfiOC; 
DCL 1 HET«CHK EXTERNAL, 
2 SITE (25) , 
3 STATUS DEC FIXED(1), 
3 XDIST DEC FIXED (5,1) , 
3 rOIST DEC FIXED(5,1), 
3 ASGND_?EOS DEC FIXED (2), 
3 PBOS_LOAD DEC FLOAT (5) , 
3 PB0S_0? DEC FLOAT (5), 
2 LIKE (99) , 
3 INSITE DEC FIXED(2), 
3 FINSITB DEC FIXED(2), 
3 L_TYEE DEC FIXED(2), 
3 L LOAD DEC FLOAT (5), 
3 lZUF DEC FLOAT (5) ; 
DCL II HSDSAiE EXTERNAL, 
2 PTrPB(IO), 
3 PROS L7L# DEC FIXED(I), 
3 I_aATE DEC FLOAT (5), 
3 PilHSTR DEC FLOAT (5), 
3 SCNDSTE DEC FLOAT (5), 
3 ÏIDSPBT DEC FIX ED (2), 
3 CHAN_RATE DEC FL0ATi[5), 
3 PCOST DEC FIXED (8, 2), 
2 LTYPE (10) , 
3 KMSN_RATE DEC FLOAT 1(5) , 
3 LFCOST DEC FIXED (5, II), 
3 LVCST1 DEC FIXED(4,2), 
3 LVCSI2 DEC FIXED (4,2), 
3 LVCSÎ3 DEC FIXED (4,1!) , 
3 LVCST4 DEC FIXED (H, P.) , 
3 LVCSI5 DEC FIXED(4,2); 
DCL I SFTWARE 2XTERNAL, 
2 FCHTÏPE(99), 
3 I_STEPS DEC FLOAT (5) , 
o QD 
3 FCNTSIZE DEC FLOAT (5), 
3 FCNFSIZE DEC FL0AT(5), 
2 FILETÏPE(99) , 
3 MEDIUM DEC FIXED(2), 
3 FILE SIZE DEC FLOAT([5) 
DCL II JOB (50) EXTERNAL, 
2 H0„JOBSTEPS DEC FIXEDC 2) 
2 AE?L_RATE DEC FLOAT (5), 
2 aSPNS TIME DEC FLOAT (5), 
2 FBSTEP# DEC FIXED(3), 
2 LASTEP# DEC FIXED{3) ; 
DCL il JOBSTEP (250) EXTERNAL, 
2 HBQFCN DEC FIXED (3), 
2 REQFILE DEC FIXED(3), 
2 MSG_LENGTH DEC FLOAT (5), 
2 LVL SPEC DEC FIXED (1), 
2 BECLiVI DEC FIXED(I), 
2 0*NING_J0B DEC FIXED (2), 
2 STEP# DEC FIXED (2) , 
2 ASGND_SITE DEC FIXED (12) 
2 PGOS_TIME DEC FLOAT(5), 
2 LIÏ[E_DIÏ DEC FLOAT (5), 
2 LVL_ASGND(4) BIT(1) ; 
DCL II PBOCOBP(IO) EXTEFNAL, 
2 CFILE(99) BIT (1) , 
2 CFCN{99) BIT(1) ; 
DCL 1 OPBOUIND EXTERNAL, 
2 NSITE EEC FIXED{2) , 
2 NLIHE EEC FIXED (2), 
2 NSTEP EEC FIXED(3) , 
2 NFCH DEC FIXED (2), 
2 NFILE DEC FIXED(2), 
2 NJOB DEC FIXED (2), 
2 MLINE EEC FIXED(2), 
2 MPEOS EEC FIXED(2), 
o 
vO 
2 NLEVEL DEC FIïED(1); 
DCL 1 CTLPAEH EXTERNAL, 
2 IS EL BIT(1), 
2 XH DEC FIXED(4), 
2 THRSD DEC FIXED(U) , 
2 KCEIIT BIT(1), 
2 TRAC EIT(1} , 
2 PLIST(a) DEC FIXED (2); 
/* ROUTINE ICO ASSIGN JOBSTEPS TO PROCESSOR TYPES •/ 
DCl 1 CJSTOP (250) , 
2 ZdO) BIT(1) INIT((2500) (1)*0«B), 
2 LCL DEC FIXED(I) INIT({48) 0); 
DCL TABLE (4,12) DEC FIXED (2) INIT((48) 0); 
DCL I ASM BIT{1) ; 
/* DETERMINE FILE-PBOCESSOR COMPATIBILITIES */ 
KFLOOP: DO KF=1 TO NFILE; 
KPLOOP: ICO KP=1 TO HPBOS; 
CFILE(KP,KF) ='0'B; 
IF MEDI0M(KF)=1 & 
({(ÎÏDSPET(KP)=11 «DSPRT(KP)=5) 6 
(FILE_SI ZE (KF) <=SCNDSTR (KP) ) ) I 
(MDSPRT(KP)=4TMDSPBT(KP)=7)) THEN DO; 
CFILE(KP,KP)='1 'B; 
GOTO FKPLOOP; 
END; 
IF MEDIUM(KF)=2 & 
(( (MDSPET(KP) = 2) I (HDSPET(KP)=4) 
1 (MDSPRT(KP) = 6) J (i1DSPRT(KP)=7)) & 
(FILE_SIZE(KF) <=SCNDSTR (KP)) ) THEN DO; 
CFILE(KP,KF)='1'B; 
GOTO FKPLOOP; 
END; 
IF MEDIUH(KF)=3 S 
( ( (HDSPRT (KP) =3) & (FILE_SIZE(KP) <=SCNDSTR (KP) ) ) | 
(MDSPHT(KP)=51 HDSPRT (KP)=6| MDSPRT (KP) = 7) ) THEN 
CFILE(KP„KP)=« 1»B; 
FKPLOOP; END KPLOOP; 
FKFLOOP; END KFLOOP; 
/* CREATION OF Z MAP */ 
ILOOP;: DO 1=1 TO NSTEP; 
I?CH=S1QFCN(I); 
IFILE=BEQFILE (I) ; 
JLOOP:: DO J=1 TO MPROS; 
Z (I,J) ='0*B; 
IF -.CFCN (J,IFCN) TH1ÎN GOTO FJLOOP; 
IF IFILE-»=0 THEN 
IF -.CFILE (J^IFIiuE) THEN GOTO FJLOOP; 
IF LVL_SPEC (I)=2 TH1ÎN 
IF EiQ_LVL(I)-«=PBOS_LVL# (J) THEN GOTO FJLOOP 
IF iSGND_SITE(I)=0 THEN GOTO IJCMP; 
ELSE II=ASGND_SITE(I); 
IF ASGND_PROS(II)=0 THEN GOTO IJCMP; 
IF ASGNdIpEOS (II)-«=iI THEN GOTO FJLOOP; 
/* JOBSTEP I IS COMPATIBLE WITH PEOCESSOB J */ 
IJCPJP;; Z(I,J)=*1»B; 
FJLOOP; END JLOOP; 
END ILOCP; 
/• CREATION OF TABLE - PCOST OHDBBED */ 
IL00P2: DO 1=1 TO NLETEL; 
K=2; 
JL00P2: DO J=1 TO MPEOS; 
IF P80S_L?1# (J) "•=! THEN GOTO FJL00P2; 
IF K=2 THEN DO; 
TABLE(I,3)=J; 
GOTO INCK; 
END; 
TABLE(I,K+1) =J; 
IKLOOP: DO IK=K TO 3 BY -1;; 
JK=TABLE(I,IK+1) ;; 
JJ=TABLE (I,IK) ; 
IF PCOST (JJ) >PCO<ÏT (JK) THEN DO; 
TABLE (I,IK+1) "JJ; 
TABLE (I,IK) =JK; 
END; 
ELSE GOTO IKCK; 
FIKLOOP: END IKLOOP; 
INCKs K=K+1; 
FJL00P2; END JL00P2; 
TABLE (I,1)=1; 
TABLE (I, 2) =K-2; 
END ILC0P2; 
/* FIND LOWEST COMPATIBLE LEVEL OF EACH JSTEP */ 
IL00P3: DO ][ = 1 TO NSTEP; 
aiNL=9; 
JL00P.3: DO J=1 TO HPROS; 
][F ^a(I,J) THEN GOTO FJL00P3 ; 
ELSE DO; 
IL=PROS LVL#(Ji); 
IF ILCMINL THE1» MINL=IL; 
END; 
FJL00L»3: END JLOOP3; 
IF MINL=9 THEN DO; 
JSTP$=0; 
GOTO FAIL; 
END; 
LCL(I)=MINL; 
FILOOP3: END II00P3; 
/* CHOOSE PBOCSSSOR FOR EACH LEVEL NOT PREVIOUSLY SPECIFIED */ 
LLOOP;: DO 1=1 TO NLEVEL; 
IF  PLIST(L)-.=0 THEN GOTO FLLOOP; 
I][=TABLE (L, 1) *2 ;  
PBOS=TABL£(L,II) ; 
IL00P4: DO 1=1 TO NSTEP; 
TRIP: IF LCL(I)=L THEN 
IF Z(I,PPOS) THE» GOTO FIL00P4; 
ELSE DO; 
TABLE (L, 1) =TABLE(L, 1) + 1 ; 
IF TABLE (L,1) >TABLE (L,2) THEN DO; 
JSTP#=;i; 
GOTO FAIL; 
END; 
ELSE DO; 
II=TAB;LE(L, 1) +2; 
PBOS=TABLE(L,II); 
GOTO I LOOP4; 
END; 
FILOOpt»: END IL00P4; 
FLLOOP: END LLOOP; 
/* RECORD CHOSEN PROCESSORS IN PLIST */ 
JLC0P4: DO J=1 TO NLEVEL; 
IF PLIST (J)-«=0 THEN GOTO FJL00P4; 
II=TAELE(J,1)+2; 
PLIST (J)=TABLE(J,II) ; 
FJLOOP4: END JLOOPU; 
IF IKCENT THEN GOTO CENT; 
/* DECENTRALIZED JOBSTEP ASSIGNMENT */ 
DECENT: DO 1=1 TO NSTEP; 
JL00P5: DO J = 1 TO NLEVEL; 
IF LCL(I)=J THEN LVL_ASGND (I, J) =» 1 • B; 
ELSE LVL_ASGND(I,J)='0'B; 
EMC JL00P5; 
END DECENT; 
GOTO FINISH; 
/• CENTRALIZED JOBSTEP ASSIGNMENT */ 
CENT: DO 1=1 TO NSTEP; 
IASM='0'B; 
IJOB=ONNISG JOB(I); 
IF([I=FRSTEP# (IJOB) JI=LASTEP# (IJOB) ) THEN DO; 
JL00P6: DO J=1 TO NLEVEL; 
IF J=LCL(I) THEN LVL_ASGND(I,J) = '1'B; 
ELSE LVL_%SGND(I,J)='0'B; 
END JLOOPÔ; 
END; 
ELSE DO; 
JJLOOP; DO JJ=1 TO HLEVEL; 
J=NIEVEL-JJ+1; 
II=PLIST(J) ; 
IF lASM THEN LVL_AS(ÎND(I, J) =• 0« B; 
ELSE DO; 
LVL_ilSGND(I,J)=Z(I,II) ; 
IASM==LVL_ASGND (I, J) ; 
END; 
END JJLOOP; 
END CENT; 
GOTO FINISH; 
FAIL: PUT SKIP EDIT('TRANSACTION ALLOCATION FAILED,JSTP# ',JSTP*) 
(COL (1), il (36) ,F(3)); 
FINISH:IF TRAC THEN DO; 
/* PBÏNT Z iRBAY */ 
POT SKIP EDIT(»Z MAP'H'PBOCESSOB', (J DO J=1 TO MPEOS), 
•MINLV , ('JOBSTISP*,!, (Z(I,J) DO J=1 TO HPBOS) ,LCL(I) 
DO 1=1 TO NSTEP))) (COL (U) ,A(5) ,C0L(7) ,A(9) , 
(MPBOS) {X(2),F(2) ]),X(2) ,A(5) ,SKIP, (NSTEP) (COL (5) ,A(7), 
X(1) ,F(3:), (MPBOS) (X(3) ,B(1)) ,X(U) ,F(1))) ; 
/» PBINT TABLE */ 
PUT SKIP(4) EDIT('TAB1E','PTB*,'#TYPES','PROCESSOR LIST', 
('LEVEL',!, (TABLE (I, J) DO J=1 TO (MPROS+2)) 
DO 1=1 TO NLEVEL)) (C0L(4) ,A(5) ,SKIP,C0L(18) , 
A(3) ,X(1 ;),A(5) ,X(2),A(14),SKIP,(NLEVEL) 
(COL(9),A(5),X(1),F(1),(HPPOS + 2) (X (3) ,F (2) ) ) ) ; 
POf SKIP (3) EDIT (('LEVEL', J,': PEOCESSOP IS »,PLIST(J) 
DO J=1 TO NLEVEIL)) ((HLEVEL) (C0L(1),A,F(1),A,F(2))) ; 
END; 
POT SKIP (3) LIST ('END OP JOBSTEP TO PBOCESSOB ASSIGNMENT'); 
END JSTCP; 
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XT. APPENDIX C: 
LISTING FOR THE SUBFÛUTINE PTOS 
PTOS: EEOC; 
DCl 1 NETWORK EXTERNAL, 
2 SITE <25) , 
3 STATUS DEC FIXED (1), 
3 XDIST DEC FIXED (5,1), 
3 YDIST DEC FIXED(5, 1), 
3 A:SGND_PPOS DEC FIXED (2) , 
3 PROS_10AD DEC FLOAT (5) , 
3 PPOS^UF DEC FLOAT (5), 
2 LI NE (99), 
3 IHSIIE DEC FIXED (2), 
3 PINSITE DEC FIXED(2), 
3 L TYPE DEC FIXED(2), 
3 L"LOAD DEC FLOAT (5), 
3 L"UF DEC FLOAT (5) ; 
DCL 1 HfiCWARE EXTERNAL, 
2 PTÏPE(IO) , 
3 PBOS_LVL# DEC FIXED(I), 
3 I RATE DEC FLOAT (5), 
3 PRIHSTB DEC FLOAT (5), 
3 SCNDSTH DEC FLOAT (5), 
3 MDSPET DEC FIXED (2), 
3 CHAN RATE DEC FL0AT(5), 
3 PCOST DEC FIXED (8, 2), 
2 LTYPE(IO) , 
3 XWSN RATE DEC FL0AT(5), 
3 LFCOST DEC FIXED (5,1), 
3 L7CSÎ1 DEC FIXED(U,2), 
3 LVCST2 DEC FIXED (4,2), 
3 LVCST3 DEC FIXED (4,2), 
3 I7CSI4 DEC FIXED (4,2), 
3 LVCST5 DEC FIXED (4,2); 
DCL 1 SFT»ABE EXTERNAL, 
2 FCNTYPE(99), 
3 I STEPS DEC FLOAT(5), 
ON 
3 FCNTSIZE DEC FLOAT (5), 
3 FCMFSIZE DEC FLOAT(5), 
2 FILETÏPE(99) , 
3 MEDIUM DEC FIXED (2), 
3 FILE_SIZE DEC FLOAT(5) 
DCL 1 JOB{50) EXTERNAL, 
2 HO_,JOBSTEPS DEC FIXED | 2) 
2 ARTL_RATE DEC FLOAT (5), 
2 RSPWS TIME DEC FLOAT(5), 
2 FRSTEP# DEC FIXED(3), 
2 LASTEP# DEC FIXED(3); 
DCL 1 JOBSrEP(250) EXTERNAL, 
2 BEQFCN DEC FIXED (3), 
2 RBQFILî DEC FIXED (3), 
2 HSG^LENGTH DEC FLOAT (5), 
2 L7L„SPEC DEC FIXED(1), 
2 SEClIVI DEC FIXED (1), 
2 OWNING JOB DEC FIXED (2), 
2 STEP# EEC FIXED (2), 
2 ASGND SITE DEC FIXED (2) 
2 PEGS TIME DEC FLOAT (5), 
2 LIME_D1Y DEC FLOAT (5), 
2 LVL_ISGND(U) BIT (1) ; 
DCL 1 PROCOi?(10) EXTERNAL, 
2 CFILE(99) BIT<1) , 
2 CFCH(99) BIT(1) ; 
DCL il UPBOUND EXTERNAL, 
2 MSITE EEC FIXED(2) , 
2 NLINE EEC FIXED(2) , 
2 NSTEP DEC FIXED(3) , 
2 NFCH DEC FIXED (2), 
2 NFILE EEC FIXED(2) , 
2 NJOB DEC FIXED (2), 
2 HLINE DEC FIXED(2) , 
2 MPEOS DEC FIXED (2), 
2 HLEfEl DEC FIXED (1); 
DCL 1 CTLPMH EXTEBNAl, 
2 ISEL BIT(1), 
2 XN DEC FIXED(U), 
2 THESD DEC FIXED (4), 
2 KCEMT EIT(1), 
2 THAC BIT(1), 
2 PLIST(4) DEC FIXED (2); 
/* ROUTINE TO FORM SITE THEE AND ASSIGN PROCESSORS */ 
DCL JBSITE(5C) DEC FIXED (2) IHIT((50) 0); 
DCL \ (250 , .k )  DEC FIXED (2) INIT((1000) 0); 
DCL 1 CLUSTER (100) , 
2 AVAILC BIT(1) IHIT ((100) (1) 'O'B), 
2 Bi(3) DEC FIXED (2) INIT((300) 0); 
ICL 1 MERGE (100) , 
2 NCC1 DEC FIXED (2), 
2 NtCC2 DEC FIXED (2), 
2 DIST DEC FIXED (5,1); 
DCL 1 TEMPI, 
2 Til DEC FIXED (2), 
2 T2 DEC FIXED (2), 
2 T3 DEC FIXED (5,1) ; 
DCL 1 TEHP2, 
2 T1 DEC FIXED (2), 
2 T2 DEC FIXED (2), 
2 T3 DEC FIXED (5,1) ; 
DCL C(100„2) BIT(1) INIT ( (200) (1 ) • 0 *0) ; 
DCL D(5) DEC FIXED(2) INIT((5) 0); 
DCL (XNC,ÏNC,SMC,XJ,ÏJ,SJ,DS,DIT) DEC FIXED (5,1); 
DCL COST DEC FIXED(6,1); 
DCL (MIPS„RAM,FfiAM,T8AM,DASD,TBAF) DEC FL0AT(5); 
/• PRINT LEVEL ASSIGNMENT MAP FOR JOBSTEPS */ 
IF 'iCHAC THEN 
PUT SKIP (3) EDIT('JOBSTEP-ASSIGNED LEVEL MAP' 
'LEVEL',(J DO J=1 TO NLEVEL) 
('JOBSTEP',1, (LVL_ASGND(I,J) 
DO J=1 TO NILEVEL) DO 1=1 TO NSTEP) ) 
(COL (%),A(2€) ,COL (12) , A (5) , (NLEVEL) 
(X(3) ,F(1)) .SKIP, (NSTEP) (COL (6), A (7) , 
X(1),F(3), (IILEVEL) (X(3) ,8(1)))) ; 
/* CLUSTER EACH LEVEL BEGINNING AT THE HIGHEST */ 
LVLLF: DO 1VM=1 TO NLEVEL; 
LVL=NLEV2L-LVM+1; 
XP=PLIST (LVL) ; 
NC=0; 
IF TRAC THEN 
PUT SKIP (2) EDIT («CLUSTERING LEVEL *,LVL) 
(C0L(1) ,A(17) ,F(2)) ; 
/* STAGEl Of CLUSTEEING - ONE CLUSTER FOR EACH ORIGINATING SITE 
STAGE 1: DO 1=1 TO NSTEP; 
IF -.LVL_ASGND(I,LVI) THEN GOTO FSTAGE1; 
ID=OWNING JOB (I); 
IO=I-STEP#(I) +1; 
IF NC=0 THEN DO; 
/* NÎ!» ORIGINATING SITE - STAST NEW CLUSTER */ 
NCSTB:: NC=NC + 1; 
AVAILC(NC)='1'B; 
B(NC, 1)=ASGND SITE(IO); 
B (NC,2)=ASGND SITE (I) ; 
B(NC,3)=JBSITÊ(IEi) ; 
A (I,LVL)=NC; 
GOTO FSTAGE1; 
END; 
ELSE DO; 
JLOOPI: DO J=1 TO NC; 
IF ASGND..SITE(IO)=B(J, 1) THEN DO; 
/• PREVIOUSLY ENCOUNTERED ORIGINATING SITE •/ 
ISS=ASG;ND_SITE (I) ; 
B(J,2) = MA%(B(J,2) ,ISS) ; 
B (J,3) = MAX(B(J,3) ,JBSITE(ID)) ; 
A(I,LVL)=J; 
GOTO PST&GE1; 
BHD; 
END JL00P1I; 
END; 
GOTO NCSTfi; 
FSTAGE1: END STAGE1; 
/* S5CAGE2 OF CI0STE8IMG - COMDIHE OLDSTERS WITH THE SAHE 
PIIEASSIGNED SITE •/ 
STA3E2: IP NC=0 THEM GOTO FLïïLLP; 
/* ENTERING STAGE2 B AND A MAPS */ 
IF TBAC THEN DO; 
POT SKIP (3) EDIT(«E1ITEE STAGE2 - B MAP','LEVEL',LVl, 
'CIOSTER',« INITIAL",'PBEASGND','HIGHER-LVL','AVAILABLE', 
•SITE', 'SITJÎ', 'SITE', (•CLDSTEB',I,AVAILC(I) , 
(B(I,J) DO J=1 TO 3) DO 1=1 TO NC) ) 
(COL(U) ,A(20) ,COL (30) ,A(5) ,F(2) , 
COL (20),2 (A (7),X (3) ) ,A(8),X(1) ,A(10), 
COL(19),A(9) ,X(4) ,A (1) ,X(6) ,A(4) ,X(6) ,A(4) , 
(NC) (COL (5) ,A(7) ,X(1) ,F(2) ,X(8) ,B(1),X(1) , 
3(X(W),F(2)))); 
PUT SKIP (3) EDIT('E»TEE STAGE2 - A MAP', ('LEVEL',I 
DO 1=1 TO 4),'CLDSTEB','CLUSTER','CLUSTER', 
'CLUSTER', ('JOBSTEP',!, (A(I,J) DO J=1 TO 4) 
DO 1=1 TO NSTEP)) (C0L(4) ,A (20) ,C0L(18) , 
4 (A (5]) , F (2) , X (2) ) ,C0L (18) , 4 (A (7) ,X (2) ) , 
(NSTEI?) (COL (4), A (7) ,X (1) ,F (3) , X (5) , 
4(F(31i ,X(6)))) ; 
END; 
MC=NC; 
MC1=NC+1; 
JL00P2: DO J=1 TO NC; 
IF B(J,2)=a THEN GOTO NCSTR2; 
IF MC<=NC THEN GOTO NCSTR2; 
JJ10OP: DO JJ=MC1 TO MC; 
IF B (JJ,2) (J,2) THEN DO; 
/* PB3VIOOSLY EHCOONTEEED PEEASSIGNED SITE */ 
B(JJ,2)=I!AX(B(JJ,2) ,B(J,2)) ; 
B(JJ,3)=I1AX(B(JJ,3) ,B(J,3)); 
GOTO JTOJJ; 
END; 
END JJLOOP; 
/* HEW PBEASSIGNED SITE - ST6BT NEB CLOSTEB •/ 
NCSTBi; MC=MC + 1; 
AVAILC (J) =' 0'B; 
A7AIIC(MC) = '1 »B; 
B(MC, 1)=0; 
B{MC,2) =B<J,2) ; 
B(MC,3)=B(J,3); 
JJ=MC; 
/• HERGE CLOSTEE J INTO CLUSTER JJ */ 
JTCJJ: DO 1=1 TO NSTEP; 
IP LVL_ASGND(I,LVL) THEN 
IF A(I,LVL)=J THEM &(I,L7L)=JJ; 
2ND JTOJJ; 
END JL00P2; 
IF TRAC THEN DO; 
PIOIT SKIP(3) EDIT(«LEAVE STAGE2 - B MAP','LEVEL',L7L, 
'CLUSTER','INITIAL','PREASGMD','HIGHER-LVL','AVAILABLE', 
'SITE','SITE', 'SITE', ('CLUSTER', I, AVAILC (I) , 
(B(I,J) DO J=1 TO 3) DO 1=1 TO HC) ) 
(COL (4) , A(20) ,COL (30) ,A (5) ,F (2) , 
COL (20) ,2 (A (7) ,X (3) ) , A (8) ,X (1) ,A( 10) , 
C0L(19) ,A(9) ,X(t) ,A(4) ,X(6) ,A(4) ,X(6) ,A(4) , 
(MC) (C0L(5),A(7),X(1) ,F(2) ,X(8) ,B(1),X(1) , 
3(X (8),F(2)))) : 
POT SKIP(3) EDIT('LEAVE STAGE2 - A MAP',('LEVEL',I 
DO 1=1 TO a),'CLUSTER','CLUSTER','CLUSTER', 
'CLUSTER', ('JOBSTEP',!, (A (I,J) DO J=1 TO 4) 
DO 1=1 TO NSTEP)) (COL (4) , A (20) ,COL (18) , 
4 (A (5) , F (2) ,X i[2)} ,COL (18) , 4 (A(7) ,1(2)), 
(NSTEP) (C0L(4) ,A(7) ,X(1) ,P(3),X(5) , 
4(F(3) ,X(6)))) ; 
END; 
/* STAGE3 CLUSTERING */ 
IF aC=NC+1 THEN GOTO SITEUD; 
/* CREATE MERGE STRUCTURE FOR ALL PAS 6 HLS COMPATIBLE CLUSTERS */ 
ClBMkG: DO 1=1 TO 50; 
SERGE (I}=0; 
END; 
XJ=0; YJ=0; SJ=0; 
XIC=0; YIC=0; SIC=0; 
L=0; IC=0; 
NEXTIC: IC-IC + 1; 
IF ^A7AILC(IC) THEN GOTO NEXTIC; 
JL00P4; DO J=(IC+1) TO MC; 
IF -.ATAILC(J) THEN GOTO FJL0QP4; 
IF B(J,2)>0 B B(IC,2)>0 THEN 
IF B (J,2)-»=B (IC,2) THEN GOTO FJL00P4; 
IF E(J,3)>0 S B(IC,3)>0 THEN 
IF B (J,3)-t=B {IC,3) THEN GOTO FJL00P4 ; 
IL00P5: DO 1=1 TO NSTEP; 
IF -»LVL_ASGND(I,LyL) THEN GOTO FIL00P5; 
IO=I-STEP#(I)+1; 
ICITE=ASGND_SITE(rO) ; 
IF A(I,LVL)^=J THEN 
IF A(I,LVL)^=IC THEN GOTO FIL00P5; 
ELSE DO; 
XIC=XIC+XDIST(ICITE); 
YIC=ÏIC+YDIST(ICITE) ; 
SIC=SIC+1; 
GOTO PILOOP5; 
END; 
ELSE DO; 
XJ=XJ+XDIST (ICITE) ; 
ÏJ=YJ+ÏDIST (ICITE) ; 
SJ=SJ+1; 
END; 
FILOOPS: END IL00P5; 
1=1+1; 
XJ=XJ/SJ; 
YJ=YJ/SJ:  
XIC=XIC/SIC; 
ÏIC=YIC/SIC; 
DIST(1)=S0RT((XJ-XIC)**2+ (Ï.J-ÏIC)**2) ; 
NCCI (L)=IC; 
NCC2(L) =J; 
FJL00P4; EÏID JI00P4; 
IF IC<=aC-1 THEN GOTO NEXTIC; 
/* SOBT SE FIGE STBUCTOBE IN ORDER OF INCREASING DISTANCE */ 
IF L=0 THEN GOTO SITîiffD; 
IF THAC THEN 
POT SKIP(2) EDIT C•MEBGEE POSSIBILITIES','CLOSTEBS*, 
'DISTANCE*, (' COMBINATION',I,NCCI (I) ,'S',8CC2(I) 
DIST(I) DO 1=1 TO L)) (COL (2),A (20),COL (18),A (8) 
X(3) ,A(8), (L) (COL (2) ,A(11) ,X(1) ,F(2),X(3) ,F(2) , 
X(1) ,A(1),X(1I),F(2),X(4) ,F(7,1))) ; 
ISRT=0; 
ISBI=ISBT+1; 
IF ISET>=L THEN GOTO STAGES; 
DO 1=1 TO (L-ISRT) ; 
TEMP1=MEBGE (I) ; 
UEMP2=HEEGE (1+1) ; 
IF TEMPI.T3>=TENP2.T3 THEN DO; 
HERGE(I)=TEMP2; 
aEBGB(I+1) =TEMP1I ; 
IND; 
END HOOP6; 
GOTO SOBTCH; 
11? TBAC THEN 
SOBTCH; 
IL00P6: 
STAGES: 
PUT SKIP(2) EDIT i(»MERGEE POSSIBILITIES','CLOSTERS', 
'DISTANCE',(«COMBINATION',I,NCC1(I),'&',NCC2(I), 
DIST(I) DO 1-1 TO L) ) (C0L(2) ,A(20) ,C0L(18) ,A(8) , 
X(3),A(8), (L) (COL (2) , A (11) ,X (1) ,F (2) , X (3) ,F (2) , 
X(1),A(1),X(I),F(2) ,X(4),F(7,1))) ; 
KLOOP: DO K=1 TO L; 
/* FIND EESOUBCE REQUIREMENTS FOR THIS CLUSTER PAIS »/ 
CLRC1: DO 1=1 TO NFILE; 
C (I,1)='0'B; 
END CLBCI; 
CLRC2: DO 1=1 TO NFCN; 
C (I,2)='0'B; 
END CLBC2; 
MIPS=0; TRAF=0; RAfI=0; PflAM=0; TRAH=0; CHAN=0; DASD=0; 
ILOOP1: DO 1=1 TO NSTEP; 
IF -LVL ASGND(I,LVL) THEN GOTO FILOOPi; 
IF A(I,LVir^=NCCl(K) t. A(I,LVL)^=NCC2(K) THEM GOTO FILOOPI 
IO=I-STEP#(I)+1 ; 
ICITE=ASGMD SITE (10); 
ID=0RNING_JÔB (I) ; 
IFCS=BEQFCN (I) ; 
IFI1E=EEQFILE (I) ; 
FN DM IP: MIP5=MIPS+10**-6*ARVL BATE (ID) *I STEPS (IFCN) ; 
IF I RATE(IP)=0 THIÎN TRAM=0; 
ELSE 
TRAM=TRAM+ARVL_RATE (ID) «FCNTSIZE (IFCN) * 
STEPS (IFCN) /I_BATE (IP) ) ; 
IF I<=1 THEN GOTO CONTI; 
IDD=OWNING JOB (1-1) ; 
IF ID-.=IDD THEN GOTO CONTI ; 
IF LVL_ASGND(I-1,LVL) THEN GOTO CONTI; 
TRAP=TRAF+ARVL_RAT% (ID) *MSG_LENGTH (1-1) ; 
CO NT I: IP I=NSTEP THEN GOTO C0NT2; 
IDD=0iNING_J0B(I+1) ; 
IF ID^=IDD THEN GOTO C0NT2; 
N> 
«s 
IP LVL_ASGND(I+1,LVL) THEN GOTO CO NT 2; 
TBAF=TRAF+lRVL_fiflTE (ID) *MSG_1ENGTH(I+1) ; 
CONT2: IF IFILE^=0 THEN 
IF (^CflFILE, 1) )&(MEDIUM (IFILE)=2) THEN DO; 
DASD=DASD+FILE_SIZE(IFILE) ; 
C(IPILE, 1) = '1'B; 
END; 
IF ^C(IFCN,2) THEN DO; 
PRAM=FRAM+FCNFSIZE(IPCN); 
C(IPCN,2)=*1'B; 
END; 
FIL00P1: END IL00P1; 
mAM=FRAM+TRaM; 
/* PfiOCESSO® LOAD CHECK - CAN MERGED CLUSTERS BE SUPPORTED? */ 
IF TfiAC THEN 
PUT SKIP (2) EDIT («COMBINING CLUSTERS',NCC1(K),* AND*,NCC2(K), 
'LEVEL',LVL,'PEOS= ',IP,'MIPS= «,MIPS,•AVRAH= », 
EAM,'FDASD= ',DASD,'TRAF= »,TRAF) 
(COL (1), A (18) ,F(4),X(1),A(3),F(4) ,X(3) , 
A (5) , F (2) , COL (2) , A (6) ,F(3) ,X (2) ,A (6) , 
E(11,%),X(2),A(7),E(11,4),C0L(13),A(7), 
E(11,4) ,X(2),A(6),E{11,4)); 
IF HIPS>I BATE(IP) 1 
BAM>PRÎMSTR(IP) j 
BASD>SCBDSTR (IP) | 
IRAP>CHAN_RATE(IP) THEN DO; 
IF TRAC THEN 
POT SKIP(2) LI ST (• COMBINATION CAUSES OVERLOAD*); 
GOTO FKLOOP; 
END; 
MERGE CLUSTER IC INTO CLUSTER J */ 
IC=NCC1 (K) ; 
J=NCC2 (K) ; 
AVAILC (IC)='0'B; 
B (J,2) = MAX(B(IC,2),B(J,2) ) ; 
/* LOAD OK 
B(J,3) = MAX (B(IC,3),B(J,3)) ; 
/* ASSIGN JOBSÏEPS IN CLUSTER IC TO CLUSTER J */ 
IL00P2: DO 1=1 TO NSTBP; 
IF ^&VL_&SGND(I,LVL} THEN GOTO FIL00P2; 
IF A(I,LVL)-«=XC THEN GOTO FIL00P2; 
A (I,LVL)=J; 
FIL00iP2: END IL00P2; 
GOaO CLRPJRG; 
FKLOOP: END KIOOP; 
SITEOil); DO 11=1 TO MC; 
IP -»AVAILC(II) THEN GOTO FSITEUD; 
IF E(II,2)=0 THEN DO; 
/* START A «EH SITE FOR EACH CLDSTEH WHICH DOES NOT HAVE 
A ^REASSIGNED SITE */ 
NSITE=NSITE+1; 
XDIST(N,SITE)=0; 
YDIST (N:SITE)=0; 
PROS_LOAD (NSITE) =0; 
PPOS^UF (NSITE) =0; 
ASGND_PEOS (NSITE) =PLIST (LVL) ; 
JJ=NSIT.E; 
END; 
ELSE DO; 
JJ=B(II ,2) : 
IF ASGND_PBOS(JJ)<=0 THEN 
ASGNiD_PROS ( JJ) =PLIST (LVL) ; 
END; 
IF B(II,3)<=0 THEN GOTO ILOOPU; 
/* IF CLUSTER HAS A HIGHER LEVGL SITE,CREATE A LINK TO IT */ 
NLINE=NLINE+1; 
INSITE(NLINE) =JJ; 
FIMSITE(NLINE) = B(II,3) ; 
IL00P4; DO 1=1 TO NSTEP; 
IF LVL_ASGND(I,LVL) THEN 
IF A (I,LVL) =11 THEN DO; 
/* ASSIGN EACH JOBSTEP IN THIS CLOSTEB TO SITE JJ */ 
ASGND_SITE(I) =JJ; 
/» HIGHEF LEVEL SITE FOE THIS JOB IS SET TO JJ */ 
ID=OeNI WG_JOB(I) ; 
JBSITE([Dr=JJ; 
END; 
3ND IL00P4; 
FSITEiBD: EliD SITEOD; 
IF TBAC THEN DO; 
POT SKIP(3) EDIT(«LEAVE STAGES - B MAP','LEVEL',LVL, 
«CLOSTER', •INITIAL»,'PBEASGND'^ » HIGHEH-LVL','AVAILABLE', 
'SITE','SITE','SITE',('CLUSTER',I,AVAILC(I), 
(B(I,J) DO J=1 TO 3) DO 1=1 TO HC) ) 
(COL(4:),A(20) ,COL(30),A(5) ,F (2) , 
COL(20:),2(A(7),X(3)),A(8),X(1) ,A(10), 
COL (19;), A (9) ,X (4) ,A(4),X(6) ,A(4) ,X(6) ,A(4) , 
(MC) (COL(5),A(7),X(1),F(2) ,X(8) ,B(1),X(1), 
3(X(B;),F(2)))); 
POT SKIP (3) EDIT ('LEAVE STAGES - A MAP', ('LEVEL',I 
DO 1=1 TO 4),'CLOSTEH','CLOSTEB','CLUSTER', 
'CLUSTER', ('JOBSTEP',I, (A (I,J) DO J=1 TO U) 
DO 1=1 TO NSTEP) ) (C0L(4) ,A (20) ,C0L(18) , 
4 (A (5) ,F(2),X(2)) ,C0L(18),4(A(7),X(2)) , 
(HSTEP) (C0L(4),A(7) ,X(1) ,F(3),X(5) , 
4(F(3) ,X(6)))); 
EMD; 
FLVLLP: EMD LVLLP; 
/» DETERMINE LOADING ON ALL LINKS »/ 
ILOOP7: DO T=1 TO NLIHE; 
L LOAD (I) =0; 
END IL00P7; 
JL00P3; DO J=1 TO NSTEP; 
IF ASGND_SITE(J)=0 THEN GOTO FJL00P3; 
I=ASGND_SITE (J) ; 
II=OHNIHG_JOB(J); 
IF OHNIMG_JOB(J+1)-.= OHmNG_JOB(J) THEN GOTO FJL00P3 
IF AS6HD_SITE(J*1)=0 THEM GOTO FJL00P3; 
I0UT=ASGND_SITE(J+1) ; 
IF I=I0UT THEN GOTO FJLOOP3; 
CALL PATH(I,K) ; 
IP K<=0 THEN GOTO FJL00P3; 
IKLOOP; DO IK=1 TO K; 
LI=D{IK) ; 
L_LOAD (LL) =L_LOAD (LL) + 
ABV1_RATE(II)*MSG_1ENGTH(J) ; 
END IKIOOP; 
FJL00P3: END JI00P3; 
/* ASSIGN A LINE TYPE TO EACH LINK */ 
ILLOOP: DO 11=1 TO NLINE; 
LLD=L_LOAD(IL); 
LTPLP; DO ITP=1 TO MLINE; 
IF LLD>=0.50*XMSN_EATE(LTP) THEN GOTO FLTPLP; 
ELSE DO; 
1_TYP2(IL) =LTP; 
GOTO FILLOOP; 
E%D; 
FLIPLP: END LTPLP; 
FILLOOP; END ILLOOP; 
/» SUBROOTIHE PATH FINDS LINKS OSED IN EACH MESSAGE PATH */ 
PATH: PROC(IN,K); 
DCL Ei(100,5) DEC FIXED (2) INIT ( (500) 0); 
DCL EE <100,5) DEC FIXED(2) INIT ( (500) 0); 
/* PATH ANALYSIS */ 
IP TRAC THEN 
POT SKIP (2) EDIT («FIND A PATH FROM ',IN, ' TO •,IOUT) 
(C0L(1),A(17),F(2),A(4),F(2)) ; 
IF NHHE=0 THEN GOTO OUT; 
K1I = 1; 
K2=1; 
E|[K1,K2> =IN; 
AGAIN:: K1I1 = 0; 
K22=K2+1; 
IL00P8; DO 1=1 TO K1; 
J1 = E(I,K2); 
KL00P1: DO K=1 TO NLINE; 
IF INSITE(K)=J1 TH;EN J2=FIHSITE (K) ; 
ELSE 
IF FINSITE (K)=J1 THEN J2=INSITE (K) ; 
EISE GOTO FKL00P1; 
IF K11=0 THEN GOTO NODOP; 
DC K111=1 TO K11; 
IF J2=EE(K111,K2 2) THEN GOTO FKL00P1 ; 
END; 
NODUP; K11=K11+1; 
DC L=1 TO K2; 
EE(K11,L)=E(I,L) ; 
END; 
EE(K11,K2)=K; 
EE (K11,K22)=J2; 
IP TPAC THEN 
POT SKIP EDIT ('PATH# ' ,K11,'1INES# • , (EE (K11,(!) DO M=1 
TO K22-1),'T0 NODE *,EE(K11,K22)) 
(C0L(1),A(6) ,F(3) ,X(4),A(6),(K22-1) (X(2),F(2)), 
X(2),A(8),P(3)); 
FKL00P1: END KLOOPI; 
FI100P8 : EIHD IL00P8; 
IF K11=0 THEN GOTO OUT; 
DO 1=1 TO K11; 
DO M=1 TO K22; 
E(I,M)=EE{I,M) ; 
END; 
If E(I,K22)=IOOT THEN DO; 
ND=I; 
GOTO SUCES; 
END; 
lO \0  
DO M=1 TO K) 
,E(ND,K22)) 
BHD; 
GOTO OPDATE; 
SUCES: K=K22-I; 
DO H=1 TO K; 
Di(M)=E{HD,H) ; 
END; 
IF TRAC THEN 
PUT SKIP EDIT(«SDCCESS,LINES= 
•TO NODE » 
(COL (1), A (It) , (K) (X(2),F(2)) , 
X(2),A(8) ,F(3)); 
BETOBN; 
UPDATE: KI=K11; 
K2=K22; 
IF K2<5 THEN GOTO AGAIN; 
OUT: K-0; 
IP TBAC THEN 
PUT SKIP LIST(»PATH FAILOEE»); 
BETUBN; 
END PATH; 
POT SKIP (3) LIST ('END OF PBOCESSOB ASSIGNMENT'); 
END PTCS; 
w 
o 
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XII. APPENDIX D: 
LISTING FOP THE SUBROUTINE OSASS 
OS ASS: PBOC; 
DCL 1 NETWORK EXTERNAL, 
2 SITE(25) , 
3 STATUS DEC FIX ED (1), 
3 KDIST DEC FIXED (5,1),, 
3 YDIST DEC FIXED(5,1)„ 
3 ASGND_PROS DEC FIXED (2), 
3 PIf0S_10AD DEC FLOAT(5), 
3 PROS""OF DEC FLOAT (5) „ 
2 LINE (99), 
3 liJSITE DEC FIXED (2), 
3 FINSITE DEC FIXED(2) „ 
3 L TYPE DEC FIXED (2), 
3 L„LOAD DEC FLOAT (5), 
3 L_OF DEC FLOAT (5) ; 
DCL 1 HRDiABE EXTERNAL, 
2 PTYPE(IO) , 
3 PROS LVLi DEC FIXED(I), 
3 I BATE DEC FLOAT (5), 
3 PHIMSTR DEC FLOAT (5) „ 
3 SCNDSTF DEC FLOAT(5) , 
3 MDSPBT DEC FIXED(2), 
3 CHAN RATE DEC FLOAT (!j) , 
3 PCOST DEC FIXED (8, 2) , 
2 LTYPE(IO), 
3 XMSN RATE DEC FLOAT( 5) , 
3 LFCOST DEC FIXED (5,1}, 
3 LVCST1 DEC FIXED (4,2), 
3 LVCSI2 DEC FIXED (4,2.) , 
3 LTCS13 DEC FIXED(4,2;|, 
3 LTfCSM DEC FIXED (4,2 ), 
3 LVCST5 DEC FIXED (4,2 ); 
DCL 1 SFTWABE EXTERNAL, 
2 FCN^PYPf (99) , 
3 I STEPS DEC FLOAT (5) , 
Ui  
to 
3 FCNTSIZE DEC FLOAT (5), 
3 FCNFSIZE DEC FLOAT(5), 
2 FILBTÏPE(99), 
3 MEDIUM DEC FIXED(2), 
3 FILE_SIZE DEC FLOAT(5) 
DCL 1 JOB (50) EXTEBNAL, 
2 NO_JOBSTEPS DEC FIXED(2) 
2 ARVL_BATE DEC FLOAT (5), 
2 BSPHS_TIHE DEC FLOAT (5), 
2 FBSTEPi DEC FIXED(3), 
2 LASEEP# DEC FIXED(3); 
DCL 1 JOBSTEP(250} EXTERNAL, 
2 BEQPCN DEC FIXED (3), 
2 REQPILS DEC FIXED (3), 
2 M3G..LENGTH DEC FLOAT (5), 
2 L7L SP2C DEC FIXED (1), 
2 BEQ^LVI DEC FIXED(I), 
2 OWNING_JOB DEC FIXED(2), 
2 STEP# EEC FIXED (2), 
2 ASGMD SITE DEC FIXED (2) 
2 PaO:S_TIME DEC FLOAT (5), 
2 LINB_DLY DEC FLOAT (5), 
2 LVL. ASGNDia) BIT (1) ; 
DCL 1 PBOCOHP(IO) EXTEBNAL, 
2 CPILE(S9) BIT (1) , 
2 CFCH (99) BIT(1) ; 
DCL 1 OPBOOHD FXTEBNAL, 
2 NSITE DEC FIXED(2) , 
2 MLIHE EEC FIXED(2), 
2 NSTEP EEC FIXED(3), 
2 NPCN DEC FIXED (2), 
2 NFILE DEC FIXED(2), 
2 NJOB DEC FIXED (2), 
2 MLIHE DEC FIXED(2) , 
2 MPBOS EEC FIXED(2), 
w 
2 NLE?El DEC FIXED (1); 
DCL 1 CTLPAHH EXTEBNAL, 
2 ISEl BIT(1), 
2 XN DEC FIXED(1), 
2 THfiSD EEC FIX ED (4), 
2 KCEfIT BIT<1), 
2 TRAC BIT(1), 
2 PLI ST(4) DEC FIX ED (2); 
/* BOUTINS TO OPTIMALLY LOCATE FLOATING SITES */ 
DCL I GO BIT (1) ; 
DCL (COST,CC,CM) DEC FIXED (8,2) ; 
DCL (X,Y,XX,YY,XMIN,XaAX,YMIN,YMAX) DEC FIXED (5,1); 
DCL CI M DEC FIXED (5) ; 
DCL PRELIM BIT (1) ; 
DCL FF BIT (1) ; 
HAXL=0; 
PRELIM=M*B; 
HELOC: CIH-0; 
ISLOOP; DO IS=1 TO NSITE; 
IP STATUS(IS)=2 THEN GOTO FISLOOP; 
IGO=M»B;X=0;Y=0; 
CALL FHDLC(COST,X,y,FP) ; 
/* PRINT CURRENT CONNECTION COST »/ 
IF TRAC THEN 
PUT SKIP (2) EDIT('OSASS CUBREHT CONNECTION COST' 
•SITE= ',IS,"COST= •,COST) 
(C0L(1) ,A(29)^X(a) ,A(6) ,F(3), 
X(4) ,A(6) ,F(10,2)) ; 
IF C0ST<=0 THEN GOTO FISLOOP; 
X=XDIST(IS) ; 
Y=YDIST (IS) ; 
CC=COST; 
IF ISEL THEN GOTO FINSET; 
/* ITERATIVE TECHNIQUE FOE FINDING OPTIMUM LOCATION */ 
XI1ÏN=9999.9; 
I=INSITE(J) ; 
GOTO FJL00P1; 
XMIN=XDIST(I) ; 
XMAX=XDIST(I) ; 
YMIN=YDIST(I); 
YHAX=YDIST(I) ; 
YMIN=9999.9; 
XMAX=0; 
YfllAX=0; 
JLOOPII: DC) J=1 TO MLIHE; 
IF INSITE(J)=IS THEM I=FINSITE(J) 
ELSIÎ 
IF FINSITE(J) =IS THEN 
ELSE 
IP XMIN>XDIST (I) TH1ÎN 
IF XMAX<XDIST(I) THIÎN 
IF YHIN>YDIST(I) THEN 
IF YMAX<YDIST(I) THEN 
FJL00P1; END JL00P1; 
HOOP I: DO 1=1 TO (XN+1) ; 
XX= ( ( (XN-I+1 ) *XMIN)| • ( (I- 1 )*XMAX) ) /XN; 
J100P2; DO J=1 TO (XN+1) ; 
YY= ( ( (XN-J + 1) *YM][N ) + ( (J-1 ) *YMAX) ) /XN ; 
IGO='0 * B ; 
CALL FNDLC(CM,XX„YY,FF); 
IF CM>=CC THEN GOTO FJL00P2; 
CC=CM; 
X=XX; 
Y=YY; 
/* PB%NT ITERATE NEW CCNNECTIOIf COST »/ 
IF TRAC THEN 
PUT SKIP EDIT(»OSASS ITERATE CONNECTION COST', 
•NEW SITE(',X,Y,*)','COST= *,CC) 
(COL (1),A(29),X(4),A(9),F(7,1),X(2) 
F(7,1),A(1),X(4) ,A (6),F(10,2)) ; 
FJL00P2: END JL00P2; 
END IL00P1; 
GOTO M0VEI3; 
/• FIND OPTIMUM SITE AMONG 
FINSET: DO 1=1 TO NSITE; 
IF STATUS (1)^=2 
THE GIVEN FIXED SITES */ 
THEN GOTO FFINSET; 
ÏGO=»0»B; 
CALL FNDLC(CM,XDIST(I),YDIST(I),FF); 
;LF CH>=CC THEN GOTO FFINSET; 
CC=CM; 
'I=XDIST (I) ; 
T=YDIST (I) ; 
/• PAIHT FIMSET HE» CONNECTION COST »/ 
IF TRAC THEN 
PIflIT SKIP EDITf'OSASS FINSET CONNECTION COST*, 
•SI'TE= ',I,'COST= ',CC) 
{COL(1),A(28),X(«»),A(6),F(3) , 
X(4),A(6),F(10,2)) î 
FFINSET: EiD FINSET; 
MOVEIS: IF -,FP THEN DO; 
XDIST (IS) =X; 
YDIST (IS)=Y; 
STATOS (IS) = 1; 
liF CIM<COST-CC THEN CIM=COST-CC; 
END; 
FI SLOOP: END ISIOOP; 
/» CHECK TO SEE IF ALL SITES HAVE BEEN PRELIMINARILY LOCATED »/ 
IF PRELIM THEN DO; 
IPRELIM=«0»B; 
ILC0P3: DO 1=1 TO NSITE; 
IF STATOS (I) =0 THEN PRELIM='1*B; 
END IL00P3; 
END; 
IF PRELIM THEN GOTO RELOC; 
MAXL=MAXL+1; 
IF MAXL<=100 THEN 
IF CIM>THRSD THEN GOTO RELOC; 
IL00P2: DO 1=1 TO NLINE; 
IS=INSITB(I) ; 
IK=FINSITE (I) ; 
DD=SQRT((XDIST(IS) -XDIST(IK) ) **2 
• (YDIST (IS) -ïfDIST (IK) )**2); 
IF DD<=0.1 THEN L_TYPE(I)=0; 
FILOOP2: END ILOOP2; 
POT SKIP (3) LIST(*END OP OPTIMUM LOCATING'); 
EET05N; 
/* SOBROUTIHE TO FIND CONNECTION COST OF THIS SITE */ 
FNDLC: PBOCi(SCOST,SX,ST,FF) ; 
DCL (SCOST,ONIT) DEC FIXED (8,2); 
DCL (SX,SY,DD) DEC FIXED (5,1); 
DCL FF BIT(1) ; 
SCOST=0; 
FF=»1»B; 
IF HLINE<=0 THEN RETOHN; 
KLOOP1: DO K=1 TO NLTNE; 
IF INSITS(K)=IS THEN IK=FINSITE (K) ; 
ELSE 
IF FINSITE(K) =IS THEN IK=INSITE (K) ; 
ELSE GOTO FKLOOPI; 
/* UNASSIGNED SITES ABE NOT INCLUDED */ 
IF STATUS (IK) -.=0 THEN FF='0'B; 
ELSE GOTO FKLOOPI; 
IF I GO THEN 
DD=SQRT ( (XDIST (IS) -XDIST (IK) ) **2 
+ (YDI ST (I S) -YDIST (IK) ) **2) ; 
ELSE 
DD=SQHT( (XDIST (IK) -SX) »*2+ (YDIST (IK)-SY) **2) 
/* CHECK IF LINE CAN BE HARDWIRED */ 
IP DD<=0.1 THEN GOTO FKLOOPIî 
L][NTYP=L_TYPE(K) ; 
/* CHECK IF LOCAL LINE CAN BE USED */ 
IF (LINTYP=1 JLINTYP=2) 6 (DD<=7„5) THEN DO; 
UNIT=0; 
GOTO DCOST; 
END; 
IF DD<=25 THEN 0NIT=LVCST1 (LINTYP) ; 
BISE IF DD<=100 THIIN UNIT=LVCST2 (LIHTÏP) 
ELSE IF DD<=250 THL'K ANIT=L7CST3 (LINTÏP) 
BISE IF DD<=500 THES UNIT=LVCSTU (LINTYP) 
ELSE 0HIT=LVCST5 (LINTYP) ; 
DcosT: SCOST=SCOST+O.5»(LFCOST(LIMTÏP)+DD*UNIT) ; 
FKLOOPL: I3ND KLOOPL; 
BETOBN; 
END FNDLC; 
END OSASS; 
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XIII. APPENDIX E: 
LISTING FOfc THE SUBROUTINE ANLYZ 
AMLÏZ: PBGC; 
DCl 1 NETWORK EXTERNAL, 
2 SITE (25) , 
3 STATUS DEC FIXED (1), 
3 XDIST DEC FIXED (5, 1) | 
3 YDIST DEC FIXE0(5,1) ,, 
3 ASGND_PBOS DEC FIXED |(2), 
3 PEOS_LOAD DEC FLOAT(î)), 
3 PtlOSJBF DEC FLOAT (5),, 
2 LINE (99) , 
3 IHSITE DEC FIXED (2), 
3 FINSITE DEC FIXED (2) ,, 
3 1 TYPE DEC FIXED(2), 
3 L'LOAD DEC FLOAT (5), 
3 L_.UF DEC FL3AT (5) ; 
DCL 1 HBDWARE EXTESNAL, 
2 PTYPE(10) , 
3 PROS LVL# DEC FIXED( f) , 
3 I„BATE DEC FLOAT (5), 
3 PRIMSTR DEC FLOAT (5) „ 
3 SCSDSTE DEC FLOAT (5) ,, 
3 MDSPBÎ DEC FIXED (2), 
3 CHAN_EATE DEC FLOAT(!>) , 
3 PCOST DEC FIXED (8, 2),, 
2 LTYPE(IO), 
3 XIISN RATE DEC FLOAT ( 5), 
3 LFCOST DEC FIXED(5,1), 
3 LTCST1 DEC FIXED (4,2), 
3 LVCST2 DEC FIXED(4,2), 
3 LVCST3 DEC FIXED(4,2), 
3 L?CSI4 DEC FIXED(y,2), 
3 LVCST5 DEC FIXED(4,2); 
DCL 1 SFTWABE EXTERNAL, 
2 FCNTYPE(99), 
3 I STEPS DEC FLOAT (5) , 
o 
3 FCNTSIZE DEC FLOAT (5)1, 
3 FCNFSIZE DEC FLOAT (5), 
2 FILETÏPE(99) , 
3 MEDIUM DEC FIXED(2), 
3 FI1E_SIZE DEC FLOAT (!j) 
DCL 1 JOB (50) EXTERNAL, 
2 NO JOBSTEPS DEC FIXED(2) 
2 RRVL RATE DEC FLO AT (5),, 
2 BSPHS_ÏIME DEC FLOAT (5), 
2 FBSTEP# DEC FIXED (3), 
2 LISTEP# DEC FIXED(3); 
DCL 1 JOBSTEP(250) EXTESNAL, 
2 B3QFCN DEC FIXED (3), 
2 B8QFILE DEC FIXED (3), 
2 MSG LENGTH DEC FLOAT(S), 
2 L7L SPEC DEC FIXED(I), 
2 HEQ"LVI DEC FIXED(I), 
2 OWNING JOB DEC FIXED(2), 
2 STEP# DEC FIXED (2) , 
2 &5GMB_SIT3 DEC FIXED (2) 
2 PBOS_TIME DEC FLOAT (5) , 
2 LINE DLY DEC FLOAT (5), 
2 LVL„.ASGND(4) BIT(1); 
DCL 1 ?ROCoip(10) EXTERNAL, 
2 CFILE(99) BIT{1), 
2 CfCW(99) BIT(1) ; 
DCL 1 OPBODiD ÎXTERNAL, 
2 NSITE DEC FIXED(2) , 
2 NLIiHE DEC FIXED (2), 
2 NSTEP DEC FIXED(3), 
2 NFCIH Die FIXED (2), 
2 NPILE DEC FIXED (2), 
2 NJOB DEC FIXED (2), 
2 MLIiHE DEC FIXED (2) , 
2 HPBOS EEC FIXED(2), 
2 NLE7SL DEC FIXED (1); 
DCL 1 CTLPABH EXTEfiNAL, 
2 IS£L BIT(l), 
2 XN DEC FIXED(U), 
2 THESD EEC FIXED (4) , 
2 KCENT BIT(l), 
2 TPAC BIT(1), 
2 PLIST(tl) DEC FIXED(2)î 
/• PliJCEDOEE TO ANALYZE PRESEKIT NETWORK TO DETERMINE 
RESPONSE TIMES AND COSTS */ 
DCL B(5) DEC FIXED(2) INIT((5) 0); 
DCL (CL,CLL,CP,CC,ONIT) DEC FIXED(10,2); 
DCL DD DEC FIXED (5, 1) ; 
DCL HAH LOAD (25) DEC FL0iiT(5) INIT((25)0); 
DCL RAN OF(25) DEC FLOATCS) INIT((25)0); 
DCL STR2 LOAD(25) DEC FLOAT (5) INIT((25)0); 
DCL STR2l0F{25) DEC FLOAT (5) INIT ( (25) 0) ; 
DCL DEGfiÏD DEC FLOAT(5) ; 
PUT SKIP (2) LIST ('START NETWORK ANALYSIS'); 
IL0CP1; DO 1=1 TO NSTEP; 
PROS_TIME(I) =0; 
LINE DLY(I)=0; 
END IL00P1; 
IL00P2; DO 1=1 TO NSITE; 
PROS_LOAD (I)=0; 
PROS OF(I) = 0; 
END IÎ00P2; 
IL OOP 3: DO 1=1 TO NLINE; 
L_DF(I)=0; 
END IL00P3; 
/* FIND PROCESSOR LOAD AND DYN&HIC RAM LOAD FOB EACH PROCESSOR */ 
JL00J?1: DO J=1 TO NSTEP; 
IF ASGND SITE(J)=0 THEN GOTO FJLOOPI; 
%=ASGND SITE (J) ; 
IF ASGND PEOS(I)=0 THEN GOTO FJLOOPI; 
rjLoopi 
IFNLCIOP: 
IJSLOOP1: 
IP=JSGHD_P80S(I) ; 
II=OWNING_JOB(J); 
JJ=HEQFCN"(J) ; 
PFIOS LOAD(I)=PROS_LOADI(I)+AEVL BATE (II) •I_STEPS (JJ) 
IF OATE(IP)=0 THEN BAM_10AD(I)=0; 
ELSE 
BAH 10AD(I)=RAM_LO AD(I)+AEVL_HATE(II)*FCNTSIZE(JJ) * 
(10 **-6*I_STEPS ( JJ) /I_RATE (IP)); 
END JI00P1; 
PUT SKIP(3); 
/* INCREASE BAM LOAD BY RESIDENT BAM FOB EACH REQUIRED FUNCTION */ 
ILOOFU: DO 1=1 TO NSITE; 
IF ASGHD_PBOS(I)=0 THEN GOTO FIL00P4; 
IP= ASGND_PFIOS (I) ; 
DO IFS=1 TO NFCN; 
DO IJS=1 TO NSTEP; 
IF F{EQFCN(IJS) =IFN THEN 
IF ASGND SITE(IJS)=I THEN DO; 
RAM_LOAD (I) =BAM_LOAD (I]) •FCNFSIZE (IFN) ; 
GOTO FIFNLOOP; 
END; 
END IJSL00P1; 
END IFHLOOP; 
SECONDARY STORAGE REQOIBEHENTS */ 
DO IFL=1 TO NFILE; 
DO IJS=1 TO NSTEP; 
IF FEQFILE (IJS)=IFL THEN 
IF MEDIUM (IFL) = 2 THEN 
IF ASGND_SITE<IJS)=I THEN DO; 
STR2_LOÎD(I) = STR2_LOAiD(I) +FI1E_SIZE (IFL) ; 
GOTO"FIFLLOOP ; 
END; 
END IJSLOOP2; 
FIFLLOOP; END IFLLOOP; 
/* FIND BAM,STE2,6 PROS UTILIZATION FACTORS */ 
FIFNLOOP: 
/* FIND FIXED 
IFLLOOP: 
IJ SLOOP 2: 
IF PEIMSTR{IP) =0 THEN B&M_UF(I) =0; 
ELSE 
RAM OF (I) =aAM_LOAD (I) /PBIHSTE (IP) ; 
IF SCNDSTR (IP) =0 THEN STE2_0F(I) =0; 
ELSE 
STS2_IIP (I)=STR2_L0AD(I)/SCNDSTR (IP) ; 
IF I_BATE(IP)=0 THEN PBOS_UF (I) =0 ; 
ELSE 
PBOS_aF (I) =PROS LOAD(I)/I_FATE(IP) ; 
IF (BEOS UF(I) <1)5(RÂM_DF(I)<1)8(STR2_0F(I)<1) THEN 
PUT SKIP (2) EDIT (•PROCESSOR ',IP,' SITE ,1, 
•HIPS= ',PROS LOAD (I),' UTILIZED=',PEOS_DF(I), 
•AVHÂH= ',RAM_LOAD(I),' UTILIZED=',RAM_OF(I), 
' F I X E D  SCNDSTE= ',STB2_L0aD(I),' UTILIZED=', 
STR2_UF (I) ) (COL <1),2(A,F(2)),3 (COL (3),2(A,E(11,%)))) 
ELSE 
POT SKIP (2) EDIT (• OVERLOAD» PROCESSOR » ,IP, * SITE ,1, 
'MIPS= '.PROS LOAD (I),» UTILIZED^» , PFOS_OF (I) , 
*AVRAM= ',RAM_LOAD(I),' OTILIZED=',RAM_0F(I), 
•FIXED SCNDSTE= •,STF2 LOAD(I),' OTILIZED=*, 
STR2_UF(I) ) (C0L{1) ,2 (A,F(2)),3(C0L(3) ,2 (A,E (11,4) ) ) ) 
FIL00P4: END IL00P4; 
POT SKIP (3); 
/* FIND LINE UTILIZATION FACTORS */ 
IL00P5; DO 1=1 TO NLINE; 
IF L_TYPE(I)=0 THEN DO; 
L_UF(I)=0; 
GOTO LOUT; 
END; 
LINTYP=L TYPE(I); 
L_UF (I) =L_LOAD (I) /XHiSN_EATE (LINTÏP) ; 
LOCT: IP L_0F(I)<1 THEN 
POT SKIP EDIT(*INSITE *,INS1TE(I), 
» ,FINSITE ',FINSITE(I),' ,LINE TYPE IS *,L_TYPE(I), 
* ,LO&D= ',L_LOAD[I),' ,OTILIZE= », 
L_OP<I)) {3 (à,F(2)) ,2(A,E(11,4))) ; 
ELSE 
POT SKIP EDIT ('OVERLOAD.INSITE ',INSITE(I), 
• ,FIHSITE • ,FINSITE(I) „LINE TYPE IS ',L_TYPE(I), 
• ,LOAD= »,L LOAD(I),• ,UTILIZE= », 
L_UF(I)) (3 (A,F(2)) ,2 (A,E (11,4))) ; 
END II00P5; 
/• CALCULATE JOBSTEP PBOCESSING TIME AND LINE DELAY. 
ACCUMULATE JOB RESPONSE TIME */ 
ID=0; 
JLOOP2; DO J=1 TO NSTEP; 
IF ASGMD SITE(J)=0 THEN GOTO FJL00P2; 
I=ASGND SITE(J); 
IP A£GHD_PR0S(I)=0 THEN GOTO FJL00P2; 
IP=ASGND_PBOS(I) ; 
IF PB0S_ÛP(I)>=1 THEN GOTO FJL00P2; 
JJ=flIQFCN (J) ; 
II=OBNIHG JOB (J) ; 
DBGRaD=MAX(PBOS_UF (I) ,RAM_OF<I)); 
IP I_RATE(IP)=0 THEN PROS_TIME(J)=0; 
ELSE 
PaOS_TIME(J) = 10**-6*I_STEPS(JJ)/(I_EATE(IP) * (1-DEGBAD) ) ; 
IF H=ID THEN 
KSPNS TiaE(II)=RSPNS_TIME(II)+PBOS_TIME(J) ; 
~ ELSE DO; 
RSPNS TIME(II)=Pa0S TIME (J); 
ID=II7 
PUT SKIP (3) EDIT («308= < , ID) (A, F (3) ) ; 
END; 
IF 0WNING_J0B(J+1)^=0WNING_J0B(J) THEN GOTO DONE; 
IF ASGND_SITE(J+1)=0 THEN GOTO FJL00P2; 
IODT=ASGND_SITE (J+1) ; 
IP I=I0UT THEN GOTO OUTPUT; 
CALL PATH (I, K) ; 
IF K=0 THEN GOTO FJLOOP2; 
DO IK=1 TO K; 
LL=B (IK) ; 
LINTÏP=L TYPE(LL) ; 
IF LIHTYP=0 THEN GOTO FIKL00P2; 
LINE_DLY (J) =LINE_DLY(J) + 
MSG_LEHGTH(J)/l:iCMSN_BATE(LINTYP)*(1-L_0F(LL) )) ; 
END IKL00P2; 
aSPNS_TIME(II) =ESPNS..TIHE(II) •LINE_DLY(J) ; 
PIOIT SKIP EDIT(»STEP= ',STEP#(J), 
• ,SITE= ',ASGND_SITE(J), 
• PROS RIME= ',PB0S_TIM3(J), 
• ,LINE :DELAY= • ,LIHi_DLY(J) , 
• ,JOB TIME ACCOS= *,ÊSPNS_TIME(II)) 
(2 (A,P(2)),SKIP,3(A,E(11,4))) ; 
FJ100P2: 2NID JLOOP2; 
/• FIND TOTAL LINE COST AND PROCESSOR COST */ 
CL~0; 
CP--0 ; 
POT SKIP (3); 
IL00P6: DO 1=1 TO NLINE; 
II=L_TYPE(I) ; 
IF 11=0 THEN GOTO FIL00P6; 
L1=I8SITE(I) ; 
L2=FINSITE(I); 
DD=SQBT ( (XDIST (L1) -XDI ST (L2) ) **2+ (YDIST (Li ) - YDIST (L2) ) **2) 
IF (11= 1111=2) 6 {DD<=7. 5 ) THEN DO ; 
DNIT=0; 
GOTO DCOST; 
END; 
IP IDD<=25 THEN DNIT=LVCST1 (II) ; 
ELSE IF DD<=100 THEN 0NIT=LVCST2(II); 
ELSE IF DD<=250 THEN ANIT=LVCST3(II); 
ELSE IF DD<=500 THEN UNIT=LVCST4(II); 
ELSE 0NIT=LVCST5(II) ; 
DCOST: CLL=LFCOST(II)+UNIT+DD; 
IKL00P2: 
FIKL00P2: 
DONE; 
OOTPOT: 
PUT SKIP EDIT('LINE ',1,' COST',CLL) 
(A,F (2) ,&,F(11,2)): 
CL=CI+CLL; 
FIL00P6: END II00P6; 
PUT SKIP (3) ; 
ILOOP7: DO 1=1 TO NSITE; 
IF AEGND_PBOS(I)=0 THEN GOTO FIL00P7; 
II=ASGND~PROS(I) ; 
POT SKIP EDIT('SITE *,I,* PBOCESSOE COST ',PCOST(II)) 
(A,F(2),A,F(11,2)); 
CP=CP+PCOST(II); 
FIL00P7: 3ND II00P7; 
CC=CL+CP; 
POT SKIP (3) EDIT ('TOTAL LINE COST= ',CL, 
' ,TOTAL PROS COST= ',CP, 
' , TOTAL COST= *,CC)(3(A,F(11,2))); 
PATH: PPOC(%N,K); 
DCL A (100,5) DEC FIXED (2) INIT ( (500) 0); 
DCL A&(100,5) DEC FIXED(2) INIT ((500) 0); 
/* PJ>TH ANALYSIS */ 
IF TFLAC THEN 
POT SKIP (2) EDIT ('FIND A PATH FROM ',IN,' TO ',IOOT) 
(COL(L) ,A(17),F(2) ,A(4),F(2)) ; 
IF NIINE=0 THEN GOTO' OUT; 
K1=1; 
K2=1; 
&(K1,K2)=IN; 
K11=0; 
K22=K2+1; 
DO 1=1 TO K1; 
J1=A(I,K2) ; 
DO K=1 TO NLINE; 
IF INSITE(K)=J1 THEN J2=FINSITE (K) ; 
ELSE 
IF FINSITE(K)=J1 THEN J2=INSITE (K) ; 
AGAIN: 
IL00P8: 
KL00P1: 
ELSE GOTO FKL00E1; 
IF K11=0 THEN GOTO NODOP; 
DO K111=1 TO K11; 
IF J2=AA(K111,K2 2) THEN GOTO FKL00P1 ; 
END; 
NODUP;: K11=K1U1; 
DO L=1 TO K2; 
AA(K11,L)=A(I,L) ; 
END; 
AA(K11,K2>=K; 
AA (K11,K22)=J2: 
IF TBAC TFIEN 
POT SKIP EDIT ('PATH# 'LINES# ',(AA(K11,M) DO H=1 
TO K22-1),'T0 NODE ' ,AA(K11 ,K22) ) 
(C0L(1) ,A(5) ,F(3) ,2(4) ,A(6) , (K22-1) (X(2),F(2)) 
X(2) ,A(8), F(3)) ; 
FKL00P1: END KLOOPI; 
FIL00P8: EISID I LOOPS; 
LIF K11=0 THEN GOTO ODT; 
DO 1=1 TO K11; 
DO a=1 TO K22; 
A (1,8) =AA (I,N) ; 
END; 
IF A(I,K22)=I00T THEN DO; 
ND=I; 
GOTO SOCES; 
END; 
EIMD; 
GOTO UPDATE; 
SUCES: liC=K22-1; 
DO M=1 TO K; 
a(M)=A (ND,M) ; 
EMD; 
I;F TEAC THEN 
PIOFT SKIP EDIT ('SUCCESS,LINES= », (B (M) DO M=1 TO K) , 
» r O  NODE ' , A (ND,K22)) 
(C0L(1),A(14),(K) (X(2),F(2)) , 
X(2) ,A(8),P(3)); 
RETUEN; 
UPDATE; K1I=K11; 
K2=K22; 
liP K2<5 THEN GOTO AGAIN; 
OUT: K=0; 
liF TRAC THEN 
PBT SKIP LIST('PATH FAILGRE'); 
RETOEN; 
END PATH; 
PUT SKIP(2) LIST('END OF NETWORK ANALYSIS'); 
END AiHLYZ; 
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XIV. APPENDIX F: 
INPUT DATA SET FOB THE CENTRALIZED CONFIGURATION 
FONCTION SELECTION FOB THIS BON 
OSS <1> TO INDICATE FONCTION TO BE SELECTED 
INITIALIZE CALL CALL CALL CALL NEW NET 
TO DEFAOLTS JSTOP PTOS OSASS ANLYZ CONFIG 
<0 > <1 > <1 > <1 > <1 > <0 > 
UPBOUND-VALOES AND ALLOWABLE RANGES 
NSITE HLIISE NSTEP NFCN NFILE NJOB MLINE MPfiOS NLEVL 
1/25 1/99 1/250 1/99 1/99 1/50 1/10 1/10 1/4 
13 0 156 7 3 12 8 9 H 
CTLPARM-VALBES AND ALLOWABLE BANGES 
ISEL Xi THRSD KCENT TR&C PLIST(I) (2) (3) (4) 
BIT <9999 <9999 BIT BIT 1/10 1/10 1/10 1/10 
0 1iO 5 1 0 0 0 0 0 
PF.0CE3S0E COMPATABILITY MATRICES 
IB OS 11 2 3 4 5 6 7 8 9 
CFILE 1 0 0 0 0 0 0 0 0 0 
CFIiLE 2 (} 0 0 0 0 0 0 0 0 
CFILE 3 10 0 0 0 0 0 0 0 0 
PROS 11 2 3 4 5 6 7 8 9 
CFCH 1 0 1 0 0 0 0 0 0 0 
CFCN 2 ICI 0 0 1 1 1 1 1 1 
CFCN 3 10 0 0 1 1 1 1 1 1 
CFJN 4 0 0 0 1 1 1 1 1 1 
CFCN 5 0 0 0 0 0 0 0 1 1 
CFCN 6 10 0 0 1 1 1 1 1 1 
CFCN 7 € 0 0 0 0 0 0 1 1 
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ZSl 
FTÏPE 8 W 1.5000E+00 5.2400E»02 8.0000E+02 
PTÏPE 9 4 2.OOOOE+01 4.0000E+03 1.6000E+03 
7 1.3000E+06 13103.40 
7 1.5000E+06 84172.00 
CHARACTERISTICS OF AVAILABLE LINES 
XHISN RATE LFCOST LVCST1 LVCST2 LVCST3 LVCST4 LVCST5 
A.MMMMESNN <9999.9 <99.99 <99.99 <99.99 <99.99 <99.99 
LTYPB 1 3.0000E+01 73.0 3.30 2.31 1.65 1.16 0.83 
LTÏF3 2 1.2000E+02 81.0 3.30 2.31 1.65 1.16 0.83 
LTYPB 3 2.4000E+02 153.0 3.30 2.31 1.65 1. 16 0.83 
LTÏPE 4 4.8000E+02 213.0 3.30 2.31 1.65 1.16 0.83 
LTYPE 5 9.60002+02 433.0 3.30 2.31 1.65 1.16 0.83 
LTYPB 6 1.9200E+03 850.0 3.00 3.00 3.00 3.00 3.00 
LTYPE 7 5.0000E+03 850.0 6.00 6.00 6.00 6.00 6.00 
LTYPE 8 2.3000E+04 1250.0 30.00 30.00 30. 00 30.00 30.00 
SOFTWARE FUNCTIONS 
I STEPS 
H.nHMMESNN 
FCNTLFPB 1 O.OOOOE+00 
FCNTÏPE 2 7.5000E+03 
FCNTYPE 3 6.0000E+04 
FCNTÏPE « 1.0000B+05 
FCNTÏPE 5 6.OOOOE+05 
FCNTÏPE 6 7.5000E+02 
FCNTÏPE 7 1.0000E+05 
PCNTSIZE 
M.MMMMESNK 
O.OOOOE+00 
O.OOOOE+OO 
B.OOOOE+OO 
1.6000E+01 
1.2800E+02 
O.OOOOE+00 
1.2800E+02 
FCNFSIZE 
M.MMMMESNN 
O.OOOOB+00 
8.0000E+00 
8.0000E+00 
2.0000E+00 
6.4000E+01 
8.0000E+00 
6.4000E+01 
m 
Ul 
SOFTHABE FILES 
FILET ÏPE 
FILETÎPE 
FILETÏPE 
1 
2 
3 
MEDIUM 
1/10 
1 
1 
2 
FILE SIZE 
M.MMMMESNN 
5. 00 00 E-02 
3.0000E-02 
4.0000 E+02 
JOBS IH HOHKLOAD 
IJSTPS ARVL RATE RSPNS TIME FBSTEP# LASTEP# 
1/99 H.MHHHESNH M.MMMMESNN 1/250 1/250 
JOB 1 1J 5. 5555E-03 0.OOOOE+00 1 13 
JOB 2 13 5.5555E-03 0.OOOOE+OO 14 26 
JOB 3 1 .3 5. 5555E-03 O.OOOOE+OO 27 39 
JOB 4 13 5. 5555E-03 0.OOOOE+OO 40 52 
JOB 5 13 5.5555B-03 0. OOOOE+OO 53 65 
JOB 6 13 5.5555E-03 O.OOOOE+OO 66 78 
JOB 7 13 5.5555E-03 O.OOOOE+OO 79 91 
JOB 8 13 5. 5555E-03 O.OOOOE+OO 92 104 
JOB 9 13 5.5555E-03 O.OOOOE+OO 105 117 
JOB 10 13 5.5555E-03 O.OOOOE+OO 118 130 
JOB 11 13 5.5555E-03 O.OOOOE+OO 131 143 
JOB 12 13 5.5555E-03 O.OOOOE+OO 144 156 
ui 
JOBSTEPS IN JOES 
BEQ REQ MSG SP EQ OWN STP ASND LVL ASGND 
FCH FIL LENGTH LV LV JOB * SITE PEOS TIME LINE DLY 1 2 3 4 
<99 <99 M. MMMHESNN <4 <4 <50 <99 1/25 M.MMMMESNN M.MMMMESNN B B B B 
JSTP 1 11 0 H. OOOOE+02 2 1 1 1 1 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 2 2 0 2. 5000E+02 0 0 1 2 0 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 3 3 1 1. OOOOE+03 0 0 1 3 0 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 4 11 0 2. 5000E+02 0 0 1 4 0 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 5 2 0 2. 5000E+02 0 0 1 5 0 O.OOOOE + OO O.OOOOE+OO 0 0 0 0 
JSTP 6 4 2 1. 6000E+03 0 0 1 6 0 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 7 5 3 1. 600ÛE+03 2 4 1 7 5 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 8 2 0 1. 6000E+03 0 0 1 8 0 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 9 1 0 2. 50 00E+01 0 0 1 9 0 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 10 6 0 2. 50 00E + 01 0 0 1 10 0 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 11 7 3 1. OOOOE+03 2 4 1 11 5 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 12 3 1 1. OOOOE+03 0 0 1 12 0 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 13 11 0 O.OOOOE+00 2 1 1 13 
JSTP U 1 0 1.0000E+02 2 1 2 1 
JSTP 15 2 0 2.5000E+02 0 0 2 2 
JSTP 16 3 1 1.0000E+03 0 0 2 3 
JSTP 17 11 0 2.5000E+02 0 0 2 4 
JSTP 18 2 0 2.5000E+02 0 0 2 5 
JSTP 19 4 2 1.6000E+03 0 0 2 6 
JSTP 20 5 3 1.6000E+03 2 4 2 7 
JSTP 21 2 0 1.6000E+03 0 0 2 8 
JSTP 22 1 0 2.5000E+01 0 0 2 9 
JSTP 23 6 0 2.5000E+01 0 0 2 10 
JSTP 2H 7 3 L.OOOOE+0 3 2 4 2 11 
JSTP 25 3 1 1.0000E+03 0 0 2 12 
JSTP 26 •I 0 O.OOOOE+OO 2 1 2 13 
JSTP 27 1 0 1.0000E+02 2 1 3 1 
JSTP 28 2 0 2.5000E+02 0 0 3 2 
JSTP 29 3 1 1.0000E+03 0 0 3 3 
JSTP 30 1 0 2.50 00E+02 0 0 3 4 
JSTP 31 2 0 2.5000E + 02 0 0 3 5 
JSTP 32 4 2 1.6000E+03 0 0 3 6 
JSTP 33 5 3 1.6000E+03 2 4 3 7 
JSTP 34 2 0 1.60002+03 0 0 3 8 
JSTP 35 1 0 2.5000E+01 0 0 3 9 
JSTP 36 6 0 2.5000E+01 0 0 3 10 
JSTP 37 7 3 1.0000E+03 2 4 3 11 
JSTP 38 3 1 1.0000E+03 0 0 3 12 
JSTP 39 1 0 O.OOOOE+OO 2 1 3 13 
JSTP ao 1 0 1.0000E+02 2 1 4 1 
JSTP m 2 0 2.5000E+02 0 0 4 2 
JSTP 42 3 1 1.0000E+03 0 0 4 3 
JSTP 43 1 0 2.5000E+02 0 0 4 4 
JSTP 44 2 0 2.5000E+02 0 0 4 5 
JSTP 45 4 2 1.6000E+03 0 0 4 6 
JSTP 46 5 3 1.6000E+03 2 4 4 7 
JSTP 47 2 0 1.60005+03 0 0 4 8 
1 0. OOOOE+00 0. OOOOE+OO 0 0 0 0 
2 0. OOOOE+00 0. OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+OO 0 0 0 0 
5 0. OOOOE+00 0. OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+OO 0 0 0 0 
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0 0. OOOOE+00 0, OOOOE+OO 0 0 0 0 
5 0. OOOOE+00 0. OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+OO 0 0 0 0 
2 0. OOOOE+00 0. OOOOE+OO 0 0 0 0 
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JSXP 85 5 3 1.6000E+03 2 4 7 7 
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JSTP 38 6 0 2.5000E+01 (} 0 7 10 
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JSTP 95 1 0 2.5000E+02 0 0 8 4 
JSTP 96 2 0 2.5000E+02 0 0 8 5 
JSTP 97 4 2 1.6000E+03 0 8 6 
JSTP 98 5 3 1.6000E+03 2 4 8 7 
JSTP 99 2 0 1.6000E+03 0 0 8 8 
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JSTP 101 6 0 2.5000E+01 0 0 8 10 
JSTP 102 7 3 1.0000E+03 2 4 8 11 
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0 0. OOOOE+OO 0. OOOOE+OO 0 0 0 0 
0 0. OOOOE+OO 0. OOOOE+OO 0 0 0 0 
0 0. OOOOE+OO 0. OOOOE+OO 0 0 0 0 
5 0. OOOOE+OO 0. OOOOE+OO 0 0 0 0 
0 0. OOOOE+OO 0. OOOOE+OO 0 0 0 0 
0 0. OOOOE+OO 0. OOOOE+OO 0 0 0 0 
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0 0. OOOOE+OO 0. OOOOE+OO 0 0 0 0 
0 0. OOOOE+OO 0. OOOOE+OO 0 0 0 0 
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0 0 0 0 00+30000 •0 00+30000 •0 
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0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
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XV. APPENDIX G: 
EXBCtlTION OUTPUT FOE THR CENTRALIZED CONFIGURATION 
END or JOBSTEP TO PROCESSOR ASSIGNMENT 
END OF PROCESSOR ASSIGNMENT 
END OF OPTIMOM LOCATING 
START NETWORK ANALYSIS 
PROCESSOR 2 SITE 1 
MIPS= 0. OOOOE+OO UTILIZED: O'.OOOOE+OO 
AVBAM= O.OOOCE+00 UTILIZED= O.OOOOE+00 
FIXED SCNDSTa= O.OOOOE+00 UTILIZED^ O.OOOOE+00 
PROCESSOR 2 SITE 2 
HIPS= 0. O'OOOE+00 UTILIZED: O.OOOOE+00 
AVRAM= O.OOOCE+00 UTILIZED= O.OOOOE+00 
FIXED SCNDSTR= O.OOOOE+00 UTILIZED^ O.OOOOE+00 
PROCESSOR 2 SITE 3 
MIPS= O.OOOOE+00 UTILIZED: O.OOOOE+OO 
AVFlui= O.OOOCE + OO UTILIZED= O.OOOOE + OO 
FIXED SCMDSTR: O.OOOOE+OO UTILIZED: O.OOOOE+OO 
PROCESSOR 2 SITE 4 
MIPS: O.OOOOE+OO UTILIZED: O.OOOOE+OO 
AVRA3= O.OOOCE+OO UTILIZED: O.OOOOE+OO 
FIXED SCNDSTR: O.OOOOE+OO UTILIZED: O.OOOOE+OO 
PROCESSOR 8 SITE 5 
KIPS= 6.2882E-02 UTILIZED: 4.1922E-02 
AVPAM= 1.5810E+02 UTILIZED: 3.0171E-01 
FIXED SCNDSTR: 4.00002+02 UTILIZED: 5.0000E-01 
PROCESSOR 2 SITE 6 
KIPS: O.OOOOE+OO UTILIZED: O.OOOOE+OO 
AVBAM: 0„OOOCE+00 UTILIZED: O.OOOOE+OO 
FIXED SCNDSTR: O.OOOOE+OO UTILIZED: O.OOOOE+OO 
PROCESSOR 2 SITE 7 
MIPS: O.OOOOE+OO UTILIZED: O.OOOOE+OO 
AVBAM: O.OOOCE+OO OTILIZED= O.OOOOE+OO 
FIXED SCNDSTR: O.OOOOE+OO UTILIZED: O.OOOOE+OO 
PROCESSOR 2 SITE 8 
MIPS: O.OOOOE+OO UTILIZED: O.OOOOE+OO 
A V E A M =  O . O O O O E + 0 0  D T I L I Z E D =  O . O O O O E + 0 0  
FIXED SCNO,STF= O.OOOOE+00 OTILIZED= O.OOOOE+OO 
PE0CESS08 2 SITE 9 
MIPS= 0.OOOOE+00 OTILIZED= O.OOOOE+00 
AVRAM= O.OOOOE+00 OTILIZED= O.OOOOE+00 
FIXED SCNDSTB= O.OOOOE+00 OTILIZED= O.OOOOE+00 
PBOCESSOB 2 SITE 10 
MIPS= 0.OOOOE+00 0TI1IZED= O.OOOOE+00 
AVRAM= O.OOOOE+00 OTILIZED= O.OOOOE+00 
FIXED SCND3TH= O.OOOOE+00 OTILIZED= O.OOOOE+00 
PROCESSOR 2 SITE 11 
MIPS= 0.OOOOE+00 UTILIZED: O.OOOOE+00 
AVBAM= O.OOOOE+00 UTILIZED= O.OOOOE+00 
FIXED SCHDSTR= O.OOOOE+00 0TILIZED= O.OOOOE+00 
PROCESSOR 2 SITE 12 
MIPS= 0. OOOOE+00 UTILIZED: O .OOOOE+00 
AVRAM= O.OOOOE+OO UTILIZED= O.OOOOE+00 
FIXED SCHDSTE= O.OOOOE+OO UTILIZED^ O.OOOOE+OO 
PROCESSOR 2 SITE 13 
KIPS= 0. OOOOE+CO UTILIZED: Ci.OOOOE+OO 
AVRAM= O.OOOOE+OO UTILIZED: O.OOOOE+OO 
FIXED SCNDSTR: O.OOOOE+OO UTILIZED: O.OOOOE+OO 
INS ITE 1 , FIN S ITE 5 ,LINE TYPE IS 2 fLOAD— 2. 2083E+01 ,UTILIZE: 1. 8403E-01 
INSITE 2 ,FINSITE 5 ,LINE TYPE IS 2 ,LOAD= 2. 2083E+01 ,UTILIZE: 1. 8403E-01 
INS ITE 3 ,FINSITE 5 ,LINE TYPE IS 2 fLOAD: 2. 2083E+01 ,UTILIZE: 1. 8403E-01 
INSITE 4 , FINSITE 5 ,LINE TYPE IS 2 fLOAD: 2. 20 83E+01 ,UTILIZE: 1. 8403E-01 
INSITE 6 ,FINSITE 5 ,LINE TYPE IS 2 ,LOAD= 2. 2083E+01 ,UTILIZE: 1. 8U03E-•01 
INS ITE 7 , FINSITE 5 ,LINE TYPE IS 2 ,LOAD= 2. 2083E+01 ,UTILIZE= 1. 8403E-01 
INSITE 8 ,FINSITE 5 ,LINE TYPE IS 2 fLOAD: 2. 20 83E+01 ,UTILIZE: 1. 8403E-01 
INSITE 9 ,FINSITE 5 «LINE TYPE IS 2 ,LOAD= 2. 2083E+01 ,UTILIZE: 1. 8403E-01 
INSITE 10 ,FINSITE 5 ,LINE TYPE IS 2 ,LOAD: 2. 2083E+01 ,UTILIZE: 1. 8U03E-01 
INSITE 11 , FINSITE 5 ,LINE TYPE IS 2 fLOAD: 2. 2083E+01 ,UTILIZE: 1. 8403E-01 
INSITE 12 ,FINSITE 5 ,LI NE TYPE IS 2 g LOAD: 2. 2083E+01 ,UTILIZE: 1. 8403E-01 
INSITE 13 , FINSITE 5 ,LINE TYPE IS 2 fLOAD: 2. 2083E+01 ,UTILIZE: 1. 8403E-•01 
JOB= 1 
STEP= 1 ,SITE= 1 
PBOS TIMB= O.OOOOE+00 ,LINE DELAY 
STEP= 2 ,SITE= 5 
PBOS TIHS= 7.1603E-03 ,LINE DELAY 
3TEP= 3 ,S%TE= 5 
PBOS ÎIÏ!E= 5.7283E-02 ,LINE DELAY 
STEP= 1» ,SITE= 1 
PBOS TIMa= O.OOOOE+00 ,LINE DELAY 
STEP= 5 ,SITE= 5 
PHOS TIfl8= 7.1603E-03 ,LINE DELAY 
3TFP= 6 ,SITE= 5 
PROS TIME= 9.5i47lE-02 .LINE DELAY 
STEP= 7 ,SIRE= 5 
PBOS TIM3= 5.7283E-01 ,LINE DELAY 
STEP= 8 ,SITE= 5 
PBOS TIME= 7.1603E-03 ,LINE DELAY 
STEP= 9 ,SITE= 1 
PBOS TIME= O.OOOOE+00 ,LINE DELAY 
3TEE= 10 ,SITE= 5 
PBOS TIMB= 7.1603E-04 ,LINE DELAY 
STEP= 11 ,SITE= 5 
PBOS TIHE= 9.5471E-02 ,LINE DELAY; 
STEP= 12 fSITE= 5 
PBOS TIHE= 5.7283E-02 ,LINE DELAY; 
STEE= 13 ,SITE= 1 
PBOS TI»B= 0.00002+00 ,LINE DELAY: 
JOB= 2 
STEP= 1 ,SITE= 2 
PBOS TIHE= O.OOOOE+00 ,LINE DELAY; 
STEP= 2 ,SITE= 5 
PBOS TIHE= 7.1603E-03 ,LINE DELAY: 
STEP= 3 ,SITE= 5 
PBOS TIME= 5.7283E-02 ,LINE DELAY; 
STEE= 4 ,SITE= 2 
11. 0213E+00 ,JOB TIME ACCOH= 1. 0213E+00 
0, 0OOOE+00 ,JOB TIME ACCOM= 1. 0284E+00 
1. 0213E+01 ,JOB TIME ACCOM= 1. 1298E+01 
2. 5532E+00 ,JOB TIME ACCUM= 1. 3852E + 01 
0. OOOOE+00 , JOB TIME ACCUM= 1. 3859E+01 
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 ,JOB TIME ACCnM= 1. 3954E+01 
0. OOOOE+00 ,JOB TIME ACCOM= 1. 4527E+01 
1. 6340E+01 ,JOB TIME ACCDM= 3. 0875E+01 
2. 5532E-01 ,JOB TIME ACCUM= 3. 1130E+01 
0. OOOOE+00 ,JOB TIME ACCUH= 3. 1131E+01 
0. OOOOE+00 ,JOB TIME ACCOM= 3. 1226E+01 
1. 0213E+01 ,JOB TIME ACCDM= 4. 1496E+01 
0. OOOOE+00 , JOB TIME ACCUM= 4. 1496E+01 
1. 0213E+00 ,JOB TIME ACCDM= 1. 0213E+00 
0. OOOOE+00 , JOB TIME ACCOM: 1. 0284E+00 
1. 0213E+01 ,JOB TIME ACCUM= 1. 1298E+01 
PROS TIHE= 0.00002+00 ,LIN2 DELAY 
STEP= 5 ,SITE= 5 
PBOS TIME= 7.1603E-03 ,LISE DELAY 
STEF= 6 ,SIÏE= 5 
PROS TI«E= 9.54712-02 ,LINE DELAY 
STEP= 7 ,SI1CE= 5 
PBOS TIME= 5.7283E-01 ,LINE DELAY 
STEP= 8 ,SITE= 5 
PBOS TIHE- 7.1603E-03 .LINE DELAY 
STEP= 9 ,SIÏE= 2 
PBOS TIME= O.OOOOE+00 ,LINE DELAY 
STEF= 10 ,SI;PE= 5 
PBOS TIME= 7.1603E-04 ,LINE DELAY= 
STEP= 11 ,SITE= 5 
PBOS TI«E= 9.5471E-02 ,LINB DELAY= 
STEP= 12 ,SITE= 5 
PROS TIME= 5.7283E-02 ,LINE DELAY= 
STEP= 13 ,SITE= 2 
PBOS TIME= 0.00002+00 ,LINE DELAY= 
JCE= 3 
STEP= 1 ,SITE= 3 
PBOS TIME= O.OOOOE+00 ,LINE DELAY= 
STEP= 2 ,SITE= 5 
PEOS; TIM2= 7.1603E-03 ,LIHE DSLAY= 
STEP= 3 ,SITE= 5 
PEOS TIME= 5.7283E-02 ,LINE DELAY= 
STEP= H ,SIT3= 3 
PROS TIME= O.OOOOE+00 ,LINE D2LAY= 
STEP= 5 ,SITE= 5 
PBOS TIHE= 7.1603E-03 ,LINE DELAY= 
STEP= 6 ,SRTE= 5 
PEOS TIME= 9.54712-02 ,LINE DELAY= 
STEP= 7 ,SITE= 5 
PROS TIM8= 5.7283E-01 ,LINE D£LAY= 
STEP= 8 ,SIT2= 5 
2.5S32E+00 ,JOB TIME ACCUM= 1. 3852E+01 
0. OOOOE+00 ,JOB TIME ACCDM= 1. 3859E+01 
0. OOOOE+00 ,JOB TIME ACCUM= 1. 3954E+01 
0. OOOOE+00 ,JOB TIME ACCUM= 1. 4527E+01 
1. 6340E+01 ,JOB TIME ACCOM= 3. 08752*01 
2. 5532E-01 , JOB TIME ACCOM= 3. 1130E+01 
0. OOOOE+00 ,JOB TIME ACCUM= 3. 1131E+01 
0. OOOOE+00 ,JOB TIME ACCUM= 3. 1226E+01 
1. 0213E+01 ,JOB TIME ACCOM= 4. 1496E+01 
0. OOOOE+00 , JOB TIME ACCUH= 4. 1496E+01 
1. 0213E+00 ,JOB TIME ACCOH= 1. 0213E+00 
0. OOOOE+00 ,JOB TIME ACCUM= 1. 0284E+00 
1. 0213E+01 ,JOB TIME ACCUM= 1. 1298E+01 
2. 55322+00 ,JOB TIME ACCUM= 1. 3852E+01 
0. 00002+00 , JOB TIME ACCUM= 1. 38592+01 
0. 00002+00 , JOB TIME ACCUH= 1. 39542+01 
0. 00002+00 , JOB TIME ACCUM= 1. 4527E+01 
PBOS TIME= 7.1603E-03 ,LIN2 DELAY= 
STEP= 9 ,S1IE= 3 
PBOS TIMS= 0. ,0000E+00 .LINE DELAY= 
STEB= 10 ,SITB= 5 
PBOS TIME= 7. 1603E-04 .LINE DELAY= 
STEP= 11 ,5][TE= 5 
PBOS TIHE= 9.5471E-02 .LINE DELAY= 
STEP= 12 ,SITE= 5 
EROS TIME-- 5i 72B3E-02 .LINE DELAY= 
SThF= 13 ,3ITE= 3 
PBOS TIME= 0. OOOOE+00 .LINE DELAY= 
JOE= 4 
STEP= 1 ,S][TE= H 
PROS TIME= 0. OOOOE+OO .LINE DELAY= 
STEP= 2 ,S][TE= 5 
PBOS TIME= 7. 1603E-03 .LINE OELAY= 
STE1?= 3 ,SITE= 5 
PROS TIME=: 5. 7283E-02 .LIME DELAY= 
STEP= H ,Sj[TE= 4 
PF03 TIME:: 0. OOOOEf00 .LINE DELAY= 
STEr= 5 ,S:[TE= 5 
PfiOS TIME== 7. 1603E-03 .LINE DELAY= 
STEP= 6 ,SITE= 5 
PBOS TIME= 9, 54712-02 .LINE DELAY= 
STEP= 7 ,Sj[TE= 5 
PBOS TIME= 5. 7283E-01 .LINE DELAY= 
STEP= 8 ,SITE= 5 
PBOS TIME:= 7. 1603E-03 .LINE DELAY= 
STEP= 9 ,S:[TE= U 
PBOS TIME= 0. OCOOE+00 .LINE DELAY= 
STEP= 10 ,SITE= 5 
PBOS TIME== 7. 1603E-0U .LINE DELAY= 
STEF= • n ,SITE= 5 
PBOS TIME- 9. 5471E-02 .LINE DELAY= 
5TEP= 12 ,SITE= 5 
1.63U0E+01 ,JOB TIME 
2.5532E-01 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
1.0213E+01 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
U0213E+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
1.0213E+01 ,JOB TIME 
2.5532E+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
1.6340E+01 ,JOB TIME 
2.5532E-01 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
ACCOM= 3.0875E+01 
àCCOM= 3.1130E+01 
ACCUM= 3.1131E+01 
ACCOM= 3. 1226E + 01 
ACCUH= 4.1U96E+01 
ACCUH= 4.1496E+01 
ACCIJH= 1.0213E + 00 
ACCUM= 1.0284E+00 
ACCUn= 1. 1298E+01 
ACCOM: 1.3852E+01 
ACCOM= 1.3859E+01 
ACCaM= 1.3954E+01 
ACCUH= 1.4527E+01 
ACCUM= 3.0875E+01 
ACCDM= 3.1130E+01 
ACCUM= 3.1131E+01 
ACCUM= 3.1226E+01 
PfiOS TIME= 5.7283E-02 .LINE DELAY 
STEP= 13 ,SITE= 
PBOS TIME= O.OOOOE+00 ,LIHE DELAY 
JOB= 5 
STEP= 1 ,SITE= 6 
PBOS TIME= O.OOOOE+00 ,LINE DELAY 
STEE= 2 ,SIÏE= 5 
PBOS TIME= 7.1603E-03 .LINE DELAY 
STEP= 3 ,SITE= 5 
PBOS TIHE= 5.7283E-02 .LINE DELAY= 
STEP= U ,SITE= 6 
PBOS TIME= O.OOOOE+00 .LINE DELAY= 
STEP= 5 .SITE= 5 
PBOS TiaE= 7.1603E-03 .LINE DELAY= 
STEP= 6 ,SITE= 5 
PBOS TIME= 9.5471E-02 .LINE DELAY= 
STEP= 7 ,SITE= 5 
PBOS TIHE= 5.7283E-01 .LINE DELAY= 
STEP= 8 ,SITE= 5 
PBOS TIHE= 7.1Ô03E-03 .LINE DELAY= 
STEP= 9 .SITE= 6 
PBOS TIME= O.OOOOE+00 .LINE DELAY= 
STEP- 10 .SITE= 5 
PROS TIME= 7.1€03E-0« .LINE DELAY= 
STEP= 11 ,SITE= 5 
PBOS TIHS= 9.5U71E-02 .LINE DELAY= 
STEP= 12 .SITE= 5 
PBOS TIME= 5.7283E-02 .LINE DELAY= 
STEP= 13 .SITE= 6 
PBOS TIME= O.OOOOE+00 .LINE DELAY= 
JOB — 6 
STEP= 1 ,SITE= 7 
PBOS TIHE= O.OOOOE+00 .LINE DELAY= 
5TEP= 2 .SITE= 5 
PBOS TIME= 7.1603E-03 .LINE DELAY= 
1, 0213E+01 .JOB TIME ACCUM= 4. 1496E+01 
O.OOOOE+00 .JOB TIME ACCOM= 4. 1496E+01 
11. 0213E+00 ,JOB TIME ACCDM= 1. 0213E+00 
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«JOB TIME ACCUH= 1. 0284E+00 
1. 0213E+01 .JOB TIME ACCOM= 1. 1298E+01 
2. 5532E+00 .JOB TIME ACCUM= 1. 3852E+01 
0. OOOOE+00 .JOB TIME ACCUH= 1. 3859E+01 
0. OOOOE+00 .JOB TIME ACCDM= 1. 3954E+01 
0. OOOOE+00 .JOB TIME ACCDM= 1. 4527E+01 
1. e340E+01 .JOB TIME ACCOM: 3. 0875E+01 
2. 5532E-01 .JOB TIME ACCOM= 3. 1130E+01 
0. 0000E4-00 .JOB TIME ACCTIH= 3. 1131E+01 
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.JOB TIME ACCnM= 3. 1226E+01 
H, 0213E+01 .JOB TIME ACCUB= 4. 1496E+01 
0. OOOOEfOO .JOB TIME ACCOH= 4. 1496E+01 
1. 0213E+00 .JOB TIME ACCUM= 1. 0213E+00 
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 .JOB TIME ACCUM= 1. 0284E+00 
STEP= 3 ,SITE- 5 
PEOS TIHE= 5.7283E-02 ,LINE DELAY 
STEP= 4 ,SITE= 7 
PROS TIHS= O.OOOOE+00 ,LIHE DELAY 
ST£P= 5 ,SITE= 5 
PROS TIBE= 7.1603E-03 ,LINE DELAY 
STEE= 6 ,3irE= 5 
PfiOS TIMg= 9.5471E-02 ,LIME DELAY 
STEP= 7 ,SirE= 5 
PROS TIMB= 5.7283E-01 ,LINE DELAY 
STEP= 8 ,SITE= 5 
PROS TIHE= 7.1603E-03 ,LINE DELAY 
STEP= 9 ,SirE=s 7 
PROS TIME= O.OOOOE+00 ,LINE DELAY 
STEP= 10 ,SITE= 5 
PROS TIME= 7.1603E-04 ,LINE DELAY 
STEP= 11 ,SITE= 5 
PROS TIHE= 9.5471E-02 ,LINB DELAY 
STEP= 12 ,SITE= 5 
PROS TIM2= 5.7283E-02 ,LINE DELAY 
STEP= 13 ,SITE= 7 
PROS TINE= O.OOOOE+00 ,LINE DELAY 
JOB= 7 
STEP= 1 ,SITE= 8 
PROS TIME= O.OOOOE+OO ,LINE DELAY 
STEP= 2 fSITE= 5 
PROS TIME= 7.1603E-03 ,LIHE DELAY 
STEP= 3 ,SITE= 5 
PROS TIME= 5.7283E-02 ,LINE DELAY; 
3TEP= 4 ,SITE= 8 
PROS TIME= O.OOOOE+OO ,LIHE DELAY 
STEP= 5 ,SITE= 5 
PROS TIHE= 7.1603E-03 ,LIHE DELAY: 
STEP= 6 ,SIÏE= 5 
PROS TIME= 9.5471E-02 ,LINE DELAY: 
1.0213E+01 ,JOB TIME 
2.5532E+00 .JOB TIME 
O.OOOOE+OO ,JOB TIME 
O.OOOOE+OO ,JOB TIME 
O.OOOOE+OO ,JOB TIME 
1.6340E+01 ,JOB TIME 
2.5532E-01 ,JOB TIME 
O.OOOOE+OO ,JOB TIME 
O.OOOOE+OO ,JOB TIME 
1.0213E+01 ,JOB TIME 
O.OOOOE+OO «JOB TIME 
1.0213E+00 ,JOB TIME 
O.OOOOE+OO ,JOB TIME 
1.0213E+01 ,JOB TIME 
2.5532E+00 ,JOB TIME 
O.OOOOE+OO ,JOB TIME 
O.OOOOE+OO ,JOB TIME 
ACCUM= 1.1298E+01 
ACCUH= 1.3852E+01 
ACCUM= 1.3859E+01 
ACCOM= 1.3954E+01 
ACCUM= 1.4527E+01 
ACCUM= 3.0875E+01 
ACCUM= 3.1130E+01 
ACCOM= 3.1131E+01 
ACCIIM= 3.1226E + 01 
ACCDH= 4.1U96E+01 
ACCUM= 4.1496E+01 
ACCDH= 1.0213E+00 
ACC0M= 1.0284E+00 
ACCDM= 1.1298E+01 
ACCUM= 1.3852E+01 
ACCOM= 1.3859E+01 
ACCUM= 1.3954E+01 
STEP= 7 ,SITE= 5 
PROS TIME= 5, 7283E-01 ,LINE DELAY= 
STEP= 8 ,SITE= 5 
PROS TIME= 7.1603E-03 ,LIHE DELÀY= 
STEP= 9 ,SITE= 8 
PROS TIME= 0. OOOOE+00 ,LIHE DELAT= 
STEP= 10 ,SITE= 5 
PROS TIBE= 7. 1603E-04 ,LINE DELAY= 
STEP= 11 ,SITE= 5 
PROS TIME= 9. 5471E-02 ,LIHE DELAY= 
STEP= 12 ,SITE= 5 
PROS TIME= 5. 7283E-02 ,LINE DELAY= 
STEP= 13 ,SITE= 8 
PROS TIME= 0. OOOOE+00 ,LIHE DELAY= 
JOB = 8 
STEP= 1 ,SITE= 9 
PROS TIHE= 0. OOOOE+00 ,LINE DELAY= 
STEP= 2 gSITE= 5 
PROS TIME= 7. 1603E-03 ,LIHE DELAY= 
STEP= 3 ,SITE= 5 
PROS TIME= 5. 7283E-02 ,LINE DELAY= 
STEP= 4 ,SITE= 9 
PBOS TIME= 0. OOOOE+00 ,LINE DELAY= 
STEP= 5 ,SITE= 5 
PROS TIME= 7. 1603E-03 ,LINE DELAY= 
STEP= 6 ,SITE= 5 
PROS TIME= 9. 5471E-02 ,LINE DELAY= 
STEP= 7 ,SITE= 5 
PROS riM3= 5. 7283E-01 ,LINE DELAY= 
STEP= 8 ,SITE= 5 
PROS riHE= 7. 1603E-03 ,LINE DELAY= 
STEP= 9 ,SITE= 9 
PROS TIME= 0. OOOOE+00 ,LINE DELAY= 
STEP= 10 ,SITE= 5 
PBOS TIME= 7. 1603E-04 ,LINE DELAY= 
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,JOB TIME ACCOM= 1. 4527E*01 
1.  6340E+01 ,JOB TIME ACCOM= 3. 0875E+01 
2.  5532E-01 ,JOB TIME ACCUH= 3. 1130E+01 
0. OOOOE+00 ,JOB TIME ACCDM= 3. 1131E+01 
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,JOB TIME ACCUM= 3. 1226E+01 
1. 0213E+01 ,JOB TIME ACCOM= 4. 1496E+01 
0.  OOOOE+00 ,JOB TIME ACCUH= 4. 1496E+01 
1.  0213E+00 ,JOB TIME ACCUM= 1. 0213E+00 
0.  OOOOE+00 ,JOB TIME ACCUM= 1. 0284E+00 
1.  0213E+01 ,JOB TIME ACCOM= 1. 1298E+01 
2.  5532E+00 ,JOB TIME ACCaM= 1. 3852E+01 
0.  OOOOE+00 ,JOB TIME ACCUM= 1. 3859E+01 
0.  OOOOE+00 ,JOB TIME ACCOH= 1. 3954E+01 
0.  OOOOE+OO ,JOB TIME ACCOM= 1. 4527E+01 
1. 6340E+01 ,JOB TIME ACCUM= 3. 0875E+01 
2.  5532E-01 ,JOB TIME ACCDH= 3. 1130E+01 
0.  OOOOE+OO ,JOB TIME ACCOH= 3. 1131E+01 
STEP= 11 ,SITE= 5 
PROS TIHE= 9.5»71E-02 ,LINE DELAY 
STEP= 12 ,3ITE= 5 
PBOS TIHE= 5.7283E-02 ,LINB DELAY 
STEP= 13 ,3ITE= 9 
PROS TIME= O.OOOOE+00 ,LINE DELAY 
JOB= 9 
STEP= 1 ,SITE= 10 
PBOS TIME= O.OOOOE+00 *LINE DELAY 
STEP= 2 ,SITE= 5 
PROS TIME= 7.1603E-03 ,LINE DELAY 
STEP= 3 ,SITE= 5 
PROS riMfi= 5.7283E-02 ,LIHE DELAY 
STEP= 4 ,SITE= 10 
PROS TIME= O.OOOOE+00 ,LINE DELAY= 
STEP= 5 ,SITE= 5 
PROS TIHE= 7.1603E-03 ,LINE DELAY= 
STEP- 6 ,SITE= 5 
PROS TIHE= 9.5471E-02 ,LIHE DELAY= 
STEP= 7 ,SITE= 5 
PROS TIHE= 5.7283E-01 ,LINE DELAY= 
STEP= 8 ,SITE= 5 
PROS TIME= 7.1603E-0 3 ,LINE DELAY= 
STEP= 9 ,srrE= 10 
PROS TIME= O.OOOOE+00 ,LINE DELAY= 
STEP= 10 ,SITE= 5 
PROS TIME= 7.1603E-0M ,LIHE DELAY= 
STEP= 11 fSITE= 5 
PROS TIME= 9.5%7lE-02 ,LINE DELAY= 
STEP= 12 ,SITE= 5 
PROS TIME= 5.7283E-02 ,LINS DELAY= 
STEP-- 13 ,SITE= 10 
PROS TIME= O.OOOOE+00 ,LI»E DELAY= 
JOB= 10 
STEF= 1 ,SITE= 11 
0. OOOOE+00 ,JOB TIME ACCOM= 3. 1226E+01 
1. 0213E+01 ,JOB TIME ACCtJM= 4. 1496E+01 
0. OOOOE+00 ,JOB TIME ACCOM= 4. 1496E+01 
1. 0213E+00 ,JOB TIME ACCUM= 1. 0213E+00 
0. OOOOE+00 ,JOB TIME ACCDM= 1. 0284E+00 
1. 0213E+01 ,JOB TIME ACCaM= 1. 1298E+01 
2. 5532E+00 ,JOB TIME ACCOM= 1. 3852E+01 
01. OOOOE+00 ,JOB TIME ACCUM= 1. 3859E+01 
0. OOOOE+00 ,JOB TIME ACCOH= 1. 3954E+01 
0. OOOOE+00 ,JOB TIME ACCDM= 1. 4527E+01 
1. 6340E+01 ,JOB TIME ACCDM= 3. 0875E+01 
2. 5532E-01 ,JOB TIME ACCOM= 3. 1130E+01 
0. OOOOE+OO , JOB TIME ACCDM= 3. 1131E+01 
0. OOOOE+00 ,JOB TIME ACCUM= 3. 1226E+01 
1. 0213E+01 ,JOB TIME ACCUM= 4. 1496E+01 
0. OOOOE+OO ,JOB TIME ACCUM= 4. 1496E+01 
PROS TIME= O.OOOOE+00 ,LINE IDELAY 
STEP= 2 ,SITE= 5 
pgos TIME= 7. 1603E-03 ,LINB DELAY 
STEP= 3 ,SITE= 5 
PBOS TIME= 5. 7283E-02 ,LINE DELAY 
STEP= n ,SIfE= 11 
PBOS TIHE= 0. OOOOE+00 «LINE IDELAY 
STEP= 5 ,SITE= 5 
PROS TIHE= 7. 1603E-03 ,LINE DELAY 
STEP= 6 ,SIfE= 5 
PROS TIM2= 9. 5471E-02 ,LINE DELAY 
STEP= 7 ,SITE= 5 
PBOS TIHB= 5. 7283E-01 fllNE DELAY 
STEP= 8 ,SITE= 5 
PROS TIHB= 7. 1603E-03 ,LINE IDELAY 
STEP= 9 ,SITE= 11 
PROS TIM3= 0. o
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.LINE IDELAY 
STEP= 10 ,SIfE= 5 
PROS IIMg= 7. 1603E-0» ,LINE IDELAY 
STEP= 11 ,SITE= 5 
PBOS TIME= 9, 5a71E-02 ,LINE DELAY: 
STEP= 12 ,SITE= 5 
PROS TIMB= 5. 7283E-02 ,LINE iDE LAY-
STEP= 13 ,SITE= 11 
PBOS TIMS= 0. OOOOE+00 .LINE IDE LA Y-
JOB= 11 
STEP= 1 ,SITE= 12 
PBOS TIME= 0. OOOOE+00 ,LINE IDELAY: 
STEP= 2 ,3IÏE= 5 
PROS TIME= 7. 1603E-03 ,LINE IDELAY: 
STEP= 3 ,3ITE= 5 
PBOS TIH3= 5. 7283E-02 ,LINE DELAY; 
STEP= 4 ,SITE= 12 
PBOS TIMS= 0. GOOGEtOO .LINE DELAY; 
STEP= 5 ,SITE= 5 
1.0213E+00 ,JOB TIME aCCDM= 1.0213E+00 
O.OOOOE+00 ,JOB TIME ACCUM= 1.0284E+00 
1.0213E+01 ,JOB TIME ACCUM= 1.1298E+01 
2.5532E+00 ,JOB TIME ACCaM= 1.3852E+01 
O.OOOOE+00 ,JOB TIME ACCUM= 1.3859E+01 
O.OOOOE+00 ,JOB TIME ACCUM= 1.395UE+01 
O.OOOOE+00 ,JOB TIME ACCOM= 1.4527E+01 
1.63U0E+01 ,JOB TIME ACCOM= 3.0875E+01 
2.5532E-01 ,JOB TIME ACCDM= 3.1130E+01 
O.OOOOE+00 ,JOB TIME ACCOM= 3.1131E+01 
O.OOOOE+00 ,JOB TIME ACCOM= 3.1226E+01 
1.0213E+01 ,JOB TIME ACCOM= 4.1496E+01 
O.OOOOE+00 ,JOB TIME ACCaM= U.1496E+01 
1.0213E+00 ,JOB TIME ACCnM= 1.0213E+00 
O.OOOOE+00 ,JOB TIME ACCnH= 1.0284E+00 
1.0213E+01 ,JOB TIME ACCOM= 1.1298E+01 
2.5532E+00 ,JOB TIME ACCDM= 1.3852E+01 
PBOS TIME= 7.1603E-03 ,LINE DELAY 
STEP= 6 ,SITE= 5 
PBOS TIHE= 9.5U71E-02 ,LINE DELAY 
STEP= 7 ,SITE= 5 
PROS TIME= 5.7283E-01 ,LINE DELAY 
STEP= 8 ,SITE= 5 
PROS TIHE= 7.1603E-03 ,LINE DELAY 
STEP= 9 ,SI%E= 12 
PBOS TIHE= O.OOOOE+00 ,LINE DELAY 
SIEP= 10 ,SI%E= 5 
PROS TIME= 7.1603E-04 ,LINE DELAY 
STEP= 11 ,SITE= 5 
PROS TIME= 9.5471E-02 ,LINE DELAY 
STEE- 12 ,SITE= 5 
PBOS TIME= 5.7283E-02 ,LINE DELAY 
STEP= 13 ,SITE= 12 
PBOS TIME= O.OOOOE+00 ,LIME DELAY 
JOB= 12 
STEP= 1 ,SITE= 13 
PROS TIME= O.OOOOE+00 ,LTNE DELAY 
STEP» 2 ,5I%E= 5 
PROS TIME= 7.1603E-03 ,LINE DELAY 
STEP= 3 ,SIfE= 5 
PROS TIME= 5.7283E-02 ,LINE DELAY: 
STEP= 4 ,SITE= 13 
PROS TIHB= O.OOOOE+00 ,LINE DELAY: 
STEP= 5 ,SITE= 5 
PROS TIME= 7.1603E-03 ,LINE DELAY: 
STEP= 6 ,SITE= 5 
PROS TIME= 9.5471E-02 ,LINB DELAY: 
STEP= 7 ,SITE= 5 
PROS TIHE= 5.7283E-01 ,LIHE DELAY: 
STEP= 8 ,SIfE= 5 
PROS TIHS= 7.1603E-03 ,LINE DELAY= 
STEP= 9 ,SirE= 13 
O.OOOOE+00 ,JOB TIME ACCOM= 1. 3859E+01 
0. ,0000E+00 ,JOB TIME ACCOM= 1. 3954E+01 
0. OOOOE+00 , JOB TIME ACCOM= 1. 4527E+01 
1. 6340E+01 , JOB TIME ACCOM= 3. 0875E+01 
2. 5532E-01 ,JOB TIME ACCDH= 3. 1130E+01 
0. OOOOE+00 ,JOB TIME ACCDM= 3. 1131E+01 
0. OOOOE+00 ,JOB TIME ACCOM= 3. 1226E+01 
1. 0213E+01 ,JOB TIME ACCOM= 4. 1496E+01 
0. OOOOE+00 ,JOB TIME ACCUM= 4. 1496E+01 
1. 0213E+00 ,JOB TIRE ACCUM= 1. 0213E+00 
0. OOOOE+00 , JOB TIME ACCDM= 1. 0284E+00 
1. 0213E+01 ,JOB TIME ACCOM= 1. 1298E+01 
2. 5532E+00 ,JOB TIME ACCUM= 1. 3852E+01 
0. OOOOE+00 ,JOB TIME ACCUH= 1. 3859E+01 
0. OOOOE+00 ,JOB TIME ACCUM= 1. 3954E+01 
0. OOOOE+00 ,JOB TIME ACCUM= 1. 4527E+01 
1. 63U0E+01 ,JOB TIME ACCOM= 3. 0875E+01 
PBOS riME= O.OOOOE+00 ,LINE DELAT 
STEP= 10 ,SITE= 5 
PROS TIHE= 7.1603E-0a ,iINE DELAY 
STEP= 11 ,5ITE= 5 
PROS TIME= 9.5U71E-02 ,LINE DELAY 
STEP= 12 ,3ITB= 5 
PROS TIWE= 5.7283E-02 ,LINE DELAY 
STEP= 13 ,SITB= 13 
PBOS TIME= O.OOOOE+00 ,LINE DELAY 
LINE 1 COST 178.94 
LINE 2 COST 178.94 
LINE 3 COST 178.94 
LINE 4 COST 178.94 
LINE 5 COST 178.94 
LINE 6 COST 178.94 
LINE 7 COST 178.94 
LINE 8 COST 178.94 
LINE 9 COST 173.94 
LINE 10 COST 173.94 
LINE 11 COST 178.94 
LINE 12 COST 178.94 
SITE 1 PROCESSOR COST 30. 00 
SITE 2 PROCESSOR COST 30. 00 
SITE 1 PBOCESSCB COST 30. 00 
SITE i|. PEOCESSCR COST 30. 00 
SITE 5 PROCESSOR COST 13103. 40 
SITE 6 PEOCESSCR COST 30. 00 
SITE 7 PROCESSOR COST 30. 00 
SITE a PEOCESSCB COST 30. 00 
SITE 9 PEOCESSCR COST 30. 00 
SITE 10 PROCESSOR COST 30. 00 
SITE 11 PEOCESSCR COST 30. 00 
SITE 12 PEOCESSCR COST 30. 00 
2. 5532E-01 ,J0B TIME ACCOM= 3. 1130E+01 
0. OOOOE+00 , JOB TIME ACCUM= 3. 1131E+01 
0., o
 
o
 
o
 
o
 
M
 
o
 
o
 
,J0B TIME ACCUM= 3. 1226E+01 
1. 0213E+01 ,JOB TIME ACCU«= 4. 1496E+01 
0« OOOOE+00 ,J0B TIME ACCOM= 4. 1496E+01 
SITE U PROCES S CP COST 30 .,00 
TOTAL LINE COST= 21IU7.28  ,TOTAL PBOS 
END OF NETWORK ANALYSIS 
COST= 13463.40 ,TOTAL COST= 15610 
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XVI. APPENDIX H: 
OUTPUT DATA SET FOR THE CENTRALIZED CONFIGURATION 
FONCTION SELECTION FOB THIS RON 
OSE <1> TO INDICATE FONCTION TO BE SELECTED 
INITIALIZE CALL CALL CALL CALL NEW NET 
TO DEFROLTS JSTOP PTOS OSASS ANLYZ CONFIG 
CO > <1 > <1 > <1 > <1 > <0 > 
OPBOOND-VALIOIES AND ALLOWABLE GANGES 
NSITE NLIHE NSTEP NFCN NFILE NJOB HLINE MPROS NLEVL 
1/25 1 / 9 9  1/250 1/99 1/99 1/50 1/10 1/10 1/4 
13 112 156 7 3 12 8 9 4 
CTLPAEM-VALlOiES AND ALLOWABLE RANGES 
ISEL Xffl THBSD KCENT TRAC PLIST(I) (2) (3) (4) 
BIT <9999 <9999 BIT BIT 1/10 1/10 1/10 1/10 
0 10 5 1 0 2 4 6 8 
FEOCESSCR OOMPATADILITY MATRICES 
PROS 
CFILE 
CFILE 
CFILE 
1 2 3 4 5 6 7 8 9 
1 lO 0 0 1 1 1 1 1 1 
2 0 0 0 1 1 1 1 1 1 
3 0 0 0 0 0 0 0 1 1 
PROS 1 2 3 4 5 6 7 8 9 
CFCN 1 0 1 0 0 0 0 0 0 0 
CFCN 2 0 0 0 1 1 1 1 1 1 
CFCN 3 0 0 0 1 1 1 1 1 1 
CFCN 4 0 0 0 1 1 1 1 1 1 
CFCN 5 0 0 0 0 0 0 0 1 1 
CFC N 6 0 0 0 1 1 1 1 1 1 
CFCN 7 0 0 0 0 0 0 0 1 1 
SITE DESCRIPTOBS 
STATUS XDIST YDIST PBOS PROS LOAD PROS OF 
0/2 <9999.9 <9999.9 1/10 M.MMMMESNN A. MMMMESNN 
SITE 1 2 10.0 10.0 2 O.OOOOE+00 O.OOOOE+OO 
SITE 2 2 70.0 70.0 2 O.OOOOE+00 O.OOOOE+OO 
SITE 3 2 10.0 70.0 2 O.OOOOE+00 O.OOOOE+OO 
SITE 14 2 70.0 10.0 2 O.OOOOE+00 O.OOOOE+OO 
SITE 5 2 40.0 40.0 8 6.2882E-02 4.1922E-02 
SITE Ô 2 10.0 10.0 2 O.OOOOE+00 O.OOOOE+OO 
SITE 7 2 70.0 70.0 2 O.OOOOE+00 O.OOOOE+OO 
SITE 8 2 10.0 70.0 2 O.OOOOE+00 O.OOOOE+OO 
SITE 9 2 70.0 10.0 2 O.OOOOE+00 O.OOOOE+OO 
SITE 10 2 10.0 10.0 2 O.OOOOE+00 O.OOOOE+OO 
SITE 11 2 70.0 70.0 2 O.OOOOE+OO O.OOOOE+OO 
SITE 12 2 10.0 70.0 2 O.OOOOE+00 O.OOOOE+OO 
SITE 13 2 70.0 10.0 2 O.OOOOE+OO O.OOOOE+OO 
LINKING LINE DESCRIPTOPS 
INSITE FINSITE L TYP:E L LOAD L UF 
0/25 0/25 0/10 M. MMMMESNN M. MilHBESNN 
LINE 1 1 5 2 2. 2083E+01 1. 8403E-01 
LINE 2 2 5 2 2. 2083E+01 1. 8403E-01 
LINE 3 3 5 2 2. 2083E+01 1. B403E-01 
LINE 4 A 5 2 2. 2083E+01 1. 8403E-01 
LINE 5 6 5 2 2. 2083E+01 1. 8403E-01 
LINE 6 7 5 2 2. 2083E+01 1. 8403E-01 
LINE 7 8 5 2 2. 2083E+01 1. 8403E-01 
LINE 8 9 5 2 2. 2083E+01 1. 8403E-01 
LINE 9 10 5 2 2. 2083E+01 1. 8403E-01 
LINE 10 11 5 2 2. 2083E+01 1. 8403E-01 
LINE 11 12 5 2 2. 2083E+01 1. 8403E-01 
LINE 12 13 5 2 2. 2083E+01 1. 8403E-01 
CHAaiCTERISTICS OF AVAILABLE BHOCESSOBS 
LVL# I BATE PEIMSTR SCWDSTH MEDIA CHAN RATE PCOST 
1/10 M. MMMMESNN M .MMMMESNN M. MMMMESNN CODE M.MMMMESNN <999999. 99 
PTÏP2 1 1 0. OOOOE+00 0 .00003+00 0. OOOOE+00 0 3.0000E+01 20. 00 
PTYPE 2 1 0. OOOOE+00 0 .00002+00 0. OOOOE+00 0 2-4000E+02 30. 00 
PTYPE 3 2 5. 3000E-01 1 .OOOOE+00 0. OOOOE+00 0 1.0000E+06 34. 70 
PTYPE 4 2 7. 6000E-01 3 .2000E+01 1. 5000E-01 1 2.0000E+06 80. 00 
PTYPE 5 2 5. 7000E-01 3 .2000E+Û1 5. 1200E-01 1 1.6600E+06 200. 00 
PTYPE 6 3 9. eOOOE-01 6 .40002+01 5. OOOOE+00 1 2.0000E+06 550. 00 
PTYPE 7 3 1. OOOOE+01 1 .2800E+02 2. 8000E+01 1.5000E+06 2931. 40 
PTYPE 8 t|. 1. 5000E+00 5 .2U00E+02 8. OOOOE+02 7 1.3000E+06 13103. 40 
PTYPE 9 4 2. OOOOE+01 4 .OOOOE+03 1. 6000E+03 7 1.5000E+06 84172. 00 
CHABACTERISTICS OF AVAILABLE LINES 
XaSN SATE LFCOST LVCST1 LVCST2 LVCST3 LVCST4 LVCST5 
M.HHMMESNN <9999.9 <99.99 <99.99 <99.99 <99,99 <99.99 
LTYFE 1 3.0000E+01 73.0 3. 30 2.31 1.65 1.16 0.83 
LTYPE 2 1.2000E+02 81.0 3.30 2.31 1.65 1.16 0.83 
LTYPE 3 2.4000E+02 153.0 3. 30 2.31 1.65 1.16 0.83 
LTYPE 4 4.8000E+02 213.0 3.30 2.31 1.65 1.16 0.83 
LTYFE 5 9.6000E+02 433.0 3.30 2.31 1.65 1.16 0.83 
LTYPE 6 1.9200E+03 850.0 3.00 3.00 3.00 3.00 3.00 
LTYPE 7 5.0000E+03 850.0 6.00 6.00 6.00 6.00 6.00 
LTYPE 8 2.3000E+04 1250.0 30.00 30.00 30,00 30.00 30.00 
SOFÎWAFE FUNCTIONS 
I STEPS 
H.MHHHESNN 
FCNTYPE 1 O.OOOOE+00 
FCNTTl>E 2 7.5000E+03 
FCNTYPH 3 6.0000E+04 
FCNTSIZE 
H.HHHHESNN 
C.OOOOE+00 
Cl.OOOOE + 00 
W.OOOOE+00 
FCNFSIZE 
M.MMMMESNN 
O.OOOOE+00 
8.0000E+00 
8.0000E+00 
FCNTYPE 4 
FCNTTPE 5 
FCKTYPE 5 
FCNTTPE 7 
1.0000E+05 
6.0000E+05 
7.5000E+02 
1.0000E+05 
1I.6000E+01 
1I.2800E+02 
O-OOOOE+OO 
1I.2800E+02 
2.0000E+00 
6.4000E+01 
8.0000E+00 
6.4000E+01 
SOFTWARE FILES 
FILET irPE 
FILETYPE 
FILET If PE 
1 
2 
3 
MEDIOM 
1/10 
1 
1 
2 
FILE SIZE 
H.MHdllESNM 
5. 0000 E-02 
3.0000E-02 
4.0000E+02 
JOBS IN WORKLOAD 
iJSTPS AEVL RATE RSPNS TIME FBSTEP# LASTEP# 
1/9 9 m. MMMMESNN M.MMMMESNN 1/250 1/250 
JOB 1 113 5.5555E- 03 4.1496E+01 1 13 
JOB 2 113 5.5555E-03 4. 1496E + 01 14 26 
JOB 3 113 5.5555E-03 4.1496E+01 27 39 
JOB 4 13 5.5555E-03 4. 1496E + 01 40 52 
JOB 5 13 5.5555E-03 4. 1496E + 01 53 65 
JOB 6 113 5.5555E-03 4. 1496E + 01 66 78 
JOB 7 13 5.5555E-03 4.1496E+01 79 91 
JOB 8 13 5.5555E-03 4. 1496E+01 92 104 
JOB 9 13 5.5555E-03 4.1496E+01 105 117 
JOB 10 13 5.5555E-03 4.1496E+01 118 130 
JOB 11 13 5.5555E-03 4.1496E+01 131 143 
JOB 12 13 5.5555E-03 4. 1496E + 01 144 156 
J0BS1CSPS IH JOBS 
EEQ BEQ MSG SP RQ OWN STP ASND LVL ASGND 
FCN FIL LENGTH LV LV JOB # SITE PROS TIME LINE DLY 12 3 4 
<99 <99 M.MMMMESNN <4 <4 <50 <99 1/25 M.MMSMESNN M.MMMMESNN B B B B 
JSTP 1 1 0 1.0000E+02 2 1 1 1 
JSTF 2 I  0 2.5000E+02 0- 0 1 2 
JSTP 3 3 1 1.0000E+03 0' 0 1 3 
JSTP 4 1 0 2.5000E+02 0' 0 1 4 
JSTP 5 2 0 2.5000E+02 Oi 0 1 5 
JSTP 6 4 2 1.6000E+03 0' 0 1 6 
JSTP 7 5 3 1.6000E+03 2 4 1 7 
JSTP 8 2 0 1.6000E+03 0' 0 1 8 
JSTP 9 1 0 2.5000E+01 0) 0 1 9 
JSTP 10 i5 0 2.5000E+01 0' 0 1 10 
JSTP 11 7 3 1.0000E+03 2 4 1 11 
JSTP 12 3 1 1.0000E+03 Oi 0 1 12 
JSTP 13 1 0 O.OOOOE+00 2: 1 1 13 
JSTP 14 1 0 1.0000E+02 2: 1 2 1 
JSTP 15 2 0 2.5000E + 02 0' 0 2 2 
JSTP 16 3 1 1.0000E+03 0' 0 2 3 
JSTP 17 1 0 2.5000E+02 O i  0 2 4 
JSTP 18 2 0 2.5000E+02 O i  0 2 5 
JSTP 19 4 2 1.6000E+03 0' 0 2 6 
JSTP 20 5 3 1.6000E+0 3 2! 4 2 7 
JSTP 21 2 0 1.6000E+03 O i  0 2 8 
JSTP 22 1 0 2.5000E+01 0 0 2 9 
JSTP 23 iS 0 2.5000E+01 Ci 0 2 10 
JSTP 24 7 3 1.0000E+03 2: 4 2 11 
JSTP 25 3 1 1.0000E+03 01 0 2 12 
JSTP 26 1 0 O.OOOOE+00 2; 1 2 13 
JSTP 27 1 0 1.0000B+02 2 1 3 1 
JSTP 28 2 0 2.5000E+02 O I  0 3 2 
JSTP 29 3 1 1.0000E+03 O I  0 3 3 
JSTP 30 1 0 2. 50009 + 02 O I  0 3 4 
JSTP 31 2 0 2.5000E+02 O i  0 3 5 
JSTP 32 4 2 1.6000E+03 0' 0 3 6 
JSTP 33 5 3 1.6000E+03 2: 4 3 7 
JSTP 34 2 0 1.6000E+03 0' 0 3 8 
JSTP 35 1 0 2.5000E + 01 O i  0 3 9 
1 0. OOOOE+00 1. 0213E+00 1 0 0 0 
5 7. 1603E-03 0. 00002+00 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
1 0. OOOOE + 00 2. 55322+00 1 0 0 0 
5 7. 1603E-03 0. 00002+00 0 0 0 1 
5 9. 5471E-02 0. OOOOE+00 0 0 0 1 
5 5. 7283E-01 0. OOOOE+00 0 0 0 1 
5 7. 1603E-03 1. 6340E+01 0 0 0 1 
1 0. OOOOE+00 2. 5532E-01 1 0 0 0 
5 7. 1603E-04 0. OOOOE+00 0 0 0 1 
5 9. 5471E-02 0. OOOOE+00 0 0 0 1 
5 5, 7283E-02 1. 0213E+01 0 0 0 1 
1 0. 00002+00 0. OOOOE+00 1 0 0 0 
2 0. OOOOE+00 1. 0213E+00 1 0 0 0 
5 7. 16032-03 0. OOOOE+00 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
2 0. OOOOE+00 2. 5532E+00 1 0 0 0 
5 7. 1603E-03 0. OOOOE+00 0 0 0 1 
5 9. 5471E-02 0. OOOOE+00 0 0 0 1 
5 5. 7283E-01 0. OOOOE+00 0 0 0 1 
5 7. 1603E-03 1. 63 40E+01 0 0 0 1 
2 0. 00002+00 2. 5532E-01 1 0 0 0 
5 7. 1603E-04 0. OOOOE+00 0 0 0 1 
5 9. 5471E-02 0. OOOOE+00 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
2 0. 00002+00 0. OOOOE+00 1 0 0 0 
3 0. OOOOE+00 1. 0213E+00 1 0 0 0 
5 7. 16032-03 0. OOOOE+00 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
3 0. 00002+00 2. 5532E+00 1 0 0 0 
5 7. 16032-03 0. OOOOE+00 0 0 0 1 
5 9. 54712-02 0. OOOOE+00 0 0 0 1 
5 5. 72832-01 0. OOOOE+00 0 0 0 1 
5 7. 16032-03 1. 6340E+01 0 0 0 1 
3 0. 00002+00 2. 5532E-01 1 0 0 0 
JSTP 3D 6 0 2.5000E+01 0 0 3 10 
JSTP 37 7 3 1.0000E+03 2 4 3 11 
JSTP 38 3 1 1.0000E+03 0 0 3 12 
JSTP 39 1 0 O.OOOOE+00 2 1 3 13 
JSTP 40 1 0 1.0000E+02 2 1 4 1 
JSTP 41 2 0 2.5000E+02 0 0 4 2 
JSTP 42 3 1 1.0000E+03 0 0 4 3 
JSTP 43 1 0 2.5000B+02 0 0 4 4 
JSTP 44 2 0 2.5000E+02 0 0 4 5 
JSTP 45 4 2 1.6000E+03 0 0 4 6 
JSTP 46 5 3 1.6000E+03 2 4 4 7 
JSTP 47 2 0 1.6000B+03 0 0 4 8 
JSTP 4 8 1 0 2.5000E+01 0 0 4 9 
JSTP 4I9 6 0 2.5000E+01 0 0 4 10 
JSTP 50 7 3 1.0000E+03 2 4 4 11 
JSTP 51 3 1 1.0000E+03 0 0 4 12 
JSTP 52 1 0 O.OOOOE+00 2 1 4 13 
JSTP 53 1 0 1.0000E+02 2 1 5 1 
JSTP 54 2 0 2.5000E+02 0 0 5 2 
JSTP 55 3 1 1.0000E+03 0 0 5 3 
JSTP 56 1 0 2.5000E+02 0 0 5 4 
JSTP 57 2 0 2.5000E+02 0 0 5 5 
JSTP 58 4 2 1.6000E+03 0 0 5 6 
JSTP 59 5 3 1.6000E+03 2 4 5 7 
JSTP 60 2 0 1.6000E+03 0 0 5 8 
JSTP 61 1 0 2.5000B+01 0 0 5 9 
JSTP 62 6 0 2.5000E+01 0 0 5 10 
JSTP 63 7 3 1.0000E+03 2 4 5 11 
JSTP 64 3 1 1.0000E+03 0 0 5 12 
JSTP 65 T 0 O.OOOOE+00 2 1 5 13 
JSTP 66 11 0 1.0000E+02 2 1 6 1 
JSTP 67 2 0 2.5000E+02 0 0 6 2 
JSTP 68 3 1 1.0000E+03 0 0 6 3 
JSTP 69 11 0 2.5000E+02 0 0 6 4 
JSTP 70 2 0 2.5000E+02 0 0 6 5 
5 7. 1603E-04 0. OOOOE+00 0 0 0 1 
5 9. 5471E-02 0. OOOOE+00 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
3 0. OOOOE+00 0. OOOOE+00 1 0 0 0 
4 0. OOOOE+00 1. 0213E+00 1 0 0 0 
5 7. 1603E-03 0. OOOOE+00 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
4 0. OOOOE+00 2. 5532E+00 1 0 0 0 
5 7. 1603E-03 0. OOOOE+00 0 0 0 1 
5 9. 5471E-02 0. OOOOE+00 0 0 0 1 
5 5. 7283E-01 0. OOOOE+00 0 0 0 1 
5 7. 1603E-03 1. 6340E+01 0 0 0 1 
4 0. OOOOE+00 2. 5532E-01 1 0 0 0 
5 7. 1603E-04 0. OOOOE+00 0 0 0 1 
5 9. 5471E-02 0. OOOOE+00 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
4 0. OOOOE+00 0. OOOOE+00 1 0 0 0 
6 0. OOOOE+00 1. 0213E+00 1 0 0 0 
5 7. 1603E-03 0. OOOOE+00 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
6 0. OOOOE+00 2. 5532E+00 1 0 0 0 
5 7. 1603E-03 0. OOOOE+00 0 0 0 1 
5 9. 5471E-02 0. OOOOE+00 0 0 0 1 
5 5. 7283E-01 0. OOOOE+00 0 0 0 1 
5 7. 1603E-03 1. 6340E+01 0 0 0 1 
6 0. OOOOE+00 2. 5532E-01 1 0 0 0 
5 7. 1603E-04 0. OOOOE+00 0 0 0 1 
5 9. 5471E-02 0. OOOOE+00 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
6 0. OOOOE+00 0. OOOOE+00 1 0 0 0 
7 0. OOOOE+00 1. 0213E+00 1 0 0 0 
5 7. 1603E-03 0. OOOOE+00 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
7 0. OOOOE+00 2. 5532E+00 1 0 0 0 
5 7. 1603E-03 0. OOOOE+00 0 0 0 1 
JSTP 71 4 2 1.6000E+03 0 0 6 6 
JSTP 7 2 5 3 1.6000E+03 2 4 6 7 
JSTP 73 2 0 1.6000E+03 0 0 6 8 
JSTP 74 1 0 2.5000E+01 0 0 6 9 
JSTP 75 6 0 2.5000E+01 0 0 6 10 
JSTP 76 7 3 1.0000E+03 2 4 6 11 
JSTP 77 3 1 1.0000E+03 0 0 6 12 
JSTP 78 1 0 O.OOOOB+00 2 1 6 13 
JSTP 79 1 0 1.0000E+02 2 1 7 1 
JSTP 30 2 0 2.5000E+02 0 0 7 2 
JSTP 81 3 1 1.0000E+03 0 0 7 3 
JSTP 82 1 0 2.5000E+02 0 0 7 4 
JSTP 33 2 0 2.5000E+02 0 0 7 5 
JSTP 4 2 1.6000E+03 0 0 7 6 
JSTP 85 5 3 1.6000E+03 2 4 7 7 
JSTP 36 2 0 1.6000E+03 0 0 7 8 
JSTP 37 1 0 2.5000E+01 0 0 7 9 
JSTP 38 6 0 2.5000E+01 0 0 7 10 
JSTP 89 7 3 1.0000E+03 2 4 7 11 
JSTP )0 3 1 1.OOOOE+03 0 0 7 12 
JSTP 91 1 0 O.OOOOE+00 2 1 7 13 
JSTP 92 1 0 1.0000E+02 2 1 8 1 
JSTP )3 2 0 2.5000E+02 0 0 8 2 
JSTP 94 3 1 1.0000E+03 0 0 8 3 
JSTP 95 1 0 2.5000E+02 0 0 8 4 
JSTP 96 2 0 2.5000E + 02 0 0 8 5 
JSTP 97 4 2 1.6000E+03 0 0 8 6 
JSTP 98 5 3 1.6000E+03 2 4 8 7 
JSTP 99 2 0 1.6000E+03 0 0 8 8 
JSTP 100 1 0 2.5000E+01 0 0 8 9 
JSTP 101 6 0 2.5000E+01 0 0 8 10 
JSTP 102 7 3 1.OOOOE+03 2 4 8 11 
JSTP 1)3 3 1 1.0000E+03 0 0 8 12 
JSTP 104 11 0 O.OOOOE+00 2 1 8 13 
JSTP 105 1 0 1.0000E+02 2 1 9 1 
5 9. 5471E-02 0. OOOOE+00 0 0 0 1 
5 5. 7283E-01 0. OOOOE+00 0 0 0 1 
5 7. 1603E-03 1. 6340E+01 0 0 0 1 
7 0. OOOOE+00 2. 5532E-01 1 0 0 0 
5 7. 1603E-04 0. OOOOE+00 0 0 0 1 
5 9. 5471E-02 0. OOOOE+00 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
7 0. OOOOE+00 0. OOOOE+00 1 0 0 0 
8 0. OOOOE+00 1. 0213E+00 1 0 0 0 
5 7. 1603E-03 0. OOOOE+00 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
8 0. OOOOE+00 2. 5532E+00 1 0 0 0 
5 7, 1603E-03 0. OOOOE+00 0 0 0 1 
5 9. 5471E-02 0. OOOOE+00 0 0 0 1 
5 5. 7283E-01 0. OOOOE+00 0 0 0 1 
5 7. 1603E-03 1. 6340E+01 0 0 0 1 
8 0. OOOOE+00 2. 5532E-01 1 0 0 0 
5 7. 1603E-04 0. OOOOE+00 0 0 0 1 
5 9. 5471E-02 0. OOOOE+00 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
8 0. OOOOE+00 0. OOOOE+00 1 0 0 0 
9 0. OOOOE+00 1. 0213E+00 1 0 0 0 
5 7. 1603E-03 0. OOOOE+00 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
9 0. OOOOE+00 2. 5532E+00 1 0 0 0 
5 7. 1603E-03 0. OOOOE+00 0 0 0 1 
5 9. 54712-02 0. OOOOE+00 0 0 0 1 
5 5. 7283E-01 0. OOOOE+00 0 0 0 1 
5 7. 1603E-03 1. 6340E+01 0 0 0 1 
9 0. OOOOE+00 2. 5532E-01 1 0 0 0 
5 7. 1603E-04 0. OOOOE+00 0 0 0 1 
5 9. 5471E-02 0. OOOOE+00 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
9 0. OOOOE+00 0. OOOOE+00 1 0 0 0 
10 0. OOOOE+00 1. 0213E+00 1 0 0 0 
JSTP 106 2 0 2.5000E+02 0 0 9 2 
JSTP 107 3 1 1.0000E+03 0 0 9 3 
JSTP 108 1 0 2.5000E+02 0 0 9 4 
JSTP 109 2 0 2.5000E + 02 0 0 9 5 
JSTP 1110 4 2 1.6000E+03 0 0 9 6 
JSTP I'LL 5 3 1.6000E+03 2 4 9 7 
JSTP 112 2 0 1.6000E+03 0 0 9 8 
JSTP 1113 1 0 2.5000E+01 0 0 9 9 
JSTP 114 6 0 2.5000E+01 0 0 9 10 
JSTP 115 7 3 1.0000E+03 2 4 9 11 
JSTP 116 3 1 1.0000E+03 0 0 9 12 
JSTE 117 11 0 O.OOOOE+00 2 1 9 13 
JSTP 118 1 0 1.0000E+02 2 1 10 1 
JSTP 119 2 0 2.5000E+02 0 0 10 2 
JSTP 120 3 1 1.0000E+03 0 0 10 3 
JSTP 121 11 0 2.5000E+02 0 0 10 4 
JSTP 122 2 0 2.5000E+02 0 0 10 5 
JSTP 123 4 2 1.60003+03 0 0 10 6 
JSTP 124 5 3 1.6000E+03 2 4 10 7 
JSTP 125 2 0 1.6000E+03 0 0 10 8 
JSTP 126 11 0 2.5000E+01 0 0 10 9 
JSTP 127 6 0 2.5000E+01 0 0 10 10 
JSTP 128 7 3 1.00 00E+03 2 4 10 11 
JSTP 129 3 1 1.0000E+03 0 0 10 12 
JSTP 130 11 0 O.OOOOE+00 2 1 10 13 
JSTP 131 1 0 1.0000E+02 2 1 11 1 
JSTP 13 2 2 0 2.5000E+02 0 0 11 2 
JSTP 133 3 1 1.0000E+03 0 0 11 3 
JSTP 134 1 0 2.5000E+02 0 0 11 4 
JSTP 135 2 0 2.5000E+02 0 0 11 5 
JSTP 136 4 2 1.6000E+03 0 0 11 6 
JSTP 137 5 3 1.6000E+03 2 4 11 7 
JSTP 13D 2 0 1.6000E+03 0 0 11 8 
JSTP 139 1 0 2.5000E+01 0 0 11 9 
JSTP 140 6 0 2.5000E + 01 0 0 11 10 
5 7. 1603E-03 0. OOOOE+00 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
10 0. OOOOE+00 2. 5532E+00 1 0 0 0 
5 7. 1603E-03 0. OOOOE+00 0 0 0 1 
5 9. 5471E-02 0. OOOOTÏ^OO 0 0 0 1 
5 5. 7283E-01 0. OOOOE+00 0 0 0 1 
5 7. 1603E-03 1. 6340E+01 0 0 0 1 
10 0. OOOOE+00 2. 5532E-01 1 0 0 0 
5 7. 1603E-04 0. OOOOE+00 0 0 0 1 
5 9. 5471E-02 0. OOOOE+00 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
10 0. OOOOE+00 0. OOOOE+00 1 0 0 0 
11 0. OOOOE+00 1. 0213E+00 1 0 0 0 
5 7. 1603E-03 0. OOOOE+00 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
11 0. OOOOE+00 2. 5532E+00 1 0 0 0 
5 7. 1603E-03 0. OOOOE+00 0 0 0 1 
5 9. 5471E-02 0. OOOOE+00 0 0 0 1 
5 5. 7283E-01 0. OOOOE+00 0 0 0 1 
5 7. 1603E-03 1. 6340E+01 0 0 0 1 
11 0. OOOOE+00 2. 5532E-01 1 0 0 0 
5 7. 1603E-04 0. OOOOE+00 0 0 0 1 
5 9. 5471E-02 0. OOOOE+00 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
11 0. OOOOE+00 0. OOOOE+00 1 0 0 0 
12 0. OOOOE+00 1. 0213E+00 1 0 0 0 
5 7. 1603E-03 0. OOOOE+00 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
12 0. OOOOE+00 2. 5532E+00 1 0 0 0 
5 7. 1603E-03 0. OOOOE+00 0 0 0 1 
5 9. 5471E-02 0. OOOOE+00 0 0 0 1 
5 5. 7283E-01 0. OOOOE+00 0 0 0 1 
5 7. 1603E-03 1. 6340E+01 0 0 0 1 
12 0. OOOOE+00 2. 5532E-01 1 0 0 0 
5 7. 1603E-04 0. OOOOE+00 0 0 0 1 
JSTP M 7 3 1. OOOOE+03 2 4 11 11 
JSTP 142 3 1 1. OOGOE+03 0 0 11 12 
JSTP 143 1 0 0. OOOOE+00 2 1 11 13 
JSTP 144 1 0 1. OOOOE+02 2 1 12 1 
JSTP 145 2 0 2. 500DE+02 0 0 12 2 
JSTE 146 3 1 1. OOOOE+03 0 0 12 3 
JSTP 147 1 0 2. 5000E+02 0 0 12 4 
JSTP 148 2 0 2. 5000E+02 0 0 12 5 
JSTP 149 4 2 1. 6000E+03 0 0 12 6 
JSTE 150 5 3 1. 6000E+03 2 4 12 7 
JSTP 151 2 0 1. 6000E+03 0 0 12 8 
JSTP 152 1 0 2. 5000E+01 0 0 12 9 
JSTP 153 6 0 2. 5000E+01 0 0 12 10 
JSTP 154 7 3 1. OOOOE+03 2 4 12 11 
JSTP 155 3 1 1. OOOOE+03 0 0 12 12 
JSTP 156 1 0 0. OOOOE+00 2 1 12 13 
5 9. 5471E-02 0. OOOOE+00 0 0 0 1 
5 5, 7283E-02 1. 0213E+01 0 0 0 1 
12 0. OOOOE+00 0. OOOOE+OO 1 0 0 0 
13 0. ooaoE+oo 1. 0213E+00 1 0 0 0 
5 7. 1603E-03 0. OOOOE+OO 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
13 0. OOOOE+00 2. 5532E+00 1 0 0 0 
5 7. 1603E-03 0. OOOOE+OO 0 0 0 1 
5 9. 5471E-02 0. OOOOE+OO 0 0 0 1 
5 5. 7283E-01 0. OOOOE+OO 0 0 0 1 
5 7. 1603E-03 1. 6340E+01 0 0 0 1 
13 0. OOOOE+00 2. 5532E-01 1 0 0 0 
5 7. 1603E-04 0. OOOOE+OO 0 0 0 1 
5 9. 5471E-02 0. OOOOE+OO 0 0 0 1 
5 5. 7283E-02 1. 0213E+01 0 0 0 1 
13 0. OOOOE+00 0. OOOOE+OO 1 0 0 0 
œ 
w 
1  8 4  
XVII. APPENDIX I: 
INPUT D hTA .lET FOR THb UIST&IBUTiSD CONFIGURATION 
FUNCTION SELECTION FOR THIS RON 
OSE <1> TO INDICATE FONCTION TO BE SELECTED 
INITIALIZE CALL CALL CALL CALL NEW NET 
TO DEFAULTS JSTOP PTOS OSASS ANLYZ CONFIG 
<0 > <1 > <1 > <1 > <1 > <0 > 
OPEOUND-VALUES AND ALLOWABLE RANGES 
NSITE NLIHE NSTEP NFCN NFILE NJOB MLINE MPROS NLEVL 
1/25 1/99 1/250 1/99 1/99 1/50 1/10 1/10 1/4 
13 0 156 7 3 12 8 9 4 
CTLPARM-VALUES AND ALLOWABLE RANGES 
ISEL XM THESD KCENT TRAC PLIST(I) (2) (3) (4) 
BIT <9999 <9999 BIT BIT 1/10 1/10 1/10 1/10 
0  1 0  5 0 0  0 0 0 0  
FEOCESSOB CDMPATA3ILITY MATRICES 
EROS 1 2 3 4 5 6 7 a 9 
CFILE 1 0 0 0 0 0 0 0 0 0 
CFILE 2 0 0 0 0 0 0 0 0 0 
CFILE 3 0 0 0 0 0 0 0 0 0 
PROS 1 2 3 4 5 6 7 8 9 
CFCN 1 0 1 1 1 0 0 0 0 0 
CFCN 2 0 0 0 1 1 1 1 1 1 
CFCN 3 0 0 0 1 1 1 1 1 1 
CFCN 4 0 0 0 1 1 1 1 1 1 
CPCN 5 0 0 0 0 0 0 0 1 1 
CFCN 6 0 0 0 1 1 1 1 1 1 
CFCN 1 0 0 0 0 0 0 0 1 1 
SITE DESCPIPTOES 
STATUS XDIST YDIST PEOS PROS LOAD PROS OF 
0/2 <9999.9 <9999.9 1/10 M.MMMMESNN M. MMMMESNN 
SITE 11 2 10.0 10.0 0 O.OOOOE+00 0. OOOOE+00 
SITE 2 2 70.0 70.0 0 O.OOOOE+00 0. OOOOE+00 
SITE 3 2 10,0 70.0 0 O.OOOOE+00 0. OOOOE+00 
SITE U 2 70.0 10.0 0 O.OOOOE+00 0. OOOOE+00 
SITE 5 2 40.0 40.0 0 O.OOOOE+00 0. OOOOE+00 
SITE 6 2 10.0 10.0 0 O.OOOOE+00 0. OOOOE+00 
SITE 7 2 70.0 70.0 0 O.OOOOE+00 0. OOOOE+00 
SITE 8 2 10.0 70.0 0 O.OOOOE+00 0. OOOOE+00 
SITE 9 2 70.0 10.0 0 O.OOOOE+00 0. OOOOE+00 
SITE 10 2 10.0 10.0 0 O.OOOOE+00 0. OOOOE+00 
SITE 11 2 70.0 70.0 0 O.OOOOE+00 0. OOOOE+00 
SITE 12 2 10.0 70.0 0 O.OOOOE+00 0. OOOOE+00 
SITE 13 2 70.0 10.0 0 O.OOOOE+00 0. OOOOE+OO 
LINKING LINE DESCBIPTORS 
INSITE FIHSITE L TYP1Î 
0/25 0/25 0/10 
L LOAD 
N.MMMMESNN 
L UF 
M.MMMMESNN 
CHARACTERISTICS OF AVAILABLE PIÎOCESSORS 
LVL# I BATE PPIMSTR SCNDSTR MEDIA CHAN RATE PCOST 
1/10 M. MMMMESNN M .MMMMESNN M. MMMMESNN CODE M.MMMMESNN <999999. 99 
PTYPE 1 1 0. OOOOE+OO 0 .0000E400 0. OOOOE+OO 0 3.0000E+01 20. 00 
PTYPE 2 1 0. OOOOE+OO 0 .OOOOE+OO 0. OOOOE+OO 0 2.4000E+02 30. 00 
PTYPE 3 2 5. 3000E-01 1 .OOOOE+OO 0. OOOOE+OO 0 1.0000E+06 34. 70 
PTY PE 4 2 7. 6000E-01 3 .2000E+01 1. 5000E-01 1 2.0000E+06 80. 00 
PTYPE 5 2 5. 7000E-01 3 .2000E+01 5. 1200E-01 1 1.6600E+06 200. 00 
PTYPE 6 3 9. EOOOE-01 6 .4000E+01 5. OOOOE+OO 1 2.0000E+05 550. 00 
PTYPE 7 3 1. OOOOE+01 1 .2800E+02 2. 8000E+01 4 1.5000E+06 2931. 40 
PTÏPE 8 4 1.5000E+00 5.2400E+02 8.0000E+02 
PTYPE 9 H 2.0000E+01 *.OO00E+O3 1.6000E+03 
7 1.3000E+06 13103.40 
7 1.5000E+06 84172.00 
CHARACTERISTICS OF AVAILABLE LINES 
XHSH BATE LFCOST LVCST1 LVCST2 L¥CSR3 LVCST4 LVCST5 
M.MMMMESNN <9999.9 <99.99 <99.99 <99.99 <99.99 <99.99 
LTÏ EE 1 3.0000E+01 73.0 3. 30 2.31 1.65 1.16 0.83 
LTÏPE 2 1.2000E+02 81.0 3.30 2.31 1.65 1.16 0.83 
LTYPE 3 2.4000E+02 153.0 3.30 2.31 1.65 1.16 0,83 
LTYPE 4 4.8000E+02 213.0 3.30 2.31 1.65 1. 16 0.83 
LTÏ EE 5 9.6000E+02 433.0 3. 30 2.31 1.65 1.16 0.83 
LTYPE 6 1.9200E+03 850.0 3.00 3.00 3.00 3.00 3.00 
LTYPE 7 5.0000E+03 850.0 6.00 6.00 6.00 6.00 6.00 
LTYPE 8 2.3000E+04 1250.0 30.00 30.00 30. 00 30.00 30.00 
SOFTWARE FONCTIONS 
I STEPS FCNTSIZE FCNFSIZE 
M.MMMMESNN M.MMMMESNW M.MMMMESNN 
FCNTYPE 1 0. OOOOE+00 0 .OOOOE+OO 0. OOOOE+OO 
FCNTYPB 2 7. 50002+03 0 .OOOOE+OO 8. OOOOE+OO 
FCNTYPE 3 6. OOOOB+04 8 .OOOOE+OO 8. OOOOE+OO 
FCNTYP3 4 1. OOOOE+05 1 .6000E+01 2. OOOOE+OO 
FCNTYPE 5 6. 00002+05 1 .28002+02 6. 4000E+01 
FCNTYPE 6 7. 5000E+02 0' .OOOOE+OO 8. OOOOE+OO 
FCNTYPE 7 1. OOOOE+05 1 .2800E+02 6. 4000E+01 
SOFTWARE FILES 
FILETÏPE 
FILETÏPE 
FILETÏPE 
1 
2 
3 
MEDIUM 
1/10 
1 
1 
2 
FILE SIZE 
M.MMMHESNN 
5.00005-02 
3. 00 00 E-02 
4.0000E+02 
JOBS IN 0OBKLOAD 
•JS1CPS ABVL BATE RSPNS TIME FBSTEPi LASTEPi 
1/99 H. MNBMESNN M.MMMMESNN 1/250 1/250 
JOB 1 13 5.5555E-03 0.OOOOE+00 1 13 
JOB 2 13 5. 5555E-03 O.OOOOE+00 14 26 
JOB 3 13 5o 5555E-03 O.OOOOE+00 27 39 
JOB 4 13 5. 55553-03 O.OOOOE+00 40 52 
JOB 5 13 5.5555E-03 O.OOOOE+00 53 65 
JOB 6 13 5. 5555E-03 O.OOOOE+00 66 78 
JOB 7 13 5. 5555E-03 O.OOOOE+OO 79 91 
JOB 8 13 5.5555E-03 O.OOOOE+00 92 104 
JOB 9 13 5.5555E-03 O.OOOOE+OO 105 117 
JOB 10 13 5.55552-03 O.OOOOE+OO 118 130 
JOB 1 1 13 5.55552- 03 O.OOOOE+OO 131 143 
JOB 12 13 5.5555E-03 0.OOOOE+OO 144 156 
03 
CD 
JOBSTEPS IN JOES 
REQ BEQ MSG SP FQ OWN STP ASND LVL ASGND 
F CM FIL LENGTH LV LV JOB « SITE PfiOS TIME LINE DLÏ 1 2 3 4 
<99 <99 H. MHMMESNN <4 <4 <50 <99 1/25 N.HHilHESNN M.MMMMESNN B B B B 
JSTP 1 1 0 1. OOOOE+02 2 2 1 1 1 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 2 2 0 2. 5000E + 02 0 0 1 2 0 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 3 3 1 1. OOOOE+03 0 0 1 3 0 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 4 1 0 2. 5000E+02 2 2 1 4 0 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 5 2 0 2. 5000E+02 0 0 1 5 0 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 6 4 2 1. 6000E+03 0 0 1 6 0 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 7 5 3 1. 60 00E+03 2 4 1 7 5 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 8 2 0 1. 6000E+03 0 0 1 8 0 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 9 1 0 2. 5000E+01 2 2 1 9 0 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 10 6 0 2. 5000E+01 0 0 1 10 0 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 11 7 3 1. OOOOE+03 2 4 1 11 5 O.OOOOE+OO O.OOOOE+OO 0 0 0 0 
JSTP 12 3 1 1. OOOOE+03 0 0 1 12 0 O.OOOOE + OO O.OOOOE+OO 0 0 0 0 
0 0 0 0 oo+aoooo •0 00+30000 •0 0 
0 0 0 0 oo+aoooo •0 00+30000 •0 s 
0 0 0 0 oo+aoooo •0 00+30000 *0 0 
0 0 0 0 00+30000 •0 00+30000 •0 0 
0 0 0 0 00+30000 •0 00+30000 •0 0 
0 0 0 0 00+30000 *0 00+30000 •0 0 
0 0 0 0 00+30000 *0 00+30000 •0 0 
0 0 0 0 00+30000 •0 00+30000 •0 t> 
0 0 0 0 00+30000 •0 00+30000 •0 e 
0 0 0 0 00+30000 •0 00+30000 •0 0 
0 0 0 0 00+30000 •0 00+30000 '0 s 
0 0 0 0 00+30000 •0 00+30000 •0 0 
0 0 0 0 00+30000 •0 00+30000 •0 0 
0 0 0 0 00+30000 •0 00+30000 "0 0 
0 0 0 0 00+30000 •0 00+30000 •0 s 
0 0 0 0 00+30000 •0 00+30000 •0 0 
0 0 0 0 00+30000 •0 00+30000 "0 0 
0 0 0 0 00+30000 •0 00+30000 -0 0 
0 0 0 0 00+30000 •0 00+30000 "0 0 
0 0 0 0 00+30000 •0 00+30000 •0 0 
0 0 0 0 00+30000 •0 00+30000 * 0  e 
0 0 0 0 00+30000 •0 00+30000 •0 z  
0 0 0 0 00+30000 •0 00+30000 •0 0 
0 0 0 0 00+30000 •0 00+30000 •0 s 
0 0 0 0 00+30000 *0 00+30000 •0 0 
0 0 0 0 00+30000 •0 00+30000 •0 0 
0 0 0 0 00+30000 •0 00+30000 •0 0 
0 0 0 0 00+30000 •0 00+30000 *0 s 
0 0 0 0 00+30000 •0 00+30000 •0 0 
0 0 0 0 00+30000 •0 00+30000 •0 0 
0 0 0 0 00+30000 •0 00+30000 •0 0 
0 0 0 0 00+30000 *0 00+30000 •0 0 
0 0 0 0 00+30000 •0 00+30000 '0 0 
0 0 0 0 00+30000 •0 00+30000 •0 z  
0 0 0 0 00+30000 *0 00+30000 •0 l  
8 t ï  0  0  EO+30009 ' l  0  Z disr  
l t l  fr z EO+30009 ' l  E  s 9t î  a isr  
9 t? 0 0 E0+a0009 ' l  2  1)  51? d isr  
G f j  0  0 20+30005*2  0  z iTtj aisr  
tr z z Z0+3000S"Z 0  IL Et? dlSf 
£ tf 0 0 Eo+aoooo' i  l  E 2t i  a isr  
z 17 0 0 z0+3000g"z  0  Z Iti axsr  
l  it z z Z0+30000" l  0  1. Oti  a isr  
Cl  £ z z 00+30000*0  0  1. 6E a isr  
ZI £ 0 0  E0+30000* l  l  f: 8E a isr  
ii E tr z EO+aoooo"t  E  L Ll aisr  
01  E 0  0  10+30005*2  0  9 9f  a is f  
6  E z z 10+30005*2  0  1. 5E a isr  
8  E 0  0 E0+30009* l  0  •L t jE  dlSP 
L E 17 z EO+30009 ' l  E  s EE a isr  
9  E 0  0 E0+30009* l  2  t 2E aisr 
s E 0  0 20+30005*2  0  z IE  a is f  
n E z z 20+30005*2  0  l. OE d&Sf 
e E 0  0 Eo+aoooo'i 1 IE 62 disr 
z E 0  0 20+30005*2  0  2  82  dISf 
i E z z 20+30000*1  0  l LZ dISf 
El z z z 00+30000*0  0  i 92 dxsr  
ZI z 0 0  EO+30000 ' l  l E 5Z dxsr  
II z 1) z Eo+aoooo* i  E  L t ïZ  dlSf 
01 z 0 0  10+30005*2  0  9 E2 dxsr 
6 z z z 10+30005*2  0  i 22 îisr 
8 z 0 0  E0+a0009* l  0  Z 12 disr 
L z il z E0+a0009 'L  E & 02 disr 
9 z 0 0  E0+a0009*a. 2 ft 61 aisr 
g z 0 0  20+30005*2  0  2  81  d isr  
t? z z z 20+300 05*2  0  1. Ll dxsr  
e z 0 0  E0+30000*L l  E 91  d isr  
z z 0 0  20+30005*2  0  2  51  a isr  
l  z z z 20+30000*1  0  1. l7t dxsr  
E l  l z  z  00+30000*0  0  1. El a&sf  
JSTP 1*8 1 0 2.5000E+01 2 2 4 
JSTP 49 6 0 2.50 OOE+01 0 0 4 
JSTP 50 7 3 1.0000E+03 2 4 4 
JSTP 51 3 1 1.0000E+03 0 0 4 
JSTP 52 1 0 O.OOOOE+00 2 2 4 
JSTP 53 1 0 1.0000E+02 2 1 5 
JSTP 54 2 0 2.5000E+02 0 0 5 
JSTP 55 3 1 1.0000E+03 0 0 5 
JSTP 56 11 0 2.5000E+02 0 0 5 
JSTP 57 2 0 2.5000E+02 0 0 5 
JSTP 58 4 2 1.6000E+03 0 0 5 
JSTP 59 5 3 1.6000E+03 2 4 5 
JSTP 60 2 0 1.6000E+03 0 0 5 
JSTP 61 D 0 2.5000E + 01 0 0 5 
JSTP 62 i6 0 2.5000E+01 0 0 5 
JSTP 63 7 3 1.0000E+03 2 4 5 
JSTP 64 3 1 1.0000E+03 0 0 5 
JSTP 65 1 0 O.OOOOE+00 2 1 5 
JSTP 66 1 0 1.G000E+02 2 1 6 
JSTP 67 2 0 2.5000E+02 0 0 6 
JSTP 68 3 1 1.0000E+03 0 0 6 
JSTP 69 1 0 2.5000E+02 0 0 6 
JSTP 70 2 0 2.5000E+02 0 0 6 
JSTP 71 4 2 1.6000E+03 0 0 6 
JSTP 72 5 3 1.6000E+03 2 4 6 
JSTP 73 2 0 1.6000E+03 0 0 6 
JSTP 74 1 0 2.5000E+01 0 0 6 
JSTP 75 6  0 2.5000E+01 0 0 6 
JSTP 76 7  3 1.0000E+03 2 4 6 
JSTP 77 J 1 1.0000E+03 0 0 6 
JSTP 78 1 0 O.OOOOE+OO 2 1 6 
JSTP 79 1 0 1.0000E+02 2 1 7 
JSTP 80 2 0 2.5000E+02 0 0 7 
JSTP 81 3 1 1.0000E+03 0 0 7 
JSTP 32 1 0 2.5000E+02 0 0 7 
9 
10 
11 
12 
13 
1 
2 
3 
H 
5 
6 
7 
8 
9 
10 
11 
1 2  
13 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
1 
2 
3 
i» 
0 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
5 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
4 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
6 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
5 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
0 0. 000 OE 4-00 0. OOOOE*00 0 0 0 0 
5 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
6 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
7 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
5 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+OO 0 0 0 0 
5 0. OOOOE+00 0. OOOOE+00 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+OO 0 0 0 0 
7 0. OOOOE+00 0. OOOOE+OO 0 0 0 0 
8 0. OOOOE+00 0. OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 0. OOOOE+OO 0 0 0 0 
0 0 0 0 oo+aoooo •0 00+30000 "0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 "0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 *0 
0 0 0 0 00+30000 *0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 '0 
0 0 0 0 00+30000 *0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 *0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 "0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 •0 00+30000 •0 
0 0 0 0 00+30000 "0 00+30000 •0 
01 
0 
s 
0 
0 
0 
s 
0 
0 
0 
0 
0 
01 
6 
0 
g 
0 
0  
0  
g 
0  
0 
0 
0 
0 
6 
8 
0 
g 
0 
0 
0 
g 
0 
0 
El 6 l  z  00+30000*0 0 l LU disr 
ZI  6 0 <0 Eo+aoooon l E 9111 dxsr 
i l  6 tf z  EO+30000'l E L gui aisf 
01 6 0 lO io+3ooog"z 0 9 mi  disr 
6 6 0 '0 lo+aooog'z 0 l  E L U  aisr 
8 6 0 '0 EO+30009'l 0 Z Z l i  disr 
L 6 ir z  E0+30009*t E S m disr 
9 6 0 lO E0 + a0009"l Z i f  OlIL aisr 
g 6 0 '0 zo+aooog"z 0 Z 60i aisf 
II 6 0 '0 zo+3ooog'z 0 l  8011 dise 
e 6 0 0 EO+30000'l l  E 101 dxsr 
z  6 0 lO z0+3000g 'Z  0 Z 901 disr 
l 6 l  z  zo+aoooo'i 0 l goii disr 
El 8 l  z  00+30000*0 0 l  t?0IL disr 
ZI  8 0 0 £0+30000*1 l  E EOi disr 
II 8 II z  EO+aoooo*i E L  ZOil disr 
01 8 0 '0 lo+aooog*? 0 9 lOt disr 
6 8 0 •0 lo+aooog'z 0 l  001 disr 
8 8 0 0 E0+30009*l 0 Z 66 disr 
L 8 i l  z  EO+30009'l E g 86 disr 
9 8 0 0 E0+30009*l Z ti LS disr 
g 8 0 0 zo+3ooog*z 0 z  96 disr 
tj 8 0 0 zo+aooog"c 0 i  g6 disr 
E 8 0 0 Eo+aoooo'i l  E tj6 disr 
z  8 0 0 zo+3ooog"z 0 Z E6 disr 
l  8 l  z  20+30000*1 0 l  36 disr 
El L l  z  00+30000*0 0 l  16 disr 
ZI  L  0 0 EO+30000'l l  E 06 disr 
II L i l  z £0+30000*1 E L 68 disr 
01 L 0 0 10+300og*2 0 9 88 disr 
6 L 0 0 10+30005*2 0 l  68 disr 
8 L 0 0 £0+30009*1 0 Z 98 disr 
L L  ti z f0+30009*1 E g ge disr 
9 L 0 0 £0+30009*1 Z ti tj8 disr 
g L 0 0 zo+3ooog*z 0 z  E8 d&sr 
JSTP 118 1 0 1. OOOOE+02 2 1 10 1 
JSTP 119 2 0 2. 5000E+02 0 0 10 2 
JSTP 120 3 1 1. OOOOE+03 0 0 10 3 
JSTP 121 1 0 2. 5000E+02 0 0 10 4 
JSTP 122 2 0 2. 5000E+02 0 0 10 5 
JSTP 123 4 2 1. 6000E+03 0 0 10 6 
JSTP 124 5 3 1. 6000E+03 2 4 10 7 
JSTP 125 2 0 1. 6000E+03 0 0 10 8 
JSTP 126 1 0 2. 5000E + 01 0 0 10 9 
JSTP 127 6 0 2. 5000E+01 0 0 10 10 
JSTP 128 7 3 1. OOOOE+03 2 4 10 11 
JSTP 129 3 1 1. OOOOE+03 0 0 10 12 
JSTP 130 1 0 0. OOOOE+00 2 1 10 13 
JSTP 131 1 0 1. OOOOE+02 2: 1 11 1 
JSTP 132 2 0 2. 5000E+02 0 0 11 2 
JSTP 133 3 1 1. OOOOE+03 0 0 11 3 
JSTP 134 1 0 2. 5000E + 02 0 0 11 4 
JSTP 135 2 0 2. 5000E+02 0 0 11 5 
JSTP 135 4 2 1. 6000E+03 0 0 11 6 
JSTP 137 5 3 1. 6000E+03 2 4 11 7 
JSTP 138 2 0 1. 6000E+03 0 0 11 8 
JSTP 139 1 0 2. 5000E+01 0 0 11 9 
JSTP 140 19 0 2. 5000E+01 0 0 11 10 
JSTP 141 7 3 1. OOOOE+03 2 4 11 11 
JSTP 142 3 1 1. OOOOE+03 0 0 11 12 
JSTP 143 1 0 0. OOOOE+00 2 1 11 13 
JSTP 144 1 0 1. OOOOE+02 2 1 12 1 
JSTP 145 2 0 2. 50003+02 0 0 12 2 
JSTP 146 3 1 1. OOOOE+03 0 0 12 3 
JSTP 147 1 0 2. 5000E+02 0 0 12 4 
JSTP 1148 2 0 2. 5000E+02 0 0 12 5 
JSTP 149 4 2 1. 6000E+03 0 0 12 6 
JSTP 1150 5 3 1. 6000E+03 2 4 12 7 
JSTP 151 2 0 1. 6000E+03 0' 0 12 8 
JSTP 1152 1 0 2. 5000E+01 0' 0 12 9 
11 0. OOOOE+00 O.OOOOE+00 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+00 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+00 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+00 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
5 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
5 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
11 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
12 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
5 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
5 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
12 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
13 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
5 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
0 0. OOOOE+00 O.OOOOE+OO 0 0 0 0 
JSTP 153 <6 0 2. 5000E+01 0 0 12 10 0 O.OOOOE+00 O.OOOOE+00 0 0 0 0 JSTP 154 7 3 1. OOOOE+03 2 4 12 11 5 O.OOOOE+00 O.OOOOE+00 0 0 0 0 JSTP 155 3 1 1. OOOOE+03 0 0 12 12 0 O.OOOOE+00 O.OOOOE+00 0 0 0 0 JSTP 156 1 0 0. OOOOE+00 2 1 12 13 13 O.OOOOE+00 O.OOOOE+00 0 0 0 0 
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XVIII. APPENDIX J: 
EXECUTION OUTPUT FOE THF DISTRIBUTED CONFIGURATION 
BHD OP JOBSTÏÏP TO PBOCESSOfi ASSIGNMENT 
END OF PBOCESSOfi ASSIGNMENT 
END OF OPTIMUM LOCATING 
START ISETHOBK ANALYSIS 
PBOCESSOfi !» SITE 1 
MIPS- y.0541E-03 OTILIZED= 5.3344E-03 
AVRAH= 2.IS056E+01 OTILIZED= 8.1425E-01 
FIXED SCNDSTE= O.OOOOE+00 UTILIZED^ O.OOOOE+00 
PBOCESSOfi a SITE 2 
HIPS= 4.0541E-03 UTILIZED^ 5.3344E-03 
AVBA{J= 2.6056E+01 OTILIZED= 8.1425E-01 
FIXED SCHDSTR= O.OOOOE+00 OTILIZED= O.OOOOE+00 
PfiOCESSOfi 4 SITE 3 
flIPS= 4.05412-03 UTILIZED^ 5.3344E-03 
AVEAM= 2.6056E+01 OTILIZED= 8.1425E-01 
FIXED SCNDSTfi- O.OOOOE+00 OTILIZED= O.OOOOE+00 
PROCESSOR 4 SITE 4 
MIPS= 4.0541E-03 UTILIZED^ 5.3344E-03 
AVHAH= 2.B056E+01 UTILIZED: 8.1425E-01 
FIXED SCNDSTB= O.OOOOE+00 OTILIZED= O.OOOOE+00 
PBOCESSOfi 8 SITE 5 
MIPS= 4. 6666E-02 UTILIZED: 3.1111E-02 
A?18AH= 1.3198E+02 UTILIZED= 2.5187E-01 
FIXED SCND;STB= 4.0000E+02 UTILIZED= 5.0000E-01 
PBOCESSOfi 2 SITE 6 
MIPS= O.OOOOEfrOO UTILIZED: O.OOOOE+00 
AVEAM= O.OOOOE+00 UTILIZED: O.OOOOE+00 
FIXED SCNDSTfi: O.OOOOE+00 UTILIZED: O.OOOOE+00 
PROCESSOR 2 SITE 7 
MIPS: O.OOOOE+OO UTILIZED: O.OOOOE+00 
AVRAN= O.OOOCE+00 UTILIZED: O.OOOOE+00 
FIXED 5CNDSTE= O.OOOOE+QO UTILIZED: O.OOOOE+OO 
PBOCESSOfi 2 SITE 8 
MIPS: O.OOOOE+OO UTILIZED: O.OOOOE+OO 
ATRAM= O-OOOOE+00 OTILIZED= O.OOOOE+00 
FIXED SCND'STR= O.OOOOE+00 UTILIZED= O.OOOOE+00 
PBOCESSOB 2 SITE 9 
MIPS= 0.QOOOE+00 UTILIZED: O.OOOOE+OO 
aVEAM= O.OOOOE+OO 0TILIZED= O.OOOOE+OO 
FIXED SCNDSTR= O.OOOOE+OO OTILIZED= O.OOOOE+OO 
PB0CEÎ5S0E 2 SITE 10 
MIP3= O.OOOOE+OO UTILIZED: Ci.OOOOE+OO 
ATBAH= O.OOOOE+OO OTILIZED= O.OOOOE+OO 
FIXED 3CNDSTR= O.OOOOE+OO OTILIZED= O.OOOOE+OO 
PROCESSOR 2 SITE 11 
MIP3= O.OOOOE+OO UTILIZED: O.OOOOE+OO 
AVEAM= O.OOOOE+OO UTILIZED^ O.OOOOE+OO 
FIXED SCNDSTR: O.OOOOE+OO UTILIZED^ O.OOOOE+OO 
PROCESSOR 2 SITE 12 
HIP£>= O.OOOOE+OO UTILIZED: O.OOOOE+OO 
aVRA%: O.OOOOE+OO UTILIZED: O.OOOOE+OO 
FIXED SCNDSTR: O.OOOOE+OO UTILIZED: O.OOOOE+OO 
PROCESSOR 2 SITE 13 
MIPS: O.OOOOE+OO UTILIZED: O.OOOOE+OO 
A\TRJia= O.OOOOE+OO UTILIZED: O.OOOOE + OO 
FIXED SCHDSTR: O.OOOOE+OO UTILIZED: O.OOOOE+OO 
IHSITE 1 , PI NSITE 5 ,LINE TYPE IS 3 ,LOaD= 7. 0416E+01 ,UTILIZE: 2. 9340E-01 
INSITE 2 ,PINSITE 5 ,LINE TYPE IS 3 fLOAD: 7. 0416E+01 ,UTILIZE: 2. 93UOE-01 
INSITE 3 ,FINSITE 5 ,LINE TYPE IS 3 ,LOAD: 7. 0416E+01 ,UTILIZE: 2. 9340E-01 
INSITE 4 , FINS IT E 5 ,LINE TYPE IS 3 fLOAD: 7. 0416E+01 ,UTILIZE: 2. 9340E-01 
INSITE 6 ,FINSITE 1 ,LINE TYPE IS 0 ,LOAD: 2. 2083E+01 ,UTILIZE: 0. OOOOE+00 
INSITE 7 , FINSITE 2 ,LINE TYPE IS 0 fLOAD: 2. 2083E+01 ,UTILIZE: 0. OOOOE+00 
INSITE 8 ,FINSITE 3 ,LINE TYPE IS 0 fLOAD: 2. 2083E+01 ,UTILIZE: 0. OOOOE+00 
INSITE 9 ,FI NSITE 4 ,LIME TYPE IS 0 ,LOAD: 2. 2083E+01 ,UTILIZE: 0. OOOOE+00 
INSITE 10 , FINS IT E 1 ,LINE TYPE IS 0 ,LOAD= 2. 2083E+01 ,UTILIZE: 0. OOOOE+00 
INSITE 11 ,FI NSITE 2 ,LINE TYPE IS 0 ,LOAD: 2. 2083E+01 ,UTILIZE: 0. OOOOE+00 
INSITE 12 , PI NSITE 3 ,LINE TYPE IS 0 fLOAD: 2. 2083E+01 ,UTILIZE: 0. OOOOE+00 
INSITE 13 ,FINSITE 4 ,LINE TYPE IS 0 ,LOAD: 2. 2083E+01 ,UTILIZE: 0. OOOOE+00 
JOB= 1 
STEP= 1 ,SITE= 1 
PBOS TIME= O.OOOOE+00 ,LINE DSLAY 
STEÎ= 2 ,SITE= 1 
PBOS TIME= 5.3129E-02 ,LINE DELAY 
STEP= 3 ,SITE= 1 
PBOS TIHE= 4.2503E-01 ,LINE DELAY 
STEF= !» ,SITB= 1 
PSOS TIHE= O.OOOOE+00 ,LINE DELAY 
STEP= 5 ,SITE= 1 
PBOS TIH3= 5.3129E-02 ,LINE DELAY 
STEP= 6 ,SRTE= 1 
PBOS TIBE= 7.0838E-01 ,LINE DELAY 
STEP= 7 ,SIÏE= 5 
PBOS RIME= 5.3U67E-01 ,LINE DELAY= 
STEP= 8 ,SIÏE= 1 
PBOS TIHB= 5.3129E-02 ,LIHE DFILAY= 
STEP= 9 ,SI'1PE= 1 
PBOS TIHB= O.OOOOE+00 .LINE DELAY= 
STEP= 10 ,SITE= 1 
PBOS TIAE= 5.3129E-03 ,LINE DBLAY= 
STEP= 11 ,SITE= 5 
PBOS TIME= 8.9112E-02 ,LINE DELAY= 
STEP= 12 ,SITE= 1 
PBOS TIHE= 4.2503E-01 ,LINE DELAY= 
STEP= 13 FSITE= 1 
PBOS TIME= O.OOOOE+00 ,LINE DELAY= 
JOB= 2 
STEP= 1 ,SITE= 2 
PBOS TIME= O.OOOOE+00 ,LINE DELAY= 
STEF= 2 ,SITE= 2 
PBOS TIHE= 5.3129E-02 ,LINE DELAY= 
STEP= 3 ,SITE= 2 
PBOS TIMS= 4,2503E-01 ,LINE DELAY= 
STEP= 4 „SITE= 2 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
9.4348E+00 ,JOB TIME 
9.4348E+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
1.4742E-01 ,JOB TIME 
5.8968E+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 FJOB TIME 
O.OOOOE+OO ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
ACCOM= O.OOOOE+00 
ACCOM= 5.3129E-02 
ACCGM= 4.7816E-01 
ACCOM= 4.7816E-01 
ACCDM= 5.3129E-01 
ACCOM= 1.0675E+01 
ACCOM= 2.0644E+01 
ACCOM= 2.0697E+01 
ACCNH= 2.0697E+01 
ACCOM= 2.0850E+01 
ACCOH= 2.6836E+01 
ACCOM= 2.7261E+01 
ACCUM= 2.7261E+01 
ACCUM= O.OOOOE+00 
ACCNM= 5.3129E-02 
ACCUM= 4.7816E-01 
PROS TIME= O.OOOOE+00 ,LINE DELAY 
STEP= 5 ,SITE= 2 
PROS TIME= 5.3129E-02 ,LINE DELAY 
STEP= 6 ,SITE= 2 
PROS TIME= 7.0838E-01 ,LINE DELAY 
STEP= 7 ,SIT2= 5 
PROS: TIME= 5.3467E-01 .LINE DELAY 
STEP= 8 ,SITE= 2 
PROS TIME= 5.3129E-02 ,LINE DELAY 
STEP= 9 ,SITE= 2 
PKOS TIMB= O.OOOOE+00 ,LINE DELAY 
STEP= 10 ,SITE= 2 
PROS TIM3= 5.3129E-03 ,LINE DELAY 
STEP= 11 ,SITE= 5 
PROS TI«E= 8.9112E-02 ,LINE DELAY 
STEP= 12 ,SITE= 2 
PROS TIME-- 4.2503E-01 ,LINE DELAY 
STEP= 13 ,SIIE= 2 
PROS TIME= Q.OQOOE+00 .LINE DELAY 
JOE= 3 
STEP= 1 ,SITE= 3 
PROS TIME= 0. OOOOE+00 .LINE DELAY 
STEP= 2 ,SITE= 3 
PROS TIME= 5. 3129E-02 .LINE DELAY 
STEP= 3 ,SITE= 3 
PROS TIMB= 4. 2503E-01 .LINE DELAY 
STEP= U ,SITE= 3 
PROS TIME= 0. OOOOE+00 .LINE DELAY 
STEP= 5 ,SJ:TE= 3 
PROS TIME= 5. 3129E-02 .LINE DELAY 
STEP= 6 ,S%TE= 3 
PROS TIMS=: 7. 0838E-01 .LINE DELAY: 
STEP= 7 ,SIIE= 5 
PROS TIM2= 5. 3467E-01 .LINE DELAY: 
STEP= 8 ,SITE= 3 
0. OOOOE+00 .JOB TIME ACCOM= U. 7816E-01 
0. OOOOE+00 .JOB TIME ACCOM= 5. 3129E-01 
9. 4348E+00 .JOB TIME AccaM= 1. 0675E+01 
9. 4348E+00 .JOB TIME ACCOM= 2. 0644E+01 
0, OOOOE+00 .JOB TIME ACCUM= 2. 0697E+01 
0 ,  OOOOE+00 .JOB TIME ACCUM= 2. 0697E+01 
1. 4742E-01 .JOB TIME ACCOM= 2. 0850E+01 
5. 8968E+00 .JOB TIME ACCUM= 2. 6836E+01 
0. OOOOE+00 .JOB TIME ACCOM= 2. 7261E+01 
0. OOOOE+00 .JOB TIME ACCOM= 2. 7261E+01 
0. OOOOE+00 .JOB TIME ACCOH= 0. OOOOE+00 
0. OOOOE+00 .JOB TIME ACCaM= 5. 3129E-02 
0. OOOOE+00 .JOB TIME ACCOM= 4. 7816E-01 
0. OOOOE+00 .JOB TIME ACCOH= 4. 7816E-01 
0. OOOOE+00 .JOB TIME ACCOM= 5. 3129E-01 
9. 4348E+00 .JOB TIME ACCDM= 1. 0675E+01 
9. 4348E+00 .JOB TIME ACCUM= 2. 0644E+01 
PROS TIHE=: 5.3129E-02 ,LIME DELAY 
STEP= 9 ,SITE= 3 
PROS TiaE= O.OOOOE+00 .LINE DELAY 
STEP= 10 ,SITE= 3 
PROS TIME= 5.3129E-03 .LINE DELAY 
STEP= 11 ,3ITE= 5 
PROS TIME= 8.9112E-02 .LINE DELAY 
STEP= 12 ,SITE= 3 
PROS TIME= 4.2503E-01 .LINE DELAY 
ST£P= 13 .3ITE= 3 
PROS TIME-- O.OOOOE+00 .LINE DELAY 
JOB= « 
STEP= 1 ,SITE= a 
PROS TIME= O.OOOOE+00 .LINE DELAY 
STEP= 2 ,SITE= U 
PROS TIM3= 5.3129E-02 .LINE DELAY 
STEP= 3 .SITE= a 
PROS TIM3= 4.2503E-01 .LINE DELAY 
STEP= U .SITE= 4 
PROS TIM3= O.OOOOE+00 .LINE DELAY; 
STEP= 5 .SITE= 4 
PROS TIMS= 5.3129E-02 .LINE DELAY 
STEP= 6 ,SITE= 4 
PROS TIME= 7.0838E-01 .LINE DELAY: 
STEP= 7 .SITE= 5 
PROS TIM2= 5.3467E-01 .LINE DELAY: 
STEP= 8 ,SITE= U 
PEOS TIMB= 5.3129E-02 .LINE DELAY: 
STEP= 9 .SITE= 4 
PROS TIME= O.OOOOE+00 .LINE DELAY: 
STEP= 10 ,SITE= U 
PROS TIME= 5.3129E-03 .LINE DELAY: 
STEP= 11 ,SITE= 5 
PROS TIME= 8.9112E-02 .LINE DELAY: 
STEP= 12 .SITE= 4 
0. ,0OO0E+00 .JOB TIME ACCOM= 2.0697E+01 
O.OOOOE+00 .JOB TIME AccnH= 2. 0697E+01 
1. 4742E-01 .JOB TIME ACCOM= 2. ,0850E+01 
5. ,8968E+00 .JOB TIME ACCOM= 2. 6836E+01 
0. OOOOE+00 .JOB TIME ACCOM= 2. 7261E+01 
0. OOOOE+00 .JOB TIME ACCUM= 2. 7261E+01 
0. OOOOE+00 .JOB TIME ACCOM: 0. OOOOE+00 
0. OOOOE+00 .JOB TIME ACCUM= 5. 3129E-02 
0. OOOOE+00 .JOB TIME ACCOM= 4. 7816E-01 
0. OOOOE+00 .JOB TIME ACCaM= 4. 7816E-01 
0. OOOOE+00 .JOB TIME ACCOH= 5. 3129E-01 
9. 4348E+00 .JOB TIME ACCUH= 1. 0675E+01 
9. 4348E+00 . JOB TIME ACCOM= 2. 0644E + 01 
0. OOOOE+00 .JOB TIME ACCDM= 2 ,  0697E+01 
0. OOOOE+00 .JOB TIME ACCUM= 2. 0697E+01 
1. 4742E-01 .JOB TIME ACCOM= 2. 0850E+01 
5. 8968E+00 .JOB TIME ACCUM= 2. 6836E+01 
PBOS TIME= 4.2503B-01 ,LINE DELAY 
STEP= 13 ,SITE= 4 
PBOS TIBE= O.OOOOE+00 ,LINE DELAY 
JOB= 5 
STEP= 1 ,SITE= 6 
PBOS TI8E= O.OOOOE+00 ,LINE DELAY 
STEP= 2 ,SITE= 1 
PBOS TIME= 5.3129E-02 ,LINE DELAY 
STEP= 3 ,SITE= 1 
PBOS TIHE= 4.2503E-01 ,LINE DELAY 
STEP= 4 ,SITE= 6 
PBOS TIME= O.OOOOE+00 ,LINE DELAY 
STEP= 5 ,SITE= 1 
PBOS TIME= 5.3129E-02 ,LINE DELAY 
STEP= 6 ,SITE= 1 
PBOS TIHE= 7.0838E-01 ,LINE DELAY 
STEP= 7 ,SITE= 5 
PBOS TIME= 5.3467E-01 ,LINE DELAY 
STEP= 8 fSITE= 1 
PBOS TIME= 5.3129E-02 ,LINE DELAY 
STEP= 9 ,SITE= 6 
PBOS TIME= O.OOOOE+00 ,LINE DELAY; 
STEP= 10 ,SITE= 1 
PBOS TIIIE= 5.3129E-03 ,LINE DELAY; 
STEP= 11 ,SITE= 5 
PBOS TIME= 8.9112E-02 ,LINE DELAY: 
STEP= 12 ,SITE= 1 
PBOS TIHE= 4.2503E-01 ,LINE DELAY; 
STEP= 13 ,SITE= 6 
PBOS TIBS= O.OOOOE+00 ,LINE DELAY; 
JOB= 6 
STEP= 1 ,SITE= 7 
PEOS TIHE= O.OOOOE+00 ,LINE DELAY: 
STEP= 2 ,SITE= 2 
PBOS TIMS= 5.3129E-02 ,LINE DELAY: 
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 , JOB TIME ACCUM= 2.7261E+01 
0, 00OOE+00 , JOB TIME ACCOM= 2. 7261E+01 
0. OOOOE+00 ,JOB TIME ACCOH= 0. ,OOOOE+00 
0. OOOOE+00 ,JOB TIME ACCDM= 5. 3129E-02 
0. 
o
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 , JOB TIME ACCUM= 4. 7816E-01 
0. OOOOE+00 ,JOB TIME ACCOH= 4. 7816E-01 
0. OOOOE+00 ,JOB TIME ACCOM= 5. 3129E-01 
9. 4348E+00 ,JOB TIME ACCUM= 1. 0675E+01 
9. 4348E+00 , JOB TIME ACCUM= 2. 0644E+01 
0. OOOOE+00 , JOB TIME ACCOH= 2. 0697E+01 
0. OOOOE+00 , JOB TIME ACCUM= 2. 0697E+01 
1. 4742E-01 ,JOB TIME ACCOM= 2. 0850E+01 
5. 8968E+00 , JOB TIME ACCUM= 2. 6836E+01 
0. OOOOE+00 ,JOB TIME ACCOM= 2. 7261B+01 
0. OOOOE+00 ,JOB TIME ACCUM= 2. 7261E+01 
0. OOOOE+00 , JOB TIME ACCUM= 0. OOOOE+00 
0. OOOOE+00 , JOB TIME ACCOM= 5. 3129E-02 
STEP= 3 ,SITE= 2 
PB03 TIME= 4.2503E-01 ,LINE DELAY 
STEE= li ,SITE= 7 
PBOS TIHB= O.OOOOE+00 .LINE DELAY 
STEP= 5 ,SITE= 2 
PROS TIHE= 5.3129E-02 ,LIBE DELAY 
STEE= 6 ,SITE= 2 
PBOS TIME= 7.0838E-01 ,LIHE DELAY 
STEP= 7 ,SIÏE= 5 
PROS TIHE= 5.3467E-01 ,LINE DELAY 
3T£P= 8 ,SITE= 2 
PBOS TIME= 5.3129E-02 .LINE DELAY 
STEP= 9 ,SITE= 7 
PROS TIME= O.OOOOE+00 ,LINE DELAY 
STEF= 10 ,SITE= 2 
PBOS TIME= 5.3129E-03 ,LINE DELAY 
STEP= 11 ,SITE= 5 
PBOS IIME= 8.91122-02 ,LINE DELAY 
STEP= 12 ,3ITE= 2 
PBOS TIMS= 4.2503E-01 ,LINE DELAY 
STEP= 13 ,SITE= 7 
PROS TIME= O.OOOOE+00 ,LTNE DELAY 
JOB= 7 
STEP= 1 ,SITE= 8 
PBOS TIM3= 0. OOOOE+00 ,LINE DELAY 
STEP= 2 ,SITE= 3 
PROS TIHE= 5. 3129E-02 ,LINE DELAY 
STEP= 3 ,SITE= 3 
PROS TIME= 4. 2503E-01 ,LINE DELAY 
STEE= 4 ,SITE= 8 
PROS TIHS= 0. OOOOE+00 .LINE DELAY 
STEP= 5 ,SITE= 3 
PBOS TIME= 5, 3129E-02 .LINE DELAY 
STEP= 6 ,SITE= 3 
PBOS TIHE= 7. 0838E-01 .LINE DELAY 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
9.4348E+00 ,JOB TIME 
9.4348E+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
1.4742E-01 ,JOB TIME 
5.8968E+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
9.4348E+00 ,JOB TIME 
ACCUM= 4.7816E-01 
ACCOM: U.7816E-01 
ACCUM= 5.3129E-01 
ACCOM= 1.0675E+01 
ACCUM= 2.0644E+01 
ACCOM= 2.0697E+01 
ACCOM= 2.0697E+01 
ACCOM= 2.0850E+01 
ACCUM= 2.6836E+01 
ACCOM= 2.7261E+01 
ACCOM= 2.7261E+01 
ACCUM= O.OOOOE+00 
ACCUM= 5.3129E-02 
ACCUM= 4.7816E-01 
ACCUM= 4.7816E-01 
ACCUM= 5.3129E-01 
ACCOM= 1.0675E+01 
STEP= 7 ,SITE= 5 
PBOS TIHS= 5. 3467E-01 ,LINE DELAI= 
STEP= 8 ,SITE= 3 
PBOS TIHE= 5. 3129E-02 ,LINE DELAT= 
STEP= 9 ,SITE= 8 
PBOS TIME= 0. OOOOE+00 ,LINE DELAY= 
STEP= 10 ,SITE= 3 
PROS TIHE= 5. 3129E-03 ,LINE DELAT= 
STEP= 11 ,SITE= 5 
PBOS TIHE= 8. 9112E-02 ,LINE DELAY= 
STEP= 12 ,SITE= 3 
PROS TiaE= U. 2503E-01 «LINE DELAY= 
STEP= 13 ,SITE= 8 
PROS TIME= 0. 
o
 
o
 
H
 
O
 
o
 
o
 
o
 fLINE DELAY= 
JOB= 8 
STEP= 1 ,SITE= 9 
PBOS TIME= 0. OOOOE+00 ,LINE DELAY= 
STEP= 2 ,!3][TE= 4 
PROS TIME= 5. 3129E-02 fLINE DELAY= 
STEP= 3 ,3ITE= 4 
PBOS TIME= 4. 2503E-01 ,LINE DELAY= 
STEP= 4 ,SITE= 9 
PROS TTM3= 0. OOOOE+00 ,LINE DELAY= 
STEP= 5 ,SITE= 4 
PROS TIME= 5. 3129E-02 ,LINE DELAY= 
STEE= 6 ,SITE= 4 
PROS TIME= 7. 0838E-01 ,LINE DELAY= 
STEP= 7 ,SITE= 5 
PROS TIME= 5. 3467E-01 ,LINE DELAY= 
STEF= 8 ,SITE= 4 
PBOS TIME= 5. 3129E-02 .LINE DELAY= 
STEP= 9 ,SITE= 9 
PROS TIME= 0. 00Û0E+00 ,LINE DELA y= 
STEP= 10 ,SITE= 4 
PROS TIHE= 5. 3129E-03 ,LINE DELAY= 
9. 4346E+00 ,JOB TIME ACCOM= 2. 0644E+01 
O.OOOOE+00 ,JOB TIME ACCOM= 2. 0697E+01 
0. OOOOE+00 ,JOB TIME ACCOM= 2. 0697E+01 
11. ,4742E-01 ,JOB TIME ACCOH= 2. 0850E+01 
5. 8968E+00 ,JOB TIME ACCOM= 2. 6836E+01 
0. OOOOE+00 ,JOB TIME ACCOM= 2. 7261E+01 
0. OOOOE+00 f JOB TIME ACCOM= 2. 7261E+01 
0. OOOOE+00 ,JOB TIME ACCOH= 0. OOOOE+00 
0. OOOOE+00 ,JOB TIME ACCOM= 5. 3129E-02 
0. OOOOE+00 ,JOB TIME ACCOM= 4. 7816E-01 
0. OOOOE+00 ,JOB TIME ACCOM= 4. 7816E-01 
0. OOOOE+00 , JOB TIME ACCOM= 5. 3129E-01 
9. 4348E+00 ,JOB TIME ACCOM= 1. 0675E+01 
9. 4348E+00 ,JOB TIME ACCOM= 2. 0644E+01 
0. OOOOE+00 ,JOB TIME ACCOM= 2. 0697E+01 
0. OOOOE+00 ,JOB TIME ACCOM= 2. 0697E+01 
1. 4742E-01 ,JOB TIME ACCOM= 2. 0850E+01 
STEP= 11 ,SIIE= 5 
paos TIME= 8, 9112E-02 «LINE DELAY= 
STEP= 12 ,SITE= 4 
PBOS TIME== 4.2503E-01 ,LINE DELAY= 
STEP= 13 ,SITE= 9 
PROS TIME= 0. 
o
 
o
 
H
 
O
 
o
 
o
 
o
 «LINE DELAY= 
JOB= 9 
STEE= 1 ,SIT&= 10 
PBOi TIME= O.OOOOE+00 ,LINE DELAY= 
STEP= 2 ,SITE= 1 
PEO£ TIME= 5.3129E-02 «LINE DELAY= 
STEP= 3 ,SIIE= 1 
PROS TIME= 4.2503E-01 «LINE DELAY= 
STEPS a ,SITE= 10 
PROS TIME= 0. OOOOE+00 «LINE DELAY= 
STBP= 5 ,SITE= 1 
PROS TIME= 5, 3129E-02 «LINE DELAY= 
STEP= 6 ,SIT2= 1 
PROS TIME= 7. 0838E-01 «LINE DELAY= 
STEP= 7 ,SITE= 5 
PROS TIHE= 5. 3467E-01 «LINE DELAY= 
STEP= 8 ,SITE= 1 
PEGS TIME= 5. 3129E-02 «LINE DELAY= 
STE P= 9 ,SIT2= 10 
PROS TIME= 0. OOOOE+00 «LINE DELAY= 
STEP= 10 ,SITE= 1 
F EOS TIMS= 5. 3129E-03 «LINE DELAY= 
STEP= 11 ,SITE= 5 
PROS TIME= 8. 9112E-02 «LINE DELAY= 
STEP= 12 ,SITE= 1 
PBOS TIME= 4. 2503E-01 «LINE DELAY= 
STEP= 13 ,SITE= 10 
PBOS TIHE= 0. OOOOE+00 «LINE DELAY= 
JOB = 10 
STEf= 1 ,SITB= 11 
5.8968E+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
9.4348E+00 ,JOB TIME 
9.4348E+00 ,JOB TIME 
D.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
1.4742E-01 ,JOB TIME 
5.8968E+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
ACCUM= 2.6836E+01 
ACCOM= 2.7261E+01 
ACCOH= 2.7261E+01 
ACCUM= O.OOOOE+00 
ACCOM= 5.3129E-02 
ACCOM= 4.7816E-01 
ACCOM= 4.7816E-01 
ACCOM= 5.3129E-01 
ACCUM= 1.0675E+01 
ACCOM= 2.0644E+01 
ACCOM= 2.0697E+01 
ACCOM= 2.0697E+01 
ACCUM= 2.0850E+01 
ACCOM= 2.6836E+01 
ACCOM= 2.7261E+01 
ACCDM= 2.7261E+01 
PROS TIN3= 0, .OOOOE+00 ,LINE DELAY= 
STEP= 2 ,5ITE= 2 
PROS TIME-- 5, .3129E-02 ,LINE DELAY= 
STEP= 3 ,SITE= 2 
PBOS TIME- a. ,2503E-01 fllNE DELAY= 
STEP= H ,SITE= 11 
PBOS TIME- 0. OOOOE+00 .LINE DELAY= 
STEP= 5 ,SITE= 2 
PBOS TIME= 5, .3129E-02 ,LINE DELAy= 
STEP= 6 ,SITE= 2 
PBOS TIME= 7.0838E-01 ,LINE DELAY= 
STEP= 7 ,SITE= 5 
PBOS TIME= 5, 3467E-01 ,LINE DELAY= 
STEP= 8 ,SITE= 2 
PBOS TIME= 5. 3129E-02 ,LINE DBLAY= 
STEP= 9 ,S][TE= 11 
PBOS TIME- 0. OOOOE+00 ,LINE DELAY= 
STEP= 10 ,S]CTE= 2 
PE03 TIM3= 5. 3129E-03 ,LINE DELAY= 
STEP= 11 ,SITE= 5 
PBOS TIMS= 8. 9112E-02 ,LINE DELAY= 
STEP= 12 ,S][TE= 2 
PBOS riME= 4. 2503E-01 .LINE DELAY= 
STEP= 13 ,SITE= 11 
PBOS TIMB= 0. OOOOE+00 .LINE DELAY= 
JOB= 11 
STEP= 1 ,SITE= 12 
PBOS TIHB= 0. OOOOE+00 .LINE DELAY= 
STEP= 2 ,SITE= 3 
PBOS TIME= 5. 3129E-02 .LINE DELAY= 
STEP= 3 ,3ITE= 3 
PROS TIME= 4. 2503E-01 .LINE DELAY= 
STEP= 4 ,SITE= 12 
PROS TIME-- 0, OOOOE+00 .LINE DE LA Y= 
STEP= 5 ,SITE= 3 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
Q.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
9.U348E+00 ,JOB TIME 
9.4348E+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
1.4742E-01 ,JOB TIME 
5.8968E+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
0.00003+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
O.OOOOE+00 ,JOB TIME 
ACCnM= O.OOOOE+00 
ACCUM= 5.3129E-02 
ACCUH= 4.7816E-01 
ACCUM= 4.7816E-01 
ACCOM= 5.3129E-01 
ACCUM= 1.0675E+01 
ACCaM= 2.0644E+01 
ACC0H= 2.0697E+01 
ACCUM= 2.0697E+01 
ACCnM= 2.0850E+01 
ACCOM= 2.6836E+01 
ACCUM= 2.7261E+01 
ACCDM= 2.7261E+01 
ACCUM= O.OOOOE+00 
ACCOM= 5.3129E-02 
ACCUM= U.7816E-01 
ACC0M= 4.7816E-01 
P10£> TIME= 5,3129E-02 ,LINE DELAY 
STFP= 6 ,SITE= 3 
PFOSi TIHE= 7.0838E-01 ,LINE DELAY 
STEP= 7 ,SirE= 5 
PHOS TIME= 5.3»67E-01 ,LINE DELAY 
STEP= 8 ,SirE= 3 
PEGS TIME= 5.3129E-02 .LINE DELAY 
STEP= 9 ,SITE= 12 
PRO;; TIME= O.OOOOE+00 ,LINE DELAY 
STEP= 10 ,3112= 3 
PROS TIHE= 5.3129E-03 ,LINE DELAY 
STEE= 11 ,SITB= 5 
PfiOii TIME= 8.9112E-02 ,LINE DELAY 
STEP= 12 ,SITE= 3 
PROS TIHE= 4.2503E-01 ,LINE DELAY 
STEP= 13 ,SirE= 12 
PROS TIME= O.OOOOE+00 .LINE DELAY 
JOB= 12 
STEP= 1 ,SITE= 13 
PHOS TIM3= 0, OOOOE+00 .LINE DELAY 
STEF= 2 ,5rTE= 4 
PROS TIME-- 5. 3129E-02 .LINE DELAY 
STEP= 3 ,SITE= 4 
PROS TIME= 4. 2503E-01 .LINE DELAY 
ST£P= 4 ,srrE= 13 
PROS TIME= 0. OOOOE+00 .LINE DELAY 
STEP= 5 ,si:TE= H 
PROS TIHE= 5. 3129E-02 .LINE DELAY 
STEP= 6 ,SIT£= 4 
PROS TIMB= 7. 0838E-01 .LINE DELAY? 
STEP= 7 ,SITE= 5 
PROS TIME= 5. 3467E-01 .LINE DELAY 
STEP= 8 ,51TE= 4 
PROS riME= 5. 3129E-02 .LINE DELAY: 
STEP= 9 ,SITE= 13 
0. ,0000E+00 .JOB TIME ACCUM= 5. 3129E-01 
9. 4348E+00 .JOB TIME ACCOH= 1. 0675E+01 
9. 4348E+00 .JOB TIME ACCOM= 2. 0644E+01 
0. OOOOE+00 .JOB TIME ACCOH= 2. 0697E+01 
0. OOOOE+00 .JOB TIME ACCUH= 2. 0697E+01 
1. 4742E-01 .JOB TIME ACCUM= 2. 0850E+01 
5. 8968E+00 .JOB TIME ACCUM= 2. 6836E+01 
0. OOOOE+00 .JOB TIME ACCOH= 2. 7261E+01 
0. OOOOE+00 .JOB TIME ACCOM= 2. 7261E+01 
0. OOOOE+00 .JOB TIME ACCON= 0. OOOOE+00 
0. OOOOE+00 .JOB TIME ACCUH= 5. 3129E-02 
0. OOOOE+00 .JOB TIME ACCaH= 4. 7816E-01 
0. OOOOE+00 .JOB TIME ACCOM= 4. 7816E-01 
0. OOOOE+00 .JOB TIME ACCOM= 5. 3129E-01 
9. 4348E+00 .JOB TIME ACCOM= 1. 0675E+01 
9. 4348E+00 .JOB TIME ACCUM= 2. 0644E+01 
0. OOOOE+00 .JOB TIME ACCUM= 2. 0697E+01 
PROS: TIME= O.OOOOE+OO ,LINE DELAY= 
STEP= 10 ,SITE= 4 
PEOS TIHE= 5.3129E-03 ,LINE DELAI= 
STEP= 11 ,SHE= 5 
PEOS; TIME= 8.9112E-02 ,LINE DELAÏ= 
STEP= 12 ,SITE= 4 
PROS TIME= 4.2503E-01 ,LINE DELAY= 
STEP= 13 ,3ITE= 13 
PBDS TIME= O.OOOOE+OO ,LINE DELAY= 
LINE 1 COST 250.94 
LINE 2 COST 250.94 
LINE 3 COST 250.94 
LINE 4 COST 250.94 
SITE 1 PROCESSOR COST 80. 00 
SITE 2 PROCESSCR COST 80. 00 
SITE 3 PBOCESSCR COST 80. 00 
SITE 4 PBOCESSCR COST 80. 00 
SITE 5 PBOCESSCR COST 13103. 40 
SITE 6 PBOCESSCR COST 30. 00 
SITE 7 PBOCESSCR COST 3(1. 00 
SITE 8 PROCESS CR COST 30. 00 
SITE 9 PBOCESSCR COST 30. 00 
SITE 110 PBOCESSCR COST 30. 00 
SITE 11 PBOCESSCR COST 30. 00 
SITE 12 PBOCESSCR COST 30. 00 
SITE 13 PROCESSOR COST 30. 00 
TOTAL LINE COST= 1003. 76 ,TOTAL 
END OF NETWORK ANALYSIS 
O.OOOOE+OO ,JOB TIME 
1.4742E-01 ,JOB TIME 
5.8968E+00 ,JOB TIME 
O.OOOOE+OO ,JOB TIME 
O.OOOOE+OO ,JOB TIME 
ACCOM= 2.0697E+01 
ACCOM= 2.0850E+01 
ACCDM= 2-6836B+01 
ACCOM: 2.7261E+01 
ACCOM= 2.7261E+01 
COST= 13663.40 ,TOTAL COST= 14667 
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XIX. APPENDIX K: 
OUTPUT DATA SET FOB THE DISTRIBUTED CONFIGURATION 
PONCTION SELECTION FOB THIS RON 
OSE <1> TO INDICATE FONCTION TO BE SELECTED 
INITIALIZE CALL CALL CALL CALL NEW NET 
TO DEFAOLTS JSTOP PTOS OSASS ANLYZ CONFIG 
<0 > <1 > <1 > <1 > <1 > <0 > 
OPBOOND-VALUES AND ALLOWABLE RANGES 
NSITE HLIWE NSTEP NFCN NFILE NJOB MLINE MPROS NLEVL 
1/25 1/99 1/250 1/99 1/99 1/50 1/10 1/10 1/4 
13 12 156 7 3 12 8 9 4 
CTLPAEM-VALUES AND ALLOWABLE RANGES 
ISEL XM IHRSD KCENT TBAC PLIST(I) (2) (3) (4) 
BIT <99 99 <9999 BIT BIT 1/10 1/10 1/10 1/10 
0  1 0  5 0 0  2 4 6 8  
PPOCESSOa COHPATABILITT MATRICES 
PRO'S 1 2 3 4 5 6 7 8 9 
CFILE 1 0 0 0 1 1 1 1 1 1 
CFILE 2 0 0 0 1 1 1 1 1 1 
CFILE 3 0 0 0 0 0 0 0 1 1 
PROS 1 2 3 4 5 6 7 8 9 
CFCSI 1 0 1 1 1 0 0 0 0 0 
CFCtl 2 0 0 0 1 1 1 1 1 1 
cFcm 3 0 0 0 1 1 1 1 1 1 
CFCW 4 0 0 0 1 1 1 1 1 1 
CFCKI 5 0 0 0 0 0 0 0 1 1 
CFCM 6 0 0 0 1 1 1 1 1 1 
CfCH 7 0 0 0 0 0 0 0 1 1 
SITE DESCHIPTOBS 
STATUS XDIST YDIST PROS PROS LOAD PEGS DP 
0/2 <9999.9 <9999.9 1/10 H.NHHHESNN M.MMMMESNN 
SITE 1 2 10,0 10.0 4 4.0541E-03 5.3344E-03 
SITE 2 2 70.0 70.0 4 4.0541E-03 5. 3344E-03 
SITE 3 2 10.0 70.0 4 4.0541E-03 5.3344E-03 
SITE 4 2 70.0 10.0 4 4.0541E-03 5.3344E-03 
SITE 5 2 40.0 40.0 8 4.6666E-02 3. 1111E-02 
SITE 6 2 10.0 10.0 2 O.OOOOE+00 O.OOOOE+00 
SITE 7 2 70.0 70.0 2 O.OOOOE+00 O.OOOOE+00 
SITE 8 2 10.0 70.0 2 O.OOOOE+00 O.OOOOE+00 
SITE 9 2 70.0 10.0 2 O.OOOOE+00 0.OOOOE+00 
SITE 110 2 10.0 10.0 2 O.OOOOE+00 O.OOOOE+00 
SITE 11 2 70.0 70.0 2 O.OOOOE+00 O.OOOOE+00 
SITE 112 2 10.0 70.0 2 O.OOOOE+00 O.OOOOE+00 
SITE 113 2 70.0 10.0 2 O.OOOOE+00 O.OOOOE+00 
LINKING LI WE DESCRIPTORS 
IHSITE FINSITE L TYPE L LOAD L OF 
0/25 0/25 0/10 H. MMMMESNN M. H3MMESNN 
LINE 1 1 5 :) 7. 0416E+01 2. 9340E-01 
LINE 2 2 5 :i 7. 0416E+01 2. 9340E-01 
LINE 3 3 5 7. 0416E+01 2. 9340E-01 
LINE t 4 5 31 7. 0416E+01 2. 9340E-01 
LINE 5 6 1 (1 2. 2083E+01 0. OOOOE+00 
LINE 6 7 2 (1 2. 2083E+01 0. OOOOE+00 
LINE 7 8 3 0 2. 2083E+01 0. OOOOE+00 
LINE 8 9 4 0 2. 2083E+01 0. OOOOE+00 
LINE 9 10 1 0 2. 2Q83E+01 0. OOOOE+00 
LINE 10 11 2 0 2. 2083E+01 0. OOOOE+00 
LINE 11 12 3 0 2. 2083E+01 0. OOOOE+00 
LINE 12 13 4 {) 2. 2083E+01 0. OOOOE+00 
CHARACTERISTICS OF AVAILABLE PBOCESSOBS 
L?L# I RATE PBIMSTR SCUDSTB MEDIA CHAN BATE PCOST 
1/10 M. NMHMESNN M .HHHHESNN M. HHHHESNN CODE H.MHHMESNN <999999. 99 
PTYPS 1 1 0. OOOOE+00 0 .OOOOE+00 0, OOOOE+00 0 3.0000E+01 20. 00 
PTÏFE 2 1 0. OOOOE+00 0 .OOOOE+00 0. OOOOE+00 0 2.4000E+02 30. 00 
PTYPE 3 2 5. 30003-01 1 .OOOOE+00 0. OOOOE+00 0 1.0000E+06 34. 70 
PTTPE 4 2 7. 6000E-01 3 .2000E+01 1, 5000E-01 1 2.0000E+06 80. 00 
PTYPE 5 2 5. 7000E-01 3 .2000E+01 5, 1200E-01 1 1.6600E+06 200. 00 
PTYPE 6 3 9. 8000E-01 6 .4000E+01 5. OOOOE+00 1 2,0000E+06 550. 00 
PTYPE 7 3 1. OOOOE+01 1 .28002+02 2. 8000E+01 4 1.5000E+06 2931. 40 
PTYPE 8 4 1. 5000E+00 5 .2400E+02 8. OOOOE+02 7 1.3000E+06 13103. 40 
PTYPE 9 H 2. OOOOE+01 4 .OOOOE+03 1. 6000E+03 7 1.5000E+06 84172. 00 
CHARACTERISTICS OP AVAILABLE LINES 
XHSN BATE LFCOST LVCST1 LVCST2 LVCST3 LVCST4 LVCST5 
Ë.lfNHHESNN <9999.9 <99. 99 <99.99 <99.99 <99.99 <99.99 
LTYPE 1 3.000CE+01 73.0 3.30 2.31 1.65 1.16 0.83 
LTYPE 2 1. 2000E+02 81.0 3.30 2.31 1.65 1.16 0.83 
LTYPE 3 2.4000E+02 153.0 3.30 2.31 1.65 1.16 0.83 
LTYPE 4 4.8000E+02 213.0 3. 30 2.31 1.65 1.16 0.83 
LTYPE 5 9.6000E+02 433.0 3.30 2.31 1.65 1.16 0.83 
LTYPE 6 1.9200E+03 850.0 3.00 3.00 3.00 3.00 3.00 
LTYPE 7 5.0000E+03 850.0 6.00 6.00 6,00 6.00 6.00 
LTYPE 8 2.3000E+04 1250.0 30.00 30.00 30.00 30.00 30.00 
SOflHABE FONCTIONS 
I STEPS FCNTSIZE FCNFSIZE 
H.MMMMESNN M.NMMHESNW H.MMHMESNN 
FCNiyPfi 1 O.OOOOE+00 O.OOOOE+00 O.OOOOE+00 
FCNIÏPS 2 7.5000E+03 O.OOOOE+00 8.0000E+00 
FCNTÏFfî 3 6.0000E+04 8.0000E+00 8.0000E+00 
PCHTÎPE 4 
FCKTÏPE 5 
FCNTÏPE 6 
FCNTÏPB 7 
1.0000E+05 
6.0000E+05 
7.5000E+02 
l.OOOOE+05 
1.6000E+01 
1.2800E+02 
O.OOOOE+00 
1.2800E+02 
2.0000E+00 
6.4000E+01 
8.0000E+00 
6.U000E+01 
SOFTWARE FILES 
FILETÏPE 
FILETIPE 
FILETÏPE 
1 
2 
3 
MEDIUM 
1/10 
1 
1 
2 
FILE SIZE 
M.MMMMESNN 
5. 00 00 E-02 
3. 0000E-02 
4. OOOOE+02 
JOBS IN UOfiKLO&D 
#JSTPS &RVL SATE RSPNS TIME FRSTEP# LASTEP* 
1/99 M.MMMMESNN M.MMMMESNN 1/250 1/250 
JOB 1 13 5a 555 SE-03 2.7261E+01 1 13 
JOB 2 13 5.5555E-03 2.7261E+01 14 26 
JOB 3: 13 5.5555E-03 2.7261E+01 27 39 
JOB 4 13 5.5555E-03 2.7261E+01 40 52 
JOB 5, 13 5.5555E-03 2.7261E+01 53 65 
JOB 6 13 5.5555E-03 2.7261E+01 66 78 
JOB T 13 5.5555E-03 2.7261E+01 79 91 
JOB 8: 13 5, 5555E-03 2.7261E+01 92 104 
JOB 9' 13 5.5555E-03 2.7261E+01 105 117 
JOB 10 13 5.5555E-03 2.7261E+01 118 130 
JOB 11 13 5.555 5 E-03 2.7261E+01 131 143 
JOB 12 13 5, 5555E-03 2.7261E+01 144 156 
JOBSTEPS IN JOES 
REQ REQ MSG SP EQ OWN STP ASND L?L ASGND 
FCN FIL LENGTH LV LV JOB • SITE PROS TIME LINE DLY 12 3 4 
<99 <99 M.MMMMESNN <^ <H <50 <99 1/25 M.MMMMESNN M.MMMMESNN B E B B 
JSTP 1 0 1.0000E+02 2 2 1 
JSTP 2 2 0 2.5000E+02 0 0 1 
JSTP 3 3 1 1.0000E+03 0 0 1 
JSTP 4 11 0 2.5000E+02 2 2 1 
JSTP 5 2 0 2.5000E+02 0 0 1 
JSTP 6 2 1.6000E+03 0 0 1 
JSTP 7 5 3 1.6000E+03 2 4 1 
JSTP 8 2 0 1.6000E+03 0 0 1 
JSTP 9 11 0 2.5000E+01 2 2 1 
JSTP 10 6 0 2.5000E+01 0 0 1 
JSTP 11 7 3 1.0000E+03 2 4 1 
JSTP 12 3 1 1.0000E+03 0 0 1 
JSTP 13 11 0 O.OOOOE+00 2 2 1 
JSTP 14 11 0 1.0000E+02 2 2 2 
JSTP 15 2 0 2.5000E+02 0 0 2 
JSTP 16 3 1 1.0000E+03 0 0 2 
JSTP 17 11 0 2.5000E+02 2 2 2 
JSTP 18 2 0 2.5000E+02 0 0 2 
JSTP 19 4 2 1.6000E+03 0 0 2 
JSTP 20 5 3 1.6000E+03 2 4 2 
JSTP 21 2 0 1.6000E+03 0 0 2 
JSTP 22 11 0 2.5000E+01 2 2 2 
JSTP 23 6 0 2.5000E+01 0 0 2 
JSTP 24 7 3 1.0000E+03 2 4 2 
JSTP 25 3 1 1.0000E+03 0 0 2 
JSTP 26 11 0 O.OOOOE+00 2 2 2 
JSTP 27 1 0 1.0000E+02 2 2 3 
JSTP 28 2 0 2.50 OOE+02 0 0 3 
JSTP 29 3 1 1.0000E+03 0 0 3 
JSTP 30 11 0 2.5000E+02 2 2 3 
JSTP 31 2 0 2.5000E+02 0 0 3 
JSTP 32 4 2 1.6000E+03 0 0 3 
JSTP 33 5 3 1.6000E+03 2 4 3 
JSTP 34 2 0 1.6000E+03 0 0 3 
JSTP 35 •\ 0 2.5000E+01 2 2 3 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
1 
2 
3 
4 
5 
6 
7 
8 
9 
1 O.OOOOE+00 O.OOOOE+00 0 1 0 0 
1 5.3129E-02 O.OOOOE+00 0 1 0 0 
1 4.2503E-01 O.OOOOE+00 0 1 0 0 
1 O.OOOOE+00 O.OOOOE+00 0 1 0 0 
1 5.3129E-02 O.OOOOE+00 0 1 0 0 
1 7.0838E-01 9.4348E+00 0 1 0 0 
5 5.3467E-01 9.4348E+00 0 0 0 1 
1 5.3129E-02 O.OOOOE+00 0 1 0 0 
1 O.OOOOE+00 O.OOOOE+00 0 1 0 0 
1 5.3129E-03 1.4742E-01 0 1 0 0 
5 8.9112E-02 5.8968E+00 0 0 0 1 
1 4.2503E-01 O.OOOOE+00 0 1 0 0 
1 O.OOOOE+00 O.OOOOE+00 0 1 0 0 
2 O.OOOOE+00 O.OOOOE+00 0 1 0 0 
2 5.3129E-02 O.OOOOE+00 0 1 0 0 
2 4.2503E-01 O.OOOOE+00 0 1 0 0 
2 O.OOOOE+00 O.OOOOE+00 0 1 0 0 
2 5.3129E-02 O.OOOOE+00 0 1 0 0 
2 7.0838E-01 9.4348E+00 0 1 0 0 
5 5.3467E-01 9.4348E+00 0 0 0 1 
2 5.3129E-02 O.OOOOE+00 0 1 0 0 
2 O.OOOOE+00 O.OOOOE+00 0 1 0 0 
2 5.3129E-03 1.4742E-01 0 1 0 0 
5 8.9112E-02 5.8968E+00 0 0 0 1 
2 4.2503E-01 O.OOOOE+00 0 1 0 0 
2 O.OOOOE+00 O.OOOOE+00 0 1 0 0 
3 O.OOOOE+00 O.OOOOE+00 0 1 0 0 
3 5.3129E-02 O.OOOOE+00 0 1 0 0 
3 4.2503E-01 O.OOOOE+00 0 1 0 0 
3 O.OOOOE+00 O.OOOOE+00 0 1 0 0 
3 5.3129E-02 O.OOOOE+00 0 1 0 0 
3 7.0838E-01 9.4348E+00 0 1 0 0 
5 5.3467E-01 9.4348E+00 0 0 0 1 
3 5.3129E-02 O.OOOOE+00 0 1 0 0 
3 O.OOOOE+00 O.OOOOE+00 0 1 0 0 
JSTP 36 6 0 2.5000E + 01 0 0 3 
JSTP 37 7 3 1.0000E+03 2 4 3 
JSTP 38 3 1 1.0000E+03 0 0 3 
JSTP 39 11 0 O.OOOOE+00 2 2 3 
JSTP 40 11 0 1.0000E+02 2 2 4 
JSTP 41 2 0 2.5000E+02 0 0 4 
JSTP 42 3 1 1.0000E+03 0 0 4 
JSTP 43 11 0 2.5000E+02 2 2 4 
JSTP 44 2 0 2.5000E+02 0 0 4 
JSTP 45 4 2 1.6000E+03 0 0 4 
JSTP 46 5 3 1.6000E+03 2 4 4 
JSTP 47 2 0 1.6000E+03 0 0 4 
JSTP 48 11 0 2.5000E+01 2 2 4 
JSTP 49 6 0 2-5000B+01 0 0 4 
JSTP !50 7 3 1.0000E+03 2 4 4 
JSTP 51 3 1 1.0000E+03 0 0 4 
JSTP 52 11 0 O.OOOOE+00 2 2 4 
JSTP 53 11 0 1.0000E+02 2 1 5 
JSTP 54 2 0 2.5000E+02 0 0 5 
JSTP 55 3 1 1.0000E+03 0 0 5 
JSTP 56 11 0 2.5000E+02 0 0 5 
JSTP 57 2 0 2.5000E+02 0 0 5 
JSTP 58 4 2 1.6000E+03 0 0 5 
JSTP 59 5 3 1.6000E+03 2 4 5 
JSTP <30 2 0 1.6000E+03 0 0 5 
JSTP 61 11 0 2.5000E+01 0 0 5 
JSTP 62 6 0 2.5000E+01 0 0 5 
JSTP 63 7 3 1.0000E+03 2 4 5 
JSTP 64 3 1 1.0000E+03 0 0 5 
JSTP 65 1 0 O.OOOOE+00 2 1 5 
JSTP 66 1 0 1.0000E+02 2 1 6 
JSTP 67 2 0 2.SOO0E+O2 0 0 6 
JSTP 68 3 1 1.0000E+03 0 0 6 
JSTP 69 1 0 2.5000E+02 0 0 6 
JSTP 70 2 0 2.5000E+02 0 0 6 
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13 
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3 5. 3129E-03 1. 4742E-01 0 1 0 0 
5 8. 9112E-02 5. 8968E+00 0 0 0 1 
3 4. 2503E-01 0. OOOOE+00 0 1 0 0 
3 0. OOOOE+00 0. OOOOE+00 0 1 0 0 
4 0. OOOOE+00 0. OOOOE+00 0 1 0 0 
4 5. 3129E-02 0. OOOOE+00 0 1 0 0 
4 4. 2503E-01 0. OOOOE+00 0 1 0 0 
4 0. OOOOE+00 0. OOOOE+00 0 1 0 0 
4 5. 3129E-02 0. OOOOE+00 0 1 0 0 
4 7. 0838E-01 9. 4348E+00 0 1 0 0 
5 5. 3467E-01 9. 4348E+00 0 0 0 1 
4 5. 3129E-02 0. OOOOE+00 0 1 0 0 
4 0. OOOOE+00 0. OOOOE+00 0 1 0 0 
4 5. 3129E-03 1. 4742E-01 0 1 0 0 
5 8. 9112E-02 5. 8968E+00 0 0 0 1 
4 4. 2503E-01 0. OOOOE+00 0 1 0 0 
4 0. OOOOE+00 0. OOOOE+OO 0 1 0 0 
6 0. OOOOE+00 0. OOOOE+00 1 0 0 0 
1 5. 3129E-02 0. OOOOE+OO 0 1 0 0 
1 4. 2503E-01 0. OOOOE+OO 0 1 0 0 
6 0. OOOOE+00 0. OOOOE+OO 1 0 0 0 
1 5. 3129E-02 0. OOOOE+OO 0 1 0 0 
1 7. 0838E-01 9. 4348E+00 0 1 0 0 
.5 5. 3467E-01 9. 4348E+00 0 0 0 1 
1 5. 3129E-02 0. OOOOE+OO 0 1 0 0 
6 0. OOOOE+00 0. OOOOE+OO 1 0 0 0 
1 5. 3129E-03 1. 4742E-01 0 1 0 0 
5 8. 9112E-02 5. 8968E+00 0 0 0 1 
1 4. 2503E-01 0. OOOOE+OO 0 1 0 0 
6 0. OOOOE+00 0. OOOOE+OO 1 0 0 0 
7 0. OOOOE+00 0. OOOOE+OO 1 0 0 0 
2 5. 3129E-02 0. OOOOE+OO 0 1 0 0 
2 4. 2503E-01 0. OOOOE+OO 0 1 0 0 
7 0. OOOOE+00 0. OOOOE+OO 1 0 0 0 
2 5. 3129E-02 0. OOOOE+OO 0 1 0 0 
JSTP 71 4 2 1.6000E+03 0 0 6 6 
JSTP 72 5 3 1.6000E+03 2 4 6 7 
JSTP 73 2 0 1.6000E+03 0 0 6 8 
JSTP 74 1 0 2.5000E+01 0 0 6 9 
JSTP 75 6 0 2.5000E+01 0 0 6 10 
JSTP 76 7 3 I.OOOOE+03 2 4 6 11 
JSTP 77 3 1 1.0000E+03 0 0 6 12 
JSTP 78 1 0 O.OOOOE+OO 2 1 6 13 
JSTP 79 1 0 1.00003+02 2 1 7 1 
JSTP 80 2 0 2.5000E+02 0 0 7 2 
JSTP 81 3 1 1.0000E+03 0 0 7 3 
JSTP 82 1 0 2.5000E+02 0 0 7 4 
JSTP 83 2 0 2.S0O0E+O2 0 0 7 5 
JSTP 34 4 2 1.6000E+03 0 0 7 6 
JSTP 85 5 3 1.6000E+03 2 4 7 7 
JSTP 86 2 0 1.6000E+03 0 0 7 8 
JSTP 87 1 0 2.5000E+01 0 0 7 9 
JSTP 88 6 0 2.5000E+01 0 0 7 10 
JSTP 89 7 3 1.0000E+03 2 4 7 11 
JSTP 90 3 1 1.0000E+03 0 0 7 12 
JSTP 91 11 0 O.OOOOE+OO 2 1 7 13 
JSTP 92 1 0 1.0000E+02 2 1 8 1 
JSTP 93 2 0 2.5000E+02 0 0 8 2 
JSTP 94 3 1 1.0000E+03 0 0 8 3 
JSTP 95 1 0 2.5000E+02 0 0 8 4 
JSTP 96 2 0 2.5000E+02 0 0 8 5 
JSTP 97 4 2 1.6000E+03 0 0 8 6 
JSTP 98 5 3 1.6000E+03 2 4 8 7 
JSTP 99 2 0 1.60 00E+03 0 0 8 8 
JSTP 100 1 0 2.5000E+01 0 0 8 9 
JSTP 101 6 0 2.5000E+01 0 0 8 10 
JSTP 102 7 3 1.0000E+03 2 4 8 11 
JSTP 103 3 1 1.0000E+03 0 0 8 12 
JSTP 104 1 0 O.OOOOE+OO 2 1 8 13 
JSTP 105 1 0 I.OOOOE+02 2 1 9 1 
2 7. 0838E-01 9. 4348E+00 0 1 0 0 
5 5. 3467E-01 9. 4348E+00 0 0 0 1 
2 5. 3129E-02 0. OOOOE+OO 0 1 0 0 
7 0. OOOOE+00 0. OOOOE+OO 1 0 0 0 
2 5. 3129E-03 1. 4742E-01 0 1 0 0 
5 8. 9112E-02 5. 8968E+00 0 0 0 1 
2 4. 2503E-01 0. OOOOE+OO 0 1 0 0 
7 0. OOOOE+00 0. OOOOE+OO 1 0 0 0 
8 0. OOOOE+00 0. OOOOE+OO 1 0 0 0 
3 5. 3129E-02 0. OOOOE+OO 0 1 0 0 
3 4. 2503E-01 0. OOOOE+OO 0 1 0 0 
8 0. OOOOE+00 0. OOOOE+OO 1 0 0 0 
3 5. 3129E-02 0. OOOOE+OO 0 1 0 0 
3 7. 0838E-01 9. 4348E+00 0 1 0 0 
5 5. 3467E-01 9. 4348E+00 0 0 0 1 
3 5. 3129E-02 0. OOOOE+OO 0 1 0 0 
8 0. OOOOE+00 0. OOOOE+OO 1 0 0 0 
3 5. 3129E-03 1. 4742E-01 0 1 0 0 
5 8. 9112E-02 5. 8968E+00 0 0 0 1 
3 4. 2503E-01 0. OOOOE+OO 0 1 0 0 
8 0. OOOOE+00 0. OOOOE+OO 1 0 0 0 
9 0. OOOOE+OO 0. OOOOE+OO 1 0 0 0 
4 5. 3129E-02 0. OOOOE+OO 0 1 0 0 
4 4. 2503E-01 0. OOOOE+OO 0 1 0 0 
9 0. OOOOE+OO 0. OOOOE+OO 1 0 0 0 
4 5. 3129E-02 0. OOOOE+OO 0 1 0 0 
4 7. 0838E-01 9. 4348E+00 0 1 0 0 
5 5. 3467E-01 9. 4348E+00 0 0 0 1 
4 5. 3129E-02 0. OOOOE+OO 0 1 0 0 
9 0. OOOOE+OO 0. OOOOE+OO 1 0 0 0 
4 5. 3129E-03 1. 4742E-01 0 1 0 0 
5 8. 9112E-02 5. 8968E+00 0 0 0 1 
4 4. 2503E-01 0. OOOOE+OO 0 1 0 0 
9 0. OOOOE+OO 0. OOOOE+OO 1 0 0 0 
10 0. OOOOE+OO 0. OOOOE+OO 1 0 0 0 
JSTP 106 2 0 2. 5000E+02 0 0 9 
JSTP 107 3 1 1. OOOOE+03 0 0 9 
JSTP 108 1 0 2. 5000E+02 G 0 9 
JSTP 109 2 0 2. 5000E+02 0 0 9 
JSTP 110 4 2 1. 6000E+03 0 0 9 
JSTP 111 5 3 1. 6000E+03 2: 4 9 
JSTP 112 2 0 1. 6000E+03 0 0 9 
JSTP 113 1 0 2. 5000E+01 0 0 9 
JSTP 114 16 0 2. 5000E + 01 0 0 9 
JSTP 115 7 3 1. OOOOE+03 2 4 9 
JSTP 1116 3 1 1. OOOOE+03 0 0 9 
JSTP 117 1 0 0. OOOOE+00 2 1 9 
JSTP 118 1 0 1. OOOOE+02 2 1 10 
JSTP 119 2 0 2. 5000E+02 0 0 10 
JSTP 120 3 1 1. OOOOE+03 0 0 10 
JSTP 121 1 0 2. 5000E+02 fli 0 10 
JSTP 1122 2 0 2. 5000E+02 0' 0 10 
JSTP 1123 4 2 1. 6000E+03 0 0 10 
JSTP 124 5 3 1. 6000E+03 2 4 10 
JSTP 125 2 0 1. 6000E+03 Oi 0 10 
JSTP 1126 1 0 2. 5000E+01 0' 0 10 
JSTP 127 i6 0 2. 5000E+01 Oi 0 10 
JSTP 128 7 3 1. OOOOE+03 2 4 10 
JSTP 1129 3 1 1. OOOOE+03 Oi 0 10 
JSTP 130 1 0 0. OOOOE+OO 2 1 10 
JSTP 1131 1 0 1. OOOOE+02 2 1 11 
JSTP 1132 2 0 2. 5000E+02 Oi 0 11 
JSTP 1133 3 1 1. OOOOE+03 01 0 11 
JSTP 134 1 0 2. 5000E+02 Oi 0 11 
JSTP 135 2 0 2. 5000E+02 Oi 0 11 
JSTP 136 4 2 1. 6000E+03 Oi 0 11 
JSTP 137 5 3 1. 6000E+03 2 4 11 
JSTP 138 2 0 1. 6000E+03 Oi 0 11 
JSTP 1139 1 0 2. 5000E+01 Oi 0 11 
JSTP 140 6 0 2. 5000E+01 Oi 0 11 
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1 
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3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 5. 3129E-02 0. OOOOE+OO 0 1 0 0 
1 4. 2503E-01 0. OOOOE+OO 0 1 0 0 
10 0. OOOOE+OO 0. OOOOE+OO 1 0 0 0 
1 5. 3129E-02 0. OOOOE+OO 0 1 0 0 
1 7. 0838E-01 9. 4348E+00 0 1 0 0 
5 5. 3467E-01 9. 4348E+00 0 0 0 1 
1 5. 3129E-02 0. OOOOE+OO 0 1 0 0 
10 0. OOOOE+OO 0. OOOOE+OO 1 0 0 0 
1 5. 3129E-03 1. 4742E-01 0 1 0 0 
5 8. 9112E-02 5. 8968E+00 0 0 0 1 
1 4. 2503E-01 0. OOOOE+OO 0 1 0 0 
10 0. OOOOE+OO 0. OOOOE+OO 1 0 0 0 
11 0. OOOOE+OO 0. OOOOE+OO 1 0 0 0 
2 5. 3129E-02 0. OOOOE+OO 0 1 0 0 
2 4. 2503E-01 0. OOOOE+OO 0 1 0 0 
11 0. OOOOE+OO 0. OOOOE+OO 1 0 0 0 
2 5. 3129E-02 0. OOOOE+OO 0 1 0 0 
2 7. 0838E-01 9. 4348E+00 0 1 0 0 
5 5. 34673-01 9. 4348E+00 0 0 0 1 
2 5. 3129E-02 0. OOOOE+OO 0 1 0 0 
11 0. OOOOE+OO 0. OOOOE+OO 1 0 0 0 
2 5. 3129E-03 1. 4742E-01 0 1 0 0 
5 8. 9112E-02 5. 8968E+00 0 0 0 1 
2 4. 2503E-01 0. OOOOE+OO 0 1 0 0 
11 0. OOOOE+OO 0. OOOOE+OO 1 0 0 0 
12 0. OOOOE+OO 0. OOOOE+OO 1 0 0 0 
3 5. 3129B-02 0. OOOOE+OO 0 1 0 0 
3 4. 2503E-01 0. OOOOE+OO 0 1 0 0 
12 0. OOOOE+OO 0. OOOOE+OO 1 0 0 0 
3 5. 3129E-02 0. OOOOE+OO 0 1 0 0 
3 7. 0838E-01 9. 4348E+00 0 1 0 0 
5 5. 3467E-01 9. 4348E+00 0 0 0 1 
3 5. 3129E-02 0. OOOOE+OO 0 1 0 0 
12 0. OOOOE+OO 0. OOOOE+OO 1 0 0 0 
3 5. 3129E-03 1. 4742E-01 0 1 0 0 
JSTP 141 7 3 1.00002+03 2 4 11 
JSTP 142 3 1 l.OOOOE+03 0 0 11 
JSTP 143 1 0 O.OOOOE+00 2 1 11 
JSTP It* 1 0 1.0000E+02 2 1 12 
JSTP 145 2 0 2.5000B+02 0 0 12 
JSTP #6 3 1 1.0000E+03 0 0 12 
JSTP 147 1 0 2.5000E+02 0 0 12 
JSTP 148 .2 0 2.5000E+02 0 0 12 
JSTP 149 2 1.6000E+03 0 0 12 
JSTP 150 5 3 1.6000E+03 2 4 12 
JSTP 151 .2 0 1.6000E+03 0 0 12 
JSTP 152 11 0 2.5000E+01 0 0 12 
JSTP 153 16 0 2.5000E+01 0 0 12 
JSTP 154 7 3 1.0000E+03 2 4 12 
JSTP 155 3 1 1.0000E+03 0 0 12 
JSTP 156 11 0 O.OOOOE+00 2 1 12 
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1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
5 8. 9112E-02 5. 8968E+00 0 0 0 1 
3 4. 2503E-01 0. OOOOE+00 0 1 0 0 
12 0. OOOOE+00 0. OOOOE+00 1 0 0 0 
13 0. OOOOE+00 0. OOOOE+00 1 0 0 0 
4 5. 3129E-02 0. OOOOE+00 0 1 0 0 
4 4. 2503E-01 0. OOOOE+00 0 1 0 0 
13 0. OOOOE+00 0. OOOOE+00 1 0 0 0 
4 5. 3129E-02 0. OOOOE+00 0 1 0 0 
4 7, 0838E-01 9. 4348E+00 0 1 0 0 
5 5. 3467E-01 9. 4348E+00 0 0 0 1 
4 5. 3129E-02 0. OOOOE+00 0 1 0 0 
13 0. OOOOE+00 0. OOOOE+00 1 0 0 0 
4 5. 3129E-03 1. 4742E-01 0 1 0 0 
5 8. 9112E-02 5. 8968E+00 0 0 0 1 
4 4. 2503E-01 0. OOOOE+00 0 1 0 0 
13 0. OOOOE+00 0. OOOOE+00 1 0 0 0 
lo 
