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Avant-propos 
Au cours des dernières années, j'ai eu l'occasion de collaborer avec mon directeur 
de maîtrise, M. Sébastien Tremblay, dans le cadre de ses recherches. La motivation 
fondamentale du mémoire que je présente ici est d'étaler les résultats que nous avons 
obtenus au cours de cette période. 
Le processus ayant mené à la confection de ce mémoire a réellement débuté lors 
de mes deux derniers étés de baccalauréat, alors que j'ai eu le plaisir de décrocher 
deux bourses du Conseil de recherches en sciences naturelles et en génie du Ca-
nada (CRS G). Grâce à ces stages, j'ai pu me familiariser avec les fonctions pseudo-
analytiques, sujet d'expertise de M. Tremblay, et surtout éplucher la littérature per-
tinente du domaine. C'est lors de ma maîtrise que j'ai commencé à travailler plus 
sérieusement avec mon directeur sur les fonctions pseudo-analytiques. Lors de ces re-
cherches, nous avons été en mesure d 'appliquer certains résultats provenant d'articles 
antérieurs et de les remodeler, leur trouvant une portée nouvelle. Le fruit de notre 
travail fut ensuite couché dans l'article [1], article qui fut par la suite publié en octobre 
2013 dans le Journal of Physics A. 
Avant de commencer, je tiens tout d 'abord à remercier mon directeur de recherche, 
M. Sébastien Tremblay, pour tout son support, pour sa confiance à mon endroit et 
pour sa passion contagieuse envers les mathématiques. Je souhaite également souligner 
l'apport du Conseil de recherches en sciences naturelles et en génie du Canada et 
iii 
du département de mathématiques et d'informatique de l'UQTR pour leur soutien 
financier , qui fut amplement apprécié au fil de mes études universitaires. Je veux 
finalement remercier mes parents, mes collègues et amis, ainsi que ma copine, qui 
m'ont offert des fondations solides et, chaque jour, un environnement propice pour 
réussir . 
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Qu'arrive-t-illorsque l'on décide de modifier la décomposition habituelle en parties 
réelle et imaginaire d'une fonction complexe, remplaçant le « 1 » et le « i » par deux 
fonctions complexes prescrites « F » et « G » ? Une question toute simple, une réponse 
pronfondément intéressante ... 
C'est dans les années 1950 que les mathématiciens Lipman Bers et Ilya Vekua, 
géographiquement éloignés et avec leur approche propre, ont chacun tenté une ré-
ponse à cette question. Ainsi, la théorie des fonctions pseudo-analytiques voyait le 
jour. Reconnue aujourd'hui comme l'une des plus intéressantes extensions de l'analyse 
complexe, cette branche s'est avérée des plus efficaces afin d'offrir des systèmes infinis 
de solutions aux équations de type elliptique. De récents travaux, qui pavaient la voie 
à une utilisation concrète des fonctions pseudo-analytiques dans l'étude d 'équations 
physiques utiles , ont engendré la renaissance de la branche et une foison d'articles. 
Comme expliqué en avant-propos, dans ce document , l'objectif central sera de pré-
senter l'article scientifique bâti au cours de ma maîtrise. Dans ledit papier , on analyse 
le lien profond découvert entre une classe particulière de fonctions pseudo-analytiques 
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et un couple de systèmes importants du modèle supersymétrique (en physique quan-
t ique). En ut ilisant les nombreux out ils que propose l'analyse pseudo-analytique, on 
démontre ensuite comment il est possible de construire un ensemble infini de solut ions 
pour ces systèmes supersymétriques, et même d 'exprimer toute solut ion des systèmes 
en termes des éléments de cet ensemble. 
Ce mémoire comporte trois sections principales. Dans la section I, on met la table 
avec la présentation de certaines notions préliminaires incontournables pour bien com-
prendre le contenu de l'article. La section II cont ient l'art icle scientifique, point focal 
du mémoire, dans sa langue anglaise d 'origine. Un résumé en français l'accompagne, 
expliquant grossièrement les sujets qui y sont abordés et les résultats qu'il cont ient. 
Enfin, la dernière section propose une discussion générale sur l'art icle. 
Chapitre 2 
Notions préliminaires 
Afin de favoriser une bonne compréhension de l'essence de ce mémoire, quelques 
notions nécessitent une exploration adéquate. La motivation de ce chapitre consistera 
justement à étaler quatre concepts-clés. Tout d 'abord, il sera pratique d 'introduire la 
transformée de Darboux, pour le cas unidimensionnel. Puis, nous définirons l'idée 
de complétude d'une suite de fonction. Les séries de Taylor, étroitement 
liées à la complétude, mériterons ensuite notre attention. Finalement, puisque le coeur 
même du présent travail porte sur les fonctions pseudo-analytiques, les bases de 
cette théorie seront exposées. Nous décortiquerons particulièrement en profondeur les 
puissances formelles , objets primordiaux de cette théorie. 
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2.1 Transformée de Darboux en une dimension 
Il est à noter que la présente section a été construite à partir de l'ouvrage [2]. 
Considérons l'équation différentielle de second degré 
- 'ljJ "(x) + u(x)'IjJ(x) = E'IjJ(x) . (2.1) 
Ici, la fonction 'IjJ : IR -t C est l'inconnue, la fonction complexe u est fixée, et 
E consiste en un paramètre réel de l'équation. Dans le domaine de la mécanique 
quantique, cette équation est désignée sous le nom d'équation de Schrodinger 
unidimensionnelle. 
Soit </J, une solution particulière de l 'équation (2.1), associée à une valeur Eo du 
paramètre E. Autrement dit , - </J " + u</J = Eo</J. Alors, pour toute solution 'IjJ de 
l'équation (2.1), la transformation 
est appelée tmnsformation de Darboux (selon </J) de 'IjJ, ainsi nommée en l'honneur 
de son créateur , le mathématicien Jean Gaston Darboux (1842-1917). Le théorème qui 
suit permet de saisir l'intérêt que présente cette transformation. 
Proposition 2.1.1 Soit </J, une solution particulière de l'équation de Schrodin-
ger (2.1) associée à une valeur (fixée) Eo. Soit 'IjJ, une solution quelconque de (2 .1) 
associée à une valeur quelconque El' Alors la transformation de Darboux 'IjJ de 'IjJ 
satisfa it la relation 
( 'IjJ ' ( ))' où u(x) = u(x) - 2 'IjJ(:) 
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Preuve On sait par définition que {; = 'IjJ ' - ~' 'IjJ. En utilisant les propriétés de 
base de la dérivée, puis en effectuant quelques simplifications élémentaires, on trouve 
aisément que 
- {; " A-. '" A-. ' A-. " A-. " (A-.')2 A-. ' - 'ljJ '" + -'+'-'IjJ - 3 -'+'-'+'-'IjJ + 2 -'+' 'IjJ ' - 2 -'+'-'ljJ' + -'+' 'IjJ " 
cP cP 2 cP cP 2 cP· 
En utilisant la définition donnée pour il, puis en appliquant de nouveau les simplifi-
cations élémentaires qui se présentent, on découvre ainsi que 
A-. '" A-. ' A-. " A-. ' A-. ' 
-'ljJ'" + ~'IjJ - '7'IjJ + ~'IjJ " +u'IjJ ' - ~u'IjJ " . 
Puisque 'IjJ est par hypothèse solution de l'équation de Schr6dinger (2.1) avec E = El, 
on peut remplacer toutes les occurences du terme ~" par l'expression (u - Ed 'IjJ 
dans l'équation précédente. De cette manière, après manipulations simples, on obtient 
l'équation 
Finalement, il ne reste plus qu'à substituer les occurences du terme cP " par l'expression 
(u - Eo) cP, pour conclure après simplifications que 
• 
La précédente proposition assure que la transformation de Darboux d 'une fonction 
'IjJ satisfait une nouvelle équation de Schr6dinger, analogue à celle satisfaite par 'IjJ. La 
fonction u est modifiée, mais la valeur donnée au scalaire E reste intouchée. 
, Remarque 2.1.2 Dans les sections subséquentes, la fon ction particulière cP utilisée 
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pour définir la transformation de Darboux sera toujours de type eX(x) et sera associée 
à la valeur 0 de E. La fonction réelle x( x) sera bien sûr rigoureusement définie en 
temps opportun. Dans cette situation, la transformation de Darboux unidimensionnelle 
(associée à eX) d 'une fonction 'Ij; donnée correspondrait à 
X ' 'Ij; '- ~'Ij; 
eX 
'Ij; '-x''Ij; 
Il faut toutefois mentionner que la transformation qui sera utilisée correspondra à 
une transformation de Darboux étendue, en deux dimensions. Dans ce cas, l'équation 
de Schr6dinger sera un système, l'inconnue sera une fonction allant de JR2 à C2 et la 
transformation de Darboux consistera en une matrice de format 2 x 2. 
2.2 Complétude 
Le concept de complétude d 'une suite de fonctions est omniprésent dans ce mé-
moire. Puisqu'il sera amplement utilisé tout au long du document , il convient donc de 
proprement l'introduire, et surtout de l'assortir de certains exemples notables. Les dé-
finitions et résultats présentés dans cette section proviennent largement de l'ouvrage 
[3]. 
Définition 2.2.1 Soit V , un espace vectoriel sur le corps JR ou sur le corps C, muni 
d'une norme 11·11 . La suite W = (wn)~=o de vecteurs de V est dite complète dans V 
si tout élément de l'espace peut être approché de manière arbitrairem ent précise, selon 
la norme 11·11, par les élém ents de W. Autrement dit, pour que W soit complète, on 
doit avoir que pour un vecteur v E V arbitraire, 
'liE> 0 3N = N(E) EN 
N(é) 
V - L anWn < E, 
n=O 
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où OC désigne le corps approprié (lR ou C). 
Remarque 2.2.2 Lorsque l'espace vectoriel concerné et la norme utilisée ne pré-
sentent aucune ambiguïté, on dira seulement que W est complète. 
Remarque 2.2.3 Une confusion est à éviter ici. La complétude d'une suite de vec-
teurs, que l 'on vient de présenter, et la complétude d'un espace, qui concerne la conver-
gence des suites de Cauchy dans l 'espace, sont deux notions entièrement distinctes. 
Dans le présent document, toute référence au terme « complétude )} se rapportera à 
la complétude d 'une suite. 
Un critère alternatif pour établir la complétude est présenté dans [4 On y dé-
montre que la suite W = (wn)~=o est complète dans l'espace vectoriel normé V si et 
seulement si pour chaque forme linéaire L sur V, on a que 
L( wn ) = 0 Vn E N L = 0 sur V. 
Un autre critère particulièrement utile pour établir la complétude est fourni par le 
théorème de Lauricella. Ce résultat , qui met en lumière le caractère «transitif» de 
la propriété de complétude, est particulièrement efficace, comme il sera souligné plus 
tard. 
Théorème 2.2.4 (Lauricella) Soit V , un espace vectoriel normé et soit (vn)~=o, 
une suite complète dans V. Alors, pour toute autre suite (wn)~=o de V , 
(Wn ) est complète dans V ssi (Wn ) est complète dans (vn ) 1 . 
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Preuve (i) Si (wn ) est complet dans V, alors tout élément de V, en particulier 
les Vn, peuvent être arbitrairement approchés par une combinaison linéaire finie des 
premiers termes de (Wi)' 
(ii) Soit x E V et E > O. Comme (vn ) est complet dans V, alors 
Dans ce qui suivra, il est supposé que tous les coefficients an sont non nuls. Si jamais 
un (ou plusieurs) des coefficients était de norme lanl nulle, nous n'aurions qu'à tout 
simplement ignorer ce coefficient, sans dommage pour la validité de la preuve. 
Puisque (wn ) est complet dans (vn ), on a en particulier que 
'lin E N 
Nn 
Vn - L:bn,jwj 
j=ü 
Aidés de l'inégalité du triangle, nous trouvons donc que 
< 
< 
N N N ~ 
x- L: anvn + L: anvn - L: ( an L:bn,jWj ) 
n=ü n=ü. n=ü j=ü 
Nn 
anvn - an L: bn,jwj 
j=ü 
E E 
2+(N+l)2(N+ l ) E. 
1. Il Y a ici abus de langage, puisque la suite (vn ) ne forme clairement pas toujours un espace 
vectoriel. Toutefois, ce qui est entendu par complétude ici est facilement visible: il s'agit toujours de 
la possibilité de trouver une approximation arbitrairement précise de tout Vn grâce à la suite (wn ). 
Chapitre 2. Notions préliminaires 9 
Nous trouvons la combinaison linéaire finie des éléments de (wn ) recherchée. • 
Présentons quelques exemples de systèmes complets. 
Exemple 1 (Weierstrass) Soit une variable réelle x . La suite (xn)~=o est complète 
dans l'espace vectoriel C[a, b], assorti de la norme supremum 
Ilflloo = max If(x)1 a~x~b 
Il s'agit du théorème d 'approximation de Weierstrass . Une preuve populaire 
et plutôt élégante de ce résultat bien connu, concoctée par S. N. Bernstein, est présentée 
dans l'annexe Al. 
Exemple 2 Soit la variable réelle x. La suite (xn)~=o est complète dans l'espace vec-
toriel L[a,b] (assorti de la norme inhérente à l'espace, soit 11 ·111)' 
Preuve Tout d'abord, soulevons qu 'un résultat classique de la théorie de la mesure 
assure la densité des fonctions continues dans l'espace L[a , b] (voir, par exemple, le 
volume [4] 2). Autrement dit, 
'iF E L [a, b] ::IG E C [a, b] : (2.2) 
Soit f E L[a, b] et E > O. La densité (2.2) nous assure que 
::Ig E C[a, b] : l b E a If(x) - g(x)l dx < 2' 
2. Dans ce volume, on prouve plutôt la densité de l'ensemble Cc (IR) , mais toute fonction de Cc(lR) 
est continue. De plus, mentionnons que la preuve effectuée dans le volume concerne L(IR) , mais 
qu 'une démarche identique assure le même résultat pour L [a, b] . 
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Or, puisque g E C[a, b], nous savons par l'exemple l qu 'il existe un polynôme fini p 
tel que 
Ig(x ) - p(x )1 < 2(b - a) Vx E [a , b] 
=} lb Ig(x) - p(x )ldx < lb é dx 
a 2(b - a) -2 
En utilisant l'inégalité du triangle, on trouve que 
lb If(x) - p(x)ldx ~ lb ( If(x) - g(x)1 + Ig(x) - p(x)l)dx < ~ + ~ = é . 
Par conséquent, 
Vf E L[a, b] Vé> 0 (~p : polynôme fini) : Ilf-plll <é . 
• 
Terminons avec un exemple concernant les fonctions complexes, le théorème 
d'approximation de Runge. 
Exemple 3 (Runge) Soit C, une courbe de Jordan. Soit Int C , l'ensemble constitué 
des points sur et à l'intérieur de la courbe C. Considérons H (C), l'ensemble des 
fonctions f : Int C ~ te holomorphes sur Int C, et soit une variable complexe z . Alors 
la suite ( zn)~=o des puissances naturelles de z est complète dans l'espace vectoriel 
H (C) , assorti de la norme supremum 
Ilflloo = sup If (z )l. 
z E IntC 
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Ce théorème nécessite au moins un résultat préliminaire non trivial. Sa démons-
tration, légèrement robuste, se retrouve donc en annexe A2. 
2.3 Séries de Taylor 
L'idée de série de Taylor, c'est-à-dire la représentation de fonctions (infiniment 
différentiables) comme combinaisons linéaires des puissances de la variable de réfé-
rence, constitue une pièce fondamentale de l'analyse fonctionnelle, réelle ou compleXe. 
Bien qu'il s'agisse d'une notion plutôt élémentaire, il est incontournable de lui consa-
crer malgré tout une courte section, en raison du lien capital qu'elle partage avec 
l'objet de ce mémoire. Ici , nous nous contenterons de présenter simplement et briè-
vement la série de Taylor en plus de discuter un peu de sa relation à la not ion de 
complétude, sujet de la section précédente. 
Débutons par les séries de Taylor réelles. Soit f( x) : IR -+ (IR ou C), une fonction 
infiniment différentiable en Xo E IR. Alors on appelle série de Taylor de f autour 
de Xo la série entière 
00 f (n) ( ) ~ Xo ( )n ~ , x-xo, 
n=O n. 
(2.3) 
où f (n) désigne la ne dérivée de f. On dit que la série ci-dessus converge vers f en un 
certain point Xl E IR si 
où l'égalité ci-dessus représente la convergence des sommes partielles, c'est-à-dire 
Il est immédiat d'après la définit ion que la série converge vers f en au moins un point , 
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soit xo. On appelle domaine de convergence vers f de la série de Taylor (2.3) 
le plus grand intervalle autour de xo sur lequel la série de Taylor ( 2.~3) converge vers 
f. 
La série de Taylor réelle pose certaines difficultés. Tout d 'abord, même dans le 
cas où f est infiniment dérivable, rien ne nous assure que la série (2.3) converge 
ailleurs qu 'en xo. Pis encore, même si ladite série converge dans un intervalle donné 
(de longueur non nulle) autour de xo, il se peut que la convergence ne se fasse pas vers 
f partout sur cet intervalle. L'exemple habituellement utilisé pour illustrer ce danger 
est celui de la fonction 
g(x) = { 
0, x=O 
qui est infiniment dérivable en xo = O. La série de Taylor de 9 autour de xo = 0 
converge vers la fonction nulle 0 partout sur lR, et donc la série converge vers 9 seule-
ment en xo. En somme, il est plutôt compliqué d 'identifier l'intervalle de convergence 
vers la fonction de référence d'une série de Taylor réelle. 
De manière relativement surprenante, le passage au cas complexe permet une pré-
sence beaucoup plus concrète et forte des séries de Taylor. L'étude de leur convergence 
y est d'ailleurs infiniment plus aisée, comme en témoigne le théorème suivant. 
Théorème 2.3.1 (Taylor) Soit f , une fonction complexe holomorphe en Zo E <C. 
Soit R > 0, le plus grand rayon tel que f est holomorphe sur la boule ouverte B(zo, R), 
centrée en Zo et de rayon R. Alors, pour tout z dans B(zo, R) , la relation 
00 f(n ) ( ) f( z) = L ,zo (z - zot 
n=O n. 
est vérifiée, où l'égalité ci-dessus est envisagée de la même manière que pour les séries 
de Taylor réelles 3 . De plus, sur la boule fermée B(zo, r), où 0 :s; r < R, la convergence 
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de la série de Taylor vers f est uniforme. 
On dit que la fonction f est analytique en Zo si elle peut être représentée par une 
série de Taylor dans un voisinage autour de zo 0 À la lumière du théorème précédent, on 
comprendra pourquoi les termes « holomorphe » et « analytique » sont utilisés sans 
distinction pour caractériser une fonction complexe. Voici quelques-unes des séries de 
Taylor courantes ainsi que leur domaine de convergence vers leur fonction de référence. 
Fonction f( z ) Série de Taylor associée Domaine de convergence de la 








];( -lt (2n + 1)! 
00 
00 L zn (série géométrique) z Ee: Iz l < 1 
n=O 
z Ee: Iz - 11 < 1 
00 (_1)n+l( z _ l)n 
L --'-------'---------'----~ 
n=l n 
Le théorème de Taylor nous assure que si une fonction f est holomorphe sur une 
boule fermée B(zo, r) donnée, alors la série de Taylor de f centrée en Zo converge 
uniformément vers f (z) sur cette boule fermée , dans le sens où 
\if> 0 3N = N(f ) EN: 
I
N f (n) (z) 1 @ax f( z) - L , 0 (z - zo)n < f. (2.4) 
ZE B(zQ,r) n=O n. 
Dans un premier temps, ceci signifie que la suite {( z_zo)n } ~=o est complète sur H(B) , 
l'espace vectoriel des fonctions holomorphes sur (et restreintes à) l'espace B(zo, r), 
3. On se souviendra que l'holomorphicité d 'une fonction donnée en un point donné implique 
l'existence de dérivées d'ordre arbitraire de cette fonction en ce point. Ainsi, f est infiniment dérivable 
partout sur la boule ouverte B(zo, R) . 
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assorti de la norme 1111100 = IQax 11(z)l. Ce résultat n'a rien pour étonner, compte 
ZEB(zQ ,r) 
tenu du résultat similaire présenté à l'exemple 3. Mais il y a plus. 
Par définition, la complétude de la suite {( z - zo)n } ~=o signifie que pour un c > 0 
donné, on peut trouver une combinaison linéaire des premiers termes de la suite qui 
approxime 1 avec une erreur maximale de c. Nouveau c, nouvelle combinaison ... 
Or, après examen de la relation (2.:1), on note que dans le cas présent , la combinaison 
linéaire qui approxime 1 ne dépend pas de c, ou plutôt la dépendance est moindre. En 
effet , pour une fonction 1 E H (B) fixée, nous gardons toujours la même combinaison 
linéaire; nous ne faisons que lui ajouter ou lui enlever des termes selon la valeur du c 
choisi. Autrement dit, pour une fonction 1 donnée, chaque élément de la suite (z_ zo)n 
est attaché à un coefficient fixe (il s'agit, comme on l'a vu, de f(n~\zo)). En ce sens, 
on pourrait dire que la suite {(z - zo)n } ~=o satisfait une « complétude forte» sur 
H(B). 
La complétude d'une suite n 'implique pas nécessairement qu'une condition de 
« complétude forte» est satisfaite. En d'autres mots, si une suite {un} est complète 
dans un espace vectoriel normé V, alors il n 'est pas, en règle générale, possible d'ex-
primer tous les éléments de V comme une série infinie en termes des Un. 
2.4 Fonctions pseudo-analytiques une introd uc-
tion 
La théorie des fonctions pseudo-analytiques fut développée principalement au mi-
lieu du 20e siècle. Son existence est principalement due à deux personnages, qui en 
ont assuré les fondations de manière indépendante. Il s'agit de Lipman Bers (1914-
1993), mathématicien américain d 'origine lettone, et d'Ilia Vekua (1907-1977), qui a 
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oeuvré en mathématiques dans l'ancienne union soviétique. L'approche favorisée dans 
ce mémoire est directement inspirée de celle de Bers. 
Paire génératrice 
Notation 1 Avant tout, procédons à l'introduction de certaines notations de base, 
qui demeureront en vigueur pour l'entièreté du document. Ces notations sont en total 
accord avec celles employées dans {5j. Comme variables complexes, nous privilégie-
rons l'utilisation de z = x + iy et de ( = ç + i'Tl (où x, y , ( et 'Tl sont des variables 
réelles) . Pour désigner le complexe conjugué d'un nombre {d 'une variable], on coiffe 
ledit nombre {ladite variable] d'un trait. On retrouve ainsi z = x - iy et "( = ç - i'Tl . Fi-
nalement, selon les conventions d'usage, les opérateurs de dérivation selon z et selon 
z sont définis par les relations qui suivent: 
L'analyse fonctionnelle complexe « classique » se fonde principalement sur la dé-
composition en parties réelle et imaginaire. Autrement dit, toute fonction complexe 
w est envisagée selon sa représentation unique de la forme 
w(z) = 1 . u(z) + i . v(z), 
où les fonctions à valeurs réelles u , v : C ---t lR désignent respectivement la partie 
réelle, notée Re{ w } , et la partie imaginaire, notée lm { w } , de w. La théorie classique 
privilégie donc, de manière tout à fait naturelle, l'expression des fonctions selon la 
base (1, i) du plan complexe. 
Chapitre 2. Notions préliminaires 16 
L'idée mise de l'avant par Bers consiste tout simplement à remplacer cette base 
triviale par une autre, un couple de fonctions complexes (F, G), de manière à ce que 
toute fonction puisse être exprimée comme combinaison linéaire de ces deux fonc-
tions. Afin ,de s'assurer de l'existence et de l'unicité d 'une telle représentation, on doit 
imposer que 
Im{FG}( z) =1- 0 (2.5) 
partout sur le domaine de référence choisi. 
Théorème 2.4.1 Soit n ç C, un domaine du plan. Si la paire (F, G) satisfait la 
condition (2.5) sur n, alors pour toute fonction complexe w, il existe une et une 
seule paire de fonctions cP,7jJ : C -+ lR telle que 
w(z) = cP(z)F(z) + 7jJ(z) G(z), Vz E n. (2.6) 
Preuve Soit w une fonction complexe définie partout sur n. Soient Zo E n et 
m, n E R Considérons les décompositions en parties réelle et imaginaire de F, G et 
w: F = Fi + iF2 , G = G l + iG2 , W = U + iv. Il est très facile de vérifier que la 
condition (2.5) équivaut à la condition suivante sur n : 
(2.7) 
Puisque (F, G) vérifie (2.5) sur n, la relation (2.7) est satisfaite en particulier en zo o 
De plus, l'équation (2.6) peut être manipulée ainsi: 
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{ 
u(zo) = mF1(zo)+nC1(zo) 
w(zo) = mF(zo) + nC(zo) <===} 
v(zo) = mF2 (zo) + nC2(zo) 
Comme 
la matrice est inversible et donc le système ci-dessus possède une seule et unique 
solution. Autrement dit , 
Vzo E D 3! (m( zo), n(zo)) E JR2 : w(zo) = m(zo)F(zo) + n(zo)C(zo). 
Nous n 'avons qu'à prendre <p(zo) = m(zo) et 'Ij; = n(zo) pour chaque point Zo du 
domaine D pour conclure. • 
Il est à noter que, en inversant la matrice de l'équation (2.8) dans la preuve pré-
cédente, on trouve explicitement que 
<p _ wC -wC 
FC-FC et 
dans D. (2.9) 
Dorénavent, nous désignerons par (F, C)-décomposition l'unique décomposition de 
type (2.6) de w. 
Définition 2.4.2 On dit qu 'une fonction complexe f est Holder-continue sur le 
domaine D si 
3K E JR~, 3a E (0, 1] : 
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On voit aisément que la RaIder-continuité est plus restrictive que la simple continuité, 
et donc que toute fonction RaIder-continue est continue. 
Définition 2.4.3 Un couple de fon ctions (F, G) qui satisfait la condition (2.5) par-
tout sur un domaine D, et qui est tel que Fz , Fz , Gz , Gz existent et sont Holder-
continues sur D est appelé paire génératrice sur D. 
Dérivée et intégrale généralisées 
La théorie des fonctions pseudo-analytiques repose largement sur le principe de 
différentiation généralisée. Contrairement à la dérivée classique, cette dérivée n 'est pas 
immuable: elle dépend de la paire génératrice choisie et tire directement son essence 
de la (F, G)-représentation (2.6). 
Définition 2.4.4 Soit (F, G) , une paire génératrice sur le domaine D et soit w, une 
fonction complexe admettant la (F, G)-décomposition w = <pF + '!jJG sur D. Alors, on 
dit que west (F, G)-dérivable en Zo E D si la limite 
1. w(z) - <p(zo)F(z) - '!jJ (zo )G(z ) lm ~~--~~~~~~~~~ 
Z--+ZQ z - Zo 
(2.11) 
est définie. Cette limite, si elle existe, sera désignée sous le nom de (F, G)-dérivée 
de w en Zo et sera notée w(zo), ou encore d~~G)w (zo). 
Une fonction (F, G)-dérivable sur l'ensemble du domaine est dite (F, G)-pseudo-
analytique dans D. 
Remarque 2.4.5 La (F, G)-décomposition de la fon ction F( z) est 
F( z ) = 1 . F(z ) + 0 . G(z), 
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d'où, dans ce cas, cp(z) = 1 et 7jJ(z) = O. Par conséquent, pour tout Zo E n, 
lim F (z) - cp (zo) F (z) - 7jJ (zo) C (z) = lim F (z) - F (z) = O. 
z-tzo Z - Zo z-tzo Z - Zo 
Un raisonnement analogue peut être appliqué à C(z) . Ainsi, F et C sont (F, C)-
o 0 
pseudo-analytique sur n, et F = C = o. 
Définition 2.4.6 Par coefficients camctéristiques de la paire génémtrice 
(F, C) , on désigne les fonctions suivantes : 
FCz - FzG 
a(F,G) = - FC - FC ' 
A __ FCz - FzG 
(F,G) - FC - FC ' 
FC-- F-C b - z z (F,G) - FC - FC 
B _ FCz - FzC 
(F,G) - FC - FC 
Grâce à l'introduction des coefficients caractéristiques, nous sommes en mesure d 'offrir 
un critère alternatif vraiment pratique concernant la pseudo-analycité d 'une classe 
importante de fonctions , les fonctions de C 1(n). 
Théorème 2.4.7 Soit w, une fonction complexe et (F, C), une paire génératrice sur 
le domaine n. Supposons que les dérivées partielles W z et W z existent et sont continues 
dans un voisinage de Zo E n. Alors, w(zo) existe si et seulement si 
(2.12) 
De plus, si w(zo) existe, 
où cp,7jJ sont les coefficients de la (F, C)-décomposition de w. 
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Preuve Soit Zo E D. Définissons la fonction complexe suivante: 
W(z) := w(z ) - <j;(zo)F(z) - 'IjJ (zo)G(z ). 
Puisque les fonctions F et G forment une paire génératrice, Fz, Gz, Fz et Gz sont 
RaIder-continues , donc continues, partout sur D. Par conséquent, 
Wz , Wz existent et sont continues dans un certain voisinage de Zo 
Ç=} W z, Wz existent et sont continues dans un certain voisinage de zoo 
Par les hypothèses du théorème, il est établi que West dérivable par rapport à z 
et à z en Zo, et que ces dérivées partielles sont continues dans un voisinage de zoo 
Également , puisque W( zo) = 0, 
1. W(z) - W( zo) lm------ 1. w(z) - <j;( zo)F(z ) - 'IjJ (zo)G(z) ° lm . z--+zo z - Zo z--+ zo z - Zo 
Ainsi, W'( zo) existe ssi w(zo) existe, et si tel est le cas, W'( zo) = w(zo). Or, il est 
bien connu 4 que si les dérivées partielles Wz et Wz existent et sont continues dans 
un certain voisinage de Zo, alors une condition nécessaire et suffisante à l'existence de 
W'(zo) réside en la validité de la relation Wz( zo) = O. Par transitivité de l'implication 
double, nous trouvons donc que 
w(zo) existe ssi Wz( zo) = O. (2.14) 
En utilisant (2.9), on peut représenter W( z) sous la forme qui suit: 
() o() () _ F(z )G(zo) + F(zo)G(z ) W z = w z - w Zo - ---'--=-'--'----=:-'----
F(zo)G(zo) - F(zo)G(zo) 
_( ) -F(z )G(zo) + F(zo)G(z) + w Zo ---=-'----==------,--
F(zo)G(zo) - F(zo)G(zo) (2.15) 
4. Pour la preuve de cette affirmation, voir l'annexe B. 
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Il vient donc, directement, que 
W ( ) _ () () -FE(zo)G(ZO) + F(zo)GE(ZO) E Zo - WE Zo - W Zo 
F(zo)G(zo) - F(zo)G(zo) 
_ ( ) - FE(zo)G(ZO) + F(zo)GE(ZO) + W Zo ------'--------'=,------:.----'---------'------"------'---"-
F(zo)G(zo) - F(zo)G(zo) 
(2.16) 
Par (2.1 4) et (2.16), nous prouvons la première partie du théorème. Pour démontrer 
la seconde assertion, nous procédons d'abord à la dérivation de l'équation (2.15) par 
rapport à z plutôt que z, puis utilisons le fait que W'( zo) = WA zo) = ~(zo) (car 
~(zo) existe) , afin de découvrir que 
Finalement, en exploitant la représentation 
W( z) = (4)( z ) - 4>(zo))F(z ) + ('Ij; (z ) - 'Ij; (zo))G(z ), 
il apparaît que 
• 
L'équation (2.16) est désignée sous le nom d'équation de Vekua associée à la 
paire (F, G). Elle représente (comme on le verra plus tard) une généralisation du 
système d'équations de Cauchy-Riemann. 
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Remarque 2.4.8 En relaxant les hypothèses d'existence et de continuité des dérivées 
partielles de w dans le théorème précédent, nous sommes tout de même capable de 
déduire des conditions nécessaires à la pseudo-analycité de w en zoo En effet, pour 
une fonction complexe w totalement arbitraire, la proposition suivante tient: 
w (zo) existe 
Ce résultat, simple à déduire, est développé dans le volume !6j. 
Remarque 2.4.9 À partir de maintenant, lorsqu 'il sera dit qu'une fon ction est 
(F, C)-pseudo-analytique, il sera sous-entendu qu 'elle l'est sur un domaine n fixé mais 
non explicite. De plus, si la paire génératrice à laquelle nous nous référons ne fait au-
cun doute, nous dirons simplement que west pseudo-analytique. 
Présentons également un autre théorème plutôt utile. Ce résultat permet d'ajouter 
une corde à notre arc, puisqu'il offre une condition alternative pour établir la pseudo-
analycité. Sa preuve, très similaire à celle du théorème 2.'1.7, sera ici épargnée, mais 
elle se retrouve dans [6]. 
Théorème 2.4.10 Soit la fon ction w, dont la (F, C) -décomposition est w = cpF + 
'ljJC. Alors, west pseudo-analytique si et seulement si cp et 'IjJ possèdent les dérivées 
partielles 8z , 8z continues, et chF + 'ljJzC = o. 
Définition 2.4.11 Soient (F, C) et (Fi, Cl)' deux paires génératrices sur un domaine 
n. La paire (Fi, Cl) est appelée successeur de (F, C) si, partout sur n, 
Dans ce cas, on pourra aussi dire que (F, C) est un prédécesseur de (Fi, Cl). 
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L'intérêt qui sera porté à l'idée de successeur s'explique en grande partie par le 
prochain théorème. 
Théorème 2.4.12 Si w est une fonction (F, G)-pseudo-analytique et (FI , G I ) est 
successeur de (F, G) , alors w est (FI , GI)-pseudo-analytique. 
Preuve Soit w, une fonction (F, G)-pseudo~analytique dont la décomposition est 
w = qyF + 'l/JG. Alors , par les théorèmes 2.4.10 et 2A. 7, 
(2.17) 
et 
chF + 'lj;zG = O. (2.18) 
Or, puisque qy et 'I/J sont réelles, on a ch = qyz et 'Ij;z = 'l/Jz · Ainsi, de (2.18) découle 
(2.19) 
Les expressions (2.17) et (2.19) permettent une caractérisation de qyz et 'l/Jz : 
Gw 
qyz = FG - FG ' 
Fw 
'l/Jz = - FG-FG (2.20) 
Comme qy et 'I/J sont réelles, et comme FG - FG est purement imaginaire, on trouve 
Gw 
ch = - FG - FG' 
Fw 
'Ij;z = FG - FG (2.21 ) 
En dérivant (2.18) par rapport à z , il vient que 
(2.22) 
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Finalement, en dérivant (2.17) par rapport à z et en utilisant les expres-
sions (2.20), (2.21) et (2.22), on trouve 
Fi] 0 FGz 0 FGz 0 FzG 0 
=FG-FGw-FG-FGw-FG-FGw+FG-FG w 
o 0 
= a(F,G)w - B(F,G)W 
(2.23) 
Adonnons-nous maintenant à une analyse de la fonction w, afin de pouvoir établir sa 
(FI, GI)-pseudo-analycité. Par la remarque 2.4.8, puisque w existe, alors W z et W z 
existent et sont continues. Or, Im{ FG} =1= 0, d'où FG - FG n'est jamais nul. Cett~ 
observation, jumelée au fait que Fz , Gz , Fz , Gz sont continues, permet de déduire que 
les quatre coefficients caractéristiques de la paire (F, G) ont également des dérivées 
continues par rapport à z et à z. 
On réalise donc que w, A(F,G) et B(F,G) ont toutes des dérivées partielles continues, ce 
qui signifie par la représentation (2.1:3) que w possède elle aussi des dérivées partielles 
continues. Il est donc à présent possible d'utiliser le théorème 2.4. 7 pour déterminer 
que 
Par ( 2 . 2~3 ), la (FI, Gd-pseudo-analyticité de west assurée. • 
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Définition 2.4.13 Une suite de paires génératrices {(Fm, Gm)}~=_oo telle que 
Vk E 7L 
est appelée suite génératrice . Si (Fa, Ga) = (F, G) , on dira que (F, G) est enchâs-
sée dans la suite {(Fm , Gm)}. 
Il est désormais possible de définir sans embûches les (F, G)-dérivées d'ordre supé-
rieur pour une fonction (F, G)-pseudo-analytique w. Suffit pour cela de trouver une 
suite génératrice {(Fm, Gm)} dans laquelle (F, G) est enchâssée 5: Les (F, G)-dérivées 
de w sont définies récursivement selon la formule 
w[a] :=w, W [n] .= d(Fn,Gn) w[n-l] 
. dz . 
Comme conséquence du théorème 2.4.12, si la fonction west (F, G)-pseudo-
analytique, elle possède toutes les (F, G)-dérivées d'ordre supérieur, et ce peu im-
porte la suite génératrice à laquelle on se réfère. Autrement dit, pour un ordre m 
arbitrairement grand, w[m] existe. 
Il est à propos, maintenant que la dérivée pseudo-analytique est correctement 
introduite, de s'attarder sur l'antidérivée. 
Définition 2.4.14 La paire adjointe de (F, G) désigne le couple de fonctions 
F* = _ 2F 
FC-FG' 
C* = 20 
FG-FC 
Définition 2.4.15 Soit r, une courbe de longueur finie allant de Za à Zl, où Za et 
Zl désignent des points du plan complexe. Alors la (F, G)-intégrale de la fonction w 
5. Selon un théorème du volume [6], il est sûr qu'une telle suite existe toujours. Mais encore faut-il 
la découvrir ... 
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sur la courbe r est définie comme suit: 
Ir W d(F,G)z = F(Zl) . Re {Ir G*w dz } + G(Zl) . Re {Ir F*w dz } 
Soit (F, G) , une paire génératrice sur le domaine O. Une fon ction w continue surO 
est (F, G) -intégrable si, pour toute boucle fermée ,0. contenue dans un sous-domaine 
simplement connexe de 0 , 
t. w d(F,G)z = 0 . 
Par le théorème qui suit , on pourra voir que la (F, G)-dérivée et la (F, G)-intégrale 
sont bien des opérateurs inverses. 
Lemme 2.4.16 Si, pour une fonction <P réelle, l'équation <Pz = 1> est vérifiée, alors 
où r est une courbe de longueur finie arbitraire allant de Zo à Zl· 
Preuve Soit 1>1 +i1>2 ' la décomposition en parties réelle et imaginaire de 1>. Alors , 
par définition de la dérivée partielle oz, on trouve que <Px = 21>1 et que <py = -21>2' 
Ainsi, il vient que 
2 Ir (1)1 dx - 1>2 dy) = 1r(<Px dx + <py dy) 
= Ir d<p j jpar définition de la dérivée totale de cp 
= <p(zd - <p(zo) . j jpar le théorème de Stokes 
Par conséquent, on peut déduire que 
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Or, comme <Pl et <P2 sont réelles, la dernière équation peut être reformulée ainsi: 
cp(Zl) = 2Re {Ir (<Pl + i<P2 )(dx + idy)} + cp(zo) 
= 2Re {Ir <P dz } + cp(zo) . 
• 
Théorème 2.4.17 La (F, G)-dérivée w d'une fon ction (F, G)-pseudo-analytique w 
est (F, G)-intégrable. De plus, si west de (F, G)-représentation cpF + 'ljJG, l'intégrale 
est explicitement donnée par l'expression 
r w d(F,G)Z = w(z) - cp(zo)F(z ) - 'ljJ(zo)G(z). Jzo (2.24) 
Preuve [tirée de [6]] Dans la preuve du théorème 2.4.12, il avait été découvert que 
cpz et 'ljJz peuvent être exprimées selon la représentation suivante : 
Gw 1 * 0 
cpz = FG _ FG = 2,G w, Fw = !F*w. FG-FG 2 
Soit f, une courbe de longueur finie allant de Zo à z, deux points arbitraires de r2 . Par 
le lemme 2.4.16, il apparaît donc que 
cp(z) = Re {Ir G*w dz } + cp(zo) , 'ljJ(z) = Re {Ir F*w dz } + 'ljJ(zo). 
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Ceci implique que 
w(z) = cp(z) F(z) + 'IjJ(z)G(z) 
= (Re {Ir G*w dz} + cp(zo) ) F(z) + (Re {Ir F*w dz} + 'IjJ(zo) ) G(z) 
=? w(z) = Ir W d(F,G)Z + cp(zo) F(z) + 'IjJ(zo)G(z) . 
En soustrayant le terme cp(zo)F(z) + 'IjJ(zo) G(z) de chaque côté de la dernière 
égalité, on obtient la conclusion recherchée. • 
Le dernier théorème confirme que nous possédons bien là l'antidérivée de la (F, G)-
dérivée définie précédemment. Effectivement, en théorie analytique classique, l'inté-
gration d'une fonction dérivée w' permet de retrouver la fonction w, à une constante 
c complexe près. La quantité c est une combinaison linéaire des éléments de la base 
(1, i) : Ir w' dz = w + Re{ c} . 1 + lm {c} . i. 
Le cas des fonctions pseudo-analytiques est similaire. En (F, G)-intégrant notre (F, G)-
dérivée W, nous retrouvons notre fonction w, à une « constante pseudo-analytique » 
près. Tout comme pour la théorie classique, cette constante n'est rien d'autre qu'une 
combinaison linéaire des deux éléments de notre base de référence : 
( Z W d(F,G)Z = w(z) - cp(zo) F(z) - 'IjJ(zo)G(z). Jzo 
Remarque 2.4.18 Il ne fait aucun doute que la théorie des fonctions pseudo-
analytiques est une généralisation directe de la théorie des fonctions analytiques 
habituelles. En effet, en considérant comme paire génératrice le couple (1, i), on 
retrouve très exactement la théorie classique. Il est facile de vérifier que : 
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• la (1, i) -représentation coïncide avec la représentation en parties réelle et 
imaginaire; 
. • l'équation de Vekua (2.16) associée à la paire (1, i) correspond exactement 
aux équations de Cauchy-Riemann; 
• la (1, i)-dérivée (la (1, i)-intégrale) correspond à la dérivée complexe habituelle 
(l'intégrale complexe habituelle) par rapport à z. 
Principe de similarité 
La théorie pseudo-analytique et l'analyse complexe classique peuvent être reliées 
grâce à un théorème important, le principe de similarité, qui t isse une belle toile et 
permet de faire fructifier nos connaissances des fonctions analytiques. 
Théorème 2.4.19 (Principe de similarité) Soit w, une fonction pseudo-
analytique sur le domaine o. Alors, il existe une fonction cp, analytique sur 0, et une 
fon ction s Holder-continue sur 0 telles que 
Réciproquement, soit cp, une fonction analytique sur o. Alors, il existe une fonction 
s Holder-continue sur 0, avec s(zo) = 0 pour un point Zo fixe au choix dans 0, telle 
que la fonction 
est pseudo-analytique sur O. Dans les deux cas, la fonction s est bornée sur 0 par une 
constante dépendant uniquement du domaine 0 et de la paire (F, G). 
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La démonstration de ce théorème est présentée dans [6]. Le principe de similarité per-
met sans effort d'obtenir des versions analogues de résultats classiques valides pour les 
fonctions pseudo-analytiques, avec des démonstrations qui consistent essentiellement 
à ramener le tout à l'analyse classique. Relevons ici trois exemples de tels théorèmes. 
Théorème 2.4.20 (Liouville) Une fonction pseudo-analytique bornée sur le plan ne 
s'annule nulle part (y compris en 00), à moins d'être la fonction nulle. 
Preuve Par le principe de similarité, on sait que w = cPes , où cP est analytique 
dans le plan. Comme w et eS sont bornées sur le plan, alors cP l'est également. Par 
le théorème de Liouville de l'analyse classique, on conclut que cP est constante sur le 
plan. Or, w(zo) = O. Comme s est bornée, ë(zo) i- 0, d'où cP(zo) = O. La constante est 
donc 0, et cP - o. • 
Théorème 2.4.21 (Module maximum) Soit w, une fonction pseudo-analytique 
dans D et continue sur D. Il existe une constante M, dépendant uniquement de D 
et de la paire (F, G), telle que 
Vz E D Iw(z)1 ~ M . max Iw(t)1 
tEôO 
Preuve Par le principe de similarité, on sait que f = eSw, avec f analytique dans 
D. Comme west continue sur D et s est continue (étant RaIder-continue) sur D, alors 
f est également continue sur D. 
En appliquant le principe du module maximum sur la fonction analytique f, on a 
que 
Vz E D les(Z) I·l w(z)1 ~ max (les(t)I-lw(t)l) _ 
tEôO 
Chapitre 2. Notions préliminaires 31 
On sait, par le principe de similarité, que s(t) est bornée dans n par une constante 
K dépendant uniquement de n et de (F, G). On a donc que 
Vz En Iw(z)1 < e -ls(z)l eK max Iw(t)1 < e ls(z) leK max Iw(t)1 
tEôn tEôn 
Vz E n Iw(z)1 < e2K max Iw(t)l· 
tEôn 
En posant M = e2K , on conclut. • 
Théorème 2.4.22 Une fonction rationnelle w, pseudo-analytique sur le plan, possède 
exactement autant de zéros que de pôles. 
Preuve On sait que cp = wes , où cp est analytique sur le plan. Comme s est bornée, eS 
ne possède ni de zéro ni de pôle. Par conséquent, cp et w comportent le même nombre 
de zéros et le même nombre de pôles. Comme cp est analytique, l'analogue du présent 
théorème pour les fonctions analytiques nous offre la conclusion recherchée. • 
2.5 Puissances formelles 
L'intérêt actuel porté à la théorie des fonctions pseudo-analytiques réside en sa 
capacité à fournir un système complet (localement) de solutions pour certains types 
d'équations physiques intéressantes. Cette réalité est rendue possible grâce aux puis-
sances formelles, entités que l'on va maintenant exposer. Commençons par cer-
taines définitions concernant les singularités dans le contexte de pseudo-analycité. 
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Singularités et fonctions rationnelles 
Définition 2.5.1 (Singularités sur le plan fini) Soit w, une fonction pseudo-
analytique (univaluée) sur le voisinage troué 0 < 1 z - Zo 1 < r . 
1. Si west continue en zo, alors west pseudo-analytique sur Iz - zo l < r. 
2. Si w(z) . (z - zo)n rv a lorsque z --t zo, alors on dit que w possède un pôle 
d'ordre n en Zo 
3. Si aucun des deux premiers cas n'est vérifié, on dit plutôt que w possède une 
singularité essentielle en Zo. 6 
Définition 2.5.2 (Singularités au point infini) Soit w, une fonction pseudo-
analytique (univaluée) sur le domaine r < Izl < 00, où r E K 
1. Supposons qu'un des deux cas suivants est vérifié : 
(a) w(z) - >'F(z) + p,G(z), avec >., p, E IR, 
(b) w(z) = >'F(z) + p,G(z) + z: + 0 Cz~n ) lorsque z --t 00, 
n E N* et a E te*. 
avec >., p, E IR, 
Alors, on dit que west régulière au point 00 et qu 'e lle y prend la valeur 
>'F( (0) + p,G( (0) avec une multiplicité n. 
w(z) 2. Si -- rv a lorsque z --t 00, on dit que w possède un pôle d'ordre n au 
zn 
point 00. 
3. Si aucun des deux premiers cas n'est vérifié, on dit que w possède une singu-
larité essentielle au point 00. 6 
Une fonction w pseudo-analytique sur tout le plan complexe sera dite rationnelle 
si elle ne possède comme seules singularités sur te U {oo} que des pôles. Autrement 
6. Ces définitions sont basées sur des résultats obtenus dans le volume [b] 
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dit, west rationnelle si elle ne contient aucune singularité essentielle, sur C comme au 
point 00. La somme des multiplicités respectives de chacun des pôles de w (incluant 
le point 00) est appelée l'ordre de w. 
Suite complètement normale 
Introduisons maintenant un type de suite génératrice qui se révélera particulière-
ment crucial pour la suite des choses (l'exposition donnée dans cette sous-section suit 
celle de Bers dans [7]). 
Définition 2.5.3 Soit une paire génératrice (F, G) sur le plan complexe. La paire est 
dite complète si les fonctions F et G sont Holder-continues sur le plan, si les limites 
F( 00) et G( 00) existent, si Im{ F( 00 )G( oo) } # 0 et si les fonctions F(l/ z) et G(1/ z) 
sont également Holder-continues sur le plan. Si, en plus, on a F(oo) = G(oo) = 1, la 
paire (F, G) est dite complètement normale. 
Remarque 2.5.4 Dans la définition précédente, les fonctions F(l/ z) et G(l/ z) sont 
définies en z = 0, en raison de l'existence des limites F(oo) et G(oo). 
Définition 2.5.5 Une suite génératrice sur le plan constituée exclusivement de pai-
resss complètement normales est appelée suite complètement normale. 
Il a été démontré par Bers (voir [7]) que toute paire génératrice complètement 
normale est enchâssée dans une et une seule suite complètement normale. 
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Puissances formelles globales 
Définition 2.5.6 Soit (F, G) une paire génératrice sur le plan. On appelle puis-
sances formelles globales associées à (F, G) , et l'on note Z (n)(a, Zo; z) où a E C, 
Zo E D et n E N, les fon ctions qui sont définies de la manière suivante. 
Tout d'abord, z (n)(o, Zo; z) - ° sur C pour chaque n E N. Ensuite, pour ai- ° et 
n = 0, on définit 
z (o) (a , Zo; z) - ÀF(z ) + p,G(z ), 
où À et p, sont les uniques nombres réels tels que ÀF(zo) + p,G(zo) = a. Finale-
ment, pour ni- 0, on définit Z (n)(a, Zo; z ) comme la seule fon ction pseudo-analytique 
rationnelle qui satisfait la relation 
Z (n)(a zo·z) 
lim " =1 
Z-+ZQ a(z :- zo)n 
et qui ne possède aucun zéro ailleurs qu 'en Zo et aucun pôle ailleurs qu 'au point 00 7. 
Le terme a est appelé le coefficient de la puissance formelle z (n) (a, ZO; z), le terme 
Zo est son centre et n est son exposant. 
L'existence et 1 'unici té de chaque puissance formelle sont examinées (et démontrées) 
dans [5]. Étalons quelques propriétés remarquables des puissances formelles. Pour la 
démonstration , on a besoin d 'un lemme qui se retrouve dans [5]. 
Lemme 2.5.7 Si une fon ction pseudo-analytique west telle que w rv a(z - zo)n 
lorsque z ---+ Zo, alors w rv na(z - zo)n-l lorsque z ---+ zo0 De plus, si w = 0 (Izln) 
lorsque z ---+ 00, alors w = 0 (I zln-l) lorsque z ---+ 00 . 
7. Bien que le cas n = 0 soit différencié des autres valeurs de n ici, on pourrait en fait définir 
ZeO) (a, Zo; z) de la même manière que les autres puissances et on obtiendrait toujours >"F(z) + J.LG(z) . 
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Théorème 2.5.8 (Propriétés des puissances globales) 
Soit {(Fm , Cm)}, une suite génératrice complètement normale sur D. Pour chaque 
m E Z, soit {Z~)(a, Zo; z)}~=o la suite de puissances form elles associée à la paire 
(Fm, Cm). On a, pour tout mE Z, que 
(i) Z~)(a,zo;z) l'V a(z-zo)n lorsquez--7zo; 
(ii) si ao, al E lR, alors 
(iii) d(Fm,Gm) z (n) (a z . z) - Z (n-l) ( .) dz m ,0, - n m+l a, Zo, z (où n =1= 0). 
Preuve (i) C'est immédiat , par définition de la puissance globale. 
(ii) Tout d 'abord, on sait par définition que Z~)( 1 , Zo; z) et Z~)(i, Zo; z) sont (Fm, Cm)-
pseudo-analytiques, donc la combinaison linéaire ao Z~)( 1 , Zo; z) + al Z~)(i, Zo; z) 
l'est également. Posons a = ao + ial ' On a ainsi que 
ao l' Z~)( 1 ,zo;z) al l' Z~)(i,zo;z) 
- lm + - lm 
a z-tZQ (z - zo)n a z-tZQ (z - zo)n 
ao al. 
-· 1+ -·1, 
a a 
1 . 
Finalement, puisque les fonctions z (n)( 1, Zo; z) et z (n)(i, Zo; z) n 'ont aucun zéro ailleurs 
qu'en Zo et aucun pôle ailleurs qu 'en 00, il en va de même pour la combinaison 
al Z~)( 1 , Zo; z) + a2 Z~)(i, Zo; z). On conclut donc que cette dernière satisfait tous 
les critères déterminant de manière unique la puissance Z~) (ao + ial, Zo; z) . 
(iii) Posons w(z) = d(Fm,Gm) Z~)(a,zo;z). Tout d'abord, on sait par propriété de la 
dz 
(Fm, Cm)-dérivée que west (Fm+l , Cm+l)-pseudo-analytique. Par le lemme 2.5.7, on 
peut affirmer que 
1. w(z) lm --;------'---'--:----:-
z-tZQ na(z - zo)n-l 1 , (2.25) 
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ce qui fait que w a un zéro d'ordre n-l en zoo De plus, par la deuxième partie du lemme 
2.5.7 et par la définition de Z$;:)(a, Zo; z) , w possède un pôle dont l 'ordre maximal est 
de n - 1. Il est facile de voir que puisque Z$;:)(a, Zo; z) n'a aucun pôle sur le plan 
fini, w n'aura lui non plus aucun pôle sur le plan fini 8 . Comme une fonction pseudo-
analytique sur le plan possède exactement autant de pôles que de zéros (théorème 
2.4.22), on établit non seulement que w possède exactement n - 1 pôles, tous en 00 , 
mais surtout que w possède exactement n - 1 zéros, tous en zoo Encore une fois , 
on conclut que la fonct ion w satisfait tous les critères qui caractérisent de manière 
l . l ' Z(n-l) ( ) exc USlve a pmssance m+l a, Zo; z . • 
Remarque 2.5.9 L 'hypothèse de complète normalité sur les paires génératrices est 
nécessaire simplement pour la dernière propriété. Les deux premières propriétés sont 
donc vérifiées pour n'importe quelle suite génératrice sur n. 
L'énoncé (iii) du dernier théorème pave la voie à une nouvelle caractérisation 
récursive de nos puissances formelles. 
Corollaire 2.5.10 Soit {(Fm, Cm)}, une suite génératrice complètement normale sur 
n. Les puissances formelles définies plus tôt peuvent être générées grâce à la formule 
de récursion qui suit. Pour tout m E Z, 
)'F(z) + p,C(z), où )" p, sont définies en 2.5.6; 
pour n > O. 
Preuve Soit n > O. En (Fm, Cm)-intégrant entre Zo et z de 'chaque côté de l'égalité 
(iii) du théorème 2.5.8, puis en utilisant le théorème 2.4.17, on trouve 
(2.26) 
8. Par sa définition, on remarque aisément que la dérivée généralisée, tout comme la dérivée 
classique, n' introduit aucun pôle en un point fini où il n'yen avait pas avant dérivation. 
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où cP, 'IjJ correspondent aux parties de la (Fm, Gm)-décomposition de Zt:)(a , Zo; z) . 
Par définition d'une paire complètement normale, les fonctions Fm et Gm sont 
bornées sur le plan complexe (puisque F , G sont définies partout sur C et puisque 
F( (0) = 1, G( (0) = i), Par conséquent, la fonction 
est une fonction (Fm, Gm)-pseudo-analytique bornée qui possède un zéro en z = Zo 
(car W(zo) doit être égale à la puissance nulle Zt:)(a ,zo;zo) par définition de la 
(Fm , Gm)-décomposition). 
Ceci signifie, par le théorème 2.4.20, que W( z) 0 sur C. L'équation (2.26) se 
transforme donc de manière à nous offrir la solution recherchée. • 
Voici un schéma illustrant la récursivité présentée. 
Z (3) ZP) Z~3) (3) Z3 ... 
~ d (F,G) ~ d (Fl,Gl) ~ d (F2,G2) d z d z d z 
Z (2) zi2) Z~2) (2) Z3 ... 
~ d(F,G) ~ d (hGl) ~ d (F2,G2) d z d z d z 
Z (l) Z (l ) Z~l) (1) 1 Z 3 ... 
~ d (F,G) ~ d (Fl,Gl) ~ d (F2 ,G2) d z d z d z 
Z (O) ziO) z~O) (0) Z 3 ... 
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Remarque 2.5.11 Le corollaire 2.5.10 fournit une procédure explicite pour géné-
rer les puissances form elles associées à une paire génératrice complètement normale 
(F, G) = (Fo, Go). L 'accès à cette procédure est toutefois conditionnel à la possession 
de la suite génératrice complètement normale dans laquelle (F, G) serait enchâssée. 
Cette restriction est beaucoup plus encombrante qu'il n'y paraît. En effet, il n'existe 
à l 'heure actuelle aucune technique générale permettant à coup sûr de bâtir une suite 
génératrice au milieu de laquelle une paire génératrice quelconque (F, G) serait en-
châssée. La demande supplémentaire de complète normalité ne fait qu'exacerber le 
problème. Ceci fait de la construction de suites génératrices un des principaux enjeux 
de la théorie des fonctions pseudo-analytiques. 
Au-delà d 'une simple définition, les puissances formelles constituent la généralisa-
tion directe des puissances classiques. En d'autres mots, les puissances Zt:) (a, Zo; z) 
sont aux fonctions (Fm, Gm)-pseudo-analytiques ce que les puissances a(z - zo)n sont 
aux fonctions analytiques (le lien entre les deux pouvait déjà être deviné grâce à (i)). 
Dans l'analyse complexe classique, les puissances a(z - zo)n jouent un rôle fonda-
mental pour la caractérisation des fonctions analytiques. On peut penser, par exemple, 
aux séries de Taylor ou au théorème d'approximation de Runge. Il est donc légitime de 
se demander si les puissances formelles pourraient jouer un rôle analogue pour les fonc-
tions pseudo-analytiques. Il s'avère que plusieurs résultats de cette nature existent. 
Le reste de cette section sera consacré à présenter les plus intéressants d 'entre eux. 
Séries de Taylor généralisées 
Pour pouvoir définir une généralisation des séries de Taylor pour les fonctions 
pseudo-analytiques, on a besoin des deux théorèmes suivants, prouvés dans [5]. 
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Théorème 2.5.12 La limite d'une suite uniformément convergente de fonctions 
pseudo-analytiques est pseudo-analytique. 
Théorème 2.5.13 Si la suite de fonctions pseudo-analytiques (wn)~=o converge nor-
malement vers une fonction w sur un domaine D, alors la suite (Wn)~=o converge 
normalement vers w sur D. 
Supposons, d'abord, que la série 
00 L Z~n)(an , Zo; z ) (2.27) 
n=O 
converge normalement vers une fonction w (pseudo-analytique, par le théorème 
N 
2.5.12) sur un domaine D qui contient Zo0 Posons WN = L Z~n)(an, Zo; z) . On sait 
n=O 
que WN converge normalement vers W. Par le théorème 2.5.8, on a donc 
~ d (Fo,Go) Z (n) (a z· z) 
~ don, 0, 
n=O Z 
N 
'" Z (n- l) ( ) ~ n 1 an , Zo; Z . 
n=l 
Par le théorème 2.5.B, on obtient ainsi la convergence normale suivante sur D : 
00 
W Ln zin- 1) (an, Zo; z) . 
n=l 
En reprenant itérativement ce raisonnement, on trouve la relation générale suivante 
pour kEN 
00 , 
'" n. (n-k) ( ) ~ (n _ k) ! Zk an,zo;z, 
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où la convergence en question est normale sur D. En prenant la valeur particulière 
Z = zo, on découvre 
[kJ() ~ n! (n-k) ( ) 
w Zo = f=k (n _ k)! Zk an, Zo; Zo 
k! O( ) q O! Zk an, Zo; Zo . 
ce qui nous donne la relation 
(2.28) 
Définition 2.5.14 On appelle série de Taylor génémlisée de w autour de Zo 
la série (2.27), avec les coefficients an définis par (2.28). 
Quelques résultats de complétude 
Cette sous-section présente certains résultats de complétude pour les puissances 
formelles. Les preuves, épargnées ici, peuvent cependant être trouvées dans [5] ou dans 
[6]. 
Remarquons, comme première relation élémentaire, que la série de Taylor d'une 
9. La puissance Zkn- k) (an, zo; zo) est une intégrale de Zo à Zo (donc nulle) à moins que l'exposant 
n - k soit O. 
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fonction représente toujours cette fonction lorsque l'on tend vers zo, c'est-à-dire que 
N (w[nl ) 
w(z ) - ~ Z6n ) ---;!' Zo; z = O(l z - zoln+l) lorsque z -+ Zo . (2.29) 
Théorème 2.5.15 Soit w, une fonction pseudo-analytique définie pour Iz - zol < R. 
00 (w[nl ) Alors, la série ~ Z6n) ---;!' Zo; z converge normalement pour Iz - zo l < GR, où 8 
est une constante positive qui dépend uniquement de la suite génératrice. 
Le prochain résultat présenté est un analogue du théorème de Runge de l'analyse 
classique. 
Théorème 2.5.16 (Runge pseudo-analytique) Soit un domaine simplement 
connexe O. Alors, pour toute fonction pseudo-analytique w sur 0 , il existe une suite 
de polynômes formels (combinaisons linéaires de puissances form elles) qui converge 
normalement vers f sur O. 
Remarque 2.5.17 En utilisant la propriété (ii) du théorème 2. 5.8, on est en 
mesure de développer davantage le théorème précédent jusqu 'à en conclure que 
{Z6n)(1 ,zo; z) ; Z6n) (i ,zo; z)}~=o est complet pour l'espace des fon ction pseudo-
analytiques sur O. 
Puissances formelles locales 
Supposons maintenant que l'on possède une suite génératrice quelconque sur un 
domaine quelconque (possiblement borné) O. Alors la relation (2.26) peut toujours 
être utilisée ! 
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Définition 2.5.18 Soit {(Fm , Cm)}~=-oo' une suite génératrice quelconque sur le 
domaine D. On appelle puissances formelles locales associées à (F, C) , toujours 
notées Z (n) (a , zo; z ), les fonctions définies selon la formule récursive suivante. Pour 
n = 0, on a 
Z (O)( a, zo; z) )"F(z) + J-LC( z) , 
où )., et J-L sont les uniques nombres réels tels que )"F(zo) + J-LC( zo) = a. Pour n #- 0, 
on a 
Z (n) ( .) - l z Z (n- l)( ')d m a, Zo, z - n m+l a, Zo, Z (Fm,Gm), 
zo 
(2.30) 
Étalons quelques propriétés remarquables des puissances formelles locales. 
Théorème 2.5.19 (Propriétés des puissances locales) 
Soit { (Fm , Cm)}, une suite génératrice sur D. Alors, pour tout n E N et pour tout 
mE Z, on a que 
(i) Z~)(a , zo; z) est une fon ction (Fm , Cm)-pseudo-analytique ; 
(ii) Vao , al E IR Z~) (ao + ial, zo; z ) = ao Z~) (l , zo; z ) + al Z~) (i , zo; z ); 
( ,j,j,j) d(Fm,Gm) z (n) ( .) _ Z(n- l)( .) """ dz m a, Zo, z - n m+l a, Zo, z . 
(iv) Z~)(a , zo; z ) l'V a(z - zo)n lorsque z ---+ Zo . 
Les puissances locales, non soumises aux mêmes exigences restrictives que les puis-
sances globales, présentent un intérêt moindre. Cette réalité est bien visible par les 
résultats de complétude, qui se font plus rares 10 . Que peut-on obtenir à partir des 
puissances locales? Notons d 'abord que la relation asymptotique (2.29) reste valide 
pour les puissances locales. On est aussi en mesure de grappiller le théorème suivant, 
tiré de [7J, qui fait appel aux suites génératrices périodiques. 
10. À la section 4 du mémoire, on discute d 'un lien possible entre les deux types de puissances, 
permettant d 'adapter certains résultats seulement à partir de puissances locales. 
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Définition 2.5.20 Une suite génératrice {(Fm , Cm)} est dite périodique s'il existe 
un entier positif r tel que pour tout m E Z, la paire (Fm +r , C m +r ) possède les mêmes 
coefficients caractéristiques que la paire (Fm, Cm) 
Théorème 2.5.21 Soit une fon ction w pseudo-analytique dans un domaine n. Si les 
puissances form elles locales utilisées ont été construites à partir d'une suite génératrice 
périodique, alors la série de Taylor généralisée engendrée converge dans un certain 
voisinage de son centre. 
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3.1 Introduction 
Supersymmetric quantum mechanics (SUSY QM) [8, 9] provides an interesting 
framework to investigate the problem of spectral equivalence of Hamiltonians, which, 
historically, has been constructed as a factorization method in quantum mechanics 
[10] and as Darboux transformations in mathematical physics [11, 2, 12]. The SUSY 
QM systems with an arbitrary (d > 1) dimensionality of space were constructed 
and investigated in and, in the last ten years, more attention has been given in the 
literature to the study of multidimensional - especially two-dimensional - problems 
in SUSY QM [ 1:.~, 14, 15]. Such multidimensional models contain matrix potentials 
[Hi] which are not particularly exotic in quantum mechanics. For instance, the two-
dimensional generalization of SUSY QM considered in this paper was successfully 
used by Ioffe et al. to describe the spectrum of the Pauli operator describing spin 1/2 
fermion in the external electrostatic and magnetic field [17, 18, 19]. 
On the other hand, theory of pseudoanalytic functions [5, 20, 21, 22, 2:3] is one of 
the classical branches of complex analysis extending the concepts and ideas from ana-
lytic function theory onto a much more general situation and involving linear elliptic 
equations and systems with variables coefficients. Its development in forties-fifties of 
the last century was fast and deep and historically represented an important impulse 
to the progress in the general theory of elliptic systems. Nevertheless the important 
obstacles for a further development of pseudoanalytic function the ory were its limited 
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practical applications together with the fact that many important results remained in 
the level of existence without a possibility to make them really applicable for solving 
problems of mathematical physics. Recent progress in pseudoanalytic function theory 
reported in [6J shows its deep relation to the stationary Schrodinger equation and 
more general linear second order elliptic equations and includes new results which 
allow one to make the basic objects of the theory and their applications fully explicit. 
Among other results it is worth mentioning the possibility to obtain complete systems 
of solutions to second order elliptic equations with variable coefficients and their use 
for solving related boundary and eigenvalue problems. 
3.2 Pseudoanalytic function theory 
This section is based on sorne results presented in [5, 20, 6J. Let D be a domain in 
JR2. Throughout the whole paper we suppose that D is a simply connected domain and 
. . . 1(8 .8) 1(8 .8) 
use the usual notatlOns z = X+1Y, Z = X-1Y, 8z = 2 8x -1 8y and Oz = 2 8x +1 8y . 
D efinit ion 3.2.1 A pair of complex functions F and G possessing in D partial deri-
vatives with respect to the real variables x and y is said to be a generating pair if it 
satisfies the inequality 
Im(FG) =1= 0 in D. (3.1) 
The inequality UU) means that F and Gare independent in the sense that any 
complex-valued function W defined in D can be uniquely expressed in the form 
W = <fyF + 'ljJG, Vz E D, 
where <fy and 'ljJ are two real-valued functions of the variables x and y. In other words, 
the pair (F, G) generalizes the pair (1, i) corresponding to the usual complex analytic 
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function theory. Sometimes it is convenient to associate with the function W the 
function w = cp + i'lj; . The correspondence between W and w is one-to-one. 
Definition 3.2.2 Let (F, C) be a generating pair in 0 and the function W = cpF+ 'Ij;C 
be defined in a neighborhood of Zo E O. We say that the function W possesses the 
° (F, C)-derivative W at Zo if the (finite) limit 
Wo ( ) - d(F,G) W 1 _ l' W( z ) - cp(zo) F( z) - 'Ij;(zo)C(z ) Zo - - lm -----------
dz z=zo Z-+ZO Z - Zo 
exists, where . cp (zo) and 'Ij; (zo) are the unique real constants su ch that W(zo) 
cp(zo)F(zo) + 'Ij;(zo)C(zo). 
Theorem 3.2.3 [5} Let (F, C) be a generating pair in some open domain 0 and 
° W E C1(0). The (F, C)-derivative W exists and has the form 
(3.2) 
if and only if 
8zW = aW +bW, (3.3) 
where a, b, A and B are called the characteristic coefficients associated with the pair 
(F, C) in 0, defin ed by the formulas 
F8zC - G8zF 
a = a(F,G) = - FC _ FC ' 
F8zC - C8zF 
b = b(F,G) = FC _ FC 
Notice that FC - FC = -2i lm(FC) -1- 0 from ( ~3.1) . 
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Equation (:_L~), generalizing the Cauchy-Riemann system, is called the Ve-
o 
kua equation. A function such that W exists everywhere on 0 is called (F, C)-
pseudoanalytic function. 
Remark 3.2.4 We notice that the Vekua equation (3.3) can be rewritten in the form 
<PzF + '/jJzC = O. Also, the functions F and C are (F, C)-pseudoanalytic functions 
o 0 
where F - 0 - C. 
Definition 3.2.5 Let (F, C) and (FI, Cl) - be two generating pairs in O. (FI, Cl) is 
called successor of (F, C) and (F, C) is ca lied predecessor of (FI, Cl) if 
and (3.4) 
This definition arises naturally in relation to the notion of the (F, C)-derivative due 
to the following fact. 
Theorem 3.2.6 Let W be an (F, C)-pseudoanalytic function and let (FI, Cd be a 
o 
successor of (F, C). Then W is an (FI, CI)-pseudoanalytic function, i.e. 
o 0 0 0 0 
8zW = a(H,cl)W + b(F1,GIl W , a(F,G)W - B (F,G)W, 
This pro cess of construction of new Vekua equations associated with the previous ones 
via relations (3.'1) can be continued and we arrive at the following definition. 
Definition 3.2.7 A sequence of generating pairs {(Fm , Cm)}, for mE Z, is ca lied a 
generating sequence if (Fm+l, Cm+l ) is a successor of (Fm, Cm). If (Fo, Co) = (F, C), 
we say that (F,C) is embedded in {(Fm ,Cm)} . 
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We say that two generating pairs, (F, G) and (F, G) are called equivalent if F = 
al1F+a12G and G = a21F+a22G, the ajk being real constants. A generating sequence 
{(Fm , Gm)} is said to have period f1 > 0 if (Fm+J.L' Gm+J.L) is equivalent to (Fm, Gm), 
that is their characteristic coefficients coincide. 
Let W be an (F, G)-pseudoanalytic function. Using a generating sequence in which 
(F, G) is embedded we can define the higher derivatives of W by the recursion formula 
W[O]=W' , 
d w[m] 
w[m+1] = (Fm,Gm ) m E Z~o. 
dz 
Let (F, G) be a generating pair in O. Its adjoint generating pair (F, G)* = (F*, G*) is 
defined by the following formulas 
F* 2F 
=-FG-FG' 
G* = 2G 
FG-FG 
The (F, G)-integral is then given by 
1r Wd(F,G)Z = F(Zl) Re 1r G*Wdz + G(zd Re 1r F*Wdz, (3.5) 
where r is a rectifiable curve leading from Zo to Zl' 
If W = <pF + 'ljJG is an (F, G)-pseudoanalytic function where <p and 'IjJ are real 
valued functions then 
lz Wd(F,G)Z = W(z) - <p(zo)F(z) - 'IjJ(zo)G(z). ZO 
o 
This integral is path-independent and represents the (F, G)-antiderivative of W. 
Definition :3.2.7 of generating s~quence is the main ingredient for obtaining the 
explicit form of formaI powers for a certain Vekua equation. Briefly speaking, formaI 
powers are solutions of a Vekua equation (3.:3) generalizing the usual analytic powers 
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{ (z - zo)n } ~=o in the sense that locally wh en z ----+ Zo they behave asymptotically like 
the usual powers and under sorne additional condit ions on the coefficients a(F,G) and 
b(F,G) they form a complete system in the space of all solutions of the Vekua equation 
in the same sense as the analytic powers {( z - zo)n } ~=o form a complete system in 
the space of analytic functions. 
Definition 3.2.8 The formal power Z~)(a, Zo; z) with center at Zo E D, coefficient a 
and exponent 0 is defined as the linear combination of the generators Fm, Cm with 
real constant coefficients ,x , p, chosen so that 'xFm(zo) + p,Cm(zo ) = a. The formal 
powers with exponents n E Z>o are defined by the recursion formula 
(3.6) 
The following properties can be derived from this last definition. 
1. Z>;:)(a, Zo; z) is an (Fm, Cm)-pseudoanalytic function of z. 
2. If al and a2 are two real constants, t hen Z>;: )(al +ia2, ZO;Z) = aIZ>;:) (1, Zo; z) + 
Z (n)( . ) a2 m l , Zo; Z . 
3. The formaI powers satisfy the differential relations 
4. The asymptotic formulas 
lim Z>;:)(a, Zo; z) = a(z - zot, 
z-tzo 
hold. 
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It follows from (:L6) that once the generating sequence {(Fm , Gm)} is known, the 
formaI powers Zt:)(a, Zo; z), nE Z>o, can be obtained by successive integratio:[fs. The 
scheme of the (Fm, Gm)-derivatives is the following : 
Z (2) zi2) Z~2) Z (2) 3 
d(F,G) d(F1,GIl d(hG2) 
\" dz \" dz \" dz 
Z(1 ) ZP ) Z~l) Z (l) 3 .. . 
d (F,G) d(hGIl d (F2,G2) 
\" dz \" dz \" dz 
Z (O) Z (O) 
1 Z~O) Z~O) ... 
D efinition 3 .2.9 Let W( z) be a given (F, G)-pseudoanalytic function defined for 
small values of Iz - zol. The series 
00 L Z(n)(an, Zo; z) 
n=O 




is called the Taylor series of W( z) at Zo, form ed with formal powers. 
D efinition 3.2 .10 A generating pair (F, G) is a called complete if these functions 
are defined and satisfy the Holder condition for all finite values of z, the limits F( 00) 
and G(oo) exist, Im(F(oo)G(oo)) > 0 and the functions F(l/ z), G(l/z) also satisfy 
the Holder condition. A complete generating pair is called normalized if F( 00) = 1 
and G(oo) = i. 
For now on we assume that (F, G) is a complete normalized generating pair. Then 
the following completeness results were obtained. (Following [5], we shall say that a 
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sequence of functions f n converges normally in a domain D if it converges uniformly 
on every bounded closed subdomain of D.) 
Theorem 3.2.11 (Expansion theorem [7]) Let W be an (F, G)-pseuioanalytic 
fun ction defined for Iz - zol < R. Then it admits a unique expansion of the form 
00 
W(z) = L z (n)(an, Zo; z) which converges normally for Iz - zo l < BR, where B is a 
n=O 
positive constant depending on the generating sequence. 
Theorem 3.2.12 (Runge's approximation [7]) A pseudoanalytic function defi-
ned in a simply connected domain can be approached by a normally convergent se-
quence of formal polynomials (linear combinations of formal powers with positive ex-
ponents) . 
3.3 Two-dimensional SUSY QM 
In [9J Witten proposed the convention al one-dimensional SUSY QM characterized 
by the simplest realization of the supersymmetric algebra 
where {A , B} = AB + BA and [A , BJ = AB - BA. The operator Ji is the superha-
miltonian represented by the diagonal matrix diag(H(O), H (l)), with H (O) = q+q- = 
d 
-82 + V (O), H (1) = q- q+ = -82 + V(1 ), q± = =f8 + 8X and 8 _ - . The su-
dx 
percharge operators Q± are off diagonal matrices with elements q±. The function X 
called t he superpotential is a smooth function defined via the zero-energy wave func-
tion 'l/Jo - exp( -X) of the Schr6dinger equation H (O), i.e. H (O)'l/Jo = 0 (possibly after an 
appropriate choice of the origin for the energy scale). The (anti)commutation relations 
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of SUSY algebra (:3.7) mean, respectively, factorization of Hamiltonians, intertwining 
of H(i) with q± and nilpotent structure of supercharges. 
Let us now consider the two-dimensional case where for convenience we use the 
notations (x, y) = (Xl, X2), a/ax al and a/ay = a2 . The direct generalization of 
SUSY QM [24, 25, 2] satisfies the conventional Witten's SUSY algebra (3.7). The 4 x 4 
superhamiltonian is realized by the block diagonal matrix 
H(O) 0 0 
fI= 0 H(l) 0 t] 
0 0 H(2) 
with the supercharges operators 
0 0 0 0 0 qt qi 0 
Q+= ql 0 0 0 Q- = (Q+)t = 0 0 0 Pl and 
qi 0 0 0 0 0 0 pi 
0 pt pt 0 0 0 0 0 
where 
i,j E {l, 2}. (3.8) 
Here X E C 2 (D, IR) is a real-valued function of the variables x = (Xl, X2) and Eik is the 
fundamental antisymmetrical tensor. In particular, we observe that (Q±)2 = 0 from 
(3.7) imply that 
2 
and Lqtp-,; = o. (3.9) 
k=l 
Moreover, a direct calculation from (3.8) shows that 
From the first equality {Q+, Q-} = fI in (3.7) the two scalar Schrôdinger operators 
. H(O), H(2) and the 2 x 2 matrix Schrôdinger operator Hg) are expressed in terms of 
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the components of supercharges : 
2 2 
H (O) L q: qï; = -6 + U(O) = - 6 + L (akX)2 - a~X, 
k=l k=l 
2 2 
LPt pJ; = -6 + U(2) = -6 + L (akX)2 + a~X, (3.10) 
k=l k=l 
where Oi,j is the Kronecker delta, 6 - ar+ai and the zero-energy wave functions of the 
scalar Hamiltonians H (O), H (2) are written as 'l/JbO) = e-X and 'l/Jb2) = eX', respectively. 
The quasi-factorization in (3.10) ensures that the commutation relations in (3.7) 
holds, and leads to the following intertwining relations for the components of the 
superhamiltonian H : 
2 
H (O) qt = L q: Hk~) , 
k=l 
2 
H (2) pt = L pt Hk~) , 
k=l 
2 
qi H (O) = L Hg) qJ;, 
k=l 
2 
pi H (2) = L Hi~)PJ; . 
k=l 
(3.11) 
These intertwining relations Ut Il) imply that components of the vector wave func-
t ions of the matrix Hamiltonian Hijl) are connected (up to a constant) with the wave 
functions of the scalar Hamiltonians H (O) and H (2) : 
2 2 (3.12) 
'l/J(O) (x ; E) = L q;'l/Jk1\ x ; E) , 'l/J(2) (x; E) = LPt'l/Jk1) (x ; E). 
k= l k= l 
We remark that H (O) and H (2) are not intertwined with each other and are not (in 
general) isospectral, nevertheless relations (3.12) le ad to the connections between the 
spectrum of the matrix Hamiltonian H (1) and the spectra of the two scalar ones 
H (O) H (2) 
, 
(3.13) 
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and 
(3 .14) 
Here 'equivalence' means coincidence of spectra up to zero modes of the operators 
q;, Pt. Using relations (3.12) the two-dimensional Darboux transformations [2, 12] D 
and Dt are defined by 




DtD=H , (3.17) 
Moreover, pseudo-Darboux transformations Dl and Dt can be defined as 
and (3.18) 
( 
H(l) _H(l) ) 
- - 11 12 
where D Dt = H DtD = H (1) and H (l) := . 1 1 ,1 1 (1) (1) 
-H21 H22 
3.4 Pseudoanalytic functions and SUSY QM 
Let us define first the following complex operators : 
v = Oz - OzX C, V = Oz - ozX C, 
(3.19) 
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together with the operators projecting the real and imaginary parts 
1 
p+ = 2(1 + C) , 1 P- = -(1 - C) 
2i ' 
where C represents the complex conjugate operator. Operators (:3.19) are related by 
the complex conjugate operator C as 
CV=VC and CV1 = VIC. (3.20) 
Defining now the operator P : C --+ JR2 by Pw = (P-, P+) T w, we obtain the following 
result. 
Theorem 3 .4.1 The following operator equalities hold : 
DP = 2PV, Dtp = -2PV, (3.21 ) 
for any differentiable complex-valued function in n. Moreover, the following factori-
zation are obtained 
HP -4P~V H(1) P = -4PVVl , H(l) P = -4PVV 1, (3.22) 
-4PVl V, 
for any twice differentiable complex-valued function in n. 
Proof Let w = W1 + iW2 be differentiable in n, then 
DPw (ql qt ) ( W2 ) = ( (81 + 8 l X)W2 + (-82 + 82X)Wl ) 
q:; -qt W1 (82 + 82X)W2 - (-81 + 8lX)Wl 
P[(8l - i82)(Wl + iW2) - (81 - iâ2 )X· (Wl - iW2)] 
2PVw. 
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Other equalities in (:.L21) are shown in a similar way and operator equalitles ( ~~.22) 
are the results of (;..U7) and (:L21). • 
Remark 3.4.2 We note in particular that for any real-valued function in C2 (0) we 
obtain the fa ctorizations 
H (l ) + ·H(l) - 4·VV . 11 1 12 - 1 I l , H (l) + ·H (l) - 4VV; 22 1 21 - - l, 
H (l ) + ·H ( l ) - 4·VV; . 11 1 12 - 1 Il, H ( l ) + ·H(l) - -4VV 22 1 21 - 1· 
Remark 3.4.3 Operators H and H(l ) can also be written in terms of complex ope-




Remark 3.4.4 From equation ( "J .. '2.'1) we see that potentials U(O,2) defined in (3.10) 
can be written in the form 
&R + IRI2 = ~U(O,2) 
z 4' 
where R _ -ozX for the potential U(O) and R = ozX for the potential U(2). This 
equation corresponds to the complex Riccati equation (see (6) for more details on this 
equation). 
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Let us now consider the Vekua equation VW = 0, i.e. 
8zW = 8zxW in O. (3.25) 
We caU this equation the main Vekua equation. A generating pair for equation 
(:~ . 25 ) is given by 
(3.26) 
such that a(F,G) = A(F,G) = 0, b(F,G) = 8zx and B(F,G) = ozX· In this case, we note 
that from (3.2) the (F, G)-derivative is given by 
where second and last equalities come, respectively, from (3.:2) and (3.20). Also from 
(3.3) and (3.4) we observe that for any given suc cess or (FI, GI) of the pair (F, G) the 
(FI , GI)-pseudoanalytic functions satisfy Vekua equation 
o 
where, in particular from theorem :3 .2.6, we have VI W = 0 when W satisfies the main 
Vekua equation UL 25). 
Theorem 3.4.5 Let W E C3 (0) be a solution of the main Vekua equation (3.25). 
o 
Then 'li = PW and <P = PW are real-valued wave function solutions in the kernel of 
H and H (I) , respectively. 
o 
Proof Since W satisfies the main Vekua equation VW = 0 we know that W 
o 0 
exists and is given by W = VW. Moreover, we have that VI W = 0 such that 
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where the last equality comes from UL22). AIso, using again (3. 22) we easily find that 
o 0 
H(1 )PW = -4PVVI W = O. 
• 
This theorem can be summarized in the following commutative diagram : 
W E ker V ~ 'li = (lm W, Re W) T E ker H 
(3.27) 
o o 0 
W E kerVI <P = (lm W , Re W) T E ker H(1) . 
Note that the operator Oz applied to a real-valued function cp can be regarded as 
a kind of gradient, and if we know that Ozcp = <P in a whole complex plane or in a 
convex domain, where <P = <Pl + i<P2 is a given complex valued function such that its 
real part <Pl and imaginary part <P2 satisfy the equation 
(3.28) 
then we can reconstruct cp up to an arbitrary real constant c in the following way 
(3.29) 
where (a, b) is an arbitrary fixed point in the domain of interest. Note that this formula 
can be easily extended to any sim ply connected domain by considering the integral 
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along an arbitrary rectifiable curve r leading from (a , b) to (x, y) 
By A we denote this integral operator : 
Thus if <P satisfies Ut28 ), there exists a family of real valued functions cp such that 
8zcp = <P , given by the formula cp = A[<p]. 
In a similar way we introduce the integral operator 
corresponding to the operator Oz and applied to complex functions who se real and 
imaginary parts satisfy the condition 
Theorem 3.4.6 (26) Let W1 E ker H (2) in a simply connected domain st. Then the 
real valued fun ction W 2 E ker H (O) such that W = W1 + iW2 is a solution of (3.25), is 
constructed according to the formula 
(3.30) 
Given a function W 2 E ker H (O), the corresponding function W1 E ker H (2) su ch 
that W = W1 + iW2 is a solution of (.'J.25), is constructed as follows 
(3.31 ) 
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Remark 3.4.7 Note that when X 0 equations (3.30) and (8.81) are the well-known 
formulas in complex analysis for constructing conjugate harmonie functions. 
The following statements are direct corollaries of theorems 3.4.5, 3.4.6 and of the 
convergence theorems 3.2.11 and 3.2.12 from Bers [5, 7]. We suppose that st is a 
bounded simply connected domain where the generating pair (3.26) is complete and 
normalized. 
Theorem 3.4.8 Any real-valued continuously differentiable wave function 
'li = ('ljJ(0) , 'ljJ(2) ) T E ker H defined for 1 z - Zo 1 < R admits a unique expansion of the 
form 
( 
a~O) ) = ( W(O)(zo) ) 
a~2) W (2) (zo) 
where W(O) = f (O) + i'ljJ(O) 7 f(O) 
f (2) = e-XA[ie2X8z(e-x'ljJ(2))]. 
and 
Expansion (8.82) converges normally for Iz - zo l < R. 
(3.32) 
'ljJ(2) + if(2) 7 
Proof Let us first consider the component 'ljJ(0) of w. From a continuously differen-
t iable function 'ljJ(0) in the kernel of H (O) we construct a continuously differentiable 
solution W (O) = f(O) + i'ljJ(O) of the Vekua equation (3.2:5), where f (O) is given accor-
ding to equation (:LH) of theorem ~~.4.6. Then from the expansion theorem ~3. 2.11 
00 
we obtain W(O) = L z(n) (a~O), Zo; z) and first component of the vector in equation 
n=O (:3. :32) follows directly. Note that in theorem :3.2. 11 we have () = 1 for the complete 
and normalized generating pair C3.26) of the considered domain st (see [7] for details). 
The second component 'ljJ(2) of 'li is calculated in a similar way. • 
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Theorem 3.4.9 In a bounded simply connected domain 0 su ch that X E C1(0) the 




represent complete systems of solutions for the continuously differentiable fun ctions 
of the kernels of H (O) and H(1 ), respectively. 
Remark 3.4.10 This theorem means that any continuously differentiable element in 
the kernel of H (O) (H(1 )) can be represented by a normally convergent sequence of 
formal polynomials form ed by imaginary (real) parts of the functions z (n)( l , Zo; z) 
and z(n)(i, Zo; z) in any bounded simply connected domain O. 
Proof Due to property 2 of formaI powers we have that for any coefficient a E te 
the formaI power z (n) (a , Zo; z ) can be expressed through z (n) (l , Zo; z ) and z (n)( i, Zo; z). 
Then due to theorem :3.2.12 any continuously differentiable solution W of (3.25) can be 
approached by a normally convergent sequence of linear combinations of z (n)(l , Zo; z) 
and z (n)(i, Zo; z). lndeed, from theorem :3..1.6 every continuously different iable func-
tion in the kernel of H (O) ( H (1)) is the imaginary (real) part of sorne continuously 
differentiable solution of (:3.25), we can therefore conclude that every continuously 
differentiable function in the kernel of H (O) (H(1 )) can be approached by a normally 
convergent sequence of linear combinations of imaginary (real) parts of z (n) (l , Zo; z) 
and z(n)(i, Zo; z) . • 
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3.5 Separation of variables and transmutation 
operators 
In pseudoanalytic function theory an important problem is to find the generating 
sequence (3.2.7) such that a generating pair (F, G) of a given Vekua equation is 
embedded and then use this gererating sequence to explicitly construct formaI powers 
(3.2,8) of the Vekua equation. For Vekua equations in the form of the main Vekua 
equation (:3.25) sorne results have been achieved by Bers [5] and, more recently, by 
Kravchenko [6]. In what follows we present sorne of these results. 
Let us first introduce orthogonal coordinate systems in a plane defined (see [27]) 
from Cartesian coordinates x , y by means of the relation 
u+iv = <I>, 
where <I> = <I>(x + iy) is an arbitrary complex analytic function, u = u(x, y) and 
v = v(x, y). Quite often a transition to more general coordinates is used 
ç=ç(u) and TJ=TJ(v). 
Example 1 Polar coordinates can be defined as 
u + iv = ln(x + iy), u = ln JX2 + y2, 
More frequenly polar coordinates are introduced as 
y 
v = arctan-. 
x 
y 
cp = v = arctan - . 
x 
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We can also define parabolic coordinates as 
U+iV=V2(X+iy), u=.Jr+x, v=.Jr-x. 
Usually the following new coordinates are introduced : 
Other orthogonal coordinate systems (elliptic, bipolar) can be introduced in a si-
milar way (see [6, 27]). 
Theorem 3.5.1 [6, 28] Let F = eX and C = ie- X where X = XI(U) + X2(V) , Xl, X2 
are arbitrary differentiable real-valued functions, <l> = u + iv is an analytic function of 
the variable z = Xl + iX2 in n such that âz<l> is bounded and has no zeros in n. Then 
the generating pair (F, C) is embedded in {(Fm , Cm)} , a generating sequence in n 
given by 
for all mE Z. 
(( âz<l> )meX1 +X2, (âz<l> )mie- (Xl +X2) ) , 
(( âz<l> )me- XI +X2, (âz<l> )mieX1-X2 ) , 
m even, 
m odd, 
This theorem opens the way for explicit construction of formaI powers correspon-
ding to the main Vekua equation (:3.25) when X is separable in terms of orthogonal 
coordinates u(x, y) and v(x, y) in the plane. 
For the Cartesian coordinates Bers obtained elegant explicit formulas for the for-
maI powers [5]. In this case the separable form of X = Xl (x) + X2 (y) allows us to 
write down a generating pair (F, C) = (eX1 +X2 , ie-(Xl+X2)) as well as the generating 
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sequence of period two (except when Xl(X) 0, then the period is one) embedding 
this generating pair 
(3.35) 
For simplicity we assume that Xl(O) = X2(0) = O. In this case the formaI powers are 




x (n)(x) = nI x (n- l )(S) exp [(-lt2Xl(S)] ds , (3.37) 
Xo 
x 
x (n) (x) = nI x (n- l )(S) exp [(-1)n+l2Xl(S)] ds , (3.38) 
Xo 
y 
y (n) (y) = nI y (n- l ) (s) exp [( -lt2X2(s)] ds , (3.39) 
Yo 
y 
y (n) (y) = n l y(n-l)(S) exp [(-lt+12X2(S)] ds , (3.40) 
Yo 
where Zo = (xo, Yo) is an arbitrary fixed point in O. Then for a = al + ia2 we have 
where 
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We introduce the infinite systems of functions ! ex,(x)X(k) (x), k odd _ ! e-x'(x) X (k) (x), k odd 
<Pk(X) = <Pk(X) = (3.42) 
eX1(x) X (k)(X), k even e-x1 (x) X (k)(x), k even 
and ! ex,(y)y(k) (y), k odd _ ! e - X'(YIY(k) (y), k odd 
'l/Jk (Y) = 'l/Jk(Y) = (3.43) 
eX2 (y)y(k) (y), k even e-x2 (y)y(k) (y), k even, 
where k E Z~o. 
Example 2 Consider the case when the superpotential is identically zero, i.e. X - o. 
Then it is easy to see that we have <Pk(X) = 'h(x ) = (x - xo)k and 'l/Jk (Y) = {;k (Y) = 
(y - YO)k for k E Z~o · 
Using property 2, following definition 3.2.8, every formaI power z (n) (a, zo; z) can 
be expressed in terms of a linear combination of the formaI powers z (n)( l, zo; z) and 
z(n)(i , zo; z ) which can be explicitly written in terms of the infinite systems offunctions 
( ~5.42 ) and ( ~).4 :-~) as 
and, for n > 0, 
Z (n)( l ,zO;z) = 
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z (n) (i, ZO; z) = 
The (F, G)-derivative of formaI powers z (n) (a, Zo; z) can be obtained using theo-
o(n) __ 
rem :L2 . :~, i.e. Z (a, zo; z) = 8z z (n) (a, zo; z) - (8z X)z(n)(a,zo;z). However, it is more 
efficient to remark that 
o (n) d (FG) () (n 1) Z (a z . z) = -'-Z n (a z . z) = nZ - (a z . z) 
, 0 , dz ' 0 , 1 , 0, 
is an (FI, Gl)-pseudoanalytic functions satisfying the Vekua equation U~·25 ) for X = 
-Xl + X2 from the generating pairs (3.:35). Then formaI powers zin\a, zo; z) can be 
constructed by considering transformations 
and ± X2 ~ ±X2 (X2 invariant) 
in the formaI powers z(n)(a, zo; z). These transformations imply that 
such that 
Chapitre 3. Article intégral 
and for n > 0 we have 
(n) . _ I 0 (n+l) . 
where Zl (a , Zo, z ) - --Z (a , Zo, z ). 
n+1 
68 
In [29] it was shown that if the functions Xj E C2(-aj,aj) n CI[-aj,aj] are such 
that Xj(O) = 0 and Xj is bounded on [-aj , aj], where j E {1 , 2} , there exist the 
transmutation operators Tl, T2 defined as follows 
Tj[j(Xj)] = f(xj) + iX~ . K j(xj, t; hj ) . f(t)dt , 
J 
j E {l, 2}, 
and the function Kj(xj , t) is the unique solution of the Goursat problem [30, 31, ;32] 
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Moreover, Tl and T2 satisfy the relations 
(3.48) 
Another pair of transmutations 1\ and T2 is constructed, one of the representations 
of which can be given by the equalit ies 
j E {l, 2}. 
These operators satisfy the equalities 
and (3.49) 
- -The operators Tl and T2 admit the representations as Volterra integral operators 
Tj[J(Xj)] = f(xj) + J:~ K j(xj , t; -hj) . f(t)dt, 
J 
Corollary 3.5.2 (JI) The following four operator equalities hold on Cl[-aj, aj]-
functions of the respective variable 
(3.50) 
for j E {l, 2}. 
The integral cQunterpart of this corollary can be considered. lndeed, by applying the 
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operator equality (3.50) on the antiderivative Fj = J f( XI' X2) dXj for j E {1 , 2} and 





for any continuous real-valued function f on [-aj , aj] for the variable Xj. 
We introduce the following operators 
and 
From now on let st c R = [-al , al] x [-a2 , a2] be a simply connected domain such 
that together with any point (x, y) belonging to st the rectangle with the vertices 
(x, y), (-x, y), (x, -y) and (-x, -y) also belongs to st. In such a domain application 
of operators T 0 and T l is meaningful. 
Theorem 3.5 .3 For any Zo, Z E st and a = al + ia2 E Z the following equalities hold 
where 
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for z (n)(l ,zo; z), z (n)(i ,zo; z), Z~n) (l ,zo ;z ) and Z~n) (i ,zo; z) given, respectively, by 
equations (3·44), (8·45), (3.46) and (.'3.47). 
Proof U sing the binomial theorem for z = x + iy and fixed Zo = Xo + iyo we have 
that for n > 0 
Applying the operator T o on azn we find 
Then using properties (3.48) and (3.49), along with results (:3.44) and (3.45), we obtain 
the desired result. The proof is similar for the operator T l' • 
Theorem 3.5.4 For any complex-valued continuously differentiable function w defi-
ned in n the following operator equalities hold : 
(3.53) 
d(F,G) T - T a dz 0 - 1 z, (3.54) 
Proof For w = W1 + iW2, where W1, W2 being real-valued continuously differentiable 
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function defined in D, let us consider the first equality in (3.5 ~{ ) 
Td8zw] = ~ ('i\T2P+ + iTlT2P-) ((81 Wl - 82W2) + i(8l W2 + 82Wl)) 
~(TlT28lWl - TlT282w2 + iTlT28lw2 + iTlT282wl) 
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where, in the last equality, we use the fact that transmutations Tl , Tl act only on 
variable x (T2, 1'2 act on variable y). Last equation is now written such that we can 
use corollary :3.5.2. We find 
+ieX2T182e-X2T2Wl) 
~(eX18le-Xl TlT2Wl - e-x282ex2TlT2w2 + ie-x1 8leXlTlT2w2 
+ieX282e-x2 TlT2Wl) 
~[(8lTlT2Wl - 82TlT2w2) + i(8lTlT2w2 + 82TlT2Wl)] 
1 - -
-2(8l Xl + i82X2) (TlT2Wl - iTlT2W2) 
8zT a[w] - 8zXT a[w]. 
Other equalities in (a.53), (3.54) can be shown in a similar way. • 
From equalities ( ~~ . 5J), we observe that operator T a maps complex analytic func-
tion into (eX1 +X2 , ie-(Xl+X2))-pseudoanalytic function , i.e. into solutions of the Vekua 
equation UL25). In the same way, operator T l maps complex analytic function into 
(e- X1 +X2, ieXI - X2 )-pseudoanalytic function, i.e. into solution of the Vekua equation 
~w=o. 
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The integral counterpart of theorem ~3 .5 .4 is given in the following. 
Theorem 3 .5.5 For any continuous complex-valued function w defined in D the fol-
lowing equalities hold : 
(3.55) 
(3.56) 
where r is a rectifiable curve in D. 
P roof Let us consider equation (3. 55) with W = WI + iW2 and ( = ç + ir}. We have 
(FI, Gd = (e-Xl+X2,ieXl-X2) and (F{,Gt) = (_ie-Xl+X2,eXl-X2) such that from U~·5 ) 
e - X1 (X)+X2(Y) Re fr eXI - X2 T o[w]d( 
+ ieX1 (x)-X2(Y) lm fr e-Xl+X2 T o[w]d(, 
where r is a rectifiable curve leading from Zo to z = x + iy in D. We obtain 
fr T o[w] d(hGl)( e-X1 (X)+X2(Y) fr e X1 - X2 (TIT 2w I dç - Tâi 2W 2d "l) 
+ ieX1 (x)-X2(Y) fr e-Xl+X2(TlT2Wld"l+TlT2W2dç). 
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Now sinee operators Tl , T2 commute, as well as i\, T2, we find 
1r To[w] d(hGI)( = e-XI (X)+X2(Y) 1r ( e-X2T2eXITIWldÇ" - eXITle-X2T2W2dTJ) 
+ieXI (x)-X2(Y) 1r ( e-XI TleX2 T2WldTJ + eX2T2e-XI TIW2dÇ") 
e-X1 (X)+X2(Y) ( e-x2 T21r eXITI WI dÇ" - eXI TI 1r e-X2 T2W2dTJ) 
+ieX1 (x)-X2(Y) ( e-x1 TI 1r eX2T2wl dTJ + eX2 T21r e-XI TIW2dÇ") 
e-XI (X)+X2(Y) ( e-X2T2eXITI 1r WI dÇ" - eXITI e-X2T2 1r W2 dTJ) 
+ieXI (x)-X2(Y) ( e-xITleX2T2 1r wldTJ + eX2T2e-XI TI 1r W2dÇ") , 
where relations (:J.51), UL52) have been used in the last equality. Renee we obtain 
The other relation ( ~3.56 ) is shown in a similar way. • 
Theorems ~3.5.4, :3.5.5 and :L4 .. } can be summarized up in the following commu-
tative diagrams. Let W be a continuously differentiable complex-valued function in n 
and X separable, i.e. X = XI(X) + X2(Y) : 
Tdw] Tl f---=--- W T a) To[w] 
VI t 8zt tV 
T o[8zw] ?a éJ.iw T l -=+ Td8zw]. 
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Moreover, when w is analytic in 0 we obtain the following results : 
PT o[] wd(] E ker H p T o[] wd(] ~ ] wd( ~ T I[] Wd(] p PT I [ ] wd(] E ker H (l) ~ -----+ 
J-~D (F,G)- ] t ] t t (FI,Gd- ] 1 J- -Dl 2 2 
PTdw] E ker H (l) p T I[w] ~ ~ T o[w] p PTo [w] E ker H ~ w -----+ 
1 d(F1 ,Gll J- âz J- J- d(F,G) J-~D J- - Dl 2 dz dz 2 
PTo[âzw] E ker H p T o[âzw] ~ âzw ~ T l [âzW] p PTdâzw] E ker H (l), ~ -----+ 
where D , Dl are the Darboux and pseudo-Darboux transformations defined by (:3.15) 
and (:3.18), respectively. 
Corollary 3.5.6 For any complex-valued function in C2(0) the following operator 
equalities hold : 
HPTo = -PTo~ and 
Proof Using C~.22), ( ~L5;3) and ( ~3.54) we find 
The other relation is obtained in a similar way. • 
3.6 Conclusion 
Relations between Vekua and Bers derivatives operators were obtained in terms 
of two-dimensional Darboux and pseudo-Darboux transformations. These relations 
enable us to factorize hamiltonians H (O) and H (1) of the superhamiltonian H conside-
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red in this work in terms of one Vekua operator and one Bers derivative operator. An 
infinite system of solutions of the ground state for the two-dimensional SUSY QM sys-
tem was given in terms of the formaI powers. Under certain additional assumptions, 
completeness results for the system of formaI powers, analogous to the expansion 
theorem and Runge's approximation theorem from classical analysis, were establi-
shed. For the specifie case where the superpotential is separable, formaI powers were 
explicitly constructed. That specifie case allowed us to use transmutation operators 
to transform complex analytic powers to the constructed formaI powers. Moreover, we 
have shown how transmutation operators are related to Vekua, Bers derivative, Bers 
integral operators and hamiltonian components of the superhamiltonian. 
Our approach can also be applied to the two-dimensional SUSY QM system consi-
dered in this work with the superpotential X being a complex function, though in this 
case complex numbers become insufficient , and one should consider the bicomplex 
pseudoanalytic function theory [33]. 
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Chapitre 4 
Discussion sur l'article 
Maintenant que l'article a été proprement introduit, on discutera de quelques élé-
ments qui y sont rattachés. La prochaine section est divisée en trois parties, organisées 
selon une chronologie naturelle. Tout d'abord sera présenté un bilan de la littérature 
pertinente, afin de bien pouvoir situer l'article par rapport aux travaux antérieurs du 
domaine. On retrouve ensuite un résumé en français de l'article, accompagné d 'une 
mise en contexte du modèle supersymétrique, ce qui permet d 'apprécier un peu mieux 
l'intérêt et la portée des résultats obtenus. Enfin, il sera nécessaire de préciser un fiou , 
une condition implicitement acceptée dans l'article mais vitale pour s'assurer de la 
validité des résultats. 
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4.1 Situation de l'article dans la littérature 
Tel que déjà mentionné, la renaissance récente de la théorie des fonctions pseudo-
analytiques provient des travaux de Kravchenko et de ses collaborateurs (surtout dans 
[26, G] et aussi dans [:34, :~5]). Ces auteurs ont réussi à approfondir et avant tout à mieux 
appliquer les résultats qui avaient été trouvés par Lipman Bers dans les années 1950 
(réf. [5, ~36, 7, 20]), revigorant l'intérêt pour l'étude de cette branche. Plusieurs papiers 
ultérieurs se sont ensuivis, certains d'entre eux explorant une extension des résultats 
offerts (réf. [37, 38, 39, 3:3, 40]) , d'autres proposant une analyse supplémentaire des 
principes et des théorèmes de complétude établis applicables aux équations de Sturm-
Liouville (réf. [28, 41, 42]). 
Notre papier se place dans cette dernière lignée. Beaucoup des résultats obtenus 
dans l'article proviennent directement des travaux de Bers et des développements 
subséquents de Kravchenko, travaux qui forment la source de notre travail. On peut 
citer par exemple le théorème de Runge ([5, 7]) et le cas particulier du X séparable 
(d'abord introduit par Bers dans [5] puis amplement développé par Kravchenko dans 
[6]). 
Notre étude des transmutateurs, quant à elle, prend surtout racine dans l'article 
[29]. Bien que l'idée d 'opérateurs de transmutation était déjà connue, ce papier a 
permis une définition plus concrète de ces opérateurs, offrant ainsi une liaison lim-
pide et adaptée à l'analyse pseudo-analytique. Notons que les transmutateurs ont été 
subséquemment approfondis dans [:31, :~O]. 
Mentionnons en terminant que l'approche utilisée pour définir le SUSY bidimen-
sionnel, la forme qui a réellement rendu possible notre mise en relation avec la théorie 
pseudo-analytique, a été introduite par Ioffe et ses collaborateurs dans [18, 19]. 
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4.2 Résumé en français de l'article 
Le motif de l'article présenté est essentiellement d'étudier et d 'approfondir le lien 
découvert entre la théorie des fonctions pseudo-analytiques et un système important 
du modèle supersymétrique (SUSY) en physique des particules en mécanique quan-
tique. 
Mise en contexte : Modèle supersymétrique 
En physique des particules, le modèle dit standard admet deux types de parti-
cules : les fermions , qui sont des particules de matière, et les bosons, qui constituent 
les particules d 'interaction, responsables des diverses forees. L'électron, une des com-
posantes de la matière, est un exemple de fermion, alors que le photon, particule à la 
base de la foree électromagnétique, est un exemple de boson. 
La supersymétrie (SUSY) est un modèle mathématique, qui postule que chaque 
boson est en association biunivoque avec un « superpartenaire », une particule de type 
fermion. Ainsi , par exemple, le photon serait couplé avec une particule de matière 
supersymétrique. 
La supersymétrie est un des principaux sujets chauds de la physique des particules. 
La principale raison en est que l'utilisation de ee modèle dans les théories d 'uni-
fication des forces permet l'abolition de plusieurs incohérences. En particulier, la 
supersymétrie explique des aberrations en lien avec le boson de Higgs , la particule 
procurant leur masse aux autres particules. Ces aberrations sont, autrement, difficiles 
à expliquer avec les théories habituelles. 
Ajoutons à cela que le modèle supersymétrique prévoit des superpartenaires de 
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très grande densité pour certains bosons connus, ce qui qualifierait ces particules 
denses comme possibles composantes principales de la matière noire. Puisque la 
matière noire est un objet particulièrement méconnu et important, il s'agit d'une 
motivation supplémentaire de taille en faveur de l'étude de la supersymétrie. 
Présentation des équations 
Le système d'équations en cause dans l'article, qui décrit l'énergie des bosons dans 
le SUSY, est de la forme 
{ 
H (O) iJJ (O) = EiJJ(O) 
H(2) iJJ (2) = EiJJ(2) 
(4.1 ) 
Les éléments H (O) et H (2) sont des opérateurs hamiltoniens qui dépendent d'une 
fonction réelle X appelée superpotentiel, donnée intrinsèque du SUSY. Les fonctions 
réelles iJJ (O) et iJJ(2) sont les inconnues du système. Finalement , la valeur propre E est 
une nombre réel qui désigne le niveau d'énergie considéré pour le SUSY. La valeur 
propre E = 0 est celle sur laquelle est portée notre attention. 
On considère également un second système « complémentaire », décrivant l'énergie 
des fermions, qui est de la forme 
(4.2) 
L'élément H (l) est une matrice d'opérateurs de format 2 x 2 dont les éléments dé-
pendent toujours du superpotentiel X l . Le vecteur <I> contient les deux fonctions réelles 
inconnues du système et la valeur propre E désigne toujours le niveau d 'énergie du 
système. 
1. Comme la matrice H(1) n'est pas diagonale, on ne peut réduire le système à la forme simple 
des deux équations du système bosonique. 
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Les deux systèmes peuvent être associés grâce à une matrice d'opérateurs D 
dépendante de x. Il s'agit en fait d'une transformation de Darboux, généralisation 
bidimensionnelle de la transformation présentée dans les sections préliminaires. Ce 
lien assure que pour chaque vecteur solution lJi = (lJi (ü); 1Ji (2)) du système (4.1 ), le 
vecteur transformé <P = DIJi est solution du vecteur (4.2) sur le domaine borné 
et simplement connexe 0 considéré. Autrement dit, chaque solut ion du système 
bosonique peut être couplée à une solution du système fermionique 2 . 
Liaison avec la théorie pseudo-analytique 
On ut ilise le couple fonctionnel (eX; ie-X), qui est une paire génératrice sur le 
domaine considéré O. En effet, sur 0, la fonction réelle X(z) est lisse donc possède des 
dérivées partielles et 
Im(i) 1 =1= o. 
Puisque a(eX;ie-X) = A(eX;ie-X) = 0, b(eX ;ie-X) = XZ et B(eX ;ie-x) = XZ, l'équation de 
Vekua associée à cette paire est 
Wz Xz W (4 .3) 
et la (eX; ie-X)-dérivée est 
o 
W W z - Xz W . (4.4) 
La relation essentielle entre (4.3), (4.4) et les deux systèmes d'équations du SUSY 
est cristallisée par le théorème suivant de l'article (dont la démonstration est purement 
calculatoire) . 
2. Une relation permettant le chemin inverse existe aussi. 
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Théorème 4.2.1 (traduit) Si une fonction W E C3(0) est solution de l'équation 
de Vekua (4.J), alors le vecteur (Re(w); lm(w)) T est solution du système bosonique 
(4 .1) et le vecteur (Re(w); lm(w)) T est so lution du système fermionique (4.2), tous 
deux pour la valeur propre E = O. 
Une fois ce lien établi, il suffit ensuite de cueillir les résultats de complétude décou-
lant de la théorie des fonct ions pseudo-analytiques, moyennant certaines conditions de 
continuité et de différent iabilité sur X. On peut d'abord établir ce résultat, appliqué 
du théorème 2.5.1 5 3 . 
Théorème 4.2.2 (traduit) Tout vecteur de fonctions continûment différentiables 
'li = (w(O); W(2)) qui est solution du système «1.1) pour E = 0 sur Iz - Zo 1 < R 
possède une expansion unique de forme 
00 (lm z(n)(a(O) ZO° z) ) L n, , 
n=O Re z(n)(a~O),zo;z) 
et 
où les fonctions complexes W(O) et w(n) sont construites à partir de 'li (pour les détails, 
voir l 'article). L 'expansion donnée converge normalement pour Iz - zol < R . 
On retrouve également la manifestation suivante du théorème d'approximation de 
Runge. 
Théorème 4.2.3 (traduit) Dans tout domaine borné simplement connexe 0 tel que 
XE Cl(O), les ensembles de fonctions 
3. Il a été démontré dans [7] que, pour le cas présent, e = 1. 
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et 
{Re z (n)( l zo·z) Re z (n)(i zo·z) }OO 
, " , , n=O 
représentent des systèmes complets de solutions pour les fon ctions continûment diffé-
rentiables des noyaux respectifs de (opérateur H (O) et de l'opérateur H (2) . 
La validité de ces deux théorème centraux sera traitée plus en profondeur dans la 
troisième sous-section de la discussion. 
Cas particulier de superpotentiel 
Il faut cependant garder en mémoire que la définition de puissances formelles et, 
par extension, l'application véritable des théorèmes de complétude sont totalement 
conditionnels au fait de posséder une suite génératrice (complètement normale 4). Or, 
tel que mentionné plus tôt dans le mémoire, il n 'existe pas de processus général pour 
définir une telle suite, encore moins avec la restriction supplémentaire de complète 
normalité. 
On présente donc le cas particulier où X est séparable, i.e. 
où u + iv est analytique par rapport à z (avec quelques conditions supplémentaires 
de continuité et de différentiabilité). Pour ce cas, on conn ait une suite génératrice 
satisfaisant nos demandes, et la forme explicite des puissances formelles engendrées 
est déjà bien documentée (introduite dans [5] d 'abord, puis adaptée dans [6]). 
4. Voir la discussion à ce sujet. 
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Ainsi, le cas séparable nous offre une généreuse brochette de superpotentiels X 
pour lesquels les résultats de complétude développés ont une portée beaucoup plus 
réelle. 
Thansmutateurs 
La dernière partie de l'article est consacrée à l'étude des transmutateurs T o 
et T l , toujours pour le cas d'un X séparable. Ces opérateurs, récemment introduits 
dans [29], ont comme effet d'amener une puissance classique azn à sa puissance for-
melle associée z (n)(a, zo; z ). Ils offrent donc un pont (à sens unique) entre l'analyticité 
classique et la pseudo-analyticité. 
En plus de décrire sous quelle forme se présentent les transmutateurs pour les 
systèmes considérés, l'article développe également quelques relations particulièrement 
intéressantes entre les transmutateurs et les systèmes bosonique et fermionique. On 
peut principalement soulever les équations suivantes, valides sur 0 pour les fonctions 
de C2(D) : 
HPTo = -PTo~ et 
où H = diag(H(O), H(2)) et ~ est l'opérateur laplacien. Ces relations révèlent encore 
davantage la profondeur de la connexion existante entre le SUSY bidimensionnel et 
la théorie des fonctions pseudo-analytiques. 
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4.3 Note importante : Puissances locales versus 
puissances globales 
P ro blématique 
Après lecture de l'article, une remise en question de la validité des résultats de 
complétude semble inévitable, compte tenu du raisonnement suivant. 
Dans l'article, il est clair que les puissances formelles construites sont locales: le 
domaine de construction 0 étant borné, des puissances globales ne seraient évidem-
ment pas pertinentes. Or, en se référant à la théorie, on réalise que les deux théorèmes 
principaux de complétude (les théorèmes 4.2.2 et 4.2.3) requièrent l'utilisation de 
puissances formelles globales construites à partir d 'une suite génératrice complète-
ment normale. 
Donc, question tout à fait légitime, sous quel principe pouvons-nous affir-
mer la véracité de ces deux théorèmes de l'article? Le raisonnement le permettant 
est d'abord apparu dans [7]. Ici , je me baserai sur l'exposition de Kravchenko dans [G]. 
Exposition de la solution 
Dans l'article, on considère, pour la fonction réelle X, la paire génératrice 
(ex; ie-X) sur le domaine borné et simplement connexe O. On demande que X E 
C 1(0), et X doit être définie sur un domaine à bordure lisse 0' qui contient O. Sous 
ces conditions, on voit immédiatement que eX est Rolder-continue sur 0 (puisque 
l'ensemble C 1(0) est plus restrictif qu'une simple Rolder-continuité). 
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De plus, puisque X est bornée sur D (car continuité sur un compact) alors eX est 
bornée inférieurement par un certain K > 0 sur D. On a donc que pour tout Zl, 
Z2 E D, 
1 
eX(Z2) - eX(Zl) 1 < 
eX(Zl)eX(Z2) 
où M E 1R~ et r E (0; 1], puisque eX est Halder-continue sur D. On en déduit donc 
que ie-X est elle aussi Halder-continue sur D. 
L'idée est tout d 'abord de modifier la définition de eX sur la zone n'I D, puis 
d'étendre cette fonction sur l'ensemble du plan complexe. Grâce aux conditions exigées 
à X sur D, on est capable d'effectuer les modifications assez doucement de manière à 
ce que la fonction étendue satisfasse les conditions suivantes : 
1. eX(z) et ex (1 /z) sont chacune Halder-continues sur tout le plan complexe; 
2. X = 0 lorsque Z -+ 00. 
De cette façon , la paire génératrice étendue (ex; ie-X) est complètement normale, 
la complétude étant assurée par la condition 1 et la normalité par la condition 2. Les 
résultats de complétude s'appliquent donc sur l 'ensemble du plan complexe pour les 
puissances formelles générées à partir de la paire étendue. 
Puisque la paire génératrice étendue correspond, sur le domaine D, à notre paire 
génératrice de départ (ex; ie-X) , les suites de puissances formelles globales et locales 
seront identiques sur D. Grâce à cette construction, on conclut que les résultats de 
complétude, déjà validées sur le plan, s'appliquent sur le domaine restreint D pour les 
puissances formelles locales. 
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Conclusion 
En somme, dans l'article publié par M. Sébastien Tremblay et moi-même, on uti-
lise la théorie des fonctions pseudo-analytiques pour générer les puissances formelles 
o 
{z(n)(a, Zo; z )} :=0 et {z(n)(a, Zo; z)} :=0. Ces deux suite offrent une infinité de solu-
tions, respectivement, pour les systèmes décrivant l'énergie des bosons et des fermions 
dans le modèle dit « supersymétrique » bidimensionnel (SUSY) de la physique quan-
tique. Ces deux ensembles constituent une généralisation des puissances classiques 
{(z_ zo)n} :=0. Pour le système bosonique, on conclut également, moyennant certaines 
conditions, à la complétude. Ceci signifie que les puissances formelles z(n) (a , Zo; z ) 
peuvent être combinées sous forme de série de Taylor afin d'approcher arbitrairement 
n 'importe quelle solution du système bosonique. 
Une limitation importante pour pouvoir appliquer les résultats trouvés est que 
l'on doit posséder une suite génératrice qui enchâsse la paire génératrice de référence. 
Pour l'instant, de telles suites sont disponibles seulement pour certains types de SUSY, 
comme par exemple lorsque le superpotentiel X est séparable. En conséquence, pour 
pouvoir étendre davantage les résultats à un plus grand éventail de systèmes super-
symétriques, on doit nécessairement s'attarder au problème délicat de la découverte 
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de suites génératrices pour diverses équations de Vekua. Or, ce défi s'est révélé parti-
culièrement imposant, et les efforts en ce sens n 'ont abouti, à ce jour, qu'à un succès 
mitigé. 
Néanmoins, cette contrainte n'amoindrit pas de beaucoup l'intérêt que présentent 
les conclusions obtenues. La classe particulière de SUSY considérée dans l'article, ceux 
dont le superpotentiel est séparable, représente à elle seule un groupe important de 
systèmes, et les théorèmes de complétude développés sont puissants. Considérant l'en-
gouement scientifique que suscite le modèle supersymétrique, les résultats présentent 
sans aucun doute un intérêt tout à fait appréciable. 
Quant à elles, les relations trouvées par la voie des transmutateurs offrent une 
fenêtre qui laisse entrevoir un lien encore plus fort entre la supersymétrie et les fonc-
tions pseudo-analytiques, dans laquelle ces opérateurs de transmutation auraient un 
rôle prépondérant. Cette avenue mériterait probablement d'être explorée. Une autre 
extension possible de l'article, d 'ailleurs suggérée en conclusion de celui-ci, consisterait 
à étudier les SUSY avec superpotentiel complexe, dans quel cas on devrait se rabattre 
sur des fonctions pseudo-analytiques bicomplexes (réf. [~r3 , 38]). 
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Annexe Al 
Ici, on prouve le théorème d'approximation de Weierstrass. La démonstration pro-
posée est due à Sergei Natanovich Bernstein, qui la présenta en 1912 dans le volume 
13 du journal « Communications of the Kharkov Mathematical Society», sous le nom 
Démonstration du théorème de Weierstrass fondée sur le calcul des probabilités. 1 Au 
coeur de cette preuve se retrouvent les polynômes de . Bernstein . 
Définition 5.0.1 Soit f(x) : lR -+ (lR ou C), une fonction définie sur l'intervalle 
[0,1]. Le n -ième polynôme de Bernstein de f est défini comme 
Il est utile pour ce qui suivra de faire ressortir quelques propriétés des polynômes 
de Bernstein. Tout d 'abord, il est clair que En est une application linéaire, c'est-à-dire 
que pour deux fonctions f et 9 définies sur [0,1] et pour s, t E C, on a 
(Pl) 
1. La structure générale de la preuve, telle que présentée ici, a été prise daùs [3J. 
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De plus, comme les termes (~), xk et (1- x)n-k sont tous positifs pour x E [0 , 1], on 
trouve quelques propriétés supplémentaires : 
(P2) 
f ~ a sur [0,1 J Bn(f; x) ~ a Vx E [0,1], (P3) 
f ~ 9 sur [0,1 J (P4) 
Dotons-nous d'un lemme qui simplifiera grandement notre tâche. 
Vn E N* VXa E [O,lJ. 
Preuve Si n = 1, la conclusion est très simplement obtenue. Supposons que n > l. 
L'idée de la preuve est d'étudier séparément Bn(l;x), Bn(x;x) et Bn(x2;x), puis de 
conclure en utilisant la linéarité de Bn. Tout d'abord, on a immédiatement que 
où la dernière égalité provient du fait que la sommation présenté ci-dessus correspond 
au développement du binôme de ewton (x + (1 - x))n = ln. Pour Bn(x; x) et 
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Bn(x2 ,x), on doit s'en remettre au travail algébrique. On trouve que 
~ (n - 1)! k( )n-k ~ (k _ l)!(n _ k)! x 1 - x / /par définition de la combinaison 
x L - Xk-l( l - xt-1-(k-l) n (n 1) 
k=l k - 1 
/ / car n - k = n - 1 - (k - 1) 
x L n - xm(l - xt-1- m n-l ( 1) / / changement de variable m = k - 1 
m=O m 
1n - 1 X· x, 
t ~ (n - l) xk( l _ x)n-k 
k=l n k - 1 
~ m (n - l) xm+l( l _ xt-(m+l) + 
m=O n m 
~ ~ (n -1) xm+l (1 _ X t-(m+l) 
m=on m 
n -1 ~ m (n - 1) m(l )(n-l)-m 
--x L. -- X - x + 
n m=O n -1 m 
n-1 1 
-- X Bn-l(X; x) + - X Bn- 1(1 ; x) 
n n 
n -1 1 
-- · x · x + - · x· 1 
n n 
Annexe Al 97 
Donc, par linéarité de En, nous concluons que 
2 1 (2) 2 X +- x-x -2xOX+XO' 
n 
• 
Grâce à ce résultat, nous pouvons prouver le théorème de Weierstrass. 
Théorème 5.0.3 (Weierstrass) Soit la variable réelle x. La suite (xn)~=o est com-
plète dans lJespace vectoriel C[a, bL assorti de la norme supremum 
Ilflloo = max If(x)l· 
a~xSb 
Preuve En première partie, on veut prouver le résultat pour C[O, 1]. Soit f E C[O, 1] 
et soit E > O. Comme f est continue sur le compact [0, 1], alors f est uniformément 
continue sur ce compact. Par conséquent, 
Soit M = max If(x)1 (le max existe par le théorème des bornes). Considérons un 
XE[O,l] 
élément quelconque mais fixé x E [0,1]. Soit y E [0,1]. Si Iy - xl < 15, alors . 
E 
If(y) - f(x)1 < 2' (5.1) 
Si Iy - xl ~ 15, alors 
(
y - X)2 E 




En combinant les relations (5.1 ) et (5.2), il vient la relation générale suivante: 
Vy E [0,1] (Y- X)2 E If(y) - f(x)1 < 2M -15- + 2 . (5.3) 
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On souhaite utiliser un polynôme de Bernstein pour approximer f. Pour chaque y E 
[0,1], on a 
IBn(J(y); y) - f(x)1 = Bn(lf(y) - f(x)l; y) / /prop. (Pl) et (P2) 
( ( Y-X ) 2 E ) <Bn 2M-8-+ 2;y / / (5 . ;~ ) et prop. (P4) 
/ /prop. (Pl) 
/ flemme (5.(U). 
En prenant en particulier y = x, on trouve 
2M E 
IBn(J(x) ,x) - f(x)1 ::; 82n (x - x2 ) + 2 . 
Comme le x choisi était quelconque et comme l'expression (x - x2 ) atteint son maxi-
mum à 1/4, 
Vx E [0,1] M E 1 Bn (J (x), x) - f (x) 1 ::; 282n + 2 . 
On n'a qu'à poser N(E) = ~ + 1 afin de trouver un polynôme approximant f à 
une erreur de E. En effet, 
Ainsi, (xn) est complète sur C[O, 1] . Pour conclure à la complétude dans le cas 
général de C[a, b], on remarque d'abord que l'application 
cp: [0,1] --+ [a,b] 
X f---t (b-a)x+a 
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est un homéomorphisme (fonction bijective continue d'inverse continue). Maintenant, 
soit 9 E C[a, b] et soit ê > O. Alors, go cp est continue et est donc dans C[O, 1]. D'où, 
par la première partie de la présente preuve, il existe un polynôme fini Pt: (x) tel que 
max I(g 0 cp) (x) - Pt: (x) 1 < ê . 
XE[O,l] 
La fonction Pt: 0 cp-l , étant la composition de deux polynômes, est elle-même un po-
lynôme. De plus, pour tout y E [a, b], 
Ig(y) - (Pt: 0 cp-l) (y) 1 = 1 (g 0 cp - Pt: ) ( cp(y) ) 1 
< max I(g 0 cp - pt:)(x)1 
XE[O,l] 
< ê. 
/ /car cjJ(y) E [0,1] 
Comme y était quelconque, on conclut que (xn) est complète dans C[a, b] (par rapport 
à la norme maximum). 
• 
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Pour en arriver à pouvoir démontrer le théorème d 'approximation de Runge, on 
doit d 'abord établir un théorème préliminaire. Ce théorème est également dû à Carl 
Runge. 
Théorème 5.0.4 (Runge) Soit C, une courbe de Jordan. Nommons Int C la zone 
constituée de C et de la région à l'intérieur de C. Soit f( z), une fon ction holomorphe 
sur Int C. Alors 'lié > 0, il existe une fonction rationnelle R(z) de type 
telle que 
N ai 
R(z) = t; b
i 
- z' ai E C, bi E C - Int C Vi 
If( z) - R(z) 1 < é Vz E IntC . 
Preuve La fonction f est holomorphe sur le fermé Int C. Or, le domaine d'holo-
morphicité d 'une fonction est, par définition, un ouvert . Par conséquent, il existe 
un domaine (ouvert) D tel que C c D et f est holomorphe sur D. Puisque Int C est 
compact, le lemme de séparation (voir, par exemple, le chapitre IX du volume 
[4:m nous assure qu'il existe un contour simple C' tel que CcC' c D. Et donc, f est 
holomorphe sur Int C' (ou la définition de cet ensemble est la même que pour Int C). 
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Par conséquent, par la formule d'intégration de Cauchy, la relation 
tient pour tout z E Int C. 
f( z ) = ~ r f(t) dt 
2m, Jc' t - z 
101 
(5.4) 
Comme f est holomorphe, donc continue, sur le compact C' , elle y est uniformément 
continue. D'où, pour tout é > 0, il existe un 5(é) > ° tel que 
De plus, comme f est continue sur le compact C', elle y est bornée. Posons donc 
M = sup If( z )1 < 00. Posons également p > 0, la distance minimale entre les 
z EC' 
courbes C et C'. 
Soient tl , t 2 E C' tels que Itl - t2 1 < 5(é) et soit z E Int C. Avec l'aide des derniers 
résultats, il apparaît que 
< 
é M5(é) 
< - + 2' P P 
En posant 8(é) = min {5 (é;) ~~ } , on a que, pour tout z E IntC, 
= é . (5.5) 
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Nous sommes prêts à aborder la dernière partie de la preuve. Soit L' < 00, la 
longueur de C'. Soit é > D. Considérons une suite finie (ta, t l ,···, tn-l , tn = ta) 
d 'éléments ordonnés sur C', qui sont assez rapprochés les uns des autres de manière 
à ce que pour chaque i E {D , l , ... , n - 1} , 
pour tout t sur l'arc tdtHl de C' . 
Alors, Vz E lnt C, on a 
I
l l f(t) 1 n-l f(t i ) 1 
-. -dt - -. L --(tHl - t i ) 2m, Ct t - Z 27r't. t · - z t=a t 




En jumelant ce résultat avec (5.4), il vient que 
~----~v~----~ 
R.(z) 
j jpar (.5 .5) et (5.6) 
Vz E IntC . 
(5.6) 
La fonction Rê(z) est rationnelle et ses pôles sont en ta, t l , ... ,tn-l ' Tous ces pôles 
sont sur C' (à l'extérieur de lnt C), et donc Rê(z) satisfait les exigences du théorème. 
• 
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Avec l'ajout d 'un petit lemme, nous serons en mesure de démontrer le résultat 
principal. 
Lemme 5.0.5 Pour tout p E N*, il existe une série de puissance du type 
1 
qui converge uniformément vers la fonction ( ) sur le domaine Izl < 1. l- zP 
Preuve Allons-y par induction sur p. (i) Cas de base : On sait que la série géomé-
00 1 
trique L zn converge uniformément vers la fonction -- pour Izl < 1. 
n=O 1 - z 
(ii) Cas inductif : Supposons que pour tout r :S p, il existe une série de puissance 
00 1 L ar(n) zn qui converge uniformément vers la fonction ( ) pour Izl < 1. On a n~ l- z r 
que, pour Izl < 1, 
1 
(1 - z)P+1 
1 
(1 - z)p 
1 
l- z 
Comme les deux séries ci-dessus convergent pour Izl < 1, et qu'au moins une des 
deux converge absolument (la série géométrique), le produit de Cauchy converge vers 
(1 _ ~)P+l pour Izl < 1. D'où, 
1 00 n L L ap(k) zkzn-k 
n=Ok=O (1 - Z)p+l 
n 
Par fermeture dans le corps C, on a que ap+l(n) .- L ap(k) E C est un nombre 
k=O 
complexe, et donc on trouve 
(5.7) 
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Reste à prouver que la convergence est uniforme. Pour ce faire , on utilise le M-test de 
Weierstrass. On souhaite donc prouver que la série (5.7) converge absolument pour 
Izl < 1. Par construction, on remarque que ap(n) est un polynôme (fini) de n. Par 
conséquent, ap+l (n) et ap+l (n + 1) sont deux polynômes dont le coefficient de la plus 
haute puissance de n est identique. D'où, pour Izl < 1, on a 
Izl < 1 . 
Par le critère de D'Alembert, la série (5.7) converge absolument. Par conséquent, par 
le M-test de Weierstrass , la convergence de (5.7) est uniforme. Le principe d 'induction 
nous offre la conclusion recherchée. • 
Théorème 5.0.6 (Approx imation de Runge) Soit C, une courbe de Jordan. Soit 
Int C , l'ensemble consitué des points sur et à l'intérieur de la courbe C. Considérons 
H(C) , l'ensemble des fonctions f( z ) : IntC-+ te holomorphes sur IntC. Alors la suite 
( zn )~=o des puissances naturelles de z est complète dans l'espace vectoriel H(C) , as-
sorti de la no'rme supremum 
Ilflloo = sup If( z) 1 
z E Inte 
Preuve Première partie : Dans la première partie de la preuve, nous voudrons 
1 
prouver que pour tout t fixé à l'extérieur de Int C , la fonction -- peut être unifor-
t- z 
mément approximée sur Int C par des polynômes. ous distinguons deux cas : soit t 
est assez loin de C pour qu'il soit possible de tracer une droite qui sépare t de C , soit 
c'est impossible. Voici une représentation graphique des deux cas. 
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t 
Cas 1 : On peut trouver une droite 
Dans ce cas, il est possible de trouver un cercle C (de rayon fini) qui contient C 
dans son intérieur et qui ne croise pas la droite L. Soit Zo, le centre de C. On vérifie 
facilement, de manière algébrique, que 
1 
z - Zo 1---
t - to 
1 
t - Zo 
1 
t- z 
Puisque le cercle C contient C et que t est à l'extérieur de C, 
~I z_-_zo-,:-I < 1 
It - zol Vz E IntC. 
(5.8) 
(5.9) 
Ainsi, en considérant la série de puissance présentée dans le lemme 5.0.5, on sait que 
f al (n) ( Z - Zo ) n uniformément 1 sur Int C . 1 _ z-zo 
n=O t - Zo t-to 
Par (5.8), on déduit donc que 
00 (z - zo)n uniformément 1 
sur Int C . ~ al(n) (t _ zo)n+l t- z 
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Autrement dit , 
Vé > 0 :JN(é) EN: Vz E IntC. 
Cas 2 " On ne peut trouver de droite 
La courbe C est bornée. Il est donc possible de trouver un point t* assez loin de C 
pour qu'il soit possible de le séparer de C par une droite L. Comme C est une courbe 
de Jordan, la zone C - lnt C est connexe. Par conséquent, considérons une courbe l 
de longueur finie qui ne touche pas C et qui joint les points t et t *. 
La fonction (de variable z ) « distance du point z à l'ensemble compact C » est une 
fonction continue sur le compact l. Par le théorème des bornes, le minimum de cette 
fonction, appelons le d, est atteint sur l. Comme l ne touche pas C, d est strictement 
plus grand que O. Soit une suite finie d 'éléments ordonnés sur l 
telle que Iti+i - t i 1 < d Vi E {O, l , ... , M - 1} 2 . Soit é > O. On vérifie facilement que 
1 
1 _ t i - t 




Par définition de d, on a que Iti - tl < d < Iti - zl pour tout z E lnt C. Ainsi, par le 
lemme 5.0.5 et la relation (5.10), il existe un Ni E N tel que 
Vz E IntC. 
2. Une telle suite existe puisque d > 0 et l est de longueur finie. 
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( 1) NI (tl-t)n Posons Ql -- := L al(n) ( ) l' t l - Z t l - Z n+ n=O 
Par un raisonnement identique à celui employé précédemment , on sait que It2 - tll < 
It2 - zl et que 
1 
t2 - t l 1---
t 2 - z 
(5.11) 
Ceci implique, par le lemme (5.0.5), que pour n = 0,1, ... N l , il existe un N~n+l) E N 
tel que si s ~ N~n+l) , alors 
E 
I C E N {N(l ) N(2) N(NI+l)} partout sur nt . n posant 2 = max 2, 2 , ... , 2 , on trouve que pour 
tout z E Int C, 
E E 
< (Nl + 1) 2M(Nl + 1) 2M 
qui est un 
Grâce à une procédure tout à fait analogue à celle que nous venons d 'employer, on 
est en mesure de trouver une suite 
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de polynômes finis (respectivement en termes de _1_, _1_, ... , 1 ) telle 
t l - z t2 - Z tM - z 
que pour k = 1,2, ... , M - 1 
1 ( 1) (1)1 E: Qk - - - Qk+! < - . t k - Z tk+l - z 2M 
De plus, on sait que lorsqu'on arrive au bout de la courbe l , le point tM = t* peut être 
séparé de la courbe C par une droite. Par conséquent, en utilisant le lemme 5.0.5 et 
un raisonnement identique à celui du cas 1 on conclut que toute puissance naturelle 
1 de peut être approximée arbitrairement par un polynôme de z sur Int C. 
tM - z 
Ceci signifie qu 'il existe un polynôme fini Q(z) tel que 
Vz E IntC . 





t - z 1_1 -QI (_1 )1+IQl(-l )_Q2(_1 )1+ ... + t - z t l - Z t l - Z t 2 - Z 
IQM-l (tM-~ _ z ) - QM CM 1_ z ) 1 + IQM CM 1_ z ) - Q(z )1 
Seconde partie: Nous sommes maintenant en mesure de démontrer le théorème. 
Soit f( z ), une fonction holomorphe dans Int C. Soit E: > O. Par le théorème 5.0.4, il 
existe un T E N, une suite de nombres complexes al, a2, ... ,aT et une suite de points 
extérieurs à Int C tl, t2, ... ,tT tels que 
f( z ) - L _k_ < -, 
1 
Tai E: 
k=l z - t k 2 
Vz E Int C. 
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Or, par la première partie de la présente preuve, pour chaque k, il existe un polynôme 
fini 8k (z) tel que 
Vz E Int C. 
T 
Considérons le polynôme fini 8(z):= L 8k (z). Par l'inégalité du triangle, on a 
k= l 
I!(z) - 8(z)1 é . 
Autrement dit , pour une fonction holomorphe sur Int C donnée et pour un é > 0 
donné, on trouve une combinaison linéaire finie 8 (z) des éléments de la suite (zn )~=o 
telle que 




Dans cette courte annexe, il sera montré que, dans le cas où une fonction complexe 
W possède des dérivées partielles Wz , WE continues dans un voisinage d 'un point Zo 
contenu dans un domaine donné, une condition nécessaire et suffisante à sa différen-
tiabilité en Zo est le respect de l'équation WE(zo) = O. 
Soit W(z) = u(z) + iv(z), la décomposition en parties réelle et imaginaire de W. 
Par définition des dérivées partielles Oz et Oz, 
{ 
W z (z ) = t ( (ux + vy) + i (vx - uy) ) 
WE(z) = t ((ux - vy) + i(vx + uy)) 
On a donc que 
Re(Wz ) , Im(Wz ), Re(WE), Im(WE) continues 
U x + vy, U x - vy, V x - uy, V x + uy continues 
Or, par les théorèmes 2.8.1 et 2.8.2 du volume [44], nous concluons que, dans la mesure 
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où Wz et W:z sont continues (ce qui signifie que ux , vy, vx , uy sont continues), 
West dérivable en.?'o ssi W:z(zo) = o. 
