Abstract-The paper introduces array channel division multiple access (AChDMA), which is a new blind algorithm for advanced SDMA in mobile communications systems. As an SDMA technique, AChDMA increases the system capacity by improving its time and frequency reuse. Being a blind algorithm, it requires no training sequences, previously known directions of arrival, or user codes.
I. INTRODUCTION
T HE RAPID evolution of DSP technology has enlarged the application of software radio architectures to advanced communication systems [12] , namely, in the design of adaptive base station arrays. Array processing techniques have the ability to cancel undesirable interferences, thus reducing the frequency reuse distance and improving the spectral efficiency [31] and system capacity [5] , [25] of cellular radio systems [14] , [24] , [29] . Array processing can alleviate the impact of multipath that typically affects both radio and underwater acoustic communications [3] , [6] , [7] . Several references have addressed this problem in code division multiple access (CDMA) and space division multiple access (SDMA) systems, [4] , [8] , [13] , [21] . These CDMA schemes use the prior knowledge of the users's codes as reference signals. In addition, CDMA is robust to multipath effects, exhibiting higher capacity than existing frequency division multiple access (FDMA) and time division multiple access (TDMA) systems. This is achieved at the cost of higher receiver complexity, e.g., requiring code synchronization. Publisher Item Identifier S 1053-587X(98)01990-4.
As described in the literature, SDMA improves system capacity, in particular, when combined with TDMA [11] , [16] , [22] . There are basically two classical approaches in SDMA: multibeam antenna based SDMA and pure SDMA based on adaptive beamforming capable of tracking the mobile sources. In this case, to acquire the channels, previous estimates of the directions of arrival (DOA's) are used (DOA-based SDMA) or known training sequences are transmitted. More recently, several blind methods have been proposed to implement advanced SDMA systems [1] , [17] , [18] , [26] , [30] .
Rather than combating multipath as an hindrance, in this paper, we develop a new blind algorithm for multiple access systems that exploits the distinct multipath configuration of each mobile user. We call it array channel division multiple access (AChDMA). AChDMA makes full use of the spatial diversity (array) available to the receiver (as SDMA systems do) and of the temporal diversity (multipath) present in the channel. We will show that AChDMA performs well with nonstationary channels of mobile users, outperforming other blind SDMA methods.
AChDMA exploits the fact that each mobile receiver geometry gives rise to a distinct multipath configuration. This configuration is captured by the source receiver generalized steering vector. In the last decade, a similar situation has been explored in underwater acoustics localization, where combining coherently the energy in the multiple paths leads to significant gains in the localization ability of sonars. This is usually referred to as matched field processing, see [2] , [20] , and [23] and references therein. Likewise, by resolving the multipath configuration, i.e., the generalized steering vectors, AChDMA enables mobiles to transmit with the same code simultaneously in time and using the same frequency carrier. The array receiver that we develop controls, at the physical layer, distinct nonstationary virtual channels defined on the same cell. This is done by blind separation of the different propagation channels that result from the multipath structure corresponding to each mobile.
The two major tasks and algorithms in AChDMA are 1) blind estimation of the multiuser array/channel transfer function; 2) optimal reconstruction of the data streams transmitted by the mobile sources. The blind estimation of the array channel transfer function is achieved by maximizing a finite mixture log-likelihood model for the array data. AChDMA combines an initialization procedure with an EM-type algorithm to optimize efficiently this log likelihood. It converges fast to its global maximum. The convergence properties of AChDMA compare favorably with those of the ILSP/ILSE method proposed in [26] . Moreover, our algorithm has the ability to track in real time the array channels.
The optimal reconstruction of the data stream is cast as a multiple hypotheses test. We interpret the resulting solution as a multichannel beamforming operation based on the minimum noise power distortionless response criterion.
The paper is organized as follows. Section II establishes the array data model, focusing on the particular structure of the array/channel transfer function and pointing out the cluster structure of the array data. Section III addresses the problem of data reconstruction based on the ML estimates of the array channels: Section III-A presents the EM algorithm that computes the ML estimates of the array channels. Section III-B develops the initialization procedure. Section III-C reconstructs the multiple sources data symbols and interprets this as a beamforming operation. Section III-D discusses system implementation issues for AChDMA. In Section IV, we evaluate the performance of the AChDMA scheme. We illustrate with synthetic data that AChDMA tracks properly the time varying array channels, and we compute the average probability of error for several scenarios, comparing these average values with their theoretical values. Finally, Section V summarizes the results and concludes the paper.
II. ARRAY DATA MODEL
Consider independent binary sources, where each one generates the baseband signal (1) where unit energy pulse; baud period; binary sequence of independent and equally like symbols generated by the source This signal modulates a radio carrier of frequency The resulting binary phase shift keying (BPSK) waveform is received by a uniform linear array of identical omnidirectional sensors. At the array sensor , the received source signal has the complex envelope (2) where number of propagation paths; corresponding attenuations; corresponding travel time path delays; intersensor propagation delay . Here, is the angle of arrival of ray for source is the sensor separation, and is the propagation velocity. Using the fact that the transmitted signal is narrowband and assuming a microcell-based system where the largest propagation delay is small when compared with , we write where , and We represent by the array steering vector for the angle of arrival with th element From (2), the array/channel transfer function for the th source, i.e., the transfer function between the source and the receiving array of sensors, is given by the -dimensional complex vector (3) Assuming ideal matched filtering and ideal sampling of the array data and using (1)- (3), we can write the output of the array with sensors as the -dimensional complex vector (4) where (5) is an complex matrix representing the channel transfer function for the multisource ( sources)/array ( sensors) configuration, and (6) is the -dimensional vector collecting the binary symbols transmitted by each source and that are to be reconstructed. In (6) , denotes vector or matrix transpose. The noise vector is modeled as a complex zero mean white Gaussian process with covariance matrix being the -dimensional identity matrix. In the following subsection, we emphasize the specific structure of the array data.
A. Geometric Structure of the Data Space
From (6), we conclude that the source vector takes values on a finite alphabet with cardinality All the symbols occur with equal probability Each is a vertex of an hypercube in a -dimensional space. Adjacent vertices differ in a single component and are a distance of two apart. For each snapshot for a particular , and (4) takes the form
For low noise, the vector is close to With snapshots, the array data is grouped in clusters with centers (8) In array data space, the center of each of these clusters is one of the vertices of a hyperparallelipiped as represented in . This hyperparallelipiped results from the geometric transformation performed by the channel transfer function on the -dimensional hypercube corresponding to the alphabet of the sources. As observed before, this hypercube in symbol space also has vertices, where the distance between any two adjacent vertices is equal to 2. However, the transformation is not isometric; therefore, the centers of adjacent clusters in array data space are no longer equidistant. Because we do not have any prior knowledge about the parameters that determine the geometry of this parallelipiped in array data space, from the point of view of channel identification, it is important to preprocess the array data and map it into a different data set whose geometry reflects better the geometry of the symbol space. We find this transformation now.
We first compute the covariance of the array data. Since the binary vectors are zero mean, independent, and identically distributed, from (6) and (7), it follows that (9) where denotes transpose conjugate. We next find the spectral decomposition of For and assuming that has rank (10) where is a -dimensional diagonal matrix whose elements are the nonzero eigenvalues of , and is a unitary matrix formed by the eigenvectors of
The columns of and span the signal subspace and the noise subspace, respectively. Under the above conditions, it readily follows from (10), as is well known in the array processing literature, that is the smallest value of for which it is possible to estimate the noise variance Increasing the number of array elements with respect to the number of independent sources results in improved estimates of the noise variance. Other side effects of this increase will be discussed later.
We are now ready to determine the transformation we are looking for. Clearly, in the noiseless case, the matrix 
While can be computed from the array data using the sample covariance matrix as an estimate for , the matrix is unknown. We transform the array data according to (13) where computes the pseudo-inverse of a matrix. Using (7) in (13) and evaluating the pseudo-inverse from (12), it is easy to verify that, for the noiseless case, the centers of the clusters given by (8) in array data space are mapped in the transformed data space to (14) From (13) and (14), we deduce important properties for our model. Since is a unitary matrix, the centers given by (14) in the transformed data space are, again, the vertices of a hypercube. This hypercube is a rotation by of the original hypercube defined by the alphabet of the sources [see Fig. 1(b) ]. It follows that, in the transformed data space, the distance between any two adjacent centers equals 2. As we will show later, this is important because to identify and, thus, through (12), we just need to estimate the orientation of the hypercube in Fig. 1(b) . Besides this, the transformation (13) eliminates the noise components in the orthogonal space of This means that the transformed data has a higher SNR when compared with that of the original data These properties of the data play a critical role in the derivation of the algorithm that estimates ; see Section III. Beyond that, the clustered structure of the array data shows that given , the reconstruction of is formulated as a -ary detection problem of known symbols in white Gaussian noise. We address this problem first in the next section.
III. AChDMA: MULTICHANNEL BLIND ESTIMATION
To reconstruct the symbol sequence, AChDMA has to detect the symbols transmitted in snapshots of the array data The vector sequence is reconstructed by solving the multiple hypotheses test [28] (15)
The vector represents the array data at time instant , given that was transmitted. The channel transfer function is unknown in the mobile radio communication environments of interest. We adopt a generalized maximum-likelihood (GML) approach, whereby we first estimate the channel transfer function and then solve the multiple hypotheses test problem. The conditional probability density function (pdf) of the array data at time instant parameterized by the channel transfer function and given that was transmitted is (16) Assuming that the transmitted symbols are statistically independent, the pdf of the single observation at time conditioned on the channel transfer function is (17) where is the probability of occurrence of symbol This is a mixture model. With white Gaussian noise measurements, the joint log-likelihood function (LLF) is the th-order product of the pdfs (17) . The GML detector maximizes this LLF over all possible and We consider in detail in Sections III-A and III-B the ML estimation of , and then, in Section III-C, we consider the reconstruction of the symbol sequences. In Section III-D, we make some additional comments regarding system aspect implementations of the AChDMA.
A. Multichannel Blind Estimation: EM Algorithm
Due to the structure of the array data model, it is easy to show from (16) and (17) that, given snapshots of the array data, the ML estimate of is
The log-likelihood function to be maximized in (18) is a finite mixture probabilistic model. This mixture model is a consequence of the clustered structure of the data The strong nonlinearity of the log-likelihood precludes the analytical solution of the optimization in (18) . Rather than performing the optimization over directly, we could parameterize in terms of the channel parameters, e.g., the path angles of arrival. However, this would lead to a multidimensional search over the parameter space, which is infeasible from a practical point of view. To overcome these difficulties, we develop an expectation-maximization (EM) [27] based algorithm to obtain the estimate of the channel This results in an iterative algorithm that is known to converge to the true ML estimate.
1) EM Algorithm:
We apply the EM algorithm to the estimation of the array/channel matrix transfer function This is a blind procedure in the sense that it does not assume any prior knowledge about the channel parameters.
Using the array data model described in Section II, it is shown in Appendix A that the EM approach yields the iteration Gauss Gauss Gauss Gauss (20) To run this iterative algorithm, we must be aware of two important aspects.
• In general, this algorithm has a very slow convergence rate.
• Due to strong nonlinearities, it can easily get trapped into a local maximum. These two aspects reflect the high sensitivity of the EM algorithm with respect to the initial estimate. Hence, special care has to be taken to determine a suitable initial estimate In the next subsection, we develop our initialization procedure with which the EM algorithm converges in just a few iterations to the global maximum defined in (18) of the log-likelihood function.
B. Initialization of the EM Algorithm
We now develop the initialization procedure of the AChDMA algorithm. This specifies the initial condition for the EM algorithm of Section III-A. As it will be clarified in Section III-D, there are two modes for the operation of AChDMA, each corresponding to a different initialization. The first mode is the global initialization mode. This is the mode that AChDMA enters at startup and when there are major changes in the propagation environment (e.g., mobiles entering or leaving). After the global initialization mode, AChDMA switches to the tracking mode. In the tracking mode, the EM algorithm is restarted with the last available estimate of the channel transfer function; see Section III-D. We now explain the global initialization procedure.
1) Global Initialization:
We use the geometric properties of the transformed data set defined in Section II-A. We compute the initial condition in the global initialization mode by using (12) , which is herein repeated: (21) where is obtained from (11) through the spectral factorization of the array data sample covariance matrix
To completely specify the initial condition , remains to be estimated. We accomplish this by working with the transformed data set given by (13) . We recall the discussion following (14) . In the transformed data space and noiseless case, the centers of the clusters are the vertices of an hypercube, where adjacent vertices are at a distance of 2.
Our strategy to estimate is to find in the space of the transformed data one set of adjacent clusters. Of course, there are as many of these sets as there are vertices in the hypercube, i.e., there are such sets. Finding one is enough to determine , as we will see. We use a nearest neighborhood clustering algorithm to compute estimates of adjacent vertices of the hypercube. This hypercube is represented for in Fig. 1(b) . Notice that the performance of the clustering algorithm benefits from the prior knowledge that we have about the dimensions of the hypercube and the noise statistics. A similar approach is reported in [1] , where the authors propose a clustering algorithm to determine all the vertices of the parallelipiped in data space. The algorithm in [1] is much too demanding in terms of computational complexity and does not take advantage of the well-defined geometry in the signal space. From the estimates of any adjacent vertices, say, , we compute the vectors (22) In the noiseless case, replacing (14) in (22), we get (23) where and , because they are adjacent vertices of the sources's alphabet hypercube, only differ from each other in one element. This means that (24) where is one column of (not necessarily the th column).
In general, and due to the presence of noise, the vectors are not orthogonal. We apply the Gram-Schmidt algorithm to derive from the vectors a set of orthonormal vectors specifying the principal directions of the hypercube [see Fig. 1(b) ]. These vectors can be taken as estimates of the columns of the unitary matrix For the noiseless case, as we have seen, this procedure obtains the matrix up to a permutation matrix (entries ). The Gram-Schmidt algorithm acts like a normalization procedure and takes care of the factor 2. Thus, as claimed before, the vectors give the matrix up to a permutation of its columns. In terms of the application that we are considering, this is not an obstacle. The ambiguity resulting from the permutation of the columns of is resolved by headers identifying each source, and the uncertainty about the sign is solved using differential encoding schemes.
The performance of this initialization scheme is evaluated in Section IV. Except for low noise situations, the estimate given by (21) is not good enough to provide acceptable bit error rates. However, when used as an initial condition in the global initialization mode, it enables the EM algorithm to converge to the global maximum of the likelihood function with a small number of iterations. This behavior is maintained even for moderate SNR's. This will be shown by computer simulations in Section IV.
C. Reconstruction of Multiple Symbol Sequences
Assuming that the multisource array channel transfer function has been successfully estimated, the symbol sequence is reconstructed by maximizing the joint log-likelihood function. Under the symbol independence and white Gauss noise assumption, each symbol vector is detected by maximizing the pdf in (16) . In fact, and after convergence of the EM algorithm, for each transmitted binary vector , this maximization is equivalent to selecting, at each time , the symbol corresponding to the maximum mode Gauss in (19) . We provide a useful interpretation of how AChDMA reconstructs the multiple source symbol sequence.
1) Beamforming Interpretation:
When is known, the solution to the multiple hypotheses detection problem given by (5) can be reduced to the minimization (25) This means that if is known, we need to search in only for the symbol that in the space spanned by the columns of minimizes the distance to the array data vector We give a beamforming interpretation to the minimization defined in (25) . When is known, this minimization can be accomplished by the two step approach: i) Compute an unconstrained solution for the minimization of in (25) , here denoted by ; ii) Find the closest to in the metric of , i.e., for which is minimum. It is straightforward to verify that the unconstrained minimization step i) leads to (26) This is identified as the output of the generalized multibeam minimum noise power (mnp) distortionless beamformer [9] . Let be the matrix specifying the mnp beamformer, i.e., (27) From (26) , it follows that minimizes the output noise power tr subject to
As mentioned at the beginning of this section, the data symbols are estimated directly by maximizing the Gauss modes so that the computations in (27) are not actually performed. However, the beamforming operation (27) implicit in (25) in the reconstruction of the data sequences provides an interesting interpretation of AChDMA, as we explain next.
The blind estimation of the array/channel transfer matrix tracks the propagation channel used by each mobile source. The propagation channel used by each of these sources is represented in our model by a column of ; see (3) . The implicit beamforming operation described above separates these channels: Each generalized beam tracks all the multipath arrivals, not just the direct path, corresponding to a given mobile while canceling (attenuating) all the remaining signals.
D. AChDMA: System Considerations
There are several considerations that should be made to clarify the operation of AChDMA. The first set of comments regards the AChDMA suitability for real-time implementation. The second set of comments refers to the choice of values for some internal parameters and how these relate to real world operating environments.
1) Real-Time Implementation: Three properties of the EM algorithm are worth mentioning. The first is the fast convergence that it exhibits when combined with the initialization procedure of Section III-B. This fast convergence will be illustrated in Section IV, where we show that, usually, the EM algorithm converges in a couple of iterations. The second property is a direct consequence of the finite mixture model of the array data. It follows that each mode can be computed simultaneously in time. As a result, the right-hand side of (20) can be obtained using a parallel computational architecture. The third advantage is that symbol detection is achieved using internal variables of the EM algorithm-the Gauss modes in (19) . This means that, in reconstructing the symbol sequence, there is no additional computational effort. In particular, as noted in Section III-C, the computations in (26) are not actually performed.
These three properties of the EM algorithm (fast convergence, parallel structure, and automatic sequence reconstruction) make the EM-based blind AChDMA suitable for real-time implementation.
2) Operating Conditions: We now consider how the rate of change of the propagation channel affects the choice of parameter values in AChDMA. The rate of change is determined by the maximum Doppler shift present. In Section IV, we calculate this Doppler for realistic mobile radio communications scenarios. A typical value is Hz. To represent well the channel variations, we need to estimate the channel response at twice this Doppler (Nyquist rate). This means that, at every sampling time s, the estimate of the channel transfer function should be updated. In practice, we update this estimate more frequently, i.e., every , with anywhere from one tenth to one half. During these s, AChDMA assumes that the channel transfer function does not change significantly. Let be the number of array data samples in s. If is the system data rate, Values for depend strongly on For Mb/s, a typical is on the order of several thousands, whereas for Kb/s, will be on the order of 100. We now discuss the implications of on the several stages of AChDMA.
3) Global Initialization: The apparent drawback of the global initialization procedure proposed in Section III-B is its relative computational complexity. The global initialization procedure requires the array data sample covariance matrix, which is then spectrally factorized. Say this matrix is computed from samples. There are two limitations on Clearly,
The smaller is with respect to , the larger is the time available to perform the global initialization. The second limitation is less obvious and has to do with the number of sources and the cardinality of the sources alphabet
The number should be large compared with so that with high probability, we can find adjacent clusters in the transformed data space. We will see in Section IV that these constraints are easily taken care of in practical scenarios. In the scenarios considered there, a reasonable value for 4) Tracking Mode: From a practical point of view, it is not necessary to reinitialize, at every samples, the EM algorithm with the global initialization procedure of Section III-B. The changes in geometry between adjacent blocks are small. This means that the EM algorithm can be restarted using the estimate of obtained with the previous block of data, i.e., it operates in a tracking mode. Hence, the EM algorithm is seldom reinitialized with the global initialization procedure of Section III-B. Typically, this global initialization procedure is used only at startup and when the number of sources sharing the radio channel changes as mobiles enter or leave the cell.
5) EM Algorithm:
The EM algorithm uses snapshots of the array data. This number is again bounded above by
On the other hand, it should be large enough to provide an accurate estimate of and large compared with Again, these constraints are easily satisfied with realistic scenarios. In our simulations in Section IV, we found that is quite reasonable.
6) Reconstruction of the Symbol Sequences:
For each block of samples, the symbols of the multiple sources are detected using the estimate obtained with the first symbols.
IV. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the AChDMA scheme proposed in the paper. First, we study the convergence properties of the EM algorithm, comparing it with the ILSP scheme proposed in [26] . Then, we present a study on the stability of the mobile communications channel, which is used to predict the channel estimates update rate. Finally, we focus on the capability of the EM algorithm in tracking the generalized steering vectors associated with the mobile sources and on the bit error rates (BER's) that are achieved by AChDMA.
1) System Parameters and Cell Geometry:
The simulations are performed in the context of a cell in a cellular radio mobile communications system. The system operates at a carrier frequency
GHz and accommodates transmission rates of Mb/s with differential encoding BPSK modulation format. These are in the range of typical values for the Universal Mobile Telecommunications System (UMTS) under study by several European research teams. We will also consider a data rate of Kb/s. The mobiles present in the cell generate signals with unit power that are transmitted simultaneously in time and in the same frequency band.
The geometry of the cell is in Fig. 2 . There are three reflectors, each one absorbing half of the impinging power, and the array is placed at point (0,0) in the diagram of Fig. 2 . For each mobile, we assume one reflection at each reflector. The array is linear and uniform, aligned with the horizontal axis. We will consider arrays with and identical omnidirectional captors separated by half wavelength 2) Scenario with Three Mobiles: Two mobiles and describe circular counterclock wise trajectories around the receiver with the same velocity 40 Km/h. These speeds are common in city traffic with slow automobiles circling a rotary. The radii of these trajectories are 30 m for mobile and 40 m for mobile A third mobile is getting out of the rotary along a radial trajectory with a velocity 55 Km/h (see Fig. 3 ). The signal for mobile experiences significant attenuation. The simulations last for 2 s. Notice that during the simulation, mobile overcomes This leads to geometries where the direct paths have practically the same direction, arriving at the array at essentially the same angle. These are hard geometries to handle by DOA-based SDMA since the two mobiles fall in the same sector of the array.
We estimate the Doppler shift for the velocities and carrier frequency indicated above. The Doppler is particularly sensitive to radial velocities and to large number of reflected rays. For the scenario of Fig. 3 , the Doppler is not negligible, in particular, has a radial trajectory and, due to the number of reflected rays associated with each mobile, this is also true for mobiles and For example, with the 55 Km/h radial speed of , the Doppler shift is approximately 50 Hz. The channel sampling time is then about ms. In the studies below, we variously update the channel estimates at intervals ranging from 1-10 ms. Our results will show that AChDMA copes well with these situations, maintaining track of the array channels and keeping the mobile sources separate. This is a consequence of AChDMA processing the information provided in all paths of the multipath structure, whereas, essentially, DOA-based SDMA methods utilize only the direct path.
We now illustrate with this scenario and for two different SNR's the performance of the EM algorithm; in particular, we study the following points:
• convergence rate;
• implementation issues;
• channel stability;
• tracking performance;
• symbol error rates achieved.
3) Convergence of the EM Algorithm:
We first evaluate the performance and the convergence rate of the EM algorithm, comparing it with ILSP [26] . As a performance measure, we use the squared error as a function of the global SNR SNR For this problem, we derive the Cramér-Rao Bound (CRB), assuming that at each time instant, the transmitted symbol is known. In this case, it is easy to compute that CRB (28) The plots in Fig. 4 . We generated randomly the initial conditions for ten different scenarios. These are defined in Table I in polar coordinates. The frame of reference is that of Fig. 2, where we present the typical channel geometry. For each of the ten scenarios, we computed the matrix and the values of that span the range of values used for the SNR. We then calculated the corresponding CRB's from (28) , as well as the channel estimates provided by each one of the algorithms. Fig. 4 presents the results averaged over these ten scenarios. Fig. 4(a) plots, as a function of the SNR, the CRB and the error (in decibels) for four different algorithms:
1) the clustering global initialization procedure described in Section III, which is identified as " clustering"; 2) the ILSP algorithm when initialized randomly, which is identified as "ILSP(random)"; 3) ILSP when initialized with the clustering algorithm, which is identified as "ILSP clustering)"; 4) the EM algorithm initialized by the clustering procedure, which is identified as "EM clustering)," Except for the " clustering" procedure, the remaining algorithms were stopped when the absolute difference of the estimates provided by two consecutive iterations was smaller than a given threshold This gives a way of counting the number of iterations necessary for each algorithm to lock in a minimum of the estimation error.
From the plots in Fig. 4(a) , we can conclude that the " clustering" initialization procedure alone (top curve in the plot) yields poor results when compared with the CRB. However, it initializes efficiently both the ILSP and the EM algorithm since the corresponding error curves match well with the CRB. The "EM clustering)" algorithm achieves a smaller CRB than ILSP, especially when the number of sensors is small ( ) and at lower values of SNR. "ILSP(random)," as proposed by [26] , also matches well with the CRB. The clustering initialization procedure provides faster convergence than random initialization, as studied in Fig. 4(b) . When initialized with the clustering algorithm of Section III, the ILSP and the EM algorithms converge to the CRB in fewer number of iterations [bottom two curves in Fig. 4(b) ] than ILSP initialized randomly [top curve in Fig. 4(b) ].
4) Implementation:
When properly initialized with the clustering algorithm of Section III, both ILSP and EM have nice convergence properties. However, EM provides significant computational advantages over ILSP. ILSP is a sequential algorithm, whereas the EM iteration can be implemented using a parallel architecture. Moreover, the ILSP approach does not provide accurate symbol detection because it is necessary to run at least one iteration of the ILSE algorithm to achieve acceptable symbol error rates (SER) [26] . On the contrary, the EM scheme reconstructs the transmitted sequences without any additional computational effort, as discussed in Section III. We compare EM with ILSP/ILSE in terms of computation time by counting the number of complex multiplications. We count as one those multiplications that can be performed simultaneously when a parallel architecture is used for EM and ILSE. This study yields the ratio where we used , and stands for the number of iterations until convergence is achieved. Typically [see Fig. 4(b) ], This means that EM exhibits computational savings over ILSP/ILSE on the order of 50% in Since, as argued before, this gain may be significant when the number of sources is large.
5) Channel Stability:
We study the stability of the channel as a function of the discretization interval This helps predicting the update rate for the channel estimates. There are two issues. The first is a consequence of the Doppler shifts caused by the motions. The second relates to the nonlinear effects induced by the time varying structure of the propagation channel as reflection paths are created or disappear.
As discussed at the beginning of this section, the maximum Doppler for the mobile scenario described above (see Fig. 3 ) is approximately
Hz. By the Nyquist criterion, the discretization interval of the channel response is upper limited by the sampling interval ms. We test this by considering four values for the discretization interval:
ms. For each instance, we monitor the second-order statistics for the errors associated with 1) the norms of the generalized steering vectors and 2) the variation of the orientations of each steering vector in data space during two successive time instants and , as measured by the cosine of the angles between and These statistics are averaged over 2 s. The results are in Table II. We first consider the mean and variance of the estimates of the norms of the generalized eigenvectors. Table II(a) shows that these values remain practically constant over the range of discretization intervals tested. In other words, from the point of view of the norms of the generalized eigenvectors, there is no need to oversample the channel response beyond what is predicted by the Nyquist criterion.
Table II(b) shows the mean and variance for the directional variability parameters: the cosines of the angles of the generalized steering vectors at two successive time instants. For ms, these angles remain small over the entire range of discretization intervals tested. In fact, even at ms, only loses approximate co-linearity between channel updates. In this case, the problem is that during the 2-s averaging interval, the relative geometry associated with the trajectory of and the environment causes several discontinuities in the channel used by due to reflection paths that are lost. To keep track of the time-varying channel, we need to oversample at a higher rate than that predicted by the maximum Doppler shift. From Table II(b) , oversampling by a factor of 2 ( ms) seems to be sufficient. This will be confirmed in the sequel. In other words, and in conclusion, even for frequency nonselective channels (as assumed here), we may have to be moderately conservative when determining from the Doppler shift the channel estimate update rates , and therefore, the length of the data blocks over which we can use the same estimated 6) Tracking Performance of the EM Algorithm: Here, we study the ability of the EM algorithm to track the time variations of the generalized steering vectors. We use the same simulation scenario as in the channel stability study described in the last paragraph. We conducted experiments with two values for SNR: SNR dB and SNR dB. These values were fixed at the initial time instant. For each experiment, the SNR varies as the mobile sources move along their respective trajectories. We use the same performance measures as before: the norm of the estimates of the generalized steering vectors and the cosine of the generalized angle formed by each column of and its respective estimate. At the initial time instant, the EM algorithm was initialized using the clustering initialization procedure of Section III. This was done using 100 data points. At each subsequent update, the EM algorithm is initialized with the last available channel estimate (tracking mode). When running the EM algorithm, 100 data points were also used. The averages (mean and variance) were taken over the 2-s interval of the simulation. The results are in Table III , where, in the left column, represents the update period. Table III Table III (c) and (d). During the experiments, it was never necessary to reinitialize the EM algorithm with the global procedure AChDMA running in tracking mode. On average, it took in between two and three iterations for the EM algorithm to converge. This means that our algorithm tracks channel fluctuations in real time. The results of these simulations confirm the results of the last paragraph, namely, that we can specify the channel update rates by studying the channel stability as a function of 7) Symbol Error Rate: Finally, we consider AChDMA in terms of symbol error rate (SER). We say that a symbol is in error if at least one bit is changed. The simulation scenario is again that of Fig. 3. Fig. 5 shows the theoretical union bound for SER as a function of the minimum distances between any two vertices of the array data space parallelipiped (see Fig. 1 ) observed during the simulation. This is done for several values of 8, 11. As before, we took the initial SNR's to be 10 and 4 dB. Recall that the SNR is defined as the sum of the SNR's associated with each source. Therefore, these values of SNR correspond in practice to moderate to small values of the individual SNR's. When SNR dB, the union bound predicts very good theoretical results, in particular, for the case where With generality, we can say that for a given scenario, increasing improves the performance. The fact is that the parallelipiped in array space suffers a volumetric expansion when increases. 1 This is confirmed by the curves in Fig. 5 , where the intervals spanned by are shifted to the right as becomes larger. The curves in Fig. 5 also help predict the theoretical value of the outage probability. The outage probability is defined as the fraction of time for which the SER union bound is greater than a given threshold. For example, with and SNR dB, the predicted outage probability is 0.137 for a threshold and is negligible (i.e., 0) for a threshold These are acceptable values for the outage probability, which can be significantly improved, even when SNR dB by using adequate error control schemes.
We now address the sensitivity of the receiver with respect to the channel complexity, i.e., the number of reflected paths per mobile. In Fig. 6(a) , we consider 100 random locations shows the second-order statistics of obtained for the random scenarios described above as a function of the number of reflectors (the circles indicate the average of , and the vertical segments represent the corresponding standard deviation). As expected, and from the point of view of AChDMA, the reception conditions improve as the channel becomes more complex. This is confirmed by the percentage of situations for which the probability union bound is greater than , which varies from 8% (line of sight) to 5% (three reflectors).
To conclude the performance evaluation of AChDMA, we study the impact on the SER of the rate at which we update the channel estimates. This rate is important because in between updates, we reconstruct the transmitted bit sequences assuming the channel remains invariant. Clearly, the longer the time between updates, the more significant are the changes in the channel. We selected four scenarios. These scenarios are started from the positions indicated by the numbers on the trajectories of the mobiles at the time instants indicated at the top right corner of Fig. 3 , for example, scenario 1 starts at is responsible for a severe Doppler shift; in scenario 2, one reflection associated with is lost, which corresponds to a channel discontinuity; in scenarios 3 and 4, the channel is more stable than in the previous cases, but the SNR associated with is very small. The true channel matrix is updated at the data rate, i.e., 1000 times per ms, whereas the estimates of are computed using the first data points. These estimates are then used to reconstruct the data blocks received during the remaining of the updating intervals. We considered the five cases or ms. Tables IV and V summarize the results obtained for SNR  dB and SNR dB, respectively. The tables indicate the theoretical SER union bound computed at the initial time instant for each scenario. This bound cannot be achieved in practice since we keep the estimates of constant, even though the channel fluctuates in between updates. As a result of these fluctuations, the clusters centered at the vertices of the parallelipiped specified by experience a larger dispersion. We model this dispersion by increasing the noise variance. Doing this, we can obtain estimates for the noise/channel mismatch process and use these estimates to evaluate the actual SER union bound. As might be expected and as seen from Tables IV and V,  increases with In both tables, the right-hand side column shows the effect of this in the SER union bound. When SNR dB (see Table IV) , acceptable values of the SER are achieved even for ms. The losses observed in this case are basically due to the channel time variation. When SNR dB (see Table V ), the SER is practically insensitive to channel fluctuations, where the main factor responsible for poor performance is the low value of the SNR dB. We conclude that for moderate values of SNR dB, the AChDMA scheme proposed in this paper yields good performance in terms of the SER, even when the rate at which we update the channel estimates is close to the maximum predicted by the Doppler shift analysis. This is confirmed by Table IV. In terms of BER's, which are estimated by counting the errors in the reconstructed sequences, the corresponding values are extremely small, except for mobile when ms. For ms, we get for mobile that the BER or smaller for all scenarios. A distinct experiment was conducted under the same conditions but with a data rate of 25 Kbps. We let SNR dB. During the 4 ms of the channel update interval, 100 data points are collected. Based on this data, as before, the channel estimates were computed, and the corresponding transmitted symbols reconstructed. We tested four independent runs. Each run lasts for 2 s, corresponding to 500 blocks of 4 ms of data. In each of the four independent runs, the EM algorithm was initialized with the global initialization procedure of Section III-B only once, when processing the first data block. AChDMA operates in tracking mode in the remaining of the experiment. The symbol error rate (SER) observed was 0% over the 200 000 transmitted bits. This shows that the AChDMA scheme is also efficient at moderately small transmission data rates, the important issue being the balance between the data rate, required channel update period, and number of users.
The experimental study confirms that AChDMA is a useful strategy to expand frequency or time reuse since, like other SDMA techniques, it enables several sources in a particular cell to share a common time/frequency channel. It has the ability to track in real time the channels present in the cell. Our results also show that when the update rates for the channel estimates are chosen in accordance with the measurements of the channel stability, good performance in terms of SER can be achieved even at moderate values of SNR.
V. CONCLUSIONS
This paper introduced AChDMA, a multiple access blind algorithm for SDMA. AChDMA exploits the multipath in the problem to separate the mobile sources. It is specially suited for nonstationary channels, which is typical in mobile communications systems.
We explained how AChDMA resolves its three major challenges:
1) estimation of the generalized steering vectors associated with the mobiles; 2) tracking dynamically these steering vectors as the sources move; 3) ability for real-time operation. The sources are separated by an EM-based blind algorithm with a clustering initialization procedure described in Section III. Even at moderate SNR values, the EM algorithm converges globally in a few number of iterations and tracks satisfactorily the changes in the multipath structure induced by the varying Doppler and the emergence/annihilation of reflected paths. The EM implementation of AChDMA is parallelizable and computationally efficient when compared with other blind SDMA schemes. Finally, AChDMA reconstructs the data from internal variables of the EM algorithm directly available after convergence has been achieved. These three properties of AChDMA (fast convergence, parallel structure, and automatic sequence reconstruction) make it suitable for real-time operation.
AChDMA as described requires array elements, where is the number of mobiles being tracked. In practice, the number of array elements must be moderately higher so that good performance of AChDMA is achieved. Even for a significant number of mobile users, arrays of this size are not a problem since current integration technology of patch antenna elements [19] enables the manufacturing of small wavelength array antennas with a large number of elements. As a final comment, just like other SDMA schemes, AChDMA can be used in hybrid TDMA/FDMA cellular radio systems to increase in an efficient way the global capacity of the system.
APPENDIX A EM ALGORITHM: FINITE GAUSSIAN MIXTURE MODEL
Using the EM approach, the ML estimate of is obtained by maximization of the log-likelihood function of the complete data set , where Here, is the array data-see (15)-and is the unobservable component. If is properly chosen, it can lead to a maximization problem equivalent to that formulated in (18) , whose solution is obtained iteratively. Since the complete data set is not available, the log-likelihood function is replaced by an average log-likelihood function obtained as follows. Let be a set of candidate sequences (e.g., unknown binary data ) that could produce the observations A current guess is used to define, for each possible sequence in , the pdf With this, we can perform the Estep (expectation) of the EM algorithm yielding the average log-likelihood function (29) The M-step (maximization) updates the current estimate of according to (30) Under certain conditions, the EM iteration converges to the ML estimate based on the marginal likelihood function with respect to the observations data [10] , [15] Here, we make , where takes equally like values It is then easy to show that (31) Maximization of (31) with respect to the columns of yields Gauss Gauss Gauss
as claimed in (20) . In (32), Gauss is as defined in (19) .
