Abstract. This paper provides an algorithmic approach to some basic algebraic and combinatorial properties of algebraic curves over nite elds: the number of points on a curve or a projection, its number of absolutely irreducible components, and the property of being \excep-tional".
Introduction
Let F q be a nite eld with q elements, f 2 F q x; y] a bivariate polynomial of total degree n over F q , and C = ff = 0g = f(u; v) 2 F 2 q : f(u; v) = 0g F 2 q the plane curve de ned by f over F q . In this paper we present some algorithms to compute approximations to the curve size #C and to the number r i of points with exactly i preimages under the projection to a coordinate axis. Since this task generalizes Weil's estimate of #C, it might be called a \computational Weil estimate".
In von zur Gathen et al. (1996) , a \strip-counting" method was introduced. It is based on the general principle that the behaviour of a curve can be deduced from its behaviour over a wide enough vertical strip.
To be speci c, let S F q , i 2 N and C(S) be the set of (u; v) 2 S F q with f(u; v) = 0. Furthermore, R i (S) is the set of u 2 S for which there are exactly i values v 2 F q with f(u; v) = 0, r i (S) = #R i (S), M(S) is the number of (u; v; w) 2 S 2 F q with f(u ? v; w) = 0, and t i (S) is the number of pairs (u; v) 2 S 2 for which there are exactly i values w 2 F q satisfying f(u?v; w) = 0.
The basic idea now is that for some properties of curves, we can nd reasonably small sets S such that the above parameters are not too hard to compute, and give information about some of the global parameters we are interested in.
A completely di erent approach, pioneered by Schoof (1985) , leads to deterministic algorithms for computing the size of C F 2 p with time polynomial in log p (and exponential in the degree); see Pila (1990) , Huang & Ierardi (1993) .
If the set S is given in some reasonable sense, e.g., if we have an e cient way to enumerate all elements of S, then one can compute #C(S) and all r i (S), for 0 i n in time O~(jSjn log q) (see Lemma 2.5 below). Thus #C and r i may be computed in exponential time of order O~(nq) by this`brute force' algorithm. Here, we use the`soft-Oh' notation: A = O~(B) if and only if A = B(log B + 2) O(1) .
Continuing the work in von zur Gathen et al. (1996) , we show that for certain sets S, the numbers q#C(S)=#S or qM(S)=#S 2 , and qr i (S)=#S or qt i (S)=#S 2 are rather good approximations to the curve size #C and the projection statistics r i , respectively. (The quality of these approximations is described in detail below.) In particular, to estimate #C, this is true for random sets of cardinality of order n 3 , for any set of size of order n 2 q 1=2 , and for a random shift of any set of size of order n 4 . The latter is a positive answer on Question 7.2 of von zur Gathen et al. (1996) and is an example of reducing the number of random choices required in probabilistic algorithms. These results motivate the \strip counting" terminology, in that it is su cient to count points in the \strip" S F q over S.
We consider mainly the case of nite prime elds, but we also show how some results can be generalized to the case of general nite elds, and outline some di culties that do not allow us to generalize all results.
From r i (S) and t i (S), for 0 i n (or their approximations) we can compute (or estimate) the numbers #C(S) and M(S), respectively, as #C(S) = A connection in the opposite direction is given in Lemma 2.2 below.
The more general problem about the number of u 2 F q for which the polynomial f(u; y) 2 F q y] has a given`factorization pattern' can be reduced to calculating analogues of r i in extensions of the ground eld F q .
For a curve of the form f(x; y) = x ? h(y), with h(y) 2 F q y], r 0 = 0 is equivalent to h being a permutation polynomial over F q .
Throughout the paper, we use the following terminology. Let K be an algebraic closure of F q , and X K m+1 an algebraic curve over K, de ned over F q , and C = X \F m+1 q the F q {rational points on X. Since we are only interested in set{theoretic (counting) properties of C (and not sheaf{theoretic ones), we assume that X is reduced and without embedded points; X may be reducible and have singular points. Most of our results deal with the case m = 1, where we assume that C (and X) are given by some polynomial f 2 F q x; y], as C = ff = 0g. Since the curve is reduced, f is squarefree. In the proofs, certain bre products of C occur. A further assumption, without loss of generality, is that C F 2 q contain no vertical lines; this is de ned in Section 2. We denote by the number of absolutely irreducible components, i.e., the number of irreducible components of C over K that are de ned over F q , and we use parameters i de ned in (2.3), via the bre power of the curve. Lemmas 2.1 and 2.3 show that we automatically get approximations of order O(q 1=2 ) (for n xed) to #C and r i , respectively, from approximations to and i . So we shall mainly concentrate on algorithms to compute the latter parameters. Moreover, it also follows from those lemmas that in order to determine and r i , it is enough to get approximations to #C and to r i with absolute errors less than q=2 and q=2n!, respectively. We consider the following three important special cases: = 0 (`exceptional curves'), = 1 (`almost absolutely irreducible curves') and 0 = 0 (`almost permutation curves').
Our algorithms address a fairly di cult problem, and have the following properties:
they are easy to state and implement, their proofs of correctness rely on deep results from arithmetical algebraic geometry. 
Some general results
We start by collecting some facts about curves over nite elds. The following inequality is a consequence of the famous Weil result and Lemma 2.2 of von zur Gathen et al. (1996) , which gives a bound for the number of points on intersections of absolutely irreducible curves and for the number of points on irreducible but not absolutely irreducible curves. q of degree n: absolutely irreducible components, i (see (2.3)), exceptional, one component, and 0 = 0. The time is the number of operations in F q , and random the number of random elements; both in the O~-sense. If random is 0, we have a deterministic algorithm. For all probabilistic algorithms, the error probability is at most , and q indicates the lower bound on q, in the O~-sense. The condition is either Condition A from Section 4, or that the eld size be a prime p. We also set r i = r i (F q ) and t i = t i (F q f(u; v 1 ) = = f(u; v k ) = 0; v i 6 = v j for 1 i < j kg: (2.1)
To de ne this closure of S k , we take the set X of all points in K k+1 satisfying the equations and inequalities in (2.1), its (Zariski{)closure X (i.e., all points satisfying all polynomials over K that vanish on X), and then C k = X \ F k+1 q .
The geometry of C 2 and the equations de ning it as a complete intersection are described in detail in von zur Gathen & Shparlinski (1995a) and an example is given below. C k is the k-fold bre power of C along the rst projection; it may be empty. Applying B ezout's Theorem to the equations in (2.1), we nd deg C k n k ; in fact, deg C k n(n ? 1) (n ? k + 1). It can, of course, also be de ned for curves in F m+1 q with m > 1. The following statement is essentially Lemma 3.2 of von zur Gathen et al. (1996) . q without vertical lines and of degree n, S F q and 0 i n, we have
In view of these expressions, we consider the number k of absolutely irreducible components de ned over F q of C k , with 0 = 1, and for 0 i n
q be a curve without vertical lines given by f 2 F q x; y] of degree n, and 0 ; : : :; n as above. Then for 0 i n, we have n! i 2 Z, and jr i ? i qj 2n Again, (2.4) holds with the bound 2 < 46541:95. This example shows how the i 0 s comprise in a concise way reasonably good information about the projection statistics of the curve. Note that in the picture over R the set corresponding to R 0 is empty.
We denote by M(n) the Boolean complexity of multiplication of two n-bit numbers. The currently best estimate (Sch onhage & Strassen 1971) of this function is M(n) = O(n log n loglog n): As in the proof of Lemma 2.5 of von zur Gathen et al. (1996) , we nd the following result.
Lemma 2.5. Let C F 2 q be without vertical lines and given by f 2 F q x; y] of degree n; and u 2 F q . Then #C(fug) can be computed with O(M(n) log(nq)) arithmetic operations in F q .
Counting with random elements
Throughout this section, C is a plane curve without vertical lines. We extend our notions C(S), R i (S), r i (S) to a sequence S = (s 1 ; : : :; s h ) of elements of F q in the obvious way; e.g., we set #C(S) = P 1 i h #C(fs i g). In particular, when S is a sequence of random elements of F q , #C(S) and r i (S) are random variables. We state our algorithms in this Section for a sequence of h random elements, because for a computer implementation such a sequence is slightly more natural than a random subset of size h; the results also hold for such a random subset.
The following bound on the di erence between a sample mean and the true expected value is a direct consequence of the general result of Karp et al. (1989) (see also Theorem 7.2 of von zur Gathen et al. 1996) , and the trivial bounds #C nq and r i q. . Then the probabilistic algorithm above outputs the number of absolutely irreducible components correctly with probability at least 1 ? . It uses O(n 3 log(n= )) random elements and O(n 3 M(n) log(n= ) log(nq)) arithmetic operations in F q . Proof. The cost bound follows from Lemma 2.5, and Lemmas 2.1 and 3.1 show that j ? #C(S)h ?1 j n 2 q ?1=2 + n 2(n + 1) log(2n= )h ?1 1=2 1=6 + 1=6 = 1=3 with probability at least 1 ? . 2 We call a curve C over F q exceptional (over F q ) if and only if none of the irreducible components of C de ned over F q is absolutely irreducible. In particular, a plane curve C = ff = 0g with f 2 F q x; y] is exceptional if and only if none of the irreducible factors of f over F q is absolutely irreducible. This notion plays a central role in the study of permutation polynomials: g 2 F q x] is a permutation polynomial if and only if (g(x) ? g(y))=(x ? y) is exceptional provided that q 16(deg g) 4 (Cohen 1970 , von zur Gathen 1991 Input: f 2 F q x; y] of degree n, and > 0. Output: YES if C = ff = 0g has exactly one absolutely irreducible component de ned over F q , and NO otherwise.
1. Return NO if f is exceptional, using Exceptional Test with input (f; =2).
2. Set h = d90n(n + 1) log(4n= )e.
3. Choose a sequence S of h random independent uniformly distributed elements of F q .
Compute #C(S).
5. If #C(S) 17h=12 then return YES else return NO.
Theorem 3.7. Let q 16n 4
. With probability at least 1 ? , the algorithm decides correctly whether C has exactly one absolutely irreducible component de ned over F q . It uses O(n 2 log(n= )) random elements and O(n 2 M(n) log(n= ) log(nq)) arithmetic operations in F q .
Proof. Let be the number of components. The cost estimate follows from Lemma 2.5. We may assume that 1, and have to bound the error probability. If = 1, then we get from Lemma 2. Our next algorithm computes the rational numbers 0 ; : : : ; n . In view of (2.3), this is equivalent to calculating 0 ; : : : ; n , up to a triangular system of linear equations; we do not know a direct easy way to compute these i 0 s. 
Counting in additive strips
In this section, we continue to study properties of curves in`additive strips'. Our main tool is Bombieri's (1966) bound on exponential sums along a curve. For integers a and h, we denote by A(a; h) the interval A(a; h) = f(a + j) mod p: 0 j < hg F q ; where p = char F q , and for a curve C F m+1 q , we write C(a; h) = C(A(a; h)); r i (a; h) = r i (A(a; h)); M(a; h) = M(A(a; h)); t i (a; h) = t i (A(a; h)): It follows from Lemma 2.1 of von zur Gathen et al. (1996) Bombieri & Davenport (1966) .
Below we show that for the parameter #C (S) a slightly stronger result than (4.1) holds for an arbitrary set S F q . Since the inner sum equals 0 when u 6 = v and q otherwise, we get Using (4.1), the second bound follows in a similar way. 2 We next show that for \almost all" a a much stronger bound than the second estimate in Lemma 4.4 holds. holds with probability at least 1 ? for a random element a 2 F p .
It was proved in von zur Gathen et al. (1996) . Thus we may determine i as the nearest integer to n!r i (0; h)h ?1 .
Below we show how to improve this method and partially generalize it to the case of arbitrary nite elds. Output: An estimate of the number of absolutely irreducible components of C de ned over F q .
1. Set H = d288 ?2 n 4 e:
2. Determine the set S F q as in Algorithm 4.7.
3. Choose a 2 F q at random. 2. For 0 i n, compute t i (0; h). 
Distribution of points in multiplicative strips
In the previous sections we did not succeed in computing the projection distribution parameters r i in an arbitrary nite eld, as we have to know the behavior of x along absolutely irreducible components of the bre product curves C k . Instead of`additive strips', we consider in this section`multiplicative strips' that may help us in some cases. Our main tool is Perel'muter's (1969) bound on multiplicative character sums along an algebraic curve, rather than Bombieri's (1966) bound used before.
For 2 F q and integers a and h, we denote by M( ; a; h) the`multiplicative interval' M( ; a; h) = f a+t : 1 t hg F q ; and given a curve C F m+1 q , we let C( ; a; h) = C(M( ; a; h)):
We prove some analogues of Lemma 2.1 of von zur Gathen et al. (1996) and Lemma 4.2 of this paper.
The following condition on a curve C F m+1 q is used in Perel'muter's Theorem.
Hypothesis B. The rst coordinate function x is not a power g e of a rational function g on any absolutely irreducible component of C, where g is de ned over an algebraic closure of F q , and e 2 is an integer. We now show that hypothesis B is not a severe restriction, in that it is satis ed after a generic linear transformation. This is most naturally shown for a projective curve over an algebraically closed eld K.
So let X P m+1 K be a reduced curve of degree n, possibly reducible or singular, H = P m+1 K the space of hyperplanes in P m+1 K , and for H 2 H , let l H be the rational linear function whose zero set is H. We say that H 2 H intersects X transversally if and only if #(X \ H) = n. The following facts are well known. For a curve C F m+1 q , Fact 5.3 implies that almost all linear transformations of C satisfy hypothesis B. We only make this explicit for m = 1. We need the fact that there exist a line (over K) through the origin which is not a tangent to C; this is true for all curves except the \strange" conic in characteristic two (see Hartshorne 1977, Theorem IV.3.9 ).
Proposition 5.4. Let f 2 F q x; y] be squarefree of degree n, with either n 6 = 2 or char F q 6 = 2, and for 2 F q , let C = ff(x; y + x) = 0g = f(a; b) 2 F 2 q : f(a; b + a) = 0g:
Then there exists E F q with #E n(n ? 1) and such that C satis es hypothesis B for all 2 F q n E.
In order to design algorithms from the above results, we have to construct wide enough multiplicative strips or, equivalently, to nd elements 2 F q of su ciently large order (von zur Gathen & Shparlinski 1995b); certainly a primitive root is su cient. Results about the construction, distribution and density of primitive roots can be found in Lidl & Niederreiter (1983) ; see Shparlinski (1992b) for a survey and also von zur Gathen & Giesbrecht (1990) , Perel'muter & Shparlinski (1990) , Shoup (1992) , Shparlinski (1992a) for the currently best results in this area.
