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Resumen
En respuesta a la creciente demanda de redes ma´s ra´pidas, eficientes y fiables han surgido
las redes o´pticas pasivas (PON) que en los u´ltimos an˜os se han extendido por todos los provee-
dores de servicios, como me´todo principal en la red de acceso, ya que garantiza un bajo coste,
alta escalabilidad y compatibilidad a futuro.
Debido a esto, en este documento se realiza el montaje y configuracio´n de la infraestructura
de una red GPON real, usando los equipos del fabricante TELNET. adema´s, se desarrolla una
cabecera que pueda ofrecer servicios Triple Play (Video, VoIP y acceso a Internet con QoS). Pa-
ra configurar los equipos se usara la l´ınea de comandos que ofrece mayor flexibilidad y opciones
de configuracio´n, permitiendo as´ı analizar el impacto que tienen las diferentes alternativas de
los comandos sobre la calidad de servicio. Se implementa el nu´cleo de la red con: Open vSwitch
y los servicios t´ıpicos en este tipo de redes, sobre un entorno virtualizado donde finalmente se
analiza el estado de los canales por medio de sflow.
Finalmente al evaluar la infraestructura de red configurada, se puede apreciar como la uti-
lizacio´n del canal esta siendo utilizada al ma´ximo, lo cual permite obtener el ma´ximo beneficio
de la red, y mantener la calidad de los servicios sensibles IPTV y VOIP.
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Abstract
In response to the growing demand for faster, more efficient and reliable networks, passive
optical networks (PONs) have emerged, which in recent years have been extended by all service
providers, as the main method in the access network, as it guarantees low cost, high scalability
and future compatibility.
For this reason, in this document the assembly and configuration of the infrastructure of a
real GPON network is carried out, using the equipment of the TELNET manufacturer. In ad-
dition, it develops a header that can offer Triple Play services (Video, VoIP and Internet access
with QoS). The command line that offers greater flexibility and configuration options is used
to configure the equipment, as well as how to analyze the impact that the different alternatives
of the commands have on the quality of service. The core of the network is implemented with:
Open vSwitch and the typical services in this type of networks, in a virtualized environment
where the state of the channels is finally analyzed through sflow.
Finally, when evaluating the configured network infrastructure, it can be seen how the use
of the channel is being used to the maximum, which allows to obtain the maximum benefit
from the network, and to maintain the quality of IPTV and VOIP sensitive services.
Keywords: GPON, XGPON, OLT, ONT, OVS, QoS, T-CONT, GEM
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1. Introduccio´n
Actualmente, las redes de telecomunicaciones se han convertido en un recurso indispensable,
no solo para empresas como elemento vital en la produccio´n, sino en la vida cotidiana de los
seres humanos, donde el factor tecnolo´gico ha invadido tanto la vida de las personas que es
dif´ıcil imaginar un mundo que no este´ interconectado. Desde grandes elementos como las torres
de control de los aeropuertos, plantas de produccio´n de alimentos, centros de datos, hasta tareas
sencillas como llegar a algu´n lugar ahora son totalmente dependientes de las telecomunicaciones.
La tecnolog´ıa ha llegado a la vida de los seres humanos para hacer ma´s eficiente, segu-
ro y completo todo tipo de tareas cotidianas, masivas o productivas, generando con ello una
demanda en continuo crecimiento. La fibra o´ptica busca satisfacer la creciente demanda de
redes ma´s ra´pidas, eficientes, confiables y alternativas ma´s que permitan el acceso a la ma-
yor cantidad de usuarios. Como dice K. Nishimoto en [1]: “las redes actuales deben tener una
relacio´n costo-eficiencia bastante alta que les permita obtener la mayor cantidad de ingresos
por bit, adema´s deben satisfacer la diversidad de los servicios y las necesidades de los usuarios”.
Es aqu´ı donde encaja la tecnolog´ıa PON, una red de acceso que provee alta fiabilidad, ve-
locidad, bajo costo, escaso mantenimiento y facilidad de multiplexar cientos de usuarios. Estas
ventajas han convertido a las redes PON en la tecnolog´ıa preferida por los prestadores de servi-
cio, pero ma´s alla´ de sus ventajas au´n les falta afrontar un reto, la calidad de servicio. Como nos
indica Jerome A. Arokkiam: “el u´nico reto que les queda a PON es incorporar una arquitectura
de calidad de servicio eficiente que soporte diferentes clases de tra´fico.”[2].
Este es el reto que se plantea afrontar en este proyecto, conocer y modificar las variables
caracter´ısticas de las redes GPON, para hacer una comparacio´n que permita encontrar los
para´metros mas relevantes y su influencia en la QoS, la meta principal de la calidad de servicio
(QoS) es optimizar au´n ma´s las redes, priorizando tra´fico de acuerdo con la importancia que
este tenga para el usuario con el fin de que no tenga interrupciones en los servicios sensibles
a los cambios en la red. Ofreciendo una mejor experiencia para el usuario y proyectando una
mejor imagen del proveedor.
Ahora bien, para obtener las medidas necesarias del tra´fico y comprobar que los acuerdos
de nivel de servicio (SLA) se cumplan, se utilizara´ el me´todo propuesto en [3] que consiste en
agregar a la red un plano de medida (mPlane) que permitira´ obtener informacio´n con sondas
de prueba activas y pasivas tales como mSLAcert, que opera desde la ubicacio´n del usuario y
obtiene informacio´n de las me´tricas esenciales de QoS y TSTAT para monitorear el tra´fico de
la red [4].
Finalmente, Los resultados obtenidos sera´n compilados de forma detallada en gu´ıas detalla-
das de laboratorio que permitira´n el aprendizaje y difusio´n de este tipo de configuraciones de
una forma simple y ordenada.
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2. Objetivos
2.1. Objetivo General
Implementar diferentes mecanismos de calidad de servicio QoS en una red GPON real.
2.2. Objetivos Espec´ıficos
Implementar una red GPON completa, desde la ONT hasta el nucleo de la red con los
servicios mas comunes en este tipo de redes: VOIP, IPTV, Internet.
Evaluar diferentes configuraciones de QoS en la infraestructura de red Disen˜ada.
Validar y comparar las diferentes configuraciones y su impacto sobre los servicios imple-
mentados.
Generar gu´ıas practicas y detalladas que permitan a futuros alumnos conocer e imple-
mentar estas pol´ıticas.
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3. Antecedentes
La constante demanda de redes ma´s ra´pidas, eficientes, fiables y con gran cobertura ha
llevado a una constante expansio´n de las redes de telecomunicaciones, y ha logrado que evo-
lucionen de forma constante para adaptarse a estas necesidades. Las redes de fibra o´ptica son
ahora las que presentan mayor eficiencia debido a las grandes ventajas que presentan respecto
al cobre tradicional. Como se afirma en [5] la fibra alcanza fa´cilmente grandes distancias, se
obtienen velocidades y anchos de banda mayores. Adema´s al no ser un conductor no presenta
interferencia electromagne´tica.
Por esta razo´n las infraestructuras de red actuales esta´n migrando al uso de la fibra o´ptica
como medio de transmisio´n principal. Topolog´ıas de red como MetroEthernet y PON esta´n
basadas en el uso de la fibra para brindar servicios de alto rendimiento. MetroEthernet como
se muestra en [6] presenta toda la simplicidad y ventajas de las redes ethernet tradicionales,
mejorada con el uso de fibra, en contraste las topolog´ıas PON [7] mucho ma´s complejas, ya que
hacen uso de diferentes te´cnicas de multiplexacio´n para aumentar el nu´mero de usuarios por
hilo de fibra.
Sin embargo, la realidad es que los circuitos o´pticos son mucho ma´s costosos que el cobre
tradicional, por lo que es necesario optimizar en todos los niveles una red o´ptica para hacerla
econo´micamente viable. Como Afirma K. Nishimoto en [1], las redes actuales deben tener una
relacio´n costo eficiencia bastante alta que les permita obtener la mayor cantidad de ingresos
por bit, adema´s deben satisfacer la diversidad de los servicios y las necesidades de los usuarios.
Es por esto que se han realizado mu´ltiples investigaciones en el a´rea, con el fin de satisfacer
las necesidades de los proveedores y los usuarios. Proyectos como: [1], [5], [6], [7] buscan opti-
mizar las redes de acceso a nivel de velocidad, complejidad y capacidad de usuarios de modo
que sean ma´s viables para los proveedores de servicio.
Una de las tecnolog´ıas ma´s usadas actualmente por los proveedores de servicio son las redes
PON [8], ya que logran simplificar la red a base de reducir los elementos activos y el cableado
necesario. Adema´s puede ofrecer altas velocidades y una gran cantidad de usuarios por hilo de
fibra. Es un hecho que la fibra hasta el hogar FTTH por sus siglas en ingles, seguira´ incre-
menta´ndose, Segu´n el reporte de FTTH Council Europe de 2018 la cantidad de usuarios FTTH
en Europa crecio´ en un 20.4 % en 12 meses [9].
Por esto se debe seguir optimizando la calidad y capacidad de las redes o´pticas. G-PON
segu´n [10], es la red de acceso ma´s efectiva y rentable para los proveedores de servicio, aunque
ya existen las evoluciones de estas redes como XG-PON [11], XGS-PON, NG-PON2 que ofrecen
mayores velocidades y mayor capacidad de usuarios [12]. Estas au´n no son totalmente comer-
ciales y la relacio´n costo-beneficio que ofrece GPON para proveedores y usuarios actualmente
es dif´ıcil de superar.
De aqu´ı que actualmente las redes G-PON tengan gran presencia en cualquier infraestructu-
ra de telecomunicaciones. Como se muestra en [8], este tipo de redes cuentan con dos dispositivos
principales encargados de establecer el canal de comunicacio´n: la OLT en el lado del proveedor
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y la ONT en el lado del cliente. Uno de las mayores beneficios de G-PON es que entre estos
dos equipos no hay elementos activos, lo que genera una mayor fiabilidad al reducir los puntos
de falla.
Como me´todo de optimizacio´n de la capa f´ısica, se utilizan divisores de red opticos o split-
ters de fibra [10]. El tipo de conexio´n que se produce al integrar el divisor es conocida como
punto multipunto donde se recibe por el enlace principal y se repiten los datos por varias fibras,
el proceso de repeticio´n es pasivo por lo que no hay ningu´n tipo de procesamiento de paquetes.
En [8], se muestra co´mo esta divisio´n permite simplificar la topolog´ıa de red y ahorrar costes en
tendidos de fibra o´ptica ya que se acorta la distancia entre el usuario y el nodo de interconexio´n
al servicio. Para que sea posible la integracio´n de mu´ltiples usuarios es necesario multiplexar el
tra´fico. En G-PON se utilizan dos tipos de multiplexacio´n: por longitud de onda (WDM)[5] y
por divisio´n de tiempo (TDMA)[10]. Con el WDM se logra identificar el tra´fico de transmisio´n y
recepcio´n utilizando una longitud de onda de 1490 nm para bajada y 1310 nm para subida desde
la ONT. En este punto aun faltar´ıa distinguir el tra´fico de cada usuario, para esto la OLT se en-
carga de asignar ventanas de tiempo (TDMA) a cada ONT para que pueda transmitir los datos.
Gracias a esta alta optimizacio´n de la capa f´ısica, G-PON es capaz de manejar 64 usuarios
por puerto de la OLT a una velocidad de bajada por encima de los 36 Mbps y de subida de
18Mbps, sin tener en cuenta la multiplexacio´n estad´ıstica. Esta asimetr´ıa se debe a la multiple-
xacio´n que utiliza ya, que en tercera ventana (1310nm) las fibras poseen un menor rendimiento,
como se muestra en [5]. Adema´s, GPON permite una alta escalabilidad, ya que el tendido de
fibra se puede utilizar para futuras tecnolog´ıas. En el momento que se requiera ma´s velocidad
y tecnolog´ıas como XG-PON y las dema´s vistas anteriormente, sean ma´s comerciales, bastar´ıa
solo con sustituir los elementos activos. Esto permitir´ıa conservar todo el tendido de fibra ins-
talado, y ahorrar en este proceso que es costoso y demorado. Esto provee una alta adaptacio´n
a las exigencias futuras de la red.
No obstante, a nivel lo´gico au´n tiene pequen˜as falencias, que pueden ser optimizadas. Como
afirma Jerome A. Arokkiam: “el u´nico reto que les queda a PON es incorporar una arquitectura
de calidad de servicio eficiente que soporte diferentes clases de tra´fico”[2]. La calidad de servicio
(QoS) consiste en dar prioridad a los servicios donde el usuario puede percibir fallas o lentitud
en la red. Otra variable que tiene una alta correlacio´n con QoS y que permite conocer como el
usuario percibe el servicio, es la calidad de la experiencia (QoE), que es un valor ma´s subjetivo,
ya que se basa directamente en las calificaciones del usuario final.
Para lograr mejorar los para´metros QoS y QoE, debe haber un tratamiento especial sobre
los paquetes que transitan por la red, se debe identificar el tipo de tra´fico para su posterior
marcado. Con esto otros elementos de la red pueden reconocer la importancia que tiene este
servicio. En el art´ıculo de Cisco [13] sobre la calidad de servicio, se indican los me´todos usuales
que pueden implementarse, para aplicar una pol´ıtica de diferenciacio´n de servicios (DiffServ)
los cuales son:
Marcado: Permite a trave´s de pol´ıticas de coincidencia en: puertos, protocolo, ip origen
y destino. Identificar la prioridad del paquete, para incluir en el encabezado de capa 2 (CoS)
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o 3 (ToS) del modelo OSI una etiqueta, que permite informar otros equipos de red el tipo de
tra´fico encapsulado. Pol´ıticas y Umbrales de tra´fico: Se controla el ancho de banda y la
velocidad de transmisio´n, es posible aplicar estos para´metros para un grupo de servicios en
espec´ıficos. Administracio´n y evasio´n de la congestio´n: Plantean las estrategias que se
deben seguir, para evitar que un canal llegue a su ma´ximo ancho de banda y co´mo reaccionar
cuando esta saturacio´n no fue posible de evitar, el encolamiento y descarte de paquetes son
te´cnicas esenciales en esta parte. Con esto se logra por ejemplo empezar a descartar paquetes
de baja prioridad antes de que se sature el canal y pueda afectar paquetes sensibles.
Con la utilizacio´n de estos me´todos se aplica la calidad de servicio de extremo a extremo,
garantizando que las aplicaciones cr´ıticas tengan el tra´fico bien diferenciado. Pero lo que bus-
can estos diferentes me´todos es optimizar la calidad de cuatro componentes que son ba´sicos:
delay, jitter, perdida de paquetes y ancho de banda [14]. A partir de estas variables es posible
predecir el comportamiento de la red para un servicio en espec´ıfico, por lo tanto, estos son los
para´metros que se busca optimizar en un entorno QoS.
GPON tiene de forma nativa una serie de elementos que permiten mejorar los para´metros
de QoS, Como por ejemplo la asignacio´n dina´mica del ancho de banda (DBA) donde segu´n
Steven S. es un algoritmo que asigna el tiempo que cada ONU tiene para acceder al medio y
la utilizacio´n del ancho de banda [15]. Este algoritmo permite usar esta asignacio´n de forma
esta´tica o dina´mica, cada vez que un paquete pasa de la OLT a la ONT incluye un mapa del
ancho de banda de todas las ONTs, a partir de esta informacio´n las ONTs buscan la asignacio´n
que les corresponde y crean los paquetes a enviar basados en esta limitante[16].
Teniendo en cuenta lo anterior se deber´ıa entrar a estudiar que para´metros usa la OLT
para modificar la asignacio´n del ancho de banda a cada ONT, con el fin de comprobar que
probabilidad hay de inferir sobre este dinamismo. Como indica Zhang Qi-yu si es posible entrar
a interferir en el dinamismo, pero aumentando de forma considerable la complejidad del algo-
ritmo, ya que ser´ıa necesario incorporar un ana´lisis de wavelet (W-DBA) o de auto regresio´n
(AR-DBA). Segu´n [10], con estos me´todos es dif´ıcil lograr una prediccio´n acertada reduciendo el
delay. Se debe considerar realizar una prueba de estos me´todos en la actualidad que los equipos
esta´n mejor optimizados y cuentan con mayor capacidad de ca´lculo.
Como se muestra a continuacio´n el articulo [2] de Jerome A. Arokkiam muestra como a
partir de G-PON es posible optimizar la asignacio´n de contenedores para priorizar el tra´fi-
co (TCON-1, TCON-2, TCON-3, TCON-4) utilizando los para´metros: SImax, SImin, ABmin,
PIR, GIR de forma que nos permita obtener funciones que tengan una alta relacio´n con el delay
medio, as´ı es posible acomodar los paquetes en los diferentes contenedores de forma o´ptima.
Como trabajos futuros Jerome A. Arokkiam propone la utilizacio´n de los mecanismos de SR y
TR dentro de esta solucio´n.
En el art´ıculo [4], E. Tego plantea una metodolog´ıa similar a la que se espera obtener de
este proyecto, ya que es un orquestador externo que esta´ encargado de la priorizacio´n del tra´fico
y se va adaptando de forma dina´mica a el flujo de paquetes en la red. Este articulo muestra
la forma y las herramientas que se deben usar para obtener mediciones reales y fiables de los
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sistemas en cuestio´n a diferencia del anterior que es netamente simulacio´n.
Este tipo de configuracio´n es emergente y se conoce como redes definidas por software (SDN),
y permite una centralizacio´n del funcionamiento de los dispositivos de red, lo cual permite un
control de tra´fico total adema´s de una fa´cil administracio´n, es por esto que cada d´ıa tienen
ma´s importancia; aunque presentan mu´ltiples inconvenientes de implementacio´n actualmente
ya que la integracio´n con la infraestructura de red comu´n no es sencilla. Como demostracio´n
de esta arquitectura, esta´ la presentada por Steven S. en [15] donde el agente que permite la
administracio´n por software se encuentra en la OLT con el fin de aprovechar que esta env´ıa
las configuraciones, tiempos y anchos de banda a las ONT de esta manera todos estos para´me-
tros pueden ser configurados y cambiados dina´micamente, teniendo en cuenta el estado de la red.
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4. Metodolog´ıa
En este proyecto se plantea la implementacio´n f´ısica de una cabecera GPON, donde a trave´s
del CLI se realizaran diferentes configuraciones para comprobar el impacto que tienen sobre los
para´metros de calidad de servicio, por esto el trabajo esta dividido en 4 Etapas:
1. Documentacio´n: donde se realizo un estudio sobre las arquitecturas ma´s recientes de
optimizacio´n a la calidad de servicio sobre redes de acceso, utilizando material de revistas
indexadas como IEEE Xplore, Springer; que permitan conocer de forma global que me´to-
dos se esta´n utilizando y como pueden mejorarse para verificar su viabilidad en entornos
de produccio´n
2. Reconocimiento:Un primer acercamiento a los equipos f´ısicos, donde se disen˜o y com-
probo´ la topolog´ıa f´ısica y lo´gica. En este apartado se utilizo la programacio´n de los
equipos a trave´s de la interfaz WEB, la cual hace mas sencillo familiarizarse con el fun-
cionamiento y opciones de configuracio´n.
3. Implementacio´n:Para completar la cabecera GPON, la infraestructura f´ısica es enlazada
a una infraestructura virtualizada que simula la operacio´n del nu´cleo de la red, esto no
solo agrega una funcionalidad real si no que permite desplegar herramientas de medicio´n
y recoleccio´n de datos.
4. Pruebas y Resultados:En esta parte final se aplican y comprueban los conceptos teo´ri-
cos, realizando diferentes configuraciones sobre los equipos activos, para cada configura-
cio´n se realizan pruebas de esfuerzo sobre el enlace o los servicios para obtener de forma
cuantitativa como son afectados los servicios.
La escritura del documento comienza despue´s de la fase de documentacio´n, donde se aclaran
los objetivos y me´todos que se utilizaran. En los apartados posteriores la escritura se realiza de
forma paralela. La memoria esta dividida en 10 Secciones, las primeras 4 secciones se encargan
de introducir al lector en la importancia que tienen este tipo de redes actualmente y porque debe
ser optimizada la calidad del servicio, sintetizando los art´ıculos mas interesantes en este aspecto.
Los cap´ıtulos 4,5 constituyen una base teo´rica elemental de como funcionan las redes por
fibra o´ptica y que alternativas existen a las GPON. Desde el apartado 7 se introducen conceptos
teo´ricos que son abordados y comprobados en la red de pruebas, mediante diferentes opciones
de configuracio´n y escenarios, cada uno de estos cap´ıtulos tiene sus propias conclusiones. Para
finalizar el capitulo 10 representa las conclusiones generales de los aspectos mas importantes
logrados en este trabajo y como puede ser aplicado para futuros proyectos.
Finalmente, para que este proyecto pueda tener un mayor impacto, se seleccionan los temas
claves de GPON y las pruebas mas relevantes para realizar unas gu´ıas de practicas, que permitan
a los estudiantes acercar los aspectos pra´cticos de esta tecnolog´ıa sobre equipos reales.
11 Federico Orozco Santos
Tareas
1. Lectura de art´ıculos relacionados con: GPON y QoS, con el objetivo de identificar las
te´cnicas mejor optimizadas y sus posibles mejoras.
2. En base a los art´ıculos anteriores, identificar los me´todos ma´s adecuados para mejorar la
calidad de servicio en una red GPON.
3. Reconocimiento de los equipos y disen˜o de la topolog´ıa.
4. Configurar una red GPON ba´sica a trave´s del TGMS.
5. Explorar las opciones de configuracio´n del TGMS.
6. Implementar los servicios triple play: VoIP, IPTV, Datos.
7. Implementacio´n y configuracio´n del Open Virtual Switch.
8. Implementacio´n de las herramientas de monitoreo.
9. Integrar la infraestructura f´ısica con la infraestructura virtualizada.
10. Obtener un ana´lisis del tra´fico y de acuerdo con este realizar configuraciones sobre los
equipos activos para comprobar los para´metros de calidad de servicio.
11. Realzar un ana´lisis cuantitativo de los diferentes me´todos, implementados.
Diagrama Temporal
Figura 1: Diagrama de Gantt
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5. Redes de Acceso O´ptico
Las redes de acceso son las encargadas de llevar los clientes hasta el nu´cleo de la red del
proveedor, donde se encuentra la infraestructura y las interconexiones necesarias que permiten
el intercambio de informacio´n a nivel global. Debido a esto uno de los principales objetivos en
la red de acceso es que sean econo´micas para el proveedor, que sera´ el encargado de instalar un
punto de acceso para cada usuario. Anteriormente las tecnolog´ıas xDSL y HFC cumpl´ıan con
este propo´sito pero, la constante demanda de redes ma´s ra´pidas, eficientes y fiables ha obligado
a una constante evolucio´n de las infraestructuras, los beneficios que ofrece la fibra o´ptica han
sido la solucio´n a esta demanda, y ha surgido una nueva generacio´n de redes de acceso. Las
topolog´ıas mas comunes de este tipo de redes son punto a punto, o punto a multipunto, como
se observa en la Figura 2, aunque estos dos tipos de redes proveen una alta eficiencia al usuario
final, se debe tener en consideracio´n sus diferencias fundamentales ya que el usuario objetivo
es diferente. Las redes punto a punto implican desplegar mas fibra, lo cual es mas costoso, pero
a la vez el usuario final tendra´ un mayor ancho de banda y una capa de seguridad adicional
porque el medio no es compartido, es un tipo de red mas conveniente en entornos corporativos.
En cambio, las redes punto a multipunto utilizan una gran tendido de fibra para llevar el tra´fico
de mu´ltiples usuarios, reduciendo el costo a expensas del ancho de banda y compartir el medio,
esto lo hace ideal para los usuarios comunes donde no existen acuerdos de nivel de servicio
(SLA) rigurosos ni gran cantidad de informacio´n sensible.
Figura 2: Redes punto a punto y punto a multipunto [17]
5.1. MetroEthernet
El esta´ndar Ethernet es uno de los mas utilizados actualmente en las redes de datos, la
mayor´ıa del tra´fico que se genera actualmente inicia y termina en un puerto Ethernet, El
inconveniente que tiene este esta´ndar es que la distancia del cableado de cobre no puede superar
los 100 metros, reducie´ndolo inicialmente solo a un protocolo muy eficiente en redes de a´rea
local, pero su uso tan extendido promovio´ que fuera usado en redes metropolitanas cambiando
el medio de ele´ctrico a o´ptico.
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Debido a que Ethernet funciona sobre la capa 2, se conforman tipicamente anillos de conmu-
tadores que reenv´ıan los paquetes a mayor velocidad que un router, logrando que los paquetes
fluyan a la ma´xima velocidad hacia la red troncal del proveedor. Es una tecnolog´ıa que tiene un
alto costo debido al uso de mu´ltiples equipos activos que adema´s requieren una configuracio´n
y mantenimiento del proveedor, la ventaja es la velocidad y el ancho de banda que ofrece, ha-
cie´ndolo importante para empresas y grandes organizaciones que necesiten canales de ma´xima
capacidad sin tener en cuenta el costo.
5.2. Redes FFTX
El crecimiento y masificacio´n de servicios con una demanda alta de ancho de banda, ha
requerido que los enlaces de fibra o´ptica no se encuentren solo en el nu´cleo de la red, si no, que
se han ido extendiendo para llegar lo mas cerca posible del usuario, inicialmente se llevaban
hasta un punto de presencia (FTTC) que luego distribu´ıa en cobre por medio de un DSLAM,
luego se acerco a hasta las grandes edificaciones (FTTB) y los nodos mas cerca de los usuarios
(FTTN), y finalmente hasta llegar a cada usuario FTTH. Esto se aprecia de forma mas clara en
la Figura 3, donde se ve como el tendido de fibra se ha ido extendiendo hasta el usuario aunque
la fibra o´ptica tiene un precio inferior al cobre, la instalacio´n y despliegue eleva sustancialmente
los costos a diferencia del cobre que ya tenia de´cadas de despliegue que pod´ıan ser reutilizados.
Figura 3: Evolucio´n de la Fibra hasta el hogar [17]
Existen varios me´todos para llevar la fibra hasta el usuario, como se ha visto es posible una
conexio´n directa o multiplexada pero tambie´n es posible separar estos me´todos de acuerdo a
los equipos que hay en medio de la red en este caso seria: activo y pasivo, el activo se basa en
equipos f´ısicos que agregan y desagregan el tra´fico, como es el caso de MetroEthernet, estos
equipos tambie´n permiten reconstruir las sen˜ales o´pticas para cubrir grandes distancias, pero
para esto es necesario un suministro ele´ctrico que incrementa los costos de operacio´n, en cambio
los pasivos hacen uso de divisores o´pticos que no requieren potencia ele´ctrica, simplemente
distribuyen el haz de luz sobre varios hilos de fibra, de aqu´ı, que no se sea posible realizar
ningu´n tipo de manejo sobre el tra´fico que fluye por este. tambie´n es posible diferenciarlos por
el tipo de enlace que tiene: punto a punto (p2p) o punto a multipunto (p2m) este ultimo mas
usado en las pasivas simplemente por el funcionamiento intr´ınseco que tiene el divisor.
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5.3. Redes PON
La evolucio´n tecnolo´gica que provee la fibra o´ptica es un gran salto hacia las redes mas
ra´pidas y eficientes. Para lograr que la fibra o´ptica pase de ser una red de acceso para grandes
organizaciones es necesario disminuir los costos, para que estos puedan ser aceptados por los
usuarios mas comunes. Con este propo´sito se han desarrollado esta´ndares de redes o´pticas pun-
to multipunto donde los elementos de divisio´n son pasivos, Esto permite reducir la cantidad
de fibra que se instala, el mantenimiento y consumo energe´tico asociado a los componentes
activos. Las dos familias que se han estandarizado han sido la EPON de la IEEE(802.3ah) y
la GPON de la ITU-T(G.984) de las cuales han surgido diversas evoluciones pero en Europa
y Norte Ame´rica ha sido mas popular la familia GPON por ser una arquitectura que permite
mayor numero de usuarios y un mejor ancho de banda en el canal descendente [18].
El esquema general de una red o´ptica pasiva (PON), es el mostrado en la Figura 4 donde
se tiene a un lado la infraestructura del proveedor de servicios y al otro el usuario final estos
esta´n conectados por 3 elementos principales: La OLT del lado del usuario de donde sale la
fibra de alimentacio´n principal hasta llegar al divisor o´ptico donde se aplica una relacio´n de
divisio´n segu´n el esta´ndar (ma´ximo 16 para EPON y hasta 64 para GPON) hasta finalmente
llegar a la ONT que se encuentra ubicada en el usuario final. Se puede apreciar que los u´nicos
elementos que requieren una alimentacio´n ele´ctrica son: la OLT en el lado del proveedor y la
ONT en el usuario final, todo lo que hay en medio de estos dos elementos activos es conocido
como red de divisio´n o´ptica (ODN).
Figura 4: Partes de una red PON [19]
En la red de divisio´n o´ptica reside la ventaja de este tipo de redes, ya que all´ı se reducen
los tendidos de fibra necesarios, debido a que una u´nica fibra va de la OLT al divisor o´ptico, a
diferencia de una red punto a punto donde deber´ıa salir una fibra por usuario y hacer el mismo
recorrido aunque este´n en el mismo lugar. El costo de equipos activos se cambia por el costo
del divisor o´ptico que es varias veces mas econo´mico, adema´s, al hacer uso de elementos pasivos
se suprime el costo de mantenimiento y consumo ele´ctrico en esta porcio´n de la red.
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5.4. GPON
La red de acceso o´ptica pasiva con capacidad de giga-bit esta estandarizada por la Union
Internacional de telecomunicaciones(ITU-T) bajo la recomendacio´n G.984 de la ITU-T, Es una
de las redes de acceso mas extendida en Europa y Ame´rica [18]. Esta tiene una tasa binaria de
2.488 Gb/s para el canal de bajada y 1,24 Gb/s para el canal de subida. El propo´sito principal
de este tipo de redes es reducir el costo que tiene para el operador las redes de altas prestacio-
nes, para lograra esto se limitan los equipos activos y se reduce el tendido de fibra necesario
haciendo divisiones o´pticas cerca de los usuarios, una sola fibra puede llevar el tra´fico de subida
y bajada de hasta 64 clientes. Debido a que todo el tra´fico fluye por la misma fibra, es necesario
utilizar mecanismos que permitan diferenciar el tipo de tra´fico, el primer reto es diferenciar el
canal de subida y el de bajada, para esto se usan la multiplexacio´n en longitud de onda (WDM)
1490 nm para bajada y 1310 nm para subida, la longitud de onda en tercera ventana de la fibra
o´ptica permite tener mejor una menor atenuacio´n del canal bajada y la de subida en segunda
ventana permite reducir el costo de fabricacio´n de las ONT.
Como el Divisor o´ptico es un elemento totalmente pasivo, no es posible seleccionar el tra´fico
de cada ONT, por lo que en el canal de bajada se realiza una transmisio´n broadcast, por lo
tanto todas las ONT reciben el tra´fico total de la red enviado desde la OLT, debido a esto cada
ONT debe identificar el tra´fico que le corresponde y descartar los dema´s paquetes. Como se
muestra en la Figura 5 La OLT env´ıa con una longitud de onda de 1490 nm un paquete a cada
ONT, el splitter lo u´nico que realiza es la propagacio´n de la luz de la entrada a las mu´ltiples
salidas, finalmente todas las ONT reciben los 3 paquetes pero solo aceptan el que esta destinado
a ellas.
Figura 5: Enlace descendente de la red GPON
El segundo reto que tiene las redes GPON es identificar el tra´fico de subida de cada ONT,
para esto es necesario utilizar la multiplexacio´n por divisio´n de tiempo (TDM), en la cual la
OLT asigna una ventana temporal a cada ONT para que transmita la informacio´n, la Figura 6
describe claramente este proceso, Las ONT env´ıan ra´fagas de informacio´n de una duracio´n de
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125 µs, esto hace que en el sentido inverso del splitter solo salga la informacio´n de una ONT,
por lo que la OLT sabra´ a que ONT corresponde ese tra´fico por la relacio´n del slot temporal.
Figura 6: Enlace ascendente de la red GPON
Para que los dos me´todos descritos anteriormente funcionen de forma correcta, la OLT debe
autenticar y sincronizar las ONT conectadas, evitando as´ı que se produzcan solapes temporales,
para esto se utiliza el protocolo de operacio´n y mantenimiento de la capa f´ısica (PLOAM), este
tipo de informacio´n se encuentra contenida dentro de la misma trama GEM, que es el protocolo
de enlace de datos utilizado entre la OLT y la ONT. Esta es una de las principales diferencias
con respecto a EPON, GPON encapsula la trama Ethernet en tramas GEM de longitud 125 µs.
Para agregar nuevas ONT las OLT tiene reservado siempre un slot temporal, que se usan las
ONT no autenticadas, la ONT transmite la solicitud y espera que la OLT la confirme, el tiempo
que tarda la confirmacio´n es utilizado posteriormente para compensar el retardo de propagacio´n,
y as´ı tener todas las OLT sincronizadas independientemente de sus diferentes recorridos de fibra.
De all´ı, que la trama GEM sea el elemento fundamental, que soluciona los retos derivados de
una topolog´ıa punto a multipunto pasiva. Esta no solo ayuda a solucionar los retos de la capa
f´ısica, tambie´n incluye elementos que permiten la detecciones de errores y la administracio´n del
ancho de banda, un tema vital para optimizar la calidad de servicio. Para que todo esto sea
posible en el protocolo GEM se han creado una serie de entidades que sirven de apoyo para las
diferentes partes del proceso, estas son:
ONU ID: Debido a que la OLT no considera las ONT como equipos apartes si no, como
una extensio´n de su funcionamiento, cuando se registra una ONT se le asigna un ONU-ID,
que permite el acceso y configuracio´n de la ONT, como si se tratara de un ”puerto”dentro
de la OLT.
GEM Port: Esta es una etiqueta de 12 bits que se agrega sobre la trama Ethernet y
permite a los equipos activos reenviar o descartar tramas a alta velocidad.
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T-CONT: Los contenedores de transmisio´n permiten diferenciar el tipo de servicio,
adema´s, estos van ligados dentro de la OLT a mapas de anchos de banda que permi-
ten optimizar y priorizar servicios espec´ıficos.
El uso de mu´ltiples encapsulados supone un peso adicional a las tramas, ya que los enca-
bezados incluyen varios campos de control para el correcto funcionamiento del protocolo, esta
carga adicional no es informacio´n u´til para el usuario y supone un peso extra para la red. Para
no agregar informacio´n innecesaria, al encabezado de las tramas Ethernet se les retiran los
primeros 8 bytes, que corresponden al prea´mbulo y el delimitador de inicio de trama que son
usados para la sincronizacio´n de los relojes, no necesaria entre la OLT y ONT, despue´s de esto
se les agrega 4 bytes que corresponden al encabezado GEM como muestra la Figura 7, el caso
de los XGEM se analiza en la seccio´n 5.6.
Figura 7: Trama GEM y XGEM de Upstream [20]
Como se muestra en la Figura 7 la trama GEM esta compuesta por 4 componentes: indicador
de longitud del paquete (PLI) que permite fragmentar la informacio´n en diferentes taman˜os, el
GEM por que proporciona una ra´pida identificacio´n y multiplexacio´n del tra´fico, el identificador
de tipo de payload, que se usa para identificar el protocolo del encapsulado siguiente, pudiendo
ser Ethernet en su mayor´ıa o MPLS, finalmente la correccio´n de errores de cabecera (HEC) y
permite diferenciar las tramas GEM concatenadas en caso de errores.
Esta misma trama no es aplicable para el canal de downstream donde se deben incluir
elementos de control, por esto se le agrega a la trama GEM un encabezado adicional para
conformar un bloque de control f´ısico (PCBd) [20], que incluye los elementos de control y la
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trama GEM. Esta trama incluye 8 elementos entre los mas relevantes, se encuentran el estado
del algoritmo de correccio´n de errores (FEC), que se puede activar de forma opcional y ayuda
a tener un presupuesto o´ptico de +3dB pero reduce en 6 % el ancho de banda u´til, como se
comprueba en la seccio´n 8.1.9 debido a que usa Reed-Solomon(255,239), Otro elemento funda-
mental para la calidad de servicio es el mapa de ancho de banda, el cual informa a la ONT la
cantidad de ancho de banda que puede usar para canda cada contenedor.
Debido a la naturaleza de GPON, las tramas en el canal de bajada pueden ser suscep-
tibles a interceptacio´n, ya que estas llegan por broadcast a todos los usuarios y se descarta
el tra´fico de otros usuarios en el destino final, para esto el tra´fico puede ser encriptado por
el protocolo AES. El tra´fico de subida no puede ser interceptado de la misma forma ya que
por la f´ısica de los divisores o´pticos las fibras de subida nunca reflejan la informacio´n entre ellas.
Como GPON es una red punto a multipunto, el ancho de banda debe ser controlado para que
no se saturen todos los usuarios, pero asignar una porcio´n fija del ancho de banda es ineficiente
y puede producir congestiones a futuro, por esto GPON implementa el algoritmo de asignacio´n
dina´mica del ancho de banda (DBA), que permite conocer la demanda de tra´fico de las ONT y
asignarle diferentes cantidades, dependiendo del estado general de la red, con esto se consigue
mantener un porcentaje alto de utilizacio´n de la red y descongestionar las ONT en el menor
tiempo posible. Este algoritmo es estudiado a profundidad de forma practica en la seccio´n 9.1.
Este proceso se realiza sobre los diferentes T-CONT en el enlace ascendente como muestra la
Figura 8, los contenedores de transmisio´n van asociados a un ALLOC-ID que puede contener
uno o varios puertos GEM.
Figura 8: Relacio´n de los contenedores de transmisio´n y puertos GEM [19]
Los puertos GEM son asignados globalmente dentro de la OLT por cada puerto PON,
pueden existir 4096 puertos GEM y deben ser asignados de forma u´nica en las ONT, del mismo
modo los ALLOC-ID que representan los contenedores de transmisio´n sobre los que se realiza
la asignacio´n dina´mica del ancho de banda.
19 Federico Orozco Santos
Configuracio´n y mantenimiento: OMCI
La interfaz de administracio´n y control de ONU (OMCI) esta definida bajo la recomendacio´n
de la Unio´n Internacional de Telecomunicaciones (ITU-T) G.988, es la base de la interconexio´n
de los elementos o´pticos activos y una de sus funciones es permitir la interoperabilidad de
equipos de diferentes fabricantes. Espec´ıficamente para el caso de GPON y sus evoluciones
(XGPON y NG-GPON) el protocolo OMCI es utilizado para la administracio´n, reporte de fallas
y monitoreo de las ONT [20]. Este proceso se inicia de forma automa´tica en el aprovisionamiento
de la ONT donde una de sus funciones iniciales es establecer el canal de administracio´n y control
(OMCC) por el que fluira´ este tipo de tra´fico.
Figura 9: Relacio´n de entidades administradas. Tomado de ITU-T G.984.4
Con el protocolo OMCI la ONT se integra de forma lo´gica a la OLT por lo tanto, la OLT no
lo considera como un equipo mas de la red si no, como una extensio´n a la cual puede acceder a
trave´s de ı´ndices asignados en el proceso de aprovisionamiento. Este proceso se ve claramente
en el Capitulo 8, donde se hacen configuraciones sobre la ONT directamente desde la OLT
sin ningu´n tipo de comunicacio´n adicional como: TELNET o SSH. Esto permite una mayor
centralizacio´n de la red, ya que todo sera´ gestionado a trave´s de un u´nico equipo activo, que
funcionara´ como parte de un sistema maestro-esclavo. Para que esto funcione de forma correcta
sobre cualquier ONT, se han definido dentro de la ITU-T G.988 cerca de 300 entidades que
identifican fragmentos del comportamiento f´ısico y lo´gico de las ONT, Estas se definen dentro
del esta´ndar como entidades administradas (ME) y el objetivo es dividir el comportamiento
en pequen˜os fragmentos que sera´n interconectados lo´gicamente a trave´s de apuntadores. Un
ejemplo gra´fico de esto es la Figura 9 donde se muestra que se deben configurar 10 entidades
administradas para el servicio de voz sobre IP y como se relacionan a trave´s de sus apuntadores,
tambie´n aparecen 3 entidades de monitoreo que son opcionales, la configuracio´n detallada de
este servicio se encuentra en la seccio´n 8.2.
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5.5. GPON vs EPON
Las claras ventajas de las redes o´pticas pasivas como solucio´n a la red de acceso para usua-
rios convencionales, hizo que surgieran diferentes esta´ndares, las dos familias mas importantes
actualmente son la EPON (IEEE 802.3ah) y la GPON (ITU-T G.984), una de las principales
diferencias es el esta´ndar utilizado para la encapsulacio´n de capa 2, para EPON es el Ethernet
donde se modifica el campo prea´mbulo de la trama, para agregar en estos 8 bytes la informa-
cio´n de control, para GPON son GEM, GTC protocolos disen˜ados espec´ıficamente para este
esta´ndar. Las dema´s diferencias te´cnicas son resumidas en la tabla 1.
GPON EPON
Velocidad 2.5G/1.25G 1.25G/1.25G
Relacio´n de divisio´n 1:64/1:128 1:16/1:32
Eficiencia del ancho de banda 92.00 % 72.00 %
Codificacio´n NRZ 8B/10B (NRZ)
DBA Esta´ndar Definido por el fabricante
Interconectividad ONT OMCI Ninguna
OAM Fuerte De´bil
Protocolo GEM 802.1ah
Tabla 1: Comparacio´n de las redes PON mas comunes
Se puede ver en la tabla 1 que GPON permite un mayor nivel de divisio´n utilizando trans-
ceptores o´pticos tipo B y C, adema´s, de una ancho de banda mas amplio. La mayor eficiencia
del ancho de banda se debe a la codificacio´n que usa EPON que es
Otra clara diferencia debido a la encapsulacio´n utilizada, es que en lugar de modificar los 8
bytes del campo prea´mbulo de Ethernet como EPON, GPON lo elimina y an˜ade un encabezado
GEM de 4 bytes. Esta capa adicional le otorga mas flexibilidad a GPON, ya que puede no se
limita solo a transportar elementos de Ethernet tambie´n puede hacerlo con: ATM y MPLS,
aunque en la actualidad la integracio´n con ATM a ca´ıdo en desuso, la integracio´n con MPLS
si otorga una ventaja adicional a las redes GPON.
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5.6. Futuro de las Redes PON
El auge de las redes o´pticas ha logrado que GPON sea una de las tecnolog´ıas mas extendidas
como red de acceso en Europa y Ame´rica, pero la constante demanda en te´rminos de capacidad
y latencia para soportar las tecnolog´ıas emergentes, ha llevado a un ra´pido desarrollo de las
evoluciones PON dentro del ecosistema de la ITU-T, estas logran mejorar las tasas binarias,
el nivel de divisio´n y distancias ma´ximas de fibra, las evoluciones de la ITU-T son: XG-PON
(G.987), XG-PON2 y finalmente NG-PON2 que ofrece hasta 40 Gbps en el canal descendente.
Estas nuevas tecnolog´ıas representan el gran e´xito de las redes o´pticas pasivas, donde ini-
cialmente el cambio de medio de transmisio´n, ele´ctrico a o´ptico era una dificultad, debido a que
representaba una fuerte inversio´n por parte de los operadores, el potencial que tiene a futuro
es ahora mas visible que nunca, ya que toda la red o´ptica (ODN) que se ha desplegado hasta el
momento, para el acceso de usuarios es compatible con las evoluciones actuales, adema´s, estas
evoluciones de GPON tienen la capacidad de coexistir. La capacidad de coexistir permite una
actualizacio´n progresiva de los equipos y se debe al plan de longitudes de onda de la ITU, como
se muestra en la Figura 10, cada evolucio´n de GPON tiene un rango de longitudes de onda
diferente que evita los solapes entre tecnolog´ıas, incluso conserva la longitud de 1550 nm de
video RF.
Figura 10: Longitudes de onda en el canal descendente
Para que se puedan usar mu´ltiples tecnolog´ıas no basta solo con longitudes de onda diferen-
tes, tambie´n es necesario combinarlas y separarlas de forma precisa para ser distribuida en el
equipo correspondiente, para esto habr´ıa que agrega un nuevo elemento, que seria un multiple-
xor de longitud de onda (WDM)[21], lo que llevar´ıa finalmente a tener una topolog´ıa como la
de la Figura 11, donde coexisten varias OLT que transmiten y reciben por longitudes de onda
diferentes sobre la misma fibra o´ptica.
Finalmente, esta evolucio´n y coexistencia de diferentes esta´ndares ubicados en diferentes
espacios del espectro, le da fuerza a la posibilidad de enviar canales dedicados a cada usuario,
los cuales estar´ıan multiplexados en longitud de onda. Esto ofrecer´ıa capacidades superiores a 1
Gbps para cada usuario, adema´s, esta divisio´n en longitud de onda le da un extra de seguridad
a este tipo de redes.
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5.7. XG-PON
La primera evolucio´n de GPON bajo la recomendacio´n G.987 de la ITU-T 2010, las te´cnicas
de multiplexacio´n siguen siendo las mismas TDM y dos longitudes de onda para diferenciar el
tra´fico de transmisio´n y recepcio´n. XG-PON duplica el ancho de banda en el canal ascendente
(2.5 Gbps) y 10 Gbps para el descendente, el uso de FEC es obligatorio debido a la alta tasa
de bits, una revisio´n posterior de este esta´ndar logro mejorarlo situa´ndolo sobre los 10 Gbps
sime´tricos, esto permite sacar las redes PON del entorno residencial y dar el paso hacia redes
de usuarios h´ıbridos, donde es posible enlazar estaciones bases y usuarios comerciales [22].
Figura 11: Coexistencia con WDM [23]
5.8. WDM-PON
La idea general dentro de WDM-PON es crear una conexio´n lo´gica punto a punto sobre
la red de distribucio´n o´ptica (ODN) que es punto a multipunto. Esto se consigue alterando
un poco el paradigma de las redes PON que utilizan multiplexacio´n por divisio´n en el tiempo
(TDM-PON), para multiplexar por longitud de onda, por lo tanto se tendr´ıa que asignar a cada
usuario una longitud de onda diferente, con esto los usuarios lograr´ıan tener canales dedicados,
un mayor ancho de banda, no existen colisiones por lo que no se tendr´ıa que multiplexar en el
tiempo y tampoco habr´ıa perdida por divisio´n. Modelos similares sin usados generalmente en
la red de transporte donde fluyen grandes cantidades de tra´fico, por ahora WDM PON es una
tecnolog´ıa costosa y poco escalable para una red de acceso, pero actualmente existe una gran
cantidad de investigaciones que permitira´n acercar mas este concepto al entorno residencial.
Los costos principales vienen derivados de los emisores de los equipos que deben ser reconfi-
gurables, esto implica que se deben usar laser DFB y tener un control preciso de la temperatura,
ya que los cambios te´rmicos provocan desplazamientos en la longitud de onda, tambie´n deben
existir elementos en la red o´ptica que multiplexen este tra´fico, serian AWR los cuales tambie´n
son dependientes de la temperatura, por lo que la red dejar´ıa de ser pasiva. Esta muy claro que
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el futuro de las redes o´pticas se encuentra aqu´ı pero antes de dar este paso se deben probar
opciones intermedias como el caso de NG-PON2.
5.9. NG-PON2
La nueva generacio´n de redes o´pticas pasivas (NG-PON2) se encuentra bajo la recomen-
dacio´n G.989 dela ITU-T y es la primera red de acceso con mu´ltiples longitudes de onda
estandarizada. Combina las redes GPON convencionales con la multiplexacio´n en longitud de
onda, donde a diferencia de WDM-PON no asigna longitudes de onda diferentes a cada usuario,
por el contrario multiplica la cantidad de longitudes de onda que tienen los usuarios, en el caso
actual 4 lo que permite tasas binarias de hasta 40 Gbps sime´tricos esto seria como combinar 4
canales XG-PON2 multiplexados en longitud de onda.
XG-PON2 ya permit´ıa elevar las redes o´pticas pasivas a niveles comerciales, ahora con esta
nueva generacio´n el proveedor incluso puede segmentar el tipo de clientes por longitud de onda,
y todo sobre una misma red o´ptica (ODN) lo que reducira´ aun mas los costos de mantenimiento,
y una mayor convergencia de los servicios. Finalmente, la evolucio´n de las redes o´pticas pasivas
de la familia ITU-T se encuentra resumidas en la tabla 2.
G.984 G.987 G.987 G.989
GPON XG-PON1 XGPON2 NG-PON2
Tasa binaria ds 2.48 Gbps 10 Gbps 10 Gbps 40 Gbps
Tasa binaria us 1.25 Gbps 2.5 Gbps 10 Gbps 40 Gbps
Protocolo GEM GEM GEM GEM
Longitud de onda ds 1490 nm 1577 nm 1577 nm 1596-1602 nm
longitud de onda us 1310 nm 1270 nm 1270 nm 1524-1544 nm
Relacio´n de divisio´n 64 64(256) 64(256) 256(512)
Longitud ma´xima 20-40 km 60 km 60 km 60 km
Cifrado AES 128 en Downstream
FEC Opcional Obligatorio Obligatorio Obligatorio
Tabla 2: Familia ITU-T PON
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6. Disen˜o de red GPON
El reto principal de las nuevas redes de acceso, comienza por el despliegue de la fibra
o´ptica, debido a que no hay elementos activos que reconstruyen y amplifican la sen˜al, se deben
considerar las perdidas de la potencia o´ptica desde el disen˜o de la red de alimentacio´n. Para
llevar a cabo el despliegue de una red GPON se debe tener en consideracio´n varios para´metros,
debido a que se debe garantizar la potencia mı´nima de recepcio´n de las ONT, esta se encuentra
bajo el para´metro sensibilidad mı´nima.
Figura 12: Tipos de atenuaciones en la red de distribucio´n [23]
Balance de potencias
En el balance de potencias, se contabilizan las pe´rdidas totales a lo largo de todo el reco-
rrido de fibra, el cual contiene mu´ltiples imperfecciones y terminales que reducen la potencia,
la Figura 12 representa los elementos de atenuacio´n mas comunes en la red de distribucio´n. En
este punto se deben tener en cuenta 3 tipos principales de atenuacio´n en la potencia o´ptica:
Pe´rdidas en la fibra: se deben a imperfecciones en la fibra y pequen˜as cantidades que se
disipan en forma de calor, aunque la fibra esta optimizada para reducir al ma´ximo este tipo de
perdidas, se transmite en las ventanas de longitudes de onda donde existen menos atenuacio´n
(segunda 1310nm y tercera 1490). Una fibra o´ptica bajo el esta´ndar G.652D tiene una atenua-
cio´n de 0.35 dB/km en la banda de 1310 nm y de 0.23 dB/km a 1490 nm.
Pe´rdidas por divisio´n: Los divisores o´pticos son elementos pasivos, por lo tanto la po-
tencia o´ptica a la entrada es dividida entre el numero de salidas, adema´s, hay una perdida de
potencia debido al uso de este, llamada perdida por Exceso, que representa la potencia que ha
sido disipada dentro del componente la tabla 3 representa las relaciones de divisio´n t´ıpicas en
redes GPON y las perdidas asociadas.
Pe´rdidas por empalmes y conectores: todos lo elementos deben ser interconectados,
dependiendo del lugar del que se encuentren se usan diferentes formas, en los elementos que
son fijos y no se preve´ una desconexio´n se realiza es una fusio´n de las fibras, aunque el proceso
es muy preciso se an˜aden pequen˜as imperfecciones a la fibra, generalmente tiene una perdida
de 0.2 dB por empalme, para el caso de los conectores estos generan aun mas perdidas 0.5 dB
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por conector, pero permite un mantenimiento mas sencillo.
Relacio´n de divisio´n 1:2 1:4 1:8 1:16 1:32
Perdida Ideal (dB) 3 6 9 12 15
Perdidas en Exceso (dB, max) 1 1 2 3 4
Perdidas T´ıpicas (dB) 4 7 11 15 19
Tabla 3: Relaciones de divisio´n comunes en GPON
Finalmente, teniendo estos aspectos en cuenta se tiene el total de las perdidas, las cuales
vendra´n definidas por la suma de los elementos anteriores, as´ı para el caso del canal ascendente
se tendr´ıa la ecuacio´n 1 y para el descendente 2:
Atenuacionus = 0,35 ∗Lfibra + 0,5 ∗Conectores+ 0,3 ∗Empalmes+Divisor1 +Divisor2 (1)
Atenuacionds = 0,23 ∗Lfibra + 0,5 ∗Conectores+ 0,3 ∗Empalmes+Divisor1 +Divisor2 (2)
Esta atenuacio´n debe ser menor que el valor obtenido de restarle a la sensibilidad ma´xima
la potencia de transmisio´n de la OLT, para los equipos que se utilizaron en este proyecto, la
OLT y la ONT usan unidades o´pticas B+, que tienen las propiedades de la tabla 4.
Mı´nima potencia o´ptica de transmisio´n 1.5 dBm
Ma´xima potencia o´ptica de transmisio´n 5 dBm
Sensibilidad en recepcio´n -28 dBm
Saturacio´n en recepcio´n -8 dBm
Tabla 4: caracter´ısticas SFP B+
Para analizar este tipo de enlaces siempre se toma el peor caso, que seria el canal ascendente
y la mı´nima potencia de transmisio´n (1.5dB), la sensibilidad ma´xima en recepcio´n -28 dB,
dar´ıa un presupuesto o´ptico de -29.5 dB, utilizando esto para el caso de la figura 12, se tiene
la ecuacio´n 3, donde aun se disponen de 6 dB para el recorrido de fibra, generalmente estos
sistemas toman un margen de seguridad que se encuentra entorno a los 2 dB por lo tanto con
esta configuracio´n el recorrido ma´ximo de fibra que se puede realizan son 11.5 kilo´metros.
Atenuacionus = 0,35 ∗ Lfibra + 0,5 ∗ 7 + 0,3 ∗ 6 + 9 + 9 = 0,35 ∗ Lfibra + 23,3dB (3)
Como se puede observar, es de vital importancia realizar un estudio de la zona donde se desple-
gara la fibra y los recorridos que debe hacer la fibra desde la OLT hasta el usuario final. Debido
a que gran cantidad de las perdidas se encuentran en los divisores estos debe ser elegidos de
acuerdo al numero potencial de usuarios, ya que aunque no haya ONTs conectadas las perdidas
sera´n las de la relacio´n de divisio´n.
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7. Red de Servicios y Topolog´ıa de pruebas
En este apartado, se muestran los pasos que se siguieron para implementar una red de prue-
bas, empezando por el disen˜o conceptual de una red GPON, hasta lograr la implementacio´n de
todos los servicios conceptuales sobre una estructura virtualizada que utiliza una red de acceso
GPON real. El objetivo es tener una red donde se puedan medir los diferentes aspectos de la ca-
lidad de servicio, mediante pruebas de congestio´n sobre los diferentes canales configurados para
esto es necesario utilizar diferentes herramientas de ana´lisis y de congestio´n que se muestran
en este apartado.
7.1. Red de servicios
Las redes GPON generalmente son muy utilizadas para proveer servicios de televisio´n, te-
lefon´ıa e internet. Para esto debe existir en el nu´cleo de la red, servidores que presten estos
servicios a trave´s de la red o´ptica de acceso. El objetivo es conseguir una infraestructura com-
pleta de una red GPON real que permita hacer pruebas sobre los diferentes servicios, similar
al mostrado en la Figura 13, donde una OLT conecta el nu´cleo de la red del proveedor con los
usuarios para prestar diferentes servicios dependiendo de las necesidades particulares de cada
uno.
Figura 13: Esquema de servicios sobre una red GPON
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En este caso especifico se transmite el v´ıdeo por la longitud de onda de 1550 nm que esta
reservada segu´n el esta´ndar g.984 para la transmisio´n de televisio´n por cable convencional. El
objetivo de esta longitud de onda es reutilizar los equipos que ya tiene el proveedor para dar
servicio de televisio´n RF sobre la fibra (RFoG) para esto es necesario agregar un multiplexor de
longitud de onda antes de la fibra de alimentacio´n [18]. En este proyecto se transmitira´ por la
misma longitud de onda del canal de bajada una serie de canales multicast que sera´n asociados
a los usuarios.
7.2. Topolog´ıa de pruebas
Para lograr el tener el escenario anterior, la topolog´ıa de pruebas consta de un nu´cleo de
red virtualizado y la red de acceso real. El nu´cleo se realiza en un servidor donde esta´n siendo
ejecutados diferentes maquinas virtuales para proveer los servicios de usuarios y monitoreo de
la red, estas esta´n conectadas de forma virtual en el programa GNS3 a trave´s de un OVS, lo
cual permite obtener la topolog´ıa que se muestra en la Figura 14.
Figura 14: Esquema de la red GPON con elementos virtualizados
Esta topolog´ıa se divide en dos secciones, la parte izquierda de la OLT representa los dife-
rentes componentes de infraestructura que esta´n corriendo sobre un servidor y que se conecta
a la OLT a trave´s de un puerto Gigabit Ethernet, La OLT y los elementos a la derecha repre-
sentan la infraestructura f´ısica compuesta por: una OLT Smart 240, un divisor o´ptico 1:8 y 3
ONT Wave Access 4022.
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7.2.1. Open Virtual Switch
El nu´cleo de la red de pruebas se basa en el OVS, que es un switch multicapa virtualizado
de alto rendimiento, que permite la administracio´n convencional pero que esta orientado a
proveer una automatizacio´n masiva de la red, este switch es comu´nmente usado junto con
controladores SDN, en este caso se usara para conectar las mu´ltiples maquinas virtuales sobre
diferentes VLAN para dar los servicios y hacer las pruebas de tra´fico, otra de las ventajas de
este switch es el uso SFLOW, un protocolo de monitoreo que permite obtener y analizar el
tra´fico de la red, para este caso se analizara el ancho de banda sobre cada una de las VLAN y
sobre el puerto de transporte de la OLT, lo que permitira´ tener un visio´n global de la saturacio´n
y los servicios que saturan la red. La Figura 20a muestra como esta´n configuradas las interfaces
virtuales de acceso y el bridge con la interfaz real, la cual es el la conexio´n con el puerto de
transporte de la OLT 20b , por lo que todo el tra´fico pasa a trave´s de este switch.
(a) (b)
Figura 15: Relacio´n del OVS con los equipos reales
La interfaz de red que une el puerto de transporte de la OLT, con el equipo que virtualiza el
nu´cleo, es una interfaz Gigabit Ethernet, que esta dividida lo´gicamente en interfaces virtuales
(tap), las cuales son agregadas al OVS como interfaces de acceso en sus respectivas VLAN, y
sirven como punto de conexio´n de las maquinas virtuales. Estas pueden son creadas en Linux
mediante los siguientes comandos en modo root:
root@fede-GV62-7RC:/home/fede# tunctl
Set ’tap1’ persistent and owned by uid 0
root@fede-GV62-7RC:/home/fede# ifconfig tap1 up
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Se agregan la cantidad de interfaces necesarias para cada una de las maquinas virtuales que
se vallan a utilizar, y posteriormente se agregan al OVS con el etiquetado VLAN correspon-
diente:
root@fede-GV62-7RC:/home/fede# ovs-vsctl add-port br0 tap2 tag=201
Realizando estos pasos para cada una de las interfaces necesarias, el OVS muestra una confi-
guracio´n como la mostrada en 20a. Para poder configurar la OLT y realizar cambios fa´cilmente,
es necesario an˜adir una interfaz de red adicional, que permite conectar el equipo del nu´cleo con
el puerto de administracio´n como se muestra en la Figura 16a. La conexio´n de las ONTs es
mas sencilla, ya que simplemente se conectan los tele´fonos convencionales a los puertos POTS
(RJ11) y los equipos de prueba a cualquiera de los puertos Ethernet mostrado en la Figura
16b.
(a)
(b)
Figura 16: a.Equipo de Nu´cleo y OLT b.Equipos clientes
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Para poder recibir los servicios las ONT deben estar correctamente aprovisionadas, esto
es las interfaces WAN deben coincidir con prioridad, VLAN y estar en la subred correcta.
La Figura 17 muestra las interfaces WAN de una ONT en estado conectado, la configuracio´n
recibida por OMCI para establecer la comunicacio´n por VoIP, adema´s de los indicadores f´ısicos
sin errores en la ONT.
(a)
(b) (c) (d)
Figura 17: Diferentes visualizaciones ONT: (a) Web, (b) Telnet, (c) OMCI, (d) F´ısica
Finalmente, al unir todos estos elementos la topolog´ıa completa de la red real esta represen-
tada en la Figura 18, aqu´ı se han resaltado a la izquierda el nu´cleo completo de la red, que es el
equipo donde se virtualizan los servicios de clientes y monitoreo, adema´s este equipo tambie´n
se encarga de administrar la configuracio´n de la OLT, en el centro se encuentra el divisor o´ptico
1:8 el cual esta conectado en la entrada al primer puerto PON de la OLT, en la salida solo
se encuentran conectadas 5 ONT, para concluir la parte derecha se encuentra el lado de los
clientes donde se reciben los servicios de datos, multicast y voz por ip.
Figura 18: Red de pruebas completa
31 Federico Orozco Santos
7.3. Servicios y Herramientas de control
Las redes de acceso o´ptico, esta´n enfocadas a usuarios comunes, por lo tanto esta´n disen˜adas
para proveer los tres servicios principales: voz, v´ıdeo e internet debido a esto la cabecera GPON
debe contener un servidor para cada servicio, sin embargo no sera´n los u´nicos servidores en el
nu´cleo, ya que para controlar el estado de la red hacen falta herramientas de administracio´n y
control, que permitan observar como fluye el tra´fico en la red. Por eso este capitulo aborda las
plataformas sobre las que se prestan los servicios y las herramientas que se utilizaron para el
monitoreo y pruebas de congestio´n.
7.3.1. SflowTrend
En toda red debe existir un servicio que esta orientado a recoger informacio´n de los equipos
de infraestructura, generalmente se ha usado para este propo´sito el protocolo SNMP, la evo-
lucio´n de los servicios y la necesidad de obtener informacio´n mas detallada de cada equipo ha
llevado al crecimiento a otros protocolos como es el caso de Sflow. Esta es una de las razones
de utilizar un nu´cleo virtualizado, permite estar mas actualizado hacia las nuevas tecnolog´ıas.
Aprovechando que el OpenVirtual Switch(OVS), tiene la capacidad de obtener informacio´n
por medio de Sflow, permitiendo un monitoreo completo y constante, que permite revisar en
detalle el ancho de banda de todas las interfaces de switch. Para lograr esto es necesario usar
un recolector de esta informacio´n, que permita recopilarla y mostrarla gra´ficamente. En este
caso se ha utilizado el software SflowTrend creado por InMon, este dispone de una versio´n
gratuita que servira´ perfectamente para el propo´sito de este proyecto donde no se analizaran
demasiados nodos. Como muestra la figura 19. Este software permite obtener, informacio´n del
tra´fico por interfaz, adema´s, de poder filtrarlo por VLAN, IP origen, destino, o protocolo. En
este proyecto estos datos sera´n importados como archivos CSV y graficados en Matlab para
conseguir un formato mas uniforme y ordenado.
Figura 19: SflowTrend sobre una interfaz
32 Federico Orozco Santos
7.3.2. Wireshark
Los datos que circulan por una red, son segmentados y encapsulados en mu´ltiples protocolos
dependiendo de cada caso en particular, cada protocolo an˜ade generalmente una serie de bits
que indican como desencapsular la informacio´n, esta informacio´n es invisible para el usuario
final, pero en muchos casos es importante examinar como esta´n conformados los paquetes para
comprobar o corregir el funcionamiento de la red, es aqu´ı donde la herramienta Wireshark es
utilizada.
Wireshark es un analizador de protocolos con interfaz gra´fica, que se encarga de escuchar los
paquetes sobre una interfaz de red, y identificar el tipo de protocolo y como des encapsularlo,
se utiliza para observar el flujo de paquetes y analizar las capas mas bajas del modelo OSI.
En este proyecto Wireshark es utilizado para inspeccionar el tra´fico proveniente del puerto de
transporte de la OLT, y permite comprobar las VLAN y prioridades configuradas, tambie´n
se utilizo para analizar las llamadas que se hac´ıan desde las ONT ya que este puede obtener
estad´ısticas por medio del protocolo RTP.
(a)
(b)
Figura 20: Ejemplos de capturas Wireshark
7.3.3. IPERF3
IPERF3 es un servicio multi-plataforma, que permite conocer el ancho de banda ma´ximo
que puede ofrecer una red IP. Esta aplicacio´n esta basada en una conexio´n cliente servidor por
lo que en la cabecera GPON se ha agregado un servidor que provee este servicio para cada
subred, en este trabajo sera´ usada para saturar los enlaces y comprobar las pol´ıticas de los
canales ascendentes y descendentes de las diferentes ONT, para obtener las comprobaciones
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de los diferentes estados de saturacio´n. El funcionamiento de esta herramienta se muestra en
la Figura 21 a, donde se inicia el servidor y las Figura 21 b, que corresponde al lado del
cliente donde debemos apuntar a la IP del servidor y configurar el tiempo en segundos de la
prueba, Tambie´n es posible, realizar una medicio´n por UDP que permitira´ conocer la perdida
de paquetes y el Jitter, como muestra 21 c.
(a)
(b)
(c)
Figura 21: IPERF prueba de ancho de banda ma´ximo
7.3.4. IPTV
El servicio de televisio´n por IP consiste en una serie de canales que son enviados a un
grupo multicast, la transmisio´n por multicast permite utilizar de forma mas eficiente el ancho
de banda, para simular este servicio se ha utilizad el software VLC que, adema´s, de ser un
reproductor de v´ıdeos de co´digo abierto permite la realizacio´n de Streaming, en este caso se
usara una IP para cada canal, este puede ejecutarse desde el terminal como se muestra a
continuacio´n seleccionando la fuente del v´ıdeo y la IP y puerto destino o como en la Figura
22(a).
vlc -vvv file:////home/fede/Videos/intro.mp4 –sout=duplicatedst=rtpdst=224.0.1.250,
port=5004,mux=ts,ttl=3,dst=display :sout-all :sout-keep
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(a) (b)
Figura 22: Emisio´n y reproduccio´n a trave´s de VLC.
7.3.5. TGMS
EL TGMS (Telnet GPON Management System) [23] es un sistema propietario de TELNET
redes inteligentes, que permite realizar la configuracio´n de mu´ltiples OLT por medio de un
entorno gra´fico, esto permite abstraerse de los complicados comandos del CLI al mismo tiempo
se ve reducido el impacto que el operador puede tener sobre el equipo, ya que solo se configuran
los para´metros ba´sicos y el TGMS realiza las configuraciones adicionales, en 23a se observa
que el manejo de VLAN solo implica la configuracio´n de VLAN Tag y prioridad y el de (b) los
para´metros de ONU a la que son asignados servicios. Esto es u´til como un primer acercamiento
a los equipos, ya que se consigue conectividad a trave´s de la OLT de una forma mas simple.
(a) (b)
Figura 23: TGMS
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7.3.6. VoIP
Los conmutacio´n de circuitos que se usaba anteriormente para realizar transmisio´n de voz,
ha quedado en desuso por su elevado coste y la aparicio´n de redes convergentes, que aprovechan
mejor los recursos f´ısicos y lo´gicos. La idea general es transmitir las tramas de voz en paquetes
IP, para esto hace falta digitalizar la voz (muestreo, cuantificacio´n y codificacio´n) y finalmente
encapsularla en paquetes IP, esto debe ser gestionado por una central central telefo´nica que se
encargara de gestionar y enrutar las llamadas, en este caso se usara Asterisk.
AsteriskNow es una central telefo´nica open source basada en Linux, que puede ser descargada
de: https://www.asterisk.org/downloads/asterisknow, la instalacio´n de este servicio se
hara´ sobre una maquina virtual gestionada por VirtualBox. Aunque, Asterisk soporta varios
protocolos en este caso se utilizara el protocolo SIP, que actualmente es uno de los protocolos
mas habituales para la comunicacio´n de voz sobre IP, ya que no esta solo limitado a la voz, es
un protocolo orientado a la multimedia que tambie´n permite realizar videoconferencias.
Se agrega la maquina virtual al GNS3 y se enlaza con una de las interfaces virtuales asignadas
al OVS, en este momento solo es necesario an˜adir la configuracio´n de IP a trave´s del CLI de
Asterisk como muestra la figura 24(a), despue´s de esto ya es posible acceder por medio del
navegador a la IP asignada, la Figura 24 (b) muestra el entorno gra´fico de Asterisk con las
extensiones SIP configuradas.
(a)
(b)
Figura 24: Interfaz web Asterisk
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8. Aprovisionamiento/Configuracio´n a trave´s de CLI
La SmartOLT 240 permite tambie´n un modo de aprovisionamiento por l´ınea de comandos,
este modo a diferencia del TGMS permite tener un control total sobre el funcionamiento de la
OLT en todos los aspectos de la trama permitiendo una configuracio´n mas flexible y adaptada
a cada solucio´n, sin embargo la complejidad aumenta de forma considerable, debido a la gran
variedad de opciones dentro de los comandos, por este motivo este documento estudiara el
impacto que tienen las opciones de los comandos mas relevantes para obtener la mejor calidad
de servicio.
Para iniciar se debe conocer la estructura interna de la l´ınea de comandos, que esta com-
puesta por 2 elementos principales: PON y OLT Channel como se presenta en la Figura 38.
En el apartado PON se engloban las caracter´ısticas del ancho de banda (DBA) y los acuerdos
de nivel de servicio (SLA), en cambio el apartado OLT Channel se encarga de configurar los
recursos (PORT-ID, T-CONT) para cada puerto o´ptico de forma independiente adema´s este
submenu incluye el espacio de configuracio´n onu-local que permite asignarle el canal OMCC y
los T-CONT a las onus y el onu-omci que permite la comunicacio´n y envio´ de comandos a las
ONT.
Figura 25: Esquema del CLI SmartOLT240 [23]
Se debe tener claro que toda las configuraciones esta´n basadas en ı´ndices y apuntadores,
que logran relacionar e interconectar las diferentes estancias y comandos de la OLT como por
ejemplo el nu´mero del puerto o´ptico donde varios puertos o´pticos pueden tener configuraciones
iguales sin interferir por lo tanto cambiar un ı´ndice o apuntador no altera solo el comando
actual si no tambie´n los relacionados.
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8.1. Implementacio´n de un canal de comunicacio´n bidireccional
Este apartado detalla la implementacio´n ba´sica de un servicio para lograr conectividad a
trave´s de la OLT, el me´todo descrito a continuacio´n estaba basado en el ejemplo del manual de
scripts de TELNET, sera´ la base para futuras demostraciones en las que se profundizara en la
configuracio´n de para´metros mas espec´ıficos. Se creara´ un canal bidireccional en la VLAN 201
usando el PORT-ID 700 y ALLOC-ID 700.
8.1.1. Canal OMCC
Como primer paso a cada ONT debe asociarse un canal de gestio´n para poder comunicarse
por medio del protocolo OMCI, para esto se revisan las ONT activas con el comando show
serial-number allocated :
OLT CLI(DEV0 CH0)# show serial-number allocated
Allocated Serial number of OLT device/channel 0/0
#— serial number — onu-id — sn type — onu state
————————————————————————————
1 — 54-4c-52-49-5b-02-4c-6f — 0 — Dynamic — Activate
2 — 54-4c-52-49-5b-02-2d-b7 — 1 — Dynamic — Activate
Actived ONU num: 2
Se verifica a trave´s del serial u´nico para cada ONT el onu-id asociado automa´ticamente por
la OLT, se ingresa a la ONT a trave´s de este ı´ndice, en este caso el 1 y se asocia el puerto
OMCI correspondiente. Para hacerlo de una forma ordenada se asigna el mismo nu´mero para
el puerto OMCI que el asignado automa´ticamente como onu-id, posterior a esto se revisa la
configuracio´n:
OLT CLI(DEV0 CH0)# onu-local 1
OLT CLI(DEV0 CH0 LOC-ONU1)# omci-port 1
OLT CLI(DEV0 CH0 LOC-ONU1)# show information
ONU 1 of OLT device/channel 0/0 information
Serial number: 0x54-0x4c-0x52-0x49-0x5b-0x02-0x2d-0xb7
Equalization delay: 887600
Upstream FEC state: Disable
Encryption key: 0x0000000000000000
Omci portId: 1
Number of allocs IDs: 1
List of Alloc IDs: 1
El puerto OMCI ha sido asignado de forma correcta, en el proceso de inicio de la ONT se crea
por defecto un ALLOC-ID que corresponde al onu-id esto se hace para iniciar el intercambio
de informacio´n. Por lo tanto se debe agregar el ALLOC-ID del nuevo servicio en la ONT e
inicializarlo en la OLT con el PORT-ID:
OLT CLI(DEV0 CH0)# onu-local 1
OLT CLI(DEV0 CH0 LOC-ONU1)# alloc-id 700
OLT CLI(DEV0 CH0 LOC-ONU1)# exit
OLT CLI(DEV0 CH0)# port 700 alloc-id 700
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A partir de este momento se puede configurar la ONT por medio del canal OMCC, acce-
diendo por el sub´ındice configurado en el apartado anterior. Los comandos ejecutados en este
canal no son almacenados en el la OLT se env´ıan a la ONT y esta debe responder si el comando
se ha ejecutado correctamente, antes de realizar una nueva configuracio´n es importante borrar
las entidades que pudiera tener almacenada la ONT para evitar posibles errores:
OLT CLI(DEV0 CH0)# onu-omci 1
OLT CLI(DEV0 CH0 ONU(OMCI)1)# ont-data mib-reset
Response result: Command success
8.1.2. MAC bridge service profile
El mac bridge service profile hace parte del modelo jera´rquico de tres capas mostrado en
el apartado 5.4 este se encuentra modelado por Slot y describe para´metros propios del fun-
cionamiento del switch de la ONT como por ejemplo: activar o desactivar el spanning tree, la
prioridad del switch los temporizadores (hellow time, max age y forwar delay) y la posibilidad
de crear un puerto ATM. Los valores importantes es este apartado son el slot-id y el bridge-id
ya que son instancias que se usan para concatenar varias reglas de configuracio´n, para los dema´s
valores se han utilizado los propuestos por defecto por el fabricante.
mac-bridge-service-profile create slot-id 0 bridge-group-id 1 spanning-tree-ind true
learning-ind true atm-port-bridging-ind true priority 32000 max-age 1536 hello-time 256
forward-delay 1024 unknown-mac-address-discard false mac-learning-depth 255 dynamic-
filtering-ageing-time 1000
8.1.3. MAC Bridge Port Configuration Data
Extiende las funcionalidades de la entidad central MAC bridge service profile definiendo cada
tipo de puerto segu´n su terminacio´n o tipo (LAN, ATM, GEM, 802.1p) adema´s, la prioridad y
enlace al filtrado y etiquetado por VLAN a trave´s del puntero 257.
mac-bridge-pcd create instance 1 bridge-id-ptr 1 port-num 1 tp-type lan tp-ptr 257 port-
priority 0 port-path-cost 1 port-spanning-tree-ind true encap-method llc lanfcs-ind forward
8.1.4. GEM port network CTP
Esta es una entidad administrada (ME) definida en el esta´ndar ITU-T G988 como ME 268
y se encarga de identificar el punto de terminacio´n de la trama GEM dentro de la ONT, adema´s
de agregar funciones de la capa de red, dentro de las opciones se tiene la administracio´n del
tra´fico de subida y bajada, la asociacio´n a perfiles de tra´fico y la encriptacio´n del contenido, por
defecto la encriptacio´n esta a 0 es decir no encriptado, el valor 1 es una encriptacio´n unicast
en ambos sentidos, 2 encriptacio´n Broadcast/multicast y 3 encriptacio´n unicast solo en bajada.
El impacto de estos me´todos de encriptacio´n sobre el ancho de banda son analizados en el
apartado 9.1.
gem-port-network-ctp create instance 2 port-id 700 t-cont-ptr 32768 direction bidirectio-
nal traffic-mgnt-ptr-ustream 0 traffic-descriptor-profile-ptr 0 priority-queue-ptr-downstream
0 traffic-descriptor-profile-ds-ptr 0 enc-key-ring 0
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se puede observar como cada instancia esta asociada directamente a un port-id, por lo tanto
debe haber tantas instancias de puertos GEM como port-id tenga asociada la ONT.
8.1.5. GEM Interworking Termination Point
Esta entidad relaciona la transformacio´n de la trama GEM en el puerto destino al protocolo
seleccionado o la encapsulacio´n del protocolo del usuario a la trama GEM, es este caso puede ser:
emulacio´n de circuitos TDM, MAC bridge LAN, IEEE 802.1p mapper, Downstream Broadcast
y Video return path.
gem-interworking-termination-point create instance 2 gem-port-nwk-ctp-conn-ptr 2
interwork-option mac-bridge-lan service-profile-ptr 1 interwork-tp-ptr 0 gal-profile-ptr 0
Este comando esta asociado a los dos apartados anteriores a trave´s de sus apuntadores (ptr)
por lo tanto se debe crear uno por cada GEM port network CTP. Los dos apuntadores restantes
son el punto de terminacio´n utilizado solo en los servicios TDM y 802.1p y el perfil GAL que
se encarga de limitar el taman˜o ma´ximo del payload antes de ser convertido a trama GEM, su
valor en el ejemplo es de 0 desactivado.
8.1.6. VLAN Tagging Filter Data
Esta entidad es la encargada de asignar la etiqueta de VLAN y la prioridad de acuerdo al
las normas 802.1q y 802.1p adema´s se encarga de analizar y filtrar las etiquetas entrantes por
su VLAN id, o sus bits de prioridad de acuerdo a la operacio´n de reenvio´ seleccionada. Por lo
tanto configuramos la VLAN 201 con una prioridad de 0, al utilizar las otras VLAN lo que hara´
es enviar ambas VLAN por el mismo puerto GEM.
vlan-tagging-filter-data create instance 2 forward-operation h-vid-a vlan-tag1 201 vlan-
priority1 0 vlan-tag2 null vlan-priority2 null vlan-tag3 null vlan-priority3 null vlan-tag4
null vlan-priority4 null vlan-tag5 null vlan-priority5 null vlan-tag6 null vlan-priority6
null vlan-tag7 null vlan-priority7 null vlan-tag8 null vlan-priority8 null vlan-tag9 null
vlan-priority9 null vlan-tag10 null vlan-priority10 null vlan-tag11 null vlan-priority11 null
vlan-tag12 null vlan-priority12 null
8.1.7. Extended VLAN Tagging Operation Configuration Data
El complemento de la entidad anterior que permite modificar las diferentes etiquetas y
prioridades de acuerdo a los para´metros configurados adema´s, se le indica el nu´mero de etiquetas
que debe eliminar para sistemas QinQ. Para este caso se filtra por la VLAN 201 y solo se retira
una etiqueta, las prioridades no son modificadas ni filtradas.
extended-vlan-tagging-operation-config-data create instance 257 association-type pptp-eth-
uni associated-me-ptr 257
extended-vlan-tagging-operation-config-data set instance 257 operations-entry filter-outer-
prio filter-prio-no-tag filter-outer-vid none filter-outer-tpid none filter-inner-prio filter-
prio-none filter-inner-vid 201 filter-inner-tpid none filter-ethertype none treatment-tag-to-
remove 1 treatment-outer-prio none treatment-outer-vid copy-from-inner treatment-outer-
tpid tpid-de-copy-from-outer treatment-inner-prio 0 treatment-inner-vid 201 treatment-
inner-tpid tpid-de-copy-from-inner
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8.1.8. Configuracio´n de VLAN en la OLT
Se debe configurar las reglas VLAN en la OLT para cada port-id y el manejo que se dara´ a
esta VLAN en la red de transporte, en este punto es posible agregar un etiquetado adicional que
seria la VLAN de servicio o hacer un cambio de la VLAN de cliente hacia la red del transporte.
En este caso se escogio´ la opcio´n mas simple, mantener la VLAN sin ningu´n cambio.
OLT CLI(DEV0 CH0)# vlan uplink configuration port-id 700 min-cos 0 max-cos 7 de-bit
disable primary-tag-handling false
OLT CLI(DEV0 CH0)# vlan uplink handling port-id 700 primary-vlan none destination
datapath c-vlan-handling no-change s-vlan-handling no-change new-c-vlan 0 new-s-vlan
0
8.1.9. Asignacio´n ba´sica DBA
Las redes GPON tienen como ventaja la utilizacio´n del algoritmo de asignacio´n dina´mica
del ancho de banda (DBA) que se encarga de modificar el ancho de banda asignado a una ONT
en funcio´n de sus necesidades. Para este caso se ha realizado una configuracio´n ba´sica a 90Mbps
fijos se profundiza en este algoritmo en la seccio´n 9.1.
OLT CLI(DEV0)# pon
OLT CLI(OLT0 PON)# dba pythagoras 0
OLT CLI(OLT0 CH0 PON-DBA(Pythagoras))# sla 700 service data status-report nsr gr-bw
90 gr-fine 0 be-bw 90 be-fine 0
En este momento ya se tiene conectividad hacia la red del proveedor por la VLAN 201. Haciendo
un prueba de ancho de banda sobre el canal configurado por medio de iperf3 y recolectando el
estado del puerto a trave´s de sflow se obtienen los siguientes resultados: en la Figura 26(a) se
observa que el ancho de banda de bajada se encuentra en promedio en 928 Mbps cerca de 1
Gbps velocidad ma´xima a la que esta limitada este equipo por ser de uso acade´mico, y el ancho
de banda de subida en 89.5 Mbps cerca de la limitacio´n de 90 Mbps configurada.
(a) (b)
Figura 26: Pol´ıticas de Anchos de Banda
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para limitar el ancho de banda en el enlace descendente se debe crear una pol´ıtica ya que
el algoritmo DBA solo tiene sentido en el canal ascendente. Despue´s de creada la pol´ıtica de
ancho de banda en la OLT esta responde con un nu´mero identificador que debe ser asignado a
los puertos correspondientes, esto permite reutilizar la pol´ıtica en mu´ltiples puertos:
OLT CLI(DEV0 CH0)# policing downstream profile committed-max-bw 100032
committed-burst-size 1023 excess-max-bw 0 excess-burst-size 1023
OLT device id: 0
OLT channel id: 0
downstream profile index: 2
OLT CLI(DEV0 CH0)# policing downstream port-configuration entity port-id 700 ds-
profile-index 2
Downstream profile assigned
Con esta nueva pol´ıtica se tiene los resultados de la Figura 26(b) cerca de las 100 Mbps con-
figurados estas diferencias respecto a las pol´ıticas se encuentra cerca del X % que corresponden
a la adicio´n del encapsulado GEM sobre el Ethernet detallado en el apartado X, Otro factor
interesante es comprobar el efecto de la correccio´n de errores o FEC que segu´n la teor´ıa esta
en torno a 6 %, el apartado (a) de la figura 26 muestra la comparacio´n del ejemplo anterior
con FEC y sin el en el canal de subida, Este da una media de 83.2 Mbps que corresponden a
una reduccio´n del 6 % sobre el ancho de banda sin FEC, es posible habilitar esta caracter´ıstica
por ONT lo que permitira´ un mayor aprovechamiento del ancho de banda y aplicarlo solo en
casos espec´ıficos donde las condiciones o´pticas requieran un aumento del BER equivalente a
3dB como se detallo en el apartado 6 sobre el balance de potencia o´ptica.
OLT CLI(DEV0 CH0)# fec direction uplink 1
OLT CLI(DEV0 CH0)# fec direction downlink
(a) (b)
Figura 27: Impacto del FEC sobre el ancho de banda
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8.2. Canal para el servicio de voz sobre IP (VoIP)
El canal de voz sobre IP debe realizarse aparte del de datos, ya que debe los paquetes de
voz deben ser reenviados lo mas ra´pido posible para esto deben tener una prioridad alta que
permita obtener la menor latencia posible. sera´ necesario configurar las entidades administradas
detalladas la Figura 9 del ITU-T G.984.4 para lograr la conectividad entre los puertos POTS
de la ONT y el servidor de telefon´ıa sobre IP, la priorizacio´n del servicio se realizara en el
apartado final.
8.2.1. Voip Config Data
Para establecer la comunicacio´n voz es necesario definir que protocolo se usara para el
intercambio de mensajes entre las opciones mas comunes actualmente se tienen SIP, H.323, y
MGCP. SIP se ha convertido en uno de los protocolos mas habituales para la comunicacio´n de
voz sobre IP ya que no esta solo limitado a la voz, es un protocolo orientado a la multimedia
que tambie´n permite realizar videoconferencias.
voip-config-data set signalling-protocol-used sip voip-cfg-method-used omci voip-cfg-
address-ptr 65535 retrive-profile null
EL puerto en el cual se llevara a cabo la comunicacio´n SIP es este caso, un puerto POTS
que permite conectar un tele´fono convencional y la ONT sera´ la encargada de gestionar la
alimentacio´n y el muestreo de la sen˜al de voz, se le asigna a este puerto la etiqueta 513, que
servira´ como apuntador para otras entidades el valor de la impedancia se selecciona dependiendo
del equipo que se conecte al puerto RJ11 puede ser 600 o 900 ohms, una mala configuracio´n de
este valor puede producir efectos de reflexio´n y eco.
pptp-pots-uni set instance 513 admin-state lock interworking-tp-ptr 0 arc null arc-interval
null impedance 600 transmission-path full-time rx-gain null tx-gain null pots-holdover-
time 0
8.2.2. Voip Termination Point
Una vez configurado el puerto f´ısico al que se enviara el tra´fico de voz, se crea la instancia
encargada de enlazar todas las entidades con el puerto POTS correspondiente, esta es la entidad
central mostrada en la Figura 9, adema´s, se selecciona como se inicia la llamada, en este caso
loop-start al conectar un tele´fono tradicional.
.
voip-voice-ctp create instance 40 user-protocol-pointer 40 pptp-pointer 513 voip-media-
profile-pointer 40 signalling-code loop-start
8.2.3. Perfiles: VoIP, RTP, Servicio
El perfil VoIP define como sera´n codificados los datos en la capa f´ısica existen diversas
opciones dependiendo de la calidad que se requiera y el ancho de banda disponible los que ofrecen
mejor calidad de audio de acuerdo [24] son: G722, PCMA(G711a), PCMU(G711u) la eleccio´n
de varios codecs se realiza para asegurar la compatibilidad con el equipo receptor. El tiempo de
paquetizacio´n corresponde a la ventana temporal de las muestras de voz, generalmente oscila
en 10ms y 30 ms.
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voip-media-profile create instance 40 fax-mode passthru voice-service-profile-pointer 40
codec-selection-first-order pcmu packet-period-selection-first-order 10 silence-suppression-
first-order off codec-selection-second-order pcma packet-period-selection-second-order
10 silence-suppression-second-order off codec-selection-third-order g729 packet-period-
selection-third-order 10 silence-suppression-third-order off codec-selection-fourth-order gsm
packet-period-selection-fourth-order 10 silence-suppression-fourth-order off oob-dtmf disa-
ble rtp-profile-pointer 40
El perfil de servicio permite modelar el comportamiento que tendra´ el dispositivo f´ısico al
recibir una llamada, entre las opciones esta´n: announcement-type que es el comportamiento
de cuando entra una llamada y el usuario no contesta, jitter-buffer-max funciona como una
pequen˜a memoria que retrasa levemente los paquetes antes de ser reenviados para reducir la
perdida de paquetes.
voice-service-profile create instance 40 announcement-type fast-busy jitter-target 0 jitter-
buffer-max 1000 echo-cancel-ind true pstn-protocol-variant 34
Finalmente, se configura el protocolo de tiempo real (RTP) que especifica el rango de puertos
que pueden ser usados para la comunicacio´n en este caso del 50.000 al 52.000 que pertenecen
al rango de puertos privados, el manejo que se le da a la etiqueta de los servicios diferenciados
(DSCP) de los paquetes RTP salientes.
rtp-profile-data create instance 40 local-port-min 50000 local-port-max 52000 dscp-mark
46 piggyback-events disable tone-events disable dtmf-events disable cas-events disable
8.2.4. Servidor SIP
El siguiente grupo de configuraciones describe los para´metros que necesita la ONT para
registrarse en el servidor SIP, este es el encargado de aprobar el registro de las ONT, establecer
y terminar las sesiones entre ellas.
Para empezar se define una conexio´n UDP por el puerto 5060, los servicios de streaming
en tiempo real utilizan el protocolo UDP ya que agrega menos carga en el encabezado y no
es necesario confirmar la llegada de los paquetes. Adema´s, es posible utilizar la etiqueta de
servicios diferenciados (ToS) del etiquetado IPv4.
tcp-udp-config-data create instance 5060 port-id 5060 protocol udp tos-diffserv-field 0
ip-host-pointer 0
Se define el agente SIP con el puntero 32808 que hace referencia a la entidad que contiene
la IP del servidor y los datos de registro (usuario y contrasen˜a).
sip-agent-config-data create instance 40 proxy-server-address-pointer 32808 outbound-
proxy-address-pointer 32808 primary-sip-dns 8.8.8.8 secondary-sip-dns 8.8.4.4 host-part-
uri 65535 sip-registrar 32808 softswitch null-string
A la entidad anterior se le debe informar tambie´n los para´metros del canal, para esto es
necesario modificarla y agregarle el puntero 5060, que pertenece al canal UDP con puerto 5060.
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sip-agent-config-data set instance 40 proxy-server-address-pointer 32808 outbound-proxy-
address-pointer 32808 primary-sip-dns 8.8.8.8 secondary-sip-dns 8.8.4.4 tcp-udp-pointer
5060 sip-reg-exp-time 3600 sip-rereg-head-start-time 360 host-part-uri 65535 sip-registrar
32808 softswitch null-string
La entidad central que se encarga de agrupar los diferentes elementos es el sip-user-data que
contiene los punteros del agente SIP, la puerto POTS y las credenciales de acceso los elementos
marcados con el puntero 65535 no son necesarios.
sip-user-data create instance 40 sip-agent-pointer 40 user-part-aor 41 username-password
40 voicemail-server-sip-uri 65535 voicemail-subscription-expiration-time 3600 network-dial-
plan-pointer 65535 application-services-profile-pointer 65535 feature-code-pointer 65535
pptp-pointer 513
Como la entidad SIP agent tiene un apuntador hacia la entidad 32808, se crea esta entidad
encargada de almacenar la IP del servidor SIP, posterior a esto se debe crear una entidad que
de red que conecte esta IP con el usuario y password.
large-string create instance 32808
large-string set instance 32808 string 192.168.20.20
network-address create instance 32808 security-pointer 40 address-pointer 32808
Finalmente, se crea la entidad de registro en el servidor SIP con el usuario 427 y password
427 que corresponden a la extensio´n telefo´nica, de este puerto POTS.
authentication-security-method create instance 40
authentication-security-method set instance 40 validation-scheme null username-1 427
password null realm null username-2 null
authentication-security-method set instance 40 validation-scheme null username-1 null
password 427 realm null username-2 null
8.3. Pruebas sobre el servicio de voz
Despue´s de configurado el canal de voz, lo que se deber´ıa ver es el tra´fico SIP y RTP entre
el usuario y servidor, primero la ONT se autentica en el servidor SIP mediante un mensaje SIP
Registrar, en el caso de estar autenticado el servidor SIP responde con el mensaje SIP y este
le responde si esta o no autorizada como confirma la captura de Wireshark de la Figura 28
Figura 28: Registro en el servidor SIP
Para hacer pruebas en la calidad de la llamada se realiza la configuracio´n del canal de voz
y datos sobre una nueva ONT. Despue´s de esto se tiene en el servidor SIP dos extensiones
configuradas, al iniciar una llamada la ONT env´ıa un paquete SIP INVITE al servidor este
responde con un paquete SIP TRYING y env´ıa a la otra ONT la invitacio´n, la otra ONT
responde con un SIP RINGING y el servidor SIP reenv´ıa esta respuesta a la ONT inicial,
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al contestar se producen paquetes ACK y el servidor establece el canal RTP, esto se observa
claramente en la captura de Wireshark de la Figura 29.
Figura 29: Establecimiento del canal RTP
El establecimiento de la conexio´n mediante el protocolo RTP permitira´ evaluar las me´tricas
de calidad de servicio de la conexio´n, ya que este se apoya sobre el protocolo de control en tiempo
real RTCP del que se pueden extraer medidas de Jitter, Latencia y perdida de paquetes. Bajo
una red sin ningu´n tipo de congestio´n se evalu´a la calidad de la llamada con la herramienta
Wireshark y se obtienen los resultados de la Figura 30, donde se puede observar que tiene una
latencia menor a 100 ms que es la ma´xima recomendada para el servicio de voz, y un jitter muy
bajo.
Figura 30: Ana´lisis de los Streams RTP con congestio´n baja
Sin embargo, como en este caso la voz y los datos van por el mismo canal, esta conexio´n
es altamente susceptible a perder calidad por problemas de saturacio´n, para demostrar esto en
una de las ONT se comienza a enviar datos por IPERF3, hasta llegar a la asignacio´n de ancho
de banda ma´ximo de 600 Mbps, obteniendo como resultado los mostrados en la Figura 31,
donde el Jitter medio en el canal saturado se ha triplicado e incluso se ha llegado a la perdida
de paquetes (0.5 %).
Figura 31: Ana´lisis de los Streams RTP con congestio´n media
Aunque en este estado la comunicacio´n aun es viable, una red real presenta una mayor
congestio´n, debido al tra´fico de otros usuarios, por esto se comienza a saturar tambie´n el canal
ascendente y descendente de las dos ONT, donde finalmente la calidad de la llamada cae, hasta
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el punto de ser inviable, retardos y jitter muy altos, perdida de paquetes como se muestra en
32.
Figura 32: Ana´lisis de los Streams RTP con congestio´n alta
8.4. Canal Multicast para el servicio de Televisio´n (IPTV)
El servicio de televisio´n debe transmitirse por un canal multicast ya que es la forma mas
eficiente de transmitir este servicio debido a que el servidor env´ıa los datos al grupo multicast
y no maneja las conexiones de cada usuario por separado optimizando la carga del servidor y
el ancho de banda de la red. Debido a que el servicio de television, se transmite por un canal
multicast, no hace falta definir ALLOC-ID, ya que estos son los que identifican los contenedores
en el tra´fico del canal ascendente, para esto basta con configurar un puerto GEM adicional sobre
un canal existente, adicionando las siguientes 3 instancias:
gem-port-network-ctp create instance 3 port-id 4094 t-cont-ptr 0 direction ani-to-uni
traffic-mgnt-ptr-ustream 0 traffic-descriptor-profile-ptr 0 priority-queue-ptr-downstream 0
traffic-descriptor-profile-ds-ptr 0 enc-key-ring 0
En este caso se puede ver que se ha creado el puerto GEM 4094 y tiene solamente la direccio´n
de bajada ani-to-uni, los siguientes para´metros van a 0, como en los casos anteriores, finalmente,
se debe configurar el punto de terminacio´n multicast que apuntara al primer mac-bridge creado.
multicast-gem-interworking-termination-point create instance 3 gem-port-nwk-ctp-conn-
ptr 3 interwork-option mac-bridge service-prof-ptr 65535 interwork-tp-ptr 0 gal-prof-ptr
65535 gal-lpbk-config 0
mac-bridge-pcd create instance 3 bridge-id-ptr 1 port-num 3 tp-type mc-gem tp-ptr 3 port-
priority 0 port-path-cost 1 port-spanning-tree-ind true encap-method llc lanfcs-ind forward
La emisio´n se realiza con el VLC como se realizo en el apartado 7.3.4, la estructura de las
tramas multicast en la OLT y en los dispositivos de red en general, permite no inundar la red
de tra´fico si no es necesario, es por esto que existen los grupos multicast que es administrado
por el protocolo IGMP, para que la OLT reenvie´ el tra´fico multicast es necesario que reciba
una solicitud de alguna OLT, por esto la ONT debe tener habilitado la captura y reenvio´ de
paquetes IGMP. Para el inicio de la emisio´n la ONT debe enviar la peticio´n de acceso al grupo
multicast, como se puede encontrar en la captura de Wireshark de la Figura 35.
Figura 33: IGMP Join
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La ONT no recibira´ paquetes multicast hasta que no se realice esta peticio´n, esto se com-
prueba revisando las estad´ısticas de los paquetes recibidos en la ONT la Figura 34 muestra la
progresio´n temporal de la recepcio´n de paquetes multicast entre (a) y (b) transcurren 5 min
pero solo se reciben 5 paquetes multicast, en este momento se abre la conexio´n de red en el
VLC y se solicita la unio´n al grupo segundos despue´s la cantidad de paquetes multicast se
incrementa de forma notoria 34(c), y se observa la emisio´n desde la IP 224.0.1.250:5004.
(a) (b)
(c) (d)
Figura 34: Etapas de la transmisio´n multicast desde CLI
Desde el punto de vista de el flujo de tra´fico, se observa como el switch recibe mu´ltiples
paquetes hacia la direccio´n de Multicast 224.0.1.250 configurada en el servidor, al ser un v´ıdeo
de una calidad media baja requiere de menos de un 1Mbps de ancho de banda.
Figura 35: Tra´fico Multicast en el OVS
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La principal ventaja de que el tra´fico sea multicast es que este sea enviado una sola vez,
aun cuando sea solicitado por mu´ltiples ONT esto evita la congestio´n del canal con mu´ltiples
paquetes repetidos, por lo tanto al utilizar otra ONT la gra´fica de tra´fico de la Figura 35 no
deber´ıa cambiar significativamente ya que esta emisio´n se encuentra en el medio. Las dos ONT
solicitan unirse al grupo de multicast enviando la trama Join a la direccio´n de reporte multicast
de IGMP v3 (224.0.0.22) en el caso (a) se muestra la solicitud de las dos ONT al mismo grupo
224.0.1.250 en cambio el caso (b) las dos solicitan un canal distinto.
(a)
(b)
Figura 36: Solicitudes Multicast
Como pasaba en el caso anterior, el tra´fico de v´ıdeo se mantiene constante ya que es el
mismo canal y solo se env´ıa una vez 37 posteriormente se solicita el otro canal y se puede
observar como se duplica el ancho de banda utilizado por multicast.
Figura 37: Tra´fico Multicast en el OVS con dos ONT
8.5. Conclusio´n
A diferencia del TGMS la l´ınea de comandos permite adaptar la configuracio´n a condiciones
especificas, profundizando en detalles tanto del lado del cliente como del operador, en contra tie-
ne la mayor complejidad debido al protocolo OMCI que necesita establecer mu´ltiples entidades
con contienen gran cantidad de opciones, requiriendo as´ı un conocimiento profundo del sistema.
Entrar a configurar este equipo por el CLI permitio´ un mayor entendimiento de los pasos
necesarios para establecer diferentes tipos de canales, adema´s, permitio´ conocer elementos clave
que pueden ser configurados dentro de las opciones de las entidades para mejorar la calidad
de servicio y sera´n usados en el apartado siguiente para mejorar el rendimiento de los canales
configurados en esta seccio´n.
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9. Calidad de Servicio QoS
Las redes tienden a tener una capacidad limitada, esta capacidad va ligada directamente al
costo de la red, de forma que si se quiere tener una red que permita ofrecer servicios a bajo
costo y capacidades altas, la congestio´n en los equipos sera frecuente. Debido a que en muy
pocos casos es posible evitar la congestio´n, se deben tener una serie de medidas o me´todos, que
permitan administrar el tra´fico que fluye por la red. Lo que buscan estos diferentes me´todos es
optimizar la calidad de cuatro componentes ba´sicos: delay, jitter, perdida de paquetes y ancho
de banda esto en te´rminos generales se conoce como calidad de servicio (QoS), el para´metros de
calidad de servicio es una relacio´n cuantitativa del estado de la red, pero en ocasiones tambie´n
es importante conocer como el usuario percibe el servicio este enfoque subjetivo es conocido
como calidad de la experiencia (QoE).
Para lograr mejorar los para´metros QoS y QoE, debe haber un tratamiento especial sobre
los paquetes que transitan por la red, se debe identificar el tipo de tra´fico para su posterior
marcado. Con esto otros elementos de la red pueden reconocer la importancia que tiene este
servicio. En el art´ıculo de Cisco [13] sobre la calidad de servicio, se indican los me´todos usuales
que pueden implementarse, para aplicar una pol´ıtica de diferenciacio´n de servicios (DiffServ)
los cuales son:
Marcado: Permite a trave´s de pol´ıticas de coincidencia en: puertos, protocolo, ip origen
y destino. Identificar la prioridad del paquete, para incluir en el encabezado de capa 2 (CoS)
o 3 (ToS) del modelo OSI una etiqueta, que permite informar otros equipos de red el tipo de
tra´fico encapsulado. Pol´ıticas y Umbrales de tra´fico: Se controla el ancho de banda y la
velocidad de transmisio´n, es posible aplicar estos para´metros para un grupo de servicios en
espec´ıficos. Administracio´n y evasio´n de la congestio´n: Plantean las estrategias que se
deben seguir, para evitar que un canal llegue a su ma´ximo ancho de banda y co´mo reaccionar
cuando esta saturacio´n no fue posible de evitar, el encolamiento y descarte de paquetes son
te´cnicas esenciales en esta parte. Con esto se logra por ejemplo empezar a descartar paquetes
de baja prioridad antes de que se sature el canal y pueda afectar paquetes sensibles.
Con la utilizacio´n de estos me´todos se aplica la calidad de servicio de extremo a extremo,
garantizando que las aplicaciones cr´ıticas tengan el tra´fico bien diferenciado. A partir de las 4
variables ba´sicas es posible predecir el comportamiento de la red para un servicio en espec´ıfico,
por lo tanto, estos son los para´metros que se busca optimizar en un entorno QoS.
GPON tiene de forma nativa una serie de elementos que permiten mejorar los para´metros
de QoS, Como por ejemplo la asignacio´n dina´mica del ancho de banda (DBA) donde segu´n
Steven S. es un algoritmo que asigna el tiempo que cada ONU tiene para acceder al medio y
la utilizacio´n del ancho de banda [15]. Este algoritmo permite usar esta asignacio´n de forma
esta´tica o dina´mica, cada vez que un paquete pasa de la OLT a la ONT incluye un mapa del
ancho de banda de todas las ONTs, a partir de esta informacio´n las ONTs buscan la asignacio´n
que les corresponde y crean los paquetes a enviar basados en esta limitante[16].
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9.1. Asignacio´n dina´mica del Ancho de banda DBA
El algoritmo de asignacio´n dina´mica del ancho de banda (DBA) es una de las ventajas
nativas de GPON ya que se encarga de modificar el ancho de banda asignado a cada ONT
en funcio´n de sus necesidades, la idea principal es utilizar el tra´fico que otras ONTs en la red
no usan para asignarlo a ONTs que este´n requiriendo una mayor cantidad de recursos, esto
permite mejorar la eficiencia de toda la red ya que los usuarios tendra´n ra´fagas de anchos de
banda elevadas cuando las necesidades totales de la red lo permitan.
Para configurarlo se debe configurar el ancho de banda garantizado (GR) que sera´ asignado
siempre sin tener en cuenta la congestio´n total de la red adema´s, se configura el de ma´ximo
esfuerzo (BE) que sera´ el que se asigne cuando las condiciones totales de la red lo permitan.
Figura 38: Esquema del funcionamiento del DBA
Para lograr que funcione el DBA de forma adecuada se deben modificar los para´metros de
funcionamiento de acuerdo a la tasa binaria que puede manejar esta OLT en especifico, ya que
por ser de uso acade´mico tiene algunas funciones deshabilitadas. La tasa de datos de subida de
GPON es 1244 Mbps pero en el equipo se tiene acceso a 4 salidas de 1 Gbps que no pueden ser
utilizadas para balancear la carga, por lo tanto se debe modificar la tasa CNI que el algoritmo
usa como el bloque total de ancho de banda disponible para ser distribuido en las ONT, de esta
forma se evita cuellos de botella con la interfaz Gigabit Ethernet. Para configurarlo se reducen
las unidades del cni rate que se encuentran en mu´ltiplos de 124.4, por defecto se encuentran en
10 (1244 Mbps) se cambiaron a 8 (995 Mbps) para ajustarse al escenario, la modificacio´n de
este para´metro se realiza desde el menu DBA, de la siguiente forma:
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OLT CLI(OLT0 CH0 PON-DBA(Pythagoras))# show cni-rate-mbps
PYTHAGORAS get CNI rate of OLT 0 in channel 0:
rate: 1244
OLT CLI(OLT0 CH0 PON-DBA(Pythagoras))# cni-rate 8
OLT CLI(OLT0 CH0 PON-DBA(Pythagoras))# show cni-rate-mbps
PYTHAGORAS get CNI rate of OLT 0 in channel 0:
rate: 995
Como primera prueba se tienen dos canales en diferentes ONT sobre la misma VLAN (201)
sin ningu´n tipo de prioridad, el primer canal tienen asignado un ancho de banda garantizado
de 100 Mbps y el segundo de 885 Mbps como ancho de banda de ma´ximo esfuerzo 100 Mbps
extras al ancho de banda garantizado para el primer caso y 15 Mbps para el segundo.
OLT CLI(DEV0)# pon
OLT CLI(OLT0 PON)# dba pythagoras 0
OLT CLI(OLT0 CH0 PON-DBA(Pythagoras))# sla 700 service data status-report nsr gr-
bw 100 gr-fine 0 be-bw 200 be-fine 0
OLT CLI(OLT0 CH0 PON-DBA(Pythagoras))# sla 800 service data status-report nsr gr-bw
885 gr-fine 0 be-bw 900 be-fine 0
En condiciones ideales ambos canales deber´ıan alcanzar el ancho de banda de ma´ximo
esfuerzo (BE) como muestra la figura 39 a y b, ambos canales sobrepasan el limite del ancho
de banda garantizado hasta llegar al ancho de banda de ma´ximo esfuerzo estas pruebas esta´n
hechas de forma independiente por lo que el estado general de la red permit´ıa llegar al valor de
ma´ximo esfuerzo.
(a) (b)
Figura 39: Prueba inicial DBA
Una prueba mas comu´n en un entorno real es la representada en la Figura 40, donde se tienen
dos ONT con la configuracio´n anterior, pero existe un solapamiento en tiempo del tra´fico de
datos.
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En el primer apartado de esta figura se muestra el canal de 100 Mbps operando a 200 Mbps
debido a que hay ancho disponible en el total de la red, por lo tanto el DBA env´ıa el mapa
de ancho de banda mas elevado, en el minuto 10 el ancho de banda de la ONT 1 comienza a
descender hasta alcanzar 105 Mbps debido a que la ONT 2 ha empezado a transmitir y necesita
todo su ancho de banda, en este momento la ONT 1 se mantiene a una velocidad levemente
por encima de la garantizada (105 Mbps) y la ONT 2 permanece en el umbral garantizado de
885 Mbps, el apartado 2 muestra el canal de la ONT 2 que opera a la tasa garantizada hasta
que la ONT 1 termina la transmisio´n en este momento el DBA le asigna mas ancho de banda.
Figura 40: Prueba de asignacio´n dina´mica del ancho de banda
Finalmente, en la Figura 40 se muestra el estado total del canal o´ptico, que esta represen-
tado por la suma de los anchos de banda de las diferentes ONT, en este caso el rendimiento
total de la red a ma´xima carga es aproximadamente 990 Mbps, un valor cercano al configurado
inicialmente para el cni rate.
En caso de que los canales fueran sime´tricos el comportamiento es el mismo, se distribuye
el ancho de banda sobrante entre los canales de forma equitativa como muestra la gra´fica 41,
siempre que no se haya configurado un prioridad en alguna ONT.
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Figura 41: DBA con ONT sime´tricas
Esta caracter´ıstica de asignar el ancho de banda libre del DBA otorga una mejora en la
eficiencia de uso del canal, en comparacio´n con la asignacio´n fija del ancho de banda que
tendr´ıa los siguientes resultados para dos ONT con canales de 495 Mbps 46a.
(a) (b)
Figura 42: Asignacio´n Esta´tica vs Dina´mica
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La figura 46(b) representa el total de utilizacio´n del canal de 995 Mbps por las asignacio´n
dina´mica y la esta´tica, se aprecia claramente como la asignacio´n dina´mica ocupa una mayor por-
cio´n del a´rea, cerca de un 70.5 % y un 64 % para la asignacio´n esta´tica del ancho de banda, Esto
para el caso especifico de esta prueba que mantiene un tra´fico constante hasta saturar el canal,
que es el mejor caso para la asignacio´n de ancho de banda fija, en un entorno mas real donde
hay ra´fagas constantes mejorara el rendimiento del DBA y el esta´tico se vera reducido au´n mas.
9.1.1. Tipos de servicio definidos en el DBA
Es importante destacar, la posibilidad de definir dentro del DBA, el tipo de servicio que
esta asociado a cada SLA. Las pruebas anteriores fueron realizadas con el tipo de servicio datos
pero tambie´n es posible usar: omci, voip y cbr(constant bit rate) la funcio´n de estos no es
priorizar los canales, es reservar ancho de banda para casos espec´ıficos ya que limita el ancho
de banda disponible para el funcionamiento del DBA como se comprueba en la Figura 43, que
esta dividida en 5 partes, la primera corresponde solo a la aplicacio´n de la pol´ıtica de datos
siguiente donde se satura el canal y alcanza su valor de ma´ximo esfuerzo 950 Mbps.
OLT CLI(OLT0 CH0 PON-DBA(Pythagoras))# sla 700 service data status-report nsr gr-bw
495 gr-fine 0 be-bw 950 be-fine 0
En la segunda parte se adiciona la pol´ıtica de tasa de bit constante y desciende el ancho
de banda asignado a 735 Mbps aun cuando este nuevo canal no esta reenviando tra´fico, por lo
tanto aplicar una SLA con tasa de bit constante le indica al DBA que debe reservar ese ancho
de banda, con esto el cir pasa de 995 Mbps a 735Mbps debido a los 260 Mbps de la SLA cbr.
OLT CLI(OLT0 CH0 PON-DBA(Pythagoras))# sla 800 service cbr status-report nsr gr-bw
260 gr-fine 0 be-bw 0 be-fine 0
En el tercer instante, se inyecta tra´fico por el nuevo canal y el de datos se ve ligeramente
afectado (-10 Mbps), en la parte 4, se cambia la SLA de cbr a voip manteniendo los 260 Mbps,
en este caso se observa que tambie´n afecta al ancho de banda del canal de datos, pero solo
reserva la mitad de lo que reservo anteriormente para el canal cbr.
Figura 43: Efecto de servicios especiales sobre el DBA
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Finalmente, cuando se inyecta tra´fico por el canal voip desciende nuevamente hasta los 735
Mbps, por lo tanto el DBA reserva el 100 % de lo recursos asignados a SLA de tipo cbr y el
50 % para las de tipo voip, estas mantienen exactamente el ancho de banda garantizado aun
cuando la red este libre.
9.1.2. Priorizacio´n del ancho de banda de exceso
Hasta el momento se han analizado casos donde los servicios no tienen ninguna prioridad,
pero dentro de el algoritmo DBA es posible priorizar los canales por medio de su ALLOC-ID.
Por defecto los servicios tienen la ma´xima prioridad (0), esta puede ser modificada para asignar
el ancho de banda de exceso o de ma´ximo esfuerzo a canales espec´ıficos, mediante el comando:
OLT CLI(OLT0 CH0 PON-DBA(Pythagoras))# set 700 excess-bw-priority 1
En este caso, se cambia la prioridad al canal identificado por el ALLOC-ID 700 pasando de
0 a 1, para comprobar este comportamiento se tienen dos canales asignados a los ALLOC-ID
700 y 800, con una configuracio´n de ancho de banda garantizado de 250 Mbps y 600Mbps de
ma´ximo esfuerzo(exceso). La figura 44 representa tres instantes: El primero ambos canales con
la misma prioridad (0) donde el ancho de banda es repartido de forma equitativa quedando
cerca de las 500 Mbps cada uno. El segundo instante donde al canal del ALLOC-ID 700 se le ha
reducido su prioridad a 1, por lo tanto al haber solo dos canales, el ancho de banda en exceso es
asignado al canal del ALLOC-ID 800 de prioridad 0, quedando cerca de las 600 Mbps mientras
el ALLOC-ID 700 baja a cerca 400 Mbps.
Figura 44: Cambio de prioridad en el DBA
Al an˜adir un tercer canal con la misma configuracio´n de anchos de banda (gr=250 Mbps,
be=600 Mbps) y con prioridad por defecto (0) se tiene el tercer instante, el canal de prioridad
1 bajara hasta tener el ancho de banda garantizado y el de exceso sera´ repartido de forma
equitativa entre los canales de prioridad 0 como en los casos anteriores, por lo tanto el ancho
de banda en exceso sera´ asignado totalmente a los servicios de mayor prioridad en caso de que
lo requieran.
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9.1.3. Conclusiones
El algoritmo de asignacio´n dina´mica de ancho de banda es una herramienta fundamental
para optimizar el tra´fico en el canal ascendente, una configuracio´n adecuada de esta funcio´n
permitira´ que el canal este la mayor parte del tiempo totalmente utilizado, adema´s, garantizara
el ancho de banda de los usuarios en condiciones de saturacio´n.
Una configuracio´n amplia del ancho de banda de ma´ximo esfuerzo evita a futuro posibles
congestiones, ya que reenv´ıa las ra´fagas de alto tra´fico a la ma´xima velocidad posible reducien-
do la cantidad de slots temporales necesarios que podr´ıan coincidir con ra´fagas de otros usuarios.
Seleccionar adecuadamente el tipo de servicio dentro del DBA permitira´ reservar el ancho
de banda necesario para canales de alta prioridad, con esto se consigue un acceso al medio mas
ra´pido pero reduce esta cantidad del bloque total de ancho de banda asignable y no es posible
beneficiar este canal de ancho de banda extra en momentos de baja congestio´n.
9.2. Manejo de prioridades 802.1p
Para poder identificar los paquetes que deben ser reenviados primero, el router debe reco-
nocer los paquetes, para esto existen dos campos importantes usados en la calidad de servicio
para el marcado y clasificacio´n estos con el Clase de servicio (CoS) del encabezado de capa
2 y el tipo de servicio (ToS) en el encabezado de capa 3, en este caso se usaran los bits de
prioridad del VLAN tag, que se encuentra bajo el esta´ndar de la IEEE 802.1p. Al tener 3 bits
para este propo´sito pueden ser configurados hasta 8 niveles de prioridad, generalmente se utiliza
la prioridad 5 para el servicio de voz ya que el 6 y 7 esta´n reservados.
Figura 45: Cambio de prioridad en el DBA
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La idea es poder separar distintos flujos de tra´fico, para controlar la forma como es reenviado
el tra´fico, que ba´sicamente sin ningu´n tipo de configuracio´n es en orden de llegada, adema´s,
esta prioridad puede extenderse mas alla´ del uso en la ONT ya que los equipos de la red de
transporte pueden tener pol´ıticas que tambie´n tengan en cuenta la prioridad de los paquetes.
As´ı, los paquetes sera´n separados en diferentes flujos antes de ser reenviados para esto es
necesario implementar un mapper que indique el puerto GEM de salida correspondiente a cada
flujo, como se muestra en la figura 45.
Para esto es necesario modificar el punto de terminacion GEM y cambiar la opcio´n del tipo
de protocolo utilizado, donde antes se tenia mac-bridge-lan, ahora se apunta al mapper.
gem-interworking-termination-point create instance 2 gem-port-nwk-ctp-conn-ptr 2
interwork-option 8021p-mapper service-profile-ptr 2 interwork-tp-ptr 0 gal-profile-ptr 0
Para crear la entidad mapper, se debe tener en cuenta el apuntador configurado en el
apartado anterior, y configurar el punto de terminacio´n para cada una de las prioridades,
adema´s, se elige una opcio´n para marcar los paquetes que no contengan el campo prioridad.
Como se muestra a continuacio´n este mapper reenv´ıa todo el trafico por el punto de terminacio´n
2 excepto el de prioridad 5 que sera enviado por el 3.
8021p-mapper-service-profile create instance 2 tp-pointer 65535 interwork-tp-ptr-p0 2
interwork-tp-ptr-p1 2 interwork-tp-ptr-p2 2 interwork-tp-ptr-p3 2 interwork-tp-ptr-p4 2
interwork-tp-ptr-p5 3 interwork-tp-ptr-p6 2 interwork-tp-ptr-p7 2 unmarked-frame-op
tag-frame default-pbit-marking 0 tp-type bridge
(a)
(b)
Figura 46: Captura de los paquetes con prioridades
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9.3. Administracio´n del ancho de banda en el canal descendente
El canal descendente tiene un ancho de banda de 2.48 Gbps y se transmite la informacio´n
por broadcast hacia todas las ONT conectadas, estas deciden que tra´fico esta destinado a ellas
y cual deben descartar, para evitar saturar el canal tambie´n se debe hacer una administracio´n
del ancho de banda en esta direccio´n. En una red de usuarios tradicionales la mayor cantidad
de tra´fico es descendente, este canal a diferencia del ascendente no requiere una exhaustiva
configuracio´n debido, al mayor taman˜o del ancho de banda y la menor complejidad en la
transmisio´n, ya que este canal es continuo y no por ra´fagas como el ascendente. Para limitar el
ancho de banda es posible configurar pol´ıticas generales, que pueden ser reutilizadas para ser
asignadas a diferentes servicios:
Al igual que con el DBA se debe configurar los limites de ancho de banda que usara la
OLT para este perfil, estos se configuran mediante 4 opciones: Ancho de banda ma´ximo
garantizado, Ancho de banda de exceso ma´ximo, y las ra´fagas garantizadas (CBS) y
de exceso (EBS), estas ra´fagas es la cantidad permitida en la que se puede superar el ancho
de banda asignado.
policing downstream profile committed-max-bw 49984 committed-burst-size 1023
excess-max-bw 49984 excess-burst-size 1023
Esta configuracio´n se realiza en el menu general de la OLT para este caso se utilizo: el ma´ximo
ancho de banda garantizado y de exceso de 49.984 kbps y las rafagas varian entre 2 y 1023,
se uso 1023 para este caso, lo que dar´ıa en promedio unas 100 Mbps de bajada. Al configurar
estos para´metros en el perfil, la OLT automa´ticamente le asignara un ı´ndice:
OLT channel id: 0
downstream profile index: 0
Este ı´ndice, puede ser utilizado mu´ltiples veces, para aplicar la pol´ıtica a diferentes servicios
la asignacio´n de las pol´ıticas se puede hacer por puerto GEM o por ONT.
OLT CLI(DEV0 CH0)# policing downstream port-configuration entity port-id 800 ds-
profile-index 0
(a) (b)
Figura 47: Pol´ıticas de Anchos de Banda
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La primera prueba consiste en evaluar la diferencia entre un canal sin politica de ancho
de banda en descendente que corresponde a la figura 47 (a) donde se observa que se usa toda
la capacidad de la interfaz, aproximadamente 1Gbps, el apartado (b) se le aplica una politica
de 100 Mbps y se puede ver como se corta muy cerca al punto configurado. En la segunda
prueba se usa una ONT con dos canales, estos van por contenedores de transmisio´n diferentes,
se aplica la politica solo a uno de los canales y se tienen los resultados de la figura 48a donde
se ve como esta limitado cerca de las 100 Mbps uno de los canales y el otro tiene el ancho de
banda restante. Si ahora, adema´s, aplicamos una politica de 50 Mbps sobre toda la ONT se
tienen los resultado de la figura 48b donde se encuentran ambos canales limitados a un total
de 50 Mbps.
policing downstream profile committed-max-bw 49984 committed-burst-size 1023
excess-max-bw 0excess-burst-size 2
OLT device id: 0
OLT channel id: 0
downstream profile index: 2
OLT CLI(DEV0 CH0)# policing downstream port-configuration entity onu-id 2 ds-profile-
index 2
(a)
(b)
Figura 48: Pol´ıticas de Anchos de Banda
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10. Conclusiones y Trabajos futuros
10.1. Conclusiones
GPON es una tecnolog´ıa altamente escalable debido a su optimizacio´n de la capa f´ısica,
esto le permitira´ seguirr aumentando la cuota de mercado que esta familia representa. Adema´s,
como queda en evidencia en este trabajo esta pensada para proveer mu´ltiples soluciones a los
usuarios, su capacidad de gestionar diferentes me´todos de calidad de servicio le otorga una gran
flexibilidad y una alta optimizacio´n del ancho de banda.
El algoritmo de asignacio´n dina´mica de ancho de banda es una herramienta fundamental
para optimizar el tra´fico en el canal ascendente, una configuracio´n adecuada de esta funcio´n,
permitira´ que el canal este´ la mayor parte del tiempo totalmente utilizado, adema´s, garantizara
el ancho de banda de los usuarios en condiciones de saturacio´n.
Aunque se pueden agregar prioridades a los contenedores de transmisio´n, tambie´n es impor-
tante tener priorizado el tra´fico lo mas cerca posible del origen, esto permite reducir latencias
y descartar paquetes en condiciones de saturacio´n mas cerca del origen, reduciendo la carga
general de la red.
A diferencia de las interfaces web como el TGMS, la l´ınea de comandos permite adaptar
la configuracio´n a condiciones especificas, profundizando en detalles de configuracio´n desde el
lado del cliente (ONT) y del operador (OLT), esto aunque tiene una mayor dificultad abre la
posibilidad de desplegar configuraciones de forma automa´tica que no son posibles a trave´s de
una interfaz gra´fica.
El uso de Open Virtual Switch en la interfaz de agregacio´n otorga al sistema funcionalida-
des adicionales, como el uso del protocolo SFlow, que permitio´ obtener con detalle el ancho de
banda y porcentaje de utilizacio´n de cada interfaz, esto combinado con el recolector permite
tener una trazabilidad total de los servicios.
10.2. Trabajos Futuros
Teniendo en cuenta que con este proyecto se logro configurar y modificar servicios por
medio de la linea de comandos como proyecto futuro se abre la posibilidad de automatizar las
configuraciones por medio de scripts, si adema´s, se tiene en cuenta que el switch de agregacio´n
permite obtener informacio´n completa y detallada del estado de los servicios estos scripts podra´n
ser desencadenados a trave´s de Machine Learning, realizando un ana´lisis del tra´fico en tiempo
real y reconociendo diversos patrones como: tipo de tra´fico, servicio, usuario. Esto permitira´ dar
aun mas dinamismo al uso del ancho de banda, ya que seria posible intercambiar las prioridades
y tipos, de los contenedores de transmisio´n prediciendo el comportamiento de los usuarios dentro
de un a´rbol. Al tener la informacio´n de utilizacio´n del canal por usuario es posible redistribuir
a los usuarios en diferentes arboles o´pticos, para balancear la carga de los puertos PON.
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