Social interactions are characterized by distinct forms of interdependence, each of which has unique effects on how behavior unfolds within the interaction. Despite this, little is known about the psychological mechanisms that allow people to detect and respond to the nature of interdependence in any given interaction. We propose that interdependence theory provides clues regarding the structure of interdependence in the human ancestral past. In turn, evolutionary psychology offers a framework for understanding the types of information processing mechanisms that could have been shaped under these recurring conditions. We synthesize and extend these two perspectives to introduce a new theory: functional interdependence theory (FIT). FIT can generate testable hypotheses about the function and structure of the psychological mechanisms for inferring interdependence. This new perspective offers insight into how people initiate and maintain cooperative relationships, select social partners and allies, and identify opportunities to signal social motives.
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The demands of interdependent social life that "select" for certain behavior tendencies in the course of an individual's life may also have selected genetically for humans with those tendencies or, at least, with the aptitude for readily learning them.
- Kelley and Thibaut (1978, p. 181) We operate in a world where the inferred costs and benefits of actions are relevant to our understanding of our exchange relations.
- Tooby, Cosmides, and Price (2006, p. 118) Interdependence provides significant opportunities and challenges to any organism. This is especially the case for humans, given the richness of our social lives. Indeed, Lewin, a pioneer of social psychology, suggested that navigating the landscape of interdependence is a foundational challenge to group and individual functioning (Marrow, 1969) . Seventy years later, Lewin's observation seems prescient given the volume of biological and social science work dedicated to understanding how interdependence shapes human behavior (e.g., Emerson, 1976; Kelley et al., 2003; Maynard-Smith, 1974; Montgomery, 1998; Olson, 1965) .
Recent biological perspectives on social behavior suggest that interdependence-the manner in which each individual's behavior affects their own and others' outcomes-can provide key insights into how organisms are adapted to the social environment (e.g., Roberts, 2006; Tomasello, Melis, Tennie, Wyman, & Herrmann, 2012; Tooby & Cosmides, 1996) . To illustrate, evolutionary biologists argue that corresponding versus conflicting fitness outcomes between individuals can determine whether cooperation evolves in a species (e.g., Hamilton, 1964; Trivers, 1971) . Although this work has not always focused on humans, it implies that different forms of human interdependence in the ancestral environment would have produced psychological adaptations for navigating interdependence (Doebeli & Hauert, 2005; Skyrms, 2004; Tomasello et al., 2012) . Hence, understanding how humans deal with Lewin's great challenge of interdependence requires a consideration of not only contemporary social environments but also the ancestral past and the types of adaptations that underlie our psychology of interdependence.
But what was the form of interdependence in the ancestral past? And what adaptations might have evolved in response to these types of interdependence? Here, we answer both of these questions by detailing the fundamental structures of interdependence proposed by Kelley and Thibaut (1978) and the types of information processing systems these structures should have produced using Tooby and Cosmides's (1992) approach to understanding psychological adaptations. This integration can be used to generate novel hypotheses regarding the function and structure of psychological mechanisms for detecting and responding to the specific types of interdependence within social situations. We argue that this approach advances evolutionary social psychology by unifying several research topics (e.g., cooperation, coordination, power, nonverbal behavior, and emotional expressions) under a common theoretical framework. Before outlining our theory, though, we briefly describe the theoretical foundations of evolutionary psychology and interdependence theory.
Evolutionary Psychology: Adaptations for Interdependence and Cooperation
Evolutionary theory forms the foundation of scientific investigations of interdependence, social interaction, and cooperation across disciplines (Alcock, 2001) . Population biologists use evolutionary game theory models to understand how the structure of organisms' interdependence can select for cooperative tendencies (West, El Mouden, & Gardner, 2011) ; ethologists study how different social environments and ecologies give rise to varied cooperative strategies across taxa (Wilson, 2012) ; human behavioral ecologists examine how humans cooperate to solve various interdependent problems, including hunting, coalitional aggression, and child care (Alvard & Nolin, 2002; Hrdy, 2007; Mathew & Boyd, 2011) ; and social psychologists use evolutionary theory to understand the psychological mechanisms underlying social interactions Kenrick, Li, & Butner, 2003; Neuberg & Schaller, 2014; Simpson & Gangestad, 2001) .
Each approach aims to understand a fundamental question about interdependent biological organisms: How would selection favor adaptations that motivate organisms to cooperate, and so incur costs to provide benefits to others? And, especially importantly for psychologists, how would these (psychological) adaptations be executed? The evolutionary psychology paradigm articulated by Tooby, Cosmides, and others provides a framework for understanding how psychological adaptations have been shaped by natural selection to promote cooperation (Buss, 1995; Symons, 1990; Tooby & Cosmides, 1992) . We discuss two theoretical principles of evolutionary psychology that are pertinent to our theory: the concept of functional specialization and the concept of the environment of evolutionary adaptedness (EEA).
The ease with which organisms behave in seemingly adaptive manners can belie the engineering difficulties inherent in shaping brains that can process information in a fitness-promoting fashion. Given the varied nature of barriers to reproducing before death (e.g., detecting and avoiding snakes vs. detecting and acquiring a reproductively viable romantic partner vs. detecting and avoiding pathogens; Kenrick, Griskevicius, Neuberg, & Schaller, 2010) , it is implausible that the mind has evolved for the general function of "engage in fitness-promoting behavior" (or, pertinent to this article, "navigate interdependence"; Cosmides & Tooby, 1994a; Kurzban, 2010) . One of the key contributions of evolutionary psychology concerns the emphasis on functional specialization of psychological mechanisms (frequently referred to as "modularity"; Barrett & Kurzban, 2006; Cosmides & Tooby, 1994b) . The varied nature of adaptive problems favors the evolution of specialized psychological mechanisms, each of which processes specific information in a functional manner.
But what are these environmental barriers to ultimately reproducing that have shaped psychological mechanisms? Evolutionary psychologists, following Bowlby (1969) , suggest that psychological adaptations (i.e., functionally specialized mechanisms) were shaped by conditions in their EEAs (Tooby & Cosmides, 1990 . Each specialized psychological mechanism can, theoretically, be shaped in and by a different EEA. The EEA for mechanisms underlying snake detection and avoidance, for example, concerns the environmental conditions in which snakes threatened our hominid ancestors (Öhman & Mineka, 2001) , whereas the EEA for mechanisms underlying anticuckoldry adaptations involves environments of paternal investment mixed with extra-pair sex (Buss, 2006) . Based on knowledge of the ancestral past, evolutionary psychologists often generate and test hypotheses about the ultimate, fitness-relevant function and proximate, information processing structure of modern psychology.
Although these principles have led to novel predictions and new information regarding the nature of prejudice (Schaller & Neuberg, 2008) , emotion (Tybur, Lieberman, Kurzban, & DeScioli, 2013) , visual perception (Jackson & Cormack, 2007) , morality , cooperation (Delton, Cosmides, Guemo, Robertson, & Tooby, 2012) , and aggression (Sell, Tooby, & Cosmides, 2009) , they have also been criticized on theoretical and empirical grounds. Criticisms regarding functional specialization have highlighted that "domain general" mechanisms (e.g., working memory) can be used in a fitness-promoting fashion (Laland & Brown, 2011) . However, the evidence for functionally specialized mechanisms is strong (see Kurzban, 2010; Pinker, 1997, for overviews) , and mechanisms need not be applied to only one adaptive problem to be functionally specialized (e.g., Barrett & Kurzban, 2006) .
Other criticisms have highlighted the difficulties in inferring functional design based on incomplete knowledge of the past environments that would have shaped psychological adaptations. Naturally, we do have plenty of knowledge regarding the ancestral environment. As one example, we know that there were infectious microorganisms, and we know that their presence likely shaped the evolution of a number of adaptations that function to neutralize their fitness-negating effects (e.g., the emotion disgust; see Tybur & Lieberman, 2016; Tybur et al., 2013) .
Nevertheless, there are gaps in our knowledge about our ancestral past. Consider the precise structure of the social environment in the EEA that shaped the psychological adaptations for cooperation. There were certainly some invariants in the past, including problems posed by cheaters and free riders-that is, people who tended to receive benefits from others but not contribute to public goods or reciprocate. Not surprisingly, some of the key evolutionary psychology research programs investigating cooperation have focused on free riders (e.g., Cosmides, 1989; Delton et al., 2012) . However, cooperative tasks and collective decisions were exceptionally diverse in ancestral environments; they included hunting, food sharing, migration, trade, protection from predators, child care, and warfare. Furthermore, the nature of each of these tasks varied across ecologies (e.g., jungle vs. savannah vs. coastal). This diversity poses challenges for understanding environmental invariants that could have shaped psychological adaptations for cooperation (Henrich & Henrich, 2007) . One feature of social interactions is invariant across ecologies, though: the social dilemma.
The EEA, Social Dilemmas, and the Variety of Interdependence
In social dilemmas, it is in no single individual's best interest to help another because helping incurs a personal cost. If all individuals behave according to their own interests, though, then the collective (i.e., the average of each person's outcomes) is worse off compared with when everyone cooperated (Van Lange, Balliet et al., 2014) . Hence, social dilemmas are characterized by conflicts of interests, where the best outcome for each individual is actually worse for all individuals. Social dilemmas occur across myriad types of social interactions, each of which poses distinct challenges and opportunities, including interactions relevant to self-protection, mate retention, status striving, and coalition formation (Kenrick et al., 2003) . As a consequence, we can safely assume that social dilemmas were an enduring feature of the EEA that shaped our social psychology (Axelrod, 1984; Delton, Krasnow, Cosmides, & Tooby, 2011; Nowak, 2006) . Not all social dilemmas are created equal, though. Some situations, like deciding to join a coalition for raiding a neighboring tribe, can be characterized by great conflict between individual and collective interests (Bowles, 2009 ). However, other situations, like joining a coalition to protect one's kin or social allies from a violent outgroup, can involve little conflict between individual and collective interests (Rusch, 2014) . Conflicts of interest also vary across individuals within the same situation, if some individuals' interests are more or less aligned with collective interests, or some individuals' behavior more strongly affects others' outcomes (Kelley et al., 2003) . Variations in interdependence during social dilemmas (e.g., more or less conflict/power) were likely also an enduring feature of the ancestral past.
These considerations suggest that understanding the evolved psychology of interdependence requires knowledge of the dimensions of interdependence that psychological mechanisms could operate to detect and navigate. Such information is provided by a social-psychological framework that preceded evolutionary psychology: interdependence theory.
Variation Across Interdependent Situations
Interdependence theory (Kelley & Thibaut, 1978) describes variation in outcomes in any single interdependent interaction. Using a matrix approach initially developed for game theory, Kelley and Thibaut analyzed variation in outcomes in situations described as two-person, two-option (i.e., 2 × 2) matrices (see Kelley et al., 2003) . To illustrate, consider the different possible outcomes in a food sharing situation, portrayed in Figure 1 . Both individuals in this situation-John and Mary-have two options: share food or do not share food. Each person can experience variable outcomes. John could receive 1, 2, 3, or 4 units, and Mary could also receive 1, 2, 3, or 4 units. The number of units John and Mary receive depends on (a) their own behavior, (b) their interaction partner's behavior, and/or (c) some mutual actions taken together (e.g., coordination). Kelley and Thibaut (1978) used these three components to describe the variance in each person's outcomes in dyadic interactions. To do so, they analyzed each interdependent situation by first considering each person's outcomes separately. We illustrate this approach by first focusing on John's outcomes.
In the situation displayed in Figure 1 , one component of variance in John's outcomes is captured by how John's decision to share or not share food influences his own outcomes, independent of what Mary decides to do. This component is labeled Actor Control.
2 John's Actor Control can be calculated by averaging across his outcomes when he shares food ([3 + 1] / 2 = 2), then averaging across his outcomes when he does not share food ([4 + 2] / 2 = 3), and finally taking the difference score between those average outcomes (3 − 2 = 1). John's Actor Control here (1) reveals that John receives 1 unit more when he does not share relative to when he does share, independent of Mary's behavior. The same calculations can be done for Mary, whose Actor Control is also (1) in this situation-that is, Mary receives 1 unit more when she does not share than when she does share, independent of John's behavior. Finally, the absolute value of Actor Control (1) can then be imputed in an Actor Control Matrix displayed in Figure 1 , where the calculated magnitude is inserted for John's and Mary's outcomes for their behavior that results in the relatively better outcome (in this case, when they do not share food).
John's outcomes are also influenced by whether Mary shares food, independent of how John behaves. This component of variance in John's outcomes is labeled Partner Control. In this situation, John's Partner Control is calculated by averaging across John's outcomes when Mary shares food ([3 + 4] / 2 = 3.5), then averaging across John's outcomes when Mary does not share food ([1 + 2] / 2 = 1.5), and finally creating a difference score between those average outcomes (3.5 − 1.5 = 2). John's Partner Control here (2; see Figure 1 ) indicates that he receives 2 units more when Mary shares food than when she does not share food, independent of John's behavior. Here, Mary's Partner Control is the same value (2). Next, the absolute value of Partner Control (2) can be imputed in a Partner Control Matrix, where the calculated magnitude is inserted for John's and Mary's outcomes according to when their partner's behavior mainly improves their own outcomes (i.e., when their partner decides to share food).
The final component of variance in John's outcomes is determined by how both Mary and John behave together, referred to as Joint Control. John's Joint Control is calculated by first constructing a Joint Control Matrix for John's outcomes and then using the values in that Joint Control Matrix to calculate John's Joint Control. John's Joint Control Matrix is formed by comparing the values in each cell of the Actor Control Matrix and Partner Control Matrix with the original values in the overall matrix. For example, John's overall outcome when both John and Mary share food is (3), subtract from this value the same outcome from the Actor Control Matrix (0) and Partner Control Matrix (2), and then the outcome of this comparison is placed in the Joint Control Matrix (3 − [0 + 2] = 1). John's Joint Control Matrix is formed by doing this calculation for each of John's four possible outcomes. Finally, the magnitude of Joint Control is calculated across all of John's outcomes in the Joint Control Matrix by comparing the outcomes in the two diagonalsupper left to lower right and upper right to lower left (1 − 1 = 0). John's outcomes are influenced by (1) for all possible combinations of how his own behavior combines with Mary's behavior and, hence, his Joint Control value is (0). In this case, no variance in John's outcomes is captured by Joint Control. As shown in Figure 1 , the same value of Joint Control (0) describes Mary's outcomes in this situation.
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This example describes only one type of interdependence, and the pattern of outcomes described above can vary substantially across situations. After examining hundreds of situations like the one described above, Kelley and Thibaut (1978) found that the ratio between the magnitudes of Actor Control, Partner Control, and Joint Control could be used to describe differences and similarities across interdependent situations. They found that the variation in interdependence across situations can be described by four dimensions: degree of interdependence, degree of correspondence, basis of interdependence, and asymmetric dependence. Below, we (a) describe each dimension of interdependence, (b) provide matrix examples of each dimension, and (c) illustrate each dimension via concrete situations thought to have been ubiquitous in the lives of our hunter-gatherer ancestors.
Degree of Interdependence
One end of this dimension is characterized by bilateral actor control-meaning that each person determines their own outcomes, and their behavior has no effect on their partner's outcomes. That is, people in these situations are independent. The other end of this dimension is characterized by total interdependence. In this context, both individuals are mutually (and symmetrically) dependent on their partner's behavior-that is, each individual's outcomes are entirely dependent on how their own behavior combines with their partner's behavior. The degree of interdependence is calculated for each person in an interdependent situation, say John ( j ), as the amount of variance in John's outcomes accounted for by Partner Control (PC) and Joint Control (JC) (both squared), divided by the sum of all three variance components, including Actor Control (AC) (each squared) (see Kelley & Thibaut, 1978 , for further details).
Degreeof interdependence
PCj JCj ACj PCj JCj Figure 2 displays three matrices, each of which characterizes an interdependent situation at a different position on this dimension. In the situation characterized by total independence, John (and Mary) can choose either Option A (+5) or Option B (+0). Importantly, John's choice has no consequence on Mary's outcome. In contrast, in a situation of complete interdependence, John can benefit (+5) by choosing Option A or Option B, but whether or not he benefits is completely determined by Mary's behavior (Option A vs. Option B). The matrix in the middle characterizes such a situation, whereby both John and Mary have a clear choice for a benefit (Option A), but their choice affects both their own outcome and their partner's outcome.
To illustrate a situation of independence, imagine John and Mary deciding to drink water from a large lake. Each person can choose whether or not to drink water. Given the volume of water in the lake, John's decision to drink has no effect on Mary's outcome (and vice versa) . This can be contrasted with a situation of interdependence, such as when dangerous animals are introduced into the situation. If there are potential predators nearby, then John can only safely drink from the lake if Mary looks out for predators while he is vulnerable, with his back to the land. The same goes for Mary; she can only safely benefit from the water if John looks out for her while she drinks. Here, both John and Mary benefit from drinking water only when their partner watches for predators.
Degree of Correspondence
On one end of this dimension, outcomes correspond perfectly. That is, both individuals can achieve their best outcome within a situation. On the opposite end of the dimension, outcomes conflict completely, and the behavior that results in the best outcome for one individual results in the worst outcome for the other individual. The degree of correspondence is calculated using the three variance components, Actor Control (AC), Partner Control (PC), and Joint Control (JC), for John ( j ) and Mary ( m ), respectively. Possible values range from +1 (completely corresponding outcomes) to −1 (completely conflicting outcomes). As displayed in Figure 2 , an example of a situation with completely corresponding outcomes includes John benefiting by choosing Option A (+5), but only if Mary also chooses Option A. Importantly, Mary benefits (+5) from choosing the same option that benefits John. In a situation with conflicting interests, John can benefit (+5) by choosing Option A, and only when Mary also chooses Option A. Mary, though, receives nothing if she chooses Option A; she achieves her best outcome when choosing Option B, but only when John also chooses Option B. Thus, in this situation, one member of the dyad must receive nothing for either individual to receive anything. If John and Mary both behave in a way to achieve their best outcome, then they both receive nothing. Intermediate situations can arise that contain a mixture of corresponding versus conflicting outcomes. To illustrate, the middle matrix in Figure 2 displays a situation with zero corresponding or conflicting outcomes. Such situations are characterized by mutual Partner Control, whereby each person's behavior completely determines their partner's outcome, without any consequence on their own outcomes.
As a further illustration, consider a situation with highly corresponding interests: John and Mary carrying large prey back to the safety of camp-a large prey that is too heavy for a single person to carry alone. Here, both individuals benefit from helping the other carry the prey. The other end of this dimension involves zero-sum (or win-lose) situations, such as when there is only a small amount of food available (enough to feed one person). Here, the only way for John to benefit is for Mary to receive nothing, and the only way for Mary to benefit is for John to receive nothing.
Basis of Interdependence
In some situations, people must coordinate to achieve their best outcomes. That is, each person can improve their outcome by adjusting their behavior based on what their partner is doing. In other situations, coordination has no effect on outcomes. Nonetheless, each person's outcomes can still be influenced by others' behaviors, independent of what they decide to do. The degree to which an individual's behavior can influence how a partner's behavior determines that individual's outcomes is described by the basis of interdependence. Figure 2 illustrates situations that vary in terms of the basis of interdependence. One end of this dimension contains exchange situations, which are completely characterized by (mutual) Partner Control. In a situation of mutual Partner Control, John has two options, each of which could result in a benefit (+5), but whether they do benefit John is completely determined by Mary's behavior. In contrast, the other end of this dimension is characterized by mutual Joint Control. In Figure 2 , a coordination situation involves both John and Mary engaging in complementary behaviors to achieve some benefit (+5). Situations often lie between these two extremes and involve a mixture of both Partner Control and Joint Control.
Cooperative child rearing can serve as an example of social exchange (mutual Partner Control). Imagine that John and Mary are brother and sister. John can provide care for Mary's child (or not). Mary would benefit from child care, but whether or not she benefits is completely determined by John's behavior. Similarly, Mary can spend that time away from the child gathering tubers for dinner (or not), which could benefit John later that evening. Conversely, other situations may be relatively more determined by mutual Joint Control. For example, John and Mary might engage in distinct behaviors to start a fire in camp (e.g., John might gather wood and Mary might gather tinder). The best outcome in this situation (starting a fire) can be achieved by adjusting one's own behavior to a partner's behavior.
Asymmetric Dependence
At one end of this dimension, an individual is unilaterally dependent on their partner. At the other extreme, an individual completely determines their own and their partner's outcomes. In fact, asymmetric dependence has been offered as a definition of social power (Fiske, 2010; Keltner, Gruenfeld, & Anderson, 2003; Magee & Smith, 2013 ). The equation below shows that the degree of asymmetric dependence can be calculated by comparing the degree of interdependence for each person, say John ( j ) and Mary ( m ). The values can range from +1 to −1. A negative value indicates that John's outcome is less dependent on Mary's behavior than Mary's outcome is dependent on John's behavior (i.e., John has more power than Mary). Conversely, a positive value indicates that Mary has relatively more power than John. Figure 2 displays situations that vary in asymmetric dependence. We can consider each of these situations from the perspective of John. In the situation on the left, John benefits by choosing Option A (+5), while Option B results in no benefit. John's outcome is not at all influenced by Mary's behavior. However, Mary only benefits if John chooses Option B, and so Mary is unilaterally dependent on John. Alternatively, as the situation on the right suggests, the roles could change, and John could be unilaterally dependent on Mary. The matrix in the middle displays a situation with symmetric dependence, where both individuals equally influence each other's outcomes.
Consider migratory periods for hunter-gatherers. In these situations, physical strength may determine how much weight people can carry while migrating. Imagine that John is injured and Mary is healthy. Here, John might not be able to carry much on the journey, and he would benefit from Mary's willingness to carry his provisions. Thus, John is unilaterally dependent on Mary during migration. On the contrary, Mary is not reliant on John-Her best outcomes are not at all influenced by John's behavior. That is, Mary is unilaterally independent from John. Kelley and Thibaut's (1978) rigorous and systematic analysis of interdependent situations in the form of matrices led to a derivation of components and dimensions of interdependence that transcend time and location. Although Kelley and Thibaut focused on how different contemporary situations varied along these dimensions, we propose that the many various interdependent situations encountered by our huntergatherer ancestors (e.g., hunting, trade, child care, and warfare; Simpson, 1999) likely also varied along these same dimensions (Proposition 1). In fact, these dimensions should describe variation of interdependence deep into our phylogenetic history. For example, there is evidence that suggests chimpanzees experience situations of variable interdependence (e.g., grooming; Gomes, Mundry, & Boesch, 2009) , conflict (e.g., food sharing; Muller & Mitani, 2005) , coordination (e.g., hunting; Boesch, 1994) , and power (e.g., sexual access; De Waal & Waal, 2007) , and such variation in interdependence was likely experienced across the lifetime of a common ancestor between chimpanzees and humans. Hence, interdependence theory provides critical information regarding the nature of variation in interdependence across situations in the ancestral past.
Variations in Interdependence in the Ancestral Past
Evolutionary and social scientists endorse the fact that interdependence in the ancestral past has shaped the evolution of human social psychology, yet most evolutionary models have examined how interdependence strategies would evolve in the face of one type of interdependence in isolation. Hence, researchers have overlooked the important variation in interdependence individuals have experienced within a lifetime for millennia. For example, evolutionary models of social behavior often assume that a specific type of interdependence describes social interactions in the ancestral environment (e.g., a social dilemma). Most models assume that (a) specific behavioral strategies vary in a population (e.g., tit-for-tat vs. always defect), (b) strategies interact with each other in only one specific type of interdependent situation, (c) the outcomes of interactions affect reproductive success of individuals (and, hence, their strategies), and (d) certain strategies become more prevalent across generations (see Rand & Nowak, 2013) . Two examples illustrate these evolutionary models of social behavior: (a) how social dilemmas can inform cooperation and (b) how the war of attrition can inform negotiating conflict over scarce resources.
Social Dilemmas and the Adaptive Problem of Cooperation
Many evolutionary game theory models of cooperation assume that a social dilemma (e.g., the Prisoner's Dilemma) characterized the form of interdependence among our ancestors (Boyd & Richerson, 1992; Nowak & May, 1992 ). As we have seen above, though, the type of interdependence (e.g., degree of corresponding interests, unilateral dependence) contained within any specific social dilemma would have varied dramatically across situations.
Consider food sharing as an example of an interdependent situation. Although food sharing can be generally described as a social dilemma (Gurven, 2004) , the nature of the dilemma varies wildly across circumstances. For example, food division can vary in conflict of interests depending on the amount of resources available at any given time (Smaldino, Schank, & McElreath, 2013) . Moreover, an adult hunter-gatherer's outcomes for food sharing can be characterized by relatively high power when sharing food with a child, or relatively low power when sharing food with a highstatus adult. Other types of ubiquitous ancestral social interactions, including decisions to hunt, migrate, divide parental care, defend against predators, and trade, were also characterized by myriad forms of interdependence.
Yet, most evolutionary game theory models of social interactions model a fixed pattern of interdependence across an individual's lifetime. For example, the 30 years of modeling work that have revealed that the "tit-for-tat" strategy outperforms other strategies across generations have assumed a single, fixed type of social dilemma (e.g., Axelrod, 1984) . 4 Nonetheless, recent simulations that have modeled dynamic, more realistic interdependence structures reveal that tit-fortat is outperformed by other strategies that are sensitive to variation in interdependence (e.g., Cheng, Zuckerman, Nau, & Golbeck, 2011; Dawkins, 2010; Fischer et al., 2013) . For example, Fischer and colleagues (2013) find that conditional cooperation based on the perceived similarity of another individual outperform tit-for-tat, especially in a social ecology that involves interdependent situations with variable amounts of corresponding interests.
Other examples suggest that strategies that are sensitive to asymmetric dependence-and adjust decisions based on this dimension of interdependence-are more likely to evolve than a fixed tit-for-tat strategy (Dawkins, 2010) , as long as organisms can detect the interdependence within a situation under conditions of uncertainty (Delton et al., 2011) .
War of Attrition and the Adaptive Problem of Competition Over Scarce Resources
In modeling how animals, including humans, resolve costly conflicts over scarce resources, biologists have analyzed an interdependent situation in which two individuals compete over a finite resource, such as mates, food, or territory (Haccou & Glaizot, 2002; Hammerstein & Parker, 1982) . In such so-called war of attrition situations, costs and benefits for the individuals within the interaction are asymmetric. That is, the situation is characterized by asymmetric dependence, with the cost/benefit ratio being larger for one individual than for the other. In the war of attrition, individuals decide to either compete for resources or withdraw from competition. Presumably, the cost/benefit ratio changes across the interaction, and individuals make decisions to withdraw when costs exceed the benefits. Individuals are thought to assess the asymmetric dependence in these situations prior to competing, and then update those estimates based on the outcome of interactions during the competition.
War of attrition models have provided direct evidence for the functional benefit of making accurate inferences about interdependence in these conflict situations-specifically, by avoiding the costs of making inaccurate inferences about the cost/benefit structure (Haccou & Glaizot, 2002) . Theory on the war of attrition suggests that two features of the situation influence each individual's estimated power in the situation: (a) partner cost infliction potential (e.g., formidability; Sell et al., 2009 ) and (b) the value of the resource being contested (e.g., ownership; Pietraszewski & Shaw, 2015) . Consistent with this theory, recent evidence finds that children use specific cues, including physical size, number of alliances, and ownership to infer who is more likely to win a competitive situation (Pietraszewski & Shaw, 2015) . In fact, infants as young as 10 months old use physical size to form expectations about who is likely to prevail in situations that contain a conflict of interests (Thomsen, Frankenhuis, Ingold-Smith, & Carey, 2011) .
The cues used to infer interdependence in a war of attrition situation may provide clues as to how people infer interdependence in other social dilemmas. That said, existing analyses of the war of attrition do not distinguish between two dimensions of interdependence: degree of correspondence and asymmetric dependence. Moreover, the war of attrition overlooks two other potentially relevant dimensions of interdependence-the degree of interdependence and the basis of interdependence. Also, making inferences of interdependence is a problem that occurs not only in situations involving conflict over resources but also in situations involving coalition formation, social exchange, child rearing, and food sharing, to name a few. Nevertheless, work on the war of attrition offers insights into how psychological mechanisms might function to navigate the uncertainty inherent to interdependent situations. This work is embedded within recent developments in evolutionary psychology-developments that provide a framework for understanding how people infer conspecific characteristics relevant to the nature of interdependent situations.
Functional Specialization for Interdependence Inferences
Others' abilities to impose costs and provide benefits can critically influence the degree of interdependence in a situation, the extent to which interests conflict, whether the situation involves coordination, and whether dependence is asymmetric. How do people infer this information? Evolutionary psychologists have recently proposed that humans possess functionally specialized psychological mechanisms for estimating others' ability to impose costs (a Formidability Index) and provide benefits (a Conferral Index; Sell et al., 2009) . Additional adaptations might estimate one's own ability to provide benefits to and impose costs on others. Such estimates, which can inform how each person's behavior can affect their own and others' outcomes across many situations, should be computed based on stable aspects of an individual. For example, upper body strength is used to estimate a person's Formidability Index, and attractiveness is used to estimate a person's Conferral Index (Sell et al., 2010; Sell et al., 2009) .
Although traits such as strength and attractiveness are stable across situations, they are not equally relevant across situations. Partner physical strength and attractiveness can inform interdependence in some situations, but might be less important (and, perhaps, irrelevant) in other situations (e.g., when the allocation of pooled resources is based on status rather than strength and attractiveness). If accurately inferring the nature of interdependence within situations was beneficial in the ancestral past, and features of situations reliably covaried with the nature of interdependence (e.g., the degree of interdependence, degree of correspondence, basis of interdependence, and asymmetric dependence), then aspects of human social psychology might have evolved to respond to cues that would dynamically and systematically change depending on the type of interdependence in a social interaction.
Adaptations for Interdependence
Existing work suggests that (a) variation in the structure of outcomes during interdependent situations in the ancestral past can shape how organisms (including people) think about interdependence, (b) the dimensions of interdependence articulated by interdependence theory are relevant to delineating differing social situations, (c) specific cues reliably covary with different forms of interdependence, (d) detecting and responding to the nature of interdependence within a situation is beneficial, and (e) human psychology does indeed have content-rich adaptations that could inform the nature of interdependence within a situation. This existing work can set the foundation for a new, integrative framework for understanding why and how people infer interdependence in a situation. Armed with a descriptive model of the variation in interdependence across social interactions in the EEA, we forward a theory about the evolved psychological mechanisms that function to make interdependence inferences.
Functions of Interdependence Inferences
Much experimental research on human social behavior studies how people behave in situations in which people are provided objective information about their interdependence with others. In contrast with assumptions guiding most of this work, individuals in real-life contexts do not have direct, objective knowledge about how their own and others' actions affect their own and others' outcomes. Instead, people must infer their interdependence under conditions of considerable uncertainty. We propose that even an imperfect ability to infer and respond to interdependence in social situations would afford myriad benefits relative to a position of complete lack of knowledge regarding interdependence (Proposition 2).
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Predicting others' behavior. Correctly anticipating a partner's actions allows an individual to select a strategy that is beneficial given anticipated partner behavior (Balliet & Van Lange, 2013; Camerer, 2003; Maynard-Smith, 1976) . For example, in social dilemmas, accurately predicting others' behavior allows individuals to avoid interacting with likely free riders (see C. Aktipis, 2004) . And, of course, interaction partners can only coordinate if they are able to anticipate each other's actions. Moreover, accurately assessing interdependence within a situation can also inform what type of information will predict others' behavior. For example, an individual's concern for their interaction partner's outcomes predicts behavior in situations that involve a conflict of interests, but in situations of corresponding interests, then partner competence, experience, and common knowledge may better predict partner behavior (Balliet & Van Lange, 2013; Thomas, DeScioli, Haque, & Pinker, 2014) .
Influencing others' behavior. Except in situations of pure bilateral actor control (i.e., complete independence), an individual's outcomes are always influenced by their partner's behavior. Hence, the ability to not only predict but also influence a partner's behavior is beneficial in most situations. Strategies to influence a partner's behavior can include making threats and promises, communicating strategies of turn-taking (e.g., in situations requiring coordination), and sharing or concealing information about one's own preferences (Kelley, 1979; Smith, 1982) . The tactics employed to influence others' behavior may depend in part on the interdependence in the situation. In situations containing a conflict of interests, investing in verbal communication can enhance trust in others (Cohen, Wildschut, & Insko, 2010) , commitment to cooperate (e.g., a norm of promise keeping; Bicchieri, 2002) , and ultimately cooperation (Balliet, 2009 ). In situations containing asymmetric dependence, powerful individuals can use different tactics to strategically influence partner behavior (e.g., via threats), but identical tactics would be less successful when deployed by the low-power individual (Fiske, 2010; Keltner et al., 2003) .
Partner selection. Depending on the type of interdependence within a situation, others' behaviors are differentially predicted by personality traits (e.g., assertiveness, dominance, kindness), social motives (e.g., cooperative, competitive, and aggressive), and rules (e.g., punish cheaters, keep promises, and return favors; Kelley et al., 2003; Nakamura & Ohtsuki, 2014) . Accurately inferring the type of interdependence can allow individuals to select interaction partners with the qualities that are advantageous in that situation. This occurs regularly. For example, when individuals find themselves in situations that require a sacrifice from an interaction partner, they usually select interaction partners who "owe them a favor" (e.g., family or friends) or who have a prosocial personality (e.g., individuals who are agreeable). Indeed, people are much more likely to help family and friends, rather than mere acquaintances, in high conflict of interests situations, but the difference in helping is much smaller when there is a low conflict of interests (Stewart-Williams, 2007) .
Detecting and signaling motives. Existing theory suggests that individuals can benefit from signaling motives (e.g., Gintis, Smith, & Bowles, 2001) , detecting others' motives, and then sharing information about others' motives (theory of indirect reciprocity; Nowak & Sigmund, 2005) . Accurately inferring interdependence can facilitate efficient signals of cooperative motives because costly cooperation can signal a cooperative motive (Balliet, Mulder, & Van Lange 2011) . For instance, to attenuate costs while gleaning reputational benefits, individuals might engage in more cooperation in situations with conflicting interests if an audience is present (Smith & Bird, 2000) . Understanding interdependence within situations can also increase the accuracy of inferences regarding others' social motives. This can in turn (a) enable individuals to better predict potential partners' behavior in subsequent situations (Kelley et al., 2003) , (b) help them select or avoid interaction partners in subsequent situations (Gintis et al., 2001) , and (c) enable them to share more accurate information about others' motives (N. H. Hess & Hagen, 2006) . Indeed, prior research finds that people can accurately infer a friend's social motive (Bem & Lord, 1979) , that people do evaluate others' behavior differently depending on the type of interdependence in a situation (Joireman, Kuhlman, Van Lange, & Shelley, 2003) , and that the type of interdependence in a situation can be used to make inferences of other's social motives (Kelley et al., 2003) .
Detecting changes within and across situations. Interdependence can change within a situation, and situations can change even when an interaction partner remains constant. The ability to detect such changes in interdependence would allow individuals to enter or exit situations (or relationships) that are characterized by undesirable interdependence. Alternatively, people can make decisions to increase interdependence to enable them to signal specific traits to partners, or they may decide to reduce interdependence to avoid harm from others (Yamagishi, 2011) .
Interdependence inferences can also be monitored over the course of a relationship with a specific partner, and can in turn be integrated to understand the types of situations frequently encountered with specific others. For example, knowing whether previous interactions with a specific person contained mostly corresponding or conflicting interests can guide partner selection and decisions in subsequent situations. In fact, the ability to monitor the types of interdependent situations experienced with a specific person could underlie the phenomenon of felt closeness with others and/or increased commitment to relationships (Aron, Aron, & Smollan, 1992; Rusbult & Buunk, 1993) .
In sum, the benefits of detecting and responding to the type of interdependence in a situation are clear. Given the ubiquity of content domains that involve interdependence (e.g., Kenrick et al., 2010; Simpson, 1999) , adaptations for making interdependence inferences might gather and store information that can then be deployed across multiple domains of social interaction. The concept of internal regulatory variables (IRVs; Tooby, Cosmides, Sell, Lieberman, & Sznycer, 2008) can provide clues regarding how the mind might do this.
Structure of Interdependence Inferences: Four IRVs
Evolutionary psychologists have argued that motivational systems are computational by nature, and that they have evolved to incorporate functionally specific information from the environment to output adaptive behavior (Tooby & Cosmides, 1992) . This idea of computation and integration is similar to Brunswik's (1955) Lens Model, which suggests that the mind tracks and integrates domain-specific cues to arrive at an estimate of probabilistic features of the environment. Consider how a Lens Model can elucidate mate choice. Miller and Todd (1998) suggest that the mind integrates cues to a potential mate's health, intelligence, resources, and cooperativeness into a single index, which is outputted as a proximally experienced value of mate attractiveness, which in turn motivates courtship (or a lack thereof). Tooby et al. (2008) argue that myriad motivational systems act in a similar manner, by tracking, integrating, and storing domain-specific information that can be encoded into a value, which can then be used for a variety of other psychological mechanisms.
Consider the Kinship Index proposed by Lieberman, Tooby, and Cosmides (2007) as another example of an IRV. Knowing the degree of genetic relatedness with conspecifics is important for directing several different types of behavior. Even so, humans, like other animals, do not have infallible knowledge of their relatedness with conspecifics. Instead, they must estimate relatedness by extracting information from the environment. The Kinship Index is proposed as an IRV that extracts and encodes features of the environment (e.g., how much time you spent with another individual during development; whether you witnessed your mother breastfeeding another individual) as information regarding relatedness. This information can then be applied to discrete adaptive problems, including "whom do I behave prosocially toward" and "whom do I avoid as a sexual partner." Other IRVs (e.g., the Welfare Tradeoff Ratio) can similarly be deployed across numerous adaptive problems (Delton & Robertson, 2016; Tooby et al., 2008) .
Given the ubiquity of the dimensions of interdependence discussed above-and the putative benefits to detecting and acting upon interdependence within a situation-we propose that adaptations for navigating the four dimensions of interdependence act like IRVs (Proposition 3). These indices, like the Kinship Index and Mate Attractiveness Index, can be used to guide adaptive behavior across several distinct adaptive problems (e.g., parenting, mate search, coalition formation, social exchange; see Kenrick et al., 2010) . Just as motivational states outputted from the Kinship Index can vary between mating and cooperative contexts (e.g., with greater values corresponding with disgust and empathy, respectively), outputted behavior arising from the same interdependence index could also vary across adaptive problems. While most previous work has focused on IRVs that estimate important "hidden" properties of people (e.g., shared genes, ability to inflict costs or confer benefits, prosocial motivation), functional interdependence theory (FIT) describes IRVs that function to estimate properties of situations that are not directly observable. Moreover, similar to the perspective that variation in people cannot be described by a single dimension (or IRV), variation across multidimensional situations requires multiple IRVs to estimate interdependent properties of the situation.
The output from any of the four IRVs estimating the four dimensions of interdependence could be used by different programs regulating behavior in response to a distinct adaptive problem. Consider how a Correspondence Index that estimates the degree of corresponding versus conflicting outcomes would feed into several programs regulating cooperation in different situations. For example, in a situation that involves forming a coalition, detecting high conflict of interests among potential partners could direct a person to condition behavior on trust and previous experience with others. In contrast, detecting high conflict of interests during an interaction with an intrasexual competitor could direct a person to preemptively communicate threats and physical aggression. Alternatively, detecting corresponding interests could lead to similar cooperative behaviors with kin, intrasexual competitors, and even individuals who have a poor reputation for cooperation.
Any adaptation for social behavior should contain a domain-specific logic for how output from interdependence IRVs is used (if it is used at all), and some adaptations might take input from multiple interdependence IRVs. Consider an adaptation for cheater detection . Because a greater degree of interdependence often means that a cheater's behavior has more impact on others' outcomes, detecting a higher degree of interdependence should lead to greater vigilance in detecting cheaters, lower thresholds for detecting cheating, and more aggression toward cheaters. Because low conflict indicates that a cheater could have paid a small cost to provide a substantial benefit to others, detecting a low degree of conflict should lead people to be more likely to punish cheaters. Furthermore, high-power individuals should be less vigilant in detecting cheaters because other's behavior by definition has less impact on their outcomes. Nonetheless, high-power individuals should punish cheaters more severely when cheaters are detected (e.g., via direct aggression) because they pay fewer costs for punishment. In contrast, low-power individuals might fail to punish high-powerful individuals who cheat because counter-punishment would be especially damaging. Cheating can be more prevalent in situations characterized by Partner Control as opposed to situations of Joint Control (i.e., coordination). Therefore, in social exchange situations, people may spend more effort and time monitoring other's actions in relation to certain rules. Moreover, cheating detected in a coordination task should be more readily forgiven and interpreted as a failure of ability as opposed to a lack of concern for other's outcomes.
Like other IRVs, the four interdependence IRVs would each take domain-specific cues as input. Furthermore, each should work in such a way that people enter a situation with an initial estimate on each IRV and then, based on how the situation unfolds, each IRV would be dynamically updated. We discuss input that can be used to estimate initial properties of interdependence in a situation and the cues used to update estimates within a situation. We consider the types of behaviors that should covary with each dimension of interdependence, and we use these considerations to generate hypotheses about how each IRV is computed.
Interdependence Index. People often enter situations with some initial estimate of their degree of interdependence with other individuals within that situation. Such estimates may be based on features of an anticipated interaction partner, including the likely duration of a relationship and potential for future interactions (e.g., relationship commitment; Axelrod, 1984; Rusbult, 1980) , the partner's Relationship Value (McCullough, Kurzban, & Tabak, 2013) , and estimates of the partner's kinship (Lieberman et al., 2007) . Greater likelihood of future interactions, higher relationship value, and higher kinship estimates would each increase the Interdependence Index.
While an Interdependence Index could estimate initial degrees of interdependence in a situation, it should respond to cues within the situation-cues that can be used to dynamically update estimates of interdependence. The most diagnostic cue of where a situation lies on the dimension of interdependence is the presence of others. Especially in the ancestral past, behaviors that influenced others' outcomes would have occurred when others were physically present. When others are present, their eye contact and head-body orientation (e.g., facing a person vs. back turned and looking away from a person) can further inform the degree of interdependence in the situation. Indeed, people tend to direct their gaze toward their interdependent partners, but not necessarily toward individuals they are independent of (Emery, 2000) . Partner emotional response to one's own presence or actions (e.g., surprise, disappointment) can also be used to infer interdependence. Others would express emotion more intensely after one's actions if those actions affected the other individual-that is, if the situation is interdependent rather than independent. Critically, different partner emotional expressions could inform different dimensions of interdependence-We address this issue in discussing the Correspondence Index, Coordination Index, and Power Index, below. Verbal behavior may also provide cues to interdependence. Another's speech directed at oneself can also be a cue of interdependence. People often "call the attention" of others by name, and the speaker may expect a response if they are in an interdependent situation.
Prior research supports the idea that these hypothesized cues to interdependence affect whether people behave in ways that display concern for others' outcomes. For example, cues to being observed by others influence whether people behave in relatively more self-interested versus prosocial manners (Bateson, Nettle, & Roberts, 2006) . Each of these types of cues could be integrated into a single index tracking the degree of interdependence within a situation.
Correspondence Index. People may be able to form initial estimates of whether a situation contains conflicting or corresponding outcomes by using information about another individual in that situation. For example, the Kinship Index should inform that a situation involves corresponding interests. Similarly, a high Welfare Tradeoff Ratio for another person in that situation should lead to greater estimates of corresponding interests (Delton & Robertson, 2016) , as should inferences that another person has a high welfare tradeoff for oneself (Yamagishi, 2011) . Conversely, high values of an Exploitation Index, which estimates how likely another person is to transgress during future interactions, should inform that a situation contains greater amounts of conflicting interests (McCullough et al., 2013) . An initial Correspondence Index should then be updated based on how the situation unfolds.
Partner emotional cues, for example, should update the Correspondence Index. Because anger is more frequently expressed in situations that contain conflicting interests (especially when a partner follows a strategy favoring their own outcomes; Balliet, Li, & Joireman, 2011; McCullough et al., 2013) , and anger expressions can encourage a partner to recalibrate their investment in themselves versus the expresser (Sell et al., 2009) , detecting anger in a partner should shift a Correspondence Index away from corresponding and toward conflicting interests. In contrast, as happiness is expressed in social interactions containing corresponding interests (Reed, Zeglen, & Schmidt, 2012; Van Kleef, De Dreu, & Manstead, 2010) , a partner's expressed happiness should update the Correspondence Index away from conflicting and toward corresponding interests. Evidence indeed suggests that a partner's smile influences perceptions of cooperative intentions in situations that contain conflicting interests (Reed et al., 2012) , and that individuals evaluate situations as containing greater amounts of corresponding interests when a partner smiles or expresses happiness (Van Doorn, Heerdink, & Van Kleef, 2012) . When a partner expresses anger, though, individuals rate situations as having greater conflicting interests (Pietroni, Van Kleef, De Dreu, & Pagliaro, 2008) .
Nonverbal gestures that are not necessarily associated with any specific emotion should also reliably covary with the degree of corresponding interests. In situations that contain conflict, people may have a tense body posture (e.g., clenched fists and arms crossed), and they may breathe heavily. Conversely, people in situations with corresponding interests might have a relaxed body posture (e.g., open hands and arms hanging loose); they might touch their partner, laugh, and speak with a higher voice pitch. Previous research indeed finds that specific nonverbal behaviors relate to how warm people perceive others, social interactions, and relationships (DePaulo & Friedman, 1998) . For example, people infer that a situation contains corresponding interests when others nod their heads (Heintzman, Leathers, Parrott, & Cairns, 1993) , lean forward (Reece & Whitman, 1962) , and engage in affective touching (McCann & McKenna, 1993) . Conversely, gestures such as arm crossing and leaning away increase perceptions of vulnerability (and so conflict) in a situation (DeSteno et al., 2012) .
Coordination Index. A Coordination Index should draw mostly on dynamic cues in a situation to estimate the degree of coordination, but not necessarily cues from stable properties of a partner. For example, anticipating that the situation will involve a task requiring synchronous or asynchronous actions (e.g., rowing a canoe, starting a fire, carrying a heavy object) should inform value on the Coordination Index. This anticipation can be updated based on whether an interaction partner is engaging in similar or complementary behaviors (Newtson, 1993 (Newtson, , 1994 . Such synchrony of actions occurs less frequently in situations involving mutual Partner Control (i.e., social exchange) versus mutual Joint Control (i.e., coordination; Manson, Bryant, Gervais, & Kline, 2013) . In addition, decades of research have shown that people unconsciously mimic each other, especially when they share a goal (see Lakin, Jefferis, Cheng, & Chartrand, 2003; Lanzetta & Englis, 1989) . Mimicry involves engaging in similar forms of nonverbal behavior (e.g., arm and leg crossing, rate of speech) as others in a social interaction (Argyle, 1988; DePaulo & Friedman, 1998) . Hence, the degree to which a partner is mimicking should inform the degree of coordination in a situation.
Importantly, prior theory has claimed that mimicry communicates shared goals in a situation (Argyle, 1990; Bavelas, Black, Chovil, Lemery, & Mullett, 1988; Manson et al., 2013) and that mimicry functions to promote perceived similarity, affiliation, and rapport (e.g., . Furthermore, researchers have speculated that behavioral synchrony can lead people to perceive a social exchange situation as a coordination situation (Manson et al., 2013) . Indeed, when people are told that they need to "work together" with a partner, they are more likely to mimic that partner . Moreover, behavioral synchrony and mimicry tend to increase perceptions of a coordinated social unit (Campbell, 1958; Lakens, 2010; Van Baaren, Holland, Steenaert, & van Knippenberg, 2003) ; importantly, this can result in enhanced coordination and more prosocial behaviors (Manson et al., 2013; Valdesolo, Ouyang, & DeSteno, 2010; Van Baaren, Holland, Kawakami, & van Knippenberg, 2004) .
Similarity in partner emotional expression (e.g., wincing at another's expression of pain, two or more individuals expressing fear or anger) can also be used to update the degree to which goals are shared within a situation (e.g., U. Hess & Fischer, 2014) . Moreover, people tend to mimic others' emotional expressions, but individuals primed to compete in an interaction mimic others' emotions less (Weyers, Mühlberger, Kund, Hess, & Pauli, 2009 ). In sum, the degree to which the Coordination Index outputs Partner Control versus Join Control should be influenced less by who a partner is, and more by the dynamic feedback from a partner's synchrony, mimicry, and similarity of emotional expressions.
Power Index. Given that asymmetric dependence is often referred to as "power" in the social psychology literature (e.g., Fiske, 2010) , we refer to this IRV as a Power Index.
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Before entering into an interaction, the Power Index should be informed by an integration of one's own and one's partner's (a) Formidability Index and (b) Conferral Index (Sell et al., 2009) . When a partner can deliver substantial benefits/ costs compared with oneself, then people should estimate that their partner has greater power.
Initial Power Index estimates are imperfect, though, and these estimates should be dynamically adjusted given a partner's behavior within a situation. Extensive research on power offers clues to the verbal and nonverbal cues that could be used to update the Power Index (Hall, Coats, & LeBeau, 2005; Keating, 1985) . For example, during aggressive interactions, more vulnerable individuals position the body in such a manner to protect the vital organs (ten Brinke, Gruenfeld, & Carney, 2014) , and these positions should serve as a cue to power asymmetries in a situation (Carney, Cuddy, & Yap, 2010) . In fact, research has found that the manipulation of a relaxed, open, and expansive bodily posture compared with a tense, closed, and compressed bodily posture can influence perceived power in a situation (Carney et al., 2010; Tiedens & Fragale, 2003) . People in high-power positions display relaxed facial expressions, greater facial expressiveness, and direct eye contact, and they maintain close interpersonal distance, pay less overall attention to others, and display greater amounts of hand/arm gestures (Aguinis, Simonsen, & Pierce, 1998; Carney, Hall, & LeBeau, 2005; Hall et al., 2005) .
Emotions and emotional expression should also feed into a Power Index. For example, people in low-power positions are more likely to display fear (Langner & Keltner, 2008) , which can stem from a potential threat of physical harm (e.g., relative size or strength). An interaction partner's fear expression might reveal information about their own power estimate, which can in turn inform the observer's Power Index. Conversely, an interaction partner's pride expression might suggest that this person has high power in a situation (Tangney, 1999) .
Verbal behavior may also provide cues about asymmetric dependence in a situation. Higher power individuals tend to speak more loudly and interrupt others' speech , whereas lower power individuals tend to intersperse speech (Carney et al., 2005; Hall et al., 2005) . In sum, although the Power Index should be largely determined by an integration of a Formidability Index and a Conferral Index, it should also be updated dynamically based on cues to an interaction partner's perception of their own power within a situation.
FIT proposes that functionally specialized psychological mechanisms track four dimensions of interdependence because (a) features of situations reliably covary with the four dimensions of interdependence, (b) there are benefits to inferring interdependence and adjusting behavior based on the output of these inferences, and (c) psychological mechanisms are functionally specialized for using these features to infer interdependence. FIT hypothesizes that people are able to use specific information to form initial estimates of interdependence prior to entering a situation. As suggested above, these estimates can be based on properties of partners in the interaction (e.g., kinship, relationship value, and social motives). People may also have an ability to recall past similar situations with estimated properties of interdependence, and the prior estimates of interdependence in a situation may inform initial estimates in the current situation. Subsequent partner verbal and nonverbal behaviors in an interaction could be used to update those initial estimates of interdependence. Accurate inferences of interdependence are beneficial insofar as they enable individuals to navigate social interactions in a fitness-promoting fashion. To illustrate the utility of this perspective, we use FIT to examine a specific type of behavior: cooperation.
Interdependence Inferences and Cooperation
Individuals can benefit from cooperative interactions, but they can also be exploited. Natural selection can favor adaptations to encourage selective cooperation that increases benefits and attenuates costs (i.e., conditional cooperation), such as when interacting with kin (Hamilton, 1964) , with an individual with anticipated future interactions (Trivers, 1971) , or with an individual who is known to have a cooperative reputation (Boyd & Richerson, 1989) . To date, though, most adaptationist theories of conditional cooperation have not considered how people execute cooperative strategies depending on variable interdependent contexts-that is, previous work has mostly examined how cooperation evolved in response to a single type of interdependence, often characterized by some degree of conflicting interests and symmetric dependence. This assumption pales in comparison with the rich variety of interdependence encountered across the lifetime. In the face of variable interdependence, adaptations for conditional cooperation that could estimate key properties of interdependence would outperform those that do not. We expect that the four IRVs discussed above facilitate conditional cooperation via direct reciprocity, indirect reciprocity, and partner selection.
Direct Reciprocity
Cooperation can evolve through direct reciprocity if cooperation is restricted to partners with whom an individual will interact in the future (Axelrod, 1984; Trivers, 1971) . Direct reciprocity involves individuals paying immediate costs to cooperate with a partner, but later receiving benefits from that partner during a future interaction. A large body of research indicates that humans engage in this type of direct reciprocity (Berg, Dickhaut, & McCabe, 1995; Gouldner, 1960; Van Lange, 1999 ). Yet, research is only beginning to understand the proximate information processing structures that support direct reciprocity (Cosmides & Tooby, 1989) .
Any psychological mechanisms specialized for regulating reciprocal exchange should condition behavior on (a) estimated properties of the exchange and (b) subsequent partner behavior. Critically, mechanisms utilizing information regarding the interdependence structure of an interaction would outperform those that do not. For example, higher values on the Interdependence Index would upregulate cooperation because people in these situations often depend on their partner to acquire benefits. Furthermore, the type of interdependence may also matter for initial levels of cooperation with potential future interaction partners. If the Coordination Index indicates that a situation contains mutual joint control, then people should attend to one's partner, adjust their behavior according to one's partner, and cooperate together for mutual benefit. Also, when the Correspondence Index indicates that a situation contains a conflict of interests, people should be initially less cooperative (or require a greater number of expected future interactions to cooperate). Conversely, if the Correspondence Index indicates that a situation involves corresponding interests, then people should upregulate cooperation because their partner values the same outcome and is likely to cooperate. In addition, when the Power Index indicates that a person is in a position of high power, he or she should be less cooperative, and vice versa, because of the asymmetric benefits of cooperation and the potential cost of retaliation for non-cooperation.
The four interdependence IRVs discussed above should also influence the type of information people use to adjust their initial levels of cooperation. For example, when the Correspondence Index indicates that a situation contains conflicting interests, people should condition their behavior on perceived similarity, group membership, and trust that their partner is concerned about their own outcomes (Balliet & Van Lange, 2013; Balliet, Wu, & De Dreu, 2014; Fischer, 2009) . In contrast, if the Correspondence Index or the Coordination Index suggests that a situation involves corresponding outcomes or mutual joint control, then people should condition their cooperation on cues that indicate partner ability, partner experience, and common knowledge (Thomas et al., 2014) .
Existing research supports these hypotheses, with people who perceive lower corresponding interests behaving less cooperatively within a negotiation (e.g., Liu, Liu, & Zhang, 2016; Thompson, Valley, & Kramer, 1995) . Recent work has also found that strategies that take into account the degree of corresponding interests in a situation are more successful at initiating and maintaining reciprocal relations relative to other strategies (Fischer et al., 2013) . Specifically, using agent-based modeling, Fischer and colleagues (2013) found that initial cooperation based on cues of similarity promoted cooperation better than other traditional strategies of direct reciprocity (e.g., tit-for-tat and win-stay-loseshift). This model assumed that the amount of perceived similarity is always compared with knowledge about the degree of conflict within a situation. According to the successful similarity strategy, cooperation requires greater amounts of perceived similarity in situations that involve greater amounts of conflict.
Mechanisms that regulate responses to a partner's prior cooperation (or non-cooperation) would also be enriched by IRVs that monitor the interdependence structure of a situation. For example, people who tend to reciprocate in more symmetrically dependent interactions might adjust this strategy based on output from the Power Index. When the Power Index indicates that a person is in a low-power situation, for instance, that individual could benefit from more readily forgiving their partner's non-cooperation; in contrast, when in a high-power situation, the same individual could benefit from being unforgiving (see Aquino, Tripp, & Bies, 2006) . Surprisingly, as far as we know, no research has yet examined how reciprocation strategies covary with actual or perceived power. This dearth of research contrasts with theory suggesting that reciprocity fails to support cooperation in situations characterized by varying degrees of asymmetric dependence (see Dawkins, 2010) .
Moreover, people may be more forgiving of a partner's non-cooperation when the Correspondence Index indicates that a situation contains a strong conflict of interests, and less forgiving when a partner defects in a situation that contains corresponding interests. Punishing and avoiding individuals who fail to cooperate in high conflict of interests situations may damage otherwise mutually beneficial relationships because these individuals could still be reliable and trustworthy partners in situations that contain less conflict of interests. In contrast, expressing anger in response to a partner who defects in a low conflict of interests situation may promote that individual to recalibrate their concern for one's outcomes in subsequent social interactions (Delton & Robertson, 2016; Sell et al., 2009) . Indeed, feelings of anger and a desire for revenge are stronger when a partner defects in a low, compared with high, conflict of interests situation (Balliet, Li, & Joireman, 2011) . Thus, the psychological mechanisms that promote conditional cooperation based on expected future interaction and partner's past behavior can potentially reap even greater fitness benefits by taking into account the output from the four IRVs that monitor the type of interdependence in a situation.
Indirect Reciprocity
Indirect reciprocity occurs when people cooperate (or not) with others, and then information about their behavior is shared with others in a social network, and then people subsequently choose to cooperate with others who have a cooperative reputation. In a system of indirect reciprocity, a cooperator benefits individuals apart from the person with whom they initially cooperated (Boyd & Richerson, 1989) . To date, a wealth of research confirms that people engage in indirect reciprocity and that indirect reciprocity can support cooperation in social networks (Feinberg, Willer, & Schultz, 2014) . As with direct reciprocity, strategies for indirect reciprocity informed by the interdependence within situations should outperform those that are not.
For indirect reciprocity to support the evolution of cooperation, people must be able to accurately assess and spread reputational information about others' behavior and motives. Knowledge about interdependence in a situation critically informs the social motives that underlie behavior (Holmes, 2002; Kelley et al., 2003) , and the four IRVs that monitor the type of interdependence can provide this information. Consider situations in which the Correspondence Index suggests that a situation contains conflicting versus corresponding interests. Observing cooperation from an individual in the former versus the latter situation should imply relatively more cooperative motives (i.e., a high Welfare Tradeoff Ratio; Delton & Robertson, 2016) . Consistent with this hypothesis, people who sacrifice self-interest to punish noncooperators are perceived as caring more about group outcomes and valuing cooperation more relative to people who engage in less costly punishment of non-cooperators (Balliet, Mulder, & Van Lange, 2011; Nelissen, 2008) . Moreover, inferences of others' cooperative motives can be shared with others via gossip, which can impact others' reputation (Barclay, 2013; Wu, Balliet, & Van Lange, 2015) .
Furthermore, which rules should people use to assign good versus bad reputations to others? For example, should people be evaluated poorly for defecting against another person who cooperates, even if that person has a bad reputation? Answers to such questions may depend on the type of interdependence in that situation. Using computer simulations, Nakamura and Ohtsuki (2014) found that different rules for assigning good versus bad reputations evolved in different types of interdependent situations. A decision rule that assigns a good reputation to individuals who cooperate with partners who have a known cooperative reputation, regardless of their partner's current behavior, promoted cooperation in some types of interdependent situations (e.g., the Prisoner's Dilemma and Chicken). In contrast, a decision rule that assigns a good reputation to individuals who defect with a partner who currently cooperates but has a bad reputation was more successful in promoting cooperation in other types of interdependent situations (e.g., the assurance situation). If selection engineers psychological mechanisms for inferring interdependence, then people can glean greater benefits in systems of indirect reciprocity by adjusting the rules used to evaluate others' behavior.
Partner Selection
Evolutionary models of human cooperation demonstrate that cooperation can evolve if cooperators are able to identify and interact with cooperative partners while avoiding selfish partners (Nesse, 2007; Noë & Hammerstein, 1994) . Moreover, existing models suggest that individuals who signal cooperative motives are selected as an interaction partner in future social exchange contexts (Barclay, 2004 (Barclay, , 2013 Bliege Bird & Smith, 2005) . We suggest that making interdependence inferences may be useful in choosing, attracting, and retaining valuable partners. For example, the Correspondence Index might allow people to enter situations with some degree of conflicting interests to test a potential long-term partner's concern for one's outcomes (Simpson, 2007) . Similar benefits should arise from the Power Index, which would allow people to detect and enter low-power situations to test whether their partner displays concern for their outcome-a type of screening mechanism to choose cooperative partners (see Archetti et al., 2011) .
The four interdependence IRVs should also inform the traits on which individuals should select potential partners (e.g., dominant, submissive, cooperative, and assertive). To illustrate, when the Coordination Index indicates that a situation contains mutual joint control, then partner choice strategies selecting for skill, experience, and common knowledge should outperform strategies selecting for cooperative reputation and honesty. When the Correspondence Index indicates that a situation contains conflicting interests, strategies selecting for honest and cooperative partners (e.g., via perceived Welfare Tradeoff Ratio) should outperform those selecting for ability.
The four IRVs could also enable people to establish (and maintain) relationships with partners who possess valuable characteristics relative to others, such as desirable traits, a large number of alliances, and high centrality in a social network (Noë & Hammerstein, 1994) . Perceived partner value on a specific characteristic may influence what types of interdependent situations people enter with others. People may be motivated to enter social interactions with high value partners in situations characterized by low power, high conflicting interests, and high interdependence, but to exit or avoid such situations with a comparably low value partner. Basically, interdependence inferences from the four IRVs can inform when to enter, avoid, or exit a specific interaction with high and low value partners in a way that promotes cooperative relationships with high value partners.
Of course, people are not unconstrained in their partner selection; they must attract and retain valuable partners in competitive biological markets (Barclay, 2016) , often by signaling cooperative motives (Barclay, 2013) . Signals can be more efficient and effective if signalers can assess the interdependence within a situation. Previous research suggests that people should be more motivated to broadcast cooperative motives in front of larger, compared with smaller, audiences (Griskevicius, Tybur, & Van den Bergh, 2010; Smith & Bird, 2000) . However, FIT implies that audience size should only be relevant if the Correspondence Index indicates that a situation contains conflicting (vs. corresponding) interests because choosing to cooperate when interests correspond should do little to attract future interaction partners. Moreover, the Correspondence Index may enable people to efficiently adjust the cost of sending a cooperative signal depending on the value of a possible future partner.
Finally, after identifying and attracting partners and allies, people should also maintain such valued social relationships. Some individuals' social value is based on their physical formidability and ability to protect against aggressive conspecifics rather than their cooperative tendencies. It can be beneficial to maintain ties with such individuals while limiting the costs of those non-cooperative tendencies. People can thus benefit from selectively avoiding interdependent situations that involve a conflict of interests and/or unilateral dependence with such non-cooperative individuals, rather than choosing to avoid these individuals across all interdependent situations. Thus, the Correspondence Index and Power Index may enable strategies to efficiently maintain relationships with non-cooperative individuals by selectively entering situations with these persons. In addition, the Interdependence Index would enable people to detect changes in interdependence across situations (e.g., monitor when a partner decreases interdependence), which could allow for estimates of a partner's relationship commitment or inclusion by a group.
FIT: Summary of Propositions and Hypotheses
Bridging evolutionary psychology (Tooby & Cosmides, 1992 and interdependence theory (Kelley et al., 2003; Kelley & Thibaut, 1978) provides psychologists with a powerful new theoretical perspective: FIT. FIT advances three key, novel propositions not yet incorporated into evolutionary social psychology (see Table 1 ). The first proposition is that four dimensions of interdependence characterized interdependence across social interactions in the EEA, and thus are likely candidates for shaping psychological adaptations for assessing interdependence. The second proposition is that accurately inferring and responding to the type of interdependence in a specific situation is beneficial in many ways, including predicting and influencing others' behavior, selecting partners, communicating social motives, and detecting changes across situations. People do not possess objective knowledge of interdependence structures, as is typically assumed in experimental research, and so people must infer interdependence based on cues within situations (e.g., about partner identity and behavior). The third proposition is that psychological adaptations function to estimate the different dimensions of interdependence. These adaptations function as IRVs that integrate, track, and store information about interdependence-information that can be deployed to other functionally specialized psychological mechanisms. Table 2 provides an overview of some of the testable hypotheses we have discussed above.
How people infer interdependence in a situation may be a fundamental and primary process in directing much of social cognition and behavior (A. Aktipis, 2015; Bazerman, Curhan, Moore, & Valley, 2000; De Dreu, 2010; Deutsch, 1973; Holmes, 2002; Kelley & Thibaut, 1978; March, 1995; Messick, 1999; Montgomery, 1998; . The propositions discussed above highlight the utility of research programs that (a) elucidate features (cues) that systematically vary across the four dimensions of interdependence, (b) generate hypotheses about how variation in these cues allows people to infer interdependence, and (c) test hypotheses about how these cues affect cognitive and motivational processes of behavior.
Broader Implications and Future Directions
In this section, we discuss how FIT can advance fundamental theoretical issues of evolutionary social psychology, address how FIT answers recent calls for psychological perspectives on how people think about situations, and specify methodological innovations necessary to test hypotheses generated by FIT.
FIT and Modeling Evolutionary Processes
Much evolutionary research on interdependence has focused on how reproductive fitness was interdependent among our ancestors (Roberts, 2006) . This work-most of which is modeling work-has largely assumed that social interactions are characterized by a single type of interdependence across generations, such as a social dilemma, assurance situation, or chicken situation. Model outcomes are examined to determine what behavioral strategies evolve under certain interdependent conditions. Models using different types of interdependence structures (e.g., when fitness interdependence is characterized by more or less corresponding interests) are sometimes compared (Nowak & Sigmund, 1992 , 1993 Smaldino et al., 2013) . Although informative, this work is limited by not systematically varying the type of interdependence that individuals face across generations. Given cross-generational differences in resource availability, sex ratios, disease prevalence, social structures, and so on, it is unlikely that a single type of interdependence characterized a population across generations. Moreover, models that do address variability in interdependence assume that fitness interdependence varies along a single dimension-the degree of corresponding interests (Roberts, 2006) . FIT offers modelers four parameters on which interdependence can vary-parameters that can be used to test what cooperation strategies emerge under variable, cross-generational conditions.
Interdependence also varies within generations. FIT addresses how variation in interdependence across an individual's lifetime can pose selective pressure on adaptations for social behavior. Only recently have evolutionary game theorists attempted to relax assumptions of a fixed type of interdependence across an individual's lifetime (see Cheng et al., 2011) . Work that has modeled different interdependent situations shows that behavioral strategies successful in ecologies with a single interdependence structure are easily outcompeted under more complex, ecologically valid assumptions. Nevertheless, work varying interdependence structures in agent-based models has not yet been informed by theory specifying how interdependence varies across the lifetime. FIT can be instrumental in advancing this area of inquiry. At the same time, the models employed in evolutionary game theory can be used to test key assumptions of FIT that we have communicated in this article. Preliminary evidence is consistent with FIT (e.g., Fischer et al., 2013) , but many more tests can support, refute, or refine our arguments.
Phylogeny and Comparative Psychology
All social species experience interdependence with conspecifics (and other species, for example, mutualisms). FIT can be applied to understanding variation in interdependence within a variety of species. Descriptions of interdependence in other species might inform when, phylogenetically, adaptations for navigating interdependence emerged. The degree of interdependence may be the most ancient dimension described by FIT. Indeed, even single-celled organisms can experience variable forms of interdependence with other conspecifics (and across species) in a lifetime (see Kessin, 2001; Werner et al., 2014) . Once adaptations for detecting and responding to degrees of interdependence evolved, subsequent adaptations for, say, asymmetric dependence might have evolved, if social interactions within a species were characterized by power differences.
Any adaptations for assessing interdependence could vary across species, depending on what cues covary with the four dimensions of interdependence (e.g., antler size in deer vs. Four dimensions of interdependent outcomes describe the similarities among and differences between many reliably recurring types of social exchange contexts in both the ancestral and contemporary social context (Kelley et al., 2003) . 2
Humans have benefited from detecting and responding to the type of interdependence in a situation. Benefits include predicting others' behavior, influencing others' behavior, selecting partners, communicating social motives, and detecting changes in interdependence. 3
These dimensions of interdependence provide a key framework for understanding some of the (likely) adaptations for dealing with social exchange. Variation across these dimensions of interdependence identifies threats and affordances posed across different social exchange contexts and can provide insights into the function and structure of key socialpsychological adaptations.
upper body strength in humans as cues to asymmetric dependence). We suspect, however, that primate species use similar cues to infer interdependence (e.g., head-body orientation, eye gaze, and emotional gestures). Previous work suggests that a common ancestor had a capacity to infer asymmetric dependence. Indeed, a wealth of research suggests that similar vocal communication and nonverbal behaviors observed across the great apes (including humans) tend to provide information about dominance and submission during social interactions (e.g., Darwin, 1871; Keating, 1985) . However, prior theory and research are silent about potential commonalities in how humans and other species infer other dimensions of interdependence. Although nonhuman primates may experience situations with varying degrees of conflicting interests (e.g., food sharing) and coordination (e.g., hunting), they tend not to differentiate behavior across these different types of interdependence. For example, nonhuman primates may not have adaptations for estimating the degree of conflicting interests in a situation and/or an ability to detect the amount of coordination. This could be because a common ancestor (a) did not have reliably recurring cues across situations that varied according to the degree of conflicting interests and/or (b) lacked some critical cognitive ability that provides input to an adaptation to infer the degree of conflict in a situation (e.g., theory of mind; Baron-Cohen, 1997) . Comparative research can incorporate insights from FIT to examine whether mechanisms to infer interdependence are characterized by different EEAs.
Building Evolutionary Psychology From Social Psychology
To date, evolutionary psychology has fruitfully informed how social psychologists think about myriad phenomena, including widely studied topics such as prejudice (Schaller & Neuberg, 2008) , the self (Kurzban & Aktipis, 2007) , and romantic relationships (Simpson, 1999) . FIT highlights an opportunity for theory developed in social psychology to reciprocate and enrich evolutionary psychology. Specifically, the dimensions of interdependence described in interdependence theory are ubiquitous across the types of adaptive problems often considered by evolutionary psychologists when trying to understand psychological adaptations (e.g., avoiding cuckoldry, assessing mate value, forming coalitions; see Buss, 1999) . By offering a theory of interdependent situations, social psychology can aid evolutionary psychologists in understanding how specific information processing systems may (or may not) be more effective problem solvers in the ( Note. FIT = functional interdependence theory; IRV = internal regulatory variable; Interdependence Index = positive value equals greater degrees of interdependence; (+) = a positive correlation between the IRV index and the specified variable; WTR = Welfare Tradeoff Ratio; Correspondence Index = higher value equals greater corresponding interests; (−) = a negative correlation between the IRV index and the specified variable; Coordination Index = higher value equals greater degree of mutual joint control; Power Index = higher value equals higher power position of a person relative to one's partner in a social interaction.
face of variably interdependent situations. Indeed, as illustrated by our approach, FIT can be extended from understanding adaptations for navigating interdependence to elucidating the adaptations for more domain-specific problems, such as conditional cooperation. Perhaps more ambitiously, FIT might serve as an umbrella under which to categorize and integrate work by evolutionary psychologists on Welfare Tradeoff Ratios, Formidability Indices, Conferral Indices, Relative Bargaining Power (RBP) Indices, Kinship Indices, and so on (see Cosmides & Tooby, 2013) .
FIT and Other Models of Situational Inferences
Several social psychologists have suggested that humans have an ability to associate situations with prototypes of interdependence, such as a social dilemma, assurance, chicken, or one of the many possible types of interdependence (Halevy & Katz, 2013; Messick, 1999) . Rapoport and Guyer (1966) , for example, considered all the possible types of interdependence in the simplest forms of dyadic interactions-the 2 × 2 matrix-whereby two individuals each have two behavioral options, and each individual has rank-ordered preferences of the different possible outcomes. After determining that only 78 (of the resulting 576) interdependent situations were nonequivalent, Rapoport and Guyer further concluded that only four situations were truly unique-the Prisoner's Dilemma, Chicken Game, Assurance Game, and Maximizing Difference Game. Subsequent research has shown that people behave differently when they perceive a situation as characterized by one of these prototypes (Halevy, Chou, & Murnighan, 2012) . Great variability in interdependence exists, though, within the interdependent prototype situations, such as the social dilemma (e.g., variable conflicting interests vs. variable asymmetric dependence). Assuming that preferences for each specific outcome in a situation can vary continuously, then an infinite number of possible interdependent situations could exist even in a simple 2 × 2 matrix. Given the vast number of candidate situations, categorizing situations into one of a limited number of prototypes would lead to errors in anticipating others' behavior in many situations. 8 This variation in interdependence can continue to have important implications for own and others' behavior. Indeed, people behave more versus less cooperatively in a social dilemma with less versus more conflict of interests, respectively (Komorita, Sweeney, & Kravitz, 1980; Murnighan & Roth, 1983) . People also tend to adjust their own cooperation depending on the degree of asymmetric dependence in a social dilemma (Dawkins, 2010; Righetti et al., 2015) . For this reason, detecting and responding to different degrees of conflict and asymmetric dependence, even within one of the situations suggested by Rapoport and Guyer (1966) , could more efficiently guide behavior relative to associating a specific situation to a prototypical type of interdependence. Finally, FIT also extends the prototype model by generating unique predictions of how people use cues from the social context to make inferences of interdependence.
Personality and social psychologists have long lamented the lack of theories or taxonomies of situations (see Funder, 2009; Kenrick & Funder, 1988; Reis, 2008) . Recently, Rauthmann and colleagues (2014) empirically derived eight dimensions that describe how people evaluate situations (Duty, Intellect, Adversity, Mating, pOsitivity, Negativity, Deception, Sociality, that is, DIAMONDS) by examining how people describe situations using the Riverside Situational Q-sort (RSQ). Three of these eight dimensions differentiate social situations: sociality, adversity, and deception. Sociality describes if a social interaction is present or not-and so this dimension may relate to the degree of interdependence. Adversity describes if a situation contains conflict. Deception describes if a situation involves issues related to trust. Both of the latter dimensions may relate to the degree of corresponding interests in a situation (see Balliet & Van Lange, 2013) . Hence, while there is some overlap between FIT and DIAMONDS, the eight DIAMONDS dimensions do not clearly map onto the four dimensions of interdependence. For example, asymmetric dependence and basis of interdependence are not represented within the eight DIAMONDS dimensions, despite that these dimensions are essential properties of situations (Fiske, 2010) . Insights from FIT could supplement DIAMONDS, perhaps by expanding the situational content included in the RSQ.
Computational Adaptations and Learning Processes
The sharpest contrast between interdependence theory and FIT concerns the psychological mechanisms used to navigate interdependence. According to Kelley and Thibaut (1978) , people learn over time to understand the type of interdependence in a situation by experiencing the consequences of their own and other's behavior. Once people experience many of the different possible outcomes over time, only then are they able to understand their interdependence with others. In other words, people adapt to all interdependent situations by the same general learning mechanisms (e.g., operant conditioning), with no domain specificity across the dimensions of interdependence. More recent conceptions of interdependence theory have continued to assume that only domain-general learning mechanisms guide behavior across the four dimensions of interdependence . Recent investigations have continued to operate under these assumptions, with researchers assuming that the same factors (e.g., objective information about interdependence) influence assessments of each dimension of interdependence, and in turn influence cooperation (Gonzalez, Ben-Asher, Martin, & Dutt, 2015; Martin, Gonzalez, Juvina, & Lebiere, 2014) . These assumptions sit uneasily with research demonstrating that different cues influence different dimensions of interdependence, and empirical work providing objective information about situations (e.g., matrix payouts) does not represent the natural contexts in which people must infer interdependence under conditions of uncertainty.
In contrast with interdependence theory, FIT suggests that different, functionally specialized mechanisms make inferences about each dimension of interdependence. This proposition is consistent with evidence that people-indeed, even infants-use domain-specific cues to infer dimensions of interdependence (e.g., Pietraszewski & Shaw, 2015; Pietroni et al., 2008; Sell et al., 2009; Thomsen et al., 2011; Van Doorn et al., 2012) . FIT is also consistent with the speed and accuracy advantages of domain-specific processes and, hence, plausible evolvability of a functionally specialized interdependence psychology (Cosmides & Tooby, 1994b) . For example, a domain-specific approach implies that people can accurately infer their interdependence with others in novel, first-time-encountered situations, and so would not require experience of outcomes to acquire knowledge of their interdependence with others. Naturally, though, learning processes do not conflict with evolutionary approaches to behavior (see Tooby & Cosmides, 1992 . And, as Kelley and Thibaut (1978) note themselves, adaptation within situations could take the form of a type of learning bias. Future research can more exhaustively examine the degree of functional specialization across each interdependence dimension, including the degree to which learning is distinct across the dimensions. 
Future Theoretical Issues
The four dimensions of interdependence theory were developed analyzing dyadic interactions, and Kelley and Thibaut (1978) noted that the complexity of interdependence explodes while even scaling up from a dyad to triad. Nonetheless, four dimensions can still characterize important differences in interdependence within larger groups. Future research can examine whether and how people infer their interdependence in a situation with a group (e.g., number of people, cues of group membership, position in hierarchy). The IRVs that function to infer interdependence within dyads might be applied to infer interdependence in larger groups, or other IRVs might be tailored especially for situations encountered in group settings.
In line with mainstream evolutionary psychological perspectives (Barrett & Kurzban, 2006; Cosmides & Tooby, 1994b; Pinker, 1997) , FIT adopts a computational perspective to understanding situations. This means that cues are perceived, weighted, and integrated to form a value on a specific dimension. Here, we have focused on generally sketching out the input to the mechanisms that perform these computations and their relation to functional outputs. We do not wish for this account to belie the possible complexity of these computations (e.g., the weighting and integration of different inputs). Many aspects of our interdependence psychology await elucidation, including (a) which cues are given more weight in updating inferences; (b) are there biases to avoid making specific errors; and (c) is there a serial ordering in which specific cues are processed to infer interdependence? Work on kin detection can serve as a model for understanding some of these computational processes. Lieberman et al. (2007) proposed that both childhood coresidence duration and maternal perinatal association (MPA) should act as inputs into mechanisms estimating kinship. However, they suggested that coresidence duration should only be considered if MPA was absent because MPA gives more reliable information regarding relatedness. Data supported this prediction. Future work on FIT could similarly examine whether specific cues more reliably predict a feature of interdependence and whether such cues are prioritized in the process of inferring interdependence.
Methodological Implications of FIT
Across fields, empirical research on interdependence typically (a) observes behavior in only a few types of interdependent situations, (b) provides participants with objective information about their interdependence with others, and/or (c) observes outcomes without measuring how people think about their interdependence with others (e.g., how they think about the situation). For example, psychologists have rich data informing how people behave in social dilemmas, but we know much less about how people behave in response to changes in that type of interdependence. Moreover, inside the laboratory, people are presented objective information about how their own and others' behavior affect their own and others' outcomes. In contrast, people outside the laboratory must infer their interdependence based on information available in a specific situation. Researchers can benefit from developing (a) methods that systematically vary the types of interdependence people experience (see Kelley, 1983 Kelley, , 1984 , (b) measurements for how people think about interdependence (see Halevy et al., 2012; Rauthmann et al., 2014) , and (c) methods that enable researchers to relate objective and subjective interdependence, to test hypotheses about factors that give rise to accuracy and biases in the perception of interdependent situations (see Funder, 2009; Rauthmann, Sherman, & Funder, 2015) . FIT can enable theory-directed efforts to develop methods to study how variation in interdependence, including the ways people think about interdependence, shapes human cognition, motivation, and behavior.
Concluding Remarks
Researchers across the biological and social sciences agree that interdependence shapes how organisms behave. Despite this consensus, most theoretical modeling and experimental research across fields have neglected the problem of how people detect the type of interdependence in a situation-or if they can even detect their interdependence at all. This lacuna has been occasionally recognized across disciplines (A. Aktipis, 2015; Bazerman et al., 2000; Deutsch, 1973; Halevy & Katz, 2013; Kelley & Thibaut, 1978; March, 1995; Messick, 1999; Montgomery, 1998) . For example, in economics, Camerer (2003) has suggested that a leading open research question for understanding social behavior is, "What games do people think they are playing?" (p. 474). Social psychology is uniquely positioned to advance our understanding of this phenomenon, but it can do so most fruitfully through bridging with other disciplines.
As captured by Kurt Lewin's quote at the beginning of this article, the early history of social psychology prioritized understanding how people deal with the challenges and opportunities of interdependence. In fact, Kelley (2000) who was a student of Lewin-stated that "the proper study of social psychology is the study of interaction and its immediate consequences," and that any theory of interaction should be "anchored" in situations of interdependence (p. 11). Kelley and Thibaut (1978) developed a taxonomic model of interdependent situations that could provide a foundation for theorizing about cognitive and motivational processes underlying social behavior. However, this model has remained insulated within social psychology and isolated from the broader discussions across the biological and social sciences about the role of interdependence in shaping human behavior. This isolation is surprising given Kelley's (2000) view that "dealing with exchange and coordination problems of outcome interdependence is crucial to human adaptational and evolutionary processes" (p. 13).
A marriage between Kelley's work and the broader evolutionary sciences highlights the fact that interdependence cannot be easily described along a single dimension, and that the psychological mechanisms regulating behavior across interdependent situations are similarly multifaceted. Indeed, logical analyses using a simple conceptual tool (the matrix) illuminate key properties of interdependence that can describe both interactions in contemporary society and interactions among our ancestors deep in our ancestral past. We applied this approach to generate predictions regarding four psychological mechanisms that function to make interdependence inferences and that regulate much of social cognition, motivation, and behavior. FIT can unite different programs of research that have focused on how people respond to a single property of interdependence-such as the degree of interdependence (e.g., Kumar, Scheer, & Steenkamp, 1995; Wageman & Baker, 1996) , conflict (e.g., Deutsch, 1949; Rapoport, 1967; Thompson & Hastie, 1990) , coordination (e.g., Kelley et al., 2003; Oullier, De Guzman, Jantzen, Lagarde, & Scott Kelso, 2008) , and power (e.g., Fiske, 2010; French & Raven, 1959 )-under a common framework. This framework, in turn, can inform fundamental aspects of our psychology that determine behavior across a variety of social interaction situations that pose challenges and opportunities to relationships, groups, and even societies.
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Notes
1. This statement by Kurt Lewin was made during a conversation with Ronald Lippett (a student of Lewin) just hours before he died of a heart attack, February 12, 1947. 2. In our analysis, we focus on the classic writings of Kelley and Thibaut (1978) but use the labels of the concepts in the most recent formulation of interdependence theory (Kelley et al., 2003) . Specifically, we use the labels of the components of Actor Control, Partner Control, and Joint Control (rather than Reflexive Control, Fate Control, and Behavior Control, respectively). These labels of the different variance components do not imply that people have conscious control over their own and other's outcomes or that people understand how their own behavior influences other's outcomes. These terms simply describe how variance in an individual's outcomes is determined by their own and other's behavior. 3. At this point, the reader might make the connection between this approach to describing variance in outcomes and ANOVA used in statistics. In fact, the logic is the same in both approaches. The Kelley and Thibaut (1978) approach is essentially two ANOVAs conducted on the outcomes in a situation, one ANOVA for each person in the matrix. For example, in Figure 1 , the sums of squares can be calculated for John's outcomes by squaring the calculated values for Actor Control (1 2 = 1), Partner Control (2 2 = 4), and Joint Control (0 2 = 0), which can then be combined to create the total sums of squares (1 + 4 + 0 = 5). The total amount of variance in John's outcomes accounted for by each variance component can be calculated by a ratio of that variance component to the total variance. For example, 80% of John's outcomes are determined by Partner Control (4 / 5 = .80). 4. Although early research supported the success of tit-for-tat as a strategy to promote the evolution of cooperation during repeated interactions, more recent research suggests that titfor-tat +2 (a more forgiving version of tit-for-tat) and the strategy of win-stay-lose-shift can be relatively more successful than a tit-for-tat strategy (see Nowak, 2006) . Here, we focus on tit-for-tat because of the historical precedence, because of knowledge of the strategy across disciplines, and, most importantly, because all of our conclusions about tit-for-tat extend to these other strategies. 5. Our perspective is aligned with an approach to social perception that attempts to anchor social perception in objective features of the social environment (see Funder, 2009; Gibson, 1979; Jussim, 1991; McArthur & Baron, 1983; Rauthmann et al., 2014) . Specifically, we assume that interdependence characterizes social interactions, four dimensions describe properties of any single interaction, and that inferences of interdependent situations may operate to estimate those properties of a situation. While these inferences of interdependence can contain error, the inferences would reduce uncertainty and reflect the actual interdependence in a situation. 6. In our approach, we focus on various forms of verbal and nonverbal behaviors, with a relatively stronger emphasis on the latter. We agree that "nonverbal behavior is crucial . . . for defining the social psychological situation" (Ambady & Weisbuch, 2010, p. 473) , and that "many of the key parameters of our social life are quickly and efficiently negotiated through nonverbal communication" (DePaulo & Friedman, 1998, p. 27 ). Yet, to date, most work on nonverbal behavior has focused on person perception (i.e., person inferences), as opposed to interpersonal situation perception (i.e., interdependence inferences). 7. The Power Index is similar to the Relative Bargaining Power (RBP) Index proposed by Lukaszewski (2013) . Here, we extend RBP to use cues to estimate the amount of power asymmetry in a specific situation with others. 8. Halevy, Chou, and Murnighan (2012) suggest that people perceive situations according to four prototypes of symmetric interdependent situations because (a) the prototypes simplify the interdependent problem and (b) people prefer symmetry. We agree that any psychological mechanism for making interdependent inferences should likely provide a relatively less complex representation of the type of interdependence of any single interaction. That said, the four prototypes overlook the four fundamental dimensions of interdependence that vary across situations. For example, the prototypes do not consider variation in asymmetric dependence across situations. However, there are substantial benefits to accurately detecting asymmetries in dependence in an interaction, and there can be substantial costs imposed on people who misrepresent a situation as containing equal dependence. Thus, the four prototypes of interdependence may result in costly inferential errors. 9. Most interdependent situations in the ancestral environment occurred in the presence of interdependent partners. Therefore, functional interdependence theory (FIT) emphasizes cues from others who are present in a situation. While we believe that these cues should continue to reliably covary across situations that vary on the dimensions of interdependence, in contemporary society people often behave in ways that affect the lives of others when those others are not physically present (e.g., on the computer). How do individuals make sense of their interdependence when their interaction partners are not physically present? One possibility is that people estimate initial properties of an interdependent situation based on properties of their expected interaction partners and/or estimations of interdependence in past situations. In addition, people may imagine and simulate others' behavior during an interaction, which could provide input to infer interdependence (e.g., How would a person respond if I do not cooperate?).
