approach, we present an industrial case study concerning the design of a new automobile powertrain.
Introduction
have to fill in the SF-PC IM by identifying possible relationships between SF and PC (mapping). Since the product components are also characterized by a set of attributes, they have to estimate the intensity of the relationships by referring to the set of attributes that are shared between a SF and a PC. Similarly to Fixson [35] , we define an IM value as the contribution intensity of a component to the fulfillment of a function. This intensity is ranged from 0 to 10. Note that design methods such as QFD or MFD recommend using four values only: 0, 1, 3 or 9. It is rather an exponential scale that gives well-discriminating estimations. We prefer a continuous 0-10 scale because we think that these values could be refined in the detailed design phase by means of behavioral simulations or calculus linking design parameters to functions (design sensitivity analysis). Moreover, we will use a fuzzy processing to discriminate three ranges of contribution intensities.
Step 3: Simulate PC DSM starting from SF DSM and SF-PC IM. Since the documentation of the matrices is rather subjective, we propose a fuzzy treatment. It will implement four construction axioms. This step will be detailed in Section 4.
Step 4: Identify SF-and PC-architectures. By applying a clustering algorithm on SF DSM and PC DSM, we identify the architecture composed of modules and integrative elements. This step will be detailed in Section 5.
Simulating PC DSM from SF-PC IM and SF DSM
In this section, we present the propagation method to simulate a PC DSM from a SF DSM and a SF-PC IM. Section 4.1 firstly formulates the axioms which are at the basis of the method for simulating a new DSM. Since intensity values inside DSM and IM are quite imprecise and subjective, we are clearly in a context where the use of fuzzy logic is relevant [61, 62] to manipulate these values. Section 4.2 describes a fuzzy method that allows us to compute potential couplings between each pair of PCs. Section 4.3 presents a simple procedure to aggregate the resulting DSM and filter it in order to ignore meaningless values.
Axioms
In this section, we explain the axioms that are at the basis of the propagation method, along with the underlying assumptions.
• Axiom 1. Two system functions (SF i , SF j ) and two components (PC u , PC v ) can be coupled according to two different ways ( Fig. 2).
Insert Figure 2. Coupling a couple of SF and a couple of PC
• Axiom 2. If (SF i , SF j ) and (PC u , PC v ) are coupled and if SF i and SF j interact, then PC u and PC v interact (Fig. 3 ).
Insert Figure 3. Propagating the (SFi, SFj) interaction
• Axiom 3. The intensity of the coupling between PC u and PC v is related to both the coupling intensity between (SF i , SF j ) and (PC u , PC v ) and the coupling intensity between SF i and SF j .
• Axiom 4. We assume that each SF is coupled to itself with an intensity of maximum value, i.e. 10.
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Let's explain the most important axiom which is Axiom 2. If SF i and SF j interact then they affect a set of shared or coupled attributes. If SF i (resp. SF j ) is coupled to PC u (resp. PC v ) then the attributes that they affect are coupled too. Thus, it is possible to identify constraints and then, interactions between attributes affected by PC u and those affected by PC v (see Fig.4 ).
Insert Figure 4. Interaction propagation through attributes
With axiom 3, we assume that the higher the intensities of interactions, the more numerous constraints exist between the sets of coupled attributes and the higher the probability to map the sets of coupled PC attributes. Axiom 4 allows us to handle the case concerning a SF directly coupled to (PC u , PC v ). Note that the Dong method [55] only deals with these direct relationships.
A fuzzy method
The propagation method generates one PC DSM for each couple of SF (SF i , SF j ) by identifying the components coupled to (SF i , SF j ) and by applying the rules introduced by the axioms and translated into a fuzzy inference system. This system is described hereafter.
Fuzzification and input membership functions
The "fuzzification" stage (see Figure 5 on the left side) corresponds to the transformation of a numerical value through fuzzy variables (input). We choose the structure of the membership functions characterizing the three inputs, by taking into account the architect's reasoning. We define three linguistic variables which are: Low, Medium and High. We use the most common 
Inferences and fuzzy rules
The fuzzy 'if-then' rules are developed to relate input to output variables [61] . These rules represent the expert's knowledge about the interactions between input variables and their effects on the output. The inference system approximates the way an architect estimates the coupling between two SF. It is based on a set of 13 rules (see Figure 5 ). This inference system has been implemented with Matlab Toolbox. Our objective has been to generate an inference system that is understandable for architects.
Insert Figure 5. Proposed fuzzy treatment

Defuzzification and output membership functions
A trapezoidal membership function is used for the fuzzy output linguistic variables which are: Weak [0 0 1 3], Average [1, 3, 7, 9] and Strong [7 9 10 10] . The "Defuzzification" stage involves finding a crisp value for the coupling using the output membership function. The aggregated fuzzy output is defuzzified using the "centroid of area" technique. The formula is given in [61] . This is the most widely adopted defuzzification method, which is reminiscent of the calculation of expected values of probability distributions. functions and the defuzzification method that are the most appropriate. We tested this fuzzy treatment by applying it to a past engine design. After few changes to the parameters, this fuzzy model has been validated by the system architects since after DSM clustering, the obtained architecture was judged valid. The visual inspection of the clustered DSM clearly revealed distinctive clusters that were meaningful and useful for system architects, who recognized and named them easily. 
Considering the combination of three zero inputs, the output value is equal to 1.06. This minimum value is directly related to the choice of the membership function of the linguistic variable "Weak" for the output. It is impossible to obtain a zero value by using the centroid defuzzification method. Hence, the PC DSM obtained through the average method is totally dense with no null value. For that reason we propose a procedure to normalize the values on a 0-10 scale and a filtering method in order to limit the final PC DSM density. This density could not be a problem for interpreting the coupling between the components. But the clustering algorithm used for determining the "optimal" architecture is sensitive to the density of couplings. Thus, we need to filter the low values in the aggregated PC DSM. The filter aims at reducing meaningless coupling values by converting them to zero:
this module and at the same time, this component is weakly coupled to elements belonging to other modules.
• For single elements, the cost of being a member of a module increases with the number of modules addressing a coupling. This last point reflects the fact that if an element was to be part of different modules, the cost would be proportional to the number of modules where the interaction is addressed. Particularly, an integrative element is an element which should not belong to any module since it has been coupled to many elements belonging to different modules.
For each element in the DSM, the algorithm calculates a coupling cost. Then the sum of the coupling costs for each element gives a total coupling cost. The notations are described in Table 2 .
Equations 3 DSM(i,j) the coupling value (or strength of interaction) between elements i and j. Note that when i=j, DSM(i,i)=0.
cl_size(k) the number of elements contained in cluster k. pow_cc a parameter that controls the type of penalty assigned to the size of the cluster in the coupling cost. In order to maximize the efficiency of the clustering algorithm for exploring the whole solution space, the Thebaud algorithm implements two simulated annealing operations. In two different steps of the algorithm, the decision on what to do next step is not determined through the available data, but instead is run through a random process. These operations allow the algorithm to reach solutions that it would otherwise have left out. The solution space explored by the algorithm is increased, and the likelihood of being "trapped" in a sequence of steps that leads to a sub-optimal solution is minimized.
For an interaction between elements i & j that occurs within the cluster k
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Finally a comment is required concerning the term "optimal" that is rather an abusive term. First, the problem of clustering is N-P hard. We can not prove that the result obtained is the optimum. Second, defining architecture is a multi-criteria decision making. Other product life-cycle criteria have to be taken into account to refine or validate the obtained architecture.
Displaying the results
Different ways for displaying the results can be used. First, the clustered DSM can be represented as a graphical matrix with diamonds like in Fig. 9 . We choose this representation in order to display the results related to the industrial case we develop in this paper. Direct inspection of the DSM itself is one valid way of interpreting the product architecture [28, 66] . Other representations that could better support interpretation and decision-making may be used, particularly to reveal the inherent hierarchical modularity within the structure, for instance, dendograms [67] , molecular diagrams [28] , node-link diagrams (or network representations) [33, 66] , 3D DSM [26] or colored groupings [21] that represent different strengths of modularity. In the method we propose, we are going to use another hierarchical representation, similar to the dendograms. By increasing the parameter X in the filtering process, we will be able to highlight cohesive modules at different filtering levels.
Application on a powertrain architecture
In the framework of a research contract with a French automotive manufacturer, we have analyzed system architects' activities concerning the development of powertrains (engine block and robotized gearbox). We apply our approach to the design of a car engine. System architects have already identified the list of System Functions and components. Figures 6 and 7 show the engine decomposition into 13 SF and 15 components.
Insert
Capturing the SF DSM and the SF-PC IM
In the preliminary stages of the engine development project, system architects have little information about the project domains characteristics. Frequently in this design stage, we have better information about the functional behavior of the product than about its sub-system couplings.
In the engine development project considered in this work, we capture the SF DSM by identifying and evaluating couplings between engine functions (Fig. 6) . We use the typology of interactions proposed by Pimmler and Eppinger [18] (spatial, energy, information, materials) to estimate the strength of interactions and we compute a mean value. Note that according to Axiom 4, we add the value 10 on the DSM diagonal.
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We also construct the SF-PC Incidence Matrix that exhibits couplings between engine functions and engine components (Fig.   7 ). In the cells of this matrix, the value corresponds to the weight of a function that can be allocated to components that contribute to this function. The weight is scored on a scale between 0 (no contribution) and 10 (strong contribution).
Without having direct knowledge about component interactions, we will apply the propagation method presented above in order to simulate a PC DSM and then identify the corresponding PC architecture.
SF architecture identification
By applying the clustering algorithm directly on the SF DSM, we obtain the architecture in Figure 8 . This architecture is as follows:
• SF Module 1: Air providing, Fuel providing, Gas Cleaning-up, Combustion and control SFs.
• SF Module 2: Pressure-Torque Conversion, Power Transmission, FLV, Secondary Energy Conversion and Coupling SFs.
• Integrative elements: Functional Volumes, Thermics and Vibration SFs.
Insert Figure 8. SF architecture
The first module corresponds to pre-combustion system functions and groups all the functions leading to the realization of the combustion. The second module corresponds to post-combustion system functions and groups all the functions transforming the energy of combustion into mechanical energy.
The integrative SFs identified are functions that affect all the engine components and so these functions are coupled to all the other engine functions. The architecture identified by the clustering algorithm is empirically identified by the project designers but not formalized because of the high complexity of the engine architecture.
In the following development of this paper, we will analyze the impact of the SF architecture identified on the physical engine architecture.
PC DSM simulation and clustering
By applying the construction axioms and the fuzzy treatment presented in section 4 on the SF DSM and SF-PC IM, we generate 169 PC DSMs (13x13). After aggregating the 169 PC DSMs using the average method we obtain a dense DSM. In order to increase the clustering algorithm efficiency in identifying the underlying architecture in the PC DSM, the filtering process used a threshold equal to 2.9 (that leads to a density of 70%). By applying the clustering algorithm on the filtered PC DSM, we obtain the physical engine architecture shown in Figure 9 . The physical architecture is composed of:
• PC Module 1: This module is composed of 6 components (EGR, Fuel system, Breech, Air intake, Exhaust and Sensors). All these components form the top part of the engine and contribute to create the thermal energy.
• PC Module 2: This second module is also composed of 6 components (Camshaft, Accessory and Synchronous drive, Vacuum and Cooling circuits and Secondary energy generator), most of these components form the bottom part of the engine and contribute to transfer the kinetic energy of the engine.
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• There are 3 integrative elements: Casing, Crankshaft and Lubrication. System architects are not familiar with the architecture typology adopted in this work but they all agree on the importance of these components and the multiplicity of their interfaces.
In order to refine our analysis concerning the efficiency of the propagation method, we compared the simulated PC architecture first to the SF architecture and second to a PC architecture directly constructed.
Insert Figure 9 . Simulated PC architecture
Comparison between the SF architecture and the PC architecture
The SF architecture identified in part 6.2 is composed of both modular and integrative functions. The integrative functions are coupled to all the other functions and so to all the components. The effect of these integrative functions on the PC architecture is diffuse. Consequently, it will only be interesting to analyze the impact of the SF modules on the PC architecture. When comparing the modules identified in the two architectures, we notice that there is coherence between the pre-combustion SF module and the physical top engine module. In fact, this engine part essentially contributes to the realization of the combustion.
In the same way there is also coherence between the post-combustion SF module and the bottom engine module. Most of the components in this module contribute to transfer the kinetic energy and so realize post-combustion functions. However, the integrative components mainly contribute to post-combustion functions. The casing is the component where most of postcombustion functions take place and the crankshaft contributes to transferring the kinetic energy.
So, in order to analyze the integrative components, we need to refer to the architects' expertise by submitting the obtained architecture to system architects or by comparing the simulated PC architecture to the architecture of a PC DSM directly constructed by the project designers. In our collaboration with an automotive manufacturer, we were offered the possibility of studying the whole engine development project from its preliminary stages to the detailed design stages. This allowed us to have access to the PC DSM manually constructed.
Comparison between the simulated and real PC architecture
In this section, we compare the simulated PC architecture obtained in the preliminary stage of the product development to the constructed PC architecture obtained during the detailed design phase. But what makes two DSMs similar? We may answer that they have the same architecture. Figure 10 shows the PC architecture observed after realizing the engine design.
Insert Figure 10. Real PC architecture
When we compare the real PC architecture (Fig. 10 ) and the simulated one (Fig. 9) , we observe that:
• The two architectures are composed of 2 large modules and 3 integrative components (PC 12 is a module with an only element, as shown in Fig.10 ).
• The modules are almost the same in the two architectures, one corresponding to top engine part and the second to bottom engine part.
• The camshaft (PC 6) is identified in the real PC architecture as belonging to the top engine part. In the simulated PC
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architecture, this component belongs to post-combustion module. This difference between the simulated and real PC architectures can be explained by the fact that in its working cycle, the camshaft depends on the kinematic diagram of the bottom engine part. Thus, in the simulated architecture the kinematic dependency appears to be stronger than the physical interfaces with the top engine components.
• In the real architecture, the vacuum circuit (PC 12) has few links with other components and is a module composed of a single component. According to the system architect, the intensities of coupling between this component and the SF may be overestimated in the Incidence Matrix.
The other differences between the two architectures are linked to the identification of integrative components.
• In the real PC architecture the integrative components are Casing (PC 8), Breech block (PC 3) and Crankshaft (PC 7). These components realize the physical cohesion of the engine externally and internally. They map together all the other engine components. In the simulated PC architecture, integrative components are identified through the importance of their interactions with the other components of the engine. We observe that the simulated architecture identifies the casing and the crankshaft as being integrative but not the breech. This highlights the fact that the global integrative role of the breech is weaker than the two other components. Actually, this component is more integrative internally within the top engine module but it also contributes to the global engine cohesion.
• The last difference between the two lists of integrative components is the identification of lubrication (PC 9) in the simulated architecture as integrative. This may be a consistent choice due to the high number of components interacting with oils, but the multiplicity of interfaces is not sufficient to make a component integrative. The system architect judges that this component role is not important enough to make it integrative. 
Insert Figure 11. Sensitivity to input inaccuracy
In case A-1, we observe that a change of SD1 on the SF-PC IM values leads to a change of about half SD1 on the original PC DSM. In case A-2, the results show that the output is rather little sensitive and is much less sensitive than in the previous case.
In case B, the change introduced only to an integrative function implies a change of the output value which matches an overall input inaccuracy with a SD of 0.2 (case A-1) and is 70% higher than in the B2 case concerning the change of a non-integrative function (output SD =0.12). We may recommend particular attention to the estimation of the couplings concerning the integrative elements in the SF-PC IM. However, since these elements tend to generate couplings between all components, we may decide to remove them from the IM and to conduct again the propagation analysis.
In case C, we run the filtering procedure after the use of fuzzy processing. We fix the threshold X equal to 2.9. We observe that whereas the mean variation of the PC DSM values is relatively the same, the SD is slightly higher than in case A-1 without any filtering. This observation may be expected since the filtering procedure makes the values around the threshold become zero in one matrix and not in the other one. Table 3 shows the results concerning the case D. The row (resp. column) corresponds to a change to the parameter setting describing the input (resp. output) functions. We observe that if we change the setting concerning the input functions, the output values are very sensitive (the output SD is estimated on a range between 0.59 and 0.92). But the fuzzy processing has a rather low sensitivity to change in the output functions only (SD=0.24 or 0.41). However, we have to keep in mind that the selected shape comes from discussions with system architects and aims at mimicking their reasoning. We have tested the selected parameters by applying this fuzzy processing to a former engine design.
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Finally, we have briefly studied the sensitivity analysis of the global method, that is, the use of the proposed matrix transformation and the Thebaud algorithm. We have run the clustering algorithm ten times to compare the two architectures obtained by
• the original PC DSM and
• the changed one in the case of A-1 with SD=1.
Since we are interested in the arrangement of clusters, a direct gauge of sensitivity is to analyze the number of elements that remain in the same cluster versus the number that do not [63] . We have found that in six runs, the PC DSM clustering reveals the same architecture and in the other four runs, one or two components may be placed in another cluster. We believe that this deviation is acceptable and does not call into question the proposed method. The use of another algorithm such as the ones developed by Yu and al. [22, 23] may be useful since it provides a better likelihood of reaching an optimal DSM clustering, even if it may be at the expense of longer computational time. Further sensitivity analyses are required to study the impact of input inaccuracy on existing clustering algorithms.
Conclusions and further work
The propagation method presented in this paper simulates a PC DSM from a given numerical SF DSM and a SF-PC IM, and identifies the underlying PC architecture. If the system architects were not satisfied with the result, they could change the initial matrices and simulate the new PC architecture. This tool could then reduce the number of traditional design iterations. It is based on a new fuzzy inference system that generates a DSM. Then, an existing clustering algorithm groups elements into modules and integrative elements.
The architectures generated by this method are recommendations only but the architects should be aware of the fact that the choice of other modules could increase coordination and teams' efforts to develop the system. The product architectures can deeply influence the design process structure since the product modules should be designed by different design teams independently [9] .
In this paper, we intentionally apply the method on two product domains only. More generally, this method may be used similarly to propagate constraints or changes from one project domain to another one, for instance, expectation -SF, product -task, task -team.
The objective of the proposed method is the identification of domains architectures and not the precise valuation of the interactions. That's why we use fuzzy treatment which is less sensitive to input values variability. Moreover, the filtering step makes the clustering algorithm converge more frequently and rapidly to the optimal architecture without changing the architecture result in itself.
Finally, further work is envisaged. We aim at providing system architects with an integrated tool that allows them to simulate and structure the different project domains in a concurrent manner. In the preliminary design stages ("planning and clarifying the task", "conceptual design" [58] ), the system architect who plays the role of project manager too (or strongly collaborates with him/her) has to design concurrently the preliminary product architecture and the overall project structure, related to the embodiment and detailed design stages. This topic has received much attention recently [49, 51, 71, 72] .
In re-engineering situations, the system architect may re-use crucial knowledge structured in past projects and included in different incidence matrices and DSMs. Thus, depending on the modifications introduced by the re-engineering situation, we can assist the system architect by providing him with a tool that allows on the one hand, to test the robustness of the architectures and on the other hand, to propagate modifications and constraints throughout the different domains of the project: product, process and organization. Finally, other industrial applications are in-progress to refine the current propagation method. The question of what makes two DSMs similar may be investigated and a further analysis of unmatched marks should be conducted to study their consequences during the detailed design phase.
