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Representation and Classification of Coxeter Monoids 
S. V. TSARANOV 
The monoids under consideration are defined, abstractly by generators and relations in a 
similar way to Coxeter groups. They correspond to systems of minimal parabolic subgroups in 
BN-pairs or amalgams, and are related to chamber systems. More examples are connected with 
a notion of diagram geometry. The theory developed in this paper is aimed at a classification of 
monoids that have an attractor. The latter means that the corresponding group is finite. 
1. INTRODUCfION AND STATEMENT OF RESULTS 
Let G be a group, / = {1, 2, ... , n} be a set of indices, and r = r(G, /) = {GihEI be 
a system of subgroups in G such that Gi is not contained in Gj for all i * j. Denote 
GJ = < Gj : j E J). Let F(/) be a free monoid of rank n generated by indices i E I. A 
subset Gw = Gil ... Gik in G corresponds to each word w = i1 ... ik in F(/). The 
operation in G induces a monoid structure over M(r, /) = {Gw : WE F(/)}. The 
mapping f: w~ Gw defines the homomorphism between monoids F(/) and F(r, I). 
The mapping f induces an equivalence relation on F(/); namely, for v, WE F(/), v - W 
iff f(v) = f(w) or, in other words, Gv = Gw • The monoid F(r,I/) is isomorphic to the 
factor of F(I) by the relation -. Using this construction the monoid F(r, /) can be 
defined by means of its generators Gi and relations. Relations are given by an equality 
of words with the same value of f. 
Since Gi is a subgroup in G then the following equation holds in F(r, I): 
(1) 
Denote by rs(i, j) a word of length s that contains i in every odd position and j in 
every even position. Denote by Is(i, j) the word with the same letters as rs(i, j) but with 
the letters in inverse order. Let mij be equal to the least s with f(rs(i, j» = < Gi , Gj ), or 
to infinity if such s does not exist. Let Rs(i, j) = f(rs(i, j», Ls(i, j) = f(ls(i, j». If 
s = mij * 00, then define r(i, j) = rs(i, j), I(i, j) = Is(i, j), and R(i, j) = Rs(i, j), L(i, j) = 
Ls(i, j). 
If mij * 00 then the following equations hold: 
R(i, j) = R(j, i) = L(i, j) = L(j, i) (2) 
Notice the following properties of numbers mij with i It j. Since Gj is not contained in 
Gi, then mij> 1. From the definition of mij one has mji ~ mij + 1, and if mij is even then 
mji ~ mij. Hence, either mij = mji' or {mij' mji} = {2t -1, 2t} for some t> 1. Setting, in 
addition, mii = 1 we define the matrix M = (mij). If M is symmetric then M is a Coxeter 
matrix (see [10]). Later on, the matrices M with mii = 1 and {mij' mj;} = {2t -1, 2t} for 
all i, j and corresponding t will be called generalized Coxeter matrices. One can produce 
a diagram D(M) to correspond to such a matrix M. D(M) is defined as a graph over / 
with edges of weight (mij' mji) connecting vertices i and j. The edge of weight (2, 2) will 
playa special role: it will be marked by the empty edge. This convention allows us to 
define connectedness of diagrams. If M is a Coxeter matrix, then D(M) corresponds to 
an ordinary Coxeter diagram. Given an arbitrary generalized Coxeter matrix M, let us 
define the Coxeter monoid (or monoid of type M) F(M, /) as a factor of F(I) by the 
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following relations: 
ii = i for all i E I, 
r(i, j) = r(j, i) = lei, j) = l(j, i) for all i *" j. 
In view of relations (1) and (2) there exists a natural homomorphism from F(M, I) 
onto F(r, I). Hence, one can obtain some information about the monoid F(r, I) from 
information on the monoid F(M, I). The main goal of this paper is an investigation of 
the monoid F(M, I). 
We assume the existence of an identity element e in all mono ids under consideration. 
If a monoid has arisen from a group, then e corresponds to the trivial subgroup. 
If M is a Coxeter matrix, then denote by W = W(M) the corresponding Coxeter 
group with generators Wi' i E I. M is the matrix of the relations between W;, i.e. it 
coincides with the Coxeter matrix of F(W, I). Let W; = (Wi), i E I, and denote by 
F(W, I) a monoid related to a subgroups' system r(W, I) = {W;: i E I}. In all the 
monoids described above one can introduce the length of an element and the reduced 
decomposition (of a word) relative to the set of generators: the length of an element is 
the minimal number of letters in all words that present this element, and the reduced 
decomposition of an element is an arbitrary word of the minimal length that presents 
this element. (The group W is a monoid with an identity element relative to ordinary 
multiplication. ) 
The following theorem, which has been proved independently by the author and 
S. V. Shpektorov, improves Proposition 5 from [1, Ch. 4]. 
THEOREM 1. Let M be a Coxeter matrix. Then there exists a bijection between 
reduced words Wi, •.. Wi., W;, ... W;.' and i1 ... ik from W, F(W, I), and F(M, I), 
respectively, where two reduced words from Ware equal iff the corresponding words 
from F(W, I) are equal (the same holds for F(M, I». In particular, F(W, I) and 
F(M, I) are isomorphic. 
What the equality of two words in W or in F(M, I) means is clear. The equality 
W;, ... W;. = "1, ... "1, in F(W, I) simply means that corresponding subsets in W 
coincide. For clarity, the same is true for the monoid M(r, I) that we start from. 
Theorem 1 provides another natural explanation for the Bruhat ordering, which is 
defined for Coxeter groups, Coxeter complexes and for buildings [9,10]. The Bruhat 
ordering corresponds to the natural inclusion relation of W;, ... W; •. It follows from 
Theorem 1 that for a symmetric matrix M the monoid of type M is finite iff M is a 
spherical matrix. Moreover, the coloured graph of the monoid of type M coincides with 
the Cayley graph of the Coxeter group W(M) with respect to the set of generators 
{w;}. 
Theorem 1 admits a converse in the sense that if a Cayley graph of some factor 
group W* of the group W(M) is isomorphic to the coloured graph of the monoid 
F(W*, I), the W* coincides with W (see Proposition 2.4 in Section 2 of this paper). 
A much more subtle property of monoids is the presence of an attractor rather than 
their finiteness. We define an attractor as a word in a monoid that is invariant under 
left and right multiplications. It is easy to see that an attractor in the monoid F(r, I), if 
it exists, corresponds to the group generatred by {Gi}iEI. In particular, if each 
subgroup Gi is finite then the existence of an attractor is equivalent to the finiteness of 
the whole group, and in particular the finiteness of the monoid F(r, I). Therefore, it 
seems interesting to classify all Coxeter monoids that have attractors. To formulate the 
main result it will be convenient to introduce a partial ordering .;; over the set of 
matrices. Given arbitrary matrices M and L, we say that M.;; L if mij';; l;j up to a 
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coordinated permutation of rows and columns of the matrix M. In such a case we shall 
say that D(M)';:; D(L). Let A~ = (a;;) be a generalized Coxeter matrix with a;+1,; = 4, 
a;,;+1 = 3, and all other entries a;; = 2 for i =1= j. Let S be the set of all spherical Coxeter 
matrices of types Bk , k;;;;. 5, D/, I;;;;. 4, E 6 , E7 , E 8 , ~, H3 and H4 , and let S' consist of 
S and all matrices A~, n;;;;' 3. We say that the matrix M is connected if the 
corresponding diagram D(M) is connected. We also say that a Coxeter monoid 
F(M, I) is indecomposable if it cannot be presented as a direct product of two proper 
submonoids F(M" J) and F(MK' K), where (J, K) is a splitting of I, and the matrices 
M, and MK are submatrices of the matrix M corresponding to the subsets J and K. 
Indecomposability of the monoid F(M, I) for a Coxeter matrix is equivalent to the 
connectivity of the diagram D(M), i.e. to the connectivity of the generalized Coxeter 
matrix M. 
THEOREM 2. An indecomposible Coxeter monoid F(M, I) of rank;;;;. 3 is finite iff 
M .;:; N for some matrix N E S. F(M, I) has an attractor iff M.;:; N for some matrix 
NES'. 
The class of objects that can be associated with monoids of this type is rather wide. 
As noted by A. A. Ivanov and S. V. Shpektorov, the notion of a monoid F(M, I) can 
be generalized to the case of chamber systems (see the definitions in [10]). In that case 
one has to take the 'minimal' equivalence relations R; as the generators of the monoid. 
Then the equations of type (1) are evident, and the relations of type (2) are defined by 
the finest equivalence relation generated by two minimal ones. Therefore, Coxeter 
monoids could play a substantial role in investigations of chamber systems and, in 
particular, of diagram geometries (see [2]). Note that one can construct the monoid's 
diagram directly from the diagram of a chamber system: an edge in the diagram 
geometry corresponding to a generalized (g, d, d*)-gon [3] is compared with an edge 
(d*, d) in the diagram D(M) of the monoid. In particular, using Theorem 2 one can 
resolve the problem of the finiteness of the universal cover for· concrete diagram 
geometries (see the geometry (17) and its truncation, and truncations of geometry (58) 
in [4]). 
2. PROOF OF THEOREM 1 
Let M be a Coxeter matrix, and W = W(M) be the corresponding Coxeter group 
with generators Wi' i E l. Denote W; = < w;), i E I, and let F(W, I) be a monoid 
connected with a system of subgroups r(W, I) = {W;: i E I}. Let F = F(M, I). 
Let the relations obtained from r(i, j) = r(j, i) = l(i, j) = l(j, i), substituting letters 
i, j for Wi' Wi' hold in the group W, which is considered as a monoid with an identity 
element with respect to the multiplication. The same applies in the case of the monoid 
F(W, I), substituting i, j for W;, "J. These relations will be called relations of type (2). 
We say that two words from F, Wor F(W, I) are 2-equivalent if we can obtain the 
second word from the first one by changes of type (2). Denote by l(w) the length of an 
element w from F, W or F(W, I), i.e. the minimal length of words that present the 
element. The reduced decomposition of an element will be any word of minimal length 
that presents the element. Notice that the minimal length of such a word is just the 
length of the element. 
LEMMA 2.1. Let Sl ... Sk and r1 ... rk be two reduced decompositions of an element 
w E W. Then these decompositions are (2)-equivalent. 
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PROOF. Let D be the set of all reduced decompositions of all elements WE W. 
Define a mapping F: D- D/(2) that associates to each decomposition from D its class 
of (2)-equivalence. The substance of our claim is that F is constant on the sets Dw of all 
reduced decompositions of WE W. The proof will be given by induction on l(w). 
Suppose that the assertion is proved for all W with l(w) < q. Then a direct application 
of Lemma IV. 1.4 from [1] gives the constancy of F on Dw , as required. D 
LEMMA 2.2. A word Wi • ... Wi. is a reduced decomposition of an element from W iff 
W; • .. . W;. is a reduced word of some element from F(W, J). Furthermore, any two 
reduced decompositions of the same element from Ware reduced decompositions of the 
same element from F(W, J), and conversely. 
PROOF. Let rl ... rk be a reduced decomposition of an element r E W. It is evident 
that r is the unique element of maximal length k in a set R = Rl ... Rk (recall that R is 
an element of the monoid F(W, I)). Should the word R 1 • •• Rk be unreduced in 
F(W, J), then each element from R, in particular r, has length less than l(r) = k. This 
is impossible. Hence Rl ... Rk is reduced. D 
Now, let SI'" Sk be another reduced decomposition of the element r E W. 
According to Lemma 2.1, the reduced decompositions r • ... rk and SI ... Sk of rare 
(2)-equivalent. But then Rl ... Rk and S •... Sk are evidently (2)-equivalent also, and 
hence Rl ... Rk = SI ... Sk' 
Furthermore, let R 1 ... Rk be a reduced word for an element R E F(W, J). Then 
R2 ... Rk is reduced too, and by induction we can suppose that r = r2 ... rk is a 
reduced decomposition of some element from W. We suppose that r = rl ... rk is not 
reduced, i.e. l(r) ~ l(r2 ' .. rk)' By a replacement lemma (Lemma IV.1.3 in [1]) we 
have rlr2' .. rj-l = r2 ... rj for some j ~ k. The same argument as used in the second 
paragraph implies the equality RIR2 ... Rj- 1 = R2 ... Rj. Multiplication of both parts 
of the equation by Rj • • • Rk gives the relation R 1R 2 . .. Rk = R 2 . .. R k, i.e. the word 
Rl . .. Rk is unreduced. Therefore , rl'" rk is a reduced decomposition of some 
element from W, and it is easy to see that r1 •• • rk is the unique element of maximal 
length k in R 1 ••• Rk. In particular, if R 1 ••• Rk = SI ... Sk then rl'" rk = 
SI' .. Sk' D 
The bijection between reduced decompositions of elements from F(W, J) and W 
described in Lemma 2.2 induces a bijection between F(W, J) and W, which maps each 
element R E F(W, J) onto the unique element r E R of maximal length. 
LEMMA 2.3. The natural homomorphism from F onto F(W, J) is an isomorphism. 
PROOF. Let il .. . ik be a reduced word in F. Then i2 . .. ik is a reduced word also, 
and by induction W;2 ... W;. is a reduced word in F(W, J). Suppose that W; • ... W;. is 
unreduced. This assumption leads to a contradiction. By Lemma 2.2 we have that 
l( Wi • ... Wi.) ~ l( Wi2 ••• Wi.)' Now, by the replacement lemma, there exists j .~ k such 
that Wi.'" Wh_. = Wi2 • • • Wij ' But by Lemma 2,1 the reduced decompositions 
Wi • ... Wij _ . and Wi2 '" Wij are (2)-equivalent. Hence the reduced decompositions 
il . .. ij - 1 and i2 . .. ij from Fare (2)-equivalent, i.e. these words represent the same 
element of F. Multiplication of both former words by ij . .. in gives the result that 
il ... in = i2 . .. in> a contradiction. 
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The contradiction obtained here provides a bijection between reduced decomposi-
tions of words in F and F(W, I). This shows that an arbitrary relation in F(W, J) is a 
sequence of relations (1) or (2). This provides the required isomorphism. D 
It is easy to see that Lemmas 2.2 and 2.3 prove Theorem 1. Now we shall prove a 
proposition which is in a sense a converse of Theorem 1. 
PROPosmON 2.4. Let * be a homomorphism from Won W* such that w7::1= 1 and 
orders of w7wt and WiWj are equal for all i, j. Suppose that the correspondence 
W7~ w7 can be extended to an isomorphism between the coloured graph of elements of 
the monoid F(W*, J) with respect to generators W~, ... , W: and the Cayley graph of 
the group W* with respect to generators w~, ... , w:. Then W* is isomorphic to W. 
PROOF. Let us suppose that W* is not isomorphic to W. Then in the Cayley graph 
of the group W* with respect to generators w~, ... , w: one can find a node v such 
that there exist two paths in the graph from the source node to v with the following 
condition: if w~ ... w4 and Wj~ ... Wj~ correspond to these paths then Wi, ... Wi,::I= 
Wj, ... wj, in W (we imply that both Wij • •• Wi. and wj, ... wi! are reduced words). 
We may choose the minimum possible value of k + 1. Then the following argument 
remains true for any such a node v. By the hypotheses of the theorem, W~ ... W4 = 
Wi: ... Wi:. The last equality means that each subword of w~ ... w4 is equivalent to a 
subword of Wj~ ... wi:, and conversely. Let us pay attention only to subwords of which 
pre-images in Ware reduced. From minimality of choice of k + 1 it follows that an 
equality between two 'reduced' subwords is just (2)-equivalence as soon as the sum of 
theire 'lengths' (lengths of the pre-images in W) is less than k + 1. As (2)-equivalence 
implies the equality of 'lengths' it is easy to prove that k = 1. Now let k> 1. Then 
WZ . .. W4 of 'length' k -1 is equal to a word of a 'length' ~1. But if k - 1 = I then 
WZ . .. W4 = Wi: ... Wj~' a contradiction. In particular, each proper subword from 
the left equals to a proper subword of the right. 
Now we shall prove the following lemma to prove the theorem. During the lemma 
we imply that a word from W* or F(W*, J) is reduced if it is reduced considered as the 
word from W or F(W, J). 
LEMMA 2.5. Let * be a homomorphism of W onto W* that preserves orders of 
elements Wi and WiWj. Assume that for each two reduced words in W of length t such that 
their images f = fl ... f, and g = gl ... gt in W* are equal, the same being true for the 
corresponding elements F = Pi ... F, and G = G1 ... Gt in monoid F(W*, J), we have 
that for every two reduced proper subwords k ... h., gj, ... gj, of f = It ... f, and 
g = gl ... gt respectively (1 ~ il < ... < ik ,,;;:; t, 1 ~jl < ... <j, ~ t, k, r < t), these sub-
words are (2)-equivalent as soon as they are equal. Then the words f and g are 
(2)-equivalent, and consequently F and G are also (2)-equivalent. 
PROOF. Let us remember that the equality F = G in the monoid F(W*, J) means 
that Fi ... F, = G1 .•• Gt in W* as sets. Let '==' means (2)-equivalence of words. 
Certainly '==' implies '=' . We have f2 ... f, E F = G; whence f2 .. · It is equal 
to gj; ... gjq for suitable jl ... jq, by the very definition of G. By assumption these 
words are (2)-equivalent, whence q = t - 1. Note that this last expression means 
that f2· .. f, = gl ... gi-lgi+1 ... gt· Set g/i = gl ... gi-lgi+l ... gt, g/i, j = 
gl . .. gi-tgi+l ... gj-tgj+t ... gt (where i <j), etc. Note that g/i, j coincides with 
(g/i)/j -1. The same notions apply when changing g by G. We have obtained 
til ==g/i, whence g = f == ft(g/i). Moreover, F/l = == G/i so that G = F ==Fi(G/i) and 
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the condition of the lemma for the words ft(g Ii) and g holds. (This is an argument of 
type 'g = f = ... = implies G = F = ... = '. ) 
Let i<t. Then ft(gli,t)=glt and by assumption ft(gli,t)=glt, whence 
f = ft(gli) = g, as required. 
Let now i = t. We have that ft(glt - 1, t) = glj for some j = 1, ... , t. 
Let j=t. Then f=/tglt=ft(glt-1,t)gt-l=(glt)gt-l' The last word equals to 
glt -1, t and so is reducible, whereas (2)-equivalent words have the same length, a 
contradiction. 
Hence j<t. So we have g=f=ft(glt-1, t)gt-l=(glj)gt-I ' In order to finish the 
proof we just have to show that g = (glj)gt-I' 
First, assume that j > 1. Then gIl = (g/1, j)gt-I and consequently gIl = (gIl, j)gt-l' 
We are done in this case. 
Assume now thatj= 1; namely, (g/1)gt-l =g. 
Let us set m = I{gv ... ,g,}I. If m ~2, then the conclusion (g/1)gt-1 =g is either 
trivial or an easy consequence of the hypotheses of the lemma. 
Let m ~3. Denote (g/l)gt-l =g'. We have glt=g'lj for some j = 1, ... , t (always 
the same argument). As (g It - 1, t)gt-lgt = (g'lt - 2, t - 1, t)gt-lgtgt-l, the cases 
j = t - 1 or j = t lead to a contradiction. 
We have glt - 1, t - 1 = (g' /j)lh for some h = 1, ... , t -1 (clearly we have 
(g'lj)lh =g'lh,j if h <j and (g'/j)lh =g'lj, h + 1 otherwise). 
If h < t -1, then glt = (glt -1, t)gt-l = «g'lj)lh)g,-I, but the last word ending with 
g,-lgt-l is not reduced; whence h = t - 1. That is, (g It)lt - 1 = (g'lj)lt - 1. We might 
call this argument the cancellation law. Let us rewrite it in the form g = (gIl, j + 
l)g,-lgt. As g=g'=(g/1)g, and G=G', then in the case j>l we can apply the 
reduction argument to the equality (g/1)gt-l=(g/1,j+1)gt-lgt from the left to 
establish g = g'. 
Let j = 1. Then we receive the equality (g/1)gt-l = (gIl, 2)gt-lgt. Iterating this 
argument, either we obtain g =g' sooner or later, or we construct a series of equalities 
g' = (g/l)gt-l = (gIl, 2)gt-lgt =g, 
g = (g/1, 2)gt-lgt == (gIl, 2, 3)g,-lgtgt-1 =g', 
g' = (gIl, 2, 3)gt-lg,gt-l = (gIl, 2, 3, 4)g'-lg,g'-lg, = g, 
etc. 
At the end, if g = g' is not reached in the meantime, we reduce ourselves to the case of 
m = 2. We have already proved that '=' leads to '=' in that case. The proof if now 
complete. • 
Applying the lemma immediately completes the proof of the proposition. 0 
We complete Section 2 with the following useful proposition. 
PRoposmoN 2.7. Let M be a Coxeter matrix. Then F is finite (has an attractor) iff M 
is a spherical matrix. 
PROOF. By Theorem 1 the monoid F(M, J) is finite iff the Coxeter group 
W = W(M) is finite. It is well known that the group W is finite iff M is a spherical 
matrix. Since F(M, J) is isomorphic to F(W, J), both these monoids simultaneously 
either have an attractor or have none of them. But for the monoid F(W, J) the 
existence of an attractor is equivalent to the finiteness of the group W. 0 
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3. SOME PROPERTIES OF COXETER MONOIDS 
Let us associate two Coxeter matrices M- = (lij) and M+ = (nij) to each generalized 
Coxeter matrix M = (m;j), where lij = min(mij' mji) and nij = max(mij, mji). Obviously, 
M- :0;;;: M :0;;;: M+. As usual, a homomorphism of monoids is a map preserving the 
multiplication operation. The following holds: 
LEMMA 3.1. Let a monoid F has an attractor. Then each of its factormonoids has an 
attractor too. 
LEMMA 3.2. If M+ is a spherical matrix then the corresponding monoid F is finite 
and has an attractor. 
PROOF. There exists a natural homomorphism from F(M+, I) onto F induced by a 
map between their generators. The relations of type (2) defining F(M+, I) are really 
formal consequences of those defining F. By Theorem 1 the monoid F(M+, I) is finite 
and has an attractor. Now, according to Lemma 3.1 the monoid F is finite as well and 
has an attractor. 0 
LEMMA 3.3. If M- is non-spherical then F is infinite and has no attractor. 
PROOF. As relations defining F follow from those defining F(M-, I) there is a 
homomorphism from F onto F(M-, I). It implies that finiteness of F and the presence 
of an attractor provide the same properties for F(M-, J). But by Theorem 1 the 
monoid F(M-, J) is infinite and has no attractor. 0 
Given J c I, let us define the matrix MJ as the restriction of the matrix M to J x J. 
Set F., = F(MJ> J). 
LEMMA 3.4. The substitution of generators j ~ j for j e J and i ~ e for i e IV induces 
a homomorphism of the monoid F onto F.,. In particular, if F has an attractor or is finite, 
then the same is true for F.,. 
PROOF. Applying the above-mentioned substitution to relations (1) and (2) for the 
monoid F we obtain relations for the monoid F.,. 0 
Let l: = g: j = 1, ... , k} be a decomposition of l. Suppose that each submonoid ~J' 
generated by generators with indices from ~, has an attractor A j • Then we can define a 
new monoid Fx that has A j , j = 1, ... , k, as generators, and relations of type (2) for Ai 
and Aj in F as relations. 
LEMMA 3.5. Suppose that Fx has an attractor. Then F has an attractor too. 
PROOF. Let A = Ail . .. Ai, be an attractor in the monoid Fx. Considering A as a 
word in F we immediately see that A is an attractor in F. 0 
Remember that a matrix M is called connected if the corresponding diagram D(M) is 
connected. 
LEMMA 3.6. Any pair of nodes in diagrams D(M-), D(M) and D(M+) is connected 
by an edge or disconnected in all three diagrams simultaneously. In particular, all three 
matrices M-, M and M+ are connected or disconnected simultaneously. 
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PROOF. This follows directly from the fact that, for generalized Coxeter matrices, 
we have mij = 2 iff ntji = 2. 0 
4. REPRESENTATIONS OF COXETER MONOIDS 
Let r = (V, E) be a directed graph (with loops) with arcs marked by elements from 
I, where for every node v and for every colour i, just one arc of colour i starts from v. 
It is clear that I can be regarded as a subset of End(V), the set of mappings of the set 
V into itself. Let F be a monoid with I as a set of generators. We say that the monoid F 
has a representation on the graph r if the embedding of I into End(V) can be extended 
to a homomorphism of F into End(V). For our convenience, let us associate a colour 
to each generator. Thus, we shall consider the representation graph as a coloured one 
(we shall omit loops on figures). For example: 
3 1 3 
-- .... 0-- .... rea lIy means 
We do not assume that considered graphs are finite. 
For any node v E V and word il ... ik E F let V(il ... ik) be just a node we obtain 
starting from v along the path coloured sequentially with iI, i2, ... ,ik. A repre-
sentation of F over ris called exact if for any words il ... ik and jl ... h in the monoid 
F the equality V(il ... ik) = V(jl ... M for every node v from the graph r implies the 
equality of these words. 
Every monoid F has exact representations. They are, for instance, the graphs L(F) 
and R(F) of all its elements under left or right multiplications respectively. 
It is evident that a representation of a factormonoid is a representation of the 
corresponding monoid. Conversely, a representation of a monoid is an exact 
representation of a suitable factormonoid of F. 
Let us call a node in a graph terminal if the only arcs that come out from it are loops. 
Let us prove a natural criterion of the existence of an attractor in a monoid in terms 
of its representations on graphs. 
LEMMA 4.1. A monoid F has an attractor iff all graphs on which F can be represented 
have terminal nodes. 
PROOF. The necessity is obvious. Let us prove the sufficiency. Consider the 
representations L(F) and R(F) of the monoid F mentioned above. Let Land R be 
words in the monoid that correspond to ways from e to terminal nodes in L(F) and 
R(F) respectively. Then it is clear that the word LR is an attractor in F. 0 
REMARK. It is worth noting the obvious argument for the existence of the attractor 
used in the previous lemma. If there exist words Z and Z* that are invariant under 
right and left multiplication respectively, then Z * Z is an attractor. Moreover, one can 
obtain Z* from Z by removing the ordering of its letters. 
Let us return to the notation introduced before Lemma 3.5. If we have a 
representation of F on a graph r, then we can construct a graph r on which Fx has a 
representation. Define this graph inductively fixing a node v E V and considering all 
images of v in r under the action of words of length '!S;.k in the alphabet 
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{A j : j = 1, ... , k}. By this process we define a set V' of nodes from the graph r' as 
well as a set of undirected edges marked by elements from the set K = {1, ... , k}. 
A representation of a monoid F is called regular (right-regular or left-regular, 
respectively), if the graph of the representation is a subgraph of the graph L(S) or 
R(S) consisting of all paths that come out from some node. One of the main methods 
of proving the presence of an attractor gives us the following lemma. 
Let F = F(M, I) and D = D(M). 
LEMMA 4.2. A monoid F has an attractor iff the graph of a regular representation of 
the monoid has a terminal node. 
PROOF. Without loss of generality we can suppose that this representation is 
right-regular. The necessity is evident and follows from Lemma 4.1. To prove the 
sufficiency, notice that a word Z = XY in F is invariant under right multiplication by 
any generator of the monoid if X is the starting word of the representation, i.e. the 
node that is the source of all paths, and Y is any word that corresponds to a path from 
this node to a terminal one. Let Z* be the word that is produced from Z by inverting 
the order of the letters. By the symmetry of relations of types (1) and (2) the word Z* 
is invariant in F under left multiplication by any generator of the monoid. Then Z* Z is 
an attractor in F. D 
In the next lemma we shall describe all Coxeter monoids of rank 3 having no 
attractor and such that each of their proper Coxeter factormonoids has an attractor. 
LEMMA 4.3. If the diagram D of a monoid F is one of the following: 
3,4 4,3 4,3 3,4 6,5 5,6 
0----0----0, 0----0----0, 0----0----0, 0----0----0, 
then F has a representation such that the corresponding graph has no terminal nodes. In 
particular, F has no attractor. 
PROOF. According to Lemma 4.2, the last assertion is a consequence of the first 
one. The monoids mentioned in the lemma have the following representations: 
3,4 4,3 
0-----0-----0 : 
2 3 
4,3 3,4 
0-----0-----0 : 
2 3 
6,5 
0----0----0 : 
2 3 
~ ~ 
e 1 2 3 1 3 2 
The last picture consists of pieces of the following form, glued together along thick 
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5,6 
0----0----0 : 
2 3 
LEMMA 4.4 A monoid F of rank 3 has an attractor iff its diagram D is less or equal 
(in the sense of Section 1) to one of the following diagrams: 
k, I 5 3,4 3,4 
o o-----o,~, 0----0----0 
PROOF. If the diagram D is disconnected than F is the direct product of the 
monoids corresponding to every connected component of D. In particular, a monoid 
with a diagram of type 
k, I 
o 0---0 
is finite, and undoubtedly has an attractor. 
Now let D be connected. According to Lemma 3.6, the diagrams D- = D(M-) and 
D+ = D(M+) are connected. If D+ is a spherical diagram then the lemma is true. 
Hence, we can suppose that D+ is non-spherical. Let F have an attractor. Then, by 
Lemma 3.2, D- is a spherical diagram. One can check directly that if D- is a spherical 
diagram of rank 3, and D + is non-spherical, then either D ~ D', where D' is one from 
the diagrams listed in Lemma 4.3, or D looks like 
3,4 3,4 
~. 
In the first case it is clear that M has no attractor. It remains to show that a monoid 
with diagram 
3,4 3,4 
has an attractor. This monoid has the following regular representation that starts from 
the (1, 2)-attractor: 
3 2 1 
• • • •• 
Hence, the word 121321 is invariant under right multiplication, and in accordance with 
the remark given after Lemma 4.1 we can easy obtain an attractor. But it happens that 
just the word 121321 is an attractor. Really 121321 = 1211321 = 1213121. By symmetry 
of relations for Coxeter monoids the word 1213121, being invariant under the right 
multiplication, is invariant under the left one also. 0 
LEMMA 4.5. Let M =A~, n ~3, i.e. D looks like 
3,4 3,4 
0-----0. . . 0-----0. 
and let F = F(M, J). Then F has an attractor but it is infinite. 
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PROOF. The proof will be done by induction on n. For n = 3 the assertion follows 
from Lemma 4.4. In this case set II = {I, 2}, 12 = {3}. Define a monoid F* taking as its 
generators attractors of mono ids F(M11 , II) and F(M12 , 12), namely 121 and 3. We have 
recognized by the previous lemma that 1213121 is an attractor of F. Therefore F* is a 
factormonoid of a Coxeter monoid with diagram 
3,4 
0------0. 
Now, for arbitrary n, we have that the monoid F* generated by 121,3, ... , n is a 
factormonoid of a Coxeter monoid with diagram 
3,4 3,4 
0------0 . . . 0------0, 
1 2 n-l n 
of rank less by 1, and it has an attractor by induction. But then F has an attractor too 
by Lemma 3.5. 
To prove infiniteness of F we note that it admits a homomorphism onto a rank 3 
monoid of the same type by mapping generators 1-1,2-2, 3- 3 and others to the 
unit e. Therefore it is sufficient in accordance with Lemma 3.4 to prove infiniteness of a 
rank 3 monoid. Let us expose the infinite regular representation on which starts from 
the (2, 3)-attractor of the last monoid: 
3 2 
We are done. 0 
5. PROOF OF THEOREM 2 
Let M be a connected generalized Coxeter matrix, and D = D(M) be the 
corresponding diagram, F = F(M, I). By Proposition 2.7, Theorem 2 is correct for 
Coxeter diagrams. Moreover, by Lemmas 4.4 and 4.5, Theorem 2 is true for n';;; 3. 
Now let D have rank;:. 4 and not be Coxeter diagram, i.e. its generalized Coxeter 
matrix is not symmetrical. 
Suppose that F has an attractor. Then, by Lemma 3.3, the diagram D(M- ) is 
spherical. We have to show that An .;;; D .;;; A~. 
The case of D(M-) =~. In this case D(M) contains a subdiagram of type 
m, n 4 
0-----0-----0, 
{m, n} = {3, 4}, and therefore F has a factormonoid of the type described in Lemma 
4.3. Then, according to Lemma 3.4, F has no attractors. 0 
The case of linear diagrams (A~, B,., H3 or H4)' Suppose that F is not a factormonoid 
of a monoid of type A~, B,., H3 or H4. In this case there is a reduction to a 
factormonoid with diagram 
4,3 3,4 3,4 4,3 k, I 
0------0 . . . 0------0, 0------0 . . . 0------0 or 
1 2 n-l n 1 2 n-l n 1 2 3 
200 s. V. Tsaranov 
where 0---0 denotes a linear fragment with ordinary edges (i.e. edges of type 3, 3), 
and {k, /} = {5, 6}. 
In the last case, by Lemma 4.3, F has no attractors. 
In the first case F has the following infinite representation without terminal nodes: 
•••• • • ••••• • • ••••• • • • ••• 2 1 2 n-l n n-l 2 1 2 
By Lemma 4.1, F has no attractors. 
To obtain a representation in the second case let us consider the following 
construction. 
Let R be a subset in 7l.., and let :Jl be a coloured directed graph with R as the set of 
nodes. For k E 7l.. denote k + R = {k + x: x E R}, and by k + @l denote a graph with the 
set k + R of nodes and the set {(k +x, k + y): (x, y) is an edge in @l, with the same 
colour}. 
Let us construct inductively a set of graphs {9R,.}. A set Rn = {O, ... ,2n -I} is a set 
of nodes of the graph :Jln • ~ has no edges, and @ll has a directed edge (0,1) of colour 
1. The set of edges of the graph 9R,.+1 is the union of edges of the graphs @In and 
2n + @In, and the set of edges of colour n + 1 that 'connect' the sets 2n - 1 + Rn- 1 and 
2n + Rn - 1 by the rule: 2n - 1 + x is connected with 2n + x by an edge of colour n + 1 for 
all x ERn-I. 
A representation for a monoid F of type 
3,4 4,3 
0---0 ... 0---0 
1 2 n n+l 
is constructed by the following way. The set of nodes is 7l.., and the graph k . 2n + Rn is 
induced on the subsets k . 2n + Rn. All remaining edges of colour n + 1 are constructed 
as in the construction of the graph :Jln +1: they connect halfs of 'neighbour' subsets 
k . 2n + 2n - 1 + R n- 1 and (k + 1) . 2n + R n - 1 such that (k . 2n + 2n - 1 + x, (k + 1) ·2n + x) 
is an edge of colour n + 1 for all x ERn-I. 
In that representation each arc is directed from a node of smaller number to a node 
of greater number. Since every integer x '* 0 belongs to a set k . 2m + 2m - 1 + Rm - 1 for 
suitable integers k and m, where 0 ~ m ~ n, then an edge (of colour m + 1) comes out 
from x by the construction. An edge (of colour 1) comes out from 0 too. Hence the 
graph has no terminal nodes. 
We have to show that the relations of the monoid F are satisfied in this 
representation. Let i and j be generators such that j - i ~ 2. Locally (up to shifting of 
2n) these colours occur in the configuration: 
@lj_1 
I 
j -11 
I . 
. I J. 2'- + @lj_I--2' + :Jlj _ 1 
I 
j -11 
I 
2 j - 1 + 2 j + @lj_1 
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and make a square: 
i.e . the relation ij = ji is true. 
Now let j = i + 1 and 1 < i, j < n + 1. Then the edges of colour j - 1 from the 
previous figure come from the second 'half of the set k .21+1 + 2j + ~j-1 to the first 
'half of the set (k + 1) . 21+1 + 21 + ~-1> i.e . the colours i = j - 1 and j act mutually in 
the following way: 
j-l 
• • 
., 
and the relation jij = iji is true. 
In the case i = 1, j = 2, and subgraph ~ looks like 
1 2 1 
• • • ., 
i.e. the relation 121 = 2121 is true . 
At last , let i = n, j = n + 1. Consider three consequent subgraphs k . 2n + ~n ' Then 
as all edges of colour n come from the second 'half of a previous subgraph to the first 
'half of the next one , we have the following figure , 
n+l n n+l 
• • • ., 
i.e. the relation (n + l)n(n + 1) = n(n + l)n(n + 1) is true. 
Thus, we have obtained an action of the monoid F on an infinite graph without 
terminal nodes, i.e. F has no attractors for all k E R,,_1 ' 
Therefore, we can assume that F is a factormonoid of a monoid of type A~. By 
Lemma 4.5, F has an attractor. 
It remains to show that if such a monoid is finite, then it is of type An. If F is a 
factormonoid of a monoid of type A~ but not of type An, then some of this 
factormonoid looks like 
3,4 3, 4 
0-----0 . . . 0-----0, 
1 2 n-l n 
where o· .. 0 denote a linear fragment with ordinary edges (i.e. edges of type (3,3». 
In this case we have an infinite representation 
1 2 3 n-1 n n-l 3 2 
-----41 • ..-----4 • ..--•• --. ... •• ---..----. • .....-_ • .. ... -----41 • ..-----4 • ..--], 
1\ 1\ 1\ 111/ 1/ 1/ 1/ 
* 
where * denotes an attractor , and all arcs I\, 11 and 1/ come down to it. 
The case of Dn and En. In this case there exists a reduction to a factormonoid F (for 
convenience of rank m + 2, where m :s:; n - 2) with diagram 
3,4 
0---0 . . . 0-----0 
12lmm+l 
o 
m+2 
4,3 
or 0-----0 .. . 0-----0 
121m m+l 
o 
m+2 
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where Q------0 denotes a linear fragment with ordinary edges (i.e. edges of type (3 , 3». 
In the first case a representation of F is obtained from a representation of a monoid 
of type 
3,4 4, 3 
0----0 ... 0----0 
1 2 n n+l 
by replacing the colour n + 1 with the colour n + 2 for edges between subgraphs 
2k . 2n + ~ and (2k + 1) ·2n + ~n. Then the pairs of colours n, n + 1 and n, n + 2 
correspond to the figures 
n+l n n+2 n 
• • • and • • • 
The edges of colours n + 1 and n + 2 have no common nodes at all. The graph has no 
terminal nodes. 
A monoid of the second type has the following representation without terminal 
nodes: 
2 2 n 2 2 
•••• -- ..... ---e--_ ••• e-_ 
-- ........ --.-- ..... ---... 
All cases have been considered, and Theorem 2 is proved. 0 
6. DISCUSSION OF RESULTS 
In this paper monoips of the most general type that are defined by relations 
containing one or two generators only are considered. One could give defining 
relations for three or more generators. The following problems are of some interest in 
this respect. 
Let us say that the element X = Gil . .. Gik e F(M, I) is a l-attractor in F(M" I), 
where I = {it> ... , id. 
PROBLEM 1. Describe· necessary and/or sufficient conditions for existence of an 
/-attractor in terms of the existence of a l-attractors for I c l. 
Theorem 2 gives necessary and sufficient conditions for the existence of an 
/-attractor in terms of l-attractors for all I of cardinality ~2. What natural conditions 
on submonoids of rank 3 could be added as relations to Coexter monoids? For 
instance, we can demand that an additional relation of type G12 G23 = G23 G12 for 
attractors G12 and G23 of rank 2 is valid in submonoids of type C3? This relation is true 
for 'flat' geometries of type C3 ; in particular, for the Argeometry. A similar question 
for diagram geometries was considered by G. Stroth [8). 
To solve the first problem we must understand what kind of rank ~ 3 relations are 
'natural' for monoids arising from groups. Some algorithmical problems arise that are 
concerned with this. 
PROBLEM 2. Let a presentation or a representation of a group G be given, and a set 
of subgroups be described in the same terms. Describe defining relations of the 
corresponding monoid. 
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To solve the second problem it is necessary to develop algorithms for describing 
relations for monoids. Suppose that we can accomplish this task. Then we could 
analyze group geometries of rank ~ 3 for various group geometries; for example, from 
Beukenhout's catalogue [2] or for geometries connected with Petersen graph [5], to 
obtain approaches to Problem 1. 
Undoubtedly, in future we shall need tools similar to the Todd-Coxeter algorithm 
for groups to enumerate words in a monoid or to construct regular representations of a 
monoid beginning from one of its elements. 
PROBLEM 3. Suppose that a monoid F is given by generators and relations. Develop 
an algorithm to enumerate all words in the monoid, beginning from an attractor of a 
submonoid. 
As is seen from Section 5, one way to prove the absence of an attractor in a monoid 
is to give an action of the monoid on an infinite coloured graph without terminal nodes; 
for instance, on a coset graph of some Coxeter group. 
PROBLEM 4. Find all representations on coloured graphs for a monoid defined by 
generators and relations (for instance , coset graphs of a (factor-)group of a Coxeter 
group). 
This problem can be solved if one has an analogue of the Todd-Coxeter algorithm 
for monoids. Firstly, we should enumerate words of small length, and then, when we 
have understood the laws according to which words grow up, we have to construct an 
'infinite' represenation. 
Concerning the latter problem, the case in which a monoid F arising from a group 
amalgam r has a representation with cyclically repeated fragments is very interesting 
(see, for instance, Lemma 4.3); i.e. the representation looks like ax . .. X, where a is 
the beginning fragment, and X is a cyclically repeated fragment. 
PROBLEM 5. How should one interpret an 'operator' X in the Todd-Coxeter 
algorithm of coset enumeration of the corresponding universal cover of an amalgam r? 
Is it true that finiteness or infiniteness of the universal cover of an amalgam r in such 
cases could be described constructively as exploiting the local properties of the 
pre-image of the operator X in the group? 
An affirmative answer to this question would be promlsmg if we are interested 
in determining if whether or not the group given by generators and relations is finite. 
S. V. Shpectorov [7] proved the finiteness of the universal cover of a group geometry 
of a group M22 with the following diagram 
6, 5 
0---0---0. 
using graph theory. This result gives us hope for the usefulness of the approach 
described above. It is worth noticing the general fact that an enumeration of words in a 
group monoid can be regarded as a strategy of an coset enumeration in the 
corresponding group. 
Finally, it is of some interest to generalize the notion of a monoid. It is possible to 
introduce some new operations induced by operations on subsets of a group G, such as 
union and intersection. One could consider a partial ordering in a monoid defined by 
the conventional inclusion of subsets in a group. In the context of the notion of a 
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generalized (g, d, d*)-gon (see [2]) it would be important to have an algebraic 
interpretation of the parameter g (the girth of a graph). 
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