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Abstract
We consider the ltering problem for a partially observable stochastic process fXn; Zn; Yngn2N,
solution to a nonlinear system of stochastic dierence equations, which provides a stochastic
modellization for both the mean and the variance of the Gaussian observation distribution. The
noises in the equations are given by two sequences of independent Gaussian random variables
and a sequence of independent gamma random variables. We are able to prove that there exists
a nite-dimensional lter system for this model, since, for each n, the conditional distribution of
(Xn; Zn) given (Y0; : : : ; Yn) is that of a suitable bivariate Gaussian-generalized inverse Gaussian
random variable. c© 1999 Elsevier Science B.V. All rights reserved.
MSC: 93E11; 60G35
Keywords: Finite dimensional 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1. Introduction
The ltering problem in discrete time can be described as follows. Let us consider
a partially observable stochastic process fUn; Yngn2N, with fUngn2N an unobservable
stochastic process and fYngn2N an observable stochastic process, more or less related
to fUngn2N. The process fUn; Yngn2N is usually dened as the solution of a system of
stochastic dierence equations:
Un+1 = f(Un; Yn) + g(Un; Yn)Wn+1; n 2 N;
Yn = h(Un) + (Un)Vn; n 2 N; (1.1)
where fWn+1gn2N and fVngn2N are sequences of independent random variables (r.v.s
in the sequel), f; g; h;  are suitable real functions and U0 is a given r.v. The lter-
ing problem consists, in its most complete form, in computing, for each n 2 N, the
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conditional distribution of Un given Y n = (Y0; : : : ; Yn), called ltering distribution. We
call an exact lter system the algorithm determining these conditional distributions. In
general, an exact lter system is usually not very useful in practice, since the number
of quantities involved in the computation of the required distributions increases with
n, making the analytic derivation almost impossible. However, if we are able to prove
that these conditional distributions belong to a given family of probability distribu-
tions parameterized by a nite-dimensional parameter set, the problem becomes much
more tractable. In this case, we say that the partially observable stochastic process
fUn; Yngn2N admits a nite-dimensional lter system (f.d.f.s. in the sequel). In the
present paper, we shall adopt the following denition of a f.d.f.s. (see e.g. Ferrante
and Runggaldier, 1990):
Denition 1.1. Let fP(; s): s 2 Sg be a parameterized set of probability measures on
Rd with parameter set S Rk . A system of measurable functions cn: S Rm ! S is a
f.d.f.s. for fUn; Yngn2N if, for each n 2 N and yn = (y0;    ; yn) 2 Rp(n+1),
Pn−1(jY n−1 = yn−1) = P(; s)) Pn(jY n = yn) = P(; cn(s; yn));
where Pi(jY i=yi) denotes the conditional distribution of Ui given Y i=yi, for i 2 N.
Although the existence of a f.d.f.s. is a \rare" event, the few known examples of
lters have been widely used in applications and, for this reason, they are usually
of extreme interest. Recent papers by Ferrante and Vidoni (1998) and Vidoni (1999)
present some new examples of f.d.f.s. in discrete time, involving the gamma, beta,
Dirichlet and Pareto distributions.
Besides a number of applications to physical problems, stochastic ltering techniques
are recently applied to economics, with particular reference to stochastic volatility mod-
elling (see e.g. Barndor-Nielsen, 1997, 1998; Shephard, 1994, 1996). In this context,
the observable process fYngn2N usually describes a nancial time series, while the r.v.s
Un; n 2 N, called in the mathematical nance terminology stochastic volatilities, are
related to the variance, which is therefore stochastic, of the r.v.s fYngn2N.
In the present paper we shall present a new class of f.d.f.s.’s, dened within a
partially observable stochastic process where both the mean and the variance of the
observable r.v.s are supposed to be stochastic. The idea is to extend a result proved in
Barndor-Nielsen (1997), where the existence of f.d.f.s.’s is proved for a wide class of
discrete-time partially observable stochastic processes. In that paper, the author assumes
that the mixed process fU0; Y0; U1; Y1; U2; Y2; : : :g is a Markov chain, with prescribed
conditional densities, and prove that the conditional distribution of Un given Y n belongs
for each n to the class of the generalized inverse Gaussian distributions. The markovian
property of the mixed sequence is in some sense quite restrictive and, for example, it
is not satised by a process solution to (1.1), unless for trivial cases.
Our aim is to prove the existence of f.d.f.s.’s for models similar to those studied in
Barndor-Nielsen (1997), except for the mixed process markovian assumption above
mentioned. Furthermore, the unobservable process which is considered is, usually, not
a Markov process. Thus, we obtain a solution for a non-Markovian ltering problem,
which is a rare result in ltering theory. More precisely, we shall consider nonlinear
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systems of the form
(X0; Z0) given random vector;
Xn+1 = f1n+1(Zn; Zn+1; Y
n)Xn + f2n+1(Zn; Zn+1; Y
n)
+f3n+1(Zn; Zn+1)Vn+1; n>0;
Zn+1 = gn+1(Zn) +Wn+1; n>0;
Yn = h1n(Xn; Zn) + h
2
n(Zn)V
0
n; n>0;
(1.2)
with fin; i = 1; 2; 3; gn and h
j
n; j = 1; 2; suitable measurable functions and fVn+1gn2N;
fV 0ngn2N; fWn+1gn2N sequences of independent r.v.s. The three-dimensional process
fXn; Zn; Yngn2N, solution to (1.2), with fXn; Zngn2N and fYngn2N the unobservable and
the observable part, respectively, will provide a stochastic modellization for both the
mean and the variance of the Gaussian observation distribution, namely the conditional
distribution of Yn given (Xn; Zn); n 2 N. Under suitable assumptions on the coecients
and the noise terms, we shall prove that the ltering distribution, namely the conditional
distribution of (Xn; Zn) given (Y0; : : : ; Yn), is that of a bivariate Gaussian-generalized
inverse Gaussian r.v. and the functions describing the evolution of the parameters
involved provide a f.d.f.s. As one would expect, we need more restrictive assumptions
than those in Barndor-Nielsen (1997), but this will be the price to be paid for the
higher level of dependency of our processes.
The paper is organized as follows: in Section 2 we shall recall some well-known
properties of the generalized inverse Gaussian and related distributions. In Section 3
we shall study two partially observable stochastic processes admitting a f.d.f.s. and in
Section 4 we shall present some results on the conditional moments of the observable
and unobservable processes.
2. Preliminaries on the generalized inverse Gaussian and related distributions
We shall briey recall the denition and some well-known properties of the general-
ized inverse Gaussian and the generalized hyperbolic distributions (for a comprehensive
account on this topic see e.g. JHrgensen, 1982).
The generalized inverse Gaussian distribution with parameters (; ; ), abbreviated
in the sequel as GIG(; ; ), has density function
(=)
2K()
x−1exp

−1
2
(2x−1 + 2x)

; (x> 0); (2.1)
where K() is the modied Bessel function of the third kind with index , which is
a solution to the second-order dierential equation x2y00 + xy0 − (x2 + 2)y = 0. The
domain of variation of the parameters ;  and  is given by the set
DGIG =

(; ; ) 2 R [0;+1)2: + + > 0; − + > 0} ;
where, for a 2 R; a+ = max(a; 0) and a− = −min(a; 0). From (2.1), it follows that
 is a shape parameter and = is a scale parameter. Some special cases may be
pointed out: if =−1=2(= 12), (2.1) is the density function of the (reciprocal) inverse
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Gaussian. When =0 (which implies that > 0), we have a gamma distribution with
shape parameter  and scale parameter 2=2, while if  = 0 (and then < 0) (2.1)
dene the associated reciprocal gamma distribution. Another case of interest is  = 0,
which determines the hyperbola distribution. A simple result shows that, if  6= 0 and
X  GIG(; ; ), where the symbol \ " means distributed as a r.v. with the specied
distribution, then X−1  GIG(−; ; ).
The generalized inverse Gaussian distribution meets some useful properties, with
respect to the convolution product. In the present paper we shall apply the following
formula, whose proof is easy:
GIG(−; ; )  GIG(; 0; ) = GIG(; ; ); (2.2)
which holds for > 0.
The rst two moments of a r.v. X  GIG(; ; ) are given by
E(X ) = R()


; V(X ) =

R()


2
fD+1()− 1g; (2.3)
where
R(x) =
K+1(x)
K(x)
; D(x) =
K+1(x)K−1(x)
(K(x))2
; x> 0:
It can be shown (see e.g JHrgensen, 1982) that R(x) is an increasing (decreasing)
function of x, if <− 12 (>− 12 ), while R−1=2(x)  1. For any x> 0 xed, R(x)
is an increasing function of . Furthermore, D(x) is decreasing for any given  and
increasing (decreasing), as a function of , for < 0(> 0). Whenever x tends to
innity, both R(x) and D(x) converge to 1.
The generalized inverse Gaussian distribution as been considered by Barndor-Nielsen
(1977) in order to characterize the generalized hyperbolic distributions as normal
variance-mean mixtures, the mixing distribution being (2.1). More precisely, let us as-
sume that (X; Z)  N(+Z; Z)GIG(; ; ), that is the density of the random vector
(X; Z) is given by the product of the conditional density of X given Z = z, which is a
normal density with mean +z and variance z, and the density of the random variable
Z  GIG(; ; ). We call the distribution of (X; Z) the bivariate Gaussian-generalized
inverse Gaussian distribution. With these assumptions, the marginal distribution of X
is that of a generalized hyperbolic distribution with parameters (; ; ; ; ), where
=
p
2 + 2, abbreviated as GH(; ; ; ; ). The associated density function is
c(; ; ; ; )

q

x − 

−2=2
K−1=2

q

x − 


exp(x); (x> 0); (2.4)
where, q(x) =
p
x2 + 1 and
c(; ; ; ; ) = (2)−1=2−1=2−+1=2(2 − 2)=2fK(
p
2 − 2)g−1exp(−):
The domain of variation of the ve parameters ; ; ;  and  is given by the set
DGH = f(; ; ; ; ) 2 R3  [0;+1)2: + + > 0; − + > 0; jj6;
jj 6=  if >0g:
From (2.4), it follows that  is a location parameter,  is a scale parameter and  is an
asymmetry parameter, such that = 0 gives a symmetric density. The main properties
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of this distribution are studied in Barndor-Nielsen (1978) and Barndor-Nielsen and
Blsild (1981).
Some distributions of interest belong to this class. In particular, the normal inverse
Gaussian distribution and the hyperbolic distribution correspond to the values  =− 12
and  = 1, respectively. Other cases of interest are  = 12 and  = 0, which indicate
the normal reciprocal inverse Gaussian distribution and the hyperboloid distributions,
respectively.
The rst two moments of a r.v. X  GH(; ; ; ; ) are given by
E(X ) =  + a; V(X ) = a+ b2; (2.5)
where
a=
p
2 − 2R(
p
2 − 2);
b=
2
2 − 2
"
1 + 2
+ 1

p
2 − 2R(
p
2 − 2)− fR(
p
2 − 2)g2
#
:
Recently, the generalized inverse Gaussian and the generalized hyperbolic distribu-
tions have been considered for studying nancial time series. In particular, Eberlein
and Keller (1995) use hyperbolic Levy processes, while Barndor-Nielsen (1998) de-
nes processes of normal inverse Gaussian type for modelling observational series in
nance and turbulence. Although we refer to the generalized inverse Gaussian and the
generalized hyperbolic distributions as well, the partially observable stochastic process,
introduced in the next section, diers from those cited above. It is dened in such a way
that there exists a f.d.f.s. and it provides a simple modellization for stochastic mean and
variance description. As pointed out in the introduction, our model can be viewed as an
alternative to the state space model for stochastic volatility given in Barndor-Nielsen
(1997), where the existence of the f.d.f.s. is an immediate consequence of an additional
Markov property assumption on the observable and unobservable stochastic processes.
3. A nite-dimensional lter for stochastic mean and variance description
In the present section we shall present two partially observable stochastic processes,
solution to systems of nonlinear stochastic dierence equations of the type (1.2). These
models are nested in the sense that the simpler one works whenever a restricted initial
parameter set is considered, while the general one is, in some sense, equivalent to the
rst one after a suitable nite number of steps. The main dierence is that, in the
restricted model, functions f1n and f
2
n; n 2 N, do not depend on the observations Y n;
this is a common assumption in stochastic ltering theory. On the other hand, in the
general case we need dierent functions f2n; n 2 N, which depend on Y n. For this
reason, we shall rst introduce the simpler model and then the general one; in both
cases, we prove the existence of a f.d.f.s.
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3.1. The case  2 [0; 12 )
Let us consider the following system of nonlinear stochastic dierence equations:
(X0; Z0) given random vector;
Xn+1 = Xn + 

Zn+1 − Zn2

+
r
Zn+1 − Zn2 Vn+1;
Zn+1 = Zn +Wn+1;
Yn = Xn +
p
ZnV 0n; n 2 N;
(3.1)
with  2 R and fVn+1gn2N; fV 0ngn2N and fWn+1gn2N three independent sequences
of independent r.v.s. Throughout this subsection we shall assume the following three
conditions:
(H.1) fVn+1gn2N and fV 0ngn2N are sequences of independent standard Gaussian
r.v.s;
(H.2) fWn+1gn2N is a sequence of independent gamma r.v.s, with shape parameter
jnj and scale parameter 2n=2, where
0 = − 12 ; n = jn−1j − 12 ; n>1;
0 =
r
2 +
2
2
; n =
r
2n−1 +
2
2
; n>1:
(3.2)
Recall that the gamma r.v. Wn+1 can be regarded as a GIG(jnj; 0; n) distributed r.v.
If n = 0, we shall dene Wn+1  0.
(H.3) (X0; Z0)  N(+Z0; Z0)GIG(; ; ), with  2 [0; 12 ); (X0; Z0) is indepen-
dent of the processes fVn+1gn2N, fV 0ngn2N and fWn+1gn2N.
Under these assumptions, the partially observable stochastic process fXn; Zn; Yngn2N,
solution to (3.1), with fXn; Zngn2N the unobservable part and fYngn2N the observable
part, admits a f.d.f.s., as proved in the following proposition.
Proposition 3.1. Let fXn; Zn; Yngn2N be the unique solution to system (3:1) under the
assumptions (H:1){(H:3). For each n 2 N; the conditional density of (Xn; Zn) given
Y n=yn is that of a N(n+(Zn=2); Zn=2)GIG(n; n; n) distributed random vector;
where n(); n(); n 2 N are recursively dened by
0 = 12 (y0 + ); n =
1
2 (yn + n−1); n>1;
0 =
q
2 + 12 (y0 − )2; n =
q
2n−1 +
1
2 (yn − n−1)2; n>1:
(3.3)
Proof. We shall proceed by induction over n. Let us start by proving that the result
holds for n=0, i.e. that the conditional distribution of (X0; Z0) given Y0 =y0 is that of
a N(0+(Z0=2); Z0=2)GIG(0; 0; 0) distributed random vector, with 0= 12 (y0+)
and 0=
q
2 + 12 (y0 − )2. By (H.3), we have that (X0; Z0) is an absolutely continuous
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random vector with density
p(x0; z0) =
1p
2z0
exp

−1
2
(x0 −  − z0)2
z0

(=)
2K()
z−10
exp

−1
2

2
1
z0
+ 2z0

:
By (H.1) and the third equation in (3.1), we have that the conditional distribution of
Y0 given (X0; Z0) = (x0; z0) has density
p(y0jx0; z0) = 1p
2z0
exp

−1
2
(y0 − x0)2
z0

:
By Bayes’s rule, we obtain
p(x0; z0jy0)_p(y0jx0; z0)p(x0; z0)
_
1
z0
z−10 exp

−1
2

(x0 − y0)2
z0
+
(x0 −  − z0)2
z0
+ 2
1
z0
+ 2z0

_
1p
z0
z0−10 exp

−1
2

(x0 − (y0 +  + z0)=2)2
z0=2
+
y20=2 + 
2=2 + 2z20=2− y0
z0
+ 2
1
z0
+ 2z0

=
1p
z0
exp

−1
2

(x0 − (y0 +  + z0)=2)2
z0=2

z0−10
exp

−1
2

20
1
z0
+ 20z0

and the result is proved.
Let us now assume that the conditional distribution of (Xn−1; Zn−1) given Y n−1=yn−1
is that of a N(n−1 + (Zn−1)=2; (Zn−1)=2)GIG(n−1; n−1; n−1) distributed random
vector. By the rst two equations in (3.1), we obtain that the conditional distribution
of (Xn; Zn) given Y n−1 = yn−1 is absolutely continuous with density:
p(xn; znjyn−1) =
Z
R[0;+1)
p(xn; znjxn−1; zn−1)p(xn−1; zn−1jyn−1) dxn−1 dzn−1
=
Z
R[0;+1)
p(xnjzn; xn−1; zn−1)p(znjzn−1)p(xn−1jzn−1; yn−1)
p(zn−1jyn−1) dxn−1 dzn−1
=
Z
[0;+1)
Z
R
p(xnjxn−1; zn; zn−1)p(xn−1jzn−1; yn−1) dxn−1

p(znjzn−1)p(zn−1jyn−1) dzn−1:
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It is easy to see that
Z
R
p(xnjxn−1; zn; zn−1)p(xn−1jzn−1; yn−1) dxn−1
do not depend actually on zn−1 and coincides with the density of a Gaussian r.v. with
mean n−1 + zn and variance zn. An immediate application of property (2.2) gives
that Z
[0;+1)
p(znjzn−1)p(zn−1jyn−1) dzn−1
is the density of a GIG(jn−1j; n−1; n−1) distributed r.v.; therefore p(xn; znjyn−1) is the
density of a N(n−1 + Zn; Zn)  GIG(jn−1j; n−1; n−1) distributed r.v. To complete
the proof, it is sucient to apply the Bayes’s rule and, proceeding as for the case
n = 0, we obtain that the distribution of (Xn; Zn) given Y n = yn is that of a N(n +
Zn=2; Zn=2)  GIG(n; n; n) distributed random vector. The recursive relations (3.2)
and (3.3) dene the f.d.f.s.
Whenever a partially observable stochastic process is considered for applications,
there are some further conditional distributions of potential interest, besides the ltering
one. With regard to the process fXn; Zn; Yngn2N dened by (3.1), we can be interested
in the conditional density of (Xn+1; Zn+1) given Y n = yn and of Y n+1 given Y n = yn,
n 2 N, called, respectively, (x; z)-prediction density and y-prediction density. Under the
assumptions (H.1){(H.3), we have seen in the previous proof, that the (x; z)-prediction
density is, for each n, that of a N(n + Zn+1; Zn+1) GIG(jnj; n; n) distributed r.v.
For the y-prediction density, we are able to prove the following proposition.
Proposition 3.2.Under (H:1){(H:3); the conditional density of Yn+1 given Y n=yn; n2N;
is that of a GH(jnj;
p
2n=2 + 2=4; =2; n;
p
2n); where n; n; n; n; n 2 N; are re-
cursively dened by (3:2) and (3:3). Moreover; Y0GH(;
p
2=2 + 2=4; =2; ;
p
2).
Proof. By (3.1) and assumptions (H.1){(H.3), the conditional distribution of Yn+1
given Y n = yn, for each n>1, has density which satises the following equation:
p(yn+1jyn) =
Z
R[0;+1)
p(yn+1jxn+1; zn+1)p(xn+1; zn+1jyn) dxn+1 dzn+1
=
Z
[0;+1)
Z
R
p(yn+1jxn+1; zn+1)p(xn+1jzn+1; yn) dxn+1

p(zn+1jyn) dzn+1: (3.4)
Being
p(yn+1jxn+1; zn+1) = 1p2zn+1 exp

−1
2
(yn+1 − xn+1)2
zn+1

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and
p(xn+1; zn+1jyn) =p(xn+1jzn+1; yn)p(zn+1jyn)
=
1p
2zn+1
exp

− (xn+1 − n − zn+1)
2
2zn+1

(n=n)jnj
2Kjnj(nn)
zjnj−1n+1
exp

−1
2

2n
1
zn+1
+ 2nzn+1

;
we haveZ
R
p(yn+1jxn+1; zn+1)p(xn+1jzn+1; yn) dxn+1
=
Z
R
1p
2zn+1
exp

− (xn+1 − n − zn+1)
2
2zn+1

1p
2zn+1
 exp

− (yn+1 − xn+1)
2
2zn+1

dxn+1:
By the convolution properties of the Gaussian r.v.s, we get that the previous integral is
equal to the density of a N(n+(=2)2zn+1; 2zn+1) r.v. Therefore, from (3.4), we obtain
that p(yn+1jyn) is the marginal density of the rst component S of a random vector
(S; T )  N(n+ (=2)T; T )GIG(jnj;
p
2n; (n=
p
2)). As pointed out in the previous
section, this means that p(yn+1jyn) is the density of a GH(jnj;
p
2n=2 + 2=4; =2; n;p
2n) distributed r.v., with n and n depending on yn. The proof for Y0 is similar.
Remark 3.1. The third equation in system (3.1) assures that the conditional distribution
of Yn given (Xn; Zn) = (xn; zn), n 2 N, is that of a N(xn; zn) distributed r.v. Thus, the
process fXn; Zn; Yngn2N provides a model where both the mean Xn and the variance
Zn, n 2 N, of the Gaussian observation distribution are stochastic. Note that, whenever
the rst equation in (3.1) is substituted by Xn+1 =  + Zn+1, we obtain a stochastic
modelling only for the variance.
Some further interesting features of this partially observable stochastic process can
be achieved by considering the updating recursions (3.2) and (3.3), for the parameters
n; n; n; n, n 2 N. Since  2 [0; 12 ), it is immediate to show that, for each n, n60,
with 2n = − 12 and 2n+1 =−. Two special cases may be emphasized.
First, if = 0, then n takes the values − 12 and 0. Then, (Xn; Zn) given Y n, n 2 N,
follows, alternatively, a bivariate Gaussian-inverse Gaussian distribution and a bivariate
Gaussian-hyperbola distribution, while Y0 follows an hyperboloid distribution and Yn+1
given Y n, n 2 N, alternatively, a normal reciprocal inverse Gaussian distribution and
an hyperboloid distribution.
Secondly, whenever =14 , n equals − 14 for each n 2 N. In this framework, assuming
=0, =0 and =2, so that fWn+1g is a sequence of independent gamma r.v.s with
parameters ( 14 ; 2
2), Y0  GH(14 ;
p
2; 0; 0;
p
2; ), a particular symmetric generalized
hyperbolic distribution (see Barndor-Nielsen and Blsild, 1981).
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From (3.2) and (3.3) it is not dicult to see that, for each n 2 N,
n =
1
2n+1
 +
nX
i=0
1
2i+1
yn−i ;
n =
vuut2 + 1
2
nX
i=0
(yi − i−1)2;
n =
r
2 + (n+ 1)
2
2
with the convention −1 =. Note that n is recursively dened as a suitable weighted
mean, while n depends on the sum of the squared dierences between the observations
yi, i = 0; : : : ; n, and the position parameters associated to the previous step i − 1.
3.2. The general case
Whenever no restriction is assumed on the domain of variation of the index parameter
, we have to consider this system of nonlinear stochastic dierence equations:
(X0; Z0) given random vector;
Xn+1 =
Zn+1
Zn
Xn + n + Zn+1 − Zn+1Zn

n + 
Zn
2

+
r
Zn+1
2
Vn+1; n>0;
Zn+1 = Z−(n)n +Wn+1; n>0;
Yn = Xn +
p
Zn V 0n; n>0;
(3.5)
with fVn+1gn2N, fV 0ngn2N and fWn+1gn2N as in the previous subsection. Here,  2 R,
n is recursively dened by the rst equation in (3.3) and () is the left continuous
version of the function sgn().
In the second equation of (3.5), which describes the development of the latent process
fZngn2N, there is an additional term with respect to (3.1), namely the exponent −(n).
This is needed in order to apply the convolution property (2.2) of the GIG distributed
r.v.s, whenever n > 0. In this case the equation becomes Zn+1 = Z−1n + Wn+1 and
Z−1n is a GIG distributed r.v., with negative parameter −n. This was unnecessary in
(3.1), since n60 for each n 2 N. Furthermore, the rst equation in (3.5) depends on
the observations y0; : : : ; yn through n and it diers from that one given in (3.1). We
consider this model since, when n > 0, the argument of the square root in the rst
equation of (3.1) is not a non-negative r.v.
It is easy to prove that the partially observable stochastic process solution to (3.5)
admits a f.d.f.s. as well; indeed, it is possible to dene the updating recursions also for
the y-prediction and the (x; z)-prediction distributions. The proofs are similar to those
of Propositions 3:1 and 3:2 and, for this reason, are omitted; the only dierence is that,
in the case n > 0, we consider the convolution formula (2.2) together with the result
on the reciprocal of a GIG-distributed r.v., stated in Section 2.
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Proposition 3.3. Let fXn; Zn; Yngn2N be the unique solution to system (3:5) and let us
assume that (H:1){(H:2) are satised and that (X0; Z0)  N(+Z0; Z0)GIG(; ; );
with  2 R. Then; for each n 2 N; the conditional density of (Xn; Zn) given Y n = yn
is that of a N(n + (Zn=2); Zn=2) GIG(n; n; n) distributed random vector; where
n; n; n and n are recursively dened in (3:2) and (3:3).
Proposition 3.4. Under the assumptions of Proposition 3:3; the conditional density of
(Xn+1; Zn+1) given Y n=yn; 8n 2 N; is that of a N(n+Zn+1; Zn+1)GIG(jnj; n; n)
distributed random vector and the conditional density of Yn+1 given Y n=yn; 8n 2 N;
is that of a GH(jnj;
p
2n=2 + 2=4; =2; n;
p
2n); where n; n; n; n are recursively
dened by (3:2) and (3:3). Moreover Y0  GH(;
p
2=2 + 2=4; =2; ;
p
2).
Remark 3.2. The updating recursions for n; n; n; n; n 2 N, given by (3.2) and
(3.3), dene the f.d.f.s. both for the simpler model and for the general model. It is
almost immediate to show that, after a suitable number of steps, the index parameter
n varies as in the model with  2 [0; 12 ). Namely, there exists an integer v 2 N such
that v 2 [0; 12 ) and v+n60, with v+2n = v − 12 and v+2n+1 =−v, n 2 N.
4. Conditional moments
This nal section provides a short analysis on the time development of the partially
observable stochastic processes fXn; Zn; Yngn2N, dened as solution to (3.1) and (3.5),
by computing the rst two moments of some involved distributions.
Let us consider the bivariate latent process fXn; Zngn2N, which describes the stochas-
tic evolution of the mean and the variance of the observation distribution at each step
n 2 N. In applications, this process is studied conditionally on the observations Y n,
available at time n 2 N and, for this reason, we are interested in the mean and the
variance of the ltering and the (x; z)-prediction distributions. Since from Section 3 it
is known that the conditional distribution of (Xn; Zn) given Y n−1 =yn−1 and of (Xi; Zi)
given Y n = yn, with i = n; n + 1, n 2 N, are suitable bivariate Gaussian-generalized
inverse Gaussian distributions, we obtain that Xn given (Zn; Y n−1) = (zn; yn−1) is a
N(n−1 + zn; zn) distributed r.v., while Xi given (Zi; Y n) = (zi; yn), with i = n; n + 1,
are N(n + zi2i−n−1; zi2i−n−1) distributed r.v.s.
More interesting features may be emphasized by computing the rst two moments
of the marginal process fZngn2N, conditionally on the observations Y n. Remember that
Zn is the variance of the observation distribution at time n. Since Zn given Y n−1=yn−1
and Zi given Y n=yn, with i=n; n+1, n 2 N, are suitable generalized inverse Gaussian
distributed r.v.s, by considering formulae (2.3), we have
E(ZnjY n = yn) = Rn(nn)
n
n
;
E(ZijY i−1 = yi−1) = Rji−1j(i−1i−1)
i−1
i−1
; (i = n; n+ 1)
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with function R(!) dened in Section 2. Thus, whenever n > 0 and n > 0, n 2 N,
since n> − 12 , Rn(!) is a non-increasing function and Rn(nn) ! 1 for n ! 1.
Consequently, for n large enough, E(ZnjY n = yn) may be approximated by n−1n .
By (2.3), it is almost immediate to obtain
V(ZnjY n = yn) =

Rn(nn)
n
n
2
fDn+1(nn)− 1g
with functions R(!) and D(!) dened in Section 2. The updating recursions (3.2),
(3:3) and the properties of functions R(!) and D(!) assure that, for n ! 1, both
Rn(nn) and Dn+1(nn) tend to one.
Finally, since from Propositions 3:2 and 3:4 it is known that Y0 and Yn+1 given Y n,
n 2 N, are suitable generalized hyperbolic distributed r.v.s., the corresponding rst two
moments may be easily obtained by means of formulae (2.5).
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