Gallardo Bermell, S.; Querol Vives, A.; Ortiz Moragón, J.; Ródenas Diago, J.; Verdú Martín, GJ.; Villanueva López, JF. (2015). Uncertainty analysis in environmental radioactivity measurements using the Monte Carlo code MCNP5. Radiation Physics and Chemistry. 116:214-218. doi:10.1016/j.radphyschem.2015.05.023. Uncertainty analysis in environmental radioactivity measurements using the Monte Carlo code MCNP5 
Uncertainty analysis in environmental radioactivity measurements using the Monte Carlo code MCNP5 
INTRODUCTION
A gamma spectrometer including an HPGe detector is commonly used for environmental radioactivity measurements. One of the main concerns in gamma spectrometry is the proper characterization of the efficiency curve in the energy range of interest for environmental radioactivity measurements. In this frame, Monte Carlo (MC) methods are powerful tools not only for the efficiency determination (Blank et al., 2015; Eren et al., 2015; Conti et al., 2013; Nikolic et al., 2014; Salvat et al., 2011; Agostinelli et al., 2003) , but also for dead layer estimation (Chham et al., 2015; Andreotti et al., 2014; Ródenas et al., 2007) , uncertainty analysis or true coincidence summing analysis Lépy et al., 2012) . Some of the data required for the detector simulation are found in the certificate provided by the manufacturer, where the main characteristics are described. In general, manufacturers do not offer detailed information about Ge dead layer (thickness and variation along with time), which strongly affects the measurements. An over or underestimation of the dead layer thickness produces strong effects in the value of the efficiency (Ngo, 2010) .
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In environmental radioactivity, different geometries and matrices are used depending on the measurements, sources, etc. Some of the most used geometries are Petri dish and Marinelli beaker. This work is focused on obtaining the calibration curve for a 100 cm 3 Petri dish filled with two different materials: water and sand. For this aim, the Monte Carlo code MCNP5 (X-5 Monte Carlo Team, 2003) has been used. However, efficiency curve is affected by several factors, which are not taken into account in common simulations.
Geometrical uncertainties are mainly due to the Ge dead layer thickness of the crystal and to the experiment itself. In general and in order to consider the effect of these uncertainties, the guide JCGM 101:2008 is used. This guide studies the propagation of distributions using a Monte Carlo method. The approach followed in this paper is based on non-parametric methods. The uncertainty analysis has been performed using the Noether-Wilks formula (Wilks, 1962; Galeser el al., 1994) . This method can be used independently of the number and distribution of input uncertainties, and where the distribution of the variable of interest (output variable) cannot be known.
MATERIALS AND METHODS

2.1.
Experimental Equipment An HPGe coaxial detector system has been used for experimental measurements at the Laboratorio de Radiactividad Ambiental (LRA) of the Universitat Politècnica de València (UPV). The detector model is ORTEC GMX 40P4, with a closed-end coaxial geometry. The main specifications of the detector are the following: 40% relative efficiency at 1.33 MeV Co-60; FWHM resolution of 2.0 keV; peak shape FWTM/FWHM 2.0 at 1.33 MeV Co-60; and the peakto-Compton ratio 59 for Co-60. The crystal diameter is 60 mm and the length is 71.1 mm. The core hole diameter is 9 mm, and the core hole length is 63.1 mm. The end cap to crystal distance is 4 mm. The cup length is 105 mm. The window material is beryllium with 0.5 mm thickness. The crystal has also a layer 0.03 mm of Mylar in front of the cryostat window. The effective thickness of the dead layer is not well known due to the existence of a transition zone between the inactive layer and the active germanium in the crystal whose thickness is very difficult to be accurately estimated. The manufacturer provides a value of 700 µm Ge/Li dead layer in the crystal inner hole and 0.3 µm Ge/B dead layer in the top and lateral crystal sides. The Petri box is made of polyethylene and radionuclides are added to a matrix (water or sand). The source used for measurements is a calibration gamma standard solution, covering the energy range between 59 and 1800 keV. The radionuclides contained in the source solution are listed in Table 1 together with their main peak energy, branching ratio and certified activity. By direct measurement of calibration sources, experimental efficiencies in the energy range between 59 and 1800 keV were calculated. The experimental efficiency at energy Eγ for a given measuring condition is:
where N Ei is the net area under the full-energy peak corresponding to E i energy photons emitted by a radionuclide with a known specific activity, A, f is the branching ratio, m is the sample mass and t is the counting time (Debertin et al., 1988) .
2.2.
MCNP Model The MCNP5 code has been used for simulating the whole detection device of LRA (Ródenas et al., 2007) . MCNP5 is an advanced Monte Carlo code, which contains the necessary cross-section data for neutron, photon, and electron transport calculations. An MCNP5 model has been developed for the system defined by the HPGe detector and the Petri dish. The Petri dish, filled with water or sand containing the calibration gamma solution, is placed directly on the top of the detector providing a relatively high-efficiency geometry. Figure 1 shows the geometry and materials of the different layers included in the system detector-source. Photon and electron transport are considered in the MCNP5 model. The F8 tally (Pulse Height Distribution) has been used for photons and electrons. 8192 bins corresponding to the number of channels of the actual detector device have been used. Detailed physics has been taken into account (photoelectric effect with fluorescence production and incoherent scattering with form factors) in the energy range between 1 and 2000 keV. Electron generation and tracks have been considered in the simulation (MODE P E in MCNP). The use of the GEB (Gaussian Energy Broadening) card option provides a spectrum that can be compared with the experimental one in terms of resolution (FWHM). The GEB parameters specify the FWHM of the observed energy broadening in a physical radiation detector, according to Equation 2:
where E is the energy of the particle (MeV). In the case analyzed, a=5.063E-04 MeV, b=8.922E-04 MeV 1/2 and c=8.096E-01 (MeV -1 ).
Uncertainty analysis
In an MC simulation, uncertainties can be attributed to different causes: 1) Statistical: due to the stochastic nature of the MC method and the finite number of simulated events. Normally statistical uncertainties are given by MC codes along with results of calculations. 2) Input: due to the input parameters such as density, geometrical dimensions and material composition. 3) Physics: due to any systematic difference between the way the simulation models radiation interactions with matter and the way these interactions really occur (JCGM 101:2008) . To perform an uncertainty analysis of some variables, it is necessary to assign a PDF to each variable before the sampling. This initial phase of the analysis is the most subjective step of the entire process. One of the most frequently used PDFs is the uniform distribution, which assigns equal probability to any value in the range of variation of the variable. Normal and lognormal distributions are commonly used to describe experimental measurements and other natural variations.
The size of the sampling is determined from the characteristics of the tolerance intervals by applying the Noether-Wilks formula (Wilks, 1962 , Galeser et al., 1994 . Thus, the number of required calculations does not depend on the number of input parameters neither on any assumption about the probability distribution of results (Crow, 1960) . Wilks' method is based on the idea of determining the minimum number of simulations of the code in order to infer a certain coverage of a population p, with a certain confidence, γ. The probability distribution of the output f(x) is an unknown function. Tolerance limits are obtained using the Wilks method as: 3 where L and U are the lower and upper tolerance limits.
Next, a set of result parameter values picked from the unknown distribution f(x) are arranged in ascending order. Equation (3) can be written as
where the minimum value is marked with index r and the maximum value with index s.
In the case of the two sided tolerance interval the lower tolerance limit is the lowest value obtained and the upper tolerance limit is the highest value obtained in the random sample. Substituting s=n and r=1 in Equation (4) the following expression is obtained (Guba et al., 2003) :
To estimate the tolerance interval with a 95% of confidence level the minimum number of MC simulations required is 93. After the PDFs and ranges of variation were assigned to the input variables and code models, the value of these random variables was sampled. The precision of the results does not depend on the number of input parameters, but on the sample size and randomness of the sampling procedure among other factors (Wilks, 1962) . Table 2 lists the variables considered in the Wilks analysis. All these variables specify geometrical parameters of the detector, the source (Petri dish) and the distance between the source and the detector. Regarding to the detector, the parameters taken into account are: aluminum, mylar and beryllium layer thickness, dead layer (top, lateral and inner hole inactive germanium thickness) and void volume. With respect to the Petri, the thickness of the plastic (bottom, lateral and top) and the total matrix volume (water or sand) have been considered. It has been assumed that parameters listed in Table 2 have a normal distribution defined by a mean value and a standard deviation.
RESULTS AND DISCUSSION
Efficiency curves simulated using the MCNP5 code are compared with experimental ones. All of the parameters given by the manufacturer including dead layer thickness have been considered in the models. Efficiencies are calculated in the energy range defined by the standard solution. A Petri dish of 100 cm 3 has been used in both experimental measurements and simulations. Water and sand matrices have been analyzed. Among the analyzed radionuclides (Table 1) , Y-88 and Co-60 are gamma emitters that present true coincidence phenomena due to a cascade photon emission. A quasi-point method has been used to correct coincidences (Montgomery et al., 1995) . The coincidence summing correction factor is the multiplicative factor to convert a measured gamma-ray efficiency with summing effects to an efficiency with no summing effects. The coincidence summing correction factor can be calculated from the equation (4). Table 3 . Using nominal values for variables listed in Table2, simulated efficiencies are obtained with MCNP5 (see Table 3 ). As it can be seen, relative errors between experimental and simulated efficiencies are less than 5% in almost all cases. Relative error of MCNP5 calculations are lower than 1% in any case.
The efficiency obtained for Co is lower (21%, 15% and 10%, respectively) in sand matrix than in water. This effect is gradually reduced when energy increases, and finally, differences are lower than 3% for energies corresponding to Discrepancies between experimental and simulated curves can be partially attributed to uncertainties of the actual crystal active volume. In fact, the active volume of HPGe is not well known and normally manufacturers do not give exhaustive information about that. Furthermore, dead layer thickness increases in aged detectors. Uncertainties related to geometrical aspects of the experiment (distance source-detector, volume of the Petri) can also affect the efficiency.
An uncertainty analysis using the Noether-Wilks formula has been performed to determine the global effect of the main variables affecting the geometry of the model. Furthermore, a sensitivity analysis is presented to highlight the relative importance of each variable in the efficiency curve. Relative error of MCNP calculations are lower than 1%.
Some 93 MCNP models have been developed using the 17 variables listed in Table 2 . A value is chosen for each variable according to its PDF. The result of the calculation is composed by 93 MCNP outputs, each of them defined by a geometry with 17 different parameters. According to these values, the efficiency corresponding to each radionuclide is calculated. As a result, 93 efficiency curves are obtained.
To understand the effects on the efficiency of the inactive layer and other geometrical variables, an uncertainty analysis of some parameters of the HPGe crystal has been performed using the Noether-Wilks formula. Three inactive layers have been taken into account: top, lateral and inner hole. The rest of variables considered are listed in Table 2 . They include different parameters of the detector (crystal, window and end-cap), the Petri dish as well as the distance Petri-detector. 
