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We propose a new framework of variance-reduced Hamiltonian Monte Carlo (HMC) methods for
sampling from an L-smooth and m-strongly log-concave distribution, based on a unified formulation
of biased and unbiased variance reduction methods. We study the convergence properties for
HMC with gradient estimators which satisfy the Mean-Squared-Error-Bias (MSEB) property. We
show that the unbiased gradient estimators, including SAGA and SVRG, based HMC methods
achieve highest gradient efficiency with small batch size under high precision regime, and require
Õ(N + κ2d
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3 ) gradient complexity to achieve ε-accuracy in 2-Wasserstein





2 ε−1) gradient complexity, which has the same dependency on condition
number κ and dimension d as full gradient method, but improves the dependency of sample size
N for a factor of N
1
2 . Experimental results on both synthetic and real-world benchmark data show
that our new framework significantly outperforms the full gradient and stochastic gradient HMC
approaches. The earliest version of this paper was submitted to ICML 2020 with three weak accept
but was not finally accepted.
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1 Introduction
Markov Chain Monte Carlo (MCMC) algorithms have been widely used for sampling posterior distributions in Bayesian
inference. Given a dataset D = {di}ni=1, we are interested in sampling p∗(x) ∝ exp(−f(x)), where




Langevin Monte Carlo (LMC) methods and Hamiltonian Monte Carlo (HMC) methods are two most popular families
of gradient-based MCMC. Langevin Monte Carlo method is based on Langevin dynamics (LD) which is characterized




where Xt is d-dimensional stochastic process, t ≥ 0 denotes time, and Bt is the standard d-dimensional Brownian
motion. The evolution of probability distribution ofXt can be addressed by the following Fokker-Planck equation:
∂
∂t
pt(x) = ∇>(pt(x)∇f(x)) + ∆pt(x). (3)
When the posterior distribution is well behaved [1], pt(x) converges to the unique stationary distribution p∗(x) ∝
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and the corresponding update rule is given as:
xk+1 = xk −∇f(xk)h+
√
2hεk, (4)
where εk is a d-dimensional standard Gaussian random vector, and h > 0 is the step size. Eq. (4) is also referred to as
Unadjusted Langevin Algorithm (ULA). For strongly log-concave and log-smooth posterior distributions, [3, 4] proved
that ULA converges to the target density under arbitrary precision in both total variation and 2-Wasserstein distance.
The non-asymptotic convergence analysis of LMC shows that LMC algorithm can achieve ε precision in 2-Wasserstein
distance after Õ(κ2d/ε2) iterations [5, 6, 7]. If additional Lipschitz continuous condition of the Hessian is satisfied, [6]
showed that the dependency of convergence rate on ε can be improved to Õ(1/ε). Equivalently, in order to achieve ε
precision in Kullback-Leibler divergence, Õ(κ2d/ε) iterations are required [8].
HMC method accelerates the convergence of LMC by Hamiltonian dynamics [9, 10]. The Hamiltonian dynamics,
also known as underdamped Langevin dynamics, can explore the parameter space more efficiently by traversing along
contours of a potential energy function, and can be described by the following SDE:
dXt = ξVtdt, dVt = −∇f(Xt)dt− γξVtdt+
√
2γdBt, (5)
where γ is the dissipation parameter, ξ is inverse mass,Xt,Vt are the d-dimensional stochastic processes representing
position and momentum. Under mild condition of posterior distribution, the distribution of (Xt, Vt) converges to
an unique invariant distribution p∗(x,v) ∝ exp(−f(x) − ξ2 ‖v‖
2
2), whose marginal distribution on Xt coincides
with posterior distribution [10]. Euler-Maruyama discretization can still be applied to Eq. (5) but that will cancel the
accelerated convergence guarantees due to the low-order integration scheme. One can discretize Eq. (5) by conditioning
it on the gradient at k-th iteration [11] as follows:
dṼt = −∇f(xk)dt− γξṼtdt+
√
2γdBt, dX̃t = ξṼtdt. (6)
Integration of the above SDE with a time interval h leads to the update rule of the full gradient HMC algorithm. Based on
a synchronous coupling argument, [11] showed that HMC algorithm can achieve ε precision in 2-Wasserstein distance
after Õ(κ2d
1
2 /ε) iterations. Under a gradient flow approach, [12] showed that, with additional Hessian Lipschitz






2 ) iterations are required.
The full gradient computation for LMC and HMC could be expensive, especially on large-scale data. Unbiased
stochastic gradient estimator can be used in place of full gradient to bring down the computation requirement for each
iteration. However, stochastic gradient also inevitably introduces extra variance into the sampling algorithm at each step
which impedes the convergence. [5, 6] studied Stochastic Gradient Langevin Dynamics (SGLD) [13] and showed that
the gradient complexity of SGLD is Õ(κ2dσ2/ε2), where ε is accuracy in 2-Wasserstein distance, and σ2 is the upper
bound of the variance of the stochastic gradient. Unlike the full gradient case, assuming extra Hessian smoothness can
not improve the dependence of convergence rate on ε further. Stochastic Gradient Hamiltonian Monte Carlo (SG-HMC)




worse than the full gradient HMC in 2-Wasserstein distance. In both SGLD and SG-HMC, the gradient complexity is
dominated by the variance of the stochastic gradient.
Since the potential energy function normally can be decomposed as finite sum of smooth functions as in Eq. (1),
variance reduction technique can be employed to reduce the variance of stochastic gradient. Dubey et al. [16] and Li
et al. [17] studied variance reduced LMC and HMC, respectively. They showed that SAGA and SVRG reduce the
mean square error (MSE) of the sample path for some test functions, but did not provide gradient complexity with
respect to any divergence. Baker et al. [18] studied the control-variate technique applied to stochastic gradient Langevin
dynamics. Although the convergence rate of control-variate SGLD is no longer dominated by the gradient variance σ2,
the dependency on ε is still worse than full gradient method. Chatterji et al. [19] studied control-variate underdamped
Langevin dynamics (CV-ULD) but their analysis showed that CV-ULD is not guaranteed to converge to arbitrary
precision. With Hessian Lipschitz assumption, Chatterji et al. [19] proved two sharper convergence rates for SAGA and
SVRG based LMC, which recovers the convergence rate of full gradient method under 2-Wasserstein metric in terms
of dependence on the sampling accuracy ε. Zou et al. [20] analyzed SVRG based HMC with fixed batch size b = 1,
however for a fixed step size, the algorithm is not guaranteed to converge after an arbitrary number of steps.
In addition to variance reduction, there are other branches of research that can improve HMC. Symplectic integration
schemes including leapfrog methods leverage symplecticity of canonical transformation and achieve better dependency
on d [21]. Replica exchange [22, 23] allows exploring the multi-mode landscape more efficiently. However, these
techniques are orthogonal to the research direction of our framework and is of independent interest.
In this paper, we propose a new framework of variance-reduced Hamiltonian Monte Carlo method to leverage most
popular variance reduction techniques, including SAGA [24], SVRG [25], SARAH [26], and SARGE [27]. Our
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Methods Reference Batch size Gradient complexity Converge at Infinite Time
HMC [11] N Õ(Nκ2d
1
2 /ε) Y
SG-HMC [11] O(1) Õ(κ2σ2d/ε2) Y





































































Table 1: Gradient complexity of different Hamiltonian Monte Carlo methods for sampling L-smooth and m-strongly
log-concave distribution. We accept the large mini-batch size b > 1.
algorithm was inspired by the recent advance in stochastic optimization [27], which depicts semi-stochastic gradients
with so called MSEB property to control the MSE and bias.
To show the advantages of our new methods, we summarize and compare the gradient computational complexity for
different Hamiltonian Monte Carlo methods in Table 1. In Table 1, ε represents the accuracy under 2-Wasserstein
distance, N is the sample size, b denotes batch size, and all average epoch lengths for SARAH and SVRG are set as
p = O(N/b). Our main contributions in this paper can be summarized as follows:
1. We propose a new Hamiltonian Monte Carlo framework to leverage popular variance reduction techniques,
including both biased and unbiased gradient estimators.
2. In theoretical analysis, we prove the convergence of our framework with MSEB estimator in a general manner.
As a specialization, we consider four variance-reduced gradient estimators, SAGA, SVRG, SARAH, and
SARGE, and derive the convergence rate under 2-Wasserstein metric for them. All variance reduction methods
considered in this paper enjoy better convergence rate than existing full gradient method and stochastic gradient
methods.
3. To the best of our knowledge, the biased variance reduction techniques, including SARAH and SARGE, have
not been incorporated into stochastic HMC for sampling strongly-log-concave distribution, and this paper
provides the first convergence result for them.
2 Preliminary
In order to show the convergence of our variance reduced HMC framework for sampling from an L-smooth and
m-strongly log-concave distribution p∗ ∝ e−f(x), we need to introduce some mild assumptions on the potential energy
function f(x) : Rd → R as follows:
Assumption 1 (Sum-decomposable). f(x) =
∑N
i=1 fi(x), where integer N is the sample size.
Assumption 2 (Smoothness). Each function fi is continuously-differentiable on Rd and there exists a constant L̃ > 0,
such that
‖∇fi(x)−∇fi(y)‖2 ≤ L̃ ‖x− y‖2
for any x,y ∈ Rd. It can be easily verified that f(x) is L-smooth with L = NL̃.
Assumption 3 (Strong Convexity). There exists a constant m > 0 such that
f(x)− f(y) ≥ 〈∇f(y),x− y〉+ m
2
‖x− y‖22 .
We define the condition number κ := L/m.
Assumption 4 (Optimal at Zero). Without loss of generality, we assume x∗ = 0 and f(x∗) = 0 where x∗ is the global
minimizer for the strongly convex potential energy function.
Wasserstein Distance: Given a pair of probability measures µ and ν, we define a transference plan ζ between µ and ν
as a joint distributions such that marginal distribution of the first set of coordinates is µ and marginal distribution of
3
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the second set of coordinates is ν. We denote Γ(µ, ν) as the set of all transference plans. We define the 2-Wasserstein
distance between µ and ν as follows,
W 22 (µ, ν) = inf
ζ∈Γ(µ,ν)
∫
‖x− y‖22 dζ(x, y).
MSEB property: Given a parameter sequence {xk} and a function f , a stochastic gradient estimator ∇̃ is a series of
vectors ∇̃k generated from {xi}ki=0. We say that a stochastic gradient estimator ∇̃ satisfies MSEB property if there
exist constants M1,M2 ≥ 0, ρM , ρB , ρF ∈ (0, 1] and sequencesMk and Fk such that














Ek means expectation conditioned on all variables at k-th step and all previous steps. MSEB property controls the bias
and MSE of the gradient estimator with a weighted sum of gradient changes ‖∇fi((xk+1))−∇fi((xk))‖22 along the
previous sample path. Note that many popular gradient estimators including SAGA [24], SVRG [25], SARAH [26],
and SARGE [27] satisfy MSEB property.
3 A New Framework for Variance-Reduced Hamiltonian Monte Carlo
In the section, we propose a new framework for variance-reduced Hamiltonian Monte Carlo based on the MSEB
property.
We first derive the update rule by integrating the SDE of Hamiltonian dynamics Eq. (6). With step as h, we obtain the
following update rule:








(1− e−γξh))∇f(xk) + exk,




(1− e−γξh)∇f(xk) + evk,
(8)
where evk and e
v















(2γξh− 3 + 4e−γξh − e−2γξh)Id×d
For the sum decomposable function f(x) =
∑N
i=1 fi(x), the stochastic gradient can be used to reduce the computation
for single iteration by substituting full gradient∇f(xk) with stochastic gradient N|Bk|
∑
i∈Bk ∇fi(xk). However the
gradient error of stochastic gradient can be large and hinders the convergence. Variance reduction techniques could
remedy this problem by using historical gradient information to reduce the gradient error of current iterate. The idea of
variance reduction has been widely used in optimization and there exist many popular choices for variance reduction
techniques such as SAGA, SVRG, SARGE and SARAH.
In order to leverage the advances of different variance reduction methods to accelerate HMC, we use MSEB property to
deal with different variance reduction methods uniformly, and propose a framework that is compatible with all MSEB
gradient estimators. Our framework is summarized in Algorithm 1. Now we can state the convergence guarantee for
our variance reduced HMC framework.
Theorem 1. Let f be a function satisfying Assumptions 1 to 4, ∇̃k is an MSEB estimator. Let the initial point be (x0, 0)
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Algorithm 1: Variance-Reduced HMC (VR-HMC) Algorithm
Input: Initial point (x0,v0), smoothness parameter L and step size h > 0.
for k = 0 to K − 1 do
Generate the variance reduced stochastic gradient ∇̃k which satisfied MSEB property;
Generate Gaussian random vectors exk and e
v
k based with covariance in (9);
Update xk+1 = xk + 1γ (1− e








denoting qk = (xk,xk + vk), after running the Algorithm 1 for k iterations, we have:
W2(qk, q





















+ M2ρMρF , F1 = 13L ‖x0‖
2
2 + 24κd and
F2 = 97L ‖x0‖22 + 181κd.
Corollary 1. For unbiased gradient estimator, we have ρB = 1. Under the same conditions as in Theorem 1, let the
step size be



















Remark 1. The first term
√












, the first term is dominated
by the second or third term thus the iteration complexity would be Õ(κ2d
1








3 ). The restriction of
small step size is necessary for the convergence after running the algorithm for arbitrary long time. We notice that [20]
didn’t assume small step size. As a result, they can only guarantee the convergence for k < O( 1L2h2κ ).
Corollary 2. For biased gradient estimator, we have ρB < 1. Under the same conditions as in Theorem 1, for precision
ε > 0, let the step size satisfy
Lh ≤ εκ− 32L 12 d− 12 min(1, 1√
Θ
).




Remark 2. Recall that the iteration complexity of SG-HMC is Õ(κ2dσ2/ε2) [11]. Compared to SG-HMC, both biased
and unbiased variance-reduced HMC improve the dependency of ε. Compared to the convergence rate Õ(κ2d
1
2 /ε) of








3 , and our
algorithm with biased gradient estimator is penalized by a factor of O(1 +
√
Θ). Therefore, our methods with MSEB
gradient estimator takes more iterations than full gradient HMC to achieve same accuracy. This regression comes from
the perturbation of inaccurate gradient estimator and is controlled by parameter Θ.
3.1 Convergence Properties for Specific Estimators
Under Theorem 1, we can prove the convergence rate of a specific gradient estimator for Algorithm 1 by just establishing
bounds on the MSEB terms in (7).
We first consider full gradient as a special case of MSEB gradient estimator where no bias or mean square error exists.
Corollary 3 (Full Gradient). When we use full gradient in Algorithm 1, Θ = 0, we need Õ(κ2d 12 /ε) iterations to
achieve ε accuracy in 2-Wasserstein distance. Given that computing a full gradient requires N queries on the gradient
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Remark 3. Recall that previous research [11] has shown that the gradient complexity of full gradient HMC is
Õ(Nκ2d
1
2 /ε). Our result can successfully achieve such gradient complexity, which implies that our analysis is tight
under the notation of MSEB estimator.
Next we combine unbiased variance reduction methods with our framework to improve the gradient complexity. We
choose two most popular unbiased variance reduction methods SVRG and SAGA.
SVRG was first proposed for strongly convex optimization in [25] as an unbiased variance reduction technique to
accelerate the convergence to the global minimizer. The estimated gradient is calculated in the following way where Bk







SVRG updates the snapshot x̃ periodically and computes the full gradient ∇f(x̃) on the snapshot. Despite extra
gradient queries, it was shown that SVRG has lower gradient MSE and enjoys better gradient complexity under many
setting of optimization.
The original SVRG has an inner and outer loop structure which is not compatible with our framework. In order to
combine it with MSEB property, we consider a variant of SVRG where the snapshot is updated with probability 1p at
each iteration, such that the average interval between snapshot updates is p iterations.
SAGA [24] is another popular variance-reduced algorithm. Instead of calculating the full gradient of a previous














The most recent gradient φik is set as∇fi(xk) if the component functions fi is in the batch of k-th iteration, otherwise
it remains the same as φik−1. SAGA avoids the extra gradient computation compared with SVRG, however, it requires
much more memory to store the old gradient information for each data point.
SAGA and SVRG are both unbiased gradient estimators since Ek∇̃k+1 = ∇f(xk+1). According to Corollary 1, we
can obtain the gradient complexity by just studying the MSEB terms.
Corollary 4 (SVRG). When SVRG is used in Algorithm 1, let b be the batch size, p be the average number of iterations
between snapshot updates, and we have Θ = 6p
2
b , and for each iteration, N/p + 2b gradient queries are needed in
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Corollary 5 (SAGA). When SAGA is used in Algorithm 1, let b be the batch size, and we have Θ = 6N
2
b3 , and the












3 ). Let the batch size be b = 1, the gradient











If we set p = N/b for SVRG, both SAGA and SVRG have the same Θ, which means they have similar effect on
reducing the variance of the gradient estimation. As a result, our HMC framework with these two techniques have same













Each term in the above gradient complexity is strictly better than the gradient complexity Õ(Nκ2d
1
2 /ε) of full
gradient method. Compared with the gradient complexity of stochastic gradient HMC Õ(κ2dσ2/ε2), where we assume
E ‖∇fi(x)−∇f(x)‖22 ≤ σ2, our result has better dependency on d and ε, and our analysis doesn’t depend on extra
assumption on the bounded variance of stochastic gradient.
We further discuss the choice strategy of the batch size under different regimes:






















), the last two terms that are ε dependent
are dominated by the second term. Therefore the gradient complexity is Õ(N + Nκ2/b
1
2 ). Clearly in this
regime, increasing the batch size could help decrease the gradient complexity.
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Methods HMC SG-HMC SVRG-HMC SARAH-HMC SAGA-HMC SARGE-HMC
Potential MSE (×10−5) 19± 3 1187± 30 19± 3 19± 3 21± 3 356± 17
Gradient MSE 0.0 845.549± 0.022 0.0 0.0 21.146± 0.005 1.1042± 0.0003
Table 2: Potential energy MSE and gradient MSE for different Hamiltonian Monte Carlo Methods on synthetic data.

























3 ). This result encourage us to decrease the batch size when the term bκ2d
1
2 /ε is dominant.
3. Under high precision regime, if we further assume ε ≥ b
3κ2d
N2 , then the last term dominates the second and








3 ) and is independent of batch size b.










without hurting the convergence rate.
4. Under high precision regime, if we assume ε ≤ b
3κ2d










N ) the best gradient complexity is achieved
by setting b = 1.
Biased stochastic gradient methods were not wildly adopted in previous sampling methods because of the difficulties in
the algorithm convergence guarantee and theoretical analysis. We show that the biased estimators can still be applied
together with our HMC framework for sampling strongly-log-concave distribution to achieve acceleration. However,
the bias might outweigh the benefits of a lower gradient MSE and hurt the convergence rate. In this paper, we consider
SARAH and SARGE because they can further reduce the MSE of the gradient estimation.







SARAH also needs to reset gradient estimator ∇̃SARAHk to full gradient ∇f(xk) periodically, which leads to inner
and outer loop structure in the algorithm. In order to prove the MSEB property for SARAH, we consider a variant of
SARAH where the full gradient is calculated with probability 1p at each iteration.

















where ψik is updated as∇fi(xk)− (1− bN )∇fi(xk−1) if i is in the batch, otherwise remains the same.
We then deduce the convergence guarantee for our framework based on SARAH and SARGE.
Corollary 6 (SARAH). When using SARAH in Algorithm 1, let b be the batch size, p be the average number of iterations





Let the batch size be b = 1, and the average interval between full gradient updates be p = O(N/b), the gradient
















2 /ε). Let the batch size be b = 1, the gradient









2 /ε) with small batch b = 1.
Compared with full gradient methods, the dependency of dataset size N is improved by a factor N
1
2 . If compared with
stochastic gradient methods, the dependency of ε is improved by a factor of 1/ε.
Compared with SAGA and SVRG, SARAH and SARGE have much smaller gradient MSE since Θ has better
dependency of N . However, this comes with the price of non-zero gradient bias, which hurts the convergence rate in
dependency of ε. Therefore, in the high precision regime, HMC with biased gradient estimator could converge slower
than HMC with unbiased gradient estimators even if with smaller gradient MSE.
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Figure 1: Mean potential energy of different algorithms on training datasets for logistic regression task.














































































































Figure 2: Negative log-likelihood energy of different algorithms on testing datasets for logistic regression task.
4 Experimental Results
In this section, we will evaluate our algorithms on both synthetic data and real-world benchmark data. During
the following experiments, SVRG, SAGA, SARAH, and SARGE will be incorporated with our framework for
evaluations. The corresponding algorithms are called as SVRG-HMC, SAGA-HMC, SARAH-HMC, and SARGE-
HMC, respectively.
4.1 Synthetic Data
Following previous works [15, 20], we use quadratic function as potential energy for our synthetic data. The potential
energy function can be decomposed into N components fi(x) = 1N (di − x)
>Σ−1(di − x), where x ∈ Rd is the
parameter to sample and di ∈ Rd is the i-th data element generated from di ∼ N (2, 2Id×d). Σ−1 is a random
positive-definite matrix whose maximum eigenvalue is L and the minimum eigenvalue is m. Clearly, the invariant
distribution is a Gaussian distribution with mean as average of di and covariance as Σ. During the experiment, we set
L = 10, d = 5, N = 1000.
We set uniform step size for different algorithms and set batch size as b = 1. We estimate the mean potential energy by
accumulating for ten million iterations after burn-in of ten thousand iterations. We report the MSE of mean potential
energy and gradient MSE of different algorithms in Table 2.
Firstly, all variance reduction methods based HMC enjoy more accurate gradient estimation and have smaller sampling
error than SG-HMC. Due to the simpleness of the quadratic potential function, SVRG and SARGE can eliminate the
gradient error, thus the sampling error of SVRG-HMC and SARGE-HMC is exactly the same as full gradient HMC.
We also notice that SARGE-HMC achieves smaller gradient error than SAGA-HMC, but has larger MSE on potential
energy. This supports our theoretical analysis: the biased gradient estimator based HMC could be worse than the
unbiased one even if with smaller gradient MSE.
Table 3: The summary of different datasets used in our experiments.
Dataset australian german phishing mushrooms
N 690 1000 11055 8124
d 14 24 68 112
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4.2 Bayesian Logistic Regression
We further conduct experiments in Bayesian Logistic Regression on multiple real-world benchmark datasets.
Typically in logistic regression, we are given a group of pairs {ai, yi}, where ai is the feature vector and yi is binary
label for each sample. We assume the likelihood function has the form p(yi|ai,x) = 11+exp(−yia>i x) , then we have the












log(1 + exp(−yia>i x)) .
We choose four benchmark datasets from LIBSVM [28]. Their dimensionality and sample size are summarized in
Table 3. We divide the data into training set and testing set evenly. The batch size is set to 1 for all algorithms. Since it
is computationally intractable to calculate the 2-Wasserstein distance in high dimensional space, we choose to record
the average potential energy for training dataset and negative log-likelihood for testing dataset along the sample path
to reflect the convergence and sampling error. In order to control the influence of step size on the sampling error, we
choose a uniform step size for all algorithms. We also set small batch size b = 1 for all algorithms. We run each
algorithm several thousand times and report the average result to reduce the noise. The full gradient method is not
examined due to slow convergence. The potential energy for training dataset is shown in Figure 1 and the negative
log-likelihood for testing dataset is shown in Figure 2.
Obviously all variance reduced methods based HMC achieve lower mean potential energy compared to the SG-HMC,
which indicates that our HMC framework can approximate the posterior much better than SG-HMC. We also notice
that all algorithms take similar number of iterations to reach equilibrium. However, SVRG-HMC and SARAH-HMC
take three gradient queries for each iteration on average and SARGE-HMC takes two gradient queries for each iteration.
Therefore, these methods need more gradient evaluation for burn-in than SAGA-HMC and SG-HMC.










































Figure 3: Gradient MSE for different algorithms.
We also report the gradient MSE of different algorithms on german and phishing datasets in Figure 3. The gradient MSE
plots for the other two datasets are similar. Clearly, the biased gradient estimator (SARAH and SARGE) based methods
achieve best gradient estimation. However, according to the mean potential energy and the negative log-likelihood,
SARAH-HMC and SARGE-HMC are slightly worse than SVRG-HMC and SAGA-HMC. This phenomenon is once
again consistent with our theoretical analysis.
5 Conclusion
We proposed a new framework of variance-reduced Hamiltonian Monte Carlo (HMC) method for sampling from an
L-smooth and m-strongly log-concave distribution. The popular variance-reduction techniques, such as SAGA, SVRG,
SARAH, and SARGE, can be combined with our framework. We derived the theoretical guarantee for the convergence
of our framework based on the MSEB property, and we showed that all variance reduction methods considered in this
paper improve the gradient complexity compared to the full gradient and stochastic gradient HMC approaches.
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A Proof of Main Theory
Let Φt be the evolution operator of distribution regarding to the original Hamilton dynamics Eq. (5).
Let Φt∇ be the evolution operator regarding to the Hamilton dynamics conditioned on full gradient Eq. (6).
Let Φt∇̃ be the evolution operator regarding to the Hamilton dynamics conditioned on MSEB gradient estimator Eq. (10).







Let ΦtE∇̃ be the evolution operator regarding to the Hamilton dynamics conditioned on conditional expectation of
MSEB gradient estimator Eq. (11).







If the initial condition (xk,vk) has the distribution pk, then the distribution of (Xt,Vt) is Φtpk and the distributions of
(X̃t, Ṽt), (X̃ ′t, Ṽ
′










E∇̃pk respectively. We also denote Φ
txk and Φtvk as the
stochastic variableXt and Vt in Eq. (5) with initial value xk vk. Similarly, Φt∇xk and Φ
t
∇vk represent X̃t and Ṽt in
Eq. (6) with initial value xk vk.




h(k+1)q∗) ≤ A+ (e− δ4κW2(qk,Φhkq∗) +B)2 (12)





















where δ = γξh.





∥∥∥Φh∇̃qk − ΦhE∇̃qk + ΦhE∇̃qk − Φh(k+1)q∗∥∥∥22
=E
∥∥Φh∇̃qk − ΦhE∇̃qk∥∥22 + E∥∥∥ΦhE∇̃qk − Φh(k+1)q∗∥∥∥22







∥∥Φh∇̃qk − ΦhE∇̃qk∥∥22 + E∥∥∥ΦhE∇̃qk − Φh(k+1)q∗∥∥∥22







∥∥Φh∇̃qk − ΦhE∇̃qk∥∥22 + E∥∥∥ΦhE∇̃qk − Φh(k+1)q∗∥∥∥22
(15)
According to lemma 3, we can bound the first term as follows.
E
∥∥Φh∇̃qk − ΦhE∇̃qk∥∥22 ≤ δ24L2E∥∥∥∇̃k − E∇̃k∥∥∥22 (16)
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whose upper bound can be found at lemma 7.
We split the second term further.
E
∥∥∥ΦhE∇̃qk − Φh(k+1)q∗∥∥∥22 =E‖ΦhE∇̃qk − Φh∇qk
+ Φh∇qk − Φhqk














The first term in the last line of Eq. (17) is controlled in lemma 4.
We split the second term in the last line of Eq. (17) as follows.√
E
∥∥Φh∇qk − Φhqk∥∥22 ≤ 2√E∥∥Φh∇xk − Φhxk∥∥22 +√E∥∥Φh∇vk − Φhvk∥∥22 (18)














By assuming small step size, we can also derive an upper bound for the momentum in lemma 6.
The third term in the last line of Eq. (17) decreases due to the contraction property of HMC on a strongly log-concave





≤e− δ2κW 22 (qk,Φhkq∗)
(20)
Combining all above upper bounds for each term give rise to the final upper bound.
Proof of theorem 1. By Lemma 7 of [6], if x2k+1 ≤ ((1− α)xk +B)2 +A, then
















Because our step size is small enough, we have
e−
δ
4κ < 1− δ
8κ
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B Technical Lemmas
Lemma 2. In Eq. (6), if we choose two different gradient ∇̃k and ∇k to generate two different SDE with same initial
distribution qk, the Wasserstein distance of distribution of Φh∇̃qk and Φ
h
∇qk can be upper bounded by the gradient
difference in the following way.
E
∥∥Φh∇̃qk − Φh∇qk∥∥22 ≤ δ24L2E∥∥∥∇̃k −∇k∥∥∥22 (23)
The above inequality holds true for all positive step size.
Proof of lemma 2.
E
∥∥Φh∇̃qk − Φh∇qk∥∥22 =E∥∥Φh∇̃xk − Φh∇xk∥∥22
+ E











































































The last inequality doesn’t depend on any assumption of small step size.
Lemma 3.
E








Proof of lemma 3. This is just a special case of lemma 2.
Lemma 4.
E








Proof of lemma 4. The first inequality comes from lemma 2, and the second inequality comes from MSEB property.
Lemma 5.
E
∥∥Φh∇vk − Φhvk∥∥22 ≤ 13h4L4 maxr<h E ‖Vr‖22 (28)
13
A PREPRINT - FEBRUARY 10, 2021
E
∥∥Φh∇xk − Φhxk∥∥22 ≤ 115h6L6 maxr<h E ‖Vr‖22 (29)
Proof of lemma 5.
E































































Lemma 6. With small step size assumption, we have the momentum bounded as follows.
E
∥∥Φhvk∥∥22 ≤ 97 ‖x0‖22 + 181κdL (32)
Proof of lemma 6. We control the momentum in a recursive way.
First we show that E ‖Vh‖22 and E ‖Xh‖
2
2 can be controlled by step change E
∥∥Φhvk − vk∥∥22 and E∥∥Φhxk − xk∥∥22,








∥∥Φhxk − xk∥∥22 + 2E ‖xk‖22 (34)
E
































E ‖Xr‖22 ds+ γh
(35)
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E
















Combine the above four equation, we can see that
E
∥∥Φhvk∥∥22 ≤2h2L2 maxr<h E ‖Φrxk‖22 + 2γh+ 2E ‖vk‖22
E
∥∥Φhxk∥∥22 ≤2h2L2 maxr<h E ‖Φrvk‖22 + 2E ‖xk‖22 (37)
This further imply following inequality.
E
∥∥Φhvk∥∥22 ≤ 4h4L4 maxr<h E ‖Φrvk‖22 + 4h2L2E ‖xk‖22 + 2γh+ 2E ‖vk‖22 (38)
We finish the proof by applying Gronwall’s inequality and substitute E ‖vk‖22 and E ‖xk‖
2
2 with their upper bound in
lemma 7.
Lemma 7. With small enough step size δ satisfying δ ≤ 15κ min(1,
1√
Θ
), the following inequalities holds.
max
k



















E ‖∇f(xk)‖22 ≤ 24L










Qk ≤ 13L2δ2 ‖x0‖22 + 24Lδ
2κd
(39)
where E(x,v) = ‖x‖22 +
∥∥∥x+ 2γv∥∥∥2
2
+ 8ξγ2 (f(x)− f(x
∗)) is the Lyapunov function.
Proof of lemma 7. lemmas 8 to 11 show preliminary results of upper bounds.


















L2δ3 maxk E ‖xk‖22
8
+











Variables ui are used to simplify the formula. The definition of ui can be found at the end of this section.
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By applying eqs. (47) and (48) into Eq. (40), we can show that
max
k




























Applying Eq. (43) back into Eq. (42) gives
max
k
E (E(xk,vk)) ≤ ‖x0‖22 u159 + du158 (44)
We then apply eqs. (43) and (44) into eqs. (41) and (47) to (49) and relax δ into lowest order and relax κ into highest














u100 + 6 ‖x0‖22 + du104
(45)
where expressions ui can be found at the end of this section.
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Proof of lemma 8.




=E〈vk,xk〉u27 + 2E〈vk+1,xk+1〉+ E ‖vk‖22 u18 + E ‖vk+1‖
2
2 + E ‖xk‖
2
2 u27












+ E〈vk,xk〉u27 + 2E〈vk+1,xk+1〉 − 2E〈xk+1,xk〉
+ E ‖vk‖22 u18 + E ‖vk+1‖
2
2 + E ‖xk‖
2








=E〈vk,xk〉u27 + 2E〈vk+1,xk+1〉 − 2E〈xk+1,xk〉+ E ‖vk‖22 u18 + E ‖vk+1‖
2
2














+ 2E〈evk, exk〉+ E〈evk,vk〉u62 + 2E〈evk,xk〉
+ E〈exk,vk〉u61 + 4E〈exk,xk〉+ E〈∇f(xk),vk〉u63 + E〈∇̃k, evk〉u53
+ E〈∇̃k, exk〉u52 + E〈∇̃k,vk〉u60 + E〈∇̃k,∇f(xk)〉u56 + E ‖evk‖
2




















+ E〈∇f(xk),vk〉u73 + E〈∇̃k −∇f(xk),vk〉u60
















+ E〈∇f(xk),vk〉u73 + E〈∇̃k −∇f(xk),vk〉u60














+ E〈∇̃k −∇f(xk),vk〉u60 + E ‖vk‖22 u87
+ E ‖∇f(xk)‖22 u86 + E
∥∥∥∇̃k −∇f(xk)∥∥∥2
2











u80 + du68 −
δE〈∇̃k −∇f(xk),xk〉
L
≤E ‖vk‖22 u96 + E ‖xk‖
2




≤E ‖vk‖22 max (0, u96) + E ‖xk‖
2
2 u88 + E
∥∥∥∇̃k −∇f(xk)∥∥∥2
2
max (0, u93) + du68
(46)
The first inequality comes from Lipschitz condition.
The second inequality comes from strongly convex condition of f(x).
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The fourth inequality comes from Lipschitz condition.





















































Proof of lemma 10.
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≤− 2L2E〈xk+1,xk〉+ L2E ‖xk‖22 + L
2E ‖xk+1‖22




=E〈∇f(xk),vk〉u111 + E〈∇̃k −∇f(xk),vk〉u111





















≤E ‖vk‖22 u127 + E ‖xk‖
2




















The second inequality comes from Lipschitz condition.



























u33 = δ − 3
u41 = 3δ














u49 = 3δ − 1
19































u61 = 3− e−δ




















































































































































































2e2δ − 2δe2δ + e2δ






















































2 max (0, u120)
u125 =












































































































































































C Proof of Corollaries 4 to 7
According to Proposition 2-4 in [27], the SAGA gradient estimator satisfies MSEB property with M1 = 3N/b2, ρM =
b
2N ,M2 = 0, ρF = 1. The SVRG gradient estimator satisfies MSEB property with M1 = 3p/b, ρM =
1
2p ,M2 =
0, ρF = 1. the SARAH gradient estimator satisfies MSEB property with M1 = 1, ρM = 1/p,M2 = 0, ρF = 1.
the SARGE gradient estimator satisfies MSEB property with M1 = 12, ρM = b2N ,M2 = (27 + 12b)/N, ρF =
b
2N .
Applying these parameters to theorem 1 would lead to corollaries 4 to 7.
22
