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Abstract
Piezoelectricity of some materials has shown to have many applications, in particular
in energy harvesting. Due to the inherent hysteresis in the characteristic of such materials,
a number of hysteretic models have been proposed minding the fact that hysteresis losses
may influence the efficiency of the process. However, hysteresis dissipation is accompanied
with heat production, which in turn increases the temperature of the device and may
change its physical characteristics. In this paper we propose a phenomenological model
for electromechanical coupling in piezoelectric materials where temperature and feedback
effects are taken into account. We prove the existence of solution for the resulting PDE
system and show that the model is thermodynamically consistent. The main analytical
tool is the inverse Preisach operator with temperature-dependent density.
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Introduction
There are a lot of technological applications of multifunctional materials that spontaneously
transform mechanical energy into the electromagnetic one and vice versa. The best known
examples are sensors and actuators for high accuracy micropositioning or active damping of
vibrations in real time, see [13, 14, 16]. Another important field of application is related
to autonomous monitoring of bridges and similar structures subject to permanent mechanical
loading, see [15, 18]. A piezoelectric or magnetostrictive element is placed into the most exposed
part of the construction and, by the effect of mechanical vibrations, produces electric signal
which is recorded and evaluated by an attached computer. Simultaneously, the electromagnetic
energy produced during the process is used for recharging the battery of the computer and
sending a wireless signal to the control point. Any anomalous behavior of the construction
can therefore be immediately detected and a possible problem can be fixed before irreversible
damage occurs.
The main challenge is to model properly the electromechanical or magnetomechanical “but-
terfly” shaped curve. A thermodynamic model for magnetostriction based on measurements of
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Galfenol carried out at the University of Sannio at Benevento was proposed and analyzed in [4].
The underlying idea was motivated by the observation that both the magnetization hysteresis
loops and the magnetostrictive butterfly loops manifest a self-similar character parameterized
by the applied stress. This has led to the modeling hypothesis that all hysteresis phenomena
can be described by one single Preisach operator and its associated energy potential opera-
tor acting on an auxiliary self-similar variable. The butterfly-shaped magnetostrictive curve
then arises in a natural way from thermodynamic considerations involving the butterfly-shaped
Preisach potential operator. A similar model was shown to be applicable in piezoelectricity
modeling in [7]. Feedback effects have been taken into account in [8].
Here, we develop the idea of [7] and include both the feedback and the temperature effects.
More specifically, we assume that the density function of the underlying Preisach operator
depends on temperature. The dependence cannot be arbitrary if we want to stay within the
limits of the principles of thermodynamics. We propose a formula for the free energy associated
with the full thermo-electromechanical system which is compatible with the Clausius-Duhem
inequality. The 1D dynamics of an oscillating thermo-piezoelectric rod is described by the me-
chanical momentum balance equation, the Gauss law, and the internal energy balance equation.
The resulting system is shown to admit a solution in an appropriate function space.
The main argument in the existence proof is a continuous inversion theorem for Preisach
operators with temperature dependent density. This result has been presented in [12] and it
extends considerably a similar statement in [7].
The text is organized as follows. In Section 1 we present the model and show that the free
energy can be chosen so as to satisfy the principles of thermodynamics. An explicit formulation
of the PDE system describing 1D oscillations of a piezoelectric rod under thermal effects, the
model hypotheses, and the statement of the existence result are given in Section 2. Section 3 is
devoted to the proof of the main Theorem 2.3. Results from [12] concerning the temperature-
dependent Preisach inversion formula are collected in Section 4.
1 The model
We consider the electric field E , the mechanical strain ε , and the absolute temperature θ as
state variables and the dielectric displacement D = D(ε, E, θ) as well as the mechanical stress
σ = σ(ε, E, θ) as state functions.
For the constitutive behavior of these quantities, we assume, similarly to [4], that hysteresis
effects are due to one single temperature-dependent Preisach operator P(θ)[q] with potential
V(θ)[q] acting on an auxiliary state function q = q(ε, E), assuming that the Preisach density
function which determines the shape of the hysteresis loops depends on temperature.
Let us recall the definition of the Preisach model in the equivalent form of [10]. It is based on
the concept of play operator pr which is the mapping that with a given function q ∈ W 1,1(0, T )
and a parameter r > 0 associates the solution ξr of the variational inequality
|q(t)− ξr(t)| ≤ r for all t ∈ [0, T ],
ξ˙r(t)(q(t)− ξr(t)− z) ≥ 0 a. e. ∀z ∈ [−r, r],
ξr(0) = max{q(0)− r,min{0, q(0) + r}},
(1.1)
where the dot means the derivative with respect to t , and we denote ξr(t) = pr[q](t). As an
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immediate consequence of (1.1), we obtain the hysteresis energy balance equation
ξ˙r(t)(q(t)− ξr(t)) = r|ξ˙r(t)| a. e. (1.2)
This is indeed an energy balance, if we interpret ξ˙rq as the power supplied to the system,
1
2
ξ2r
as the potential energy, and r|ξ˙r| as the dissipation rate. The temperature-dependent Preisach
operator P(θ)[q] is then defined by the integral
P(θ)[q] =
∫
∞
0
∫ ξr
0
ψ(θ, r, v) dv dr, (1.3)
where ψ is a given nonnegative function called the Preisach density , which determines the
shape of the hysteresis loops and has to be determined experimentally, and
V(θ)[q] =
∫
∞
0
∫ ξr
0
vψ(θ, r, v) dv dr (1.4)
is the associated Preisach potential. Note that for constant θ , we have the Preisach energy
inequality
q
d
dt
P(θ)[q]− d
dt
V(θ)[q] =
∫
∞
0
r|ξ˙r|ψ(θ, r, ξr) dr ≥ 0. (1.5)
As a temperature-dependent extension of the model in [8], we assume that the polarization P
is given by the implicit relation
P = P(θ)[q], q = 1
f(ε)
(E − α(ε)P ) (1.6)
with a feedback parameter α(ε), and a self-similarity function f(ε). We consider the stress σ ,
the dielectric displacement D , and the free energy F = F (ε, E, θ) of the form
σ = νεt + cε− eE + f ′(ε)V(θ)[q] + 1
2
α′(ε)(P(θ)[q])2 − β(θ − θc), (1.7)
D = eε+ κE + P(θ)[q], (1.8)
F = F0(θ) +
c
2
ε2 +
κ
2
E2 +
γ
2
ε2x + f(ε)V(θ)[q] +
1
2
α(ε)(P(θ)[q])2 − β(θ − θc)ε, (1.9)
where β ≥ 0 is the thermal expansion coefficient, θc > 0 is a given reference temperature (the
room temperature, for example), F0(θ) is the purely caloric part of the free energy which we
specify later and q is given by (1.6). The term γ
2
ε2x accounts for the couple stress, see [17, 5].
The couple stress term is needed here in order to control the higher power terms in the energy
balance equation (2.2) below, and we will comment on this issue later on.
We now check that the model is compatible with the principles of thermodynamics. The
local energy balance equation reads
Ut +Qx = σεt + γεxεxt + EDt, (1.10)
where U = F + θS is the internal energy of the system and Q is the heat flux that we assume
according to the Fourier law in the form
Q = −µθx. (1.11)
August 12, 2018 4
The interpretation of Eq. (1.10) is the following. If we integrate (1.10) over a control interval
(a, b), then the right-hand side represents the power supplied to the given volume, part of this
power flows out of the interval as the flux difference Q(b)−Q(a), and the rest is used for the
internal energy increase d
dt
∫ b
a
U dx . The Second principle in Clausius-Duhem form states that
there exists a state function called the entropy such that
St +
(Q
θ
)
x
≥ 0 (1.12)
for every process. Assuming the positivity of θ for the moment (and this will be proved later
on), it is easy to see that if (1.10) holds, then (1.12) is satisfied provided the entropy S is
chosen in such a way that
σεt + EDt + γεxεxt − θtS − Ft ≥ 0 (1.13)
for every process. We claim that the right choice for the entropy is
S = −F ′0(θ) + βε+ f(ε)
(
qPθ(θ)[q]− Vθ(θ)[q]
)
, (1.14)
where we denote
Pθ(θ)[q] =
∫
∞
0
∫ ξr
0
ψθ(θ, r, v) dv dt, Vθ(θ)[q] =
∫
∞
0
∫ ξr
0
vψθ(θ, r, v) dv dt. (1.15)
Indeed, a straightforward computation yields
σεt + EDt + γεxεxt − θtS − Ft = νε2t + f(ε)
(∫
∞
0
r|(ξr)t|ψ(θ, r, ξr) dr
)
≥ 0 (1.16)
similarly as in (1.5).
We will consider a thermomechanical process in the domain (x, t) ∈ (0, ℓ) × (0, T ), where
(0, ℓ) is a space interval representing the 1D rod of length ℓ and (0, T ) is a given time interval.
Let u(x, t) be the longitudinal displacement of a point x of the rod at time t . Then
ε = ux. (1.17)
The full 1D system for unknown functions u(x, t), E(x, t), θ(x, t), (x, t) ∈ (0, ℓ) × (0, T ),
describing longitudinal oscillations of a thermo-piezoelectric rod consists of the energy balance
(1.10), and of the momentum balance and the Gauss law as follows:
ρutt + γuxxxx − σx = 0,
Dx = 0.
(1.18)
The equation Dx = 0 means that D is a function of t only, say, D(x, t) = r(t), where r(t) is a
function which is known from the boundary condition D(0, t) = D(ℓ, t) = r(t), corresponding
to an impressed (or measured) boundary current. In order to simplify the analysis, we assume
that r(t) ≡ 0, and prescribe also the simplest boundary conditions, for the other unknowns,
that is,
u = 0 on x = 0, γuxxx − σ = 0 on x = ℓ, uxx = 0 on x = 0, ℓ. (1.19)
θx = 0 on x = 0, ℓ. (1.20)
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The argument for more realistic non-homogeneous boundary conditions will be similar, just the
formulas would become a bit heavy. The condition D = 0 means that
eε+ κE + P(θ)[q] = 0 , (1.21)
and by virtue of (1.6) we deduce the equation for q in terms of ε and θ
q +
1 + κα(ε)
κf(ε)
P(θ)[q] = − eε
κf(ε)
. (1.22)
It was shown in [12] that this equation determines q uniquely in terms of θ and ε , and the
mapping (ε, θ) 7→ q is Lipschitz continuous with respect to the sup-norm (cf. Theorem 4.2).
2 Statement of the PDE problem
Referring to (1.6), (1.7), (1.9), (1.14), (1.17), (1.21), and putting U = F + θS , we rewrite the
system (1.18) in variational form∫ ℓ
0
(ρuttw + γuxxwxx) dx = −
∫ ℓ
0
(
νuxt + cux +
e
κ
(eux + P(θ)[q])
+f ′(ux)V(θ)[q] + 1
2
α′(ux)(P(θ)[q])2 − βθ
)
wx dx, (2.1)∫ ℓ
0
(− θF ′′0 (θ)θt z + µθxzx) dx =
∫ ℓ
0
(
νu2xt − βθuxt + f(ux)(qPt(θ)[q]− Vt(θ)[q])
−θ(f(ux)(qPθ(θ)[q]− Vθ(θ)[q]))t)z dx, (2.2)
for every test functions w ∈ W 2,2(0, ℓ) ∩W 1,20 (0, ℓ) and z ∈ W 1,2(0, ℓ), where we denote
W 1,20 (0, ℓ) = {v ∈ W 1,2(0, ℓ) : v(0) = 0}, (2.3)
and
Pt(θ)[q] =
∫
∞
0
(ξr)tψ(θ, r, ξr) dr, Vt(θ)[q] =
∫
∞
0
(ξr)tξrψ(θ, r, ξr) dr (2.4)
with q defined as the solution of (1.22) and ξr as in (1.1). The term
f(ux)(qPt(θ)[q]− Vt(θ)[q]) = f(ux)
∫
∞
0
r|(ξr)t|ψ(θ, r, ξr) dr ≥ 0 (2.5)
is the hysteresis dissipation rate as part of the entropy production rate in (1.16) and appears
in the energy balance (2.2) as heat source.
The function cV (θ) = −θF ′′0 (θ) is the specific heat capacity. For example, the choice
F0(θ) = −c0θ log(θ/θc) would correspond to the assumption that cV (θ) = c0 is constant.
We now check that the total energy of the system is formally conserved during the evolution.
We test Eq. (2.1) by w = ut , Eq. (2.2) by z = 1, and sum up. We obtain
d
dt
∫ ℓ
0
(
F0(θ)− θF ′0(θ) +
ρ
2
u2t +
c
2
u2x +
γ
2
u2xx + f(ux)V(θ)[q] +
1
2
α(ux)(P(θ)[q])2
+
1
2κ
(
eux + P(θ)[q]
)2
+ θf(ux)(qPθ(θ)[q]− Vθ(θ)[q])
)
dx = 0. (2.6)
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Indeed, the expression in (2.6) under the time derivative is the total energy of the system, and
its time derivative is zero.
We now formulate the hypotheses that are assumed to hold. For practical reasons, we list
separately the assumptions about the non-hysteretic terms in Problem (2.1)–(2.2) (Hypothesis
2.1) and about the Preisach operator (1.3) (Hypothesis 2.2).
Hypothesis 2.1. The functions occurring in the statement of the problem fulfill the conditions
(i) The function f : R → R is bounded from above and from below by constants 0 < f0 ≤
f(ε) ≤ f1 , both f and f ′ are Lipschitz continuous, and the function ε 7→ (1 + |ε||f ′(ε)|)
is bounded;
(ii) The function α : R → R is bounded, 1 + κα(ε) ≥ 0 , and both α and α′ are Lipschitz
continuous, and we put A∗ := supε∈R
1+κα(ε)
κf(ε)
;
(iii) The function θ 7→ CV (θ) := −θF ′′0 (θ) is continuous, and there exists a constant c0 > 0
such that CV (θ) ≥ c0(1 + (θ+)1/3) for all θ ∈ R ;
(iv) The initial conditions have the regularity u0 ∈ W 4,2(0, ℓ)∩W 1,20 (0, ℓ) , u0xx(0) = u0xx(ℓ) = 0 ,
u1 ∈ W 2,2(0, ℓ) ∩W 1,20 (0, ℓ) , θ0 ∈ W 1,2(0, ℓ) , θ0(x) > 0 a. e.
Hypothesis 2.2. The Preisach density ψ(θ, r, v) ∈ L1(R × (0,∞) × R) in (1.3) is such that
the function θ 7→ ψ(θ, r, v) is of class C2 in R for a. e. (r, v) ∈ (0,∞)× R . Let
g(θ, r, v) =
∫ v
0
ψ(θ, r, v′) dv′.
We assume that there exists constants Ψ0 > 0 and δ ∈ (0, 1) such that
(i) ψ(θ, r, v) = ψ(θ, r,−v) ≥ 0 a. e. ;
(ii) ψθ(θ, r, v) = 0 a. e. for θ ≤ 0 ;
(iii)
∫
∞
0
(1 + r)ψ(θ, r, v) dr ≤ Ψ0 ∀θ ∈ R, v ∈ R ;
(iv)
∫
∞
0
∫
∞
0
ψ(θ, r, v) dv dr ≤ Ψ0 ∀θ ∈ R ;
(v)
∫
∞
0
∫
∞
0
vψ(θ, r, v) dv dr ≤ Ψ0(1 + θ+) ∀θ ∈ R ;
(vi)
∫
∞
0
|v|ψ(θ, r, v) dr ≤ Ψ0(1 + (θ+)1/6) ∀θ ∈ R, v ∈ R ;
(vii)
∫
∞
0
∫
∞
0
(v + θ(1 + r))|ψθ(θ, r, v)| dv dr ≤ Ψ0 ∀θ ∈ R ;
(viii)
∫
∞
0
(1 + θ)(1 + r)|ψθ(θ, r, v)| dr ≤ Ψ0 ∀θ > 0, v ∈ R ;
(ix)
∣∣∣∫∞0 ∫ K0 (1 + θ)gθ(θ, r, v) dv dr∣∣∣ ≤ Ψ0 ∀θ > 0, K > 0 ;
(x)
∫
∞
0
∫
∞
0
|ψθ(θ, r, v)| dv dr ≤ δ/f1 ∀θ > 0 ;
(xi)
∣∣∫∞
0
∫
∞
0
r(1 + θ)ψθθ(θ, r, v) dv dr
∣∣ ≤ δ/f1 ∀θ > 0 ;
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(xii)
∣∣∣∫∞0 ∫ K0 (1 + θ)gθθ(θ, r, v) dv dr∣∣∣ ≤ δ/f1 ∀θ > 0, K > 0 ;
(xiii) (7 + 3A∗Ψ0)δ ≤ c0/2 with A∗ as in Hypothesis 2.1 (ii).
A typical function ψ satisfying Hypothesis 2.2 might have the form
ψ(θ, r, v) =
{
a(r)φ(|v| − h(log(1+θ))) for θ > 0,
a(r)φ(|v|) for θ ≤ 0, (2.7)
where a ≥ 0 is a function in L1(0,∞) such that r 7→ ra(r) belongs to L1(0,∞), φ ≥ 0
is a C2 -function with compact support in the interval (0, 1), and h : [0,∞) → [0,∞) is a
C2 -function such that h(0) = h′(0) = h′′(0) = 0, 0 ≤ h′(s) ≤ 1, |h′′(s)| ≤ 1 for all s ≥ 0, for
example h(s) = h0s
3
1+s2
.
To see that Hypothesis 2.2 is fulfilled with the choice (2.7) of ψ , note that for θ > 0 and
v ≥ 0 we have
ψθ(θ, r, v) = −a(r)h
′(log(1+θ))
1+θ
φ′(v − h(log(1+θ))),
ψθθ(θ, r, v) = a(r)
(
h′(log(1+θ))
1+θ
)2
φ′′(v − h(log(1+θ)))
+ a(r)
h′(log(1+θ))−h′′(log(1+θ))
(1+θ)2
φ′(v − h(log(1+θ))),
gθ(θ, r, v) = −a(r)h
′(log(1+θ))
1+θ
φ(v − h(log(1+θ))),
gθθ(θ, r, v) = a(r)
(
h′(log(1+θ))
1+θ
)2
φ′(v − h(log(1+θ)))
+ a(r)
h′(log(1+θ))−h′′(log(1+θ))
(1+θ)2
φ(v − h(log(1+θ))),∫
∞
0
vψ(θ, r, v) dv = a(r)
∫ 1
0
(s+ h(log(1+θ)))φ(s) ds,
and it suffices to impose suitable assumptions on the L1 -norm of the function r 7→ (1+ r)a(r).
We now show formally how Hypothesis 2.2 will be used to estimate the hysteresis terms on
the right-hand sides of (2.1)–(2.2). We will use the following splitting:
qPθθ(θ)[q]− Vθθ(θ)[q] =
∫
∞
0
∫ ξr
0
(q − v)ψθθ(θ, r, v) dv dr
=
∫
∞
0
∫ ξr
0
((q − ξr) + (ξr − v))ψθθ(θ, r, v) dv dr,
where ∣∣∣∣
∫
∞
0
∫ ξr
0
(q − ξr)ψθθ(θ, r, v) dv dr
∣∣∣∣ ≤
∫
∞
0
∫ ξr
0
r |ψθθ(θ, r, v)| dv dr ,
and ∣∣∣∣
∫
∞
0
∫ ξr
0
(ξr − v)ψθθ(θ, r, v) dv dr
∣∣∣∣ =
∣∣∣∣
∫
∞
0
∫ ξr
0
gθθ(θ, r, v) dv dr
∣∣∣∣ ,
August 12, 2018 8
hence
|qPθθ(θ)[q]− Vθθ(θ)[q]| ≤
∫
∞
0
∫ ξr
0
|ψθθ(θ, r, v)| dv dr +
∣∣∣∣
∫
∞
0
∫ ξr
0
gθθ(θ, r, v) dv dr
∣∣∣∣ , (2.8)
and similarly
|qPθ(θ)[q]− Vθ(θ)[q]| ≤
∫
∞
0
∫ ξr
0
r |ψθ(θ, r, v)| dv dr +
∣∣∣∣
∫
∞
0
∫ ξr
0
gθ(θ, r, v) dv dr
∣∣∣∣ . (2.9)
In the series of inequalities below, the superscript (iii)–(xii) refers to the corresponding item
in Hypothesis 2.2, and C denotes any positive constant depending only on the data of the
problem.
|P(θ)[q]| =
∣∣∣∣
∫
∞
0
∫ ξr
0
ψ(θ, r, v) dv dr
∣∣∣∣ (iv)≤ Ψ0, (2.10)
0 ≤ V(θ)[q] =
∣∣∣∣
∫
∞
0
∫ ξr
0
vψ(θ, r, v) dv dr
∣∣∣∣ (v)≤ Ψ0(1 + θ+), (2.11)
|Pt(θ)[q]| =
∣∣∣∣
∫
∞
0
(ξr)tψ(θ, r, ξr) dr
∣∣∣∣ (iii)≤ Ψ0|qt|, (2.12)
|θtPθ(θ)[q]| = |θt|
∣∣∣∣
∫
∞
0
∫ ξr
0
ψθ(θ, r, v) dv dr
∣∣∣∣ (x)≤ |θt|δ/f1, (2.13)
|Vt(θ)[q]| =
∣∣∣∣
∫
∞
0
(ξr)tξrψ(θ, r, ξr) dr
∣∣∣∣ ≤ |qt|
∫
∞
0
|ξr|ψ(θ, r, ξr) dr
(vi)
≤ Ψ0|qt|(1 + (θ+)1/6), (2.14)
0 ≤ f(ux)(qPt(θ)[q]− Vt(θ)[q]) = f(ux)
∫
∞
0
r(ξr)tψ(θ, r, ξr) dr
(iii)
≤ Ψ0f(ux)|qt|, (2.15)
|θ(qPθ(θ)[q]−Vθ(θ)[q])|
(2.9)
≤ Cθ
(∫ ∞
0
∫ ξr
0
r
∣∣ψθ(θ, r, v)∣∣dv dr
+
∣∣∣ ∫ ∞
0
∫ ξr
0
gθ(θ, r, v) dv dr
∣∣∣) (vii),(ix)≤ C, (2.16)
θf(ux)|qtPθ(θ)[q]| = θf(ux)|qt|
∣∣∣∣
∫
∞
0
∫ ξr
0
ψθ(θ, r, v) dv dr
∣∣∣∣
(vii)
≤ Ψ0f(ux)|qt|, (2.17)
f(ux)|θ(qPθt(θ)[q]− Vθt(θ)[q])| = f(ux)θ
∣∣∣∣
∫
∞
0
(ξr)tψθ(θ, r, ξr) dr
∣∣∣∣ (viii)≤ Ψ0f(ux)|qt|,(2.18)
|f(ux)θtθ(qPθθ(θ)[q]−Vθθ(θ)[q])|
(2.8)
≤ f1|θt|θ
(∫ ∞
0
∫ ξr
0
r
∣∣ψθθ(θ, r, v)∣∣dv dr
+
∣∣∣ ∫ ∞
0
∫ ξr
0
gθθ(θ, r, v) dv dr
∣∣∣) (xi),(xii)≤ 2δ|θt|. (2.19)
Eq. (1.22) can be written in the form
q + A(ux)P(θ)[q] = B(ux) (2.20)
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with Lipschitz continuous functions A,B . Moreover, by Hypothesis 2.1 (ii), we have
A(ux) ≤ A∗ := sup
ε∈R
1 + κα(ε)
κf(ε)
. (2.21)
Differentiating (2.20) in t gives
qt + A
′(ux)uxtP(θ)[q] + A(ux)(Pt(θ)[q] + θtPθ(θ)[q]) = B′(ux)uxt. (2.22)
Let C denote here again and in the sequel any constant depending only on the data of the
problem. Using the fact that qtPt(θ)[q] ≥ 0 a. e., we obtain
|qt| ≤ C|uxt|+ A
∗δ
f1
|θt| a. e. (2.23)
We are now ready to state the main existence result.
Theorem 2.3. Let Hypotheses 2.1, 2.2 hold, and let T > 0 be a given final time. Then system
(2.1)–(2.2) with initial conditions
u(x, 0) = u0(x), ut(x, 0) = u
1(x), θ(x, 0) = θ0(x) for x ∈ (0, ℓ) (2.24)
admits a solution with the regularity
uxxt, θx ∈ L∞(0, T ;L2(0, ℓ)), uxtt, θt, θxx ∈ L2((0, ℓ)× (0, T )),
θ(x, t) ≥ 0 for all (x, t) ∈ (0, ℓ)× (0, T ) .
3 Proof of the existence theorem
Theorem 2.3 will be proved in several steps. We first fix a cut-off parameter R > 0, define a
cut-off mapping KR(z) = min{R, z+} for z ∈ R , replace θ at critical places with θˆ = KR(θ)
and consider instead of (2.1)–(2.2) the truncated system
∫ ℓ
0
(ρuttw + γuxxwxx) dx = −
∫ ℓ
0
(
νuxt + cux +
e
κ
(eux + P(θˆ)[q])
+f ′(ux)V(θˆ)[q] + 1
2
α′(ux)(P(θˆ)[q])2 − βθˆ
)
wx dx, (3.1)∫ ℓ
0
(
CV (θˆ)θt z + µθxzx
)
dx =
∫ ℓ
0
(
νKR(u
2
xt)− βθˆuxt + f(ux)(qPt(θˆ)[q]− Vt(θˆ)[q])
−θˆ(f(ux)(qPθ(θˆ)[q]− Vθ(θˆ)[q]))t
)
z dx (3.2)
for all test functions w ∈ W 2,2(0, ℓ) ∩ W 1,20 (0, ℓ) and z ∈ W 1,2(0, ℓ), with q defined as the
solution of the equation
q +
1 + κα(ux)
κf(ux)
P(θˆ)[q] = − eux
κf(ux)
. (3.3)
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3.1 ODE approximation
System (3.1)–(3.2) will be solved by Galerkin approximations. We choose orthonormal bases
in L2(0, ℓ)
sk(x) =
√
2
ℓ
sin
kπ
ℓ
x, ck(x) =
√
2
ℓ
cos
kπ
ℓ
x for k ∈ N, c0(x) = 1√
ℓ
. (3.4)
For each m ∈ N we determine the coefficients uk(t), θk(t) in the expansions
u(m)(x, t) =
m∑
k=1
uk(t)sk(x), θ
(m)(x, t) =
m∑
k=0
θk(t)ck(x) (3.5)
as solutions of the ODE system∫ ℓ
0
(ρu
(m)
tt sk + γu
(m)
xx s
′′
k) dx = −
∫ ℓ
0
(
νu
(m)
xt + cu
(m)
x +
e
κ
(eu(m)x + P(θˆ(m))[q(m)])
+f ′(u(m)x )V(θˆ(m))[q(m)] +
1
2
α′(u(m)x )(P(θˆ(m))[q(m)])2 − βθˆ(m)
)
s′k dx, (3.6)∫ ℓ
0
(( 1
m
θ
(m)
tt + CV (θˆ
(m))θ
(m)
t
)
ck + µθ
(m)
x c
′
k
)
dx =
∫ ℓ
0
(
νKR((u
(m)
xt )
2)
−βθˆ(m)u(m)xt + f(u(m)x )(q(m)Pt(θˆ(m))[q(m)]− Vt(θˆ(m))[q(m)])
−θˆ(m)(f(u(m)x )(q(m)Pθ(θˆ(m))[q(m)]− Vθ(θˆ(m))[q(m)]))t
)
ck dx (3.7)
with initial conditions
uk(0) =
∫ ℓ
0
u0(x)sk(x) dx, u˙k(0) =
∫ ℓ
0
u1(x)sk(x) dx,
θk(0) =
∫ ℓ
0
θ0(x)ck(x) dx, θ˙k(0) = 0,
(3.8)
for k = 0, . . . , m with the convention s0(x) = 0. In (3.6)–(3.8), the prime denotes differentia-
tion with respect to x , the dot denotes as before differentiation with respect to t , we use the
notation
θˆ(m) = KR(θ
(m)), (3.9)
and q(m) is defined as the solution of the equation
q(m) +
1 + κα(u
(m)
x )
κf(u
(m)
x )
P(θ(m))[q(m)] = − eu
(m)
x
κf(u
(m)
x )
.
For each m ∈ N , this is an ODE system with locally Lipschitz right hand side, hence the initial
value problem (3.6)-(3.8) admits a unique local solution in a maximal interval [0, Tm). We now
derive a series of estimates in [0, Tm) which will imply that Tm = T and that the sequence
(u(m), θ(m)) contains a convergent subsequence which converges to a solution of (3.1)–(3.2).
We denote by CR any constant depending only on the data and on the cut-off parameter R ,
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but independent of m , and by C as before any constant depending possibly on the data and
independent of R and m .
We start by multiplying (3.6) by u˙k(t), summing over k = 1, . . . , m , and integrating with
respect to t from 0 to some τ ∈ [0, Tm). The temperature-dependent terms on the right-hand
side of (3.6) are bounded by C(1 + θˆ(m)). Moreover, the regularity of the initial conditions
(3.8) ensures that ∫ ℓ
0
(
ρ|u(m)t |2+
(
c+
e
κ
)|u(m)x |2+γ|u(m)xx |2) (x, 0) dx ≤ C.
As a consequence we obtain∫ ℓ
0
(
|u(m)t |2+|u(m)x |2+|u(m)xx |2
)
(x, τ) dx+
∫ τ
0
∫ ℓ
0
|u(m)xt |2 dx dt ≤ C
(
1+
∫ τ
0
∫ ℓ
0
|θˆ(m)|2 dx dt
)
.
(3.10)
In particular, since |θˆ(m)| ≤ R , we have∫ ℓ
0
(
|u(m)t |2 + |u(m)x |2 + |u(m)xx |2
)
(x, τ) dx+
∫ τ
0
∫ ℓ
0
|u(m)xt |2 dx dt ≤ CR. (3.11)
We further multiply (3.7) by θ˙k(t), sum over k = 0, . . . , m and integrate with respect to t from
0 to τ . This yields∫ ℓ
0
(
1
m
|θ(m)t |2 + µ|θ(m)x |2
)
(x, τ) dx+ c0
∫ τ
0
∫ ℓ
0
(1 + (θˆ(m))1/3)|θ(m)t |2 dx dt
≤
∫ ℓ
0
µ|θ(m)x |2(x, 0) dx+
∫ τ
0
∫ ℓ
0
4∑
i=1
Hi(x, t)θ
(m)
t dx dt,
(3.12)
where we have
H1(x, t) = νKR((u
(m)
xt )
2),
H2(x, t) = − βθˆ(m)u(m)xt ,
H3(x, t) = f(u
(m)
x )(q
(m)Pt(θˆ(m))[q(m)]− Vt(θˆ(m))[q(m)]),
H4(x, t) = − θˆ(m)
(
f(u(m)x )(q
(m)Pθ(θˆ(m))[q(m)]− Vθ(θˆ(m))[q(m)])
)
t
.
Using (2.15) and (2.23) we get∣∣∣∣
∫ τ
0
∫ ℓ
0
H1(x, t)θ
(m)
t dx dt
∣∣∣∣ ≤ C
∫ τ
0
∫ ℓ
0
K2R((u
(m)
xt )
2) dx dt+ δ
∫ τ
0
∫ ℓ
0
|θ(m)t |2 dx dt,∣∣∣∣
∫ τ
0
∫ ℓ
0
H2(x, t)θ
(m)
t dx dt
∣∣∣∣ ≤ C
∫ τ
0
∫ ℓ
0
(θˆ(m))2|u(m)xt |2 dx dt+ δ
∫ τ
0
∫ ℓ
0
|θ(m)t |2 dx dt,∣∣∣∣
∫ τ
0
∫ ℓ
0
H3(x, t)θ
(m)
t dx dt
∣∣∣∣ ≤ C
∫ τ
0
∫ ℓ
0
|u(m)xt ||θ(m)t | dx dt + δA∗Ψ0
∫ τ
0
∫ ℓ
0
|θ(m)t |2 dx dt
≤ C
∫ τ
0
∫ ℓ
0
|u(m)xt |2 dx dt+ δ(1 + A∗Ψ0)
∫ τ
0
∫ ℓ
0
|θ(m)t |2 dx dt,
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while the estimates (2.16)–(2.19), (2.23) imply∣∣∣∣
∫ τ
0
∫ ℓ
0
H4(x, t)θ
(m)
t dx dt
∣∣∣∣
≤ C
∫ τ
0
∫ ℓ
0
|u(m)xt ||θ(m)t | dx dt+ 2Ψ0 f1
∫ τ
0
∫ ℓ
0
|q(m)t ||θ(m)t |+ 2 δ
∫ τ
0
∫ ℓ
0
|θˆ(m)t ||θ(m)t | dx dt
≤ C
∫ τ
0
∫ ℓ
0
|u(m)xt ||θ(m)t | dx dt+ 2δ(1 + A∗Ψ0)
∫ τ
0
∫ ℓ
0
|θ(m)t |2 dx dt
≤ C
∫ τ
0
∫ ℓ
0
|u(m)xt |2 dx dt+ 2δ(2 + A∗Ψ0)
∫ τ
0
∫ ℓ
0
|θ(m)t |2 dx dt.
Moreover, the regularity of the initial conditions (3.8) guarantees that
∫ ℓ
0
|θ(m)x |2(x, 0) dx ≤ C .
Recall that by Hypothesis 2.2 (xiii) we have (7+3A∗Ψ0)δ ≤ c0/2, thus the computations above
together with (3.12) yield
∫ ℓ
0
(
1
m
|θ(m)t |2 + |θ(m)x |2
)
(x, τ) dx+
∫ τ
0
∫ ℓ
0
(1 + (θˆ(m))1/3)|θ(m)t |2 dx dt
≤ C
(
1 +
∫ τ
0
∫ ℓ
0
(
K2R((u
(m)
xt )
2) + (1 + (θˆ(m))2)|u(m)xt |2
)
dx dt
)
≤ CR.
(3.13)
The next estimate is obtained by differentiating (3.6) in t , multiplying by u¨k(t), summing over
k = 1, . . . , m , and integrating with respect to t from 0 to some τ . This leads to∫ ℓ
0
(
|u(m)tt |2 + |u(m)xt |2 + |u(m)xxt |2
)
(x, τ) dx+
∫ τ
0
∫ ℓ
0
|u(m)xtt |2 dx dt
≤ C
(
1+
∫ τ
0
∫ ℓ
0
|θˆ(m)t |2 dx dt+
5∑
i=1
∫ τ
0
∫ ℓ
0
(
Gi(x, t)
)2
dx dt
)
,
where Gi(x, t) are given by
G1(x, t) =
e
κ
(P(θˆ(m))[q(m)])t,
G2(x, t) = − f ′′(u(m)x )u(m)xt V(θˆ(m))[q(m)],
G3(x, t) = f
′(u(m)x )(V(θˆ(m))[q(m)])t,
G4(x, t) =
1
2
α′′(u(m)x )u
(m)
xt (P(θˆ(m))[q(m)])2
G5(x, t) = α
′(u(m)x )P(θˆ(m))[q(m)] (P(θˆ(m))[q(m)])t.
Using (2.10)–(2.14), (2.23), we can show that C(|u(m)xt |+ |θ(m)t |) is an upper bound for G1, G4
and G5 , as well as
|G2(x, t)| ≤ C |u(m)xt | (1 + θˆ(m) ), |G3(x, t)| ≤ C(|u(m)xt |+ |θ(m)t |)(1 + (θˆ(m))1/6 ).
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Therefore, ∫ ℓ
0
(
|u(m)tt |2 + |u(m)xt |2 + |u(m)xxt |2
)
(x, τ) dx+
∫ τ
0
∫ ℓ
0
|u(m)xtt |2 dx dt
≤ C
(
1+
∫ τ
0
∫ ℓ
0
(
(1 + (θˆ(m))2)|u(m)xt |2 + (1 + (θˆ(m))1/3)|θ(m)t |2
)
dx dt
)
. (3.14)
Combining (3.13) with (3.14) we thus conclude that
∫ ℓ
0
(
1
m
|θ(m)t |2 + |θ(m)x |2 + |u(m)tt |2 + |u(m)xt |2 + |u(m)xxt |2
)
(x, τ) dx
+
∫ τ
0
∫ ℓ
0
(
(1 + (θˆ(m))1/3)|θ(m)t |2 + |u(m)xtt |2
)
dx dt
≤ C
(
1+
∫ τ
0
∫ ℓ
0
(
K2R((u
(m)
xt )
2) + (1 + (θˆ(m))2)|u(m)xt |2
)
dx dt
)
≤ CR, (3.15)
for every m ∈ N and τ ∈ [0, Tm). Keeping R fixed, by letting m → ∞ , and using compact
embedding formulas, we can find functions (u, θ) and a subsequence of (u(m), θ(m)) (still indexed
by m for simplicity) such that
u(m) → u strongly in C([0, ℓ]× [0, T ])
u
(m)
x → ux strongly in C([0, ℓ]× [0, T ])
u
(m)
t → ut strongly in C([0, ℓ]× [0, T ])
u
(m)
xt → uxt strongly in C([0, ℓ]× [0, T ])
u
(m)
tt → utt weakly-star in L∞(0, T ;L2(0, ℓ))
u
(m)
xx → uxx weakly-star in L∞(0, T ;L2(0, ℓ))
u
(m)
xxt → uxxt weakly-star in L∞(0, T ;L2(0, ℓ))
u
(m)
xtt → uxtt weakly in L2((0, ℓ)× (0, T ))
θ(m) → θ strongly in C([0, ℓ]× [0, T ])
θ
(m)
t → θt weakly in L2((0, ℓ)× (0, T ))
θ
(m)
x → θx weakly-star in L∞(0, T ;L2(0, ℓ)).
We can therefore pass to the limit in (3.6)–(3.7) as m → ∞ and conclude that (u, θ) is a
solution of (3.1)–(3.2) with the regularity as in Theorem 2.3. Indeed, the L2 -regularity of θxx
is obtained by comparison with the other terms in (3.2). Moreover, since the terms on the right
hand sides of (3.15) and (3.10) converge strongly, we can pass to the limit and conclude that
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the solution to (3.1)–(3.2) satisfies for every τ ∈ [0, T ] the estimates∫ ℓ
0
(|θx|2 + |utt|2 + |uxt|2 + |uxxt|2) (x, τ) dx+
∫ τ
0
∫ ℓ
0
(
(1 + θˆ1/3)|θt|2 + |uxtt|2
)
dx dt
≤ C
(
1+
∫ τ
0
∫ ℓ
0
(
K2R((uxt)
2) + (1 + θˆ2)|uxt|2
)
dx dt
)
, (3.16)∫ ℓ
0
(|ut|2+|ux|2+|uxx|2) (x, τ) dx+
∫ τ
0
∫ ℓ
0
|uxt|2 dx dt ≤ C
(
1+
∫ τ
0
∫ ℓ
0
|θˆ|2 dx dt
)
. (3.17)
with a constant C independent of R .
3.2 Positivity of temperature
Firstly, note that θˆθ− = 0. Hence, by testing (3.2) by z = −θ− we get
−
∫ ℓ
0
(
CV (θˆ)θtθ
− + µθx(θ
−)x
)
dx = −
∫ ℓ
0
(
νKR(u
2
xt)θ
− + f(ux)(qPt(θˆ)[q]− Vt(θˆ)[q])θ−
)
dx.
Since the two terms on the right-hand side are non-negative, cf. (2.5), using the fact that
CV (KR(θ))θ
− = CV (0)θ
− , we obtain
− CV (0)
∫ ℓ
0
θtθ
− dx−
∫ ℓ
0
µθx(θ
−)x dx ≤ 0, (3.18)
that is,
CV (0)
2
d
dt
∫ ℓ
0
|θ−|2 dx+
∫ ℓ
0
µ
∣∣(θ−)x∣∣2 dx ≤ 0. (3.19)
By Hypothesis 2.1 (v) we have θ−(x, 0) = 0, hence θ−(x, t) = 0 for all (x, t) ∈ (0, ℓ)× (0, T ).
3.3 Estimates independent of R
We test (3.1) by w = ut , (3.2) by z = 1, and sum up. Unlike in (2.6), we obtain the inequality
d
dt
∫ ℓ
0
(
CˆV (θ) +
ρ
2
u2t +
c
2
u2x +
γ
2
u2xx + f(ux)V(θˆ)[q] +
1
2
α(ux)(P(θˆ)[q])2
+
1
2κ
(
eux + P(θˆ)[q]
)2
+ θˆf(ux)(qPθ(θˆ)[q]− Vθ(θˆ)[q])
)
dx ≤ 0, (3.20)
where
CˆV (θ) :=
∫ θ
0
CV (KR(ϑ)) dϑ ≥ c0
(
θ +
3
4
θˆ4/3
)
(3.21)
by virtue of Hypothesis 2.1 (iii). Using (2.10), (2.11), and (2.16) we have |P(θˆ)[q]| ≤ C ,
0 ≤ V(θˆ)[q] ≤ C(1 + θˆ), and θˆf(ux)|(qPθ(θˆ)[q]− Vθ(θˆ)[q])| ≤ C , hence∫ ℓ
0
(
θ + θˆ4/3 + u2t + u
2
x + u
2
xx
)
(x, t) dx
≤ C
(
1 +
∫ ℓ
0
(
CˆV (θ) +
ρ
2
u2t +
( c
2
+
e
2κ
)
u2x +
γ
2
u2xx
)
(x, 0) dx
)
,
August 12, 2018 15
and consequently ∫ ℓ
0
(
θ + θˆ4/3 + u2t + u
2
x + u
2
xx
)
(x, t) dx ≤ C (3.22)
for every t ∈ [0, T ] .
We now introduce a more convenient notation. For p ≥ 1 and v ∈ Lp(0, ℓ) we denote
|v|p =
(∫ ℓ
0
|v(x)|p dx
)1/p
.
Similarly, for v ∈ Lp((0, ℓ)× (0, T )) and τ ∈ [0, T ] we put
‖v‖p,τ =
(∫ τ
0
∫ ℓ
0
|v(x, t)|p dx dt
)1/p
.
We can rewrite the inequalities (3.16)–(3.17) and (3.22) in the form
|θx(τ)|22 + |utt(τ)|22 + |uxt(τ)|22 + |uxxt(τ)|22
+
∫ τ
0
∫ ℓ
0
(1 + θˆ1/3)|θt|2 dx dt + ‖uxtt‖22,τ ≤ C
(
1+‖θˆ‖44,τ+‖uxt‖44,τ
)
, (3.23)
|ut(τ)|22+|ux(τ)|22+|uxx(τ)|22 + ‖uxt‖22,τ ≤ C
(
1+‖θˆ‖22,τ
)
, (3.24)
|θ(τ)|1 + |θˆ(τ)|4/34/3 + |ut(τ)|22 + |ux(τ)|22 + |uxx(τ)|22 ≤ C (3.25)
for every τ ∈ [0, T ] with a constant C > 0 independent of R and τ .
We now repeatedly use the Gagliardo-Nirenberg inequality (see, e. g., [1] for a general in-
formation) in its simplest form, which states that there exists a constant C > 0 such that for
every v ∈ W 1,p(0, ℓ) with p ≥ 1 and every 1 ≤ s < q we have
|v|q ≤ C(|v|s + |v|1−as |vx|ap) , a =
1
s
− 1
q
1 + 1
s
− 1
p
∈ (0, 1). (3.26)
We first observe that for all τ we have, by virtue of (3.25), that
|θˆ(t)|2 ≤ C
(
|θˆ(t)|4/3 + |θˆ(t)|4/54/3|θˆx(t)|1/52
)
≤ C
(
1 + |θx(t)|1/52
)
, (3.27)
hence,
‖θˆ‖22,τ ≤ C(1 + ‖θx‖2/52,τ ). (3.28)
Similarly,
|θˆ(t)|4 ≤ C
(
|θˆ(t)|4/3 + |θˆ(t)|3/54/3|θˆx(t)|2/52
)
≤ C
(
1 + |θx(t)|2/52
)
, (3.29)
hence,
‖θˆ‖44,τ ≤ C(1 + ‖θx‖8/52,τ ). (3.30)
The θx -term on the left-hand side of (3.23) is therefore dominant, and the remaining critical
inequalities read
|θx(τ)|22 + ‖θt‖22,τ + |uxxt(τ)|22 + ‖uxtt‖22,τ ≤ C
(
1+‖θx‖8/52,τ + ‖uxt‖44,τ
)
, (3.31)
‖uxt‖22,τ ≤ C
(
1+‖θx‖2/52,τ
)
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for every τ ∈ [0, T ] . For t ∈ [0, T ] we have by (3.26)
|uxt(t)|4 ≤ C
(
|uxt(t)|2 + |uxt(t)|3/42 |uxxt(t)|1/42
)
. (3.33)
To estimate the right-hand side of (3.33), put
v(t) = |uxt(t)|22. (3.34)
For functions v : [0, T ]→ R and numbers p ≥ 1 we introduce the seminorms
|v|p,τ =
(∫ τ
0
|v(t)|p dt
)1/p
, τ ∈ [0, T ]. (3.35)
For each v ∈ Lp(0, T ), τ ∈ (0, T ] , and t ∈ (0, τ) we have
|v(t)|p ≤ |v(t)|
(
|v(0)|+ sup ess
s∈(0,τ)
|v(s)− v(0)|
)p−1
≤ |v(t)|
(
|v(0)|+
∫ τ
0
|v˙(t)| dt
)p−1
,
hence
|v|p,τ ≤ |v|1/p1,τ (|v(0)|+ |v˙|1,τ)1/p
′
,
1
p
+
1
p′
= 1. (3.36)
This is indeed a variant of the Gagliardo-Nirenberg inequality (3.26) for the case that the initial
condition is under control.
With the choice (3.34), we can rewrite (3.33) in the form
|uxt(t)|44 ≤ C
(|v(t)|2 + |v(t)|3/2|uxxt(t)|2) , (3.37)
hence,
‖uxt‖44,τ ≤ C
(
|v|22,τ + |v|3/23/2,τ sup ess
t∈(0,τ)
|uxxt(t)|2
)
. (3.38)
Using (3.36) in (3.38) successively for p = 2 and p = 3/2 and considering the fact that
|v˙|1,τ = 2
∫ τ
0
∫ ℓ
0
|uxt(x, t)uxtt(x, t)| dx dt ≤ 2‖uxt‖2,τ‖uxtt‖2,τ ,
we obtain
|v|22,τ ≤ C|v|1,τ(1 + |v˙|1,τ) ≤ C‖uxt‖22,τ (1 + ‖uxt‖2,τ‖uxtt‖2,τ ). (3.39)
From (3.32) it follows that
|v|22,τ ≤ C(1 + ‖θx‖3/52,τ ‖uxtt‖2,τ ). (3.40)
Similarly as in (3.39) we have
|v|3/23/2,τ ≤ C|v|1,τ(1 + |v˙|1,τ )1/2 ≤ C‖uxt‖22,τ (1 + ‖uxt‖2,τ‖uxtt‖2,τ)1/2, (3.41)
so that
|v|3/23/2,τ ≤ C(1 + ‖θx‖1/22,τ ‖uxtt‖1/22,τ ). (3.42)
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It follows from (3.31), (3.38), (3.40), (3.42) that for every τ ∈ [0, T ] we have
sup ess
t∈(0,τ)
|θx(t)|22 + ‖θt‖22,τ + sup ess
t∈(0,τ)
|uxxt(t)|22 + ‖uxtt‖22,τ ≤ C
(
1+‖θx‖8/52,τ + ‖uxt‖44,τ
)
≤ C(1 + ‖θx‖8/52,τ + ‖θx‖3/52,τ ‖uxtt‖2,τ + ‖θx‖1/22,τ ‖uxtt‖1/22,τ sup ess
t∈(0,τ)
|uxxt(t)|2
)
. (3.43)
The elementary Young inequality a1/2b1/2c ≤ Ca2 + η(b2 + c2) with a suitably small η enables
us to reduce the inequality (3.43) to
sup ess
t∈(0,τ)
|θx(t)|22 + ‖θt‖22,τ + sup ess
t∈(0,τ)
|uxxt(t)|22 + ‖uxtt‖22,τ ≤ C
(
1+‖θx‖22,τ
)
, (3.44)
and the Gronwall argument yields
sup ess
t∈(0,τ)
|θx(t)|22 + ‖θt‖22,τ + sup ess
t∈(0,τ)
|uxxt(t)|22 + ‖uxtt‖22,τ ≤ C. (3.45)
Standard embedding theorems imply that θ, uxt ∈ C([0, ℓ] × [0, T ]) , and their sup-norm is
bounded by a constant C∗ independent of R . If we choose R > 1 + C
2
∗
, we see that the
cut-off functions in (3.1)–(3.2) are not active and the solution of (3.1)–(3.2) that we have
constructed by Galerkin approximations is a solution of (2.1)–(2.2), too. This concludes the
proof of Theorem 2.3.
4 Inversion of time-dependent Preisach operators
Let Ψ : RL × R+ × R → R be a measurable function. The parameter-dependent Preisach
operator P : C([0, T ];RL)×C[0, T ]→ C[0, T ] with density Ψ(u, r, v) is defined by the integral
formula
P(u)[q](t) =
∫
∞
0
∫ ξr(t)
0
Ψ(u(t), r, v) dv dr, (4.1)
for u ∈ C([0, T ];RL) and q ∈ C[0, T ] , where ξr = pr[q] stands for the solution of the variational
inequality (1.1).
To ensure that the definition (4.1) is meaningful, it is convenient to reduce the set of
admissible functions Ψ by assuming the following:
Hypothesis 4.1. For all u ∈ RL we have
(i) 0 ≤ Ψ(u, r, v) ≤ µ(r) a.e., where µ ∈ L1(0,∞) and M = ∫∞
0
µ(r) dr ;
(ii) ‖∇uΨ(u, r, v)‖ ≤ K(r, v) a.e., where K ∈ L1((0,∞) × R) , ‖ · ‖ denotes the Euclidean
norm in RL , and
M1 =
∫
∞
0
∫
∞
−∞
K(r, v) dv dr.
Under these conditions, one can show that the operator P is Lipschitz continuous (see [12]).
More specifically, we endow the space C[0, T ] with a family of seminorms
|w|[s,t] := sup
τ∈[s,t]
|w(τ)|.
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Then, for q1, q2 ∈ C[0, T ] , u1,u2 ∈ C([0, T ];RL), and t ∈ [0, T ] , we have∣∣P(u1)[q1](t)− P(u2)[q2](t)∣∣ ≤M |q1 − q2|[0,t] +M1 ‖u1(t)− u2(t)‖
It is worth mentioning that in [12] the theory of parameter-dependent Preisach operator is
developed in a more general setting of regulated functions (i.e., functions having only disconti-
nuities of the first kind).
Next, we recall the inversion formula proved in [12].
Theorem 4.2. Assume that a measurable function Ψ : RL×R+×R→ R satisfies Hypothesis
4.1. Let u, uˆ ∈ C([0, T ];RL) , w, wˆ ∈ C[0, T ] be given. Then there exist solutions q, qˆ ∈
C[0, T ] of the equations
q(t) + P(u)[q](t) = w(t),
qˆ(t) + P(uˆ)[qˆ](t) = wˆ(t),
t ∈ [0, T ], (4.2)
and the inequality
|q(t)− qˆ(t)| ≤ eM ( |w − wˆ|[0,t] +M1 ‖u− uˆ‖[0,t] ) (4.3)
holds for each t ∈ [0, T ] . If, in addition, u and w are absolutely continuous, then the solution
q is absolutely continuous.
Theorem 4.2 deals precisely with the situation in equation (1.22), where u = (ε, θ),
w =
eε
κf(ε)
,
and
Ψ(u, r, v) =
1 + κα(ε)
κf(ε)
ψ(θ, r, v) dv dr.
In this case, Hypotheses 2.1 and 2.2 guarantee that Hypotheses 4.1 are satisfied.
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