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DISTANCE-SQUARED MAPPINGS
SHUNSUKE ICHIKI AND TAKASHI NISHIMURA
Abstract. A distance-squared function is one of the most significant func-
tions in the application of singularity theory to differential geometry. In this
paper, we define naturally extended mappings of distance-squared functions,
wherein each component is a distance-squared function. We investigate the
properties of these mappings from the viewpoint of differential topology.
1. Introduction
Let Rn be the n-dimensional Euclidean space; thus, a point x ∈ Rn is n-tuple
x = (x1, . . . , xn) of real numbers. Let d : R
n × Rn → R be the n-dimensional
Euclidean distance,
d(x, y) =
√√√√ n∑
i=1
(xi − yi)2,
where x = (x1, . . . , xn) and y = (y1, . . . , yn). Let p be a given point in R
n. The
mapping dp : R
n → R, defined by dp(x) = d(p, x), is called a distance function.
Definition 1.1. Let p1, . . . , pℓ (ℓ ≥ 1) be ℓ given points in Rn. The mapping
d(p1,...,pℓ) : R
n → Rℓ defined by
d(p1,...,pℓ)(x) = (d(p1, x), . . . , d(pℓ, x)),
is called a distance mapping.
A distance mapping is one in which each component is a distance function.
Let Sn be the n-dimensional unit sphere in Rn+1.
Proposition 1.1. Let i : S1 → i(S1) ⊂ R2 be a homeomorphism. Then, there
exist two points p1,p2 ∈ i(S1) such that d(p1,p2) ◦ i is a homeomorphism to its image(
d(p1,p2) ◦ i
)
(S1).
Proposition 1.1 is proved in Section 4. Although Proposition 1.1 is applicable
even if a mapping i is not differentiable (see Figure 1), it appears difficult to derive
higher-dimensional extensions of the proposition.
On the other hand, the differentiable version of higher-dimensional extensions
can be obtained as follows. All manifolds and mappings in this paper belong to class
C∞ except in Proposition 1.1 and the homeomorphism
√
: Rℓ+ → Rℓ+ defined
below.
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Figure 1. Figure of a mapping i : S1 → R2 for which Proposition
1.1 can be applied.
Definition 1.2. Let p1, . . . , pℓ (ℓ ≥ 1) be ℓ given points in Rn. The mapping
D(p1,...,pℓ) : R
n → Rℓ defined by
D(p1,...,pℓ)(x) = (d
2(p1, x), . . . , d
2(pℓ, x)),
is called a distance-squared mapping.
Note that D(p1,...,pℓ) always has a singular point if ℓ ≤ n. Nevertheless, Theorems
1.1 and 1.2 below hold.
Theorem 1.1. Let M be an m-dimensional closed manifold (m ≥ 1), and let
i : M → Rℓ (m+ 1 ≤ ℓ) be an embedding. Then, there exist p1, . . . , pm+1 ∈ i(M),
pm+2, . . . , pℓ ∈ Rℓsuch that D(p1,...,pℓ) ◦ i :M → Rℓ is an embedding.
Corollary 1.1. Let M be an m-dimensional closed manifold (m ≥ 1), and let
i : M → Rm+1 be an embedding. Then, there exist p1, . . . , pm+1 ∈ i(M) such that
D(p1,...,pm+1) ◦ i :M → Rℓ is an embedding.
Define Rℓ+ = {(x1, . . . , xℓ) | xi ≥ 0 (1 ≤ i ≤ ℓ)} and let √ : Rℓ+ → Rℓ+ be
the homeomorphism defined by
√
(x1, . . . , xℓ) = (
√
x1, . . . ,
√
xℓ). It is clear that
d(p1,...,pℓ) =
√ ◦D(p1,...,pℓ). Thus, the following corollary holds:
Corollary 1.2. Let M be an m-dimensional closed manifold (m ≥ 1), and let
i : M → Rℓ (m+ 1 ≤ ℓ) be an embedding. Then, there exist p1, . . . , pm+1 ∈ i(M),
pm+2, . . . , pℓ ∈ Rℓsuch that d(p1,...,pℓ) ◦ i : M →
(
d(p1,...,pℓ) ◦ i
)
(M) ⊂ Rℓ is a
homeomorphism.
Let M and N be manifolds. An immersion f :M → N is said to be with normal
crossings at a point y ∈ N if f−1(y) is a finite set {x1, x2, . . . , xk} and for any
subsets {λ1, λ2, . . . , λs} ⊂ {1, 2, . . . , k} (s ≤ k),
codim
( s⋂
j=1
dfxλj (TxλjM)
)
=
s∑
j=1
codim (dfxλj (TxλjM)),
where codimH = dimTyN − dimH for any given linear subspace H of TyN . An
immersion f : M → N is said to be with normal crossings if f is a mapping with
normal crossings at any point y ∈ N .
Theorem 1.2. Let M be an m-dimensional closed manifold (m ≥ 1), and let
i :M → Rℓ (m+ 1 ≤ ℓ) be an immersion with normal crossings. Then, there exist
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p1, . . . , pm+1 ∈ i(M), pm+2, . . . , pℓ ∈ Rℓ such that D(p1,...,pℓ) ◦ i : M → Rℓ is an
immersion with normal crossings.
Corollary 1.3. Let M be an m-dimensional closed manifold (m ≥ 1), and let i :
M → Rm+1 be an immersion with normal crossings. Then, there exist p1, . . . , pm+1 ∈
i(M) such that D(p1,...,pm+1)◦i :M → Rm+1 is an immersion with normal crossings.
L-points p1, . . . , pℓ ∈ Rn (1 ≤ ℓ ≤ n + 1) are said to be in general position if
ℓ = 1 or −−→p1p2, . . . ,−−→p1pℓ (2 ≤ ℓ ≤ n+ 1) are linearly independent.
A mapping f : Rn → Rℓ is said to be A-equivalent to a mapping g : Rn → Rℓ if
there exist diffeomorphisms ϕ : Rn → Rn and ψ : Rℓ → Rℓ such that ψ◦f ◦ϕ−1 = g.
A mapping f : Rn → Rℓ (ℓ ≤ n) is called the normal form of definite fold
mappings if f(x1, . . . , xn) = (x1, . . . , xℓ−1, x
2
ℓ + · · ·+ x2n).
The properties of distance-squared mappings are of significance in the proofs
of Theorems 1.1 and 1.2. It turns out that distance-squared mappings are A-
equivalent to the normal form of definite fold mappings if ℓ-points p1, . . . , pℓ ∈ Rn
(2 ≤ ℓ ≤ n) are in general position (see Proposition 2.1).
In Section 2, several preliminaries for the proofs of Theorems 1.1, 1.2 and Propo-
sition 1.1 are given. The proofs of Theorems 1.1 and 1.2 are given in Section 3.
Finally, in Section 4, the proof of Proposition 1.1 is given for the sake of readers’
convenience.
2. Preliminaries
2.1. Preliminaries for the proofs of Theorems 1.1 and 1.2.
Proposition 2.1.
(I) Let ℓ,n be integers such that 2 ≤ ℓ ≤ n, and let p1, . . . , pℓ ∈ Rn be in general
position. Then, D(p1,...,pℓ) : R
n → Rℓ is A-equivalent to the normal form of definite
fold mappings.
(II) Let ℓ,n be integers such that 1 ≤ n < ℓ, and let p1, . . . , pn+1 ∈ Rn be in
general position. Then, D(p1,...,pℓ) : R
n → Rℓ is A-equivalent to the inclusion
(x1, . . . , xn) 7→ (x1, . . . , xn, 0, . . . , 0).
Proof in the case ℓ = n = 2. Since the proof requires various elementary
coordinate transformations, we first prove Proposition 2.1 in the case ℓ = n = 2 for
the sake of clearness. By definition, the mapping D(p1,p2) has the following form:
D(p1,p2)(x1, x2)
=
(
(x1 − p11)2 + (x2 − p12)2, (x1 − p21)2 + (x2 − p22)2)
)
=
(
x21 + x
2
2 − 2 (p11x1 + p12x2) + p211 + p212 ,
x21 + x
2
2 − 2 (p21x1 + p22x2) + p221 + p222
)
.
As Step 1, we remove the quadratic terms in one component. This can be done
by composing an affine diffeomorphism h1 of the target space. We may assume
that the composition h1 ◦D(p1,p2) has the following form:
(h1 ◦D(p1,p2))(x1, x2)
=
( 2∑
j=1
(p2j − p1j)(xj − p1j),
2∑
j=1
(xj − p1j)2
)
.
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As Step 2, we reduce the first component to a linear function. This can be done
by composing the affine diffeomorphism h2(x1, x2) = (x1 + p11, x2 + p12) of the
source space. The composition has the following form:
(h1 ◦D(p1,p2) ◦ h2)(x1, x2)
=
(
(p21 − p11)x1 + (p22 − p12)x2, x21 + x22
)
.
As Step 3, we reduce the linear function (p21 − p11)x1 + (p22 − p12)x2 to x1.
Since p1, p2 are in general position, this can be done easily by composing an affine
diffeomorphism h3 of the target space and a linear diffeomorphism h4 of the source
space. We may assume that the composition has the following form:
(h3 ◦ h1 ◦D(p1,p2) ◦ h2 ◦ h4)(x1, x2) =
(
x1, (x1 + αx2)
2
+ x22
)
.
As Step 4, we complete the square of the second component with respect to the
variable x2 as follows:
(x1 + αx2)
2
+ x22 = x
2
1 + 2αx1x2 + α
2x22 + x
2
2
=
(
1 + α2
)(
x2 +
α
(1 + α2)
x1
)2
+
(
1− α
2
(1 + α2)
)
x21.
As Step 5, eliminating the term
(
1− α2(1+α2)
)
x21 is done by composing a nonlinear
diffeomorphism h5 of the target space.
As the final step, the quadratic form
(
1 + α2
)(
x2 +
α
(1 + α2)
x1
)2
is reduced to x22 by composing an affine diffeomorphism h6 of the source space. ✷
Proof of (I) in general case. Let H1 : R
ℓ → Rℓ be the diffeomorphism given
by
H1(X1, X2, . . . , Xℓ)
=
(
1
2
(
X1 −X2 +
n∑
j=1
(p1j − p2j)2
)
, . . . ,
1
2
(
X1 −Xℓ +
n∑
j=1
(p1j − pℓj)2
)
, X1
)
.
The composition of D(p1,...,pℓ) and H1 is given by
(H1 ◦D(p1,...,pℓ))(x1, x2, . . . , xn)
=
( n∑
j=1
(p2j − p1j)(xj − p1j), . . . ,
n∑
j=1
(pℓj − p1j)(xj − p1j),
n∑
j=1
(xj − p1j)2
)
.
Let H2 : R
n → Rn be the diffeomorphism defined by
H2(x1, x2, . . . , xn) = (x1 + p11, x2 + p12, . . . , xn + p1n).
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The composition of H1 ◦D(p1,...,pℓ) and H2 is given by
(H1 ◦D(p1,...,pℓ) ◦H2)(x1, x2, . . . , xn)
=
( n∑
j=1
(p2j − p1j)xj , . . . ,
n∑
j=1
(pℓj − p1j)xj ,
n∑
j=1
x2j
)
=
(
x1 x2 · · · xn
)

p21 − p11 · · · pℓ1 − p11 x1
p22 − p12 · · · pℓ2 − p12 x2
...
...
...
...
...
...
p2n − p1n · · · pℓn − p1n xn
 .
Set
A =

p21 − p11 · · · pℓ1 − p11
p22 − p12 · · · pℓ2 − p12
...
...
...
...
p2n − p1n · · · pℓn − p1n
 .
Since ℓ-points p1, . . . , pℓ are in general position, it is clear that the rank of A is
ℓ−1. Hence, by composiong linear coordinate transformations if necessary, we may
assume that there exists an (ℓ − 1)× (ℓ− 1) regular matrix B such that
AB =

1 0
. . .
0 1
α11 · · · α1,ℓ−1
...
...
αn−ℓ+1,1 · · · αn−ℓ+1,ℓ−1

.
Let H3 : R
ℓ → Rℓ be the diffeomorphism defined by
H3(X1, X2, . . . , Xℓ) =
(
X1 X2 · · · Xℓ
)

0
B
...
0
0 · · · 0 1
 .
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The composition of H3 and H1 ◦D(p1,...,pℓ) ◦H2 is given by
(H3 ◦H1 ◦D(p1,...,pℓ) ◦H2)(x1, x2, . . . , xn)
=
(
x1 x2 · · · xn
)

x1
x2
A
...
...
xn


0
B
...
0
0 · · · 0 1

=
(
x1 x2 · · · xn
)

1 0 x1
. . .
...
0 1 xℓ−1
α11 · · · α1,ℓ−1 xℓ
...
...
...
αn−ℓ+1,1 · · · αn−ℓ+1,ℓ−1 xn

=
(
x1 +
n−ℓ+1∑
j=1
αj1xℓ+j−1, . . . , xℓ−1 +
n−ℓ+1∑
j=1
αj,ℓ−1xℓ+j−1,
n∑
j=1
x2j
)
.
Then, we have
(
x1 +
n−ℓ+1∑
j=1
αj1xℓ+j−1, . . . , xℓ−1 +
n−ℓ+1∑
j=1
αj,ℓ−1xℓ+j−1, xℓ, . . . , xn
)
=
(
x1 x2 · · · xn
)

1
. . .
0 0
1
α11 · · · α1,ℓ−1 1
...
... 0
. . .
...
...
...
. . .
αn−ℓ+1,1 · · · αn−ℓ+1,ℓ−1 0 · · · 0 1

.
Set
C =

1
. . .
0 0
1
α11 · · · α1,ℓ−1 1
...
... 0
. . .
...
...
...
. . .
αn−ℓ+1,1 · · · αn−ℓ+1,ℓ−1 0 · · · 0 1

.
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The inverse matrix of C is the following:
C−1 =

1
. . .
0 0
1
−α11 · · · −α1,ℓ−1 1
...
... 0
. . .
...
...
...
. . .
−αn−ℓ+1,1 · · · −αn−ℓ+1,ℓ−1 0 · · · 0 1

.
Let H4 : R
n → Rn be the diffeomorphism defined by
H4(x) = xC
−1.
The composition of H3 ◦H1 ◦D(p1,...,pℓ) ◦H2 and H4 is as follows:
(H3 ◦H1 ◦D(p1,...,pℓ) ◦H2 ◦H4)(x1, x2, . . . , xn)
=
(
x1, x2, . . . , xℓ−1,
ℓ−1∑
k=1
(
xk −
n−ℓ+1∑
j=1
αjkxℓ+j−1
)2
+
n∑
k=ℓ
x2k
)
.
By completing the square of the last component function with respect to variables
xℓ, . . . , xn, we have the following:
ℓ−1∑
k=1
(
xk −
n−ℓ+1∑
j=1
αjkxℓ+j−1
)2
+
n∑
k=ℓ
x2k
=
n∑
j=ℓ
(
ℓ−1∑
k=1
α2jk + 1
)xj − 1(∑ℓ−1
k=1 α
2
jk + 1
) ℓ−1∑
k=1
αj−ℓ+1,kxk
2
+
ℓ−1∑
k=1
 ∑nj=ℓ α2j−ℓ+1,k(∑ℓ−1
k=1 α
2
jk + 1
) + 1
x2k
Let H5 : R
ℓ → Rℓ be the diffeomorphism defined by
H5(X1, X2, . . . , Xℓ)
=
X1, X2, . . . , Xℓ−1, Xℓ − ℓ−1∑
k=1
 ∑nj=ℓ α2j−ℓ+1,k(∑ℓ−1
k=1 α
2
jk + 1
) + 1
X2k
 .
The composition of H5 and H3 ◦H1 ◦D(p1,...,pℓ) ◦H2 ◦H4 is as follows:
(H5 ◦H3 ◦H1 ◦D(p1,...,pℓ) ◦H2 ◦H4)(x1, x2, . . . , xn)
=
x1, x2, . . . , xℓ−1, n∑
j=ℓ
(
ℓ−1∑
k=1
α2jk + 1
)xj − 1(∑ℓ−1
k=1 α
2
jk + 1
) ℓ−1∑
k=1
αj−ℓ+1,kxk
2
 .
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Let H6 : R
n → Rn be the diffeomorphism defined by
H6(x1, x2, . . . , xn)
=
(
x1, . . . , xℓ−1,
xℓ√
rℓ
+ ϕℓ(x1, . . . , xℓ−1), . . . ,
xn√
rn
+ ϕn(x1, . . . , xℓ−1)
)
,
where rj =
∑ℓ−1
k=1 α
2
jk + 1 and ϕj(x1, . . . , xℓ−1) =
1
(
∑ℓ−1
k=1
α2
jk
+1)
∑ℓ−1
k=1 αj−ℓ+1,kxk
(ℓ ≤ j ≤ n). It follows that
(H5 ◦H3 ◦H1 ◦D(p1,...,pℓ) ◦H2 ◦H4 ◦H6)(x1, x2, . . . , xn)
= (x1, x2, . . . , xℓ−1, x
2
ℓ + · · ·+ x2n).
✷
Proof of (II). Since n < ℓ and p1, . . . , pn+1 are in general position, there
exists an (ℓ− 1)× (ℓ− 1) regular matrix B˜ such that
AB˜ =
1 0 0 · · · 0. . . ... ...
0 1 0 · · · 0
 ,
where the matrix A is the same as in the proof of (I). Similarly as the proof of (I)
of Proposition 2.1, the composition H3 ◦H1 ◦D(p1,...,pℓ) ◦H2 is as follows:
(H3 ◦H1 ◦D(p1,...,pℓ) ◦H2)(x1, x2, . . . , xn)
=
(
x1 x2 · · · xn
)

x1
x2
A
...
...
xn


0
B˜
...
0
0 · · · 0 1

=
(
x1 x2 · · · xn
)1 0 0 · · · 0 x1. . . ... ... ...
0 1 0 · · · 0 xn

=
(
x1, . . . , xn, 0, . . . , 0,
n∑
j=1
x2j
)
.
Let H˜4 : R
ℓ → Rℓ be the diffeomorphism defined by
H˜4(X1, X2, . . . , Xℓ) =
X1, . . . , Xn, . . . , Xℓ−1, Xℓ − n∑
j=1
X2j
 .
It follows that
(H˜4 ◦H3 ◦H1 ◦D(p1,...,pℓ) ◦H2)(x1, x2, . . . , xn)
= (x1, x2, . . . , xn, 0, . . . , 0).
✷
We have the following as a corollary of Proposition 2.1 (I).
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Corollary 2.1. In the case that n = ℓ (≥ 2), let p1, . . . , pℓ ∈ Rℓ (p1ℓ = · · · = pℓℓ =
a) be in general position. Then, there exists a diffeomorphism H : Rℓ → Rℓ such
that H ◦D(p1,...,pℓ) is a definite fold mapping whose singular set is the hyperplane
R
ℓ−1 × {a}.
Proof. The composition H1 ◦D(p1,...,pℓ) can be expressed as follows:
(H1 ◦D(p1,...,pℓ))(x1, x2, . . . , xℓ)
=
t
x1 − p11
...
...
xℓ − a


p21 − p11 · · · pℓ1 − p11 x1 − p11
p22 − p12 · · · pℓ2 − p12 x2 − p12
...
...
...
p2,ℓ−1 − p1,ℓ−1 · · · pℓ,ℓ−1 − p1,ℓ−1 xℓ−1 − p1,ℓ−1
0 · · · 0 xℓ − a
 ,
where
t
A˜ means the transposed matrix of A˜. The composition of H3 and H1 ◦
D(p1,...,pℓ) is as follows:
(H3 ◦H1 ◦D(p1,...,pℓ))(x1, x2, . . . , xℓ)
=
(
x1 − p11, . . . , xℓ−1 − p1,ℓ−1,
ℓ−1∑
j=1
(xj − p1j)2 + (xℓ − a)2
)
.
Let H ′4 : R
ℓ → Rℓ be the diffeomorphism defined by
H ′4(X1, X2, . . . , Xℓ) =
X1 + p11, . . . , Xℓ−1 + p1,ℓ−1, Xℓ − ℓ−1∑
j=1
X2j + a
 .
Set H = H ′4 ◦H3 ◦H1, and we have the following:
(H ◦D(p1,...,pℓ))(x1, x2, . . . , xℓ)
= (x1, x2, . . . , xℓ−1, (xℓ − a)2 + a).
✷
Lemma 2.1 ([1, 2]). Let M be a closed manifold and let i : M → Rℓ be an
immersion with normal crossings. Then, there exists a subset Σ ⊂ L(Rℓ,R) of
Lebesgue measure 0 such that for any π ∈ L(Rℓ,R) − Σ, the composition π ◦ i :
M → R is a Morse function, where L(Rℓ,R) stands for the space of linear functions
R
ℓ → R.
Let M be a closed manifold and let i : M → Rℓ be an immersion with normal
crossings. Then, by Lemma 2.1 there exists a linear function π : Rℓ → R:
π(x) =
ℓ∑
j=1
ujxj (u = (u1, . . . , uℓ), x = (x1, . . . , xℓ))
such that π ◦ i : M → R is a Morse function. By a change of basis of the linear
space Rℓ if necessary, we may assume that u = (0, . . . , 0, 1). Note that π(x) = xℓ,
π ◦ i = iℓ (i = (i1, . . . , iℓ)). Since M is compact and π ◦ i is continuous, π ◦ i has the
minimal value k0. It is clear that k0 is a critical value of π ◦ i. Since π ◦ i is a Morse
function, the set (π ◦ i)−1(k0) consists of only one point q. Let (U,ϕ, (t1, . . . , tm))
be a coordinate neighborhood of q. By shrinking U sufficiently small if necessary,
we may assume that i|(U) : U → Rℓ is an embedding.
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We show first that near q a coordinate system can be chosen so that i(M) can
be expressed locally as a graph of a map Rm → Rℓ−m. Let (Ji)q be the Jacobian
matrix of the mapping i at q. Note that
∂(iℓ ◦ ϕ−1)
∂tj
(ϕ(q)) = 0
for any j (1 ≤ j ≤ m). Thus, we have
(0, . . . , 0, 1)(Ji)q = (0, . . . , 0).
By a change of basis of the linear space Rℓ if necessary, we may assume that the
matrix
(Em | O)(Ji)q
is invertible, where Em is the m ×m unit matrix and O is the zero m × (ℓ −m)
matrix.
Consider the mapping ψ : ϕ(U)→ Rm × {0} ⊂ Rℓ defined by
ψ = (i1 ◦ ϕ−1, . . . , im ◦ ϕ−1).
It follows that (Jψ)ϕ(q) is invertible. By the inverse function theorem, there exist
an open neighborhood V of ϕ(q) and an open neighborhood V˜ of ψ (ϕ(q)) such
that ψ : V → V˜ is a diffeomorphism. We may suppose that V and V˜ are connected
and V ⊂ ϕ(U). Then, i(ϕ−1(V )) can be expressed as follows:
i(ϕ−1(V )) = {(x, ξm+1(x), . . . , ξℓ(x)) ∈ Rℓ | x ∈ V˜ },
where x = (x1, . . . , xm) and ξj = ij ◦ ϕ−1 ◦ ψ−1 for any j (m+ 1 ≤ j ≤ ℓ).
Set
k1 = sup
q′∈ϕ−1(V )
iℓ(q
′).
Then, k1 > k0, and i
−1
ℓ (r) is a non-empty set for any r ∈ [k0, k1). SinceM−ϕ−1(V )
is compact and iℓ is continuous, there exists a minimal value k2 of iℓ. This value
satisfies k2 > k0.
Set
k3 = min
{
k0 + 1, k0 +
k2 − k0
3
, k1
}
.
Lemma 2.2. There exists a real number a ∈ (k0, k3) such that there exist (m+1)-
points in general position in i(M) ∩ (Rℓ−1 × {a}).
Proof. Suppose that m ≥ 2. By Sard’s theorem, there exists a real number
a ∈ (k0, k3) such that a is a regular value of the mapping iℓ : M → R. Since a
real number a is also an element of (k0, k1), we get i
−1
ℓ (a) 6= ∅. Hence, i−1ℓ (a) is an
(m− 1)-dimensional closed manifold. Note that i(i−1ℓ (a)) = i(M) ∩ (Rℓ−1 × {a}).
Let n0 be the maximal value of the number of points which are in general position
in i(i−1ℓ (a)). It is clear that n0 ≥ 2. Let p1, . . . , pn0 be n0-points in general position
in i(i−1ℓ (a)), and set
W =
{ n0∑
j=2
αj
−−→p1pj | αj ∈ R
}
.
Then, i(i−1ℓ (a)) ⊂ W and dim W = n0 − 1. Since i |i−1
ℓ
(a): i
−1
ℓ (a) → W is an
immersion and i−1ℓ (a) is closed, it follows that m− 1 < n0 − 1.
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Suppose that m = 1. Since V˜ is a bounded connected open set of R, we can set
V˜ = (b1, b2). Then, the set i(ϕ
−1(V )) can be expressed as follows:
i(ϕ−1(V )) = {(x, ξ2(x), . . . , ξℓ(x)) ∈ Rℓ | x ∈ (b1, b2)}.
Note that b1 < i1(q) < b2. Define the following two closed intervals:
B1 =
[
b1 +
i1(q)− b1
2
, i1(q)
]
,
B2 =
[
i1(q), i1(q) +
b2 − i1(q)
2
]
.
Then,
ξℓ
(
b1 +
i1(q)− b1
2
)
> ξℓ(i1(q)) = k0,
ξℓ
(
i1(q) +
b2 − i1(q)
2
)
> ξℓ(i1(q)) = k0.
We set
a = min
{
ξℓ
(
b1 +
i1(q)− b1
2
)
, ξℓ
(
i1(q) +
b2 − i1(q)
2
)
,
k0 + k3
2
}
.
It follows that a ∈ (k0, k3). Since B1 and B2 are compact and ξℓ is continuous,
by the intermediate value theorem, there exists a real number c1 ∈ B1 such that
ξℓ(c1) = a and there exists a real number c2 ∈ B2 such that ξℓ(c2) = a. Since
c1 6= c2, there exist at least two points (c1, ξ2(c1), . . . , ξℓ(c1)), (c2, ξ2(c2), . . . , ξℓ(c2))
in i(M) ∩ (Rℓ−1 × {a}). ✷
2.2. Preliminaries for the proof of Proposition 1.1. The proof of Proposition
1.1 requires the following four lemmas.
Lemma 2.3 ([3], p.354). Let A ⊂ R2 be a closed convex set, and let x be a point
in the boundary ∂A of A. Then, there exist the following sets
L = {(x1, x2) ∈ R2 | αx1 + βx2 + γ = 0},
L≤ = {(x1, x2) ∈ R2 | αx1 + βx2 + γ ≤ 0}
such that x ∈ L, A ⊂ L≤ (α 6= 0 or β 6= 0).
Lemma 2.4 ([3], p.339). Let A be a subset of R2. Then, for any point x = (x1, x2)
in the convex hull conv(A) of A, there exist three points q1 = (q11, q12), q2 =
(q21, q22), q3 = (q31, q32) ∈ A and real numbers t1,t2,t3 such that
x1 = t1q11 + t2q21 + t3q31
x2 = t1q12 + t2q22 + t3q32
(t1 ≥ 0, t2 ≥ 0, t3 ≥ 0, t1 + t2 + t3 = 1).
Lemma 2.5 ([3], p.343). Let A be a subset of R2 homeomorphic to S1. Then,
∂conv(A) is homeomorphic to S1.
Now, we define the following mapping which is important in the proof of Propo-
sition 1.1.
Definition 2.1. Let πθ : i(S
1)→ R be the mapping defined by
πθ(x1, x2) = (cos θ)x1 + (sin θ)x2.
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Since i(S1) is compact and πθ is continuous, πθ has the maximal value kθ. Then,
(I) or (II) holds.
(I) For any θ ∈ [0, 2π), the set π−1θ (kθ) has only one point.
(II) There exists θ ∈ [0, 2π) such that the set π−1θ (kθ) has at least two points.
Lemma 2.6. In the circumstance of (I), i(S1) = ∂conv(i(S1)).
Proof. First, we prove that ∂conv(i(S1)) ⊂ i(S1). Suppose that there exists
a ∈ ∂conv(i(S1)) such that a 6∈ i(S1) (a = (a1, a2)). Then, by Lemma 2.3, there
exist the following sets:
L = {(x1, x2) ∈ R2 | αx1 + βx2 + γ = 0},
L≤ = {(x1, x2) ∈ R2 | αx1 + βx2 + γ ≤ 0}
such that a ∈ L, conv(i(S1)) ⊂ L≤. By changing the origin and basis of the linear
space R2 if necessary, we may assume that
a = (0, 0),
L = R× {0},
L≤ = R× {x ∈ R | x ≤ 0}.
Note that (a1, a2) = (0, 0), and by Lemma 2.4 there exist three points q1 =
(q11, q12), q2 = (q21, q22), q3 = (q31, q32) ∈ i(S1) and real numbers t1,t2,t3 such that
t1q11 + t2q21 + t3q31 = 0(1)
t1q12 + t2q22 + t3q32 = 0(2)
(t1 ≥ 0, t2 ≥ 0, t3 ≥ 0, t1 + t2 + t3 = 1).
Note that q12 ≤ 0, q22 ≤ 0, q32 ≤ 0, and there exists j (1 ≤ j ≤ 3) such that
qj2 = 0. Then, we may assume that q12 = 0.
Thus, the maximal value of the mapping ππ/2 is 0. Since the set π
−1
π/2(0) has
only one point, it follows that q22 < 0, q32 < 0. Hence, by (2), it is necessary that
t2 = t3 = 0. Since we have t1 = 1, we obtain a = q1 by (1) and (2). This is
inconsistent with a 6∈ i(S1).
Next, we prove that i(S1) ⊂ ∂conv(i(S1)). Suppose that there exists a ∈ i(S1)
such that a 6∈ ∂conv(i(S1)). Since ∂conv(i(S1)) ⊂ i(S1), we obtain ∂conv(i(S1)) ⊂
i(S1) − {a}. This means that ∂conv(i(S1)) is not homeomorphic to S1. This is
inconsistent with Lemma 2.5. ✷
3. Proofs of Theorems 1.1 and 1.2
Except the last parts, the proof of Theorem 1.1 is completely the same as the
proof of Theorem 1.2 as follows.
By Lemma 2.1 there exists a linear function π : Rℓ → R:
π(x) =
ℓ∑
j=1
ujxj (u = (u1, . . . , uℓ), x = (x1, . . . , xℓ))
such that π ◦ i : M → R is a Morse function. Let k0 be the minimal value of
π ◦ i and let q ∈ M be the unique point satisfying (π ◦ i)(q) = k0 as in Section 2.
Then, by Lemma 2.2, there exists a real number a ∈ (k0, k3) such that there exist
(m+ 1)-points p1, . . . , pm+1 in general position in i(M) ∩ (Rℓ−1 × {a}). Then, we
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take ℓ− (m+1)-points pm+2, . . . , pℓ ∈ Rℓ−1×{a} such that ℓ-points p1, . . . , pℓ are
in general position.
Note that p1ℓ = · · · = pℓℓ = a. Thus, by Corollary 2.1, the mappingH◦D(p1,...,pℓ)
is a definite fold mapping whose singular set is the hyperplane Rℓ−1 × {a}. Hence,
any singular point of (H◦D(p1,...,pℓ)) |i(M) must be contained in i(M)∩(Rℓ−1×{a}).
Moreover, since the intersection i(M)∩ (Rℓ−1×{a}) is contained in i(ϕ−1(V )), the
following equalities hold for any point in i(M) ∩ (Rℓ−1 × {a}):
(H ◦D(p1,...,pℓ)) |i(M) (x, xm+1, . . . , xℓ)
= (H ◦D(p1,...,pℓ)) |i(M) (x, ξm+1(x), . . . , ξℓ(x))
= (x, ξm+1(x), . . . , ξℓ−1(x), (ξℓ(x)− a)2 + a),
where x = (x1, . . . , xm). Note that the rank of the Jacobian matrix of (H ◦
D(p1,...,pℓ)) |i(M) at any point of i(M) ∩ (Rℓ−1 × {a}) is always m, which implies
that H ◦D(p1,...,pℓ) ◦ i is non-singular.
Next, we show that (H ◦D(p1,...,pℓ)) |i(M) is injective. For a real number r, set
A<r = i(M) ∩ (Rℓ−1 × {x ∈ R | x < r}),
A≥r = i(M) ∩ (Rℓ−1 × {x ∈ R | x ≥ r}).
Since H ◦D(p1,...,pℓ) is a definite fold mapping whose singular set is the hyperplane
R
ℓ−1 × {a} by Corollary 2.1, the following holds.
(H ◦D(p1,...,pℓ)) |i(M) is injective ⇔ (H ◦D(p1,...,pℓ))(A<a) ∩ A≥a = ∅.
In order to prove (H ◦D(p1,...,pℓ))(A<a) ∩ A≥a = ∅, it is sufficient to show the
following (3) and (4):
(H ◦D(p1,...,pℓ))(A<a) ∩ A≥k2 = ∅,(3)
(H ◦D(p1,...,pℓ))(A<a) ∩ A<k2 = ∅.(4)
First, we prove (3). Suppose that (H ◦ D(p1,...,pℓ))(A<a) ∩ A≥k2 6= ∅. Then,
there exists a real number a˜ ∈ [k0, a) such that (a˜ − a)2 + a ≥ k2. Then, we have
(k0−a)2+a ≥ (a˜−a)2+a. It follows that (k0−a)2+a ≥ k2. On the other hand, since
k0 < a < k0+1, we obtain 0 < a−k0 < 1. Thus, we have (k0−a)2+a < 2(a−k0)+a.
Since a < k0 + (k2− k0)/3, it follows that 2(a− k0) + a < k2. Therefore, we obtain
(k0 − a)2 + a < k2. However, this is inconsistent with (k0 − a)2 + a ≥ k2.
For (4), suppose that (H ◦ D(p1,...,pℓ))(A<a) ∩ A<k2 6= ∅. Note that A<k2 ⊂
i(ϕ−1(V )), and there exist two points
(x, ξm+1(x), . . . , ξℓ(x)) ∈ A<a, (x′, ξm+1(x′), . . . , ξℓ(x′)) ∈ A<k2
such that
(H ◦D(p1,...,pℓ))(x, ξm+1(x), . . . , ξℓ(x)) = (x′, ξm+1(x′), . . . , ξℓ(x′)),
where x = (x1, . . . , xm) and x
′ = (x′1, . . . , x
′
m). Since x = x
′ and ξℓ(x
′) = (ξℓ(x) −
a)2 + a, we get ξℓ(x) ≥ a. However, this contradicts to ξℓ(x) < a. Therefore,
(H ◦D(p1,...,pℓ)) |i(M) must be injective.
3.1. Proof of Theorem 1.1. We have already proved that H ◦D(p1,...,pℓ) ◦ i is an
immersion and (H ◦D(p1,...,pℓ)) |i(M) is injective. Since i is an embedding and H is
a diffeomorphism, the mapping D(p1,...,pℓ) ◦ i must be an embedding. ✷
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3.2. Proof of Theorem 1.2. It is sufficient to show that H ◦ D(p1,...,pℓ) ◦ i is
with normal crossings. Since (H ◦ D(p1,...,pℓ)) |i(M) is injective, for any y ∈ (H ◦
D(p1,...,pℓ) ◦ i)(M), the set ((H ◦D(p1,...,pℓ)) |i(M))−1(y) has only one point. Let x
be that point.
Suppose that x ∈ i(M) ∩ (Rℓ−1 × {a}). Since i−1(x) ⊂ ϕ−1(V ) and i |ϕ−1(V ):
ϕ−1(V ) → Rℓ is an embedding, the set i−1(x) has only one point. It follows that
H ◦D(p1,...,pℓ) ◦ i is a mapping with normal crossings at the point.
Suppose that x ∈ i(M) − (Rℓ−1 × {a}). Since i is an immersion with normal
crossings, the set (H ◦D(p1,...,pℓ) ◦ i)−1(y) can be expressed as follows:
(H ◦D(p1,...,pℓ) ◦ i)−1(y) = i−1(x) = {q1, . . . , qn}.
Since d(H ◦D(p1,...,pℓ))x : TxRℓ → TyRℓ is a bijective linear mapping, for any subset
{λ1, λ2, . . . , λs} ⊂ {1, 2, . . . , n} (s ≤ n), the following equalities hold.
codim
( s⋂
j=1
d(H ◦D(p1,...,pℓ) ◦ i)qλj (TqλjM)
)
= ℓ− dim
s⋂
j=1
d(H ◦D(p1,...,pℓ) ◦ i)qλj (TqλjM)
= ℓ− dim d(H ◦D(p1,...,pℓ))x
( s⋂
j=1
diqλj (TqλjM)
)
= ℓ− dim
( s⋂
j=1
diqλj (TqλjM)
)
=
s∑
j=1
(ℓ− dim diqλj (TqλjM))
=
s∑
j=1
(ℓ− dim d(H ◦D(p1,...,pℓ) ◦ i)qλj (TqλjM))
=
s∑
j=1
codim d(H ◦D(p1,...,pℓ) ◦ i)qλj (TqλjM)
Hence, H ◦D(p1,...,pℓ) ◦ i is an immersion with normal crossings. ✷
4. Proof of Proposition 1.1
Since i(S1) is compact, R2 is a Hausdorff space, d(p1,p2) |i(S1) is continuous and
i is homeomorphic to the image, in order to prove that d(p1,p2) ◦ i is homeomorphic
to the image, it is sufficient to show that d(p1,p2) |i(S1) is injective. Recall that kθ is
the maximal value of the map πθ defined in Definition 2.1 and one of the following
(I) and (II) holds for kθ.
(I) For any θ ∈ [0, 2π), the set π−1θ (kθ) has only one point.
(II) There exists θ ∈ [0, 2π) such that the set π−1θ (kθ) has at least two points.
We consider first the case (I). Let d : R2 × R2 → R be the two-dimensional
Euclidean distance defined in Section 1. Since the set i(S1)× i(S1) is compact and
d is continuous, d |i(S1)×i(S1) has a maximal value k. Let (a, a′) ∈ i(S1) × i(S1)
be an element of the set (d |i(S1)×i(S1))−1(k). By changing the origin and basis of
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the linear space R2 if necessary, we may assume that a = (0, 0), a′ = (1, 0). Then,
k = 1.
Set θ0 = π/2, and define πθ0 : i(S
1)→ R ; thus
πθ0(x1, x2) = x2.
Since i(S1) is compact and πθ0 is continuous, πθ0 has the maximal value kθ0 and
the minimal value k˜θ0 . Since there exist two points a = (0, 0), a
′ = (1, 0) in i(S1), it
is clear that k˜θ0 ≤ 0 ≤ kθ0 . Then, the set π−1θ0 (kθ0) has only one point. Since −k˜θ0
is also the maximal value of π3π/2 and π
−1
θ0
(k˜θ0) = π
−1
3π/2(−k˜θ0), the set π−1θ0 (k˜θ0)
also has only one point. It follows that k˜θ0 < 0 < kθ0 .
Again by changing of the basis of the linear space R2 if necessary, we may assume
that | k˜θ0 |≤| kθ0 |.
We shall prove that the set π−1θ0 (2kθ0/3) has at least two points. Note that
π−1θ0 (2kθ0/3) = i(S
1) ∩ (R × {2kθ0/3}). Suppose that π−1θ0 (2kθ0/3) = ∅. Since
i(S1) ∩ (R × {kθ0}) 6= ∅ and i(S1) ∩ (R × {0}) 6= ∅, this is inconsistent with the
fact that i(S1) is connected. Suppose that the set π−1θ0 (2kθ0/3) has only one point,
and put π−1θ0 (2kθ0/3) = {q}. Since i(S1) − {q} is not connected in this case, an
contradiction yields. Hence, the set π−1θ0 (2kθ0/3) has at least two points. Let p1,p2
be the two points such that
p1 =
(
p11,
2
3
kθ0
)
, p2 =
(
p21,
2
3
kθ0
)
∈ π−1θ0 (2kθ0/3) (p11 < p21).
Suppose that there exist two points b, b′ ∈ i(S1) (b 6= b′) such that
(5) d(p1,p2) |i(S1) (b) = d(p1,p2) |i(S1) (b′),
where b = (b1, b2) and b
′ = (b′1, b
′
2). Note that b 6= b′, and by (5) we obtain
b′1 = b1,
b′2 = −b2 +
4
3
kθ0 .
Since b 6= b′ and b1 = b′1, we may assume that b2 < b′2. Now, we show that
0 < b1 < 1. If b1 > 1 (resp., b1 < 0), we have d |i(S1)×i(S1) (a, b) > 1 (resp.,
d |i(S1)×i(S1) (a′, b) > 1). These are contradictory with the fact that the maximal
value of d |i(S1)×i(S1) is 1. If b1 = 0, there exist two points b, b′ in π−1π (0) and if
b1 = 1, there exist two points b, b
′ in π−10 (1). Since the maximal value of ππ is 0
and the maximal value of π0 is 1, these are inconsistent with (I). Hence, we have
0 < b1 < 1. Since b2 < 4kθ0/3 (resp., b
′
2 < 4kθ0/3), by b
′
2 = −b2 + 43kθ0 , we have
b′2 > 0 (resp., b2 > 0).
Set
△aa′b′ = {t1a+ t2a′ + t3b′ ∈ R2 | t1, t2, t3 ≥ 0, t1 + t2 + t3 = 1}.
Since the set i(S1) has three points a,a′,b′ and by Lemma 2.6 i(S1) = ∂conv(i(S1)),
it is clearly seen that △aa′b′ ⊂ conv(i(S1)). Then, (△aa′b′)◦ ⊂ (conv(i(S1)))◦,
where A◦ ⊂ R2 is the set which consists of the interior points of A. It follows
that b ∈ (△aa′b′)◦ (see Figure 2). Hence, we have b ∈ (conv(i(S1)))◦. This is
inconsistent with b ∈ ∂conv(i(S1)).
We consider now the case (II). There exists θ1 ∈ [0, 2π) such that the set
π−1θ1 (kθ1) has at least two points, where kθ1 is the maximal value of πθ1 . Let p1,p2
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a
b '
a '
b
Figure 2. △aa′b′ and the point b
be two points in π−1θ1 (kθ1). We may assume that p1 = (0, 0), p2 = (1, 0), and
i(S1) ⊂ R × {x ∈ R | x ≤ 0}. Then, note that θ1 = π/2, kθ1 = 0. Now, suppose
that there exist c = (c1, c2), c
′ = (c′1, c
′
2) ∈ i(S1) (c 6= c′) such that
(6) d(p1,p2) |i(S1) (c) = d(p1,p2) |i(S1) (c′).
Note that c 6= c′, and by (6), we obtain
c1 = c
′
1,
c2 = −c′2.
Since c2 ≤ 0 and c′2 ≤ 0, it follows that c2 = c′2 = 0. This contradicts to the
assumption c 6= c′. ✷
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