E cient robust optimisation methods exploit the search history when evaluating a new solution by using information from previously visited solutions that fall in the new solution's uncertainty neighbourhood. We propose a full exploitation of the search history by updating the robust tness approximations across the entire search history rather than a xed population. Our proposed method shows promising results on a range of test problems compared with other approaches from the literature.
INTRODUCTION
Robust designs are needed if, e.g., we cannot manufacture with complete accuracy, or there are a set of di erent scenarios which a design must operate in. is is distinct from coping with noisy problems, where there is error in the cost function itself. Algorithms have been developed for both robust and noisy problems [1, 6, 8] .
Here we consider robust optimisation where we know the underlying distribution of our scenario sets and we seek a solution with the best expected tness which we refer to as the e ective tness. For a given minimisation problem, min f (x), we seek a design x that * Corresponding author is work was supported by the Engineering and Physical Sciences Research Council [grant number EP/N017846/1]. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). GECCO '17 Companion, Berlin, Germany f (x + δ )P (δ )dδ , where P (δ ) is the probability of a disturbance, δ . Here a discrete set of designs in a prede ned neighbourhood (the disturbance set) represents our scenario set, on which we estimate the e ective tness. e designs to include in the disturbance set could be selected by Monte-Carlo sampling, but this is computationally expensive. We may utilise previously evaluated designs visited during the search process, but as these are not independent and identically distributed (i.i.d.), they introduce bias into (and corrupt) the robust approximation.
PROPOSED ADVANCES
We combine elite accumulative sampling (EAS), used in noisy optimisation problems [4, 5, 7] , with updating the robust tness approximations across the entire search history (Algorithm 1). e e ective tness of a design is estimated by weighting previously evaluated points in its disturbance neighbourhood. We use the weighting approach proposed by Branke & Fei [2] based on the Wasserstein distance. When an elite member is chosen for re-sampling, a point in its disturbance neighbourhood is chosen for evaluation also following the method in [2] . is maximal use of information allows us to get be er estimates for relatively li le computational costo en re ning multiple solutions for each new location query.
EXPERIMENTAL DESIGN AND RESULTS
We empirically assess three versions of Algorithm 1 here. UH: updating history only, the lines from 23 to 28 in Algorithm 1 will not be executed. EAS: re-sampling only with no history updates (exploiting the ASA framework from [2] ). the following lines will not be executed: 6, 21, and in line 27 only the elite that has been sampled is updated by the value of the new sampled design in its disturbance neighbourhood. EAS+UH: All the lines are executed.
We use the following set-up. Initially 10d designs, where d is the number of dimensions, are generated using Latin hypercube sampling. An elite set size of λ = 20. A run is for 2,500 cost function queries (including the initialisation). A crossover probability of 0.8 and simulated binary crossover [3] . A mutation rate of 1/d using Gaussian mutation, σ set to 10% of the range (rejection sampling for bound-violating proposals). We assess the performance on three test problems and also compare with the results in [2] .
Each method is run 30 times, with d = 5. We denote our estimate of the robust optimal design as x nal . We compute this as the mean design values of the nal ten best elite solutions, i.e., x nal = 1 10 10 i=1 x i . e e ective tness f e (x nal ) is then calculated by numerically integrating over the neighbourhood of x nal using
Disturbance neighbourhood of x Require: P (δ ) Probability distribution of disturbances δ , where u ∈ N (x) ⇐⇒ P (δ = |x − u|) > 0 1: H ← ∅ Ordered set, w.r.t.f e (x), of all evaluated locations 2: X ← initial samples(r )
Generate r random samples 3: for all x ∈ X do 4:
← evaluate(x) Evaluate x 5:ˆ e ← estimate f e (x, H ) Calculatef e (x) using N H (x) = {u ∈ H | u ∈ N (x)}, weighted by Wasserstein distance.
6:
update history(H , (x, )) updatef e of N H (x)
7:
H ← H ∪ {(x, ,ˆ e )} Add x to history 8: end for 9: e als ← r Track evaluations expended 10: while e als < max e als do
11:
{v, u} ← select from elite(H ) Select two elite members
12:
if uni f orm rand () < P cr oss then 13:
x ← crossover(v, u) Create a single child via crossover H ← H ∪ {(x , ,ˆ e )} Add x to history 23:
x * ← get best elite(H ) Get the best elite 24:
x ← resample best elite(x * , N (x * ), N H (x * )) Sample x ∈ N (x * ) according to the Wasserstein method in [2] . H ← H ∪ {(x , ,ˆ e )} Add x to history 29: end while global adaptive quadrature [9] with 1e−10 absolute error tolerance. e estimated f e (x) is denoted byf e (x). e means and standard deviations of f e (x nal ) for the three methods are displayed in Table 1, alongside the results from [2] . We ran a Wilcoxon signed-rank test with the Bonferroni Correction between each pair of our methods for each test problem (signi cance level p < 0.05/3 = 0.0167). All three proposed methods perform well on TP1, are able to nd the robust optimum, stay away from the original (deceptive) global optimum, and are not signi cantly di erent from each other in performance. On TP2 both EAS and EAS+UH perform be er than UH alone. However, the di erence between EAS and EAS+UH is not statistically signi cant. is is perhaps because in this particular problem the solutions are dispersed across the di erent optima, which may lead the history updating to have li le e ect. For TP3, both EAS and EAS+UH outperform UH. For this problem, updating the history does improve the performance of the optimisation signi cantly, as EAS+UH performs signi cantly be er than EAS alone. Combining history updates with elite accumulative sampling (EAS+UH) always nds the exact robust optimum and performs be er than the mean of LHS+ASA in all of the 30 runs.
CONCLUSION
We have demonstrated that elite accumulative sampling, a method previously used with success in noisy optimisation problems, can be e ectively utilised for robust problems. In addition to this, we have investigated the e ect of updating our robust tness estimates for our entire history of solutions and we have shown that this can improve the performance of a robust optimisation algorithm as assessed by its application to a set of established robust test problems. We found that the relative performance of elite accumulative sampling and updating the history depend on the function to be optimised. On two of our three test problems (TP2 & TP3) elite accumulative sampling results in be er performance than updating the history alone. However, in some cases, the combination of both can be very powerful (as in TP3). Interestingly, we found that on one of our test problems (TP1), just updating the history without any resampling results in good performance and is be er even than the current state-of-the-art. On other problems (e.g. TP3) this approach performs very poorly in the absence of resampling.
