A method for resampling time series generated by a deterministic chaotic data generating process (DGP) is proposed. Given an observed time series, this method potentially allows one to obtain an arbitrary number of time series of arbitrary length which can be considered as a product of the same unknown DGP. The notion of shadowing and brittleness of the pseudo-orbit proves to be particularly useful in characterizing the conditions for a correct resampling. A simple practical application of the method is shown. [S0031-9007(97) [4] proposed algorithms for the estimation of the largest Lyapunov exponent (the main test for chaoticity) or the whole spectrum from a time series. The algorithm for the estimation of the correlation dimension [5] enables one to obtain a lower bound estimation of the Hausdorff dimension of the attractor of the unknown data generating process (DGP).
One of the main tasks of time series analysis is to infer from a given time series the properties of the underlying data generating process, as, for example, nonlinearity, complexity, chaoticity, etc. There are many works on this subject. Among these, we must cite Theiler et al. [1] who developed a statistical method to test if the underlying dynamics is of a particular type, for example, white noise or linearly correlated noise. Brock et al. [2] suggest a method to test the hypothesis of independence and identical distribution, and to detect the presence of nonlinearities in the observed data. Wolf et al. [3] and many other authors [4] proposed algorithms for the estimation of the largest Lyapunov exponent (the main test for chaoticity) or the whole spectrum from a time series. The algorithm for the estimation of the correlation dimension [5] enables one to obtain a lower bound estimation of the Hausdorff dimension of the attractor of the unknown data generating process (DGP).
In many of these works, however, there is a lack of a distributional theory for the proposed tests, which would provide the necessary framework for the statistical hypothesis testing. From an analytical point of view, few results have been obtained so far; one example is Lai and Chen [6] . A promising direction of research is the one based on resampling techniques. Following Simon and Bruce [7] , by resampling procedures we mean "... a collection of computer intensive methods to use experimental data to obtain different estimates of a statistics or underlying distribution." Among the resampling methods for time series, we mention Künsch [8] , Politis and Romano [9] , and Lall and Sharma [10] . However, these are particularly ill suited for resampling time series generated by a purely deterministic DGP, as a chaotic DGP, or with a strong deterministic component; as a matter of fact, they tend to introduce a spurious stochastic component in the resampled time series. Gencay's work [11] is the most interesting because it circumvents the obstacle by bootstrapping the points in the phase space rather than in the time domain. However, this method can only provide the empirical distribution of Lyapunov exponent estimators.
The method analyzed here, which was inspired by an idea contained in the work of Farmer and Sidorowich [12] , is substantially different from the ones proposed so far and, in some sense, is more general because it potentially allows us to obtain the empirical distribution of a wider range of estimators such as, for example, correlation dimension, entropies, and Lyapunov exponents. The method is essentially a parametric resampling technique based on local (neural) approximations of the flow (or the map) which generated the observed data set. The only random factor introduced here is the choice of a starting point on the attractor. The resulting resampled series mimic (in a sense which will be specified later) the deterministic behavior of the underlying DGP. First, we present some notions which will be used later.
An m-dimensional differentiable dynamical system is a time evolution defined by an evolution equation (continuous-time case) ᠨ x F͑x͒, x [ R m , which generates a smooth function f t ͑x͒, the flow, such that
The quantities most frequently used to characterize the dynamics of the system are the correlation dimension and the Lyapunov exponents. They measure, respectively, the degree of geometrical complexity of the attractor and the degree of dynamical instability of the trajectories.
The correlation dimension, d corr , is defined by
where C͑´͒ lim N!`CN ͑´͒͞N 2 , N is the number of available points, and C N ͑´͒ is the number of pairs of points on the attractor whose distance from one another is less that´. It gives information on the minimum number of 0031-9007͞97͞78(22)͞4197(4)$10.00
variables present in the evolution of the corresponding dynamical system [5] . The Lyapunov exponents l i are measures of the average rate of divergence (or convergence) of typical trajectories in time. The largest Lyapunov exponent is given by l͑x, w͒ lim t!`1 t lnkD x f t ͑x͒ ? wk (2) for almost any vector w, where D x f t ͑x͒ is the derivative of f t in x. The multiplicative ergodic theorem of Oseledec [13] ensures that (2) Finally, we introduce the notion of a feed-forward neural network [14] . Neural networks are a class of nonlinear models which are capable of approximating any continuous function f uniformly on compacta, that is, they are universal approximators. This property makes neural models very appealing in nonlinear regression.
The input values x [ R d (d is the embedding dimension) are received by the d input units, which pass them to the hidden units using a linear transformation determined by their connection strength g ij . Each hidden unit performs a nonlinear transformation on its total input, producing a total output using a sigmoid function K͑x͒, called activation function, which is the same for all the hidden units. The network output O can be represented as
where b i , with b i [ R q , are the weights of the output produced by every hidden unit, q is the number of hidden units, and b i is the bias of the hidden units. Now, let ͕x t ͖ n t1 be a scalar time series arising from a deterministic dynamical system (for example, chaotic) and let ͕x t ͖ N t1 be the corresponding series of reconstructed vectors of R d , where N n 2 d 1 1. The aim of the present Letter is to develop an algorithm which is able to produce, using the information contained in the data set, an arbitrary number M of new series which can be considered realizations of the same DGP.
In the case where the flow (or the map) f is known, the natural way for resampling the series is to randomly select M initial conditions x 0j , j 1, . . . , M, belonging to the basin of attraction of the system, compute the N iterations X j ͕f i ͑x 0j ͖͒ N i1 , where f i f ± · · · ± f (i times), and discard the first n T values which represent the transient. Therefore, the only stochastic component of this algorithm is the choice of the initial condition from which the orbit starts.
In the real case, the flow (or the map) f is obviously unknown. It is therefore necessary to (locally or globally) estimate f, fitting linear [12] or nonlinear models (such as feed-forward neural networks, radial basis functions, recurrent neural networks, etc. [15] ) to the ͕x t ͖ N t1 data set. Letf x be the estimate of f at the point x. Of course, iff is a global estimate,f x ͑?͒ f y ͑?͒ for all x, y [ ͕x t ͖ N t1 . The jth resampled orbit starting from (the randomly chosen) x 0j isX j ͕x t ͑x 0j ͖͒ N t1 , wherex t ͑x 0j ͒ ε fx t21 ͑x t21 ͒ fx t21 ±fx t22 ± · · · ±f x 0j ͑x 0j ͒, and the first n T (transient) iterations have been discarded.
Here, we propose using a local estimatorf x based on the nearest neighbors technique [12] and feed-forward neural networks. The proposed resampling methodology can be summarized as follows:
(1) Starting from the observed time series, use the time delay method to reconstruct the points in the phase space, obtaining the points
(2) Randomly choose an initial condition x 0 , keeping, for example, one of the N points of the orbit and adding a small random quantity h.
(3) Look for the k nearest points to x 0 , ͕x n i ͖ k i1 , i.e., find the k points which minimize the distance (here we consider the Euclidean distance) from the reference point x 0 ; this set of points represents the total input of the neural network.
(4) Choose a time interval T and select the points ͕x n i 1T ͖ k i1 , i.e., find the k points in the phase space which correspond to the evolution, after T steps, of the dynamical system starting from the set of points ͕x n i ͖ k i1 selected in step (3); this set of points is the total output of the neural network.
(5) Making use of these two sets of points in R d , estimate the flow f fitting a neural modelf x 0 , as explained before.
(6) Usef x 0 to calculatex 1 ϵx 01T f x 0 ͑x 0 ͒; this is the first point of the new orbit which is going to be constructed.
(7) Go back to (3), look for the k nearest points of x 1 , estimatefx 1 , and then calculatex 2 ϵx 012T fx 1 ͑x 1 ͒.
The parameters which appear in the algorithm are the embedding dimension d, the time delay j, and the number of nearest neighbors k. Regarding the choice of the embedding dimension d, one can use, for example, the method of false nearest neighbors [16] ; one has to remember that choosing a wrong embedding dimension causes a wrong reconstruction of the phase space. In fact, if d is too small, there are intersection problems for the orbits, so points which seem near are in reality very far; if d is too big, this reduces the density of the usable points. Also, the choice of j, the time delay, strongly influences the reconstruction of the phase space [17] . Finally, one has to determine the best k: The choice of too small a k involves difficulties in the estimation of f with the neural network; in fact, few points of input and output are used, so the estimation becomes more approximate and rough. However, too big a k introduces an error in the estimation of f caused by having to consider points which are actually very far from the reference one. For the best choice of k, based on cross-validation criteria, see Casdagli [18] .
In order to legitimately regard the trajectoriesX j as coming from the same process which generates the original data set, two fundamental questions must be considered. First, it is important to point out that it is erroneous to state (see Farmer and Sidorowich [12] , p. 316) that each resampled series starting from a given initial point x 0j must necessarily be a "good" forecast of the true orbit starting from the same point. This is a particularly strong condition, especially for chaotic systems where good forecasts are only possible for short time periods. What must be guaranteed instead is the existence of a trajectory X ͕x t ͑x 0h ͖͒ of the true unknown system´close to the resampled one, i.e., jx t ͑x 0h ͒ 2x t ͑x 0j ͒j ,´for any t 1, 2, . . . , N. In other words, we must prove that each trajectoryX j isś hadowed by a (unknown) true orbit [19] . In the lucky cases where f has the shadowing property, the existence of a true orbit´close to the resampled one, is ensured. In fact, f has the shadowing property if, for every´. 0, there is a d . 0 such that every d pseudo-orbit can be´shadowed by an actual orbit, i.e., if ͕x 0 , x 1 , ᠨ s͖ satisfies d͑ ͑ ͑f͑x t ͒, x t11 ͒ ͒ ͒ # d for every t $ 0, then there is an initial condition x such that d͑ ͑ ͑f t ͑x͒, x t ͒ ͒ ͒ #´for all t $ 0. Actually, the existence of the shadowing property has been proved only for hyperbolic dynamical systems (the shadow lemma by Anosov and Bowen) and for a few simple maps such as tent maps [20] .
In the cases where it is not possible to ascertain if f has the shadowing property (particularly when f is unknown), one could apply the shadowability test proposed by Dawson et al. [21] . This test is based on the notion of the brittleness of a pseudotrajectory, that is, the constant of proportionality between the shadowing distance (the distance in the phase space that the pseudo-orbit has to cover in order for it to be deformed into a true trajectory) and the original magnitude d of the one-step error (in our case, the approximation error). A necessary condition for shadowability is that the brittleness times the error magnitude is smaller than the extent of the attractor.
Supposing that the problem of shadowability has been solved, a second fundamental question must be taken into account: What is the amount of noise present in the resampled series? In fact, for our purposes it is not sufficient to verify the existence of an´-shadowing trajectory. It is also necessary to guarantee that´is sufficiently small. If not, the resampled series cannot be considered as generated from the same true unknown DGP, and their statistical properties will differ from the original ones. In this case, the resampling algorithm will have no practical utility. Obviously, the magnitude of the error of the pseudotrajectory depends on the level of the error d (which, in turn, depends on the approximation method used for estimating f and on the sample size n) and on the "degree" of brittleness. The product of d and the brittleness gives an estimate of the noise´which is present in the resampled series [21] .
We apply our resampling method to a series (500 points) generated by the logistic map x t11 4x t ͑1 2 x t ͒.
The parameter values involved in our algorithm, in this specific case, are d 2, j 1, and k 20. d and k are chosen so that the forecasting error (calculated on a testing set) of the local neural model is minimized. We show that the resampled series have the same dynamical and geometrical properties of the original DGP.
For the logistic map, the Lyapunov exponent is l 1 ln 2 0.69315 and the correlation dimension is d corr 1. First of all, we present the attractor reconstructed using two time series, the first coming from the "true" DGP and the second obtained from resampling the first, using the method proposed in this Letter. We can see that there are (Fig. 1) . Then, we produced 100 true time series from the logistic map and 100 "resampled" time series following our algorithm. Using the method proposed by Rosenstein et al. [22] , we calculated the Lyapunov exponent and the correlation dimension for all the time series and then we used these results for making tests on the null hypothesis of equal distribution of the two samples of estimates. Each time series contains 500 observations.
The sample median, mean and standard deviation of the 100 Lyapunov exponent and correlation dimension estimates of the resampled time series are shown in Table I . The estimates are very close to the true values of l 1 and d corr .
We conducted three types of nonparametric tests: First we tested the null hypothesis of equal mean between true and resampled estimates of l 1 and d corr , respectively, then the hypothesis of equal variance and finally the hypothesis of equal distribution (Kolmogorov-Smirnov test) [23] . On the basis of the p values reported in Table II , we can accept the whole set of hypotheses, within a significance level of 5%. (Given a hypothesis test, let T be a suitably chosen test statistic; we define p value as the probability that the statistic T "exceeds" the observed value t obs when the null hypothesis is, in fact, true [24] . An empirical decision rule is to accept the null hypothesis if the p value is bigger than 0.10.) These results give us confirmation that in this application the method is working correctly: The dynamical and geometrical properties of the resampled time series and of the series directly generated by the DGP under study are the same. Further applications of the method will be reported in [25] .
For the sake of simplicity, here we have not checked the degree of brittleness and shadowability of the resampled series. We will consider this crucial feature in future works. Moreover, preliminary explorations prove that the method can be applied, with proper modification, to noisy time series.
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