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Abstract
We extend the definition of the Saito reflection functor of the Khovanov-
Lauda-Rouquier algebras to symmetric Kac-Moody algebra case and prove
that it defines a monoidal functor.
Introduction
In [6], the Saito reflection functors for the Khovanov-Lauda-Rouquier algebras
of type ADE are introduced. It categorifies Lusztig’s braid group action [11,
§39] on (a subalgebra of) of the positive half of the quantum groups in the sense
of Khovanov-Lauda-Rouquier [8, 16]. They are main ingredients to construct
PBW bases in the spirit of Lusztig [11], and provided a certain role in the
representation theory of the Khovanov-Lauda-Rouquier algebras.
The goal of this paper is to develop it little bit further, and provide some
basic properties in more general setting than that of [6]. Let A := Z[t±1]. Let
g be a symmetric Kac-Moody Lie algebra, and let U+ be the positive half of
the A-integral version of the quantum group of g (see e.g. Lusztig [11] §1). Let
Q+ := Z≥0I, where I is the set of positive simple roots. We have a weight
space decomposition U+ =
⊕
β∈Q+ U
+
β . We have the Weyl group W of g with
its set of simple reflections {si}i∈I . For each β ∈ Q+, we have a finite set
B(∞)β which parameterizes a pair of distinguished bases {G
up(b)}b∈B(∞)β and
{Glow(b)}b∈B(∞)β of Q(t)⊗AU
+
β . The Khovanov-Lauda-Rouquier algebra Rβ is
a certain graded algebra whose grading is bounded from below with the following
properties:
• The set of isomorphism classes of simple gradedRβ-modules (up to grading
shifts) is also parameterized by B(∞)β ;
• For each b ∈ B(∞)β , we have a simple graded Rβ-module Lb and its
projective cover Pb. Let Lb′ 〈k〉 be the grade k shift of Lb′ , and let [Pb :
Lb′ 〈k〉]0 be the multiplicity of Lb′ 〈k〉 in Pb (that is finite). Then, we have
Glow(b) =
∑
b′∈B(∞)β ,k∈Z
tk[Pb : Lb′ 〈k〉]0G
up(b′);
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• For each β, β′ ∈ Q+, there exists an induction functor
⋆ : Rβ-gmod×Rβ′ -gmod ∋ (M,N) 7→M ⋆N ∈ Rβ+β′-gmod;
• K :=
⊕
β∈Q+ Q(t) ⊗A K(Rβ-gmod) is an associative algebra isomorphic
to Q(t) ⊗A U
+ with its product inherited from ⋆ (and the t-action is a
grading shift).
For each i ∈ I and β ∈ Q+, we have certain quotients iRβ and iRβ of Rβ . In
case siβ ∈ Q+, an interpretation of Lusztig’s geometric construction yields that
iRβ and
iRsiβ must be Morita equivalent. This naturally enables us to define
a right exact functor
Ti : Rβ-gmod −→
iRβ-gmod
∼=
−→ iRsiβ-gmod →֒ Rsiβ-gmod
that we call the Saito reflection functor. Under this setting, our main results
read:
Theorem A (Theorems 3.8 + 3.9 + 4.1). The functors {Ti}i∈I satisfies the
following:
1. There exist a right adjoint functor T∗i of Ti;
2. For each M ∈ iRβ-gmod and N ∈ iRsiβ-gmod, we have
ext∗Rsiβ
(TiM,N) ∼= ext
∗
Rβ
(M,T∗iN);
3. They satisfy the braid relations;
4. For each β1, β2 ∈ Q+ ∩ siQ+ and M1 ∈ iRβ1-gmod, M2 ∈
iRβ2-gmod, we
have a natural isomorphism
Ti(M1 ⋆ M2) ∼= (TiM1) ⋆ (TiM2).
Here we understand M1,M2 as modules of Rβ1 and Rβ2 through the pull-
backs.
We remark that Theorem A confirms a conjecture in [5] and provides one
way to correct an error in [6] (see Remark 4.2 or the arXiv version of [6]). Also,
the above result should extend to the positive characteristic case at least when
g is of type ADE by using [14].
We note that Peter McNamara sent me a version of [15] during the prepa-
ration of this paper that partly overlaps with the content of the paper.
1 Conventions and recollections
An algebra R is a (not necessarily commutative) unital C-algebra. A variety X
is a separated reduced scheme X0 of finite type over some localization ZS of Z
specialized to C. It is called a G-variety if we have an action of a connected affine
algebraic group scheme G flat over ZS on X0 (specialized to C). As in [1] §6 and
[2] (see alto [7]), we transplant the notion of weights to the derived category
of (G-equivariant) constructible sheaves with finite monodromy on X. Let us
2
denote by Db(X) (resp. D+(X)) the bounded (resp. bounded from the below)
derived category of the category of constructible sheaves on X, and denote by
D+G(X) the G-equivariant derived category of X. We have a natural forgetful
functor D+G(X)→ D
+(X), whose preimage of Db(X) is denoted by DbG(X). For
an object of DbG(X), we may denote its image in D
b(X) by the same letter.
2 Quivers and the KLR algebras
Let Γ = (I,Ω) be an oriented graph with the set of its vertex I and the set of
its oriented edges Ω. Here I is fixed, and Ω might change so that the underlying
graph Γ0 of Γ is fixed. We have a symmetric Kac-Moody algebra g with its
Dynkin diagram Γ0. We refer Ω as the orientation of Γ. We form a path
algebra C[Γ] of Γ.
For h ∈ Ω, we define h′ ∈ I to be the source of h and h′′ ∈ I to be the sink
of h. We denote i ↔ j for i, j ∈ I if and only if there exists h ∈ Ω such that
{h′, h′′} = {i, j}. A vertex i ∈ I is called a sink of Γ (or Ω) if h′ 6= i for every
h ∈ Ω. A vertex i ∈ I is called a source of Γ (or Ω) if h′′ 6= i for every h ∈ Ω.
Let Q+ be the free abelian semi-group generated by {αi}i∈I , and let Q+ ⊂ Q
be the free abelian group generated by {αi}i∈I . We sometimes identify Q with
the root lattice of g with a set of its simple roots {αi}i∈I . Let W = W (Γ0)
denote the Weyl group of type Γ0 with a set of its simple reflections {si}i∈I .
The groupW acts on Q via the above identification. Let R+ :=W{αi}i∈I ∩Q+
be the set of positive roots of g.
An I-graded vector space V is a vector space over C equipped with a direct
sum decomposition V =
⊕
i∈I Vi.
Let V be an I-graded vector space. For β ∈ Q+, we declare dimV = β
if and only if β =
∑
i∈I(dim Vi)αi. We call dimV the dimension vector of V .
Form a vector space
EΩV :=
⊕
h∈Ω
HomC(Vh′ , Vh′′).
We set GV :=
∏
i∈I GL(Vi). The group GV acts on E
Ω
V through its natural
action on V . The space EΩV can be identified with the based space of C[Γ]-
modules with its dimension vector β.
For each k ≥ 0, we consider a sequence m = (m1,m2, . . . ,mk) ∈ Ik. We
abbreviate this as ht(m) = k. We set wt(m) :=
∑k
j=1 αmj ∈ Q
+. For β =
wt(m) ∈ Q+, we set htβ = k. For a sequence m′ := (m′1, . . . ,m
′
k′) ∈ I
k′ , we set
m+m′ := (m1, . . . ,mk,m
′
1, . . . ,m
′
k′) ∈ I
k+k′ .
For i ∈ I and k ≥ 0, we understand that ki = (i, . . . , i) ∈ Ik.
For each β ∈ Q+, we set Y β to be the set of all sequences m such that
wt(m) = β. For each β ∈ Q+ with htβ = n and 1 ≤ i < n, we define an action
of {σi}
n−1
i=1 on Y
β as follows: For each 1 ≤ i < n and m = (m1, . . . ,mn) ∈ Y β ,
we set
σim := (m1, . . . ,mi−1,mi+1,mi,mi+2, . . . ,mn).
It is clear that {σi}
n−1
i=1 generates a Sn-action on Y
β . In addition, Sn naturally
acts on a set of integers {1, 2, . . . , n}.
Form ∈ Y β and 1 ≤ i < htβ, we set hm,i := #{h ∈ Ω | h′ = mi, h′′ = mi+1}
and am,i := hm,i + hσim,i.
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Definition 2.1 (Khovanov-Lauda [8], Rouquier [16]). Let β ∈ Q+ so that
n = htβ. We define the KLR algebra Rβ as a unital algebra generated by the
elements z1, . . . , zn, τ1, . . . , τn−1, and e(m) (m ∈ Y
β) subject to the following
relations:
1. deg zie(m) = 2 for every i, and
deg τie(m) =

−2 (mi = mi+1)
am,i (mi ↔ mi+1)
0 (otherwise)
;
2. [zi, zj] = 0, e(m)e(m
′) = δm,m′e(m), and
∑
m∈Y β e(m) = 1;
3. τie(m) = e(σim)τie(m), and τiτje(m) = τjτie(m) for |i− j| > 1;
4. τ2i e(m) = Qm,i(zi, zi+1)e(m);
5. For each 1 ≤ i < n, we have
τi+1τiτi+1e(m)−τiτi+1τie(m)
=
{
Qm,i(zi+2,zi+1)−Qm,i(zi,zi+1)
zi+2−zi
e(m) (mi+2 = mi)
0 (otherwise)
;
6. τizke(m)− zσi(k)τie(m) =

−e(m) (i = k,mi = mi+1)
e(m) (i = k − 1,mi = mi+1)
0 (otherwise)
.
Here we set
Qm,i(u, v) =

1 (mi 6= mi+1,mi 6↔ mi+1)
(−1)hm,i(u− v)am,i (mi ↔ mi+1)
0 (otherwise)
,
where u, v are indeterminants. ✷
Remark 2.2. Note that the algebra Rβ a priori depends on the orientation
Ω through Qm,i(u, v). Since the graded algebras Rβ are known to be mutually
isomorphic for any two choices of Ω (cf. [16] §3.2.4 and Theorem 2.3), we
suppress this dependence in the below.
For an I-graded vector space V with dimV = β, we define
FΩβ :=
{
({Fj}
htβ
j=0, x)
∣∣∣∣∣ x ∈ E
Ω
V . For each 0 < j ≤ htβ,
Fj ⊂ V is an I-graded vector subspace,
Fj+1 ( Fj , and satisfies xFj ⊂ Fj+1.
}
and
BΩβ :=
{
{Fj}
htβ
j=0
∣∣∣∣∣Fj ⊂ V is an I-graded vector subspace s.t. Fj+1 ( Fj .
}
.
We have a projection
̟Ωβ : F
Ω
β ∋ ({Fj}
htβ
j=0, x) 7→ {Fj}
htβ
j=0 ∈ B
Ω
β ,
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which is GV -equivariant. For each m ∈ Y β , we have a connected component
FΩ
m
:= {({Fj}
htβ
j=0, x) ∈ F
Ω
β | dimFj/Fj+1 = αmj+1 ∀j} ⊂ F
Ω
β ,
that is smooth of dimension dΩ
m
. We set BΩ
m
:= ̟Ωβ (F
Ω
m
), that is an irreducible
component of BΩβ . Let
πΩ
m
: FΩ
m
∋ ({Fj}
htβ
j=0, x) 7→ x ∈ E
Ω
V
be the second projection that is also GV -equivariant. The map π
Ω
m
is projective,
and hence
LΩ
m
:= (πΩ
m
)! C [d
Ω
m
]
decomposes into a direct sum of (shifted) irreducible perverse sheaves with their
coefficients in Db(pt) (Gabber’s decomposition theorem, [1] §6.2.5). Let us
denote by QΩ
m
be the set of isomorphism classes of simple irreducible perverse
sheaves that appear as a direct summand of LΩ
m
(with some shifts). We set
LΩβ :=
⊕
m∈Y β L
Ω
m
and QΩβ :=
⋃
m∈Y β Q
Ω
m
. Let e(m) be the idempotent in
End(LΩβ ) so that e(m)L
Ω
β = L
Ω
m
. Since πΩ
m
is projective, we conclude that
DLΩ
m
∼= LΩ
m
for each m ∈ Y β , and hence
DLΩβ
∼= LΩβ . (2.1)
Theorem 2.3 (Varagnolo-Vasserot [17]). Under the above settings, we have an
isomorphism of graded algebras:
Rβ ∼=
⊕
i∈Z
ExtiGV (L
Ω
β ,L
Ω
β ).
In particular, the RHS does not depend on the choice of an orientation Ω of Γ0.
For each m,m′ ∈ Y β , we set
Rm,m′ := e(m)Rβe(m
′) =
⊕
i∈Z
ExtiGV (L
Ω
m
′ ,LΩ
m
).
We set Sβ ⊂ Rβ to be a subalgebra which is generated by e(m) (m ∈ Y β)
and z1, . . . , zn.
For each β1, β2 ∈ Q+ with htβ1 = n1 and htβ2 = n2, we have a natural
inclusion:
Rβ1 ⊠Rβ2 ∋ e(m)⊠ e(m
′) 7→ e(m+m′) ∈ Rβ1+β2
Rβ1 ⊠ 1 ∋ zi ⊠ 1, τi ⊠ 1 7→ zi, τi ∈ Rβ1+β2
1⊠Rβ2 ∋ 1⊠ zi, 1⊠ τi 7→ zi+n1 , τi+n1 ∈ Rβ1+β2
.
This defines an exact functor
⋆ : Rβ1⊠Rβ2-gmod ∋M1⊠M2 7→ Rβ1+β2⊗Rβ1⊠Rβ2 (M1⊠M2) ∈ Rβ1+β2-gmod.
The functor ⋆ restricts to an exact functor in the category of graded projective
modules (see e.g. [8] 2.16):
⋆ : Rβ1 ⊠Rβ2-proj ∋M1 ⊠M2 7→ Rβ1+β2 ⊗Rβ1⊠Rβ2 (M1 ⊠M2) ∈ Rβ1+β2-proj.
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If i ∈ I is a source of Γ and f = (fh)h∈Ω ∈ EΩV , then we define
ǫ∗i (f) := dimker
⊕
h∈Ω,h′=i
fh ≤ dimVi.
If i ∈ I is a sink of Γ and f = (fh)h∈Ω ∈ EΩV , then we define
ǫi(f) := dim coker
⊕
h∈Ω,h′′=i
fh ≤ dim Vi.
Each of ǫ∗i (f) or ǫi(f) do not depend on the choice of a point in a GV -orbit,
and is a constructible function on EΩV . Hence, ǫi or ǫ
∗
i induces a function on E
Ω
V
that is constant on each GV -orbit, and a function on QΩβ through its value on
an open dense subset of the support of its element whenever i is a source or a
sink.
Proposition 2.4 (Lusztig [13]). For each i ∈ I, the functions ǫi and ǫ∗i descend
to functions on QΩβ for each β ∈ Q
+. In particular, it gives rise to functions
on the set of isomorphism classes of simple graded Rβ-modules (up to degree
shifts).
Proof. Note that [13, Proposition 6.6] considers only ǫi, but ǫ
∗
i is obtained by
swapping the order of the convolution operation.
Theorem 2.5 (Khovanov-Lauda [8], Rouquier [16], Varagnolo-Vasserot [17]).
In the above setting, we have:
1. For each i ∈ I and n ≥ 0, Rnαi has a unique indecomposable projective
module Pni up to grading shifts;
2. The functor ⋆ induces a Z[t±1]-algebra structure on
K :=
⊕
β∈Q+
K(Rβ-proj);
3. The algebra K is isomorphic to the integral form U+ of the positive part
of the quantized enveloping algebra of type Γ0 by identifying [Pni] with the
n-th divided power of a Chevalley generator of U+;
4. The above isomorphism identifies the classes of indecomposable graded pro-
jective Rβ-modules (β ∈ Q
+) with an element of the lower global basis of
U+ in the sense of [4];
5. There exists a set B(∞) =
⊔
β∈Q+ B(∞)β that parameterizes indecompos-
able projective modules of
⊕
β∈Q+ Rβ-gmod. This identifies the functions
ǫi, ǫ
∗
i (i ∈ I) with the corresponding functions on B(∞).
Proof. See [6, Theorem 2.5].
Proposition 2.6 ([6]). The sheaf LΩβ can be equipped with the structure of pure
weight 0. In particular, the graded algebra Rβ itself is pure of weight 0.
Proof. The statement of [6, Proposition 2.7] is only when Γ0 is a Dynkin quiver,
but the argument works in general.
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Thanks to Theorem 2.3 and Theorem 2.5 5), we have an identification
B(∞)β ∼= QΩβ . Via this idenfication, each b ∈ B(∞)β defines a GV -equivariant
simple perverse sheaf ICΩ(b) on EΩV , where dimV = β. Each b ∈ B(∞)β defines
an indecomposable graded projective module Pb of Rβ with simple head Lb that
is isomorphic to its graded dual L∗b .
Let β ∈ Q+ so that htβ = n. For each i ∈ I and k ≥ 0, we set
Y βk,i := {m = (mj) ∈ Y
β | m1 = · · · = mk = i} and
Y β,∗k,i := {m = (mj) ∈ Y
β | mn = · · · = mn−k+1 = i}.
In addition, we define two idempotents of Rβ as:
ei(k) :=
∑
m∈Y β
k,i
e(m), and e∗i (k) :=
∑
m∈Y β,∗
k,i
e(m).
Theorem 2.7 (Lusztig [10] §6, Lauda-Vazirani [9] §2.5.1). Let β ∈ Q+. For
each b ∈ B(∞)β and i ∈ I, we have
ǫi(b) = max{k | ei(k)Lb 6= {0}} and
ǫ∗i (b) = max{k | e
∗
i (k)Lb 6= {0}}.
Moreover, ei(ǫi(b))Lb and e
∗
i (ǫ
∗
i (b))Lb are irreducible Rǫi(b)αi⊠Rβ−ǫi(b)αi-module
and Rβ−ǫ∗
i
(b)αı ⊠ Rǫ∗
i
(b)αi-module, respectively. In addition, if we have distinct
b, b′ ∈ B(∞)β so that ǫi(b) = k = ǫi(b
′) with k ≥ 0, then ei(k)Lb and ei(k)Lb′
are not isomorphic as an Rkαi ⊠Rβ−kαi-module. ✷
3 Saito reflection functors
Let Ωi be the set of edges h ∈ Ω with h′′ = i or h′ = i. Let siΩi be a collection
of edges obtained from h ∈ Ωi by setting (sih)′ = h′′ and (sih)′′ = h′. We define
siΩ := (Ω\Ωi) ∪ siΩi and set siΓ := (I, siΩ). Note that Γ0 = (siΓ)0.
Let V be an I-graded vector space with dimV = β. For a sink i of Γ, we
define
iE
Ω
V :=
{
(fh)h∈Ω ∈ E
Ω
V | coker(
⊕
h∈Ω,h′′=i
fh :
⊕
h′
Vh′ → Vi) = {0}
}
.
For a source i of Γ, we define
iEΩV :=
{
(fh)h∈Ω ∈ E
Ω
V | ker(
⊕
h∈Ω,h′=i
fh : Vi →
⊕
h′′
Vh′′ ) = {0}
}
.
Let Ω be an orientation of Γ so that i ∈ I is a sink. Let β ∈ Q+ ∩ siQ+.
Let V and V ′ be I-graded vector spaces with dimV = β and dimV ′ = siβ,
respectively. We fix an isomorphism φ : ⊕j 6=iVj
∼=
−→ ⊕j 6=iV ′j as I-graded vector
spaces. We define:
ZΩV,V ′ :=
{
{(fh)h∈Ω, (f
′
h)h∈siΩ, ψ}
∣∣∣∣∣
(fh) ∈ iE
Ω
V , (f
′
h) ∈
iE
siΩ
V ′
,
φfh = f
′
hφ for h 6∈ Ωi
ψ : V ′i
∼=
−→ ker(
⊕
h∈Ωi
fh :
⊕
h
Vh′ → Vi)
}
.
7
We have a diagram:
EΩV iE
Ω
V
? _
jVoo ZΩV,V ′
pi
V ′ // //
qiVoooo iEsiΩV ′
  V ′ // EsiΩV ′ . (3.1)
If we set
GV,V ′ := GL(Vi)×GL(V
′
i )×
∏
j 6=i
GL(Vj) ∼= GL(Vi)×GL(V
′
i )×
∏
j 6=i
GL(V ′j ),
then the maps piV ′ and q
i
V are GV,V ′-equivariant.
Proposition 3.1 (Lusztig [12]). The morphisms piV and q
i
V in (3.1) are Aut(Vi)-
torsor and Aut(V ′i )-torsor, respectively. ✷
When β = dimV , we set
iR
Ω
β := Ext
•
GV (j
∗
V L
Ω
V , j
∗
V L
Ω
V ) and
iRsiΩsiβ := Ext
•
GV ′
(∗V ′L
siΩ
V ′ , 
∗
V ′L
siΩ
V ′ ).
For each k > 0, we fix an I-graded vector subspace Uk ⊂ V so that dimUk =
β − kαi and an I-graded vector subspace U ′k ⊂ V
′ so that dimU ′k = siβ − kαi.
We have natural embeddings κk : E
Ω
Uk
⊂ EΩV and ηk : E
siΩ
U ′
k
⊂ EsiΩV ′ by adding a
trivial C[Γ]-module of its dimension vector kαi.
Theorem 3.2 (Lusztig [13]). Let k > 0. The restriction κ∗kL
Ω
β is a direct sum
of shifted perverse sheaves in QΩβ−kαi . Similarly, the restriction η
∗
kL
siΩ
siβ
is a
direct sum of shifted perverse sheaves in QsiΩsiβ−kαi .
Proof. The assertion is exactly [13] Proposition 4.2 since the projection map p
(in the notation of [13]) is an isomorphism if we appropriately arrange W and
T in [13, §4.1].
We set iE
Ω
V,k := GVE
Ω
Uk
, iE
Ω
V,(k) := iE
Ω
V,k\iE
Ω
V,k+1, ik : iE
Ω
V,k →֒ E
Ω
V and
jk : iE
Ω
V,(k) →֒ iE
Ω
V,k for each k > 0. We have iE
Ω
V,k =
⊔
k′≥k iE
Ω
V,(k′), and we
have ǫi(x) = k for x ∈ iEΩV,(k). The map ik is closed immersion, and the map jk
is an open embedding. We set iEsiΩV ′,k := GV ′E
siΩ
U ′
k
, and we define similar maps
ık, k for them that we use only as “an analogous” situation.
Proposition 3.3. Let k > 0. The sheaf i∗kL
Ω
β is the direct sum of shifted
perverse sheaves in QΩβ supported on iE
Ω
V,k if we restrict them to iE
Ω
V,(k). Simi-
larly, the restriction ı∗kL
siΩ
siβ
is a direct sum of shifted perverse sheaves in QsiΩsiβ
supported on iEsiΩV ′,k along the loci with ǫ
∗
i = k.
Proof. As the proofs of the both cases are completely parallel, we concentrate
to the case of i∗kL
Ω
β .
The map κk factors through ik as
EΩUk
κ′k−→ iE
Ω
V,k
ik−→ EΩV
for each k. Thus, Theorem 3.2 asserts that (κ′k)
∗i∗kL
Ω
β is a direct sum of shifted
perverse sheaves in QΩβ−kαi . We set n := dim Vi. Let Pk ⊂ GL(n)
∼= GL(Vi) be
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the parabolic subgroup so that its Levi part is GL(n−k)×GL(k) and stabilizes
EΩUk ⊂ E
Ω
V . Then, we have a map
πk : GL(n)×Pk E
Ω
Uk −→ E
Ω
V ,
that is projective over the image. Note that πk is locally trivial fibration over
iE
Ω
V,(k) with its fiber isomorphic to Gr(k, n).
The sheaf (πk)∗π
∗
ki
∗
kL
Ω
β can be regarded as the induction of the sheaf κ
∗
kL
Ω
β ,
and hence it is a direct sum of shifted perverse sheaves in QΩβ . The above
argument tells us that i∗kL
Ω
β is a direct summand of (πk)∗π
∗
ki
∗
kL
Ω
β when restricted
to iE
Ω
V,(k). Therefore, we conclude that i
∗
kL
Ω
β is a direct sum of shifted perverse
sheaves in QΩβ supported on iE
Ω
V,k restricted to iE
Ω
V,(k) as required.
For each k > 0, we define
iR
Ω
β,k := Ext
•
GV (j
∗
V,kL
Ω
V , j
∗
V,kL
Ω
V ),
where jV,k : E
Ω
V \iE
Ω
V,k →֒ E
Ω
V . By definition, we have iR
Ω
β,1 = iR
Ω
β . By conven-
tion, we have jV,k = id for k > dim Vi, and we have iR
Ω
β,k = R
Ω
β in this case.
We also define iRsiΩsiβ,k in a similar fashion, that we use only as “an analogous”
situation.
Theorem 3.4. For each k > 0, we have an algebra isomorphism
iR
Ω
β,k
∼= Rβ/(Rβei(k)Rβ).
Moreover, iR
Ω
β,k+1ei(k)iR
Ω
β,k+1 is projective as a iR
Ω
β,k+1-module. Similarly, the
algebra iRsiΩsiβ,k is isomorphic to R
siΩ
siβ
/(RsiΩsiβ e
∗
i (k)R
siΩ
siβ
), and iRsiΩsiβ,k+1e
∗
i (k)
iRsiΩsiβ,k+1
is projective as a iRsiΩsiβ,k+1-module. In particular, the algebras iR
Ω
β,k and
iRsiΩsiβ,k
do not depend on the choice of Ω.
Proof. Since the case of iRsiΩsiβ,k is completely parallel, we concentrate to the
case of iR
Ω
β,k. The case k ≫ 0 is clear, and hence we prove the assertion by the
downward induction on k. In particular, we assume that
iR
Ω
β,k+1
∼= Rβ/(Rβei(k + 1)Rβ)
to prove our assertion. We denote iR
Ω
β,k+1 by Rβ,k+1 for simplicity.
We have
Ext•GV (j
∗
V,kL
Ω
V , j
∗
V,kL
Ω
V )
∼= Ext•GV (j
!
V,kL
Ω
V , j
!
V,kL
Ω
V )
∼= Ext•GV ((jV,k)!j
!
V,kL
Ω
V ,L
Ω
V ).
We set Ek := (E
Ω
V \iE
Ω
V,k+1). By assumption, we can restrict ourselves to Ek to
compute the Ext-groups. Hence, we freely assume that our maps are restricted
to Ek unless otherwise stated.
We have a distinguished triangle
(jV,k)!j
!
V,kL
Ω
V → L
Ω
V → (iV,k)∗i
∗
V,kL
Ω
V
+1
−→, (3.2)
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where iV,k : iE
Ω
V,(k) →֒ Ek is the complement inclusion. This yields an exact
seqeunce
Ext•GV ((iV,k)∗i
∗
V,kL
Ω
V ,L
Ω
V )→ Ext
•
GV (L
Ω
V ,L
Ω
V )
ψ
−→ Ext•GV ((jV,k)!j
!
V,kL
Ω
V ,L
Ω
V )
→ Ext•+1GV ((iV,k)∗i
∗
V,kL
Ω
V ,L
Ω
V )
as Rβ,k+1-modules. Note that Lb is the coefficient of IC
Ω(b) in LΩβ , and hence its
support is contained in iE
Ω
V,k when when ǫi(k)Lb 6= {0}. In particular, the sim-
ple RΩβ -module Lb contributes to Ext
•
GV (j
!
V,kL
Ω
V , j
!
V,kL
Ω
V ) by (graded) Jordan-
Ho¨lder multiplicity zero when ǫi(k)Lb 6= {0}. It follows thatRβ,k+1ei(k)Rβ,k+1 ⊂
ker ψ.
The action of H•GV (pt) on Ext
•
GV (L
Ω
V ,L
Ω
V ) is through the center of Rβ (see
e.g. [17]), and it is torsion-free. Hence, the action of H•GL(Vi)(pt) and H
•
GV
(pt)
on Rβ,k+1 ∼= Ext
•
GV (j
!
V,k+1L
Ω
V , j
!
V,k+1L
Ω
V ) factors through the center of Rβ,k+1.
Since (iV,k)∗ = (iV,k)!, we have
Ext•GV ((iV,k)∗i
∗
V,kL
Ω
V ,L
Ω
V )
∼= Ext•GV (i
∗
V,kL
Ω
V , i
!
V,kL
Ω
V ).
By our convention, i∗V,kL
Ω
V and i
!
V,kL
Ω
V are supported on iE
Ω
V,(k). In addition, we
have iE
Ω
V,(k)
∼= GL(Vi)×Pk (iE
Ω
Uk
∩iEΩV,(k)) for a parabolic subgroup Pk ⊂ GL(Vi)
borrowed from the proof of Proposition 3.3. Here, the subgroup GL(k) ⊂ Pk
acts on iE
Ω
Uk
trivially. From this and the induction equivalence ([2, §2.6.3]),
we obtain a free action of H•GL(k)(pt) on Ext
•
GL(Vi)((iV,k)∗i
∗
V,kL
Ω
V ,L
Ω
V ). The
image of the pullback map H•GL(Vi)(pt) → H
•
GL(k)(pt) contain k-algebraically
independent elements (over the base field C). From these, we conclude that
the H•GL(Vi)(pt)-action on Ext
•
GL(Vi)((iV,k)∗i
∗
V,kL
Ω
V ,L
Ω
V ) contains at least k al-
gebraically independent elements that acts torsion-freely.
On the other hand, the action of H•GL(Vi)(pt) on Ext
•
GL(Vi)(j
!
V,kL
Ω
V , j
!
V,kL
Ω
V )
arises from the GL(Vi)-action on some algebraic stratification of Ek−1 (see e.g.
Chriss-Ginzburg [3, 3.2.23 and 8.4.8]) so that the stalks of elements of QΩβ are
constant (by the construction of QΩβ ; note that our stratification is finite). In
other words, we have a finite GV -stable stratification
EΩV \iE
Ω
V,k =
⊔
λ∈Λ
Sλ
and a complex of locally constant sheaves Eλ (obtained by a successive appli-
cation of recollements) over Sλ so that Ext
•
GL(Vi)(j
!
V,kL
Ω
V , j
!
V,kL
Ω
V ) is written
as a finite successive distinguished triangles using H•GL(Vi)(Sλ, Eλ). Moreover,
Ext•GL(Vi)(j
!
V,kL
Ω
V , j
!
V,kL
Ω
V ) must be a finitely generated H
•
GL(Vi)
(pt)-module as
a result of the the fact that LΩV is a finite direct sum of constructible complexes
over EΩV .
The rank of the stabilizer of the GL(Vi)-action on a point of Ek−1 is always
< k. As a consequence, the action of H•GL(Vi)(pt) on H
•
GL(Vi)
(Sλ, Eλ) (for every
λ ∈ Λ) cannot carry k-algebraically independent elements that act torsion-freely.
Therefore, the same holds for Ext•GL(Vi)(j
!
V,kL
Ω
V , j
!
V,kL
Ω
V ). Thus, the map
Ext•GL(Vi)((jV,k)!j
!
V,kL
Ω
V ,L
Ω
V )→ Ext
•+1
GL(Vi)
((iV,k)∗i
∗
V,kL
Ω
V ,L
Ω
V )
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must be nullity as we do not have enough number of algebraically independent
elements of H•GL(Vi)(pt) that acts on the LHS without torsion. By imposing the
GV -equivariance, we obtain a map
H•GV /GL(Vi)(pt)⊗ Ext
•
GL(Vi)((jV,k)!j
!
V,kL
Ω
V ,L
Ω
V )
→H•GV /GL(Vi)(pt)⊗ Ext
•+1
GL(Vi)
((iV,k)∗i
∗
V,kL
Ω
V ,L
Ω
V )
that induces a map
Ext•GV ((jV,k)!j
!
V,kL
Ω
V ,L
Ω
V )→ Ext
•+1
GV
((iV,k)∗i
∗
V,kL
Ω
V ,L
Ω
V )
through the spectral sequence (pulling back to the classifying space of GV ).
This map must be also nullity as it is induced from the nullity.
Hence, we conclude a short exact seqeuence
0→ Ext•GV ((iV,k)∗i
∗
V,kL
Ω
V ,L
Ω
V )→ Rβ,k+1
ψ
−→ Rβ,k → 0
as left Rβ,k+1-modules.
By Proposition 3.3, the sheaf (iV,k)∗i
∗
V,kL
Ω
V is a direct sum of shifted perverse
sheaves on Ek, that is supported on iE
Ω
V,k (or iE
Ω
V,(k)). It follows that the graded
Rβ,k+1-module Ext
•
GV ((iV,k)∗i
∗
V,kL
Ω
V ,L
Ω
V ) is the direct sum of projective covers
of Lb with ǫi(b) = k. Since Rβ,k+1ei(k)Rβ,k+1 is the maximal left Rβ-submodule
of Rβ,k+1 generated by irreducible constituents {Lb}ǫi(b)=k, we deduce
Rβ,k+1ei(k)Rβ,k+1 ∼= Ext
•
GV ((iV,k)∗i
∗
V,kL
Ω
V ,L
Ω
V )
∼= Ext•GV (L
Ω
V , (iV,k)∗i
!
V,kL
Ω
V ),
where the latter modules are actually calculated on Ek. Therefore, we conclude
the assertions for Rβ,k as required.
This proceeds the induction step, and we conclude the assertion.
Corollary 3.5. The set of isomorphism classes of graded simple modules of
iR
Ω
β and
iRsiΩsiβ are {Lb 〈j〉}ǫi(b)=0,j∈Z and {Lb 〈j〉}ǫ∗i (b)=0,j∈Z, respectively. ✷
Theorem 3.6 ([12]). The maps qiV and p
i
V ′ give rise to a bijective correspon-
dence between perverse sheaves corresponding to {b ∈ B(∞)β | ǫi(b) = 0} and
{b ∈ B(∞)siβ | ǫ
∗
i (b) = 0}.
Proof. In view of Theorem 3.4, the combination of [12, Theorem 8.6] and Propo-
sition 2.4 implies the result (see also [11, Proposition 38.1.6]).
Proposition 3.7 ([6]). In the setting of Proposition 3.1, two graded algebras
iR
Ω
β and
iRsiΩsiβ are Morita equivalent to each other. In addition, this Morita
equivalence is independent of the choice of Ω (as long as i is a sink).
Proof. Although the original setting in [6, Proposition 3.5] is only for types
ADE, the arguments carry over to this case in view of Theorem 3.6.
For each b ∈ B(∞)siβ , we denote by Ti(b) ∈ B(∞)β ⊔ {∅} the element so
that
(piV ′)
∗ICsiΩ(b)[(dim Vi)
2] ∼= (qiV )
∗ICΩ(Ti(b))[(dim V
′
i )
2],
(we understand that Ti(b) = ∅ if supp IC
siΩ(b) 6⊂ Im piV ′). Note that Ti(b) = ∅
if and only if ǫ∗i (b) > 0. In addition, we have ǫi(Ti(b)) = 0 if Ti(b) 6= ∅. We set
T−1i (b
′) := b if b′ = Ti(b) 6= ∅.
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Thanks to Theorem 3.4, we can drop Ω or siΩ from iR
Ω
β and
iRsiΩβ . We
define a left exact functor
T∗i : Rβ-gmod −→ iRβ-gmod
∼=
−→ iRsiβ-gmod →֒ Rsiβ-gmod,
where the first functor is HomRβ (iRβ , •), the second functor is Proposition 3.7,
and the third functor is the pullback. Similarly, we define a right exact functor
Ti : Rβ-gmod −→
iRβ-gmod
∼=
−→ iRsiβ-gmod →֒ Rsiβ-gmod,
where the first functor is iRβ ⊗Rβ •. We call these functors the Saito reflection
functors ([6, §3]). By the latter part of Proposition 3.7, we see that these
functors are independent of the choices involved.
Theorem 3.8 ([6] Theorem 3.6). Let i ∈ I. We have:
1. For each b ∈ B(∞)β , we have
TiLb =
{
LTi(b) (ǫ
∗
i (b) = 0)
{0} (ǫ∗i (b) > 0)
, and T∗iLb =
{
LT−1
i
(b) (ǫi(b) = 0)
{0} (ǫi(b) > 0)
;
2. The functors (Ti,T
∗
i ) form an adjoint pair;
3. For each M ∈ iRβ-gmod and N ∈ iRsiβ-gmod, we have
ext∗Rsiβ
(TiM,N) ∼= ext
∗
Rβ (M,T
∗
iN).
Proof. The proof of the first assertion is the same as [6, Theorem 3.6] if we
replace standard modules with projective modules, that involves only simple
perverse sheaves. The proof of the second assertion is exactly the same as [6,
Theorem 3.6]. The third assertion requires the second part of Theorem 3.4
instead of [6, Corollary 1.6] (and also we need to repeat projective resolutions
inductively on ǫi and ǫ
∗
i in a downward fashion).
Theorem 3.9. Let i, j ∈ I. We have:
• If i 6↔ j, then we have TiTj ∼= TjTi;
• If #{h ∈ Ω | {h′, h′′} = {i, j}} = 1, then we have TiTjTi ∼= TjTiTj.
The same is true for T∗i and T
∗
j .
Proof. By [12, §9.4], the functor Ti induces an isomorphism described in [11,
Lemma 38.1.3] (see also [18]). Hence, [11, Theorem 39.4.3] (cf. Theorem 3.8
1)) implies that the both sides give the same correspondence between simple
modules. As each of Ti transplants the simple modules and annihilates all the
submodule that contains some specific simple modules (that induces an equiva-
lence between some Serre subcategories), the same is true for their composition.
Therefore, we conclude the result.
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4 Monoidality of the Saito reflection functor
We work in the setting of §2. The goal of this section is to prove the following:
Theorem 4.1. Let i ∈ I, and let β1, β2 ∈ Q
+ so that siβ1, siβ2 ∈ Q
+. There
exists a natural transformation
T∗i (• ⋆ •) −→ T
∗
i (•) ⋆ T
∗
i (•)
as functors from the category of iRβ1 ⊠ iRβ2-modules that gives rise to an iso-
morphism of functors. The same holds for Ti if we consider functors from the
category of iRsiβ1 ⊠
iRsiβ2-modules.
Remark 4.2. Theorem 4.1, or rather its T-version, corrects a mistake in the
proof of [6] Lemma 4.2 2). Note that another correction was made for the arXiv
version of [6].
The rest of this section is devoted to the proof of Theorem 4.1, and the main
body of the proof is at the end of this section.
Let β1, β2 ∈ Q+ and set β := β1+β2. The induction functor ⋆ is represented
by a bimodule Rβeβ1,β2 , where
eβ1,β2 =
∑
m1∈Y β1 ,m2∈Y β2
e(m1)⊠ e(m2).
We fix an orientation Ω, and we might drop the superscript Ω freely if the
meaning is clear from the context. We fix I-graded vector spaces V (1) and V (2)
so that dimV (i) = βi =
∑
j∈I dj(i)αi for i = 1, 2, and V := V (1)⊕ V (2).
We consider two varieties with natural GV -actions:
GrΩV (1),V (2)(V ) :=
{
(F, x, ψ1, ψ2)
∣∣∣F ⊂ V : I-graded vector subspacex ∈ EV , s.t. xF ⊂ F
ψ1 : V/F ∼= V (1), ψ2 : F ∼= V (2)
}
,
GrΩβ1,β2(V ) :=
{
(F, x)
∣∣∣F ⊂ V : I-graded vector subspacex ∈ EV , s.t. xF ⊂ F
dimF = β2
}
.
We have a GV (1) × GV (2)-torsor structure ϑ
Ω : GrV (1),V (2)(V ) −→ Grβ1,β2(V )
given by forgetting ψ1 and ψ2. We have two maps
pΩ :Grβ1,β2(V ) ∋ (F, x) 7→ x ∈ EV and
qΩ :GrV (1),V (2)(V ) ∋ (F, x, ψ1, ψ2) 7→ (ψ1(x mod F ), ψ2(x |F )) ∈ EV (1) ⊕ EV (2).
Notice that ϑ and q are smooth of relative dimensions dimGV (1) + dimGV (2)
and 12 (dimGV +dimGV (1)+dimGV (2))+
∑
h∈Ω d1(h
′)d2(h
′′), respectively. The
map p is projective. We set Nββ1,β2 :=
1
2 (dimGV − dimGV (1) − dimGV (2)) +∑
h∈Ω d1(h
′)d2(h
′′). For GV (i)-equivariant constructible sheaves Fi on EV (i) for
i = 1, 2, we define their convolution product as
F1⊙F2 := p!F12[N
β
β1,β2
], where ϑ∗F12 ∼= q
∗(F1⊠F2) in D
b
GV (GrV (1),V (2)(V )).
By construction, the convolution of LΩβ1 and L
Ω
β2
yields the direct summand
of LΩβ corresponding to the idempotent eβ1,β2 . Hence, we have
Rβeβ1,β2
∼= Ext•GV (L
Ω
β1 ⊙ L
Ω
β2 ,L
Ω
β ) (4.1)
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as (Rβ , Rβ1 ⊠Rβ2)-bimodule.
Let LΩβ1,β2 be a complex so that ϑ
∗LΩβ1,β2
∼= q∗(LΩβ1 ⊠ L
Ω
β2
). Then, we have
Ext•GV (L
Ω
β1 ⊙ L
Ω
β2 ,L
Ω
β )
∼= Ext•GV (L
Ω
β1,β2 , p
!LΩβ ).
Since we have
Ext•GV (L
Ω
β1,β2 ,L
Ω
β1,β2)
∼= Ext•GV (1)×GV (2)(L
Ω
β1 ⊠ L
Ω
β2 ,L
Ω
β1 ⊠ L
Ω
β2),
we have a (right) Rβ1 ⊠Rβ2-module structure of Rβeβ1,β2 .
From now on, we assume that i ∈ I is a sink of Ω and employ the setting of
§3. We find LΩ,♭β1,β2 so that
ϑ∗LΩ,♭β1,β2
∼= q∗((jV (1))!j
!
V (1)L
Ω
β1 ⊠ (jV (2))!j
!
V (2)L
Ω
β2),
and O := ϑ(q−1(iEΩV (1) × iE
Ω
V (2))). The graded vector space
Ext•GV (p!L
Ω,♭
β1,β2
,LΩβ )
∼= Ext•GV (L
Ω,♭
β1,β2
, p!LΩβ )
admits an (Rβ , iRβ1 ⊠ iRβ2)-bimodule structure.
By restricting each components to the open set iE
Ω
V by j
∗
V = j
!
V , we deduce
that Ext•GV (j
∗
V p!L
Ω,♭
β1,β2
, j∗V L
Ω
β ) is a left iRβ-module. Applying adjunctions, this
module is isomorphic to
Ext•GV (p!L
Ω,♭
β1,β2
, (jV )∗j
∗
V L
Ω
β )
∼= Ext•GV (L
Ω,♭
β1,β2
, p!(jV )∗j
∗
V L
Ω
β ), (4.2)
which admits a right iRβ1⊠iRβ2-structure. Hence, (4.2) is an (iRβ, iRβ1⊠iRβ2)-
bimodule.
We fix I-graded vector spaces V ′(1) and V ′(2) so that dimV ′(i) = siβi for
i = 1, 2. A similar construction as above implies that we have a sheaf LsiΩ,♭siβ1,siβ2
so that
ϑ∗LsiΩ,♭siβ1,siβ2
∼= q∗((V ′(1))!
!
V ′(1)L
siΩ
siβ1
⊠ (V ′(2))!
!
V ′(2)L
siΩ
siβ2
).
It yields an (iRsiβ ,
iRsiβ1 ⊠
iRsiβ2)-bimodule
Ext•GV ′ (p!L
siΩ,♭
siβ1,siβ2
, (V ′)∗
∗
V ′L
siΩ
siβ
) ∼= Ext•GV ′ (L
siΩ,♭
siβ1,siβ2
, p!(V ′)∗
∗
V ′L
siΩ
siβ
).
(4.3)
Theorem 4.3. Under the above setting, the image of the natural restriction
map
Ext•GV (p!L
Ω
β1,β2 ,L
Ω
β ) −→ Ext
•
GV (p!L
Ω,♭
β1,β2
,LΩβ )
is a submodule of the RHS, and is equal to
iRβ ⊗Rβ1⊠Rβ2 (iRβ1 ⊠ iRβ2).
In addition, it is the pure part of weight zero in Ext•GV (p!L
Ω,♭
β1,β2
,LΩβ ). The same
is true if we replace Ω with siΩ, βj by siβj, and iRβj with
iRsiβj (j = ∅, 1, 2).
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Proof. Since the proofs of the both assertions are similar, we prove only the case
of Ω. We have O ⊂ p−1(iEΩV ), and hence the restriction map factors through
the restriction to iE
Ω
V . By unwinding the definition, we have a factorization
Ext•GV (p!L
Ω
β1,β2 ,L
Ω
β ) −→ Ext
•
GV (j
!
V p!L
Ω
β1,β2 , j
!
V L
Ω
β )
∼=Ext•GV ((jV )!j
!
V p!L
Ω
β1,β2 ,L
Ω
β )
ρ
−→ Ext•GV (p!L
Ω,♭
β1,β2
,LΩβ )
of (Rβ , Rβ1 ⊠ Rβ2)-bimodule map, where the first map (that is surjection by
Theorem 3.4) is the restriction to the open set, the second isomorphism is the
adjunction, and the third morphism is obtained by the base change using j!V =
j∗V and the composition.
We have a distinguished triangle
(jV (2))!j
!
V (2)L
Ω
β2 → L
Ω
β2 → Ker
+1
→ .
Since LΩβ2 is pure of weight 0, it follows that (jV (2))!j
!
V (2)L
Ω
β2
must have weight
≤ 0 ([1, 5.1.14]). Taking account into the fact that (jV (2))!j
!
V (2)L
Ω
β2
and LΩβ2
share the same stalk along iE
Ω
V (2) and the stalk of (jV (2))!j
!
V (2)L
Ω
β2
vanishes
outside of iE
Ω
V (2), we conclude that Ker has weight ≤ 0. We set K := p!K
′,
where ϑ∗K′ ∼= q∗(LΩβ1 ⊠ Ker).
From now on, we make all computations over iE
Ω
V by using j
∗
V = j
!
V . The
above construction gives us a distinguished triangle
p!L
Ω,♭
β1,β2
→ LΩβ1 ⊙ L
Ω
β2 → K
+1
−→ .
Moreover, K has weight ≤ 0 by p∗ = p!.
Hence, we deduce an exact sequence of iRβ-modules
Ext•GV (K,L
Ω
β )→ Ext
•
GV (p!L
Ω
β1,β2 ,L
Ω
β )
ρ
−→ Ext•GV (p!L
Ω,♭
β1,β2
,LΩβ ).
Note that the middle term has weight 0 by Theorem 3.4 as the both of LΩβ1⊙L
Ω
β2
and LΩβ are pure of weight 0. Since Ext
•
GV (K,L
Ω
β ) has weight ≥ 0 ([1, 5.1.14]),
we conclude that Im ρ is precisely the weight 0-part of Ext•GV (p!L
Ω,♭
β1,β2
,LΩβ ) (see
also the arguments in [7]).
Since the (iRβ , iRβ1 ⊠ iRβ2)-action preserves the weight, it follows that Im ρ
is an (iRβ , iRβ1 ⊠ iRβ2)-subbimodule of Ext
•
GV (p!L
Ω,♭
β1,β2
,LΩβ ). Since we have
Ext•GV (p!L
Ω
β1,β2
,LΩβ )
∼= iRβeβ1,β2 , we have a surjection
π : iRβeβ1,β2 −→ Im ρ.
By Proposition 3.3, the sheaf Ker is obtained by successive constructions of
cones of shifted perverse sheaves on QΩβ2 that are supported outside of iE
Ω
V (2).
Therefore, we deduce that ker ρ admits a surjection from the direct sum of
Rβ-modules of the form
Pb1 ⋆ Pb2 b1 ∈ B(∞)β1 , b2 ∈ B(∞)β2 , ǫi(b2) > 0,
that corresponds to ICΩ(b1) ⊙ IC
Ω(b2) with ǫi(b2) > 0. Let us write E the sum
of the image of all such Rβ-modules in iRβeβ1,β2 arises as the above induction.
In view of the construction of Ker, we have ker π ⊂ E.
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On the other hand, E is precisely the kernel of the natural quotient map
iRβeβ1,β2 −→ iRβ ⊗Rβ1⊠Rβ2 (iRβ1 ⊠ iRβ2).
As a consequence, we have a quotient map
Im ρ −→ iRβ ⊗Rβ1⊠Rβ2 (iRβ1 ⊠ iRβ2).
The module Im ρ is a (iRβ , iRβ1 ⊠ iRβ2)-bimodule whose bimodule struc-
ture is induced from the (iRβ , Rβ1 ⊠ Rβ2)-bimodule structure on iRβeβ1,β2
by construction (through Theorem 3.4). Thus, Im ρ admits a surjection from
iRβ ⊗Rβ1⊠Rβ2 (iRβ1 ⊠ iRβ2), that is the maximal (iRβ , iRβ1 ⊠ iRβ2)-bimodule
quotient of iRβeβ1,β2 (regarded as a (iRβ , Rβ1 ⊠Rβ2)-bimodule). Therefore, we
conclude
Im ρ ∼= iRβ ⊗Rβ1⊠Rβ2 (iRβ1 ⊠ iRβ2)
as required.
Proof of Theorem 4.1. Note that the open subset O ⊂ GrΩβ1,β2(V ) is precisely
the set of points (F, x) so that x |F∈ iEΩV (2) and x mod F ∈ iE
Ω
V (1). We
set O′ := ϑ(q−1(iEsiΩV ′(1) ×
iEsiΩV ′(2))). The open subset O
′ ⊂ GrsiΩsiβ1,siβ2(V
′) is
precisely the set of points (F ′, x′) so that x′ |F ′∈ iE
siΩ
V ′(2) and x
′ mod F ′ ∈
iEsiΩV ′(1).
Therefore, (3.1) yields a variety O with the GV,V ′ -action defined as:
{
{{Wi,W
′
i }i, (fh)h, (f
′
h)h, φ, ψ}
∣∣∣∣∣
{(fh)h∈Ω, (f
′
h)h∈siΩ, ψ} ∈ Z
Ω
V,V ′ ,
φ :Wj ∼=W
′
j for j 6= i
({Wi}i∈I , (fh)h∈Ω) ∈ Gr
Ω
β1,β2
(V ),
({W ′i}i∈I , (f
′
h)h∈siΩ) ∈ Gr
siΩ
siβ1,siβ2
(V ′)
ψ :W ′i
∼=
−→ ker(
⊕
h∈Ωi
fh :
⊕
h
Wh′ →Wi)
}
.
Note that the condition (fh |{Wi}i)h∈Ω ∈ iE
Ω
V (2) guarantees that
dim W ′i = dim ker(
⊕
h∈Ωi
fh :
⊕
h
Wh′ →Wi)
and similarly the condition (f ′h |{Wi}i)h∈siΩ ∈
iEsiΩV ′(2) guarantees that
dim Wi = dim coker(
⊕
h∈Ωi
fh :W
′
i →
⊕
h
Wh′),
that actually asserts the same thing. Since we have an isomorphism
ψ : V ′i
∼=
−→ ker(
⊕
h∈Ωi
fh :
⊕
h
Vh′ → Vi)
from the definition of ZΩV,V ′ , taking quotients yield
(fh mod {Wi}i)h∈Ω ∈ iE
Ω
V (1) and (fh mod {W
′
i}i)h∈siΩ ∈
iEsiΩV ′(1).
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Hence, the quotients of O by GV ′
i
and GVi gives q˜
i
V and p˜
i
V ′ in the commu-
tative diagram in the below:
GrΩβ1,β2(V )
pΩ

O? _oo
p

O
p˜i
V ′ // //
q˜iVoooo O′
p′

  // GrsiΩsiβ1,siβ2(V
′)
psiΩ

EΩV iE
Ω
V
? _
jVoo ZΩV,V ′
pi
V ′ // //
qiVoooo iEsiΩV ′
  V ′ // EsiΩV ′ .
Therefore, we have an equivalence of the category of GV -equivariant sheaves on
O, and the category of GV ′-equivariant sheaves on O′ (cf. [2, §2.6.3]). With an
aid of Proposition 3.7, we conclude that
Ext•GV (L
Ω,♭
β1,β2
, p!LΩβ ) ∼= Ext
•
GV ′
(LsiΩ,♭siβ1,siβ2 , (p
′)!LsiΩsiβ )
up to amplifications of direct summands (i.e. we allow to duplicate direct sum-
mand of both terms). By Theorem 4.3, the comparison of their weight zero
parts identifies
iRβ ⊗Rβ1⊠Rβ2 (iRβ1 ⊠ iRβ2) and
iRsiβ ⊗Rsiβ1⊠Rsiβ2 (
iRsiβ1 ⊠
iRsiβ2)
through the Morita equivalences in Proposition 3.7. This is actually an identi-
fication of bimodules by construction.
In other words, we have an isomorphism
T∗i (Ext
•
GV (j
∗
V (L
Ω,♭
β1,β2
), j∗V L
Ω
β ))
∼= Ext•GV ′ (
∗
V ′(L
siΩ,♭
siβ1,siβ2
), ∗V ′L
siΩ
siβ
),
where the amplification of direct summands is subsumed in the constructions
of Ti. This isomorphism commutes with the Morita equivalence of iRβj and
iRsiβj for j = 1, 2 by the above. Hence, taking their weight 0 part yields the
desired natural transformation
T∗i (• ⋆ •) −→ T
∗
i (•) ⋆ T
∗
i (•)
of functors, and it must be an equivalence. The case of Ti is obtained similarly.
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