Abstract. Demmel and Veseli c showed that, subject to a minor proviso, Jacobi's method computes the eigenvalues and eigenvectors of a positive de nite matrix more accurately than methods that rst tridiagonalize the matrix. We extend their analysis and there by 1. We remove the minor proviso in their results and thus guarantee the accuracy of Jacobi's method. 2. We show how to cheaply check, a posteriori, whether tridiagonalizing a particular matrix has caused a large relative perturbation in the eigenvalues on the matrix. This can be useful when dealing with graded matrices. 3. We derive hybrid Jacobi algorithms that have the same accuracy of Jacobi's method but are faster, at least on a serial computer.
1. Introduction. Jacobi's method computes the eigenvalues and eigenvectors of a positive de nite matrix more accurately than methods based on rst tridiagonalizing the matrix. Indeed, there is a sense in which Jacobi's method computes the eigenvalues and eigenvectors to optimal accuracy. These results were proved in 4] and reproved in 14]; some precursors were presented in 1]. We refer to 4, 17, 15] for a complete survey of the literature. The purpose of this paper is to strengthen and generalize the results in 4] and to simplify some of the proofs there. This paper deals with both the one sided and two sided Jacobi algorithms. However, we will make only passing reference to threshold criteria and orderings as the results here are independent of such considerations.
Given a positive de nite matrix H let S H denote the positive diagonal scaling matrix such that the main diagonal entries of S H HS H are all 1 which is potentially much larger. It was also shown in 4] that the bound (1.2) is optimal, up to factors of n. The other key idea in 4] is that if a 2-sided Jacobi transformation is applied to H using arithmetic of precision then the result is the same as if a Jacobi transformation were applied in exact arithmetic to H + H where kS H HS H k = O( ). Combining this backward error bound with the new perturbation bound (1.2) shows that one step of Jacobi's method causes a relative perturbation in each of the eigenvalues of the order of ?1 n (S H HS H ) at the most. Merely introducing a relative perturbation of size in each of the entries of H, as we may do in entering H into the computer could cause a similar relative perturbation in its eigenvalues. Thus Jacobi's method is`as accurate as we can hope for' { subject to the ratio in (1.5) not being too large. The standard bound on the relative error in the eigenvalues computed by other methods (tridiagonalization-based methods or Jacobi with the old stopping criterion) is j i (H) ?^ i j i (H) c n kHk i (H) which can be as large as c n (H), which is potentially much larger. Here c n is a modestly growing function of n.
We generalize their result to show that a similar bound holds for a wider class of orthogonal transformations that are applied to two rows and the corresponding columns. This result shows that if one computes an eigen-decomposition of a positive de nite matrix by QR (or some other method based on a preliminary tridiagonalization) and then re nes it by Jacobi then the resulting decomposition is as accurate as the Jacobi algorithms in 4] but considerably faster on a serial computer.
The error bounds for Jacobi's method presented in 4] contain a factor max 0 i M ?1 n (S Hi H i S Hi ) (1.4) where H 0 = H is the n n positive de nite matrix whose eigenvalues we wish to compute and the H i are the iterates in Jacobi's method. 1 However, as already mentioned, the perturbation bounds only contain the factor ?1 n (S H HS H ). It is conceivable that the ratio max 0 i M ?1 n (S Hi H i S Hi ) ?1 n (S H HS H ) (1.5) is very large, although in practice this has not been observed. We show that if we use the 1-sided Jacobi method applied to the Cholesky factor of H (as proposed in 4]) then we can replace the factor max 0 i M ?1 n (S Hi H i S Hi ) by ?1 n (S H0 H 0 S H0 ) (Theorem 3.3). That is, the 1-sided Jacobi method computes the eigenvalues as accurately as we can hope, up to factors of n. This is perhaps the most important result in this paper. The fact that one can replace the factor (1.4) by n (S H HS H ) has been shown independently by Drma c 6] . There are situations where one would use an algorithm that has the factor (1.4) in the bound { such a situation is described at the beginning of Section 4 { so it is still of interest to study the ratio (1.5) .
One of the themes of this paper is that the one sided algorithm is easier to analyze and has better error bounds. The 1-sided algorithm was preferred in 4] for parallelism 3 and e ciency of data movement, and was used as the basis for a Jacobi method to accurately compute the eigenvalues of an inde nite symmetric matrix in 16] , and a relative error analysis of the method was presented in 15]. Another theme is the analysis of algorithms at the matrix level rather than the scalar level. This makes the proofs much shorter and easier to understand. It also suggests how these results can be generalized. For example, by essentially the same method we can analyze the relative errors in the eigenvalues introduced by Householder tridiagonalization of a positive de nite matrix.
An idea that has not been observed until now is that taking a Cholesky factorization, then computing the singular values of the Cholesky factor, by bidiagonalization for example, and nally squaring them yields the eigenvalues of the original matrix to higher relative accuracy than computing the eigenvalues of the positive de nite matrix directly by tridiagonalization. This approach has been suggested in conjunction with Jacobi's method in 4] { there the reason was that if one computes the factorization with complete pivoting then Jacobi's method tends to converge more rapidly; accuracy was not the primary consideration.
Let us brie y compare Jacobi's method with tridiagonalization methods. The relative error bound for Jacobi's method will be much better than for tridiagonalization methods if and only if
It is easy to check that (H) (S H ) 2 (S H HS H ). So (1.6) will be true only if (S H ) is large { loosely speaking, if H is graded. It is natural to try to accelerate Jacobi's method in the case that H is graded because in general Jacobi's method is much slower than tridiagonalization followed by the QR iteration. We discuss this idea in Section 7. Demmel and Veseli c have presented experimental evidence to show that as (S H ) grows (for xed n and (S H HS H )) the number of Jacobi sweeps required decreases 4, p 1243], and they present a heuristic explanation for this observation that is valid for 1 sided Jacobi. In 13] is shown that one can compute the eigenvalues of a strongly graded positive de nite matrix to high relative accuracy at a cost that is only slightly greater than the cost of computing its Cholesky factorization. Thus, in this situation, one can obtain the accuracy of Jacobi's method at a cost that is less than that of tridiagonalizing the matrix.
We now give an outline of the paper and then conclude this section with some notation. In Section 2 we present the necessary preliminaries { some error bounds for oating point computations, some perturbation bounds for scaled matrices, and a review of the improved stopping criterion for Jacobi's method proposed in 4] .
In Section 3 we analyze one variant of 1-sided Jacobi. This is the simpler case where we apply the transformations on the left and the columns of the matrix are close to orthogonal. This allows us to avoid the factor (1.4). We also consider the reduction of rectangular matrices to square in this section.
In Section 4 we consider the other case, where we apply the orthogonal transformations and the scaling matrix on the same side, and the closely related 2-sided Jacobi algorithm. We also use the analysis of Section 4 in Section 5 to show how one can check at each stage while tridiagonalizing a positive de nite matrix whether large relative perturbations are being introduced in the eigenvalues. This is useful when working with graded positive de nite matrices.
In Section 6 we give an application to the computation of the the eigenvalues of the Hilbert matrix. The main point here is that if one uses 1-sided Jacobi applied to the 4 roy mathias Cholesky factor of a positive de nite matrix then the relative errors in the computed eigenvalues are due almost entirely to the errors in computing the Cholesky factor. This was observed in the numerical results presented 4] and hinted at in 17] { we give an explanation. The Hilbert matrix provides a dramatic illustration of this fact.
In Section 7 we present some hybrid algorithms that may be viewed as QR with Jacobi re nement. These algorithms deliver the accuracy of Jacobi's method but require considerably less time on a serial computer (but more time than plain QR). These new algorithms, though not completely parallelizable, are of interest since Jacobi's method is the fastest known way to compute all the eigenvalues of a positive de nite matrix to maximum relative accuracy, even on a serial computer.
Let M m;n denote the space of m n matrices and let M n M n;n . We will only consider real matrices but our results generalize to complex matrices in the obvious way { since we have bounds of the form (1.7) for complex arithmetic. For a symmetric matrix H we let 1 Here c and s are the cosine and sine of the rotation angle. Any elementary orthogonal matrix is either a rotation (like R ij (t)) or the product of a rotation and a signed permutation. Since multiplication by a signed permutation doesn't cause any rounding error, for purposes of error analysis, it is su cient to consider only matrices of the form R ij (t). We will refer to an algorithm that applies a sequence of elementary orthogonal matrices as a generalized Jacobi algorithm. In a generalized Jacobi algorithm it is not necessary that each transformation orthogonalize a pair of columns (in the 1 sided case) or zero a particular element (in the 2 sided case). where j i j . Here fl( ) denotes the computed value. As in 4] the use of a guard digit does not signi cantly improve our error bounds. All our results will be to rst order in . In the statements of our results we will include the term O( 2 ) to remind the reader of this, however, in the proofs we will drop second order terms for convenience. Because the main diagonal entries of S H HS H are 1 and it is positive de nite, its norm is at most n, and so the two bounds are the same, up to a factor of n. We shall use the stronger bound and so many of our results will appear to be rather di erent from those in 4, 15] though in fact they are essentially the same.
2. Preliminaries. In this section we give two error bounds for nite precision computations, two perturbation bounds from 4], the stopping criteria for Jacobi's method proposed in 4], and a bound on the scaled backward error in computing the Cholesky factorization. This section may be skipped by a reader who is only interested in the results in the rest of the paper. In the interests of brevity we omit the proofs of Lemmas 2.1 and 2.3 { they are standard error analysis. The importance of the next result will be apparent from the discussion following Theorems 4.2 and 4.4. The quantity t = t(a; b; c) is such that the 2 2 orthogonal matrix R 12 (t) diagonalizes the matrix in (2.6). 
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In the Jacobi algorithm we generate a sequence of matrices H k that converge to diagonal. We stop when the o -diagonal elements are su ciently small and then take the diagonal elements as the eigenvalues. How small is small enough? Suppose that H M = + E where H M is positive de nite, is diagonal, and E has zero diagonal. The relative error introduced in at least one of the eigenvalues computed using Jacobi's method will generally be of the order of ?1 n (S H HS H ). If one is content to compute all the eigenvalues of H to this relative accuracy it would be appropriate to use the stopping criterion (2.10) with tol ?1 n (S H HS H ), which may be much larger than . In 4] it was proposed that one take tol c for some constant that was independent of the matrix H. However, as just argued tol ?1 n (S H HS H ), which will in general be larger and so result in earlier termination, will give the same accuracy for the computed eigenvalues (the eigenvectors may not be orthogonal to full working precision however). On the other hand, it was shown in 4, Proposition 2.4] that there is a relative condition number associated with each eigenvalue and that some eigenvalues may be more sensitive to small component-wise perturbations than others. It is possible, though it wasn't shown in 4], that Jacobi's method with tol = c will compute each eigenvalue to a relative accuracy that re ects its relative condition number. To summarize, taking tol = ?1 n (S H HS H ) is su cient to compute each eigenvalue to the relative accuracy one can expect for the most sensitive eigenvalue, but tol = c may compute each eigenvalue to the relative accuracy that it deserves.
We are not proposing that one set h ij to 0 based on the stopping criterion (2.10).
If jh ij j tol p h ii h jj for some pair of indices i; j but not for all pairs then we cannot be sure that n (S H HS H ) 1 as we can when (2. The criterion (2.10) itself is not new, but this justi cation for it was rst presented in 4]. Until then the generally accepted termination criterion was jE ij j tolkHk i; j = 1; : : :; n:
It is easy to check that this criterion is more easily satis ed than (2.10).
It will be useful to have the following backward error bound for the Cholesky factorization from 4, 5] . Lemma Proof. The results are a straight forward application of Lemma 2.1.
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When computing the singular values of a rectangular matrix, in the interests of computational e ciency, one would like to reduce the matrix to a square matrix with the same singular values before applying some other method. We now show that this can be done without losing relative accuracy of the computed singular values. We have been intentionally vague in our de nition of c in order that the result is not dependent on the way in which w is computed. If one uses the method outlined in 18, pp 153-155] then from 18, p155 (39.23)] one can take c = 1:501.
Proof. The statement (3.3) follows from the discussion just before Theorem 3.1. Now let us consider (3.4) { rst assuming that the Householder vectors w are computed exactly, but applied in nite precision arithmetic. LetĜ i denote the computed matrix after the ith column has been reduced to upper triangular form, and let G i denote the corresponding exact quantity. Let E i =Ĝ i ? G i . Let Q i be product of the rst i Householder. By Lemma 2.1 the columns of E 1 C G have norms at most 4m . LetẼ 2 be the matrix or errors incurred at the second step, that is, E 2 = fl(Q 2Ĝ1 ) ? Q 2Ĝ1 . Then by substituting forĜ 1 we have E 2 = Q 2 E 1 +Ẽ 2 : Note that the rst column ofẼ 2 C G is zero and that the norms of the remaining columns are bounded by 4m . Thus the norm of the rst column of E 2 C G is at most 4m , while the norms of the remaining columns are at most twice this quantity. The nal error matrix is E n . Continuing in this manner we see that the ith column of E n C G has norm at most 4mi . Thus
The bound
on singular values follows from this and Theorem 2. Proof. Combine Theorem 3.1 and the bound in Theorem 2.5 noting that n (GC G ) = n (G i C Gi ) where G i is the result after i transformations. The n tol term arises because the columns of G M are not exactly orthogonal and the 2n 2 arises because of possible errors in evaluating the G T i G j terms and the s i terms.
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Note that if we apply general orthogonal transformations rather than elementary orthogonal matrices then we have a similar bound except that the factor 3 in (3. The idea of setting tol = ?1 (rather that tol = c ) will save at most one sweep of Jacobi if n (RC R ) p (as will typically be the case). This is not an enormous saving, but more than compensates for the small cost (O(n 2 )) of estimating n (RC R ). Note also that since we have an estimate of n (GC G ) = n (RC R ) we have an upper bound on the relative error in the computed singular values. However, because we are using tol = ?1 rather than tol = c n (where c n is a modest function of n) in the stopping criterion the computed singular vectors will not be orthogonal to full working precision. If this is a concern then one should take tol = c n and do the (small amount of) extra work that this entails.
Since it is possible to reduce a rectangular matrix to a smaller square matrix without causing large relative perturbations in its singular values, we shall only consider square matrices hereafter.
Suppose that G 2 M m;n with m >> n. The standard approach to nding the singular values of G is the rst reduce G to an n n upper triangular matrix with the same singular values, then bidiagonalize the n n matrix and nally compute the singular values of the bidiagonal matrix. Most of the computational e ort in this procedure is in the initial QR factorization (since m >> n). Consequently Algorithm 3.4 is not signi cantly more expensive than the standard approach in this situation, but yields the singular values to maximal relative accuracy.
Demmel and Veseli c 4] obtained a similar result for left handed Jacobi applied to n n matrices, except that because they applied the orthogonal transformations and the scaling matrices on the same side they had the factor max 0 i M ?1 n (R Gi G i ) (3.6) in their bounds rather than just ?1 n (R G G). Here G i are the iterates produced by the left handed Jacobi. The quantity in (3.6) is harder to compute exactly than ?1 n (GC G ). However, in practice it was found to be equal to ?1 n (R G0 G 0 ), or not much larger.
As a corollary to Theorem 3.3 we can obtain an easily computed bound on the relative error in the eigenvalues of a positive de nite matrix computed by one sided generalized Jacobi applied to the Cholesky factor of the matrix. In 4] it was observed that doing Cholesky with complete pivoting tends to accelerate convergence but there is no need for pivoting for this result to be valid, nor for the validity of the corresponding result in 4]. H ) is large then the error in the eigenvalues is almost entirely due to the errors during the Cholesky decomposition. This fact was observed empirically in 4, Sect 7.4], but no explanation was given. If the matrix H has special structure so that one can compute its Cholesky factor to higher accuracy than indicated by Lemma 2.6 then there will be a corresponding increase in the accuracy in the computed singular values. See Section 6 where we use the fact that the Hilbert matrix has a closed form Cholesky factor that can be evaluated very accurately to show that the eigenvalues can also be computed very accurately.
Since most of the error is caused by the Cholesky factorization, while most of the work is done in the generalized Jacobi updates, it may make sense to compute the Cholesky factorization in higher precision. This was suggested in 17, p. 632], but no theoretical justi cation was given.
Since n (RLL) = p n (S H HS H ), one can easily estimate n (S H HS H ), using a condition estimator based on a few steps of the power method or the Lanczos algorithm sinceL is triangular. Thus the bound (3.7) can be evaluated cheaply in practice { unlike the bounds where one applies the transformations and the scaling on the same side.
The algorithm outlined in Combining all these ideas we have the following algorithm that computes the eigenvalues of a positive de nite matrix H to a relative accuracy of the order of The pivoting in step 1 is not necessary for the accuracy of the algorithm. It is included to produce faster convergence of the Jacobi process in step 4.
The idea of rst taking a Cholesky factorization H = LL T can be useful when trying to compute the eigenvalues of a graded positive de nite matrix H to a high relative accuracy using bi-diagonalization methods. Suppose that we use bidiagonalization followed by the QR iteration to compute the singular values ofL, the computed Cholesky factor of H. The resulting singular values^ i satisfy
where c n grows modestly with n. From the backward error bound for the Cholesky decomposition in Lemma 2.6 and the forward error bound in Theorem 2.4 we have
The sum 2 of these two bounds can be less than the standard bound in ( 4. The Harder Case. In this section we consider the case where the orthogonal transformations are applied on the same side as the scaling matrix. This makes the analysis harder and the resulting bound is harder to compute because it involves a factor max 0 i M ?1 n (R Gi G i ) { and to compute or bound this one must estimate the condition number of M matrices not just one. However, as we explain in the next paragraph, this is the algorithm of choice if one is prepared to make the assumption that
There is considerably experimental evidence for this assumption, see 4, x7.4] and 15, Chapter 5, Table 4 ]. Mascarenhas has given a family of examples that show that the left hand side of (4.1) can be n=2 times larger than the right hand side 12]. This is the worst known growth.
Let G 2 M n . Then we may compute the singular values of G by left handed Jacobi or right handed Jacobi. Which should we choose? Suppose that ?1 n (R G G) << ?1 n (GC G ). Then the rows of G are much closer to orthogonality than the columns. Multiplying G by a orthogonal on the left leaves the angles between the columns of G unchanged but changes the angles between the rows. Since our goal is to apply a sequence of orthogonal transformations until either the rows or columns of the transformed matrix are orthogonal one would expect that it would be more e cient to transform the matrix so that the rows are orthogonal rather than the columns. That is, it is more e cient to use left handed Jacobi. 3 In practice if ?1 n (R G G) << ?1 n (GC G ), then one observes that left handed Jacobi does indeed converge more quickly than 2 Actually we must take twice the bound on the relative error in^ i as we are squaring it. 3 This is a heuristic argument and one can construct counterexamples. fast accurate jacobi methods 13 right handed Jacobi, just as one would expect from this argument (we give examples in the next two paragraphs). However, the error bounds in the previous section are in terms of ?1 n (GC G ). Naturally we would like bounds in terms of ?1 n (R G G) which is considerably smaller. Such bounds, and the related problem of bounds for two sided Jacobi, where we necessarily apply the orthogonal transformation and the scaling matrix on the same side, are the subjects of this section. The next two paragraphs present instances where left handed Jacobi converges more rapidly than right handed Jacobi. The reader who is not interested in these details may omit them and go directly to Lemma 4.1.
We now give a couple of speci c instances where G = DB with B well conditioned and D diagonal where right handed Jacobi is much slower than left handed Jacobi. The rst example is where B is a random 10 10 orthogonal matrix and D = diag(1; 10 ?1=8 ; 10 ?2=8 ; : : :; 10 ?9=8 ). Using MATLAB ( M 2 10 ?16 ) and tol = 10 ?12 (which gives a relatively lax stopping criterion) typically between 5 and 7 sweeps of right handed Jacobi are required for convergence. Of course, since the rows of G are orthogonal, the termination criterion for left handed Jacobi is satis ed even before the rst sweep.
In the previous example D was not particularly ill-conditioned ( (D) 13). In our next example, which is due to an anonymous referee, we take D very ill-conditioned and rounding errors will cause right handed Jacobi to be much slower than left handed Jacobi. In exact arithmetic both left and right handed Jacobi would converge in one iteration. Let B be a 2 2 reasonably conditioned matrix with all elements about the same size (say O(1)) and jb 11 
Thus, even though in exact arithmetic the columns of G 1 would be orthogonal, the columns of the computed G 1 are far from orthogonal, in fact they are almost parallel! One can check that in successive iterations we will have (G k ) 11 We can only be sure of this for k = (log(d 2 =d 1 ) + log(tol))= log( ) k max :
By making d 1 =d 2 large one can make k max arbitrarily large. To summarize, if G is a 2 2 matrix as above then it is possible that, as a result of rounding errors, k max sweeps of right handed Jacobi will be required before the termination criterion (2.11) is satis ed. If one chooses B randomly then typically after a few tries one obtains a matrix G for which k max sweeps are indeed required for convergence. However, for 14 roy mathias such a matrix only one sweep of left handed Jacobi is necessary because the e ect of rounding errors will not be so serious. We now give a rather general lemma which we will then specialize to the case of multiplication by an elementary orthogonal matrix. 
We have used that fact that the columns of GC G have unit length for the nal inequality.
The following bound on the scaled backward error due to multiplication by a elementary orthogonal matrix is a generalization of 4, Theorem 3.3.3]. There it was assumed that the elementary orthogonal matrix was chosen to orthogonalize the two columns that it a ects. The added generality does not make the proof of this result any more complicated. It is useful in that it shows that the high relative accuracy of Jacobi's method does not depend on the the rotation angle being computed very exactly { it is su cient that not be too large. Because we have done computations at the matrix level rather than the scalar level and have proved some preliminary lemmas this proof is considerably simpler than those in 15, Theorem 3.3.3] and 4, Theorem 4.1], even though the result is more general. Note also that we have avoided the necessity of dividing the proof into two cases as was done in these other proofs.
There is another minor advantage of this result over those in 4, 15] . When implementing one sided Jacobi one needs kG i k; kG j k and G T i G j in order to compute the rotation angle. In the interests of computational e ciency one usually does not compute kG i k and kG j k explicitly, at a cost of O(n) ops, but rather updates them at each step at a cost of merely O(1). This causes a gradual loss of accuracy in the computed rotation angle which translates into a larger error bound. (The scaled backward error bound is still O( ) but the constant is larger.) The error in the rotation angle does not a ect our analysis as we do not require that the rotation orthogonalize two columns { merely that it has a small corresponding value of . The idea of combining forward and backward error bounds has been used to good e ect in 7, Corollary 1]. There it was apparently essential in obtaining a simple proof of a strong error bound. Here it is not essential; we could have easily converted the Suppose that we compute J T HJ in nite precision arithmetic with precision by (J T HJ) ij = (J i ) T (HJ j ) (4.9) for i j and by symmetry for i > j. Then Adding these two bounds gives the rst in equality in (4.14). By Lemma 2.3 and (1.7), computing p 1 + t 2 or (1 + t 2 ) and dividing by it causes a relative error of at most 3 . One can check that a matrix with entries bounded by 1 and non-zero entries in the rst two rows and columns only has norm at most 2 + p 2n ? 4. The second inequality in (4.14) follows from this. 2
The proof could have been considerably simpli ed if we had not taken advantage of the fact that only two rows and two columns of H are changed by an elementary orthogonal transformation, since in this case we would not have to partition H or any of the other matrices in the proof. The cost of this simpli cation would have been to increase f(n; ) to f(n; ) = 8n(1 + 2 ) 2 ; which would increase the error bound by a factor of about p 8n(1 + 2 ) for large n and moderate .
IfĤ is the computed result of applying one Jacobi rotation to H, then, Note that the Jacobi step we use in this theorem is not the standard Jacobi step. Here, even if we are choosing J to annihilate the i; j element we explicitly apply the matrix J to the 2 2 submatrix in rows and columns i and j, and as a result the i; j element may not be exactly 0. The standard algorithm would compute the ii and jj elements by formulae (and not by matrix multiplication) and set the i; j and j; i entries to 0 4 . So, strictly speaking, our analysis does not apply to the standard two 18 roy mathias sided Jacobi algorithm. The analysis in 4] gives a backward error analysis of the formulae used to compute the ii and jj elements { this is more complicated than the backward error analysis of matrix multiplication that we used. This is part of the reason why the proofs in 4] are more complicated than those here.
The idea of not setting the ij and ji elements to 0 but explicitly computing them was suggested in 11]. There the reason was to improve accuracy { here we do it in order to simplify the analysis.
Note that in the 1-sided case (Theorem 4.2) the highest power of in the bound is , while here it is 2 . This will be relevant when general orthogonal transformations are used and we do not have the bound < 1.
We will not state the generalizations of all the results in 4, 15] but merely give one speci c example of how they extend to the generalized Jacobi methods. We have said very little about the accuracy of the computed eigenvectors. That is because the proofs in 4] when applied to this situation show that generalized two sided Jacobi computes the eigenvectors to high norm-wise accuracy 4, Theorem 3.3], and even the components of the eigenvectors to high relative accuracy 5 This is a graded matrix, and so one might hope that tridiagonalization followed by QR will compute all its eigenvalues to high relative accuracy. However, one can check that no matter how one permutes the rows and columns of H the eigenvalues of H as computed by tridiagonalization followed by QR will contain at least one negative one (at least when one uses a particular version of MATLAB { see 4, p. 1238]). It was not made clear in 4] whether this inaccuracy is due to the error incurred in tridiagonalizing the matrix or the inaccuracy of the QR algorithm when applied to the resulting tridiagonal matrices. In 3] Demmel showed that implicit QR is inherently inaccurate for some symmetric tridiagonal matrices. However, in this instance the reason that tridiagonalization followed by QR is inaccurate is that merely tridiagonalizing H (or any permutation of H) can cause a large relative perturbation in the eigenvalues. This can be seen from Theorem 4.4. For example, suppose that we do a rotation in rows and columns 2 and 3 to zero the 3,1 and 1,3 elements, then The backward error bound in Theorem 4.4 contains a term 8 2 4 10 4 . (One might say that the reason for is that h 21 is too small in relation to h 31 and the grading of the matrix, i.e., (S H HS H ) 21 is too small in relation to (S H HS H ) 31 .) Thus this bound cannot guarantee us any relative accuracy. One can repeat this for every permutation of the rows and columns of H and check that the right hand side of the bound (4.14) is greater than 1 in every case. 6 As noted in 4] this example shows that tridiagonalization followed by the QR iteration does not necessarily compute the eigenvalues of a graded matrix to high relative accuracy. There are algorithms that will compute the eigenvalues of a positive de nite tridiagonal matrix T to a relative accuracy of (S T TS T ) { for example bisection or the qd algorithm in 7] . If one has a graded positive de nite matrix H and reduces it to a tridiagonal T by Givens rotations (possibly fast rotations) one can monitor the possible loss of accuracy by computing the value of for each of the transformations applied. If the maximum of these 's is not large then the eigenvalues of T are close to those of H (in the relative sense) and so applying bisection (or some other method that guarantees high relative accuracy of the computed eigenvalues) to T will give eigenvalues of H with close to optimal relative accuracy. Here, as always, we are assuming that min n (S Hi H i S Hi ) n (H), where the H i are the intermediate matrices in the computation.
A more accurate, though more expensive, way to compute the eigenvalues of a graded matrix without using Jacobi's method is to compute the Cholesky factorization H = LL T and then bidiagonalize L. The reason this is better is that the relative error
