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Abstract
In the first part of the paper we prove various results on regularity of Feynman-
Kac functionals of Hunt processes associated with time dependent semi-Dirichlet
forms. In the second part we study the Cauchy problem for semilinear parabolic
equations with measure data involving operators associated with time-dependent
forms. Model examples are non-symmetric divergence form operators and frac-
tional laplacians with possibly variable exponents. We first introduce a definition
of a solution resembling Stampacchia’s definition in the sense of duality and then,
using the results of the first part, we prove the existence, uniqueness and regularity
of solutions of the problem under mild assumptions on the data.
1 Introduction
Let E be a locally compact separable metric space, m be an everywhere dense Borel
measure on E and let {B(t); t ∈ R} be a family of regular semi-Dirichlet forms on
L2(E;m) with common domain F . Let us consider a time-dependent semi-Dirichlet
form
E(u, v) =
{
(−∂u∂t , v) + B(u, v), (u, v) ∈ W × L
2(0, T ;F ),
(u, ∂v∂t ) + B(u, v), (u, v) ∈ L
2(0, T ;F ) ×W,
where W = {u ∈ L2(0, T ;F ); ∂u∂t ∈ L
2(0, T ;F ′)}, (·, ·) stands for the duality pairing
between L2(0, T ;F ) and L2(0, T ;F ′), and
B(u, v) =
∫
R
B(t)(u(t), v(t)) dt.
Let M = ({Xt, t ≥ 0}, {Pz , z ∈ E × R}) be a Hunt process with life-time ζ properly
associated with E . The main object of the present paper is to study regularity of the
Feynman-Kac functionals of the form
u(z) = Ez1{ζ>T−τ(0)}ϕ(XT−τ(0)) +Ez
∫ ζτ
0
dAµr , z ∈ E0,T ≡ (0, T ]× E. (1.1)
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Here Ez denotes the expectation with respect to Pz, ζτ = ζ ∧ (T − τ(0)), where τ is
the uniform motion to the right, ϕ : E → R and Aµ is the additive functional of M in
Revuz correspondence with a smooth measure µ on E0,T .
Our interest in functionals of the form (1.1) comes from the fact that regularity of
u implies regularity of solutions of the Cauchy problem
−
∂u
∂t
− Ltu = µ, u(T ) = ϕ, (1.2)
where Lt is the operator associated with the form B
(t). The study of equations of the
form (1.2) and more general semilinear equations of the form
−
∂u
∂t
− Ltu = f(t, x, u) + µ, u(T ) = ϕ (1.3)
is the second main goal of the paper. We are interested in equations with ϕ ∈ L1(E;m)
and “true” measure data. Therefore in the paper we assume that µ belongs to the space
R(E0,T ) of all smooth (with respect to the capacity determined by E) measures on E0,T
such that EzA
|µ|
ζτ
<∞ for E-quasi-every (q.e.) z ∈ E0,T , and that δ{T}⊗ϕ·m ∈ R(E0,T ).
These are minimal assumptions on µ,ϕ under which u is finite m1-a.e., and hence
finite E-q.e. The class R(E0,T ) is quite wide. If E satisfies some duality condition
(see condition (∆) below) then it includes the spaceM0,b(E0,T ) of all bounded smooth
measures on E0,T . Our general framework of time-dependent semi-Dirichlet forms
associated with the family of semi-Dirchlet forms allows us to study (1.2), (1.3) for
wide class of local and nonlocal operators Lt. Model examples are diffusion operators
with drift terms and fractional laplacians with constant and variable exponents (for
more examples see [11, 15, 16, 21, 24]). We think that applicability of our general
results to parabolic equations with measure data involving nonlocal operators is of
particular interest, because to our knowledge, with the exception of [17], no such result
has appeared in the literature.
Large majority of known results on the regularity of u given by (1.1) concerns
the case where µ = g · m1. One can roughly divide them into two groups. In the
first group of results one shows that u is continuous and then that it is a viscosity
solution of (1.2). To show this one assumes that ϕ, g are continuous with polynomial
growth and Lt is a non-divergent form diffusion operator or Le`vy type operator with
diffusion part in the non-divergent form with Lipschitz continuous coefficients (see,
e.g., [3, 25]). The results of the second group say that u is a Sobolev space weak
(in the variational sense) solution of (1.2). In the known results f, ϕ are assumed to
be square integrable and Lt is a diffusion operator with regular coefficients (see [1, 4]),
uniformly elliptic diffusion operator with measurable coefficients (see [2, 19, 30]) or Le`vy
type operator whose diffusion part has regular coefficients (see [34]). In [38] diffusion
operators with singular coefficients are considered. However, in the case considered in
[38] the regularity of u follows from that for diffusion with no singular part and from
the stochastic representation of the divergence (see [13, 31, 37]).
In [17] regularity of u given by (1.1) and connections of (1.1) with solutions of
(1.2) are investigated in case Lt is a uniformly elliptic divergence form operator, ϕ ∈
L1(E;m) and µ is a general bounded smooth measure. We generalize considerably
these results. The remarkable feature of [17] and the present paper is that in both
papers the regularity of Feynman-Kac functionals of the form (1.1) plays an important
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role in the proof of their connections with PDEs. Secondly, as in [17], in the present
paper the proof of regularity of Feynman-Kac functionals (and hence of solutions to
related PDEs) relies purely on the theory of Dirichlet forms. In the existing literature
the proofs of regularity of Feynman-Kac functionals are usually based on results on
stochastic flows (in the case of regular coefficients) or on regularity results from the
theory of PDEs combined with approximation methods based on regularization of the
data involved in the functional.
In the first part of the paper we prove that in general, if ϕ ∈ L1(E;m) and µ ∈
R(E0,T ), then u given by (1.1) is quasi-l.s.c and quasi-ca`dla`g, and if u ∈ L
2(E0,T ;m1),
where m1 = dt ⊗m, then (0, T ] ∋ t 7→ u(t) ∈ L
2(E;m) is ca`dla`g. If Aµ is continuous
then u is quasi-continuous, and if moreover u ∈ L2(E0,T ;m1), then (0, T ] ∋ t 7→ u(t) ∈
L2(E;m) is continuous. We also show that if the following duality condition is satisfied:
(∆) for some α ≥ 0 there exists a nest {Fn} on E0,T such that for every n ≥ 1 there
is a non-negative ηn ∈ L
2(E0,T ;m1) such that ηn > 0 m1-a.e. on Fn and Gˆ
0,T
α ηn
is bounded,
where Gˆ0,Tα is the adjoint operator to the resolvent G
0,T
α of the operator −
∂
∂t −Lt, then
M0,b(E0,T ) ⊂ R(E0,T ). (1.4)
Condition (∆) is satisfied for instance if αGˆ0,Tγ+α is Markovian for some γ ≥ 0. From
(1.4) it follows in particular that if ϕ ∈ L1(E;m) then δ{T}⊗ϕ ·m ∈ R(E0,T ). We next
prove some energy estimates for u. To this end, we first prove that if ϕ ∈ L2(E;m) and
µ ∈ S0(E0,T ), i.e. µ is a finite energy measure on E0,T , then u ∈ L
2(0, T ;F ) and u is a
weak solution of (1.2) in the variational sense. We then use this result to show that if
ϕ ∈ L1(E;m), µ ∈ M0,b(E0,T ) and for some γ ≥ 0 the form Eγ = E + γ(·, ·)
2
L has the
dual Markov property then u ∈ L1(E0,T ;m1), Tk(u) = ((−k) ∨ u) ∧ k ∈ L
2(0, T ;F ) for
every k ≥ 0 and∫ T
0
B(t)γ (Tk(u)(t), Tk(u)(t)) dt ≤ k(‖µ‖TV + ‖ϕ‖L1 + γ‖u‖L1).
In the second part of the paper we study the Cauchy problems (1.2), (1.3). Before
describing briefly our main results let us mention that one delicate issue one encounters
when considering (1.2), (1.3) with measure data is to give proper definition of a solution.
This is caused by the fact that even in the linear case the distributional solution may
be not unique (see [33] for a suitable example of linear equation with uniformly elliptic
divergence form operator). The problem of existence and uniqueness of solutions of
equations with measure data was first addressed in Stampacchia’s paper [35] devoted
to the Dirichlet problem for elliptic equations with uniformly elliptic divergence form
operator. To overcame the difficulty with the uniqueness of solutions Stampacchia
introduced the so-called solutions by the method of duality and showed that in his
class of solutions the problem is well posed. A drawback to the original Stampacchia’s
definition of solutions, and perhaps the main reason why the theory of solutions by
duality have not been developed, is that it applies mainly to linear equations. In
the early nineties of the last century the so-called entropy and renormalized solutions
were introduced (see, e.g., [5, 8] and the references therein), and an extensive study of
nonlinear equations with measure data and local operators began. For a selection of
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important results on the subject we refer the reader to [5, 8] (elliptic equations) and
[10, 27] (parabolic equations).
In the present paper by a solution to (1.2) we mean u satisfying (1.1). In case (∆) is
satisfied we show that equivalently u can be defined as a measurable function on E0,T
satisfying the equation
(u, η)L2(E0,T ;m1) = (ϕ, (Gˆ
0,T η)(T ))L2(E;m) +
∫
E0,T
Gˆ0,T η dµ (1.5)
for every non-negative η ∈ L2(E0,T ;m1) such that Gˆ
0,T
0 η is bounded. It follows in
particular that under (∆) there is at most one u satisfying (1.5). The definition of a
solution to (1.1) via (1.5) resembles Stampacchia’s definition given in [35]. In case of
local operators, it coincides with the original definition from [35]. Note also that our
definition (1.5) extends to the parabolic case and semi-Dirichlet forms the definition
introduced in [15] (see also [16]) in case of elliptic equations with measure data involving
operators associated with Dirichlet forms.
In the semilinear case the definitions of solutions are similar to those in the linear
case. We call a measurable u : E0,T → R a solution to (1.3) if (1.1) is satisfied with µ
replaced by fu ·m+ µ, where fu = f(·, ·, u). In case (∆) is satisfied, u is a solution of
(1.3) if fu ∈ L
1(E0,T ;m1) and (1.5) is satisfied with µ replaced by fu ·m+µ. We prove
the existence and uniqueness of solutions to (1.3) for f satisfying the monotonicity
condition, continuous with respect to u and such that f(·, ·, 0) ∈ R(E0,T ) and
∀y∈R f(t, x, y) ∈ qL
1(E0,T ;m1), (1.6)
where qL1(E0,T ;m1) is the space of quasi-integrable functions on E0,T (see Section 3).
Let us note that equations of the form (1.3) with local operators (nonlinear of Leray-
Lions type) were considered in [5, 6]. In these papers it is assumed that f satisfies
stronger than (1.6) growth condition
∀r≥0 E0,T ∋ (t, x) 7→ sup
|y|≤r
|f(t, x, y)| ∈ L1(E0,T ;m1). (1.7)
Elliptic problems with Laplace operator and right-hand side satisfying weak growth
condition of the form (1.6) were considered in [23] for f independent of x and in [14]
for diagonal systems. Let us also mention the papers [7, 9] in which L (independent of
t) is assumed to be accretive on L1(E0,T ;m1), µ ∈ L
1(E0,T ;m1) and f satisfies some
condition which implies (1.7). It is worth noting that except for [14] in all the mentioned
papers f(·, ·, 0), µ are assumed to be in L1(E0,T ,m1) or in M0,b(E0,T ). In the present
paper we consider the class R(E0,T ), which for some classes of operators defined on
bounded smooth domains D ⊂ Rd includes weighted Lebesgue spaces L1(D0,T ; δ
α ·m1)
for some α ≥ 0, where δ(x) = dist(x, ∂D). These classes of spaces are important in
applications to elliptic systems (see [29]).
Finally, let us note that in the paper we assume that {B(t)} appearing in the
definition of E is a family of regular semi-Dirichlet forms. However, at the end of
Section 4 we show that in the case where {B(t)} is a family of non-negative quasi-
regular Dirichlet forms one can apply the so-called transfer method to the form E .
Therefore all the results of the paper on regularity of (1.1) and solutions of (1.2), (1.3)
also hold true under the last assumption on {B(t)}.
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2 Preliminaries
In the paper E denotes a locally compact separable metric space and m denotes an
everywhere dense measure on the Borel σ-algebra B(E).
Let F be a dense subspace of H ≡ L2(E;m) and B : F ×F → R be a bilinear form.
We say that B is closed on F if
(B1) there exists α0 ≥ 0 such that
Bα0(u, u) ≥ 0, u ∈ F,
where Bα0(u, v) = B(u, v) + α0(u, v)L2 ,
(B2) there exists K ≥ 0 such that
|B(u, v)| ≤ KBα0(u, u)
1/2Bα0(v, v)
1/2, u, v ∈ F,
(B3) F is a Hilbert space with the inner product
(u, v)F ≡
1
2
(Bα0(u, v) +Bα0(v, u)).
We say that B has the Markov property if
(B4) for all u ∈ F and a ≥ 0, u ∧ a ∈ F and B(u ∧ a, u− u ∧ a) ≥ 0.
We say that B has the dual Markov property if
(Bˆ4) for all u ∈ F and a ≥ 0, u ∧ a ∈ F and B(u− u ∧ a, u ∧ a) ≥ 0.
We say that a form (B,F ) is a Dirichlet form if it is closed and has the Markov
property (B4). A Dirichlet form (B,F ) is called non-negative if α0 = 0.
It is known (see [24, Theorem 1.1.5]) that if (B,F ) is a Dirichlet form then (B4)
is equivalent to the following condition: αG0α is Markovian for every α > 0, i.e. if
0 ≤ f ≤ 1 then 0 ≤ αG0αf ≤ 1, where {αG
0
α, α > α0} is the resolvent associated with
(B,F ).
We say that (B,F ) is regular if there exists a subset C of the space C0(E) of
continuous functions on E with compact support such that F ∩ C is Bα0-dense in F
and dense in C0(E) with uniform norm.
For k ≥ 0 put
Tk(u) = max{min{u, k},−k}, u ∈ R.
Then for every α > α0 and u ∈ F ,
α(Tk(u)− αG
0
αTk(u), u − Tk(u))L2 ≥ 0,
because −k ≤ αG0αTk(u) ≤ k by the Markovovian property of αG
0
α. By Theorems 1.1.4
and 1.1.5 in [24] the above inequality implies that
(B4a) Tk(u) ∈ F for every u ∈ F and
B(Tk(u), Tk(u)) ≤ B(Tk(u), u).
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It follows that if (B,F ) is closed then condition (B4) is equivalent to (B4a). Simi-
larly, if (B,F ) is closed then (Bˆ4) is equivalent to
(Bˆ4a) Tk(u) ∈ F for every u ∈ F and
B(Tk(u), Tk(u)) ≤ B(u, Tk(u)).
In what follows E1 = R × E, m1 = λ
1 ⊗m and λ1 is the Lebesgue measure on R.
We set F = L2(R;F ), F0,T = L
2(0, T ;F ), FT = L
2(−∞, T ;F ) and H = L2(E1;m1),
H0,T = L
2(0, T ;H), HT = L
2(−∞, T ;H). Let F ′ = L2(R;F ′) denotes the dual space
to F . We set
W = {u ∈ F ;
∂u
∂t
∈ F ′}
and define WT ,W0,T analogously to W but with F replaced by FT ,F0,T , respectively.
For u ∈ W we put
‖u‖W = ‖
∂u
∂t
‖F ′ + ‖u‖F .
The norms ‖u‖W0,T and ‖u‖WT ) are defined analogously: we replace F in the above
definition by F0,T and FT , respectively.
For a, b ∈ R ∪ {+∞} ∪ {−∞} let C(a, b;H) denote the space of all functions u ∈
B((a, b] × E) such that the mapping (a, b] ∋ t 7→ u(t) ∈ H is continuous and let
C(R;H) = C(−∞,+∞;H). It is well known (see [20]) that W ⊂ C(R;H).
By D(a, b;H) we denote the space of those functions u ∈ B((a, b] × E) for which
the mapping (a, b] ∋ t 7→ u(t) ∈ H is ca`dla`g, i.e. right continuous with left limits.
Let {B(t), t ∈ R} be a family of regular Dirichlet forms on F . In the paper we
assume that for every u, v ∈ F the mapping
R ∋ t 7→ B(t)(u, v)
is measurable and the constant α0 of conditions (B2), (B3) does not depend on t. We
may and will assume that α0 < 1. We also assume that there exists λ > 0 such that
1
λ
B(0)α0 (u, u) ≤ B
(t)
α0 (u, u) ≤ λB
(0)
α0 (u, u), u ∈ F, t ∈ R. (2.1)
For (u, v) ∈ (F ×W) ∪ (W ×F) we put
E(u, v) =
{
(−∂u∂t , v) + B(u, v), (u, v) ∈ W ×F ,
(u, ∂v∂t ) + B(u, v), (u, v) ∈ F ×W
(2.2)
and Eα(u, v) = E(u, v) + α(u, v)L2 , where (·, ·) stands for the duality pairing between
F and F ′ and
B(u, v) =
∫
R
B(t)(u(t), v(t)) dt.
It is known (see, e.g., [24, 36] that for every α > α0 and f ∈ H there exist unique
Gαf, Gˆα ∈ F such that
Eα(Gαf, v) = (f, v), v ∈ W,
Eα(v, Gˆαf) = (f, v), v ∈ W.
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Moreover, there exist strongly continuous semigroups {Tt, t ≥ 0}, {Tˆt, t ≥ 0} on H such
that ‖Tt‖L2 ≤ e
α0t, ‖Tˆt‖L2 ≤ e
α0t, t ≥ 0, and
Gαf =
∫ ∞
0
e−αtTtf dt, Gˆαf =
∫ ∞
0
e−αtTˆtf dt. (2.3)
It is also known that Tt (resp. Tˆt) can be extended to L
∞(E1;m1) (resp. L
1(E1;m1))
and that Tt (resp. Tˆt) is a contraction on L
∞(E1;m1) (resp. L
1(E1;m1)). Therefore
αGα (resp. αGˆα) given by (2.3) is well defined and is a contraction on L
∞(E1;m1)
(resp. L1(E1;m1)).
We say that a form E has the dual Markov property if (Bˆ4) holds with B replaced
by E and F replaced by W. This is equivalent to say that αGˆα is a contraction on
L1(E1;m1) for every α > 0 (see the reasoning in the proof of [24, Theorem 1.1.5]). By
standard approximation arguments (see the proof of Theorem 3.10), if E has the dual
Markov property then ∫ T
0
B(t)(u(t) − (u ∧ a)(t), (u ∧ a)(t)) ≥ 0
for every u ∈ F0,T and a ∈ R.
A function u ∈ B+(E1) satisfying βGβ+αu ≤ u (resp. βGˆβ+αu ≤ u) for every β ≥ 0
is called an α-excessive (resp. α-co-excessive) function. By Pα (resp. Pˆα) we denote
the set of all α-excessive (resp. α-co-excessive) functions.
Let ψ ∈ L2(E1;m1), 0 < ψ ≤ 1, m1-a.e. For an open set U ⊂ E
1 we put
Capψ(U) ≡ (hU , ψ)L2 ,
where h = G1ψ and hU is the reduced function of h on U (see [36]). For an arbitrary
set B ⊂ E1 we put
Capψ(B) = inf{Capψ(U);B ⊂ U,U ⊂ E
1, U -open}.
We say that set B is E-exceptional if Capψ(B) = 0. We say that some property is
satisfied quasi everywhere (q.e.) if the set of those z ∈ E1 for which it does not hold
is E-exceptional. The capacity Capψ is equivalent to the capacity considered in [24,
Section 6.2]. It is known (see the argument following (6.2.2) on page 237 in [24]) that
for every f ∈ W,
‖ef‖F ≤ c‖f‖W , (2.4)
where
ef = min{u ∈ P1 ∩ F : u ≥ f a.e.}
(see [24, Theorem 6.2.6]). By [36, Proposition 3.6] (see also the reasoning in the proof
of [36, Proposition 3.7]), for every u ∈ H and λ > 0,
Capψ({|u| > λ}) ≤
1
λ
‖u‖L2 · ‖ψ‖L2 .
Combining the above with (2.4) we conclude that for every f ∈ W,
Capψ({|f | > λ}) ≤
c
λ
‖f‖W · ‖ψ‖L2 . (2.5)
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Let {Fk} be an increasing sequence of closed subsets of E
1. It is called a nest if
Capψ(F
c
k )→ 0 as k →∞. We say that a function u ∈ B(E
1) is quasi-continuous (resp.
quasi-l.s.c.) if there exists a nest {Fk} such that u|Fk is continuous (resp. l.s.c.) for
every k ≥ 1.
A Borel measure µ on E1 is called smooth if it does not charge E-exceptional sets
and there exists a nest {Fk} such that |µ|(Fk) <∞ for k ≥ 1, where |µ| is the variation
of µ. By S we denote the set of all smooth measures on E1. S0 is the set of all measures
of finite energy integrals, i.e. the subset of S consisting of all measures µ having the
property that there is K ≥ 0 such that∫
E
|η| d|µ| ≤ K‖η‖W , η ∈ W.
Let us remark that each η ∈ W possesses a quasi-continuous version, so that the
integral on the left-hand side of the above inequality is well defined.
For a given Borel measure µ on E1 and a Borel measurable function f on E1 let
f · µ denote the Borel measure on E1 given by the formula
(f · µ)(B) =
∫
B
f dµ, B ∈ B(E1).
We will also use the notation
〈f, µ〉 =
∫
E1
f dµ.
Since Capψ is strongly subadditive (see [36]), using and (2.5) and repeating the proofs
of Lemmas 2.2.8, 2.2.9 in [11] (it is enough to replace the capacity appearing there by
Capψ) one can show that for every µ ∈ S there exists a nest {Fk} such that 1Fk ·µ ∈ S0.
Let us recall that for every µ ∈ S0 and α > α0 there exists unique Uαµ, Uˆαµ ∈ F
such that
Eα(Uαµ, η) = Eα(η, Uˆαµ) =
∫
E1
η dµ
for every η ∈ W.
It is known (see [21, 24]) that with a regular Dirichlet form (B,F ) one can associate
a Hunt process M0 = ({Xt, t ≥ 0}, {Px, x ∈ E ∪ {∆}},F
0, {θ0t , t ≥ 0}, ζ
0) such that for
every f ∈ Bb(E) and α > 0 the function
(R0αf)(x) = Ex
∫ ∞
0
e−αtf(Xt) dt, x ∈ E
is a B-quasi-continuous m-version of G0α. It is also known (see [24, 36]) that with
the time-dependent form E defined by (2.2) one can associated a Hunt process M =
({Xt, t ≥ 0}, {Pz , z ∈ E
1 ∪ {∆}),F , {θt, t ≥ 0}, ζ) such that for every f ∈ Bb(E
1) and
α > 0 the function
(Rαf)(z) = Ez
∫ ∞
0
e−αtf(Xt) dt, z ∈ E
1
is an E-quasi-continuous m1-version of Gαf . Moreover,
Xt = (τ(t),Xτ(t)), t ≥ 0,
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where τ(t) is the uniform motion to the right, i.e. τ(t) = τ(0) + t, τ(0) = s, Pz-a.s. for
z = (s, x), and for each s ∈ R the process M(s) = ({Xt+s, t ≥ 0}, {Ps,x, x ∈ E},F
(s) =
{Fs+t, t ≥ 0}) is a Hunt process associated with the form (B
(s), F ).
A real valued F adapted process A is called an additive functional (AF) of M if
there exists a set Λ ⊂ Ω (called defining set) and an E-exceptional set N ⊂ E1 such
that Pz(Λ) = 1, z ∈ E1 \N , θtΛ ⊂ Λ, t ≥ 0 and for every ω ∈ Λ,
(a) [0,∞) ∋ t 7→ At(ω) is ca`dla`g,
(b) A0(ω) = 0, |At(ω)| <∞, t ∈ [0, ζ), At(ω) = Aζ(ω), t ≥ ζ(ω),
(c) As+t(ω) = At(w) +As(θtω), s, t ≥ 0.
An AF A of M is called natural (NAF) if A and X has no common discontinuities. An
AF A of M is called continuous (CAF) if A is a continuous process. Finally, an AF A
of M is called positive (PAF) if At is non-negative for every t ≥ 0.
Let µ be a non-negative Borel measure on E1 and A be a PAF of M. We say
that µ and A are in the Revuz correspondence if for every m1-integrable α-co-excessive
function h and every f ∈ B+b (E1),∫
E1
f(z)h(z)µ(dz) = lim
t→0
1
t
Eh·m1(f ·A)t = lim
β→∞
β(h,UβAf)L2 ,
where
(f ·A)t =
∫ t
0
f(Xs) dAs, (U
β
Af)(z) = Ez
∫ ∞
0
e−βtf(Xt) dAt.
By [24, Theorem 6.4.7], for every µ ∈ S0 there exists a unique NAF A of M in
the Revuz corespondence with µ. Since each measure µ ∈ S may be approximated by
measures in S0, repeating step by step the proof of [24, Theorem 4.1.16] one can show
that for every µ ∈ S there exists a unique NAF A of M in the Revuz correspondence
with µ. We will denote it by Aµ.
3 Feynman-Kac functionals
In this section we prove basic regularity results for u defined by (1.1). We begin with
continuity properties. Then we prove that u is the usual weak solution to (1.2) if
ϕ ∈ L2(E;m) and µ ∈ S0(E0,T ). In the last part we derive energy estimates for u in
case ϕ ∈ L1(E;m), µ ∈ M0,b(E0,T ).
3.1 General continuity properties
Let ET = (−∞, T ] × E, E0,T = (0, T ] × E. By C˜(E
1) (resp. C˜(ET ), C˜(E0,T )) we
denote the set of Borel measurable functions u on E1 (resp. ET , E0,T ) such that for
m1-a.e. z ∈ E
1 (resp. ET , E0,T ) the process t 7→ u(Xt) is right continuous on [0, ζ)
(resp. [0, ζτ ), where ζτ = ζ ∧ (T − τ(0))) and the process t 7→ u(Xt−) is left continuous
on (0, ζ) (resp. (0, ζτ )) Pz-a.s.
In [21] it is proved that if B is a quasi-regular Dirichlet form and u ∈ C˜(E) then u
is quasi-continuous. From this it follows that for every finely open U ⊂ E, if u ∈ C˜(U)
then u is quasi-continuous on U (to see this it is enough to consider the part of the
form B on U , which is also quasi-regular). If U is not finely open then in general the
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last implication does not hold. In the following lemma we show that it is true, however,
if U = ET .
Lemma 3.1. Assume that f ∈ C˜(ET ). Then f is quasi-continuous on ET .
Proof. We may assume that f ≥ 0. Let us extend f by zero to the whole E1.
As in the proof of [21, Lemma V.2.6], with [21, Proposition V.1.6] replaced by [36,
Proposition IV.3.4], we show that for every open B ⊂ E1,
Capψ(B) = Eµe
−SB , (3.1)
where
SB = inf{t ≥ 0, X¯
t
0 ∩B 6= ∅}.
We next repeat, with some obvious changes, arguments from the proof of [21, Lemma
V.2.19] to show that (3.1) holds for every B ∈ B(E1). Since M is special standard,
SB = inf{0 ≤ t < ζ;Xt ∈ A or Xt− ∈ A} ∧ ζ. For f ∈ Bb(E
1) set
‖f‖ = Eµ sup
t≥0
e−t(|f(Xt)| ∨ |f(Xt−)|),
‖f‖T = Eµ,T sup
t≥0
e−t(|f(Xt)| ∨ |f(Xt−)|),
where Pµ,T (·) =
∫
ET
Pz(·)ϕ(z) dz, Pµ(·) =
∫
E Pz(·)ϕ(z) dz. Arguing as in the proof of
[21, Lemma 5.23] (with the norm ‖ · ‖T on C˜(ET )) we show that Cb(ET ) = C˜(ET ),
where Cb(ET ) is the closure of Cb(ET ) in C˜(ET ) with respect to the norm ‖ · ‖T . Let
{fn} ⊂ Cb(ET ) be such that ‖f − fn‖T → 0 and ‖fn+1 − fn‖T < 2
−2n, n ≥ 1. For
n,N ∈ N set
An = {z ∈ ET ; |fn+1 − fn| > 2
−n}, BN =
⋃
n≥N
An.
By (3.1), for every N ∈ N,
Capψ(BN ) ≤
∑
n≥N
Capψ(An) =
∑
n≥N
Eµe
−SB =
∑
n≥N
‖1An‖ =
∑
n≥N
‖1An‖T
≤
∑
n≥N
2n‖fn+1 − fn‖T ≤ 2
−N+1.
By standard argument (see the proof of [21, Proposition 5.24]) we can now show that
the function
f˜(z) =
{
limn→∞ fn(z), z ∈
⋃
N∈N(ET \BN ),
f(z), otherwise
is quasi-continuous on ET and f˜ = f q.e. on ET . ✷
Let S(ET ), S(E0,T ) denote the spaces of smooth measures with support in ET , E0,T ,
respectively. By R (resp. R(ET ),R(E0,T )) we denote the space of all µ ∈ S (resp.
µ ∈ S(ET ), µ ∈ S(E0,T )) such that EzA
|µ|
∞ < ∞ for q.e. z ∈ E1 (resp. ET , E0,T ).
Observe that if µ ∈ S(ET ) then R = R(ET ).
We say that a Borel measurable function u is quasi-ca`dla`g on E1 (resp. ET , E0,T ) if
for q.e. z ∈ E1 (resp. ET , E0,T ) the process t 7→ u(Xt) is ca`dla`g on [0, ζ] (resp. [0, ζτ ])
Pz-a.s.
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Proposition 3.2. Assume that δ{T} ⊗ ϕ · m, µ ∈ R(E0,T ) and ϕ ≥ 0, µ ≥ 0. Let
u : ET → R be defined as
u(z) = Ez1{ζ>T−τ(0)}ϕ(XT−τ(0)) + Ez
∫ ζτ
0
dAµr , z ∈ ET . (3.2)
Then
(i) u is quasi-l.s.c. and quasi-ca`dla`g, and if u ∈ L2(ET ;m1) then u ∈ D(−∞, T ;H).
If moreover Aµ is continuous on [0, ζτ ] then u is quasi-continuous on ET , and if
u ∈ L2(ET ;m1) then u ∈ C(−∞, TH),
(ii) there exists a MAF M such that
u(Xt) = 1{ζ>T−τ{0}}ϕ(XT−τ(0)) +
∫ ζτ
t
dAµr −
∫ ζτ
t
dMr, t ∈ [0, ζτ ] (3.3)
Pz-a.s. for q.e. z ∈ E
1.
Proof. Let us consider the following additive functional
At = 1{τ(0)<T≤τ(0)+t}ϕ(XT−τ(0)), t ≥ 0. (3.4)
Observe that A = Aν , where ν = δ{T} ⊗ ϕ ·m. Set δ = ν + µ and
w(z) = EzA
δ
∞, z ∈ E
1. (3.5)
By the assumptions, w(z) < ∞ for a.e. z ∈ E1. Using argument analogous to that
in the proof of [15, Lemma 4.2] one can show that in fact w(z) < ∞ for q.e. z ∈ E1.
Observe that
w(z) = u(z), z ∈ (−∞, T )× E. (3.6)
Since for every B ∈ B(E), Capψ({T} ×B) = 0 iff m(B) = 0, it follows from (3.6) that
u(z) < ∞ for q.e. z ∈ ET . Let N = {z ∈ E
1;u(z) = ∞}. We may assume that N is
properly exceptional. By the strong Markov property, for every z ∈ ET \N and σ ∈ T
such that 0 ≤ σ ≤ ζτ we have
u(Xσ) = Ez(1{ζ>T−τ{0}}ϕ(XT−τ(0))|Fσ) + Ez(A
µ
∞|Fσ)−Aσ.
By the section theorem it follows that u(X) has the representation (3.3) with M being
a ca`dla`g version of the martingale
Ez(1{ζ>T−τ{0}}ϕ(XT−τ(0)) +
∫ ζτ
0
dAµr |Ft)− u(X0).
This shows (ii) because by [11, Lemma A.3.5] one can choose such a version indepen-
dently of z. From (3.3) we conclude that u is quasi-ca`dla`g on ET . Now let us assume
additionally that Aµ is continuous on [0, ζτ ]. Then from (3.3) we deduce that u(X) is
right-continuous on [0, ζτ ], (u(X))− is left-continuous on [0, ζτ ) and (u(Xt))− = u(Xt−),
t ∈ [0, ζτ ) (see the reasoning in the proof of Claim 2 in [21, Proposition IV.5.14]). Hence
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u ∈ C˜(ET ), which when combined with Lemma 3.1 implies that u is quasi-continuous
on ET . For α > 0 put
uα(z) = Ez1{ζ>T−τ(0)}ϕ(XT−τ(0)) + αEz
∫ ζτ
0
e−αtu(Xt) dt.
By what has already been proved, uα is quasi-continuous on ET . By the strong Markov
property,
uα(z) = Ez1{ζ>T−τ(0)}ϕ(XT−τ(0)) + Ez
∫ ζτ
0
(1− e−αt) dAµt ,
which implies that uα(z)ր u(z), z ∈ ET . Hence u is quasi-l.s.c on ET . If α > α0 and
u ∈ L2(E1;m) then w ∈ L2(E1,m1) (since w ≤ u) and wα defined as
wα(z) = αEz
∫ ∞
0
e−αtw(Xt) dt, z ∈ E
1
belongs to W(E1). Since wα is quasi-continuous, wα ∈ C(R;H). Moreover, since
wα = αRαw,
Eα(wα, η) = α(w, η), η ∈ W(E
1)
or, equivalently,
E(wα, η) = α(w − wα, η), η ∈ W(E
1). (3.7)
Let t1 < t2 and let v be a measurable function on E
1. Put
vε(t, x) =


1
εv(t1 + ε, x)(t− t1), (t, x) ∈ [t1, t1 + ε]× E,
v(t, x), (t, x) ∈ [t1, t2]× E,
−1εv(t2, x)(t − t2 − ε), (t, x) ∈ [t2, t2 + ε]× E,
0, otherwise.
(3.8)
Then taking wεα as a test function in (3.7) and letting ε→ 0
+ we get
‖wα(t1)‖
2
L2 − ‖wα(t2)‖
2
L2 + 2
∫ t2
t1
B(t)(wα(t), wα(t)) dt
= 2α
∫ t2
t1
‖w(t) −wα(t)‖
2
L2 dt, (3.9)
whereas taking ηε with nonnegative η ∈ F as a test function and letting ε→ 0+ we get
(wα(t1), η)L2 − (wα(t2), η)L2 +
∫ t2
t1
B(t)(wα(t), η) dt
= α
∫ t2
t1
(w(t)− wα(t), η)L2 dt. (3.10)
Write
x(t) = 2
∫ t
0
B(s)(w(s), w(s)) ds, xη(t) =
∫ t
0
B(s)(w(s), η) ds,
xα(t) = 2
∫ t
0
B(s)(wα(s), wα(s)) ds, x
η
α(t) =
∫ t
0
B(s)(wα(s), η) ds,
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and
yα(t) = ‖wα(t)‖
2
L2 − xα(t), y(t) = ‖w(t)‖
2
L2 − x(t),
yηα(t) = (wα(t), η)L2 − x
η
α(t), y
η(t) = (w(t), η)L2 − x
η(t).
By what has already been proved, wα(z)ր w(z), z ∈ E
1. It is also known that wα → w
in F (see [24, Theorem 6.1.2]). Therefore from (3.9), (3.10) it may be concluded that
yα(t)→ y(t), y
η
α(t)→ y
η(t), t ∈ R,
xα(t)→ x(t), x
η
α(t)→ x
η(t), t ∈ R.
Moreover, y is nonincreasing and for every η ∈ F such that η ≥ 0 the function yη is
nonincreasing. Since the sequences {‖wα(t)‖
2
L2}, {(wα(t), η)L2} are nondecreasing we
get by [26] that the mappings t 7→ ‖w(t)‖2L2 , t 7→ (w(t), η)L2 are ca`dla`g on R. By the
classical results they are also l.s.c. We now show that w ∈ D(R,H). Let tn → t
+
0 .
Then
‖w(tn)− w(t0)‖
2
L2 = ‖w(tn)‖
2 + ‖w(t0)‖
2 − 2(w(tn), w(t0))L2 .
Since t→ ‖w(t)‖2L2 is ca`dla`g,
lim sup
n→∞
‖w(tn)− w(t0)‖
2
L2 = 2‖w(t0)‖
2 − 2 lim inf
n→∞
(w(tn), w(t0))L2 .
But the mapping t→ (w(t), w(s)) is l.s.c. Hence
lim sup
n→∞
‖w(t1)−w(t0)‖
2
L2 ≤ 0.
Let tn ր t
−
0 . Since t → ‖w(t)‖
2
L2 is locally bounded and t → (w(t), η)L2 is ca`dla`g,
it follows that there exists v ∈ H not depending on the choice of the sequence {tn}
such that w(tn) → v weakly in H. By [28] there exists an m1-version w˜ of w such
that the mapping R ∋ t 7→ w˜(t) ∈ H is ca`gla`d, i.e. left continuous with right limits.
Without loss of generality we may assume that w˜(tn) = w(tn) m-a.e. for n ≥ 1.
Therefore {w(tn)} is strongly convergent in H and of course w(tn) → v in H. In
particular, ‖w(tn)‖L2 → ‖v‖L2 . Since t 7→ ‖w(t)‖
2
L2 is ca`dla`g, there exists the limit
limt→t−
0
‖w(t)‖2L2 and obviously limt→t−
0
‖w(t)‖L2 = ‖v‖. Therefore limt→t−
0
w(t) = v
strongly in H. Finally, since w(z) = u(z) for z ∈ (−∞, T )× E, u ∈ D(−∞, T ;H). ✷
Remark 3.3. If in Lemma 3.1 and Proposition 3.2 we consider the form E on [0,∞)×E
instead the form E on E1, then their assertions remains valid if we replace ET by E0,T ,
replace (−∞, T ] by (0, T ] and R by R(E0,T ).
3.2 Energy estimates: the case of finite energy integral measures
In the sequel
∫ b
a stands for
∫
(a,b].
Definition. Let ϕ ∈ L2(E;m) and µ ∈ S0(E0,T ). We say that a measurable function
u : E0,T → R is a weak solution of the Cauchy problem
−
∂u
∂t
− Ltu = µ, u(T ) = ϕ (3.11)
if
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(a) u ∈ F0,T , u ∈ D(0, T ;H),
(b) for every t ∈ (0, T ] and η ∈ W(E0,T ),
(u(t), η(t))L2 +
∫ T
t
(u(s),
∂η
∂t
(s))L2 ds+
∫ T
t
B(s)(u(s), η(s)) ds
= (ϕ, η(T ))L2 +
∫ T
t
∫
E
η(z) dµ(z).
Proposition 3.4. There exists at most one weak solution of (3.11).
Proof. Without loss of generality we may assume that α0 = 0. Assume that u1, u2
are solutions of (3.11) and set u = u1− u2. Then for every η ∈ W(E0,T ) and t ∈ [0, T ],
(u(t), η(t))L2 +
∫ T
t
(u(s),
∂η
∂s
(s))L2 ds+
∫ T
t
B(s)(u(s), η(s)) ds = 0. (3.12)
From this we easily deduce that u ∈ W(E0,T ). Replacing η by u in (3.12) we get
‖u(t)‖2L2 + 2
∫ T
t
B(s)(u(s), u(s)) ds = 0,
which implies that u = 0 a.e. ✷
Theorem 3.5. Assume that ϕ ∈ L2(E;m) and µ ∈ S0(E0,T ). Then u : E0,T → R
defined by (3.2) is a weak solution of the Cauchy problem (3.11).
Proof. Let ν = δ{T} ⊗ ϕ ·m and η ∈ W. Then
ν(η) =
∫
E1
η(z) ν(dz) =
∫
E
η(T, x)ϕ(x) dx
≤ ‖η(T )‖L2 · ‖ϕ‖L2 ≤ sup
t≥0
‖η(t)‖L2‖ϕ‖L2 ≤ ‖η‖W · ‖ϕ‖L2 .
Hence ν ∈ S0. Let α > α0 and let µ
α = e−α(T−·) · µ, δα = ν + µα. Observe that
A
µα
t =
∫ t
0
e−α(T−τ(r)) dAµr , t ≥ 0.
Put
wα(z) = Ez
∫ ∞
0
e−αt dAδαt .
It is known that wα = Uαδ
α, i.e. Eα(wα, η) = 〈δ
α, η〉, η ∈ W. Hence
(wα,
∂η
∂t
)L2 + B(wα, η) = 〈δ
α, η〉 − α(wα, η)L2 , η ∈ W.
Therefore for any t ∈ [0, T ] and ε > 0 we have
(wα,
∂ηε
∂t
) + B(wα, η
ε) = 〈δα, ηε〉 − α(wα, η
ε), η ∈ W,
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where the approximation ηε is defined by (3.8) with t1 = t, t2 = T . Letting ε → 0
+
and using Proposition 3.2 we get
(wα(t), η(t))L2 +
∫ T
t
(wα(s),
∂η
∂s
(s))L2 +
∫ T
t
B(s)(wα(s), η(s)) ds
=
∫ T
t
η(z)δα(dz)−
∫ T
t
α(wα(s), η(s))L2 ds
for every η ∈ W(E0,T ). The second term on the left-hand side of the above equation is
equal to
−α
∫ T
t
(uα(s), e
α(T−s)η(s)) ds +
∫ T
t
(uα(s), e
α(T−s) ∂η
∂s
) ds.
Putting u˜(t) = eα(T−t)uα(t) we conclude that
(u˜(s), η(t))L2 +
∫ T
t
(u˜(s),
∂η
∂s
(s))L2 ds+
∫ T
t
B(s)(u˜(s), η(s)) ds
= (ϕ, η(T ))L2 +
∫ T
t
η(z) dµ(z)
for every η ∈ W(E0,T ). Let us put w(t) = e
α(T−t)wα(t), t ∈ [0, T ]. Then for z = (s, x),
s ∈ [0, T ] we have
w(z) = eα(T−s)Ez
∫ ∞
0
e−αt dAδαt = e
α(T−s)Ez
∫ ∞
0
e−αte−α(T−τ(t)) dAδt
= eα(T−s)Ez
∫ ∞
0
e−αte−α(T−t−s) dAδt = EzA
δ
∞.
Since u(z) = w(z) for z ∈ [0, T )× E and u(T ) = ϕ, u(z) = u˜(z), z ∈ E0,T . ✷
3.3 Energy estimates: the case of bounded smooth measures
Let WT = {u ∈ W(E0,T ); u(T ) = 0}, W0 = {u ∈ W(E0,T ); u(0) = 0} and let
E0,T (u, v) =
{ ∫ T
0
(
−∂u∂t , v
)
dt+
∫ T
0 B
(t)(u(t), v(t)) dt, (u, v) ∈ WT ×F0,T ,∫ T
0
(
u, ∂v∂t
)
dt+
∫ T
0 B
(t)(u(t), v(t)) dt, (u, v) ∈ F0,T ×W0.
It is known (see [36, Example I.4.9(iii)]) that E0,T is a generalized semi-Dirichlet form
and
L = −
∂
∂t
− Lt, D(L) = {u ∈ WT ; Lu ∈ H0,T }
is the operator associated with E0,T . Note that the adjoint operator Lˆ to L is given by
Lˆ =
∂
∂t
− Lˆt, D(Lˆ) = {u ∈ W0; Lˆu ∈ H0,T}.
Let {T 0,Tt , t > 0} (resp. {Tˆ
0,T
t , t ≥ 0}) be a C0-semigroup on H0,T associated with the
operator L (resp. Lˆ). By (2.1), ‖T 0,Tt ‖L2→L2 ≤ e
α0t, ‖Tˆ 0,Tt ‖L2→L2 ≤ e
α0t, t ≥ 0, and
the corresponding resolvents are given by
G0,Tα f =
∫ ∞
0
e−αtT
0,T
t f dt, Gˆ
0,T
α f =
∫ ∞
0
e−αtTˆ
0,T
t f dt. (3.13)
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The Hunt processM0,T properly associated with the form E0,T is the processM with life-
time ζτ . Therefore T
0,T
t = 0, Tˆ
0,T
t = 0, t ≥ T . It follows that G
0,T
α , Gˆ
0,T
α are well defined
as operators on L2(E0,T ;m1) for every α ≥ 0. It is standard that T
0,T (resp. Tˆ 0,T )
can be extended to L∞(E0,T ;m1) ∪ L
2(E0,T ;m1) (resp. L
1(E0,T ;m1) ∪ L
2(E0,T ;m1))
and that the extension of T 0,Tt (resp. Tˆ
0,T
t ) is a contraction on L
∞(E0,T ;m1) (resp.
L1(E0,T ;m1)). Therefore for every α ≥ 0 we can extend G
0,T
α (resp. Gˆ
0,T
α ) defined by
(3.13) to an operator on L∞(E0,T ;m1) (resp. L
1(E0,T ;m1)). For µ ∈ S and α ≥ 0 we
define
R0,Tα µ(z) = Ez
∫ ζτ
0
e−αtdA
µ
t , Rˆ
0,T
α µ(z) = Eˆz
∫ ζˆτ
0
e−αtdAˆ
µ
t , z ∈ E
1,
where ζˆτ = ζ ∧ τ(0), Aˆ
µ is the dual additive functional associated with µ (see [24]).
It is clear that for every f ∈ L∞(E0,T ;m1) ∪ L
2(E0,T ;m1) and g ∈ L
1(E0,T ;m1) ∪
L2(E0,T ;m1),
R0,Tα f = G
0,T
α f, Rˆ
0,T
α g = Gˆ
0,T
α g (3.14)
m1-a.e. for every α ≥ 0, and for every non-negative µ, ν ∈ S,
〈R0,Tα µ, ν〉 = 〈µ, Rˆ
0,T
α ν〉.
for α ≥ 0.
By (3.14) and Proposition 3.2, for every f ∈ L∞(E0,T ;m1) ∪ L
2(E0,T ;m1) and
g ∈ L1(E0,T ;m1) ∪ L
2(E0,T ;m1) the resolvents G
0,T
α f,
ˆ
G
0,T
α g have quasi-continuous
m1-versions. In what follows we adopt the convention that they are already quasi-
continuous. If α = 0 then we write R0,T , R0,T , G0,T , Gˆ0,T instead of R0,T0 , R
0,T
0 , G
0,T
0 ,
Gˆ
0,T
0 .
Proposition 3.6. Assume that E satisfies the dual condition (∆). Then
M0,b(E0,T ) ⊂ R(E0,T ). (3.15)
Proof. Let {ηn} be the sequence of the definition of condition (∆). Since
(G0,Tα µ, ηn)L2 = 〈µ, Gˆ
0,T
α ηn〉 ≤ ‖µ‖ · ‖Gˆ
0,T
α ηn‖∞, (3.16)
it follows that R0,Tµ <∞ m1-a.e. on E0,T . ✷
Remark 3.7. If for some γ ≥ 0 the form Eγ has the dual Markov property then the
duality condition (∆) is satisfied. Indeed, by [24, Theorem 1.1.5], αGˆ0,Tγ+α is Markovian
for every α > 0, so (∆) is satisfied with η ≡ 1, α = 1 and Fn = E, n ≥ 1.
The following example shows that the condition that Eγ has the dual Markov prop-
erty for some λ ≥ 0 is not necessary for (∆) to hold.
Example 3.8. Let D ⊂ Rd, d ≥ 3, be an open bounded set with smooth boundary,
and let
L = −
∂
∂t
− Lt = −
∂
∂t
−
d∑
i,j=1
∂
∂xj
(aij
∂
∂xi
) +
d∑
i=1
bi
∂
∂xi
,
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where aij , bi : [0, T ]×D → R are measurable functions such that bi is bounded, aij = aji
and
λ−1|ξ|2 ≤
d∑
i,j=1
aijξiξj ≤ λ|ξ|
2, ξ = (ξ1, . . . , ξd) ∈ R
d
for some λ ≥ 1. Then
G0,T f(z) = Ez
∫ ∞
0
f(Xt) dt = Es,x
∫ (T−τ(0))∧ζ
0
f(s+ t,Xs+t) dt
= Es,x
∫ T−s
0
f(s+ t,XDs+t) dt =
∫ T−s
0
∫
D
pD(s+ t, x, t, y)f(s + t, y) dt dy
=
∫ T
0
∫
D
pD(s, x, t, y)f(t, y) dt dy,
where XD denotes the process X killed upon leaving D and pD is the transition density
of XD. We also have
Gˆ0,T f(s, x) =
∫ s
0
∫
D
pD(t, y, s, x)f(t, y) dt dy.
Let f ≡ 1. Then by Aronson’s estimates,
(Gˆ0,T 1)(s, x) ≤ c1
∫ s
0
∫
D
(s− t)−d/2 exp
(
−c2|y − x|
2
2(s− t)
)
dt dy ≤ c′T.
Thus condition (∆) is satisfied. On the other hand it follows from the formula preceding
[24, Corollary 1.5.4] (page 33) that if we take b(x) =
√
|x| and D = B(0, 1) then there
is no γ ∈ R such that Eγ has the dual Markov property.
Corollary 3.9. If for some γ ≥ 0 the form Eγ has the dual Markov property then
(3.15) is satisfied.
Proof. Follows from Proposition 3.6 and Remark 3.7.
Theorem 3.10. Assume that ϕ ∈ L1(E;m), µ ∈ M0,b(E0,T ) and there exists γ ≥ α0
such that Eγ has the dual Markov property. Let u be defined by (3.2). Then u ∈
L1(E0,T ;m1), Tk(u) ∈ F0,T and∫ T
0
B(t)γ (Tk(u)(t), Tk(u)(t)) dt ≤ k(‖µ‖ + ‖ϕ‖L1 + γ‖u‖L1) (3.17)
for every k ≥ 0, and moreover, for every α > 0,
‖u‖L1 ≤ α
−1eT (α+γ)(‖ϕ‖L1 + ‖µ‖). (3.18)
Proof. Since Eγ has the dual Markov property, αRˆ
0,T
α+γ1 ≤ 1 for α > 0, which implies
that Rˆ0,T1 ≤ α−1eT (α+γ). Since u = R0,T ν m1-a.e. on E0,T , where ν = δT ⊗ϕ ·m+ µ,
we therefore have
‖u‖L1 = (R
0,T ν, 1)L2 = 〈ν, Rˆ
0,T 1〉 ≤ α−1eT (α+γ)(‖ϕ‖L1 + ‖µ‖),
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which proves (3.18). To prove (3.17), let us consider a nest {Fn} such that ϕn =
1Fn(T, ·)ϕ ∈ L
2(E;m), µn = 1Fn · µ ∈ S0. Write
un(z) = Ez1{ζ>T−τ(0)}ϕn(XT−τ(0)) + Ez
∫ ζτ
0
dAµnr .
By Theorem 3.5, un ∈ F ∩D(0, T ;H) and for every η ∈ W(E0,T ),
(un(0), η(0))L2 +
∫ T
0
(un(s),
∂η
∂s
(s))L2 ds+
∫ T
0
B(s)(un(s), η(s)) ds
= (ϕn, η(T ))L2 +
∫
E0,T
η dµn. (3.19)
Given w ∈ F0,T ∩D(0, T ;H) set
[w]m(t) =
∫ t
−T
me−m(t−s)w(s) ds.
It is well known that [w]m → w in F0,T and [w]m(t) → w(t) in H for every t ∈ [0, T ]
(in the proof of the last property it is usually assumed that w ∈ C(0, T ;H) but in fact
it is enough to know that w ∈ D(0, T ;H)). Moreover, [w]m ∈ W(E0,T ),
([w]m)t = m(w − [w]m) (3.20)
and [w]m ≤ w, [w]m ≤ [w]m+1, m ≥ 1. Let us fix n ∈ N for a moment and put v = un.
Taking η = [Tk(v)]m as a test function in (3.19) we obtain
(v(0), [Tk(v)]m(0))L2 +
∫ T
0
(v(s), ([Tk(v)]m)s(s))L2 ds
+
∫ T
0
B(s)(v(s), ([Tk(v)]m)s(s)) ds
= (ϕn, [Tk(v)]m(T ))L2 +
∫
E0,T
[Tk(v)]m(z)µn(dz) (3.21)
and, by (3.20),
∫ T
0
(v(s), ([Tk(v)]m)s(s))L2 ds =
∫ T
0
([Tk(v)]m(s), ([Tk(v)]m)s(s))L2 ds
+
∫ T
0
(v(s)− [Tk(v)]m(s), ([Tk(v)]m)s(s))L2 ds
= I1(m) +
∫ T
0
(v(s) − [Tk(v)]m(s), Tk(v)(s)− [Tk(v)]m(s))L2 ds
= I1(m) + I2(m). (3.22)
Let us denote by F the integrand in the integral I2(m). Observe that
−k ≤ [Tk(v)]m(z) ≤ k, z ∈ E0,T . (3.23)
18
If −k ≤ v(z) ≤ k then F (z) ≥ 0. If v(z) > k then by (3.23),
F (z) = (v(z) − [Tk(v)]m(z), k − [Tk(v)]m(z)) ≥ 0.
Similarly, F (z) ≥ 0 if v(z) < −k. Therefore I2(m) ≥ 0 for m ∈ N. Moreover,
I1(m) =
1
2
‖[Tk(v)]m(T )‖
2
L2 −
1
2
‖[Tk(v)]m(0)‖
2
L2 .
By the above equality, (3.21)–(3.23) and the convergence properties of the sequence
{[Tk(v)]m} we get ∫ T
0
B(s)(v(s), Tk(v(s)))L2 ds ≤ k(‖ϕ‖L1 + ‖µ‖).
By the above inequality and the assumptions,∫ T
0
B(s)γ (Tk(un(s)), Tk(un(s))) ds ≤ k(‖ϕ‖L1 + ‖µ‖) + kγ‖u‖L1 .
Letting n→∞ we get (3.17). ✷
Proposition 3.11. Assume that µ, ν are non-negative smooth measures on E0,T and
Ez
∫ ζτ
0
dA
µ
t ≤ Ez
∫ ζτ
0
dAνt
for q.e. z ∈ E0,T . If E has the dual Markov property then ‖µ‖TV ≤ ‖ν‖TV .
Proof. It is well known that for every measurable h on E0,T such that η ≥ h m1-a.e.
for some η ∈ W(E0,T ) there exists (a unique) minimal solution u ∈ F0,T of the obstacle
problem
Lˆu = 0 on {u > h}, Lˆu ≥ 0, u(0) = 0, u ≥ h (3.24)
(see [22, 28]). By Riesz’s theorem there exists a Radon measure δ on E0,T such that
Lˆu = δ (in C0(E0,T )). From this one can easily deduce that δ ∈ S0(E0,T ). Therefore
u = Rˆ0,T δ. Since E is regular, there exists a sequence {En} of compact subsets of E
with the property that for each n ∈ N there exists η ∈ W(E0,T ) such that ηn ≥ hn ≡
1[0,T ]×En. Therefore for every n ∈ N there exists a solution un of the obstacle problem
(3.24) with the barrier hn. Let δn ∈ S0(E0,T ) be such that un = Rˆ
0,T δn. Since un is the
smallest potential majorizing hn such that un(0) = 0, un ≤ un ∧ 1. Therefore un = 1
q.e. on [0, T ]×En, which implies that un ր 1 q.e. on (0, T ]×E. By the assumptions,
R0,Tµ ≤ R0,Tν. Hence
‖µ‖TV = lim
n→∞
〈µ, un〉 = lim
n→∞
〈µ, Rˆ0,T δn〉 = lim
n→∞
〈R0,Tµ, δn〉
≤ lim
n→∞
〈R0,T ν, δn〉 = lim
n→∞
〈ν, Rˆ0,T δn〉 = ‖ν‖TV ,
which proves the proposition. ✷
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4 Linear equations with measure data
In this section we consider linear problems of the form (1.2) under the assumption that
E satisfies the duality condition. The case of general forms will be considered in a more
general setting of semilinear equations in the next section.
Definition. Let ϕ ∈ L1(E;m), µ ∈M0,b(E0,T ) and assume that E satisfies the duality
condition (∆). We say that a measurable function u : E0,T → R is a solution of (3.11)
in the sense of duality if u ∈ L1(E0,T ; η ·m1) and
(u, η)L2 = (ϕ, Gˆ
0,T η(T ))L2 +
∫
E0,T
Gˆ0,T η dµ (4.1)
for every non-negative η ∈ L2(E0,T ;m1) such that Gˆ
0,T η is bounded.
Proposition 4.1. Let µ,ϕ, E be as in the above definition and let u : E0,T → R be
defined by (3.2). Then u is a unique solution of (3.11) in the sense of duality.
Proof. Uniqueness easily follows from condition (∆). Let {Fn} be a generalized
nest such that µn = 1Fn · µ ∈ S0 and ϕn = 1Fnϕ ∈ L
2(E;m). Set
un(z) = Ez1{ζ>T−τ(0)}ϕn(XT−τ(0)) + Ez
∫ ζτ
0
dA
µn
t .
By Theorem 3.5, un ∈ F0,T ∩D(0, T ;H) and for every ψ ∈ W(E0,T ),
(un(0), ψ(0))L2 +
∫ T
0
(un(t),
∂ψ
∂t
(t))L2 dt+
∫ T
0
B(t)(un(t), ψ(t)) dt
= (ϕn, ψ(T )) +
∫
E0,T
ψ(z) dµn(z).
Taking ψ = Gˆ0,T η with non-negative η ∈ L2(E0,T ;m1) such that Gˆ
0,T η is bounded as
a test function we obtain
(un, η)L2 = (ϕn, Gˆ
0,T η(T ))L2 +
∫
E0,T
Gˆ0,T η(z) dµn(z). (4.2)
Observe that |un| ≤ v, un → u m1-a.e, where v(z) = G
0,T ν and ν = δT ⊗ |ϕ| ·m+ |µ|.
Moreover, for every η as above,∫
E0,T
|u|η dm1 = (Gˆ
0,T ν, η)L2 = 〈ν, Gˆ
0,T η〉 ≤ ‖ν‖TV ‖Gˆ
0,T η‖∞
≤ (‖ϕ‖L1 + ‖µ‖TV )‖Gˆ
0,T η‖∞,
so u ∈ L1(E0,T ; η ·m1). Letting n→∞ in (4.2) we get (4.1). ✷
Corollary 4.2. Let assumptions of Proposition 4.1 hold and let u be a solution of
(3.11) in the sense of duality. Then there exists an m1-version of u satisfying (3.2).
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Remark 4.3. Let {B(t); t ∈ R} be a family of non-negative quasi-regular Dirichlet
forms satisfying (2.1). A careful inspection of the proof of [21, Theorem VI.1.2] reveals
that there exist a B(0)-nest {Ek}k≥1 consisting of compact metrizable sets in E and
a locally compact separable metric space Y # such that Y # is a local compactification
of Y =
⋃
k≥1Ek. Moreover, the trace topologies of Ek induced by E and Y
# coincide
and (B(s),#,D(B(s),#)), which is the image of (B(s),D(B(s))) under the inclusion map
i : Y → Y #, is a regular Dirichlet form on L2(Y #;m#), where m# = m ◦ i−1. By
[21, Theorem VI.1.6] the Hunt process M(s),# = ({P#s,x, x ∈ E#}, {X
#
s+t, t ≥ 0}, ζ
#)
associated with the regular form B(s),# is the trivial extension of the special standard
process M(s) = ({Ps,x, x ∈ E}, {Xs+t, t ≥ 0}, ζ) associated with the form B
(s) Let
E# be the time-dependent Dirichlet form on L2(E1#;m#1 ), where E
1# = R × E#,
constructed from the family {B(s),#; s ∈ R} as in Section 2 (see (2.2)). Then the
process M# = ({X#t , t ≥ 0}, {P
#
z , z ∈ R×E#}, ζ#) on Ω′ = Ω∪ (E1# \E1) associated
with the form E# is given by
X
#
t (ω) = Xt(ω), t ≥ 0, ω ∈ Ω, X
#
t (ω) = ω, t ≥ 0, ω ∈ E
1# \E1
and P#z = Pz for z ∈ E
1, P#z = δ{z} for z ∈ E
1# \ E1. It is clear that the trace
topologies on R × Ek induced by R × E and by R × Y
# coincide. It follows that [21,
Corollary VI.1.4] holds true for the form E# and capacity Caph,g considered in [21]
replaced by Capψ.
Remark 4.4. The above remark shows that one can apply the so-called “transfer
method” (see [21, Section VI], [16]) to the form E defined by (2.2). Therefore the
results of the present paper hold true for E with B(t) being quasi-regular Dirichlet
forms.
5 Semilinear equations with measure data
In this section we assume that µ ∈ R(E0,T ), δ{T} ⊗ ϕ ·m ∈ R(E0,T ) and f ∈ B(E0,T ).
In what follows given u ∈ B(E0,T ) we set
fu(t, x) = f(t, x, u(t, x)), (t, x) ∈ E0,T .
5.1 General semi-Dirichlet forms
Definition. We say that u is a solution of the Cauchy problem
−
∂u
∂t
− Ltu = f(t, x, u) + µ, u(T ) = ϕ (5.1)
if fu ∈ R(E0,T ) and for q.e. z ∈ E0,T ,
u(z) = Ez
(
1{ζ>T−τ(0)}ϕ(XT−τ(0)) +
∫ ζτ
0
f(Xt, u(Xt)) dt+
∫ ζτ
0
dA
µ
t
)
. (5.2)
Definition. We say that f : E0,T → R is quasi-integrable (f ∈ qL
1(E0,T ;m1) in
notation) if f ∈ B(E0,T ) and Pz(
∫ ζτ
0 |f |(Xr) dr <∞) = 1 for q.e. z ∈ E0,T .
Let us consider the following hypotheses.
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(H1) u 7→ f(t, x, u) is continuous for every (t, x) ∈ E0,T ,
(H2) There is α ∈ R such that
(f(t, x, y)− f(t, x, y′))(y − y′) ≤ α|y − y′|2
for every (t, x) ∈ E0,T and y, y
′ ∈ R.
(H3) f(·, 0) ∈ R(E0,T ).
(H4) f(·, y) ∈ qL1(E0,T ;m1) for every y ∈ R.
Remark 5.1. It is clear that B(E0,T )∩R(E0,T ) ⊂ qL
1(E0,T ;m1). By Proposition 3.6,
under the dual condition (∆), L1(E0,T ;m1) ⊂ R(E0,T ). It follows that
L1(E0,T ;m1) ⊂ qL
1(E0,T ;m1) (5.3)
under (∆). Let us consider the following condition
∀ ε > 0 ∃Fε ⊂ E0,T , Fε-closed, Capψ(E0,T \ Fε) < ε, 1Fεf ∈ L
1(E0,T ;m1). (5.4)
Assume that f ∈ B(E0,T ) satisfies (5.4) and the dual condition (∆) holds. Let {Fn}
be an increasing sequence of closed subsets of E0,T such that Capψ(Gn) → 0, where
Gn = E0,T \ Fn. By (5.3),
Pm1(
∫ ζτ
0
|f |(Xr) dr =∞) ≤ Pm1(
∫ ζτ
0
|f |1Fn(Xr) dr =∞)
+ Pm1(
∫ ζτ
0
|f |1Gn(Xr) dr =∞).
The first term on the right-hand side of the above inequality equals zero. From the
above and [36, Remark IV.3.6] it follows that
Pm1(
∫ ζτ
0
|f |(Xr) dr =∞) = Pm1(
∫ ζτ
σGn
|f |1Gn(Xr) dr =∞) ≤ Pm1( limn→∞
σGn < ζτ )
= 0.
Consequently, Pz(
∫ ζτ
0 |f |(Xr) dr = ∞) = 0 for m1-a.e., and hence for q.e. z ∈ E0,T by
standard argument. Thus f ∈ qL1(E0,T ;m1).
From Proposition 3.6 we know that if E satisfies (∆) then M0,b(E0,T ) ⊂ R(E0,T ).
The following example shows that the inclusion may be is strict.
Example 5.2. Let f be a non-negative measurable function on E0,T . Then
(G0,T f, 1)L2 = (f, Gˆ
0,T 1)L2 .
Let D and Lt be as in Example 3.8. Then for x ∈ D,
Rˆ0,T (s, x) ≤ c1
∫ s
0
∫
D
t−d/2 exp(
−c2|y − x|
2
2t
) dt dy ≤ c3
∫
D
G1D(x, y) dy ≤ c4δ(x),
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where δ(x) = dist(x, ∂D) and G1D(·, ·) is the Green function for the operator ∆ on D.
If Lt = ∆
α/2, where α ∈ (0, 2), then for x ∈ D we have
Rˆ0,T 1(s, x) ≤
∫
D
G2D(x, y) dy ≤ cδ
α/2(x),
where G2D(·, ·) is the Green function for the operator ∆
α/2 on D (For the last inequality
see [18, Proposition 4.9]). We see that L1(E0,T ; δ ·m1) ⊂ R(E0,T ) if Lt is the operator
of Example 3.8 and L1(E0,T , δ
α/2 · m1) ⊂ R(E0,T ) if Lt = ∆
α/2, so in both cases
M0,b(E0,T ) ( R(E0,T ).
The next example shows that in general quasi-integrable functions need not be
locally integrable.
Example 5.3. Let Lt be as in Remark 3.8 and let D = {x ∈ R
d; |x| < 1}, d ≥ 2. Set
f(t, x) = |x|−d, (t, x) ∈ E0,T . Direct calculation shows that
∫ T
0
∫
B(0,ε) f(t, x) dt dx =∞
for every ε ∈ (0, 1), i.e. f is not locally integrable. It is, however, quasi-integrable,
because if Fn = {(t, x) ∈ E0,T ; t ∈ [0, T ], |x| ≥
1
n} then 1Fnf ∈ L
1(E0,T ;m1), n ≥ 1.
Moreover, if we set Gn = E0,T \ Fn then G¯n+1 ⊂ Gn and
⋂
nGn =
⋂
n G¯n. Since Capψ
is a Choquet capacity (see [36, Proposition III.2.8]), it follows that
lim
n→∞
Capψ(Gn) = Capψ(
⋂
n
Gn) = Capψ((0, T ] × {0}) = 0.
From the above example it follows in particular that in generalR(E0,T ) ( qL
1(E0,T ).
For instance, the inclusion is strict if L is the Laplace operator on smooth bounded
domain, because in this case each function from R(E0,T ) is locally integrable thanks
to the positivity and continuity of the corresponding Green function.
Let (Ω,F = {Ft, t ∈ [0, T ]}, P ) be a fixed stochastic basis. Suppose we are given
an FT measurable random variable ξ, an F progressively measurable function F :
Ω× [0, T ]× R→ R and an F adapted ca`dla`g process A of finite variation.
Definition. We say that a pair (Y,M) of processes on [0, T ] is a solution of the back-
ward stochastic differential equation
Yt = ξ +
∫ T
t
F (r, Yr) dr +
∫ T
t
dAr −
∫ T
t
dMr, t ∈ [0, T ] (5.5)
(BSDE(ξ, F + dA) in notation) if Y is a progressively measurable process of class (D),
t→ F (t, Yt) ∈ L
1(0, T ), M is a F-martingale such that M0 = 0 and (5.5) holds P -a.s.
We will need the following assumptions.
(A1) y → F (t, y) is continuous for a.e. t ∈ [0, T ],
(A2) there is α ∈ R such that
(F (t, y) − F (t, y′))(y − y′) ≤ α|y − y′|2
for a.e. t ∈ [0, T ] and every y, y′ ∈ R,
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(A3) E
∫ T
0 |F (t, 0)| dt < ∞, E|ξ| + E|A|T < ∞ (|A|T denotes the variation of A on
[0, T ]),
(A4) [0, T ] ∋ t→ F (t, y) ∈ L1(0, T ) for every y ∈ R.
Theorem 5.4. Assume (A1)–(A4). Then there exists a unique solution (Y,M) of
BSDE(ξ, f + dA). Moreover, Y,M ∈ Sq, q ∈ (0, 1) and
E
∫ T
0
|F (t, Yt)| dt ≤ C(α, T )
(
E
∫ T
0
|F (t, 0)| dt + E
∫ T
0
d|A|t
)
.
Proof. By using the standard change of variable one can reduce the proof to the case
where α = 0 in (H2). But then the desired result follows from [15, Theorem 2.7].
Definition. Let z ∈ E. We say that a pair (Y,M) is a solution of BSDEz(ϕ, f + dµ)
if (Y,M) is a solution of the BSDE
Yt = 1{ζ>T−τ(0)}ϕ(Xζτ ) +
∫ ζτ
t
f(Xr, Yr) dr +
∫ ζτ
t
dAµr −
∫ ζτ
t
dMr, t ∈ [0, ζτ ]
on the probability space (Ω,F , Pz).
Proposition 5.5. Assume (H1)–(H4). Then for q.e. z ∈ E0,T there exists a unique
solution (Y z,Mz) of BSDEz(ϕ, f + dµ). Moreover, there exists a pair of processes
(Y,M) such that for q.e. z ∈ E0,T ,
(Yt,Mt) = (Y
z
t ,M
z
t ), t ∈ [0, T − τ(0)], Pz-a.s.
Proof. If ϕ, f, µ satisfy (H1)–(H4) then ξ = 1{ζ>T−τ(0)}ϕ(Xζτ ), F = f(·,X, ·), A = A
µ
satisfy (A1)–(A4) under the measure Pz for q.e. z ∈ E0,T . Therefore the first part of
the proposition follows from Theorem 5.4. The second part follows from [15, Remark
3.6].
Lemma 5.6. Assume (H1)–(H4) and let (Y,M) be the pair of Proposition 5.5. Then
for q.e. z ∈ E0,T and every h ∈ [0, T − τ(0)],
Yt ◦ θh = Yt+h, t ∈ [0, T − τ(0) − h], Pz-a.s.
Proof. Since for q.e. z ∈ E0,T the solution of BSDEz(ϕ, f + dµ) is unique, to prove the
proposition it suffices to repeat the proof of [15, Proposition 3.5] (see also the proof of
[17, Proposition 3.24]).
Theorem 5.7. Assume (H1)–(H4). Then there exists a unique solution u of (5.1).
Moreover, for q.e. z ∈ E0,T there exists a unique solution (Y
z,Mz) of BSDEz(ϕ, f +
dµ). In fact,
Y zt = u(Xt), t ∈ [0, ζτ ],
Mzt = Ez
(
1{ζ>T−τ(0)}ϕ(XT−τ(0)) +
∫ ζτ
0
fu(Xr) dr +
∫ ζτ
0
dAµr |Ft
)
− u(X0).
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Proof. By Proposition 5.5 for q.e. z ∈ E0,T there exists a unique solution (Y
z,Mz)
of BSDEz(ϕ, f + dµ). Let (Y,M) be the pair of Proposition 5.5 and let u(z) = EzY0.
Then by Lemma 5.6 and the strong Markov property,
u(Xt) = EXtY0 = Ez(Y0 ◦ θt|Ft) = Ez(Yt|Ft) = Yt
for every t ∈ [0, T −τ(0)]. From this, (H3), Theorem 5.7 and the definition of a solution
of BSDEz(ϕ, f+dµ) we deduce that (5.2) is satisfied for q.e. z ∈ E0,T , i.e. u is a solution
of (5.1). By Proposition 3.2, u is quasi-ca`dla`g. Therefore Yt = u(Xt), t ∈ [0, ζτ ]. From
this and the definition of a solution of BSDEz(ϕ, f + dµ) the representation formula
for Mz immediately follows. Suppose now that v is another solution of (5.1). Then by
the strong Markov property,
v(Xt) = 1{ζ>T−τ(0)}ϕ(XT−τ(0)) +
∫ ζτ
t
fv(Xr) dr +
∫ ζτ
t
dAµr −
∫ ζτ
t
dM¯r,
where M¯ is a ca`dla`g and independent of z version of the martingale N z given by
N zt = Ez
(
1{ζ>T−τ(0)}ϕ(XT−τ(0)) +
∫ ζτ
0
fv(Xr) dr +
∫ ζτ
0
dAµr |Ft
)
− v(X0)
(Existence of such version follows from [11, Lemma A.3.5]). We see that the pair
(v(X), M¯ ) is a solution of BSDEz(ϕ, f + dµ) for q.e. z ∈ E0,T . Consequently, u = v
q.e. by Proposition 5.5. ✷
Corollary 5.8. Let assumptions of Theorem 5.7 hold and let ui be a solution of (5.1)
with terminal condition ϕi, and right-hand side fi + dµi, i = 1, 2. If ϕ1 ≤ ϕ2 m1-a.e.,
µ1 ≤ µ2 and either f1 satisfies (H2) and f1,u2 ≤ f2,u2 m1-a.e. or f2 satisfies (H2) and
f1,u1 ≤ f2,u1 m1-a.e., then then u1(z) ≤ u2(z) for q.e. z ∈ E0,T .
Proof. Follows immediately from Theorem 5.7 and [15, Proposition 2.1]. ✷
Proposition 5.9. Let assumptions of Theorem 5.7 hold, ϕ ∈ L1(E;m), µ ∈ M0,b(E0,T )
and for some γ ≥ 0 the form Eγ has the dual Markov property. Then if u is a solution
of (5.1) then fu ∈ L
1(E0,T ;m1) and
‖fu‖L1 ≤ C(α, T, γ)(‖µ‖ + ‖ϕ‖L1 + ‖f(·, 0)‖L1).
Proof. Let (Y,M) be as in Proposition 5.5 and let (Y˜t, M˜t) = (e
γtYt, e
γtMt), t ∈
[0, ζτ ]. Applying Itoˆ’s formula shows that (Y˜ , M˜) is a solution of BSDEz(ϕ˜, f˜ + dµ˜)
with ϕ˜(x) = eγζτ , f˜(t, x, y) = eγtf(t, x, y)−γy and dµ˜(t, x) = eγt dµ(t, x). By Theorem
5.4 applied to the pair (Y˜ , M˜),
Ez
∫ ζτ
0
eγt|f(Xt, Yt)| dt ≤ C(α, T )
(
Ez1{ζ>T−τ(0)}e
γζτϕ(XT−τ(0))
+ Ez
∫ ζτ
0
eγt|f(Xt, 0)| dt + γEz
∫ ζτ
0
eγt|Yt| dt
)
for q.e. z ∈ E0,T . Since Yt = u(Xt), t ∈ [0, ζτ ], Pz-a.s. for q.e. z ∈ E0,T by Theorem
5.7 and Eγ has the dual Markov property, it follows from the above inequality and
Proposition 3.11 that
‖fu‖L1 ≤ C(α, T )(‖ϕ‖L1 + ‖f(·, 0)‖L1 + γ‖u‖L1).
From this and Theorem 3.10 we get the desired inequality. ✷
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Corollary 5.10. Let assumptions of Proposition 5.9 hold. If u is a solution of (5.1)
then u ∈ L1(E0,T ,m1) and Tk(u) ∈ F0,T for k ≥ 0. Moreover, (3.17) and (3.18) hold
true with µ replaced by µ+ f(·, 0) ·m.
Proof. Follows from Theorem 3.10 and Proposition 5.9. ✷
5.2 Semi-Dirichlet forms satisfying the duality condition
Let us recall that in Section 4 we have defined a solution in the sense of duality of
linear equations. In the semilinear case we adopt the following natural definition.
Definition. Let ϕ ∈ L1(E;m), µ ∈ M0,b(E0,T ) and assume that E satisfies the dual
condition (∆). We say that a measurable function u : E0,T → R is a solution of (5.1)
in the sense of duality if fu ∈ L
1(E0,T ;m1) and (4.1) is satisfied with µ replaced by
fu ·m1 + µ.
Theorem 5.11. Assume (H1)–(H4) and that there is γ ≥ 0 such that Eγ has the dual
Markov property. Then there exists a unique solution of (5.1) in the sense of duality.
Proof. The existence part follows from Theorem 5.7 and Corollaries 4.2 and 5.10.
The uniqueness follows from Corollaries 4.2 and 5.8. ✷
Example 5.12. Let α be a measurable function on Rd such that α1 ≤ α(x) ≤ α2,
x ∈ Rd, for some constants 0 < α1 ≤ α2 < 2. Let Lt = L = ∆
α(x), i.e. L is a
pseudodifferential operator such that
Lu(x) =
∫
Rd
eixξ|ξ|α(x)uˆ(ξ) dξ, u ∈ C∞c (R
d).
For r > 0 set β(r) = sup|x−y|≤r |α(x) − α(y)|. By [32, Proposition 3.1], if∫ 1
0
(β(r)| log r|)2
r1+α2
dr <∞
then the form B(t) = B associated with L is a regular semi-Dirichlet form. It is known
(see [12, 32]) that for u, v ∈ C∞c (R
d) the form B is given by
B(u, v) = −
∫
Rd
∫
{z 6=0}
w(x)v(x)(u(x+ z)−u(x)−∇u(x) · z1{|z|≤1}(z))|z|
−d−α(x) dx dz,
where
w(x) = α(x)2α(x)−1
Γ(12α(x) +
1
2d)
pid/2Γ(1− 12α(x))
.
By [32, Theorem 2.1],
L∗u(x) = Λu(x) + κ(x)u(x), u ∈ C∞c (R
d) (5.6)
for some measurable function κ and some operator Λ associated with a semi-Dirichlet
form. By [32, Remark 3.2], under the additional condition that α ∈ C2b (R
d) the function
κ is bounded on Rd. Therefore from (5.6) it follows that there exists γ ≥ 0 such that
Bγ has the dual Markov property, which implies that Eγ has the dual Markov property.
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