In this article, we consider the product space of several non-compact finite volume hyperbolic spaces,
Introduction
Let V 1 , V 2 , . . . , V k be several non-compact hyperbolic spaces of dimension n with finite total volumes. Let g t : T 1 (V i ) → T 1 (V i ) denote the geodesic flow on the unit tangent bundle of V i . We define the diagonal geodesic flow on the product space T 1 (V 1 ) × · · · × T 1 (V k ) as follows:
It is well known that on any single hyperbolic space T 1 (V i 
This project is inspired by Cheung's paper [1] , in which one considers the product of homogeneous spaces (SL(2, Z) \ SL(2, . . , x k ) ∈ (SL(2, Z) \ SL(2, R)) k such that (x 1 a t , . . . , x k a t ) diverges as t → ∞. This is equivalent to considering the diagonal geodesic flow on (T 1 (SL(2, Z) \ H)) k where H is the universal hyperbolic surface. In that paper, Cheung proved that the Hausdorff dimension of the set of such divergent trajectories is equal to 3k − 1 2 . And in that paper, Cheung used a lot of results and techniques in continued fractions, and also gave an estimation of the distribution of coprime integer pairs (m, n) in R 2 . It is natural to think about what happens if we replace the special subgroup SL(2, Z) to some general discrete subgroup Γ ⊂ SL(2, R) such that Γ \ H has finite total volume. More generally, one can consider product of variable non-compact hyperbolic surface with finite volumes, T 1 (Γ 1 \ H) × · · · × T 1 (Γ k \ H) and compute the Hausdorff dimension of divergent trajectories under diagonal geodesic flow. This was the first project the author worked on in this direction, and it was done in the previous version of this preprint. It turns out that the Hausdorff dimension remains the same in this general case. And the argument in that article depends on analyzing the geodesics on hyperbolic surfaces and the mixing property of the geodesic flow.
Then the next natural generalization is the problem described here. To make the argument in the previous version work in this setup, we need a simple coordinate of the universal space H n and an appropriate generalized definition of the "height" of a cusp point on the ideal boundary ∂H n = R n−1 ∪ {∞}.
Remark: In fact one can consider the following more generalized problem: 
. , v k ) diverges as t → ∞} What is the Hausdorff dimension of D k ?
We conjecture that the Hausdorff dimension is equal to dim M k − 1 2 dim U + , where U + denotes the expanding horospherical subgroup with respect to the conjugate action of A.
Here is the organization of the paper: in section 2 we recall some basic theory of hyperbolic spaces and Lie groups, and reduce the computation of Hausdorff dimension of the original set to the computation of a simpler set, in section 3 we will study geodesics on a general hyperbolic space Γ \ H n and get some conditions under which a geodesic will enter a particular cusp of some fundamental domain, and get some estimate the time when a geodesic enters and leaves a particular cusp. In section 4 we will prove a technical result concerning counting the number of cusps lying inside some small ball centered at a given cusp, and with heights in some given range, this counting result is from the mixing property of the geodesic flow on on hyperbolic space with finite volume, and it is essential in proving the lower bound of the Hausdorff dimension. The last section separates to two parts, the first part is the proof of the lower bound of the Hausdorff dimension, we will mainly use the result of section 4 to get the lower bound; the second part gives the upper bound, to do that we need to show some upper bound of the number of cusps inside a closed ball with heights bound from above, this result essentially comes from the fact that Γ is a discrete subgroup of SO(n, 1).
Preliminaries on hyperbolic spaces and basic reduction
Let V be some non-compact hyperbolic space of dimension n with finite total volume, then we have V = Γ \ H n , where H n is the universal n-dimensional hyperbolic space and Γ = π 1 (V). It is well known that H n SO(n, 1)/SO(n), and its unit tangent bundle T 1 (H n ) SO(n, 1)/SO(n − 1), for simplicity, we denote SO(n, 1) := G, SO(n) := K and SO(n − 1) = M. And Γ can be identified with a discrete subgroup of G, such that Γ \ G admits a finite measure invariant under the right multiplication of G. According to the results concerning the structure of G = SO(n, 1) and its Lie algebra g = so(n, 1), we have that G admits a one-dimensional maximal R-split torus A such that g decomposes as follows according to the adjoint action of A:
where z(A) is the Lie algebra of the centralizer Z(A) of A, and g ±1 = {v ∈ g : Ad(a)v = λ(a) ±1 v for any a ∈ A} for some characteristic λ : A → R + . Then we can parametrize A = {a(t) : t ∈ R} such that λ(a(t)) = e t .
Let N denote the connected unipotent subgroup of G with Lie algebra g +1 , then we have N g +1 R n−1 , so we can identify every element of g +1 with the corresponding vector x ∈ R n−1 , and parametrize
We have the following Iwasawa decomposition:
Where K, A and N are given above, and the map is group multiplication, and it is a diffeomorphism.
The Weyl group element σ with respect to the torus A has a representative in K, which we identify with σ. Then we have σ 2 = id and σa(t)σ −1 = a(−t). Let P = MAN denote a parabolic subgroup of G, then we have the following Bruhat-Tits decomposition:
Then the ideal boundary of H n , ∂H n G/P = P/P ∪ NσP/P, we identify NσP/P by R n−1 and denote
To study the homogeneous space Γ \ G, we need to know the shape of its fundamental domain, especially the part near infinity. Let η ⊂ N be a compact subset of N, and for some s ∈ R, denote 
2. for all ξ ∈ Ξ, the group Γ ∩ ξNξ −1 is a cocompact lattice in ξNξ
3. for all compact subset η of N the set
4. for each compact subset η of N containing η 0 there exists s 1 > s 0 such that for all ξ 1 , ξ 2 ∈ Ξ and γ ∈ Γ with γξ 1 Ω(s 0 , η) ∩ ξ 2 Ω(s, η) ∅, we have ξ 1 = ξ 2 and γ ∈ ξ 1 N Mξ
Without loss of generality, we may assume e ∈ Ξ, since otherwise we can replace Γ with some conjugate ξ −1 Γξ to move ξ ∈ Ξ to e. Using these we can define the cusps of Γ \ H n in the ideal boundary ∂H n = R n−1 ∪ {∞} as follows: the action of G on H n uniquely determines an action of G on R n−1 ∪ {∞}, and we define the cups of Γ \ H n to be ΓΞ∞ ⊂ R n−1 ∪ {∞}, where Ξ is as in the theorem above. Then our assumption above is equivalent to saying that ∞ is a cusp of Γ \ H n . It is easy to see that Γxa(t)M diverges as t → ∞ if xa(t)P/P ∈ ∂H n is a cusp of Γ \ H n .
Then for any v ∈ T 1 (V) Γ \ G/M, we can represent v by ΓxM for some x ∈ G, then the geodesic flow is just the group action of A, to be precise,
Then for a product of k such spaces
and thus (Γ 1 x 1 a(t)M, · · · , Γ k x k a(t)M) diverges in the product space as t → ∞. Now we assume every x i is of form n i σp i , where n i ∈ N and p i ∈ P, Then we have (
Since for any n ∈ N, a(−t)na(t) → e as t → ∞, and MA ⊂ Z(A), we have for any large t, a(−t)p i a(t) remains in some compact subset of G depend-
diverges, as t → ∞. Now we focus our attention to the geodesics of form {u(x)σa(t) : t > 0} where u(x) ∈ N defined as above. Define:
Then by the argument above and the property of Hausdorff dimension, we have
Since dim(P/M) = dim(NA) = n, we reduce the original problem to showing the following statement:
Proposition 2.1.
Some conventional notations: In the following argument of this article, we use the notation A ≍ B for two positive quantaty A and B to mean that cB ≤ A ≤ CB for two constants c and C depending only on the structure of the hyperbolic spaces, use A ≪ B to mean A ≤ CB for some universal constant C,
Geodesics on a single hyperbolic space
This section is devoted to the study of geodesics on a single non-compact hyperbolic Γ \ H n . For the argument above, we only study the geodesics of form {Γu(x)σa(t)M : t ≥ 0}. From the structure of G = SO(n, 1), we can equip N R n−1 with the standard Euclidean inner product of R n−1 , such that the conjugate action of M on N preserves this inner product. We denote the norm associated with the inner product by · .
Considering the Iwasawa NAK-decomposition of G, we have H n = G/K NA. We use the coordinate system used in [2] , we let (
It is easy to see that a(t)u(x) = (e t , e t x), and in [2] the following result is given:
Let Ξ ⊂ G be the finite subset associated with Γ as in Theorem 2.1, as we assumed above, e ∈ Ξ.
From Theorem 2.1 it is easy to see that Γ \ G admits a fundamental domain with {ξΩ(s 1 , η(ξ)) : ξ ∈ Ξ} as its non-compact parts, where η(ξ) ⊂ N is some compact subset of N depending on ξ. Let us denote this fundamental domain by F 0 . We call the part of Γ \ G corresponding to the {ξΩ(s 1 , η(ξ)) : ξ ∈ Ξ} the thin part of Γ \ G. We say a geodesic G x enters a cusp point γξ∞ if it is inside γξNA s 0 K at some moment, and we say that it enters γξ∞ deeply if it is inside γξNA s 1 K at some moment. Now we suppose G x enters the cusp γξ∞, then we have for some t, u(x)σa(t) = γξna(s)k, where γ ∈ Γ, ξ ∈ Ξ, n ∈ N, a(s) ∈ A for s > s 0 and k ∈ K. Now we consider the representation of γξ in the Bruhat-Tits decomposition. We have the following statement: Proposition 3.1. There exists some t 0 > 0 such that for t > t 0 , if u(x)σa(t) = γξna(s)k, for the right hand side as described above, then we have in the Bruhat-Tits decomposition G = P ∪ NσP, γξ P.
Proof. Suppose γξ = na(l)m where n ∈ N, a(l) ∈ A and m ∈ M, then we have γξa(r) = na(l)ma(r) = na(l + r)m. Without loss of generality, we can assume n ∈ η 0 since otherwise we can replace γ with γ ′ γ for some γ ′ ∈ N ∩ Γ. and also we can choose η 0 such that e ∈ η 0 , then for r > 0 large enough, we will have γξΩ( This completes the proof.
Suppose γξ = u(x 1 )σma(r)n, where m ∈ M, a(r) ∈ A and n ∈ N. Then we have the corresponding cusp point of γξ, γξ∞ = x 1 . We define the height of the cusp h(γξ∞) := e r .
For the height, we have: 
Since if we replace γξ by γγ ′ ξ for some γ ′ ∈ Γ ∩ ξNξ −1 , the cusp point remains the same, we can choose γ ′ properly to make n ′ ∈ η 0 . Thus without loss of generality, we may assume that n
such that x ′ ≤ C for some constant C > 0 depending only on Γ.
Now, we assume at t = t 0 , G x first enters cusp γξ∞, then we have u(x)σa(t 0 ) = γξna(s)k, where e s ≍ e s 0 ≍ 1, so we have the following:
Now we project them onto G/K and use the above coordinate system: 
Now we consider the converse problem: if x − γξ∞ ≤ c h(γξ∞) , for some small constant c (depending only on the space), do we have that G x enters γξ∞? Now suppose the above inequality holds. Then (γξ) 
then G x must enter the cusp deeply.
Now we suppose G x enters some cusp γξ∞ deeply, if G x is not divergent, then it will leave this cusp for the next cusp, we want to study the property of the next cusp γ ′′ ξ ′′ ∞.
Suppose at t = t 0 , G x starts entering the cusp γξ∞, this means that
, n ∈ η 0 and s ≥ s 0 (in fact, e s ≍ e s 0 ≍ 1). Since we assume that G x will leave , and from the same argument as above, we have
For each ξ ∈ Ξ, we have the ξNξ −1 ∩ Γ is a cocompact discrete subgroup of ξNξ −1 , we fix a finite subset Λ ξ of ξNξ −1 ∩ Γ that generates the group. The from the structure theory of Γ \ H n , we have S ∪ ξ∈Ξ Λ ξ gives a set of generators of Γ.
To sum up the argument above, we have the following:
There exists a subset S of Γ such that whenever a geodesic G x enters a cusp γξ∞, suppose at this moment the geodesic is inside
where ξ ′ ∈ Ξ, s ∈ S and ξu(n)ξ −1 ∈ Γ ∩ ξNξ −1 with the following estimate:
Next issue we care about is the Euclidean distance of two cusps γξ∞ andγξ∞ in R n−1 .
We may restrict our attention to the cusps in a fixed ball B ⊂ R n−1 since we have assumed that e ∈ Ξ therefore the behavior of G x is the same as G x+a for u(a) ∈ N ∩ Γ. So it is enough to study G x for x ∈ B. Now we introduce another definition of a height of a cusp γξ∞ and compare it with our old definition. Let B ξ (x, y) denote the Busemann function. It is defined as follows: for ξ ∈ ∂H n R n−1 ∪ {∞} and
where d H denotes the hyperbolic distance in H n and {ξ(t)} t≥0 is any geodesic ray pointing to ξ. It turns out that the value is independent of the choice of the ray {ξ(t)}.
For B ξ (x, y) we have the following basic properties:
1. Let {ξ(t)} t≥0 be a geodesic ray pointing to ξ, then we have B ξ (ξ(t 1 ), ξ(t 2 )) = t 2 − t 1 for any
Using Busemann function, we define an alternative heighth(γξ∞) of a cusp point γξ∞ as follows:
o H n pointing to ξ∞, this means that k ′ can only be chosen within a fixed finite subset of K, depending only on the subgroup Γ.
And then there exists some t such that γ −1 ka(t) = ξnξ −1 k ′ , this t will be logh(γξ∞) from the properties of Busemann function (note that γ
From our assumption, x 1 ∈ B, this shows that n k ∈ N and a(t k ) are both bounded by some fixed compact subsets (depending on K and B) of N and A respectively, since k ∈ K and u(x 1 ) ∈ u(B) are both bounded inside some compact subset K and u(B) respectively. In particular,
is clear that ξ −1 k ′ is contained some fixed finite subset, which implies t k ′ ∈ [−C ′ , C ′ ] for some absolute constant depending only on Γ.
Then from ka(t) = γξnξ
In the Bruhat-Tits decomposition g = n 1 σn 2 am, compare the a-component of the left and right side of the above equation, we can get t = r + r k ′ − r k , given that r k and r k ′ are both bounded from above and below, we have that
Since e t =h(γξ∞) and e r = h(γξ∞), we have the following statement:
Proposition 3.5. For all cusp point γξ∞ ∈ B we havẽ h(γξ∞) ≍ h(γξ∞)
Remark:Here the constants contained in the meaning of the above ≍ depends on our choice of B. But since the minimal size and the position of B nearest the origin only depends on Γ, if everytime we choose the minimal B and let B be closest to the origin, we can only treat these constant as only depending on Γ.
Now we define the Gromov metric with respect to
Definition 3.1. For two points ξ 1 , ξ 2 ∈ ∂H n , and any point x ∈ H n , we define the Gromov metric between
where {ξ(t) : t ≥ 0} denotes any geodesic ray pointing to any point ξ at infinity. The value is independent of the choice of {ξ(t) : t ≥ 0}.
and the Euclidean metric
Choose the geodesic ray {u(
From the same argument as above, ξ 1 ∈ B implies that n and a(t 0 ) are both bounded, in particular, we have e t 0 ≍ 1.
To do this, we choose k ′ ∈ K of form u(ξ 2 )σn 2 a(t 2 ), for the same reason, we have e t 2 ≍ 1. The s
Compare the G/K coordinates of the two sides of the above equality, we have x (e s+t 2 ) 2 + x 2 ≍ ξ 1 − ξ 2 , taking the square sum of the above two estimates we have
given t large enough. Therefore we have
This gives that
This proves the following proposition:
For the Busemann heighth(·) and the Gromov metric d o (·, ·), we have the following result:
Proof. Let {ξ 1 (t) : t ≥ 0} be a geodesic ray pointing to ξ 1 ∞, then
(from the basic properties of Busemann function)
By taking the limits of the first and the last expressions in the equations above and applying exponential function, we prove the statement. Now, to study
, it is enough to study d
.
For the latter, we have the following: Proposition 3.8. For any γ ∈ Γ, and ξ 1 , ξ 2 ∈ Ξ, we have
Proof. Choose a particular geodesic ray pointing to γξ 1 ∞, say {γξ 1 a(t) : t ≥ 0}, suppose we have γξ 1 = ξ 2 n 1 a(−r)k in the representation G = ξ 2 NAK, by the Theorem 2.1, we have r is bounded from below by some absolute constant, then we have
Projecting n 1 a(−r)ka(t) onto G/K and consider the first component of the coordinate, we have it is equal to e t−r e 2t + y 2 for some vector y ∈ R n−1 , it is clear that it is at most e t−r e 2t = e −t−r . Then we have
For B γξ 1 ∞ (o, γξ 1 a(t)), we have that
, since it is contained in a fixed finite set, it is uniformly bounded.
Thus, we have
for some absolute constantC. By letting t → ∞ and taking the exponential in the above inequality, we
This proves the statement sinceh(ξ 2 ∞) = 1.
Then for any two cusps γ 1 ξ 1 ∞ and γ 2 ξ 2 ∞, we havẽ
Combing this with the facts that h(γξ∞) ≍h(γξ∞) and d o (γ 1 ξ 1 ∞, γ 2 ξ 2 ∞) ≍ γ 1 ξ 1 ∞−γ 2 ξ 2 ∞ whenever the cusps are in B, we have proved the following proposition: Proposition 3.9. For any two cusps γ 1 ξ 1 ∞ and γ 2 ξ 2 ∞ inside B, we have
Now for the cusp of form γξ 1 u(n)ξ
1 and s ∈ S, we want to find the relation between its height and the height of γξ 1 ∞ when n is large enough. As before, we assume they are both contained in B.
Let γξ 1 = u(x 1 )σu(y 1 )a(r 1 )m 1 and γξ 1 u(n)ξ
we take the inverse of both sides, then the left hand side becomes
where
1 sξ 2 for ξ 1 , ξ 2 ∈ Ξ and s ∈ S. we claim that k(ξ 1 , ξ 2 , s) P unless s = e and ξ 1 = ξ 2 . This is because if this happens then ξ 1 ∞ = sξ 2 ∞, this means that they represent exact the same cusp.
We 
The right hand side is equal to m 
where the action of M = SO(n − 1) on g +1 = R n−1 is the adjoint action, and it is an orthogonal action.
Then the left hand side is equal to:
where A = 
Remark: in Proposition 3.4, we have proved that if there exists some geodesic G x such that it enters the cusp γξ 1 ∞ and the cusp γ
Now consider the cusps γξ 1 ∞ and γ
≍ 1 since they are restricted inside some finite set, andh(sξ 2 ∞) ≍ 1 for the same reason. This shows that
From the above discussion about the relations between h(·) andh(·), and between d o (·, ·) and · , this implies that:
Then if G x enters γξ 1 ∞ and γ ′ ξ 2 ∞ consecutively, for γξ 1 ∞ and γ ′ ξ 2 ∞ given as above, then we have
Then the distance between x and γξ 1 ∞ can be bounded between
, combining this with the previous two estimates, we have the following:
In one sentence, for the geodesic G x and a cusp γξ 1 ∞ it enters, the Euclidean distance between x and γξ 1 ∞ is asymptotical equal to the reciprocal of the square root of the product of heights of the cusp γξ 1 ∞ and the next cusp γ ′ ξ 2 ∞ G x enters.
Next we consider a converse problem, if we choose two cusps γξ 1 ∞ and γ
1 and s ∈ S, then if n is large enough, then we wonder if every geodesic
The answer is almost positive. The reason is as follows: At first since for n large enough, the distance between γξ 1 ∞ and γ ′ ξ 2 ∞ is
and the distance between x and γ ′ ξ 2 ∞ is
The two estimates above easily induce that the distance between x and γξ 1 ∞ is
This implies that G x will enter γξ 1 ∞ at time e t ≍ h(γξ 1 ∞) and leave it at time e t ≍ n 2 h(γξ 1 ∞). On the other hand, from the distance between x and γ ′ ξ 2 ∞, we get that G x will enter the cusp γ ′ ξ 2 ∞ at time
. This shows that the time between when G x leaves γξ 1 ∞ and when it enters γ ′ ξ 2 ∞ is uniformly bounded.
To sum up, we prove the following: 
, and s ∈ S, if we have n ≥ C, then for any point x such that
we have the geodesic G x will enter γξ 1 ∞ and γ ′ ξ 2 ∞ in the given order, and the time between when it leaves γξ 1 ∞ and when it enters γ ′ ξ 2 ∞ is bounded by T .
For every geodesic G x , we have a sequence of cusp points {γ(n)ξ(n)∞ : n ∈ N} consisting all cusps that G x enters in order. We call it the spectral of x ∈ R n−1 , denoted by Spec(x). For two cusps γξ 1 ∞ and γ ′ ξ 2 ∞ inside Spec(x) in the given order, by saying the gap between them, we mean the time between when G x leaves γξ 1 ∞ and when it enters γ ′ ξ 2 ∞.
For δ > 0, we define the set D δ ⊂ R n−1 as follows:
that the gap between each pair of immediate cusps in the subsequence is bounded by T and moreover h(γ
where T is the constant given in Proposition 3.11
We will end this section by proving the following result:
Theorem 3.1. For every δ > 0, we have that
To prove the the theorem, we introduce the construction of Cantor-like collection of compact subsets of R n−1 : starting with a bounded closed subset A 0 with positive Lebesgue measure, a Cantor-like countable collection A is the union of finite collections A k of compact subsets of A 0 , for k ∈ N, satisfying the following conditions:
every A k is a finite collection of disjoint compact subsets of A 0 .
3. for every k ≥ 1, for every A ∈ A k , we can find some B ∈ A k−1 such that A ⊂ B.
For a Cantor-like collection
A k , and we define ∆ k (A) as folows:
where m(·) denotes the Lebesgue measure of R n−1 .
In order to estimate the Hausdorff dimension of D δ , we will use the following theorem: 
Remark: the statement given in [6, Section 4.1] is more general than the version above, and the result was proved in [8] and [9] . 
we may be able to choose appropriate constants c 1 and c 2 ,
such that for each n with norm in the given range above, we have h( 
, and from the construction we have that
Therefore, we have
when k is large enough, (1 + δ) k log(h(γ(0)∞)) is much greater than k log(2) and | log(ǫ)|, so we can ignore them in the computation of limit.
Next we consider ∆ k (A). In each B(γ(k)∞, ǫ) ∈ A k , we want to see how many choices we have for
and n is contained in a cocompact lattice of R n−1 , we have the number of choices of n is
whereC is some constant. And the number of choices of s is just |C|, here | · | denotes the cardinality of a set. And for each such element B(γ ′ ∞, ǫ), its Lebesgue measure
For the same reason as above, in the computation of ∆ k (A), we may only consider main terms, i.e.,
we may treat the number of choices of γ ′ ∞ as h
and treat each m(B(γ
. This can reduce the complexity of computation without changing the final result. Now we have log(
Then we have for each j ∈ N,
It is easy to see that it approaches 1 2 (n − 1) as j → ∞. Then applying Theorem 3.2 we have that
This proves Theorem 3.1.
Counting cusp points
In this section, we consider the following counting problem, for a closed ball B(γξ∞, c) defined as in previous section, and some constants a 1 , a 2 and some large number N > 0, we want to count how many cusp points γ ′ ξ
′ ∞ lying in B(γξ∞, c) with height ranged in [a 1 Nh(γξ∞), a 2 Nh(γξ∞)].
For simplicity, we consider the ball B(γ∞, c), and restrict our counting onto the cusps of form γ ′ ∞ satisfying the conditions above.
We denote by Ψ(η, s 1 , s 2 , κ) for η ⊂ N a compact subset, s 1 < s 2 two real numbers, and κ ⊂ K be a compact subset of K by the set ηA
Take two small neighborhoods κ 1 ⊂ κ 2 ⊂ K of e in K. Let κ = κ 2 \ κ 1 . Take two constants t 1 < 0 < t 2 both close to 0, and take ̟ 1 ⊂ ̟ 2 ∈ N some small neighborhoods of e in N and define ̟ = ̟ 2 \ ̟ 1 . Then we define Ψ ′ = Ψ(ϕ, t 1 , t 2 , κ), and let Ψ = Ψ ′ ∩ (Ψ ′ ) −1 , then Ψ = Ψ −1 . Then we have for each u ∈ Ψ, u is very close to e but the K component is bounded away from e. Therefore if we project u onto G/K and consider its coordinate, we have it is very close to (1, 0). And if we consider its representation in Bruhat-Tits decomposition, we have u(w)σu(z)a(log ǫ)m, we have w is large but bounded away from ∞. We use the representation above to compute the G/K coordinate, we will have it is equal to
It is very close to (1, 0) means that ǫ is very close to ǫ 2 + z 2 , and w is very close to z ǫ 2 + z 2 which is very close to z ǫ . Then w is large means z ǫ is large, then z 2 is much greater than ǫ 2 , thus ǫ is close to ǫ 2 + z 2 means z 2 is very close to ǫ. Therefore z is very close to ǫ z which is very small. We use the notation A ≈ B for two numbers A and B, meaning the absolute value of difference |A − B| is much less than |A| and |B|, and use notation A ≺ B meaning the absolute value of A is much less than |B|, and define A ≻ B similarly.
Let χ Ψ denote the characteristic function of Ψ, and denoteχ Ψ its projection onto L 2 (Γ \ G). Denote
L(g) and R(g) the left and right action of
Note that the right action of G is also well defined on L 2 (Γ \ G). By Moore's ergodicity theorem, The Right action of A = {a(t) : t ∈ R} on L 2 (Γ \ G) is mixing. Therefore we have as
where µ denotes the G-invariant finite measure on Γ \ G. Therefore there exists some T > 0 such that for any t ≥ T ,
Then we pull back the integral above to the integral on G, note that the left action of Γ on L 2 (G) does not change the projection on L 2 (Γ \ G). We can make the set Ψ small enough to be contained in the fundamental domain F 0 . Fix the cusp γ∞, we can make the representative γ ∈ Γ such that γ = u(x)σu(y)a(r)m, such that y ≤ Ce r and e r = h(γ∞). Since if y is larger than expected, we can multiply some u(n) ∈ Γ ∩ N on the right to make y smaller without changing the cusp.
Then the above integral is equal to:
where µ G denotes the Haar measure of G. This means that
for any t ≥ T .
In [5] , the following proposition is proved: 
Proposition 4.1. See [5, Proposition 3.2] Let G be a real algebraic group, and σ is an involution of G. Let A = {a(t)} be a one parameter subgroup of G, such that σ(a(t)) = a(−t). Let
H = {g ∈ G : σ(g) = g} U + = {g ∈ G : a
(−t)ga(t) → e as t → ∞}
where µ U + denotes the Haar measure on U + , and λ is the sum of the eigenvalues of Ad(a(1)) which are greater than 1.
If we take G = SO(n, 1) and σ be the involution in the previous proposition, then we have H = K SO(n) and λ = n − 1. Then the previous proposition tells us
where the constant c is give as in the proposition, and µ N denotes the Haar measure of N which is the same as the Lebesgue measure of R n−1 .
where | · | denotes the cardinality of set. Therefore we have
is an element in the intersection, where u, u ′ ∈ Ψ, then we have At first, we take the inverse of the above equality, and plug in the representation given above to compute their coordinates, then we have
Absorbing the action of a(−r)u(−y)σu(x), we have
Since x ≤ C and y ≤ Ce r , we will have the second compoent is ≪ 1, and the first component is 
The second component is very close to z ′ since the norm of ǫ ′ e −tw is much less than ǫ ′ which is much less than z ′ . Then we may replace it by (ǫ ′ e −r−t , z ′ ). Finally, we have the left hand side is 
Therefore the left hand side is close to where z ′ is very small.
On the other hand, the right hand side is equal to 
After applying the action of a(− log ǫ ′ )u(−z ′ )σu(−w ′ )(1, 0), it is very close to (1, 0) from the definition of Ψ, then we may just replace it by (1, a) where a is very small, but bounded away from 0, from our definition of Ψ to simplify our computation, then we apply the action of a(t) to get (e t , e t a)
And then apply the action of u(z)a(log ǫ), we get (ǫe t , ǫe t a + z)
Since z /ǫ is bounded away from ∞, and a is bounded away from 0, we have when t is large enough, we have z is much less than ǫe t a , then we may replace it by (ǫe t , ǫe t a)
Then we apply the action of u(w)σ to get
, w − a
Since a is small, the first component is close to (ǫe t ) −1 , and since w is much greater than the other term, the second component is close to w, thus we may replace it to which is close to (e −r−t , x − e −r z) since w is close to z/ǫ and w 2 ǫ ≈ 1.
Applying the action of u(y)a(r), it becomes
On the other hand, the coordinate of the right hand side is equal to
Therefore we have x − x ′ is very close to e −r z − y ′ e 2r ′ + y ′ 2 whose norm is ≪ e −r = 1 h(γ∞) . Therefore for any positive constants A 1 , A 2 , A 3 we may choose Ψ properly and find a constant T as above such that for any γ ′ satisfying γΨ ∩ γ ′ Ψa(−t) ∅, then we have
satisfies for all t ≥ T . Therefore the set
is contained in the set 
Diagonal geodesics on product of hyperbolic spaces
Now we are ready to discuss the diagonal geodesics on product of hyperbolic spaces, say
For the discussion in the prelimilary section, we restrict our study on the diagonal geodesics of form {(u(x 1 )σa(t), u(x 1 )σa(t), . . . , u(x k )σa(t)) : t ∈ R}. We denote it by
From the results we get in Section 3, we have each component is just the geodesic G x i , for i = 1, 2, . . . , k, then we may consider their spectrum Spec(
as follows: for each x i ∈ R n−1 and t ∈ R, suppose at this moment the geodesic G x i is inside the cusp γξ∞, then W i (x i , t) is defined as the A-component of the G/K coordinate system of (γξ) −1 u(x i )σa(t). Then there exists a sequence of times {t p (
has the maximum in the interval and the maximum is
For a diagonal geodesic G (x 1 ,...,x k ) , we define
. Then we have for every t ∈ R, W(x 1 , . . . , x k , t) = W i (x i , t) for some i. We assume the geodesic on each component is not divergent since in that case the diagonal geodesic is automatically divergent, then at some moment, the maximum will change from W i (
, then we have
, this implies that
And we have showed that
Pluging it into the expression above we get
and at this moment
Each such changing time corresponds to a local minimum of W(x 1 , . . . , x k , t). Then G (x 1 ,...,x k ) deiverges if and only if W(x 1 , . . . , x k , t) → ∞ as t → ∞, and this is equivalent to the sequence of local minima given above is approaching ∞ as t → ∞. In particular, if we have two indices i, j ∈ {1, . . . , k} such that the spectra Spec(
Lower bound of the Hausdorff dimension
In this section, we will prove the following result:
Theorem 5.1. Let B k be as above, then we have
For the argument give above, for (x 1 , . . . , x k ) ∈ R n−1 × · · · × R n−1 if the spectra of x 1 and x 2 ,
as min{h(γ(
We denote the set of pairs (x 1 , x 2 ) satisfying the condition above by Sing 2 . Then to prove Theorem 5.1 it is enogh to prove that dim H Sing 2 ≥ n − 1 + n − 1 2 since once (x 1 , x 2 ) ∈ Sing 2 , we will have ( 
Remark: for detail of this theorem, we refer the readers to [6, Section 1.4], [7] , and [3, Theorem Therefore, we reduce our task to showing the following result:
Now we fix a point x 1 ∈ D δ , then in the spectrum Spec(x 1 ) of x 1 , there exists a subsequence {a(p) : p ∈ N} such that for every p ∈ N, we have
And also from G x 1 leaving a(p) to it entering a(p + 1), it spends at most time T .
Let us denote h(p) = h(a(p)), andh(p) = h(p)
log h(p) . We start with p 0 for h(p 0 ) large enough. It is easy to find a cusp γ(0)∞ ∈ B for Γ 2 \ G with height between [h(p 0 ), 2h(p 0 )] And we define A 0 = B(γ(0)∞, ǫ) for some small constant ǫ, where the ball B(γ(0)∞, ǫ) is defined as above. Next we will construct A 0 = {A 0 } Next we define A p for all natural number p inductively.
Suppose A p has been constructed, and suppose it consists of finitely many closed balls of form
The for each one of them, B(γ(p)∞, ǫ), we take γ ′ (p) = γ(p)u(n)s, for u(n) ∈ Γ ∩ N and n ≍ log(h(p 0 + p)). Then from Proposition 3.10 and the argument after it, we have h(γ ′ (p)∞) ≍h(p 0 + p) log 2 (h(P 0 + p)) and moreover
we may adjust the corresponding constant coefficients to make that B(γ
we consider the cusps
then we have that It is easy to see that A = ∞ p=0 A p is a Cantor-like collection of A 0 , and if we define A p and A ∞ as in Section 3, then we will have that for every x 2 ∈ A ∞ , since for each p ∈ N,
for some cusps γ(p)∞, γ ′ (p)∞ and γ(p + 1)∞ as above. Then applying Proposition 3.11, we will have that the geodesic G x 2 will enter γ(p)∞ and γ ′ (p)∞ and the gap between them is bounded above by T , this
shows that the cusp G x 2 leaves γ(p)∞ for has the height more or less h(γ
therefore, if we take a cusp a in Spec(x 1 ), then we have h(a) ≍ h(p 0 + p) for some p, according our choice of x 1 , and for any cusp b in Spec(x 2 ), from the construction above we have either
Then it is easy to see that as min{h(a), h(b)} → ∞, the quantity above is also approaching ∞. h(p 0 +p) , and
For the same reason as in the proof of Theorem 3.1, for simplicity, we can treat
and ignore the contribution of − log log(h(p 0 + p)) in the computation of Hausdorff dimension. This will not change the final result. Thus we can treat
And the summation
Then applying Theorem 3.2, we have that dim H A ∞ ≥ n − 1, combining this with the previous argument, we prove the Proposition 5.1, and thus finish the proof of Theorem 5.1.
Upper bound of the Hausdorff dimension
In this section, we will prove the upper bound of the Hausdorff dimension: Theorem 5.2. Let B k be as above, then we have
We begin with proving the following simple result concerning the distribution of cusps: Proof. Let x ∈ R n−1 denote the center of the ball, and consider the spectrum of G x , say {a(p) : p ∈ N}.
Let a(p) denote the cusp with largest height less than or equal to X, then we have 
Proof. We may choose X large enough such that
. Note that the left hand hand of the inequality above is equal to
where a runs over all cusps of Γ inside B with height less than or equal to X (we may assume that every cusp has height greater or equal to 1 without loss of generality since the height is uniformly bounded from 0). For every two cusps a 1 , a 2 ∈ B, both with height less than or equal to X, we will have , for every cusp a inside B with height less than or equal to X, then we have every ball is disjoint from others. And since we choose X large enough, we have 
for some constant ζ > 0. The above inequality implies that
and this implies the conclusion immediately.
To get the upper bound of the Hausdorff dimension, we will need the following notion of selfsimilar covering: 
Now for δ > 0 we define
And then we follow the constrcution in [1] to define a self-similar covering of E(δ) as follows:
Let Q i ⊂ R n−1 denote the set of cusps of Γ i , and I = {1, . . . , k}. Define J ⊂ Q 1 × · · · × Q k × I × I to be the collection of elements (a 1 , . . . , a k , i, j) satisfying the following conditions:
For all such (a , . . . , a k , i, j), we denote by B(a 1 , . . .
We define ̺ as follows:
∈ J satisfying the following conditions:
with n large enough.
if j
We need to show that this (B, J, ̺) as defined above is a self-similar covering of E(δ).
For any (x 1 , . . . , x 2 ) ∈ E(δ), then we have the local minima of W(x 1 , . . . , x k , t) is always greater than δ −1 for t large enough. Then there exists a sequence of times {t p : p ∈ N} such that at each t = t p it admits a local minimum. Then from the previous argument we have at this moment, W(x 1 , . . . , x k , t) This shows that diamB(u(l + 1)) ≤ λdiamB(u(l)) for λ = δ 1/2 < 1. And moreover this implies that diamB(u(l)) → 0 as l → ∞. Combining this with (x 1 , . . . , x k ) ∈ B(u(l)) for any l ∈ N, we have that 
Let us put
h(a j ) = a and h(a 
