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L'étude des nanosystèmes a fait l'objet de plusieurs recherches cette dernière décennie. 
Cependant les travaux reliés au transfert de chaleur de ces nouveaux composants sont 
toujours au stade de développement. 
Le but que nous visons à travers notre recherche, est le développement d'un outil 
de simulation et d' analyse électrothermique à l'échelle nanométrique afin de minimiser 
les pertes de puissance et d'optimiser le transfert de chaleur dans les nanosystèmes. Cela 
vise deux objectifs principaux à savoir une meilleure gestion du transfert de chaleur pour 
la fiabilité et la durabilité des composants et le deuxième, est de permettre lors 
de la génération de chaleur dans certaines applications biomédicales (traitement de cellules 
cancérigènes) une bonne estimation du champ de température. 
Cet outil pour être efficace, devrait être capable de traiter une grande quantité 
de données en un temps acceptable. Pour répondre à cette problématique, nous avons 
décidé d'utiliser des algorithmes parallèles avec le standard MPI, puis implémenter le tout 
sur des calculateurs de haute perfonnance (HPC) destinés plus particulièrement 
au traitement parallèle. Les systèmes de calcul que nous avons identifiés pour notre étude 
sont entre autres, les réseaux de calcul WestGrid, CLUMEQ et ACNET, faisant partie 
du Calcul Canada (www.c3.ca). 
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Summary 
The study of nanosystems has been the subject of several searches in the last decade. 
But the works related to the heat transfer of these new components is still at the stage 
of development. The goal we seek through our research is to develop a tool to simulate 
and analyze electrothermal phenomena of nanoscale devices in order to minimize power 
loss and optimize heat transfer. This have two major objectives, first, a better management 
of heat transfer for the reliability and durability of components and the secondly, allow 
a good estimate of fields temperature when generating heat in some biomedical applications 
(treatment of cancer cell). 
This tool to be effective should be able to handle a large amount of data in a reasonable 
time. To address this problem, we decided to use parallel algorithms with the MPI standard 
on high performance computing (HPC), designed specifically to parallei processing. 
The computing platfonns that we have identified in our study are, WESTGRID, CLUMEQ 
and ACNET, aIl part of Canada Computation (www.c3.ca). 
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Chapitre 1 - Introduction 
L'introduction présente l'idée directrice de la recherche. L'auteur y présente l'état de la 
Le 29 décembre 1959, le grand physicien américain Richard Feynman prononçait un 
discours resté fameux, intitulé « Il y a beaucoup d'espace en bas ». Devant un auditoire 
sidéré, Feynman, en génial visionnaire, imaginait et développait, avec un demi-siècle 
d' avance, les perspectives d ' application des nanotechnologies. Feynman soulignait avec 
une assurance tranquille que " Les lois physiques autorisent a priori la manipulation et le 
positionnement contrôlé des atomes et des molécules, individuellement, "un par un" . 
S' appuyant sur ce constat, il déclara" Pourquoi ne pourrait-on pas écrire les 24 volumes de 
l' encyclopédie Britannica sur une tête d'épingle? " 
Les nanotechnologies sont l' art d'observer, de manipuler, de comprendre le 
fonctionnement de la matière à l'échelle de quelques nanomètres. Le préfixe « nana » est 
issu du Grec « nanas» qui signifie nain, petit. 
Un nanomètre, correspond à un milliardième de mètre, c'est 50 000 fois plus petit que 
l'épaisseur d 'un cheveu. L'œil humain est en mesure de distinguer des objets de taille 
de 10 000 nanomètres. Une chaîne de dix atomes d 'hydrogène mis bout à bout ferait une 
taille de 1 nanomètre. 
Les substances issues des nanotechnologies se caractérisent par leur petitesse (au moins 
dans une dimension), la nouveauté et, souvent, l ' imprévisibilité de leurs propriétés. 
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On les produits sous une variété de formes : nano-particules, -tubes, -fibres, -fils, 
-sphères, -coquilles, -anneaux, -plaquettes, -feuilles, -texture de la surface d 'objets massifs, 
etc. 
Les nanotechnologies touchent des domaines d' application extrêmement variés 
et complètement distincts, la nanothermie en fait partie. 
Les petites tailles affectent aussi bien le déplacement des charges que le flux de chaleur. 
Par conséquent toute conception de dispositif en nanotechnologie devrait se faire avec une 
connaissance approfondie du déplacement des charges et du flux de chaleur [12]. Ces dix 
dernières années plusieurs études ont traitées du sujet [11 , 12, 13, 14,15] . Un défi majeur 
se pose au secteur de la nanothermie à savoir, la gestion de la chaleur dans les dispositifs 
de taille nanométrique (électronique et optoélectronique etc .... ) pour maintenir 
la fonctionnalité et la fiabilité. Il donne aussi de nouvelles possibilités telles que 
le stockage de données et la conversion de chaleur en énergie, et cela, par la manipulation 
et le contrôle des transporteurs de chaleur (électrons, photons, phonons) [25]. 
1.1 Problématique 
La problématique principale de notre étude est, la modélisation des phénomènes 
électrothermiques [7,9]. Les outils dédiés à la simulation électrothermique à l' échelle 
macroscopique ainsi qu'à l' échelle microscopique, ne sont plus adéquatent pour l' analyse 
aux échelles nanométriques parce que, les lois physiques utilisées dans la réalisation des 
outils macroscopiques et microscopiques ne sont plus applicables à l' échelle nanométrique. 
Une autre problématique est celle liée au temps de simulation et de validation de nos 
algorithmes et modèles, certaines simulations pouvant prendre jusqu' à plusieurs jours 
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d'exécution voir des mois d' exécution [24]. La validation des algorithmes, est une tâche 
très difficile mais nous l' espérons réalisable. 
En effet, comme plusieurs études ainsi que plusieurs années de pratique en ingénierie 
l' ont démontrée, une bonne simulation numérique vaut mieux que plusieurs manipulations 
ou montages par «essai erreur ». Donc tout outil permettant de prévoir où d' avoir une idée 
du comportement d'un système lors de sa conception est le bien venu. En particulier 
lorsqu' il s' agit de composants difficilement manipulables tel que les nanosystèmes. 
Les lois de la physique classique n' étant plus vérifiées à l'échelle nanométrique, il faut 
se tourner vers d' autres lois, celle de la physique quantique dont la loi d 'onde 
de Schrôdinger ainsi que la loi de Boltzmann nous semblaient les plus indiquées pour 
la modélisation des phénomènes nanométriques. La complexité de la résolution classique 
de ces équations, nous a conduit à considérer des méthodes statistiques de résolution. Nous 
nous sommes penchés sur les simulations de Monte Carlo dont celle dite de «Metropolis » 
qui s' avère très intéressante car intègre déjà la notion de température (elle utilise la loi 
de distribution de Boltzmann). L'utilisation de méthodes statistiques pose un problème 
majeur, celui de la représentativité de l'échantillonnage donc du temps de calcul 
et de support de stockage. Pour répondre à cette problématique, nous avons décidé 
d'utiliser (pour avoir un échantillonnage représentatif ainsi qu'un meilleur temps de calcul) 
des algorithmes parallèles [7,8] avec le standard MPI, puis implémenter le tout sur des 
calculateurs de haute performance (HPC) destinés plus particulièrement au traitement 
parallèle. Ces calculateurs ayant plusieurs nœuds de calcul, il nous sera donc possible 
de répartir les tâches de calcul entre ces différents nœuds ce qui permettra de réduire 
de façon considérable le temps de calcul et en même temps le problème de stockage. 
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1.2 Objectifs 
Le but que nous VIsons est de développer un outil de simulation et d ' analyse 
électrothermique des nanosystèmes afin de minimiser les pertes de puissance et d'optimiser 
le transfert de chaleur. Cela vise deux objectifs principaux à savoir un meilleur contrôle 
de la chaleur pour la fiabilité et la durabilité des nanosystèmes et le deuxième, est 
de permettre lors de la génération de chaleur dans certaines applications biomédicales 
(traitement de cellules cancérigènes) une bonne estimation du champ de température. 
Cet outil pour être efficace, devrait être capable de traiter une grande quantité 
de données en un temps acceptable. 
1.3 Méthodologie de recherche 
La méthodologie utilisée consiste dans un premier temps, à déterminer un système 
de taille nanométrique puis, des lois de la physique et des équations mathématiques à même 
de satisfaire aux réalités de cette échelle de grandeur. Ensuite, il faut trouver 
des algorithmes réalistes et peu coûteux, qui nous permettrons d' implémenter et de valider 
de façon pratique les différents modèles issus des lois physique et des équations 
mathématiques déterminées précédemment. Il faut aussi déterminer les différents supports 
informatiques qui pourraient nous permettre en temps réel de faire nos différentes 
simulations et validations pour finalement aboutir à l'outil désiré. 
Le système que nous utilisons dans cette première étape est une surface carrée 2 D 
de silicium de dimension 1 Ox 1 Onm. Cela nous donnera une structure de 10 000 atomes 
à raison de 1/1 0 nm par atome. 
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L'objectif premIer de cette recherche, est de développer un outil de prévision 
du comportement électrothermique des nanosystèmes. La conception de nanosystèmes étant 
difficilement réalisable vu leur petite taille, et le coût trop élevé de leur assemblage et mise 
en marche, il serait dommage qu 'une fois mis en fonction, leur comportement observé 
(thermique) ne soit pas celui attendu. D'où notre proposition d' inscrire cet outil comme 
partie intégrante du processus de conception des nanosystèmes. 
La démarche que nous proposons pour la réalisation de cet objectif est la suivante: 
Sous Objectif J 
1 
Caractérisation du système physique 1 
~ 
Sous Objectif 2 Détermination des équations gouvernant le 
~ 
Sous Objectif 3 Détermination d'algorithmes de traitement numérique 
~ 
Sous Objectif 4 Parallelisation de l'algorithme 
~ 
Sous Objectif 5 Implémentation de l'algorithme 
~ 
Sous Objectif 6 Validation finale 
~ 
Solution 
Figure 1-1 Diagramme de la méthodologie de recherche 
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Le sous objectif 1: Détermination des différentes caractéristiques physiques 
des matériaux composant les systèmes. Nous avons établie l'ordre de grandeur 
des systèmes considérés à savoir, les systèmes de dimensions inférieures ou égales 
à lOOnm. Les autres paramètres physiques que nous avons considérés, sont la forme 
des structures et la nature de sa composition. En se qui concerne les formes elles peuvent 
être simples ou complexes. En ce qui concerne la nature de sa composition, nous entendons 
le ou les matériaux qui constituent le système. Ces matériaux peuvent aussi être de nature 
homogène ou pas. Toutes ces caractéristiques, nous permettrons de mieux cerner 
les systèmes à simuler. Nous présentons ci-dessous quelques formes et matériaux possibles 
de nanosystèmes. 








Figure 1-2 Quelques formes et matériaux possible de nanosystèmes [3] 
17 
Dans cette première étape, nous avons utilisé une surface 2D de silicium de dimension 
10nm par 10nm. 
~1 L-.I IOnm 
10nm 
Figure 1-3 Modèle simple 2D de silicium [RP] 
Le sous objectif 2: Explorer les différentes lois et équations qUI gouvernent 
le comportement thermique à l'échelle nanométrique. En effet, les phénomènes 
électrothermiques à l' échelle nanométrique, sont largement différents de ceux observés aux 
échelles macroscopiques ou microscopiques. Cela est sans surprise d ' autant plus que 
les lois de la physique classique, ne sont plus appropriées pour l ' explication de divers 
phénomènes à l' échelle nanométrique [4,21]. Donc c'est le même cas pour les phénomènes 
électrothermiques à cette échelle de grandeur. Les principales équations que nous avons 
explorées, sont l' équation de Schr6dinger d' état d 'un seul électron de Khon-Sham, 
l'équation de transport de Boltzmann (BTE), le modèle énergétique de Ising [2, 6] , la loi 
de distribution de Boltzmann. 
L' équation de Schr6dinger s' écrit: 
- ~ V[m - 1 (r )V'I'(r )]+ V(r )'l'(r) = E'I'(r) 
2 
1.1 
où m est la tension effective de la masse, fi est la constante de Planck réduite et 'l' et E 
respectivement la fonction d 'onde et l' énergie. 
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L'équation de transport de Boltzmann, pour un état i d'un phonon sous une température 
VT est donnée par: 
- V.VT - ' + - ' =0 !J.n (!J.n ) 
g,' !J.t !J.t 1.2 
Ou ni est le nombre d'état d' occupation du phonon, t le temps et Vg,i est la vitesse 
du groupe de phonon. 
L' équation ci-dessous représente une forme généralisée de l'Hamiltonien du modèle 
d'Ising: 
1.3 
où Si et S j sont des vecteurs représentant respectivement les spins du site i et du site j . 
Quand J > 0, les spins peuvent abaisser leur énergie E en se combinant les uns aux autres et 
le modèle est dit ferromagnétique. Quand J< 0, le modèle est dit anti-ferromagnétique. 
La loi de distribution de Boltzmann énoncée comme suit, permet de trouver le système 
dans un état d' énergie compris entre E et E+dE : 
1.4 
p(E) Représente la densité d' état. Z est une fonction de partition pour un système 
à énergie continue. 
La démarche réalisée à travers cet objectif, nous a permis d' avoir les outils et les 
informations nécessaires à la réalisation d'un modèle, pour la simulation numérique. 
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Le sous objectif 3 : Déterminer un algorithme simple qui nous permettrait d'associer les 
différentes équations explorées à l'étape précédente pour aboutir à un modèle simple. Un 
modèle qui nous permettrait après simulation de faire une analyse thermique de notre 
système. 
Notre choix s'est porté sur les méthodes de Monte Carlo et en particulier celle dite 
de Metropolis. Cette méthode nous permet à travers le modèle énergétique d'Ising et la loi 
de distribution de Boltzmann, de déterminer pour un système à l'équilibre thermique [2] 
(pour une température donnée), la moyenne de certaines grandeurs physiques, telle que 
l'énergie et la magnétisation du système. La chaleur spécifique du système pouvant être 
déduite de l'énergie du système alors, nous pensons être sur la bonne voie quand à l' atteinte 
de notre objectif visé. Cependant cette méthode est beaucoup trop coûteuse en terme 
de temps et de support de stockage de données, d ' où le sous objectif suivant. 
Le sous objectif 4: Trouver une manière ou un support informatique qUI nous 
permettrait de réduire de façon appréciable, le temps de simulation de notre application. 
À cette attente nous avons proposé la parallèlisation de notre algorithme afin de pouvoir 
le faire fonctionner sur des ordinateurs ou des calculateurs de hautes performances. Ces 
calculateurs ont la possibilité de faire la simulation sur plusieurs processeurs ou nœuds 
de calcul. La structure et la description de ces calculateurs se trouve sur le site 
du CLUMEQ [19] , ou de WESTGRID [22], afin de permettre la communication entre 
processeur, de façon stable et efficace [20] , nous utiliseront le MPI, pour la parallèlisation 
de notre algorithme de l' étape précédente. Nous utiliserons aussi le langage C comme 
langage de base de l ' implémentation. La technique de parallèlisation qui se prête bien 
à notre application est la décomposition de domaine. Donc chaque processeur aura 
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à travailler sur un secteur bien précis de notre système. Une certaine synchronisation entre 
les différents processeurs sera nécessaire lors de l'échange d' information [24], sur l'état 
des spins voisins, qui appartiennent à des processeurs différent. 
Spins voisins appartenant 
0 0 0 
0 0 0 [;] 
0 0 0 [;] 
0 0 0 
0 Spin 
Figure 1-4 Spins voisins appartenant à des processeurs différents [RP] 
Le sous objectif 5: Implémentation de l'algorithme sur les calculateurs en utilisant 
le standard MPI, la technique de parallèlisation utilisée étant la décomposition de domaine, 
nous devons nous assurer, de la synchron isation de nos différents processeurs. Lors 
du calcul de l'énergie interne, il est nécessaire de connaître l'état des spins voisins. Si nous 
nous referons à la figure 4, nous constaterons que des spins voisins peuvent se retrouver sur 
des nœuds différents, donc la communication entre processeurs est inévitable. 
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1.4 Infrastructure 
Nous utiliserons des calculateurs de hautes performances (HPC) comme infrastructure 
pour l'implantation de notre outil. Cela nous permettra de répondre aux problèmes posés 
par la quantité de données à traiter ainsi que par le temps de calcul. 
En effet, ces calculateurs ayant plusieurs nœuds de calcul , il nous sera donc possible 
de répartir les taches de calcul entre ces différents nœuds ce qui permettra de réduire 
de façon considérable le temps de calcul et en même temps le problème de stockage 
de données. Les calculateurs que nous avons identifiés pour notre étude sont entre autres, 
les réseaux de calcul WestGrid, CLUMEQ et ACNET, faisant partie du calcul Canadien 
[13]. 
Nous présentons ci-dessous, quelques ressources de WestGrid et de CLUMEQ. 
Les ressources sur le réseau WestGrid, 
Le réseau WestGrid possède plusieurs plateformes de traitement pour des applications 
parallèles ainsi que des applications séquentielles. 
Cortex.: 
Traitement parallèle avec mémoire partagé ou MPI. Il est convenable pour des 
traitements nécessitant une grande quantité de données cependant le temps d' exécution 
permis est limité. (24 heures). Cette plateforme possède des machines de 4, 32, ou 64 
processeurs avec respectivement 16, 156, ou 256 GB de mémoire par nœuds de calcul. 
Nexus: 
Traitement parallèle avec mémoire partagé ou MPI. Il est convenable pour 
des traitements nécessitant une grande quantité de données cependant le temps d ' exécution 
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permis est aussi limité. (24 heures) . Cette plate forme possède des machines de 8 à 256 
processeurs avec 8 à 256 GB de mémoire par nœuds de calcul. 
Matrix: 
Traitement parallèle avec le MPf. Cette plate forme possède 128 noeuds de calcul avec 
2 GB de mémoire par processeur noeud. Elle possède aussi 832 GB d'espace de stockage 
pour les utilisateurs. Le réseau d' interconnexion des nœuds est très rapide, ce qui se prête 
bien aux traitements parallèles. 




Figure 1-5 Réseau global du WestGrid [22] 
WestGnd Il a plIblK pnvdte 
partnfrlllll' fllnded b) fprlHal 
prO\ 111(1(11 (lnd ;)r"JdP Sf·nor 
org\1r' IZrttlolh 
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Les ressources CLUMEQ 
Le réseau CLUMEQ possède deux platefonnes principales de traitement pour des 
applications parallèles ainsi des applications séquentielles. 
Beowulf Cluster : 
Cette platefonne possède 256 processeurs avec 1.6 GHz et 1.5 GB de mémoire par 
processeur. 
SGIOrigin 3800: 
Cette platefonne possède 64 processeurs avec 600 MHz par processeur et 128 GB de 
mémoire au total. 
À la page suivante, nous présentons une figure représentant le réseau global du 
CLUMEQ. 
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Chapitre 2 - La nanotechnologie et les nanosciences 
La nanotechnologie et les nanosciences couvrent un domaine très vaste d' applications 
et de phénomènes [23, 34], chacun d'entre eux pouvant faire l'objet de plusieurs thèses 
de doctorat. Nous avons choisi de faire un tour d'horizon de quelques uns de ces 
phénomènes à savoir, les NEMS (nano-electro-mechanical-systems), NOEMS (nano- opto-
electro-mechanical-systems), les nanotransistors, les nanotubes et la nanofluidique 
2.1 Les NEMS et les NOE MS 
Les techniques utilisées dans le domaine de la microélectronique pour la fabrication des 
circuits intégrés ont beaucoup évoluées depuis l'introduction des techniques 
de photolithographie. Ces techniques ont énormément contribuées au développement 
d 'objets micromécaniques, MEMS (micro-electro-mechanical-systems) et MOEMS (micro-
opto-electro-mechanical-systems). L' attrait principal de ces techniques est leur capacité 
d ' atteindre d ' excellentes précisions et leur capacité de production simultanée, ce qui permet 
de nombreux exemplaires à moindre coût. 
Les MEMS et les MOEMS ont des propriétés aussi bien mécaniques qu' électronique 
et/ou optique. Ils ont aussi les propriétés d 'une taille de l'ordre du micron d 'où leur 
utilisation dans une très grande variété d ' applications [25,26]. 
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L'avancée des techniques de miniaturisation utilisée dans la conception des MEMS, ont 
contribué grandement à faciliter la conception des NEMS et des NOEMS [25]. 
Les NEMS et des NOEMS sont des dispositifs analogues respectivement aux MEMS 
et aux MOEMS, mais à l'échelle du nanomètre. On parle de NEMS pour des structures 
mécaniques miniatures, réalisant des fonctions de capteur ou d'actionneur, dont au moins 
une des dimensions est de taille nanométrique. En raison de leur taille, la physique des 
NEMS et des NOEMS est différente de la physique "à l'échelle conventionnelle". Les 
forces surfaciques et les phénomènes quantiques deviennent prédominants. 
Le développement des NEMS et des NOEMS est motivé par la double perspective d'un 
gain d ' échelle et surtout de l'utilisation de phénomènes nouveaux spécifiques à l'échelle 
nanométrique. De plus en plus de travaux sont réalisés intégrant des nanotubes et nanofils 
(NNs) dans des structures NEMS (actuateurs, résonateurs, ... ). 
La fabrication des NEMS peut être classée en deux catégories à savoir, l'approche 
'Top-down' et l' approche ' Bottom-up' [25,29,31,32]. L' approche 'Top-down' est basée 
sur la microfabrication, on part d'un matériau solide, puis on le découpe, on le transforme, 
etc .. , à l' échelle nanométrique. Cette approche inclue des technologies comme la nano-
lithographie, nano-impression [31 , 32]. 
Alors que l'approche ' Bottom-up' est une approche basée sur les techniques 
d ' assemblage dans lesquelles on assemble la matière atome par atome pour former des 
particules ou des molécules qui sont par la suite intégrés dans des systèmes plus grands[29]. 
Ces stratégies incluent des techniques telles que l ' auto-assemblage et la lithographie stylo 
à plume (dip-pen lithography) [30,31] qui est une technique de lithographie qui permet 
de reproduire le motif d'une structure nanométrique, en utilisant la pointe d'un microscope 
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à force atomique, pour déposer à la surface d'un matériau. Ces techniques peuvent produire 
des nano modèles réguliers à de grandes échelles. Avec la capacité de placer et orienter 
des objets nanométriques. 
La manipulation nanorobotique est une technologie qui permet de structurer, 
de caractériser et d'assembler plusieurs types de nanosystèmes. En combinant les deux 
approches précédentes c' est à dire le 'Top-down' et le 'Bottom-up', une approche hybride 
nanorobotique basée sur la manipulation nanorobotique, peut fournir une troisième 
manière de fabriquer NEMS par des nanomatériaux ou des nanostructures [32]. Dans cette 
nouvelle approche, le 'Top-down' et le 'Bottom-up' peuvent être exécutés dans un ordre 
arbitraire. 
2.2 Les nanotubes de carbone 
Les nanotubes de carbone ont été découverts en 1991 par Sumio Iijima, 
de la compagnie japonaise NEC, au moyen d'un microscope électronique. Les chercheurs 
en avaient produit depuis de nombreuses années sans s'en rendre compte. Ce qui stimule les 
recherches sur les nanotubes de carbone est le fait qu'ils possèdent plusieurs propriétés fort 
intéressantes [39, 43, 44, 45]. Ainsi, les nanotubes de carbone sont très stables 
chimiquement, chaque atome de carbone étant lié à trois autres atomes de carbone. Les 
atomes forment un cylindre de quelques nanomètres seulement de circonférence, dont 
la longueur peut cependant atteindre plusieurs milliers de nanomètres. Les nanotubes 
de carbone peuvent même comporter plusieurs parois ( cylindres) [43]. 
Les propriétés des nanotubes de carbone sont tout à fait étonnantes [25, 33]. On 
a calculé par exemple qu'un câble entièrement fabriqué de nanotubes de carbone 
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et mesurant 2,5 centimètres de diamètre (soit 1014 nanotubes parallèles) serait une centaine 
de fois plus résistant qu'un câble d'acier de la même dimension tout en étant six fois plus 
léger. Mais un problème subsiste : les nanotubes de carbone n'ont pas tendance à s'attacher 
entre eux, parce que pratiquement tous les électrons sont déjà liés à d'autres atomes 
de carbone [33]. Chaque nanotube est extrêmement résistant, tant à la pression qu'à 
l'étirement, et résiste très bien à la chaleur. En revanche, les nanotubes n'ont pas tendance 
à s'agglomérer [25]. Or, il est absolument nécessaire qu'ils tissent des liens très forts entre 
eux pour former un câble solide. Pour pallier à se problème deux voies distinctes se 
dégagent pour permettre l'utilisation des nanotubes dans des matériaux. La première 
approche vise l'assemblage des nanotubes entre eux par des liaisons chimiques latérales 
[41] pour produire un matériau carboné renforcé, alors que la deuxième approche 
s' intéresse à l'inclusion de nanotubes dans des métaux ou des polymères pour renforcer ces 
derniers. 
Les nanotubes ayant une très forte propension à dissiper la chaleur [39, 40, 41] , ils 
constituent, théoriquement du moins, un matériau de choix pour des applications 
électroniques. Combinés à des métaux ou à des plastiques, ils pourraient également être 
employés pour dissiper la chaleur dans des moteurs, par exemple (ce qui permettrait 
l'emploi de plastiques, impossible actuellement). Des fabricants de prothèses médicales 
espèrent mettre à profit la résistance mécanique et la stabilité thermique des nanotubes pour 
remplacer les métaux et les polymères employés actuellement dans la fabrication 
de prothèses. Toujours dans le domaine médical, il semble qu'actuellement la société 
Honeywell étudie la possibilité d'utiliser des nanotubes pour fabriquer des muscles 
artificiels. Il serait également possible d'utiliser les nanotubes comme senseurs super 
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sensibles [44]. En effet, les nanotubes semi-conducteurs voient leur résistance électrique 
changer radicalement lorsqu'on les expose à des composés alcalins, des gaz halogènes 
ou d'autres gaz, ce qui soulève la possibilité de développer des senseurs chimiques 
améliorés. Des études sont en cours quant au stockage d'hydrogène dans les nanotubes, 
puisque ceux-ci sont creux. Reliés à la pointe d'un microscope à sonde balayante, des 
nanotubes peuvent augmenter la résolution latérale du microscope par un facteur de dix 
ou plus, ce qui permet de mieux voir des protéines et autres grandes molécules. On accorde 
une probabilité élevée à cette utilisation des nanotubes. Cependant, ce qui reçoit sans doute 
le plus d'attention des chercheurs est l'emploi des nanotubes en électronique. En effet, les 
nanotubes peuvent être soit conducteurs, soit semi-conducteurs selon leur chiralité (la façon 
dont leur feuille de graphite est enroulée) [33, 40], une propriété qui leur est exclusive par 
rapport aux autres matériaux (certains types de nanotubes deviennent même 
supraconducteurs à très basse température). Différents groupes de recherche ont réussi 
à créer des transistors à effet de champ (field-effect transistor, ou FET) [40, 41 , 42] en 
reliant deux électrodes métalliques avec des nanotubes. Les électrons circulent d'une 
électrode à l'autre à l'intérieur d 'un nanotube qui peut fonctionner à température ambiante 
et démontre des propriétés semblables à celles des transistors à base de silicium. De plus, 
étant donné sa petite taille, le nanotube de carbone utilise beaucoup moins d'électricité. Des 
théoriciens ont prédit que des interrupteurs basés entièrement sur les nanotubes pourraient 
fonctionner à des vitesses d'un térahertz ou plus, soit 1000 fois plus rapidement que les 
processeurs actuellement disponibles. Cependant comme nous l'avons mentionné 
précédemment, le grand problème est de trouver des moyens de manipuler ces nanotubes 
efficacement ou, à tout le moins, de trouver une méthode efficace d'assemblage. 
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Les nanotubes de carbone sont la matière première de nombreuses réalisations 
de NEMS [43,48] (nano-moteur, oscillateur ultra haute fréquence, actuateurs, résonateurs). 
Un des problèmes majeurs pour l'étude des nanotubes ainsi que pour leurs applications 
en électronique est le contrôle de leur configuration géométrique lors de la synthèse. Pour 
le moment, les échantillons issus des différentes méthodes de synthèse contiennent à la fois 
des nanotubes semi-conducteurs et des nanotubes conducteurs. Des études sur la séparation 
des nanotubes semi-conducteurs et des nanotubes conducteurs par électrophorèse ont été 
publiées [33,50], mais cette méthode, de part sa faible efficacité, reste à développer. En 
plus, la plupart des produits issus des différentes méthodes de synthèse contiennent des 
impuretés telles que des restes de catalyseurs, du carbone amorphe ou des fullerènes [46-
51). Des étapes de purifications sont donc nécessaires pour obtenir un matériau uniquement 
constitué de nanotubes [51). 
2.3 Les nanotransistors 
Plusieurs équipes de chercheurs se sont penchées sur des mécanismes susceptibles 
de miniaturiser les transistors ou d'entreposer de l'information : nous allons décrire ici 
quelques-uns de ces mécanismes qui ont fait l'objet de plusieurs publications [27, 28, 36, 
38,39,40,41,46,47,48,49,51,61], soit les dispositifs à effet tunnel résonnant, les points 
quantiques, les transistors à un seul électron ou encore, les fils quantiques. Les dispositifs 
à effet tunnel résonant font l'objet de recherches depuis plusieurs années. Deux types 
de mécanismes furent proposés, soit les diodes à effet tunnel résonant (RTD) [52, 53, 54] 
et les transistors à effet tunnel résonant (RIT) [27,55, 56, 57, 58,59, 60, 64, 65, 67] (RIT, 
qui utilisent les RTD). Le principe de fonctionnement d'un RTD est le suivant: un matériau 
semi-conducteur donné, par exemple de l'arséniure de gallium (GaAs), est disposé de telle 
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façon qu'une sorte d'île est créée entre la source et le drain. Le matériau de cette île est 
conducteur et il est entouré d'un alliage de GaAs et d'arséniure d'aluminium (AIAs) qui 
laisse moins facilement passer les électrons. La seule façon pour les électrons de traverser 
les deux passages qui isolent l'île est d'avoir un niveau d'énergie identique à celui des 
électrons sur l'île. Lorsque le niveau d'énergie des électrons provenant de la source atteint 
celui des électrons sur l'île, on dit qu'ils sont en résonance et ils peuvent alors traverser la 
première barrière, atteindre l'île et traverser la deuxième barrière. Autrement dit, ce 
mécanisme assure que les électrons passent ou ne passent pas, ce qui est le propre d'un 
transistor. Il suffit donc d'augmenter le niveau d'énergie des électrons afin de les amener au 
niveau des électrons sur l'île pour que ceux-ci passent en continu. Des chercheurs ont créé 
un transistor hybride, soit un RTT, en incorporant un RTD à un circuit classique basé sur 
le silicium [35,65]. Un RTT permet de réduire le nombre de dispositifs nécessaires 
à l'implantation de fonctions logiques et donc d'augmenter la densité des circuits intégrés. 
Cependant, ce circuit hybride demeure limité par le problème de miniaturisation qui affecte 
la lithographie conventionnelle à base de silicium. C'est pourquoi d'autres avenues où l ' on 
utilise des RTD dans des architectures de circuits différentes des circuits au silicium font 
l'objet de recherches qui visent à vraiment profiter des possibilités offertes par 
les dispositifs à effet tunnel résonant. 
Les transistors à un seul électron (SET) fonctionnent un peu sur le même principe que 
les RTD [35, 58, 63, 66). Une île contenant des électrons et isolée par un matériau semi-
conducteur est située entre la source et la sortie. L'île est si petite qu'elle ne peut contenir 
qu'un nombre très limité d'électrons libres, ce qui bloque le passage des électrons provenant 
de la source. Ce phénomène, appelé blocage de Coulomb [36, 64], est dû à la force 
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de répulsion des électrons entre eux (en effet, ils sont tous chargés négativement). Une 
électrode est située à proximité de l'île. Il suffit d'augmenter la tension appliquée à cette 
électrode pour qu'un électron supplémentaire passe de la source à l'île et qu'un électron 
de l'île traverse vers la source, créant ainsi un faible courant continu. Il est donc possible 
de bloquer ou de laisser passer les électrons en modifiant la tension de l'électrode. La 
plupart des dispositifs de ce type ne fonctionnent présentement qu'à des températures très 
basses. En effet, l'énergie thermique des électrons, si elle est excessive, peut leur permettre 
de franchir le blocage de Coulomb et donc de sauter sur l'île, peu importe le niveau 
de tension appliqué à l'électrode. Plusieurs groupes s'emploient à mettre au point des 
dispositifs de ce type qui fonctionneraient à la température de la pièce [37, 67, 71]. 
Un autre exemple de circuit exploitant des effets quantiques et une architecture 
novatrice est basé sur l'utilisation de points quantiques (ou boîtes quantiques) [67, 68, 69, 
70]. 
Les quelques exemples de nouvelles approches présentés ci-dessus ne constituent en 
rien une liste exhaustive. Bien d'autres recherches se poursuivent actuellement qui portent 
sur de nouveaux mécanismes et de nouvelles façons de concevoir les ordinateurs. 
2.4 Modélisation 
Actuellement le développement de nanosystèmes électromécaniques (NEMS) 
et des nanotransistors est motivé par la double perspective d'un gain d'échelle et surtout 
de l'utilisation de phénomènes nouveaux spécifiques à l'échelle nanométrique. De fait, 
de plus en plus de travaux sont réalisés intégrant des nanotubes et nanofils dans des 
structures NEMS (actuateurs, résonateurs, ... ). Cependant très peu de réalisations ont vu 
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réellement la mIse en œuvre de nouveaux phénomènes liés à l' échelle nanométrique. 
La plupart des travaux se limitent jusqu'à présent à la reproduction à plus petite échelle 
de phénomènes couramment utilisés dans les systèmes micrométriques (MEMS). L' analyse 
et la simulation de phénomènes thermiques à l'échelle nanométrique, fait partie de ces 
phénomènes qui sont très peu abordés. 
Notre travaille se situe donc à ce niveau. Dans cette section, nous essayerons d' aborder 
certaines théories ou lois de la physique quantique qui nous permettra de modéliser 
et de simuler les phénomènes nanothermiques. Vu l'envergure du domaine de recherche lié 
à la nanotechnologie et à la diversité des matériaux, nous avons décidé de limiter notre 
étude à une surface de silicium (de taille nanométrique). Une généralisation pourra 
s'effectuer ultérieurement une fois la faisabilité de cette simulation établie. 
2.5 Théories et lois de la physique quantique 
Dans cette section, nous aborderons certaines expreSSIOns, concepts ou modèles 
physiques qui nous permettrons de définir notre système ainsi que le phénomène que nous 
étudions. 
L'élément quantique principal utilisé dans notre travail est le spin. Son utilisation nous 
permet de caractériser notre système ainsi que d'estimer certaines grandeurs physiques, 
telles que, l' énergie, la magnétisation, la température et la conductivité thermique. 
2.5.1 Les spins 
L'utilisation des spms dans l'étude des nanotechnologies est de plus en plus 
grandissante [72-86]. Son utilisation constitue à elle seule une technologie émergente qui 
exploite la propriété quantique du spin des électrons dans le but de stocker des informations 
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(prix Nobel de physique 2007) à savoir la spintronique ou électronique du SpIn. Nous 
essayerons ci-dessous de donner une brève définition du spin ainsi que quelques unes 
de ces propriétés qui nous serons utiles dans notre étude. 
Le spin est une propriété quantique intrinsèque associée à chaque particule, qui est 
caractéristique de la nature de la particule, au même titre que sa masse et sa charge 
électrique [85, 86]. Elle permet de caractériser le comportement de la particule sous l'effet 
de la symétrie de rotation de l'espace. Le spin se manifeste comme un faible état d' énergie 
magnétique caractérisé par " spin up , , et "spin down ' '. 
Introduisons maintenant l 'hamiltonien d'un système magnétique simple, constitué 
d'un ensemble de molécules ou d ' atomes, dotés d 'un moment magnétique intrinsèque, lié 
au spin et fixés au noeuds d'un réseau. L' énergie sera la somme de deux termes, l'un dû 
au paramagnétisme (l ' interaction avec un champ extérieur) et l ' autre dû au 
ferromagnétisme (lié aux interactions entre molécules liées) [74, 75, 77]. Le moment 
magnétique associé à un spin S est donné par: 
en 
JL = -gJL s S avec f.JB = -2m 
2.1 
Dans l ' équation ci-dessus, g est un facteur numérique proche de 1 et f.JB est le 
magnéton de Bohr. 
En général le spin et les autres degrés de liberté de l' atome sont indépendants [72]. 
Ils sont seulement liés par les questions de symétrie de la fonction d'onde totale. L' énergie 
d 'un ensemble de molécules dans un champ magnétique se lira donc: 
/\ N N N 
H = -I gf1 B S i·H - l IJij S iS ) 




Dans l'équation 2.2, H correspond à l'hamiltonien, H est le vecteur de champ 
magnétique extérieur, Si et S j représente respectivement le i-ème et le j-ème élément 
des site i et j. Le facteur J ij donne la valeur du couplage d'échange entre les sites i et j. 
une valeur positive va favoriser les spins dans la configuration parallèles (en ce qui 
concerne l'énergie du système) alors qu'une configura antiparallèles des spins sera 
favorisée par une valeur négative du facteur J ij [77, 78, 79]. 
L'interaction peut être à courte portée (premiers voisins sur un réseau cubique par 
exemple) ou à longue portée (tous les spins du réseau interagissent entre eux) ; on peut 
considérer uniquement la composante du spin dans la direction du champ (modèle dit 
d'Ising) ou toutes les composantes (modèle d'Heisenberg) [2], ou deux composantes 
(modèle XY) [2]. Nous nous intéressons ici au modèle d'Ising, et nous le considérerons 
à deux dimensions. 
Ce modèle doit son succès à plusieurs raIsons: la première est que beaucoup 
de problèmes peuvent être modélisés comme des ensembles de systèmes à deux possibilités 
[87-93]. Par exemple, le gaz sur réseau, où les particules peuvent se trouver aux noeuds 
d'un réseau et interagissent avec un premier voisin a une relation directe avec le modèle 
d'Ising (spin orienté vers le haut (-) noeud occupé, spin orienté vers le bas (-) noeud vide), 
de même un modèle d'alliage binaire avec des atomes Cu et Zn, etc. Comme 
les phénomènes ont un caractère d'universalité, on peut rendre compte de beaucoup 
de phénomènes en simplifiant au maximum et en ne gardant que ce qui est relevant pour 
l'approche du point critique. Une deuxième raison réside dans le fait que le modèle d'Ising 
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a été résolu exactement à 2 dimensions, sur un réseau carré et avec une interaction entre 
premiers voisins [87]. 
2.5.2 Modèle d 'Ising 
Le modèle d'Ising, dénommé d' après le physicien Ernst Ising, est un modèle 
de physique statistique [87, 88, 89]. Il a été utilisé pour modéliser différents phénomènes 
dans lesquels des effets collectifs sont produits par des interactions locales particules à deux 
états, comme le ferromagnétisme [1, 89, 90]. 
Le modèle d'Ising est un modèle sur réseau de moments magnétiques de particules 
ayant pour propriétés spécifique d'être toujours orientés suivant le même axe spatial 
et de ne prendre que deux valeurs possibles, +M et -M. Ce modèle permet de décrire 
relativement simplement le magnétisme des matériaux ferromagnétiques présentant une 
anisotropie très forte avec une direction privilégiée très marquée. Une autre application 
du modèle d'Ising est la description des alliages binaires. Dans ce cas, les moments 
magnétiques +M représentent une des espèces atomiques, et les moments magnétiques -M 
représentent l'autre espèce atomique. L'ordre à longue distance du modèle d'Ising peut 
décrire une séparation de phase entre les deux espèces (dans le cas où la phase de basse 
température à tous les moments égaux à -M ou +M) ou bien une phase ordonnée dans 
laquelle l'un des sous réseaux porte des atomes d'une espèce (moments +M) et l'autre sous 
réseau des atomes de l'autre espèce. La phase désordonnée du modèle d'Ising décrit 
respectivement un état où les deux espèces se mélangent ou un état où les sous-réseaux sont 
équivalents. Le second cas est appelé transition ordre-désordre. Cette version du modèle 
d'Ising est appelée modèle de Bragg et Williams (1936). 
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Modèle d'Ising appliqué à la magnétisation 
Nous représentons ci-dessous, une structure 2 D. Chaque point du réseau est un atome, 
les flèches indiquent le moment magnétique. 
Figure 2-1 Réseau carré à 2D grille d' Ising [RP] 
Chaque atome de la grille (représenté par les intersections de la grille) porte un moment 
magnétique (spin, représenté par les flèches orientées en haut et en bas) égal à: 
±f.1s (Magnéton de Bohr). Le moment magnétique total est peut s'écrire: 
M 2.3 
Figure 2-2 Réseau carré à 2D grille d' Ising [RP] 
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Les spins interagissent 2 à 2 entre premiers voisins uniquement [90, 91, 92, 93, 94] 
L'énergie d' interaction est: 
1 N 4 N 
E = - L L JS J S K - B L S K 
2 K=1 j ,voisin K=1 2.4 
deK 
J est la constante d'échange 
J < 0: État fondamental ferromagnétique (Mt O) 
Si H=O 
J > 0: État fondamental Antiferromagnétique (M= 0) 
Analogie avec les alliages binaires 
Figure 2-3 Alliage A, B sur réseau carré 
La figure 2-3 représente un alliage A-B, sur un réseau carré, chaque atome interagit avec 
ses premiers voisins, avec des énergies: EAA, EBB, E AB. 
Alors l'énergie du système s' écrit: 
où C ~ = 1 si l' atome K est de type A, et = 0 sinon. 




_ I - SK K - - - (SK =+ 1 si 
2 
On montre que l ' énergie se réécrit: 




1 N I N 
E = - l l - (EAA + EBB -2EAB )SjSK + (EAA - EBB ) ISK + este 2.8 2 K=l j ,voisin 4 K =l 
deK 
Si J < 0: État fondamental Ferromagnétique (c 'est à dire soit totalement A, soit 
totalement B) 
Si J > 0: État fondamental antiferromagnétique 
2.5.3 L 'équilibre thermique 
L' orientation de l' ensemble des spins du système, nous permettra de connaître son état. 
Cependant cet exercice s'avère complexe dû au nombre élevé de spins à considérer pour 
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un système. Ce problème peu être résolu si nous considérons le système à l' équilibre 
thermique (le système est à la même température que son environnement et en tout point 
du système). En effet, La probabilité de distribution Boltzmann nous permet de connaître 
l'état du système lorsque celui-ci est à équilibre thermique. 
Elle s'énonce comme suit : 
P (S ) 
- E ( S ) / 
e / k B T 
- E ( S) / 
" / k B T L., A e 
2.9 
Dans cette équation, P(S) est la probabilité de trouver le système dans un état S donné, 
T est la température à la quelle est soumis le système, KB est la constante de Boltzmann, 
E(s) est l' énergie du système à l'état S et la somme L A représente la somme de tous 
les états possibles du système. 
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Chapitre 3·- Développement de l'algorithme 
Dans notre démarche pour la simulation de transfert de chaleur dans les nanosystèmes, 
nous devrions trouver une méthode ou un algorithme qui nous donnerait la possibilité 
d'associer les particules, température et espace. Cela nous permettrait d'identifier, 
de calculer ou de déduire le transfert de chaleur dans le système sous certaines conditions. 
Plusieurs techniques et algorithmes sont présentés dans la littérature [10-18]. L'échelle 
de grandeur considérée nous exige de nouvelles considérations dans l'analyse 
des caractéristiques physiques des systèmes étudiés et des lois physique qui 
les gouvernent. L'une de ces lois est la distribution ou le transport des électrons ainsi que 
les interactions possibles avec leur environnent (avec les autres particules ou avec 
les frontières du système), la figure 3-1 ci-dessous nous donnes une idée des modèles 
possibles pour l'analyse du transport des particules avec leur complexité et leur précision 
[10]. Nous pouvons y voir que les méthodes les plus appropriées pour cette échelle 
de grandeur, sont les méthodes basées sur l'approche quantique. Les méthodes les plus 
utilisées dans la liste de la figure 10, sont le modèle de transport de Boltzmann et le modèle 
de transport utilisant l'équation de Schrodinger. Cependant l'utilisation de ces techniques 
comporte des limites. La méthode de transport de Boltzmann a connu plusieurs dérivés, 
malgré cela l'approche demeure toujours la même et selon [10] son efficacité n'est 
effective qu'aux limites du classique. Donc lorsque nous tendrons de plus en plus vers 
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l'interprétation ou la simulation des applications quantiques, elle risque d'être de moins en 
moins efficace. En ce qui concerne le modèle de Schrodinger, il serait le plus efficace pour 
les applications quantiques. Cependant pour le type d'application qui nous concerne, son 
utilisation peut s'avérer un peu limitée dans la prise en compte de tous les événements qui 
pourraient se produire. En effet, l'équation de Schrodinger serait idéale pour la description 
complète d'une seule particule. Son utilisation serait compliquée pour la description d'un 
réseau de particules et de surcroît les différentes interactions entre ces particules d'une part 
et entre ces particules et leur environnement de l'autre. En plus il pourrait avoir plusieurs 
types de particules ce qui compliquerait encore plus la tâche. 
Les modèles adéquats indiqués sur la figure 3-1, sont les modèles quantiques, 
ils permettent la pnse en compte de la plus part des évènements intervenant dans 
la description, la simulation et l'interprétation des grandeurs physiques recherchées lors 
de la simulation. Comme mentionné dans [10], un problème se pose cependant, c'est celui 
du temps de simulation et de la représentativité de l'échantillonnage. Cette préoccupation 
trouve solution, dans l'utilisation de calculateur de haute performance. Pour compléter 
un algorithme, la plupart des modèles de transport mentionnés plus haut sont combinés 
à une méthode de simulation. La plus utilisée de ces méthodes, est la simulation de Monte 
Carlo, nous en donnons une description dans la section ci-après. 
Le modèle d'Ising pourrait être classé parmi les approches quantiques parce que faisant 
intervenir des particules (spin). Le modèle d'Ising permettra de décrire l'état énergétique 
de chaque particule après interaction avec ses premiers voisins. 
Approximatif Rapide et facile 
Modèles compacts 
approprié pour la conception de circuits 
Équations de dérive - diffusion 
bon pour les dispositifs jusqu 'à 0,5 micron 
Équation de transport de Boltzmann 
(méthode de Monte Carlo) 
précise jusqu 'à la limite du classique 
Quantum 
(méthode de Monte Carlo) 
conserve toutes les caractéristiques classiques + 
les corrections quantiques 
L'équation de Schrodinger 
Ne peut être résolue que pour de petits nombres de 
particules 





Figure 3-1 Illustration de la hiérarchie du modèle de transport [10] 
3.1 Algorithme de Monte Carlo 
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L'algorithme de Monte Carlo est utilisé pour une multitude d' applications, elle tient son 
nom du célèbre casino de Monaco, et souligne le rôle important des décisions aléatoires 
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dans l'algorithme. La simulation de Monte Carlo de la "réalité" à travers un certain nombre 
de mesures aléatoire simple est souvent le seul moyen réaliste de la réalisation des calculs 
dans les grands systèmes complexes. 
L'un des facteurs clé des méthodes numériques, telles que l'algorithme de Monte Carlo 
demeure l'échantillonnage. A titre d'exemple, si nous nous retrouvons avec un nanosystème 
de N*N sites (avec N= 100), nous aurons, 210000 états possibles. Ce qui est un nombre 
spectaculairement grand, d'où l'importance de prendre une matrice d ' échantillonnage 
de dimension assez grande sinon l'on risquera de ne pas parcourir tous les états. On parle 
dans ce cas d'échantillonnage important. 
3.2 Chaîne de Markov 
Le processus de Markov est le mécanisme qui génère un état n du système à partir d'un 
autre m connu. L'état généré n'est pas toujours le même, il parcourt le système 
à la recherche de nouveaux états avec une probabilité de transition P (m ---+ n ) sur lesquels 
il impose deux conditions: 
a) elles ne varient pas avec le temps. 
b) elles dépendent uniquement des propriétés du système sur les états m et n. 
Ceci traduit le fait que la probabilité de transition P (m ---+ n) d'un état m à un autre état 
n du processus de Markov est toujours constante et devra satisfaire la relation de fermeture 
P(m---+n) = l 
Dans la simulation de Monte Carlo, nous utiliserons à répétition le processus 
de Markov pour générer la chaîne de Markov de nouveaux états. 
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L'algorithme de Monte Carlo utilise le processus de Markov pour choisir les états 
utilisés. Il est généralement utilisé lorsqu'on veut partir de n'importe quel état du système 
et générer une suite de configurations de certains états précis. Pour être complet, 
le processus de Markov devra être ergodique. 
Une chaîne de Markov est dite ergodique ou irréductible si tout état est atteignable 
depuis tout autre état. Elle est dite régulière s' il existe une puissance / de sa matrice 
de transition P dont tous les éléments sont strictement positifs. La particularité des chaînes 
régulières est que l'on peut aller de n'importe quel état vers n'importe quel autre état en un 
nombre fixé k de pas, où k est indépendant de l'état de départ. Pour les chaînes ergodiques, 
on demande simplement que tout état soit atteignable depuis tout autre, mais le nombre 
de pas n'est pas nécessairement fixé. 
3.3 Énumération 
En 1953, Nicholas Metropolis et al. [1] ont proposé une nouvelle procédure 
d' échantillonnage qui incorpore la température du système. Cela se fait en utilisant la loi 
de distribution de Boltzmann qui permet de facilement calculer la valeur moyenne d'un 
système. Cette méthode modifiée de Monte Carlo est connue sous l' appellation de Monte 
Carlo Metropolis. L' espace des configurations du système utilisé dans la méthode 
de Metropolis selon [5], est une séquence aléatoire d'états générés de leur état précédant 
(chaîne de Markov). La probabilité gouvernant la transition d 'un état à l' autre se fait selon 
la différence d' énergie entre l ' état initial et l'état final. Cette différence d ' énergie peut 
se calculer en utilisant le modèle de Ising présenté précédemment. 
Sur le modèle appliqué à la magnétisation: 
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à T = 0 K, le système est dans son état fondamental 
à T r=. 0 K, par agitation thermique, le système passe par une succession d'états S 
qui, à l'équilibre, apparaissent avec la probabilité de Boltzmann : 
P ( S) = _1 exp (- E (S ) J 
Z ksT 
3.1 
Où E est l'énergie du système, ks la constante de Boltzmann, T la température et Z est 
la fonction de partition. Pour un système à spectre d'énergie continu, la façon évidente de la 
généraliser est la suivante: 
où fJ 1 kT' B 
z = J e - fJ E P (E ) dE 
L'algorithme de Metropolis peut être décrit comme il suit [5] : 
(1) On part d'une configuration initiale (exemple : spin répartis aléatoirement) 
3.2 
(2) On choisit un spin k au hasard et on considère son renversement S K ~ - S K 
(3) On calcule la variation d ' énergie M correspondante 
Si M < 0 , on accepte le renversement 
Si M < 0 , on accepte avec une probabilité P == exp [ - ~) 
K a T 
(Cela veut dire qu ' on tire un nombre aléatoire w entre 0 et 1 
Si w<p, on accepte, sinon on refuse) 
(4) On repart en (2) et ainsi de suite. 
Le calcul de till se fait localement avec 
!lE = - 2iS K l S j 
j, voisin 
de.K 
L' évaluation de la chaleur spécifique ainsi que de la magnétisation peut se faire avec les 




C, N, représentent respectivement, la chaleur spécifique, le nombre de spin ou nombre 
de site. Dans notre cas N sera égal à 10 000, donc si nous voulons parcourir tous les états 
possibles de notre modèle, nous devrons faire au minimum Nx N itérations. Ce chiffre sera 
plus élevé si le modèle devient complexe ou si la taille du composant augmente. Par 
exemple si nous avons une dimension de 50nm de longueur, nous nous retrouverons avec 
un nombre de site qui serait de 250 000 et un nombre d' itération de 62 500 x 106. 
3.4 Parallèlisation de l'algorithme 
En quoi consiste le calcul parallèle? Il sert faire coopérer plusieurs processeurs pour 
réaliser un calcul. Il présente certains avantages tels que la rapidité d ' exécution et la taille 
de la mémoire. Pour un nombre Np de processeurs, le temps de calcul sera en théorie divisé 
par n=Np et la taille de la mémoire sera en général n fois plus grande. Cependant certaines 
difficultés existent, la gestion du partage des tâches et la gestion de l' échange d ' infonnation 
pour les tâches non indépendantes [100]. 
Nous ne pouvons parler de parallèlisation sans jeter un coup d'œil sur les différents 











Single Program / Multiple Data 
Un seul programme 
( nO de processeur = variable) 
OpenMP 







Multiple Program / Multiple Data 
Création dynamique de processus 
Modèle maître-esclave. 
MPI 
Ordinateur à Mémoire distribuée 
Figure 3-2 Infrastructure d' implémentation [100] 
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Nous présentons ci-dessous un aperçu des architectures à mémoire partagée 
et à mémoire distribuée. 
CPU CPU CPU 
Écriture T .ecture 
MémoireRAM 
Figure 3-3 Mémoire partagée [100] 
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Dans une architecture à mémoire partagée, tous les processeurs ont accès à l 'ensemble 
de la mémoire. Ils peuvent donc y lire et écrire simultanément des données, cela s' avère 
très important car il permet de sauver du temps (le temps lié à la communication entre 
processeurs). Cependant une attention particulière doit être portée aux conflits entre 












Dans les architectures à mémoire distribuée, chaque processeur possède sa propre 
mémoire, aucun autre processeur ne peut accéder à ces données. Cette configuration 
nécessite absolument une communication inter processeur, pour des applications qui 
nécessitent un échange d ' information sur les données. Il faudra donc être capable de gérer 
l'échange de messages, cela pourrait engendrer des surcoûts. Contrairement 
aux architectures à mémoire partagée, c'est une architecture bon marché avec un nombre 
de processeurs pouvant être illimité. 
Ces dernières années les outils permettant de supporter la programmation parallèle 
sur plusieurs processeurs ont beaucoup évolué. La parallèlisation peut être effectuée 
à divers niveaux: 
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Langages: 
• Compositionnel C++ (CC++) 
• Fortran M 
• High performance Fortran (HPF) 
Bibliothèques: 
• Message Passing Interface (MPI) 
• Parallel Virtual Machine (PVM) : obsolète 
Directives de compilation: 
• OpenMP 
• Instructions spécifiques constructeur. 
Compilateurs: 
• Intel Fortran/C compilé: gratuit. 
Les deux standards les plus utilisés sont le MPI et l'OpenMP, le MPI étant dédié 
aux architectures à mémoire distribuée et l'OpenMP aux architectures à mémoire partagée. 
3.4.1 L 'OpenMp 
L' OpenMP est un ensemble de directives de compilation pour paralléliser un code sur 
une architecture SMP (interfaces Fortran, C et C++). 
Le compilateur interprète les directives OpenMP. 













E " 1 xecutlOn 1 
séq uentielle 1 
monoprocess 
Thread;::: process (f. processeur) 
/ ~ 
Exécution parallèle 
à 9 process 
Exécution 
séq uen tielle 
monoprocess 
Exécution parallèle 
à 9 process 
Figure 3-5 Processus d'exécution OpenMP 
Voici quelques points de repère pour faire fonctionner un code OpenMP : 
• Écrire le code séquentiel (tout ou partie) 
• Déboguer 
• Se placer sur une machine SMP multiprocesseur 
• Insérer les directives OpenMP 
• Compiler avec l'option appropriée 
• Lancer le programme 
• Déboguer 
• Évaluer les performances, en particulier le " speedup " : 
o Temps exécution N procs/ temps exécution 1 proc 






!$OMP DO SCHEDULE(DYNAMIC.500) 
/ 
Sentinelle: 
Doit être le premier caractère 
non-blanc de la ligne. « !$ » peut 
servir de sentinelle de 
compilation conditionnelle pour 
une ligne de code normale. 
Pour C/C++: 
Directive: Clause: 
Une directive par ligne. Optionnelle. Modifie le 
comportement de la directive. 
Il peut y en avoir plusieurs, 
elle peut être répétée, l'ordre 
est indifférent 
#pragma _ omp _for _ schedule( dynamic,500) 
3.4.2 Le Standard MP! 
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Le MPI, est une nonne définissant une bibliothèque de fonctions, utilisable avec 
les langages C/C++ et Fortran. Il pennet d' exploiter des ordinateurs distants 
ou multiprocesseurs par passage de messages. Il est devenu de facto un standard 
de la communication pour des nœuds exécutant des programmes parallèles sur des systèmes 
à mémoire distribuée. Le MPI a été écrit pour obtenir de bonnes perfonnances aussi bien 
sur des machines massivement parallèles à mémoire partagée que sur des clusters 
d' ordinateurs hétérogènes à mémoire distribuée. Il est grandement disponible sur de très 
nombreux matériels et systèmes d' exploitation. Ainsi, MPI possède l'avantage par rapport 
aux plus vieilles bibliothèques de passage de messages d'être grandement portable (car MPI 
a été implanté sur presque toutes les architectures de mémoires) et rapide (car chaque 
implantation a été optimisée pour le matériel sur lequel il s ' exécute). 
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Avec le MPI, on définit une seule zone parallèle dans le programme, souvent 
l' ensemble du code. Les parties du code avant et après la zone parallèle sont locales sur 
chaque processeur donc pas de communications possible. 
Dans chaque programme MPI, il faut inclure la bibliothèque MPI en utilisant: 
Mpif.h en fortran et mpi.h en C1C++. 
Le début de la zone parallèle se fait par: 
• call MPI_INIT(err) en fortran, 
• MPClnitO; en C et 
• MPI::InitO; en C++ 
Fonction collective (appelée par tous les process) 
La fin de la zone parallèle se fait par: 
• call MPI_FINALIZE( err) en Fortran, 
• MPI_ Finalize 0; en C et 
• MPI::Finalize 0; en C++ 
Fonction collective (appelée par tous les pro cess) 
3.4.3 Techniques de création d'algorithme parallèle 
Il existe trois classes primaires de technique de création d'algorithme parallèle [2], 
à savoir, la parallèlisation triviale, la décomposition de fonction et la décomposition de 
domaine. 
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La technique triviale ne s' applique qu' à des problèmes qui peuvent être séparés en des 
tâches complètements indépendantes pouvant être exécutées par des processeurs isolés ne 
nécessitant aucune communication inter processeur. 
Les deux autres techniques s'adressent à des problèmes beaucoup plus compliqués. 
La technique de décomposition de fonction quant à elle, permet de diviser une tâche en 
d'autres beaucoup plus simples, telle l'évaluation d'une fonction complexe. Chaque unité 
de calcul va assurer un type de calcul différent sur l'ensemble des données. 
En ce qui concerne la décomposition de domaine, elle permet au programme 
de se concentrer sur différente région du système simulé. Toutes les unités de calcul 
effectuent les mêmes calcules sur la partie de données qui leur est attribuée. L' accès 
aux données des autres unités de calcul se fait par échange de messages. 
Une décomposition idéale serait qu'il n'y ait aucun besoin de communication entre les 
différents domaines. Ce serait des domaines statiques à charge constante et équilibrée. Cela 
n'est pas du parallélisme. Dans une décomposition satisfaisante, le temps 
de communication est inférieur au temps de calcul. Le temps de redéfinition dynamique 
des domaines est aussi inférieur au temps de calcul. 
La possibilité et efficacité d'une décomposition en domaines dépendent du problème-
algorithme. La simulation de Monte-Carlo pour certains problèmes avec équilibrage 
de charge simple serait un exemple de décomposition simple et efficace. 
Il y' a deux moyens bien connus de décomposer un modèle 2D pour le traitement 
parallèle à savoir, la décomposition par bande et la décomposition en block. 
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Pour un modèle 2D de dimension S x S et un nombre P de processeurs, allant de Po, 
Pl, ... , Pp-l, la méthode de décomposition par block est définie comme la partition 
du modèle en P sous-domaines contiguë de taille chacun }p x }p , avec le processeur Pi 
assigné au site (j,k) pour : 
(i mod JP). }p :$ ) ( (i mod JP + 1). }p 3.5 
et 
3.6 
La figure 3-6 présente un exemple de la décomposition par block pour 6 processeurs. 
0 2 4 
1 3 5 
Figure 3-6 Décomposition par block [RP] 
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Pour le même modèle une décomposition par bande serait, la partition du modèle en P 
sous-domaines contiguë de taille chacun ~ x Sou (S x ~ ), avec le processeur Pi assigné au p p 
site (j, k) pour 0 .:s; j < S avec 
i. ~ .:s; j < (i+ l). ~ 
p p 3.7 
et 
i. ~ .:s; k < (i+l). S 
p P 3.8 
(ou 0 .:s; k < S) . 
La figure 3-7 présente un exemple de la décomposition par bande pour six processeurs. 
0 1 2 3 4 5 
Figure 3-7 Décomposition en bande [RP] 
La décomposition peut aussi se faire de façon horizontale. 
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Sur une architecture à mémoire distribuée, les unités de calculs doivent échanger 
des messages. Le coût dépend du réseau de communication et de l'implémentation MPI. 
Selon [95] il vaut mieux envoyer un gros message que plein de petits messages. Il faut donc 
grouper les communications. 
Les deux techniques énoncées ci-dessus ont des modes de communication différente, 
figure 3-8 nous donne un aperçu du transfert de données dans le cas d'une décomposition 
en bande alors que la figure 3-9 nous montre le transfert de données dans le cas d'une 
décomposition en block. 
-+ r-
PO Pl P2 P3 
- ~ 
Figure 3-8 Diagramme de communication pour une décomposition par bande [RP] 
Après chaque pas de Monte Carlo, les processeurs échanges des données afin de mettre 
à jour leur valeur frontière. Dans le cas du modèle d ' Ising, les spins étant influencés par 
l' état de leurs voisins, il faudra alors échanger entre processeurs voisins, les états des spins 
à la frontière du sous-domaine. 
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Dans la décomposition par bande, chaque processeur échange une fo is avec son voisin 
lors de la mise à jour des données après une itération. Il ne peut qu 'avoir un maximum 
de deux échanges dans le réseau quelque soit le nombre de processeur. Alors que dans 
la décomposition par block (figure ci-dessous), chaque processeur échange deux fois avec 
son voisin, le nombre de communication est dans ce cas deux fois plus que dans le cas 
précédent. Cependant, le volume de données transféré dans le cas de la décomposition par 





Figure 3-9 Diagramme de communication pour une décomposition par block [RP] 
3.4.3.1 Application au modèle d'Ising 
Le fait de paralléliser l'algorithme peut permettre d ' inverser plusieurs spms 
simultanément. La condition de balance implique que des spins voisins ne peuvent être 
59 
inversés au même moment. Donc il faudra en tenir compte lors de la parallèlisation 
de l'algorithme de Métropolis. 
Pour ce faire, les processeurs devraient éviter d' inverser les spins à leur (sous-domaine) 
frontières commune de façon simultanée. La solution proposée dans [95] est de diviser une 
étape d' itération en 2 phases. 
À la fin de chaque étape, la communication et la synchronisation sera effectuée entre 
les processeurs voisins. Au début de chaque étape, les données nécessaires pour l'exécution 
de ce stade doivent être disponibles pour le processeur. 
Lors de la repartions des données, chaque processeur reçoit des données 
supplémentaires des processeurs voisins. Ces données sont essentiellement des données 
limites du sous-domaine voisin. La figure 3-10 donne un aperçu de cette pratique pour deux 
processeurs VOISInS. 
PO Pl 
C:oln C:oln+l C:ol0 C:ol 1 
Figure 3-10 Interactions entre processeurs voisins [RP] 
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Dans la configuration présentée à la figure 3-10, Col n (colonne n) contient les derniers 
éléments du sous domaine traité par le processeur Po et Col n+ 1 (colonne n+ 1) contient les 
premiers éléments du sous-domaine traité par le processeur PI. Alors que Col 0 (colonne 
0) contient les derniers éléments du sous-domaine traité par le processeur Po et Coll 
(colonne 1) contient les premiers éléments du sous-domaine traité par le processeur PI. 
Après chaque itération, les données sont mises à jour à travers des messages représentés sur 
la figure par COM 1 et COM 2. Ces données sont nécessaires pour que les processeurs 
locaux calculent la variation d' énergie due à l ' inversion des spins voisins (localisé dans 
le sous domaine voisin). 
En raison de la condition de balance, une fois qu'un processeur Pi envoie ses données 
limites à ses voisins, il ne devrait plus les remettre à jour, à moins que ses voisins ne soient 
plus en train d'utiliser ces données. Cela conduit à la nécessité d'une synchronisation 
et de la communication. Nous décrirons ci-dessous la démarche liée à la décomposition par 
bande. 
Description de la démarche liée à la décomposition par bande 
Prenons un modèle 2D de dimension S X S reparti sur 4 processeurs Po, PI, P2, P3. 
Chaque processeur reçoit une portion de S/4 lignes comme montrées sur la figure ci-
dessous. Le fait que chacun des processeurs ait seulement deux voisins simplifie 
énormément le problème. 
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Po [(S/4) X S] 
Ligne su érieure, reçue de 
PI [(S/4)X S] 
P2 
[(S/4)XS] 
P3 [(S/4) X S] Ligne inférieure, reçue de 
a) b) 
Figure 3-11 : Répartition des données de calcul pour une décomposition en bande [RP] 
La figure 3-11 a) représente la répartition des données de calcul pour chaque 
processeur. La figure 3-11 b) présente l' ajout de deux lignes supplémentaire à chaque 
matrice de donnée. 
Comme mentionné plus haut, pour respecter la condition de balance lors 
de la parallélisation de l'algorithme, une étape d' itération de Monte Carlo doit se faire en 
deux phases afin que des spins voisins ne soient pas inversés simultanément. 
Nous prenons le processeur PI à titre d' exemple (tous les processeurs effectuent 
la même démarche). 
Au cours de la phase 1, le processeur Pl met localement à jour les lignes à 1 (h-2) dans 
son propre bloc. Après la mise à jour locale, e11e enverra les données de la ligne 1 à son 
voisin supérieur (PO), tout en recevant les données de son voisin inférieur P2, et stocke les 
données reçues dans la ligne frontières (ligne basse) de la matrice. 
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Au cours de la phase 2, le processeur Pl met localement à jour la ligne du bas (h-l). 
Après la mise à jour locales, il envoie les données de la ligne du bas à son voisin inférieur 
qui est P2, tout en recevant les données de son voisin supérieur PO, et stocke les données 
reçues dans la lignes frontière (ligne haute) de la matrice. 
Phase 1 
Envoyer la ligne 1 à Po 
Ligne inférieure --------,t..------
de la matrice 1 
Recevoir la mise à jour de 
h-2, 
h-l , 
Figure 3-12 Transfert des mises àjour phase 1 [RP] 
La partie ombragée de la figure 3-1 2 représente la région dans laquelle PO exécute 
sa mise àjour locale. C'est dans l'ensemble {(l ,0), (h-2, S-l)} 
Phase 2 
Sur la figure 3-13, Pl exécute sa mise à jour locale sur la dernière ligne des données. 
C'est dans l' ensemble {(h-l, 0), (h-l , S-l)} . 
Recevoir la mise àjour de Po 
l 
l 
Envoyer la ligne h-l à P2 
Ligne supérieure 
de la matrice 
Figure 3-13 Transfert des mises à jour phase 2 [RP] 
3.4.3.2 Organisation générale de l'algorithme 
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Nous présentons ci-dessous, sans toute fois rentrer dans les détails, une organisation 
générale de notre algorithme avec les grandes lignes. 
Initialisation 
• Caractéristiques (in) 
o Matériaux (in) 
o Potentiel d' interaction (in) 
o Nombre de particules (in) 
• Géométrie (in) 
o Complexité (in) 
Déco mposition 
• Bande 
o Nombre de processeurs disponibles (in) 
o Nombre de domaines (out) 
o Nombre de sous domaines (out) 
• Charge des nœuds (condition) 
• Équilibrage des nœuds (condition) 
o Zones tampons (out) 
Monte Carlo 
o Domaine (in) 
o Pas de calcul Monte Carlo (in) 
o Mise à jour (in) 
o Synchronisation (condition) 
Calcul 
o Équilibre thermique (condition) 
o Énergie (out) 
o Chaleur spécifique (out) 
o Conductivité thermique (out) 
Résultats 
o Partiels (in) 
o Total (out) 
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Chapitre 4 - Implémentation de l'algorithme 
La problématique principale de notre travail comme citée dans le chapitre 1, 
est de permettre une bonne évaluation du comportement thermique de nanosystème, dans 
un environnement de simulation nous permettant de réaliser un gain de temps et une facilité 
de stockage des données de calcul. 
Le comportement thermique le plus rependu dans la littérature et de loin le plus 
significatif dans la caractérisation thermique d'un système, est la conductivité thermique. 
L ' évaluation de ce comportement passe par la connaissance de certaines grandeurs 
physiques, à savoir la capacité thermique du système, l' énergie globale du système ainsi 
que la densité des particules du système. Nous présentons ci-dessous l'environnement 
de simulation utilisé, ainsi que la conductivité thermique. 
4.1 L'environnement de CLUMEQ 
Le CLUMEQ fait partie des réseaux du calcul à haute performance du Canada. 
C' est un environnement qui possède plusieurs machines (comme présenté au chapitre 1). 
Le nœud d' entré de l' environnement est la machine Stokes (stokes.clumeq.mcgill.ca), elle 
est entièrement dédiée à cette tache. Cependant elle peut permettre de voir les travaux en 
cours d' exécution et ceux dans la file d ' attente. Cela permet de savoir l'état de notre 
application qui peut être soit en cours d ' exécution, en attente ou supprimé. 
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Elle penn et de voir le temps d' exécution en cours. La conneXIOn à Stokes se fait par 
le protocole de communication SSH (Secur Shell). Le SSH pennet aussi le transfert de nos 
données vers Stokes, et de Stokes vers notre poste de travail. La facilité d'utilisation 
de ce protocole nous permet de porter toute notre attention sur notre application. 




Microsoft Office Outlook 





:. Secure Shell Chent 
W Paint 
i~1 r,.,icrosoft OfFiC~ !Excel 2003 
.WnRAR 
AR Programs 
Figure 4-1 Démarrage de la connexion à CLUMEQ en utilisant le SSH [RP] 
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La figure 4-1 présente l'étape l, à cette étape nous allons tout simplement chercher le SSH 
(précédemment installé) sur notre poste de travail. 
Étape 2 
:;mJ - der ault - SSH Secure SheU , , ;:' 
t;dil: ~n 
Qui(k correct CI Profiles 
(onned to Remote Host .~~, 
. " J~rMij.4;5"@· 
.n Jsble 
Connec! 
POIt N umber: 1222 
+Authentid~~on Method: ' j'-<-P-~o-fil-e-S e-t;-in-gs->- -... ...... • 
Figure 4-2 Saisie des paramètres de connexion [RP] 
Le "shell" étant ouvert à partir de l' étape l, nous pouvons maintenant nous connecter 
à stokes. Dans l' étape 2 présentée par la figure 4-2, comme montré sur la figure, nous avons 
utilisé l'option "Quick Connect". Pour le faire, nous devrions auparavant saisir dans 
le "Profiles" le nom du serveur auquel nous voulons nous connecter. Dans notre cas, 
le nom du serveur d' entrée sur CLUMEQ est "stokes.clumeq.mcgill.ca". Nous rentrons 
ensuite notre nom d'utilisateur ainsi que le numéro du port de connexion (222). 
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Étape 3 
La conneXIOn à Stokes, nécessite un mot de passe comme montré sur la figure 4-3. 
Lorsque nous finissons d'entrer les informations requises pour l' étape 2 et que nous lançons 
la connexion, une fenêtre nous apparaît pour la saisie de notre mot de passe. Une fois cela 
complété, nous pouvons accéder au nœud d'entrer de CLUMEQ. 
Host Name: 
User Namè , 
"~1Y 
Port N umbèr: 
3.~. ~I (Build 283) 
C0pyr::i.('J-ht (ç) 2000-2003 ~SH C~'Jm:mun:î.C'a.t.1.0n~ 
This copy of. SZH Secure 5hell 1.5 El non-c:oll:tm.er.çial version. 
Tlds ver:sion doe3 Ilot include PKI and J'ReS #11 h.L.">1ctionality. 
1 
Figure 4-3 Saisie du mot de passe [RP] 
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Étape 4 
Sur la figure 4-4, la connexion à CLUMEQ (par Stokes) est effective. Le nœud Stokes 
n'étant pas un nœud de soumission, nous devons nous rediriger vers un autre nœud pour 
soumettre (compiler, déboguer et exécuter) notre application. Le nœud "hn" est celui qui 
nous permettra de soumettre notre application. Pour y accéder, nous utilisons toujours 
le protocole de communication SSH, comme montré sur la figure 4-5. 
SSH Secure Shell 3.2.9 (Build 283) 
Copyright (c) 2000-2003 SSH Communications Security Corp - http://wvncr.ssh.com/ 
This copy of SSH Secure Shell is a non-commercial version. 
This version does not include PKI and PKCS #11 functionality. 
Last login: Mon Sep 29 18:44:55 2008 from leiOl.uqtr.ca 
To stay tuned for further updates "cat letc/motd" 
[sble@stokes sblel~ 1 
Figure 4-4 Accès au nœud d' entrée (Stokes) [RP] 
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Étape 5 
À l'étape 5 nous redirigeons vers le nœud "hn", par la commande "ssh". Un mot 
de passe est aussi requis, cependant nous utilisons le même mot de passe. 
SSH Secure Shell 3.2.9 (Build 283) 
Copyright (c ) 2000-2003 SSH Communications Security Corp - http: //~. ssh.com/ 
This copy of SSH Secure Shell is a non-commercial version. 
This version does not include PKI and PKes #11 functionality. 
Last login: Mon Sep 29 1 8 :44:55 2008 from leiOl.uqtr.ca 
To s tay tuned for further updates "cat f etcf motd" 
Figure 4-5: Passage du nœud d'entré Stokes au nœud de soumission hn [RP] 
Dans la figure 4-6, nous nous sommes pns à deux repnses pour accéder au nœud 
"hn". Le premIer essai ayant échoué parce que le mot de passe n' était pas le bon. 
Le deuxième essai a été concluant, à l'étape 5 nous avons donc accédé au nœud "hn". 
Nous avons tapé la commande "qstat" pour lister toutes les applications encore 
d ' exécution ou dans la file d'attente. Nous pouvons y voir, le numéro d'identification 
de l ' application, le nom de l' application, le nom de l'utilisateur, le statut de l' application 
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(en cours d'exécution "R " ou en attente "Q") am SI que le type d'application 
(multiprocesseur "multi" ou un processeur "single"). 
qm stokes.clumeq.mcglll.ca - default - S5H Secure Shell ' ê;" '. 
SSH Secure Shell 3.2.9 (Build 283) 
Copyright (c) 2000-2003 SSH Communications Security Corp - http://Whlhl.ssh.com/ 
This copy of SSH Secure Shell is a non-commercial version. 
This version does not include PKI and PKCS #11 functionality. 
Last login: Hon Sep 29 18 : 44: 55 2008 from l eiOl .uqtr . ca 
To stay "cat /etc/motd" 
[sble@stokes sbleH ssh hn Premier essai 
sble@hn's password: 
To stay tuned for further updates "cat letc/motd' 
290556. stokes pro tl!em3 r ds tep elvis 
290955.stokes script . x mathieug 
290956 . stokes script . x mathieug 
290957 . stokes script. x mathieug 
290958 . scokes sc:r:ipt.x mathieug 
290959.stokes script. x mathieug 
Deuxième essai 
Time Use S Queue 
00:00:24 Q multi 
09 : 35:39 R single 
09 : 35 : 44 R single 
09:35:43 R single 
09:35:30 R single 
09 : 34:22 R single 
Figure 4-6 Connexion effective au nœud hn [RP] 
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Étape 6 
Étant maintenant sur le nœud "hn ", nous pouvons soumettre notre application. Mais 
avant faudrait que notre application soit mise dans le répertoire qui nous ai alloué sur 
stokes. Nous utilisons toujours le protocole SSH, pour le transfère des données. 
La figure 4-7 nous montre le répertoire ainsi que certains fichiers nécessaires 
à la compilation et à l'exécution de notre application. Sans toutefois les nommer tous, nous 
présenterons quelques uns d' entre eux. 
L'item "Application" correspond au fichier contenant l'application que nous désirons 
exécuter. Dans le cas présent, le fichier application est "projet4_N1.c". Toutes 
les modifications au fichier peuvent ce faire directement dans le répertoire utilisateur. 
La compilation peut aussi se faire directement sur le nœud "hn ", avec la commande 
suivante: "mpicc projet4_ N1.c -lm ", dans le cas présent l'instruction "mpicc" est 
utilisée pour compiler les applications en C et C++, utilisant le standard MPI. Le nœud 
"hn" nous offre aussi la possibilité de compiler des applications en Fortran ainsi que des 
applications qui utilisent le standard OpenMP. 
La figure 4-8 nous montre deux exemples de compilation, une réussie et une non 
réussie. Pour une compilation non réussie, les erreurs nous apparaissent tout de suite après 
l'instruction de compilation. Alors que dans le cas d'une compilation réussie, nen 
n' apparaît, le curseur est prêt à prendre une autre commande. Après la compilation, 








25,455 ( Source", 
11,024 0 Ftle 2008-09-29 18:56:41 -rw-r--r--
Poste de travail 
Repertoire sur Stokes 
Figure 4-7 Répertoire utilisateur sur Stokes [RP] 
Pour exécuter notre application, il nous faut d'abord créer un fichier d'instruction PBS (voir 







concernant le type d'application à saVOIr, le nombre de processeur à utiliser pour 
l'exécution, le standard à utiliser ainsi que le chemin du fichier machine. La figure 4-9, 
nous montre un exemple de fichier de soumission. 
~-
--
Permission denied, please try again. 
sble@hn's password: 
To stay tlUled for fmther updates "cat /etc/motd" 
- - - - - -- - - ........ 
---[sble@hn sble H mpicc proj et5 JL c -lm .... , 
projet5JLc: In function 'main': / 
proj et5 _~I. c: 377: parse error before "pr~tP' 
[~~@hn sble]$ __ - -
--------
Figure 4-8 Exemple de compilation sur le nœud " hn" [RP]. 
La section encerclée en pointillé (rouge) sur la figure 4-8 correspond à la compilation 
non réussie, après les corrections nous avons à nouveau lancé la compilation. La section 








-~chinefile $PBS_NODEFILE /home2/sble/a. o~ 
~ 
5 6 
Figure 4-9 Fichier de soumission pour l'exécution [RP] 
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Sur la figure 4-9 nous montrons les éléments important pour l'exécution d 'une 
application préalablement compilée dont le fichier machine se trouve être "a. out". L' item 
1 correspond à la déclaration PBS du nombre de processeur utilisé pour l'exécution 
de l'application. 
"nodes=2 :ppn=2", dans cette instruction, "nodes=2"correspond au nombre de nœud 
de calcul et "ppn=2" correspond au nombre de processeur pour chaque nœud. Cela donne 
dans le cas présent un total de 4 processeurs, donc l' application ici pourra être décomposée 
en quatre tâches distinctes lors de son exécution. 
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L'item 2 "outputfile", correspond à la déclaration PBS du fichier des résultats 
de simulation. 
L ' item 3 "errorfile", correspond à la déclaration PBS du fichier généré en cas d'erreur lors 
de la simulation. 
L'item 4 "mpirun", correspond à la commande d'exécution du standard MPI. Le 5, "np 
4" est le nombre de processeur et le 6, "machinefile $PBS_NODEFILE /home2/ 
sble/a.out" est le chemin d'accès au fichier machine. Donc l'item 5 et 6 sont les paramètres 
de l'item 4. 
Soumission de l'application 
Figure 4-10 Soumission du fichier nano _1 pour l'exécution de l'application [RP] 
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Après la soumISSIOn de l'application présentée à la figure 4-10, le serveur lui affect 
un numéro d' identification "Job id". Ce numéro peu ensuite servir pour voir l'évolution 
de l' exécution de l ' application comme dans la figure-lI, en utilisant la commande PBS 
"qstat". 
[sble@hn sbleH qstat 







Time Use S Queue 
00:00: 2 4 Q multi 
09:35:39 R single 
09:35:44 R single 
09:35:43 R single 
09:35:30 R single 
09:34:22 R single 
Figure 4-11 Visualisation de l'état des applications par leur numéro 
d' identification " Job id" [RP] . 
Nous avons présenté dans cette section, l'environnement de travail sur le réseau 
CLUMEQ que nous avons utilisé dans notre recherche. Dans notre démarche, nous avons 
utilisé le compilateur ONU C avec le langage de programmation C et le standard MPI. 
Cependant, il est possible d'utiliser d ' autres compilateurs ou d'autres langages 
de programmation tel que Fortran et MatLab et il est aussi possible d 'utiliser un standard 
autre que le MPI. 
Il existe comme nous l ' avons mentionné au chapitre 1, d' autres réseaux de calcul haute 
performance. Les plus importants au Canada, son regroupés au sein du C3 (ww.c3.ca). 
Les environnements de simulation sont beaucoup semblables à quelque variations près d'un 
réseau à l' autre et quelque fois au sein du même réseau tout dépendant de la machine 
utilisée et du type d ' application (multiprocesseurs ou simple processeur). 
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4.2 Décomposition de domaine 
Pour tirer profit de ces réseaux de calcul, il était nécessaire pour nous de décomposer 
notre application en domaine afin de les repartir sur plusieurs processeurs. Ce qui allégerait 
le nombre de particule par processeur, la figure 4-12 nous montre un exemple 
de distribution de particules dans un transistor. 
Figure 4-12 Exemple de distribution de particules dans un transistor [10] 
Pour un réseau simple 2D comme montré à la figure 4-13, la décomposition se fait en 
répartissant les différents éléments du réseau en fonction du nombre de processeurs tout en 
s'arrangeant pour conserver les liens entre les particules voisines. Cela nous facilitera la 
tâche lors de l'échange d'information entre les processeurs sur l' état des particules voisines 
qui n' appartiennent pas au même processeur. Pour des géométries moins simple, le réseau 
peu être décomposé en fonction de l'activité (fonctionnalité de chaque section possible), 
comme le montre la figure 4-14. 
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Figure 4-13 Réseau 2D, géométrie simple [RP] 
La décomposition de la figure 4-14 se fait en fonction de chaque section du transistor. 
Le dopage de chaque section pouvant être différent les unes des autres (la concentration 
ainsi que le type de particule). Chaque section ainsi décomposée pourra être affectée 
à un nœud de calcul ou à un processeur. 
C gate 0 













ailiop i, a lUt , "'a?"li?Xl'Q?7'!Z!!?Z'fV(l ' -'k1Wd, •. uû 
B C base D E colleclor F 
Figure 4-14 Décomposition 2D, d'un transistor à géométrie conventionnelle [16] 
4.3 Étude paramétrique 
Lorsque notre modèle est décomposé et repartie sur les processeurs, nous avons 
maintenant la possibilité de calculer plusieurs grandeurs physiques. 
80 
Parmi ces valeurs, les plus utiles pour notre étude sont, l'énergie du système, la chaleur 
spécifique ainsi que la conductivité thermique. 
4.3.1 Énergie du système 
Le modèle énergétique d'Ising, nous permet de calculer l' énergie du système. 
Cette énergie est calculée à partir des interactions entre les différentes particules, 
en utilisant l'algorithme de Métropolis. À partir de cette énergie, nous pouvons calculer 
d ' autres grandeurs physiques. L' équation suivante, nous permet de calculer l' énergie totale 




2 K = 1 
4 N 
l JS J S K - BIS K 
j , voisin K = 1 4.1 
deK 
4.3.2 Chaleur spécifique 
La chaleur spécifique d'un matériau est la quantité de chaleur nécessaire pour élever d'un 
degré centigrade (OU Kelvin) une masse d'un kg de ce matériau. Intuitivement, la chaleur 
spécifique rend compte de la capacité d'un matériau à stocker la chaleur. 
La chaleur spécifique, peut être calculée à partir de l' énergie du système obtenue du modèle 
énergétique d'Ising par l'algorithme de Métropolis. L'équation nous permettant son calcul 
est la suivante [1] : 
4.2 
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4.3.3 Conductivité thermique 
La conductivité thermique est une grandeur physique caractérisant le comportement 
des matériaux lors du transfert thermique par conduction. Elle représente la quantité 
de chaleur transférée par unité de surface et par une unité de temps sous un gradient 
de température. En général, la conductivité thermique va de pair avec la conductivité 
électrique. Al ' échelle classique, la conductivité thermique est déterminée avec la loi 
de Fourier. 
q=-k\lT 4.3 
Dans cette équation, k représente la conductivité thermique, q le flux thermique et \lT 
le gradient de température. 
Cependant à l'échelle nanométrique, la loi de Fourier n ' est plus applicable [103]. 
L'étude paramétrique que nous avons effectuée porte sur l ' évolution de la conductivité 
thermique en fonction de la taille du système. Pour le calcul de la conductivité thermique 
nous utilisons la variation de l' énergie du système en fonction de la surface et de du temps 
pour une température donnée. La relation de Green-Kubo, utilisée dans plusieurs études 
portant sur les méthodes de simulation utilisant la dynamique moléculaire [97, 101 , 102, 
103] peut nous permettre de calculer la conductivité thermique. En adaptant cette équation 
à notre démarche, 
k = f dr f dt < j x (r , t). j x (0 ,0) 
ksT 2 4.4 
Dans cette équation, k représente la conductivité thermique, jx le courant dans 
la direction x, t le temps du pas de simulation, et r est la position de la particule. 
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4.5 
r i est la position de la particule i et Ei est l'énergie du site i calculée avec le modèle 
énergétique de Ising. En récrivant l'équation 4.4, nous pouvons mieux l'adapter à notre 
démarche. 
4.6 
Dans l' équation 4.6, A est la section du système étudié et (E)2 l' énergie moyen 
du système au carré. 
Nous avons simulé quatre nanostructures de silicium de différents diamètres 
à savoir, 22nrn, 37nrn, 50nrn, et de 70nrn afin de vérifier l' effet de la température 
et de la taille des structures, sur la conductivité thermique. Les résultats de simulation sont 
présentés dans le chapitre suivant. 
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Chapitre 5 - Validation 
5.1 Introduction 
La validation de notre travail s' est effectuée en trois points, dans un premier temps, 
nous avons vérifié la convergence de l' algorithme ensuite nous avons simulé 
la conductivité thermique de nanostructures de silicium de diamètres différents (22nm, 
37nm, 50nm, et de 70nm). Les résultats de ces simulations ont été comparés à des études 
existantes, dans la littérature [13 , 98]. Enfin, nous avons simulé trois nanosystèmes, ce sont 
des nanotransistors de caractéristiques, de tailles et de géométries différentes à savoir, 
un MOSEFT conventionnel, un Dual-Gate FET (une FET à double grille) et MOSFET SOI. 
Ces nanotransistors ont aussi été simulés avec le logiciel Quamc2D disponible sur le site 
nanoHub.org [16]. 
5.2 Validation de l'algorithme 
Dans un premier temps il nous fallait valider nos algorithmes de calcul, il s ' agissait 
de vérifier après un certain temps de calcul que nous atteignons l' équilibre thermique. 
Cette validation a été faite avec CLUMEQ (un seul processeur) et avec MA TLAB. 
Les différentes figures ci-dessous montrent l'évolution des particules en fonction 
du temps de calcul. Le temps ici fais allusion au pas de calcul de Monté Carlo par site, 
en d' autres termes notre analyse permet nous permet d' évaluer le nombre d' itérations 
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nécessaires pour atteindre l'équilibre thermique. Rappelons ici que c'est lorsque le système 
atteint l'équilibre thermique que nous pouvons calculer les différentes grandeurs physiques 
dont nous avons besoins [2]. Il est à noter que nous avons utilisé un seul processeur lors 
de cette évaluation pour une raison très simple. En effet le processeur utiliser nous 
permettra de déterminer (sans tenir compte de la duré de la simulation en temps réel) 
le nombre de pas de Monte Carlo nécessaires pour que le système simulé atteigne 
l'équilibre thermique. Nous avons utilisé deux échantillons de tailles différentes à savoir, 
1 Ox 1 0 et 1 OOx 100 particules. Cette estimation du nombre de pas de Monte Carlo nous 
permettra de connaître le minimum d' itération à imposer dans l'algorithme aInSi que 
le maximum de particules (données) à Imposer pour le respect de cette condition 
(l 'équilibre thermique). 
10 
10 la 1) 
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Figure 5-1 Évolution de la simulation vers l'équil ibre thermique [RP] 
La figure 5-1 montre l'état du système à différents temps de simulation (pas de Monte 
Carlo), exactement à 1,=0, 12=1000 pas et à 13=2500 pas pour le premier échantillon 
de particules (1 Ox 1 0). 
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Au temps /, représenté par la figure 5 -L a), nous imposons le même sens à toutes 
les particules (spins), à une température T=OK que nous considérons dans le cas présent 
comme étant l'état fondamental de ce système. Lorsque nous soumettons le système 
à une perturbation thermique, la température T -::j::. OK, les particules vont tendre vers 
l'équilibre thermique. Les figures 5-1 b), et 5-1 c) rep résentent respectivement l'état 
du système au temps /2 et au temps /3. Au temps t2 nous voyons une réorganisation 
des spins (-L et L), avec une prédominance pour les spins positifs en rouge. Au temps t3 
on voit une évolution plus nette de l'état du système vers l'équilibre thermique. 
La figure 5-2 montre l'état du système à différents temps de simulation, exactement 
à /,=0 pas, /2=8000 pas pour le deuxième échantillon de particules ( IOOxIOO). Au temps l , 
représenté par la figure 5-2 a), nous imposons le même sens à toutes les particules, 
à une température T=O que nous considérons dans le cas présent comme étant l'état 
fondamental de ce système. Lorsque nous soumettons le système à une perturbation 
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La figure 5-2 b), représente l'état du système au temps t2. Nous voyons ici qu 'après 
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Figure 5-2 : Évolution de la simulation vers l' équilibre thermique [RP] 
L' utilisation de ces deux échantillons nous à permis de mettre en relief le nombre 
de pas de Monte Carlo versus la taille de l'échantillon pour l' atteinte de l' équilibre 
thermique. L'estimation du temps Monté Carlo dans le deuxième échantillon nous 
permettra d' imposer le nombre minimal d' itérations et le nombre maximal de données pour 
chaque processeur lors de simulations sur plusieurs nœuds de calculs. 
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5.3 Validation des résultats de simulation avec la littérature 
Cette validation nous permet de comparer nos résultats de simulation avec des résultats 
trouvés dans la littérature [13 , 98 , 96]. 
La figure 5-3 , présente notre simulation de la conductivité thermique de quatre nanofils 
de silicium de diamètres différents (22nm, 37nm, 50nm, et 70nm). La simulation à été 
réalisée dans deux buts, dans un premier temps vérifier l' effet de la température 
et de la taille sur la conductivité thermique. Cette figure nous permet de comparer nos 
résultats de simulation avec des données expérimentales de [96] et de simulation [13]. 
En effet lorsque nous analysons nos résultats de simulations sur la figure 5-3 , nous 
voyons que plus le diamètre du nanofils diminue, plus la conductivité thermique baisse. En 
ce qui concerne la température nous observons une variation de la conductivité thermique. 
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Figure 5-3 Études paramétriques de la conductivité thermique de nanofils 
de silicium [RP] 
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La comparaison des résultats (de notre simulation) présentés à la figure 5-3 avec ceux 
présentés à la figure 5-4, nous permet de valider nos résultats de simulation. 
La figure 5-4 provient de [13], elle représente les résultats de simulations 
de la conductivité thermique de trois nanofils de silicium de diamètres différents (22nm, 
37nm, 115nm). Elle présente aussi sur le même graphique, les résultats de mesures 
expérimentales de la conductivité thermique de ces trois nanofils de silicium. Les courbes 
présentées sous forme de traits sont les résultats de la simulation réalisée dans [13] alors 
que celles sous forme de symboles sont les résultats expérimentaux de Majumdar A. et al 
[96]. 
L' analyse des courbes de 37nm montre une ressemblance entre nos résultats 
et les courbes de la figure 5-4, avec de petites différences. 
Cependant il existe une différence un peu marquée avec la courbe expérimentale 
et de 22nm. Cette différence est due à la non prise en compte effective des conditions aux 
frontières dans notre système car dans notre simulation, nous utilisons des conditions 
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Figure 5-4 La conductivité thermique de nanofi ls de silicium [13] 
La figure 5-5 représente, la simulation d'une mince couche de silicium dont le diamètre 
est de 50nm. Nous évaluons ici, La conductivité thermique, à des températures allant 
de 300K à 500K. 
La conductivité thermique vs la Température 
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Figure 5-5: La conductivité thermique d ' une mince couche de silicium [RP] 
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L 'observation que l'on peut faire ici est que lorsque la température augmente, 
la conductivité thermique baisse. Nous avons comparé la courbe résultante de notre 
simulation, à la courbe 2 de la figure 5-6 afin de valider notre simulation. La courbe 2 
de la figure 5-6 représente le résultat de la simulation d ' une mince couche de silicium 
de 50nm de diamètre réalisé par Asheghi M . et al [98]. Les deux courbes sont semblables 
avec une différence de ±5%, ce qui nous conforte dans notre démarche de validations. 
La courbe l de la figure 5-6 nous permet tout simplement de mettre en relief, l ' effet 
de la taille des composants sur leurs caractéristiques à l' échelle nanométrique. En effet on 
constate ici qu ' il y a une baisse importante de la conductivité thermique lorsque le la taille 
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Figure 5-6 La conductivité thermique d'une mince couche de silicium [98] 
5.4 Validation des résultats de simulation comparaison avec nanoHub 
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Dans cette section, nous comparons nos résultats de simulation avec des résultats 
de simulations obtenus avec le logiciel Quamc2D [16]. Ce logiciel a été réalisé par l'équipe 
du professeure Dragica Vasileska de l' université de l'Arizona et mis à la disposition 
du publique sur le site nanoHub .org. C'est site qui a environ 90 000 usagers, il met leur 
disposition un espace d'échange sur les nanosciences, des formations ainsi que plusieurs 
outils de simulation numérique des phénomènes et des systèmes à l'échelle nanométrique. 
Il permet aussi aux usagers d'y publier leurs travaux et aussi de faire valider leurs outils 
de simulation par un grand nombre de personnes. 
Nous avons utilisé pour val ider notre simulation, trois nanotransistors à saVOir, 
un MOSFET, un Dual-Gate FET et un MOSFET SOI. 
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Nous présentons dans les sections qui suivent, les trois nanotransistors ainsi que leurs 
caractéristiques utilisées pour les différentes simulations. Et par la suite, nous faisons 
la comparaison des différents résultats obtenus lors de cette validation. 
5.4.1 Système 1 
La figure 5-7 montre le système 1, c' est un MOSFET conventionnel de 25nm, pour 




Figure 5-7 Figure 43: MOSFET [16] 
TSUEt 
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La simulation porte sur l'énergie des électrons dans le transistor. Pour réaliser 
la simulation, nous avons divisé le système en trois domaines, la source, le drain et le canal. 
Nous avons utilisé les dimensions indiquées pour les différents domaines ainsi que leur 
dopage. La simulation que nous avons réalisée s'est faite de façon statique chaque particule 
est restée propre à son domaine. Il faut aussi noter que nous n' avons pas pris en compte, les 
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conditions frontières de chaque domaine. Les résultats de la simulation sont présentés 
à la section suivante sous forme de graphique, sur les figures 5-10,5-11. 
Tableau 5-1 : Les caractéristiques de simulation du MOSFET 
DIMENSIONS DOPAGE 
ND = 1019 cm-3 
LG = 25 nm 
N s = 2.e26 cm-3 LCH = 25 nm 
LSD = 25 nm N c = _5.0e
24 cm-3 
TsuB = 60 nm Bulk _5.0e22 cm-3 = 
Tox = 1.5 nm 
Température Ambiante = 300K 
MS AL = 0.5 nm 
Nombre de maille: 
MSAD 0.5 nm Tox = 10 = 
Le tableau 5.1 contient les dimensions utilisées pour la simulation du système 1, le dopage 
des différentes sections du transistor, la température ambiante ainsi que le nombre 
de maille. 
5.4.2 Système 2 
Le système 2 est un Dual-Gate FET présenté à la figure 5-8, pour le simuler, nous 
avons utilisé les caractéristiques présentées dans le tableau 5.2. 
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Figure 5-8 Dual-Gate FET [16] 
Pour réaliser la simulation, nous avons divisé le système en trois domaines, la source, 
le drain et le canal. 
Tableau 5-2: Les caractéristiques de simulation du Dual-Gate FET 
DIMENSIONS DOPAGE 
ND = 2.e26 cm-3 LG = 9 nm 
N s = 2.e26 cm-3 LCH = 17 nm 
N c = -1.eo cm-3 LSD = 6 nm 
TSI = 3 nm Température Ambiante = 300K 
Toxl = 1 nm 
Nombre de maille: 
TOX2 = 1 nm 
Tox 1 = 10 
MSAL = 0.3 nm 
TOX2 = 10 
MSAD = 0.1 nm 
95 
Le tableau 5.2 contient les dimensions utilisées pour la simulation du système 2, 
le dopage des différentes sections du transistor, la température ambiante amSl que 
le nombre de maille. 
Les résultats de la simulation sont présentés à la section suivante sous forme 
de graphique, sur les figures 5-12,5-13. 
5.4.3 Système 3 
Le système 3 est un MOSFET SOI, pour le simuler, nous avons utilisé 
les caractéristiques présentées dans le tableau 5.3 
Figure 5-9 MOSEFET SOI [16] 
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Tableau 5-3 : Les caractéristiques de simulation du MOSFET SOI 
DIMENSIONS DOPAGE 
LG = 25 nm ND = 2.e25 cm·3 
L CH = 25 nm N s = 2.e25 cm-3 
LSD = 25 nm N c = _1.e23 cm-3 
Tsor = 5 nm 
Tox = 1.5 nm 
Tem(!érature Ambiante = 300K 
Box = 150 nm 
Nombre de maille: 
Substrat = 90 nm 
Tox = 10 
MSAL = 0.5 nm 
Box = 15 
MSAD = 0.5 nm 
Le tableau 5.3 contient les dimensions utilisées pour la simulation du système 3, 
le dopage des différentes sections du transistor, la température ambiante amSI que 
le nombre de maille. Les résultats de la simulation sont présentés à la section suivante sous 
forme de graphique, sur les figures 5-14,5-15. 
5.5 Évaluation des résultats 
Nous présentons dans cette section, les résultats des différentes simulations réalisées 
avec Quamc2D [16] et BVSim _ nano [RP]. Les simulations effectuées, évaluent l' énergie 
des électrons à travers le nanotransistor. 
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5.5.1 Résultat de la simulation du MOFET 
La figure 5-10 est le résultat de la simulation du MOSFET réalisée avec le logiciel 
Quamc2D. Elle présente la répartition de l' énergie dans le nanotransistor. 
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Figure 5-10 Système 1, résultat avec Quamc2D [16] 
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La figure 5-11 est le résultat de la simulation du MOSFET réalisée avec le logiciel 
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Figure 5-11 Système 1 simulation avec BVSim _ nano [RP] 
Nous remarquons une grande similitude entre les figures 5-10 et 5-11 , avec de faibles 
différences. 
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5.5.2 Résultat de la simulation du système 2 
La figure 5-12 est le résultat de la simulation du Dual-Gate FET réalisée avec le logiciel 
Quarnc2D. 
Figure 5-12 Système 2 résultat avec Quamc2D [16] 
La figure 5-12 est le résultat de la simulation du Dual-Gate FET réalisée avec le logiciel 
BVSim_nano [RP]. 
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Figure 5-13 Système 2, simulation avec BVSim_nano [RP] 
Nous remarquons une grande similitude entre les figures 5-12 et 5-13, avec de faibles 
différences. 
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5.5.3 Résultat de la simulation du système 3 
La figure 5-14 est le résultat de la simulation du MOSFET SOI réalisée avec le logiciel 
Quamc2D 
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Figure 5-14 Système 3 résultat avec Quamc2D [16] 
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Figure 5-15 Système 3, simulation avec BVSim _ nano [RP] 
La différence est beaucoup prononcée entre des figures 5-14 et 5-15, malgré cette 
différence, l'allure demeure toujours la même ainsi que les différents sommets. 
La différence entre ces résultats se situe au niveau des conditions frontières non prises 
en comptes dans notre simulation, et surtout par la mobilité des particules. Dans notre 
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simulation, nous simulons les interactions entre toutes les particules du réseau cependant, 
nous ne prenons pas en compte le déplacement des particules entre les différents nœuds 
de calcul. 
5.6 Discussion 
La validation de notre étude c'est par plusieurs simulations et comparaisons avec d'une 
part des données expérimentales présentent dans la littérature et d' autre part, avec 
des données de simulations provenant d'un logiciel. 
Cependant, la première validation que nous avons fait consistait tout simplement 
un moyen de nous de la convergence de notre algorithme vers l' équilibre thermique. 
En fait nous étudié deux échantillons l'un de 1 Ox 10 et l' autre de 1 OOx 100 pour nous 
permettre de savoir le temps Monte Carlo nécessaire pour atteindre l' équilibre thermique. 
Le temps déterminer dans le cas présent 8000 pas, sera fixé comme pré-condition 
à l'atteinte de l' équilibre thermique. Cette façon de faire peut être coûteuse si l' échantillon 
est de petite taille. 
Nous avons par la suite faite une étude paramétrique laquelle nous avons vérifié l' effet 
de la taille des composants sur la conductivité thermique à l' échelle nanométrique. Nous 
avons observé que plus la taille baisse, moins bonne est la conductivité thermique. Nous 
avons utilisé comme composants, quatre nanofils de silicium de diamètres différents 
(22nm, 37nm, 50nm, et 70nm). Nous avons ensuite comparé les résultats de notre 
simulation avec des données expérimentales [96] et de simulation [13]. De cette 
comparaison, nous avons remarqué que la prise en compte ou non d' impuretés dans 
les matériaux pourrait influencer fortement la simulation. 
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Nous avons par la suite simulé une mince couche de silicium de 50nm de diamètre 
à température allant 300K à 5000K. Le résultat de cette simulation a été comparé à l'étude 
réalisé par Asheghi M. et al [98]. 
Pour terminer notre étape de la validation, nous avons comparé nos résultats 
de simulations avec des résultats obtenus avec le logiciel Quamc2D [16]. Nous avons 
utilisé comme modèles, un MOSFET, un Dual-Gate FET et un MOSFET SOI. 
La comparaison des résultats des deux premiers modèles est très proche. Le dernier modèle 
présente des divergences. La différence entre ces résultats se situe au niveau de la non prise 
en compte des conditions frontières dans notre simulation, et surtout par la mobilité 
des particules entre les différents domaines de calcul. 
Les simulations et les validations effectuées nous permettent d'affirmer qu'une fois 
optimisé, l'outil (BVSim_nano) développé pourrait être très utile dans le processus 
de conception et de développement des nanosystèmes. Il permettra de faire l'analyse 
électrothermique du système et ou de certains composants critiques du système (exemple de 
la couche de silicium dans le MOSEFET SOI), afin de donner une bonne indication dans le 
choix des matériaux et même dans le choix de la géométrie du nanosystème. 
Plusieurs travaux traitent des phénomènes électrothermiques à l'échelle nanométrique. 
Cependant tous les modèles proposés utilisent comme paramètres de calcul, la vitesse 
des particules, le temps de relaxation et le libre parcourt moyen des particules. 
Le modèle que nous proposons n'utilise aucun de ces paramètres, il se base uniquement 
sur l'interaction entre les particules et leur potentiel d'échange pour évaluer l'énergie 
du système et par la suite, la conductivité thermique ainsi que la chaleur spécifique. 
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Cette différence est très importante car la vitesse des particules, le temps de relaxation 
et le libre parcourt moyen des particules sont fortement dépendant de la taille des systèmes. 
Leur utilisation pourrait donc s'avérer problématique lorsque la taille des systèmes (ce qui 
est de plus en plus le cas) est inférieure à ces paramètres. C'est essentiellement pour cette 
raison que lors de notre démarche, nous avons choisit des paramètres qui ne dépendent pas 
de la taille des systèmes. En plus de cet aspect (très important), nous avons proposé 
une architecture parallèle en utilisant la norme MPI. 
Sans avoir fait l'évaluation de l'apport de la parallèlisation de notre application, nous 
restons convaincus qu'il serait de loin plus performant qu'un code séquentiel. 
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Chapitre 6 - Conclusion 
L' étude des nanosystèmes a fait l'objet de plusieurs recherches cette dernière décennie. 
Cependant les travaux reliés à la chaleur dégagée par ces nouveaux composants sont 
mInImes. 
Le but de nos travaux de recherche, vise à fournir à l'industrie et au milieu académique, 
un outil d ' évaluation et de simulation du flux thermique au sein des nanosystèmes. 
La méthodologie utilisée consiste dans un premier temps, à déterminer des lois 
de la physique et des équations mathématiques à même de satisfaire aux réalités de cette 
nouvelle échelle de grandeur. Ensuite, il nous fallait trouver des algorithmes réalistes 
et peut coûteux, qui nous permettrons d'implémenter et de valider de façon pratique 
les différents modèles issus des lois physique et des équations mathématiques déterminer 
précédemment. Il nous fallait aussi déterminer, les différents supports informatiques qui 
pourraient nous permettre en temps réel de faire nos différentes simulations et validations 
pour finalement aboutir à l' outil désiré. 
La problématique principale de notre étude, est liée à la gestion de la chaleur dans 
les nanosystèmes. En plus, les outils dédiés à la simulation thermique des macro systèmes 
ainsi que des microsystèmes, ne sont plus adéquat pour l'analyse des nano système. 
Les lois physiques utilisées dans la réalisation de ces outils ne sont plus vérifiées à l'échelle 
nanométrique. Une autre problématique est celle liée au temps de simulation 
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et de validation de nos différentes évaluations, certaines simulations pouvant prendre 
jusqu'à plusieurs jours d'exécution. 
En effet, comme plusieurs études ainsi que plusieurs années de pratique en ingénierie 
l'ont démontrée, une bonne simulation numérique vaut mieux que plusieurs manipulations 
ou montages par « essai erreur ». Donc tout outil permettant de prévoir où d'avoir une idée 
du comportement d'un système lors de sa conception est le bien venu. En particulier 
lorsqu' il s' agit de composants difficilement manipulables tel que les nanosystèmes. 
Les lois de la physique classique n'étant plus vérifiées à l' échelle nanométrique, il faut 
se tourner vers d'autres lois, celle de la physique quantique dont la loi d'onde 
de Schr6dinger ainsi que la loi de Boltzmann nous semblaient les plus indiqués pour 
la résolution de notre problème. La complexité de la résolution classique de ces équations, 
nous a conduit à considérer des méthodes statistiques de résolution. Nous nous sommes 
penché sur les simulations de Monte Carlo dont celle dite de «Métropolis» qui s' avère 
très intéressante car intègre déjà la notion de température (elle utilise la probabilité 
de Boltzmann). L'utilisation de méthode statistique pose un problème majeur, celui 
de la représentativité de l'échantillonnage donc du temps de calcul et de support 
de stockage. Pour répondre à cette problématique, nous avons décidé d' utiliser (pour avoir 
un échantillonnage représentatif ainsi qu'un meilleur temps de calcul) des algorithmes 
parallèles avec la norme MPI, puis implémenter le tout sur des calculateurs de haute 
performance (HPC). Ces calculateurs ayant plusieurs nœuds de calcul, il nous sera donc 
possible de repartir les taches de calcul entre ces différents nœuds ce qui permettra 
de réduire de façon considérable le temps de calcul et en même temps le problème 
de stockage. Les HPC que nous avons identifiés pour notre étude sont entre autres, 
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le WestGrid, le CLUMEQ et l'ACNET. Parmi tous ces réseaux de calcul, nous avons 
utilisé le réseau CLUMEQ pour faire nos simulations. Après avoir fait un tour d' horizon 
et analysé nos besoins, nous avons trouvé que tous les réseaux étaient en mesure 
de satisfaire nos demandes donc notre choix n ' est en rien un quelconque avantage du réseau 
CLUMEQ sur les autres plus haut mentionnés. 
À travers cette thèse, nous avons utilisé le modèle d'Ising comme modèle de base pour 
notre démarche. Cela nous a permis de prendre en compte toutes les interactions entre 
les différentes particules des systèmes que nous avons simulés. Nous avons relevé le défi 
de la représentativité des échantillons lors de la simulation des systèmes, 
par la parallélisation. En effet, nous avons utilisé la décomposition en domaines pour 
diviser nos différentes tâches (les différentes sections du système) afin de les repartir sur 
plusieurs nœuds de calcul. 
Nous avons fait plusieurs simulations, dont les résultats sont présentés au chapitre 5 
de cette thèse. À travers ce chapitre, nous avons comparés nos résultats à ceux 
de la littérature et à ceux obtenus avec le logiciel Quamc2D. Les résultats sont très 
intéressants et très encourageants. Cependant, malgré ces résultats des étapes restes 
à affranchir pour aboutir à un outil entièrement satisfaisant. Les étapes telle que la prise en 
compte effective des conditions physiques réelles des systèmes seraient un apport non 
négligeable lors du couplage des nanosystèmes avec d'autres systèmes physiques de tailles 
différentes. 
Aussi la prise en compte de la différence entre les particules pourrait nous permettre 
une meilleure appréciation de leur effet dans certaines conditions particulières comme par 
l' exemple le comportement des impuretés dans un réseau de silicium à basse température. 
109 
Dans notre approche, nous simulons les interactions entre toutes les particules du réseau 
cependant, nous ne prenons pas en compte le déplacement des particules entre les différents 
nœuds de calcul, cela peut aussi être à l'origine de certaines disparités entre les résultats 
que nous avons obtenus et ceux obtenus avec le logiciel Quamc2D. 
Toutes ces raisons qui ont été à l'origine des différences lors de la validation de notre 
application et les autres travaux feront l'objet de notre orientation future. 
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