Abstract. We outline the new approach to a characterization as well as to classification of positive maps. Our approach is based on the facial structures of the set of states and the cone of positive maps. The obtained characterization of positive maps is applied to a discussion on quantum correlations and entanglement.
INTRODUCTION
The aim of this paper is to bring together two areas, theory of positive maps on C * -algebras and the abstract characterization of the set of states on a C * -algebra. In a sense, the present paper concerning crucial aspects of quantization procedure, is the second part of our recent publication [26] . The classification of positive maps and the full characterization of states are at the heart of quantum theory, thus in particular, in the foundations of quantum information theory [1] , [20] .
To be more precise, the full description of the set of states of a physical system, a complete characterization of distinct types of states, and detailed account of properties of maps of states into states (i.e. the Schroedinger approach to dynamical maps) involves various aspects of affine structure of the convex set of (all) states. The standard tool for a study of convex compact sets is Krein-Milman theorem saying that such a set is the closure of the convex hull of its extreme points. In particular, this idea was used by Størmer [37] for a classification of positive maps. But, such approach depends on the description of extreme positive maps. The desired characterization of the extreme positive maps was obtained only for M 2 (C)-case (M n (C) stands for the set of all n by n matrices with complex entries). Hence it is natural to go one step further and consider the studied set as a (convex compact) subset of ordered Banach space. A characterization of certain subsets of the set of all states would provide a nice illustration of such method. Namely, using the Krein approach to the geometric version of Hahn-Banach theorem one can introduce special functionals being basic instruments for a characterization of some subsets of states. For example, using the witness of entanglement (cf. page 452 in [20] ) one can get more detailed analysis of entanglement.
Further, we can combine the ordered Banach space technique with the theory of linear positive unital maps in a such way that the algebraic structure of the underlying algebra is employed. In this manner we can get a better understanding of the structure of subsets of states. This is due to the fact, that the "plain" language of ordered Banach spaces, in general, does not "feel" the non-commutativity of the underlying algebra. Consequently, there is a need for a suplementary geometrical structure of the set of states to establish rigorous relations between the theory given in terms of states and the algebraic structure of the set of observables, i.e. to get more complete knowledge of the nature of "the equivalence" between Schroedinger and Heisenberg's picture. We note that the need for clarification of the mentioned relations between these two pictures is not new. Dirac [11] working within the context of quantum electrodynamics has already noted the problems with equivalence of Heisenberg and Schroedinger pictures. As another example, we wish to point out problems emerging from the description of quantum chaos, [29] . In this paper we will provide the mathematical argument showing the necessity for a new look upon the discussed equivalence, see Section 3.
Our approach will stem from the so called dix for the Glossary). Namely, the abstract characterization of the set of observables (Heisenberg picture) was founded by von Neumann some seventy years ago in [33] while the essence of the abstract characterization of the set of states (Schroedinger picture) is contained in the Kadison question. The answer to the Kadison question, provided recently by Alfsen and Shultz in [2] and [3] , will be our starting point.
We will show that pure quantum features of non-commutative dynamical systems such as:
peculiar behaviour of positive maps, quantum correlations, entanglement can be more easily understood within the mathematical framework which will be introduced in subsequent sections.
The main idea of our approach is to replace small boudary subsets (extereme points) by larger subsets for which we have the explicit description. In particular, we propose a modification of Størmer's approach to the classification of positive maps -to replace extreme positive maps by maximal faces of n-positive maps; for appropiate definitions see Section 2. Here, we note only that an extreme point is a face, thus it is contained in a maximal face. As we will see in Section 4, Kye gave [22] - [24] the complete characterization of appropiate (i.e. maximal) faces. This demonstrates that the choice of maximal faces seems to be best adapted for our purpose.
The paper is organized as follows. In Section 2 we review some of the standard facts on theory of convex sets and set up notation and terminology. Our presentation is entirely based on the material from two fundamental books by Alfsen-Shultz [2] and [3] . Section 3 is devoted to the study of positive maps from physical point of view. Again, using Alfsen-Shultz monographs we will compare Finally, we want to stress that to make the paper more accesible to quantum computing audience we shall deliberately resign from the full generality. Consequently, although the theory may be formulated in general C * -algebra terms we will be interested mainly in B(H) (i.e. the C * -algebra of all linear bounded operators on a Hilbert space H).
GEOMETRY OF STATE SPACES
Let F be a convex subset of a convex set S in some Banach space. F is said to be a face of S if the following property holds:
A proper face F is a face of S which is neither S itself nor the empty set. Note that a face of a face is a face. It is also clear that the intersection of faces is again a face. Therefore, there is a unique smallest face contained in a given subset. For a family {F i ; i ∈ I} of faces, we denote by ∨ i∈I F i , the smallest face containing every F i . Hence, the set F (S) of all faces of a convex set S is a complete lattice with respect to the partial order induced by the set of inclusions.
Here and subsequently, S will denote the set of all states on a C * -algebra A = B(H). Let (H ̺ , π ̺ , Ω ̺ ) be the GNS triple associated with a state ̺ on C * -algebra A. Then, one has the following nice characterization of the face f ace(̺) generated by the state ̺. Namely, for every positive functional σ ∈ f ace(̺) there exists a unique positive element
Here, π ̺ (A) ′ stands for the commutant of π ̺ (A); see Glossary for the basic terminology. Moreover, the map φ : σ → b is an order preserving affine isomorphism of f ace(̺) onto (π ̺ (A)
To proceed with the discussion of the geometry of state space we will need two concepts. The first one is the so called projective face which can be characterized as follows. Let F be a norm closed face in S. If p is the carrier projection of F (the smallest projection p such that σ(p) = ||σ||
is a face associated with the projection p and therefore called the projective face.
Let p ∈ B(H) be an orthogonal projection. Then the map: p → F p determines an isomorphism from the lattice of closed subspaces of H to the lattice of norm closed (projective) faces of S. The closed faces associated with a projection have another intersting property which will be useful to fully understand the Alfsen-Shultz result. Namely, if p is a projection onto closed subspace spanned by a family of unit vectors {η i } i∈I ⊂ H, then the norm closed face F associated with p is the smallest face of S that contains the vector states (ω i ) i∈I where ω i (·) = (η i , · η i ).
As a corollary one has the following result. The face generated by two distinct extreme points of the normal state space of B(H) is an Euclidean 3-ball, i.e. the face is affinely isomorphic to the closed unit ball in Euclidean 3-dimensional space.
The second concept, orientation, is another important ingredient of affine structure of the set S. For the sake of conciseness of this work we present this concept only extremely briefly, but it is a necessary "tool" for understanding the relation between the affine structure of the set S and the Jordan structure of the corresponding algebra.
To illustrate this idea let us consider the algebra of all 2 by 2 matrices with complex entries, M 2 (C), so a very special example of B(H). It can be shown [2] that the affine structure of the state space determines the Jordan product on M 2 (C) uniquely. However, there are two possible C * -products, both being well defined Jordan products: the usual one
But, the definition of the set of positive elements in M 2 (C) is not affected by the discussed ambiguity. This clearly shows that an additional concept is necessary to determine the form of the product in the algebra.
Let us be more formal and set up some more of the language used in the geometrical characterization of state space. A self-adjoint operator s ∈ B(H) is called (e-) symmetry if s 2 = 1 (s 2 = e, e a projector, respectively). Then, to each symmetry with canonical (spectral) decomposition s = p − q (p, q are orthogonal projectors, pq = 0, and p + q = 1 or p + q = e respectively)
we assign the pair of projective faces (F p , F q ) called the associated generalized axis. Having the concept of (e-) symmetries one can generalize the idea of orthogonal frame of axes in the state space S(M 2 (C)) which, we recall, is affine isomorphic to the ball in 3 dimensional Euclidean space.
In general, the triple of symmetries (r, s, t) is called a Cartesian triple if the following conditions are satisfied:
, where • stands for the Jordan product.
• U r U s U t = id, id stands for the identity operator while U r a ≡ rar for any a ∈ B(H) and any symmetry r.
A nice example of a Cartesian triple of symmetries for M 2 (C) is provided by Pauli spin matrices.
The question of existence of Cartesian triples is settled by the following result: a von Neumann algebra M (so in particular, B(H)) contains a Cartesian triple of e-symmetries if and only if e is a halvable projector, i.e. e is a sum of two equivalent (in the von Neumann sense) projectors.
Then, F e is affinely isomorphic to the normal space of the local algebra eMe.
Example 2.1. M 4 (C) contains two families of Cartesian triples of e-symmetries. One for e of rank 2 and the one for identity. Note, that for M 2 (C) one has only one family of discussed triples:
the one which is associated with I.
Now we can define the mentioned concept of orientation for a von Neumann algebra B(H).

Firstly, the local orientation of B(H) is a unitary equivalence class of Cartesian triples in eB(H)e
where e is a halvable projection in B(H). Then the global orientation is defined as a "continuous choice" of local orientations. It can be proved (cf. [2] 
) that there is one-to-one correspondence between global orientations of B(H) and Jordan compatible associative products in B(H).
After these preliminaries we are in position to give the answer to Kadison question. Here, we will do it for B(H) only (for a general treatment see [3] ). • Every norm exposed face is projective.
• The σ-convex hull of extreme points of K equals K.
• The face generated by every pair of extreme points of K is a 3-ball and is norm exposed.
It is worth pointing out that since the 3-ball constitutes the so called Bloch ball which coincides with the state space for the standard two-level system the last condition of Theorem 2.2 clearly indicates the fundamental role of qubits. In other words, the set of "two dimensional states" plays "locally" a crucial role in the general characterization of the set of all normal states over B(H).
POSITIVE MAPS AND THEIR DUALS.
Let P 0 denote the convex set of all σ-weakly continuous unital positive linear maps from the von Neumann algebra B(H) into itself (the subscript " 0 " stands for unital). We emphasize that contrary to the standard conjecture saying that only completely positive maps have a direct interpretation as dynamical maps, the class P 0 of plain positive maps also seems to be relevant for description of time evolution (see [16] for the recent discussion of this question). Let us turn to the question of dual (transposed) maps, i.e. maps defined on the set of states. Suppose T ∈ P 0 and define (T * ω)(a) = ω(T a) where a ∈ B(H) and ω is a normal state on B(H). Then 
where 
for any a ∈ B(H 1 ) and any linear normal functional ω on B(H 2 ). Then, the following statements are equivalent:
• (T * 0 ) −1 preserves complements of projective faces.
• (T * 
for all ω ∈ S and a ∈ A.
Recall that any Jordan isomorphism can be splited into the sum of * -isomorphism and * -anti-isomorphism. However, there is a possibility to distinguish between * -isomorphism and * -anti-isomorphism on Schroedinger's picture level. Namely, employing the geometrical structure introduced in Section 2, one has:
Φ is a * -isomorphism if and only if it preserves orientation, and Φ is a * -anti-isomorphism if and only if it reverses orientation.
Summarizing this section one has:
(1) Plain positive maps as well as "hamiltonian" type dynamical maps are not sufficiently sensitive to the facial structure of states when one passes from Heisenberg's picture to the Schroedinger one.
(2) On the other hand, while doing the same with decomposable maps the facial structure is essential.
(3) * -morphism and * -anti-morphism can be distinguishable on the set of states. However, then the geometrical structure of states plays the crucial role again.
(4) Let the time evolution be given in term of a group. Then, continuity properties of the group can strengthen conclusions stemming from the Kadison result for hamiltonian type dynamics (cf. Theorem 3.4). Namely, one parameter group of affine maps on S with suitably strong continuity properties gives rise to a group of * -automorphisms and not merely Jordan automorphisms (see [6] ).
Cosequently, to guarantee the equivalence of description of positive maps in both pictures the Schroedinger picture should be equiped with additional geometrical structure described in Section 2. This conclusion gains in interest if we realize that quantum computing deals with decomposable maps. In particular, a description of entangled states may appeal to the specific geometrical features of the set of states.
FACIAL STRUCTURES FOR STATES AND POSITIVE MAPS.
Having noted that the facial structure plays an essential role, we turn to discuss the facial structures of positive maps and their relations to the corresponding structures of states. Throughout this Section we assume finite dimensionality of H and consider B(H), i.e. M n (C) where n = dimH. is a well-defined homomorphism
where F (P) is the complete lattice of all faces of P.
To give a more specialized result we need the concept of matricially convex faces in CP. Let
for all a ∈ M n (C).
Definition 4.2.
A subset V ⊂ CP is called matricially convex (see [5] , [34] ) if for T i ∈ V, 1 ≤ i ≤ p and for
One has Theorem 4.3 (Smith, Ward [36] ). There is a one-to-one correspondence between matricially convex faces in CP and faces in the state space S.
Now it is clear that this result combined with Theorem 2.2 says that there are "more" faces in CP than projectors in M n (C). Hence, it is natural to restrict the class of faces in which we are interested in. Following this idea we turn to a characterization of all maximal faces of P and CP. We begin with 
where V ∈ M n (C) and ⊥ is understood in the sense of the inner product < V, W >= T r(W * V ).
T W and W are defined via relation 3.1.
Consequently, for finite dimensional case, there is a complete characterization of maximal faces in P and CP. Moreover, in the considered case, every face of D is the convex hull of a face of CP and a face of completely copositive maps co − CP (cf [23] ). Hence, also one has as a corollary 
where ∂CP stands for the boundary of CP. Moreover, for such V (4.5)
Again, there is a more specialized result, see [22] . Namely, denote by P k the convex cone of all k-positive maps from M n (C) into M n (C). Kye has shown that every maximal face of P k corresponds to an n × n matrix whose rank is less or equal to k. Consequently, the number of maximal faces of P k is growing when k is increasing. However, the number of maximal faces of P k which are contained in the boundary of P is constant and determined by matrices of rank one (see Corollary 3.2 in [22] ). We end this section with another Kye's result (see [24] )
Proposition 4.8. (Kye) For a positive linear map T ∈ P, the following are equivalent:
• T is an interior point of P.
•
Consequently, interior points of P are "far" from F max (p ξ , η).
POSITIVE MAPS AND LOCALLY DECOMPOSABLE MAPS
In this Section we outline briefly the general construction of a linear positive map T : B(H) → B(K) with an emphasis on the local decomposability and extreme positive maps. Here, again, H and K are finite dimensional Hilbert spaces of dimension greater than 1.
For any x ∈ H we define the linear operator V x : K → H ⊗ K by V x z = x ⊗ z for z ∈ K. By e x,y where x, y ∈ H we denote the one dimensional operator on H defined by e x,y u = (y, u)x for u ∈ H, i.e. e x,y ≡ |x >< y|. For simplicity reasons, if {v i } n 1 is a basis in H, we will write V i and e i,j instead of V vi and e vi,vj for any i, j = 1, 2, ..., n when no confusion can arise.
Let H ∈ B(H ⊗ K). Define T H : B(H) → B(K) as follows (5.1)
T H (e x,y ) = V *
x HV y where x, y ∈ H. It was Choi, [7] , who firstly discovered correspondences among various types of H ∈ B(H ⊗ K) and classes of linear positive maps T H (see also [15] ). We will need the following result (cf. The important point to note here is that there is the explicit relation between H and T . Namely, cf. [30] , suppose T : B(H) → B(K) is any positive map and define
for a basis {ξ j } in H. For any y, w ∈ K we have
where e ij ≡ |ξ i >< ξ j |.
In the sequel, we will need another very important property of any positive map. This property called local decomposability is defined as follows (cf [37] ):
Definition 5.2. A linear map τ : B(H) → B(H) is locally decomposable if for 0 = x ∈ H,
there exists a Hilbert space K x , a bounded operator V x : K x → H and a C * -homomorphism
for all a ∈ B(H). Hence, every positive linear map is locally decomposable, but in 2D-case (two dimensional) the notions of decomposability and local decomposability are the same as exactly for this case every positive map is decomposable one, see [37] . Going to higher dimensions, so for nD-case (n dimensional) with n > 2, there are non-decomposable maps which are only locally decomposable.
It was Størmer who proved
This explains our remark given in Introduction that properties of positive maps for 2-level systems and 3-level systems are dramatically different. We claim that to understand this difference we should use the above presented facial geometry of the underlying convex structures. This will be done in the next Section.
However, we want to close this Section with another Størmer's result. He obtained in 2D-case (and only for this case) the classification of extreme points in P. 
Following GNS recipe one has 
φT . V η and π η are given by
Consequently, we are able to write all ingredients of local decomposability in explicit way.
However, to obtain decomposability within the Størmer construction one should add the additional condition (see [31] ). To present this result we need some notations. If ξ and η are arbitrary unit vectors in C 2 then let ξ 1 , ξ 2 be an orthonormal basis in C 2 such that ξ 1 = ξ, ξ 2 = ξ ⊥ and similarly η 1 , η 2 be a basis such that η 1 = η. Again, by e ij we denote the operator |ξ i >< ξ j | for i, j = 1, 2.
Proposition 6.1. Suppose a unital positive map T ∈ F max (p ξ , η). Let K η , V η and π η be as in (5.4) (and described by 6.3 -6.4) . Then the condition for local decomposability
is satisfied if and only if
Tr{T (e 12 )} = Tr{T (e 21 )} = 0, Tr{T (e 22 )} = 1,
This result clearly shows that even in the simple 2D case, local decomposability does not lead directly to decomposability (we recall that in 2D case each positive map is decomposable one).
However, for the considered case one can go one step further (see [31] ). Namely, easy calculations lead to the explicit form of H T = i,j ξ ij ⊗ T (ξ ij ) (cf. (5.2) ). One has (6.8)
The important point to note here is the rather striking similarity between (6.8) and the Størmer result (5.5). Namely, the Choi's matrix for extreme positive map has the form (6.10)
Secondly, we note that LHS(6.9) does not depend on phases of the complex numbers (v, η k ), k = 1, 2 while RHS(6.9) does depend on. In particular, there are many such vectors v ∈ C 2 with the property that the coefficient of z (y) in (6.9) is equal to 0. This indicates a possibility of splitting the family of matrices (6.8) into two classes (6.14) and
The maps determined by matrices of the form (6.13) have the very interesting property. To describe this feature of the corresponding positive maps we recall Choi's result saying (see Section 5) that a map determined by a positive matrix is completely positive, i.e. T is a completely positive map if and only if the 2 × 2 operator matrix
is positive. We recall e ij ≡ |ξ i >< ξ j |. On the other hand, it is well-known [4] , [9] that the matrix of the form (6.15) is positive if and only if T (e 11 ), T (e 22 ) are positive and T (e 11 ) ≥
T (e 12 )T (e 22 ) −1 T (e 12 ) * . Here if T (e 22 ) is not invertible T (e 22 ) −1 is understood to be its generalized inverse. The last, Ando-Choi, inequality leads to the following condition on λ ′′ , z ′′ and t ′′ :
On the other hand, Corollary 8.4 in [37] implies that the map T H (i.e. the map determined by the matrix H of the form 6.13) is positive if and only if
for any x ∈ C 2 . In particular
Without loss of generality we can assume
The only one admissible case is that with the discriminant of the quadratic equation (6.20) is negative, i.e. ∆ ≤ 0. However, this implies
But this means that for the studied class of maps, positivity implies complete positivity.
Now, let us turn to maps determined by matrices of the form (6.11). The first easy observation says that an application of partial transposition to matrices of the form (6.11) leads to matrices of the form (6.13). But then combining the argument given in the preceding paragraph with the relation between the matrix H and the positive map T H given in Section 5 one can conclude that matrices of the form (6.11) correspond to co-completly positive maps. Therefore, the considered splitting of matrix (6.8) corresponds to decomposition of a positive map.
Consequently, we arrived to the explicit form of each unital positive map T in the face F max (p ξ , η) (see Section 5) with the decomposition property. Namely:
where, we recall, ξ 1 ≡ ξ, ξ 2 ≡ ξ ⊥ , anologously for η's. Moreover, λ, z, y, and t satisfy condition of the type (6.9). Clearly, this gives any map S ∈ P sine such S is a convex combination of maps having the form 6.22 -6.24.
Now, let us turn to 3D-case. Again, our starting point is the explicit form of maximal faces in C 3 such that ξ 1 ≡ ξ and η 1 ≡ η respectively. We observe (6.25)
We can only conclude from (6.25) that T (p ξ k ), k = 2, 3 are positive operators in B(C 3 ) such that their sum T (p ξ2 ) + T (p ξ3 ) has η 1 as its eigenvector. Consequently, we have rather poor knowledge about the spectral form of T (p ξ2 ) and T (p ξ3 ). This implies that the Choi's matrix H is basically unknown. In other words, the restriction on a positive map T H stemming from the Choi's matrix H are too weak to guarantee the similar form of splitting of the Choi's matrix which we had for 2D-case. As a result, there is a "room" for positive maps which do not respect the studied decomposition and non-decomposable maps appeared.
POSITIVE MAPS VERSUS ENTANGLEMENT
Positive maps as well quantum correlations exhibit their non-trivial features only when they are defined on non-commutative structures, so in quantum mechanics setting. Hence, it is not surprising that the concept of entanglement, strictly related to quantum correlations (see [27] )
plays an important role in quantum computing [1] , [20] . Its analysis indicates that there is a need for an operational measure of entanglement. This demand is strenghtened by the observation that the number of states that can be used for quantum information is measured by the entanglement.
On the other hand, the programme of classification of entanglement (so quantum correlations) seems to be a very difficult task. In particular, it was realized that the first step must presumably take the full classification of all positive maps, see [14] , what as a consequence has revitalized the theory of positive maps in Physics. This topic was permanently studied in Mathematics what can be seen from the cited literature (e.g. see [7] - [9] , [17] , [22] - [24] , [36] - [41] ).
To see the relation between positive maps and entanglement, in pure physical terms, let us take a positive map α 1,t : A 1 → A 1 , (A 1 ≡ B(H 1 )), t being the time, and consider the evolution of a density matrix ̺ (where ̺ determines the state in S(A 1 ⊗ A 2 )). In other words, we wish [39] , [40] ). This led to the criterion of separability ( [35] , [14] ) saying that only separable states are globally invariant with respect to the familly of all positive maps.
It is known ( [41] , [7] ) that for the case M k (C) → M l (C) with k = 2 = l and k = 2, l = 3 all positive maps are decomposable. A new argument clarifying this phenomenon was presented in Section 6. Here we note only that for this low dimensional case the criterion for separability simplifies significantly. Namely, to verify separability of a state φ it is enough to analyse (τ ⊗id) d φ,
with τ being the transposition, as other positive maps are just convex combinations of CP maps (they always map states into states) and the composition of CP map with τ ⊗ id.
The situation changes dramatically when both k and l are larger than 2. In that case there are plenty of non-decomposable maps (see [21] and the references given there as well as the preceding Section) and to analyse entanglement one cannot restrict oneself to study τ ⊗ id. Thus, a full description of positive maps is needed. In particular, one wishes to have a canonical form of non-decomposable maps. We note that in Section 6 we obtained only some clarification of the nature of decomposable maps. The importance of the former follows from the observation saying that this class of maps does not contain transposition. On the other hand, the theory of nondecomposable maps offers a nice construction of examples of entangled states (see [13] ). However, the classification of non-decomposable maps is a difficult task which is still not completed ( [38] , [25] ).
We want to close the section with another important remark concerning the relation between quantum correlations and entanglement. Following the idea of coefficient of independence from classical probability calculus one can define (see [27] and [28] ) the coefficient of quantum correlations. If the coefficient of quantum correlations is equal to zero for any A ∈ A 1 ⊗ A 2 then, using the description of locally decomposable maps, one can show that the state φ is separable. This result shows how strong is the interplay between separability and certain subtle features of positive maps. However, this is not unexpected as the indicated correspondence between Schrödinger's and Heisenberg's picture relies on the underlying algebraic structure and geometry of the state space, see Sections 1 and 2 as well as [2] , [10] , and [12] . Nevertheless, it should be stressed that the complete description of quantum correlations as well as the full classification of positive maps are still open and challenging problems.
Appendix: Glossary
In order to make the paper more accessible to readers not really familiar with abstract mathematical terminology we add a glossary, in which the basic notions are defined and some basic facts are noted. The theory of C * -algebras can be find in the books of [6] , [19] while the geometry of states is described in [2] and [3] .
• A Jordan algebra over R is a real vector space A equippped with a commutative bilinear product • that satisfies the identity
for all a, b ∈ A.
• A Banach * -algebra A is called a C * -algebra if it satisfies ||a * a|| = ||a|| 2 for a ∈ A.
• For a subset Y of B(H) the set of operators in B(H) that commute with all operators in Y is called the commutant of Y and is denoted by Y ′ .
• A von Neumann algebra on H is a * -algebra M of B(H) such that M = M " ( " stands for the double commutant). Another name for an (abstract) von Neumann algebra is W * -algebra.
• A homomorphism between two C * -algebras, A 1 and A 2 , is a map Φ : A 1 → A 2 preserving the algebraic structures, i.e. Φ is linear, Φ(ab) = Φ(a)Φ(b) and Φ(a * ) = Φ(a) * . If an inverse homomorphism exists, Φ is called isomorphism.
• A state on a C * -algebra A is a linear functional ω : A → C which is positive (i.e. a ≥ 0 implies ω(a) ≥ 0) and normalized (i.e. ω(I) = 1). The set of all states of A will be called the state space and denoted by S.
• Normal state ω on B(H) is of the form ω(a) = T r(̺ a) where ̺ is uniquely determined positive operator on H having the trace T r equal to 1. The set of all normal states on B(H) will be called the normal state space.
• GNS-representation: if A is a C * -algebra and ω is a state on A, then there exists a Hilbert space H ω , a cyclic unit vector Ω ∈ H ω and a representation π ω of A on H ω such that ω(a) = (Ω, π ω (a)Ω).
• A face F of the state space S of C * -algebra A is exposed iff there exists a a ∈ A and an α ∈ R such that x(a) = α for all x ∈ F and x(a) > α for all x ∈ S \ F .
• A face F of the normal state space K of B(H) is said to be norm exposed if there exists an a ∈ B(H), positive, such that F = {σ ∈ K; σ(a) = 0}. A norm closed face F of the normal state space of B(H) is norm exposed.
• An element p ∈ A is called a projector if p * = p & p = p 2 .
• Two projections e and f in B(H) are said to be equivalent if there exists v ∈ B(H) such that v * v = e and vv * = f .
• The convex hull of a subset E of a real vector space X consists of all elements of the form n i=1 λ i x i where x i ∈ E, λ i ≥ 0 for i = 1, ..., n and n i=1 λ i = 1. It will be denoted by co(E).
• The σ-convex hull of a bounded set F of elements in a Banach space is the set of all sums i λ i x i where λ 1 , ... are positive scalars with sum 1 and x 1 , ... are elements of F .
• An ordered normed vector space V with a generating cone V + is said to be a base norm space if V + has a base K located on a hyperplane H (0 ∈ H) such that the closed unit ball of V is co(K ∪ −K). The convex set K is called the (distinguished) base of V .
• A lattice is a set with order in which every pair of elements p, q has a least upper bound (denoted by p ∨ q) and a greatest lower bound (denoted by p ∧ q).
• Let F stand for the set of projective faces of the normal state space of B(H), ordered by inclusion. Define the map F → F ′ on F by (F p ) ′ = F p ′ for each projector p (p ′ = 1 − p). 
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