Vector bundles over Grassmannians and the skew-symmetric curvature operator  by Stavrov, Iva
Differential Geometry and its Applications 23 (2005) 128–148
www.elsevier.com/locate/difgeo
Vector bundles over Grassmannians and
the skew-symmetric curvature operator
Iva Stavrov
Department of Mathematical Sciences, Lewis and Clark College, 0615 SW Palatine Hill Road,
MSC 110, Portland, OR 97219, USA
Received 21 May 2004
Available online 5 July 2005
Communicated by D.V. Alekseevsky
Abstract
A pseudo-Riemannian manifold is said to be spacelike Jordan IP if the Jordan normal form of the skew-
symmetric curvature operator depends upon the point of the manifold, but not upon the particular spacelike 2-plane
in the tangent bundle at that point. We use methods of algebraic topology to classify connected spacelike Jordan IP
pseudo-Riemannian manifolds of signature (p, q), where q  11, p  q−64 and where the set {q, . . . , q + p} does
not contain a power of 2.
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0. Introduction
Let M be a manifold of signature (p, q). Let TPM denote the tangent space to M at a point P and
let the metric on M be denoted by (·, ·). Furthermore, let R be the Riemann curvature tensor of M with
respect to the Levi-Civita connection ∇ . To every non-degenerate oriented 2-dimensional plane π inE-mail address: istavrov@lclark.edu (I. Stavrov).
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R(π) := ∣∣(x, x)(y, y)− (x, y)2∣∣−1/2R(x, y),
where {x, y} is any of the oriented bases for π . It can be shown (see Lemma 1.9.1 in [3]) that the
operator R(π) is well-defined, i.e., that the definition given above is independent of the chosen oriented
basis for π . In differential geometry one studies the eigenvalue structure of the family of operators{
R(π) :TPM → TPM | π oriented non-degenerate 2-plane in TPM
}
.
One typically imposes one of the following conditions:
(1) The eigenvalue structure of R(π) does not depend on the choice of spacelike plane π ⊂ TPM . In this
case we say that R is spacelike IP at P. If R is spacelike IP at every point P ∈ M , we say that M is
a spacelike IP manifold.
(2) The eigenvalue structure of R(π) does not depend on the choice of timelike plane π . In this case we
talk about timelike IP manifolds. Similarly, we talk about mixed IP—the case where the eigenvalue
structure of R(π) does not depend on the choice of plane π of signature (1,1).
(3) Jordan (spacelike, timelike or mixed) IP: manifolds where not only the eigenvalue structure does not
change with π , but the Jordan normal form as well.
Four-dimensional Riemannian Jordan IP manifolds were first studied and classified by Ivanov and
Petrova in [7]. Subsequently, Gilkey, Leahy and Sadofsky [4] classified Riemannian (Jordan) IP mani-
folds whose dimension is at least five and not equal to seven or eight. They showed that the only examples
of Riemannian Jordan IP manifolds are manifolds of constant sectional curvature and certain warped
products of an open interval by a manifold of constant sectional curvature.
The two examples generalize to the higher signature setting as follows:
Example 0.1.
(1) Let V be a vector space and let g(·,·) be a non-degenerate innerproduct on V . Let K ∈ R with K = 0.
Equip the pseudo-sphere
S := {v ∈ V | g(v, v) = 1/K}
with the metric induced by the inclusion S ⊂ V . Manifold S is a spacelike Jordan IP manifold; for
details the reader is referred to [3].
(2) Let S be the pseudo-sphere discussed in example (1); for K = 0 let S be the flat space. Let ε ∈ {±1}
and let A,B ∈ R satisfy the condition A2 − 4εKB = 0. Set f (t) := εKt2 + At + B and choose a
connected open interval I ⊂ R so that f (t) = 0 on I . We consider
M := I × S with ds2M := ε dt2 + f (t) ds2S.
Manifold M is a spacelike Jordan IP manifold; the reader is referred to [3] for further details.
The classification result of Gilkey, Leahy and Sadofsky [4] has been extended to the higher signature
setting (see Zhang [12,13], and Gilkey and Zhang [5]) as follows:
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ture (p, q), where q  5. Assume that R(π) is not nilpotent for at least one point P ∈ M and 2-plane
π ⊂ TPM . Then one of the following holds:
(1) M is locally isometric to a pseudo-sphere of example (1) above;
(2) M is locally isometric to a warped product manifold described in the example (2) above.
Thus, the rank r is crucial. Zhang [12,13] showed that r  2 in the Lorentzian setting, provided q  9.
He also showed that r  2 if p = 2, q  10, and neither q nor q + 2 are powers of 2. In this paper we
use methods of algebraic topology in order to establish the following result, which extends the work of
Zhang.
Theorem 0.3. Let M be a spacelike Jordan IP pseudo-Riemannian manifold of signature (p, q), where
q  11 and p  q−64 . Set r := rank(R(π)) for any tangential spacelike 2-plane π . Then:
(1) r is even;
(2) r > 2 implies p > 0 and the set {q, . . . , q + p} contains a power of 2.
Theorems 0.2 and 0.3 yield the main result of our paper:
Theorem 0.4. Let M be a connected spacelike Jordan IP pseudo-Riemannian manifold of signature
(p, q), where q  11, p  q−64 and where the set {q, . . . , q + p} does not contain a power of 2. Further-
more, assume that R(π) is not nilpotent for at least one point P ∈ M and 2-plane π ⊂ TPM . Then one
of the following holds:
(1) M is locally isometric to a pseudo-sphere of example (1) above;
(2) M is locally isometric to a warped product manifold described in the example (2) above.
Here is a brief overview of the paper. In Section 1 we explain how to translate the problem at hand
into the language of algebraic topology using vector bundles over Grassmannians. We then develop the
necessary material from the algebraic topology as follows. We introduce the SW-filtration in Section 2
and describe the cohomology ring H ∗(Gr2(m);Z2) as a quotient of the subalgebra of symmetric poly-
nomials A = Z2[u + v,uv] in Section 3. In Section 4 we study the action of the Steenrod squares on
this ring, which we use in Section 5 to find the possible forms of the total Stiefel–Whitney class of a
vector bundle over Gr2(m) of relatively small rank. In Sections 6 and 7, we obtain bounds on the ranks
and SW-filtrations of the vector bundles over Gr2(m) whose rank is relatively small. Finally, the above
are used in Section 8 to prove Theorem 0.3 and, as previously noted, Theorem 0.4 follows as a direct
consequence.
1. Getting algebraic topology involved
Let Gr+2 (m) denote the Grassmannian of oriented 2-dimensional subspaces of Rm. There is a group
action of Z = {±1} on Gr+(m). Namely, we let (−1) act by reversing orientation. Note that the orbit2 2
I. Stavrov / Differential Geometry and its Applications 23 (2005) 128–148 131space of this action is Gr2(m), the (unoriented) Grassmannian of 2-planes in Rm. The action of Z2 on
Gr+2 (m) gives rise to the following line bundle over Gr2(m):
γ1 := Gr+2 (m)× R/(π,v)∼(−π,−v).
This line bundle can also be seen as the second exterior power Λ2(γ2) of the canonical 2-plane bundle γ2
over Gr2(m).
Let P be a point of the pseudo-Riemannian manifold M . Let π be a non-degenerate oriented 2-plane
in the tangent space TPM . It is immediate from the curvature symmetries that
(1.1.a)R(−π) = −R(π) and (R(π)z,w)= −(z,R(π)w) for all z,w ∈ TPM.
Consider a decomposition TPM = V + ⊕ V − of TPM into an orthogonal direct sum of a maximal
positive definite subspace V + and its negative definite complement V −. As the planes π ⊂ V + are non-
degenerate, the relations of display (1.1.a) hold for all π ∈ Gr+2 (V +) ∼= Gr+2 (q). Consequently, we have
a Z2-equivariant map
R : Gr+2 (q) → so(p, q),
where so(p, q) denotes for the set of all skew-symmetric linear maps on R(p,q).
The following lemma enables us to work in so(p + q), the set of all skew-symmetric linear maps on
R
p+q
. The proof of the lemma can be found in [3].
Lemma 1.1. There exists a rank-preserving linear isomorphism
φ : so(p, q) → so(p + q).
We now go back to the map R : Gr+2 (q) → so(p, q) discussed earlier. Composing with the transfor-
mation φ of Lemma 1.1 we get a Z2-equivariant map:
φ ◦R : Gr+2 (q) → so(p + q).
We point out that in the case when M is spacelike Jordan IP, the rank(φ ◦ R(π)) is the same for all
π ∈ Gr+2 (q). Therefore the map φ ◦R fits into the more general framework of odd maps of constant rank.
By odd maps of constant rank we mean Z2-equivariant maps T :X → so(n) such that the rank(T (x)) is
the same for all x ∈ X. For details on odd maps of constant rank the reader is referred to page 273 of [3].
The basic idea is that an odd map of constant rank, T :X → so(n), induces a vector bundle V over X/Z2
with some specific properties. This vector bundle V can best be described as:
V = {(x, v) ∈ X × Rn | v ∈ image(T (x))}/
(x,v)∼(−x,v).
The theory of odd maps of constant rank, when applied to the map φ ◦R, yields the following result.
Theorem 1.2. Let R be a spacelike Jordan IP pseudo-Riemannian manifold of signature (p, q). Set
r := rank(R(π)) for a spacelike 2-plane π . Then there is a vector bundle V over Gr2(q) of rank r such
that
(1) V is a sub-bundle of the trivial bundle 1p+q ;
(2) V ∼= V ⊗ γ1.
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We now summarize the basic properties of the Stiefel–Whitney classes. The reader is referred to
Section 4 of [9] for further details.
Proposition 2.1. To every vector bundle V over a space X we can associate an element w(V ) = 1 +
w1(V ) + · · · + wk(V ) + · · · of H ∗(X;Z2), with homogeneous components wi(V ) ∈ Hi(X;Z2), such
that:
(1) We have wk(V ) = 0, when k > rank(V );
(2) For two vector bundles V1 and V2 we have w(V1 ⊕ V2) = w(V1)w(V2);
(3) If f :X → Y , then w(f ∗(V )) = f ∗(w(V ));
(4) The element w1(γ1) generates H 1(RPn;Z2) ∼= Z2.
The following two properties of Stiefel–Whitney classes follow from the ones given above; for exam-
ple, see [6].
Lemma 2.2.
(1) If V is a trivial vector bundle over a space X, then w(V ) = 1;
(2) If V is a vector bundle of rank r , then w(Λr(V )) = 1 +w1(V ).
The cohomology class w(V ) is called the total Stiefel–Whitney class; the element wi(V ) of Hi(X;Z2)
is called the i-th Stiefel–Whitney class of the vector bundle V . It is also convenient to set w0(V ) = 1. We
see from property (4) of Proposition 2.1 that the generator of the truncated polynomial ring H ∗(RPn;Z2)
is the first Stiefel–Whitney class x := w1(γ1), i.e.,
H ∗(RPn;Z2) ∼= Z2[x]/(xn+1).
Definition 2.3. We say that a vector bundle V has SW-filtration t, denoted d(V ) = t , if
w(V ) ∈
t⊕
i=0
Hi(X;Z2) but w(V ) /∈
t−1⊕
i=0
Hi(X;Z2).
In other words, d(V ) = t means that wt(V ) = 0, but wi(V ) = 0 for i > t .
Many of our arguments are going to be based upon the following properties of the SW-filtration:
Lemma 2.4. Let V and W be vector bundles over X and let V ⊥ and W⊥ be vector bundles such that
V ⊕ V ⊥ and W ⊕W⊥ are isomorphic to trivial vector bundles. Let T be any vector bundle over X such
that w(T ) = 1. We have
(1) d(T ) = d(V ⊕ V ⊥) = 0;
(2) d(V ⊕W) d(V )+ d(W);
(3) d(T ⊕W) = d(V ⊥ ⊕ V ⊕W) = d(W);
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(5) If f :X → Y is a continuous map, and if U is a vector bundle over Y , then we have d(f ∗(U)) 
d(U). Furthermore, if f ∗ :H ∗(Y ;Z2) → H ∗(X;Z2) is injective, then d(f ∗(U)) = d(U);
(6) If vector bundles V and W are stably equivalent, then d(V ) = d(W);
(7) If w(V ) = w(W), then we also have d(V ⊥) = d(W⊥).
The proofs of the properties stated above are straightforward from the axioms of Stiefel–Whitney
classes and will be omitted in the interests of brevity.
3. Background in algebraic topology: H ∗(Gr2(m);Z2)
Consider the formal power series ring Z2[[ξ1, ξ2]], where the indeterminants ξi have degree i. The
element 1 + ξ1 + ξ2 ∈ Z2[[ξ1, ξ2]] is a unit. Thus, for all i  1 there exist polynomials w⊥i (ξ ) of degree i
such that the following equation holds:
1 +w⊥1 (ξ)+w⊥2 (ξ)+ · · · =
1
1 + ξ1 + ξ2 .
Note that we have
(3.1.a)w⊥q (u+ v,uv) =
∑
i1+i2=q
ui1vi2 = u
q+1 + vq+1
u+ v .
This identity is an immediate consequence to the following chain of equalities:
1
1 + u+ v + uv =
1
1 + u ·
1
1 + v =
∑
i0
ui ·
∑
j0
vj =
∑
q0
∑
i1+i2=q
ui1vi2 .
The following theorem was first proved in [2].
Theorem 3.1 (Borel). Adopt the notation established above. Let the indeterminant ξi of the polynomial
ring Z2[ξ1, ξ2] have degree i, and let J2,m be the ideal of Z2[ξ1, ξ2] generated by the polynomials w⊥q for
q m− 1. The map
Φ :Z2[ξ1, ξ2]/J2,m → H ∗
(
Gr2(m);Z2
)
determined by Φ(ξi + J2,m) = wi(γ2)
is an isomorphism of the two graded Z2-algebras.
We use the theorem of Borel and the Splitting Principle in order to represent the ring H ∗(Gr2(m);Z2)
in a way which is more convenient for our computations.
Theorem 3.2. Let I2,m be the ideal of the ring A := Z2[u+ v,uv] generated by polynomials
Pq = u
q + vq
u+ v , for q m.
The map φA :A/I2,m → H ∗(Gr2(m);Z2) defined by φA(u + v + I2,m) = w1(γ2) and φA(uv + I2,m) =
w (γ ) is an isomorphism.2 2
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degree i; the isomorphism takes ith elementary symmetric function σi to the indeterminant ξi . The-
orem 3.1 now implies we have a surjection φ˜A :A → H ∗(Gr2(m);Z2) taking σi(u, v) to wi(γk). The
kernel of φ˜A is generated by polynomials
w⊥q (u+ v,uv) =
uq+1 + vq+1
u+ v , for q m− 1;
see identity (3.1.a). Therefore, ker(φ˜A) = I2,m. 
In the following theorem we describe the ideal I2,m explicitly.
Theorem 3.3. Let A = Z2[u + v,uv] ⊂ Z2[u,v] be the subalgebra of symmetric polynomials in two
variables. Let I2,m be the ideal of A generated by polynomials Pq = uq+vqu+v for q m. Let (u+ v) be the
ideal of A generated by u+ v and let (uv) be the ideal generated by uv.
(1) If p is a homogeneous symmetric polynomial of degree at least 2m− 3, then we have that p ∈ I2,m;
(2) If p ∈ I2,m is of degree at most m− 2, then p = 0;
(3) If p ∈ (u + v)I2,m, then every monomial uavb occurring in p satisfies max{a, b}  m. Also, if p ∈
(uv)(u+ v)I2,m, then every monomial uavb occurring in p has to satisfy max{a, b}m+ 1;
(4) Conversely, if every monomial uavb occurring in a symmetric polynomial p satisfies max{a, b}m,
then p ∈ (u+ v)I2,m;
(5) A polynomial p is an element of I2,m if and only if it is symmetric and every monomial uavb of
(u+ v)p satisfies max{a, b}m.
Proof. Since dim Gr2(m) = 2(m − 2), Hi(Gr2(m);Z2) = 0 for i  2m − 3 because of dimensional
reasons. Assertion (1) now follows from Theorem 3.2. Assertion (2) follows from the fact that the poly-
nomials Pq , for q m, have degree q − 1m − 1. The ideal (u + v)I2,m is generated by polynomials
(u+ v)Pq = uq + vq for q m, while the ideal (uv)(u+ v)I2,m is generated by uv(uq + vq) for q m.
Thus assertion (3) of the lemma. To complete the proof of the theorem, suppose that p is a symmetric
polynomial and that every monomial uavb of p satisfies max{a, b}m. We may then express:
p =
{∑
a>b ca,b(u
avb + ubva) if deg(p) is odd,∑
a>b ca,b(u
avb + ubva)+ cνuνvν if deg(p) = 2ν is even.
By hypothesis, we can restrict the sum to a m. If cν = 0, then we must have ν m and deg(p) 2m.
Consequently, p ∈ I2,m by part (1). We may therefore assume cν = 0. Let a > b with a  m; we have
ua + va ∈ (u+ v)I2,m and ua+b + va+b ∈ (u+ v)I2,m. We finish the proof of the theorem by computing:
uavb + ubva = (ub + vb)(ua + va)+ ua+b + va+b ∈ (u+ v)I2,m. 
The following lemma will be used to see if the “max” condition discussed in part (5) of Lemma 3.3 is
satisfied.
Lemma 3.4. Consider the polynomial (u+v)q+
 ∈ Z2[u,v]. Assume that every monomial uavb occurring
in the expansion of (u+ v)q+
 satisfies max{a, b} q . Then 
  0 and the set S := {q, q + 1, . . . , q + 
}
contains a power of 2.
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 survives after expanding (u + v)q+
 , we immediately have 
  0. We now assume that
the set S described above does not contain a power of 2 and argue for contradiction.
Since q itself is not a power of 2, we can decompose q = 2k + q0, where 0 < q0 < 2k . As the set S
does not contain a power of 2, we also have q0 + ε < 2k . Since q + ε = 2k + q0 + ε, we may expand:
(3.4.a)(u+ v)q+
 = (u+ v)2k (u+ v)q0+
 = (u2k + v2k )(uq0+
 + · · · + vq0+
).
Since q0 + 
 < 2k , the term u2k vq0+
 survives in Eq. (3.4.a). By hypothesis, this means that max{2k,
q0 + 
} = 2k  q . However, we have assumed q = 2k + q0 > 2k . This provides the desired contradic-
tion. 
4. Background in algebraic topology: Steenrod squares
We now review the Steenrod squaring operations Sqi ; the reader is referred to [10] for details.
(1) For each topological space X and each pair of non-negative integers n, i there is an additive homo-
morphism
Sqi :Hn(X;Z2) → Hn+i(X;Z2);
(2) The homomorphisms Sqi are natural;
(3) We have Sq0 = Id;
(4) If x ∈ Hn(X;Z2), then Sqn(x) = x2 and Sqi (x) = 0 for i > n;
(5) Set Sq := Sq0 + Sq1 + Sq2 + · · · ; the map Sq :H ∗(X;Z2) → H ∗(X;Z2) is a unital ring homomor-
phism.
We now describe the homomorphism Sq :H ∗(Gr2(m);Z2) → H ∗(Gr2(m);Z2) and the corresponding
ring homomorphism of A/I2,m.
Theorem 4.1. Let S :Z2[u,v] → Z2[u,v] be the unital ring homomorphism defined by u → u + u2
and v → v + v2. Let φA be the isomorphism between rings A/I2,m and H ∗(Gr2(m);Z2) described in
Theorem 3.2. Then:
(1) The map S preserves the subalgebra of symmetric polynomials A;
(2) The map S preserves the ideal I2,m;
(3) The map S induces a unital ring homomorphism S :A/I2,m → A/I2,m;
(4) We have the intertwining relation φA ◦ S = Sq ◦ φA.
Remark 4.2. Assertion (4) in essence says that the homomorphism S is the “algebraic version” of the
total Steenrod square Sq.
Proof. Consider the automorphism σ of Z2[u,v] defined by (σP )(u, v) = P(v,u); algebra A is the
subalgebra of polynomials fixed by σ . Assertion (1) follows from the fact that S ◦ σ = σ ◦ S.
To prove the rest of the lemma, we apply the Splitting Principle to the vector bundle γ2 over Gr2(m).
We thus have a fiber bundle π : Flag(γ ) → Gr (m) such that:F 2 2
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(2) There exist line bundles L1,L2 over Flag(γ2) such that π∗F (γ2) ∼= L1 ⊕L2.
Set α := w1(L1), β := w1(L2). Let φ :Z2[u,v] → H ∗(Flag(γ2);Z2) be the homomorphism de-
termined by u → α, v → β and let φ˜A :A → H ∗(Gr2(m);Z2) be determined by u + v → w1(γ2),
uv → w2(γ2); the homomorphism φ˜A has been introduced earlier in the proof of the Theorem 3.2.
The naturality of Stiefel–Whitney classes implies π∗F (w1(γ2)) = α + β and π∗F (w2(γ2)) = αβ . Thus,
π∗F ◦ φ˜A = φ|A.
The properties of the Steenrod squaring operations yield Sq ◦ φ = φ ◦ S. Indeed,
Sq ◦ φ(u) = Sq(α) = α + α2 = φ(u+ u2) = φ ◦ S(u)
and similarly Sq ◦ φ(v) = φ ◦ S(v). We use the fact that the homomorphism S preserves A to see that
Sq◦φ|A = φ|A ◦S. It now follows from the relation π∗F ◦ φ˜A = φ|A, the naturality of the Steenrod squares
and the injectivity of π∗F that
π∗F ◦ Sq ◦ φ˜A = π∗F ◦ φ˜A ◦ S, i.e., Sq ◦ φ˜A = φ˜A ◦ S.
Consequently, S(I2,m) = S(ker(φ˜A)) ⊂ ker(φ˜A) = I2,m. This completes the proof of the lemma. 
We finish this section with the following proposition, which is also a consequence of the Splitting
Principle. The proposition generalizes a result used by Stong [11]; we will use it in a similar context
subsequently. For the proof of the proposition the reader is referred to Lemma 4.3.19 in [3].
Proposition 4.3. Let V be a vector bundle over a space X and let d(V ) = t be the SW-filtration of V .
The total Steenrod square Sq satisfies
Sq
(
wt(V )
)= wt(V )w(V ).
5. The total Stiefel–Whitney class and the exterior powers of γ2
The main result of this section is Theorem 5.1; it describes the form of the total Stiefel–Whitney class
of a vector bundle V over Gr2(m), provided the rank of V is relatively small.
Theorem 5.1. Let V be a vector bundle over Gr2(m). If d(V )  m−22 , then there exist non-negative
integers α and β such that 2α + β = d(V ) and
w(V ) = w(αγ2 ⊕ βγ1).
The starting point of our analysis is the Proposition 4.3. Roughly speaking, this proposition points out
two important properties of the Stiefel–Whitney classes of a vector bundle:
(1) The top non-vanishing Stiefel–Whitney class wt(V ) divides the total Steenrod square Sq(wt(V ));
(2) The total Stiefel–Whitney class w(V ) is to a great extent determined by the top non-vanishing class
w (V ) and its total Steenrod square Sq(w (V )).t t
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Grassmannian Gr2(m).
Proposition 5.2. Let V be a vector bundle over Gr2(m) and let d(V ) = t . Let P be a homogeneous
symmetric polynomial of degree t such that φA(P + I2,m) = wt(V ). If t  m−22 , then the polynomial P
divides the polynomial S(P ). Moreover, the polynomial Q satisfying S(P ) = PQ also satisfies
φA(Q+ I2,m) = w(V ).
Proof. Our assumption d(V ) = t implies there exists a (non-homogeneous) element Q ∈ A of degree t
such that φA(Q + I2,m) = w(V ). It follows from Proposition 4.3 and the intertwining relation φA ◦ S =
Sq ◦ φA that
φA
(
S(P )+ I2,m
)= φA(PQ+ I2,m).
Since deg(S(P )) = 2 deg(P ) = 2t m−2, and since deg(PQ) = 2t m−2, we see from Theorem 3.3
that S(P ) = PQ. 
We now study homogeneous polynomials P ∈ A which divide S(P ). Before we state the result about
such polynomials, we need to introduce two auxiliary unital ring homomorphisms ε0, ε1 :Z2[u,v] →
Z2[u]. They are defined by evaluation as follows:
ε0(u) = u, ε0(v) = 0 and ε1(u) = u, ε1(v) = 1.
Remark 5.3. The evaluation map ε0 has a geometric background. Consider the natural embedding
ι :RPm−2 → Gr2(m). Since the vector bundles ι∗(γ2) and γ1 ⊕ 1 are isomorphic, we have ι∗(w1(γ2)) =
w1(γ1) and ι∗(w2(γ2)) = 0. These relations, when written in terms of the quotient rings Z2[u]/(un+1) ∼=
H ∗(RPn;Z2) and A/I2,m ∼= H ∗(Gr2(m);Z2), yield u+ v → u and uv → 0. Therefore the evaluation ε0
can be considered as the algebraic version of the pullback to RPm−2.
We would like to point out the properties of evaluations ε0 and ε1 which we are going to use in the
proofs of the subsequent results.
(1) If p is coprime to v and homogeneous, then deg(ε1(p)) = deg(p);
(2) If p is coprime to v and homogeneous with deg(p) = t , then ε0(p) = ut ;
(3) The map ε1 is a bijection between the subspace Z2[u,v]t of all homogeneous polynomials in Z2[u,v]
of degree t and the subset of Z2[u] consisting of all polynomials whose degree is at most t . In
particular,
ker(ε1)∩ Z2[u,v]t = {0}.
(4) We have the intertwining relation ε1 ◦ S = S ◦ ε0.
The following is our result about homogeneous polynomials P ∈ A which divide S(P ).
Proposition 5.4. If P ∈ A is a non-zero homogeneous symmetric polynomial and if P divides the poly-
nomial S(P ), then there exist non-negative integers α and β such that P = (uv)α(u+ v)β .
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Case 1. The polynomial P is not divisible by v. Set t := deg(P ). We start by studying the polynomial
ε0(P ). We have ε0(P ) = ut and
ε1
(
S(P )
)= S(ε0(P ))= S(ut ) = ut(1 + u)t .
By assumption P divides S(P ); hence ε1(P ) divides ε1(S(P )) = ut(1 + u)t . Consequently, there exist
(non-negative) integers t1, t2 such that
ε1(P ) = ut1(1 + u)t2 .
On the other hand, we have that
ε1
(
ut1(u+ v)t2)= ut1(1 + u)t2 = ε1(P ) and
deg
(
ut1(u+ v)t2)= t1 + t2 = deg(ε1(P ))= deg(P ).
Therefore P = ut1(u + v)t2 . We now use the assumption that P is symmetric to see that t1 = 0, i.e.,
P = (u+ v)t .
Case 2. Suppose now P is divisible by v; since P is symmetric, it is also divisible by uv. Let α be the
positive integer determined by P = (uv)α · P ′, where the polynomial P ′ is coprime to v. We compute:
S(P ) = (uv)α(1 + u)α(1 + v)α · S(P ′).
By assumption P divides S(P ). Therefore the polynomial P ′ divides the polynomial
(1 + u)α(1 + v)α · S(P ′).
As P ′ is homogeneous, it is coprime to irreducible factors (1 + u) and (1 + v). Thus, we have that P ′
divides S(P ′). As P ′ is homogeneous, non-zero, coprime to v and divides S(P ′), we may apply case 1.
It follows P ′ = (u+ v)β for some non-negative integer β and P = (uv)α(u+ v)β . 
We are now able to prove our main result.
Proof of Theorem 5.1. Adopt the notation of Proposition 5.2. Proposition 5.4 implies there exist non-
negative integers α and β such that P = (uv)α(u+ v)β . We now compute:
S(P ) = uα(1 + u)αvα(1 + v)α(u+ u2 + v + v2)β
= uα(1 + u)αvα(1 + v)α(u+ v)β(1 + u+ v)β
= (uv)α(u+ v)β(1 + u+ v + uv)α(1 + u+ v)β.
Consequently, Q = (1 + u+ v + uv)α(1 + u+ v)β and
2α + β = deg(Q) = t = d(V ).
Lemma 2.2 implies w(γ1) = φA(1 + u+ v + I2,m) and
w(αγ2 ⊕ βγ1) = φA
(
(1 + u+ v + uv)α(1 + u+ v)β + I2,m
)= φA(Q+ I2,m).
Theorem 5.1 now follows from the fact that w(V ) = φA(Q+ I2,m). 
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As observed in Lemma 2.4, a lower bound for the rank of a vector bundle V is the SW-filtration d(V ).
So, one can obtain information about the rank of a vector bundle V by studying its SW-filtration d(V ).
The SW-filtration is completely determined by the total Stiefel–Whitney class w(V ). We have seen in
Section 5 that the vector bundles of the form αγ2 ⊕ βγ1 play a special role in the classification of all
possible forms for the total Stiefel–Whitney classes of vector bundles over Gr2(m). The goal of this
section is to provide information about SW-filtrations of the bundles complementary to those of the form
αγ2 ⊕ βγ1.
We start by studying the canonical line bundle γ1 over the projective space RPm−1 and its orthogo-
nal complement γ⊥1 . We remind the reader that the cohomology ring H ∗(RPm−1;Z2) is the truncated
polynomial ring with generator x = w1(γ1):
H ∗(RPm−1;Z2) ∼= Z2[x]/(xm).
Lemma 6.1. Consider the vector bundle γ⊥1 over RPm−1. Let a be a positive integer and let l  0 be the
integer determined by 2l−1 < a  2l .
(1) We have that d(γ⊥1 ) = m− 1;
(2) We have that d(aγ⊥1 )m− a;
(3) If m− a  d(aγ⊥1 )m− a + 1, then the set {m,d(aγ⊥1 )+ a} contains an element divisible by 2l .
Proof. We have that w(γ1) = 1 + x. Since γ1 ⊕ γ⊥1 is a trivial vector bundle, we have
w(γ⊥1 ) =
1
1 + x =
∑
i0
xi = 1 + x + · · · + xm−1.
The last relation proves assertion (1). We use Lemma 2.4 to prove assertion (2). We have
d(γ⊥1 ) = d
(
aγ⊥1 ⊕ (a − 1)γ1
)
 d(aγ⊥1 )+ d
(
(a − 1)γ1
)
 d(aγ⊥1 )+ a − 1,
and therefore d(aγ⊥1 ) d(γ⊥1 )− (a − 1) = m− 1 − (a − 1) = m− a.
We now prove assertion (3). Let 
,m′,m′′  0 be integers which satisfy
a = 2l − 
, 0 
 < 2l−1 and
m− 1 = 2lm′ +m′′, 0m′′ < 2l .
As there is nothing to show in the case when l = 0, we assume l  1. We now have a − 1 2l−1 > 
.
Since a = 2l − 
, Lemma 2.4 implies d(
γ1 ⊕2lγ⊥1 ) = d(aγ⊥1 ). It follows from the inequality 2l(m′ +
1)m that x2l (m′+1) = 0 and
w(2lγ⊥1 ) =
1
(1 + x)2l =
1
1 + x2l = 1 + x
2l + x2l ·2 + · · · + x2l ·m′ .
Consequently
w(
γ1 ⊕ 2lγ⊥1 ) = w(
γ1) ·w(2lγ⊥1 ) = (1 + x)
 ·w(2lγ⊥1 )
(6.1.a)= (1 + x)
 + x2l (1 + x)
 + · · · + x2l ·(m′−1)(1 + x)
 + x2l ·m′(1 + x)
.
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of display (6.1.a). So, we must have
d(aγ⊥1 ) = d(
γ1 ⊕ 2lγ⊥1 ) 2lm′.
On the other hand, our assumptions imply
m− a + 1 d(aγ⊥1 ) 2lm′, i.e., m 2lm′ + a − 1 > 2lm′ + 
.
Consequently, the term x2lm′+
 survives after the expansion of the polynomial in display (6.1.a) and we
have:
d(aγ⊥1 ) 2lm′ + 
, i.e., d(aγ⊥1 ) 2l(m′ + 1)− a.
Hence d(aγ⊥1 ) + a  2l(m′ + 1)  m, and the set {m,d(aγ⊥1 ) + a} contains an element divisible
by 2l . 
We now study vector bundles of the form αγ⊥2 ⊕ βγ⊥1 over the Grassmannian Gr2(m), where m 4.
Strictly speaking, vector bundles αγ⊥2 ⊕ βγ⊥1 are only defined up to their stable equivalence class.
However, we are able to ignore this issue, since all we are interested in is the SW-filtration and the
SW-filtration of a vector bundle, by Lemma 2.4, depends only on the bundle’s stable equivalence class.
Lemma 6.2. Consider the vector bundles γ⊥1 , γ⊥2 over Gr2(m) where m  4 and adopt the notational
conventions established above. We have the following:
(1) d(γ⊥2 ⊕ γ⊥2 ) = 2m− 4;
(2) d(γ⊥2 ) = m− 2;
(3) d(γ⊥1 )m− 2 and the set {m, . . . , d(γ⊥1 )+ 2} contains a power of 2;
(4) d(γ⊥1 ⊕ γ⊥2 )m− 3 and the set {m+ 1, . . . , d(γ⊥1 ⊕ γ⊥2 )+ 4} contains a power of 2.
Proof. The rank of the vector bundle γ⊥2 is m − 2. Thus d(γ⊥2 )  m − 2 and consequently d(2γ⊥2 ) 
2d(γ⊥2 ) 2m−4. So, in order to show relation (1) it is enough to show the inequality d(2γ⊥2 ) 2m−4.
We shall assume the opposite and argue for contradiction. For the sake of notational simplicity we shall
suppress the map φA and, for example, write
w(2γ2) = w(γ2)2 = (1 + u)2(1 + v)2 = (1 + u2)(1 + v2) and w(2γ⊥2 ) =
1
(1 + u2)(1 + v2) .
We compute:
(6.3.a)1
(1 + u2)(1 + v2) =
∞∑
a=0
u2a ·
∞∑
b=0
v2b =
∞∑
q=0
∑
a+b=q
u2av2b =
∞∑
q=0
u2q+2 + v2q+2
u2 + v2 .
The homogeneous component in degree 2m− 4 of the last expression in line (6.3.a) is
(6.3.b)u
(2m−4)+2 + v(2m−4)+2
u2 + v2 =
u2m−2 + v2m−2
(u+ v)2 .
Since by assumption d(2γ⊥2 ) < 2m − 4, we see that the last expression must be an element of the
ideal I . By Theorem 3.3, we know that the expression (6.3.b) is an element of I if and only if2,m 2,m
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(u+ v) · u
2m−2 + v2m−2
(u+ v)2 =
u2m−2 + v2m−2
u+ v =
2m−3∑
q=0
u2m−3−qvq
satisfies max{a, b}  m. Taking q = m − 1 in the last expression produces the monomial um−2vm−1,
which does not satisfy the desired property. This contradiction completes the proof of assertion (1).
Assertion (2) is now immediate from the chain of inequalities 2m− 4 d(2γ⊥2 ) 2d(γ⊥2 ) 2m− 4.
We now show property (3). It follows from Lemma 2.2 that
w(γ1) = w
(
Λ2(γ2)
)= 1 + u+ v and consequently
w(γ⊥1 ) =
1
1 + (u+ v) =
∞∑
q=0
(u+ v)q.
Set t := d(γ⊥1 ); we have (u + v)q ∈ I2,m for all q > t . In particular, we have that (u + v)t+2 is an
element of (u + v)I2,m. By Theorem 3.3 every monomial uavb in the expansion of (u + v)t+2 satisfies
max{a, b}m. Lemma 3.4 now implies that t + 2m and that the set {m, . . . , t + 2} contains a power
of 2.
We now show the last assertion of the lemma. As above, we see that
w(γ1 ⊕ γ2) = (1 + u+ v)(1 + u)(1 + v) and consequently
w(γ⊥1 ⊕ γ⊥2 ) =
1
(1 + u+ v)(1 + u)(1 + v) .
We compute:
1
(1 + u+ v)(1 + u)(1 + v) =
( ∞∑
a=0
(u+ v)a
)( ∞∑
b=0
ub
)( ∞∑
c=0
vc
)
=
∞∑
q=0
∑
a+b+c=q
(u+ v)aubvc
=
∞∑
q=0
(
q+1∑
a=0
(u+ v)a · u
q−a+1 + vq−a+1
u+ v
)
=
∞∑
q=0
(
(u+ v)q+2 + uq+2
(u+ v)v +
(u+ v)q+2 + vq+2
(u+ v)u
)
=
∞∑
q=0
(u+ v)q+3 + uq+3 + vq+3
uv(u+ v) .
Set t := d(γ⊥1 ⊕ γ⊥2 ); we have
(6.3.c)(u+ v)q+3 + uq+3 + vq+3 ∈ (uv)(u+ v)I2,m for all q > t.
We use Theorem 3.3 to see that for q > t each monomial uavb appearing in the expansion of (u+v)q+3 +
uq+3 + vq+3 satisfies max{a, b}m+ 1.
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satisfies max{a, b}m + 1. Provided s is not a power of 2, it follows that every monomial uavb in the
expansion of (u + v)s satisfies max{a, b}  m + 1. We use Lemma 3.4 to conclude that at least one of
the following holds:
a) We have that s is a power of 2;
b) We have s m+ 1 and the set {m+ 1,m+ 2, . . . , s} contains a power of 2.
We now return to display (6.3.c) and set q = t + 1; we see that every monomial uavb in the expansion
of (u+ v)t+4 + ut+4 + vt+4 satisfies max{a, b}m+ 1. It follows from the discussion presented above
that either t + 4 is a power of 2 with t + 4m or that the set {m+ 1,m+ 2, . . . , t + 4} contains a power
of 2. Therefore, to complete the proof of the lemma we need to show t + 4m+ 1.
Assume t + 4m is a power of 2 and set q = t + 2 in display (6.3.c). We see that every monomial
uavb in the expansion of (u + v)t+5 + ut+5 + vt+5 satisfies max{a, b}  m + 1. Since t + 4  4, the
integer t + 5 is not a power of 2. Hence t + 5m + 1 and the set {m + 1,m + 2, . . . , t + 5} contains a
power of 2. Since t + 4m, we must have t + 5 = m+ 1 and consequently t + 5 is a power of 2. This
contradiction completes the proof of the lemma. 
7. Vector bundles over the Grassmannian Gr2(m)
In this section we study sub-bundles of the trivial bundle 1m+p over the Grassmannian Gr2(m) for
m 4; we are motivated by Theorem 1.2. We start by obtaining information about the sub-bundles V of
the trivial bundle 1m+p over the projective space RPm−1; this step is necessary as we shall often use the
embedding ι :RPm−2 → Gr2(m).
Lemma 7.1. Let V be a sub-bundle of 1m+p over RPm−1, let w(V ) = w(aγ1) for some a > 0 and let
rank(V ) = r .
(1) We have r  p + a.
(2) Let l  0 be the integer determined by 2l−1 < a  2l . If p + a − 1  r  p + a, then the set {m,
m+ p + a − r} contains an element divisible by 2l .
Proof. Let V ⊥ denote the complementary bundle to V viewed as a sub-bundle of 1m+p; we have
rank(V ⊥) = m+ p − r . Hence
d(aγ⊥1 ) = d(V ⊥) rank(V ⊥) = m+ p − r.
By Lemma 6.1 we have that m− a  d(aγ⊥1 ). Thus
(7.1.a)m− a  d(aγ⊥1 )m+ p − r, i.e., r  p + a.
Furthermore, if p + a − 1 r  p + a, relations (7.1.a) imply
m− a  d(aγ⊥1 )m− a + 1.
We now may apply part (3) of Lemma 6.1 to see that the sets{
m,d(aγ⊥1 )+ a
}⊂ {m,m+ p + a − r}
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The following theorem is the main result of this section.
Theorem 7.2. Let V be a sub-bundle of the trivial bundle 1m+p over Gr2(m) and let rank(V ) = r . Assume
that m 4 and that d(V ) m−22 .
(1) There exist non-negative integers a and b such that
a + 2b r and w(V ) = w(aγ1 ⊕ bγ2);
(2) If w(V ) = w(aγ1 ⊕ bγ2) for some b 2 and a + 2b r , then p m;
(3) If w(V ) = w(aγ1) for some 1 a  r , then
(a) r  p + a + 1,
(b) the set {m,m+ 1, . . . ,m+ p + a + 1 − r} contains a power of 2.
(4) If w(V ) = w(aγ1 ⊕ γ2) for some 1 a  r − 2, then
(a) r  p + a + 2,
(b) the set {m+ 1,m+ 2, . . . ,m+ p + a + 3 − r} contains a power of 2.
Proof. Let V ⊥ denote the complementary bundle to V viewed as a sub-bundle of 1m+p; we have
d(V ⊥) rank(V ⊥) = m+ p − r .
Assertion (1) follows as an immediate consequence of the Theorem 5.1.
We now prove part (2) of the theorem. Our assumption w(V ) = w(aγ1 ⊕ bγ2) implies that d(aγ⊥1 ⊕
bγ⊥2 ) = d(V ⊥)m+p− r . We use the properties of the SW-filtration stated in Lemma 2.4 to compute:
d(2γ⊥2 ) = d
(
aγ1 ⊕ (b − 2)γ2 ⊕ aγ⊥1 ⊕ bγ⊥2
)
 d
(
aγ1 ⊕ (b − 2)γ2
)+ d(aγ⊥1 ⊕ bγ⊥2 )
 rank
(
aγ1 ⊕ (b − 2)γ2
)+m+ p − r
= a + 2(b − 2)+m+ p − r
= a + 2b − r +m+ p − 4m+ p − 4.
By Lemma 6.2, d(2γ⊥2 ) = 2m− 4 and we obtain 2m− 4m+ p − 4, i.e., p m.
We start the proof of assertion (3) by noticing that w(V ) = w(aγ1) implies the inequality d(aγ⊥1 ) =
d(V ⊥)m+ p − r . We compute:
d(γ⊥1 ) = d
(
(a − 1)γ1 ⊕ aγ⊥1
)
 d
(
(a − 1)γ1
)+ d(aγ⊥1 ) rank((a − 1)γ1)+m+ p − r
= a − 1 +m+ p − r = m+ p + a − r − 1.
By Lemma 6.2 we have that m− 2 d(γ⊥1 ) and that the set {m, . . . , d(γ⊥1 )+ 2} contains a power of 2.
Thus
m− 2m+ p + a − r − 1, i.e., r  p + a + 1,
and the set {m, m+ 1, . . . ,m+ p + a − r + 1} contains a power of 2.
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d(γ⊥1 ⊕ γ⊥2 ) = d
(
(a − 1)γ1 ⊕ aγ⊥1 ⊕ γ⊥2
)
 d
(
(a − 1)γ1
)+ d(aγ⊥1 ⊕ γ⊥2 ) rank((a − 1)γ1)+m+ p − r
= a − 1 +m+ p − r = m+ p + a − r − 1.
By Lemma 6.2 we have m− 3 d(γ⊥1 ⊕ γ⊥2 ) and the set {m+ 1, . . . , d(γ⊥1 ⊕ γ⊥2 )+ 4} contains a power
of 2. So, we have
m− 3m+ p + a − r − 1, i.e., r  p + a + 2,
and the set {m+ 1, . . . ,m+ p + a − r + 3} contains a power of 2. 
We conclude this section by studying the special case p = 0, i.e., sub-bundles of the trivial bundle 1m
over Gr2(m). Although not directly related to the geometry of the skew-symmetric curvature operator,
the following results are crucial for the study of symmetric vector bundles over Gr2(m); see [3].
Corollary 7.3. Let V be a sub-bundle of the trivial bundle 1m over Gr2(m) and let rank(V ) = r . Assume
that m 4 and that d(V ) m−22 . The following is the list of all possibilities for the total Stiefel–Whitney
classes and the ranks of V .
(1) We can have w(V ) = 1 and arbitrary r ;
(2) We can have w(V ) = w(γ2) and r = 2;
(3) If m+ 1 = 2k , then we can have w(V ) = w(γ1) and r = 1;
(4) If m+ 1 = 2k , then we can have w(V ) = w(2γ1) and r = 2;
(5) If m+ 1 = 2k , then we can have w(V ) = w(γ1 ⊕ γ2) and r = 3;
(6) If m = 2k , then we can have w(V ) = w(rγ1) and arbitrary r ;
(7) If m = 2k , then we can have w(V ) = w(γ1) and r = 2.
Proof. Adopt the notation used in the proof of the previous theorem. Part (2) of the previous theorem
implies b 1.
If a = b = 0, i.e., w(V ) = 1, we have the case (1) of the corollary.
If a = 0 and b = 1, we have a + 2b = 2  r and w(V ) = w(γ2). Lemma 6.2 now implies m− 2 =
d(γ⊥2 ) = d(V ⊥)  rank(V ⊥) = m − r . Thus r  2 and consequently r = 2. Hence the case listed un-
der (2).
Assume now that a > 0. We analyze cases b = 0 and b = 1 separately. In both cases we use the
pullback along the embedding ι :RPm−2 → Gr2(m) in order to obtain more information. Note that
ι∗(γ2) ∼= γ1 ⊕ 1, ι∗(γ1) ∼= γ1 and that the pullback bundle ι∗(V ) is a sub-bundle of rank r of the triv-
ial bundle 1m = 1(m−1)+1 over RPm−2.
Case 1. We have b = 0; therefore a  r , w(V ) = w(aγ1) and w(ι∗(V )) = w(aγ1). Set 2l−1 < a  2l
for some non-negative integer l. We see from Lemma 7.1 and Theorem 7.2 that a  r  a + 1, that the
set {m− 1,m+ a− r} contains an element divisible by 2l and that sets {m, m+ a+ 1− r} ⊂ {m,m+ 1}
contain a power of 2. If m+ 1 is a power of 2, then we must have r = a. Since m− 1 in this case is not
divisible by 4, we must have 2l  2. So, if m+ 1 is a power of 2, then r  2. In other words, we have the
cases given under (3) and (4). If m is a power of 2, we have cases r = a and r = a + 1. The case r = a
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power of 2, we must have 2l  1, i.e., a = 1. Hence case (7) of the corollary.
Case 2. We have b = 1; hence a + 2  r , w(V ) = w(aγ1 ⊕ γ2) and w(ι∗(V )) = w((a + 1)γ1). Set
2l−1 < a + 1  2l for some non-negative integer l. Theorem 7.2 and Lemma 7.1 imply that r = a + 2,
that m+ 1 is a power of 2 and that m− 1 is divisible by 2l . Since m+ 1 is a power of 2, we see that 2l is
at most 2. Thus a + 1 2, i.e., a = 1 and r = 3. We have obtained the last remaining possibility. 
8. The proof of Theorem 0.3
We have seen in Section 1 how spacelike Jordan IP manifolds induce vector bundles V over the
Grassmannian Gr2(q). These vector bundles are sub-bundles of the trivial bundle 1p+q and satisfy V ∼=
V ⊗ γ1. We are now ready to study such vector bundles.
We start by considering the pullback along the embedding ι :RP q−2 → Gr2(q). What makes the pro-
jective space RP q−2 easier to deal with than the Grassmannian Gr2(q) is the fact that we can work in its
reduced K-theory K˜O(RPn). This is possible due to the work of Adams.
Theorem 8.1 (Adams [1]). Let φ(n) denote the number of integers s which satisfy
1 s  n and s ≡ 0,1,2,4 mod 8.
The stable equivalence class {γ1} ∈ K˜O(RPn) generates K˜O(RPn), and is of order 2φ(n).
Inspection shows that φ(n) is an increasing function of n. So, if 2j  n < 2j+1 and if j  3, then
φ(n) φ(2j ) = 2j−1. Since 2j−1  j + 2 for j  4, we have
n 16 ⇒ φ(n) j + 2.
In fact, we can check that the inequality φ(n)  j + 2 holds for all n  9. Therefore, we have the
following lemma:
Lemma 8.2. Let φ(n) be the number of integers s satisfying
1 s  n, s ≡ 0,1,2,4 mod 8.
Let 2j  n < 2j+1. Then n 9 implies φ(n) j + 2.
Let V now be the vector bundle induced by a spacelike Jordan IP manifold, as in Theorem 1.2.
The pullback ι∗(V ) via the embedding ι :RP q−2 → Gr2(q) is now a sub-bundle of the trivial bundle
1(q−1)+(p+1) over RP q−2 satisfying
ι∗(V ) ∼= ι∗(V )⊗ γ1.
This isomorphism result motivates the following lemma. In the statement of the lemma we use x =
w1(γ1) to denote the generator of the cohomology ring of the projective space.
Lemma 8.3. Let V be a sub-bundle of the trivial bundle 1m+p over RPm−1 of rank r such that V ∼=
V ⊗ γ . Assume that m 10 and that p m− 1. Then:1
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(2) w(V ) = (1 + x)a with a = r2 .(3) r  2p.
Proof. We see from Theorem 8.1 that K˜O(RPm−1) is the cyclic group of order 2φ(m−1) with generator
{γ1}; thus
(8.3.a){V } = aˆ · {γ1}
for the unique integer aˆ satisfying 0  aˆ < 2φ(m−1). Let j be the integer defined by the relation 2j 
m − 1 < 2j+1. We now write aˆ = 2j+1 · a′ + a where 0  a < 2j+1. Note that x2j+1 = 0. Since stably
equivalent vector bundles have the same total Stiefel–Whitney class, we have
(8.3.b)w(V ) = w(aˆγ1) = (1 + x)aˆ = (1 + x2j+1)a′(1 + x)a = (1 + x)a.
We now multiply both sides of relation (8.3.a) by {γ1}; for details on the multiplicative structure of
K˜O(.) the reader is referred to Section 5 of Chapter 2 in [8]. Isomorphisms V ⊗ γ1 ∼= V and γ1 ⊗ γ1 ∼= 1
yield
{V ⊗ γ1} − r{γ1} − {V } = aˆ
({γ1 ⊗ γ1} − {γ1} − {γ1}), i.e., − r{γ1} = aˆ(−2{γ1}).
It now follows from the group structure of K˜O(RPm−1) that r ≡ 2aˆ mod 2φ(m−1). We see from
Lemma 8.2 that m  10 implies φ(m − 1)  j + 2. Consequently, r ≡ 2aˆ mod 2j+2, and r is even.
Moreover, r2 ≡ aˆ mod 2j+1.
Recall from the equation (8.3.b) that w(V ) = (1+ x)a , where a ≡ aˆ mod 2j+1 and 0 a < 2j+1. The
desired equality r2 = a follows as soon as we establish r2 < 2j+1. This inequality follows from
r m+ p  2m− 1 ⇒ r
2
m− 1 ⇒ r
2
< 2j+1.
Finally, we use the relation w(V ) = w(r2γ1) and Lemma 7.1 to conclude
r  p + r
2
, i.e., r  2p. 
Our main result (Theorem 0.3) is an immediate consequence of the Theorem 1.2 and following lemma.
Lemma 8.4. Let V be a sub-bundle of 1q+p over Gr2(q) of rank r . Assume that V satisfies V ∼= V ⊗ γ1
and that q  11, p  q−64 . Then:
(1) r is even,
(2) r > 2 implies p > 0 and the set {q, q + 1, . . . , q + p} contains a power of 2.
Proof. We start with the pullback along the embedding ι :RP q−2 → Gr2(q). As in the discussion prior to
Lemma 8.3, we see that the pullback bundle ι∗(V ) is a sub-bundle of 1(q−1)+(p+1) over RP q−2 satisfying
ι∗(V ) ∼= ι∗(V )⊗γ1. We now apply Lemma 8.3 to the case when m = q − 1. The conditions of the lemma
are satisfied since q − 1 10 and p + 1 q−24 < q − 2. Hence r is even, r  2(p + 1) and
(8.4.a)w(ι∗(V ))= (1 + x)r/2.
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p  q−64 implies d(V ) r  2(p + 1) q−22 . We are therefore in position to apply Theorem 7.2.
By part (1) of Theorem 7.2 there exist non-negative integers a and b such that
a + 2b r, and w(V ) = w(aγ1 ⊕ bγ2).
As p < q , part (2) of Theorem 7.2 implies b 1. To obtain more information on a, we use the embedding
ι again. Note that w(ι∗(V )) = w(ι∗(aγ1 ⊕ bγ2)) = w((a + b)γ1) and w(ι∗(V )) = (1 + x)r/2; see display
(8.4.a). Consequently, we have the following relation in H ∗(RP q−2;Z2):
(1 + x)a+b = (1 + x)r/2.
Also note that a + b  a + 2b  r  q−22  q − 2 and r2  q−24  q − 2. In other words, the relation
(1 + x)a+b = (1 + x)r/2 holds not only in Z2[x]/(xq−1), but in Z2[x] as well. Therefore, 2a + 2b = r .
So, we have the following two cases.
Case 1. We have b = 0, i.e., w(V ) = w(aγ1) and 2a = r . We see from part (3) of Theorem 7.2 that
the set {q, q + 1, . . . , q +p − a + 1} contains a power of 2. Since r > 2, the smallest possible value of a
is 2. Consequently,
{q, . . . , q + p − 1} contains a power of 2.
Case 2. We have b = 1, i.e., w(V ) = w(aγ1 ⊕γ2) and 2a+2 = r . We see from part (4) of Theorem 7.2
that the set {q + 1, . . . , q + p − a + 1} contains a power of 2. In this case the smallest possible value of
a is 1. Consequently,
{q + 1, . . . , q + p} contains a power of 2.
In conclusion, the set {q, q + 1, . . . , q + p} contains a power of 2. 
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