Abstract-A 4D parametric motion graph representation is presented for interactive animation from actor performance capture in a multiple camera studio. The representation is based on a 4D model database of temporally aligned mesh sequence reconstructions for multiple motions. High-level movement controls such as speed and direction are achieved by blending multiple mesh sequences of related motions. A real-time mesh sequence blending approach is introduced, which combines the realistic deformation of previous nonlinear solutions with efficient online computation. Transitions between different parametric motion spaces are evaluated in real time based on surface shape and motion similarity. Four-dimensional parametric motion graphs allow real-time interactive character animation while preserving the natural dynamics of the captured performance.
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INTRODUCTION
C URRENT interactive character authoring pipelines commonly consist of two steps: modeling and rigging of the character model, which may be based on photographic reference or high-resolution 3D laser scans; and move-trees based on a database of skeletal motion capture together with inverse dynamic and kinematic solvers for secondary motion. Motion graphs [1] , [2] , [3] and parameterized skeletal motion spaces [4] , [5] enable representation and real-time interactive control of character movement from motion capture data. Authoring interactive characters requires a high level of manual editing to achieve acceptable realism of appearance and movement.
Recent advances in performance capture [6] , [7] , [8] , [9] have demonstrated highly realistic reconstruction and 4D representation as temporally coherent mesh sequences. This allows replay of the captured performance with freeviewpoint rendering and compositing of performance in postproduction while maintaining photo realism [10] . Captured sequences have subsequently been exploited for retargeting surface motion to other characters [11] and analysis of cloth motion to simulate novel animations through manipulation of skeletal motion and simulation of secondary cloth movement [12] . Recent work exploited multiview skeletal tracking to index a video database enabling realistic offline character animation [9] .
In this paper, we present a 4D parametric motion graph representation for real-time interactive animation from a database of captured 4D mesh sequences. The principal contribution is the introduction of methods for high-level parametric control and transition between multiple motions that enable real-time animation from a database of mesh sequences while preserving the captured dynamics. Our main contributions are:
. Parameterization of 4D models for interactive control: high-level motion parameterization is introduced by real-time blending of multiple captured mesh sequences with hybrid nonlinear deformation. This leads to parametric control of mesh sequences analogous to approaches for skeletal motion capture [5] . . Parametric motion graph representation of a database of 4D mesh sequences for interactive animation: a database of mesh sequences is represented in a graph-structure with nodes representing parameterized motions, and edges transitions between motions, which preserve surface shape and nonrigid motion. This representation allows real-time interactive control analogous to skeletal move trees or parametric motion graphs [4] . . Accurate real-time approximation of similarity measurement between parameterized meshes, allowing online shape similarity evaluation of 4D models. . Online path optimization for transition between parametric motion spaces with low latency. This allows responsive interactive character control without delays in transitioning between motions. Results are presented for interactive animation of character models constructed from databases of captured performance sequences for a variety of movements. Character animations preserve the dynamics of the captured movement while allowing continuous interactive motion control. This demonstrates the potential of the approach as a methodology for authoring novel interactive 3D characters. This paper extends the original paper [13] presented in ACM SIGGRAPH Symposium on Interactive 3D Graphics and Games 2012. A new approach for real-time similarity measurement of parameterized meshes is introduced and evaluated. Other additions include a description of both the nonlinear mesh interpolation method used and the approach to temporally align mesh sequences together with further details of the implementation.
RELATED WORK
Four-dimensional video-based performance reconstruction. Kanade and Rander [14] pioneered the reconstruction of 3D mesh sequences of human performance for free-viewpoint replay with the Virtualized Reality system using a 5 m dome with 51 cameras. Multiple view video reconstruction results in an unstructured mesh sequence with an independent mesh at each frame. Advances in performance capture from video have enabled reconstruction of mesh sequences for human performance capturing the detailed deformation of clothing and hair [6] , [8] , [7] , [10] . These approaches achieve a freeviewpoint rendering quality comparable to the captured video but are limited to performance replay. A critical step for editing and reuse of 4D performance capture is the temporal alignment of captured mesh sequences to obtain a consistent mesh structure with surface correspondence over time. A number of approaches have been proposed for temporal alignment of mesh sequences based on sequential frame-toframe surface tracking. These can be categorised into two methodologies: model-based approaches, which align a prior model of the surface with successive frames [15] , [6] , [7] ; and surface-tracking or scene flow approaches, which do not assume prior knowledge of the surface structure [16] , [17] , [18] . Sequential alignment approaches have three inherent limitations: accumulation of errors in frame-to-frame alignment resulting in drift in correspondence over time; grosserrors for large nonrigid deformations, which occur with rapid movements requiring manual correction; and sequential approaches are limited to alignment across single sequences. Nonsequential alignment approaches [19] , [20] , [21] have recently been introduced to overcome these limitations and allow alignment of databases of mesh sequences into a coherent mesh structure. This allows the construction of 4D models of temporally coherent mesh sequences from multiple view video performance capture, as used in this work.
Reuse and editing of 4D performance capture. To date the primary focus for research in 4D performance capture has been free-viewpoint video replay without modification or editing of the content. The lack of temporal coherence in the mesh sequence has prohibited the development of simple methods for manipulation. Animation from databases of mesh sequences of actor performance has been demonstrated by concatenating segments of captured sequences [22] , [23] . This approach is analogous to previous example-based approaches to concatenative synthesis used for 2D video [24] , [25] , [26] and motion graphs used for skeletal motion capture [2] , [1] . Recently, example-based approaches through resampling video sequences have been extended to body motion [9] , [26] allowing offline animation via key frame or skeletal motion. These approaches preserve the realism of the captured sequences in rendering but are limited to replaying segments of the captured motion examples and do not allow the flexibility of conventional animation. More general freeform mesh sequence editing frameworks have been proposed [27] , [28] . However, the application of this approach to captured mesh sequences has been limited due to the requirement for a temporally coherent mesh structure. A central objective of this work is to allow real-time interactive control available in conventional animation with captured 4D mesh sequences.
Reuse and editing of skeletal performance capture. Markerbased technologies are widely used for skeletal performance capture. Since the introduction of skeletal performance capture to the entertainment industry in the early 1990s a range of techniques to support editing and reuse have been developed. Space-time editing techniques [29] , [30] , [31] , [32] provide powerful tools for interactive motion editing via keyframe manipulation. Brundelin and Williams [33] introduced parametric motion control by interpolating pairs of skeletal motions. Parametric motion synthesis was extended to blending multiple examples to create a parameteried skeletal motion space [34] , [5] , [35] , [36] . This allows continuous interactive motion control through high-level parameters such as velocity for walking or hand position for reaching. Skeletal motion graphs [2] , [1] , [3] , [37] synthesise novel animations from a database of examples by concatenating segments of skeletal motion capture allowing transitions between a wide range of motions. Heck and Gleicher [4] introduced parametric motion graphs combining skeletal motion parameterization with motion graphs to allow interactive character animation for a wide range of motions with high-level continuous control. These approaches have enabled flexible editing and reuse of skeletal motion capture for character animation. This paper introduces analogous parameterization for 4D performance capture to allow realtime interactive animation control.
4D PARAMETRIC MOTION GRAPH
In this section, we introduce a 4D parametric motion graph representation for interactive animation from a database of 4D movement sequences. Given a 4D performance database of mesh sequences for different movements with a consistent mesh structure at every frame we first achieve parametric control by combining multiple sequences of related motions. This gives a parametreized motion space controlled by high-level parameters (for example, walk speed/direction or jump height/length). Parameterized motions are combined in a motion graph to allow transitions between different motions. For both motion parametrization and transitions based on 4D mesh sequences it is necessary to introduce techniques that preserve the surface motion while allowing real-time interaction. The 4D parametric motion graph representation allows interactive real-time control of character animation from a database of captured mesh sequences.
The 4D parametric motion graph represents the set of character motions and transitions, which can be controlled interactively at runtime from a 4D performance capture database. Parameterized sets of motions form the graph nodes each representing a distinct set of motions, which the character can perform with associated user-controlled animation parameters. The problem is then to define the graph edges, which allow smooth transition between motions at runtime while maintaining real-time interactive control of the character motion. The parameter space for each node is continuous and we cannot therefore precompute all possible optimal transitions between parameterized motions. We, therefore, introduce a real-time approach to evaluate the optimal motion transitions with low latency. Fig. 1 shows a simple 4D parametric motion graph with nodes for four motions: walk with parameters for speed and direction; long-jump with parameters for length; jump-up with parameters for height; and reach with parameters for hand position. The arrows between nodes indicate possible transitions and the arrows to the same node indicate loops for cyclic motion.
Mesh Sequence Parametrization
Interactive animation requires the combination of multiple captured mesh sequences to allow continuous real-time control of movement with intuitive high-level parameters such as speed and direction for walking or height and distance for jumping. Methods for parameterization of skeletal motion capture have previously been introduced [35] , [5] , [36] based on linear interpolation of joint angles. Linear blending of meshes is computationally efficient but may result in unrealistic deformation or mesh collapse if there are significant differences in shape. Nonlinear blending of meshes produces superior deformation [27] , [38] , [39] , [28] but commonly requires least-squares solution of a system of equations, which is prohibitive for real-time interaction.
Three steps are required to achieve high-level parametric control from mesh sequences: time warping to align the mesh sequences; nonlinear mesh blending of the timewarped sequences; and mapping from low-level blending weights to high-level parameters (speed, direction, and so on.). In this section, we focus on real-time nonlinear mesh blending, which is the novel contribution of this work. As in previous work on skeletal motion parameterization we assume that individual mesh sequences M i ðtÞ are temporally aligned by a continuous time-warp function t ¼ fðt i Þ [33] , [40] which aligns corresponding poses prior to blending such that t 2 ½0; 1 for all sequences. Mesh sequences are also assumed to be centered at the origin point. Original rotation and displacement of each mesh are used to spatially locate the character in the scenario.
4D Performance Capture
Actor performance is captured in a multiple camera studio and 3D mesh sequences are reconstructed using the multiple view stereo approach [8] . Meshes are reconstructed independently at each frame resulting in an unstructured mesh sequence with no temporal correspondence.
Throughout this work, we assume that all mesh sequences have been temporally aligned following the approach introduced in [19] , [21] . Sparse correspondences between an unaligned frame and a reference mesh with the desired topology is estimated by SIFT feature and geometric patch matching [41] . Subsequently, these matches are incorporated as constraints to deform the reference mesh within a Laplacian framework [38] , obtaining temporally aligned meshes as a result. Alignment of all frames across multiple sequences of a performance is achieved using pairwise alignment across the minimum spanning tree representation using the approach presented in [21] .
Real-Time Hybrid Nonlinear Mesh Sequence Blending
In this work, we introduce a real-time approach to mesh blending which exploits offline precomputation of nonlinear deformation for a small set of intermediate parameter values. Our approach, referred to as hybrid nonlinear blending, is a piece-wise linear interpolation of nonlinear interpolated intermediate meshes. Differences between the linear and nonlinear mesh deformation are precomputed and used to correct errors in linear deformation. This approach allows approximation of the nonlinear deformation to within a user-specified tolerance while allowing realtime computation with a similar cost to linear blending. The price paid is a modest increase in memory required to store intermediate nonlinear mesh displacements for blending. Given a set of N temporally aligned mesh sequences M ¼ fM i ðtÞg N i¼1 of the same or similar motions (e.g., walk and run) we want to compute a blended mesh deformation according to a set of weights w ¼ fw i g N i¼1 : M NL ðt; wÞ ¼ bðM; wÞ, where bðÞ is a nonlinear blend function, which interpolates the rotation and change in shape independently for each element on the mesh according to the weights w and performs a least-squares solution to obtain the resulting mesh M NL ðt; wÞ. Computation of triangle rotations q k and scale/shear transformations S k is performed using slerp and linear interpolation, respectively, as shown in:
where k denotes the index of each triangle, i and j refer to the pair of meshes ðM i ðtÞ; M j ðtÞÞ being blended, and w ij is the relevant weight. Applying the transformations q k and S k results in a set of new triangles than can be linked back together using existing approaches [27] , [38] , [39] , [28] . In particular, we employ a Laplacian deformation framework [38] , [42] . For N > 2, function bðÞ performs the described nonlinear interpolation iteratively for each pair of frames. Linear vertex blending gives an approximate mesh M L ðt; wÞ as a weighted sum of vertex positions: to give an additional set of N NL reference meshes for interpolation:
Real-time online interpolation is then performed using a linear vertex blending with the nonlinear correction:
where gðw; w j Þ is a weight function giving a linear blend of the nearest pair of reference meshes for each weight w i 2 w and zero for all others. Equation (3) gives an exact solution at the reference meshes and an interpolation of the nearest reference meshes elsewhere. Recursive bisection subdivision (a new subdivision is created per subdivision) of the weight space w is performed to evaluate a set of nonlinearly interpolated reference meshes such that for all w the approximation error jM NL ðt; wÞ À Mðt; wÞj < . Typically, for interpolation of mesh sequences representing related motions only a single subdivision is required.
Evaluation of Hybrid Nonlinear Blending
Hybrid nonlinear mesh blending allows accurate approximation of nonlinear mesh deformation while maintaining the computational performance of linear blending to allow real-time interactive animation. Fig. 3 presents a comparison of errors for linear blending with the proposed hybrid nonlinear approach with one and three interpolated reference mesh. Table 1 presents quantitative results for error and CPU time. This shows that the proposed real-time hybrid nonlinear mesh blending approach achieves accurate approximation even with a single intermediate nonlinear displacement map (second row), whereas linear blending results in large errors (top). Fig. 4 characterizes the representation error and storage cost against number of subdivisions for different error thresholds . Fig. 4b shows that there is a relatively small error reduction for thresholds below 5 mm while there the memory usage increases significantly. This is caused by the 5 mm resolution of the original database such that details below this level are not reconstructed.
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Fig . 3 . Comparison of blending between two meshes (left, right) using linear (top row), nonlinear (bottom row) and the proposed real-time hybrid solution to nonlinear mesh blending with one reference (second row) and three references (third row). Heat maps show errors versus nonlinear blending from dark blue (zero) to red (maximum). The second row shows that our hybrid method with one reference gives a reasonable approximation to the nonlinear result.
High-Level Parametric Control
High-level parametric control is achieved by learning a mapping function hðwÞ between the blend weights and user specified motion parameters p. As in skeletal motion blending the blend weights do not provide an intuitive parameterization of the motion. We, therefore learn, a mapping w ¼ h À1 ðpÞ from the user-specified parameter to the corresponding blend weights required to generate the desired motion. Motion parameters p are high-level user specified controls for a particular class of motions such as speed and direction for walk or run, end-effector position for reaching, or height and distance for a jump. The inverse mapping function h À1 ðÞ from parameters to weights can be constructed by a discrete sampling of the weight space w and evaluation of the corresponding motion parameters p [35] .
In this work, an inverse mapping function is obtained by evaluation of the parameter value for a weights w in the range ½0; 1 with step size Áw ¼ 0:05 and fitting a low-order polynomial to parameterise the inverse relationship [43] . In practice, a quadratic polynomial has been found to accurately parameterise the relationship between user controlled high-level motion parameters (speed, distance, direction, and so on.) and the weights.
Motion Transitions
Transitions between parameterized spaces for different motions in the 4D motion graph are required to allow interactive character animation with multiple motions. Natural transitions require a similar shape and nonrigid motion in both spaces. In addition, for responsive interaction in real-time character control it is important to ensure low latency between the user input and motion transition.
Previous parametric motion graphs [4] based on skeletal motion sequences precomputed a discrete set of good transitions by evaluating the similarity in pose and motion between pairs of source and target points. To limit the memory required a fixed number of good transitions are stored and interpolated at runtime. Precomputation of a fixed set of transitions can result in a relatively high latency due to the delay between the current state and next precomputed good transition.
We introduce an alternative approach, which does not require the precomputation of a discrete set of transitions. Optimal transitions are computed at runtime based on the current state in the source space and desired state in the target motion space. This approach has two advantages: transitions are not limited to a precomputed fixed set allowing the best transition for a given starting point to be evaluated at runtime; and transition points can be evaluated on the fly to minimize latency while ensuring a smooth transition.
A 
where defines the tradeoff between transition similarity and latency ( ¼ 5 throughout this work). The transition path P is optimized over a trellis of frames starting at the Fig. 3 Fig . 4 . Evaluation of the maximum error and memory usage of the hybrid blending method, for the walk-run parameterized motion. current frame M s ðt s ; p s Þ in the source motion space and a trellis ending at the target frame M t ðt t ; p t Þ in the target motion space as illustrated in Fig. 5 . The trellis is sampled forward in time at discrete intervals in time Át and parameters Áp up to a maximum depth l max in the source space. Similarly, from the target frame a trellis is constructed going backward in time. This defines a set of candidate paths P 2 with transition points between each pair of frames in the source and target trellis. For a path P , the latency cost E L ðP Þ is measured as the number of frames in the path P between the source and target frames. Transition similarity cost E S ðP Þ is measured as the similarity in mesh shape and motion at the transition point between the source and target motion space for the path P .
Transition Similarity Cost
The mesh and motion similarity between any two source and target frames sðM s ðt s ; p s Þ; M t ðt t ; p t ÞÞ is defined as follows. As the vertex correspondence between the source and target meshes are known we can compute the shape and motion similarity between any pair of meshes. The euclidean distances between their vertex positions and velocities give a distance:
, where vertex velocity V i ðtÞ ¼ X i ðtÞ À X i ðt À 1Þ. Similarity is then computed by normalizing by the maximum distance:
Evaluation of this similarity sðM s ðt s ; p s Þ; M t ðt t ; p t ÞÞ between pairs of frames in a continuous parametric motion space is prohibitively expensive for online computation. Real-time computation can be achieved by approximating the similarity using an interpolation of the corresponding precomputed similarity between the mesh sequences used to build the source and target motion spaces.
To achieve real-time evaluation of the optimal transition with accurate approximation of the true similarity we introduce a nonlinear bisection approach analogous to the hybrid mesh blending presented in Section 3.1.2. Source and target motion parameter spaces are subdivided with offline nonlinear interpolation of intermediate meshes. Real-time online computation of the similarity between motion spaces is then performed by linear interpolation of the similarity. Bisection subdivision allows accurate approximation of the true nonlinear similarity. In practice, a single bisection gives an accurate approximation for path optimization as discussed in Section 3.2.4. As in the hybrid mesh blending approach, the price paid is a small precomputation step and a modest increase of memory usage. The proposed approach enables the computation of mesh similarities with significantly lower errors than using the linear method, while maintaining the online performance.
Optimal Transition Path Evaluation
As explained in Section 3.1.2, from a set of captured mesh sequences fM p ðtÞg N p¼1 defining a parametric motion space we can precompute interpolated mesh sequences M NL ðt; wÞ ¼ bðM; wÞ, where bðÞ is a nonlinear blend function and w the blending weights. Bisection subdivision of the parametric motion space gives a set of reference mesh sequences fM R ðt; w p Þg 
Thus, a lower bound on the similarity between any two frames in the parameterized source and target motion space can be evaluated by a sum of the weighted similarity between the source and target mesh sequences. As the pairwise sequence similarities can be precomputed, evaluation of the maximum lower bound on similarity between any point in the two parameterized spaces can be efficiently computed at runtime. If w s and w t are the source and target weight vectors, then we can evaluate the maximum similarity according to (5) . Bisection subdivision of the source and target parametric motions spaces to give a set of nonlinearly interpolated reference meshes results in a piecewise linear approximation of the nonlinear similarity, which can be efficiently evaluated at runtime. A trellis linking the current location on the source parametric space and the target location is built, shown in red, with the candidate transition frames, shown in gray. The green path represents the optimal path P opt . Orange arrow shows the actual transition. Motions used to create a parametric space are depicted in Fig. 1 .
The optimal transition path P opt for a given source frame (current state) and target frame (end state) is evaluated according to (4) at runtime by evaluating the cost for all paths in the trellis defining possible transitions between the source and target motion spaces. The similarity cost E S ðP Þ for path P is defined as the similarity at the transition frames between the source and target motion spaces evaluated according to (5) 
The optimal path P opt can be evaluated with low latency at runtime because computation of the similarity cost by interpolation, (5), is computationally efficient. Furthermore, to speed up the computation of P opt , Dijkstra's shortest path algorithm is used, approximately halving the required time to find P opt .
Mesh Similarity Evaluation
As stated in Section 3.2.1, a matrix S containing the similarities sðM s R ðt u ; w p Þ; M t R ðt v ; w q ÞÞ is precomputed offline and used at runtime to approximate any similarity sðM s ðt s ; p s Þ; M t ðt t ; p t ÞÞ. The approximation error depends on the weights in w p and w q , which are based on a recursive bisection subdivision of the weight space. Fig. 6 shows the influence of the number of subdivisions in the weight space w on the final performance of the proposed approach. Fig. 6a characterizes the ground-truth linear similarities at time t s ¼ 0:08 and t t ¼ 0:54 between a parametric space built from walk and run motions and a parametric space built from low jump and high jump Fig. 6 . Influence of the number of subdivisions in the weight space w on the error in similarity computation. The two mesh parametric spaces being compared have been built from a walk and a run motions, and from a high jump and low jump motions. t s ¼ 0:05 and t t ¼ 0:54, t 2 ½0; 1. Errors and computational time are presented in Table 3 .
motions. Fig. 6b is the result of approximating these similarities using a linear approximation, colored as a heat map to highlight the differences with respect to the nonlinear approach. Figs. 6d and 6f characterize the similarities obtained using one subdivision and two subdivisions of the weight space, respectively. Figs. 6c, 6e, and 6g show the error (difference between hybrid linear approximation and ground-truth nonlinear similarity) normalized to the range [0,1]. Note that even with a single bisection, Fig. 6e , the maximum error in similarity computation is <33 percent and with two bisections, Fig. 6g , the maximum error in similarity is <10 percent. Table 3 shows the computational time and quantitative errors for figures of Fig. 6 . Notice how the error with respect to the nonlinear case decreases significantly using the proposed approach with one subdivision (w ¼ f0; 0:5; 1g). Using two recursive subdivisions (w ¼ f0; 0:25; 0:5; 0:75; 1g) the error is not significant in the computation of the best transition. Realtime online computational performance is maintained with the evaluation of all similarities for a trellis of depth 10 taking less than 9 ms for all subdivision levels. These quantitative results demonstrate that the proposed approach gives accurate approximation of the nonlinear similarity between parametric motion spaces while allowing computationally efficient evaluation for real-time motion control. The price paid is precomputation of the reference meshes and evaluation of pairwise similarities that need to be stored in memory. Throughout this work we have used two subdivisions to accurately approximate the similarities between the different nodes of a 4D Parametric Motion Graph.
Transition Performance Evaluation
Performance of the proposed online approach has been evaluated against an offline method in which a fixed set of the n best transitions between two parametric spaces was precomputed and stored. Table 2 presents quantitative results for transition cost, latency, and computation time averaged over 50 transitions with random start and end points in the source and target motion space. Results demonstrate that the proposed online path optimization achieves lower latency (delay in transition) for a similar transition cost, while maintaining real-time performance for evaluation of transitions (<0:2 ms/transition). Precomputation of fixed transitions gives a marginally lower similarity as it selects the best transition points, but results in significantly higher latency. Figs. 7c,  7d , 7e, and 7f show the performance of the proposed online path optimization approach using trellis depths (l max ) of 12, 10, 5, and 3. A smooth transition with reduced latency (smaller number of transition frames) is produced for online path optimization with a trellis depth of 12 and 10 as shown in Figs. 7c and 7d) . Figs. 7e and 7f show that as the trellis depth is reduced to 5 and 3 unnatural jumps in the motion appear at the transition, this is due to the restricted path optimization not finding a good transition point between the motion spaces within the trellis.
In this work, we use time-step size Át ¼ T and parameter step size Áp ¼ ðp max À p min Þ with ¼ 0:1, where the parameter range between the interpolated motion samples is ½p min ; p max .
RESULTS AND APPLICATIONS
Data sets used in this work are reconstructed from multiple view video capture of actor performance with eight HD cameras equally spaced in a circle and capture volume 5 m 2 Â 2 m. Reconstruction is performed using multiview stereo [8] followed by temporal alignment [19] , [21] of all frames to have a consistent mesh structure. Parametric motion spaces are then constructed from related motions. In this work, we use a single intermediate mesh for hybrid nonlinear interpolation which gives accurate approximation. Four-dimensional parametric motion graphs are constructed using 10 sequences (walk, run, left turn, right turn, reach low/high, jump low/high, and jump short/long) of 20-80 frames each with a 3,000 vertex mesh. Total size of the input mesh database is 52 MB.
Examples of interactive character animation from 4D performance capture are shown in Figs. 8a, 8b, and 8e) . Meshes are colored to show the motion space and parameter change. The accompanying video shows the real-time interactive animation control and motion transitions. Character animation runs at interactive rates >50 Hz with all parameter control and transitions evaluated on a single CPU. Results demonstrate that the 4D parametric motion graph enables interactive control with smooth variation in character motion in response to changes in high-level parameters. Fig. 8c shows another application for real-time character animation where the user interactively sets a path defined by a set of contiguous Bezier curves, which the character automatically follows by finding the path in the graph that best satisfies user constraints.
DISCUSSION
The results presented in this paper demonstrate the potential for interactive character animation from 4D performance capture. Mesh-sequence parameterization and the parametric surface motion graph representation enable real-time interaction with high-level movement control. Limitations of the current implementation include:
. four-dimensional performance capture: Although not addressed in this paper current reconstruction of actor performance and subsequent temporal alignment into a database of sequences achieves realistic results but contains errors. Average errors are in the order of 1-2 cm rms for reconstruction and alignment but may be larger for rapid movement where large interframe deformations occur, requiring manual correction. This level of error can result in loss of surface detail and surface noise, which is visible in the resulting animated models unless textured with the observed surface appearance. Further research is required to improve the reconstruction and alignment to allow animation without visible artefacts.
. Mesh sequence parameterization: A hybrid approach to approximate nonlinear blending while maintaining real-time performance is proposed for parameterization of multiple sequences of related motions. This combines the realistic mesh deformation of nonlinear approaches [27] , [38] , [39] , [28] with the efficiency of linear blending and is demonstrated to give an accurate approximation with real-time performance (< 10 ms=frame). This approach requires a small number of additional intermediate nonlinear displacement maps to be precomputed for each parameterized motion. . Transitions in high-dimensional parametric spaces:
Online computation of transitions between motion spaces with up to three parameters can be performed in real-time (< 0:2 ms). Online optimization of transition paths is shown to give reduced latency compared to fixed precomputed transitions. This allows optimal transitions to be computed with respect to the current state. Higher dimensional spaces require an exponentially increasing number of candidate transitions to be evaluated. GPU implementation and precomputation of transitions costs could be employed at the expense of increased storage and fixed transitions locations leading larger latency.
CONCLUSION
A system for real-time interactive character animation from 4D actor performance capture has been presented. The approach is based on a database of temporally aligned mesh sequence reconstructions of an actor performing multiple motions. Four-dimensional parametric motion graphs are introduced enabling movement control and transition between different motions. Real-time continuous high-level parametric motion control is achieved by blending multiple mesh sequences of related motions. A hybrid mesh sequence blending approach is introduced, which combines the realistic deformation achieved with nonlinear blending [27] , [38] , [39] , [28] with the real-time performance of linear blending. Shape similarity between parameterized meshes is computed through an approach that approximates the nonlinear similarity values but maintains the real-time performance. Natural transitions between different parametric motion spaces are evaluated in real time through a transition path optimization based on shape, nonrigid motion similarity, and latency. Online transition optimization from the current source state is demonstrated to reduce latency while maintaining real-time performance. This representation allows interactive animation from mesh sequences, which is analogous to approaches previously introduced skeletal data [4] , [5] , [2] , [1] . Results for a CPU-based implementation of the parametric control and motion transitions demonstrate a frame-rate >50 Hz for a mesh of 3,000 vertices. Four-dimensional parametric motion graphs provide an approach to real-time interactive animation from a database of mesh sequences of reconstructed actor performance while preserving the captured dynamics and appearance. Further research is required to improve the resolution of both reconstruction and temporal mesh sequence alignment. Margara Tejera received the master's degree in telecommunication engineering from the University of Seville, Spain, and is working toward the PhD degree at the Centre for Vision, Speech, and Signal Processing, University of Surrey, United Kingdom. Her current research work aims to generate algorithms and tools that allow the synthesis of novel 3D video sequences. Adrian Hilton received the BSc (hons.), DPhil, and CEng degrees. He is a professor of Computer Vision and the director of the Centre for Vision, Speech and Signal Processing at the University of Surrey, United Kingdom. His research interests include robust computer vision to model and understand real-world scenes. His contributions include technologies for the first hand-held 3D scanner, modeling of people from images and 3D video for games, broadcast, and film. He currently leads research investigating the use of computer vision for applications in entertainment content production, visual interaction, and clinical analysis. He is a member of the IEEE.
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