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Measure-preserving transformations of Volterra Gaussian
processes and related bridges
Ce´line Jost∗
Zusammenfassung
We consider Volterra Gaussian processes on [0, T ], where T > 0 is a fixed time
horizon. These are processes of type Xt =
∫
t
0
zX(t, s)dWs, t ∈ [0, T ], where zX is a
square-integrable kernel and W is a standard Brownian motion. An example is fractional
Brownian motion. By using classical techniques from operator theory, we derive measure-
preserving transformations of X and their inherently related bridges of X . As a closely
connected result, we obtain a Fourier-Laguerre series expansion for the first Wiener chaos
of a Gaussian martingale over [0,∞).
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Keywords: Volterra Gaussian process; Measure-preserving transformation; Bridge; Series
expansion; Gaussian martingale; Fractional Brownian motion
1 Introduction
Fix T > 0 and let (Xt)t∈[0,T ] be a continuous Volterra Gaussian process on a complete
probability space (Ω,F ,P). Hence, there exist a kernel zX ∈ L2
(
[0, T ]2
)
which is Volterra,
i.e. zX(t, s) = 0, s ≥ t, and a standard Brownian motion (Wt)t∈[0,T ], such that
Xt =
∫ t
0
zX(t, s)dWs, a.s., t ∈ [0, T ]. (1.1)
Clearly, X0 = 0, a.s., X is centered and
RX(s, t) =
∫ s∧t
0
zX(t, u)zX (s, u)du, s, t ∈ [0, T ], (1.2)
where RY (s, t) := CovP (Ys, Yt), s, t ∈ [0, T ], for a general Gaussian process Y . We assume
that zX is non-degenerate, meaning that the family {zX(t, ·) | t ∈ (0, T ]} is linearly inde-
pendent and generates a dense subspace of L2([0, T ]). On the one hand, it follows from this
that RX is non-degenerate on (0, T ], meaning that the matrices
{
RX(ti, tj)
}
i,j=1,...,n
, where
0 < t1 < . . . < tn ≤ T and n ∈ N, are positive definite. On the other hand, it follows that
Γt(X) = Γt(W ), t ∈ [0, T ], (1.3)
i.e.
FXT = F
W
T . (1.4)
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Here, ΓT (Y ) := span{Yt | t ∈ [0, T ]} ⊆ L2(P) and FYT :=
(FYt )t∈[0,T ] denote the first Wiener
chaos and the completed natural filtration of the Gaussian process Y with Y0 = 0, a.s., over
[0, T ], respectively. Moreover, we assume that
zX(T, ·) 6= 0, λ-a.e., (1.5)
where λ denotes Lebesgue measure, and
zX(·, s) has bounded variation on [u, T ] for all u ∈ (s, T ). (1.6)
Processes of this type are a natural generalization of the nowadays in connection with finance
and telecommunications extensively studied fractional Brownian motion with Hurst index
H ∈ (0, 1). Fractional Brownian motion, denoted by BH , is the unique (in the sense of
equality of finite-dimensional distributions) centered, H-self-similar Gaussian process with
stationary increments. For H = 12 , fractional Brownian motion is standard Brownian motion.
We have that
zBH (t, s) =
C(H)
Γ
(
H + 12
)(t− s)H− 12 · 2F1(1
2
−H,H − 1
2
,H +
1
2
,
s− t
s
)
1[0,t)(s),
s, t ∈ [0, T ], where Γ denotes the gamma function, C(H) :=
(
2HΓ(H+ 12)Γ(
3
2
−H)
Γ(2−2H)
) 1
2
and 2F1
is the Gauss hypergeometric function. Moreover,
RB
H
(s, t) =
1
2
(
s2H + t2H − |t− s|2H) , s, t ∈ [0, T ].
For a Gaussian process (Yt)t∈[0,T ] with Y0 = 0, a.s., recall that the process
(
Y Tt
)
t∈[0,T ]
is a
bridge of Y (from 0 to 0 on [0, T ]) if
LawP
(
Y T
)
= LawP (Y |YT = 0) .
Clearly, Y T is a Gaussian process with
Y T0 = Y
T
T = 0, a.s.,
i.e. it is tied to 0 at both ends. Therefore, the bridge is an intuitive concept for interpolation.
It is well-known that the continuous process
X̂Tt := Xt −
RX(t, T )
RX(T, T )
XT , t ∈ [0, T ], (1.7)
is a bridge of X that satisfies
ΓT
(
X̂T
)
⊥ span{XT } = ΓT (X), (1.8)
where ⊥ denotes the orthogonal direct sum (see [4], Proposition 4). X̂T is called the antici-
pative bridge of X, since
F
bXT
T ∨ σ(XT ) = FXT ∨ σ(XT ), (1.9)
i.e. not the natural, but the initially σ(XT )-enlarged filtrations of X and X̂
T coincide. Note
that, more generally, Ŷ T is a bridge of Y for every Gaussian process (Yt)t∈[0,T ] with Y0 = 0,
a.s., and RY (T, T ) > 0.
We implicitly assume that (Ω,F ,P) is the coordinate space of X, which means that Ω =
{ω : [0, T ]→ R |ω is continuous}, F = FXT and P is the probability measure with respect to
which the coordinate process Xt(ω) = ω(t), ω ∈ Ω, t ∈ [0, T ], is a centered Gaussian process
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with covariance function RX . F is also the Borel-σ-algebra on Ω equipped with the norm of
uniform convergence. The measurable map
T : (Ω,F ,P) → (Ω,F ,P)
X(ω) 7→ T (X(ω))
is a measure-preserving transformation on (Ω,F ,P) if it is a endomorphism, i.e. if PT = P,
or equivalently, if T (X) d= X, where d= denotes equality of finite-dimensional distributions.
The measurable map
B : (Ω,F ,P) → (Ω,F ,P)
X(ω) 7→ B(X(ω))
is a bridge transformation on (Ω,F ,P) if B(X) d= XT . Note that, in particular, T ,B :
C([0, T ])→ C([0, T ]) are linear maps.
In this work, we derive measure-preserving transformations, such that
ΓT (T (X)) = ΓT
(
X̂T
)
.
As a naturally related problem, we derive bridge transformations that satisfy
ΓT (B(X)) = ΓT (X).
We define T (X) and B(X) as Wiener integral processes with respect to X, where the inte-
grand kernels are based on suitable isometric operators on the Wiener integrand space of X.
This method follows ideas of Jeulin and Yor (see [8]) and Peccati (see [13]), where the case
X =W is considered. If X is a martingale, then due to independence of increments, the ope-
rators and the resulting transformations are simple. However, if X is not a martingale, then
operators and obtained transformations are technically more involved. In fact, the operators
are composed by the corresponding operators for the prediction martingale of XT , and the
isometry between the Wiener integrand spaces of X and the prediction martingale, respec-
tively. From these results, we obtain in particular an alternative, purely operator theoretic
derivation for the dynamic bridge of X, as introduced in [4]. Furthermore, by using the same
operator theoretic methods and as a closely connected result, we obtain a Fourier-Laguerre
series expansion for the first Wiener chaos of a Gaussian martingale over [0,∞).
Remark 1.1. 1. Representation (1.1) is unique in the following sense: assume that there exist
another non-degenerate Volterra kernel z′X and another standard Brownian motion W
′, such
that Xt =
∫ t
0 z
′
X(t, s)dW
′
s, a.s., t ∈ [0, T ]. Then, it follows from (1.3) that Γt(W ) = Γt(W ′),
t ∈ [0, T ], i.e. W and W ′ are indistinguishable. In particular,
0 = EP(Xt −Xt)2 =
∫ t
0
(
zX(t, s)− z′X(t, s)
)2
ds, t ∈ [0, T ],
which implies that zX(t, ·) = z′X(t, ·), λ-a.e., t ∈ [0, T ].
2. Although the covariance function RX is continuous on [0, T ]2, it is generally not true that
zX(·, s) is continuous for all s ∈ [0, T ]. For example, for the fractional Brownian motion with
H < 12 , the function zBH (·, s) is discontinuous in t = s for every s ∈ (0, T ).
3. (1.5) is not a necessary condition for the non-degeneracy of a Volterra kernel as the example
zX(t, s) := 1[ t
2
,t)(s), s, t ∈ [0, T ], shows.
The article is organized as follows. Section 2 is dedicated to Wiener integration with respect
to X and XT , respectively. In Section 3, we derive the measure-preserving and bridge trans-
formations in the case, when X is a martingale. These results are generalized to Volterra
Gaussian processes in Section 4. In Section 5, we derive the series expansion.
3
2 Wiener integrals
First, we review the construction of abstract and time domain Wiener integrals with respect
to the Volterra Gaussian process X. Second, we define abstract Wiener integrals with respect
to the bridge XT , and explain their relation to Wiener integrals with respect to X.
2.1 Wiener integrals with respect to X
Let ET := span{1[0,t) | t ∈ (0, T ]} be the space of elementary functions on [0, T ]. The Hilbert
space of abstract Wiener integrands of X on [0, T ], denoted by ΛT (X), is defined as the
completion of ET with respect to the scalar product
(1[0,s), 1[0,t))X := R
X(s, t), s, t ∈ (0, T ].
Hence, f ∈ ΛT (X) is an equivalence class of Cauchy sequences {fn}n∈N ∈ ENT , where
{fn}n∈N ∼ {gn}n∈N :⇔ (fn − gn, fn − gn)X → 0, n → ∞. The scalar product on ΛT (X) is
given by
(f, g)ΛT (X) := limn→∞
(fn, gn)X , f, g ∈ ΛT (X), {fn}n∈N ∈ f, {gn}n∈N ∈ g,
and induces the norm | · |ΛT (X). The isometric isomorphism defined by
IXT : ΛT (X) → ΓT (X)
1[0,t) 7→ Xt, t ∈ (0, T ],
is called the abstract Wiener integral with respect to X on [0, T ]. By definition,
∫ T
0 f(s)dXs :=
IXT (f) is centered, Gaussian and EP
(∫ T
0 f(s)dXs
)2
= |f |2ΛT (X) for all f ∈ ΛT (X).
By combining (1.1), which is also called the time domain representation of X, with the
standard Wiener integral, we obtain a subspace of ΛT (X) whose elements can be identified
with functions. For this purpose, define a linear operator(
KXf
)
(s) := f(s)zX(T, s) +
∫ T
s
(f(u)− f(s)) zX(du, s), s ∈ (0, T ).
By (1.6), the integral is well-defined for a suitably large class of functions. Clearly, KX
extends the linear isometry
(ET , (· , ·)X) → L2([0, T ])
1[0,t) 7→ zX(t, ·), t ∈ (0, T ].
We define the space of time domain Wiener integrands of X on [0, T ] by
ΛˇT (X) :=
{
f : [0, T ]→ R
∣∣∣∣ KXf is well-defined and ∫ T
0
(
KXf
)2
(s)ds <∞
}
with scalar product
(f, g)ΛˇT (X) :=
(
KXf,KXg
)
L2([0,T ])
, f, g ∈ ΛˇT (X).
By (1.2), we have that
(1[0,s), 1[0,t))ΛˇT (X) = (1[0,s), 1[0,t))ΛT (X), s, t ∈ [0, T ].
Let f ∈ ΛT (X). If there exists fˇ ∈ ΛˇT (X), such that(
f, 1[0,t)
)
ΛT (X)
=
(
fˇ , 1[0,t)
)
ΛˇT (X)
for all t ∈ (0, T ],
then we identify f and fˇ . ET is dense in ΛˇT (X), hence ΛˇT (X) ⊆ ΛT (X). However, in general,
ΛˇT (X) 6= ΛT (X). The restriction IXT |ΛˇT (X) is called the time domain Wiener integral with
respect to X on [0, T ].
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Remark 2.1. Due to the non-degeneracy of zX , we have that |f |ΛˇT (X) = 0 if and only if
f = 0, λ-a.e.
Remark 2.2. From (1.3), it follows that (1.1) has a reciprocal in the sense that there exists
a Volterra kernel z∗X with z
∗
X(t, ·) ∈ ΛT (X), t ∈ (0, T ], such that
Wt =
∫ t
0
z∗X(t, s)dXs, a.s., t ∈ [0, T ].
For t ∈ (0, T ], this abstract Wiener integral is a time domain Wiener integral if and only if
there exists f ∈ ΛˇT (X), such that KXf = 1[0,t), λ-a.e.
Remark 2.3. If RX is of bounded variation, then it determines a finite signed measure on
[0, T ]2. Hence, one can define an alternative space of Wiener integrands of X on [0, T ] by
|ΛT (X)| :=
{
f : [0, T ]→ R
∣∣∣∣ ∫ T
0
∫ T
0
|f(s)||f(t)|∣∣RX∣∣(dt, ds) <∞} ,
where
∣∣RX ∣∣ denotes the measure of total variation of RX , and the integral is a Lebesgue-
Stieltjes integral. The corresponding scalar product is given by
(f, g)|ΛT (X)| :=
∫ T
0
∫ T
0
f(t)g(s)RX(dt, ds), f, g ∈ |ΛT (X)|.
For details, see [7].
Example 2.4. For the fractional Brownian motion holds that (see [1], p. 797-800)(
KB
H
f
)
(s) = C(H)s
1
2
−H
(
IH−
1
2
T− ·H−
1
2 f
)
(s), s ∈ (0, T ),
where IH−
1
2
T− denotes the right-sided Riemann-Liouville fractional integral operator of order
H − 12 over [0, T ]. Furthermore,
z∗BH (t, s) =
C(H)−1
Γ
(
3
2 −H
)(t− s) 12−H · 2F1(1
2
−H, 1
2
−H, 3
2
−H, s− t
s
)
1[0,t)(s),
s, t ∈ [0, T ]. We have that ΛˇT
(
BH
)
= ΛT
(
BH
)
if and only if H ≤ 12 . Clearly, RB
H
is of
bounded variation if and only if H ≥ 12 . Then, z∗BH (t, ·) ∈
∣∣ΛT (BH) ∣∣ ⊆ ΛˇT (BH), t ∈ (0, T ].
See [15] for full proofs.
2.2 Wiener integrals with respect to XT
From (1.7), it follows that XT is centered and
RX
T
(s, t) = RX(s, t) − R
X(s, T )RX(t, T )
RX(T, T )
, s, t ∈ [0, T ]. (2.1)
Hence, RX
T
is non-degenerate on (0, T ) and RX
T
(T, T ) = 0. In order to define a scalar
product based on RX
T
, let
CT := {f : [0, T ]→ R | f is constant λ-a.e.}
and consider the quotient space ET /CT . Clearly, 1[0,T ) ∼ 0 mod CT . The Hilbert space of
abstract Wiener integrands of XT on [0, T ], denoted by ΛT
(
XT
)
, is defined as the completion
of ET /CT with respect to the scalar product(
1[0,s), 1[0,t)
)
XT
:= RX
T
(s, t), s, t ∈ (0, T ].
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Thus, f ∈ ΛT
(
XT
)
is an equivalence class of Cauchy sequences
{
fn
}
n∈N
∈ (ET /CT )N, where{
fn
}
n∈N
∼ {gn}n∈N :⇔
(
fn − gn, fn − gn
)
XT
→ 0, n → ∞. The scalar product on ΛT
(
XT
)
is given by(
f, g
)
ΛT (XT )
:= lim
n→∞
(
fn, gn
)
XT
, f , g ∈ ΛT
(
XT
)
,
{
fn
}
n∈N
∈ f, {gn}n∈N ∈ g,
with induced norm | · |ΛT (XT ). The isometric isomorphism defined by
IX
T
T : ΛT
(
XT
) → ΓT (XT )
1[0,t) 7→ XTt , t ∈ (0, T ],
is called the abstract Wiener integral with respect to XT on [0, T ]. We have that
∫ T
0 f(s)dX
T
s
:= IX
T
T
(
f
)
is centered, Gaussian and EP
(∫ T
0 f(s)dX
T
s
)
=
∣∣f ∣∣2
ΛT (XT )
for all f ∈ ΛT
(
XT
)
.
Let
ηX : ΛT (X) → ΛT (X)
f(·) 7→ f(·) −
(
f, 1[0,T )
)
ΛT (X)
RX(T, T )
.
ηX is the linear orthoprojection from ΛT (X) onto the closed subspace
ΛT,0(X) :=
{
f ∈ ΛT (X)
∣∣∣∣ (f, 1[0,T ))ΛT (X) = 0
}
along ΛT,0(X)
⊥ = CT . In particular, ker
(
ηX
)
= CT and
ηX(ΛT (X)) = ΛT,0(X). (2.2)
Thus, the map
ηX : ΛT (X)/CT → ΛT,0(X)
f 7→ ηXf
is an isomorphism. From (2.1), we obtain that(
1[0,s), 1[0,t)
)
XT
=
(
ηX1[0,s), η
X1[0,t)
)
X
, s, t ∈ (0, T ].
Hence,
ΛT
(
XT
)
= ΛT (X)/CT ,
i.e.
f ∈ ΛT
(
XT
) ⇔ f ∈ ΛT (X).
From (1.7), it follows that
X̂Tt =
∫ T
0
(
ηX1[0,t)
)
(s)dXs, a.s., t ∈ [0, T ]. (2.3)
Hence, ∫ T
0
f(s)dX̂Ts =
∫ T
0
(
ηXf
)
(s)dXs, a.s., f ∈ ΛT (X). (2.4)
From (1.8), we see that (2.3) does not have a reciprocal, i.e. Xt can not be written as an
abstract Wiener integral with respect to X̂T . By using (2.4), we can write (1.8) as follows:∫ T
0
f(s)dXs =
∫ T
0
f(s)dX̂Ts +
(
f, 1[0,T )
)
ΛT (X)
RX(T, T )
·XT , f ∈ ΛT (X). (2.5)
By combining (2.4) and (2.2), we obtain the following:
Lemma 2.5. We have that
ΓT
(
X̂T
)
= IXT (ΛT,0(X)) .
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3 Gaussian martingales
We consider the special case whenX is an FXT -martingale (or equivalently, an F
W
T -martingale).
This corresponds to a Volterra kernel of type zX(t, s) = zM (s)1[0,t)(s), s, t ∈ [0, T ], where
zM ∈ L2([0, T ]) and zM 6= 0, λ-a.e. For convenience, we write X = M . Let 〈M〉· :=∫ ·
0 z
2
M (s)ds denote the quadratic variation or variance function of M . Then 〈M〉· is strictly
increasing on [0, T ]. We denote
〈M〉T,t := 〈M〉T − 〈M〉t, t ∈ [0, T ].
We derive two types of measure-preserving and bridge transformations, present some pathwise
relations between the transformed processes, and show how the two types a connected. For
the case M = W , large parts of the results have been obtained in [8] and [13], although not
in the present form and not so detailed. The generalization from W to M can be obtained
by using the fact that M
d
= W〈M〉· . However, for convenience, we provide independent and
complete proofs.
3.1 Measure-preserving and bridge transformations
Clearly, we have that
ΛT (M) = L
2
T (M) := L
2([0, T ], d〈M〉·).
Furthermore,
ΛT,0(M) = L
2
T,0(M) :=
{
f ∈ L2T (M)
∣∣∣∣ ∫ T
0
f(s)d〈M〉s = 0
}
and (
ηMf
)
(·) = f(·) − 1〈M〉T
∫ T
0
f(s)d〈M〉s, f ∈ L2T (M).
Lemma 3.1. 1. For f ∈ L2T (M), let(HM,1f) (s) := 1〈M〉s
∫ s
0
f(u)d〈M〉u, s ∈ (0, T ],
and (HM,2f) (s) := 1〈M〉T,s
∫ T
s
f(u)d〈M〉u, s ∈ [0, T ).
The Hardy type operators HM,1 and HM,2 are bounded endomorphisms on L2T (M) with ad-
joints (HM,1,∗f) (s) = ∫ T
s
f(u)
〈M〉u d〈M〉u, s ∈ (0, T ],
and (HM,2,∗f) (s) = ∫ s
0
f(u)
〈M〉T,ud〈M〉u, s ∈ [0, T ),
respectively.
2. For i ∈ {1, 2}, let furthermore
αM,if := f − HM,if
and
βM,if := f − HM,i,∗f.
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Then αM,i : L2T,0(M) → L2T (M) and βM,i : L2T (M) → L2T,0(M) are isometric isomorphisms
with
(
αM,i
)−1
= βM,i.
3. For i ∈ {1, 2}, we have that
αM,iηMf = αM,if, f ∈ L2T (M), (3.1)
and
ηMβM,if = βM,if, f ∈ L2T (M). (3.2)
Also,
βM,iαM,if = ηMf, f ∈ L2T (M). (3.3)
Proof. 1. From Hardy’s inequality (see [5], Theorem 327, p. 240), it follows that∫ 1
0
1
x2
(∫ x
0
g(z)dz
)2
dx ≤ 4
∫ 1
0
g2(x)dx, g ∈ L2([0, 1]). (3.4)
By using (3.4) with g(z) := f
(
y−1(z)
)
for i = 1, and g(z) := f
(
y−1(1− z)) for i = 2,
where y(u) := 〈M〉u〈M〉T , we obtain that
∣∣HM,if ∣∣2
L2
T
(M)
≤ 4|f |2
L2
T
(M)
, f ∈ L2T (M). From Fubini’s
theorem, it follows that HM,i,∗ is the adjoint of HM,i.
2. By using Fubini’s theorem and splitting integrals, we have that αM,i : L2T,0(M)→ L2T (M)
is the inverse of βM,i : L2T (M)→ L2T,0(M). Moreover, from part 1, it follows that αM,i is the
adjoint of βM,i. So αM,i and βM,i are unitary and hence isometric.
3. A straightforward calculation yields (3.1). (3.2) follows from part 2. By using Fubini’s
theorem and splitting integrals, we obtain (3.3).
Remark 3.2. 1. Let f ∈ L2T (M). For t ∈ (0, T ] and s ∈ [t, T ), we have that
(
αM,2f1[0,t)
)
(s) =
0 and
(
βM,2f1[0,t)
)
(s) = cM (f, t), where cM is a function independent of s.
2. It holds that αM,ic ≡ 0, c ∈ CT , i ∈ {1, 2}.
We can state and prove the following theorem:
Theorem 3.3. Let i ∈ {1, 2}. The transformation defined by
T (i)t (M) :=
∫ T
0
(
βM,i1[0,t)
)
(s)dMs, t ∈ [0, T ], (3.5)
is measure-preserving, i.e. T (i)(M) is an FT (i)(M)T -martingale with T (i)0 (M) = 0, a.s., and
〈T (i)(M)〉· = 〈M〉·. Furthermore, the process
B(i)t (M) :=
∫ T
0
(
αM,i1[0,t)
)
(s)dMs, t ∈ [0, T ], (3.6)
is a bridge of M .
Proof. Clearly, T (i)(M) and B(i)(M) are centered Gaussian processes. From part 2 of Lemma
3.1, we obtain that
CovP
(
T (i)s (M),T (i)t (M)
)
= CovP(Ms,Mt), s, t ∈ [0, T ].
Furthermore, by combining (3.1), part 2 of Lemma 3.1 and (2.3), we obtain that
CovP
(
B(i)s (M),B(i)t (M)
)
= CovP
(
MTs ,M
T
t
)
, s, t ∈ [0, T ].
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3.2 Pathwise relations for the transformed processes
By using the stochastic Fubini theorem, we have that
T (1)t (M) = Mt −
∫ t
0
Ms
〈M〉s d〈M〉s, a.s., t ∈ [0, T ]. (3.7)
Similarly, we obtain that
T (2)t (M) = Mt −
∫ t
0
MT −Ms
〈M〉T,s d〈M〉s, a.s., t ∈ [0, T ]. (3.8)
On the one hand, by combining (3.5), (3.2) and (2.4), we have that
T (i)t (M) =
∫ T
0
(
βM,i1[0,t)
)
(s)dM̂Ts , a.s., t ∈ [0, T ], i ∈ {1, 2}. (3.9)
On the other hand, by combining (2.3), (3.3) and (3.5), we obtain the reciprocal
M̂Tt =
∫ T
0
(
αM,i1[0,t)
)
(s)dT (i)s (M), a.s., t ∈ [0, T ], i ∈ {1, 2}. (3.10)
Clearly, from (3.9) and (3.10), it follows that
ΓT
(
T (i)(M)
)
= ΓT
(
M̂T
)
, i ∈ {1, 2}. (3.11)
For i = 2, it follows more precisely from part 1 of Remark 3.2 that
Γt
(
T (2)(M)
)
= Γt
(
M̂T
)
, t ∈ [0, T ], (3.12)
i.e.
F
T (2)(M)
T = F
cMT
T . (3.13)
From (3.13), we obtain that T (2)(M) is an FcMTT -martingale. Furthermore, by combining
(3.11) and (1.8), we have that T (2)(M) is orthogonal to MT , and thus independent of
MT . Hence, T (2)(M) is also an
(
F
cMT
T ∨ σ(MT )
)
-martingale and so, by using (1.9), an(
FMT ∨ σ(MT )
)
-martingale. From (3.8), it is then easy to see that T (2)(M) is the martingale
component in the
(
FMT ∨ σ(MT )
)
-semimartingale decomposition of M .
By combining (3.8) and (1.7), we obtain that
T (2)t (M) = M̂Tt +
∫ t
0
M̂Ts
〈M〉T,s d〈M〉s, a.s., t ∈ [0, T ].
In particular, M̂T is the unique solution of the linear stochastic differential equation
dM̂Tt = dT (2)t (M) −
M̂Tt
〈M〉T,t d〈M〉t, M̂
T
0 = 0.
A straightforward calculation yields
B(1)t (M) = −〈M〉t
∫ T
t
1
〈M〉s dMs, a.s., t ∈ (0, T ]. (3.14)
Similarly,
B(2)t (M) = 〈M〉T,t
∫ t
0
dMs
〈M〉T,s , a.s., t ∈ [0, T ).
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By combining part 2 of Lemma 3.1 and (3.6), we obtain that
Mt =
∫ T
0
(
βM,i1[0,t)
)
(s)dB(i)s (M), a.s., t ∈ [0, T ], i ∈ {1, 2}. (3.15)
By comparing identities (3.6) and (3.15) with identities (3.10) and (3.9), we observe that the
bridge B(i)(M) is related to the martingale M in the same way as the bridge M̂T is related
to the martingale T (i)(M). Hence, from (3.11), we obtain that
ΓT
(
B(i)(M)
)
= ΓT (M), i ∈ {1, 2}. (3.16)
Moreover, from (3.12) we have that
Γt
(
B(2)(M)
)
= Γt(M), t ∈ [0, T ],
i.e.
F
B(2)(M)
T = F
M
T .
From (3.10) and (3.15), we obtain the following:
Lemma 3.4. Let i ∈ {1, 2}. Then
M̂Tt = B(i)t
(
T (i)(M)
)
, a.s., t ∈ [0, T ].
Furthermore,
Mt = T (i)t
(
B(i)(M)
)
, a.s., t ∈ [0, T ].
Remark 3.5. 1. From (3.11), we have that FT (i)(M)T ( FMT . Moreover, P
(T (i)(Ω)) = 1.
2. From (3.16), it follows that FB(i)(M)T = FMT . Also, P
(B(i)(Ω)) = 0.
3.3 Connection between the cases i = 1 and i = 2
Let (Yt)t∈[0,T ] be a Gaussian process with Y0 = 0, a.s., and let
St(Y ) := YT − YT−t, t ∈ [0, T ], (3.17)
be the time-reversion of the process Y . Clearly, we have that S0(Y ) = 0, a.s., and
ST (Y ) = YT , a.s. (3.18)
Furthermore, ΓT (S(Y )) = ΓT (Y ) and S2t (Y ) = Yt, a.s., t ∈ [0, T ].
It is easy to show that S(M) is a continuous FS(M)T -martingale with
〈S(M)〉t = 〈M〉T,T−t, t ∈ [0, T ]. (3.19)
Hence 〈S(M)〉· is strictly increasing on [0, T ]. Note that S is a measure-preserving transfor-
mation if and only if M has stationary increments, i.e. if and only if M = W . By using
(3.19), we obtain that(
βM,11[T−t,T )
)
(·) =
(
βS(M),21[0,t)
)
(T − ·), λ-a.e., t ∈ (0, T ].
It follows from this that
St
(
T (1)(M)
)
= T (2)t (S(M)) , a.s., t ∈ [0, T ]. (3.20)
Similarly, we have that(
αM,11[T−t,T )
)
(·) =
(
αS(M),21[0,t)
)
(T − ·), λ-a.e., t ∈ (0, T ].
Therefore,
St
(
B(1)(M)
)
= B(2)t (S(M)) , a.s., t ∈ [0, T ]. (3.21)
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4 Volterra Gaussian processes
We generalize the results of Section 3 to the case, when X is a continuous Volterra Gaussian
process with a non-degenerate Volterra kernel satisfying (1.5), (1.6) and that
KXf = zX(T, ·)1[0,t) has a solution in ΛˇT (X) for all t ∈ (0, T ], (4.1)
which we denote by k∗(t, ·) := k∗X,T (t, ·), t ∈ (0, T ]. We proceed similarly as in Section 3.
4.1 Measure-preserving and bridge transformations
Let
Mt := Mt(X,T ) := EP
(
XT
∣∣FXt ) , t ∈ [0, T ],
denote the prediction martingale of XT with respect to F
X
T . By definition,
MT = XT , a.s. (4.2)
Clearly, by (1.4) we have that
Mt =
∫ t
0
zX(T, s)dWs, a.s., t ∈ [0, T ]. (4.3)
From (4.3) and (1.5), it follows that M is a continuous Gaussian martingale with M0 = 0,
a.s., and the quadratic variation function 〈M〉· =
∫ ·
0 z
2
X(T, s)ds is strictly increasing on [0, T ].
In particular, all results from Section 3 hold true for M . We have that Γt(M) = Γt(W ),
t ∈ [0, T ], and hence from (1.3), it follows that
Γt(M) = Γt(X), t ∈ [0, T ]. (4.4)
More precisely, we have that
Xt =
∫ t
0
k(t, s)dMs, a.s., t ∈ [0, T ], (4.5)
where the Volterra kernel is given by
k(t, s) := kX,T (t, s) :=
zX(t, s)
zX(T, s)
, s, t ∈ [0, T ]. (4.6)
Let κ := κX,T be the isometric isomorphism defined by
κ : ΛT (X) → L2T (M)
1[0,t) 7→ k(t, ·), t ∈ (0, T ].
Then ∫ T
0
f(s)dXs =
∫ T
0
(κf)(s)dMs, a.s., f ∈ ΛT (X). (4.7)
Also, from (4.3) and (4.1), it follows that
Mt =
∫ T
0
k∗(t, s)dXs, a.s., t ∈ [0, T ]. (4.8)
Hence
κ−11[0,t) = k
∗(t, ·), t ∈ (0, T ].
From (4.4), it follows that k∗ is a Volterra kernel. Clearly, by using (4.2), we have that
RX(T, T ) = 〈M〉T (4.9)
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and
k∗(T, ·) ≡ 1. (4.10)
From (4.6) and (4.10), it follows that
κ(c) = κ−1(c) = c, c ∈ CT . (4.11)
Moreover, (4.7) and (4.2) imply that
(
f, 1[0,T )
)
ΛT (X)
= CovP
(∫ T
0
f(s)dXs,XT
)
= CovP
(∫ T
0
(κf)(s)dMs,MT
)
=
∫ T
0
(κf)(s)d〈M〉s, f ∈ ΛT (X). (4.12)
By combing (4.9) and (4.12), and then using (4.11), we obtain that
ηXf =
(
κ−1ηMκ
)
f, f ∈ ΛT (X). (4.13)
Also, by combining (2.3), (4.13), (4.7) and (2.4), we have that
X̂Tt =
∫ T
0
k(t, ·)(s)dM̂Ts , a.s., t ∈ [0, T ]. (4.14)
Example 4.1. If X = BH , then (4.1) is satisfied. We have that
k∗(t, s) = 1[0,t)(s) +
(
sin
(
pi
(
H − 12
))
pi
s
1
2
−H(t− s) 12−H
∫ T
t
uH−
1
2 (u− t)H− 12
u− s du
)
1[0,t)(s),
s, t ∈ [0, T ]. See [15] for a full proof.
The following result generalizes Lemma 3.1:
Lemma 4.2. 1. For i ∈ {1, 2} and f ∈ ΛT (X), let
αX,if :=
(
κ−1αM,iκ
)
f (4.15)
and
βX,if :=
(
κ−1βM,iκ
)
f. (4.16)
Then αX,i : ΛT,0(X) → ΛT (X) and βX,i : ΛT (X) → ΛT,0(X) are isometric isomorphisms
with
(
αX,i
)−1
= βX,i.
2. For i ∈ {1, 2}, we have that
αX,iηXf = αX,if, f ∈ ΛT (X), (4.17)
and
ηXβX,if = βX,if, f ∈ ΛT (X). (4.18)
Also,
βX,iαX,if = ηXf, f ∈ ΛT (X). (4.19)
Proof. 1. Follows straightforward from part 2 of Lemma 3.1.
2. Follows from part 3 of Lemma 3.1 by using (4.13).
Remark 4.3. 1. Let t ∈ (0, T ] and s ∈ [t, T ). By combining part 1 of Remark 3.2 and (4.11),
it follows that
(
αX,21[0,t)
)
(s) = 0 and
(
βX,21[0,t)
)
(s) = cM (k(t, ·), t).
2. From part 2 of Remark 3.2 and (4.11), we obtain that αX,ic ≡ 0, c ∈ CT , i ∈ {1, 2}.
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The generalization of Theorem 3.3 is straightforward:
Theorem 4.4. Let i ∈ {1, 2}. The transformation defined by
T (i)t (X) :=
∫ T
0
(
βX,i1[0,t)
)
(s)dXs, t ∈ [0, T ], (4.20)
is measure-preserving, i.e. T (i)(X) is a centered Gaussian process with T (i)0 (X) = 0, a.s.,
and RT
(i)(X) = RX . Furthermore, the process
B(i)t (X) :=
∫ T
0
(
αX,i1[0,t)
)
(s)dXs, t ∈ [0, T ], (4.21)
is a bridge of X.
Proof. By construction, T (i)(X) and B(i)(X) are centered Gaussian processes. By using part
1 of Lemma 4.2, we obtain that
CovP
(
T (i)s (X),T (i)t (X)
)
= CovP(Xs,Xt), s, t ∈ [0, T ].
Moreover, by combining (4.17), part 1 of Lemma 4.2 and (2.3), we obtain that
CovP
(
B(i)s (X),B(i)t (X)
)
= CovP
(
XTs ,X
T
t
)
, s, t ∈ [0, T ].
Remark 4.5. Lemma 4.2 and Theorem 4.4 hold true also without assumptions (1.6) and
(4.1).
Next, we want to explicitly evaluate the functions αX,i1[0,t) and β
X,i1[0,t) in definitions (4.21)
and (4.20), respectively. For this purpose, we recall the notion of the Bochner integral in
a Banach space: Let (Q,Q, µ) be a measure space with a finite signed measure and let B
be a Banach space with norm | · |B . The Bochner integral in B of an indicator function
f(q) := g · 1A(q), q ∈ Q, where A ∈ Q and g ∈ B, is given by
∫
Q
f(q)dµ(q) := g · µ(A). A
measurable map f : (Q,Q) → B, q 7→ f(q), is Bochner integrable if ∫
Q
|f(q)|Bdµ(q) < ∞.
The space of Bochner integrable functions is a Banach space. The Bochner integral in B of
a Bochner integrable function is defined as the unique continuous, linear extension of
∫
Q
· dµ
from the set of indicator functions to B. By construction, the Bochner integral commutes
with bounded linear maps: if f : Q → B is Bochner integrable, B′ is a Banach space and
A : B → B′ is a bounded linear map, then Af : Q→ B′ is Bochner integrable, and
A
∫
Q
f(q)dµ(q) =
∫
Q
Af(q)dµ(q).
If the elements of B are functions from [0, T ] to R, then we denote
∫
Q
f(q, s)dµ(q) :=(∫
Q
f(q)dµ(q)
)
(s), s ∈ [0, T ]. For details on Bochner integration, see [11].
We can state and prove the following lemma:
Lemma 4.6. Let z ∈ (0, T ] and g ∈ L2T (M).
1. If g is absolutely continuous on [a, z] for every a > 0, then(
κ−1g1[0,z)
)
(s) = k∗(z, s)g(z) −
∫ z
0
k∗(u, s)dg(u), λ-a.e. s ∈ (0, T ),
where the integral is a Bochner integral in ΛT (X).
2. If g is absolutely continuous on [0, b] for every b < z, then(
κ−1g1[0,z)
)
(s) =
∫ z
0
(k∗(z, s) − k∗(u, s)) dg(u) + k∗(z, s)g(0), λ-a.e. s ∈ (0, T ),
where the integral is a Bochner integral in ΛT (X).
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Proof. 1. We have that∫ z
0
1[0,u)(s)dg(u) = (g(z) − g(s))1[0,z)(s), λ-a.e. s ∈ (0, T ),
where the integral is a Bochner integral in L2T (M). By combining this, the fact that κ
−1 :
L2T (M)→ ΛT (X) is a bounded linear map and Remark 2.1, we obtain that(
κ−1g1[0,z)
)
(s) =
(
κ−1g(z)1[0,z)
)
(s) − (κ−1(g(z) − g)1[0,z)) (s)
= g(z)k∗(z, s) −
(
κ−1
∫ z
0
1[0,u)dg(u)
)
(s)
= g(z)k∗(z, s) −
(∫ z
0
κ−11[0,u)dg(u)
)
(s)
= g(z)k∗(z, s) −
∫ z
0
k∗(u, s)dg(u), λ-a.e. s ∈ (0, T ).
2. Similarly, we have that∫ z
0
(
1[0,z)(s)− 1[0,u)(s)
)
dg(u) = (g(s) − g(0)) 1[0,z)(s), λ-a.e. s ∈ (0, T ),
where the integral is a Bochner integral in L2T (M). Hence,(
κ−1g1[0,z)
)
(s) =
(
κ−1 (g − g(0)) 1[0,z)
)
(s) +
(
κ−1g(0)1[0,z)
)
(s)
=
(
κ−1
∫ z
0
(
1[0,z) − 1[0,u)
)
dg(u)
)
(s) + g(0)k∗(z, s)
=
(∫ z
0
κ−1(1[0,z) − 1[0,u))dg(u)
)
(s) + g(0)k∗(z, s)
=
∫ z
0
(k∗(z, s)− k∗(u, s)) dg(u) + g(0)k∗(z, s), λ-a.e. s ∈ (0, T ).
Let t ∈ (0, T ]. The function HM,1k(t, ·) is absolutely continuous with respect to 〈M〉·, or
equivalently, with respect to λ(·), on [a, T ] for every a > 0. By combining part 1 of Lemma
4.6 with z = T and (4.10), we obtain that(
αX,11[0,t)
)
(s) = 1[0,t)(s)−
1
〈M〉T
∫ t
0
k(t, u)d〈M〉u +
∫ t
0
k∗(u, s)
k(t, u)
〈M〉u d〈M〉u
−
∫ T
0
k∗(u, s)
〈M〉2u
∫ u
0
k(t, v)d〈M〉vd〈M〉u, λ-a.e. s ∈ (0, T ). (4.22)
Let t ∈ (0, T ). The function HM,2k(t, ·) is absolutely continuous on [0, T ]. Moreover,(HM,2k(t, ·)) (s) = 0, s ≥ t. By using part 1 of Lemma 4.6 with z = t, we obtain that(
αX,21[0,t)
)
(s) = 1[0,t)(s)−
∫ t
0
k∗(u, s)
k(t, u)
〈M〉T,u d〈M〉u
+
∫ t
0
k∗(u, s)
〈M〉2T,u
∫ t
u
k(t, v)d〈M〉vd〈M〉u, λ-a.e. s ∈ (0, T ). (4.23)
Let t ∈ (0, T ]. The function HM,1,∗k(t, ·) is absolutely continuous on [a, T ] for every a > 0,
and
(HM,1,∗k(t, ·)) (s) = 0, s ≥ t. By using part 1 of Lemma 4.6 with z = t, we obtain that(
βX,11[0,t)
)
(s) = 1[0,t)(s)−
∫ t
0
k∗(u, s)
k(t, u)
〈M〉u d〈M〉u, λ-a.e. s ∈ (0, T ). (4.24)
Let t ∈ (0, T ]. The function HM,2,∗k(t, ·) is absolutely continuous on [0, b] for every b < T .
By using part 2 of Lemma 4.6 with z = T and (4.10), we have that(
βX,21[0,t)
)
(s) = 1[0,t)(s)−
∫ t
0
(1− k∗(u, s)) k(t, u)〈M〉T,u d〈M〉u, λ-a.e. s ∈ (0, T ). (4.25)
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4.2 Pathwise relations for the transformed processes
By combining (4.20), (4.16), (4.7) and (3.5), we obtain that
T (i)t (X) =
∫ t
0
k(t, s)dT (i)s (M), a.s., t ∈ [0, T ], i ∈ {1, 2}, (4.26)
i.e. T (i)(M) is the prediction martingale of T (i)T (X) with respect to FT
(i)(X)
T . Clearly, we can
evaluate T (i)(X) explicitly by using (4.24) and (4.25). However, in order to obtain expressions
corresponding to (3.7) and (3.8), we combine (4.20), (4.7), the stochastic Fubini theorem and
(4.8), and obtain that
T (1)t (X) = Xt −
∫ t
0
(∫ u
0
k∗(u, s)dXs
)
k(t, u)
〈M〉u d〈M〉u, a.s., t ∈ [0, T ].
In the same way, we have that
T (2)t (X) = Xt −
∫ t
0
(
XT −
∫ u
0
k∗(u, s)dXs
)
k(t, u)
〈M〉T,ud〈M〉u, a.s., t ∈ [0, T ]. (4.27)
On the one hand, by combining (4.20), (4.18) and (2.4), we have that
T (i)t (X) =
∫ T
0
(
βX,i1[0,t)
)
(s)dX̂Ts , a.s., t ∈ [0, T ], i ∈ {1, 2}. (4.28)
On the other hand, by combining (2.3), (4.19) and (4.20), we obtain the reciprocal
X̂Tt =
∫ T
0
(
αX,i1[0,t)
)
(s)dT (i)s (X), a.s., t ∈ [0, T ], i ∈ {1, 2}. (4.29)
From (4.28) and (4.29), we have that
ΓT
(
T (i)(X)
)
= ΓT
(
X̂T
)
, i ∈ {1, 2}. (4.30)
For i = 2, it follows from part 1 of Remark 4.3 that
Γt
(
T (2)(X)
)
= Γt
(
X̂T
)
, t ∈ [0, T ],
i.e.
F
T (2)(X)
T = F
bXT
T .
By combining (4.27), (2.5) and (4.12), we obtain that
T (2)t (X) = X̂Tt +
∫ t
0
∫ T
0
k∗(u, ·)(s)dX̂Ts
k(t, u)
〈M〉T,u d〈M〉u, a.s., t ∈ [0, T ].
Note that, in contrast to M̂T , the process X̂T is not the solution of a linear stochastic
differential equation (unless X =M). By combining (4.21), (4.15), (4.7) and (3.6), we obtain
that
B(i)t (X) =
∫ T
0
k(t, ·)(s)dB(i)s (M), a.s., t ∈ [0, T ], i ∈ {1, 2}. (4.31)
By using (4.22), we obtain that
B(1)t (X) = Xt −
XT
〈M〉T
∫ t
0
k(t, u)d〈M〉u +
∫ t
0
(∫ t
0
k∗(u, s)
k(t, u)
〈M〉u d〈M〉u
)
dXs
−
∫ T
0
(∫ T
0
k∗(u, s)
〈M〉2u
∫ u
0
k(t, v)d〈M〉vd〈M〉u
)
dXs, a.s., t ∈ (0, T ].
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Similarly, by using (4.23), we have that
B(2)t (X) = Xt −
∫ t
0
(∫ t
0
k∗(u, s)
k(t, u)
〈M〉T,u d〈M〉u
)
dXs
+
∫ t
0
(∫ t
0
k∗(u, s)
〈M〉2T,u
∫ t
u
k(t, v)d〈M〉vd〈M〉u
)
dXs, a.s., t ∈ [0, T ).
By combining part 1 of Lemma 4.2 and (4.21), we have that
Xt =
∫ T
0
(
βX,i1[0,t)
)
(s)dB(i)s (X), a.s., t ∈ [0, T ], i ∈ {1, 2}. (4.32)
By comparing identities (4.21) and (4.32) with identities (4.29) and (4.28), we conclude that
the bridge B(i)(X) is related to the process X in the same way, as the bridge X̂T is related
to the process T (i)(X). Therefore,
ΓT
(
B(i)(X)
)
= ΓT (X), i ∈ {1, 2}. (4.33)
Furthermore,
Γt
(
B(2)(X)
)
= Γt(X), t ∈ [0, T ],
i.e.
F
B(2)(X)
T = F
X
T .
Remark 4.7. B(2)(X) is the dynamic bridge of X, and has been introduced in [4].
From (4.29) and (4.32), we obtain the following:
Lemma 4.8. Let i ∈ {1, 2}. Then
X̂Tt = B(i)t
(
T (i)(X)
)
, a.s., t ∈ [0, T ].
Furthermore,
Xt = T (i)t
(
B(i)(X)
)
, a.s., t ∈ [0, T ].
Remark 4.9. 1. From (4.30), we have that FT (i)(X)T ( FXT . Moreover, P
(T (i)(Ω)) = 1.
2. From (4.33), it follows that FB(i)(X)T = FXT . Also, P
(B(i)(Ω)) = 0.
4.3 Connection between the cases i = 1 and i = 2
Consider (4.5) and let
XSt :=
∫ t
0
k(t, s)dSs(M)
=
∫ t
0
(
zX(t, s)
zX(T, s)
zX(T, T − s)
)
dSs(W ), a.s., t ∈ [0, T ],
where S is defined as in (3.17). Note that XS is well-defined by part 1 of Remark 1.1.
Clearly, XS is a continuous Volterra Gaussian process with a non-degenerate Volterra kernel,
and S(M) is the prediction martingale of XST with respect to FX
S
T = F
S(M)
T . By combining
(4.26), (3.20) and again (4.26), we obtain that(
T (1)(X)
)S
t
= T (2)t
(
XS
)
, a.s., t ∈ [0, T ].
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Clearly,
RS(X)(T, T − t) = RX(T, T )−RX(T, t), t ∈ [0, T ]. (4.34)
By using (4.34) and (3.18), we obtain that
St
(
X̂T
)
= Ŝ(X)Tt , a.s., t ∈ [0, T ]. (4.35)
Consider (4.14) and let(
X̂T
)S
t
:=
∫ T
0
k(t, ·)(s)dSs
(
M̂T
)
, t ∈ [0, T ]. (4.36)
Due to (4.35), the right-hand side of (4.36) is a Wiener integral with respect to Ŝ(M)T . The
process
(
X̂T
)S
is well-defined due to part 1 of Remark 1.1. In particular, from (4.14) it
follows that (
X̂T
)S
t
= X̂St
T
, a.s., t ∈ [0, T ].
By combining (4.31), (3.21) and again (4.31), we have that(
B(1)(X)
)S
t
= B(2)t
(
XS
)
, a.s., t ∈ [0, T ].
Remark 4.10. IfX has stationary increments, then S(X) d= X, and hence S(X) is a Volterra
Gaussian process. In general, however, it is not clear whether S(X) is a Volterra Gaussian
process.
5 A Fourier-Laguerre series expansion
Let (Mt)t∈[0,∞) be a continuous Gaussian martingale with M0 = 0, a.s., such that 〈M〉· is
strictly increasing and
lim
t→∞
〈M〉t = ∞. (5.1)
As before, we assume that the underlying probability space is the coordinate space of M ,
i.e. we assume that Ω = {ω : [0,∞) → R |ω is continuous}, F = FM∞ := σ(Mt | t ∈ [0,∞))
and P is the probability measure with respect to which Mt(ω) = ω(t), ω ∈ Ω, t ∈ [0,∞), is a
Gaussian martingale with quadratic variation function 〈M〉·. Let
Γ∞(M) := span{Mt | t ∈ [0,∞)}
and
Γ[T,∞)(M) := span{Mt −Ms | s, t ∈ [T,∞)}
denote the first Wiener chaoses of M over [0,∞) and [T,∞), respectively. By (5.1), there
exists a standard Brownian motion (Wt)t∈[0,∞) such that Mt = W〈M〉t , a.s., t ∈ [0,∞) (see
[10], Theorem 4.6, p. 174). From the strong law of large numbers for standard Brownian
motion, it follows that
lim
t→∞
Mt
〈M〉t = limt→∞
Wt
t
= 0, a.s. (5.2)
From (3.7), we see that transformation T (1) does not depend on T , hence we can write
Tt(M) := T (1)t (M) = Mt −
∫ t
0
Ms
〈M〉s d〈M〉s, a.s., t ∈ [0,∞).
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By using the stochastic Fubini theorem, we have that
Tt(M) =
∫ ∞
0
(
βM,1∞ 1[0,t)
)
(s)dMs, a.s., t ∈ [0,∞),
where
βM,1∞ : L
2([0,∞), d〈M〉·) → L2([0,∞), d〈M〉·)
f(·) 7→ f(·)−
∫ ∞
·
f(u)
〈M〉u d〈M〉u.
By combining the classical Fubini theorem and (5.1), we obtain that βM,1∞ is an isometric
isomorphism with inverse
αM,1∞ : L
2([0,∞), d〈M〉·) → L2([0,∞), d〈M〉·)
f(·) 7→ f(·)− 1〈M〉·
∫ ·
0
f(u)d〈M〉u.
Hence, the measure-preserving transformation T is an automorphism, i.e. it has a measurable
inverse. The inverse is given by
T −1t (M) =
∫ ∞
0
(
αM,1∞ 1[0,t)
)
(s)dMs = −〈M〉t
∫ ∞
t
1
〈M〉s dMs, a.s., t ∈ (0,∞). (5.3)
In particular,
Γ∞
(T −1(M)) = Γ∞(M). (5.4)
Remark 5.1. For the (on T dependent) bridge of M in (3.14), it holds by using (5.3) that
lim
T →∞
T > t
B(1)t (M) = T −1t (M), a.s., t ∈ (0,∞).
Let T > 0 be fixed. M has independent increments, hence
Γ∞(M) = ΓT (M) ⊥ Γ[T,∞)(M). (5.5)
On the one hand, from (1.8) and (3.11), it follows that
ΓT (M) = ΓT (T (M)) ⊥ span{MT }. (5.6)
On the other hand, by using (5.4) and (5.6) with T −1(M) instead of M , we have that
Γ[T,∞)(M) = Γ[T,∞)
(T −1(M)) ⊥ span{T −1T (M)} . (5.7)
By combining (5.5), (5.6) and (5.7), and iterating this decomposing procedure, we obtain
that {T nT (M)}n∈Z is an orthogonal system in Γ∞(M). From the following two-sided Fourier-
Laguerre series expansion, it follows that this system is complete:
Theorem 5.2. Let Z :=
∫∞
0 f(s)dMs ∈ Γ∞(M). Then
Z = L2(P)-
∑
n∈Z
(∫ ∞
0
f(s)LM,Tn (s)d〈M〉s
)
· εM,Tn ,
where the sequence
{
εM,Tn
}
n∈Z
:=
{
T n
T
(M)√
〈M〉T
}
n∈Z
is i.i.d. with εM,T0 ∼ N (0, 1), and
LM,Tn (s) :=

1√
〈M〉T
Ln
(
ln 〈M〉T〈M〉s
)
1(0,T )(s), n ∈ N0
−
√
〈M〉T
〈M〉s
L−n−1
(
ln 〈M〉s〈M〉T
)
1(T,∞)(s), n ∈ −N,
with Ln(x) :=
∑n
k=0
(
n
k
)
1
k!(−x)k denoting the n-th Laguerre polynomial, n ∈ N0.
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Proof. First, we show that
{
εM,Tn
}
n∈N0
is a Hilbert basis of ΓT (M). By iterating T and
using the stochastic Fubini theorem, we have that
T nT (M) = MT +
n∑
k=1
(−1)k
(
n
k
)∫ T
0
∫ tk−1
0
. . .
∫ t1
0
Ms
d〈M〉s
〈M〉s
d〈M〉t1
〈M〉t1
. . .
d〈M〉tk−1
〈M〉tk−1
= MT +
n∑
k=1
(−1)k
k!
(
n
k
)∫ T
0
lnk
(〈M〉T
〈M〉s
)
dMs
=
∫ T
0
Ln
(
ln
〈M〉T
〈M〉s
)
dMs
=
√
〈M〉T
∫ T
0
LM,Tn (s)dMs, a.s., n ∈ N0. (5.8)
It is well-known that
{Ln(x), x ∈ [0,∞)}n∈N0 is a Hilbert basis of L2([0,∞), e−xdx). (5.9)
By substitution, we obtain that
{
LM,Tn (s), s ∈ (0, T )
}
n∈N0
is a Hilbert basis of L2T (M). The
claim follows from (5.8) and the Wiener isometry between L2T (M) and ΓT (M). Second, we
show that
{
εM,Tn
}
n∈−N
is a Hilbert basis of Γ[T,∞)(M). By using (5.3), partial integration
and (5.2), we have that
T −1t (M) = Mt − 〈M〉t · J 1t (M), a.s., t ∈ (0,∞), (5.10)
where
J kt (M) :=
∫ ∞
t
∫ ∞
tk−1
. . .
∫ ∞
t1
Ms
〈M〉s
d〈M〉s
〈M〉s
d〈M〉t1
〈M〉t1
. . .
d〈M〉tk−1
〈M〉tk−1
, k ∈ N.
By combining (5.10) and (5.3), using the stochastic Fubini theorem and iterating, we obtain
that
J kT (M) =
∫ ∞
T
∫ ∞
tk−1
. . .
∫ ∞
t2
(
Mt1
〈M〉t1
+
∫ ∞
t1
dMs
〈M〉s
)
d〈M〉t1
〈M〉t1
· · · d〈M〉tk−1〈M〉tk−1
= J k−1T (M) +
∫ ∞
T
1
(k − 1)! ln
k−1
( 〈M〉s
〈M〉T
)
dMs
〈M〉s = . . .
= J 1T (M) +
k−1∑
j=1
∫ ∞
T
1
j!
lnj
( 〈M〉s
〈M〉T
)
dMs
〈M〉s , a.s., k ≥ 2. (5.11)
From the identity
(
n
k
)
=
(
n−1
k
)
+
(
n−1
k−1
)
, 1 < k ≤ n, it follows that
n∑
k=j+1
(−1)k+j−1
(
n
k
)
=
(
n− 1
j
)
, 0 ≤ j < n. (5.12)
By using (5.10) and iterating, then using (5.11), again (5.10) and (5.12), we obtain that
T −nT (M) = MT +
n∑
k=1
(−1)k
(
n
k
)
〈M〉T · J kT (M)
= MT +
n∑
k=1
(−1)k
(
n
k
)
〈M〉T
J 1T (M) + k−1∑
j=1
∫ ∞
T
1
j!
lnj
( 〈M〉s
〈M〉T
)
dMs
〈M〉s

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=n∑
k=1
(−1)k
(
n
k
)
〈M〉T
∫ ∞
T
1
〈M〉 s
dMs +
k−1∑
j=1
∫ ∞
T
1
j!
lnj
( 〈M〉s
〈M〉T
)
dMs
〈M〉s

= 〈M〉T
∫ ∞
T
−1 + n∑
k=1
(−1)k
(
n
k
) k−1∑
j=1
1
j!
lnj
( 〈M〉s
〈M〉T
) dMs
〈M〉s
= −〈M〉T
∫ ∞
T
1 + n−1∑
j=1
n∑
k=j+1
(−1)k−1+j
(
n
k
)
1
j!
lnj
( 〈M〉s
〈M〉T
)
(−1)j
 dMs
〈M〉s
= −〈M〉T
∫ ∞
T
Ln−1
(
ln
〈M〉s
〈M〉T
)
dMs
〈M〉s
=
√
〈M〉T
∫ ∞
T
LM,T−n (s)dMs, a.s., n ∈ N. (5.13)
From (5.9), we obtain by substitution that
{
LM,Tn (s), s ∈ (T,∞)
}
n∈−N
is a Hilbert basis of
L2([T,∞), d〈M〉·). By combining (5.13) and the Wiener isometry between L2([T,∞), d〈M〉·)
and Γ[T,∞)(M), we obtain the claim. Third, by combining (5.5) with these results, we obtain
that
{
εM,Tn
}
n∈Z
is a Hilbert basis of Γ∞(M). A Fourier expansion yields
Z = L2(P)-
∑
n∈Z
CovP
(
Z, εM,Tn
) · εM,Tn
= L2(P)-
∑
n∈Z
(∫ ∞
0
f(s)LM,Tn (s)d〈M〉s
)
· εM,Tn .
As a special case, we obtain the following one-sided Fourier-Laguerre series expansion. For
M =W , it was shown in [8].
Corollary 5.3. We have that
Mt = L
2(P)-
∑
n∈N0
√
〈M〉T · ζn
(
ln
〈M〉T
〈M〉t
)
· εM,Tn , t ∈ (0, T ],
where ζn(y) :=
∫∞
y
Ln(x)e
−xdx, y ∈ [0,∞).
Proof. Set f := 1[0,t) in Theorem 5.2.
Remark 5.4. Clearly, we have that
FMT =
∨
n∈N0
σ (T nT (M))
and
FM[T,∞) := σ(Mt −Ms | s, t ∈ [T,∞)) =
∨
n∈−N
σ (T nT (M)) .
Furthermore,
F =
∨
n∈Z
σ (T nT (M)) .
Recall that an automorphism T on (Ω,F ,P) is a Kolmogorov automorphism, if there exists
a σ-algebra A ⊆ F , such that T −1A ⊆ A, ∨n∈ZT nA = F and ∩n∈N0T −nA = {Ω, ∅}. It is
straightforward to see that T and T −1 are Kolmogorov automorphisms with A = FM[T,∞) and
A = FMT , respectively. Hence, T and T −1 are strongly mixing and hence ergodic (see [14],
Proposition 5.11 and Proposition 5.9 on p. 63 and p. 62).
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