Abstract. Denote by B(H) the Banach algebra of all bounded linear operators on a complex Hilbert space H. Let A ∈ B(H), and denote by σ(A) the spectrum of A. For ε > 0, define
Introduction

Denote by B(H)
and measuring errors, and also due to the fact that σ(A) is very sensitive to perturbation, researchers propose the study of the ε-pseudospectrum of A for a given ε > 0 defined by σ ε (A) = ∪{σ(A + E) : E ∈ B(H), ∥E∥ < ε}.
(1.1)
Here ∥E∥ is the (spectral) norm of E. Evidently, for ε ∈ (0, ∞), the ε-pseudospectra of A form a family of strictly nested closed sets, which grow to fill the whole complex plane as ε → ∞. It follows from the upper-semicontinuity of the spectrum that the intersection of all the pseudospectra is the spectrum,
The operator (zI − A) −1 is the resolvent of an operator A at the point z ∈ C. One may also define the ε-pseudospectrum as follows:
Here we use the convention that ∥(zI − A)
Two other equivalent definitions of the ε-pseudospectrum are respectively σ ε (A) = {z ∈ C : ∥(zI − A)x∥ < ε for some unit vector x ∈ H}, (1
and σ ε (A) = {z ∈ C : s min (zI − A) < ε}, (1.4) where s min denotes the minimal singular value in the matrix case or the smallest s-number for an operator [7] . Clearly, the pseudospectrum is invariant under unitary similarities. Denote by A t the transpose of A relative to an arbitrary but fixed orthonormal basis of H. Then
because σ(X) = σ(X t ) for any X ∈ B(H).
Let us recall other properties of the pseudospectrum (see [12] ), which will be frequently used in our proof. Let ε > 0 be arbitrary and D(a, ε) = {µ ∈ C : |µ − a| < ε}, where a ∈ C.
Property 1.1. Let ε > 0 and let A ∈ B(H).
(1) σ(A) + D(0, ε) ⊆ σ ε (A).
In this paper, we give complete descriptions of some special classes of operators in terms of the pseudospectrum in Section 2. For example, we prove that an operator is a multiple of a self-adjoint operator if and only if its pseudospectrum lies in the set {z ∈ C : |ℑ(z)| < ε}. In A−B, AB, AB +BA. We note that the study of similar problems on matrix algebras was done in [4] . In this paper, we develop additional tools to lift the results to the infinite dimensional case, and treat the Jordan product AB + BA. Linear preservers of pseudospectrum have also been studied in a recent paper by Kumar and Kulkarni [8] .
To conclude this section, let us fix some notations. Let H be a complex Hilbert space. 
Denote by B(H) the
Some properties of the pseudospectrum
In this section, we give complete descriptions of the pseudospectra of self-adjoint operators.
We also classify the pseudospectra of several classes of operators such as projections and square zero operators. Moreover, we obtain a result concerning the continuity of the pseudospectrum. 
unitarily similar to B z ⊕ 0, where
Thus the minimal eigenvalue λ z of P (α z I − A) * (α z I − A)P is smaller than |z| 2 , and hence there exists a unit vector
, consider the following cases:
Case 2 |z| > ε. Let z = |z|e it with t ∈ R. Let ε t = εe it . From the above discussion, we
Thus, D(α, r) ⊂ σ ε (A) and the proof is complete.
Theorem 2.2. Let ε > 0, A ∈ B(H), and t ∈ R. Then e it A is self-adjoint if and only if
Proof. Since σ ε (e it A) = e it σ ε (A), it suffices to prove the case when t = 0.
To prove the sufficiency, assume that σ ε (A) ⊂ {z ∈ C : |Im z| < ε}. For every α ∈ σ(A),
First we consider the case when σ(A) = σ p (A).
A. Assume that there exists α ∈ σ(A) such that ker(αI − A) is not a reduced subspace of
A, then, by Lemma 2.1, there exists r > ε such that α + ir ∈ σ ε (A), a contradiction. So
Clearly, for distinct α, β ∈ σ(A), ker(αI − A) and ker(βI − A) are orthogonal and H is spanned by {ker(αI − A) : α ∈ σ(A)}. Since every x can be expressed as x = ∑ α x α , where
For the general case, we can use Berberian's construction [2] to get a unital isometric * -representation ϕ :
, where σ a (A) denotes the set of approximate point spectra of A. Hence, by (1.2),
, and ϕ is linear isometry, we have A = A * , that is, A is self-adjoint. This completes the proof.
Corollary 2.3. Let ε > 0 and A ∈ B(H). Then the following statements hold.
(1) A = aI if and only if σ ε (A) = D(a, ε), where a ∈ C.
(2) Let a ∈ C be nonzero. There exists a nontrivial projection
, we see that σ(e −it A) = {|a|} and the result follows.
The proof of (2) is similar.
Proof. The case for X = 0 is clear. Now assume that X 2 = 0 and X ̸ = 0. Then ker X ̸ = H.
According to the decomposition H = ker X ⊕ker X ⊥ , X has an operator matrix representation
where N ∈ B(ker X ⊥ , ker X) is injective. Let z ∈ C and write X z = zI − X. For λ > 0, we
.
As a result,
The following result has been proved in [4, Proposition 2.7] .
which is attained at a point in
The next result follows immediately from Proposition 2.4 and Lemma 2.5.
Corollary 2.6. Let ε > 0 and x, f ∈ H be arbitrary. Then ⟨x, f ⟩ = 0 if and only if
The next result shows that σ ε (A) varies continuously with respect to A and ε. It is well known that the spectrum is upper semi-continuous, but, in general, it may not be continuous (for example, see [1] and [6] ).
Proposition 2.7. The map (ε, A) → σ ε (A), which sends a positive number ε and A ∈ B(H)
to the bounded set σ ε (A) in C, is continuous using the metric Proof. Given (ε, A) and 0 < δ < ε/2,
. Take an arbitrary T ∈ B(H) and ϵ ′ > 0 such that
We have
Then, for any z ∈ σ ε ′ (T ), there exists a unit vector x ∈ X such that ∥(zI − T )x∥ < ε ′ , and hence,
; similarly it can be proved that
Hence the pseudospectrum is jointly continuous in (ε, A).
As pointed out by the referee, the above proposition is a folklore result in pseudospectrum.
However, it is not easy to locate a proper reference. Note that our proof also works if we replace H by an arbitrary Banach space, and define the ε-spectrum on the bounded operators of the Banach space accordingly.
pseudospectrum preservers of the difference of operators
In this section, we characterize pseudospectrum preservers of the difference of any pair of operators. Proof. The case when H is finite dimensional has been proven in [4] . Therefore, we may assume that dim H is infinite. 
Theorem 3.1. Let ε > 0. A surjective map Φ : B(H) → B(H) satisfies
σ ε (Φ(A) − Φ(B)) = σ ε (A − B), for all A,
B ∈ B(H) if and only if there exist S ∈ B(H) and a unitary operator U ∈ B(H) such that Φ has the form
By Theorem 2.2, (1 + i)(A − iB) is self-adjoint. Therefore, we have
This proves Claim 1.
Claim 2. For any A ∈ B(H), Ψ(A) = A.
Let A = B + iC with B, C ∈ B s (H). Suppose Ψ(A) = T + iS for some T, S ∈ B s (H).
Since From Theorem 3.1, one readily obtains the following result.
Corollary 3.2. Let ε > 0. A surjective map Φ : B(H) → B(H) satisfies σ ε (Φ(A) + Φ(B)) = σ ε (A + B) for all A, B ∈ B(H) if and only if there is a unitary operator U ∈ B(H) such that Φ has the form
A → U AU * or A → U A t U * ,
where A t denotes the transpose of A relative to an arbitrary but fixed orthonormal basis of H.
Furthermore, when H is finite dimensional, the surjectivity assumption on Φ can be removed.
pseudospectrum preservers of the product of operators
In this section, we characterize pseudospectrum preservers of the product of operators. Note that the preservers of spectrum has been treated in [10] .
Theorem 4.1. Let ε > 0. Then a surjective map Φ : B(H) → B(H) satisfies σ ε (Φ(A)Φ(B)) = σ ε (AB) for all A, B ∈ B(H) if and only if there exist a unitary operator U ∈ B(H) and µ ∈ {1, −1} such that
Φ(A) = µU AU * for every A ∈ B(H).
Proof.
The case when H is finite dimensional has been proven in [4] . Therefore, we may assume that dim H is infinite.
We establish the proof of the theorem by proving several claims. 
Claim 1. There exist a unitary operator U ∈ B(H) and a functional h : B(H) → C \ {0}
such that Φ(x ⊗ f ) = h(x ⊗ f )U x ⊗ U f for all x, f ∈ H,
It follows from Corollary 2.3 that, for any unit vector
is a rank one projection, so h(x ⊗ x) = ±1 and T can be chosen as unitary. Now assume that T is conjugate linear. Similar to the previous discussion, T can be chosen as conjugate unitary. Assume that T is conjugate unitary. For any unit vector x ∈ H, take α = a + ib with a, b ∈ R nonzero, then 
Claim 2. Either h(x, x) ≡ 1 for any unit vector x ∈ H, or h(x, x) ≡ −1 for any unit vector
x ∈ H. 
By Claim 1, we only need to prove that h(x
Combining (4.1) with (4.2), one has h(x ⊗ x)h(f ⊗ f ) = 1, and hence Claim 1 implies that
Now assume that ⟨x, f ⟩ = 0. Take a unit vector u ∈ H such that ⟨u, f ⟩ ̸ = 0 and ⟨x, u⟩ ̸ = 0.
Then, similarly we get that h(x⊗x) = h(u⊗u) and h(f ⊗f ) = h(u⊗u), so h(x⊗x) = h(f ⊗f )
and Claim 2 follows. 
and therefore
h(x ⊗ f ) = 1, which completes the proof of Claim 3.
By replacing Φ by −Φ if necessary, we may assume that h(x ⊗ f ) = 1 for all unit vectors
For any unit vectors x, f ∈ H, we have
It follows from Corollary 2.3 that Φ(A)U x ⊗ U Ax = ∥Ax∥ 2 P for a rank one projection P .
Therefore, we have
Hence, for all unit vector x, we have Φ(A)U x ⊗ U Ax = U Ax ⊗ U Ax, and consequently, (Φ(A)U − U A)x = 0 for all unit vector x. Therefore, Φ(A) = U AU * for every A ∈ B(H). The proof is complete.
pseudospectrum preservers of Jordan product
In abstract algebra, a Jordan algebra is an (not necessarily associative) algebra over a field whose multiplication satisfies the following axioms:
• xy = yx (commutative law)
• (xy)(xx) = x(y(xx)) (Jordan identity).
Jordan algebras were first introduced by Pascual Jordan (1933) to formalize the notion of an algebra of observables in quantum mechanics. The real algebra of all self-adjoint operators on a Hilbert space is a Jordan algebra. In this section we first characterize maps preserving pseudospectrum of Jordan products on real Jordan algebras, furthermore, we will also consider pseudospectrum preservers of Jordan products on B(H). Denote by B s (H) the set of all selfadjoint operators on a Hilbert space H, and by P(H) the set of all projections on H.
if and only if there exists a unitary operator U ∈ B(H) such that Φ has the form
where µ ∈ {1, −1} and A t denotes the transpose of A relative to an arbitrary but fixed orthonormal basis of H. Furthermore, when H is finite dimensional, the surjectivity assumption on Φ can be removed.
Proof. In the finite dimensional case, note that σ ε (A) = ∪{D(λ, ε) : λ ∈ σ(A)} for every A ∈ B s (H). Thus, Φ leaves invariant the pseudospectrum of AB + BA if and only if Φ leaves invariant the spectrum of AB + BA. The conclusion then follows from Theorem 3.2 in [5] .
Therefore, we may assume that dim H is infinite.
The proof of the theorem will be completed after proving several claims. Claim 2. There exists a unitary or conjugate unitary operator U on H such that Φ(P ) = U P U * for every P ∈ P(H).
The equality σ ε (2Φ( 
Thus P ∈ B(H) is a projection if and only if Φ(P ) is a projection. We claim that Φ : P(H) → P(H) is bijective. Clearly, we need only prove that Φ is injective. Assume that P, Q ∈ P(H)
such that Φ(P ) = Φ(Q). For any unit vector x ∈ H, we have
Note that P x⊗x+x⊗xP is self-adjoint, the above equality implies that σ(P x⊗x+x⊗xP ) = σ(Qx ⊗ x + x ⊗ xQ), and hence ⟨P x, x⟩ = ⟨Qx, x⟩ for every unit vector x, so P = Q. That is, Φ is injective. Now it can be easily checked that P Q = 0 if and only if Φ(P )Φ(Q) = 0 for all
P, Q ∈ P(H). Thus, Φ : P(H) → P(H)
is a bijective map which preserves the orthogonality in both directions. So, by [11] , there exists a unitary or conjugate unitary operator U on H such that Φ(P ) = U P U * for every P ∈ P(H).
Claim 3. The result in the theorem holds.
Let A ∈ B s (H) be arbitrary. For any unit vector x ∈ H, we have
Assume that U is unitary. Then
where Tr(A) denotes the trace of A. So Φ(A) = U AU * for every A ∈ B s (H).
Now assume that U is conjugate unitary. Take an orthonormal basis {e i } i∈Λ of H and define
where
A t is the transpose of A for an arbitrarily but fixed orthonormal basis of H.
Then V is unitary, and Φ(A) = V JAJV * = V A t V * for every A ∈ B s (H).
Next we consider the pseudospectrum preservers of Jordan product on B(H). Proof. First consider the case when the dimension of H is infinite. We will divide the proof into several claims. 
Theorem 5.2. Let ε > 0. Then a surjective map Φ : B(H) → B(H) satisfies
σ ε (AB + BA) = σ ε (Φ(A)Φ(B) + Φ(B)Φ(A)) for all A,H = [x 1 ] ⊕ [x 2 ] ⊕ (H 1 ⊖ [x 1 , x 2 ]), A has the form      a b 0 b * * 0 * *      . Let M = [x 1 , x 2 ], then the restriction of Φ(I) to M ⊕ M equals to        1 0 a b 0 1 b * 0 0 −1 0 0 0 0 −1        .
Thus, with the decomposition
With the corresponding space decomposition, let 
Since Φ is surjective, there exists X ∈ B(H) such that Φ(X) = Y . Now it follows from 
