Enstrophy is an averaged measure of fluid vorticity. This quantity is particularly important in rotating geophysical flows. We investigate the dynamical evolution of enstrophy for large-scale quasi-geostrophic flows under random wind forcing. We obtain upper bounds on the enstrophy, as well as results establishing its Hölder continuity and describing the small-time asymptotics.
Introduction
Randomness is ubiquitous in fluid systems. Macroscopic partial differential equation models for fluid flows contain such randomness as stochastic forcing, uncertain parameters, random sources, and random boundary conditions.
There has been active recent research on stochastic approaches to geophysical flows [19, 18, 14, 24, 4] and numerical simulations of stochastically forced geophysical flows [25, 26, 5, 6, 27] . It is generally understood that random fluctuations can have delicate impact on geophysical fluid dynamics [19, 14, 25, 26, 10] .
A class of large-scale geophysical flows under random forcing are modeled by the quasi-geostrophic equation [19] : is also imposed. The mean enstrophy for a fluid flow is half the squared mean-square norm of the vorticity [21, 23] . In this paper, we discuss the time evolution of the enstrophy. We present results which establish upper bounds on the enstrophy, as well as results on Hölder continuity and smalltime asymptotics for % W B
. These results are contained in Sections 3, 4, and 5, respectively. The mathematical framework for our discussion is described in Section 2.
Mathematical Framework
As it stands, the stochastic quasi-geostrophic equation (2) still has to be given a mathematically precise meaning. This can be accomplished using the framework of stochastic partial differential equations, as described for example in [7] . In our situation, we formally rewrite (2) in the Ito formulation
In the following we use the abbreviations [1] . However, in this paper it is conjectured that in (7) one generally should expect an upper bound which is logarithmic in h u h . Even though our results remain valid in this situation, we will assume the above stronger condition.
Under the above assumptions, Theorem 5.2.9 in [8] guarantees that the stochastic convolution
has a continuous version with values in w q
, the Banach space of continuous functions satisfying zero Dirichlet boundary conditions on . To be more precise,
¢
has a version which is even Hölder continuous with some small exponent, which depends on the asymptotic behavior of the coefficients u . If we define the nonlinear operator
, then (4) can be rewritten as the abstract evolution equation together with initial condition 
where we use the abbreviation¯E $ 6 ¢ ¬
. Notice that both ® and¯depend on¨.
Enstrophy Estimate: Upper Bounds
We begin by establishing upper bounds on the time evolution of the enstrophy
where denotes a generic constant which depends only on
, and whose specific value may change from line to line. Similarly, · denotes a generic constant which depends only on and´, where´% S V Q is some arbitrarily small number. The constant ¶ denotes the optimal constant in the Poincare inequality
the improved a-priori estimate immediately yields the following lemma. 
Lemma 1 For any
Together with Theorem I.6.1 in [17] this yields
Suppose for simplicity that u w and 6 are stochastically independent. It is possible to drop this assumption in this section, but in this case we additionally need
for some small Ð S V Q . The critical term for taking the expectation in (14) is the squared p r -norm of
in the exponent, which is in general not finite. To complicate matters further, the p r -norm in the exponent cannot easily be dealt with, since we do not have a Hilbert space structure.
For our situation we will improve on some ideas of [15] . Using Fernique's Theorem [7, Theorem 2.6] we get that
. The latter inequality follows immediately from Chebychev's inequality, provided we have 
We remark that the assumption (7) on the eigenfunctions is essential for the proof of this lemma. Notice also that the series in (16) is finite according to (5) . Lemma 2 implies that (15) is satisfied for any B ±
. It is now straightforward to verify that 
. We finally obtain from (14) that
for any B ±
. Using
, this immediately implies the following theorem on upper bounds for the enstrophy. 
, provided both
. For this one has to employ estimates for
which can be obtained for example as in [16, Corollary 2.3] .
In order to obtain a bound for 
. We have proved the following result. 
Remark 2 If
) v & d ¶ A ¡ ) 0 1 v V ¶ d V I F Q ,) v & d ¶ A ¡ ) 2 1 w ¶ d .
If on the other hand
Our above results hold for a large class of noise processes, in particular also for more irregular Wiener processes 6 whose covariance operator is not of trace-class. If, however, one assumes that the Wiener process is of trace-class, i.e., if
, then the results can be improved significantly by employing Ito's formula. One advantage of this approach is that it avoids the conditions on the eigenfunction in (7). Therefore, we will briefly outline the main ideas.
By applying Ito's formula [7, Section 4.5] to the squared p ¡ -norm of the vorticity u B
, it can easily be verified that
denotes the trace of the covariance operator ¦ of 6 . Using calculations analogous to the ones leading to the a-priori estimate in Lemma 1, we formally obtain
as in Lemma 1. Hence, for any
Especially if one can choose a growth exponent
» x Q
, this significantly improves the estimates of Theorem 2, since in this case the right-hand side of (18) 
Enstrophy Estimate: Hölder Continuity
In this section we establish regularity properties of the enstrophy as a function of time. More precisely, we will prove that
is Hölder continuous. To this end, we need the following lemma from [4] . 
Lemma 3 Define a nonlinear mapping
In fact, it is shown in [4] that for arbitrary positive constants z ðQ ±
. Together with Theorem 1 and Remark 1 these bounds immediately furnish the following result. 
The following theorem states our main result on the regularity of the enstrophy. It will be proved in the remainder of this section. To prove the above theorem establishing the Hölder continuity of the enstrophy, we first define
Theorem 3 (Hölder Continuity
According to (10) 
for any
, with a constant which depends on 0 ðQ
. Thus, 
S x
As in the discussion leading to (23), we obtain for any
Using again Lemma 4 we further derive (25) Combining (24) . Therefore, this section is devoted to investigating the small-time asymptotics of the enstrophy. Similar to [2, 3] 
