A new class of generalized nonlinear implicit quasivariational inclusions with fuzzy mappings  by Ding, Xie Ping & Park, Jong Yeoul
Journal of Computational and Applied Mathematics 138 (2002) 243–257
www.elsevier.com/locate/cam
A new class of generalized nonlinear implicit quasivariational
inclusions with fuzzy mappings
Xie Ping Dinga ; ∗; 1, Jong Yeoul Parkb; 2
aDepartment of Mathematics, Sichuan Normal University, Chengdu, Sichuan 610066, People’s Republic of China
bDepartment of Mathematics, Pusan National University, Pusan 609-735, South Korea
Received 25 October 2000; received in revised form 22 February 2001
Abstract
In this paper, we introduce and study a new class of generalized nonlinear implicit quasivariational inclusions with
fuzzy mappings. An existence theorem of solutions is proved without compactness assumptions. A new iterative algorithm
is suggested and analysed. The convergence of iterative sequences generated by the new algorithm are also given. As
special cases, some known results are also discussed. c© 2002 Elsevier Science B.V. All rights reserved.
Keywords: Generalized nonlinear implicit quasivariational inclusion; Fuzzy mappings; Iterative algorithm; Hilbert space
1. Introduction
Variational inequality theory has become very e<ective and powerful tool for studying a wide
range of problems arising in pure and applied sciences which include work on di<erential equations,
mechanics, contact problems in elasticity, optimization and control problems, management science,
operations research, general equilibrium problems in economics and transportation, unilateral, obsta-
cle, moving, etc. A useful and important generalization of variational inequalities is a mixed type
variational inequality containing nonlinear term. Due to the presence of the nonlinear term, the pro-
jection method cannot be used to study the existence and algorithm of solutions for the mixed type
variational inequalities.
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In 1994, Hassouni and MoudaE [14] used the resolvant operator technique for maximal monotone
mapping to study a class of mixed type variational inequalities with single-valued mappings which
was called variational inclusions and developed a perturbed algorithm for Ending approximate solu-
tions of the mixed variational inequalities. Since then, Adly [1], Huang [15–17], Kazmi [19], Ding
[4–8], Ding and Lou [12,13], Noor [22,23], Noor et al. [26], Yuan [37], Uko [33] and Shim et al.
[32] have obtained some important extensions and generalizations of the results in [14] in various
di<erent directions. We know that one of the most important and diKcult problems in variational
inequality theory is the development of an eKcient and implementable iterative algorithm for solving
various classes of variational inequalities and variational inclusions.
In 1989, Chang and Zhu [3] Erst introduced and studied a class of variational inequalities for
fuzzy mappings. Since then, several classes of variational inequalities with fuzzy mappings were
considered by Chang and Huang [2], Noor [24], Huang [18], Park and Jeong [28–30], Wu et al.
[36] and Ding [9–11].
In 1992 and 1997, by studying an elastoplasticity problem, Panagiotopoulos and Stavroulakis [27]
and Noor and Al-Said [25] consider a new class of generalized nonlinear variational inequality
problems, which is a variant form and generalization of the problem proposed by Verma [34] and
Verma and Base [35].
In this paper, we shall introduce and study a new class of generalized nonlinear implicit quasivari-
ational inclusions with fuzzy mappings, which includes many new and known classes of generalized
mixed variational inequalities and generalized quasivariational inequalities as special cases. An exis-
tence theorem of solutions is proved without compactness assumptions. A new iterative algorithm for
Ending approximate solutions is proposed and analysed. The convergence of the iterative sequences
generated by the new algorithm are also given. As special cases, some known results in this Eeld
are also discussed.
2. Preliminaries
Let H be a real Hilbert space with a norm ‖ · ‖ and an inner product 〈·; ·〉. Let F(H) be a
collection of all fuzzy sets over H . A mapping F :H→F(H) is said to be a fuzzy mapping. For
each x∈H; F(x) (denote it by Fx, in the sequel) is a fuzzy set on H and Fx(y) is the membership
function of y in Fx.
A fuzzy mapping F :H→F(H) is said to be closed if for each x∈H , the function y →Fx(y)
is upper semicontinuous, i.e., for any given net {y} ⊂ H satisfying y→y0 ∈H; lim sup Fx(y)
6Fx(y0). For A∈F(H) and ∈ [0; 1], the set (A) = {x∈H : A(x)¿ } is called a -cut set of A.
A closed fuzzy mapping A :H→F(H) is said to satisfy the condition (∗) if there exists a func-
tion a :H→ [0; 1] such that for each x∈H; (Ax)a(x) is a nonempty bounded subset of H . It is
clear that if A is a closed fuzzy mapping satisfying the condition (∗), then for each x∈H , the set
(Ax)a(x) ∈CB(H), where CB(H) denotes the family of all nonempty bounded closed subsets of H .
In fact, let {y}∈
 ⊂ (Ax)a(x) be a net and y→y0 ∈H . Then (Ax)(y)¿ a(x) for each ∈
. Since
A is closed, we have
Ax(y0)¿ lim sup
∈

Ax(y)¿ a(x):
This implies y0 ∈ (Ax)a(x) and so (Ax)a(x) ∈CB(H).
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Let A; B; C; D; E :H→F(H) be Eve closed fuzzy mappings satisfying the condition (∗). Then
there exist Eve functions a; b; c; d; e :H→ [0; 1] such that for each x∈H , we have (Ax)a(x); (Bx)b(x);
(Cx)c(x); (Dx)d(x); (Ex)e(x) ∈CB(H). Therefore, we can deEne Eve set-valued mappings A˜; B˜; C˜; D˜; E˜ :
H→CB(H) by
A˜(x) = (Ax)a(x); B˜(x) = (Bx)b(x); C˜(x) = (Cx)c(x); D˜(x) = (Dx)d(x);
E˜(x) = (Ex)e(x)
for each x∈H . In the sequel, A˜; B˜; C˜; D˜ and E˜ are called the set-valued mappings induced by the
fuzzy mappings A; B; C; D and E, respectively.
Let N :H×H→H and f; g; m :H→H be single-valued mappings and let A; B; C; D; E :H→F(H)
be fuzzy mappings. Let a; b; c; d; e :H→ [0; 1] be given functions. Let M :H×H→ 2H be a set-valued
mapping such that for each given z ∈H; M (·; z) :H→ 2H is a maximal monotone mapping with
g(x)−m(y)∈ dom(M (·; z)) for all x; y∈H . Throughout this paper, unless otherwise stated, we will
consider the following generalized nonlinear implicit quasivariational inclusion problem with fuzzy
mappings:

Find x; u; v; w; y; z ∈H such that
Ax(u)¿ a(x); Bx(v)¿ b(x); Cx(w)¿ c(x); Dx(z)¿d(x);
Ex(y)¿ e(x) and
0∈M (g(x)− m(y); z) + f(w)− N (u; v):
(2.1)
Special cases:
(I) If m=0; f=g and Cx and Ex are both the characteristic function {x} of {x} and c(x)=e(x)=1
for each x∈H , then the problem (2.1) reduces to the following problem:

Find x; u; v; z;∈H such that
Ax(u)¿ a(x); Bx(v)¿ b(x); Dx(z)¿d(x) and
0∈M (g(x); z) + g(x)− N (u; v):
(2.2)
The problem (2.2) was introduced and studied by Ding [9] which was called generalized implicit
quasivariational inclusions with fuzzy mappings. The problems (2.1) and (2.2) include a number
of variational inclusions with fuzzy mappings and generalized nonlinear quasivariational inclusions
with fuzzy mappings in [2,3,9–11,18,24,28–30,36] as special cases.
(II) If f = 0; N = −N and Cx is the characteristic function {x} of {x} and c(x) = 1 for each
x∈H , then the problem (2.1) reduces to the following problem:

Find x; u; v; z; y∈H such that
Ax(u)¿ a(x); Bx(v)¿ b(x); Dx(z)¿d(x); Ex(y)¿ e(x) and
0∈M (g(x)− m(y); z) + N (u; v):
(2.3)
The problem (2.3) is new which is a fuzzy generalization of the generalized set-valued strongly
nonlinear quasivariational inclusion considered by Shim et al. [32].
(III) If A; B; C; D; E :H→CB(H) are classical set-valued mappings, we can deEne the fuzzy map-
pings A; B; C; D; E :H→F(H) by
x → A(x); x → B(x); x → C(x); x → D(x); x → E(x);
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where A(x); B(x); C(x); D(x) and E(x) are the characteristic functions of A(x); B(x); C(x); D(x)
and E(x), respectively. Taking a(x) = b(x) = c(x) = d(x) = e(x) = 1 for all x∈H , the problem (2.1)
is equivalent to the following problem:

Find x∈H; u∈A(x); v∈B(x); w∈C(x);
z ∈D(x) and y∈E(x) such that
0∈M (g(x)− m(y); z) + f(w)− N (u; v):
(2.4)
For a suitable choice of A; B; C; D; E; f; g; m and M , the problem (2.4) include a number of
variational, quasivariational and generalized quasivariational inclusions considered in [1,4,5,14–17,19,
22–24,26,32,33,37] as special cases.
(IV) Let  :H×H→R∪{+∞} be such that for each Exed z ∈H; (·; z) is a proper convex lower
semicontinuous functional satisfying g(x) − m(y)∈ dom (@(·; z)) for all x; y∈H where @(·; z)
is the subdi<erential of (·; z). By [31], @(·; z) :H→ 2H is a maximal monotone mapping. Let
M (x; z)= @(x; z); ∀x; z ∈H . For given z ∈H , by the deEnition of the subdi<erential of (·; z), it is
easy to see that the problem (2.1) reduces to the following problem:

Find x; u; v; w; z; y∈H such that
Ax(u)¿ a(x); Bx(v)¿ b(x); Cx(w)¿ c(x); Dx(z)¿d(x);
Ex(y)¿ e(x) and
〈f(w)− N (u; v); h− g(x)〉¿(g(x)− m(y); z)− (h; z); ∀h∈H:
(2.5)
The problem (2.5) is new and includes many generalized quasivariational inclusion problems con-
sidered in [4,14–17,19,23,26,33,37] as special cases.
(V) If K :H→ 2H is a set-valued mapping such that each K(x) is a closed convex subset of H
and for each Exed z ∈H; (·; z) = IK(z)(·) is the indicator function of K(z),
IK(z)(x) =
{
0; if x∈K(z);
+∞; otherwise;
then the problem (2.5) reduces to the generalized strongly nonlinear implicit quasivariational in-
equality problem with fuzzy mappings:

Find x; u; v; w; z; y∈H such that
Ax(u)¿ a(x); Bx(v)¿ b(x); Cx(w)¿ c(x); Dx(z)¿d(x);
Ex(y)¿ e(x) and
g(x)∈m(y) + K(z); 〈f(w)− N (u; v); h− g(x)〉¿ 0; ∀h∈m(y) + K(z):
(2.6)
(VI) If m(u) = 0 and N (u; v) = g(v)− u; ∀u; v∈H; Dx and Ex are both the characteristic function
{x} of {x} and c(x) = e(x) = 1 for each x∈H , then the problem (2.6) reduces to the following
problem:

Find x; u; v; w∈H such that
Ax(u)¿ a(x); Bx(v)¿ b(x); Cx(w)¿ c(x) and
g(x)∈K(x); 〈f(w)− (g(v)− u); h− g(x)〉¿ 0; ∀h∈K(x):
(2.7)
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The problem (2.7) is called the generalized strongly nonlinear quasivariational inequality problem
with fuzzy mappings, which includes the completely generalized strongly quasivariational inequality
problems and generalized nonlinear variational inequality problems considered by Park and Jeong
[28–30], Noor and Al-Said [25], Verma [34] and Verma and Base [35] as very special cases.
In brief, for appropriate and suitable choices N; A; B; C; D; E; f; g; m; a; b; c; d; e and M ,
it is easy to see that the generalized nonlinear implicit quasivariational inclusion problem (2.1)
includes a number of variational inclusions, generalized quasivariational inclusions, generalized vari-
ational inequalities, generalized implicit quasivariational inequalities and generalized implicit qua-
sicomplementarity problems studied by many authors as special cases, for example see [1–5,9,10,
14–19,21–25,28–30,32,33,37] and the references therein. Furthermore, these types of quasivariational
inclusions can enable us to study many important nonlinear problems arising in mechanics, physics,
optimization and control, nonlinear programming, economics, Enance, regional structural, transporta-
tion, elasticity and various applied sciences in a general and uniEed framework.
Denition 2.1. Let H be a Hilbert space and let M :H→ 2H be a maximal monotone mapping. For
any Exed #¿ 0, the mapping JM# :H→H deEned by
JM# (x) = (I + #M)
−1(x); ∀x∈H
is said to be the resolvent operator of M , where I is the identity mapping on H .
Lemma 2.1 (Pascali and Sburlan [31]). Let M :H→ 2H be a maximal monotone mapping. Then
the resolvent operator JM# :H→H of M is nonexpansive; i.e.;
‖JM# (x)− JM# (y)‖6 ‖x − y‖; ∀x; y∈H:
Denition 2.2. A mapping g :H→H is said to be
(i) &-strongly monotone if there exists a constant &¿ 0 such that
〈g(x)− g(y); x − y〉¿ &‖x − y‖2; ∀x; y∈H:
(ii) '-Lipschitz continuous if there exists a constant '¿ 0 such that
‖g(x)− g(y)‖6 '‖x − y‖; ∀x; y∈H:
Denition 2.3. Let E :H→ 2H and N :H × H→H be mappings.
(i) E is said to be -strongly monotone if there exists a constant ¿ 0 such that
〈u1 − u2; x1 − x2〉¿ ‖x1 − x2‖2; ∀x1; x2 ∈H; u1 ∈E(x1); u2 ∈E(x2);
(ii) N (·; ·) is said to be -relaxed Lipschitz with respect to E in the Erst argument if there exists a
constant ¿ 0 such that
〈N (u1; ·)− N (u2; ·); x1 − x2〉6− ‖x1 − x2‖2; ∀x1; x2 ∈H; u1 ∈E(x1); u2 ∈E(x2);
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(iii) N (·; ·) is said to be (-Lipschitz continuous in the Erst argument if there exists a constant (¿ 0
such that
‖N (u1; ·)− N (u2; ·)‖6 (‖u1 − u2‖; ∀u1; u2 ∈H:
In a similar way, we can deEne the )-Lipschitz continuity of N (·; ·) in the second argument.
Denition 2.4. A set-valued mapping E :H→CB(H) is said to be *-Lipschitz continuous if there
exists a constant *¿ 0 such that
H˜ (E(x); E(y))6 *‖x − y‖; ∀x; y∈H
where H˜ (·; ·) is the Hausdor< metric on CB(H).
3. Iterative algorithm of solutions
We Erst transfer the problem (2.1) into a Exed point problem.
Theorem 3.1. (x; u; v; w; z; y) is a solution of the problem (2.1) if and only if (x; u; v; w; z; y) satis:es
the following relation:
g(x) = m(y) + JM (·; z)# (g(x)− m(y)− #f(w) + #N (u; v)); (3.1)
where u∈ A˜(x); v∈ B˜(x); w∈ C˜(x); z ∈ D˜(x); y∈ E˜(x) and #¿ 0 is a constant.
Proof. By the deEnition of the resolvent operator JM (·; z)# of M (·; z), we have that (3.1) holds if and
only if u∈ A˜(x); v∈ B˜(x); w∈ C˜(x); z ∈ D˜(x) and y∈ E˜(x) such that
g(x)− m(y)− #f(w) + #N (u; v)∈ g(x)− m(y) + #M (g(x)− m(y); z):
The above relations holds if and only if u∈ A˜(x); v∈ B˜(x)w∈ C˜(x); z ∈ D˜(x) and y∈ E˜(x) such that
0∈M (g(x)− m(y); z) + f(w)− N (u; v):
Hence (x; u; v; w; z; y) is a solution of the problem (2.1) if and only if u∈ A˜(x); v∈ B˜(x); w∈ C˜(x);
z ∈ D˜(x) and y∈ E˜(x) are such that (3.1) holds.
Remark 3.1. Theorem 3:1 is a generalized variant form of Lemma 3:1 of Kazmi [19], Lemma 3:1
of Adly [1], Lemma 2:1 of Huang [15], Lemma 3:1 of Huang [16,17], Theorem 3:1 of Ding [4,5]
and Theorem 2:1 of Ding [9]. Eq. (3.1) can be written as
x = (1− )x + [x − g(x) + m(y) + JM (·; z)# (g(x)− m(y)− #f(w) + #N (u; v))]: (3.2)
This Exed point formulation enables us to suggest the following iterative algorithm.
Algorithm 3.1. Let A; B; C; D; E :H→F(H) be closed fuzzy mappings satisfying the condition (∗)
and A˜; B˜; C˜; D˜; E˜ : H˜→CB(H) be the set-valued mappings induced by the fuzzy mappings A; B; C; D
and E, respectively. Let N :H × H→H and g; f; m :H→H be single-valued mappings and let
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M :H×H→ 2H be such that for each Exed z ∈H; M (·; z) :H→ 2H is a maximal monotone mapping
satisfying g(x) − m(y)∈ dom(M (·; z)) for all x; y∈H . For given ∈ (0; 1]; x0 ∈H; u0 ∈
A˜(x0); v0 ∈ B˜(x0); w0 ∈ C˜(x0); z0 ∈ D˜(x0) and y0 ∈ E˜(x0), let
x1 = (1− )x0 + [x0 − g(x0) + m(y0) + JM (·; z0)# (g(x0)− m(y0)− #f(w0) + #N (u0; v0))]:
By Nadler [20], there exist u1 ∈ A˜(x1); v1 ∈ B˜(x1); w1 ∈ C˜(x1); z1 ∈ D˜(x1), and y1 ∈ E˜(x1) such that
‖u0 − u1‖6 (1 + 1)H˜ (A˜(x0); A˜(x1));
‖v0 − v1‖6 (1 + 1)H˜ (B˜(x0); B˜(x1));
‖w0 − w1‖6 (1 + 1)H˜ (C˜(x0); C˜(x1));
‖z0 − z1‖6 (1 + 1)H˜ (D˜(x0); D˜(x1));
‖y0 − y1‖6 (1 + 1)H˜ (E˜(x0); E˜(x1)):
Let
x2 = (1− )x1 + [x1 − g(x1) + m(y1) + JM (·; z1)# (g(x1)− m(y1)− #f(w1) + #N (u1; v1))]:
By induction, we can obtain sequences {xn}; {un}; {vn}; {wn}; {zn} and {yn} satisfying

xn+1 = (1− )xn + [xn − g(xn) + m(yn)
+ JM (·; zn)# (g(xn)− m(yn)− #f(wn) + #N (un; vn))];
un ∈ A˜(xn); ‖un − un+1‖6 (1 + (1 + n)−1)H˜ (A˜(xn); A˜(xn+1));
vn ∈ B˜(xn); ‖vn − vn+1‖6 (1 + (1 + n)−1)H˜ (B˜(xn); B˜(xn+1));
wn ∈ C˜(xn); ‖wn − wn+1‖6 (1 + (1 + n)−1)H˜ (C˜(xn); C˜(xn+1));
zn ∈ D˜(xn); ‖zn − zn+1‖6 (1 + (1 + n)−1)H˜ (D˜(xn); D˜(xn+1));
yn ∈ E˜(xn); ‖yn − yn+1‖6 (1 + (1 + n)−1)H˜ (E˜(xn); E˜(xn+1)); n= 0; 1; : : : ;
(3.3)
where #¿ 0 is a constant.
Letting =1 in Algorithm 3:1, we obtain the following algorithm for the problem (2.1) as follows:
Algorithm 3.2. Let A; B; C; D; E :H→F(H) be closed fuzzy mappings satisfying the condition (∗)
and A˜; B˜; C˜; D˜; E˜ :H→CB(H) be the set-valued mappings induced by the fuzzy mappings, A; B; C;
D and E, respectively. Let N :H × H→H and g; f; m :H→H be single-valued mappings and let
M :H × H→ 2H be such that for each Exed z ∈H; M (·; z) :H→ 2H is a maximal monotone map-
ping satisfying g(x)−m(y)∈ dom(M (·; z)), for all x; y∈H . For given x0 ∈H; u0 ∈ A˜(x0); v0 ∈ B˜(x0);
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v0 ∈ B˜(x0); w0 ∈ C˜(x0); z0 ∈ D˜(x0) and y0 ∈ E˜(x0), compute {xn}; {un}; {vn}; {wn}; {zn} and {yn}
from the following iterative schemes:


xn+1 = xn − g(xn) + m(yn) + JM (·; zn)# (g(xn)− m(yn)− #f(wn) + #N (un; vn));
un ∈ A˜(xn); ‖un − un+1‖6 (1 + (1 + n)−1)H˜ (A˜(xn); A˜(xn+1));
vn ∈ B˜(xn); ‖vn − vn+1‖6 (1 + (1 + n)−1)H˜ (B˜(xn); B˜(xn+1));
wn ∈ C˜(xn); ‖wn − wn+1‖6 (1 + (1 + n)−1)H˜ (C˜(xn); C˜(xn+1));
zn ∈ D˜(xn); ‖zn − zn+1‖6 (1 + (1 + n)−1)H˜ (D˜(xn); D˜(xn+1));
yn ∈ E˜(xn); ‖yn − yn+1‖6 (1 + (1 + n)−1)H˜ (E˜(xn); E˜(xn+1)); n= 0; 1; : : : ;
(3.4)
where #¿ 0 is a constant.
From Algorithm 3:1, we can obtain an algorithm for the problem (2.4) as follows:
Algorithm 3.3. Let A; B; C; D; E :H→CB(H) be set-valued mappings. Let N :H ×H→H and g; f;
m :H→H be single-valued mappings and let M :H × H→ 2H be such that for each Exed z ∈H;
M (·; z) :N→ 2H is a maximal monotone mapping satisfying g(x) − m(y)∈ dom(M (·; z)) for all
x; y∈H . For given x0 ∈H; u0 ∈A(x0); v0 ∈B(x0); w0 ∈C(x0); z0 ∈D(x0) and y0 ∈E(x0), compute
{xn}; {un}; {vn}; {wn}; {zn} and {yn} from the following iterative schemes:


xn+1 = (1− )xn + [xn − g(xn) + m(yn)
+ JM (·; zn)# (g(xn)− m(yn)− #f(wn) + #N (un; vn))];
un ∈A(xn); ‖un − un+1‖6 (1 + (1 + n)−1)H˜ (A(xn); A(xn+1));
vn ∈B(xn); ‖vn − vn+1‖6 (1 + (1 + n)−1)H˜ (B(xn); B(xn+1));
wn ∈C(xn); ‖wn − wn+1‖6 (1 + (1 + n)−1)H˜ (C(xn); C(xn+1));
zn ∈D(xn); ‖zn − zn+1‖6 (1 + (1 + n)−1)H˜ (D(xn); D(xn+1));
yn ∈E(xn); ‖yn − yn+1‖6 (1 + (1 + n)−1H˜)(E(xn); E(xn+1)); n= 0; 1; : : : ;
(3.5)
where #¿ 0 is a constant.
From Algorithm 3:1, we can obtain an algorithm for the problem (2.5) as follows:
Algorithm 3.4. Let A; B; C; D; E :H→F(H) be closed fuzzy mappings satisfying the condition (∗)
and A˜; B˜; C˜; D˜; E˜ :H→CB(H) be the set-valued mappings induced by the fuzzy mappings, A; B; C;
D and E, respectively. Let N :H × H→H and g; f; m :H→H be single-valued mappings and
let  :H × H→R ∪ {+∞} be such that for each Exed z ∈H; (·; z) :H→R ∪ {+∞} is a proper
convex lower semicontinuous functional on H satisfying g(x)−m(y)∈ dom(@(·; z)) for all x; y∈H .
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For given x0 ∈H; u0 ∈ A˜(x0); v0 ∈ B˜(x0); w0 ∈ C˜(x0); z0 ∈ D˜(x0) and y0 ∈ E˜(x0), compute {xn}; {un};
{vn}; {wn}; {zn} and {yn} from the following iterative schemes:

xn+1 = (1− )xn + [xn − g(xn) + m(yn)
+ J @(·; zn)# [g(xn)− m(yn)− #f(wn) + #N (un; vn)];
un ∈ A˜(xn); ‖un − un+1‖6 (1 + (1 + n)−1)H˜ (A˜(xn); A˜(xn+1));
vn ∈ B˜(xn); ‖vn − vn+1‖6 (1 + (1 + n)−1)H˜ (B˜(xn); B˜(xn+1));
wn ∈ C˜(xn); ‖wn − wn+1‖6 (1 + (1 + n)−1)H˜ (C˜(xn); C˜(xn+1));
zn ∈ D˜(xn); ‖zn − zn+1‖6 (1 + (1 + n)−1)H˜ (D˜(xn); D˜(xn+1));
yn ∈ E˜(xn); ‖yn − yn+1‖6 (1 + (1 + n)−1)H˜ (E˜(xn); E˜(xn+1)); n= 0; 1; : : : ;
(3.6)
where #¿ 0 is a constant and J @(·; z)# = (I + #@(·; z))−1.
Remark 3.2. In brief, for suitable choices of A; B; C; D; E; a; b; c; d; e; g; f; m; N and M , many iterative
algorithms for solving various variational inclusions, generalized quasivariational inclusions, gener-
alized quasivariational inequalities and generalized quasicomplementarity problems in [1–19,21–30,
32–37] can be obtained as special cases of Algorithms 3:1–3:4.
4. Existence and convergence
In this section, we show the existence of a solution of the problem (2.1) and the convergence of
the iterative sequences generated by Algorithm 3:1.
Theorem 4.1. Let A; B; C; D; E :H→F(H) be closed fuzzy mappings satisfying the condition (∗)
and A˜; B˜; C˜; D˜; E˜ :H→CB(H) be the set-valued mappings induced by the fuzzy mappings A; B; C; D;
E, respectively. Let A˜; B˜; C˜; D˜ and E˜ be A -Lipschitz continuous; B -Lipschitz continuous,
C-Lipschitz continuous; D-Lipschitz continuous and E-Lipschitz continuous; respectively. Let
g :H→H be &-strongly monotone and '-Lipschitz continuous and let N :H ×H→H be -relaxed
Lipschitz with respect to A˜ and (-Lipschitz continuous in the :rst argument and )-Lips-
chitz continuous in the second argument. Let m;f :H→H be ,-Lipschitz and *-Lipschitz con-
tinuous, respectively. Let M :H × H→ 2H be such that for each :xed z ∈H; M (·; z) :H→ 2H is
a maximal monotone mapping satisfying g(x)− m(y)∈ dom M (·; z) for all x; y∈H . Suppose that
for any x; y; z ∈H;
‖JM (·; x)# (z)− JM (·;y)# (z)‖6 -‖x − y‖ (4.1)
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and there exists a constant #¿ 0 such that

k = 2
√
1− 2&+ '2 + -B + ,E; k + #()B + *C)¡ 1; )B + *C ¡6 A(;
¿ (1− k)()B + *C) +
√
(2A(2 − ()B + *C)2)(2k − k2);∣∣∣∣#− − (1− k)()B + *C)2A(2 − ()B + *C)2
∣∣∣∣
¡
√
[− (1− k)()B + *C)]2 − (2A(2 − ()B + *C)2)(2k − k2)
2A(2 − ()B + *C)2
:
(4.2)
Then the iterative sequences {xn}; {un}; {vn}; {wn}; {zn} and {yn} generated by Algorithm 3:1
converge strongly to x∗; u∗; v∗; w∗; z∗ and y∗; respectively and (x∗; u∗; v∗; w∗; z∗; y∗) is a solution
of the generalized nonlinear implicit quasivariational inclusion problem with fuzzy mapping (2.1).
Proof. By Algorithm 3:1, we have
‖xn+1 − xn‖ = ‖(1− )xn + [xn − g(xn) + m(yn) + JM (·; zn)# (g(xn)
−m(yn)− #f(wn) + #N (un; vn))]− (1− )xn−1 − [xn−1 − g(xn−1)
+m(yn−1) + JM (·; zn−1)# (g(xn−1)− m(yn−1)− #f(wn−1) + #N (un−1; vn−1))]‖
6 (1− )‖xn − xn−1‖+ ‖xn − xn−1 − (g(xn)− g(xn−1))‖
+ ‖m(yn)− m(yn−1)‖+ ‖JM (·; zn)# (g(xn)− m(yn)− #f(wn) + #N (un; vn))
− JM (·; zn−1)# (g(xn−1)− m(yn−1)− #f(wn − 1) + #(un−1; vn−1))‖: (4.3)
Since g is &-strongly monotone and '-Lipschitz continuous, by using the technique of Noor [21],
we have
‖xn − xn−1 − (g(xn)− g(xn−1))‖6
√
1− 2&+ '2‖xn − xn−1‖: (4.4)
By Lemma 2:1 and condition (4.1), we have
‖JM (·; zn)# (g(xn)− m(yn)− #f(wn) + #N (un; vn))
− JM (·; zn−1)# (g(xn−1)− m(yn−1)− #f(wn−1) + #N (un−1; vn−1))‖
6 ‖JM (·; zn)# (g(xn)− m(yn)− #f(wn) + #N (un; vn))
− JM (·; zn)# (g(xn−1)− m(yn−1)− #f(wn − 1) + #N (un−1; vn−1))‖
+ ‖JM (·; zn)# (g(xn−1)− m(yn−1)− #f(wn−1) + #N (un−1; vn−1))‖
− JM (·; zn−1)# (g(xn−1)− m(yn−1)− #f(wn − 1) + #N (un−1; vn−1))‖
6 ‖g(xn)− m(yn)− #f(wn) + #N (un; vn)− g(xn−1) + m(yn−1) + #f(wn−1)
−#N (un−1; vn−1)‖+ -‖zn − zn−1‖
6 ‖xn − xn−1 − (g(xn)− g(xn−1))‖+ ‖xn − xn−1 + #(N (un; vn)− N (un−1; vn))‖
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+#‖N (un−1; vn)− N (un−1; vn−1)‖+ ‖m(yn)− m(yn−1)‖
+#‖f(wn)− f(wn−1)‖+ -‖zn − zn−1‖: (4.5)
Since N (·; ·) is -relaxed Lipschitz with respect to A˜ and (-Lipschitz continuous in the Erst argument
and A˜ is A-Lipschitz continuous, we have
‖xn − xn−1 + #(N (un; vn)− N (un−1; vn))‖2
=‖xn − xn−1‖2 + 2#〈N (un; vn)− N (un−1; vn); xn − xn−1〉
+#2‖N (un; vn)− N (un−1; vn)‖2
6 ‖xn − xn−1‖2 − 2#‖xn − xn−1‖2 + #2(2[(1 + n−1)H˜ (A˜(xn); A˜(xn−1))]2
6 (1− 2#+ #2(22A(1 + n−1)2)‖xn − xn−1‖2: (4.6)
Using )-Lipschitz continuity of N (·; ·) in the second argument and B-Lipschitz continuity of B˜, we
have
‖N (un−1; vn)− N (un−1; vn−1)‖
6 )‖vn − vn−1‖6 )(1 + n−1)H˜ (B˜(xn); B˜(xn−1))
6 )B(1 + n−1)‖xn − xn−1‖: (4.7)
By the *-Lipschitz continuity of f and the C-Lipschitz continuity of C˜, we have
‖f(wn)− f(wn−1)‖6 *‖wn − wn−1‖
6 *(1 + n−1)H˜ (C˜(xn); C˜(xn−1))6 *C(1 + n−1)‖xn − xn−1‖: (4.8)
By the D-Lipschitz continuity of D˜, we have
‖zn − zn−1‖6 (1 + n−1)H˜ (D˜(xn); D˜(xn−1))
6 D(1 + n−1)‖xn − xn−1‖: (4.9)
By the ,-Lipschitz continuity of m and E-Lipschitz continuity of E˜, we have
‖m(yn)− m(yn−1)‖6 ,‖yn − yn−1‖
6 ,(1 + n−1)H˜ (E˜(xn); E˜(xn−1))6 ,E(1 + n−1)‖xn − xn−1‖: (4.10)
By (4.3)–(4.10), we obtain
‖xn+1 − xn‖6 [(1− ) + 2
√
1− 2&+ '2 + 
√
1− 2#+ 2A(2#2(1 + n−1)2
+ ()B + *C)#(1 + n−1) + (-D + ,E)(1 + n−1)]‖xn − xn−1‖
= [kn + (1− ) + tn(#)]‖xn − xn−1‖
= 1n‖xn − xn−1‖; (4.11)
where kn =2
√
1− 2&+ '2 + (-D + ,E)(1+ n−1); tn(#) =
√
1− 2#+ 2A(2#2(1 + n−1)2 + ()B +
*C)#(1+n−1) and 1n=kn+(1−)+tn(#). Letting 1=k+(1−)+t(#) where k=2
√
1− 2&+ '2+
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-D+,E and t(#)=
√
1− 2#+ 2A(2#2+()B+*C)#, we have that kn→ k; tn(#)→ t(#) and 1n→ 1
as n→∞. It follows from condition (4.2) that 1¡ 1. Hence 1n¡ 1 for n suKciently large. Therefore,
(4.11) implies that {xn} is a Cauchy sequence in H and so we can assume that xn→ x∗ ∈H as
n→∞. By the Lipschitz continuity of A˜; B˜; C˜; D˜ and E˜ we obtain
‖un+1 − un‖6 (1 + (1 + n)−1)H˜ (A˜(xn+1); A˜(xn))6 (1 + (1 + n)−1)A‖xn+1 − xn‖;
‖vn+1 − vn‖6 (1 + (1 + n)−1)H˜ (B˜(xn+1); B˜(xn))6 (1 + (1 + n)−1)B‖xn+1 − xn‖;
‖wn+1 − wn‖6 (1 + (1 + n)−1)H˜ (C˜(xn+1); C˜(xn))6 (1 + (1 + n)−1)C‖xn+1 − xn‖;
‖zn+1 − zn‖6 (1 + (1 + n)−1)H˜ (D˜(xn+1); D˜(xn))6 (1 + (1 + n)−1)D‖xn+1 − xn‖;
‖yn+1 − yn‖6 (1 + (1 + n)−1)H˜ (E˜(xn+1); E˜(xn))6 (1 + (1 + n)−1)E‖xn+1 − xn‖:
It follows that {un}; {vn}; {wn}; {zn} and {yn} are also Cauchy sequences in H . We can assume
that un→ u∗; vn→ v∗; wn→w∗ zn→ z∗ and yn→y∗, respectively. Note that un ∈ A˜(xn), we have
d(u∗; A˜(x∗))6 ‖u∗ − un‖+ d(unA˜(xn)) + H˜ (A˜(xn); A˜(x∗))
6 ‖u∗ − un‖+ A‖xn − x∗‖→ 0; as n→∞:
Hence we must have u∗ ∈ A˜(x∗). Similarly, we can show that v∗ ∈ B˜(x∗); w∗ ∈ C˜(x∗); z∗ ∈ D˜(x∗)
and y∗ ∈ E˜(x∗). Hence, we have that Ax∗(u∗)¿ a(x∗); Bx∗(v∗)¿ b(x∗); Cx∗(w∗)¿ c(x∗); Dx∗(z∗)
¿d(x∗) and Ex∗(y∗)¿ e(x∗). From xn+1 = (1 − )xn + [xn − g(xn) + m(yn) + JM (·; zn)# (g(xn) −
m(yn)− #f(wn) + #N (un; vn))] it follows that
g(x∗) = m(y∗) + JM (·; z
∗)
# (g(x
∗)− m(y∗)− #f(w∗) + #N (u∗; v∗)):
By Theorem 3.1, (x∗; u∗; v∗; w∗; z∗; y∗) is a solution of the problem (2.1).
Remark 4.1. If  = 1; f(x) = g(x) and m(x) = 0 for each x∈H , then Theorem 4.1 reduces to
Theorem 3.1 of Ding [9]. If m(x) = f(x) = 0 for all x∈H , then Theorem 4.1 is a fuzzy extension
of Theorem 2:2 of Ding [5].
Theorem 4.2. Let A; B; C; D; E; A˜; B˜; C˜; D˜; E˜; g; f; m and N be same as in Theorem 4:1.
Let  :H × H→ (−∞;+∞] be such that for each :xed z ∈H; (·; z) is a proper convex lower
semicontinuous function on H satisfying g(x)−m(y)∈ dom @(·; z) for all x; y; z ∈H . Suppose that
for all x; y; z ∈H ,
‖J @(·; x)# (z)− J @(·;y)# (z)‖6 -‖x − y‖:
If there exist constant #¿ 0 such that condition (4:2) is satis:ed; then the iterative sequences
{xn}; {un}; {vn}; {wn}; {zn} and {yn} generated by Algorithm 3:1 with M (x; z)=@(x; z); ∀x; z ∈H
strongly converge to x∗; u∗; v∗; w∗; z∗ and y∗; respectively and (x∗; u∗; v∗; w∗; z∗; y∗) is a solution
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of the problem (2:5); that is

x∗; u∗; v∗; w∗; z∗; y∗ ∈H such that
Ax∗(u∗)¿ a(x∗); Bx∗(v∗)¿ b(x∗); Cx∗(w∗)¿ c(x∗);
Dx∗(z∗)¿d(x∗); Ex∗(y∗)¿ e(x∗) and
〈f(w∗)− N (u∗; v∗); u− g(x∗)〉¿(g(x∗)− m(y∗); z∗)− (u; z∗); ∀u∈H;
Proof. DeEne a mapping M :H × H→ 2H by
M (x; z) = @(x; z); ∀x; z ∈H:
Then, it follows from the assumption of  that for each given z ∈H; M (·; z) :H→ 2H is a maxi-
mal monotone mapping satisfying g(x) − m(y)∈ dom(M (·; z)) for all x; y∈H . It is easy to see
that all conditions of Theorem 4.1 are satisEed. The conclusion of Theorem 4.2 follows from
Theorem 4.1.
Remark 4.2. Theorem 4.2 includes Theorem 3:3 of Ding [9], Theorem 4.1 of Huang [15], Theorem
4.1 of Wu, Long and Huang [36] and the corresponding results of Park and Jeong [28,29] and Noor
[24] as very special cases.
Theorem 4.3. Let A; B; C; D; E :H→CB(H) be Lipschitz continuous with Lipschitz constants A;
B; C; D; and E; respectively. Let g; f; m :H→H be such that g is &-strongly monotone and
'-Lipschitz continuous; f is *-Lipschitz continuous and m is ,-Lipschitz continuous. Let N : H ×
H→H be -relaxed Lipschitz with respect to A and (-Lipschitz continuous in the :rst argument
and )-Lipschitz continuous in the second argument. Let M :H × H→ 2H be such that for each
:xed z ∈H; M (·; z) :H→ 2H is a maximal monotone mapping satisfying g(x)−m(y)∈ domM (·; z)
for all x; y∈H . Suppose the conditions (4:1) and (4:2) in Theorem 4:1 hold. Then the iterative
sequences {xn}; {un}; {vn}; {wn}; {zn} and {yn} generated by Algorithm 3:3 converge strongly to
x∗; u∗; v∗; w∗; z∗ and y∗; respectively and (x∗; u∗; v∗; w∗; z∗; y∗) is a solution of the problem (2:4).
Proof. DeEne the fuzzy mappings A; B; C; D; E :H→F(H) by
x → A(x) x → B(x) x → C(x) x → D(x) x → E(x);
where A(x); B(x); C(x); D(x) and E(x) are the characteristic functions of A(x); B(x); C(x); D(x)
and E(x), respectively. Let a(x) = b(x) = c(x) = d(x) = e(x) = 1 for all x∈H . Then the conclusion
of Theorem 4.3 follows from Theorem 4.1.
Remark 4.3. If m(x) = f(x) = 0 for all x∈H , then Theorem 4.3 reduces to Theorem 2:2 of Ding
[5]. If f(x) = 0 and M (x; z) = M (x) for all x; z ∈H and N (u; v) is replaced by −N (u; v) for all
u; v∈H , then Theorem 4.3 reduces to a generalization of Theorems 4.1 and 4.2 of Shim et al. [32]
and Theorem 4.1 of Huang [17].
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Theorem 4.4. Let A; B; C; D; E; A˜; B˜; C˜; D˜; E˜; g; m; f and N be the same as in Theorem 4:1.
Let K : H→ 2H be such that for each x∈H; K(x) is a nonempty closed convex set in H such that
the projection operator PK(x) of H onto K (x) satis:es
‖PK(x)(z)− PK(y)(z)‖6 -‖x − y‖; ∀x; y; z ∈H:
Suppose that there exists a constant #¿ 0 such that condition (4:2) in Theorem 4:1 holds. Then
the iterative sequences {xn}; {un}; {vn}; {wn}; {zn} and {yn} generated by Algorithm 3:4 with
J @(·; z)# being replaced by PK(z) converge strongly to x∗; u∗; v∗; w∗; z∗ and y∗; respectively and
(x∗; u∗; v∗; w∗; z∗; y∗) is a solution of the generalized strongly nonlinear implicit quasivariational
inequality problem with fuzzy mappings (2:6).
Proof. For each given z ∈H , let (x; z) = IK(z)(x) be the indicator function of K(z), i.e.,
IK(z)(x) =
{
0; if x∈K(z);
+∞; if otherwise:
Then the conclusion follows from Theorem 4.2.
Remark 4.4. Theorem 4.4 improves and generalizes Theorem 3:4 of Ding [9], Theorem 4.1 of Noor
and Al-Said [25] in the following ways: (1) from generalized nonlinear variational inequalities to
generalized strongly nonlinear implicit quasivariational inequalities with fuzzy mappings. (2) The
mappings A˜; B˜; C˜; D˜ and E˜ may not be compact-valued. Theorem 4.4 also generalizes Theorem
3.1 of Verma [34] and Theorem 3.1 of Verma and Base [35].
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