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We introduce a new fingerprint that allows distinguishing between liquid-like and solid-like atomic environ-
ments. This fingerprint is based on an approximate expression for the entropy projected on individual atoms.
When combined with a local enthalpy, this fingerprint acquires an even finer resolution and it is capable of
discriminating between different crystal structures.
I. INTRODUCTION
Atomistic computer simulation is an important tech-
nique used in the study of a broad range of phenomena
in materials science, chemistry, and condensed matter
physics. In these fields, very often one is faced with the
problem of identifying different local arrangements. A
paradigmatic case is that of the nucleation of a crystal
from the liquid where one is required to distinguish be-
tween solid-like and liquid-like atomic environments. The
situation is even more complicated in systems exhibiting
polymorphism since in these cases it is desirable to clas-
sify the atoms as belonging to one of the different poly-
morphic structures. This is a common occurrence in nu-
cleation studies where Ostwald’s step rule is observed1,2
or where clusters exhibit a core-shell structure3,4. An-
other area where the ability to distinguish between differ-
ent local arrangements plays a role is in the identification
of crystallites in nanocrystalline materials5.
Several methods have been proposed to distinguish be-
tween liquid-like and solid-like atoms and to identify lo-
cal crystalline structures. One such method is the com-
mon neighbor analysis (CNA)6,7 which is an efficient al-
gorithm able to distinguish between liquid, bcc, fcc, and
hcp phases. However, it lacks robustness with respect to
particle displacements such as those arrising from ther-
mal motion or stresses. Another popular method is based
on the local Steinhardt parameters8 which are local, av-
eraged versions of the original Steinhardt parameters9.
However, they also come at a high computational cost
and presume that the nature of the crystal structure is
known beforehand.
This work is inspired by a recent progress in the study
of nucleation using metadynamics10,11 to enhance the
probability of inducing the crystal formation in an acces-
sible computer time. Metadynamics relies on the iden-
tification of appropriate collective variables (CVs). In
Ref. 12 we found that enthalpy and an approximate ex-
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pression for entropy based on the two body correlation
function, were useful CVs in this context. One of the
features of this work was that the CVs did not contain
any information on the geometry of the crystal struc-
ture. This suggested that perhaps from these two quan-
tities one could extract fingerprints able to distinguish
between different local atomic arrangements.
Enthalpy and entropy are global properties and in or-
der to be able to use them as local parameters we have
to project them onto each atom. We propose a method
that is able to do so. We find that the local entropy
thus defined is able to distinguish extremely well between
solid-like and liquid-like atoms. Furthermore, in conjuc-
tion with local enthalpy it can distinguish well between
different polymorphs, even in the subtle case of the dif-
ference between fcc-like and hcp-like arrangements.
II. ENTROPY APPROXIMATION BASED ON THE
TWO BODY CORRELATION FUNCTION
Ref. 12 was based on the consideration that in the liq-
uid to solid transition there is a trade-off between en-
tropy and enthalpy. The role of metadynamics was there
to enhance the fluctuations of these two quantities so
as to accelerate crystallization. This required designing
CVs able to describe these two quantities. Enthalpy is
easy to compute but entropy is extremely costly to eval-
uate. However, an expression that gives an approximate
evaluation of the entropy is sufficient for the purpose of
driving crystallization. Such an expression was derived
from an expansion of the configurational entropy in terms
of multibody correlation functions13–15. In simple liquids
the second term of the expansion, often called two-body
excess entropy, involves only the pair correlation func-
tion and accounts for about 90% of the configurational
entropy15–18. This term is given by,
S2 = −2piρkB
∞∫
0
[g(r) ln g(r)− g(r) + 1] r2dr, (1)
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2FIG. 1. Analysis of functions related to the entropy approximation S2. a) Radial distribution function g(r), and b) integrand
in Eq. (1) I(r) = [g(r) ln g(r) − g(r) + 1]r2. These functions are compared for the liquid, fcc, hcp, and bcc phases of a
Lennard-Jones fluid at the melting temperature. We use Lennard-Jones units, i.e. σ = 1.
where ρ is the system’s density, and g(r) is the ra-
dial distribution function. Extensions of the expansion
to multicomponent19,20 and inhomogeneus21 systems are
also available. We also recall that entropy series expan-
sions have been used to study order-disorder phenomena
starting with the landmark work of Kikuchi22.
In order to come to grasp with S2 and understand
better why it works, we first contrast in Fig. 1 the
different behaviors of g(r) and the integral in Eq. 1
I(r) = [g(r) ln g(r) − g(r) + 1]r2. The data were taken
from a system with Lennard-Jones interactions at tem-
perature T = 1.15 and pressure P = 5.68, that cor-
responds to the solid-liquid coexistence point23. The
Lennard-Jones potential was truncated at 2.5 and tail
corrections were included. We refer the reader to Ap-
pendix A for further computational details. As usual we
use Lennard-Jones units24, i.e. σ = 1 and  = 1. We have
chosen these thermodynamic conditions because at this
temperature and pressure the fcc, hcp, bcc, and liquid
phases are all metastable allowing a fair comparison. The
first observation is that while g(r) has some difficulty at
distinguishing betweem solid and liquid, it strikes the eye
that I(r) in the liquid phase is much more short ranged
than in the solid phases. Furthermore, the g(r) for the
solid phases can hardly distinguish between the different
polymorphs. In contrast, the bcc I(r) appears clearly
different from that of the closed packed structures. More
subtle is the difference between fcc and hcp, that is re-
vealed only if one goes as far out as the third neighbor
shell.
III. ENTROPY FINGERPRINT FOR SOLID-LIKE AND
LIQUID-LIKE ENVIRONMENTS
The analysis of I(r) suggests that, if properly projected
onto the different atoms, S2 could be used as a fingerprint
to identify local structures. The projection on atom i can
be achieved using the expression:
siS = −2piρkB
rm∫
0
[
gim(r) ln g
i
m(r)− gim(r) + 1
]
r2dr, (2)
where rm is an upper integration limit that in principle
should be taken to infinity, and gim is the radial distri-
bution function centered at the i-th atom. To obtain a
continuous and differentiable order parameter, we define
a mollified version of the radial distribution function12,
gim(r) =
1
4piρr2
∑
j
1√
2piσ2
e−(r−rij)
2/(2σ2), (3)
where j are the neighbors of atom i, rij is the distance
between atoms i and j, and σ is a broadening parameter.
We shall choose σ so small that gm(r) ∼ g(r) yet large
enough for the derivatives relative to the atomic positions
to be manageable12. A similar projection of S2 has been
used in Ref. 25.
If we use siS as defined in Eq. (2) it can be seen in Fig.
2 that, in the cases of Na26 at 350 K and Al27 at 900 K
(see Appendix A for technical details), the distribution
of siS in the liquid and solid phases are peaked at two
different positions but exhibit a large overlap. In order
to calculate local order parameters whose distributions
are more clearly distinct, we take cue from Lechner and
3FIG. 2. Distributions of sS and s¯S for a) bcc Na
26 at 350 K, b) fcc Al27 at 900 K. Orange, green, and blue lines refer to
the bcc, fcc, and liquid phases, respectively. Dotted and full lines refer to the non-averaged sS and averaged parameters s¯S ,
respectively. The probability distributions of each phase are normalized to one. The solid atomic configurations correspond to
{100} planes of bcc and fcc crystals at 0 K. The parameters rm, ra, and σ that were used are summarized in Table I.
Dellago8 and define an average local entropy:
s¯iS =
∑
j s
j
Sf(rij) + s
i
S∑
j f(rij) + 1
(4)
where j runs over the neighbors of atom i and f(rij) is
a switching function with cutoff ra. Switching functions
have a value of 1 for rij  ra, 0 for rij  ra, and decay
smoothly from 1 to 0 for rij ≈ ra. We have used a
switching function with the functional form:
f(rij) =
1− (rij/ra)N
1− (rij/ra)M (5)
with N = 6 and M = 12. Such a form has proven useful
in many other contexts28. At variance with siS , the dis-
tributions of s¯iS of the liquid and solid phases now have a
negligible overlap (see Fig. 2). Henceforth, we shall drop
the index i when referring to distributions and we shall
refer to s¯S as entropy fingerprint.
The ability to distinguish sharply between solid-like
and liquid-like molecules depend on a wise choice of the
parameters rm and ra. As rm is increased, more of the
long range part of the integrand is included making the
difference between liquid and solid more and more evi-
dent. On the other hand by increasing ra, more neighbors
are included in the summation in Eq. (4) and eventually
the locality of s¯S is lost. In the practice we have chosen
for rm and ra the smallest values that still ensure sharp
distinction between solid-like and liquid-like atoms. The
parameters rm, ra, and σ that were used are summarized
in Table I.
It is interesting to investigate whether the entropy fin-
gerprint can identify ordered structures in a complex sit-
uation, in a context different from nucleation. To this
effect we generated a nanocrystalline structure (see Fig.
3) using a procedure described in Appendix A. The sys-
tem is Al, as described by the potential in Ref. 30. It
can be seen that the entropy fingerprint clearly brings
out the nanostructure of the system and the network of
grain boundaries. This indicates that the entropy finger-
print can also work in inhomogeneous situations where
different atomic environments coexist.
IV. IDENTIFICATION OF CRYSTAL STRUCTURES
In the previous section we have shown that s¯S is able
to distinguish liquid-like from solid-like atomic environ-
ments. We will now explore the possibility of distinguish-
ing between fcc, hcp, bcc and liquid-like atomic environ-
ments. As we shall see, this is best achieved if we ac-
company our definition of local entropy with a measure
of local enthalpy.
The local enthalpy is easily defined if we consider an
TABLE I. Parameters in the definition of sS and s¯S for differ-
ent structures. The columns represent the crystal structure,
the model system, the temperature (T) at which the distri-
butions of solid and liquid phases are compared, and the pa-
rameters rm and ra defined in Eq. (2) and (3). rm and ra
are in units of the lattice constant, a = 4.23 A˚ for Na and
a = 4.05 A˚ for Al. We report the number of neighbor shells
(NS) corresponding to rm and ra. For both cases σ = 0.02
nm.
Structure Model T (K) rm (a) ra (a)
bcc Na 350 1.8 (5NS) 1.2 (2NS)
fcc Al 900 1.4 (3NS) 0.9 (1NS)
4FIG. 3. Nanocrystalline Al with mean grain size 5 nm at 300
K. Atoms are colored according to s¯S (see text for details).
The colorscale is such that green and blue atoms have ordered
and disordered environments, respectively. Image obtained
with OVITO29.
interatomic potential U(R) that can be decomposed into
energies Ui(R) associated to individual atoms. Here R
denotes the atomic coordinates of an N atom system.
The expression that we shall use is then,
siH = Ui(R) + PV/N (6)
where P and V are the system’s pressure and volume,
respectively and, for simplicity, we have partitioned the
volume of the system into N equal parts. A more com-
plex partition criterion is also possible. As done for the
local entropy, we define an average local enthalpy,
s¯iH =
∑
j s
j
Hf(rij) + s
i
H∑
j f(rij) + 1
(7)
where the symbols have the same meaning as in Eq. (4).
We calculated the joint probability distributions of s¯H
and s¯S (P (s¯H , s¯S)) of the fcc, hcp, bcc, and liquid phases
of the Lennard-Jones system described in Section II. For
this purpose we simulated systems in each of those phases
for 200 ps. The thermodynamic conditions were the same
as described in Section II. We used the following param-
eters to define s¯H and s¯S : rm = ra = 2.5, and σ = 0.1.
The P (s¯H , s¯S) of each phase are shown in Fig. 4. Each
P (s¯H , s¯S) was normalized to one.
We now discuss the results in Fig. 4. We first notice
that the distributions of the different phases in Fig. 4
have minimal overlap and therefore s¯H and s¯S are useful
fingerprints. As in the case of Na and Al, the distribu-
tions of liquid and solid phases are very far apart and
therefore the fingerprints distinguish very well between
liquid-like and solid-like environments. The distributions
in the solid phases are clustered together in the region of
low enthalpy and entropy, and it is easy to distinguish be-
tween the structures using s¯H and s¯S . We analyze in de-
tail the challenging case of fcc and hcp. Both fcc and hcp
structures are formed by stacking of close-packed planes.
However, they differ in the way the close-packed planes
are stacked. For this reason, these structures are usually
not easy to discriminate. As seen in Fig. 4, the finger-
prints introduced in this work discriminate well between
fcc and hcp configurations. However, a large value of ra
was necessary.
V. CONCLUSIONS
To conclude, the degree of success of the entropy based
fingerprint is at first sight surprising. However, the root
of this success must lie on the point of view taken here
that does not directly focus on the local geometry but on
properties of deeper thermodynamic significance, like lo-
cal entropy and enthalpy. It also points to the usefulness
of looking at old problems from a different standpoint.
Appendix A: Computational details
We performed molecular dynamics (MD) simula-
tions using LAMMPS31. We employed an anisotropic
Parrinello-Rahman barostat32 and the stochastic veloc-
ity rescaling thermostat33. The fingerprints were pro-
grammed in a development version of PLUMED 228.
The Lennard-Jones simulations were performed at
temperature T = 1.15 and pressure P = 5.68 (solid-liquid
coexistence23). As usual, we use Lennard-Jones units24,
i.e. σ = 1 and  = 1. The Lennard-Jones potential was
truncated at 2.5 and tail corrections were included. The
time step for the integration of the equations of motion
was 0.002. The relaxation times of the barostat and ther-
mostat were 5 and 0.05, respectively.
Na and Al were simulated using embedded atom mod-
els (EAM)26,27. The time step for the integration of the
equations of motion was 2 fs. For Na we set the temper-
ature at 350 K, close to the melting temperature (366 K)
of the model. For Al the temperature was set to 900 K,
near the melting temperature 931 K. In both cases the
pressure was set to its standard atmospheric value. The
relaxation times of the barostat and thermostat were 10
ps and 0.1 ps, respectively. The results presented in Fig.
2 were obtained by performing independent simulations
in the liquid and solid phases of Na and Al at the above
cited temperatures. Each simulation had a length of 200
ps and the distributions of sS and s¯S were calculated
taking samples every 1 ps.
5FIG. 4. Joint probability distributions of s¯H and s¯S (P (s¯H , s¯S)) of the fcc, hcp, bcc, and liquid phases of the Lennard-
Jones system (see text for simulation details). The dashed lines are the iso-probability lines for a probability equal to
1/10 max{P (s¯H , s¯S)}. The scattered points are 150 random samples of s¯H and s¯S over the trajectory in each phase. The solid
atomic configurations correspond to {100} planes of bcc and fcc crystals, and the basal plane of an hcp crystal at 0 K.
The configuration of the nanocrystalline Al was con-
structed using Voronoi tesselation5,34. The mean grain
size was 5 nm and the system contained 255064 atoms.
We performed an annealing at 600 K for 0.2 ns, then
the temperature was ramped to 300 K in 0.2 ns, and fi-
nally the temperature was kept constant at 300 K for 0.2
ns. For these simulations we employed a different EAM
potential30. The configuration in Fig. 3 corresponds to
the last in this trajectory. The simulation details were
the same as those used for Al above.
EAM potentials35,36 have a natural way to partition
the energy between the atoms as needed in Eq. (6), i.e.
Ui(R) =
∑
j 6=i
φ(rij) + F
∑
j 6=i
ρatom(rij)
 (A1)
where φ is a pairwise potential, F is the embedding en-
ergy function, and ρatom is the electron charge density
function. We have used this partition criterion.
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