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Abstract 
For doubly-extended Reed-Solomon codes over GF(q) with minimum distance d the covering 
radius p is either d- 1 or d- 2. For 3 &d < q, it is proved that p =d - 2 if and only if the (q + 1)-arc 
consisting of the points of a normal rational curve in PG(d- 2, q) is complete. For p=d- 1 
a characterization of the deep holes of the sphere packing in Hamming space defined by the code is 
given in terms of their syndromes. 
1. Introduction 
Let K = GF(q) be a finite field with q elements, and let Ku(co) be the projective line 
over K. Let K [X, Y], denote the vector space of binary forms over K of degree g and, 
for PEK[X, Y],, set P(z):=P(z, 1) if ZEK, and P(z):=P(l,O) if z=co. 
Definition 1. Let a=(clI,a2, . . . , cc,) where the pi are distinct elements of Ku{ mo), let 
Y=(Y,,Yz, ... , y,) where the yi are nonzero elements of K, and let 1~ k < n - 1. Then 
the Cauchy code C,(cc, y) consists of all vectors 
where P ranges over all elements of K [X, Ylk _ 1. The subset L = {cI~, CQ, . . . , cr,} is 
called the location set of C,(CY, y). 
&(a, y) is a linear code over K of dimension k and minimum distance d = n + 1 -k 
and is, therefore, maximum distance separable [12, Ch. 111. The class of Cauchy codes 
includes Reed-Solomon codes (L = K \ {0}), singly extended Reed-Solomon codes 
(L= K), doubly extended Reed-Solomon codes (L = Ku{ a}), and reversible BCH 
codes over K = GF(2m) of length 2”+ 1 (L= Ku(m)). See [3, 41 for details. Other 
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examples of Cauchy codes with location set L = Ku ( CD} can be found in [lo, 81. The 
name ‘Cauchy codes’ is explained by the canonical generator matrices of the codes 
which have the form (IA) where I is the identity matrix and A is equivalent to 
a Cauchy matrix [3]. 
The covering radius [2] of a code is the least integer radius such that the spheres 
around the code words cover the whole space, and specifies the maximum number of 
errors that a complete decoder has to correct. In [S] it has been shown that the 
covering radius of Cauchy codes is either d - 1 or d - 2, and the exact value has been 
determined unless n = q + 1 and q/2 + 3 < d < q. In the present paper we solve some of 
the open cases by establishing a connection between the problem of determining the 
covering radius and a famous problem on arcs in finite geometry posed by Segre [ 131: 
For given r and q, what is the maximum value of s for which there exists s-arcs in 
PG(r, q), and what is the structure of the complete arcs? 
Here PG(r, q) denotes the projective geometry over K = GF(q) of r dimensions, and 
a set A of s points in PG(r, q) is called an s-arc if A contains at least r + 1 points and 
no r + 1 points of A lie in a hyperplane. An s-arc is called complete if it is not contained 
in an (s+ 1)-arc. We refer to [l, 9, 15, 161 for recent results and for a survey of older 
results on arcs in finite geometry. Because of this link, the problem of determining the 
covering radius of doubly extended Reed-Solomon codes for large minimum distance 
seems to be difficult. In [7] these codes have been excluded from the discussion 
although Cauchy codes can be obtained as algebraic geometric codes from curves of 
genus zero. 
2. Deep holes and (q + 2)-arcs 
In the sequel let n = q + 1 and 3 <d < q. Then all Cauchy codes over GF(q) of length 
n and minimum distance d are equivalent and have the same covering radius which we 
denote by p(d, q). In [S, Proposition l] it has been proved that p(d, q) is either d - 2 or 
d- 1. To characterize the vectors which have Hamming distance d- 1 from the 
nearest code word, we briefly recall the definition of the syndrome form from [S]. 
Definition 2.1. Let K = d - 2, and let Pj = Xj Y”-j for j = 0, 1, . . . , K. The syndrome form 
of a vector x=(x1, x2, . . . ,x,) is the binary form 
S= f SK-jPj 
j=O 
where sj=Cy= 1 Xi Pj(Ei)/yi. 
Theorem 2.2. Let 1 :=q+2-d. Then a vector XEK” has Hamming distance d- 1 from 
the nearest code word if and only if the set 
{K(l,z,zZ )...) zf-i, z’-‘S(z));z~K}u{K(0, . . . . O,l,O),K(O, . . . . O,O,l)} 
is a (q + 2)-arc in PG(I, q). 
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Proof. Let D, be the set of all nonzero binary forms over K of degree rc that have 
K distinct roots in Ku{ co). By [S, Proposition l] the vector x has Hamming distance 
d - 1 from the nearest code word if and only if {S, Q} #O for all forms QED~. Here the 
bracket { ,} is given by 
where S = CT= 0 six K-iYi and Q=C;=oQiXK-i Y’. We now distinguish two cases 
depending whether the form Q has a zero at infinity or not. 
In the first case, suppose that Q(co)=O. Then we can write 
Q=(XqY-XYq) 
I 
1+1 
n (X-yjY) 
j-1 
where yl, . . . . y1 + 1 are distinct elements of K. Hence, for i = 0, 1, . . . , K, the bracket 
{XiYK-i,Q} 
is equal to the coefficient of Yip1 in the power-series expansion of ni’i (1 -yjY)-I. 
But this coefficient is the (i- 1)th complete symmetric function of the yj and, by the 
theory of S-functions [Ill, pp. 231, is equal to 
det(yj”;m=O,l,..., 1--l,l-l+i;j=l,2 ,..., l+l)/o(yI ,..., yI+l) 
where ~(~1,...,~~+1)=n1~j<~~1+1(~~-_yj) is the Vandermonde determinant. By 
linearity it follows that 
/ 
1 1 . . . 1 
\ 
{&Q)=d 
Yl Y2 .‘. x+1 
. . 
et 
Y: 
y$ I! i Y?+1 i I PJIYl,...,Yf+lJ . . . Y:-’ y;-’ . . . Id;: I, \ 
\Y:-‘S(Yl) YF’S (Yz) ... Yt;: S(Yl.1) / 
In the second case, suppose that Q(co)#O. Then we can write 
Q=(Xq-XYq-‘) n (X-YjY) 
j=l 
with distinct elements yl, . . . , yl of K. Hence, for i=O, 1, . . . , K, the bracket 
{XiYK-i,Q} 
is equal to the coefficient at Y’ in the power-series expansion of nfEI (1 -yjY)-‘. 
This coefficient is the ith complete symmetric function of the Yj and is equal to 
det(y7; m=O, 1, .,. , 1-2,1-l+i;j=1,2 )...) l)/u(y1,..., Y[). 
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By linearity it follows that 
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{S, Q} = det 
, 
1 1 
Yl “92 
Y: Y: 
y;-2 y;-2 
,Y:-‘wd Y:-‘s(Yz) 
. . . 1 
. . YI 
. Y? 
. . 
. . YfF2 
... Yf- l S(Y,) / 
Looking at these determinants in both cases, we conclude that {S, Q} # 0 for all forms 
QED~ if and only if no 1+ 1 points of 
{K(l,z,z2 )...) zl-i,zl-l S(z));zEK}u(K(O, . ..) O,l,O),K(O )...) O,O,l)} 
lie in a hyperplane or PG(I,q). c7 
In [S, Theorem 73 we have proved this result in the special case d = q. The slightly 
different formulation is explained by the fact that, for d =q, 
S(l)= 
i 
s, i: X”_‘Y’ ={s,(xqY-xY4)/xY(x- Y)} 
i=O I 
is nonzero if x has Hamming distance d - 1 from the nearest code word. From the 
proof of Theorem 2.2 we obtain the following algebraic criterion for the covering 
radius. 
Corollary 2.3. Let hi(X1, X2, . ..) denote the ith complete symmetric function in vari- 
ables Xl, X2, . . . [ll, p. 141. Then p(d,q)=d-I ifand only if 
in the polynomial ring K [so, . . . ,s,] modulo the relations sz =so, . . . , s$=s,. In the 
product, y runs over all subsets of K with I+ 1 elements, and 6 runs over all subsets of 
K with 1 elements. 
In the projective geometry PG(r, q), the point set of a normal rational curve is an arc 
with q+ 1 points [13]. By orthogonal duality, Theorem 2.2 implies the following 
result. 
Theorem 2.4. p(d, q)=d -2 if and only if the arc of every normal rational curve in 
PG(d - 2, q) is complete. 
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Proof. By Theorem 2.2, p(d, q)=d - 1 if and only if there exists a form SEK[X, Y& 
such that all maximal minors of the (1+ 1) x (q+2)-matrix 
(ZN 
z’_‘S(z) ... 0 1 
are nonzero or, equivalently, if and only if there exist elements wl, w2, . . . , wq + 2 E K 
such that all maximal minors of the (I + 1) x (q + 2)-matrix 
(=W 
are nonzero. By orthogonal duality, this holds if and only if there exist elements 
uO, ui, . . . , U,EK such that all minors of the (d- 1) x (q+2) matrix 
(ZEW 
are nonzero. But this means that the arcs of normal rational curves can be extended to 
(q + 2)-arcs. 0 
There is a large literature on the problem of determining the structure of arcs in 
finite geometry (see [l, 9, 171 and the references therein). Let m(r,q) denote the 
maximum number of points of an arc in PG(r,q). Then the following results are 
known: 
If q is odd, m(r, q) = q + 1 for r = 2,3,4 or (r < (4,,& + 39)/16 [9]). 
If q is even, m(r,q)=q+l for (r=3 and q>2) or (r=4 and q>4) or 
(r=5 and q>4 [9]) or (6<r<&/2+11/4 [16]). 
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The problem of extending arcs from normal rational curves has been studied in 
[14, 15, 171. In [15] it has been shown that every normal rational curve in PG(r, q) 
is complete for 
q odd and 2drdq+2-6Jqln(q) 
or for 
q even and 36r<q+2--6Jqln(q) 
or for 
q a large prime number or an odd non-square prime power of a special type. 
Applying these bounds to Theorems 2.2 and 2.4, we obtain the following results on the 
covering radius. 
Corollary 2.5. p(d, q) = d - 2 in the following cases: 
(i) d=q-1 or d=q-2. 
(ii) q odd and (d>q--A/4-7/16 or d<q+4-6&). 
(iii) q even and (d=q-3 or q-h/2-3/4<d<q-4 or 5<d<q+4-6fi). 
(iv) q a large prime number or an odd nonsquare prime power of a special type. 
The smallest open cases now are q = 13 and d = 10 for odd q, and q = 16 and d = 12 
for even q. The widely believed corzjecture is that m(r, q) = q + 1 for 3 <r < q - 3 (cf. [6, 
Ch. 151). If this conjecture is true, Theorem 2.2 would imply p(d, q) =d - 2 for 
5 Q d < q - 1 solving all open cases. 
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