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We study the emergence of exact Majorana zero modes (EMZMs) in a one-dimensional quantum
transverse compass model with both the nearest-neighbor interactions and transverse fields varying
over space. By transforming the spin system into a quadratic Majorana-fermion model, we derive
an exact formula for the number of the emergent EMZMs, which is found to depend on the partition
nature of the lattice sites on which the magnetic fields vanish. We also derive explicit expressions
for the wavefunctions of these EMZMs and show that they indeed depend on fine features of the
foregoing partition of site indices. Based on the above rigorous results about the EMZMs, we provide
an interpretation for the interesting dependence of the eigenstate-degeneracy on the transverse fields
observed in prior literatures. As a special case, we employ a plane-wave ansatz to exactly solve an
open compass chain with alternating nearest-neighbor interactions and staggered magnetic fields.
Explicit forms of the canonical Majorana modes diagonalizing the model are given even for finite
chains. We show that besides the possibly existing EMZMs, no almost Majorana zero modes exist
unless the fields on both the two sublattices are turned off. Our results might shed light on the
control of ground-state degeneracies by solely tuning the external fields in related systems.
I. INTRODUCTION
Recently, there have been extensive studies on the real-
ization of Majorana zero modes in different physical set-
tings (see Refs. [1–4] and references therein) because of
their potential applications in topological quantum com-
putation. Among these, the emergence of Majorana zero
modes in low-dimensional fermionic or spin lattice sys-
tems has attracted much attention [5–25]. In a semi-
nal work, Kitaev showed that in a one-dimensional lat-
tice fermion model with nearest-neighbor p-wave pair-
ing and open boundaries, a pair of Majorana zero modes
can occur at the two ends of the chain when the sys-
tem is in its topological phase [5]. In general, these
two modes are “almost” Majorana zero modes (AMZM)
in the sense that they decay exponentially away from
the edges and possesses an exponentially small excita-
tion energy in the thermodynamic limit. However, exact
Majorana zero modes (EMZMs) that strictly commute
with the Hamiltonian can emerge [11, 24] in the spe-
cial case with equal hopping and pairing strength. These
two unpaired EMZMs are spatially separated and lead to
two-fold degenerate ground states robust under fermion-
parity-preserving perturbations.
The appearance of EMZMs is important since they im-
ply the existence of a degenerate ground-state manifold
in which quantum information can be stored [3]. The
manipulation of EMZMs is thus essential to the realiza-
tion of a topological quantum computer [26]. However,
it is unlikely to directly observe Majorana zero modes in
ordinary metals, and nonstandard systems with special
properties are necessary for the emergence of EMZMs as
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nontrivial excitations. It is proposed in Ref. [13] that di-
rect observation of edge Majorana fermions is possible in
quantum chains. Among these, low-dimensional spin sys-
tems have the advantage that some of them can be simu-
lated using nuclear magnetic resonance [27, 28], trapped
ions [29], superconducting quantum circuits [30, 31], and
optical systems [32].
In this work, we focus on the one-dimensional quantum
compass model under inhomogeneous transverse fields as
a platform to realize Majorana zero modes. We choose
one-dimensional systems here because of their exact solv-
ability and high relevance to the experimental realiza-
tion of various quasi-one-dimensional quantum materi-
als in recent years. The quantum compass model was
initially coined as a minimal model for the exchange in-
teractions in Mott insulators [33, 34] and now appears
in cross fields [35–44]. The compass systems are notori-
ous for real-space directional character of the Ising-type
exchange terms, and the local Z2 symmetries give rise
to many anomalous physical phenomena, such as macro-
scopic degeneracy [45–48]. For example, it has been
known for a long time that the ground state of the pe-
riodic quantum compass chain in the absence of mag-
netic fields is 2L/2−1-fold degenerate [46], where L is
the number of spins in the chain. However, the huge
dimensionality of the ground-state manifold is fragile
and gets destroyed by an infinitesimal uniform trans-
verse field [49, 50]. It was realized very recently that the
eigenstate-degeneracy can be restored if the inhomoge-
neous fields at a portion of the lattice sites vanish [42]. It
might be surprising that each energy level is still 2L/2−1-
fold degenerate if the fields on one of the sublattices
are switched on [42]. The details of the behavior of
the eigenstate-degeneracy, however, will depend on spe-
cific configurations of the vanishing fields (see Sec. IVA
below). In principle, the dependence of the eigenstate-
2degeneracy on the inhomogeneous fields can be revealed
by constructing symmetry operators that commute with
the Hamiltonian [42, 47, 48, 50]. Although this procedure
works for some limiting cases in which simple symmetry
operators can be found [50], there is in general no sys-
tematic method to construct these operators in a neat
way.
Motivated by the above observations, we explore the
emergence of EMZMs in the quantum compass chain with
both the nearest-neighbor interactions and the transverse
fields varying over space. By expressing the spin system
in terms of Majorana fermions via the Jordan-Wigner
transformation, we derive a formula for the number of
EMZMs, N , when the magnetic fields on a subset S of
the lattice sites are turned off. It turns out that N pre-
cisely depends on how S is split into a bunch of consecu-
tive sequences. Furthermore, the wavefunctions of these
emergent EMZMs are found to be nonlocal for succes-
sive consecutive sequences with odd lengths. These rigor-
ous results on the EMZMs offers a transparent interpre-
tation to the eigenstate-degeneracy problem mentioned
above, and the obtained wavefunctions for the EMZMs
can be used to construct symmetry spin operators via
the inverse Jordan-Wigner transformation of the Majo-
rana fermions. As a consequence, the dependence of the
eigenstate-degeneracy on the inhomogeneous field in the
transverse compass chain is completely revealed.
We also investigate the emergence of almost Majo-
ranan zero modes in an open compass chain with alter-
nating nearest-neighbor interactions and staggered trans-
verse fields. Such a special model is quasi-periodic in the
bulk under shifts by four sites in the Majorana represen-
tation. By employing a plane-wave ansatz, we are able
to analytically diagonalize the model and derive explicit
expressions for the wavefunctions of the canonical Majo-
rana fermions in finite systems. It is shown that besides
the possibly existing EMZMs, two almost Majorana edge
modes also appear provided the fields on both the odd
and the even sublattices are turned off.
The rest of the paper is organized as follows. In Sec. II,
we introduce our model and describe its diagonalization
in the Majorana representation. In Sec. III, we will in-
vestigate the emergence of exact Majorana zero modes
in the system in detail. We first outline the main results
of this work and summarize them in a Theorem, and
then prove the Theorem with the help of four Proposi-
tions. In Sec. IV, we will briefly review the properties
of eigenstate-degeneracy in the inhomogeneous compass
chain observed in previous studies, and then give a com-
plete interpretation in terms of the EMZMs. In Sec. IV
we give the exact solution of an open compass chain with
alternating transverse fields. Conclusions are drawn in
Sec. VI.
II. MODEL AND DIAGONALIZATION
A. The inhomogeneous compass model and its
Majorana representation
The Hamiltonian of a one-dimensional quantum com-
pass model with both nearest-neighbor interactions and
transverse fields varying over space can be written as
HOBC = −
L
2∑
j=1
Jxj σ
x
2j−1σ
x
2j −
L
2 −1∑
j=1
Jyj σ
y
2jσ
y
2j+1
−
L∑
j=1
hjσ
z
j , (1)
for open boundary conditions (OBCs), and as
HPBC = HOBC − JyL
2
σyLσ
y
1 (2)
for periodic boundary conditions (PBCs). Here, σαl are
the usual Pauli operators on site l, Jxj (J
y
j ) is the interac-
tion strength between the two nearest-neighboring sites
2j−1 and 2j (2j and 2j+1), and hl is the magnetic field
experienced by the spin on site l. We choose the number
of lattice sites L even since the PBC is not well defined for
odd L. We assume that Jxj and J
y
j are all nonzero, while
a subset of the inhomogeneous fields on certain sites can
vanish. We note that inhomogeneous effects can play im-
portant roles in the emergence of Majorana zero modes
in spin-ladder systems [8, 25].
Below we mainly focus on the case of OBC and will
address the case of PBC when discussing the eigenstate-
degeneracy of the model. The inhomogeneous compass
chain described by Eq. (1) can be viewed as a generaliza-
tion of the celebrated Kitaev honeycomb model [35, 51]
in the one-dimensional limit by introducing spatially
varying nearest-neighboring interactions and transverse
fields. Using the Jordan-Wigner transformation
σxj − iσyj = 2ajeipi
∑j−1
l=1
a†
l
al , σzj = 2a
†
jaj − 1, (3)
where a†j is a fermonic creation operator on site j, the
Hamiltonian HOBC can be mapped to a spinless fermion
model described by
H
(JW)
OBC = −
L
2∑
j=1
Jxj [(a
†
2j−1a2j − a2j−1a2j) + H.c.]
−
L
2 −1∑
j=1
Jyj [(a
†
2ja2j+1 + a2ja2j+1) + H.c.]
−
L∑
j=1
hj(2a
†
jaj − 1), (4)
where H.c. denotes Hermitian conjugate. In contrast
to Kitaev’s p-wave superconductor model that can be
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FIG. 1: (a) Real-space representation of an open transverse
compass chain with L = 6 spins. (b) The corresponding snake
chain representation for H
(MF)
OBC in the Majorana space. Finite
interactions between different MFs form a comb-like structure
with L teeth. (c) Turning off the fields on sites S = {2, 4, 5}
gives rise to three isolated EMZMs d4, d8, and d9 (orange
points), as well as a nontrivial EMZM that is a linear super-
position of d1, d3, and d5 (green points).
mapped from the quantum Ising chain via the Jordan-
Wigner transformation [11], in the fermionic chain de-
scribed by H
(JW)
OBC the relative sign between the nearest-
neighboring hopping term and pairing term on bond
(l, l+ 1) depends on the parity of l.
We now define 2L Majorana fermions (MFs)
(
d2j−1
d2j
)
= Γ2
(
aj
a†j
)
, Γ2 ≡
(
1 1
−i i
)
, (5)
for j = 1, 2, · · · , L. Note that Γ†2Γ2 = Γ2Γ†2 = 2, and
the MFs satisfy the canonical anticommutation relations
{dl, dl′} = 2δl,l′ . In terms of the MFs, H(JW)OBC can be
rewritten in the Majorana representation as
H
(MF)
OBC =
i
4
DTHOBCD,
D = (d1, d2, · · · , d2L)T , (6)
where T denotes the matrix transpose and HOBC is a
2L× 2L real antisymmetric matrix of the form
HOBC = 2


0 −h1
h1 0 J
x
1
−Jx1 0 −h2 0 −Jy1
h2 0 0 0
0 0 0 −h3
Jy1 0 h3 0 J
x
2
−Jx2 0 −h4
h4
. . .
. . .
...
. . . −hL−1
. . . hL−1 0 J
x
L
2−JxL
2
0 −hL
hL 0


. (7)
We arrange the 2L MFs into a “Majorana snake
chain” [10] as shown in Fig 1(a), where finite interac-
tions between different MFs in Eq. (6) form an L-tooth
comb with the field hl residing on the lth tooth. As a
traceless antisymmetric matrix of even dimension, HOBC
can be brought into the following form
H˜OBC =


0 ǫ1
−ǫ1 0
·
·
·
0 ǫL
−ǫL 0


(8)
through the orthogonal transformation
H˜OBC =WHOBCWT , (9)
where W is a 2L× 2L real orthogonal matrix and ǫi ≥ 0.
It is easy to see that the eigenvalues of H˜OBC, and hence
of HOBC, always appear in pairs and are given by {±iǫi}.
Combining Eq. (9) with Eq. (6), H
(MF)
OBC can be reduced
to the canonical form [5]
H
(MF)
OBC =
i
4
BT H˜OBCB = i
4
L∑
j=1
ǫj(b
′
jb
′′
j − b′′j b′j), (10)
where
B ≡ (b′1, b′′1 , · · · , b′L, b′′L)T =WD (11)
4is another set of MFs due to the orthogonality of W .
If we further define the ordinary fermions(
fj
f †j
)
=
1
2
Γ†2
(
b′j
b′′j
)
, (12)
then H
(MF)
OBC can finally be diagonalized as
H
(F)
OBC =
L∑
j=1
ǫj
(
f †j fj −
1
2
)
. (13)
We see that finding out the real orthogonal matrix W
that brings HOBC into H˜OBC is equivalent to the di-
agonalization of the spin model HOBC. Physically, the
(2j − 1)th [the (2j)-th] row of W , W2j−1,: (W2j,:), char-
acterizes the spreading of the MF b′j (b
′′
j ) in the real-space
representation of the snake chain, and will be referred to
as the wavefunction of b′j (b
′′
j ).
Below we are interested in the eigen-problem
HOBCV = 2λV, (14)
where the factor 2 is introduced for later convenience.
The quasi-periodic structure of HOBC in the bulk sug-
gests us to write the eigenvector V as
V =
(
A1, B1, C1, D1, · · · , AL
2
, BL
2
, CL
2
, DL
2
)T
. (15)
Using the components Ai, Bi, Ci, and Di, Eq. (14) can
be explicitly written out as 2L− 2 bulk equations :
−h2j−1Bj = λAj , h2jCj = λDj , ∀j (16)
and
−Jxj Bj − h2jDj − Jyj Bj+1 = λCj , (17)
Jyj Cj + h2j+1Aj+1 + J
x
j+1Cj+1 = λBj+1, (18)
for j = 1, 2, · · · , L2 − 1, as well as two boundary equations
−JxL
2
BL
2
− hLDL
2
= λCL
2
, (19)
h1A1 + J
x
1C1 = λB1. (20)
B. Relation between the eigenvectors of HOBC and
the matrix W
Before ending this section, let us discuss the relation-
ship between the eigenvector V ’s ofHOBC and the matrix
W . In general, the V ’s are not consistent with the wave-
functions for the MFs {b′j, b′′j } since the matrix W only
brings HOBC into the canonical form H˜OBC. Remember
that the 2L eigenvalues of HOBC always appear in pairs
{±2λj}, so we can arrange them in the order
Θ ≡ diag(2λ1,−2λ1, · · · , 2λL,−2λL). (21)
According to the spectral theorem, the corresponding
eigenvectors {V+,j , V−,j} can be appropriately chosen to
form a unitary matrix
X ≡ (V+,1, V−,1, · · · , V+,L, V−,L), (22)
so that
HOBCX = XΘ. (23)
We define the 2L× 2L matrix
Γ2L ≡ ⊕Lj=1Γ2. (24)
It is easy to check that
Γ2LΓ
†
2L = Γ
†
2LΓ2L = 2. (25)
From Eq. (5) and Eq. (12), we get
(f1, f
†
1 , · · · , fL, f †L)T =
1
2
Γ†2LWD. (26)
To find the relation between X and W , we use the above
equation to rewrite H(F)OBC given by Eq. (13) as
H
(F)
OBC =
1
8
(Γ†2LWD)†Λ(Γ†2LWD)
=
1
8
DT (WTΓ2L)Λ(Γ†2LW )D, (27)
where Λ = diag(ǫ1,−ǫ1, · · · , ǫL,−ǫL) and we have used
DT = D† andWT =W †. Compare Eq. (27) with Eq. (6),
we obtain
iHOBC = 1
2
WTΓ2LΛΓ
†
2LW. (28)
Multiplying both sides of the last equation by WTΓ2L,
we get
HOBC(WTΓ2L) = (WTΓ2L)(−iΛ). (29)
By comparing Eq. (29) with Eq. (23) we finally obtain
the relation between the two matrices X and W
X =
1√
2
WTΓ2L, (30)
Θ = −iΛ. (31)
Suppose we already obtain X by solving Eq. (14), then
the W matrix can be calculated from Eq. (30) as
W =
1√
2
Γ∗2LX
T =
1√
2


V T+,1 + V
T
−,1
i
(
V T+,1 − V T−,1
)
...
V T+,L + V
T
−,L
i
(
V T+,L − V T−,L
)

 . (32)
The reality of the matrix W enforces us to choose
V+,j = V
∗
−,j , ∀j. (33)
5Therefore, the wavefunctions for the two MFs b′j and b
′′
j
can be written as
W2j−1,: =
1√
2
(V T+,1 + V
T
−,1),
W2j,: =
i√
2
(V T+,1 − V T−,1). (34)
If one of the eigenvalues of HOBC, say 2λl is zero, then
the two eigenvectors V+,l and V−,l become degenerate. In
turn, bothWT2l−1,: andW
T
2l,: are the eigenvectors ofHOBC
with eigenvalue zero. Thus, a pair of real zero-energy
eigenvectors orthogonal to each other are usually consis-
tent with the wavefunctions of the corresponding MFs
with a zero energy. These properties of the eigenvectors
of HOBC will be used in the next section to identify the
wavefunctions for the EMZMs. It should be mentioned
that the wavefunctions for the zero-energy MFs are not
unique.
III. EMERGENCE OF EXACT MAJORANA
ZERO MODES
A. Main results
As suggested by Fendley [11], an EMZM η is defined
as an operator satisfying the following three properties:
i) η commutes with H
(MF)
OBC ,
ii) η anticommutes with the fermion parity operator
P = eipi
∑
L
j=1 a
†
j
aj =
∏L
j=1(−id2j−1d2j),
iii) η is normalizable.
According to the above definition, it is apparent that
the two MFs (b′j , b
′′
j ) are a pair of EMZMs if ǫj = 0:
Firstly, [H
(MF)
OBC , b
′
j] = [H
(MF)
OBC , b
′′
j ] = 0 is obviously ful-
filled as b′j and b
′′
j do not appear in H
(MF)
OBC ; secondly, one
can easily check that {b′j, P} = {b′′j , P} = 0 since both b′j
and b′′j are linear combinations of {dl}; thirdly, as MFs,
both b′j and b
′′
j square to 1.
We call the MFs (b′j , b
′′
j ) a pair of almost Majorana zero
modes if their corresponding single-particle energy ǫj(L)
decays exponentially (faster than ∼ 1/L) as L → ∞.
Correspondingly, for the AMZMs the condition i) above
should be loosened as [H
(MF)
OBC , b
′
j ] = oˆ
′, [H
(MF)
OBC , b
′′
j ] = oˆ
′′,
where oˆ′ and oˆ′′ are operators exponentially small in
the thermodynamic limit L → ∞. Typical examples of
AMZMs include Majorana edge zero modes presented in
Kitaev’s p-wave superconducting chain [5, 24] and the
quantum Ising chain with open boundaries [11] when the
system belongs to the topological phase. Two spatially
separated AMZMs are able to form a Dirac fermion that
can serve as a topological qubit protected against the cou-
pling between a single zero-mode operator and nonzero-
mode operators [3].
To explore the conditions under which EMZMs can
emerge for the Majorana Hamiltonian H
(MF)
OBC , we set λ =
0 in Eqs. (16)-(20) to get
−h2j−1Bj = 0, h2jCj = 0, ∀j (35)
−Jxj Bj − h2jDj − Jyj Bj+1 = 0, j 6=
L
2
(36)
Jyj Cj + h2j+1Aj+1 + J
x
j+1Cj+1 = 0, j 6=
L
2
(37)
−JxL
2
BL
2
− hLDL
2
= 0, (38)
h1A1 + J
x
1C1 = 0. (39)
Based on Eqs. (35)-(39), we first show
Proposition 1 : The Hamiltonian H
(MF)
OBC given by
Eq. (6) does not support any EMZM if hl 6= 0, ∀l.
Proof : If none of hl vanishes, then from Eq. (35) we
must have Bj = Cj = 0, ∀j, so that Dj = Aj = 0, ∀j,
according to Eqs. (36)-(39). We thus obtain a unique
trivial solution V = 0.
Proposition 1 indicates that the EMZMs can possibly
occur if and only if the magnetic fields on a subset of the
lattice sites, say
S = {l1, l2, · · · , lm}, 1 ≤ l1 < l2 < · · · < lm ≤ L,
vanish. Actually, it is easy to observe by investigating
Fig. 1(b) that there are m MFs isolated from the comb
after the teeth with indices drawn from S are broken up.
In turn, the isolation of these MFs leads to the following
m EMZMs
d2li−ξ(li), i = 1, 2, · · · ,m. (40)
where
ξ(n) =
{
0, n = even
1, n = odd.
(41)
We now naturally may ask: Are there any other
EMZMs besides these m simple EMZMs? We answer
this question by
Theorem: Among the L fields {h1, h2, · · · , hL}, sup-
pose S = {l1, l2, · · · , lm} is a set of site indices for which
hi = 0 if i ∈ S and hi 6= 0 if i /∈ S. The set S can
always be written as the union of n ordered consecutive
sequences Tj = (luj , luj +1, · · · , luj + vj − 1) with length
vj , i.e., S = {T1, T2, · · · , Tn}. Then the total number of
EMZMs for H
(MF)
OBC is
N = m+
n∑
l=1
ξ(vl). (42)
The above Theorem is the main result of this work
and will be proved at a later stage, it shows that the
number of EMZMs for H
(MF)
OBC is completely determined
by the partition nature of the set S. It is easy to see
that m ≥ n and u1 = 1, lun + vn − 1 = lm. Note that
luj+1 ≥ luj + vj + 1, otherwise if luj+1 = luj + vj , then
Tj and Tj+1 form a single consecutive sequence of length
vj + vj+1. We show in Fig. 1(b) the example of L = 6
6and S = {2, 4, 5} with T1 = (2) and T2 = (4, 5), giving
N = 3 + ξ(1) + ξ(2) = 4 EMZMs according to Eq. (42).
This indicates that there exists one more EMZM besides
the isolated MFs d4, d8, and d9 given by Eq. (40). We
will see later that this extra EMZM is indeed a linear
superposition of d1, d3, and d5 [green circles in Fig. 1(b)].
Before proving the above Theorem, let us look at some
of its consequences in several typical cases:
1) If the length of all Tj is 1, then n = m and vj = 1,
∀j, yielding 2m EMZMs. In particular, if all the fields
on the odd/even sublattice are turned off, there will be
L EMZMs.
2) In the opposite limit with all fields being turned off,
we have m = L and n = 1, but there are still L EMZMs
according to Eq. (42).
B. Proof of the Theorem
To prove the Theorem, we start with the simplest case.
Proposition 2 : Suppose S consists of a single consec-
utive sequence T of length v, i.e., S = T = (lu, lu +
1, · · · , lu + v− 1), then there exist v EMZMs if v is even,
and v+1 zero modes if v is odd. For even v, the v EMZMs
are merely the isolated simple ones given by Eq. (40); for
odd v, besides the v simple modes, there is an additional
EMZM emerging from the diagonalization of partially
connected comb.
We leave the proof of Proposition 2 to Appendix A for
the sake of readability. The basic idea consists of repeat-
edly applying the eigen-equations given by Eqs. (35)-(39)
under the condition hlu = hlu+1 = · · · = hlu+v−1 = 0.
Let us focus on the case of even lu as similar results hold
for odd lu. For even v, there are v simple solutions of the
eigenvector V [cf. Eq. (A5)], which result in v isolated
EMZMs d4j and d4j+1, j =
lu
2 ,
lu
2 + 1, · · · , lu2 + v2 − 1.
These v EMZMs reside on a segment of length 2v along
the snake chain.
For odd v, we have to distinguish the cases with v =
1 and v ≥ 3. If v = 1, then only hlu is zero, so we
have an isolated EMZM d2lu and a nontrivial EMZM [cf.
Eq. (A7)] that is a linear superposition of three MFs
J (x,h)lu
2
d2lu−3 + d2lu−1 + J (y,h)lu
2
d2lu+1, (43)
where we have left out a normalization constant and de-
fined
J (x,h)i ≡ −
Jxi
h2i−1
, J (y,h)i ≡ −
Jyi
h2i+1
. (44)
For v ≥ 3, we get v simple isolated EMZMs
d4j
(
j = lu2 ,
lu
2 + 1, · · · , lu2 + v−12
)
and d4j+1(
j = lu2 ,
lu
2 + 1, · · · , lu+v−32
)
, as well as a (unnormalized)
nontrivial EMZM [cf. Eq. (A10)]
J (x,h)lu
2
d2lu−3 + d2lu−1 +
v−3
2∑
l=0
i+l∏
i= lu2
J (y,x)i d2lu+3+4l
FIG. 2: (a) Finite components of wavefunctions for the two
nontrivial EMZMs with L = 16 and S = {T1, T2}. Green:
T1 = (4); dark green: T2 = (12, 13, 14). The orange points
denote the four isolated EMZMs given by Eq. (40). We show
the two wavefunctions in the same figure because T1 and T2
are uncoupled. The vertical displacements on top of the snake
chain indicate the amplitudes of the individual components
(For the sake of brevity, the original spin representation is
not shown). (b) and (c): Wavefunctions of the two nontrivial
EMZMs generated by two coupled consecutive sequences T1 =
(8) and T2 = (10, 11, 12). Calculations are performed for J
x
j =
1 and Jyj = 2. All the nonvanishing magnetic fields are chosen
to be hl = 1 (2) for odd (even) l.
+
lu+v−3
2∏
i= lu2
J (y,x)i J (y,h)lu+v−1
2
d2lu+2v−1, (45)
where we further defined J (y,x)i ≡ −Jyi /Jxi+1. It is easy
to see that the wavefunctions of the foregoing v simple
EMZMs and those of the nontrivial EMZM are orthogo-
nal to each other, with the latter spreading over 2v + 3
lattice sites along the snake chain. This indicates that
this nontrivial EMZM is highly nonlocal if the single se-
quence T is long enough.
In general, the set S is a union of multiple consec-
utive sequences, so we still need to study the situation
where more than one consecutive sequence is present. We
call two neighboring consecutive sequences Ti and Ti+1
successive if lui+1 = lui + vi + 1, and unsuccessive if
lui+1 ≥ lui + vi + 2. As an example, we show in Fig 2(a)
the wavefunctions of the two EMZMs generated by the
two unsuccessive sequences T1 = (4) and T2 = (12, 13, 14)
for L = 16. It is easy to see that the two wavefunctions
are spatially separated and orthogonal to each other.
Proposition 3 : The eigen-equations associated with
7two neighboring sequences Ti and Ti+1 are coupled only
if Ti and Ti+1 are successive, and at the same time both
vi and vi+1 are odd.
Proof : By investigating the eigen-equations related to
T = (lu, lu + 1, · · · , lu + v − 1), we can find out all the
possibly nonvanishing variables appearing in these equa-
tions. As shown in Appendix A, for even v we always
have Bj = Cj = 0, ∀j, so there are no such nonzero vari-
ables besides those determining the simple EMZMs; For
odd v, the possibly nonvanishing variables involved are
A lu
2
, A lu+v+1
2
, C lu
2
, C lu
2 +1
, · · · , C lu+v−1
2
, (46)
for even lu [cf. equation set (A9)], and are
D lu−1
2
, D lu+v
2
, B lu+1
2
, · · · , B lu+v
2
, (47)
for odd lu [cf. equation set (A18)].
Hence, the eigen-equations related to Ti and Ti+1 are
never coupled if at least one of vi and vi+1 is even. How-
ever, if Ti and Ti+1 are successive and both vi and vi+1
are odd, then lui and lui+1 have the same parity since
lui+1 = lui + vi + 1. For even lui , the variables re-
lated to Ti (Ti+1) and with the largest (smallest) in-
dices are A lui+vi+1
2
and C lui+vi−1
2
(
A lui+1
2
and C lui+1
2
)
.
Correspondingly, the eigen-equations for Ti and Ti+1
will share a common variable A lui+vi+1
2
= A lui+1
2
. For
odd lui , the variables related to Ti (Ti+1) and with
the largest (smallest) indices are D lui+vi
2
and B lui+vi
2(
D lui+1−1
2
and B lui+1+1
2
)
. Correspondingly, the eigen-
equations for Ti and Ti+1 will share a common variable
D lui+vi
2
= D lui+1−1
2
. Hence, Proposition 3.
Physically, any sequence with even length v only leads
to v simple isolated EMZMs locating on a segment of
length 2v within the snake chain. However, the nontrivial
EMZMs for a single odd sequence spread over a segment
with more than 2v sites [2v+3 for v ≥ 3 and 3 for v = 1,
see Eq. (A7)], which makes two such successive sequences
spatially coupled with each other. We now focus on the
case in Proposition 3, and will show
Proposition 4. Suppose Ti, Ti+1,· · ·, and Ti+α−1 are α
(α ≥ 2) neighboring and successive consecutive sequences
with all their lengths odd, so that they are coupled in the
sense of Proposition 3. Assuming that Ti−1 (Ti+α) is not
coupled to Ti (Ti+α−1), then the number of EMZMs asso-
ciated with these α sequences is
∑i+α−1
j=i vj + α. Among
these EMZMs, there are
∑i+α−1
j=i vj simple ones and α
nontrivial ones. The wavefunctions for the latter spread
over 2
∑i+α−1
j=i vj + 5 lattice sites of the Majorana snake
chain.
Proof : We first prove this Proposition for α = 2.
We take lui = even since the case of odd lui can be
analyzed similarly. By applying the equation set (A8)
to Ti and Ti+1, it is easy to see that the two uncou-
pled sets of equations involving the B’s give vi+vi+12 + 1
simple EMZMs d4j and d4j+2(vi+1), j =
lui
2 ,
lui
2 +
1, · · · , lui+vi−12 . However, the other two sets of equa-
tions given by (A9) are no longer independent since
they share a common variable A lui+vi+1
2
. In fact, they
are coupled together to form a single equation set con-
sisting of vi+vi+12 + 2 equations, whose explicit form
is listed in Appendix B. If we eliminate the C’s from
the equation set given by (B1), we obtain a single
equation for A lui
2
, A lui+vi+1
2
, and A lui+1+vi+1+1
2
, see
Eq. (B2). The trivial solution of Eq. (B2), i.e. A lui
2
=
A lui+vi+1
2
= A lui+1+vi+1+1
2
= 0, leads to vi+vi+12 −
1 simple EMZMs d2lui+1, d2lui+5, · · · , d2lui+2vi−5 and
d2lui+1+1, d2lui+1+5, · · · , d2lui+1+2vi+1−5. However, the
rank-nullity theorem tells us that there are also two
linearly independent nonzero solutions, which result in
two nontrivial EMZMs. The wavefunctions of these two
EMZMs spread over a segment of the snake chain of
length 2vi + 2vi+1 + 5. As an illustration, we plot in
Fig. 2(b) and (c) the wavefunctions for the two nontrivial
EMZMs corresponding to T1 = (8) and T2 = (10, 11, 12)
for a chain with L = 16 sites. Thus, we have
(
vi + vi+1
2
+ 1
)
+
(
vi + vi+1
2
− 1
)
+ 2 = vi + vi+1 + 2
EMZMs in total, among which there are vi+ vi+1 simple
ones, and two nontrivial ones.
The above arguments can be generalized to cases with
α > 2. In general, if Ti, Ti+1, · · ·, and Ti+α−1 are α cou-
pled successive consecutive sequences, then the α+1 vari-
ables A lui
2
, A lui+1
2
, · · · , A lui+α−1
2
, and A lui+α−1+vi+α−1+1
2
will be coupled, yielding α linearly independent non-
trivial solutions of V besides the
∑i+α−1
j=i vj simple so-
lutions. These α nontrivial EMZMs locate on a seg-
ment of length 2
∑i+α−1
j=i vj + 5 (from site 2lui − 3 to
site 2lui+α−1 +2vi+α−1−1) of the Majorana snake chain.
Proposition 4 is thus proved.
We are now in a position to prove our Theorem.
Proof of the Theorem: Consider a generic set S =
{T1, T2, · · · , Tn}. Two coupled (uncoupled) nearest-
neighbor consecutive sequences Tl and Tl+1 will be de-
noted as Tl ∼ Tl+1 (Tl ≁ Tl+1). For any j, we further
write Tj ≡ T ej or T oj to indicate the length of Tj is even or
odd. It is worth noting that the numbers of EMZMs as-
sociated with uncoupled strings of consecutive sequences
can be counted independently.
According to Proposition 3, any even sequence T ej is
uncoupled with its neighboring consequences
· · ·T e/oj−1 ≁ T ej ≁ T e/oj+1 · · ·
and the corresponding nubmer of EMZMs is just the
length of T ej , i.e.
vj = vj + ξ(vj), (48)
8since vj is an even number. Similarly, any α coupled
consecutive sequences Ti, Ti+1, · · · , Ti+α−1 appear in S
in the following way
· · ·T e/oi−1 ≁ T oi ∼ T oi+1 ∼ · · · ∼ T oi+α−1 ≁ T e/oi+α · · · (49)
and the corresponding number of EMZMs can be ex-
pressed as (according to Proposition 4)
i+α−1∑
l=i
vl + α =
i+α−1∑
l=i
[vl + ξ(vl)] , (50)
since all the vl’s are odd. From Proposition 2, we note
that the above equation is also valid for α = 1, i.e., a
single odd sequence sandwiched by two neighboring se-
quences that are decoupled from it.
Taking into account all contributions from the even
consecutive sequences, the coupled consecutive-sequence
strings, and the single odd sequences sandwiched by two
uncoupled sequences, the total number of EMZMs for
H
(MF)
OBC associated with S can be counted as
N =
n∑
i=1
[vi + ξ(vi)] = m+
n∑
i=1
ξ(vi). (51)
This completes the proof of the Theorem.
IV. DEGENERACY OF EIGENSTATES IN THE
TRANSVERSE COMPASS CHAIN
A. The eigenstate-degeneracy problem
The high degeneracy of ground states of the compass
model has been noticed early and is associated with
the symmetry analysis [34, 45, 46]. It was soon recog-
nized that any energy level in the whole energy spectra
possesses the same degeneracy. Such macroscopic (usu-
ally exponential) degeneracy in compass systems arises
from the existence of the so-called intermediate symme-
tries [52], which are composed of a group of local sym-
metry operators [47, 48]. However, the highly degener-
ate ground-state manifold is vulnerable and can be com-
pletely lifted by an infinitesimal transverse field [49, 50].
Recently it was realized the ground-state manifold is ac-
tually intact provided the magnetic field is absent at the
odd sites but takes any finite value at the even sites [42].
In general, the presence of degenerate manifold necessi-
tates the absence of fields on a fragment of the lattice
sites. Below we present two examples to illustrate these
observations.
We plot in the four panels of Fig. 3 the lowest several
eigenenergies of HOBC or HPBC when the magnetic field
on two of the lattice sites are varied. Figure 3(a) shows
the energies of the ground state and first excited state of
HOBC as functions of h1 and h2. It can be seen that level
crossing occurs on the two lines with h1 = 0 and h2 = 0,
indicating that the ground state is two-fold degenerate
FIG. 3: Evolution of low-lying eigenenergies of HOBC [(a) and
(b)] and HPBC [(c) and (d)] when the magnetic fields on two
certain sites are varied. Calculations are performed for L = 8,
Jxj = 1, and J
y
j = 0.8 (j = 1, 2, · · · , L/2). In each panel, the
remaining L− 2 fixed magnetic fields are chosen to be hl = 1
(0.2) for odd (even) l.
if one of h1 and h2 vanishes. Note that no additional
degeneracy is introduced if both h1 and h2 are set zero.
However, if we introduce a boundary term to form a pe-
riodic chain, the ground state becomes nondegenerate for
arbitrary h1 and h2 [Fig. 3(c)].
The results for varying h1 and h3 are presented in
Fig. 3(b) and (d). In the case of the OBC, the level
crossing still exists along the lines h1 = 0 and h3 = 0.
However, we observe from Fig. 3(b) that the lowest four
energy levels touch at the point (h1, h3) = (0, 0), which
indicates that the ground state of HOBC is four-fold de-
generate at this point. For the case of PBC, the level
crossing for h1 = 0, h3 6= 0 and h1 6= 0, h3 = 0 dis-
appears, and the four-fold degeneracy is reduced to a
two-fold degeneracy at (h1, h3) = (0, 0) [Fig. 3(d)].
We see from the above examples that the properties
of the eigenstate-degeneracy in the transverse compass
chain depend not only on the details of the vanishing
fields, but also on the boundary conditions imposed. We
will see in the next subsection that all these observa-
tions can be clearly demonstrated in the framework of
the emergent EMZMs.
9B. Interpretation in terms of the EMZMs
Previously, the ground-state degeneracy of the com-
pass model described by HOBC and HPBC has been dis-
cussed with the help of symmetry operators that com-
mute with the Hamiltonian [45–48, 50]. As an example,
consider an open compass chain in the absence of the
transverse field. Then it is easy to check that the follow-
ing bond operators [50]
X2j = σ
x
2jσ
x
2j+1, Y2j−1 = σ
y
2j−1σ
y
2j , (52)
possess local Z2 symmetries and commute with the
Hamiltonian. In addition, the two operators on nearest-
neighboring bonds anticommute with each other, i.e.,
{Y2j−1, X2j} = 0. Let |ΦOBC〉 be a common eigenstate of
HOBC and the tuple ~Y ≡ (Y1, Y3, · · · , YL
2 −1
) with eigen-
values E and (y1, y3, · · · , yL
2−1
), respectively
HOBC|ΦOBC〉 = E|ΦOBC〉,
~Y |ΦOBC〉 = (y1, y3, · · · , yL
2 −1
)|ΦOBC〉, (53)
where y2j−1 = ±1 since Y 22j−1 = 1. Now consider
the state X2j|ΦOBC〉, which is another eigenstate of
HOBC with the same energy E according to the relation
[HOBC, X2j ] = 0. Then one can be convinced that the
two states |ΦOBC〉 and X2j |ΦOBC〉 are distinct since the
latter is an eigenstate of Y2j−1 with eigenvalue −y2j−1 by
considering {X2j, Y2j−1} = 0. We can apply the above
procedure repeatedly until one exhausts all the 2
L
2 eigen-
states in the degenerate manifold containing |ΦOBC〉.
In principle, there always exists a complete set of sym-
metry operators that can be used to interpret the un-
derlying degeneracy of eigenstates. However, the con-
struction of these local symmetry operators becomes in-
tricate for general configurations of the vanishing inho-
mogeneous fields. A complete and compact form of all
the independent symmetry operators is usually difficult
to identify unless in specific cases. Below we will see that
the eigenstate-degeneracy and level crossing observed in
the last subsection can be most clearly demonstrated in
terms of the EMZMs. Furthermore, the explicit forms of
the wavefunctions for the EMZMs provide a straightfor-
ward means to construct the symmetry operators in the
spin representation.
Suppose there are N EMZMs determined by some
given set S. Since the 2L eigenvalues of HOBC always
appear in pairs, the total number of the corresponding
fermionic zero modes is thus N/2 [cf. Eq. (13)]. As a re-
sult, the 2L eigenstates of the fermion model H
(F)
OBC given
by Eq. (13), and hence of the spin model HOBC, are di-
vided into 2L−
N
2 equivalence classes, each of which form
a degenerate manifold possessing a definite energy and
having 2
N
2 degenerate eigenstates. Note that only half
of the 2
N
2 degenerate states in each manifold have even
fermion parity, since for the OBC both the even and odd
numbers of excitations of the fermionic zero modes are
physically allowed.
For the case of the PBC in the spin representation, our
foregoing analysis in the Majorana space is still valid. In
practice, due to the presence of the boundary term, HPBC
can be written in the Majorana representation as [53]
H
(MF)
PBC =
∑
σ=±1
1 + σP
2
H
(MF)
PBC,σ
1 + σP
2
, (54)
where
H
(MF)
PBC,σ =
i
4
DTHPBC,σD, (55)
and P is the fermion parity operator. The index σ = +1
(−1) indicates the subspace with even (odd) numbers of
fermionic excitations. The 2L × 2L matrix HPBC,σ is
similar to HOBC, but with the boundary elements
HPBC,σ(2, 2L− 1) = −HPBC,σ(2L− 1, 2) = −σJyL
2
included. Our analysis based on the coupled eigen-
equations still applies to HPBC,σ, with the understand-
ing that (· · · , L, 1, · · ·) should be considered as a consec-
utive sequence if hL = h1 = 0. Any eigenstate |ψPBC〉
of H
(MF)
PBC has a definite fermion parity σ (though the
practical determination of σ for the ground state is not
straightforward). Provided that there are no eigenstates
in the subspace labelled by −σ having the same energy
as that of |ψPBC〉, the degenerate manifold containing
|ψPBC〉 must belong to the σ-subspace, since only even
numbers of excitations in the σ-subspace are physically
allowed, which reduces the number of states in each de-
generate manifold from 2
N
2 to 2
N
2 −1 [54]. It is easy to
check that the ground-state degeneracy found in Fig. 3
can be explained in terms of the emergent EMZMs.
As an interesting example, let us consider the case
in which all fields on the odd sublattice are turned
off. In this case we have S = {T1, T2, · · · , TL
2
}, where
Tj = (2j−1), ∀j. Thus, any nearest-neighboring consec-
utive sequences Ti and Ti+1 are successive and coupled.
According to Proposition 4, there are L2 simple EMZMs
and L2 nontrivial EMZMs. We conclude that each eigen-
state of HOBC (HPBC) is 2
L
2 -fold (2
L
2 −1-fold) degenerate,
consistent with the qualitative arguments based on the
symmetry operators [42].
Since the EMZMs and their multiple products all com-
mute with the Hamiltonian, the obtained explicit forms
of the EMZMs provide an easy way to find out the sym-
metry operators in the spin representation by utilizing
the reverse transformations of Eq. (3) and Eq. (5). For
example, consider the case of h1 = h2 = 0, then the
two isolated EMZMs d1 and d4 can form two conserved
symmetry operators d1 = σ
x
1 and id1d4 = σ
y
1σ
y
2 . It is
easy to see that [HOBC, σ
x
1 ] = [HOBC, σ
y
1σ
y
2 ] = 0 and
{σx1 , σy1σy2} = 0, implying that any eigenstate is two-
fold degenerate for h1 = h2 = 0 [Fig. 3 (a)]. For
h1 = h3 = 0, the two isolated EMZMs d1 and d5 can
form two independent symmetry operators d1 = σ
x
1 and
id1d5 = σ
y
1σ
z
2σ
x
3 [42]. The remaining two nontrivial
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EMZMs will generate another pair of symmetry oper-
ators whose forms could be more complicated.
V. EXACT SOLUTION FOR ALTERNATING
NEAREST-NEIGHBOR INTERACTIONS AND
STAGGERED MAGNETIC FIELDS
After finding out the EMZMs according to the parti-
tion properties of the set S, let us see whether HOBC can
host almost Majorana zero modes. In principle, this de-
pends on the specific choice of the fields {hj}, and it is not
easy to tell whether the AMZMs exist for general config-
urations the inhomogeneous model. However, this ques-
tion can be answered rigorously in the special case of an
open compass chain with alternating nearest-neighbor in-
teractions and under an alternating field, for which exact
solutions exist. In this section, we set Jxj = Jx, J
y
j = Jy,
and h2j−1 = µ1, h2j = µ2 (j = 1, 2, · · · , L/2), and as-
sume
γ ≡ Jy/Jx > 0, (56)
since the other cases can be reached by appropriate uni-
tary transformations. The Hamiltonian HOBC given by
Eq. (1) becomes
H
(alt)
OBC = −Jx
L
2∑
j=1
σx2j−1σ
x
2j − Jy
L
2 −1∑
j=1
σy2jσ
y
2j+1
−µ1
L
2∑
j=1
σz2j−1 − µ2
L
2∑
j=1
σz2j . (57)
A. µ1 6= 0 and µ2 6= 0
From Proposition 1, there are no EMZMs for µ1, µ2 6=
0. To obtain the 2L nonzero eigenvalues of HOBC, we
employ a plane-wave-like ansatz [24, 55]:
Aj = Rae
ik(4j−3) + Sae
−ik(4j−3),
Bj = Rbe
ik(4j−2) + Sbe
−ik(4j−2),
Cj = Rce
ik(4j−1) + Sce
−ik(4j−1),
Dj = Rde
ik(4j) + Sde
−ik(4j), (58)
with j = 1, 2, · · · , L2 . Here, the R’s and S’s are j-
independent coefficients to be determined. The form of
the above ansatz is inspired by the quasi-periodic struc-
ture of H
(alt)
OBC.
We substitute the above ansatz in the bulk equations
given by Eqs. (16) to (18), and compare the coefficients
of the same power of e±ikj on both sides to obtain
−µ1Rbeik = λRa, (59)
µ2Rce
−ik = λRd, (60)
−JxRbe−i2k − µ2Rd − JyRbei2k = λRce−ik, (61)
JyRce
−i2k + µ1Ra + JxRce
i2k = λRbe
ik, (62)
and
−µ1Sbe−ik = λSa, (63)
µ2Sce
ik = λSd, (64)
−JxSbei2k − µ2Sd − JySbe−i2k = λSceik, (65)
JySce
i2k + µ1Sa + JxSce
−i2k = λSbe
−ik. (66)
We can eliminate Ra, Rd, Sa, and Sd by using the first
two equations in the last expressions to get(
λJx(e
−i2k + γei2k) (λ2 + µ22)e
−ik
(λ2 + µ21)e
ik −λJx(γe−i2k + ei2k)
)(
Rb
Rc
)
= 0,
(67)
and(
λJx(e
i2k + γe−i2k) (λ2 + µ22)e
ik
(λ2 + µ21)e
−ik −λJx(γei2k + e−i2k)
)(
Sb
Sc
)
= 0.
(68)
To obtain nontrivial solutions of (Rb, Rc) and (Sb, Sc),
the determinants of the 2 × 2 matrices appearing in the
above matrix equations
det = −[λ4 + (δk + µ21 + µ22)λ2 + µ21µ22], (69)
must be zero, yielding four branches of nonzero single-
particle dispersions
λ
(±)
k,± = ±
i√
2
√
(δk + ν+)±
√
δk(δk + 2ν+) + ν2−, (70)
where
δk ≡ J2x(1 + γ2 + 2γ cos 4k),
ν± ≡ µ21 ± µ22, (71)
and the superscript (±) denotes the overall sign of λ.
We still need to determine the allowed values of k. To
this end, we have to apply the ansatz in the two boundary
equations given by Eq. (19) and Eq. (20). By using the
bulk equations Eqs. (59)-(66) to eliminate Ra, Rd, Sa,
and Sd in the boundary equations, and using the fact
that λ 6= 0, we obtain the following equations for (Rb, Sb)
and (Rc, Sc)
0 = Rbe
ik(2L+2) + Sbe
−ik(2L+2), (72)
and
0 = Rce
−ik + Sce
ik. (73)
By adding up the first equation of (67) and the first equa-
tion of (68), we get
Rb(e
−i2k + γei2k) + Sb(e
i2k + γe−i2k) = 0, (74)
where we have used Eq. (73).
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Now we combine Eq. (72) and Eq. (74) to obtain(
eik(2L+2) e−ik(2L+2)
e−i2k + γei2k ei2k + γe−i2k
)(
Rb
Sb
)
= 0. (75)
Letting the determinant of the above matrix be zero, we
finally obtain the desired quantization condition that de-
termines the allowed values of the wavenumber k
sin 2k(L+ 2)
sin 2kL
= −γ. (76)
It is intriguing to note that the allowed k’s do not depend
on the fields µ1 and µ2.
It can be shown that (see Appendix C) we only need
to find out the solutions on the interval k ∈ [0, pi4 ]: For
γ < L+2L , there are
L
2 real solutions; For γ >
L+2
L , there
exist L2 − 1 real solutions, and a single complex solution
of the form [56, 57]
k˜ =
π
4
+ ik˜1, (77)
where k˜1 is the solution of the equation
sinh 2k(L+ 2)
sinh 2kL
= γ (78)
on the interval [0,∞). It is useful to note that
sinh 2k(L+2)
sinh 2kL → e4k in the thermodynamic limit L → ∞,
so that
k˜1 → 1
4
ln γ, L→∞. (79)
The four eigenvalues corresponding to the complex solu-
tion k˜ are still given by Eq. (70), but with δk replaced
by
δ˜k˜ = J
2
x(1 + γ
2 − 2γ cosh 4k˜1). (80)
We can show that δk and δ˜k˜ are both nonnegative (Ap-
pendix C). Since µ1 6= 0 and µ2 6= 0, we see from Eq. (70)
that the eigenvalues λ
(±)
k,± and λ
(±)
k˜,±
never approach zero
even in the thermodynamic limit L → ∞. As a result,
there are no AMZMs for µ1 6= 0 and µ2 6= 0. In other
words, HOBC does not have a quantum phase transition.
As a byproduct, we can also write down the eigenvec-
tors of HOBC:
1) For γ < L+2L , the eigenvector V
(±)
k,± corresponding
to λ
(±)
k,± is
V
(±)
k,± = Nk,±
(
A
(±)
1,±, B
(±)
1,± , · · · , C(±)L
2 ,±
, D
(±)
L
2 ,±
)T
,(81)
where
A
(±)
j,± =
µ1Jx[γ sin 4k(j − 1) + sin 4kj]
λ
(±)2
k,± + µ
2
1
,
B
(±)
j,± =
−λ(±)k,±Jx[γ sin 4k(j − 1) + sin 4kj]
λ
(±)2
k,± + µ
2
1
,
C
(±)
j,± = − sin 4kj,
D
(±)
j,± = −
µ2
λ
(±)
k,±
sin 4kj, (82)
and Nk,± are two real normalization factors. Since
λ
(+)
k,± = λ
(−)∗
k,± , so the reality of Nk,± ensures
V
(+)
k,± = V
(−)∗
k,± , (83)
as required by Eq. (33).
2) For γ > L+2L , the eigenvectors for the corresponding
L
2 − 1 real solutions of k are also given by Eq. (81) and
(82). For the complex solution k˜, the eigenvector corre-
sponding to λ
(±)
k˜,±
reads [use the relation sin(ix) = i sinhx]
V
(±)
k˜,±
= N˜k˜,±
(
A˜
(±)
1,±, B˜
(±)
1,± , · · · , C˜(±)L
2 ,±
, D˜
(±)
L
2 ,±
)T
,(84)
where
A˜
(±)
j,± = (−1)j−1
µ1Jx[γ sinh 4k˜1(j − 1)− sinh 4k˜1j]
λ
(±)2
k˜,±
+ µ21
,
B˜
(±)
j,± = (−1)j
λ
(±)
k˜,±
Jx[γ sinh 4k˜1(j − 1)− sinh 4k˜1j]
λ
(±)2
k˜,±
+ µ21
,
C˜
(±)
j,± = (−1)j−1 sinh 4k˜1j,
D˜
(±)
j,± = (−1)j−1
µ2
λ
(±)
k˜,±
sinh 4k˜1j, (85)
and N˜k˜,± are another two real normalization factors.
B. µ1 = 0 and µ2 6= 0
If the fields on the odd sublattice are turned off, i.e.,
µ1 = 0 and µ2 6= 0, then there are L EMZMs accord-
ing the Theorem. The remaining L nonzero modes can
also be obtained using the ansatz method, yielding two
branches of dispersion
λ
(±)
k = ±i
√
δk + µ22. (86)
Thus, there are still no AMZMs except for the L2 exact
ones mentioned above.
C. µ1 = 0 and µ2 = 0
For µ1 = µ2 = 0, the Hamiltonian given by Eq. (1)
reduces to the one-dimensional limit of the Kitaev hon-
eycomb model [35, 51]. It is known that the compass
chain in the absence of external fields can be mapped onto
the transverse Ising chain on the dual lattice through a
spin duality transformation [35]. Therefore, an Ising-type
quantum phase transition is expected to occur at γ = 1 in
the thermodynamic limit. Actually, the order/disordered
phase of the transverse Ising chain on the dual lattice
correspond to the presence of two hidden string order
parameters in the original space [35].
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The mapping between the two models can also be re-
vealed in the Majorana representation by relabelling the
MFs in the second row of the comb (the first row of the
comb is completely decoupled). Let
d′2j−1 = d4j−2, d
′
2j = d4j−1, j = 1, 2, · · · ,
L
2
, (87)
then the Hamiltonian of the snake chain given by Eq. (6)
in the absence of the magnetic field becomes
H
(MF)
OBC = i
L
2∑
j=1
Jxj d
′
2j−1d
′
2j − i
L
2 −1∑
j=1
Jyj d
′
2jd
′
2j+1. (88)
If we define ordinary fermions via(
d′2j−1
d′2j
)
= Γ2
(
a′j
a′†j
)
, j = 1, 2, · · · , L
2
(89)
then H
(MF)
OBC can be written as
H
(KT)
OBC =
L
2 −1∑
j=1
Jyj (a
′†
j a
′
j+1 + a
′
j+1a
′
j +H.c.)
+
L
2∑
j=1
2Jxj
(
a′†j a
′
j −
1
2
)
, (90)
which is nothing but an inhomogeneous open Kitaev p-
wave superconducting chain of length L2 with equal hop-
ping and pairing strengthes. By further performing the
inverse Jordan-Wigner transformation to the above equa-
tion, we achieve the mapping from the compass chain to
an inhomogeneous transverse Ising chain.
We now study the full spectrum of the open compass
chain H
(alt)
OBC(µ1 = 0, µ2 = 0) using the results obtained
in Sec. VA. According to the Theorem, there are still
L EMZMs, corresponding to the L isolated MFs in the
first row of the comb. From Eq. (86), the corresponding
dispersion in this case becomes
λ
(±)
k = ±i
√
δk. (91)
We focus on the case of γ > L+2L , for which λ
(±)
k for the
real solutions of k are always finite. The dispersion λ
(±)
k˜
for the complex solution k˜ can be reexpressed with the
help of Eq. (80) as
λ
(±)
k˜
= ±2iJx sinh 4k˜1
√√√√ e−4k˜1
e4k˜1L − 1
(
e−4k˜1
e4k˜1L − 1 + γ
)
.
(92)
In the thermodynamic limit L→∞, we have e4k˜1L ≫ 1
and γ → e4k˜1 , so that λ(±)
k˜
approaches zero exponentially
λ
(±)
k˜
= ±2iJx sinh 4k˜1e−2k˜1L. (93)
Thus, the onset of the complex solution k˜ for γ > L+2L
indicate two AMZMs in the thermodynamic limit. From
Eq. (85), the corresponding eigenvectors V
(±)
k˜
for finite
L have components (j = 1, 2, · · · , L2 )
A˜
(±)
j = D˜
(±)
j = 0,
B˜
(±)
j = (−1)j
Jx[γ sinh 4k˜1(j − 1)− sinh 4k˜1j]
λ
(±)
k˜
,
C˜
(±)
j = (−1)j−1 sinh 4k˜1j. (94)
Note that B˜
(+)
j = −B˜(−)j and C˜(+)j = C˜(−)j . According
to Eq. (32), we can in turn obtain the wavefunctions for
the two AMZMs [we arrange λ
(±)
k˜
to be the last pair of
eigenvalues in Eq. (21)]
W2L−1,: =
N˜k˜√
2
(
0, 0, C˜
(+)
1 , 0, · · · , 0, 0, C˜(+)L
2
, 0
)
,
W2L,: = i
N˜k˜√
2
(
0, B˜
(+)
1 , 0, 0, · · · , 0, B˜(+)L
2
, 0, 0
)
.
(95)
In the thermodynamic limit, we have
B˜
(±)
j → ±
i
2
(−1)jγ L2−j+1, (96)
which shows that the two AMZMs d′L and d
′′
L are indeed
Majorana edge zero modes locating at the right and left
ends of the lower leg of the snake chain, respectively.
VI. CONCLUSIONS AND DISCUSSIONS
In this work, we have studied the emergence of exact
Majorana zero modes in interacting spin chains. We fo-
cus on a one-dimensional quantum compass model with
both the nearest-neighbor interactions and transverse
fields varying over space. To diagonalize the model, we
first perform a Jordan-Wigner transformation to map the
spin model into a fermionic one. We then define a set of
Majorana operators by linearly combining the fermion
creation/annihilation operators on individual sites. The
finally obtained quadratic Majorana-fermion model pro-
vides us a convenient representation to study the exis-
tence of EMZMs.
Working in the Majorana fermion representation, we
are able to derive an analytical expression for the num-
ber of the emergent EMZMs and find that it depends on
how the lattice sites on which the magnetic fields vanish
are divided into consecutive sequences. As byproducts,
we also derive explicit forms of the EMZMs. It is found
that highly nonlocal EMZMs can occur if the fields vanish
at lattice sites corresponding to several coupled consecu-
tive sequences of odd lengths. These exact results on the
EMZMs are then employed to completely explain the in-
triguing dependence of the eigenstate-degeneracy on the
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inhomogeneous fields observed in prior literatures. We
finally concentrate on a special case of the model with
alternating nearest-neighbor interactions and staggered
transverse fields. Due to the quasi-periodic structure of
the model in the bulk, we propose a plane-wave ansatz to
exactly solve the model, and obtain the analytical forms
of the single-particle dispersions and the eigenstates in
finite systems. We show that two AMZMs emerge if the
fields on both the two sublattices are turned off.
Finally, we would like to discuss possible experimental
platforms that can realize our model and the control of
the transverse fields. Considering that the quantum Ising
chain in the presence of both a transverse and a longitudi-
nal magnetic field has recently been simulated using the
nuclear magnetic resonance quantum simulator [58], such
a setup may also serve as a suitable simulator to realize
our model. Another possible setup to realize the current
model is the superconducting quantum circuits [30, 42].
In this scheme, the compass chain given by Eq. (1) can be
built with superconducting charge qubits placed at each
site, each of which is composed of a direct current su-
perconducting quantum interference device (dc SQUID)
with two identical Josephson junctions. The magnetic
flux threading the individual SQUID can be used to con-
trol the effective magnetic field [30]. Recently, the spin-
1/2 XXZ Heisenberg chain in a transverse field has been
realized using the technique of nanoscale-arrangement of
magnetic atoms [21], which provides another candidate to
simulate the transverse compass model. In practice, the
local fields exerted on the quasi-one-dimensional mag-
netic materials can be induced by the proximity effect
of a ferromagnet [13], and the strength of the field can
be tuned by varying the distance between the spin chain
and the ferromagnet. The extinguishing of local fields
can be realized by substitution of nonmagnetic ions for
magnetic ones. To detect the EMZMs, one can detect
the level crossings through the differential conductance at
each site measured by real-space sensitive spectroscopies
(e.g., scanning tunnelling microscopy) when the trans-
verse fields are varied [21, 22].
We emphasize that the advantage of the system con-
sidered here lies in its exact solvability and mathemati-
cal rigor. The exact results for the wavefunctions of the
EMZMs and AMZMs may serve as a basis for upcoming
studies of quench dynamics and braiding of Majorana
modes in related systems.
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Appendix A: Proof of Proposition 2
We first assume lu is even, so that lu ≥ 2.
1) v = even.
For even v we have lu + v − 1 = odd, so that lu +
v − 1 ≤ L − 1, and hence h1 6= 0 and hL 6= 0. Since
hlu = · · · = hlu+v−1 = 0, Eq. (35) leads to the possibility
(not necessarily) that
Bj+1 6= 0, Cj 6= 0, (A1)
where j = lu2 ,
lu
2 + 1, · · · , lu2 + v2 − 1, while all the rest of{Bi} and {Ci}must be zero. Inserting the above possibly
nonzero variables into Eq. (36)-(39), and using the fact
that hl = 0, l ∈ T , we obtain the following two sets
of coupled equations, each of which consists of v2 + 1
equations:
−Jylu
2
B lu
2 +1
= 0,
−Jxlu
2 +j
B lu
2 +j
− Jylu
2 +j
B lu
2 +1+j
= 0, j = 1, · · · , v
2
− 1
−Jxlu
2 +
v
2
B lu
2 +
v
2
− hlu+vD lu
2 +
v
2
= 0, (A2)
and
hlu−1A lu
2
+ Jxlu
2
C lu
2
= 0,
Jylu
2 −1+j
C lu
2 −1+j
+ Jxlu
2 +j
C lu
2 +j
= 0, j = 1, · · · , v
2
− 1
Jylu
2 +
v
2−1
C lu
2 +
v
2−1
= 0. (A3)
Note that the above two sets of equations include the
limiting cases with lu = 2 or lu + v = L. Note also that
the single nonvanishing field hlu+v (hlu−1) appears in the
last (the first) equation of set (A2) [set (A3)].
Since we have assumed Jxj 6= 0 and Jyj 6= 0, ∀j, the
above two sets of equations lead to
B lu
2 +1
= B lu
2 +2
= · · · = B lu
2 +
v
2
= D lu
2 +
v
2
= 0,
C lu
2 +
v
2−1
= C lu
2 +
v
2−2
= · · · = C lu
2
= A lu
2
= 0.
Thus, all the possibly nonvanishing B’s and C’s are ac-
tually zero for even v, i.e.,
Bj = Cj = 0, ∀j. (A4)
Applying the above equation to Eqs. (36)-(39) gives v
simple solutions for the eigenvector V :
(0, · · · , 0, 1(4j), 0, · · · , 0)T ,
(0, · · · , 0, 1(4j+1), 0, · · · , 0)T , (A5)
where j = lu2 ,
lu
2 +1, · · · , lu2 + v2−1 and the superscript (i)
in 1(i) indicates that the ith element of V is 1. According
to the discussions at the end of Sec. II B, these v simple
solutions are actually the wavefunctions of the v isolated
EMZMs d4j and d4j+1, j =
lu
2 , · · · , lu2 + v2 − 1.
2) v = odd.
2i) v = 1.
In this case only hlu is zero, so that Bj = 0, ∀j and
C lu
2
is the only possibly nonvanishing variable among the
C’s. Based on these facts, we get from Eqs. (36)-(39) the
simple solution (0, · · · , 1(2lu), · · ·)T and the following two
equations
Jylu
2
C lu
2
+ hlu+1A lu
2 +1
= 0,
hlu−1A lu
2
+ Jxlu
2
C lu
2
= 0, (A6)
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which result in a nontrivial (unnormalized) solution
V = (· · · ,J (x,h)lu
2
, 0, 1(2lu−1), 0,J (y,h)lu
2
, · · ·)T , (A7)
where J (x,h)i and J (y,h)i are given by Eq. (44).
2ii) v ≥ 3.
For odd v ≥ 3, we have lu + v − 1 = even, so that
lu + v − 1 ≤ L. The possibly nonvanishing variables are
Bj 6= 0, j = lu
2
+ 1,
lu
2
+ 2, · · · , lu
2
+
v − 1
2
,
Cj 6= 0, j = lu
2
,
lu
2
+ 1, · · · , lu
2
+
v − 1
2
.
The corresponding two sets of equations read
−Jylu
2
B lu
2 +1
= 0,
−Jxlu
2 +j
B lu
2 +j
− Jylu
2 +j
B lu
2 +1+j
= 0, j = 1, · · · , v − 3
2
−Jxlu
2 +
v−1
2
B lu
2 +
v−1
2
= 0, (A8)
and
hlu−1A lu
2
+ Jxlu
2
C lu
2
= 0,
Jylu
2 −1+j
C lu
2 −1+j
+ Jxlu
2 +j
C lu
2 +j
= 0, j = 1, · · · , v − 1
2
Jylu
2 +
v−1
2
C lu
2 +
v−1
2
+ hlu+vA lu
2 +
v+1
2
= 0. (A9)
From the first set of equations we have Bj = 0, ∀j, which
leads to v+12 simple EMZMs d4j , j =
lu
2 ,
lu
2 + 1, · · · , lu2 +
v−1
2 . However, in contrast to the case of even v, here we
see that two nonvanishing fields hlu−1 and hlu+v appear
respectively in the first and last equation of the equation
set (A9). This results in two types of solutions: The triv-
ial solution with A lu
2
= 0 leads to v−12 isolated EMZMs
d4j+1, j =
lu
2 ,
lu
2 + 1, · · · , lu+v−32 . However, if A lu2 6= 0,
then we get an unnormalized nontrivial solution
V =

· · · ,J (x,h)lu
2
, 0, 1(2lu−1), 0, 0, 0,J (y,x)lu
2
, 0, 0, 0,J (y,x)lu
2
J (y,x)lu
2 +1
, · · · ,
lu+v−3
2∏
i= lu2
J (y,x)i , 0,
lu+v−3
2∏
i= lu2
J (y,x)i J (y,h)lu+v−1
2
, 0, · · ·


T
,
(A10)
where J (y,x)i ≡ −Jyi /Jxi+1. Note that V is a real vector,
so V T is the wavefunction of one of the EMZMs. We
thus proved Proposition 2 for even lu.
If the single consecutive sequence T start with an odd
lu, then lu ≥ 1.
1) v = even, so that lu + v − 1 = even.
From Eq. (35), we have the possibility that
Bj 6= 0, Cj 6= 0, (A11)
where j = lu+12 ,
lu+3
2 , · · · , lu+v−12 . Inserting these vari-
ables into Eqs. (5) and (6) and using the fact that
hlu = hlu+1 = · · · = hlu+v−1 = 0, we get
hlu−1D lu−1
2
+ Jylu−1
2
B lu+1
2
= 0,
Jxlu−1
2 +j
B lu−1
2 +j
+ Jylu−1
2 +j
B lu+1
2 +j
= 0, j = 1, · · · , v
2
− 1
Jxlu+v−1
2
B lu+v−1
2
= 0, (A12)
and
Jxlu+1
2
C lu+1
2
= 0,
Jylu−1
2 +j
C lu−1
2 +j
+ Jxlu+1
2 +j
C lu+1
2 +j
= 0, j = 1, · · · , v
2
− 1
Jylu+v−1
2
C lu+v−1
2
+ hlu+vA lu+v+1
2
= 0. (A13)
Note that the above two sets of equations include the
limiting cases with lu = 1 or lu + v − 1 = L, for
which the first equation in the first set or the last equa-
tion in the second set should be removed. As in the
case of even lu, we have Bj = Cj = 0, ∀j, yield-
ing v simple EMZMs d2lu−1, d2lu+3, · · · , d2lu+2v−5 and
d2lu+2, d2lu+6, · · · , d2lu+2v−2. For the special case of
lu = 1 and lu + v − 1 = L, we have v = L, then these
L simple EMZMs are just d1, d4, d5, d8, · · · , dL−3, dL, i.e.,
the MFs in the first row of the comb.
2) v = odd.
2i) v = 1.
In this case all the fields on the even sites are zero, so
that Cj = 0, ∀j. This gives one simple solution A lu+1
2
=
0, resulting in a simple EMZM d2lu−1. In addition, B lu+1
2
is the only possibly nonvanishing variable among the B’s,
which leads to the following two equations
−Jxlu+1
2
B lu+1
2
− hlu+1D lu+1
2
= 0,
−hlu−1D lu−1
2
− Jylu−1
2
B lu+1
2
= 0. (A14)
The nontrivial solution is
V =
(
· · · ,−
Jylu−1
2
hlu−1
, 0, 1(2lu), 0,−
Jxlu+1
2
hlu+1
, · · ·
)T
. (A15)
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2ii) v ≥ 3.
For v ≥ 3, we have lu + v − 1 ≤ L − 1. The possibly
nonvanishing variables are
Bj 6= 0, j = lu + 1
2
, · · · , lu + v
2
, (A16)
Cj 6= 0, j = lu + 1
2
, · · · , lu + v
2
− 1, (A17)
and hence
−hlu−1D lu−1
2
− Jylu−1
2
B lu+1
2
= 0,
−Jxlu−1
2 +j
B lu−1
2 +j
− Jylu−1
2 +j
B lu+1
2 +j
= 0, j = 1, · · · , v − 1
2
−Jxlu+v
2
B lu+v
2
− hlu+vD lu+v
2
= 0, (A18)
and
Jxlu+1
2
C lu+1
2
= 0,
Jylu−1
2 +j
C lu−1
2 +j
+ Jxlu+1
2 +j
C lu+1
2 +j
= 0, j = 1, · · · , v − 3
2
Jylu+v−2
2
C lu+v−2
2
= 0. (A19)
The second set of equations give Cj = 0, ∀j, which re-
sults in v+12 simple EMZMs d2lu−1, d2lu+3, · · · , d2lu+2v−3.
The first set of equations have two types of solutions: 1)
If D lu−1
2
= 0, then Bj = 0, ∀j, and hence we get v−12
simple EMZMs d2lu+2, · · · , d2lu+2v−4; 2) If D lu−1
2
6= 0,
then we have obtain a nontrivial solution whose explicit
expression will not be write down here for simplicity.
Appendix B: Equation set for two coupled sequences
When two (odd) consecutive sequences Ti and Ti+1
are coupled, the eigen-equations associated with them
also get entangled. For even lui , these coupled equations
form an equation set
hlui−1A lui
2
+ Jxlui
2
C lui
2
= 0,
Jylui
2 −1+j
C lui
2 −1+j
+ Jxlui
2 +j
C lui
2 +j
= 0, j = 1, · · · , vi − 1
2
Jylui+vi−1
2
C lui+vi−1
2
+ hlui+viA lui+vi+1
2
+ Jxlui+1
2
C lui+1
2
= 0,
Jylui+1
2 −1+j
C lui+1
2 −1+j
+ Jxlui+1
2 +j
C lui+1
2 +j
= 0, j = 1, · · · , vi+1 − 1
2
Jylui+1+vi+1−1
2
C lui+1+vi+1−1
2
+ hlui+1+vi+1A lui+1+vi+1+1
2
= 0. (B1)
We can eliminate the C’s from the above equations to get a single equation for the three A’s:
J (y,h)lui+vi−1
2
J (x,h)lui
2
lui
+vi−3
2∏
j=
lui
2
J (y,x)j A lui
2
−A lui+vi+1
2
+
J (x,h)lui+1
2
J (y,h)lui+1+vi+1−1
2
lui+1
+vi+1−3
2∏
j=
lui+1
2
1
J (y,x)j
A lui+1+vi+1+1
2
= 0. (B2)
Appendix C: On the solution of Eq. (76)
To find out the solutions to the quantization condition
given by Eq. (76), we first investigate the properties of
the function
f(k, L) ≡ sin 2k(L+ 2)
sin 2kL
. (C1)
As a primary illustration, we plot in Fig. 4 f(k, L = 8)
as a function of k. For real k and even L, the function
f(k, L) has the following several properties:
1). f(k, L) has a period of pi2 in k,
2). f(k, L) is symmetric with respect to k = mpi4 , m ∈
Z
3). f(pi4 − k, L) = −f(k, L),
4). limk→mpi
2
f(k) = L+2L , limk→ (2m+1)pi4
f(k) =
−L+2L , m ∈ Z
Therefore, we can focus on the solutions of Eq. (76)
on the interval k ∈ [0, pi4 ], where 2L4 = L2 (recall that the
dispersion λk has four branches) real solutions is expected
to be found for certain parameters. For simplicity, we
avoid discussing the limiting case with γ = L+2L .
In general, the solution k = k0+ ik1 could be complex.
As an example, consider the parameter range with |γ| >
L+2
L , then from Fig. 4 we see that there are only 3 =
L
2 −1
real roots of k on [0, pi4 ]. So we must have one additional
complex root of k. To determine the most general form
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FIG. 4: The function f(k, L) = sin 2k(L+2)
sin 2kL
for L = 8.
of a complex root, we first note that λk must be purely
imaginary, so that
δk = J
2
x [1 + γ
2 + γ(ei4k0e−4k1 + e−i4k0e4k1)] (C2)
must be real, which gives
sin 4k0(e
−4k1 − e4k1) = 0. (C3)
For real k with k1 = 0, this equation is satisfied auto-
matically; for complex k with k1 6= 0, we must have
sin 4k0 = 0→ 4k0 = mπ, m ∈ Z (C4)
then the complex k can be written
k =
m
4
π + ik1. (C5)
By inserting Eq. (C5) into Eq. (76), we obtain the con-
dition equation for k1
γ = (−1)m−1g(k1, L), (C6)
where g(k, L) = sinh 2k(L+2)sinh 2kL . It is easy to see that:
1) g(k, L) = g(−k, L),
2) limk→0 g(k, L) =
L+2
L ,
3) ∂g(k,L)∂k ≥ 0 for k ≥ 0, so that g(k, L) > L+2L for
k > 0.
Since we have assumed γ > 0, Eq. (C6) has real solu-
tions only for m = odd, say m = 1, so that the complex
root can be written
k =
π
4
+ ik1, (C7)
and the condition given by Eq. (C6) becomes
γ = g(k1, L) >
L+ 2
L
(C8)
for k1 > 0. The inequality holds since g(k, L).
Thus, the solutions of Eq. (76) can be summarized as
follows:
1). For γ < L+2L , it is impossible to have any complex
solution on [0, pi4 ], and hence all the
L
2 solutions are real.
We can also see this from Fig. 4.
2). For γ > L+2L , there are
L
2−1 real solutions on [0, pi4 ].
In addition, there exists a single complex solution [56, 57]
k˜ =
π
4
+ ik˜1, (C9)
with k˜1 being the solution of Eq. (C8) on [0,∞). We can
choose k˜1 > 0 since g(k1, L) is an even function of k1.
The four eigenvalues λ
(±)
k˜,±
corresponding to the complex
solution k˜ are still given by Eq. (70), but with δk replaced
by
δ˜k˜ = J
2
x(1 + γ
2 − 2γ cosh 4k˜1). (C10)
For real k, we always have δk = J
2
x [(γ + cos 4k)
2 +
(sin 4k)2] ≥ 0, where the equality holds for γ = 1 and k =
pi
4 . But f(k, L) approaches −L+1L as k → pi4 , indicating
that k = pi4 is not a solution to Eq. (76). We thus have
δk > 0 for all real solutions of Eq. (76). For the complex
solution k˜ = pi4 + ik˜1, we can write δ˜k˜ = J
2
x [(γ cosh 4k˜1 −
1)2 − (γ sinh 4k˜1)2], with γ > L+2L . Note that for k˜1 > 0
we have cosh 4k˜1 > 1, and sinh 4k˜1 > 0. From
(γ cosh 4k˜1 − 1)− γ sinh 4k˜1 = g(k˜1, L)e−4k˜1 − 1
= 2 sinh 4k˜1
e−4k˜1
e4k˜1L − 1 > 0,
we see that δ˜k˜ > 0.
