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E-mail address: hua.xu@vanderbilt.edu (H. Xu).Supervised machine learning methods for clinical natural language processing (NLP) research require a
large number of annotated samples, which are very expensive to build because of the involvement of
physicians. Active learning, an approach that actively samples from a large pool, provides an alternative
solution. Its major goal in classiﬁcation is to reduce the annotation effort while maintaining the quality of
the predictive model. However, few studies have investigated its uses in clinical NLP. This paper reports
an application of active learning to a clinical text classiﬁcation task: to determine the assertion status of
clinical concepts. The annotated corpus for the assertion classiﬁcation task in the 2010 i2b2/VA Clinical
NLP Challenge was used in this study. We implemented several existing and newly developed active
learning algorithms and assessed their uses. The outcome is reported in the global ALC score, based on
the Area under the average Learning Curve of the AUC (Area Under the Curve) score. Results showed that
when the same number of annotated samples was used, active learning strategies could generate better
classiﬁcation models (best ALC – 0.7715) than the passive learning method (random sampling) (ALC –
0.7411). Moreover, to achieve the same classiﬁcation performance, active learning strategies required
fewer samples than the random sampling method. For example, to achieve an AUC of 0.79, the random
sampling method used 32 samples, while our best active learning algorithm required only 12 samples, a
reduction of 62.5% in manual annotation effort.
 2011 Elsevier Inc. All rights reserved.1. Introduction
Active learning has been widely studied in the domains where a
supervised learning approach is implemented to build a high
-performance predictive model, such as text classiﬁcation [1,2],
information extraction [3], image classiﬁcation and retrieval [4],
gene expression analysis [5], drug discovery [6], etc. It is one of
the possible solutions in many supervised learning tasks when la-
beled training samples are expensive to obtain or otherwise lim-
ited. The objective of applying active learning to classiﬁcation is
to build a better classiﬁer with fewer labeled training samples by
actively selecting the queries (instances) for labeling rather than
choosing them randomly. The active learner is capable of achieving
the required performance of the prediction model with reduced
annotation costs.
Although researchers have shown that active learning is beneﬁ-
cial in many domains, there is a paucity of published literature on
the application of active learning to biomedical text, especially clin-
ical text.With thewideuse of electronic health records (EHRs), there
are large amounts of textual data available and studies of clinicalll rights reserved.
iomedical Informatics, Van-
Ave. EBL 412, Nashville, TNnatural language processing (NLP) technologies have been numer-
ous [7–9]. However, statistics-based clinical NLP approaches often
depend on physicians or other domain experts for the annotation
of textual data, which can be very expensive and time
-consuming. Therefore, we believe that pool-based active learning
approaches,whichcan largely reduceannotationeffortwhile retain-
ing high performance for predictive models, will be very useful for
clinical NLP research. In this paper, we describe an application of ac-
tive learning to a clinical text classiﬁcation task: to determine asser-
tions of clinical concepts, using an annotated corpus from the 2010
i2b2 Clinical NLP Challenge.We implemented and evaluated several
active learning algorithms, including some that are newly devel-
oped, and our results showed that some active learning strategies
outperformed random sampling methods signiﬁcantly.2. Background
The pool-based active learning approach to classiﬁcation [1] is
practical for many real-world learning problem domains, including
medicine. The learner can access a large quantity of unlabeled data
as a pool with low cost and can request the true label from it. An
active learning system mainly consists of a classiﬁcation model
and an active sample selection or a querying algorithm. The classi-
ﬁcation model is built by traditional supervised machine learning
algorithms. The model is trained by using the labeled instances
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(test set) to predict class labels. The second core component of ac-
tive learning is the querying method. In general, there are two
types of learners: active learner and passive learner. The passive
learner just uses a random sampling method, which queries the la-
bels of instances randomly selected from the pool of unlabeled
samples, without considering the information about samples in
the pool. The active learner, on the other hand, will select the in-
stances that are the most promising in improving the predictive
performance of the model.
An active learning protocol is often used for a given dataset and
a querying algorithm:
(1) Initialize the labeled training set L = L0, the pool of unlabeled
set U = U0, and a test set T.
(2) Train the classiﬁcation model based on L and predict the
probability of class label for each instance in U and T.
(3) Rank the instances in U based on the querying algorithm and
assign labels (from human experts) for the top b(i) samples
in U, where b(i), the batch size of active learning, is the num-
ber of querying samples at iteration i.
(4) Add the b(i) instance(s) with label(s) to L and remove from U.
(5) Iterate steps (2)–(4) until the stop criteria is met.
(6) Finally, the classiﬁcation performance (AUC score) will be
reported for the prediction of T at each iteration i, and the
global score based on the learning curve AUC(i) will be
computed.
Themain issue for the active learner is how to ﬁnd the good que-
ries from the pool for better classiﬁcation performance. Many vari-
ations of the active learning (querying) algorithms exist, and there
are mainly six types: uncertainty sampling [10], query
-by-committee (QBC) [11], expected gradient length [12], ﬁsher
information [13], estimated error reduction [14] and information
density [3]. Detailed information about these algorithms can be
found in an active learning literature survey [15]. Some of the algo-
rithms are computationally expensive and not practical, such as ex-
pected gradient length, ﬁsher information, and estimated error
reduction. QBC is sensitive to the type of classiﬁcation models se-
lected. This study focused on uncertainty sampling and information
density, two widely used methods in active learning, as well as a
new framework for a querying algorithmwe propose called ‘‘model
change’’. We have worked on active learning tasks in other domains
and reported some new uncertainty sampling based querying
methods in our previouswork [16]. In this paper, we also developed
some new querying methods based on uncertainty sampling and
model change. Using these novel methods, together with a fewwell
known querying algorithms, we assessed the use of active learning
approaches for a clinical text classiﬁcation task: to determine the
assertion status of concepts in clinical text, and comparing the re-
sults to the passive learning (random sampling) method.
Many statistics-based text mining and NLP tasks require large
numbers of annotated samples, which are very expensive and
time-consuming to develop. Therefore, researchers have applied
active learning to various NLP tasks [17–20]. For example, Chen
et al. [17] successfully used active learning to reduce the annota-
tion effort while maintaining good performance for a word sense
disambiguation task of ﬁve English verbs with coarse-grained
senses by using two uncertainty sampling based methods. Active
learning has also been applied to the biomedical domain. Kim
et al. [18] presented an active learning strategy that considered
both entropy-based uncertainty from classiﬁers and the diversity
of a corpus and used it for the task of biological name entity recog-
nition in MEDLINE abstracts.
In this study, we investigated the application of active learning
to clinical text processing, which has not been reported on previ-ously. Speciﬁcally, we developed new active learning algorithms
and applied them to the assertion classiﬁcation task for concepts
in clinical text. This paper is organized as follows: Section 3 pre-
sents datasets and methods that we used in this study, such as
cross validation experiments, active learning strategies including
classiﬁcation models and querying algorithms, and evaluation;
Section 4 displays the experiment results; Section 5 discusses the
signiﬁcance of our results; and Section 6 summarizes our work
and provides a future direction.
3. Methods
3.1. Datasets
We used the manually annotated training set for concept
assertion classiﬁcation in the 2010 i2b2/VA NLP challenge [8],
which was organized by i2b2 (the Center of Informatics for Inte-
grating Biology and the Bedside) at Partners Health Care System
and Veterans Affairs (VA), Salt Lake City Health Care System.
The assertion classiﬁcation task is to assign one of six labels (‘‘ab-
sent’’, ‘‘associated with someone else’’, ‘‘conditional’’, ‘‘hypotheti-
cal’’, ‘‘possible’’, and ‘‘present’’) to medical problems identiﬁed
from clinical text (discharge summaries and some progress notes
collected from three institutions). We participated in the chal-
lenge and developed an SVM-based system for the assertion clas-
siﬁcation task, and we ranked fourth among over 20 participating
teams (no statistically signiﬁcant difference from the top three
systems) [21].
For this study, we used the same set of features as described in
our previous work and we wanted to assess whether active learn-
ing algorithms could reduce sample size while retaining good per-
formance. The feature set includes: (1) window of context, the size
of which is optimized; (2) direction with distance in the window of
context (e.g., third word on the left); (3) bi-grams identiﬁed within
the context window; (4) part of speech tags of context words; (5)
normalized concepts and semantic types identiﬁed by an NLP sys-
tem (MedLEE) [22], such as certainty, UMLS CUIs, and semantic
types; (6) source and section of its clinical note.
The training set from the challenge contained 349 notes, with
11,967 medical problems annotated with one of the six assertion
statuses. Given the availability of large annotated data, active
learning may not be needed for this speciﬁc assertion classiﬁcation
task. However, we utilized this available large data set to evaluate
the performance of different active learning algorithms, which
should be useful for many other tasks where large annotated data
are not available. Moreover, active learning on multi-class classiﬁ-
cation tasks is more complicated than that on binary classiﬁcation
tasks. Therefore, as an initial study, we focused on the investiga-
tion of active learning algorithms for binary classiﬁcation prob-
lems. We converted the multi-class assertion classiﬁcation task
into a binary classiﬁcation problem, by considering ‘‘present’’ to
be the positive class and all others as the negative class. We refer
to this dataset as ASSERTION in this study and investigated active
learning algorithms for the binary classiﬁcation of assertion
(‘‘present’’ vs. ‘‘non-present’’).
In addition, we used NOVA, a dataset of English text from the
2010 active learning challenge [23], as the benchmark for this
study. NOVA comes from the 20-Newsgroup dataset [24], which
is a popular benchmark dataset for experiments in text applica-
tions of machine learning techniques, such as text classiﬁcation
and text clustering. Each text to be classiﬁed comes from an email
that was posted to one or several newsgroups. The NOVA data are
selected from both politics and religion, topics considered as posi-
tive and negative class, respectively. The feature set of data is in
binary representation using a bag-of-words with a vocabulary of
approximately 17,000 words.
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sets. They were both annotated with binary labels. All features for
both datasets were binary only. Both datasets were very sparse
(sparsity is equal to the ratio between the number of cells with va-
lue zero and the total number cells in the data matrix), but the
class distribution also was different for two datasets. Additionally,
the ASSERTION dataset contained information at the sentence le-
vel, while the NOVA dataset was at the document level. The ASSER-
TION dataset is probably more difﬁcult to classify because it has
much higher number of features than NOVA.
3.2. Cross validation on active learning
To set up a pool-based active learning framework, a pool of
unlabeled samples and an independent test set were initialized.
The variability in performance could have been high if many differ-
ent partitions in the data were created for generating the unlabeled
pool and test set. To fully use both datasets and generate reliable
results, threefold stratiﬁed cross validation was performed on ac-
tive learning. On each of the cross validation iterations, the pool
of unlabeled samples was from two folds and the evaluation of per-
formance was based on the remaining fold. The validation results
were averaged over three iterations.
3.3. Classiﬁcation model
To mainly focus on improving the querying algorithm, the same
classiﬁer with the same parameter was used on each run of classi-
ﬁcation (training and testing). In our preliminary experiments for
selecting the best classiﬁer and parameter, the linear Logistic
Regression classiﬁer outperformed linear SVM and Naïve Bayesian
classiﬁers in threefold cross validation for all samples in both the
ASSERTION and NOVA datasets. Therefore, the Logistic Regression
model implemented in the package ‘‘Liblinear’’ [25] was used. It
can output the posterior probability as the prediction value. This
output would be used as the input for most querying algorithms.
3.4. Active learning strategy
Based on the protocol of active learning described in Section 2,
the global performance (learning curve) is inﬂuenced by many fac-
tors during the active learning process, such as initial performance
(the classiﬁcation performance based on the initial training set),
the batch size, the stop criteria, the querying algorithm, etc. How-
ever, we designed the active learning experiment so that the que-
rying algorithm would be the most inﬂuential factor. We ﬁxed the
initial and the ﬁnal performance points in the learning curve as
well as the batch size for each querying algorithm as follows.
We randomly selected three positive samples and three nega-
tive samples as the initial training set. In each iteration of the cross
validation, all experiments with different querying algorithms
would use the same initial training set and, therefore, have the
same initial point in the learning curve.
According to the stop criteria, the active learning process
stopped when the entire pool of unlabeled samples was queried
or U was empty. In each iteration of the cross validation, all exper-
iments with different querying algorithms would have the same ﬁ-
nal point in the learning curve.Table 1
Experimental datasets for active learning.
Dataset name Number of samples Number of positive samples Positiv
ASSERTION 11,967 8051 0.6728
NOVA 19,466 2769 0.2845For batch size selection, we used 2i+2 training samples with la-
bels where i is the index of iteration in the active learning process
up to the total number of training samples. For example, the size of
labeled training set L on each iteration would be 8, 16, 32, 64,
128, . . . , 4096, . . . , and the maximum number.
The querying algorithm is the function to assess how informa-
tive each instance x is in unlabeled pool U. x is selected as the most
informative sample according to the function x = argmaxQ(x),
where Q(x) is the querying function that outputs the informative-
ness or querying value (Q value) for data matrix x in U.
3.4.1. Uncertainty sampling-based algorithm
Uncertainty sampling queries the sample with the least cer-
tainty or on the decision boundary. The simplest uncertainty sam-
pling algorithm is called Least Conﬁdence (LC), which is
straightforward for the probabilistic models:
Q LCðxÞ ¼ 1 Pðyjx; hÞ
where y is the most likely label sequence for x. h is the model that
generates the posterior probability P of label y given data matrix x.
In the binary classiﬁcation case, LC is equivalent to querying the in-
stance with the highest Q value (or uncertainty value) that is near-
est the 0.5 posterior probability of being in the positive or negative
class. In the case of the ASSERTION dataset, if the concept term was
classiﬁed as ‘‘present’’ with the probability closer to 0.5 versus
‘‘non-present,’’ the term was more likely to be selected for annota-
tion in the next iteration of active learning.
During the active learning process, the class distribution of the
training set could become imbalanced (with more positive/nega-
tive than negative/positive samples). At this point, we assume that
the sample in the minority class is more informative. Moreover, we
would like to balance the training set as much as possible in the
early iteration of active learning because the classiﬁer would tend
to ignore the minority class, resulting in a poor prediction model,
especially with a small number of labeled training samples. There-
fore, we implemented another uncertainty sampling algorithm
called Least Conﬁdence with Bias (LCB) [16], which considers both
the uncertainty value from the current prediction model and the
proportion of class labels in the training set. LCB is more likely to
query the instances around the decision boundary and compen-
sates for class imbalance.
Let pp be the percentage of positive labels in the current train-
ing set. We deﬁned Pmax as the posterior probability that gives the
highest Q value in LCB function QLCB(x):
QLCBðxÞ ¼
Pðy¼1jx;hÞ
Pmax
; if Pðy ¼ 1jx; hÞ < Pmax
1Pðy¼1jx;hÞ
Pmax
; otherwise
(
where Pmax =mean(0.5, 1  pp). When Pmax = 0.5 or pp = 0.5, it is
equivalent to LC.
Both LC and LCB methods depend on the quality of the predic-
tion model because both algorithms control the sample selection
based on the posterior probability output from the model. When
the model is poor, it propagates the negative effect to the querying
algorithm. LCB could bias the Q value so that the model can con-
verge more quickly to a good one by balancing the training set in
the early stage of active learning. However, when the model im-
proves, the bias could increase too much. So we also proposed an-e rate Number of features Feature type Sparsity Class type
71,986 Binary 0.9994 Binary
16,969 Binary 0.9967 Binary
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dence with Dynamic Bias (LCB2), which also considers the size of
the current training set. Note that the model is likely to be more
reliable when the classiﬁcation model is trained by a larger set of
samples. For the binary classiﬁcation problem, we have more con-
ﬁdence that the highest Q value is at the point closer to the poster-
ior probability of 0.5 when more labeled training samples are used.
QLCB2(x) is the same as QLCB(x) except for Pmax:
Pmax ¼ wb  ð1 ppÞ þwu  0:5
where wb is the weight of bias and wu is the weight of uncertainty,
and wb = 1 wu, where wu is the ratio of |L|, the size of the current
labeled set, and |U0|, the size of initial unlabeled pool: wu = |L|/|U0|.
When wu = 0, it is equivalent to LCB; when wu = 1, it is equivalent to
LC.
3.4.2. Model change sampling-based algorithm
Model change sampling algorithm (MC) is a heuristic method to
improve the querying method that relies on the classiﬁcation mod-
el. For example, uncertainty sampling might fail to ﬁnd the most
uncertain samples when given a poor probabilistic model for clas-
siﬁcation. It is as difﬁcult as ﬁnding the true decision boundary by
classiﬁcation model. We implemented the idea of model change for
querying on top of model dependent querying methods such as
uncertainty sampling. The MC algorithm considers the Q value
from not only the current model but also the previous one. It con-
trols the sample selection based on the change of Q values from dif-
ferent models during the active learning process.
We derived the heuristic function based on the following
assumption. When the classiﬁcation model is improving during
the active learning process, the posterior predictions for each sam-
ple will be closer to either zero or one. In other words, the Q value
for each sample, which is the uncertainty value based on LC, LCB or
LCB2, becomes smaller and smaller. The heuristic function takes
into account the change of Q values over different models. The
model change sampling algorithm ranks the unlabeled instances
based on the following rule: the instance with the most increasing
Q values is the most informative one. If the Q values for all in-
stances are decreasing, the instance with the least decreasing Q va-
lue is also considered as the most informative one in the dataset. It
also needs to consider the improvement of the model during the
active learning process. The Q value for the previous model is dis-
counted because the current model is intuitively better than the
previous one.
QMCðxÞ ¼ Qðx; iÞ wo  Qðx; i 1Þ
where i represents the current iteration in the active learning pro-
cess, i  1 is the index of the previous iteration; wo is the weight
of the old model, which is equal to 1/|L| (|L| is the size of the current
training set). We applied this formula to uncertainty sampling
based querying methods (LC, LCB, and LCB2) so that we had three
MC querying algorithms in our study: Least Conﬁdence with Model
Change (LCMC), Least Conﬁdence with Bias and Model Change,
(LCBMC), and Least Conﬁdence with Dynamic Bias and Model
Change (LCB2MC).
3.4.3. Information density-based algorithm
The information density (ID) framework proposed by Settles
and Craven [3] considers not only the uncertainty of instances
but also the data distribution. The most uncertain instance lies
on the decision boundary, but it is not necessarily representative
of other instances in the distribution. Thus knowing its label is
not likely to improve the prediction model.
Here is the ID-based querying function QID(x):
QIDðxÞ ¼ QUSðxÞ  QDðxÞbwhere QUS(x) is the Q value by any uncertainty sampling based
method (like LC, LCB, or LCB2); QD(x) is the density function to com-
pute how representative it is for any given instance in the unlabeled
set; b is the control factor for the density term. In this study, we
implemented an information density approach based on the Euclid-
ean distance to the centers of labeled set L. These centers can repre-
sent the dense regions in the input space [26]. In our preliminary
study, we only considered one center because it is difﬁcult to deter-
mine the appropriate numbers of centers for selecting the most rep-
resentative sample:
QDðxÞ ¼ 1
1þ distðx; x^Þ
where x^ is the mean vector for each variable over all samples in the
labeled set L; dist() is the function for computing the Euclidean dis-
tance to this mean vector for each sample in x. We called this meth-
od Information Density Based on Distance to Center (IDD). In our
experiment, we used method LCB2 in the ﬁrst term QUS(x) of IDD.
3.5. Evaluation
We applied the same evaluation measures used for the active
learning challenge 2010 [27]. The prediction for the performance
of active learning was evaluated according to the Area under the
Learning Curve (ALC). The learning curve plotted the Area Under
the ROC curve score (AUC) computed on all the samples in the test
set as a function of the number of labels queried. The global score
or ALC score was normalized based on the following function:
ALC score ¼ ALC Arand
Amax  Arand
where Amax is the area under the best achievable learning curve
(1.00 AUC on all points of the learning curve) and Arand is the area
under the learning curve obtained by random prediction (0.50
AUC on all points of the learning curve). The learning curve of
two neighbor points was interpolated linearly.
In the x-axis of the learning curve, we used log2 scaling. It is
consistent with the batch size (2i+2) of active learning, and this
scaling actually increases the difﬁculty of getting a high global
score because each additional labeled sample in the early stage
of active learning is much more important than the one in the late
stage. The performance in the early stages is more signiﬁcant for
the global score, so our target was also to improve the prediction
model given a small number of training samples with labels.
Three learning curves were generated in the threefold cross val-
idation of active learning for the experiment of each querying algo-
rithm. Then the average learning curve was determined by
averaging the AUC scores on each corresponding point from the
three learning curves. The ﬁnal global score of each querying algo-
rithm was the ALC score from the average learning curve.
We ran the active learning experiments for eight querying algo-
rithms and two datasets. The passive learner used the random que-
rying method, while the active learner used other querying
approaches. Since the passive learner generated results with high
variance from the random factor for sampling, we averaged the
learning curves of the random querying method over 50 runs using
the same start point, end point, and batch size.4. Results
Results for the ASSERTION dataset showed that the ALC scores
of all active learning methods except IDD outperformed the base-
line using the random sampling method. In terms of the global per-
formance, the active learner LCBMC had the best performance on
both the ASSERTION and NOVA datasets. Most of the other active
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Random ALC score: 0.74104
Fig. 1. Average learning curves for eight querying algorithms on the assertion dataset.
Table 2
ALC results for threefold cross validation of active learning for two datasets and eight querying methods.
Dataset Querying method Fold 1 Fold 2 Fold 3 Average Standard deviation
Category New/existing Name
ASSERTION dataset Uncertainty sampling Existing LC 0.7160 0.7524 0.7586 0.7423 0.0230
Existing LCB 0.7423 0.7836 0.7560 0.7606 0.0210
New LCB2 0.7536 0.7773 0.7597 0.7635 0.0123
Model change New LCMC 0.7171 0.7656 0.7644 0.7490 0.0277
New LCBMC 0.7503 0.7839 0.7803 0.7715 0.0184
New LCB2MC 0.7182 0.7624 0.7615 0.7474 0.0253
Information density Existing IDD 0.7144 0.7268 0.6947 0.7120 0.0162
Baseline Existing Random (50 runs) 0.7151 0.7647 0.7434 0.7411 0.0249
NOVA dataset Uncertainty sampling Existing LC 0.7643 0.6805 0.7251 0.7233 0.0419
Existing LCB 0.8524 0.8163 0.8603 0.8430 0.0235
New LCB2 0.8722 0.8344 0.8546 0.8537 0.0189
Model change New LCMC 0.8771 0.8144 0.8472 0.8462 0.0314
New LCBMC 0.8702 0.8289 0.8719 0.8570 0.0244
New LCB2MC 0.8768 0.8323 0.8295 0.8462 0.0265
Information density Existing IDD 0.7297 0.6970 0.7161 0.7143 0.0164
Baseline Existing Random (50 runs) 0.8151 0.7847 0.8001 0.8000 0.0152
Note: LC: Least Conﬁdence; LCB: Least Conﬁdence with Bias; LCB2: Least Conﬁdence with Dynamic Bias; LCMC: Least Conﬁdence with Model Change; LCBMC: Least
Conﬁdence with Bias and Model Change; LCB2MC: Least Conﬁdence with Dynamic Bias and Model Change; IDD: Information Density based on Distance to Center.
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the performance by the basic uncertainty sampling method LC,
while LCB2 could generate a better learning curve than LCB. The
performances of LC, LCB, and LCB2 were consistent for both data-
sets. The model change-based method improved the uncertainty
sampling methods LC and LCB in both datasets, but the perfor-
mance of LCB2MC was poorer than LCB2. The active learners LC
and IDD did not perform well in our experiments on both datasets.
Table 2 shows the cross validation results of ALC scores for both
datasets and the different querying algorithms. ALC scores from
individual folds, as well as the average of the threefolds (in bold),
were reported.
Figs. 1 and 2 show the average learning curves for datasets
ASSERTION and NOVA, respectively, for all eight querying methods.In general, LCBMC, which had the highest global score, showed sta-
bility with small training sample sizes. On the other hand, the que-
rying methods with low global scores performed poorly or were
unstable in the early stage of the active learning process.
We can compare eight querying algorithms on the same ﬁgure
vertically and horizontally. By reading vertically, we can compare
the performance of eight prediction models in AUC at each stage
of active learning; by reading horizontally, we can compare the
costs of annotation (number of labeled samples used) by eight que-
rying methods for each quality level of the prediction model in
AUC.
Table 3 presents the evaluation of prediction models based on
the average AUC score and its standard deviation when the size of
querying samples was small. This table magniﬁes the intermediate
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Fig. 2. Average learning curves for eight querying algorithms on the NOVA dataset.
Table 3
Evaluation of the classiﬁcation model for eight querying algorithms and two datasets on a small training set (with 16, 32, and 64 training samples) based on average AUC score
and the standard deviation.
Dataset Size of training
set
LC LCB LCB2 LCMC LCBMC LCB2MC IDD Random
ASSERTION
dataset
16 71.52 ± 2.55% 79.16 ± 3.85% 80.91 ± 1.31% 76.87 ± 5.89% 81.92 ± 1.41% 78.55 ± 4.73% 69.10 ± 2.70% 75.65 ± 5.83%
32 78.85 ± 4.30% 81.46 ± 2.77% 82.04 ± 1.38% 80.11 ± 1.91% 81.87 ± 2.45% 80.61 ± 1.31% 78.77 ± 2.55% 79.00 ± 4.31%
64 84.16 ± 1.42% 82.33 ± 2.05% 84.16 ± 0.74% 81.45 ± 2.34% 85.42 ± 1.03% 81.07 ± 1.45% 80.88 ± 3.18% 83.12 ± 2.25%
NOVA dataset 16 73.98 ± 6.25% 83.99 ± 4.93% 84.42 ± 3.66% 82.01 ± 4.00% 83.98 ± 5.81% 81.30 ± 4.61% 78.91 ± 4.22% 76.70 ± 7.06%
32 70.88 ± 2.96% 80.82 ± 5.35% 85.33 ± 1.63% 81.52 ± 6.97% 85.69 ± 3.05% 85.25 ± 3.15% 77.27 ± 2.50% 79.03 ± 6.96%
64 69.38 ± 5.05% 91.79 ± 0.54% 91.82 ± 0.58% 92.21 ± 0.71% 91.03 ± 2.80% 90.16 ± 1.04% 71.77 ± 2.63% 83.57 ± 4.88%
Table 4
Evaluation of the classiﬁcation model for eight querying algorithms and two datasets with a large training set (with 1024, 2048, and 4096 training samples) based on average AUC
score and the standard deviation.
Dataset Size of training
set
LC LCB LCB2 LCMC LCBMC LCB2MC IDD Random
ASSERTION
dataset
1024 93.73 ± 0.48% 94.34 ± 0.53% 94.09 ± 0.47% 94.23 ± 0.57% 94.64 ± 0.26% 94.44 ± 0.41% 93.57 ± 0.56% 93.46 ± 0.46%
2048 95.81 ± 0.26% 95.94 ± 0.24% 95.80 ± 0.41% 95.67 ± 0.47% 95.74 ± 0.29% 95.88 ± 0.54% 95.77 ± 0.11% 94.99 ± 0.33%
4096 96.67 ± 0.28% 96.76 ± 0.28% 96.66 ± 0.36% 96.76 ± 0.26% 96.74 ± 0.30% 96.82 ± 0.32% 96.70 ± 0.24% 96.18 ± 0.26%
NOVA dataset 1024 97.71 ± 0.62% 98.26 ± 0.36% 98.29 ± 0.22% 98.10 ± 0.18% 98.03 ± 0.51% 98.10 ± 0.39% 95.48 ± 0.46% 97.05 ± 0.42%
2048 98.66 ± 0.23% 98.69 ± 0.25% 98.38 ± 0.26% 98.83 ± 0.22% 98.65 ± 0.23% 98.65 ± 0.41% 98.39 ± 0.26% 98.03 ± 0.28%
4096 99.07 ± 0.20% 99.10 ± 0.19% 99.02 ± 0.28% 99.11 ± 0.20% 99.11 ± 0.25% 99.08 ± 0.24% 99.00 ± 0.20% 98.63 ± 0.21%
270 Y. Chen et al. / Journal of Biomedical Informatics 45 (2012) 265–272results in the early stage of the learning curve with 16, 32, and 64
training samples. The average AUC by random querying method
was not the worst in the early stage of active learning, but the stan-
dard deviationwas higher compared to the othermethods. The best
querying method in our experiments, LCBMC, performed reason-
ably well with a high average AUC and low standard deviation
when only a small number of training samples was used.
Table 4 presents the evaluation of the prediction model when
the training set was large (with 1024, 2048, and 4096 samples).
This table magniﬁes the intermediate results for the late stage of
active learning. In this stage, the active learners performed better
when compared with the passive learner on the ASSERTION data-
set. It is also true for the NOVA dataset with training sample sizes
of 2048 or higher.In addition, none of the experiments needed much computa-
tional time. The querying algorithms could rank or generate Q val-
ues for all samples in the unlabeled pool on both datasets (more
than 8000 samples) in less than one second. The classiﬁer Logistic
Regression in the ‘‘Liblinear’’ package could complete threefold
cross validation (for the end point in the learning curve) in less
than 3 s for the ASSERTION dataset (with about 12,000 samples)
and 4 s for the NOVA dataset (with about 20,000 samples).
To assess whether there are signiﬁcant differences in terms of
mean ALC global scores among different active learners and the
passive learner, we conducted a statistical test based on results
from bootstrapping. We re-sampled the test set by random sam-
pling with replacement for 200 times and generated 200 boot-
strapping data sets. For each bootstrapping data set, we
Table 6
Approximate numbers of training samples at different levels of AUCs for both active
learning algorithms and the random sampling method.
AUC 0.79 0.83 0.86 0.89 0.92 0.93 0.95 0.96
Random 32 64 128 256 512 1024 2048 4096
LC 33 56 103 232 435 903 1557 2768
LCB 16 73 127 219 369 650 1354 2518
LCB2 13 46 129 277 462 824 1471 2785
LCMC 26 81 127 241 426 770 1473 2843
LCBMC 12 41 118 225 414 713 1271 2784
LCB2MC 19 91 166 298 524 812 1330 2555
IDD 35 102 269 443 694 1002 1600 2790
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ers and the passive learner. We used Wilcoxon signed rank test
[28], a non-parametric test for paired samples, to assess whether
differences between two methods are statistically signiﬁcant. As
there were eight different methods (28 comparisons in total), we
applied Bonferroni correction [29] to adjust for multiple compari-
sons, with family-wise type I error control at alpha = 0.05. There-
fore, if the p-value from Wilcoxon signed rank test was less than
0.0018 (0.05/28), we claimed that there was a statistically signiﬁ-
cant difference between two methods. Table 5 shows the results
of the statistical test. Except the ones between Random and LC,
Random and IDD, LC and IDD, and LCMC and LCB2MC, all other
comparisons showed statistically signiﬁcant differences.5. Discussion
For the concept assertion classiﬁcation task, active learners gen-
erated better prediction models with higher AUC scores, and re-
quired less annotation effort than the passive learner (based on
the results shown in Tables 3 and 4). Using the ASSERTION dataset,
the prediction model trained by 32 randomly selected annotated
samples had a 0.7900 average AUC score; however, LCBMC could
achieve the prediction model with a 0.8192 average AUC by using
16 annotated samples, which saved half of the annotation cost.
Overall, the active learning strategy was more efﬁcient in reducing
annotation costs and improving prediction models for the clinical
dataset ASSERTION. In Fig. 1, the best learning curve by LCBMC
lay above the average learning curve by random sampling. The re-
sult for the general English dataset NOVA was also consistent with
the ASSERTION dataset. Such ﬁndings show that active learning
strategies hold promise in solving similar clinical text classiﬁcation
problems when annotation is expensive and time-consuming.
To further analyze the learning curves for the ASSERTION data-
set, we calculated the approximate numbers of training cases at
different levels of AUC, for both active learning approaches and
random sampling approaches (Table 6). Scenarios where active
learning algorithms required less training samples than random
sampling are highlighted in bold in Table 6. In the early stage of ac-
tive learning, the random sampling method used 32 samples to
achieve an AUC of 0.79, while LCBMC used only 12 samples to
achieve the same AUC, a 62.5% of reduction in sample size. In the
middle stage of active learning, the random sampling method used
512 labeled cases to train a model with an AUC of 0.92, while LCB
used about 369 samples to build the same model. In the late stage,
the random sampling method required 4096 samples to generate a
model with an AUC of 0.96, while LCB used only 2518 samples to
reach the same AUC. This analysis demonstrates that active learn-
ing methods require fewer training samples than the random sam-
pling method, with similar classiﬁcation performances.
The basic uncertainty sampling algorithm LC and the informa-
tion density algorithm IDD did not perform well in active learning
on both datasets. LC could not ﬁnd the most informative samples
when the annotated instances were insufﬁcient, because LC reliesTable 5
Results of the statistical test (Wilcoxon signed rank test with Bonferroni correction for
multiple testing) among ALC global scores from different active learners and the
passive learner (‘‘Y’’: statistically signiﬁcant; ‘‘N’’: Not statistically signiﬁcant).
LC LCB LCB2 LCMC LCBMC LCB2MC IDD
Random (50 Runs) N Y Y Y Y Y N
LC Y Y Y Y Y N
LCB Y Y Y Y Y
LCB2 Y Y Y Y
LCMC Y N Y
LCBMC Y Y
LCB2MC Yon the performance of a probabilistic model that was poor in the
early stage of active learning. However, LCB and LCB2 could im-
prove the performance for both datasets by also considering the
imbalance of class and the quality of the classiﬁcation model.
The model change-based method LCBMC further improved the
uncertainty-based method LCB by considering the change of infor-
mative values between models. The information density-based
method IDD failed to improve the global score, because the density
term based on distance to center did not ﬁnd the most ‘‘represen-
tative’’ samples for both datasets. It negatively affected the overall
performance, even though the uncertainty term by LCB2 could per-
form reasonably well by itself on both datasets.
Although LCBMCwas the best querying algorithm for both data-
sets based on the global score in our experiments, its learning curve
for the ASSERTION dataset was not ﬂawless. It could generate a
classiﬁcation model with 0.8192 and 0.8187 average AUC scores
by using 16 and 32 annotated samples, respectively. Although the
difference in AUC did not seem signiﬁcant, we did not expect that
the model would get worse with larger training sets. Further inves-
tigation of the querying algorithm is needed to improve the stabil-
ity of the learning curve. One possible direction worth investigating
is to automatically select the batch size as a function of the proba-
bilistic prediction and querying model in the iteration of active
learning, instead of pre-setting this parameter.
Our current experiments were limited to binary classiﬁcation
tasks. In practice, however, more than two class labels are often in-
volved in many classiﬁcation tasks for clinical text. Active learning
for multi-class classiﬁcation is a more challenging problem, where
we need to extend the current querying algorithms so that they
can assess the informativeness of samples inmultiple classes. In text
classiﬁcation research, a number of studies have applied active
learningapproaches tomulti-class classiﬁcationproblems including
word sense disambiguation [17], name entity recognition [18], nat-
ural language parsing [19], etc. So farwe have only applied and eval-
uated active learning methods on one set of clinical textual data. To
assess the usefulness of active learning in the medical domain, we
need to validate it in broader types of text mining applications.
6. Conclusion
This study demonstrated that active learning technologies can
be applied to clinical text classiﬁcation tasks effectively, with im-
proved performance and reduced annotation effort. New querying
methods developed here showed good performance on the concept
assertion classiﬁcation task. We plan to extend the active learning
formalism to multi-class classiﬁcation problems, as well as to other
applications that are related to clinical text processing.
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