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Abstract
The Hartley-type (Ht) algebras are used to face efficiently the solution of structured linear
systems and to define low complexity methods for solving general (nonstructured) nonlinear
problems. Displacement formulas for the inverse of a symmetric Toeplitz matrix in terms
of Ht transforms are compared with the well known Ammar–Gader formula. The LQN un-
constrained optimization methods, which define Hessian approximations by updating n× n
matrices from an algebraL, can be implemented forL = Ht with an O(n) amount of memory
allocations and O(n log n) arithmetic operations per step. The LQN methods with the lowest
experimental rate of convergence are shown to be linearly convergent.
© 2003 Elsevier Science Inc. All rights reserved.
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1. Introduction
The principal aim of this paper is to show that a class of structured matrix algebras,
the Hartley-type (Ht) algebras linked in different ways to the Hartley transform, are a
very useful tool in solving both linear and nonlinear (minimization) problems. These
Ht algebras are defined, in detail, in Section 2. Applications of the Ht structure
to displacement, preconditioning and optimization methods have been developed
in some previous separated articles. Here we introduce further results and focus the
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crucial properties of Ht as a key common feature of strategies of solution of different
problems.
It is well known that the displacement formulas can be extremely useful in solving
structured linear systems Ax = b. Typically A−1 is rewritten in terms of a number
(depending upon the structure ofA) of simple matrices which can be fastly multiplied
by vectors. For example, the displacement formulas for A−1 considered in [8,25,33]
involve triangular Toeplitz, circulant, ξ -circulant and τ matrices which can all be
multiplied by vectors in O(n log n) arithmetic operations. More general displace-
ment formulas involve whole classes of matrix algebras as the Hessenberg algebras
[11,22,23] or the h-spaces [6,18,19] and include the previous cases as particular
instances. This general approach also leads to new specific formulas which, in some
cases, involve new matrix algebras. In all these formulas the number of simple matri-
ces become very small when the structure of A is Toeplitz [1,2,26,35,41] or Toeplitz
plus Hankel, that is A = T + JT ′, where T = (ti−j ), T ′ = (t ′i−j ), tk , t ′k ∈ C, and J
is the “reversal” permutation matrix.
Heinig and Rost have recently shown in [29,30] that any matrix A ∈ Rn×n
which is a r-Bezoutian, for instance the inverse of a Toeplitz plus Hankel matrix
T + JT ′, can be represented in terms of the Ht transforms HI , H II , H III , H IV
here denoted, following some previous articles [6,9,18,19,24] respectively by H ,
K , KT, G. With respect to the known literature, an important result stated in [29]
is that, after preprocessing on T and T ′, 6 Ht transforms are sufficient to compute
(T + JT ′)−1b.
The matrix representations obtained in this paper are classical displacement for-
mulas in terms of matrix algebras, and lead to efficient Toeplitz inversion formu-
las competitive with both the Bezoutian approach in [29,30] and the displacement
Ammar–Gader formula exploiting circulant algebras.
In Section 3 it is shown that six fast transforms, chosen in a larger set of Ht
transforms, are sufficient to compute (T + JT ′)−1b, for complex centrosymmetric
T + JT ′, after preprocessing on T and T ′. The number of transforms required in
the preprocessing phase is 4 and can be reduced to 2 if T ′ = 0, as in [1,29,30].
Moreover, the Ht transforms used in the formulas of Section 3 are of order n, i.e.
of the same order of A, whereas the size of H , K , KT, G in [29,30] is an integer
greater than n. Also, our Toeplitz inversion formulas are of type T −1 = ψ(T −1e0)
where the function ψ is real, whereas in the Ammar–Gader formula [1] ψ is defined
in terms of the Fourier matrix. The gain is first of all theoretical as to a possible real
T corresponds, more naturally, a real ψ .
Two particular matrix algebras within the set of eight Ht listed in Section 2, named
η and µ, play an important role in the above results and, more generally, in the
displacement representation of any centrosymmetric matrix. They are diagonalized
by two Ht transforms, Uη and Uµ, different from H , K , KT, G. The best formula for
the computation of (T + JT ′)−1b, when T + JT ′ is centrosymmetric, may be that
involving η and µ (see formula (3.9)), once fast direct algorithms implementing the
Uη and the Uµ transforms become available.
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In [7,32,40] a matrix HT , defined as the best least squares fit to T from the
Hartley algebra H (whose matrices are diagonalized by UH = H ) has been used
as preconditioner in the solution of positive definite Toeplitz linear systems
T x = b by the conjugate gradient method. In [24] Ht preconditioners different
from HT have been considered. In particular, LT , L ∈ {η, µ}, is shown to be
more efficient than the Hartley HT or the skew-Hartley KT (UK = K) precon-
ditioners and competitive with the Chan preconditioner CT , C = {circulants} [15].
Now the same strategy of the best least squares approximation can be exploited in
quasi-newtonian methods for unconstrained minimization. The LQN minimization
methods, recently introduced in [10,20,21], utilize in the iterative scheme of a gener-
alized BFGS-type algorithm an algebra L of matrices simultaneously diagonalized
by a fast unitary transform. The complexity per step of LQN is O(n log n), thereby
improving considerably the BFGS computational efficiency. Moreover, sinceLQN’s
iterative scheme utilizes single-indexed arrays, only O(n) memory allocations are
required. The novel methods, initially implemented for L = Ht, appear particularly
recommended for large scale problems [10].
The nonsecant (NS) LQN algorithms are globally convergent [20]. In Section
4 it is proved that the rate of convergence of NSLQN is linear. This result proves
the efficiency of the new methods since numerical tests show a greater rate of con-
vergence for the secant (S) LQN method.
2. Preliminaries
Because of the structure of transforms and related algebras involved in the paper,
it is convenient to introduce a general setting for diagonal spaces L where one can
retrieve the vector z defining the information content of a matrix A ∈L. This vector
z is equal to a linear combination of the rows of A, that is zT = vTA, where for the
most known algebras (circulant, τ , Hartley, Hessenberg) vT = eT0 = [1 0 · · · 0]. To
recall that a matrix A ∈L is defined by zT = vTA one can use the symbol Lv(z)
instead of A [24].
Let UL be a unitary matrix and letL be the space of all matrices simultaneously
diagonalized by UL, i.e. L = SDUL = {ULd(z)U∗L : z ∈ Cn}, d(z) = diag(zk,
k = 0, . . . , n− 1). Choose a vector v ∈ Cn so that the matrix
Lv(z) = ULd(UTLz)d(UTLv)−1U∗L (2.1)
is well defined. If v is the first vector of the canonical basis of Cn, that is v = e0,
set L(z) =Lv(z). Notice that vTLv(z) = zT. Thus, any matrix A of L is deter-
mined by the vector vTA, the v-row of A. Moreover, the equality Lv(Lv(x)Ty) =
Lv(y)Lv(x) holds, since both matricesLv(Lv(x)Ty) andLv(y)Lv(x) are inL and
have yTLv(x) as v-row.
The formula (2.1) holds in particular for L = C±1 = the space of n× n (±1)-
circulant matrices. Any (±1)-circulant matrix is determined by its first row zT =
[z0 z1 · · · zn−1]T, zk ∈ C, via the formula
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C±1(z) =
n−1∑
k=0
zkP
k
±1, P±1 =


0 1
.
.
.
1
±1 0

 . (2.2)
To see that C±1 can be put in the form (2.1) set v = e0, UC1 = F and UC−1 = DF,
where D = diag(e−ijπ/n, j = 0, . . . , n− 1), i = √−1, and F is the Fourier matrix
F = 1√
n
(e−i2πij/n)n−1i,j=0
(prove (2.1) first for z = e1 and use (2.2)). Moreover, ifL is the Jacobi algebra τ of
all matrices X = (xij )n−1i,j=0 defined by the cross-sum condition
xi−1,j + xi+1,j = xi,j−1 + xi,j+1 (xi,−1 = x−1,i = xi,n = xn,i = 0),
then one can prove that (2.1) holds for v = e0 and
Uτ =
√
2
n+ 1
(
sin
(i + 1)(j + 1)π
n+ 1
)n−1
i,j=0
.
Now let CS±1 and C
SK
±1 be, respectively, the spaces of all symmetric and skew-
symmetric (±1)-circulant matrices, i.e.
CS±1 = {X ∈ C±1 : XT = X} and CSK±1 = {X ∈ C±1 : XT = −X}
and let cas x denote the function cos x + sin x. The Hartley matrix is defined by
H = 1√
n
(
cas
2ijπ
n
)n−1
i,j=0
.
The discrete Hartley transform of a vector z, Hz, is computable in O(n log n)
arithmetic operations (a.o.), i.e. has the same computational complexity of the
discrete Fourier transform F z (see [12,43]). Note that H = UH with H = CS1 +
JP1CSK1 where J is the reversal n× n matrix, i.e. [J ]ik = δi,n−k−1 [7].
The matrixH can be naturally included in a set of eight Hartley-type (Ht) matrices
[9]:
H, HITη , K
T = 1√
n
(
cas
(2i + 1)jπ
n
)n−1
i,j=0
, KTIη,
(2.3)
K, KITµ, G =
1√
n
(
cas
(2i + 1)(2j + 1)π
2n
)n−1
i,j=0
, GIµ,
where
Iη = 1√
2


√
2
I n−12  J n−12 √
2
−J n−12  I n−12 

 ,
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Iµ = 1√
2

I n2  −J n2 √2
J n2  I n2 

 .
In the above definitions Ik (Jk) is the identity (reversal) matrix of order k; moreover
the presence of the central row and column including
√
2 depends on the oddness
of n.
Each Ht transform can be reduced to a Hartley transform. In fact, if RK and Rγ
are the n× n symmetric orthogonal matrices
RK = diag
(
cos
θk
2
)
+ diag
(
sin
θk
2
)
JP1,
Rγ = diag
(
cos
ϕk
2
)
+ diag
(
sin
ϕk
2
)
J,
where θk = 2kπ/n, ϕk = (2k + 1)π/n, k = 0, . . . , n− 1, then
KT = HRK, G = RγKT.
The set of matrix algebrasL = SDUL, UL = Ht, can be also obtained. They are
listed below following the same order of the corresponding transforms in (2.3):
H = CS1 + JP1CSK1 , α = CS1 + JP1CS1 , δ = CS1 + JCSK1 ,
η = CS1 + JCS1 , K = CS−1 + JP−1CSK−1, β = CS−1 + JP−1CS−1, (2.4)
γ = CS−1 + JCSK−1, µ = CS−1 + JCS−1.
Notice that the equality (2.1) holds for γ with v /= e0 [24].
These algebras represent the Ht counterpart of the set of eight Jacobi algebras
(including τ ) considered in [34]. However matrices from Jacobi algebras are poly-
nomials in a symmetric tridiagonal matrix, whereas no simple nonderogatory matrix
generating Ht is known [9,19]. The algebras listed in (2.4) can have different effects
in a number of applications, including displacement decompositions, precondition-
ing techniques and newtonian algorithms (see [6,7,19,20,21,24,29,30]).
3. Displacement formulas for centrosymmetric matrices
Let T be a nonsingular symmetric n× n Toeplitz matrix
T = (t|i−j |)n−1i,j=0, tk ∈ C
and assume that [T −1]00 /= 0.
Ammar and Gader in [1,2] conceived a simple expression ψAG(T −1e0) for
the inverse of T extremely useful in solving systems T x = b, b ∈ Cn (see also
[22,25]). This expression utilizes 1-circulant (or circulant) and (−1)-circulant
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matrices. More precisely, in [1] the matrix T −1 is expressed in terms of its first
column w = [w0 w1 · · ·wn−1]T = T −1e0 as follows:
2w0T −1 = C−1(w)C1(w)T + C−1(w)TC1(w)
= C−1(w)C1(JP1w)− C−1(JP−1w)C1(w),
i.e. T −1 = ψAG(w) where
2z0ψAG(z) = nDF
[
d(FDz)JFDFd(JP1F z)+ d(JFDz)JFDFd(F z)
]
JP1F
(3.1)
(exploit the identities F ∗ = JP1F = FJP1 and FDJP−1 = −JFD).
Now let c(s) be the number of a.o. sufficient to compute the vector s. Then, by
the Ammar–Gader formula,
c(T −1b)  c(w)+ [c(Fw)+ c(FDw)] + 6c(F z)+ O(n), (3.2)
where z denotes an arbitrary vector whose entries may depend upon b. For positive
definite matrices T the vector w can be computed with a cost c(w) = O(n log2 n) by
using a recursive doubling direct method [3,27]. A reduction to O(n log n) of c(w)
can be obtained by applying a preconditioned conjugate gradient method, provided
that a good preconditioner is exploited [4,5,14,24]. Once the vector w is given, (3.2)
implies that
Six F-transforms + two F-transforms in a preprocessing phase are sufficient to
compute T −1b.
Since F is related to the Hartley matrix by the identity
F =
(
1 − i
2
I + 1 + i
2
JP1
)
H,
the complexity (3.2) remains unchanged if F is replaced by H . Moreover, Fouri-
er transforms are so replaced by Hartley transforms, which are real. However, by
using the Ammar–Gader formula for T −1, non real numbers are yet involved in
the computation of T −1b, even if T and b are real, that is ψAG is always complex.
In this section we obtain some formulas ψ(w) for T −1—in terms of Ht alge-
bras—where the function ψ is defined on R. This implies, in particular, that only
real quantities are processed when w is real. The gain is first of all theoretical as to a
possible real T corresponds, more naturally, a real ψ . Concerning the greater or less
cost in computing T −1b, one should compare F and H applied to real data, and the
result of this comparison is not always obvious [43].
First we state that any centrosymmetric n× n matrix can be rewritten in terms
of the Ht transforms H , K , KT, G defined in Section 2. To this aim, for a generic
A ∈ Cn×n, introduce the displacement operator
DHt(A) = AT 1,10,0 − T 1,10,0 A,
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where T 1,10,0 = P1 + P T1 , and recall that if
DHt(A) =
r∑
m=1
xmyTm (3.3)
for 2r given vectors xm, ym, then the matrix A can be rewritten as a sum of r + 1
products of matrices of the algebras η and µ, provided that A is centrosymmetric
(AJ = JA). If r is small, then a final efficient formula for A is obtained by the spectral
decomposition of η and µ.
More precisely, under the assumption (3.3) we have
2(AJ + JA) =
r∑
m=1
µ(xm)η(ym)+ 2η((AJ + JA)Te0), (3.4)
where η(z) (µ(z)) denotes the matrix of η (µ) with first row zT [19]. On the other
hand, for L = η, µ,
L(z) = ULd
(
UTLz
)
d
(
UTLe0
)−1
UTL,
where Uη = KTIη and Uµ = GIµ [24]. The last two equalities yield the following:
Theorem 3.1. If (3.3) holds, then
2(AJ + JA) = Uµµ
[
r+1∑
m=1
d(UTµxm)U
T
µUηd(U
T
η ym)
]
ηU
T
η , (3.5)
where xr+1 = e0, yr+1 = 2(AJ + JA)Te0, µ = d(UTµe0)−1 andη = d(UTη e0)−1.
Now the equalities
Uη = KTIη = RγGIη = HRKη, RKη = RKIη, (3.6)
Uµ = GIµ = KRγµ = RKHRγµ, Rγµ = Rγ Iµ
allow one to rewrite the right hand side of (3.5) in terms of H , K , KT, G in many
different ways. So, by Theorem 3.1, if A is centrosymmetric, then Ab is computable
with a number (depending on r) of Ht transforms.
An example of structured matrix A for which the rank r of DHt(A) is equal to
4 is (T + JT ′)−1, where T + JT ′ is an arbitrary nonsingular Toeplitz plus Hankel
matrix:
[T + JT ′]ij = ti−j + t ′n−1−i−j , 0  i, j  n− 1, (3.7)
tk, t
′
k ∈ C [28]. Toeplitz plus Hankel linear systems (T + JT ′)x = b often arise in
the applications and suitable displacement formulas [8,11,19,22,23] or Bezoutian
representations [29,30] for (T + JT ′)−1 allow to solve them in O(n log n) a.o. (after
preprocessing on T + JT ′). Here we want to exploit (3.4) in order to find an efficient
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displacement formula for (T + JT ′)−1, T + JT ′ centrosymmetric, in terms of Ht
transforms.
Let T + JT ′ in (3.7) be centrosymmetric or, equivalently, let T and T ′ be sym-
metric. Then
(T + JT ′)−1T 1,10,0 − T 1,10,0 (T + JT ′)−1
= (s − en−1)wT + (J s − e0)wTJ − w(s − en−1)T − Jw(J s − e0)T,
(3.8)
where w and s are, respectively, the vectors solutions of the two particular T + JT ′
systems (T + JT ′)x = e0 and (T + JT ′)x = [t1 + t ′n t2 + t ′n−1 · · · tn + t ′1]T, t ′n, tn ∈
C [19]. Formula (3.4), the identity (3.8) and the equalities
L(J z) = JL(z) =L(z)J, L(xx + yy) = xL(x)+ yL(y), L = η, µ,
yield the formula
2(T + JT ′)−1 = µ(J s + e0)η(w)− µ(w)η(J s − e0)
= Uµµ
[
d
(
UTµ(J s + e0)
)
UTµUηd
(
UTη w
)
− d(UTµw)UTµUηd(UTη (J s − e0))]ηUTη (3.9)
from which one obtains the following upperbound for the complexity of the com-
putation of (T + JT ′)−1b (assuming w, s known): six UL-transforms plus four UL-
transforms in the preprocessing phase (L ∈ {η, µ}).
Of course by using the representations (3.6) of Uη and Uµ one can obtain an
identical result with any pair of transforms in the set {H,K,KT,G} in place of Uη
and Uµ.
Moreover, in the case T ′ = 0, [T −1]00 /= 0 the above upperbound can be reduced.
In fact, the following result holds:
Six Ht transforms plus two Ht transforms in a preprocessing phase are sufficient
to compute T −1b.
This is the same complexity result of the Ammar–Gader formula (3.1), but now
T −1 is a function ψ(w) with ψ real.
To prove this result first write the counterpart ψHt of the function ψAG in the
Ammar–Gader formula (3.1). The function ψHt is immediately obtained by observ-
ing that the identity s = −(1/w0)P1w+ en−1 [22] impliesJ s ± e0 = −(1/w0)JP∓1w
and therefore the formula (3.9) becomes T −1 = ψHt(w) where
2z0ψHt(z)= µ(z)η(JP1z)− µ(JP−1z)η(z)
= Uµµ
[
d
(
UTµz
)
UTµUηd
(
UTη JP1z
)
− d(UTµJP−1z)UTµUηd(UTη z)]ηUTη .
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Now, in the computation of T −1b through the previous formula one finds four trans-
forms in a preprocessing phase. The next lemma lets us prove, in Theorem 3.3, that
two transforms are sufficient.
Lemma 3.2. Set θk = 2kπ/n and ϕk = (2k + 1)π/n, k = 0, . . . , n− 1. Then
KP1 = [diag(cos θk)− P T−1Jdiag(sin θk)]K,
GP−1 = [diag(cosϕk)− Jdiag(sinϕk)]G.
Proof. This is a particular case of the shift Lemma for K and G [9]. 
Theorem 3.3. Let T = (t|i−j |)n−1i,j=0, tk ∈ C, be nonsingular, w = T −1e0 and w0 =
[T −1]00 /= 0. Set
Xη = diag(sk cos θk)+ JP1diag(sk sin θk),
Xµ = diag(sk cosϕk)+ Jdiag(sk sinϕk),
where sk = 1, k  n−12 , and sk = −1, otherwise, k = 0, . . . , n− 1. Then T −1 =
ψHt(w) with
2z0ψHt(z)= Uµµ
[
d
(
UTµz
)
UTµUηd
(
XηU
T
η z
)
− d(XµUTµz)UTµUηd(UTη z)]ηUTη . (3.10)
Proof. Observe that HJP1 = JP1H,KJ = −JP−1K and GJ = JG. Thus, by Lem-
ma 3.2,
UTη JP1 = ITη KJP1 = −ITη JP−1KP1 = XηUTη ,
UTµJP−1 = ITµGJP−1 = ITµJGP−1 = XµUTµ.
This proves the identity (3.10). 
One can obtain from Theorem 3.3 different formulas of type (X–Y ) by exploiting
the expressions (3.6) of Uµ and Uη in terms of the transforms X and Y (picked up
from the set {H,K,G}). These formulas allow us to state the following upper bound
for the complexity of T −1b.
Corollary 3.4. If T satisfies the same conditions of Theorem 3.3 and b ∈ Cn, then
c(T −1b)  c(w)+ min{c0, c1, c2, c3, c4, c5},
where
c0 =
[
c
(
UTη w
)+ c(UTµw)]+ c(UTη z)+ 2c(Uηz)+ 2c(UTµz)+ c(Uµz)
+ O0(n),
224 C. Di Fiore et al. / Linear Algebra and its Applications 366 (2003) 215–232
c1 = [c(Gw)+ c(GRγ w)] + 6c(Gz)+ O1(n),
c2 = [c(Kw)+ c(Gw)] + c(Kz)+ 2c(KTz)+ 3c(Gz)+ O2(n),
c3 = [c(Kw)+ c(KTw)] + 2c(Kz)+ 2c((KT)2z)+ O3(n),
c4 = [c(Hw)+ c(KTw)] + 3c(Hz)+ 2c(KTz)+ c(Kz)+ O4(n),
c5 = [c(Hw)+ c(HRKw)] + 6c(Hz)+ O5(n)
and Oj (n), j = 0, 1, 2, 3, 4, 5, is the surplus of O(n) a.o. required respectively by
(3.10) and by the formulas of type (X–Y ) obtained from (3.10) and (3.6).
Remark. The inequality c((KT)2z)  2c(KTz) holds. For this reason c3 is defined
in terms of c((KT)2z) instead of 2c(KTz).
Observe that the number ofR-type matrices (the matricesR are defined in Section
2) varies in the formulas following from (3.10) and (3.6). For instance noR-matrix ap-
pears in the (G–K) formula, involvingG andK , whereas 15R-matrices are involved
in the (H–H) formula. This implies that suitable algorithms for each transformG,K,
KT may be preferable to a systematic reduction to the Hartley transform. These algo-
rithms are developed in [9]. Corollary 3.4 emphasizes that it is not clear what is the opti-
mal formula. For example (G–K) can be competitive with (H–H) if one assumes that
multiplications are more expensive than additive operations, i.e. O2(n) O5(n)
((G–K) involves only IL-matrices). Very likely a suitable algorithm implementing
directly the Uη and the Uµ transforms could make (3.10) the best formula.
4. Low complexity minimization iterative methods
In this section some convergence properties of a recent class of quasi-Newton
(QN) methods for the uncostrained minimization of an arbitrary function f : Rn →
R are investigated. The novel methods, namedLQN, define Hessian approximations
by updating matrices from an algebra L and have been implemented for L in the
set of Ht algebras with an O(n) amount of memory allocations and O(n log n) a.o.
per step [10,20,21,36]. We shall prove that the subclass of LQN methods with the
lowest experimental rate of convergence (NSLQN) is linearly convergent.
Let us first give a general overview on the QN, the BFGS [16,17] and the BFGS-
type [20] methods. Let f : Rn → R be a lower bounded differentiable function
and consider the minimum problem
find x∗ such that f(x∗) = min
x∈Rn f(x). (4.1)
An iterative method for the solution of (4.1) generates a sequence {xk}∞0 ⊂ Rn
such that xk → x∗. Convergence is called “global” when x0 is arbitrary and “local”
when x0 is near x∗. In particular, under suitable assumptions on f , the steepest
descent and the Newton methods are, respectively, globally and fast locally con-
C. Di Fiore et al. / Linear Algebra and its Applications 366 (2003) 215–232 225
vergent [17]. The QN methods combine a “strategy” of global convergence with a
fast local one. The generic step of a QN method is the following:
xk+1 = xk − λkB−1k ∇f(xk), (4.2)
where λk is a positive parameter and Bk is a positive definite matrix chosen near
the identity when xk is far from x∗ and close to the Hessian of f in xk (∇2f(xk))
when xk is near x∗. The secant methods are a subclass of QN, where the matrix
Bk+1 is requested to satisfy the secant equation. More specifically, let x0 ∈ Rn and
B0 ∈ Rn×n be real symmetric positive definite (r.s.p.d.). Then for k = 0, 1, . . ., the
vector xk+1 is defined by (4.2) and Bk+1 is such that
• Bk+1 is r.s.p.d. (so that −B−1k+1∇f(xk+1) is a descent direction in xk+1) and• Bk+1sk = yk (secant equation), where sk = xk+1 − xk , yk = ∇f(xk+1)− ∇f(xk).
In order to investigate a particular class of the secant methods which define Bk+1
by “updating” the previous Hessian approximation Bk , it is useful to introduce the
following functional:
φ(A, s, y) = A+ yy
T
yTs
− Ass
TA
sTAs
. (4.3)
Two important properties of φ are:
(1) if A is positive definite and yTs > 0, then φ(A, s, y) is positive definite;
(2) φ(A, s, y)s = y, i.e. φ satisfies the secant equation.
It follows that the functional φ can be used to define particular secant methods. In
fact, by setting
Bk+1 = φ(Bk, sk, yk),
we obtain the BFGS method which is one of the most efficient QN minimization
methods, with a superlinear convergence and a O(n2)-complexity per step [17].
A more general method [20], here named BFGS-type, is obtained by setting
Bk+1 = φ(B˜k, sk, yk),
where B˜k is a suitable positive definite matrix “approximating” Bk:
x0 ∈ Rn, B0 = r.s.p.d. n× n matrix.
For k = 0, 1, . . . :

xk+1 = xk + λkdk,
sk = xk+1 − xk, yk = ∇f(xk+1)− ∇f(xk),
Bk+1 = φ(B˜k, sk, yk),
BFGS-type algorithm
where the descent direction dk is defined by
dk =
{−B−1k ∇f(xk), S,
−B˜−1k ∇f(xk), NS.
(4.4)
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If the positive parameters λk are properly chosen, then both the secant (S) and
the nonsecant (NS) BFGS-type algorithms yield well defined, strictly decreasing
sequences {f(xk)} [20]. Moreover, experimental results show that S can minimize
f in much less steps than NS (see the end of this section).
In the following the global convergence properties of the NS algorithm are in-
vestigated. The interest of NS algorithms is motivated by the lower computational
complexity of dk (B˜k is inverted instead of the 2-rank modification Bk of B˜k−1) and
by the high degree of regularity (in the sense that the same kind of matrix B˜ is used
in dk and in the updating formula for Bk+1). By exploiting this regularity one is able
to extend Powell’s proof of BFGS convergence [39] to BFGS-type methods.
It has been proved that, under suitable assumption on f , B˜k and λk , the NS
method is globally convergent, i.e. the sequence {f(xk)} converges to the least value
of f [20]. This result is stated in the following theorem.
Theorem 4.1. Assume that f : Rn → R is twice continuously differentiable and
convex in the bounded convex set I0 = {x : f(x)  f(x0)}. Consider the NS algo-
rithm with {B˜k} such that

B˜k is r.s.p.d.,
det B˜k  detBk,
tr B˜k  trBk
(4.5)
and {λk} satisfying the Armijo–Goldstein conditions (A. G.)
(1) f(xk+1)  f(xk)− c1λk∇f(xk)TB˜−1k ∇f(xk),
(2)
(−B˜−1k ∇f(xk))T∇f(xk+1)  c2(−B˜−1k ∇f(xk))T∇f(xk),
where{
0 < c1 < c2 < 1,
c1 < 1/2.
Then either ∃m : ∇f(xk) /= 0, k = 0, . . . , m− 1, ∇f(xm) = 0 and f(xm) =
minx∈Rn f(x) or
f(xk)→ f(x∗) = min
x∈Rn f(x). (4.6)
Moreover, if x∗ is the only one such that ∇f(x∗) = 0, then xk → x∗.
The proof of this theorem is based on the fact that with the convexity assumptions
on f and I0 and with the boundedness of ∇2f in I0
∃M ∈ R such that ‖yk‖
2
yTk sk
 M (4.7)
from which, by using (4.5) and A.G.2, it follows
k∏
i=0
‖∇f(xi )‖
‖si‖ cos θi < c
k+1
3 , (4.8)
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where c3 ∈ R and θi denotes the angle between the search direction di and
the steepest descent direction −∇f(xi ). Inequality (4.8) together with A.G.1 assures
that ∇f(xik )→ 0 for some {xik } ⊂ {xk} and, from the boundness of I0, we have
(4.6).
The convergence proved in Theorem 4.1 is “simple”. Nevertheless, we can prove
that it is at least linear, by extending the idea of Powell to obtain the same result for
BFGS [39].
Assume that all the hypotheses of Theorem 4.1 hold and that there is only one
point x∗ ∈ I0 such that ∇f(x∗) = 0. Consider a neighbourhood N(x∗) of x∗ where
c4‖y‖2  yT∇2f(x)y  c5‖y‖2, y ∈ Rn (4.9)
for some constants c4, c5 > 0. Without loss of generality, assume that xk ∈ N(x∗) ∀k
(set x0 = xk0 and B0 = Bk0 where k0 is the first integer such that xk ∈ N(x∗)∀k 
k0). Under these assumptions the sequence {‖sk‖/(‖∇f(xk)‖ cos θk)} is bounded:
Lemma 4.2. The following inequalities hold
c6‖∇f(xk)‖ cos θk  ‖sk‖  c7‖∇f(xk)‖ cos θk,
where c6 = (1 − c2)/c5 and c7 = 2(1 − c1)/c4.
Proof. From A.G.2 it follows
sTk yk
sTk (−∇f(xk))
 1 − c2. (4.10)
Moreover yk = Gksk where Gk =
∫ 1
0 ∇2f(xk + θsk) dθ . Thus, by (4.9),
c5‖sk‖2  sTkGksk  (1 − c2)sTk (−∇f(xk)) = (1 − c2)‖sk‖‖∇f(xk)‖ cos θk
and the first inequality is obtained. Now observe that
f(xk+1)= f(xk)+ sTk∇f(xk)+
∫ 1
0
(1 − θ)sTk∇2f(xk + θsk)sk dθ
 f(xk)+ sTk∇f(xk)+ 12c4‖sk‖2.
On the other hand, by A.G.1,
f(xk+1)  f(xk)− c1λk∇f(xk)TB˜−1k ∇f(xk) = f(xk)+ c1sTk∇f(xk).
It follows that c1sTk∇f(xk)  sTk∇f(xk)+ 12c4‖sk‖2, from which one deduces the sec-
ond inequality. 
Lemma 4.3. For all k the number of integers satisfying the inequalities
cos θi 
1
c3c7
, 0  i  k
is greater than or equal to (k + 1)/2.
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Proof. From inequality (4.8) and Lemma 4.2
k∏
i=0
1
c7 cos2 θi

k∏
i=0
‖∇f(xi )‖
‖si‖ cos θi < c
k+1
3 .
Hence
∏k
i=0 cos2 θi > 1/(c3c7)k+1 and as a consequence 1/c3c7 < 1. Now let i(k)
be the number of terms cos θi , 0  i  k such that cos θi < 1/(c3c7). We have
1
(c3c7)k+1
<
k∏
i=0
cos2 θi <
1
(c3c7)2i(k)
from which we deduce i(k) < (k + 1)/2. 
Lemmas 4.2 and 4.3 allow us to give the next result on the linear convergence of
the NS algorithm.
Theorem 4.4. Assume that all the hypotheses of Theorem 4.1 are verified and that
x∗ is the only point in I0 such that ∇f(x∗) = 0. Then
f(xk)− f(x∗)  ck8(f(x0)− f(x∗)), (4.11)
where 0 < c8 < 1, that is NS is linearly convergent.
Moreover we have
∑∞
0 ‖xk − x∗‖ <∞.
Proof. From A.G.1 we can deduce
f(xk+1) f(xk)− c1‖sk‖‖∇f(xk)‖ cos θk
 f(xk)− c1c6‖∇f(xk)‖2 cos2 θk.
Moreover, ‖∇f(xk)‖2  c4(f(xk)− f(x∗)) (see [38]). Thus
f(xk+1)− f(x∗) (f(xk)− f(x∗))(1 − c1c4c6 cos2 θk)

k∏
i=0
(1 − c1c4c6 cos2 θi)(f(x0)− f(x∗))


(1 − c1c4c6 1
c23c
2
7
)1/2
k+1
(f(x0)− f(x∗)),
that is (4.11) is satisfied. In order to prove the last assertion notice that
f(xk+1)= f(x∗)+ (xk+1 − x∗)T∇f(x∗)
+
∫ 1
0
(1 − θ)(xk+1 − x∗)T∇2f(x∗ + θ(xk+1 − x∗))(xk+1 − x∗)dθ
 f(x∗)+ 12c4‖xk+1 − x∗‖2.
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This result and (4.11) yield the inequality 12c4‖xk+1 − x∗‖2  ck+18 (f(x0)−
f(x∗)). The thesis follows as c8 < 1. 
We can now introduce the LQN methods and show the linear convergence of
NSLQN. LetL be the matrix algebraL = {ULd(z)U∗L : z ∈ Cn}withUL n× n
unitary. The corresponding LQN method is obtained from a BFGS-type algorithm
by setting
B˜k =LBk ,
where LBk is the best least squares fit to Bk from L, i.e.
‖LBk − Bk‖F = min
X∈L ‖X − Bk‖F, ‖ · ‖F Frobenius norm. (4.12)
Since Frobenius is a unitary invariant matrix norm, the following representation
of LBk holds [13,31,42]:
LBk = ULd(zBk )U∗L, [zBk ]i = [U∗LBkUL]ii . (4.13)
Formula (4.13) allows one to implement NSLQN as follows [10,20]:
x0 ∈ Rn, B0 = r.s.p.d. n× n matrix,
U∗d0 = −d(zB0)−1U∗∇f(x0),
d0 = U(U∗d0).
For k = 0, 1, . . . :

xk+1 = xk + λkdk,
sk = xk+1 − xk, yk = ∇f(xk+1)−∇f(xk),
zBk+1 = zBk + 1yTk sk |U
∗yk|2 − 1zTBk |U∗sk |2
d(zBk )
2|U∗sk|2,
U∗dk+1 = −d(zBk+1)−1U∗∇f(xk+1),
dk+1 = U(U∗dk+1),
(4.14)
where U = UL and |z|2 is the vector whose ith entry is |zi |2 (the formula for the S
direction dk+1 is defined in [10,20]).
From (4.14) it is clear that each step of aLQN method can be performed via two
unitary transforms involving UL and O(n) arithmetic operations. So, if UL is any
Hartley-type matrix, then the complexity per step is O(n log n). Moreover, in this
case, O(n) memory allocations are sufficient to use the method.
The convergence of NS algorithm is now a consequence of the following prop-
erties:
(1) if L is spanned by real matrices and Bk is r.s.p.d., then LBk is r.s.p.d.;
(2) if Bk is positive definite, then detBk  det LBk ;
(3) trBk = trLBk .
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Property (1) holds by (4.13), since for hermitian matrices Bk we have
min ν(Bk)  ν(LBk )  max ν(Bk),
where ν(X) denotes the generic eigenvalue of X. Properties (2) and (3) are obtained
respectively in [20] and [13,31,42] by using (4.13).
Thus LBk satisfies all the hypotheses requested to B˜k in Theorems 4.1 and 4.4
to have the linear convergence.
In order to give a practical evidence of the linear rate of convergence ofNS and
of the S greater efficiency, we show the performance of both NS and S LQN
algorithms in minimizing the Rosenbrock function:
f(x) =
n/2∑
i=1
[100(x2i − x22i−1)2 + (1 − x2i−1)2].
The experimental data have been obtained by using a C code of the algorithm
(4.14) and of the corresponding secant version on an Alpha Server 800 5/333 with
a machine precision equal to 2 · 10−16. The search direction in the first step is the
steepest descent one (B0 = I ).
n BFGS SHQN NSHQN
f(x) = Rosenbrock function, x0 = [−1.2 1 · · · −1.2 1]T
2 18 16 647 (52)
4 23 58 695 (61)
32 63 121 922 (229)
64 83 100 1008 (322)
128 100 147 1004 (404)
256 110 185 1266 (648)
512 94 217 1415 (771)
n BFGS SHQN SKQN
f (x) = 12 xTAx, A ∈K p.d., x0 = [1 · · · 1]T
16 13 (8) 29 (7) 16 (7)
The numbers listed in the above table denote the iterations sufficient to verify the stop
condition f(xk) < 10−8 (10−1). The symbols H and K denote, respectively, the
Hartley and the skew-Hartley matrix algebras. The skew-Hartley transform has been
implemented through a suitable extension of well known fast Hartley algorithms [9].
From the last row, where a different test function is considered, one sees that the
method is faster if LBk can become a good approximation of ∇2f(x∗). In [10] it is
shown, by a significant set of numerical experiences, that the S HQN algorithm
is competitive with the best known methods for large scale minimization problems
(memory-less and limited-memory BFGS variants [37]).
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