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GROUPOIDS AND C∗-ALGEBRAS FOR LEFT CANCELLATIVE SMALL
CATEGORIES
JACK SPIELBERG
Abstract. Categories of paths are a generalization of several kinds of oriented discrete data that have
been used to construct C∗-algebras. The techniques introduced to study these constructions apply almost
verbatim to the more general situation of left cancellative small categories. We develop this theory and
derive the structure of the C∗-algebras in the most general situation. We analyze the regular representation,
and the Wiener-Hopf algebra in the case of a subcategory of a groupoid.
1. Introduction
The current uses of oriented discrete data to define C∗-algebras began with the 1980 paper of Cuntz
and Krieger [7], which in turn was inspired by Cuntz’ seminal 1977 paper [6]. The paper [6] introduced
the algebras On by a very simple and natural presentation. Even here the Bernoulli n-shift was implicit
in the proofs. In [7] the algebras OA were introduced, where the finite integer matrix A was used both to
generalize the presentation of On and to make explicit the connection with the shift defined by A. In fact it is
shown there how to construct (the stablization of) OA directly from the symbolic dynamics. The subsequent
development had two branches. On the one hand, a great deal of work was devoted to generalizing the
presentations of the algebras OA to define C∗-algebras for directed graphs (see [22] for historical comments),
infinite integer matrices ([11]), and higher rank graphs ([14], et. al.). On the other hand, Nica ([20]) indicated
how the algebra T On is the Weiner-Hopf algebra of the ordered group (Fn,F+n ), and he introduced the class
of quasi-lattice ordered groups generalizing this discovery. He constructed a C∗-algebra from the left regular
representation of the semigroup, and gave a presentation for a universal C∗-algebra based on the quasi-lattice
order. This idea was pushed further by Laca et. al. ([15], [5]), and took dramatic steps forward with the
work of Li ([16]; see also the survey [17] ). In particular, Li considered chiefly right LCM monoids, that is
having order structure like that of the positive cone in a quasi-lattice ordered group. Like Nica, he defined
C∗-algebras by considering various presentations based on the regular representation of the monoid.
Categories of paths were introduced in [28] as a generalization of higher rank graphs as well as ordered
groups. The motivations were twofold. First, it was desired to introduce more flexibile generalizations of
directed graphs than the higher rank graphs. Part of the power of the graph algebra construction lay in the
freedom one has in constructing examples — any diagram of dots and arrows will define a C∗-algebra. This
is not a feature shared by the higher rank graphs. Moreover, the theory of higher rank graphs to this point
focuses exclusively on the finitely aligned case. But many interesting examples can be given that are not
finitely aligned, so it was natural to try to remove this restriction. The nonfinitely aligned case of higher
rank graphs leads to the second motivation for [28]. Even in the case of directed graphs, the development
from finite irreducible 0 - 1 matrices to locally finite, then row-finite without sources, and on to arbitrary,
directed graphs required repeated tinkering with the presentation of the C∗-algebra (but see [27] for an
alternate approach). This evolution was replayed in the case of higher rank graphs (e.g. from row finite
to locally convex to finitely aligned). It seems clear that an intrinsic construction of the algebra should be
given without reference to generators and relations.
The construction in [28] is based on a category of paths, i.e. a cancellative small category with no (nontriv-
ial) inverses. In analogy with the subshifts underlying the Cuntz-Krieger algebras, shift maps were defined
on a category of paths. These were used to construct a local compactification of the category. Then the same
shifts induce local homeomorphisms of this space, from which the groupoid of germs can be constructed. The
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C∗-algebras of these groupoids generalize the Toeplitz algebras of directed graphs and finitely aligned higher
rank graphs as well as the algebras of Nica and Li. Once this algebra is constructed, a presentation modeled
on these examples can be derived. The notion of finite alignment also generalizes to categories of paths. The
finitely aligned case is developed in detail in [28]. In particular, the boundary of the local compactification
is defined, and the Cuntz-Krieger algebra is obtained by restricting the groupoid to this boundary. Then the
presentation is extended to one for this “boundary quotient”.
It was remarked in [28] that most of the results of the paper remain true without the hypothesis of right
cancellation. In fact, most of the results remain true (after minor modifications) without the hypothesis
that the category not contain inverses. In this paper we give the details of this generalization. The presence
of inverses has a significant impact on the groupoid underlying our construction. In the general setting
of left cancellative small categories there are two groupoids that are subtly different. It turns out that in
the presence of inverses the groupoid of germs loses some structure of the category. We give a detailed
treatment of these two groupoids and of the corresponding C∗-algebras, and both for the Toeplitz algebras
and Cuntz-Krieger algebras. In particular we derive finer structure of the unit space than was done in [28]
for the general nonfinitely aligned case, and we give several conditions sufficient for the groupoids to be
Hausdorff. We study the regular representation, distinguishing the regular representation of the groupoid
from the left regular representation of the category. We give examples where these are different. This has
consequences for the notion of amenability, as defined in [20]. Similarly, we generalize the Wiener-Hopf
algebra of [20] to subcategories of groupoids, and study its relation to the C∗-algebra generated by the
regular representation of the category. We also extend the results of [28] on the boundary algebra to the
nonfinitely aligned case, deriving the presentation of the Cuntz-Krieger algebra by generators and relations.
Some other work also generalizing the example of higher rank graphs are [3], where the degree functor of
higher rank graphs is replaced by a functor to a cancellative abelian monoid, [10] which treats a more general
notion of semigroupoid, but only generalizes row finite higher rank graphs, and the announcement [12] which
promises to give a further generalization. All of these push further than this paper in some directions, but
less completely in others.
We end this introduction with a description of the contents of the paper. We begin with basic definitions
and a brief recap of statements and results from [28]. As mentioned above, many results from that paper
hold for the more general situation of left cancellative small categories, with unchanged proofs. This includes
finite alignment, and also the amalgamation of categories presented in [28, Section 11]. Amalgamation allows
us to construct interesting examples of categories, and then transform them into monoids that inherit the
interesting properties. We then define the two groupoids whose study occupies much of the paper. We
give a more detailed description of the points of the unit space, generalizing results of [28, Section 7] for
finitely aligned categories of paths, and we use this to give some sufficient conditions for the groupoids to be
Hausdorff. The heart of the paper is in the description of the C∗-algebras by generators and relations, where
the subtle differences between the two groupoids is explored in detail, both for the Toeplitz algebras and for
the Cuntz-Krieger algebras. (But it is important to notice that the presentations by generators and relations
are derived after the C∗-algebras have been defined.) We show that Exel’s notion of tight representations, or
equivalently formulated as cover-to-join by Donsig and Milan, is equivalent to the natural generalization of
the Cuntz-Krieger relations that relate the Toeplitz algebra to the Cuntz-Krieger algebra in the classical cases.
(This generalizes the corresponding result in the finitely aligned case from [2].) We then study the reduced
C∗-algebra of the groupoid, and hence the role played in the theory by the C∗-algebra generated by the
regular representation of the category. Perhaps surprisingly, we find that these two regular representations
do not always coincide. This can occur even if the groupoid is amenable; in fact, we give an example in
which the Toeplitz algebra is type I. Thus Nica’s notion of amenability, that the universal C∗-algebra and
the C∗-algebra generated by the regular representation of the category naturally coincide, does not reflect
nuclearity of the C∗-algebra or amenability of the underlying groupoid. In the case of a subcategory of a
groupoid we study the analog of the Wiener-Hopf algebra, and generalize some of the results of [28, Section
8] for ordered groups. Last we discuss the situation of subcategories. The general theory developed in [28]
treats a relative category of paths, i.e. a pair (Λ0,Λ) where Λ0 is a subcategory of Λ. This was an attempt to
build some functoriality into the construction of the C∗-algebra. While writing the current paper it became
apparent that this is made more complicated by the presence of inverses. Moreover some small errors in the
use of relative categories of paths were noticed. We correct these errors in the current paper at the same
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time that we indicate which aspects of functoriality remains true in the case of general left cancellative small
categories.
The author would like to thank Erik Be´dos, Steve Kaliszewski, John Quigg, David Milan and Alan Donsig
for many helpful conversations and suggestions, and also Tron Omland and Nico Stammeier for the invitation
to the Mathematics Institute in Oslo where this paper was finished.
2. LCSC’s
Definition 2.1. A left cancellative small category (or LCSC) is a small category satisfying left cancellation,
that is, if αβ = αγ then β = γ.
Definition 2.2. Let Λ be an LCSC. The right and left shift maps are the maps τα : s(α)Λ → r(α)Λ and
σα : αΛ→ s(α)Λ, for α ∈ Λ, defined by τα(β) = αβ and σα = (τα)−1.
We note that τα is one-to-one because of left cancellation, and hence σα is well-defined. We continue with
the notations introduced in [28, Definition 2.6]: we say that β extends α, and that α is an intial segment of
β, if β ∈ αΛ. We let [β] denote the set of all initial segments of β. We write α ⋓ β if αΛ ∩ βΛ 6= ∅, and
α ⊥ β otherwise.
The relation α ∈ [β] is reflexive and transitive, but not necessarily antisymmetric. However it is straight-
forward to verify the following lemma.
Lemma 2.3. Let Λ be an LCSC, and let α, β ∈ Λ. Then α ∈ [β] and β ∈ [α] if and only if β ∈ αΛ−1.
Definition 2.4. Let α, α′ ∈ Λ. We write α ≈ α′ if α′ ∈ αΛ−1.
We note that ≈ is an equivalence relation on Λ. The proof of the following lemma is straightforward.
Lemma 2.5. Let Λ be an LCSC and let α, β ∈ Λ.
(i) If α ∈ [β] then α′ ∈ [β′] for all α′ ≈ α and β′ ≈ β.
(ii) The following statements are equivalent: α ≈ β, αΛ = βΛ, [α] = [β].
We adapt some notation from [28, Section 2].
Definition 2.6. Let Λ be an LCSC. A zigzag is an even tuple of the form ζ = (α1, β1, . . . , αn, βn), where
αi, βi ∈ Λ, r(αi) = r(βi), 1 ≤ i ≤ n, and s(αi+1) = s(βi), 1 ≤ i < n. We let ZΛ denote the set of all
zigzags. We may omit the subscript Λ when it is clear from the context. We define the maps s and r on Z by
s(ζ) = s(βn) and r(ζ) = s(α1), and the reverse of ζ as ζ = (βn, αn, . . . , β1, α1). Each zigzag ζ ∈ ZΛ defines
a zigzag map on Λ that we denote ϕζ ≡ ϕΛζ , given by ϕζ = σ
α1 ◦ τβ1 ◦ · · · ◦ σαn ◦ τβn . We let A(ζ) ≡ AΛ(ζ)
denote the domain of ϕζ . Thus A(ζ) = ϕζ(Λ) ⊆ s(ζ)Λ, and the range of ϕζ equals A(ζ). We call A(ζ) a
zigzag set.
Remark 2.7. (i) The sets A(ζ) are the analog of constructible right ideals in [16].
(ii) ϕ(r(α),α) = τ
α, ϕ(α,r(α)) = σ
α, and αΛ = A(α, r(α)).
(iii) Z is closed under (composable) concatenation, and ϕζ1ζ2 = ϕζ1 ◦ϕζ2 when s(ζ1) = r(ζ2). For v ∈ Λ
0
we let vZ = {ζ : r(ζ) = v}, and similarly for Zv.
(iv) ϕζ is one-to-one, with inverse ϕζ .
(v) A(ζ) = A(ζζ), and if ζ1, ζ2 ∈ Zv, then A(ζ1) ∩A(ζ2) = A(ζ1ζ1ζ2ζ2). (Thus the collection of zigzag
sets is closed under intersection.)
(vi) For ζ ∈ Z and α ∈ A(ζ), we have αΛ ⊆ A(ζ). For β ∈ s(α)Λ, ϕζ(αβ) = ϕζ(α)β.
Definition 2.8. For v ∈ Λ0 let D
(0)
v (or D
(0)
Λ,v) denote all nonempty sets of the form A(ζ) for ζ ∈ ZΛv.
Let Av (or AΛ,v) denote the ring of sets generated by D
(0)
Λ,v. We let Dv (or DΛ,v) denote the collection of
nonempty sets of the form E \
⋃n
i=1 Fi, where E, F1, . . ., Fn ∈ D
(0)
v , and Fi ⊆ E. It follows from routine
algebra, and Remark 2.7(v), that Av equals the collection of finite disjoint unions of sets from Dv (cf. [28,
Lemma 2.6]).
Remark 2.9. It is routine to check that ϕζ(As(ζ)) ⊆ Ar(ζ). As in [28, Section 2] one can show that
{Av : v ∈ Λ0} are the smallest rings of sets containing {αΛ : α ∈ Λ} and invariant under {τα, σα : α ∈ Λ}.
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3. Finite alignment
Definition 3.1. Let Λ be an LCSC, and let F ⊆ Λ. The elements of
⋂
γ∈F γΛ are called the common
extensions of F . A common extension ε of F is minimal if for any common extension γ with ε ∈ γΛ we have
γ ≈ ε.
Definition 3.2. The LCSC Λ is finitely aligned if for every pair of elements α, β ∈ Λ, there is a finite subset
G of Λ such that αΛ ∩ βΛ =
⋃
ε∈G εΛ.
Lemma 3.3. Let Λ be a finitely aligned LCSC, and let F ⊆ Λ be a finite subset. Let
∨
F denote the set of
minimal common extensions of F . Then
(i)
∨
F contains only finitely many ≈-classes.
(ii)
⋂
α∈F αΛ =
⋃
β∈
∨
F βΛ.
Proof. By Definition 3.2 and induction there is a finite set G ⊆ Λ such that
⋂
α∈F αΛ =
⋃
ε∈G εΛ. If ε,
ε′ ∈ G are such that ε′ ∈ εΛ we can delete ε′ from G without affecting the equality. Therefore we may
assume that ε′ 6∈ εΛ for all ε, ε′ ∈ G. We claim that G ⊆
∨
F . To see this, let ε ∈ G. Suppose γ ∈
⋂
α∈F αΛ
with ε ∈ γΛ. There is ε′ ∈ G such that γ ∈ ε′Λ. Then ε ∈ ε′Λ, so ε = ε′. Hence γ ∈ εΛ. Therefore γ ≈ ε.
Therefore ε ∈
∨
F . We further claim that for all β ∈
∨
F there is ε ∈ G such that β ≈ ε. To see this, let
β ∈
∨
F . Then β ∈
⋂
α∈F αΛ, so there is ε ∈ G such that β ∈ εΛ. Since β is minimal we have that β ≈ ε.
We now prove (ii). By the first claim above, we have
⋂
α∈F αΛ =
⋃
ε∈G εΛ ⊆
⋃
ε∈
∨
F εΛ. By the second
claim above, we have that for each β ∈
∨
F there exists ε ∈ G such that β ≈ ε, and hence that βΛ = εΛ.
Therefore
⋃
β∈
∨
F βΛ ⊆
⋃
ε∈G εΛ =
⋂
α∈F αΛ. To see that (i) holds, note that by the second claim above G
contains a representative of every ≈-class of elements of
∨
F . 
Remark 3.4. Since αΛ = βΛ when α ≈ β, in Lemma 3.3 we may replace
∨
F by a finite subset that is
“independent” in that if α ∈ βΛ then α = β.
We now give the statements of the results from [28, Section 3] needed explicitly elsewhere in this article.
The proofs from [28] apply also in the situation of LCSC’s.
Definition 3.5. Let Λ be an LCSC. We let E
(0)
v = {αΛ : α ∈ vΛ}, and we let Ev denote the collection of all
nonempty sets of the form E \
⋃n
i=1 Fi with E, F1, . . ., Fn ∈ E
(0)
v .
Lemma 3.6. Let Λ be a finitely aligned LCSC. Then Av = {
⊔m
j=1 Aj : Aj ∈ Ev}. ([28, Remark 3.5])
Lemma 3.7. Let Λ be a finitely aligned LCSC, and let ζ ∈ Z. Then ϕζ is a finite union of maps of the
form τγ ◦ σδ with γ, δ ∈ Λ. ([28, Lemma 3.3])
Corollary 3.8. Let Λ be a finitely aligned LCSC, and let ζ ∈ Z. Then A(ζ) is a finite union of sets from
E(0). ([28, Corollary 3.4])
4. Amalgamation of LCSC’s
In [28, Section 11] a construction is given for the amalgamation of a collection of categories of paths over
an equivalence relation on the set of all vertices. Most of this construction carries over word-for-word for
LCSC’s. We recall the basic definitions and results here. In fact, the beginning of the construction applies
without change to arbitrary small categories, and we state the facts in this generality.
Definition 4.1. Let {Λi : i ∈ I} be a collection of small categories, and let ∼ be an equivalence relation on⋃
i∈I Λ
0
i . Let L be the set of composable tuples: L = {(α1, . . . , αm) : αj ∈
⋃
i∈I Λi, s(αj) ∼ r(αj+1}. There is
a partially defined concatenation on L: (α1, . . . , αm)(β1, . . . , βn) = (α1, . . . , αm, β1, . . . , βn) if s(αm) ∼ r(β1).
We let ≈ be the equivalence relation on L generated by
(· · · , θ, θ′, · · · ) ≈ (· · · , θθ′, · · · ), if s(θ) = r(θ′),
(· · · , µ, w, ν, · · · ) ≈ (· · · , µ, ν, · · · ), if w ∈
⋃
i∈I
Λ0i .
Let Λ = L/ ≈ and Λ0 = (
⋃
i∈I Λi)/ ∼. We refer to Λ as an amalgamation of the Λi.
Proposition 4.2. Λ as constructed above is a small category.
GROUPOIDS AND C∗-ALGEBRAS FOR LEFT CANCELLATIVE SMALL CATEGORIES 5
Lemma 4.3. Let α ∈ L. There exists a unique element β ∈ L such that
(i) α ≈ β.
(ii) β = (β1, . . . , βn) with
(a) βj 6∈
⋃
i∈I Λ
0
i for all j.
(b) s(βj) 6= r(βj+1) for all j.
The element β is called the normal form of α.
Lemma 4.4. Let Λ be an amalgamation of a collection {Λi : i ∈ I} of small categories. If Λi is left
cancellative (respectively right cancellative, without nontrivial inverses) for all i ∈ I, then so is Λ.
Corollary 4.5. The amalgamation of a family of LCSC’s is again an LCSC.
Proposition 4.6. (Recall the notation ⋓ introduced after Definition 2.2.) Let α = (α1, . . . , αm) and β =
(β1, . . . , βk) be in normal form. Then [α]≈ ⋓ [β]≈ if and only if
(i) in case m 6= k, we have αj = βj for j < min{m, k}, and if, e.g., m < k then βm ∈ αmΛi, where
αm, βm ∈ Λi for some i (i.e. one extends the other);
(ii) in case m = k, we have αj = βj for j < m; αm, βm ∈ Λi for some i; and αm ⋓ βm.
Corollary 4.7. Λ is finitely aligned if and only if Λi is finitely aligned for all i ∈ I.
5. The groupoid of an LCSC
Much of [28, Section 4] holds in the context of LCSC’s without change. We summarize the necessary
facts here. Let Λ be an LCSC. For v ∈ Λ0 we recall the ring Av of subsets of vΛ from Definition 2.8. Let
Av = span{χE : E ∈ Av} ⊆ ℓ∞(vΛ), a commutative C∗-algebra.
Recall that a filter in a ring of sets A is a nonempty collection, U , of nonempty elements of A, which is
closed under the formation of intersections and supersets. An ultrafilter is a maximal filter. Ultrafilters are
characterized by the property: for each E ∈ A, either E ∈ U or there is F ∈ U with E ∩ F = ∅. A filter
base is a nonempty collection of nonempty subsets of A such that the intersection of any two of its elements
is a superset of a third element. A filter base defines a unique filter by closing with respect to supersets.
An ultrafilter base is a filter base such that the filter it defines is an ultrafilter. Ultrafilter bases (U0) are
characterized by the property: for each E ∈ A, either there is F ∈ U0 with E ⊇ F , or there is F ∈ U0 with
E ∩ F = ∅.
As in [27, p. 250] we identify Âv with the set of ultrafilters in Av: the complex homomorphism ω ∈ Âv
corresponds to the ultrafilter {E ∈ Av : ω(χE) = 1}. We will write Xv (or Xv(Λ)) for the spectrum, Âv, of
Av. We let Ux denote the ultrafilter corresponding to x ∈ Xv. For E ∈ Av let Ê ⊆ Xv denote the support
of χE . Thus x ∈ Ê if and only if E ∈ Ux. The collection {Ê : E ∈ Dv} is a base for the topology of Xv
consisting of compact-open sets. We write X = X(Λ) :=
⊔
v∈Λ0 Xv.
Definition 5.1. ([28, Section 4]) A fixed ultrafilter is an ultrafilter of the form U{α} := {E ∈ A : α ∈ E},
for some α ∈ Λ.
Lemma 5.2. The fixed ultrafilters are dense in X.
Proof. Let E ∈ A, so that Ê is a basic open set in X . Choose γ ∈ E. Then E ∈ U{γ}, and hence
U{γ} ∈ Ê. 
The following is proved exactly as in [28, Section 4].
Proposition 5.3. Let Λ be an LCSC.
(i) Let α ∈ Λ. If U is an ultrafilter in As(α) then τ
α(U) is an ultrafilter base in Ar(α).
(ii) Let τ̂α(U) denote the ultrafilter generated by τα(U). Then τ̂α : Xs(α) → Xr(α) is a homeomorphism
onto its range, which is a compact-open subset of Xr(α). For y ∈ Xr(α), y ∈ τ̂α(Xs(α)) if and only
if αΛ ∈ Uy.
(iii) For ζ = (α1, β1, . . . , αn, βn) ∈ ZΛv we write Φζ = τ̂α1
−1
◦ τ̂β1 ◦ · · · ◦ τ̂αn
−1
◦ τ̂βn . Then Φζ is a
homeomorphism of Â(ζ) onto Â(ζ). Moreover Φζ1ζ2 = Φζ1 ◦ Φζ2 and Φζ = Φ
−1
ζ .
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The groupoid defined in [28, Section 4] is the groupoid of germs associated to the partial homeomorphisms
Φζ of X . In the presence of inverses, however, there can be loss of information when forming the groupoid.
Example 5.4. Let Λ be a (discrete) group, viewed as an LCSC with one object, the unit 1. For each λ ∈ Λ
we have λΛ = Λ, and hence we have that D
(0)
1 = {Λ}, A1 = {∅,Λ}, Φλ = id for all λ, and X1 = {pt}.
Therefore G = {pt}.
Phenomena as in this example may occur in various ways in LCSC’s, and in some situations it may be
desirable to use the above definition to ignore certain parts of the inverse structure. However, there is a
variation on the definition given in [28] that does not ignore this structure. Moreover in the case where there
are no inverses, it gives the same result as the original definition. We now present this alternate definition,
and investigate its relation to the original. In order to distinguish them, we will denote by ∼1 the equivalence
relation on Z ∗X defined in [28], and by ∼2 the alternate version.
Definition 5.5. (i) Let Λ be an LCSC. Define r : X → Λ0 by r(x) = v for x ∈ Xv. We set Z ∗X =
{(ζ, x) ∈ Z ×X : s(ζ) = r(x)}.
(ii) Define equivalence relations ∼1 and ∼2 on Z ∗X by
(ζ, x) ∼1 (ζ
′, x′) if x = x′ and Φζ |Ê = Φζ′ |Ê for some E ∈ Ux,
(ζ, x) ∼2 (ζ
′, x′) if x = x′ and ϕζ |E = ϕζ′ |E for some E ∈ Ux.
(iii) Define groupoids Gi ≡ Gi(Λ) by Gi = (Z ∗X)/ ∼i for i = 1, 2. We let [ζ, x]i (or just [ζ, x] if the
context makes clear which groupoid is involved) denote the equivalence class of (ζ, x). The set of
composable pairs is G2i =
{(
[ζ, x]i, [ζ
′, x′]i
)
: x = Φζ′x
′
}
. Composition and inversion are given by
[ζ,Φζ′x]i[ζ
′, x]i = [ζζ
′, x]i and [ζ, x]
−1
i = [ζ,Φζx]i.
It follows from Proposition 5.3 that Φζ(x) = y if and only if ϕζ(Ux) is a filter base for Uy.
Remark 5.6. We note that s([ζ, x]i) = [ζ,Φζ(x)]i[ζ, x]i = [id, x]i, so we may identify the unit space Gi(Λ)
(0)
with X . Therefore the unit space of Gi(Λ) depends only on the algebraic structure of Λ, and is independent
of i.
Lemma 5.7. ∼2 ⊆ ∼1.
Proof. Let (ζ, x) ∼2 (ζ′, x′). We have x = x′ and ϕζ |E = ϕζ′ |E for some E ∈ Ux. We will show that
Φζ |Ê = Φζ′ |Ê , which will imply that (ζ, x) ∼1 (ζ
′, x). Let y ∈ Ê. Then E ∈ Uy. We know that UΦζ(y) is
generated by the filter base ϕζ(Uy), or equivalently by ϕζ(Uy ∩ E). By hypothesis this equals ϕζ′(Uy ∩ E),
which generates the same filter as ϕζ′(Uy), namely UΦζ′ (y). Therefore Φζ(y) = Φζ′(y). 
Definition 5.8. For i = 1, 2, and for ζ ∈ Z and E ∈ As(ζ), we let [ζ, E]i = {[ζ, x]i : x ∈ Ê}. Let
Bi = {[ζ, E]i : E ∈ As(ζ)}.
The next proposition is adapted from [28, Proposition 4.10].
Proposition 5.9. Bi is a base for a locally compact topology on Gi for which the elements of Bi are compact
and Hausdorff, and making Gi into an ample e´tale groupoid.
Proof. We suppress the subscript indicating which of the two groupoids is involved. Suppose [ζ, E]∩[ζ′, E′] 6=
∅. Then s(ζ) = s(ζ′). Let [ζ, x] ∈ [ζ, E] ∩ [ζ′, E′]. Then x ∈ Ê ∩ Ê′, and there is F ∈ As(ζ) such that x ∈ F̂
and ϕζ |F = ϕζ′ |F . Then [ζ, x] ∈ [ζ, E ∩E′ ∩F ] ⊆ [ζ, E]∩ [ζ′, E′]. Therefore B is a base for a topology on G.
Next we show that multiplication and inversion are continuous. Let ([ζ,Φζ′(x)], [ζ, x]) ∈ G2. Put E =
A(ζζ′). Then E ∈ Ar(x) and x ∈ Ê, and [ζζ
′, E] is a basic neighborhood of [ζζ′, x]. We have that ϕζ′(E) ∈
Ar(ζ′) and Φζ′(x) ∈ ϕ̂ζ′(E). Then [ζ, ϕζ′ (E)] is a neighborhood of [ζ,Φζ′(x)], [ζ, E] is a neighborhood of
[η′, x], and [ζ, ϕζ′(E)] · [ζ′, E] = [ζζ′, E]. Therefore multiplication is continuous. Also, [ζ, E]−1 = [ζ, φζ(E)],
so inversion is continuous.
Finally, since Φζ : Â(ζ) → Â(ζ) is a homeomorphism, it follows that r|[ζ,E] : [ζ, x] 7→ Φζ(x) is injective
and open, and similarly for s. Therefore r and s are local homeomorphisms. Therefore [ζ, E] is compact and
Hausdorff, and hence G is e´tale and ample. 
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Remark 5.10. The results in the last part of [28, Section 4] giving simplifications for the case of a finitely
aligned category of paths hold without change for LCSC’s.
The next proposition is an explicit version of a parenthetical comment in the first paragraph of [28], section
6. In that paper, the comment is valid for categories of paths, but not generally for relative categories of
paths (see the remarks under Relative LCSC’s in Section 14).
Proposition 5.11. Let Λ be an LCSC without nontrivial inverses. Then ∼2=∼1 on Z ∗X.
Proof. We already observed in Lemma 5.7 that ∼2⊆∼1. Now let (ζ, x) ∼1 (ζ′, x′). Then x′ = x and
Φζ |Ê = Φζ′ |Ê for some E ∈ Ux. We will show that ϕζ |E = ϕζ′ |E . Suppose not, i.e. suppose that there is
α ∈ E such that ϕζ(α) 6= ϕζ′(α). Recall the notation for fixed ultrafilters from Definition 5.1. Note that
Φζ(U{α}) = U{ϕ(α)}. We will show generally that if λ 6= λ
′ then U{λ} 6= U{λ′}. Then it will follow that
Φζ(U{α}) 6= Φζ′(U{α}), contradicting the assumption that Φζ |Ê = Φζ′ |Ê .
Let λ 6= λ′. Note that λΛ ∈ U{λ}. If U{λ} = U{λ′} then λΛ ∈ U{λ′}, and hence λ
′ ∈ λΛ. Similarly we have
λ ∈ λ′Λ. Therefore there are µ, µ′ such that λ′ = λµ and λ = λ′µ′. Then λ = λµµ′ and λ′ = λ′µ′µ. By left
cancellation we obtain µµ′ = s(λ) and µ′µ = s(λ′). Since we are assuming that Λ has no inverses it follows
that µ = µ′ = s(λ) = s(λ′), and hence that λ = λ′. This finishes the proof. 
We return to Example 5.4, but using ∼2.
Example 5.12. Let Λ be a (discrete) group, viewed as an LCSC with one object, the unit 1. We consider
the groupoid G2(Λ). For ζ = (α1, β1, . . . , αn, βn) we have ϕζ = α
−1
1 β1 · · ·α
−1
n βn· on A(ζ) = Λ. Then
(ζ, 1) ∼2 (ζ′, 1) if and only if ϕζ = ϕζ′ , that is if and only if α
−1
1 β1 · · ·α
−1
n βn = (α
′
1)
−1β′1 · · · (α
′
n′ )
−1β′n′ .
Therefore G2(Λ) = Λ.
Examples 5.4 and 5.12 demonstrate why we use G2 rather than G1 in the next definition (though for
categories of paths they coincide).
Definition 5.13. Let Λ be an LCSC. The Toeplitz algebra of Λ is the C∗-algebra T (Λ) := C∗(G2(Λ)).
6. The spectrum of an LCSC
The general description of the space X = G0i given at the beginning of Section 5 can be made more
precise. In [28, Section 7] this is done for countable finitely aligned categories of paths. Those results hold
without change for finitely aligned LCSC’s. (However we are able to prove some of these results without the
hypothesis of countability used in [28], see Theorem 6.8.) We now give a more precise description for the
general nonfinitely aligned case. Let Λ be an LCSC. For v ∈ Λ0 we let D
(0)
v denote the collection of nonempty
zigzag sets associated to ZΛv (as in Definition 2.8). Recall from Remark 2.7(v) that D
(0)
v is closed under
(nonempty) intersection. We will show that there is a bijective correspondence between the set of ultrafilters
in Av and certain filters in D
(0)
v . As was the case in [28, Section 7] with the description of ultrafilters by
means of directed hereditary subsets of Λ, it will be useful to have a suitable characterization of ultrafilters
in the case of nonfinitely aligned LCSC’s.
Definition 6.1. A nonempty collection C ⊆ D
(0)
v is a filter if it is closed under intersection, and under the
formation of supersets.
We modify Exel’s terminology in the following ([10, Section 11].
Definition 6.2. Let C be a filter in D
(0)
v , and let F ⊆ D
(0)
v be finite. We say that F covers C if there is
E ∈ C such that E ⊆ ∪F .
Now we can identify the spectrum of an LCSC.
Definition 6.3. We let vΛ∗ denote the collection of filters C in D
(0)
v such that for any finite collection
F ⊆ D
(0)
v , if F ∩ C = ∅, then F does not cover C. For C ∈ vΛ∗, we define U0C = {E \ ∪F : E ∈ C, F ⊆
D
(0)
v finite, F does not cover C}.
Proposition 6.4. Let C ∈ vΛ∗. Then U0C is an ultrafilter base in Av.
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Proof. The elements of U0C are nonempty by construction. If Ai = Ei \ (∪Fi) ∈ U
0
C for i = 1, 2, then
A1∩A2 = (E1∩E2)\(F1∪F2). Moreover, E1∩E2 ∈ C. Since Fi∩C = ∅ for i = 1, 2, then (F1∪F2)∩C = ∅.
Therefore F1 ∪ F2 does not cover C, and so A1 ∩ A2 ∈ U0C . Hence U
0
C is a filter base. To see that it is an
ultrafilter base, let A ∈ Av be such that A does not contain any element of U0C . Write A = ⊔
k
i=1Ai, where
Ai ∈ Dv. Then Ai = Ei \ (∪Fi), where {Ei} ∪Fi ⊆ D
(0)
v with ∪Fi ⊆ Ei. Now it suffices to find Bi ∈ U0C for
i = 1, . . ., k, such that Bi ∩ Ai = ∅; (for then, B = ∩iBi ∈ U0C , and B ∩ (∪iAi) = ∅). So we may assume
that A = E \ ∪F .
If F covers C, then there is G ∈ C with G ⊆ ∪F . Then G ∈ U0C and G ∩ A = ∅. So let us assume that
F does not cover C. Since E \ (∪F) 6∈ U0C , it follows that E 6∈ C. But then G 6⊆ E for all G ∈ C. Thus {E}
does not cover C. Then vΛ \E ∈ U0C and (vΛ \E) ∩ A = ∅. 
Definition 6.5. For C ∈ vΛ∗ let UC be the ultrafilter in Av determined by the ultrafilter base U0C .
Proposition 6.6. The map C 7→ UC is a bijection from vΛ∗ to the set of ultrafilters in Av. Moreover, the
inverse map is given by U 7→ U ∩ D
(0)
v .
Proof. Let U ⊆ Av be an ultrafilter. Let C = U ∩D
(0)
v . Then C is a filter in D
(0)
v . Let F ⊆ D
(0)
v \C be finite.
Then F ∩ U = ∅. Since U is an ultrafilter, for each F ∈ F there is AF ∈ U such that F ∩ AF = ∅. Then
A = ∩F∈FAF ∈ U , and A ∩ (∪F) = ∅. Then ∪F 6∈ U , and hence F does not cover C. Therefore C ∈ vΛ∗.
Now the same argument shows that for any finite collection F ⊆ D
(0)
v that does not cover C, ∪F 6∈ U ,
and hence for any E ∈ C, we have E \ (∪F) ∈ U . This means that UC ⊆ U . Since UC is an ultrafilter, it
follows that U = UC . Therefore the assignment in the statement is onto.
To see that it is one-to-one, let C1 6= C2 in vΛ∗. We may assume, e.g., that there is E ∈ C1 \C2. Since C2
is closed under the formation of supersets, we know that {E} does not cover C2, and hence that E 6∈ UC2 .
Since E ∈ UC1 , we have UC1 6= UC2 . 
It follows from Proposition 6.6 that vΛ∗ = X , the unit space of the groupoid G(Λ).
It was shown in [28, Section 7] that if Λ is a finitely aligned category of paths then X can be identified
with the collection of all directed hereditary subsets of Λ. In fact more was proved there, and the proofs
relied on the assumption that Λ be countable. Here we use the above results for the general case of an LCSC
to prove the above mentioned identification without using countability. We recall [28, Definition 7.1].
Definition 6.7. Let Λ be an LCSC. A nonempty subset H ⊆ Λ is directed if for all α, β ∈ H , H∩αΛ∩βΛ 6=
∅, and H is hereditary if [α] ⊆ H for all α ∈ H .
Theorem 6.8. (c.f. [28, Theorem 7.6]) Let Λ be a finitely aligned LCSC, and let v ∈ Λ0.
(i) For C ∈ vΛ∗ let H(C) = {α ∈ vΛ : αΛ ∈ C}. Then C 7→ H(C) is a bijection between vΛ∗ and the
collection of all directed hereditary subsets of vΛ. The inverse map is given by H 7→ {E ∈ D
(0)
v :
E ⊇ αΛ for some α ∈ H}. Moreover, C1 ⊆ C2 if and only if H(C1) ⊆ H(C2).
(ii) For C ∈ vΛ∗, UC = {A ∈ Av : A ⊇ H(C) ∩ αΛ for some α ∈ H(C)}.
Proof. (i): Let C ∈ vΛ∗ and define H(C) as in the statement. Let α, β ∈ H(C). Then αΛ, βΛ ∈ C. Since
C is a filter, αΛ ∩ βΛ ∈ C. We may write αΛ ∩ βΛ =
⋃
γ∈α∨β γΛ. Then {γΛ : γ ∈ α ∨ β} covers C. Since
C ∈ vΛ∗ there is γ ∈ α ∨ β such that γΛ ∈ C. Then γ ∈ H(C). Therefore H(C) is directed. If δ ∈ [α] then
αΛ ⊆ δΛ. Since C is a filter, δΛ ∈ C, and hence δ ∈ H(C). Therefore H(C) is hereditary.
Let C1, C2 ∈ vΛ∗ and suppose that H(C1) = H(C2). Let E ∈ C1. By Corollary 3.8 there are α1,
. . ., αk ∈ vΛ such that E =
⋃k
i=1 αiΛ. Since C ∈ vΛ
∗ there is some i such that αiΛ ∈ C1. Then
αi ∈ H(C1) = H(C2), and hence αiΛ ∈ C2. But then E ∈ C2 since C2 is a filter. Therefore C1 ⊆ C2. By
symmetry, C1 = C2, and the map is injective.
Now let H ⊆ vΛ be directed and hereditary. Put C = {E ∈ D
(0)
v : E ⊇ αΛ for some α ∈ H}. We show
that C ∈ vΛ∗. Let E1, E2 ∈ C. There are α1, α2 ∈ H such that αiΛ ⊆ Ei. Then α1Λ ∩ α2Λ ⊆ E1 ∩ E2.
Since H is directed there is γ ∈ α1 ∨α2 such that γ ∈ H . Then γΛ ⊆ E1 ∩E2, so E1 ∩E2 ∈ C. Therefore C
is closed under intersection. Let F ∈ D
(0)
v with E1 ⊆ F . Then F ⊇ α1Λ, so F ∈ C. Therefore C is a filter.
Now let F1, . . ., Fk ∈ D
(0)
v cover C. There is E ∈ C such that E ⊆
⋃k
i=1 Fk. Since E ∈ C there is α ∈ H
such that αΛ ⊆ E. Then α ∈ Fi for some i. But then αΛ ⊆ Fi, so Fi ∈ C. Therefore C ∈ vΛ∗. It is clear
that H = H(C). Therefore the map is surjective, with inverse as described in (i).
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Finally, for C1, C2 ∈ vΛ∗ it is clear that C1 ⊆ C2 if and only if H(C1) ⊆ H(C2).
(ii) Let C ∈ vΛ∗. We begin with the forward containment. UC is generated by the filter base U0 = {E \⋃n
i=1 Fi : E ∈ C, F1, . . . , Fn ∈ D
(0)
v do not cover C}. Note that if E \
⋃n
i=1 Fi ∈ U
0 then (
⋃n
i=1 Fi)∩H(C) =
∅. The reason is that if α ∈ Fi ∩H(C) for some i, then αΛ ⊆ Fi and αΛ ∈ C, contradicting the assumption
that F1, . . ., Fn do not cover C. Now, since E ∈ C, E ⊇ αΛ for some α ∈ H(C). Then E ⊇ αΛ ∩ H(C).
Therefore E \
⋃n
i=1 Fi ⊇ αΛ∩H(C). Since every element of UC contains an element of U
0, the containment
follows.
Now we prove the reverse containment. Let A ∈ Av with A ⊇ αΛ ∩ H(C) for some α ∈ H(C). We
have A =
⊔m
j=1Aj for Aj ∈ Dv, so there is j such that α ∈ Aj . It suffices to show that Aj ∈ UC .
Let Aj = E \
⋃n
i=1 Fi with E, Fi ∈ D
(0)
v . We claim that
(⋃n
i=1 Fi
)
∩ H(C) = ∅. The reason is that
αΛ ∩H(C) ∩
(⋃n
i=1 Fi
)
= ∅ since αΛ ∩H(C) ⊆ Aj . If γ ∈ H(C) then there is δ ∈ γΛ ∩ αΛ ∩H(C). Then
δ 6∈
⋃n
i=1 Fi. If γ ∈ Fi for some i then δ ∈ Fi, a contradiction. Thus γ 6∈
⋃n
i=1 Fi. Therefore γΛ 6⊆
⋃n
i=1 Fi
for all γ ∈ H(C). Then F1, . . ., Fn do not cover C, so αΛ \
⋃n
i=1 Fi ∈ UC . Therefore Ai ∈ UC . 
7. The Hausdorff property for the groupoid
Lemma 7.1. Let Λ be a finitely aligned LCSC with right cancellation. Then G1(Λ) and G2(Λ) are Hausdorff
groupoids.
Proof. The proof of [28, Proposition 4.17] implies that G1(Λ) is Hausdorff. We next consider G2(Λ). Let
[ζ1, x1]2 6= [ζ2, x2]2. If x1 6= x2 then there are Ei ∈ Uxi with E1 ∩ E2 = ∅, and hence [ζ1, E1]2 and [ζ2, E2]2
are disjoint neighborhoods of [ζ1, x1]2 and [ζ2, x2]2. Therefore we may as well assume that x1 = x2 =: x.
Let ζ = ζ2ζ1. Then [ζ, x]2 6= [id, x]2. By Lemma 3.7 we know that φζ =
∨n
i=1 τ
αi ◦ σβi for some αi, βi ∈ Λ.
Then A(ζ) =
⋃n
i=1 βiΛ. Since x ∈ Â(ζ) =
⋃n
i=1 β̂iΛ there is j such that x ∈ β̂jΛ. Since [ζ, x]2 6= [id, x]2
there is γ ∈ βjΛ such that ϕζ(γ) 6= γ. Then γ = βjγ
′, and hence ϕζ(γ) = αjγ
′. Therefore αj 6= βj . By right
cancellation it follows that ϕζ(δ) 6= δ for all δ ∈ βjΛ. Now we claim that [ζ, y]2 6= [id, y]2 for all y ∈ β̂jΛ. To
see this, let y ∈ β̂jΛ. Then βjΛ ∈ Uy. If E ∈ Uy, i.e. if Ê is a neighborhood of y, then E ∩ βjΛ ∈ Uy, hence
E ∩ βjΛ 6= ∅. Then ϕζ(δ) 6= δ for all δ ∈ E ∩ βjΛ, verifying the claim. It follows that [ζ1, y]2 6= [ζ2, y]2 for
all y ∈ β̂jΛ, a neighborhood of x. Therefore [ζ1, βjΛ]2 ∩ [ζ2, βjΛ]2 = ∅. 
We next consider the case where Λ is not finitely aligned. We recall that in the nonfinitely aligned case,
right cancellation is in general insufficient to guarantee that G1(Λ) is Hausdorff even when Λ has no inverses
([28], Example 4.11).
Theorem 7.2. Let Λ be an LCSC such that Λ is a subcategory of a groupoid. Then G2(Λ) is Hausdorff.
Proof. Let [ζ1, x1] 6= [ζ2, x2]. If x1 6= x2 then there are Ei ∈ Uxi with E1 ∩ E2 = ∅, and hence [ζ1, E1]
and [ζ2, E2] are disjoint neighborhoods of [ζ1, x1] and [ζ2, x2]. Therefore we may as well assume that x1 =
x2 =: x. Let ζ1 = (α1, β1, . . . , αm, βm) and ζ2 = (γ1, δ1, . . . , γn, δn), and put s1 = α
−1
1 β1 · · ·α
−1
m βm, s2 =
γ−11 δ1 · · · γ
−1
n δn. For ε ∈ A(ζi) we have ϕζi(ε) = siε. If s1 = s2 then ϕζ1 |A(ζ1)∩A(ζ2) = ϕζ2 |A(ζ1)∩A(ζ2),
contradicting the assumption that [ζ1, x] 6= [ζ2, x]. Therefore s1 6= s2. But then ϕζ1(α) 6= ϕζ2(α) for all
α ∈ A(ζ1) ∩ A(ζ2). Therefore [ζ1, A(ζ1) ∩ A(ζ2)] ∩ [ζ2, A(ζ1) ∩ A(ζ2)] = ∅. 
We now prove that the previous result holds for G1(Λ) if we assume in addition that Λ has no inverses.
Corollary 7.3. Let Λ be an LCSC, with Λ a subcategory of a groupoid Y , and suppose that Λ ∩ Λ−1 ⊆ Y 0.
Then the groupoid G1(Λ) is Hausdorff.
Proof. Since Λ does not contain (nontrivial) inverses, Proposition 5.11 implies that ∼1=∼2. Then the
Corollary follows from Theorem 7.2. 
Remark 7.4. We have not been able to determine whether G1(Λ) is Hausdorff in general for subcategories
of groupoids. We give the following criterion for equality of G1(Λ) and G2(Λ). Thus if a subcategory Λ of a
groupoid satisfies this criterion then G1(Λ) is Hausdorff.
Proposition 7.5. Let Λ be an LCSC. Consider the conditions
(i) ∼1 = ∼2.
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(ii) For each nonempty set E ∈ A, for each α ∈ E, and for each µ ∈ s(α)Λ−1s(α) with µ 6= s(α), there
is an element β ∈ s(α)Λ such that αβ ∈ E and either µβ 6∈ βΛ or µ−1β 6∈ βΛ.
Then (ii) implies (i). Moreover, if Λ has right cancellation then (i) implies (ii).
Proof. (ii)⇒ (i): We must show that ∼1⊆∼2. Since ϕζ and Φζ are bijections it follows that (ζ, x) ∼i (ζ′, x) if
and only if (ζζ′, x) ∼i (id, x), for i = 1, 2. So we assume that (ζ, x) ∼1 (id, x) and prove that (ζ, x) ∼2 (id, x).
Suppose to the contrary that (ζ, x) 6∼2 (id, x). Then for all E ∈ A such that x ∈ Ê, there is α ∈ E such
that ϕζ(α) 6= α. By our assumption there is such an E with Φζ |Ê = id. Choose α ∈ E as above. We let
Cα = {D ∈ D
(0)
r(α) : α ∈ D}. Then Cα ∈ Λ
∗, and UCα = {A ∈ Ar(α) : α ∈ A}. Moreover, E ∈ UCα and
Cα ∈ Ê. Then Φζ(UCα) = UCα , and hence for A ∈ Ar(α) we have that α ∈ A if and only if ϕζ(α) ∈ A.
Applying this to A = αΛ, and to A = ϕζ(α)Λ, we obtain that ϕζ(α) ∈ αΛ and α ∈ ϕζ(α)Λ. Thus there
are µ and µ′ such that ϕζ(α) = αµ and α = ϕζ(α)µ
′. Then α = αµµ′ and ϕζ(α) = ϕζ(α)µ
′µ, and hence
µµ′ = s(α), µ′µ = s(ϕζ(α)) = s(α). Therefore ϕζ(α) = αµ with µ ∈ s(α)Λ
−1s(α).
Choose β as in (ii). Thus αβ ∈ E, and either µβ 6∈ βΛ or µ′β 6∈ βΛ. Suppose for definiteness that
µβ 6∈ βΛ. Recall from Remark 2.7(vi) that for α ∈ A(ζ) we have ϕζ(αβ) = ϕζ(α)β. Then ϕζ(αβ) =
ϕζ(α)β = αµβ 6∈ αβΛ. Now the previous argument applies to αβ: there is ν ∈ s(β)Λ−1s(β) such that
ϕζ(αβ) = αβν. Therefore αµβ = αβν. By left cancellation we have µβ = βν ∈ βΛ, a contradiction.
(i) ⇒ (ii): Now suppose that Λ has right cancellation. Suppose that (ii) fails. Then there are E ∈ A,
α ∈ E, and µ ∈ s(α)Λ−1s(α) with µ 6= s(α), such that for all β ∈ s(α)Λ, if αβ ∈ E then µβ, µ−1β ∈ βΛ.
Then there are ν, ν′ ∈ Λ such that µβ = βν and µ−1β = βν′. Note that it follows from right cancellation that
ν 6= s(β). Moreover β = µ−1βν = βν′ν and β = µβν′ = βνν′. By left cancellation we have ν′ν = s(β) = νν′,
so ν ∈ s(β)Λ−1s(β). Let ζ = (s(α), α, αµ−1, s(α)) ∈ Z. Then ϕζ(α) = ϕζ(αµ−1µ) = αµ 6= α. Hence if
αβ ∈ E then φζ(αβ) = αµβ = αβν 6= αβ. Therefore φζ(γ) 6= γ for all γ ∈ E′ := αΛ ∩ E. Hence
[ζ,U{γ}]2 6= [id,U{γ}]2 for all γ ∈ E
′. By Lemma 5.2 we have that [ζ, x]2 6= [id, x]2 for all x ∈ Ê′.
On the other hand we claim that [ζ, x]1 = [id, x]1 for all x ∈ Ê′. To see this, note that for αβ ∈ E′ we
have [αβ] ⊆ [αβν] ⊆ [αβνν−1] = [αβ]. Therefore Φζ(U{γ}) = U{γ} for all γ ∈ E
′. By Lemma 5.2 it follows
that Φζ |Ê′ = id, proving the claim. 
In Section 13 we study right reversibility for LCSC’s (Definition 12.4), and in particular we prove an
analog of Ore’s theorem, Theorem 13.8. That theorem implies that if a small category is cancellative and
right reversible, then it embeds into a groupoid. The results of this section give the following.
Corollary 7.6. Let Λ be a right cancellative right reversible LCSC. Then G2(Λ) is Hausdorff.
Corollary 7.7. Let Λ be an abelian LCSC. Then G2(Λ) is Hausdorff.
Proof. Since Λ is abelian it is right cancellative and right reversible. 
8. Boolean ring homomorphisms
As pointed out in [9], the zigzag maps form an inverse semigroup. One can study the C∗-algebra that
is universal for representations of this inverse semigroup. However this ignores important structure that
becomes significant in many interesting examples. In [28] it is shown how this extra structure develops
naturally from the shift maps τ and σ on Λ (in [9] this is referred to as “finite join preservation” — see also
[2, Subsection 7.3]). The two results are quoted here; the proofs are identical to those given in [28, Section
5].
Theorem 8.1. Let Λ be an LCSC, v ∈ Λ0, and R a Boolean ring. A map µ : D
(0)
v → R extends to a
Boolean ring homomorphism Av →R if and only if the following conditions hold:
(i) µ(E ∩ F ) = µ(E) ∩ µ(F ), for E, F ∈ D
(0)
v .
(ii) µ(E) =
⋃n
i=1 µ(Fi) for E, F1, . . ., Fn ∈ D
(0)
v with E =
⋃n
i=1 Fi.
In this case, the extension to Av is unique.
Theorem 8.2. Let Λ be a finitely aligned LCSC, v ∈ Λ0, R a Boolean ring, and µ : E
(0)
v → R. Then µ
extends to a Boolean ring homomorphism Av →R if and only if the following condition holds:
(iii) µ(αΛ) ∩ µ(βΛ) =
⋃
γ∈α∨β µ(γΛ) for all α, β ∈ vΛ.
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In this case, the extension is unique.
We remark that the union in Theorem 8.2 is finite even if α ∨ β is infinite, since γΛ = γ′Λ if γ ≈ γ′.
9. Generators and relations
In this section we give the presentation of C∗(Gi(Λ)) by generators and relations. Much of the argument
is as in [28, Section 6]; however, the distinctions caused by the two equivalence relations are a bit subtle,
and we feel it is best to give the arguments in full. We will use Z, G1, G2, etc., instead of ZΛ, etc., when
the LCSC is understood from the context. (However, we will write [ζ, E] without a subscript whenever it is
clear from context which groupoid is under consideration.)
Definition 9.1. Let Λ be an LCSC. Let {Tζ : ζ ∈ Z} be a family of elements of a C∗-algebra. We will
consider the following relations on the Tζ :
(1) Tζ1Tζ2 = Tζ1ζ2 if s(ζ1) = r(ζ2), and equals 0 otherwise.
(2) Tζ = T
∗
ζ .
(3) T ∗ζ Tζ =
∨n
i=1 T
∗
ζi
Tζi if A(ζ) =
⋃n
i=1A(ζi).
(4)1 Tζ = T
∗
ζ Tζ if Φζ = idÂ(ζ).
(4)2 Tζ = T
∗
ζ Tζ if ϕζ = idA(ζ).
We note the following elementary consequences.
Lemma 9.2. (i) Suppose that {Tζ : ζ ∈ Z} satisfy (3). If A(ζ) = ∅ then Tζ = 0.
(ii) Suppose that {Tζ : ζ ∈ Z} satisfy (1) and (2). For u ∈ Λ0 let Tu := T(u,u). Then {Tu : u ∈ Λ
0} are
pairwise orthogonal projections.
(iii) Suppose that {Tζ : ζ ∈ Z} satisfy (1) - (3). Then Tζ is a partial isometry.
(iv) Suppose that {Tζ : ζ ∈ Z} satisfy (1) - (3) and (4)2. If ϕζ1 = ϕζ2 then Tζ1 = Tζ2 .
(v) Suppose that {Tζ : ζ ∈ Z} satisfy (1) - (3) and (4)1. If Φζ1 = Φζ2 then Tζ1 = Tζ2 .
(vi) Suppose that {Tζ : ζ ∈ Z} satisfy (1) - (3) and (4)2. If ϕζ =
⋃n
i=1 ϕζi then Tζ =
∨n
i=1 Tζi .
(vii) Suppose that {Tζ : ζ ∈ Z} satisfy (1) - (3) and (4)1. If Φζ =
⋃n
i=1 Φζi then Tζ =
∨n
i=1 Tζi .
Proof. (i): If A(ζ) = ∅ then A(ζ) is the union of the empty collection (of zigzag sets). By (3) then T ∗ζ Tζ
equals the empty sum (of operators), i.e. T ∗ζ Tζ = 0. Therefore Tζ = 0.
(ii): Since (u, u) = (u, u) = (u, u)(u, u), it follows from (1) and (2) that Tu is a projection. The orthogonality
follows from (1).
(iii): First note that by (1) and (2) we have Tζζ = T
∗
ζ Tζ is self-adjoint. Since A(ζ) = A(ζζ), by (3) we have
T ∗ζ Tζ = T
∗
ζζ
Tζζ = T
2
ζζ
. Therefore Tζζ is a projection, and hence Tζ is a partial isometry.
(iv): Suppose that (1) - (3), (4)2 hold, and let ϕζ1 = ϕζ2 . Then A(ζ1) = A(ζ2) and A(ζ1) = A(ζ2). By (3)
and (2) we have T ∗ζ1Tζ1 = T
∗
ζ2
Tζ2 and Tζ1T
∗
ζ1
= Tζ2T
∗
ζ2
. Since ϕζ1ζ2 = idA(ζ1ζ2), (4)2 gives Tζ1ζ2 = T
∗
ζ1ζ2
Tζ1ζ2 .
By (1), (2), and the above we get
T ∗ζ1Tζ2 = T
∗
ζ2
Tζ1T
∗
ζ1
Tζ2 = T
∗
ζ2
(Tζ2T
∗
ζ2
)Tζ2 = T
∗
ζ2
Tζ2 = T
∗
ζ1
Tζ1 .
Now we have Tζ1 = Tζ1(T
∗
ζ1
Tζ1) = Tζ1(T
∗
ζ1
Tζ2) = (Tζ2T
∗
ζ2
)Tζ2 = Tζ2 .
(v): A similar argument shows that if Φζ1 = Φζ2 then (1) - (3) and (4)1 give the same conclusion.
(vi): For each i we have ϕζζiζi = ϕζi . By (iv), and (1) and (2), we have TζT
∗
ζi
Tζi = Tζi . Then Tζ
∨n
i=1 T
∗
ζi
Tζi =∨n
i=1 Tζi . Also we have that A(ζ) =
⋃n
i=1 A(ζi). By (3) we have T
∗
ζ Tζ =
∨n
i=1 T
∗
ζi
Tζi . Thus we have
Tζ = Tζ(T
∗
ζ Tζ) = Tζ
n∨
i=1
T ∗ζiTζi =
n∨
i=1
Tζi .
(vii): The proof is the same as for (vi) except that we use (v) instead of (iv). 
Lemma 9.3. For ζ ∈ Z let tζ denote the function χ[ζ,A(ζ)] ∈ Cc(Gi), for i = 1, 2. Then {tζ : ζ ∈ Z} satisfy
(1) - (3) and (4)i.
Proof. First note that ϕζ2(A(ζ1)) = ϕζ2ϕζ1(Λ) = ϕζ1ζ2(Λ) = A(ζ1ζ2). Then
tζ1tζ2 = χ[ζ1,A(ζ1)]χ[ζ2,A(ζ2)] = χ[ζ1,A(ζ1)] [ζ2,A(ζ2)] = χ[ζ1ζ2,ϕζ2(A(ζ1))∩A(ζ2))]
= χ[ζ1ζ2,A(ζ1ζ2)] = tζ1ζ2 ,
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verifying (1). Next, tζ = χ[ζ,A(ζ)] = χ[ζ,A(ζ)]−1 = χ
∗
[ζ,A(ζ)] = t
∗
ζ , verifying (2). Next note that A(ζ) 7→
χ[ζζ,A(ζ)] = tζζ is a Boolean ring homomorphism. By Theorem 8.1, if A(ζ) =
⋃n
i=1A(ζi) then tζζ =
∨n
i=1 tζiζi ,
verifying (3). Now let i = 1. Suppose that Φζ = idÂ(ζ). Then also Φζζ = idÂ(ζ). Since Φζ = id = Φζζ near
each point of Â(ζ), we have [ζ, A(ζ)] = [ζζ, A(ζ)], i.e. tζ = tζζ in Cc(G1), verifying (4)1. Finally, let i = 2.
Suppose that ϕζ = idA(ζ). We claim that Φζ = idÂ(ζ). To see this, let x ∈ Â(ζ). We will let Ux denote
the ultrafilter (in As(ζ)) corresponding to x. Then UΦζ(x) is the ultrafilter generated by ϕζ(Ux) (recall that
ϕζ(Ux) is an ultrafilter base). Let E ∈ Ux. Since x ∈ Â(ζ) we have A(ζ) ∈ Ux. Therefore E ∩ A(ζ) ∈ Ux,
and hence E ∩A(ζ) = ϕζ(E ∩A(ζ)) ∈ UΦζ(x). Since UΦζ(x) is a filter, E ∈ UΦζ(x). Thus we have shown that
Ux ⊆ UΦζ(x). Since these are both ultrafilters it follows that Ux = UΦζ(x), i.e. Φζ(x) = x. We now see that
Φζ = idÂ(ζ), hence tζ = tζζ in Cc(G2) verifying (4)2. 
Theorem 9.4. Let Λ be an LCSC. For i = 1, 2, C∗(Gi) is the universal C
∗-algebra generated by a family
{Tζ : ζ ∈ Z} satisfying (1) - (3) and (4)i.
Proof. It follows from Lemma 9.3 that the generating family {tζ : ζ ∈ Z} ⊆ Cc(Gi) satisfy (1) - (3) and (4)i.
For the converse, let {Tζ : ζ ∈ Z} be elements in a C
∗-algebra B satisfying (1) - (3) and (4)i. We define
µ : D(0) → B by µ(A(ζ)) = T ∗ζ Tζ . Since Tζ1ζ1Tζ2ζ2 = Tζ1ζ1ζ2ζ2 , condition (i) of Theorem 8.1 holds. Condition
(ii) of Theorem 8.1 holds by (3). Then by Theorem 8.1 we obtain a ∗-homomorphism π0 : C0(G0)→ B such
that π0(χA(ζ)) = T
∗
ζ Tζ .
Now let us consider the case i = 2. In order to extend π0 to all of C
∗(G), we proceed locally. Let
f ∈ Cc(G2) be such that there is ζ ∈ Z with supp (f) ⊆ [ζ, A(ζ)]. Define f˜ ∈ C
(
Â(ζ)
)
by f˜(x) = f([ζ, x]). To
show that f˜ is well-defined, suppose also that supp (f) ⊆ [ζ′, A(ζ′)]. For each w ∈ supp (f), w = [ζ, x] = [ζ′, x]
for some x ∈ Â(ζ) ∩ Â(ζ′). Then f([ζ, x]) = f([ζ′, x]), and hence f˜ doesn’t depend on the choice of ζ.
Now we define π(f) = Tζπ0(f˜) if supp (f) ⊆ [ζ, A(ζ)]. To see that this is well-defined, let supp(f) ⊆
[ζ1, A(ζ1)] ∩ [ζ2, A(ζ2)]. First suppose that f = χ[ξ,A(ξ)]. Then A(ξ) ⊆ A(ζ1) ∩ A(ζ2), and for x ∈ Â(ξ) we
have [ζ1, x] = [ζ2, x] = [ξ, x]. Then there is E ∈ Ux such that ϕζ1 |E = ϕζ2 |E = ϕξ|E . For each α ∈ A(ξ) we
let {α} denote the filter in X consisting of all zigzag sets containing α. Then U{α} is the fixed ultrafilter at
α. Then {α} ∈ Â(ξ) and then the above implies that there is E ∈ U{α} with ϕζj |E = ϕξ|E . But E ∈ U{α}
implies that α ∈ E, and hence ϕζj (α) = ϕξ(α). Since α ∈ A(ξ) was arbitrary, we have ϕζjξξ = ϕξ. By
Lemma 9.2(iv) we have Tζ1T
∗
ξ Tξ = Tζ2T
∗
ξ Tξ. We have f˜ = χÂ(ξ), and hence π0(f˜) = T
∗
ξ Tξ. But then
Tζ1π0(f˜) = Tζ1T
∗
ξ Tξ = Tζ2T
∗
ξ Tξ = Tζ2π0(f˜). It follows that this also holds for f in the span of such
characteristic functions. By continuity of π0, it follows for all f supported in basic sets [ζ, A(ζ)].
For an arbitrary f ∈ Cc(G), we may find ζi ∈ Z and Ai ∈ A, 1 ≤ i ≤ n, such that supp (f) ⊆
⊔
i[ζi, Ai].
Then f =
∑
i f |[ζi,Ai]. If also supp (f) ⊆
⊔
j[ξj , Bj ], then since [ζi, Ai]∩ [ξj , Bj ] = [ζi, Ai∩Bj ] = [ξj , Ai∩Bj ],
we have ∑
i
f |[ζi,Ai] =
∑
i,j
f |[ζi,Ai∩Bj ] =
∑
i,j
f |[ξj ,Ai∩Bj ] =
∑
j
f |[ξj ,Bj].
Thus
∑
i π
(
f |[ζi,Ai]
)
=
∑
j π
(
f |[ξj ,Bj]
)
. Therefore this last expression is a well-defined extension of π to all
of Cc(G), and is a self-adjoint linear map. We note that π is continuous for the inductive limit topology,
since by the above it reduces to uniform convergence on the sets [ζ, Â(ζ)]. Finally, since π is multiplicative
on the characteristic functions of the basic sets [ζ, A(ζ)], the continuity implies that π is multiplicative on
Cc(G). Therefore π extends to all of C
∗(G) by [10, Definition 3.17] (and the remarks preceding it).
Finally, we consider the case i = 1. The only difference with the above argument is in showing that if
[ξ, A(ξ)] ⊆ [ζ1, A(ζ1)] ∩ [ζ2, A(ζ2)] then Tζ1ξξ = Tζ2ξξ = Tξ. In this case, since [ζ1, x] = [ζ2, x] = [ξ, x] for all
x ∈ Â(ξ) we immediately get Φζj |Â(ξ) = Φξ. Then Lemma 9.2(v) implies that Tζ1T
∗
ξ Tξ = Tζ2T
∗
ξ Tξ, and the
rest of the above argument remains valid. 
Remark 9.5. It follows that Definition 5.13 generalizes the definition given in [2, Definition 4.6] to the
nonfinitely aligned case.
Corollary 9.6. There is a surjective homomorphism C∗(G2)→ C∗(G1) carrying generators to generators.
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Proof. Let {tζ : ζZ} denote the generators of C∗(G1). We know that they satisfy (1) - (3) and (4)1. Let
ζ ∈ Z and suppose that ϕζ = idA(ζ). Then also Φζ = idÂ(ζ). By (4)1 we have tζ = t
∗
ζtζ . Therefore
{tζ : ζ ∈ Z} satisfy (4)2. 
The finitely aligned case requires less adjustment from the treatment in [28]. Nevertheless we wish to give
a careful proof for LCSC’s, as the distinction between the two groupoids is crucial. We mention in particular
that while the hypotheses of [28, Theorem 6.3] mix the definitions of the two groupoids, by Proposition 5.11
the two coincide for the case of a finitely aligned category of paths.
Theorem 9.7. Let Λ be a finitely aligned LCSC. Then C∗(G2) is the universal C
∗-algebra generated by a
family {Tα : α ∈ Λ} satisfying
(1)′ T ∗αTα = Ts(α).
(2)′ TαTβ = Tαβ, if s(α) = r(β).
(3)′ TαT
∗
αTβTβ∗ =
∨
γ∈α∨β TγT
∗
γ .
Proof. First suppose that we have a representation of C∗(G2). By Theorem 9.4 we have a family of elements
{Tζ : ζ ∈ Z} in a C∗-algebra satisfying (1) - (3) and (4)2. For α ∈ Λ we define Tα = T(r(α),α). Note that
A(r(α), α) = s(α)Λ = A(s(α), s(α)). Since ϕ(α,r(α),r(α),α) = ϕ(s(α),s(α)), by (1), (2) and Lemma 9.2(iv) we
have
T ∗αTα = T
∗
(r(α),α)T(r(α),α) = T(r(α),α)(r(α),α) = T(s(α),s(α)) = Ts(α),
verifying (1)′. Next, let s(α) = r(β). Since ϕ(r(α),α,r(β),β) = ϕ(r(α),αβ), by (1) and Lemma 9.2(iv) we have
TαTβ = T(r(α),α)T(r(β),β) = T(r(α),α,r(β),β) = T(r(α),αβ) = Tαβ ,
verifying (2)′. Finally, let α, β ∈ Λ. Then by (1) and (2), TαT ∗αTβT
∗
β = T(r(α),α)(r(α),α)(r(β),β)(r(β),β). Note
that
ϕ(r(α),α)(r(α),α)(r(β),β)(r(β),β) = ϕ(r(α),α,α,r(α),r(β),β,β,r(β)) = τ
ασατβσβ
=
⋃
γ∈α∨β
τατ(σ
αγ)σ(σ
βγ)σβ =
⋃
γ∈α∨β
τ(ασ
αγ)σ(βσ
βγ)
=
⋃
γ∈α∨β
τγσγ =
⋃
γ∈α∨β
ϕ(r(γ),γ,γ,r(γ)).
By Lemma 9.2(vi) we have T
(r(α),α)(r(α),α)(r(β),β)(r(β),β)
=
∨
γ∈α∨β TγT
∗
γ , verifying (3)
′.
Conversely, let {Tα : α ∈ Λ} be given satisfying (1)′ - (3)′. For ζ = (α1, β1, . . . , αn, βn) ∈ Z define
Tζ = T
∗
α1
Tβ1 · · ·T
∗
αn
Tβn . Then (1) and (2) clearly hold. We will verify (3).
We first prove the following claim. If γi, δi, ξj , ηj ∈ Λ are finite collections such that
⋃
i τ
γiσδi =
⋃
j τ
ξjσηj ,
then
∨
i TγiT
∗
δi
=
∨
j TξjT
∗
ηj
. To prove this claim, first fix i0. Since δi0 is in the domain of
⋃
i τ
γiσδi , there
exists j0 such that ηj0 ∈ [δi0 ]. Similarly, there is i1 such that δi1 ∈ [ηj0 ]. Therefore δi1 ∈ [δi0 ]. Let δi0 = δi1µ.
Since any two terms of
⋃
i τ
γiσδi must agree on the intersection of their domains, we have
γi0 = τ
γi0σδi0 (δi0) = τ
γi1σδi1 (δi0 ) = γi1µ.
Therefore τγi0σδi0 = τγi1σδi1 |δi0Λ. Thus the i0 term may be deleted from
⋃
i τ
γiσδi . We repeat this process
until we have that δi 6∈ [δi′ ] for all i 6= i′. Moreover, we have Tγi1T
∗
δi1
= Tγi0T
∗
δi0
+ Tγi1 (Ts(γi1 ) − TµT
∗
µ )T
∗
δi1
.
Therefore Tγi0T
∗
δi0
can be deleted from
∨
i TγiT
∗
δi
. Repeating this for the other map and operator, we may
also assume that ηj 6∈ [ηj′ ] for all j 6= j
′. Now for each i there is j such that ηj ∈ [δi]. Then there is i
′ such
that δi′ ∈ [ηj ]. Hence δi′ ∈ [δi], so we must have δi = δi′ ≈ ηj . Let δi = ηjν, where ν ∈ s(ηj)Λ−1. Applying
both maps to δi = ηjν we find that γi = ξjν. Thus the two presentations of the map are identical, and thus
so are the operators. This finishes the proof of the claim.
Next we claim that if ζ ∈ Z and ϕζ =
⋃
i τ
γiσδi is a finite union, then Tζ =
∨
i TγiT
∗
δi
. (By Lemma
3.7 every zigzag map has this form.) We prove this by induction on the length of ζ. First suppose that
ζ = (α, β). Then ϕζ = σ
ατβ =
⋃
γ∈α∨β τ
(σαγ)σ(σ
βγ). Moreover, by (3)′ we have
Tζ = T
∗
αTβ = T
∗
α(TαT
∗
αTβT
∗
β )Tβ =
∨
γ∈α∨β
T ∗αTγT
∗
γ Tβ =
∨
γ∈α∨β
TσαγT
∗
σβγ .
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By the previous claim, we know that this doesn’t depend on the decomposition chosen for ϕζ . Now suppose
that the current claim is true for zigzags of length at most n. Let ζ = (α1, β1, . . . , αn+1, βn+1). Let
ζ0 = (α1, β1, . . . , αn, βn). Write ϕζ0 =
⋃
i τ
γiσδi and ϕ(αn+1,βn+1) =
⋃
j τ
µjσνj . Then
ϕζ = ϕζ0 ◦ ϕ(αn+1,βn+1) =
⋃
i,j
τγiσδiτµjσνj =
⋃
i,j,k
τγiτξkσηkσνj =
⋃
i,j,k
τγiξkσνjηk .
Then the inductive hypothesis gives
Tζ = Tζ0T(αn+1,βn+1) =
∨
i,j
TγiT
∗
δi
TµjT
∗
νj
=
∨
i,j,k
TγiTξkT
∗
ηk
T ∗νj =
∨
i,j,k
TγiξkT
∗
νjηk
.
Again, the first claim shows that this is independent of the choice of decomposition of ϕζ .
Now let A(ζ) =
⋃n
i=1A(ζi). Write ϕζ =
⋃
j τ
γjσδj and ϕζi =
⋃
j τ
γijσδij . Then ϕζζ =
⋃
j τ
δjσδj , and
similarly for ϕζiζi . Therefore we also have ϕζζ =
⋃
i,j τ
δijσδij . By the last claim we get∨
j
TδjT
∗
δj
= Tζζ =
∨
i,j
TδijT
∗
δij
.
and hence T ∗ζ Tζ =
∨
i T
∗
ζi
Tζi , verifying (3).
Finally, if ϕζ = idA(ζ) = ϕζζ , then the last claim gives Tζ =
∨
j TδjT
∗
δj
= T ∗ζ Tζ , verifying (4)2. 
Since the choice of the groupoid is not present in the relations (1)′ - (3)′, it is clear that the analogous
result for C∗(G1) will require additional relations. (This is clear from consideration of Examples 5.4 and
5.12.)
Theorem 9.8. Let Λ be a finitely aligned LCSC. Then C∗(G1) is the universal C
∗-algebra generated by a
family {Tα : α ∈ Λ} satisfying (1)′ - (3)′ of Theorem 9.7 and also
(4)′ If Φ(r(α),α) = Φ(r(β),β) then Tα = Tβ.
Proof. First suppose that we have a representation of C∗(G1). By Theorem 9.4 we have a family of elements
{Tζ : ζ ∈ Z} in a C∗-algebra satisfying (1) - (3) and (4)1. For α ∈ Λ we define Tα = T(r(α),α). Since in
general, if ϕζ = ϕζ′ then Φζ = Φζ′ , relations (1)
′ - (3)′ follow as in the proof of Theorem 9.7, but using
Lemma 9.2 (v) and (vii) instead of (iv) and (vi). Relation (4)′ follows from Lemma 9.2 (v).
Conversely, let {Tα : α ∈ Λ} be given satisfying (1)′ - (4)′. For ζ = (α1, β1, . . . , αn, βn) ∈ Z define
Tζ = T
∗
α1
Tβ1 · · ·T
∗
αn
Tβn . Then (1) and (2) clearly hold. Relation (3) follows as in the proof of Theorem
9.7. Suppose that Φζ = idA(ζ). By Lemma 3.7 we may write ϕζ =
⋃
i τ
γiσδi (a finite sum), so that Φζ =⋃
iΦ(r(γi),γi) ◦Φ
−1
(r(δi),δi)
. Then for each i we have Φ(r(γi),γi) ◦Φ
−1
(r(δi),δi)
= id
δ̂iΛ
, hence Φ(r(γi),γi) = Φ(r(δi),δi).
By (4)′ we have Tγi = Tδi . Note that the proof of the second claim in the proof of Theorem 9.7 did not rely
on (4)2, and is still valid here. Therefore Tζ =
∨
i TγiT
∗
δi
=
∨
TδiT
∗
δi
= TζT
∗
ζ , verifying (4)1. 
10. The boundary of an LCSC
Next we define the boundary of an LCSC Λ. By Proposition 6.6 we may identify vΛ∗ = Xv, where
X = ⊔v∈Λ0Xv is the unit space of the groupoid of Λ. We intend to define the boundary to be the closure
of the maximal elements of vΛ∗. There is a potential ambiguity that we dispose of first; namely, while it
is clear that Zorn’s lemma applies to the set of filters in D
(0)
v , ordered by inclusion, it is less clear that it
applies to the set vΛ∗. Also, it is unclear that maximality is the same for the two settings.
Lemma 10.1. Let Λ be an LCSC and let v ∈ Λ0. Every maximal filter in D
(0)
v is an element of vΛ∗.
Moreover, Zorn’s lemma applies to vΛ∗, and maximal elements of vΛ∗ are maximal as filters in D
(0)
v .
Proof. Let C be a maximal filter in D
(0)
v . We show that C ∈ vΛ∗. Let F1, . . ., Fn ∈ D
(0)
v cover C. If for
each i there is Ei ∈ C such that Ei ∩ Fi = ∅, then E = E1 ∩ · · · ∩ En ∈ C and E ∩ Fi = ∅ for i = 1, . . .,
n. But then, since E meets every element of C, it would follow that F1, . . ., Fn do not cover C. Therefore
there must be i for which Fi ∩ E 6= ∅ for all E ∈ C. Now we have that {Fi ∩ E : E ∈ C} is a filter base in
D
(0)
v . The filter it generates contains C, as well as Fi. By maximality of C it follows that Fi ∈ C. Thus we
have that C ∈ vΛ∗.
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Next we show that Zorn’s lemma applies to vΛ∗. Let S ⊆ vΛ∗ be a totally ordered subset, and put
C =
⋃
S. It is clear that C is a filter. Suppose that F1, . . ., Fn ∈ D
(0)
v cover C. Then there is E ∈ C such
that E ⊆ F1 ∪ · · · ∪ Fn. There is C0 ∈ S such that E ∈ C0. Since C0 ∈ vΛ∗, there must be i such that
Fi ∈ C0. But then Fi ∈ C. Therefore C ∈ vΛ
∗ is an upper bound for S, verifying that Zorn’s lemma applies
to vΛ∗.
Finally let C be a maximal element of vΛ∗. We show that C is a maximal filter in D
(0)
v . Let C1 be a
filter in D
(0)
v with C ⊆ C1. There is a maximal filter C2 in D
(0)
v with C1 ⊆ C2. By the above, C2 ∈ vΛ∗. By
maximality of C in vΛ∗ we must have C = C2, and hence C = C1. 
Definition 10.2. For v ∈ Λ0 we let vΛ∗∗ denote the set of maximal elements of vΛ∗. We define the boundary
of Λ to be the closure of the maximal elements:
v∂Λ = vΛ∗∗, ∂Λ =
⊔
v∈Λ0
v∂Λ.
Definition 10.3. Let Λ be an LCSC. The Cuntz-Krieger algebra of Λ is the C∗-algebraO(Λ) := C∗(G2(Λ)|∂Λ).
In order to derive the presentation of O(Λ) by generators and relations we must first characterize points
of the boundary.
Proposition 10.4. Let C ⊆ D
(0)
v be a filter. C ∈ vΛ∗∗ if and only if for each F ∈ D
(0)
v , if F ∩ E 6= ∅ for
all E ∈ C, then F ⊇ E for some E ∈ C.
Proof. First suppose that C ∈ vΛ∗∗. Let F ∈ D
(0)
v , and suppose that F ∩ E 6= ∅ for all E ∈ C. Then
{F ∩ E : E ∈ C} is closed under intersection and does not contain the empty set. This collection then
generates a filter containing C. Since C is maximal, it follows from Lemma 10.1 that F ∈ C. Conversely,
suppose the condition in the statement holds. Let F ∈ D
(0)
v \ C. Since C is closed under the formation of
supersets, we have that F 6⊇ E for all E ∈ C. Then the condition of the statement implies that there exists
E ∈ C with F ∩E = ∅. This implies that C is maximal. 
Now we will characterize elements of the boundary.
Theorem 10.5. Let C ∈ vΛ∗. The following are equivalent:
(i) C ∈ v∂Λ.
(ii) For all F ⊆ D
(0)
v finite, if F does not cover C, then for each E ∈ C there is G ∈ D
(0)
v such that
G ⊆ E \ (∪F).
Proof. (i)⇒ (ii): Let F ⊆ D
(0)
v be finite. Suppose that F does not cover C. Let E ∈ C. Then E\(∪F) ∈ UC .
This means that (E \ (∪F))̂ is a neighborhood of C. Since C ∈ v∂Λ, there exists C′ ∈ (E \ (∪F))̂ ∩ vΛ∗∗.
Then E\(∪F) ∈ UC′ . But then E ∈ UC′ , so E ∈ C′, by Proposition 6.6. Since UC′ is a filter, no element of F
contains an element of C′. By Proposition 10.4, there is E′ ∈ C′ such that E′ ∩ (∪F) = ∅. Let G = E ∩E′.
Then G 6= ∅, since E, E′ ∈ C′. Since G ⊆ E and G ∩ (∪F) = ∅, we have G ⊆ E \ (∪F).
(ii)⇒ (i): Let N be a neighborhood of C. We may assume that N = Â for some A ∈ Dv. Then A = E\(∪F),
where {E} ∪ F ⊆ D
(0)
v and ∪F ) E. Then A ∈ UC , so E ∈ C and F does not cover C. By (ii) there is
G ∈ D
(0)
v such that G ⊆ E \ (∪F). Let C′ ∈ vΛ∗∗ with G ∈ C′. Then E \ (∪F) ∈ UC′ , so C′ ∈ Â = N .
Therefore UC ∈ vΛ∗∗ = v∂Λ. 
We now prepare to give the analog of the Cuntz-Krieger relation(s) that characterize boundary represen-
tations of T (Λ). The next definition follows [9, p. 124].
Definition 10.6. A finite subset F ⊆ D
(0)
v covers an element E ∈ D
(0)
v if ∪F ⊆ E, and if for every G ∈ D
(0)
v
with G ⊆ E there exists F ∈ F such that F ∩G 6= ∅. (Equivalently, F covers E if E \ (∪F) does not contain
an element of D
(0)
v .) We mention that this definition is modeled on [9], but stands on its own here.
Remark 10.7. Note that this use of the word cover must be distinguisheed from the use in Definition 6.2.
In fact this should be clear from the usage, since the object covered is an element of D
(0)
v in Definition 10.6,
rather than a filter in D
(0)
v as in Definition 6.2.
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We give a Cuntz-Krieger-type relation based on Definition 10.6. This extends the list given in Definition
9.1.
Definition 10.8. Let Λ be an LCSC. Let {Tζ : ζ ∈ ZΛ} be a family of elements of a C
∗-algebra. We will
consider the following relation on the Tζ:
(5) For all v ∈ Λ0, and all ζ ∈ ZΛv and finite set J ⊆ ZΛv, if {A(ξ) : ξ ∈ J} covers A(ζ) then
Tζ =
∨
ξ∈J T
∗
ξ Tξ.
Remark 10.9. The condition (5) is related to Exel’s notion of tightness ([10]), which in turn is described
by Donsig and Milan as cover-to-join ([9]). Following [9, p. 124] we say that in an inverse semigroup S, a
finite set C covers an element s if y ≤ s for all y ∈ C, and if for every nonzero x ≤ s there exists y ∈ C
and 0 6= z ∈ S such that z ≤ x, y. A representation π of S to an inverse semigroup U is called cover-to-join
if for every cover C of an element s we have π(s) =
∨
π(C). It follows from [9, Corollary 2.3] that for a
representation π of T (Λ), the restriction of π to {T ∗ζ Tζ : ζ ∈ ZΛ} (which is isomorphic to the semilattice
D(0)(Λ)) is cover-to-join if and only if it is tight in the sense of Exel, and hence if and only if it satisfies
relation (5).
The following theorem generalizes [28, Theorem 8.2], both in that it applies to LCSC’s instead of categories
of paths, and also in that it applies in the general (nonfinitely aligned) case. We mention that the amenability
and countability assumptions in that paper are not necessary.
Theorem 10.10. Let Λ be an LCSC. For i = 1, 2, C∗(Gi|∂Λ) is the universal C∗-algebra generated by a
family {Sζ : ζ ∈ Z} satisfying (1) - (3), (4)i, and (5).
Proof. First suppose that {Sζ} satisfy (1) - (3), (4)i, and (5). By (1) - (3) and (4)i, and Theorem 9.4, there
is a unique representation π of C∗(Gi) such that π(χ[ζ,A(ζ)]) = Sζ . We claim that π
∣∣
C0(∂Λc)
= 0. To see
this, let C ∈ vΛ∗ \ v∂Λ. By Theorem 10.5, there exists a finite collection F ⊆ D
(0)
v such that F does not
cover C, and there exists E ∈ C such that for all G ∈ D
(0)
v , G 6⊆ E \ (∪F). Thus for all G ∈ D
(0)
v , if
G ⊆ E then G ∩ F 6= ∅ for some F ∈ F . Let F ′ = {E ∩ F : F ∈ F}. It follows that F ′ covers E. Let
D = E \ (∪F) = E \ (∪F ′). We claim that D̂ ∩ v∂Λ = ∅. For if not, then D̂ ∩ v∂Λ contains an element C′
from v∂Λ. Then D ∈ UC′ , hence F ′ ∩ C′ = ∅. Therefore F ′ does not cover C′. Then by Theorem 10.5, D
contains an element of D
(0)
v , contradicting the fact that F ′ covers E. Now let ζ ∈ ZΛv, and J ⊆ ZΛv finite,
be such that E = A(ζ) and F = {A(ξ) : ξ ∈ J }. Then F ′ = {A(ξζζ) : ξ ∈ J }. By (5) we have
π(χD) = π(χE −
∨
F∈F ′
χF ) = S
∗
ζSζ −
∨
ξ∈J
S∗
ξζζ
Sξζζ = 0.
Thus π
∣∣
C0(∂Λc)
= 0. It follows that π(C∗(G
∣∣
∂Λc
)) = 0. There is an exact sequence
0→ C∗(G
∣∣
∂Λc
)→ C∗(G)→ C∗(G
∣∣
∂Λ
)→ 0
([25, Remark 4.10]). It follows that π factors through C∗(G
∣∣
∂Λ
).
Conversely, let π be a representation of C∗(G
∣∣
∂Λ
). For ζ ∈ ZΛ, let Sζ = π(χ[ζ,A(ζ)]). Composing π with
the quotient map gives a representation of C∗(G), so by Theorem 9.4 we have that (1) - (3) and (4)i hold.
We will prove (5). Let ζ and J be as in (5). Let D = A(ζ) \
⋃
ξ∈J A(ξ). The G 6⊆ D for all G ⊆ D
(0)
v . We
claim that D̂ ∩ v∂Λ = ∅. For suppose that C ∈ D̂ ∩ v∂Λ. Then D ∈ UC , so {A(ξ) : ξ ∈ J } does not cover
C. Since E ∈ C, Theorem 10.5 implies that there is G ∈ D
(0)
v such that G ⊆ D, a contradiction. Therefore
0 = π(χD) = S
∗
ζSζ −
∨
ξ∈J S
∗
ξSξ. 
Remark 10.11. It follows that Definition 10.3 generalizes the definition given in [2, Definition 4.7], and
extends it to the general nonfinitely aligned case.
Corollary 10.12. Let Λ be an LCSC. There is a surjective homomorphism C∗(G2|∂Λ)→ C∗(G1|∂Λ) carrying
generators to generators.
Proof. The argument is the same as for Corollary 9.6. 
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Now we adapt Theorem 10.10 to the finitely aligned case. For the next results we note that the statements
and proofs in [28, Section 7] do not rely on the hypotheses of right cancellation and lack of inverses in the
definition of categories of paths. Thus those results are true for any countable finitely aligned LCSC. The
following is a modification of [28, Definition 7.7] (which in turn was borrowed from [23]). (In the case where
Λ is a singly aligned monoid, i.e. LCM, this is termed foundation set in [26].) As in [28, Section 8] we need
to require that Λ be countable in order to give the alternate characterization of the boundary quotient in
the finitely aligned case.
Definition 10.13. Let Λ be a finitely aligned LCSC, and let v ∈ Λ. A subset F ⊆ vΛ is exhaustive if for
every β ∈ vΛ there is α ∈ F such that αΛ ∩ βΛ 6= ∅.
Now we give the analog of (5) for the finitely aligned case.
Definition 10.14. Let Λ be a finitely aligned LCSC, and let {Tα : α ∈ Λ} be a family of elements of a
C∗-algebra. We will consider the following relation on the Tα:
(5)′ Tv =
∨
α∈F TαT
∗
α if F ⊆ vΛ is a finite exhaustive set.
Theorem 10.15. Let Λ be a countable finitely aligned LCSC.
(i) C∗(G2|∂Λ) is the universal C
∗-algebra generated by a family {Sα : α ∈ Λ} satisfying (1)
′ - (3)′ and
(5)′.
(ii) C∗(G1|∂Λ) is the universal C∗-algebra generated by a family {Sα : α ∈ Λ} satisfying (1)′ - (5)′.
Proof. First let π be a representation of C∗(G|∂Λ). By Theorem 10.5 we know that (1) - (3), (4)i, and (5)
hold. We know from Theorems 9.7 and 9.8 that for G2, (1)
′ - (3)′ are equivalent to (1) - (3) and (4)2, while
for G1, (1)
′ - (4)′ are equivalent to (1) - (3) and (4)1. Thus it suffices to prove that (5)
′ holds. Let F ⊆ vΛ
be finite exhaustive. Define J = {(α, r(α)) : α ∈ F} ⊆ Zv. We claim that {A(ξ) : ξ ∈ J } covers vΛ. Since
A(α, r(α)) = αΛ, this follows from the Definition 10.13. Then by (5) we have Tv =
∨
ζ∈J T
∗
ζ Tζ =
∨
α∈F TαT
∗
α,
verifying (5)′.
Now let π be a representation of T (Λ), and assume (5)′. Let C ∈ vΛ∗ \ v∂Λ. By [28, Theorem 7.8]
there is α ∈ C such that for all α′ ∈ C ∩ αΛ there exists a finite exhaustive set F ⊆ s(α′)Λ such that
σα
′
(C) ∩ F = ∅. We apply this with α′ = α to obtain the corresponding finite exhaustive set F at s(α).
Let E = αΛ \
⋃
β∈F αβΛ. Then σ
α(C) ∩ F = ∅, or equivalently, C ∩ αF = ∅. By [28, Lemma 7.9] we have
C ∈ Ê ⊆ vΛ∗ \ vΛ∗∗. Then
π(χE) = SαS
∗
α −
∨
β∈F
SαβS
∗
αβ = Sα(Ss(α) −
∨
β∈F
SβS
∗
β)S
∗
α = 0,
by (5)′. Therefore π(C0(∂Λ
c)) = 0. 
11. The regular representation
Let Λ be an LCSC. We recall that T (Λ) = C∗(G2(Λ)). We will write G2 for G2(Λ), Z for ZΛ, etc. In this
section we compare the regular representation of Λ with the regular representation of G2. (Since the regular
representation on ℓ2(Λ) is essentially defined by the maps ϕζ , G1(Λ) is generally not relevant to this matter.
Examples 5.4 and 5.12 show that one cannot in general expect to have a map from C∗(G1) to the algebra
generated by the regular representation.) We let {eα : α ∈ Λ} denote the standard orthonormal basis of
ℓ2(Λ). The following generalizes [2, Proposition 7.2].
Lemma 11.1. There is a representation πℓ : T (Λ) → B(ℓ
2(Λ)) defined by πℓ(χ[ζ,A(ζ)]) = Tζ, where for
ζ ∈ Z,
Tζeα =
{
eϕζ(α), if α ∈ A(ζ)
0, if otherwise.
Proof. By Theorem 9.4 there are four properties to verify. First we show that Tζ1Tζ2 = Tζ1ζ2 . We have for
α ∈ Λ,
Tζ1Tζ2eα =
{
Tζ1eϕζ2(α), if α ∈ A(ζ2)
0, otherwise.
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=
{
eϕζ1◦ϕζ2(α), if α ∈ A(ζ2) and ϕζ2 (α) ∈ A(ζ1)
0, otherwise
=
{
eϕζ1ζ2(α), if α ∈ A(ζ2) ∩ ϕ
−1
ζ2
(A(ζ1)) = A(ζ1ζ2)
0, otherwise
= Tζ1ζ2eα.
Next we show that T ∗ζ = Tζ . For α, β ∈ Λ we have
〈T ∗ζ eα, eβ〉 = 〈eα, Tζeβ〉
=
{
〈eα, eϕζ(β)〉, if β ∈ A(ζ)
0, otherwise
=
{
1, if β ∈ A(ζ) and α = ϕζ(β)
0, otherwise
=
{
1, if α ∈ A(ζ) and β = ϕζ(α)
0, otherwise
= · · ·
= 〈Tζeα, eβ〉.
Next let A(ζ) =
⋃n
i=1 A(ζi). We show T
∗
ζ Tζ =
∨n
i=1 T
∗
ζi
Tζi . First note that by the first two properties we
have T ∗ζ Tζ = Tζζ , and ϕζζ(α) = α if α ∈ A(ζ), and is undefined otherwise. Therefore T
∗
ζ Tζeα = eα if
α ∈ A(ζ) and equals 0 otherwise. A similar formula holds for each i, which establishes the desired equation.
Finally, suppose that ϕζ = idA(ζ). Then
Tζeα =
{
eϕζ(α), if α ∈ A(ζ)
0, otherwise
=
{
eα, if α ∈ A(ζ)
0, otherwise
= T ∗ζ Tζeα. 
Definition 11.2. We write Tr(Λ) for the C∗-algebra C∗r (G2) (the reduced groupoid C
∗-algebra), and refer
to it as the reduced Toeplitz algebra of Λ. We write Tℓ(Λ) for the C∗-algebra πℓ(T (Λ)), and refer to it as the
regular Toeplitz algebra of Λ.
Remark 11.3. We have adapted the definition given in [2, Definition 7.1], and extended it to the general
nonfinitely aligned case.
We next recall the basic facts about regular representations of e´tale groupoids. Let G be an e´tale groupoid.
For x ∈ G0 we have the induced representation Indx of Cc(G) on ℓ2(Gx) defined by Indx(f)ξ = f ∗ ξ, where
f ∗ ξ(α) =
∑
β f(β)ξ(β
−1α). Letting δgx denote the standard basis vector of ℓ
2(Gx) at gx ∈ Gx, we have
f ∗ δgx =
∑
h f(hg
−1)δhx. We let λ =
⊕
x∈G0 Indx. (λ is technically not the regular representation of G,
but it is weakly equivalent to it. See [21].)
In the situation of G ≡ G(Λ), let v ∈ Λ0 and x ∈ Xv. Then Gx = {[ζ, x] : ζ ∈ Zv such that x ∈ Â(ζ)}.
For θ ∈ Z, let Tθ = Indx(χ[θ,A(θ)]). (Then the {Tθ : θ ∈ Z} determine Indx, as in Theorem 9.4.) We get
Tθδ[ζ,x] = χ[θ,A(θ)] ∗ δ[ζ,x]
=
∑
{[ξ,x]:x∈Â(ξ)}
χ[θ,A(θ)]
(
[ξ, x] · [ζ, x]−1
)
δ[ξ,x]
=
∑
{[ξ,x]:x∈Â(ξ)}
χ[θ,A(θ)]
(
[ξζ,Φζ(x)]
)
δ[ξ,x].
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If Φζ(x) 6∈ Â(θ), then χ[θ,A(θ)]
(
[ξζ,Φζ(x)]
)
= 0 for any ξ. Suppose that Φζ(x) ∈ Â(θ). Then χ[θ,A(θ)]([ξζ,Φζ(x)]) =
1 if and only if Φξζ = Φθ near Φζ(x), equivalently, if and only if Φξ = Φθζ near x, or finally, if and only if
[ξ, x] = [θζ, x]. Therefore Tθδ[ζ,x] = δ[θζ,x].
Recall that (v, v) ∈ Zv is the trivial zigzag on vΛ. Thus Φ(v,v) is the identity on Xv. Thus for any ζ ∈ Zv
such that x ∈ Â(ζ), δ[ζ,x] = Tζδ[(v,v),x]. Thus δ[(v,v),x] is a cyclic vector for Indx. For α ∈ Λv, note that
τα = φ(v,α), and that x ∈ A((v, α))̂ . Thus if we choose xv ∈ vΛ
∗ for each v ∈ Λ0, the representation πℓ
of Lemma 11.1 is unitarily equivalent to a subrepresentation of
⊕
v∈Λ0 Indxv . We have proved the following
proposition.
Proposition 11.4. The homomorphism πℓ : T (Λ)→ Tℓ(Λ) factors through Tr(Λ).
Thus there is a commutative diagram:
Tℓ(Λ)
T (Λ) Tr(Λ)
πr
πℓ
πℓ
We will show that under some conditions, Indx is weakly contained in πℓ for all x, and hence that πℓ
descends to a faithful representation (πℓ) of Tr(Λ). We also give conditions under which πℓ is not faithful on
Tr(Λ). Recall from Lemma 9.3 that tζ = χ[ζ,A(ζ)] in Cc(G2) (or in T (Λ) or Tr(Λ)).
Proposition 11.5. Let Λ be finitely aligned. Then λ  πℓ.
Proof. We will write tα := t(r(α),α) for α ∈ Λ. By [28, Proposition 6.7] (whose proof applies without change
to the case of a finitely aligned LCSC), the elements tγt
∗
εtν1t
∗
ν1
· · · tνk t
∗
νk
form a total set in T (Λ). Let
x ∈ vΛ∗; we think of x as a directed hereditary subset of Λ. To show that Indx  πℓ, let γi, εi, νij ∈ Λ
for 1 ≤ i ≤ n, 1 ≤ j ≤ ki, with r(εi) = r(νij) = r(x) and s(γi) = s(εi). We will find η ∈ Λ such that
〈Indx(Ti)δ[v,v,x], δ[v,v,x]〉 = 〈πℓ(Ti)eη, eη〉 for 1 ≤ i ≤ n, where Ti = tγit
∗
εi
∏ki
j=1 tνij t
∗
νij
.
Let I = {1 ≤ i ≤ n : εi, νij ∈ x for 1 ≤ j ≤ ki}, and let J = {1, . . . , n} \ I. Note that
Indx(tνt
∗
ν)δ[v,v,x] =
{
δ[v,v,x], if ν ∈ x
0, if ν 6∈ x,
Indx(t
∗
ε)δ[v,v,x] =
{
δs(ε),ε,σεx], if ε ∈ x
0, if ε 6∈ x.
.
Hence
Indx(Ti)δ[v,v,x] =
{
δ[γi,εi,σεix], if i ∈ I
0, if i ∈ J.
Choose ε ∈
(∨
{εi, νij : i ∈ I, 1 ≤ j ≤ ki}
)
∩ x. Such an element exists since x is directed. For i ∈ I there is
ε′i such that ε = εiε
′
i. If Λ is right cancellative we may choose η = ε (as the following argument will show).
In general, note that for i ∈ I,
〈Indx(Ti)δ[v,v,x], δ[v,v,x]〉 = 〈δ[γi,εi,σεix], δ[v,v,x]〉 = 1
if and only if (γi, εi, σ
εix) ∼ (v, v, x) (where the equivalence relation ∼ is defined in [28, Definition 4.14]),
and equals 0 otherwise. The value 1 occurs if and only if there are µi, νi, zi such that σ
εix = µizi, x = νizi,
γiµi = νi, and εiµi = νi. In this case γiµi = εiµi ∈ x. Let I0 = {i ∈ I : Indx(Ti)δ[v,v,x] = δ[v,v,x]}. (Thus
〈Indx(Ti)δ[v,v,x], δ[v,v,x]〉 =
{
1, if i ∈ I0
0, if i 6∈ I0.)
For i 6∈ I0 let µi = s(εi). Then εiµi ∈ x for all i ∈ I. Choose η ∈
(∨
{εiµi, νij : i ∈ I, 1 ≤ j ≤ ki}
)
∩ x. For
i ∈ I0,
〈πℓ(Ti)eη, eη〉 = 〈πℓ(tγit
∗
εi
)eεiµiσεiµiη, eεiµiσεiµiη〉 = 1.
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If i ∈ I \ I0,
〈πℓ(Ti)eη, eη〉 = 〈πℓ(tγit
∗
εi
)eεiσεiη, eεiσεiη〉 = 〈eγiσεiη, eεiσεiη〉 = 0,
since γiσ
εiη = εiσ
εiη would imply i ∈ I0. Finally, if i ∈ J , either εi 6∈ x or νij 6∈ x for some j. Then
either η 6∈ εiΛ or η 6∈ νijΛ. In both cases, πℓ(Ti)eη = 0. Thus 〈Indx(Ti)δ[v,v,x], δ[v,v,x]〉 = 〈πℓ(Ti)eη, eη〉 for
1 ≤ i ≤ n. It now follows from [8, Theorem 3.4.4] that λ  πℓ. 
Theorem 11.6. Suppose that G2 is Hausdorff. Then λ  πℓ.
Proof. Let x ∈ Λ∗. (We will view x both as a point in G
(0)
2 and as an ultrafilter in the ring of sets A.) It
suffices to prove that Indx  πℓ. Let v = r(x). We first establish the following claim: if θ ∈ Zv is such
that [θ, x] 6= [id, x] and Φθ(x) = x, then there is E ∈ x such that ϕθ(α) 6= α for all α ∈ E. For this, let θ
be as in the claim. Since G2 is Hausdorff there are disjoint neighborhoods, [θ, F
′] and [id, F ′′] of [θ, x] and
[id, x]. Then F ′, F ′′ ∈ x. Put E = F ′ ∩ F ′′ ∈ x. For α ∈ E consider the fixed ultrafilter at α: U{α}. Then
E ∈ U{α}. Therefore [θ,U{α}] ∈ [θ, E] and [id,U{α}] ∈ [id, E]. Since these are disjoint sets, it follows that
[θ,U{α}] 6= [id,U{α}]. Therefore ϕθ 6= id in any neighborhood of U{α}, that is, on any A ∈ A such that α ∈ A.
Then for any A ⊆ αΛ with α ∈ A there exists β ∈ A such that ϕθ(β) 6= β. This implies that ϕθ(α) 6= α,
since ϕθ(α) = α implies ϕθ(β) = β for all β ∈ αΛ. This proves the claim.
Now let θ1, . . ., θn ∈ Zv. We will find η ∈ vΛ such that 〈Indx(tθi)δ[v,v,x], δ[v,v,x]〉 = 〈πℓ(tθi)eη, eη〉 for
1 ≤ i ≤ n. We partition {1, . . . , n} as follows:
I = {i : [θi, x] = [id, x]}
J0 = {i : A(θi) 6∈ x}
J1 = {i : A(θi) ∈ x and Φθi(x) 6= x}
J2 = {i : A(θi) ∈ x, Φθi(x) = x, and [θi, x] 6= [id, x]}.
For i ∈ I choose Ei ∈ x such that ϕθi |Ei = id|Ei . For i ∈ J0 choose Ei ∈ x such that A(θi) ∩ Ei = ∅. For
i ∈ J1 there is Ei ∈ x such that Φθi(Êi) ∩ Êi = ∅. For α ∈ Ei we have U{α} ∈ Êi, so Φθi(U{α}) 6∈ Êi. But
Φθi(U{α}) = U{ϕθi (α)}, so ϕθi(α) 6∈ Ei. Thus ϕθi(α) 6= α for all α ∈ Ei. Finally, for i ∈ J2, the previous
claim implies that there is Ei ∈ x such that ϕθi(α) 6= α for all α ∈ Ei. Since x is an ultrafilter, the set
E := ∩1≤i≤nEi ∈ x. Choose η ∈ E. For i ∈ I we have πℓ(tθi)eη = eη, for i ∈ J0 we have πℓ(tθi)eη = 0, and
for i ∈ J1 ∪ J2 we have πℓ(tθi)eη ⊥ eη. Therefore for all 1 ≤ i ≤ n we have
〈πℓ(tθi)eη, eη〉 =
{
1, if i ∈ I
0, if i 6∈ I
= 〈Indx(tθi)δ[v,v,x], δ[v,v,x]〉.
It now follows from [8, Theorem 3.4.4] that Indx  πℓ. Since x ∈ Λ∗ was arbitrary, we have that λ  πℓ. 
Corollary 11.7. If Λ is finitely aligned, or a subcategory of a groupoid, then the canonical map Tr → Tℓ is
an isomorphism.
Proof. This follows from Proposition 11.5 and Theorem 7.2. 
We next present examples where λ is not weakly contained in πℓ. We first give a sufficient condition for
this to occur.
Lemma 11.8. Suppose that v ∈ Λ0, A, B ∈ D
(0)
v , and θ1, θ2, θ3 ∈ Zv have the following properties:
(i) B ⊆ A.
(ii) B is not a finite union of proper subsets from D
(0)
v .
(iii) A = A(θk) = A(θk) for k = 1, 2, 3.
(iv) For each α ∈ A at most one k ∈ {1, 2, 3} satisfies ϕθk(α) 6= α.
(v) For each k ∈ {1, 2, 3}, the set {α ∈ A : ϕθk(α) 6= α} is infinite.
(vi) ϕθ3 |B = id|B.
(vii) ϕθ1 |A\B = ϕθ2 |A\B = id|A\B.
(viii) The orbits of ϕθ1 are of bounded odd length.
Then there is c > 0 such that for every ξ ∈ ℓ2(Λ), |〈πℓ(tθ1)ξ, ξ〉|+|〈πℓ(tθ2)ξ, ξ〉|+1−Re〈πℓ(tθ3)ξ, ξ〉 ≥ c‖ξ‖
2.
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Remark 11.9. It follows from the second condition in the statement of Lemma 11.8, and from Definition
6.3, that {E ∈ D
(0)
v : B ⊆ E} defines a point of Λ∗ = G
(0)
2 . This point will be crucial to our use of Lemma
11.8 to construct examples.
We have a preparatory lemma.
Lemma 11.10. Let p > 1 be an odd integer, and let S ∈ B(ℓ2(Z/pZ)) be the shift: Sei = ei+1 for i ∈ Z/pZ.
Then for all ξ ∈ ℓ2(Z/pZ) we have Re〈Sξ, ξ〉 ≥ −(cos π
p
)‖ξ‖2.
Proof. S is a normal operator with spectrum equal to the set of pth roots of unity. Since p is odd, the
minimum of the spectrum of ReS is cos 2π(p−12 )/p = − cos
π
p
. The lemma follows from this observation. 
Proof. (of Lemma 11.8) Let {γi : i ∈ I} ⊆ B denote generators of the distinct nontrivial orbits of ϕθ1 . Let
pi > 1 be the length of the orbit of γi. Let p = max{pi : i ∈ I}, and let C = B \
⋃
i∈I{ϕ
j
θi
(γi) : 0 ≤ j < pi}.
Let ξ ∈ ℓ2(Λ). Then ξ =
∑
i∈I ξi + η + µ+ ν, where ξi ∈ span{eϕj
θ1
(γi)
: 0 ≤ j < pi}, η ∈ span{eα : α ∈ C},
µ ∈ span{eα : α ∈ A \B}, and ν = ξ −
∑
i∈I ξi − η − µ ∈ span{eα : α 6∈ A}. Let ζ =
∑
i∈I ξi. Now we have
Re〈πℓ(tθ1)ξi, ξi〉 ≥ −(cos
π
pi
)‖ξi‖
2, by Lemma 11.10,
≥ −(cos π
p
)‖ξi‖
2
〈πℓ(tθk)ξi, ξi〉 = ‖ξ‖
2, k = 2, 3
Re〈πℓ(tθ2)η, η〉 ≥ −‖η‖
2
〈πℓ(tθk)η, η〉 = ‖η‖
2, k = 1, 3
Re〈πℓ(tθ3)µ, µ〉 ≤ ‖µ‖
2
〈πℓ(tθk)µ, µ〉 = ‖µ‖
2, k = 1, 2
〈πℓ(tθk)ν, ν〉 = 0, k = 1, 2, 3.
Note that for ε1, ε2 distinct among {ξi : i ∈ I} ∪ {η, µ, ν}, and for any k = 1, 2, 3, we have 〈tθkε1, ε2〉 = 0.
We then have
|〈πℓ(tθ1)ξ, ξ〉| ≥ Re〈πℓ(tθ1)ξ, ξ〉
≥ −(cos π
p
)‖ζ‖2 + ‖η‖2 + ‖µ‖2
|〈πℓ(tθ2)ξ, ξ〉| ≥ Re〈πℓ(tθ2)ξ, ξ〉
≥ ‖ζ‖2 − ‖η‖2 + ‖µ‖2
1− Re〈πℓ(tθ3)ξ, ξ〉 ≥ 1− (‖ζ‖
2 + ‖η‖2 + ‖µ‖2)
= ‖ν‖2.
If ‖ζ‖2 ≤ 12 , we have
|〈πℓ(tθ1)ξ, ξ〉|+ |〈πℓ(tθ2)ξ, ξ〉|+ 1− Re〈πℓ(tθ3)ξ, ξ〉 ≥ |〈πℓ(tθ1)ξ, ξ〉|+ 1− Re〈πℓ(tθ3)ξ, ξ〉
≥ −(cos π
p
)‖ζ‖2 + 1− ‖ζ‖2
≥ 12 (1− cos
π
p
).
If ‖ζ‖2 ≥ 12 , we have
|〈πℓ(tθ1)ξ, ξ〉|+ |〈πℓ(tθ2)ξ, ξ〉|+ 1− Re〈πℓ(tθ3)ξ, ξ〉 ≥ (1− cos
π
p
)‖ζ‖2 + 2‖µ‖2 + ‖ν‖2 ≥ 12 (1− cos
π
p
).
Therefore the statement of the lemma holds with c = 12 (1− cos
π
p
). 
Proposition 11.11. Let v ∈ Λ0, A, B ∈ D
(0)
v , and θ1, θ2, θ3 ∈ Zv satisfy the conditions of Lemma 11.8.
Then λ 6 πℓ.
Proof. Let x ∈ vΛ∗ be as in Remark 11.9. It follows from the conditions in Lemma 11.8 that 〈Indx(tθk)δ[v,v,x], δ[v,v,x]〉 =
0 for k = 1 and 2, and equals 1 for k = 3. By Lemma 11.8, the state 〈Indx(·)δ[v,v,x], δ[v,v,x]〉 is not the weak
∗-
limit of states which are sums of positive forms associated with πℓ. By [8, Theorem 3.4.4] Indx 6 πℓ, and
hence λ 6 πℓ. 
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Example 11.12. Let p > 1 be an odd integer. Let Λ be the LCSC given by the following diagram with
identifications. Here i ∈ Z, j ∈ Z/pZ, k = 0, 1, 2, 3, 4.
uk zij
v
w
αk
βk
γij
δij
The identifications are as follows:
α0γij = β0δij , i ∈ Z, j ∈ Z/pZ
α1γij =
{
β1δi,j+1, if i ≡ 1 (mod 3), j ∈ Z/pZ
β1δij , if i 6≡ 1 (mod 3), j ∈ Z/pZ
α2γij =
{
β2δi,j+1, if i ≡ 2 (mod 3), j ∈ Z/pZ
β2δij , if i 6≡ 2 (mod 3), j ∈ Z/pZ
α3γij =
{
β3δi+3,j , if i ≡ 0 (mod 3), j ∈ Z/pZ
β3δij , if i 6≡ 0 (mod 3), j ∈ Z/pZ
α4γij = β4δij , if i 6≡ 0 (mod 3), j ∈ Z/pZ.
Let
A = A(β0, α0) = {γij : i ∈ Z, j ∈ Z/pZ}
B = A(β4, α4) = {γij : i ∈ Z, i 6≡ 0 (mod 3), j ∈ Z/pZ}
θk = (αk, βk, β0, α0), k = 1, 2, 3.
Note that D
(0)
v = {vΛ, A, B} ∪
{
{γij} : i ∈ Z, j ∈ Z/pZ
}
. It is straightforward to verify the hypothesis of
Lemma 11.8.
Remark 11.13. It is not difficult to see that for the LCSC Λ of Example 11.12, the algebra T (Λ) is type
I. We show that T (Λ) is built of copies of Mp(C), K, and C(T).
We first consider the situation at the vertex v. Here is a list of the elements of D
(0)
v :
{γij} = A(γij , γij)
A := A(β0, α0) = {γij : i ∈ Z, j ∈ Z/pZ}
B := A(β4, α4) = {γij : i ∈ Z, i 6≡ 0 (mod 3), j ∈ Z/pZ}
vΛ = A(v, v).
Next we describe the crucial zigzags:
ζk := (α0, β0, βk, αk), k = 1, 2, 3
A(ζk) = A, for k = 1, 2, 3
ϕζk(γij) =

γi,j+1, if i ≡ 1 (mod 3) and k = 1, or i ≡ 2 (mod 3) and k = 2
γi+3,j , if i ≡ 0 (mod 3) and k = 3
γij , otherwise
ζijk := (α0, β0, βk, αkγij , γij , v), k = 1, 2, 3, i ∈ Z, j ∈ Z/pZ
A(ζijk) = {γij}
ϕζijk (γij) = ϕζk(γij).
(The fact that no other zigzags in vZv are needed follows from Lemma 9.2(iv).) Now we list the elements
of Xv:
Cij := {E ∈ D
(0)
v : γij ∈ E} = {{γij}, B,A, vΛ}
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CB := {B,A, vΛ}
CA := {A, vΛ}
Cv := {vΛ}.
We note that
{Cij : i ≡ k (mod 3)} =
{
{Cij : i ≡ k (mod 3)} ∪ {CB}, if k = 1 or 2
{Cij : i ≡ 0 (mod 3)} ∪ {CA}, if k = 0,
since Â \B is a neighborhood of Cij for i ≡ 0 (mod 3), but not of Cij for i 6≡ 0 (mod 3). We note also that
Cv is an isolated point since {̂v} = v̂Λ \A is a neighborhood of Cv.
Now we consider the restriction of G(Λ) to Xv. Xv is not a transversal, but it is nearly one: G \GXvG =
{Cuk : k = 0, 1, 2, 3, 4}, where Cuk = {E ∈ D
(0)
uk : uk ∈ E} ∈ Xuk . It is easy to see that Cuk is an isolated
point of G(0), and also that it only contributes summands isomorphic to C to T (Λ). We have that G|Xv
and GXvG are equivalent in the sense of [19], so we need only consider G|Xv . Let Q = G|Xv. We will
describe the regular representations of Q. First we note that if i ≡ 1 (mod 3) then r([ζℓij1 , Cij ]) = Ci,j+ℓ for
ℓ ∈ Z/pZ, and similarly if i ≡ 2 (mod 3) then r([ζℓij2 , Cij ]) = Ci,j+ℓ for ℓ ∈ Z/pZ. If i ≡ 0 (mod 3) then
r([ζℓij3 , Cij ] = Ci+3ℓ,j for ℓ ∈ Z. (On the other hand, if i 6≡ 1 (mod 3), e.g., then [ζ
ℓ
ij1, Cij ] = [id, Cij ], by
Lemma 9.2(iv).)
Next we describe the regular representations of Q induced from points of Xv. If i ≡ k (mod 3), for k =
1, 2, 3,
HIndCij =
{
ℓ2{[ζℓijk, Cij ] : ℓ ∈ Z/pZ}, if k = 1 or 2
ℓ2{[ζℓijk, Cij ] : ℓ ∈ Z}, if k = 3.
Then IndCij(tζ)e[ζℓ
ijk
,Cij ] = e[ζζℓijk,Cij ] for ζ ∈ vZv. Now, for i ≡ i
′ ≡ k (mod 3), with k = 1, 2, 3, define
W : HIndCij → HIndCij by We[ζℓ
ijk
,Cij] = e[ζℓi′j′k,Ci′j′ ]
. It is easy to check that W IndCij W
∗ = IndCi′j′ and
hence that IndCij and IndCi′j′ are unitarily equivalent. Then it is also easy to check that
IndCij(T (Λ)) ∼=
{
MP (C), if i 6≡ 0 (mod 3)
C∗(U) +K, if i ≡ 0 (mod 3),
where U ∈ B(ℓ2Z) is the bilateral shift.
It now follows that T (Λ) is a type I C∗-algebra, and hence is nuclear. Then the groupoid G2(Λ) is
amenable, and T (Λ) = Tr(Λ), by [1, Corollary 6.2.14]. However T (Λ) 6= Tℓ(Λ) by Proposition 11.11, so
that this example is not amenable in the sense of Nica — the universal C∗-algebra is not isomorphic to the
C∗-algebra generated by the regular representation of Λ.
Example 11.14. Let Λ be the LCSC from Example 11.12. Define Λ′ to be the LCSC obtained by identifying
the vertices of Λ, as in Definition 4.1. The hypotheses of Lemma 11.8 are verified exactly as in Example
11.12. We observe that Λ′ is a cancellative monoid, though not embeddable in a group.
12. The Wiener-Hopf algebra
Let Y be a groupoid, and let Λ ⊆ Y be a subcategory such that Y 0 ⊆ Λ. Define J : ℓ2(Λ) → ℓ2(Y ) to
be the inclusion. We let L : Y → B(ℓ2(Y )) denote the left regular representation of Y : Lt1et2 = et1t2 if
s(t1) = r(t2), and equals 0 otherwise. For t ∈ Y we let Wt = J∗LtJ ∈ B(ℓ2(Λ)). We note that for t ∈ Y
and α ∈ Λ,
Wteα =
{
etα, if s(t) = r(α) and tα ∈ Λ
0, otherwise.
It follows that Wt 6= 0 if and only if t ∈ ΛΛ−1. By Lemma 11.1, α ∈ Λ 7→ Wα ∈ B(ℓ2(Λ)) is the
regular representation πℓ. In this section we will write Wζ instead of Tζ as in Lemma 11.1. Thus if ζ =
(α1, β1, . . . , αn, βn) ∈ Z, then Wζ = W ∗α1Wβ1 · · ·W
∗
αn
Wβn . We note that if we let t = α
−1
1 β1 · · ·α
−1
n βn ∈ Y
then ϕζ = t|A(ζ).
The algebra W = C∗({Wt : t ∈ Y }) is called the Wiener-Hopf algebra of Λ. When (Y,Λ) = (Rn, P )
for suitable cones P , one studies the algebra generated by operators Wf for f ∈ L1(Rn); this situation was
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studied in [18]. Building on this work, Nica ([20]) initiated the study of the case of a countable ordered
group (such that Λ ∩ Λ−1 = {e}). Let W0 be the subalgebra of W generated by {Wα : α ∈ Λ}. Nica
called (Y,Λ) quasi-lattice ordered if it is singly aligned in the following sense: for any finite subset F ⊆ Y ,
if
⋂
t∈F∪{e} tΛ 6= ∅, then there is α ∈ Λ such that
⋂
t∈F∪{e} tΛ = αΛ. Nica proved that W = W0 for
quasi-lattice ordered groups ([20, 2.4]). In [28, Lemma 8.9] it was shown that if Λ itself is finitely aligned,
then W = W0 if and only if (Y,Λ) is finitely aligned. The following is a generalization of this result. (We
remark that even though [28, Lemma 8.9] was stated for the special case described above where (Y,Λ) is an
ordered group, the statement and proof still hold when Y is a discrete groupoid and Λ is a subcategory of
Y containing Y 0, without the restriction that Λ not contain inverses.) As above, if Λ is a subcategory of a
groupoid Y we let W0 = C∗({Wα : α ∈ Λ}).
Proposition 12.1. Let Y be a groupoid, and let Λ ⊆ Y be a subcategory such that Y 0 ⊆ Λ. For t ∈ Y ,
Wt ∈ W0 if and only if there is a finite set F ⊆ ZΛ such that
(i) for all ζ ∈ F , ϕζ = t|A(ζ),
(ii) Λ ∩ t−1Λ =
⋃
ζ∈F A(ζ).
Proof. (⇐): It follows from (i) that the operators {Wζ : ζ ∈ F} are coherent, so that
∨
ζ∈F Wζ is defined
(see the remarks preceding [28, Theorem 6.3]). We claim that Wt =
∨
ζ∈F Wζ , from which it follows that
Wt ∈ W0. To prove the claim, let β ∈ Λ. If β ∈ Λ ∩ t−1Λ let α = tβ ∈ Λ. Then Wteβ = eα. Also, by
(ii) there is ζ ∈ F such that β ∈ A(ζ). Then Wζeβ = eϕζ(β) = etβ = eα, so that (
∨
ζ∈F Wζ)eβ = eα. If
β 6∈ Λ∩ t−1Λ, then tβ 6∈ Λ. Then Wteβ = 0. On the other hand, for ζ ∈ F we have β 6∈ A(ζ). For otherwise,
we would have β ∈ A(ζ) and ϕζ(β) ∈ Λ but ϕζ(β) = tβ, a contradiction. Hence Wteβ = 0 = (
∨
ζ∈F Wζ)eβ .
This proves the claim.
(⇒): Let ‖Wt −
∑n
i=1 ciWζi‖ < 1. Let F = {ζi : ϕζi = t|A(ζi)}, and put A =
∑
i∈F ciWζi , B =
∑
i6∈F ciWζi .
For β ∈ Λ, if β ∈ t−1Λ then (Wt − A)eβ ∈ Cetβ and Beβ ⊥ etβ, while if β 6∈ t−1Λ then (Wt − A)eβ = 0.
Hence for all β ∈ Λ,
(∗) (Wt −A)eβ ⊥ Beβ.
Moreover, if β1 6= β2 in Λ then
(∗∗) (Wt −A)eβ1 ⊥ (Wt −A)eβ2 ,
since (Wt −A)eβ ∈ Cetβ if tβ ∈ Λ, and equals 0 otherwise. We have
‖(Wt −A)eβ‖
2 ≤ ‖(Wt −A)eβ‖
2 + ‖Beβ‖
2
= ‖(Wt −A−B)eβ‖
2, by (∗),
≤ ‖Wt −A− B‖
2.
For ξ ∈ ℓ2(Λ),
‖(Wt −A)ξ‖
2 = ‖
∑
β∈Λ
〈ξ, eβ〉(Wt −A)eβ‖
2
=
∑
β∈Λ
|〈ξ, eβ〉|
2‖(Wt −A)eβ‖
2, by (∗∗),
≤ ‖Wt −A− B‖
2‖ξ‖2.
Hence ‖Wt−A‖ ≤ ‖Wt−A−B‖ < 1. Thus we may assume that B = 0. Let β ∈ Λ∩ t−1Λ. Put α = tβ ∈ Λ.
Then
‖
∑
i
ciWζieβ‖ = ‖Wteβ − (Wt −
∑
i
ciWζi )eβ‖ = ‖eα − (Wt −
∑
i
ciWζi)eβ‖ ≥ 1− ‖Wt −
∑
i
ciWζi‖ > 0.
Then there is i such that Wζieβ 6= 0, and hence β ∈ A(ζi). Therefore Λ ∩ t
−1Λ =
⋃
iA(ζi). 
Proposition 12.2. Let Λ be a subcategory of a groupoid Y , and let t ∈ ΛΛ−1. Suppose that t ∈ Λ−1Λ.
Then Wt ∈ W0.
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Proof. Write t = γ−1δ with γ, δ ∈ Λ. Then Λ ∩ t−1Λ = Λ ∩ δ−1γΛ = δ−1(δΛ ∩ γΛ). Let ζ = (γ, δ) ∈ ZΛ.
Then ϕζ = t|A(ζ), and A(ζ) = σ
δ(γΛ ∩ δΛ) = Λ ∩ t−1Λ. Then Wt ∈ W0 by Proposition 12.1. 
Corollary 12.3. If Y is abelian then W =W0.
We recall that a monoid Λ is right reversible if for all α, β ∈ Λ, Λα∩Λβ 6= ∅. We may extend this in the
obvious way to small categories.
Definition 12.4. The small category Λ is right reversible if for all α, β ∈ Λ with s(α) = s(β) we have
Λα ∩ Λβ 6= ∅.
Lemma 12.5. Let Λ be a subcategory of a groupoid. Then Λ is right reversible if and only if ΛΛ−1 ⊆ Λ−1Λ.
Proof. First suppose that Λ is right reversible. Let t ∈ ΛΛ−1. Then t = αβ−1 for some α, β ∈ Λ. Then
s(α) = s(β), so there exist γ, δ ∈ Λ such that γα = δβ, and hence t = αβ−1 = γ−1δ ∈ Λ−1Λ.
Now suppose that Λ−1Λ ⊆ Λ−1Λ. Let α, β ∈ Λ with s(α) = s(β). Then t = αβ−1 ∈ ΛΛ−1, so there are
γ, δ ∈ Λ with t = γ−1δ. Then γα = δβ ∈ Λα ∩ Λβ. 
Ore’s theorem for semigroups states that a right reversible cancellative semigroup embeds into a group of
fractions. The same theorem holds for small categories; we give a precise statement and proof in Theorem
13.8. We give a consequence of this result here.
Corollary 12.6. If Λ is a right cancellative right reversible LCSC then W =W0.
Let Y be a groupoid and Λ ⊆ Y a subcategory with Y 0 ⊆ Λ0. As mentioned above, W =W0 if (Y,Λ) is
finitely aligned, while W 6= W0 if Λ is finitely aligned but (Y,Λ) is not. If Λ is not finitely aligned then W
and W0 are sometimes equal and sometimes not.
Example 12.7. Here we give an example of a nonfinitely aligned submonoid of a free group, for whichW =
W0. Let Y = 〈α, β, γ1, γ2, . . . | 〉, and let Λ be the submonoid generated by {α, β, γ1, γ2, . . . , β
−1αγ1, β
−1αγ2, . . .}.
We claim that Λ is not finitely aligned (and hence (Y,Λ) is not a finitely aligned ordered group), and that
W =W0.
To see this, first let Λ0 be the nonfinitely aligned 2-graph
y
u
v
xα
β γi
δi
where i = 1, 2, . . ., and αγi = βδi. Then let Λ be the monoid obtained by identifying all of the vertices
of Λ0, as in Definition 4.1 (and in Λ we see that δi = β
−1αγi). By Corollary 4.7, Λ is not finitely aligned.
If t = µν−1 ∈ ΛΛ−1, let µ = (µ1, . . . , µm) and ν = (ν1, . . . , νn) in normal form (as in Lemma 4.3). We
may as well assume that µmν
−1
n involves no cancellations. It follows from Proposition 4.6 that µ is the least
upper bound of t and e, in that if θ ∈ tΛ ∩ Λ then θ ∈ µΛ. Therefore if 〈Wteξ, eη〉 6= 0 for some ξ, η ∈ Λ,
then tξ = η ∈ tΛ ∩ Λ, and hence η = µη′ for some η′ ∈ Λ. Then ξ = t−1µη′ = (µν−1)−1µη′ = νη′. Then
〈Wteξ, eη〉 = 〈WµW ∗ν eξ, eη〉. It follows that Wt =WµW
∗
ν ∈ W0.
Example 12.8. We give an example with Λ not finitely aligned such that W 6=W0. Let (Yi,Λi) be groups
with submonoids for i = 1, 2. Suppose that both (Yi,Λi) are not finitely aligned, that Λ1 is finitely aligned,
and that Λ2 is not finitely aligned. Put Y = Y1 ∗ Y2 and Λ = Λ1 ∗ Λ2 (so Λ is the amalgamation of Λ1 and
Λ2 as in Definition 4.1). By Corollary 4.7, Λ is not finitely aligned. We will show that W(Y,Λ) 6=W0(Y,Λ).
By [28, Lemma 8.9] there is t ∈ Y1 such that W
(1)
t 6∈ W0(Y1,Λ1) (we use the superscript
(1) to indicate that
this is the Wiener-Hopf operator for t for the ordered group (Y1,Λ1)). We claim that Wt 6∈ W0(Y,Λ). For
suppose otherwise. By Proposition 12.1 there is a finite set F ⊆ ZΛ such that ϕζ = t|A(ζ) for all ζ ∈ F , and
such that Λ∩ t−1Λ = ∪ζ∈FA(ζ). Consider ζ ∈ F : ζ = (αp, βp, . . . , α1, β1) with αi, βi ∈ Λ for all i. Note that
ζ = (αp, βp) · · · (α1, β1). We may assume that αi and βi are not comparable (since, e.g., ϕ(γ,γδ) = ϕ(r(δ),δ)).
Let us consider one pair, say (αi, βi). Write αi = [αi1, . . . , αimi ] and βi = [βi1, . . . , βini ] in normal form, as in
Lemma 4.3. Since ϕζ 6= ∅ we must have αi⋓βi . Since αi and βi are not comparable, Proposition 4.6 implies
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that mi = ni, αij = βij for j < mi, there is ki ∈ {1, 2} such that αimi , βimi ∈ Λki , and αimi ⋓ βimi but are
not comparable (in Λki). But then ϕ(αi,βi) = ϕ(αimi ,βimi ). It follows that t = α
−1
pmp
βpmp · · ·α
−1
1m1
β1m1 . Since
t ∈ Y1 we must have k1 = · · · = kp = 1. Then ϕζ = ϕζ′ , where ζ′ = (αpmp , βpmp , . . . , α1m1 , β1m1) ∈ ZΛ1 .
Now Proposition 12.1 implies that W
(1)
t ∈ W0(Y1,Λ1), a contradiction.
13. Ore’s theorem for LCSC’s
Recall the term right reversible for LCSC’s from Definition 12.4. Ore’s theorem for semigroups states that
a right reversible cancellative semigroup embeds in a group of fractions, and that this embedding is universal
([4, Theorem 1.23]). The analogous result for small categories has essentially the same proof. We provide
one here.
Let Λ be a right cancellative, right reversible LCSC. Let S = {(α, β) ∈ Λ2 : r(α) = r(β)}. We think of
(α, β) as representing “α−1β”. To make this rigorous, we define an equivalence relation ∼ on S as follows:
(α, β) ∼ (γ, δ) if there are x, y ∈ Λ such that xα = yγ and xβ = yδ. (Note that (α, β) ∼ (γ, δ) implies that
s(α) = s(γ) and s(β) = s(δ).) It is immediate that ∼ is reflexive and symmetric. We prove transitivity.
Let (α, β) ∼ (γ, δ) and (γ, δ) ∼ (ζ, η). There are x, y, z, w such that xα = yγ and xβ = yδ, and such that
zγ = wζ and zδ = wη. Note that s(y) = r(γ) = s(z). Then by right reversibility there are u, v such that
uy = vz. Now we have uxα = uyγ = vzγ = vwζ and uxβ = uyδ = vzδ = vwη. Therefore (α, β) ∼ (ζ, η).
We will define the structure of a groupoid on S/ ∼. The multiplication on equivalence classes must be
defined in terms of representatives, so we give a preliminary version in that context.
Definition 13.1. Let (α, β), (γ, δ) ∈ S with s(β) = s(γ). By right reversibility there are x, y ∈ Λ such that
xβ = yγ. We write
(α, β) ×
x·β=y·γ
(γ, δ) = (xα, yδ).
(The idea, of course, is that in terms of fractions we are performing the product:
(α−1β)(γ−1δ) = (xα)−1(xβ)(yγ)−1(yδ) = (xα)−1(yδ).)
Lemma 13.2. Let (α, β), (γ, δ) ∈ S with s(β) = s(γ). Choose x, y ∈ Λ such that xβ = yγ. Let µ ∈ Λr(α),
and choose z, w ∈ Λ such that zµβ = wγ. Then (α, β) ×
x·β=y·γ
(γ, δ) ∼ (µα, µβ) ×
z·µβ=w·γ
(γ, δ).
Proof. Note that (α, β) ×
x·β=y·γ
(γ, δ) = (xα, yδ), and (µα, µβ) ×
z·µβ=w·γ
(γ, δ) = (zµα,wδ). By right reversibility
there are ζ, η ∈ Λ such that ζx = ηzµ. Then ζxα = ηzµα, and ζyγ = ζxβ = ηzµβ = ηwγ. By right
cancellation we have ζy = ηw, and hence ζyδ = ηwδ. Therefore (xα, yδ) ∼ (zµα,wδ). 
Lemma 13.3. Let (α, β), (γ, δ) ∈ S with s(β) = s(γ). Let (α, β) ∼ (α′, β′). Choose x, y, x′, y′ such that
xβ = yγ and x′β′ = y′γ. Then (α, β) ×
x·β=y·γ
(γ, δ) ∼ (α′, β′) ×
x′·β′=y′·γ
(γ, δ).
Proof. Let µ, µ′ be such that µα = µ′α′ and µβ = µ′β′. Choose z, w as in Lemma 13.2. Then
(α, β) ×
x·β=y·γ
(γ, δ) = (xα, yδ)
∼ (zµα,wδ), by Lemma 13.2,
= (zµ′α′, wδ)
∼ (x′α′, y′δ), by Lemma 13.2,
= (α′, β′) ×
x′·β′=y′·γ
(γ, δ). 
Lemma 13.4. Let (α, β), (γ, δ) ∈ S with s(β) = s(γ). Let (γ, δ) ∼ (γ′, δ′). Choose x, y, x′, y′ such that
xβ = yγ and x′β = y′γ′. Then (α, β) ×
x·β=y·γ
(γ, δ) ∼ (α, β) ×
x′·β=y′·γ′
(γ′, δ′).
Proof. The proof is analogous to the proof of Lemma 13.3. 
Lemma 13.5. Let (α, β), (γ, δ) ∈ S with s(β) = s(γ). Let (α, β) ∼ (α′, β′) and (γ, δ) ∼ (γ′, δ′). Let x, y,
x′′, y′′ be such that xβ = yγ and x′′β′ = y′′γ′. Then (α, β) ×
x·β=y·γ
(γ, δ) ∼ (α′, β′) ×
x′′·β′=y′′·γ′
(γ′, δ′).
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Proof. Choose x′, y′ such that x′α′ = y′γ. We have
(α, β) ×
x·β=y·γ
(γ, δ) ∼ (α′, β′) ×
x′·β′=y′·γ
(γ, δ), by Lemma 13.3,
∼ (α′, β′) ×
x′′·β′=y′′·γ′
(γ′, δ′), by Lemma 13.4. 
Lemma 13.6. Let (α, β), (α′, β′) ∈ S, and assume that (α, β) ∼ (α′, β′). Then (β, α) ∼ (β′, α′).
Proof. The proof is immediate. 
Definition 13.7. Let Λ be a right cancellative right reversible LCSC. Let G = S/ ∼. We define mul-
tiplication on G as follows. Let G2 = {([α, β], [γ, δ]) ∈ G × G : s(β) = s(γ)}. For ([α, β], [γ, δ]) ∈ G2
define [α, β][γ, δ] = [(α, β) ×
x·β=y·γ
(γ, δ)] for any choice of x, y such that xβ = yγ. We define inversion by
[α, β] = [β, α]. These operations are well defined by Lemmas 13.5 and 13.6.
Theorem 13.8. Let Λ be a right cancellative right reversible LCSC. The operations of Definition 13.7 make
G into a groupoid. The map ι : α ∈ Λ 7→ [r(α), α] ∈ G is an injective homomorphism. Every element of G
can be written in the form ι(α)−1ι(β). If π : Λ → H is a homomorphism of Λ to a groupoid H, there is a
unique homomorphism π˜ : G→ H such that π = π˜ ◦ ι.
Proof. We verify [21, p. 7, conditions (i) and (ii)]. For [21, p. 7, condition (i)], let ([α, β], [γ, δ]), ([γ, δ], [ζ, η]) ∈
G2. It is immediate that ([α, β][γ, δ], [ζ, η]), ([α, β], [γ, δ][ζ, η]) ∈ G2. We show that ([α, β][γ, δ])[ζ, η] =
[α, β]([γ, δ][ζ, η]). Let x, y with xβ = yγ. Let z, w be such that zyδ = wζ. Then
([α, β][γ, δ])[ζ, η] = [(α, β) ×
x·β=y·γ
(γ, δ)][ζ, η] = [xα, yδ][ζ, η] = [(xα, yδ) ×
z·yδ=w·ζ
(ζ, η)] = [zxα,wη].
Since xβ = yγ we also have zxβ = zyγ. Then
[α, β]([γ, δ][ζ, η]) = [α, β][(γ, δ) ×
zy·δ=w·ζ
(ζ, η)] = [α, β][zyγ, wη] = [(α, β) ×
zx·β=r(z)·zyγ
(zyγ, wη)] = [zxα,wη].
For [21, p. 7, condition (ii)], note that ([α, β], [β, α]) ∈ G2 for any [α, β] ∈ G. Moreover, elementary
calculations show that [α, β][β, α] = [α, α] = [s(α), s(α)] = s([β, α]). Now let ([α, β], [γ, δ]) ∈ G2. Then by
condition (i),
[β, α]([α, β][γ, δ]) = ([β, α][α, β])[γ, δ] = [β, β][γ, δ] = s([β, β])[γ, δ] = [γ, δ],
and similarly, ([α, β][γ, δ])[δ, γ] = [α, β].
Define ι : Λ→ G as in the statement. Note that if s(α) = r(β), then
ι(α)ι(β) = [r(α), α][r(β), β] = [(r(α), α) ×
r(α)·α=α·r(β)
(r(β), β)] = [r(α), αβ] = ι(αβ).
Therefore ι is a homomorphism. Suppose that ι(α) = ι(β). Then (r(α), α) ∼ (r(β), β), so there are x, y
such that xr(α) = yr(β) and xα = yβ. But then x = y, and hence α = β. Therefore ι is injective.
Finally, let π : Λ → H be a homomorphism of Λ to a groupoid H . Define a map πS : S → H by
πS(α, β) = π(α)
−1π(β). If (α, β) ∼ (α′, β′), then there are µ, µ′ such that µα = µ′α′ and µβ = µ′β′. Then
πS(α, β) = π(α)
−1π(β) = π(α)−1π(µ)−1π(µ)π(β) = π(µα)−1π(µβ) = π(µ′α′)−1π(µ′β′) = πS(α
′, β′).
Therefore there is a well defined map π˜ : G → H given by π˜([α, β]) = πS(α, β) = π(α)
−1π(β). It follows
from this formula that π˜ is a homomorphism. Moreover
π˜ ◦ ι(α) = π˜([r(α), α]) = πS(r(α), α) = π(r(α))
−1π(α) = r(π(α))−1π(α) = π(α).
Since
π˜([α, β]) = π˜([α, r(α)][r(β), β])π˜([r(α), α]−1 [r(β), β]) = (π˜ ◦ ι(α))−1π˜ ◦ ι(β),
it is clear that π˜ is unique. 
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14. Subcategories
In this section we present some results concerning functoriality of T (Λ) with respect to subcategories. In
the case of graph algebras, this was developed in [27]. For LCSC’s the results are less definitive, but still give
useful decompositions of the algebras. In the case of a subgraph of a directed graph, the (Toeplitz) algebra of
the subgraph is a subalgebra of that of the larger graph. However for more general LCSC’s this is not true.
It is necessary to use the larger LCSC in some way in the construction of the algebra of the subcategory.
There are various ways to do this. We first give a construction that is built directly on the unit space of
the groupoid of the larger LCSC. This has the advantage that the C∗-algebra of the pair is automatically a
subalgebra of the C∗-algebra of the larger LCSC. The disadvantage is that there is not a characterization
by generators and relations using only the categories. Such a characterization can be given, and we do that
afterwards. This is modeled on the treatment for relative categories of paths in [28], but there are subtle
errors in that treatment. These errors become magnified in the context of LCSC’s. In this paper we have
carefully managed these difficulties for the nonrelative case by considering the two groupoids of Section 5.
In fact, if relative LCSC’s are defined in analogy with relative categories of paths as in [28], then nearly all
of the results of this paper apply with only notational changes to relative LCSC’s. We indicate below how
this is done, correcting the errors of [28] in the process.
Constructions for an LCSC with respect to a subcategory
Definition 14.1. Let Λ be an LCSC, and let Λ0 ⊆ Λ be a subcategory. We define XΛ0(Λ) =
⊔
v∈Λ0
0
Xv(Λ).
We set Z(Λ0) ∗XΛ0(Λ) = {(ζ, x) ∈ Z(Λ0)×XΛ0(Λ) : s(ζ) = r(x)}. We restrict ∼1 and ∼2 of Definition 5.5
to Z(Λ0) ∗X
Λ0(Λ) (and continue to use ∼1 and ∼2 to denote the restrictions). Note that for ζ ∈ Z(Λ0) the
partial homeomorphism Φζ of X(Λ) actually has domain Â(ζ) contained in X
Λ0(Λ), and the partial bijection
ϕ has domain A(ζ) contained in Λ00 · Λ · Λ
0
0. For i = 1, 2 we let G
Λ0
i (Λ) = (Z(Λ0) ∗ X
Λ0(Λ))/ ∼i. Then
GΛ0i (Λ) is a clopen subgroupoid of Gi(Λ), with unit space X
Λ0(Λ). We refer to GΛ0i (Λ) as the groupoids of
Λ with respect to the subcategory Λ0.
Theorem 14.2. Let Λ be an LCSC, and let Λ0 ⊆ Λ be a subcategory. The inclusion Cc(G
Λ0
i (Λ)) ⊆ Cc(Gi(Λ))
induces an injective ∗-homomorphism C∗(GΛ0i (Λ))→ C
∗(Gi(Λ)).
Proof. (This theorem is true generally for a clopen subgroupoid of an e´tale groupoid.) Fix i ∈ {1, 2}. Let
G = Gi(Λ) and H = G
Λ0
i (Λ). Then H is a clopen subgroupoid of G. Let α : C
∗(H) → C∗(G) be the
∗-homomorphism defined by the inclusion Cc(H) ⊆ Cc(G). We follow [13, Section 2]. Then G ·H(0) is a free
and proper right H-space. Let HG = (G ·H(0) ∗s G ·H(0))/H (where H acts on the right by the diagonal
action). Then HG is an (ample) e´tale groupoid and G · H(0) is a free and proper left HG-space. There
are Cc(H
G)- and Cc(H)-valued inner products on Cc(G · H(0). Let X be the completion of Cc(G · H(0))
as a C∗(HG)-C∗(G) imprimitivity bimodule. There is a left action of Cc(G) on Cc(G · H
(0)) that extends
to a nondegenerate homomorphism C∗(G) → L(X). We restrict this action to Cc(H) ⊆ Cc(G). Write
Cc(G ·H(0)) = Cc(H)⊕Cc(G ·H(0) \H), an invariant decomposition for the left and right actions of Cc(H).
Completing in X gives X = X0 ⊕ X1, invariant for the left and right actions of C
∗(H). The formulas
in [13] restrict to the usual left and right convolution of Cc(H). Therefore X0 = C
∗(H) is the standard
correspondence over C∗(H). It follows that if L is a faithful representation of C∗(H), and if IndL is the
induced representation of C∗(G), then IndL ◦ α contains L. Therefore IndL ◦ α is injective, and hence α is
injective. 
Definition 14.3. We let T Λ0(Λ) = C∗(GΛ02 (Λ)), the Toeplitz algebra with respect to the subcategory Λ
0.
Corollary 14.4. Let Λ be an LCSC, and let Λ1 ⊆ Λ2 ⊆ · · · ⊆ Λ be subcategories such that Λ = ∪nΛn. Then
C∗(Gi(Λ)) = ∪nC∗(G
Λn
i (Λ)).
Relative LCSC’s
We now turn to relative LCSC’s. The general theory for categories of paths in [28, Sections 2 - 6] was
developed for relative categories of paths in an attempt to build functoriality into the construction. However
there is an error in that paper in the relative case. Namely, the definition of the groupoid uses the equivalence
relation that we denote by ∼1 in this paper, whereas the characterization by generators and relations ([28,
GROUPOIDS AND C∗-ALGEBRAS FOR LEFT CANCELLATIVE SMALL CATEGORIES 29
Theorem 6.1]) uses the relation (4)2 (from Definition 9.1). As we have seen in Proposition 5.11, this doesn’t
matter for categories of paths, since in that case we have ∼1=∼2. (Therefore [28, Theorem 6.1] and its proof
are valid for (nonrelative) categories of paths.) For relative categories of paths this need not be the case.
(Specifically, this error occurs in two places. First, in the claim that ϕζ = idA(ζ) if and only if Φζ = idÂ(ζ)
in [28, Section 6, paragraph 1], the if direction is false in general for relative categories of paths. Second,
in the proof of [28, Theorem 6.1, p. 579 line 5] the assertion that Φζj |Â(ξ) = Φξ for j = 1, 2 implies that
ϕζ1ξξ = ϕζ2ξξ is not valid for relative categories of paths.)
We describe explicitly the error in the proof of [28, Theorem 6.1]. The assertion that a family {Tζ : ζ ∈
Z(Λ0,Λ) ⊆ B(H)} satisfying (1) - (4) of that theorem must define a representation of C∗(G(Λ0,Λ)) is false.
Namely, since [28, Theorem 6.1(4)] is actually (4)2 of this paper, such a family defines a representation
π of C∗(G2(Λ0,Λ)) (by Theorem 9.4) given by π(tζ) = Tζ . Corollary 9.6 (adapted to relative LCSC’s)
implies that there is a surjection C∗(G2(Λ0,Λ)) → C∗(G1(Λ0,Λ)), but π need not factor through this
surjection. For example, suppose that there is ζ ∈ Z(Λ0,Λ) such that ϕζ 6= idA(ζ) but Φζ = idÂ(ζ). Then
πℓ(tζ) 6= πℓ(tζ)∗πℓ(tζ), and hence πℓ is not a representation of Cc(G1(Λ0,Λ)). However {πℓ(tζ)} do satisfy
(1) - (4) of [28, Theorem 6.1] (since (4) does not apply to this particular ζ).
However, our treatment in this paper of the two groupoids G1 and G2 corrects these errors. We now
present the relative theory for LCSC’s. (In the process we will indicate one other minor error in [28].)
Definition 14.5. (cf. [28, Definitions 2.11 and 2.12, Remark 2.13]) Let Λ be an LCSC and Λ0 ⊆ Λ
a subcategory. We refer to the pair (Λ0,Λ) as a relative LCSC. We let Z(Λ0,Λ) = {ζ ∈ ZΛ : ζ =
(α1, β1, . . . , αn, βn) with αi, βi ∈ Λ0}. For v ∈ Λ00 we let D(Λ0,Λ)
(0)
v = {AΛ(ζ) : ζ ∈ Z(Λ0,Λ)v, A(ζ) 6= ∅}
and we let A(Λ0,Λ)v be the ring of sets generated by D(Λ0,Λ)
(0)
v .
We remark that while AΛ(ζ) and ϕζ in Definition 14.5 do not depend on Λ0, the collections D(Λ0,Λ)
(0)
v
and the rings A(Λ0,Λ)v do. All of the definitions and results of sections 5 - 9 of this paper hold for relative
LCSC’s, with the same proofs — except for Propositions 5.11 and 7.5, and the results about finitely aligned
LCSC’s. In particular we explicitly state the relative version of Theorem 9.4.
Theorem 14.6. Let (Λ0,Λ) be a relative LCSC. Let i ∈ {1, 2}. Then C∗(Gi(Λ0,Λ)) is the universal C∗-
algebra generated by a family {Tζ : ζ ∈ Z(Λ0,Λ)} satisfying (1) - (3) and (4)i of Definition 9.1.
Note that A(Λ0,Λ)v ( A(Λ)v, and hence A(Λ0,Λ)v is a unital C∗-subalgebra of A(Λ)v. Therefore
there is a continuous surjection πv : X(Λ)v → X(Λ0,Λ)v. Thus we have a continuous proper surjection
π : X(Λ) ∩ r−1(Λ00)→ X(Λ0,Λ).
We now consider consequences of Theorem 9.4 in the case of a relative LCSC. For ζ ∈ Z(Λ0,Λ) we have
A(Λ0,Λ)(ζ) = AΛ(ζ) and ϕ
(Λ0,Λ)
ζ = ϕ
Λ
ζ . Therefore relations (3) and (4)2 of Definition 9.1 are the same for
(Λ0,Λ) as for Λ. Thus the generators {tζ : ζ ∈ Z(Λ0,Λ)} of C∗(G2(Λ0,Λ)) satisfy the relations defining
C∗(G2(Λ)). We therefore have the following results.
Theorem 14.7. Let (Λ0,Λ) be a relative LCSC. There is a ∗-homomorphism T (Λ0,Λ)→ T (Λ) defined by
mapping generators to (corresponding) generators.
Corollary 14.8. Let Λ be an LCSC, and let Λ1 ⊆ Λ2 ⊆ · · · ⊆ Λ be subcategories such that Λ = ∪nΛn. Then
T (Λ) = lim
→
T (Λn,Λ).
Remark 14.9. It is not in general true that the ∗-homomorphism of Theorem 14.7 is injective, even in the
case that G2(Λ) is amenable. The claim to the contrary of [28, Corollary 6.2] is incorrect.
Remark 14.10. For ζ ∈ Z(Λ0,Λ), Φ
(Λ0,Λ)
ζ is a partial homeomorphism of X(Λ0,Λ), while Φ
Λ
ζ is a partial
homeomorphism of X(Λ). Therefore relation (4)1 of Definition 9.1 is not the same in C
∗(G1(Λ0,Λ)) as in
C∗(G1(Λ)). Thus there is not in general an analog of Theorem 14.7 for C
∗(G1(Λ0,Λ)).
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