Abstract-We propose a trellis-coding scheme for which large free distances and low decoding complexities can be easily achieved. The proposed trellis-coding scheme is a generalization of the trellis-coding scheme proposed by Hellstern. With the proposed trellis-coding scheme, we have the flexibility of controlling the decoding delay.
I. INTRODUCTION

M
ULTILEVEL coding [1] - [5] is a frequently used technique in designing coded modulation systems. Suppose that there are 2 signal points in a signal set. The signal set can be partitioned into an -level structure. In conventional multilevel coding, binary codes are used for encoding the levels. In 1993, Hellstern [6] proposed a trellis coding scheme which is based on the -level structure of the signal set, while only a single binary convolutional code is used for encoding and decoding. At each time unit, message bits are encoded into code bits. Through a multilevel delay processor, a constant time delay is introduced between every two adjacent levels. The output of the multilevel delay processor is a binary -tuple which is then mapped into a signal point of the signal set through a signal mapper. Large free distances can be easily achieved, while only low decoding complexities are needed by using a suboptimum decoding with the sacrifice of decoding delays. In this letter, we propose a generalization of the trellis-coding scheme proposed by [6] . We show that time delays for the multilevel delay processor need not be constant. In this way, the decoding delay can be shortened, and the sacrifice of error performance is sometimes small.
II. THE PROPOSED TRELLIS CODING
Let
be a signal set which consists of signal points. Each signal point can be labeled by where Now, we will construct a trellis code based on which has a coding rate of information bits per signal point, where
The encoding is shown in Fig. 1 is partitioned into cosets of and is used to label the coset [6] , [7] . We define to be the least one of all the possible where and are in an arbitrary coset of is in a coset of labeled by and is in a coset of labeled by Let the delay time constant be if and otherwise (2) where is a constant. Write We have It follows from (1) 
Since is a bounded and monotonically increasing function of therefore, will become a constant value when exceeds a threshold number Note that for the proposed trellis code becomes the Hellstern trellis code [6] .
III. DECODING
The proposed trellis code can be regarded as an Ungerboeck TCM [8] with a large number of memory units if is a signal constellation, or a binary convolutional code with a large number of memory units if is
To decode without resorting to a trellis with a huge number of states, we develop a suboptimum decoding which employs only the trellis for the convolutional code
To use such a suboptimum decoding, we require that the truncation length for the Viterbi decoder be no greater than Here, we set the truncation length to be Let be the received signal sequence, where is the noise-corrupted form of a 
IV. PERFORMANCE ANALYSIS
In Table I , we list several 8PSK TCM and binary convolutional codes which are constructed by using the proposed method. In Table I , represents the number of nearest neighbors for each symbol sequence if the proposed decoding method is used. In Example 1, is a sequence at a squared Euclidean distance (SED) of from Note that in calculating for the suboptimum decoding, both and are possible neighbors labeled with which are at an SED of 0.586 from that is labeled with Hence, we may consider that contains neighbors at an SED of 5.758 from
In this way, we calculate for each code listed in Table I . In Table I , we also show which is the number of information bits associated with the neighbors. The bit-error rate (BER) of the proposed trellis code using the suboptimum decoding can be estimated by BER
where is the one-sided power spectral density of additive white Gaussian noise, is the average energy for each information bit) if and if is a signal constellation. Simulation results shown in Table I are somewhat close to the theoretical estimates. Simulation results for code 1a, 1b, 2a, and 2b for various values of are given in Fig. 3. From Fig. 3 , we see that the BER of code 1b is lower than that of code 1a when BER while code 1b has a shorter decoding delay. Fig. 3 shows that the eight-state code 1b and the 32-state Ungerboeck TCM both achieve a BER of at dB. We may compare code 1b with the 32-state Ungerboeck TCM. The major disadvantage of code 1b is that its decoding delay is longer than that of the 32-state Ungerboeck TCM. In calculating branch metrics, code 1b needs memory for storing and needs 12 operations for calculating squared Euclidean distances, eight additions, and seven comparisons per symbol to calculate the eight possible while the Ungerboeck TCM needs only eight operations for calculating squared Euclidean distances per symbol. In the Viterbi decoding, the number of states is a major factor for decoding complexity [9] . Due to fewer trellis states, one advantage of code 1b is the smaller size of memory used for storing survived paths. Moreover, a high-speed decoder requires many parallel processors, for which the number is proportional to the number of states. Increasing the number of parallel processors not only increases the occupied space, but also increases the difficulty of interconnection in the VLSI chip [9] . Hence, the 8-state code 1b has the advantage of lower decoding complexity as compared to the 32-state Ungerboeck TCM.
In general, the proposed trellis code can achieve low BER by using the suboptimum decoding for a trellis with very few states. Since the number of trellis states is small, low decoding complexity can be achieved.
