We first offer a so-called limit explanation of 2-D 1/f spectra by which a 2-D 1/f signal is regarded as the limit of a family of stationary processes. With such a representation, a new method to generate 2-D 1/f behavior via dyadic wavelets is proposed. A variety of numerical experiments are presented to demonstrate the accuracy of the proposed fractal model.
Introduction
The two-Dimensional (2-D) 1/f signals have been considered for analyzing of natural scenes, such as earth topography, trees, foliage, clouds, and digital medical image, where the "roughness" of the natural-looking textured surface is invariant to scales. Due to the 1/f -type spectrum, these signals are difficult to be described in term of Fourier tools (see [1] and [2] ).
Many researchers have focused their attentions on the representation of 1/f signals and developed a number of useful models, such as the earlier Barnes-Allan process [3] , fractional Brownian motion (fBm) proposed by Mandelbrot and Van Ness [4] , Keshner's model [5] and wavelet models. Among these models, the wavelet-based model may be the most efficient one.
The reason is that the statistically self-similar properties of 1/f signals can be described by the scaling properties of wavelet transforms. Wornell [6] utilized orthogonal wavelet basis expansions to construct a 1-D nearly-1/f process from a set of uncorrelated random variables. Such wavelet basis expansions play the role of Karhunen-Loéve-type expansions for 1/f signals. However, Wornell's model neglects the correlation among the wavelet coefficients of a 1/f signal and hence it sometimes has bigger errors, such as γ > 2. In addition, it is also necessary to develop 1/f models based on nonorthogonal wavelets in some applications, like the segmentation of images.
In this paper, the wavelet-based representation of 2-D 1/f signals is considered. We first define a family of stationary processes via inverse wavelet transform formula, and show that their spectra as a function of two parameters tend to a 2-D 1/f -type spectrum. This allows us to treat a 2-D 1/f process as the limit of a suitable stationary process with parameters. Compared with the Wornell's method, the proposed approach avoids the assumption that the wavelet is orthogonal. We then discuss a discrete-scale implementation of the proposed synthesis method of 2-D 1/f signals.
2-D 1/f signal and wavelet transform
Let f (x, y) for (x, y) ∈ R 2 be a random process. In the sense of second-order statistics, it is said to be statistically self-similar if there exists a real H such that for any real p > 0,
where the parameter H is called a Hurst exponent. The relations (1) and (2) indicate that the second-order statistics of self-similar processes are invariant to dilations and compressions of the waveforms in space. These processes can exhibit great diversity in behavior. Some are stationary. More typically, self-similar processes are nonstationary. f (x, y) is called an isotropic 2-D 1/f process, if it is self-similar, and has a spectrum as follows
for some spectral parameter γ related to H according to γ = 2H + 2, where ω = (ω x , ω y ), ω = ω 2 x + ω 2 y , and σ 2 is a constant. f (x, y) is said to be an anisotropic 2-D 1/f process if σ 2 in (3) varies with the direction θ of the vector (ω x , ω y ) (0 ≤ θ < 2π).
Clearly, in case of γ > 0, S f (ω) is not integrable on R 2 , i.e., the power of a 1/f process is infinite. Hence, 1/f −type spectra, generally, are interpreted in term of fBm models and notions of generalized spectra [1] Let ψ(x, y) be a basic wavelet. Then the continuous wavelet transform
where
, the asterisk '*' denotes conjugation operation, a and b = (b 1 , b 2 ) are continuous dilations and translation parameters respectively, and take values in the range −∞ < a,
The scale a is usually discretized by 2 n , n ∈ Z. In this case,
is called the dyadic wavelet transform (DYWT) of f (x, y).
Representations of 2-D 1/f signals
Let w(a, b 1 , b 2 ) for a ∈ R + and (b 1 , b 2 ) ∈ R 2 be a second-order random process with zero mean, and satisfy the following assumption:
for some real H, where a 1 , a 2 ∈ R + , and δ(.) is the Dirac function. For a given real wavelet ψ ∈ L 2 (R 2 ) and real M > ε > 0, we define a new 2-D process as follows
Self-Similarity and Stationary of f M, (x, y)
By the assumptions (5) and Eq. (6), we have
, it is easy to show that for any real p > 0,
Noting that f pM,p (px, py) is derived from f M, (x, y) by changing scales, hence, Eq. (8) indicates that f M, (x, y) is self-similar. In other words, these processes f pM,p (px, py) corresponding to all spatial scales form a set F that has self-similar structure. 
Synthesis of 2-D 1/f Signals Using Dyadic Wavelets
We in this section consider the case of a = 2 n , n ∈ Z. Assume that w (2 n , b 1 , b 2 ) with zero mean satisfies the following conditions:
where H is a constant, σ 2 and ρ are two positive constants. Clearly, w(2 n , b 1 , b 2 ) is a special case of w(a, b 1 , b 2 ). Under these conditions, we define a new random process as follows
where N is a positive integer, and ψ(x, y) is a real dyadic wavelet, i.e., there exist two positive constants A and B such that A ≤ 
Theorem 2 Let ψ(x, y) be a real dyadic wavelet with
and there exist σ 2
where γ = 2H + 2, and
Proof: See Appendix B.
Numerical Experiments
In this section, we focus our attention on the spectrum error of f N (x, y). The spectral error of f N (x, y) approximating to an anisotropoic 1/f -type spectrum at direction θ is defined as
where ω θ = (||ω|| cos θ, ||ω|| sin θ), and S f (ω) = lim N →∞ S f N (ω). For a given wavelet ψ(x) and the corresponding scaling function φ(x), we define the 2-D basic wavelets as:
and ψ 3 (x, y) = φ(x)ψ(y). In this case, Eq. (13) can be rewritten as
It is clear that S f (ω) is symmetric with respect to ω x and ω y , and has octave-spaced ripple, i.e., ω γ S f (ω) = 2 k ω γ S f (2 k ω) for any integer k. Hence, θ is restricted to [0, π/2] and ||ω|| to [1, 2] in the following discussions.
We compute the spectral errors of f N (x, y) based on Eq. (15). Table 1 shows some experimental results with the second-order Daubechies wavelet (Db2) and Haar wavelet for various values of γ, where σ = 1, ρ = 0.5, N = 20, E wor denotes the spectral errors at θ = 0 • using Wornell's method [6] , and E our using the proposed method. We see that the proposed approach has the better results. On the other hand, we observe that the spectral errors with the Haar wavelet are often smaller than those with Db2. The reason may be that the assumptions (10) and (11) are better to model the correlation structure of Haar wavelet coefficients. We conclude that the correlation structure of w (2 n , b 1 , b 2 ) has the influence on the spectrum of the synthesized signal. 
Conclusions
We have discussed the so-called limit representation of 2-D 1/f signals. A new method to generate 2-D 1/f behavior based on dyadic wavelets is proposed. With such a limit representation, we model the sequence of wavelet coefficients of a 1/f process at each scales as a Markov process, which may be of considerable interest for many signal processing applications, such as estimate of fractal signals in the presence of noise.
Denoting ψ(x, y) is Rth-order regular,ψ(ω) decays at least as fast as 1/ ω R as ω → ∞. Hence there exists a constant C > 0 such that
Applying the change of variables u = a||ω|| to Eq. (16), we can derive Eq. (9).
Appendix B: The proof of Theorem 2
Similar to the discussions in section 3.1, it is easy to show that f N (x, y) is stationary. By Eq. (10), (11) and (12), it follows that
Again, using (11), we haveR
Substituting it into the above equation yields Eq. (13). Set ω = ( ω cos θ, ω sin θ). Noticing that there exist an integer k and a real 1 ≤ r < 2 such that ω = 2 k r for any given ω > 0, hence it follows from Eq. (17) that
Denote the sum on the right side of Eq. (18) by σ 2 N (r, θ). We now show the convergence of σ 2 N (r, θ) as N → ∞. Firstly, there exists a constant C > 0 such that G n (2 n r cos θ, 2 n r sin θ) ≤ 2 nγ C and |ψ(2 n r cos θ, 2 n r sin θ)| 2 ≤ C for n < 0. On the other hand, there exists a positive constant M > 0 such that G n (2 n r cos θ, 2 n r sin θ) ≤ 2 nγ−2n M and |ψ(2 n r cos θ, 2 n r sin θ)| 2 ≤ M 2 −2nR for n ≥ 0 by the regularity of ψ(x, y). Thus for γ > 0 and R > γ/2 − 1, However, this contradicts the assumption that ψ is a dyadic wavelet. The proof of Theorem 2 is completed.
