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Abstract
To reduce human error and prejudice, many high-stakes deci-
sions have been turned over to machine algorithms. However,
recent research suggests that this does not remove discrimi-
nation, and can perpetuate harmful stereotypes. While algo-
rithms have been developed to improve fairness, they typi-
cally face at least one of three shortcomings: they are not in-
terpretable, their prediction quality deteriorates quickly com-
pared to unbiased equivalents, and they are not easily transfer-
able across models. To address these shortcomings, we pro-
pose a geometric method that removes correlations between
data and any number of protected variables. Further, we can
control the strength of debiasing through an adjustable pa-
rameter to address the trade-off between prediction quality
and fairness. The resulting features are interpretable and can
be used with many popular models, such as linear regression,
random forest, and multilayer perceptrons. The resulting pre-
dictions are found to be more accurate and fair compared to
several state-of-the-art fair AI algorithms across a variety of
benchmark datasets. Our work shows that debiasing data is a
simple and effective solution toward improving fairness.
Introduction
Machine learning (ML) models sift through mountains of
data to make decisions on matters big and small: e.g., who
should be shown a product, hired for a job, or given a home
loan. Machine inference can systematize decision processes
to take into account orders of magnitude more information,
produce accurate decisions, and avoid the common pitfalls
of human judgment, such as belief in a just world or selec-
tive attention (Kruglanski and Ajzen 1983). Moreover, un-
like people, machines will never make poor decisions when
tired (Danziger, Levav, and Avnaim-Pesso 2011), pressed for
time or distracted by other matters (Shah, Mullainathan, and
Shafir 2012; Mani et al. 2013).
Recent research suggests, however, that discrimination re-
mains pervasive (Angwin et al. 2016; Chouldechova 2017;
Dressel and Farid 2018; O’Neil 2016): for example, a model
used to evaluate criminal defendants for recidivism assigned
systematically higher risk scores to African Americans than
to Caucasians (Angwin et al. 2016). As a result, reformed
African American defendants, who would never commit an-
other crime, were deemed by the model to present a higher
risk to society—as much as twice as high (Angwin et al.
2016; Dressel and Farid 2018)—as reformed white defen-
dants, with potentially grave consequences on how they
were treated by the justice system.
The emerging field of AI fairness has suggested ways to
mitigate harmful model biases (Dwork et al. 2012; Choulde-
chova 2017; Chouldechova and Roth 2018), e.g., penaliz-
ing unfair inferences (Dwork et al. 2012; Berk et al. 2017),
or creating representations that do not strongly depend on
protected features (Jaiswal et al. 2018; Moyer et al. 2018;
Locatello et al. 2019). These methods, however, fall short
in one or more critical dimensions: interpretability, predic-
tion quality, and generalizability. We define interpretability
as the ability to understand how features affect—or bias—
a model’s predicted outcome. Interpretability is needed to
improve transparency and accountability of AI systems.
While models must sacrifice prediction quality (as mea-
sured by accuracy, mean squared error, or another met-
ric) to improve fairness (Pierson et al. 2017), the trade-
off does not need to be as drastic as what current meth-
ods achieve. Finally, we define generalizability as the ability
to easily apply fairness algorithms across multiple models
and datasets. In contrast, state-of-the-art fairness methods
are specialized to linear regressions or random forests (Za-
far et al. 2017; Kamiran, Calders, and Pechenizkiy 2010;
Berk et al. 2017). Similarly, methods that create fair la-
tent features for neural networks (NN) (Jaiswal et al. 2018;
Moyer et al. 2018) cannot be easily applied to improve fair-
ness in non-NN models. These fair AI algorithms were not
meant to be generalizable because there does not seem to be
adequate meta-algorithms that debias a whole host of ML
models. One might naively expect that we can just create a
single fair model and apply it to all datasets. The problem is
that model performance varies greatly on different datasets.
While NNs are critical for, e.g., image recognition (Cire-
gan, Meier, and Schmidhuber 2012), other methods perform
better for small data (Olson, Wyner, and Berk 2018), espe-
cially when the number of dimensions is high and the sam-
ple size low (Liu, Wei, and amd Qiang Yang 2017). There
is no one-size-fits-all model and there is no one-size-fits-all
model debiasing method. Is there an easier way to create
fairer predictions other than specialized methods for special-
ized ML models? Chen et al. offer some clues to addressing
this fundamental issue in fair AI (Chen, Johansson, and Son-
tag 2018): by addressing data biases, we can potentially im-
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prove fair AI across the spectrum of models, and achieve
fairness without greatly sacrificing prediction quality.
Inspired by these ideas, we describe a geometric method
for debiasing features. Depending on the hyperparameter
we choose, these features are mathematically guaranteed to
be uncorrelated with specified sensitive, or protected, fea-
tures. This method is exceedingly fast and the debiased fea-
tures are highly correlated with the original features (aver-
age Pearson correlations are between 0.993–0.994 across the
three datasets studied in this paper). These debiased features
are as interpretable as the original features when applied to
any model. When applied to linear regression, for example,
the coefficients are the same or similar to the coefficients of
the original features when controlling for protected variables
(see Methods). These debiased features serve as a fair rep-
resentation of data that can be used with a number of NN
and non-NN ML models, such as linear regression, random
forest, support vector machines (SVMs), and multilayer per-
ceptrons (MLPs). While previous methods have created fair
representations (Olfat and Aswani 2018; Samadi et al. 2018;
Jaiswal et al. 2018; Moyer et al. 2018), these methods cre-
ate representations that are either not very interpretable, like
PCA components, or the relationship between these fair rep-
resentations and the original features have not been estab-
lished. We evaluate the proposed approach on several bench-
mark datasets. We show that models using these debiased
features are more accurate for almost any level of fairness
we desire.
In the rest of the paper, we first review recent advances in
fair AI to highlight the novelty of our method. Next, we de-
scribe in the Methods section our methodology to improve
data fairness, and the definitions of fairness we use in the pa-
per. In Results, we describe how our method improves fair-
ness in both synthetic data and empirical benchmark data.
We compare to several competing methods and demonstrate
the advantages of our method. Finally, we summarize our
results and discuss future work in the Conclusion section.
Related Work
Social scientists use linear regression for data analysis due
to its simplicity and interpretability. Interpretability comes
from regression coefficients, which specify how the out-
come, or response, changes when features change by one
unit. However, regression creates unfair outcomes, even
when protected features are excluded from the model, be-
cause other features may be correlated with them.
To make regression models fair, researchers introduced
a loss function to penalize regression for unfair out-
comes (Berk et al. 2017). Similarly, (Zafar et al. 2015)
created fair logistic regression by introducing fairness con-
straints that limit the covariance between protected features
and the outcome. An alternate method achieved fairness by
constraining false positive or false negative rates (Zafar et al.
2016). There are some issues in these works, however. First,
protected features are not included in the logistic model with
fairness constraints. While this improves privacy, it forces
the parameters of logistic models to take certain combina-
tions which will minimize the correlation with the protected
features. This can reduce the accuracy when the constraints
are strict. The issue for the second method is mainly nu-
meric. The algorithm requires an optimization of a convex
loss function on a non-convex parameter space. While these
models are generally interpretable, the approaches do not
transfer to other models.
Researchers have explored a variety of fair data repre-
sentation methods (Jaiswal et al. 2018; Moyer et al. 2018;
Louizos et al. 2015; Xie et al. 2017; Zemel et al. 2013;
Samadi et al. 2018; Olfat and Aswani 2018). Some of
those works use NNs to embed raw features in a lower-
dimensional space, such that the embedding will contain
the information about the outcome variable, but at the same
time, contain little information about the protected feature.
Fair logistic models or fair scoring, on the other hand, can
be regarded as a one dimensional embedding of data, which
makes sure that the predictions, yˆ, are independent of the
protected features. They are mainly used with NNs, which
are accurate but often lack interpretability. Two methods
were instead developed to improve fairness of PCA features
(Samadi et al. 2018; Olfat and Aswani 2018). While they
can be applied to many ML models, they lack interpretabil-
ity compared to the original features.
Johndrow and Lum (2017) proposed an algorithm which
removes sensitive information about protected groups based
on inverse transform sampling. The algorithm transforms in-
dividual features such that the transformed features satisfy
the marginal distribution. Although this method can guaran-
tee that predictions are fair in a probabilistic sense, it has
a critical disadvantage — as the number of protected fea-
tures np increases, the number of protected groups increases
as O(2np). This means that in order to properly estimate
conditional and marginal distribution of features, one needs
exponentially increasing population size. Our method over-
comes these difficulties by using linear algebra as the basis
for learning unbiased representations. This allows our algo-
rithm to only take O(n2p) time to debias data. Moreover, our
method is a white box: it is interpretable and can be fully
scrutinized, unlike a black box method.
Methods
We describe a geometric method for constructing fair inter-
pretable representations. These representations can be used
with a variety of ML methods to create fairer accurate mod-
els of data.
Fair Interpretable Representations
We consider tabular data with n entries and m features. The
features are vectors in the n-dimensional space, denoted as
xi where i = 1, 2, · · · ,m, and one of the columns corre-
sponds to the outcome, or target variable y. Among the fea-
tures, there are also np protected features, pi, i = 1, . . . , np.
As a pre-processing step, all features are centered around the
mean: 〈xi〉 = 0.
We describe a procedure to debias the data so as to create
linearly fair features. We aim to construct a representation
rj of a feature xj , that is uncorrelated with np protected
columns pi, i = 1, . . . np, but highly correlated to feature
xj . We recall that Pearson correlation between the represen-
tation rj and any feature xk is defined as
Corr(rj , xk) = (E[rj · xk]− E[rj ]E[xk])/(σrjσxk),
where E[.] is the expectation, and σrj =
√
E[r2j ]− E[rj ]2
and σxk =
√
E[x2k]− E[xk]2. Because all the features are
centered (and we also assume that rj is centered), E[rj ] =
E[xk] = 0, we have
σrj =
√
E[r2j ] = ‖rj‖/
√
n,
σxk =
√
E[x2k] = ‖xk‖/
√
n
and
E[rj · xk] = rj · xk/n.
Therefore
Corr(rj , pi) = rj · pi/(‖rj‖ · ‖pi‖)
and
Corr(rj , xj) = rj · xj/(‖rj‖ · ‖xj‖).
Zero correlations between rj and np protected columns re-
quires that rj lives in the solution space of rj · pi = 0, i =
1 . . . np. Maximizing correlations between rj and xj under
this constraint is equivalent to projecting xj into the solution
space of rj · pi = 0, i = 1 . . . np.
To calculate rj , we can first create an orthonormal basis
of vectors pi, which we can label as p¯i. We then construct
a projector Pf =
∑np
i=1 p¯ip¯
T
i . The representation r is given
as
rj = xj − Pfxj = (I − Pf )xj . (1)
Using the GramSchmidt process, the orthonormal basis can
be constructed inO(n×n2p) time and for every fair represen-
tation of features, the projection takesO(n×np) time. Given
nf features, the total time of the algorithm isO(n×nf×n2p)
Therefore our method scales linearly with respect to the size
of the data and the number of features. In practice, this is
exceedingly fast. For example, this algorithm only takes less
than 200 milliseconds to run on the Adult dataset described
below, which has 45K rows, 103 unprotected features, and 1
protected feature.
While the previous discussion was on how to create lin-
early fair features, one can make linearly fair outcome vari-
ables, ry through the same process. In prediction tasks, how-
ever, we do not have access to the outcome data. While our
method does not guarantee that every model’s estimate of
the outcome variable, yˆ is fair, we find that it can signifi-
cantly improve the fairness compared to competing meth-
ods. Moreover, in the special case of linear regression, it can
be shown that the resulting estimate, yˆ, is uncorrelated with
the protected variables.
Inevitably, the prediction quality of a model using such
linearly fair features will drop compared to using the origi-
nal features, because the solution is more constrained. To ad-
dress this issue, we introduce a parameter λ ∈ [0, 1], which
indicates the fairness level. We define the parameterized la-
tent variable as
r′j(λ) = rj + λ · (xj − rj). (2)
Here, λ = 0 corresponds to r′j(λ) = rj , which is strictly
orthogonal to the protected features pi; while λ = 1 gives
r′(λ) = xj .
The protected features can be both real valued and car-
dinal. The fair representation method can also handle cate-
gorical protected features by introducing dummy variables.
Specifically, if a variable X has k categories x1, x2, ..., xk,
we can can convert them to k − 1 binary variables where
the ith variable is 1 if the variable is category xi, and oth-
erwise 0. If all variables are 0, then the category is xk. As
a simple example, if a feature X has 3 categories, x1, x2,
and x3, then the dummy variables would be x˜1 and x˜2. If
x˜1 = 1, the category is x1, if x˜2 = 1, then the category
is x2, and otherwise is x3. The condition of fairness in this
case is interpreted as same mean value of the latent variables
in different categorical groups.
Fair Models
Using the procedure described above, we can construct a
fair representation of every feature, and use the fair features
to model the outcome variable. Consider a linear regres-
sion model that includes all features: np protected features
pi, i = 1, · · · , np and nf = m − np non-protected features
features xi, i = 1, . . . , nf .
yˆ = β0 +
nf∑
i=1
βixi +
np∑
i=1
γipi. (3)
After transforming the features to fair features x′i, the fair
regression model reduces to:
yˆ′ = β′0 +
nf∑
i=1
β′iri. (4)
Here, ri corresponds to the fair versions of xi. We can prove
that βi = β′i, i = 1, . . . , nf , but the predicted value yˆ
′ is un-
correlated with protected features pi, i = 1, . . . , np. In gen-
eral linear regression, such as logistic regression, this proof
does not hold, but we numerically find that coefficients are
similar.
We should take a step back at this point. The fair latent
features are close approximations of the original features,
therefore we expect that, and in certain cases can prove, that
the regression coefficients of the fair features should be ap-
proximately the coefficients of the original features. The fair
features can, by this definition, be considered almost as in-
terpretable as the original features.
In addition to regression, fair representations could be
used with other ML models, such as AdaBoost (Freund and
Schapire 1997), NuSVM (Chang and Lin 2011), random for-
est (Breiman 2001), and multilayer perceptrons (Rosenblatt
1961).
Measuring Fairness
While there exists no consensus for measuring fairness,
researchers have proposed a variety of metrics, some fo-
cusing on representations and some on the predicted out-
comes (Verma and Rubin 2018; Hutchinson and Mitchell
2019). We will therefore compare our method to competing
methods using the following metrics: Pearson correlation,
mutual information, discrimination, calibration, balance of
classes, and accuracy of the inferred protected features. Due
to space limitations, we leave mutual information out of our
analysis in this paper, and do not compare calibration and
balance of classes to model accuracy. Results in all cases are
similar.
Fairness of Outcomes One can argue that outcomes are
fair if they do not depend on the protected features. If this
is the case, a malicious adversary won’t be able to guess the
protected features from the model’s predictions. One way
to quantify the dependence is through Pearson correlation
between (real valued or cardinal) predictions and protected
features. For models making binary predictions, fairness can
be measured using the mutual information between predic-
tions and the protected features, given that protected features
are discrete. We find mutual information and Pearson corre-
lations create qualitatively similar findings, despite mutual
information being a non-linear metric, therefore we focus on
Pearson correlations in this paper. Previous work (Zemel et
al. 2013) has also defined a discrimination metric for binary
predictions as below. Consider a protected variable p1, a bi-
nary prediction yˆ of an outcome y. The metric measures the
bias of a binary prediction yˆ with respect to a single binary
protected feature p1 using the difference of positive rates be-
tween the two groups.
yDiscrim =
∣∣∣∣∣
∑
n:p1[n]=0
yˆ[n]∑
n:p1[n]=0
1
−
∑
n:p1[n]=1
yˆ[n]∑
n:p1[n]=1
1
∣∣∣∣∣ (5)
For real valued predictions (yˆ ∈ [0, 1]), Kleinberg, Mul-
lainathan, and Raghavan (2016) suggested a more nuanced
way to measure fairness:
• Calibration within groups: Individuals assigned pre-
dicted probability yˆ ∈ [r0− δ, r0+ δ], (δ > 0 and δ  1)
should have an approximate positive rate of r. This should
hold for both protected groups (p1 = 0 and p1 = 1).
• Balance for the negative class: The mean yˆ of group
p1 = 0, y = 0 and group p1 = 1, y = 0 should be the
same.
• Balance for the positive class: The mean yˆ of group p1 =
0, y = 1 and group p1 = 1, y = 1 should be the same.
In some cases, calibration error is difficult to calculate, as it
depends on how predictions are binned. In these cases, we
can measure calibration error using log-likelihood of the la-
bels given the real valued predictions as a proxy. By def-
inition, logistic regression maximizes the (log-)likelihood
function, assuming the observations are sampled from in-
dependent Bernoulli distributions where P (y[n]|X[n]) =
yˆi[n]. Better log-likelihood implies that the individuals as-
signed probabilities yˆ ∈ [r0 − δ, r0 + δ] are more likely to
have a positive rate r, which is better calibrated according to
Kleinberg, Mullainathan, and Raghavan
Fairness of Representations Several past studies exam-
ined the fairness of representations, arguing that models
using fair representations will also make fair predictions.
Learned representations are considered fair if they do not
reveal any information about the protected features (Jaiswal
et al. 2018; Moyer et al. 2018; Louizos et al. 2015; Xie
et al. 2017; Verma and Rubin 2018). The studies trained a
discriminator to predict protected features from the learned
representations—using accuracy as a measure of fairness.
Following this approach, we treat the predicted probabili-
ties as a one-dimensional representation of data and use the
accuracy of the inferred protected features as a measure of
fairness. However, this method is not effective in situations
where the protected classes are unbalanced. Let us assume
the fair representation is R and the protected feature is p1.
For simplicity, we only consider the case of a single binary
protected feature. The discriminator infers the protected fea-
ture in a Bayesian way, namely,
P (p1 = c|R) = P (R|p1 = c)P (p1 = c)
P (R)
, c = 0|1 (6)
In the case where there is a large difference between P (p1 =
0) and P (p1 = 1), even if there is useful information in the
distribution P (R|p1 = c), the discriminator will not per-
form significantly better than the baseline model, the major-
ity class classifier.
Results
Synthetic Data
We create synthetic biased data using the procedure de-
scribed in (Zafar et al. 2016). We generate data with one
binary protected variable s, one binary outcome y, and two
continuous features, x1 and x2, which are bivariate Gaus-
sian distributed within each value of s. In the Fig. 1, we use
color to represent protected feature values (red, blue) and
outcome using symbol (×, ◦). The first observation is that
there is an imbalance in the joint distribution of the protected
features and the outcome variable. For blue color markers,
there are more blue ◦s than blue ×s. We expect that a lo-
gistic classifier trained on this data will show similar unbal-
anced behavior. To demonstrate our method, we choose two
different fairness levels, λ = {0.0, 1.0}. We first transform
the two features into their corresponding fair representations
and then we train logistic classifiers using these fair repre-
sentations. In Fig. 1, we plot the data using the fair repre-
sentations and we show the classification boundary using a
green dashed line. We can observe that for λ = 0, the blue
markers and red markers are mixed (less discrimination and
bias), but for λ = 1.0 (equivalent to raw data), the blue and
red markers tend to separate from each other. We can esti-
mate this imbalance by comparing the ratio of blue in in-
dividuals predicted as ◦ and the ratio of blue in individuals
predicted as ×. The larger the difference, the more the im-
balance. Quantitatively, for λ = 0.0, there are 62.7% blue
in o-predictions and 52.9% in x-predictions. For λ = 1.0,
those ratios are 76.2% and 36.5%. The accuracy of outcome
predictions are 0.811 and 0.870 for the fair and original fea-
tures, respectively, thus demonstrating that, while increas-
ing fairness does indeed sacrifice in accuracy, the loss can
be relatively small. Overall, the results suggest that biased
data creates biased models, but our method can make fairer
models.
(a) (b)
Figure 1: Fair synthetic data. (a) raw data (λ = 1.0), (b) plot
for fairness level λ = 0.0. The two features in the data are
xf1 and x
f
2 , and the two classes we want to protect are in red
and blue. The two outcome classes are represented as two
symbols: × and ◦.
We demonstrate how our method can achieve fair classi-
fication using synthetic data (see Appendix), and also com-
pare our prediction quality and fairness to other fair AI al-
gorithms using benchmark datasets.
Real-World Data
German dataset has 61 features about 1,000 individuals,
with a binary outcome variable denoting whether an in-
dividual has a good credit score or not. The protected
feature is gender. (https://archive.ics.uci.edu/ml/datasets/
statlog+(german+credit+data))
COMPAS dataset contains data about 6,172 defendants.
The binary outcome variable denotes whether the defendant
will recidivate (commit a crime) within two years. The pro-
tected feature is race (whether the race is African Amer-
ican or not), and there are nine features in total. (https:
//github.com/propublica/compas-analysis)
Adult dataset contains data about 45,222 individuals. The
outcome variable is binary, denoting whether an individual
has more than $50,000. The protected feature is age, and
there are 104 features in total. (https://archive.ics.uci.edu/
ml/datasets/Adult)
Debiased features had mean correlations of 0.993, 0.994,
and 0.994, for the German, COMPAS, and Adult data, re-
spectively. We reserved 20% of the data in the Adult and
COMPAS datasets for testing and used the remaining data
to perform 5-fold cross validation. This ensured no leakage
of information from the training set to the testing set. The
German dataset is much smaller than the rest, so it was ran-
domly divided into five folds of training, validation and test-
ing sets. Each set had 50%, 20% and 30% of all the data. We
measured the performance metrics on the test data.
We varied the fairness parameter λ between 0 and 1
and applied the debiased features to logistic regression, Ad-
aBoost, NuSVM, random forest, and multilayer perceptrons.
In practice, one could use a host of commercial ML models
and pick the most accurate one given their fairness tolerance.
Comparison Against State-of-the-Art
We compared our method to several previous fair AI al-
gorithms. For the models proposed by (Zafar et al. 2015;
2016), we vary the fairness constraints from perfect fairness
to unconstrained. For the “Unified Adversarial Invariance”
(UAI) model proposed by (Jaiswal et al. 2018), we vary the
δ term in the loss function from 0 (no fairness) to very large
value, e.g., 9.0 × 1019 for COMPAS dataset, (large δ value
corresponds to perfect fairness). The predictions of the UAI
model for the German and Adult datasets are provided by
the authors. We are interested in (1) how different models
tradeoff between accuracy and fairness and (2) how differ-
ent metrics of fairness compare to each other.
Fairness Versus Accuracy We first investigate the trade-
offs between prediction accuracy (Acc Y ) and fairness,
which we measure three different ways: (1) Pearson corre-
lation between the protected feature and model predictions,
(2) discrimination between the binary protected feature and
the binarized predictions (predicted probabilities above 1/2
are given a value of 1, and are otherwise 0) and (3) the ac-
curacy of predicting protected features from the predictions
(Acc P ). To robustly predict the protected features from the
model predictions, we used both a NN with three hidden
layers, which is used by former works (Jaiswal et al. 2018;
Moyer et al. 2018; Louizos et al. 2015; Xie et al. 2017;
Zemel et al. 2013) and a random forest model. We report
the better accuracy of those two models. Figure 2,3 and 4
shows the resulting comparisons.
The figures show that models using the proposed fair
features achieve significantly higher accuracy—for the
same degree of fairness—compared to competing methods.
Equivalently, we achieve greater fairness with equivalent ac-
curacy. In Fig. 4, we find Acc P shows little difference from
the baseline majority class classifier for the German and
Adult datasets. The reason is explained in Eq.(6). On the
other hand, Acc P of COMPAS dataset shows a clear trend
because the majority baseline is around 0.51, which is con-
sistent with the Eq.(6). For the Adult dataset, the fair logistic
regression cannot achieve perfect fairness but the situation
is improved by AdaBoost. We discover, in other words, that
there is no single ML model that achieves greater accuracy
for a given value of fairness, but our method allows us to
choose suitable models to achieve greater accuracy.
Fairness of Representations We compared our method to
earlier works using fair representations. Previous works used
NNs to encode the features into a high dimensional embed-
ding space and then separately trained discriminators to infer
the protected feature and the outcome variables. The accu-
racy of inferring protected feature and outcome are reported.
Ideally, the accuracy for the outcome should be high and the
accuracy of inferring the protected features should be close
to the majority class baseline. We set the fairness level to
λ = 0 (perfect fairness). We show Acc P and Acc Y for var-
ious methods in Table 1 (Appendix) and Fig. 4. Our method
applied to a logistic model has similar fairness to the best
existing methods but is very fast, easy to understand, and
creates more interpretable features.
Balance Versus Calibration Finally, we use another mea-
sure of fairness that captures the degree to which each model
makes mistakes. Figure 5 shows delta score (i.e., balance)
versus negative log-likelihood (i.e., calibration error). Fairer
(a) (b) (c)
Figure 2: Fairness versus accuracy. Plots show Pearson correlation versus accuracy of predictions (Acc Y) for the German,
COMPAS and Adult datasets. For each plot, Zafar2015 stands for (Zafar et al. 2015), Zafar2016 for (Zafar et al. 2016) and
Jaiswal2018 for (Jaiswal et al. 2018). Fair NuSVM, Fair RF, Fair AdaBoost, and Fair MLP results are produced using the
fair representations constructed by our proposed method with NuSVM (Chang and Lin 2011), random forest (Breiman 2001),
AdaBoost (Freund and Schapire 1997), and multilayer perceptrons (Rosenblatt 1961) models, respectively. The results of UAI
are not shown for the Adult dataset, since its best accuracy (0.83) lies outside of the boundary of the plot. (Same for Figure 3
and 4.)
(a) (b) (c)
Figure 3: Discrimination versus accuracy plots for the three datasets.
(a) (c)(b)
Figure 4: Accuracy of inferring the protected variable from the model’s predictions (Acc P ) versus the accuracy of predicting
the outcome (Acc Y ) for the three datasets.
predictions are located in the lower left corner of each fig-
ure, meaning that there are fewer differences in outcomes
for the different classes. We only compare the logistic model
with fair features to the models proposed by Zafar et al. (Za-
far et al. 2015; 2016), because these models maximize the
log-likelihood function (minimize calibration error) when
selecting parameters. For all datasets, our method generally
achieves greater fairness.
Conclusion
We show that our algorithm simultaneously achieves three
advances over many previous fair AI algorithms. First, it
is interpretable; the features we construct are minimally
affected by our fair transform. While this does not mean
the models trained on these features are interpretable (they
could be a black box), it does mean that any method used
to interpret features could easily be used for these fairer fea-
tures as well. Next, the features better preserve model pre-
diction quality. Namely, models using these features were
more accurate than competing methods when the value of
(a) (b) (c)(c)
Figure 5: Balance vs. negative log-likelihood (calibration error) for the German, COMPAS and Adult datasets. In the plot, there
are two sets of curves for every model, labeled y = 0 and y = 1. y = 0 stands for the difference of mean yˆ (between different
protected classes) given to the individuals with negative y = 0, and y = 1 stands for individuals with positive outcomes y = 1.
(These differences are called balance of negative or positive class by (Kleinberg, Mullainathan, and Raghavan 2016).) Fairer
models are those in the lower left corner of each plot.
the fairness metric was held fixed. This is in part due to the
third principle: that our method can be applied to any num-
ber of commercial models; it merely acts as a pre-processing
step. Different models have different strengths and weak-
nesses; while some are more accurate, others are fairer. We
can pick and choose particular models that achieve both high
fairness and accuracy, whether it is a linear model like logis-
tic regression or a non-linear model like a multilayer percep-
tron, as shown in Figs. 2, 3., & 4.
We propose some ideas for future work. First, while mak-
ing linearly fair features works very well in practice, the
fairness could be improved by removing non-linear correla-
tions. Second, we can extend our method to more easily ad-
dress categorical protected variables. In the present method,
a categorical variable with alphabet size n becomes a set of
n − 1 bivariate variables. It would be ideal, however, if a
method reduced the mutual information between the cate-
gorical variable directly, rather than first creating n− 1 vari-
ables, and removed correlations.
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Appendix
Additional Tables
We show the comparison of our method with former works
on invariant representations in Table 1. Following the for-
mer works, we use accuracy of predicted outcomes (Acc Y)
and accuracy of protected features (Acc P) as performance
metrics.
German Adult
Method Acc Y Acc P Acc Y Acc P
Maj. Class 0.71 0.80 0.75 0.67
Li (2014) * 0.74 0.80 0.76 0.67
VFAE (2015) * 0.73 0.70 0.81 0.67
Xie (2017) * 0.74 0.80 0.84 0.67
Moyer (2018) * 0.74 0.60 0.79 0.69
Jaiswal (2018) * 0.78 0.80 0.84 0.67
Fair Logistic 0.74 0.80 0.84 0.67
Fair NuSVM 0.75 0.80 0.85 0.73
Fair AdaBoost 0.75 0.80 0.84 0.67
Fair RF 0.75 0.80 0.85 0.72
Fair MLP 0.75 0.80 0.85 0.67
Table 1: Accuracy of predicted outcomes (Acc Y) and pro-
tected features (Acc P) for the German and Adult datasets.
The proposed fair methods (bottom four rows) use λ = 0.0.
Higher Acc Y indicates better predictions while Acc P closer
to the majority class baseline indicates fairer predictions.
Results marked * were reported by (Jaiswal et al. 2019). Best
performance is shown in bold.
Proof for the Invariant of Parameters in Linear
Regression Using Debiased Features
Consider a linear regression using all the nf non-protected
features xi, i = 1, . . . , nf and np protected features pi, i =
1, . . . , np.
yˆ = β0 +
nf∑
i=1
βixi +
np∑
i=1
γipi. (7)
Assuming we have created a model using the debiased fea-
tures x′i, i = 1, · · · , nf ,
yˆ′ = β′0 +
nf∑
i=1
β′ix
′
i. (8)
We now give a mathematical proof that
βi = β
′
i,∀i = 1, . . . , nf . (9)
For simplicity, we assume that all the features and also the
outcome have means equal to 0 and standard deviations
equal to 1. In this case, the Pearson correlation between fea-
tures can be calculated as inner products,
Corr(x, y) = x · y (10)
In the equation, x and y can be non-protected features, pro-
tected features or outcome. The bold fond stands for a vector
of in N -dimension, where N is the number of data points.
without loss of generality, assume that all the protected
protected features are orthogonal to each other. (Generally
speaking, protected features can be correlated. But we can
always find orthogonal basis for them.) The debiased fea-
tures x′ can be calculated in the following way,
x′i = xi −
np∑
j=1
cijpj (11)
, where cij = corr(xi, pj) = xi · pj . Since all features and
the outcome has mean equals to 0, β0 = β′0 = 0. Other
parameters are solved by the inversion problem below,
X˜T X˜β˜ = X˜T y, X ′TX ′β′ = X ′T y. (12)
Let X = [x1, . . . ,xnf ], P = [p1, . . . ,pn] and
C = [cij ]. Here X ′ = [x′1, . . . ,x
′
nf
], X˜ =
[x1, . . . ,xnf ,p1, . . . ,pnp ] = [X P ], β = [β1, . . . , βnf ]
T
and finally β˜ = [β1, . . . , βnf , γ1, . . . , γnp ]
T .
Then, we have
X˜T X˜ =
[
XT
PT
]
[XP ] =
[
XTX XTP
PTX PTP
]
. (13)
Using the assumption that all the protected features are or-
thogonal to each other and the definition of cij ,
X˜T X˜ =
[
XTX C
CT I
]
. (14)
And we also have
X˜T y =
[
XT y
PT y
]
. (15)
Now, we consider the inversion problem for regression
using debiased features.
(X ′TX ′)ij (16)
= x′i · x′j (17)
= (xi −
∑
l
cilpl) · (xj −
∑
k
cjkpk) (18)
= xi · xj − xi ·
∑
k
cjkpk − xj ·
∑
l
cilpl (19)
+
∑
l
cilcjl (20)
= xi · xj −
∑
l
cilcjl (21)
(X ′T y)i = (xi −
∑
l
cilpl) · y (22)
= xi · y −
∑
l
cilpl · y (23)
We can see that the rows of matrix X ′TX ′ and X ′T y can
be obtained by applying the same elementary row reduction
steps to X˜T X˜ and X˜T y. To obtain the ith row, we perform
Rowi = Rowi −
np∑
l=1
cil ∗ Row(i+nf ). (24)
After applying the elementary row reduction steps above to
the first nf rows of the matrix form of X˜T X˜ ′β˜ = X˜T y, we
will have [
X ′TX ′ 0
CT I
]
β˜ =
[
X ′T y
PT y
]
. (25)
Thus inversion problemX ′TX ′β′ = X ′T y is a sub-problem
of X˜T X˜β˜ = X˜T y where the first nf elements of β˜ gives
β′. Which means that we have proved Eq.(9). It is worth
mention that for fairness level λ 6= 0, the statement of Eq.(9)
does not hold.
