In terms of the analysis of fixed point subgroup and tensor decomposability of certain matrices, we study the equivalence of of quantum bipartite mixed states under local unitary transformations. For non-degenerate case an operational criterion for the equivalence of two such mixed bipartite states under local unitary transformations is presented. 
all the invariants of local unitary transformations, though in general it is not operational. In [15] the invariants for general two-qubit systems are studied and a complete set of 18 polynomial invariants is presented. In [16, 17] three qubits states are also discussed. In [18] a complete set of invariants is presented for bipartite generic mixed states. In [19] a complete set of invariants under local unitary transformations is presented for rank-2 and multiplicity free mixed states. In [20] the case of tripartite is studied in detail and a complete set of invariants is presented for a class of pure states.
Different approaches have their own advantages in dealing with certain classes of quantum states. In this letter, we investigate the equivalence problem in terms of fixed point subgroup and tensor decomposability of certain matrices. The problem is reduced to verify whether a certain matrix is rank one or not. An operational criterion is presented for the equivalence of two non-degenerate mixed bipartite quantum states.
Let H 1 (resp. H 2 ) be an M (resp. N)-dimensional complex Hilbert space, with |e i , i = 1, ..., M (resp. |f j , j = 1, ..., N), as an orthonormal basis. A general pure state on
with the normalization
a ij a * ij = 1 ( * denoting complex conjugation).
A bipartite quantum mixed state on H 1 ⊗ H 2 is described by a density matrix ρ which can be decomposed according to its eigenvalues and eigenvectors:
where λ i are the eigenvalues and |ν i , i = 1, ..., MN, the corresponding eigenvectors of the form (1).
Two density matrices ρ and ρ ′ are said to be equivalent under local unitary transformations if there exist unitary operators U 1 on H 1 and U 2 on H 2 such that
For a Hermitian matrix A on H 1 ⊗ H 2 , the set of commuting matrices B such that AB = BA is called the commutant of A, denoted as C(A). Obviously C(A) is a subalgebra. In the following we call the set of unitary matrices U such that UA = AU the fixed point subgroup of A, denoted as C U (A), which is a subgroup of the unitary group of all unitary matrices.
[Definition]. If a matrix V on H 1 ⊗ H 2 can be written as
, we say that V is tensor decomposable.
If two density matrices ρ and ρ ′ are equivalent under local unitary transformations, they must have the same set of eigenvalues λ i , i = 1, ..., NM. Let X and Y be the unitary matrices that diagonalize ρ and ρ ′ respectively,
where Λ = diag(λ 1 , λ 2 , ..., λ M N ).
[Lemma]. Let G be the fixed point unitary subgroup associated with ρ. Then ρ ′ is equivalent to ρ under local unitary transformations if and only if the coset GXY † contains a unitary tensor decomposable matrix.
That is, (
Conversely, assume GXY † contains a tensor decomposable element U 1 ⊗ U 2 . We have then UXY † = U 1 ⊗ U 2 , Uρ = ρU and U is unitary. Therefore
Let Z be an M × M block matrix with each block of size N × N, the realigned matrix Z is defined byZ
where for any M × N matrix A with entries a ij , vec(A) is defined to be
It is verified that a matrix V can be expressed as the tensor product of two matrices V 1 and V 2 , V = V 1 ⊗ V 2 if and only if (cf, e.g., [21] )Ṽ = vec(V 1 )vec(V 2 ) t . Moreover [20] , for an MN × MN unitary matrix U, if U is a unitary decomposable matrix, then the rank ofŨ is one, r(Ũ ) = 1. Conversely if r(Ũ ) = 1, there exists an M × M matrix U 1 and an N × N matrix U 2 , such that U = U 1 ⊗ U 2 and
, where I N (resp. I M ) denotes the N × N (resp. M × M) identity matrix, k > 0, and U is a unitary tensor decomposable matrix.
[Theorem]. Let ρ and ρ ′ be two density matrices with orthonormal unitary matrices X and Y as given in (3). If ρ and ρ ′ are not degenerate, they are equivalent under local unitary transformations if and only if the set of matrices XDY † , D = diag(e iθ 1 , e iθ 2 , ..., e iθ M N ), contains a unitary tensor decomposable element for some θ i ∈ IR.
[Proof]. For each g ∈ G = C U (ρ), we have gρ = ρg, or
That is, X † gX commutes with the diagonal block matrix diag(λ 1 I n 1 , λ 2 I n 2 , ..., λ r I nr ). Therefore X † gX has the form
where n i , i = 1, 2, ..., r, stands for the geometric multiplicity of the eigenvalue λ i of ρ, r 1 n r = MN, A n i are n i × n i complex matrices. As X † gX is unitary, A n i are also unitary.
For the case that ρ and ρ ′ are not degenerate, the n i × n i unitary matrices A n i become phase factors A n i = e iθ i , as in this case n i = 1. Set V = gXY † . From (4) we have
According to the Lemma ρ and ρ ′ are equivalent under local unitary transformations if and only if V is unitary tensor decomposable, i.e. rank of the realigned matrixṼ is one, r(Ṽ ) = 1.
2
The Theorem presents an operational way to verify whether two non-degenerate bipartite mixed states ρ and ρ ′ are equivalent or not under local unitary transformations. One only needs to calculate the matrices X and Y in (3) by calculating their orthonormal eigenvectors, and check if the rank of the realigned matrixṼ of (5) could be one. If r(Ṽ ) = 1, one gets U 1 and U 2 such that V = U 1 ⊗ U 2 , and ρ, ρ ′ are equivalent under local unitary transformations.
As an example we consider a density matrix on 2 × 4, 
which is in fact a PPT entangled edge state if it is viewed as a three-qubit state [22] . Let's consider ρ ′ to be another state of the form (6) The approach presented in this paper is rather different from the ones in [13, 14, 15, 16, 18, 19, 20] , where a set of invariants has to be calculated for some classes of quantum states. In fact our approach works for all bipartite mixed states. But such criterion is dramatically simplified when the degeneracy of the related density matrices is reduced. In particular, for the non-degenerate case, two density matrices are easily verified whether they are equivalent or not under local unitary transformation (as e iθ j = 0, one can effectively compute the rank of the realigned matrix of V in (5) and see whether it is possible for the rank to be one).
The results above can be also used to verify the equivalence of pure multipartite states [23] . For instance, we can consider a pure tripartite state ρ ABC with subsystems, say, A, B and C as bipartite states ρ A|BC , ρ AB|C or ρ AC|B . If for one of the bipartite decompositions, say ρ A|BC , we have ρ
† , we consider further ρ BC = T r A (ρ A|BC ), which is a mixed bipartite state and can be judged by using our theorems. If ρ
In this way the equivalence for a class of pure tripartite states can also be studied according to our theorems.
