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ON SCATTERING FOR THE DEFOCUSING QUINTIC NONLINEAR SCHRO¨DINGER
EQUATION ON THE TWO-DIMENSIONAL CYLINDER
XING CHENG∗, ZIHUA GUO∗∗, AND ZEHUA ZHAO∗∗∗
ABSTRACT. In this article, we prove the scattering for the quintic defocusing nonlinear Schro¨dinger equation
on cylinder R × T in H1. We establish an abstract linear profile decomposition in L2
x
hα, 0 < α ≤ 1, moti-
vated by the linear profile decomposition of the mass-critical Schro¨dinger equation in L2(Rd), d ≥ 1. Then
by using the solution of the one-discrete-component quintic resonant nonlinear Schro¨dinger system, whose
scattering can be proved by using the techniques in 1d mass critical NLS problem by B. Dodson, to approx-
imate the nonlinear profile, we can prove scattering in H1 by using the concentration-compactness/rigidity
method. As a byproduct of our proof of the scattering of the one-discrete-component quintic resonant non-
linear Schro¨dinger system, we also prove the conjecture of the global well-posedness and scattering of the
two-discrete-component quintic resonant nonlinear Schro¨dinger system made by Z. Hani and B. Pausader
[Comm. Pure Appl. Math. 67 (2014)].
Keywords: Nonlinear Schro¨dinger equation, wellposedness, scattering, profile decomposition, quintic reso-
nant nonlinear Schro¨dinger system, long-time Strichartz estimate, interaction Morawetz estimate.
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1. INTRODUCTION
In this article, we consider the quintic defocusing nonlinear Schro¨dinger equation posed on the cylinder
R ×T, which is also called waveguide:
(1.1) {i∂tu +∆R×Tu = ∣u∣4u,
u(0) = u0 ∈H1(R ×T),
where∆R×T is the Laplace-Beltrami operator onR×T, and u ∶ R×R×T→ C is a complex-valued function.
The equation has the symplectic form I ∫Rx×Ty u(x, y)v(x, y)dxdy on the Hilbert space L2(R ×T).
Equation (1.1) has the following conserved quantities:
mass: M(u(t)) = ∫
Rx×Ty
∣u(t, x, y)∣2 dxdy,
energy: E(u(t)) = ∫
Rx×Ty
1
2
∣∇u(t, x, y)∣2 + 1
6
∣u(t, x, y)∣6 dxdy,
momentum: P (u(t)) = I∫
Rx×Ty
u(x, y, t)∇u(x, y, t)dxdy.
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2 Title Scattering for the quintic NLS on R ×T
Equation (1.1) is a special case of the general nonlinear Schro¨dinger equation on the waveguide Rd ×Tm:
(1.2) {i∂tu +∆Rd×Tmu = ∣u∣p−1u,
u(0) = u0 ∈H1(Rd ×Tm),
where 1 < p < ∞, m,d ∈ Z, and m,d ≥ 1. This kind of equation in lower dimensions describes wave
propagation in nonlinear and dispersive media. For instance, it can describe the nonlinear dynamics of
superfluid films for which u is the condensate wave function related to the film thickness and to the
superfluid velocity. It also figures in the time-dependent Landau-Ginzburg model of phase transitions, in
this case the wave function u is a complex order parameter. Another phenomenon governed by the same
equation is the propagation of slow varying electromagnetic wave envelopes in a plasma [41, 43]. Other
applications concern hydrodynamics and nonlinear optics.
We are interested in the range of p for well-posedness and scattering of (1.2) on Rd ×Tm. On one hand,
when considering the well-posedness of the Cauchy problem (1.2), intuitively, it is determined by the local
geometry of the manifold Rd × Tm. The manifold is locally Rd ×Rm. So we believe the well-posedness
is the same as the Euclidean case, that is when 1 < p ≤ 1 + 4
m+d−2 the well-posedness is expected. Just
as the Euclidean case, we say the equation is energy-subcritical when 1 < p < 1 + 4
m+d−2 , m,d ≥ 1 and
energy-critical when p = 1+ 4
m+d−2 ,m+d ≥ 3,m,d ≥ 1. On the other hand, when considering the scattering
of (1.2), scattering is expected to be determined by the asymptotic volume growth of a ball with radius
r in the manifold Rd × Tm when r → ∞. From the heuristic that linear solutions with frequency ∼ N
initially localized around the origin will disperse at time t in the ball of radius ∼ Nt, scattering is expected
to be partly determined by the asymptotic volume growth of balls with respect to their radius. Since
infz∈Rd×Tm VolRd×Tm(B(z, r)) ∼ rd, as r →∞, the linear solution is expected to decay at a rate ∼ t− d2 and
based on the scattering theory on Rd, the solution of (1.2) is expected to scatter for p ≥ 1 + 4
d
. Moreover,
scattering in the small data case is expected for 1 + 2
d
< p < 1 + 4
d
when d ≥ 1. Modified scattering in the
small data case is expected for p = 3 when d = 1.
Therefore, regarding heuristic on the well-posedness and scattering, we expect the solution of (1.2)
globally exists and scatters in the range 1 + 4
d
≤ p ≤ 1 + 4
m+d−2 . For 1 + 2d < p < 1 + 4d when d ≥ 1,
scattering is expected as in the Euclidean space case for small data. For p = 3 when d = 1, modified
scattering is expected as in the Euclidean space case for small data case. This heuristic was justified
in [8, 23, 24, 27, 29, 44, 52, 56, 57].
For other nonlinear dispersive equations on the waveguides, we refer to the work of L. Hari and N.
Visciglia [25,26] on the small data scattering of the energy-subcritical and critical Klein-Gordon equations,
and also the recent work of L. Forcella and L. Hari [15] on the large data scattering of the nonlinear Klein-
Gordon eqations on Rd × T, for 1 ≤ d ≤ 4 in the H1-subcritical case, and the references therein. We refer
to [39] on the well-posedness of the Zakharov-Kuznetsov equations on R ×T.
Our main result addresses the scattering for (1.1) in H1(R ×T):
Theorem 1.1 (Scattering inH1(R×T)). For any initial data u0 ∈H1(R×T), there exists a global solution
u which scatters in the sense that there exist u± ∈H1(R ×T) such that
∥u(t) − eit∆R×Tu±∥
H1(R×T)
→ 0, as t→ ±∞.
Our argument can be applied to the more general Schro¨dinger type model
{i∂tu +∆xu − (−∆y)αu = ∣u∣4u,
u(0, x, y) = u0(x, y) ∈ H1(Rx ×Ty),
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where 1
2
< α ≤ 1, this kind of model [54] is motivated by the half wave equation in the weak turbulence
[16]. By using the argument in the article, we can show scattering inH1xL
2
y ∩L2xHαy (R ×T).
1.1. Main ideas. The proof of Theorem 1.1 is based on the concentration compactness/rigidity method
developed by C. E. Kenig and F. Merle [30, 31], and also the work of S. Ibrahim, N. Masmoudi, and K.
Nakanishi [28] on dealing with the nonlinear dispersive equations without scaling invariant. We describe
now some of the main ideas involved in the proof.
1.1.1. A global Strichartz estimate and a weak scattering norm. For (1.1), the dispersive effect of the
R-component is strong enough, to give a global Strichartz estimate [51, 52]:
∥eit∆R×Tf∥
L6t,xH
1
y∩L
6
tW
1,6
x L
2
y(R×R×T)
≲ ∥f∥H1x,y ,(1.3)
this global Strichartz estimate is adequate for us to establish the well-posedness theory inH1(R×T). This
kind of global Strichartz estimate is established in [51, 52]. By the well-posedness and scattering theory,
we observe to prove Theorem 1.1, we only need to prove the solution satisfies a weaker space-time norm
L6t,xH
1−ǫ0
y , where 0 < ǫ0 < 12 is some fixed number used hereafter, which is Theorem 2.7. This fact is first
observed in our previous work [8], which can be proved by using a bootstrap argument.
1.1.2. An abstract profile decomposition. Since it is enough to prove the solution satisfies a weaker space-
time norm L6t,xH
1−ǫ0
y , we need to establish a linear profile decomposition inH1(R×T) with the remainder
asymptotically small in L6t,xH
1−ǫ0
y , which is essentially equivalent to describe the defect of compactness of
the embedding
(1.4) eit∆R×T ∶ H1x,y(R ×T)↪ L6t,xH1−ǫ0y (R ×R ×T),
we can then establish a linear profile decomposition similar to [23]. However, our argument is mainly
based on the argument to establish the linear profile decomposition of the Scho¨dinger equation in L2(R).
In fact, in Subsection 3.1, we give an abstract linear profile decomposition (Theorem 3.2), which reveals
the defect of compactness of the embedding
eit∆Rd ∶ L2xhα(Rd ×D)↪ L 2(d+2)dt,x hα−ǫ0(R ×Rd ×D),
where 0 < α ≤ 1. This abstract linear profile decomposition is a infinite vector version of linear pro-
file decomposition of the mass-critical Schro¨dinger equations, and the proof relies on the proof of the
linear profile decomposition of the mass-critical Schro¨dinger equations, especially the bilinear Strichartz
estimate of the Schro¨dinger equation onRd. This kind of linear profile decomposition is of independent in-
terest, it can be used in the proof of the scattering of the vector-valued nonlinear Schro¨dinger system [55],
and also can be used in the study of well-posedness and the long time behavior of the nonlinear dispersive
equations such as
i∂tu +Hu = F (u),
where H =∆Rd +A, with A has only the point spectrum. We will not give further application of this kind
linear profile decomposition here.
After establish the abstract linear profile decomposition, we can get the linear profile decomposition
proposition 3.12 after working on the Fourier coefficient of the partial Fourier transform of the functions
inH1(R ×T).
4 Title Scattering for the quintic NLS on R ×T
1.1.3. A normal form type argument. The nonlinear profiles are defined to be the solution of the quintic
nonlinear Schro¨dinger equation onR×T, with initial data is each profile in the linear profile decomposition.
We need to give a good approximation of the large scale case, to attack this obstacle, just as in [8, 23],
the nonlinear profile can be approximated by applying eit∆T to the rescaling of the solution of the one-
discrete-component quintic resonant nonlinear Schro¨dinger system
(1.5)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
i∂tuj +∆Ruj = ∑
(j1,j2,j3,j4,j5)∈R(j)
uj1u¯j2uj3u¯j4uj5,
uj(0) = u0,j, j ∈ Z,
whereR(j) = {j1, j2, j3, j4, j5 ∈ Z ∶ j1 − j2 + j3 − j4 + j5 = j, ∣j1∣2 − ∣j2∣2 + ∣j3∣2 − ∣j4∣2 + ∣j5∣2 = ∣j∣2}. In the-
orem 3.13, we use the stability theory to prove the transformation of the solution of the one-discrete-
component quintic resonant nonlinear Schro¨dinger system can approximate the nonlinear profile in the
large scale case. To prove the error term is small in the Strichartz space L∞t L
2
xH
1
y ∩ L6t,xH1y , we need to
use a normal form argument. The normal form argument was developed in the ODE, see for example [1],
it was developed by [42] for the quadratic nonlinear wave and Klein-Gordon equations. See also [17–21]
for further development.
1.1.4. Scattering for the resonant system. We prove the solution to the one-discrete-component quintic
resonant nonlinear Schro¨dinger system (1.5) globally exists and scatters in L2xh
1
j(R ×Z), that is Theorem
4.1. The main idea to solve the scattering problem for the quintic resonant system is to generalize the
machinery built in the one dimensional mass-critical NLS problem (see [12]) from the equation case to
the system case. The global skeleton of the proof would still be the classical Concentration compact-
ness/Rigidity method established in [30, 31] and the crucial techniques are long time Stricharz estimate
and frequency-localized interaction Morawetz estimate (see [10–12]. Since the nonlinearity of the system
involves resonant relations, the first step is to establish the nonlinear estimate to handle the nonlinearity
which is fundamental. Based on this, following standard method and using the abstract linear profile de-
composition developed by us in Subsection 3.1, the small data scattering result can be obtained and if the
scattering statement does not hold, we can get an almost-periodic solution and it suffices to exclude the
almost-periodic solution. Firstly, in theorem 4.21, we prove the long time Strichartz estimate in the X˜k0
space defined in definition 4.19. The long time Strichartz estimate is developed by B. Dodson [10–12],
which relies on the bilinear Strichartz estimate heavily. Secondly, we preclude the almost periodic solu-
tion in the two different scenarios regarding the scaling functionN(t), that is the rapid frequency cascade
and quasi-soliton cases in Subsection 4.4. The rapid frequency cascade case can be proved to have higher
regularity, then together with the conservation of energy, we can then exclude this case. While for the
quasi-soliton case, we will use the frequency localized interaction Morawetz estimate in theorem 4.30,
together with the long time Strichartz estimate to control the error terms, to exclude this case. As a
byproduct of the proof of our scattering theorem of the one-discrete-component quintic resonant nonlinear
Schro¨dinger system, we find the argument in the proof can be applied to prove the global well-posedness
and scattering of the two-discrete-component quintic resonant nonlinear Schro¨dinger system with little
modification. Therefore, we have solved the conjecture in Z. Hani and B. Pausader’s article (Conjec-
ture 1.2 in Page 1470 of [23]). This together with [23] completely proves the global well-posedness and
scattering of the quintic nonlinear Schro¨dinger equation on R ×T2.
Compared to the cubic resonant system problem in [55], the quintic resonant relation is more compli-
cated and we need to take care the nonlinearity more delicately. Remarkably, first we reduce the scattering
norm from L6x,th
1 to L6x,th
β (3
8
< β < 1) by establishing nonlinear estimate to make it possible to use profile
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decomposition to obtain the almost periodic solution. For the 2d cubic resonant system problem (see [55]),
since the resonance is less complicated, the authors can even reduce the the scattering norm from L4t,xh
1
to L4t,xl
2. Since our goal is to show the scattering norm of the solution is finite and a smaller quantity is of
course more likely to be finite, it is easier for us to reduce the scattering norm to a smaller one. Another
disadvantage thing for our problem is that our scattering norm involves regularity of the discrete direction,
which destroys the symmetric structure. Thus, for this problem, we have to deal with the almost periodic
solution more delicately. On one hand, we need to establish the long time Stricharz estimate for the quintic
resonant system considering the regularity of the discrete direction. On the other hand, when we use inter-
action Morawetz identity, we consider the case without regularity for the purpose of using the symmetric
properties to make the interaction Morawetz identity positive definite. One advantage for this problem is,
similar to the mass-critical nonlinear Schro¨dinger problems, the quintic nonlinearity is considered ‘better’
or ‘more friendly’ than the cubic nonlinearity since there are ‘more’ terms which gives more room for us
to play techniques.
The paper is organized as follows. After introducing some notations and preliminaries, we give the well-
posedness theory and small data scattering in Section 2. We also give the stability theory in this section.
In Section 3, we derive the linear profile decomposition for data in H1(R × T) and approximate the non-
linear profiles by using the solution of the one-discrete-component quintic resonant nonlinear Schro¨dinger
system. In Section 4, we prove the scattering of the one-discrete-component quintic resonant nonlinear
Schro¨dinger system. Then, we reduce the non-scattering of the quintic nonlinear Schro¨dinger equation
on R × T in H1 to the existence of an critical element and show the extinction of the critical element in
Section 5.
1.2. Notation and Preliminaries. We will use the notation X ≲ Y whenever there exists some constant
C > 0 so that X ≤ CY . Similarly, we will use X ∼ Y if X ≲ Y ≲ X . We will use the notation O(X) to
denote a quantity the resembles X , that is, a finite linear combination of terms that look like those in X ,
possibly with some factors replaced by their complex conjugates.
We define the torus to be T = R/(2πZ). In the following, we will use some space-time norm, for any
time interval I ⊂ R, u(t, x, y) ∶ I ×R ×T → C, define the space-time norm
∥u∥LptLqxL2y(I×R×T) ∶=
XXXXXXXXXXX∥(∫T ∣u(t, x, y)∣
2 dy)12∥
L
q
x(R)
XXXXXXXXXXXLpt (I)
,
for the vector function f⃗(t, x) = {fj(t, x)}j∈Z, we denote
∥f⃗∥
L
p
tL
q
xh
s ∶= ∥(∑
j∈Z
⟨j⟩2s∣fj(t, x)∣2)
1
2∥
L
p
tL
q
x
where 0 ≤ s ≤ 1. When s = 0, we write LptLqxhs to be LptLqxl2.
We now define the discrete nonisotropic Sobolev space. For φ⃗ = {φk}k∈Z a sequence of real-variable
functions, we define
Hs1x h
s2 ∶= ⎧⎪⎪⎨⎪⎪⎩φ⃗ = {φk}k∈Z ∶ ∥φ⃗∥Hs1x hs2 = ∥(∑k∈Z⟨k⟩
2s2 ∣φk(x)∣2)
1
2∥
H
s1
x
< ∞⎫⎪⎪⎬⎪⎪⎭ ,
where s1, s2 ≥ 0. In particular, when s1 = 0, we denote the space Hs1x hs2 to be L2xhs2 .
6 Title Scattering for the quintic NLS on R ×T
We will frequently use the partial Fourier transform and partial space-time Fourier transform: for
f(x, y) ∶ R ×T → C,
Fxf(ξ, y) = 1(2π) 12 ∫R e−ixξf(x, y)dx.
GivenH ∶ R ×R ×T → C, we denote the partial space-time Fourier transform to be
Ft,xH(ω, ξ, y) = 1
2π
∫
R
∫
R
eiωt−iξxH(t, x, y)dxdt.
We also define the partial Littlewood-Paley projectors P x≤N and P
x
≥N as follows: fix a real-valued radially
symmetric bump function ϕ(ξ) satisfying
(1.6) ϕ(ξ) = {1, ∣ξ∣ ≤ 1,
0, ∣ξ∣ ≥ 2,
for any dyadic number N ∈ 2Z, let
Fx(P x≤Nf)(ξ, y) = ϕ( ξN ) (Fxf)(ξ, y),
Fx(P x≤Nf)(ξ, y) = (1 − ϕ( ξN )) (Fxf)(ξ, y)
In the article, ǫ0 is some sufficiently small positive number.
2. WELL-POSEDNESS AND SMALL DATA SCATTERING
In this section, we will review the well-posedness theory and small data scattering, that is Theorem 2.3
and Theorem 2.4. These results have been established in [51, 52]. We also give the stability theory which
will be used in showing the existence of a critical element in Section 5. The argument in this Section is
similar to that in [8], where the key point is that H
1
2
+(T)↪ L∞(T).
We first recall the following Strichartz estimate, which is established in [51].
Proposition 2.1 (Strichartz estimate).
∥eit∆R×Tf∥
L
p
tL
q
xL
2
y
≲ ∥f∥L2x,y(Rx×Ty) ,(2.1)
∥∫ t
0
ei(t−s)∆R×TF (s, x, y)ds∥
L
p
tL
q
xL
2
y
≲ ∥F ∥
L
p˜′
t L
q˜′
x L
2
y
,(2.2)
where (p, q), (p˜, q˜) satisfies 2
p
+ 1
q
= 1
2
, 2
p˜
+ 1
q˜
= 1
2
, and 4 ≤ p, p˜ ≤ ∞.
The following nonlinear estimate is useful in showing the local wellposedness.
Proposition 2.2 (Nonlinear estimate).
∥Π5k=1uk∥
L
6
5
t L
6
5
x H
1−ǫ0
y
≲ Π5k=1 ∥uk∥L6tL6xH1−ǫ0y .(2.3)
By the Strichartz estimate and the nonlinear estimate, we can give the local well-posednessL2xH
1
y(R×T)
and H1x,y(R × T) easily. Further, together with the conservation of mass and energy, we can extend the
local solution to the global solution inH1. We refer to [5, 33, 46] for the proof.
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Theorem 2.3 (Well-posedness). For any E > 0, suppose that ∥u0∥L2xH1y(R×T) ≤ E, there exists δ0 = δ0(E) >
0 such that if
∥eit∆R×Tu0∥L6tL6xH1−ǫ0y (I×R×T) ≤ δ0,
on the time interval I ⊂ R, then there exits a unique solution u ∈ C0t L2xH1y(I ×R ×T) of (1.1) satisfying
∥u∥
L6tL
6
xH
1−ǫ0
y
≤ 2 ∥eit∆R×Tu0∥L6tL6xH1−ǫ0y , ∥u∥L∞t L2xH1y ≤ C ∥u0∥L2xH1y .
Moreover, if u0 ∈H1x,y(R ×T), then u ∈ C0tH1x,y(R ×T).
The above theorem also implies the small data scattering inH1.
Theorem 2.4 (Small data scattering in H1x,y). There exists small positive constant δ > 0 such that if u0 ∈
H1x,y and ∥u0∥H1x,y(Rx×Ty) ≤ δ, (1.1) has an unique global solution u(t, x, y) ∈ C0tH1x,y∩L6t,xH1y ∩L6tW 1,6x L2y
and u scatters inH1x,y.
We now give the stability theory in L2xH
1−ǫ0
y (R ×T).
Theorem 2.5 (Stability theory). Let I be a compact interval and let u˜ be an approximate solution to
i∂tu +∆R×Tu = ∣u∣4u in the sense that i∂tu˜ +∆R×Tu˜ = ∣u˜∣4u˜ + e for some function e.
Assume that
∥u˜∥
L∞t L
2
xH
1−ǫ0
y
≤M, ∥u˜∥
L6tL
6
xH
1−ǫ0
y
≤ L,
for some positive constantsM and L.
Let t0 ∈ I and let u(t0) obey
(2.4) ∥u(t0) − u˜(t0)∥L2xH1−ǫ0y ≤M ′
for someM ′ > 0.
Moreover, assume the smallness conditions
∥ei(t−t0)∆R×T(u(t0) − u˜(t0))∥L6tL6xH1−ǫ0y ≤ ǫ,(2.5) ∥e∥
L
6
5
t L
6
5
x H
1−ǫ0
y
≤ ǫ,(2.6)
for some 0 < ǫ ≤ ǫ1, where ǫ1 = ǫ1(M,M ′,L) > 0 is a small constant.
Then, there exists a solution u to i∂tu+∆R×Tu = ∣u∣4u on I ×R×T with initial data u(t0) at time t = t0
satisfying
∥u − u˜∥
L6tL
6
xH
1−ǫ0
y
≤ C(M,M ′,L)ǫ, ∥u − u˜∥
L∞t L
2
xH
1−ǫ0
y
≤ C(M,M ′,L)M ′,
∥u∥
L∞t L
2
xH
1−ǫ0
y ∩L6tL
6
xH
1−ǫ0
y
≤ C(M,M ′,L).
Remark 2.6 (Persistence of regularity). The results in the above theorems can be extended toH1(R×T).
The following theorem reveals the finiteness of the solution inL6t,xH
1−ǫ0
y is enough to show the scattering
of (1.1) inH1, and we refer to [8] for a proof by using the perturbation argument.
Theorem 2.7 (Scattering norm). Suppose that u ∈ C0tH1x,y(Rt × Rx × Ty) is a global solution of (1.1)
satisfying ∥u∥
L6tL
6
xH
1−ǫ0
y (Rt×Rx×Ty)
≤ L and ∥u(0)∥H1x,y ≤ M for some positive constants M, L, then u
scatters inH1x,y(R ×T).
8 Title Scattering for the quintic NLS on R ×T
3. PROFILE DECOMPOSITION
In this section, we will show the profile decomposition. First, we will first give an abstract linear
profile decomposition in Subsection 3.1, which will heavily depend on the linear profile decomposition in
L2(Rd). The linear profile decomposition in L2(Rd) for the mass-critical nonlinear Schro¨dinger equation
is established by R. Carles and S. Keraani [4] after the 2-dimensional work of F. Merle and L. Vega [36].
Later, P. Be´gout and A. Vargas [2] establish the linear profile decomposition of the mass-critical nonlinear
Schro¨dinger equation for general dimensions by the refined Strichartz inequality [3] and bilinear restriction
estimate [45]. We also refer to [33] for a version of the proof of the linear profile decomposition. We then
analyze the nonlinear profiles in Subsection 3.2, where we use a normal form type argument.
3.1. Linear profile decomposition. In this subsection, we will establish an abstract linear profile de-
composition, which is implied in [8]. The abstract linear profile decomposition is mainly inspired by the
mass-critical profile decomposition in Rd, d ≥ 1, which we refer to [2–4, 33, 36]. Similar to [8], we can
obtain the following linear profile decomposition in an abstract version, which is of its own interest for
other nonlinear dispersive equations such as
i∂tu +Hu = f(u),
where u(t, x, y) ∶ R × Rd × Rm → C, d ≥ 1, n ≥ 1, and the Hamiltonian operator H is defined to be
∆Rdx +Ay, with A defined on Rm and the spectrum σ(A) = σp(A) ⊆ D with D be a subset of Z. Then for
any f(x, y) ∶ Rd ×Rm → C, Af(x, y) = ∑
j∈σ(A)
fj(x)ψj(y), where ψj is the corresponding eigenfunction
to the eigenvalue j of A. For example, we can take A to be ∆Nn , where N is an n-dimensional manifold
with Dirichlet or Neumann boundary condition. These kind equations appear in study of the transverse
instability of the nonlinear dispersive equations.
Definition 3.1 (Symmetry group G). For position x0 ∈ Rd, frequency ξ0 ∈ Rd, and scaling parameter
λ > 0, we define for d ≥ 1, D ⊆ Z the unitary transformation gx0,ξ0,λ ∶ L2xh1(Rd ×D)→ L2xh1(Rd ×D) by
gx0,ξ0,λf⃗(x) = 1
λ
d
2
eixξ0 f⃗ (x − x0
λ
) .
Let G be the collection of such transformations.
To describe the defect of compactness of the embedding eit∆Rd ∶ L2xhα(Rd×D)↪ L 2(d+2)dt,x hα−ǫ0(R×Rd×
D), where 0 < α ≤ 1, we obtain the following theorem.
Theorem 3.2 (Linear profile decomposition in L2xh
α(Rd × D)). Let {u⃗n}n≥1 be a bounded sequence in
L2xh
α(Rd × D). Then (after passing to a subsequence if necessary) there exists K∗ ∈ {0,1,⋯} ∪ {∞},
functions {φ⃗k}K∗
k=1 ⊆ L2xhα, group elements {gkn}K∗k=1 ⊆ G, and times {tkn}K∗k=1 ⊆ R, and w⃗Kn ∈ L2xhα(Rd ×M)
such that
u⃗n(x) = K∑
k=1
gkne
itkn∆Rd φ⃗k + w⃗Kn (x) ∶= K∑
k=1
1
(λkn)d2 e
ixξkn(eitkn∆Rd φ⃗k)(x − xkn
λkn
) + w⃗Kn (x),(3.1)
Cheng, Guo, and Zhao
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we have the following properties:
limsup
n→∞
∥eit∆Rd w⃗Kn ∥
L
2(d+2)
d
t,x h
α−ǫ0(R×Rd×D)
→ 0, as K →∞,
e−it
k
n∆Rd(gkn)−1w⃗Kn ⇀ 0 in L2xhα, as n→∞, for each k ≤K,
sup
K
lim
n→∞
(∥u⃗n∥2L2xhα −
K
∑
k=1
∥φ⃗k∥2
L2xh
α
− ∥w⃗Kn ∥2L2xhα) = 0,
and for k ≠ k′, and n→∞,
λkn
λk
′
n
+ λk′n
λkn
+ λknλk′n ∣ξkn − ξk′n ∣2 + ∣xkn − xk
′
n − 2tkn(λkn)2(ξkn − ξk′n )∣2
λknλ
k′
n
+ ∣(λkn)2tkn − (λk′n )2tk′n ∣
λknλ
k′
n
→∞.
Furthermore, if {u⃗n}n≥1 is bounded in L2xhα ∩H1xl2(Rd ×D), we need to modify the decomposition (3.1)
to be
u⃗n(x) = K∑
k=1
gkne
itkn∆RdP kn φ⃗
k + w⃗Kn (x) ∶= K∑
k=1
1
(λkn)d2 e
ixξkn(eitkn∆RdP kn φ⃗k)(x − xknλkn ) + w⃗
K
n (x),(3.2)
where the projector P kn is defined by
P kn φ⃗
k(x) = {φk(x), if λkn ≡ 1,
P≤(λkn)θ φ⃗
k,0 < θ < 1, if λkn →∞.
and
limsup
n→∞
∥eit∆Rd w⃗Kn ∥
L
2(d+2)
d
t,x h
α−ǫ0(R×Rd×D)
→ 0, asK →∞,
e−it
k
n∆Rd(gkn)−1w⃗Kn ⇀ 0 in L2xhα, as n→∞, for each k ≤K,
sup
K
lim
n→∞
⎛
⎝∥u⃗n∥2L2xhα∩H1xl2 −
K
∑
k=1
∥ 1(λkn)d2 e
ixξkn(eitkn∆RdP kn φ⃗k)(x − xknλkn )∥
2
L2xh
α∩H1xl
2
− ∥w⃗Kn ∥2L2xhα∩H1xl2
⎞
⎠ = 0,
and for k ≠ k′,
λkn
λk
′
n
+ λk′n
λkn
+ λknλk′n ∣ξkn − ξk′n ∣2 + ∣xk
′
n − xkn − 2tk′n (λk′n )2(ξk′n − ξkn)∣2
λknλ
k′
n
+ ∣(λkn)2tkn − (λk′n )2tk′n ∣
λknλ
k′
n
→∞, as n→∞.
Moreover, we can take λkn ≡ 1 or λkn → ∞, as n → ∞, ∣ξkn∣ ≤ Ck, for every 1 ≤ k ≤ K, with φ⃗k ∈
L2xh
α(Rd ×D), and w⃗Kn ∈ L2xhα ∩H1xl2(Rd ×D).
Before presenting Theorem 3.2, we will first establish the refined Strichartz estimate in Proposition 3.6.
We will collect some basic facts appeared in [33].
Definition 3.3. Given j ∈ Z, we write Dj for the set of all dyadic intervals of side-length 2j in Rd,
Dj = {Πdl=1[2jkl,2j(kl + 1)) ⊂ Rd ∶ k = (k1, k2,⋯, kd) ∈ Zd} .
We also write D = ⋃j Dj . Given Q ∈ D, we define fQ by Fx(fQ) = χQFxf .
By the bilinear Strichartz estimate on Rd [45] and interpolation, we have
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Corollary 3.4. Suppose Q,Q′ ∈ D with dist(Q,Q′) ≳ diam(Q) = diam(Q′), then for some 1 < p < 2,
∥eit∆RdfQ ⋅ eit∆RdfQ′∥
L
d2+3d+1
d(d+1)
t,x
≲ ∣Q∣1− 2p− 1d2+3d+1 ∥Fxf∥Lp
ξ
(Q) ∥Fxf∥Lp
ξ
(Q′) .
We also need the follow almost orthogonality property in [49].
Lemma 3.5. Let {Rk} be a family of parallelepipeds in Rd, where d ≥ 1 obeying sup
ξ
∑
k
χαRk(ξ) ≲ 1 for
some α > 1. Then for any {fk} ⊆ L d+2d (Rd),
∥∑
k
PRkfk∥
L
d+2
d (Rd)
≲ (∑
k
∥fk∥d+2d
L
d+2
d (Rd)
)
d
d+2
, when d ≥ 2,(3.3)
and
∥∑
k
PRkfk∥
L3
≲ (∑
k
∥fk∥ 32L3)
2
3
, when d = 1.(3.4)
Proposition 3.6 (Refined Strichartz estimate).
∥eit∆Rd f⃗∥
L
2(d+2)
d
t,x l
2(d+2)
d (R×Rd×D)
≲ ∥f⃗∥ d+1d+2
L2xl
2
⎛
⎝supQ∈D ∣Q∣
− d+1
2(d2+3d+1) ∥eit∆Rd f⃗Q∥
L
2(d2+3d+1)
d2
t,x l
2(d2+3d+1)
d2
⎞
⎠
1
d+2
.
Proof. Given distinct ξ, ξ′ ∈ Rd, there is a unique maximal pair of dyadic cubes Q ∋ ξ and Q′ ∋ ξ′ obeying∣Q∣ = ∣Q′∣ and dist(Q,Q′) ≥ 4diam(Q).
LetW denote the family of all such pairs as ξ ≠ ξ′ vary over Rd. Then
∑
(Q,Q′)∈W
χQ(ξ)χQ′(ξ′) = 1, for a.e. (ξ, ξ′) ∈ Rd ×Rd.(3.5)
Note that since Q and Q′ are maximal, dist(Q,Q′) ≤ 10diam(Q). In addition, this shows that given Q
there are a bounded number of Q′ so that (Q,Q′) ∈W , that is,
∀Q ∈W , ♯{Q′ ∶ (Q,Q′) ∈W} ≲ 1.(3.6)
In view of (3.5), we can write
(eit∆Rd f⃗)2 = ∑
(Q,Q′)∈W
eit∆Rd f⃗Q ⋅ eit∆Rd f⃗Q′ .
We have the support of the space-time Fourier transform eit∆Rd f⃗Q ⋅ eit∆Rd f⃗Q′ satisfies
supp (F (eit∆Rd f⃗Q ⋅ eit∆Rd f⃗Q′)) ⊆ R(Q +Q′),(3.7)
where Q +Q′ is the Minkowski sum and
R(Q +Q′) = {(ω, η) ∶ η ∈ Q +Q′,2 ≤ ω − 12 ∣c(Q +Q′)∣2 − c(Q +Q′)(η − c(Q +Q′))
diam(Q +Q′)2 ≤ 19} ,
where c(Q +Q′) denotes the center of the cube Q +Q′. We also note that diam(Q +Q′) = diam(Q) +
diam(Q′) = 2diam(Q).
By [33], for any α ≤ 1.01,
sup
ω,η
∑
(Q,Q′)∈F
χαR(Q+Q′)(ω, η) ≲ 1,(3.8)
Cheng, Guo, and Zhao
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where αR denotes the α−dilate of R with the same center.
Similar to the argument in [33], for d = 1, we may apply (3.4), Ho¨lder’s inequality, we have
∥eit∆R f⃗∥2
L6t,xl
6
≲( ∑
(Q,Q′)∈W
∥eit∆R f⃗Q ⋅ eit∆R f⃗Q′∥ 32L3t,xl3)
2
3
(3.9)
≲( ∑
(Q,Q′)∈W
∥eit∆R f⃗Q∥ 12L10t,xl10 ∥eit∆R f⃗Q′∥
1
2
L10t,xl
10
∥eit∆R f⃗Q ⋅ eit∆R f⃗Q′∥
L
5
2
t,xl
5
2
)
2
3
.
To estimate the term ∥eit∆R f⃗Q ⋅ eit∆R f⃗Q′∥
L
5
2
t,xl
5
2
, we use Corollary 3.4 and Ho¨lder, we see
∥eit∆R f⃗Q ⋅ eit∆R f⃗Q′∥
L
5
2
t,xl
5
2
≲ ∥∣Q∣ 45− 2p ∥ ˆ⃗f(ξ)∥
L
p
ξ
(Q)
∥ ˆ⃗f(ξ)∥
L
p
ξ
(Q′)
∥
l
5
2
≲ ∥∣Q∣− 15 ∥ ˆ⃗f(ξ)∥L2
ξ
(Q)∥ ˆ⃗f(ξ)∥L2
ξ
(Q′)∥l 52 .
(3.10)
Then by (3.9), (3.10), together with (3.6), we obtain
∥eit∆R f⃗∥2
L6t,xl
6
≲( sup
Q∈D
∣Q∣− 15 ∥eit∆RfQ∥L10t,xl10)
2
3 ( ∑
(Q,Q′)∈W
∥ ˆ⃗f(ξ)∥L2
ξ
l5(Q×Z)∥ ˆ⃗f(ξ)∥L2
ξ
l5(Q′×Z))
2
3
≲( sup
Q∈D
∣Q∣− 15 ∥eit∆RfQ∥L10t,xl10)
2
3((∑
Q
∥ ˆ⃗f(ξ)∥2
L2
ξ
l5(Q×Z))
1
2 (∑
Q
( ∑
Q′∼Q
∥ ˆ⃗f(ξ)∥L2
ξ
l5(Q′×Z))2)
1
2)
2
3
≲( sup
Q∈D
∣Q∣− 15 ∥eit∆RfQ∥L10t,xl10)
2
3 ∥ ˆ⃗f(ξ)∥ 23
L2
ξ
l5
(∑
Q′
( ∑
Q∼Q′
∥ ˆ⃗f(ξ)∥2
L2
ξ
l5(Q′×Z))
1
2 ) 23
≲( sup
Q∈D
∣Q∣− 15 ∥eit∆RfQ∥L10t,xl10)
2
3 ∥ ˆ⃗f(ξ)∥ 43
L2
ξ
l5
≲ ( sup
Q∈D
∣Q∣− 15 ∥eit∆RfQ∥L10t,xl10)
2
3 ∥f⃗∥ 43
L2xl
2 , where 1 < p < 2.
For d ≥ 2, we will use (3.3) instead of (3.4) in the estimate (3.9).
∥eit∆Rd f⃗∥ 2(d+2)d
L
2(d+2)
d
t,x l
2(d+2)
d
≲ ∑
(Q,Q′)∈W
∥eit∆f⃗Q ⋅ eit∆f⃗Q′∥ d+2d
L
d+2
d
t,x l
d+2
d
≲ ∑
(Q,Q′)∈W
∥eit∆f⃗Q∥ 1d
L
2(d2+3d+1)
d2
t,x l
2(d2+3d+1)
d2
∥eit∆f⃗Q′∥ 1d
L
2(d2+3d+1)
d2
t,x l
2(d2+3d+1)
d2
∥eit∆f⃗Q ⋅ eit∆f⃗Q′∥ d+1d
L
d2+3d+1
d(d+1)
t,x l
d2+3d+1
d(d+1)
.
The estimate of ∥eit∆f⃗Q ⋅ eit∆f⃗Q′∥
L
d2+3d+1
d(d+1)
t,x l
d2+3d+1
d(d+1)
is similar to the d = 1 case, and we can obtain
∥eit∆Rd f⃗∥ 2(d+2)d
L
2(d+2)
d
t,x l
2(d+2)
d
≲ ( sup
Q∈D
∣Q∣− d+12(d2+3d+1) ∥eit∆f⃗Q∥
L
2(d2+3d+1)
d2
t,x l
2(d2+3d+1)
d2
)
2
d
∑
Q∈D
(∣Q∣− 2−pp ∥ ˆ⃗f∥2
L
p
ξ
(Q)l
2(d2+3d+1)
d(d+1)
)
d+1
d
≲ ( sup
Q∈D
∣Q∣− d+12(d2+3d+1) ∥eit∆f⃗Q∥
L
2(d2+3d+1)
d2
t,x l
2(d2+3d+1)
d2
)
2
d ∥f⃗∥ 2(d+1)d
L2xl
2
,
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where in the last estimate we use the inequality
∑
Q∈D
(∣Q∣− 2−pp ∥ ˆ⃗f∥2
L
p
ξ
(Q)l
2(d2+3d+1)
d(d+1)
)
d+1
d
≲ ∥f⃗∥ 2(d+1)d
L2xl
2
(3.11)
which can be proved as in [33]. 
To prove the inverse Strichartz estimate, we also need the following facts:
Lemma 3.7 (Refined Fatou). Suppose {f⃗n}n≥1 ⊆ L 2(d+2)d l 2(d+2)d (Rd+1 ×D) with limsup
n→∞
∥f⃗n∥
L
2(d+2)
d l
2(d+2)
d
<
∞. If f⃗n → f⃗ almost everywhere, then
∑
j∈M
∫
Rd+1
∣∣fn(z, j)∣ 2(d+2)d − ∣fn(z, j) − f(z, j)∣ 2(d+2)d − ∣f(z, j)∣ 2(d+2)d ∣ dz → 0, as n→∞.
In particular,
∥f⃗n∥ 2(d+2)d
L
2(d+2)
d l
2(d+2)
d
− ∥f⃗n − f⃗∥ 2(d+2)d
L
2(d+2)
d l
2(d+2)
d
→ ∥f⃗∥ 2(d+2)d
L
2(d+2)
d l
2(d+2)
d
, as n →∞.
Proposition 3.8 (Local smoothing estimate). Fix ǫ > 0 and ϕ ∈ C∞c , we have ∀ f⃗(x) = f(x, j) ∈ L2xl2(Rd×
D) and R > 0,
∑
j∈D
∫
R
∫
Rd
∣(∣∇x∣ 12 eit∆Rdf) (x, j)∣2ϕ( x
R
) dxdt ≲ǫ R∥f⃗∥2L2xl2(Rd×D).
and, we also have
∑
j∈D
∫
R
∫
Rd
∣(∣∇x∣ 12 eit∆Rdf) (x, j)∣2 ⟨x⟩−1−ǫ dxdt ≲ǫ ∥f⃗∥2L2xl2(Rd×D).
We can now prove the inverse Strichartz estimate.
Proposition 3.9 (Inverse Strichartz estimate). Let f⃗n(x) = fn(x, j) be a bounded sequence in L2xl2(Rd ×
D). Suppose that
lim
n→∞
∥f⃗n∥L2xl2(Rd×D) = A and limn→∞ ∥eit∆Rd f⃗n∥L 2(d+2)dt,x l 2(d+2)d (R×Rd×D) = ǫ,
then there exist a subsequence in n, φ⃗ = φ(x, j) ∈ L2xl2(Rd ×D), {λn} ⊆ (0,∞), ξn ∈ Rd, and (tn, xn, jn) ∈
R ×Rd ×D so that along the subsequence, we have the following:
λ
d
2
ne
−iξn(λnx+xn)(eitn∆Rdfn)(λnx + xn, j + jn)⇀ φ(x, j) in L2xl2(Rd ×D), as n→∞,(3.12)
lim
n→∞
(∥f⃗n∥2L2xl2 − ∥f⃗n − φ⃗n∥
2
L2xl
2
) = ∥φ⃗∥2
L2xl
2
≳ A2 ( ǫ
A
)2(d+1)(d+2) ,(3.13)
limsup
n→∞
∥eit∆Rd(f⃗n − φ⃗n)∥ 2(d+2)d
L
2(d+2)
d
t,x l
2(d+2)
d
≤ ǫ 2(d+2)d (1 − c( ǫ
A
)β) ,(3.14)
where c and β are constants,
φn(x, j) = 1
λ
d
2
n
eixξn (e−i tnλ2n∆Rdφ)(x − xn
λn
, j − jn) .
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Moreover, if {f⃗n} is bounded in L2xhα(Rd ×D), we can take jn = 0, with φ⃗ ∈ L2xhα(Rd ×D), and
λ
d
2
ne
−iξn(λnx+xn)(eitn∆Rd f⃗n)(λnx + xn)⇀ φ⃗(x) in L2xhα, as n →∞,
lim
n→∞
(∥f⃗n(x)∥2L2xhα − ∥f⃗n − φ⃗n∥
2
L2xh
α) = ∥φ⃗∥2L2xhα ≳ A2 ( ǫA)
2(d+1)(d+2)
.
Furthermore, if {f⃗n} is bounded in L2xhα ∩ H1xl2(Rd × D), we can not only take jn = 0, λn ≥ 1, with
φ⃗ ∈ L2xhα(Rd ×D), and ∣ξn∣ ≲ 1, and
λ
d
2
ne
−iξn(λnx+xn)(eitn∆Rd f⃗n)(λnx + xn)⇀ φ⃗(x) in L2xhα, as n→∞,(3.15)
lim
n→∞
(∥f⃗n(x)∥2L2xhα∩H1xl2 − ∥f⃗n − φ⃗n∥
2
L2xh
α∩H1xl
2
) = ∥φ⃗∥2
L2xh
α∩H1xl
2
≳ A2 ( ǫ
A
)2(d+1)(d+2) ,(3.16)
limsup
n→∞
∥eit∆Rd(f⃗n − φ⃗n)∥ 2(d+2)d
L
2(d+2)
d
t,x l
2(d+2)
d
≤ ǫ 2(d+2)d (1 − c( ǫ
A
)β) ,(3.17)
where
φ⃗n(x, j) = 1
λ
d
2
n
eixξn (e−i tnλ2n∆RdPnφ⃗)(x − xn
λn
, j) ,
Pn is the projector defined by
Pnφ⃗(x) =
⎧⎪⎪⎨⎪⎪⎩
φ⃗(x), if limsup
n→∞
λn <∞,
P≤λθnφ⃗(x), if λn →∞.
Proof. By Proposition 3.6, there exists {Qn} ⊆ D so that
ǫd+2A−(d+1) ≲ lim inf
n→∞
∣Qn∣− d+12(d2+3d+1) ∥eit∆Rd(f⃗n)Qn∥
L
2(d2+3d+1)
d2
t,x l
2(d2+3d+1)
d2
.(3.18)
We choose λ−1n to be the side-length of Qn, which implies ∣Qn∣ = λ−dn . We also set ξn = c(Qn), this is the
center of this cube. Next, we determine xn, jn and tn. By Ho¨lder’s inequality,
lim inf
n→∞
∣Qn∣− d+12(d2+3d+1) ∥eit∆Rd(f⃗n)Qn∥
L
2(d2+3d+1)
d2
t,x l
2(d2+3d+1)
d2
≲ lim inf
n→∞
∣Qn∣− d+12(d2+3d+1) ∥eit∆Rd(f⃗n)Qn∥ d(d+2)d2+3d+1
L
2(d+2)
d
t,x l
2(d+2)
d
∥eit∆Rd(f⃗n)Qn∥ d+1d2+3d+1L∞t,xl∞
≲ lim inf
n→∞
λ
d(d+1)
2(d2+3d+1)
n ǫ
d(d+2)
d2+3d+1 ∥eit∆Rd(f⃗n)Qn∥ d+1d2+3d+1L∞t,xl∞ .
Thus by (3.18), there exists (tn, xn, jn) ∈ R ×Rd ×D so that
lim inf
n→∞
λ
d
2
n ∣(eitn∆Rd(fn)Qn)(xn, jn)∣ ≳ ǫ(d+1)(d+2)A−(d2+3d+1).(3.19)
Having selected our symmetry parameters, weak compactness of L2xl
2(Rd ×D) guarantees that
λ
d
2
ne
−iξn(λnx+xn)(eitn∆Rdfn)(λnx + xn, j + jn)⇀ φ(x, j) in L2xl2(Rd ×D)(3.20)
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for some subsequence in n. Our next job is to show that φ⃗ carries non-trivial norm. Define h so that hˆ is
the characteristic function of the cube [−1
2
, 1
2
)d. Then h(x)δ0(j) ∈ L2xl2(Rd ×D). From (3.19), we obtain
∣⟨h(x)δ0(j), φ(x, j)⟩x,j ∣ = lim
n→∞
∣∫
Rd
∑
j∈D
δ0(j)h¯(x)λ d2n e−iξn(λnx+xn)(eitn∆Rdfn)(λnx + xn, j + jn)dx∣
= lim
n→∞
λ
d
2
n ∣∑
j∈D
(eitn∆Rd(fn)Qn)(xn, j + jn)δ0(j)∣
= lim
n→∞
λ
d
2
n ∣(eitn∆Rd(fn)Qn)(xn, jn)∣ ≳ ǫ(d+1)(d+2)A−(d2+3d+1),(3.21)
which quickly implies (3.13). This leaves us to consider (3.14). First, we claim that after passing to a
subsequence,
eit∆Rd (λ d2ne−iξn(λnx+xn)(eitn∆Rdfn)(λnx + xn, j + jn)) → (eit∆Rdφ) (x, j), a.e. (t, x, j) ∈ R ×Rd ×D.
Indeed, this follows from Proposition 3.8 and the Rellich-Kondrashov theorem. Thus by applying Lemma
3.7 and transferring the symmetries, we obtain
∥eit∆Rd f⃗n∥ 2(d+2)d
L
2(d+2)
d
t,x l
2(d+2)
d
− ∥eit∆Rd(f⃗n − φ⃗n)∥ 2(d+2)d
L
2(d+2)
d
t,x l
2(d+2)
d
− ∥eit∆Rd φ⃗n∥ 2(d+2)d
L
2(d+2)
d
t,x l
2(d+2)
d
→ 0, as n→∞.
The requisite lower bound on the right-hand side follows from (3.21).
If {f⃗n} is bounded in L2xhα(Rd ×D), we can obtain (3.12) and (3.13) with the norm L2xl2 changed to
the stronger norm L2hα and take jn = 0.
If {f⃗n} is bounded in L2xhα ∩H1xl2(Rd ×D), by
limsup
n→∞
∥P x≥Rf⃗n∥L2xhα− ǫ02 ≲ limsupn→∞ ⟨R⟩−
ǫ0
2 ∥f⃗n∥H1xl2∩L2xhα → 0, as R →∞,
we can replace f⃗n by P
x
≤Rf⃗n in the assumption of the proposition, for R = R(A, ǫ) > 0 large enough, then
we can take {Qn} ⊂ D, with ∣Qn∣ ≲ Rd in the above argument, and let λn be the inverse of the side-length
of Qn, therefore λn ≳ R−1, and the center of the cube ξn satisfies ∣ξn∣ ≲ R. We also have (3.20), and
furthermore, if limsup
n→∞
λn <∞, we have
λ
d
2
ne
−iξn(λnx+xn)(eitn∆Rdfn)(λnx + xn, j + jn)⇀ φ(x, j) in L2xhα ∩H1xl2(Rd ×D).
To show (3.16), we only need to treat the case λn →∞, since the other case is as in the previous cases. We
can see
lim
n→∞
∥φ⃗n∥H1xl2∩L2xhα ≥ limn→∞∥P x≤λθnφ⃗∥L2xhα ≳ A2 (
ǫ
A
)2(d+1)(d+2) .
For the decoupling of the norm, it comes from the fact P x
λθ
→ I in L2xh
α and (3.15). (3.17) follows as in
the previous cases. 
By apply Proposition 3.9, we can obtain
Proposition 3.10 (Linear profile decomposition in L2xh
α(Rd × D)). Let {u⃗n}n≥1 be a bounded sequence
in L2xh
α(Rd ×D). Then (after passing to a subsequence if necessary) there exists K∗ ∈ {0,1,⋯} ∪ {∞},
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functions {φ⃗k}K∗
k=1
⊆ L2xhα, group elements {gkn}K∗k=1 ⊆ G, and times {tkn}K∗k=1 ⊆ R so that defining w⃗Kn by
u⃗n(x) = K∑
k=1
gkne
itkn∆Rd φ⃗k + w⃗Kn (x) ∶= K∑
k=1
1
(λkn)d2 e
ixξkn(eitkn∆Rd φ⃗k)(x − xkn
λkn
) + w⃗Kn (x),
we have the following properties:
limsup
n→∞
∥eit∆Rd w⃗Kn ∥
L
2(d+2)
d
t,x l
2(d+2)
d (R×Rd×D)
→ 0, as K →∞,(3.22)
e−it
k
n∆Rd(gkn)−1w⃗Kn ⇀ 0 in L2xhα, as n→∞, for each k ≤K,
sup
K
lim
n→∞
(∥u⃗n∥2L2xhα −
K
∑
k=1
∥φ⃗k∥2
L2xh
α − ∥w⃗Kn ∥2L2xhα) = 0,
and lastly, for k ≠ k′, and n→∞,
λkn
λk
′
n
+ λ
k′
n
λkn
+ λknλk′n ∣ξkn − ξk′n ∣2 + ∣xkn − xk
′
n − 2tkn(λkn)2(ξkn − ξk′n )∣2
λknλ
k′
n
+ ∣(λkn)2tkn − (λk′n )2tk′n ∣
λknλ
k′
n
→∞.
Furthermore, if {u⃗n}n≥1 is bounded in L2xhα∩H1xl2(Rd×D), we can take λkn ≥ 1, with φ⃗k ∈ L2xhα(Rd×D),
and ∣ξkn∣ ≲ 1, and
u⃗n(x) = K∑
k=1
gkne
itkn∆RdP kn φ⃗
k + w⃗Kn (x) ∶= K∑
k=1
1
(λkn)d2 e
ixξkn(eitkn∆RdP kn φ⃗k)(x − xknλkn ) + w⃗
K
n (x),
in addition,
sup
K
lim
n→∞
(∥u⃗n∥2L2xhα∩H1xl2 −
K
∑
k=1
∥gkneitkn∆RdP kn φ⃗k∥2
L2xh
α∩H1xl
2
− ∥w⃗Kn ∥2L2xhα∩H1xl2) = 0.
Remark 3.11. By using interpolation, the Ho¨lder inequality and (3.22), we have
limsup
n→∞
∥eit∆Rd w⃗Kn ∥
L
2(d+2)
d
t,x h
α−ǫ0
≲ limsup
n→∞
∥eit∆Rd w⃗Kn ∥α−ǫ0α
L
2(d+2)
d
t,x h
α
∥eit∆Rd w⃗Kn ∥ ǫ0α
L
2(d+2)
d
t,x l
2
≲ limsup
n→∞
∥w⃗Kn ∥α−ǫ0αL2xhα ∥eit∆Rd w⃗Kn ∥
2ǫ0
α(d+4)
L
2(d+2)
d
t,x l
1
∥eit∆Rd w⃗Kn ∥
(d+2)ǫ0
α(d+4)
L
2(d+2)
d
t,x l
2(d+2)
d
≲ limsup
n→∞
∥w⃗Kn ∥α−ǫ0αL2xhα ∥eit∆Rd w⃗Kn ∥
2ǫ0
α(d+4)
L
2(d+2)
d
t,x h
α
∥eit∆Rd w⃗Kn ∥
(d+2)ǫ0
α(d+4)
L
2(d+2)
d
t,x l
2(d+2)
d
≲ limsup
n→∞
∥w⃗Kn ∥1−
(d+2)ǫ0
α(d+4)
L2xh
1 ∥eit∆Rd w⃗Kn ∥
(d+2)ǫ0
α(d+4)
L
2(d+2)
d
t,x l
2(d+2)
d
→ 0, asK →∞.
Therefore, Proposition 3.10 and Remark 3.11 implies Theorem 3.2, which completes the proof.
As an consequence of Theorem 3.2, by working on the Fourier coefficients, we obtain
Proposition 3.12 (Linear profile decomposition in H1(R × T)). Let {un}n≥1 be a bounded sequence in
H1x,y(R×T). Then after passing to a subsequence if necessary, there existK∗ ∈ {0,1,⋯}∪{∞}, functions
φk in L2xH
1
y(R×T) and mutually orthogonal frames (λkn, tkn, xkn, ξkn)n≥1 ⊆ (0,∞)×R×R×R, which means
λk
′
n
λkn
+ λ
k
n
λk
′
n
+ λk′n λkn∣ξk′n − ξkn∣2 + ∣xkn − xk
′
n − 2tkn(λkn)2(ξkn − ξk′n )∣2
λknλ
k′
n
+ ∣(λk′n )2tk′n − (λkn)2tkn∣
λk
′
n λ
k
n
→∞, as n→∞, for k′ ≠ k,
(3.23)
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with λkn → 1 or ∞, as n → ∞, ∣ξkn∣ ≤ Ck, for every 1 ≤ k ≤ J , and for every K ≤ K∗ a sequence
rKn ∈H1x,y(R ×T), such that
un(x, y) = K∑
k=1
1
(λkn) 12 e
ixξkn (eitkn∆RP knφk)(x − xknλkn , y) + r
K
n (x, y).
Moreover,
lim
n→∞
⎛⎜⎝∥un∥
6
L6x,y
−
K
∑
k=1
∥ 1(λkn) 12 e
ixξkn (eitkn∆RP knφk)(x − xknλkn , y)∥
6
L6x,y
− ∥rKn ∥6L6x,y
⎞⎟⎠ = 0,(3.24)
lim
n→∞
⎛⎜⎝∥un∥
2
H1x,y
−
K
∑
k=1
∥ 1(λkn) 12 e
ixξkn (eitkn∆RP knφk)(x − xknλkn , y)∥
2
H1x,y
− ∥rKn ∥2H1x,y
⎞⎟⎠ = 0, ∀K ≤K
∗,(3.25)
(λkn) 12 e−itkn∆R (e−i(λknx+xkn)ξknrJn (λknx + xkn, y))⇀ 0 in L2xH1y , as n→∞, for each k ≤K,(3.26)
limsup
n→∞
∥eit∆R×TrKn ∥L6tL6xH1−ǫ0y (R×R×T) → 0, asK →K∗.(3.27)
3.2. Approximation of profiles. In this subsection, by using the solution of the one-discrete-component
quintic resonant nonlinear Schro¨dinger system to approximate the nonlinear Schro¨dinger equation with
initial data be the bubble in the linear profile decomposition, we can show the nonlinear profile has a
bounded space-time norm.
Theorem 3.13 (Large-scale profiles). For any φ ∈ L2xH1y(R × T), 0 < θ < 1, (λn, tn, xn, ξn)n≥1 ⊆ (0,∞) ×
R3, λn →∞, as n→∞, ∣ξn∣ ≲ 1, there is a global solution un ∈ C0t L2xH1y of⎧⎪⎪⎨⎪⎪⎩
i∂tun +∆R×Tun = ∣un∣4un,
un(0, x, y) = 1
λ
1
2
n
eixξn(eitn∆RP≤λθnφ) (x−xnλn , y) ,(3.28)
for n large enough, satisfying ∥un∥L∞t L2xH1y∩L6t,xH1y(R×R×T) ≲∥φ∥L2xH1y 1. Furthermore, assume ǫ1 is a suffi-
ciently small positive constant depending only on ∥φ∥L2xH1y , v⃗0 ∈H2xh1, and
∥φ⃗ − v⃗0∥L2xh1 ≤ ǫ1.(3.29)
There exists a solution v⃗ ∈ C0tH2xh1(R ×R ×Z) of the one-discrete-component quintic resonant nonlinear
Schro¨dinger system ⎧⎪⎪⎪⎨⎪⎪⎪⎩
i∂tvj +∆Rvj = ∑
(j1,j2,j3,j4,j5)∈R(j)
vj1 v¯j2vj3 v¯j4vj5 ,
vj(0) = v0,j, j ∈ Z,(3.30)
with
vj(0, x) = v0,j(x), if tn = 0,
∥v⃗(t) − eit∆R v⃗0∥L2xh1 → 0, as t→ ±∞, if tn → ±∞.
such that for any ǫ > 0, it holds that
∥un(t) −wn(t)∥L∞t L2xH1y∩L6t,xH1y(R×R×T) ≲∥φ∥L2xH1y ǫ1,∥un∥L∞t L2xH1y∩L6t,xH1y(R×R×T) ≲ 1,
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for n large enough, where
wn(t, x, y) = e−i(t−tn)∣ξn∣2eixξnVλn(t, x, y),
and Vλn is defined to be
Vλn(t, x, y) =∑
j∈Z
1
λ
1
2
n
e−it∣j∣
2
eiyjvj ( t
λ2n
+ tn, x − xn − 2ξn(t − tn)
λn
) , (t, x, y) ∈ R ×R ×T.
Before giving the proof, we present a simple lemma which is useful in the proof of the theorem. Similar
to the argument in [8], we have
Lemma 3.14 (Elementary estimate).
sup
j∈Z
⟨j⟩2 ∑
j1,j2,j3,j4,j5∈Z,
j1−j2+j3−j4+j5=j
⟨j1⟩−2⟨j2⟩−2⟨j3⟩−2⟨j4⟩−2⟨j5⟩−2 ≲ 1.(3.31)
Proof. We see
⟨j⟩2 ∑
j1,j2,j3,j4,j5∈Z,
j1−j2+j3−j4+j5=j
⟨j1⟩−2⟨j2⟩−2⟨j3⟩−2⟨j4⟩−2⟨j5⟩−2 = ⟨j⟩2 ∑
j2,j3,j4,j5∈Z
⟨j2⟩−2⟨j3⟩−2⟨j4⟩−2⟨j5⟩−2⟨j + j2 − j3 + j4 − j5⟩−2.
By an easy calculus, we have
∑
j5∈Z
⟨j + j2 − j3 + j4 − j5⟩−2⟨j5⟩−2
≤∫
R
⟨j + j2 − j3 + j4 − y⟩−2⟨y⟩−2 dy
≤∫
∣j+j2−j3+j4−y∣≥
∣j+j2−j3+j4 ∣
2
⟨j + j2 − j3 + j4 − y⟩−2⟨y⟩−2 dy +∫
∣j+j2−j3+j4−y∣≤
∣j+j2−j3+j4 ∣
2
⟨j + j2 − j3 + j4 − y⟩−2⟨y⟩−2 dy
≲⟨j + j2 − j3 + j4⟩−2∫
R
⟨y⟩−2 dy + ⟨j + j2 − j3 + j4⟩−2∫
R
⟨j + j2 − j3 + j4 − y⟩−2 dy ≲ ⟨j + j2 − j3 + j4⟩−2,
arguing in the same way, we can obtain
⟨j⟩2 ∑
j2,j3,j4,j5∈Z
⟨j2⟩−2⟨j3⟩−2⟨j4⟩−2⟨j5⟩−2⟨j + j2 − j3 + j4 − j5⟩−2
≲⟨j⟩2 ∑
j2,j3,j4∈Z
⟨j2⟩−2⟨j3⟩−2⟨j4⟩−2⟨j + j2 − j3 + j4⟩−2
≲⟨j⟩2 ∑
j2,j3
⟨j2⟩−2⟨j3⟩−2⟨j + j2 − j3⟩−2 ≲ ⟨j⟩2∑
j2
⟨j2⟩−2⟨j + j2⟩−2 ≲ ⟨j⟩2 ⋅ ⟨j⟩−2 ≲ 1.

Remark 3.15. By scattering theorem of the one-discrete-component quintic resonant nonlinear Schro¨dinger
system, we have the solution of the one-discrete-component quintic resonant nonlinear Schro¨dinger system
satisfies the following result as a consequence of the triangle inequality, Strichartz estimate, Minkowski
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inequality, and Lemma 3.14.
∥v⃗∥h1L6t,x ≲ ∥v⃗(t) − eit∆R v⃗+∥h1L6t,x + ∥eit∆R v⃗+∥h1L6t,x
≲ ∥ ∑
(j1,j2,j3,j4,j5)∈R(j)
vj1 v¯j2vj3 v¯j4vj5∥
h1jL
6
5
t,x
+ ∥v⃗+∥h1jL2x
≲ ∥ ∑
(j1,j2,j3,j4,j5)∈R(j)
vj1 v¯j2vj3 v¯j4vj5∥
L
6
5
t,xh
1
j
+ ∥v⃗+∥L2xh1j
≲ ∥(∑
j∈Z
⟨j⟩2∣vj(t, x)∣2)
5
2∥
L
6
5
t,x
+ ∥v⃗+∥L2xh1 ∼ ∥v⃗∥5L6t,xh1 + ∥v⃗+∥L2xh1.
Proof of Theorem 3.13. Without loss of generality, we may assume that xn = 0. Using the Galilean
transform and the fact that ξn is bounded, we may assume that ξn = 0 for all n. We see
wn(t, x, y) =∑
j∈Z
1
λ
1
2
n
e−it∣j∣
2
eiyjvj ( t
λ2n
+ tn, x
λn
) .
When tn = 0, we will show Vλn is an approximate solution to the quintic nonlinear Schro¨dinger equation
on R ×T in the sense of Theorem 2.5. By noting vj satisfies (3.30) and an easy computation, we have
eλn = (i∂t +∆R×T)Vλn − ∣Vλn ∣4Vλn
(3.32)
= −∑
j∈Z
e−it∣j∣
2
eiyj ∑
(j1,j2,j3,j4,j5)∈NR(j)
e−it(∣j1∣
2−∣j2∣2+∣j3∣2−∣j4∣2+∣j5∣2−∣j∣2)(vj1,λn v¯j2,λnvj3,λn v¯j4,λnvj5,λn)(t, x),
where
NR(j) = {(j1, j2, j3, j4, j5) ∈ Z5 ∶ j1 − j2 + j3 − j4 + j5 − j = 0, ∣j1∣2 − ∣j2∣2 + ∣j3∣2 − ∣j4∣2 + ∣j5∣2 − ∣j∣2 ≠ 0} .
We first decompose eλn = P x≥2−10eλn +P x≤2−10eλn . By Bernstein’s inequality, the Plancherel theorem, (3.32),
Leibnitz’s rule, Ho¨lder’s inequality, and Lemma 3.14, we have
∥P x≥2−10eλn∥
L
6
5
t L
6
5
x H
1
y(R×R×T)
≲ ∥P x≥2−10∇xeλn∥
L
6
5
t,xH
1
y(R×R×T)
≲1
λn
XXXXXXXXXXX(∑j ⟨j⟩
2∣∇xvj(t, x)∣2)
1
2
XXXXXXXXXXXL6t,x
XXXXXXXXXXX(∑j ⟨j⟩
2∣vj(t, x)∣2)
1
2
XXXXXXXXXXX
4
L6t,x
≲∥φ∥
L2xH
1
y
1
λn
∥v⃗0∥3H1xh1,
where in the second inequality, we use the following estimate
XXXXXXXXXXX(∑j∈Z⟨j⟩
2∣ ∑
(j1,j2,j3,j4,j5)∈NR(j)
e−iλ
2
nt(∣j1∣
2−∣j2∣2+∣j3∣2−∣j4∣2+∣j5∣2−∣j∣2)(∇xvj1 ⋅ vj2 ⋅ vj3vj4vj5)(t, x)∣
2
)
1
2
XXXXXXXXXXXL 65t,x
≲
XXXXXXXXXXX(∑j ⟨j⟩
2∣∇xvj(t, x)∣2)
1
2
XXXXXXXXXXXL6t,x
XXXXXXXXXXX(∑j ⟨j⟩
2∣vj(t, x)∣2)
1
2
XXXXXXXXXXX
4
L6t,x
,
this is a consequence of Ho¨lder’s inequality, and Lemma 3.14. Thus P x
≥2−10
eλn is acceptable when λn is
large enough depending on ∥φ∥L2xH1y and ǫ1. We turn to the estimate of P x≤2−10eλn . By integrating by parts,
Cheng, Guo, and Zhao
19
we have
−∫
t
0
ei(t−τ)∆R×TP x≤2−10eλn(τ)dτ
= ∑
j∈Z,
(j1,j2,j3,j4,j5)∈NR(j)
∫
t
0
ei(t−τ)Φ(j1,j2,j3,j4,j5,j)−it(∣j1∣
2−∣j2∣2+∣j3∣2−∣j4∣2+∣j5∣2)+iyjP x≤2−10(vj1,λn v¯j2,λnvj3,λn v¯j4,λnvj5,λn)(τ, x)dτ
= ∑
j∈Z,
(j1,j2,j3,j4,j5)∈NR(j)
ieit∆R×Teiyj
P x
≤2−10
Φ(j1, j2, j3, j4, j5, j)(vj1,λn v¯j2,λnvj3,λn v¯j4,λnvj5,λn)(0, x)
∑
j∈Z,
(j1,j2,j3,j4,j5)∈NR(j)
ie−it(∣j1∣
2−∣j2∣2+∣j3∣2−∣j4∣2+∣j5∣2)eiyj
P x
≤2−10
Φ(j1, j2, j3, j4, j5, j)(vj1,λn v¯j2,λnvj3,λn v¯j4,λnvj5,λn)(t, x)
− ∑
j∈Z,
(j1,j2,j3,j4,j5)∈NR(j)
ieit∆Reiyj ∫
t
0
ie−iτΦ(j1,j2,j3,j4,j5,j)
Φ(j1, j2, j3, j4, j5, j)∂τP x≤2−10(vj1,λn v¯j2,λnvj3,λn v¯j4,λnvj5,λn)(τ, x)dτ
=∶A1 +A2 +A3,
where Φ(j1, j2, j3, j4, j5, j) =∆R + ∣j1∣2 − ∣j2∣2 + ∣j3∣2 − ∣j4∣2 + ∣j5∣2 − ∣j∣2.
ForA1, by Strichartz, Plancherel’s theorem, Minkowski, the boundedness of the operator
Px
≤2−10
Φ(j1,j2,j3,j4,j5,j)
on Lrx(R), 1 < r <∞, when (j1, j2, j3, j4, j5) ∈ NR(j), Ho¨lder’s inequality, Lemma 3.14 and Sobolev, we
have
XXXXXXXXXXX ∑j∈Z,
(j1,j2,j3,j4,j5)∈NR(j)
eit∆R×Teiyj
i
Φ(j1, j2, j3, j4, j5, j)P x≤2−10(vj1,λn v¯j2,λnvj3,λn v¯j4,λnvj5,λn)(0, x)
XXXXXXXXXXXL∞t L2xH1y∩L6t,xH1y
≲⎛⎝∑j∈Z⟨j⟩
2
XXXXXXXXXXX ∑(j1,j2,j3,j4,j5)∈NR(j)
P x
≤2−10
(vj1,λn v¯j2,λnvj3,λn v¯j4,λnvj5,λn)(0, x)
Φ(j1, j2, j3, j4, j5, j)
XXXXXXXXXXX
2
L2x
⎞
⎠
1
2
≲⎛⎝∑j∈Z⟨j⟩
2
⎛
⎝ ∑(j1,j2,j3,j4,j5)∈NR(j)
XXXXXXXXXXX
P x
≤2−10
(vj1,λn v¯j2,λnvj3,λn v¯j4,λnvj5,λn)(0, x)
Φ(j1, j2, j3, j4, j5, j)
XXXXXXXXXXXL2x
⎞
⎠
2⎞
⎠
1
2
≲ 1
λ2n
⎛
⎝∑j∈Z⟨j⟩
2( ∑
(j1,j2,j3,j4,j5)∈NR(j)
∥(vj1 v¯j2vj3 v¯j4vj5)(0, x)∥L2x)
2⎞
⎠
1
2
≲ 1
λ2n
⎛
⎝∑j∈Z ∑(j1,j2,j3,j4,j5)∈NR(j)Π
5
i=1⟨ji⟩2∥vji(0, x)∥2L10x ⎞⎠
1
2
⋅ ( sup
j∈Z
⟨j⟩2 ∑
(j1,j2,j3,j4,j5)∈NR(j)
⟨j1⟩−2⟨j2⟩−2⟨j3⟩−2⟨j4⟩−2⟨j5⟩−2)
1
2
≲ 1
λ2n
(∑
j∈Z
⟨j⟩2∥vj,λ(0, x)∥2L10x )
5
2 ≲ 1
λ2n
∥v⃗0∥5H1xh1.
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We can estimateA2 similarly to A1 by using Plancherel, Minkowski, Strichartz estimate, the boundedness
of the operator
Px
≤2−10
Φ(j1,j2,j3,j4,j5,j)
on Lrx(R), 1 < r <∞, when (j1, j2, j3, j4, j5) ∈ NR(j),
XXXXXXXXXXX ∑j∈Z,
(j1,j2,j3,j4,j5)∈NR(j)
ie−it(∣j1∣
2−∣j2∣2+∣j3∣2−∣j4∣2+∣j5∣2)eiyj
Φ(j1, j2, j3, j4, j5, j) P x≤2−10(vj1,λn v¯j2,λnvj3,λn v¯j4,λvj5,λn)(t, x)
XXXXXXXXXXXL∞t L2xH1y∩L6t,xH1y
≲ ⎛⎝∑j∈Z∥ ∑(j1,j2,j3,j4,j5)∈NR(j)
e−it(∣j1∣
2−∣j2∣2+∣j3∣2−∣j4∣2+∣j5∣2)P x
≤2−10
Φ(j1, j2, j3, j4, j5, j) (vj1,λn v¯j2,λnvj3,λn v¯j4,λnvj5,λn)(t, x)∥
2
L∞t L
2
x∩L
6
t,x
⟨j⟩2⎞⎠
1
2
≲ ⎛⎝∑j∈Z( ∑(j1,j2,j3,j4,j5)∈NR(j) ∥
P x
≤2−10
(vj1,λn v¯j2,λnvj3,λn v¯j4,λnvj5,λn)(t, x)
Φ(j1, j2, j3, j4, j5, j) ∥L∞t L2x∩L6t,x)
2⟨j⟩2⎞⎠
1
2
≲ λ−2n (∑
j∈Z
( ∑
(j1,j2,j3,j4,j5)∈NR(j)
∥vj1(0, x)vj2(0, x)vj3(0, x)vj4(0, x)vj5(0, x)∥L2x)2⟨j⟩2)
1
2
+ λ−2n (∑
j∈Z
( ∑
(j1,j2,j3,j4,j5)∈NR(j)
∥(i∂t +∆R)(vj1 v¯j2vj3 v¯j4vj5)(t, x)∥L1tL2x)
2⟨j⟩2) 12
∶= λ−2n (A21 +A22),
we see by Ho¨lder inequality, Lemma 3.14, Sobolev inequality,
A21 ≲(∑
j∈Z
( ∑
(j1,j2,j3,j4,j5)∈NR(j)
∥vj1(0, x)∥L2x∥vj2(0, x)∥L∞x ∥vj3(0, x)∥L∞x ∥vj4(0, x)∥L∞x ∥vj5(0, x)∥L∞x )2⟨j⟩2)
1
2
≲(∑
j∈Z
( ∑
(j1,j2,j3,j4,j5)∈NR(j)
⟨j1⟩∥vj1(0, x)∥L2xΠ5k=2 (⟨jk⟩∥vjk(0, x)∥H1x) ⟨j1⟩−1⟨j2⟩−1⟨j3⟩−1⟨j4⟩−1⟨j5⟩−1)2⟨j⟩2)
1
2
≲(∑
j∈Z
⟨j⟩2∥vj(0, x)∥2H1x)
5
2
∼ ∥v⃗0∥5H1xh1.
By (3.30), we see A22 can be controlled by the following terms
(∑
j∈Z
( ∑
(j1,j2,j3,j4,j5)∈NR(j)
∥∆Rvj1 v¯j2vj3 v¯j4vj5∥L1tL2x + ∥∇vj1 ⋅ ∇vj2 ⋅ vj3vj4vj5∥L1tL2x(3.33)
+∥vj1vj2 ∑
(p1,p2,p3,p4,p5)∈R(j3)
vp1 v¯p2vp3 v¯p4vp5vj4vj5∥
L1tL
2
x
)2⟨j⟩2)
1
2
together with other similar terms when the derivatives are distributed to different components.
Therefore, we only need to estimate (3.33), by Ho¨lder, we have
(3.33) ≲(∑
j∈Z
( ∑
(j1,j2,j3,j4,j5)∈NR(j)
∥∆Rvj1 v¯j2vj3 v¯j4vj5∥L1tL2x + ∥∇vj1 ⋅ ∇vj2 ⋅ vj3vj4vj5∥L1tL2x)
2⟨j⟩2)
1
2
+ (∑
j∈Z
( ∑
(j1,j2,j3,j4,j5)∈NR(j)
∥vj1vj2 ∑
(p1,p2,p3,p4,p5)∈R(j3)
vp1 v¯p2vp3 v¯p4vp5vj4vj5∥
L1tL
2
x
)2⟨j⟩2)
1
2
.
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We now consider the first term, by the Ho¨lder inequality, we see
(∑
j∈Z
( ∑
(j1,j2,j3,j4,j5)∈NR(j)
∥∆Rvj1 v¯j2vj3 v¯j4vj5∥L1tL2x + ∥∇vj1 ⋅ ∇vj2 ⋅ vj3vj4vj5∥L1tL2x)
2⟨j⟩2)
1
2
≲ (∑
j∈Z
∑
(j1,j2,j3,j4,j5)∈NR(j)
⟨j1⟩2∥∆Rvj1∥2L5tL10x ⟨j2⟩2∥vj2∥2L5tL10x ⟨j3⟩2∥vj3∥2L5tL10x ⟨j4⟩2∥vj4∥2L5tL10x ⟨j5⟩2∥vj5∥2L5tL10x )
1
2
+ (∑
j∈Z
∑
(j1,j2,j3,j4,j5)∈NR(j)
⟨j1⟩2∥∇vj1∥2L5tL10x ⟨j2⟩2∥∇vj2∥2L5tL10x ⟨j3⟩2∥vj3∥2L5tL10x ⟨j4⟩2∥vj4∥2L5tL10x ⟨j5⟩2∥vj5∥2L5tL10x )
1
2
≲ (∑
j∈Z
⟨j⟩2∥vj∥2L5tW 2,10x )
5
2 + (∑
j∈Z
⟨j⟩2∥vj∥2L5tW 1,10x )
5
2
.
We now turn to the second term, as in the first term, we only need to use the Ho¨lder inequality, and also
note the resonant relation in our term,
(∑
j∈Z
( ∑
(j1,j2,j3,j4,j5)∈NR(j)
∥vj1vj2 ∑
(p1,p2,p3,p4,p5)∈R(j3)
vp1 v¯p2vp3 v¯p4vp5vj4vj5∥
L1tL
2
x
)2⟨j⟩2)
1
2
≲(∑
j∈Z
⟨j⟩2( ∑
(j1,j2,j3,j4,j5)∈NR(j)
∥vj1∥L9tL18x ∥vj2∥L9tL18x ∑
(p1,p2,p3,p4,p5)∈R(j3)
Π5k=1∥vpk∥L9tL18x ∥vj4∥L9tL18x ∥vj5∥L9tL18x )
2)
1
2
≲⎛⎝∑j∈Z⟨j⟩
2( ∑
j1−j2+p1−p2+p3−p4+p5−j4+j5=j,
∣j1 ∣
2−∣j2 ∣
2+∣p1 ∣
2−∣p2 ∣
2+∣p3 ∣
2−∣p4 ∣
2+∣p5 ∣
2−∣j4 ∣
2+∣j5 ∣
2≠∣j∣2
∥vj1∥L9tL18x ∥vj2∥L9tL18x Π5k=1∥vpk∥L9tL18x ∥vj4∥L9tL18x ∥vj5∥L9tL18x )
2⎞
⎠
1
2
≲(∑
j∈Z
⟨j⟩2∥∣∇x∣ 29 vj∥2
L9tL
18
5
x
) 92 .
This finish the estimate of A2. We now turn to the estimate of A3. The estimate of A3 is similar to the
estimate of A1 and A2, although the estimate is a little complex. By the Strichartz estimate, we have
XXXXXXXXXXX ∑j∈Z,
(j1,j2,j3,j4,j5)∈NR(j)
e−it(∣j1∣
2−∣j2∣2+∣j3∣2−∣j4∣2+∣j5∣2)eiyj ∫
t
0
ei(t−τ)Φ(j1,j2,j3,j4,j5,j)
Φ(j1, j2, j3, j4, j5, j)
⋅ ∂τP x≤2−10(vj1,λn v¯j2,λnvj3,λn v¯j4,λnvj5,λn)(τ, x)dτ
XXXXXXXXXXXL∞t L2xH1y∩L6t,xH1y
≲∥(i∂t +∆R×T)∑
j∈Z
∑
(j1,j2,j3,j4,j5)∈NR(j)
e−it(∣j1∣
2−∣j2∣2+∣j3∣2−∣j4∣2+∣j5∣2)eiyj
⋅ ∫
t
0
ei(t−τ)Φ(j1,j2,j3,j4,j5,j)
Φ(j1, j2, j3, j4, j5, j)∂τP x≤2−10(vj1,λn v¯j2,λnvj3,λn v¯j4,λnvj5,λn)(τ, x)dτ∥L1tL2xH1y .(3.34)
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By Plancherel, Minkowski, the boundedness of the operator
Px
≤2−10
Φ(j1,j2,j3,j4,j5,j)
on Lrx(R), 1 < r < ∞, when(j1, j2, j3, j4, j5) ∈ NR(j), (3.30), we see (3.34) can be controlled by
XXXXXXXXXXX(∑j∈Z⟨j⟩
2∥ ∑
(j1,j2,j3,j4,j5)∈NR(j)
e−it(∣j1∣
2−∣j2∣2+∣j3∣2−∣j4∣2+∣j5∣2)
∂tP
x
≤2−10
(vj1,λn v¯j2,λnvj3,λn v¯j4,λnvj5,λn)(t, x)
Φ(j1, j2, j3, j4, j5, j) ∥
2
L2x
)
1
2
XXXXXXXXXXXL1t
(3.35)
≲
XXXXXXXXXXX(∑j∈Z⟨j⟩
2( ∑
(j1,j2,j3,j4,j5)∈NR(j)
∥∂tP x≤2−10(vj1,λn v¯j2,λnvj3,λn v¯j4,λnvj5,λn)(t, x)
Φ(j1, j2, j3, j4, j5, j) ∥L2x)
2
)
1
2
XXXXXXXXXXXL1t
≲
XXXXXXXXXXX(∑j∈Z⟨j⟩
2( ∑
(j1,j2,j3,j4,j5)∈NR(j)
∥∂t(vj1,λn v¯j2,λnvj3,λn v¯j4,λnvj5,λn)∥L2x )
2
)
1
2
XXXXXXXXXXXL1t
≲λ−2n
XXXXXXXXXXX(∑j∈Z⟨j⟩
2( ∑
(j1,j2,j3,j4,j5)∈NR(j)
∥v¯j2vj3 v¯j4vj5 ∑
(p1,p2,p3,p4,p5)∈R(j1)
vp1 v¯p2vp3 v¯p4vp5∥
L2x
)
2
)
1
2
XXXXXXXXXXXL1t
+ λ−2n ∥(∑
j∈Z
⟨j⟩2( ∑
(j1,j2,j3,j4,j5)∈NR(j)
∥v¯j2vj3 v¯j4vj5∆Rvj1∥L2x )
2
)
1
2∥
L1t
∶= λ−2n (A31 +A32).
We can see by the Ho¨lder inequality and Lemma 3.14,
A32 ≲ ∥(∑
j∈Z
⟨j⟩2∥∆Rvj∥2L10x )
1
2 (∑
j∈Z
⟨j⟩2∥vj∥2L10x )
2∥
L1t
≲ (∑
j∈Z
⟨j⟩2∥vj∥2L5tW 2,10x )
5
2
,(3.36)
similarly, by the Ho¨lder inequality and Lemma 3.14, we also have
A31 ≲
XXXXXXXXXXX(Π
5
k=2∑
jk
⟨jk⟩2∥vjk∥2L10x )
1
2(∑
j1
⟨j1⟩2∥ ∑
(p1,p2,p3,p4,p5)∈R(j1)
vp1 v¯p2vp3 v¯p4vp5∥2
L10x
)
1
2
XXXXXXXXXXXL1t
(3.37)
≲∥(∑
j
⟨j⟩2∥vj∥2L10x )
1
2∥
4
L5t
XXXXXXXXXXX(∑j1 ⟨j1⟩
2∥ ∑
(p1,p2,p3,p4,p5)∈R(j1)
vp1 v¯p2vp3 v¯p4vp5∥2
L10x
)
1
2
XXXXXXXXXXXL5t
≲(∑
j
⟨j⟩2∥vj(t, x)∥2L5tL10x )
2 ⋅ ∥(∑
p∈Z
⟨p⟩2∥vp(t, x)∥2L50x )
1
2∥
5
L25t
≲(∑
j
⟨j⟩2∥vj(t, x)∥2L5tL10x ) ⋅ (∑
p∈Z
⟨p⟩2∥vp(t, x)∥2
L25t W
2
5
, 50
21
x
)
5
2
.
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Therefore, by (3.34), (3.35), (3.36) and (3.37), we have
XXXXXXXXXXX ∑j∈Z,
(j1,j2,j3,j4,j5)∈NR(j)
e−it(∣j1∣
2−∣j2∣2+∣j3∣2−∣j4∣2+∣j5∣2)eiyj ∫
t
0
ei(t−τ)Φ(j1,j2,j3,j4,j5j)
Φ(j1, j2, j3, j4, j5, j)
⋅ ∂τP x≤2−10(vj1,λn v¯j2,λnvj3,λn v¯j4,λnvj5,λn)(τ, x)dτ
XXXXXXXXXXXL∞t L2xH1y∩L6t,xH1y
≲∥φ∥
L2xH
1
y
λ−2n (∥v⃗0∥H2xh1 + ∥v⃗0∥3H2xh1) .
So P x
≤2−10
eλn is acceptable when λn is large enough depending on ∥φ∥L2xH1y and ǫ1.
Therefore, ∫ t0 ei(t−τ)∆R×Teλn(τ)dτ is small enough in L6t,xH1y ∩L∞t L2xH1y when λn is large enough. We still
need to verify the easier assumptions of Theorem 2.5.
By Plancherel, (3.30), Lemma 3.14, Ho¨lder, and the scattering theorem of the one-discrete-component
quintic resonant nonlinear Schro¨dinger system, we have
∥Vλn∥L∞t L2xH1y(R×R×T) ≲⎛⎝∑j∈Z⟨j⟩
2(∥vj(0, x)∥2L2x + ∥ ∑
(j1,j2,j3,j4,j5)∈R(j)
vj1vj2vj3vj4vj5∥
2
L
6
5
t,x
)⎞⎠
1
2
≲ ∥v⃗0∥L2xh1 + (∑
j
⟨j⟩2 ∥vj∥2L6t,x)
5
2
≲ ∥v⃗0∥L2xh1 + ∥v⃗0∥5L2xh1 ,
and
∥Vλn∥L6tL6xH1y(R×R×T) ≲ ∥Vλn(0, x, y)∥L2xH1y + ∥(i∂t +∆R×T)Vλn∥L 65t,xH1y
∼(∑
j∈Z
⟨j⟩2 ∥vj(0, x)∥2L2x)
1
2
+
XXXXXXXXXXXX
(∑
j∈Z
⟨j⟩2∣(i∂t +∆R)vj(t, x)∣2)
1
2
XXXXXXXXXXXXL 65t,x
≲ ∥v⃗0∥L2xh1 + ∥(∑
j
⟨j⟩2∣vj(t, x)∣2)
1
2∥
5
L6t,x
≲ ∥v⃗0∥L2xh1 + ∥v⃗0∥5L2xh1 .
Moreover, by Plancherel and (3.29), we have
∥un(0) − Vλn(0)∥L2xH1y = ∥P≤λθnφ⃗ − v⃗0∥L2xh1 ≲ ǫ1,
when n large enough. Applying Theorem 2.5, we conclude that for λn (depending on v⃗0) large enough,
the solution un of (3.28) exists globally and
∥un − Vλn∥L∞t L2xH1y∩L6t,xH1y(R×R×T) ≲ ǫ1,
which ends the proof in the case tn = 0.
When tn → ±∞, vj is the solution of the one-discrete-component quintic resonant nonlinear Schro¨dinger
system with
∥vj(t, x) − eit∆Rv0,j(x)∥L2xh1j → 0, as t→ ±∞.
By the argument in the previous case, we can also obtain the result.
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4. GLOBAL WELL-POSEDNESS AND SCATTERING FOR THE QUINTIC RESONANT NONLINEAR
SCHRO¨DINGER SYSTEM
In this section, we prove the global well-posedness and scattering for the one-discrete-component quin-
tic resonant nonlinear Schro¨dinger system, which is used in the proof of Theorem 3.13. In the meantime,
we also prove the conjecture of the global and scattering of the two-component quintic resonant nonlin-
ear Schro¨dinger system made in [23]. We will show the existence of the almost-periodic solution by the
energy induction argument, and the almost-periodic solution is precluded by using the arguments of B.
Dodson [10–12].
For the one-discrete-component quintic resonant nonlinear Schro¨dinger system
(4.1)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
i∂tuj +∆Ruj = ∑
(j1,j2,j3,j4,j5)∈R(j)
uj1u¯j2uj3u¯j4uj5,
uj(0) = u0,j, j ∈ Z,
where
R(j) = {j1, j2, j3, j4, j5 ∈ Z ∶ j1 − j2 + j3 − j4 + j5 = j, ∣j1∣2 − ∣j2∣2 + ∣j3∣2 − ∣j4∣2 + ∣j5∣2 = ∣j∣2} .
For u⃗ = {uj}j∈Z, and we will frequently denote the nonlinearity in (4.1) by F⃗ (u⃗), that is,
F⃗ (u⃗) = {F⃗j(u⃗)}j∈Z ,
where F⃗j(u⃗) = ∑
(j1,j2,j3,j4,j5)∈R(j)
uj1u¯j2uj3u¯j4uj5 . we have the following scattering result.
Theorem 4.1 (Scattering for the one-discrete-component quintic resonant nonlinear Schro¨dinger system).
Let E > 0, for any initial data u⃗0 satisfying
∥u⃗0∥L2xh1 ∶= ∥(∑
j∈Z
⟨j⟩2∣u0,j(x)∣2)
1
2∥
L2(R)
≤ E,
there exists a global solution u⃗ = {uj}j∈Z to (4.1) satisfying
(4.2) ∥u⃗∥L6t,xh1(R×R×Z) ≤ C,
for some constant C depends only on ∥u⃗0∥L2xh1 . In addition, the solution scatters in L2xh1 in the sense that
there exists {u±j }j∈Z ∈ L2xh1 such that
∥(∑
j∈Z
⟨j⟩2∣uj(t) − eit∆Ru±j ∣2)
1
2∥
L2(R)
→ 0, as t→ ±∞.
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The one-discrete-component quintic resonant nonlinear Schro¨dinger system has the following con-
served quantities:
mass: Ma,b,c(u⃗(t)) = ∫
R
∑
j∈Z
(a + bj + c∣j∣2)∣uj(t, x)∣2 dx, where a, b, c ∈ R,
energy: E(u⃗(t)) = ∫
R
∑
j∈Z
1
2
∣∇uj(t, x)∣2 + 1
6
∑
j∈Z,
n∈N
∣ ∑
j1−j2+j3=j,
∣j1∣2−∣j2∣2+∣j3∣2=n
(uj1u¯j2uj3)(t, x)∣2 dx
= ∫
R
∑
j∈Z
1
2
∣∇uj(t, x)∣2 + 1
6
∑
j∈Z
∑
j1,j2,j3,j4,j5∈Z,
j1−j2+j3−j4+j5=j,
∣j1∣2−∣j2∣2+∣j3∣2−∣j4∣2+∣j5∣2=∣j∣2
(uj1u¯j2uj3u¯j4uj5u¯j)(t, x)dx.
The following proposition proves the local wellposedness and small-data scattering for the one-discrete-
component quintic resonant nonlinear Schro¨dinger system (4.1).
Proposition 4.2 (Local well-posedness and small data scattering). Let u⃗0 ∈ L2xh1 satisfies ∥u⃗0∥L2xh1 ≤ E,
then
(1) There exists an open interval 0 ∈ I and a unique solution u⃗(t) of (4.1) in C0t L2xh1(I × R × Z) ∩
L6t,xh
1(I ×R ×Z).
(2) There exists a small positive constant E0 such that if E(u⃗0) ≤ E0, u⃗(t) is global and scatters in
positive and negative infinite time.
(3) If u⃗0 ∈Hkxhσ for some σ ≥ 1 and k ≥ 0, then u⃗(t) ∈ C0tHkxhσ(I ×R ×Z).
(4) If ∥u⃗∥L6t,xh1(Imax×R×Z) < ∞, where Imax is the maximal lifespan of the solution, we have Imax = R,
and u⃗ scatters in L2xh
1.
Proof. The proof follows from a simple fixed-point theorem, once we have established the fundamental
nonlinear estimate. By the Strichartz estimate, we see
∥u⃗∥L6t,xh1(I×R) ≲ ∥u⃗0∥L2xh1 + ∥(∑
j∈Z
∣ ∑
(j1,j2,j3,j4,j5)∈R(j)
uj1u¯j2uj3u¯j4uj5∣2)
1
2∥
L
6
5
t,x(I×R)
.
The first term on the right-hand side is the L2xh
1-norm. For the second, we compute using Lemma 3.14
that XXXXXXXXXXX(∑j∈Z⟨j⟩
2∣ ∑
(j1,j2,j3,j4,j5)∈R(j)
uj1u¯j2up3u¯j4uj5∣2)
1
2
XXXXXXXXXXXL 65t,x(I×R)
≲ ∥u⃗∥5
L6t,xh
1(I×R×Z).
Consequently, we obtain
∥u⃗∥L6t,xh1(I×R×Z) ≲ ∥eit∆R u⃗0∥L6t,xh1(I×R×Z) + ∥u⃗∥5L6t,xh1(I×R×Z).
This and the Strichartz estimate
∥eit∆R u⃗0∥L6t,xh1(I×R×Z) ≲ ∥u⃗0∥L2xh1 ≲ E
allows one to run a classical fixed-point argument in L6t,xh
1(I ×R ×Z) ∩C0t L2xh1(I ×R × Z) provided I
or E is small enough. The rest of the Proposition follows from standard arguments. 
Remark 4.3. The norm L6t,xh
1 can be regarded as the “scattering norm” which plays the same role as
L10t,x(R ×R3) in [6] and L6t,x(R ×R) in [12].
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Remark 4.4. By the Strichartz estimate and Theorem 4.1, we have
∥u⃗∥LqtLrxh1(R×R) ≲ ∥φ⃗∥L2xh1 , where 2q +
1
r
= 1
2
, 4 ≤ q ≤∞.(4.3)
We also have the persistence of regularity:
Corollary 4.5 (Persistence of regularity). Suppose u⃗0 ∈ L2xh1 and u⃗ ∈ C0t L2xh1(R ×R × Z) is the solution
of (4.1). Suppose also that v⃗0 ∈H4xh5 satisfies
∥u⃗0 − v⃗0∥L2xh1 ≲ ǫ,
and that v⃗ is the solution to (4.1) with initial data v⃗0 at time t = 0. Then it holds that
∥u⃗ − v⃗∥L∞t L2xh1∩W⃗ (R) ≲∥u⃗0∥L2xh1 ǫ,
∥v⃗∥L∞t H4xh5 + ∥(∑
j∈Z
⟨j⟩10∣(∂4xvj)(t, x)∣2)
1
2∥
L6t,x(R×R)
+ ∥(∑
j∈Z
⟨j⟩10∣vj(t, x)∣2)
1
2∥
L6t,x(R×R)
≲∥u⃗0∥L2xh1 ∥v⃗0∥H4xh5 ,
and there exists v⃗± ∈H4xh5 such that
∥(∑
j∈Z
⟨j⟩2∣(vj(t) − eit∆Rv±j )(x)∣2)
1
2∥
L2x(R)
→ 0, as t→ ±∞.
By Proposition 4.2, we see to show the global well-posedness and scattering of the solution u⃗ to (4.1),
it is enough to show the L6t,xh
1 norm of u⃗ is finite. We can further reduce the scattering norm to a weaker
one. Before giving the weaker scattering criterion, we first give a stronger nonlinear estimate (4.7) for the
quintic resonant nonlinearity than (3.31) based on the following result:
Lemma 4.6. For 3
8
< β < 1, we obtain
(4.4) sup
j∈Z
{⟨j⟩2 ∑
(p1,p2,p3,p4,p5)∈R(j),
∣p5∣∼max(∣j∣,∣p2∣,∣p4∣)
⟨p1⟩−2β⟨p2⟩−2β⟨p3⟩−2β⟨p4⟩−2β⟨p5⟩−2} ≲ 1.
Proof. Without loss of generality, we assume that ∣p1∣ ≤ ∣p3∣ ≤ ∣p5∣, ∣p2∣ ≤ ∣p4∣ and max(∣j∣, ∣p4∣) ∼ ∣p5∣.
Then, we have:
∣p3 − p2 + p4 + j − p1
2
∣2 = 2(∣p2∣2 + ∣p4∣2 + ∣j∣2 − ∣p1∣2) − ∣p2 + p4 + j − p1∣2
4
.
which means p3 is on the degenerate circle C. Then:
∑
p3∈C,
∣p3∣≥max(∣p1∣,∣p2∣,∣p4∣)
⟨p3⟩−2β ≲ ⟨max(∣p1∣, ∣p2∣, ∣p4∣)⟩−2β .
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Thus, we have:
∑
(p1,p2,p3,p4,p5)∈R(j),
∣p2∣≤∣p4∣≤∣p3∣,
∣p1∣≤∣p3∣≤∣p5∣
⟨p1⟩−2β⟨p2⟩−2β⟨p3⟩−2β⟨p4⟩−2β⟨p5⟩−2⟨j⟩2
≲ ∑
p1,p2,p4∈Z
⟨p1⟩−2β⟨p2⟩−2β⟨p4⟩−2β ∑
∣p3∣≥max(∣p1∣,∣p2∣,∣p4∣),
(p1,p2,p3,p4,p2+p4+j−p1−p3)∈R(j)
⟨p3⟩−2β
≲ ∑
p1,p2,p4∈Z
⟨p1⟩−2β⟨p2⟩−2β⟨p4⟩−2β⟨∣p1∣ + ∣p2∣ + ∣p4∣⟩−2β ≲ 1.
The proof of Lemma 4.6 is now complete.
Lemma 4.7 (Nonlinear estimate). For sequence {uj}j∈Z ∈ h1(Z), thenXXXXXXXXXXX ∑(j1,j2,j3,j4,j5)∈R(j)uj1u¯j2uj3u¯j4uj5
XXXXXXXXXXXh1
≲ ∥u⃗∥h1 ∥u⃗∥4hβ ,(4.5)
where 3
8
< β < 1.
Proof. We recall and use Lemma 4.6:
(4.6) sup
j∈Z
{⟨j⟩2 ∑
(j1,j2,j3,j4,j5)∈R(j),
∣j5∣∼max(∣j∣,∣j2∣,∣j4∣)
⟨j1⟩−2β⟨j2⟩−2β⟨j3⟩−2β⟨j4⟩−2β⟨j5⟩−2} ≲ 1,
we also refer to the proof of the same estimate in Lemma 4.38 for the two-discrete-component quintic
resonant nonlinear Schro¨dinger system case later. We can obtain similar estimates for the cases when∣j1∣ ∼ max (∣j∣, ∣j2∣, ∣j4∣) or ∣j3∣ ∼max (∣j∣, ∣j2∣, ∣j4∣) as well. By (4.6), we have
∥F⃗ (u⃗)∥2
h1
=∑
j∈Z
⟨j⟩2∣ ∑
(j1,j2,j3,j4,j5)∈R(j)
uj1u¯j2uj3u¯j4uj5∣
≲ ∑
j∈Z
⟨j⟩2(∣ ∑
(j1,j2,j3,j4,j5)∈R(j),
j1∼max(∣j∣,∣j2∣,∣j4∣)
uj1u¯j2uj3u¯j4uj5∣ + ∣ ∑
(j1,j2,j3,j4,j5)∈R(j),
j3∼max(∣j∣,∣j2∣,∣j4∣)
uj1u¯j2uj3u¯j4uj5∣
+ ∣ ∑
(j1,j2,j3,j4,j5)∈R(j),
j5∼max(∣j∣,∣j2∣,∣j4∣)
uj1u¯j2uj3u¯j4uj5∣)
≲ ∥u⃗∥8hβ ⋅ ∥u⃗∥2h1 .

By using the nonlinear estimate in Lemma 4.7 together with a bootstrap argument (see also Theorem
2.7 for similar argument), we can obtain the following result:
Lemma 4.8 (Scattering criterion). If the solution u⃗ of the Cauchy problem (4.1) satisfies for 3
8
< β < 1,
∥u⃗∥L6t,xhβ(R×R×Z) <∞.
Then we have ∥u⃗∥L6t,xh1(R×R×Z) <∞,
and therefore the solution to (4.1) scatters in L2xh
1.
28 Title Scattering for the quintic NLS on R ×T
4.1. Existence of the almost-periodic solution. To prove the one-discrete-component quintic resonant
nonlinear Schro¨dinger system is globally well-posed and scattering, according to Lemma 4.8, it suffices to
prove that if u⃗ is a solution of the one-discrete-component quintic resonant nonlinear Schro¨dinger system
(4.1), then
∥u⃗∥L6t,xhβ(R×R×Z) <∞
for all u⃗0 ∈ L2xh1(R ×Z), where β is a constant satisfying 38 < β < 1.
For u⃗ solving the one-discrete-component quintic resonant nonlinear Schro¨dinger system with u⃗0 ∈
L2xh
1(R ×Z), we define
A(m) = sup{∥u⃗∥L6t,xhβ(R×R×Z) ≤m} ,
and
m0 = sup {m ∶ A(m′) <∞,∀m′ <m} .
If we can showm0 =∞, the global well-posedness and scattering for Cauchy problem (4.1) are established.
By a simple application of Theorem 3.2 with α = 1, d = 1 and D = Z, we have
Proposition 4.9 (Linear profile decomposition in L2xh
1(R × Z)). Let {u⃗n}n≥1 be a bounded sequence in
L2xh
1(R × Z). Then (after passing to a subsequence if necessary) there exists K∗ ∈ {0,1,⋯} ∪ {∞},
functions {φ⃗k}K∗k=1 ⊆ L2xh1, group elements {gkn}K∗k=1 ⊆ G, and times {tkn}K∗k=1 ⊆ R so that defining w⃗Kn by
u⃗n(x) = K∑
k=1
gkne
itkn∆Rφ⃗k + w⃗Kn (x) ∶= K∑
k=1
1
(λkn) 12 e
ixξkn (eitkn∆Rφ⃗k)(x − xkn
λkn
) + w⃗Kn (x),
we have the following properties:
limsup
n→∞
∥eit∆Rw⃗Kn ∥L6t,xh1−ǫ0(R×R×Z) → 0, asK →∞,
e−it
k
n∆R(gkn)−1w⃗Kn ⇀ 0 in L2xh1, as n→∞, for each k ≤K,
sup
K
lim
n→∞
(∥u⃗n∥2L2xh1 −
K
∑
k=1
∥φ⃗k∥2
L2xh
1
− ∥w⃗Kn ∥2L2xh1) = 0,
and lastly, for k ≠ k′, and n→∞,
λkn
λk
′
n
+ λ
k′
n
λkn
+ λknλk′n ∣ξkn − ξk′n ∣2 + ∣xkn − xk
′
n ∣2
λknλ
k′
n
+ ∣(λkn)2tkn − (λk′n )2tk′n ∣
λknλ
k′
n
→∞.
Then by using the argument in [9, 47, 48] and the above linear profile decomposition, we can obtain
Theorem 4.10 (Existence of an almost periodic solution). Assume m0 < ∞, there exists a solution
u⃗ ∈ C0t L2xh1 ∩ L6t,xhβ(I × R × Z) for 38 < β < 1 to the one-discrete-component quintic resonant non-
linear Schro¨dinger system (4.1) with M(u⃗) = m0, which is almost periodic in the sense that there exists(x(t), ξ(t),N(t)) ∈ R ×R ×R+ such that for any η > 0, there exists C(η) > 0 such that for t ∈ I ,
(4.7) ∫
∣x−x(t)∣≥C(η)
N(t)
∥u⃗(t, x)∥2h1 dx +∫
∣ξ−ξ(t)∣≥C(η)N(t)
∥ˆ⃗u(t, ξ)∥2
h1
dξ < η,
where I the maximal lifespan interval. Moreover, we can take N(0) = 1, x(0) = ξ(0) = 0, N(t) ≤ 1 on[0,∞) with [0,∞) ⊂ I , and
∣N ′(t)∣ + ∣ξ′(t)∣ ≲ N(t)3.
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We now fix three small constants
0 < ǫ3 ≪ ǫ2 ≪ ǫ1 < 1(4.8)
satisfying
(4.9) ∣N ′(t)∣ + ∣ξ′(t)∣ ≤ 2−20ǫ− 121 N(t)3,
(4.10) ∫
∣x−x(t)≥
2−20ǫ
− 1
2
3
N(t)
∥u⃗(t, x)∥2h1 dx + ∫
∣ξ−ξ(t)∣≥2−20ǫ
−1
2
3
N(t)
∥ˆ⃗u(t, ξ)∥2
h1
dξ < ǫ22.
By using the argument in [10–12, 33], we have the following facts on the almost periodic solution in the
above theorem:
Lemma 4.11. (1) There exists δ(u⃗) > 0 such that for any t0 ∈ I ,
∥u⃗∥L6t,xhβ([t0,t0+ δN(t0)2 ]×R) ∼ ∥u⃗∥L6t,xhβ([t0− δN(t0)2 ,t0]×R) ∼ 1.
(2) If J is an interval with ∥u⃗∥L6t,xhβ(J×R) = 1, then for t1, t2 ∈ J , N(t1) ∼m0 N(t2), and ∣ξ(t1) − ξ(t2)∣ ≲
N(J), where N(J) ∶= sup
t∈J
N(t). In addition,
N(J) ∼ ∫
J
N(t)3 dt ∼ inf
t∈J
N(t),
4.2. Long time Strichartz estimate. Now we are ready to establish the long time Strichartz estimate
which is a strong tool for us to exclude the almost periodic solution. Long time Strichartz estimate is
first developed by B. Dodson in solving mass critical NLS problems and has been proved as an important
technique in the area of dispersive evolution equation. See [7, 13, 14, 32, 37, 38, 53, 55] for the application
of the long time Stricharz estimate for other dispersive problems. Similar as the mass-critical nonlinear
Schro¨dinger equations, the long time Stricharz estimate mainly helps us in two aspects, i.e. obtaining the
additional regularity of the solution for the rapid frequency cascade scenario and controlling the error term
which appears in the frequency localized interaction Morawetz inequality. Here are several significant
points we want to mention here. Firstly, different from the case when d ≥ 3, we still need to use function
spaces (U
p
∆, V
p
∆) based on atomic spaces and variation spaces (see [?,27] for more information about these
function spaces). Secondly, we will utilize long time Stricharz estimate to obtain additional regularity of
the almost periodic solution and then exclude the rapid frequency cascade scenario (see Subsection 4.4),
we refer to [35] for the elaboration of these spaces. Thirdly, when we use the interaction Morawetz identity
(see Subsection 4.3), the right hand side would involve H˙1hβ norm, but the regularity space is L2hβ, which
reasonably indicates a low-frequency truncation. In this case, we use the long time Stricharz estimate
to control the high-frequency error term. We refer to B. Dodson’s work [10–12] for more information
(motivation and details) about the long time Stricharz estimate.
First, we construct function spaces U
p
∆(L2hβ;R) and V p∆(L2hβ ;R) as in [11,12] and we can get similar
estimates with little modifications.
Definition 4.12 (U
p
∆(H ;R) spaces). Let 1 ≤ p < ∞, andH be a complex Hilbert space. A Up∆(H ;R)-atom
is a piecewise defined function, a⃗ ∶ R→H , and
a⃗ = K∑
k=1
χ[tk−1,tk)eit∆φ⃗k−1,
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where {tk}Kk=0 ∈ Z and {φ⃗k}K−1k=0 ⊂ H with
K∑
k=0
∥φ⃗k∥pH = 1. Here we let Z be the set of finite partitions
−∞ < t0 < t1 < ... < tK ≤∞ of the real line.
The atomic space U
p
∆(H ;R) consists of all functions u⃗ ∶ R→H such that u⃗ = ∞∑
j=1
λj a⃗j for U
p
∆-atoms a⃗j ,
{λj}j≥1 ∈ l1, with norm
∥u⃗∥Up
∆
(H;R) ∶= inf {
∞
∑
j=1
∣λj ∣ ∶ u⃗ = ∞∑
j=1
λj a⃗j, λj ∈ C, a⃗j is Up∆-atom} .
Definition 4.13 (V
p
∆(H ;R) spaces). Let 1 ≤ p < ∞, and H be a complex Hilbert space. We define
V p∆(H ;R) as the space of all functions v⃗ ∶ R →H such that
∥v⃗∥p
V
p
∆
(H;R) ∶= ∥v⃗∥pL∞t H + sup{tk}↗∑k ∥e
−itk∆v(tk) − e−itk+1∆v(tk+1)∥pH .
We usually take H = L2hβ in our argument, where 1
4
< β < 1. We list some properties of these function
spaces as follows: (since the proofs are similar to the mass-critical nonlinear Schro¨dinger equation case,
so we omit the proofs.)
Lemma 4.14 ( [22, 34]). The function spaces U
p
∆(L2hβ) and V p∆(L2hβ) obey the embeddings
Up∆(L2hβ) ⊆ V p∆(L2hβ) ⊆ U q∆(L2hβ) ⊆ L∞(L2hβ), when p < q.
We define DU
p
∆(L2hβ) be the space of functions
DU
p
∆(L2hβ) = {(i∂t +∆)u⃗ ∶ u⃗ ∈ Up∆(L2hβ)} .
According to Duhamel’s formula,
∥u⃗∥Up
∆
(L2hβ) ≲ ∥u⃗(0)∥L2hβ + ∥(i∂t +∆x)u⃗∥DUp
∆
(L2hβ) .
Moreover, we have the duality relation
(DUp∆ (L2hβ))⋆ = V p′∆ (L2hβ) .
Lemma 4.15. Suppose J = k⋃
j=1
J j , where J j = [aj , bj] are consecutive intervals, and aj+1 = bj . Then for
any t0 ∈ J ,
∥∫ t
t0
ei(t−τ)∆F⃗ (τ)dτ∥
U2
∆
(L2hβ ;J)
≲
k
∑
j=1
∥∫
Jj
e−iτ∆F⃗ (τ)dτ∥
L2hβ
+ ( k∑
j=1
∥F⃗∥2
DU2
∆
(L2hβ ;Jj))
1
2
.
Moreover, we also have ∥u⃗∥LptLqxhβ(I) ≲ ∥u⃗∥Up∆(L2hβ ;I) .
Theorem 4.16 (Bilinear Stricharz estimates). If uˆ0 is supported on ∣ξ∣ ∼ N and vˆ0 is supported on ∣ξ∣ ∼M ,
M ≪ N , we have ∥∥eit∆u⃗0∥hβ ∥eit∆v⃗0∥hβ∥L2t,x(R×R) ≲ N−
1
2 ∥u⃗0∥L2hβ∥v⃗0∥L2hβ .
For k0 ∈ Z+, and Let [0, T ] be an interval such that ∥u⃗∥6L6x,thβ([0,T ]) = 2k0 and ∫ T0 N(t)3dt = ǫ32k0 . We
then partition [0, T ] = 2k0−1⋃
l=0
Jl with ∥u⃗∥L6x,thβ(Jl) = 1. As a convention, we call Jl the small intervals.
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Definition 4.17 (G
j
k-intervals). For an integer 0 ≤ j < k0, 0 ≤ k < 2k0−j , let
G
j
k =
(k+1)2j−1
⋃
α=k2j
Jα,
where Jα satisfies [0, T ] = 2k0−1⋃
α=0
Jα with
∫
Jα
(N(t)3 + ǫ3 ∥u⃗(t)∥6L6xhβ(R×Z))dt = 2ǫ3.
For j ≥ k0, let Gjk = [0, T ]. Now suppose Gjk = [t0, t1], we define ξ(Gjk) = ξ(t0).
Lemma 4.18. If J is a time interval with ∥u⃗∥L6x,thβ(J) ≲ 1, then
∥u⃗∥U2
∆
(L2hβ ;J) ≲ 1 and ∥P
≥2−4ǫ
− 1
2
3
N(J)u⃗∥U2
∆
(L2hβ ;J) ≲ ǫ2,
where N(J) = sup
t∈J
N(t). Moreover, we have
∥u⃗∥LptLqxhβ(J) ≲ 1 and ∥P≥2−4ǫ− 12
3
N(J)u⃗∥LptLqxhβ(J) ≲ ǫ2, where (p, q) is L
2(R)−adimissible.
We now introduce the following X˜k0 space, which is a refinement of the U
2
∆(L2hβ) both in frequency
and time interval, which also capture the some type of smoothness in high frequency due to the long time
Strichartz estimate. The construction base on the refinement of the frequency first, then we introduce a
factor related to frequency 2i−j to the low frequency i ≤ j, at last we refine the time interval to the small
interval for i ≤ j, which leads to the following X˜k0 space.
Definition 4.19 (X˜k0 spaces). For any G
j
k ⊂ [0, T ], let
∥u⃗∥
X(Gj
k
) ∶ = ( ∑
0≤i<j
2i−j ∑
Giα⊂G
j
k
∥Pξ(Giα),i−2≤⋅≤i+2u⃗∥2U2
∆
(L2hβ ;Giα) +∑
i≥j
∥Pξ(Giα),i−2≤⋅≤i+2u⃗∥2U2
∆
(L2hβ ;Gj
k
))
1
2
,
where Pξ(t),i−2≤⋅≤i+2u⃗(t, x) = eix⋅ξ(t)Pi−2≤⋅≤i+2(e−ix⋅ξ(t)u⃗(t, x)).
We then define ∥u⃗∥X˜k0([0,T ]) ∶= sup0≤j≤k0 supGj
k
⊂[0,T ]
∥u⃗∥
X(Gj
k
) .
For 0 ≤ k⋆ ≤ k0, we also let ∥u⃗∥X˜k⋆([0,T ]) ∶= sup
0≤j≤k⋆
sup
G
j
k
⊂[0,T ]
∥u⃗∥
X(Gj
k
) .
Lemma 4.20. For i < j, (p, q) an admissible pair, we have
∥Pξ(t),iu⃗∥LptLqxhβ(Gjk×R) ≲ 2
j−i
p ∥u⃗∥
X˜j(Gjk) , ∥Pξ(t),≥ju⃗∥LptLqxhβ(Gjk×R) ≲ ∥u⃗∥X(Gjk) .
The following is the main theorem in this subsection, i.e. the long time Stricharz estimate:
Theorem 4.21 (Long time Stricharz estimate). Suppose u⃗ is the almost periodic solution to (4.1) in the-
orem 4.10. Then there exists a constant C > 0 (depending only on the size of initial data), such that for
k0 ∈ Z+, ǫ1, ǫ2, ǫ3 satisfying (4.8), (4.9), (4.10), ∥u⃗∥6L6x,thβ([0,T ]) = 2k0 and ∫ T0 N(t)3dt = ǫ32k0 ,
(4.11) ∥u⃗∥X˜k0([0,T ]) ≤ C.
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Remark 4.22. Throughout this subsection, the implicit constant depends only on u and not on k0 or
ǫ1, ǫ2, ǫ3.
Proof. The main idea is: first, we reduce the estimate to the low frequency of the Duhamel term; and
then we estimate the low frequency part of the Duhamel term based on a bootstrap argument follows as
in B. Dodson’s 1d mass critical NLS result ( [12]). At last, we consider two situations according to the
frequency decomposition and prove the bootstrap argument for those two cases. The estimate for the linear
part and the high frequency part is similar as in [12].
According to definition 4.19, it suffices to prove that there exists a constant C > 0 such that for any
0 ≤ j ≤ k0 and Gjk ⊂ [0, T ],
(4.12) ∑
0≤i<j
2i−j ∑
Giα⊂G
j
k
∥Pξ(Giα),i−2≤⋅≤i+2u⃗∥2U2
∆
(L2hβ ;Giα) +∑
i≥j
∥P
ξ(Gj
k
),i−2≤⋅≤i+2u⃗∥2U2
∆
(L2hβ ;Gj
k
) ≤ C.
By the Duhamel principle,
∥Pξ(Giα),i−2≤⋅≤i+2u⃗∥2U2
∆
(L2hβ ;Giα)
≲ ∥Pξ(Giα),i−2≤⋅≤i+2u⃗(tiα)∥2L2hβ(R) + ∥∫
t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤⋅≤i+2F⃗ (u⃗(τ))dτ∥
2
U2
∆
(L2hβ ;Giα)
.
For any 0 ≤ i < j, Giα ⊂ Gjk, choose tiα such that
∥Pξ(Giα),i−2≤⋅≤i+2u⃗(tiα)∥2L2hβ(R) = inft∈Giα ∥Pξ(Giα),i−2≤⋅≤i+2u⃗(t)∥
2
L2hβ(R) .
It is easy to estimate the linear part, so it suffices to control the following nonlinear part.
∑
0≤i<j
2i−j ∑
Giα⊂G
j
k
∥∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤⋅≤i+2F⃗(u⃗(τ))dτ∥
2
U2
∆
(L2hβ ;Giα)
+∑
i≥j
∥∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤⋅≤i+2F⃗ (u⃗(τ))dτ∥
2
U2
∆
(L2hβ ;Gj
k
)
.
Furthermore, the high frequency part of the nonlinear term is easier to control. Therefore, it suffices to
estimate the low frequency part and the proof is based on a bootstrap argument. The bootstrap argument
can be proved by using the following theorem.
Theorem 4.23.
(4.13)
∑
i≥j,
N(Gj
k
)≤2i−5ǫ 12
3
∥∫ t
tiα
ei(t−τ)∆P
ξ(Gj
k
),i−2≤⋅≤i+2F⃗ (u⃗(τ))dτ∥
2
U2
∆
(L2hβ ;Gj
k
)
+ ∑
0≤i≤j
2i−j ∑
Giα⊂G
j
k
,
N(Giα)≤2i−5ǫ 123
∥∫ t
tiα
ei(t−τ)∆P
ξ(Gj
k
),i−2≤⋅≤i+2F⃗(u⃗(τ))dτ∥
2
U2
∆
(L2hβ ;Giα)
≲ ǫ 122 (1 + ∥u⃗∥X˜j([0,T ]))4 .
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Proof of Theorem 4.23: As in [11, 12], an important idea to estimate the left hand is to split the terms by
frequencies into two parts. And we just need to deal with the two parts respectively. First, we start with a
bilinear estimate. By the Sobolev embedding, for l0 > i − 5,
∥∥Pξ(Giα),l0 u⃗∥hβ ⋅∥Pξ(Giα),≤i−10u⃗∥2hβ∥2L2t,x(Giα×R) ≲ 2i−l0∥Pξ(Giα),l0 u⃗∥2U2∆(L2hβ ;Giα)∥u⃗∥2X(Giα).
Noticing that
(4.14) Pξ(Giα),i−2≤⋅≤i+2
⎛
⎝ ∑(j1,j2,j3,j4,j5)∈R(j)uj1u¯j2uj3u¯j4uj5
⎞
⎠ = (a) + (b),
where (a) (two high frequency part) is
(a) = Pξ(Giα),i−2≤⋅≤i+2O ⎛⎝ ∑(j1,j2,j3,j4,j5)∈R(j)Pξ(Giα),≥i−5uj1Pξ(Giα),≥i−5u¯j2uj3u¯j4uj5
⎞
⎠
and (b) (four low frequency part) is
(4.15)
(b) = Pξ(Giα),i−2≤⋅≤i+2O ⎛⎝ ∑(j1,j2,j3,j4,j5)∈R(j)Pξ(Giα),i−5≤⋅≤i+5uj1Pξ(Giα),⋅≤i−5u¯j2Pξ(Giα),⋅≤i−5uj3Pξ(Giα),⋅≤i−5u¯j4Pξ(Giα),⋅≤i−5uj5
⎞
⎠ .
Now we split it into two parts and estimate separately,
∥∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤⋅≤i+2F⃗ (u⃗(τ))dτ∥
U2
∆
(L2hβ ;Giα)
≲ ∥∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤⋅≤i+2O( ∑
R(j)
Pξ(Giα),≥i−5uj1Pξ(Giα),≥i−5u¯j2uj3u¯j4uj5)(τ)dτ∥
U2
∆
(L2hβ ;Giα)
+ ∥∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤⋅≤i+2O( ∑
R(j)
Pξ(Giα),i−5≤⋅≤i+5uj1Pξ(Giα),⋅≤i−5u¯j2Pξ(Giα),⋅≤i−5uj3
⋅Pξ(Giα),⋅≤i−5u¯j4Pξ(Giα),⋅≤i−5uj5)(τ)dτ∥
U2
∆
(L2hβ ;Giα)
.
We take the first term (two high frequency part) by using the following theorem.
Theorem 4.24. For a fixed G
j
k ⊂ [0, T ],
∑
0≤i<j
2i−j ∑
Giα⊂G
j
k
∥∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤⋅≤i+2( ∑
R(j)
Pξ(Giα),≥i−5uj1Pξ(Giα),≥i−5u¯j2uj3u¯j4uj5)(τ)dτ∥2
U2
∆
(L2hβ ;Giα)
+∑
i≥j
∥∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤⋅≤i+2( ∑
R(j)
Pξ(Giα),i−5≤⋅≤i+5uj1Pξ(Giα),⋅≤i−5u¯j2Pξ(Giα),⋅≤i−5uj3
⋅ Pξ(Giα),⋅≤i−5u¯j4Pξ(Giα),⋅≤i−5uj5)(τ)dτ∥2
U2
∆
(L2hβ ;Giα)
≲ ǫ2∥u⃗∥6X˜j([0,T ]) + ǫ22∥u⃗∥8X˜j([0,T ]).
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In order to prove Theorem 4.24, we need to do some preparations as follows. Since N(Giα) ≤ 2i−5ǫ 123 ,
(4.16)
∥ ∑
(j1,j2,j3,j4,j5)∈R(j)
Pξ(Giα),≥i−5uj1Pξ(Giα),≥i−5u¯j2uj3u¯j4uj5∥
L
4
3
t L
1
xh
β(Giα×R)
≲ ∥Pξ(Giα),≥i−5u⃗∥ 12L∞t L2xhβ ∥∥Pξ(Giα),≥i−5u⃗∥hβ ⋅ ∥Pξ(Giα),≤i−5u⃗∥
2
hβ
∥32
L2t,x
≲ ǫ 122 ∥u⃗∥ 32X(Giα) ( ∑
l0≥i−5
2
i−l0
2 ∥Pξ(Giα),l0 u⃗∥U2
∆
(L2hβ ;Giα))
3
2
.
Now take v⃗ satisfying it is supported on ∣ξ − ξ(Giα)∣ ∼ 2i and ∥v⃗∥V 2
∆
(L2hβ ;Giα) = 1. Noticing
∥Pξ(t),≥i−10u⃗∥
L
9
2
t L
18
x h
β(Giα×R) ≲ ∥u⃗∥X(Giα) ,(4.17)
(4.18)
∫
Giα
⟨v⃗, ∑
(j1,j2,j3,j4,j5)∈R(j)
Pξ(Giα),≥i−5uj1Pξ(Giα),≥i−5u¯j2uj3u¯j4uj5⟩dt
≲ ∥Pξ(t),≥i−5u⃗∥L∞t L2xhβ ∥Pξ(t),≥i−10u⃗∥
3
L
9
2
t L
18
x h
β(Giα×R) ∥∥v⃗∥hβ ⋅ ∥Pξ(t),≤i−10u⃗∥hβ∥L3t,x(Giα×R)
≲ ǫ2 ∥u⃗∥3X(Giα) ∑
l0≥i−5
2
i−l0
4 ∥Pξ(Giα),l0u⃗∥U2
∆
(L2hβ ;Giα) .
Proof of Theorem 4.24: For any 0 ≤ l ≤ j, Gj
k
overlaps 2j−l intervalsGlγ and for 0 ≤ i ≤ l, each Glγ overlaps
2l−i intervals Giα. Moreover, each G
i
α is the subset of one G
l
γ . By (4.16), (4.18) and interpolation, the first
term of the left hand side in the Theorem 4.24 is controlled by
≲ (ǫ2 ∥u⃗∥6X(Giα) + ǫ2 ∥u⃗∥8X(Giα)) ∑
0≤i≤j
2i−j ∑
Giα⊂G
j
k
∑
l≥i−10
2
i−l
4 ∥Pξ(G),lu⃗∥2U2
∆
(L2hβ ;Giα) .
And
∑
0≤i≤j
2i−j ∑
Giα⊂G
j
k
∑
l≥i−10
2
i−l
4 ∥Pξ(G),lu⃗∥2U2
∆
(L2hβ ;Giα)
≲ ∑
0≤i≤j
2i−j ∑
Glγ⊂G
j
k
∑
i−10≤l≤i
2
i−l
4 ∥Pξ(G),lu⃗∥2U2
∆
(L2hβ ;Glγ) + ∑
0≤i≤j
2l−j ∑
Glγ⊂G
j
k
∥Pξ(Glγ),lu⃗∥2U2
∆
(L2hβ ;Glγ) (∑0≤i≤l 2
i−l
4 )
+ ∑
0≤i≤j
∑
l≥j
∥P
ξ(Gj
k
),lu⃗∥2U2
∆
(L2hβ ;Giα)
≲ ∥u⃗∥2X˜j([0,T ]) .
Now we take the second term (four low frequency part) by using Theorem 4.25 as follows:
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Theorem 4.25.
∑
0≤i<j
2i−j ∑
0≤l5≤l4≤l3≤l2≤i−10
∑
Giα⊂G
j
k
∥∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤⋅≤i+2( ∑(j1,j2,j3,j4,j5)∈R(j)Pξ(Giα),i−5≤⋅≤i+5uj1Pξ(τ),l2 u¯j2Pξ(τ),l3uj3
⋅Pξ(τ),l4 u¯j4Pξ(τ),l5uj5)(τ)dτ∥2
U2
∆
(L2hβ ;Giα)
+∑
i≥j
∑
0≤l5≤l4≤l3≤l2≤i−10
∥∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤⋅≤i+2( ∑(j1,j2,j3,j4,j5)∈R(j)Pξ(Giα),i−5≤⋅≤i+5uj1Pξ(τ),l2 u¯j2Pξ(τ),l3uj3Pξ(τ),l4 u¯j4
Pξ(τ),l5uj5)(τ)dτ∥2
U2
∆
(L2hβ ;Giα)
≲ ǫ22∥u∥6X˜j([0,T ]).
Similar as dealing with Theorem 4.24, before proving Theorem 4.25, we need to do some preparations as
follows:
For a given Giα, there are at most two small intervals J1, J2 that overlap G
i
α but are not contained in G
i
α.
Let Giα = Giα ∖ (J1 ∩ J2). By the Sobolev embedding theorem,
∥Pξ(t),l4 u⃗∥L∞t,xhβ(Jl×R) ≲ 2
l4
2 ǫ2 + 2 l44 N(Jl) 14 ǫ− 183 .
By using this, as in [12], we can obtain
∥∥Pξ(Giα),i−5≤⋅≤i+5u⃗∥hβ ⋅ ∥Pξ(Giα),≤i−10u⃗∥2hβ∥L2t,x(Giα×R) ≲ ǫ2 ∥Pξ(Giα),i−5≤⋅≤i+5u⃗∥U2∆(L2hβ ;Giα) (∥u⃗∥X(Giα) + 1) .
Proof. Using Lemma 4.15, we partition Giα into sets G
l3
γ . Let v⃗
l3
γ satisfies ∥v⃗l3γ ∥L2hβ = 1 and its Fourier
transform supported in ∣ξ − ξ(Giα)∣ ∼ 2i. Then by using Lemma 4.16 and Definition 4.19,
∑
G
l3
γ ⊂Giα
∥∥eit∆v⃗l3γ ∥hβ ⋅ ∥Pξ(t),l3 u⃗∥hβ∥L2t,x(Gl3γ ×R) ≲ 2
i
2 ∥Pξ(t),l3 u⃗∥U2
∆
(L2hβ ;Giα) .
We use it to obtain
∑
0≤l5≤l4≤l3≤l2≤i−10
∑
G
l3
γ
∥ ∑
R(j)∫Gl3γ
eit∆(Pξ(Giα),i−5≤⋅≤i+5uj1Pξ(τ),l2u¯j2Pξ(τ),l3uj2Pξ(τ),l4 u¯j4Pξ(τ),l5uj5)(τ)dτ∥
L2hβ
≲ ǫ22 ∥Pξ(Gi
ξ
),i−5≤⋅≤i+5u⃗∥
U2
∆
(L2hβ ;Giα) ⋅ (1 + ∥u⃗∥X(Giα))
2
.
This takes care of the first term in Lemma 4.15. Now we turn to the second term, for each Gl3γ , we consider
v⃗l3γ satisfying ∥v⃗l3γ ∥V 2
∆
(L2hβ ,Gl3γ ) = 1 and ˆ⃗vl3γ is supported on ∣ξ − ξ(Giα)∣ ∼ 2i. The rest of the proof follows
as Theorem 4.4 in [12]. This completes the proof of Theorem 4.25. 
We can now finish the proof of Theorem 4.21 by collecting the above theorems.
According to Definition 4.19, we have
(4.19) ∥u⃗∥X˜0([0,T ]) ≤ C(u⃗),
∥u⃗∥X˜k⋆+1([0,T ]) ≤ 2 ∥u⃗∥X˜k⋆([0,T ]) .
Suppose
∥u⃗∥X˜k⋆+1([0,T ]) ≤ 2C0,
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then by (4.13),
∥u⃗∥X˜k⋆+1([0,T ]) ≤ C(u⃗)(1 + ǫ
1
2
2C
4
0) .
Taking C0 = 2C(u), ǫ2 > 0 sufficiently small closes the bootstrap and implies
∥u⃗∥X˜k⋆+1([0,T ]) ≤ C0.
Thus theorem 4.21 follows from the base case (4.19) and the induction on k⋆.
4.3. Frequency localized interaction Morawetz estimate. Before giving the frequency localized inter-
action Morawetz estimate, we show the following lemma.
Lemma 4.26. For F⃗j(u⃗) = ∑(j1,j2,j3,j4,j5)∈R(j)uj1u¯j2uj3u¯j4uj5, we have:
∑
j∈Z
{F⃗j(u⃗), uj}p = −13∑j∈Z∇(u¯jF⃗j (u⃗)) ,
where {f, g}p ∶=R(f∇g¯ − g∇f¯) is the momentum bracket.
Proof. The idea to prove the above lemma is using the symmetric properties of the resonant index set,
which can be justified straightforwardly, so we omit the proof. 
Lemma 4.27. For any L2h1 sequence {uj}j∈Z, we have
∑
j1,j2,j3,j4,j5,j∈Z,
j+j2+j4=j1+j3+j5,∣j∣2+∣j2∣2+∣j4∣2=∣j1∣2+∣j3∣2+∣j5∣2
u¯juj1u¯j2uj3u¯j4uj5 ≥ 0.
Sketch of the proof. The idea to prove the above lemma is minimization. First, we reduce the problem to
the finite case and we can regard the expression on left hand side to be a multi-variable function; Second,
we show the function obtains zero at its critical point by noting the homogeneous property; Moreover,
we prove for each single variable, the corresponding function is convex, and so the minimum can only be
obtained at the critical points instead of the boundary. Thus, the multi-variable function gains minimum 0
at the original point, which implies it is non-negative.
Remark 4.28. We consider the R×Z case for the above two lemmas. The analogues of Lemmas 4.26 and
4.27 for the R ×Z2 case also hold with very similar proofs.
Remark 4.29. The reason that we need to check and use Lemmas 4.26 and 4.27 is to ensure the term re-
lated to the momentum bracket in the proof of the interaction Morawetz estimate (4.21) is positive definite.
The analogues of the above two lemmas for the mass-critical nonlinear Schro¨dinger equation case are
trivially true.
The following theorem is the main theorem of this subsection and we rely on it heavily to exclude the
quasi-soliton scenario (see Theorem 4.32).
Theorem 4.30 (Low-frequency localized interaction Morawetz estimate). Suppose u⃗(t, x) is the almost
periodic solution to (4.1) on [0, T ] with ∫ T0 N(t)3dt = ǫ3K. Then
∥∑
j∈Z
∂x (∣P≤Kuj(t, x)∣2)∥
2
L2t,x([0,T ]×R)
≲ sup
t∈[0,T ]
MI(t) + o(K),
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where o(K) is a quality such that o(K)
K
→ 0 as K →∞, and
(4.20) MI(t) ∶= ∑
j, j′∈Z
∬
R2
a(x − y)∣P≤CKuj(t, y)∣2I (P≤Kuj′∂xP≤Kuj′) (t, x)dxdy
is the frequency localized interaction Morawetz action. For this problem, we take a(x − y) = x−y∣x−y∣ . More
generally, we can obtain the Morawetz estimate for general a(x − y), where a(x − y) is odd in x − y and
satisfying ∂xa(x − y) is bounded in L1x,
Proof. We can define the interaction Morawetz action to be
M(t) = ∑
j, j′∈Z
∬
R2
a(x − y)∣uj(t, y)∣2I(uj′(t, x)∂xuj′(t, x))dxdy.
Integration by parts, together with Lemmas 4.26 and 4.27, then as in [40], we can prove
(4.21) ∑
j∈Z
∫
T
0
∫
R
∣∂x (∣uj(t, x)∣2) ∣2dxdt ≲ ∫ T
0
M ′(t)dt ≲ sup
t∈[0,T ]
∣M(t)∣.
Similar as in [10–12], since H˙1hβ can not be controlled by L2hβ norm, so we turn to the low-frequency
localized interaction Morawetz actionMI(t) defined in (4.20). Because of the low-frequency truncation,
an error term will appear inevitably and our task is to control the error term, which can be controlled by
the long time Stricharz estimate (4.11). We have
∑
j∈Z
∫
T
0
∫
R
∣∂x (∣P≤Kuj(t, x)∣2) ∣2dxdt ≲ ∫ T
0
M ′I(t)dt + ε ≲ sup
t∈[0,T ]
∣MI(t)∣ + ε,
where
ε =2 ∑
j, j′∈Z
∫
T
0
∬
R2
a(x − y)I (P≤KujP≤KF⃗j(u⃗)) (t, y)I (P≤Kuj′∂xP≤Kuj′) (t, x)dxdydt
+ ∑
j, j′∈Z
∫
T
0
∬
R2
a(x − y)∣P≤Kuj(t, y)∣2R((P≤KF⃗j′(u⃗) − F⃗j′(P≤K u⃗))∂xP≤Kuj′) (t, x)dxdydt
+ ∑
j, j′∈Z
∫
T
0
∬
R2
a(x − y)∣P≤Kuj(t, y)∣2R(P≤Kuj′∂x (F⃗j′(P≤K u⃗) −P≤KF⃗j′(u⃗))) (t, x)dxdydt.
It suffices to prove that ε ≤ o(K). Since a(⋅) is odd, we have
(4.22)
ε =2 ∑
j, j′∈Z
∫
T
0
∬
R2
a(x − y)I (P≤KujP≤KF⃗j(u⃗)) (t, y)I (P≤Kuj′(∂x − iξ(t))P≤Kuj′) (t, x)dxdydt
+ ∑
j, j′∈Z
∫
T
0
∬
R2
a(x − y)∣P≤Kuj(t, y)∣2R((P≤KF⃗j′(u⃗) − F⃗j′(P≤K u⃗)) (∂x − iξ(t))P≤Kuj′) (t, x)dxdydt
+ ∑
j, j′∈Z
∫
T
0
∬
R2
a(x − y)∣P≤Kuj(t, y)∣2R(P≤Kuj′(∂x − iξ(t)) (F⃗j′(P≤K u⃗) − P≤KF⃗j′(u⃗))) (t, x)dxdydt
∶=I + II + III.
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Now it suffices to control the three high frequency error terms in (4.22) respectively. For λ = 2k0
K
, let
u⃗λ(t, x) = λ 12 u⃗(λ2t, λx), we have
(4.23)
∥(∂x − iξ(t))P≤Ku⃗∥L4tL∞x hβ([0,T ]×R) = 2−k0K ∥(∂x − iλξ(t))P≤λK u⃗λ∥L4tL∞x hβ([0, Tλ2 ]×R)
≲ 2−k0K
k0+2
∑
j=0
2j ∥Pλξ(t),j u⃗λ∥L4tL∞x hβ([0, Tλ2 ]×R) ≲K.
As in [10], we use a useful trick of frequency decomposition, i.e. considering u = P≤K
32
u + P≥K
32
u and the
following basic fact:
Lemma 4.31. For ϕ in (1.6), we have for any ξ1, ξ2 ∈ R,
(4.24) ∣ϕ(ξ2 + ξ1
K
) −ϕ( ξ1
K
)∣ ≲ ∣ξ2∣
K
.
Similar as in the proof of Theorem 6.2 in [10], we can obtain an estimate as follows:
XXXXXXXXXXXP≤K
⎛
⎝ ∑(j1,j2,j3,j4,j5)∈R(j)O (P≤K32uj1P≤K32uj2P≤K32uj3P≤K32uj4P≥K32uj5)
⎞
⎠(4.25)
− ∑
(j1,j2,j3,j4,j5)∈R(j)
O (P≤K
32
uj1P≤K
32
uj2P≤K
32
uj3P≤K
32
uj4P≤KP≥K
32
uj5)
XXXXXXXXXXXL 43t L1xhβ([0,T ]×R)
≲ o(1).
Also, we can prove
XXXXXXXXXXXP≤K
⎛
⎝ ∑(j1,j2,j3,j4,j5)∈R(j)O (P≤K32uj1P≤K32uj2P≤K32uj3P≤K32uj4P≥K32uj5)
⎞
⎠(4.26)
− ∑
(j1,j2,j3,j4,j5)∈R(j)
O (P≤K
32
uj1P≤K
32
uj2P≤K
32
uj3P≤K
32
uj4P≤KP≥K
32
uj5)
XXXXXXXXXXXL 43t L1xhβ([0,T ]×R)
≲ o(1).
And
XXXXXXXXXXX ∑(j1,j2,j3,j4,j5)∈R(j)O (P≥K32uj1P≥K32uj2P≤K32uj3P≤K32uj4P≤K32uj5)
XXXXXXXXXXXL 43t L1xhβ([0,T ]×R)
(4.27)
+
XXXXXXXXXXX ∑(j1,j2,j3,j4,j5)∈R(j)O (P≥K32uj1P≥K32uj2P≥K32uj3P≥K32uj4P≥K32uj5)
XXXXXXXXXXXL 43t L1xhβ([0,T ]×R)
≲ o(1).
By using (4.23), (4.25), (4.26), (4.27) and the conservation of the mass, we see
II = ∑
j, j′∈Z
∫
T
0
∬
R2
a(x − y)∣P≤Kuj(t, y)∣2R((P≤KF⃗j′(u⃗) − F⃗j′(P≤K u⃗)) (∂x − iξ(t))P≤Kuj′) (t, x)dxdydt
≲ ∥P≤Ku∥2L∞t L2y l2 ∥P≤KF⃗ (u⃗) − F⃗ (P≤K u⃗)∥L 43t L1xl2 ∥(∂x − iξ(t))P≤K u⃗∥L4tL∞x l2 ≲ o(K).
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For the third term III , by using integration by parts, we have
III = −II
(4.28)
− ∑
j, j′∈Z
∫
T
0
∬
R2
∂xa(x − y)∣P≤Kuj(t, y)∣2R(P≤Kuj′(t, x) (F⃗j′ (P≤K u⃗) − P≤KF⃗j′ (u⃗)) (t, x)) dxdydt
∶= −II + IV.
It suffices to estimate the difference term IV , which can be handled as follows. Noticing ∂xa(x − y) is an
L1 function so by using Young’s inequality and then using (4.25), (4.26) and conservation law,
IV ≲ ∥P≤K u⃗∥3L12t L3xhβ([0,T ]) ∥F⃗(P≤K u⃗) −P≤KF⃗ (u⃗)∥L 43t L1xhβ([0,T ]) ≲ o(K).
Finally, we turn to the term I . Using the symmetric property of the resonance nonlinearity, we see
∑
j∈Z
I (P≤KujF⃗j (P≤K u⃗)) = 0.
Thus, we can write
∑
j∈Z
I (P≤KujP≤KF⃗j(u⃗)) =∑
j∈Z
I (P≤Kuj (P≤CKF⃗j (u⃗) − F⃗j (P≤K u⃗))) .
By using (4.23), (4.25), (4.26) and (4.27),
(4.29) ∥∑
j′∈Z
P≤KP≥K
32
uj′ (P≤KF⃗j′ (u⃗) − F⃗j′ (P≤K u⃗))∥
L1t,x([0,T ]×R)
≲ o(1).
Similarly, we can obtain
XXXXXXXXXXX∑j∈ZP≤K32uj ⋅ ∑(j1,j2,j3,j4,j5)∈R(j)O (P≥K32uj1P≥K32uj2P≤K32uj3P≤K32uj4P≤K32uj5)
XXXXXXXXXXXL1t,x([0,T ]×R)
(4.30)
+
XXXXXXXXXXX∑j∈ZP≤K32uj ⋅ ∑(j1,j2,j3,j4,j5)∈R(j)O (P≥K32uj1P≥K32uj2P≥K32uj3P≥K32uj4P≥K32uj5)
XXXXXXXXXXXL1t,x([0,T ]×R)
≲ 1.
Moreover, the Fourier transform of
P≤K
⎛
⎝ ∑(j1,j2,j3,j4,j5)∈R(j)O (P≤K32uj1P≤K32uj2P≤K32uj3P≤K32uj4P≥K32uj5)
⎞
⎠
− ∑
(j1,j2,j3,j4,j5)∈R(j)
O (P≤K
32
uj1P≤K
32
uj2P≤K
32
uj3P≤K
32
uj4P≤KP≥K
32
uj5)
=P≤K ⎛⎝ ∑(j1,j2,j3,j4,j5)∈R(j)O (P≤K32uj1P≤K32uj2P≤K32uj3P≤K32uj4P≥K2 uj5)
⎞
⎠
− ∑
(j1,j2,j3,j4,j5)∈R(j)
O (P≤K
32
uj1P≤K
32
uj2P≤K
32
uj3P≤K
32
uj4P≥K
2
uj5)
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is supported on ∣ξ∣ ≥ K
2
. And therefore the Fourier transform of
P≤K
32
uj
⎛
⎝P≤K
⎛
⎝ ∑(j1,j2,j3,j4,j5)∈R(j)O (P≤K32uj1P≤K32uj2P≤K32uj3P≤K32uj4P≥K32uj5)
⎞
⎠
− ∑
(j1,j2,j3,j4,j5)∈R(j)
O (P≤K
32
uj1P≤K
32
uj2P≤K
32
uj3P≤K
32
uj4P≤KP≥K
32
uj5)⎞⎠
is supported on ∣ξ∣ ≥ K
4
.
The Sobolev embedding implies,
(4.31)
1
K
∥P≤K u⃗∥4L8tL∞x hβ([0,T ]) ≲ 1.
Since N(t) ≤ 1, the almost periodicity (4.10) implies that
(4.32) ∥(∂x − iξ(t))P≤K u⃗∥L2xhβ ≲ o(K).
By using integration by parts, (4.31), and (4.32), we have
∑
j, j′∈Z
∫
T
0
∬
R2
a(x − y)P>K
2
⎛
⎝P≥K32uj ⋅ ∑(j1,j2,j3,j4,j5)∈R(j)O (P≤K32uj1P≤K32uj2P≤K32uj3P≤K32uj4P≤K32uj5)
⎞
⎠ (t, y)
(4.33)
⋅ I (P≤Kuj′ (∂x − iξ(t))P≤Kuj′) (t, x)dxdydt
= ∑
j, j′∈Z
∫
T
0
∬
R2
∂xa(x − y)∂y
∂2y
P>K
2
⎛
⎝P≥K32uj ⋅ ∑(j1,j2,j3,j4,j5)∈R(j)O (P≤K32uj1P≤K32uj2P≤K32uj3P≤K32uj4P≤K32uj5)
⎞
⎠(t, y)
⋅ I (P≤Kuj′ (∂x − iξ(t))P≤Kuj′) (t, x)dxdydt
≲ 1
K
∥(∂x − iξ(t))P≤K u⃗∥L∞t L2xhβ([0,T ]) ∥P≤K u⃗∥4L8tL∞x hβ([0,T ]) ≲ o(K).
By (4.29), (4.30), and (4.33), we have
I = 2 ∑
j, j′∈Z
∫
T
0
∬
R2
a(x − y)I (P≤KujP≤KF⃗j(u⃗)) (t, y)I (P≤Kuj′∂xP≤Kuj′) (t, x)dxdydt ≲ o(K).
The proof of theorem 4.30 is now complete. 
4.4. Exclusion of the Rapid frequency cascade scenario and Quasi-soliton scenario.
Theorem 4.32. The almost periodic solution in Theorem 4.21 does not exist.
Proof. We rule out the critical element for the following two scenarios respectively.
Case 1. Rapid frequency cascade (∫ ∞0 N(t)3 dt = K < ∞). Additional regularity is crucial for us to
exclude this case. We can obtain additional regularity ∥u⃗(t, x)∥L∞t H˙5xhβ ≲ ǫ−53 K5 by using the long time
Stricharz estimate similar as in the [10–12].
Let ξ∞ = lim
t→∞
ξ(t), we have ∣ξ∞∣ ≤ 2−20ǫ− 121 K by (4.9), so after making a Galilean transformation that
shifts ξ∞ to the origin, we still have
∥u⃗∥L∞t H˙5hβ ≲ ǫ−53 K5,(4.34)
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By (4.9) and ∫ ∞0 N(t)3 dt = K < ∞, we have ξ(t) → 0, and N(t) → 0, as t → ∞. Together with the
definition of almost periodic solution yields
∥u⃗(t)∥H˙1xhm ≤ ∥Pξ(t),≥C(η)N(t)u⃗(t)∥H˙1xhβ + ∥Pξ(t),≤C(η)N(t)u⃗(t)∥H˙1xhβ
≲ ∥Pξ(t),≥C(η)N(t)u⃗(t)∥ 45L2xhβ ∥Pξ(t),≥C(η)N(t)u⃗(t)∥
1
5
H˙5xh
β + (C(η)N(t) + ∣ξ(t)∣) ∥u⃗(t)∥L2xhβ
≲ ∥Pξ(t),≥C(η)N(t)u⃗(t)∥ 45L2xhβ ∥u⃗(t)∥
1
5
H˙5xh
β
+ (C(η)N(t) + ∣ξ(t)∣) ∥u⃗(t)∥L2xhβ
≲ η 45 ǫ−13 K +C(η)N(t) + ∣ξ(t)∣,
for any η > 0. Therefore, we have
∥u⃗(t)∥H˙1xhβ → 0, as t →∞,
By the Gagliardo-Nirenberg inequality and nonlinear estimates, we can show
E(u⃗(t)) ≲ ∥u⃗(t)∥2
H˙1xh
β + ∥u⃗(t)∥4L2xhβ∥u⃗(t)∥2H˙1xhβ → 0, as t→∞,
which implies E(u⃗(t)) = 0, and thus u ≡ 0. This rules out the rapid frequency cascade case.
Case 2. Quasi-soliton (∫ ∞0 N(t)3 dt = ∞). In this case, by Ho¨lder, Gagliardo-Nirenberg, interpolation,
Sobolev, and also the definition of the Ho¨lder continuity in [12], we have
∑
j∈Z
∫
∣x−x(t)∣≤
C( ∥u⃗∥2L2xl2
100
)
N(t)
∣P≤Kuj(t, x)∣2dx
≲ ∑
j∈Z
∫
∣x−x(t)∣≤
C( ∥u⃗∥2L2xl2
100
)
N(t)
∣x − x(t)∣ 12 ∣P≤Kuj(t, x)∣2 − ∣P≤Kuj(t, x(t))∣2∣x − x(t)∣ 12 dx
+∑
j∈Z
∫
∣x−x(t)∣≤
C( ∥u⃗∥2L2xl2
100
)
N(t)
∣P≤Kuj(t, x(t))∣2 dx
≲ ∑
j∈Z
∫
∣x−x(t)∣≤
C( ∥u⃗∥2L2xl2
100
)
N(t)
∣x − x(t)∣ 12 ∣P≤Kuj(t, x)∣2 − ∣P≤Kuj(t, x(t))∣2∣x − x(t)∣ 12 dx
+ 1
100
XXXXXXXXXXXX
(∑
j∈Z
∣P≤Kuj(t, x)∣2)
1
2
XXXXXXXXXXXX
2
L2x
≲ ⎛⎝
C( ∥u⃗∥2L2xl2
100
)
N(t)
⎞
⎠
3
2∥∑
j∈Z
∣P≤Kuj(t, x)∣2∥
C˙
1
2
x (R)
+ ∥u⃗∥2L2l2
100
≲ ⎛⎝
C( ∥u⃗∥2L2l2
100
)
N(t)
⎞
⎠
3
2 ∥∑
j∈Z
∂x (∣P≤Kuj(t, x)∣2)∥
L2x(R)
+ ∥u⃗∥2L2l2
100
,
where C˙
1
2
x (R) is the homogeneous Ho¨lder norm.
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By Theorem 4.30 and (4.32), we have
∥∑
j∈Z
∂x (∣P≤Kuj(t, x)∣2)∥2
L2t,x([0,T ]×R)
≲ o(K),
therefore, forK ≥ C( ∥u⃗∥2L2xl2
100
), we have
∥u⃗∥2L2l2
2
≤ ∫
∣x−x(t)∣≤
C( ∥u⃗∥2L2l2
100
)
N(t)
∥P≤K u⃗(t, x)∥2l2 dx.
Thus
∥u⃗∥4
L2l2
K ∼ ∥u⃗∥4
L2l2 ∫
T
0
N(t)3dt ≲ ∫ T
0
N(t)3(∫
∣x−x(t)∣≤
C( ∥u⃗∥2L2xl2
100
)
N(t)
∥P≤Ku⃗(t, x)∥2l2 dx)
2
dt
≲ ∥∑
j∈Z
∂x (∣P≤Kuj(t, x)∣2) ∥
2
L2t,x([0,T ]×R)
≲ o(K).
When K is sufficiently large, we can get a contradiction to u⃗ ≠ 0. This completes the proof of theorem
4.1. 
4.5. The resolution of the conjecture of Z. Hani and B. Pausader. In this subsection, we prove the
global well-posedness and scattering for the two-discrete-component quintic nonlinear Schro¨dinger sys-
tem arising in [23]. We consider the following Cauchy problem:
(4.35)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
i∂tuj +∆Ruj = ∑(j1,j2,j3,j4,j5)∈R(j)uj1u¯j2uj3u¯j4uj5,
uj(0) = u0,j, j ∈ Z2,
where R(j) = {j1, j2, j3, j4, j5 ∈ Z2 ∶ j1 − j2 + j3 − j4 + j5 = j, ∣j1∣2 − ∣j2∣2 + ∣j3∣2 − ∣j4∣2 + ∣j5∣2 = ∣j∣2} .
Remark 4.33. The difference of this problem from (4.1) is that the dimension of the discrete component
is 2 instead of 1. In [23], Z. Hani and B. Pausader considered the defocusing quintic NLS on R × T2
and they prove scattering for the Cauchy problem with the H1 initial data assuming scattering for the
two-discrete-component quintic resonant nonlinear Schro¨dinger system.
Remark 4.34. Generally speaking, with the increase of the discrete dimension of the resonant system, the
resonant relation will become more complicated, and the nonlinear estimates (see Lemma 4.7 and Lemma
4.8) will no longer hold and the scattering result are not expected when the discrete dimension is greater
than 2. This observation also coincides with the waveguide case.
Remark 4.35. Since both of the two quintic resonant systems (when discrete dimension is less than or
equal to 2 ) correspond to the 1d mass critical NLS problem, the main idea of solving these two problems is
using the techniques in [12]. The difference between these two systems is the discrete dimension. The two-
discrete-dimensional quintic resonant system has more complicated resonant relation, which complicates
the nonlinearity, thus the nonlinearity need to be handled delicately.
The following theorem is the scattering theorem for the two-discrete-component quintic resonant non-
linear Schro¨dinger system:
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Theorem 4.36 (Scattering for the two-discrete-component quintic resonant nonlinear Schro¨dinger sys-
tem). Let E > 0, for any initial data u⃗0 satisfying
∥u⃗0∥L2xh1(R×Z2) ∶=
XXXXXXXXXXX( ∑j∈Z2⟨j⟩
2∣u0,j(x)∣2)
1
2
XXXXXXXXXXXL2(R) ≤ E,
there exists a global solution u⃗ = {uj}j∈Z2 to (4.35) satisfying
(4.36) ∥u⃗∥L6t,xh1(R×R×Z2) ∶= ∥( ∑
j∈Z2
⟨j⟩2∣uj(t, x)∣2)
1
2∥
L6t,x(R×R)
≤ C,
for some constant C depends only on ∥u⃗0∥L2xh1 , and the solution scatters in L2xh1 in the sense that there
exists {u±j }j∈Z2 ∈ L2xh1 such that
∥( ∑
j∈Z2
⟨j⟩2∣uj(t) − eit∆Ru±j ∣2)
1
2∥
L2(R)
→ 0, as t→ ±∞.
Similar as the one-discrete-component quintic resonant nonlinear Schro¨dinger system, (4.35) also has
the following conserved quantities:
mass: Ma,b,c(u⃗(t)) = ∫
R
∑
j∈Z2
(a + bj + c∣j∣2)∣uj(t, x)∣2 dx, where a, b, c ∈ R,
energy: E(u⃗(t)) = ∫
R
∑
j∈Z2
1
2
∣∇uj(t, x)∣2 + 1
6
∑
j∈Z2,
n∈N
∣ ∑
j1−j2+j3=j,∣j1∣2−∣j2∣2+∣j3∣2=n
(uj1u¯j2uj3)(t, x)∣2 dx.
Before giving the local well-posedness, we give the following improvement of the elementary result in the
Appendix (Lemma A.2 and Lemma A.3 in Page 1537-1539) of [23].
Lemma 4.37. For any P ∈ R2, R > 0, 7
8
< β˜ < 1 and A > 1,
∑
∣p∣≥A, p∈Z2∩C(P,R)
⟨p⟩−2β˜ ≲ A1−2β˜ ,(4.37)
where C(P,R) denotes the circle of radius R centered at P .
Proof of Lemma 4.37: By using the following result in Lemma A.3 in [23]: for any k ≥ 0,
∣{p ∶ 2kA ≤ ∣p∣ ≤ 2k+1A,p ∈ C(P,R)}∣ ≲ 2kA.
We can obtain (4.37).
Lemma 4.38. For 7
8
< β˜ < 1, we modified Lemma A.2 in [23] as follows:
(4.38) sup
j∈Z2
{⟨j⟩2 ∑
(p1,p2,p3,p4,p5)∈R(j),∣p5∣∼max(∣j∣,∣p2∣,∣p4∣)
⟨p1⟩−2β˜⟨p2⟩−2β˜⟨p3⟩−2β˜⟨p4⟩−2β˜⟨p5⟩−2} ≲ 1.
Proof. Without loss of generality, we assume that ∣p1∣ ≤ ∣p3∣ ≤ ∣p5∣, ∣p2∣ ≤ ∣p4∣ and max(∣j∣, ∣p4∣) ∼ ∣p5∣.
Similar as showed in Lemma A.2 in [23], we have:
∣p3 − p2 + p4 + j − p1
2
∣2 = 2 (∣p2∣2 + ∣p4∣2 + ∣j∣2 − ∣p1∣2) − ∣p2 + p4 + j − p1∣2
4
.
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Let C be the circle of radius
√
2(∣p2∣2+∣p4∣2+∣j∣2−∣p1∣2)−∣p2+p4+j−p1∣2
2
centered at p2+p4+j−p1
2
. We use Lemma 4.37
to obtain:
∑
p3∈C,∣p3∣≥max(∣p1∣,∣p2∣,∣p4∣)
⟨p3⟩−2β˜ ≲ ⟨max (∣p1∣, ∣p2∣, ∣p4∣)⟩1−2β˜ .
Thus, we have:
∑
(p1,p2,p3,p4,p5)∈R(j),∣p2∣≤∣p4∣≤∣p3∣,∣p1∣≤∣p3∣≤∣p5∣
⟨p1⟩−2β˜⟨p2⟩−2β˜⟨p3⟩−2β˜⟨p4⟩−2β˜⟨p5⟩−2⟨j⟩2
≲ ∑
p1,p2,p4∈Z2
⟨p1⟩−2β˜⟨p2⟩−2β˜⟨p4⟩−2β˜ ∑
∣p3∣≥max(∣p1∣,∣p2∣,∣p4∣),(p1,p2,p3,p4,p2+p4+j−p1−p3)∈R(j)
⟨p3⟩−2β˜
≲ ∑
p1,p2,p4∈Z2
⟨p1⟩−2β˜⟨p2⟩−2β˜⟨p4⟩−2β˜⟨∣p1∣ + ∣p2∣ + ∣p4∣⟩1−2β˜ ≲ 1.
The proof of Lemma 4.38 is now complete. 
Remark 4.39. For this two-discrete-component case, the range for β˜ is 7
8
< β˜ < 1 , which is different from
the 3
8
< β < 1 in the one-discrete-component case.
Similarly to the one-discrete-component case, we list the following results regarding this problem with-
out proof. The following proposition lists the local wellposedness and small-data scattering for the two-
discrete-component quintic resonant nonlinear Schro¨dinger system (4.35).
Proposition 4.40 (Local wellposedness and small data scattering). Let u⃗(0) = {uj(0)}j∈Z2 ∈ L2xh1 satisfy∥u⃗0∥L2xh1 ≤ E, then
(1) There exists an open interval 0 ∈ I and a unique solution u⃗(t) of (4.35) inC0t L2xh1(I×R×Z2)∩S(I),
where we define the norm S(I) by
∥u⃗∥S(I) = ∥( ∑
j∈Z2
⟨j⟩2∣uj(t, x)∣2)
1
2∥
L6t,x(I×R)
,
which is the scattering norm of the solution.
(2) There exists E0 small enough such that if E(u⃗) ≤ E0, u⃗(t) is global and scatters in positive and
negative infinite time.
The following lemma is a nonlinear estimate for the quintic resonant nonlinearity which is a crucial
step for Lemma 4.42. Lemma 4.41 and Lemma 4.42 are the analogues of Lemma 4.7 and Lemma 4.8 for
two-discrete-dimension case, and the proof of Lemma 4.41 utilizes Lemma 4.38.
Lemma 4.41. For sequence {uj}j∈Z2 ∈ h1(Z2), then
XXXXXXXXXXX ∑(j1,j2,j3,j4,j5)∈R(j)uj1u¯j2uj3u¯j4uj5
XXXXXXXXXXXh1
≲ ∥u⃗∥h1∥u⃗∥4hβ˜ ,(4.39)
where 7
8
< β˜ < 1.
Cheng, Guo, and Zhao
45
Proof. By Lemma 4.38,
(4.40) sup
j∈Z2
{⟨j⟩2 ∑
(j1,j2,j3,j4,j5)∈R(j),∣j5∣∼max{∣j∣,∣j2∣,∣j4∣}
⟨j1⟩−2β˜⟨j2⟩−2β˜⟨j3⟩−2β˜⟨j4⟩−2β˜⟨j5⟩−2} ≲ 1.
We can obtain similar estimates for the cases when ∣j1∣ ∼ max{j, ∣j2∣, ∣j4∣} or ∣j3∣ ∼ max{j, ∣j2∣, ∣j4∣} as well.
Now we can use (4.40) to prove Lemma 4.41 as follows:
∥F⃗ (u⃗)∥2h1 =∑
j
⟨j⟩2∣ ∑
(j1,j2,j3,j4,j5)∈R(j)
uj1u¯j2uj3u¯j4uj5∣
≲ ∑
j
⟨j⟩2(∣ ∑
(j1,j2,j3,j4,j5)∈R(j),
j1∼max{∣j∣,∣j2∣,∣j4∣}
uj1u¯j2uj3u¯j4uj5∣ + ∣ ∑(j1,j2,j3,j4,j5)∈R(j),
j3∼max{∣j∣,∣j2∣,∣j4∣}
uj1u¯j2uj3u¯j4uj5∣
+ ∣ ∑
(j1,j2,j3,j4,j5)∈R(j),
j5∼max{∣j∣,∣j2∣,∣j4∣}
uj1u¯j2uj3u¯j4uj5∣)
≲ ∥u⃗∥8
hβ˜
⋅ ∥u⃗∥2h1 .

Similar as the mass-critical nonlinear Schro¨dinger equations, by using standard arguments, we can see
the scattering norm for the quintic resonant system is ∥u⃗∥L6t,xh1(R×R×Z2). Our current goal is to show the
scattering norm of the solution is finite. The following lemma explains that we can reduce the scattering
norm to a weaker one. Arguing as Lemma 4.8, we can obtain the the following result as a consequence of
Lemma 4.41:
Lemma 4.42. If the solution u⃗ of the Cauchy problem (4.35) with L2h1 initial data satisfies for some
7
8
< β˜ < 1,
∥u⃗∥
L6t,xh
β˜(R×R×Z2) <∞,
then we have
∥u⃗∥L6t,xh1(R×R×Z2) <∞
4.5.1. Existence of the almost-periodic solution. For the solution u⃗ of the two-discrete-component quintic
resonant nonlinear Schro¨dinger system (4.35) with u⃗0 ∈ L2xh1(R ×Z2), we define
A(m) = sup {∥u⃗∥
L6t,xh
β˜(R×R×Z2) ≤m} ,
and
m0 = sup{m ∶ A(m′) <∞,∀m′ <m},
and our aim is to showm0 =∞, which reveals (4.35) is globally well-posed and scatters in L2xh1(R×Z2).
Similar to the proof of Theorem 3.2, we have the following linear profile decomposition:
Proposition 4.43 (Linear profile decomposition in L2xh
1(R × Z2)). Let {u⃗n}n≥1 be a bounded sequence
in L2xh
1(R × Z2). Then (after passing to a subsequence if necessary) there exists K∗ ∈ {0,1,⋯} ∪ {∞},
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functions φ⃗k ⊆ L2xh1, (λkn, tkn, xkn, ξkn)n≥1 ⊆ (0,∞) ×R ×R ×R, for 1 ≤ k ≤K∗, so that defining w⃗Kn by
u⃗n(x) = K∑
k=1
1
(λkn) 12 e
ixξkn(eitkn∆Rφ⃗k)(x − xkn
λkn
) + w⃗Kn (x),
we have the following properties:
limsup
n→∞
∥eit∆Rw⃗Kn ∥L6t,xh1−ǫ0(R×R×Z2) → 0, asK →∞,
sup
K
lim
n→∞
(∥u⃗n∥2L2xh1 −
K
∑
k=1
∥φ⃗k∥2
L2xh
1
− ∥w⃗Kn ∥2L2xh1) = 0,
(λkn) 12 e−itkn∆R (e−i(λknx+xkn)ξknw⃗Kn (λknx + xkn))⇀ 0 in L2xh1, as n →∞, for each k ≤K,
and lastly, for k ≠ k′, and n→∞,
λkn
λk
′
n
+ λ
k′
n
λkn
+ λknλk′n ∣ξkn − ξk′n ∣2 + ∣xkn − xk
′
n − 2tkn(λkn)2(ξkn − ξk′n )∣2
λknλ
k′
n
+ ∣(λkn)2tkn − (λk′n )2tk′n ∣
λknλ
k′
n
→∞.
Then by using the argument in [9, 48] and the above linear profile decomposition, we can obtain
Theorem 4.44 (Existence of an almost periodicity solution). Assume m0 < ∞, there exists a solution
u⃗ ∈ C0t L2xh1 ∩ L6t,xhβ˜(I ×R × Z2) to the two-discrete-component quintic resonant nonlinear Schro¨dinger
system (4.35) with I the maximal lifespan interval such that
(1)M(u⃗) =m0, and u⃗ blows up at both directions in time.
(2) u⃗ is almost periodic in the sense that there exist (x(t), ξ(t),N(t)) ∈ R ×R ×R+ such that for any
η > 0, there exists C(η) > 0 such that for t ∈ I ,
∫∣x−x(t)∣≥C(η)
N(t)
∥u⃗(t, x)∥2h1 dx + ∫∣ξ−ξ(t)∣≥C(η)N(t) ∥uˆ(t, ξ)∥2h1 dξ < η.
From now on, since the dimension of the discrete direction does not matter, the method to exclude the
almost periodic solution is the same as the one-discrete-component case. Thus we omit the rest part of the
proof, and refer to the proofs for the one-discrete-component case in Subsections 4.2, 4.3 and 4.4.
5. EXISTENCE AND EXCLUSION OF THE CRITICAL ELEMENT
5.1. Existence of a critical element. By Theorem 2.7, to prove the scattering of the solution of (1.1), we
only need to show the finiteness of the space-time norm ∥ ⋅ ∥
L6t,xH
1−ǫ0
y
of the solution u of (1.1). Define
Λ(L) = sup ∥u∥
L6tL
6
xH
1−ǫ0
y (R×R×T),
where the supremum is taken over all global solutions u ∈ C0tH1x,y of (1.1) obeying S(u(t)) ≤ L, where
S(u(t)) ∶= E(u(t)) +M(u(t)).
By the local wellposedness theory, Λ(L) < ∞ for L sufficiently small. In addition, define Lmax =
sup {L ∶ Λ(L) <∞}. Our goal is to prove Lmax = ∞. Suppose to the contradiction Lmax < ∞, we will
show a Palais-Smale type theorem.
Proposition 5.1 (Palais-Smale condition modulo symmetries inH1x,y(R×T)). Assume that Lmax <∞. Let{tn}n≥1 be arbitrary sequence of real numbers and {un}n≥1 be a sequence of solutions inC0tH1x,y(R×R×T)
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to (1.1) satisfying
S(un)→ Lmax,(5.1)
∥un∥L6t,xH1−ǫ0y ((−∞,tn)×R×T) →∞, ∥un∥L6t,xH1−ǫ0y ((tn,∞)×R×T) →∞, as n→∞.(5.2)
Then, after passing to a subsequence, there exists a sequence xn ∈ R and w ∈ H1(R ×T) such that
un(x + xn, y, tn)→ w(x, y) inH1x,y(R ×T), as n →∞.
Proof. By replacing un(t)with un(t+tn), we may assume tn = 0. Applying Proposition 3.12 to {un(0)}n≥1,
after passing to a subsequence, we have
un(0, x, y) = K∑
k=1
1
(λkn) 12 e
ixξkn (eitkn∆RP knφk)(x − xknλkn , y) +w
K
n (x, y).
The remainder has asymptotically trivial linear evolution
(5.3) limsup
n→∞
∥eit∆R×TwKn ∥L6tL6xH1−ǫ0y → 0, as K →∞,
and we also have asymptotic decoupling of the mass and energy:
lim
n→∞
(M(un(0)) − K∑
k=1
M ( 1(λkn) 12 e
ixξkn (eitkn∆RP knφk)(x − xknλkn , y)) −M(w
K
n )) = 0,(5.4)
lim
n→∞
(E(un(0)) − K∑
k=1
E ( 1(λkn) 12 e
ixξkn (eitkn∆RP knφk)(x − xknλkn , y)) −E(w
K
n )) = 0, ∀K,(5.5)
There are two possibilities:
Case 1. sup
k
limsup
n→∞
S ( 1(λkn) 12 eixξ
k
n (eitkn∆RP knφk)(x−xknλkn , y)) = Lmax. Combining (5.4), (5.5) with the
fact that φk are nontrivial in L2xH
1
y , we deduce that
un(0, x, y) = 1
λ
1
2
n
eixξn (eitn∆RPnφ)(x − xn
λn
, y) +wn(x, y),
with lim
n→∞
∥wn∥H1x,y = 0. We will show that λn ≡ 1, otherwise λn →∞.
By Theorem 3.13, there exists a unique global solution un for n large enough with
un(0, x, y) = 1
λ
1
2
n
eixξn(eitn∆RPnφ)(x − xn
λn
, y)
and
limsup
n→∞
∥un∥L6tL6xH1−ǫ0y (R×R×T) ≤ C(Lmax),
which is a contradiction with (5.2).
Therefore, λn ≡ 1, and un(0, x, y) = eixξn (eitn∆RPnφ) (x − xn, y) +wn(x, y). If tn ≡ 0, by the fact ξn is
bounded, this is precisely the conclusion. If tn → −∞, by the Galilean transform
eit0∆Reixξ0φ˜(x) = e−it0∣ξ0∣2eixξ0(eit0∆Rφ˜)(x − 2t0ξ0),
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we observe
∥eit∆R×T (eixξn(eitn∆RPnφ)(x − xn, y))∥L6t,xH1−ǫ0y ((−∞,0)×R×T)
= ∥e−it∣ξn∣2eixξn(eit∆R(eitn∆RPnφ)(⋅ − xn, y))(x − 2tξn)∥L6t,xH1−ǫ0y ((−∞,0)×R×T)
= ∥ei(t+tn)∆RPnφ∥L6t,xH1−ǫ0y ((−∞,0)×R×T) = ∥eit∆RPnφ∥L6t,xH1−ǫ0y ((−∞,tn)×R×T) → 0, as n→∞.
As a consequence of Theorem 2.3, we see for n large enough,
∥un∥L6t,xH1−ǫ0y ((−∞,0)×R×T) ≤ 2δ0 <∞,
which contradicts (5.2). The case tn →∞ is similar.
Case 2. sup
k
limsup
n→∞
S ( 1(λkn) 12 eixξ
k
n (eitkn∆RP knφk)(x−xknλkn , y)) ≤ Lmax − 2δ for some δ > 0.
We observe that in this case, for each finiteK ≤K∗, we have
S ( 1(λkn) 12 e
ixξkn (eitkn∆RP knφk)(x − xknλkn , y)) ≤ Lmax − δ,
for all 1 ≤ k ≤K and n sufficiently large, by the definition of Lmax, there exist global solution vkn to⎧⎪⎪⎨⎪⎪⎩
i∂tvkn +∆R×Tvkn = ∣vkn∣4vkn,
vkn(0, x, y) = 1(λkn) 12 eixξ
k
n (eitkn∆RP knφk)(x−xknλjn , y) ,
satisfying ∥vkn∥L6t,xH1−ǫ0y ≲ Λ(Lmax − δ) <∞. We can use
∥vkn∥2L6t,xH1−ǫ0y ≲Lmax,δ S(vkn(0), for S(vkn(0)) ≤ η0,
where η0 denotes the small data threshold in the small data scattering theorem, together with our bounds
on the space-time norms of vkn and the finiteness of Lmax to deduce
∥vkn∥2L6t,xH1−ǫ0y ≲Lmax,δ S (
1
(λkn) 12 e
ixξkn (eitkn∆RP knφk)(x − xknλkn , y)) ≲Lmax,δ 1.(5.6)
Let
uKn = K∑
j=1
vkn + eit∆R×TwKn .
Then we have uKn (0) = un(0). We claim that for sufficiently largeK and n, uKn is an approximate solution
to un in the sense of the Theorem 2.5. Then we have the finiteness of the L
6
t,xH
1−ǫ0
y norm of un, which
contradicts with (5.2).
To verify the claim, we only need to check that uKn satisfies the following properties:(i) limsup
n→∞
∥uKn ∥L6tL6xH1−ǫ0y ≲Lmax,δ 1, uniformly inK;(ii) limsup
n→∞
∥eKn ∥
L
6
5
t,xH
1−ǫ0
y
→ 0, as K →K∗, where eKn = (i∂t +∆R×T)uKn − ∣uKn ∣4uKn .
The verification of (i) relies on the asymptotic decoupling of the nonlinear profiles vjn, which we record
in the following lemma. Similarly to the proof in [23] to deal with the quintic nonlinear Schro¨dinger
equation on R × T2, we can obtain the following lemma from Theorem 3.13. We also refer to [9] for
similar argument.
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Lemma 5.2 (Decoupling of nonlinear profiles). Let v
j
n be the nonlinear solutions defined above, then for
j ≠ k,
∥⟨∇y⟩1−ǫ0vjn ⋅ ⟨∇y⟩1−ǫ0vkn∥L3t,xL1y → 0,(5.7)
∥vkn ⋅ ⟨∇y⟩1−ǫ0vjn∥L3t,xL2y → 0, as n→∞.(5.8)
Proof. We only prove the asymptotically in (5.7), as (5.8) can be proved similarly. By Theorem 3.13, we
only need to show
∥⟨∇y⟩1−ǫ0wkn ⋅ ⟨∇y⟩1−ǫ0wk′n ∥L3t,xL1y → 0, as n →∞.
where wkn and w
k′
n are the approximate solution of v
k
n and v
k′
n in Theorem 3.13, respectively.
∥⟨∇y⟩1−ǫ0wkn ⋅ ⟨∇y⟩1−ǫ0wk′n ∥L3t,xL1y
=∥e−i(t−tkn)∣ξkn∣2eixξkn⟨∇y⟩1−ǫ0 ∑
j∈Z
1
(λkn) 12 e
−it∣j∣2eiyjvj ( t(λkn)2 + t
k
n,
x − xkn − 2ξkn(t − tkn)
λkn
)
⋅ e−i(t−tk′n )∣ξk′n ∣2eixξk′n ⟨∇y⟩1−ǫ0 ∑
j∈Z
1
(λk′n ) 12 e
−it∣j∣2eiyjvj ( t(λk′n )2 + t
k′
n ,
x − xk′n − 2ξk′n (t − tk′n )
λk
′
n
)∥
L3t,xL
1
y
=∥⟨∇y⟩1−ǫ0∑
j∈Z
1
(λkn) 12 e
−it∣j∣2eiyjvj ( t(λkn)2 + t
k
n,
x − xkn − 2ξkn(t − tkn)
λkn
)
⋅ ⟨∇y⟩1−ǫ0∑
j∈Z
1
(λk′n ) 12 e
−it∣j∣2eiyjvj ( t(λk′n )2 + t
k′
n ,
x − xk′n − 2ξk′n (t − tk′n )
λk
′
n
)∥
L3t,xL
1
y
= 1(λknλk′n ) 12 ∥⟨∇y⟩
1−ǫ0 ∑
j∈Z
e−it∣j∣2eiyjvj ( t(λkn)2 + t
k
n,
x − xkn − 2ξkn(t − tkn)
λkn
)
⋅ ⟨∇y⟩1−ǫ0∑
j∈Z
e−it∣j∣2eiyjvj ( t(λk′n )2 + t
k′
n ,
x − xk′n − 2ξk′n (t − tk′n )
λk
′
n
)∥
L3t,xL
1
y
.
We can assume vj ∈ C∞0 (R ×R), then
suppvj ( t(λkn)2 + t
k
n,
x − xkn − 2ξkn(t − tkn)
λkn
) ⊆ {(t, x) ∶ ∣ t(λkn)2 + t
k
n∣ ≤ T, ∣x − xkn − 2ξkn(t − tkn)λkn ∣ ≤ R}
= {∣t + (λkn)2tkn∣ ≤ (λkn)2T, ∣x − xkn − 2ξkn(t − tkn)∣ ≤ λknR} ,
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where suppvj ⊂ (−T,T ) × (−R,R). We see
1
(λknλk′n ) 12 ∥⟨∇y⟩
1−ǫ0∑
j∈Z
e−it∣j∣2eiyjvj ( t(λkn)2 + t
k
n,
x − xkn − 2ξkn(t − tkn)
λkn
)
⋅ ⟨∇y⟩1−ǫ0 ∑
j∈Z
e−it∣j∣2eiyjvj ( t(λk′n )2 + t
k′
n ,
x − xk′n − 2ξk′n (t − tk′n )
λk
′
n
)∥
L3t,xL
1
y
⎛
⎝
∣t+(λkn)2tkn∣≤(λkn)2T, ∣t+(λk′n )2tk′n ∣≤(λk′n )2T,
∣x−xkn−2ξkn(t−tkn)∣≤λknR, ∣x−xk′n −2ξk′n (t−tk′n )∣≤λk′n R
⎞
⎠
≲ 1(λknλk′n ) 12 ∥⟨∇y⟩
1−ǫ0 ∑
j∈Z
e−it∣j∣2eiyjvj ( t(λkn)2 + t
k
n,
x − xkn − 2ξkn(t − tkn)
λkn
)∥
L6t,xL
2
y
⋅ ∥⟨∇y⟩1−ǫ0 ∑
j∈Z
e−it∣j∣2eiyjvj ( t(λk′n )2 + t
k′
n ,
x − xk′n − 2ξk′n (t − tk′n )
λk
′
n
)∥
L6t,xL
2
y
⎛
⎝
∣t+(λkn)2tkn∣≤(λkn)2T, ∣t+(λk′n )2tk′n ∣≤(λk′n )2T,∣x−xkn−2ξkn(t−tkn)∣≤λknR, ∣x−xk′n −2ξk′n (t−tk′n )∣≤λk′n R
⎞
⎠
.
Let
Λkn = {(t, x) ∶ ∣(λkn)−2t + tkn∣ + ∣x − xkn − 2ξkn(t − tkn)λkn ∣ ≤ R} ,
Λk
′
n = {(t, x) ∶ ∣(λk′n )−2t + tk′n ∣ + ∣x − xk
′
n − 2ξk′n (t − tk′n )
λk
′
n
∣ ≤ R} ,
we see for
w˜kn(t, x, y) = 1(λkn) 12 ∑j∈Z e
−it∣j∣2eiyjvj ( t(λkn)2 + t
k
n,
x − xkn − 2ξkn(t − tkn)
λkn
) ,
suppw˜kn ⊂ Λkn, suppw˜k′n ⊂ Λk′n , then
∥⟨∇y⟩1−ǫ0w˜kn ⋅ ⟨∇y⟩1−ǫ0w˜k′n ∥L3t,xL1y(R×R×T)
≲ ∥⟨∇y⟩1−ǫ0w˜kn ⋅ ⟨∇y⟩1−ǫ0w˜k′n ∥L3t,xL1y(R×R×T∖Λkn×T) + ∥⟨∇y⟩1−ǫ0w˜kn ⋅ ⟨∇y⟩1−ǫ0w˜k
′
n ∥L3t,xL1y(R×R×T∖Λk′n ×T)
+ ∥⟨∇y⟩1−ǫ0w˜kn ⋅ ⟨∇y⟩1−ǫ0w˜k′n ∥L3t,xL1y((Λkn∩Λk′n )×T)
≲ ∥⟨∇y⟩1−ǫ0w˜kn∥L6t,xL2y({R2∖Λkn}×T) ∥⟨∇y⟩1−ǫ0w˜k
′
n ∥L6t,xL2y + ∥⟨∇y⟩1−ǫ0w˜kn∥L6t,xL2y ∥⟨∇y⟩1−ǫ0w˜k
′
n ∥L6t,xL2y({R2∖Λk′n }×T)
+ 1(λknλk′n ) 12 area(Λ
k
n ∩Λk′n ) 13 .
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We see
∥⟨∇y⟩1−ǫ0w˜kn∥L6t,xL2y =∥⟨∇y⟩1−ǫ0
1
(λkn) 12 ∑j∈Z e
−it∣j∣2eiyjvj ( t(λkn)2 + t
k
n,
x − xkn − 2ξkn(t − tkn)
λkn
)∥
L6t,xL
2
y
=∥⟨j⟩1−ǫ0 1(λkn) 12 e
−it∣j∣2vj ( t(λkn)2 + t
k
n,
x − xkn − 2ξkn(t − tkn)
λkn
)∥
L6t,xl
2
j
= 1(λkn) 12 ∥⟨j⟩
1−ǫ0vj ( t(λkn)2 + t
k
n,
x − xkn − 2ξkn(t − tkn)
λkn
)∥
L6t,xl
2
j
= 1(λkn) 12 (λ
k
n) 26 (λkn) 16 ∥v⃗∥L6t,xh1−ǫ0j = ∥v⃗∥L6t,xh1−ǫ0j ,
we also note
∥⟨∇y⟩1−ǫ0w˜kn∥L6t,xL2y({R2∖Λkn}×T)
=∥⟨∇y⟩1−ǫ0 1(λkn) 12 ∑j∈Z e
−it∣j∣2eiyjvj ( t(λkn)2 + t
k
n,
x − xkn − 2ξkn(t − tkn)
λkn
)∥
L6t,xL
2
y({∣ t(λkn)2 +tkn∣+∣
x−xkn−2ξ
k
n(t−t
k
n)
λkn
∣>R}×T)
=
XXXXXXXXXXXXX
∥ 1(λkn) 12 vj (
t
(λkn)2 + t
k
n,
x − xkn − 2ξkn(t − tkn)
λkn
)∥
h
1−ǫ0
j
XXXXXXXXXXXXXL6t,x({∣ t(λkn)2 +tkn∣+∣x−xkn−2ξkn(t−tkn)λkn ∣>R}×T)=∥v⃗∥L6t,xh1−ǫ0 ({∣t∣+∣x∣≥R}×Z) → 0, as R →∞.
Hence, we are reduced to prove that
1
(λknλk′n ) 12 area(Λ
k
n ∩Λk′n ) 13 → 0, as n→∞.
Note
area(Λkn ∩Λk′n )
= area({∣ t(λkn)2 + t
k
n∣ + ∣x − xkn − 2ξkn(t − tkn)λkn ∣ < R} ∩ {∣
t
(λk′n )2 + t
k′
n ∣ + ∣x − xk
′
n − 2ξk′n (t − tk′n )
λk
′
n
∣ < R})
≤ CRmin ((λkn)3, (λk′n )3) ,
hence if lim
n→∞
λkn
λk
′
n
is either 0 or∞, we see
1
(λknλk′n ) 12 area(Λ
k
n ∩Λk′n ) 13 → 0, as n→∞.
The same thing happens if
lim
n→∞
∣(λkn)2tkn − (λk′n )2tk′n ∣
λknλ
k′
n
=∞.
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Assume then
lim
n→∞
∣(λkn)2tkn − (λk′n )2tk′n ∣
λknλ
k′
n
<∞,
we have
λknλ
k′
n ∣ξkn − ξk′n ∣2 + ∣xk
′
n − xkn − 2tk′n (λk′n )2(ξk′n − ξkn)∣2
λknλ
k′
n
→∞, as n→∞.
We see
area(Λkn ∩Λk′n )
=area({∣ t(λkn)2 + t
k
n∣ + ∣x − xkn − 2ξkn(t − tkn)λkn ∣ < R}⋂{∣
t
(λk′n )2 + t
k′
n ∣ + ∣x − xk
′
n − 2ξk′n (t − tk′n )
λk
′
n
∣ < R}) .
Let
v = x − xkn − 2ξkn(t − tkn), w = x − xk′n − 2ξk′n (t − tk′n ),
we have
area(Λkn ∩Λk′n ) = ∫(t,x)∈Λkn∩Λk′n dtdx ≲ ∫∣v∣≤λknR,∣w∣≤λk′n R dtdx,
since
∂(v,w)
∂(t, x) = (
−2ξkn 1−2ξk′n 1 ) ,
we then have
area(Λkn ∩Λk′n ) ≲ ∫∣v∣≤λknR,∣w∣≤λk′n R ∣
∂(t, x)
∂(v,w)∣ dvdw ≲ ∫∣v∣≤λknR,∣w∣≤λk′n R
1
∣2(ξkn − ξk′n )∣ dvdw ≲
λknλ
k′
nR
2
∣ξkn − ξk′n ∣ .
We see that by λkn ∼ λ
k′
n , and λ
k
nλ
k′
n ∣ξkn − ξk′n ∣2 →∞,
1
(λknλk′n ) 12 area(Λ
k
n ∩Λk′n ) 13 ≲ 1λkn (
(λkn)2R2∣ξkn − ξk′n ∣)
1
3
∼
R
2
3
(λkn) 13 ∣ξkn − ξk′n ∣ 13 → 0, as n →∞.
We are now only need to consider the case
∣xk′n − xkn − 2tk′n (λk′n )2(ξk′n − ξkn)∣2
λknλ
k′
n
→∞, as n→∞.
For (t, x) ∈ Λkn ∩Λk′n ,
∣ t(λkn)2 + t
k
n∣ + ∣x − xkn − 2ξkntλkn ∣ ≤ R, ∣
t
(λk′n )2 + t
k′
n ∣ + ∣x − xk
′
n − 2ξk′n t
λk
′
n
∣ ≤ R,
we see
R ≥
∣x − xkn − 2ξknt∣
λkn
= ∣xk′n − xkn + x − xk′n − 2ξknt∣
λkn
≥ ∣xk′n − xkn − 2tk′n (λk′n )2(ξk′n − ξkn)
λkn
− ∣2tk′n (λk′n )2(ξk′n − ξkn) + x − xk′n − 2ξknt∣
λkn
.
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We note
∣x − xk′n − 2ξknt + 2(ξk′n − ξkn)tk′n (λk′n )2∣
λkn
= ∣x − xk′n − 2ξk′n t + 2(ξk′n − ξkn)t + 2(ξk′n − ξkn)tk′n (λk′n )2∣
λkn
≤ ∣x − xk′n − 2ξk′n t∣
λkn
+ 2∣(ξk′n − ξkn)t + (ξk′n − ξkn)tk′n (λk′n )2∣
λkn
≤ λk′n
λkn
R + 2∣(ξk′n − ξkn)(t + (λk′n )2tk′n )
λkn
≤ λk′n
λkn
R + 2∣(ξk′n − ξkn)(λk′n )2∣
λkn
R <∞.
Therefore, Λkn ∩Λk′n = ∅, when n large enough.

Let us verify claim (i) above. By (5.6) and (5.7), we have
∥ K∑
k=1
vkn∥
6
L6t,xH
1−ǫ0
y
≲⎛⎝
K
∑
k=1
∥vkn∥2L6t,xH1−ǫ0y +∑
j≠k
∥⟨∇y⟩1−ǫ0vjn ⋅ ⟨∇y⟩1−ǫ0vkn∥L3t,xL1y
⎞
⎠
3
≲( K∑
k=1
S ( 1(λkn) 12 e
ixξkn (eitkn∆RP knφk)(x − xknλkn , y)) + oK(1))
3
,
forK large enough. The mass and energy decoupling implies
K
∑
k=1
S ( 1(λkn) 12 e
ixξkn (eitkn∆RP knφk)(x − xknλkn , y)) ≤ Lmax,
together with (3.27), we obtain
lim
K→K∗
limsup
n→∞
∥uKn ∥L6tL6xH1−ǫ0y ≲Lmax,δ 1.(5.9)
It remains to check property (ii) above, by the definition of uKn , we decompose
eKn = (i∂t +∆R×T)uKn − ∣uKn ∣4uKn
= K∑
k=1
∣vkn∣4vkn − ∣ K∑
k=1
vkn∣
4 K
∑
k=1
vkn + ∣uKn − eit∆R×TwKn ∣4(uKn − eit∆R×TwKn ) − ∣uKn ∣4uKn .
First consider
K
∑
k=1
∣vkn∣4vkn − ∣ K∑
k=1
vkn∣
4 K
∑
k=1
vkn.
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Thus by the fractional chain rule, Minkowski, Ho¨lder, Sobolev, (5.8) and (5.6),
XXXXXXXXXXX
K
∑
k=1
∣vkn∣4vkn − ∣ K∑
k=1
vkn∣
4 K
∑
k=1
vkn
XXXXXXXXXXXL 65t,xH1−ǫ0y
(5.10)
≲ ∑
k≠k′
∥⟨∇y⟩1−ǫ0(vkn(vk′n )4)∥
L
6
5
t,xL
2
y
≲ ∑
k≠k′
(∥vk′n ⟨∇y⟩1−ǫ0vkn∥L3t,xL2y∥vk′n ∥3L6t,xL∞y + ∥vkn⟨∇y⟩1−ǫ0vk′n ∥L3t,xL2y∥vk′n ∥3L6t,xL∞y )
∼ ∑
k≠k′
∥vk′⟨∇y⟩vkn∥L3t,xL2y(∥vk′n ∥3L6t,xL∞y + ∥vkn∥3L6t,xL∞y )
≲ ∑
k≠k′
∥vjn⟨∇y⟩1−ǫ0vkn∥L3t,xL2y (∥vk
′
n ∥3L6t,xH1−ǫ0y + ∥vkn∥3L6t,xH1−ǫ0y ) ≲ oK(1), as n →∞.
We now estimate ∣uKn − eit∆R×TwKn ∣4 (uKn − eit∆R×TwKn ) − ∣uKn ∣4uKn . By the fractional chain rule, Ho¨lder,
Sobolev, we have
∥∣uKn − eit∆R×TwKn ∣4 (uJn − eit∆R×TwKn ) − ∣uKn ∣4 uKn ∥
L
6
5
t,xH
1−ǫ0
y
≲ ∥uKn ∥4L6t,xH1−ǫ0y ∥eit∆R×TwKn ∥L6t,xH1−ǫ0y + ∥uKn ∥
3
L6t,xH
1−ǫ0
y
∥eit∆R×TwKn ∥2L6t,xH1−ǫ0y + ∥uKn ∥
2
L6t,xH
1−ǫ0
y
∥eit∆R×TwKn ∥3L6t,xH1−ǫ0y
+ ∥uKn ∥L6t,xH1−ǫ0y ∥eit∆R×TwKn ∥
4
L6t,xH
1−ǫ0
y
+ ∥eit∆R×TwKn ∥5L6t,xH1−ǫ0y
≲(∥uKn ∥4L6t,xH1−ǫ0y + ∥eit∆R×TwKn ∥
4
L6t,xH
1−ǫ0
y
) ∥eit∆R×TwKn ∥L6t,xH1−ǫ0y .
Using (5.9), and the decay property (5.3), we get
limsup
n→∞
∥∣uKn − eit∆R×TwKn ∣4 (uKn − eit∆R×TwKn ) − ∣uKn ∣4 uKn ∥
L6t,xH
1−ǫ0
y
→ 0, asK →K∗.

Arguing as in [9], the proof of Proposition 5.1 implies the following result:
Theorem 5.3 (Existence of the almost-periodic solution). Assume that Lmax < ∞, then there exists uc ∈
C0tH
1
x,y(R ×R ×T) solving (1.1) satisfying
S(uc(t)) = Lmax, ∥uc∥L6t,xH1−ǫ0y (R×R×T) =∞.
Furthermore, uc is almost periodic in the sense that ∀η > 0, there is C(η) > 0 such that
∫∣x+x(t)∣≥C(η) ∥uc(t, x, y)∥2H1y (T)dx < η(5.11)
for all t ∈ R, where x ∶ R→ R is a Lipschitz function with sup
t∈R
∣x′(t)∣ ≲ 1.
5.2. Extinction of the critical element. In this section, we will exclude the almost-periodic solution in
Theorem 5.3 by using the bilinear virial action as in [40].
Proposition 5.4 (Non-existence of the almost-periodic solution). The almost-periodic solution uc in The-
orem 5.3 does not exist.
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Proof. We define the bilinear virial
I(t) =∬
x>x˜
∬
T2
(x − x˜)∣uc(t, x, y)∣2∣uc(t, x˜, y˜)∣2 dxdydx˜dy˜.
By direct computation, we have
I ′(t) =4∬
x>x˜
∬
T2
∣uc(t, x˜, y˜)∣2I(u¯c∂xuc)(t, x, y)dxdydx˜dy˜.
We see
∣I ′(t)∣ ≲ ∣∬
T2
∬
x>x˜
∣uc(t, x˜, y˜)∣2I(u¯c∂xuc)(t, x, y)dxdydx˜dy˜∣ ≲ ∥uc∥3L2x,y∥∇xuc∥L2x,y ≲ 1.(5.12)
On the other hand,
1
2
I ′′(t) ≥ 4
3
∫
R
∬
T2
∣uc(t, x˜, y˜)∣2∣uc(t, x˜, y)∣6 dx˜dydy˜ + ∫
R
(∫
T
∂x˜(∣uc(t, x˜, y)∣2)dy)2 dx˜
= 4
3
∫
R
∬
T2
∣uc(t, x˜, y˜)∣2∣uc(t, x˜, y)∣6 dx˜dydy˜ + ∫
R
(∂x˜ (∥uc(t, x˜, y)∥2L2y))
2
dx˜.
Therefore,
∫
T0
−T0
I ′′(t)dt ≳ ∫ T0
−T0
∫
R
(∂x (∥uc(t, x, y)∥2L2y))
2
dxdt,
we note
∫
R
(∂x (∥uc(t, x, y)∥2L2y))
2
dx ⋅C ( m0
1000
)
3
2 ≳ ∥∥uc(t, x, y)∥2L2y∥C˙ 12x ⋅C (
m0
1000
)
3
2
≳ ∫∣x+x(t)∣≤C( m0
1000
) ∥uc(t, x, y)∥2L2y dx,
wherem0 =M(uc). Thus
∫∣x+x(t)∣≤C( m0
1000
) ∥uc(t, x, y)∥2L2y dx ≲ C (
m0
1000
)
3
2 ∥∂x (∥uc(t, x, y)∥2L2y)∥
2
L2x
.(5.13)
By (5.11) and conservation of mass, we have
m0
2
≤ ∫∣x+x(t)∣≤C(m0
100
) ∥uc(t, x, y)∥2L2y dx.(5.14)
Therefore, ∀ T0 > 0, by (5.14), (5.13), (5.12),
m20T0 = ∫ T0
−T0
m20 dt ≲ ∫
T0
−T0
(∫∣x+x(t)∣≤C(m0
100
) ∥uc(t, x, y)∥2L2y dx)
2
dt ≲ C(m0
100
).
Let T0 → ∞, we obtain a contradiction unless uc ≡ 0, which is impossible due to ∥uc∥L6t,xH1−ǫ0y (R×R×T) =∞. 
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