We study the statistical properties of the velocity and velocity gradient distributions in barotropic turbulence. At large enough Reynolds number, the velocity distribution becomes non-Gaussian outside the vortex cores, and its characteristics are completely determined by the properties of the far field induced by the coherent vortices. The velocity gradients are always non-Gaussian inside coherent vortices, due to the spatial velocity correlations associated with the ordered flow in the vortex cores, and become non-Gaussian also in the background turbulence at large enough Reynolds number.
I. INTRODUCTION
A classic approach to the study of turbulent geophysical flows is based on a statistical description. 1 Stochastic models used to describe particle transport in large Reynolds number flows usually consider only the first-and second-order moments ͑i.e., mean and variance͒ and rely upon the hypothesis of Gaussian velocities. 2 For Gaussian distributions, the higher-order moments, needed to define statistical quantities such as the minimum or maximum time tracers take to reach a given location, can be derived from the mean and the variance.
On the other hand, numerical and theoretical studies of point-vortex systems and two-dimensional turbulence, [3] [4] [5] laboratory experiments, 6 and analyses of subsurface floats in the ocean 7 indicate that velocity distributions in rotating turbulent flows can be non-Gaussian. In this case, higher-order moments cannot be derived from the mean and the variance and the knowledge of the full shape of the velocity distribution becomes overly important for properly formulating stochastic dispersion models. 8 To explore this issue in a simple but realistic model, here we analyze in some detail a set of numerical simulations of the dynamics of rotating barotropic fluids under the quasigeostrophic approximation. This model, usually referred to as barotropic turbulence, is a first approximation to the description of the dynamics of large-scale geophysical flows. 9, 10 Barotropic turbulence is dominated by the presence of coherent vortices, and it has been shown to be characterized by a non-Gaussian velocity distribution. 3 Here we study the dependence of the velocity and velocity gradient distributions on the Reynolds number and we further elucidate the dynamical origin of the non-Gaussian behavior.
The rest of the paper is organized as follows. In Sec. II we introduce the equation of motion for barotropic turbulence and the numerical scheme we use to solve it. In Sec. III we discuss the results of the analysis of the simulated velocity fields, investigating the role of Reynolds number, initial conditions, and viscosity. A non-Gaussian velocity distribution is found whenever the Reynolds number is large enough. Here we also analyze the velocity distributions in regions with different dynamical properties, showing that non-Gaussian distributions are observed mainly outside coherent structures. In Sec. IV the role of the vortices is explored in detail. We show that the background velocity field can be separated into a contribution due to the far field of the vortices and a contribution generated by the local vorticity in regions far from the vortices. In Sec. V the example of pointvortex systems is considered. In the conclusion section, we briefly consider how free-surface effects and differential rotation affect the velocity distribution, and we discuss the possible implications of these results on the interpretation of velocity pdfs in the ocean. In this approximation, relative vorticity is defined as ϭٌ 2 . Consistently, the velocity field uϭ(u,v) is given by uϭϪ‫ץ‬ y and vϭ‫ץ‬ x . On a spherical planet, the Cartesian reference frame ͑x,y͒ is defined on the plane of motion such that the variable x refers to longitudinal variations and y varies with latitude.
II. DYNAMICS OF BAROTROPIC TURBULENCE
The Coriolis parameter f in the ␤-plane approximation becomes f ϭ f 0 ϩ␤y, where f 0 ϭ2⍀ sin 0 , ⍀ is the rotation frequency of the Earth, and 0 is a reference latitude. Differential rotation ͑i.e., the variation of the Coriolis parameter with latitude͒ enters as a linear correction through the parameter ␤ϭ2⍀ cos 0 /R E , where R E is the radius of the Earth.
The last term in the definition of potential vorticity is usually referred to as the free-surface contribution, and it is written in terms of the dimensionless Rossby deformation radius. When the domain is sufficiently small, free-surface effects and the variation of the Coriolis parameter with latitude can be discarded. In this case, potential vorticity can be replaced by relative vorticity in Eq. ͑1͒. We first consider this approximation, and, in the discussion section, we briefly discuss how the results are modified by the inclusion of freesurface effects and differential rotation.
The dissipative term D represents either molecular or eddy viscosity. In the latter case it is considered as a parametrization of unresolved small-scale motions. Here we use the general form
where n is the viscosity coefficient and n is a positive integer. For nϭ1, D is standard Newtonian viscosity, while for nϾ1, D represents the so-called hyperviscosity.
In the inviscid case (Dϭ0), Eq. ͑1͒ has an infinite number of conserved quantities. Among these, there are two quadratic invariants: the mean energy E and the mean enstrophy Z, given by
where L is the size of the ͑square͒ domain. The simultaneous conservation of these two quantities leads to a direct cascade of enstrophy toward small scales, and an inverse cascade of energy from small to large scales. The term responsible for the energy and enstrophy transfers is the only nonlinear term in Eq. ͑1͒, i.e., the Jacobian term.
In the dissipative case, spectral transfers are present as well, even if energy and enstrophy are decaying. These spectral transfers lead to the development of long-lived coherent structures, as revealed by numerical simulations 11 and laboratory experiments. 12 In general, coherent vortices can be defined as approximately axisymmetrical vorticity concentrations whose lifetime is much larger than their eddy turnover time. The vortices play an especially important role in tracer dynamics, due to their capability of trapping passive tracers for long times and transporting them over large distances ͑see, e.g., Provenzale 13 for a review͒.
The identification of the different regions present in the field can be done in several ways. The simplest, and more naive, criterion identifies coherent structures as regions where the vorticity (x,y) exceeds a given threshold value. Despite its coarseness, this criterion has largely and profitably been used in the literature 14, 15 due to its simplicity. Other criteria seek for approximately circular connected domains of high vorticity around a central peak, 16 or employ wavelet-based classification schemes. [17] [18] [19] A different approach has been proposed by Okubo 20 In the following, we integrate the vorticity equation ͑1͒ starting from random, Gaussian initial conditions. The integration of the equation of motion is performed by a standard pseudospectral code with 2 3 dealiasing and a third-order Adams-Bashforth time integration scheme in a doubly periodic square domain with size Lϭ2. The resolution of the doubly periodic domain has been varied from 512ϫ512 to 1024ϫ1024 collocation points.
We consider two types of initial energy spectra that have been used in the literature. One is a narrow-band ͑NB͒ spectrum 16 given by
, ͑5͒
and the other is a broadband ͑BB͒ spectrum 23 given by Figure 1 and 2 show the vorticity fields at time tϭ15 generated using a biharmonic viscosity operator (nϭ2) and broadband initial energy spectrum with 2 ϭ5 * 10 Ϫ8 ͑Fig. 1͒ and narrow-band spectrum with 2 ϭ5ϫ10 Ϫ9 ͓Fig. 2͑a͔͒, or 2 ϭ5ϫ10 Ϫ7 ͓Fig. 2͑b͔͒.
III. VELOCITY AND VELOCITY GRADIENT DISTRIBUTIONS
We next consider the shape of the distribution of velocities and velocity gradients, and its dependence on the Reynolds number and the initial vorticity spectrum.
In Fig. 3͑a͒ we show the velocity pdf of the turbulent field displayed in Fig. 2͑a͒ for tϭ15. The mean eddy turnover time at tϭ15 is T E ϭ0.17, for comparison, T E ϭZ Ϫ1/2 ϭ0.12 at time tϭ0. Since the velocity field is statistically isotropic and has zero average, we have considered the distribution of the modulus of the two components, normalized by the velocity rms value. Figure 3͑a͒ clearly indicates that there is significant deviation from a Gaussian distribution, as already discussed by Jiménez. 3 When lowering the Reynolds number, however, the departure from Gaussianity is reduced and it disappears at low Re. In Fig. 3͑b͒ we show the velocity pdf of the turbulent field displayed in Fig. 2͑b͒ for tϭ15. In this case, the mean eddy turnover time is T E ϭ0.57 at tϭ15 and the distribution is indistinguishable from a Gaussian. Simulations at intermediate values of the Reynolds number have revealed a smooth transition from Gaussian behavior at small Re toward nonGaussian pdfs at high Re, as indicated, for example, by a gradual increase of the kurtosis for growing Re.
The above results do not depend on the specific dissipation scheme that is employed. A simulation performed with higher resolution ͑1024ϫ1024 grid points͒ and Newtonian viscosity with nϭ1 and 1 ϭ5ϫ10 Ϫ5 , has a global evolution comparable with that with nϭ2 and 2 ϭ5ϫ10 Ϫ8 , and produces similar non-Gaussian pdfs. Another simulation, performed with a higher-order viscosity operator (D ϭ10 Ϫ16 ٌ 8 ), confirms that pdfs at high Reynolds numbers are strongly non-Gaussian, independent of the order n of hyperviscosity chosen.
On the other hand, the shape of the velocity pdf does depend on the initial conditions. When we change the shape of the initial energy spectrum to a broad band form, keeping the dissipation unchanged, the departure from a Gaussian distribution is reduced. For the broad spectrum peaked at large scales, Eq. ͑6͒, the pdf is well described by a Gaussian, and the use of different viscosity coefficients does not lead to any significant deviation from Gaussianity.
To summarize the results found in the simulations, in Table I we report the kurtosis kϭ͗u
2 of the velocity distributions for the different cases considered. The value k ϭ3 characterizes a Gaussian distribution, while higher values are associated with the presence of non-Gaussian tails.
The Kolmogorov-Smirnov ͑K-S͒ test, which measures the significance of the maximum deviation between an empirical and a specified theoretical distribution, has been used to quantify the departure from a Gaussian. Low values of the K-S statistic ͑i.e., ␣р0.05 in the table͒ indicate rejection of the null hypothesis of a Gaussian distribution at the 95% confidence level. Thus, non-Gaussian velocity pdfs seem to emerge only for narrow-band initial conditions when the Reynolds number is large enough. The next step is to determine whether there are significant differences in the distributions associated with the different topological domains of two-dimensional ͑2-D͒ turbulence, as suggested by Bracco et al. 7 To address this issue, we partition the turbulent field into three different regions, as discussed by Elhmaïdi et al. 24 Vortex cores are identified as regions where Q is strongly negative and the modulus of the Figure 4 shows the velocity pdfs for the vortex cores ͓panel ͑a͔͒, for the region outside vortices ͓i.e., circulation cells and background, panel ͑b͔͒, and for the background alone ͓panel ͑c͔͒ in the case of narrow-band initial conditions and high Reynolds number. The results do not significantly change if other similar threshold values are chosen. Inside vortices, the distribution is nearly Gaussian. A different result is obtained for the velocity distribution in the region outside the vortices. Here, the velocity distribution has both a high tail for large velocities and a non-Gaussian central portion at small velocities, indicating that deviations from normality are not simply due to energetic events. The further exclusion of the velocities in the circulation cells around the vortices ͑where large velocities are expected 24 ͒ does not change the non-Gaussian distribution significantly, as shown by the similarity between Figs. 4͑b͒ and 4͑c͒.
In the corresponding analysis performed on the field at low Reynolds number, nearly Gaussian behavior has been found everywhere, independent of the region selected.
Also of interest are the distributions of velocity gradients ͑and velocity differences͒. Jiménez 3 and Min et al. 4 provided analytic expressions for the distribution of velocity gradients generated by an ensemble of point vortices, and showed that it rapidly converges to a Cauchy distribution when the number of vortices increases. Figure 5 show the distribution of velocity gradients, ‫ץ‬u/‫ץ‬x and ‫ץ‬u/‫ץ‬y, for narrow-band initial conditions and the two values of the Reynolds number considered. We could have equivalently considered ‫ץ‬v/‫ץ‬x and ‫ץ‬v/‫ץ‬y, due to the isotropy of the field. However, considering the four elements of the velocity Jacobian altogether is redundant, due to the relationships ‫ץ‬v/‫ץ‬yϭϪ‫ץ‬u/‫ץ‬x and ‫ץ‬v/‫ץ‬xϭϩ‫ץ‬u/‫ץ‬y, that make these quantities dependent on each other. The three curves in each panel refer, respectively, Results of the analysis of the full set of velocity fields considered in the text. The columns contain, in order, the number of collocation points on each axis, the properties of the initial spectrum ͓see Eqs. ͑5͒ and ͑6͔͒, the exponent n of the Laplacian, and the viscosity coefficient n ͓see Eq. ͑2͔͒, the value of ␤, and of the nondimensional Rossby deformation radius, the standard deviation tot , and the kurtosis k tot of the velocity field and the K-S statistics. In the last two rows, given the anisotropy due to the presence of ␤ 0, the two components u and v of the velocity field are analyzed separately. to the velocity gradient pdf in the whole field, in the vortex cores, and in the background. For the whole field, both distributions are non-Gaussian, indicating the presence of significant spatial correlations in the velocity field. This should indeed be expected due to the presence of coherent vortices. We also note that a fit of these pdfs to a Cauchy distribution does not produce satisfactory results, contrary to what occurs for point vortices. This is due to the fact that these vortices have finite cores, that modify the tails of the pdfs at large velocity gradients, and that there is a background turbulent field between the vortices, that affects the central portion of the pdfs at low values of the gradients. Inside the vortices, the distribution of velocity gradients are both non-Gaussian and they have a similar shape. This indicates that, inside vortices, the ordered nature of the flow induces strong velocity correlations that can be understood in terms of ''dressed'' point vortex singularities, as discussed by Jiménez 3 and Min et al. 4 The situation changes com- distribution in the background. For large Re, the distribution becomes definitely non-Gaussian. A further confirmation of the anomalous behavior of the velocity field outside vortices, for the high Reynolds number case, comes from the analysis of the distribution of the velocity differences ␦u between points located at a given distance r. For a random Gaussian velocity distribution with no space correlations, the kurtosis of the velocity differences, k(r)ϭ͗␦u 4 
͘/͗␦u
2 ͘ 2 , assumes the standard value kϭ3 for any distance r. By contrast, space correlations induce higher values of the kurtosis at small scales. 25 For both values of the Reynolds number considered here, the presence of vortices induces space correlations. Thus, a value of the kurtosis larger than 3 at small separations is observed anyway. At high Reynolds number, however, the kurtosis grows as r decreases also outside the vortices ͓Fig. 6͑a͔͒, further confirming the presence of space correlations also in the background turbulence. Conversely, at low Reynolds number the kurtosis does not grow for decreasing separations outside the vortices ͓Fig. 6͑b͔͒, indicating that the space correlations of the velocity field are entirely concentrated inside the vortices.
To summarize the results of this section, we conclude that non-Gaussian velocity and velocity gradient pdfs are observed in regions outside the vortices, for large enough Re and for narrow-band initial conditions. Inside vortices, the velocity pdfs are approximately Gaussian, while velocity gradients have a non-Gaussian distribution, independently of the value of Re ͑at least in the range explored here͒. This latter behavior simply reflects the spatial velocity correlations generated by the ordered ͑laminar͒ flow inside the vortex cores.
IV. VORTICES AND BACKGROUND: TWO SEPARATE EFFECTS
In principle, the non-Gaussian behavior of the velocities outside the vortices could be due to both the local properties of the background turbulence, that might develop different characteristics at different Reynolds number, or to a nonlocal effect of the vortices themselves, as suggested by Jiménez. 3 In the following, we show that the latter interpretation is the correct one.
To address this issue, we must first separate the contribution of the local properties of the background from that due to the far field of the vortices. As before, vortices are identified as regions where ͉͉Ͼ V ϭ0.2 . Regions where ͉͉Ͻ V are considered to be the background turbulence and are referred to as B.
Thus we define two ''clipped'' fields b and v as
In this way, the vorticity field is partitioned into two separate contributions, ϭ b ϩ v . The field b does not give any contribution inside vortices, while v does not give any contribution in the background. Thus, we have attained a local separation of the vorticity inside and outside the coherent structures. The velocity field, however, is an integral of the vorticity, and the above separation generates nonlocal effects. In particular, the velocity field associated with v is not necessarily concentrated inside vortices and it can give a nonzero contribution also in the background. To see this, we write the vorticity field inside the coherent structures, v , as a Fourier integral, i.e.,
0, for xB,

͑9͒
where xϭ(x,y) and kϭ(k x ,k y ). When we calculate the velocity field induced by v , we obtain
In general, u v (x) 0 even for xB, because the equality
ik"x dkϭ0 only if v (k)ϭ0 for any given wave number k, which is not the case.
Thus, the original velocity field u in the background is due to both u b , obtained by removing the vorticity inside the coherent structures, and to the contribution due to the vortices, u v .
For this reason, we refer to a background-induced velocity field u b and to a vortex-induced velocity field u v , obtained by inverting the Poisson equation for the fields b and v , respectively. Each of the fields is different from the original velocity field both in the background and inside the vortices. Figures 7 and 8 show the velocity pdfs obtained for the two fields u b and u v separately. The pdf of the backgroundinduced velocity field is Gaussian, while that of the vortexinduced field is practically coincident with the distribution of the original velocity field, both in the high ͓Fig. 8͑a͔͒ and low ͓Fig. 8͑b͔͒ Reynolds number cases. Completely analogous results are obtained for the velocity gradients. In the background, the kinetic energy associated with u b is about 1% that associated with u v , indicating that the properties of the velocity field are almost entirely determined by the characteristics of the vortices, not only in regions close to the vortices, but everywhere.
V. THE POINT-VORTEX ANALOGY
The results of the previous sections indicate that nonGaussian pdfs are found whenever the vortices are small and intense, as obtained for high Reynolds number and narrowband initial spectra. Conversely, low values of the Reynolds number, and/or broadband initial spectra, lead to larger and less intense vortices 26 and to Gaussian velocity pdfs. Thus, the behavior of the velocity distributions seems to be com- pletely determined by the vortex population. This naturally suggests resorting to the point-vortex analogy, where the turbulent dynamics is described in terms of the interaction between a finite number of pointwise vorticity concentrations. 27, 26, 28 In this approach, the vorticity field can be written as the sum of the individual vortex contributions ͑i.e., a singular version of the field v defined in the previous section͒,
where ⌫ i is the circulation of the i vortex, located at position x i (t), and the sum is performed over the total number N of point vortices. The equations of motion of the point-vortex system can be cast in Hamiltonian form,
where H is the Hamiltonian of the system,
The explicit form of the Green's function, G, depends on the boundary conditions. In a doubly periodic domain with length ͓2, 2͔, G takes the form
The statistical properties of the velocity field generated by a point-vortex system have been studied by Jiménez, 3 Min et al., 4 and Weiss et al.
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If there is only one vortex, the modulus U of the velocity, Uϭ(u
, at a point at distance r from it is proportional to 1/r for small r. Thus, the probability density function p 1 (U) of the velocity generated by a single point vortex is p 1 (U)dUϭ p(r)dr, where r is the distance at which the velocity U is found, rϰ1/U. Since p(r)dr ϭ2rdr, one obtains
In a system of N randomly placed point vortices, the velocity at a point is given by the sum of the contributions of N vortices. For N→ϱ, the central limit theorem ensures asymptotic convergence to a Gaussian, but this convergence is extremely slow. [3] [4] [5] Even for a system of 10 6 point vortices, the deviation from a Gaussian is significant. For a finite number of point vortices, the velocity distribution has a Gaussian central portion at low velocities and non-Gaussian tails at high velocity.
For point vortices, high velocities are related to regions close to the vortices themselves, where the vorticity singularity implies also divergent velocities. In two-dimensional turbulence, however, the area ͑or core͒ of each vortex is finite and vorticity is not divergent. Intuitively, extended vortices can be thought of as point vortices ''dressed'' by a shape function with finite support. Inside vortices, the properties of the shape function determine the velocity distribution. Sufficiently far from the vortex center, however, the velocity field induced by the presence of an extended vortex can be approximated by that produced by a point vortex ͑see Jiménez 3 and Min et al. 4 for a study of the velocity pdfs induced by an ensemble of vortices with finite cores͒.
We can thus consider the velocity field induced by a system of point vortices, eliminating regions that are too close to the singularities and that, for extended vortices, would be dominated by the effects of the shape function ͑this is equivalent to considering point vortices with finite cores͒. each vortex are shown in Fig. 9 . Panel ͑a͒ shows the results for r * ϭ0.05, which is a typical vortex radius in the solution at a higher Reynolds number. In this case, the distribution shows significant non-Gaussian tails at high velocity. Panel ͑b͒ refers instead to r * ϭ0.4, which corresponds to the mean radius of the vortex population in the numerical simulation with a narrow-band initial spectrum and 2 ϭ5ϫ10 Ϫ7 ͓Fig. 2͑b͔͒. In this case, the distribution is nearly Gaussian.
For a more quantitative comparison, we can consider a configuration where the total number of point vortices and the circulation, position, and size of each of them are equal to the values obtained in the barotropic turbulence solution shown in Fig. 2͑a͒ . That is, we approximate each extended vortex with a vorticity singularity with the same position and circulation, and we calculate the instantaneous velocity field induced by the point vortices, avoiding the regions inside the areas covered by the extended vortices. The velocity pdfs calculated from the point-vortex system and the original barotropic field are shown in Fig. 10 . The two curves are very similar. Since point-vortex systems have zero vorticity between the point singularities, this provides further confirmations that the velocity field in the background of 2-D turbulence is mainly determined by the far field of the vortices.
VI. DISCUSSION AND CONCLUSIONS
In past years, several studies have shown that the dynamics of two-dimensional turbulence can be approximated by the superposition of a finite number of coherent vortices and a random background field. Here, we have shown that the high vorticity concentrations inside coherent structures dominate the velocity field and the properties of particle advection also in the background turbulence between the vortices, and generate non-Gaussian velocity distributions when the Reynolds number is large enough. This is a further indication that most of the statistical properties of 2-D turbulence can indeed be understood by considering the properties of vortex dynamics, resorting, for example, to a point vortex analogy. In an approximate sense, freely decaying twodimensional turbulence can thus be considered as a ''gas of vortices.'' For completeness, in the following we explore the effects of a free surface and of differential rotation on the velocity distributions.
The introduction of a latitudinal variation of the Coriolis parameter leads to a flow with fewer and less intense vortices. 29, 11, 30 In turn, this modifies the shape of the velocity pdfs, with a tendency toward approaching a Gaussian distribution as the value of ␤ increases. Figure 11 shows the results obtained for ␤ϭ10, and 2 ϭ5ϫ10 Ϫ9 for narrow-band initial conditions. The two curves refers to the two components u and v of the velocity field that is now anisotropic. The pdfs are nearly Gaussian, as the field is dominated by Rossby wave ''weak'' turbulence. Thus, the presence of energetic waves reduces the influence of the vortices on the background field and the non-Gaussianity of the velocity pdfs. Correspondingly, the kinetic energy of the backgroundinduced velocity field is now even larger than that of the vortex-induced velocity field.
Free-surface effects, on the other hand, do not inhibit vortex dominance 31 and, consequently, do not alter much of the non-Gaussian nature of the velocity pdfs. Figure 12 shows the velocity pdf obtained with R 0 ϭL/5 and ␤ϭ0. Panel ͑a͒ refers to the whole domain, and panel ͑b͒ shows the velocity distribution in the background.
Finally, we recall that non-Gaussian velocity pdfs with a shape similar to the one detected here have been observed for subsurface ocean floats in several ocean basins known to be characterized by the presence of intense coherent eddies. 7 One may then wonder whether the results obtained here can shed light also on the interpretation of oceanic velocity pdfs. Long-lived coherent vortices do indeed permeate the ocean, as indicated by both observations 32 and high-resolution numerical simulations. [33] [34] [35] As Smith and Vallis 36 have recently discussed, the emerging picture of the world oceans is that of a sea of vortices, where the effects of differential rotation are overcome, at scales smaller than the Rhines scale, by the strongly nonlinear dynamics of geostrophic turbulence with energy concentrated at the scale of the first baroclinic Rossby deformation radius. The results obtained in this work suggest that the non-Gaussian velocity pdfs observed in the ocean could be generated by the dynamics of the coherent eddies, as for the simple case of 2-D turbulence investigated here. Clearly, a full confirmation of this inference can only come from the analysis of experimental data and of high-resolution numerical simulations of the ocean dynamics. 
