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1. INTRODUCTION 
Consider the optimal control problem 
3i = A(t) x + B(t) u (a < t < 4 
with initial condition 
a constraint on the control 
and n criterion functions 
j&4 = (x(b) - Ei > Wib@) - ‘$I> 
+ j” c%(t) - G(t) 4% a(t) W) - G(t) W) dt (1.4) a 
Here 
+ j" h(t) II 4w 4 (i = I,..., fz). 
a 
(1) A(t) and B(t) are given matrices of orders m x m and m x s, 
respectively, continuous on the interval [a, b]. 
(2) x, E Rn is given. 
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(3) %? is a given subset of Lmss[a, b], the Rs-valued Lebesgue measur- 
able essentially bounded functions on [a, b]. 
(4) (u, V) denotes the inner product 2 uivi . 
(5) tie Rm is given (i = l,..., m). 
(6) &(t) is a given Rm-valued continuous function (i = l,..., m). 
(7) hi(t) is a given continuous function satisfying &(t) 3 1 in [a, b] 
(i = l,..., ?z). 
(8) Wi is a given symmetric m x m matrix (; = I,..., n). 
(9) Ci(t) and Qi(t) are m x m matrices continuous on [a, 61, where 
Qi(t) is symmetric (i = I,..., n). 
(10) /I . Ij denotes the Euclidean norm (., .)ljz. 
Payoffs of type (1.4) occur commonly in applications of optimal control (for 
interpretation and significance of the terms in (1.4) see, e.g., [2, p. 3081 and 
[5, P. 1691). 
Following the customary approach to multiple-criteria optimization 
problems, this paper deals mainly with efficient points. By an eficient point 
over a class of controls V, we mean a control u0 E V such that for no other 
u E %?, do the n inequalities 
fi(4 <f&J (i = I,..., 4 
hold with at least one inequality holding strictly. The computation of efficient 
points over V is equivalent, under certain conditions (see Karlin [4, Section 
7.41) to the minimization of 
(1.5) 
subject to (1.3). For optimal control problems this equivalence was studied 
by DaCunha and Polak [l]. 
Two cases of (1.3) will be considered here. 
The first case is 
24 EP[U, b], (1.7) 
where L2sS[a, b] denotes the Rs-valued Lebesgue square integrable functions 
on [a, b]. Condition (1.7) is necessary for (the last terms of) functions (1.4) 
to make sense. The results in this case, called here the unconstrained case, 
are well known and will be outlined briefly in Section 2. 
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The second case of (1.3) is 
where 
@ denotes the R*-valued Lebesgue measurable functions 
u(t) (a < t < 6), such that 11 u(t)11 < 1 almost everywhere 
in [a, b]. 
w 
In the constrained case (l.S), considered in Sections 3 and 4, we use the 
penalty function method of Stern ([8, 91) to compute efficient points via the 
equivalent scalar minimizations. 
In Section 5, in dealing with bicriterion problems, some results of Geoffrion 
[3] are extended to optimal control problems. 
Throughout the paper we assume the convexity and boundedness assumption: 
The functionals {fi(.): i = I,..., n} are strictly convex and bounded from below 
over L2sS[a, b]. This assumption is guaranteed by a sufficiently small value 
of 6 -a (see, e.g., [2, Sect. 8.41) or by the positive definiteness of the matrices 
Qi(t) and Wi (i = l,..., n), in which case zero is a lower bound on the fi 
(i = l,..., n). The convexity and boundedness assumption is not needed for 
Theorems 2.1, 3.1, and 5.1, but it is needed for our computational method. 
2. THE UNCONSTRAINED CASE 
Here we consider the efficient point problem: 
(E,) Find all e@cient points over the class L2sS[a, b]. 
For each LY. EQ [see (I.611 we consider the corresponding scalarized pro- 
blem: 
(Mi”) Minimizef”(u) [see (1.5)], subject to (l.l), (1.2), and (1.7). 
Problems (E,) and (M,=) (CX E GZ) are related by the following theorem, 
which is a special case of [l], [2, Th eorems 8.5.1 and 8.8.11, and [6, Lemma 21. 
THEOREM 2.1. (a) For each 01 E OZprobZem (Mr”) has a unique solution ZP. 
(b) Let 01 E O! and let u” be a solution of (Mra). If ua is unique, it is an 
eflcient point over L2sS[a, b]. I f  0: is a positive vector, IP is an eJicient point 
regardless of uniqueness. 
(c) If u is an ement point over L2-8[u, b], then there is an OL E @ such that 
u = u”. 0 
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The convexity and boundedness assumption is not needed in (b) (see [6, 
Lemma 21) and in (c) (see [l, pp. 101-1031). 
Computation of ua (ff E GY) 
By the convexity and boundedness assumption, a necessary and sufficient 
condition for u” to be the solution of (MIa) is 
fp(zP + EZI) = 0 at E = 0 for any zI EL2ss[a, b]. (2.1) 
Using the symmetry of the Q*(t), (2.1) results in the linear integral equation 
+ jab BT(S) ST(t, S) Ccr(t) Q<(t) [ai - Ci(t) X’(t)] dt/ , a < S < 6 
(2.2) 
where 
(i) Superscript T denotes transpose, 
(ii) S(t, 0) is the fundamental solution of k = A(t) X, giving the solu- 
tion x of (1.1) and (1.2), corresponding to u as 
x(t) = s(t, a) x, + j” S(t, U) B(U) U(U) da, a<t<b, (2.3) a 
(iii) x”(t) is the solution of (1.1) and (1.2), corresponding to u”(t). 
Using (2.3) we can rewrite (2.2) as 
u” z ,&” (2.4) 
where Aa is a linear operator mapping (?[a, b], the space of continuous 
&valued functions over [a, 61 endowed with the sup norm, into itself. 
Similarly to [2, pp. 253 and 3011, we can show that for sufficiently small 
values of b - a, depending on the parameters of (1. I)-( 1.4), A” is a contrac- 
tion and, hence, u” in (2.4) is the uniform limit of a sequence of successive 
approximations. 
Another approach for solving (Mp), the “synthesis” or “feedback” 
approach (see, e.g., [2, Sect. 8.61 or [5, Sect. 5.21) employs a matrix differential 
equation of Ricatti type whose solution is used to express ua. See also Starr 
and Ho [7]. 
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3. THE CASE OF MAGNITUDE RESTRAINTS 
Consider the efficient point problem: 
(Es) Find all efticient points over the class 42 [see (1.9)]. 
For each 01 E 02, consider the corresponding scalarized problem: 
(Ma”) Minimixefa [see (1.5)] subject to (l.l), (1.2) and (1.8). 
Problems (Es) and (Maa) are related by the following analog of Theorem 
2.1: 
THEOREM 3.1. 
(a) For each 01 E Clproblem (Maa) has a unique solution u”. 
(b) Let 01 E Q! and let u” be a solution of (Mp). If ua is unique, it is an 
eficient point over 42. If a! is a positive vector, u” is an efficient point regardless of 
uniqueness. 
(c) If u is an eficient point over %Y, then there is an 01 E GY such that u = ZP. 
0 
Part (a) follows from the existence arguments in [5, p. 2091. Parts (b) and 
(c) follow from the corresponding statements in Theorem 2. I. 
4. SOLUTION OF (Maa)(a E GZ) 
In this section we propose a method for solving (Mza), patterned after 
the methods of [8] and [9]. Th’ is method uses penalty functions chosen so that 
the corresponding unconstrained problems can be solved by successive 
approximations. 
Let k be a positive integer. For each cy. E 0Z we define a functional fka on 
LBk+z, b] , 
fk”(u> =f”(u) + j” II 4t)li2” & 
a 
(4.1) 
and the value ckcL, 
Also let 
cka = inf{fk”(u): u E L2k*s[a, b]>. (4.2) 
c” = inf(foi(u): u E @}. (4.3) 
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THEOREM 4.1. Let b - a be suficiently small. Then 
(4 ckO:-fPask~~foreacholE~. 
(b) For each positive integer k and each (Y E 6Y there exists a unique 
uka E L2kJ[a, b], at which the infimum ck~ is attained. Furthermore, 
(c) fi(ukb) +fJu*) as k + co (i = I,..., n) for each 01 E 02 at a rate 
uniform in 01, where u” denotes the solution of (M2a). 
Proof. Statements (a) and (c) follow from the arguments used in the 
proof of Theorem 3.1 in [9] (see also [IO]). 
Proof of(b). By the convexity and boundedness assumption, a necessary 
and sufficient condition for uka to be the sought minimizer is that 
ifka(uka + 6~)) = 0 at E = 0 for all z, 6 L2k*s[a, b]. 
This yields the following nonlinear integral equation: 
(4.4) 
(4.5) 
- s,’ W(s) F(t, s) CiT(t)Qi(t) [Zi(t) - Ci(t) x”(t)] dt/ . 
For each t E [a, b] we define a (nonlinear) map Mz,k: Rs + R” as follows: 
M;,,(u) = (c aibi(t)j u + k j/ u j12k-2 u. (4.6) 
Mj,, has a continuous inverse given by 
[M”.kl-’ (w> = W (i 4(t) + kb’,t,k(ll w @)-‘, 
i=l 
(4.7) 
where ri*,(ll w 11) is the unique real root of the polynomial 
x + kx2”-l - 11 w jl . (4.8) 
Since M& is invertible, (4.5) may be rewritten as 
M:,&/(t)] = T,,k(M:&&)l). (4.9) 
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The proof of (b) is completed by showing that T,,, is a contraction; that is, 
/I * - w II G II MZJCW - Jc,k(W)ll for all ZI, w E R”, (4.10) 
which by the arguments of [9, p. 281 is guaranteed for small values of b - a 
by the assumption made on the &(t) and the geometric fact that, if vu1 , ~a E R”, 
I] v1 11 > /j ~a II , and cr and ca are real numbers such that ca >, c, > 1, then 
11212 - *1ll G /lc2*2 - Cl% II * 5 
The fact that Tmsk is a contraction implies that +*(t) is the uniform limit of a 
sequence of successive approximations. The successive approximation 
procedure for solving equations like (4.9), given in [9, Sect. 51, circumvents 
the fact that the root functions Y:., have no explicit representations. 
We should remark here that the feedback approach is in general intractable 
for solving (Mae) because the feedback control defined (see, e.g., [5, p. 3471) 
as the minimizer of the Hamiltonian, cannot be explicitly given in the con- 
strained case except in very simple situations, and even then solving the 
Hamilton-Jacobi equation (subject to (a) of Theorem 7 [5, p. 3481) is difficult. 
5. RELATED PROBLEMS OF GEOFFRION 
In this section we consider certain bicriterion optimization problems 
studied by Geoffrion [3] in a mathematical programming context and note 
that his results extend to the corresponding optimal control problems. 
Let h: R2 + R be a function which is continuous and nondecreasing in 
each of its arguments on the nonnegative orthant R,2 and quasiconvex over 
the interior of R+2. One such function is 
Furthermore, assume for i = 1, 2 that 
UE% implies fi(u) > 0, 
where @ and fi are as in (1.9) and (1.4), respectively. This assumption is 
guaranteed, for example, if II’, are positive definite and 11 x(b)/1 is sufficiently 
large. 
Now consider the following problem. 
(G) Minimize h(f,(u),f,(u)) subject to (l.l), (1.2), and (1.8). 
Analogs of the following results were proved, in the finite-dimensional case, 
by Geoffrion [3]. 
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LEMMA 5.1. Let the convexity and boundedness assumption hold, in addition 
to the above assumptions on h and fi (i = 1,2). Then problem (G) has 
optimal solutions that include at least one ejiciient point. 
This lemma can be proved by arguing as in Lee and Markus [5, p. 2091. 
Since (G) has a finite infimum c, a sequence {u,} CL2ss[a, b] can be chosen 
so that h(fi(un), fi(un)) -+ c. Since {u,} lies in a bounded subset of L2ss[a, b], 
we can extract a weakly convergent subsequence {u,,} with weak limit u, , 
which is feasible. The optimality of u, follows from the inequality 
s b lim inf a g(t, s,(t)> dt 3 sb At, uw(t)) 4 a 
which is satisfied by g(t, u) continuous in t and convex in u (see, e.g., [5]). 
The monoticity assumption on h is used here. Remaining details may be 
found in [3]. 
In view of Lemma 5.1, we can state the following result, proved in [3]. 
THEOREM 5.1. Let the assumptions of Lemma 5.1 hold, and for each 
0 < 01 < 1 let u” be the solution of 
minimize 
{ctfd4 + (1 - 4fi@)> 
subject to (l.l), (1.2), and (1.8). 
Then the function 
4(a) = h(f&“),f&“)) 
is unimodal on [0, 11. 0 
Theorem 5.1 suggests the use of search techniques for the solution of (G) 
in conjunction with the penalty method of Section 4. 
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