Abstract. This paper is concerned with the distributions of some test statistics for a multivariate linear hypothesis under nonnormality. The test statistics considered include the likelihood ratio statistic, the Lawley-Hotelling trace criterion and the BartlettNanda-Pillai trace criterion, under normality. We derive asymptotic expansions of the null distributions of these test statistics up to the order n À1 , where n is the sample size, under nonnormality. It is shown that our general results can be e¤ectively obtained by deriving an asymptotic expansion of the distribution of a multivariate t-statistic. As special cases of our general results our asymptotic expansions are given for Hotelling's T 2 statistic, one-way MANOVA test statistics, etc. Numerical accuracies of asymptotic expansion approximations are examined. The validity of the expansions is also discussed. Moreover, we will find conditions such that the Bartlett correction in the normal case implies an improved w 2 -approximation, even under nonnormality.
Introduction
We consider a multivariate linear model
where Y ¼ ðy 1 ; . . . ; y n Þ 0 is an n Â p observation matrix of p response variables, X ¼ ðx 1 ; . . . ; x n Þ 0 is an n Â k design matrix of k explanatory variables with full rank k ð< nÞ, X is a k Â p unknown parameter matrix and E ¼ ðe 1 ; . . . ; e n Þ 0 is an n Â p error matrix. It is assumed that each vector e j is independently and identically distributed with Eðe j Þ ¼ 0 and Covðe j Þ ¼ S. For testing a linear hypothesis
where H is a known h Â k matrix with rank h ða kÞ, let S h and S e be the variation matrices due to the hypothesis and the error, respectively, i.e., S h ¼X X 0 H 0 fHðX 0 X Þ À1 H 0 g À1 HX X; S e ¼ Y 0 fI n À X ðX 0 X Þ À1 X 0 gY ; whereX X ¼ ðX 0 X Þ À1 X 0 Y . Then the following three criteria have been used, in particular, under normality.
(i) the likelihood ratio statistic:
Þ logðjS e j=jS e þ S h jÞ;
(ii) the Lawley-Hotelling trace criterion:
(iii) the Bartlett-Nanda-Pillai trace criterion:
where the constants d j 's are the Bartlett corrections in the normal case, and they are given as follows:
Under normality, the distributions of these statistics have been extensively studied, see e.g., Anderson [1] and Siotani, Hayakawa and Fujikoshi [23] .
Under nonnormality it is shown that the null distributions of these statistics converge to w 2 ph as the sample size n tends to infinity under an appropriate regularity condition on the design matrix (see Huber [15] ). Our aim is to obtain asymptotic expansions of the null distributions of these statistics up to the order n À1 under a general condition.
As for the results of the usual asymptotic expansions under nonnormality, Kano [17] and Fujikoshi [10] independently derived an asymptotic expansion for the distribution of Hotelling's T 2 statistic. Fujikoshi, Ohmae and Yanagihara [13] obtained an asymptotic expansion of the null distributions for oneway ANOVA test statistics. Recently, Fujikoshi [12] derived such expansions in the cases of one-way MANOVA test statistics. For a univariate linear model, Qumsiyeh [22] derived an asymptotic expansion for the least squares estimate of regression coe‰cients. Using this result, Yanagihara [24] derived an asymptotic expansion of the null distribution of the likelihood ratio statistic for testing a linear hypothesis about regression coe‰cients. Our work is a generalization of these results.
One of the approaches for solving our problem will be to use an asymptotic expansion of the joint distribution of Z ¼ ðX 0 X Þ 1=2 ðX X À XÞ and ffiffi ffi n p 1 n S e À S :
This approach was used by Fujikoshi, Ohmae and Yanagihara [13] for one-way ANOVA test statistic, by Fujikoshi [12] for one-way MANOVA test statistics, and by Yanagihara [24] for a univariate linear model. However, for a multivariate linear hypothesis this approach leads to a prohibited calculation. In order to solve our problem e¤ectively, we consider the distribution of a key statistic
The statistic U may be a multivariate t-statistic. Note that the three statistics can be expressed in terms of U as where G f is the distribution function of a central chi-squared distribution with f degrees of freedom. In other words, our main purposes are to get a formula for b j 's in asymptotic expansion (1.4) and conditions for valid expansion up to the order n À1 . On the other hand, by using (1.4), the expectation of T G can be expanded as
expansion (1.4) . Based on such conditions, it is possible to see whether a test statistic is robust for nonnormality or not. The present paper is organized in the following way. In § 2, we state a main result on an asymptotic expansion of the null distribution of T G . Some applications for our result are given in § 3. In § 4, numerical accuracies are studied for Hotelling's T 2 statistic. In § 5, by using coe‰cients of an asymptotic expansion, we will obtain conditions such that the Bartlett correction in the normal case implies an improved w 2 -approximation, even under nonnormality. This gives an advantage for obtaining an asymptotic expansion. Note that such a result cannot be expected for Bootstrap method. Our derivation and its validity are discussed in Appendix. In Appendix 1, we prepare some basic results for the validity of asymptotic expansions for the distribution functions of U and T G up to the order n À1 . We derive an asymptotic expansion of the distribution of U in Appendix 2. Based on the expansion of the distribution of U, we obtain an expansion of the null distribution of T G , by expanding the characteristic function of T G . An outline of the computation is given in Appendix 3.
Asymptotic expansion of distribution function of T G
In this section, we state a main result on an asymptotic expansion of the null distribution of T G in (1.1) where e j denotes the jth element of e. Similarly the corresponding cumulant of e is denoted by k i 1 ...i m , e.g.,
where d ab is the Kronecker delta, i.e., d aa ¼ 1 and d ab ¼ 0 for a 0 b. Let l n be the smallest eigenvalue of X 0 X and M n ¼ maxfkx j k : j ¼ 1; . . . ; ng, where k Á k denotes the Euclidean norm. Furthermore, t is a p-dimensional vector and T 2 ¼ ½t
Suppose that X and the distribution of e satisfy the following assumptions A1, A2, A3, B1 and B2.
A1. lim sup
B2. Cramér's condition for the joint distribution of e and ee 0 hold, that is, for any b > 0,
Then the distribution function of T G can be expanded as in Theorem 2.1.
Theorem 2.1. Under the assumptions A1, A2, A3, B1 and B2, the null distribution of T G can be expanded as (1.4), where the coe‰cients b j are given by
phfðh À p À 1Þ À 2r 1 g;
3 :
Note that B2 is equivalent to the usual Cramér's condition: lim sup
(see Bhattacharya and Ranga Rao [5] , page 207). Set
and let c ab denote its ða; bÞth element. Furthermore, D C ¼ diagðc 11 ; . . . ; c nn Þ and C ð3Þ is an n Â n matrix whose ða; bÞth element is denoted by c 3 ab . Then the coe‰cients a j 's in (2.1) are defined by
where 1 n is an n-dimensional vector all of whose elements are 1. Moreover, k
3 , k
and k
in (2.1) are the multivariate skewnesses and kurtosis (see Mardia [19] and Isogai [16] ) which are defined by
Note that the final result depends on the cumulants up to the fourth order. From the result (Hall [14] ) on the univariate t-statistic, it is expected that the assumption B1 may be weakened as
Before concluding this section, we state an alternative expression of (1.4).
Corollary 2.2. Under the same assumptions as in Theorem 2.1, the asymptotic expansion (1.4) can be written as
where g f ðxÞ is the density function of a central chi-squared distribution with f degrees of freedom and the coe‰cients b j are given by (2.1).
Some applications
In this section, we obtain asymptotic expansions of the null distribution for several test statistics by applying Theorem 2.1.
The multivariate normal case
When each error vector e j is independently and identically distributed as N p ð0; SÞ, the multivariate skewnesses and kurtosis are zero, respectively. Therefore, the coe‰cients b j 's are given by
These results correspond to the well known formulas (see, e.g., Anderson [1] and Siotani, Hayakawa and Fujikoshi [23] ).
The univariate case
When p ¼ 1, T G corresponds to a perturbation expansion of three test statistics for linear hypothesis in nonnormal univariate linear model. Note that the three tests are essentially the same. In this case, k 
hfðh À 2Þ À 2r 1 g;
where
The coe‰cients b j 's and s j 's in the case r 1 ¼ r 2 ¼ 0 are the same ones as in Yanagihara [24] .
Hotelling's T 2 statistic
If we specify the design matrix as X ¼ 1 n and the constraint matrix as H ¼ 1 and r 1 ¼ 0, then the Lawley-Hotelling trace criterion becomes to Hotelling's T 2 statistic. Since W ¼ 1, we have
Using these coe‰cients, we obtain b j 's as
These coe‰cients b j 's correspond to those in Kano [17] and Fujikoshi [10] .
3.4. One-way MANOVA test statistics for equality of means 
:
Then T G becomes a perturbation expansion of one-way MANOVA test statistics for testing an equality of mean vectors of k populations with each sample size n i ð1 a i a kÞ. It is easily seen that rankðWÞ 
Next, we consider the assumptions A1, A2 and A3. It is easily shown that all 
The coe‰cients b j coincide with those in Fujikoshi [12] .
One-way MANOVA test statistics for linear hypothesis in k populations
Next, we consider test statistics for linear hypothesis in k populations, that is, the design matrix X is the same as (3.1). Then, C can be written as (3.3). So we can rewrite the coe‰cients a j in Theorem 2.1 in simpler forms as
. Furthermore, by the same reason as in § 3.4, A1, A2 and A3 are replaced by (3.4).
Two-way MANOVA test statistics with interaction
Finally, we consider the model in which we observe independently y ijl with
ði ¼ 1; 2; . . . ; r; j ¼ 1; 2; . . . ; s; l ¼ 1; 2 . . . ; n ij Þ:
Here the cell mean is decomposed in the following way.
P s j¼1 n ij , n iÁ ¼ P s j¼1 n ij and n Áj ¼ P r i¼1 n ij . Suppose that n ij satisfies the proportional sampling in which
To define m, a i , b j and g ij uniquely, we need to have some constraints
Our hypothesis H 0 is
. . . ; r; j ¼ 1; 2; . . . ; sÞ: Set 
ðrs Â rs matrixÞ;
, an unknown parameter matrix X can be transformed into ðg 11 ; g 12 ; . . . ; g rs Þ 0 . So, our hypothesis H 0 can be rewritten as
Since G C is a projection matrix, there exists an
Then an ðr À 1Þðs À 1Þ Â rs restricted matrix H for hypothesis H 0 can be defined by
Therefore, our theorem can be applied for
Moreover, in order to simplify the coe‰cients a j 's, we define the indicator matrix C by
Then the ða; bÞth element of W can be rewritten as
we have
and a 4 ¼ a 5 ¼ a 6 ¼ 0. Therefore, the coe‰cients b j 's become For a general case, i.e., non-proportional sampling, Fujikoshi [9] studied test statistics in the two-way AMOVA model. It may be necessary to devise an application of our formula to this general case.
Numerical accuracies
In this section, numerical accuracies are studied for the actual test sizes of some multivariate tests under four distributions considered by Everitt [8] .
First, Hotelling's T 2 statistic, which is denoted by T G , is taken up. Some e¤ects of T G to nonnormality have been pointed out by Chase and Bulgren [7] and Everitt [8] , based on Monte Carlo experiment. Our purpose is to see how close the actual test size is to the nominal one by using the asymptotic expansion approximations.
Generally, the Cornish-Fisher expansion is used as an approximation to the true percentage point. Let tðuÞ and u denote the true percentage point and the percentage point of limiting distribution of T G respectively, that is PðT G a tðuÞÞ ¼ Pðw 2 ph a uÞ; where w 2 ph is a variate of a central chi-squared distribution with degrees of freedom ph. Then from (2.2), tðuÞ can be expanded as
In actual use, we uset t E ðuÞ, which is defined from t E ðuÞ by replacing the unknown parameters k by their estimators, respectively. Set
then the unknown parameters k 
can be estimated aŝ
For estimations of the multivariate skewnesses and kurtosis, see, e.g., Kaplan [18] , Mardia [19] and Isogai [16] .
On the other hand, in the case of Hotelling's T 2 statistic, we can use a modified Cornish-Fisher expansion, which gives an exact percentage point in the normal error case. Such a modification is obtained by using the result that ðn À pÞT G =pðn À 1Þ is distributed as F-distribution with degrees of freedom p and n À p under normality. Then, we can modify t E ðuÞ as
where u F is the percentage point of F-distribution with degrees of freedom p and n À p and
If e is distributed as a normal distribution, then its expansion gives an exact percentage point. The error distributions considered are the same ones as in Everitt [8] , i.e., 1. Multivariate Normal Distribution, 2. Uniform Distribution: Each of the p variables is generated independently from a uniform (0,1) distribution, 3. Exponential Distribution: Each of the p variables is generated independently from an exponential distribution with a mean of unity, 4. Lognormal Distribution: Each of the p variables is generated independently from a lognormal distribution such that log x @ Nð0; 1Þ. Table 4 .1 gives the actual test sizes for the nominal 10%, 5% and 1% test in several cases of p and n. For each cell in Table 4 .1, the top figure expresses the actual test sizes based on the percentage point of F-distribution, the middle and bottom figures show the actual sizes by using t E ðuÞ andt t E ðuÞ, respectively. From Table 4 .1, it seems that t E ðuÞ gives a considerable improvement for the actual test size. However, there is a tendency that the approximation tends to be bad as p tends to be large. Moreover, though the estimation problem for k 
4 is left over, as these cumulants tend to be large, it becomes di‰cult to obtain good estimators even when the sample size is not so small as that.
Next, we compare the asymptotic expansion method with other ones. Bootstrap is one of the powerful methods when error's distribution is general. To construct the bootstrap approximations, let w Ã ¼ fy Ã 1 ; . . . ; y Ã n g denote a resample drawn randomly, with replacement, from w ¼ fy 1 ; . . . ; y n g. Then the 
The percentage point of bootstrap version t B can be calculated as
Furthermore, Mardia [20] proposed a robust method on Hotelling's T 2 test statistic. Let
then we use u M , a percentage point of F distribution with dp and dðn À pÞ degrees of freedom, as an approximation of one. For the percentage points of F distribution with non-integer values of degrees of freedom, see, Mardia and Zemroch [21] . Table 4 .2 shows the actual sizes for the nominal 10%, 5% and 1% tests in the case of n ¼ 10 and p ¼ 2, 3 and 4. Each test size a j is defined by
Four error distributions considered are the same ones as in the previous simulation. From Table 4 .2, we can see that the bootstrap method gives conservative approximations but the approximations are not so good. Especially, for p ¼ 3 and 4, the bootstrap approximation is very bad since the determinant of S Ã is near 0 occasionally when p is large in comparison with n. On the other hand, the asymptotic expansion with estimators improves the first order approximations for actual test sizes constantly. However, these improvements are not enough, in comparison with the case of normality. Mardia's method is robust in the non-skewness data only.
Bartlett corrections
In this section, first we consider the situation where the Bartlett corrections do work even under nonnormality. More precisely, we shall find conditions such that the Bartlett correction in the normal case implies an improved w 2 -approximation, even under nonnormality. Note that T G has been adjusted by the Bartlett correction in the normal case, namely, under normality, EðT G Þ ¼ ph þ oðn À1 Þ. By using the formula in Theorem 2.1, the expectation of T G can be calculated as
Noting that P 3 j¼0 b j ¼ 0, we obtain
From (2.1),
3 Þ: ð5:1Þ Therefore
3 Þ:
This means that if a 5 ¼ 0, then T G has an improved w 2 approximation by the Bartlett correction in the normal case. On the other hand,
If H is given by a concrete form, then the condition (5.2) may be changed into a simpler form as
Moreover,
Therefore, under condition (5.2), the coe‰cient a 4 becomes 0. This result can be summarized as the following Theorem 5.1.
Theorem 5.1. Suppose that X and H satisfy the condition (5.2) (or more concretely (5.3) ), then the test statistics adjusted by the Bartlett correction in the normal case have an improved w 2 -approximation, i.e., even under nonnormality,
Related to Theorem 5.1, we examine the condition (5.2) in the one-way MANOVA model. In this model, the design matrix X is defined by (3.1). Then the condition (5.2) can be rewritten as H1 k ¼ 0, which means that the rows of H are contrast vectors. Therefore, the test statistics for equality of means in the one-way MANOVA model can be improved by the Bartlett correction in the normal case.
Next, we consider the second moment of T G , which can be calculated as
Note that P 3 j¼0 b j ¼ 0, and we obtain
From (2.1), 
If the condition (5.2) is satisfied, then the coe‰cients a 4 and a 5 become 0. Then c 2 has a simpler form as
Furthermore, if
then c 2 does not depend on unknown parameters, i.e., c 2 ¼ 2ðh þ p þ 1Þ Á ð1 þ 2r 2 Þ=ð ph þ 2Þ. So, the n À1 term of variance of T G is independent of unknown parameters k 
Under these conditions, a modified Bartlett transformation (see, Fujikoshi [11] ) can be defined bỹ
Furthermore, the mean and variance ofT T G become
These results can be summarized as Theorem 5.2.
Theorem 5.2. Suppose that X and H satisfy the condition (5.2) (or more concretely (5.3)) and (5.5), then the Lawley-Hotelling and Bartlett-Nanda-Pillai trace criteria can be improved in the variances as well as the means by the modified Bartlett transformation in the normal case, which are defined bỹ
i.e., even under nonnormality,
For T LR , it may be noted that under conditions (5.2) and (5.5), VarðT LR Þ ¼ 2ph þ oðn À1 Þ, so it shall not be necessary to consider the transformation such as T HL and T BNP .
Furthermore, we consider the two-way MANOVA test statistics as in § 3.6. In this case, it can be checked that condition (5.2) holds through a simple calculation. More specifically, we consider the case r ¼ s ¼ 3 and n i1 ¼ n i2 ¼ n i3 ði ¼ 1; 2; 3Þ. In this case, if n 1j : n 2j : n 3j ¼ 1 : 2 : 3 ð j ¼ 1; 2; 3Þ, then the condition (5.5) holds. Therefore, when r ¼ s ¼ 3 and n 1j : n 2j : n 3j ¼ 1 : 2 : 3, the Lawley-Hotelling and Bartlett-Nanda-Pillai trace criteria in the two-way MANOVA model can be improved by the modified Bartlett transformation in the normal case. Needless to say, each correction is obtained under normality and we do not deal withT T G for the likelihood ratio statistic. In Table 5 .1, values of a 1 are given by a 1 ¼ À1:00; ðn 1j ¼ 10; n 2j ¼ 10; n 3j ¼ 10Þ;
Four error distributions considered are the same ones as in the previous section. From Table 5 .1, we note that the Bartlett correction in the normal case can improve the approximation well enough, even if an error vector is not distributed as a normal distribution. Moreover, when a 1 ¼ 0, the di¤erence between the actual test size and the nominal ones is the smallest in all the cases, since the n À1 terms of mean and variance of T G are independent of k
4 . In this case,T T G gives better size than T O and T G . Furthermore,T T G under the condition (5.5) gives the best size in all the cases. Therefore, we can say that test statisticsT T G , which satisfies the conditions (5.2) and (5.5), is robust for nonnormality. So, when we consider a test statistic which satisfies the condition (5.2), we recommend to get the sample data satisfying the condition (5.5) and transforming the test statistic by the modified Bartlett transformation.
Appendix

A.1. Some basic results on validity
The aim of this section is to prepare some basic theorems in order to assure the validity of asymptotic expansions in Appendices A.2 and A.3, which are given later.
In this section, we may assume, without loss of generality, that S ¼ I p . Let x 1 ; x 2 ; . . . be a sequence of non-random k-dimensional vectors and e; e 1 ; e 2 ; . . . be a sequence of i:i:d: random vectors with EðeÞ ¼ 0 and CovðeÞ ¼ I p . Set
ðe j e 0 j À I p Þ; B1. For some integer s b 3, Eðkek 2s Þ < y.
We prepare the following two lemmas. The proof of Lemma A.1 is easy, and is therefore omitted.
Lemma A.2. Set LðnÞ ¼ j : 1 a j a n; inf
where T 1 is a k Â p matrix, then under the assumptions A1, A2 and A3, lim inf
where aLðnÞ denotes the number of integers in LðnÞ.
for some positive constant K.
For the underlying distribution of e, we make alternative assumptions: B1 0 . For some integer s b 3, Eðkek s Þ < y. where t is a p Â 1 vector. In the proof of the following theorem, Bhattacharya and Ranga Rao [5] is referred to as BR because of its frequent usage. where c s; n is the asymptotic expansion of the density function of Z which is formally derived up to the order n ÀðsÀ2Þ=2 , and B c; a ¼ fB A B kÂp : FððqBÞ e Þ a ce a for all e > 0g:
Here, B kÂp denotes the class of all k Â p-dimensional Borel sets.
which is a standardized sum of independent random vectors. If the result Furthermore, Here, B kpþ pð pþ1Þ=2 denotes the class of all kp þ pð p þ 1Þ=2-dimensional Borel sets, considering ðZ; V Þ as a point of kp þ pð p þ 1Þ=2-dimensional Euclidean space.
A.2. Edgeworth expansion of t-statistic
In this section, using the assumption S ¼ I p as in the previous section, we derive an asymptotic expansion for the distribution function of U.
In order to get a valid expansion of U up to the order n À1 , we need some assumptions for the design matrix X and the distribution of e. For the design matrix X, we assume A1 with s ¼ 4, A2 and A3, given in Appendix A.1. Moreover, for the distribution of e, we also assume B1 with s ¼ 4 and B2.
Since S e is rewritten as
Using (A.4), under the assumptions A1, A2, A3 and B1 the characteristic function C U ðT 1 Þ of U can be expanded as
a 0 a is a k Â p matrix. Each term in the expansion of C U ðT 1 Þ can be evaluated by using the joint characteristic function of Z and V, which can be expressed as
where T 2 is defined in § 2. Then the following identities hold: 
where the coe‰cient w a 1 ...a j is defined by
e.g., Therefore we can get an expansion of C U ðT 1 Þ, whose formal inversion yields a valid expansion of the distribution function of U as in the following Theorem A.2.
where u a 0 a is the ða 0 ; aÞth element of U. Furthermore, we call the integrand for the distribution function of U the pseudo density function of U.
Using Corollary A.2, we can prove the validity of Theorem A.2 in the same manner as in Bhattacharya and Ghosh [3] .
When k ¼ 1, the test statistic becomes the usual multivariate t-statistic defined by
where y ¼ n À1 P n j¼1 y j and S ¼ n The corresponding results in the case where S ¼ ðn À 1Þ À1 P n j¼1 ðy j À yÞð y j À yÞ 0 was derived by Fujikoshi [10] . The moment condition B1 will be replaced with B1 0 with s ¼ 4 in Appendix A.1 as in Hall [14] , Bhattacharya and Ghosh [4] and Babu and Bai [2] .
A.3. Outline of computation on Theorem 2.1
In this section, we explain our method for finding an asymptotic expansion of the null distribution of T G up to the order n À1 . Without loss of generality, we may replace E by ES À1=2 , which has E½vecðEÞ ¼ 0 and Cov½vecðEÞ ¼ I np , in the expressions of T G , since T G is invariant under the transformation from Y to YS À1=2 .
Suppose that X and the distribution of e satisfy A1 with s ¼ 4, A2, A3, B1 with s ¼ 4 and B2. Note that T G is a smooth function of U. From the results of Chandra and Ghosh [6] and Corollary A.2, it can be shown that T G has a valid expansion up to the order n À1 under the assumptions A1, A2, A3, B1 and B2. In the following we will derive an asymptotic expansion of the characteristic function of T G up to the order n À1 , which can be inverted formally. From (1.1), we can write the characteristic function of T G as C T G ðtÞ ¼ C 0 ðtÞ þ 
This expectation is taken with respect to U Ã whose columns are independently distributed as N p ð0; I p Þ. Set W ¼ G 1=2 U Ã , then it is seen that w ¼ vecðW Þ @ N pk ð0; I p n GÞ. Therefore the expansion (A.8) can be rewritten as As for the latter, using the property that W is an idempotent matrix, we have 
