Let M m,n be the ring of m × n matrices A with entries in R = K[[x 1 , ..., x s ]], the ring of formal power series over the field K of arbitrary characteristic with maximal ideal m. We call A finitely determined if any matrix B, with A − B ∈ m k M m,n for some finite integer k, is left-right equivalent to A, i.e. B is contained in the G-orbit of A, where G is the group of automorphisms of R acting by coordinate change, combined with the multiplication of invertible matrices acting from the left and from the right on M m,n . Finite determinacy is an important property, which implies that A is Gequivalent to a matrix with polynomial entries but is in general much stronger. It has been intensively studied for one power series (m=n=1) over the complex and real numbers in connection with the classification of singularities. In positive characteristic the problem for matrices has been addressed in our previous paper [GP16] , where it was shown that finite codimension of the tangent image, i.e. the image of the tangent space under the orbit map of G, is sufficient for finite determinacy. We showed also that the tangent image may differ from the tangent space to the orbit, in contrary to characteristic zero. The question whether finite codimension of the tangent image is necessary for finite determinacy remains open in general in positive characteristic.
Introduction
A fundamental observation in [GP16] was that, in positive characteristic, the tangent space to the orbit GA does in general not coincide with the image of the tangent map of the orbit map. Instead of the tangent space to GA we have to consider the image of the tangent map to the orbit map G → GA, which we call the tangent image. The tangent image for several group actions has been determined in [GP16] .
For A ∈ m · M m,n we define the following submodules of M m,n , T A (GA) := E m,pq · A + A · E n,hl + m · ∂A ∂x ν resp.
T e A (GA) := E m,pq · A + A · E n,hl + ∂A ∂x ν , and callT A (GA) resp.T e A (GA) the tangent image resp. extended tangent image at A to the orbit GA. Here E m,pq · A is the R-submodule generated by E m,pq · A, p, q = 1, . . . , m, with E m,pq the (p, q)-th canonical matrix of M at(m, m, R) (1 at place (p, q) and 0 else) and ∂A ∂xν is the R-submodule generated by the matrices then A is G (2k − ord(A)+ 2)-determined. Moreover, (1.1) holds iffT A (GA) ⊂ M m,n (equivalentlyT e A (GA)) is of finite codimension over K.
m and n, whether the finite codimension ofT A (GA) in M m,n is necessary in positive characteristic. In general we do not even have a preference, it might be possible that there are counterexamples.
One of the main aims of this paper is to show that the finite codimension ofT A (GA) in M m,n is in fact necessary and sufficient for finite determinacy of matrices with one column i.e. matrices in M m, 1 . In this case left-right equivalence coincides with left equivalence and we prove in Theorem 3.8: Theorem 1. 4 . For A ∈ m · M at(m, 1, R) with K infinite, the following are equivalent: 1. A is finitely left determined.
Moreover, if condition 2. is satisfied then A is (2d e − ord(A) + 2) left determined. In particular, finite determinacy is preserved under deformation of the entries of A.
Note that the assumption that K is infinite is only needed for the implication 1. ⇒ 2. and for m < s.
Consider now the ideals I resp. J generated by the entries of A resp. B ∈ M m, 1 . Then A is left-equivalent to B iff I and J are contact equivalent i. ) the ideal generated by the m × m minors of the (m × s) Jacobian matrix of the generators of I. For 2. assume that K is infinite. 1 . If m ≥ s then I is finitely contact determined iff there is a k such that m k ⊂ I.
If m ≤ s then I is finitely contact determined iff there is a
Recall that R/I is called a complete intersection if dim(R/I) = s − mng(I) where mng(I) is the minimal number of generators of I ⊂ R. The complete intersection R/I is called an isolated complete intersection singularity (ICIS) if the ideal I + I m ( ∂f i ∂x j ) contains a power of the maximal ideal. Theorem 1.6. Let K be infinite and I ⊂ R be an ideal with dim(R/I) > 0. Then I is finitely contact determined if and only if I is an ICIS.
In this case I is contact (2τ (I)−ord(I)+2)-determined, where τ (I) is the Tjurina number of I. Moreover, if J is a deformation of I, then J is contact (2τ (I) + 1)-determined. Problem 1.7. The assumption that K is infinite is due to our method of proof. In most cases, in particular in Theorem 1.6, we do not know whether it is necessary. For hypersufaces we can in fact show, that finite determinacy is equivalent to isolated singularity for arbitray K (cf. Theorem 4.13).
To prove the results we derive a necessary condition for finite G-determinacy in section 2, Theorem 2.7, by using Fitting ideals. We show in particular, that the Fitting ideals of a finitely G-determined matrix have maximal height. For this we use the specialization of ideals depending on parameters, which was introduced by W. Krull and then extended and systematically studied by D.V. Nhi and N.V. Trung for finitely generated modules over polynomial rings. Problem 1.8. It would be interesting to develop a satisfactory theory for specialization of ideals in power series rings depending on parameters, and to see which properties continue to hold for a generic substitution of the parameters by field elements. We show in Example 2.1 (which is of independent interest) that a straightforward generalization of specialization from polynomial rings to power series rings does not work. In Remark 2.2 we propose an approach which seems to be reasonable for uncountable fields K e.g. for C. For a concrete open problem see Problem 2.6.
In section 3 we study G-equivalence for 1-column matrices and use the results of section 2 to prove Theorem 1.4. We need and prove a semicontinuity result for modules over a power series ring depending on parameters (Proposition 3.7) which should be well known, but for which we could not find a reference.
In section 4 we apply the results of section 3 to contact-equivalence for general ideals and for complete intersections and prove Corollary 1.5 (c.f Corollary 4.6) and Theorem 1.6 (c.f Theorem 4.10). Finally we prove in Theorem 4.13 that (for any K) a powerseries
] is finitely contact (resp. right) determined iff the Tjurina number (resp. the Milnor number) of f is finite.
A necessary finite determinacy criterion by Fitting ideals
In this section, we establish a necessary condition for finite G-determinacy of matrices in M m,n = M at(m, n, R), R = K [[x] ], x = (x 1 , . . . , x s ). Without loss of generality, we assume that n ≤ m.
We need a result about the specialization of the ideal generated by minors of a matrix over the polynomial ring depending on parameters. For an ideal I ⊂ K(u) [x] , where u = (u 1 , . . . , u r ) is a new set of indeterminates, and for a ∈ K r the specialization I a of I is defined as
. We say that a property holds for generic a ∈ K r if there exists a non-empty Zariski open set U ⊂ K r such that the considered property holds for all a ∈ U . The specialization of parameters was initiated by W. Krull for ideals and then extended and systematically studied by D.V. Nhi and N.V. Trung for finitely generated modules over K(u) [x] in [NT99] . To get meaningful results about specializations we need that the field K is infinite.
Notice that the straightforward definition of specialization
] does not work in general. I a may be 0 for all a even if I = 0, as the following example shows. This example is due to Osgood and was also used by Gabrielov in his counter example to the nested approximation theorem in the analytic case (cf. [Ro13] ):
] be given by the same assignment. It is shown in [Os16] that Ker(φ) = 0. However, I := Ker(ϕ) = 0 since it contains 
It is very likely that with this definition (which can easily be extended to finitely generated submodules of (K(u) [[x] ]) p ) many properties of I hold also for I a (e.g. the Hilbert-Samuel functions coincide) if a is contained in the complement of countably many closed proper subvarieties of K r . However, for this to be useful we do not only have to assume that K is infinite but that K is uncountable. We do not pursue this here, since we need only the specialization for ideals
For a matrix A ∈ M at(m, n, P ), P a commutative Noetherian ring, and an integer t,
. Then, with the notations from above, we have for
for all t = 1, . . . , n.
Proof. For t = 1, . . . , n and for all a ∈ K r ,
lt (u, x) are the t × t minors of M . On the other hand, for each generator f (t) (u, x) of the finitely generated ideal
. Therefore, for a ∈ K r which is not a zero of any of b (t) (u), we have that (I t (M ) e ) a is generated by d
lt (a, x). Hence, the first assertion holds. The second statement follows from the first and [NT99, Theorem 3.4 ii) and Theorem 3.2].
The following theorem shows that we can modify a matrix with polynomial entries by adding polynomials of arbitrary high order such that the Fitting ideals of the modified matrix have maximal height. The proof was communicated to the authors by Ngô Viê . t Trung in [Tru15] for t = n. As his arguments works for arbitrary t, we present it here in general.
, where the entries have the form
with a ijk ∈ K, such that for all t ∈ {1, . . . , n} we have
Proof. For t ∈ {1, . . . , n}, set
For t = 1, . . . , n, let I t resp. I t (M ) be the ideal generated by the t × t minors of M in S resp. in K(u) [x] . The main work is done to prove the following Claim: For all t = 1, . . . , n,
Indeed, fix t ∈ {1, . . . , n}. For every k = 1, . . . , s and for all i, j we have that in S[
Therefore, the elements
] (generic in the sense that the entries are indeterminates, not to be confused with generic points). Note that
It is well known that the determinantal ideals of a generic matrix are prime and have maximal height (cf. e.g. [BV88, (2.13) and (5.18)]). Hence, I t
] generated by all t × t minors of
, is a prime ideal of the height m t .
Since
is a prime ideal and
is a prime ideal, I t has a prime component, say P
k , which does not contain x k , and all other associated primes must contain x k . Now, let k ′ ∈ {1, . . . , s} and k ′ = k. By a similar argument, I t
. Therefore, I t has a prime component P (t) k,k ′ , which does not contain x k and x k ′ , and all other associated primes must contain the product
k ′ for all k = k ′ . Let P t denote this prime component. Then P t does not contain any x k , k = 1, . . . , s, and all other associated primes of I t must contain all x 1 , . . . , x s . Let Q t be the intersection of all primary components of I t whose associated primes contain x 1 , . . . , x s . Then
Moreover, since P t is the only associated primes of I t which does not contain any x k ,
, and
We have
Let first t be such that s ≤ m t . We consider two cases:
so that ht ((P t ) e ) = s. On the other hand, since all other associated primes of I t contain x 1 , . . . , x s , we have
This implies that all associated primes of (Q t ) e contain x 1 , . . . , x s · K(u) [x] , and thus they have the height s. Hence, in this case ht(I t (M )) = s.
By an argument as in case 1, all associated primes of (Q t ) e have the same height s so that ht(I t (M )) = s.
Let now t be such that s > m t .
i.e. P t has the least height among the associated primes of I t . Hence, ht(I t ) = ht(P t ) = m t . By the generic perfection [HE71] , I t is a perfect ideal of S, and S/I t is a Cohen-Macaulay ring. Hence, all associated primes of I t have the same height [HE71] and Q t does not exist, showing that I t = P t . So, in this case,
This finishes the claim. Now let r = mns, i.e. r is the number of the new indeterminates u = u ijk . By Lemma 2.3, for generic a ∈ K r , the specialization satisfies ht (I t (M a )) = ht(I t (M )) = min{s, m t } for all t = 1, . . . , n. This finishes the proof. (2) The proof shows also that I t (M ) is a Cohen-Macaulay prime ideal if m t < s. The following proposition provides a necessary condition for finite determinacy for matrices with entries in R = K[[x 1 , . . . , x s ]] with respect to the group G.
Then the following holds:
1. For all t ∈ {1, . . . , n}, we have
(ii) If s ≤ mn then I 1 (A) ⊃ m k for some positive integer k, i.e. the entries of A generate an m-primary ideal in R. This holds for arbitrary K.
Proof. For t = 1, . . . , n, set m t := (m − t + 1)(n − t + 1).
Assume that
there exist matrices U ∈ GL(m, R) and V ∈ GL(n, R) and an automorphism φ ∈ Aut(R) such that
This yields for all t = 1, . . . , n ht(I t (A)) = ht (φ (I t (A 0 ))) = ht (I t (A 0 )) .
Applying Theorem 2.4, there is a matrix
) with entries of the form
such that for all t ∈ {1, . . . , n} we have
Now for all t = 1, . . . , n, let I t (A 0 + B) e be the ideal of R generated by all t × t minors of A 0 + B. Since the homomorphism On the other hand, since A 0 G ∼ A 0 + B, the heights of the ideals of R generated by t × t minors of A 0 and of A 0 + B are equal. Therefore, ht(I t (A)) = min{s, m t }.
2. If mn ≤ s and A is finitely G-determined then by the previous part,
This implies that {a ij } is an R-sequence. If s ≤ mn and A is finitely G-determined we do not need Theorem 2.4 (where K infinite was used) to show that ht(I 1 (A)) = s.
In fact, we may choose the first s entries of the matrix [g i,j ] to be x N 1 , · · · , x N s , with N sufficiently big. Then ht (I 1 (A 0 + B)) = s, which can be seen for arbitrary K by choosing a global degree ordering on the variables and applying [GP08, Theorem 5. 2.6 ]. This implies dim (R/I 1 (A)) = 0 and hence I 1 (A) ⊃ m k for some k. 3 A finite determinacy criterion for column matrices Theorem 2.7 shows that finite G−determinacy of matrices in M m,n is rather restrictive. A criterion which is at the same time necessary and sufficient for finite G-determinacy for arbitrary m, n in positive characteristic is unknown to us.
In this section we prove such a criterion for 1-column matrices. The main result of this section is Theorem 3.8, where we prove that finite G-determinacy for a 1-column matrix A is equivalent to finite codimension of the extended tangent imageT e A (GA) (as well as of the tangent imageT A (GA)) at A to the orbits GA.
From the results in section 1 and 2, the following proposition is easy to obtain.
Proof. If A is finitely G-determined then by Theorem 2.7.2.
(ii), we get the claim. Con- and by taking the radical of both sides of this inclusion, we get the claim.
We now claim that
Since m ≤ s, each m × m minor T of Θ (G,A) either comes only from Jac(A) or contains at least a column of the right-hand block. In the first case, clearly T ∈ I m (Jac(A)). In the second case, using Laplace's expansion in a column of Θ (G,A) , we get T ∈ a 1 , . . . , a m . Hence, the claim follows. By taking radicals we prove the lemma. then A is finitely G-determined.
Proof. This follows directly from Lemma 3.2 and [GP16, Proposition 4.2.5].
We show now that there exist finitely G-determined matrices in M at(m, 1, R) with entries of arbitrary high order. To prove that the sufficient criterion of Theorem 1.1 is also necessary for finite determinacy of matrices in M m,1 we need the above proposition and the semi-continuity of the K-dimension of a 1-parameter family of modules over a power series ring.
.,s vanishes (which is always possible if K is infinite). Set
], K arbitrary, where x = (x 1 , . . . , x s ), and M a finitely generated P -module. For t 0 ∈ K, set
Proof. Since P mt 0 / t − t 0 ∼ = P/ t − t 0 we get
Proposition 3.7. With the above notations, there is a nonempty open neighborhood U of 0 in A 1 such that for all t 0 ∈ U , we have The first steps in the proof are used to show that we can reduce to this case.
Proof. Without loss of generality we may assume that dim
Consider a primary decomposition of Ann P (M ),
for some f i = 0. Then
and Q i is unique. Indeed, by Lemma 3.6 we have dim
Therefore M m 0 is quasi-finite and hence finite over the local ring
On the other hand, since (
Since √ Q i and x 1 , . . . , x s are prime ideals of P contained in m 0 and
the equality of codimensions implies
and that √ Q i is a minimal associated prime of Ann P M . Hence Q i is unique.
Claim 2: Let, by Claim 1, Q := Q i be the only primary component of Ann P M contained in x 1 , . . . , x s and set
Claim 3: Set
whereQ i is the image of Q i under the projection
We claim that for t 0 ∈ W there is a P -module homomorphism
In Spec(P ) we have
implying that for all i such that Q i = Q we have (Q i ) mt 0 = P mt 0 . Hence
As a result, we obtain a P -module homomorphism
and the claim follows. Claim 4: For t 0 ∈ W , we claim that
In fact, we have
There is an open neighborhood V of 0 in A 1 such that for all t 0 ∈ V we have
, there is a positive integer n such that x 1 , . . . , x s n ⊂ Q. This implies that P/ x 1 , . . . , x s n → P/Q is surjective. Since P/ x 1 , . . . , x s n is a finitely generated K[t]-module, so is P/Q. Moreover, since M is a finitely generated Pmodule, M/Q · M is a finitely generated P/Q-module. This implies that M/Q · M is a finitely generated K[t]-module. Hence, there is a presentation
n →M → 0.
For t 0 ∈ K, by taking the tensor product with
, we obtain the exact sequences
This yields dim KM (t 0 ) = n − rank ψ(t 0 ).
Since rank ψ(t) is lower semi-continuous on A 1 , there is an open neighborhood V of 0 in A 1 such that for all t 0 ∈ V we get the desired inequality
Now let U := W ∩ V , which is a nonempty open subset of A 1 . Then for all t 0 ∈ U , we have
This proves the proposition.
We now prove our main result of this section.
If K is infinite, the following are equivalent:
Moreover, if condition 2. is satisfied then A is G (2d e − ord(A) + 2)-determined. 
For fixed t = 0, since A is G k-determined, so is tA, and we have
By the proof of Proposition 3.4, the ideal
] generated by g 1 , . . . , g m and all m × m minors of Jac(B) is zero dimensional, i.e. 
Since t 0 = 0, the extended tangent image at t 0 ·A to the orbit G(t 0 ·A) equals the extended tangent image at A to the orbit GA. Hence, the assertion follows. Case 2: m ≥ s (K infinite is not needed here). Apply Proposition 3.1, there is some positive integer k such that m k ⊂ I 1 (A). This implies
and thus the claim follows.
The following corollary shows that the sufficient condition (3.1) in Proposition 3.3 is also necessary for finite determinacy. In addition, a determinacy bound is provided.
where s is the number of variables. Then A is finitely G-determined if and only if there is some integer k ≥ 0 such that
Proof. By Proposition 3.3, it suffices to prove the necessity of the condition. Assume that A is finitely G-determined. By Theorem 3.8, we have On the other hand, by the proof of Lemma 3.2, we have
Hence,
and we obtain the determinacy bound by applying [GP16, Proposition 4.2].
Contact equivalence of ideals and complete intersections
We will see below that G-equivalence for matrices in M m,1 is the same as contact equivalence for the ideals generated by the column entries. We use this to get a necessary and sufficient criterion for finite contact-determinacy of ideals in
We then characterize finitely contact determined ideals as isolated complete intersection singularities. Recall that mng(I) denotes the minimal number of generators of the ideal I ⊂ R. Remark 4.8.
We have
T I = M m,1 T e A (GA) , whereT e A (GA) is the extended tangent image at A to the orbit GA.
2. By Proposition 3.7 τ (I) = dim K T I is semicontinuous if we perturb the entries of A. I = a 1 , . . . , a m ⊂ R set a := (a 1 , . . . , a m ). Then
If
∈ R m , and
where ∂a i ∂x j : R s → R m is the Jacobian matrix of a and ∂a i ∂x j · R s is the Rsubmodule of R m generated by the columns of the Jacobian matrix of a. 
Hence, α induces the module homomorphism over φ : R ∼ = R α : T I → T J ,C → α(C), 
