We present and explore a model of stateless and self-stabilizing distributed computation, inspired by real-world applications such as routing on today's Internet. Processors in our model do not have an internal state, but rather interact by repeatedly mapping incoming messages ("labels") to outgoing messages and output values. While seemingly too restrictive to be of interest, stateless computation encompasses both classical game-theoretic notions of strategic interaction and a broad range of practical applications (e.g., Internet protocols, circuits, diffusion of technologies in social networks). Our main technical contribution is a general impossibility result for stateless self-stabilization in our model, showing that even modest asynchrony (with wait times that are linear in the number of processors) can prevent a stateless protocol from reaching a stable global configuration. Furthermore, we present hardness results for verifying stateless self-stabilization. We also address several aspects of the computational power of stateless protocols. Most significantly, we show that short messages (of length that is logarithmic in the number of processors) yield substantial computational power, even on very poorly connected topologies.
up the Internet, and can be regarded as the glue that holds the Internet together. A BGP-speaking router continuously (1) receives update messages from each of its neighbors, announcing routes to different destinations (IP address prefixes) on the Internet, (2) selects the best available route to each destination (according to its local preferences), and (3) propagates its newly selected routes to neighboring BGP routers. An important and extensively studied desideratum is for this decentralized route-selection process to converge to a stable routing configuration from any initial configuration of the routing system [10] .
While BGP route selection involves maintaining state, in terms of internal memory, this is for the sole purpose of recording the last route-advertisement (per IP prefix) received from each neighbor. Indeed, BGP's route-selection can be modeled as a function that maps the most recent messages received from neighbors to routing choices (see [10] ). BGP is a prominent example for environments in which all nodes repeatedly "best respond" to each other's most recent choices of actions. Other examples of "best-response dynamics" [11] include additional network protocols [15] , diffusion of technologies in social networks [18] , circuits with feedback loops, and more, as discussed in [8, 13, 14] . Such environments, and others, fall within our framework of stateless computation, in which computational nodes are modeled as not having an internal state (i.e., memory), but rather interact by repeatedly mapping incoming messages to outgoing messages and output values. Since such applications are inherently ongoing and susceptible to transient faults, we focus on self-stabilizing protocols.
Because output is separated from communication in our model, it permits two very natural notions of self-stabilization. The first is label stabilization, which requires that, regardless how the system is initialized, its entire configuration must eventually reach an "equilibrium," at which the nodes' messages and outputs can no longer change. This is a strong requirement that corresponds to silent stabilizing algorithms [6] in the literature. The second notion is output stabilization, which requires (again, regardless of initialization) that each node's output will eventually stop changing. This weaker notion is actually a type of pseudo-stabilization, which is sufficient for many applications of self-stabilizing algorithms [2] . There is a large body of literature on stateful self-stabilization, including on the design of silent stabilizing algorithms (e.g., [1, 3, 12, 16] ), instability in the presence of crashes (e.g., [9] ), and the surprising computational power of pseudo-stabilizing Session 8
PODC'17, July 25-27, 2017, Washington, DC, USA algorithms, even with a constant number of states (e.g., [17] ). These topics are covered in detail in [5] . On the topic of statelessness in self-stabilizing algorithms, [7] describes a way to design self-stabilizing algorithms by prepending a stateless stage to executions of otherwise stateful protocols. The immediate precursor of our work is [14] , which analyzes convergence of self-independent and bounded-recall dynamics, including best-response dynamics, in asynchronous environments. Our main result, which demonstrates label instability in the presence of multiple stable states, strengthens the historyless case of that work's main result in two ways. First, unlike the model of [14] , our model of stateless computation allows the messages sent between nodes to be distinct from the nodes' outputs. Second, the negative results in that work permit the adversarial scheduler to impose arbitrarily long delays. Here, we show that an oscillation can occur even when the asynchrony is significantly more "fair," imposing delays that are at most linear in the number of nodes. This extension answers open questions posed in [14] and requires a valency argument that is substantially different from and more delicate than the argument used in that work. Similarly, our hardness results for testing self-stabilization build on those of [8, 14] by extending them to the broader class of stateless protocols and to linearly fair schedules.
MODEL
Consider a distributed network of size , in which every node (processor) receives an external input, . The nodes are connected by some set of directed communication links, and they compute a global function, ( 1, . . . , ), by repeatedly sending messages along these links. We abstract the communication model and refer to a message from one node to another as a label on the directed edge representing their communication link; an edge's label reflects the most recent message sent along that link. Edge labels are assumed to come from a finite label space. We consider computation in which nodes have no internal state. Instead, each node is equipped with a reaction function that maps the profile of labels on its incoming edges to (1) a profile of labels on its outgoing edges (2) an output value, based on the node's input. Given a network topology, a protocol specifies a label space and a collection of reaction functions.
We study self-stabilizing distributed systems, which enjoy an important robustness property: the ability to recover from any transient fault, provided that the processor code and input remain intact. The notion of self-stabilization was introduced in a seminal paper by Dijkstra [4] . A system is selfstabilizing if, regardless of its initialization, it is guaranteed to arrive and remain at a global "legitimate state" in a finite number of steps. We consider two definitions of a legitimate state. From an algorithmic perspective, when computing on input ( 1, . . . , ), a legitimate state is a configuration in which the output value of every node is ( 1, . . . , ). A stronger legitimacy condition requires not only correct outputs, but also that the system is at a fixed point of the reaction functions, meaning that no label can possibly change. We call self-stabilization under the former condition output stabilization and under the latter label stabilization. In practice, label stabilization can be translated to a reduction in communication overhead and bandwidth. Hence, such a property is clearly appealing in the context of algorithm design for distributed networks.
We model the asynchronous nature of distributed environments as a (possibly adversarial) schedule that determines which nodes will be activated in each time step. Upon activation, a node updates its outgoing labels and output by applying its reaction function to its current incoming labels and input. We quantify limited asynchrony by considering -fair schedules, in which is the maximum number of consecutive time steps a node might have to wait between activations. We say that a protocol is output (or label ) -stabilizing if it is output (or label) stabilizing under all -fair schedules.
RESULTS
We embark on a systematic exploration of stateless computation. Two broad questions arise naturally from a distributed computing viewpoint: (1) Under what conditions may stateless protocols be self-stabilizing? and (2) What is the computational power of our model, and what are its limitations?
Self-stabilization in Stateless Computation
Our main technical result establishes that multiple stable labelings induce potential instability in our model, even under relatively fair schedules of node activation. In particular, our result states that the existence of two stable labelings implies that a stateless protocol on nodes cannot be label ( − 1)-stabilizing in our model, regardless of the network topology. This result implies that an oscillation can occur even under schedules that are ( −1)-fair, which is a relatively "mild" level of asynchrony. Showing that nonconvergence can occur even within this highly restricted class of schedules-as opposed to schedules in which nodes may be held inactive for arbitrarily long durations (see [19] )-involves a very nuanced valency argument. Specifically, the proof of our nonconvergence result relies on two new ingredients: (1) defining a global state-transition space in a manner that captures all ( −1)-fair system dynamics; and (2) applying a valency argument to a carefully chosen subset of this space so as to obtain the impossibility result. We also show that the − 1 bound is tight by exhibiting an ( − 2)-stabilizing protocol that has two stable labelings. As stateless computation encompasses best-response dynamics (assuming unique best-responses), our impossibility result implies new nonconvergence results for the broad range of environments that fall within this category, including BGP routing, congestion control, asynchronous circuits, and diffusion of technologies, as discussed and formalized in [13, 14] .
Hardness of Testing Self-stabilization. We present two complementary hardness results, establishing that determining whether a protocol is -stabilizing is hard in terms of both Session 8 PODC'17, July 25-27, 2017, Washington, DC, USA computation and communication. We prove that determining whether a protocol is -stabilizing is PSPACE-hard, and requires at least exponential number of bits of communication. As these results are proven with respect to all possible values of , our proofs are applicable even when assuming synchronized communication (i.e., for = 1).
Power of Stateless Computation
We next turn our attention to the question of the computational power of stateless computation. We focus on synchronous computation and consider two complexity measures: the round complexity, defined as the maximum number of rounds (time units) it takes the protocol to converge, and the label complexity, defined as the length of the labels in binary encoding. We provide straightforward general upper bounds on the label complexity and round complexity of any function , showing that a linear number of rounds and linear label length are sufficient to compute any function, regardless of the network topology. We show that there exist hard functions that require labels of linear length, matching the general upper bound. We thus investigate what functions can (and cannot) be computed when the label complexity is restricted. Our results show that, even on sparsely connected networks, stateless computation is sufficiently powerful to solve a nontrival range of computational problems in a manner that is both robust to transient faults and frugal in terms of message length.
Output-stabilizing Protocols. Our investigation into outputstabilizing protocols reveals that even in the seemingly simplest network topologies, such as the unidirectional and bidirectional rings, stateless computation is quite powerful. We show that protocols on the unidirectional ring have the same computational power as branching programs of polynomial size, L/poly. On the bidirectional ring, we show that protocols with polynomial round complexity essentially have the same computational power as Boolean circuits of polynomial size, i.e., they can decide the languages in P/poly. Our results imply that proving super-logarithmic lower bounds in the output-stabilizing scheme is linked to resolving fundamental open questions in complexity theory.
Label-stabilizing Protocols. We present a general method for proving lower bounds on the label complexity of labelstabilizing protocols on arbitrary graphs, and we utilize this method to prove a linear lower bound and a logarithmic lower bound on the label complexity of protocols on ring topologies for specific functions (equality and majority, respectively).
CONCLUSION
We believe that we have but scratched the surface in our exploration of stateless computation. We view the further investigation of stateless computation as an important research direction with both theoretical and practical implications and thus leave the reader with several exciting avenues for future research: (1) Identifying necessary and sufficient conditions on the reaction functions for self-stabilization. (2) Exploring the computational power of stateless computation in the presence of asynchrony. (3) Extending our research to specific network topologies such as the hypercube, torus, trees, etc. (4) Understanding the implications of randomized reaction functions for self-stabilization and computation.
