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Abstract
The recent significant enrichment, see [14] through [15], of the Order Completion
Method for nonlinear systems of PDEs [12] resulted in the global existence of general-
ized solutions to a large class of such equations. In this paper we consider the existence
and regularity of the generalized solutions to a family of nonlinear first order Cauchy
problems. The spaces of generalized solutions are obtained as the completion of suit-
ably constructed uniform convergence spaces.
“...provided also if need be that the notion of a solutions shall be suitably
extended”
–cited form Hilbert’s 20th problem
1 Introduction
It is widely held misconception that there can be no general, type independent
theory for the existence and regularity of solutions to nonlinear PDEs. Arnold
[4] ascribes this to the more complicated geometry of Rn, as apposed to R,
which is relevant to ODEs alone. Evans [8], on the other hand, cites the wide
variety of physical and probabilistic phenomena that are modelled with PDEs.
There are, however, two general, type independent theories for the solutions
of nonlinear PDEs. The Central Theory for PDEs, as developed by Neuberger
[10], is based on a generalized method of steepest descent in suitably con-
structed Hilbert spaces. It delivers generalized solutions to nonlinear PDEs in
a type independent way, although the method is not universally applicable.
However, it does yield spectacular numerical results. The Order Completion
Method [12], on the other hand, yields the generalized solutions to arbitrary,
continuous nonlinear PDEs of the form
T (x,D)u (x) = f (x) (1.1)
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where Ω ⊆ Rn is open and nonempty, f is continuous, and the PDE operator
T (x,D) is defined through some jointly continuous mapping
F : Ω× RK → R (1.2)
by
T (x,D) : u (x) 7→ F (x, u (x) , ...,Dαu (x) , ..) (1.3)
The generalized solutions are obtained as elements of the Dedekind completion
of certain spaces of functions, and may be assimilated with usual Hausdorff
continuous, interval valued functions on the domain of the PDE operator [2].
Recently, see [14] through [16], the Order Completion Method [12] was
reformulated and enriched by introducing suitable uniform convergence spaces,
in the sense of [6]. In this new setting it is possible, for instance, to treat PDEs
with addition smoothness, over and above the mere continuity of the PDE
operator, in a way that allows for a significantly higher degree of regularity of
the solutions [15].
The aim of this paper is to show how the ideas developed in [14] through
[16] may be applied to initial and / or boundary value problems. In this regard,
we consider a family of nonlinear first order Cauchy problems. The generalized
solutions are obtained as elements of the completion of a suitably constructed
uniform convergence space. We note the relative ease and simplicity of the
method presented here, compared to the usual linear function analytic meth-
ods. In this way we come to note another of the advantages in solving initial
and/or boundary value problems for linear and nonlinear PDEs in this way.
Namely, initial and/or boundary value problems are solved by precisely the
same kind of constructions as the free problems. On the other hand, as is
well known, this is not so when function analytic methods - in particular, in-
volving distributions, their restrictions to lower dimensional manifolds, or the
associated trace operators - are used for the solution of such problems.
The paper is organized as follows. In Section 2 we introduce some defini-
tions and results as are required in what follows. We omit the proofs, which
can be found in [14] through [16]. Section 3 is concerned with the solutions of
a class of nonlinear first order Cauchy problems. In Section 4 we discuss the
possible interpretation of the generalized solutions obtained.
2 Preliminaries
Let Ω be some open and nonempty subset of Rn, and let R denote the extended
real line
R = R ∪ {±∞}
A function u : Ω→ R belongs toMLm0 (Ω), for some integer m, whenever u is
normal lower semi-continuous, in the sense of Dilworths [7], and
∃ Γu ⊂ Ω closed nowhere dense :
1) mes (Γu) = 0
2) u ∈ Cm (Ω \ Γu)
(2.1)
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Here mes (Γu) denotes the Lebegue measure of the set Γu. Recall [1] that a
function u : Ω→ R is normal lower semi-continuous whenever
∀ x ∈ Ω :
I (S (u)) (x) = u (x)
(2.2)
where
∀ u : Ω→ R :
1) I (u) : Ω ∋ x 7→ sup{inf{u (y) : y ∈ Bδ (x)} : δ > 0} ∈ R
2) S (u) : Ω ∋ x 7→ inf{sup{u (y) : y ∈ Bδ (x)} : δ > 0} ∈ R
are the lower- and upper- Baire Operators, respectively, see [1] and [5]. Note
that each function u ∈ MLm0 (Ω) is measurable and nearly finite with respect
to Lebesgue measure. In particular, the space MLm0 (Ω) contains C
m (Ω). In
this regard, we note that the partial differential operators
Dα : Cm (Ω)→ C0 (Ω) , |α| ≤ m
extend to mappings
Dα :MLm0 (Ω) ∋ u→ (I ◦ S) (D
αu) ∈ ML00 (Ω) (2.3)
A convergence structure λa, in the sense of [6], may be defined onML
0
0 (Ω)
as follows.
Definition 1. For any u ∈ ML00 (Ω), and any filter F on ML
0
0 (Ω),
F ∈ λa (u)⇔
 ∃ E ⊂ Ω :a) mes (E) = 0
b) x ∈ Ω \ E ⇒ F (x) converges to u (x)

Here F (x) denotes the filter of real numbers given by
F (x) = [{{v (x) : v ∈ F} : F ∈ F}] (2.4)
That λa does in fact constitute a uniform convergence structure onML
0
0 (Ω)
follows by [6, Example 1.1.2 (iii)]. Indeed, λa is the almost everywhere con-
vergence structure, which is Hausdorff. One may now introduce a complete
uniform convergence structure Ja, in the sense of [6], on ML
0
0 (Ω) in such a
way that the induced convergence structure [6, Definition 2.1.3] is λa.
Definition 2. A filter U onML00 (Ω)×ML
0
0 (Ω) belongs to Ja whenever there
exists k ∈ N such that
∀ i = 1, ..., k :
∃ ui ∈ ML
0
0 (Ω) :
∃ Fi a filter on ML
0
0 (Ω) :
a) Fi ∈ λa (ui)
b) (F1 ×F1) ∩ ... ∩ (Fk ×Fk) ⊆ U
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The uniform convergence structure Ja is referred to as the uniform conver-
gence structure associated with the convergence structure λa, see [6, Proposi-
tion 2.1.7].
We note that the concept of a convergence structure on a set X is a gen-
eralization of that of topology on X. With every topology τ on X one may
associate a convergence structure λτ on X through
∀ x ∈ X :
∀ F a filter on X :
F ∈ λτ (x)⇔ Vτ (x) ⊆ F
where Vτ (x) denotes the filter of τ -neighborhoods at x. However, not every
convergence structure λ on X is induced by a topology in this way. Indeed, the
convergence structure λa specified above is one such an example. A uniform
convergence space is the generalization of a uniform space in the context of
convergence spaces. The reader is referred to [6] for details concerning conver-
gence spaces.
3 First Order Cauchy Problems
Let Ω = (−a, a) × (−b, b) ⊂ R2, for some a, b > 0, be the domain of the
independent variables (x, y). We are given
F : Ω× R4 → R (3.1)
and
f : [−a, a]→ R (3.2)
Here F is jointly continuous in all of its variables, and f is in C1[−a, a]. We
consider the Cauchy problem
Dyu (x, y) + F (x, y, u (x, y) , u (x, y) ,Dxu (x, y)) = 0, (x, y) ∈ Ω (3.3)
u (x, 0) = f (x) , x ∈ (−a, a) (3.4)
Denote by T : C1 (Ω)→ C0 (Ω) the nonlinear partial differential operator given
by
∀ u ∈ C1 (Ω) :
∀ (x, y) ∈ Ω :
Tu : (x, y) 7→ Dyu (x, y) + F (x, y, u (x, y) , u (x, y) ,Dxu (x, y))
(3.5)
Note that the equation (3.3) may have several classical solutions. Indeed, in
the particular case when the operator T is linear and homogeneous, there is at
least one classical solution to (3.3) which is the function which is everywhere
equal to 0. However, the presence of the initial condition (3.4) may rule out
some or all of the possible classical solutions. What is more, there is a well
known physical interest in nonclassical or generalized solutions to (3.3) through
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(3.4). Such solution may, for instance, model shocks waves in fluids. In this
regard, it is convenient to extend the PDE operator T to ML10 (Ω) through
∀ u ∈ ML10 (Ω) :
∀ (x, y) ∈ Ω :
T u : (x, y) 7→ (I ◦ S) (Dyu+ F (·,Dxu, u)) (x, y)
As mentioned, the solution method for the Cauchy problem (3.3) through
(3.4) uses exactly the same techniques that apply to the free problem [15].
However, in order to incorporate the additional condition (3.4), we must adapt
the method slightly. In this regard, we consider the space
ML10,0 (Ω) = {u ∈ ML
1
0 (Ω) : u (·, 0) ∈ C
1[−a, a]} (3.6)
and the mapping
T0 :ML
1
0,0 (Ω) ∋ u 7→ (T u,R0u) ∈ ML
0
0 (Ω)× C
1[−a, a] (3.7)
where
∀ u ∈ ML10,0 (Ω) :
∀ x ∈ [−a, a] :
R0u : x 7→ u (x, 0)
That is, R0 assigns to each u ∈ ML10,0 (Ω) its restriction to {(x, y) ∈ Ω : y =
0}. This amounts to a separation of the initial value problem (3.4) form the
problem of satisfying the PDE (3.3).
For the sake of a more compact exposition, we will denote by X the space
ML10,0 (Ω) and by Y the spaceML
0
0 (Ω)×C
1[−a, a]. On C1[−a, a] we consider
the convergence structure λ0, and with it the associated u.c.s. J0.
Definition 3. For any f ∈ C1[−a, a], and any filter F on C1[−a, a],
F ∈ λ0 (f)⇔ [f ] ⊆ F
Here [x] denotes the filter generated by x. That is,
[x] = {F ⊆ C1[−a, a] : x ∈ F}
The associated u.c.s. J0 on C
1[−a, a] consists of all filters U on C1[−a, a]×
C1[−a, a] that satisfies
∃ k ∈ N :
∀ i = 1, ..., k :
∃ fi ∈ C
1[−a, a] :
∃ Fi a filter on C
1[−a, a] :
a) Fi ∈ λ0 (ui)
b) (F1 ×F1) ∩ ... ∩ (Fk ×Fk) ⊆ U
 (3.8)
This u.c.s. is uniformly Hausdorff and complete. The space Y carries the prod-
uct u.c.s. JY with respect to the u.c.s’s Ja on ML
0
0 (Ω) and J0 on C
1[−a, a].
That is, for any filter V on Y × Y
V ∈ JY ⇔
(
a) (π0 × π0) (V) ∈ Ja
b) (π1 × π1) (V) ∈ J0
)
(3.9)
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Here π0 denotes the projection on ML
0
0 (Ω), and π1 is the projection on
C1[−a, a]. With this u.c.s., the space Y is uniformly Hausdorff and complete
[6, Proposition 2.3.3 (iii)].
On the space X we introduce an equivalence relation ∼T0 through
∀ u, v ∈ X :
u ∼T0 v ⇔ T0u = T0v
(3.10)
The quotient space X/ ∼T0 is denoted XT0 . With the mapping T0 : X → Y
we may now associate an injective mapping T̂0 : XT0 → Y so that the diagram
X ✲ Y
T0
❄
✲XT0 Y
qT0 iY
❄T̂0
commutes. Here qT0 denotes the quotient mapping associated with the equiv-
alence relation ∼T0 , and iY is the identity mapping on Y . We now define a
u.c.s. JT0 on XT0 as the initial u.c.s. [6, Proposition 2.1.1 (i)] on XT0 with
respect to the mapping T̂0 : XT0 → Y . That is,
∀ U a filter on XT0 :
U ∈ JT0 ⇔
(
T̂0 × T̂0
)
(U) ∈ JY
(3.11)
Since T̂0 is injective, the u.c.s. JT0 is uniformly Hausdorff, and T̂0 is actually
a uniformly continuous embedding. Moreover, if X♯
T0
denotes the completion
of XT0 , then there exists a unique uniformly continuous embedding
T̂ ♯
0
: X♯
T0
→ Y
such that the diagram
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XT0
✲ Y
T̂0
❄
✲
X♯
T0
Y
ιXT0 iY
❄T̂ ♯
0
commutes. Here ιXT0 denotes the uniformly continuous embedding associated
with the completion X♯
T0
of XT0 . A generalized solution to (3.3) through (3.4)
is a solution to the equation
T̂0U
♯ = (0, f) (3.12)
The existence of generalized solutions is based on the following basic approxi-
mation result [12, Section 8].
Lemma 1. We have
∀ ǫ > 0 :
∃ δ > 0 :
∀ (x0, y0) ∈ Ω :
∃ u = uǫ,x0,y0 ∈ C
1
(
Ω
)
:
∀ (x, y) :(
|x− x0| < δ
|y − y0| < δ
)
⇒ −ǫ ≤ Tu (x, y) ≤ 0
(3.13)
Furthermore, we also have
∀ ǫ > 0 :
∃ δ > 0 :
∀ x0 ∈ [−a, a] :
∃ u = uǫ,x0 ∈ C
1
(
Ω
)
:
a) ∀ (x, y) ∈ Ω :(
|x− x0| < δ
|y| < δ
)
⇒ −ǫ ≤ Tu (x, y) ≤ 0
b) u (x, 0) = f (x) , x ∈ [−a, a], |x− x0| < δ
(3.14)
As a consequence of the approximation result above, we now obtain the
existence and uniqueness of generalized solutions to (3.3) through (3.4). In
this regard, we introduce the concept of a finite initial adaptive δ-tiling. A
finite initial adaptive δ-tiling of Ω is any finite collection Kδ = {K1, ...,Kν} of
perfect, compact subsets of R2 with pairwise disjoint interiors such that
∀ Ki ∈ Kδ :
(x, y) , (x0, y0) ∈ Ki ⇒
(
|x− x0| < δ
|y − y0| < δ
)
(3.15)
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and
{(x, 0) : − a ≤ x ≤ a} ∩ (∪Ki∈Kδ∂Ki) at most finite (3.16)
where ∂Ki denotes the boundary of Ki. For any δ > 0 there exists at least one
finite initial adaptive δ-tiling of Ω, see for instance [12, Section 8].
Theorem 1. For any f ∈ C1[−a, a], there exists a unique U ♯ ∈ X♯
T0
that
satisfies (3.12).
Proof. For every n ∈ N, set ǫn = 1/n. Applying Lemma 1, we find δn > 0
such that
∀ (x0, y0) ∈ Ω :
∃ u = un,x0,y0 ∈ C
1
(
Ω
)
:
∀ (x, y) :(
|x− x0| < δn
|y − y0| < δn
)
⇒ − ǫn
2
≤ Tu (x, y) ≤ 0
(3.17)
and
∀ x0 ∈ [−a, a] :
∃ u = un,x0 ∈ C
1
(
Ω
)
:
a) ∀ (x, y) ∈ Ω :(
|x− x0| < δ
|y| < δ
)
⇒ − ǫn
2
≤ Tu (x, y) ≤ 0
b) u (x, 0) = f (x) , x ∈ [−a, a], |x− x0| < δ
(3.18)
Let Kδn = {K1, ...,Kνn} be a finite initial adaptive δn-tiling. If Ki ∈ Kδn , and
Ki ∩ {(x, 0) : |x| ≤ a} = ∅ (3.19)
then take any (x0, y0) ∈ int (Ki) and set
uin = un,x0,y0
Otherwise, select (x0, 0) ∈ ([−a, a]× {0}) ∩Ki and set
uin = un,x0
Consider the function un ∈ ML
1
0,0 (Ω) defined as
un = (I ◦ S)
(
ν∑
i=1
χiu
i
n
)
where, for each i, χi is the indicator function of int (Ki). It is clear that
∀ (x, y) ∈ Ω :
−ǫn < T un (x, y) ≤ 0
and
∀ x ∈ [−a, a] :
R0un (x) = 0
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Let Un denote the ∼T0 equivalence class associated with un. Then the sequence(
T̂0Un
)
converges to (0, f) ∈ Y . Since T̂0 is uniformly continuous embedding,
the sequence (Un) is a Cauchy sequence in XT0 so that there exists U
♯ ∈ X♯
T0
that satisfies (3.12). Moreover, this solution is unique since T̂ ♯
0
is injective. 
4 The Meaning of Generalized Solutions
Regarding the meaning of the existence and uniqueness of the generalized
solution U ♯ ∈ X♯
T0
to (3.3) through (3.4), we recall the abstract construction
of the completion of a uniform convergence space. Let (Z,J ) be a Hausdorff
uniform convergence space. A filter F on Z is a J -Cauchy filter whenever
F × F ∈ J
If C (Z) denotes the collection of all J -Cauchy filters on Z, one may introduce
an equivalence relation ∼c on C (Z) through
∀ F ,G ∈ C (Z) :
F ∼c G ⇔
(
∃ H ∈ C (Z) :
H ⊆ G ∩ F
)
(4.1)
The quotient space Z♯ = C (Z) / ∼c serves as the underlying set of the comple-
tion of Z. Note that, since Z is Hausdorff, if the filters F ,G ∈ C (Z) converge
to x ∈ Z and z ∈ Z, respectively, then
F ∼c G ⇔ x = z
so that one obtains an injective mapping
ιZ : Z ∋ z 7→ [λ (z)] ∈ Z
♯
where [λ (z)] denotes the equivalence class generated by the filters which con-
verge to z ∈ Z. One may now equip Z♯ with a u.c.s. J ♯ in such a way that the
mapping ιZ is a uniformly continuous embedding, Z
♯ is complete, and ιZ (Z)
is dense in Z♯.
In the context of PDEs, and in particular the first order Cauchy problem
(3.3) through (3.4), the generalized solution U ♯ ∈ XT0 to (3.3) through (3.4)
may be expressed as
U ♯ =
F ∈ C (XT0)
a) π0
(
T̂0 (F)
)
∈ λa (0)
b) π1
(
T̂0 (F)
)
∈ λ0 (f)
 (4.2)
Any classical solution u ∈ C1 (Ω), and more generally any shockwave solution
u ∈ML10,0 (Ω) = X to (3.3) through (3.4), is mapped to the generalized solu-
tion U ♯, as may be seen form the following commutative diagram.
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X ✲ Y
T0
❄
✲
XT0
Y
qT0 iY
❄T̂0
❄ ❄
X♯
T0
Y✲
T̂ ♯
0
ιXT0 iY
Hence there is a consistency between the generalized solutions U ♯ ∈ X♯
T0
and any classical and shockwave solutions that may exists.
5 Conclusion
We have shown how the ideas developed in [14] through [16] may be applied to
solve initial and / or boundary value problems for nonlinear systems of PDEs.
In this regard, we have established the existence and uniqueness of generalized
solutions to a family of nonlinear first order Cauchy problems. The generalized
solutions are seen to be consistent with the usual classical solutions, if the latter
exists, as well as with shock wave solutions. It should be noted that the above
method applies equally well to arbitrary nonlinear systems of equations.
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