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Introduction
The process of setting provisions for outstanding claims is an important part of the management of general insurance companies. It is important that sufficient capital is held in order to pay any emerging liabilities, but it is also important for the company not to over-reserve, in order that the shareholders can benefit appropriately from the profits of the company. This process requires skillful technical analysis, but it is also necessary to use sensible management judgment. This analysis and judgment appropriately combined should result in claims reserves which are sufficient for paying subsequent claims developments and which are relatively stable over time.
The setting of claims reserves usually begins with a technical method applied to data in a straightforward way, followed by adjustments and fine-tuning in order to generate claims reserves that are satisfactory in all senses. Often, the starting point is a simple method such as the chain-ladder method, and one of the important aspects that then has to be further considered are tail factors to estimate the future run-off of claims beyond the latest development year so far observed. To be more specific, claims data is often studied in the form of a so-called claims and the columns correspond to development years j ∈ {0, . . . , I}. Claims observations at time I are then collected in the upper claims development triangle
and one aims to predict the lower triangle D c I = {X i,j ; i + j > I, 0 ≤ i ≤ I, 0 ≤ j ≤ I}. As mentioned above, a common starting point is a model which specifies row parameters µ i and column parameters γ j and then assumes a cross-classified model of the type
for all i, j ∈ {0, . . . , I}.
(1. 2) In practice this means that we need to estimate 2(I + 1) parameters µ 0 , . . . , µ I , γ 0 , . . . , γ I from (I + 1)(I + 2)/2 observations X i,j ∈ D I . For example, if we have I = 9 we need to estimate 20 parameters from 55 observations. In classical statistical theory, one would say that this model is over-parametrized. The over-parametrization may lead to a good alignment of the parameters to past observations D I but therefore the predictive power for the lower triangle D c I is quite low because we have a large parameter uncertainty. The natural thing to do is to reduce the number of parameters by fitting a parametric curve to (some of) the parameters: for example De Jong-Zehnwirth [3] used a curve which is equivalent to assuming that the shape of the development pattern γ j is a gamma curve. Other papers have also investigated parametric curves to model the development pattern γ j , but it is often found that in practice these curves are not sufficiently flexible for most triangles of data. England-Verrall [4] suggested using generalized additive models, which apply local smoothing methods within the framework of the over-dispersed Poisson model discussed below. However, the usual (manual) process used in practice is to try to find a very simple model for the tail of the run-off, and use separate parameters for the early development years. In this paper we suggest a method to replace this judgmental process with a more automatic mathematical procedure that should produce results which are at least as good as those from the manual process. Björkwall et al. [1] have a very similar aim, but that paper uses bootstrapping methods and we believe that the method presented in this paper has a number of advantages. Thus, the aim is to model γ 0 , . . . , γ k−1 individually up to a truncation index k ∈ {1, . . . , I} and then fit an exponential decay to the remaining development parameters, i.e. for j ∈ {k, . . . , I} we set
for α ∈ R and β ∈ R + . It is this choice of the truncation index k which is often done rather subjectively by the modeler. Our aim in this paper is to replace this using a Bayesian claims reserving model. This model will decide itself which the truncation index k is, only by doing Bayesian inference from the data D I . That is, our Bayesian modeling framework will avoid any subjective choice of k but will only let the data speak. While we believe that there are some parts of the process that require expert judgment, it is also our opinion that there are times when the use of a manual procedure is inefficient and can, perhaps, give less reliable results.
Thus, we believe that it is helpful to consider replacing this part of the process with our more automated method.
We study a whole family of models M k , k ∈ {1, . . . , I}, all of which have a different number of parameters. We will let the data decide which model, M k , it prefers (is the most likely for the particular data set). This problem can be solved numerically with the reversible jump Markov chain Monte Carlo (RJMCMC) method which is a particular Markov chain Monte Carlo (MCMC) method that can jump between different models M k that have different parameter sets. RJMCMC methods were developed by Green [9, 10] , and these days we realize how powerful they are for model selection purposes. Verrall et al. [15] also considered a Bayesian model for the development pattern, using a different application of RJMCMC methods. Although, Verrall et al. [15] presents an interesting model, which may well be of use in practice, the model presented in this paper is much closer to the current actuarial practice. Having both of these methods available should be of benefit to actuaries, and it is possible that either one of them will become more widely used.
Organization of this paper. In Section 2 we introduce the Bayesian over-dispersed Poisson (ODP) model. The crucial definition will be that we define a whole family of prior distributions for the parameters. In Section 3 we describe in careful detail the RJMCMC method and its application to our Bayesian ODP model. Finally, in Section 4 we provide examples and several remarks.
Moreover, we explain how the model is extended for tail factor estimation.
Bayesian over-dispersed Poisson model
In this section, we define the Bayesian ODP model which is used in this study. The classical ODP model introduced by Renshaw-Verrall [14] and England-Verrall [5] is one of the most popular stochastic claims reserving models. On the one hand it provides the chain-ladder reserves and on the other hand it is very easy to generate bootstrap samples from. For the calculation of predictive distributions of the lower triangle and for the study of prediction and model uncertainty it is often advantageous to introduce prior distributions for the parameters (including any available expert knowledge on them), see Gisler-Wüthrich [8] and Bühlmann et al. [2] . A Bayesian ODP model was briefly covered in England-Verrall [5] and discussed in detail in England et al. [6] .
The latter paper only considers cross-classified models with separate parameters for each development year j, whereas we assume an exponential decay for the column parameters γ j beyond the truncation index, j ∈ {k, . . . , I}. This leads to a whole family of models M k , k ∈ {1, . . . , I}, and Bayesian inference method will provide posterior probabilities for these models (from which model selection can be done). This is set out formally in Model Assumptions 2.1.
Model Assumption 2.1 (Bayesian ODP model) Choose a fixed k ∈ {1, . . . , I}. Then the Bayesian ODP model M k is given by the following model assumptions.
• Conditionally, given parameters ϑ = (µ 0 , . . . , µ I , γ 0 , . . . , γ I , ϕ), X i,j are independent random variables with
• Assume that ϕ > 0 is a given constant and that the parameter vector θ k = (α, β, µ 0 , . . . , µ I , γ 0 , . . . , γ k−1 )
has prior distribution p k (θ k ) with independent components satisfying µ i ∼ Γ (s, s/m i ) for i = 0, . . . , I,
for given prior parameters m i , s, c j , v, σ, τ > 0 and a, b ∈ R. Moreover, for j ∈ {k, . . . , I}
Note that we model the incremental development pattern γ j individually for j ∈ {0, . . . , k − 1} by gamma prior distributions, whereas for latter development periods j ∈ {k, . . . , I} we impose an exponential decay for β > 0. In this way we obtain a whole family of models M k with k ∈ {1, . . . , I} and we seek for the optimal truncation index k. Note that the choice of an exponential decay (2.1) is not really crucial for applying the RJMCMC method and we could replace this with other choices.
Model Assumptions 2.1 give a cross-classified over-dispersed model with the first two conditional moments given by, see also (1.2) ,
That is, conditional on the parameters θ k we obtain the classical multiplicative structure, see for example Section 2.3 in England-Verrall [5] .
Assume A ⊂ {0, . . . , I} × {0, . . . , I} is a non-empty set of indexes (i, j). The joint density in model M k of the data (X i,j ) (i,j)∈A and the parameter vector θ k is given by
The sign ∝ means up to normalizing constants. The first product on the right-hand side is the likelihood of the data {X i,j ; (i, j) ∈ A}, given the parameter θ k , the second and third products are the prior densities of µ 0 , . . . , µ I and γ 0 , . . . , γ k−1 , respectively. The last line in (2.2) describes the prior densities of the regression parameters α and β.
We now analyze the posterior densities of θ k , see also (3.1) below. Bayes' theorem gives within
Moreover, we compare the different models M k using the RJMCMC method which attaches posterior probabilities also to the different models M k .
Bayesian model selection 3.1 Reversible jump Markov chain Monte Carlo method
In this outline we closely follow Johansen et al. [12] . Assume we have I different models
and f k (·| θ k ) is the probability density in model k for given parameter θ k ∈ Θ k .
Assume we have observation y from model M k but we do not know from which underlying parameter θ k ∈ Θ k this observation was generated. Using Bayesian inference methods we choose a prior density p k (θ k ) on the parameter space Θ k and then calculate the posterior distribution of θ k , given the observation y. This posterior distribution is given by the density
where the proportionality sign ∝ means up to the normalizing constant. The posterior density (3.1) describes how we learn from an observation y for the true underlying parameter θ k ∈ Θ k .
The situation now becomes more involved if we do not know from which model M k , k ∈ {1, . . . , I}, this data y was generated. Therefore, we do not only make Bayesian inference on the model parameter θ k ∈ Θ k but also on the model M k , k ∈ {1, . . . , I}, itself. We choose a prior distribution on the model space and we denote this prior distribution by
The posterior distribution on the model and parameter space, given observation y, is given by
If we are only interested in the model selection problem, Bayesian inference provides the posterior density
We can now either choose the model M k with the highest posterior probability p ( M k | y) for further modeling or we can perform model averaging using these posterior probabilities as weights.
MCMC methods are powerful simulation techniques which help to find these posterior distributions p ( M k | y) and p ( M k , θ k | y) numerically, see Gilks et al. [7] . Mainly, the Metropolis-Hastings (MH) [13, 11] algorithm and the Gibbs sampler (which is a special case of the MH block sampler) are applied. However, the MCMC methods are more involved if we allow the algorithm to jump between different models (trans-dimensional simulations). One reason therefore is that the parameter spaces Θ k ⊂ R d k may have different dimensions d k , and that the space
may not be well-behaved. Green [9, 10] has developed the RJMCMC method which can deal with such situations (see also Johansen et al. [12] , Chapter 6). The idea is to generate a Markov
k (t) ) t≥0 whose stationary limit distribution is given by (3.2) . In order to make this work we need to carefully model such a Markov chain on an extension of Θ that takes care of the different dimensions d k of the models M k . The RJMCMC algorithm goes as follows:
Algorithm 3.1 (RJMCMC algorithm)
(1) Initialize Θ (0) (fix one k (0) and then e.g. choose the MLE for θ (0) k (0) in this particular model).
• calculate the acceptance probability α(t → * ) which is the minimum of 1 and
(d) iterate this procedure under item (2) .
Under appropriate assumptions this algorithm provides a Markov chain (Θ (t) ) t≥0 = (k (t) , θ (t) k (t) ) t≥0 whose stationary limit distribution is the target posterior distribution p ( M k , θ k | y). These assumptions require a careful choice of the proposal distributions, essentially they should be such that we obtain an irreducible and aperiodic Markov chain. Moreover, the choices of the distributions g k→k * (·|·) and the functions T k→k * (·, ·) need to fulfill the following requirement:
The functions T k→k * should be a diffeomorphism with T k * →k = T −1 k→k * . This implies that (θ * k * , u * ) and (θ (t) k (t) , u (t) ) need to have the same dimension. We describe our choices in detail in the next subsection.
Application of the reversible jump algorithm
Our aim now is to apply the RJMCMC algorithm to the Bayesian ODP Model 2.1 and optimize over the different truncation indexes k ∈ {1, . . . , I}. Note that model M k has a (2 + I + 1 + k)-dimensional parameter space Θ k . Having no prior preference for one of the models we set
We insert this choice (3.5) together with data D I , see (1.1), and we see that the last term in (3.2) disappears in the proportionality sign and we are left with (2.2) setting A = {(i, j); i + j ≤ I} for the posterior distribution, i.e. the posterior density is given by
We now describe all steps in the RJMCMC Algorithm 3.1 for our Bayesian ODP Model 2.1.
Step (2a) of RJMCMC. We need to choose the proposal distributions q(·|·).
and q(2|1) = 1/3 as well as q(I|I) = 2/3 and q(I − 1|I) = 1/3. These choices imply that we only do model jumps to next neighbor models k → k + 1 and k → k − 1, and moreover these jump probabilities are chosen such that the second term in the acceptance probability α(t → * ) cancels, see (3.4) .
Step (2b) of RJMCMC. If k * = k (t) we set k (t+1) = k (t) and we apply the MH block sampler which consists of three steps:
Step 
. . , I}. Therefore, we can directly generate
This updates the parameters µ 0 , . . . , µ I .
Step 2: We update (γ (t) 0 , . . . , γ (t) k (t) −1 ) also using the Gibbs sampler. Note that within model
Therefore, we can directly generate the updated parameters γ (t+1) 0 , . . . , γ
k (t) −1 from these gamma densities.
Step 3. We update (α (t) , β (t) ). This update is done using the classical MH algorithm, see for example Section 4.4 in Wüthrich-Merz [16] . The relevant density in (α, β) for this update is proportional to (as a function of α and β)
Thus, we have an explicit form for which the MH algorithm provides the update (α (t) , β (t) ) → (α (t+1) , β (t+1) ).
Combining Steps 1-3 provides the updated parameter
Step (2c) of RJMCMC. We need to choose the proposal distributions g k→k * (·|θ k ) and the functions T k→k * (·, ·). Since we only allow for next neighbor jumps we have that k * = k ± 1.
Case 1: Assume k (t) < I and k * = k (t) + 1, i.e. we add a parameter γ k (t) to the model. In this case we choose
k (t) −1 ) and given v * > 0. We set
is also the identity matrix and the determinant of the Jacobian (last term in the acceptance probability α(t → * ), see (3.4)) disappears. Note that the only parameter that differs is the one corresponding to development period k (t) . Therefore, the acceptance probability has quite a simple form (see also (2.2), (3.2) and step (2a)): set (t) and γ * k = u (t) then we have acceptance probability
Case 2: Assume k (t) > 2 and k * = k (t) − 1, i.e. we subtract one parameter γ k (t) −1 from the model. In this case we set
Note that the only parameter that is relevant is the one corresponding to development period k (t) − 1. Therefore, the acceptance probability has again a simple form:
This details all the steps that are necessary for the implementation of the RJMCMC Algorithm 3.1 in the Bayesian ODP Model 2.1 for the prior choices (3.5).
Examples

Predictive modeling
The ultimate goal is to predict the lower triangle D c I based on the information collected in the upper triangle D I . As described in Verrall et al. [15] , formulas (12)-(13), there are two different ways to consider predictive distributions of D c I , based on D I : (i) either we choose the model M k that has the largest posterior probability p(M k |D I ) and then make predictions within this model; (ii) or we make model averaging over all models M k , k ∈ {1, . . . , I}, according to their posterior distributions. We can either study f ( D c I | D I , M k ) for the model M k with maximal posterior probability p(M k |D I ) or we can study the predictive density (for model averaging)
given by
If we use our Bayesian ODP Model Assumptions 2.1 this can be rewritten as
This last equality exactly gives the connection between model averaging and predictive modeling in fixed models M k .
This density is now approximated with the help of the empirical distribution of (Θ (t) ) t≥T +1 from the RJMCMC Algorithm 3.1, where T denotes the burn-in cost until the Markov chain (Θ (t) ) t≥0
has sufficiently converged to the stationary limit distribution p(M k , θ k |D I ). Then approximate
and similarly we choose the marginal distribution for fixed k for f ( D c I | D I , M k ). This means that we have approximated the full predictive distribution from which we can calculate any key figure and risk measure. For simplicity we concentrate in this article on the claims reserves and the prediction variance. The claims reserves are given by
j is extracted from Θ (t) . Note that we write {i + j > I} as abbreviation for {i + j > I, 1 ≤ i ≤ I, 1 ≤ j ≤ I}. Similar to (4.1) in England et al. [6] we obtain for the prediction variance (conditional mean square error of prediction)
This is approximated by
Completely analogously we obtain the predictor R k and the corresponding conditional MSEP estimator msep
Synthetic example 1
The aim in our first synthetic example is to generate simulated data from given parameters ϑ according to the Bayesian ODP Model 2.1 for a fixed truncation index k and to see whether the RJMCMC algorithm can detect the true truncation index.
We choose I = 9, k = 4, ϕ = 25, 000 and θ k = α = −1.6159, β = 0.2, µ 0 = (1.02) 0 · 10 7 , . . . , µ I = (1.02) I · 10 7 , γ 0 = 15.9%, γ 1 = 17.9%, γ 2 = 17.9%, γ 3 = 13.9% .
Note that we choose a fixed row exposure of µ 0 = 10 7 and we expand this with a constant inflation rate of 2%. The column parameters (especially α) are chosen such that we obtain 9 j=0 γ j = 100%, i.e. we have a normalized claims development pattern. From these parameters we generate a set of observations D I . The data is provided in Table Table 2 : Synthetic example 1: MLE for data D I given in Table 1 .
reserves (because we know the true parameters θ k ) and the ones provided by the MLE method.
They are given by
We see that in this particular example the MLE method over-estimates the true claims reserves by 446,418 (approximately 1.3%).
In order to apply the Bayesian ODP Model 2.1 we need to specify the parameters and the prior distributions. We set ϕ = 25, 000, i.e. to the true value. The prior means of µ i and γ j are specified as follows
(4.4)
Note that we have for the coefficient of variations
We assume that the expert can specify the exposure µ i with a coefficient of variation of 10% which corresponds to the choice s = 100. The priors for γ j are chosen rather non-informatively with v = 1, which corresponds to a coefficient of variation of 100%. Finally, we make the following expert choices for the priors of α and β (these are based on the MLE observations) a = −1, σ = 10, b = 0.5, τ = 10. Model 2.1 is then completely specified and posterior distributions can be calculated for fixed truncation index k.
In order to apply the RJMCMC Algorithm 3.1 there remains the choice of the proposal distribution for the update of (α (t) , β (t) ) in Step (2b) of the RJMCMC algorithm, and the choice of the parameter v * in Step (2c). We choose v * = 100 which provides a jump rate between the models of 10.8% (within RJMCMC Step (2c)). As proposal distributions in Step (2b) we choose
Gaussian distributions with
This choice provides an average acceptance rate of 18.4%.
With these specifications we can run the RJMCMC algorithm. As initial state we choose k (0) = 2 and then we have run N = 1, 000, 000 simulations after subtraction of burn-in costs T = 10, 000. Figure 1 shows how we jump between the models M k (during the burn-in). The 1,000,000 observe that the RJMCMC algorithm strongly favors model M 4 (with posterior probability 75%) which corresponds to the correct truncation index k = 4. In Figure 3 we provide the estimates of the development pattern log(γ j ). We see that the RJMCMC pattern log(E [ γ j | D I ]) Finally, we calculate the claims reserves and the prediction variance, the results are provided in If we consider the conditional MSEPs we see that M 4 gives a lower value. This low value is based on the fact that k = 4 is an optimal truncation level for the parameter reduction. Whereas the full model also averages over less optimal truncation levels which have a higher conditional MSEP. Henceforth, we can either go for M 4 or we can go for the full model (and then we also account for some model uncertainty in the prediction uncertainty analysis).
Finally, we also remark that the RJMCMC algorithm gives the full posterior distribution (4.1).
Therefore we could calculate any other risk measure besides the conditional MSEP.
Synthetic example 2
For the second synthetic example we basically choose the same set up as in the previous example, i.e. I = 9, ϕ = 25, 000 and µ i = (1.02) i · 10 7 for i ∈ {0, . . . , I}. For the column development the RJMCMC algorithm clearly detects that there is something wrong in γ 4 and it attaches with posterior probability of 80% a straight line after that development period, i.e. it strongly favors model M 5 . In Figure 5 we provide the estimates of the development pattern log(γ j ).
In this example the posterior means match the true values very well and we clearly see that 
Real data example
We choose a liability insurance run-off portfolio where we have data for 22 development years j and accident years i. The data is provided in Table 7 . Note that we have a very slow run-off of the liabilities and we would like to fit an exponential decay to late development year parameters γ j for large j. This choice provides an average acceptance rate of 14.6%. Finally, we need to choose the dispersion parameter ϕ. For this parameter we do an ad-hoc choice using Pearson's residuals, see (6.58) in Wüthrich-Merz [16] . This provides ϕ = 631.8. Now we have specified all parameters so that we can apply the RJMCMC Algorithm 3.1 for the Bayesian ODP Model 2.1. We again run N = 1, 000, 000 simulations after the subtraction of the burn-in costs of T = 10, 000. This RJMCMC simulation provides the posterior model probabilities in Figure 6 . Figure 6 gives a rather clear picture that we have an exponential decay in γ j after development period k = 7,
i.e. the RJMCMC algorithm favors model M 7 with posterior probability of 63%. The reason for this strong preference can also be seen in Figure 7 where we plot log γ j . In the real data example we then obtain the claims reserves provided in Table 5 .
Observations.
We see that the claims reserves from the maximal posterior probability model M 7 are approxi- The Bayesian ODP model of England et al. [6] gives a lower result for the claims reserves which is mainly caused by the low development parameters γ j in periods j = 16, 18, 19 (see Figure 7) . Because the full model gives such a clear picture about the truncation index k = 7 we believe that the Bayesian ODP model under-estimates the outstanding loss liabilities.
Tail factors.
The data in Table 7 also suggests that there is a claims development beyond development period j = 21, i.e. we need to estimate a tail factor that accounts for the payments after j = 21. Using the exponential decay, we can now easily fit a tail factor to the observed triangle. We denote the tail factor by
If we assume that, conditionally given all parameters, the payments beyond development year In view of (4.2) we obtain the reserves including the tail factor 6) which is obtained from the RJMCMC sample as in (4.2) . In a similar fashion we also obtain the corresponding conditional MSEP. If we restrict Model Assumptions 2.1 for β to distributions that are supported on the positive real line, we obtain posterior tail factor which is obtained numerically. The results are presented in Table 6 .
no tail factor with tail factor 
Observations.
We see that the tail factor substantially increases both the claims reserves and the prediction uncertainty. The claims reserves are increased by R + − R ≈ 180, 000 (or 12% in terms of R). This gives roughly 8,000 per accident year i ∈ {0, . . . , 21}. The increase in the predictive confidence interval is even 50% or 35%, respectively! We conclude that the tail factor is an important quantity for this data set, both for the claims reserves but also for the uncertainty in these claims reserves.
Conclusions
This paper has presented an application of RJMCMC methods to an important problem in the management of general insurance business. The method works very well and allows an automatic choice to be made, replacing a manual procedure. We believe that this is advantageous and elegant, since it reduces the need for time consuming analysis which may even introduce a bias.
