Jogos combinatórios e jogos de soma nula by Estrela, Rita Alexandra Pires
Universidade de Aveiro Departamento de Matema´tica
2012
Rita Alexandra Pires
Estrela
Jogos Combinato´rios e Jogos de Soma Nula

Universidade de Aveiro Departamento de Matema´tica
2012
Rita Alexandra Pires
Estrela
Jogos Combinato´rios e Jogos de Soma Nula
Dissertac¸a˜o apresentada a` Universidade de Aveiro para cumprimento dos
requisitos necessa´rios a` obtenc¸a˜o do grau de Mestre em Matema´tica e
Aplicac¸o˜es, com especializac¸a˜o em Matema´tica Empresarial e Tecnolo´gica
realizada sob a orientac¸a˜o cient´ıfica do Prof. Doutor Rui Filipe Alves Silva
Duarte e da Prof.a Doutora Rita Isabel Gonc¸alves Simo˜es, Professores Au-
xiliares do Departamento de Matema´tica da Universidade de Aveiro.

Dedico este trabalho ao meu amigo Tatu por, simplesmente, ter feito
parte do meu mundo.

o ju´ri / the jury
presidente / president Doutor Manuel Anto´nio Gonc¸alves Martins
Professor Auxiliar da Universidade de Aveiro
Doutor Samuel Anto´nio de Sousa Dias Lopes
Professor Auxiliar da Universidade do Porto
Doutor Rui Filipe Alves Silva Duarte
Professor Auxiliar da Universidade de Aveiro (Orientador)
Doutora Rita Isabel Gonc¸alves Simo˜es
Professora Auxiliar da Universidade de Aveiro (Co-Orientadora)

agradecimentos Ao Professor Doutor Rui Duarte e a` Professora Doutora Rita Simo˜es,
pelo entusiasmo e amizade com que sempre me transmitiram os en-
sinamentos, conselhos, sugesto˜es e cr´ıticas, bem como por todas as
longas horas de trabalho e leitura cr´ıtica, pela atenc¸a˜o, pelas palavras
de incentivo e disponibilidade.
Aos meus pais, pelo apoio, pacieˆncia, motivac¸a˜o e amizade.
A` mana, pelas “v´ırgulas” que acrescentou e pela amizade que nos une.
A todos os meus amigos e colegas que, de alguma forma, contribu´ıram
para a realizac¸a˜o deste projeto.

Palavras-chave Teoria dos jogos, jogo, jogo combinato´rio, jogo de soma nula, es-
trate´gia.
Resumo A teoria dos jogos pretende analisar situac¸o˜es competitivas que envol-
vem interesses conflituosos. Deste modo contempla va´rios tipos de
jogos com caracter´ısticas espec´ıficas. Neste trabalho sa˜o estudados os
conceitos da teoria dos jogos como ferramenta a` estrate´gia dos joga-
dores em alguns jogos combinato´rios e em jogos de soma nula.
Os jogos combinato´rios caracterizam-se por serem de deciso˜es alter-
nadas, de informac¸a˜o completa, onde na˜o ha´ interfereˆncia do acaso,
sa˜o imparciais e terminam sempre com a vito´ria de um dos jogadores.
Em alguns casos e´ fa´cil encontrar uma estrate´gia vencedora, como no
jogo do Nim e em algumas das suas variantes. Ale´m destes, ainda sa˜o
abordados os jogos de Ramsey e Sperner.
Os jogos de soma nula sa˜o exemplos de situac¸o˜es em que os jogadores
teˆm interesses totalmente opostos. Cada tomada de decisa˜o visa maxi-
mizar os ganhos de um dos jogadores (e, consequentemente minimizar
as perdas do outro jogador). Desta forma, mostra-se que, atrave´s de
matrizes de payoffs, e´ fa´cil encontrar estrate´gias vencedoras, sejam elas
puras ou mistas.

Keywords Game theory, game, combinatorial game, zero-sum game, strategy.
Abstract The game theory intends to analyze competitive situations involving
conflicts of interest. In this sense, it includes various types of games
with specific characteristics. In this work, concepts of game theory
are studied as a tool to the strategy of players in some combinatorial
games and zero-sum games.
The combinatorial games are characterized by alternating decisions,
complete information, where there is no interference of random, are
neutral and always end with the victory of one player. In some cases it
is easy to find a winning strategy, as in the game of Nim and in some
of its variants. In addition, the Ramsey and Sperner games are also
studied.
The zero-sum games are examples of situations where players have
totally opposite interests. Each decision making seeks to maximize
the gains of one player (and hence to minimize the losses of another
player). So, through payoff matrices, it is shown that it is easy to find
winning strategies, whether they are pure or mixed.
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Introduc¸a˜o
Em todas as culturas, em todas as e´pocas, as pessoas jogam. Pensa-se ate´
que os jogos podem ter desempenhado um papel evolutivo relevante. Ao
tornar agrada´vel a atividade intelectual, talvez o jogo facilite a
aprendizagem das regras do pensamento va´lido. [22]
Esta dissertac¸a˜o tem como objetivo evidenciar os conceitos da teoria dos
jogos como ferramenta a` estrate´gia dos jogadores, em determinado tipo de
jogos, tendo em vista a sua aplicac¸a˜o para a formulac¸a˜o de estrate´gias e na
procura de uma jogada lo´gica e racional do posicionamento estrate´gico que
leve a` vito´ria.
A teoria dos jogos foi desenvolvida com a finalidade de analisar situac¸o˜es
competitivas que envolvem interesses conflituosos. Nas situac¸o˜es estudadas,
existem dois ou mais jogadores com objetivos diferentes, sendo que a ac¸a˜o
de cada um influencia, mas na˜o determina completamente o resultado do
jogo. Ale´m disso, admite-se que cada jogador saiba os objetivos do seu
adversa´rio, o que caracteriza um agente racional. Assim, trata-se de um
me´todo de ana´lise de situac¸o˜es de conflito e de cooperac¸a˜o que dependem
do comportamento estrate´gico, onde as ac¸o˜es dos agentes sa˜o parcialmente
dependentes do que os outros agentes podera˜o fazer. Conflito, porque os
diferentes agentes teˆm, em geral, interesses diferentes, e cooperac¸a˜o, pois
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2va´rios participantes juntos podem coordenar as suas estrate´gias para obter
situac¸o˜es de jogo com melhores ganhos que os outros.
A teoria dos jogos procura assim explicar como e´ que as pessoas inte-
ragem e como tomam deciso˜es, tanto em jogos simples como em conflitos
pol´ıticos e econo´micos, mostrando-se assim uma excelente ferramenta para o
desenvolvimento da personalidade e da inteligeˆncia.
Um jogo pode ser definido como sendo uma atividade f´ısica ou mental
organizada por um sistema de regras que definem a perda ou o ganho, ou
seja, trata-se, em termos econo´micos, de uma situac¸a˜o definida por interesses
competitivos, em que cada um procura maximizar os seus ganhos. Sendo um
jogo uma situac¸a˜o de interac¸a˜o estrate´gica entre diversos agentes, em todas as
situac¸o˜es de competic¸a˜o, os elementos ba´sicos a considerar sa˜o: os jogadores
e as suas estrate´gias, resultados e ganhos, e regras.
Num jogo existem:
• Jogadas, que na˜o sa˜o mais do que formas segundo as quais o jogo
progride; podem ser alternadas entre os jogadores de uma forma espe-
cificada ou ocorrer simultaneamente; uma jogada consiste numa decisa˜o
de um dos jogadores ou num resultado de um evento probabil´ıstico.
• Estrate´gias, que sa˜o uma lista das escolhas para um jogador, onde
esta˜o previstas todas as poss´ıveis situac¸o˜es que o jogador podera´ en-
frentar; cada estrate´gia escolhida por um jogador, determina a situac¸a˜o
do jogo.
Se os jogadores escolhem uma u´nica estrate´gia em cada jogada, enta˜o
esta denomina-se estrate´gia pura. Quando cada jogador escolhe uma
distribuic¸a˜o de probabilidades sobre as suas estrate´gias puras, diz-se
um jogo de estrate´gias mistas.
3Uma estrate´gia o´tima e´ aquela que coloca o jogador na melhor
posic¸a˜o poss´ıvel. A estrate´gia o´tima envolve os ganhos ma´ximos poss´ıveis
para o jogador.
• Payoff , que e´ o ganho de cada jogador apo´s cada jogada, ou seja, apo´s
cada escolha de estrate´gia.
Assim como sa˜o importantes os jogadores, as suas ac¸o˜es, resultados e
payoffs, tambe´m as regras formais e informais sa˜o importantes para o com-
portamento entre os competidores.
A primeira parte deste trabalho trata de apresentar alguns exemplos de
jogos combinato´rios e algumas propriedades dos mesmos ao n´ıvel dos concei-
tos matema´ticos que lhes esta˜o associados, numa perspetiva de determinar
uma estrate´gia vencedora. Em teoria, todos os jogos combinato´rios podem
ser facilmente resolvidos por um algoritmo simples que analisa por completo
a sua a´rvore de opc¸o˜es. Sa˜o jogos que na˜o dependem da sorte, mas oferecem
alternativas para que os jogadores possam escolher qual a melhor linha de
ac¸a˜o que devem adotar para atingir um resultado esperado, tendo em conta
o que a outra parte fara´.
A segunda parte cabe a` abordagem matema´tica das soluc¸o˜es de jogos
de soma nula. Sa˜o focadas situac¸o˜es em que os interesses dos jogadores
sa˜o totalmente opostos. Na terminologia da teoria dos jogos, este tipo de
situac¸o˜es competitivas sa˜o chamadas de jogos de soma nula, o que um ganha
o outro perde. Os jogos de soma nula podem ser pensados como um extremo
de conflito puro, pois para um jogador ganhar o outro tem necessariamente de
perder. Neste sentido, a refereˆncia ao teorema Maximin-minimax pressupo˜e
a utilizac¸a˜o de estrate´gias que visem maximizar os ganhos e minimizar as
perdas. O decisor racional procurara´ um modo de atuac¸a˜o que lhe deˆ o
melhor ganho poss´ıvel na pior situac¸a˜o, ou seja, o melhor ganho admitindo
4que o adversa´rio fara´ o melhor contra movimento. O encontro das estrate´gias
o´timas de cada jogador com as dos adversa´rios e´ um ponto de equil´ıbrio. Nos
casos em que este ponto na˜o existe, veremos que o jogo o´timo deve selecionar
estrate´gias de acordo com as probabilidades obtidas a partir da matriz dos
payoffs, aplicando estrate´gias mistas.
Cap´ıtulo 1
Jogos combinato´rios
1.1 Introduc¸a˜o
A teoria dos jogos combinato´rios e´ um ramo da matema´tica aplicada (e
da teoria computacional) que se centra em encontrar a soluc¸a˜o dos jogos
combinato´rios.
Encontrar a soluc¸a˜o ou “resolver” um jogo combinato´rio significa determi-
nar quem o vence, supondo que ambos os jogadores jogam sempre da melhor
forma poss´ıvel,1 e qual a estrate´gia vencedora.
Os jogos combinato´rios sa˜o jogos sequenciais com as seguintes carac-
ter´ısticas:
• dois participantes : os dois jogadores efetuam alternadamente as suas
jogadas;
• informac¸a˜o perfeita: ambos os jogadores possuem, em todos os mo-
mentos, informac¸a˜o completa sobre a situac¸a˜o;
1Dizemos que um jogador “joga da melhor forma poss´ıvel” se as suas jogadas visarem
sempre a vito´ria.
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• determin´ıstico: na˜o ha´ interfereˆncia do acaso, ou seja, na˜o e´ jogo de
sorte;
• imparcialidade: em cada posic¸a˜o de jogo, o acesso e´ igual para os dois
jogadores;
• finitude: o jogo deve terminar apo´s um nu´mero finito de movimentos e
com a vito´ria de um dos jogadores.
Observemos que uma das principais caracter´ısticas dos jogos combinato´rios,
a impossibilidade de empate, e´ a garantia da existeˆncia de uma estrate´gia
vencedora para algum dos jogadores.
Ha´ uma grande quantidade de jogos combinato´rios cla´ssicos, tais como
jogo do Nim, jogo de Ramsey, jogo de Sperner, hex, sema´foro, . . .
Neste cap´ıtulo, iremos apresentar a soluc¸a˜o para o jogo do Nim e prova-
remos que os jogos de Ramsey e de Sperner admitem sempre um vencedor.
1.2 Jogo do Nim
O jogo do Nim e´ um jogo para dois jogadores no qual estes retiram,
alternadamente, pec¸as que esta˜o dispostas em pilhas. E´ um jogo bastante
simples e tem va´rias verso˜es e poucas regras. Pode ser jogado com nu´meros,
trac¸os, fo´sforos, moedas, boto˜es, sementes,. . .
1.2.1 Histo´ria do jogo
A origem do jogo do Nim e´ desconhecida, colocando-se a hipo´tese de ter
origem chinesa, inspirado no antigo jogo de apostas chineˆs chamado Fan Tan.
[3]
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Mesmo na˜o se sabendo (com certeza) a origem do nome Nim, em ingleˆs
arcaico significa apanhar e em alema˜o “nimm” significa tirar. Ale´m disso,
Nim invertido (numa rotac¸a˜o de 180◦), win, significa vencer. [8]
Em 1940 foi patenteada nos EUA uma ma´quina de nome “Nimatron” e
em 1951, no “Festival Britaˆnico”, foi exibido um roboˆ chamado “Nimrod”,
que serviam exclusivamente para jogar Nim. [11]
De acordo com Bouton [3], foi o primeiro jogo a ser estudado matemati-
camente. Em 1901, este matema´tico apresentou uma teoria para a estrate´gia
vencedora do jogo. Esta teoria esta´ ligada, de modo surpreendente, com a
aritme´tica dos nu´meros naturais no sistema bina´rio de numerac¸a˜o.
Apesar de bastante simples, o Nim e´ um jogo que requer racioc´ınio ma-
tema´tico para que se possa elaborar uma estrate´gia vencedora. O jogo do
Nim e´ um dos exemplos mais importantes dos jogos imparciais de estrate´gia.
1.2.2 Regras do jogo
Por tratar-se de um jogo com diversas variantes, podemos encontrar as
mais diversas regras quanto a` quantidade de pec¸as utilizadas no jogo, ao
nu´mero de pilhas e a` quantidade de pec¸as por pilha. Tambe´m, conforme a
modalidade escolhida, pode ou na˜o determinar-se um limite ma´ximo de pec¸as
que podem ser retiradas em cada jogada.
Iremos, numa primeira parte, estudar a variante mais cla´ssica. O Nim
e´ um jogo para dois jogadores que se joga com pilhas de pec¸as. Em cada
jogada, cada jogador escolhe uma pilha e retira dela o nu´mero de pec¸as que
desejar. Note-se que um jogador so´ pode tirar pec¸as de uma u´nica pilha e o
jogador tem de tirar pelo menos uma pec¸a. Ganha o jogador que retirar a
u´ltima pec¸a.
8 1. Jogos combinato´rios
1.2.3 A matema´tica do jogo
“– Conhec¸o um jogo em que eu ganho sempre.
– Se voceˆ ganha sempre na˜o e´ um jogo.
– E´ um jogo, mas eu ganho sempre.”
Este e´ um dia´logo entre duas personagens do filme “O ano passado em
Marienbad”2 de Alain Resnais que descreve bem um facto interessante no
jogo do Nim que permite fazer uma ana´lise matema´tica. Neste tipo de jogo e´
sempre poss´ıvel (mediante determinada condic¸a˜o) encontrar uma certa con-
figurac¸a˜o das pec¸as de modo a que o adversa´rio na˜o possa ganhar, indepen-
dentemente das jogadas que ele fac¸a.
Quando se analisa um jogo do Nim, surge o conceito de estrate´gia ven-
cedora, isto e´, um conjunto de condic¸o˜es que permitem a um dos jogadores
decidir a cada momento como deve jogar, tendo em conta as jogadas realiza-
das pelo seu adversa´rio, como fim de alcanc¸ar a vito´ria, seja qual for a jogada
do oponente. No entanto, “quando se conhece a estrate´gia vencedora de um
jogo, este deixa de ser lu´dico e transforma-se num problema resolvido”. [8]
A determinac¸a˜o de uma estrate´gia vencedora que permite resolver qual-
quer jogo do Nim e´ uma das melhores provas de intervenc¸a˜o da matema´tica
na ana´lise de jogos.
Chamamos V –posic¸a˜o3 a uma configurac¸a˜o de pec¸as que permite ao
jogador que a deixou vencer o jogo independentemente das jogadas que o
adversa´rio fac¸a. Se um jogador deixa uma V –posic¸a˜o de pec¸as, enta˜o o seu
adversa´rio, no seu pro´ximo movimento, seja ele qual for, na˜o conseguira´ dei-
xar uma V –posic¸a˜o. Ale´m disso, apo´s o movimento do adversa´rio, o jogador
podera´ novamente conseguir deixar uma nova V –posic¸a˜o e continuar o jogo.
2“L’anne´e dernie`re a` Marienbad” (1961).
3V de vito´ria.
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A uma configurac¸a˜o que na˜o e´ V –posic¸a˜o, chamamos D–posic¸a˜o.4
Se considerarmos um jogo do Nim com n pilhas em que, num determinado
instante do jogo, a pilha i tem pi pec¸as, com i ∈ {1, . . . , n}, a configurac¸a˜o
das pec¸as nesse instante e´ representada por (p1, p2, . . . , pn). Note-se que o
jogo termina quando um jogador conseguir obter a configurac¸a˜o (0, 0, . . . , 0),
denominada posic¸a˜o terminal.
Podemos estabelecer as seguintes propriedades:
Proposic¸a˜o 1.2.1. Dado um jogo (do Nim) jogado da melhor forma poss´ıvel,
enta˜o:
a) a posic¸a˜o terminal (0, 0, . . . , 0) e´ uma V –posic¸a˜o.
b) a partir de uma qualquer V –posic¸a˜o, todas as jogadas originam uma
D–posic¸a˜o.
c) a partir de uma qualquer D–posic¸a˜o existe, pelo menos, uma jogada
que origina uma V –posic¸a˜o.
Vamos analisar alguns casos particulares da variante cla´ssica do jogo do
Nim, atendendo ao nu´mero de pilhas, para descobrir as estrate´gias que levam
a`s V –posic¸o˜es e, consequentemente, a` vito´ria.
Jogo do Nim com uma pilha.
Vamos comec¸ar por analisar um jogo do Nim com uma pilha com uma
restric¸a˜o nas regras do jogo da variante cla´ssica: em cada jogada, cada joga-
dor so´ pode retirar ate´ um ma´ximo de pec¸as fixo, na˜o sendo esse ma´ximo o
nu´mero de pec¸as total da pilha (caso contra´rio, o jogo seria trivial).
4D de derrota.
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Exemplo 1.2.2. Consideremos um jogo do Nim com uma pilha com 20 pec¸as
e vamos assumir que so´ podemos tirar, no ma´ximo, 2 pec¸as.
E´ trivial verificar que o jogador que deixar 3 pec¸as na pilha vai ganhar.
Analisando o jogo, e´ fa´cil tambe´m verificar que se um jogador deixar 6 pec¸as
tambe´m ganha e, em geral, um jogador que deixar na pilha um nu´mero de
pec¸as mu´ltiplo de 3 ganha a partida.
Assim, a estrate´gia vencedora podera´ ser formulada da seguinte forma: o
primeiro jogador podera´ ganhar sempre se tirar 2 pec¸as na primeira jogada e
deixar depois sempre um mu´ltiplo de 3 (se o segundo jogador tirar 1 pec¸a, o
primeiro tira 2 e vice-versa). Assim, neste jogo, o primeiro jogador esta´ em
vantagem, uma vez que existe uma estrate´gia vencedora para ele. ♦
A alterac¸a˜o do nu´mero inicial de pec¸as pode modificar em parte a es-
trate´gia vencedora e ate´ mesmo o jogador que esta´ em vantagem. De facto,
uma vez que a V –posic¸a˜o se obte´m deixando um nu´mero de pec¸as que seja
mu´ltiplo de 3, enta˜o basta efetuar a divisa˜o inteira do nu´mero de pec¸as inicial
por 3 e ver qual e´ o resto dessa divisa˜o:
• se for 2, o primeiro jogador ganha se retirar 2 pec¸as na primeira jogada;
• se for 1, o primeiro jogador tambe´m ganha, mas agora tirando uma
pec¸a na primeira jogada;
• se for 0 (o nu´mero de pec¸as e´ divis´ıvel por 3), enta˜o o segundo jogador
ganha, tirando 2 pec¸as, se o primeiro tirou 1, ou vice-versa. Neste
caso, o primeiro jogador nunca consegue deixar um nu´mero de pec¸as
mu´ltiplo de 3.
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Generalizando, consideremos um jogo do Nim com uma pilha com m
pec¸as, onde so´ e´ poss´ıvel retirar n pec¸as em cada jogada, com n ∈ N e
1 ≤ n < m.5 Tal como foi visto, a estrate´gia vencedora consiste em efetuar
a divisa˜o inteira de m por n+ 1 e determinar o resto da divisa˜o r:
• se r = 0, enta˜o o segundo jogador consegue obter uma V –posic¸a˜o dei-
xando um nu´mero mu´ltiplo de n+1 de pec¸as; para tal, em cada jogada,
se o primeiro jogador retirar p pec¸as, com 0 < p < n + 1, o segundo
devera´ retirar n+ 1− p pec¸as;
• se 0 < r < n + 1, enta˜o o primeiro jogador consegue obter uma V –
posic¸a˜o se na primeira jogada retirar r pec¸as deixando um nu´mero
mu´ltiplo de n+1 de pec¸as e, desta forma, aplicar a estrate´gia vencedora
do caso anterior.
Exemplo 1.2.3. Consideremos um jogo do Nim com uma pilha com 31 pec¸as
e que em cada jogada, no ma´ximo, podemos retirar 5 pec¸as.
A estrate´gia vencedora e´ deixar sempre na pilha um nu´mero de pec¸as que
seja mu´ltiplo de 5+1 = 6. Assim, como o resto da divisa˜o inteira de 31 por 6
e´ 1, o primeiro jogador consegue obter uma V –posic¸a˜o se retirar 1 pec¸a. Se,
depois, o segundo jogador retirar, por exemplo, 4 pec¸as, o primeiro jogador
consegue novamente uma V –posic¸a˜o se retirar 5 + 1− 4 = 2. De facto, assim
a pilha fica com 24 pec¸as que e´ mu´ltiplo de 6. ♦
Jogo do Nim com duas pilhas.
No caso do jogo do Nim com duas pilhas tambe´m se consegue encontrar
uma estrate´gia vencedora.
5Note-se que se n = m, o jogo e´ trivial e ganha o primeiro jogador, retirando todas as
pec¸as.
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Basta retirar da pilha com maior nu´mero de pec¸as, o nu´mero necessa´rio
para igualar as pilhas e, a partir da´ı, copiar sempre a jogada do adversa´rio,
de forma a deixar sempre o mesmo nu´mero de pec¸as nas duas pilhas. Este
tipo de estrate´gia, em que um jogador repete as jogadas do adversa´rio, e´
conhecida por Tweedledum–Tweedledee [23].
Assim, num jogo do Nim com duas pilhas com o mesmo nu´mero de
pec¸as, ganha o segundo jogador desde que repita todas as jogadas feitas
pelo adversa´rio (o primeiro jogador). Quando as duas pilhas teˆm um nu´mero
de pec¸as diferentes, ganha o primeiro jogador se na primeira jogada igua-
lar o nu´mero de pec¸as em cada pilha e, depois disso, seguir a estrate´gia
Tweedledum–Tweedledee.
Exemplo 1.2.4. Consideremos um jogo do Nim com duas pilhas, uma com
4 pec¸as e outra com 6 pec¸as. O primeiro jogador deve retirar 2 pec¸as da
segunda pilha de modo a igualar o nu´mero de pec¸as em cada pilha. A partir
da´ı, o que o adversa´rio fizer numa pilha, o jogador faz na outra. ♦
Assim, para um jogo do Nim com duas pilhas, podemos formalizar a
estrate´gia vencedora:
Lema 1.2.5. [25] Uma configurac¸a˜o (n,m) e´ V –posic¸a˜o se e so´ se n = m.
Jogo do Nim com treˆs ou mais pilhas.
No caso de treˆs ou mais pilhas a ana´lise na˜o e´ ta˜o simples. E´ necessa´rio
introduzir novos conceitos para determinar a estrate´gia vencedora, conceitos
esses que tambe´m se podem aplicar nos casos de uma ou duas pilhas.
Comecemos por analisar o jogo do Nim com treˆs pilhas. Iremos ver com
um exemplo simples que na˜o conve´m a nenhum dos dois jogadores efetuar
uma das seguintes operac¸o˜es:
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a) deixar duas das pilhas com o mesmo nu´mero de pec¸as (e a restante
pilha na˜o vazia);
b) eliminar todas as pec¸as de uma pilha, caso as restantes pilhas tenham
um nu´mero de pec¸as diferentes (entre si).
De facto, se um jogador efetuar a jogada descrita em a), o outro elimina as
pec¸as da pilha restante e ganha o jogo, fazendo sempre uma jogada sime´trica
a` do seu adversa´rio. Estamos num dos casos do jogo do Nim com duas pilhas.
Por outro lado, se um jogador efetuar a jogada descrita em b), enta˜o o outro
jogador retira as pec¸as da pilha que tem mais, deixando duas pilhas com
igual quantidade de pec¸as e ganha o jogo, jogando como no caso anterior. E,
portanto, ganha o jogador que conseguir forc¸ar o adversa´rio a efetuar uma
das duas jogadas “proibidas”, anteriormente enunciadas.
Exemplo 1.2.6. Consideremos um jogo do Nim com a configurac¸a˜o inicial
(1, 3, 5). Suponhamos que o primeiro jogador deixa duas pilhas com o mesmo
nu´mero de pec¸as. Enta˜o um poss´ıvel jogo e´:
(1, 3, 3) (1, 3, 5) (1, 1, 3) (0, 1, 3) (0, 1, 1) (0, 1, 0) (0, 0, 0) 
1º jogador 2º jogador 1º jogador 2º jogador 2º jogador 1º jogador 
E, portanto, ganha o segundo jogador.
Vejamos agora um exemplo de um jogo em que um dos jogadores forc¸a o
adversa´rio a jogar uma das jogadas “proibidas”.
14 1. Jogos combinato´rios
(0, 0, 0) (1, 3, 2) (1, 3, 5) (0, 3, 2) (0, 2, 2) (0, 1, 2) (0, 1, 1) (0, 1, 0) 
1º jogador 1º jogador 1º jogador 1º jogador 2º jogador 2º jogador 2º jogador 
Assim, foi o primeiro jogador que ganhou o jogo, pois obrigou o adversa´rio
a eliminar uma pilha ou a igualar duas pilhas com uma ou duas pec¸as. ♦
E´ evidente que a estrate´gia anterior e´ demasiado concreta e dificilmente
generaliza´vel para um nu´mero qualquer de pilhas. No entanto, e´ poss´ıvel
determinar uma estrate´gia vencedora geral que sirva para qualquer nu´mero
de pilhas e de pec¸as em cada pilha, utilizando o sistema bina´rio6 e outros
conceitos.
A te´cnica passa por escrever o nu´mero de pec¸as de cada pilha no sistema
bina´rio e colocar essa representac¸a˜o bina´ria de modo a que os respetivos
d´ıgitos fiquem alinhados em colunas.
E´ fa´cil verificar que, em cada jogada, um d´ıgito de uma das colunas sera´
alterado. Iremos provar que se, na configurac¸a˜o inicial, a soma de todos
os d´ıgitos de cada coluna for par, existe uma estrate´gia vencedora para o
segundo jogador. Basta para isso que ele deixe todas as colunas com soma
par (algo que o primeiro jogador na˜o pode fazer).
No caso de, pelo menos, uma coluna ter soma ı´mpar, a estrate´gia vence-
dora sera´ para o primeiro jogador, que deve na sua primeira jogada deixar
todas as colunas com soma par.
6No Apeˆndice A e´ feita uma breve abordagem a este sistema.
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Exemplo 1.2.7. Consideremos um jogo do Nim com a configurac¸a˜o inicial
(1, 3, 5). De acordo com a te´cnica anterior, obtemos:
1 0 0 1
3 0 1 1
5 1 0 1
Soma 1 1 3
Todas as colunas teˆm soma ı´mpar, logo existe uma estrate´gia vencedora para
o primeiro jogador. Este deve jogar de modo a deixar todas as colunas com
soma par. Assim, a u´nica possibilidade consiste em retirar treˆs pec¸as da
terceira pilha, ou seja, passar 5 para 2. Assim,
1 0 0 1
3 0 1 1
2 0 1 0
Soma 0 2 2
Agora todas as colunas teˆm soma par, pelo que, qualquer que seja a jogada
do segundo jogador, vai deixar uma das colunas com soma ı´mpar e, portanto,
o primeiro jogador pode voltar a deixa´-las todas com soma par ate´ a` posic¸a˜o
terminal. ♦
Uma V –posic¸a˜o pode ser formalizada introduzindo o conceito de soma–
Nim, baseada no sistema bina´rio.
Seja x ∈ N0. Se x = xm2m + xm−12m−1 + · · ·+ x12 + x0, com xi ∈ {0, 1},
para cada i ∈ {0, 1, . . . ,m}, enta˜o escrevemos x = (xm, xm−1, . . . , x1, x0)2. A
cada xi, com i ∈ {0, 1, . . . ,m}, chamamos d´ıgitos.
Dados dois nu´meros inteiros na˜o negativos x = (xm, xm−1, . . . , x1, x0)2 e
y = (ym, ym−1, . . . , y1, y0)2, a soma–Nim de x com y, denotada por x ⊕ y,
e´ dada por z = x ⊕ y, onde z = (zm, zm−1, . . . , z1, z0)2, com zk = xk +2 yk,
para todo k ∈ {0, 1, . . . ,m}, e
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+2 0 1
0 0 1
1 1 0
Teorema 1.2.8. O conjunto dos nu´meros inteiros na˜o negativos munido da
soma–Nim e´ um grupo abeliano onde cada elemento e´ inverso de si pro´prio.
A demonstrac¸a˜o pode ser encontrada no Apeˆndice A.
Os pro´ximos dois resultados reescrevem a Proposic¸a˜o 1.2.1 em termos da
soma–Nim.
Lema 1.2.9. [3] Seja (p1, p2, . . . , pn) 6= (0, 0, . . . , 0) uma configurac¸a˜o tal que
p1 ⊕ p2 ⊕ · · · ⊕ pn = 0.
Enta˜o, qualquer jogada nessa configurac¸a˜o, origina uma configurac¸a˜o cuja
soma–Nim e´ na˜o nula.
Demonstrac¸a˜o. Seja (p1, p2, . . . , pn) 6=(0, 0, . . . , 0) tal que p1⊕p2⊕· · ·⊕pn=0.
Seja ainda (q1, q2, . . . , qn) a configurac¸a˜o obtida apo´s uma jogada e suponha-
mos que a jogada e´ feita sobre a k-e´sima pilha. Enta˜o pi = qi, para todo
i 6= k, e qk < pk. Logo a soma–Nim da configurac¸a˜o obtida e´:
q1 ⊕ q2 ⊕ · · · ⊕ qn = p1 ⊕ · · · ⊕ pk−1 ⊕ qk ⊕ pk+1 ⊕ · · · ⊕ pn
= p1 ⊕ · · · ⊕ pk−1 ⊕ (qk ⊕ pk ⊕ pk)⊕ pk+1 ⊕ · · · ⊕ pn
= (p1 ⊕ · · · ⊕ pk−1 ⊕ pk ⊕ pk+1 ⊕ · · · ⊕ pn)⊕ (qk ⊕ pk)
= 0⊕ (qk ⊕ pk)
= qk ⊕ pk 6= 0.
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Lema 1.2.10. [3] Seja (p1, p2, . . . , pn) 6= (0, 0, . . . , 0) uma configurac¸a˜o tal
que p1 ⊕ p2 ⊕ · · · ⊕ pn 6= 0. Enta˜o, existe pelo menos, uma jogada nessa
configurac¸a˜o que origina uma configurac¸a˜o cuja soma–Nim e´ nula.
Demonstrac¸a˜o. Seja (p1, p2, . . . , pn) 6= (0, 0, . . . , 0) uma configurac¸a˜o tal que
p1 ⊕ p2 ⊕ · · · ⊕ pn 6= 0. Seja ainda s = p1 ⊕ p2 ⊕ · · · ⊕ pn e suponhamos que
s = (sm, sm−1, . . . , s1, s0)2.
Consideremos d tal que sd = 1 e se sk = 1 enta˜o d ≤ k, isto e´, d e´ o d´ıgito
1 mais a` esquerda da representac¸a˜o bina´ria de s. Escolha-se um j tal que
o d-e´simo d´ıgito de pj e´ tambe´m 1. Repare-se que j existe uma vez que o
d´ıgito sd e´ a soma–Nim dos d-e´simos d´ıgitos de cada pi. Defina-se qj = s⊕pj.
Enta˜o qj < pj. De facto, todos o d´ıgitos a` esquerda de d sa˜o os mesmos em
pj e qj e sa˜o nulos. Ale´m disso, o d-e´simo d´ıgito (em qj) diminui de 1 para
0. Ao retirar pj − qj pec¸as da pilha j obtemos uma configurac¸a˜o que anula
a soma–Nim. Note-se que se (q1, q2, . . . , qn) for a configurac¸a˜o obtida apo´s
essa jogada enta˜o qi = pi, para todo i 6= j, qj = s⊕ pj e
q1 ⊕ q2 ⊕ · · · ⊕ qn = s⊕ pj ⊕ qj = s⊕ pj ⊕ (s⊕ pj) = 0.
Esta demonstrac¸a˜o permite-nos estabelecer uma regra pra´tica para a de-
terminac¸a˜o de uma V –posic¸a˜o na tabela com a configurac¸a˜o em sistema
bina´rio: escolher a coluna mais significante (ou seja, a coluna mais a` es-
querda) com um nu´mero ı´mpar de d´ıgitos 1 e eliminar pec¸as de uma das
pilhas correspondentes a esses d´ıgitos, de modo a que a soma de cada co-
luna seja 0. Existe uma V –posic¸a˜o por cada d´ıgito 1 da coluna escolhida e,
claramente, existe um nu´mero ı´mpar de V –posic¸o˜es. [9]
Exemplo 1.2.11. Consideremos o jogo do Nim com a configurac¸a˜o inicial
(7, 5, 3, 2). Enta˜o
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7 1 1 1
5 1 0 1
3 0 1 1
2 0 1 0
soma–Nim 0 1 1
A coluna mais significante com um nu´mero ı´mpar de d´ıgitos 1 e´ a segunda.
Temos exatamente treˆs poss´ıveis V –posic¸o˜es:
• retirar da primeira pilha 3 pec¸as:
4 1 0 0
5 1 0 1
3 0 1 1
2 0 1 0
soma–Nim 0 0 0
• retirar da terceira pilha todas as pec¸as:
7 1 1 1
5 1 0 1
0 0 0 0
2 0 1 0
soma–Nim 0 0 0
• retirar da u´ltima pilha 1 pec¸a:
7 1 1 1
5 1 0 1
3 0 1 1
1 0 0 1
soma–Nim 0 0 0
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♦
O pro´ximo resultado estabelece uma caracterizac¸a˜o para as V –posic¸o˜es
de um jogo do Nim.
Teorema 1.2.12 (Teorema de Bouton). [22] A configurac¸a˜o (p1, p2, . . . , pn)
e´ uma V –posic¸a˜o se, e somente se,
p1 ⊕ p2 ⊕ · · · ⊕ pn = 0.
Demonstrac¸a˜o. Iremos ter por base a Proposic¸a˜o 1.2.1. Qualquer confi-
gurac¸a˜o ou e´ V –posic¸a˜o ou e´ D–posic¸a˜o. Seja V o conjunto de todas as
configurac¸o˜es com soma–Nim nula e seja D o conjunto todas as configurac¸o˜es
cuja soma–Nim e´ na˜o nula. Enta˜o:
a) A posic¸a˜o terminal pertence a V ; de facto, sendo a posic¸a˜o terminal
(0, 0, . . . , 0) enta˜o 0⊕ 0⊕ · · · ⊕ 0 = 0.
b) Mostremos que, dada uma configurac¸a˜o de V , qualquer jogada nessa
configurac¸a˜o transforma-a numa configurac¸a˜o de D.
Seja enta˜o (p1, p2, . . . , pn) ∈ V . Sem perda de generalidade, suponha-
mos que sa˜o retiradas pec¸as da primeira pilha e obtemos a configurac¸a˜o
(p′1, p2, . . . , pn). Se p1 ⊕ p2 ⊕ · · · ⊕ pn = 0 = p′1 ⊕ p2 ⊕ · · ·⊕, pn enta˜o,
pela lei do corte, p1 = p
′
1, o que e´ absurdo. Logo (p
′
1, p2, . . . , pn) 6= 0 e,
portanto, (p′1, p2, . . . , pn) ∈ D.
c) Resta mostrar que, dada uma configurac¸a˜o de D, existe sempre uma
jogada que a transforma numa configurac¸a˜o de V .
Vejamos qual e´ essa jogada: tal como foi feito na demonstrac¸a˜o do Lema
1.2.10, na tabela da soma–Nim, escolha-se a coluna mais significante
com um nu´mero ı´mpar de d´ıgitos iguais a 1.
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Escolha-se uma pilha onde aparec¸a um d´ıgito 1 nessa coluna e seja x0
o nu´mero de pec¸as dessa pilha e mude-se esse d´ıgito 1 para o d´ıgito 0;
mudemos tambe´m todos os d´ıgitos de x0 nas colunas onde o nu´mero de
d´ıgitos 1 e´ ı´mpar. E´ fa´cil observar que o nu´mero de pec¸as dessa pilha
ficou inferior a x0, o que mostra que passa´mos de uma configurac¸a˜o de
D para uma de V .
Estas treˆs condic¸o˜es mostram que uma configurac¸a˜o e´ V –posic¸a˜o se e so´ se
a sua soma–Nim e´ nula.
Exemplo 1.2.13. No filme “O ano passado em Marienbad”, o jogo do Nim
aparece va´rias vezes, com cartas de baralho em vez de fo´sforos, com a confi-
gurac¸a˜o inicial (7, 5, 3, 1), que e´ uma V –posic¸a˜o. De facto, pelo Teorema de
Bouton (Teorema 1.2.12), como
7 1 1 1
5 1 0 1
3 0 1 1
1 0 0 1
soma–Nim 0 0 0
a soma–Nim desta configurac¸a˜o e´ nula. Da´ı a frase “E´ um jogo, mas eu ganho
sempre”, desde que seja o segundo a jogar! ♦
1.2.4 Variantes do jogo do Nim
Mise`re Nim
Um jogo mise`re e´ um jogo em que o jogador a fazer a u´ltima jogada
poss´ıvel perde. O mise`re Nim e´ a variante do Nim em que o jogador que
retira a u´ltima pec¸a perde.
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A matema´tica do jogo
Os conceitos matema´ticos envolvidos neste jogo sa˜o os mesmos definidos
para o jogo do Nim. Neste tipo de jogo, a u´nica alterac¸a˜o a` Proposic¸a˜o 1.2.1
e´ na al´ınea a): a posic¸a˜o terminal (0, 0, . . . , 0) e´ uma D–posic¸a˜o, mantendo-se
va´lidas as restantes al´ıneas.
Vamos considerar, no jogo mise`re Nim, treˆs casos.
• Todas as pilhas teˆm uma u´nica pec¸a: neste caso, o primeiro jogador
so´ consegue vencer o jogo se deixar um nu´mero ı´mpar de pilhas com
1 pec¸a; assim, uma V –posic¸a˜o e´ aquela que tem um nu´mero ı´mpar de
pilhas com 1 pec¸a.
• Existe mais do que uma pilha, mas apenas uma delas tem mais do
que uma pec¸a e, nesse caso, e´ o primeiro jogador que tem a estrate´gia
vencedora:
– se o nu´mero de pilhas e´ par, enta˜o o primeiro jogador deve remover
todas as pec¸as da pilha que tinha mais do que uma pec¸a;
– se o nu´mero de pilhas e´ ı´mpar, enta˜o o primeiro jogador deve
deixar apenas uma pec¸a na pilha que tinha mais do que uma
pec¸a.
Em qualquer um dos casos, o segundo jogador ficara´ sempre com um
nu´mero ı´mpar de pilhas com uma so´ pec¸a. Portanto, uma V –posic¸a˜o e´
aquela que tem um nu´mero ı´mpar de pilhas com 1 pec¸a.
• Existe mais do que uma pilha com mais do que uma pec¸a e, nesse caso,
o jogador que tiver a estrate´gia vencedora, caso fosse um jogo do Nim
cla´ssico, tem tambe´m a estrate´gia vencedora para o mise`re Nim, isto
e´:
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– se a soma–Nim da configurac¸a˜o inicial e´ nula, enta˜o estamos pe-
rante uma V –posic¸a˜o: e´ o segundo jogador que tem a estrate´gia
vencedora. Para tal basta jogar como no jogo do Nim cla´ssico; em
determinado momento, o primeiro jogador ira´ deixar uma u´nica
pilha com mais do que uma pec¸a e, nesse caso, o segundo jogador
devera´ eliminar todas as pec¸as ou deixar apenas uma dessa pilha,
consoante o nu´mero de pilhas que resta com uma pec¸a for ı´mpar
ou par.
– se a soma–Nim da configurac¸a˜o inicial na˜o e´ nula, enta˜o estamos
perante uma D–posic¸a˜o e sera´ o primeiro jogador o vencedor. Este
devera´ alterar a configurac¸a˜o inicial de forma a que a soma–Nim
seja nula e jogar como no jogo do Nim cla´ssico, ate´ o segundo
jogador deixar uma u´nica pilha com mais do que uma pec¸a. Depois
e´ so´ seguir a estrate´gia descrita no ponto anterior.
Assim, segundo Ferguson [9], aplica-se igualmente o me´todo do Teorema
de Bouton (Teorema 1.2.12) para jogar o mise`re Nim. Joga-se com as regras
normais do Nim cla´ssico enquanto houver pelo menos duas pilhas com mais
do que uma pec¸a. Quando o adversa´rio finalmente joga de modo a que fique
exatamente uma pilha com mais do que uma pec¸a, deve jogar-se de modo a
reduzir essa pilha a 0 ou a 1 pec¸a, de modo a que fique um nu´mero ı´mpar de
pilhas com uma pec¸a.
Exemplo 1.2.14. Consideremos um jogo mise`re Nim com a configurac¸a˜o
inicial (3, 5, 7). Enta˜o:
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3 0 1 1
5 1 0 1
7 1 1 1
soma–Nim 0 0 1
e, portanto, o primeiro jogador tem a estrate´gia vencedora. Basta para isso
retirar uma pec¸a de uma das pilhas para ter a certeza que ganha. Vamos su-
por que retira uma pec¸a da primeira pilha e obtemos a configurac¸a˜o (2, 5, 7).
Diz a estrate´gia que devemos jogar como o jogo do Nim cla´ssico ate´ apenas
uma pilha ter mais do que uma pec¸a e as restantes ou zero ou uma pec¸a. Sa-
bemos que a estrate´gia e´ independente da jogada do segundo jogador, por isso
suponhamos que este jogador retira 3 pec¸as da terceira pilha, por exemplo.
Enta˜o obtemos
2 0 1 0
5 1 0 1
4 1 0 0
soma–Nim 0 1 1
Assim, o primeiro jogador devera´ retirar 1 pec¸a da primeira pilha para repor
a soma–Nim nula e obtemos a configurac¸a˜o (1, 5, 4). Suponhamos que, por
exemplo, o segundo jogador retira 1 pec¸a tambe´m da primeira pilha, enta˜o
obtemos
0 0 0 0
5 1 0 1
4 1 0 0
soma–Nim 0 0 1
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E, neste caso, o primeiro jogador devera´ retirar 1 pec¸a da segunda pilha
e obter a configurac¸a˜o (0, 4, 4), que claramente e´ uma V –posic¸a˜o. E estamos
no momento do jogo em que e´ de esperar que o segundo jogador deixe ficar
apenas uma u´nica pilha com mais do que uma pec¸a. Note-se que, se o
segundo jogador tirar as 4 pec¸as de uma das pilhas, o primeiro retira 3 pec¸as
da outra pilha e ganha (pois o segundo jogador ira´ retirar a u´ltima pec¸a e e´ o
ultimo jogador a jogar, perdendo). Se o segundo retirar 3 ou menos pec¸as de
uma das pilhas, ao primeiro jogador basta igualar ate´ obter a configurac¸a˜o
(0, 0, 1), como exemplifica a figura.
História 
(3, 5, 7) (2, 5, 7) (2, 5, 4) 
1º jogador 2º jogador 
(1, 5, 4) 
1º jogador 
(0, 5, 4) 
2º jogador 
(0, 4, 4) 
1º jogador 
(0, 0, 4) 
2º jogador 
(0, 0, 1) 
1º jogador 
(0, 0, 0) 
2º jogador 
♦
Note-se que, nesta variante do jogo do Nim, o jogador que retira a u´ltima
pec¸a perde e, portanto, as V –posic¸o˜es sa˜o exatamente as mesmas que no jogo
do Nim cla´ssico, exceto quando se deixa:
• um nu´mero ı´mpar de pilhas com uma pec¸a, e´ uma V –posic¸a˜o
• um nu´mero par de pilhas com uma pec¸a, e´ uma D–posic¸a˜o.
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Assim, para ganhar o jogo mise`re Nim, joga-se exatamente como no jogo
(normal) do Nim, exceto se a jogada leva a uma configurac¸a˜o em que todas
as pilhas teˆm uma pec¸a. Neste caso, deve deixar-se exatamente uma pilha
com uma u´nica pec¸a, de forma a forc¸ar o adversa´rio a fazer a u´ltima jogada,
perdendo desta forma o jogo.
Fibonacci Nim
O Fibonacci Nim [17] e´ uma variante do jogo do Nim jogado com uma
u´nica pilha de n pec¸as, onde n ∈ N \ {1}. O primeiro jogador pode remover
qualquer nu´mero de pec¸as q1, com q1 ∈ N, tal que 1 ≤ q1 ≤ n − 1. Se
na k-e´sima jogada forem retiradas qk pec¸as (e ainda houver pec¸as na pilha),
enta˜o na k+ 1-e´sima jogada podera˜o ser tiradas qk+1 tal que 1 ≤ qk+1 ≤ 2qk.
O jogador que remover a u´ltima pec¸a ganha.
A matema´tica do jogo
E´ poss´ıvel determinar uma estrate´gia vencedora para o jogo Fibonacci
Nim. No entanto, neste trabalho iremos apenas apresentar essa estrate´gia,
sem a demonstrar, podendo a sua demonstrac¸a˜o ser encontrada em [27].
Para definir uma estrate´gia vencedora, e´ necessa´rio introduzir o conceito
de expansa˜o de Fibonacci de um nu´mero inteiro na˜o negativo.
A expansa˜o de Fibonacci de um nu´mero inteiro na˜o negativo n e´ a repre-
sentac¸a˜o desse inteiro usando os d´ıgitos 0 e 1 de modo a que multiplicando
esses d´ıgitos por certos nu´meros de Fibonacci7 e adicionando-os obtemos n.
7Os nu´meros de Fibonacci sa˜o definidos pela seguinte sucessa˜o:
fn =

0 se n = 0
1 se n = 1
fn−1 + fn−2 se n ≥ 2
.
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Recordemos que, pelo Teorema de Zeckendorf [28], todo o inteiro positivo
pode ser representado (de forma u´nica) como a soma de um ou mais nu´meros
de Fibonacci distintos de tal modo a que essa soma na˜o inclui dois nu´meros
de Fibonacci consecutivos.
Para garantir que esta expansa˜o e´ u´nica basta impor uma condic¸a˜o: para
escrever a expansa˜o de Fibonacci de n, comec¸amos por colocar o d´ıgito 1 no
lugar do maior nu´mero de Fibonacci fk tal que fk ≤ n e repetir este processo
para a diferenc¸a n− fk, e assim sucessivamente.
Exemplo 1.2.15. Consideremos o nu´mero 17. O maior nu´mero de Fibonacci
que e´ menor ou igual a 17 e´ 13. Como 17 − 13 = 4 e o maior nu´mero de
Fibonacci que e´ menor ou igual a 4 e´ 3, temos que:
17 = 1× 13 + 0× 8 + 0× 5 + 1× 3 + 0× 2 + 1× 1 + 0× 1 = (1001010)Fib
♦
Exemplo 1.2.16. Note-se que (110100) na˜o e´ uma expansa˜o de Fibonacci
va´lida para o nu´mero 15 uma vez que o maior nu´mero de Fibonacci que
e´ menor que 15 e´ 13. Assim a expansa˜o de Fibonacci correta para 15 e´
(1000100)Fib. ♦
Uma propriedade importante da expansa˜o de Fibonacci e´ que entre dois
d´ıgitos iguais a 1 existe, pelo menos, um d´ıgito igual a 0. Este resultado e´
intuitivo, atendendo a` definic¸a˜o da sucessa˜o dos nu´meros de Fibonacci (onde
um termo e´ a soma dos dois anteriores).
Consideremos um jogo de Fibonacci Nim com uma pilha com n pec¸as.
Seja fn o nu´mero de Fibonacci associado ao d´ıgito 1 mais a` direita na ex-
pansa˜o de Fibonacci do nu´mero n. Prova-se que, quando um jogador deixa
uma configurac¸a˜o onde na˜o e´ poss´ıvel remover fn pec¸as, enta˜o essa confi-
gurac¸a˜o e´ uma V –posic¸a˜o. [27]
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Note-se que, num jogo de Fibonacci Nim com uma pilha com n pec¸as,
podem surgir dois casos.
• Se n na˜o e´ um nu´mero de Fibonacci enta˜o e´ sempre poss´ıvel ao primeiro
jogador remover fn pec¸as (note-se que fn < n) e, portanto, de acordo
com a estrate´gia vencedora, este jogador ganha.
Exemplo 1.2.17. Consideremos um jogo de Fibonacci Nim com uma
pilha de 26 pec¸as. Ora, 26 na˜o e´ um nu´mero de Fibonacci e
26 = 1×21+0×13+0×8+1×5+0×3+0×2+0×1+0×1 = (10010000)Fib
Logo, o primeiro jogador, que pode retirar ate´ 25 pec¸as, de acordo com
a estrate´gia vencedora, ira´ retirar 5 pec¸as, deixando 21 pec¸as. Por
outro lado, agora o segundo jogador, no ma´ximo, so´ podera´ tirar 10
pec¸as. Como 21 e´ nu´mero de Fibonacci, na˜o podera´ aplicar a estrate´gia
vencedora. Retira, por exemplo, 6 pec¸as e deixa 15 pec¸as. De acordo
com as regras, o primeiro jogador, pode retirar ate´ 12 pec¸as. Como
15 = (1000100)Fib, este jogador devera´ retirar 2 pec¸as, deixando 13
pec¸as. O segundo jogador, por exemplo, retira o ma´ximo de pec¸as
permitido: 4 pec¸as, deixando 9 pec¸as. Agora, o primeiro jogador pode
retirar ate´ 8 pec¸as. Mas, como 9 = (100010)Fib, apenas ira´ retirar 1
pec¸a, deixando 8 pec¸as. Assim, o segundo jogador, que pode retirar
ate´ 2 pec¸as, retira, por exemplo, 2 pec¸as, deixando 6 pec¸as. O primeiro
jogador pode retirar ate´ 4 pec¸as mas, como 6 = (10010)Fib, retira
apenas 1 pec¸a e deixa 5 pec¸as. Assim, o segundo jogador retira, por
exemplo, 1 pec¸a, deixando 4 pec¸as. Novamente, como 4 = (1010)Fib, o
primeiro jogador retira 1 pec¸a e deixa 3 pec¸as.
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Como ao segundo jogador so´ e´ permitido tirar, no ma´ximo, 2 pec¸as, o
jogo esta´ claramente ganho pelo primeiro jogador, independentemente
do nu´mero de pec¸as que o segundo jogador tire.
(26) (21) 
1º jogador 
(15) 
2º jogador 
(13) 
1º jogador 
(9) 
2º jogador 
(8) 
1º jogador 
(6) 
2º jogador 
(5) 
1º jogador 
(4) 
2º jogador 
(3) 
1º jogador 
(2) 
2º jogador 
(0) 
1º jogador 
♦
O pro´ximo exemplo mostra que quando o nu´mero inicial de pec¸as na˜o e´
de Fibonacci e o primeiro jogador, no fim da primeira jogada, deixa um
nu´mero de pec¸as que tambe´m na˜o e´ de Fibonacci, o segundo jogador
na˜o conseguira´ aplicar a estrate´gia vencedora.
Exemplo 1.2.18. Consideremos agora um jogo de Fibonacci Nim com
uma pilha inicial de 17 pec¸as. Ora, 17 na˜o e´ um nu´mero de Fibonacci
e 17 = (1001010)Fib. Logo, o primeiro jogador, que pode retirar ate´ 16
pec¸as, apenas ira´ retirar 1 pec¸a, de acordo com a estrate´gia vencedora,
deixando 16 pec¸as.
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Agora, na˜o sendo 16 um nu´mero de Fibonacci, o segundo jogador po-
dera´ tentar tambe´m aplicar a estrate´gia vencedora. No entanto, veri-
ficamos que na˜o o consegue: como 16 = (1001000)Fib, para aplicar a
estrate´gia vencedora teria de retirar 3 pec¸as, mas as regras do jogo na˜o
permitem que retire mais do que 2 pec¸as. Assim, ele ira´ retirar o menor
nu´mero de pec¸as poss´ıvel, de forma a que o primeiro jogador, depois na
sua vez, retire o menor nu´mero de pec¸as da pilha. Suponhamos que o
segundo jogador retira 1 pec¸a da pilha, deixando 15 pec¸as. Por sua vez,
o primeiro jogador, verificando que 15 na˜o e´ um nu´mero de Fibonacci,
aplica a estrate´gia vencedora, 15 = (1000100)Fib, retira 2 pec¸as e deixa
13 pec¸as. O segundo jogador, que pode retirar ate´ 4 pec¸as, retira o
menor nu´mero permitido, 1 pec¸a e deixa 12 pec¸as. Novamente, como
12 = (101010)Fib, o primeiro jogador retira 1 pec¸a e deixa 11 pec¸as. E,
jogando sempre desta forma, claramente que o jogo e´ favora´vel ao pri-
meiro jogador, sendo que, mesmo que o segundo jogador queira aplicar
a estrate´gia vencedora, na˜o o conseguira´ fazer. ♦
• Se n e´ um nu´mero de Fibonacci enta˜o, neste caso, o primeiro jogador
perde sempre; podemos ter duas situac¸o˜es logo apo´s a primeira jogada:
– o primeiro jogador na˜o deixa um nu´mero de Fibonacci de pec¸as
e, nesse caso, o segundo jogador deve jogar usando a estrate´gia
vencedora descrita anteriormente e ganha;
– o primeiro jogador deixa um nu´mero de Fibonacci de pec¸as e,
nesse caso, o segundo jogador podera´ eliminar todas as restantes
pec¸as e ganha; de facto, seja n = fk o nu´mero de pec¸as inicial
e m o nu´mero de pec¸as retiradas pelo primeiro jogador; enta˜o
fk−m = fr, para algum r ≤ k−1. Queremos mostrar que fr ≤ 2m
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(recorde-se que o segundo jogador pode retirar, no ma´ximo, o
dobro das pec¸as que o primeiro jogador retirou). Como
m = fk − fr ≥ fk − fk−1 = fk−2,
vem que 2m ≥ fk−2 + fk−2 ≥ fk−1 ≥ fr. E, portanto, o segundo
jogador podera´ eliminar todas as pec¸as que ficam na pilha.
Exemplo 1.2.19. Consideremos um jogo de Fibonacci Nim com uma
pilha inicial de 144 pec¸as. Ora, 144 e´ o de´cimo segundo nu´mero de
Fibonacci. Se o primeiro jogador deixar 89 pec¸as, isto e´, se retirar 55
enta˜o o segundo jogador ganha imediatamente, retirando as 89 pec¸as
restantes (pois 89 e´ menor que o dobro de 55). Assim, o primeiro
jogador veˆ-se obrigado a deixar um nu´mero de pec¸as que na˜o pertenc¸a a`
sequeˆncia de Fibonacci, e o segundo jogador consegue ganhar aplicando
a estrate´gia vencedora anteriormente descrita. ♦
No Apeˆndice B podera˜o ser encontradas, a t´ıtulo de curiosidade, outras
variantes do jogo do Nim.
1.3 Jogo de Ramsey
O jogo de Ramsey e´ um jogo estrate´gico para dois jogadores num tabuleiro
composto por seis pontos na˜o colineares treˆs a treˆs.
1.3.1 Histo´ria do jogo
Para Slany [24], o jogo de Ramsey e´ baseado num exemplo simples (mas
na˜o trivial) da Teoria de Ramsey, que ficou conhecido por “Problema de
Ramsey”:8
8Este problema tambe´m ficou conhecido como “Party–puzzle”.
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Problema de Ramsey [24]
Se ha´ seis pessoas numa reunia˜o, enta˜o ha´ necessariamente treˆs pessoas que
se conhecem mutuamente ou treˆs pessoas que na˜o se conhecem mutuamente
nessa reunia˜o (admitindo que, se a conhece b, enta˜o b conhece a).
Slany refere ainda que o jogo de Ramsey e´ um jogo de lo´gica que foi
inicialmente descrito com o nome de “jogo do Sim” por Gustavus Simmons
em 1969. Desde enta˜o tem despertado muito interesse: “jogos como este sa˜o
de interesse pra´tico pois podem servir como modelos que simplificam a ana´lise
de situac¸o˜es competitivas que buscam ganhos diferentes, ou para situac¸o˜es
onde se e´ confrontado com um ambiente imprevis´ıvel, como a Natureza”.
A teoria de Ramsey mostrou que nenhum jogo pode terminar em empate
e, de acordo com [16], existem va´rias estrate´gias vencedoras para o segundo
jogador, se este jogar sempre de forma racional. No entanto, ainda na˜o existe
uma estrate´gia vencedora que se possa facilmente memorizar [24].
1.3.2 Regras do jogo
O jogo de Ramsey e´ um jogo com dois jogadores num tabuleiro composto
por seis pontos dos quais, quaisquer treˆs, na˜o esta˜o na mesma reta. Cada
jogador tem um la´pis de cor diferente e, alternadamente, trac¸a um segmento
de reta unindo dois pontos, como exemplifica a figura seguinte.
Note-se que cada par de pontos so´ pode ser unido uma u´nica vez.
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O objetivo e´ tentar evitar formar um triaˆngulo da mesma cor, em que
os ve´rtices sa˜o treˆs dos seis pontos dados, ou seja, o jogador que unir treˆs
pontos com treˆs arestas da mesma cor, perde o jogo.
1.3.3 A matema´tica do jogo
E´ poss´ıvel provar que na˜o existe empate num jogo de Ramsey.
O Princ´ıpio da Gaiola de Pombos9 (PGP) e´ um princ´ıpio de contagem
que permite mostrar que o jogo de Ramsey admite sempre um vencedor.
Teorema 1.3.1 (Princ´ıpio da gaiola dos pombos). [5] Se m+1 objetos forem
introduzidos em m caixas enta˜o pelo menos uma das caixas tem dois ou mais
objetos.
Matematicamente, podemos reescrever o enunciado do PGP da seguinte
forma: sejam A e B dois conjuntos arbitra´rios finitos tais que |A| > |B|,
enta˜o na˜o existe uma func¸a˜o injectiva f : A → B. Recorde-se que |A| e |B|
representam, respetivamente, as cardinalidades dos conjuntos A e B.
Embora se trate de um resultado elementar, o PGP e´ u´til para resolver
problemas que, pelo menos a` primeira vista, na˜o sa˜o imediatos. Para aplica´-
-lo, apenas temos que identificar corretamente, na situac¸a˜o dada, quem faz
os “pape´is” dos objetos e das caixas. No nosso caso, o jogo de Ramsey, os
segmentos de reta (em que um dos extremos e´ um ponto fixado) que va˜o
sendo desenhados pelos dois jogadores sa˜o os objetos e as cores sa˜o as caixas.
9Tambe´m conhecido como Princ´ıpio de Dirichlet.
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Uma vez que queremos mostrar que existe sempre um “triaˆngulo da
mesma cor”, enta˜o no final queremos mostrar que obtemos pelo menos treˆs
arestas da mesma cor (que formam um triaˆngulo). No entanto, o PGP acima
enunciado na sua forma mais simples, na˜o e´ suficiente, uma vez que apenas
garante a existeˆncia de, pelo menos, dois segmentos da mesma cor.
A demonstrac¸a˜o da generalizac¸a˜o do PGP pode ser encontrada em [7].
Teorema 1.3.2 (Generalizac¸a˜o do PGP). Se (k − 1)m + 1 objetos forem
introduzidos em m caixas, enta˜o pelo menos uma das caixas tera´ de conter
k (ou mais) objetos.
Para o nosso problema podemos mesmo reescrever o teorema anterior em
termos de colorac¸a˜o de objetos:
Teorema 1.3.3. [5] Sejam m,n, k ∈ N tais que n ≥ (k−1)m+1. Se existem
n objetos coloridos com m cores diferentes, enta˜o existem k objetos com a
mesma cor.
Demonstrac¸a˜o. Suponhamos, por reduc¸a˜o ao absurdo, que, por cada cor, no
ma´ximo, existem k−1 objetos. Enta˜o, no ma´ximo, existem (k−1)m objetos,
ou seja, n ≤ (k−1)m, o que e´ absurdo! Logo existem k objetos com a mesma
cor.
Ale´m disso, prova-se que a desigualdade n ≥ (k − 1)m + 1 e´ a melhor
poss´ıvel. Ou seja, se tivermos menos do que (k−1)m+1 objetos, existe uma
forma de colori-los tal que, no ma´ximo, k − 1 teˆm a mesma cor. De facto,
menos do que (k−1)m+ 1 objetos significa que, no ma´ximo, temos (k−1)m
objetos e portanto, podemos “dividi-los” por m cores e ter, no ma´ximo, k−1
de cada cor.
Mas como aplicar esta generalizac¸a˜o do PGP a` prova de que no jogo de
Ramsey na˜o ha´ empate?
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Se considerarmos que o jogo de Ramsey se baseia num grafo com seis
ve´rtices, a ideia e´ mostrar que na˜o e´ poss´ıvel colorir as arestas de um grafo
completo10 com seis ve´rtices de tal modo que na˜o haja nenhum triaˆngulo
com as arestas todas da mesma cor.
Note-se que se o jogo acabasse empatado significaria que existiria uma
colorac¸a˜o do grafo completo que na˜o admitiria nenhum triaˆngulo com as
arestas da mesma cor. Na figura seguinte esta´ um exemplo de uma colorac¸a˜o
poss´ıvel de um grafo completo com seis ve´rtices. Note-se que existe um
triaˆngulo cujas arestas sa˜o todas azuis.
O pro´ximo resultado prova que num jogo de Ramsey nunca existe empate,
ou seja, existe sempre um vencedor.
Proposic¸a˜o 1.3.4. Para qualquer colorac¸a˜o com duas cores das arestas de
um grafo completo com seis ve´rtices, este conte´m um triaˆngulo com as treˆs
arestas da mesma cor.
Demonstrac¸a˜o. Consideremos um grafo completo com seis ve´rtices e com as
arestas coloridas a azul e a vermelho.
Seja {1, 2, 3, 4, 5, 6} o conjunto dos ve´rtices desse grafo. Denotamos por
{i, j} a aresta que une o ve´rtice i ao ve´rtice j. Se i, j e l sa˜o ve´rtices,
denotamos por {i, j, l} o conjunto das arestas {i, j}, {j, l} e {l, i}.
10Um grafo completo e´ um grafo (simples) em que todo o ve´rtice e´ adjacente a todos os
outros ve´rtices.
1.3 Jogo de Ramsey 35
Se escolhermos, ao acaso, um ve´rtice, este esta´ unido aos outros cinco
ve´rtices, logo teˆm-se cinco arestas para colorir (n = 5). Pelo Teorema 1.3.3,
como 5 ≥ 1 + 2(k − 1) e´ equivalente a k ≤ 3, garantimos que cada ve´rtice e´
incidente a treˆs arestas com a mesma cor.
Assim, das cinco arestas incidentes num ve´rtice, ha´ pelo menos treˆs que
sa˜o da mesma cor. Suponhamos, sem perda de generalidade, que o ve´rtice
escolhido foi o ve´rtice 1 e que as arestas {1, 2}, {1, 3}, {1, 4} sa˜o de cor
vermelha.
Enta˜o, ou o triaˆngulo {2, 3, 4} e´ composto por arestas azuis, ou uma
das arestas desse triaˆngulo e´ vermelha e os ve´rtices incidentes a essa aresta
juntamente com o ve´rtice 1 formam um triaˆngulo com todas as arestas de
cor vermelha. Veja-se a figura seguinte a t´ıtulo de exemplo.
6 1
2
34
5
6 1
2
34
5 2
34
5
6 1 6 1
2
34
5
Logo existe sempre um triaˆngulo com as arestas todas da mesma cor.
E, se no jogo de Ramsey para ale´m de aumentarmos o nu´mero de ve´rtices,
aumentarmos tambe´m o nu´mero de jogadores, ou seja, se aumentarmos o
nu´mero de cores? Sera´ que garantimos que na˜o ha´ empate?
Exemplo 1.3.5. Consideremos um grafo completo com 17 ve´rtices em que
todas as arestas sa˜o coloridas com treˆs cores. E´ poss´ıvel mostrar que existe
um triaˆngulo com as treˆs arestas da mesma cor. De facto, e de acordo com
a demonstrac¸a˜o anterior, fixando um ve´rtice, das 16 arestas nas quais esse
ve´rtice e´ incidente, ha´ pelo menos seis da mesma cor (note-se que 16 ≥
3(k − 1) + 1 e´ equivalente a k ≤ 6).
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Considerando os 6 ve´rtices nos quais sa˜o incidentes as arestas da mesma
cor, temos dois casos:
• entre esses ve´rtices ha´ tambe´m uma aresta com essa cor e, portanto, te-
mos um triaˆngulo formado por essa aresta e outras duas (das incidentes
no ve´rtice fixado);
• entre esses ve´rtices na˜o ha´ nenhuma aresta com essa cor e, nesse caso,
esses 6 ve´rtices formam um grafo cujas arestas esta˜o coloridas com duas
cores e estamos no caso do jogo de Ramsey original.
♦
De facto, e´ poss´ıvel construir uma sucessa˜o nume´rica que fornece o nu´mero
mı´nimo de ve´rtices de um grafo, quando aumentam o nu´mero de cores, de
forma a garantir a existeˆncia de um triaˆngulo com as arestas todas das mesma
cor, ou seja, a garantir um vencedor no jogo. Assim, verifica-se que:
m = 1 n1 = 3
m = 2 n2 = (3− 1)2 + 2 = 6
m = 3 n3 = (6− 1)3 + 2 = 17
...
m nm = (nm−1 − 1)m+ 2
m+ 1 nm+1 = (nm − 1)(m+ 1) + 2
Se tivermos um grafo completo com nm+1 ve´rtices e se fixarmos um ve´rtice
v1 desse grafo, existem nm+1 − 1 = (nm − 1)(m + 1) + 1 arestas nos quais
ele e´ incidente. Pelo PGP, considerando uma colorac¸a˜o com m + 1 cores, e´
garantido que existem, pelo menos, nm arestas com a mesma cor. Assim, se
na˜o existir um triaˆngulo em que um dos ve´rtices e´ v1 e as arestas teˆm todas
outra cor, obte´m-se um subgrafo completo com nm ve´rtices e cujas arestas
sa˜o todas coloridas com m cores, por induc¸a˜o.
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No entanto, para generalizac¸o˜es do jogo de Ramsey com menos de seis
ve´rtices, podemos afirmar que pode acontecer o empate, ou seja, na˜o existe
um vencedor garantidamente. A pro´xima figura exemplifica colorac¸o˜es em
que na˜o existe nenhum triaˆngulo cujas arestas tenham uma u´nica cor para
casos em que temos cinco ou quatro ve´rtices.
Note-se que o caso do grafo com treˆs ve´rtices na˜o faz sentido enquanto jogo,
uma vez que so´ e´ poss´ıvel fazer um triaˆngulo e esse nunca vai ser de uma so´
cor, dada a alternaˆncia das jogadas.
Assim, cinco ve´rtices sa˜o insuficientes para garantir a existeˆncia de um
triaˆngulo cujas arestas sa˜o todas da mesma cor, pelo que seis e´ o menor
nu´mero de ve´rtices que verifica esta propriedade.
O problema de Ramsey, referido anteriormente, resolve-se de forma ideˆntica
a` situac¸a˜o explorada no jogo de Ramsey, considerando para seis ve´rtices as
seis pessoas, considerando que “pintar uma aresta de azul” representa, por
exemplo, que essas duas pessoas na˜o se conhecem e que “pintar de vermelho”
representa que as pessoas se conhecem. Observe-se que neste problema as
arestas podem ser todas azuis ou todas vermelhas, o que na˜o acontece no
jogo de Ramsey.
O Teorema de Ramsey e´ uma generalizac¸a˜o desta situac¸a˜o.
Teorema 1.3.6 (Teorema de Ramsey). [5] Dados os inteiros n,m ≥ 2,
existe um inteiro N > 0 tal que, qualquer que seja a colorac¸a˜o com 2 cores
das arestas de um grafo completo com N ve´rtices, existe sempre um sub-
grafo completo com n ve´rtices cujas arestas teˆm todas a primeira cor ou um
subgrafo completo com m ve´rtices cujas arestas teˆm todas a segunda cor.
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Em homenagem a Ramsey, que provou este e outros resultados, o menor
nu´mero N que satisfaz esta propriedade e´ chamado nu´mero de Ramsey que
denotamos por R(n,m). Por exemplo, com a ana´lise do jogo de Ramsey e
das suas poss´ıveis generalizac¸o˜es, vimos que R(3, 3) = 6.
Assim e´ fa´cil observar que, uma vez que qualquer grafo completo com mais
de seis ve´rtices conte´m um subgrafo completo com seis ve´rtices, qualquer
generalizac¸a˜o do jogo de Ramsey com mais de seis ve´rtices (e dois jogadores)
tera´ sempre um vencedor.
Podemos generalizar e reformular o Teorema de Ramsey (Teorema 1.3.6)
em termos de colorac¸o˜es de segmentos usando diversas cores:
Teorema 1.3.7. [5] Sejam k ≥ 1 e n1, n2, . . . , nk ∈ N. Existe um inteiro
N > 0 tal que, para qualquer colorac¸a˜o com k cores de um grafo completo
com N ve´rtices, existe um subgrafo com n1 ve´rtices cujas arestas sa˜o todas
da primeira cor ou um subgrafo com n2 ve´rtices cujas arestas sa˜o todas da
segunda cor ou . . . ou um subgrafo com nk ve´rtices cujas arestas sa˜o todas da
k-e´sima cor.
1.4 Jogo de Sperner
O jogo de Sperner e´ um jogo estrate´gico para dois jogadores num tabuleiro
triangular subdividido em triaˆngulos, de modo a que cada par de triaˆngulos
ou na˜o tem pontos em comum ou partilha um ve´rtice ou um lado.
1.4.1 Histo´ria do jogo
Em 1928, Emanuel Sperner, matema´tico alema˜o, publicou um trabalho
onde apresentava uma demonstrac¸a˜o alternativa de um Teorema de Lebesgue,
que caracteriza o conceito de dimensa˜o em espac¸os euclidianos.
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No entanto, foi um resultado auxiliar, hoje conhecido como Lema de Sper-
ner, que ganhou notoriedade. Esse resultado estuda a colorac¸a˜o dos ve´rtices
da triangulac¸a˜o de uma regia˜o poligonal com treˆs cores, de acordo com uma
certa regra, e deduz que, desse modo, ha´ sempre um triaˆngulo tricolor. Uma
das muitas qualidades do Lema de Sperner e´ a de permitir formulac¸o˜es equi-
valentes, quase todas elementares, que elucidam sobre a natureza da propri-
edade que descreve. Uma delas transpo˜e as hipo´teses do lema para as regras
do jogo de Sperner, e a conclusa˜o traduz-se no facto de, neste jogo, nunca
ocorrerem empates. [29]
1.4.2 Regras do jogo
O jogo de Sperner e´ um jogo para dois jogadores num tabuleiro triangular
subdividido em triaˆngulos, de modo a que cada par de triaˆngulos ou na˜o
tem pontos em comum ou partilha um ve´rtice ou um lado. O tabuleiro
triangular e´ um triaˆngulo grande, de tamanho arbitra´rio, com os ve´rtices
coloridos com treˆs cores (por exemplo, vermelho, verde e azul), como mostra
a figura seguinte.
Cada jogador coloca, alternadamente, um disco colorido num dos ve´rtices
por colorir, de modo a que, em cada lado do bordo, o jogador so´ pode usar
uma das duas cores dos extremos desse lado e, no interior do tabuleiro, pode
utilizar qualquer cor, como mostra a figura seguinte.
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O objetivo do jogo e´ nunca obter um triaˆngulo pequeno com discos de
cores distintas nos seus ve´rtices, perdendo o jogador que o fac¸a.
Assim, o primeiro jogador que completar um triaˆngulo pequeno com um
ve´rtice de cada cor perde o jogo, como mostra a figura com um exemplo de
um final do jogo de Sperner.
1.4.3 A matema´tica do jogo
Sera´ ou na˜o poss´ıvel colorir os ve´rtices, respeitando as regras nos lados
do triaˆngulo grande, sem fazer aparecer um triaˆngulo pequeno com treˆs cores
diferentes nos ve´rtices?
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A resposta a esta pergunta esta´ num resultado matema´tico de alguma
profundidade e com suficiente poder para permitir a demonstrac¸a˜o do Teo-
rema do ponto fixo de Brower11 para func¸o˜es cont´ınuas numa bola fechada:
o Lema de Sperner.
Assim, e´ poss´ıvel provar que na˜o existe um jogo de Sperner que termine
em empate, ou seja, e´ poss´ıvel provar que um dos jogadores tem que fazer
uma jogada em que, pelo menos, um triaˆngulo fica com discos de cores di-
ferentes nos ve´rtices. No entanto, tal como o jogo de Ramsey, encontrar a
estrate´gia vencedora que se possa facilmente memorizar e´ um problema ainda
em aberto. [4]
Comecemos por definir alguns conceitos necessa´rios.
Seja T um triaˆngulo qualquer subdividido em triaˆngulos menores deno-
tados por ∆i, chamados subtriaˆngulos, de tal forma que para quaisquer dois
subtriaˆngulos ∆i e ∆j seja satisfeita uma, e apenas uma, das situac¸o˜es:
a) ∆i e ∆j na˜o teˆm nenhum ponto em comum;
b) ∆i e ∆j teˆm exatamente um ve´rtice em comum;
c) ∆i e ∆j teˆm exatamente uma aresta em comum.
A uma subdivisa˜o com estas caracter´ısticas chamamos triangulac¸a˜o de um
triaˆngulo.12 Dizemos ainda que os ve´rtices e as arestas dos subtriaˆngulos
sa˜o, respetivamente, os ve´rtices e as arestas da triangulac¸a˜o.
Para confirmar a existeˆncia de um vencedor no jogo de Sperner, e´ ne-
cessa´rio estudar duas “dimenso˜es” do Lema de Sperner.
Comecemos por mostrar o Lema de Sperner para um intervalo fechado.
11O Teorema do ponto fixo de Brower garante que, dada uma bola D unita´ria fechada
em Rn e dada f : D → D uma func¸a˜o cont´ınua, existe x ∈ D tal que f(x) = x.
12O conceito de triangulac¸a˜o pode ser generalizado a qualquer pol´ıgono.
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Lema 1.4.1. [6] Seja I um intervalo fechado cujos extremos teˆm ro´tulos
distintos 0 e 1. Consideremos ainda uma partic¸a˜o (finita) de I onde e´ feita
uma rotulac¸a˜o aleato´ria nos extremos de cada subintervalo (dessa partic¸a˜o)
com os ro´tulos 0 e 1. Enta˜o existe um nu´mero ı´mpar de subintervalos cujos
extremos teˆm ro´tulos distintos.
Demonstrac¸a˜o. Sem perda de generalidade, suponhamos que o extremo es-
querdo do intervalo I tem ro´tulo 0 e o extremo direito tem ro´tulo 1.
Primeiro observemos que existem duas possibilidades na rotulac¸a˜o da
partic¸a˜o em I:
• todos os pontos da partic¸a˜o teˆm ro´tulo igual a 0: nesse caso, o u´nico
subintervalo cujos extremos teˆm ro´tulos distintos e´ o u´ltimo, cujo ex-
tremo direito e´ tambe´m extremo direito de I. Enta˜o existe somente um
intervalo com ro´tulos distintos nos seus extremos;
• pelo menos um dos pontos da partic¸a˜o tem ro´tulo igual a 0: observe-
mos que, sendo o extremo esquerdo de I rotulado com 0, o primeiro
subintervalo com ro´tulos distintos nos seus extremos e´ do tipo (01).13
Da mesma forma, como o extremo direito de I tem ro´tulo 1, temos que
o u´ltimo subintervalo da partic¸a˜o cujos extremos teˆm ro´tulos distintos
tambe´m e´ do tipo (01). Assim, os subintervalos cujos extremos teˆm
ro´tulos distintos do tipo (01) e (10) intercalam-se, isto e´, se o k-e´simo
subintervalo e´ do tipo (01), enta˜o o (k+1)-e´simo subintervalo e´ do tipo
(10), o (k + 2)-e´simo e´ do tipo (01) e assim sucessivamente.
13Dizemos que um intervalo I e´ do tipo (nm) se o ro´tulo do extremo esquerdo e´ n e o
ro´tulo do extremo direito e´ m.
1.4 Jogo de Sperner 43
Desta forma, o nu´mero de intervalos do tipo (01) supera numa unidade
o nu´mero de intervalos do tipo (10). Se denotarmos por p o nu´mero de
subintervalos do tipo (01) no intervalo I, enta˜o o nu´mero de subinter-
valos do tipo (10) e´ p− 1. Logo o nu´mero total de subintervalos cujos
extremos teˆm ro´tulos distintos em I e´ dado por p + (p − 1) = 2p − 1,
que representa um nu´mero ı´mpar.
Podemos expandir o Lema 1.4.1 para duas dimenso˜es.
Seja T um triaˆngulo no qual e´ feita uma triangulac¸a˜o com uma rotulac¸a˜o
aleato´ria nos ve´rtices dessa triangulac¸a˜o seguindo apenas a seguinte regra:
todo o ve´rtice de qualquer subtriaˆngulo que pertenc¸a a uma aresta de T re-
cebe um ro´tulo igual a um dos ro´tulos das extremidades dessa aresta. A uma
rotulac¸a˜o satisfazendo esta condic¸a˜o chamaremos rotulac¸a˜o de Sperner.
Note-se que na˜o e´ feita nenhuma imposic¸a˜o aos ro´tulos dos ve´rtices situados
no interior do triaˆngulo T .
Exemplo 1.4.2. O triaˆngulo seguinte tem uma rotulac¸a˜o de Sperner.
1 1 2 1 1 2
01 2 00
20 00
011
01
0
♦
Vejamos enta˜o o Lema de Sperner para um triaˆngulo.
44 1. Jogos combinato´rios
Lema 1.4.3. [6] Seja T um triaˆngulo com uma triangulac¸a˜o de T cuja
rotulac¸a˜o e´ de Sperner. Enta˜o existe, pelo menos, um subtriaˆngulo cujos
ve´rtices teˆm treˆs ro´tulos distintos e, ale´m disso, o nu´mero de subtriaˆngulos
nessas condic¸o˜es e´ ı´mpar.
Antes da demonstrac¸a˜o deste resultado, vejamos o caso da triangulac¸a˜o
mais simples de um triaˆngulo com oito rotulac¸o˜es poss´ıveis, confirmando-se
a existeˆncia de um triaˆngulo com treˆs ro´tulos distintos.
Exemplo 1.4.4. Consideremos o caso mais simples da triangulac¸a˜o de um
triaˆngulo, so´ com um ve´rtice nas arestas do triaˆngulo, conforme a figura.
1 2
0
Qualquer que seja a rotulac¸a˜o que se considere, esta origina sempre um
triaˆngulo com ro´tulos distintos
1 2
0
1
01
1 2
0
1
21
1 2
0
2
01
1 2
0
2
21
1 2
0
1
00
1 2
0
2
00
1 2
0
1
20
1 2
0
2
20
♦
1.4 Jogo de Sperner 45
Provemos agora o Lema 1.4.3.
Demonstrac¸a˜o. Consideremos uma triangulac¸a˜o num triaˆngulo T cujos ve´rtices
esta˜o rotulados com 0, 1 e 2 e suponhamos que e´ feita uma rotulac¸a˜o de Sper-
ner. Enta˜o:
– um ve´rtice na aresta de T do tipo (01) pode ser rotulado com 0 ou com
1, mas na˜o com 2;
– um ve´rtice na aresta de T do tipo (12) pode ser rotulado com 1 ou com
2, mas na˜o com 0;
– um ve´rtice na aresta de T do tipo (20) pode ser rotulado com 2 ou com
0, mas na˜o com 1;
– um ve´rtice dentro do triaˆngulo T pode ser rotulado com 0, 1 ou 2.
Pretende mostrar-se que para qualquer triangulac¸a˜o e qualquer rotulac¸a˜o
de Sperner que se considere, existe sempre, pelo menos, um triaˆngulo do tipo
(012).14 Mais ainda, queremos mostrar que o nu´mero de triaˆngulos deste
tipo e´ ı´mpar.
Seja b o nu´mero de triaˆngulos do tipo (012) numa rotulac¸a˜o de Sperner.
Comecemos por contar o nu´mero de arestas do tipo (01) dentro e sobre o
triaˆngulo T .
Seja a o nu´mero de triaˆngulos do tipo (010) ou (101). Os triaˆngulos
destes dois tipos teˆm duas arestas do tipo (01), enquanto um triaˆngulo do
tipo (012) tem apenas uma aresta do tipo (01). Note-se que para outros
tipos de triaˆngulos na˜o existem arestas do tipo (01). Assim, o nu´mero total
de arestas do tipo (01) (contanto triaˆngulo a triaˆngulo) e´ 2a+ b.
14Dizemos que um triaˆngulo e´ do tipo (abc) se os ro´tulos dos seus ve´rtices sa˜o a, b e c.
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No entanto, neste total, as arestas dentro do triaˆngulo T sa˜o contadas
duas vezes, pois estas arestas pertencem sempre a dois triaˆngulos.
Seja c o nu´mero de arestas do tipo (01) dentro do triaˆngulo T . Deste
modo teremos realmente contado 2c + d, onde d e´ o nu´mero de arestas do
tipo (01) sobre os lados do triaˆngulo T .
Portanto, 2a+b = 2c+d e como, pelo Lema de Sperner para um intervalo
fechado (Lema 1.4.1), d e´ ı´mpar, enta˜o b tambe´m sera´.
Exemplo 1.4.5. Consideremos dois exemplos de triangulac¸o˜es com rotulac¸o˜es
de Sperner e com um nu´mero ı´mpar de triaˆngulos com ro´tulos distintos.
0 20 2
11
2 0
1
0
2
1
1
0
2
1
0
1
1
0
♦
O Lema 1.4.3 garante que um jogo de Sperner nunca pode acabar em
empate.
1.4.4 Casa, portas e o Lema de Sperner
Seja T um triaˆngulo com uma triangulac¸a˜o cuja rotulac¸a˜o e´ de Sperner.
Podemos pensar no triaˆngulo T como uma casa e nos triaˆngulos pe-
quenos obtidos na triangulac¸a˜o como quartos. Designaremos as arestas dos
triaˆngulos obtidos do tipo (01) como portas. Observe-se que as portas podem
encontrar-se no interior ou nos bordos da casa.
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Desta forma, dizemos que uma porta e´ exterior se nos conduzir ao exterior
da casa. Neste sentido, cada quarto pode:
• na˜o ter portas – sa˜o triaˆngulos do tipo (000), (002), (022), (111), (112),
(122) e (222);
• ter uma u´nica porta e dizemos que e´ um quarto sem sa´ıda – sa˜o
triaˆngulos do tipo (012);
• ter duas portas e dizemos que e´ um quarto comunicante – sa˜o triaˆngulos
do tipo (001) ou (011).
Das regras da triangulac¸a˜o, sabemos que nenhum quarto tem mais do que
uma porta exterior.
Exemplo 1.4.6. A figura seguinte exemplifica uma casa com quartos e por-
tas, estas u´ltimas assinaladas a vermelho.
1 1 2 1 1 2
0
0
2
0
0
1 2 0
0 0
1
0
0
1
1
♦
E´ va´lido o seguinte resultado:
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Lema 1.4.7. Dada uma casa com pelo menos um quarto e tal que cada quarto
tem 0, 1 ou 2 portas, suponhamos que um quarto na˜o pode ter mais do que
uma porta exterior e que dois quartos na˜o podem ter mais que uma porta
em comum. Enta˜o o nu´mero de quartos sem sa´ıda e o nu´mero de portas
exteriores teˆm a mesma paridade.
E´ fa´cil verificar que todas as portas exteriores incidem na aresta do tipo
(01) do triaˆngulo T . Logo, pelo Lema 1.4.1, o nu´mero de portas exteriores e´
ı´mpar.
Nesta secc¸a˜o iremos mostrar o Lema 1.4.3 aplicando estas novas de-
finic¸o˜es.
Definimos percurso pelos quartos da casa como sendo um percurso que
obedece aos dois princ´ıpios seguintes:
• cada percurso inicia-se numa porta exterior ou num quarto sem sa´ıda e
continua atrave´s de portas, podendo terminar numa porta exterior ou
num quarto sem sa´ıda;
• cada porta so´ pode ser atravessada uma u´nica vez.
Note-se que um percurso esta´ univocamente determinado pelo seu “ponto
inicial” e tambe´m e´ univocamente determinado pelo seu “ponto final”.
Nos pro´ximos exemplos temos os treˆs percursos distintos numa trian-
gulac¸a˜o com uma rotulac¸a˜o de Sperner.
Exemplo 1.4.8. Esta figura mostra um percurso que termina num quarto
sem sa´ıda.
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1 1 2 1 1 2
0
0
2
0
0
1 2 0
0 0
1
0
0
1
1
Note-se que este percurso localiza um triaˆngulo do tipo (012). ♦
Exemplo 1.4.9. Esta segunda figura exemplifica o caso de um percurso que
partindo de uma porta exterior sai da casa.
1 1 2 1 1 2
0
0
2
0
0
1 2 0
0 0
1
0
0
1
1
Note-se que este percurso na˜o localiza nenhum triaˆngulo do tipo (012). ♦
Exemplo 1.4.10. Por fim, esta figura exemplifica o caso de um percurso
que, iniciando num quarto sem sa´ıda, vai ter a outro quarto sem sa´ıda.
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1 1 2 1 1 2
0
0
2
0
0
1 2 0
0 0
1
0
0
1
1
Note-se que este percurso tambe´m localiza dois triaˆngulos do tipo (012). ♦
Como o nu´mero total de portas exteriores e´ ı´mpar, e atendendo a` definic¸a˜o
de percurso, pelo menos um dos percursos tem de terminar num quarto sem
sa´ıda. O que significa que existe, pelo menos, um triaˆngulo do tipo (012).
Note-se que os percursos que comec¸am e terminam numa porta exterior,
contemplam sempre um nu´mero par de portas exteriores, pelo que sobra
sempre, pelo menos uma porta, da qual se inicia um percurso que tem de
terminar num quarto sem sa´ıda.
Prova´mos assim que existe, pelo menos, um triaˆngulo do tipo (012). Falta
so´ verificar que o nu´mero de triaˆngulos deste tipo e´ ı´mpar.
Recordemos que existem ainda triaˆngulos do tipo (012) que na˜o sa˜o
poss´ıveis de localizar atrave´s de um percurso que inicie numa porta exte-
rior, mas sim atrave´s de um percurso que inicia e termina num quarto. Deste
tipo de percurso resulta sempre um nu´mero par de triaˆngulos do tipo (012).
Fica assim provado que o nu´mero de triaˆngulos do tipo (012) e´ sempre ı´mpar.
Note-se que, atendendo a` definic¸a˜o de percurso, nunca pode acontecer que
dois percursos distintos terminem e/ou iniciem na mesma porta de sa´ıda.
Podemos ainda analisar e mostrar o Lema 1.4.3 com a paridade do grau
de um ve´rtice de um grafo.
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Seja T um triaˆngulo com uma triangulac¸a˜o cuja rotulac¸a˜o e´ de Sperner
e sejam ainda ∆1,∆2, . . . ,∆n os triaˆngulos obtidos na triangulac¸a˜o.
Seja vi um ponto no interior do triaˆngulo ∆i, para cada i ∈ {1, . . . , n}.
Seja ainda v0 um ponto exterior a T .
Consideremos um grafo sem orientac¸a˜o cujo conjunto dos ve´rtices e´ dado
por V = {v0, v1, . . . , vn} e o conjunto das arestas e´ definido da seguinte forma:
– (v0, vi) e´ uma aresta do grafo se e so´ se ∆i tem uma aresta do tipo (01)
na aresta do tipo (01) de T , para i > 0;
– (vi, vj) e´ uma aresta do grafo se e so´ se ∆i e ∆j teˆm uma aresta do tipo
(01) em comum, para i, j > 0.
Por outras palavras, um grafo assim definido na˜o e´ mais do que a unia˜o
de todos os “percursos pelos quartos da casa” poss´ıveis.
Exemplo 1.4.11. Atendendo aos exemplos anteriores, obtemos o seguinte
grafo:
♦
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Sendo o grau de um ve´rtice igual ao nu´mero de arestas do grafo incidentes
nesse ve´rtice, facilmente se verifica que os ve´rtices do grafo que pertencem a
um triaˆngulo do tipo (012) sa˜o de grau 1, enquanto que os restantes ve´rtices
do grafo sa˜o de grau 2, exceto o ve´rtice v0.
Recorde-se que:
Teorema 1.4.12. [2] A soma dos graus dos ve´rtices de um grafo e´ par. Mais
ainda, o nu´mero de ve´rtices com grau ı´mpar e´ sempre par.
E, portanto, o nu´mero de triaˆngulos do tipo (012) e´ ı´mpar, mas o nu´mero
de ve´rtices do grafo de grau ı´mpar e´ par, uma vez que v0 na˜o corresponde a
nenhum triaˆngulo do tipo (012), mas e´ um ve´rtice de grau ı´mpar.
Cap´ıtulo 2
Jogos de soma nula
2.1 Introduc¸a˜o
Os conflitos de interesse esta˜o sempre a acontecer, tanto na sociedade
como no mundo empresarial, pelo que o ponto de partida da teoria dos jogos
e´ maximizar os ganhos e minimizar as perdas, analisando e compreendendo
cada tomada de decisa˜o.
Os jogos de soma nula sa˜o exemplos de situac¸o˜es em que os jogadores teˆm
interesses totalmente opostos. De acordo com John von Neumann, os jogos
de soma nula sa˜o jogos em que a vito´ria (ou sucesso) de um participante im-
plica, necessariamente, a derrota (ou insucesso) dos restantes participantes,
independentemente da estrate´gia adotada por cada um deles.
Neste tipo de jogos na˜o existe a possibilidade de cooperac¸a˜o entre os
participantes. Na realidade, em situac¸o˜es de conflito puro, os acordos de
cooperac¸a˜o dificilmente acontecem. A ac¸a˜o conjunta torna-se impratica´vel
quando os participantes agem de acordo com os seus pro´prios interesses.
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Podemos mesmo aplicar a teoria dos jogos ao meio empresarial. Dadas
duas empresas concorrentes, cada uma delas tem estrate´gias pre´-estabelecidas
de conduta e ambas utilizam as mais diversas “artimanhas” na tentativa
de descobrir a estrate´gia adversa´ria e, ao mesmo tempo, resguardar a sua
pro´pria. Com o conhecimento da teoria dos jogos podemos mesmo determinar
qual a melhor estrate´gia para cada empresa. Naturalmente, a teoria dos jogos
na˜o permite prever qual sera´ o comportamento da empresa concorrente, mas
sim estudar as diversas maneiras de se atuar racionalmente em situac¸o˜es de
conflito.
Vejamos, por exemplo, uma situac¸a˜o empresarial que pode ser analisada
como um jogo.
Exemplo 2.1.1 (“Empresas concorrentes”). Duas empresas concorrentes
produzem um mesmo produto e teˆm custos fixos de 5000e por ano, inde-
pendentemente de quanto conseguem vender. Ambas competem pelo mesmo
mercado e devem escolher entre um prec¸o alto (2e) e um prec¸o baixo (1e),
por unidade. As regras do mercado sa˜o as seguintes:
• a 2e, o mercado consome 5000 unidades;
• a 1e, o mercado consome 10000 unidades;
• se ambas as empresas aplicarem o mesmo prec¸o, as vendas sera˜o divi-
didas de forma ideˆntica entre elas;
• se aplicarem prec¸os diferentes, aquela com menor prec¸o vende toda a
quantidade e a outra nada vende.
Sendo os lucros a diferenc¸a entre os ganhos da venda e os custos fixos, pode-
mos construir a seguinte tabela dos lucros:
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Empresa 2
Empresa 1
Prec¸o baixo (1e)
Prec¸o alto (2e)
Prec¸o baixo (1e) Prec¸o alto (2e)
(0,0) (5000,-5000)
(-5000,5000) (0,0)
Note-se que, numa entrada da forma (a, b), a representa os lucros (em
euros) da Empresa 1 e b representa os lucros (em euros) da Empresa 2.
Observe-se que, para todas as estrate´gias poss´ıveis, a soma dos lucros e´ nula.
E, portanto, e´ uma situac¸a˜o empresarial que pode ser vista como um jogo de
soma nula. ♦
Assim, um tipo de estrate´gia de competic¸a˜o que pode ser utilizada nas
organizac¸o˜es em situac¸o˜es de conflito desta natureza e´ a aplicac¸a˜o das es-
trate´gias dos jogos de soma nula.
E´ de notar que a maioria dos jogos econo´micos e sociais na˜o sa˜o jogos
de soma nula, pois, por exemplo, no come´rcio ou na atividade econo´mica
em geral, os acordos sa˜o frequentes e mostram-se, na maior parte das vezes,
bene´ficos para todos.
Nas pro´ximas secc¸o˜es iremos abordar os jogos de soma nula do ponto de
vista alge´brico.
2.2 Representac¸a˜o matricial de jogos
Os me´todos matriciais, nomeadamente as matrizes, podem ser usados
para desenvolver estrate´gias “vencedoras” em jogos de soma nula.
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Um dos elementos ba´sicos de um jogo sa˜o os jogadores que nele partici-
pam. Ale´m disso, cada jogador tem um conjunto de estrate´gias e, em termos
matema´ticos, podemos dizer que a cada jogador corresponde uma func¸a˜o que
atribui o ganho do jogador, o qual denominamos por payoff, a cada situac¸a˜o
de jogo,1 isto e´, em cada jogada.
Mais formalmente, num jogo existe um conjunto finito de jogadores, que
representamos por J = {j1, j2, . . . , jn} e cada jogador ji possui um conjunto
finito de estrate´gias, representado por Ei = {ei1, ei2, . . . , eimi}, onde mi ∈ N,
as quais denominamos por estrate´gias puras. Assim, cada situac¸a˜o de
jogo pode ser representada pelo vetor e = (e1k1 , e2k2 , . . . , enkn), onde eiki ,
com i ∈ {1, . . . , n} e ki ∈ {1, . . . ,mi}, e´ uma estrate´gia pura do jogador ji.
Podemos ainda associar a cada jogador i, a func¸a˜o gi : E1×E2×· · ·×En → R
que a cada situac¸a˜o de jogo e associa o payoff desse jogador nessa situac¸a˜o
de jogo, gi(e).
Vejamos um exemplo, possivelmente o mais conhecido na teoria dos jogos:
Exemplo 2.2.1 (“Dilema dos prisioneiros”2). “Dois suspeitos, L e C, sa˜o
capturados e acusados de um mesmo crime. Presos em celas separadas e sem
poderem comunicar entre si, a pol´ıcia (que na˜o tem provas suficientes para
os condenar) oferece a ambos o mesmo acordo: cada um pode escolher entre
confessar ou negar o crime. Se nenhum deles confessar, a pol´ıcia apenas pode
condenar cada um a 1 ano de prisa˜o. Se os dois confessarem, enta˜o ambos
tera˜o uma pena de 5 anos. Mas se um confessar e o outro negar, enta˜o o que
confessou saira´ em liberdade e o outro sera´ condenado a 10 anos de prisa˜o.”
Neste jogo, temos o conjunto dos jogadores J = {L,C},3 e as suas
1Em ingleˆs o termo usado e´ outcomes.
2Foi formulado num semina´rio para psico´logos, por Albert Tucker em 1950, com o
intuito de ilustrar a dificuldade de se analisar certos tipos de jogos.
3L e C foram escolhidos por serem as primeiras letras de linha e coluna.
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poss´ıveis estrate´gias puras EL = {confessar, negar} = EC . O conjunto de
todas as situac¸o˜es de jogo poss´ıveis e´:
EL × EC ={(confessar, confessar), (confessar, negar),
(negar, confessar), (negar, negar)}.
Os payoffs de cada jogador4 sa˜o dados pelas func¸o˜es gL : EL × EC → R e
gC : EL × EC → R definidas por:
gL(confessar, confessar) = −5 gC(confessar, confessar) = −5
gL(confessar, negar) = 0 gC(confessar, negar) = −10
gL(negar, confessar) = −10 gC(negar, confessar) = 0
gL(negar, negar) = −1 gC(negar, negar) = −1
Podemos representar esta informac¸a˜o das func¸o˜es dos payoffs numa tabela,
da seguinte forma:
Suspeito C
Suspeito L
confessa
nega
confessa nega
(-5,-5) (0,-10)
(-10,0) (-1,-1)
Se omitirmos os cabec¸alhos da tabela (desde que seja expl´ıcito a quem
pertencem as estrate´gias representadas nas linhas e as representadas nas
colunas), obtemos a matriz:
4Os payoffs foram definidos como nu´meros na˜o positivos; desta maneira, minimizar o
tempo de cadeia e´ equivalente a maximizar o payoff.
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A =
(−5,−5) (0,−10)
(−10, 0) (−1,−1)
 .
♦
Sendo o nu´mero de situac¸o˜es de jogo igual ao produto do nu´mero de
estrate´gias puras de um jogador pelo nu´mero de estrate´gias puras do outro
jogador, e se restringirmos o nu´mero de jogadores a dois e supusermos que
cada jogador tem um nu´mero finito de estrate´gias puras, uma forma pra´tica
de representar todas as situac¸o˜es, interac¸o˜es e payoffs dos jogadores e´ atrave´s
de uma tabela de dupla entrada, ou seja, uma matriz.
Consideremos enta˜o um jogo com dois jogadores L e C, em que o jogador
L tem n poss´ıveis estrate´gias e o jogador C tem m. Podemos organizar a
informac¸a˜o dos payoffs desse jogo da seguinte forma:
Jogador C
Jogador L estrate´gia 1 · · · estrate´gia m
estrate´gia 1
Payoff se ambos
escolhem
a estrate´gia 1
· · ·
Payoff se L escolhe
a estrate´gia 1 e C
escolhe a estrate´gia m
...
...
...
estrate´gia n
Payoff se L escolhe
a estrate´gia n e C
escolhe a estrate´gia 1
· · ·
Payoff se L escolhe
a estrate´gia n e C
escolhe a estrate´gia m
Observemos que quando o jogador L escolhe a estrate´gia i e o jogador C
escolhe a estrate´gia j, os payoffs do jogo apo´s essa escolha sa˜o os valores da
entrada (i, j) da tabela, com i ∈ {1, . . . , n} e j ∈ {1, . . . ,m}.
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Usando a notac¸a˜o anteriormente apresentada, se J = {L,C}, EL =
{eL1, . . . , eLn}, EC = {eC1, . . . , eCm} e se representarmos as func¸o˜es dos
payoffs dos jogadores L e C por gL e gC , respetivamente, definimos a matriz
dos payoffs como sendo:
A =

(gL(eL1, eC1), gC(eL1, eC1)) · · · (gL(eL1, eCm), gC(eL1, eCm))
...
. . .
...
(gL(eLn, eC1), gC(eLn, eC1)) · · · (gL(eLn, eCm), gC(eLn, eCm))
 .
Simplificando, se a matriz dos payoffs de um jogo e´ uma matriz A =
[aij] ∈ Rn×m (assumindo que o jogador L tem as estrate´gias definidas nas
linhas e o jogador C nas colunas), enta˜o cada entrada aij da matriz e´ um
par ordenado (aLij, a
C
ij), onde a
K
ij indica o payoff do jogador K: se a
K
ij > 0
significa que o jogador K ganha aKij ; se a
K
ij < 0 significa que o jogador K
perde −aKij , com K ∈ {L,C}.
Exemplo 2.2.2. Consideremos um jogo de dois jogadores cuja matriz dos
payoffs e´
A =

(2,−2) (−3, 3)
(0, 0) (2,−2)
(−5, 5) (10,−10)
 .
Neste jogo existem seis situac¸o˜es de jogo. Por exemplo, se o jogador cujas
estrate´gias esta˜o associadas a`s linhas escolhe a primeira estrate´gia e o jogador
associado a`s colunas escolhe a segunda, significa que o jogador L perde 3 e
o jogador C ganha 3. E´ fa´cil verificar que, em qualquer situac¸a˜o de jogo,
os interesses dos jogadores sa˜o exatamente opostos – quando o jogador L
ganha, o jogador C perde o mesmo valor, e vice-versa e, portanto, e´ um jogo
de soma nula.
♦
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2.3 Jogos de soma nula
De uma forma simples, um jogo de soma nula e´ um jogo onde o que
um jogador ganha e´ igual ao total das perdas dos restantes jogadores. Este
tipo de jogos carateriza-se pelas seguintes propriedades:
• cada jogador conhece na˜o so´ as suas estrate´gias poss´ıveis como tambe´m
as dos seus adversa´rios, bem como os payoffs que podera´ obter (note-se
que as estrate´gias para um jogador podem ou na˜o ser as mesmas dos
restantes jogadores).
• as deciso˜es de cada jogador sa˜o tomadas individualmente sem haver
comunicac¸a˜o entre os jogadores; em alguns jogos sa˜o mesmo anunciadas
em simultaˆneo, para na˜o colocar nenhum jogador em vantagem.
• cada jogador tenta sempre maximizar os seus ganhos (ou minimizar as
suas perdas).
Alguns jogos cla´ssicos de tabuleiro sa˜o exemplos de jogos de soma nula:
po´quer, xadrez, damas, jogo do galo, go, etc. No entanto, todos estes sa˜o
dif´ıceis de representar matricialmente dado o elevado nu´mero de estrate´gias
poss´ıveis para cada jogador.
Neste cap´ıtulo iremos apenas considerar o caso de jogos de soma nula que
envolvam dois jogadores, L e C, com um nu´mero finito de estrate´gias cada
um.
O pro´ximo exemplo e´ um jogo de soma nula simples. E´ frequentemente
usado como me´todo de selec¸a˜o (assim como o jogo de lanc¸ar moedas, jogar
os dados, entre outros).
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Exemplo 2.3.1 (“Papel–Tesoura–Pedra”). O jogo “Papel–Tesoura–Pedra”
e´ um jogo de ma˜os para duas (ou mais) pessoas, que na˜o requer equipamentos
nem habilidade. Neste jogo, os jogadores devem simultaneamente esticar a
ma˜o e cada um deve formar um gesto: a ma˜o aberta simboliza o papel, dois
dedos esticados simbolizam a tesoura e o punho fechado simboliza a pedra,
conforme a figura seguinte.
Caso dois jogadores fac¸am o mesmo gesto, ocorre um empate e, geral-
mente, joga-se de novo ate´ desempatar. Os jogadores comparam os gestos
para decidir quem ganhou, da seguinte forma:
• a pedra ganha a` tesoura, quebrando-a;
• a tesoura ganha o papel, cortando-o;
• o papel ganha a` pedra, embrulhando-a.
Se considerarmos apenas dois jogadores, podemos mesmo construir a ma-
triz dos payoffs deste jogo. Note-se que as estrate´gias de cada jogador sa˜o as
mesmas, e assumindo que esta˜o indicadas segundo a ordem papel–tesoura–
pedra, obtemos:
A =

(0, 0) (−1, 1) (1,−1)
(1,−1) (0, 0) (−1, 1)
(−1, 1) (1,−1) (0, 0)
 .
Note-se que 0 significa que houve empate, 1 que ganha e −1 significa que
perde.
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Uma vez que se trata de um jogo de soma nula, podemos apenas represen-
tar os ganhos (ou as perdas) relativos a um dos jogadores. As perdas (ou os
ganhos) do adversa´rio sera˜o inferidas a partir desses valores. Recorde-se que
a soma dos dois payoffs de cada jogada e´ nula! Se representarmos apenas os
payoffs do jogador cujas estrate´gias esta˜o representadas nas linhas, a matriz
dos payoffs simplificada deste jogo e´
A =

0 −1 1
1 0 −1
−1 1 0
 .
Por exemplo, se considerarmos a entrada a21 = 1 significa que o jogador cujas
estrate´gias esta˜o representadas nas linhas ganha. ♦
Assim, dado um jogo de soma nula com dois jogadores L e C, se conside-
rarmos que as estrate´gias do jogador L esta˜o representadas nas linhas, a sua
matriz dos payoffs e´ A =
[
aij
]
∈ Rn×m, onde cada entrada aij e´ o payoff do
jogador L quando L escolhe a estrate´gia i e C escolhe a estrate´gia j. Note-se
que −aij e´ o payoff do jogador C.
2.3.1 Valor maximin e valor minimax
A selec¸a˜o da melhor estrate´gia por cada jogador e´ o problema ba´sico
quando se joga. O objetivo e´ saber como devem os jogadores selecionar as
suas estrate´gias por forma a otimizar os seus payoffs.
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A escolha da melhor estrate´gia para os jogos de soma nula baseia-se no
Teorema minimax de von Neumann. Segundo este teorema, ha´ sempre uma
soluc¸a˜o sensata para um conflito entre dois indiv´ıduos cujos interesses sa˜o
completamente opostos; mais, cada jogador deve escolher a estrate´gia que
maximiza o seu ganho mı´nimo, ou, de forma equivalente, que minimiza o
ganho ma´ximo do adversa´rio.
Mas como encontrar a melhor estrate´gia?
Consideremos um jogo de soma nula entre os jogadores L e C, repre-
sentado por uma matriz dos payoffs cujas estrate´gias associadas a`s linhas
correspondem a`s do jogador L.
O valor mı´nimo em cada linha representa o menor ganho do jogador
L, se este escolher a estrate´gia associada a essa linha. De acordo com o
Teorema minimax de von Neumann, o jogador L deve selecionar a estrate´gia
que origina o ganho ma´ximo entre os valores mı´nimos das linhas. Ao ganho
correspondente a esta escolha do jogador L chamamos valor maximin do
jogo. Sera´ uma maximizac¸a˜o do ganho mı´nimo – o jogador L joga para obter
o maior lucro poss´ıvel.
Para o jogador C, o ma´ximo valor em cada coluna representa a perda
ma´xima para ele, se escolher a estrate´gia associada a essa coluna. Assim,
este jogador deve selecionar a estrate´gia que lhe da´ a menor perda entre
os valores ma´ximos das colunas. A perda correspondente a esta escolha do
jogador C e´ chamada de valor minimax do jogo. Sera´ a estrate´gia que
minimiza o ganho do adversa´rio – o jogador C joga de forma a minimizar a
sua perda.
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Se o valor maximin for igual ao valor minimax, enta˜o as estrate´gias as-
sociadas sa˜o chamadas estrate´gias o´timas e dizemos que o jogo tem um
ponto de equil´ıbrio.5 Ao payoff correspondente ao ponto de equil´ıbrio
chamamos valor do jogo.
Note-se que um jogo pode ter mais do que um ponto de equil´ıbrio ou na˜o
ter nenhum. As estrate´gias sa˜o o´timas, ja´ que se um dos dois jogadores esco-
lher outra estrate´gia, que na˜o a o´tima, o seu adversa´rio podera´ ultrapassar
o valor do jogo, ganhando mais (ou perdendo menos).
E´ sensato que cada jogador escolha uma estrate´gia que maximiza o seu
ganho mı´nimo, ou, de forma equivalente, que minimiza o ganho ma´ximo do
outro. Se a matriz do jogo tiver um ponto de equil´ıbrio, ambos os jogadores
devem jogar a estrate´gia que o conte´m. Esta pode ser considerada a estrate´gia
vencedora do jogo.
Mas como determinar o ponto de equil´ıbrio?
Exemplo 2.3.2. Consideremos um jogo de soma nula com dois jogadores,
L e C, cujos payoffs do jogador L sa˜o representados pela seguinte matriz:
A =

4 3
8 6
5 4
 .
5O ponto de equil´ıbrio e´ tambe´m denominado ponto de sela (visualizando uma sela
de montar, podemos ver duas curvas perpendiculares num ponto e esse ponto e´ o ma´ximo
de uma curva e o mı´nimo da outra).
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O jogador L quer maximizar os seus ganhos. Quando ele escolhe a es-
trate´gia correspondente a` primeira linha, pode ganhar 4 ou 3, dependendo
da estrate´gia escolhida pelo jogador C. No entanto, ele pode garantir um
ganho de, pelo menos, min{4, 3} = 3, independente da escolha do jogador C.
Analogamente, se escolher a estrate´gia da segunda linha, pode garantir um
ganho de, pelo menos, min{8, 6} = 6 e, se escolher a estrate´gia da segunda
linha, pode garantir um ganho de, pelo menos, min{5, 4} = 4. Assim, se o
jogador L escolher a estrate´gia associada a` segunda linha, ele maximiza o seu
menor ganho (note-se que e´ o maior dos menores ganhos poss´ıveis). O valor
resultante desta escolha, 6, e´ o valor maximin.
Por outro lado, o jogador C deseja minimizar as suas perdas. Se esco-
lher a estrate´gia associada a` primeira coluna, na˜o pode perder mais do que
max{4, 8, 5} = 8. Para estrate´gia associada a` u´ltima coluna, a perda ma´xima
e´ max{3, 6, 4} = 6. Ora, o jogador C ira´ escolher a alternativa que minimize a
sua ma´xima perda, o que neste caso representa a estrate´gia da u´ltima coluna
(uma vez que e´ a menor das maiores perdas poss´ıveis). O valor resultante,
6, desta estrate´gia e´ o valor minimax.
Como os valores maximin e minimax sa˜o iguais, o jogo tem um (u´nico)
ponto de equil´ıbrio na entrada (2, 2) e 6 e´ o valor do jogo. ♦
Atendendo ao exemplo anterior, podemos esquematizar o me´todo da de-
terminac¸a˜o do ponto de equil´ıbrio de um jogo de soma nula, representado
por uma matriz dos payoffs da seguinte forma:
• selecionar a entrada mı´nima de cada linha da matriz;
• selecionar a entrada ma´xima de cada coluna da matriz;
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• se aparecer uma entrada da matriz marcada, simultaneamente, pelos
passos anteriores, enta˜o esse elemento representa o valor do jogo e a
sua posic¸a˜o e´ um ponto de equil´ıbrio.
Vejamos agora um exemplo de um jogo de soma nula com mais do que
um ponto de equil´ıbrio.
Exemplo 2.3.3. Consideremos um jogo de soma nula cuja matriz dos payoffs
e´ a seguinte:
A =

4 2 5 2
2 1 −1 −20
3 2 4 2
−16 0 16 1
 .
E´ fa´cil verificar que o valor maximin e´ igual a max{2,−20, 2,−16} = 2 e o
valor minimax e´ igual a min{4, 2, 16, 2} = 2. E, portanto, existem quatro
entradas que correspondem a pontos de equil´ıbrio: (1, 2), (1, 4), (3, 2) e (3, 4)
e 2 e´ o valor do jogo. ♦
Teorema 2.3.4. [26] Quaisquer dois pontos de equil´ıbrio numa matriz dos
payoffs de um jogo de soma nula teˆm o mesmo valor.
Demonstrac¸a˜o. Seja A = [aij] ∈ Rn×m a matriz dos payoffs de um jogo de
soma nula. Suponhamos, sem perda de generalidade, que as entradas akl
e ars, para alguns k, r ∈ {1, . . . , n} e l, s ∈ {1, . . . ,m}, sa˜o entradas que
correspondem a pontos de equil´ıbrio. Enta˜o, por definic¸a˜o de valor maximin,
akl ≤ aks e ars ≤ arl. Analogamente, e atendendo a` definic¸a˜o de valor
minimax, aks ≤ ars e arl ≤ akl. Logo akl = ars. Note-se que arl e aks sa˜o
entradas que correspondem a pontos de equil´ıbrio.
Veremos na pro´xima secc¸a˜o exemplos de matrizes de payoffs sem pontos
de equil´ıbrio.
2.3 Jogos de soma nula 67
2.3.2 Estrate´gias mistas
Ate´ aqui analisa´mos jogos em que cada jogador escolhe uma determinada
estrate´gia de modo determinista, ou seja, na˜o baseia a sua escolha na alea-
toriedade e existe sempre, pelo menos, um ponto de equil´ıbrio. Dizemos que
sa˜o jogos de estrate´gia pura.
No entanto, existem jogos que na˜o possuem pontos de equil´ıbrio usando
estrate´gias puras.
Exemplo 2.3.5 (“Matching pennies”). Neste jogo, temos dois jogadores L
e C que mostram, simultaneamente, a moeda que cada um esconde na ma˜o.
Se ambas as moedas apresentam cara ou coroa, o jogador C da´ a sua moeda
ao jogador L. Se uma das moedas apresenta cara, e a outra apresenta coroa,
e´ a vez do jogador L dar sua moeda ao jogador C. A matriz dos payoffs e´
A =
 1 −1
−1 1
 ,
onde cada entrada e´ o payoff do jogador L. Assim, o valor maximin e´ −1 e
o valor minimax e´ 1. Logo, na˜o existe ponto de equil´ıbrio (aplicando apenas
estrate´gias puras). ♦
De acordo com Deulofeu [8], “habitualmente, na˜o existe uma estrate´gia
pura dominante para cada jogador, isto e´, uma estrate´gia pura que seja a
melhor em todas as jogadas. Pelo contra´rio, os jogadores na˜o podem revelar
qual e´ a sua estrate´gia e tentam oculta´-la, recorrendo, se for preciso, a` mis-
tificac¸a˜o. E´ o caso do jogo do po´quer, em que os jogadores tentam enganar
os seus oponentes e so´ mostram as cartas quando e´ necessa´rio.”
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Uma alternativa para estes casos e´ considerar o jogo do ponto de vista
probabil´ıstico, isto e´, o jogador conhece a distribuic¸a˜o de probabilidade, sobre
as suas estrate´gias puras. Por exemplo, se um apostador sabe que a selec¸a˜o
portuguesa de futebol vence 68% dos seus jogos, pode decidir apostar, para
um u´nico jogo, em cada dez apostas, sete na selec¸a˜o portuguesa e treˆs na
selec¸a˜o adversa´ria, tentando assim um ganho maior do que se apostasse 100%
das vezes na selec¸a˜o portuguesa.
Definimos estrate´gia mista para um jogador como sendo uma distri-
buic¸a˜o de probabilidade sobre (algumas ou todas) as estrate´gias puras desse
jogador.
Consideremos enta˜o um jogo de soma nula com dois jogadores, L e C,
tais que os conjuntos das estrate´gias puras de cada um sa˜o representados,
respetivamente, por EL = {eL1, eL2, . . . , eLn} e EC = {eC1, eC2, . . . , eCm}.
Seja ainda A =
[
aij
]
∈ Rn×m a matriz dos payoffs do jogador L.
Cada jogador ira´ fazer os seus movimentos numa base probabil´ıstica. Con-
sideremos as seguintes notac¸o˜es:
• pi representa a probabilidade do jogador L escolher a estrate´gia eLi,
com i ∈ {1, . . . , n};
• qj representa a probabilidade do jogador C escolher a estrate´gia eCj,
com j ∈ {1, . . . ,m}.
Pela teoria das probabilidades, sabemos que
p1 + p2 + · · ·+ pn = 1 = q1 + q2 + · · ·+ qm.
Observemos que pi e qj sa˜o probabilidades independentes, para todo i ∈
{1, . . . , n} e j ∈ {1, . . . ,m}, e, portanto, piqj e´ a probabilidade, de numa
situac¸a˜o de jogo, o jogador L escolher a estrate´gia eLi e o jogador C escolher
a estrate´gia eCj.
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Consideremos os vetores p =
[
p1 p2 · · · pn
]T
e q =
[
q1 q2 · · · qm
]T
.
Estes vetores sa˜o as estrate´gias mistas do jogador L e C, respetivamente.
Se multiplicarmos cada payoff pela respetiva probabilidade e somarmos
todos esses resultados, obtemos o payoff esperado para o jogador L, quando
sa˜o escolhidas as estrate´gias mistas p e q. Representamos esse valor por
PL(p, q). Assim
PL(p, q) = a11p1q1 + a12p1q2 + · · ·+ a1mp1qm + a21p2q1 + · · ·+ anmpnqm.
E´ fa´cil verificar que o payoff esperado, em notac¸a˜o matricial, e´ dado por:
PL(p, q) = p
TAq =
[
p1 p2 · · · pn
]

a11 a12 . . . a1m
a21 a22 . . . a2m
...
...
. . .
...
an1 an2 . . . anm


q1
q2
...
qm
 .
Note-se que se PL(p, q) e´ o payoff esperado para o jogador L, −PL(p, q) e´ o
payoff esperado para o jogador C, ou seja, PC(p, q) = −PL(p, q).
Exemplo 2.3.6 (“Roda da Sorte”). Consideremos um jogo de soma nula
com dois jogadores L e C, onde cada jogador tem uma roda estaciona´ria com
um ponteiro mo´vel fixo no seu centro. A roda do jogador L esta´ dividida em
treˆs setores numerados com 1, 2 e 3 e a roda do jogador C esta´ dividida em
quatro setores 1, 2, 3 e 4. Os diferentes setores teˆm diferentes a´reas, como
mostra a figura.
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2 1
3
1
3 1
6
1
2
2 1
3 4
1
4
1
4
1
61
3
Cada jogador gira o ponteiro da sua roda, pondo-o em movimento, ate´ parar
aleatoriamente. Se considerarmos que as estrate´gias de cada jogador sa˜o os
respetivos setores da roda correspondente, o jogador L tem treˆs estrate´gias
poss´ıveis e o jogador C tem quatro. A matriz dos payoffs do jogador L e´:
A =

3 5 −2 −1
−2 4 −3 −4
6 −5 0 3
 .
Por exemplo, se o ponteiro da roda do jogador L para no setor 1 e o ponteiro
da roda do jogador C para no setor 2, enta˜o o jogador L acumula 5 pontos
e o jogador C acumula −5 pontos.
Neste jogo, os jogadores na˜o teˆm controlo sobre os seus movimentos e a
escolha de cada estrate´gia e´ determinada pela sorte.
Sejam pi a probabilidade do jogador L escolher a estrate´gia i e qj a
probabilidade do jogador C escolher a estrate´gia j, com i ∈ {1, 2, 3} e
j ∈ {1, 2, 3, 4}. Enta˜o, pela figura anterior, temos que:
p1 =
1
6
, p2 =
1
3
, p3 =
1
2
, q1 =
1
4
, q2 =
1
4
, q3 =
1
3
e q4 =
1
6
.
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O payoff esperado para o jogador L e´ dado por:
PL(p, q) =
[
1
6
1
3
1
2
]
3 5 −2 −1
−2 4 −3 −4
6 −5 0 3


1
4
1
4
1
3
1
6
 =
13
72
≈ 0, 18.
E´ esperado que, no final do jogo (ao fim de va´rias jogadas), o jogador L
receba uma me´dia de 0, 18 por jogo. ♦
Consideremos agora uma situac¸a˜o diferente. Suponhamos que ambos os
jogadores podem mudar as suas estrate´gias mistas, ou seja, se por exemplo
no jogo acima considerado for permitido, a ambos os jogadores, alterar as
a´reas dos setores das suas rodas e, consequentemente, as probabilidades dos
seus movimentos.
E´ evidente que cada jogador ira´ escolher a melhor estrate´gia mista poss´ıvel.
Para ver que tais escolhas sa˜o poss´ıveis, recorremos ao seguinte teorema:
Teorema 2.3.7 (Teorema minimax de von Neumann6). [21] Existem es-
trate´gias mistas p∗ e q∗ tais que
PL(p
∗, q) ≥ PL(p∗, q∗) ≥ PL(p, q∗),
para quaisquer estrate´gias mistas p e q. Ale´m disso,
min
q
(
max
p
PL(p, q)
)
= PL(p
∗, q∗) = max
p
(
min
p
PL(p, q)
)
.
A demonstrac¸a˜o deste teorema envolve a teoria de programac¸a˜o linear e
por isso sera´ omitida, podendo ser consultada em [21].
6Tambe´m conhecido por Teorema fundamental para jogos de soma nula com dois joga-
dores.
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Observemos que p∗ e q∗ sa˜o as melhores estrate´gias mistas que os joga-
dores L e C, respetivamente, devem escolher.
Se considerarmos v = PL(p
∗, q∗) enta˜o PL(p∗, q) ≥ v, para qualquer es-
trate´gia mista q. Isto significa que, se o jogador L escolhe a estrate´gia mista
p∗ enta˜o, independentemente da estrate´gia mista q que o jogador C escolher,
o payoff esperado para o jogador L nunca sera´ menor do que v.
Assim, a`s estrate´gias mistas p∗ e q∗, definidas no teorema anterior, cha-
mamos, respetivamente, estrate´gias mistas o´timas para os jogadores L e
C, respetivamente. O payoff PL(p
∗, q∗) e´ o valor do jogo.
Analogamente ao que foi visto para jogos de soma nula com estrate´gias
puras, dois pares de estrate´gias mistas o´timas da˜o origem ao mesmo valor de
jogo. Ou seja, se (p∗, q∗), (p∗∗, q∗∗) sa˜o pares de estrate´gias mistas o´timas,
enta˜o PL(p
∗, q∗) = PL(p∗∗, q∗∗).
O Teorema 2.3.7 permite provar que, quando um jogo de soma nula tem
ponto de equil´ıbrio, as estrate´gias mistas o´timas sa˜o as estrate´gias puras
o´timas. De facto, suponhamos que uma matriz A tem um ponto de equil´ıbrio
na entrada (r, s), as estrate´gias mistas o´timas p∗ e q∗ sa˜o:
p∗ =
[
δrj
]
∈ Rn×1 e q∗ =
[
δsj
]
∈ Rm×1
onde δkj =
 1 se j = k0 se j 6= k , para k ∈ {r, s}.
Se p∗ e q∗ sa˜o estrate´gias mistas definidas como anteriormente, enta˜o
PL(p
∗, q∗) = (p∗)T Aq∗ = ars. Ale´m disso, para qualquer estrate´gia mista q e
para qualquer estrate´gia mista p, temos que
PL(p
∗, q) = (p∗)T Aq ≥ ars = PL(p∗, q∗)
e
PL(p, q
∗) = pTAq∗ ≤ ars = PL(p∗, q∗),
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ou seja,
PL(p
∗, q) ≥ PL(p∗, q∗) ≥ PL(p, q∗),
para quaisquer estrate´gias mistas p e q. Logo, p∗ e q∗ sa˜o estrate´gias mistas
o´timas.
Iremos ver, de seguida, como determinar as estrate´gias mistas o´timas em
jogos de soma nula em que cada jogador apenas tem duas estrate´gias puras.
Caso particular: matrizes dos payoffs do tipo 2× 2
Suponhamos enta˜o que estamos perante um jogo de soma nula cuja matriz
dos payoffs e´ uma matriz 2 × 2, ou seja, cada jogador tem somente duas
estrate´gias puras poss´ıveis:
A =
a11 a12
a21 a22
 .
Suponhamos que as estrate´gias mistas do jogador L e do jogador C sa˜o,
respetivamente, p =
[
p1 p2
]T
e q =
[
q1 q2
]T
, onde p1 + p2 = 1, q1 + q2 = 1
e pi, qi ≥ 0, para i ∈ {1, 2}.
O payoff esperado para o jogador L e´ dado por:
PL(p, q) = p
TAq = a11p1q1 + a12p1q2 + a21p2q1 + a22p2q2.
Como p2 = 1− p1 e q2 = 1− q1, substituindo obtemos:
PL(p, q) = a11p1q1 + a12p1(1− q1) + a21(1− p1)q1 + a22(1− p1)(1− q1)
= (a11 − a12 − a21 + a22) p1q1 + (a21 − a22) q1 + (a12 − a22) p1 + a22,
com p1, q1 ∈ [0, 1].
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Suponhamos que o jogador L sabe que o jogador C vai adotar a estrate´gia
mista q′. O jogador L tenta maximizar o seu ganho e para tal deve escolher
uma estrate´gia mista p′ tal que PL(p′, q′) = max
p
PL(p, q
′). A melhor escolha
para o jogador C seria adotar a estrate´gia mista q′ tal que:
max
p
PL(p, q
′) = min
q
(
max
p
PL(p, q)
)
.
Este payoff e´ o ma´ximo payoff que o jogador L pode obter se C adotar a
estrate´gia mista q′.
Analogamente, suponhamos agora que o jogador C sabe que o jogador L
ira´ escolher a estrate´gia mista p′. A estrate´gia mista o´tima para o jogador C
seria escolher q′ tal que PL(p′, q′) = min
q
PL(p
′, q). E assim, a melhor escolha
para o jogador L seria adotar a estrate´gia mista p′ tal que
min
q
PL(p
′, q) = max
p
(
min
q
PL(p, q)
)
.
A existeˆncia destas estrate´gias mistas p′ e q′ e´ assegurada pelo Teorema
2.3.7, de tal forma que, para todas as estrate´gias mistas p e q:
PL(p
′, q) ≥ v e PL(p, q′) ≤ v
se e somente se
min
q
(
max
p
PL(p, q)
)
= v = max
p
(
min
q
PL(p, q)
)
,
onde v e´ o valor do jogo.
Assim, para determinar as estrate´gias mistas o´timas, basta encontrar um
ponto de sela da func¸a˜o PL(p, q), analisando-a como func¸a˜o nas varia´veis p1
e q1.
7
7No Apeˆndice C, e´ poss´ıvel recordar, de forma sucinta, o estudo de pontos cr´ıticos de
func¸o˜es reais de duas varia´veis reais.
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O gradiente dessa func¸a˜o e´
((a11 − a12 − a21 + a22) q1 + (a12 − a22) , (a11 − a12 − a21 + a22) p1 + (a21 − a22)) .
Se a11 − a12 − a21 + a22 6= 0, o u´nico ponto cr´ıtico e´ o ponto (p∗1, q∗1), com
p∗1 =
a22 − a21
a11 − a12 − a21 + a22 e q
∗
1 =
a22 − a12
a11 − a12 − a21 + a22 .
Para verificar se o ponto (p∗1, q
∗
1) e´ um ponto de sela, temos que estudar o
sinal do seu Hessiano:∣∣∣∣∣∣ 0 a11 − a12 − a21 + a22a11 − a12 − a21 + a22 0
∣∣∣∣∣∣ = − (a11 − a12 − a21 + a22)2 < 0
Logo, o ponto (p∗1, q
∗
1) e´ um ponto de sela da func¸a˜o PL(p, q). Note-se que se
considerarmos p∗ =
[
p∗1 1− p∗1
]T
, temos que:
PL(p
∗, q) = (a12 − a22) a22 − a21
a11 − a12 − a21 + a22 + a22
=
a11a22 − a12a21
a11 − a12 − a21 + a22 ,
ou seja, o payoff esperado para o jogador L e´ independente de q, isto e´, e´
independente qualquer que seja a estrate´gia mista escolhida pelo jogador C.
Por outro lado, se escolhermos uma estrate´gia mista q∗ =
[
q∗1 1− q∗1
]T
e,
substituindo no payoff esperado do jogador L, obtemos:
PL(p, q
∗) = (a21 − a22) a22 − a12
a11 − a12 − a21 + a22 + a22
=
a11a22 − a12a21
a11 − a12 − a21 + a22 .
Assim PL(p
∗, q) = PL(p, q∗), para quaisquer estrate´gias mistas p e q. Donde
se deduz que as estrate´gias mistas anteriormente determinadas, isto e´,
p∗ =

a22 − a21
a11 − a12 − a21 + a22
a11 − a12
a11 − a12 − a21 + a22
 e q∗ =

a22 − a12
a11 − a12 − a21 + a22
a11 − a21
a11 − a12 − a21 + a22

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sa˜o estrate´gias mistas o´timas para os jogadores L e C, respetivamente. Ale´m
disso, o valor do jogo e´
v =
a11a22 − a12a21
a11 − a12 − a21 + a22 .
Suponhamos agora que a11 − a12 − a21 + a22 = 0.
Enta˜o o payoff esperado para ao jogador L e´ dado por
PL(p, q) = (a21 − a22) q1 + (a12 − a22) p1 + a22,
com p1, q1 ∈ [0, 1].
O gradiente desta func¸a˜o e´ dado por (a12 − a22, a21 − a22). E´ fa´cil verificar
que, se a22 = a12 = a21, enta˜o todos os pontos (p1, q1) ∈ [0, 1] × [0, 1] sa˜o
pontos cr´ıticos da func¸a˜o e como, neste caso, a func¸a˜o e´ constante, sa˜o pontos
de sela. Portanto, quaisquer estrate´gias mistas adotadas pelos jogadores L
ou C sa˜o o´timas.
Exemplo 2.3.8 (“Par ou ı´mpar”). Consideremos o jogo de soma nula entre
dois jogadores, L e C, em que cada jogador mostra, ao mesmo tempo, um
ou dois dedos. Suponhamos que a matriz dos payoffs do jogador L e´
A =
 2 −3
−3 4
 .
E´ fa´cil verificar que esta matriz dos payoffs na˜o tem ponto de equil´ıbrio,
portanto, na˜o existe uma estrate´gia pura o´tima para cada jogador. Veja-
mos como, neste caso, e´ poss´ıvel estabelecer uma estrate´gia mista o´tima que
permita determinar o valor do jogo. Tal como foi visto, para construir uma
estrate´gia mista, atribu´ımos a cada estrate´gia pura uma probabilidade (que
indica a frequeˆncia com que cada estrate´gia pura sera´ jogada). Neste jogo, o
jogador L tem duas estrate´gias puras (“mostrar um dedo” e “ mostrar dois
dedos”) e o jogador C tem as mesmas estrate´gias puras.
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Consideremos que a estrate´gia mista do jogador L e´ o vetor p =
[
p1 1− p1
]T
e o jogador C tem como estrate´gia mista q =
[
q1 1− q1
]T
, com 0 ≤ p1 ≤ 1
e 0 ≤ q1 ≤ 1. Isto significa, por exemplo, que o jogador L mostra um dedo
com probabilidade p1 e o jogador C fa´-lo com probabilidade q1.
De acordo com o que foi visto anteriormente, o payoff esperado do jogador
L e´ dado por
PL(p1, q1) = p
TAq = 12p1q1 − 7q1 − 7p1 + 4.
De acordo com o Teorema 2.3.7, temos que determinar p1 e q1 tais que
min
q1
(
max
p1
PL(p1, q1)
)
= max
p1
(
min
q1
PL(p1, q1)
)
, ou seja, queremos determi-
nar o ponto de sela da func¸a˜o PL(p1, q1), enquanto func¸a˜o nas varia´veis p1 e
q1.
Assim, o ponto (p1, q1) =
(
7
12
,
7
12
)
e´ o ponto de sela dessa func¸a˜o e
p∗ = q∗ =
[
7
12
5
12
]T
sa˜o as estrate´gias mistas para os jogadores L e C,
respetivamente.
O valor do jogo e´ v = − 1
12
. Trata-se, portanto, de um jogo favora´vel ao
jogador C. ♦
Para jogos de soma nula cuja matriz dos payoffs e´ do tipo n ×m (com
n,m ≥ 2), e´ poss´ıvel provar que a “soluc¸a˜o” do jogo e´ a soluc¸a˜o com as
estrate´gias mistas de um dos seus subjogos 2 × 2, isto e´, jogos cuja matriz
dos payoffs e´ uma submatriz 2× 2 da matriz inicial. Como pode existir um
grande nu´mero de subjogos 2 × 2, para tentar encontrar a soluc¸a˜o, existe
uma te´cnica gra´fica, que sai fora do aˆmbito do nosso trabalho.[1]
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2.4 Considerac¸o˜es finais
Em todos os casos considerados, pressupoˆs-se uma condic¸a˜o que pode ser
designada por “comportamento razoa´vel” dos dois jogadores. Este compor-
tamento consiste em considerar que cada jogador supo˜e que o seu adversa´rio
atuara´ sempre de modo a salvaguardar os seus pro´prios interesses e aplicara´
a estrate´gia mais indicada para que isso acontec¸a.
A soluc¸a˜o apresentada por von Neumann esta´ limitada a jogos de soma
nula, que na˜o correspondem a` maioria dos conflitos de interesse, principal-
mente em deciso˜es econo´micas e sociais. Jogos nestas a´reas costumam apre-
sentar somas na˜o constantes e sa˜o chamados jogos de soma na˜o nula.
Esta restric¸a˜o foi ultrapassada pelo trabalho desenvolvido por John Nash
durante a de´cada de 50. De acordo com Nash, todos os jogos de soma na˜o
nula com dois jogadores apresentam pelo menos um equil´ıbrio, em estrate´gia
mista ou pura.
Este, conhecido por equil´ıbrio de Nash ou equil´ıbrio cooperativo, repre-
senta uma situac¸a˜o de jogo em que nenhum jogador pode melhorar a sua
situac¸a˜o, dada a estrate´gia seguida pelo jogador adversa´rio, ou seja, corres-
ponde a` situac¸a˜o de jogo, na qual cada jogador, fazendo uso da estrate´gia
adequada, garante um ganho mı´nimo.[21]
Um exemplo de um jogo de soma na˜o nula que ja´ foi referido anteriormente
e´ o Dilema dos prisioneiros (para todas as estrate´gias poss´ıveis, a soma
dos payoffs e´ diferente de zero). Trata-se de uma jogo em que existe a
possibilidade de cooperac¸a˜o ou de perda mu´tua. O facto de ac¸o˜es racionais
individuais levarem a um mau resultado em termos de interesse pro´prio e´ o
motivo da importaˆncia deste dilema em questo˜es sociais, uma vez que esta
situac¸a˜o se pode considerar uma simplificac¸a˜o de conflitos sociais.
2.4 Considerac¸o˜es finais 79
No Dilema dos prisioneiros, o equil´ıbrio de Nash corresponde a` situac¸a˜o
de jogo na qual nenhum dos prisioneiros confessa. Isto pode ser observado
na matriz dos payoffs, pois quando tal acontece, ambos os prisioneiros teˆm
um ganho “mı´nimo”: o nu´mero total de anos que os dois passara˜o na prisa˜o
e´ menor do que nos outros casos.

Apeˆndice A
Grupo dos bina´rios
Os nu´meros inteiros positivos podem ser representados em qualquer sis-
tema de numerac¸a˜o de base inteira positiva. E´ usual o sistema de numerac¸a˜o
baseado na base 10 (com 10 d´ıgitos diferentes). Mas os computadores, por
exemplo, pelo facto de so´ representarem dois valores, os d´ıgitos bina´rios 0 e
1, trabalham em sistema de numerac¸a˜o de base 2.
Na conversa˜o de um nu´mero inteiro positivo na base decimal para a base
2, o me´todo mais direto e´ efetuar a divisa˜o sucessiva da parte inteira desse
nu´mero por 2, sendo os restos obtidos em cada uma dessas diviso˜es, os d´ıgitos
da base 2 (a comec¸ar com o menos significativo), ate´ o quociente da divisa˜o
ser 0.
Exemplo A.0.1. Dado o nu´mero 14, na divisa˜o inteira por 2 obtemos:
dividendo quociente resto
14 7 0
7 3 1
3 1 1
1 0 1
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Assim 14 = 1×23+1×22+1×21+0×20 e assim escrevemos 14 = (1110)2.
♦
Seja x ∈ N0. Se x = xm2m + xm−12m−1 + · · ·+ x12 + x0, com xi ∈ {0, 1},
para cada i ∈ {0, 1, . . . ,m}. Enta˜o escrevemos x = (xm, xm−1, . . . , x1, x0)2.
Dados dois nu´meros inteiros na˜o negativos x = (xm, xm−1 . . . , x1, x0)2 e
y = (ym, ym−1, . . . , y1, y0)2, a soma–Nim de x com y, denetoda por x⊕ y, e´
dada por z = x⊕ y, onde z = (zm, zm−1, . . . , z1, z0)2 com zk = xk +2 yk, para
todo k ∈ {0, 1, . . . ,m} e
+2 0 1
0 0 1
1 1 0
A soma–Nim goza das seguintes propriedades:
Associatividade
Dados inteiros x, y e z quaisquer tais que x = (xm, . . . , x0)2, y = (ym, . . . , y0)2
e z = (zm, . . . , z0)2, enta˜o:
x⊕ (y ⊕ z) = (xm, . . . , x0)2 ⊕ ((ym, . . . , y0)2 ⊕ (zm, . . . , z0)2)
= (xm, . . . , x0)2 ⊕ (ym +2 zm, . . . , y0 +2 z0)2
= (xm +2 (ym +2 zm), . . . , x0 +2 (y0 +2 z0))2
= ((xm +2 ym) +2 zm, . . . , (x0 +2 y0) +2 z0)2
= (xm +2 ym, . . . , x0 +2 y0)2 ⊕ (zm, . . . , z0)2
= ((xm, . . . , x0)2 ⊕ (ym, . . . , y0)2)⊕ (zm, . . . , z0)2
= (x⊕ y)⊕ z
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Comutatividade
Dados inteiros x e y quaisquer tais que x = (xm, . . . , x0)2 e y = (ym, . . . , y0)2,
enta˜o:
x⊕ y = (xm, . . . , x0)2 ⊕ (ym, . . . , y0)2
= (xm +2 ym, . . . , x0 +2 y0)2
= (ym +2 xm, . . . , y0 +2 x0)2
= (ym, . . . , y0)2 ⊕ (xm, . . . , x0)2
= y ⊕ x
O elemento neutro e´ 0 = (0, . . . , 0)2
Dado um inteiro x qualquer tal que x = (xm, . . . , x0)2, enta˜o
x⊕ 0 = (xm, . . . , x0)2 ⊕ (0, . . . , 0)2
= (xm +2 0, . . . , x0 +2 0)2
= (xm, . . . , x0)2
= x
Cada nu´mero e´ inverso de si pro´prio
Dado um inteiro x qualquer tal que x = (xm, . . . , x0)2, enta˜o
x⊕ x = (xm, . . . , x0)2 ⊕ (xm, . . . , x0)2
= (xm +2 xm, . . . , x0 +2 x0)2
= (0, . . . , 0)2
= 0
E, provamos assim que o conjunto N0 munido da soma–Nim e´ um grupo
abeliano. Resta mostrar que e´ va´lida a lei do corte.
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Lei do corte
Dados inteiros x, y e z quaisquer, enta˜o:
x⊕ y = z ⊕ y ⇔ (x⊕ y)⊕ y = (z ⊕ y)⊕ y por definic¸a˜o de soma–Nim
⇔ x⊕ (y ⊕ y) = z ⊕ (y ⊕ y) pela associatividade da soma–Nim
⇔ x⊕ 0 = z ⊕ 0 por definic¸a˜o de inverso de um elemento
⇔ x = z por definic¸a˜o de elemento neutro
Apeˆndice B
Outras variantes do jogo do
Nim
Tal como o jogo do Nim, as suas variantes tratam-se de jogos de dois
jogadores em que cada um, alternadamente, retira ou adiciona pec¸as a pilhas.
Caracterizam-se por terem uma determinada configurac¸a˜o inicial de pec¸as e
teˆm regras muito simples.
Lim
Jogo com 3 pilhas de pec¸as. Em cada jogada, o jogador escolhe 2 pilhas
e retira o mesmo nu´mero de pec¸as de cada uma delas e adiciona esse nu´mero
a` terceira pilha. Perde o jogador que na˜o conseguir jogar na sua vez, por
encontrar duas pilhas vazias. [22]
Exemplo B.0.2. Considerando a combinac¸a˜o inicial de pec¸as (5, 3, 7), veja-
mos um poss´ıvel desenvolvimento do jogo do Lim:
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(5, 3, 7) (2, 6, 4) 
1º 
jogador 
(6, 2, 0) 
2º 
jogador 
(4, 0, 2) 
1º 
jogador 
(2, 2, 0) 
2º 
jogador 
(0, 0, 2) 
1º 
jogador 
2º 
jogador  
(0, 0, 0) 
♦
Whitoff–II Nim
Jogo com 2 pilhas de pec¸as. Em cada jogada, cada jogador tem duas
possibilidades:
• escolhe uma das pilhas e retira, pelo menos, uma pec¸a, podendo tambe´m
retirar todas as pec¸as da pilha;
• retira o mesmo nu´mero de pec¸as de ambas as pilhas.
Ganha o jogador que retirar a u´ltima pec¸a. [22]
Exemplo B.0.3. Considerando a combinac¸a˜o inicial de pec¸as (5, 3), vejamos
um poss´ıvel desenvolvimento do jogo Whitoff–II:
(5, 3) (3, 3) 
1º jogador 
(0,0) 
2º jogador 
♦
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Po´quer Nim
Jogo muito semelhante ao jogo do Nim cla´ssico, no entanto, neste caso,
os jogadores, em cada jogada, podem optar por retirar ou adicionar pec¸as a
uma das pilhas, sendo que as pilhas nunca podera˜o ter um nu´mero de pec¸as
superior ao nu´mero inicial. Ganha o jogador que retirar a u´ltima pec¸a. [25]
Exemplo B.0.4. Considerando a combinac¸a˜o inicial de pec¸as (3, 4, 5), veja-
mos um poss´ıvel desenvolvimento do jogo Po´quer Nim:
(3, 4, 5) (3, 4, 0) 
1º jogador 
(3, 3, 0) 
2º jogador 
(3, 3, 1) 
1º jogador 
(0, 3, 1) 
2º jogador 
(0, 3, 3) 
1º jogador 
(0, 3, 0) 
2º jogador 
(0, 0, 0) 
1º jogador 
♦
Lasker’s Nim
Jogo semelhante ao jogo do Nim cla´ssico, no entanto, em cada jogada,
cada jogador tem duas possibilidades:
• retirar qualquer nu´mero de pec¸as de uma so´ pilha;
• dividir qualquer uma das pilhas em duas, na˜o sendo removidas pec¸as.
Ganha o jogador que retirar a u´ltima pec¸a. [9]
Exemplo B.0.5. Considerando a combinac¸a˜o inicial de pec¸as (2, 5, 7), veja-
mos um poss´ıvel desenvolvimento do jogo Laker’s Nim:
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(2, 5, 7) (2, 5, 1, 6) 
1º jogador 
(0, 5, 1, 6) 
2º jogador 
(0, 5, 1, 0) 
1º jogador 
(0, 1, 4, 1, 0) 
2º jogador 
(0, 1, 0, 1, 0) 
1º jogador 
(0, 0, 0, 1, 0) 
2º jogador 
(0, 0, 0, 0, 0) 
1º jogador 
♦
Moore’s Nim
Jogo que, em cada jogada, cada jogador pode retirar qualquer nu´mero
de pec¸as de k pilhas, com k fixo, tendo obrigatoriamente que retirar, pelo
menos, uma pec¸a em cada jogada. [18]
Por exemplo, se k = 1, a situac¸a˜o reduz ao jogo do Nim cla´ssico com uma
pilha. Se considerarmos k = 2, e´ poss´ıvel retirar pec¸as de, no ma´ximo, 2
pilhas.
Ganha o jogador que retirar a u´ltima pec¸a.
Exemplo B.0.6. Considerando a combinac¸a˜o inicial de pec¸as (3, 4, 5, 6),
vejamos um poss´ıvel desenvolvimento do jogo Moore’s Nim:
(3, 4, 5, 6) (3, 3, 3, 6) 
1º jogador 
(3, 3, 3, 0) 
2º jogador 
(3, 1, 0, 0) 
1º jogador 
(0, 0, 0, 0) 
2º jogador 
♦
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Leonardo Nim
Jogo que generaliza o jogo Fibonacci Nim jogado com qualquer nu´mero
de pilhas de pec¸as. Em cada jogada, cada jogador tem de remover pec¸as de
uma das pilhas, obedecendo a`s seguintes regras:
• caso ainda na˜o tenham sido retiradas pec¸as de uma pilha, enta˜o na˜o se
pode retirar o nu´mero total de pec¸as dessa pilha;
• caso ja´ tenham sido removidas pec¸as de uma pilha, enta˜o pode reti-
rar-se, no ma´ximo, o dobro do nu´mero de pec¸as retirado na jogada
anterior.
Ganha o jogador que remover a u´ltima pec¸a. [17]
Exemplo B.0.7. Considerando a combinac¸a˜o inicial de pec¸as (3, 5, 7), veja-
mos um poss´ıvel desenvolvimento do jogo Leonardo Nim:
(3, 5, 7) (3, 5, 3) 
1º jogador 
(3, 5, 0) 
2º jogador 
(3, 3, 0) 
1º jogador 
(1, 3, 0) 
2º jogador 
(1, 0, 0) 
1º jogador 
(0, 0, 0) 
2º jogador 
♦
Pisano Nim
Jogo muito ideˆntico ao jogo Leonardo Nim, com uma alterac¸a˜o na pri-
meira regra: caso ainda na˜o tenham sido retiradas pec¸as de uma pilha, enta˜o
pode retirar-se qualquer nu´mero de pec¸as dessa pilha, ou mesmo o nu´mero
total de pec¸as da pilha. [17]
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Exemplo B.0.8. Considerando a combinac¸a˜o inicial de pec¸as (3, 5, 7), veja-
mos um poss´ıvel desenvolvimento do jogo Pisano Nim:
(3, 5, 7) (3, 5, 3) 
1º jogador 
(3, 0, 3) 
2º jogador 
(1, 0, 3) 
1º jogador 
(1, 0, 1) 
2º jogador 
(0, 0, 1) 
1º jogador 
(0, 0, 0) 
2º jogador 
♦
Apeˆndice C
Extremos de uma func¸a˜o real
de duas varia´veis reais
Seja f uma func¸a˜o real de duas varia´veis definida em Df ⊆ R2 e seja
(a, b) ∈ Df .
Dizemos que (a, b) e´ um maximizante local (respetivamente, minimi-
zante local) de f se, para todo (x, y) pertencente a uma vizinhanc¸a de (a, b),
temos
f(a, b) ≥ f(x, y) (respetivamente, f(a, b) ≤ f(x, y))
e dizemos que (a, b) e´ um extremante da func¸a˜o f . Ao valor f(a, b) chamamos
ma´ximo local (respetivamente, mı´nimo local)
Suponhamos que f admite derivadas parciais de ordem 1. Definimos
gradiente de f , que denotamos por ∇f , como sendo
∇f(x, y) =
(
∂f
∂x
(x, y),
∂f
∂y
(x, y)
)
Dizemos que o ponto (a, b) e´ candidato a extremante de func¸a˜o f se
satisfizer uma das seguintes condic¸o˜es:
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• (a, b) e´ um ponto cr´ıtico de f , isto e´, ∇f(a, b) = (0, 0);
• (a, b) e´ um ponto onde f na˜o e´ diferencia´vel ;
• (a, b) e´ um ponto da fronteira do domı´nio de f .
Vejamos apenas o estudo dos pontos cr´ıticos.1
Seja (a, b) um ponto cr´ıtico da func¸a˜o f e suponhamos que f admite deri-
vadas parciais de 2a ordem cont´ınuas numa vizinhanc¸a de (a, b). Considere-se
ainda o seguinte determinante, ao qual chamamos Hessiano:
H(a, b) =
∣∣∣∣∣∣
∂2f
∂x2
(a, b) ∂
2f
∂x∂y
(a, b)
∂2f
∂y∂x
(a, b) ∂
2f
∂y2
(a, b)
∣∣∣∣∣∣ .
Enta˜o
• se H(a, b) > 0 e ∂
2f
∂x2
(a, b) > 0, enta˜o (a, b) e´ um minimizante (local)
de f ;
• se H(a, b) > 0 e ∂
2f
∂x2
(a, b) < 0, enta˜o (a, b) e´ um maximizante (local)
de f ;
• se H(a, b) < 0, enta˜o (a, b) e´ um ponto de sela de f ;
• se H(a, b) = 0, nada se pode concluir.
Exemplo C.0.9. Seja f : R2 → R a func¸a˜o definida por
f(x, y) = x2 + y2 − 2x− 4y.
Para determinar a existeˆncia de pontos de extremos, vamos comec¸ar por
determinar o gradiente da func¸a˜o e igualar este a zero:
∇f(x, y) = (0, 0)⇔

∂f
∂x
(x, y) = 0
∂f
∂y
(x, y) = 0
⇔
 x = 1y = 2 .
1O estudo dos pontos da fronteira e dos pontos onde a func¸a˜o na˜o e´ diferencia´vel e´ feito
caso a caso.
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Logo (1, 2) e´ um ponto cr´ıtico de f .
Como H(x, y) = 4 > 0 e
∂2f
∂x2
(x, y) = 2 > 0, para todo (x, y) ∈ R2, enta˜o
(1, 2) e´ um minimizante (local) de f . ♦
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