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VMO SPACES ASSOCIATED WITH NEUMANN LAPLACIAN
MINGMING CAO AND KOˆZOˆ YABUTA
Abstract. In this paper, we establish several different characterizations of the vanish-
ing mean oscillation space associated with Neumann Laplacian ∆N , written VMO∆N (R
n).
We first describe it with the classical VMO(Rn) and certain VMO on the half-spaces.
Then we demonstrate that VMO∆N (R
n) is actually BMO∆N (R
n)-closure of the space
of the smooth functions with compact supports. Beyond that, it can be characterized
in terms of compact commutators of Riesz transforms and fractional integral operators
associated to the Neumann Laplacian. Additionally, by means of the functional anal-
ysis, we obtain the duality between certain VMO and the corresponding Hardy spaces
on the half-spaces. Finally, we present an useful approximation for BMO functions on
the space of homogeneous type, which can be applied to our argument and otherwhere.
1. Introduction
In 1970s, Coifman and Weiss [12] introduced a function space of vanishing mean
oscillation, denoted by VMO(Rn), which was defined by the closure in the BMO norm
of the space of continuous functions with compact support. They then proved that the
Hardy space H1(Rn) is the dual of VMO(Rn). A deeper study of VMO(Rn) space was
done by Uchiyama [33]. He proved that the VMO(Rn) space can be described by the
limits of mean oscillation on cubes. Significantly, it was also given a characterization of
VMO(Rn) via the copmactness of the commutators of singular integrals. To be more
specific, let 1 < p < ∞, Rj be the j-th Riesz transform on Rn, and K(X, Y ) be the
collection of compact operators from Banach space X to Banach space Y . Then there
holds that
b ∈ VMO(Rn) if and only if [b, Rj ] ∈ K(Lp(Rn), Lp(Rn)). (1.1)
Thus, the commutators behave better than just being bounded, which was obtained
by Coifman, Rochberg and Weiss [13]. We should remind that the VMO(Rn) space
throughout this article is different from Sarason’s [31] although the notation is the same.
The VMO space and compact commutators have attracted one’s attention among re-
searchers in PDEs. The compact commutators were proved by Iwaniec and Sbordone
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[24] to be an effective tool in solving elliptic equations with VMO coefficients. Moreover,
the smoothing effect of commutators owns other important applications, for example,
the compensated compactness [11] and the integrability theory of Jacobians [23]. Re-
cently, the compactness on Morrey spaces in [29] were applied to discuss fine Morrey and
Ho¨lder regularity of strong solutions to higher-order elliptic and parabolic equations with
VMO coefficients. Afterwards, the relationship between the VMO space and compact
commutators was extended and improved to the more general cases including Morrey
space [9], weighted Lebesgue space [10, 35], the operators with non-smooth kernels [7, 8],
and the recent bilinear singular integrals [3, 4]. It is worth pointing out that all these
results are obtained following Uchiyama’s approach, especially the Fre´chet-Kolmogorov
theorem and its variations.
It is well known that to fully understand the VMO space, one first should compre-
hend the larger space BMO. The theory of the classical BMO was established by John
and Nirenberg [26] and generalized by Duong and Yan [18, 19] to the function space
BMOL(Rn) associated with an operator L. Soon after, the authors [15] introduced and
characterized the new function space VMOL of vanishing mean oscillation associated
with the operator L in the context of the theory of tent spaces. As one has seen, the
theory of the classical BMO and VMO is closely connected to the Laplacian ∆. On
the other hand, the generalization of the operator L brings the new challenges to study
the VMOL space. As far as we know, there is almost no literature to explore its other
properties except for the duality. Thus, three basic questions arising from (1.1) motivate
our work:
• Question 1: Does (1.1) hold for Riesz transforms ∇L−1/2 associated with the
operator L other than the Laplacian?
• Question 2: What type of VMOL spaces is suitable to (1.1) for Riesz transforms
∇L− 12?
• Question 3: Are there other new properties for VMOL?
Before addressing these questions, let us get a glimpse of the possibility. If L is the
Dirichlet Laplacian ∆D+ on R
n
+, then the BMO∆D+ (R
n
+) space cannot be characterized
by the boundedness of [b,∇∆−1/2D+ ] (see [16, Theorem 1.4]). This indicates that the equa-
tion (1.1) does not hold for ∇L− 12 in a very general framework. On the other hand, (1.1)
holds for certain special operator, for example the Bessel operator ∆λ in [17]. Further-
more, as we know, the boundedness is prior condition for the compactness. Taking into
consideration some research on the Neumann Laplacian ∆N [14] and the boundedness
of commutators of ∇∆−1/2N in [27], we will pay our attention to the Neumann Laplacian
∆N . We postpone all the definitions and notation in Section 2.
We begin with giving an answer to Question 1.
Theorem 1.1. Let 1 < p < ∞ and j = 1, . . . , n. Then b ∈ VMO∆N (Rn) if and only if
[b, RN,j ] is a compact operator on L
p(Rn).
Our next main result is to indicate that the equation (1.1) also holds for the fractional
integrals associated with the Neumann Laplacian ∆N .
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Theorem 1.2. Let 0 < α < n, 1 < p < q <∞ with 1
q
= 1
p
− α
n
. Then b ∈ VMO∆N (Rn)
if and only if [b,∆
−α/2
N ] is a compact operator from L
p(Rn) to Lq(Rn).
Theorems 1.1 and 1.2 also provide positive answers to Question 2. Additionally,
VMOL space is suitable to (1.1) for Riesz transforms ∇L− 12 when L is the Neumann
Laplacian ∆N+ (∆N−) on the upper (lower) half-space. Actually, we have established
the desired properties for the corresponding VMO spaces on the half-space in Section 3.
The approach in Section 5 is easily modified to the setting of half-spaces. The details
are left to the readers.
Considering Question 3, we first build a bridge between the VMO∆N (R
n) and the
classical VMO space. As we will see, it is quite valuable to further study the VMO∆N (R
n)
space.
Theorem 1.3. The VMO∆N (R
n) space can be characterized in the following way:
VMO∆N (R
n) =
{
f ∈M(Rn) : f+,e ∈ VMO(Rn) and f−,e ∈ VMO(Rn)
}
.
Moreover, we have that
‖f‖VMO∆N (Rn) ≃ ‖f+,e‖VMO(Rn) + ‖f−,e‖VMO(Rn).
Beyond that, we can understand the VMO∆N (R
n) space in the following way.
Theorem 1.4. The VMO∆N (R
n) space is the BMO∆N (R
n)-closure of C∞c (R
n).
We also amalyze the other properties, including characterizations, duality and weak*-
convergence, of VMO∆N (R
n) and associated spaces in Section 3 and Section 4.
Now let us discuss the strategy of the proof. Generally, the proof of (1.1), as well as
other known results about the compactness of commutators, makes use of a characteri-
zation of precompactness in Lebesgue spaces, which is the so-called Fre´chet-Kolmogorov
theorem. Such theorem has been adapted for various spaces for examples, [7], [9], [10]
and [17]. Even so, it seems to be invalid for the Neumann Laplacian ∆N . One main rea-
son is that the smooth properties on Rn are not enough although the Riesz transforms
∇∆N are Caldero´n-Zygmund operators on both Rn+ and Rn−. In order to circumvent
this obstacle, we reduce our question to that in Lpe(R
n), which is a closed subspace of
Lp(Rn) and contains all even functions with respect to the last variable. Theorem 1.3
is based on the reflection argument on Rn. Thus it allows us to focus on the analysis
on half-spaces. The proof of Theorem 1.4 is constructive but different from Uchiyama’s.
We mainly apply some BMO estimates for smooth functions with compact support. In
view of Theorem 1.3, it needs to connect the functions on the upper and lower spaces by
continuity and smoothness. As we mentioned above, the VMO∆N (R
n) space is closely
related to those on half-spaces, such as VMOe(Rn+), VMOr(R
n
+) and VMOz(R
n
+). Hence,
we also investigate their duality to understand VMO∆N (R
n) well. Our method is mo-
tivated by [12] and [5]. Some results from functional analysis is quite effective on our
conclusion. Not only that, we utilize an approximation for BMO functions by the con-
tinuous functions with bounded support. The general case will be presented in Section
6.
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This article is organized as follows. In Section 2, we recall the definitions of the
Neumann Laplacian ∆N+ and the reflection Neumann Laplacian ∆N . We also collect
some known results related to various types of BMO spaces. In Section 3, we introduce
the vanishing mean oscillation space VMO∆N (R
n) associated with ∆N , and provide
its characterizations by means of the classical VMO(Rn) space, the VMO on the half-
spaces, and smooth functions with compact supports. Section 4 is devoted to the duality
between certain VMO spaces and the corresponding Hardy spaces. After that, in Section
5, we establish other characterizations of VMO∆N (R
n) using the compact commutators
of Riesz transforms and fractional integral operators associated with ∆N . Finally, in
Section 6, an approximation is presented for BMO functions on the space of homogeneous
type in the sense of Coifman-Weiss.
2. Preliminaries
2.1. The Neumann Laplacian. The Neumann problem on the half line (0,∞) is given
by the following: 
ut − uxx = 0, x, t ∈ (0,∞),
u(x, 0) = φ(x),
ux(0, t) = 0.
(2.1)
Let ∆1,N+ be the Laplacian corresponding to (2.1). According to [32, Section 3.1], we
see that
u(x, t) = e−t∆1,N+ (φ)(x).
For n > 1, write Rn+ = R
n−1 × R+. And we define the Neumann Laplacian on Rn+ by
∆N+ := ∆n,N+ = ∆n−1 +∆1,N+ ,
where ∆n−1 is the Laplacian on Rn−1. Similarly, we can define Neumann Laplacian
∆N− := ∆n,N− on R
n
−.
The Laplacian ∆ and Neumann Laplacian ∆N± are positive definite self-adjoint op-
erators. By the spectral theorem one can define the semigroups generated by these
operators {e−t∆}t≥0 and {e−t∆N±}t≥0. Set pt(x, y) and pt,∆N± (x, y) to be the heat ker-
nels corresponding to the semigroups generated by ∆ and ∆N± , respectively. Then there
holds
pt(x, y) = (4πt)
−n
2 e−
|x−y|2
4t .
It follows from the reflection method [32, p. 60] that
pt,∆N+ (x, y) = (4πt)
−n
2 e−
|x′−y′|2
4t
(
e−
|xn−yn|
2
4t + e−
|xn+yn|
2
4t
)
, x, y ∈ Rn+;
pt,∆N− (x, y) = (4πt)
−n
2 e−
|x′−y′|2
4t
(
e−
|xn−yn|
2
4t + e−
|xn+yn|
2
4t
)
, x, y ∈ Rn−.
Now let ∆N be the uniquely determined unbounded operator acting on L
2(Rn) such
that
(∆Nf)+ = ∆N+f+ and (∆Nf)− = ∆N−f− (2.2)
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for all f : Rn → R such that f+ ∈ W 1,2(Rn+) and f− ∈ W 1,2(Rn−). Then ∆N is a positive
self-adjoint operator and(
e−t∆Nf
)
+
= e−t∆N+f+ and
(
e−t∆Nf
)
− = e
−t∆N−f−. (2.3)
The heat kernel of e−t∆N , denoted by pt,∆N (x, y), is given by
pt,∆N (x, y) = (4πt)
−n
2 e−
|x′−y′|2
4t
(
e−
|xn−yn|
2
4t + e−
|xn+yn|
2
4t
)
H(xnyn),
where H : R→ {0, 1} is the Heaviside function given by
H(t) = 1, if t ≥ 0; H(t) = 0, if t < 0.
Note that
• The operators ∆, ∆N± and ∆N are self-adjoint and they generate bounded ana-
lytic positive semigroups acting on all Lp(Rn) spaces for 1 ≤ p ≤ ∞;
• Let pt,L(x, y) be the kernel corresponding to the semigroup generated by one of
the operators L listed above. Then pt,L(x, y) satisfies Gaussian bounds:
|pt,L(x, y)| . t−n2 e−
|x−y|2
t ,
for all x, y ∈ Ω, where Ω = Rn for ∆ and ∆N ; Ω = Rn+ for ∆N+ and Ω = Rn− for
∆N−.
The heat kernels for ∆N± and ∆N enjoy the smoothness property as follows.
Proposition 2.1 ([27]). For the operator L ∈ {∆N+ ,∆N−,∆N}, there hold that
|pt,L(x, y)− pt,L(x′, y)| . |x− x
′|√
t + |x− y|
√
t
(
√
t + |x− y|)n+1
for any x, x′, y ∈ Rn+ (or x, x′, y ∈ Rn−) with |x− x′| ≤ 12 |x− y|;
|pt,L(x, y)− pt,L(x, y′)| . |y − y
′|√
t + |x− y|
√
t
(
√
t + |x− y|)n+1
for any x, y, y′ ∈ Rn+ (or x, y, y′ ∈ Rn−) with |y − y′| ≤ 12 |x− y|.
2.2. BMO spaces. A locally integrable function f on Rn is said to be in BMO(Rn) if
‖f‖BMO(Rn) := sup
Q⊆Rn
1
|Q|
ˆ
Q
|f(x)− fQ|dx <∞,
where fQ denotes the average value of f on the cube Q.
Let VMO(Rn) denote the closure of C∞c (R
n) in BMO(Rn). Additionally, the space
VMO(Rn) is endowed with the norm of BMO(Rn). Here C∞c (R
n) is the collection of
C∞(Rn) functions with compact supports.
Proposition 2.2 ([33, 15]). Let f ∈ BMO(Rn). Then f ∈ VMO(Rn) if and only if f
satisfies the following three conditions:
(a) γ1(f) := lim
r→0
sup
Q:ℓ(Q)≤r
( ffl
Q
|f(x)− fQ|2dx
)1/2
= 0,
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(b) γ2(f) := lim
r→∞
sup
Q:ℓ(Q)≥r
( ffl
Q
|f(x)− fQ|2dx
)1/2
= 0,
(c) γ3(f) := lim
r→∞
sup
Q⊂Q(0,r)c
( ffl
Q
|f(x)− fQ|2dx
)1/2
= 0.
Let us introduce some notation. For any subset A ⊂ Rn and a function f : Rn → C,
denote by f |A the restriction of f to A. For any function f on Rn, we set
f+ = f |Rn+ and f− = f |Rn−.
For any x = (x′, xn) ∈ Rn we set x˜ = (x′,−xn). If f is a function defined on Rn+, its
even extension and zero extension defined on Rn are respectively given by
fe(x) :=
{
f(x), if x ∈ Rn+,
f(x˜), if x ∈ Rn−,
fz(x) :=
{
f(x), if x ∈ Rn+,
0, if x ∈ Rn−.
Definition 2.3. Let f be a function on Rn+.
(1) f is said to be in BMOr(Rn+) if there exists F ∈ BMO(Rn) such that F |Rn+ = f .
If f ∈ BMOr(Rn+), we set ‖f‖BMOr(Rn+) := inf
{‖F‖BMO(Rn) : F |Rn+ = f}.
(2) f is said to be in BMOz(Rn+) if its zero extension fz belongs to BMO(R
n). If
f ∈ BMOz(Rn+), we set ‖f‖BMOz(Rn+) := ‖fz‖BMO(Rn).
(3) f is said to be BMOe(Rn+) if fe ∈ BMO(Rn). Moreover, BMOe(Rn+) is endowed
with the norm ‖f‖BMOe(Rn+) := ‖fe‖BMO(Rn).
Similarly one can define the spaces BMOr(Rn−), BMOz(R
n
−) and BMOe(R
n
−).
Suppose that Ω is an open subset of Rn. Define
M(Ω) :=
{
f ∈ L1loc(Ω) : ∃ǫ > 0 s.t.
ˆ
Ω
|f(x)|2
1 + |x|n+ǫdx <∞
}
.
Definition 2.4. We say that f ∈M(Ω) is of bounded mean oscillation associated with
an operator L (abbreviated as BMOL(Ω)) if
‖f‖BMOL(Ω) := sup
Q
 
Q
∣∣f(x)− e−ℓ(Q)2Lf(x)∣∣dx <∞,
where the supremum is taken over all cubes Q in Ω.
The different type BMO spaces enjoy the following properties.
Proposition 2.5 ([14]). There hold that
‖f‖BMO∆N+ (Rn+) ≃ ‖f‖BMOe(Rn+) ≃ ‖f‖BMOr(Rn+),
‖f‖BMO∆N− (Rn−) ≃ ‖f‖BMOe(Rn−) ≃ ‖f‖BMOr(Rn−),
‖f‖BMO∆N (Rn) ≃ ‖f+,e‖BMO(Rn) + ‖f−,e‖BMO(Rn).
Additionally, the authors in [1] and [2] further investigated the BMOr(Ω), BMOz(Ω)
and corresponding Hardy spaces if Ω is a Lipschitz domain. The local case can be found
in [5].
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3. VMO∆N (R
n) space
Definition 3.1. We say that a function f ∈ BMOL(Ω) belongs to VMOL(Ω), the space
of functions of vanishing mean oscillation associated with the semigroup {e−tL}t>0, if it
satisfies the limiting conditions
γ1(f ;L) := lim
r→0
sup
Q⊆Ω:ℓ(Q)≤r
(  
Q
|f(x)− e−ℓ(Q)2Lf(x)|2dx
)1/2
= 0,
γ2(f ;L) := lim
r→∞
sup
Q⊆Ω:ℓ(Q)≥r
(  
Q
|f(x)− e−ℓ(Q)2Lf(x)|2dx
)1/2
= 0,
γ3(f ;L) := lim
r→∞
sup
Q⊆Ω∩Q(0,r)c
( ˆ
Q
|f(x)− e−ℓ(Q)2Lf(x)|2dx
)1/2
= 0.
We endow VMOL(Ω) with the norm of BMOL(Ω).
One of the main theorems in this section is to establish the relationship between the
VMO∆N (R
n) space and the classical VMO(Rn) space.
Theorem 3.2. The VMO∆N (R
n) space can be characterized in the following way:
VMO∆N (R
n) =
{
f ∈M(Rn) : f+,e ∈ VMO(Rn) and f−,e ∈ VMO(Rn)
}
.
Moreover, we have that
‖f‖VMO∆N (Rn) ≃ ‖f+,e‖VMO(Rn) + ‖f−,e‖VMO(Rn).
To understand the VMO∆N (R
n) space well, let us describe it in terms of VMO spaces
on the upper/lower half-spaces.
Theorem 3.3. The VMO∆N (R
n) space can be described as
VMO∆N (R
n) =
{
f ∈M(Rn) : f+ ∈ VMO∆N+ (Rn+) and f− ∈ VMO∆N− (Rn−)
}
.
Moreover, we have that
‖f‖VMO∆N (Rn) ≃ ‖f+‖VMO∆N+ (Rn+) + ‖f−‖VMO∆N− (Rn−).
Proof. Recall that(
e−t∆Nf
)
+
= e−t∆N+f+ and
(
e−t∆Nf
)
− = e
−t∆N−f−.
Then for any cube Q ⊂ Rn we have 
Q
|f(x)− e−ℓ(Q)2∆Nf(x)∣∣dx
=
1
|Q|
ˆ
Q∩Rn+
|f+(x)− e−ℓ(Q)2∆N+f+(x)|dx
+
1
|Q|
ˆ
Q∩Rn−
|f−(x)− e−ℓ(Q)2∆N−f−(x)|dx, (3.1)
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and (  
Q
|f(x)− e−ℓ(Q)2∆Nf(x)|2dx
) 1
2
=
(
1
|Q|
ˆ
Q∩Rn+
|f+(x)− e−ℓ(Q)2∆N+f+(x)|2dx
+
1
|Q|
ˆ
Q∩Rn−
|f−(x)− e−ℓ(Q)2∆N−f−(x)|2dx
) 1
2
≃
(
1
|Q|
ˆ
Q∩Rn+
|f+(x)− e−ℓ(Q)2∆N+f+(x)|2dx
) 1
2
+
(
1
|Q|
ˆ
Q∩Rn−
|f−(x)− e−ℓ(Q)2∆N−f−(x)|2dx
) 1
2
. (3.2)
If f ∈ VMO∆N (Rn), then (3.1) and (3.2) respectively indicate that
‖f+‖BMO∆N+ (Rn+) + ‖f−‖BMO∆N− (Rn−) . ‖f‖BMO∆N (Rn),
and
γi(f+; ∆N+) + γi(f−; ∆N−) . γi(f ; ∆N) = 0, i = 1, 2, 3.
This shows f+ ∈ VMO∆N+ (Rn+) and f− ∈ VMO∆N− (Rn−) with
‖f+‖VMO∆N+ (Rn+) + ‖f−‖VMO∆N− (Rn−) . ‖f‖VMO∆N (Rn). (3.3)
Let us demonstrate the another direction. Assume now that f ∈ M(Rn) such
that f+ ∈ VMO∆N+ (Rn+) and f− ∈ VMO∆N− (Rn−). Hence, there hold that f+ ∈
BMO∆N+ (R
n
+), f− ∈ BMO∆N− (Rn−), and
γi(f+; ∆N+) = γi(f−; ∆N−) = 0, i = 1, 2, 3.
Let Q ⊂ Rn be an arbitrary cube. Let us analyze the position of Q. If Q ⊂ Rn+, then
it yields that 
Q
|f − e−ℓ(Q)2∆Nf |dx =
 
Q
|f+ − e−ℓ(Q)2∆N+f+|dx ≤ ‖f+‖BMO∆N+ (Rn+),
and (  
Q
|f − e−ℓ(Q)2∆Nf |2dx
) 1
2
=
(  
Q
|f+ − e−ℓ(Q)2∆N+f+|2dx
) 1
2
.
Similarly, if Q ⊂ Rn−, we have 
Q
|f − e−ℓ(Q)2∆Nf |dx ≤ ‖f−‖BMO∆N− (Rn−),
and (  
Q
|f − e−ℓ(Q)2∆Nf |2dx
) 1
2
=
(  
Q
|f− − e−ℓ(Q)2∆N−f−|2dx
) 1
2
.
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If Q ∩ Rn+ 6= ∅ and Q ∩ Rn− 6= ∅, then we define
Q̂+ := {x = (x′, xn) : x′ ∈ Q ∩ Rn−1, 0 < xn ≤ ℓ(Q)},
Q̂− := {x = (x′, xn) : x′ ∈ Q ∩ Rn−1, −ℓ(Q) < xn ≤ 0}.
(3.4)
Observe that Q∩Rn+ ⊂ Q̂+ ⊂ Rn+, Q∩Rn− ⊂ Q̂− ⊂ Rn− and |Q̂+| = |Q̂−| = |Q|. Invoking
(3.1) and (3.2), we obtain that 
Q
|f − e−ℓ(Q)2∆Nf |dx ≤ 1|Q̂+|
ˆ
Q̂+
|f+ − e−ℓ(Q̂+)2∆N+f+|dx
+
1
|Q̂−|
ˆ
Q̂−
|f− − e−ℓ(Q̂−)2∆N−f−|dx
≤ ‖f+‖BMO∆N+ (Rn+) + ‖f−‖BMO∆N− (Rn−),
and (  
Q
|f − e−ℓ(Q)2∆Nf |2dx
) 1
2
.
( 
Q̂+
|f+ − e−ℓ(Q̂+)2∆N+f+|2dx
) 1
2
+
(  
Q̂−
|f− − e−ℓ(Q̂−)2∆N−f−|2dx
) 1
2
.
Collecting the above estimates, we deduce that
‖f‖BMO∆N (Rn) . ‖f+‖BMO∆N+ (Rn+) + ‖f−‖BMO∆N− (Rn−),
and
γi(f ; ∆N) . γi(f+; ∆N+) + γi(f−; ∆N−) = 0, i = 1, 2, 3.
This proves that f ∈ VMO∆N (Rn) with
‖f‖VMO∆N (Rn) . ‖f+‖VMO∆N+ (Rn+) + ‖f−‖VMO∆N− (Rn−). (3.5)
Consequently, the desired result follows from the inequalities (3.3) and (3.5). 
Let us introduce several types of VMO spaces on the half-spaces.
Definition 3.4. Let f be a function on Rn+.
(1) f is said to be in VMOr(Rn+) if there exists F ∈ VMO(Rn) such that F |Rn+ = f .
If f ∈ VMOr(Rn+), we set ‖f‖VMOr(Rn+) := inf
{‖F‖VMO(Rn) : F |Rn+ = f}.
(2) f is said to be in VMOz(Rn+) if the function fz belongs to VMO(R
n). If f ∈
VMOz(Rn+), we set ‖f‖VMOz(Rn+) := ‖fz‖VMO(Rn).
(3) f is said to be VMOe(Rn+) if fe ∈ VMO(Rn). Moreover, VMOe(Rn+) is endowed
with the norm ‖f‖VMOe(Rn+) := ‖fe‖VMO(Rn).
Similarly one can define the spaces VMOr(Rn−), VMOz(R
n
−) and VMOe(R
n
−).
Theorem 3.5. The spaces VMO∆N+ (R
n
+), VMOe(R
n
+) and VMOr(R
n
+) coincide, with
equivalent norms
‖f‖VMO∆N+ (Rn+) ≃ ‖f‖VMOe(Rn+) ≃ ‖f‖VMOr(Rn+).
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Similar results hold for VMO∆N− (R
n
−), VMOe(R
n
−) and VMOr(R
n
−).
Proof. We will present the proof in two steps.
Step 1: VMO∆N+ (R
n
+) = VMOe(R
n
+). We first present two fundamental identities:
e−t∆fe(x) = e
−t∆N+f(x), x ∈ Rn+, t > 0; (3.6)
e−t∆fe(x) = e
−t∆N+f(x˜), x ∈ Rn−, t > 0. (3.7)
We only prove (3.7). Note that pt,∆N+ (x, y) = pt(x, y) + pt(x, y˜) and
pt(x, y˜) = pt(x˜, y), pt(x˜, y˜) = pt(x, y).
Hence, we have for any x ∈ Rn− and t > 0
e−t∆N+f(x˜) =
ˆ
Rn+
pt,∆N+ (x˜, y)f(y)dy
=
ˆ
Rn+
pt(x˜, y)f(y)dy +
ˆ
Rn+
pt(x˜, y˜)f(y)dy
=
ˆ
Rn+
pt(x, y˜)f(y)dy +
ˆ
Rn+
pt(x, y)f(y)dy
=
ˆ
Rn−
pt(x, y)f(y˜)dy +
ˆ
Rn+
pt(x, y)f(y)dy
=
ˆ
Rn
pt(x, y)fe(y)dy = e
−t∆fe(x).
Now we show VMOe(Rn+) ⊆ VMO∆N+ (Rn+). Let f ∈ VMOe(Rn+). Then it yields that
fe ∈ VMO(Rn) = VMO∆(Rn), where the equivalence will be proved in Theorem 3.6.
Furthermore, we obtain that fe ∈ BMO∆(Rn) = BMO(Rn) and γj(fe; ∆) = 0, j = 1, 2, 3.
Together with Proposition 2.5, the former gives that f ∈ BMOe(Rn+) = BMO∆N+ (Rn+)
with ‖f‖BMOe(Rn+) ≃ ‖f‖BMO∆N+ (Rn+). Thus, to prove f ∈ VMO∆N+ (R
n
+), it is enough to
show γj(f ; ∆N+) = 0, j = 1, 2, 3. For any Q ⊆ Rn+, it follows from (3.6) that(  
Q
|f − e−ℓ(Q)2∆N+f |2dx
) 1
2
=
(  
Q
|fe − e−ℓ(Q)2∆fe|2dx
) 1
2
.
Therefore, γj(fe; ∆) = 0 implies that γj(f ; ∆N+) = 0, j = 1, 2, 3.
Next let us demonstrate VMO∆N+ (R
n
+) ⊆ VMOe(Rn+). Assume that f ∈ VMO∆N+ (Rn+),
which is equivalent to f ∈ BMO∆N+ (Rn+) = BMOe(Rn+) and γj(f ; ∆N+) = 0, j = 1, 2, 3.
Thus we have fe ∈ BMO(Rn) = BMO∆(Rn). We will show that γj(fe; ∆) = 0, j = 1, 2, 3.
Let Q ⊆ Rn be an arbitrary cube. If Q ⊆ Rn+, then the equation (3.6) gives that(  
Q
|fe − e−ℓ(Q)2∆fe|2dx
) 1
2
=
(  
Q
|f − e−ℓ(Q)2∆N+f |2dx
) 1
2
.
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If Q ⊆ Rn−, then x ∈ Q indicates that x˜ ∈ Q˜ ⊆ Rn+, where
Q˜ = {(x′, xn) ∈ Rn; (x′,−xn) ∈ Q}.
It follows from (3.7) that(  
Q
|fe(x)− e−ℓ(Q)2∆fe(x)|2dx
) 1
2
=
(  
Q
|f(x˜)− e−ℓ(Q)2∆N+f(x˜)|2dx
) 1
2
=
(  
Q˜
|f(x)− e−ℓ(Q)2∆N+f(x)|2dx
) 1
2
.
If Q∩Rn+ 6= ∅ and Q∩Rn− 6= ∅, then we still use the same notation as (3.4). Applying
(3.6) and (3.7) again, we obtain that(  
Q
|fe(x)− e−ℓ(Q)2∆fe(x)|2dx
) 1
2
.
(
1
|Q̂+|
ˆ
Q̂+
|fe(x)− e−ℓ(Q)2∆fe(x)|2dx
) 1
2
+
(
1
|Q̂+|
ˆ
Q̂−
|fe(x)− e−ℓ(Q)2∆fe(x)|2dx
) 1
2
=
(
1
|Q̂+|
ˆ
Q̂+
|f(x)− e−ℓ(Q)2∆N+f(x)|2dx
) 1
2
+
(
1
|Q̂+|
ˆ
Q̂−
|f(x˜)− e−ℓ(Q)2∆N+f(x˜)|2dx
) 1
2
= 2
(
1
|Q̂+|
ˆ
Q̂+
|f(x)− e−ℓ(Q)2∆N+f(x)|2dx
) 1
2
.
Consequently, γj(f ; ∆N+) = 0 implies that γj(fe; ∆) = 0, j = 1, 2, 3. This proves that
fe ∈ VMO∆(Rn). Additionally, it follows from Theorem 3.6 that fe ∈ VMO(Rn), which
concludes that f ∈ VMOe(Rn+).
Step 2: VMOe(Rn+) = VMOr(R
n
+). The first direction VMOe(R
n
+) ⊆ VMOr(Rn+) is
easy. Indeed, for any f ∈ VMOe(Rn+), there holds fe ∈ VMO(Rn). Thus, the fact
fe|Rn+ = f gives that
‖f‖VMOr(Rn+) ≤ ‖fe‖VMO(Rn) = ‖f‖VMOe(Rn+).
It is enough to show that VMOr(Rn+) ⊆ VMOe(Rn+).
Let f ∈ VMOr(Rn+). For any F ∈ VMO(Rn) with F |Rn+ = f , we have F ∈ BMO(Rn)
and γj(F ) = 0, j = 1, 2, 3. Thus, in order to show f ∈ VMOe(Rn+), it suffices to prove
fe ∈ BMO(Rn) and γj(fe) = 0, j = 1, 2, 3.
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Let 1 ≤ p <∞. Let Q ⊆ Rn be an arbitrary cube. If Q ⊆ Rn+, then there holds that(  
Q
|fe − fe,Q|pdx
) 1
p
=
(  
Q
|f − fQ|pdx
) 1
p
=
(  
Q
|F − FQ|pdx
) 1
p
. (3.8)
If Q ⊆ Rn−, then Q˜ ⊆ Rn+ and
fe,Q =
 
Q
f(y˜)dy =
 
Q˜
f(y)dy =
 
Q˜
F (y)dy.
It immediately yields that(  
Q
|fe(x)− fe,Q|pdx
) 1
p
=
( 
Q
|f(x˜)− fQ˜|pdx
) 1
p
=
(  
Q˜
|f(x)− fQ˜|pdx
) 1
p
=
(  
Q˜
|F (x)− FQ˜|pdx
) 1
p
.
(3.9)
If Q ∩ Rn+ 6= ∅ and Q ∩ Rn− 6= ∅, then we by changing variables deduce that(  
Q
|fe(x)− fe,Q|pdx
) 1
p
.
(
1
|Q|
ˆ
Q̂+
|fe(x)− fe,Q|pdx
) 1
p
+
(
1
|Q|
ˆ
Q̂−
|fe(x)− fe,Q|pdx
) 1
p
=
(
1
|Q̂+|
ˆ
Q̂+
|f(x)− fe,Q|pdx
) 1
p
+
(
1
|Q̂+|
ˆ
Q̂−
|f(x˜)− fe,Q|pdx
) 1
p
= 2
( 
Q̂+
|f(x)− fe,Q|pdx
) 1
p
.
Using the same technique, we get
|fe,Q − fQ̂+ | ≤
 
Q
|fe(x)− fQ̂+|dx
≤ 1|Q̂+|
ˆ
Q̂+
|f(x)− fQ̂+ |dx+
1
|Q̂+|
ˆ
Q̂−
|f(x˜)− fQ̂+|dx
= 2
 
Q̂+
|f(x)− fQ̂+|dx ≤ 2
(  
Q̂+
|f(x)− fQ̂+ |pdx
) 1
p
.
Observe that(  
Q̂+
|f(x)− fe,Q|pdx
) 1
p
≤ |fe,Q − fQ̂+ |+
(  
Q̂+
|f(x)− fQ̂+ |pdx
) 1
p
.
Hence, putting them together, we obtain that(  
Q
|fe − fe,Q|pdx
) 1
p
.
(  
Q̂+
|f − fQ̂+ |pdx
) 1
p
=
(  
Q̂+
|F − FQ̂+ |pdx
) 1
p
. (3.10)
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Accordingly, the inequalities (3.8), (3.9) and (3.10) for p = 1 imply that ‖fe‖BMO(Rn) .
‖F‖BMO(Rn). Moreover, for p = 2, we have γj(fe) = 0 provided by γj(F ) = 0, j = 1, 2, 3.
This completes the proof. 
As a consequence, Theorem 3.2 immediately follows from Theorems 3.3 and 3.5.
We here give the comparison among the different spaces.
Theorem 3.6. The following inclusions hold
VMO∆(Rn) = VMO√∆(R
n) = VMO(Rn) $ VMO∆N (R
n) $ BMO∆N (R
n).
Proof. The equivalence VMO∆(Rn) = VMO√∆(R
n) = VMO(Rn) was proved in [15, Propo-
sition 3.6].
Next, we prove VMO(Rn) $ VMO∆N (R
n). For any f ∈ VMO(Rn), it follows from
Definition 3.4 that f+ ∈ VMOr(Rn+) and f− ∈ VMOr(Rn−). Then Theorem 3.3 gives
that f ∈ VMO∆N (Rn), which shows VMO(Rn) ⊆ VMO∆N (Rn). In order to certify the
strict inclusion, we give an example. Let ϕ ∈ C∞c (R) be an even function with ϕ(0) = 1,
and ψ ∈ C∞c (Rn) be a radial function satisfying ψ(x) = 1 for |x| ≤ 1. Set
g(x) := ϕ(xn)ψ(x),
f(x) := g(x)χ{xn>0} − g(x)χ{xn<0}.
Then, clearly g ∈ VMO(Rn), and f+,e = g, f−,e = −g. So, we by Theorem 3.2 get
f ∈ VMO∆N (Rn). However, f 6∈ VMO(Rn). Indeed, let Qδ = [−δ, δ]n for δ > 0. Then,
for δ < 1/
√
n it holds fQδ = 0 and
1
|Qδ|
ˆ
Qδ
|f(x)− fQδ |dx =
1
|Qδ|
ˆ
Qδ
|f(x)|dx = 1
2δ
ˆ δ
−δ
|ϕ(t)|dt→ 1,
as δ → 0. This shows f 6∈ VMO(Rn).
Finally, let us show VMO∆N (R
n) $ BMO∆N (R
n). It suffices to present a function
f ∈ BMO∆N (Rn) such that f 6∈ VMO∆N (Rn), since the inclusion is obvious. Let
f(x) = log |x|. As is well known, log |x| ∈ BMO(Rn) but log |x| 6∈ VMO(Rn). Then
we see that f+,e = f and f 6∈ VMO∆N (Rn) by Theorem 3.2. It follows from Theorem
4.1 [14] that BMO(Rn) $ BMO∆N (R
n). Therefore, f is an example which belongs to
BMO∆N (R
n) but does not belong to VMO∆N (R
n).
For the moment, we cannot find a reference which shows log |x| 6∈ VMO(Rn). So,
we will present its proof. Let Bδ = {x ∈ Rn : |x| < δ}. Let f = − log |x|. Then, for
0 < δ < 1
fBδ =
1
|Bδ|
ˆ
Bδ
log
1
|x|dx =
ωn−1
vnδn
ˆ δ
0
(
log
1
r
)
rn−1dr
=
n
δn
{[rn
n
log
1
r
]δ
0
+
1
n
ˆ δ
0
rn−1 · 1
r
dr
}
=
n
δn
(
δn
n
log
1
δ
+ δn
)
= log
1
δ
+ n.
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Observe that log 1
r
> log 1
δ
+ n is equivalent to 0 < r < δ/en. Then it yields that
1
|Bδ|
ˆ
f(x)>fBδ
|f(x)− fBδ |dx =
1
|Bδ|
ˆ
Bδ/en
(f(x)− fBδ)dx
=
|Bδ/en |
|Bδ|
1
|Bδ/en |
ˆ
Bδ/en
(f(x)− fBδ)dx
= e−n
{(1
n
log
en
δ
+ n
)
−
(
log
1
δ
+ n
)}
= ne−n.
From this we get
1
|Bδ|
ˆ
Bδ
|f(x)− fBδ |dx = 2ne−n.
Thus, we deduce that
lim
δ→0
sup
x∈Rn,r≤δ
1
|B(x, r)|
ˆ
B(x,r)
|f(x)− fB(x,r)|dx ≥ 2ne−n.
Hence, we see that log 1|x| 6∈ VMO(Rn), which is equivalent to log |x| 6∈ VMO(Rn). 
Let X and Y be Banach spaces. For the convenience of notation, we denote by X
Y
the closure of X in Y . Now we characterize VMO spaces via smooth functions with
compact supports.
Theorem 3.7. We have
VMO∆N (R
n) = C∞c (Rn)
BMO∆N (R
n)
, (3.11)
VMO∆N+ (R
n
+) = C
∞
c (R
n
+)
BMO∆N+
(Rn+), (3.12)
VMOe(Rn+) = C∞c (R
n
+)
BMOe(Rn+), (3.13)
VMOr(Rn+) = C∞c (R
n
+)
BMOr(Rn+), (3.14)
VMOz(Rn+) = C∞c (R
n
+)
BMOz(Rn+). (3.15)
Moreover, the similar results hold for the lower half-space.
Proof. It suffices to show (3.11), (3.13) and (3.15), Since (3.12) and (3.14) follow from
(3.13), Theorem 3.5 and Proposition 2.5. We begin with the proof of (3.11).
We will use the fact
VMO(Rn) = Cc(Rn)
BMO(Rn)
. (3.16)
Here Cc(Rn) is the collection of continuous functions with compact support. Indeed,
VMO(Rn) ⊆ Cc(Rn)BMO(R
n)
follows from VMO(Rn) = C∞c (Rn)
BMO(Rn)
. Now let f ∈
Cc(Rn)
BMO(Rn)
. Then for any ǫ > 0, there exists g ∈ Cc(Rn) such that ‖f−g‖BMO(Rn) < ǫ.
As a consequence, it yields that g ∈ L1(Rn)∩L∞(Rn), and g is uniformly continuous on
Rn. For any cube Q ⊆ Rn, we have
MO(f,Q) ≤ MO(f − g,Q) + MO(g,Q)
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≤ ‖f − g‖BMO(Rn) +MO(g,Q) < ǫ+MO(g,Q),
where MO(f,Q) =
ffl
Q
|f(y) − fQ|dy. Thus, f ∈ BMO(Rn) with ‖f‖BMO(Rn) . ǫ +
‖g‖L∞(Rn). Additionally, γ1(f) = 0 since g is uniformly continuous, and
MO(f,Q) < ǫ+
 
Q
 
Q
|g(x)− g(y)|dxdy.
γ2(f) = 0 follows from g ∈ L1(Rn), and MO(f,Q) < ǫ + 2|Q|‖g‖L1(Rn). For any cube Q
with Q ∩ supp(g) = ∅, there holds MO(f,Q) < ǫ + MO(g,Q) = ǫ, which implies that
γ3(f) = 0. This shows f ∈ VMO(Rn).
Let us continue our proof. We first prove C∞c (Rn)
BMO∆N (R
n) ⊆ VMO∆N (Rn). Assume
that f ∈ C∞c (Rn)
BMO∆N (R
n)
. Then for any ǫ > 0, there exists g ∈ C∞c (Rn) such that
‖f − g‖BMO∆N (Rn) < ǫ. Observe that g+,e, g−,e ∈ Cc(Rn). Indeed, if supp(g) ⊆ Rn+,
then g+,e ∈ Cc(Rn) and g−,e ≡ 0. If supp(g) ⊆ Rn−, then g+,e ≡ 0 and g−,e ∈ Cc(Rn).
If supp(g) ∩ Rn+ 6= ∅ and supp(g) ∩ Rn− 6= ∅, then g+,e ∈ Cc(Rn) and g−,e ∈ Cc(Rn).
Moreover, it follows from Proposition 2.5 that ‖f+,e − g+,e‖BMO(Rn) . ǫ and ‖f−,e −
g−,e‖BMO(Rn) . ǫ. By (3.16), we have f+,e ∈ VMO(Rn) and f−,e ∈ VMO(Rn), which
together with Theorem 3.2 gives f ∈ VMO∆N (Rn).
Now we are in the position to show the converse. Assume that f ∈ VMO∆N (Rn),
which by Theorem 3.2 gives that f+,e, f−,e ∈ VMO(Rn). Hence for any ǫ > 0, there
exists g˜1 ∈ C∞c (Rn) such that ‖f+,e − g˜1‖BMO(Rn) < ǫ. Set
g1(x) = (g˜1(x) + g˜1(x
′,−xn))/2, x = (x′, xn) ∈ Rn.
Then we see that g1(x) = g1(x
′,−xn) =: g1(x˜) and
‖f+,e − g1‖BMO(Rn) = ‖f+,e − (g˜1(x) + g˜1(x′,−xn))/2‖BMO(Rn)
≤ 1
2
(‖f+,e − g˜1‖BMO(Rn) + ‖f+,e − g˜1(x′,−xn)‖BMO(Rn))
= ‖f+,e − g˜1‖BMO(Rn) < ǫ.
Similarly, there exist g2 ∈ C∞c (Rn) such that
g2(x) = g2(x˜) and ‖f−,e − g2‖BMO(Rn) < ǫ.
By Lemma 3.10 below there exist even functions ψ1, ψ2 ∈ C∞c (R) such that ψ1(0) =
ψ2(0) = 1 and
‖g1(x′, 0)ψ1(xn)‖BMO(Rn) + ‖g2(x′, 0)ψ2(xn)‖BMO(Rn) < ε.
Define
h(x) =
{
g1(x) + g2(x
′, 0)ψ2(xn), x ∈ Rn+,
g1(x
′, 0)ψ1(xn) + g2(x), x ∈ Rn−.
It immediately yields that
h+,e(x) = g1(x) + g2(x
′, 0)ψ2(xn), h−,e(x) = g1(x′, 0)ψ1(xn) + g2(x),
h ∈ Cc(Rn) and h+,e, h−,e ∈ C∞c (Rn) ⊆ VMO(Rn). Consequently, we deduce that
‖f+,e − h+,e‖BMO(Rn) ≤ ‖f+,e − g1‖BMO(Rn) + ‖g1 − h+,e‖BMO(Rn)
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≤ ǫ+ ‖g2(x′, 0)ψ2(xn)‖BMO(Rn) < 2ǫ,
‖f−,e − h−,e‖BMO(Rn) ≤ ‖f−,e − g2‖BMO(Rn) + ‖g2 − h−,e‖BMO(Rn)
≤ ǫ+ ‖g1(x′, 0)ψ1(xn)‖BMO(Rn) < 2ǫ,
and
‖f − h‖VMO∆N (Rn) ≃ ‖f+,e − h+,e‖VMO(Rn) + ‖f−,e − h−,e‖VMO(Rn) . ǫ.
This implies that Cc(Rn) is dense in VMO∆N (R
n). Since C∞c (R
n) is dense in Cc(Rn)
under the L∞(Rn) norm, we see that C∞c (R
n) is dense in VMO∆N (R
n).
Now we present the proof of (3.13). Let f ∈ VMOe(Rn+). Then fe ∈ VMO(Rn),
and hence for fixed ǫ > 0 there exists g ∈ C∞c (Rn) such that g(x) = g(x′,−xn) and
‖fe− g‖BMO(Rn) < ǫ. By Lemma 3.10 there exist an even function ψ ∈ C∞c (R) such that
ψ(0) = 1 and ‖g(x′, 0)ψ(xn)‖BMO(Rn) < ǫ.
Define
h(x) = fe(x)− g(x′, 0)ψ(xn), x ∈ Rn.
Then we have h ∈ C∞c (Rn) and
‖fe − h‖BMO(Rn) < ǫ and h(x′, 0) = 0.
Approximating h uniformly, we can find h˜ ∈ C∞c (Rn) such that h˜(x′,−xn) = h˜(x) and
for some δ > 0
‖fe − h˜‖BMO(Rn) < 2ǫ and h˜(x′, xn) = 0 for − δ < xn < δ.
Then h˜+ ∈ C∞c (Rn+) and
‖f − h˜+‖BMOe(Rn+) = ‖fe − h˜‖BMO(Rn) < 2ǫ.
This yields VMOe(Rn+) ⊆ C∞c (Rn+)
BMOe(Rn)
. The converse inclusion relation is trivial.
The proof of (3.15) is similar to (3.13). 
The remainder of this section is devoted to showing Lemma 3.10. To this end, we first
present the BMO estimates for smooth functions with compact supports.
Lemma 3.8. Let ϕj(x) ∈ C∞c (R) be nonnegative and satisfy χ{|x|≤2j−1} ≤ ϕj(x) ≤
χ{|x|≤2j}, j ∈ N, and
ψℓ(x) =
1
ℓ
ℓ∑
j=1
ϕj(x), ℓ = 3, 4, . . . .
Then it holds that ψℓ ∈ C∞c (R), 0 ≤ ψℓ(x) ≤ 1, ψℓ(x) = 1 for |x| ≤ 1, ψℓ(x) = 0 for
|x| ≥ 2ℓ and ‖ψℓ‖BMO(R) ≤ 16/ℓ,
Proof. We have only to prove ‖ℓ ψℓ‖BMO(R) ≤ 16. Let I = [a, b] be an interval. If |I| < 2,
then we see easily that (2j+1 − 1)− (2j − 1) = 2j ≥ 2 for any j ≥ 1 and
 
I
|ℓψℓ(x)− (ℓψℓ)I |dx ≤
ℓ∑
j=1
 
I
|ϕj(x)− (ϕj)I |dx ≤ 2.
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If |I| ≥ 2, there exists j ∈ N+ such that 2j ≤ |I| < 2j+1. We shall consider the following
two cases: (a) j ≥ ℓ− 1 and (b) 1 ≤ j ≤ ℓ− 2.
Case (a): j ≥ ℓ− 1. We get
 
I
|ℓψℓ(x)|dx ≤
ℓ−2∑
i=1
 
I
ϕi(x)dx+
ℓ∑
i=ell−1
 
I
ϕi(x)dx
≤
ℓ−2∑
i=1
1
2j
2˙ · 2i + 2 = 2
ℓ−1
2j
+ 2 < 3.
Case (b): 1 ≤ j ≤ ℓ − 2. If a ≥ 2j, then I contains at most one point of the form 2i
(j + 1 ≤ i ≤ ℓ). Hence, it yields that 
I
|ℓψℓ(x)− (ℓ− i)|dx ≤ 1.
If −2j ≤ a < 2j, then 0 ≤ b < 2j+1 + 2j−1 < 2j+2 ≤ 2ℓ. Hence we get
 
I
|ℓψℓ(x)− (ℓ− j − 1)|dx ≤ 1
2j
j+1∑
i=1
2 · 2i ≤ 1
2j
· 2 · 2j+2 = 8.
Similarly, the above estimates hold for b < 2j. Noting that a < 2j implies b < 2j+1−2j =
2j, we get  
I
|ℓψℓ(x)− (ℓψℓ)I |dx ≤ 16.
This completes the proof. 
Lemma 3.9. For any ǫ, η > 0, there exists ψ ∈ C∞c (R) with suppψ ⊂ [−η, η] such that
‖ψ‖BMO(R) < ǫ, 0 ≤ ψ(x) ≤ 1, and ψ(0) = 1.
Proof. We use the notations in Lemma 3.8. First we take ℓ ∈ N+ so that ‖ψℓ‖BMO(R) ≤
16/ℓ < ǫ, and we set
ψ(x) = ψℓ(2
ℓx/η).
Then from the dilation invariance of BMO norm, we get ‖ψ‖BMO(R) < ǫ. Since the
suppψℓ ⊂ [−2ℓ, 2ℓ], we see that suppψ ⊂ [−η, η]. This ψ also satisfies ψ(0) = 1 and
0 ≤ ψ(x) ≤ 1 for x ∈ R. 
Lemma 3.10. For any ǫ > 0 and g ∈ C∞c (Rn), there exists ψ ∈ C∞c (R) such that
0 ≤ ψ(xn) ≤ 1, ψ(0) = 1 and ‖g(x′, 0)ψ(xn)‖BMO(Rn) < ǫ,
where x = (x′, xn) ∈ Rn.
Proof. In the case n = 1, for ǫ > 0 take ǫ1 > 0 satisfying |g(0)|ǫ1 < ǫ. Takeing ψℓ in
Lemma 3.8 so that 16/ℓ < ǫ1, we get ‖g(0)ψℓ(xn)‖BMO(R) < ǫ. So this ψℓ is a desired
function. In the case n ≥ 2, we proceed as follows. Let g ∈ C∞c (Rn) and ǫ > 0. Then
g(x′, 0) ∈ C∞c (Rn−1) ⊂ VMO(Rn−1). Let Q = (I ′, I) be any cube in Rn, where I ′ is a
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cube in Rn−1 and I be an interval in R. Since g(x′, 0) is also a VMO(Rn−1) function,
there exists δ > 0 such that
1
|I ′|
ˆ
I′
|g(x′, 0)− g(·, 0)I′|dx′ < ǫ if |I ′| < δn−1.
By Lemma 3.9 for η = ǫδ/2, there exists ψ ∈ C∞c (R) with suppψ ⊂ [−η, η] such that
‖ψ‖BMO(R) < ǫ, ψ(0) = 1, and 0 ≤ ψ(x) ≤ 1, x ∈ R.
Now we deduce that
J :=
1
|Q|
ˆ
I′
ˆ
I
|g(x′, 0)ψ(xn)− g(·, 0)I′ψI |dxndx′
≤ 1|Q|
ˆ
I′
ˆ
I
|g(x′, 0)ψ(xn)− g(x′, 0)ψI |dxndx′
+
1
|Q|
ˆ
I′
ˆ
I
|g(x′, 0)ψI − g(·, 0)I′ψI |dxndx′
≤ 1|I ′|
ˆ
I′
|g(x′, 0)|dx′ 1|I|
ˆ
I
|ψ(xn)− ψI |dxn
+
1
|I ′|
ˆ
I′
|g(x′, 0)− g(·, 0)I′|dx′|ψI |
< ǫ‖g‖L∞(Rn) + 1|I ′|
ˆ
I′
|g(x′, 0)− g(·, 0)I′|dx′|ψI |.
Hence, if |I| = |I ′|1/(n−1) < δ, we get J < ǫ‖g‖L∞(Rn) + ǫ. If I ∩ [−η, η] = ∅, we see
trivially J = 0. If I ∩ [−η, η] 6= ∅ and |I| ≥ δ, we see that
|ψI | ≤ 1|I|
ˆ
I
|ψ(xn)|dxn ≤ 1|I| · 2η <
2η
δ
< ǫ,
and so we get J < ǫ‖g‖L∞(Rn) + 2ǫ‖g‖L∞(Rn) = 3ǫ‖g‖L∞(Rn). Modifying constants above
completes the proof of Lemma 3.10. 
4. Dual spaces
Let us recall the definitions of various Hardy spaces on the upper/lower half-space in
[6].
Definition 4.1. Let f be a function on Rn+.
(1) f is said to be in H1r (R
n
+) if there exists F ∈ H1(Rn) such that F |Rn+ = f . If
f ∈ H1r (Rn+), we set ‖f‖H1r (Rn+) := inf
{‖F‖H1(Rn) : F |Rn+ = f}.
(2) f is said to be in H1z (R
n
+) if the function fz belongs to H
1(Rn). If f ∈ H1z (Rn+),
we set ‖f‖H1z (Rn+) := ‖fz‖H1(Rn).
(3) f is said to be H1e (R
n
+) if fe ∈ H1(Rn). Moreover, H1e (Rn+) is endowed with the
norm ‖f‖H1e (Rn+) := ‖fe‖H1(Rn).
Similarly one can define the spaces H1r (R
n
−), H
1
z (R
n
−) and H
1
e (R
n
−).
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The authors in [6] proved that
H1r (R
n
+) = H
1
o (R
n
+) and H
1
z (R
n
+) = H
1
e (R
n
+).
A celebrated work of Fefferman and Stein [21] showed that BMO(Rn) is the dual space
of H1(Rn). Moreover, in the half-spaces setting, the duality was established in [2] as
follows
(H1r (R
n
+))
∗ = BMOz(Rn+) and (H
1
z (R
n
+))
∗ = BMOr(Rn+).
Theorem 4.2. The dual space of VMO∆N (R
n) is H1∆N (R
n).
Proof. The proof can be found in Theorem 4.1 [15], in which a more general result about
the operator L was given. 
Based on the duality above, let us investigate the weak*-convergence in H1∆N (R
n).
Theorem 4.3. Suppose that {fk}k≥1 is a bounded sequence in H1∆N (Rn), and that
lim
k→∞
fk(x) = f(x) a.e. x ∈ Rn. Then f ∈ H1∆N (Rn) and {fk}k≥1 weak*-converges
to f , that is,
lim
k→∞
ˆ
Rn
fk(x)φ(x)dx =
ˆ
Rn
f(x)φ(x)dx, ∀φ ∈ VMO∆N (Rn),
where the integrals denote the dual form between H1∆N (R
n) and BMO∆N (R
n) in general.
Proof. Without loss of generality, we may assume that sup
k≥1
‖fk‖H1∆N (Rn) ≤ 1. The
Banach-Alaoglu theorem states that if X a Banach space, then the closed unit ball
in X∗ is compact in the weak* topology. Together with Theorem 4.2, it yields that
there exists a subsequence {fkj} of {fk} such that {fkj} weak*-converges to g for some
g ∈ H1∆N (Rn). Thus, we have
lim
j→∞
ˆ
Rn
fkj(x)φ(x)dx =
ˆ
Rn
g(x)φ(x)dx, ∀φ ∈ C∞c (Rn).
Since ‖fk‖H1(Rn) . ‖fk‖H1∆N (Rn) ≤ 1, Jones and Journe´’s theorem [25] implies that fkj
weak*-converges to f in H1(Rn). So, there holds
lim
j→∞
ˆ
Rn
fkj (x)φ(x)dx =
ˆ
Rn
f(x)φ(x)dx, ∀φ ∈ C∞c (Rn).
And hence ˆ
Rn
f(x)φ(x)dx =
ˆ
Rn
g(x)φ(x)dx, ∀φ ∈ C∞c (Rn).
That is, f = g as distributions. Since both are in L1loc(R
n), we have f = g a.e in Rn,
and it follows f ∈ H1∆N (Rn).
Let φ ∈ VMO∆N (Rn). It follows from Theorem 3.7 that for any ǫ > 0, there exists
φǫ ∈ C∞c (Rn) such that ‖φ− φǫ‖BMO∆N (Rn) < ǫ. By Theorem 3.13 in [27], we have that
H1∆N (R
n) ( H1(Rn). Then using weak*-convergence in H1(Rn) given in [25], we obtain
lim
k→∞
ˆ
Rn
fk(x)φǫ(x)dx =
ˆ
Rn
f(x)φǫ(x)dx.
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Consequently, there exists K ∈ N+ such that for any k ≥ K∣∣∣∣ˆ
Rn
(fk − f)φdx
∣∣∣∣ ≤ ∣∣∣∣ ˆ
Rn
(fk − f)φǫdx
∣∣∣∣+ ∣∣∣∣ ˆ
Rn
(fk − f)(φ− φǫ)dx
∣∣∣∣
≤ ǫ+ (‖fk‖H1∆N (Rn) + ‖f‖H1∆N (Rn))‖φ− φǫ‖BMO∆N (Rn)
≤ ǫ+ (1 + ‖f‖H1∆N (Rn))ǫ . ǫ.
The proof is complete. 
Theorem 4.4. The dual space of VMOz(Rn+) is H
1
r (R
n
+).
Proof. We will use a functional analysis method. Let B be a Banach space and B∗ be
the dual space. Suppose that B1 is a closed subspace of B. Denote
B
⊥
1 =
{
L ∈ B∗ : L |B1 = 0
}
.
Then B⊥1 is a closed subspace of B
∗. It was given in [30, p. 89] that
B
∗
1
∼= B∗/B⊥1 .
Taking
B = VMO(Rn) and B1 = VMOz(Rn+),
we have
B
⊥
1 =
{
L ∈ H1(Rn) : L (f) = 0, ∀f ∈ VMOz(Rn+)
}
provided by (VMO(Rn))∗ = H1(Rn). Consequently, for any L ∈ B⊥1 , there exists
g ∈ H1(Rn) such that
L (f) =
ˆ
Rn
f(x)g(x)dx =
ˆ
Rn+
f(x)g(x)dx = 0, ∀f ∈ VMOz(Rn+), (4.1)
where the integrals denote the dual form between H1r (R
n
+) and BMOz(R
n
+) in general.
Let Q be a cube in Rn+. For Q, there exists a sequence {ϕj}j ⊂ C∞c (Rn) with support
in Rn+ such that
0 ≤ ϕ1(x) ≤ ϕ2(x) ≤ · · · ≤ 1Q(x), lim
j→∞
ϕj(x) = 1Q(x), x ∈ Rn.
Then, ϕj ∈ VMOz(Rn+) and so by (4.1) we get
´
Rn ϕj(x)g(x)dx = 0, j = 1, 2, . . ..
However, since g ∈ H1(Rn) ( L1(Rn), it follows from Lebesgue’s dominated convergence
theorem that
0 = lim
j→∞
ˆ
Rn
ϕj(x)g(x)dx =
ˆ
Q
g(x)dx.
Thus, we obtain by Lebesgue’s differentiation theorem that
g(x) = 0 a.e. x ∈ Rn+.
It indicates that
B
⊥
1
∼= {g ∈ H1(Rn) : g ≡ 0 on Rn+}.
By definition, it yield that
B
∗/B⊥1 ∼= H1(Rn)/{g ∈ H1(Rn) : g ≡ 0 on Rn+} = H1r (Rn+).
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This shows that H1r (R
n
+) is the dual space of VMOz(R
n
+). 
Theorem 4.5. The dual space of VMOr(Rn+) is H
1
z (R
n
+).
Proof. For any f ∈ H1z (Rn+), we define a linear operator by
L (g) :=
ˆ
Rn+
f(x)g(x)dx, ∀g ∈ VMOr(Rn+),
where the integral in the right side of the equality denotes the dual form between H1z (R
n
+)
and BMOr(Rn+) in general. Let G ∈ VMO(Rn) be an arbitrary function such that
G|Rn+ = g. It follows from Theorem 4.1 in [12] that the dual space of VMO(Rn) is the
space H1(Rn). Thus, we have
|L (g)| =
∣∣∣∣ˆ
Rn
fz(x)G(x)dx
∣∣∣∣ ≤ ‖G‖VMO(Rn)‖fz‖H1(Rn) = ‖G‖VMO(Rn)‖f‖H1z (Rn+),
and hence,
|L (g)| ≤ inf
G∈VMO(Rn):G|Rn
+
=g
‖G‖VMO(Rn)‖f‖H1z (Rn+) = ‖g‖VMOr(Rn+)‖f‖H1z (Rn+),
which gives that ||L || ≤ ‖f‖H1z (Rn+).
For the converse, we follow the strategy in [12, p. 639]. If 〈f, g〉 = 0 for all f ∈ H1z (Rn+),
then g is the zero element of BMOr(Rn+) and hence g must be the zero of VMOr(R
n
+).
Thus, H1z (R
n
+) is a total set of functionals on VMOr(R
n
+). We here need a theorem in
the functional analysis from [20, p. 439]. Let X be a locally convex linear topological
space and Y be a linear subspace of X∗. Then Y is X-dense in X∗ if and only if Y is a
total set of functionals on X . Thus, H1z (R
n
+) is weak* dense in (VMOr(R
n
+))
∗. It yields
that for each L ∈ (VMOr(Rn+))∗, there exists a sequence {fk} ⊂ H1z (Rn+) such that
L (g) = lim
k→∞
ˆ
Rn+
fkg dx, ∀g ∈ VMOr(Rn+).
Let us recall the Banach-Steinhaus theorem. Let X be a Banach space and Y a
normed vector space. Suppose that Γ is a collection of continuous linear operators from
X to Y . If for any x ∈ X one has sup
T∈Γ
‖T (x)‖Y <∞, then there holds
sup
T∈Γ
‖T‖X→Y = sup
T∈Γ,‖x‖X=1
‖T (x)‖Y <∞.
From this, we obtain
sup
k≥1
‖fk‖(VMOr(Rn+))∗ ≤ c0 for some c0 > 0,
and hence
sup
k≥1
sup
g∈C∞c (Rn+)
‖g‖BMOr(Rn+)≤1
∣∣∣∣ˆ
Rn+
fk(x)g(x)dx
∣∣∣∣ ≤ c0. (4.2)
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We shall show that for any f ∈ H1z (Rn+),
‖f‖H1z (Rn+) ≤ sup
g∈C∞c (Rn+)
‖g‖BMOr(Rn+)≤1
∣∣∣∣ ˆ
Rn
f(x)g(x)dx
∣∣∣∣. (4.3)
Let f ∈ H1z (Rn+). In view of Proposition 1.7 in [6], there exists an atomic decomposition
as follows
f =
∞∑
j=1
λjaj,
with ‖f‖H1z (Rn+) ∼=
∑∞
j=1 |λj|, where {aj} are standard 1-atoms. Let ǫ > 0, and fix
N ∈ N+ satisfying
∑
j>N |λj| < ǫ. Set
fN :=
N∑
j=1
λjaj.
Then it holds
‖f‖H1z (Rn+) ≤ ‖fN‖H1z (Rn+) + ǫ.
Since (H1z (R
n
+))
∗ = BMOr(Rn+) = BMOe(R
n
+), by the Hahn-Banach theorem there exists
g ∈ BMOe(Rn+) such that
‖fN‖H1z (Rn+) = 〈g, fN〉 =
ˆ
Rn+
g(x)fN(x)dx.
(See, for example, Corollary IV-6-2, [37, p.108].) We know that there exist c1 > 0 and
gj ∈ Cc(Rn+) such that
gj(x˜) = gj(x),
‖gj‖BMOe(Rn+) ≤ c1‖g‖BMOe(Rn+),
|gj(x)| ≤ sup
0<r<1
 
Q(x,r)
|ge(y)|dy, x ∈ Rn+,
lim
j→∞
gj(x) = ge(x), a.e x ∈ Rn+.
(4.4)
In fact, using the notations in Lemma 3.8, we set
ϕ(x) := ϕ0(|x|) and Φj(x) := ψj2(2j2+1|x|/j),
Then we see that
‖Φj‖BMO(Rn) ≤ 4/j2, and Φj(x) = 1 for |x| ≤ j.
Define
gj(x) = j
nϕ(j · ) ∗ [ge]j(x)Φj(x),
where
[h(x)]j =
{
h(x), if |h(x)| ≤ j,
jh(x)/|h(x)|, if |h(x)| > j.
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One can easily check that these gj satisfy the desired properties. Not only that, we can
give an approximation as (4.4) for BMO functions in the general framework. This will
be detailedly discussed in Section 6.
Applying this, we haveˆ
Rn+
g(x)fN(x)dx = lim
j→∞
ˆ
Rn+
gj(x)f
N(x)dx,
which indicates that
‖fN‖H1z (Rn+) ≤ sup
g∈Cc(Rn+)
‖g‖BMOe(Rn+)≤1
∣∣∣∣ˆ
Rn+
g(x)fN(x)dx
∣∣∣∣ = sup
g∈C∞c (Rn+)
‖g‖BMOr(Rn+)≤1
∣∣∣∣ˆ
Rn+
g(x)fN(x)dx
∣∣∣∣.
Now, for g ∈ C∞c (Rn+), we get∣∣∣∣ˆ
Rn+
g(x)fN(x)dx
∣∣∣∣ ≤ ∣∣∣∣ˆ
Rn+
g(x)f(x)dx
∣∣∣∣+ ǫ,
and hence
sup
g∈C∞c (Rn+)
|g‖BMOr(Rn+)≤1
∣∣∣∣ˆ
Rn+
g(x)fN(x)dx
∣∣∣∣ ≤ sup
g∈C∞c (Rn+)
‖g‖BMOr(Rn+)≤1
∣∣∣∣ˆ
Rn+
g(x)f(x)dx
∣∣∣∣+ ǫ.
Accordingly, there holds
‖f‖H1z (Rn+) ≤ sup
g∈C∞c (Rn+)
‖g‖BMOr(Rn+)≤1
∣∣∣∣ˆ
Rn+
g(x)f(x)dx
∣∣∣∣+ 2ǫ.
Since ǫ is arbitrary, we obtain
‖f‖H1z (Rn+) ≤ sup
g∈C∞c (Rn+)
‖g‖BMOr(Rn+)≤1
∣∣∣∣ˆ
Rn+
g(x)f(x)dx
∣∣∣∣.
This shows (4.3).
The inequalities (4.2) and (4.3) conclude that
sup
k≥1
‖fk‖H1z (Rn+) ≤ c0.
Since ‖fk,z‖H1(Rn) = ‖fk‖H1z (Rn+), the sequence {fk,z} is bounded in H1(Rn). By Lemma
4.2 in [12], there exists a subsequence {fkj ,z}j∈N+ and f ∈ H1(Rn) such that
lim
j→∞
ˆ
Rn
fkj ,zφ dx =
ˆ
Rn
fφ dx, ∀φ ∈ C∞c (Rn). (4.5)
Taking φ ∈ C∞c (Rn) with supp(φ) ⊂ Rn− in (4.5), we obtainˆ
Rn−
fφ dx = 0.
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By a similar argument as (4.1), we conclude that
f(x) = 0 a.e. x ∈ Rn−.
Write f+ := f |Rn+ . It means that f+,z = f a.e. Rn and f+ ∈ H1z (Rn+). In view of (4.5),
we deduce that
L (g) = lim
j→∞
ˆ
Rn+
fkjgdx =
ˆ
Rn+
fgdx, ∀g ∈ C∞c (Rn+).
Thus, the linear functional L ∈ (VMOr(Rn+))∗ is represented by f+ ∈ H1z (Rn+). 
5. Compact commutators
In this section, we will characterize VMO∆N (R
n) via the compactness of commutators
of Riesz transforms and the fractional integral operators associated with the Neumann
Laplacian.
5.1. Compactness of [b, RN ]. The Riesz transforms associated to the Neumann Lapla-
cian are given by
RN = (RN,1, . . . , RN,n) := ∇∆−1/2N .
The kernel of RN,j was formulated in [27] as
RN,j(x, y) =
(
Rj(x, y) +Rj(x, y˜)
)
H(xnyn), j = 1, . . . , n,
where Rj(x, y) is the kernel of Riesz transform Rj :
Rj(x, y) =
xj − yj
|x− y|n+1 , j = 1, . . . , n,
Theorem 5.1. Let 1 < p < ∞ and j = 1, . . . , n. Then b ∈ BMO∆N (Rn) if and only if
[b, RN,j ] is bounded on L
p(Rn). Moreover, we have
‖[b, RN,j ]‖Lp(Rn)→Lp(Rn) ≃ ‖b‖BMO∆N (Rn).
Proof. When p = 2, the result was proved in [27, Theorem 1.4]. But the proof was
complicated because the authors used a weak factorization of the space H1∆N (R
n). Now
we present a direct and easy proof for the lower bound and the upper bound can be
obtained as the case p = 2.
Denote by Lpe(R
n) the set of all functions f ∈ Lp(Rn) with f(x˜) = f(x), x ∈ Rn.
Moreover, we endow the space Lpe(R
n) with Lp(Rn) norm. Observing that
Rj(x˜, y) = Rj(x, y), 1 ≤ j ≤ n− 1,
Rj(x˜, y˜) = −Rj(x, y), j = n,
one by changing variables has for any f ∈ Lpe(Rn)
[b+,e, Rj ](f)(x˜) = [b+,e, Rj ](f)(x), 1 ≤ j ≤ n− 1,
[b+,e, Rj ](f)(x˜) = −[b+,e, Rj](f)(x), j = n.
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This indicates that
‖[b+,e, Rj ](f)‖pLp(Rn) =
ˆ
Rn+
|[b+,e, Rj](f)(x)|pdx+
ˆ
Rn−
|[b+,e, Rj ](f)(x)|pdx
=
ˆ
Rn+
|[b+,e, Rj](f)(x)|pdx+
ˆ
Rn+
|[b+,e, Rj ](f)(x˜)|pdx
= 2
ˆ
Rn+
|[b+,e, Rj](f)(x)|pdx.
Likewise, there holds
‖[b−,e, Rj](f)‖pLp(Rn) = 2
ˆ
Rn−
|[b−,e, Rj](f)(x)|pdx.
Additionally, we invoke (5.11) below to get
‖[b, RN,j ](f)‖pLp(Rn) =
ˆ
Rn+
|[b+,e, Rj](f)(x)|pdx+
ˆ
Rn−
|[b−,e, Rj](f)(x)|pdx.
The above estimates conclude that
‖[b+,e, Rj]‖Lpe(Rn)→Lp(Rn) + ‖[b−,e, Rj]‖Lpe(Rn)→Lp(Rn) . ‖[b, RN,j]‖Lp(Rn)→Lp(Rn).
Consequently, the lower bound follows from this, Theorem 5.2 below and Proposition
2.5. 
Theorem 5.2. Let 1 < p < ∞ and b ∈ ⋃1<q<∞ Lqloc(Rn) with b(x) = b(x˜), x ∈ Rn.
Then for the Riesz transform Ri (i = 1, . . . , n) there exists a constant A = A(n, p, Ri)
such that
‖b‖BMO(Rn) ≤ A‖[b, Ri]‖Lpe(Rn)→Lp(Rn).
Proof. We may assume ‖[b, Ri]‖Lpe(Rn)→Lp(Rn) = 1. We shall show that there exists A > 0
such that for any cube Q
MO(b, Q) :=
1
|Q|
ˆ
Q
|b(x)− bQ|dx ≤ A.
Considering b(x) = b(x˜), x ∈ Rn, we may assume the n-th component of the center of
Q is nonnegative. Since ‖[b(r·), Ri]‖Lpe(Rn)→Lp(Rn) = ‖[b, Ri]‖Lpe(Rn)→Lp(Rn) for any r > 0,
we may assume ℓ(Q) = 1/
√
n. Since [b− bQ, Ri] = [b, Ri], we may also assume bQ = 0.
Now, take a function g ∈ L∞c (Rn) such that
|g(y)| ≤ 2, y ∈ Q, (5.1)
supp(g) ⊆ Q, (5.2)ˆ
Rn
g(x)dx = 0, (5.3)
g(y)b(y) ≥ 0, y ∈ Q, (5.4)ˆ
Rn
b(x)g(x)dx = MO(b, Q) =:M. (5.5)
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Set
f = g + g˜ and g˜(x) = g(x˜).
Then g˜ also satisfies (5.1)-(5.5) and f ∈ Lpe(Rn) ∩ L∞e (Rn).
We here need an elementary observation. Let 1 ≤ i ≤ n, and Q be a cube with center
x0. Suppose
yi − (x0)i
|y − x0| > 2A1 with 0 < A1 < 1/2, and |y − x0| >
√
n (2/A1 + 1)ℓ(Q).
Then, it holds
yi − zi
|y − z| ≥ A1, for z ∈ Q, (5.6)
and yi − zi ≥ 0 for z ∈ Q˜ with yn ≥ 0. Denote
Gi :=
{
x ∈ Rn : xn ≥ 0, |x− x0| > A2 := 2
A1
+ 1, and
xi − (x0)i
|x− x0| > 2A1
}
If x ∈ Gi, we have (xi − zi)/|x− z| ≥ A1 for z ∈ Q and xi − zi ≥ 0 for z ∈ Q˜. Applying
(5.2), (5.4) and (5.5), we have
Ri(bf)(x) =
ˆ
Rn
xi − zi
|x− z|n+1 b(z)f(z)dz
=
ˆ
Q
xi − zi
|x− z|n+1 b(z)g(z)dz +
ˆ
Q˜
xi − zi
|x− z|n+1 b(z)g˜(z)dz
≥ A3|x− x0|n
ˆ
Q
b(z)g(z)dz =
A3
|x− x0|nM.
Using (5.1), (5.2) and (5.3), we get for x ∈ Gi
|b(x)Ri(f)(x)| ≤ A4 |b(x)||x− x0|n+1 .
Thus we have for x ∈ Gi
|[b, Ri](f)(x)| ≥ A3|x− x0|nM −
A4|b(x)|
|x− x0|n+1 .
Write
Fi =
{
x ∈ Gi : |b(x)| > MA3
2A4
|x− x0|, |x− x0| < Mp′/n
}
.
Now we may assume An2 < M
p′/2, otherwise we have M ≤ (2A2)1/p and nothing to
prove. By the definition of Fi, we get |Fi| < vnMp′ , where vn is the volume of the unit
ball in Rn. And hence we have An2 + |Fi|/(2vn) < Mp′ . Since
(Gi \ Fi) ∩ {x ∈ Rn : |x| < Mp′/n} ⊃ Gi ∩ {x ∈ Rn : A2 < |x− x0| < Mp′/n}
and the latter contains Gi ∩ {x ∈ Rn : (An2 + |Fi|/(2vn))1/n < |x − x0| < Mp′/n}, we
arrive at
2 · 2p ≥ ‖f‖pLp(Rn) ≥
ˆ
Rn
|[b, Ri]f(x)|pdx
≥
ˆ
(Gi\Fi)∩{|x−x0|<Mp′/n}
(
MA3
2|x− x0|n
)p
dx
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≥
ˆ
Gi∩{A5(|Fi|+An2 )1/n<|x−x0|<Mp′/n}
(
MA3
2|x− x0|n
)p
dx
=
(
A3M
2
)p
|Λ|
ˆ Mp′/n
A5(|Fi|+An2 )1/n
t−np+n−1dt
=
(
A3M
2
)p |Λ|
n(1− p)
(
Mp
′(1−p) − An(1−p)5 (|Fi|+ An2 )1−p
)
,
where Λ := {x ∈ Sn−1; xi − (x0)i > 2A1}.
From this we obtain
|Fi| ≥ 2vn(A6Mp′ − An2 ) ≥ vnA6Mp
′
,
if M > (2An2/A6)
1/p′ ( otherwise nothing to prove).
Now take h(x) = sgn(b(x)) 1Fi . Denote by Si the adjoint operator of Ri from L
p
e(R
n)
to Lp(Rn). Then
Si(x, y) =
1
2
(
Ri(x− y) +Ri(x˜− y)
)
, 1 ≤ i ≤ n− 1,
Sn(x, y) =
1
2
(
Rn(x− y)− Rn(x˜− y)
)
.
For x ∈ Q we have
|[b, Si]h(x)| ≥
∣∣∣∣ˆ
Fi
Si(y, x)|b(y)|dy
∣∣∣∣− |b(x)|∣∣∣∣ˆ
Rn
Si(y, x)h(y)dy
∣∣∣∣.
Since y ∈ Fi, we get
|b(y)| > MA3
2A4
|y − x0|.
When 1 ≤ i ≤ n− 1ˆ
Fi
Si(y, x)|b(y)|dy = 1
2
ˆ
Fi
Ri(y − x)|b(y)|dy + 1
2
ˆ
Rn
Ri(y˜ − x)|b(y)|dy.
For x ∈ Q and y ∈ Fi, by (5.6) we get yi − xi|y − x| ≥ A1, and from y˜ ∈ F˜i and x ∈ Q we
have yi − xi ≥ 0. Hence we obtain∣∣∣∣ˆ
Fi
Si(y, x)|b(y)|dy
∣∣∣∣ ≥ 12
ˆ
Fi
A1
|y − x|n
MA3
2A4
|y − x0|dy
≥ A7M
ˆ
Fi
|y − x0|1−ndy ≥ A8M1+p′/n.
On the other hand, from the definition of Fi we see that |y− x| ≤ |y˜− x| for y ∈ Fi and
x ∈ Q. So, there exists A9 such that∣∣∣∣ˆ
Rn
Si(y, x)h(y)dy
∣∣∣∣ ≤ 12
ˆ
Fi
dy
|y − x|n +
1
2
ˆ
Fi
dy
|y˜ − x|n ≤ A
′
8
ˆ
Fi
dy
|y − x0|n
≤ A′8
ˆ
A2<|y−x0|<Mp′/n
dy
|y − x0|n ≤ A9 logM.
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Thus, we obtain
|[b, Si]h(x)| > A8M1+p′/n −A9 logM. (5.7)
Since [b, Si] is the adjoint operator of [b, Ri], we have
‖[b, Si]‖Lp′ (Rn)→Lp′e (Rn) ≤ 1.
It follows from the definition of Fi and (5.7) that
A10M ≥ ‖h‖Lp′ (Rn) ≥ ‖[b, Si]h‖Lp′e (Rn) ≥
ˆ
Q
|[b, Si]h(x)|dx
≥
ˆ
Q
(
A8M
1+p′/n −A9 logM
)
dx = |Q|(A8M1+p′/n − A9 logM).
Then we have M ≤ A(n, p, Ri).
In the case i = nˆ
Fi
Sn(y, x)|b(y)|dy = 1
2
ˆ
Fi
Rn(y − x)|b(y)|dy − 1
2
ˆ
Rn
Rn(y˜ − x)|b(y)|dy.
For x ∈ Q and y ∈ Fn, we by (5.6) get yn − xn|y − x| ≥ A1, and from y˜ ∈ F˜n and x ∈ Q we
have yn − xn ≤ 0. Hence we obtain∣∣∣∣ˆ
Fn
Sn(y, x)|b(y)|dy
∣∣∣∣ ≥ 12
ˆ
Fn
A1
|y − x|n
MA3
2A4
|y − x0|dy
≥ A7M
ˆ
Fn
|y − x0|1−ndy ≥ A8M1+p′/n.
Proceeding the proof in the same way as in the case 1 ≤ i ≤ n− 1 hereafter, we get the
desired estimate. This completes the proof of Theorem 5.2. 
Theorem 5.3. Let 1 < p < ∞ and j = 1, . . . , n. Then b ∈ VMO∆N (Rn) if and only if
[b, RN,j ] is a compact operator on L
p(Rn).
Proof. We first show that [b, RN,j ] is a compact operator on L
p(Rn) if b ∈ VMO∆N (Rn).
Let {fk}∞k=1 be an arbitrary uniformly bounded sequence in Lp(Rn). In order to prove
the compactness of [b, RN,j ], it only needs to select a subsequence {fkl}∞l=1 ⊆ {fk}∞k=1
such that {[b, RN,j ](fkl)}∞l=1 converges in Lp(Rn).
By Theorem 3.2, we have b+,e ∈ VMO(Rn) and b−,e ∈ VMO(Rn) provided by b ∈
VMO∆N (R
n). Then it follows from [33, Theorem 2] that both [b+,e, Rj ] and [b−,e, Rj] are
compact operators on Lp(Rn). Note that {fk}∞k=1 is uniformly bounded in Lp(Rn), and
‖fk,+,e‖Lp(Rn) + ‖fk,−,e‖Lp(Rn) . ‖fk‖Lp(Rn), ∀k ≥ 1.
This gives that {fk,+,e}∞k=1 and {fk,−,e}∞k=1 are uniformly bounded in Lp(Rn). In view of
the compactness of [b+,e, Rj], there exists a sequence {km}∞m=1 such that
{[b+,e, Rj](fkm,+,e)}∞m=1 converges in Lp(Rn). (5.8)
Observer that {fkm,−,e}∞m=1 is uniformly bounded in Lp(Rn). Together with the com-
pactness of [b−,e, Rj ], there exists a subsequence {kml}∞l=1 ⊆ {km}∞m=1 such that{
[b−,e, Rj](fkml ,−,e)
}∞
l=1
converges in Lp(Rn). (5.9)
VMO SPACES ASSOCIATED WITH NEUMANN LAPLACIAN 29
The equation (5.8) implies that{
[b+,e, Rj](fkml ,+,e)
}∞
l=1
converges in Lp(Rn). (5.10)
For any x ∈ Rn and function f on Rn, we have
RN,j(f1Rn+)(x) =
ˆ
Rn+
(Rj(x, y) +Rj(x, y˜))H(xnyn)f(y)dy
= 1Rn+(x)
ˆ
Rn+
Rj(x, y)f(y)dy + 1Rn+(x)
ˆ
Rn−
Rj(x, y)f(y˜)dy
= 1Rn+(x)
ˆ
Rn
Rj(x, y)f+,e(y)dy = 1Rn+(x)Rj(f+,e)(x),
which gives that
[b, RN,j ](f1Rn+) = bRN,j(f1Rn+)− RN,j(bf1Rn+)
= [b+,eRj(f+,e)− Rj(b+,ef+,e)]1Rn+ = [b+,e, Rj](f+,e)1Rn+.
(5.11)
Similarly, it holds
[b, RN,j ](f1Rn−) = [b−,e, Rj ](f−,e)1Rn− .
As a consequence, we deduce that
[b, RN,j ](fkml ) = [b, RN,j](fkml1Rn+) + [b, RN,j ](fkml1Rn−)
= [b+,e, Rj](fkml ,+,e)1Rn+ + [b−,e, Rj](fkml ,−,e)1Rn−.
From (5.10) and (5.9), it immediately implies that{
[b, RN,j](fkml )
}∞
l=1
converges in Lp(Rn).
This shows that [b, RN,j ] is compact on L
p(Rn).
Let us turn our attention to the sufficiency. Let [b, RN,i] be a compact operator on
Lp(Rn), (1 ≤ i ≤ n). Then [b, RN,i] is bounded on Lp(Rn), which by Theorem 5.1 is
equivalent to b+,e ∈ BMO(Rn) and b−,e ∈ BMO(Rn). In view of Theorem 3.2, it is
enough to prove that b+,e ∈ VMO(Rn) and b−,e ∈ VMO(Rn). Here we will only focus
on the first one.
Recall that Lpe(R
n) is a closed subspace of Lp(Rn). Then [b, RN,i] is a compact operator
from Lpe(R
n) to Lp(Rn). Applying the same argument as that in the preceding paragraph,
we can show that [b+,e, Ri] is also a compact operators from L
p
e(R
n) to Lp(Rn).
We assume that ‖b+,e‖BMO(Rn) = 1. In order to show b+,e ∈ VMO(Rn), we use a
contradiction argument via Proposition 2.2. Suppose that γ1(b+,e) > 0. In the sequel,
we simply write b for b+,e. Then b(x˜) = b(x), x ∈ Rn. By γ1(b) > 0, there exists δ > 0
and a sequence of cubes {Qj}∞j=1 such that lim
j→∞
ℓ(Qj) = 0 and MO(b, Qj) > δ, j ∈ N+.
The fact b(x˜) = b(x) implies that
bQj = bQ˜j and MO(b, Qj) = MO(b, Q˜j), j ∈ N+.
Thus, we may assume that the n-th component of xj is nonnegative, j ∈ N+, where xj
is the center of Qj .
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Take 0 < A1 < 1/2 and denote
Λ :=
{
x′ ∈ Sn−1 : Ω(x) > 2A1
}
,
Gℓ :=
{
x ∈ Rn : |x| > √nℓA2 and x′ ∈ Λ
}
,
where Ω(x) = xi|x| and A2 = 1 +
2
A1
. For j ∈ N, set
gj(x) = |Qj|−
1
p
(
sgn(b(x)− bj)− (sgn(b− bj))Qj
)
1Qj(x),
where bj = bQj . Then we can easily check that gj satisfies the following:
gj(x)(b(x)− bj) ≥ 0, x ∈ Rn, (5.12)
supp(gj) ⊆ Qj , (5.13)ˆ
Rn
gj(x)dx = 0, (5.14)
|gj(x)| ≤ 2|Qj |−1/p, x ∈ Qj . (5.15)ˆ
Qj
(b(x)− bj)gj(x)dx = |Qj |1−
1
p MO(b, Qj). (5.16)
Set
fj = gj + g˜j, g˜j(x) = gj(x˜).
Then g˜j also satisfies (5.12)-(5.15) and fj ∈ Lpe(Rn). It follows from (5.13)-(5.15) that
|Ri((b− bj)fj)(y)| ≤ |Ri((b− bj)gj)(y)|+ |Ri((b− bj)g˜j)(y)|
≤ A20 |Qj|
1− 1
p
|y − xj |n , y 6∈ A21Qj .
Let y−xj ∈ Gℓ(Qj) and z ∈ Qj . Then we have (yi−zi)/|y−z| ≥ A1. Indeed, together with
|y−xj| ≥
√
nA2ℓ(Qj)/2, the fact |z−xj | ≤
√
nℓ(Qj)/2 implies that |y−xj | ≥ 2A2|z−xj |
and |y − z| ≥ |y − xj | − |z − xj | ≥ (2A2 − 1)|z − xj |. Then we see that
1− 1
2A2
≤ |y − z||y − xj | ≤ 1 +
1
2A2
provided by |y − xj | − |z − xj | ≤ |y − z| ≤ |y − xj | + |z − xj |. This immediately gives
that
yi − zi
|y − z| =
yi − (xj)i
|y − xj |
|y − xj |
|y − z| −
zi − (xj)i
|y − z|
≥ 2A1 · 1
1 + 1
2A2
− 1
2A2 − 1
= 2A1 − 2A1 ·
1
2A2
1 + 1
2A2
− 1
2A2 − 1
= 2A1 − 2A
2
1
3A1 + 4
− A1
A1 + 4
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≥ 2A1 − 2
3
A1 − 1
4
A1 =
13
12
A1.
As a consequence, we deduce by (5.16) that
Ri((b− bj)gj)(y) =
ˆ
Qj
yi − zi
|y − z|n+1 (b(z)− bj)gj(z)dz
≥ cA1|y − xj |n
ˆ
Qj
(b(z)− bj)gj(z)dz
= cA1|Qj|MO(b, Qj) |Qj|
− 1
p
|y − xj |n > cδA1
|Qj|1−
1
p
|y − xj |n .
Additionally, we have
Ri((b− bj)g˜j)(y) =
ˆ
Q˜j
yi − zi
|y − z|n+1 (b(z)− bj)g˜j(z)dz
=
ˆ
Qj
yi − (z˜)i
|y − z˜|n+1 (b(z)− bj)gj(z)dz.
When 1 ≤ i ≤ n− 1, we have (z˜)i = zi, and so yi− (z˜)i = yi− zi > 0 for z ∈ Qj because
of (yi− zi)/|y− z| ≥ A1. When i = n, we get (z˜)i = −zn, and hence yi− (z˜)i = yn+ zn.
We easily observe that yn + zn > 0 if yn > 0 and z ∈ Qj.
Thus, it holds for y ∈ xj +Gℓ(Qj) with yn > 0 that
Ri((b− bj)fj)(y) > cδA1 |Qj |
1− 1
p
|y − xj |n .
Let
R+(x, α, β) = {y ∈ R2 : y2 ≥ 0, α < |x− y| < β}.
Replacing R(x, αℓ(Qj), βℓ(Qj)) by R
+(x, αℓ(Qj), βℓ(Qj)) in [33, p. 169], we obtain
‖[b, Ri]fj(h) − [b, Ri]fj(h+m)‖pLp(Rn)
≥
ˆ
R+(xj(h),A29ℓ(Qj(h)),A30ℓ(Qj(h)))\R+(xj(h+m),0,A30ℓ(Qj(h+m)))
· · · dx
≥
((1
2
)1/p
−
(1
4
)1/p)p
A31.
This indicates that [b, Ri] is not a compact operator from L
p
e(R
n) to Lp(Rn).
Similar consideration holds for the cases γ2(b) > 0 and γ3(b) > 0. 
5.2. Compactness of [b,∆
−α/2
N ]. For 0 < α < n, the fractional operator ∆
−α/2
N of ∆N
is defined by
∆
−α/2
N f(x) :=
1
Γ(α/2)
ˆ ∞
0
e−t∆Nf(x)
dt
t1−α/2
.
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If we by KN,α(x, y) denote the kernel of ∆
−α/2
N , then it follows from [27, Proposition 2.4]
that
KN,α(x, y) :=
(
Cn,α
|x− y|n−α +
Cn,α
(|x′ − y′|2 + |xn + yn|2)n2−α2
)
H(xnyn),
where Cn,α =
1
2απn/2
Γ((n−α)/2)
Γ(α/2)
.
Theorem 5.4. Let 0 < α < n, 1 < p < q <∞ with 1
q
= 1
p
− α
n
. Then b ∈ VMO∆N (Rn)
if and only if [b,∆
−α/2
N ] is a compact operator from L
p(Rn) to Lq(Rn).
Proof. Since the proof is similar to that for Theorem 5.3, we only mention certain steps
and omit the details. We will recur to the classical Riesz potential, which is defined by
∆−α/2f(x) :=
1
Γ(α/2)
ˆ ∞
0
e−t∆f(x)
dt
t1−α/2
= Cn,α
ˆ
Rn
f(y)
|x− y|n−αdy.
In [34], Wang proved that b ∈ VMO(Rn) if and only if [b,∆−α/2] is a compact operator
from Lp(Rn) to Lq(Rn). Moreover, Theorem 3.2 plays an important role in the connection
between VMO∆N (R
n) and VMO(Rn).
As we have seen, in order to prove the compactness, we have to first establish the
boundedness of [b,∆
−α/2
N ]. In fact, one can characterize BMO∆N (R
n) via commutator:
‖[b,∆−α/2N ]‖Lp(Rn)→Lq(Rn) ≃ ||b||BMO∆N (Rn).
The upper bound was contained in [27, Theorem 1.5]. Thus, it suffices to show the lower
bound. Applying the same technique to get (7.4) in [16], we deduce that
‖[b+,e,∆−α/2]‖Lp(Rn)→Lq(Rn) + ‖[b−,e,∆−α/2]‖Lp(Rn)→Lq(Rn) . ‖[b,∆−α/2N ]‖Lp(Rn)→Lq(Rn).
We invoke a result
‖[a,∆−α/2]‖Lp(Rn)→Lq(Rn) ≃ ||a||BMO(Rn).
It is contained in [22], in which the authors obtained the equivalence between the
weighted BMO(Rn) and the two-weight inequality for the commutator of Riesz potential.
Combining these two inequalities, it yields that
||b||BMO∆N (Rn) ≃ ‖b+,e‖BMO(Rn) + ‖b−,e‖BMO(Rn) . ‖[b,∆
−α/2
N ]‖Lp(Rn)→Lq(Rn).
The proof is concluded. 
6. BMO approximation
Let (X, d, µ) be a space of homogeneous type in the sense of Coifman-Weiss. That is,
X is a topological space endowed with a Borel measure µ and a quasi-metric d, satisfying
the following conditions: (a) d(x, y) = d(y, x), (b) d(x, y) > 0 if and only if x 6= y and
(c) there exists a constant K such that d(x, y) ≤ K[d(x, z) + d(z, y)] for all x, y, z ∈ X .
(d) the balls B(x, r) = {y ∈ X ; d(x, y) < r} centered at x and of radius r > 0 form a
basis of open neighborhoods of the point x and, also, µ(B(x, r)) > 0 whenever r > 0.
Furthermore, µ satisfies the doubling condition: there exists a positive constant A such
that µ(B(x, 2r)) ≤ Aµ(B(x, r)).
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The purpose of this section is to give an approximation for BMO(X) functions by the
continuous functions with bounded supports as follows. We have seen an application of
such approximation in Section 4. We also believe that there will be more applications
of it.
Proposition 6.1. For any f ∈ BMO(X) there exists a sequence of bounded, continuous
and boundedly supported {fj}∞j=1 such that
‖fj‖BMO ≤ a1‖f‖BMO,
|fj(x)| ≤ a2Mf(x), x ∈ X,
lim
j→∞
fj(x) = f(x), a.e. x ∈ X,
where a1 and a2 are independent on f , and M is the restricted centered Hardy-Littlewood
maximal function of f :
Mf(x) = sup
0<r<1
1
µ(B(x, r))
ˆ
B(x,r)
|f(y)| dµ(y).
Remark 6.2. If (X, d, µ) is complete as a quasi-metric space, the closure of any ball is
compact, because of its total boundedness, which can be seen by using Theorem (3.1)
and the claim (3.4) in [12]. Hence, the functions fj above are compactly supported.
We note the following: It is known in [28] that there exist a quasi-distance d′(x, y) on
X , finite constants a3, a4, a5 and 0 < α < 1, such that
(i) a3d(x, y) ≤ d′(x, y) ≤ a4d(x, y),
(ii) for any x, y, z ∈ X and r > 0
|d′(x, z)− d′(y, z)| ≤ a5r1−α(d′(x, y))α, provided d′(x, z), d(y, z) < r.
We set B′(x, r) = {y ∈ X ; d′(x, y) < r}. Let x ∈ X and ε > 0. Using (ii) we see that for
any z ∈ X with d′(x, z) < ε it holds lim
d′(y,x)→0
d′(y, z) < ε, which implies 1B′(y,ε) → 1B′(x,ε)
as d′(x, y) tends to 0. From this we see that µ(B′(x, ε)) is continuous with respect to x
on X .
We also easily check that
(2A′)−1fB′(x,a3ε) ≤ fB(x,ε) ≤ 2A′fB′(x,a4ε),
where A′ is a constant satisfying µ(B(x, a4ε/a3)) ≤ A′µ(B(x, ε)), and fB =
ffl
B
f dµ.
Hence, to show Proposition 6.1, we may assume that d(x, y) satisfies the condition (ii)
for d′(x, y).
To show Proposition 6.1, we first note the following lemma.
Lemma 6.3. Let f ∈ BMO(X). Then for any ε > 0, we have
fε(x) :=
1
µ(B(x, ε))
ˆ
B(x,ε)
f dµ ∈ BMO(X) ∩ C(X),
and ‖fε‖BMO(X) ≤ c1‖f‖BMO(X), where c1 = c1(A,K) depends only on A and K.
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Proof. The continuity of fε is easily checked, by using the condition (ii). Thus, it suffices
to check that ‖fε‖BMO(X) ≤ c1‖f‖BMO(X). To this end, we calculate the oscillation of
fε on an arbitrary ball B(z, r). (The following calculations are due to Professor Eiichi
Nakai.)
(i) The case 0 < r ≤ ε. For x ∈ B(z, r) we have B(x, ε) ⊂ B(z,K(r + ε)) and
|fε(x)− fB(z,K(r+ε))| =
∣∣∣∣ 1µ(B(x, ε))
ˆ
B(x,ε)
f(y) dµ(y)− fB(z,K(r+ε))
∣∣∣∣
≤ 1
µ(B(x, ε))
ˆ
B(x,ε)
|f(y)− fB(z,K(r+ε))| dµ(y)
≤ 1
µ(B(x, ε))
ˆ
B(z,K(r+ε))
|f(y)− fB(z,K(r+ε))| dµ(y)
≤ µ(B(z,K(r + ε)))
µ(B(x, ε))
‖f‖BMO(X).
Since it holds d(x, y) ≤ K(r + K(r + ε)) ≤ K(1 + 2K)ε for x ∈ B(z, r) and y ∈
B(z,K(r + ε)), we get µ(B(z,K(r + ε)))/µ(B(x, ε)) ≤ A(log2K(1+2K))+1. Then it yields
that
1
µ(B(z, r))
ˆ
B(z,r)
|fε(x)− fB(z,K(r+ε))| dµ(x) ≤ A(log2K(1+2K))+1‖f‖BMO(X),
which shows
‖fε‖BMO(X) ≤ 2A(log2K(1+2K))+1‖f‖BMO(X).
(ii) The case 0 < ε < r. We note B(x, ε) ⊂ B(z,K(r + ε)) for x ∈ B(z, r). Set
c = fB(z,K(r+ε)). Then we get
1
µ(B(z, r))
ˆ
B(z,r)
|fε(x)− c| dµ(x)
≤ 1
µ(B(z, r))
ˆ
B(z,r)
(
1
µ(B(x, ε))
ˆ
B(x,ε)
|f(y)− c|dµ(y) dµ(x)
=
1
µ(B(z, r))
ˆ
X
(ˆ
B(z,K(r+ε))
χB(x,ε)(y)
µ(B(x, ε))
|f(y)− c|dµ(y)
)
χB(z,r)(x) dµ(x)
=
1
µ(B(z, r))
ˆ
B(z,K(r+ε))
(ˆ
X
χB(y,ε)(x)
µ(B(x, ε))
χB(z,r)(x) dµ(x)
)
|f(y)− c|dµ(y)
≤ 1
µ(B(z, r))
ˆ
B(z,K(r+ε))
(ˆ
B(y,ε)
1
µ(B(x, ε))
dµ(x)
)
|f(y)− c|dµ(y).
For x ∈ B(y, ε) we have B(y, ε) ⊂ B(x, 2Kε), and so we have µ(B(y, ε)) ≤ A(log2 2K))+1µ(B(x, ε)).
Hence by B(z,K(r + ǫ)) ⊂ B(z, 2Kr) we get
1
µ(B(z, r))
ˆ
B(z,r)
|fǫ(x)− c| dµ(x)
≤ A(log2 2K))+1 1
µ(B(z, r))
ˆ
B(z,K(r+ε))
|f(y)− c|dµ(y)
VMO SPACES ASSOCIATED WITH NEUMANN LAPLACIAN 35
≤ A2(log2 2K)+2‖f‖BMO(X),
which implies
‖fε‖BMO(X) ≤ 2A2(log2 2K)+2‖f‖BMO(X).
This completes the proof. 
If µ(X) < ∞, we know that for any x0 ∈ X , X ⊂ B(x0, R0) for some R0 > 0. By
Lebesgue’s differentiation theorem, we see that lim
ε→0
fε(x) = f(x) for almost all x ∈ X .
Hence, setting
fj(x) =
1
µ(B(x, 1/j))
ˆ
B(x,1/j)
f(y) dµ(y),
we see that {fj} satisfies the required condition for Proposition 6.1, and so we have
proved Proposition 6.1 in this case.
Next, we treat the case µ(X) =∞. Fix x0 ∈ X and S > 0 with a0 = µ(B(x0, S)) > 0.
Let K0 = 2K and A0 > 1 be such that µ(B(x0, K0r)) ≤ A0µ(B(x0, r)) for any r > 0.
For k ∈ N, there exists a unique λk ∈ N such that
Ak0a0 ≤ µ(B(x0, Kλk0 S)) < Ak+10 a0. (6.1)
In fact, because of µ(X) =∞, there exists a unique λk ∈ N such that
µ(B(x0, K
λk−1
0 S)) < A
k
0a0 ≤ µ(B(x0, Kλk0 S)).
On the other hand, we have
µ(B(x0, K
λk
0 S)) ≤ A0µ(B(x0, Kλk−10 S)).
Hence we have
Ak0a0 ≤ µ(B(x0, Kλk0 S)) < Ak+10 a0.
Note that λ1 < λ2 < . . . and lim
k→∞
λk =∞.
Lemma 6.4. Let µ(X) =∞, K0 and A0 be as above. Set
fj(x) =
j∑
k=0
1
B(x0,K
λk
0 S)
.
Then there exists c0 > 0 such that ‖fj‖BMO(X) ≤ c0, where λ0 = 0 and c0 = c0(A,K)
depends only on A and K.
Proof. Let B := B(x1, R) be an arbitrary ball in X . For simplicity, write B−1 = ∅ and
Bℓ := B(x0, K
λℓ
0 S) for each ℓ ∈ N. Our arguments depend upon the spatial position of
B.
Case 1: B ⊂ B0, or B ⊂ Bcj , or B ⊂ Bℓ \ Bℓ−1, ℓ = 1, 2, . . . , j. In this case, fj(x) =
constant on B, and hence
MO(fj, B) =
 
B
∣∣∣∣fj(x)− 1µ(B)
ˆ
B
fjdµ
∣∣∣∣dµ(x) = 0.
Case 2: B ⊂ Bℓ \ Bℓ−2, B ∩ (Bℓ \ Bℓ−1) 6= ∅ and B ∩ Bℓ−1 6= ∅, ℓ = 1, . . . , j. In this
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case we have MO(fj , B) ≤ 1. Indeed, if µ(B ∩ (Bℓ \Bℓ−1)) ≥ µ(B ∩Bℓ−1), then we haveˆ
B
|fj(x)− (j − ℓ + 1)| dµ(x) = µ(B ∩ Bℓ−1),
and so
MO(fj , B) ≤ 2× 1
2
= 1.
Otherwise, it holdsˆ
B
|fj(x)− (j − ℓ+ 2)| dµ(x) = µ(B ∩ (Bℓ \Bℓ−1)),
and we have the same estimate.
Case 3: B ⊂ Bℓ, B ∩ (Bℓ \ Bℓ−1) 6= ∅ and B ∩ Bℓ−2 6= ∅, ℓ = 2, . . . , j. Taking
y1 ∈ B ∩ (Bℓ \Bℓ−1) and y0 ∈ B ∩ Bℓ−2, one has
d(x0, y1) ≤ K(d(x0, y0) + d(y0, y1)) < K(Kλℓ−20 S + d(y0, y1)),
from which we get
d(y0, y1) >
d(x0, y1)
K
−Kλℓ−20 S.
On the other hand, we have d(x0, y1) > K
λℓ−1
0 S and
d(y0, y1) ≤ K(d(y0, x1) + d(x1, y1)) < 2KR.
Hence, we obtain
2KR >
K
λℓ−1
0 S
K
−Kλℓ−20 S,
and so,
R >
1
2K
(Kλℓ−10 S
K
−Kλℓ−20 S
)
>
1
2K
(Kλℓ−10 S
K
−Kλℓ−1−10 S
)
= K
λℓ−1
0
K0 −K
2K2K0
S =
K
λℓ−1
0 S
2KK0
= K
λℓ−1−2
0 S.
Now, if y ∈ B(x0, Kλℓ−10 S)), then there holds
d(x1, y) ≤ K(d(x1, y0) + d(y0, y)) < K(R +K(d(y0, x0) + d(x0, y)))
< K(R +K(K
λℓ−2
0 S +K
λℓ−1
0 S)) < K(R + 2KK
λℓ−1
0 S)
< K(R + 2K ·K20R) = K(1 +K30 )R,
which implies that
Aℓ−10 a0 ≤ µ(B(x0, Kλℓ−10 S)) ≤ µ(B(x1, K(1 +K30 )R)) ≤ A(log2K(1+K
3
0 ))+1µ(B(x1, R)),
that is, µ(B(x1, R)) ≥ CAℓ−10 a0. Consequently, we have
1
µ(B)
ˆ
B
|fj(x)− (j − ℓ+ 1)| dµ(x)
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≤ 1
µ(B)
ℓ−1∑
i=0
µ(Bi) ≤ 1
CAℓ−10 a0
ℓ−1∑
i=0
Ai+10 a0 <
A20
C(A0 − 1) .
This gives that
MO(fj , B) ≤ 2A
2
0
C(A0 − 1) .
Case 4: B ⊂ Bj+k, B ∩ (Bj+k \Bj+k−1) 6= ∅ and B ∩Bj−1 6= ∅, k = 2, . . . . In this case,
we have µ(B) ≥ CAj+k−10 a0 as in Case 3, and hence 
B
|fj(x)| dµ(x) ≤ 1
µ(B)
j∑
i=0
µ(Bi) ≤ 1
CAj+k−10 a0
j∑
i=0
Ai+10 a0 <
A3−k0
C(A0 − 1) .
Therefore, it yields that
MO(fj , B) ≤ 2A
3−k
0
C(A0 − 1) .
Since A0 > 1, we have completed the proof of our Lemma. 
Lemma 6.5. Let f ∈ BMO(X). For N > 0 define [f ]N by
[f ]N(x) =
{
f(x), |f(x)| ≤ N,
N f(x)|f(x)| , |f(x)| > N.
Then it holds ‖[f ]N‖BMO(X) ≤ 2‖f‖BMO(X).
For a proof, see for example [36, p. 206].
Lemma 6.6. For f, g ∈ BMO(X) ∩ L∞(X), we have
‖fg‖BMO(X) ≤ 2(‖f‖BMO(X)‖g‖∞ + ‖f‖∞‖g‖BMO(X)).
Proof. Let B be a ball in X . Then we deduce 
B
|f(x)g(x)− (fg)B|dµ(x) ≤ 2
 
B
|f(x)g(x)− fBgB|dµ(x)
= 2
 
B
|f(x)g(x)− fBg(x) + fBg(x)− fBgB|dµ(x)
≤ 2
 
B
|f(x)− fB||g(x)|dµ(x) + 2
 
B
|fB| |g(x)− gB|dµ(x)
≤ 2‖f‖BMO(X)‖g‖∞ + 2‖f‖∞‖g‖BMO(X),
from which we can deduce the desired estimate. 
Lemma 6.7. Suppose µ(X) = ∞. For any f ∈ BMO(X) there exists a sequence of
bounded and boundedly supported {fj} such that
‖fj‖BMO(X) ≤ 2(2 + c0)‖f‖BMO(X),
|fj(x)| ≤ |f(x)| x ∈ X,
lim
j→∞
fj(x) = f(x), x ∈ X,
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where c0 is the constant defined in Lemma 6.4.
Proof. To show this, we may assume that ‖f‖BMO(X) = 1 without loss of generality. Fix
x0 ∈ X , and let K0 = 2K be as in Lemma 6.4. Set
gj(x) =
1
j + 1
j∑
k=0
1
B(x0,K
λk
0 j)
, and fj = [f ]jgj.
Then we see that gj(x) = 1 on B(x0, j), and hence
|fj(x)| ≤ |f(x)| and lim
j→∞
fj(x) = f(x), x ∈ X.
By Lemmas 6.6, 6.5 and 6.4, we have
‖fj‖BMO(X) ≤ 2(‖[f ]j‖BMO(X)‖gj‖∞ + ‖[f ]j‖∞‖gj‖BMO(X)),
≤ 2
(
2‖f‖BMO(X) + j c0
j
)
= 2(2 + c0)‖f‖BMO(X).
This proves Lemma 6.7. 
Now, we proceed to show Proposition 6.1 in the case µ(X) =∞. Set
fj := gj[hj ]j and hj(x) =
1
µ(B(x, 1/j))
ˆ
B(x,1/j)
f(y) dµ(y).
Then we obtain
‖hj‖BMO(X) ≤ c0‖f‖BMO(X),
|hj(x)| ≤Mf(x), x ∈ X,
lim
j→∞
hj(x) = f(x), a.e. x ∈ X.
So, by Lemma 6.7 we see that fj satisfies the desired condition in Proposition 6.1. This
completes the proof of Proposition 6.1.
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