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Abstract— This paper presents the image-quality-guided strategy 
for optimization of bicubic interpolation and interpolated scan 
conversion algorithms. This strategy uses feature selection through 
line chart data visualization technique and first index of the 
minimum absolute difference between computed scores and ideal 
scores to determine the image quality guided coefficient k that 
changes all sixteen BIC coefficients to new coefficients on which the 
OBIC interpolation algorithm is based. Perceptual evaluations of 
cropped sectored images from Matlab software implementation of 
interpolated scan conversion algorithms are presented. Also, IQA 
metrics-based evaluation is presented and demonstrates that the 
overall performance of the OBIC algorithm is 92.22% when 
compared with BIC alone, but becomes 57.22% with all other 
methods mentioned. 
 
Index Terms—echocardiography, nearest-neighbor, bilinear, 
bicubic, interpolation, interpolated scan conversion, cardiac 
ultrasound 
I. INTRODUCTION 
 CHOCARDIOGRAPHY is the most used imaging technique, 
worldwide. In [1], authors state that echocardiography 
provides a comprehensive evaluation of cardiac and vascular 
structures and functions in clinical cardiology practice. And, 
like many other imaging techniques, it is dependent on the 
operator’s skill in acquiring images and taking correct 
measurements [1]. According to authors, in [2], the image 
quality remains one of the most important factors affecting 
measurement variability - and, approximately 10% to 15% of 
routine echocardiograms have poor image quality. Although 
defining the quality has been challenging, in cardiovascular 
imaging, authors provide a framework for echocardiographic 
quality assessment and improvement, in [3]. It has been stated, 
in [2], that several attempts have been made to improve image 
quality and ultrasound companies are continuously working to 
improve their echocardiographic image quality. Despite the 
ongoing efforts, to automate and simplify the technique, it is 
still necessary, during the patient’s examination, to 
continuously adjust many of the ultrasound scanner adapter 
parameters [4]. Ultrasound system device settings, such as 
gain, focus, depth, dynamic range, level of compression, 
sector angle, zoom, time gain compensation, etc are adjusted 
so that the desired structures are brought into view in the 
highest quality possible [4]. However, there are other quality 
factors and/or parameters, or kind of performance bottlenecks 
- on ultrasound imaging systems that cannot be adjusted 
manually or automatically during the patient’s examination - 
which affect the echocardiography image quality. In this work, 
we focus on the bicubic interpolated scan conversion 
algorithms implemented in software. In software-based 
interpolated scan conversion, an interpolation algorithm is 
used to fill in gaps between available echo-data samples to 
provide an estimate of the echo reflectivity at each grid point 
in the image [5],[6],[7],[8]. The process of generating such 
estimates, at each grid point must preserve echo-data samples, 
because interpolation, by definition, must preserve the given 
echo-data samples [9],[10]. There exist many interpolation 
methods in various categories, in the literature, focusing on 
improving the accuracy and efficiency of image interpolation 
algorithms for various applications [11],[12],[13],[14],[18]. 
However, most of them attempted to deal with the problem of 
image interpolation inaccuracy by sacrificing algorithmic 
efficiency thus encouraging further research on possible 
simultaneous improvement of accuracy and efficiency of 
digital image interpolation algorithms. Given that, 
interpolation is a method of constructing new data points 
(within the range of a discrete set of known data points) and 
bicubic interpolation is only an extension of cubic 
interpolation which, while mathematically determining the 
sixteen coefficients, does not at least take into account the 
complexity of quality content of a given image, in this paper, 
image quality guided strategy has been studied for that 
particular purpose. In [15], the authors developed a closely 
related strategy using a control coefficient, to optimize the 
proposed mean-based weighting strategy, whose value was 
selected manually according to experimental observations. In 
this paper, the proposed strategy uses feature selection through 
line chart data visualization technique to select a small point-
interval of useful points or values. Details on how to achieve 
that small interval selection are provided in part V. Also, the 
proposed strategy uses the first index of the minimum absolute 
difference between a computed score and an ideal score to 
determine only one lead-point on the optimally selected point-
interval. That lead-point or lead-value is multiplied by 
distances of x- and y-direction coordinates of interpolated 
pixels in the destination image. That multiplication changes all 
sixteen coefficients to new sixteen coefficients that are used 
by the optimized bicubic (OBIC) interpolation algorithm. 
Steps followed to develop the OBIC algorithm are extensively 
provided and explained in part V. This paper is organized as 
follows: Part I gives a brief introduction to echocardiography 
and interpolation. Part II is dedicated to the scan-conversion 
operation. Part III presents three basic linear interpolation 
algorithms. Part IV presents the perceptual evaluation of 
sectored images from three interpolated scan conversion 
algorithms. Part V presents the image quality guided strategy 
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as well as IQA metrics-based evaluations of the OBIC 
interpolation algorithm against other interpolation algorithms. 
The conclusion is given in part VI. 
II. SCAN CONVERSION 
Referring to [19], the ultrasonic scan conversion is one of 
the performance bottlenecks of an ultrasound system, which is 
needed to transform polar coordinate ultrasound data into 
cartesian coordinate data consumable by standard graphics 
systems. Figure 1 illustrates the basics, in the form of Eq. (1) 
and Eq. (2), for translating from polar coordinates to Cartesian 
coordinates.  
                           𝑥𝑥 = 𝑟𝑟 × 𝑐𝑐𝑐𝑐𝑐𝑐(𝜃𝜃)                                    (1) 
                           𝑦𝑦 = 𝑟𝑟 × 𝑐𝑐𝑠𝑠𝑠𝑠(𝜃𝜃)                                    (2) 
 
 
Figure 1: Polar to Cartesian 
Again, referring to [19], authors state that, in the past, 
ultrasonic scan converters were implemented using custom 
hardware, digital signal processors (DSP), and field-
programmable gate arrays. With the advance of digital sensor 
technology, it has become possible to implement scan 
converters in software platforms.  
 
Figure 2: Diagram of bilinear interpolated scan conversion 
For example, in [20], Texas Instrument (TI), introduced an 
efficient scan conversion software implementation for TI 
C64x+™ based DSP devices, using bilinear interpolation for 
sectored image. The implemented bilinear interpolation scan 
conversion is illustrated in Figure 2, with variables used in the 
scan conversion operation, in typical ultrasound systems, as 
shown in [20]. As can be seen,𝐽𝐽(𝑥𝑥,𝑦𝑦)represents interpolated 
data. 𝜃𝜃 and 𝑟𝑟 represent the angular and radius information, 
respectively. 𝐼𝐼(:,:) represents scan conversion input samples. 
Note that input to the scan converter is scanned echo data and 
the output is typically data that needs to be displayed on a 
monitor [20]. Also, note that, the probe collects A-mode 
vectors, received at fixed, angular intervals, from all the 
specified angles, to form a B-mode frame [19]. Also, as stated, 
in [19], the B-mode frame is simply the two-dimensional array 
formed by storing all the A-mode vectors, from all the angles, 
in consecutive order. The B-mode frames are input to the scan 
converters (or scan conversion algorithms) so that a sectored 
image can be formed [19]. 
III. THREE BASIC IMAGE INTERPOLATION ALGORITHMS 
At the exception of bicubic interpolation, in [19], nearest 
neighbor, linear interpolation, and bilinear interpolation-based 
scan conversion algorithms were evaluated only in terms of 
speed and effectiveness. In this work, bicubic interpolation 
(which always chosen over nearest and bilinear interpolation) 
is of great interest because of image quality concerns of 
echography images.  
a) Nearest-neighbor image interpolation 
Assume that pixels are represented by 𝐷𝐷(𝑟𝑟’, 𝑐𝑐’) and 𝑆𝑆(𝑟𝑟, 𝑐𝑐) 
in the destination and source images, respectively, as shown in 
Figure 3. In nearest neighbor (NN) interpolation, the 𝐷𝐷(𝑟𝑟’, 𝑐𝑐’) 
can take the value of the sample nearest to �𝑟𝑟′
𝐿𝐿
, 𝑐𝑐′
𝐿𝐿
� in the source 
image’s 𝑆𝑆(𝑟𝑟, 𝑐𝑐). In other words, by rounding �𝑟𝑟′
𝐿𝐿
, 𝑐𝑐′
𝐿𝐿
�; the 
rounding function decides which nearest neighbor to pick 
from the source image and replicate in the destination image, 
based on the scaling ratio 𝐿𝐿. In [16], the author demonstrated 
that the best rounding function for nearest-neighbor image 
interpolation is the ceil rounding. Mathematically, the ceil 
rounding function (in the nearest-neighbor interpolation) is 
given by Eq. (1).  
                     𝐷𝐷(𝑟𝑟’, 𝑐𝑐’) = 𝑆𝑆(⌈(𝑟𝑟)⌉, ⌈(𝑐𝑐)⌉)                        (1) 
Note that, in the destination image, r' represents the 
destination coordinates in x-axis direction while c' represents 
the destination coordinates in the y-axis direction. 
 
Figure 3: Four neighbors’ case: Nearest-neighbor interpolation 
Also, note that, in the source image, r represents the source 
coordinates in x-axis direction while c represents the source 
coordinates in the y-axis direction.  
                                 𝑟𝑟 = 𝑟𝑟’ × �1
𝐿𝐿
�                              (2) 
                                 𝑐𝑐 = 𝑐𝑐’ × �1
𝐿𝐿
�                              (3) 
For scan conversion purposes, Eq. (2) and Eq. (3) are 
adapted to the T5D file's B-mode contents to implement 
nearest-neighbor interpolated scan conversion following 
examples given in [19]. T5D file is a system file from the T5 
Duke University ultrasound scanner or T5D scanner [27].  
b) Bilinear image interpolation 
In the bilinear interpolation case, the Eq. (4) uses a 
weighted average of four samples, shown in Figure 4 as black 
dots, that are nearest to �𝑟𝑟′
𝐿𝐿
, 𝑐𝑐′
𝐿𝐿
� in the source image’s 𝑆𝑆(𝑟𝑟, 𝑐𝑐) to 
achieve the best approximation of a new sample for use in the 
destination image. In [28], the author demonstrates that such a 
new sample does not always originate from the source image 
pixels referred to as non-extra pixels. In [14], the author 
demonstrates how the improvement of floor rounding 
function, which was proven to be the worst in [16], can serve 
as an alternative leading to an increase in approximation 
accuracy of the bilinear interpolation algorithm. It is important 
to note that 𝑎𝑎 and 𝑏𝑏 are weighting variables, as shown in Eq. 
(7), representing the coordinate distances in x- and y-
directions, in the destination image.  
 
          𝐷𝐷(𝑟𝑟’, 𝑐𝑐’) = (1 − 𝑎𝑎) × (1 − 𝑏𝑏) × 𝑆𝑆(𝑟𝑟, 𝑐𝑐) + 
                                (𝑎𝑎) × (1 − 𝑏𝑏) × 𝑆𝑆(𝑟𝑟, 𝑐𝑐 + 1) + 
                                (1 − 𝑎𝑎) × (𝑏𝑏) × 𝑆𝑆(𝑟𝑟 + 1, 𝑐𝑐) + 
                                (𝑎𝑎) × (𝑏𝑏) × 𝑆𝑆(𝑟𝑟 + 1, 𝑐𝑐 + 1)             (4) 
 
For scan conversion purposes, the Eq. (4) is adapted to the 
T5 file's B-mode contents to implement interpolated scan 
conversion following examples shown in Figure 2 or given in 
[19],[20]. 
 
Figure 4: Four neighbors’ case: Bilinear interpolation 
c) Bicubic image interpolation 
As illustrated in Figure 5, the Eq.(6) of bicubic 
interpolation 𝐷𝐷(𝑟𝑟’, 𝑐𝑐’) uses a weighted average of sixteen 
samples nearest to �𝑟𝑟′
𝐿𝐿
, 𝑐𝑐′
𝐿𝐿
� in a source image’s 𝑆𝑆(𝑟𝑟, 𝑐𝑐) to 
achieve the best approximation of a new pixel sample. Note 
that, for simplification purposes, the bicubic direct 
interpolation formula has been provided into six equations. As 
can be seen, Eq. (5), Eq. (6), Eq. (7), and Eq. (8), are 
respectively used to horizontally interpolate the given samples 
at the locations 𝑃𝑃(𝑟𝑟’, 𝑐𝑐 − 1),  𝑃𝑃(𝑟𝑟’, 𝑐𝑐),  𝑃𝑃(𝑟𝑟’, 𝑐𝑐 + 1) and 
𝑃𝑃(𝑟𝑟’, 𝑐𝑐 + 2).  
 
𝑃𝑃(𝑟𝑟′, 𝑐𝑐 − 1) = −𝑎𝑎 × (1 − 𝑎𝑎)2 × 𝑆𝑆[𝑟𝑟 − 1, 𝑐𝑐 − 1] + (1 − 2 × 𝑎𝑎+ 𝑎𝑎3) × 𝑆𝑆[𝑟𝑟, 𝑐𝑐 − 1] + 
                  𝑎𝑎 × (1 + 𝑎𝑎 − 𝑎𝑎2) × 𝑆𝑆[𝑟𝑟 + 1, 𝑐𝑐 − 1] − 
     𝑎𝑎2 × (1 − 𝑎𝑎) × 𝑆𝑆[𝑟𝑟 + 2, 𝑐𝑐 − 1]                                   (5)  
𝑃𝑃(𝑟𝑟′, 𝑐𝑐) = −𝑎𝑎 × (1 − 𝑎𝑎)2 × 𝑆𝑆[𝑟𝑟 − 1, 𝑐𝑐] + (1 − 2 × 𝑎𝑎 +
𝑎𝑎3) × 𝑆𝑆[𝑟𝑟, 𝑐𝑐] + 𝑎𝑎 × (1 + 𝑎𝑎 − 𝑎𝑎2) × 𝑆𝑆[𝑟𝑟 + 1, 𝑐𝑐] − 𝑎𝑎2 × (1 −
𝑎𝑎) × 𝑆𝑆[𝑟𝑟 + 2, 𝑐𝑐]                                                                    (6)  
𝑃𝑃(𝑟𝑟 ′, 𝑐𝑐 + 1) = −𝑎𝑎 × (1 − 𝑎𝑎)2 × 𝑆𝑆[𝑟𝑟 − 1, 𝑐𝑐 + 1] + (1 −2 × 𝑎𝑎 + 𝑎𝑎3) × 𝑆𝑆[𝑟𝑟, 𝑐𝑐 + 1] + 𝑎𝑎 × (1 + 𝑎𝑎 − 𝑎𝑎2) × 𝑆𝑆[𝑟𝑟 + 1, 𝑐𝑐 +1] − 𝑎𝑎2 × (1 − 𝑎𝑎) × 𝑆𝑆[𝑟𝑟 + 2, 𝑐𝑐 + 1]                                   (7)  
𝑃𝑃(𝑟𝑟′, 𝑐𝑐 + 2) = −𝑎𝑎 × (1 − 𝑎𝑎)2 × 𝑆𝑆[𝑟𝑟 − 1, 𝑐𝑐 + 2] + (1 −2 × 𝑎𝑎 + 𝑎𝑎3) × 𝑆𝑆[𝑟𝑟, 𝑐𝑐 + 2] + 𝑎𝑎 × (1 + 𝑎𝑎 − 𝑎𝑎2) × 𝑆𝑆[𝑟𝑟 + 1, 𝑐𝑐 +2] − 𝑎𝑎2 × (1 − 𝑎𝑎) × 𝑆𝑆[𝑟𝑟 + 2, 𝑐𝑐 + 2]                                   (8) 
 
The Eq. (9) finalizes the bicubic interpolation by 
interpolating at the remaining four locations in the vertical 
direction. 
 
        𝐷𝐷(𝑟𝑟’, 𝑐𝑐’) = −𝑏𝑏 × (1 − 𝑏𝑏)2 × 𝑃𝑃[𝑟𝑟’, 𝑐𝑐 − 1] + 
                              (1 − 2 × 𝑏𝑏 + 𝑏𝑏3) × 𝑃𝑃[𝑟𝑟’, 𝑐𝑐] + 
                             𝑏𝑏 × (1 + 𝑏𝑏 − 𝑏𝑏2) × 𝑃𝑃[𝑟𝑟’, 𝑐𝑐 + 1] 
                             −𝑏𝑏2 × (1 − 𝑏𝑏) × 𝑃𝑃[𝑟𝑟’, 𝑐𝑐 + 2]                (9) 
 
Like in nearest and bilinear interpolation cases, the bicubic 
equation, Eq. (9), is adapted to the T5D file's B-mode contents 
to implement interpolated scan conversion following examples 
given in [19],[20]. 
 
 
Figure 5: Sixteen neighbors’ case: Bicubic interpolation 
IV. EVALUATION OF SECTORED IMAGES  
Here, it is important to focus on the perceptual quality of 
three cropped sectored images are presented, especially on 
small areas of the segment and borderline. The cropped 
images are parts of full sectored images or single video frames 
obtained by scan-converting only one frame from T5D files, 
with settings such as Gamma = 0.6, Brightness = 4.2, and 
Contrast = 120.4. Note that T5D files are not publicly 
available files. Also, the corresponding full sectored images 
are not included for publication in this paper. However, upon 
request full sectored images can only be shared with reviewers 
only for peer-review purposes. Figure 6, Figure 7, and Figure 
8 show cropped sectored images to better evaluate the various 
edges structures in terms of visual artefacts relevant to the 
mentioned interpolated scan conversion algorithms.  
 
 
Figure 6: Evaluation of the oblique edge. From left to right, nearest-, 
bilinear-, bicubic - based interpolated scan conversion algorithms. 
As can be seen, in Figure 6, the three images contain objects 
with mainly oblique edges. The edges of such objects look 
different due to different interpolated scan conversions 
algorithms used. From left to right, on the left the nearest 
neighbor interpolated scan conversion algorithm produces the 
only image object with the crispest edges. Despite that, its 
overall quality is considered poor due to the presence of 
jaggies that do not allow more details to be seen thus making 
it unhelpful for both diagnostic and perceptual purposes. 
   
 
Figure 7: Evaluation of the horizontal edge. From left to right, 
nearest-, bilinear-, bicubic-based interpolated scan conversion 
algorithms. 
With the bilinear interpolated scan conversion algorithm, in 
the middle, the image object generally looks better than in the 
previous nearest-neighbor case. Specifically, such an object 
looks blurry around the oblique edge. Consequently, its 
blurriness reduces the overall quality in terms of contrast and 
crispness. On the right, the bicubic interpolated scan 
conversion algorithm produces an image looking better than in 
the previous two cases of nearest-neighbor and bilinear, only 
in terms of contrast (but not in terms of crispness).  Despite 
that, it still produces blurring artifacts as well as rhombic spots 
(to some extent) on the oblique edges that generally reduces 
the crispness of that object edge. The same situation repeats 
with cropped sectored images containing horizontal and 
vertical object edges, in Figure 7 and Figure 8, respectively. 
 
 
Figure 8: Evaluation of the vertical edge. From left to right, nearest-, 
bilinear-, bicubic - based interpolated scan conversion algorithms. 
It is important to note that “perceptual differences” between 
these images are more visible on screens than in this paper. 
V. IMAGE QUALITY-GUIDED OPTIMIZATION SCHEME 
Referring to the previous results, traditional bicubic (BIC) 
interpolated scan conversion algorithm not remove 
significantly visual blurriness artefacts, around the edges of 
cropped sectored image objects, instead it introduced visible 
rhombic-like shapes in the oblique edge case. The BIC’s 
weighting function - based on the sixteen coefficients deduced 
mathematically without considering the complexity of quality 
content of a given image - is behind those visual artefacts. 
Therefore, the image quality-guided optimization scheme, 
developed in this paper, is a way to go in the effort to adapt 
the BIC’s weighting function to the reality. Referring to 
Figure 4 and Figure 5, the variables 𝑎𝑎 and 𝑏𝑏 represent the 
pixel coordinates in x- and y-directions in the destination 
image. These are mathematically expressed as shown in Eq. 
(10).  
                                    𝑎𝑎 = 𝑥𝑥 − ⌊𝑥𝑥⌋ 
                                    𝑏𝑏 = 𝑦𝑦 − ⌊𝑦𝑦⌋                                    (10) 
where 𝑥𝑥 = 𝑟𝑟′/𝐿𝐿 and 𝑦𝑦 = 𝑐𝑐′/𝐿𝐿 and ⌊… ⌋ is a floor rounding 
function. Given that the algorithm efficiency is another 
important criterion while selecting any image interpolation 
algorithm, the easiest way to avoid sacrificing such an 
efficiency is simply to multiply a scalar coefficient 𝑘𝑘 to Eq. 
(10) to achieve a new weighting function capable of taking 
into account, at least, the quality content of a given image. 
                                    𝑎𝑎 = 𝑘𝑘 × (𝑥𝑥 − ⌊𝑥𝑥⌋) 
                                    𝑏𝑏 = 𝑘𝑘 × (𝑦𝑦 − ⌊𝑦𝑦⌋)                         (11) 
In this way, the question is how to determine the coefficient 
𝑘𝑘 in Eq. (11), using relevant image quality content 
information. To achieve that two ways are considered in this 
paper. The first is to use the real number line, and the second 
is to use the image quality assessment (IQA) metrics. In the 
real number set, ℛ, the real number line consists of any value 
between two very large negative and very large positive real 
numbers with zero at mid-point. Given that it is not practical 
to train every real value on Eq (11)’s coefficient k in the 
process of determining the coefficient k or lead-value, the 
feature selection through line chart data visualization 
technique is used to select a small point-interval of useful real 
values from a real line starting with a very large negative real 
number and ending with a very large positive real numbers. 
Here, it is important to note that this visualization technique is 
at least as powerful as the best automatic feature selection 
algorithms used in machine-learning/artificial intelligence 
[17]. Figure 9 shows graphs drawn on a small value or point 
interval selected, using the line chart data visualization 
technique. Eq. (11) is tested on any real values between −3 
and +3, with a 0.1 step, to determine or extract the optimal 
real value corresponding to the best IQA score to be assigned 
to 𝑘𝑘 in Eq. (11). In this paper, the following IQA metrics have 
been selected due to their popularity in digital image 
processing and used for coefficient k determination purposes. 
Perception-based Image Quality Evaluator (PIQE), Mean-
squared error (MSE), Blind/Referenceless Image Spatial 
Quality Evaluator (BRISQUE), Naturalness Image Quality 
Evaluator (NIQE), Structural Similarity Index (SSIM), and 
Peak Signal-to-Noise Ratio (PSNR). 
 
   
     (a)                                                                                             (b) 
Figure 9: Graphs of (a) the pepper image and (b) an average of ten images in Table 1 
More details about the IQA metrics selected as well as their 
corresponding ideal scores are available in the literature. By 
assigning different values to the Eq. (11)’s coefficient 𝑘𝑘, with 
a 0.1 step, along the real number line ranging from −3 to +3, 
that yields different computed scores, along the chosen real 
number line or interval, as shown by graphs in Figure 9. In 
this regard, the first index of the minimum absolute difference 
between a computed score and an ideal score can determine 
the optimal value or only one lead-point on the selected 
interval. Doing graph comparison between Figure 9 (a) which 
shows the graph of only one image (i.e. pepper image) – using 
the scaling ratio equals to two - and Figure 9 (b) which shows 
the average graph from ten images mentioned in Table 1, it 
can be easily understood that each image has a unique image 
quality guided coefficient k since the average graph does not 
look exactly like the single pepper-image graph. For image 
interpolation purposes, this means that interpolation 
algorithms should be made capable of learning and adapting 
accurately to the variations in image content or pixel 
distribution and scaling ratio. In this paper, the coefficient 𝑘𝑘 
value is preliminarily estimated from several different images 
and scaling ratios. In other words, finding the corresponding 
average lead-value or coefficient 𝑘𝑘 from the preliminary ten 
test images is the priority of this work’s image quality guided 
strategy. Note that, in this case, all ten test images are to be 
tested on the same real number line interval, using the BIC 
method, to get their corresponding scores and lead-values. 
Table 1 shows different lead-values corresponding to each 
image. As can be understood, the scaling ratio is another 
important dimension or contributor that affects the lead-value, 
as shown in Table 1. It is therefore important to consider the 
average in the dimension of scaling ratios to get the best 
overall lead-value possible. As can be seen, in Table 1, the 
averaged lead-values equal to 1.1834 with approximately a 
small percentage of a margin of error (if there was used a 
bigger number of images and scaling ratios than that presented 
in Table 1). Averaged lead-values result in the value of the 
coefficient k to be put in the Eq. (11).  
 
Table 1: Average Lead Value (ALV) 
 ALV Aerial Baboon Boat Bridge Couple F16 House Lake Peppers Ruler 
2X 1.3067 1.4500 1.3167 1.2667 1.3667 1.2833 1.4333 1.5667 1.3667 1.0500 0.9667 
4X 1.1367 1.3333 1.2667 1.0167 1.0500 0.8667 1.0167 1.0500 1.3333 1.3333 1.1000 
8X 1.1067 1.7000 0.8500 0.8167 1.1000 1.7667 1.1333 0.8333 1.0833 1.1333 0.6500 
𝑘𝑘 1.1834           
 
A. Objective evaluation of interpolation methods 
There exist two widely known categories of objective image 
quality evaluation metrics, namely full-reference and non-
reference metrics. In [7], [23], [24], [26], authors used full- 
 
reference metrics for objective image quality evaluations. In 
[25], the authors used both full and non-reference metrics 
were used for objective image quality evaluations. In this 
paper, both full and non-reference metrics are also used for 
objective image quality evaluation. Those used include the 
Mean-Squared Error (MSE), Structural Similarity Index 
(SSIM), Peak Signal to Noise Ratio (PSNR), and 
Blind/Referenceless Image Spatial Quality Evaluator 
(BRISQUE), Perception-based Image Quality Evaluator 
(PIQE), Naturalness Image Quality Evaluator (NIQE). Also, 
carefully selected ten test images, mentioned in Table 1, are: 
1) Aerial | 512x512 pixels | 8 bits/pixel | database ref. 5.2.09. 
2) Stream and bridge | 512x512 pixels | 8 bits/pixel | database 
ref. 5.2.10. 3) Fishing Boat | 512x512 pixels | 8 bits/pixel | 
database ref. boat.512. 4) Male | 1024x1024 pixels | 8 
bits/pixel | database ref. 5.3.01. 5) Couple (NTSC test image) | 
512x512 pixels | 8 bits/pixel | database ref. 5.2.08. 6) house | 
512x512 pixels | 24 bits/pixel | database ref. house. 7) Peppers 
| 512x512 pixels | 24 bits/pixel | database ref. 4.2.07. 
 
Table 2: Aerial and Baboon 
 SSIM PSNR MSE BRISQUE NIQE PIQE SSIM PSNR MSE BRISQUE NIQE PIQE 
                                              2X (256 to 512)                                             2X (256 to 512) 
NN 0.746 22.621 355.54 43.458 5.495 26.51 0.595 20.36 598.040 43.458 8.779 25.44 
BI 0.788 24.361 238.16 33.425 4.793 56.94 0.613 21.67 441.983 35.991 4.367 33.10 
BIC 0.803 24.284 242.43 32.655 5.209 41.99 0.631 21.34 477.496 42.530 5.301 26.20 
LA2 0.802 24.279 242.71 25.790 4.868 39.89 0.631 21.31 480.264 40.601 5.191 24.70 
LA3 0.800 24.101 252.90 34.521 6.440 31.48 0.626 21.02 513.518 40.583 6.816 20.51 
OBIC 0.842 25.302 191.77 24.012 5.442 33.80 0.670 21.48 462.199 40.116 6.125 22.47 
                                              4X (128 to 512)                                             4X (128 to 512) 
NN 0.506 20.545 573.53 43.458 9.015 53.50 0.379 20.28 609.628 43.458 11.316 52.77 
BI 0.537 21.201 493.10 47.416 8.217 89.067 0.383 20.50 578.451 47.108 8.671 89.04 
BIC 0.561 21.419 469.00 54.181 6.402 86.08 0.404 20.60 565.130 53.807 6.457 84.97 
LA2 0.562 21.425 468.27 53.600 6.700 83.54 0.405 20.61 564.712 54.110 6.739 84.907 
LA3 0.571 21.496 460.69 54.160 6.618 79.87 0.414 20.64 560.419 53.915 6.724 80.87 
OBIC 0.599 22.173 394.21 53.621 6.664 67.24 0.433 20.88 530.835 52.746 6.330 67.11 
                                              8X (64 to 512)                                             8X (64 to 512) 
NN 0.344 18.644 888.35 43.458 14.264 85.28 0.264 19.34 756.289 43.458 27.782 86.32 
BI 0.377 19.025 813.73 65.926 7.511 100 0.281 19.53 723.013 62.121 7.554 100 
BIC 0.387 19.156 789.69 57.833 7.341 100 0.288 19.60 712.651 63.790 7.208 100 
LA2 0.387 19.160 788.95 57.639 7.372 100 0.289 19.60 712.280 64.437 7.257 100 
LA3 0.391 19.209 780.04 56.423 6.870 100 0.292 19.62 708.556 60.480 7.063 100 
OBIC 0.400 19.578 716.54 53.724 6.773 86.47 0.297 19.78 682.505 54.633 6.648 88.28 
Table 3: Boat and Bridge 
 SSIM PSNR MSE BRISQUE NIQE PIQE SSIM PSNR MSE BRISQUE NIQE PIQE 
                                              2X (256 to 512)                                             2X (256 to 512) 
NN 0.744 25.514 182.64 43.458 6.479 23.56 0.665 22.67 351.221 43.458 6.712 27.01 
BI 0.786 27.104 126.67 35.855 4.994 53.44 0.700 24.26 243.687 31.061 4.362 45.92 
BIC 0.787 26.929 131.86 39.469 5.301 43.84 0.714 23.98 259.488 29.452 4.615 38.02 
LA2 0.787 26.913 132.35 36.744 4.934 40.20 0.714 23.96 260.706 28.197 4.443 35.44 
LA3 0.781 26.692 139.24 39.118 5.697 35.05 0.710 23.70 276.820 32.890 5.831 30.39 
OBIC 0.809 27.738 109.44 37.778 5.239 34.79 0.753 24.45 233.122 30.963 5.097 30.98 
                                              4X (128 to 512)                                             4X (128 to 512) 
NN 0.599 23.347 300.85 43.458 7.347 63.15 0.440 21.32 479.602 43.458 10.802 56.10 
BI 0.626 24.016 257.86 45.154 5.448 89.68 0.461 21.93 416.868 46.744 8.489 88.47 
BIC 0.641 24.202 247.10 58.800 5.008 86.84 0.485 22.09 401.119 55.532 6.245 86.69 
LA2 0.641 24.206 246.82 58.831 5.103 86.51 0.485 22.10 400.479 55.647 6.594 86.80 
LA3 0.646 24.266 243.48 59.386 5.570 83.80 0.495 22.16 395.187 55.068 6.409 84.76 
OBIC 0.665 24.976 206.76 56.064 5.115 77.33 0.521 22.68 350.508 54.435 6.043 72.18 
                                              8X (64 to 512)                                             8X (64 to 512) 
NN 0.469 21.118 502.61 43.458 13.044 86.03 0.285 19.53 724.111 43.458 27.629 85.89 
BI 0.516 21.730 436.56 62.699 6.508 100 0.316 19.97 654.709 65.553 7.633 100 
BIC 0.523 21.858 423.91 66.252 6.640 100 0.327 20.11 633.213 60.326 7.470 100 
LA2 0.524 21.866 423.06 65.977 6.464 100 0.328 20.11 632.648 60.872 7.630 100 
LA3 0.526 21.898 419.93 65.588 6.437 100 0.333 20.17 625.192 56.042 7.579 100 
OBIC 0.529 22.415 372.87 54.073 5.981 89.07 0.340 20.53 574.801 54.133 7.617 89.45 
 
8) Sailboat on lake | 512x512 pixels | 24 bits/pixel | database 
ref. 4.2.06. 9) Airplane (F-16) | 512x512 pixels | 24 bits/pixel | 
database ref. 4.2.05. 10) Mandrill (a.k.a. Baboon) | 512x512 
pixels | 24 bits/pixel | database ref. 4.2.03. These ten test 
images are downloadable from the USC-SIPI Image Database 
[24]. Note that it is not only in this paper, the above-
mentioned images are used as test images because, in the past, 
such or similar test images were used also in [5],[6],[13] as 
well as in many other works available in the literature. The 
following Table 2, Table 3, Table 4, Table 5 and Table 6 show 
objective evaluation results of nearest-neighbor image 
interpolation method (NN), bilinear image interpolation 
method (BI), bicubic image interpolation method (BIC), 
Lanczos-2 kernel image interpolation method (LA2), Lanczos-
3 kernel image interpolation method and optimized bicubic 
image interpolation method (OBIC). Now, with ten images, 
six different IQA metrics, six different interpolation methods, 
and three different scaling ratios (chosen), that gives each 
image interpolation algorithm mentioned, a maximum of 180 
occurrences in Table 2, Table 3, Table 4, Table 5 and Table 6. 
 
Table 4: Couple and F16 
 SSIM PSNR MSE BRISQUE NIQE PIQE SSIM PSNR MSE BRISQUE NIQE PIQE 
                                              2X (256 to 512)                                             2X (256 to 512) 
NN 0.769 23.601 283.71 43.458 7.388 39.91 0.863 25.89 167.45 43.456 3.978 32.28 
BI 0.805 24.962 207.39 35.503 4.528 65.79 0.896 27.55 114.14 39.792 3.788 60.46 
BIC 0.809 24.763 217.11 33.622 4.992 54.76 0.900 27.52 114.89 37.184 3.925 50.96 
LA2 0.808 24.773 216.62 30.188 4.670 54.21 0.899 27.53 114.64 36.994 3.727 47.25 
LA3 0.803 24.641 223.33 33.359 6.160 48.51 0.897 27.47 116.41 34.360 4.361 38.57 
OBIC 0.833 25.376 188.56 30.178 5.029 49.60 0.917 28.69 87.89 36.343 3.853 38.20 
                                              4X (128 to 512)                                             4X (128 to 512) 
NN 0.613 22.544 361.95 43.458 8.809 70.50 0.733 23.31 302.98 42.818 7.027 63.07 
BI 0.643 23.283 305.29 46.673 7.524 91.39 0.769 24.25 244.22 46.622 5.221 89.60 
BIC 0.658 23.413 296.32 58.058 5.616 88.58 0.781 24.50 230.22 56.164 5.184 87.97 
LA2 0.658 23.415 296.17 56.747 5.797 89.28 0.781 24.51 229.88 57.704 5.183 89.14 
LA3 0.663 23.489 291.12 59.1383 6.109 87.45 0.786 24.61 224.46 58.607 5.612 82.30 
OBIC 0.681 24.017 257.80 57.950 5.500 80.87 0.801 25.51 182.78 57.835 5.071 77.19 
                                              8X (64 to 512)                                             8X (64 to 512) 
NN 0.479 20.254 613.18 43.458 14.806 86.82 0.614 20.74 548.33 43.458 11.438 85.28 
BI 0.524 20.913 526.92 62.988 7.345 100 0.662 21.41 469.40 61.346 6.730 100 
BIC 0.532 21.049 510.60 64.518 6.848 100 0.668 21.57 452.71 65.303 7.013 100 
LA2 0.532 21.063 509.02 66.154 6.835 100 0.668 21.57 452.03 63.512 7.176 100 
LA3 0.535 21.201 493.08 60.308 6.543 100 0.670 21.62 447.05 65.228 6.647 100 
OBIC 0.540 21.600 449.86 54.781 6.113 89.38 0.674 22.21 390.45 53.923 5.399 89.11 
 
Table 5: House and Lake  
 SSIM PSNR MSE BRISQUE NIQE PIQE SSIM PSNR MSE BRISQUE NIQE PIQE 
                                              2X (256 to 512)                                             2X (256 to 512) 
NN 0.809 24.520 229.63 43.289 4.368 37.06 0.752 24.69 220.607 43.45 5.50 22.15 
BI 0.840 25.965 164.63 33.465 3.808 54.08 0.798 26.55 143.72 39.64 4.20 53.19 
BIC 0.848 25.868 168.34 36.326 3.901 49.25 0.796 26.41 148.38 36.87 4.36 43.04 
LA2 0.848 25.860 168.66 32.444 3.622 45.80 0.796 26.41 148.38 34.17 4.07 38.62 
LA3 0.845 25.730 173.78 37.048 4.513 44.87 0.789 26.26 153.72 36.76 4.98 35.30 
OBIC 0.874 26.717 138.47 30.959 3.852 44.15 0.813 27.43 117.27 32.39 4.35 34.38 
                                              4X (128 to 512)                                             4X (128 to 512) 
NN 0.631 22.411 373.15 41.510 6.887 61.10 0.615 22.24 388.07 43.42 8.068 62.57 
BI 0.663 23.096 318.72 45.783 6.429 88.60 0.654 23.18 312.28 46.57 6.673 88.52 
BIC 0.679 23.320 302.73 58.082 5.256 86.73 0.671 23.44 294.19 57.58 5.863 87.59 
LA2 0.679 23.325 302.33 54.477 5.462 86.10 0.671 23.45 293.68 58.59 6.152 85.79 
LA3 0.686 23.439 294.50 58.975 5.621 84.94 0.677 23.53 287.96 56.58 5.902 83.19 
OBIC 0.702 24.009 258.31 57.097 5.015 76.84 0.697 24.44 233.79 57.68 5.968 73.82 
                                              8X (64 to 512)                                             8X (64 to 512) 
NN 0.487 20.158 626.92 43.458 9.980 85.63 0.471 19.66 702.11 43.45 12.19 85.48 
BI 0.541 20.747 547.48 61.160 6.540 94.99 0.521 20.35 599.25 64.62 6.968 100 
BIC 0.549 20.880 530.92 62.771 6.822 100 0.531 20.55 572.62 62.69 6.995 100 
LA2 0.549 20.885 530.28 59.203 6.878 100 0.531 20.55 572.21 63.66 7.404 100 
LA3 0.554 20.935 524.27 63.978 6.759 100 0.535 20.61 564.98 59.16 7.023 100 
OBIC 0.555 21.365 474.78 54.329 6.540 89.60 0.540 21.21 491.47 50.94 7.037 88.91 
 
This means that each algorithm can possibly achieve the best 
IQA metric-based scores, 180 times in all five tables. 
Referring to all those tables, only with the full-reference 
metrics, the OBIC achieved 97.78% of 90 occurrences. In 
other words, the OBIC method performed better, than all 
methods mentioned, 88 times over the expected 90 times. In 
the group of non-reference alone, the OBIC method achieved 
16.67% of 90 occurrences. This means that the OBIC method 
performed better than all other methods, 15 times over the 
expected 90 times – which also means that OBIC method was 
not the most highly ranked by non-reference IQA metrics 
used, something that requires further research to demonstrate 
the reason the OBIC failed with non-reference metrics but not 
with full-reference metrics. Comparing with all other methods 
mentioned, the overall performance of the OBIC method is 
57.22% of 180 occurrences, which means that it performed 
better than all other methods, 103 times over the expected 180 
times. Now, comparing the BIC and OBIC interpolation 
methods, in the group of only full-reference IQA metrics, the 
OBIC achieved 100% of 90 occurrences. In other words, the 
OBIC method performed better than the BIC method, 90 times 
over the expected 90 times. In the group of non-reference IQA 
metrics, the OBIC method achieved 84.44% of 90 
occurrences. This means that the OBIC method performed 
better than the BIC method, 76 times over the expected 90 
times. Here, the overall performance of the OBIC method is 
92.22% of 180 occurrences, which means that it performed 
better than the BIC method, 166 times over the expected 180 
times.
 
Table 6: Peppers and Male 
 SSIM PSNR MSE BRISQUE NIQE PIQE SSIM PSNR MSE BRISQUE NIQE PIQE 
                                              2X (256 to 512)                                             2X (256 to 512) 
NN 0.796 26.812 135.45 43.458 7.427 21.38 0.694 23.398 297.349 43.458 5.649 22.308 
BI 0.839 28.679 88.124 42.660 3.680 57.37 0.732 25.021 204.618 34.823 3.992 49.992 
BIC 0.833 28.437 93.182 36.644 3.787 49.49 0.736 24.728 218.903 36.941 4.362 39.112 
LA2 0.832 28.445 93.003 37.884 3.476 44.11 0.736 24.710 219.809 32.205 4.126 37.424 
LA3 0.825 28.359 94.866 32.991 4.373 37.40 0.729 24.456 233.058 36.446 5.492 31.815 
OBIC 0.840 29.478 73.319 35.315 3.845 37.51 0.762 25.225 195.200 33.414 4.808 32.205 
                                              4X (128 to 512)                                             4X (128 to 512) 
NN 0.709 24.503 230.51 43.439 6.461 63.93 0.502 20.866 532.619 43.458 10.250 57.316 
BI 0.759 25.703 174.87 47.523 6.009 90.05 0.540 21.760 433.555 46.403 7.998 90.364 
BIC 0.767 25.916 166.50 57.432 5.735 89.41 0.548 21.683 441.274 56.548 5.697 86.571 
LA2 0.767 25.923 166.24 58.379 5.779 87.41 0.548 21.683 441.345 55.573 6.008 86.575 
LA3 0.769 26.008 163.01 57.653 5.484 85.10 0.551 21.622 447.550 57.220 6.043 83.706 
OBIC 0.782 27.139 125.63 57.085 5.337 77.60 0.580 22.478 367.454 55.599 5.912 73.064 
                                              8X (64 to 512)                                             8X (64 to 512) 
NN 0.574 21.459 464.61 43.458 14.09 85.73 0.388 18.245 974.024 43.458 15.313 85.310 
BI 0.658 22.498 365.77 62.154 6.818 100 0.437 19.083 803.082 64.518 8.122 100 
BIC 0.666 22.713 348.15 67.119 6.796 100 0.438 18.920 833.734 59.647 7.509 100 
LA2 0.665 22.717 347.81 64.216 7.097 100 0.439 18.918 834.040 61.351 7.604 100 
LA3 0.667 22.781 342.73 66.124 6.349 100 0.438 18.821 852.903 55.432 7.600 100 
OBIC 0.668 23.754 273.90 49.695 6.765 87.84 0.450 19.596 713.522 54.362 7.781 87.873 
 
B. Subjective evaluation of cropped sectored images  
Subjective evaluation is the most time-consuming method 
for image quality assessment which involves human subjects 
[25]. Evaluating visible segments or endocardial borderlines is 
often done for echocardiography image quality assessment [2]. 
Here, the image quality assessment was centered on the 
perceptual quality of small areas of segments and borderlines, 
particularly edge region, because various artefacts occurring 
frequently in that region. In Figure 7, Figure 8, and Figure 9, 
the quality of the top two cropped sectored images from the 
nearest and bilinear interpolated scan conversion algorithms 
were discussed in the earlier section IV. However, the quality 
of the bottom two cropped sectored images from scan 
conversion algorithms based on BIC and OBIC methods is 
discussed in this part terms of the crispness and contrast 
focusing on three edges, oblique, horizontal, and vertical as 
shown in Figure 7, Figure 8 and Figure 9. In Figure 7, the 
OBIC algorithm-based interpolated scan conversion algorithm 
produced an image with an oblique edge that looked crisper 
than that of the BIC interpolated scan conversion algorithm.          
 
 
  
  
Figure 7: Evaluation of oblique edges. From top-left to top-right, 
nearest-, bilinear- and bottom-left to bottom-right, BIC- and OBIC - 
based interpolated scan conversion algorithms. 
   
  
Figure 8: Evaluation of horizontal edges. From top-left to top-right, 
nearest-, bilinear- and bottom-left to bottom-right, BIC- and OBIC - 
based interpolated scan conversion algorithms. 
  With the cropped sectored image of the BIC algorithm-
based scan conversion algorithm, there are visible blurriness 
and ringing artefacts in the rhombic highlight spot areas. But, 
in the OBIC interpolated scan conversion image case, there is 
no rhombus like areas due to clearly defined details or having 
achieved better contrast than in the BIC case.   
 
  
  
Figure 9: Evaluation of vertical edges. From top-left to top-right, 
nearest-, bilinear- and bottom-left to bottom-right, BIC- and OBIC - 
based scan conversion algorithms. 
     In Figure 8, on the other hand, the horizontal edge in the 
OBIC image became much crisper than that of the BIC image. 
As can be seen, the edge in the BIC image is surrounded by 
square blurriness like details thus making it difficult to see the 
boundary of the edge, which is not the case with the edge in 
the OBIC image. Also, the OBIC image has better overall 
contrast and visibility than in the BIC image. Some of the 
details in the BIC faded while remained visible in the OBIC 
image. In Figure 9, there are complex edge structures but let 
us focus on the vertical traits. With the BIC image, the vertical 
edge lines look almost the same way as in the OBIC image 
case. The slight difference is the level of contrast since in the 
OBIC image case, the black and white regions are clearer than 
in the BIC image case. In all the cases presented, the OBIC 
interpolated scan conversion algorithm produced cropped 
sectored images crisper and better contrast than the images 
produced by the BIC as well as other interpolated scan 
conversion algorithm, mentioned.   
VI. CONCLUSION 
The determination of the image quality guided coefficient k led 
to the successful development of the OBIC algorithm with 
superior performance. In all experiments and/or evaluations, the 
OBIC was evaluated objectively in comparison with the BIC 
method, other mentioned interpolation methods as well as 
subjectively with reference to edges of cropped sectored 
images produced by interpolated scan conversion algorithms, 
mentioned. In the first case involving a comparison between 
BIC and OBIC, the overall performance of the OBIC method 
demonstrated 92.22% of 180 occurrences, which means that it 
performed better than the BIC method, 166 times over 
expected 180 times. In the second case involving comparisons 
of OBIC and other mentioned interpolation methods, the 
overall performance of the OBIC method demonstrated 
57.22% of 180 occurrences, which means that it performed 
better than all other methods, 103 times over 180 times. In 
terms of perceptual quality evaluation, of an oblique edge, the 
OBIC cropped sectored image did not show any rhombus like 
areas and achieved better contrast than in the BIC case. In the 
case of horizontal edge, the BIC image looked surrounded by 
square blurriness like details thus making it difficult to see the 
boundary of the edge, which was not the case with the edge in 
the OBIC image. With the vertical edge case, the only slight 
difference was the level of contrast since in the OBIC image 
case, the black and white regions were clearer than in the BIC 
image case. In brief, experimental simulations demonstrated 
the effectiveness of the proposed optimization strategy on the 
BIC algorithm. Also, experiments demonstrated that the OBIC 
interpolated scan conversion algorithm produces crisper and 
better contrast cropped sectored images than images of the 
BIC as well as other mentioned methods interpolated scan 
conversion algorithms. The problem with the image quality 
guided strategy is that it is requiring that future works focus on 
studying and demonstrating why the OBIC failed with non-
reference metrics but not with full-reference metrics. Also, it 
is encouraging to focus on the classification of images based 
on their unique features determining their best image quality 
guided coefficient k since it was demonstrated that each image 
had its unique k in terms of the 'content' and 'scaling ratio'. In 
other words, interpolation algorithms should be made capable 
of learning and adapting accurately to the variations in image 
content or pixel distribution and scaling ratio and adjust 
automatically and uniquely the coefficient k value, 
accordingly.   
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