Abstract This paper addresses computational aspects of the Jacobian motion planning algorithms for non-holonomic robotic systems. The motion planning problem is formulated in terms of a control problem in the control affine system representing the system's kinematics. Jacobian motion planning algorithms are derived by means of the continuation (homotopy) method applied to the inverse kinematics problem in the space of control functions. The solution of the motion planning problem is obtained as the limit solution of a functional differential equation involving the control function. Two methods of representing the control functions are studied: parametric and non-parametric. The parametric method parametrizes the control functions by truncated orthogonal series. The non-parametric method can manage without the parametrization. The functional differential equation can be solved using either the Euler method of integration or higher order methods. The paper focuses on the nonparametric Jacobian pseudo inverse motion planning algorithms incorporating a higher order integration method. Performance of this algorithm is illustrated by the numeric solution of a motion planning problem for the rolling ball kinematics.
Introduction
The motion planning problem of robotic systems can be regarded as a special instance of the inverse kinematics problem, and solved by means of the continuation or homotopy method [1] . The applicability of this method to the path or motion planning of non-holonomic robots was first observed in [2] , and then developed in [3] [4] [5] . A continuation method-based motion planning algorithm for convex rolling surfaces has been presented in [6] . A variation of the continuation method is the endogenous configuration space approach, originally dedicated to mobile manipulators, that explores systematically the analogies between stationary manipulators and mobile robotic systems [7, 8] . The endogenous configuration space approach will be adopted as a leitmotif in this paper.
All motion planning algorithms devised by the continuation method rely on a functional differential equation whose trajectory in the limit yields the control function solving the problem. In the references mentioned above, this equation is first discretized in accordance with the Euler integration method, and then reduced to a finitedimensional iterative process by the approximation of the control functions by truncated orthogonal series. A preference to the Euler method results primarily from a wide acceptance of the Newton method as a computational tool [9] . Also, a certain tradition of using the iterative learning control scheme in robotics, pioneered by Arimoto et al. [10] , might have been meaningful; for a connection of the endogenous configuration space approach with the iterative learning control see [11] . Thus, the motion planning algorithm returns coefficients of the control function with respect to an orthogonal base in the control space. Such an algorithm will be called parametric. In the context of endogenous configuration space approach a comparative study of motion planning algorithms employing diverse orthogonal bases, such as trigonometric functions, Legendre, Gegenbauer and Tchebyshev polynomials as well as Haar functions, can be found in [12] . Complementarily, in [13] the use of Laguerre polynomials has been recommended. The parametric algorithms are conceptually simple and often computationally efficient. However, for the reason of using the Euler integration method, and being approximate and base-dependent, the parametric algorithm does not guarantee a convergence of the "true" solution of the motion planning problem. In order to improve the quality of convergence of parametric motion planning algorithms a variable step length has been introduced into the Euler method. In [4] the step length adjustment was based on the line searching strategy of the minimum of error norm. The Armijo step adjustment method and a more complex method resulting from the affine covariant Lipschitz condition [9] imposed on the Jacobian was examined in [14] . A further improvement of the numerical properties of motion planning algorithms could be obtained after replacing the Euler (first order) method by more advanced, higher order integration schemes along with the step size optimization.
Recently, in [15] it has been observed that, by a proper organization of computations, the functional differential equation underlying the motion planning algorithm could be solved without the introduction of any parametrization. A motion planning algorithm based on such an approach will be referred to as non-parametric. From the viewpoint of the control functions representation and the integration method the motion planning algorithms can be divided into four classes: (1) parametric and Euler, (2) parametric and higher order, (3) non-parametric and Euler and (4) nonparametric and higher order. A majority of reported research concentrates on the class (1). The work [15] makes a first step toward the class (3). The main contribution of this paper consists in developing a non-parametric Jacobian motion planning algorithm for non-holonomic systems, based on a higher order integration method (so belonging to the class (4)). For comparison, the parametric and higher order computations (of class (2)) will be studied. Also, the convergence of the higher order integration method vs. the Euler scheme will be examined.
The comparison will be accomplished by numeric computations using an example motion planning problem of the rolling ball. Although not very complex, this example has been chosen for the reason that, differently to the car or carwith-trailers non-holonomic systems, the rolling ball's kinematics are not differentially flat [16] , thus harder to control. In summary, the novelty of this paper lies in providing a non-parametric solution to the motion planning problem for nonholonomic robotic systems by ingenious organization of computations and adaptation of available numeric tools in order to solve the basic functional differential equation.
The organization of this paper is the following. Section 2 presents basic concepts of endogenous configuration space approach, and a derivation of the Jacobian motion planning algorithms based on the continuation method. Section 3 is devoted to the organization of numeric computations within the Jacobian pseudo inverse motion planning algorithm. Results of numeric computations are contained in Section 4. Section 5 concludes the paper.
Basic Concepts
In control theoretic terms the kinematics of a nonholonomic robotic system are represented by a driftless control system with output
where the control variable u ∈ R m , the state variable q ∈ R n , and the output (task space) variable y ∈ R r . The task space variable is the one subject to motion planning. The functions and vector fields appearing in Eq. 1 need to be smooth (C ∞ ). Let T > 0 denote a control time horizon. The admissible control functions in Eq. 1 belong to the space L 
specified by a matrix R(t) = R T (t) > 0 imposing certain weights on components of the control. The inner product induces the norm ||u(·) (u(·) ) denote the state trajectory of Eq. 1, initialized at q 0 and driven by u(·). We shall assume the existence of q(t) for every time instant t ∈ [0, T]. Given an initial state q 0 of system (1) and the time horizon T, the motion planning problem is formulated in the following way: find a control u(t) steering the system's output at T to a desired point y d in the task space, so that y(T) = y d .
Endogenous Configuration Space Approach
Our analysis of the motion planning problem will be based on the concept of the end-point map of system (1), defined as the value at T of the output function resulting from the application of a control function u(·),
For bounded measurable control functions
is continuously differentiable (C 1 ), [17] . In the context of mobile robots or mobile manipulators the space X has been called the endogenous configurations space, [8] . The derivative of the end-point map is computed by means of the linear approximation to system (1)
along the control-trajectory pair (u(t), q(t)), where
Given the linear system (4), the derivative of the end-point map at u(·) ∈ X is equal to
In compliance with the robotic terminology, the derivative (6) will be called the system's Jacobian,
It follows that the computation of the Jacobian involves the integration of the differential equation (4) from 0 to T at zero initial condition. If (t, w) denotes the transition matrix of Eq. 4, so that
then this means that the Jacobian
can be expressed as
The Jacobian allows to distinguish between regular and singular controls (endogenous configurations) of system (1) . A control u(·) ∈ X will be called regular, if the Jacobian is a surjective map onto R r , otherwise the control u(·) is referred to as singular. It can be shown that at regular controls the control affine system (1) is locally controllable.
The Jacobian (8) can be regarded as a linear
Using the inner product (2) in the endogenous configuration space as well as the Euclidean structure of the task space, and making the identifications X * ∼ = X , R r * ∼ = R r of dual spaces, the dual Jacobian map
can be defined in the following way
The composition of the Jacobian and its dual
yields the output controllability Gramian associated with the linear system (4). In the robotics context (10) is referred to as the mobility (for mobile robots) or dexterity (for mobile manipulators) matrix of the system (1), as it has a form and plays a role analogous to that of the manipulability matrix of a robotic manipulator [18] . In particular, at regular control functions this matrix has full rank r. The mobility matrix can be computed by solving the Lyapunov differential equatioṅ
with zero initial condition M(0) = 0, and making the substitution
Jacobian Motion Planning
In terms of the end-point map (3), the motion planning problem in system (1) means computing a control function
The motion planning problem can be solved using the continuation method that leads to a Jacobian motion planning algorithm. To sketch a derivation, we begin by picking an arbitrary control function u 0 (·) ∈ X . If this function solves the problem, we are done. Otherwise, we define in X a differentiable (C 1 ) curve u θ (·) parametrized by θ ∈ R, and compute the task space error
along this curve. The curve in the endogenous configuration space is required to be a lift of the error path
vanishing exponentially to 0 with a prescribed decay rate γ > 0. By differentiation of the error we get the Ważewski-Davidenko equation [19, 20 ]
Finally, choosing any right Jacobian inverse (15) in X . By passing to the limit
we obtain a solution to the motion planning problem. The dynamic system (15) defines any Jacobian motion planning algorithm for the control system (1). A frequently used right Jacobian inverse is the Jacobian pseudo inverse, [8] , resulting from a constrained minimization of the squared norm of the control function v(·)
and defined as
The matrix G q 0 ,T (u(·)) standing in Eq. 17 is just the mobility matrix (Eq. 10). By design, the Jacobian pseudo inverse motion planning algorithm is well defined in regular endogenous configurations.
Organization of Numeric Computations

Parametric Approach
Usually, in order to make the computations efficient, a finite-dimensional representation of control functions by the truncated orthogonal series is utilized. This approach will be referred to as parametric. Let us introduce a row matrix
whose entries are some basic functions defined on the interval [0, T]. Then, the control function of system (1) may be represented as
where
is a block diagonal matrix built of m copies of P(t), s = m( p + 1), and λ ∈ R s denotes a vector of control parameters. The basic functions will assumed orthogonal with respect to the inner product (2) in the sense that (19) or, equivalently, ||u λ (·)|| 2 R = λ T λ. Steered by Eq. 18, the control system (1) takes the form
Let q λ (t) = ϕ q 0 ,t (u λ (·)) be the trajectory of Eq. 20.
With some abuse of notation we shall denote the end point map of Eq. 20 by K q 0 ,T (λ) = k(q λ (T)) and the parametric Jacobian by J q 0 ,T (λ). For μ ∈ R s , we compute
where matrices A λ (t), B λ (t), C λ (t) are given by Eq. 5 along (u λ (t), q λ (t)), and
The parametric Jacobian
is a matrix of dimension r × s. It is easily observed that
is obtained by integration of the matrix differential equatioṅ
with initial condition J λ (0) = 0. The motion planning problem for system (20) consists in computing a vector of control coefficients λ ∈ R s such that K q 0 ,T (λ) = y d . The continuation argument, analogous to that used in Section 2.2, leads to a Ważewski-Davidenko equation
that can be converted into an ordinary differential equation for the curve λ(θ )
by means of a right inverse J # q 0 ,T (λ) of the parametric Jacobian. The existence of the right inverse requires that s ≥ r. Given a trajectory λ(θ ) of Eq. 25, the solution of the motion planning problem is computed as the limit λ d = lim θ →+∞ λ(θ ). The motion planning algorithm based on Eq. 25 will be referred to as parametric in contrast to the algorithm (Eq. 15) that will be called nonparametric.
In what follows as the right Jacobian inverse we shall use the Jacobian pseudo inverse
is a parametric mobility matrix of system (20) . It is well known that the inverse (26) results from the constrained minimization of the squared Euclidean norm of the vector of control parameters
It would be instructive to examine the connection between the parametric and the non-parametric Jacobian pseudo inverse motion planning algorithms based on, respectively, the finite dimensional dynamic system (25) driven by Eq. 26 and the infinite dimensional dynamic system (15) driven by Eq. 17. To this aim, assume that u θ (t) = P s (t)λ(θ ), and differentiate both sides with respect to θ . By invoking Eq. 15 along with Eq. 17, we get
By multiplying the terms no 2 and 4 above from the left by R(t) and P T s (t), then integrating from 0 to T, and using orthogonality (19) as well as the definition of the parametric Jacobian (22), we conclude that
, the above identity will convert into Eq. 25 for the Jacobian pseudo inverse (26), on condition that for u θ (t) = u λ(θ ) (t) = P s (t)λ(θ ) the non-parametric and the parametric mobility matrices are identical, i.e.
where λ = λ(θ ). Suppose that the number s of control parameters has been chosen in such a way that for a given η ∈ R r
where ν ∈ R s depends on η. Using this assumption and orthogonality (19) , we compute the quadratic form
On the other hand, by definition of the parametric Jacobian (22),
Finally, a combination of these identities results in the desired identity
We conclude that, if the number of parameters is sufficiently big then the parametric and the nonparametric Jacobian pseudo inverses coincide, so the parametric and the non-parametric Jacobian pseudo inverse motion planning algorithms yield the same solution. Obviously, this happens in the limit s → +∞.
Non-parametric Approach
An alternative approach to solving the functional differential equation (15) is called nonparametric. The non-parametric approach consists in solving this equation directly. This means that for each value of θ we solve simultaneously a system of differential equations composed of the kinematics equations (1), the transition matrix equations (7), and the Lyapunov differential equation (11) . Having solved these equations, one can write directly the algorithm equation (15) with the Jacobian pseudo inverse (17) substituted into it.
Integration Methods
Besides choosing the parametric or the nonparametric approach, another important computational problem is the choice of the integration method. As we have already said, traditionally the functional differential equation (15) has been solved by means of the Euler method with constant or variable step length. This approach is easily implementable and often provides sufficient accuracy of solution. In accordance with the Euler method, the θ variable is discretized with a step length h, so at the ith step θ i = θ i−1 + h. Setting u i (t) = u θ i (t), the Eq. 15 is transformed into the difference equation
The main advantage of the Euler method is its simplicity and modest computational demand. On the other hand, this is a fixed-step and a first order method whose accuracy considerably depends on the step length, and that is lacking control over the computation error. Alternatively, the Eq. 15 can be solved by means of a higher order integration method. We have chosen the MATLAB built-in variable-step length method using the Dormand-Prince pair [21] . This method is a combination of the fourth and the fifth order Runge-Kutta methods RK4(5). In every step the algorithm computes the function derivative using the Runge-Kutta method of orders fourth and fifth. Next, these two results are used to assess the computation accuracy. As long as the accuracy is high enough, no additional corrections have to be made. However, when the accuracy drops below a pre-assumed level then the step size is decreased. On the other side, when the computation accuracy is very high then the same procedure can be enrolled to increase the step size and speed-up the computations. Advantages of using this approach will be revealed in Section 4. As mentioned in Introduction, we shall focus on the non-parametric and higher order Jacobian motion planning algorithms that will be compared with the parametric and higher order algorithm.
Computational Procedure
The computation of a solution to the motion planning problem by the Jacobian pseudo inverse algorithm (15) is essentially tantamount to solving for u θ (t) the following set of differential-algebraic equations (DAE)
with boundary conditions q θ (0) = q 0 , θ (T, T) = I n , M θ (0) = 0, and a given initial control function u 0 (t). It should be noticed that in Eqs. 29-34 the subscript θ means a dependence on the trajectory q θ (t) corresponding to the currently computed control function u θ (t). The system 29-34 needs to be solved in the following way. Given a control u θ (t), we first solve the first three differential equations, and find the functions q θ (t) 
, that can be interpreted as velocities of change of φ and θ . The coordinate representation of the rolling ball kinematics is the following, compare [22] ,
where the output function reflects the assumption that the ball's position and orientation will be subject to motion planning. It is easily seen that the kinematics (35) are well defined when 0 < θ < π, so the ball cannot roll over its poles. A constrained motion planning algorithm that prevents the ball from rolling over the poles has been proposed in [23] .
Simulation Results
For the kinematics (35) with output (36), the following motion planning problem will be addressed: Find a control u(t) that drives the ball from the initial q 0 = (0, 0, 0, π/4, 0) T to the desired point y d = (1, 1, 0) T in the task space over the time interval [0, 2] . This problem will be solved using the parametric and the nonparametric Jacobian pseudo inverse algorithms with higher order integration scheme. For both these algorithms we have chosen the error decay rate γ = 4, the matrix defining the inner product (2) R(t) = I 2 , the initial control u 0 (t) = (0.1, 0.2) T , and the stop condition e(θ ) ≤ 10 −4 . Although theoretically a solution of the problem is obtained when θ → +∞, however we shall see that for this particular motion planning problem the desired accuracy is obtained for θ = θ max = 3. The parametric representation of the control function uses a truncated trigonometric series {1, sin by the pre-assumed error decay rate γ . This is exactly what should be expected from Eq. 13.
To complement these results, the same motion planning problem will be solved by means of the non-parametric algorithm, first with the higher order integration method (Runge-Kutta-RK4 (5)) and then by the first order, fixed step size method (the Euler scheme) with varied h θ . The algorithm's convergence is summarized in Fig. 6 , where the thick line refers to the higher order integration method while the thin lines present the convergence of the first order method with the varied step size. From the plot one can observe that, if the very high accuracy is not critical then the Euler scheme with relatively large step size is acceptable. As could be expected, decreasing the step size results in increasing the computation accuracy. Apparently, for the step size h θ = 0.001, convergence of the algorithm based on the Euler scheme is practically the same as that of RK4 (5) method, and corresponds to pre-assumed error convergence ratio γ = 4 in Eq. 13. Computational properties of the examined integration methods can be assessed using the data collected in Table 1 . One can observe that the Euler method with h θ = 0.01 needs about twice as much steps as the RK4 (5) method. In the Euler scheme, the function standing on the right hand side of Eq. 32 is evaluated once for every step. In the higher order method this function has to be computed more than once in every step. The number of the function evaluations in Table 1 could be used to compare the computation effort for each integration method. As could be seen, this number for the first order method with step size h θ = 0.001 is almost four times bigger than in the case of the RK4(5) method.
Conclusion
This paper has been devoted to computational aspects of the Jacobian pseudo inverse motion planning algorithm of nonholonomic robotic systems. Special attention has been paid to the nonparametric representations of control functions. A thoughtful way of arranging the Eqs. 29-34 has been introduced, enabling to solve the basic functional differential equation of motion planning by means of a higher order (non-Euler) integration scheme.
Efficiency of this approach has been tested on the example motion planning problem of the rolling ball. Intuitively, it may be expected that the computations with the parametric algorithm are less time consuming. Nevertheless, the computation time depends on the number of the control coefficients s. The total computation time of the same problem achieved by the non-parametric version is comparable to the computation time of the parametric algorithm with s = 30. After an assignment of the computed control functions to the resulting rolling ball trajectories, one can observe that the trajectories provided by the nonparametric algorithm are smoother and more intuitive than those obtained from the parametric algorithm. It has been also confirmed by numerical computations that the increase of the number of control parameters s results in the parametric control functions approaching the non-parametric ones.
Comparison of the integration methods has shown that, if the step size in the first order method is small enough then the obtained accuracy is similar as in the higher order method. However, the former method needs much more computational effort to produce the solution. Another advantage of the RK4(5) method is the control of computation accuracy by suitably adapting the step size. The numeric computations have also revealed a close to theoretic performance of the non-parametric, higher order Jacobian pseudo inverse motion planning algorithm. This contrasts with the performance observed, e.g. in [8] .
