In this article we examine the incorporation of pragmatic knowledge learning in natural language understanding systems. We argue that this kind of learning can and should be done incrementally. In order to do so we present a model that is able simultaneously to build a case library and to perform the kind of generalizations that are necessary to go beyond the information given (text). Learning takes place on the basis of narratives whose representations are collected in an episodic memory in order to prepare the abstraction of schemata which represent general situations.
Introduction
Text understanding requires pragmatic knowledge about stereotypical situations. One must go beyond the information given so that inferences can be performed to make explicit the links between utterances. By determining the relations between individual utterances the global representation of the entire text can be computed.
Unless one is dealing with specific domains it is not reasonable to assume that a system has a priori all the information needed. In most cases texts are made of known and unknown bits and pieces of information. Text analysis is therefore best viewed as a complex process in which understanding and learning take place, and which must improve itself (Schank 1982) .
Methods of reasoning that are exclusively analytic are no longer sufficient to assure the understanding of texts, as these typically include new situations. Hence alternatives such as synthetic and analogical reasoning, which use more contextualized knowledge, are also needed. Thus, a memory model dedicated to general knowledge must be extended with an episodic component that organizes specific situations, and must be able to take into account the constraints coming from gathering the understanding and learning processes.
In the domain of learning pragmatic knowledge from texts, the shortcomings of one-dimensional approaches such as Similarity-Based Learning (IPP (Lebowitz 1983)) or Explanation-Based Learning (GENESIS (Mooney and DeJong 1985) ) have become apparent and have given place to a multistrategy approach. OCCAM (Pazzani 1988 ) is an attempt in this direction as it uses Similarity-Based Learning techniques (SBL) in order to complete a domain theory for an Explanation-Based Learning process (EBL). Despite their differences, all these approaches share the same goal or means: each new causal representation constructed by the system is generalized as soon as possible in order to classify it on the basis of the system's background knowledge.
With MoHA (Bordeaux, Forest et al. 1993 ), a hybrid model that integrates numeric and symbolic processes, we have shown that learning is not an all-or-nothing process. We follow Vygotsky's (1962) views on learning, namely, that learning is an incremental process whereby general knowledge is abstracted on the basis of cumulative, successive experiences (in our case, the representations of texts). In this perspective generalizations should not occur every time a new situation is encountered. Rather, we suggest to store them in a buffer, the episodic memory, where the abstraction takes place at a later stage. The result of this abstraction process is a graph of schemata, akin to the MOPs introduced by Schank (Schank 1982 ).
Before we became interested in this topic other researchers have made proposals. CaseBased Reasoning (CBR) systems such as SWALE (Schank and Leake 1989) and AQUA (Ram 1993) have been designed in order to exploit the kind of representations we are talking about. However, these systems start out with a lot of knowledge. They do not model the incremental aspect we are proposing, that is, an abstraction must be performed only when sufficient reinforced information has been accumulated. Furthermore, the memory structure of these systems is fixed a priori 1 . Thus, the criteria for determining whether a case can be considered as representative cannot be dynamically determined.
Despite these shortcomings, CBR systems remain a very good model in the context of learning. Yet, certain improvements are needed for developing an interpretative perspective rather than working in the more widespread problem-solving perspective. The integration of a dynamic episodic memory is one possible enhancement.
2.
Structure of the episodic memory
Text representations
Before examining the structure of the episodic memory, we will consider the form of its basic component: the text representations. In our case the representations come from short narratives such as the following. The texts' underlying meanings are expressed in terms of conceptual graphs (Sowa 1984) ). The clauses are organized according to the situations mentioned in the texts (See figure 2 for the representation of the text here above). Hence, each of these situations (a dedication meeting in a department store, a murder attempt and a stay in hospital in our example) corresponds to a Thematic Unit (TU).
A text representation, which we call an episode, is a structured set of TUs which are thematically linked in either one of two ways:
• thematic deviation: this relation means that a part of a situation is elaborated. In our example, the hospital situation is considered to be a deviation from the murder attempt because these two situations are thematically related to the Martin Luther King's wound. More precisely, a deviation is attached to one of the graphs of a TU. Here, the Hospital TU is connected to the turning graph (9) expressing that Martin Luther King is taken to the hospital. • thematic shift: this relation characterizes the introduction of a new situation. In the example below, there is a thematic shift between the dedication meeting situation and the murder attempt one because they are not intrinsically tied together, fortunately for the book writers. Among all the TUs of an episode, at least one has the status of being the main topic (MT). In the Martin Luther King text, the Murder attempt TU plays this role. More generally, a main topic is determined by applying heuristics based on the kinds of links between TUs (Grau 1984) .
TUs have a structure. Depending on the aspect of the situation they describe, graphs are distributed among three slots:
• circumstances (C): states under which the situation occurs;
• description (D): actions which characterize the situation;
• outcomes (O): states resulting from the situation. A TU is valid only if its description slot is not empty. Nevertheless, as shown in the example below, certain slots may remain empty the corresponding information is not present in the text.
The concept of role, that is, the entities playing a role in a situation, is also present in TU. All non-predicative concepts having the same referent are represented by the same element, in order for the roles to be explicit. These elements are tied directly to the TU.
Inside the description slot, graphs may be linked by temporal and causal relations. For example, in the Hospital TU graphically represented in figure 2, graphs (10) and (11) are causally tied with the graph (12).
(1), (2), (4) [ (6) (7) Text representations have so far been built manually. However, preliminary studies show that this analysis could be done automatically without using any particular abstract schemata.
A CBR mechanism using both text representations and linguistic clues (such as connectives, temporal markers or other cohesive devices) is under study.
The episodic memory
The structure of the episodic memory is governed by one major principle: all similar elements are stored in the same structure. As a result, accumulation occurs and implicit generalizations are made by reinforcing the recurrent features of the episodes or the situations.
This principle is applied to the episodes and the TUs, and the memory is organized by storing this information accordingly. That is, similar episodes and similar TUs are grouped such as to build aggregated episodes in one case and aggregated TUs in the other.
We show an example of the memory in figure 3 3 . Episode 1 and episode 2, which talk about the same topic, a murder attempt with a knife, have been grouped together in one aggregated episode. In this episode, the TUs that describe more specifically the murder attempt have been gathered in the same aggregated TU. It should be noted that TUs coming from different episodes can still be grouped in a same aggregated TU (see the Scuffle TU in figure 3 ). The principle of aggregation is not applied at the memory scale for smaller elements such as concepts or graphs. Aggregated graphs exist in the memory; but their scope is limited to the slot of the aggregated TU containing them. An aggregated graph gathers only those similar graphs that belong to the same slot of similar TUs but come from different episodes. Similarly, an aggregated concept makes no sense in isolation of the aggregated graph of which it is part of, hence, it cannot be found in another graph. It is in fact the product of a generalization applied to concepts which resemble each other in the context of graphs which are also considered to be similar 5 . This explains why the accumulation process can be viewed as the first step of a generalization process.
For instance, in the aggregated graph (a) of the description slot below (see figure 4), Stab has Man for agent, because the type Man is the result of the aggregation of the more specific types Soldier and Young-man. On the other hand, we have no aggregated concept for recipient because the aggregation was unsuccessful for Arm and Stomach. 5 Two graphs cannot be considered as similar if they do not have the same predicate. Therefore, the predicate of a graph has a special status: an aggregated predicate is not different from a simple predicate.
The accumulation process has been designed in such a way as to make apparent the most relevant features of the situations by reinforcing them. This is done by storing similar elements in the same structure and by assigning them a weight. This weight quantifies the degree of recurrence of an element. Figure 4 shows these weights for aggregated graphs and aggregated concepts. These weights show the relative importance of aggregated graphs with regard to the aggregated TU and the relative importance of aggregated concepts with regard to the aggregated graph.
This principle of cumulation holds also for the relations between the entities. This is shown in figure 4 for casual relations in the aggregated graphs. In a description slot, temporal and causal relations coming from different episodes are also aggregated and similarly for the thematic relations between the TUs of an episode.
This example illustrates not only the accumulative dimension of our memory model but also its potential for being a case library. Even though aggregated concepts are generalizations, they still maintain a link to the concepts from which they have been built 6 . Thus, following the references to the episodes, we know that the agent of the Stab predicate in the episode 1 is a Soldier. Hence, a Case-Based Reasoner will be able to use this fact in order to exploit the specific situations stored in the aggregates and improve an automatic comprehension process. Such a reasoner could use the aggregated information and the specific information simultaneously. The former would be used to evaluate the relative importance of a piece of data, and the latter to reason more precisely on the basis of similarities and differences.
The multidimensional aspect of this model also has implications on the way of retrieving information from the memory when it is used as a case library. Unlike most CBR systems, the library here has a relatively flat structure: similar episodes and similar TUs are simply grouped together. Aggregated episodes can be considered as typical contexts for the aggregated TUs, which are the central elements, but there is no structural means (for instance, a hierarchical structure of relevant features) for searching a case. This operation is achieved in an associative way by a spreading activation mechanism which works on all different knowledge levels. The interaction between the concepts and the structures of the memory (aggregated episodes, aggregated TUs or schemata) leads to a stabilized activation configuration from which the cases with the highest activation level are selected. This process is akin to what Lange and Wharton (Lange and Wharton 1993) call evidential activation. In our case, the weights upon which the propagation is based are those that characterize the element's relative importance in our memory model. This mechanism presents two major advantages from the search-phase point of view. First of all, no a priori indexing is necessary. This is useful in a learning situation where the setting is not stable. Secondly, a syntactic match is performed at the same time.
Episode matching and memorization
When the building of the text's underlying meaning representation is completed, one, or possibly several memorized episodes have been selected by the spreading activation mechanism 7 . They are related to either the text's main situation, the main TU, or a secondary one. Matching episodes amounts thus to comparing memorized TUs with TUs of the text. In this section we examine under what conditions TUs are similar.
Similarity of TUs
The relative similarity between two TUs depends on the degree of their slot matching. We proceed in two steps. At first we compute two ratios obtained from the number of similar graphs, in relation to the number of graphs present in the memorized slot as well as the number of in the text slot. This allow us to start with a global evaluation of the slots. To do that, we have established an interval of arbitrary thresholds [t1, t2]. The lower limit represents a rate under which the similarity is rejected: neither the memorized slot nor the text slot do not contain a sufficient number of common points with regard to their differences. The upper limit indicates that above this value, the proportion of common points of one slot or the other is sufficient to consider the slots as highly similar. If both ratios happen to be within the interval, we conclude to a moderate similarity that has to be evaluated by another more precise method. In this case, we compute a score which is based on the importance of the graphs inside the slots. This computation is described in detail in the next section. When this score is above another given threshold t 3 , we conclude that there is a high similarity. Thus, two slots sharing an average number of graphs can be very similar if these graphs are important for this slot. The thresholds are parameters of the system. In the current version, t 1 = 0.5, t 2 = 0.8 and t 3 = 0.7. Finally, two TUs are similar if they correspond to any of the following rules:
R1: highly similar circumstances and moderatly similar description R2: similar circumstances and similar outcomes, with at least one of the two dimensions highly similar. R3: moderatly similar description and highly similar outcomes R4: highly similar description.
Similarity of slots and similarity of graphs
The score of a slot is based on the score of its similar graphs, weighted by their relative importance into the slot. We compute the score of two graphs only when they contain the same predicate and at least one similar concept related by an equivalent casual relation. Two concepts are similar if the most specific abstraction of their types is less than the concept type of the canonical graph. By definition 8 , the graphs we compare are derived from the same canonical graph and, for each relation, their concept types are restrictions of the same type inside this canonical graph. In the comparison of two concepts, if the aggregated one does not exist, the resulting type is the one which abstracts the maximum number of concept occurrences.
Thus, the evaluation function of the similarity of two graphs containing the same predicate is the following:
with simconcept(c, c') = 1 when the concepts are similar otherwise 0 wci is the weight of the concept inside the memorized graph and the ci are the concepts other than the predicate Two graphs, g and g', are similar if SimG(g,g') > 0. The weight wc i is either the weight of the aggregated concept or the sum of the weights of the regrouped occurrences. Figure 5 illustrates the computation of the similarity between the graph (a) of the description slot in figure 4 and the graph of the Martin Luther King text which has the same predicate:
Graph of the Martin Luther King text (it corresponds to the clauses 6 and 7): We can now define the evaluation function of two identically named slots as follows:
where wpi is the weight of the aggregated predicate and SimG(txtgi,memgi) > 0
The eventual, chronological orders between graphs in the description slots do not intervene in the similarity evaluation. We do not want to favour an unfolding of events with regard to another, the various combinations having actually occurred in the original situations.
More generally, the way in which the similarity between structures is computed resembles Kolodner and Simpson 's (Kolodner and Simpson 1989) method, with the computation of an aggregate match score. There are two big differences: first of all, the similarity is context dependant because the relative importance of any element is always evaluated within the context of the component to which it belongs. Second, this importance can change, since it is represented by the recurrence of the element and not by an hierarchy of features established on a priori grounds.
Because situations are not related in the same way, nor with the same level of precision, the structure of episodes may be different even if they deal with the same topic. For instance, a TU may be detailed by another TU in one episode and not in another one. Hence, graphs that could be matched may be found in two different TUs as we can see in figure 6. This peculiarity must be taken into account when we compare two slots. We do so by first recognizing similar graphs in identically named slots; then we try to find the remaining graphs in the appropriate slots of an eventually detailed TU. For example, when examining the similarity of the circumstance slots of textTU and TU1 in figure 6 , the remaining states (g2) are searched either in the outcomes slot of an associated TU (TU2), or in the resulting states of the actions in its description slot. This process will be applied to the remaining graphs of the text and to those of the memorized TU. The difference of structure is bypassed during the computation of the similarity measure, but it will not be neglected during the aggregation process. In such cases, the aggregation of the first similar graphs will take place while the other similar graphs will be represented in their respective TU. No strengthening of the structure between the concerned TUs will occur.
Memorization of an episode: the aggregation process
The spreading activation process leads to the selection of memorized episodes which are ordered according to their activition level. To decide if one of these is a good candidate for an aggregation with the incoming episode, even if this aggregation is only a partial one, we have to find similar TUs between them. Episodes can be aggregated only if their principal TUs are similar. If this similarity is rejected, we are brought back to the sole aggregation of TUs and the incoming episode leads to the creation of a new aggregated episode. Otherwise, the process continues in order to decide whether the topic structuring of the studied text is similar to the structuring of the held episode. If similar secondary TUs are found in the same relation network, their links will be reinforced accordingly. This last part of the process will be applied even if no match is found at the episode level. The reinforcement of such links means that a more general context than a single TU is recurrent.
Whatever level of matching is recognized, TUs are aggregated. In doing so, the graphs of the text TU are memorized according to the slot they belong and to the result of the similarity process. If new predicates appear, the corresponding graphs are added to the memorized slot with a weight equal to 1 divided by the number of times the TU has been aggregated. In the case of graphs which contain an existing predicate and whose similarity has been rejected, they are joined with no strengthening of the predicate. New concepts related to existing casual relations are related to the corresponding aggregated concept. Existing aggregated concepts, which are the abstraction amalgamating the maximum number of occurrences, may be questioned when a new concept is added to a graph. If any of them no longer fulfils this definitional constraint, it is suppressed.
Pre-generalization and reinforcement occur when the graphs are similar. As a result, the weight of the predicate increases. According to the results of the similarity process, aggregated concepts may evolve and become more abstract. The weights of the modified concepts inside the graphs are computed in order for them to be always equal to the number of times the concept has been strengthened, divided by the number of predicate's aggregations.
The result of the aggregation of the Stab graph (see figure 5) 
Conclusion
Natural Language Understanding systems must be conceived in a learning perspective if they are not designed for a specific purpose. Within this approach, we argue that learning is an incremental process based on the memorization of its past experience. That is why we have focused our work on the elaboration of an episodic memory that is able to account for progressive generalizations by aggregating similar situations and reinforcing recurrent structures. This memory model also constitutes a case library for analogical reasoning. It is characterized by the two levels of cases it provides. These cases give different sorts of information: on one hand, specific cases can be used as sources given their richness coming from the situations they represent. On another hand, the aggregated cases, being a more reliable source of knowledge, guide and validate the retrieval and the use of the specific cases.
More generally, our approach prepares the induction of schemata and the selection of their general features, a step which is still necessary to stabilize and organize abstract knowledge. This approach also provides a robust model of learning insofar as it allows for a weak text understanding. Even misunderstandings resulting from an incomplete domain theory will be compensated on the basis of the treatment of lots of texts involving analogous subjects.
On its present state, our memory model is implemented in Smalltalk and our results have been first validated on a limited set of texts. We are now testing it on a larger scale. In the future, we would also like to introduce other measures of similarity, where the comparison would be more concerned with the notions of role and plan, while being less focused on the comparison of events. In doing so, we hope to make another kind of reinforced knowledge emerge that might prove useful in order to form causal rules and to extend the system's explanatory capacities.
