Introduction {#s1}
============

An association between reading achievement and socio-economic status (SES) has been reported consistently across decades of research (Duncan and Seymour, [@B28]; O\'Connor et al., [@B82]; Cabell et al., [@B12]; Hemmerechts et al., [@B43]). The achievement gap between the most and least advantaged children is apparent at kindergarten entry and persists throughout the school years (Kieffer, [@B55]). Children from low-SES families are also known to show delays in aspects of language development which underpin reading acquisition such as vocabulary and listening comprehension (Scarborough, [@B91]; Muter et al., [@B77]), and lower levels of skill in oral language production and comprehension, extending from early childhood into high school and beyond (Hoff, [@B44]; Huttenlocher et al., [@B52]; Fernald et al., [@B32]). The aspect of language that appears most susceptible to social disadvantage is vocabulary size when investigated using maternal report, spontaneous speech and standardized tests in assessing expressive and receptive vocabulary (Hoff, [@B45]; Fernald et al., [@B32]). Standardized language tests also reveal discrepancies between higher and lower SES children when measures of grammatical development and complex syntax comprehension are included (Dollaghan et al., [@B27]; Huttenlocher et al., [@B51]).

The interaction between oral language and reading acquisition has recently been receiving much attention among children from low SES families (Tse and Nicholson, [@B105]). Two oral language skills have been the main focus of this research, namely, vocabulary knowledge and phoneme awareness (Hoff, [@B45]). In contrast, few studies have focused on how morphological awareness develops in low SES groups or on the relationship between morphological awareness and reading acquisition (Apel and Diehm, [@B4]); indeed, with French-speaking children, there have been no studies conducted on these issues.

Morphological awareness has been defined as the ability to identify and manipulate the smallest segments of meaning within words (Carlisle, [@B13]). This skill has been associated in the general population with vocabulary learning and with reading acquisition beyond the initial stages of schooling (Anglin, [@B1]; Deacon and Kirby, [@B24]; Kirby et al., [@B58]). The present study investigated the very *early* stages of reading acquisition among low SES children with the aim of examining how morphological knowledge relates to other oral language components such as listening comprehension, vocabulary, and phonemic awareness which are known to impact reading development (for a review, see Kirby et al., [@B59]).

Predictors of first grade reading skills in typical populations
---------------------------------------------------------------

As kindergarten and first grade is the ideal point at which to intervene to reduce the risk for low SES children of later reading difficulties (Suggate, [@B102]), it is important to understand how early language and literacy typically interact during this period. According to the well-known simple view of reading (SVR, Gough and Tunmer, [@B42]), reading comprehension can be decomposed broadly into two components, word recognition (D), and oral language comprehension, both of which are necessary and equal in importance, but which, nevertheless, represent distinct abilities (see also Hoover and Gough, [@B47]; Tunmer and Chapman, [@B106]). Word recognition is defined as the ability to rapidly generate the phonological or orthographic codes from a printed word in isolation to allow identification. Measures of this component are assumed to be developmentally constrained (Hoover and Gough, [@B47]; Tunmer and Greaney, [@B107]). In the early stages of learning to read, measures of both decoding and visual word recognition are useful to assess the grapheme-phoneme conversion skills required for independent reading as well as the orthographic skills which allow recognition and generalization of information across familiar words. In the SVR model, oral language comprehension (originally linguistic comprehension) represents all of the verbal abilities involved in the understanding of an oral message such as words, sentences and discourse (Kirby and Savage, [@B57]). Although still a matter of debate, the most commonly used oral language comprehension tests assess vocabulary knowledge and oral sentence processing abilities, also labeled listening comprehension (see Keenan et al., [@B53]; Thompson et al., [@B103]).

The SVR model offers a useful general framework for researchers trying to identify the abilities involved in reading acquisition during first grade. The model does not aim to explain the development of visual word recognition but rather to show how this skill contributes together with oral language comprehension to reading comprehension development. In the present study, we were interested in knowing how visual word recognition develops with respect to oral language comprehension in the very early stages of reading acquisition (after only 3 months of formal instruction, in November of Grade 1). Some studies have questioned the assumption in the SVR that the visual word recognition and oral language components are independent (see Tunmer and Chapman, [@B106]; Wagner et al., [@B109]). For example, Ouellette and Beers ([@B83]) assessed typically developing first-graders on measures of phonemic awareness (the ability to consciously analyze oral words into their sound constituents (phonemes), which proved to be the best predictor of reading success; Landerl et al., [@B63]), pseudoword reading (decoding skills), irregular word reading, listening comprehension, receptive vocabulary, and reading comprehension. Using regression techniques, they found that both decoding skills and vocabulary (depth) contributed significant variance to irregular word recognition. While this study did not use a confirmatory factor analysis (CFA) to test whether individual differences in word recognition and oral language comprehension skills show "unity" or "diversity" (e.g., Miyake et al., [@B75]), these results suggested that the indicators of these constructs are generally correlated. The nature of these constructs and their relations should be further explored.

A substantial body of research indicates that from Grade 2 onwards, morphological awareness also contributes to reading competence (word recognition and reading comprehension) independently of vocabulary, phonological awareness and orthographic processing (Casalis and Louis-Alexandre, [@B19]; Carlisle, [@B14]; Deacon and Kirby, [@B24]; Carlisle and Stone, [@B16]; Roman et al., [@B88]; Bowers et al., [@B10]; Kirby et al., [@B58]). However, for first graders, the evidence is contradictory. With English-speaking children, Carlisle and Nomanbhoy ([@B15]) showed that morphological skills predict word reading performance independently of phonological skills; although the proportion of variance explained is smaller, 4 and 33.6%, respectively (see also Wolter et al., [@B113]; Apel and Lawrence, [@B2]; Deacon, [@B23]; Kruk and Bergman, [@B61]; and with Dutch-speaking first graders, Rispens et al., [@B87]). Nonetheless, Kirby et al. ([@B58]) failed to find any evidence that morphological awareness contributes significantly to word reading until the third grade (see also Law and Ghesquière, [@B65]). With French-speaking children, the evidence is also contradictory since Sanchez et al. ([@B90]) reported a significant contribution from morphological awareness to word reading in first grade but Casalis and Louis-Alexandre ([@B19]) did not find a similar result until the second grade. However, all of these studies are difficult to compare since they used different tasks, both in assessing word recognition and morphological awareness. It is likely that this contributes to the inconsistency across results as Apel et al. ([@B5]) have shown that the particular skills measured by different morphological awareness tasks impact on their ability to predict word reading performance.

Among the rare studies conducted on morphological awareness and the development of word-reading, very few have explored the relationship between morphological skills, phonological awareness and vocabulary and *how these skills interact in shaping early reading development*. One reason for this is that these studies have tended to rely on hierarchical regression techniques, which are very helpful in identifying the contribution of one skill in predicting the development of reading independently of other skills but are much less informative when it comes to explaining *how different skills interact in a network of "causal" relations to shape this development*. For example, in order to isolate the distinct contribution of morphological awareness to word reading among first-graders, Carlisle and Nomanbhoy ([@B15]), Apel and Lawrence ([@B2]), Wolter et al. ([@B113]), and Kirby et al. ([@B58]) all controlled for phonological awareness, while Sanchez et al. ([@B90]) controlled for vocabulary and only Rispens et al. ([@B87]) controlled for both phoneme awareness and vocabulary. This set of results showed that there are aspects of phonemic and morphological awareness and vocabulary that make independent contributions to word reading but the findings say nothing about direct or indirect interrelationships among these variables in shaping word reading development. Our study aims to look more closely at these interrelationships.

Predictors of first grade reading skills in low SES groups
----------------------------------------------------------

By studying 394 children from low SES families, Gentaz et al. ([@B38]) were able to use multiple regression analyses to show that, at the end of first grade, reading comprehension performance as assessed by reading short sentences was explained by listening comprehension as assessed by oral sentence comprehension (8.89%), decoding (33.99%), and vocabulary (5.45%) skills (see also Gentaz et al., [@B37]). Although, the influence of decoding was the most important predictor, the authors did not carry out regression analysis on these decoding skills. In contrast, Fluss et al. ([@B34]) with 1,062 first graders from low SES Parisian families found that the variance in decoding as measured by pseudoword reading was almost entirely accounted for by phonemic awareness and rapid naming (27% of the variance).

To our knowledge, only one study by Apel et al. ([@B5]) has focused on the development of morphological skills and their influence on the emergence of word reading among first-graders from low SES families. In their study of 44 English-speaking first-graders, morphological awareness did not explain any additional unique variance over and above phonemic awareness for either word or pseudoword reading. In another study with a larger sample (*N* = 304) and more variety in socioeconomic status levels (although predominantly lower SES), Kim et al. ([@B56]) found that phonological and morphological awareness and vocabulary were each unique predictors of first grade word reading. The origin of the discrepancy between these results is unclear and requires further exploration as it could be due to differences in the tests used to measure morphological awareness or else sample differences such as size or SES composition.

The present research
--------------------

Previous studies have reported contradictory results concerning the involvement of morphological awareness in the early phases of word reading among typically developing English- and French-speaking children. Even when studies have reported a clear effect of morphological awareness in word reading, there is no clear picture of the dependencies among morphological awareness, phoneme awareness and vocabulary. One reason for this might be that the majority of these studies used hierarchical regression analyses, involving only linear regression coefficients between a set of independent variables and a dependent variable.

An alternative approach yet to be conducted in this area would be to explore the co-variability among a large set of observed variables in terms of a smaller set of latent variables or factors. When applying this kind of reduction via exploratory or CFA, the assumption is made that an underlying causal model exists. A further possibility would be to combine CFA and regression analysis. This combination often invokes a measurement model that defines factors using observed variables (indicators) and a structural model that imputes directed relationships between factors. This combination is known as Structural Equation Modeling (SEM) (Bollen, [@B9]), and is generally used when there is a theoretical model to be tested by comparing its predictions with the data. With second graders at risk for reading difficulties, Nagy et al. ([@B79]) used structural equation modeling to evaluate the contribution of phonological and morphological awareness, vocabulary, and orthographic processing to word reading. Oral vocabulary and orthographic processing contributed uniquely to word reading and morphological awareness contributed uniquely to reading comprehension. As morphological awareness and vocabulary were significantly correlated, the authors concluded that morphological awareness may contribute indirectly to word recognition via oral vocabulary. Recently, with third graders, Levesque et al. ([@B68]), found that morphological awareness displayed both direct and indirect (via word reading) pathways to reading comprehension (phonological awareness and non-verbal ability were included in the model). There was no effect of vocabulary on word recognition and reading comprehension when morphological awareness was taken into account.

In these studies, the SEM approach was largely confirmatory rather than exploratory. However, in practice, the dichotomy "confirmatory" vs. "exploratory" should not be viewed in terms of which method to use. In fact, these approaches are complementary: exploratory data analysis searches for patterns of relationships while confirmatory data analysis makes use of statistical hypothesis testing on predicted models (Kiiveri and Speed, [@B54]; Bollen, [@B9]).

Regression, CFA and SEM require prior knowledge to completely specify a model but often there is insufficient prior knowledge to do that. Although still uncommon in studies of reading, Graphical Modeling is a data-driven approach for identifying and exploratory modeling the network structure based on a set of multivariate variables. It uses graph theory that enable concise representations of associations between variables. Graphical models provide a framework for modeling how these variables are mutually related and how conditional independence structures can be represented graphically. As Malave ([@B72]) observes "the graphical Gaussian model (Dempster, [@B26]; Whittaker, [@B112]; Lauritzen, [@B64]; Edwards, [@B30]) models the data as multivariate Gaussian, but constrains the inverse of the covariance matrix to have a zero for all pairs of variables which are conditionally independent" (their correlations are zero given the rest of the variables). The inverse of the covariance matrix (called the precision matrix) is related to the partial correlation matrix. Edwards ([@B30]) explains this as follows: "two variables are independent given the remaining variables if, and only if, the corresponding element of the inverse covariance is zero." The graph of this model is formed by connecting two nodes with an edge if the corresponding partial correlations are not set to zero. Undirected relationships can also act as a starting point for further investigation with techniques such as SEM (see Kiiveri and Speed ([@B54]) for a discussion of the relationship between partial correlation, graphical Gaussian models and SEM). Rosa et al. ([@B89]) describe how "a recursive causal structure can be represented by a Directed Acyclic Graph (DAG), which is a set of variables (or nodes) connected by directed edges (arrows)," when they are not conditionally independent. Kiiveri and Speed ([@B54]) introduced many examples of DAGs making several points concerning their parameterization, identification, estimation, fitting, and comparison. A DAG may be specified by three ways: prior knowledge incorporated in confirmatory approaches, guessing-and-testing, and discovery algorithms (Spirtes et al., [@B99]).

Numerous studies suggest that the early stages of word reading development depends crucially upon oral language skills. However, the majority of these studies focus on phonological skills, especially phonemic awareness as it appears to critically influence the development of reading skills (see for example, Hulme and Snowling, [@B49]). Little is known with regard to the exact influence of other oral language skills such as vocabulary, morphological awareness and listening comprehension and their mutual influence in the early stages of word reading and their relationship with phonemic awareness. In fact, some researchers suggest that oral language comprehension skills such as vocabulary, morphological awareness and listening comprehension may influence the development of reading comprehension (see Hulme and Snowling, [@B49], for similar position). In order to show whether these skills can also contribute to the early acquisition of word reading, we assessed listening comprehension (comprehension of oral sentences), receptive vocabulary, phoneme awareness, morphological awareness together with decoding, word reading and non-verbal IQ in a large sample of 703 French first-graders from low-SES families after 3 months of formal instruction (November). Pseudowords and word reading were both assessed because cross-linguistic studies have shown that word reading skills can develop faster in more transparent orthographies than English (Seymour et al., [@B92]; but see also Moll et al., [@B76]). We used three oral tasks to assess morphological awareness of derivational morphology. The Relationship Judgment task (e.g., do these words belong to the same morphological family or not? heat-heater;... ham-hammer); the lexical Sentence Completion task \[e.g., Someone who runs is a ...? (runner)\]; and the non-lexical Sentence Completion task \[e.g., Someone who lums is a...? (lummer)\]. The tasks differ on implicit/explicit demands and also tap different kinds of morphological knowledge. The Judgement task measures the phonological and semantic properties of the morphological relationship and the Sentence Completion tasks measures knowledge of morphological production rules, with the non-lexical version assessing how well these rules can be generalized to novel items. These tasks were very frequently used in studies with first-graders (Carlisle and Nomanbhoy, [@B15]; Casalis and Louis-Alexandre, [@B19]; Rispens et al., [@B87]; Duncan et al., [@B29]; Wolter et al., [@B113]; Apel et al., [@B3]; Kim et al., [@B56]; Apel and Diehm, [@B4]).

Overview of data analysis
-------------------------

### Graph modeling analysis

In an exploratory data-driven analysis, data were processed using a graphical modeling approach (Vandenberghe et al., [@B108]; Massa et al., [@B73]) which gives crucial information about how skills known to be involved in learning to read are organized in memory. With this method we were able to identify what were the oral language skills involved in the acquisition of word reading skills and how they were related to each other (direct or indirect connections). We found that: (1) listening comprehension skills are at the heart of the reading acquisition process, (2) word reading and decoding skills depend directly on phonemic awareness and indirectly on listening comprehension, (3) the influence of higher order skills (vocabulary, morphological skills, non-verbal capacities) on word reading and decoding is not direct but rather indirect via listening comprehension, (4) morphological and phonological skills, combined to listening comprehension seem to have a directed and acyclic role in the acquisition of word reading and decoding skills (they are ordered into a dependence chain), (5) the components of morphological skills as assessed by our tasks (Relationship Judgment and Sentence Completion) have independent relationships with listening comprehension.

### Directed acyclic graph analysis

As stated above, the directed relationships may also be put in a parametric form (see Kiiveri and Speed, [@B54]) and used as the starting point for further analysis with SEM. We thus followed a confirmatory approach to test statistical hypotheses based on substantive theory and/or previous empirical research.

The general model we tested is as follows. Cutting and Scarborough ([@B21]) provided a useful comprehensive general framework of reading comprehension where listening comprehension comprises several language skills such as vocabulary, morphological and syntactic as well as more general skills such as executive function. So, one can expect that the development of listening comprehension skills would be directly influenced by morphological and vocabulary knowledge as well as by non-verbal IQ. The three morphological awareness tasks we used may exert different influence on listening comprehension skills as they tap on different aspects of morphological knowledge.

Duncan et al. ([@B29]) assessed these tasks with first to third French graders. They found that performance of the relationship judgment task was higher than that of the lexical and non-lexical sentence completion tasks. They claimed that it may be because the latter requires a more explicit level of awareness (Gombert, [@B40]) and also because the relationship judgement task can be done using a semantic strategy to accurately distinguish between word pairs like "heat-heater" and "ham-hammer." Carlisle and Nomanbhoy ([@B15]) reported findings that support this interpretation. They found that vocabulary accounted for a significant portion of variance of the relationship judgement task performance while that of phoneme awareness was not significant. For the lexical sentence completion task both vocabulary and phoneme awareness contributed significantly, suggesting that this morphological task assessing knowledge of morphological production rules is more heavily constrained by phonological factors. Moreover, Duncan et al. ([@B29]) also reported that the lexical sentence completion task was easier for children than the non-lexical version implying that the altter increased the need for metalinguistic control over morphological knowledge. Fundamentally, the knowledge of morphological production rules measured by the lexical version of the sentence completion should directly influence the level of performance of the non-lexical version.

As pointed in the introduction, there is a huge literature showing that oral language development underpins reading acquisition. Importantly, Nation and Snowling ([@B81]), for example, showed with children aged 8 years that both phonological skills (such as phonological awareness) and children\'s oral language proficiency as measured by vocabulary, listening comprehension and semantic skills influence the course of word reading development. Interestingly beside phonological skills, semantic abilities may also influence decoding because of their predictive relationship with phonological awareness (Share et al., [@B95]; Wagner et al., [@B110]; Burgess and Lonigan, [@B11]; Lonigan et al., [@B70], [@B69]; Bishop et al., [@B8]) and because phonological segmentation is stimulated as semantic knowledge increases (Carroll et al., [@B17]). Therefore, listening comprehension as a proxy of children\'s oral language proficiency can determine the level of phoneme awareness skills.

However, contrary to the dominant view of word reading acquisition, which states that children\'s phonological skills are the foundation upon which the decoding ability needed to develop further word reading proficiency is built (Nation and Snowling, [@B81]), our graphical modeling analysis showed that phoneme awareness influences word reading which in turn influences pseudoword reading (decoding). Following Share ([@B93], [@B94]), one can argue that in the very early stages of reading acquisition, when children have few grapheme-phoneme skills, they also can utilize top-down knowledge of word meanings to help with the process of decoding. Thus reading words would boost decoding skills.

This model additionally reports that vocabulary skills influence directly phonological skills. This is in line with Ouellette and Haley ([@B84])\'s study which reported that oral vocabulary in kindergarten predicted unique variance of phonemic awareness into grade 1. These data were interpreted within the Lexical Restructuring Model (LRM, Metsala and Walley, [@B74]; Walley et al., [@B111]) which conceives oral vocabulary as the key contributor to phoneme awareness. Vocabulary growth needs phonemic representations of words to be accurate because of increasing number of phonologically similar words. As a consequence, vocabulary acquisition needs restructuring the phonemic level of word representations in the lexicon which in turn develops phoneme awareness.

The model also shows that one component of morphological awareness directly feeds the phoneme awareness skills. This result goes again the dominant view which states that during early reading acquisition, although there may be links between phonological and morphological awareness because both require the manipulation of parts of speech, a portion of morphological development may be dependent on phonological awareness (see Law and Ghesquière, [@B65], for recent account). However, Carlisle ([@B13]) and Fowler and Liberman ([@B35]) have suggested that morphological awareness may encompass a larger range of abilities than phonological awareness, some of which may emerge early in development. Critically, the development of phonological awareness takes place in kindergarten and first grade, whereas morphological awareness may develop later in childhood (Mahony, [@B71]; Leong, [@B67]). From this point of view, because the development of morphological awareness is delayed relative to phonological awareness, phonological awareness may be extended by morphological awareness. In line with this interpretation, Carlisle ([@B13]) suggests that morphological awareness may foster growth in phonological awareness as children learn to appreciate systematic phonological variations that occur in morphologically related words (i.e., singer, singing, sings).

Materials and methods {#s2}
=====================

Participants
------------

At the beginning of the first school year, the sample consisted of 703 French children (371 girls and 332 boys) with a mean age of 6 years 2 months (range: 5 years 9 months to 6 years 9 month). These children were attending 30 different elementary school classes, all in a "Priority Education Area," which reflects a low socio-economic catchment area exhibiting a variety of social difficulties. Thus, these children belonged to low socio-economic status families, defined according to the Government criteria, as those with high levels of unemployment or whose predominant experience is of low income. In addition, the families frequently are single parent families and often do not have French as the native language. The present study was conducted in accordance with the Declaration of Helsinki. It was conducted with the understanding and the written consent of each child\'s parent and in accordance with the ethical guidelines between the academic organization (LPNC-CNRS) and educational organizations.

Assessments
-----------

Each child was tested on the following domains: Listening comprehension, word and pseudoword reading skills, vocabulary, morphological awareness skills, phonemic awareness skill, and non-verbal IQ. The children were tested individually. Psychologists, who were trained and regularly supervised on site, were responsible for administering all of the tests. Each testing session for each child lasted \~45 min and took place in a quiet room in the schools.

### Non-verbal IQ

Non-verbal IQ was assessed with the Progressive Matrices Standard 47 (Raven et al., [@B86]) in which 36 problems were presented to the children. Each problem consisted in finding the missing part of an incomplete design among the six options provided.

### Phonemic awareness

The phonemic awareness task was composed of 11 items assessing phonemic segmentation skills (i.e., phonemic awareness). One test with two subtests assessed onset segmentation (6 items, 3 in each subtest): the children had to choose from four options what a reference word beginning with a consonantal cluster would become when (1) the onset is removed (e.g., for "*trois,"* the options were "*deux"/"oie"/"râteau"/"train*," the correct response being "oie") and (2) when a part of the onset is removed (e.g., for "*croix,"* the options were "*poire"/"toit"/"noix"/"roi*," the correct response being "roi"). The other phonemic test involved an oddity task: the children had to spot the odd one out of three words on the basis of the initial phoneme (e.g., "*coq"/"col"/"botte,"* odd word: "*botte,"*) or the final phoneme (e.g., "*car"/"selle"/"pelle,"* odd word: "*car,"*). All words were presented orally together with a picture. The phonology scale had 11 points.

### Listening comprehension

Listening comprehension was assessed at a syntactic-semantic level (ECoSSe: Lecocq, [@B66]). In this task, children were shown four pictures and had to choose the one that exactly depicted the situation described in a sentence read by the examiner. The listening comprehension scale had 25 points (one point per item) and the percentage of correct responses was calculated.

### Vocabulary

Receptive vocabulary was assessed on a standardized vocabulary test (TVAP: Deltour and Hupkens, [@B25]). The children chose the picture (from six) that illustrated the word read aloud by the experimenter. There were 30 items, each scored on a scale from 0 to 2 (2 points are awarded for the choice of the correct response and 1 point for the approximate response, e.g., the picture of a "big house" for the item "castle"), making for a total possible score of 60 points.

### Morphological awareness

The morphological awareness skills were assessed using a test in which children had to perform a word relationship judgment task and a word completion task. In the word relationship judgment task 10 word pairs were presented to children who had to determine if the two words belong to the same family or not (e.g., "coureur/courir vs. coureur/courage). In the word completion task 20 sentences were presented to children in which they had to complete either ten words (i.e., lexical completion task) or ten pseudo words (i.e., non-lexical completion task) with a term from the same family (e.g., for the word sentence "*un homme qui coiffe est un..."* the child must answer "*coiffeur"* and for the pseudo word sentence "*un homme qui plude est un..."* the child must answer "*pludeur."* For all the tasks, a training phase was proposed to the children with 4 trials during which, in case of errors, the children were explained the concept of morphological family (word relationship judgment) or the meaning of the word. suffix (word completion task).

### Reading

Reading skills were assessed through a 1-min test of words reading. There were 35 words made-up of one to six letters. Decoding skills were assessed through a 1-min test of pseudoword reading. There were 30 pseudowords made-up of one to five letters. The number of words correctly read in 1 min (wpm) was calculated. The words and pseudowords of these reading tasks all have a monomorphemic structure.

Data analysis plan
------------------

In recent years, there has been a strong interest in representing multivariate data as networks. One of these networks, the Markov network, is based on undirected acyclic graphs (Friedman, [@B36]), whereas directed graphs (directed acyclic graphs, i.e., DAGs) are Bayesian networks. Graph networks come from the process of high-dimensional data and provide a framework for modeling how several variables are mutually related and how conditional independence structures can be represented graphically. Traditional approaches to analyzing data from neuropsychological and behavioral sciences have conducted factor analyses, cluster analyses or multiple regression analyses. Factor analyses are useful for identifying factors that may contribute to several observed variables. Cluster analysis is a statistical technique used to identify groups of entities (observations or variables) that have similar characteristics. Graph analyses extend these approaches by testing the conditional independences of the selected assessments directly, without the need for assumptions about underlying hidden factors. Moreover, graph analysis goes beyond multiple regression analyses by capturing the interactions between all the variables rather than only the linear dependency of one measure on a set of explanatory variables (Massa et al., [@B73]).

The form of multivariate analysis known as Graphical modeling had its origina in the fields of physics and genetics (Gibbs, [@B39]; Wright, [@B114]), and is an approach that combines a statistical model with a mathematical object, a graph. The graph is defined as a pair *G* = (*V, E*), where *V* is a set of *vertices* or *nodes* and *E* is a set of *edges* (Edwards, [@B30]). Højsgaard et al. ([@B46]) explain that "each edge is associated with a pair of nodes...Edges may in general be directed, undirected or bidirected. Graphs are typically visualized by representing nodes by circles or points, and edges by lines, arrows, or bidirected arrows." The key tool in graphical modeling is the dependence graph. In the dependence graph the nodes represent random variables of a multivariate distribution. The nodes can be connected by different types of edges which reflect the statistical relations between the variables. For understanding graphical modeling, the notion of conditional independence is crucial. This example by Da et al. ([@B22]) from probability theory helps to explain this concept: "two events *X* and *Y* are conditionally independent given a third event *Z* precisely, if the occurrence or non-occurrence of *X* and the occurrence or non-occurrence of *Y* are independent events in their conditional probability distribution given *Z."* In other words, if the value of *Z* is known, knowledge of whether *X* or *Y* occurs provides no information of the likelihood of *Y* or *X* occurring, respectively. That said, if two nodes *X* and *Y* are separated in the graph by a nodes *Z*, then the corresponding random variables *X* and *Y* are conditionally independent given *Z*. Importantly, "undirected edges represent associations between random variables and a missing edge reflects the fact that random variables are conditionally independent" (Massa et al. ([@B73]), from their behavioral study using graph modeling). As statistical objects, graphs illustrate the variables, and parameters of models making it possible to read the independence structure of the model directly from the graph.

First, in this paper, the focus will be on undirected graphical models, i.e., graphical models where graphs have only undirected edges. In other words, no assumptions will be made about directed relations between any variables. This goal of this approach is to infer the structure of the dependence graph which gives the best description of the conditional independences and associations between all the variables. The undirected graph (i.e., so-called Markov graph) illustrates the correspondence between nodes and the conditional independence relations between all the variables (a Gaussian Markov graph is characterized by zeros in the inverse of the covariance matrix). In this study, to investigate this dependence graph we used the methods and their implementation provided by Højsgaard et al. ([@B46]), by following the pipeline using R with *cran-r* packages. More precisely, we estimated the model parameters of the dependence graph using both the Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) forests (Chow and Liu, [@B20]; Edwards et al., [@B31]). The former (AIC) is defined as −2 ln *L* + 2*r*, where *L* is the maximized likelihood under the model and *r* is the number of parameters in the model, and the latter (BIC) as −2 ln *L* + ln(*N*)*r*. When working with graphical models, a "forest" or a "tree" (see Edwards et al., [@B31], for a detailed distinction between "tree" and "forest" terminologies, but for a general definition, a forest may have several connected components, the trees) corresponds to a graph with *n* nodes and several *k* connected components. In modern terminology, trees and forests are special cases of undirected and acyclic graphs (i.e., graph with no cycles with a topological ordering, i.e., a sequence of the vertices such that every edge is directed from earlier to later in the sequence). To do so, we used the algorithm implemented in the *minForest* function in the *gRapHD-r* package. The graph obtained (see Figure [1](#F1){ref-type="fig"} in the Results section) corresponds to a minimal forest undirected and acyclic graph (i.e., exploratory and data-driven graph). This approach can be applied as an initial step toward identifying the overall dependence structure of high-dimensional data with uses including the detection of distinct connected components, neighborhoods, or interesting features, such as hub nodes (Edwards et al., [@B31]).

![Dependence graph (exploratory and undirected minimal forest) on all variables.](fpsyg-09-00547-g0001){#F1}

Second, to address theoretical questions, we applied a DAG and tested measurement and fit models by use of the structural equation modeling (SEM) method on the forest graph (see Figure [2](#F2){ref-type="fig"} in the results section). Structural modeling was performed using Latent Variable Analysis with *Lavaan-R* package. Model fitting was based on the correlation matrix (see Table [1](#T1){ref-type="table"}) and indicators of fit (χ^2^ statistic) tested whether the model was consistent with the covariation pattern among the observed variables. The χ^2^ statistic measures the model\'s "badness of fit" compared to a saturated model. However, since the χ^2^ is vulnerable to sample size and/or departure from multivariate normality (χ^2^ tends to be significant when the sample size is large which means that the χ^2^ statistic nearly always rejects the model when large samples are used, see Bentler and Bonnet, [@B7]), we also evaluated model fit based on different fit indices recommended in the literature (see Finkenauer et al., [@B33]). We used the Root Mean Square Error of Approximation as a measure for the discrepancy of the fit of the model per *df* used (RMSEA; see Steiger, [@B101]). The RMSEA also assesses the model\'s "badness of fit" (i.e., difference between the observed and predicted covariances) and traditionally researchers consider a RMSEA value of \~0.08 or less to indicate a close fit in relation to the *df* (Hu and Bentler, [@B48], see also Miyake et al., [@B75]). The other fit indices (Comparative Fit Index, CFI; Tucker-Lewis index, TLI; and Incremental Fit Index, IFI) are typically used to measure "goodness of fit" with values around or greater 0.90 or 0.95 are indicative of excellent model fit (Kline, [@B60]). Moreover, the Goodness of fit index (GFI) estimates how well the sample variances and covariances are reproduced by the proposed model. As for the CFI, which measures the covariance in the data reproduced by the model, for GFI, a value greater than 0.90 indicates an acceptable fit. Both AIC and BIC that take the goodness of fit as well as the number of estimated parameters into account were also introduced. After estimation of the parameters of the model, the standardized coefficients were entered on the structural DAG model paths (see Figure [2](#F2){ref-type="fig"}). The graph obtained corresponds to a minimal forest directed and acyclic graph (i.e., confirmatory and both theory- and graph-driven model). These paths can be considered as regression or path coefficients inferred from the observed correlations. A summary of fit indices for the DAG model is presented in Table [2](#T2){ref-type="table"} in the Results section.

![Confirmatory and directed graph (DAG) on all variables. Standardized model parameters (z-transformed regression coefficients) obtained by structural equation method (Latent Variable Analysis Lavaan Package) are depicted on each directed edge with respective *p*-values (^\*\*\*^*p* \< 0.001).](fpsyg-09-00547-g0002){#F2}

###### 

Empirical partial correlation matrix of the variables (above the diagonal line), and Pearson correlation matrix (below the diagonal line).

                              **1**                                       **2**                                       **3**                                       **4**                                       **5**                                       **6**                                       **7**                                       **8**                                       **9**
  --------------------------- ------------------------------------------- ------------------------------------------- ------------------------------------------- ------------------------------------------- ------------------------------------------- ------------------------------------------- ------------------------------------------- ------------------------------------------- -------------------------------------------
  1.Listening Comprehension                                               0.01                                        −0.02                                       0.14[^\*\*\*^](#TN3){ref-type="table-fn"}   0.27[^\*\*\*^](#TN3){ref-type="table-fn"}   0.07                                        0.30[^\*\*\*^](#TN3){ref-type="table-fn"}   0.12[^\*\*\*^](#TN3){ref-type="table-fn"}   0.19[^\*\*\*^](#TN3){ref-type="table-fn"}
  2.Word Reading              0.26[^\*\*\*^](#TN3){ref-type="table-fn"}                                               0.81[^\*\*\*^](#TN3){ref-type="table-fn"}   0.11[^\*\*^](#TN2){ref-type="table-fn"}     −0.01                                       0.01                                        0.00                                        0.03                                        0.09[^\*^](#TN1){ref-type="table-fn"}
  3.Pseudoword reading        0.26[^\*\*\*^](#TN3){ref-type="table-fn"}   0.85[^\*\*\*^](#TN3){ref-type="table-fn"}                                               0.05                                        0.00                                        0.05                                        0.06                                        0.03                                        0.01
  4.Phonemic awareness        0.40[^\*\*\*^](#TN3){ref-type="table-fn"}   0.38[^\*\*\*^](#TN3){ref-type="table-fn"}   0.36[^\*\*\*^](#TN3){ref-type="table-fn"}                                               0.15[^\*\*\*^](#TN3){ref-type="table-fn"}   0.10[^\*\*^](#TN2){ref-type="table-fn"}     0.03                                        0.06                                        0.02
  5.Vocabulary                0.55[^\*\*\*^](#TN3){ref-type="table-fn"}   0.22[^\*\*\*^](#TN3){ref-type="table-fn"}   0.22[^\*\*\*^](#TN3){ref-type="table-fn"}   0.38[^\*\*\*^](#TN3){ref-type="table-fn"}                                               0.08[^\*^](#TN1){ref-type="table-fn"}       0.28[^\*\*\*^](#TN3){ref-type="table-fn"}   0.04                                        0.03
  6.MA judgment               0.28[^\*\*\*^](#TN3){ref-type="table-fn"}   0.23[^\*\*\*^](#TN3){ref-type="table-fn"}   0.24[^\*\*\*^](#TN3){ref-type="table-fn"}   0.27[^\*\*\*^](#TN3){ref-type="table-fn"}   0.26[^\*\*\*^](#TN3){ref-type="table-fn"}                                               0.01                                        0.09[^\*^](#TN1){ref-type="table-fn"}       0.05
  7.MA lexical                0.58[^\*\*\*^](#TN3){ref-type="table-fn"}   0.28[^\*\*\*^](#TN3){ref-type="table-fn"}   0.28[^\*\*\*^](#TN3){ref-type="table-fn"}   0.35[^\*\*\*^](#TN3){ref-type="table-fn"}   0.54[^\*\*\*^](#TN3){ref-type="table-fn"}   0.25[^\*\*\*^](#TN3){ref-type="table-fn"}                                               0.30[^\*\*\*^](#TN3){ref-type="table-fn"}   −0.05
  8.MA non-lexical            0.43[^\*\*\*^](#TN3){ref-type="table-fn"}   0.27[^\*\*\*^](#TN3){ref-type="table-fn"}   0.27[^\*\*\*^](#TN3){ref-type="table-fn"}   0.31[^\*\*\*^](#TN3){ref-type="table-fn"}   0.37[^\*\*\*^](#TN3){ref-type="table-fn"}   0.25[^\*\*\*^](#TN3){ref-type="table-fn"}   0.51[^\*\*\*^](#TN3){ref-type="table-fn"}                                               0.02
  9\. Non-verbal IQ           0.31[^\*\*\*^](#TN3){ref-type="table-fn"}   0.26[^\*\*\*^](#TN3){ref-type="table-fn"}   0.24[^\*\*\*^](#TN3){ref-type="table-fn"}   0.20[^\*\*\*^](#TN3){ref-type="table-fn"}   0.20[^\*\*\*^](#TN3){ref-type="table-fn"}   0.17[^\*\*\*^](#TN3){ref-type="table-fn"}   0.17[^\*\*\*^](#TN3){ref-type="table-fn"}   0.18[^\*\*\*^](#TN3){ref-type="table-fn"}   
  mean (*N* = 703)            79.9                                        6.5                                         6.2                                         7.1                                         37.2                                        12.6                                        5.2                                         2.4                                         20.5
  Standard deviation          15.3                                        6.5                                         5.5                                         2.6                                         7.4                                         2.6                                         2.4                                         2.1                                         5.1

p \< 0.05;

p \< 0.01;

*p \< 0.001*.

*Variables: MA, Morphological awareness; all others are transparent*.

*Means and standard deviations are presented at the bottom of the correlation matrix*.

###### 

Comparison of generalized least square estimations of the three proposed models: The minForest Graph is the exploratory and undirected graphical model; the DAG is the confirmatory (SEM) and directed graph; and the Extended DAG is the theory-driven and directed graph including two direct contributions of Vocabulary and Morphological awareness (lexical sentence completion) to Phonemic awareness.

                     ***minForest* graph**                                                              **DAG**                                                                             **Extended DAG**
  ------------------ ---------------------------------------------------------------------------------- ----------------------------------------------------------------------------------- -----------------------------------------------------------------------------------
  χ^2^ (df)          147.01[^\*\*\*^](#TN4){ref-type="table-fn"} (19)[^T^](#TN5){ref-type="table-fn"}   174.92[^\*\*\*^](#TN4){ref-type="table-fn"} (22)[^TT^](#TN6){ref-type="table-fn"}   127.01[^\*\*\*^](#TN4){ref-type="table-fn"} (20)[^TT^](#TN6){ref-type="table-fn"}
  AIC                34989.362                                                                          34858.334                                                                           34824.362
  BIC                35100.800                                                                          34877.656                                                                           34846.444
  RMSEA \[95% CI\]   0.094 \[0.088--0.101\]                                                             0.094 \[0.088--0.110\]                                                              0.088 \[0.080--0.991\]
  CFI                0.93                                                                               0.91                                                                                0.93
  GFI                0.94                                                                               0.92                                                                                0.94
  TLI                0.90                                                                               0.88                                                                                0.90
  IFI                0.93                                                                               0.91                                                                                0.93

*p \< 0.001*.

*df in Gaussian Graphical Model = 1/2 {Tr(K\'(Σ~0~ -- S))} when Y \~ N(0,K^−1^) and K\' an estimate of K (the inverse of covariance matrix)*.

*The number of constraints in the recursive structural model, that is \[v\*(v+1)/2--p\] where v is the number of the observed variables, and p is the number of free parameters*.

Results {#s3}
=======

Descriptive statistics (means and standard deviations) are presented in Table [1](#T1){ref-type="table"} along with both Pearson correlations among the variables presented below the diagonal line and the empirical partial correlations presented above the diagonal line.

The Empirical partial correlation matrix (above the diagonal line in Table [2](#T2){ref-type="table"}) of the variables introduced (i.e., Listening comprehension, Word reading, Pseudoword reading, Phonemic awareness, Vocabulary, Morphological awareness (MA relationship judgment), Morphological awareness (MA lexical sentence completion), Morphological awareness (MA non-lexical sentence completion), and non-verbal IQ, reflects the pairwise correlation of the variables after taking into account all the remaining ones in the domain. It is note-worthy that while all the Pearson correlations are highly significant (all *p*s \< 0.001), only a few partial correlations are significant. Among them, a strong coefficient (around 0.30; *p* \< 0.001) was found between Listening comprehension and Vocabulary tasks (*r* = 0.27; *p* \< 0.001), Listening comprehension and MA lexical sentence completion (*r* = 0.30; *p* \< 0.001), Word reading and Pseudoword reading (*r* = 0.81; *p* \< 0.001), MA lexical and non-lexical sentence completion (*r* = 0.30; *p* \< 0.001), and Vocabulary and MA lexical sentence completion (*r* = 0.28; *p* \< 0.001).

MinForest (undirected graph) measurement model
----------------------------------------------

Figure [1](#F1){ref-type="fig"} displays the estimated dependence minimal forest undirected and acyclic graph. Diagrammatic and idiosyncratic graph representations were removed for clarity and we presented nodes (or vertices) without circles or points but only with their respective task\'s name. However, edges are still represented by lines.

Here we illustrate how to interpret the graph with an example. The graph in Figure [1](#F1){ref-type="fig"} shows that node (or vertex) "Vocabulary" and "MA lexical sentence completion" are separated from node "Phonemic awareness" by node "Listening comprehension." This indicates that "Vocabulary" and "MA lexical sentence completion" are conditionally independent of "Phonemic awareness," given "Listening comprehension." Overall, the estimated dependence graph shows that most variables are associated with Listening comprehension. More precisely, Vocabulary, non-verbal IQ, MA relationship judgment, MA lexical sentence completion, and Phonemic awareness tasks were directly connected to Listening comprehension task. These associations imply that the overall Listening comprehension score is related to these 5 factors. Interestingly, when the Listening comprehension score was controlled for, there were no direct connections between MA relationship judgment and MA lexical sentence completion, suggesting some distinction between the processes involved in each tasks, as well as between Vocabulary and Phonemic awareness, suggesting a distinction between oral semantic skills (as estimated by the vocabulary task) and more abstract-level phonological processing skills (as estimated by the phonemic awareness task). In the same line, there was also no relation between Listening comprehension and Word reading when Phonemic awareness is controlled for. The *minForest* graph displayed in Figure [1](#F1){ref-type="fig"} is a model of 26 parameters, 9 nodes and 8 edges, with a likelihood ratio (LH; −2^\*^Log-likelihood) of 34937.36 (AIC = 34989.362; BIC = 35100.800). The data-driven *minForest* undirected graph demonstrated acceptable model fit (see Table [2](#T2){ref-type="table"}), with χ^2^~(19)~ = 147.01; *p* \< 0.001; CFI = 0.93; GFI = 0.94; TLI = 0.90; IFI = 0.93; and RMSEA \[CI 95%\] = 0.094 \[0.088--0.101\], although for excellent model fit, values greater than 0.90, even 0.95 for both TLI and IFI, and value below 0.08 for RMSEA, are recommended.

DAG measurement model
---------------------

Based on the *minForest* graph and in the aim to address theoretical questions, we applied a DAG and tested measurement and fit model by use of recursive structural equation modeling (SEM) method (see Kiiveri and Speed, [@B54]). The confirmatory and directed graph (DAG) is displayed in Figure [2](#F2){ref-type="fig"}.

Results of the confirmatory and directed graph demonstrated acceptable model fit, with χ^2^~(22)~ = 174.92; *p* \< 0.001; CFI = 0.91; GFI = 0.92; TLI = 0.88; IFI = 0.91; and RMSEA \[95% CI\] = 0.094 \[0.088--0.110\]. A summary of fit indices for the DAG model, along with the *minForest* model, is presented in Table [2](#T2){ref-type="table"}. AIC and BIC relative to the DAG model were 34858.334 and 34877.656, respectively. Standardized coefficients were placed directly on the paths of the structural diagram. These path coefficients are inferred from the observed correlations, and the significance level of each parameter is indicated (all *p*s \< 0.001). The standardized coefficients were ranged from 2.89 (MA relationship ![](fpsyg-09-00547-i0001.jpg) judgment Listening comprehension connection) to 54.77 (Word reading ![](fpsyg-09-00547-i0001.jpg) Pseudoword reading connection). Results also showed a strong connection between MA lexical sentence completion ![](fpsyg-09-00547-i0001.jpg) Listening comprehension (10.81) but also ![](fpsyg-09-00547-i0001.jpg) MA non-lexical sentence completion (15.97), and likewise between Listening comprehension ![](fpsyg-09-00547-i0001.jpg) Phonemic awareness (17.98) and between Phonemic awareness ![](fpsyg-09-00547-i0001.jpg) Word reading (10.28). Interestingly, although highly significant, the connection between Vocabulary ![](fpsyg-09-00547-i0001.jpg) Listening comprehension (8.49) was highest than those between MA relationship judgment ![](fpsyg-09-00547-i0001.jpg) Listening comprehension (10.81), suggesting that morphological awareness skills are highly predictive of listening comprehension skills in First grade readers.

Extended DAG measurement model
------------------------------

As can be seen in Table [2](#T2){ref-type="table"}, the χ^2^ statistic for both the *minForest* and DAG models did not reach *p* \> 0.05 (especially because we had a large sample size) but some fit indices indicated an acceptable fit. To improve the global fit, we re-specified the initial model on the base of the modification indices (MI). A modification index is of use in seeking out a better model. Statistically, this index is a 1-df Chi-square test that indicates the extent to which the discrepancy between model and data can be reduced, as defined by a general fit function, when one parameter is added or freed or when one equality constraint is relaxed (Sorbom, [@B96]). These MIs suggest links to change in our structure. In other words, the large value indicates that more information can be gained from the data by introducing additional parameters into the model. According to the common SEM practice, these new parameters have to be justified by theoretical models (see the Introduction section). Therefore, in this section, we pursue a confirmatory and theoretically driven model-testing strategy which involves the addition of paths and the evaluation of changes in fit across tested models, consistent with common SEM practice (Kline, [@B60]). Following the confirmatory DAG model, theoretically plausible alternative were tested with the goal of identifying the most parsimonious and well-fitting model. Figure [3](#F3){ref-type="fig"} displays the "Extended DAG model." In this model, two direct paths have been added, one between nodes Vocabulary and Phonemic awareness, and one between nodes MA lexical sentence completion and Phonemic awareness. These two direct paths are directed to explain performances on Phonemic awareness task (depicted as blue arrows in Figure [3](#F3){ref-type="fig"}). These two direct paths resulted in different connections strength with a standardized coefficient of: 6.65 between Vocabulary ![](fpsyg-09-00547-i0001.jpg) Phonemic awareness; 7.43 between Listening comprehension ![](fpsyg-09-00547-i0001.jpg) Phonemic awareness; and 4.66 between MA lexical sentence completion ![](fpsyg-09-00547-i0001.jpg) Phonemic awareness.

![Confirmatory and directed Extended graph (DAG) on all variables. Direct paths between Vocabulary and MA lexical sentence completion to Phonemic awareness are depicted in blue, indirect paths are depicted in green. Standardized model parameters (z-transformed regression coefficients) obtained by structural equation method are depicted on each directed edge with respective *p*-values (^\*\*\*^*p* \< 0.001).](fpsyg-09-00547-g0003){#F3}

To summarize the results obtained, a summary of fit indices for Extended DAG model, the DAG model, along with the *minForest* model, is presented in Table [2](#T2){ref-type="table"}. As compared to the minForest and DAG models, results were more favorable for the Extended DAG model. First, the discrepancy per *df* is close to the recommended value of 0.08 (Miyake et al., [@B75]) with RMSEA of 0.088 and 95% CI \[0.080--0.991\]. Second, the χ^2^ of the Extended DAG model is lower than for the *minForest* and DAG models representing a better fit \[Δχ^2^~(2)~ = 174.92--127.01; *p* \< 0.001\]. Third, all the fit indices indicated an acceptable fit: CFI = 0.93; GFI = 0.94; TLI = 0.90; IFI = 0.93. and finally, AIC and BIC indices for the Extended DAG model (34824.362, and 34846.444, respectively), suggest that the Extended DAG model is the most parsimonious and well-fitting model, since a model that yields the smallest value of AIC is considered best (see for example Finkenauer et al., [@B33]).

Discussion {#s4}
==========

The goal of this study was to investigate the involvement of morphological knowledge in the very early stages of reading acquisition, before reading comprehension can be assessed, among a very large sample of 703 French first-graders from low SES families. In particular, we wanted to identify the network of oral language skills (vocabulary, listening comprehension, phoneme awareness, morphological awareness) that influenced the acquisition of decoding (pseudoword naming) and word recognition (word naming) abilities. In doing so, we have introduced the use of a graphical modeling approach to the data. This powerful method allows examination of how these skills are directly and indirectly related; the potential correlational relationships between all these skills being taken into account at the same time. As advocated by Kiiveri and Speed ([@B54]), we followed up the graphical modeling approach using SEM analysis, which allowed us to refine further our theoretical framework of the very early stages of reading. To our knowledge, this particular statistical analysis has never been applied to data collected on reading acquisition skills, and this may explain some of the new conclusions it appears to bring to the field.

Which oral language skills Are involved in the early stages of low SES reading acquisition?
-------------------------------------------------------------------------------------------

The results show that a set of oral language skills are involved, directly or indirectly, in the very early stages of decoding and word reading acquisition. In the results we obtained, listening comprehension is at the heart of this acquisition (this variable is called an unshielded collider in graphical modeling terminology, see Edwards, [@B30]). This has been often claimed (Hulme and Snowling, [@B49]) but has only been tested indirectly using regression analyses which control for verbal ability (for example, Lonigan et al., [@B69]). Some studies have also shown that one component of listening comprehension skills, namely vocabulary, predicted significant variance in irregular word reading in first grade, even after phonemic awareness and decoding were controlled for Ouellette and Beers ([@B83]). Our graphical modeling approach showed that when all the correlations between all of the oral language components used in our study are taken into account, listening comprehension exerts a direct influence on the development of the main predictor of decoding and word reading skills, which is phoneme awareness (Law and Ghesquière, [@B65]).

We also found that phoneme awareness directly influenced visual word recognition, which in turn directly influenced decoding skills. This set of results may at first glance appear contradictory with a large body of evidence reporting that word decoding skills enhanced by phoneme awareness is one foundation of word reading skills (see for a review Ouellette and Beers, [@B83]; Sprenger-Charolles and Colé, [@B100]). However, it is important to remember here that the children in this sample are in the first 3 months of formal reading instruction and their grapheme-phoneme conversion skills may be too limited to read words on the basis of phonological information alone. As a result, lexical knowledge is likely to be involved in the early stages of the acquisition of the decoding process, as suggested in the graphical modeling analysis which showed that word reading skills exerted a direct and sole influence on pseudoword reading skills. Furthermore, at this very early stage of acquisition, all of the processes in the acquisition of decoding skills would appear to be dependent on lexical knowledge as the analysis also demonstrated that both listening comprehension and vocabulary have a direct influence on the development of phoneme awareness (and also morphological awareness). Ouellette and Beers ([@B83]) reported that vocabulary and phoneme awareness explained unique variance of word reading skills in first grade but they did not show how these two skills exert their influence. Note that vocabulary also has an indirect influence on phoneme awareness via listening comprehension skills. Thus as Ouellette and Beers ([@B83]), Metsala and Walley ([@B74]) and Walley et al. ([@B111]) (but see also, Hulme et al., [@B50]; Nation, [@B80]) claimed, vocabulary is a powerful determinant of the development of phoneme awareness, because vocabulary growth needs more accurate phonemic representations of words in order to avoid misleading recognition of very phonologically similar words. This process (accurate phonemic analysis) directly impacts the development of phoneme awareness.

Our data indicate that oral language skills are central to the very earliest phases of reading acquisition and expand upon the SVR model that considers word recognition and oral language comprehension skills to be distinct abilities. Our results show that they are not: decoding and word reading were influenced by the oral language skills examined in our study via phoneme awareness. However, contrary to Ouellette and Beers ([@B83]) vocabulary did not exert a direct influence on word reading but rather operated indirectly via phoneme awareness. As explained above, this may be due to the fact that the children in the present study were at the very beginning of using decoding procedures. Thus we would like to outline the dominant position (for example, Hulme and Snowling, [@B49]), according to which semantic/lexical knowledge may only influence reading comprehension but rather think it will also influence word reading acquisition strongly although indirectly. This is in line with Laing and Hulme ([@B62]) suggesting that lexical knowledge would be involved in very early reading acquisition, when they demonstrated that young children\'s efficiency at learning written abbreviations for words in the earliest stages of reading was dependent upon the imageability of those words.

What influence does morphological awareness have in the early stages of low SES reading acquisition?
----------------------------------------------------------------------------------------------------

Our data show that the components of morphological awareness tested (Relationship Judgment and Sentence Completion) are related independently to listening comprehension and are not directly connected to each other. The Relationship Judgment task was performed better than the Sentence Completion task (both lexical and non-lexical versions). This confirms the findings of Duncan et al. ([@B29]) with both English-speaking and French-speaking first graders and suggests that these tasks measure different aspects of morphological knowledge. Indeed, Carlisle and Nomanbhoy ([@B15]) demonstrated that these two tasks were explained by different factors: whereas Relationship Judgment was only explained by vocabulary, Sentence Completion was explained by both vocabulary and phoneme awareness. This is consistent with the observed influence of Sentence Completion on phoneme awareness in the present study. In line with Carlisle ([@B13]), this direct relationship suggests that morphological awareness may foster growth in phonemic awareness as children learn to detect systematic phonological variations occurring in morphologically-related words, which are semantically motivated (as is the case in words sharing derivational affixes: suffixes and prefixes). Casalis and Colé ([@B18]) reported results that partly support this interpretation from a training study with kindergarteners using phonological training, morphological training and also a control group, who did not receive any training. Oral language awareness tasks were used for the training and all three groups received pre- and post-tests in phonological and morphological awareness in order to study the potential transfer effects of the training (from morphology to phonology and vice versa). While phonological training helped children to segment speech into morphemic constituents (morphemic segmentation task), it did not have any effect on the derivational process itself (lexical production task). Likewise, morphological awareness training was not found to help children to segment words into phonemes but it did improve their sensitivity to sound (phoneme oddity task).

Of course, one cannot exclude the possibility that the explicit/implicit dimension differences can also explain some of the differences in task performance (Duncan et al., [@B29]). Moreover, as we hypothesized, the non-lexical sentence completion task is dependent on the morphological knowledge needed to perform the lexical version of the task. The more explicit manipulation of morphological knowledge required in the non-lexical version made the task more difficult as the results showed lower performance levels in the non-lexical task (for similar results, see Duncan et al., [@B29]).

Our results also show that morphological awareness has only an indirect influence on word reading skills through phoneme awareness and listening comprehension. The lack of a direct contribution from morphological awareness to word reading is consistent with results from typically developing French first-graders (Casalis and Louis-Alexandre, [@B19]) and from English-speaking first-graders from low SES families (Apel et al., [@B5]). One can hypothesize that this result arose because children were in the very early stages of reading acquisition. Although one cannot exclude the possibility that the particular morphological tasks used may be partly responsible for this result (Apel et al., [@B5]), it is important to note that we chose two morphological awareness tasks that had previously been shown by Carlisle and Nomanbhoy ([@B15]) to explain variance in first grade word reading. So the interpretation we consider is that when a large range of oral language tasks is used (as it is our case), the contribution of each of skills might be spread over all the skills taken into account so that it would impact their own contribution.

Finally, we found that vocabulary and morphological awareness made independent contributions to word reading. For both variables, these contributions came via indirect links to listening comprehension as well as via direct links to phonemic awareness. This contrasts with numerous studies that have found that morphological awareness and vocabulary are strongly linked (e.g., Nagy et al., [@B78]; Sparks and Deacon, [@B97]). Ramirez et al. ([@B85]) reported that kindergarten morphological awareness was related reciprocally to vocabulary; each made an independent contribution to development in the other. One reason for this discrepancy might be due to the low levels of vocabulary of the low SES children in our study (see Bara et al., [@B6] for a more detailed report), which may have prevented direct links with morphological awareness. This would be in line with Spencer et al. ([@B98]) who claimed that "*morphological awareness is an integral part of vocabulary knowledge and may even be considered an additional facet of an individual\'s depth of knowledge*" (p. 980). But another possibility is that, according to Tighe and Schatschneider ([@B104]) using CFA to explore the relationship between vocabulary knowledge and morphological awareness in adult students, because the construct of morphological awareness is multidimensional, some aspects of this construct would be separate factors from vocabulary knowledge. So more researches are needed to further investigate these relationships.

Future research will also need to answer to one of the limitations of our study that did not take into account the potential influence of plurilingualism of the families of the children. Because, as Ramirez et al. ([@B85]), pointed out in socially disadvantaged areas, linguistic and cultural minorities are often highly represented.

To conclude, our results show that the influence of higher-order skills (vocabulary, morphological awareness, non-verbal capacities) on the earliest phases of word reading and decoding is indirect via listening comprehension. This finding allows two apparently contradictory claims to be reconciled, namely, semantic factors influencing only reading acquisition vs. influencing word reading skills. Additionally, our results also raise concerns about the need for careful reporting of the timing of assessments during the first year of formal reading instruction when word reading and decoding develop so quickly.

The graphical modeling approach has enabled us to produce a clear picture of the network of oral language skills involved at the very outset of low SES reading acquisition. Our data showed that vocabulary knowledge and morphological awareness can be very powerful factors in the emergence of phoneme awareness. While most training studies have focused on only one of these skills (Apel et al., [@B3]; Kim et al., [@B56]; Apel and Diehm, [@B4]), Ramirez et al. ([@B85]) trained both skills in kindergarteners from low SES backgrounds but, nevertheless, were unable to identify their impact on the development of word reading skills. Morphological awareness tasks offer the means to tap the development of knowledge about both oral and written language. The Relationship Judgement task assesses awareness of the semantic relationship between words and as such is a powerful tool in learning new words from spoken language. The lexical Sentence Production task was also found to influence listening comprehension but interestingly also enhanced phoneme awareness. Therefore, our study indicates that morphology can have varied and specific influences on reading acquisition among low SES groups.

The results of this study as well as those of Apel et al. (2013) show the importance of training morphological skills in children from low SES backgrounds. In France, in the reading manual Crocolivre (Gombert et al., [@B41]) for children from 1st grade to 2nd grade, systematically teaches the morphology of words. This teaching should therefore be systematized from the beginning of the first grade.
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