This article is a partial genealogy of the data scientist, meant as a contribution to understanding how both big data and the subject who mines it have come to be. It adds to the growing criticism of data mining by considering how big data might be used to manage the very workers who ostensibly command it. The article traces the concept of 'sharing' as it appears in discourses about the knowledge economy, arguing that knowledge sharing produces messy excesses of data. It then traces what is not shared: the knowledge workers capable of mining that data to produce value. It concludes by tracing how the act of sharing knowledge is used to undermine the power of the very subject called forth to command the excesses of sharing. It concludes by describing a reversal: data will become scarce while the ability to mine it ubiquitous and cheap.
onto the latest knowledge subject, dissolving that subject, making that subject disposable. The production of a glut of data scientists, the abstraction of their skills and the automation of data mining techniques could very well arise through sharing mandated by the manuals of knowledge management. In contemporary capitalism, knowledge workers remain workers, which is to say that they are subject to the same processes of exploitation, alienation and management by capitalists as their 'less-skilled' counterparts. This has happened in the knowledge economy before. The data show it can happen again.
What follows is a partial genealogical tracing of the data scientist. I say 'partial' because I focus on only two of the many practices that help create the conditions of possibility for the data scientist; there are of course many more threads that could be considered. However, tracing both knowledge sharing and the production of the knowledge worker reveals some of the many reasons why our contemporary problem of big data is fraught with tensions and frictions between knowledge sharing and the labor of knowledge work, tensions that play out as specific forms of 'knowledge work' are defined, valorized, abstracted or dissolved.
Thread 1: sharing knowledge
The discourse of 'sharing' is a powerful, if overlooked, concept in data mining discourse. Overlooked concepts are key to genealogy: Michael Mahon (1992) notes, 'The task [for the genealogist] is to dredge up forgotten documents, minor statements, apparently insignificant details, in order to recreate the forgotten historical and practical conditions of our present existence' (p. 9). One such 'minor statement' comes from a response to a question at the very end of an academic presentation at the University of Utah. James Fowler, co-author of Connected (Christakis and Fowler, 2009) , built up to an enthusiastic crescendo after being asked about the future of social network analysis:
Nobody wants to share their personal, social data. Nobody wants to share their medical data. They sure as heck don't want to do both at the same time … But, there's a lot of benefits potentially available from doing that merge, not just in terms of research, but eventually things that you could offer people in terms of improving their health or improving their social life. It's coming. This decade's going to be a fantastic decade for [social network analysis] . (Fowler, 2014) Here is one of the key personages of big data, a recipient of international attention for showing how ideas and practices can be disseminated through our social networks, calling for more sharing. Merging health and social datasets, Fowler argues, would lead to improvements in health and social well-being -not to mention it would help his emerging field of social network analysis. Here is an actor attempting to establish himself and his field as one of Callon's (1986) 'obligatory points of passage ' (p. 205) . In doing so, he is problematizing (Koopman, 2013, p. 179) , positing that there is a problem: we do not share enough, and this is retarding the growth of new knowledge. Sharing -an alliance (Callon, 1986, p. 206) made between different datasets, techniques, institutions and individuals by and through their data -would lead to many benefits. The dataset would get bigger, potentially reaching the magical 'N = all', the transcendent hero of Mayer-Schönberger and Cukier's (2013) influential book Big Data. And Fowler is presenting his ilk, data scientists, as the subjects capable of helping society -but only after we agree to the problematization proposed.
This call for sharing has a unique genealogy with ties to discourse about the 'knowledge economy'. This discourse first emerged in Fritz Machlup's (1962) The Production and Distribution of Knowledge in the United States. Machlup synthesized epistemological philosophy, cybernetics, economics of information and national accounting into a new theory of knowledge for the information age: knowledge is not knowledge unless it is communicated, or shared (Godin, 2010, p. 261) . '"Producing" knowledge [involves] not only discovering, inventing, designing, and planning but also disseminating and communicating' (Machlup, 1962, p. 7 
my emphasis). As he explains,
If only one person has a particular piece of knowledge and does not share it with anybody, it may be that no one knows 'about it'. We do not ordinarily take notice of knowledge possessed by only one knower. Only when he [sic] discloses what had been a 'one-man secret' and thus does his part in the production of a state of knowing, in other minds, what he alone has known, will one usually speak of 'socially new knowledge'. (Machlup, 1962, p. 14) Against an older, Romantic theory that held knowledge is objectively generated through individual inquiry, Machlup argued for knowledge as a problem of communication and transmission of subjectively held ideas. Communicated beliefs, not the laboratory, become the site of knowledge production. This reconceptualization of knowledge prompted Machlup to focus on education, research and development, communication and information systems. All these, Machlup argued, were key components of the 'knowledge economy', a term he is credited with coining (e.g. Drucker, 1992, p. 263) . Measured in terms of communications systems, political economies take on a radically new shape, away from production of goods to production of ideas, away from manufacturing to services.
How can we grow this knowledge economy? To do so, we must share and communicate. As sharing scholar Nicholas John notes, this draws on a more recent conceptualization of sharing as a 'communicative' practice in which what we might call 'non-rival' feelings and ideas are shared among people (John, 2013) . Such sharing, being non-rival, has the capacity to grow indefinitely -quite attractive in capitalism. In the end, however, while Machlup's theory did much to add new categories to the econometric calculation of gross domestic production (Godin, 2010) , it did little to foster the sharing he theorized was central to the knowledge economy.
However, in the 1990s, a new mode of management sought to tackle the sharing problem with new theories and practices. This was 'knowledge management'. An illustrative document in this field is Stephen Denning's The Springboard (Denning, 2001 ; see also King and McGrath, 2004, p. 36) . Tasked by his employer, the World Bank, to implement knowledge management, Denning argued that the best method of doing so was through 'knowledge sharing'. The Springboard is the story of his attempt to convince executives, managers, domain experts and entry-level bank employees that sharing knowledge (especially in the form of happy little stories) would lead to 'organizational change' in the form of greater efficiency and more customer satisfaction. Denning urged his employees to share 'best practices', mistakes, expertise and new ideas freely throughout the organization and among its clients. Indeed, thanks, in part, to Denning's example, the problem of knowledge sharing is a central concern in the knowledge management literature (Bock and Kim, 2002; Hall, 2001; Horibe, 1999; Husted and Michailova, 2002; Lee, 2001; Liu and Liu, 2011; Santos et al., 2012) .
Because knowledge management arises alongside the popularization of digital technologies, it is no surprise that knowledge management theorists argued for the use of information technologies to foster sharing (e.g. Hall, 2001; Stoddart, 2001) . A side-effect of this is the capture of knowledge as information, concretizing the 'fuzzy objects' (John, 2013) of communicative sharing (thoughts, feelings, perceptions, etc.) in digital forms such as documents, best practices and databases. In the knowledge management literature, knowledge might appear first as tacit knowledge existing 'between your employee's ears', but it can be explicated by directing its flow through digital communications channels such as intranets, groupware, email or documentation (e.g. Davenport and Prusak, 1998, p. 70; O'Dell et al., 1998, pp. 86-87; Santos et al., 2012, p. 30; Tiwana, 2000, p. 45) . Knowledge management is thus partially about the production of masses of data qua informationalized knowledge sharing. Indeed, during the 1990s, as knowledge management scholars constructed their field, their colleagues in information technology were busily constructing 'knowledge warehouses' and standardized relational databases (e.g. Offsey, 1997; O'Leary, 1998 ). It is notable, then, that Denning's storytelling thesis does not end with mere sharing among employees, but the banking of such knowledge, famously making the World Bank into the 'Knowledge Bank' (Mehta, 2001) . Such 'banked' (or 'warehoused') knowledge is made possible only after knowledge is shared in particular, digitizable ways.
With such knowledge concretized and informationalized, a new call for sharing appears, especially after the terrorist attacks of 9/11: inter-institutional sharing. A central example of this is the call for intelligence agencies to share information and 'connect the dots' of terrorist networks and activities (Chen et al., 2008) . Monahan, Palmer and Regan's studies of Department of Homeland Security 'Fusion Centers' illustrate this (Monahan and Palmer, 2009; Regan and Monahan, 2013) . These 'centers of concatenation' (Monahan and Regan, 2011) were intended to bring US federal and local law enforcement officers -and their databases -in close proximity to one another to increase sharing among agencies and help them coordinate the war on terror and crime. But this form of inter-institutional sharing also appears in more benign forms, such as when firms linked together in a supply chain share data (Bell et al., 2002) . Indeed, this is the sort of sharing James Fowler desires when he calls for the sharing of health and social data; Fowler wants firms (such as wearable computer company FitBit and Facebook) to allow researchers to merge their datasets (similarly, see Mayer-Schönberger and Cukier, 2013, p. 138) . In a sense, these institutional forms of sharing are macro-level repetitions of micro-level individual sharing. Sharing means growing knowledge and thus the knowledge economy.
Of course, we cannot overlook a more recent phenomenon, sharing via social media (John, 2013 ). Facebook's 'Share' button is emblematic of this. As Mark Zuckerberg (2009) puts it, As people share more, the timeline gets filled in more and more with what is happening with everything you're connected to. The pace of updates accelerates. This creates a continuous stream of information that delivers a deeper understanding for everyone participating in it. As this happens, people will no longer come to Facebook to consume a particular piece or type of content, but to consume and participate in the stream itself.
Here is the logic of Facebook and many other forms of social media: a call for users to share digitized details of their lives in a social stream, reaching a point of 'deeper understanding' through constant sharing. More importantly, variations in the phrase 'you agree to share' are central to social media sites' Terms of Service agreements, the moment when users agree to transmit their ideas to social media server farms (Gehl, 2014b, p. 65) . While social media are new, as should be clear in this genealogy, the social media practice of sharing has its roots in the half-century history of the knowledge economy.
Indeed, sharing is so central to the knowledge economy that it is taken for granted. Knowledge becomes a non-rivalrous, measurable, disembodied thing that both moves from person to person or institution to institution, but also can be duplicated across those entities ad infinitum. In other words, of course, this is a conception of knowledge as information. The informationalization of knowledge, coupled with advances in digital storage and the concretization of so many utterances -from the corporate world to antiterrorist agencies to the world of digitized online interaction -leads to our current epistemé, that of big data, the dream of N = all, wherein every social problem can be solved. If only we keep sharing.
Thread 2: knowledge workers
However, the need for more sharing to grow the knowledge economy presented a problem: how to produce value from all that informationalized, shared knowledge. The solution proposed to this problem is the production of a unique subject, the knowledge worker. This is the second thread of this genealogy: the articulation of a subject capable of negotiating the fruits of knowledge sharing. Tracing this articulation allows us a chance to observe a chemical reaction with the other thread, knowledge sharing, allowing us to better know our contemporary data scientists.
Again, the rise of knowledge management in the 1990s is a key moment in this history, because this field creates the subject it seeks to manage. As knowledge management theorists Davenport and Prusak (1998) note, knowledge workers take data and information and convert them into knowledge. They do so by applying their skills, experiences and judgments to the glut of information available to produce not just more information, but 'knowledge in action'. This is a valuable commodity: 'one of the reasons we find knowledge valuable is that it is close -and closer than data or information -to action. Knowledge can and should be evaluated by the decisions or actions to which it leads' (Davenport and Prusak, 1998, p. 6) . Such actions, when tied to corporate strategies, result in new products and services, potential new vectors of value-realization.
And, because a core aspect of the knowledge economy is sharing knowledge (qua information), knowledge workers appear to become more valuable in relation to all the information being captured as knowledge is shared. To put it simply, the more knowledge qua information produced, the more valuable the worker who can mine it and find value. In the knowledge management literature, the knowledge worker is arranged hierarchically above not only industrial workers but also with respect to mere data or information workers (Dalkir, 2011, p. 23; Davenport and Prusak, 1998) . Mere-data and mere-information workers certainly produce information, either implicitly through their actions -what is now called 'data exhaust ' (Mayer-Schönberger and Cukier, 2013, pp. 113-115) -or explicitly by entering data into a database. However, they are presented as incapable of making knowledge out of that information, even as they make more of it. In contrast, the rare knowledge worker is one who can look at the growing piles of information and create new ideas.
However, there is a fear at the center of the knowledge management literature: the loss of knowledge that can happen when workers leave a firm (Gehl, 2014a) . As knowledge management theorist Amrit Tiwana (2000) notes, 'When the person having that critical piece of knowledge quits to join a competitor, that knowledge also walks out the door' (p. 36). Unlike tangible assets such as machinery, embodied knowledge can get up and leave a firm, thus depriving the firm of its investment in that 'human capital' (Folbre, 2012) . This rare worker is thus highly mobile, a 'free agent' in much the same sense the term is used in professional sports (Pink, 2001) . Along those lines, corporations, universities and governments are said to be fighting over the best brains around, hoping to benefit from their skills before they move on. Hence, the hoopla over Richard Florida's (2002 Florida's ( , 2005 so-called 'Creative Class' enjoying life in 'Creative Cities' the world over. This rare subject is to be 'attracted' to regions, cities and employers, rather than compelled. An illustrative example of this comes from patent-tracking data from the World Intellectual Property Organization, which shows that North America and Europe attracted over 90 percent of the world's patent holders away from less-developed states, with China leading the world in having inventors leave for wealthier countries (Fink et al., 2013, pp. 4-6) . Countries and regions that cannot attract these valuable workers are said to face a 'brain drain' and are only left to hope that the developed world continues to 'transfer knowledge' to them at a discount (Cherlet, 2014; King and McGrath, 2004) .
Notably, then, the knowledge worker appears in a 'reciprocal and incompatible' (Koopman, 2013) tension with sharing. In these discourses, a skilled knowledge worker is someone that is hard to share, while knowledge is something that cannot exist unless it is shared. The latter grows and the former seems to become rare. Knowledge work is an elite practice, valorized in government funding schemes and in the business literature as the engine of economic growth (Ross, 2010) . In this view, knowledge workers cannot be shared between firms or states. This point will be picked up below.
Tying the threads: 'the sexiest job of the 21st century'
It should be obvious how the current obsession with big data fits into this genealogy. (Digitized) sharing in all its forms -from social media sharing to inter-institutional sharing to the sharing of knowledge in firms -has gotten out of hand. 'Data Warehouses' struggle to store everything from tweets to likes to shares to comments to best practices to emails to documentation. Structured data are outstripped by semi-structured and even unstructured data (Coté, 2013) . Governments, employers and marketers are recognizing that these piles of data can tell them about the sentiments, health, dispositions and proclivities of citizens, employees and consumers -but they do not know how to learn these details. In order to even work with such masses of data, new computational techniques, database structures and network architectures are required; computers are disciplined to communicate, to share their processors and hard drives (Gehl, 2013; Jacobs, 2009) . Meanwhile, new technologies of sharing -social media, smartphones, wearable computers, networked objects -allow for more and more data to be added to the existing streams such as government and business recordkeeping. In this sense, N = all is a nightmare.
But the nightmare can be abolished. To use the hyperbolic language of the business literature, the 'race is on' to hire the latest knowledge worker capable of creating value from this mess: data scientists. Data science is now famous for being dubbed the 'sexiest job of the 21st century' by the Harvard Business Review (Davenport and Patil, 2012) . The Data Scientist -an ideal subject being constructed in myriad books, academic articles, conferences and popular press reports -is a heterogeneous assemblage of multiple threads: centuries of knowledge statistical analysis (Cleveland, 2001; Hacking, 1990) , computational power, advances in algorithms within the field of computer science, new forms of information storage and retrieval such as Hadoop (Coté, 2013) , new programming languages (Mackenzie, 2013) , entrepreneurialism and, not to be overstated, the tendency for the field of business to produce novel-sounding concepts.
In the literature about this subject, the data scientist is capable of mining messy masses of data and producing knowledge that states and corporations crave. Data scientists are valuable because they are capable of discerning the 'option value' of large datasets (Mayer-Schönberger and Cukier, 2013, p. 102). As Mayer-Schönberger and Cukier (2013) put it, this is a move beyond analysis of 'superficial sharing of photos, status updates, and "likes"' (p. 92) to see how N = all could tell us something new about credit systems, the spread of disease, navigation, logistics or the allocation of public resources. With this new knowledge, a firm can create new products and services and maintain its competitive edge while governments can better manage their populations (even with fewer resources) (Royster, 2013) . A common refrain among those who proclaim the rise of the data scientist is that we are in for a revolution, but only if we recognize the problem of too much data and accept the impartial findings of data science for the good of us all.
Moreover, the Data Scientist is seen to comprise specialized and hard-earned training and talents that are not easily replicable. As Jeff Hammerbacher (2009) of Facebook proclaims, 'the future belongs to the data scientist!' (p. 84). The future is a matter of attracting this rare subject who can navigate the petabytes of shared data. As Davenport and Patil (2012) put it, 'If capitalizing on big data depends on hiring scarce data scientists, then the challenge for managers is to learn how to identify that talent, attract it to an enterprise, and make it productive' (p. 72). Like other knowledge workers before them, data scientists are poised to benefit from what was shared by bringing rarified talents to bear on the fruits of sharing.
We can thus read the data scientist as the latest idealized subject arising from the sharing problem: there is a glut of data, and there is need for a subject to command, comprehend, mine and extract value from it. The data are copious and overwhelming; the Data Scientist is sexy and rare.
The threads frayed: from 'tacit knowledge' to 'process knowledge'
Critical work on data mining and analytics is engaged with these techniques as new forms of social management (e.g. Andrejevic, 2013; Mosco, 2014) . I am wholly supportive of this line of inquiry. However, here I want to ask questions about the labor of doing data mining. Will firms continue to fight over the rare subject capable of making sense of big data? Will data remain 'ubiquitous and cheap' while data scientists remain 'scarce and complementary'? Once again, genealogy can guide us to a potential answer. In this case, the question is as follows: how do sharing of knowledge and the production of a rare, idealized subject react with one another as they meet in the data scientist?
Again, I turn to the knowledge management literature, specifically the repeated discussions of the dangers of knowledge hoarding -the refusal of knowledge workers to share their knowledge. Barriers to knowledge sharing, including the 'lack of initiative and strategy by the workers', must be overcome (Santos et al., 2012) . As Frances Horibe argues, Often people or groups of [the knowledge-hoarding] mind-set claim their knowledge is so special that it can't (or mustn't) be shared. They are the corporate equivalent of the mystic healer with knowledge too arcane and abstract for our poor brains to comprehend. (Horibe, 1999, p. 185) To combat this, 'one of the challenges of knowledge management is to ensure that knowledge sharing is rewarded more than knowledge hoarding' (Davenport and Prusak, 1998, p. 28) . In other words, the knowledge worker is to be rewarded if she or he shares her or his knowledge. Conversely, any knowledge worker who 'hoards' knowledge is to be punished. But the challenge is great. Management scholars Husted and Michailova (2002) put it bluntly: 'individuals in firms are inherently hostile to knowledge-sharing' (p. 61). Such hoarders must be compelled to share; key techniques to compel sharing include 'after-action reviews' to document projects postmortem, bringing in new knowledge workers who are willing to share, decomposing tasks into small parts to force multiple people to work together on them, requiring the use of particular IT systems and of course public shaming or firing of employees who fail to share (Horibe, 1999; Husted and Michailova, 2002, p. 71; Santos et al., 2012) .
Why is there such attention in the knowledge management literature paid to the problem of knowledge hoarding? After all, if we agree with Machlup that knowledge sharing will grow the economy, with the Department of Homeland Security that intelligence sharing will help fight terrorism, or with Fowler that sharing data will improve public health, why wouldn't knowledge workers be willing to share?
The answer is that part of the knowledge that is to be shared involves techniques as well as facts, perceptions or ideas. The embodied techniques and practices held by workers are what knowledge management theorists call 'tacit knowledge'. As management scholar Linda Stoddart (2001) puts it, 'The essential challenge is to turn tacit knowledge into usable information that can be shared in order to stimulate innovation and create new products and services. To accomplish this, attitudes towards sharing information and knowledge need to change ' (p. 20) . If such attitudes are changed, the result is that the firm can 'be liberated from the fear of losing important intellectual assets if valued colleagues leave the firm' (Hall, 2001, p. 139) . In other words, if the knowledge worker shares knowledge about practices and techniques in such a way that the firm can capture it, then the knowledge worker becomes less valuable.
If shared and captured, the tacit knowledge of the worker is transformed into what the knowledge management literature calls 'process knowledge' -firm-owned techniques for producing products and services (Amaravadi and Lee, 2005; Bell et al., 2002; Cheng et al., 2014) . As Amaravadi and Lee (2005) note, 'some amount of process knowledge is tacitly held by employees and presumably acquired through training and experience … the need to structure and organize it is vital to the [knowledge management] effort' (p. 66). Knowledge management, then, is not simply about creating databases for workers to consult, nor is it about sharing mere thoughts or feelings; it is about managing the process by which workers' skills can be transferred from their minds and bodies and into concrete objects, documents and processes controlled by the firm. This is, of course, an uneven and complicated process, but at least in the pages of the management literature it is an attainable and necessary goal.
The transformation of employee-embodied tacit knowledge into firm-controlled process knowledge is part of the means by which knowledge workers are drained of the very resource that allowed them to command high salaries and job security. The subject called forth to tame the excesses of sharing is also compelled to share her or his skills, ideas, techniques and 'best practices' (e.g. O'Dell et al., 1998) by which she or he was able to tame sharing. 'Sharing' -the informationalization of subjective knowledge -dissolves the unique subject meant to transcend it.
But to what ends? Returning to the idea of the 'free agent', knowledge workers enjoy free agency with no loyalty to the firm. However, a knowledge economy firm has a major advantage over these 'free agents': the ability to capture ideas, techniques, tools and inventions during the short period the free agent is a member of the corporate team. Seemingly ephemeral skills of knowledge workers can be abstracted and privatized through the advanced techniques of intellectual property capture. So long as these skills are shared. Such knowledge then becomes firm-owned process knowledge, 'essential to training employees, establishing standards and communicating best practices within the organization' (Amaravadi and Lee, 2005, p. 65) . To use another example, it is telling that when one technology firm purchases another, it is very often to buy patents and other intellectual property. In other words, the firm is buying previously shared knowledge in the form of techniques. A knowledge worker is transient, but (thanks to global intellectual property trade agreements) if skills, practices and techniques are codified into intellectual property, they last nearly forever. 'No loyalty' goes both ways.
In addition, the development, sharing and abstraction of intellectual techniques can give rise to training systems meant to produce more of the sort of worker an industry desires (Allen, 2002; Cheng et al., 2014) . Recalling an earlier wave of knowledge workers who were in their day sexy and rare, Davenport and Patil remind us of the Wall Street 'quants' of the 1980s and 1990s, the physicists and mathematicians who gave us the new algorithms of trading and hedging that have since paid so many dividends in our global economy. While these quants were once rare, once their value was recognized, 'a variety of universities developed master's programs in financial engineering, which churned out a second generation of talent that was more accessible to mainstream firms' (Davenport and Patil, 2012, p. 76) . 'More accessible' meaning, of course, cheaper. Or, not even needed: Wall Street hiring is down since 2007, even though stocks are hitting record highs (Lopez, 2013) . This same pattern of wealth growth and labor stagnation has taken place with other formerly 'sexy' knowledge fields, such as 'software engineering, architectural design, financial analysis, diagnostic radiology, and legal services' (Mosco and Stevens, 2007 ; see also Ross, 2010) .
Finally, social media and concomitant practices such as crowdsourcing enable firms to tap into the collective -and freely shared -practices and techniques of 'ordinary' people, their 'collective intelligence'. Where a firm might have to pay experts to do a task, now they can call on the crowd to make designs, create new advertising campaigns or solve intellectual problems. The benefit to end users? The satisfaction of sharing their insights with firms that were previously oblivious to them.
If knowledge sharing -specifically the sharing of skills and techniques -can be folded back upon the very subject called forth to both enable and contain knowledge, any particular knowledge worker du jour would be vulnerable to being made ubiquitous and cheap, vulnerable to what Adrian Mackenzie (2013) called the 'recursive loop' of the analytics of analytics (p. 392). To be fair, it is impossible to say with any certainty that the data scientist will be dominated by data-minded corporations; it may not be possible for such firms to simply pick up the software, algorithms and techniques data scientists produce and turn them back on them. Data science is a new, unique field, and knowledge management theorists note that their managerial techniques must be concretized to work with specific knowledge fields (Davenport, 2005) . However, what can be said with certainty is that executives at big data firms desire to dominate their data scientists. How can we tell? They say so in their writings.
Consider DJ Patil, Silicon Valley mogul formerly with LinkedIn. As he notes, even if a data scientist is with a firm for a few short years, having that person on the firm's data team can have the paradoxical result where you see data products being built in all parts of the company. When the company sees what can be created with data, when it sees the power of being data enabled, you'll see data products appearing everywhere. That's how you know when you've won. (Patil, 2011, p. 17) In other words, your firm 'wins' when the techniques and skills of data scientists become firm-controlled process knowledge distributed throughout the firm. Patil recommends capturing data scientists' knowledge and distributing it widely, either to other people or through new tools or processes. Thus, if data science can be abstracted from the scientist and engineered into easy-to-use big data tools (such as Facebook-born software packages Hive and HiPal), then non-data scientists (marketers, managers and salespeople) can do big data queries and analysis themselves (Hammerbacher, 2009, p. 81) . In their perspective, any given data scientist might be in the firm for only a brief period, but if the result is a 'data-minded firm', then overpaying for free-agent knowledge workers is no longer a concern.
In addition, given the hype over big data, universities will train the second generation of data scientists (Cleveland, 2001; Royster, 2013, p. 9) . Responding to a 2011 McKinsey report claiming there will be nearly 200,000 unfilled data science jobs in the United States alone (Manyika et al., 2011) , universities are starting data science programs across North America (Henschen, 2013; 'Map of University Programs in Big Data Analytics', 2014) . Just as the ranks of the quants were grown with university training, so too will the ranks of data scientists. Moreover, in line with the historical push for 'corporate universities' -that is, training centers operated by corporations to train their workers (Allen, 2002) -big data scholars Davenport and Harris (2007) note that data scientists will be expected to share their knowledge within firms, training 'analytics amateurs' in the ways of data science (p. 185) and thus explicating their process knowledge. Indeed, sharing of techniques is seen in the knowledge management literature as a key duty of the knowledge worker and is part of the overall emphasis on 'learning' within corporate culture (Bell et al., 2002; Cheng et al., 2014; e.g. Horibe, 1999, pp. 185-186) .
Finally, calls are being made to 'the crowd' to gain their collective intelligence in big data analysis problems (Mackenzie, 2013, p. 400) . Kaggle.com, a data science crowdsourcing site proclaiming itself to be 'the leading platform for predictive modeling competitions', invites firms to share datasets with 'the world's largest community of data scientists' comprising 'tens of thousands of PhDs from quantitative fields such as computer science, statistics, econometrics, maths and physics, and industries such as insurance, finance, science, and technology. They come from over 100 countries and 200 universities' (see kaggle.com/about). As I write, there are a few competitions for prizes ranging from US$30,000 to US$100,000. However, the majority of contests feature 'knowledge' as the prize, which is to say that the winner will learn something (rather than be paid for his or her work). Just as Flickr has for photography and Google ReCaptcha has for digitizing texts, Kaggle promises to radically reduce the cost of data analysis by creating a market for budding young data scientists to give their work away for free. These are all methods by which the very practice that gives rise to big data, the informationalization of techniques through sharing, could reduce the value of the data scientist, the subject called upon to mine those data. Beyond this, data-minded firms will have another major advantage in managing and mass-producing such subjects precisely because of their command of data. Consider 'Big Data Management' (McAfee and Brynjolfsson, 2012) , a practice that helps manage knowledge workers by using the very data they are asked to produce. Thanks to big piles of data, we can measure and therefore manage more precisely than ever before. We can make better predictions and smarter decisions. We can target more-effective interventions, and can do so in areas that so far have been dominated by gut and intuition rather than by data and rigor … Simply put, because of big data, managers can measure, and hence know, radically more about their businesses, and directly translate that knowledge into improved decision making and performance. (McAfee and Brynjolfsson, 2012, p. 4) 'N = all' here means a desire for total knowledge of the firm's intellectual capacity. Such data can be mined in order to better manage knowledge workers, including the data scientists tasked with doing the mining. As Adrian Mackenzie (2013) notes in his analysis of machine learning (a technique for dealing with big data), 'The generic predictive capacity of machine learning can be turned in almost any direction, including on programmers themselves' (p. 403). As Stephen Baker notes in his homage to data science, The Numerati, no matter how creative a worker is, data can be used to dissolve that worker. 'In a workplace defined by metrics, even those of us who like to think that we're beyond measurement will face growing pressure to build our case with numbers of our own' (Baker, 2008, p. 40) . The data scientist, Baker notes, is not an exceptioneven as Baker profiles and praises the data scientists who are bringing this quantification of labor about.
Conclusion
Ultimately, what big data firms crave from their data scientists is precisely what they enjoy with their data: cheapness and ubiquity. They may not have that now, but their desire is manifested in their calls for university programs in big data, easy-to-use data analysis software systems and managerial texts explaining how to hire and manage data scientists. The first generation of data scientists is being confronted with ways to share their knowledge, techniques and ideas with their employers, just as past generations of knowledge workers were compelled to share their knowledges and techniques. This repeats what has happened to many 'sexy' knowledge workers over the past several decades, all of whom were in their turn darlings of the knowledge economy, all of whom were soon subject to the logics of casualization and precarity. It remains to be seen whether data science can be an exception to this historical arc.
Conversely, if data is seen to be a major corporate asset, it is hard to imagine firms continuing to share it. Data will no doubt continue to be ubiquitous. Was it ever cheap? It is beyond the scope of this article to trace all the ways in which firms will lock down data, but a few things can be mentioned here. As Mayer-Schönberger and Cukier (2013) note, naive firms might have initially shared their data with third parties, but now are increasingly privatizing such data with intellectual property mechanisms and selling it (pp. 134-138). 2 Twitter, for example, is a big data darling, but only those who can afford to pay get to see the full 'firehose' of tweets. Many of the technologies that allow for the capture of ideas can be used to enclose big datasets and protect them with the full force of international intellectual property laws, limiting access to this ostensibly 'ubiquitous and cheap' resource and thus reversing Hal Varian's proverb.
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Notes

1.
Hadoop is an open-source software system designed for storing and analyzing large datasets in server farms. 2. However, see Davenport and Harris' (2007, pp. 182-183 ) discussion of sharing analytics and data. They suggest that firms will continue to share data among one another, making no mention of leasing such data. Indeed, this tension between sharing and making proprietary is central to discourses about knowledge (Bell et al., 2002) and now, it appears, big data.
