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COMPARING NATURAL TRAVEL WITH ARTIFICIAL TRAVEL REQUIREMENTS 
IN THE STUDY OF FORAGING IN THE LABORATORY
by
Carlos F. Aparicio 
University of New Hampshire, May, 1992
Is moving from place to place equivalent to pressing a 
lever or pecking a key? This dissertation addressed this 
question by comparing natural travel (moving from place to 
place) with artificial travel requirements (to press on a 
lever). In two experiments foraging was modeled with operant 
behavior. Rats "searched" for food by pressing on the left 
lever. The patch provided a maximum of 1, 2, or 8 pellets. 
When the patch provided 1 pellet, rats captured the first 
prey with a .10 probability. The probability dropped to zero 
after one pellet. When the patch provided 2 or 8 pellets 
rats captured the first prey with a 1.0 probability. Each 
prey delivered on the left lever caused this probability to 
decrease to 0 in steps of .5 or .125 simulating patch 
depletion. Lever-press on the right lever reset the 
probability on the left lever to .10 or 1.0. To model 
artificial travel different reset-probabilities were 
scheduled on the right lever. The experimental situation was 
modified to model natural travel. Rats had to run 520 cm to 
travel back and forth between left and right levers. 
Experiments 1 and 2 revealed that as the number of available
v
fprey in the patch increased the giving-up time increased. 
Experiment 1 showed that natural travel produced longer 
residence and giving-up times than the artificial travel 
conditions. Experiment 2 revealed that by pressing on 
retractable levers, rats made shorter residence and giving- 
up times than by pressing on standard levers. Sometimes, but 
not in systematic way, natural travel produced longer 
residence and giving-up times than by responding to the 
reset-probabilities. The natural travel with obstacles 
produced the longest residence and giving-up times. The 
natural travel with obstacles had more of an effect on 
residence and giving-up times that any other travel 
requirement. The residence and giving-up times obtained in 
Experiments 1 and 2 are in accordance with predictions 
derived from McNair's (1982) model. As the travel 
requirement increased the residence and giving-up time 
increased. This is predicted because the average rate of 
capture decreased as travel time increased.
vi
1INTRODUCTION
The study of foraging behavior by ecologists and 
biologists has led to the development of optimal foraging 
theory. The basic assumption of optimal foraging theory is 
that animals behave to maximize their fitness. To succeed 
in reproduction, foragers need to maximize net energy gain 
over the cost of foraging. If so, optimal foraging 
maximizes fitness. Many researchers have evaluated the 
assumption that animals behave to maximize their fitness by 
testing models of optimal foraging with experiments. Their 
main goal has been to develop an optimal foraging model able 
to characterize real foraging situations, the environmental 
aspects to be maximized, and the constraints imposed on the 
animal (Shettleworth, 1988).
Optimal foraging theory maintains that evolutionary 
events and conditions have shaped the behavior of species 
over generations. However, to be effective, evolutionary 
events and conditions must operate through proximate 
causation (Mellgren, 1982). Proximal causes are 
environmental events and conditions that operate in the 
immediate environment to affect foraging behavior and 
patterns of optimal behavior (Mellgren, Misasi, & Brown, 
1984).
Biologists have studied evolutionary events and 
conditions, and psychologists have studied the proximate
2causes of behavior. Nevertheless, evolutionary biologists 
and psychologists have the same purposes: to study and 
understand behavior.
In the last thirteen years, the analysis of foraging 
behavior by ecologists and biologists has joined the study 
of schedules of reinforcement by psychologists. In the 
study of foraging behavior, ecologists and biologists have 
generated experiments similar to studies of reinforcement 
schedules (e.g., Houston & McNamara 1985; Kacelnik & Krebs 
1985; Lea 1979; Redhead & Tyler 1988). In the study of 
choice, psychologists have designed experiments similar to 
studies of foraging (e.g., Baum 1982a, 1982b, 1987; Fantino, 
1987; Fantino & Abarca 1985; Hanson & Green 1989a, 1989b).
Instrumental behavior is viewed as foraging, and 
foraging is studied as instrumental behavior. Both 
activities involve locomotion, and both are modified by 
their conseguences (Baum, 1982b). Operant simulations of 
foraging have become common (Baum, 1982a, 1982b; Pietrewicz 
and Kamil, 1981). For example, operant technigues have been 
used (Collier & Rovee-Collier, 1981) to test MacArthur and 
Pianka's (1966) model of prey selection. Moreover, it has 
been suggested that the methods utilized in the laboratory 
by operant psychologists represent a suitable way to test 
optimal models of foraging (Kamil & Yoerg, 1982; Pulliam, 
1981; Schoener, 1987).
By using optimal models of foraging, researchers try
3to predict how an animal (forager) searching for food will 
behave in a situation where its behavior depletes a small 
area (patch). That is, researchers try both to take account 
of the depletion of food by the forager within the patch, 
and to identify the variables that determine the animals' 
decision of when to move to a new patch (Redhead & Tyler, 
1988). Among the variables to be considered in such a 
decision, the quality of a patch and the travel cost to 
other patches are the most important factors.
Optimal models of foraging have suggested that animals 
adopt rules to decide when to move to a new patch. 
Accordingly, foragers may leave the patch: 1) when a 
specific rate of prey capture is reached, 2) a fixed time 
after the most recent capture (the giving-up time rule), 3) 
after a fixed time, or 4) after they have captured a fixed 
number of prey.
To support the rule of rate of prey capture, optimal 
models of foraging assume that the environment provides food 
in a smooth continuous flow (MacArthur & Pianka, 1966; 
Charnov 1976). According to such a theory, foragers 
estimate the quality of the patch at any given moment by 
using the instantaneous rate of intake within a patch. As 
the patch is depleted the rate of intake decreases. When 
the rate of intake falls below that of the environment as a 
whole, it becomes necessary for foragers to leave the patch 
(Charnov, 1976).
4Based on this assumption, optimal models of foraging 
predict an optimal residence time in a patch. This 
prediction has been supported gualitatively by observing 
foraging behavior in the field and by simulating foraging in 
the laboratory (e.g., Pyke 1984; Schoener 1987; Stephen & 
Krebs 1986). However, it has not been supported 
quantitatively (e.g., Fantino & Abarca 1985; Lea 1979), and 
the paradigm that optimal models of foraging follow to 
predict optimal residence time has been criticized (Gray, 
1987) .
McNair (1982) analyzed the assumption that the 
environment provides food in a smooth continuous flow. He 
argued that animals obtain discrete portions of food at 
irregular intervals. Under these circumstances the 
instantaneous rate of intake does not provide an accurate 
estimation of the quality of the patch. It would produce 
errors in estimations (Redhead & Tyler, 1988). To do an 
accurate estimation, one would need to make the 
instantaneous rate equivalent to the distribution of the 
patch yield over a specific residence time. McNair (1982) 
doubts that animals can adopt such a complicated strategy 
while foraging.
A viable strategy for animals while foraging is to 
check the length of time since the last prey capture, and 
decide to leave the patch when this time reaches a critical 
value, the giving-up time rule (Krebs, Ryan, & Charnov
1974). This rule has been supported by studies in which 
birds visited artificial patches, and their giving-up times 
fitted the predictions made by optimal foraging models 
(e.g., Ydenberg, 1984). However, some other experiments 
inspired by optimal foraging models, have found 
inconsistencies between observed and predicted giving-up 
times (Lea & Dow, 1984).
Rules based on a fixed time or a fixed number of prey 
captured, have been contemplated by optimal models of 
foraging as alternative strategies. Krebs and Cowie (1979) 
reported results suggesting that to leave the patch, 
foragers adopt the fixed time rule. However, Redhead and 
Tyler (1988) showed evidence indicating that animals use the 
rule of the immediate rate of reinforcement to leave the 
patch. Thus, under specific circumstances animals may adopt 
particular rules to leave the patch, the best strategy 
depends on food distribution within and between patches 
(Iwasa, Higashi, & Yamamura, 1981; McNair 1982).
The other major factor that determines the decision of 
when to leave the patch is the travel requirement to reach 
the next patch. For example, Mellgren, Misasi, and Brown 
(1984) allowed rats to forage for food by climbing nail 
ladders to boxes containing food mixed with sand. They 
varied the amount of food in the patch and the distance 
(travel) to other patches. When the travel was constant and 
food varied in density, rats showed optimal usage of the
patches. As the distance between patches increased the 
utilization of each patch increased. However, when the 
amount of food was constant or the distance between patches 
was short, rats did not behave in accordance with optimal 
models of foraging. Rats tend to underutilize high-density 
patches and overutilize low-density ones (Mellgren, Misasi, 
and Brown, 1984).
Optimal models of foraging predict that the utilization 
of the patch would increase if the travel time to other 
patches increase (Krebs, 1978). This prediction has been 
corroborated in the field (Anderson 1978; Zimmerman 1981), 
in the laboratory with no operant techniques (Cowie 1977; 
Hartling & Plowright 1979), and in several experiments in 
which all elements of the patch were simulated with operant 
techniques (Cuthill, Kacelnik, & Krebs, 1987; Fantino & 
Abarca, 1985; Hanson, 1987; Hanson & Green 1989; Killeen, 
Smith, & Hanson 1981; Lea 1979).
As predicted by optimal models, operant simulations 
that incorporate two sources of food (patches) have shown 
that travel requirements between patches affect foraging 
behavior. The residence time in one of the patches 
increases a function of the travel requirement to the 
alternative patch (e.g., Abarca & Fantino 1982; Fantino & 
Abarca 1985; Hanson 1987; Hanson & Green 1989a, 1989b; 
Killeen, Smith & Hanson 1981; Lea 1979). However, in 
operant simulations of foraging, travel has been modeled by
7requiring rats to press a lever or pigeons to peck a key. 
Thus, foragers "travel" by responding on a schedule for a 
given time and waiting in the same spot. When there is no 
locomotion involved in travel, animals save energy and it 
may produce data that optimal models of foraging do not fit 
(Cowie 1977; Kacelnik & Cuthill 1987). As noted by Mellgren 
(1982), travel in an open area may have other costs for 
foragers.
In addition, the operant laboratory has produced data 
indicating that different responses produce different 
results. For example, pigeons learn quicker to peck a key
for food than to press a treadle (McSweeney, 1978).
Nevertheless, there are data suggesting that pecking a 
key has qualitatively similar effects to moving from place 
to place. Baum (1982a) exposed pigeons to a choice between 
two patches that provided food in concurrent variable- 
interval schedules, and he varied the travel between
patches. As the travel increased the residence time in the
favored patch increased and the visits to the other patch 
decreased. With the minimal distance between patches, Baum 
found that residence times in the preferred patch decreased, 
and the number of visits to the other patch increased 
(Baum, 1982a). These results resemble those obtained by 
Pliskoff and Fetterman (1981) for key-peck "travel".
Although in choice situations the effects of moving 
from place to place appear to resemble those of comparable
8instrumental responses (Baum, 1988), nobody has compared an 
operant response with a natural travel requirement within 
the same experimental situation.
The operant chamber has been modified to model natural 
travel in the laboratory (e.g., Baum 1982a; Krebs, Kacelnik, 
& Taylor 1978; Ydenberg 1984). However, the operant chamber 
has not been adapted to compare a natural travel requirement 
with operant behaviors such a pressing on a lever or pecking 
a key. Thus the following question remains unanswered: Is 
moving from place to place equivalent to pressing a lever or 
pecking a key? In two experiments, this dissertation 
addressed this question by comparing natural travel (moving 
from place to place) with artificial travel requirements 
(pressing on a lever).
EXPERIMENT 1
Natural travel was compared with artificial travel 
requirements. By pressing on the left lever rats depleted 
the patch in 1, 2, or 8 pellets. Under artificial travel 
conditions, the patch was reset by pressing on the right 
lever. Different reset-probabilities were scheduled. Under 
the natural travel condition, the patch was reset by passing 




Four Long-Evans male, experimentally naive rats (A-104, 
A-230, A-101, and A-123) between 90 and 110 days old at the 
beginning of the experiment served. Animals were housed in 
individual cages with water permanently available, and 
maintained at 80% of their free-feeding weights (± 8 g). 
Apparatus
The experimental chamber was a rectangular box 147 cm 
long, and 51 cm wide (see Figure 1). The box was divided 
all along by wire mesh except at the extreme end. Three 9 v 
DC lights were mounted on each side of the box: at 23 cm, 51 
cm, and 117 cm from the front wall. Two response levers 
were mounted on the front wall, 3 cm from the floor and 33 
cm apart. A pellet dispenser delivered pellets in a hopper 
on the left of the same wall, 3 cm from the floor, 7.5 cm
from the left lever. The experiment was controlled by using 
a microprocessor (BCC-52). The data were collected and 
analyzed by using a Zenith PC computer.
Procedure
To run artificial travel conditions, direct passage 
from one lever to the other was permitted. Passage beyond 
17 cm from the front wall (see Figure 1) was blocked with 
wire mesh. To run the natural travel condition, direct 
passage from the left to the right lever was blocked with 
wire mesh (see Figure 2). Changing from one side of the box 
to the other reguired passing around the central partition 
at 130 cm from the front wall. The total distance from left 
to right and back to left lever was 520 cm.
The left lever (patch) provided 1, 2, or 8 pellets 
(prey), when the patch provided 1 prey, the probability (p) 
of obtaining the prey by pressing on the left lever was .10. 
This probability dropped to zero after one pellet was 
obtained. When the patch provided 2 or 8 prey, p on the 
left initially was egual to 1.0. Pressing on the left lever 
caused p to decrease to zero in steps of .5 or .125, 
simulating patch depletion.
Pressing on the right lever reset p on the left to .10 
or 1.0. Artificial travel was produced by five reset- 
probabilities (1.0, .25, .10, .05, and .025) scheduled on 
the right lever. The first response on the left lever 
turned off the lights on the left side and turned on the
lights on the right side. Presses on the right lever that 
satisfied the schedule reset p on the left, turned off the 
lights on the right, and turned on the lights on the left, 
signaling reset of the patch.
Sessions ended when one of three conditions was met:
1) there were 90 visits to the levers, 45 to the left and 45 
to the right lever, 2) subjects stopped pressing on both 
levers for more than 300 seconds, or 3) when subjects 
obtained within a session a maximum of 190 pellets.
Tables 1 to 3 show the different conditions, grouped by 
the number of prey available on the left side. The order in 
which they were studied and the number of sessions per 
condition appear in the last two columns of Tables 1 to 3.
A minimum of ten sessions per condition were conducted. 
However, the number of sessions was increased when the 
natural condition or low reset-probabilities showed 
variability in the data.
Travel time was the predictor variable. It was 
recorded from the last press on the left lever until the 
first press on the left following reset on the right lever.
There were three criterion variables: residence time, 
giving-up time, and capture accuracy. Residence time was 
recorded for each visit from the first press on the left
lever to the last press on the left lever. Giving-up time
was recorded from the last pellet obtained in the patch to
the last press on the left lever. Capture accuracy
12
represents the percent of prey obtained per visit in the 
patch out of the available number.
Results
For each session of each condition, the arithmetic 
means of travel time, residence time, giving-up time, and 
capture accuracy were calculated.
An exploratory data analysis (EDA) was conducted. All 
sessions were included in the analysis. The arithmetic 
means of the giving-up and travel times were represented in 
clusters. Some examples are shown in Appendix A.
To summarize the data, I utilized an alternative 
measure of central tendency, "the bisguare-weighted mean"
(BWM). The BWM technique was designed by Mosteller & Tukey 
(1977) to assign less weight to observations that depart 
from the middle of the distribution. The BWM technique was 
adapted (Killeen, 1989) to run in Basic machine language and 
utilized to calculate BWMs and median absolute deviations 
(MADs) for travel, residence, and giving-up times. Tables 
B19 to B21 (Appendix B) summarize the BWM values. For each 
condition, the variability in travel, residence and giving- 
up times was estimated. The MAD was added to or subtracted 
from the BWM values, to represent with two values the range 
of variability in these measurements. The BWM plus its MAD 
was called the BWM* value. The BWM minus its MAD was called 
the BWM" value. In tables B19 to B21 (Appendix B) the BWMs 
appear in the center columns. The numbers to the right and
13
left are BWM* and BWM' values.
The BWM, BWM* and BWM" values were utilized to determine 
areas in the plot in which travel, residence, and giving-up 
times overlapped. The idea was to see if travel times 
caused by the different reset-probabilities overlapped with 
travel times produced by the natural requirement.
If natural travel and low reset-probabilities produced 
travel times of similar duration, then residence and 
giving-up times produced by low reset-probabilities should 
have values that overlapped values produced by the natural 
condition.
The BWM, BWM*, and BWM" values for travel, residence, 
and giving-up times were used to construct Figures A21 to 
A29 (Appendix A). Travel, residence, and giving-up times 
produced by low reset-probabilities overlapped travel, 
residence and giving-up times caused by natural travel. 
However, there were some instances of no overlap between 
values produced by natural travel and values produced by 
artificial travel requirements.
Tables 1 to 3 (center columns) show BWMs for travel, 
residence and giving-up times. Figure 3 in the left-hand 
columns of graphs, shows the BWMs for travel time (Y-axis) 
plotted against the reset-probabilities (logarithmic X- 
axis). Different symbols indicate the different subjects. 
Figure 3 shows that the reset-probabilities on the right 
lever produced systematic changes in travel times. As
14
expected, as the reset-probability increased artificial 
travel time decreased. The function relating artificial 
travel time to reset-probability, was steeper when the patch 
was depleted in 2 pellets than when the patch was depleted 
in 1 or 8 pellets (see panel B, Figure 3).
Residence and giving-up times produced by artificial 
travel requirements were transformed to logarithmic numbers, 
and then the arithmetic means of these values were obtained 
for the conditions depleted in 1-, 2-, and 8-prey.
Residence and giving-up times produced by natural travel 
were also transformed to logarithmic numbers, and the 
arithmetic mean of these values was obtained for each prey 
condition. In Figure 4, the arithmetic means obtained for 
residence and giving-up times (Y-axis) are plotted against 
the number of available pellets in the patch (X-axis). The 
filled squares indicate the residence times produced by 
artificial travel requirements. The empty squares represent 
residence times produced by the natural travel condition.
The filled triangles symbolize the giving-up tiroes produced 
by the artificial travel conditions. The asterisks 
represent the giving-up times produced by the natural travel 
condition. The bottom panel of Figure 4 shows the data 
averaged across subjects.
Figure 4 shows that on average natural travel produced 
longer residence and giving-up times than those produced by 
the reset-probabilities (see group mean in bottom panel of
15
Figure 12). Generally, as the number of available pellets 
in the patch increased, residence and giving-up times 
increased. With exception of the giving-up times for one 
subject (see asterisks in right-hand top panel for A-104), 
when the number of pellets in the patch switched from 1 to 
2, the residence and giving-up times decreased in the 
natural travel condition. However, the giving-up times 
produced by artificial travel conditions increased with the 
same manipulation (see triangles across panels). When the 
patch was depleted in 8 prey, the longest residence and 
giving-up times were observed. Although Figure 4 show 
larger residence and giving-up time for natural travel, 
these means are misleading. The effect may be caused by an 
artifact of the arithmetic mean. The artificial travel 
requirements caused the residence and giving-up times to 
vary in duration.
In Figures 5 to 8 (left-hand panels), the residence and 
giving-up times (logarithmic Y-axes) are plotted against the 
travel times (logarithmic X-axis). Each figure shows 
results for one rat. All conditions are included in the 
left-hand graphs. The natural travel values are enclosed in 
boxes. Figures 5 to 8, left-hand columns of graphs, show 
that with exception of subject A-101 natural travel produced 
longer residence and giving-up times than artificial travel 
requirements. For A-101 when the patch was depleted in 1 or 
2 pellets (top and middle panels, Figure 5), natural travel
produced residence and giving-up times similar to those 
produced by low reset-probabilities. However, when the 
patch was depleted in 8 pellets, A-101 in the natural travel 
produced longer residence and giving-up times than by 
responding to the reset-probabilities (bottom panel, Figure 
5 left-hand).
Generally, low reset probabilities were associated with 
long residence and giving-up times, and high reset- 
probabilities with short residence and giving-up times. 
Usually, natural travel was associated with long residence 
and giving-up times.
Regression lines were fitted to all residence and 
giving-up times produced by artificial reguirements. The 
following linear equation was utilized:
Y(x) = al + a2 * x (1)
Coefficients: al= (Sy * Sxx - Sx * Syx) / (N * Sxx - Sx2) 
a2= (N * Syx - Sx * Sy) / (N * Sxx - Sx2)
Where Sx= Sxi, Sxx= Zxi2, Sy= Zyi, and Syx= Zyi * xi. The 
BWM values of travel time were transformed to logarithmic 
numbers and entered in the eguation as the values of the 
independent variable. The BWM values of residence or 
giving-up times were transformed to logarithmic numbers and 
entered in the equation as the values of the dependent 
variable. Values produced by the natural travel requirement 
did not enter the equation. Tables A34 to A39 summarize 
values and calculations (Appendix A).
Tables 7 to 12 show the regression outputs when the 
patch was depleted in 1 pellet (Tables 7 and 10), 2 pellets 
(Tables 8 and 11), or 8 pellets (Tables 9 and 12). The 
left-hand panels show regressions for the residence time, 
and the right-hand panels regressions for the giving-up 
time.
When the patch was depleted in 1 or 2 pellets, the 
linear equation accounted for the variability in residence 
and giving-up times (r2 between .76 and .95, mean=.85).
There were two exceptions, subject A-104 (r2between .05 and 
.48, mean=.23), and subject A-123 (r2 between .26 and .90, 
mean=.68). When the patch was depleted in 8 pellets, the 
linear equation poorly accounted for the variability in 
residence and giving-up times (r2 between .04 and .54, 
mean=.27).
Figures 5 to 8 show in the right-hand panels the 
regression lines for residence and giving-up times. The 
logarithmic values of residence and giving-up times (Y-axes) 
are plotted against those of travel times (X-axis). The 
filled squares indicate residence times, and filled 
triangles giving-up times. The coefficients al (Y- 
intercept), and a2 (slope) are included near each regression 
line. The coefficient al is the Y-intercept of the 
regression line and gives an indication of overall level of 
residence and giving-up times, as long as the slope is not 
too steep. Results from the natural travel condition are
not included (compare left-hand columns of graphs with 
right-hand columns).
In general, the right-hand panels in Figures 5 to 8 
show that there were not systematic deviations in residence 
and giving-up times from the regression lines. With 
exception of subjects A-101 and A-123 (middle panels of 
Figures 5 and 7), as the number of available prey in the 
patch increased the residence and giving-up times increased 
(compare values of al across panels). When the patch was 
depleted in 2 pellets, the residence and giving-up times of 
A-123 decreased (compare al in top panel with al in middle 
panel of Figure 7). However, when the patch was depleted in 
8 pellets, the residence and giving-up times of A-123 
increased (compare al in bottom panel with al in middle and 
top panels of Figure 7). The residence times of A-101 
decreased when he depleted the patch in 2 pellets, but not 
the giving-up times (compare values of al in top and middle 
panels of Figure 5). Nevertheless, when A-101 depleted the 
patch in 8 prey, the residence and giving-up times were 
greater than when he depleted the patch in 2 or 1 prey 
(compare al value in bottom panel of Figure 5 with values of 
al in middle and top panels).
With the exception of A-101 in the 8-prey condition 
(a2= -.13), and A-104 in the 2-prey condition (a2= -.07), 
the slopes for residence and giving-up times were all 
positive (compare values of a2 across conditions in Figures
19
5-8). With the exception of subject A-123 (Figure 7), as 
the number of available prey in the patch increased the 
slopes of residence and giving-up times decreased (mean=.41 
for the depleted-in-l, mean=.20 for the depleted-in-2, and 
mean=.06 for the depleted-in-8 conditions). However, when 
A-104 depleted the patch in 8 prey, the slopes of residence 
and giving-up times were steeper than when he depleted the 
patch in 2 prey (compare values of a2 in Figure 6 middle and 
bottom panels). For A-123 the slope of residence and 
giving-up times increased as the number of available prey in 
the patch increased. When A-123 depleted the patch in 2 
prey, the slopes of residence and giving-up times were 
steeper than when he depleted the patch in 8 prey (compare 
values of a2 middle panel of Figure 7 with values of a2 in 
top and bottom panels).
The artificial travel times usually produced systematic 
changes in giving-up time. The right-hand panels in Figures 
5 to 8 show that there were only a few exceptions. Short 
giving-up times were associated with high reset- 
probabilities. Long giving-up times were associated with 
low reset-probabilities. However, the reset-probabilities 
generally caused less change in residence times across 
conditions (compare values of a2 for residence with values 
of a2 for giving-up times, right-hand panels in Figures 5 to 
8), but see some exceptions (compare X coefficients of 
residence times with X coefficients of giving-up times) in
20
Tables 7 to 12.
When the patch was depleted in 8 prey, the longest
residence and giving-up times were observed. Rats
responding to the reset-probabilities produced less 
variation in giving-up times (see values of a2 in Figures 5 
to 8), except for subject A-123 (right-hand bottom panel of 
Figure 7).
The BWM values of travel, residence, and giving-up 
times produced by the natural requirement were transformed 
to logarithmic numbers. Then, the slopes and intercepts 
from the regression lines were used to calculate estimates 
of the residence and giving-up times. Equations 2 and 3 
were utilized
Est GUT = al + (a2 * log TT [NT]) (2)
Est RT = al + (a2 * log TT [NT]) (3)
where al was the constant and a2 the slope. GUT the giving- 
up time, RT the residence time, and TT [NT] the travel time 
for the natural travel requirement.
The logarithmic residuals of residence and giving-up 
times were calculated by using equations 4 and 5
log res GUT = log GUT[NT] - Est GUT (4)
log res RT = log RT [NT] - Est RT (5)
Tables B25 to B28 summarize these calculations (Appendix B).
The logarithmic residuals of residence and giving-up 
time calculated for natural travel, were divided by the 
standard errors of residence and giving-up time estimated
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for artificial travel requirements. In Figure 9, these 
calculations are plotted (Y-axes) against the number of 
available pellets per visit (X-axis). The Y-axis shows the 
number of standard error units that residence and giving-up 
time deviated from estimates based on the regression 
analysis. The larger these values the less natural travel 
produced residence and giving-up time durations that were 
equivalent to those produced by artificial travel 
requirements. In general, Figure 9 shows that when the 
patch was depleted in 2 pellets, residence time deviated 
more standard error units from estimates (mean= 7.14) than 
when the patch was depleted in 1 (mean= 5.59) or 8 pellets 
(mean= 2.50). However, giving-up time deviated more 
standard error units from estimates when the patch was 
depleted in 1 pellet (mean= 4.67) than when it was depleted 
in 2 (mean= 3.62) or in 8 pellets (mean= 3.44). Table C34 
summarizes results of Figure 9 (see Appendix C).
EXPERIMENT 2
In Experiment 1 pressing on the right lever produced 
residence times that changed less than giving-up time 
durations. Travel time on the right lever produced 
systematic changes in giving-up times. Short durations were 
associated with high reset-probabilities and long durations 
with low reset- probabilities. However, residence times did 
not change in systematic way as a function of artificial 
travel. Sometimes the .10 reset-probability produced longer 
residence times than the .05 or .025 reset-probabilities.
In Experiment 1, variations in residence time may have 
been produced by deficiencies in stimulus control. At the 
beginning of a session, the first response on the left lever 
turned off lights on the left side and turned on lights on 
the right side. After that, presses on the right lever 
reset the probability on the left, turned off lights on the 
right, and turned on lights on the left, signaling reset in 
the patch. By switching from left to right and back to left 
without resetting the patch, sometimes animals produced 
longer travel times that actually included some unmeasured 
residence time.
Experiment 2 was designed to improve stimulus control. 
The idea was to provide better discrimination between 
residence and travel. To gain control over residence and 
travel times, the standard response levers were replaced 
with retractable levers. If a subject responding on the
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left switched to the right lever and pressed on it, the left 
lever was retracted and not extended again until responding 
on the right lever reset the patch to its original 
condition. This prevented responding in the patch until 
reset.
The patch was depleted in 1, 2, or 8 pellets. Only low 




Five Long-Evans male, experimentally naive rats (C-l, 
C-2, C-3, C-4, and C-5) between 90 and 110 days old at the 
beginning of the experiment served. Animals were housed in 
individual cages with water permanently available, and 
maintained at 80% of their free-feeding weights (±8 g). 
Apparatus
The apparatus was the same as in Experiment 1, except
that the two standard response-levers were replaced with
retractable response-levers.
Procedure
The procedure was similar to that in Experiment 1. The
idea was to repeat conditions in which low reset-
probabilities were scheduled on the right lever. However, 
when the patch was depleted in 8 pellets, a natural travel 
condition with obstacles was included. Three hurdles 
(obstacles), 25 cm wide and 12 cm high, were constructed
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with wire mesh. Two hurdles were placed, one on each side 
of the box, at 50 cm from the front wall. The other hurdle 
was placed at 130 cm from the front wall. Tables 4 to 6 
show the different conditions, grouped by the number of 
available prey on the left side. The order in which they 
were studied and the number of sessions per condition appear 
in the last two columns of Tables 4 to 6. A minimum of ten 
sessions per condition were conducted. However, the number 
of sessions was increased when the natural condition or low 
reset-probabilities showed variability in the data.
Predictor and criterion variables were the same as in 
Experiment 1.
Results
The same techniques were utilized to analyze the data. 
The analysis followed the same strategy as in Experiment 1. 
All sessions from each condition were included in the 
analysis. Some examples of cluster analysis are shown in 
Appendix A.
Tables 4 to 6 (center columns) show BWMs for travel, 
residence, and giving-up times. Figure 3 in the right-hand 
columns of graphs, shows BWMs for travel time (Y-axis) 
plotted against the reset-probabilities (logarithmic X- 
axis). Different symbols indicate the different subjects. 
Except for C-3 in the two pellets condition, the 
reset-probability of .025 produced longer travel times than 
any other probability. Functions relating reset-
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probabilities to travel tiroes varied less than in Experiment 
1. Travel time varied less with reset-probability but 
generally travel time decreased as the reset-probability 
increased.
Residence and giving-up times produced by artificial 
conditions were transformed to logarithmic numbers, and then 
the arithmetic means of these values were obtained for the 
conditions depleted in 1-, 2-, and 8-prey. Residence and 
giving-up times produced by natural travel were also 
transformed to logarithmic numbers, and the arithmetic mean 
of these values were obtained for each prey condition. In 
Figure 10, the arithmetic means obtained for residence and 
giving-up times (Y-axis) are plotted against the number of 
available prey in the patch (X-axis). The filled sguares 
indicate the residence times produced by artificial travel 
reguirements. The empty squares represent residence times 
produced by the natural travel condition. The filled 
triangles symbolize the giving-up times produced by the 
artificial travel conditions. The asterisks represent the 
giving-up times produced by the natural travel condition.
The X's represent residence and giving-up times produced by 
natural travel with obstacles. The right-hand bottom panel 
of Figure 10 shows the data averaged across subjects.
Figure 10 shows that with some exceptions (see C-l and C-5), 
as the number of available prey in the patch increased 
residence and giving-up times increased. Except for C-3
(the mean of residence times produced by artificial travel 
requirements), when the patch was depleted in 1 prey, the 
means of residence and giving-up time produced by natural 
travel were greater than the means of residence and giving- 
up time produced by artificial requirements (compare empty 
squares and asterisks with filled squares and triangles). 
When the patch was depleted in 2 or 8 prey, (except for C-l, 
giving-up times) the means of residence and giving-up time 
produced by natural travel were similar to the means of 
residence and giving-up time produced by artificial 
requirements. With the exception of one subject (C-l), the 
longest residence and giving-up times were produced by 
natural travel with obstacles (compare X's with other 
symbols).
Figures 11 to 15 show residence and giving-up times 
plotted against travel times in logarithmic coordinates.
All conditions are included in the left-hand graphs. Each 
figure shows results for one rat. Natural travel results 
are enclosed in boxes. Figures 11 to 15, in the left-hand 
columns of graphs, show that except for one outlier each in 
the data of C-l, C-2, C-4, and C-5 in the depleted-in-one 
condition, natural travel produced residence and giving-up 
times of similar duration to those produced by low 
reset-probabilities (see Figures 11, 12, 14, and 15 top 
panels). Usually, natural travel with obstacles produced 
the longest residence and giving-up times (see subjects C-2,
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C-3, and C-5 in Figures 12, 13 and 15).
Generally, low reset-probabilities were associated with 
long residence and giving-up times, and high reset- 
probabilities with short residence and giving-up times, but 
for some conditions the times did not appear to vary 
systematically.
Regression lines were fitted to residence and giving-up 
times produced by artificial travel reguirements. The BWM 
values of travel time were transformed to logarithmic 
numbers and entered the eguation as the values of the 
independent variable. The BWM values of residence and 
giving-up times were transformed to logarithmic numbers and 
entered the equation as the values of the dependent 
variable. Values produced by natural travel did not enter 
the equation. Tables A40 to A45 (Appendix A) summarize 
values and calculations.
Tables 13 to 18 summarize the regression results. When 
the patch was depleted in 1 pellet (Table 13), the linear 
equation accounted for the variability in residence times 
(r2 between .64 and .99, mean=.77). With a few exceptions 
(C-4, Tables 15 and 18), when the patch was depleted in 2 or 
8 pellets the linear equation poorly accounted for the 
variability in residence and giving-up times (r2 between .01 
and .96, mean=.41; Tables 14, 16, and 17).
Regression lines for residence and giving-up times are 
shown in right-hand columns of Figures 11 to 15. The
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logarithmic values of residence and giving-up times (Y-axes) 
are plotted against those of travel times (X-axis). The 
filled squares indicate residence times, and filled 
triangles giving-up times. The coefficients al (Y- 
intercept), and a2 (slope) are included near each regression 
line. Results from the natural travel condition are not 
included (compare left columns of graphs with right 
columns).
In general Figures 11 to 15 show that there were not 
systematic deviations in residence and giving-up times from 
the regression lines. As the number of available prey in 
the patch increased the residence and giving-up times 
increased (compare values of al across panels in Figures 11 
to 15). The increment in giving-up times was less 
consistent, but al was always greatest for the 8-prey patch. 
However, from the l-prey patch to the 2-prey patch, al for 
giving-up times did not change for C-4, and decreased for C- 
1, C-2, and C-3 (compare values of al, middle panels in 
Figures 11 to 15).
With exception of C-5 in the 8-prey patch (a2= -.02), 
the slopes for residence times were all positive (compare 
values of a2 across panels in Figures 11 to 15). As the 
number of available prey in the patch increased, the slopes 
for residence time decreased (mean=1.08 for the 1-prey, 
mean=.51 for the 2-prey, and mean=.09 for the 8-prey 
conditions).
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Most slopes for giving-up times were positive, there 
were 5 exceptions out of 15 slopes (compare values of a2 in 
Figures 11 to 15). For the 2-prey condition, the slopes for 
giving-up times were greater (mean=.74) than for the 1-prey 
(mean=.l5) or for the 8-prey conditions (mean=.02).
However, in the 8-prey condition, for C-l, C-3, and C-5 the 
slopes for giving-up time were negative or close to zero 
(see a2 in Figures 11, 13, and 15 right-hand top panel). 
However, the slope of giving-up times was highest in the 2- 
prey condition for C-3 and C-4. For C-2, as the number of 
available prey in the patch increased, the slopes for 
giving-up times increased (see values of a2 in Figure 12).
Logarithmic residuals of residence and giving-up times 
were calculated. The same eguations were utilized as for 
Experiment 1. Tables B29 to B33 summarize these 
calculations (Appendix B). The logarithmic residuals of 
residence and giving-up time calculated for the natural 
condition, were divided by the standard errors of residence 
and giving-up time estimated for artificial travel 
requirements. In Figure 16, these results are plotted (Y- 
axes) against the number of available pellets per visit (X- 
axis). The number of standard error units that residence 
and giving-up time deviated from estimates are indicated by 
positive or negative values. Large values indicate 
situations in which natural travel produced residence and 
giving-up time durations that were not equivalent to those
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produced by artificial travel requirements. In general, 
Figure 16 shows that when the patch was depleted in 1 prey, 
residence and giving-up time deviated more standard error 
units from estimates to positive values (means of .64 and 
2.21 respectively) than when the patch was depleted in 2 
prey (means of .11 and .47). When the patch was depleted in 
8 prey, residence time deviated from estimates to positive 
values (mean= .15) and giving-up time deviated from 
estimates to negative values (mean=-.13). In the natural 
travel with obstacles residence time deviated more units 
from estimates to positive values (mean= 9.38) than giving- 
up time (mean= 6.02). Table C35 (Appendix C) summarizes 
results of Figure 16.
Discussion
On the whole, the results of this dissertation 
supported the use of operant techniques in the study of 
foraging behavior in the laboratory. Three issues will be 
discussed: a) feasibility of the method of Experiments 1 and 
2, b) their relation with the optimal foraging theory, and 
c) the issue of equivalence between natural and artificial 
travel conditions.
Experiments 1 and 2 revealed that as the reset- 
probabilities increased artificial travel decreased (see 
Figure 3). Rats made the longest artificial travels by 
responding to the .025 reset-probability. Rats responding 
to the 1.0 reset-probability produced the shortest 
artificial travels. The different reset-probabilities 
required a different variable number of presses for reset. 
For example, the .10 probability required on average 10 
lever-presses to reset the patch, the .05 probability 
required on average 20 lever-presses to reset the patch, and 
the .025 probability required on average 40 lever-presses to 
reset the patch. However, the 1.0 probability required just 
1 response on the right lever to reset the patch, and the 
.25 probability required on average 4 lever-presses to reset 
the patch. Obviously, to press on the right lever once, 
rats needed less time than to press on the lever 4, 10, 20 
or 40 times. Thus, because the different reset- 
probabilities required a different variable number of
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presses for reset, responding on the right lever produced 
artificial travels that changed as a function of the reset- 
probabilities (see Figure 3). This result confirmed that 
random ratio schedules of reinforcement can be used to vary 
artificial travel time (Baum, 1982b; 1987), but are 
artificial and natural travel equivalent?
Can rats pressing on a lever produce travel times of 
eguivalent duration to the travel time they need to move 
from place to place? The answer to this question is yes. I 
compared artificial travel times with the travel time 
produced by the natural condition. I tried to determine if 
by pressing on the right lever, rats made travel durations 
equivalent to those they made by running in the natural 
condition.
In general, when the reset-probability was .10, the 
time rats used to press on the right lever an average of 10 
times was similar to the time they needed to run in the 
natural condition. However, rats used more time to press on 
the lever an average 20 or 40 times (.05 or .025 reset- 
probabilities) than to run in the natural condition. Rats 
used shorter time to press on the lever 4 times or less (.25 
or 1.0 reset-probabilities) than to run in the natural 
condition (see Figures A3 to A7, Appendix A).
Experiment 1 showed differences in the function 
relating reset-probabilities to travel times. The steepest 
function was obtained when the patch was depleted in 2 prey
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(see middle left-hand panel in Figure 3). In addition, 
responding to low reset-probabilities (.025 and .05), 
produced longer artificial travel times in Experiment 1 than 
in Experiment 2 (see group means in Figure A8, Appendix A). 
The differences in artificial travel times produced by low 
reset-probabilities suggested that in Experiment 1 the 
stimulus control functioned differently from Experiment 2.
In Experiment 1, where lights were utilized to signal when 
the patch was replenished, rats sometimes switched from the 
left to the right lever and back to the left before they 
reset the patch. When this occurred changeover caused long 
artificial travel times. Rats switched prematurely between 
levers when the reset-probability was low (.025 or .05). In 
addition, when the patch provided 2 pellets, more premature 
changeovers from right to left lever were observed than when 
the patch provided 1 or 8 pellets. This caused the 
steepness of the functions relating reset-probabilities to 
artificial times (see left-hand middle panel in Figure 3).
In Experiment 2, responding on the retractable levers 
to low reset-probabilities, produced shorter artificial 
travel times than responding on the standard levers (compare 
group means in Figure A8). Responding on the retractable 
levers produced less variation in artificial travel times. 
The function relating reset-probabilities to travel times 
was similar across conditions (see right-hand graphs in 
Figure 3). Thus, the retractable levers produced more
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uniformity and better control of travel times.
Optimal Foraging Theory
According to Charnov's (1976) marginal-value theorem, 
foragers follow optimal rules to decide when to leave a 
patch. Charnov assumes that foragers will remain longer in 
a patch that offers high energy intake per unit of time 
(E/T) than in a patch that offers low E/T. Accordingly, 
foragers estimate the guality of a patch based on an 
instantaneous rate of intake. Charnov's marginal-value 
theorem says that the forager will leave a patch when the 
rate of intake decreases to a point at which it falls below 
the average provided by the environment, and "that this 
marginal capture rate should be equalized over all patches 
within a habitat" (Krebs, Ryan, & Charnov, 1976).
The marginal-value theorem predicts that the forager's 
residence time in a given patch will increase if the travel 
to other patches increases or if other patches have low 
quality (Charnov 1976; Krebs 1978). Krebs, Ryan, & Charnov 
(1974) interpreted this to mean that an optimal forager will 
use the same giving-up time for all type of patches within 
an environment, even if these patches differ in quality. In 
addition, they suggested that the "giving-up time should be 
shorter in better habitats, where the average capture is 
higher" (Krebs, Ryan, & Charnov, 1974). Accordingly, the 
giving-up time should be inversely related to the average 
capture rate for the environment. Since as travel time
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increases average rate of capture decreases, giving-up time 
should increase with travel time.
The predictions from the marginal-value theorem have 
generated controversy in the study of foraging behavior. It 
is necessary to differentiate the marginal-value theorem 
from the marginal value rule (Stephens & Krebs, 1986). The 
marginal-value theorem is not a rule that foragers use to 
leave the patch. It is a method that a theorist may utilize 
to estimate optimal residence times based on gain functions 
and travel times. The marginal-value theorem is a method 
"that finds the rate-maximizing rule from a known set of 
rules" (Stephens & Krebs, 1986). The marginal value rule is 
a rule that foragers may use namely, to assess the 
instantaneous rate of gain in a patch and leave when the 
rate of intake falls below the average provided by the 
environment (McNamara, 1982). So, the marginal value rule 
may or may not control the forager's decisions of when to 
leave the patch, and it may or may not be an optimal rule in 
a given environment (Stephens & Krebs, 1986).
In Experiment 1 and 2, foraging was studied in 
different environments, each environment had one type of 
patch, and travel was varied within each environment. The 
patches differed in quality by varying the number of 
available prey. Each prey-condition lasted many days. The 
probability (p) of obtaining the prey by pressing on the 
left lever, and each reset-probability scheduled for the
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right lever formed a pair of probabilities. Each pair of 
probabilities constituted a different patchy environment.
For the depleted in 1-, 2-, and 8-prey conditions, there 
were 7 different patchy environments: five reset- 
probabilities, the natural travel without obstacles, and the 
natural travel with obstacles. With 1 available prey in the 
patch, p of obtaining the prey was .10, with 2 prey p 
finished at .5, and with 8 prey p finished at .125. So, the 
giving-up time should be shorter for the 2-prey condition 
and about the same for the 1-prey and 8-prey conditions. 
However, in Experiments 1 and 2 the giving-up time increased 
as a function of the number of available pellets in the 
patch (see bottom panel in Figure 4 and right-hand bottom 
panel in Figure 10). Rats did not keep the same giving-up 
time in the patch within an environment.
Often, rats obtained all the available pellets and 
still persevered in the patch. Ideally, rats should have 
adopted a strategy of obtaining a fixed number of prey, and 
then leaving the patch. But rats did not do this, 
particularly in the 1-prey patches, where one might expect 
the giving-up time to be zero.
Thus, Experiments 1 and 2 showed that as the number of 
available pellets in the patch increased the giving-up times 
increased (see Figures 3 and 10). The richer the patch was, 
the longer rats persisted in the patch. When the patch 
provided 8 pellets per visit, rats produced the longest
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residence and giving-up times. This result is consistent 
with the conclusion that more plentiful schedules of 
reinforcement produce greater persistence of responding than 
less plentiful ones (Nevin, 1979).
In addition, Experiments 1 and 2 showed that the 
residence and giving-up times increased as a function of the 
travel requirement. The residence times obtained in 
Experiments 1 and 2 agreed with predictions from the 
marginal-value theorem; as the travel requirement increased 
the residence time increased (compare residence time across 
conditions in Figures 5-8 and 11-15). This result has been 
corroborated in both the field (e.g., Anderson 1978; 
Zimmerman 1981) and in the laboratory (e.g., Cowie 1977; 
Killeen, Smith, & Hanson 1981; Lea 1979; Mellgren, Misasi, & 
Brown, 1984). However, the giving-up times obtained in 
Experiments 1 and 2 did not agree with Krebs, Ryan, & 
Charnov's (1974) prediction that an optimal forager will use 
the same giving-up time in the patch within an environment.
If rats were following the "marginal-value rule" as 
Stephens and Krebs (1986) call it, how would giving-up time 
be expected to change with increases in travel? If giving- 
up time depends only on final capture rate, then it ought to 
remain constant, because final capture rate was unaffected 
by travel (see capture accuracy measure in Tables 4-6, the 
number of pellets obtained remained high throughout 
Experiment 2). Moreover, when the number of available
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pellets in the patch switched from 1 to 2, the giving-up 
time produced by artificial travel conditions increased (see 
triangles in Figures 4 and 10). This deviation of giving-up 
time from that of optimal models of foraging, suggested that 
an optimal decision to leave the patch may not be to 
maintain the same giving-up time in the patch within an 
environment (Krebs et al., 1974), but to increase the 
giving-up time as the quality of the patch improves (McNair, 
1982).
Charnov's (1976) marginal-value theorem offers no clear 
explanation of why giving-up time should covary with 
residence time. The reason is that "giving-up time never 
enters into the model on which the marginal-value theorem is 
based" (McNair, 1982). The marginal-value theorem was 
designed to make predictions concerning patch residence 
times, it was not designed to predict giving-up times.
McNair (1982) designed a model, analogous to Charnov's 
(1976) model, to predict optimal giving-up times. McNair 
(1982) provided some numerical examples demonstrating that 
larger giving-up times should be used in better quality 
patches. Moreover, McNair's model predicts that "increasing 
the mean interpatch travel time increases the optimal GUT's, 
as well as the mean patch yields and residence times” 
(McNair, 1982).
The residence and giving-up times obtained in 
Experiments 1 and 2 are in accordance with predictions
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derived from McNair's (1982) model. As the travel 
requirement increased the residence and giving-up time 
increased. This is predicted because the average rate of 
capture decreased as travel time increased. The right-hand 
graphs of Figures 17 and 18 illustrate these results. The 
group means of residence, giving-up time, and average rate 
of capture (Y-axes) are plotted against the group mean of 
travel time (X-axis). The filled squares represent the 
group means of residence time, the triangles the group means 
of giving-up time, and the asterisks the group means of the 
average rate of capture. The average rate of capture was 
estimated by taking the mean of prey captured per visit (the 
capture accuracy measure in Tables 1-3 and 4-6) and dividing 
it by the mean of travel time plus the mean of residence 
time (results are summarized in Tables C36 and C37, Appendix 
C). Natural travel results are enclosed in boxes. In the 
left-hand panels of Figures 17 and 18, the group means of 
residence time, giving-up time, and average rate of capture 
(Y-axes) are plotted against the probability on the right 
lever (X-axis) to facilitate comparisons between natural 
travel and artificial travel requirements (the data for each 
rat are plotted in Figures A39-A43, Appendix A).
Right-hand panels of Figures 17 and 18 show that in 
general residence and giving-up time increased as travel 
time increased. The average rate of capture decreased as 
travel time increased. Left-hand panels of Figures 17 and
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18 show that natural travel and the .025 reset-probability 
produced longer residence and giving-up times, and lower 
average rates of capture than any other artificial travel 
requirement. In Experiment 2, natural travel with obstacles 
produced the lowest average rate of capture and the longest 
residence and giving-up times (see right-hand bottom panel 
of Figure 18 and Table C37). When the patch was depleted in 
1 or 2 pellets residence time, giving-up time, and average 
rate of capture varied more with travel time than when the 
patch was depleted in 8 pellets.
An alternative optimal strategy to both Charnov's 
(1976) optimal residence time and McNair's (1982) optimal 
giving-up time, is the strategy of hunting by expectation 
developed by Gibb (1962). Accordingly, foragers leave the 
patch after a fixed number of prey captured. Redhead and 
Tyler (1988) trained rats to press on the right lever to 
obtain food according to a progressive variable-interval 
schedule of reinforcement that simulated patch depletion.
The schedule was reset by pressing on the left lever. To 
model travel time, Redhead and Tyler (1988) increased to 25 
seconds the time between pressing the left lever and 
obtaining a reinforcer from the right lever. They found 
(Experiment 2), in accordance with the marginal-value 
theorem, that when the travel time increased the overall 
residence times increased. However, they reported that rats 
"appeared to dispense with the giving-up time after the
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first few trials (p.92)". Redhead and Tyler reported that 
to decide when to leave the patch, rats used the inter- 
reinforcement interval value (Redhead & Tyler, 1988).
Experiments 1 and 2, the rats may have used the inter­
reinforcement interval as an indication of when to leave the 
patch, rather than using the giving-up time. Since the 
inter-reinforcement interval was not recorded, I have no 
data to support this conclusion. However, if rats used the 
inter-reinforcement interval as in Redhead and Tyler's 
(1988) experiment, giving-up times should have decreased 
from 1 to 2 pellets. On the whole, results of Experiments 1 
and 2 agreed with the conclusion that the forager's decision 
of when to leave the patch is determined by the number of 
available prey in the patch (Iwasa, Higashi, & Yamamura, 
1981).
Equivalence of Natural and Artificial Travel
I tried to determine if rats responding to the reset- 
probabilities generated equivalent residence and giving-up 
times to the natural condition. The arithmetic mean of 
residence and giving-up times produced by artificial 
requirements was compared with that produced by the natural 
condition. Although Figures 4 and 10 appear to show larger 
residence and giving-up times for natural travel, these 
means are misleading. The effect may be caused by an 
artifact of the arithmetic mean. The artificial travel 
requirements caused the residence and giving-up times to
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vary in duration. High reset-probabilities (1.0 or .25) 
produced short residence and giving-up times, and low reset- 
probabilities (.01, .05, and .025) generated long residence 
and giving-up times. Thus, short times produced by high 
reset-probabilities may have brought down the mean for 
artificial times.
Experiment 1 suggested that residence and giving-up 
times in the natural travel were not equivalent to residence 
and giving-up times in the artificial travel reguirements 
(see Table C34). Often, residence and giving-up times in 
the natural condition deviated from estimates based on 
artificial travel (see Figure 9). There were many instances 
of logarithmic residuals of residence and giving-up times 
that deviated from estimates more than 2 standard error 
units (see Table C34). But maybe that was due to the 
tendency to premature changeover from the right to the left 
lever (poor stimulus control).
Results of Experiment 2 indicated that there were few 
violations of equivalence with retractable levers (see Table 
C35). Only when the patch was depleted in 1 pellet, it was 
clear that giving-up times in the natural travel were not 
equivalent to giving-up times in the artificial travel 
requirements. In addition, these violations of equivalence 
were only consistent for two rats (see C-3 and C-4; maybe C- 
5 assuming that 2 standard error units constitutes an 
outlier). Moreover, Figure A33 (Appendix A) revealed that
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all the overlap between the variability in giving-up times 
for natural and artificial travel reguirements tends to 
undermine the significance of the large deviations in 
giving-up times in the one-pellet condition (see Table C35 
and Figure 10). The giving-up times of C-3 produced a 
negative slope in the regression analysis (see right-hand 
panels of Figure 13) and that tended to inflate the 
deviations, when the giving-up times for natural travel were 
actually not that different from the others. For C-4, the 
giving-up times were close to a line, producing an unusually 
small standard error, which tended to inflate the calculated 
deviation.
Although Experiment 1 suggested that natural travel had 
more of an effect on residence and giving-up times than 
artificial travel, Experiment 2 showed much less effect (see 
Figure 10 and Table C35). However, the natural travel with 
obstacles had a strong effect in the rats' residence and 
giving-up times. In this condition, rats produced the 
longest residence and giving-up times. That is, rats 
persevered a long time in the patch before they switched to 
the right lever. With some exceptions, in the natural 
condition with obstacles, the residual of residence and 
giving-up times deviated more standard error units (means of 
9.38 and 6.02 in Table C35) from estimates based on 
artificial travel than in the natural condition without 
obstacles means of .15 and -.13 respectively. The natural
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condition with obstacles had more of an effect on residence 
and giving-up times than the natural travel without 
obstacles and produced the longest residence and giving-up 
times (see left-hand panels in Figures 11, 12, 13, and 15). 
These results suggested that the natural condition with 
obstacles demanded from rats more energy than any other 
travel requirement. Rats reacted differently to natural 
travel with obstacles than to artificial travel 
requirements, indicating a possible non-equivalence between 
natural travel with obstacles and artificial travel 
requirements. The results of Experiments 1 and 2 call for 
more research in which natural and artificial travel 
requirements are compared within the same experimental 
situation, particularly experiments in which travel will be 
more difficult than running (e.g., climbing).
The results of Experiments 1 and 2 supported the 
conclusion that with minimal modifications to the operant 
chamber, it is possible to introduce natural travel into 
operant experiments (e.g., Baum 1982a; Krebs et al. 1978; 
Ydenberg 1984). However, results of such experiments may 
change when natural travel is included. For example, choice 
situations in which a large travel is required between 
instrumental response alternatives produces different 
effects on the forager's behavior than choice situations 
that require a small travel between response alternatives. 
Baum (1982a) utilized concurrent variable-interval schedules
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of reinforcement and varied the travel requirement between 
response alternatives. Baum found a strong preference for 
one response alternative when the travel requirement was 
large. The pigeons' rate of changeover between response 
alternatives decreased as the travel requirement increased. 
Baum also included a natural travel condition with an 
obstacle (a hurdle). He found that the visit duration 
(residence time) increased on both response alternatives as 
the natural travel increased, and particularly as the hurdle 
was raised. In fact, Baum found that the natural travel by 
itself had less effect on the pigeon's behavior than the 
natural travel with the obstacle (Baum, 1982a).
Experiments 1 and 2 indicated that in a choice 
situation between two instrumental response alternatives, a 
large travel requirement without obstacles controlled the 
rats' behavior in a similar way to that in Baum's (1982a) 
experiment. For Experiment 2, in the natural travel without 
obstacles, rats spent about the same time on the left lever 
as with comparable artificial travel requirements. However, 
results of Experiment 2 suggested that by running in the 
natural condition without obstacles, rats did not consume 
more energy than by responding to the .05 or .025 reset- 
probabilities. In the natural travel condition with 
obstacles, rats may have spent more energy than in any other 
travel requirement. This suggests a possible non­
equivalence between natural travel with obstacles and
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artificial travel requirements.
On the whole, Experiments 1 and 2 demonstrated that by 
using operant techniques, it is possible to compare in the 
same experimental situation natural travel with artificial 
travel requirements. The residence and giving-up times 
obtained in Experiments 1 and 2, suggested that the effects 
produced by natural travel in patch utilization are 
sometimes not equivalent to those produced by artificial 
travel requirements. The conclusion that ratio schedules of 
reinforcement can be used to model travel in the laboratory 
(Baum 1982b; 1987; 1988) needs to be taken with caution.
To determine if natural and artificial travel produced 
the same effects on the foragers' behavior, we must to 
evaluate them within the same experimental situation. Under 
these circumstances, the experimenter can make direct 
comparisons between natural and artificial travel 
requirements. The experimental situation can be adapted to 
reproduce a travel requirement that resembles travel in the 
real world. When this condition is satisfied, it maybe 
possible to demonstrate that natural travel does not produce 
the same effects on foraging behavior than artificial travel 
requirements. To predict that natural and artificial travel 
requirements affect the utilization of the patch in similar 
ways, we must demonstrate empirically that they do not 
differ from each other.
In summary, Experiment 1 showed that the natural travel
condition produced longer residence and giving-up times than 
the artificial travel conditions. But maybe that was due to 
a poor stimulus control. Experiment 2 revealed that by 
pressing on the retractable levers, rats made shorter 
residence and giving-up times than by pressing on the 
standard levers. Sometimes, but not in systematic way, 
natural travel conditions produced longer residence and 
giving-up times than the reset-probabilities. However, in 
the natural travel with obstacles, rats produced the longest 
residence and giving-up time durations. The natural travel 
with obstacles demanded from rats more energy than any other 
travel requirement.
Conclusions
1. This dissertation examined the utilization of operant 
techniques to the study of foraging behavior in the 
laboratory.
2. As expected, artificial travel times varied inversely 
with reset-probabilities.
3. In Experiment 1 rats made longer artificial travel times 
than in Experiment 2. This result indicated that in 
Experiment 1 the stimulus control functioned differently 
from Experiment 2. In Experiment 1 lights sometimes failed 
to control the rats' switching, with the result that rats 
switched from the right to the left before they reset the 
patch. Thus, changeover produced long artificial times and 
caused the functions relating reset-probabilities to travel
times to be steep.
4. Experiment 2, eliminated the premature changeover. Thus, 
the function relating reset-probabilities to travel times 
was similar across conditions.
5. Experiments 1 and 2 showed that the residence and giving- 
up times generally increased as a function of the travel 
condition.
6. With some exceptions rats made the longest residence and 
giving-up times when they had to run in the natural 
condition or when rats had to respond to the .025 reset- 
probability.
7. Experiments 1 and 2 found that as the number of available 
pellets in the patch increased the giving-up times 
increased. The richer the patch was the longer rats 
persevered in the patch. Rats did not leave the patch when 
their rate of pellets intake decreased below the average 
provided by the environment. Often, rats obtained all the 
available pellets and still persevered in the patch.
8. Experiments 1 and 2 indicated that the quality of the 
patch interacted with the travel requirement to control the 
residence and giving-up times. When rats depleted the patch 
in 8 pellets, and they had to run in the natural condition 
or to respond to the .025 reset-probability, rats produced 
the longest residence and giving-up times.
9. Experiment 1 showed that residence and giving-up times in 
the natural travel were not equivalent to residence and
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giving-up times produced by artificial travel reguirements, 
but Experiment 2 showed much less of an effect.
10. By making more difficult the natural condition for the 
rats, I found that maybe a difference between the natural 
condition and the artificial requirements. Rats responding 
to natural travel with obstacles made the longest residence 
and giving-up times. The natural travel with obstacles had 
more of an effect on residence and giving-up times than any 
other travel requirement. That is, natural travel with 
obstacles demanded from rats more energy than any other 
travel requirement. In the natural travel with obstacles, 
rats persevered a long time in the patch.
11. Experiments 1 and 2 demonstrated that by using operant 
techniques, it is possible to compare in the same 
experimental situation natural travel with artificial travel 
requirements. The operant chamber can be modified to 
include natural travel in the laboratory. To determine if 
natural and artificial travel requirements produced the same 
effects on the forager's behavior, we must evaluate them 
within the same experimental situation. To predict that 
natural travel and artificial travel requirements control 
the utilization of the patch in similar way, we must 
demonstrate empirically that they do not differ from each 
other.
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Figure 1. The experimental situation, the bottom panel 
shows the set-up for artificial travel conditions.
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Figure 3. The BWMs of travel time (Y-axis) against the 
reset-probabilities on the right lever (logarithmic X-axis) 
for the depleted in 1-, 2-, and 8-prey conditions. The left- 
hand panels show results of Experiment 1, and the right-hand 
panels results of Experiment 2. The subjects are indicated 
by different symbols.
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Figure 4. The arithmetic means of residence and giving-up 
times (Y-axes) against the number of available pellets in 
the patch (X-axis). The filled sguares indicate the 
residence times produced by artificial travel requirements. 
The empty squares represent residence times produced by the 
natural travel condition. The filled triangles symbolize the 
giving-up times produced by the artificial travel 
conditions. The asterisks represent the giving-up times 
produced by the natural travel condition. The bottom 
panel shows the data averaged across subjects.
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Figure 5. For subject A-101, the left-hand panels show the 
residence and giving-up times (logarithmic Y-axes) against 
the travel times (logarithmic X-axis). The natural travel 
results are enclosed in boxes. The right-hand panels show 
the regression lines for residence and giving-up times. The 
logarithmic values of residence and giving-up times (Y-axes) 
are plotted against those of travel times (X-axis). The 
filled squares indicate residence times, and filled 
triangles giving-up times. The coefficients al (Y- 
intercept), and a2 (slope) are included near each regression 
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Figure 6. For subject A-104, the left-hand panels show the 
residence and giving-up times (logarithmic Y-axes) against 
the travel times (logarithmic X-axis). The natural travel 
results are enclosed in boxes. The right-hand panels show 
the regression lines for residence and giving-up times. The 
logarithmic values of residence and giving-up times (Y-axes) 
are plotted against those of travel times (X-axis). The 
filled squares indicate residence times, and filled 
triangles giving-up times. The coefficients al (Y- 
intercept), and a2 (slope) are included near each regression 
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Figure 7. For subject A-123, the left-hand panels show the 
residence and giving-up times (logarithmic Y-axes) against 
the travel times (logarithmic X-axis). The natural travel 
results are enclosed in boxes. The right-hand panels show 
the regression lines for residence and giving-up times. The 
logarithmic values of residence and giving-up times (Y-axes) 
are plotted against those of travel times (X-axis). The 
filled squares indicate residence times, and filled 
triangles giving-up times. The coefficients al (Y- 
intercept), and a2 (slope) are included near each regression 
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Figure 8. For subject A-230, the left-hand panels show the 
residence and giving-up times (logarithmic Y-axes) against 
the travel times (logarithmic X-axis). The natural travel 
results are enclosed in boxes. The right-hand panels show 
the regression lines for residence and giving-up times. The 
logarithmic values of residence and giving-up times (Y-axes) 
are plotted against those of travel times (X-axis). The 
filled squares indicate residence times, and filled 
triangles giving-up times. The coefficients al (Y- 
intercept), and a2 (slope) are included near each regression 
line. Results from the natural travel condition are not 
included.
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Figure 9. The logarithmic residuals of residence and 
giving-up time for natural travel divided by the standard 
errors of residence and giving-up time estimated for 
artificial travel reguirements (Y-axes) against the number 
of available pellets per visit (X-axis). The Y-axis shows 
the number of standard error units that residence and 
giving-up time deviated from estimates based on the 
regression analysis. The filled squares indicate residence 
times, the triangles giving-up times, the empty squares re­
determinations of residence time, and the Xs re­
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Figure 10. The arithmetic means of residence and giving-up 
times (Y-axes) against the number of available pellets in 
the patch (X-axis). The filled squares indicate the 
residence times produced by artificial travel requirements. 
The empty squares represent residence times produced by the 
natural travel condition. The filled triangles symbolize the 
giving-up times produced by the artificial travel 
conditions. The asterisks represent the giving-up times 
produced by the natural travel condition. The Xs indicate 
residence and giving-up times produced by natural travel 
with obstacles. The right-hand bottom panel shows the data 
averaged across subjects.
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Figure 11. For subject C-l, the left-hand panels show the 
residence and giving-up times (logarithmic Y-axes) against 
the travel times (logarithmic X-axis). The natural travel 
results are enclosed in boxes. The right-hand panels show 
the regression lines for residence and giving-up times. The 
logarithmic values of residence and giving-up times (Y-axes) 
are plotted against those of travel times (X-axis). The 
filled squares indicate residence times, and filled 
triangles giving-up times. The coefficients al (Y- 
intercept), and a2 (slope) are included near each regression 
line. Results from the natural travel condition are not 
included.
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Figure 12. For subject C-2, the left-hand panels show the 
residence and giving-up times (logarithmic Y-axes) against 
the travel times (logarithmic X-axis). The natural travel 
results are enclosed in boxes. The right-hand panels show 
the regression lines for residence and giving-up times. The 
logarithmic values of residence and giving-up times (Y-axes) 
are plotted against those of travel times (X-axis). The 
filled squares indicate residence times, and filled 
triangles giving-up times. The coefficients al (Y- 
intercept), and a2 (slope) are included near each regression 
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Figure 13. For subject C-3, the left-hand panels show the 
residence and giving-up times (logarithmic Y-axes) against 
the travel times (logarithmic X-axis). The natural travel 
results are enclosed in boxes. The right-hand panels show 
the regression lines for residence and giving-up times. The 
logarithmic values of residence and giving-up times (Y-axes) 
are plotted against those of travel times (X-axis). The 
filled squares indicate residence times, and filled 
triangles giving-up times. The coefficients al (Y- 
intercept), and a2 (slope) are included near each regression 
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Figure 14. For subject C-4, the left-hand panels show the 
residence and giving-up tines (logarithmic Y-axes) against 
the travel times (logarithmic X-axis). The natural travel 
results are enclosed in boxes. The right-hand panels show 
the regression lines for residence and giving-up times. The 
logarithmic values of residence and giving-up times (Y-axes) 
are plotted against those of travel times (X-axis). The 
filled squares indicate residence times, and filled 
triangles giving-up times. The coefficients al (Y- 
intercept), and a2 (slope) are included near each regression 
line. Results from the natural travel condition are not 
included.
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Figure 15. For subject C-5, the left-hand panels show the 
residence and giving-up times (logarithmic Y-axes) against 
the travel times (logarithmic X-axis). The natural travel 
results are enclosed in boxes. The right-hand panels show 
the regression lines for residence and giving-up times. The 
logarithmic values of residence and giving-up times (Y-axes) 
are plotted against those of travel times (X-axis). The 
filled squares indicate residence times, and filled 
triangles giving-up times. The coefficients al (Y- 
intercept), and a2 (slope) are included near each regression 
line. Results from the natural travel condition are not 
included.
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Figure 16. The logarithmic residuals of residence and 
giving-up time for natural travel divided by the standard 
errors of residence and giving-up time estimated for 
artificial travel reguirements (Y-axes) against the number 
of available pellets per visit (X-axis). The Y-axis shows 
the number of standard error units that residence and 
giving-up time deviated from estimates based on the 
regression analysis. The filled squares indicate residence 
times, the triangles giving-up times, the empty squares re­
determinations of residence time, and the X re­
determinations of giving-up time. The results of natural 
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Figure 17. In the right-hand graphs, for Experiment 1 the 
group means of residence time, giving-up time, and average 
rate of capture (Y-axes) are plotted against the group mean 
of travel time (X-axis). The filled sguares represent the 
group means of residence time, the triangles the group means 
of giving-up time, and the asterisks the group means of the 
average rate of capture. Natural travel results are enclosed 
in boxes. In the left-hand panels, the group means of 
residence time, giving-up time, and average rate of capture 
(Y-axes) are plotted against the probability on the right 
lever (X-axis) to facilitate comparisons between natural 
travel and artificial travel requirements.
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Figure 18. In the right-hand graphs, for Experiment 2 the 
group means of residence time, giving-up time, and average 
rate of capture (Y-axes) are plotted against the group mean 
of travel time (X-axis). The filled squares represent the 
group means of residence time, the triangles the group means 
of giving-up time, and the asterisks the group means of the 
average rate of capture. Natural travel results are enclosed 
in boxes. In the left-hand panels, the group means of 
residence time, giving-up time, and average rate of capture 
(Y-axes) are plotted against the probability on the right 
lever (X-axis) to facilitate comparisons between natural 
travel and artificial travel requirements.
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Table 1 Patch depleted In one prey Initial probability on left lever -  10 















NT 1 00 12272 1068 6 78 93% 1 10
0 1 0 36 49 4 23 0 31 96% 2 14
0 06 36 93 4 48 0 30 98% 3 16
0 26 1242 4 4 6 0 1 6 99% 4 16
NT* 1 00 66 96 9 36 63 6 99% 6 16
0 026 36 32 6 1 2 0 40 99% 6 16
* 02 6 1 1 1 2 4 6 6 0 46 99% 7 10
1 00 66 4 3 91 031 98% 6 10
** 1 00 6 6 8 3 3 3 0 1 9 62% 9 11
NT 1 00 65 02 33 02 22 39 98% 1 10
0 10 24 56 6 71 2 37 98% 2 14
0 06 64 37 10 08 57 7 96°', 3 16
0 26 10 66 4 61 1 67 99% 4 16
NT* 1 00 26 60 11.73 7 94 100% 6 16
0 026 66 23 1247 6 98 99% 6 16
• 0 25 8 52 52 7 2 3 4 100% 7 10
1 00 4 44 3 78 0 3 0 98% 8 10
•* 1 00 4 49 3 95 0 34 50% 9 11
NT 1 00 43 01 1004 661 98% 1 10
0 10 16 62 6 0 0 2 0 0 99% 2 14
00 6 27 93 9 4 0 1 97 97% 3 16
0 26 9 62 6 96 1 47 100% 4 16
NT* 1 00 16 93 6 39 2 63 100% 6 16
0 026 57 86 80 3 30 4 100% 6 16
* 0 26 8 74 4 80 1 46 100% 7 10
1 00 6 86 4 13 1 17 100% 8 10
*• 1 00 6 32 4 46 1 06 63% 9 11
NT 1 00 22 63 10 17 6 32 99% 1 10
0 1 0 21 68 6 09 0 4 0 99% 2 1 4
006 44 60 6 9 4 0 7 7 97% 3 16
0 26 1500 6 26 0 27 100% 4 16
NT* 1 00 14 71 7 72 2 2 9 100% 6 16
0 026 41 12 7 0 4 1 44 94% 6 16
• 0 26 11 04 6 42 0 9 0 100% 7 10
1 00 6 36 6 18 0 71 99% 8 10
• • 1 00 5 1 4 4 99 0 26 64% 9 11
^^nerm lriaRons^Ne^evenrorTr^^wenri^^^n^ierrto^^
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1 00 64 8 4 26 2 6 8 97% 1 10
0 26 6 09 4 2 2 2 6 7 94% 2 10
0 1 0 11 69 39 7 2 2 2 96% 3 10
0 06 1611 4 4 2 2 3 9 98% 4 10
NT 1 00 26 38 13 92 10 67 100% 6 10
• 00 6 20 67 42 9 1 41 100% 6 10
• 0 1 0 12.92 4 74 2 6 3 98% 7 10
NT* 1 00 21 34 68 4 4 66 100% 8 10
0026 43 38 463 2 7 3 100% 9 10
1 00 4.47 286 1 68 91% 1 10
0 26 8 27 4 39 2 28 100% 2 10
0 10 26 94 48 2 23 2 100% 3 10
006 68 02 65 0 36 0 100% 4 10
NT 1.00 20 22 136 9 7.32 1 00% 6 10
• 0 0 6 61 18 69 6 2 9 3 100% 6 10
• 0 1 0 1777 6 60 26 2 97% 7 10
NT* 1 00 16 67 7 68 43 6 100% 8 10
0 025 83 1 0 6 87 4 0 9 100% 9 10
1 00 6 0 9 28 3 1.66 96% 1 10
02 6 82 0 3.42 1 91 97% 2 10
0 1 0 11 32 386 2 6 0 98% 3 10
00 6 26 18 6 64 4.13 100% 4 10
NT 1 00 17.11 7.10 3 9 3 98% 6 10
• 00 6 26 36 4 02 24 6 100% 6 10
• 0 1 0 137 0 441 26 6 100% 7 10
NT* 1 00 16 06 6 1 7 30 9 100% 8 10
0026 68 14 6.09 4 1 3 100% 9 10
1 00 666 0 81 0 48 69% 1 10
0 2 6 7 6 6 0  97 0  63 70% 2 10
0 1 0 1388 4 97 28 6 96% 3 10
00 6 24 26 7 1 0 4 47 96% 4 10
NT 1 00 13 87 79 8 4 12 97% 6 10
* 00 6 24 26 604 26 8 100% 6 10
• 0 1 0 12 49 39 2 1 73 100% 7 10
NT* 1 00 14 87 4 63 1 98 100% 8 10
0 026 41 99 66 6 3 3 2 97% 9 10
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Table 3 . Patch depleted in eight pr»leys, initial probability on left lever = 10
TCoBABiliTy BB6uAftE-dfei<MTEB BEAte
















1 00 4 60 30 26 604 79°* 1 10
010 11 54 20 79 577 67°. 2 10
026 5 38 24 61 565 83% 3 10
006 24 83 30 29 740 88% 4 10
NT 1 00 17 79 44 78 17 39 91% 5 10
* 010 9 34 28 24 5.53 77% 6 10
* 006 1466 36 99 709 91% 7 10
NT* 1 00 1334 37 22 1048 91% 8 10
1 00 6 37 18 57 300 63% 1 10
010 31 09 1804 538 55% 2 10
0 26 4 81 21 88 1283 80% 3 10
006 94 29 3204 1038 95% 4 10
NT 1 00 20 50 32 08 1241 86% 5 10
* 010 13 28 2567 693 76% 6 10
NT* 1 00 42 90 120 40 4810 87% 8 10
1 00 706 27 99 5 85 71% 1 10
010 1873 16 97 4 41 56% 2 10
026 13 37 19 91 5 33 79% 3 10
006 30 55 21 02 6 62 77% 4 10
NT 1 00 1649 28 87 810 88% 5 10
* 010 1423 21 87 542 82% 6 10
* 006 24 38 26 35 694 86% 7 10
NT* 1 00 1356 2811 799 91% 8 10
1 00 640 14 03 276 48% 1 10
010 11 15 1047 2 01 36% 2 10
0 25 6 87 917 1 83 42% 3 10
005 14 79 1388 4 01 59% 4 10
NT 1 00 1331 27 75 657 97% 5 10
* 010 8 71 1278 277 49% 6 10
* 0.06 17 76 2020 449 68% 7 10
NT* 1.00 1475 30 39 6.34 84% 8 10
' Re-determinations. **A-230 sick (condition 7 miss)
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Table 4 Patch depleted In one prey. Initial p ro b a b ly  on left le ve r- 10 . retractable levers
PROBABILITY BISOUARE WEIGHTED MEANS
ON TRAVEL RESIDENCE GIVING CAPTURE





* he  -determ inafionr"
1 00 6 1 3 1 42 1 37 100% 1 10
NT 1 00 36 64 17 17 13 66 100% 2 16
0 10 1 66 4 406 0 7 3 100% 3 10
NT* 1 00 27 66 60 6 1 63 100% 4 16
• 0 1 0 31 19 6 22 3 21 100% 6 19
00 6 1 60 6 324 0 42 100% 6 10
0 026 28 39 60 0 1 90 100% 7 10
1 00 6 47 1 06 1.06 100% 1 10
NT 1 00 26.57 2.34 2 3 2 100% 2 18
0 10 9 61 3 32 0 4 0 99% 3 10
NT" 1 00 16 17 2 6 2 0 3 9 100% 4 16
* 0 1 0 20 24 3 00 0 74 99% 6 19
00 6 16.92 31 3 0 3 7 99% 6 10
0 026 23 06 334 03 7 100% 7 10
1 00 6 17 0 6 9 0 8 7 100% 1 10
NT 1 00 1 9 1 9 1 06 1 06 100% 2 18
0 1 0 90 6 266 03 3 100% 3 10
NT* 1 00 16 91 4 08 0 9 6 100% 4 16
• 0 1 0 19 00 366 061 100% 6 19
0 06 11 02 3 59 02 3 96% 6 10
0 026 17 73 3 31 0 1 2 100% 7 10
1 00 4 99 036 03 3 100% 1 10
NT 1 00 1 7 81 20 6 2 0 3 100% 2 18
0 1 0 11 69 3 46 061 96% 3 10
NT* 1 00 14 31 664 3 00 100% 4 15
* 0 1 0 18 26 3 96 1 39 100% 6 19
00 6 18 36 4 41 1.60 100% 6 10
0026 63 47 606 291 100% 7 10
1 00 106 9 1 30 1.26 100% 1 10
NT 1 00 46 03 6 66 6 86 100% 2 16
0 1 0 20 91 7 73 1 77 100% 3 10
NT* 1 00 23 27 1024 39 3 100% 4 16
* 0 1 0 261 3 766 3.97 100% 6 19
0.06 19 46 46 4 1 30 100% 6 10
0026 26 94 6 0 9 1 66 100% 7 10
's n o  6 r jn r 'o ’ nn n two r ' e>yv p 'o n a fy ■'Ty on 10*1 iever - * 0 (10 0 vp n *- o ' 6? rev** CTqfj'O 9vOr*
B IS O U A h e  W H G ^ n  M L A ^ S
0 \ TRAVEL RESIDENCE GIVING CAPTURE
SuB JE C T COND.TiO N R ig h t  l EVER t im e TIME u p  t im e  a c c u r a c v ORDER S E S S O N S
C-1 o i o 12 71 4 4 2 2  24 97% 1 10
0 1 0 1 2 1 0 3 1 2 0 8 5 96% 2 22
0 0 6 14  79 2 8 2 0 5 3 99% 3 15
0 0 2 5 20 92 2 4 7 0  41 97% 4 10
. . NT 1 00 1 6 4 5 4 9 4 2 8 5 100% 5 1 G
•* • 0 025 2B 51 3 6 9 1 70 1 0 0 % £ 13
*• V 1 00 1 9 9 2 2 8 2 * 93 100% 7 7
• • * 0  025 X  68 4 87 1 93 99% 8 9
C 2 0  10 1 0 3 3 1 85 1 2 8 95% 1 1 0
• 0 1 0 i o n 4 1 0 2 6 4 99% 2 22
0 0 6 1 ? 9 4 3 37 1 25 99% 3 15
C 025 20 36 2 6 4 0  74 99% 4 • Q
• • \ T 4 X 1 6 3 5 4  14 2 3 3 1 0 0 % 5
• • • 0 026 25 67 4 5 3 2 8 4 100% 6 *3
*• V * X 17 24 2 9 9 * 22 ’ X % 7 7
0  '026 32 26 3 6 3 1 80 1Q0% e 9
C 3 01G 7 73 2 9 5 1 2 0 96% 1 * c
• 0 1 0 51 48 9  76 8 9 5 96% 2 22
0 05 55 04 1 0 4'„ 6 8 2 95% 3 *5
1 _2:: 1 0 8 6 2 * 3 0  4? 56% 4
N ' 12 50 3 84 * 96 90%
:  026 * 8 2 2 2 7 i :  b? 90% 0 • ?
• ' N T * 1 X 14 53 3 3 6 • 24 100% 7 7
* • • 0 025 1 0 2 9 2 5 9 0 6 4 100% B 5
C 4 0 * " 12 60 4 5? 2 9 2 97% • :
? * ' 1 3 2 ? 3 93 ’  77 96% 2 7?
0  06 15 73 4 1 5 ppc. 99% 3 *5
0 0 2 5 27 26 4 2 5 2 5 6 99% 4 1 O'
• • V i  X 1 7 44 6 9 5 4 B ^ ‘ 00% 5 •c
0 026 47 47 1 2 3 3 * 0 1 2 1 0 0 % 5 *3
V * * OC 10OC 5 1 7 2 9 5 100% 7 7
. . * 0 0 2 6 52 36 1 6 8 4 14 19 100% 8 9
C £ 0  1 c e x 3 9 7 1 72 99% 1 C
0 1 0 a  76 3 1 7 0  78 99% 2 7?
0 06 23  96 8 0 2 5 6 6 100% 3 * 5
0 026 47 97 6 8 7 3  73 1 00% 4
• • V ‘  X 21 54 4 51 2 3 2 ‘ 00% 5
» * 0 0 2 5 25 78 3 5 8 1 X 99% 6 1 3
• • N T* 1 X 24 61 2  74 1 92 100% 7 7
• • • 0 0 2 5 2 B 2 3 5 3 6 2 3 4 99% 8 9
^H^jeTe'mInat!on?“^*con3ucte<^nn^n^HR^xpenmen^8Ftenfl^G5l0t0cHr^TgE^e^n?on3ffio^
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Table 6 Patch depleted In eight preys. Initial probabilltyon left lever *  1 0 (to 0 In steps o f . 12 6 ) retractable levers












0 1 0 14 00 36 64 8 8 6 84% 1 10
NT 1 00 2201 40.60 11.63 94% 2 10
* 0 1 0 126 6 34 94 92 2 87% 3 12
0 0 6 14.96 28 44 7.24 88% 4 10
0.026 26 21 34 18 8.12 96% 6 10
NT* 1 00 16 64 34 10 9 1 3 96% 6 10
NT w/obst 1.00 69.22 38 29 1 64 9 97% 7 11
0.10 14.63 2 61 9 7.63 88% 1 10
NT 1 00 20 66 1957 4.66 92% 2 10
• 0 10 11 62 23 67 6 97 88% 3 12
0 06 16.16 24 26 6.19 94% 4 10
0.025 26 69 26 74 7.01 97% 5 10
NT* 1 00 2 01 3 25 74 6.13 97% 6 10
NT w  obst 1 00 69.98 62 83 38.44 94% 7 11
0 1 0 10 89 29 66 6 86 82% 1 10
NT 1 00 17 27 33.99 9 1 0 98% 2 10
* 0 1 0 8 6 4 2691 4 93 91% 3 12
0 0 6 10 81 27 14 6.48 92% 4 10
0 026 14 67 28 21 6 0 0 96% 6 10
NT* 1 00 18.66 3210 7.87 97% 6 10
NT w o b s t 1 00 74.08 80 76 6238 96% 7 11
0 1 0 21 60 48 36 16 30 88% 1 10
NT 1 00 21.28 41 60 1 1 1 8 93% 2 10
* 0 1 0 1 9 1 9 41.36 14 27 93% 3 12
0 06 19.62 46 68 16 69 94% 4 10
0 026 39 67 61 93 18 08 99% 6 10
NT* 1 00 26 36 46 46 14 28 91% 6 10
NT w  obst 1.00 4237 63 43 1 63 8 91% 7 11
0 1 0 16 64 28 57 74 3 87% 1 10
NT 1 00 23 4 28 88 6 75 89% 2 10
• 0 1 0 1 61 7 24 13 6 23 80% 3 12
0 06 17 37 26 58 6 48 86% 4 10
0 026 24 97 26.28 6.59 86% 5 10
NT* 1.00 23.01 30.43 6 52 90% 6 10
NT w/obst 1 00 68.93 66.37 33.14 94% 7 11
*Re determinations
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Figure Al, Experiment 1, shows clusters selected from 
conditions in which the patch provided 8 pellets. This 
condition was selected from the exploratory data analysis to 
show the typical performance of rats responding on standard 
levers. The giving-up times (logarithmic Y-axis) are 
plotted against the travel times (logarithmic X-axis). The 
first and last sessions are indicated by arrows. The 
legends (bottom) indicate the subjects' number. Figure Al 
illustrates that giving-up times varied proportionally to 
travel times. For travel times the range of variation was 
approximately from 10 to 38 seconds. For giving-up times 
the range was approximately from 3 to 10 seconds. However, 
A-104 in the natural condition produced giving-up times of 
about 80 seconds. Occasionally, giving-up times changed 
from one session to another and stood out of range in one or 
two sessions (see left-hand middle panel). There were 
conditions in which giving-up times stood out of range in 
the last three sessions (see left-hand top and middle panels 
and right-hand bottom panel in Figure Al).
Figure A2, Experiment 2, shows clusters from conditions 
in which the patch was depleted in two pellets. This 
condition was selected from the exploratory data analysis to 
show the typical performance of rats responding on 
retractable levers. The arithmetic means of giving-up time 
(logarithmic Y-axis) are plotted against those of travel 
time (logarithmic X-axis). The first and last sessions are 
indicated with arrows. Figure A2 illustrates that travel 
and giving-up times generally did not vary in a wide range. 
For giving-up times the range was approximately from .2 to 3 
seconds. For travel times, the range was approximately from 
13 to 20 seconds. Usually, when travel times stood out of 
range, the first and last responses were located within the 
same range. Giving-up times rarely stood out of range.
Based on observations of these clusters, I decided to 
include all sessions into the analysis, rather than to 
include only the last three sessions of each condition.
To compare travel times produced by reset-probabilities 
with those produced by natural travel, in Figures A3 to A7, 
the BWMs of travel time (logarithmic Y-axis) are plotted 
against the probability on the right lever (logarithmic X- 
axis). With the exception of Figure A7 that shows results 
for one rat, each Figure shows results for two rats. The 
natural travel results are enclosed in boxes.
In general, Figures A3 to A7 show that travel durations 
for the .10 reset-probability were close to travel durations 
for the natural condition without obstacles. Travel 
durations for .25 and 1.0 reset-probabilities were shorter 
than those rats made by running the long distance without 
obstacles. However, rats responding to the .05 and .025 
reset-probabilities, usually made longer travel durations 
than those they produced by running in the natural condition 
without obstacles. However, the natural travel with
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obstacles produced the longest travel durations (see bottom 
panels of Figures A5 to A7).
In Experiments 1 and 2, for each condition the 
variability in travel, residence, and giving-up times was 
estimated. The MAD was added to or subtracted from the BWM 
values, to represent with two values the range of 
variability in these measurements. The BWM plus its MAD was 
called the BWM* value. The BWM minus its MAD was called the 
BWM'value. In Tables B19 to B24 (Appendix B) the BWMs 
appear in the center columns. The numbers to the right and 
left are BWM* and BWM'values. The BWM, BWM*, and BWM' 
values were utilized to determine areas in the plot in which 
travel, residence, and giving-up times overlapped. Figures 
A21 to A38 show the BWM, BWM*, and BWM" values for travel, 
residence, and giving-up times. In each group of points the 
middle point represents the BWM (X and Y coordinates).
Points around the BWM represent the variability expressed in 
BWM* and BWM' values. The open sguares indicate results 
with natural travel. Different reset-probabilities were 
indicated by different symbols.
Figures A21 to A26 show that travel times produced by 
low reset-probabilities overlapped travel times caused by 
natural travel. Residence and giving-up times produced by 
natural travel fell within the range of residence and 
giving-up times caused by low reset-probabilities, but see 
A-104 (Figures A21-A26). In Figures A27 to A29, residence 
times (Y-axis) are plotted against giving-up times (X-axis). 
Overlap was again observed. Natural travel produced values 
on both measurements that fell within the range of times 
produced by low reset-probabilities. However, there were 
some instances in which overlapping between points of 
natural and artificial requirements was not observed. 
Sometimes residence and giving-up times for natural travel 
were out of range, did not overlap with artificial results. 
Often subjects A-104, A-230, and A-123 in the natural 
condition, produced longer residence and giving-up times 
than in the artificial conditions (see Figures A27 to A29). 
Residence times varied less than giving-up times (rectangles 
wider than high in Figures A27-A29).
In Experiment 2, when the patch was depleted in 1 
pellet (Figure A30), low reset-probabilities on the right 
produced travel times that overlapped those generated by 
natural travel at the high end of the range. When the patch 
was depleted in 2 pellets (Figure A31) travel times produced 
by low probabilities were generally longer than those 
produced by natural travel. Generally, travel times 
produced by the natural requirement fell between those 
caused by reset-probabilities of.05 and .025. With 
exception of subject C-3, when the patch was depleted in 8 
pellets (Figure A32) always travel times produced by the 
natural condition fell between those caused by reset- 
probabilities of .05 and .025. The longest travel times
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were produced by natural travel with obstacles. Except for 
C-l in one condition (Figure A36), low reset-probabilities 
produced residence and giving-up tines sinilar to those 
caused by the natural travel reguirement (Figures A36-A38). 
That is, residence and giving-up times produced by natural 
travel fell within the range of residence and giving-up 
times caused by low reset-probabilities. However, natural 
travel with obstacles produced the longest residence and 
giving-up times (Figure A38). Residence times varied less 
than giving-up times (most rectangles wider than high in 
Figures A36-A38). The natural travel with obstacles 
produced giving-up times that varied over a relatively wide 
range (Figure A38).
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Figure Al. Clusters selected from conditions in which the 
patch was depleted in 8 pellets. This condition was 
selected from the exploratory data analysis to show the 
typical performance of rats responding on standard levers. 
The giving-up times (logarithmic Y-axis) are plotted against 
the travel times (logarithmic X-axis). The first and last 
sessions are indicated by arrows. The legends (bottom) 
indicate the subjects' number.
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Figure A2. Clusters selected from conditions in which the 
patch was depleted in two pellets. This condition was 
selected from the exploratory data analysis to show the 
typical performance of rats responding on retractable 
levers. The arithmetic means of giving-up time (logarithmic 
Y-axis) are plotted against those of travel time 
(logarithmic X-axis). The first and last sessions are 
indicated with arrows. The legends (bottom) indicate the 
subjects' number.
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Figure A3. The BWMs of travel time (logarithmic Y-axis) 
plotted against the probability on the right lever 
(logarithmic X-axis). The left-hand panels show results 
subject A-101, and the right-hand panels for A-104. The 
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Figure A4. The BWMs of travel time (logarithmic Y-axis) 
plotted against the probability on the right lever 
(logarithmic X-axis). The left-hand panels show results 
subject A—123, and the right-hand panels for A-230. The 
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Figure A5. The BWMs of travel time (logarithmic Y-axis) are 
plotted against the probability on the right lever 
(logarithmic X-axis). The left-hand panels show results for 
subject C-l, and the right-hand panels for C-2. The natural 
travel results with and without obstacles are enclosed in 
boxes.
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Figure A6. The BWMs of travel time (logarithmic Y-axis) are 
plotted against the probability on the right lever 
(logarithmic X-axis). The left-hand panels show results for 
subject C-3, and the right-hand panels for C-4. The natural 
travel results with and without obstacles are enclosed in 
boxes.
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Figure A7. The BWMs of travel time (logarithmic Y-axis) are 
plotted against the probability on the right lever 
(logarithmic X-axis). The panels show results for subject 
C-5. The natural travel results with and without obstacles 
are enclosed in boxes.
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Figure A8. The group means of travel times (Y-axis) is 
plotted against the reset-probability on the right lever (X- 
axis). The filled squares represent the group means of 
artificial travel times for Experiment 1, and the triangles 
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Figure A21. For the depleted in 1-prey condition, the BWM, 
BWM*, and BWM" values for residence time and travel time 
were used to construct this figure. The residence times (Y- 
axis) are plotted against travel times (X-axis). In each 
group of points the middle point represents the BWMs of 
these variables on the X and Y axes. Points around the BWM 
represent variability expressed in BWM* and BWM" values.
Each panel show results for one subject. The open squares 
indicate results with natural travel. The reset- 
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Figure A22. For the depleted in 2-prey condition, the BWM, 
BWM*, and BWM* values for residence time and travel time 
were used to construct this figure. The residence times (Y- 
axis) are plotted against travel times (X-axis). In each 
group of points the middle point represents the BWMs of 
these variables on the X and Y axes. Points around the BWM 
represent variability expressed in BWM* and BWM* values.
Each panel show results for one subject. The open squares 
indicate results with natural travel. The reset- 


















Figure A23. For the depleted in 8-prey condition, the BWM, 
BWM*, and BWM" values for residence time and travel time 
were used to construct this figure. The residence times (Y- 
axis) are plotted against travel times (X-axis). In each 
group of points the middle point represents the BWMs of 
these variables on the X and Y axes. Points around the BWM 
represent variability expressed in BWM* and BWM" values.
Each panel show results for one subject. The open squares 
indicate results with natural travel. The reset- 



















Figure A24. For the depleted in 1-prey condition, the BWM, 
BWM*, and BWM" values for giving-up time and travel time 
were used to construct this figure. The giving-up times (Y- 
axis) are plotted against travel times (X-axis). In each 
group of points the middle point represents the BWMs of 
these variables on the X and Y axes. Points around the BWM 
represent variability expressed in BWM* and BWM" values.
Each panel show results for one subject. The open squares 
indicate results with natural travel. The reset- 
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Figure A25. For the depleted in 2-prey condition, the BWM, 
BWM*, and BWM' values for giving-up time and travel time 
were used to construct this figure. The giving-up times (Y- 
axis) are plotted against travel times (X-axis). In each 
group of points the middle point represents the BWMs of 
these variables on the X and Y axes. Points around the BWM 
represent variability expressed in BWM* and BWM' values.
Each panel show results for one subject. The open squares 
indicate results with natural travel. The reset- 



































Figure A26. For the depleted in 8-prey condition, the BWM, 
BWM*, and BWM' values for giving-up time and travel time 
were used to construct this figure. The giving-up times (Y- 
axis) are plotted against travel times (X-axis). In each 
group of points the middle point represents the BWMs of 
these variables on the X and Y axes. Points around the BWM 
represent variability expressed in BWM* and BWM' values.
Each panel show results for one subject. The open squares 
indicate results with natural travel. The reset- 
probabilities are indicated by different symbols.
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Figure A27. For the depleted in 1-prey condition, the BWM, 
BWM*, and BWM' values for residence time and giving-up time 
were used to construct this figure. The residence times (Y- 
axis) are plotted against giving-up times (X-axis). In each 
group of points the middle point represents the BWMs of 
these variables on the X and Y axes. Points around the BWM 
represent variability expressed in BWM* and BWM' values.
Each panel show results for one subject. The open sguares 
indicate results with natural travel. The reset- 
probabilities are indicated by different symbols.
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Figure A28. For the depleted in 2-prey condition, the BWM, 
BWM*, and BWM' values for residence time and giving-up time 
were used to construct this figure. The residence times (Y- 
axis) are plotted against giving-up times (X-axis). In each 
group of points the middle point represents the BWMs of 
these variables on the X and Y axes. Points around the BWM 
represent variability expressed in BWM* and BWM* values.
Each panel show results for one subject. The open squares 
indicate results with natural travel. The reset- 
probabilities are indicated by different symbols.
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Figure A29. For the depleted in 8-prey condition, the BWM, 
BWM*, and BWM" values for residence time and giving-up time 
were used to construct this figure. The residence times (Y- 
axis) are plotted against giving-up times (X-axis). In each 
group of points the middle point represents the BWMs of 
these variables on the X and Y axes. Points around the BWM 
represent variability expressed in BWM* and BWM" values.
Each panel show results for one subject. The open squares 
indicate results with natural travel. The reset- 
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Figure A30. For the depleted in 1-prey condition, the BWM, 
BWM*, and BWM' values for residence time and travel time 
were used to construct this figure. The residence times (Y- 
axis) are plotted against travel times (X-axis). In each 
group of points the middle point represents the BWMs of 
these variables on the X and Y axes. Points around the BWM 
represent variability expressed in BWM* and BWM' values.
Each panel show results for one subject. The open sguares 
indicate results with natural travel. The reset- 
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Figure A31. For the depleted in 2-prey condition, the BWM, 
BWM*, and BWM' values for residence time and travel time 
were used to construct this figure. The residence times (Y- 
axis) are plotted against travel times (X-axis). In each 
group of points the middle point represents the BWMs of 
these variables on the X and Y axes. Points around the BWM 
represent variability expressed in BWM* and BWM" values.
Each panel show results for one subject. The open squares 
indicate results with natural travel. The reset- 
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Figure A32. For the depleted in 8-prey condition, the BWM, 
BWM*, and BWM' values for residence time and travel time 
were used to construct this figure. The residence times (Y- 
axis) are plotted against travel times (X-axis). In each 
group of points the middle point represents the BWMs of 
these variables on the X and Y axes. Points around the BWM 
represent variability expressed in BWM* and BWM' values.
Each panel show results for one subject. The open squares 
indicate results with natural travel. The reset- 
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Figure A33. For the depleted in 1-prey condition, the BWM, 
BWM*, and BWM' values for giving-up time and travel time 
were used to construct this figure. The giving-up times (Y- 
axis) are plotted against travel times (X-axis). In each 
group of points the middle point represents the BWMs of 
these variables on the X and Y axes. Points around the BWM 
represent variability expressed in BWM* and BWM' values.
Each panel show results for one subject. The open sguares 
indicate results with natural travel. The reset- 
















C - l  L= .  10 RETRACTABLE
139





m•M TRAVEL TIME m TRAVEL TIME








mi -9™ J = ----------1--------« -
i f c j









Figure A34. For the depleted in 2-prey condition, the BWM, 
BWM*, and BWM" values for giving-up time and travel time 
were used to construct this figure. The giving-up times (Y- 
axis) are plotted against travel times (X-axis). In each 
group of points the middle point represents the BWMs of 
these variables on the X and Y axes. Points around the BWM 
represent variability expressed in BWM* and BWM" values.
Each panel show results for one subject. The open squares 
indicate results with natural travel. The reset- 






















L - l . 0 - D .  5  R E T R A C T A B L E
TRAVEL TIME 






TRAVEL TIME TRAVEL TIMEI —■<







Figure A35. For the depleted in 8-prey condition, the BWM, 
BWM*, and BWM' values for giving-up time and travel time 
were used to construct this figure. The giving-up times (Y- 
axis) are plotted against travel times (X-axis). In each 
group of points the middle point represents the BWMs of 
these variables on the X and Y axes. Points around the BWM 
represent variability expressed in BWM* and BWM' values.
Each panel show results for one subject. The open squares 
indicate results with natural travel. The reset- 
probabilities are indicated by different symbols.
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Figure A36. For the depleted in 1-prey condition, the BWM, 
BWM*, and BWM' values for residence time and giving-up time 
were used to construct this figure. The residence times (Y- 
axis) are plotted against giving-up times (X-axis). In each 
group of points the middle point represents the BWMs of 
these variables on the X and Y axes. Points around the BWM 
represent variability expressed in BWM* and BWM' values.
Each panel show results for one subject. The open sguares 
indicate results with natural travel. The reset- 
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Figure A37. For the depleted in 2-prey condition, the BWM, 
BWM*, and BWM* values for residence time and giving-up time 
were used to construct this figure. The residence times (¥- 
axis) are plotted against giving-up times (X-axis). In each 
group of points the middle point represents the BWMs of 
these variables on the X and Y axes. Points around the BWM 
represent variability expressed in BWM* and BWM* values.
Each panel show results for one subject. The open sguares 
indicate results with natural travel. The reset- 
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Figure A38. For the depleted in 8-prey condition, the BWM, 
BWM*, and BWM' values for residence time and giving-up time 
were used to construct this figure. The residence times (Y- 
axis) are plotted against giving-up times (X-axis). In each 
group of points the middle point represents the BWMs of 
these variables on the X and Y axes. Points around the BWM 
represent variability expressed in BWM* and BWM~ values.
Each panel show results for one subject. The open squares 
indicate results with natural travel. The reset- 
probabilities are indicated by different symbols.
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Figure A39. The means of residence time, giving-up time, 
and average rate of capture (Y-axes) are plotted against the 
probability on the right lever (X-axis). The filled squares 
represent the means of residence time, the triangles the 
means of giving-up time, and the asterisks the means of the 
average rate of capture. Natural travel results are enclosed 
in boxes. The left-hand graphs show results for subject A- 
101, and the right-hand panels results for subject A-104.
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Figure A40. The means of residence time, giving-up time, 
and average rate of capture (Y-axes) are plotted against the 
probability on the right lever (X-axis). The filled squares 
represent the means of residence time, the triangles the 
means of giving-up time, and the asterisks the means of the 
average rate of capture. Natural travel results are enclosed 
in boxes. The left-hand graphs show results for subject A- 
123, and the right-hand panels for subject A-230.
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Figure A41. The means of residence time, giving-up time, 
and average rate of capture (Y-axes) are plotted against the 
probability on the right lever (X-axis). The filled squares 
represent the means of residence time, the triangles the 
means of giving-up time, and the asterisks the means of the 
average rate of capture. Natural travel results with and 
without obstacles are enclosed in boxes. The left-hand 
graphs show results for subject C-l, and the right-hand 
panels results for subject C-2.
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Figure A42. The means of residence time, giving-up time, 
and average rate of capture (Y-axes) are plotted against the 
probability on the right lever (X-axis). The filled squares 
represent the means of residence time, the triangles the 
means of giving-up time, and the asterisks the means of the 
average rate of capture. Natural travel results with and 
without obstacles are enclosed in boxes. The left-hand 
graphs show results for subject C-3, and the right-hand 
panels results for C-4.
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Figure A43. For subject C-5, the means of residence time, 
giving-up time, and average rate of capture (Y-axes) are 
plotted against the probability on the right lever (X-axis). 
The filled squares represent the means of residence time, 
the triangles the means of giving-up time, and the asterisks 
the means of the average rate of capture. Natural travel 
results with and without obstacles are enclosed in boxes.
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Table A34. Experiment 1, patch depleted in one prey.
A-104 Linear Equation n =  7 al = 3.849
a2 = 0.022
X y x * y x~ 2 y calc % error
36.32 5.12 185.96 1319.14 4.66 0.09
36.93 4.48 165.45 1363.82 4.67 -0.04
36.49 4.23 154.35 1331.52 4.66 0.10
12.42 4.46 55.39 154.26 4.13 0.07
11.12 4.66 51.82 123.65 4.10 0.12
6.64 3.91 25.96 44.09 4.00 0.02
5.58 3.33 18.58 31.14 3.97 -0.19
145.50 30.19 657.51 4367.62
A 230 Linear Equation n = 7
X y x*y x~2 y calc % error
68.23 12.47 850.83 4655.33 12.09 0.03
54.37 10.08 548.05 2956.10 10.31 -0.02
24.55 5.71 140.18 60270 6.48 -0.13
10.65 4.51 48.03 113.42 4.69 -0.04
8.52 5.27 44.90 7259 4.42 0.16
4.44 3.78 16.78 19.71 3.89 -0.03
4.49 3.95 17.74 20.16 3.90 0.01
175.25 45.77 1666.51 8440.02
A-101 Linear Equation n = 7
X y x * y x ~ 2 y calc % error
57.85 8.03 464.54 3346.62 9.34 -0.16
27.93 9.40 26254 780.08 7.09 0.25
15.82 8 .0 0 126.S6 250.27 6.18 0.23
9.52 5.95 56.64 90.63 5.70 0.04
8.74 4.80 41.95 76.39 5.64 -0.18
5.86 4.13 24.20 34.34 5.43 -0.31
5.32 4.45 23.67 28.30 5.39 -0 .2 1
131.04 44.76 1 0 0 0 .1 1 4606.64
II£• II>Q T.
A-123 Linear Equation n = 7
X y * * y x~ 2 y calc % error
41.12 7.04 289.48 1690.85 6.90 0 .0 2
44.60 6.94 309.52 1989.16 7.09 -0 .0 2
21.58 6.09 131.42 465.70 5.89 0.03
15.00 5.25 78.75 225.00 5.55 -0.06
11.04 5.42 59.84 1 2 1 .8 8 5.34 0 .0 1
6.35 5.18 3289 40.32 5.10 0 .0 2
5.14 4.99 25.65 26.42 5.04 -0 .0 1
144.83 40.91 927.56 4559.33









•Note: TT = travel time, RES= residence time.
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A  104 Linear Equation n = 7
logx logy x*y A  ^x 2 y calc %  error
1.56 0.71 111 2.43 0.67 0.05
1.57 0.65 1.02 2.46 0.67 0.03
1.56 0.63 0.98 2.44 0.67 0.07
1.09 0.65 0.71 1.20 0.62. 0.05
1.05 0.67 0.70 1.09 0.61 0.08
0.82 0.59 0.49 0.68 0.59 0.01
0.75 0.52 0.39 0.56 0.58 0.11
8.40 4.42 5.39 10.86
• IV =  TT. D V =  RES T, L = .10
A  230 Linear Equation n = 7
logx logy x*y x ~ 2 y calc %  error
1.83 1.10 2.01 3.36 1.03 0.06
1.74 1.00 1.74 3.01 0.99 0.01
1.39 0.76 1.05 1.93 0.86 0.13
1.03 0.65 0.67 1.06 0.71 0.09
0.93 0.72 0.67 0.87 0.68 0.06
0.65 0.58 0.37 0.42 0.56 0.02
0.65 0.60 0.39 0.43 0.57 0.05
8.22 5.41 6.91 11.07
* IV = T T , D V =  RES T, L = .10
A  101 Linear Equation n = 7
logx logy x*y A  ryx 2 y calc %  error
1.76 0.90 1.59 3.11 1.00 0.10
1.45 0.97 1.41 2.09 0.89 0.08
1.20 0.90 1.08 1.44 0.81 0.10
0.98 0.77 0.76 0.96 0.74 0.04
0.94 0.68 0.64 0.89 0.73 0.07
0.77 0.62 0.47 0.59 0.67 0.09
0.73 0.65 0.47 0.53 0.66 0.01
7.82 5.50 6.43 9.60
* IV =  TT, D V =  RES T, L = 1.0
A  123 Linear Equation n = 7
logx logy x*y x ~ 2 y calc %  error
1.61 0.85 1.37 2.61 0.83 0.02
1.65 0.84 1.39 2.72 0.84 0.01
1.33 0.78 1.05 1.78 0.79 0.00
1.18 0.72 0.85 1.38 0.76 -0.06
1.04 0.73 0.77 1.09 0.74 0.01
0.80 0.71 0.57 0.64 0.70 0.02
0.71 0.70 0.50 0.51 0.69 0.02

















*IV = TT, D V =  RES T, L=.1Q
_rable^ 35^ Ex£erjmentLj>atcjMie£l^
A-104 Linear Equation n =  7
X y x*y x ~ 2 y calc %  error
43.38 4.63 200.85 1881.82 4.63 0.00
16.11 4.42 71.21 259.53 4.36 0.01
20.57 4.2,9 88.25 423.12 4.40 0.03
11.69 3.97 46.41 136.66 4.31 -0.09
12.92 4.74 61.24 166.93 4.32 0.09
6.09 4.22 25.70 37.09 4.26 0.01
5.48 4.26 23.34 30.03 4.25 0.00
116.24 30.53 517.00 2935.18
A  230 Linear Equation n = 7
X y x*y x 2 y calc ¥o error
83.10 6.87 570.90 6905.61 7.11 0.03
58.02 6.50 377.13 3366.32 6.11 0.06
61.18 5.95 364.02 3742.99 6.24 -0.05
25.94 4.82 125.03 672.88 4.83 -0.00
17.77 5.50 97.74 315.77 4.50 0.18
8.27 4.39 36.31 68.39 4.12 0.06
4.47 2.85 12.74 19.98 3.97 0.39
258.75 36.88 1583.86 15091.95
A  101 Linear Equation n = 7
X y x*y x ~ 2 y calc %  error
58.14 6.09 354.07 3380.26 6.33 -0.04
26.18 5.54 145.04 685.39 4.57 0.17
26.36 4.02 105.97 694.85 4.58 -0.14
11.32 3.86 43.70 128.14 3.75 0.03
13.70 4.41 60.42 187.69 3.89 0.12
8.20 3.42 28.04 67.24 3.58 0.05
6.09 2.83 17.23 37.09 3.47 -0.23
149.99 30.17 754.47 5180.66
A  123 Linear Equation n = 7
X y x*y x ~ 2 y calc %  error
41.99 5.65 237.24 1763.16 7.30 -0.29
24.26 7.10 172.25 588.55 4.85 0.32
24.25 5.04 122.22 588.06 4.85 0.04
13.88 4.97 68.98 192.65 3.42 0.31
12.49 3.92 48.96 156.00 3.22 0.18
7.55 0.97 7.32 57.00 2.54 1.62
5.66 0.81 4.58 3Z04 Z28 1.81

















*Note: T T = travel t im e ,R E S T  = re»idenc< time.
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T|ibl<^33^Uo2tinji«d2;_BW M ^v«hi€iJran5form«dJoJo£arithm i£jianiberJ_
A-104 L inear Equation n = 7 a l =
a2 =
logx logy x*y T T " y calc %  error
1.64 0.67 1.09 2.68 0.66 0.01
1.21 0.65 0.78 1.46 0.64 0.00
1.31 0.63 0.83 1.72 0.65 0.02
1.07 0.60 0.64 1.14 0.64 0.06
1.11 O.og 0.75 1.2.3 0.64 0.06
0.78 0.63 0.49 0.62 0.63 0.00
0.74 0.63 0.46 0.55 0.62 0.01
7.86 4.47 5.05 9.40
II>• D V =  RES T, L = 1.0- D.5
A-230 Linear Equation n = 7
logx logy x*y x " 2 y calc %  error
1.92 0.84 1.61 3.68 0.84 0.01
1.76 0.81 1.43 3.11 0.80 0.01
1.79 0.77 1.38 3.19 0.81 0.04
1.41 0.68 0.97 2.00 0.71 0.04
1.25 0.74 0.93 1.56 0.67 0.09
0.92 0.64 0.59 0.84 0.59 0.09
0.65 0.45 0.30 0.42 0.52 0.14
9.70 4.95 7.20 14.81
• IV  = TT, D V =  RES T, L = 1.0 D.5
A-101 Linear Equation n = 7
logx logy x*y x ~ 2 y calc %  error
1.76 0.78 1.38 3.11 0.79 0.01
1.42 0.74 1.05 2.01 0.68 0.08
1.42 0.60 0.86 2.02 0.69 0.13
1.05 0.59 0.62 1.11 0.57 0.02
1.14 0.64 0.73 1.29 0.60 0.07
0.91 0.53 0.49 0.84 0.53 0.01
0.78 0.45 0.35 0.62 0.49 0.08
8.49 4.35 5.49 1 1 .0 0
* IV =  TT, D V =  RES T, L = l . f r  D.5
A-123 Linear Equation n = 7
logx logy x*y x ~ 2 y calc %  error
1.62 0.75 1.22 2.63 0.98 0.31
1.38 0.85 1.18 1.92 0.72 0.15
1.38 0.70 0.97 1.92 0.72 0.03
1.14 0.70 0.80 1.31 0.46 0.34
1.10 0.59 0.65 1.20 0.41 0.31
0.88 0.01 0.01 0.77 0.17 13.59
0.75 0.09 -0.07 0.57 0.03 1.32
8.26 3.49 4.74 10.31









Table A36. Experiment 1, patch depleted in tight pity.
A  104 Linear Equation n = 0
X y x*y x ~ 2 y calc %  e rro
24.83 30.20 75110 616.53 31.47 0.04
14.66 36.00 54127 214.02 20.10 0.21
11.54 20.70 230.02 133.17 28.40 0.37
0.34 28.24 263.76 87.24 28.00 0.01
5.38 24.61 132.40 28.04 27.11 0.10
4.50 30.26 136.17 20.25 26.02 0.11
70.25 171.18 2066.62 1101.05
A  230 Linear Equation n = 5
X y x*y x ~ 2 y calc %  error
04.20 32.04 3021.05 8800.60 30.86 0.04
31.00 18.04 560.86 066.50 23.37 0.3O
13.28 25.67 340.00 176.36 21.26 0.17
4.81 21.88 105.24 23.14 20.26 0.07
6.37 18.57 118.20 40.58 20.45 0.10
140.84 116.20 4146.35 10007.26
A  101 Linear Equation n = 6
X y x*y x ~ 2 y calc %  error
30.55 21.02 642.16 033.30 20.81 0.01
24.38 26.35 642.41 504.38 21.57 0.18
18.73 16.07 317.85 350.81 22.27 0.31
14.23 21.87 311.21 202.40 22.82 0.04
13.37 10.01 266.20 178.76 22.03 0.15
7.06 27.00 107.61 40.84 23.71 0.15
108.32 134.11 2377.44 2300.50
A  123 Linear Equation n = 6
X y x»y x ~ 2 y ca lc %  error
14.70 13.88 205.20 218.74 15.77 0.14
17.76 20.20 358.75 315.42 17.50 0.13
11.15 10.47 116.74 124.32 13.55 0.29
8.71 12.78 111.31 75.86 12.05 0.06
6.87 0.17 63.00 47.20 10.93 0.19
6.40 14.03 80.70 40.06 10.64 0.24
65.68 80.53 044.88 822.51
• |V  =  TT, D V =  RES T, L = 1.0--D.125
al = 25.007
a 2 = 0.224






•Note: T T = trave l tiaie, RES T  = reaidence time.
Table A36 (continued). BWM values transform ed to logarithmic numbers.
A  104 L inear Equation n = 6 a l =
a2 =
logx logy x*y x ~ 2 y calc %  error
1.39 1.48 2.07 1.95 1.48 0.00
1.17 1.57 1.83 1.36 1.46 0.07
1.06 1.32 1.40 1.13 1.45 0.10
0.97 1.45 1.41 0.94 1.45 0.00
0.73 1.39 1.02 0.53 1.43 0.03
0.65 1.48 0.97 0.43 1.42 004
5.98 8.69 8.69 6.34
• IV  = TT, D V  = RES T, L = 1.0 D 125
A  230 Linear Equation n = 5
logx logy x*y x ~ 2 y calc %  error
1.97 1.51 2.97 3.90 1.44 0.04
1.49 1.26 1.88 2.23 1.39 0.10
1.12 1.41 1.58 1.26 1.35 0.05
0.68 1.34 0.91 0.47 1.30 0.03
0.80 1.27 1.02 065 1.31 0.03
6.08 6.78 8.37 8.50
• |V =  TT, D V =  RES T, L = 1.0 D = .125
A-101 Linear Equation n = 6
logx logy x*y
fS<K y calc %  error
1.49 1.32 1.96 2.21 1.31 0.01
1.39 1.42 1.97 1.92 1.32 0.07
1.27 1.23 1.56 1.62 1.34 009
1.15 1.34 1.55 1.33 1.35 0.01
1.13 1.30 1.46 1.27 1.35 0.04
0.85 1.45 1.23 0.72 1.39 0.04
7.27 8.06 9.74 9.07
* IV =  TT, D V =  RES T, L = 1.0--D = .125
A-123 Linear Equation n = 6
logx logy x*y x ~ 2 y calc %  error
1.17 1.14 1.34 1.37 1.18 0.03
1.25 1.31 1.63 1.56 1.21 0.07
1.05 1.02 1.07 1.10 1.13 0.11
0.94 1.11 1.04 0.88 1.09 0.02
0.84 0.96 0.81 0.70 1.04 0.08
0.81 1.15 0.92 0.65 1.03 0.10
6.05 6.68 6.81 6.26









iTablej^ J7^ Bi£erimcnMJdneverde£leledmon^ £re£_^ _^ ^^ ^^ ^^ _^_^ ^^  ^
A 104 Linear Equation n =  7 al = 0.257
a2 = 0.002
X y x'y x ~ 2 y calc % error
36.32 0.40 14.53 1319.14 0.34 0.16
36.93 0.30 11.08 1363.82 0.34 0.13
36.49 0.31 11.31 1331.52 0.34 0.09
12.42 0.16 1.99 154.26 0.28 0.78
11.12 0.45 5.00 123.65 0.28 0.37
6.64 0.31 2.06 44.09 0.27 0.12
5.58 0.19 1.06 31.14 0.27 -0.42
145.50 Z12 47.03 4367.62
•IV =  TT, DV= GUT.
A 230 Linear Equation
X y x'y x~2 y calc % error
68.23 6.98 476.25 4655.33 7.02 -0.01
54.37 5.77 313.71 2956.10 5.67 0.02
24.55 2.37 58.18 602.70 2.78 -0.17
10.65 1.67 17.79 113.42 1.43 0.15
8.52 2.34 19.94 72.59 1.22 0.48
4.44 0.30 1.33 19.71 0.82 -1.74
4.49 0.34 1.53 20.16 0.83 -1.44
175.25 19.77 888.72 8440.02
*IV =  TT, D V= GUT.
A-101 Linear Equation n = 7
X y x'y x~2 y calc % error
57.85 3.04 175.86 3346.62 3.08 -0.01
27.93 1.97 55.02 780.08 Z05 -0.04
15.82 2.00 31.64 250.27 1.64 0.18
9.52 1.47 13.99 90.63 1.42 0.03
8.74 1.46 1Z76 76.39 1.40 0.04
5.86 1.17 6.86 34.34 1.30 -0.11
5.32 1.06 5.64 28.30 1.28 -0.21
131.04 1Z17 301.78 4606.64
•IV =  TT, DV= GUT.
A-123 Linear Equation n = 7
X y x'y xA 2 y calc % error
41.12 1.44 59.21 1690.85 0.99 0.31
44.60 0.77 34.34 1989.16 1.04 -0.35
21.58 0.40 8.63 465.70 0.69 -0.73
15.00 0.27 4.05 225.00 0.59 -1.19
11.04 0.90 9.94 121.88 0.53 0.41
6.35 0.71 4.51 40.32 0.46 0.36
5.14 0.25 1.29 26.42 0.44 -0.76
144.83 4.74 121.97 4559.33












*1V= TT, D V -G U T .
Note: TT= travel time, GUT=giving-up time.
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a lA 104 Linear Equation n = 7
logx logy x'y x~ 2 y calc % error
1.56 0.40 0.62 243 -0.48 -0.21
1.57 0.52 0.82 246 0.48 0.08
1.56 0.51 0.79 244 0.48 0.06
1.09 0.80 -0.87 1.20 0.56 0.29
1.05 0.35 0.36 1.00 0.57 0.64
0.82 0.51 0.42 0.68 0.61 0.20
0.75 -0.72 0.54 0.56 0.62 0.14
8.40 3.80 -4.43 10.86
• IV = TT, D V= GUT, LL = .10
A-230 Linear Equation n = 7
logx >ogy x'y x " 2 y calc % error
1.83 0.84 1.55 3.36 0.90 0.07
1.74 0.76 1.32 3.01 0.80 0.05
1.39 0.37 0.52 1.93 0.45 0.19
1.03 0.22 0.23 1.06 0.08 0.66
0.93 0.37 0.34 0.87 0.02 1.06
0.65 0.52 0.34 0.42 -0.31 0.40
0.65 -0.47 -0.31 0.43 -0.31 0.34
8.22 1.58 3.32 11.07
IV = TT, D V= GUT, LL= .10
A-101 Linear Equation n = 7
logx logy x'y x~ 2 y calc % error
1.76 0.48 0.85 3.11 0.48 0.01
1.45 0.29 0.43 209 0.35 -0.18
1.20 0.30 0.36 1.44 0.25 0.18
0.98 0.17 0.16 0.96 0.16 0.05
0.94 0.16 0.15 0.89 0.14 0.13
0.77 0.07 0.05 0.59 0.07 -0.07
0.73 0.03 0.02 0.53 0.06 -1.22
7.82 1.50 203 9.60
• IV =  TT, D V= GUT, UL=.10
A-123 Linear Equation n - 7
logx logy x'y x~ 2 y calc % error
1.61 0.16 0.26 261 -0.08 1.50
1.65 -0.11 -0.19 272 -0.07 0.42
1.33 -0.40 -0.53 1.78 -0.19 0.52
1.18 -0.57 -0.67 1.38 -0.25 0.56
1.04 -0.05 0.05 1.09 -0.30 5.62
0.80 0.15 -0.12 0.64 -0.40 -1.67
0.71 -0.60 -0.43 0.51 -0.43 0.28
8.33 -1.72 -1.73 10.73
a l ■
a2 -
a l = 
a2 =
a l - 
a2 -










A  104 Linear Equation n = 7
X y x*y x ~ 2 y calc %  error
43.38 2.73 118.43 1881.82 2.37 0.13
16.11 2.39 38.50 259.53 236 0.01
20.57 1.41 29.00 423.12 2.36 0.68
11.60 2.2.2 25.95 136.66 2.36 0.06
12.02 2.53 32.69 166.93 2.36 0.07
6.00 2.57 15.65 37.09 2.36 0.08
5.48 2.68 14.69 30.03 2.36 0.12
116.24 16.53 274.91 2935.18
•!V =  TT, D V =  G U T
A -230 Linear Equation n = 7
X y x’ y x ~ 2 y calc %  error
83.10 4.00 339.88 6905.61 3.92 0.04
58.02 3.50 203.07 3366.32 3.30 0.06
61.18 2.93 179.26 3742.99 3.38 0.15
25.04 2.32 60.18 672.88 2.50 0.08
17.17 2.62 44.99 294.81 2.29 0.13
8.27 2.28 18.86 68.39 2.07 0.09
4.47 1.68 7.51 19.98 1.97 0.17
258.15 19.42 853.74 15070.99
* IV = T T , D V =  GUT.
A  101 Linear Equation n = 7
X y **y x ~ 2 y calc %  error
58.14 4.13 240.12 3380.26 4.41 0.07
26.18 4.13 108.12 685.39 2.96 0.28
26.36 2.46 64.85 694.85 2.97 0.21
11.32 2.50 28.30 128.14 2.29 0.08
13.70 2.55 34.94 187.69 2.40 0.06
8.20 1.91 15.66 67.24 215 0.12
6.09 1.56 9.50 37.09 2.05 0.32
149.99 19.24 501.48 5180.66
*1V= TT, D V =  GUT.
A  123 Linear Equation n = 7
X y x*y x " 2 y calc %  error
41.99 3.32 139.41 1763.16 4.27 -0.29
24.26 4.47 108.44 588.55 276 0.38
24.25 2.58 62.57 588.06 276 -0.07
13.88 2.86 39.70 192.65 1.88 0.34
12.49 1.73 21.61 156.00 1.76 -0.02
7.55 0.53 4.00 57.00 1.34 1.53
5.66 0.48 2.72 32.04 1.18 1.46

















•IV  =  TT, D V =  GUT.
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TibleAJS^ continuethjJJWMwlueitranjfor^
A-104 Linear Equation n = 7 al =
a2 =
logx logy x 'y x *  2 y calc %  error
1.64 0.44 0.71 2.68 0.33 0.25
1.21 0.38 0.46 1.46 0.36 0.05
1.31 0.15 0.20 1.72 0.35 1.35
1.07 0.35 0.37 1.14 0.37 0.06
1.11 0.40 0.45 1.23 0.37 0.09
0.78 0.41 0.32 0.62 0.39 0.05
0.74 0.43 0.32 0.55 0.39 0.08
7.86 2.55 2.82 9.40
*D V  = T1r, IV =  GUT, LL = 1.0- D  = .5
A  230 Linear Equation n = 7
logx logy x 'y x ~ 2 y calc %  error
1.02 0.61 1.17 3.68 0.56 0.09
1.76 0.54 0.96 3.11 0.52 0.04
1.79 0.47 0.83 3.19 0.53 0.13
1.41 0.37 0.52 2.00 0.43 0.19
1.23 0.42 0.52 1.52 0.39 0.07
0.92 0.36 0.33 0.84 0.31 0.13
0.65 0.23 0.15 0.42 0.25 -0.09
9.69 2.99 4.48 14.78
D V =  TT, IV  = GUT, LL = 1.0 D  = .5
A  101 Linear Equation n = 7
logx logy x 'y x ~ 2 y calc %  error
1.76 0.62 1.09 3.11 0.64 -0.04
1.42 0.62 0.87 2.01 0.50 0.19
1.42 0.39 0.56 2.02 0.50 0.28
1.05 0.40 0.42 1.11 0.35 0.12
1.14 0.41 0.46 1.29 0.38 0.06
0.91 0.28 0.26 0.84 0.29 0.04
0.78 0.19 0.15 0.62 0.24 -0.23
8.49 2.90 3.81 11.00
D V  = TT, IV  = G UT, LL = 1•0--D=.5
A-123 Linear Equation n = 7
logx logy x 'y x ~ 2 y calc %  error
1.62 0.52 0.85 2.63 0.74 0.41
1.38 0.65 0.90 1.92 0.47 0.28
1.38 0.41 0.57 1.92 0.47 -0.14
1.14 0.46 0.52 1.31 0.20 0.57
1.10 0.24 0.26 1.20 0.15 0.38
0.88 -0.28 0.24 0.77 0.10 0.64
0.75 0.32 0.24 0.57 -0.24 0.25









Table A39. Experiment 1, left lever depleted in tight prey.
A  104 Linear Equation n = 6
X y x 'y x ~ 2 y calc %  error
24.83 7.40 183.74 616.53 7.41 0.00
14.66 7.09 103.94 214.92 6.51 0.08
11.54 5.77 66.59 133.17 6.23 0.08
9.34 5.53 51.65 87.24 6.04 0.09
5.38 5.65 30.40 28.94 5.69 0.01
4.50 6.04 27.18 20.25 5.61 0.07
70.25 37.48 463.49 1101.05
♦IV  = TT, D V =  GUT.
A  230 Linear Equation n = 5
X y x^y x ~  2 y calc %  error
94.29 10.38 978.73 8890.60 9.59 0.08
31.09 5.38 167.26 966.59 7.74 0.44
13.28 6.93 92.03 176.36 7.21 0.04
4.81 12.83 61.71 23.14 6.97 0.46
6.37 3.00 19.11 40.58 7.01 1.34
149.84 38.52 1318.85 10097.26
* IV  = TT, D V =  G U T
A  101 Linear Equation n = 6
X y x 'y x ~ 2 y calc %  error
30.55 6.62 202.24 933.30 6.45 0.03
24.38 6.94 169.20 594.38 6.11 0.12
18.73 4.41 82.60 350.81 5.80 0.32
14.23 5.42 77.13 202.49 5.55 0.02
13.37 5.33 71.26 178.76 5.50 0.03
7.06 5.85 41.30 49.84 5.15 0.12
108.32 34.57 643.73 2309.59
A  123 Linear Equation n = 6
X y x 'y x ~ 2 y calc %  error
14.79 4.01 59.31 218.74 3.73 0.07
17.76 4.49 79.74 315.42 4.31 0.04
11.15 2.01 2141 124.32 3.02 0.50
8.71 2.77 24.13 75.86 154 0.08
6.87 1.83 1157 47.20 118 -0.19
6.40 176 17.66 40.96 109 0.24

















* IV =  IT ,  D V =  GUT, LL  = 1.0--D=.125
* Note: T T = trav e l time, G U T=giving-up time.
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Table A39 (continued), BWM value; tranaforined to logarithmic numbers.
A  104 L inear Equation n = 6 a l  =
a2 =
logx logy x 'y x ~ 2 y calc %  error
1.39 0.87 1.21 1.95 0.85 0.02
1.17 0.85 0.99 1.36 0.82 0.04
1.06 0.76 0.81 1.13 0.80 0.05
0.97 0.74 0.72 0.94 0.79 0.06
0.73 0.75 0.55 0.53 0.75 0.00
0.65 0.78 0.51 0.43 0.74 0.05
5.98 4.76 4.79 6.34
•D V =  TT, IV  = G UT, LL = 1 .0 -D  = .125
A  230 Linear Equation n = 5
logx logy x 'y x ~ 2 y calc %  error
1.97 1.02 2.01 3.90 0.91 0.11
1.49 0.73 1.09 2.23 0.86 0.18
1.12 0.84 0.94 1.26 0.83 0.02
0.68 1.11 0.76 0.47 0.78 0.29
0.80 0.48 0.38 0.65 0.79 0.66
6.08 4.17 5.18 8.50
• < II 3 D V  = GUT, LL = 1.0- D  = .125
A  101 Linear Equation n = 6
logx logy x 'y x ~ 2 y calc %  error
1.49 0.82 1.22 2.21 0.78 0.05
1.39 0.84 1.17 1.92 0.77 0.08
1.27 0.64 0.82 1.62 0.76 0.18
1.15 0.73 0.85 1.33 0.75 0.02
1.13 0.73 0.82 1.27 0.75 0.03
0.85 0.77 0.65 0.72 0.72 0.06
7.27 4.53 5.52 9.07£II>• D V =  G UT, LL = 1.0--D = .5
A  123 Linear Equation n = 6
logx logy x 'y
CN<X y calc %  error
1.17 0.60 0.71 1.37 0.55 0.08
1.25 0.65 0.81 1.56 0.60 0.07
1.05 0.30 0.32 1.10 0.48 0.57
0.94 0.44 0.42 0.88 0.41 0.08
0.84 0.26 0.22 0.70 0.34 -0.30
0.81 0.44 0.36 0.65 0.32 0.27
6.05 2.70 2.83 6.26









^Table^40^^xgcrim ent^^e tractab|eJeverS j^!ch^de£le tedm ^one^re^_^ 
C-l Linear Equation n =  5 al =
a2 =
X y x'y x~2 y calc % error
28.39 5.00 141.95 805.99 5.46 0.09
16.06 3.24 5203 257.92 3.27 -0.01
18.84 4.06 76.49 354.95 3.76 0.07
31.19 6.22 194.00 97282 5.96 0.04
6.13 1.42 8.70 37.58 1.50 0.06
100.61 19.94 473.18 2429.25
0 2 Linear Equation n = 5
X y x'y x~2 v calc % error
23.08 3.34 77.09 53269 3.52 0.05
15.92 3.13 49.83 253.45 287 0.08
9.51 3.32 31.57 90.44 229 0.31
20.24 3.00 60.72 409.66 3.26 0.09
5.47 1.06 5.80 29.92 1.92 -0.81
74.22 13.85 225.01 1316.15
0 3 Linear Equation n = 5
X y x'y x~2 y calc % error
17.73 3.31 58.69 314.35 3.68 -0.11
11.02 3.59 39.56 121.44 266 0.26
9.08 288 26.15 8245 236 0.18
19.00 3.66 69.54 361.00 3.87 0.06
5.17 0.89 4.60 26.73 1.77 0.99
6200 14.33 198.54 905.97
0 4 Linear Equation n = 5
X y x'y x~2 y calc % error
53.47 5.06 270.56 2859.04 5.68 -0.12
18.35 4.41 80.92 336.72 3.24 0.27
11.69 3.45 40.33 136.66 278 0.20
18.25 3.96 7227 333.06 3.23 0.18
4.99 0.35 1.75 24.90 231 5.60
106.75 17.23 465.83 3690.38
C 5 Linear Equation n = 5
X y x'y x~ 2 y calc % error
26.94 5.09 137.12 725.76 7.35 -0.44
19.45 4.64 90.25 378.30 4.93 4)06
20.91 7.73 161.63 437.23 5.40 0.30
25.13 7.86 197.52 631.52 6.77 0.14
10.89 1.30 14.16 118.59 216 -0.66
103.32 26.62 600.69 2291.40











* Note: TT = travel time, RES T = residence time.
_fable^4(^continued2jJJWN^aIuefnran£ormecnoJoga^^
C l Linear Equation n = 5 al =
a2 =
logx logy x*y x *  2 y calc % error
1.45 0.70 1.02 211 0.74 0.05
1.21 0.51 0.62 1.45 0.52 0.02
1.28 0.61 0.78 1.63 0.58 0.05
1.49 0.79 1.19 223 0.77 0.03
0.79 0.15 0.12 0.62 0.15 0.02
6.22 2.76 3.71 8.04
•IV =  TT, DV= RES T, L = .10 RETRACTABLE
C-2 Linear Equation n = 5
logx logy x*y x '  2 y calc % error
1.36 0.52 0.71 1.86 0.57 0.09
1.20 0.50 0.60 1.44 0.47 0.06
0.98 0.52 0.51 0.96 0.32 0.39
1.31 0.48 0.62 1.71 0.53 -0.12
0.74 0.03 0.02 0.54 0.15 -5.11
5.59 2.04 246 6.51
*IV =  TT, D V= RES T, L = .10, RETRACTABLE
C-3 Linear Equal:ion n = 5
logx logy x*y x~2 y calc % error
1.25 0.52 0.65 1.56 0.60 0.16
1.04 0.56 0.58 1.09 0.40 0.27
0.96 0.46 0.44 0.92 0.32 0.30
1.28 0.56 0.72 1.64 0.63 -0.12
0.71 0.05 0.04 0.51 0.09 2.70
5.24 205 235 5.71
•IV  = TT, D V = RES T, P = .10, RETRACTABLE
C-4 Linear Equation n = 5
logx logy x*y x~ 2 y calc % error
1.73 0.70 1.22 2.99 0.97 0.38
1.26 0.64 0.81 1.60 0.47 0.27
1.07 0.54 0.57 1.14 0.26 0.52
1.26 0.60 0.75 1.59 0.47 0.22
0.70 -0.46 -0.32 0.49 -0.14 0.69
6.02 2.03 3.04 7.80
•rv =  T f, D V =  RES T, L=.10, RETRACTABLE
C-5 Linear Equation n = 5
logx logy *'y x~2 y calc % error
1.43 0.71 1.01 205 0.90 -0.28
1.29 0.67 0.86 1.66 0.64 0.04
1.32 0.89 1.17 1.74 0.70 0.21
1.40 0.90 1.25 1.96 0.85 0.05
1.04 0.11 0.12 1.08 0.18 -0.57



















MV= TT, D V - RES T, L=.1Q, RETRACTABLE
Table A 41. Experiment 2  retractable levers, patch depleted in two prey.
T T " " s i T=^T! >5?
a ’  = 0.046
7 * ~ ^  y x * y ^ ~ ^  error
20.92 Z47 51.67 437.65 3.61 0.46
28.61 3.69 105.57 818.53 3.96 0.07
30.68 4.87 140.41 941.26 4.05 0.17
14.79 2.82 41.71 218.74 3.33 0.18
12.71 4.42 56.18 161.54 3.23 0.27
12.10 3.12 37.75 146.41 3.21 0.03
119.81 21.39 44229 2724.14
C 2 Linear Equation n = 6 al = 2594
a2 = 0.041
X y x*y x *  2 y calc % error
20.38 264 53.80 415.34 3.43 0.30
25.67 4.53 116.29 658.95 3.64 0.20
3226 3.63 117.10 1040.71 3.91 0.08
1294 3.37 43.61 167.44 3.12 0.07
10.33 1.85 19.11 106.71 3.02 0.63
10.11 4.10 41.45 10221 3.01 0.27
111.69 20.12 391.36 2491.37
C 3 Linear Equation n = 6 al = 0.246
a2 = 0.189
X y X.y x ~ 2 y calc % error
1885 213 40.15 355.32 3.31 0.55
18.22 271 49.38 331.97 3.19 0.18
18.29 259 47.37 334.52 3.21 0.24
55.04 10.40 57242 3029.40 10.14 0.02
7.73 295 2280 S9.75 1.21 0.59
51.48 9.76 50244 2650.19 9.47 0.03
169.61 30.54 1234.56 6761.16
C-4 Linear Equation n = 6 al = 0.575
a2 = 0.294
X y x'y x ~ 2  y calc % error
27.26 4.29 116.95 743.11 7.43 0.73
47.47 1233 585.31 2253.40 13.36 0.08
5236 16.84 881.74 2741.57 14.80 0.12
15.73 4.15 65.28 247.43 4.04 0.03
1260 4.52 56.95 1S876 3.12 0.31
13.22 3.93 51.95 174.77 3.31 0.16
168.64 46.06 175818 6319.04
C 5 Linear Equation n = 6
X y x'y x A 2 y calc % error
47.97 6.87 329.55 2301.12 7.15 0.04
25.78 3.58 9229 664.61 5.32 0.49
2823 5.38 151.88 796.93 5.52 0.03
23.98 802 19232 575.04 5.18 0.35
8.39 3.97 33.31 70.39 3.90 0.02
875 3.17 27.74 76.56 3.93 0.24
143.10 30.99 827.09 4484.66
m v = t t , d v = r e s  t , l =1.6-B.5, RETTUCTXBL'E
^RoteTT=tr3vSn!m eHREPT=re!!9enc^!im eT




logx logy x'y x v 5 y calc fyo error
1.32 0.39 0.52 1.74 0.55 0.40
1.46 0.57 0.83 212 0.57 0.01
1.49 0.69 1.02 221 0.58 0.16
1.17 0.45 0.53 1.37 0.52 -0.16
1.1ft 0.65 0.71 1.22 0.51 0.21
1.08 0.40 0.54 1.17 0 50 0.02
7.62 3.24 4.14 9.84
MV= TT, DV= RES T, L = 1.0-D.5, RETRACTABLE
C-2 Linear Equation n = 6 al = 0.182
a2 = 0.265
logx logy x*y x * T y calc % error
1.31 0.42 0.55 1.71 0.53 0.26
1.41 0.66 0.92 1.99 0.56 0.15
1.51 0.56 0.84 228 0.58 0.04
1.11 0.53 0.59 1.24 0.48 0.10
1.01 0.27 0.27 1.03 0.45 0.69
1.00 0*1 0.62 1.01 0.45 0.27
7.36 3.05 3.79 9.25
MV= TT, DV= RES T, L = 1.0-D.5, RETRACTABLE
0 3 Linear Equation n = 6 al = -0.479
a2 = 0.802
logx logy x^ y x~5 y calc % error
1.28 0.33 0.42 1.63 0.54 0.65
1.26 0.43 0.55 1.59 0.53 -0.23
1.26 0.41 0.52 1.59 0.53 0.29
1.74 1.02 1.77 3.03 0.92 0.10
0.89 0.47 0.42 0.79 0.23 0.50
1.71 0.99 1.69 293 0.89 0.10
8.14 3.65 5.37 11.56
•1V= TT, DV= RES T, L= 1.0-D.5, RETRACTABLE
C 4 Linear Equation n = 6 al = -0.444
a2 - 0.907
logx logy x*y x * 2 y calc % error
1.44 0.63 0.91 206 0.86 -0.36
1.68 1.09 1.83 281 1.08 0.01
1.72 1.23 211 295 1.11 0.09
1.20 0.62 0.74 1.43 0.64 0.04
1.10 0.66 0.72 1.21 0.55 0.15
1.12 0.59 0.67 1.26 0.57 0.04
8.25 4.82 6.97 11.73
MV= TT, DV= REST, L=
C-5 Linear Equation n = 6 al = 0.215
a2 = 0.364
logx logy x'y ’ x * 7 y calc % error
1.68 0.84 1.41 283 0.83 0.01
1.41 0.55 0.78 1.99 0.73 0.32
1.45 0.73 1.06 210 0.74 0.02
1.38 0.90 1.25 1.90 0.72 0.21
0.92 0.60 0.55 0.85 0.55 0.08
0.94 0.50 0.47 0.89 0.56 -0.11
7.79 4.13 5.52 10.57
II-22XII>aii
T^abl«^ A42^ Ex£erimentj2^ etracUbl<J<ver5j^
C l Linear Equation n = 4 a l =
a2 =
x________ y_______ x*y______ x ~ 2 _____ y calc %  error
26.21 34.18 895.86 686.96 33.59 0.02
14.95 28.44 425.18 223.50 33.21 0.17
14.00 35.54 497.56 196.00 3317 0.07
12.55 34.94 438.50 157.50 33.12 0.05
67.71 133.10 2257.09 1263.97
C-2 Linear Equation n = 4 al
a2
X y x*y x ~ 2 y calc %  error
26.59 26.74 711.02. 707.03 26.78 0.00
16.15 24.26 391.80 260.82 25.04 0.03
14.53 26.19 380.54 211.12 24.76 0.05
11.62 23.67 275.05 135.02 24.28 0.03
68.89 100.86 1758.40 1314.00
C 3 Linear Equation n = 4
X y * ‘ y x ~ 2  y calc %  error
14.57 28.21 411.02 212.28 28.57 0.01
10.81 27.14 293.38 116.86 27.88 0.03
10.89 29.55 321.80 118.59 27.89 0.06
8.64 26.91 232.50 74.65 27.47 0.02
44.91 111.81 1258.71 522.38
C 4 Linear Equation n = 4
X y * ’ y x ~ 2 y calc %  error
39.57 51.93 2054.87 1565.78 52.28 0.01
19.52 45.58 889.72 381.03 44.77 0.02
21.60 48.38 1045.01 466.56 45.55 0.06
19.19 41.35 793.51 368.26 44.65 0.08
99.88 187.24 4783.11 2781.63
C-5 Linear Equation n = 4 al =
a2 =
X y x‘ y x ~ 2 y calc %  error
24.97 25.28 631.24 623.50 25.56 0.01
17.37 25.58 444.32 301.72 25.95 0.01
16.54 28.57 472.55 273.57 25.99 0.09
15.17 24.13 366.05 230.13 26.06 -0.08
74.05 103.56 1914.17 1428.92
*1V = TT, D V= RES T, L = l.(yD.125, RETRACTABLE











Table A42 (continued). B W M  valuet tranitormed to logarithmic numberv
C l Linear Eqoation n = 4
logx logy x*y x ~ 2 y calc %  eiror
1.42 1.53 2.18 2.01 1.57 0.01
1.17 1 45 1.71 1.38 1.57 0.05
1.15 1.55 1.78 1.31 1.52 0.02
1.10 1.54 1.70 1.21 1.52 002
4.84 6.08 7.36 5.91
• IV  = TT, D V =  RES T, L = 1.0-D.125, R ETR A C TA B LE
C-2 Linear Equation n = 4
logx logy x*y x ~ 2 y calc %  error
1.42 1.43 2.03 2.03 1.43 0.00
1.21 1.38 1.67 1 46 1.40 0.01
1 16 1.42 1.65 1.35 1 39 0.02
1.07 1.37 1.46 1.13 1.38 0.01
4.86 5.60 6.82 5.98
• IV  = TT, D V =  RES T, L = l,OD.125, R E TR A C TA B LE
C 3 Linear Equation n = 4
logx logy x 'y x ~ 2 y calc %  error
1.16 1.45 1.69 1.35 1.46 0.00
1.03 1.43 1.48 1.07 1.45 0.01
1.04 1.47 1.53 1.08 1.45 0.02
0.94 1.43 1.34 0.88 1.44 0.01
4.17 5.78 6.03 4.37
• IV =  TT, D V =  RES T, L = 1.0-D.125, R E TR A C TA B LE
C-4 Linear Equation n = 4
logx logy x 'y x ~ 2 v calc %  error
1.60 1.72 2.74 2.55 1.72 0.00
1.29 1.66 2.14 1.67 1.65 0.01
1.33 1.68 2.25 1.78 1.66 0.02
1.28 1.62 2.07 1.65 1.65 0.02
5.51 6.68 9.20 7.64
• IV  = I T ,  D V =  RES T, L = 1 0-D.125, R ETR A C TA B LE
C 5 Linear Equation n = 4
logx logy x 'y x ~ 2 y calc %  error
1.40 1.40 1.96 1.95 1.41 0.00
1.24 1.41 1.75 1.54 1.41 0.00
1.22 1.46 1.77 1.48 1.41 0.03
1.18 1.38 1.63 1.39 1.41 0.02
5.04 5.65 7.11 6.37












^Tab|e^43^Jix£cnm ent^re tractaW HtverS jjratch^e£lctedin^ne>£ re ^
C l Linear Equation n =  5 al =
a2 =
x________y__________ x~2_____ ycalc % error
28.39 1.90 53.94 805.99 218 0.15
16.06 0.42 6.75 257.92 1.25 1.98
16.84 0.73 1229 283.59 1.31 0.79
31.19 3.21 100.12 97282 239 0.26
6.13 1.37 8.40 37.58 0.51 0.63
98.61 7.63 181.50 2357.89
C-2 Linear Equation n = 5
X y x*y x~ 2 y calc % error
23.08 0.37 8.54 53269 0.41 0.11
15.92 0.37 5.89 253.45 0.56 0.52
9.51 0.40 3.80 90.44 0.70 -0.75
20.24 0.74 14.98 409.66 0.47 0.36
5.47 1.05 5.74 29.92 0.78 0.25
74.22 293 38.96 1316.15
C-3 Linear Equation n = 5
X y x'y x~2 y calc % error
17.73 0.12 213 314.35 0.27 1.24
11.02 0.23 253 121.44 0.45 0.95
9.08 0.33 3.00 8245 0.50 0.52
19.00 0.51 9.69 361.00 0.23 0.54
5.17 0.87 4.50 26.73 0.61 0.30
6200 206 21.85 905.97
C-4 Linear Equation n - 5
X y x*y x~ 2 y calc % error
53.47 291 155.60 2859.04 3.03 0.04
18.35 1.60 29.36 336.72 1.26 0.21
11.69 0.81 9.47 136.66 0.92 -0.14
18.25 1.39 25.37 333.06 1.25 0.10
4.99 0.33 1.65 24.90 0.58 -0.77
106.75 7.04 221.44 3690.38
C-5 Linear Equation n = 5
X y x'y 1 M > y calc % error
26.94 1.55 41.76 725.76 251 -0.62
19.95 1.30 25.94 398.00 1.90 -0.46
20.91 1.77 37.01 437.23 1.99 -0.12
25.13 3.97 99.77 631.52 235 0.41
10.89 1.28 13.94 118.59 1.12 0.13
103.82 9.87 218.41 2311.10











'Note: TT= travel time, GUT=giving uptime.
T a b le ^4 3 ^co n tin u e d ^J iW V 1 ^a ^u e 8 ^ ra n 8 fo rm e d 2 o 2 o g a n th m ic jiu m b e riL ^
a l = 
a2 =
C l Linear Equation n = 5
logx logy x'y x *  2 y calc % error
1.45 0.28 0.41 211 0.18 0.35
1.21 -0.38 0.45 1.45 0.07 1.18
1.23 -0.14 -0.17 1.50 0.08 1.57
1.49 0.51 0.76 223 0.20 0.60
0.79 0.14 0.11 0.62 0.12 1.89
6.17 0.41 0.65 7.92
*IV =  TT, DV= GUT, L = .10 RETRACTABLE
C 2 Linear Equation n = 5
logx logy x'y x~  2 y calc % error
1.36 -0.43 -0.59 1.86 0.38 0.11
1.20 -0.43 -0.52 1.44 -0.31 0.28
0.98 0.40 0.39 0.96 -0.21 0.47
1.31 -0.13 -0.17 1.71 0.36 -1.75
0.74 0.02 0.02 0.54 -0.10 5.89
5.59 -1.37 1.65 6.51
*IV =  TT, DV= GUT, L = .10 RETRACTABLE
C-3 Linear Equation n = 5
logx logy x'y x~2 y calc % error
1.25 -0.92 -1.15 1.56 0.65 0.29
1.04 -0.64 0.67 1.09 -0.47 0.26
0.96 -0.48 -0.46 0.92 0.40 0.17
1.28 0.29 -0.37 1.64 0.68 -1.32
0.71 0.06 0.04 0.51 -0.19 -213
5.24 -239 269 5.71
•IV =  TT, DV= GUT, L=.101RETRACTABLE
C 4 Linear Equation n = 5
logx logy x'y x~2 y calc % error
1.73 0.46 0.80 299 0.54 0.16
1.26 0.20 0.26 1.60 0.10 0.49
1.07 -0.09 -0.10 1.14 0.08 0.13
1.26 0.14 0.18 1.59 0.10 0.29
0.70 -0.48 -0.34 0.49 -0.42 0.12
6.02 0.24 0.81 7.80
II> DV= GUT, L -1 0 RETRACTABLE
C-5 Linear Equation n = 5
logx logy x'y x '2 y calc % error
1.43 0.19 0.27 205 0.34 -0.79
1.30 0.11 0.15 1.69 0.25 -1.22
1.32 0.25 0.33 1.74 0.27 -0.08
1.40 0.60 0.84 1.96 0.32 0.46
1.04 0.11 0.11 1.08 0.08 0.28
6.49 1.26 1.70 8.52
a l = 
a2 =
a l = 
a2 =
a l = 
a2 =












*IV= TT, DV= GUT, L=.1Q RETRACTABLE
C -i Linear Eq uation n =
X y x'y x~ 2 y calc error
20.92 0.41 8.58 437.65 1.31 -218
28.61 1.70 48.64 818.53 1.54 0.09
30.68 1.93 59.21 941.26 1.60 0.17
14.79 0.53 7.84 218.74 1.12 -1.11
12.71 2.24 28.47 161.54 1.06 0.53
1210 0.85 10.20 146.41 1.04 -0.22
119.81 7.66 163.02 2724.14
C 2 Linear Equation n = 6
X y x'y x ~ 2 y calc % error
20.38 0.74 15.08 415.34 1.78 1.41
25.67 284 7290 658.95 1.86 0.35
3226 1.80 58.07 1040.71 1.95 0.08
1294 1.25 16.18 167.44 1.68 -0.34
10.33 1.28 13.22 106.71 1.64 0.28
10.11 264 26.69 10221 1.64 0.38
111.69 10.55 20214 2491.37
C-3 Linear Equation n = 6
X y x'y x '2 y calc &  error
18.85 0.42 7.92 355.32 1.48 252
18.22 0.82 14.94 331.97 1.37 -0.67
18.29 0.64 11.71 334.52 1.38 -1.16
55.04 6.82 375.37 3029.40 7.87 -0.15
7.73 1.20 9.28 59.75 -0.48 1.40
51.48 8.95 460.75 2650.19 7.24 0.19
169.61 18.85 879.96 6761.16
Linear Equation n = 6
X y x'y x~ 2 y calc % error
27.26 256 69.79 743.11 5.40 -1.11
47.47 10.12 480.40 2253.40 11.01 -0.09
5236 14.19 74299 2741.57 1237 0.13
15.73 225 35.39 247.43 220 0.02
1260 292 36.79 158.76 1.33 0.54
13.22 1.77 23.40 174.77 1.50 0.15
168.64 33.81 1388.75 6319.04
C-5 Linear Equation n — 6
X y x'y x~2 y calc error
47.97 3.73 178.93 2301.12 4.06 -0.09
25.78 1.32 34.03 664.61 271 1.05
28.23 234 66.06 796.93 286 -0.22
23.98 5.66 135.73 575.04 260 0.54
8.39 1.72 14.43 70.39 1.65 0.04
8.75 0.78 6.83 76.56 1.67 -1.15
143.10 15.55 436.00 4484.66
1£2L




a l - 
a2 =
a l = 
a2 =
a l = 
a2 =
‘ IV =  T T , B V = ___________________ ________















logx logy x'y x~5 y calc \  error
1.32 0.39 -0.51 1.74 0.04 1.11
1.46 0.23 0.34 212 0.10 0.55
1.49 0.29 0.42 221 0.12 0.59
1.17 0.28 032 1.37 0.02 0.92
1.10 0.33 0.39 1.22 0.05 1.14
1.08 0.07 0.08 1.17 0.06 0.16
7.62 0.13 0.24 9.84
•|V =  TT, I)V =  GUT, L = 1.0-D.5RETRACTABLE
C 2 Linear Equation n = 6 al = 0.109
a2 = 0.075
logx logy x'y x~2 y calc % error
1.31 -0.13 -0.17 1.71 0.21 2.58
1.41 0.45 0.64 1.99 0.21 0.53
1.51 0.26 0.39 2.28 0.22 0.13
1.11 0.10 0.11 1.24 0.19 0.98
1.01 0.11 0.11 1.03 0.18 -0.72
1.00 0.42 0.42 1.01 0.18 0.56
7.36 1.20 1.49 9.25
MV= TT, DV= GUT, L= 1.0-D.5 RETRACTABLE
C-3 Linear Equation n = 6 al = -1.576
a2 = 1.311
logx logy x'y x~5 y calc &  error
1.28 0.38 -0.48 1.63 0.10 1.25
1.26 0.09 -0.11 1.59 0.08 1.88
1.26 0.19 -0.24 1.59 0.08 1.40
1.74 0.83 1.45 3.03 0.70 0.15
0.89 0.08 0.07 0.79 0.41 6.21
1.71 0.95 1.63 293 0.67 0.30
8.14 1.21 2.32 11.56
• IV =  TT, DV= GUT, L=1.^D.5 RETRACTABLE
C-4 Linear Equation n = 6 al = 1.079
a2 = 1.225
logx logy x'y x -5 y calc % error
1.44 0.41 0.59 206 0.68 -0.66
1.68 1.01 1.69 281 0.97 0.03
1.72 1.15 1.98 295 1.03 0.11
1.20 0.35 0.42 1.43 0.39 0.10
1.10 0.47 0.51 1.21 0.27 0.42
1.12 0.25 0.28 1.26 0.29 0.19
8.25 3.63 5.46 11.73
• iv =  TT, DV= GUT, L=1.0-D5 RETRACTABLE
C-5 Linear Equation n = 6 al - -0.532
a2 = 0.659
logx logy x*y x A 2 y calc $o error
1.68 0.57 0.96 283 0.58 0.01
1.41 0.12 0.17 1.99 0.40 230
1.45 0.37 0.54 210 0.42 -0.15
1.38 0.75 1.04 1.90 0.38 0.50
0.92 0.24 0.22 0.85 0.08 0.67
0.94 -0.11 -0.10 0.89 0.09 1.82
7.79 1.94 282 10.57
M V= TT, D V =  GUT, L= 1.0-D.5RETRACTABLE
Table A45. Experiment 2, retractable leverc, patch depleted in eight prey.
a l =C l Linear Equation n = 4
X y x*y x ~ 2 y ca lc %  error
26.21 8.12 212.83 686.96 7.95 0.02
14.95 7.24 108.24 223.50 8.44 0.17
14.00 8.85 123.90 196.00 8.49 0.04
12.55 9.22 115.71 157.50 8.55 0.07
67.71 33.43 560.67 1263.97
C-2 Linear Equation n = 4
X y x*y x ~ 2 y ca lc %  error
26.59 7.01 186.40 707.03 7.06 0.01
16.15 6.19 99.97 260.82 6.63 0.07
14.53 7.53 109.41 211.12 6.56 0.13
11.62 5.97 69.37 135.02 6.44 0.08
68.89 26.70 465.15 1314.00
C 3 Linear Equation n = 4
X y x*y x " 2 y ca lc %  error
14.57 5.00 72.85 212.28 5.45 -0.09
10.81 5.48 59.24 116.86 5.58 0.02
10.89 6.86 74.71 118.59 5.58 0.19
8.64 4.93 42.60 74.65 5.66 0.15
44.91 22.27 249.39 522.38
C-4 Linear Equation n = 4
X y x*y x ~ 2 y calc %  error
39.57 18.08 715.43 1565.78 18.14 0.00
19.52 16.59 323.84 381.03 15.63 0.06
21.60 16.30 352.08 466.56 15.89 0.03
19.19 14.27 273.84 368.26 15.58 0.09
99.88 65.24 1665.18 2781.63
C 5 Linear Equation n = 4
X y **y x ~ 2 y calc %  error
24.97 5.59 139.58 623.50 5.68 0.02
17.37 5.48 95.19 301.72 5.98 0.09
16.54 7.43 122.89 273.57 6.01 0.19
15.17 5.23 79.34 230.13 6.06 0.16





















•Note: TT=travel time, GUT=giving-up time.
Table A45 (continued). B W M  values transformed to logarithmic numbers
Cl Linear Equation
logx logy x*y x ~ 2 y calc %  error
1.42 0.91 1.29 2.01 0.90 0.01
1.17 0.86 1.01 1.38 0.92 0.07
1.15 0.95 1.09 1.31 0.93 0.02
l . lo 0.96 1.06 1.21 0.93 0.03
4.84 3.68 4.45 5.91
* IV =  TT, D V =  GUT, L = 1.0-D.125 R E TR A C TA B LE
C 2 Linear Equation n = 4
logx logy x*y x ~ 2 y calc %  error
1.42 0.85 1.20 2.03 0.85 0.01
1.21 0.79 0.96 1.46 0.82 0.04
1.16 0.88 1.02 1.35 0.82 0.07
1.07 0.78 0.83 1.13 0.80 0.03
4.86 3.29 4.01 5.98
• IV  = TT, D V  = GUT, L = 1.9D.125 R E TR A C TA B LE
C-3 Linear Equation n = 4
logx logy x*y x ~ 2 y calc %  error
1.16 0.70 0.81 1.35 0.74 0.06
1.03 0.74 0.76 1.07 0.74 0.00
1.04 0.84 0.87 1.08 0.74 0.11
0.94 0.69 0.65 0.88 0.74 0.07
4.17 2.97 3.09 4.37
• IV  = TT, D V =  GUT, L = 1.0-D.125 R ETR A C TA B LE
C 4 Linear Equation n = 4
logx logy x*y x ~ 2 y calc %  error
1.60 1.26 2.01 2.55 1.26 0.00
1.29 1.22 1.57 1.67 1.19 0.02
1.33 1.21 1.62 1.78 1.20 0.01
1.28 1.15 1.48 1.65 1.19 0.03
5.51 4.84 6.68 7.64
IV =  TT, D V =  G UT, L = 1.0-D.125 R ETR A C TA B LE
C-5 Linear Equation n = 4
logx logy x*y
<K y calc %  error
1.40 0.75 1.04 1.95 0.76 0.01
1.24 0.74 0.92 1.54 0.77 -0.04
1.22 0.87 1.06 1.48 0.77 0.11
1.18 0.72 0.85 1.39 0.78 0.08
























Table B19 Experiment 1, toft lever depleted in one prey
TT RES OUT
X Y Y
A-104 <MAD BWM MAD> <MAD BWM MAD> <MAD BWM MAD>
NT 111.83 12272 133 81 8 4 4 10.68 1291 4.20 6.78 9.36
NT* 5461 66 98 79 34 7 5 6 9 3 6 11 16 341 5 3 5 7.30
R=1.0 5.36 6.64 7.93 3.60 3.91 4.23 0.17 0.31 0.45
R=1.0** 5.36 5.58 5.79 2.95 3.33 371 0.18 0 1 9 0.20
R= 25 10.33 12.42 14.50 4.13 4.46 4 8 0 0.09 0 16 0.24
R= .25* 1055 11.12 11.69 4.44 4.66 4.88 0 1 4 0 4 5 0 7 6
R=.10 29.08 36.49 43.89 3.98 4.23 4.49 0.09 031 0.52
R = 0 5 29.04 36.93 44.82 4.20 4.48 4.76 0.09 0.30 0.50
R= 025 34.25 36.32 38.39 4.48 5.12 5.75 0.16 0.40 0.65
A-230
NT 58.89 65.02 10815 22.16 33.02 44 20 16.08 22.39 28 69
NT* 22.76 26.50 30.24 9.36 11.73 14.10 5 4 3 7.94 1044
R=1.0 4.21 4 4 4 4 6 8 3.44 3.78 4.11 0.25 0.30 0 3 4
R =1.0** 4.15 4 4 9 4.83 3.70 3 9 5 4 2 0 0.25 0 3 4 0 4 3
R = 2 5 8.76 1065 12 54 3.85 4.51 5.16 0.60 1.67 2.23*10CMIIcc 7.35 8 52 9.69 4.33 5.27 6 2 0 1 56 2 3 4 3 11
R = 1 0 1249 2455 3661 41 6 571 7.26 0 5 9 2.37 4 14
R«.05 40.24 54.37 68.49 5.41 10.08 14.75 1.72 5.77 9.82
R= .025 56.51 68.23 79.95 6.20 12.47 18.74 0.62 6.98 1334
A-101
NT 28 36 43.01 57.65 6.75 10.04 13.32 3 36 661 9 8 6
NT* 16.34 1693 17.52 5.38 6 3 9 7.40 1.71 2.53 3 3 5
R = 1 0 5.14 5.86 6.56 3.90 4.13 4.36 1.05 1.17 1.30
R=1 0** 4.95 5 32 5.70 4.23 4.45 4 6 6 0.95 1.06 1 17
R = 2 5 9.06 9.52 9.98 5.16 5.95 6 7 5 1.03 1.47 1.91
R=.25* 8.27 8.74 9.21 4.11 4.80 5.48 1.09 1.46 1.84
R= 10 12.76 15 82 18.89 6.37 8 0 0 9.64 0 9 7 2.00 3 0 3
R= 05 2 478 27.93 31 07 8.13 9 4 0 10.66 0.91 1.97 3.03
R=.025 42.97 57.85 72.74 7.01 6.03 9.05 1.91 3.04 4.17
A-123
NT 15.99 22.53 29.07 7.92 10.17 1243 2.97 5.32 7.66
NT* 13.88 14.71 15.54 7.13 7.72 8.31 1.91 2.29 2.67
R=1.0 5.39 6.35 7.30 4.96 5.18 5.39 0.37 0.71 1.05
R =1.0** 4.95 5.14 5.33 4.40 4.99 5.57 0.18 0.25 0.32
R=.25 13.05 15.00 1695 4.51 5.25 6.00 0.15 0.27 0.39
R -.2 5 * 10.45 11.04 11.63 4.97 5 4 2 5.88 0.65 0.90 1.15
R= 10 19.30 21.58 23.86 5.16 6.09 7.03 0.13 0.40 0.66
R=.05 40.67 44.60 48.53 5.89 6.94 10.99 0.25 0.77 1.28
R=.025 34.33 41.12 47.91 5.29 7.04 8 7 9 0.42 1 44 2.45
•Re-determinalion, **L=.10--D.05-R=1.0
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T«bt« B20 E x p f lm f r t  1, >>fl )< v r  d>p<»tod In two preys
TT r £ s GUT
X Y Y
A-104 <MAD BWM MAD> <MAD BWM MAD> <MAD BWM MAD>
NT 22 51 26 38 30 25 9 5 2 13.02 1832 6 7 2 1067 1462
NT* 1874 21 34 23 93 57 7 6 8 4 791 3 7 5 4 5 6 53 8
R = 1 0 4 3 6 5.48 6.61 2.60 4.26 5.91 1.18 2 6 8 4.08
R = 2 5 5 4 3 6 0 9 6 7 4 3 7 2 4.22 4 7 2 21 8 2 5 7 2 9 5
R=.10 1053 11.69 12.85 3 5 7 3.97 4 3 6 1 82 2.22 261
R= 10* 1071 12.92 1513 4 2 4 4 7 4 5.24 231 2.53 2 7 6
R=.05 14 58 16.11 17.64 3.87 4 4 2 4 9 7 1 97 2 3 9 2.80
R=.05* 15.82 20.57 25.32 3.32 4.29 5.27 1.09 1.41 1.73
R=.025 30.28 43.38 47.48 4.24 4.63 5.02 2.11 2 7 3 3 3 5
A-230
NT 1698 20 22 23 46 8 7 3 13 59 18 45 491 7.32 9 7 3
NT* 14.96 15.67 1638 6 3 8 7.68 8 9 8 2 7 7 4 3 6 59 6
R=1 0 4 13 4 4 7 481 1 62 2 8 5 4 0 8 0 7 9 1 68 2 5 7
R= 25 6 8 7 8 2 7 9 6 7 401 4 3 9 4 7 6 1 88 2.28 2 6 7
R=.10 2 3 8 5 25 94 28 03 3 9 8 4.82 5 6 5 1 92 2 3 2 271
R= 10* 13 85 1777 21 69 5 0 0 5 50 5 9 9 201 2 6 2 3 2 3
R= 05 47 68 58 02 68 36 4 6 4 6 5 0 8 36 1 19 3 50 581
R=.05* 44.11 61.18 78.24 5.45 5.95 6 4 4 2.43 2.93 34 3
R=.025 60 06 83.10 106 15 5.31 6 8 7 8.42 2 8 3 4.09 53 6
A-101
NT 15 22 17.11 19.00 5.30 7 10 8 9 0 2.83 3 9 3 50 3
NT* 1441 15.05 15.68 4 4 2 517 5 92 2 5 0 3.09 36 9
R=1.0 5 7 3 6.09 6.46 2.63 2.83 3.03 1.37 1.56 1 75
R = 2 5 7 8 5 8.20 8 5 5 3.11 3.42 3.74 1.72 1.91 2 1 0
R= 10 1044 11.32 12.20 3 4 5 3.86 4 2 7 1.90 2 50 3.11
R=.10* 12.66 13.70 14.73 3 6 4 4.41 518 1.84 2.55 32 6
R= 05 23.84 26 18 28.52 4.00 5.54 6 1 8 341 4.13 4 8 5
R=.05* 2 4 8 5 26 36 27.87 3 30 4.02 4 7 3 2.04 2 4 6 2 8 8
R=.025 51.07 5814 65.21 5 5 7 6.09 661 3.54 41 3 4.72
A-123
NT 12.79 13.87 14.95 5.55 7.98 991 2 1 0 4 1 2 6 1 4
NT* 13.69 1487 16.04 3.87 4.83 5.78 1.17 1.98 2 7 9
R = 1 0 5.30 5.66 6.02 0.46 0.81 1 16 0.14 0.48 0.82
R=.25 7.00 7.55 8.10 0.50 0.97 1.44 0.16 0.53 0.90
R *  10 12 76 1388 15.00 4 2 0 4  97 5 7 3 2.34 2.86 3.38
R -.1 0 * 11 73 12 49 13.26 3 3 8 3.92 4.46 1.39 1.73 2 0 8
R *.0 5 20.25 24.26 28.27 6 1 3 7.10 8.08 3.36 4 4 7 5 57
R « 0 5 * 21.45 24.25 27.06 4.66 5.04 5 4 3 2.02 2.58 3 1 4
R = 0 2 5 39 34 41 99 44 64 4 5 2 5.65 6.78 2.30 3 3 2 4.34
•R*-d*t*rmin«lion, TT=travel time, RES=re»tdence time. GUT=giving-up time
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Table B21. Experiment 1, left lever depleted in eight preys.
TT RES GUT
X Y Y
A-104 < MAD BWM MAD> <MAD BWM MAD> < MADBWM MAD>
NT 16.05 17.79 21.52 34.67 44.78 54.89 9.64 17.39 25.14
NT* 11.77 13.34 14.91 35.59 37.22 38.84 8.66 10.48 12.30
R=1 0 364 4.50 5.36 26.51 30.26 34 02 4.76 6.04 7.31
R=.25 4.19 5.38 6.57 20.02 24.61 29.21 4.77 5.65 6.53
R=. 10 9.08 11.54 13.98 13.25 20.79 28.31 5.02 5.77 6.39
R=.10* 8.63 9.34 10.04 26.12 28.24 30.36 4.38 5.53 6.69
R=.05 12.88 24.83 36.78 27.97 30.29 32.61 6.97 7.40 7.83
R=.05* 12.75 14.66 16.57 35.53 36.99 38.45 6.16 7.09 8.03
A-230
NT 16.35 20.50 24.64 29.85 32.08 34.31 9.96 12.41 14.86
NT* 32.74 42.90 53.05 96 7 120.4 144 34.29 48.10 61.65
R = 1 0 5 78 6.37 6.97 15.5 18.57 21.64 2.37 3.00 3.63
R=.25 2.99 4.81 6.63 15.98 21.88 27.78 11.09 12.83 14.56
R=.10 18.91 31.09 43.27 13.51 18.04 22.57 3.92 5.38 6.84
R=.10* 11.06 13.28 15.50 22.12 25.67 29.22 5.46 6.93 8.40
R=.05 57.34 94.29 131.24 26.04 32.04 38.04 8.05 10.38 12.70
A-101
NT 14.50 16.49 18.48 26.04 28.87 31.7 7.52 8.10 8.65
NT* 12.83 13.56 14.29 27.09 28.11 29.13 6.45 7.99 9.53
R=1.0 5.77 7.06 8.35 24.62 27.99 31.35 4.61 5.85 7.09
R=.25 8.90 13.37 17.85 15.37 19.91 24.45 4.71 5.33 5.95
R=.10 14.65 18.73 22.81 9.156 16.97 24.78 1.91 4.41 6.61
R=.10* 12.95 14.23 15.52 1931 21.87 24.43 4.87 5.42 5.97
R=.05 24.83 30.55 36.26 18.73 21.02 23.31 5.81 6.62 7.43
R -.05* 21.16 24.38 27.59 25.03 26.35 27.67 6.01 6.94 7.86
A-123
NT 12.47 13.31 14.15 25.51 27.75 29.98 5.54 6.57 7.59
NT* 12.31 14.75 17.18 27.9 30.39 32.88 5.29 6.34 7.38
R=1.0 5.70 6.40 7.11 11.92 14.03 16.13 1.72 2.76 3.81
R=.25 6.52 6.87 7.22 8.198 9.168 10.14 1.61 1.83 2.04
R~.10 8.54 11.15 13.76 7.32 10.47 13.62 1.62 2.01 2.40
R=.10* 8.00 8.71 9.43 11.81 12.78 13.94 2.03 2.77 3.52
R=.05 12.68 14.79 16.89 12.33 13.88 15.42 3.30 4.01 4.71
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C-1 <MAD BWM MAD> <MAD BWM MAD> <MAD BWM MAD>
NT 1480 1846 1810 400 4.94 688 206 286 362
NT* 18.63 19.92 21 20 282 374 4.06 090 1 93 296
R=.10 11.68 1271 1384 362 4.42 631 103 224 344
R= 10* 11 00 1210 1320 294 312 330 067 086 1 14
R=. 06 1380 1479 1578 253 282 311 029 0 53 077
R= 025 2017 2092 21.67 223 247 271 021 041 060
R=.025 24.00 2661 3323 308 369 4.30 1.15 1 70 225
R=.025*
C-2
29.10 30.68 3227 366 487 610 1.27 1.93 266
NT 16.60 1836 1720 331 414 497 1 66 233 310
NT* 16.40 1724 1800 262 299 347 070 1.22 1 73
R= 10 9 61 1033 11.15 066 1 86 316 016 1.28 240
R= 10* 866 10.11 11.27 330 410 491 1 64 264 374
R= 06 11.91 1294 1398 279 337 396 076 1.25 1 74
R=026 1826 2038 2262 261 264 268 068 0.74 080
R= 025 2264 2667 2880 396 4.63 6.10 232 284 337
R= 025* 
C-3
3060 3226 3393 338 363 388 1 48 1.80 212
NT 11 62 1299 14.36 297 384 471 1.14 1 96 278
NT* 1403 1463 1503 261 338 4.14 048 1.24 1.99
R= 10 726 773 8.19 262 296 327 079 1 20 1.61
R= 10* 1801 61.48 8896 300 976 1663 1.40 896 1648
R=.06 20 87 6604 8921 300 1040 17 79 1 36 682 1229
R=. 026 1826 18.86 1943 201 213 224 028 0.42 066
R=026 1646 1822 1999 236 271 306 063 082 111
R= 026* 
C-4
17.91 1829 18.68 223 269 294 0.25 0.64 1.03
NT 16.96 1744 1794 5.29 696 662 328 480 632
NT* 1716 18.00 1884 4.04 517 630 1 88 296 403
R=.10 10.36 1260 14.84 346 4.52 5.56 1.67 292 4.17
R=.10* 11.04 1322 16.40 328 393 468 1.13 1.77 241
R=.06 14.46 15.73 17.00 347 4.15 482 1.62 226 268
R=.026 2206 27.26 3246 378 4.29 481 216 266 298
R=.026 28.34 47.47 06.60 888 1233 16.77 699 1012 1325
R=.026*
C-6
40 68 5236 64.03 9.15 1684 2454 647 1419 21.61
NT 19.10 21.64 2398 384 4.61 619 1.67 232 297
NT* 2342 24.61 2880 306 412 619 1.10 1.92 274
R=.10 7.96 830 883 338 397 466 1.23 1.72 221
R=.10* 8.40 8.78 9.10 279 317 366 0.63 0.78 0.94
R=.06 1656 2398 31.41 293 802 1311 0.76 666 10.68
R=.026 31.46 4797 64.60 336 687 10.39 1.22 373 6.26
R=.026 2393 2868 27.23 326 368 391 094 1.32 1.71
R=.026* 24.70 2823 31.78 363 638 7.22 096 234 363
* R*-d*t*fmrud>on, TT=tr«v*l #m», RES=r**id»nc« 9m«, QUT=gMng-up 8m!"
Table B24 Experiment 2. M l lever depleted in eight preys retractable levers
TT RES GUT
X Y Y
C-1 <MAD BWM MAD>
NT 1929 22 01 24 73
NT* 1786 1854 19.22
NT w/obs 41 42 59 22 77 01
R= 10 11 46 1400 1653
R= 10* 11 73 12.55 1337
R= 05 1343 1495 1647
R= 025 2489 2621 27 52
C-2
NT 2010 20.66 21.21
NT* 1920 2013 21 06
NT w/obs 46 10 59 98 7386
R= 10 1216 14 53 1690
R= 10* 1039 11 62 1285
R= 05 14 46 1615 17 84
R= 025 23 13 26 59 30 05
C-3
NT 15 50 17 27 19 02
NT* 15 32 18 56 21 79
NT w/obs 54 30 74.08 93 86
R= 10 10 17 1089 11 62
R= 10’ 7 6 8 8.64 9 59
R= 05 1008 1081 11.54
R= 025 13 34 1457 1580
C-4
NT 1936 21.28 23 20
NT* 24.34 26.35 28 36
NT w/obs 38 42 42.37 46 32
R=.10 17 76 21.60 25 44
R -.1 0 * 17.13 19.19 21 25
R=.05 17.22 19.52 21 82
Rb .025 36 52 39.57 42 62
C-5
NT 21.80 23.40 25 00
NT* 21.50 23.01 24.52
NT w/obs 5337 58 93 64 49
R= 10 15.52 16.54 17.55
R= 10* 13.51 15.17 16.83
R= 05 15.93 17 37 1881
R = .025 22 69 24.97 27.25
BWM A
o<2
<MAD BWM M A O
40 50 41.95 9 8 8 11.53 13 17
3410 36.39 7 7 4 91 3 10 52
38.29 41 05 1299 1649 1999
35 54 41 85 6 8 8 8 8 5 1083
34 94 37.28 8.23 9 2 2 1020
28 44 30 69 6 2 3 7 2 4 8 2 5
3418 37 38 7 18 8 12 9 0 6
19.57 20 40 4  55 4 6 5 4 75
25 74 26 99 5 3 5 6 13 6 91
62 83 90 08 15 00 38 44 62 33
2619 27 43 5 70 7 53 9 3 6
2 367 25 69 4 4 4 597 7 50
2 4 2 6 2565 5 7 4 6 1 9 6 6 4
26 74 28 39 621 701 781
33 99 37 18 7 8 2 9 1 0 10 38
32 10 33 03 6 7 4 78 7 9 0 0
8 076 118 02 9 9 6 52 38 9481
29 55 37 56 4 79 6 8 6 8 9 3
2691 29 31 3 9 6 4 9 3 5 8 9
27 14 28 64 5 2 4 54 8 571
2821 30 07 4  57 50 0 5 43
41 50 4517 921 11 18 13 15
46 46 51 92 10.25 1428 1831
53 43 61 92 12.86 1636 1991
48 36 5216 1401 16 30 18 59
41.35 46 07 11.36 14 27 17 19
45.58 48.12 1459 16.59 18.59
51.93 5407 1670 1808 1946
28 88 30.77 6.11 6.75 7.39
30.43 33.80 5.70 6.52 7.34
66.37 88 11 10.94 33 14 55 34
28.57 30.96 6 1 4 7.43 8.72
2 413 25 04 4 6 2 5.23 5 8 4
25 58 27.61 4.52 5 4 8 6 4 4





































•Re-determinalions, NT/obs=natural travel with obstacles.
A  104 TTT7TTTLBTTT LX D ia 8
il for GUT •0753 0.447 0.651
i2  for GUT 0.175 -0.074 0.143
Std Err of Y  E»t for GUT 0.160 0.110 0.040
• 1 for RT 0.492 0.594 1.373
•2 for RT 0.116 0040 0.076
Sid Err of Y  EST for RT 0050 0020 0090
LOG TT(NT) 2.090 1.420 1.250
LOG TT(NT) ~ 1.830 1.330 1.130
LOG RT(NT) 1.270 1.140 1.650
LOG RTfNT) ~ 0.970 0.840 1.570
LOG GUT(NT) 0.830 1.030 1.240
LOG G U T fN D  ~ 0.730 0.660 1.020
.2 GUT • LOG TT(NT) 0366 0.105 0.179
• 2 GUT * LOG TT(NT) ' 0.320 -0.098 0.162
•2 RT * LOG TT(NT) 0.242 0.057 0.095
• 2 RT • LOG TT(NT) ~ 0.212 0.053 0086
Eill G U T - a l + («2 • logTTINr]) -0.387 0.342 0.830
E»t2 GUT -  a l + (a2 • logTT )N D ~ ) -0.433 0.349 0.813
Eall R T -  a l + (a2 * logT IlN D ) 0.734 0.651 1.468
Eat2 R T - al + ( a2 • logTTINT) ~ ) 0.704 0647 1.459
log real G U T -lo g  G U TfN D  Eall GUT 1.217 0688 0.410
log m 2  GUT -  log G U TfND  ~ Eat2 GUT 1.163 0 311 0 207
log m l  RT - lo g  RTfNT) Eall RT 0.536 0.489 0.182
log r«2  R T -lo g  R T fN T ) ' Eit2 RT 0.266 0.193 0.111
~ R 'de trra iaa tioa
Table B26. Expansea! 1, re iid ia ls acrou coaditioai
A  230 L L - . i6 TLE>!«5 Ll  D ia 8
al for GUT -0.977 0.085 0.715
a2 for GUT 1.024 0.247 0.098
Sid Err of Y  Eat for GUT 0.230 0.050 0.280
al for RT 0.309 0.355 1.219
a2 for RT 0.395 0.254 0112
Std Err of Y  EST for RT 0.060 0.050 0100
LOG TTfNT) 1.930 1.310 1.310
LOG TTf NT) ' 1420 1.200 1.630
LOG RTfNT) 1.520 1.130 1.510
LOG RTfNT) “ 1.070 0.890 2.080
LOG GUT(NT) 1.350 0.860 1.090
LOG G U T fN D ' 0.900 0.640 1.680
a2 GUT •  LOG TTfNT) 1.976 0.324 0.128
a2GUT • L O G T T fN T ) ' 1.454 0.296 0.160
a2 RT •  LOG TTfNT) 0.762 0.333 0.147
a2 RT • LOG T T fN T ) ' 0l561 0.305 0.183
Eatl G U T - a l + fa2 • log TTfNT)) 0.999 0.409 0.843
E a l2 G U T -a l + (a2 • lo g T X lN T |') 0.477 0.381 0.875
Eall R T -  a l + (a2 •  log T IIN T ]) 1.071 0.688 1.366
Eat2R T- a l +fa2 • lo g T I IN T ] ') 0.870 0.660 1.402
log m l  G U T—log G U TfN D  Ball GUT a351 0.451 0247
log m 2  G U T - lo g  G U T fN D "  • Eat2 GUT 0.423 0.259 0805
log m l  R T -lo g  R T fN D  Eall RT 0.449 0.442 0144
log m 2  R T -lo g  R T fN D  ~ • Eat2 RT 0200 0230 0.678
T T S i------- ----------- 1---------------------- LTVifl1T tT TT TT T n r r r r
<1 lor GUT o . m 0.085 0.632
•2 for GUT 0.405 0.412 0.102
Std Err of Y  Eat (or GUT 0.040 0.080 0.080
•1 for RT 0419 0247 1.500
•2 for RT o .m 0.309 0130
Std Err o( Y  EST for RT 0.080 0.050 0.080
LOG TT(NT) 1630 1.230 1.220
LOG TT fN T )' 1.230 1.180 1.130
LOG RTfNT) 1.000 0.850 1.460
LOG RTfNT) * 0.810 0.710 1.450
LOG GUTfNT) 0.820 0.590 0.910
LOG G U TfND  ~ 0.400 0.490 0.900
.2  GUT * LOG TTfNT) 0.660 0.507 0.124
■2 GUT • LOG TTfNT) ~ 0498 0.486 0.115
>2 RT • LOG TTfNT) 0.535 0.380 0.159
• 2 RT • LOG T T fN T ) ' 0.403 0.365 0.147
Eatl G U T - >1 + ( i2  * logTT]NT)) 0.422 0.422 0.756
Eat2 GUT -  <1 + f i2  • log TTINT1' ) 0.260 0.401 0,747
B il l  RT -  al + fa2 * logTTINT) ~ ) 0.954 0.627 1 341
Eal2RT = a l + fa2 * logTT IN T)' ) 0.822 0.612 1.353
log ra il G U T -lo g  G U TfN D  Eatl GUT 0.398 0.168 0154
log raa2 G U T - log G U TfNT)'  Eat2GU 0.140 0.089 0.153
log ra il R T -lo g  R T fN D  Eatl RT 0.046 0.223 0.119
log ra»2 R T -lo g  R T fN D ' Eat2 RT -0.012 0.098 0097
'R ada ta ra iaa tioa i
Tabla B2S. Expariaiaat 1, reaidaala acron coaditioai.
A-123 L L -.1 0 LLE>i«i LL  D is 8
a l (or GUT 0.712 1.082 0.191
a2 for GUT 0.392 1.120 0637
Std Err of Y  Eat for GUT 0.270 0.200 0.120
a l for RT 0.573 0.798 0.694
a2 for RT 0.160 1.098 0.416
Std Err of Y  EST for RT 0.020 0.200 0.100
LOG TTfNT) 1.350 1.140 1.120
LOG TT fN D  ' 1.170 1.170 1.170
LOG RTfNT) 1.010 0.900 1.440
LOG R T fN D ' 0.890 0.680 1.480
LOG G U TfND 0.730 0.610 0.820
LOG G U TfND  ' 0.360 0.300 0.800
a2 GUT • LOG T T fN D 0.529 1.277 0.713
a2 GUT * LOG T T fN D  ' 0.459 1.310 0.745
a2 RT • LOG T T fN D (H216 1.252 0.466
a2RT •  LOG T T fN D ' 0.187 1.285 0487
Ball O U T - a l + faZ • log TTINT)) 0.183 0.195 0522
Eat2 G U T - a l + fa2 * lo g T H N D ') -0253 0.228 0554
Eatl R T -  a l +(a2 * logTTINT)) 0.789 0.454 1.160
E a t2 R T -a l + fa2 * lo g T H N D ') 0.760 0.487 1181
log raal G U T -lo g  G U TfN D  - Eatl GUT A913 0.415 0298
log raa2 G U T - lo g  G U T fN D ' - Eat2GU 0.613 0.072 0.246
log raal R T -lo g  R T fN D  Eatl RT a 221 0446 0280
log raa2 R T -lo g  R T fN D ' Eat2 RT 0130 0193 0299
R^ TuniiMaor
f193
T F i r LL E5 in 1
el for GUT -14*9 ■4221 1.454
•2 for GUT ♦ 455 14)) -4214
Std Err of Y Eat for GUT U N 1)44 1454
al for RT -423) 1244 1241
a2 for RT 4274 4)49 1411
Std Err of VEST for RT 4)24 1434
LOG TTfNT) 1244 1224 1244
LOG T T fN D " 1.454 1244 1274
LOG TTfNT) afaba 1.77
LOG R TfND 1234 1444 1114
LOG R T fN D " r m 1494 12M
LOG RTfND *< *» 124
LOG G UTfND 1)44 1434 1144
LOG G U T fN D * 1214 1244 4244
LOG GUTf NT) •*<*• 122
a2GUT • LOG TT fN D •.71# 4221 -4)47
a2 GUT • LOG T T fN D * 424) •4)44
a2GUT * LOG TTfND Wob. -11947
a2 RT • LOG TTfND i My 42)1 1413
a2RT * LOG T T fN D * 1247 4244 1414
e2RT * LOG TT fN D  mtdtm 4.41947
E itl G U T- al ♦ (a2 * log T i t  NT]) 12)1 1444 1947
Eat2 G UT- el ♦ <a2 • log T i t  NT] *  ) 1141 14)5 1914
Eat) G U T- al + (a2 * log TTINT] •fob*) 4259)
E«U R T - a l + (a2 * logTHND) 1 0 4 42)4 122)
Eet2RT- al + (a2 • lo gT H N D *) 17)4 4243 1222
Eet)R T- al + (a2 * logTTINT] Wofc.) 122747
log raal G U T- log G UTfND ■ Eatl GUT i m 1434 4)3)
log raa2 G U T -lo g  G U T fN D * Eat2GUT M O 1235 1444
logrea)G UT- log G UTfND Wobe Eat) GUT 42447
log real R T- log RTfNT) Eatl RT 1444 4)44 1417
log rea2RT-log R TfNT)* - Eat2RT ■14)4 •1445 1444
log raa) RT -  log RTfND Wobe - Eat) RT 14525)
Ke-detersuoatioo. tm  )*roOB=aatura] travel w iu  *4—--•‘- f
Table EM*. Experusent 2. raatduaia aeroaa oondibooa f retractable lever*)
LL D in 7 LL U  in  1
al for GUT 1221 1144 4141
a2 for GUT -4 4 * 1475 11))
Std Err of Y Eat for GUT 1244 4234 4.454
al for RT 4 J » 1112 1244
a2 for RT 4144 4245 4 ) ) )
Std Err of Y EST for RT 4)34 1154 1424
LOG TT fN D 1.424 1214 1224
LOG T TfN T)* U I4 1244 1244
LOG TTfN D  efoba 1.744
LOG RTfNT) U 74 1424 1294
LOG R T fN D * 1444 1444 1.414
LOG R TfND Woba 1244
LOG GUTfNT) 4274 4274 1474
LOG G U T fN D * •4.414 4144 4.794
LOG GUTfNT) Wobe 1244
a2 G U T 'L O G  TTfND -14)4 1441 4)74
a2GUT • LOG T T fN D * -U ) l 424) 4 )7 )
a2GUT • LOG TTfNT) Woba 12)7
a2RT • LOG TTfNT) 14)4 4221 1174
a2 RT • LOG T T fN D * 1744 4224 4)7)
a2RT * LOG TT fN D  efoba 12)7
Ball G U T- al + (e2 • logTH N D ) -1411 1244 42)7
Eet2GUT- al + (a2 * lo g T H N D *) -4243 1242 14)4
Eat) G U T- al + (a2 * logTTIND Woba) 1194
Eatl R T - al + fa2 * logTHND) 1411 424) 1224
Eat2RT- al ♦  (a2 • lo gT H N D *) 14)4 4211 1221
Eat) R T - a l + (a2 • logTHND e^eba) 1.445
log real G U T - log GUTfNT) - Eatl GUT 1711 1174 -1147
k»grae2GUT- log G U T fN D * - Eat2GUT -U47 -4212 ■4.444
log raa) G U T- log GUTfND «fob> • Bat) GUT 1442
log raal R T - log RTfND - Eatl RT 4241 1117 •11)4
log raa2RT-log R TfN T)" - Eet2RT 4194 -14)1 -1411
log raa) R T - lo g  RTfND nfoba - Eat) RT U15
194
Table B)1 E r o n a n i 2, r f  Juab enow poodiOooa f retractable b t t i ) .
I 15 LL= J t a r m
el for OUT •427 •157* •741
a2 for GUT 4444 1JU AMI
Std En of X Eat tor GUT 1JM •.41 • A m
al for RT Ajm 4.4 79 1J57
«2 for RT •444 •442 •M i
Std En of VEST for RT 9)59 •19* ••2 *
LOG TTfNT) 1299 1J19 1257
LOG T T fN D ' L2M U *9 12*4
LOG TT(NT) Wob* 14*9
LOG R TfND •455 •599 155*
LOG RTfNT) ~ •41# •521 15**
LOG RTfNT) Wob* 15*7
LOG GUT(NT) •4M •299 •559
LOG G U T fN D ' A m M f) •495
LOG GUTfND Woba 1.719
e2 GUT • LOG TTfND •u« 1.4SJ -•424
a2GUT • LOG T T fN D *' -1457 1521 4.924
e2 GUT * LOG TT fN D  *ob« 4454
a2 RT ‘  LOG TTfND 125* •494 •195
a2 RT * LOG T T fN D ' li5 9 « M •JM
a2 RT * LOG T T fN D  Woba •259
Bartl G U T- al + (a2 * logTTjNT)) Atn ■•121 •757
E atfO U T- al ♦ (*2 * log 7TI N T ] ') 441# -•.•55 •757
EatJGUT- al ♦ (a2 * log TD  NT) *<*•) •725
Eatl R T- al ♦ fa2 ' logTIl NT]) •4 }) M U 1.4*2
Eat2RT- al + (a2 * logTT IN T]') ♦55* •.451 1.4*5
Eat) R T - al ♦ fa2 * logTTTND Woba) 151*
log real G U T- log GUTfND ■ E«1 GUT • w •411 •222
k>graa2GUT- log G U T fN D " • Eat2GUT •*•2 •141 •151
log real G U T -lo g  GUTfNT) Woba Eet) GUT •994
log real R T- log RTfND - Eatl RT A m •U 9 •HI
log raa2 R T -lo g  RTfND "  * Eet2 RT •454 • • n ••41
Table B)2 Emeruneot 1 reeiduak arroat condition* (retractable Im n ).
tM r  — 1 .........  l l - ' j i  u n » ;  iiU m r
al for GUT -1477 •1479 •994
a2 for GUT •955 1225 •229
Std En of Y Eat for GUT 94M •199 •459
al for RT 4492 4444 1J51
a2 for RT 1471 •9*7 •251
Std Err of Y EST for RT •51* •149 •« M
LOG TTfNT) 1259 124* 1JM
LOG TTfN T)" U *9 12*4 1.429
LOG TTfND Woba U54
LOG RTfND 9J1* •449 1.42*
LOG R T fN D ' •759 •71* 1479
LOG RTfNT) Wobe 1.75*
LOG GUTfNT) • J l* (4 M 1459
LOG G U T fN D ' •499 •47* US*
LOG GUTfND Woba 121*
•2 GUT • LOG TTfND 1J*9 1519 •29)
a2GUT * LOG T T fN D ' 1495 1544 0 12
a2GUT • LOG TT fN D  Wobe 0 5 9
a2RT * LOG TT fN D 1J4I U2S 9J97
•2 R T * LOG T T fN D ' 1259 1J4) •521
a2RT * LO G TTfN D ^oba 0 77
Eatl G UT- al -f (a2 a log riJN T ]) •492 •44* 1JM
Eat2GUT- al o («2  * log T T fN D ') •49* •4*5 1229
Eat5 G U T- al + (a2 * log TTTNT) Hoba) 12*7
Eatl R T - al ♦  (a2 • logTTINT]) •45* • a i L*5«
Eat2RT- al ♦  (a2 # logTT IN T}') •J54 •499 1479
Eat5 R T- al ♦  (a2 • logTTTNT] WoU) 1.721
log real G U T - log G UTfND • Eatl GUT •211 •249 -•151
log raa2OUT-log G U T fN D ' - Eet2GUT •472 •495 -9479
log raa) G U T- log GUTfND Hebe - Eat) GUT -•457
log raal R T - log RTfND * Bad RT 4 J4* •159 -94M
log r« 2 R T - log R T fN D " - Eat2RT •592 •911 •9499
log r « ) R T - lo t  RTfND Wofaa- Eat) RT •492
Ka-detarsuaatMe. f  V I attunu trawtJ wttn ocetaetaa.
T5 ------------------------------------------------------------------- "TTT7TTrtrsr LLBIni
•1 fo r G U T -o.au -0 532 0.009
•2  fo r G U T 0.070 0.659 -0.095
Std E rr o f Y Eat (or G U T 0.200 0.270 0.000
a l (o rR T -1.772 0.215 1.444
a2(or R T 1.639 0.364 -0.025
S td E rro t Y E S T (o r R T 0.100 0.130 0.040
LOG  TT(N T) i.aso 1.330 1.370
LOG T T fN T )' 1.J70 1.390 1.360
LOG  TT fN T ) w/oba 1.770
LOG RT(NT) 0.040 0.650 1.460
LOG R T fN T) ~ 1.010 0.440 1.400
LOG  R T fN T) w/oba 1.020
LOG O U T(N T) 0.040 0.370 0.030
LOG  G U T fN T) ~ 0.5*0 0.200 0.010
LOG  G U T fN T ) w/oba 1.520
a2G U T  • LOG TT fN T ) 1.100 0.076 -0.130
a 2 0 U T  * LOG T T fN T ) ~ 0.910 0.916 -0.129
a2G U T  * LOG TT (N T) w/oba •0.160
a 2R T  • LOG TT fN T) 3.0J4 0.464 -0.034
a2R T  • LOG TT fN T ) ~ 2.519 0.506 -0.034
a 2R T  • LOG T T fN T ) w/oba -0044
Eatl G U T -  a l + (a2 ■ to fT I lN T )) 0.407 0.344 0.759
E a t2 G U T - a l ♦ («2 • lo gT T [N 11 ~ ) 0 300 0.304 0.760
E a tJ G U T - al + (a2 • log T i l  NT] w/oba) 0.721
Eatl R T -  a l + (a2 ■ lo gT IIN T ]) 1.262 0.699 1.410
E a t2 R T - a l + (a2 • logTTINT) ~ ) 0.747 0.721 1.410
E a t3 R T - a l + (a2 • logTTINT] w/oba) 1.400
log real G U T -  log G U T fN T ) Eatl G U T 0.J53 0.026 0.071
log rea2 G U T -  log G U T fN T) “  Eet2GUT 0.290 -0.104 0.050
log reaJ O U T -  log G U T fN T ) w/oba - EatJG U T 0.799
log real R T -  log R T fN T ) - Eatl RT -0.422 -0049 0.050
lo g ra a 2 R T - lo g R T (N T )~  Eat2RT 0.263 -0.201 0.070
k>* reaJ R T  -  lo * R T l N T ) w/oba Eat J RT 0.420
APPENDIX C
Table C34. Logarithmic residuals divided by standard errors.
Residence Time Giving-up Time
Pellets Pellets
Subject 1 2 8 1 2 8
A-101 0.58 4.46 1.49 9.95 2.10 1.93
* -0.25 1.96 1.21 3.50 1.11 1.91
A-104 10.72 24.45 2.02 7.61 6.25 10.25
* 5.32 9.65 1.23 7.27 2.83 5.18
A-123 11.05 2.23 2.80 3.38 2.08 2.48
* 6.50 0.97 2.99 2.27 0.36 2.05
A-230 7.48 8.84 1.44 1.53 9.02 0.88
* 3.33 4.60 6.78 1.84 5.18 2.88
Mean 5.59 7.14 2.50 4.67 3.62 3.44
* Redetermination.
198
Table C35. Experiment 2, logarithmic residuals divided by standard errors.
Subject
Residence Time Giving-up Time
Pellets Pellets
1 2 8 ** 1 2 8 **
C-1 13.33 1.33 1.74 1.05 2.46 1.32 3.06 7.21
* -1.13 -0.79 0.16 0.08 0.75 0.92
C-2 -1.61 0.78 -6.70 15.75 3.91 0.68 -3.34 13.64
* -0.33 -0.21 -0.55 -0.54 -0.45 -0.88
C-3 -4.00 0.89 3.40 19.55 2.36 1.00 2.78 1.24
* 0.36 0.41 2.05 2.01 0.36 1.98
C-4 -0.47 1.14 -1.27 0.07 2.73 1.33 -5.03 -1.90
* 1.26 0.08 -0.30 5.90 0.03 -2.33
C-5 -2.64 -0.38 1.25 10.50 1.77 0.10 0.89 9.90
* 1.64 -2.16 1.75 1.45 -0.39 0.63
Mean 0.64 0.11 0.15 9.38 2.21 0.47 -0.13 6.02
* Redetermination, * *  natural travel with obstacles.









0025 0024 0 042
0050 0024 0005 0128
* 0.05 0080 0141
0100 0024 0121 0166
* 010 0111 0164
0250 0 056 0182 0221
* 025 0063
1 00 0003 0190 0182
**  1 00 0 05B
NT 0 007 0050 0116
* NT 0 013 0 071 0144
0025 0012 0022
0050 00 15 0031 0060
* 005 0 030
0100 0032 0065 0 090
* 010 0083 0156
0 250 0065 015B 0 240
* 0 2 5 0 073
1 00 0119 0 249 0202
**  1 00 0050
NT 0008 0050 0131
* NT 00 26 0 086 0043
0.025 0 015 0.031
0.050 0026 0.063 0.119
* 005 0 066 0136
0100 0042 0129 0125
* 010 0.110 0182
0250 0065 0167 0190
* 025 0074
1 00 0.100 0.213 0162
**  1 00 0054
NT 0 018 0081 0 155
NT* 0043 0 090 0175
0025 0.020 0.041
0060 0.019 0.061 0.165
* 005 0.068 0.143
0.100 0.036 0.101 0.133
* 0.10 0.122 0182
0.250 0.040 0.164 0.200
* 0.25 0.061
1.00 0.086 0213 0.188
**  1.00 0.053
NT 0.030 0.089 0.180
•N T 0.045 0.101 0149
• Hedetermination
Tabte C37 Experiment 2, average rate of prey captured
PROBABILITY PELLETS PER VISIT- "
SUBJECT RIGHT LEVER 1 2 8
C-1 0026 0030 0083 0127
* 0026 0062
* 0026 0066
006 0062 0112 0162
0 10 Q 048 0113 0136
* 010 0 027 0129 0147
1 00 0132
NT 0019 0094 Q120
• NT 0030 0088 Q146
NT w/obs 0080
C-2 0026 0038 0086 0146
’  0026 0066
• 0025 0066
006 0062 0121 0186
0.10 0077 0156 Q1 73
* 0 10 0043 0139 0199
1 00 0153
NT 0036 0098 0183
* NT 0 067 0.099 0109
NT w/obs 0061
C-3 0 025 0 048 0093 Q178
• 0026 0096
• 0025 0096
006 0007 0029 0194
010 0084 0180 0162
• 010 0044 a 031 0206
1.00 0166
NT 0049 0118 0153
* NT 0060 0112 0153
NT W/OOS 0 049
C-4 0026 0017 0.063 0 087
• 0025 0033
* 0025 0029
006 0044 0100 0116
O10 0066 0113 Q101
• Q10 0046 0112 0123
1.00 0187
NT 0060 0082 0119
* NT 0060 0086 0100
NT w/obs 0076
c-s 0025 0031 0036 0136
* 0026 Q067
* 0025 0069
006 a  042 0063 0160
010 0036 0160 0164
• a io 0030 0166 0163
1.00 0082
NT 0019 0077 0136
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