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Abstract. Explanations in intelligent systems aim to enhance a users’
understandability of their reasoning process and the resulted decisions
and recommendations. Explanations typically increase trust, user accep-
tance and retention. The need for explanations is on the rise due to the
increasing public concerns about AI and the emergence of new laws, such
as the General Data Protection Regulation (GDPR) in Europe. However,
users are different in their needs for explanations, and such needs can
depend on their dynamic context. Explanations suffer the risk of be-
ing seen as information overload, and this makes personalisation more
needed. In this paper, we review literature around personalising explana-
tions in intelligent systems. We synthesise a conceptualisation that puts
together various aspects being considered important for the personalisa-
tion needs and implementation. Moreover, we identify several challenges
which would need more research, including the frequency of explanation
and their evolution in tandem with the ongoing user experience.
Keywords: Explanations · Personalisation · Human-Computer Interac-
tion · Intelligent Systems
1 Introduction
Information systems that have intelligent or knowledge components have been
widely used including knowledge-based systems, decision support systems, in-
telligent agents, and recommender systems. With the increase in data volume,
velocity and types, the adoption of solutions where intelligent agents and end-
user interact and work closely have been increased in various application do-
mains. The services provided to end-users range from presenting recommenda-
tions to the more interactive and engaging forms chatbots and social robots.
The end-users’ trust is one of the main requirement for the success and accept-
ability of such services in real-world scenarios [19]. Generating understandable
explanations has been considered as a fundamental demand to increase trust in
recommendations made by the system [9, 49, 27, 31].
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In the literature, there are explanation models proposed and employed in the
field of recommendation systems [45, 15, 43, 8], machine learning [47],decision
support systems [11, 6] and robots [24]. For example in the field of machine
learning, Sokol et al. [47] developed a voice-enabled device to answer user’s
questions about the automated loan application decisions to help the end-users
to understand the system rationale and identify potential errors and biases.
Moreover, explanations help to address an openness culture around artificial
intelligence applications and encourage the adoption of good practices around
accountability [29, 32], ethics [4] and compliance with regulations such as the
General Data Protection Regulation in Europe (GDPR) [20].
The provided models for explanations in the literature were proposed to give
enough information and compliance with regulations and social responsibility.
The elicitation of users’ needs from these explanations remains limited, and
the literature around how users want these explanations to be designed, timed
and communicated has only recently started to become a pressing topic. Ribera
et al. [44] suggested considering three groups of users, based on their goals,
background and roles in the system. Various factors in the personalisation are
yet to be researched and considered, and this includes the cognitive styles of
users, their prior beliefs and personality and cultural characteristics such as
agreeableness and uncertainty avoidance.
In this paper, we survey the current approaches to personalising explanations
in the literature of intelligent systems. We elicit and synthesise the main factors
which are considered necessary for the design of personalised explanations and
discuss research gaps for future research. The findings of the survey suggest that
only a limited number of works have been conducted so far and that the number
of publications started to increase in the last three years. Areas of interest in-
clude the need to evolve explanations together wither user experiences and their
dynamic trust level and usage context.
2 Literature Review Process
To review the literature around personalised explanations in intelligent systems,
we used several search engines; Google Scholar, IEEEXplore, Association for
Information Systems (AIS), ScienceDirect (Elsevier), Springer and the ACM
digital library.
We started with a start-set of papers using the following keywords ’person-
alized explanation’ and ’personalised explanation’ for inclusivity of British and
American English. As the number of papers retrieved was relatively low, the
snowballing method was applied to ensure the best possible coverage of the
literature. We followed the guidelines provided by Wohlin [53] for conducting
systematic literature reviews using snowballing approach. Then, we iterated the
backward and forward snowballing until no new papers were found. We did not
restrict the starting date, and we found papers implementing personalisation
for explanations from 1996. We stopped the search for papers at the end of
November 2019.
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To decide whether to include a paper in the study, we needed to define the
scope. The paper and its literature review method are mainly focused on explain-
able intelligent systems, by which we mean systems that inform the user about
their reasoning and decision-making process including aspects about the data-
set and training used and their certainty and chance for errors. Personalisation
in the context of our study refers to “a toolbox of technologies and application
features used in the design of an end-user experience“ [17]. The included papers
needed to match our definitions above and also discuss personalised explanations
in intelligent systems, referring to how explanations can be tailored to a specific
user or group of users.
The number of papers retrieved by the keyword search and the snowballing
was 206 papers. However, reading the paper and matching them to our criteria
and scope above, we have a total of 48 papers. We excluded papers which talked
of personalised explanations as a general requirement but did not focus on it
as the main aspect. We also excluded papers which discussed personalisation of
explanations as a general usability requirement without particular consideration
of the nature of intelligent systems.
Through a first read of the resulted 48 papers, we observed two main direc-
tions for the research in the area. The first focuses on the needs for personalised
explanations from the users perspective and their requirements of such services.
The second focuses on the implementation aspect and the process of designing
explanation systems. This category of papers expresses partly of fully imple-
mented personalisation technique in explainable systems. Fig. 1 illustrates the
number of papers in each category over the years. The figure denotes that pa-
pers that emphasise the needs for personalised explanations started in 2017.
Generally, the number of papers in the needs category increased in the last three
years. The reason for that could be attributed to public demand and new rights
of people such as the right to automated decision making, including profiling in
the European General Data Privacy Regulations (GDPR). On the other hand,
we can see that the research on the implementation aspect started early in 1996.
Even though the number of studies (48 studies) is relatively low, the increasing
number of studies in the last three years shows that research is getting more
interest in the academic community.
3 Personalised Explanations: Needs-focused research
The complexity of intelligent systems and their wide adoption in real-world and
daily life applications like healthcare made them more visible and familiar but at
the same time more questionable. Driven by theories of the ethical responsibil-
ity of technology development, informed consent and informed decision making,
regulations started to emphasise and even demand the right of citizens to be ex-
plained how systems work [20]. Researchers argued that the current approaches
are limited in personalising explanations to end-users and their needs, which
motives the researchers to match different end-users with different explanations
types. For instance, Tomsett et al. [52] propose a model that define six different
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Fig. 1. The number of relevant papers in both categories (Needs and Implementations)
over the years.
user roles in the machine learning system and argued that designers of the system
should consider providing different explanations that match the needs of each
role in the system. Also, Avi et al. [46] presented three categories of users who
are different in their demands of the nature and level of explanations; Regular
user, Expert user, and External entity. These results are supported by Millecamp
et al. [36] who investigated how the end-user characteristics, including their per-
sonal profile and role in the system, affect the design of the explanations and
the interaction with the system. We synthesised four categories of needs which
can drive the personalisation of explanations and we explain them in the rest of
this section.
User’s motivations and goals. Users might pursue different goals throughout
their interaction with the system. Goals such as curiosity, verify the output,
learn from the system and improve future interaction require adaptive and per-
sonalise explainable systems to meet these motivations [7, 21]. For instance, Gre-
gor et al. [21] argued that novice users use the explanations for learning where
experts need explanations for verification. Hind et al. [23] highlight that expla-
nation should be provided to end-users based on their motivations and present
four groups of users with different motivations. Those groups were i) End-users
decision-makers, ii) Users affected by the decisions, iii) Regulatory bodies and
iv) AI system developers.
Cognitive load. Personalisation can also consider the different ways people
process information and use their thoughts, perception and memory to make
a judgement. The cognitive load can also relate to the individual personality
cognitive resources and learning style. For example, Feng et al. [18] point out
that expert users process more information provided by the explanation interface
to understand the output of the system compared to novice users. The user’s level
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of knowledge in the domain can also be a parameter that affects the cognitive
load required to process explanations.
Cost of the decision. Personalising the explanation of a recommendation
made by an intelligent system would also need to consider how expensive fol-
lowing that recommendation is for the user and whether it is critical (e.g. rec-
ommending changing the password v.s purchasing new security device) as ar-
gued by Kleinerman et al. [26] and Bunt et al. [5]. This estimation of costs and
the acceptance of the recommendation and the demand for explanation and its
personalisation could differ between users depending on personal and cultural
factors, such as openness to new experience and uncertainty avoidance. We need
user models for personalised explanations shall reflect such diversity.
Compliance with regulations. Krebs et al. [28] and Tomsett et al. [52] discuss
the personalisation problem through the lens of compliance with the European
GDPR (General Data Protection Regulations) where the users have the right
to automated decision making, and this included being explained how they are
being profiled and based on what data and processes.
4 Personalised Explanations: Implementation-focused
research
In this section, we report on the literature that provided more practical processes
and approaches to implementing personalisation techniques. This category con-
sidered either partly or fully such implementation through approaches like user
modelling with the aim of adapting to the different individuals and groups. We
centred our analysis of the literature in this area on the six-dimension model
introduced by Fa et al. [17]. The adoption of this model helps our analysis to
highlight different design facets of personalisation. The dimensions are Recipient,
Entity, Channel, Mode, Tactics, and Unit of Analysis. In the following subsec-
tion, we elaborate how each of these dimensions was tackled in the literature
and synthesise a conceptualisation of its facets.
4.1 Recipient.
This dimension refers to users that receive and consume the explanation. More
understanding about the user who is receiving the explanation and their pre-
vious interactions with the system is essential in order to time and convey the
right explanation. In this regard, various factors were deemed important in the
implementation of personalised explanations, and we detail them in the rest of
this section.
User preferences. It refers to accommodating users’ preferences around the
subject and filtering the recommendations and their explanations. In terms of
information preferences, Chen et al. [9] provided personalisation approach based
on analysing users’ reviews to understand users’ preferences in a shopping rec-
ommender system. For example, the explanation communicated to user A em-
phasised the preference of the cuff of the T-shirt, whereas, user B explanation
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indicated the preference about the T-shirt collar. Similarly, Chang et al. [8] pre-
sented an approach based on analysing users’ reviews to find what are the movies
features that the users prefer to be given in the explanation.
User personality. Kouki et al. [27] show how the end-user personality charac-
teristics affect the choice of the explanations design elements where participants
with low neuroticism prefer different explanation style compared to participants
with high neuroticism. This means that emotional triggers, trust propensity and
persistence in the explanation are main design facets. Cai et al. [7] state how
different example-based explanations styles would be useful for users who under-
trust the system more than users who over-trust the system. While trust is a
dynamic phenomenon in its intrinsic nature [16], some users are more likely to be
trusting than others due to personality differences. To date, little is known about
the effects of user personality on the acceptance and usefulness of explanations.
User profile. Besides personality, that relates to the users mental and emo-
tional states and typical attitude. The literature also considered user profile,
which is more static and factual and relating to interaction with the system. For
example, Kaptein et al. [25] compared the preference of explanation styles be-
tween adults and children. Similarly, Roitman et al. [45] generated explanations
personalised to the patients’ medical record in a health recommender system.
More personalised explanations have been studied in the literature and consid-
ered information like gender [26], domain knowledge [3, 15] and user roles [3].
User-controlled personalisation. This style is defined in [22, 30, 12] where users
are given control around how personalisation should be conducted. The approach
considers the design of variable explanation system where users are responsible
for controlling and configuring their own explanation. This can overlap with
the other approaches. For example, users can configure what can be used from
their profile and previous interaction to tailor a recommendation and whether
they like algorithms like collaborative filtering to work and on what metrics of
similarity index.
4.2 Entity.
Fa et al. [17] define personalised entity as the object, entity or substance to be
personalised and as being the instantiation of the action of personalisation. We
reviewed the literature to conceptualise those entities in the content of explana-
tions, and we discuss the obtained results in the following.
Information. It refers to the information conveyed through the explanation
and supposed to be consumed by the recipients. Carolis et al. [11] demonstrate
how doctors in decision support systems require different explanation informa-
tion compared to nurses and patients. From the doctors’ perspective, the expla-
nation is not only about how the system comes up with the results, but also
the cost of following the recommendation or overriding it. This means that the
information content would be customised to the role, responsibility and liability
of the recipients. Our literature review showed that implementation papers are
driven by personalising information mainly. 27 papers out of 27 papers in the
category of implementation-focused research tackled the personalisation of the
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information in the explanations. This entity could be personalised via different
strategies, and we discuss this later in the Personalised Tactics section.
Interface. It refers to the interface and interaction method utilised in or-
der to present and convey the explanation to the recipients [9, 27, 12]. Different
users may require different interface design in terms of complexity, interactiv-
ity, layout and multimedia used. There are also factors relating to the domain
and its mission and sensitivity, which may affect the design choice. For example,
patients in health recommender systems would rather prefer simple and direct
interface design like text, user-friendly components, and easy to differentiate lay-
out and colours. However, the domain can also impose some challenges on the
simplicity requirements. Professionals like doctors and pharmacists interfaces
might unavoidably need to be more complex to include graphs and advanced
dialogues and visualisations. Learning is part of the personalisation of interfaces
and its evolution. Diaz-Agudo et al. [12] build a Cased-Based Reasoning sys-
tem to personalise the explanation interface to fit the explanation goal and the
type of the user based on previous cases and feedback. Three papers out of 24
implementation-focused papers related to the interface design.
In this section, we also outline open research challenges that may be consid-
ered in future research in term of entity dimension. The challenges are mainly
focused on determining the frequency, which is the number of occurrences of
explanations. In other words, it refers to the need overtime for the intelligent
system to explain itself and how this can change. The main aim of using fre-
quency in the personalisation process is to avoid information redundancy and
overload and to fit the dynamics of users needs and the context. There are
methods and implementations in the literature which can be potentially used
for personalising the frequency. One example is the approach described by Sokol
et al.[47], where the process of personalising frequency is left for the users to
specify. On the other hand, Huang et al. [24] introduced an approach in which
the frequency of the explanations is a system task. This approach is based on
explaining the critical states and actions of the robots, rather than explaining
all the robot actions.
4.3 Channel.
This dimension refers to different methods and communication facilities through
which users can access personalised content. Examples include online interfaces,
printed documents, email, voice, non-verbal cues and haptic feedback. Our liter-
ature review noted a lack of research around this facet, and it is assumed that the
choice is mainly relevant to the availability of resources within the task context
where recipients and their characteristics and goals are not considered.
4.4 Personalisation mode.
This dimension refers to the type of interaction and dialogue between the sys-
tem and the user to accomplish the personalisation. The user mode gives the
individual users a choice to opt-in and specify their preferences and choose their
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explanations elements. Diaz-Agudo et al. [12] provide a configurable explanation
interface which allows the user to select between different visualisation charts,
change colours and sizes of the text. User mode can also enable users to request
information when they need it. Chiyah Garcia et al. [19] provided an approach
for on-demand queries for explanations from the intelligent system using Natu-
ral Language Generation techniques. Designer mode refers to the anticipatory
or adaptive logic provided by the designers on how explanations made by the
system should be derived and issued. An anticipatory personalisation is based
on rules about the users’ profile and their characteristics such as preference,
demographics, needs and cognitive. Bofeng et al. [3] classified the explanation
content to five different groups for users based on their level of knowledge. The
research matched the formed user models with the predefined explanation based
on questions asked by the system in an expert system for earthquake prediction.
Similarly, Quijano-Sanchez et al. [43] provide personalisation approach in a group
recommender system based on a decision tree that steers the generation process
of the personalised explanation. This approach combines knowledge extracted
from Social Media, the knowledge generated by the user and group recommen-
dations, and a number of additional factors like tie strength, satisfaction and
personality to create word variances in the explanation. Adaptive techniques are
more dynamic than anticipatory, where the system models the user behaviour
based on its previous interaction with the system. Suzuki et al. [50] provide an
approach to personalise the explanations using recurrent neural networks model
that uses the users’ reviews as a training set for the generated explanations.We
categorised the existing work based on the personalisation mode types. The re-
sults are shown in Table 1.
4.5 Personalisation Tactics.
Fa et al. [17] define personalisation tactics as the different technological measures
and strategies available for the designer to manipulate and enhance the effect of
personalisation. From the papers we reviewed, we synthesise seven tactics that
could be considered when designing personalised explanations and discuss them
in the following. The choice of the strategy is not exclusive as the designer could
have different strategies in the explainable interface(e.g. [3, 12, 11]).
Complexity-based personalisation. This tactic reflects the adaptation of the
explanation based on end-users’ ability to utilise the explanation concerning the
level of complexity provided [19, 3]. The complexity of the explanation could
have a different number of lines, number of chunks, number of new concepts,
rules, reasons, or level of details. Identifying what complexity factors of ex-
planation to personalise is essential for balancing between the response time,
information overload and the users’ information needs.
Content-based personalisation. Information should be structured in a way
that can be proceeded to meet the variable needs and context, and this concerns
the indexing, tagging and filtering of the information in tandem with the users’
roles and their tasks and other usage characteristics. Chen et al and Lim et al.
showed that users have different information needs [9, 33], or users may request
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multiple information content from the system [13]. Stumpf et al. [49] showed the
need to provide multiple information content to help the user to make informed
decisions.
Table 1. Categorisation of the existing work on personalised explanation using per-
sonalisation mode types.
Reference Personalisation Mode Approach
User Anticipatory Adaptive
[42] x - - Configure the explanation
[25] - - - Not Available
[30] x - - Debug the explanation
[3, 2] - x x Fuzzy user model
[51] - - x Hybrid Explanation Method with re-
gard to user preferences
[45] - x - Prioritization
[47, 19] x - - Dialogue
[15] - - x An algorithm that exploits users’ re-
views and ratings
[43] - x - Decision Tree
[27, 10] - - x Collaborative Filtering
[9] - - x Collaborative Filtering and exploit-
ing users’ reviews
[50] - - x RNN that exploit users’ reviews
[8] - - x An algorithm based on modelling
users’ interaction with the recom-
mender system
[12] x - x Case-Based Reasoning and manual
configuration
[14] - - x An algorithm based on analysing
users’ reviews
[41] - - x A framework which takes the user
profile and the recommendations to
generate personalised explanations
[1] - - x An algorithm based on users’ goal
[38] - x - An algorithm based on Hierarchical
Task Network
[34] - - x A novel multi-task learning frame-
work
[40] - - x A methodology based on exploiting
users’ reviews
[11] x - - Questions for building user models
[35] - - x Multi-armed bandit algorithm
Order-based personalisation. It refers to the order of the information content
presented in the explanation and the phasing of explanation so that it meets
the evolving users experience. This strategy appeared twice in our relevant pa-
pers [11, 39] e.g. Carlios et al. [11] discussed how the order and the priorities of
the presented information might differ between patients, nurses and doctors in
medical decision support system.
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Evolvable personalisation. The decision-making process underlying explana-
tions derivation and delivery can be designed to learn and evolve during the
time based on user feedback and actual interaction. Miller [37] argued that the
intelligent system should consider the information that has already explained to
end-users in order to evolve the explanation during the time. Milliez et al. [38]
develop an algorithm based on this idea to update the users’ knowledge model so
that the system can adapt the explanation to this level of knowledge. Similarly,
Bofeng et al. [2] provide an evolvable approach based on an adaptive interview,
which asks users questions to update and re-evaluate their knowledge during the
usage time.
Style-based personalisation. It indicates the orientation, level, granularity
and framing adopted by the intelligent system explains the action and the un-
derlying goal of the explanation. Our analysis showed that the explanation style
is inherently related to the domain and the explainable algorithm. One example
can be taken from the field of robots where Kaptein et al. [25] found that goal-
based explanation, which provides information about the desired outcome from
the decision was preferable by adults. Children’s preference, on the other hand,
was more towards belief-based explanation, which explain the behaviour of the
intelligent agent based on the reasons that let the agent choose one action over
the others. Machine learning is also another field where the explanation style is
studied. For example, Dodge et al. [13] showed how different explanation styles
affect users’ perception of the fairness of the machine learning decisions, particu-
larly, the difference between the local explanations and the global explanations.
Moreover, Kouki et al. [27] used this tactic in recommender systems to person-
alise the explanation in a different format (text and graphics) and explanation
styles (item-based, user-based and social-based).
Presentation-based personalisation. It refers to the method used to convey
explanations, including whether and how users can interact with the communi-
cation medium. Preferences towards presentation methods could differ between
users based on their goals, level of knowledge and familiarity with the method.
Feng et al. [18] indicated the importance of personalising explanations to end-
user by studying the effect of the presentation method on expert and novice
users. Results from their study produced a more accurate and realistic evaluation
for machine learning explanations methods. Kouki et al. [27] used explanation
presentation method as a control variable to find which visualisation method is
more persuasive for the end-users over other methods.
Format-based personalisation. It refers to change the language, framing and
layout, including colours and font sizes to reflect the importance of certain parts
of the explanation. Diaz-Agudo et al. [12] provide an approach to enable end-
users to choose their explanation template in terms of colours, size and charts.
4.6 Unit of analysis.
This dimension refers to the view of the user that the personalisation design
takes. The explanation can be designed to deal with categories of users, such as
children or adults, experts or novices. In a different setting, it can be designed
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toward addressing a unique individual, assumed to be different from all others,
e.g. the head of the emergency unit in a hospital. The literature around the
unit of analysis dimension is summarised in details in Table 2. The majority of
the personalisation techniques reviewed considered individual users as the unit
of analysis. This is because most of the literature belonged to recommender
systems research community where the user profile construction is the main
personalisation practice. The groups profiling and their dynamics have been
considered in the fields of machine learning and expert systems, but still the
amount of research in that collective and group context is limited.
Table 2. Research brief summary
Implicit [9, 27, 43, 8, 10, 15, 45, 50, 14, 41, 34, 40, 51]
Data gathering methods Explicit [30, 42, 47, 3, 19, 11, 35]
Mixed Method [12, 2]
Not Available [25]
User preferences [9, 27, 8, 43, 15, 50, 47, 14, 41, 11]
[34, 40, 51]
Recipient gathered data User profile [10, 45, 25]
Users Knowledge [3, 2, 12, 1, 11, 38]
No Information [42, 19, 30]
Personalised content Information [9, 27, 8, 43, 15, 50, 14, 41, 34, 40, 25, 30]
[2, 12, 34, 42, 45, 10, 3, 19, 47, 11, 51]
Interface [27, 12, 9]
Personalised tactics Content [9, 30, 42, 8, 43, 41, 40]
[15, 47, 45, 3, 2, 50, 34, 10, 14, 1, 19, 11, 38]
Style [25, 27, 41, 11, 51, 35]
Order [11, 39]




Unit of Analysis Individual [9, 30, 27, 42, 8, 43, 10, 15, 51]
[47, 12, 50, 14, 41, 34, 1, 40, 38]
Group [25, 3, 2, 11]
5 Discussion and Future work
In this paper, we reviewed the literature of personalising the explanations in
intelligent systems. We synthesised two classifications from different research
domains such as Personalisation, User Experience and Explainable Artificial
Intelligence [17, 37]. Results from the analysis showed that current literature
and approaches of explainable models in intelligent systems lacked user-based
research. Such research is important for gathering the lived experience of users
and their perception and preferences in the process and the match to their roles
in the system [44, 48], user personality [27, 7], domain knowledge [1, 38, 18] and
user goals [21, 23]. Moreover, we also reviewed the current approaches in the
Implementations category and outlined different algorithms, frameworks and
methods for realising personalisation in explainable models. Table 2. presents a
categorisation of the existing work in personalising the explanations. We note
here that the consideration of users’ input and choices was not a main focus in
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the implementation strategies, although it was considered important, especially
for giving a sense of control to users. The amount of interactivity and user
control and the effect on user experience when balancing between intelligent and
user-administered personalisation is an open research issue.
Our aim in future research is to focus on the end-users’ perspective and their
various personas and expectations, and we may need to produce explanations
of a particular persona. To derive the goals of users and keep up to date with
their dynamic nature, additional data are to be captured from the users, and
this will require further explanation, i.e. meta explanation. We also need to
provide approaches which enable the detection of needs and goals dynamics
during the time to adapt these changes to the end-users. User studies such as
diary studies, interviews and observations are needed to determine the nature
of these dynamics. Results from these studies will provide us for guidelines to
design long term explainable system and what data should be collected from the
user to enhance this personalisation.
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