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Abstract
We study the range of the Berezin transform B: More precisely, we characterize all triples
ð f ; g; uÞ where f and g are non-constant holomorphic functions on the unit disc D in the
complex plane and u is integrable on D such that f %g ¼ Bu: It turns out that there are very ‘few’
such triples. This problem arose in the study of Bergman space Toeplitz operators and its
solution has application to the theory of such operators.
r 2003 Elsevier Inc. All rights reserved.
1. Introduction
In this paper D will denote the open unit disc in the complex plane. By Lp we mean
the Lebesgue space with respect to the normalized Lebesgue measure dA ¼ 1p dx dy
on D: For f and g in L2; /f ; gS will denote the usual L2 inner product and jjf jj2 will
denote the norm in L2: By Bp; the Bergman space, we mean the subspace of Lp
consisting of the holomorphic functions on D: The orthogonal projection of the
Hilbert space L2 onto its closed subspace B2 is denoted by P: We also have the kernel
functions kw for each wAD deﬁned by kwðzÞ ¼ 1ð1z %wÞ2: The relation of these kernel
functions with the projection P is the following: if fAL2 then ðPf ÞðzÞ ¼ /f ; kzS: In
particular, if fAB2 then f ðzÞ ¼ /f ; kzS: There is another kernel function that will
arise in our arguments: k1wðzÞ ¼ 2ð1jzj
2Þ
ð1 %wzÞ3 : It is known that the operator P1 associated
to k1w maps L
1 to B1 and that P maps B1 to itself, [4, Theorem 7.1.4, p. 122]. Another
operator that arises in the study of the Bergman spaces is the Berezin transform,
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deﬁned for any integrable function f on D by the formula
Bf ðzÞ ¼
Z
D
f
z  z
1 %zz
 
dAðzÞ:
If we make a change of variables we see that
Bf ðzÞ ¼ ð1 jzj2Þ2
Z
D
f ðzÞ
j1 z%zj4 dAðzÞ:
It is well known that Bu ¼ u for any harmonic function u: However, B is not a
projection onto the harmonic functions, that is, Bu is not always harmonic. In fact, if
v ¼ Bu is harmonic then Bðu  vÞ ¼ 0 since B reproduces harmonic functions. It is
easily seen that the Berezin transform is injective and hence u ¼ v: In other words Bu
is harmonic if and only if u is harmonic. Another result along these lines is that if
uAL1 and BðuÞ ¼ u then u is harmonic, see [2]. These results about the Berezin
transform suggest that it is in some sense ‘rigid’, that is, trivial assertions about B
have converses, which may not be so trivial. We shall use the following notations for
the laplacian, D ¼ @2@z@ %z; and the invariant laplacian *D ¼ ð1 jzj2Þ2D:
If f and g are holomorphic in D and one of them is constant and the other is in L1
then it is obvious that
f ðzÞ %gðzÞ ¼ BuðzÞ;
where u ¼ f %g because B reproduces harmonic functions. In [1] a partial converse was
proved: If f and g are holomorphic in D and f %g ¼ Bu for some uAL1ðDÞ such that
*DuALNðDÞ; then f or g is constant. On the other hand it was also shown that
z%z ¼ BuðzÞ where uðzÞ ¼ 1þ log jzj2: The example shows that the condition on *Du is
to the point, but it also goes against the spirit of ‘rigidity’ mentioned above. In this
paper we will characterize all holomorphic f and g such that f %g ¼ Bu for some
uAL1ðDÞ; and in the process recover some of that ‘rigidity’. The case of f or g
constant will be called the trivial case. That there is a non-trivial case is given by the
above example of z%z: Another non-trivial case is given by Lemma 1 below, namely
z%z2 ¼ BuðzÞ where uðzÞ ¼ 2%z 1z: It follows that if p and q are holomorphic
polynomials, neither of which is constant, and the degree of pq is at most 3, then
p %q ¼ Bu is a Berezin transform. Since B commutes with the Moebius group we have
p3fa %q3fa ¼ Bðu3faÞ; which gives more non-trivial examples, (here fa ¼ az1 %az). It will
be shown that there are no others:
Theorem 1. If f and g are holomorphic in D and neither is constant and f %g ¼ Bu for
some uAL1ðDÞ then there are non-constant polynomials p and q with deg pqp3 and an
aAD such that f ¼ p3fa and g ¼ q3fa:
The results from [1] had consequences for Toeplitz operators on the Bergman
space. The same is true for the results of this paper (see [3] for the deﬁnitions and
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basic results on Teoplitz operators). For Bergman space Toeplitz operators, if %f or g
is holomorphic then Tf Tg ¼ Tfg: We showed in [1] that the product of two Toeplitz
operators could be a Toeplitz operator in a non-trivial way, that is, there are f ; g and
h such that Tf Tg ¼ Th but neither %f nor g is holomorphic. The method used gives
examples with f ; g and h smooth up to the boundary of any ﬁnite order but not CN:
As a consequence of Lemma 1, we shall ﬁnd examples in which f ; g and h are
polynomials (not all holomorphic). In [1] it was also shown that if f and g are
bounded harmonic functions and h is an integrable function in class C2 in the disc
with *Dh also bounded such that Tf Tg ¼ Th then either %f or g is holomorphic. In
Corollary 1 of Theorem 1 we shall characterize all triples ð f ; g; hÞ where f and g are
bounded and harmonic and hAL1ðDÞ such that Tf Tg ¼ Th: As a special case we
obtain that if f and g are harmonic and hAL1ðDÞ is locally bounded then %f or g is
holomorphic. This gives an improvement of the main result of [1].
Lemma 1. z%z2 ¼ BuðzÞ; where uðzÞ ¼ 2%z 1z:
Proof. Of course this follows by a direct calculation from the second formula given
in the Introduction for the Berezin transform. A proof using the ﬁrst formula is
perhaps more interesting. We will calculate Bv using the ﬁrst formula where vðzÞ ¼ 1z:
First we note the following: since 1pz is the fundamental solution to the
%@ equation we
see that
@
@ %z
Z
D
1
z  z dAðzÞ ¼ 1;
for all zAD: Hence we have Z
D
1
z  z dAðzÞ ¼ %z þ hðzÞ;
where h is holomorphic in D: Now the integral in the above display is continuous on
the entire plane, being the convolution of a locally L1 function with a bounded
function of compact support, and hence h is continuous up to the boundary of D: So
we have Z
D
1
eiy  z dAðzÞ ¼ e
iy þ hðeiyÞ:
Now Z
D
1
eiy  z dAðzÞ ¼ e
iy
Z
D
1
1 eiyz dAðzÞ ¼ e
iy
Z
D
1
1 z dAðzÞ;
because area measure is rotation invariant. So we have, for some constant C;
eiyC ¼ eiy þ hðeiyÞ:
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It follows from this that
C ¼ 1þ zhðzÞ;
for all zAD: Letting z ¼ 0 we see that C ¼ 1 and hence that hðzÞ  0: In other words
we have shown that Z
D
1
z  z dAðzÞ ¼ %z;
for zAD: We proceed to calculate Bv:
BvðzÞ ¼
Z
D
1 %zz
z  z
 
dAðzÞ ¼
Z
D
1
z  z dAðzÞ  %z
Z
D
z
z  z dAðzÞ
¼
Z
D
1
z  z dAðzÞ  %z 1þ z
Z
D
1
z  z dAðzÞ
 
¼ 2%z  z%z2:
The lemma now follows.
Corollary 1. TuTv ¼ Tw where uðzÞ ¼ z; vðzÞ ¼ %z2z and wðzÞ ¼ 2z%z 1:
Proof. We have z%z2 ¼ BuðzÞ where uðzÞ ¼ 2%z 1z: From [1] we know that this implies
that TzT%z2 ¼ T2%z1z: Now if we compose both sides of this equation on the right with
Tz we get the result of the corollary.
Proof of Theorem 1. We are assuming that f and g are holomorphic in D and that
f %g ¼ Bu for some uAL1ðDÞ: We will assume that neither f nor g is constant and we
want to conclude that f and g have the special form described in the statement of
Theorem 1. We take the laplacian of both sides of the identity f %g ¼ Bu and arrive at
f 0ðzÞg0ðzÞ ¼
Z
D
uðzÞDz ð1 jzj
2Þ2
j1 %zzj4 dAðzÞ:
Now we use the marvelous, but easy to prove identity
Dz
ð1 jzj2Þ2
j1 %zzj4 ¼ Dz
ð1 jzj2Þ2
j1 %zzj4
and so we have
f 0ðzÞg0ðzÞ ¼
Z
D
uðzÞDz ð1 jzj
2Þ2
j1 %zzj4 dAðzÞ:
Now we will ‘complexify’ the above equation to get
f 0ðzÞg0ð %wÞ ¼
Z
D
uðzÞDz ð1 jzj
2Þ2
ð1 %zzÞ2ð1 zwÞ2 dAðzÞ:
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The above equation holds because both sides are holomorphic in the bidisc fðz; wÞ :
jzjo1; jwjo1g and they are equal on fðz; %zÞg and hence they are equal on the bidisc.
Now we take the kth derivative of both sides with respect to w and let w ¼ 0
to obtain
f 0ðzÞck ¼
Z
D
uðzÞDz z
kð1 jzj2Þ2
ð1 %zzÞ2 dAðzÞ:
In the sequel we will need the following calculation, for p a holomorphic function,
Dz
pðzÞð1 jzj2Þ2
ð1 %zzÞ2 ¼
2zp0ðzÞð1 jzj2Þ þ 2pðzÞð2jzj2  1Þ
ð1 %zzÞ2
þ 2zðp0ðzÞð1 jzj2Þ  2%zpðzÞÞ 1 jzj
2
ð1 %zzÞ3:
Now if p is a bounded holomorphic function in D then
sup
D
jp0ðzÞjð1 jzj2ÞpC sup
D
jpðzÞj;
where C is independent of p: So we have
Dz
pðzÞð1 jzj2Þ2
ð1 %zzÞ2 ¼ b1ðzÞkzðzÞ þ zb2ðzÞk
1
zðzÞ;
where jjbjjjNpCjjpjjN; for some constant C; independent of p: So if we multiply by
uðzÞ and integrate over D we see that
Z
D
uðzÞDz pðzÞð1 jzj
2Þ2
ð1 %zzÞ2 dAðzÞ ¼ F1ðzÞ þ zF2ðzÞ;
where F1 ¼ Pv1 and F2 ¼ P1v2 where v1 and v2 lie in L1ðDÞ and moreover
jjvj jj1pCjjpjjNjjujj1 with C independent of p: It follows that F2 and hence F3 ¼ zF2
lie in B1 and hence that F3 ¼ PF3: In other words we now see that
SupðzÞ ¼
Z
D
uðzÞDz pðzÞð1 jzj
2Þ2
ð1 %zzÞ2 ¼ PHðzÞ;
where HAL1ðDÞ: The above equation is the deﬁnition of Su:
Since we are assuming that g is not constant it follows that not all the ck are 0: This
means that f 0 is a constant times SuðzkÞ for some k and hence f 0 ¼ PH; for some
HAL1ðDÞ: It now follows that for any holomorphic polynomial p we have Sup ¼
LðpÞf 0 where L is a linear mapping of the set of all holomorphic polynomials
into the complex numbers. Since we are assuming that f is not constant, f 0 is not
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identically 0: We pick zAD with f 0ðzÞa0; then we have
LðpÞf 0ðzÞ ¼ F1ðzÞ þ zF2ðzÞ
and hence that
jLðpÞf 0ðzÞjpjF1ðzÞj þ jF2ðzÞjpCðjjv1jj1 þ jjv2jj1ÞpCjjujj1jjpjjN;
where C depends on z but not on p: It follows that
jLðpÞjpCjjpjjN;
for some constant C: This means that L extends to the disc algebra AðDÞ and that
we have
SupðzÞ ¼ LðpÞf 0ðzÞ;
for all pAAðDÞ: Since L is continuous on AðDÞ there is a ﬁnite complex Borel
measure m on %D such that
LðpÞ ¼
Z
pðzÞ dmðzÞ;
for all pAAðDÞ: We note for further reference that if zAD and we deﬁne pzðzÞ ¼
1
ð1z%zÞ2 then pzAAðDÞ and SupzðzÞ ¼ f
0ðzÞ %g0ðzÞ by deﬁnition of Su: So we have that
f 0ðzÞ %g0ðzÞ ¼
Z
pzðzÞ dmðzÞf 0ðzÞ:
Since f 0 is not identically 0 we see that
%g
0ðzÞ ¼
Z
pz dm:
From now on, we will denote f 0 by F : So F ¼ PH where HAL1ðDÞ: We will need
some information about the Taylor coefﬁcients of the projection of an L1 function.
We have
FðzÞ ¼
Z
D
HðzÞ
ð1 %zzÞ2 dAðzÞ ¼
XN
n¼0
ðn þ 1Þ
Z
D
%znHðzÞ dAðzÞzn:
Now
R
D
%zn HðzÞ dAðzÞ-0 as n-N: In other words, if FðzÞ ¼PNn¼0 Fnzn then Fn ¼
oðnÞ: One of the uses we will make of this information is the following: F is not in
L1ðDÞ but
lim
r-1
Z
Dr
FðzÞ %GðzÞ dAðzÞ
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will exist for some GAHN: Here Dr ¼ fz: jzjorg: In fact, if GðzÞ ¼
PN
n¼0 Gnz
n then
we have Z
Dr
FðzÞ %GðzÞ dAðzÞ ¼
XN
n¼0
Fn %Gn
r2nþ2
n þ 1:
Since Fn ¼ oðnÞ this integral will have the limit
PN
n¼0
Fn %Gn
nþ1 if
PN
n¼0 jGnjoN; for
instance. In fact we will only use G which are entire.
Now we start from the equation
LðpÞFðzÞ ¼
Z
D
uðzÞDz pðzÞð1 jzj
2Þ2
ð1 %zzÞ2 dAðzÞ:
We now multiply by %GðzÞ and integrate over Dr: We get
LðpÞ
XN
n¼0
Fn %Gn
r2nþ2
n þ 1 ¼
Z
Dr
Z
D
uðzÞDz pðzÞð1 jzj
2Þ2
ð1 %zzÞ2 dAðzÞ
%GðzÞ dAðzÞ:
We consider the integral on the right. Since ro1 everything but uðzÞ is bounded and
so we can interchange the order of integration to obtain
Z
D
uðzÞDz pðzÞð1 jzj2Þ2
Z
Dr
%GðzÞ
ð1 %zzÞ2 dAðzÞ
 !
dAðzÞ:
In the inner integral we let z ¼ rw and use the reproducing property of the kernel to
see that the inner integral is equal to r2 %Gðr2zÞ: So we obtainZ
D
uðzÞDzðpðzÞr2 %Gðr2zÞð1 jzj2Þ2Þ dAðzÞ:
From this point on we will always assume that p and G are entire functions. With
this in mind it is quite clear that
DzðpðzÞr2 %Gðr2zÞð1 jzj2Þ2Þ
converges uniformly to
DzðpðzÞ %GðzÞð1 jzj2Þ2Þ;
as r-1: Since uAL1 we can take the limit under the integral sign and obtain
LðpÞ
XN
n¼0
Fn %Gn
n þ 1 ¼
Z
D
uðzÞDzðpðzÞ %GðzÞð1 jzj2Þ2Þ dAðzÞ:
Next, we will apply the above discussion to the functions pðzÞ ¼ ewz and GðzÞ ¼
ewz: The sum
PN
n¼0
Fn %Gn
nþ1 becomes
PN
n¼0
ð1ÞnFn %wn
ðnþ1Þ! ¼ %JðwÞ: This last equation is the
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deﬁnition of JðwÞ: Since Fn ¼ oðnÞ we see that J is an entire function and moreover
that jJðwÞjpCejwj for some constant C: We note that LðpÞ ¼ R ewz dmðzÞ ¼ KðwÞ is
also an entire function which satisﬁes an estimate jKðwÞjpCejwj for some constant C:
Now we look at the integral
Z
D
uðzÞDzðewzewzð1 jzj2Þ2Þ dAðzÞ:
We calculate the laplacian that is under the integral sign.
Dzðewzwzð1 jzj2Þ2Þ
¼ ewzwzðjwj2ð1 jzj2Þ2  2wzð1 jzj2Þ þ 2 %w%zð1 jzj2Þ þ 2ð2jzj2  1ÞÞ:
Now if w ¼ u þ iv and z ¼ x þ iy then wz %w%z ¼ 2iðxv þ yuÞ and so if sAL1ðDÞ
then
Z
D
ewz %w%zsðzÞ dAðzÞ ¼ #sð2v; 2uÞ;
where #s denotes the Fourier transform of s: So if we put this all together
we obtain
KðwÞ %JðwÞ ¼ jwj2 #s1ð2v; 2uÞ þ w #s2ð2v; 2uÞ þ %w #s3ð2v; 2uÞ þ #s4ð2v; 2uÞ;
where sj ; j ¼ 1; 2; 3; 4 are in L1ðDÞ: From this we obtain
jKðwÞJðwÞj ¼ jKðwÞ %JðwÞj
¼ jwj2 #s1ð2v; 2uÞ þ w #s2ð2v; 2uÞ þ %w #s3ð2v; 2uÞ þ #s4ð2v; 2uÞj:
Since the Fourier transform of an L1 function tends to zero at inﬁnity we conclude
that
jKðwÞJðwÞj ¼ oðjwj2Þ;
as w-N: This implies that
KðwÞJðwÞ ¼ Aw þ B;
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for some A and B: This means that one of the two functions K ; J is Aw þ B times a
non-vanishing function and that the other is non-vanishing. It follows from
Hadamard’s factorization theorem, [5, p. 250], that a non-vanishing function of
order 1 is of the form geaw so we may conclude that one of these two functions, say
K ; is of the form KðwÞ ¼ ðaw þ bÞeaw and JðwÞ ¼ geaw:
Now we will use the above information about K and J to ﬁnish the proof of
Theorem 1. We turn our attention to J: One the one hand JðwÞ ¼ geaw and on the
other it is
PN
n¼0
ð1Þn %Fnwn
ðnþ1Þ! : So we obtain
XN
n¼0
ð1Þn %Fnwn
ðn þ 1Þ! ¼ ge
aw ¼
XN
n¼0
gð1Þnanwn
n!
:
Equating coefﬁcients we see that
Fn ¼ %gðn þ 1Þ %an:
Now recall that F ¼ f 0 and we are assuming that f 0 is not identically zero. This
implies that ga0: We have also seen that Fn ¼ oðnÞ and this implies that jajo1: We
see that
FðwÞ ¼ g
XN
n¼0
ðn þ 1Þ %anwn ¼ gð1 %awÞ2
with ga0 and jajo1: We can write this as
f 0ðwÞ ¼ d
dw
g
ð1 jaj2Þ
a  w
1 %aw
 !
:
This means that
f ðwÞ ¼ c1 a  w
1 %aw þ c2:
That is, f has the form required by Theorem 1.
Now we turn our attention to K :
KðwÞ ¼
Z
ewz dmðzÞ ¼ ðaw þ bÞeaw:
If we differentiate this identity k times with respect to w and let w ¼ 0 we getZ
zk dmðzÞ ¼ bak þ akak1:
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Next we recall that %g0ðzÞ ¼
R
pz dm; where pzðzÞ ¼ 1ð1z %aÞ2: From this we may
conclude that
%g0ðzÞ ¼
XN
k¼0
ðn þ 1Þ
Z
zn dmðzÞ%zn
¼
XN
n¼0
ðn þ 1Þðban þ anan1Þ%zn
¼ bð1 a%zÞ2
þ 2a%zð1 a%zÞ3
:
Or, taking conjugates, we have
g0ðzÞ ¼
%b
ð1 %azÞ2
þ 2%azð1 %azÞ3
:
Now it is easy to see, with a little algebra, that this last expression can be written in
the form
g0ðzÞ ¼ d
dz
A
a  z
1 %az þ B
a  z
1 %az
 2 
:
From this we see that g has the form required by Theorem 1, as well. Finally, we
must consider the case that JðwÞ ¼ ðaw þ bÞeaw and KðwÞ ¼ geaz: This case is very
similar to the one just discussed. This ﬁnishes the proof of Theorem 1. &
Finally we give an application of Theorem 1 to the theory of Toeplitz operators.
Corollary 1. Suppose that f1; f2; g1 and g2 are holomorphic in D and that f ¼ f1 þ %f2
and g ¼ g1 þ %g2 are bounded in D and that hAL1ðDÞ and neither %f nor g is holomorphic.
Then Tf Tg ¼ Th if and only if the following holds: There are non-constant holomorphic
polynomials p and q with deg pqp3 and an aAD such that f1 ¼ p3fa and g2 ¼ q3fa: f2
and g1 can be arbitrary bounded holomorphic functions in D and h must be of the form
h ¼ u3fa þ %f2g1 þ f1g1 þ %f2 %g2;
where p %q ¼ Bu: In particular, if h is bounded, or even bounded on compact sets, then
Tf Tg ¼ Th implies that %f or g is holomorphic.
Proof. It was shown in [1, Proposition 1] that Tf Tg ¼ Th if and only if
f1 %g2 ¼ Bðh  %f2g1  f1g1  %f2 %g2Þ:
(Actually, in [1, Proposition 1] it is assumed that h is bounded near the boundary,
but this is never used in the proof.) Notice that the statement that neither %f nor g is
holomorphic is equivalent to the statement that neither f1 nor g2 is constant.
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Now suppose that neither %f nor g is holomorphic and Tf Tg ¼ Th; then it follows
from Theorem 1 that f1 ¼ p3fa and g2 ¼ q3fa for non-constant polynomials p and q
with deg pqp3: Since the Berezin transform is injective we conclude that h  %f2g1 
f1g1  %f2 %g2 ¼ u3fa:
Next suppose that p and q are non-constant polynomials with deg pqp3;
f1 ¼ p3fa; g2 ¼ q3fa and f2 and g1 are bounded holomorphic functions and h ¼
u3fa þ %f2g1 þ f1g1 þ %f2 %g2 then we conclude as above that Tf Tg ¼ Th:
To prove the last statement of the corollary we look at u where p %q ¼ Bu: It is easy
to see that u differs by a bounded function from c1 log jzj2 þ c2z þ c3%z ; where at least
one of the cj must differ from 0: But it is easy to see that such an expression can be
bounded near 0 only if all the cj are 0: It follows that u is unbounded near 0 and
hence that u3fa is unbounded near a:
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