INTRODUCTION
Display of continuous media is one challenge of a H20 cloud. Continuous media consists of a sequence of quanta, either audio samples or video frames, that convey meaning when presented at a pre-specified rate [9] , [12] .
Once the display is initiated, if the data is delivered below this rate then the display might suffer frequent disruptions and delays. This raises several interesting research topics such as admission control, placement of data and its availability, scheduling of data delivery, amount of data to prefetch prior to initiating a display, etc. These topics can be investigated in two ways. First, in a general manner based on an abstraction of a wireless network. Second, in the context of a specific network infrastructure and its characteristics. The latter is more appropriate when building a system which is the focus of our activities. In this paper, we evaluate network characteristics such as data and loss rates, with 802.11a in different environments. Obtained results serve as a foundation for future studies to explore alternative design decisions.
At the time of this writing, there are several candidate wireless technologies for an ad hoc network of H2O devices, seel Ta ble I. We did not consider Bluetooth because its bandwidth offering is less than the typical 4 Mbps bandwidth required to display a DVD-quality (MPEG-2) video clip. 802.11b offers bandwidths suf-1 IEEE S02.lIe has been proposed to fulfill the goals of better QoS and higher channel efficiency [7] . However, S02.lle cards were not available at the time of this writing. [22] raise skepticism about the feasibility of the IEEE 802.11 as a viable candidate for wireless ad-hoc networks. Second, at the time of this writing, S02.11a is the only commercial off-the-shelf wireless solution to implement H20 devices and hence we decided to explore its use. While we could reproduce the exposed node limitation identified by [22] , we did not observe the other identified limitations. One example is the concept of neighboring node one-hop unfairness [22] where one of two simultaneous TCP connections either completely shuts down or suffers severely, see Section V. Instead, a key observation is S02.11a approximates a fair allocation of bandwidth between multiple competing streams. Possible explana tions for this discrepancy might be attributed to our use of 802.lla in an empirical study while observations reported in [22] are based on a ns2 simulation study of 802.IIb.
In all our experiments we used IBM Thinkpad T20 laptops configured with a 700 MHz Intel Pentium III processor and 256 MB of memory. Unless otherwise specified, these laptops were equipped with one Intel PRO Wueless 5000 LAN cardbus adapter. Intel specified that the indoor and outdoor radio ranges for this card are 40 and 100 feet respectively, when transmitting at 54 Mbps. The laptops are always aligned in a straight line, termed a string topology with their transmission rates always set at 54 Mbps. While our studies employ 'The bandwidth is the throughput seen at the receiver. In this paper we will be using the term bandwidth and throughput interchangeably.
application level routing, we do consider routing of data using the operating system. In all experiments, the target operating system was Windows XP Professional. We used C# with .NET and did not manipulate the operating system settings for either TCP or UDP.
The rest of this paper is organized as follows. Sec tion II analyzes the characteristics of 802.ll a as a function of distance between a producer and a receiver of data. In Section III , we extend this discussion to consider multiple transmitters operating in either the same or an overlapped radio range. Section IV discusses the exposed node limitation and its impact on S02.I1a. In Section V, we show S02.IIa does not suffer from lost connections due to neighboring node one-hop unfairness [22] . We provide conclusions and future research directions in Section VI.
II. B ANDWIDTH AND LOSS RATE AS A FUNCTION OF

DISTANCE
To understand the S02.I la behavior, in our first ex periment, we analyzed the observed bandwidth and loss rate as a function of distance between a producer and a consumer of data. In all our experiments, each laptop was placed on a 28 inch (2.33 feet) high stand. The orientation of the two cards impacts performance. In particular, a higher bandwidth (and a lower loss rate) is observed when cards are facing one another. In all our experiments, the cards were facing away from one another in order to accommodate experiments involv ing three and more cards in an identical manner. At larger distances, the behavior is similar to an infrared remote control where the presence of obstacles results in interference. All our experiments were free from such obstacles. Figure I shows observed bandwidths and loss rate with the UDP protocol as a function of distance for both indoor and outdoor experiments. In these experiments, we transmitted 100 MB of data from one laptop to another. The transmitter partitions data into fixed-size Application Data Units (ADUs) for network transmis sion. The reported bandwidth is the data rate observed by the receiver. With the outdoor experiments, we analyzed many different environments namely the Marina del Rey beach, a large lawn, USC's track and field, etc. The performance up to 55 feet is representative of all environments. At distances greater than S5 feet, there is a large variance and the results are not reproducible. Lb Loss rate The indoor experiments were conducted in a 100 
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We quantified the performance of TCP and UDP with the two extreme settings of m and k values3: 1) m= 1 and k > 1, and 2) m > 1 and k=I. The former is appropriate for two possible settings. First, when the participating devices are far apart, requiring the partic ipation of intermediaries, i.e., k > 1. To illustrate, the streaming shown in Figure 3 is appropriate when N3 is outside of Nt's radio range and N4 is outside of the radio range of both N2 and Nt. (The concept of exposed node is discussed in Section IV.) Second, transient obstacles might impact the bandwidth and loss rate characteristics between nodes, motivating the routing of Figure 3 even though N4 is in Nl'S radio range some of the time.
As an example, consider a cubical setting where the presence of a few people sitting at their desk act as obstacles, resulting in a high loss rate for connections between: 1) Nt and N4, 2) Nl and N3, and 3) N2 and N4• In this case, the system may utilize transmission of Figure Assuming a payload-size of 1472 bytes in a frame of 1532 bytes as specified by 802.11 [14] , percentage fragmentation is defi ned as
Frag(%) = ADD x 100 Figure 5 shows that as the ADD size increases beyond 2 KB, the amount of fragmentation reduces because many frames are completely full. The observed fra gmentation rate by (a) introducing significant delays (in the order of minutes due to timeouts) in the presence of data loss [18] , [21] , and (b) adjusting its transmission window size to slow down the rate of transmission (flow control). Next, we analyzed the performance of a 3:1-hop transmission, (see Figure 2 ) with both UDP and TCP.
In these experiments all the laptops were in the same radio range. Figure 6 shows the average bandwidth observed by each TCP connection is approximately � of the bandwidth with a 1:1-hop connection (compare with Figure 4 .a). This is because the three connections are in the same radio range and compete for the shared medium. UDP observes a higher bandwidth because it drops approximately 0.2% of data. The allocation of bandwidth across the three streams is approximately fair. Figure 7 shows the observed bandwidth for each stream in one experiment. Figure 8 shows the performance of both TCP and UDP with a 1 :3-hop connection where all nodes are in the same radio range (and there are no obstacles). When compared with the results of Figure 6 , the bandwidth observed with both UDP and TCP is lower. Moreover, the loss rate with UDP (see Figure 9 .b wait=Oms) is increased by more than 150 times (with a I KB ADU size, the loss rate is 250 times higher).
These results demonstrate several important lessons. 
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'i. the wireless·channel). A future research direction would be to evaluate these variants of TCP once they become widely available.
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ADU size (KB) Fig. 8 . Performance of TCP and UDP with a 1:3-hop trans mission. Reported nwnbers are averages of three iterations of an experiment transferring 1 GB of data.
B. Data Flow Control
With streaming applications, the system may produce data at a slower rate than the available network band width. This is typically performed when the available network bandwidth exceeds the bandwidth required to display a clip. At the application level, it might be implemented by introducing a delay, termed a wait time, between transmission of ADUs. Figure 9 shows the observed bandwidth and loss rate with a wait time of 0, I, and 2 milliseconds (ms To explain the third observation, note that the number of ADUs decrease as a function of ADU size when a fixed amount of data is used for experimental purposes.
In our experiments where we transmit 1 GB of data with an ADO size of 2 KB, the minimum transmission time with a 1 and a 2 ms wait-times are 503, and 1093 seconds, respectively. Now, both are comparable with the transmission time of a 0 ms wait-time (976 seconds with a 2 KB ADO). In practice, the minimum transmission time with a wait-time of 1 ms cannot be observed because of the network transmission time.
Thus, the total transmission time is identical with 1 and 2 ms wait-times, resulting in comparable data rates.
The delay introduced by the wait-time causes a fixed
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9.a Bandwidth In addition to ADU size, the network transmission time is dependent on the value of k with a l:k-hop connection (when all k participants are in the same radio range and there is no obstacle). This is because only t of the bandwidth is available to each transmission. A larger k increases the service time of an ADU, making it tolerant to longer wait times.
With UDP, almost all the losses occur at the inter mediate nodes acting as routers. For example, in the 1 :3-hop experiment of Figure 3, It is interesting to note that the bandwidth observed by TCP (see Figure 8 ) remains unchanged with both operating system routing and when intermediate routers are configured with two cards.
IV. IMPACT OF EXPOSED NODE
The 802.11 standard includes the RTSICTS (Request to Send and Clear to Send) handshake between a sender and receiver. The sender initiates the handshake by send ing a RTS frame which includes the source, destination, and duration of the intended data transfer. The target destination replies with a CTS which includes the same duration information. The sender must receive aCTS prior to sending its data. The duration information sent by crs alerts other potential senders to hold off from accessing the medium while this sender initiating the RTS is transmitting its data. The primary motivation for RTS/CTS is to solve the hidden node problem [22] . A limitation of RTS/CTS is an exposed node, namely, a candidate sender that is within the sensing range of another sending node and out of the interfering range of the destination [22] . It is a limitation because the exposed node must defer its transmission until the sending node completes its transmission. To illustrate, in Figure 10 , node 3 is an exposed node when node 2 is the sender and node I is the receiver. Thus, while both streams can be active simultaneously, they interfere with one another because of the exposed node limitation. As claimed in [22] , a large sensing range can be adverse to multi-hop wireless ad hoc network of 802.11 nodes because this would cause all the other nodes within the sensing range of a sending node (and out of range of the intended receiver) to defer their transmissions due to the RTS/CTS mechanism. Many survey and simulation studies have discussed the exposed node problem for IEEE 802.11 in multi-hop ad hoc networks [22] , [19] , [13] , [4] . Some [20] , [19] Based on our observations, a difference of ± 10% is experimental noise. It is clear that beyond 300 feet, the impact of exposed node starts to diminish. It is interesting to note that the exposed node limitation does not impact the loss rate, see Figure 11 .b (plotted to a log scale). we did not observe this phenomena. There were no dropped connections observed in any of the experiments.
V. DROPPED CONNECTIONS
In the following, we detail our experiments and their findings.
A key observation of [22] is the neighboring node one-hop unfairness where a 1:2-hop transmission session is either dropped (or impacted severely) when a 1: 1-hop transmission is initiated by a neighboring node, see Figure 12 . This would pose a serious challenge to arbitrary streaming of data in a cloud of H20 devices. Figure 12 illustrates one of our experimental setups in an open lawn to investigate this issue. In this experiment, nodes Nl, N2 and N3 participate in a 1:2-hop connection while nodes N4 (neighbor of N3) and N5 participate 
ll.a Bandwidth
Loss rate (%) Second, the allocation of bandwidth between multiple streams is fair, see Table III. In the second experiment we explored whether the performance of TCP worsens in the presence of a protocol with no congestion control. We used the setup of Figure 12 where UDP is employed for the 1:1-hop connection. The 1:2-hop connection continues to use TCP. Table IV shows an almost even distribution of bandwidth between participants with no degradation for
TCP.
We conducted similar experiments with a distance of 192 feet between nodes at the Marina del Rey beach . We do not report observed bandwidths and loss rates because they are not reproducible. We visited the same location several times in a row and observed a different bandwidth and loss rate each time. With a large distance, the network characteristics are transient and may vary from one hour to the next. The discrepancy between our observations and those of [22] might be attributed to the following. Our studies are empirical with actual 802.11 a cards transmitting data, while those reported by [22] are based on a simulation study and assume 802.llb cards.
VI. CONCLUSIONS AND FUTURE RESEARCH
DIRECTIONS
This paper presents a comprehensive evaluation of Intel's 802.11a cards to stream a large volume of data among a collection of ad-hoc devices. We analyzed the role of both UDP and TCP for this investigation. A primary lesson is the significant variation in bandwidth and loss rate attributed to the physical characteristics of an environment. We did not emphasize this because it has been reported by studies such as [2] , [17] . As 
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