Introduction
In communication systems, quality of service (QoS) is defined as the collective effect of service performance, which determines the degree of a user's satisfaction with the service [1] . Due to fiercely growing market competition, QoS is continuously growing in importance in the telecommunications industry. For telecommunication networks, the quality of the communicated speech is one of the most important measuring objects of QoS. Thus, the ability to continuously monitor and design for this quality should always be a top priority to maintain customers' satisfaction of quality. Speech quality, commonly known as voice quality (which is the term used throughout this paper), refers to the clearness of a speaker's voice as perceived by a listener. Voice quality measurement, also known by the acronym VQM, is a relatively new discipline which offers a means of adding the human, end-user's perspective to traditional ways of performing network management evaluation of voice telephony services. The most reliable method for obtaining true measurement of users' perception of speech quality is to perform properly designed subjective listening tests. In a typical listening test, subjects hear speech recordings processed through about 50 different network conditions,
• Network operators: continuous monitoring of voice quality enables problem detection and allows finding solutions for enhancement.
• Service providers: VQM enable the comparison of different network providers based on their price/performance ratio.
• Regulators: VQM provide a measurement basis in order to specify the requirements that network operators have to fulfil.
Subjective voice quality testing
Voice quality measures that are based on ratings by human listeners are called subjective tests. These tests seek to quantify the range of opinions that listeners express when they hear speech transmission of systems that are under test. There are several methods to assess the subjective quality of speech signals. In general, they are divided in two main classes: (a) conversational tests and (b) listening-only tests. Conversational tests, whereby two subjects have to listen and talk interactively via the transmission system under test, provide a more realistic test environment. However, they are rather involved, much more time consuming, and often suffer from low reproducibility [1] , thus listening-only tests are often recommended. Although listening-only tests are not expected to reach the same standard of realism as conversational tests and their restrictions are less severe in some respect, the artificiality associated with them brings with it a strict control of many factors, which in conversational tests are allowed to their own equilibrium.
In subjective testing, speech materials are played to a panel of listeners, who are asked to rate the passage just heard, normally using a 5-point quality scale. All subjective methods involve the use of large numbers of human listeners to produce statistically valid subjective quality indicator. The indicator is usually expressed as a mean opinion score (MOS), which is the average value of all the rating scores registered by the subjects. For telecommunications purposes, the most commonly used assessment methods are those standardised and recommended by the ITU-T [8] :
• conversational opinion, • absolute category rating, • quantal-response detectability, • degradation category rating, • comparison category rating.
The first method in the above list represents a conversational type test, while the rest are effectively listeningonly tests. Among the above-listed methods, the most popular ones are the absolute category rating (ACR) and the degradation category rating (DCR). In the ACR, listeners are required to make a single rating for each speech passage using a listening quality scale using the 5-point category-judgement scale shown in Fig. 2 . The ratings are then gathered and averaged to yield a final score referred to as the mean opinion score, or MOS as commonly known. The test introduced by this method is well established and has been applied to analogue and digital telephone connections and telecommunications devices, such as digital codecs. If the voice quality were to drop during a telephone call by one MOS, an average user would clearly hear the difference. A drop of half a MOS is audible, whereas a drop of a quarter of a point is just noticeable [9] . A typical public switched telephony network (PSTN) would have a MOS of 4.3. DCR involves listeners presented with the original speech signal as a reference, before they listen to the Fig. 2 . The ITU-T listening quality scale. processed (degraded/distorted) signal, and are asked to compare the two and give a rating according to the amount of degradation perceived.
In May 2003 ITU-T approved recommendation P800.1 [10] that provides a terminology to be used in conjunction with voice quality expressions in terms of MOS. As shown in Table 1 , this new terminology is motivated by the intention to avoid misinterpretation as to whether specific values of MOS are related to listening quality or conversational quality, and whether they originate from subjective tests, from objective models or from network planning models.
As shown in Table 1 , the following identifiers are recommended to be used together with the abbreviation MOS in order to distinguish the area of application: LQ to refer to listening quality, CQ to refer to conversational quality, S to refer to subjective testing, O to refer to objective testing using an objective model, and E to refer to estimated using a network planning model.
It should be noted here that, due to their dependence on human voting, a one-to-one comparison between subjective MOS scores from different subjective tests is difficult with tests conducted according to ACR LQ. This is because subjective votes are affected by factors such as cultural variation, individual and personal experience variation and the balance of conditions in a test [50] . Hence, it is unreasonable to expect results from different subjective tests to be identical. However, if the tests are well designed and consistent, the ordering should be preserved within experimental error and the relationship between tests should be monotonic. A monotonic mapping function can therefore be applied to the scores of one test to put it on exactly the same scale as another [50] .
Objective voice quality measures
Objective voice quality metrics replace the human panel by a computational model or an algorithm that compute a MOS value by observing a sample of the speech in question [3] . The aim of objective measures is to predict MOS values that are as close as possible to the ratings obtained from subjective tests for various adverse speech distortion conditions. The accuracy, effectiveness and performance evaluation of an objective measure is, therefore, determined by the correlation of its scores with the subjective MOS scores. If an objective method has a high correlation, typically greater than 0.8, it is deemed to be effective measure of perceived voice quality, at least for the speech data and transmission systems with the same characteristics as those in the test experiment [11] .
However, referring to the difficulty in comparing the scores from different subjective tests highlighted at the end of Section 3, it is even more difficult to compare objective quality scores with subjective MOS, as objective quality models are generally calibrated against some arbitrary scale which is unlikely to be the same as the MOS. A mapping process is therefore necessary to map objective scores onto subjective scores. It is then possible to compute correlation coefficients and residual errors. In recent ITU-T standardisation work, the preferred method of performance assessment of objective speech quality measures, used for example in the selection of P.862 [7] and P.563 [47] , is as follows. The variation between tests is eliminated by applying a monotonic polynomial to mapping from objective scores onto the subjective scale for each MOS test condition. This function typically is fitted for minimum squared error with a gradient descent method, but is forced to be monotonic by using a cost constraint. It is important that the mapping function is monotonic because otherwise the rank order of predictions is not preserved. The main measure of an objective model's performance is the Pearson correlation coefficient.
Starting from late 1970, researchers and engineers in the field of objective measures of speech quality have developed different objective measures based on various speech analysis models. Based on the measurement approach, objective measures are classified into two classes: intrusive and nonintrusive, as illustrated in Fig. 3 . Intrusive measures, often referred to as input-to-output measures, base their measurement on computation of the distortion between the original (clean or input) speech signal and the degraded (distorted or output) speech signal. Nonintrusive measures (also known as output-based or single-ended measures), on the other hand, use only the degraded signal and have no access to the original signal. 
Intrusive objective voice quality measures
Although there are different types of intrusive (or input-to-output) objective speech quality measures, they all share a similar measurement structure that involves two main processes, as shown in Fig. 4 . As illustrated, the first process involves pre-processing of the speech signal and extraction of relevant speech parameters. Here, the original (input) speech signal and the signal degraded by the system under test, i.e., the output signal, are transformed into a relevant domain such as temporal, spectral or perceptual domain. The second process involves a distance measure, whereby the distortion between the input and output speech signals is computed using an appropriate quantitative measure. Depending on the domain transformation used, objective measures are often classified into three categories as shown in Fig. 5 .
Time domain measures
Time domain measures are generally applicable to analogue or waveform coding systems in which the target is to reproduce the waveform. Signal-to-noise ratio (SNR) and segmental SNR (SNRseg) are typical time domain measures [3] . In these measures, "signal" refers to useful information conveyed by some communications medium, and "noise" to anything else on that medium. Classical SNR, segmental SNR, frequency weighted segmental SNR, and granular segmental SNR are variations of SNR [12] . Signal-to-noise measures are used only for distorting systems that reproduce a facsimile of the input waveform such that the original and distorted signals can be time aligned and noise can be accurately calculated. To achieve the correct time alignment it may be necessary to correct phase errors in the distorted signal or to interpolate between samples in a sampled data system. In time domain measures, speech waveforms are compared directly, therefore synchronisation of the original and distorted speech is crucial. If the waveforms are not synchronised accurately the results obtained by these measures do not reflect the distortions introduced by the system under test. Time domain measures are, therefore of little use nowadays since the current speech coders or vocoders use a parametric model to approximate short segments of speech by estimating a set of source model parameters for each segment and converting them into a bit stream. This is opposed to conventional waveform speech coders which attempt to produce a reconstructed signal whose waveform is as close as possible to the original speech.
Classical SNR is computed as
where x(n) represents the original (undistorted) speech signal, d(n) represents the distorted speech reproduced by a speech processing system and n is the sample index. It has, however, often been shown that SNR is a poor estimator of subjective voice quality for a large range of speech distortions [3] , and therefore is of little interest as a general objective measure of voice quality. Segmental signal-to-noise ratio (SNRseg), on the other hand, represents one of the most popular classes of the time-domain measures. The measure is defined as an average of the SNR values of short segments, and can commonly be computed as follows:
where x(n) represents the original speech signal, d(n) represents the distorted speech signal, n is the sample index, N is the segment length, and M is the number of segments in the speech signal. Classical windowing techniques are used to segment the speech signal into appropriate speech segments. Performance measure in terms of SNRseg is a good estimator of voice quality of waveform codecs [13] , although its performance is poor for vocoders where the aim is to generate the same speech sound rather than to produce the speech waveform itself. In addition, SNRseg may provide inaccurate indication of the quality when applied to a large interval of silence in speech utterances. In the case of a mainly silence segment, any amount of noise will cause negative SNR ratio for that segment which could significantly bias the overall measures of segmental SNR. A solution for this drawback involves identifying and excluding the silent segments. This can be done by computing the energy of each speech segment and setting an energy level threshold. Only the segments with energy level above the threshold are included in the computation of segmental SNR.
Spectral domain measures
Spectral domain measures are more credible than time-domain measures as they are less susceptible to the occurrence of time misalignments and phase shift between the original and the distorted signals. Most spectral domain measures are related to speech codecs design and use the parameters of speech production models. Their capability to effectively describe the listeners' auditory response is limited by the constraints of the speech production models. Over the last three decades, several spectral domain measures have been proposed in the literature, including the log likelihood ratio [14] , Itakura-Saito distortion measure [15] , and the cepstral distance [16] . The log likelihood ratio (LLR) 
measure, or Itakura distance measure, is founded on the difference between the speech production models such as allpole linear predictive coding models of the original and distorted speech signals. The measure assumes that a speech segment can be represented by a pth-order all-pole linear predictive coding model defined by the following equation:
where x(n) is the nth speech sample, a i (i = 1, 2, . . . , p) represents the coefficients of the all-pole filter, G x is the gain of the filter, and u(n) is an appropriate excitation source for the filter. LLR measure is frequently presented in terms of the autocorrelation method of linear prediction analysis, in which the speech signal is windowed to form frames with the length of 15 to 30 ms. The LLR measure can be written as
where a x is the linear predictive coding (LPC) vector of the original speech signal, a d is the LPC vector of the distorted speech signal, R x is the autocorrelation matrices of the original speech signal, and T denotes a transpose operation. The Itakura-Saito measure (IS) is a variation of the LLR that includes in its computation the gain of the all-pole linear predictive coding model, and is defined as
where σ 2 x and σ 2 d are the LPC gains of the original and distorted speech signals, respectively. Linear prediction coefficients (LPC) can also be used to compute a distance measure based on cepstral coefficients known as the cepstral distance measure. Unlike the cepstrum computed directly from speech waveform, one computed from the predictor coefficients provides an estimate of the smoothed speech spectrum.
Perceptual domain measures
As most of the spectral domain measures use the parameters of speech production models used in codecs, their performance is usually limited by the constraints of those models. In contrast to the spectral domain measures, perceptual domain measures are based on models of human auditory perception and, hence, have the best potential of predicting subjective quality of speech. In these measures, speech signals are transformed into a perception-based domain using concepts of the psychophysics of hearing, such as the critical-band spectral resolution, frequency selectivity, the equal-loudness curve and the intensity-loudness power law to derive an estimate of the auditory spectrum [17] . In principle, perceptually relevant information is both sufficient and necessary for a precise assessment of perceived speech quality. The perceived quality of the coded speech will, therefore, be independent of the type of coding and transmission, when estimated by a distance measure between perceptually transformed speech signals.
The first attempt to develop a perceptual-based voice quality measure can be attributed to Karjalainen [18] , who proposed a model that is based on comparison of auditory transforms of the original and processing signals. He introduced a more general technique for estimating error audibility based on a comparison of audible time-frequencyloudness representations using the auditory spectrum distance (ASD). By doing so, he proposed a model that can be adapted to simulate a much wider range of perceptual effects, and hence his approach has been much more successful and dominant in this field. Building on Karjalainen's work, several new perceptual models for evaluating the quality of speech and audio coders emerged in the early 1990s. The following sections give descriptions of currently used perceptual voice quality measures.
Bark spectral distortion measure (BSD)
The bark spectral distortion (BSD) measure was developed by Wang and co-workers [11] as a method for calculating an objective measure for signal distortion based on the quantifiable properties of auditory perception. The overall BSD measurement represents the average squared Euclidean distance between spectral vectors of the original and coded utterances. The main aim of the measure is to emulate several known features of perceptual processing of speech sounds by the human ear, especially frequency scale warping, as modelled by the bark transformation, and critical band integration in the cochlea; changing sensitivity of the ear as the frequency varies; and difference between the loudness level and the subjective loudness scale. The approach in which the measure is performed is shown in Fig. 6 . Both the original speech record, x(n), and the distorted speech (coded version of the original speech), d(n), are pre-processed separately by identical operations to obtain their bark spectra, L x (i) and L d (i), respectively. The starting point of the pre-processing operations is the computation of the magnitude squared FFT spectrum to generate the power spectrum, |X(f )| 2 . This is followed by critical-band filtering to model the nonlinearity of the human auditory system, which leads to a poorer discrimination at high frequencies than at low frequencies, and the masking of tones by noise.
The spectrum available after critical band filtering is loudness equalised so that the relative intensities at different frequencies correspond to relative loudness in phones rather than acoustical levels. Finally, the processing operation ends with another perceptual nonlinearity: conversion from phone scale into perceptual scale of sones. By definition a sone represents the increase in power which doubles the subjective loudness. The ear's nonlinear transformations of frequency and amplitude, together with important aspects of its frequency analysis and spectral integration properties in response to complex sounds, are represented by the bark spectrum L(i). By using the average squared Euclidean distance between two spectral vectors, the BSD is computed as
where M is the number of frames (speech segments) processed, O is the number of critical bands, L (m) x (i) is the bark spectrum of the mth critical frame of original speech, and L (m) d (i) is the bark spectrum of the mth critical frame of coded speech. BSD works well in cases where the distortions in voice regions represent the overall distortion because it processes voiced regions only. Hence, voiced regions have to be detected.
Modified and enhanced modified bark spectral distortion measures (MBSD and EMBSD)
The modified bark spectral distortion (MBSD) measure [19] is a modification of the BSD in which the concept of a noise-masking threshold that differentiates between audible and inaudible distortions is incorporated. It uses the same noise-masking threshold as that used in transform coding of audio signals [20] . There are two differences between the conventional BSD and MBSD. First, noise-masking threshold for determination of the audible distortion is used by MBSD, while the conventional BSD uses an empirically determined power threshold. Second, the way in which the distortion is computed. While the BSD defines the distortion as the average squared Euclidean distance of estimated loudness, the MBSD defines the distortion as the difference in estimated loudness. Fig. 7 describes the MBSD measure. The loudness of the noise-masking threshold is compared to the loudness difference of the original and the distorted (coded) speech to establish any perceptible distortions. When the loudness difference is below the loudness of the noise masking threshold, it is imperceptible and, hence, not included in the calculation of the MBSD. The enhanced modified bark spectral distortion (EMBSD), on the other hand, is a development of the MBSD measure where some procedures of the MBSD have been modified and a new cognitive model has been used. These modifications involve the following: the amount of loudness components used to calculate the loudness difference, the normalisation of loudness vectors before calculating loudness difference, the inclusion of a new cognition model based on post masking effects, and the deletion of the spreading function in the calculation of the noise masking threshold [21] .
Perceptual speech quality measurement (PSQM)
To address the continuous need for an accurate objective measure, Beerends and Stemerdink from KPN Research-Netherlands, developed a voice quality measure which takes into account the clarity's subjective nature and human perception. The measure is called the perceptual speech quality measurement or PSQM [22] . In 1996 PSQM was approved by ITU-T and published by the ITU as recommendation P.861 [6] . The PSQM, as shown in Fig. 8 , is as a mathematical process that provides an accurate objective measurement of the subjective voice quality. The main objective of PSQM is to produce scores that reliably predict the results of the recommended ITU-T subjective tests [23] . PSQM is designed to be applied to telephone band signals (300-3400 Hz) processed by low bit-rate voice compression codecs and vocoders.
To perform a PSQM measurement, a sample of recorded speech is fed into a speech encoding/decoding system and processed by whatever communication system is used. Recorded as it is received, the output signal (test) is then timesynchronised with the input signal (reference). Following the time-synchronisation the PSQM algorithm will compare the test and reference signals. This comparison is performed on individual time segments (or frames) acting on parameters derived from spectral power densities of the input and output time-frequency components. The comparison is based on factors of human perception, such as frequency and loudness sensitivities, rather than on simple spectral power densities. The resulting PSQM score representing a perceptual distance between the test and reference signals can vary from 0 to infinity. As an example, 0 score suggests a perfect correlation between the input and output signals, which most of the time is classified as perfect clarity. Higher scores indicate increasing levels of distortion, often interpreted as lower clarity. In practice upper limits of PSQM scores range from 15 to 20. At the final stage, the PSQM scale is mapped from its objective scale to the 1-5 subjective MOS scale. One of the main drawbacks of this measure is that it does not accurately report the impact of distortion caused by packet loss or other types of time clipping. In other words, human listeners reported higher speech quality score than PSQM measurements for such errors.
Perceptual speech quality measurement plus (PSQM+)
Taking into account the drawbacks of the PSQM, Beerends, Meijer, and Hekstra developed an improved version of the conventional PSQM measure. The new model, which became known as PSQM+, was reviewed by ITU-T Study Group 12 and published in 1997 under COM 12-20-E [24] . PSQM+, which is based directly on the PSQM model, represents an improved method for measuring voice quality in network environments. For systems comprising speech encoding only both methods give identical scores. PSQM+ technique, however, is designed for systems which experience severe distortions due to time clipping and packet loss. When a large distortion, such as time clipping or packet loss is introduced (causing the original PSQM algorithm to scale down its score), the PSQM+ algorithm applies a different scaling factor that has an opposite effect, and hence produces higher scores that correlate better with subjective MOS than the PSQM.
Measuring normalising blocks (MNB)
In 1997, the ITU-T published a proposed annex to recommendation P.861 (PSQM), which was approved in 1998 as Appendix II to the above-mentioned recommendation. The annex describes an alternative technique to PSQM for measuring the perceptual distance between the perceptually transformed input and output signals. This technique is known as measuring normalising blocks (MNB) [25] . Based on Atkinson's finding that listeners adapt and react differently to spectral deviations that span different time and frequency scale [26] , the MNB defines a new perceptual distance across multiple time and frequency scales. The model as shown in Fig. 9 is recommended for measuring the impact of transmission channel errors, CELP and hybrid codecs with bit rates less than 4 kB/s and vocoders. In this technique, perceptual transformations are applied to both output and input signals before measuring the distance between them using MNB measurement. There are two types of MNBs: time measuring normalising blocks (TMNB) and frequency measuring normalising blocks (FMNB) [25] . TMNB and FMNB are combined with weighting factors to generate a nonnegative value called auditory distance (AD). Finally, a logistic function maps AD values into a finite scale to provide correlation with subjective MOS scores.
Perceptual analysis measurement system (PAMS)
Psytechnics, a UK-based company associated with British telecommunications (BT), developed an objective speech quality measure called perceptual analysis measurement system (PAMS) [27] . PAMS uses a model based on factors of human perception to measure the perceived speech clarity of an output signal as compared with the input signal. Although similar to PSQM in many aspects, PAMS uses different signal processing techniques and a different perceptual model [5] . The PAMS testing process is shown in Fig. 10 .
As shown in Fig. 10 , to perform a PAMS measurement a sample of recorded human speech is inputted into a system or network. The characteristics of the input signal follow those that are used for MOS testing and are specified by ITU-T [24] . The output signal is recorded as it is received. PAMS removes the effects of delay, overall systems gain/attenuation, and analog phone filtering by performing time alignment, level alignment, and equalisation. Time alignment is performed in time segments so that the negative effects of large delay variations are removed. However, the perceivable effects of delay variation are preserved and reflected in PAMS scores. After time alignment PAMS compares the input and output signals in the time-frequency domain. This comparison is based on human perception factors. The results of the PAMS comparison are scores that range from 1-5 and that correlate with the same scales as MOS testing. In particular, PAMS produces a listening quality score and a listening effort score that correspond to both the ACR opinion scale in ITU-T recommendation P.800 [8] and P.830 [23] , respectively.
The PAM system is flexible in adopting other parameters if they are perceptually important. The accuracy of PAMS is dependent upon the designer intuition in extracting candidate parameters as well as selecting parameters with a training set. It is not simple to optimise both the parameter set and the associated mapped function since the parameters are usually not independent of each other. Therefore, during training extensive computation is performed.
Perceptual evaluation of speech quality (PESQ)
In 1999, KPN Research-Netherlands improved the classical PSQM to correlate better with subjective tests under network conditions. This resulted in a new measure known as PSQM99. The main difference between the PSQM99 and PSQM concerns the perceptual modelling where they are differentiated by the asymmetry processing and scaling. PSQM 99 provides more accurate correlations with subjective test results than PSQM and PSQM+. Later on, ITU-T recognised that both PSQM99 and PAMS had significant merits and that it would be beneficial to the industry to combine the merits of each one into a new measurement technique. A collaborative draft from KPN Research and British telecommunications was submitted to ITU-T in May 2000 describing a new measurement technique for intrusive objective speech quality assessment called perceptual evaluation of speech quality (PESQ). In February 2001, ITU-T approved the PESQ under recommendation P.862 [7] . PESQ is directed at narrowband telephone signals and is effective for measuring the impact of the following conditions: waveform and nonwaveform codecs, transcodings, speech input levels to codecs, transmission channel errors, noise added by system (not present in input signal), and short and long term warping.
Overview of the PESQ algorithm
The PESQ combines the robust time-alignment techniques of PAMS with the accurate perceptual modelling of PSQM99. It is designed for use with intrusive tests: a signal is injected into the system under test, and the distorted output is compared with the input (reference) signal. The difference is then analysed and converted into a quality score. The structure of PESQ model is shown in Fig. 11 . As illustrated, the PESQ algorithm involves the following processing stages [7, 52] . First, the model aligns both the reference signal and the degraded signal to the same constant power level that corresponds to the normal listening level used in subjective tests. The signals are filtered using an FFT-based input filter to model and compensate for the filtering that takes place in the telephone handset and in the network. They are aligned in time and then processed through an auditory transform similar to that used in PSQM and PAMS. The PESQ auditory transform is a psychoacoustic model which maps the signals into a representation of perceived loudness in time and frequency by mimicking certain key properties of the human hearing and removes those parts of the speech that are inaudible to the listener [51] . It includes a bark spectrum computation, frequency equalisation to compensate for linear filtering variation, equalisation of gain variation and loudness mapping whereby the bark 
Fig . 11 . Structure of PESQ (adopted from Ref. [52] ).
spectrum is mapped to sone loudness. In the disturbance processing stage, two distortion parameters are extracted from the difference between the auditory transforms of the two signals: the absolute (symmetric) disturbance, which is a measure of absolute audible error, and the additive (asymmetric) disturbance, which is a measure of audible errors that are significantly louder than the reference. The two distortion parameters are aggregated in frequency and time over several time-frequency scales using a nonlinear averaging method designed to take optimal account of the distribution of error in time and amplitude. The final PESQ score is a linear combination of the average symmetric disturbance value and the average asymmetric disturbance value, computed using the following formula [7, 52] :
where MOS PESQ represents the P.862 PESQ MOS, d SYM is the average symmetric disturbance value and d ASYM is the average asymmetric disturbance value. The range of the PESQ score is between −0.5 and 4.5 as opposed to the ACR listening quality MOS which is on a 1-5 scale [8] . This is because PESQ MOS as defined in P.862 was calibrated against an essentially arbitrary objective distortion scale and, hence, was not designed to be on exactly the same scale as MOS. For normal subjective test material, however, the PESQ output range will be a listening quality MOS-like score between 1.0 (bad) and 4.5 (no distortion). In extremely high distortion cases, PESQ MOS may fall below 1.0, but this is very uncommon [7] .
Performance of PESQ
In developing the model, the performance of PESQ was evaluated against those of the PSQM and MNB models using the methodology recommended by the ITU-T selection process [7] . The evaluation used correlation coefficient and residual error distribution to quantify the performance of each model at predicting subjective MOS, i.e., the closeness of the fit between a model's MOS score and the subjective MOS. Normally, this is performed on condition-averaged scores, after mapping the objective to the subjective scores for all test conditions of a given test in a minimum squared error sense using monotonic third-order polynomial regression [7, 52] . This mapping ensures that the comparison is made in the MOS domain whilst allowing for normal variations in subjective voting between tests. The correlation coefficient is calculated with Pearson's formula:
where x i is the subjective condition MOS for condition i, andx is the average over the subjective condition MOS values, x i , y i is the mapped condition-averaged score of a given objective model for condition i, andȳ is the average over the condition-averaged values y i . Table 2 (adopted from [50] ) shows correlation achieved by PESQ, PSQM, and MNB for 38 subjective tests that were available to the developers of PESQ [52] . Tests were grouped according to whether test conditions were predominantly from mobile, fixed, VoIP and multiple type networks. Table 3 (also adopted from [50] ) shows correlation results, for PESQ only, of an independent evaluation that was conducted after PESQ development was complete using 8 unknown subjective tests. All presented data relates to subjective listening tests carried out on the ACR listening A 
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PESQ applications
PESQ was developed to accurately estimate the listening speech quality performed by wireless, VoIP and fixed networks. It can be used in a wide range of measurement applications, including the following [52] :
• Codec development and error distortions: waveform codecs (e.g., G.711); CELP/hybrid codecs (e.g., G.728); mobile codecs/systems including GSM, FR, HR, AMR, CDMA, EVRC, TDMA, ACELP, and TERA; transcodings of various codecs; random, burst and packet loss errors.
• Equipment selection: codecs or other communications systems can be compared using PESQ. For example, PESQ has been successfully used to compare technologies and distortion scenarios for mobile networks, VoIP, and vocoders.
• Equipment optimisation: given a choice of coders, input levels, bit rates or buffer length, PESQ allows the optimum to be found quickly and is able to work with much smaller differences that could be measured in a conventional subjective test.
• Network monitoring: with a network of test devices to make regular measurement calls, PESQ can be used to benchmark the call quality of communications networks. Being fast and repeatable, PESQ makes it possible to track quality over time or in varying conditions, and help to identify problems before customers notice.
Since its introduction, the PESQ has become the de facto standard method for automated speech/audio quality measurement techniques and many vendors of speech quality test equipment have adopted it [31] [32] [33] [34] . It should be noted here that PESQ works very well when it is used as intended, but some 'big surprises' await users who expect the technique to produce universally believable MOS scores. This has been confirmed by both researchers and test equipment vendors. Experimental results reported by Conway [35] showed that the PESQ is more suited to assessing the quality of speech processed by modern vocoders, as compared to the cases of distortion caused by impairments in the transmission channel. The same was also reported by work by the authors [36] . On the vendors' side, Ordas and Fox from Microtronix Systems Ltd. confirmed this issue [37] . Reporting on their findings, they presented some interesting speech samples, one degraded by a low level of white noise that does not sound noticeably different from the original. The other sample was degraded with much less low and high frequency response, which sounds very hollow and tinny-in other words, reflecting much lower speech quality. However, surprisingly, PESQ returned exactly the same high quality scores of 4.431 for both samples. Their conclusion is that PESQ alone cannot ensure good telephone service quality, but can be used in addition to other methods when evaluating the performance of telephony systems. In specific, they recommended that PESQ should be used in conjunction with other methods that take account of frequency response, loudness ratings and other traditional telephone quality measurements, in order to fully evaluate the quality of such systems [37] .
PESQ further developments
As highlighted in Sections 3 and 4, subjective MOS varies significantly from test to test, depending on the balance of test conditions and the individual and cultural preferences of the subjects. This variation is often seen confusing and undesirable as it limits the generality of any objective speech quality scale. Most users of objective speech quality measures do not have access to subjective tests and, therefore, are unable to perform a comparison between objective and subjective quality scores in order to calibrate the objective scores and put them on an 'average' MOS scale independent of language or network type.
As described in Section 4.2.1, the P.862 PESQ provides raw scores in the range −0.5 and 4.5 as opposed to the ACR subjective listening quality MOS which is on a 1-5 scale. It is therefore desirable to provide an objective listening quality score from the P.862 that allows a linear comparison with subjective MOS. In order to achieve that and to align the PESQ MOS with the new MOS terminology as defined in P.800.1 [10] , ITU-T published their recommendation P.862.1 in 2003 [28] . This recommendation defines a mapping function and its performance for a single mapping from raw P.862 PESQ scores to PESQ MOS-LQO. The mapping function is defined by [28] 
where y is the P.862 PESQ MOS score and z is the corresponding PESQ MOS_LQO score. In 2005, the ITU-T issued recommendation P.862.2 [29] , which describes another extension to the P.862 PESQ algorithm. The P.862.2 provides recommendation to extend the application of P.862 PEDSQ to wideband audio systems (50-7000 Hz). This wideband extension describes two main additions to the P.862: (a) the replacement of the input filter applied to both the reference and degraded speech signals by an IIR filter. The new filter has a flatter response above 100 Hz and a gentle roll-off below this point, modelling the attenuation of the headphones and ear at low frequencies, and (b) the definition of a new output mapping function, which is a modification to that recommended in P.862.1, to be used with wideband applications such that
where y and z are as per Eq. (9) . In addition to the above extensions, the ITU-T also issued recommendation P.862.3 [30] , which is an application guide for objective quality measurement based on recommendations P.862, P.862.1, and P.862.2.
The introduction of P.862.2 has initiated a major trend in intrusive measurement of speech quality focusing on the extension towards wideband signals. In fact, the wideband PESQ (P.862.2) has only been validated on a limited set of distortions, and further evaluations of this model are expected. ITU-T is preparing a call for proposals for a new model to replace or complement PESQ, with the working title P.OLQA (objective listening quality assessment). It also proposed to take into account the multiple dimensions of speech quality using multi-dimensional modelling. It is expected that the new method would be able to assess speech quality between telephone bandwidth (300-3400 Hz) and full audio bandwidth ,000 Hz) [53] .
Nonintrusive objective voice quality measures
All objective measures presented in Section 4.1.3 are based on an input-to-output approach, whereby speech quality is estimated by objectively measuring the distortion between the original or input speech and the distorted or output speech. Besides being intrusive, input-to-output speech quality measures have few other problems. First, in all these measures the time-alignment between the input and output speech vectors, which is achieved by automatic synchronisation, is a crucial factor in deciding the accuracy of the measure. In practice, perfect synchronisation is difficult to achieve due to fading or error burst that are common in wireless systems, and hence degradation in the performance of the measure is inevitable. Second, there are many applications where the original speech is not available, as in cases of wireless and satellite communications. Furthermore, in some situations the input speech may be distorted by background noise, and hence, measuring the distortion between the input and the output speech does not provide a true indication of the speech quality of the communication system. In most situations it is not always possible to have access to both ends of a network connection to perform speech quality measurement using an input-to-output method. There are two main reasons for this: (a) too many connections must be monitored and (b) the far end locations could be unknown. Specific distortions may only appear at the times of peak traffic when it is not possible to disconnect the clients and perform networks tests.
Intrusive speech quality measures are more accurate, but normally are unsuitable for monitoring real-time traffic in live networks. An objective measure which can predict the quality of the transmitted speech using only the output (or degraded) speech signal, i.e., one end of the network, would therefore cure all the above problems and provide a convenient nonintrusive measure for monitoring of live networks. Ideally what is required for a nonintrusive objective voice quality measure is to be able to assess the quality of the distorted speech by simply observing a small portion of the speech in question with no access to the original speech. However, due to nonavailability of the original (or input) speech signal such a measure is very difficult to realise. In general there are two different approaches to realise a nonintrusive objective voice quality measure [38] : priori-based and source-based.
A priori based approach
This approach is based on identifying a set of well-characterised distortions and learning a statistical relationship between this finite set and subjective opinions. An example of this kind of approach is an output-based speech quality measure for wireless communication systems proposed by Au and Lam and reported in [39] . Their approach is based on inspecting visual features of the spectrogram of the distorted speech. The approach builds on work by Palakal and Zoran, who proposed a method to capture speaker invariant features from speech spectrograms using artificial neural network models [40] . A spectrogram is a two-dimensional graphical representation of the time-varying spectrum in which the vertical axis represents frequency and horizontal axis represents time with the spectrum magnitude represented by the darkness of the marking on the graph. Spectrograms contain rich acoustic arid phonetic information of the speech signals and can be interpreted by expert human spectrogram readers by visual examination. The interpretation is usually based on the experts' linguistic knowledge and correlating that knowledge with characteristic pattern of speech. In fact, it has been established that an experienced spectrogram reader can correctly identify close to 90% of the phonetic segments of speech by visual examination of corresponding spectrograms [40] . Machines on the other hand can have similar capability if patterns of various speech units and corresponding spectrograms can be collected, described and correlated statistically. Hence, by considering speech spectrograms as images and by applying image processing techniques to these patterns, one should be able to interpret and capture speech feature variations in what is claimed to be better way compared to conventional audio domain processing. In their work, Au and Lam [39] observed the following in the spectrogram of typical "good" and "bad" output sentences collected from a wireless phone system (here "good" means the MOS of the sentence is close to 5 and "bad" means the MOS of it is close to 1:
• Usually, the spectrogram of "good" speech exhibits fine, sharp and disjointed line structure which represents the harmonics in the speech.
• The spectrogram of "bad" speech is just the opposite. It lacks periodicity in the frequency dimension, with the parts corresponding to speech contaminated by noise or in heavy Rayleigh fading exhibiting uniform texture with no line features as the harmonics are corrupted by noise or fading and become invisible. The uniform texture is due to noise which affects all frequency.
Inspired by above and the work of Palakal and Zoran, they portioned the speech spectrogram into blocks and computed two parameters for each block: the variance and dynamic range of energy distribution. Their measure was then based on averaging the results of all the blocks. Accordingly, they observed that the spectrogram dynamic range and variance were large for the blocks of "good" sentences with discrete and dominant features in the spectrogram. In contrast, the dynamic range and variance were usually small in the blocks of "bad" sentences that contain noise-like features resulting in a somewhat uniform distribution of energy throughout a given block.
Another example of such nonintrusive approach is the speech quality measure known as ITU recommendation P.562, which uses in-service, nonintrusive measurement devices (INMD) [41] . An INMD is a device that has access to the voice channels and performs measurements of objective parameters on live call traffic, without interfering with the call in any way. Data produced by an INMD about the network connection, together with knowledge about the network and the human auditory system, are used to make predictions of call clarity in accordance with ITU-T recommendation P.800 [8] . More recently ITU-T recommended a new computational model known as the E-model [42] , that in connection with INMD can be used for instance by transmission planners to help ensure that users will be satisfied with end to end transmission performance. The primary output from the model can be transformed to give estimates of customer opinion. However, such estimates are only made for transmission planning purposes and not for actual customer opinion prediction.
In 2000, Gray et al. [43] reported a novel use of the vocal-tract modelling technique, which enables the prediction of the quality of a network degraded speech stream to be made in a nonintrusive way. However, although good results were reported, the technique suffers from the following drawbacks: (a) its performance seems to be affected by the gender of the speaker, (b) its application is limited to speech signals with a relatively short duration in time, (c) its performance is influenced by distorted signals with a constant level of distortions, and (d) the vocal-tract parameters are only meaningful when they are extracted from a speech stream that is the result of glottal excitation illuminating an open tract. More recently, a number of nonintrusive voice quality measures based mainly on statistical models have been reported [44] [45] [46] . All the above-described methods can be used with confidence for the types of well-known distortions. However, none of them have been verified with very large number of possible distortions.
ITU-T recommendation P.563
In 2004, the ITU-T approved a new nonintrusive voice quality assessment algorithm under its recommendation P.563: "single ended method for objective speech quality assessment in narrow-band telephony applications" [47] . The algorithm, which can be classified as a priori-based, represents the first ITU-T recommended method for single-ended nonintrusive voice quality measurement applications that takes into account the full range of distortions occurring in public switched telephony networks (PSTN) and that is able to predict the voice quality on a perception-based scale MOS-LQO according to ITU-T recommendation P.800.1.
Structure of P.563 algorithm
The basic block diagram of P.563 is shown in Fig. 12 (adopted from [54] ). The P.563 algorithm could be visualized as an expert who is listening to a real call with a test device like a conventional handset into the line in parallel. The quality score predicted by P.563 is related to the perceived quality by linking a conventional handset at the measuring point. Hence, the listening device has to be part of the P.563 approach. To achieve this, the algorithm combines four processing stages: preprocessing; basic distortion classes and speech parameters extraction; detection of dominant distortion; and mapping to final quality estimate. Descriptions of these processing stages are detailed in [47] . Brief overview of the main steps is given here:
• Preprocessing: as illustrated in Fig. 13 (adopted from [47] ), the first step in this stage is the IRS (intermediate reference system) filtering, where the speech signal to be assessed is filtered using a filter that simulates a standard receiving telephone handset. This is followed by a voice activity detector (VAD) to identify and separate portions of the signal that contain speech. The speech level is then calculated and adjusted.
• Extraction of basic distortion classes and speech parameters: the pre-processed speech signal is then investigated by several separate analyses to detect and extract a set of distortion and speech parameters. These parameters are divided up into three independent functional blocks corresponding to three main classes of distortion, namely: vocal tract analysis and unnaturalness of speech; analysis of strong additional noise; and speech interruptions, mutes and time clipping, as illustrated in Fig. 13 . In total, 51 distortion parameters are computed. All of these distortion classes are based on very general principles which make no assumptions on the underlying network or distortion types occurring under certain conditions. The only prerequisite is the scientific knowledge on how human speech is generated and how it is perceived by human beings. In addition, a set of basic speech descriptors like active speech level, speech activity and level variations are used, mainly for adjusting the pre-processing and the VAD. Some of the signal parameters calculated within the pre-processing stage are used in these three functional blocks.
• Detection of dominant distortion: the above analysis is applied at first to all signals. Based on a restricted set of key parameters, an assignment to a main (dominant) distortion class or classes is made. Table 4 (adopted from [47] ) gives an overview for all calculated signal parameters. The key parameters that are used for classification of the main distortions are underlined. The key parameters and the assigned distortion class are used for the adjustment of the speech quality model. This provides a perceptual based weighting where several distortions are occurring in one signal but one distortion class is more prominent than the others. The process models the phenomenon that any human listener focuses on the foreground of the signal stream. That is the listener would not judge the quality of the transmitted voice by a simple sum of all occurred distortions but because of a single dominant noise artefact in the signal [47, 54] .
• Final quality estimate: in this stage, a speech quality model is used to map the estimated distortion values into a final quality estimate equivalent to a MOS-LQO according to P.800.1, as illustrated in Fig. 12 . The speech quality model is composed of three main blocks [47] : -decision on a distortion class, -speech quality evaluation for the corresponding distortion class, -overall calculation of speech quality. First, the assigned dominant distortion class calculated in the key parameters block is used for the adjustment of the speech quality model. In the case of several distortions occurring in the signal, a prioritization is applied on the distortion classes according to the distortion's relevance with respect to the average listeners' opinions. This is followed by estimation of an intermediate speech quality score for each class distortion. Each class distortion uses a linear combination of parameters to generate the intermediate speech quality. The final speech quality estimate is calculated by combining the intermediate quality results with some additional signal features, as shown in Fig. 14 (adopted from [47] ).
P.563 performance and target applications
In the validation of the P.563 algorithm, the developers included all available experiments from the former P.862 (PESQ) validation process, as well as a number of experiments that specifically tested its performance by using an acoustical interface in a real terminal at the sending end [47] . Furthermore, the P.563 algorithm was tested independently with unknown speech material by third party laboratories under strictly defined requirements [47] . The performance of P.563 was evaluated against that of the PESQ using Pearson correlation coefficient to quantify the accuracy of each model at predicting subjective MOS in a similar fashion to the process described in Section 4.2.2. As reported in [47] , the average correlation between the MOS_LQS and MOS_LQO achieved by the P.563, including those for the 24 known MOS test databases used in the development of the model, is about 0.88. This is compared to a correlation of 0.93 achieved by the PESQ for the same task [43] .
As an indication of the P.563 performance, Fig. 15 shows the correlation results of the 3SQM, which is a singleended speech quality measure developed by Opticom GmbH based on P.563 [54] , with subjective tests and compared to results achieved with P.862 PESQ. As can be seen, for the 18 ITU-T subjective test databases used, the 3SQM performance is always above a correlation of 0.8 and is in many cases very close to the PESQ's accuracy. Overall, reported experimental results indicate that the performance of P.563 compares favourably with the first generation of intrusive perceptual models such as PSQM. However correlation of its quality predicted scores to the MOS-LQS is lower than the second generation of intrusive perceptual models such as PESQ [53] . ITU-T recommended that P.563 be used for voice quality measurement in 3.1 kHz (narrow-band) telephony applications only, under the following scenarios [47] :
• live network monitoring using digital or analogue connection to the network, • live network end-to-end testing using digital or analogue connection to the network, • live network end-to-end testing with unknown speech sources at the far end side.
Target coding technologies of P.563 are: waveform codecs, such as G.711, G.726, and G.727; CELP and hybrid codecs at bit rates 4 kbit/s, such as G.728, G.729, and G.723.1; as well as other codecs, such as GSM-FR, GSM-HR, GSM-EFR, GSM-AMR, CDMA-EVRC, TDMA-ACELP, TDMA-VSELP, TETRA [47] . P.563 is, however, known to provide inaccurate predictions when used in conjunction with the following variables/technologies: listening levels, loudness loss, sidetone, effect of delay in conversational tests, talker echo and music or network tones as input signal, and LPC vocoder technologies at bit rates <4.0 kbit/s, such as IMBE, AMBE, LPC10e [47] .
As the case with PESQ, the ITU-T emphasises that the P.563 algorithm cannot be used to replace subjective testing but it can be applied for measurements where auditory tests would be too expensive or not applicable at all. However, users need to keep in mind that the accuracy of the current P.563 model will be always lower than that of the PESQ [46] . In fact, it has recently been reported that the performance of P.563 is quite unsatisfactory for some MOS test conditions that were not included in the model development, such as test data containing selectable mode vocoder (SMV) for which a correlation of as low as 0.7 was obtained [45] .
Source-based approach
This approach represents a more universal method that is based on a prior assumption of the expected clean signal rather than on the distortions that may occur. The approach permits to deal with ample range of distortion types, where the distortions are characterised by comparing some properties of the degraded signal with a priori model of these properties for clean signal. Initial attempt to implement such an approach was reported by [48] . The proposed measure was based on an algorithm which uses perceptual-linear prediction (PLP) model to compare the perceptual vectors extracted from the distorted speech with a set of perceptual vectors derived from a variety of undegraded clean source speech material. However, the measure was computationally involved since it was based on the use of a basic vector quantization (VQ) technique. In addition, it has a number of drawbacks: (a) the size and structure of the codebook as created by the VQ technique was not optimised, (b) the search engine used was based on a basic full-search technique which represents one of the slowest and most inefficient search techniques, and (c) the method was tested with a relatively small number of distortion conditions only, most of which are synthesised, and therefore its effectiveness was not verified for a wide range of applications.
Recently, the authors proposed a new perception-based measure for voice quality evaluation using the source-based approach. Since the original speech signal is not available for this measure, an alternative reference is needed in order to objectively measure the level of distortion of the distorted speech. As shown in Fig. 16 , this is achieved by using an internal reference database of clean speech records. The method is based on computing objective distances between perceptually-based parametric vectors representing degraded speech signal to appropriately matching reference vectors extracted from a pre-formulated reference codebook, which is constructed from the database of clean speech records. The computed distances provide a reflection of the distortion of the received speech signal. In order to simulate the functionality of a subjective listening test, the system maps the measured distance into MOS-LQO. The method is described in detail in [36, 49] . Its performance has been compared to that of both the ITU-T PESQ and P.563 [36, 49] . Presented evaluation results show that the proposed method offers a sufficiently high level of accuracy in predicting the MOS-LQS scores and outperforms the PESQ in a large number of test cases particularly those related to distortion caused by channel impairments and signal level modifications. It also provides similar accuracy to that of the ITU-T P.563, while offering superior performance in terms of computational efficiency [49] . It should be noted that the accuracy of a system of this nature normally depends on the coverage of the codebook with regards to speaker variation and number of clean speech signals. This, in turn, would determine the size of the codebook and hence the processing time and the memory requirements of the system. Thus, a trade-off between accuracy and processing time for the target application has to be worked out.
Conclusions
In this paper, we have presented a detailed review of currently used metrics and methods for measuring user's perception of the voice quality of telephony systems. Descriptions of various internationally standardised subjective tests that are based on ratings by humans were presented, with particular emphasis on those approved by the ITU-T. Limitations of subjective testing were then discussed, paving the ground for a comprehensive review of various objective voice quality measures highlighting in a comparative manner their historical evolution, target applications and performance limitations. In particular, two main categories of objective voice quality measures were described: intrusive or input-to-output measures and nonintrusive or single-ended measures, providing an insight into advantages/disadvantages of each.
Intrusive measures provide speech quality scores by comparing original and degraded speech samples and hence require access to both transmission and reception ends of communication. This comparison facilitates an accurate estimation of the subjective perception of speech quality received by the terminal. However, this accuracy is achieved at the cost of sending the test samples through the network under test and, therefore, withdrawing the network from normal service and availability to customers. Intrusive measures accurately estimate end-to-end speech quality, and thus are useful and meaningful to network operators who need to monitor the performance of their networks end-toend. Currently, the ITU-T PESQ is the standard intrusive algorithm to measure the listening speech quality performed by wireless, VoIP and fixed networks, and has proved to work with high accuracy when used as intended. On the other hand, nonintrusive measures can continuously monitor the quality of speech delivered to the customer or the quality that exists at a particular node in the network. They achieve that by using only the in-service signal to make predictions of speech quality. Using in-service signals instead of test stimuli, however, means this type of measures can only predict speech quality with less accuracy compared to intrusive measures. Still, nonintrusive measures could play an important role in the network's development stage. Once the network is up and running, intrusive measures are recommended for speech quality assessment and troubleshooting end-to-end performance problems. Currently, the ITU-T P.563 is the only available standard measure within this category. 
