History matching, by nature, is an ill-posed inverse problem that can be computationaly intensive and practically infeasible for multi-million cells reservoir models. Therefore, the search of an optimal parameterization is of crucial interest to get a fast history matching procedure. One has to find the number of degrees of freedom of a given problem while avoiding the pitfall of overparameterization. Many techniques (such as singular value decomposition) allow to tackle this problem but the main limitation in reservoir engineering is coming from computational-speed issues.
Introduction
The main goal of reservoir characterization is to get a reservoir model that accurately describe and predict fluid flow paths and performances. This implies a correct description of extreme values connections of petrophysical properties, mainly permeability and porosity. Such a model will allow to efficiently quantify uncertainties and also to run risk analysis. Moreover, development of automated-history-matching approaches and integration of dynamic data within a stochastic framework have brought new challenges.
Geoscientists are currently working with multi-million cells geological models generated through powerful geostatistical simulation tools. Hereafter, the main challenge is the proper integration of available data (static as well as dynamic data) into the reservoir model [1] without losing the geostatistical consistency and [2] with a reasonable computation time. Integration of dynamic data typically requires the resolution of an ill-posed inverse problem that can be computationally intensive. For computational-speed issue, we consider here local optimization techniques i.e. gradientbased optimization techniques.
Concerning the point [1] , some innovative approaches have been proposed which allow an efficient data integration process (through computation of analytical sensitivity coefficients) without losing the geostatistical consistency of the initial geological model. Either the fluid flow simulation model 1, 2, 3 or the geological (i.e. geostatistical) model 4, 5 are parameterized and updated through the optimization process. The latter alternative allows a direct conditioning of fine-scale reservoir models without any downscaling step after the history matching being completed.
In addition to computational and solver efficiencies, the computational time constraint (point [2] ) is also linked to finding an optimal parameterization i.e. finding the right number of parameters that allow to explain the data while avoiding the pitfall of overparameterization. Furthermore, working in a stochastic framework for the integration of dynamic data, there is initially an infinity of realizations to choose from. Thus, we propose to compute for each geostatistical realization a refinement indicator 6, 7 (a single dot product) which absolute value indicates us whether or not the
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Methodology for Direct Conditioning of Fine-Scale Reservoir Models
The methodology used for data integration has been already presented for lognormal permeability distribution models 4 and facies-based models 5 . It allows a direct conditioning of the fine scale geological (i.e. geostatistical) model by the dynamic data and not at the simulation model scale. The key issue is to parameterize the geological model with a technique that ensures the preservation of geostatistical properties throughout the optimization process. GDM appears to be well suited for such purpose. Analytical sensitivity coefficients are then computed with respect to the choosen parameterization which allow a direct update of the geological model (Fig. 1) . Upscaling is no more considered as a pre-processing step for the fluid flow simulator. Upscaling is regarded as being part of the parameterization and is no more than a way to get the sensitivity coefficients faster. During last decade, development of history matching approaches within a stochastic framework called for the development of parameterization techniques that preserve the stochastic coherence of the model. Among them, the GDM 8, 9 appears to be well suited for our history matching approach. It is based on the fact that any linear combination of Gaussian 
Hereafter, the new realization z is a function of (N-1)
This algorithm allows an efficient parameterization of the geological model as it has at least three advantages :
-preservation of the spatial variability, -reduction of optimization problem dimension (actually the number of i θ whatever the number of cells in geostatistical realizations), -smooth variations in the objective function. Currently, there are several extensions of this algorithm : local and structural deformations 10 , deformation of nonGaussian simulations 11 and deformation of dependent realizations 12 . The current limitation of the GDM is that the N geostatistical realizations are picked out randomly : random seeds are choosen for the geostatistical simulation algorithm. Depending on the choosen realizations, the optimization process is completed more or less rapidly.
The innovative approach that we develop in this paper avoids this drawback and allows to get an even more efficient GDM and thus a more efficient optimization process.
Upscaling Method : Local Numerical Technique
The equivalent permeability calculation of absolute permeability for heterogeneous porous media is under consideration since a long time and many techniques have been developped 13, 14 . Among available analytical and numerical techniques, we consider here a numerical method which is based on the finescale (i.e. geostatistical) pressure field solving for the upscaled block. No flow boundary conditions are considered, which correspond to a pressure gradient along the equivalent permeability calculation direction and no flow for perpendicular directions. Working with cartesian coordinates, this upscaling step is carried out for both horizontal and vertical directions.
Upscaling
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k K Derivative Calculation: Gradient Method
We consider here the gradient method 15, 16 for the derivation of the fluid flow simulation step. Using a finitedifference simulator, the gradient method is based upon the derivation of the discretized equations of the flow simulation model. It is then possible to calculate the derivative of the fluid flow simulation results (pressure, saturation,…) with respect to the petrophysical properties (permeability, porosity, …) of the fluid flow simulation model i.e. the sensitivity coefficients.
Suppose that a model is parameterize with N parameters. To get the N sensitivity coefficients, N linear systems need to be solved which appears quite problematic (computationalspeed issue) when N becomes too large.
Indicators for the Refinement of Parameterization
In inverse problem issues, choice of the parameterization is a difficult but crucial task. One wants to avoid under as well as over parameterization. The concept of refinement indicators is based on a known result of constrained optimization. This result states that the Lagrange multiplier associated to a constraint 0 = ψ coincides with the derivative of the optimal mismatch with respect to a perturbation δ in the right-hand side of the constraint. This concept was first introduced by Chavent and Bissel 6 . They addressed the problem of determining a set of degrees of freedom which allows to honor correctly the data while avoiding the pitfall of over parameterization (i.e. a multiscale adaptative parameterization).
We have extended the concept of refinement indicators to the GDM parameterization. This innovative approach will allow us to choose a priori the most promising geostatitical realizations for the GDM instead of picking out them randomly. This approach is attractive in that no fluid flow simulations are needed to rank (moreover a posteriori) the geostatistical realizations : instead, the calculation of refinement indicators is extremely fast and is done before the optimization process takes place.
In this approach, a (usually small) number N of realizations
is picked out randomly. nm denotes the number of geostatistical cells : nm is usually a large number. The optimization algorithm is initialized with the spherical coordinates 0 = θ sine no a priori information is available to prioritized any geostatistical realization. This amounts [Eq. (2)] to initialize the weights to
The use of refinement indicators will allow to reduce from N to one or even zero (for lognormal distribution models) the number of randomly picked initial geostatistical maps: 
where L is the Lagrangian, defined by : ( ) It is then a known result of constrained optimization, whose proof is recalled elsewhere 17 , that the Lagrange 
In order to apply this result to our problem, we remark that for the choice 0 ... ( ) ( )
The gradual deformation process is currently performed using a Gaussian realization, ( ) x Z , with zero mean and unit variance. Equation (10) then gives :
Instead of evaluating the geostatistical gradient z J ∂ ∂ for a randomly chosen map 1 z such as in case 1, we evaluate z J ∂ ∂ at the null random function Z ≡ 0. This gradient gives the sensitivity of the objective function for a deterministic permeability field equal to the mean permeability.
In order to choose the N maps to be used in the GDM, we draw randomly as in case 1 a large number 
By definition of the gradient, we have : 
Computation of the Geostatitical Gradient
Before computing refinement or initialization indicators given by Equations (6) and (12) , one has to compute the geostatistical gradient z J ∂ ∂ . This calculation is done once. Before this, let us consider the general flowchart of the forward problem when gradual deformation is used as parameterization of the geological model (Fig. 3) . 
The key point of the proposed methodology is to compute the gradients using the adjoint state approach 19, 20 . The computation of K J ∂ ∂ using a discrete adjoint state 17 is fast as it requires the solving of only two linear systems (whatever the number NM of blocks of the fluid flow simulation model), whereas the gradient method requires the solving of NM linear systems. The second term k K ∂ ∂ is also computed by a discrete adjoint state. The third term corresponds to the geological modeling sequence and is easily computed analytically (even for facies-based models 3, 5 ). With this approach, the additional cost required to compute the geostatistical gradient z J ∂ ∂ is similar to the computational cost of one evaluation of J -and, mostly important, independent of the number of geostatistical cells, which is very large.
Once this geostatistical gradient calculation is done, any refinement or initialization indicator is obtained through a single dot product. No extra computational intensive calculations are required.
Computation of the Objective Function Gradients
We propose here an alternative to the computation of the sensitivity coefficients by the gradient method. Using the proposed methodology, we are able to compute directly the gradients of the objective function. This approach may be coupled to quasi-Newton optimization algorithms.
Once the geostatistical gradient K J ∂ ∂ is calculated, few calculations have to be done to get the gradients of the objective function J with respect to the parameterization i.e. the gradual deformation parameters i θ .
Considering Equation (14), if we exchange the gradient z k ∂ ∂ (term [3] ) by the gradients
…,(N-1), we end up with gradients
. Quasi-Newton optimization algorithms such as a limited memory BFGS 21, 22 algorithm may then be used as they appear to be attractive for history matching purpose 23, 24 .
Refinement Indicators for an Improved Initial Guess of the Optimization Algorithm By definition [Eq. (8)], refinement indicator i
λ corresponds to the derivative of the optimal mismatch when using the i-th realization i z . So we may consider them as a first iteration of the optimization algorithm (which is at the present time not run). This will allow us to use refinement indicators for an improved initial guess i.e. initial gradual deformation parameters 0 ≠ ini θ . Considering once again Equation (9), we see that the signs of the refinement indicators contain useful informations. Suppose that a given refinement indicator has a positive value. If we allocate to the associated geostatistical realization a positive weight, this will tend to decrease the objective function J value (at first order). The same argument stands for negative values of refinement indicator and weight. Thus, when initializing the optimization algorithm, one should allocate to each geostatistical realization a weight of same sign than its associated refinement indicator.
Case 1 : One Randomly Picked Initial Geostatistical realization z
Once the initial map 1 z has been picked, we choose the N-1 maps N z z ... Case 2 : Avoiding the Random Choice of Realization z 1 We have computed The objective is to match synthetic pressure data simulated with a reference fine-scale (i.e. geostatistical) model using the GDM and the refinement indicators guide to speed up and get a better optimization process.
Both lognormal and facies-based permeability distributions are considered. For the later case, we used a methodology previously developed 5 to get the derivatives of the geological modeling sequence.
Test Case Description
General Description
The validation test case is a 3D reservoir model which has the dimension of 201×201×50 or 2,020,050 geostatistical cells. A production well with a radius of 7.85 cm and no skin is located at the center of the reservoir and perforated over the 30 upper layers. Its history comprises a period of constant production rate at 600 m 3 /day during seven days and a buildup period during 55 days. Four observation wells are located around P 1 in a diamond pattern. These wells are perforated over the 30 lower layers. = .
Synthetic Facies-Based Geostatistical Model
The reservoir permeability distribution is modeled by three facies of permeability 10 mD, 100 mD and 1500 mD and of proportion respectively equal to 20%, 50% and 30%. They correspond to respectively Facies 1, 2 and 3 (Fig. 5) 6 = .
Reference and Initial Data
For a given synthetic fine-scale model, we compute the synthetic pressure for the five wells using an in-house monophasic flow simulator. The interference test data include the bottom-hole pressure evolution at the production and observation wells and the pressure derivative evolution at the production well.
For the inversion process, the upscaling step results in a flow simulation model composed of : 
Inverse Problem Formulation
Matching the interference test consists in minimizing a objective function formulated in a least square sense. Associated weights are calculated so that each measurement point has the same weighting in the objective function J calculation.
For the observation wells, both draw-down and buildup pressure variations were considered whereas only the buildup pressures, and associated derivatives, were considered for the production well.
Refinement and Initialization Indicators Calculation
As mentioned above, all petrophysical and geostatistical values of the reservoir are assumed to be known. The objective is to characterize the permeability distribution by adjusting the coefficients i θ of the GDM.
To underline the flexibility of the proposed approach, we use both quasi-Newton and Gauss-Newton optimization algorithms.
The case 1 (one randomly picked initial geostatistical realization z) will be tested for the facies-based permeability model and a Gauss-Newton optimization algorithm.
The case 2 (avoiding the random choice of realization z 1 ) will be tested for the lognormal permeability model and a quasi-Newton optimization algorithm (limited memory BFGS 21, 22 ).
Case 1 : One Randomly Picked Initial Geostatistical realization z
We consider the facies-based permeability model and a Gauss-Newton optimization algorithm.
For a given realization 1 z , generated using a random seed, we are now able to compute many refinement indicators through a single dot product. Figure 6 represents the absolute value of refinement indicators for one thousand geostatistical realizations. To demonstrate the usefulness of this innovative refinement indicators approach, we compare three optimization loops based on the gradual deformation for 6 = N realizations z i . (loop 2, Fig. 7) contains the map z 1 and the five optimal maps (best i λ ) taken out of the 1000 random realizations. The optimization algorithm is also initialized with 0 = θ . The third loop (loop 3, Fig. 7 ) contains the map z 1 and the five optimal maps of the second loop but the optimization algorithm is initialized using the additional information [Eq. (15) ] contained in the refinement indicators.
Comparing optimization loop 1 versus loops 2 and 3, we see that refinement indicators allow obviously a faster and better optimization process. On the other hand, use of refinement indicators (loop 3) to initialize the optimization algorithm gives a lower initial objective function J value.The remaining optimization process may not be significantly speed up and may even end up with a higher final objective function value (compare final values of loop 2 and 3). However, the set of geostatistical realizations for which refinement indicators have to be computed does not need to be excessively large.
Because the goal of this study was not to history matched the reservoir model but to evaluate the potential interest of refinement indicators, we end up the optimization process after the first optimization loop in all three cases.
Case 2 : Avoiding the Random Choice of Realization z 1 We consider the lognormal permeability model and a quasi-Newton optimization algorithm.
The proposed alternative approach (computation of initialization indicators) has been tested. The geostatistical gradient is computed for the null random function.
Initialization indicators are computed for a set of one thousand geostatistical realizations. Once again, we compare the proposed approach to a random picking of the geostatistical realizations used for the optimization process.
The first loop (loop 1, Fig. 8 ) is based on 10 random seeds. The optimization algorithm is initialized with 0 = θ , as was performed the classical approach 
Conclusions
In this paper, we get closer to an optimal parameterization for history matching problems. We proposed an approach based on the adjoint state method to compute a priori parameters, called refinement indicators, that indicate which geostatistical realizations might be choosen for the GDM. Selecting only those specific realizations, we are able to speed up the optimization process and to better constrain the geological model. The refinement indicators calculation is extremely fast (compared to a standard optimization loop timing) as it implies adjoint state calculations and single dot products.
The GDM was previously performed with randomly picked out geostatistical realizations. Using the innovative approach based on refinement indicators, we get a more efficient GDM for reservoir data integration.
Coupled with the proposed methodology for direct conditioning of fine-scale reservoir models, it allows a direct, coherent and fast update of the geostatistical model.
