Abstract. This article is the forward result of -admissible and ( ; )-contractive mappings in fuzzy metric spaces. We establish new theorem for such contractions to …nd …xed point in fuzzy metric space. Our Theorem is generalizations of some interesting outputs in metric spaces. Moreover, an example and application to ordinary di¤erential equations are also elaborated to verify the result of the theorem.
Introduction
Nature of work on …xed point theory are versatile and always have been source of motivation for further research. The basic core of this theory is Banach contraction principle. Gregori and Sapena [8] have explained Banach contraction principle in complete fuzzy metric space. The basic idea behind this extension of metric spaces is fuzzy sets. The fuzzy set was innovated by Zadeh [7] in 1965. Kramosil and Michalek [3] prefaced the concept of fuzzy metric space using continuous t-norm and probabilistic metric space in 1975. A modi…cation of this result was done by George and Veeramani [2] which is used more frequently to …nd …xed point in fuzzy metric space. We also consider the fuzzy metric space in the accordance with George and Veeramani [2] . In 2012, Samet et. al. [9] gave the ( ; )-contractive and -admissible mapping to evaluate …xed point theorem in complete metric spaces. Many researchers worked on this types of contractive mappings [5] [6] [7] . Salimi [10] modi…ed the belief of ( ; )-contractive and -admissible mapping to get …xed point theorem in complete metric space. Mihet [4] generated the concept of -contraction mapping which generalize the fuzzy contraction introduced by Gregori and Sapena [8] . In 2014, Hong [11] introduced ( ; )-contraction for set-valued mapping in fuzzy metric space. Many other authors contributed their research to give direction in the …eld of fuzzy metric space [13, 14, 15, 16, 17, 18] . This above work intensi…ed FIXED POINT THEO REM S FOR SINGLE VALUED --M APPING S 393 our e¤orts to prove our result using ( ; )-contraction mapping and -admissible mapping in fuzzy metric space.
Preliminaries
De…nition 2.1. The function M (x; y; t) denotes the degree of nearness between x and y with respect to t. We refer to these spaces as GV-spaces.
Lemma 2.3 ([2]
). In fuzzy metric space (K; M; ), M (x; y; ) is non-decreasing for all x; y 2 K.
De…nition 2.4 ([2]
). Let (K; M; ) be a fuzzy metric space. Then, (a) a sequence fx n g in K is said to be convergent to a point x 2 K if for all t > 0, lim
M (x n ; x; t) = 1.
(b) a sequence fx n g in K is called Cauchy sequence if for t > 0 and for each 2 (0; 1) there exists n 0 2 N such that M (x n ; y m ; t) > 1 for all n; m n 0 . (c) A fuzzy metric space in which every Cauchy sequence is convergent is called a complete fuzzy metric space.
In 2015, Saha et al. [12] introduced a new fuzzy contraction mapping and prove that such mappings have …xed point in complete fuzzy metric space-spaces. This contraction is called --fuzzy contraction.
De…nition 2.5.
[12] Let (K; M; ) be a fuzzy metric space and, let f : K ! K and : K K (0; 1) ! (0; 1) be two mappings. Then the map f is said to be -admissible if (x; y; t) 1 ) (f x; f y; t) 1; 8 t > 0 and x; y 2 K:
) be a fuzzy metric space and, let f : K ! K and ; : K K (0; 1) ! (0; 1) be two mappings. Then the map f is said to be -admissible mapping apropos to if (x; y; t) (x; y; t) ) (f x; f y; t) (f x; f y; t); 8 t > 0 and x; y 2 K:
Also, if we take (x; y; t) = 1, then this de…nition reduces to De…nition 2.4 and if we take (x; y; t) = 1, then we say that f is an -subadmissible mapping.
De…nition 2.7. 
Main Results
A series of results on -admissible mapping gave the idea of present theorem in fuzzy metric space. The idea has originated from the Hong [11] and Samet et al. [9] problems in metric spaces.
Theorem 3.1. Let (K; M; ) be a complete fuzzy metric space and let f be an -admissible mappings apropos to such that (x; y; t) (x; y; t) ) M (f x; f y; t) (N (x; y; t));
where N (x; y; t) = minfM (x; y; t); M (y; f y; t); M (x; f y; t) M (y; f y; t)g. Suppose that the following conditions hold: (i) There exists x 0 2 K such that (x 0 ; f x 0 ; t) (x 0 ; f x 0 ; t) for each t > 0; (ii) f is continuous or for any sequence fx n g K converging to x 2 K and (x n ; x n+1 ; t) (x n ; x n+1 ; t) for all x 2 K and t > 0 where (x n ; x; t) (x n ; x; t). Then there exists a …xed point of f .
Proof. Let x 0 2 K such that (x 0 ; f x 0 ; t) (x 0 ; f x 0 ; t). De…ne a sequence fx n g in K x n = f n x 0 = f x n 1 for all n 2 N . If x n+1 = x n for some n 2 N , then existence of …xed point is apparent. Now we suppose that x n 6 = x n+1 for all n 2 N . Since f is an -admissible mapping with respect to and (x 0 ; f x 0 ; t) (x 0 ; f x 0 ; t). We interpret that
Inductively, we get (x n ; x n+1 ; t) (x n ; x n+1 ; t) for all n 2 N [ f0g:
Now, by contractive condition (1) with x = x n 1 , y = x n , we have M (f x n 1 ; f x n ; t) (N (x n 1 ; x n ; t));
by means of above equation, we have M (x n ; x n+1 ; t) (N (x n 1 ; x n ; t)) for all n 2 N and t > 0:
Also, N (x n 1 ; x n ; t) = minfM (x n 1 ; x n ; t), M (x n ; f x n ; t); M (x n 1 ; f x n ; t) M (x n ; f x n ; t)g N (x n 1 ; x n ; t) = min(x n 1 ; x n ; t); M (x n ; x n+1 ; t)g = M (x n 1 ; x n ; t)
As if N (x n 1 ; f x n ; t) = M (x n ; x n+1 ; t), M (x n ; x n+1 ; t) (N (x n 1 ; x n ; t)) = (M (x n ; x n+1 ; t)) > M (x n ; x n+1 ; t); a contradiction con…rms that N (x n 1 ; x n t) = M (x n 1 ; x n t);.
) M (x n ; x n+1 ; t) (M (x n 1 ; x n ; t)):
Also, M (x n ; x n+1 ; t) (M (x n 1 ; x n ; t)) n (M (x 0 ; x 1 ; t)): Now, for all m > n, m; n 2 N and t > 0, we can write 
1=2
i is convergent and therefore
Eventually lim n!1
(1 1=2 i ) = 1. We analyse that fx n gis an Cauchy sequence.
Hence (K; M; ) is a complete fuzzy metric space, therefore there exists p 2 K such that x n ! p. Now, if suppose that f is a continuous function, then
So p is a …xed point. On the other hand, since (x n ; x n+1 ; t) (x n 1 ; x n+1 ; t) for all n 2 N [ f0g and x n ! p as n ! 1:
(x n ; p; t) (x n ; p; t)
Now, by condition (1), we get M (f p; x n+1 ; t) (N (p; x n ; t)) > N (p; x n ; t)
where N (p; x n ; t) = minfM (p; x n ; t); M (p; f x n ; t)g. Letting n ! 1 in the above inequality, and hence M (f p; p; t) (M (f p; p; t)) M (f p; p; t), we get M (f p; p; t) = 1, this implies f p = p.
Corollary 3.2. Let (K; M; ) be a complete fuzzy metric space. let f be anadmissible mappings with apropos = 1 such that (i) For 2 , x; y 2 K and t > 0 (x; y; t) 1 ) M (f x; f y; t) (N (x; y; t));
(ii) there exists x 0 2 K such that (x 0 ; f x 0 ; t) 1 for each t > 0, (iii) for any sequence fx n g K converging x 2 K and (x n ; x n+1 ; t) 1 for all n 2 N and t > 0 we have (x; f x; t) 1 for all n 2 N and t > 0.
where N (x; y; t) = minfM (x; y; t); M (y; f y; t); M (x; f y; t) M (y; f y; t)g. Then f has a …xed point. (N (x; y; t));
where N (x; y; t) = minfM (x; y; t); M (y; f y; t); M (x; f y; t) M (y; f y; t)g. Then f has a …xed point. If, x 2 (1; 1), then (f x; f y; t) 1 , which is a contradiction. Hence x = 2 (1; 1). Now, if fx n g is a sequence in K such that (x n ; x n+1 ; t) 1, for all n 2 N and x n ! x as n ! 1, then fx n g [0; 1] and hence x 2 [0; 1]. This implies that (x n ; x; t) 1 for all n 2 N and t > 0.
Let (x; y; t) 1. Then x; y 2 [0; 1]. We get M (f x; f y; t) = t t + j
implies M (f x; f y; t) (M (x; y; t)). Then all the conditions of above corollary are satis…ed. Hence, f has a …xed point.
Application: A solution of ordinary differential equation
We consider the two-point boundary value problem of second order di¤erential equation:
where f : [0; 1] R ! R is a continuous function.
Let K = C(I)(I = [0; 1]) be the space of all continuous functions de…ned on I and let d(x; y) = sup jx(t) y(t)j for all x; y 2 K. Then, (K; M; ) is a complete fuzzy metric space. Then, the problem (3)is equivalent to …nd x 2 K that is a …xed point of S. To solve this problem we assumed the following condition:
(i) there exists a function~: K 2 ! R such that if~(x; y) 0 for all x; y 2 K, then we have 0 f (t; x(t)) f (t; y(t)) 384 (jx(t) y(t)j) where~: R + ! R + is nondecreasing and right upper continuous function with~(0) = 0 and~(t) < t 2 for all t > 0; (ii) there exists x 0 2 K such that~(x 0 ; Sx 0 ) 0; (iii) for all x; y 2 K; if~(x; y) 0 implies~(Sx; Sy) 0; (iv) If for any sequence fx n g K converging to x 2 K and~(x n ; x n+1 ) 0 for all n 2 N 0 then~(x n ; x) > 0 for all n 2 N 0 and~(x; x) 0; (v) If for any sequence fx n g K such that~(x n ; x n+1 ) 0 for all n 2 N 0 , then~(x m ; x n ) 0 for all m; n 2 N with m < n: Consider x; y 2 K such that~(x(t); y(t)) 0 for all t 2 I. 
Clearly sup t2I R 1 0 G(t; s) 2 ds = 1=48:
By (4), we get Putting (t) = t and (t) = t, we obtain M (Sx(t); Sy(t); r) (M (x(t); y(t); r)) for all x; y 2 K such that (x(t); y(t)) 0 for all t 2 I. 1; if~(x(t); y(t)) 0; 0; otherwise Then for all x; y 2 K, we deduce M (Sx(t); Sy(t); r) (M (x(t); y(t); r)).
It easily veri…es that all the hypotheses of Corollary(3.2) are satis…ed. Therefore S has a …xed point in K.
