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We present a method relying on shortcuts to adiabaticity to achieve quantum detection of high frequency
signals at the nanoscale in a robust manner. More specifically, our protocol delivers tailored amplitudes and
frequencies for control fields that, firstly, enable the coupling of the sensor with high-frequency signals and,
secondly, minimise errors that would otherwise spoil the detection process. To exemplify the method, we
particularise to detection of signals emitted by fast-rotating nuclear spins with nitrogen vacancy center quantum
sensors. However, our protocol is straightforwardly applicable to other quantum devices such as silicon vacancy
centers, germanium vacancy centers, or divacancies in silicon carbide.
Introduction.– Nanoscale nuclear magnetic resonance
(Nanoscale NMR) is a flourishing research area leading to
detection and control of magnetically active nuclear spin
species with unprecedented spatial resolution [1–10]. This
ability has profound applications in different contexts such as
the narrowband measurement of electromagnetic fields [11–
13], the detection of fluids in nanoscale sized voxels [14],
single molecule spectroscopy [15–17], or in-cell thermome-
try [18, 19]. All these applications rely on the presence of con-
trollable minute-sized quantum sensors that play the role of
macroscopic detection coils in standard NMR apparatus [20].
Among currently available quantum sensors we can mention,
e.g., silicon vacancy centers [21], divacancies in silicon car-
bide [22], germanium vacancy centers [23], and nitrogen va-
cancy (NV) centers [24].
In particular, the NV center in diamond has been exten-
sively studied owing to its excellent properties for nanoscale
NMR tasks [25–28]. Namely, the electron spin of the NV cen-
ter exhibits quantum coherence at ambient conditions [29],
thus it enables spectroscopy of biomolecules in their natural
environment [15, 17]. In addition, the possibility of deliver-
ing shallow NVs [30] enables detection of samples on the dia-
mond surface [2, 31], whilst NV centers embedded in nanodi-
amonds can be used as nanosensors in vivo as a consequence
of their excellent biocompatibility [31]. In this context, ex-
tending the quantum coherence of the NV is crucial, as this
permits a larger interrogation time with the target and isola-
tion from environmental noise. In the case of NVs, this is
met by dynamical decoupling (DD) techniques in the form of
pulsed [33–42] or continuous [43–46] microwave (MW) se-
quences.
Particularly interesting for nanoscale NMR is the regime of
strong static magnetic fields [17]. In this scenario, thermal
spin polarisation of target samples get increased leading to a
larger NMR signal contrast [47], nuclear and electron spins
exhibit long coherence times [48], and structural parameters
such as the chemical shift get increased [47]. As a coun-
terpart, the spin of nuclei rapidly precess at strong magnetic
fields. This challenges their identification as the Hartmann-
Hahn resonance condition [49], which is a decisive requisite
for quantum detection, cannot be satisfied with realistic MW
power. To circumvent this problem, it was recently proposed
the delivery of extended MW pulses with a modulated am-
plitude [50]. These pulses imprint on the NV spin evolution
high frequencies that meet those of nuclear spins. However,
these schemes are only valid in conditions involving low er-
rors on the controls. Other schemes, such as adiabatic chirped
pulses [51], present an excellent robustness. However, as
pointed out by the authors in [51], this resilience significantly
decays at large static magnetic fields. In this manner, the de-
sign of DD sequences that stabilise the sensor under large con-
trol errors, whilst enable the coupling with high frequency sig-
nals (such as those emitted by fast rotating nuclear spins, i.e.
at strong magnetic fields) is of clear importance owing to the
potential advantages of nanoscale NMR in this regime.
In this Letter, we present a method that achieves nanoscale
NMR at strong magnetic fields in realistic conditions that in-
volve large errors on the controls. To this end, we integrate
shortcuts to adibaticity (STA) techniques [52, 53] in the de-
sign of the DD sequences that drives the interaction between
sensor and target signals. By means of detailed numerical sim-
ulations, we demonstrate that our protocol enables resilient
quantum magnetometry in relevant nanoscale NMR scenarios
such as the detection of nearby nuclear spins, as well as of
nuclear clusters at strong magnetic fields. We exemplify our
theory in NV centers in diamond, but this is general and ap-
plicable to other solid-state sensors.
The model.– We consider a Hamiltonian that describes an
NV center coupled to a target signal, and driven by a MW
field. This is
H = DS 2z −γeBzS z + HT +
√
2S xΩ(t) cos [ωt − ∆(t) − φ]. (1)
Here D = (2pi) × 2.87 GHz is the zero-field splitting, and
γe = (2pi)×28.024 GHz/T is the electronic gyromagnetic ratio.
The magnetic field Bz is aligned with the NV axis, S z,x are
spin-1 matrices of the NV center, and the term HT denotes
the coupling of the NV with the target signal. For instance,
HT = −γN BzIz+S z ~A·~I in case of having a nearby nuclear spin,
with γN being the nuclear gyromagnetic ratio, ~A the hyperfine
vector that couples the NV and the nucleus, and ~I is the spin
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2operator of the nucleus. On the other hand, when considering
a classical signal that models, e.g., a nuclear spin cluster out of
the diamond lattice [17, 54] we may have HT = ΓS z cos(ωst).
The last term in Eq. (1), i.e. the MW control term, encompases
the functions Ω(t) and ∆(t) that our method will set such that
they lead to optimal detection of targets at strong magnetic
fields and under severe error conditions.
The dynamics associated to Eq. (1) can be analysed in the
following picture: Firstly, we move to a rotating frame with
respect to (w.r.t.) H0 = DS 2z − γeBzS z and set the MW field
frequency as ω = D + |γe|Bz. This leads to the Hamiltonian
H = HT +
Ω(t)
2
[
|1〉〈0|ei∆(t)eiφ + H.c.
]
where the terms involving
transitions to the |−1〉 spin state of the NV have been neglected
by invoking the rotating wave approximation (RWA). Finally,
we move to a second rotating frame w.r.t. −δ(t)2 σz, where δ(t)
is
∫ t
t0
δ(s)ds = ∆(t), and σz = |1〉〈1| − |0〉〈0|. In this manner,
the Hamiltonian of the system reads
H = HT +
Ω(t)
2
σφ +
δ(t)
2
σz, (2)
withσφ = |1〉〈0|eiφ+|0〉〈1|e−iφ. Note that φ = 0 (−pi/2) implies
σφ = σx (σy).
The control term Hc =
Ω(t)
2 σφ+
δ(t)
2 σz causes periodic popu-
lation exchanges in the [|1〉, |0〉] spin manifold, thus it imprints
in the NV dynamics a set of frequencies. Ultimately, by tuning
the periodicity of these spin exchanges one would get a reso-
nant interaction between the NV and the target signal leading
to quantum detection. An archetypical example of the latter is
the case of the HH resonance that reduces to Ω ≈ γN Bz − 12 AZ
when HT = −γN BzIz +S z ~A·~I, this is in the presence of a single
nearby nuclear spin. Also, if the target is a classical signal, i.e.
HT = ΓS z cos(ωst), the HH condition is Ω = ωs. We note that
the achievement of the HH condition is challenging at strong
static magnetic fields as Ω is proportional to Bz, which implies
that high MW power should be delivered to the sample.
Other schemes involving extended pi pulses have been pro-
posed in the literature to achieve couplings with rapidly oscil-
lating signals [50]. However, these extended pi pulses suffer
from control errors which seriously limits their performance
in realistic scenarios. We will later demonstrate this with spe-
cific numerical simulations performed at Bz = 3 T. To over-
come this challenge we integrate STA techniques in the design
of pi pulses in such a way that they enable the coupling with
targets at large static magnetic fields in a robust manner.
The method.– Inspired by the concept of STA [52, 53], we
parameterize the NV spin state evolution as [55]
|φ(t)〉 =
[
cos
(
θ
2
)
ei
β
2 |1〉 + sin
(
θ
2
)
e−i
β
2 |0〉
]
eiγ, (3)
with θ ≡ θ(t) and β ≡ β(t) being the polar and azimuthal
angles on the Bloch sphere, and a phase γ ≡ γ(t). When in-
serting Eq. (3) into the time-dependent Schro¨dinger equation
governed by the control Hamiltonian Hc, we get the next aux-
iliary equations
θ˙ = Ω(t) sin(β), (4)
β˙ = θ˙ cot(θ) cot(β) − δ(t), (5)
γ˙ = −θ˙ cot(β)/(2 sin(θ)). (6)
For the sake of simplicity, in the previous equations we have
particularised to the case σφ = σx, but the formalism is
equally applicable to σφ = σy. Equations (4, 5, 6) connect
the Rabi frequency Ω(t) and the detuning δ(t) with the θ and
β angles. Note that, similar expressions to Eqs. (4, 5, 6) can
be derived from a dynamical invariant [56, 57], as well as by
inverting the Madelung representation [58].
To achieve a pi pulse, e.g. from |1〉 at t = 0 to |0〉 at t = tpi,
one has to impose the following boundary conditions to the
wavefunction in Eq (3),
θ(0) = 0, θ(tpi) = pi. (7)
A possible parametrisation for θ and β is: θ = pit/tpi and
β = pi/2 leading to Ω(t) = pi/tpi and δ(t) = 0. Then, we would
get a top-hat pi pulse at tpi (note that
∫ tpi
0 Ω(t)dt = pi). On the
other hand, we note that there exists much freedom to tailor
the functions θ and β, such that one gets pulse designs that en-
able the coupling with fast precessing nuclei and, at the same
time, they are resilient to severe control errors.
Regarding the coupling of the NV with rapidly oscillating
signals, one can demonstrate that maximal NV-target inter-
action strength is achieved if the following coupling condition
holds (for details regarding the derivation of the coupling con-
dition we refer the reader to the Supplemental Material [59])∫ tpi
0
cos(θ) cos(kωmt)dt = 0. (8)
Here, ωm = 2pi/T with T being the period of the employed
DD sequence, and k ∈ N labels the harmonic that will carry
the NV-target coupling [59]. In this manner, Eq. (8) represents
a first requisite for the θ function.
Further constraints have to be imposed in the dynamics of
|φ(t)〉 to cancel the effect of control errors during quantum de-
tection. Typically, these errors are: (i) Deviations in the Rabi
frequency, i.e. Ω(t)→ Ω(t)(1 + ξΩ), as a consequence of MW
power variations. And, (ii), errors in the δ(t) function (i.e.
δ(t)→ δ(t) + ξδ) with ξδ being a frequency offset that appears
owing to, e.g., undetermined stress conditions in the diamond
and/or because of nearby electronic impurities leading to NV
energy shifts. In this scenario, we use perturbation theory over
the evolution of |φ(t)〉 during the pi pulse and calculate the tran-
sition probability P(tpi) of having an NV spin-flip driven by an
imperfect pi pulse (up to second order in ξΩ and ξδ). This reads
P(tpi) ≈ 1− 14
∣∣∣∣∫ tpi0 dtei2γ (ξ∆ sin(θ) − i2ξΩθ˙ sin2(θ))∣∣∣∣2. For more
details regarding the derivation of P(tpi) see [59]. In this man-
ner, the second requisite for θ and γ is the error cancelation
condition that eliminates control errors during the NV spin-
flip. This reads∣∣∣∣∣∣
∫ tpi
0
dtei2γ
(
ξ∆ sin(θ) − i2ξΩθ˙ sin2(θ)
)∣∣∣∣∣∣ = 0. (9)
3FIG. 1. Distinct Nanoscale NMR escenarios at a strong magnetic field Bz = 3 T involving a 13C nucleus in (a), (b), and (c), and a 1H cluster
in (d), (e), and (f). In (a) we show the Nanoscale NMR spectrum, i.e. the 〈σx〉 of the NV, in three different situations: Solid-blue curve
corresponds to an ideal escenario involving instantaneous pi pulses. The squares represent the spectrum obtained with our method, while
circles uses standard top-hat pulses. In all cases we have repeated the XY8 sequence 102 times. This implies that 816 pi pulses have been
employed leading to a final sequence time ≈ 0.19 ms. In (b) we show the controls Ω(t) (dark curve) and δ(t) (clear curve) used in (a) for
computing the spectrum including squares. (c) Obtained spectrum with the extended pi pulses in Ref. [50]. (d) Similar to (a) but having a
cluster of 1H nuclei as a target (see main text). (e) Controls used for finding the spectrum (squares) in (d). (f) Similar to (c) but applied to 1H
nuclei (see main text). In (d), (e), and (f) we repeat the XY8 sequence 102 times, which in this case leads to a final sequence time ≈ 0.14 ms.
Once we get expressions for θ and γ (and consequently to
β as Eq. (5) relates β with θ and γ) one can find the control
parameters Ω(t) and δ(t) by solving Equations (4, 5).
In order to interpolate a function for θ, we use an ansatz
inspired by the Blackman function [60]. This is
θ(t) = α0 + α1 cos
(
pi
tpi
t
)
+ α sin
(
2piλ
tpi
t
)
, (10)
where λ is a free tunable parameter that regulates the pi pulse
length as tpi = λT/k, see [59]. In addition, α0, α1, and α are pa-
rameters that we will adjust to hold the previously commented
conditions. In particular, when the boundaries in Eq. (7) are
applied to θ(t), we get α0 = −α1 = pi/2, while the additional
parameter α will be selected to fulfill the coupling condition
in Eq. (8).
Now, we pose the following ansatz for γ(t)
γ(t) = θ + η1 sin(2θ) + η2 sin(4θ), (11)
that introduces two additional free parameters η1 and η2. The
expression for γ(t) can be combined with Eq. (6) leading to
β = cos−1
 −2M sin(θ)√1 + 4M2 sin2(θ)
 , (12)
where M = 1+2η1 cos(2θ)+4η2 cos(4θ). We will use η1 and η2
to achieve Eq. (9) over some reasonable error interval. In this
manner, undesired NV transitions caused by errors in the Rabi
frequency and detuning get cancelled. This assures reliable
detection of nuclear spins at large magnetic fields and under
realistic conditions as it is shown in the following section.
Numerical results.– We demonstrate the performance of
our method with detailed numerical simulations in relevant
Nanoscale NMR escenarios. In particular, we have computed
the evolution of an NV under an XY8=XYXYYXYX se-
quence in the presence of a nearby 13C nuclear spin, as well as
under the influence of a classical electromagnetic wave mod-
elling a 1H nuclear spin cluster. In both cases we consider
a strong static magnetic field Bz = 3 T [17]. We compare
the obtained Nanoscale NMR spectra in situations involving:
Standard top-hat pi pulses, extended pi pulses that follow the
scheme in [50], and pi pulses designed with our method that
incorporates STA techniques.
The results are presented in Fig. 1. In (a) we show the
computed spectra (encoded in the expectation value 〈σx〉 of
the NV center) of a problem involving an NV coupled to a
nearby 13C nucleus (then HT = −γN BzIz + S z ~A · ~I). The nu-
cleus is at a distance of 1.1 nm from the NV, such that its
hyperfine vector ~A = (2pi) × [−4.81,−8.331,−26.744] KHz.
The solid-blue line corresponds to the spectrum that would
appear if instantaneous pulses (this is pi pulses with infinite
MW energy) were delivered to the system. In addition, this
solid-blue line has been obtained without introducing control
errors. Then, this constitutes an idealised experimental sce-
nario. The spectrum represented by the squares in Fig. 1 (a)
4has been calculated by using our method based on STA tech-
niques. The particular values for the control parameters Ω(t)
and δ(t) are shown in Fig. 1 (b), and have led to a pi pulse of
length tpi = 0.21 µs. In addition, the reader can find an an-
imation of the trajectory in the Bloch sphere of the NV spin
induced by Ω(t) and δ(t) in [61]. We want to remark that, a de-
tuning error of ξδ = (2pi)×1 MHz, as well as a Rabi frequency
deviation of ξΩ = 0.5% are included in our numerical simu-
lations. Even in these conditions involving significant errors,
the spectrum produced by our method (squares) overlaps well
with the ideal one (solid-blue). On the other hand, the spec-
trum represented by circles in Fig. 1 (a) has been computed
with standard top-hat pi pulses with a Rabi frequency (Ωth)
that equals the maximum of Ω(t) in our method, see Fig. 1 (b).
More specifically, this is Ωth ≈ (2pi)× 30 MHz). It is notewor-
thy to mention that the spectral contrast achieved by top-hat
pulses (this is the peak depth of the spectrum with circles)
is significantly lower than the one achieved by our method,
which demonstrates the better performance of the latter. In
Fig. 1 (c) we show the spectrum computed with the extended
pulses in Ref. [50] which include the same errors on the con-
trols (ξδ = (2pi) × 1 MHz, and ξΩ = 0.5%). Notably, the
extended pulses in Ref. [50] produce a completely distorted
spectrum that does not allow to identify the resonance of the
13C. As a further comment, in absence of control errors our
method and the one in Ref. [50] lead to similar results. How-
ever, under the presence of significant error sources our pro-
tocol is clearly superior.
In Fig. 1 (d) we present the spectra that result of averag-
ing the response of several NVs, each of them with a differ-
ent detuning error, whilst they all are coupled to the same
classical electromagnetic wave. Thus, HT = ΓS z cos(ωst),
where we employ Γ = (2pi) × 28 kHz in the simulations.
This scenario describes, for instance, an NV ensemble used
as a detector for a 1H spin cluster out of the diamond sam-
ple [17]. As in the previous case, the ideal solid-blue curve
in Fig. 1 (d) has been obtained by delivering instantaneous pi
pulses, and in absence of control errors. In the same figure,
the squares represent the signal obtained with our method, i.e.
by using the controls in Fig. 1 (e) (an animation of the NV
spin state evolution during the pi pulse is available in [62])
and averaging the responses of of 10 NVs where the de-
tuning error has been randomly taken from a Gaussian dis-
tribution centered at ξδ = 0 and with a width of 1 MHz.
More specifically, we have used the following values ξδ =
(2pi) × [0.5376, 1.8338,−2.2588, 0.8622, 0.3188,−1.3076,
− 0.4336, 0.3426,−2.7784, 2.1694] MHz, while the Rabi fre-
quency deviation is ξΩ = 1% for all cases. One can observe
that this average spectrum fully overlaps with the ideal NV
response, which demonstrates the good performance of our
method. The circles in Fig. 1 (d) denotes the signal obtained
with top-hat pi pulses with a Rabi frequency Ωth = (2pi) × 40
MHz, i.e. equal to the maximum amplitude of Ω(t) in Fig. 1
(e). Again, the signal-contrast produced by standard top-hat
pi pulses is much lower than the one achieved by our method
which further confirm the advantages of the latter. Finally, in
Fig. 1 (f) we plot the average signal obtained with the pi pulses
in Ref. [50], and for the same errors in Fig. 1 (d). We can
observe that the spectrum in Fig. 1 (f) cannot offer any infor-
mation regarding the scanned sample while, with our method,
we can clearly observe a resonance peak that meets the ideal
response leading to reliable identification.
Conclusions.– We have demonstrated that the integration of
STA techniques in the design of DD sequences leads to supe-
rior performance in the detection of high frequency target sig-
nals. Our method exhibit an enhanced resilience against typ-
ical control errors, and can be straightforwardly incorporated
to any DD sequence used in Nanoscale NMR. We exemplified
our theory in the frame of Nanoscale NMR with NV centers.
However, our method is general and applicable to other solid-
state quantum sensor devices such as silicon vacancy centers,
germanium vacancy centers, or divacancies in silicon carbide.
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1Supplemental Material:
Robust Detection of High-Frequency Signals at the Nanoscale
I. THE COUPLING CONDITION
FIG. S1. Modulation function F(t) corresponding to a pi pulse generated using our method (blue line) and the distribution of times for pi pulses.
These are displayed in the yellow areas.
In this section we derive the coupling condition in Eq. (8) of the main text. We start from the Hamiltonian in Eq. (2) where,
for the sake of simplicity, we consider a target classical signal. This is
H =
Γ
2
σz cos(ωst) +
Ω(t)
2
σφ + σz
δ(t)
2
(S1)
In the rotating frame of the control (i.e. of Ω(t)2 σφ + σz
δ(t)
2 ) this Hamiltonian is
HI = F(t)
Γ
2
σz cos(ωst), (S2)
with F(t) being a modulation function that appears due to the action of the control on the NV σz operator. In particular F(t) = ±1
in the regions where the controls are switched off, this is in the regions without pi pulses, while F(t) adopts specific forms during
pi pulse execution depending on the value of the controls Ω(t) and δ(t), see Fig. S1. If we consider a pulse sequence of period
T , the modulation function F(t) can be expanded using Fourier series as F(t) =
∑
k fk cos(kωmt), with ωm = 2piT and k being a
natural odd number. In particular, we can compute fk as
fk =
2
T
[∫ t1
0
cos(kωmt)dt +
∫ t2
t1
F(t) cos(kωmt)dt −
∫ t3
t2
cos(kωmt)dt +
∫ t4
t3
F(t) cos(kωmt)dt +
∫ T
t4
cos(kωmt)dt
]
. (S3)
Here, the distribution of times ti (for i = 1, 2, 3, 4) can be seen in Fig. S1. In particular, in this figure we consider a situation
where the harmonic k = 15 is used to carry on the NV-nucleus coupling, and two pi pulses are displayed with a length including
7 oscillations of the function cos(kωmt) (i.e. λ = 7).
If the function F(t) is designed such that
∫ t2
t1
F(t) cos(kωmt)dt =
∫ t4
t3
F(t) cos(kωmt)dt = 0, we get
fk =
2
T
[∫ t1
0
cos(kωmt)dt −
∫ t3
t2
cos(kωmt)dt +
∫ T
t4
cos(kωmt)dt
]
=
4
kpi
sin
(
kpi
T
)
cos
(
kpi
T
tpi
)
. (S4)
It can be seen then that the optimal value | fk | = 4kpi (this is the value for fk that one would get if applies instantaneous pi pulses)
is obtained when tpi = λTk with λ being a natural number.
Then, to achieve maximal coupling (i.e. | fk | = 4kpi ) it is mandatory to nullify the integrals during the pi pulses. As previously
mentioned, the modulation function appears owing to the action of the controls on the σz NV operator. In particular, and calling
U0(t) = Tˆ exp
[
−i ∫ tt0 Ω(s)2 σφ + σz δ(s)2 ds] we have that
U0(t)†σzU0(t) = F(t)σz + Fx(t)σx + Fy(t)σy. (S5)
If a sequence with alternating pulses is employed, note this is our case as we use the XY8 sequence, the Fx(t), and Fy(t) functions
do not have an effect at the resonance point (this is when kωm = ωs). Then, the Fx,y components can be neglected. Now we can
write (assuming that |φ(0)〉 = |1〉)
〈φ(0)|U†0(t)σzU0(t)|φ(0)〉 = 〈φ(t)|σz|φ(t)〉 = F(t). (S6)
2Finally, using the expression for |φ(t)〉 in Eq. (3) we can compute that F(t) = cos(θ), which leads to the coupling condition in
Eq. (8) of the main text ∫ tpi
0
cos(θ) cos(kωmt)dt = 0. (S7)
II. ERROR CANCELATION CONDITION
Here we show the derivation of the approximate transition probability in the presence of errors. We start from the control
Hamiltonian including errors. This is
Hc + H =
Ω(t)(1 + ξΩ)
2
σφ +
δ(t) + ξδ
2
σz. (S8)
Now we move to a rotating frame w.r.t. the control. This leads to
HI = U
†
0(t)HU0(t), (S9)
where U0(t) = Tˆ exp
[
−i ∫ tt0 Ω(s)2 σφ + σz δ(s)2 ds] is the control Hamiltonian propagator. We can expand now the interaction picture
propagator using Dyson series
UI(tpi, 0) = I − i
∫ tpi
0
dtHI(t) −
∫ tpi
0
dt
∫ t
0
dt′HI(t)HI(t′) + ... (S10)
If we now write HI(t) as in Eq. (S9), and multiply the previous expression by |φ(0)〉 we get (up to the second order)
|φ(tpi)〉I ≈ |φ0(0)〉 − i
∫ tpi
0
dtHI(t)|φ0(0)〉I −
∫ tpi
0
dt
∫ t
0
dt′HI(t)HI(t′)|φ0(0)〉I , (S11)
where |·〉I represents the state in the interaction picture, while |φ0(t)〉 is the state evolved without errors.
Now we apply U0(tpi, 0) to |φ(tpi)〉I and find
|φ(tpi)〉 ≈ |φ0(tpi)〉 − i
∫ tpi
0
dtU0(tpi, t)H |φ0(t)〉 −
∫ tpi
0
dt
∫ t
0
dt′U0(tpi, t)HU0(t, t′)H |φ0(t′)〉. (S12)
At this point we make use of the relation U0(t f , 0) = |φ0(t f )〉〈φ0(0)| + |φ⊥0 (t f )〉〈φ⊥0 (0)|, where |φ⊥0 (t)〉 =[
sin
(
θ
2
)
ei
β
2 |1〉 − cos
(
θ
2
)
e−i
β
2 |0〉
]
e−iγ is the orthogonal state to |φ(t)〉 =
[
cos
(
θ
2
)
ei
β
2 |1〉 + sin
(
θ
2
)
e−i
β
2 |0〉
]
eiγ. Writing the full ex-
pression of H and using the identity
∫ b
a dx
∫ x
a dy f (x, y) =
1
2
∫ b
a dx
∫ b
a dy f (x, y) if f (x, y) = f (y, x) in the integration range, we
can obtain that the probability to find |φ0(tpi)〉 at the end of the pulse up to order two is
|〈φ0(tpi)|φ(tpi)〉|2 ≈ 1 −
∣∣∣∣∣∣
∫ tpi
0
dt〈φ⊥0 (t)|
(
ξδ
2
σz +
Ω ξΩ
2
σφ
)
|φ0(t)〉
∣∣∣∣∣∣2 . (S13)
Finally, using expression (4) we get the transition probability, P(tpi), from which the error cancelation condition (9) is obtained.
More specifically P(tpi) reads
P(tpi) = |〈φ0(tpi)|φ(tpi)〉|2 ≈ 1 −
∣∣∣∣∣∣
∫ tpi
0
dt
ei2γ(t)
2
(
ξδ sin(θ) − i2ξΩθ˙ sin2(θ)
)∣∣∣∣∣∣2 . (S14)
