Introduction
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The presence of uncertainty is inevitable in the real-world implementation of engineering systems. The 50 problems of process design under uncertainties have attracted considerable attention, especially regarding 51 safety, reliability, and economic decisions (Abubakar et al., 2015) . On the other hand, the design level needs 52 to consider the uncertainty in process inputs, such as pressure, temperature, feed flow, pH, density, and Whiting, 2004). These uncertainties often have negative influences on the design accuracy. Hence, they 55 need to be accounted for when constructing process models (Beck, 1987) . Sensitivity analysis can then be 56 used to identify key parameters that drive the uncertainty of process output predictions qualitatively or 57 quantitatively (Saltelli et al., 2004a) . 58 Most tools available for rigorous process design predict the performance without considering the 59 uncertainties. Hence, it is essential to develop efficient tools for sensitivity analysis (SA) and uncertainty 60 quantification (UQ). The probabilistic approach is a common framework for tracing the effects of uncertainty 61 on the model output. Monte-Carlo (MC) and Quasi Monte-Carlo (QMC) methods are representative 62 probabilistic approaches for the propagation of uncertainties in the model input to its output (Abubakar et al., 63 2015; Binder, 1998; Caflisch, 1998; Coulibaly and Lécot, 1998; Kroese et al., 2011; Liu, 2008) . The principle 64 of MC/QMC methods is to generate an ensemble of random realizations from its uncertainty distribution, to fault detection problems. The gPC method, which was first proposed by Wiener (1938) , is a spectral 74 representation of a random process by the orthonormal polynomials of random variables. Nagy and Braatz 75 (2007) considered the gPC approach for uncertainty quantification and the robust design for a batch 76 crystallization process. They reported that the gPC approach is more computationally efficient for a system 77 with a moderate number of random inputs than MC/QMC methods. Lee (2012, 2014) considered 78 the PID controller design for fractional order and integer order systems using the gPC method. Du et al. 79 (2015) examined the fault detection problem by combining the maximum likelihood with the gPC framework. 80 Duong et al. (2016) analyzed the problem of uncertainty quantification/sensitivity analysis of rigorous 81 processes with a small number of random inputs using the standard polynomial chaos (PC) method. Xiu and 82 Karniadakis (2002) further generalized the gPC for non-standard distributions through the Askey scheme. 83 When adequate smoothness conditions were provided, the gPC expansion for engineering purposes with 84 a uniform and Gaussian distribution showed rapid convergence; in some cases, even exponential convergence 85 was obtained (Ghanem and Spanos, 2003) . In theory, there are two main computational schemes for building 86 up a PC model: intrusive and non-intrusive. In the intrusive schemes, the gPC coefficients are obtained by a 87 Galerkin scheme that leads to a system of coupled deterministic equations. Alternatively, a non-intrusive 88 scheme allows the computation of a stochastic model using a set of (decoupled) calls to the existing 89 deterministic model. A current limitation of the standard full non-intrusive gPC approach, where the 90 coefficients are estimated using the tensor cubature, is that the number of model evaluations grows 91 exponentially and may not applicable to systems with a large number of uncertainties. To address this 92 problem, this paper describes a non-intrusive method that builds a sparse gPC expansion using the 93 compressed sensing technique. Under the assumption that the model output prediction produces a sparse 94 representation, the compressed sensing technique can reduce the computational cost compared to the classical 95 full gPC (Blatman and Sudret, 2011) . In addition, the limitation of classical full gPC to a system with a large 96 number of uncertainties can be overcome to some extent using the compressed sensing method. Moreover, 97 the Sobol′ sensitivity indices (Sobol′, 2001 ) can also be obtained directly from the gPC surrogate analytical 98 model (Crestaux et al., 2009; Haro Sandoval et al., 2012) , which can in turn be used to detect the influential 99 inputs in the propagation of process uncertainty.
100
In this paper, the convergence of an algorithm for UQ and SA is first reported on an analytical function: 101 the Ishigami function. The method is then illustrated using case studies of complex chemical processes, such 102 as a propylene glycol production process and a lean dry gas processing plant. HYSYS TM Consider a steady-state process described by the following set of nonlinear equations: 
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The joint probability density of the random vector, ξ , is N-variate orthonormal set can be constructed with P total degrees in space, Γ , using the tensor product of 119 the one-dimensional polynomials, the basis function of which satisfies the following:
Consider a process output variable, y , with the statistics (e.g., mean, variance) of interest, the N-variate 122 P th order approximation of the response function can be constructed as follows: 
. In this study, the points in the random experimental design were obtained from the Halton sequence (Kroese et al., 2011; Tempo et al., 2012 • The prediction accuracy of a least square solution can be improved by shrinking the value of the 155 coefficients or setting some coefficients to zero.
156
• With a large number of coefficients, the aim would be to identify a smaller subset of these 157 coefficients that are significant.
158
• The size of the training set (experimental design set) for the compressed sensing method is much 159 smaller than for the standard least square (Q<M).
160
Let A
M be a surrogate model obtained with the given experimental design;
is the surrogate 161 model that has been obtained by the experimental design, { } { }
,..., \ Q i ξ ξ ξ , i.e., when the i th design point
The leave one out error can be calculated without the need for an explicit calculation of Q in the separate 165 gPC models (Blatman and Sudret, 2011):
The regularization coefficient, l , in Eq. (6) was selected to minimize the leave one out error defined above.
168
Once the vector of the gPC coefficients, The mean value of the output can be expressed as
175
The variance of the output can be evaluated as follows:
The distribution function of the output is obtained by sampling the surrogate model in Eq. (3). can also be calculated by numerical integration with a cubature, which will be referred as a full ( 
194 where j k g is the one-dimensional polynomial degree. Using this notation, the first order sensitivity function 195 can be expressed as
197
The estimated sensitivity function of a higher order can be obtained in the same manner as follows: In this section, the proposed compressive gPC-based method was applied to the uncertainty quantification 205 and sensitivity analysis of an analytical example and two complex chemical process examples. This study 206 aims to explain the practical, accurate, and efficient-to-evaluate procedure involving SA and UQ. The Ishigami function, which is a well-known example in uncertainty quantification and sensitivity 210 analysis, was considered to demonstrate the accuracy of compressive polynomial chaos: 
215
For a numerical study,
The true value of the sensitivity indices can be obtained easily from 216 Eq. (23). Owing to the very high non-linearity of the Ishigami function, a relatively high polynomial degree 217 of 14 P = is needed to achieve a satisfactory result for a full gPC and compressive gPC. Table 1 column, where essentially all the glycol product is recovered from the column bottom with 99.5 wt. % of PG.
235
The distillation column has 10 stages with a full reflux condenser and reboiler operating at atmospheric 236 pressure.
237
In this example, the flow rates of PO and water, the temperature and pressure of the mixed stream, the A simulation set of 1000 samples from the QMC sequence was generated using the MATLAB TM code Halton overhead gas from the separator is fed to the gas/gas exchanger, where it is pre-cooled by an already 278 refrigerated gas. The cooled gas is then fed to the cooler, where further cooling is accomplished. In the cooler, 279 a sufficient quantity of heavier hydrocarbons condense such that the eventual sales gas meets the dew point 280 requirements of the pipeline for that particular hydrocarbon. The cold stream is then separated in a low-281 temperature separator. The cold dry gas is fed to the gas/gas exchanger and is then sent for sale, whereas the 282 condensed liquids are mixed with the free liquids from the inlet separator. In this process, the lean dry gas 283 produced will meet the hydrocarbon dew point requirements, and heat duty specifications, etc. Furthermore, 284 the liquid stream coming from the mixer is fed to a depropanizer column to produce a low-propane-content 285 bottom product. In this example, the sale gas heating value is controlled while the flow rates (F1 and F2), 286 temperature (Tn) and pressure (Pn) of two natural gas inlets, the outlet temperature of the cooled gas (Tc that the pressure of the NG inlet and the outlet temperature of the cooled gas affect the uncertainty 296 propagation while other parameters can be fixed. Again, the standard gPC approach can be used for UQ with 297 only 2 random inputs. Fig. 8 shows the density functions of lean gas production with two influential random 298 inputs using the standard gPC method (with 100 simulations) and by the QMC method (with 10000 299 simulations); the result compares well with that of the QMC method using all six random parameters with 300 10000 simulations. As a result, the sensitivity indices from the compressive gPC method can identify the 301 influential inputs correctly. The order and size of the experimental design were selected to be the same as 302 those in the previous example.
303
Remark Owing to the exponential increase in simulation efforts for cases with six random inputs, the 304 standard gPC method was not considered for UQ in Examples 2 and 3. In addition, the QMC method was 305 not used for SA in Examples 2 and 3 because of the requirement of huge computational effort for SA using • Choose an N-dimensional integration rule with 1 ... N´cubature nodes/weights, cubature is used.
348
• Approximate the gPC coefficients in Eq. (A.1) using the numerical integration rule in Eq. (A.2). The set of polynomials is orthonormal with the weight function, which is the probability density function. 
The system output can be decomposed into a sum of terms with increasing dimensions as follows: 
Note that in 
403
• Generate a Q Ń A matrix (Q is the size of sample) from a given density function of inputs.
404
(1) 
• Generate a Q Ń B matrix (independent from A ) from the given density function of inputs.
406
( 1) 
411
• The first order indices are estimated as follows:
å A is the empirical mean of the model output.
414
The total order indices are estimated as follows:
Because there are N inputs, the cost of this approach is 2Q runs of the model for matrices , A B plus N times 417 Q for matrices i C . Hence, the total computational cost is Q(N+2). Table 1 . Sensitivity indices of the compressive gPC/standard gPC/QMC methods for Example 1 (Ishigami 596 function) for different sizes of the experimental design set.
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