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In K. Hieda, A. Kasai, H. Makino, and H. Suzuki, Prog. Theor. Exp. Phys. 2017,
063B03 (2017), a properly normalized supercurrent in the four-dimensional (4D) N = 1
super Yang–Mills theory (SYM) that works within on-mass-shell correlation functions
of gauge-invariant operators is expressed in a regularization-independent manner by
employing the gradient flow. In the present paper, this construction is extended to the
supercurrent in the 4D N = 2 SYM. The so-constructed supercurrent will be useful, for
instance, for fine tuning of lattice parameters toward the supersymmetric continuum
limit in future lattice simulations of the 4D N = 2 SYM.
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1. Introduction and summary
In quantum field theory, lattice regularization enables nonperturbative computation from
first principles but it breaks preferred symmetries in the target theory (such as the chi-
ral and spacetime symmetries) quite often. For this reason, nonperturbative computation
in supersymmetric field theory from first principles, especially on the basis of the lat-
tice [1, 2] is generally difficult, requiring intricate fine tuning of lattice parameters toward
the supersymmetric continuum limit.
For the supersymmetric continuum limit, the lattice parameters should be tuned so that
the Ward–Takahashi (WT) relations associated with the supersymmetry (SUSY) hold up
to the finite lattice spacing effect. More specifically, one imposes the conservation law of
the supercurrent—the Noether current associated with SUSY. See Refs. [3–6] for theoretical
studies on this issue and Ref. [7] for a recent actual numerical study in the four-dimensional
(4D) N = 1 super Yang–Mills (SYM) theory. To carry out this program, however, one has
to determine not only lattice parameters but also the supercurrent at the same time because
the expression of the Noether current can be nontrivial when the regularization breaks the
associated symmetry. This fact further complicates the situation.
Having the above problem in mind, in Ref. [8] the authors constructed a regularization-
independent expression of the supercurrent in the 4D N = 1 SYM by employing the gradient
flow [9–15]. The idea is that since composite operators of fields evolved by the flow auto-
matically become finite renormalized operators [12, 13] (see also Ref. [16]), the expression
of the supercurrent in terms of flowed fields is independent of regularization (in the limit
in which the UV cutoff is removed); thus the expression is universal. In this way, one can
have, a priori, an expression that becomes automatically the properly normalized conserved
supercurrent in the continuum limit.
This type of construction of the Noether current by the gradient flow was first considered
for the energy–momentum tensor—the Noether current associated with the translational
invariance [17, 18]; see also Ref. [19]. Although in conventional lattice gauge theory fine
tuning for the restoration of the translational invariance is not necessary because of lattice
symmetries, the construction of the associated Noether current, i.e., the energy–momentum
tensor, is still intricate due to the lack of the corresponding spacetime symmetry [20, 21].
The energy–momentum tensor carries important physical information and the construction
in Refs. [17, 18] has been applied to lattice simulations in Refs. [22–30]; see also Ref. [31].1
In this paper, as a natural extension of the study of Ref. [8], the construction of the
supercurrent in the 4D N = 2 SYM [36–38] is considered.2 For this theory, a highly non-
trivial consistent low-energy description has been known [39]. Thus it is of great interest
to investigate its low-energy physics by complementary nonperturbative techniques such as
the lattice. See Refs. [40–45] for lattice formulations which are designed to simplify the fine
tuning.
1A similar construction has also been considered for fermion bilinear operators [32, 33], including
the (axial) vector current and (pseudo-) scalar density [34], and has also been applied in lattice
simulations in Refs. [23, 35].
2This is a natural extension in the sense that we need the asymptotic freedom for the construction;
in the 4D N = 2 SYM, all the interactions are governed by the asymptotic-free gauge coupling.
2
Since our analysis in this paper is rather lengthy, we summarize the basic line of reasoning
and the main results in this section.
Our strategy is basically identical to that of Ref. [8]: First, we need the expression of
the properly normalized conserved supercurrent with a certain regularization. As noted
in Ref. [8], this is already an intricate problem because there is no known regularization
that manifestly preserves the gauge symmetry and SUSY. We adopt the dimensional reg-
ularization for computational ease. Also, since we take the Wess–Zumino (WZ) gauge [46],
having the application to actual lattice simulations in mind, this gauge choice and the asso-
ciated gauge fixing and ghost–anti-ghost terms also break SUSY. The would-be SUSY WT
relations are thus full of SUSY-breaking terms. Only after adding appropriate countert-
erms to the action and appropriate rearrangements of terms under the renormalization, the
SUSY emerges in the WT relations. Although this realization of SUSY in renormalized the-
ory should occur from the general argument (see Ref. [47] and references cited therein), as
demonstrated in Ref. [8] for the 4D N = 1 SYM to the one-loop order,3 and as we will see in
this paper through Sects. 2 to 6 for the 4D N = 2 SYM to the one-loop order, the realization
of SUSY after the renormalization appears miraculous. Although our argument is parallel
to that of Ref. [8], the required computational labor is much higher because of the presence
of the scalar field. The required Feynman diagrams for the operator renormalization are
collected in Appendix C.
In Sect. 7, from the results obtained to that point we determine the expression of the prop-
erly normalized conserved supercurrent that works within on-mass-shell correlation functions
of gauge-invariant operators to the one-loop order. In Sect. 8, we introduce the gradient flow
and the small flow time expansion [12], the expansion with respect to the flow time t. For the
4D N = 2 SYM, in addition to the flow of the gauge and fermion fields frequently considered
in the literature, we have to include the flow of the scalar field. For this, we use a simple flow
equation following the discussion of Ref. [48]. See also Refs. [49–51] for related arguments.
We then compute the wave function renormalization of the flowed fields; although we can
almost borrow the result of Ref. [18], the contribution of the scalar field has to be computed
anew as summarized in Table 1.4 We then compute the small flow time expansion [12] of
composite operators relevant to the representation of the supercurrent. The computation
of the small flow time expansion has been presented many times in above references (see
also Ref. [55]), but the presence of the scalar field greatly increases the number of required
flow Feynman diagrams; the diagrams are summarized in Appendix C.
By substituting the small time expansion obtained in Sect. 8 in the supercurrent
from Sect. 7, we have the representation of the supercurrent in terms of the flowed fields.
The uncomputed higher-order O(t) terms in the small flow time expansion are neglected
by taking the limit t→ 0. At the same time, in the representation of the supercurrent, a
renormalization group argument shows that one can use the running gauge coupling g¯(µ)
in which the renormalization scale µ is identified with 1/
√
8t. In the t→ 0 limit, therefore,
3This is the first explicit demonstration to our knowledge.
4 Flow equations in supersymmetric theories that are alternative to our choice are given in Refs. [52,
53]. There is interesting indication that no wave function renormalization is necessary [54] if one
employs the flow equation of Ref. [52].
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g¯(µ)→ 0 because of the asymptotic freedom and this justifies the perturbative computation
assumed so far.
In this way, we have the supercurrent
S˜impµ (x)
= lim
t→0
({
1 +
g¯2
(4π)2
C2(G)
[
− lnπ − 9
4
+
1
2
ln(432)
]}(
− 1
4g¯
)
σρσγµχ˚
aGaρσ
− g¯
(4π)2
C2(G)γν χ˚
aGaνµ
+
{
1 +
g¯2
(4π)2
C2(G)
[
−19
4
+ 4 ln 2 +
1
2
ln(432)
]}
× 1
2
√
2
(
1
3
σµν − δµν
)
(P+Dν χ˚
aφ˚a − P−Dν χ˚aφ˚†a)
− 3√
2
g¯2
(4π)2
C2(G)(P+Dµχ˚
aφ˚a − P−Dµχ˚aφ˚†a)
+
{
1 +
g¯2
(4π)2
C2(G)
[
1
2
+ 4 ln 2 +
1
2
ln(432)
]}
×
(
− 1√
2
)(
1
3
σµν − δµν
)
(P+χ˚
aDν φ˚
a − P−χ˚aDν φ˚†a)
+
1√
2
g¯2
(4π)2
C2(G)
(
1
3
σµν − δµν
)
γ5Dνχ˚
a(φ˚a + φ˚†a)
+
1
2
√
2
g¯2
(4π)2
C2(G)
(
1
3
σµν − δµν
)
γ5χ˚
aDν(φ˚
a + φ˚†a)
− 1
4
g¯3
(4π)2
C2(G)f
abcγ5γµχ˚
aφ˚†bφ˚c
)
, (1.1)
and its Dirac conjugate
˜¯Simpµ (x)
= lim
t→0
({
1 +
g¯2
(4π)2
C2(G)
[
− lnπ − 9
4
+
1
2
ln(432)
]}(
− 1
4g¯
)
˚¯χaγµσρσG
a
ρσ
+
g¯
(4π)2
C2(G)˚¯χ
aγνG
a
νµ
+
{
1 +
g¯2
(4π)2
C2(G)
[
−19
4
+ 4 ln 2 +
1
2
ln(432)
]}
×
(
− 1
2
√
2
)
(Dν˚¯χ
aP+φ˚
a −Dν˚¯χaP−φ˚†a)
(
1
3
σνµ − δνµ
)
+
3√
2
g¯2
(4π)2
C2(G)(Dµ˚¯χ
aP+φ˚
a −Dµ˚¯χaP−φ˚†a)
+
{
1 +
g¯2
(4π)2
C2(G)
[
1
2
+ 4 ln 2 +
1
2
ln(432)
]}
× 1√
2
(P+˚¯χ
aDν φ˚
a − P−˚¯χaDν φ˚†a)
(
1
3
σνµ − δνµ
)
4
− 1√
2
g¯2
(4π)2
C2(G)Dν˚¯χ
aγ5(φ˚
a + φ˚†a)
(
1
3
σνµ − δνµ
)
− 1
2
√
2
g¯2
(4π)2
C2(G)˚¯χ
aγ5Dν(φ˚
a + φ˚†a)
(
1
3
σνµ − δνµ
)
+
1
4
g¯3
(4π)2
C2(G)f
abc˚¯χaγµγ5φ˚
†bφ˚c
)
. (1.2)
These are our main results in this paper.5 In these expressions, g¯ denotes the running gauge
coupling in the minimal subtraction (MS) scheme g¯(µ) in which the renormalization scale µ
is set to µ = 1/
√
8t. The beta function in
µ
dg¯(µ)
dµ
= β(g¯(µ)) (1.3)
is β(g) = −2g3C2(G)/(4π)2 to all orders in perturbation theory [56–60]. In the right-hand
sides of Eqs. (1.1) and (1.2), the fields χ, χ¯, Bµ (Gµν is the field strength corresponding
to Bµ), φ, and φ
† are fields evolved from the corresponding fields in the original 4D N = 2
SYM, ψ, ψ¯, Aµ, ϕ, and ϕ
† by flow equations Eqs. (8.1)–(8.7) to the flow time t. The “ring” ˚
above a field implies that the normalization of the field is changed as in Eqs. (8.14)–(8.19);
this prescription avoids the explicit wave function renormalization [18]. In this way, the
expressions in Eqs. (1.1) and (1.2) are manifestly finite and are independent of regularization.
In particular, Eqs. (1.1) and (1.2) can be used with the lattice regularization; we believe that
one can use the representation for the fine tuning and/or for extracting some low-energy
physics associated with the supercurrent.
In Appendix B, we summarize the parity and charge conjugation symmetries that are quite
helpful in the actual calculation.
2. Four-dimensional N = 2 SYM in the WZ gauge
2.1. The actions and SUSY transformations
The Euclidean action of the N = 2 SYM in the WZ gauge is given by S = ∫ dDxL,6 where
L = 1
4g20
F aµνF
a
µν + ψ¯
a /Dψa +Dµϕ
†aDµϕa − 1
2
g20f
abcfadeϕ†bϕcϕ†dϕe
+
√
2g0f
abcψ¯a
(
P+ϕ
b − P−ϕ†b
)
ψc. (2.1)
In this expression, ψ (ψ¯) is the Dirac fermion field and ϕ (ϕ†) the complex scalar field; F aµν
is the field strength of the gauge field Aaµ, F
a
µν = ∂µA
a
ν − ∂νAaµ + fabcAbµAcν . All fields belong
to the adjoint representation. In four dimensions, i.e. when D = 4, the action S is invariant
5Our notational convention is summarized in Appendix A.
6Here, we assume the spacetime dimension is D to apply the dimensional regularization.
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under the following SUSY transformations,
δξA
a
µ =
1
2
g0
(
ξ¯γµψ
a − ψ¯aγµξ
)
, (2.2)
δξϕ
a =
1√
2
(−ξ¯P−ψa + ψ¯aP−ξ) , (2.3)
δξϕ
†a =
1√
2
(
ξ¯P+ψ
a − ψ¯aP+ξ
)
, (2.4)
δξψ
a = − 1
4g0
σµνξF
a
µν −
1√
2
γµP+ξDµϕ
a +
1√
2
γµP−ξDµϕ†a − 1
2
g0γ5ξf
abcϕ†bϕc, (2.5)
δξψ¯
a =
1
4g0
ξ¯σµνF
a
µν −
1√
2
ξ¯γµP−Dµϕa +
1√
2
ξ¯γµP+Dµϕ
†a − 1
2
g0ξ¯γ5f
abcϕ†bϕc. (2.6)
The easiest way to derive these formulas is dimensional reduction from the 6D N = 1 SYM
that possesses a much simpler structure [38].
To apply the perturbation theory, we also introduce the gauge-fixing and ghost–anti-ghost
terms by
Sgf =
λ0
2g20
∫
dDx ∂µA
a
µ∂νA
a
ν , (2.7)
Scc¯ = − 1
g20
∫
dDx c¯a∂µDµc
a, (2.8)
where λ0 is the bare gauge-fixing parameter.
2.2. Supercurrent and SUSY-breaking terms
To derive SUSY WT relations, we consider the SUSY transformations in Eqs. (2.2)–
(2.6) with localized transformation parameters, ξ → ξ(x) and ξ¯ → ξ¯(x). Under these, the
D-dimensional action S changes as
δξS = −
∫
dDx
[
ξ¯(∂µSµ +XFierz) + (∂µS¯µ + X¯Fierz)ξ
]
(2.9)
where the supercurrents are given by
Sµ = − 1
4g0
σρσγµψ
aF aρσ
+
1√
2
γνγµP+ψ
aDνϕ
a − 1√
2
γνγµP−ψaDνϕ†a +
1
2
g0f
abcγ5γµψ
aϕ†bϕc, (2.10)
S¯µ = − 1
4g0
ψ¯aγµσρσF
a
ρσ
− 1√
2
ψ¯aγµγνP+Dνϕ
a +
1√
2
ψ¯aγµγνP−Dνϕ†a − 1
2
g0f
abcψ¯aγµγ5ϕ
†bϕc, (2.11)
while the breaking terms (due to the breaking of the Fierz identity in D 6= 4 dimensions)
are
XFierz =
1
2
g0f
abcγµψ
aψ¯bγµψ
c +
1
2
g0f
abcγ5ψ
aψ¯bγ5ψ
c − 1
2
g0f
abcψaψ¯bψc, (2.12)
X¯Fierz = −1
2
g0f
abcψ¯aγµψ
bψ¯cγµ − 1
2
g0f
abcψ¯aγ5ψ
bψ¯cγ5 +
1
2
g0f
abcψ¯aψbψ¯c. (2.13)
The above supercurrents would be regarded as “canonical” ones. From the perspective of
the conformal or scale symmetry of the classical theory, Eq. (2.1), for D = 4, it would be
6
natural to use “improved” supercurrents defined by
Simpµ ≡ Sµ +
√
2
3
σµν∂ν(P+ψ
aϕa − P−ψaϕ†a), (2.14)
S¯impµ ≡ S¯µ −
√
2
3
∂ν(ψ¯
aP+ϕ
a − ψ¯aP−ϕ†a)σνµ. (2.15)
It can be seen that, noting that γµσρσγµ = 0 holds for D = 4, these are γ-traceless,
γµS
imp
µ = S¯
imp
µ γµ = 0, (2.16)
under equations of motion. Note that the terms added in Eqs. (2.14) and (2.15) do not have
the total divergence and thus ∂µSµ = ∂µS
imp
µ and ∂µS¯µ = ∂µS¯
imp
µ .
Through the following analyses, however, we find that Simpµ and S¯
imp
µ are not finite oper-
ators and they can be rendered finite by adding further terms that are proportional to
equations of motion, as
S˜impµ ≡ Simpµ −
1
2
√
2
γµ(P− /Dψaϕa − P+ /Dψaϕ†a −
√
2g0f
abcγ5ψ
aϕ†bϕc), (2.17)
˜¯Simpµ ≡ S¯impµ +
1
2
√
2
(ψ¯a
←−
/DP−ϕa − ψ¯a
←−
/DP+ϕ
†a −
√
2g0f
abcψ¯aγ5ϕ
†bϕc)γµ. (2.18)
Here, the added term in Eq. (2.17) has the structure
(ϕ or ϕ†)× (the equation of motion of ψ). (2.19)
The effect of the insertion of such a term in a correlation function can be deduced by
the infinitesimal change of variable ψ¯ in the functional integral (i.e., the Schwinger–Dyson
equation), where the variation is proportional to ϕ or ϕ†; the associated Jacobian is unity
because ψ¯ and ϕ (or ϕ†) are independent integration variables. Then, if the wave function
renormalization factors for ψ¯ and ϕ (or ϕ†) are the same, then the Schwinger–Dyson equation
will show that the combination in Eq. (2.19) is a finite operator. The fact is that the wave
function renormalization factors differ as Eqs. (5.6) and (5.7) show, and the terms added
in Eq. (2.17) is diverging and cancels divergences in Simpµ . A similar remark applies to the
added term in Eq. (2.18).
Some calculation shows that these finite supercurrents enjoy extremely simple forms:
S˜impµ = −
1
4g0
σρσγµψ
aF aρσ
+
1
2
√
2
(
1
3
σµν − δµν
)
(P+Dνψ
aϕa − P−Dνψaϕ†a)
− 1√
2
(
1
3
σµν − δµν
)
(P+ψ
aDνϕ
a − P−ψaDνϕ†a), (2.20)
˜¯Simpµ = −
1
4g0
ψ¯aγµσρσF
a
ρσ
− 1
2
√
2
(Dν ψ¯
aP+ϕ
a −Dν ψ¯aP−ϕ†a)
(
1
3
σνµ − δνµ
)
+
1√
2
(ψ¯aP+Dνϕ
a − ψ¯aP−Dνϕ†a)
(
1
3
σνµ − δνµ
)
. (2.21)
At D = 4, these currents are manifestly γ-traceless without any use of the equation of motion
because γµσρσγµ = 0 and γµ[(1/3)σµν − δµν ] = 0 for D = 4.
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The gauge-fixing and ghost–anti-ghost terms also break SUSY. We define the ghost and
anti-ghost fields as SUSY singlets. Then
δξSgf = −
∫
dDx (ξ¯Xgf + X¯gfξ), (2.22)
δξScc¯ = −
∫
dDx (ξ¯Xcc¯ + X¯cc¯ξ), (2.23)
where
Xgf =
λ0
2g0
γµψ
a∂µ∂νA
a
ν , (2.24)
X¯gf = − λ0
2g0
ψ¯aγµ∂µ∂νA
a
ν , (2.25)
and
Xcc¯ =
1
2g0
fabc∂µc¯
acbγµψ
c, (2.26)
X¯cc¯ = − 1
2g0
fabc∂µc¯
acbψ¯cγµ. (2.27)
We note that Xgf +Xcc¯ (and also X¯gf + X¯cc¯) are BRS exact:
Xgf +Xcc¯ = δB
1
2g0
∂µc¯
aγµψ
a, (2.28)
where the BRS transformation δB is defined by
δBA
a
µ = Dµc
a, δBc
a = −1
2
fabccbcc, (2.29)
δB c¯
a = λ0∂µA
a
µ, (2.30)
δBψ
a = −fabccbψc, δBψ¯a = −fabccbψ¯c. (2.31)
δBϕ
a = −fabccbϕc, δBϕ†a = −fabccbϕ†c. (2.32)
Because of Eq. (2.28), Xgf +Xcc¯ does not contribute in correlation functions of gauge-
invariant operators.
3. SUSY WT relations
3.1. SUSY WT relations in bare quantities
In what follows, we consider SUSY WT relations following from the identities
〈
δξ




Abν(y)
ϕb(y)
ϕ†b(y)

 ψ¯c(z)


〉
= 0, (3.1)
〈
δξ
[
ψ¯b(y)cc(z)c¯d(w)
]〉
= 0. (3.2)
In these identities, the parameters of the SUSY transformation, ξ and ξ¯, are promoted to
local functions, ξ(x) and ξ¯(x). The variation of the action S + Sgf + Scc¯ produces the combi-
nation ∂µS
imp
µ (x) +XFierz(x) +Xgf(x) +Xcc¯(x) as the coefficient of ξ¯(x); recall Eqs. (2.9),
(2.22), and (2.23). The difference between S˜impµ (x) and S
imp
µ (x) in Eq. (2.17) produces
another contact term that can be determined by considering the variations, δψ¯a(x) =
8
−1/(2√2)ε(x)γµ[P−ϕa(x)− P+ϕ†a(x)] and δ(other fields) = 0, because the difference is
proportional to the equation of motion. In this way, we have〈[
∂µS˜
imp
µ (x) +XFierz(x) +Xgf(x) +Xcc¯(x)
]
Abν(y)ψ¯
c(z)
〉
= −δ(x − y)1
2
g0
〈
γνψ
b(y)ψ¯c(z)
〉
− δ(x − z) 1
4g0
〈
Abν(y)σρσF
c
ρσ(z)
〉
+ δ(x − z)1
2
g0
〈
Abν(y)γ5f
cdeϕ†d(z)ϕe(z)
〉
+ δ(x − z) 1√
2
〈
Abν(y)γρ
[
P−Dρϕc(z)− P+Dρϕ†c(z)
]〉
− ∂xµδ(x − z)
1
2
√
2
〈
Abν(y)γµ
[
P−ϕc(z)− P+ϕ†c(z)
]〉
, (3.3)
and 〈[
∂µS˜
imp
µ (x) +XFierz(x) +Xgf(x) +Xcc¯(x)
]
ϕb(y)ψ¯c(z)
〉
= δ(x− y) 1√
2
〈
P−ψb(y)ψ¯c(z)
〉
− δ(x− z) 1
4g0
〈
ϕb(y)σρσF
c
ρσ(z)
〉
+ δ(x − z)1
2
g0
〈
ϕb(y)γ5f
cdeϕ†d(z)ϕe(z)
〉
+ δ(x− z) 1√
2
〈
ϕb(y)γρ
[
P−Dρϕc(z)− P+Dρϕ†c(z)
]〉
− ∂xµδ(x− z)
1
2
√
2
〈
ϕb(y)γµ
[
P−ϕc(z)− P+ϕ†c(z)
]〉
, (3.4)
and 〈[
∂µS˜
imp
µ (x) +XFierz(x) +Xgf(x) +Xcc¯(x)
]
ϕ†b(y)ψ¯c(z)
〉
= −δ(x− y) 1√
2
〈
P+ψ
b(y)ψ¯c(z)
〉
− δ(x − z) 1
4g0
〈
ϕ†b(y)σρσF cρσ(z)
〉
+ δ(x − z)1
2
g0
〈
ϕ†b(y)γ5f cdeϕ†d(z)ϕe(z)
〉
+ δ(x − z) 1√
2
〈
ϕ†b(y)γρ
[
P−Dρϕc(z)− P+Dρϕ†c(z)
]〉
− ∂xµδ(x− z)
1
2
√
2
〈
ϕ†b(y)γµ
[
P−ϕc(z)− P+ϕ†c(z)
]〉
. (3.5)
From Eq. (3.2), on the other hand, we have〈[
∂µS˜
imp
µ (x) +XFierz(x) +Xgf(x) +Xcc¯(x)
]
ψ¯b(y)cc(z)c¯d(w)
〉
= −δ(x− y) 1
4g0
〈
σρσF
b
ρσ(y)c
c(z)c¯d(w)
〉
+ δ(x − y)1
2
g0
〈
γ5f
befϕ†e(y)ϕf (y)cc(z)c¯d(w)
〉
+ δ(x− y) 1√
2
〈
γρ
[
P−Dρϕc(z)− P+Dρϕ†c(z)
]
cc(z)c¯d(w)
〉
− ∂xµδ(x− y)
1
2
√
2
〈
γµ
[
P−ϕb(y)− P+ϕ†b(y)
]
cc(z)c¯d(w)
〉
. (3.6)
These are identities holding exactly under the dimensional regularization. In what follows,
we will rewrite these identities in terms of renormalized quantities to the one-loop order
9
and find SUSY WT relations among renormalized quantities. Then, using these SUSY WT
relations, we will determine the form of a properly normalized supercurrent.
4. The effect of XFierz
Before going into the problem of renormalization, we analyze the effect ofXFierz in SUSYWT
relations. XFierz arises from the breaking of the Fierz identity atD 6= 4 and thus it vanishes in
classical theory at D = 4. It survives, however, in quantum theory through UV divergences.
From the calculation of one-loop diagrams in Fig. 1 in the Feynman gauge λ0 = 1, we have〈
XFierz(x)


Abα(y)
ϕb(y)
ϕ†b(y)

 ψ¯c(z)
〉
=
g20
(4π)2
C2(G)δ
bcΓ (D/2)
2
Γ (D)
Γ (2−D/2)(−1)(D − 4)
∫
p
eip(x−y)
∫
q
eiq(x−z)
×
(
p2
4π
)D/2−2

g0(−p2γα + /ppα)
1√
2
1
D−2 [(D − 1) + 3γ5] p2
− 1√
2
1
D−2 [(D − 1)− 3γ5] p2


1
p2
1
i/q
. (4.1)
We see that the effect of XFierz is proportional to D − 4 as expected, but the UV divergences
of the diagrams cancel this factor. We can identify its effect for D → 4 as an insertion of a
finite local operator:
XFierz
D→4→ g
2
0
(4π)2
C2(G)
(
1
3g0
γνψ
a∂µF
a
µν −
1√
2
P+ψ
a∂µ∂µϕ
†a +
1√
2
P−ψa∂µ∂µϕa
)
. (4.2)
(Consideration of the correlation function 〈XFierz(x)ψ¯b(y)cc(z)c¯d(w)〉 does not provide any
new information.) We can see that this finite effect of XFierz in WT relations can be removed
by adding a local counterterm to the original action as S → S + ∫ dDxL′, where
L′ ≡ g
2
0
(4π)2
C2(G)
(
− 1
6g20
F aµνF
a
µν +
1
2
∂µϕ
a∂µϕ
a +
1
2
∂µϕ
†a∂µϕ†a
)
. (4.3)
Interestingly, this counterterm breaks the global axial U(1) symmetry, ψ → eiγ5αψ, ψ¯ →
ψ¯eiγ5α, ϕ→ e−2iαϕ, and ϕ† → e2iαϕ†, that the original action in Eq. (2.1) possesses. The
appearance of such a term in quantum theory is, however, not unexpected because the
dimensional regularization does not preserve this axial U(1) symmetry.
Fig. 1: One-loop Feynman diagrams containing XFierz.
In what follows, we assume the presence of the counterterm S′. This implies that we
can forget about XFierz in WT relations; this is to be understood throughout the following
discussion.
10
5. Renormalization
In this section, we will work out the renormalization in the one-loop order. We set
D ≡ 4− 2ǫ, (5.1)
and assume the MS scheme. We use the abbreviation
∆ ≡ g
2
(4π)2
C2(G)
1
ǫ
, (5.2)
where g is the renormalized gauge coupling. Since we work in the one-loop approximation,
we always neglect terms of the order O(∆2). In particular, under the product with ∆, we
can always neglect the difference between bare and renormalized quantities.
The present 4D N = 2 SYM is, if the complex scalar field is neglected, identical to the
4D N = 1 SYM except that the fermion field is Dirac instead of Majorana. So, for diagrams
that do not contain scalar lines, we can borrow the results of Ref. [8], possibly doubling the
fermionic degrees of freedom. This somewhat reduces our labor, but there still remain many
diagrams that contain scalar lines; see Appendix C. We will work in the Feynman gauge
λ0 = 1.
5.1. Parameters, elementary fields and some composite operators
For parameters and elementary fields, to the one-loop order, the renormalization is
accomplished by
g0 = µ
ǫ(1−∆)g, (5.3)
λ0 = λ, (5.4)
Aaµ = (1−∆)AaµR, (5.5){
ψa
ψ¯a
}
= (1−∆)
{
ψaR
ψ¯aR
}
, (5.6)
{
ϕa
ϕa†
}
=
{
ϕaR
ϕa†R
}
, (5.7)
ca =
(
1− 1
2
∆
)
caR, (5.8)
c¯a = (1−∆)c¯aR, (5.9)
where the quantities on the right-hand side are renormalized ones.
For some gauge-covariant composite operators that appear on the right-hand sides of SUSY
WT relations, after some calculation, we find
F aµν =
(
1− 5
2
∆
)
(∂µA
a
νR − ∂νAaµR) +
(
1− 11
4
∆
)
{fabcAbµAcν}R, (5.10)
fabcϕ†bϕc = (1−∆){fabcϕ†bϕc}R, (5.11)
Dµϕ
a =
(
1− 3
2
∆
)
∂µϕ
a
R +
(
1− 15
8
∆
)
{fabcAbµϕc}R, (5.12)
Dµϕ
†a =
(
1− 3
2
∆
)
∂µϕ
†a
R +
(
1− 15
8
∆
)
{fabcAbµϕ†c}R, (5.13)
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where {O}R denotes the renormalized composite operator corresponding to a bare composite
operator O.
5.2. Xgf and Xcc¯
From the renormalization factors in Eqs. (5.3)–(5.9) and Eq. (2.36) of Ref. [8] (divided by 2),
and the calculation of the divergent part of diagrams A01–A06 in Appendix C, we have the
operator renormalization
Xgf +Xcc¯ = (1 + ∆)XgfR + (1−∆)Xcc¯R
+∆∂µ
[
− 1
4g
σρσγµψ
a
R(∂ρA
a
σR − ∂σAaρR)
]
+∆
(
−1
g
)
γνψ
a
R∂µ∂µA
a
νR
+∆
3
8g
σµν/∂ψ
a
R(∂µA
a
νR − ∂νAaµR)
+ ∆
1
8g
∂µ
[
(AaνRγνγµ + 2A
a
µR)/∂ψ
a
R
]
+∆
(
− 1√
2
)
∂µ
[
(P+∂νϕ
a
R − P−∂νϕ†aR )γνγµψaR
]
+∆
(
− 1
2
√
2
)
(P+ϕ
a
R − P−ϕ†aR )∂µ∂µψaR
+∆
1
4
gfabcγµψ
a
R(ϕ
†b
R
←→
∂ µϕ
c
R)
+ ∆
(
−3
4
)
gfabcγ5γµψ
a
R∂µ(ϕ
†b
Rϕ
c
R)
+ ∆(−1)gfabcγ5/∂ψaRϕ†bRϕcR
+∆H1, (5.14)
where XgfR and Xcc¯R are renormalized finite operators whose tree-level forms coincide with
Xgf and Xcc¯, respectively. In the last line, H1 is the abbreviation of possible “higher order
terms,” which include following (schematically written) types of operators:
O(ψRA
2
R) +O(ψRARϕR) +O(ψRϕ
3
R) +O(ψ
3
R). (5.15)
Our present calculation of diagrams in Appendix C cannot determine the coefficients of oper-
ators of these forms; they include, for instance, ∆fabc∂µψRA
b
µRϕ
†c, ∆fabcfadeψbRϕ
c
Rϕ
†d
R ϕ
e
R,
and ∆fabcψRψ¯
b
Rψ
c
R, etc.
One can confirm that Eq. (5.14) can be further rewritten in the following form:
Xgf +Xcc¯
= (1 + ∆) (XgfR +Xcc¯R)
+ ∆∂µS˜
imp
µ +∆
1
8g
∂µ
[
(AaνRγνγµ + 2A
a
µR)
δSt
δψ¯a
]
+∆gγµψ
a
R
δSt
δAaµ
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+∆
[
3
8g
σµν(∂µA
a
νR − ∂νAaµR)− gγ5{fabcϕ†bϕc}R
− 3
2
√
2
γµ(∂µϕ
a
RP− − ∂µϕ†aR P+)
]
δSt
δψ¯a
+∆(−
√
2)P−ψaR
δSt
δϕa
+∆
√
2P+ψ
a
R
δSt
δϕ†a
+∆H2, (5.16)
where
St ≡ S + Sgf + Scc¯ (5.17)
is the total action.7 In deriving this form, we have noted the relation ∆gγµψ
a
RδScc¯/(δA
a
µ) =
−2∆Xcc¯R. The higher-order terms, H2 in this expression, which have the same form
as Eq. (5.15), differ from H1 in Eq. (5.14).
5.3. Supercurrent
Combining the result of Ref. [8], the renormalization factors in Eqs. (5.3)–(5.7) and the cal-
culation of diagrams A01, A02, B02, B03, B04, C01, C02, and C03 in Appendix C (diagrams
A03–A06, B16–B19, C06, and C07 also potentially contribute, but it turns out that these
diagrams do not give divergences), we find
S˜impµ = S˜
imp
µR +∆
1
4g
σρσγµψ
a
R(∂ρA
a
σR − ∂σAaρR)
+ ∆
3
4g
(
1
3
σµσ − δµσ
)
γρψ
a
R(∂ρA
a
σR − ∂νAaσR)
+ ∆
(
− 1
8g
)
(AaνRγνγµ + 2A
a
µR)
δSt
δψ¯a
+∆H3µ
= S˜impµR +∆
(
− 1
8g
)
(AaνRγνγµ + 2A
a
µR)
δSt
δψ¯a
+∆H3µ, (5.18)
where S˜impµR is a renormalized composite operator to the one-loop order and H3 are again
higher-order terms of the form of Eq. (5.15). The last equality follows from the identity
at D = 4: (
1
3
σµσ − δµσ
)
γρAρσ = −1
3
σρσγµAρσ, (5.19)
where Aρσ is a quantity that is anti-symmetric in ρ↔ σ.
7 In principle, we should include the counterterm of Eq. (4.3) to the total action, but its effect
in Eq. (5.16) is O(∆2) and negligible.
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From Eqs. (5.16) and (5.18), we have
∂µS˜
imp
µ +Xgf +Xcc¯
= (1 + ∆)
(
∂µS˜
imp
µR +XgfR +Xcc¯R
)
+∆gγµψ
a
R
δSt
δAaµ
+∆
[
3
8g
σµν(∂µA
a
νR − ∂νAaµR)− gγ5{fabcϕ†bϕc}R
− 3
2
√
2
γµ(∂µϕ
a
RP− − ∂µϕ†aR P+)
]
δSt
δψ¯a
+∆(−
√
2)P−ψaR
δSt
δϕa
+∆
√
2P+ψ
a
R
δSt
δϕ†a
+∆∂µH3µ +∆H2. (5.20)
We thus observe that, to the one-loop order, the combination ∂µS˜
imp
µ +Xgf +Xcc¯ appearing
in the SUSY WT relations of Eqs. (3.3)–(3.6) (except XFierz, which was already treated
in Sect. 4) is a linear combination of ∂µS˜
imp
µR , XgfR, and Xcc¯R, up to terms that are propor-
tional to equations of motion and higher-order terms. This structure is common to the case
of the 4D N = 1 SYM and we thus expect that the following argument will be similar to
that of Ref. [8].
6. SUSY WT relations in renormalized quantities
We now rewrite the SUSY WT relations of Eqs. (3.3)–(3.6) in terms of renormalized quan-
tities by using Eq. (5.20) and the renormalization factors in Eqs. (5.3)–(5.13). Let us
illustrate the calculation in some detail by taking Eq. (3.3) as the example: After substituting
Eq. (5.20) in the left-hand side of Eq. (3.3), we note the Schwinger–Dyson equations:〈
Faµ(x)
δSt
δAaµ(x)
Abν(y)ψ¯
c(z)
〉
= δ(x− y)
〈
Fbν(y)ψ¯c(z)
〉
, (6.1)
〈
Fa(x) δS
t
δψ¯a(x)


Abα(y)
ϕb(y)
ϕ†b(y)

 ψ¯c(z)
〉
= δ(x− z)
〈

Abα(y)
ϕb(y)
ϕ†b(y)

Fc(z)
〉
, (6.2)
〈
Fa(x) δS
t
δϕa(x)
ϕb(y)ψ¯c(z)
〉
= δ(x− y)
〈
Fb(y)ψ¯c(z)
〉
, (6.3)
〈
Fa(x) δS
t
δϕ†a(x)
ϕ†b(y)ψ¯c(z)
〉
= δ(x− y)
〈
Fb(y)ψ¯c(z)
〉
. (6.4)
Then, the left-hand side of Eq. (3.3) becomes
(1−∆)
〈[
∂µS˜
imp
µR (x) +XgfR(x) +Xcc¯R(x) + ∆H4(x)
]
AbνR(y)ψ¯
c
R(z)
〉
− 2∆δ(x− y)
(
−1
2
)
g
〈
γνψ
b
R(y)ψ¯
c
R(z)
〉
− 3
2
∆δ(x− z)
(
− 1
4g
)〈
AbνR(y)σρσ
[
∂ρA
c
σR(z)− ∂σAcρR(z)
]〉
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− 2∆δ(x− z)1
2
g
〈
AbνR(y)γ5{f cdeϕ†dϕe}R(z)
〉
− 3
2
∆δ(x− z) 1√
2
〈
AbνR(y)γρ
[
P−∂ρϕcR(z)− P+∂ρϕ†cR (z)
]〉
, (6.5)
where
H4 = ∂µH3µ +H2 +O(∆). (6.6)
On the other hand, the right-hand side of Eq. (3.3) becomes, after using Eqs. (5.3)–(5.13),
(1− 3∆)δ(x − y)
(
−1
2
)
g
〈
γνψ
b
R(y)ψ¯
c
R(z)
〉
+
(
1− 5
2
∆
)
δ(x − z)
(
− 1
4g
)〈
AbνR(y)σρσ
[
∂ρA
c
σR(z) − ∂σAcρR(z) +H′(z)
]〉
+ (1− 3∆)δ(x − z)1
2
g
〈
AbνR(y)γ5{f cdeϕ†dϕe}R(z)
〉
+
(
1− 5
2
∆
)
δ(x − z) 1√
2
〈
AbνR(y)γρ
[
P−∂ρϕcR(z)− P+∂ρϕ†cR (z) +H′(z)
]〉
+ (1−∆)(−1)∂xµδ(x − z)
1
2
√
2
〈
AbνR(y)γµ
[
P−ϕcR(z)− P+ϕ†cR (z)
]〉
, (6.7)
where H′ is an abbreviation of “higher-order terms” of the following (schematically written)
form,
O(A2R) +O(ARϕR) +O(ϕ
3
R) +O(ψ
2
R). (6.8)
We will be sloppy about the indices of H′ in order to avoid the expressions becoming unnec-
essarily complicated. Then, transposing the last four lines in Eq. (6.5), the left-hand side of
the identity, to the right-hand side, i.e., Eq. (6.7), we find that both sides have precisely the
same overall factor 1−∆. In this way, we finally have〈[
∂µS˜
imp
µR (x) +XgfR(x) +Xcc¯R(x) + ∆H4(x)
]
AbνR(y)ψ¯
c
R(z)
〉
= δ(x− y)
(
−1
2
)
g
〈
γνψ
b
R(y)ψ¯
c
R(z)
〉
+ δ(x− z)
(
− 1
4g
)〈
AbνR(y)σρσ
[
∂ρA
c
σR(z)− ∂σAcρR(z) +H′(z)
]〉
+ δ(x− z)1
2
g
〈
AbνR(y)γ5{f cdeϕ†dϕe}R(z)
〉
+ δ(x− z) 1√
2
〈
AbνR(y)γρ
[
P−∂ρϕcR(z)− P+∂ρϕ†cR (z) +H′(z)
]〉
− ∂xµδ(x− z)
1
2
√
2
〈
AbνR(y)γµ
[
P−ϕcR(z) − P+ϕ†cR (z)
]〉
. (6.9)
Starting from Eq. (3.4), a similar calculation shows that〈[
∂µS˜
imp
µR (x) +XgfR(x) +Xcc¯R(x) + ∆H4(x)
]
ϕbR(y)ψ¯
c
R(z)
〉
= δ(x− y) 1√
2
〈
P−ψbR(y)ψ¯
c
R(z)
〉
− δ(x− z) 1
4g
〈
ϕbR(y)σρσ
[
∂ρA
c
σR(z)− ∂σAcρR(z) +H′(z)
]〉
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+ δ(x− z)1
2
g
〈
ϕbR(y)γ5{f cdeϕ†dϕe}R(z)
〉
+ δ(x− z) 1√
2
〈
ϕbR(y)γρ
[
P−∂ρϕcR(z)− P+∂ρϕ†cR (z) +H′(z)
]〉
− ∂xµδ(x− z)
1
2
√
2
〈
ϕbR(y)γµ
[
P−ϕcR(z) − P+ϕ†cR (z)
]〉
, (6.10)
and, for Eq. (3.5), similarly〈[
∂µS˜
imp
µR (x) +XgfR(x) +Xcc¯R(x) + ∆H4(x)
]
ϕ†bR (y)ψ¯
c
R(z)
〉
= −δ(x− y) 1√
2
〈
P+ψ
b
R(y)ψ¯
c
R(z)
〉
− δ(x− z) 1
4g
〈
ϕ†bR (y)σρσ
[
∂ρA
c
σR(z) − ∂σAcρR(z) +H′(z)
]〉
+ δ(x− z)1
2
g
〈
ϕ†bR (y)γ5{f cdeϕ†dϕe}R(z)
〉
+ δ(x− z) 1√
2
〈
ϕ†bR (y)γρ
[
P−∂ρϕcR(z)− P+∂ρϕ†cR (z) +H′(z)
]〉
− ∂xµδ(x− z)
1
2
√
2
〈
ϕ†bR (y)γµ
[
P−ϕcR(z) − P+ϕ†cR (z)
]〉
. (6.11)
Also, Eq. (3.6) yields〈[
∂µS˜
imp
µR (x) +XgfR(x) +Xcc¯R(x) + ∆H4(x)
]
ψ¯bR(y)c
c
R(z)c¯
d
R(w)
〉
= −δ(x− y) 1
4g
〈
σρσ
[
∂ρA
b
σR(y)− ∂σAbρR(y) +H′(y)
]
ccR(z)c¯
d
R(w)
〉
+ δ(x− y)1
2
g
〈
γ5{f befϕ†eϕf}R(y)ccR(z)c¯dR(w)
〉
+ δ(x− y) 1√
2
〈
γρ
[
P−∂ρϕcR(y)− P+∂ρϕ†cR (y) +H′(y)
]
ccR(z)c¯
d
R(w)
〉
− ∂xµδ(x − y)
1
2
√
2
〈
γµ
[
P−ϕbR(y)− P+ϕ†bR (y)
]
ccR(z)c¯
d
R(w)
〉
. (6.12)
Thus, in all the above WT relations, we have observed that the combination
∂µS˜
imp
µR +XgfR +Xcc¯R +∆H4 (6.13)
generates properly normalized super transformations on renormalized elementary fields. The
existence of such a finite operator would be expected on general grounds (i.e., SUSY should
be free from the anomaly). Nevertheless, the validity of renormalized SUSY WT relations in
the WZ gauge that we have observed appears miraculous, because it resulted from nontrivial
renormalization/mixing of various composite operators.
7. Properly normalized supercurrent
We have observed that the combination in Eq. (6.13) generates the correct super transfor-
mations on renormalized elementary fields. It is by no means obvious if the combination
in Eq. (6.13) also generates correct renormalized SUSY transformations on renormalized
composite operators. To answer this, we will need further complicated analyses of SUSY WT
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relations containing composite operators. Therefore, as in Ref. [8], we will be satisfied by
finding the form of a properly normalized supercurrent that works within the on-mass-shell
correlation functions containing gauge-invariant operators. By “on-mass-shell,” we mean
that all (renormalized) composite operators including the combination in Eq. (6.13) are sep-
arated from each other in position space. In such on-mass-shell correlation functions, we can
still regard the combination in Eq. (6.13) as properly normalized because no UV divergence
associated with composite operators colliding at an equal point arises. In what follows, we
show that an insertion of the combination in Eq. (6.13) in such correlation functions reduces
to
∂µS˜
imp
µ , (7.1)
where S˜impµ is the supercurrent in Eq. (2.20) (its conjugate is given by
˜¯Simpµ in Eq. (2.21)).
This also implies the conservation law of the current S˜impµ in on-mass-shell correlation func-
tions, because for on-mass-shell correlation functions there will be no contact terms, such as
the right-hand side of Eq. (6.9).
Now, in on-mass-shell correlation functions, equations of motion identically hold. Under
tree-level equations of motion, Eq. (5.16) then reduces to
Xgf +Xcc¯ = XgfR +Xcc¯R +∆
(
∂µS˜
imp
µ +Xgf +Xcc¯
)
+∆H2. (7.2)
Moreover, since ∂µS˜
imp
µ +Xgf +Xcc¯ = 0 under tree-level equations of motion, we can further
set
Xgf +Xcc¯ = XgfR +Xcc¯R +∆H2 (7.3)
in on-mass-shell correlation functions. This, however, identically vanishes in correlation func-
tions with gauge-invariant operators, because Xgf +Xcc¯ is BRS exact, as noted in Eq. (2.28).
Thus, in on-mass-shell correlation functions with gauge-invariant operators, the combination
in Eq. (6.13) can be replaced by
∂µ
(
S˜impµR +∆H3µ
)
, (7.4)
where we have used Eq. (6.6). Then, going back to Eq. (5.18), under tree-level equations of
motion, we see that
S˜impµ = S˜
imp
µR +∆H3µ. (7.5)
This is the current appearing in Eq. (7.4), and shows the above Eq. (7.1).
The bottom line of the above very lengthy one-loop analysis is that, in on-mass-shell corre-
lation functions that contain gauge-invariant operators only, the combination in Eq. (6.13),
which generates correct renormalized SUSY transformations on renormalized elementary
fields, is replaced by ∂µS˜
imp
µ . This shows that to the one-loop order, the bare supercurrent
and its conjugate,
S˜impµ ,
˜¯Simpµ , (7.6)
can be regarded as the properly normalized supercurrents in on-mass-shell correlation
functions containing only gauge-invariant operators.
We now express these currents by fields defined by the gradient flow.
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8. Gradient flow and the small flow time expansion
8.1. Flow equations and the wave function renormalization of flowed fields
Our flow equations for the gauge field and the fermion field are standard ones [9–13]: Let
t ≥ 0 be the flow time, for the gauge field,8
∂tBµ(t, x) = DνGνµ(t, x) + α0Dµ∂νBν(t, x), Bµ(t = 0, x) = Aµ(x), (8.1)
where
Dµ ≡ ∂µ + [Bµ, ·], Gµν(t, x) ≡ ∂µBν(t, x)− ∂νBµ(t, x) + [Bµ(t, x), Bν(t, x)], (8.2)
and, for the fermion fields,
∂tχ(t, x) = DµDµχ(t, x), χ(t = 0, x) = ψ(x), (8.3)
∂tχ¯(t, x) = χ¯(t, x)
←−
Dµ
←−
Dµ, χ¯(t = 0, x) = ψ¯(x), (8.4)
where
Dµ ≡ ∂µ + [Bµ, ·], ←−Dµ ≡ ←−∂ µ − [·, Bµ]. (8.5)
The fields Bµ(t, x), χ(t, x), and χ¯(t, x) are referred to as flowed fields throughout this paper.
Although we often call the above one-parameter evolution the gradient flow for historical rea-
sons, the right-hand side of these equations is not the equation of motion of the corresponding
field and thus in this sense the evolution is not gradient flow defined by the functional deriva-
tive of the action S. This point does not matter, however, for the application in the present
paper.
For the scalar field, we adopt
∂tφ(t, x) = DµDµφ(t, x), φ(t = 0, x) = ϕ(x), (8.6)
∂tφ
†(t, x) = φ†(t, x)
←−
Dµ
←−
Dµ, φ
†(t = 0, x) = ϕ†(x). (8.7)
This is also not the gradient flow in the narrow sense. In this case, for the renormalizability of
the flowed scalar field, it is important not to include other terms of the equation of motion
(such as the term arising from the Yukawa coupling) on the right-hand side of the flow
equations. We refer the reader to Ref. [48] for the renormalizability of the flow in the scalar
field theory. See also Ref. [49, 50] for related studies.
A remarkable feature of the “gradient” flow is that any composite operator of flowed
fields for t > 0 becomes UV finite (i.e., automatically renormalized) under the conventional
parameter renormalization such as Eqs. (5.3) and (5.4),9 and wave function renormalizations
of elementary flowed fields [12, 13]. See also Ref. [16]. Moreover the flowed gauge field does
not need the wave function renormalization [12]. One-loop calculations in the “Feynman
8The term that is proportional to the “gauge-fixing parameter” α0 is introduced to simplify the per-
turbative treatment of the gauge degrees of freedom. Although this term breaks the gauge covariance,
it can be shown that any gauge-invariant quantity is independent of α0 [11, 12]. This gauge-breaking
term is thus physically irrelevant.
9 It is shown that the parameter α0 in Eq. (8.1) does not receive the renormalization.
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gauge” λ0 = α0 = 1 yield
〈
Baµ(t, x)B
b
ν(s, y)
〉
= g20δ
abδµν
∫
p
eip(x−y)
e−(t+s)p
2
p2
(1 + 2∆) + finite part, (8.8)
〈
χa(t, x)χ¯b(s, y)
〉
= δab
∫
p
eip(x−y)
e−(t+s)p
2
i/p
(1− 4∆) + finite part, (8.9)
〈
φa(t, x)φ†b(s, y)
〉
= δab
∫
p
eip(x−y)
e−(t+s)p
2
p2
(1− 2∆) + finite part, (8.10)
where ∆ is defined by Eq. (5.2). For perturbation calculation of the correlation function of
flowed fields, we refer the reader to Refs. [11–13, 17, 18]. In Eq. (8.8), we see that the one-loop
divergence is actually removed by the one-loop gauge-coupling renormalization in Eq. (5.3),
and the flowed gauge field does not need the wave function renormalization. For other fields,
setting
χR(t, x) = Z
1/2
χ χ(t, x), χ¯R(t, x) = Z
1/2
χ χ¯(t, x), (8.11)
φR(t, x) = Z
1/2
φ φ(t, x), φ
†
R(t, x) = Z
1/2
φ φ
†(t, x), (8.12)
we see, to the one-loop order,
Zχ = 1 + 4∆, Zφ = 1 + 2∆. (8.13)
8.2. Ringed fields
Although the wave function renormalization of flowed fields renders all composite operators
finite, the wave function renormalization factors themselves depend on the regularization
and this is not satisfactory from the perspective of a universal representation of composite
operators. To avoid this point, we introduce the following ringed fields, following Ref. [18]:
χ˚(t, x) ≡
√√√√ −2 dim(G)
(4π)2t2
〈
χ¯a(t, x)
←→
/Dχa(t, x)
〉 χ(t, x), (8.14)
˚¯χ(t, x) ≡
√√√√ −2 dim(G)
(4π)2t2
〈
χ¯a(t, x)
←→
/Dχa(t, x)
〉 χ¯(t, x). (8.15)
The wave function renormalization factor is canceled out in the ringed fields, and any
composite operator of the ringed fields becomes finite without an explicit wave function
renormalization. The expectation value 〈χ¯(t, x)←→/Dχ(t, x)〉 in the denominator does not van-
ish. In fact, to the one-loop order (this includes the contribution of scalar fields in addition
to the result of Ref. [18]),
〈
χ¯a(t, x)
←→
/Dχa(t, x)
〉
=
−2 dim(G)
(4π)2t2
{
(8πt)ǫ +
g20
(4π)2
C2(G)
[
−4
ǫ
− 8 ln(8πt)− 3
2
+ ln(432)
]}
. (8.16)
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Table 1: Contribution of each diagram in Appendix C to Eq. (8.19) in units
of dim(G)2(4π)2t
g2
0
(4π)2C2(G).
Diagram
E02
2
ǫ
+ 4 ln(8πt) + 6
E03
2
ǫ
+ 4 ln(8πt) + 6
E04 −2− 4 ln 2 + 6 ln 3
E05 12 ln 2− 6 ln 3
E06 −4
ǫ
− 8 ln(8πt) − 6
E07 −2
ǫ
− 4 ln(8πt) − 7
Similarly, for the scalar fields, we introduce [51]
φ˚(t, x) ≡
√
dim(G)
2(4π)2t 〈φ†a(t, x)φa(t, x)〉 φ(t, x), (8.17)
φ˚†(t, x) ≡
√
dim(G)
2(4π)2t 〈φ†a(t, x)φa(t, x)〉 φ
†(t, x). (8.18)
For the following calculations, we need to compute the expectation value 〈φa†(t, x)φa(t, x)〉.
By using the integration formula, Eq. (B2) of Ref. [18], we have the numbers tabulated
in Table 1. In total,〈
φ†a(t, x)φa(t, x)
〉
=
dim(G)
2(4π)2t
{
1
1− ǫ(8πt)
ǫ +
g20
(4π)2
C2(G)
[
−2
ǫ
− 4 ln(8πt) − 3 + 8 ln 2
]}
. (8.19)
8.3. Small flow time expansion
In this subsection we present the computation of the small flow time expansion [12] of
composite operators that are relevant to the construction of the supercurrents in Eqs. (2.20)
and (2.21). In what follows, we set
ξ(t) ≡ g
2
0
(4π)2
C2(G)(8πt)
2−D/2. (8.20)
The calculations of the small flow time expansion are presented in Refs. [8, 12, 17, 18, 32,
33, 55], and we refer the reader to these references for the actual computation. In particular,
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the background field method developed in Ref. [55] is very powerful and was applied to the
computation of the supercurrent in the 4D N = 1 SYM in Ref. [8]. In this paper, however,
we do not use this method because the presence of the scalar field reduces the simplicity
of the method; we thus use the standard diagrammatic expansion as in Refs. [12, 18]. The
diagrams relevant to the computation of the supercurrent are collected in Appendix C;10 our
convention for the flow Feynman diagram is also summarized at the beginning of Appendix C.
Now, for diagrams without external scalar lines, we can literally use the results of Eqs. (3.7),
(3.30), (3.31), and (3.32) from Ref. [8], because there is no one-loop diagram that contains
a scalar loop and has gauge external lines only. For diagrams with external scalar lines,
diagrams A01–A06 in Appendix C contribute. After some calculation, we have
1
g0
χa(t, x)Gaµν(t, x)
=
[
1 +
−2
D − 4ξ(t)
]
1
g0
ψa(x)F aµν(x)
+ ξ(t)
{
2
(D − 4)(D − 2)
1
g0
[
γµγρψ
a(x)F aρν(x)− γνγρψa(x)F aρµ(x)
]
+
4
(D − 4)(D − 2)D
1
g0
σρσσµνψ
a(x)F aρσ(x)
}
+ ξ(t)
√
2
{
4
(D − 4)(D − 2)Dγργµγν
[
P+ψ
a(x)Dρϕ
a(x)− P−ψa(x)Dρϕ†a(x)
]
+
−2
(D − 2)Dγν
[
P+ψ
a(x)Dµϕ
a(x)− P−ψa(x)Dµϕ†a(x)
]
+
−2
(D − 4)(D − 2)γν
[
P+Dµψ
a(x)ϕa(x)− P−Dµψa(x)ϕ†a(x)
]
+
2(D + 4)
(D − 2)D(D + 2)γνγ5Dµψ
a(x)
[
ϕa(x) + ϕ†a(x)
]
+
2
(D − 2)(D + 2)γνγ5ψ
a(x)Dµ
[
ϕa(x) + ϕ†a(x)
]}
− (µ↔ ν)
+ ξ(t)
8
(D − 4)(D − 2)Dg0f
abcσµνγ5ψ
a(x)ϕ†b(x)ϕc(x) +O(t). (8.21)
For χa(t, x)Dµφ
a(t, x), diagrams B01–B20 and C01–C07 in Appendix C contribute and we
have
χa(t, x)Dµφ
a(t, x)
=
[
1 +
2(D − 1)
(D − 4)(D − 2)ξ(t)
]
ψa(x)Dµϕ
a(x)
+ ξ(t)
{
2
(D − 4)(D − 2)σµνψ
a(x)Dνϕ
a(x)
10 If only the “topology” of the diagram is concerned, there also exist other diagrams which are not
included in Appendix C. We carefully confirmed that those omitted diagrams give only higher-order
contribution in the small flow time expansion. Examples of such diagrams are B13, B14, and B15,
which do not contribute to the following expansion.
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+
2(D − 1)
(D − 4)DDµψ
a(x)ϕa(x)
+
−2
(D − 4)DσµνDνψ
a(x)ϕa(x)
}
+ ξ(t)
{
4
(D − 4)DP−ψ
a(x)Dµϕ
a(x)
+
8
(D − 4)(D − 2)DσµνP−ψ
a(x)Dνϕ
a(x)
+
4
(D − 4)(D − 2)P−Dµψ
a(x)ϕa(x)
+
−4
(D − 2)(D + 2)P−ψ
a(x)Dµ
[
ϕa(x) + ϕ†a(x)
]
+
−4(D + 4)
(D − 2)D(D + 2)P−Dµψ
a(x)
[
ϕa(x) + ϕ†a(x)
]}
+ ξ(t)
√
2
{ −2
(D − 4)(D − 2)D
1
g0
γµσρσP−ψa(x)F aρσ(x)
+
8
(D − 4)(D − 2)D
1
g0
γνP−ψa(x)F aµν(x)
+
−2(D + 4)
(D − 4)(D − 2)Dg0f
abcγµP−ψa(x)ϕ†b(x)ϕc(x)
+
−2
(D − 2)Dg0f
abcγµγ5ψ
a(x)ϕ†b(x)ϕc(x)
}
+O(t). (8.22)
From diagrams B01, B04, B06, B08, B10, and B12, we have
χa(t, x)φa(t, x) =
[
1 +
4(D − 1)
(D − 4)(D − 2)ξ(t)
]
ψa(x)ϕa(x)
+ ξ(t)
{
8
(D − 4)(D − 2)P−ψ
a(x)ϕa(x)
+
−8
(D − 2)DP−ψ
a(x)
[
ϕa(x) + ϕ†a(x)
]}
+O(t). (8.23)
Using the relation ∂µ(χ
aφa) = (Dµχ
a)φa + χaDµφ
a, we can also deduce the small flow time
expansion of (Dµχ
a)φa from Eqs. (8.22) and (8.23).
On the other hand, by applying the parity transformations of Eqs. (B1)–(B7) to this, we
infer that
χa(t, x)φ†a(t, x) =
[
1 +
4(D − 1)
(D − 4)(D − 2)ξ(t)
]
ψa(x)ϕ†a(x)
+ ξ(t)
{
8
(D − 4)(D − 2)P+ψ
a(x)ϕ†a(x)
+
−8
(D − 2)DP+ψ
a(x)
[
ϕa(x) + ϕ†a(x)
]}
+O(t). (8.24)
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Finally, for g0f
abcχa(t, x)φ†b(t, x)φc(t, x), diagrams D01–D11 give rise to
g0f
abcχa(t, x)φ†b(t, x)φc(t, x)
=
[
1 +
2(3D2 − 6D − 8)
(D − 4)(D − 2)Dξ(t)
]
g0f
abcψa(x)ϕ†b(x)ϕc(x)
+ ξ(t)
√
2
2
(D − 4)(D − 2)γµ
[
P+Dµψ
a(x)ϕa(x) + P−Dµψa(x)ϕ†a(x)
]
+O(t). (8.25)
It is easy to invert the above relations and obtain expressions for composite operators of
the unflowed fields in terms of composite operators of flowed fields to the one-loop order.
For example, Eq. (8.23) yields
ψa(x)ϕa(x) =
[
1 +
−4(D − 1)
(D − 4)(D − 2)ξ(t)
]
χa(t, x)φa(t, x)
+ ξ(t)
{ −8
(D − 4)(D − 2)P−χ
a(t, x)φa(t, x)
+
8
(D − 2)DP−χ
a(t, x)
[
φa(t, x) + φ†a(t, x)
]}
+O(t). (8.26)
Similar inversions can be made for other relations.
8.4. Final steps
We substitute the relations in the small flow time expansion presented in the last subsection
into the expression of the supercurrent, Eq. (2.20) [in this form, we do not need Eq. (8.25)].
Then we rewrite the expression in terms of the renormalized gauge coupling in Eq. (5.3) and
the ringed fields in Sect. 8.2. Taking the limit D → 4, we finally find
S˜impµ
=
{
1 +
g2
(4π)2
C2(G)
[
− ln(8πµ2t)− 9
4
+
1
2
ln(432)
]}(
− 1
4g
)
σρσγµχ˚
aGaρσ
− g
(4π)2
C2(G)γν χ˚
aGaνµ
+
{
1 +
g2
(4π)2
C2(G)
[
−19
4
+ 4 ln 2 +
1
2
ln(432)
]}
× 1
2
√
2
(
1
3
σµν − δµν
)
(P+Dνχ˚
aφ˚a − P−Dν χ˚aφ˚†a)
− 3√
2
g2
(4π)2
C2(G)(P+Dµχ˚
aφ˚a − P−Dµχ˚aφ˚†a)
+
{
1 +
g2
(4π)2
C2(G)
[
1
2
+ 4 ln 2 +
1
2
ln(432)
]}
×
(
− 1√
2
)(
1
3
σµν − δµν
)
(P+χ˚
aDν φ˚
a − P−χ˚aDν φ˚†a)
+
1√
2
g2
(4π)2
C2(G)
(
1
3
σµν − δµν
)
γ5Dνχ˚
a(φ˚a + φ˚†a)
+
1
2
√
2
g2
(4π)2
C2(G)
(
1
3
σµν − δµν
)
γ5χ˚
aDν(φ˚
a + φ˚†a)
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− 1
4
g3
(4π)2
C2(G)f
abcγ5γµχ˚
aφ˚†bφ˚c +O(t). (8.27)
The conjugate supercurrent ˜¯Simpµ is related to S˜
imp
µ by the charge conjugation in Eqs. (B8)–
(B16) as S˜impµ → C( ˜¯Simpµ )T . Using this, we have
˜¯Simpµ
=
{
1 +
g2
(4π)2
C2(G)
[
− ln(8πµ2t)− 9
4
+
1
2
ln(432)
]}(
− 1
4g
)
˚¯χaγµσρσG
a
ρσ
+
g
(4π)2
C2(G)˚¯χ
aγνG
a
νµ
+
{
1 +
g2
(4π)2
C2(G)
[
−19
4
+ 4 ln 2 +
1
2
ln(432)
]}
×
(
− 1
2
√
2
)
(Dν˚¯χ
aP+φ˚
a −Dν˚¯χaP−φ˚†a)
(
1
3
σνµ − δνµ
)
+
3√
2
g2
(4π)2
C2(G)(Dµ˚¯χ
aP+φ˚
a −Dµ˚¯χaP−φ˚†a)
+
{
1 +
g2
(4π)2
C2(G)
[
1
2
+ 4 ln 2 +
1
2
ln(432)
]}
× 1√
2
(P+˚¯χ
aDν φ˚
a − P−˚¯χaDν φ˚†a)
(
1
3
σνµ − δνµ
)
− 1√
2
g2
(4π)2
C2(G)Dν˚¯χ
aγ5(φ˚
a + φ˚†a)
(
1
3
σνµ − δνµ
)
− 1
2
√
2
g2
(4π)2
C2(G)˚¯χ
aγ5Dν(φ˚
a + φ˚†a)
(
1
3
σνµ − δνµ
)
+
1
4
g3
(4π)2
C2(G)f
abc˚¯χaγµγ5φ˚
†bφ˚c +O(t). (8.28)
Some remarks are in order: (1) The composite operators in Eqs. (8.27) and (8.28) are
written completely in terms of the renormalized gauge coupling, the flowed gauge field,
and the ringed flowed fermion and scalar fields. Thus, these operators are manifestly finite
renormalized operators being independent of the regularization. (2) From these expressions,
we have the γ-trace anomaly:11
γµS˜
imp
µ =
g
(4π)2
C2(G)σµν χ˚
aGaµν −
3√
2
g2
(4π)2
C2(G)(P− /Dχ˚aφ˚a − P+ /Dχ˚aφ˚†a)
+
g3
(4π)2
C2(G)f
abcγ5χ˚
aφ˚†bφ˚c +O(t)
=
g
(4π)2
C2(G)σµν χ˚
aGaµν − 2
g3
(4π)2
C2(G)f
abcγ5χ˚
aφ˚†bφ˚c +O(t), (8.29)
where in the last line we have used equations of motion whose use is justified in on-mass-
shell correlation functions. Note that in the tree level, the flowed fields are identical to
11 Note that we can set γµσρσγµ = γµ[(1/3)σµν − δµν ] = 0 in these finite (and thus D = 4)
expressions
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unflowed ones up to O(t) terms. (3) To the one-loop order, Eqs. (8.27) and (8.28) give
the properly normalized supercurrent, as argued in Eq. (7.6). The difference between this
approximation and the “would-be true supercurrent” will be O(g20). Since we will invoke the
renormalization group improvement to be shortly discussed, this difference can be neglected
in the final expressions in the t→ 0 limit. (4) Since the composite operators on both sides
of Eq. (8.27), S˜impµ (x) [Eq. (2.20)], O1(t, x) ≡ σρσγµχ˚a(t, x)Gaρσ(t, x), etc. are bare operators,
the derivative of the coefficients c1(t) etc., where S˜
imp
µ (x) ≡ c1(t)O1(t, x) + · · · , with respect
to the renormalization scale µ while bare quantities are kept fixed vanishes:(
µ
∂
∂µ
)
0
c1(t) = 0. (8.30)
By the standard argument, this implies that we can set the renormalization scale µ in c1(t)
arbitrarily, if the renormalized gauge coupling g in c1(t) is replaced by the running gauge
coupling g¯(µ) defined by
µ
dg¯(µ)
dµ
= β(g¯(µ)), (8.31)
where the beta function is β(g) = −2g3C2(G)/(4π)2 to all orders in perturbation theory [56–
60]. In fact,
d
dµ
c1(t)|g=g¯(µ) =
[
µ
∂
∂µ
+ µ
dg¯(µ)
dµ
∂
∂g¯(µ)
]
c1(t)|g=g¯(µ)
=
[
µ
∂
∂µ
+ β(g¯(µ))
∂
∂g¯(µ)
]
c1(t)|g=g¯(µ)
=
[
µ
∂
∂µ
+ β(g)
∂
∂g
]
c1(t)
∣∣∣∣
g=g¯(µ)
=
(
µ
∂
∂µ
)
0
c1(t)
∣∣∣∣
g=g¯(µ)
= 0. (8.32)
Here, we have used the definition of the beta function
β(g) =
(
µ
∂
∂µ
)
0
g (8.33)
and Eq. (8.30). We thus take µ = 1/
√
8t by using the flow time t. Then, taking the t→ 0
limit, we have our formulas, Eqs. (1.1) and (1.2). This completes our argument.
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A. Notational convention
Without noting otherwise, repeated indices are understood to be summed over. The space-
time dimension is denoted by D ≡ 4− 2ǫ. We use the following abbreviation for the
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momentum integral: ∫
p
≡
∫
dDp
(2π)D
. (A1)
Our Dirac matrices γµ, satisfying {γµ, γν} = 2δµν , are all Hermitian and for the trace over
the spinor index we set tr(1) = 4 for any spacetime dimension D. The chiral matrix and
chirality projection operators are defined by
γ5 ≡ γ0γ1γ2γ3, P± ≡ 1
2
(1± γ5), (A2)
for any D; we have
tr(γ5γµγνγργσ) =
{
4ǫµνρσ , µ, ν, ρ, σ ∈ {0, 1, 2, 3},
0, otherwise,
(A3)
where the totally anti-symmetric tensor is normalized as ǫ0123 = 1. We also use
σµν ≡ 1
2
[γµ, γν ]. (A4)
In the 4D N = 2 SYM, all fields belong to the adjoint representation and the covari-
ant derivatives for a generic field X are defined from the structure constants of the gauge
group fabc by
DµX
a ≡ ∂µXa + fabcAbµXc, (A5)
Xa
←−
Dµ ≡ Xa←−∂ µ −Xcf cbaAbµ. (A6)
We also use the abbreviations /D ≡ γµDµ and
←−
/D ≡ γµ←−Dµ. The quadratic Casimir C2(G) is
defined by f bXafaY b = −C2(G)δXY . A useful identity is
f cXafaY bf bZc = −1
2
C2(G)f
XY Z . (A7)
B. The parity and charge conjugation invariance
The actions, the flow equations and the initial conditions, all elements of the present system
are invariant under the following parity transformation and charge conjugation.
The parity transformation is defined, denoting the spatial directions µ = 1, 2, and 3 by i,
by
ψ(x)→ γ0ψ(x˜), ψ¯(x)→ ψ¯(x˜)γ0, (B1)
A0(x)→ A0(x˜), Ai(x)→ −Ai(x˜), (B2)
ϕ(x)→ −ϕ†(x˜), ϕ†(x)→ −ϕ(x˜), (B3)
c(x)→ c(x˜), c¯(x)→ c¯(x˜), (B4)
where x˜ ≡ (x0,−xi) and
χ(t, x)→ γ0χ(t, x˜), χ¯(t, x)→ χ¯(t, x˜)γ0, (B5)
B0(t, x)→ A0(t, x˜), Bi(t, x)→ −Ai(t, x˜), (B6)
φ(t, x)→ −φ†(t, x˜), φ†(t, x)→ −φ(t, x˜). (B7)
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The charge conjugation, on the other hand, is defined by
ψ(x)→ Cψ¯T (x), ψ¯(x)→ −ψT (x)C−1, (B8)
Aµ(x)→ Aµ(x), (B9)
ϕ(x)→ −ϕ(x), ϕ†(x)→ −ϕ†(x), (B10)
c(x)→ c(x), c¯(x)→ c¯(x), (B11)
where C is the charge conjugation matrix satisfying
C−1γµC = −γTµ , CT = −C, (B12)
and thus
C−1σµνC = −σTµν , C−1γ5C = γT5 , (B13)
for any D; see Appendix A of Ref. [8]. Correspondingly,
χ(t, x)→ Cχ¯T (t, x), χ¯(t, x)→ −χT (t, x)C−1, (B14)
Bµ(t, x)→ Bµ(t, x), (B15)
φ(t, x)→ −φ(t, x), φ†(t, x)→ −φ†(t, x). (B16)
C. (Flow) Feynman diagrams
Here we collect Feynman diagrams and flow Feynman diagrams [11, 12] that are relevant to
the computations in the main text. We basically follow the convention in Ref. [18]: The wavy
line and the straight arrowed line represent the gauge field propagator and the Dirac fermion
field propagator, respectively. In addition to these, in this paper the broken line represents
the scalar field propagator. Doubled lines denote the corresponding heat kernels [12, 13, 18].
That is, the double wavy line, the double arrowed line, and the double broken line represent
the gauge field heat kernel, the fermion field heat kernel, and the scalar field heat kernel,
respectively. The black bullet denotes the interaction vertex in the original action, while
the white circle denotes the interaction term in the flow equations [12, 13, 18]. The x-mark
generally represents the composite operator under consideration.
(a) A01 (b) A02
Fig. C1: One-loop (flow) Feynman diagrams for the operator renormalization and the small
flow time expansion.
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(a) A03 (b) A04 (c) A05 (d) A06
Fig. C2: One-loop (flow) Feynman diagrams (continued).
(a) B01 (b) B02 (c) B03 (d) B04
(e) B05 (f) B06 (g) B07 (h) B08
(i) B09 (j) B10 (k) B11 (l) B12
(m) B13 (n) B14 (o) B15
Fig. C3: One-loop (flow) Feynman diagrams (continued).
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(a) B16 (b) B17 (c) B18 (d) B19
(e) B20
Fig. C4: One-loop (flow) Feynman diagrams (continued).
(a) C01 (b) C02 (c) C03 (d) C04
(e) C05
Fig. C5: One-loop (flow) Feynman diagrams (continued).
(a) C06 (b) C07
Fig. C6: One-loop (flow) Feynman diagrams (continued).
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(a) D01 (b) D02 (c) D03
Fig. C7: One-loop (flow) Feynman diagrams (continued).
(a) D04 (b) D05 (c) D06 (d) D07
(e) D08 (f) D09 (g) D10 (h) D11
Fig. C8: One-loop (flow) Feynman diagrams (continued).
(a) E01 (b) E02 (c) E03 (d) E04
(e) E05
(f) E06
(g) E07
Fig. C9: Flow Feynman diagrams relevant for the calculation in Sect. 8.2
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