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Brownian dynamicsUsing the recently unveiled crystal structure, and molecular and Brownian dynamics simulations, we eluci-
date several conductance properties of the inwardly rectifying potassium channel, Kir3.2, which is implicated
in cardiac and neurological disorders. We show that the pore is closed by a hydrophobic gating mechanism
similar to that observed in Kv1.2. Once open, potassium ions move into, but not out of, the cell. The asymmet-
rical current–voltage relationship arises from the lack of negatively charged residues at the narrow intracel-
lular mouth of the channel. When four phenylalanine residues guarding the intracellular gate are mutated to
glutamate residues, the channel no longer shows inward rectiﬁcation. Inward rectiﬁcation is restored in the
mutant Kir3.2 when it becomes blocked by intracellular Mg2+. Tertiapin, a polypeptide toxin isolated from
the honey bee, is known to block several subtypes of the inwardly rectifying channels with differing afﬁnities.
We identify critical residues in the toxin and Kir3.2 for the formation of the stable complex. A lysine residue
of tertiapin protrudes into the selectivity ﬁlter of Kir3.2, while two other basic residues of the toxin form hy-
drogen bonds with acidic residues located just outside the channel entrance. The depth of the potential of
mean force encountered by tertiapin is −16.1 kT, thus indicating that the channel will be half-blocked by
0.4 μM of the toxin.
© 2012 Elsevier B.V. All rights reserved.1. Introduction
The G protein-gated inwardly rectifying potassium channel, Kir3.2
(also known as GIRK2), selectively allows potassium ions to move
more easily into, rather than out of, the cell [1]. Inwardly rectifying
potassium (Kir) channels maintain the membrane resting potential,
and regulate the action potential duration in electrically excitable
cells [1]. Kir3.2, composed of 4 identical subunits, is present in the
brain, pituitary and testis [2,3]. Abnormalities in G protein-gated in-
wardly rectifying potassium (GIRK) channel function have been
linked to patho-physiology of neuropathic pain, drug addiction, cardi-
ac arrhythmias, and other disorders [1,4]. In particular, Kir3.2 dys-
function has been implicated in seizure generation [1,5], atrial
ﬁbrillation, and the neurological symptoms seen in the weaver mice
and other neuronal disorders [1]. Kir3.2 channels may provide a
new target for the treatment of various neurological diseases such
as epilepsy and Parkinson's disease [5,6].
Recently, the crystal structure of Kir3.2 has become available [2],
creating an opportunity to computationally investigate several out-
standing issues of its conductance properties. The ﬁrst among thesehannel; GIRK, G protein-gated
MD, molecular dynamics; BD,
er).
rights reserved.unresolved questions is the physical basis for inward rectiﬁcation.
The inward rectiﬁcation observed in all Kir channels is thought to
occur as a result of a combination of blockage of the channel by intra-
cellular cations [1,5,7], such as Mg2+, which block outward K+
permeation by binding to residues in the transmembrane and cyto-
plasmic regions of the channel, and an unspeciﬁed intrinsic gating
process [1]. However, studies of the cardiac IK1 inward rectiﬁer K+
channel have discounted block by divalent ions as the primary mech-
anism of rectiﬁcation [8], and internal Mg2+ plays a minor part in the
mechanism of rectiﬁcation in endothelial cells [9]. It has also been
proposed by Nishida and MacKinnon [10] that inward rectiﬁcation
is due to the amino acid composition of the cytoplasmic pore. Second,
the structural changes that are required for the gating process are yet
to be elucidated. The Kir3.x subfamily of channels is gated by G pro-
teins. Upon stimulation by G proteins, the inner helix of the trans-
membrane domain is believed to swing away from the permeation
pathway [1,11–13], thus rendering the constricted intracellular gate
permeable to K+ ions. The magnitude of such a displacement to
cause the channel to transform from the closed to the open conforma-
tion, if it occurs, is not known. Third, the recognition mechanism in-
volved in antagonist binding to the external vestibule of inwardly
rectifying channels remains largely unexplored [4]. Although a
number of drugs including anti-arrhythmia, anti-psychotic and
anti-depressants block Kir channels, these intermediate-sized com-
pounds tend to be non-selective and block the pores at relatively
high concentrations [4]. There is, however, a 21-residue polypeptide
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the pore of Kir channels with nanomolar to micromolar afﬁnities,
depending on channel subtype [3,14,15]. To develop more active
and selective peptide blockers of inwardly rectifying channels it will
be useful to identify ﬁrst the important residue pairs for the binding
of TPN to Kir3.2.
Few computational studies have been performed on Kir channels
[16,17], and as far as we are aware none have investigated Kir3.2.
Using several computational tools, we investigate the detailed pro-
cesses by which K+ ions move across Kir3.2, the structural basis for
inward rectiﬁcation, and the binding mode of TPN to the external en-
trance of the pore. We show that in its closed state the channel is de-
void of water molecules along its cytoplasmic segment, which is lined
with hydrophobic amino acid residues. A small expansion of the in-
tracellular gate rapidly hydrates the pore and allows inward, but
not outward, movement of K+ ions. Replacement of four phenylala-
nine residues guarding the intracellular mouth with glutamate resi-
dues renders the channel open in both directions. The presence of
Mg2+ in the intracellular space blocks outward currents in the mu-
tant channel. Finally, we identify the key residues for the TPN–
Kir3.2 recognition, and determine the potential of mean force en-
countered by TPN as it approaches the entrance of the channel. Our
ﬁndings will further the understanding of inwardly rectifying chan-
nels and could lead to the development of targeted pharmaceuticals.
2. Computational methods
We obtain the coordinates of Kir3.2 from the protein database
(PDB ID: 3SYA) [2]. As shown in Fig. 1, the Kir3.2 pore is made up of
three distinct zones: the selectivity ﬁlter, located close to the extra-
cellular side of the membrane is joined to a water cavity of 10–12 Å
in diameter, and the pore then narrows towards the intracellular
side of the membrane forming an intracellular gate.
First, we perform Brownian dynamics (BD) simulations to deter-
mine the conductance of ions through the channel. In BD simulations
the total force acting on an ion at any discrete position in the channel,
including the force resulting from induced surface charges on theFig. 1. Schematic representation of the Brownian dynamics simulation of Kir3.2: the atoms
covering the top half of the pore were removed to reveal the channel conduit, shown in
gold. Potassium ions are shown in pink. The intracellular side of the channel is on the left.protein wall, is calculated by solving Poisson's equation, as detailed
elsewhere [18,19]. The dielectric constants of the protein and water
within the pore are critical in calculating the correct force acting on
the ion [20]. We use dielectric constants of 2 for the protein and 60
for the water within the pore, which have been shown to provide
agreement to experimental data [21]. A schematic of the BD simula-
tion system for the open channel is illustrated in Fig. 1. We place 7
K+ and 7 Cl− in each of the two cylindrical reservoirs 30 Å in radius
to represent the intracellular and extracellular spaces. The height of
the cylindrical simulation space is then adjusted to bring the ionic
concentration to 140 mM. The simulation space is divided into two
regions, a short time step region (2 fs) within the channel and a
long time step region (100 fs) in the reservoirs. We run 5 simulations,
each lasting 10 million time steps or 1 μs. We calculate the current
using the relationship I=qn/Δt, where n is the average number of
ions that cross the membrane, q is the charge of the ion, and Δt is
the simulation time of one run.
The crystal structure is found to be in the closed conﬁguration
since no potassium current is observed in BD simulations and no
water molecules are present near the intracellular gate in molecular
dynamics (MD) simulations. In a series of MD simulations using
NAMD 2.8 [22] we gradually increase the radius of the intracellular
gate by highly constrained minimization of the protein. In particular,
we apply a large force radially outward on all atoms in the residues
forming the gate. The intracellular gate at the bundle crossing region
is progressively expanded until the channel becomes permeable to
K+ ions. A similar method has been used to open the selectivity ﬁlter
of Kv1.2 channel [23]. To observe conduction it is necessary to in-
crease the minimum radius of the entrance of the inner gate from
1.6 Å to 3.4 Å. This expansion compares reasonably with the work
of Whorton and MacKinnon [2]. They found that a R201A mutation
caused the inner helix gate radius of the GIRK2 channel to expand
to 5.5 Å and caused the channel to remain in the open conformation
[2]. A similar movement of the inner helix is believed to occur
in KirBac1.1 when activated by G-protein [11]. This expansion is illus-
trated in Fig. 3A. We also perform BD simulations to investigate the ef-
fect of mutating the bulky phenylalanine residue at the bundle-crossing
region (F192) in the closed structure to a glutamic acid residue, and
adding 4 Mg2+ ions to the intracellular reservoir of the mutated struc-
ture. Detailed descriptions of BD simulations are given in Hoyles et al.
[24]. We assign the full charge of ±1 e to all ionizable residues in the
channel protein. Reducing the charges on these residues may inﬂuence
the depth of the electrostatic energy. Based on free energy changes as-
sociated with moving a residue from an aqueous to a protein environ-
ment, Ranatunga et al. [25] calculated absolute pKa values of all
ionizable residues in the crystal structure of KcsA. Free energies in
their study were estimated by solving the linearized Poisson–
Boltzmann equation. They showed that the ionization states of most
side chains at neutral pH remained close to their default states, except
two residues (R64 and E71) near the extracellular entrance to the chan-
nel. Subsequently, Burykin et al. [26] carried out similar calculations,
based on a more rigorous and self-consistent method. Their estimates
of pKa values of ionizable side chains were obtained by using the
so-called ‘protein-dipole-Langevin-dipole’ model. It is also possible to
derive protein pKa values based on ﬁrst principles, such as QM/MM cal-
culations [27,28], although such calculations are computationally ex-
pensive and are therefore less common. In the preliminary study we
report here, we use the default ionization states of all polarizable side
chains in Kir3.2. The use of their optimal ionization states at neutral
pH, which may differ slightly from those of the default states, may
have an effect on the energetics of ion permeation. Such a comparison
will be the subject of our future study.
MD simulations are used to determine the bound conﬁguration of
TPN and calculate the proﬁle of potential of mean force (PMF) of TPN
binding to the channel. All MD simulations are performed using
NAMD 2.8 [22] and visualized using VMD 1.9 [29]. Throughout, we
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step of 2 fs, at constant pressure (1 atm) and temperature (310 K).
The Kir3.2 channel and Kir3.2–TPN complex are embedded in a
3-palmitoyl-2-oleoyl-D-glycero-1-phosphatidylcholine (POPC) lipid
bilayer, solvated in a 100×100×104 Å3 box of water. Potassium
and chloride ions are added both to neutralize the system and simu-
late a 200 mM ionic concentration. The switch and cutoff distances
are set to 8 and 12 Å, respectively. The protein is initially held ﬁxed,
allowing the water and ions to equilibrate during the simulation peri-
od of 5 ns, and in subsequent simulations the protein and lipid bilayer
centers of mass are held by a harmonic constraint of 0.2 kcal/mol/Å2.
A similar methodology was used in simulations on Kv1.3 [32].
We obtain the coordinates of TPN from the protein database (PDB ID:
1TER) [33]. To determine an initial starting conﬁguration of the bound
TPN–Kir3.2 structure we use the rigid-body docking program ZDOCK
3.0.1 [34]. The top-ranked 600 structures are considered as possible
dockingmodes. Using our knowledge of toxin binding to other biological
potassium ion channels [23,32] we search the docked structures for can-
didates where one of the lysine residues (either 16, 17, 20 or 21) are
docked into the selectivity ﬁlter. The lysine residue at position 17 is
docked into the selectivity ﬁlter in 6 of the top-ranked structures and
no other lysine residues are observed to dock into the selectivity ﬁlter.
The arginine residue at position 7 and histidine residue at position 12
are shown to occlude the entrance to the pore in 2 of the top-ranked
structures, but no other top-ranked structures are shown to protrude
into the selectivity ﬁlter. The ﬂexibility of the toxin and the protein is
not taken into account in ZDOCK. Therefore, we performMD simulations
to determine the predicted bound state. We use the highest ranked
docked structure as the starting conﬁguration inMD simulations.We ex-
amine the binding of TPN using the docked structure with the lysine 17
protruding into the ﬁlter since it is the highest ranked andmost common
of the docked structures.
The PMF for the binding of TPN to Kir3.2 is determined using um-
brella sampling. Using the equilibrated Kir3.2–TPN structure from MD
simulations we generate sampling windows by performing steered
MD. A force of 30 kcal/mol/Å is applied to pull TPN out of the binding
site. During the steered MD simulation the backbone atoms of the pro-
tein are held ﬁxed and a harmonic constraint of 0.2 kcal/mol/Å2 is ap-
plied to the backbone atoms of TPN to maintain the root-mean-square
deviation, with reference to a starting structure below 0.5 Å so that no
signiﬁcant distortion of the structure occurs. The channel central axis
(z-axis) is used as the reaction coordinate. The pulling generates a con-
tinuous number of conﬁgurations along the permeation pathway so
that we can construct umbrella sampling windows every 0.5 Å.
During umbrella sampling the center of mass of the backbone
atoms of TPN is conﬁned to be within a cylinder of 8 Å centered on
the channel axis, and beyond this a harmonic potential of 20 kcal/
mol/Å2 is applied. This is shown to provide adequate sampling. More-
over, a force constant of 30 kcal/mol/Å2 is applied in the z direction to
constrain the center of mass of TPN to the sampling window. The cen-
ter of mass coordinates of the backbone atoms of TPN is saved every
0.5 ps. The PMF is then constructed along the z direction using the
weighted histogram analysis method [35] and the center of mass co-
ordinates. Each sampling window is run for 5 ns. The PMF is shown to
converge as the depth changes by less than 0.5 kT when simulations
are run for a further 1 ns. These simulation times also compare well
with other work on potassium channels [23,32,36].
The dissociation constant (Kd) in the unit of molar is estimated to be
[32,37]
K−1d ¼ 1000NAπR2∫
z2
z1
exp −W zð Þ=kBTð Þdz; ð1Þ
whereW(z) is the 1D PMFwith the zero point located at bulk, 1000NA is
used to convert fromm3 to L/mol, kB and T are Boltzmann's constant andtemperature respectively, z1 is in the binding pocket and z2 is in the bulk
[36]. Although Eq. (1) was originally derived for the binding of an ion to
the channel [37] it has also been successfully applied to toxin binding of
Kv1.3 [32], Kv1.2 [23] and KcsA [36]. Note that the window at 45.5 Å is
assumed to be bulk and the PMF is therefore set to zero at this z position.
TPN is docked to Kir3.2 at z=19.0 Å and the center of mass of Kir3.2 is
located at z=0 Å. A hydrogen bond is assumed to be formed if the
donor–acceptor distance is within 3.0 Å and the donor–hydrogen–
acceptor angle is ≥150 [32]. A salt bridge is formed between TPN and
Kir3.2 if the distance between any of the nitrogen atoms of a basic res-
idue on TPN and the oxygen atoms of an acidic residue on Kir3.2 is b4 Å
[32]. The approach described above to determine the binding free ener-
gy of TPN has been successfully applied to a number of other channel–
toxin interactions [23,32,36,38]. It is also possible to study the binding
of toxins using the linear interaction energy (LIE) method and free
energy perturbation (FEP) such as in [39,40]. Whether or not these
two methods can be reliably applied for studying the binding of large
polypeptide toxins to a channel protein remain to be investigated.
There are two main disadvantages for estimating the free energy for
toxin–channel binding using MD. First, it is computationally expensive
to construct a PMF using the umbrella sampling method. Typically, it
takes between 50,000 and 75,000 CPU hours of a modern supercom-
puter to construct a PMF of one toxin. Second, since simulations can
only be run for a relatively short time, usually about 5–10 ns, it is not
possible to ascertain whether or not a PMF has converged or will drift
to another value if simulations are continued for additional tens or
hundreds of nanoseconds.
3. Results
3.1. Hydrophobic gating and ion conduction
The crystal structure obtained fromWhorton et al. [2] is in the closed
conﬁguration and no potassium current is observed in BD simulations,
despite there being an unobstructed pathway through the pore.
The intracellular gate runs from the internal water cavity to the in-
tracellular mouth of the channel (z=−26 to −10 Å) with a mini-
mum radius of 1.58 Å. This region of the channel is surrounded by
hydrophobic residues, such as alanine, valine, methionine and phe-
nylalanine. In MD simulations of the closed channel water molecules
are not present in this region, but when this region is expanded water
ﬂoods into the pore, as shown in Fig. 2. This expansion could repre-
sent the TM2 helix swinging away from the permeation pathway
upon G-protein activation as mentioned by a number of authors
[1,11,13]. In mutagenesis studies, Yi and colleagues [13] found that
the Kir3.2 transmembrane domain undergoes substantial rotation as
the channel opens and closes, and that gating is likely to involve
more than one gate. In our Kir3.2 model the glycine hinge (G180)
discussed by Hibino et al. [1] is located at −8 Å and approximately
coincides with the start of the hydrophobic region of the pore, and
where we begin to expand the channel. Our results suggest that the
pore is gated by a “hydrophobic gating” mechanism also reported
for the Kv1.2 and acetylcholine receptor channels [41,42]. It has also
been suggested by Dryga et al. [43] that the gating of Kv1.2 is electro-
static gating which occurs due to the movement of positive gating
charges in response to the applied potential, which in turn allow at-
tached non-polar regions to open and close.
By expanding the intracellular gate, as illustrated in Fig. 3A, the
channel is transformed into the open conﬁguration and potassium
currents are measured in BD simulations. From BD simulations, a po-
tassium ion entering the Kir3.2 wild-type open channel encounters a
large energy well of 56 kT, created by polar and charged residues lin-
ing the protein wall, as shown in Fig. 3B. The magnitude of the well
depth compares well with some studies on potassium channels. For
example, for KcsA the depth of the potential energy encountered by
a single ion traversing across the pore is approximately 60 kT within
Fig. 2. Illustration of hydrophobic gating. Snapshots of water molecules and potassium
ions (shown in green) in the channel conduit are obtained during molecular dynamics
simulations from the closed (A) and open (B) channels. The bulky phenylalanine resi-
due (F192) at the bundle crossing region is shown in blue. For clarity only the pore out-
line from BD simulations is shown, and water is shown if −30bzb20 Å.
Fig. 3. The pore outline, energy proﬁle and dwell histogram of Kir3.2 obtained from
Brownian dynamics simulations. (A) The outline of the pore in the closed state, derived
from the crystal structure, is shown in red. The intracellular gate of the channel is ex-
panded to allow K+ ions to move across, as shown in solid black lines. For clarity, the
ordinate of the graph is expanded. The ﬁlled circles indicate the position of the bulky
phenylalanine residue (F192) and open circles indicate the position of potassium
ions. (B) Electrostatic energy proﬁle of a potassium ion traversing the open-state of
the channel along the central axis is calculated at 0.5 Å intervals. (C) To obtain the
dwell histogram, the channel is divided into 100 thin sections, and the number of
ions present in each section over a simulation period of 1 μs is tabulated.
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deep enough to attract 3 K+ ions; in the absence of an applied electric
ﬁeld, there are, on average, 1.5 ions in the selectivity ﬁlter, and 1.5
ions in the water cavity between−10 and−3 Å. As shown in the his-
togram (Fig. 3C), the three regions where ions dwell preferentially
are located at z=−6.5 (inside the cavity), −1 (near the T154 car-
bonyl oxygen) and +4 Å (near the I155 carbonyl oxygen). Also
there is another prominent peak at 23 Å, near the external mouth of
the channel. No ions reside in the intracellular hydrophobic gate re-
gion of the channel.
In Kir3.2 a bulky hydrophobic phenylalanine residue at position
192 is located at the mouth of the intracellular gate (see Fig. 2). The
F192 residue has previously been suggested as a contributor to the
gating of Kir3.2 [1]. Moreover, the KirBac1.1 [11] and Kir3.1/Kir3.4
[12] channels are also blocked by a bulky phenylalanine residue. Re-
placement of these residues in Kir3.1/Kir3.4 to smaller alanine resi-
dues converted the channel to the open state [12]. By making the
mutation F192E to the closed Kir3.2 channel we are also able to con-
vert the channel to the open state. Similar to the expanded pore, in
MD simulations, the hydrophobic region becomes fully hydrated in
the F192E mutant channel.
3.2. Inwardly rectifying current–voltage relationships
We study the conductance properties of the channel under various
conditions by performing BD simulations. The current–voltage curve
for the open-state, wild-type channel, and a mutant channel with or
without Mg2+ in the intracellular reservoir are shown in Fig. 4. The
wild-type open channel exhibits inward rectiﬁcation in the absence of
divalent cations (Fig. 4A). The curve constructed with the symmetrical
concentration of 140 mM KCl under various applied potentials is pro-
nouncedly nonlinear. The currents at 100 mV and−150 mV are 0.4±
0.2 pA and −6.9±0.6 pA, respectively. The potassium conductance
varies from 14 pS at −100 mV to 45 pS at −150 mV. This compares
well with experimentally-determined values of the single-channel con-
ductance of Kir3.2 and related isoforms [3,45]. Kubo et al. [3] reportedpo-
tassium conductances of 30 pS in 150 mM symmetric K+ and 32 pS in
140 mMsymmetric K+ for the isoformsKir3.2c andKir3.2d, respectively.Similarly, Kofuji et al. [45] determined a mean single-channel conduc-
tance for Kir3.2 of 30±2 pS over the range of −40 to −100 mV. We
add 4 Mg2+ ions to the intracellular reservoir of the wild-type open
channel. The residual outward current is completely blocked by the addi-
tion of intracellular Mg2+.
One possible reason for the attenuation of the outward current, as
seen in Fig. 4A, may be due to the lack of acidic residues guarding the
intracellular gate. In KcsA, there are four acidic residues (E118) in the
region occupied by four hydrophobic phenylalanine residues (F192)
in Kir3.2. The presence of the acidic residues near the intracellular
gate of KcsA creates a deep attractive energy well for K+ ions, thus fa-
cilitating the outward conduction under the inﬂuence of an applied
potential [18]. When the charges on the four acidic residues of KcsA
were removed the channel became inwardly rectifying [46]. By
Fig. 4. Current–voltage proﬁles derived from Brownian dynamics simulations. (A) The
proﬁle is obtained from the wild-type Kir3.2 channel in the open state with symmetri-
cal solutions of 140 mM KCl in both reservoirs. (B) The proﬁle is obtained from a mu-
tant channel in which four phenylalanine residues at position 192 in the wild-type
channel in the closed state are replaced with glutamate residues. (C) Using the same
F192E mutant channel as in (B), the proﬁle is obtained after adding 4 Mg2+ in the in-
tracellular reservoir. Each data point represents the average of ﬁve sets of simulation,
each simulations lasting 10 million time steps (1 μs). Error bars represent one stan-
dard error of the mean, and error bars smaller than the data points are not shown.
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ward current can be magniﬁed by creating an energy well near the in-
tracellular entrance of the pore. The current–voltage relationship of
the F192E mutant is not inwardly rectifying, as shown in Fig. 4B.
The potassium current is 3.7±0.25 and −2.0±0.34 at ±100 mV.
The F192E mutation results in the four negatively charged glutamic
acid residues located in close proximity to each other and conse-
quently it is likely that some of these residues would protonate. We
investigate the effect of protonation by reducing the charge on each
Glu residue by half, which is roughly equivalent to assuming that
two of the residues are protonated. Although this is a ﬁrst approxima-
tion which may affect short-range electrostatic interactions with theions, it provides insight as to the conduction mechanisms. No inward
rectiﬁcation is observed using only half the partial charges on the
F192E mutation (Fig. 4B). For comparison, the current–voltage rela-
tionship obtained for the open wild-type channel is reproduced
here from Fig. 4A (dash-dot line). Our results suggest that inward rec-
tiﬁcation is due to the lack of negatively charged residues at the intra-
cellular mouth of the channel, combined with the small entrance
encountered by potassium ions. The F192 residue constricts the intra-
cellular entrance to the pore, thereby reducing the probability of a po-
tassium ion entering from this direction.
A number of studies have proposed that inward rectiﬁcation in
Kir3.2 channels is due to the presence of intracellular cations, such as
Mg2+ [1,5,7]. We investigate this prediction by adding 4 Mg2+ ions to
the intracellular reservoir of our F192E mutant channel. The addition
of intracellular Mg2+ generates an inwardly rectifying potassium cur-
rent, as shown in Fig. 4C. For comparison, the current–voltage relation-
ship obtained from the F192E mutant channel without Mg2+ is
reproduced here from Fig. 4B (broken line). On average 1 Mg2+ ion is
located in the selectivity ﬁlter (at approximately 3.5 Å) at an applied
potential of 100 mV, and 0.2 Mg2+ ions are located in the water cavity
(at approximately−8 Å) at an applied potential of−100 mV. In other
words, at a positive applied potential Mg2+ enters the channel and
blocks outward current of the F192Emutant, therebymaking the chan-
nel inwardly rectifying.
3.3. Binding of tertiapin (TPN)
A short peptide from honey bee venoms, tertiapin, whose struc-
ture is shown in Fig. 5A, inhibits certain types of Kir channels with
nanomolar to micromolar afﬁnities. The ellipsoidal polypeptide
toxin carries the net charge of +6 e (one histidine, one arginine
and four lysines). The bound state of TPN after molecular docking
and 3.2 ns MD simulations is shown in Fig. 5B. In accord with the re-
port by Kitamura et al. [15], TPN binds to the extracellular side of
Kir3.2. A lysine residue (K17) protrudes into the channel selectivity
ﬁlter. Although there are presently no experimental results available
detailing the binding of TPN to Kir3.2 our results compare well with
Jin et al. [47] who examined the binding of TPN-Q (a derivative of
TPN with the methionine residue at position 13 mutated to gluta-
mine) to the Kir1.1 channel (ROMK1). They found that a much higher
concentration of TPN-Q was required to inhibit half the current when
Lys17 was mutated to alanine [47].
To verify the predicted binding of TPN to the channel we determine
the PMF for the unbinding of TPN from the channel, as shown in Fig. 6.
The PMF reaches a minimum at 19.0 Å, where the channel center of
mass is at 0 Å. The PMF increases from−16.1 kT at 19.0 Å to−5.0 kT
at 25.0 Å. It is assumed that the properties for the window at z=
45.5 Å are similar to bulk, and therefore the PMF is set to zero at this
point. As TPN moves away from its bound state at the selectivity ﬁlter
it interactswith the side chains of the extracellular vestibule and as a re-
sult the PMF gradually increases from −5.0 kT at 25.0 Å to bulk at
45.5 Å. We ﬁnd that the bonds between TPN and Kir3.2 become stable
after the ﬁrst 1 ns of umbrella sampling. Therefore, the ﬁrst 1 ns of um-
brella sampling is considered equilibration. After 1 ns, and for the re-
mainder of the simulation, the residue pair Lys21–Asp164 forms a salt
bridge between TPN and Kir3.2, as shown in Fig. 5. Jin at al. [47] also
showed that mutating Lys21 to alanine in Kir1.1 requires amuch higher
concentration of TPN-Q. In our simulations we used particle mesh
Ewald electrostatics and a non-polarizable force ﬁeld which have been
shown to effect the free energy [20,48].
Using Eq. (1) we obtain a dissociation constant, Kd of 0.4 μM. At pres-
ent only one quoted value for the binding afﬁnity of TPN to Kir3.2 is avail-
able in the literature. Kubo et al. [3] quoted an unpublished IC50 of 7 nM
for the Kir3.2d isoform. TPN binds to Kir channels with varying afﬁnity.
For example, TPN binds to Kir1.1 and the heteromeric Kir3.1/Kir3.4 chan-
nels with high afﬁnity (Kd=1.3–2 nM and 8–10 nM, respectively)
Fig. 5. Binding of tertiapin (TPN) to the outer vestibule of Kir3.2. (A) Illustration of TPN
and (B) TPN bound to Kir3.2. Lysine residues (K17 and K21) are highlighted in green. In
(B) residue K17 points into the selectivity ﬁlter. Residue K21 is bound to D164 residue
(shown in red) of Kir3.2. For clarity only part of the channel is shown. Two potassium
ions in the selectivity ﬁlter are shown in pink.
Fig. 6. Potential of mean force encountered by tertiapin (TPN). The proﬁle of PMF for
the unbinding of TPN is constructed with molecular dynamics. The axial position rep-
resents the distance in the z-direction from the center of mass of the channel.
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[14,15].
To characterize the interactions between TPN and Kir3.2 we ana-
lyze the non-bonded interaction energy, hydrogen bonding and salt
bridge formation for the umbrella sampling window at z=19.0 Å,
which corresponds to the minimum of the PMF proﬁle shown in
Fig. 6. The interaction energies are determined using the NAMD Ener-
gy Plugin [22] without particle mesh Ewald (PME), and the system's
overall net charge is 0. These interaction energies do not represent
the relative free energy between toxin–channel residues but merely
provide insight into the electrostatics and strength of the interaction
between TPN and Kir3.2 in the bound conﬁguration. To determine the
free energy of these toxin–channel interactions would require muta-
tion of the proteins to a neutral residue using FEP. We note that again
the ﬁrst 1 ns of the trajectory is considered equilibration and is ex-
cluded from the analysis. The electrostatic and van der Waals (or
non-bonded) interaction energy between TPN and the channel are
−343±22 kcal/mol and −57±5 kcal/mol, respectively. The elec-
trostatic energy is approximately 6 times higher than the van der
Waals energy. We can get a sense of the stability of the bound conﬁg-
uration by comparing to the interaction energy between TPN and the
channel for the windows at z=25.0 and 45.5 Å. The electrostatic and
van der Waals interaction energy between TPN and the channel are
−205±68 kcal/mol and −17±5 kcal/mol respectively at 25.0 Å,
and −0.19±0.69 kcal/mol and −0.01±0.02 kcal/mol at 45.5 Å
respectively.
We determine the average number of hydrogen bonds and elec-
trostatic interaction energy (at window 19.0 Å) which form between
the most important TPN–Kir3.2 residue pairs. Each value represents
the average of 400 frames (the ﬁrst ns of the simulation is ignored),and standard deviations are given. The residue pair Lys17–Tyr157
forms on average 1.5±0.6 hydrogen bonds with an electrostatic in-
teraction energy of −77.9±4.0 kcal/mol. The residue pair Lys21–
Asp164 forms on average 0.8±0.4 hydrogen bonds with an electro-
static interaction energy of −94.6±9.2 kcal/mol. The magnitude of
these electrostatic interaction energies compares well with those de-
termined for the binding of ShK to the voltage-gated potassium chan-
nel Kv1.3 [32]. Comparing these electrostatic energies with those at
21.0 Å, in other words moving in the z-direction away from the min-
imum energy position, we obtain an electrostatic interaction energy
of −64.4±6.9 kcal/mol and −7.0±8.5 kcal/mol for the Lys17–
Tyr157 and Lys21–Asp164 residue pairs, respectively. At 25.0 Å,
where the PMF begins to ﬂatten, these values decrease further to −
2.4±2.6 kcal/mol and −0.7±1.9 kcal/mol for the Lys17–Tyr157
and Lys21–Asp164 residue pairs, respectively. This further illustrates
the relative stability of the bound conﬁguration. The salt bridge
formed between Lys17–Tyr157 residue pair is broken at 22.0 Å.
4. Discussion
In several BD studies by Chung and colleagues [18,19,23,44] the
forces acting on the ions are calculated by solving Poisson's equation
with the dielectric constant of the water εw=60 and the protein εp=
2. Compared to the energy proﬁle estimated using these values of di-
electric constants, Burykin et al. [26,51] obtain a signiﬁcantly
shallower well for KcsA. In their work, MD simulations are used to
sample thermodynamic ensembles of protein coordinates, for the
purpose of computing the electrostatic self energy of ions using the
protein-dipole-Langevin-dipole model in its linear response approxi-
mation. In this model, the linear response of dipoles in the protein to
the presence of the ion is explicitly taken into account, while water is
represented as a combination of explicit water molecules, Langevin
dipoles, and a dielectric continuum to represent the boundary condi-
tions. This energy proﬁle is then used in subsequent BD simulations
using CHANNELIX to determine ionic conductance [51]. Therefore,
in their work the dielectric properties of the protein are largely repre-
sented explicitly by mobile protein dipoles, while a low dielectric
constant of 4 is used to represent residual effects. The study revealed,
for example, that the pore is occupied by one ion in the selectivity ﬁl-
ter, and the second ion entering the pore causes the resident ion to
move out of the ﬁlter, with conduction thus occurring by a two-ion
knock-on mechanism. In BD studies by Chung et al. [18], the selectiv-
ity ﬁlter is occupied by two ions and conduction takes place when a
third ion entering the selectivity ﬁlter disrupts the stable equilibrium
established by the two resident ions. Allen et al. [19] also conﬁrmed
this 3-ion conduction process by MD studies.
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constants of the protein εp and the water in the pore εw to determine
the force acting on an ion by solving Poisson's equation. Unlike water
and lipid, proteins exhibit large variations in polarizability depending
on the location [52]. Thus, in a macroscopic point of view, one should
assign varying values of εp, a high value near the water–protein inter-
face and a low value in the deep interior of the protein. In practice,
assigning a ﬁxed value to an entire protein in continuum electrostatic
calculations appears to work well. Chung et al. [18] used εp=3.5 and
5 in solving Poisson's equation and compared the results of BD simu-
lations obtained by using these values to those obtained by assuming
εp=2. They showed that the precise value of the dielectric constant
of protein adopted has only negligible effects on the macroscopic
properties derived from simulations. Subsequently, Ng et al. [21]
used an adaptive stochastic optimization search algorithm to esti-
mate the optimal εp and εw for the potassium MthK channel. All pos-
sible pairs of εw, ranging from 20 to 80 in steps of 10, and εp of 2 to 10,
in steps of 2, were used to determine which pair gave the least dis-
crepancy between the experimentally-determined current–voltage
curve and that obtained from BD simulations. They obtained an opti-
mum value of 2 for the protein dielectric constant and 64 for the pore
dielectric constant.
Both of the above methods are self-consistent in that the charac-
teristics, such as ionic conductance, of the channel are replicated. Fur-
ther work is needed to validate these differing methods using MD
simulations. With improved computational facilities it is now possible
to do such computations using PMF calculations, but such a calcula-
tion is beyond the scope of this paper.
Since few computational studies have been performed on Kir chan-
nels, studies such as those presented here provide a useful insight into
their conductance properties. Moreover, the crystal structure for Kir3.2
recently became available [2], creating an opportunity to investigate
the mechanisms of permeation and rectiﬁcation using computational
tools. Therefore, for the ﬁrst time, we investigate the mechanisms of
ion permeation and inward rectiﬁcation of the Kir3.2 inwardly rectifying
potassium channel usingmolecular and Brownian dynamics simulations.
We ascertain that the Kir3.2 pore is closed by a hydrophobic gating
mechanism similar to that observed in the Kv1.2 and acetylcholine re-
ceptor channels. This intracellular gate runs from the internal water cav-
ity to the intracellular mouth of the channel (z=−26 to−10 Å), and is
surrounded by hydrophobic residues. Once open, water ﬂoods into the
intracellular gate region, and the channel exhibits inward rectiﬁcation
with a conductance of 25 pS at −125 mV in 140 mM symmetric K+.
This compares well with the experimentally determined value of 30±
2 pS over the range of−40 to−100 mV [45]. We demonstrate bymak-
ing the mutation F192E that, contrary to popular belief, inward rectiﬁca-
tion is not a result of the presence of intracellular cations, but rather the
lack of negatively charged residues at the narrow intracellular mouth of
the channel.Moreover, rectiﬁcation can be restored by the addition of in-
tracellular Mg2+.
TPN binds to the extracellular side of the channel with a Kd value
of 0.4 μM. We demonstrate that Lys-17 protrudes into the selectivity
ﬁlter and forms 1.5±0.6 hydrogen bonds with the Tyr-157 of the
pore. In addition, we show that Lys21 of the toxin forms a salt bridge
with Asp164 of the channel. Our ﬁndings agree with work by Jin et al.
[47], who found that higher concentrations of TPN-Q were required
when the lysine residues in positions 17 and 21 were mutated to
alanine.
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