Abstract. We prove that points of a finite subset Σ ⊂ P n impose independent linear conditions on homogeneous forms on P n of degree ⌊nλ/2 − n⌋ in the case when at most λk points of the set Σ lie on a possibly reducible curve in P n of degree k and |Σ| < λ⌈λ/2⌉, where λ is a natural number and n 3. We apply the obtained result to threefolds having at most isolated ordinary double points. In particular, we prove the factoriality of a double cover of P 3 branched over a nodal surface of degree 2r with less than (2r − 1)r nodes. However, there are non-factorial double covers of P 3 branched over a nodal surface of degree 2r with (2r − 1)r nodes.
Introduction.
Let Σ be a finite subset in P n . Then the points of Σ impose independent linear conditions on homogeneous forms on P n of degree µ if for every point P of the set Σ there is a homogeneous form on P n of degree µ that vanishes at every point of the set Σ \ P and does not vanish at the point P . In particular, the points of Σ impose independent linear conditions on homogeneous forms on P n of degree µ |Σ| − 1. Moreover, the following result is due to [13] . Theorem 1.1. The points of Σ impose independent linear conditions on homogeneous forms of degree µ 2 if at most µk + 1 points of Σ lie in a k-dimensional linear subspace of P n .
Unfortunately, the claim of Theorem 1.1 is not applicable in the case when |Σ| > nk + 1, on the other hand, the following result is proved in [1] and [10] . Theorem 1.2. Let π : Y → P 2 be a blow up of points P 1 , . . . , P δ , and E i be the π-exceptional divisor such that π(E i ) = P i . Then |π * (O P 2 (µ))− δ i=1 E i | has no base points if δ ⌊(µ+3)/2⌋ 2 , at most k(µ + 3 − k) − 2 points in {P 1 , . . . , P δ } lie on a curve of degree k (µ + 3)/2, and µ 3.
Hence, the claim of Theorem 1.2 implies the following result. Corollary 1.3. Suppose that n = 2. Then the points of Σ impose independent linear conditions on homogeneous forms on P 2 of degree µ 3 if at most k(µ + 3 − k) − 2 points in Σ lie on a possibly reducible curve of degree k (µ + 3)/2 and |Σ| ⌊(µ + 3)/2⌋ 2 + 1.
The purpose of the given paper is to prove the following result. Proposition 1.4. Suppose that n 3. Then the points of the set Σ impose independent linear conditions on homogeneous forms on P n of degree ⌊nλ/2 − n⌋ if at most λk points of Σ lie on a possibly reducible curve in P n of degree k and |Σ| < λ⌈λ/2⌉, where λ is a natural number.
In fact, in the case n = 3 the claim of Proposition 1.4 can not be improved without imposing an additional restriction on the points of the subset Σ ⊂ P n . Example 1.5. Let λ = 2r − 1, and Σ be the set of singular points of the surface (1.6) g 2 r (x, y, z, w) = g 1 (x, y, z, w)g 2r−1 (x, y, z, w) ⊂ P 3 ∼ = Proj C[x, y, z, w] ,
where g i is a general homogeneous polynomial of degree i. Then at most λk points of Σ lie on a curve of degree k by Lemma 2.7, and |Σ| = λ⌈λ/2⌉ = (2r − 1)r. On the other hand, it follows from the Cayley-Bacharach theorem (see [12] ) that the points of Σ impose dependent linear conditions on homogeneous forms of degree ⌊nλ/2 − n⌋ = 3r − 4.
We assume that all varieties are projective, normal, and defined over C. Proof. It follows from [11] or [9] that V is factorial if and only if the points of Sing(V ) impose independent linear conditions on homogeneous forms of degree 2d − 5, but Lemma 2.7 implies that at most (d − 1)k singular points of V lie on a curve of degree k. Therefore, the points of any proper subset of the set Sing(V ) impose independent linear conditions on homogeneous forms of degree 2d − 6 by Proposition 1.4. Thus, the points of the set Sing(V ) impose independent linear conditions on homogeneous forms on P 4 of degree 2d − 5.
The factoriality of V is proved in [2] in the case |Sing(V )| (d − 1) 2 /4. In fact, it follows from Proposition 4.6 that V is factorial in the case when |Sing(V )| d(d − 1)/2. Example 1.14. Suppose that the hypersurface V is given by the equation xg(x, y, z, w, t) + yf (x, y, z, w, t) = 0 ⊂ P 4 ∼ = Proj(C[x, y, z, w, t]),
where g and f are general homogeneous polynomials of degree d − 1. Then V is not factorial, singular points of V are isolated ordinary double points, and |Sing(V )| = (d − 1) 2 .
Every smooth surface in V is cut by a hypersurface if Sing(V ) < (d − 1) 2 due to [6] .
Conjecture 1.15. Suppose that |Sing(V )| < (d − 1) 2 . Then V is factorial.
The claim of Conjecture 1.15 is proved in [3] in the case d 4.
Remark 1.16. The factoriality condition imposes a very strong constrain on the birational geometry of a given threefold. For instance, in the case n = 4 the threefold V is non-rational if it is factorial (see [18] ), which is not true without the factoriality condition. Similarly, in the case when r = 3 the threefold X is always non-rational if it is factorial (see [5] ), which is no longer true without the factoriality condition.
In many cases, we are unable to apply Proposition 1.4, because its claim is not flexible enough, but the claims of Theorem 1.2 and Proposition 1.4 can be combined in the following result. Proposition 1.17. Suppose that at most λk points in Σ lie on a curve of degree k and |Σ| λµ, where λ is a natural number, and µ is a rational number such that (n − 1)µ λ. Then the points of the set Σ impose independent linear conditions on homogeneous forms on P n of degree ⌊nµ⌋.
Let Y be a complete intersection of hypersurfaces F and G in P 5 of degree m and k respectively such that m k and Y has at most isolated ordinary double points. Then Y is called factorial if every surface in Y is cut by a hypersurface in P 5 , which is equivalent to rk H 4 (Y, Z) = 1. Example 1.18. Let G be a cone over a smooth quadric surface Q ⊂ P 5 with vertex in a general line L ⊂ P 5 , and F be a general hypersurface in P 5 of degree m. Then Y has at most ordinary double points and |Sing(Y )| = m, but Y is not factorial.
Therefore, the threefold Y may have relatively small number of singular points and yet not be factorial in the case when the hypersurface G ⊂ P 5 is singular. Example 1.19. Let F and G be general hypersurfaces that contain a two-dimensional linear subspace in P 5 . Then F and G are smooth, the threefold Y has at most isolated ordinary double points, and |Sing(Y )| = (m + k − 2) 2 . On the other hand, the threefold Y is not factorial.
Suppose that G is smooth. The factoriality of Y is proved in [7] and [4] in the case when the complete intersection Y has at most 3m/8 and (m + k − 2)(m − 1)/5 ordinary double points respectively. On the other hand, the following result is implied by Proposition 1.17. Proof. It follows from [9] that the threefold Y is factorial if its singular points impose independent linear conditions on homogeneous forms of degree 2m + k − 6, but Sing(Y ) is a set-theoretic intersection of hypersurfaces in P 5 of degree m + k − 2. Hence, at most (m + k − 2)t singular points of the threefold Y lie on a curve in P 5 of degree t. Moreover, we have
because m k and m 7. Therefore, the singular points of the threefold Y impose independent linear conditions on homogeneous forms on P 5 of degree 2m + k − 6 by Proposition 1.17.
Let η : U → H be a double cover, where H is a smooth hypersurface in P 4 of degree d 2, and η is branched along a surface R ⊂ H that is cut by a hypersurface of degree 2r d such that the surface R has at most isolated ordinary double points. Then the threefold U is called factorial if the group Cl(X) is generated by η * (O P 4 (1)| H ). It follows from [4] that U is factorial if R has at most (2r + d − 2)r/4 singular points, but the following result is implied by Proposition 1.17. Proof. The threefold U is factorial if the singular points of R impose independent linear conditions on homogeneous forms on P 4 of degree 3r + d − 5 (see [9] ), but Sing(R) is a set-theoretic intersection of hypersurfaces of degree 2r + d − 2. Thus, at most (2r + d − 2)k singular points of the surface R lie on a curve of degree k. Moreover, we have (3r + d − 5)/4 2r and
Therefore, the singular points of the surface R impose independent linear conditions on homogeneous forms on P 4 of degree 3r + d − 5 by Proposition 1.17.
We prove Proposition 1.4 in Sections 3, 4 and 5, we prove Theorem 1.11 in Section 6, and we prove Proposition 1.17 in Section 7.
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Preliminaries.
Let X be a smooth variety with a Q-divisor B X = k i=1 a i B i , where B i is a prime divisor on the variety X and a i is a positive rational number. Let π : Y → X be a birational morphism of a smooth variety Y such that the union of all the proper transforms of the divisors B i and all the π-exceptional divisors form a divisor with simple normal crossing. Let B Y be the proper transform of B X on the variety Y , and put
, where E i is an exceptional divisor of the morphism π and a i is a rational number such that the equivalence
holds. Then (Y, B Y ) is called the log pull back of the log pair (X, B X ) with respect to π, while the number a i is called the discrepancy of the log pair (X, B X ) in the π-exceptional divisor E i . A proper irreducible subvariety Z ⊂ X is called a center of log canonical singularities of the log pair (X, B X ) if there is a divisor E on Y contained in the support of the effective part of the divisor ⌊B Y ⌋ such that π(E) = Z. Let L(X, B X ) be the subscheme associated to the ideal sheaf
which is called the log canonical singularity subscheme of (X, B X ). Then the support of the subscheme L(X, B X ) consists of the set-theoretic union of all centers of log canonical singularities of the log pair (X, B X ). Moreover, we have the following result due to [20] .
Theorem 2.1. Suppose that K X + B X + H is numerically equivalent to a Cartier divisor for some nef and big Q-divisor H on the variety X. Then for every i > 0 we have
Proof. It follows from the the Kawamata-Viehweg vanishing that
for all i > 0 (see [17] ). The degeneration of the local-to-global spectral sequence and
On the other hand, we have
for i > 0 by the Kawamata-Viehweg vanishing (see [17] ).
The claim of Theorem 2.1 implies the following result.
Lemma 2.2. Let M be a linear subsystem in |O P n (k)| such that the base locus of the linear system M is zero-dimensional. Then the points of the base locus of the linear system M impose independent linear conditions on homogeneous forms on P n of degree n(k − 1).
Proof. Let Λ be the base locus of the linear system M, and H 1 , · · · , H r be general divisors in the linear system M, where r is sufficiently big. Then we put
The log pair (P n , B P n ) has log terminal singularities (see [17] ) outside of the set Λ, but the inequality mult P (B P n ) n holds for every point P in Λ. Thus, we have Supp(L(P n , B P n )) = Λ.
Since K P n + B P n + H ∼ Q n(k − 1)H, where H is a hyperplane in P n , we see that
by Theorem 2.1. Hence, the points of Λ impose independent linear conditions on homogeneous forms of degree n(k −1), because Supp(L(P n , B P n )) = Λ and L(P n , B P n ) is zero-dimensional.
In fact, in some two-dimensional cases the following corollary of the Ramanujam vanishing theorem (see Proposition 2 in [21] ) can be applied more effectively than Theorem 2.1. Proposition 2.3. Let S be a smooth surface, P be a point on S, and D be an effective 2-connected 2 divisor on the surface S such that D 2 5 and mult P (D) 2. Then there is a divisor in the linear system |K S + D| that does not pass through the point P ∈ S.
Let Σ be a finite subset in P n such that at most λk points of the set Σ lie on a possibly reducible curve in P n of degree k, where λ 2 is a natural number and n 3. Fix a two-dimensional linear subspace Π ⊂ P n and consider the projection
Lemma 2.4. Let Λ be a subset of the set Σ and M be the linear system of hypersurfaces in P n of degree k that contain the set Λ. Suppose that |Λ| > λk but ψ(Λ) is contained in an irreducible curve in Π of degree k. Then the base locus of the linear system M is zero-dimensional.
Proof. Suppose that the base locus of M contains an irreducible curve Z. Let C be an irreducible curve in Π of degree k that contains ψ(Λ) and W be the cone in P n over the curve C and with vertex L. Since W is a hypersurface of degree k in P n that contains the set Λ, it belongs to the linear system M. In particular, the curve Z is contained in W .
The curve Z is mapped onto the curve C because the linear space L is sufficiently general and the curve C is irreducible. Moreover, the curve Z has degree k because ψ| Z is a birational morphism to the curve C.
A point not in Z is mapped to the outside of C by the generality of ψ. Thus, the set Λ must be contained in Z because ψ(Λ) is contained in C. However, the curve Z cannot contain more than λk points of the set Σ by assumption. Proof. For simplicity we assume that n = 4 and L is a line in P 4 . The proof is similar in a general case. Let O be a general point of L, and ψ = β • α, where α : P 4 P 3 is a projection from the point O, and β : P 3 Π is the projection from the point α(L). Then the generality in the choice of the line L implies the generality of the projections α and β.
Let Φ ⊂ Σ be a subset such that |Φ| > 2λ. To conclude the proof it is enough to show that the points of the sets α(Φ) and ψ(Φ) do not lie on a conic in P 3 and Π respectively.
Suppose that α(Φ) is contained in a conic C ⊂ P 3 . Then the conic C is irreducible, because at most λ points of the set α(Φ) can lie on a line. Let D be a linear system of quadric hypersurfaces in P 4 that pass through all points of the set Φ. Then the base locus of the linear system D is zero-dimensional by Lemma 2.4. Let W be a cone in P 4 over C with the vertex O. Then
where D 1 and D 2 are general divisors in the linear system D.
Therefore, the points of the set α(Φ) do not lie on a conic. Suppose that ψ(Φ) is contained in a conic. Then we can repeat the previous arguments to obtain a contradiction.
Lemma 2.7. Let F be a hypersurface in P n of degree d such that F has at most isolated singularities. Then at most k(d − 1) singular points of F lie on a curve in P n of degree k.
Proof. Let f (x 0 , . . . , x n ) be the homogeneous form of degree d such that f (x 0 , . . . , x n ) = 0 defines the hypersurface F , where (x 0 : . . . : x n ) are homogeneous coordinates on P n . Put
where λ i ∈ C. Then the base locus of the linear system D consists of singular points of the hypersurface F . On the other hand, a curve in P n of degree k intersects a generic member of the linear system D at most (d − 1)k times, which implies the claim.
Let us conclude the section with the following simple result.
Lemma 2.8. Let Σ be a finite subset in P n that is a disjoint union of finite subsets Λ and ∆, and P be a point in Σ. Suppose that there is a hypersurface in P n of degree α 1 that contains all points of the set Λ \ P and does not contain P , and for every point Q in the set ∆ there is a hypersurface in P n of degree β 1 that contains all points of the set Σ \ Q and does not contain the point Q. Then there is a hypersurface in P n of degree γ that contains the set Σ \ P and does not contain the point P , where γ is a natural number such that γ max(α, β).
Proof. We may assume that γ = α = β and Λ contains the point P . Put
where Q i is a point in ∆. Let f (x 0 , . . . , x n ) = 0 be the equation of a hypersurface of degree γ that contains Λ \ P and does not contain P , and let g i (x 0 , . . . , x n ) = 0 be the equation of a hypersurface of degree γ that contains Σ \ Q i and does not contain Q i , where (x 0 : · · · : x n ) are homogeneous coordinates on P n . Then for every i ∈ {1, . . . , δ} there is µ i ∈ C such that
is the required hypersurface.
3. Three-dimensional case.
Let Σ be a finite subset in P 3 such that at most (2r − 1)k points of the set Σ lie on a possibly reducible curve of degree k and |Σ| < (2r − 1)r, where r is a natural number.
Proposition 3.1. The points of the set Σ impose independent linear conditions on homogeneous forms on P 3 of degree 3r − 4.
In the rest of the section we prove Proposition 3.1. We may assume that r 2.
Remark 3.2. For simplicity we consider homogeneous forms on P 3 as surfaces in P 3 .
Fix an arbitrary point P of the set Σ. To conclude the proof of Proposition 3.1 it is enough to construct a surface in P 3 of degree 3r − 4 that contains the set Σ \ P and does not contain P . Lemma 3.3. Suppose that Σ ⊂ Π, where Π is a hyperplane in P 3 . Then there is a surface of degree 3r − 4 in P 3 that contains the set Σ \ P and does not contain the point P .
Proof. The claim is obvious in the case r = 2. Therefore, we may assume that r 3. Then
and at most 3r − 4 points of Σ \ P can lie on a line, because 3r − 4 2r − 1. Let us prove that at most k(3r − 1 − k) − 2 points of the set Σ \ P can lie on a possibly reducible curve of degree k (3r − 1)/2. It is enough to show that
for all k (3r − 1)/2. Moreover, we must prove the latter inequality only for k > 1 such that
because otherwise the condition that at most k(3r − 1 − k) − 2 points of the set Σ \ P can lie on a curve of degree k is vacuous. In particular, we may assume that k < r, but
which implies that at most k(3r − 1 − k) − 2 points of Σ \ P lie on a curve of degree k. It follows from Theorem 1.2 that there is a curve C ⊂ Π of degree 3r − 4 that passes through the points of the set Σ \P and does not pass through the point P . Let Y be a sufficiently general cone in P 3 over the curve C. Then Y is the required surface.
Fix a sufficiently general hyperplane Π ⊂ P 3 . Let ψ : P 3 Π be a projection from a general point O ∈ P 3 . Put Σ ′ = ψ(Σ) and P ′ = ψ(P ). Then ψ| Σ : Σ → Σ ′ is a bijection.
Lemma 3.4. Suppose that at most (2r − 1)k points of Σ ′ lie on a curve of degree k. Then there is a surface of degree 3r − 4 in P 3 that contains the set Σ \ P but does not contain the point P .
Proof. Arguing as in the proof of Lemma 3.3 we obtain a curve C ⊂ Π of degree 3r − 4 that passes through the set Σ ′ \ P ′ and does not pass through P ′ . Let Y be the cone in P 3 over the curve C with the vertex O. Then Y is the required surface.
To conclude the proof of Proposition 3.1 we may assume that at least (2r − 1)k + 1 points of the set Σ ′ lie on a curve in Π of degree k. Moreover, we may assume that k is the smallest natural number having such property. Then k 2 by Corollary 2.5, which implies r 3.
Remark 3.5. In fact, we have k 3 by Lemma 2.6.
Hence, there is a subset Λ 1 k ⊆ Σ such that |Λ 1 k | > (2r − 1)k and all points of the set ψ(Λ 1 k ) lie on a curve C ⊂ Π of degree k 3. Moreover, the curve C is irreducible and reduced due to the minimality of the natural number k. Similarly, we can get a disjoint union
where Λ i j is a subset in Σ such that |Λ i j | > (2r − 1)j, all the points of the subset ψ(Λ i j ) lie on an irreducible reduced curve in Π of degree j, and at most (2r − 1)ζ points of the subset
lie on a curve in Π of degree ζ.
Remark 3.6. The set Λ 1 k is not empty, but we may have Λ i j = ∅ for j = k and i = 1. Therefore, we have c k 1, but c j 0 for j k. Put
and let Ξ i j be the base locus of the linear system of surfaces in P 3 of degree j that contains the set Λ i j if Λ i j = ∅, and put Ξ i j = ∅ for Λ i j = ∅. Then Ξ i j is a finite set by Lemma 2.4 and
Corollary 3.8. The inequality l i=k ic i < r holds. The points of the set Ξ i j impose independent linear conditions on homogeneous forms on P 3 of degree 3(j − 1) by Lemma 2.2, where Λ i j ⊆ Ξ i j by construction. Put
Lemma 3.9. Suppose that Σ ⊆ Ξ. Then there is a surface in P 3 of degree 3r − 4 that contains all points of the set Σ \ P and does not contain the point P ∈ Σ.
Proof. For every Ξ i j containing P there is a surface of degree 3(j − 1) that contains Ξ i j \ P and does not contain P by Lemma 2.2. For every Ξ i j not containing the point P there is a surface of degree j that contains Ξ i j and does not contain P by the definition of the set Ξ i j . The inequality j < 3(j − 1) holds, because k 2. Therefore, for every Ξ i j = ∅ there is a surface F j i ⊂ P 3 of degree 3(j − 1) that contains Ξ i j \ P and does not contain P . Put
The surface F has degree l i=k 3(i − 1)c i . Moreover, the surface F passes through all points of the set Σ \ P and does not pass through the point P . It follows from Corollary 3.8 that Lemma 3.11. Suppose that at least d + 1 points of the setΣ lie on a line in Π. Then there is a surface in P 3 of degree 3r − 4 containing Σ \ P and not passing through the point P .
Proof. We have |Σ| d + 1. Hence, it follows from the equation 3.7 that
We know that at most 2r − 1 points of the setΣ lie on a line in Π. Therefore, we have
It follows from the equation 3.7 that the set Σ \ (Ξ ∩ Σ) contains at most 4r − 4 points, but at most 2r − 1 points of the set Σ lie on a line. Therefore, the points of the set Σ \ (Ξ ∩ Σ) impose independent linear conditions on the homogeneous forms on P 3 of degree 2r − 2 by Theorem 1.1.
We have a surface F of degree l i=k 3(i − 1)c i 3r − 9 that contains (Ξ ∩ Σ) \ P and does not contain P , and we have a surface G of degree r − 2 that contains Ξ ∩ Σ and does not contain any point of the set Σ \ (Ξ ∩ Σ). In particular, for every point Q in the set Σ \ (Ξ ∩ Σ) there is a surface that contains Σ \ Q and does not contain Q. Hence, it follows from Lemma 2.8 that there is a surface in P 3 of degree 3r − 4 that contains Σ \ P and does not contain P .
Therefore, we may assume that at most d points of the setΣ lie on a line in Π.
Lemma 3.12. At most t(d + 3 − t) − 2 points ofΣ lie on a curve in Π of degree t (d + 3)/2.
Proof. At most (2r − 1)t of the points ofΣ lie on a curve in Π of degree t. Therefore, to conclude the proof it is enough to show that t(d + 3 − t) − 2 (2r − 1)t for all t (d + 3)/2, and we may assume that t > 1 and t(d + 3 − t) − 2 < |Σ|. We have
because t > 1. Therefore, we may assume that the inequalities t(d + 3 − t) − 2 < |Σ| and
is increasing for x < (d + 3)/2, and the inequality
holds. Hence, the equation 3.7 implies
which leads to
which is a contradiction.
Therefore, we can apply Theorem 1.2 to the blow up of Π at the points of the setΣ. Put
where Q i is a point. Arguing as in the proof of Lemma 3.4, we see that for every point Q i there is a surface B i ⊂ P 3 of degree d that contains the set Φ \ Q i and does not contain the point Q i .
Lemma 3.13. Suppose that P ∈ Φ. Then there is a surface in P 3 of degree 3r − 4 that contains all points of the set Σ \ P and does not pass through the point P .
Proof. We have P = Q i for some i ∈ {1, . . . , γ}. Then B i is a surface of degree d that contains all points of the set Φ \ Q i and does not contain the point Q i . On the other hand, we already have a surface G of degree 3r − 4 − d that contains the subset Ξ ∩ Σ and does not pass through any point of the set Φ. Hence, the union G ∪ B i is the required surface.
Therefore, we may assume that the set Ξ contains the point P , but we already constructed the surfaces F and G of degree l i=k 3(i − 1)c i 3r − 4 and 3r − 4 − d respectively such that the surface F contains the set (Ξ ∩ Σ) \ P and does not contain P , and the surface G contains the set Ξ ∩ Σ and does not contain any point of the set Σ \ (Ξ ∩ Σ). Thus, the union G ∪ B i is a surface in P 3 that contains the set Σ \ Q i and does not contain Q i . Hence, we can apply the claim of Lemma 2.8 to obtain a surface of degree 3r − 4 that contains the set Σ \ P and does not contain the point P , which concludes the proof of Proposition 3.1.
Proposition 3.14. Suppose that |Σ| (2r − 1)(r − 1) and r 4. Then there is a surface of degree 3r − 5 in P 3 that contains the set Σ \ P and does not contain the point P .
Proof. Fix a sufficiently general hyperplane Π ⊂ P 3 . Let ψ : P 3 Π be a projection from a general point O ∈ P 3 . Put Σ ′ = ψ(Σ) and P ′ = ψ(P ). Then the proof of Lemma 3.3 and the inequality r 4 imply that there is a surface of degree 3r − 5 in P 3 that contains Σ \ P but does not contain the point P in the case when at most (2r − 1)k points of Σ ′ \ P ′ lie on a curve of degree k. Thus, we may assume that at least (2r − 1)k + 1 points of the set Σ ′ \ P ′ lie on a curve of degree k, where k 3 by Lemma 2.6. Hence, we have a disjoint union
where Λ i j is a subset in Σ such that |Λ i j | > (2r − 1)j, all the points of the subset ψ(Λ i j ) lie on an irreducible curve of degree j, and at most (2r
) lie on a curve in Π of degree ζ. Hence, we have
which implies that l i=k ic i < r − 1. Let Ξ i j be the base locus of the linear system of surfaces in P 3 of degree j that contains all points of the set Λ i j . Then Ξ i j is a finite set by Lemma 2.4, and the points of the set Ξ i j impose independent linear conditions on homogeneous forms of degree 3(j − 1) by Lemma 2.2.
The proof of Lemma 3.9 imply the existence of a surfaces F and G in P 3 of degree l i=k 3(i − 1)c i and l i=k ic i respectively such that F contains (Ξ ∩ Σ) \ P and does not contain P , but G contains the set Ξ ∩ Σ and does not contain any point in Σ \ (Ξ ∩ Σ). In particular, there is a surface of degree 3r − 5 in P 3 that contains the set Σ \ P and does not contain the point P in the case when Σ ⊂ Ξ, because
Let Q be an arbitrary point inΣ in the case when P ∈Σ, and otherwise put Q = P . It follows from the proof of Proposition 3.1 that to construct a surface of degree 3r − 5 that contains Σ \ P and does not contain P it is enough to check that the subsetΣ \ ψ(Q) ⊂ Π and the number d satisfy all the hypotheses of Theorem 1.2.
We may assume that ∅ =Σ Σ ′ . Moreover, we have 
which is a contradiction. Therefore, at most d points of the setΣ \ ψ(Q) lie on a line.
To conclude the proof we must show that at most t(d + 3 − t) − 2 points ofΣ \ ψ(Q) lie on a curve of degree t such that 2 t (d + 3)/2. On the other hand, at most (2r − 1)t points of the setΣ \ ψ(Q) lie on a curve of degree t by construction. To conclude the proof it is enough to show that t(d + 3 − t) − 2 (2r − 1)t for every t 2 such that t(d + 3 − t) − 2 < |Σ \ ψ(Q)|.
Suppose that t(d + 3 − t) − 2 < t(2r − 1) and t(d + 3 − t) − 2 < |Σ \ ψ(Q)|, where t 2. Then
The obtained contradiction concludes the proof. In fact, the proof of Proposition 3.1 implies the following result.
Proposition 3.15. Let Ω be a finite subset in P 3 such that at most 2rk points of Ω lie on a possibly reducible curve of degree k and |Ω| < 2r 2 , where r is a natural number. Then the points of the set Ω impose independent linear conditions on homogeneous forms on P 3 of degree 3r − 3.
Proof. We can literally repeat all steps of the proof of Proposition 3.1 to prove that the points of the set Ω impose independent linear conditions on homogeneous forms on P 3 of degree 3r−3.
Therefore, the claim of Proposition 1.4 is proved for n = 3.
Four-dimensional case.
Let Σ be a finite subset in P 4 such that at most λk points of the set Σ lie on a possibly reducible curve of degree k and |Σ| < λ(λ + 1)/2, where λ 3 is a natural number.
Proposition 4.1. The points of the set Σ impose independent linear conditions on homogeneous forms on P n of degree 2λ − 4.
Let us prove Proposition 4.1. We consider homogeneous forms on P 4 as hypersurfaces, and we assume that λ 4, because the claim of Proposition 4.1 follows from the claim of Theorem 1.1 in the case when λ 3. Fix a point P of the set Σ. To prove the claim of Proposition 4.1 we must find a hypersurface in P 4 of degree 2λ − 4 that contains Σ \ P and does not contain P .
Lemma 4.2.
Suppose that there is a two-dimensional linear subspace Π ⊂ P 4 that passes through all points in Σ. Then there is a hypersurface of degree 2λ − 4 that contains Σ \ P but does not contain the point P ∈ Σ.
Proof. Arguing as in the proof of Lemma 3.3, we see that it is enough to prove the following:
• the inequalities 2λ − 4 3 and |Σ| ⌊(2λ − 1)/2⌋ 2 hold;
• at most k(2λ − 1 − k) − 2 points of Σ lie on a curve of degree k ⌊(2λ − 1)/2⌋. The inequalities 2λ − 3 3 and |Σ| ⌊(2λ − 1)/2⌋ 2 are obvious. Moreover, at most λ points in Σ lie on line, which implies that at most 2λ − 4 points in Σ lie on line, because 2λ − 4 λ.
Let us prove that at most k(2λ − 1 − k) − 2 points of the set Σ can lie on a possibly reducible curve of degree k ⌊(2λ − 1)/2⌋, where k > 1. It is enough to show that
which implies that we may assume that k λ − 1. Then k(2λ − 1 − k) − 2 |Σ|, which implies that at most k(2λ − 1 − k) − 2 points of the set Σ can lie on a curve of degree k.
Fix a general two-dimensional linear subspace Π ⊂ P 4 . Let ψ : P 4 Π be a projection from a general line L ⊂ P 4 . Put Σ ′ = ψ(Σ) and P ′ = ψ(P ). Then ψ| Σ : Σ → Σ ′ is a bijection.
Remark 4.3. It follows from the proofs of Lemmas 3.4 and 4.2 that there is a hypersurface of degree 2λ − 4 that contains Σ \ P and does not contain P in the case when at most λk points of the set Σ ′ lie on a curve of degree k. So, we may assume that at least λδ + 1 points of Σ ′ lie on a curve of degree δ. Then δ 3 by Corollary 2.5 and Lemma 2.6, which implies λ 6.
Arguing as in the proof of Proposition 3.1, we can construct the finite subset Ξ ⊂ P 4 such that the following conditions hold:
• at most λk points of the set ψ(Σ \ (Σ ∩ Ξ)) lie on a curve in Π of degree k;
• the set Σ ∩ Ξ contains more than l i=k c i λi points, where c i is a non-negative integer; • the inequalities c k > 0 and k 3 hold;
• there are hypersurfaces F and G of degree l i=k 4(i − 1)c i and l i=k ic i respectively such that F contains the set (Ξ ∩ Σ) \ P and does not contain the point P ∈ Σ, but G contains the set Ξ ∩ Σ and does not contain any point of the set Σ \ (Ξ ∩ Σ).
The inequalities |Σ ∩ Ξ| > l i=k c i λi and |Σ| < λ(λ + 1)/2 imply that
which implies the existence of a hypersurface in P 4 of degree 2λ − 4 that contains Σ \ P and does not contain P if Σ ⊂ Ξ. Hence, we may assume that Σ ⊂ Ξ.
The proof of Proposition 3.1 implies that to conclude the proof of Proposition 4.1 it is enough to check that the following conditions hold:
• the inequalities d 3 and |Σ| ⌊(d + 3)/2⌋ 2 hold;
• at most t(d + 3 − t) − 2 points ofΣ lie on a curve of degree t (d + 3)/2. Proof. Suppose that at least d + 1 points of the setΣ lie on a line. Then d λ − 1, because at most λ points of the setΣ lie on a line. Therefore, we have the inequality
which implies that λ + (λ/2 − l i=k ic i ) 6, but λ 6. Hence, we have λ = 6 and l i=k ic i = 3, which implies that d = 5. In particular, we have |Σ| 20, and Σ ∩ Ξ contains at least 19 points, which contradicts to the assumption that at least d + 1 points of the setΣ lie on a line.
At most d points of the setΣ lie on a line, and at most λt points of the setΣ lie on a curve of degree t. Thus, it is enough to show that t(d + 3 − t) − 2 λt for every t (d + 3)/2 such that the inequalities t(d + 3 − t) − 2 < |Σ| and t > 1 hold. We have
because t > 1. Therefore, we may assume that
is increasing for x < (d + 3)/2. Thus, we have
which implies λ − 1 < (λ + 1)/2. Hence, we have λ 3, which is a contradiction.
The claim of Proposition 4.1 is proved, which implies the claim of Proposition 1.4 for n = 4.
Proposition 4.6. Let V be a hypersurface in P 4 of degree d 3 that has at most isolated ordinary double points. Then the hypersurface V is factorial in the case |Sing(
Proof. It follows from [9] that V is factorial if and only if the points of Sing(V ) impose independent linear conditions on homogeneous forms on P 4 of degree 2d − 5. On the other hand, at most (d − 1)k singular points of the hypersurface V lie on a curve in of degree k by Lemma 2.7, which easily implies the required claim in the case d = 3. Thus, we may assume that d 4.
Suppose that |Sing(V )| d(d−1)/2. Then the points of Sing(V )\O impose independent linear conditions on homogeneous forms of degree 2d − 6 by Proposition 4.1, where O is any singular point of the threefold V . Thus, the points of Sing(V ) impose independent linear conditions on homogeneous forms of degree 2d − 5, which implies that the hypersurface V is factorial.
Hence, the claim of of Proposition 4.1 is stronger than the claim of Proposition 1.4 for n = 4.
Higher-dimensional case.
Let Σ be a finite subset in P n such that at most λk points of the set Σ lie on a possibly reducible curve of degree k and |Σ| < λ⌈λ/2⌉, where n 5 and λ is a natural number.
Proposition 5.1. The points of the set Σ impose independent linear conditions on homogeneous forms on P n of degree ⌊nλ/2 − n⌋.
In the rest of the section we prove Proposition 5.1. We assume λ 4, and we consider homogeneous forms as hypersurfaces. Fix a point P in Σ. To prove Proposition 5.1 it is enough to find a hypersurface in P n of degree ⌊nλ/2 − n⌋ that contains Σ \ P but does not contain P .
Lemma 5.2. Suppose that there is a two-dimensional linear subspace Π ⊂ P n that passes through all points of the set Σ. Then there is a hypersurface of degree ⌊nλ/2 − n⌋ in P n that contains the set Σ \ P and does not contain the point P .
Proof. Put d = ⌊nλ/2 − n⌋. Then arguing as in the proof of Lemma 3.3, we see that it is enough to check that we can apply Theorem 1.2 to the subset Σ ⊂ Π and the natural number d.
We have |Σ| < λ(λ + 1)/2 and d (nλ − 2n − 1)/2. Therefore, we have
because the inequalities λ 4 and n 5 imply that
At most d points of Σ lie on a line, because d (nλ − 2n − 1)/2 λ, but at most λ points of the set Σ lie on a line. Let us prove that at most k(d + 3 − k) − 2 points of the set Σ can lie on a possibly reducible curve of degree k (d + 3)/2, where k > 1. It is enough to show that
hold, but k(d + 3 − k) − 2 kλ if and only if d + 3 − λ > k. Hence, to conclude the proof we may assume that k d + 3 − λ and
which implies that (n − 3)λ 2 − (2n − 4)λ − 4 < 0, but we have
Fix a sufficiently general two-dimensional linear subspace Π ⊂ P n . Let ψ : P n Π be a projection from a sufficiently general linear subspace Υ ⊂ P n of dimension n − 3. Put Σ ′ = ψ(Σ) and P ′ = ψ(P ). Then ψ| Σ : Σ → Σ ′ is a bijection.
The proofs of Lemmas 3.4 and 5.2 imply the existence of a hypersurface of degree ⌊nλ/2 − n⌋ that contains the set Σ \ P and does not contain the point P in the case when at most λk points of the set Σ ′ lie on a possibly reducible curve in Π of degree k. Therefore, we may assume that at least λk + 1 points of the set Σ ′ lie on a curve in Π of degree k, and we may assume that k is the smallest natural having such property. Then k 2 by Corollary 2.5, which implies λ 5.
There is a disjoint union of finite sets
where Λ i j is a subset in Σ such that |Λ i j | > λj, all the points of the subset ψ(Λ i j ) lie on an irreducible curve in Π of degree j, and at most λζ points in
) lie on a curve in the two-dimensional linear subspace Π of degree ζ, where k 2 and c k 1. Put
where C i is an irreducible reduced curve, and m i is a natural number. We may assume that C i = C j for i = j, and C = β i=1 C i , where β α. Suppose that m γ = 1 for some j α. Then the curve C γ contains (2r − 1)deg(C γ ) singular points of the surface S, because at most (2r − 1)k singular points of S can lie on a possibly reducible curve in P 3 of degree k. On the other hand, the curve S| Π must be singular at every singular point of the surface S that is contained in C γ , but the proof of Lemma 2.7 implies that the curve C is smooth at every singular point of the surface S that is contained in C. We have
but the equalities
holds, which implies that deg(C γ ) = 1 and m i = 1 for every i. The curve S| Π must be singular at every point of the surface S contained in the curve C. Therefore, we have β < α and every singular point of the surface S that is contained in C must be an intersection point of C and the curve α i=β+1 m i C i , which consists of at most r 2 points, which is a contradiction. Hence, we have m i 2 for every i, which implies that α = β and m i = 2 for every i. Let f (x, y, z, w) be the homogeneous form of degree 2r such that f (x, y, z, w) = 0 defines the surface S, where (x : y : z : w) are homogeneous coordinates on P 3 . We may assume that Π is given by the equation x = 0. Then f (0, y, z, w) = g r (y, z, t) 2 , where g r (y, z, t) is a homogeneous polynomial of degree r such that C is given by x = g r (y, z, w) = 0. Therefore, we have f (x, y, z, w) = xg 2r−1 (x, y, z, w) − g 2 r (y, z, w), where g 2r−1 (x, y, z, w) is a homogeneous polynomial of degree 2r − 1.
Lemma 6.2. Let C be a irreducible reduced curve in P 3 of degree k that is not contained in a hyperplane in P 3 . Then C contains at most (2r − 1)k − 2 singular points of the surface S.
Proof. Suppose that C contains at least (2r − 1)k − 1 singular points of S. Then C ⊂ S.
Let O be a general point of C, and ψ : P 3 Π be a projection from O, where Π be a general hyperplane in P 3 . Then ψ| C is a birational morphism. Put Z = ψ(C). Then Z has degree k − 1.
Let Y be a cone in P 3 over Z with the vertex O. Then C ⊂ Y , but Y does not tangent the surface S along C, because C is not contained in a hyperplane. Put S| Y = C + R, where R is a curve of degree 2rk − k − 2r. Then the generality in the choice of the point O implies that the curve R does not contains rulings of the cone Y .
Let α :Z → Z be the normalization of the curve Z. Then there is a commutative diagram
where β is a birational morphism,Ȳ is smooth, and π is a P 1 -bundle. Let L be a general fiber of π, and E be a section of π such that β(E) = O. Then E 2 = −k + 1 on the surfaceȲ . LetC andR be proper transforms of C and R on the surfaceȲ respectively, and Q be a point of the set Sing(S) ∩ C. Then there is a pointQ ∈Ȳ such that β(Q) = Q andQ ∈ Supp(C ·R), butC ≡ E + kL andR ≡ (2r − 2)E + (2rk − k − 2r)L. Therefore, we have (2r − 1)k − 2 =C ·R (2r − 1)k − 1, which is a contradiction. Now we prove Theorem 1.11. Put Σ = Sing(S), and suppose that |Σ| (2r − 1)r + 1, but the surface S can not be defined by the equation 1.6. Fix a point P in Σ. To prove Theorem 1.11 it is enough to find a surface in P 3 of degree 3r − 4 that contains Σ \ P and does not contain P . Lemma 6.3. Suppose that (2r − 1)r points in Σ lie on a curve of degree r. Then there is a surface of degree 3r − 4 in P 3 that contains the set Σ \ P and does not contain the point P .
Proof. Let C be a curve of degree r that contains (2r − 1)r points of the set Σ. Then C must be a reducible curve by Lemmas 6.1 and 6.2. Let C = α i=1 C i , where C i is an irreducible curve of degree d i 1 and α 2. Then C i contains (2r − 1)d i points of the set Σ, and every point of the set Σ is contained in at most one curve C i by Lemma 2.7.
Let C β be a component of the curve C that does not contain the point P . Then there is a hyperplane Π ⊂ P 3 that contains the curve C β by Lemma 6.2. Moreover, the hyperplane Π does not contain all components of the curve C by Lemma 6.1. We may assume that Π does not contain the point P , and in the when d β = 1 we may choose the hyperplane Π in such a way that Π contains at least one point of the set Σ that is not contained in the curve C β .
The hyperplane Π contains at least 2r points in Σ. Let Γ be the subset of the set Σ that consists of all points not contained in Π. Then Γ contains at most (2r − 1)(r − 1) points, but the set Γ contains P . There is a surface F ⊂ P 3 of degree 3r − 5 that contains Γ \ P and does not contain P by Proposition 3.14. Thus, the union F ∪ Π is the required surface.
Therefore, we may assume that less than (2r − 1)r points of the set Σ lie on a possibly reducible curve of degree r. Fix a general hyperplane Π ⊂ P 3 . Let ψ : P 3 Π be a projection from a general point O ∈ P 3 . Put Σ ′ = ψ(Σ) and P ′ = ψ(P ). Then ψ| Σ : Σ → Σ ′ is a bijection.
Lemma 6.4. Suppose that at most (2r − 1)k points of the set Σ ′ \ P ′ lie on a possibly reducible curve of degree k, and less than (2r − 1)r points of the set Σ ′ lie on a possibly reducible curve of degree r. Then there is a surface of degree 3r − 4 that contains Σ \ P and does not contain P .
Proof. The inequality r 4 implies that Σ ′ \ P ′ 2r − 1 r 3r + 1 2
2
, and at most 3r − 4 points of Σ ′ \ P ′ can lie on a line, because 3r − 4 2r − 1. Let us prove that at most k(3r − 1 − k) − 2 points of the set Σ ′ \ P ′ lie on a possibly reducible curve of degree k (3r − 1)/2. It is enough to show that the inequality
holds for all k (3r − 1)/2 such that k 2 and k(3r − 1 − k) − 2 < |Σ ′ \ P ′ |. We have k(3r − 1 − k) − 2 k(2r − 1) ⇐⇒ r > k, because k 2. Hence, we may assume that k r. Then
which implies that k = r. Therefore, we may assume that at least (2r − 1)r − 1 points of the set Σ ′ \ P ′ lie on a possibly reducible curve C ⊂ Π of degree r. The union of the cone over C with the vertex O and a general surface of degree 2r − 4 is the required surface in the case when P ∈ C. Hence, we may assume that C contains P , which implies that at least (2r − 1)r in Σ ′ lie on a curve of degree r, which is impossible.
It follows from Theorem 1.2 that there is a curve Z ⊂ Π of degree 3r − 4 that contains Σ \ P and does not contain P . The cone over Z with the vertex O is the required surface.
Thus, we may assume that either at least (2r − 1)k + 1 points of Σ ′ \ P ′ lie on a curve of degree k, or at least (2r − 1)r points of Σ ′ lie on a possibly reducible curve of degree r.
Lemma 6.5. Suppose that at most (2r − 1)k points of Σ ′ \ P ′ lie on a possibly reducible curve of degree k. Then there is a surface of degree 3r − 4 that contains Σ \ P and does not contain P .
