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Tato práce se zabývá problematikou komprese obrazu pomocí vlnkové transformace. První
část tohoto dokumentu poskytuje čtenáři informace o problematice komprese obrazu, před-
stavuje nejznámější současné postupy a detailněji probírá vlnkovou transformaci a následná
kódování. Jsou představeny standardy JPEG a JPEG 2000. V druhé části se rozebírá způ-
sob implementace, inovativní postupy a optimalizace. Třetí část je věnována srovnání a
vyhodnocení dosažených výsledků.
Abstract
This thesis is focused on subject of image compression using wavelet transform. The first
part of this document provides reader with information about image compression, presents
well known contemporary algorithms and looks into details of wavelet compression and
following encoding schemes. Both JPEG and JPEG 2000 standards are introduced. Second
part of this document analyzes and describes implementation of image compression tool
including inovations and optimalizations. The third part is dedicated to comparison and
evaluation of achievements.
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Komprese obrazu je velmi důležitá technika, bez které by spousta věcí považovaných za
samozřejmé nebyla možná. Je to dáno tím, že se s obrazem setkáváme doslova na každém
kroku a bez komprimované podoby by ho v mnoha případech nebylo vůbec možné použít.
Nemusíme se ani omezovat na stacionární obraz, komprese obrazu zasahuje i do jiných
oblastí – například komprese videa. V dnešní době, kdy multimédia jsou na vzestupu a
zvyšují se požadavky na kvalitu těchto služeb, je efektivní komprese obrazu velmi žádoucí.
Existuje mnoho různých způsobů, jak redukovat objem informací uložených v obraze a
jedním takovým způsobem je i použití vlnkové transformace. Zmiňovaná oblast je relativně
nová, stále se rozšiřuje a je jí z řad odborníků věnována velká pozornost. Tato práce se věnuje
dané problematice a provádí implementaci vybraných metod a postupů včetně srovnání a
vyhodnocení dosažených výsledků.
V kapitole Komprese obrazu je představeno teoretické pozadí metod komprese obrazu.
Nejprve jsou definovány a dále rozvedeny pojmy jako obraz, barevné modely nebo kvalita.
Sledují se především vlastnosti z pohledu komprese obrazu, obecně zpracování signálů. Pro
hodnocení kvality jsou představeny známé metody jako je PSNR a SSIM, ale i novinka
BD–PSNR. Dále je rozebrán obecný pohled na kompresi obrazu, z něhož vycházejí stan-
dardy jako je JPEG a JPEG 2000. Prvně zmíněný je představený na základní úrovni a je
zde také vysvětlena diskrétní kosinová transformace. Následuje detailnější výklad vlnkové
transformace, kde se od obecné podoby postupně konverguje k cílovému uplatnění v kom-
presi obrazu. Nejvíce pozornosti je věnováno diskrétní vlnkové transformaci, její 2D variantě
a samotným vlnkám. Druhá část teoretického celku je věnována kódování koeficientů DWT
a jednotlivým algoritmům. Na začátku jsou popsány základní principy komprese, ze kterých
vycházejí dále popisované algoritmy. Je představena většina významných kódování DWT,
například EZW, SPIHT, EBCOT, WDR, EZBC, MRWD a další. U každého algoritmu je
vysvětlen jeho stěžejní princip a je porovnán s ostatními. Tato část je zakončena popisem
standardu JPEG 2000.
Kapitola Implementace pojednává o návrhu a realizaci aplikace. Nejprve je představen
konceptuální a architektonický návrh jak knihovny pro kompresi obrazu, tak srovnávací
aplikace. Práce pokračuje popisem realizace. Vzhledem k rozsahu implementovaných algo-
ritmů je popis implementace omezen jen na významné části kódování a především na vlastní
modifikace a vylepšení výše popsaných algoritmů. Mezi nejvýznačnější implementované al-
goritmy patří EBCOT, EZBC a WDR společně s jejich modifikacemi. Prostor je věnován
popisu aritmetického kodéru a jeho kontextově–adaptibilní verzi, stejně tak jako serializaci
dat.
Kapitola Srovnání je zaměřena na vyhodnocení implementovaných algoritmů komprese
obrazu. Výchozím bodem je popis implementované srovnávací aplikace a návrh metodiky
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srovnání, včetně definice vzorku testovacích dat. Z důvodu značného počtu variant kódo-
vání obrazu v rámci implementované knihovny je zvolen postup s redukcí počtu srovnání
včetně metod sjednocení četných výsledků do přehledných grafů a tabulek. Následují sa-
motná srovnání, která se zpočátku věnují jednotlivým možnostem kódovací knihovny a
hledají nejlepší varianty nastavení. Z těchto poznatků je sestaveno celkové srovnání imple-
mentovaných algoritmů. Výsledky jednotlivých srovnání jsou vyhodnoceny a diskutovány
v širším kontextu. Ve srovnání jsou jako referenční body zvoleny JPEG a JPEG 2000.
Cíle práce se shodují se zmíněnými třemi kapitolami. Prvním krokem bylo seznámení
se s problematikou komprese obrazu pomocí vlnkové transformace, což se odrazilo přímo v
teoretické části. Druhým cílem byl návrh následovaný implementací knihovny pro kompresi
obrazu. Této části se věnuje právě kapitola Implementace. Těžiště tohoto celku spočívá
v implementaci řady kódovacích algoritmů, více vlnek, několika barevných prostorů a en-
tropických kodérů. Třetím významným cílem je srovnání, analýza a diskuse dosažených
výsledků za pomoci vlastního srovnávacího nástroje.
Pro realizaci diplomové práce jsem se rozhodl aplikovat odlišné schéma práce než jsem
použil u bakalářské práce. Zadání práce je jednoznačné. Několika body je stanoveno, co musí
být splněno jako semestrální projekt a co jako celá diplomová práce. Rozdělení odpovídá
zhruba dvěma celkům, a to teoretické a návrhové části v rámci semestrálního projektu, a
implementační, srovnávací a vyhodnocovací fázi jakožto dokončení diplomové práce. Toto
schéma jsem se snažil dodržet u své bakalářské práce, ale vedlo to k jejímu ne zcela dobře
strukturovanému obsahu. Ke konci jsem totiž získával odlišný celkový pohled na problema-
tiku a bylo nutné provádět někdy i zásadní změny v obsahu již hotové práce. Tento přístup
velmi připomíná vodopádový model vývoje. Proto jsem se rozhodl použít poznatky z ob-
lasti softwarového inženýrství a aplikovat alespoň částečně iterativní a inkrementální model.
Zde bych chtěl podotknout, že na výsledné struktuře práce by se tento alternativní postup




AC Arithmetic Coder/Arithmetic Coding
BD–PSNR Bjontegaard Delta PSNR
CABAC Context Adaptive Binary Arithmetic Coder
CAGAC Context Adaptive Generic Arithmetic Coder
CDF Cohen-Daubechies-Feauveau
CWT Continuous Wavelet Transform – spojitá vlnková transformace
DCT Discrete Cosine Transform – diskrétní kosinová transformace
DWT Discrete Wavelet Transform – diskrétní vlnková transformace
EBCOT Embedded Block Coding with Optimized Truncation
EC Embedded Coding
EZBC Embedded ZeroBlock Coding
EZW Embedded Zerotree Wavelet
FR Full Reference (method) – plně referenční
JFIF JPEG File Interchange Format
JPEG Joint Photographic Experts Group
JTC Joint Technical Committee
LSB Least Significant Bit
MDH Multiresolution Decomposition Hierarchy
MRA Multiresolution Analysis – multirozklad
MRWD Morphological Representation of Wavelet Data
MSB Most Significant Bit
MSE Mean Square Error – střední kvadratická odchylka
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PSNR Peak Signal to Noise Ratio – špičkový odstup signálu od šumu
QMF Quadrature Mirror Filter – kvadraturně zrcadlové filtry
RD Rate Distortion
RLE Run-Length Encoding
ROI Region Of Interest
SLCCA Significance Linked Connected Component Analysis
SPIHT Set Partitioning in Hierarchical Trees
SSIM Structural Similarity
WCF Wavelet Cascade Filter – kaskáda vlnkových filtrů




Komprese obrazu je činnost, při které dochází k odstranění redundantních nebo málo vý-
znamných informací z obrazu za účelem získání výhodnější podoby pro přenos nebo uložení.
Dříve než bude rozvedena problematika komprese, je důležité se podívat na vlastnosti a
atributy samotného obrazu.
2.1 Obraz
Obraz je chápán jako vyobrazení vizuálního vnímání, obvykle v dvourozměrné podobě.
Důležitým faktorem u obrazu je fakt, že ve většině případů reflektuje nějaký objekt, jehož
podoba není zcela náhodná, ale existují v ní určité závislosti. Tyto závislosti jsou pak
uloženy i v obraze a hrají klíčovou roli pro komprimování. Komprese obrazu se vztahuje
k jeho digitální podobě, konkrétně k rastrovému typu (v textu dále jen jako obraz). Rastrový
obraz je složen z konečného počtu bodů – pixelů – uspořádaných do matice o konkrétních
rozměrech, označovaných jako rozlišení. Jednotlivé body nesou informaci o vlastnostech
odpovídající oblasti vyobrazeného objektu (barvu, jas). U barevného obrazu se využívá jeho
rozložené formy na složky. Co přesně reprezentují jednotlivé složky je předmětem barevných
modelů.
2.1.1 Barevné modely
Barevné modely představují jednu z prvních příležitostí pro kompresi obrazu. Z vlastností
lidského vnímání lze určit, které složky jsou méně významné a které naopak důležité. Lidský
zrak je citlivější více na změnu jasu než na změnu barvy. Většina zobrazovacích zařízení
však využívá technologii aditivního skládání barev ze tří rovnocenných složek RGB. Používá
se proto více různých barevných modelů, některé jsou vhodnější pro kompresi, jiné zase pro
počítačové zpracování nebo zobrazení.
RGB
U schématu RGB jsou zastoupeny tři rovnocenné barevné složky – červená, zelená a modrá.
Jedná se o aditivní barevný model využívající vlastnosti skládání světel RGB pro dosažení
široké škály barev. V počítačové grafice se lze nejčastěji setkat s podobou RGB24, což
znamená, že na tři složky je vyhrazeno 24 bitů, tzn. 8 bitů na jednu složku, 256 úrovní.
Existují varianty i s více než 8 bity na kanál, ale vzhledem k minimálnímu rozšíření zařízení
podporující zobrazení více než 8 bitů (většina současných LCD – TN matice – nezobrazuje
ani plnohodnotných 8 bitů na kanál, ale jen 6 bitů pomocí FRC), jsou spíše výjimkou
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pro profesionální použití. RGB24 umožňuje reprezentaci 224 hodnot, což je přibližně 16,7
miliónu barev.
Y’CbCr
Jedná se o skupinu barevných modelů založených na rozdělení složek na jasovou, červenou
chrominanční a modrou chrominanční. Existují verze jako je YPbPr, což je analogová va-
rianta YCbCr. Díky tomu, že tento model využívá rozdělení lépe aproximující lidský zrak,
je zastoupen v procesu zpracování obrazu a videa. Lze jej převádět na R’G’B’, jedná se
o formu kódování R’G’B’ informace. Převody 8bitové podoby jsou definovány ve standardu
JFIF. V případě R’G’B’ s rozsahem 0–255 (ne definovaný 16–235) je vhodné pro převod
použít následující vztahy.
Y = 0,257R′ + 0,504G′ + 0,098B′ + 16
Cb = −0,148R′ − 0,291G′ + 0,439B′ + 128
Cr = 0,439R′ − 0,368G′ − 0,071B′ + 128
(2.1)
R′ = 1,164(Y − 16) + 1,596(Cr − 128)
G′ = 1,164(Y − 16)− 0,813(Cr − 128)− 0,392(Cb− 128)
B′ = 1,164(Y − 16) + 2,017(Cb− 128)
(2.2)
Y’CbCr patří mezi tzv. ireverzibilní transformace barevných prostorů, protože je imple-
mentován v desetinných číslech a dochází tak k zaokrouhlovacím chybám. Proto je vhodný
jen pro ztrátovou kompresi. Naopak reverzibilní transformace je umožněna modelem mYUV,






CB = B −G
CR = R−G
(2.3)
R = CR +G





B = CB +G
(2.4)
2.1.2 Kvalita
Jedním z důležitých atributů digitálního obrazu je jeho kvalita. Co se však rozumí pod
pojmem kvalita? V drtivé většině případů je obraz využíván člověkem, což znamená, že je
vnímán lidskými smysly – zrakem, proto i kvalita obrazu je spojována s tím, jak jej vnímá
lidské oko a vyhodnocuje mozek.
Kvalitu je důležité mít možnost měřit (u vyhodnocení úspěšnosti komprese obrazu je
to obzvlášť významné), a proto se zavádí metody jako je PSNR nebo SSIM. Tyto metody
jsou založeny na porovnání dvou obrazů – původního a pozměněného – což je označeno
jako Full reference (FR). Existují další dva typy metod, reduced reference methods a no
reference methods, které ovšem nejsou vhodné pro následující srovnání kvality (využívají
buď jen částečně původní obraz, nebo odvozují kvalitu pouze z pozměněného snímku).
Rozlišují se také subjektivní a objektivní metody. Zatímco u subjektivních metod do-
chází k vyhodnocení člověkem, u objektivních metod probíhá vyhodnocení obvykle na zá-
kladě výpočtů. Subjektivní metody mají hlavní výhodu v tom, že hodnotícím členem je
6
člověk a proto jeho hodnocení kvality je nejvěrnější vnímání ostatními. Pochopitelně do-
chází k nekonzistentnosti, srovnání je pomalé a drahé. Objektivní metody naopak disponují
rychlým a exaktním vyhodnocením, které ovšem nemusí zcela korelovat s lidským vnímá-
ním.
U kvality obrazu lze sledovat několik faktorů, jako je například ostrost, šum, kontrast
atd. Pro srovnání komprimovaného obrazu jsou především zajímavé ostrost a přítomnost
artefaktů.
PSNR
Metoda Peak signal to noise ratio (PSNR) – špičkový odstup signálu od šumu – patří mezi
nejčastěji používané objektivní metody [10][11]. Základem pro výpočet je Mean square
error (MSE) – střední kvadratická odchylka (2.5), kde A je původní obraz, B reprezentuje









[A (x, y)−B (x, y)]2 (2.5)
Výstupy MSE jsou obvykle velkého rozsahu a pro srovnání ne zcela vhodné, převádí
se na PSNR (2.6), což je logaritmické zobrazení hodnot MSE. Uvádí se v jednotkách dB.
Obvyklé hodnoty u ztrátové komprese jsou 30 až 50 dB. Vzhledem k tomu, že hodnota
MSE je ve jmenovateli zlomku, se zvyšující se podobou obrazu dochází k růstu hodnoty
PSNR limitně k nekonečnu. Tato metoda není aplikovatelná na shodné obrazy, protože by
docházelo k dělení nulou (pro shodné obrazy je MSE rovna nule).
PSNR(A,B) = 10 · log10
(




Metoda Structural similarity (SSIM) je bližší lidskému vnímání kvality – zkoumá strukturní
vlastnosti obrazu [27] – než PSNR, dosahuje vyšší aproximace. V rovnici (2.7) je µA průměr
A, σA je rozptyl, σAB je kovariance a c2, c2 jsou konstanty vycházející z bitové hloubky
obrazu. Výpočet se typicky provádí jen z jasové složky obrazu.
SSim(A,B) =





(σA + σB + c2)
(2.7)
Bjontegaard Delta PSNR
Opakováním srovnání PSNR nebo SSIM na stejném obraze, který je kódován s různou
úrovní kvantizace (s různým kompresním poměrem), je možné z vypočtených hodnot se-
stavit graf s velikostí na horizontální ose a kvalitou vyjádřenou pomocí PSNR a SSIM na
ose vertikální.
Z takového grafu je poměrně snadné určit, který kodek je efektivnější při určitém kom-
presním poměru. Je však mnohem obtížnější přesně zjistit, o kolik procent daný kodek
poskytl lepší kompresi než jiný kodek.
To lze zjistit na základě horizontálního porovnávání hodnot grafu. Protože však výsledky
jak PSNR tak SSIM jsou reálná čísla, je prakticky nemožné dosáhnout stejných hodnot kva-
lity pomocí nastavování různých úrovní komprese. Zde lze použít právě metodu Bjontegaard
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Delta PSNR (BD–PSNR) [3], která aproximuje chybějící body a následně určí procentuální
rozdíl mezi kompresemi jednotlivých kodeků na všech měřených úrovních kvality. Výsledek
pak říká, o kolik procent je přibližně jeden kodek lepší než druhý.
Tato metoda se obvykle používá u srovnání videokodeků, ale nic nebrání jejímu použití i
u stacionárního obrazu – v podstatě se jen jedná o zlepšení interpretace a čitelnosti výstupů
metod jako je PSNR.
2.2 Principy komprese obrazu
Obraz je komprimován za účelem dosažení vyšší efektivity ať už pro jeho uložení, přenos
nebo jiné další využití. Efektivitu lze obvykle chápat jako lepší kompresní poměr, respektive
menší velikost zpracovaného obrazu. Pro kompresi jsou využívány poznatky o lidském vidění
– změna jasu je vnímána více než změna barvy, člověk reaguje na výrazné rysy v obraze
více než na šum.
Dalším důležitým faktorem pro úspěšnost komprese je, že většina zpracovávaných obrazů
reflektuje určité objekty skutečného světa. Takovéto objekty jsou specifické tím, že jejich
zobrazení obsahuje závislosti – korelaci, a tuto závislost lze využít, respektive odstranit, a
snížit tak objem informace v obraze.
Existuje několik různých postupů jak komprimovat obraz, dominantní postavení mezi
těmito postupy má komprese založená na transformaci obrazu.
U transformační metody je identifikováno několik základních kroků. Prvním bývá ob-
vykle předzpracování. To spočívá v převodu obrazu do vhodného barevného modelu a ná-
sledné segmentaci obrazu na menší části, které jsou vhodnější pro aplikaci dalších kroků
komprese. Na jednotlivé bloky je použita transformace, například DCT, která vytvoří nový
blok obsahující koeficienty s menší úrovní korelace informace a velkou koncentrací energie.
Blok koeficientů mívá určitou očekávanou strukturu, které lze dále využít při kvantizaci
pro odstranění málo významných hodnot a při výsledném kódování bitového toku.
Samotná komprese obrazu by však nestačila, musí být k dispozici nástroj, který umožní
provést dekompresi dat. U popisovaných algoritmů se jedná o obrácený postup komprese
s použitím inverzí původních funkcí – rozkóduje se bitový tok, provede se inverzní trans-
formace jednotlivých bloků koeficientů na bloky obrazu, ty se pospojují do požadovaného
celku a nakonec se převede obraz do barevného prostoru určeného pro zobrazení. Někdy
(například u videokodeků) se pro zlepšení výsledného dojmu aplikuje ještě tzv. post pro-
cessing.
Dekorelace
Očekávaný vstupní obraz obsahuje určitou míru korelace. Transformace, jakožto jádro kom-
presního procesu, provede tzv. dekorelaci signálu (decorrelation), což vede ke skupině koefi-
cientů, které nejsou navzájem závislé a je možné je efektivně a nezávisle kódovat. Korelaci
vstupního obrazu lze chápat jako závislost sousedních bodů, což představuje nadbytečnou
informaci.
Koncentrace energie
Schopnost transformace shrnout podstatnou nejvýznamnější část vstupního signálu co do
nejmenšího počtu koeficientů je označena jako koncentrace energie. Cílem této vlastnosti je
dosažení vyšší komprese, především díky připravení koeficientů do podoby, která umožní ve
fázi kvantizace odstranění velkého počtu nevýznamných (nízkoenergetických) koeficientů.
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Ztrátovost a bezeztrátovost
Důležitým požadavkem u komprese je, zda má být ztrátová či bezeztrátová. Většina kroků
komprese je obecně bezeztrátová (zde se nebere v potaz problematika vzniku chyby jako
důsledek zaokrouhlovacích chyb atd.), obvykle hlavním ztrátovým krokem je kvantizace.
Tam dochází k nevratnému odstranění určité části informace – takové, která má ideálně
nejmenší vliv na vnímání kvality obrazu člověkem.
2.3 JPEG
Pojem JPEG lze chápat nejen jako rozšířený typ komprese obrazu, ale především jako stan-
dard věnující se této problematice. Název vychází ze skupiny, která stojí za vývojem tohoto
standardu – Joint Photographic Experts Group. Implementace JPEGu bývá obvykle ztrá-
tová, existují i bezeztrátové varianty. Zobecněný princip komprese Obr. 2.1 je následující:
1. Transformace barevného modelu
• Podvzorkování



















Obrázek 2.1: Princip komprese JPEG
Transformace barevného modelu
Lidské oko je méně citlivé na barvu než na jas, čehož je možné využít pro dosažení lepších
kompresních poměrů. Převedení vstupního obrazu z obvyklého formátu RGB na YCrCb
je obvyklým krokem ve schématu komprese. Součástí tohoto postupu je i podvzorkování,
které provádí odstranění určité části barevných složek. Podvzorkování dvěmi je typické –
odstraňuje se každá druhá hodnota. Označuje se jako chromatické podvzorkování, protože
dochází k redukci dat v barevných složkách. Existuje několik variant podvzorkování:
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Varianta Popis
4:4:4 nedochází k podvzorkování, chromatické složky mají stejné rozlišení jako jasová
4:2:2 podvzorkování chromatických složek v horizontální rovině
4:2:0 podvzorkování chromatických složek jak v horizontální, tak vertikální rovině
Rozdělení na bloky
Z principu činnosti DCT vychází nutnost dělit obraz na bloky. Výpočet transformace pro-
bíhá na základě zpracování všech bodů – hodnot v obraze, což by pro celý obraz bylo
příliš náročné. Při volbě velikosti bloku se tedy sleduje mimo jiné i rychlost výsledného
kodeku. Pro JPEG je nastavena velikost jasového bloku na 8× 8 (čtvercový blok je vhodný
pro 2D DCT zpracování). U chromatických složek je velikost bloku určena podle úrovně
podvzorkování – 16× 8 nebo 16× 16.
Vstupní obraz nemusí mít však nutně velikost v násobcích použité velikosti bloku, proto
se řeší problém neúplnosti krajových bloků. Existuje několik způsobů, například doplnění
prázdného prostoru v okrajových blocích pomocí nul, rozšíření okraje, nebo zrcadlení části
obrazu do chybějící oblasti. Tyto techniky však mohou zavést do obrazu artefakty.
Schéma DCT nám umožňuje lokalizovat informaci na úrovni bloků. V momentě, kdy se
vstoupí do samotného bloku, DCT neumožňuje přesnou lokalizaci výskytu určitých frekvencí
– není možné určit, kde se ve vstupu vyskytovaly například vysokofrekvenční složky atd.
Pro přesnější lokalizaci by bylo možné zmenšit velikost bloku (okna) – avšak na úkor jiných
vlastností transformace.
Dělení na bloky s sebou přináší ještě jedno úskalí. Při vyšším kompresním poměru se
začne projevovat takzvaný blokový efekt, což je důsledek separátního zpracování jednotli-
vých bloků. Jedná se o možná nejznámější artefakt ve snímcích komprimovaných JPEGem,
nicméně se ze své podstaty může vyskytovat i u jiných kompresí využívajících dělení ob-
razu na bloky. Existují techniky (deblocking filters), které mají za úkol snížit nežádoucí
efekt tohoto artefaktu.
2.3.1 Diskrétní kosinová transformace
Diskrétní kosinová transformace rozkládá původní signál na kosinusoidy s odlišnými frek-
vencemi a amplitudami. Tyto harmonické funkce jsou reprezentovány reálnými koeficienty.
Sečtením všech kosinusoid je získán původní signál. Existuje spojitá kosinové transformace,
od které se liší DCT v tom, že pracuje s konečným množstvím jednotlivých bodů. DCT je






Základní rovnice popisující DCT (2.8) je určena pro jednorozměrný (diskrétní) signál
o N vzorcích.
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Obrázek 2.2: Hodnoty ja-
sové složky vstupu
Obrázek 2.3: Posunutí hod-
not







pi (2n+ 1) k
2N
]
pro k = 0, 1, 2, . . . , N − 1
(2.8)
První koeficient výstupní sekvence se nazývá DC – jedná se o aritmetický průměr všech
vzorků signálu. Zbývající koeficienty se označují jako AC.
2D DCT
Reprezentace obrazu a dat v počítači je všeobecně v lineární bitové podobě. Nabízí se
tedy možnost provést na takováto data jednorozměrnou transformaci. Proč se tedy zabývat
dvojrozměrnou transformací? Protože závislosti v obraze jsou obecně přítomny ve všech
směrech nikoli jen v jednom, tudíž 1D transformace by nedekorelovala signál zdaleka tak
dobře jako 2D transformace (2.9). Vstupní signál S je transformován na výstupní koeficienty
s pomocí transformace t.
S(k1, k2)
t→ s(n1, n2) (2.9)
Ve fázi dekódování je použita inverzní transformace i (2.10), kde koeficienty s jsou
transformovány na původní signál S.
s(n1, n2)
i→ S(k1, k2) (2.10)
Obecná 2D transformace (2.11) je zapsána pomocí systému g stejně jako její inverzní












S(k1, k2)h (k1, k2, n1, n2) (2.12)
Pro dvojrozměrnou DCT jsou systémy g a h stejné jako v rovnici (2.8) pro jednoroz-
měrnou DCT. Obdobně jako u 1D diskrétní transformace dojde k převedení N vstupních
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hodnot na N koeficientů, u 2D transformace ze vstupní matice N ×N vznikne opět matice
N ×N koeficientů.
Obdobně jako na vstupu transformace je matice hodnot, tak i na výstupu se očekává
matice hodnot – koeficientů této transformace. Vstupní i výstupní matici lze reprezentovat
Obr. 2.2. Z koeficientů DCT je patrný značný stupeň koncentrace energie v blízkosti bodu
[0, 0] společně s dekorelací, což vede ke snížení entropie v transformované části obrazu. To
je základem pro efektivní entropické kódování takového signálu.
Separabilní transformace
Významnou vlastností (nejen) dvojrozměrné DCT je separabilita. U základního vztahu pro
2D transformaci (2.11) dochází k výpočtu koeficientů vždy z celého bloku N × N (každý
koeficient O(N2), celá transformace O(N4)). Separabilní transformace Obr. 2.5 umožňuje
provést dvě po sobě jdoucí jednorozměrné transformace na sloupce a řádky 2D vstupu
a docílit tak stejného výsledku jako u základního přístupu. Zde je patrné značné snížení
složitosti výpočtu – jeden koeficient O(2N), celá transformace O(2N3).
Obrázek 2.5: Postup provedení 2D separabilní transformace
Entropické kódování zpracovává jednorozměrný signál, proto je nutné převést matici
koeficientů do nějaké posloupnosti. Na základě znalosti rozložení energie (Obr. 2.6) je vý-
hodné procházet jednotlivé koeficienty cik-cak způsobem Obr. 2.7. Korelace mezi koeficienty




Obrázek 2.6: Rozložení energie ve vý-
stupních koeficientech DCT, DC koe-
ficient [0, 0]
Obrázek 2.7: Cik-cak průchod maticí
koeficientů využívající znalosti roz-
ložení energie
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Bod [0, 0] je označován jako DC-koeficient a ostatní body jako AC-koeficienty. Vzhledem
ke značné odlišnosti vlastností AC a DC koeficientů může být použito DPCM kódování
právě na DC koeficienty, zatímco AC koeficienty jsou procházeny cik-cak.
Kvantizace
Žádoucím výstupem transformace je signál dekorelovaný a s vysokou koncentrací energie
v určité oblasti. Takovýto výstup je očekávaný pro většinu typů obrazu, proto je mu přizpů-
soben proces kvantizace. Nejvýznamnější informace se vyskytuje v okolí bodu [0, 0], naopak
nejméně významné koeficienty jsou v protějším rohu matice. Díky tomu lze vytvořit tzv.
kvantizační matici, kterou se dělí matice koeficientů. Výsledná matice je pak zaokrouhlena
na celá čísla – tato operace je hlavní ztrátovou operací celého procesu komprese. Velikost
hodnot v kvantizační matici má vliv na výslednou kompresi (s rostoucí hodnotou klesá
velikost podílu a více koeficientů tak bude zaokrouhleno na nulu). Kvantizační matice vy-
cházejí z poznatků o obraze a u různých obrazů jsou různě efektivní, proto existuje u většiny
kodeků více variant kvantizačních matic, nebo je možné i matici definovat.
S (k1, k2) =

−415 −33 −58 35 58 −51 −15 −12
5 −34 49 18 27 1 −5 3
−46 14 80 −35 −50 19 7 −18
−53 21 34 −20 2 34 36 12
9 −2 9 −5 −32 −15 45 37
−8 15 −16 −7 −8 11 4 7
19 −28 −2 −26 −2 7 44 −21
18 25 −12 −44 35 48 −37 −3

(2.13)
DCT koeficienty S jsou vyděleny kvantizační maticí T a zaokrouhleny na celé číslo
(2.14). Změnou faktoru M lze dosáhnout různé úrovně kvantizace. V matici S˙ (k1, k2) (2.15)
lze pozorovat významný pokles informace, ponechány byly jen významné hodnoty v okolí
DC koeficientu. Tento krok vede k velkému snížení objemu obrazových dat, ale zároveň je









S˙ (k1, k2) =

−26 −3 −6 2 2 −1 0 0
0 −3 4 1 1 0 0 0
−3 1 5 −1 −1 0 0 0
−4 1 2 −1 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0




Dokončení komprese obrazu spočívá v aplikaci entropického kódování na výstup kvantizace.
Jelikož kvantizace vrací matici celočíselných koeficientů a entropické kódování pracuje s li-
neární posloupností, je nutné data serializovat. Vzhledem k charakteristice dat je použit
cik-cak průchod maticí koeficientů. Tím se mezi nimi zvýší přítomnost entropické redun-
dance.
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Následuje zpracování pomocí Run-Length Encoding (RLE), což je komprese, která
spočívá v kódování vstupních znaků do dvojic (znak, počet po sobě jdoucích výskytů).
Jedná se o bezeztrátovou kompresi.
Posledním krokem komprese je samotné entropické kódování. To lze dělit na dvě hlavní
činnosti a to modelování a kódování. První část je pro efektivitu této fáze klíčová, provádí
se totiž určení pravděpodobností výskytu znaků a tedy přiřazení odpovídajícímu kódu.
Druhý krok už jen provede samotné kódování. Nejčastěji používané entropické kódování je
Huffmanovo a aritmetické kódování.
Huffmanovo kódování
Huffmanovo kódování je bezeztrátová komprese dat spočívající v analýze vstupu a čet-
nosti výskytů jednotlivých symbolů, kde nejčastějším symbolům je přiřazen nejkratší kód
a naopak těm méně častým kód delší. Výstupem je pak sekvence binárních čísel.
Vyžaduje dva průchody, v prvním se provede analýza, pak následuje samotné zakódování
na základě binárního stromu vytvořeném po prvním průchodu.
Aritmetické kódování
Jedná se o algoritmus pro bezeztrátovou kompresi vstupu, který je povolen ve standardu
JPEG. Nepoužívá se ale tak často jako Huffmanovo kódování, protože je výpočetně nároč-
nější. Jeho výhodou je vyšší míra komprese dat. Je založen na principu kódování celého
vstupu do desetinného čísla z rozsahu 0 až 1.
2.4 Vlnková transformace
Vlnková transformace obdobně jako kosinová transformace vytváří původní signál pomocí
jiných signálů. Na rozdíl od Fourierovy nebo kosinové transformace, které skládají signál
z periodických funkcí (hladké, symetrické), vlnková transformace využívá k tvorbě signálu
takzvaných vlnek, které mohou být hladké i ostré, symetrické i asymetrické.
Další významnou odlišností je to, že vlnková transformace vytváří tzv. časově-frekvenční
reprezentaci původního signálu. Zatímco FT umožnila získat frekvenční reprezentaci signálu
(Obr. 2.8) nebylo pomocí ní možné určit, kde v signálu se konkrétní frekvence vyskytla. Mož-
nost provádět časově-frekvenční analýzu byla zkoumána a bylo objeveno několik přístupů.
Základní myšlenkou za těmito metodami je rozdělení signálů na určité úseky, pak je již
možné lépe určit, kdy (kde) došlo k výskytu určitých frekvencí [1]. Jednotlivé úseky se














Klíčovým rozhodnutím je volba velikosti těchto oken. Pokud je zvoleno okno široké (za-
bírá delší časový úsek), dosáhne se poměrně dobrého frekvenčního rozlišení, ale nepřesné
lokalizaci v čase (nízké časové rozlišení). Naopak volbou krátkého okna dojde k výraznému
zhoršení rozeznání přítomných frekvencí, ale vysokému časovému rozlišení. Fakt, že pro
konkrétní frekvenci zastoupenou v signálu není možné přesně určit časový výskyt a vice
versa, je označován jako Heisenbergův princip neurčitosti. Tento nedostatek je jedním z dů-
vodů používání vlnkových transformací a multirozkladu (znázorněno na obr. Obr. 2.10) –
umožňují získat poměrně dobré frekvenční rozlišení pro nízkofrekvenční události a současně
dobrou časovou lokalizaci pro vysokofrekvenční události.
Vlnková transformace může být popsána formálně rovnicí (2.16). Tato transformace
obecně pracuje se spojitým časem a parametry r, s jsou reálná čísla – je označena jako
Continuous wavelet transform (CWT), spojitá vlnková transformace. ψ∗r,s označuje funkci
komplexně sdruženou.
γ (r, s) =
∫
f (t)ψ∗r,s (t) dt (2.16)
Transformace provádí rozklad funkce f (t) do množiny bázových funkcí ψr,s (t). Tyto
bázové funkce jsou označovány jako vlnky – (wavelets). Způsob jejich tvorby je popsán
vztahem (2.17), kde parametr s představuje posun a parametr r dilataci. Složka 1/
√
r










Vztahy nepopisují konkrétní vyjádření vlnky, nýbrž vytvářejí obecný rámec (na rozdíl od
DCT, kde byla funkce přesně definována), do kterého lze dosadit různé typy vlnek – pro
různá použití. U vlnek se sleduje několik významných vlastností.
Opačný postup k vlnkové transformaci je inverzní vlnková transformace (2.18).
f (t) =
∫ ∫
γ (r, s)ψr,s (t) drds (2.18)
2.4.1 Vlnka
Transformace využívá k vyjádření původního signálu vlnek, které jsou odvozeny z tzv.
mateřské vlnky (mother wavelet) pomocí posunutí a dilatace. Odvozené vlnky se nazývají
dceřiné. Skupina dceřiných vlnek včetně mateřské je označena jako rodina vlnek.
Vlnka ψ je funkcí s konečnou energií z (Hilbertova prostoru) ψ ∈ L2 (R), platí tedy
(2.19). ∫
|ψ (t)|2 dt < +∞ (2.19)
Dále jsou na vlnku kladeny následující požadavky: musí splňovat podmínku přípustnosti
(2.20), kdeH (ω) představuje Fourierovu transformaci ψ (t). Předchozí dvě podmínky (2.19),
(2.20) zajišťují to, že signál může být analyzován a zpět rekonstruován beze ztráty infor-
mace. ∫ |H (ω)|2
|ω| dω < +∞ (2.20)
Podmínka přípustnosti (2.20) také implikuje to, že Fourierova transformace vlnky ψ
musí být rovna 0 při frekvenci rovné 0 (2.21). Tento fakt udává charakter vlnky jako pásmo-
vého filtru [17].
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|H (ω)|2ω=0 = 0 (2.21)
Současně také z (2.20) vyplývá, že v časové doméně má vlnka nulovou střední hodnotu
(2.22) – osciluje, má vlnový charakter.∫
ψ (t) dt = 0 (2.22)
Vlastnosti
Existence kompaktního nosiče Vlnka, pro kterou existuje kompaktní nosič (compact
support), má lokalizovanou svoji energii na konečném časovém úseku. Tato vlastnost je
výhodná především pro rychlost výpočtu. Ten lze provádět konvolucí FIR filtru (vlnky)
s původním signálem. Zde je patrné, že kratší vlnka – v diskrétní podobě s menším počtem
nenulových koeficientů – představuje méně výpočetních operací.
Nulové momenty Počet nulových momentů p znamená, že vlnkové koeficienty pro poly-
nomy ptého řádu budou rovny nule – každý polynomiální signál do řádu p−1 bude moci být
reprezentován jen škálovací funkcí (viz dále). Počet nulových momentů p je také označo-
ván jako přesnost (accuracy) vlnky [22]. Z hlediska komprese má počet nulových momentů
význam pro efektivitu, protože vede k většímu počtu nulových koeficientů ve výsledném
signálu.
Hladkost Hladkost vlnky a regularita jsou významné a sledované parametry. Zkoumají
se hlavně z hlediska praktické aplikace vlnkových transformací. Příkladem je komprese, kde
vlnky, které jsou hladké, dosahují lepších výsledků [16] (při ztrátové kompresi) než vlnky,
které hladké nejsou. Lze si to představit tak, že při nedokonalé rekonstrukci (způsobené
ztrátou části detailů) původního signálu bude signál obsahovat artefakty ve tvaru vlnek.
Vlnky, které nejsou hladké, vytvářejí výraznější artefakty a celková kvalita tak dekompri-
movaného signálu je nižší – hladké vlnky naopak lépe
”
splývají“.
Prostorová lokalizace Vlnka má většinu energie lokalizovanou v konečném rozsahu, její
aplikací i na relativně velkou oblast lze získat odezvu jen od konkrétního místa, tím pádem
je výstupní koeficient svázán s lokalitou původního bodu. Oproti tomu DCT využívá neko-
nečné kosinusoidy, která se aplikuje na celý úsek (blok) a výstupní koeficient reprezentuje
celou transformovanou část bloku.
Symetrie Symetrie vlnky se projevuje při kompresi obrazu na jeho hranách, kde snižuje
nežádoucí efekt nazývaný ringing.
2.4.2 Vlnková transformace pro kompresi
CWT – spojitá vlnková transformace není pro kompresi obrazu vhodná z několika důvodů.
Prvním z nich je fakt, že vstupní signál (funkce jedné proměnné) je transformován na funkci
dvou spojitých proměnných – posunutí a dilatace. Takováto reprezentace je redundantní.
Pro účely komprese je výhodnější omezit tyto proměnné (parametry) na celá čísla, přesněji
a = am0 a b = a
m
0 kT , pro a0 > 1, T > 0 a m, k ∈ N [12]. Výsledná transformace se nazývá
diskrétní vlnková transformace se spojitým časem.
Dosazením r = 2m a s = 2mkT do vlnky (2.17) a následně do rovnice CWT (2.16) je
získán vztah (2.23) vyjadřující dyadickou vlnkovou transformaci Obr. 2.11.
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Obrázek 2.11: Dyadická lokalizace diskrétně dilatovaných a posunutých vlnek v časově-
frekvenční rovině






2−mt− kT ) dt (2.23)





γ (j, k)ψj,k (t) (2.24)
2.4.3 Multirozklad
Dalším nedostatkem CWT je fakt, že počet posunutí a dilatací (i u diskrétní formy) je
obecně nekonečný – vytváří polorovinu. Pro posunutí lze vzít v úvahu omezení délkou
signálu (2.25) – u komprese obrazu se počítá s konečnou velikostí, respektive konečnou
velikostí zpracovávané části. ∫
|f (t)|2 dt < +∞ (2.25)
Počet úrovní dilatací však není omezen. Jak bylo uvedeno u popisu vlnky (2.21), jednou
z charakteristik je to, že na vlnku jde nahlížet jako na pásmový filtr, konkrétně horní pro-
pust. Opakovanou dilatací vlnky se mění část spektra signálu, které pokrývá. U dyadického
vzorkování lze vynést příklad aplikace vlnky do grafu (Obr. 2.12). Ze schématu je patrné,
že i při takovémto pokrývání frekvenčního spektra není dosaženo konečného počtu úrovní
dilatací – pásmo se opakovaně dělí na poloviny. Tento problém řeší tzv. škálovací funkce φ,
která pokrývá komplement spektra vlnkové funkce ψ na dané úrovni (v příkladu pokrývá
frekvenci od 0 do f8 ).
Multiresolution analysis (MRA) – multirozklad je technika, která dovoluje analyzovat
signál f(t) ∈ L2 (R) po frekvenčních pásmech [17]. Jedním ze způsobů je kódování podpásem
subband coding Obr. 2.12. Multirozklad prostoru L2 (R) se skládá z posloupnosti zanořených
podprostorů Vi (2.26) [2].
{0} ⊂ · · · ⊂ V1 ⊂ V0 ⊂ V−1 ⊂ · · · ⊂ L2 (R) (2.26)
Informace pro aproximaci původní funkce uložená v úrovni rozlišení i je uložená i
v úrovni i − 1 s jemnějším rozlišením. Jak se bude i přibližovat k −∞, tak aproximace
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Obrázek 2.12: Dotýkající se spektra dilatovaných vlnek a škálovací funkce
Škálovací funkce
Škálovací funkce φ – též označována jako měřítková funkce – je základem multirozkladu.
Zavedl ji Stéphane Mallat [13]. Její pásmová charakteristika odpovídá dolní propusti. Šká-
lovací funkce je obdobně jako vlnka funkcí spojitou a integrovatelnou s druhou mocninou
(φ ∈ L2 (R)) [17]. Nesplňuje však podmínku přípustnosti (2.20) a nemá nulovou střední
hodnotu (2.22), naopak obvykle má jednotkovou plochu (2.27).∫
φ (t) dt = 1 (2.27)
Škálovací funkci φ lze vyjádřit (2.28) pomocí vlnkových funkcí vyšších úrovní obdobně




γ (j, k)ψj,k (t) (2.28)
Je definována škálovací funkce,




2−mt− kT ) (2.29)
kde k ∈ Z. Pak (2.29) tvoří bázi prostoru Vm [28].
V0 V−1 V−2 V−3
Obrázek 2.13: Příklad posloupnosti za-
nořených podprostorů Vi
V0 W0 W−1 W−2
Obrázek 2.14: Závislost prostoru Vi a
jeho doplňků Wj
K prostoru Vm existuje i jeho ortogonální doplněk definovaný (2.30).
Vm−1 = Vm ⊕Wm (2.30)
Vlnková funkce, definovaná vztahem (2.31) (stejná funkce jako byla dosazena do rovnice
dyadické vlnkové transformace (2.23)) pak tvoří bázi prostoru Wm. Dále pokud m, k ∈ Z,
pak ψm,k tvoří ortonormální bázi v prostoru L2 (R) [28].
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2−mt− kT ) (2.31)
Platí také (2.32), kde využitím této vlastnosti a (2.30) je docíleno rozkladu na podprostory
znázorněného na Obr. 2.14.
L2(R) = ⊕m∈ZWm (2.32)
Vztah dvou úrovní rozkladu
Two-scale relation je klíčovým vztahem mezi jednotlivými úrovněmi multirozkladu s dya-
dickým škálováním. Vlnková a škálovací funkce vytváří bázi na každé úrovni rozkladu.
Pro prostor V0 je definována škálovací funkce φ (t), následující úroveň V−1 je pokryta
{φ (2t− k)} odvozenou od φ (t). Pak je možné škálovací funkci φ (t) při úrovni rozlišení




p (k )φ (2t− k) (2.33)
kde p (k) tvoří sekvenci škálovacích koeficientů, které následně využije jako dolní propust
DWT v konvoluční podobě. Obdobným způsobem je utvářen vztah dvou úrovní rozkladu i




q (k )φ (2t− k) (2.34)
2.4.4 Diskrétní vlnková transformace
Výše v textu byl již zmíněn pojem diskrétní vlnková transformace, přesněji diskrétní vlnková
transformace se spojitým časem. Nyní se však přesouváme na diskrétní signály a zkratku
Discrete wavelet transform (DWT) budeme (lehce nepřesně) používat pro označení diskrétní
vlnkové transformace s diskrétním časem [12]. Rovnice pro DWT (2.35) je obdobná dříve









x [n]h [n− k] (2.36)
Existuje více způsobů, jak provádět DWT, prvním z nich je konvoluce (2.36) s filtry
neboli filtrace. Dalším způsobem je lifting.
Filtrace vstupního signálu se provádí pomocí dvou komplementárních filtrů. Tyto filtry
se označují jako dolní propust a horní propust. Dolní propust H0 vrací koeficienty signálu
přibližné – nízké frekvence, vysoká energie. Naopak horní propust H1 vrací koeficienty
detailní – vysoké frekvence, nízká energie. Lze se setkat také s označením škálovací filtr pro
H0 a vlnkový filtr pro H1. Tyto filtry a jejich rekonstrukční opaky G0 a G1) se nazývají
Quadrature mirror filter (QMF) – kvadraturně zrcadlové filtry. Operace dělení – rozkladu
– se označuje jako analýza, operace slučování jako syntéza.
Dolní propust H0 využívá škálovací funkci φ (t), horní propust H1 využívá vlnkovou
funkci ψ (t). Pro transformaci obrazu se používají nejčastěji CDF 5/3 (reverzibilní, beze-
ztrátové) a CDF 9/7 (ireverzibilní, ztrátové).
Transformace – filtrace – se opakuje nad výstupem dolní propusti a tím se vytváří banka









Obrázek 2.15: Blokové schéma filtrace – část analýzy
Banka filtrů Jako banka filtrů se definuje množina filtrů propojených vzorkovacími ope-
rátory [22]. Tyto operátory provádějí podvzorkování nebo nadvzorkování (obvykle dvěmi).
Ve dvoukanálové bance filtrů tvoří dvojice filtrů nejčastěji horní a dolní propust.
Kódování podpásem Subband coding je proces, kdy banka analytických filtrů rozkládá
vstupní signál do jednotlivých frekvenčních pásem.
Kvadraturně zrcadlové filtry
QMF je skupina filtrů složená obecně z M komplementárních filtrů, které rozkládají signál
do M frekvenčních pásem. Tato činnost redukuje vzorkovací frekvenci podpásem faktorem
M [15]. Pro DWT jsou nejčastěji užity QMF skládající se ze dvojice komplementárních
filtrů s následující podmínkou symetrie (pro analýzu) – QMF Symmetry constraint :
H1 (z ) = H0 (−z) (2.37)
Znamená to, že filtr H1 vznikl otočením o pi po jednotkové kružnici (zrcadlově symetrické
kolem pi/2 vzorkovací frekvence). Na kvadraturně zrcadlové filtry se kladou určité podmínky















Obrázek 2.16: Blokové schéma analýzy a syntézy pomocí QMF
Perfektní rekonstrukce je podmíněna vztahy (2.38) (alias cancellation) a (2.39) (no
distortion) – vyžaduje se, aby vstupní signál byl stejný jako výstupní signál až na fázový
posun z−m (zpoždění o délku filtru) a konstantu c, která obvykle nabývá hodnoty 2. Pokud
jsou analytické a syntetické filtry normalizovány tak, aby tuto konstantu odstranily, je c = 1.
Perfektní rekonstrukce je žádoucí vlastností především z pohledu bezeztrátové komprese,
kdy je takto zajištěno, že původní signál bude stejný jako signál dekomprimovaný.
G0 (z )H0 (−z) +G1 (z )H1 (−z) = 0 (2.38)
G0 (z )H0 (z ) +G1 (z )H1 (z ) = cz
−m (2.39)
Pokud splňují obě tyto podmínky, tak je možné výstupy podvzorkovat, aniž by byl porušen
Shannonův teorém (na vstupu je 2n a na výstupu opět 2n ale pro oba filtry). Z hlediska
výpočtu se sníží časová složitost algoritmu tím, že se nepočítají všechny koeficienty, ale
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jen sudé (ty, které nejsou zahozeny). Pro syntézu jsou na chybějících místech vloženy nuly.









Kvadraturně zrcadlové filtry splňují i následující podmínku (2.42) dle [17]
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Obrázek 2.17: Rozklad frekvenčního spektra signálu pomocí kaskády vlnkových filtrů
Kaskáda vlnkových filtrů
Wavelet cascade filter (WCF) – kaskáda vlnkových filtrů je definována jako mřížka kvadra-
turně zrcadlových filtrů. WFC první úrovně je jen QMF (Obr. 2.16). Opakovanou aplikací
QMF na výstup dolní propusti předchozí úrovně QMF je získáno WFC vyšších úrovní. Vý-
sledek se nazývá pyramidovým rozkladem [1]. Proces opakování rozkladu lze u diskrétního
signálu provádět až do úrovně jednoho vzorku, takový rozklad je označen jako úplný. Počet
(poměr) výstupních koeficientů jednotlivých úrovní filtrů je znázorněn v Obr. 2.17 (pod
zkratkami 1C, 2C atd.)
2.4.5 2D DWT
Zpracování obrazu vyžaduje dvojrozměrnou transformaci pro maximalizaci efektu dekore-
lace a koncentrace signálu. Transformace probíhá obdobným způsobem jako u jednoroz-
měrné DWT, vstupní 2D signál (matice hodnot) je dělen do čtyř podpásem Obr. 2.18 na
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rozdíl od dělení na dvě podpásma u 1D varianty. Jsou proto zavedeny čtyři filtry (2.43),









Obrázek 2.18: Opakovaný rozklad na čtyři podpásma až do třetí úrovně
φ (n1, n2) = φ (n1)φ (n2)
ψH (n1, n2) = ψ (n1)φ (n2)
ψV (n1, n2) = φ (n1)ψ (n2)
ψD (n1, n2) = ψ (n1)ψ (n2) (2.43)
Každý filtr reprezentuje jedno podpásmo: po řadě ze (2.43) LL – kombinace dvou dol-
ních propustí, LH a HL – kombinace dolní a horní propusti a vice versa, HH – kombinace
dvou horních propustí. Pyramidový rozklad se opakuje ve stejném stylu jako u 1D DWT na
podpásmo s přibližnými koeficienty – nejvyšší energií (LL). Opět se dělení může provádět
až na úroveň jednotlivých bodů obrazu, obvykle se však provádí pouze několik kroků dělení,
jak je znázorněno na Obr. 2.19. Tento postup rozkladu je umožněn tím, že použitá transfor-
mace je separabilní – umožňuje zpracování 2D struktury nejprve v jednom směru, následně
v druhém (po řádcích a po sloupcích viz Obr. 2.5 z části věnované JPEGu). Struktura vzni-
kající opakovanou aplikaci dopředné 2D DWT na LL podpásmo se označuje Multiresolution
decomposition hierarchy (MDH).
Jak již bylo zmíněno, správně zvolené filtry umožňují perfektní rekonstrukci původního
signálu. Nejde o nic jiného, než o postupné slučování podpásem zpracovaných rekonstrukč-
ními filtry Obr. 2.20. Stejně jak bylo provedeno podvzorkování v rámci dělení, tak je zde
potřeba provádět operaci nadvzorkování.
2D filtry lze popsat rovnicemi, protože dělení probíhá do čtyř podpásem, jsou celkem
čtyři varianty rovnice pro výpočet koeficientů každého podpásma. Rovnice (2.44) slouží
k výpočtu LL koeficientů, rovnice (2.45) zahrnuje tři varianty: H, V, D, které slouží k vý-
počtu podpásem LH, HL a HH. Výpočet koeficientů těchto čtyř rovnic (a jejich podvzorko-
vání) odpovídá jednomu kroku transformace (dělení – analýzy). Vstupní velikost obrazu je
definována jako M ×N , člen 1/√MN představuje normalizaci rovnice (nedojde ke změně
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Obrázek 2.20: 2D transformace pomocí filtrace – syntéza







s (x, y)φj0,m,n (x, y) (2.44)







s (x, y)ψij0,m,n (x, y)
pro i = {H,V,D}
(2.45)
Opačný proces – syntézu lze popsat jednou rovnicí (2.46) (výsledkem je jeden 2D signál
na rozdíl od analytické části, kde je až n podpásem). Z Obr. 2.18 je patrné, že v rozkladu
je právě jedno LL a několik LH, HL a HH podpásem. To reflektuje rovnice syntézy, kdy
první část součtu je právě výpočet LL a druhá část reprezentuje výpočet všech LH, HL a
HH. Druhá suma v druhé části je definována od nuly do nekonečna, což je obecný zápis
faktu, že dělení proběhlo několik a musí se sečíst všechna rekonstruovaná podpásma, aby
bylo dosaženo původního signálu.
























2.5 Kódování koeficientů DWT
Jak již bylo zmíněno, DWT není sama o sobě ztrátová1, podobně jako u DCT je pro dosažení
větší komprese zavedena kvantizace, tak i u DWT existují podobné techniky. Významný
rozdíl zde nastává v tom, že kvantizace už nemusí, a obvykle není, hlavní ztrátový krok
komprese – odstranění dat je přesunuto až do fáze kódování, kdy méně podstatné informace
jsou řazeny až na konec toku bitů a ztrátové komprese je docíleno pomocí pouhého přerušení
toku bitů ve vybraný moment.
Techniky kódování koeficientů DWT jsou různé, nejvýznamnější skupina z nich (rodina
EZW ) využívá struktury vystupujících koeficientů. Tato struktura se označuje jako MDH
–
”
hierarchie multirozkladu“ [25]. Základní technikou kódování MDH je Embedded Zerotree
Wavelet (EZW) [21]. Kódovací schémata vycházející z EZW uplatňují několik statistických
vlastností MDH:
• Energy compaction – uspořádání dat v MDH podle významnosti (amplitudy) – toto
uspořádání je částečné, samo o sobě vytváří základ pro embedded coding, kdy nej-
významnější informace jsou přenášeny první. Pro zvýšení tohoto efektu se aplikuje
iterativní filtrace snižujícím se prahem.
• Závislosti mezi úrovněmi podpásem Obr. 2.21, Obr. 2.22 (na obrázku červeně, ty-
pické pro EZW a SPIHT). – Mezi transformovanými daty v MDH je určitá korelace
v několika směrech, které lze využít pro zvýšení efektivity kódování.
• Závislosti mezi samotnými pásmy LH, HL a HH na každé úrovni (na Obr. 2.21, Obr.
2.22 modře, typické pro SLCCA)
• Shlukování koeficientů v rámci podpásma – EBCOT, MRWD
Zmíněné statistické vlastnosti výstupu vlnkové transformace vycházejí především z empi-
rických pozorování [5], nicméně jsou ověřeny mnoha algoritmy, které je účinně využívají k
dosažení výsledků překonávajících klasická bloková kódování.















Obrázek 2.22: Reprezentace MDH
pomocí stromu se znázorněnými zá-
vislostmi





vložený kód, vestavěný kód“ reprezentuje sekvenci binárních rozhodnutí,
které rozlišují skutečný obraz od základního obrazu (nulový – null, šedý) [21]. Embedded
coding (EC) je technikou, kdy dochází ke vložení nejvýznamnějších částí (MSB) nízkofrekve-
nčních koeficientů (LL podpásmo) na začátek toku bitů, což ve výsledku vede k uspořádání
bitů dle významnosti v pořadí od nejdůležitějšího po nejméně důležitý. Tím je umožněno
jak na straně kodéru, tak na straně dekodéru, ukončit bitový tok a získat tak obraz určité
kvality a konkrétní velikosti – to je důležité obzvlášť na straně kodéru, kdy je tak možno
zajistit přesnou velikost výstupu. Tento princip je taky často označován jako progresivní
kódování. EC je také svým způsobem podobné kódování reálných čísel do reprezentací
s konečnou přesností.
Embedded coding je částečně inspirováno tzv. univerzálními kódovacími schématy, je-
jichž princip spočívá ve snaze dosáhnout optimálního kódování bez předchozí znalosti ob-
sahu. Kodér slučuje fázi získávání znalostí/modelování do samotného procesu kódování.
Příkladem opačného principu je Huffmanovo kódování, které na základě statistiky vstupu
vytváří tabulky symbolů a podle nich pak kóduje obsah.
Proces činnosti generického embedded kodéru může být rozdělen na následující kroky
[13] (jednotlivé iterace se nazývají kódování bitových rovin):
1. Inicializace – nastavení indexu/prahu n.
2. Kódování významnosti – vytváření map významnosti pro aktuální n.
3. Kódování znaménka (právě zpracovávaných koeficientů z mapy významnosti).
4. Upřesnění – zpřesnění koeficientů splňujících c > 2n+1.
5. Další iterace – zpět na krok 2.
Princip EC se intuitivně jeví jako méně efektivní v případě nastavení fixních parametrů
vstupů a výstupů v porovnání s běžným způsobem kódování. Praktické měření implemen-
tace EC prokázaly, že je možné dosáhnout u takto kódovaného obrazu stejných vizuálních
výsledků jako u jiných non-embedded kódování [21].
2.5.1 EZW
Embedded zerotree wavelet (EZW) je základním a efektivním kódováním koeficientů DWT,
ze kterého pak vycházejí další varianty se zvýšenou rychlostí, nebo efektivitou – například
SPIHT. EZW má několik významných vlastností:
• Zerotree coding – kódování nulových stromů, vychází z pyramidového rozkladu obrazu
na různé úrovně, mezi kterým lze najít závislosti, označované jako significance maps.
• Podpora vícenásobných úrovní přesnosti koeficientů s postupným zpřesňováním. Koe-
ficienty jsou kódovány od MSB po LSB, pokud dojde k přerušení toku, tak bude
zachován alespoň přibližný rozsah.
• Protokol priorit – určuje v jakém pořadí bude EC kódovat koeficienty.
• Sekvenční běh algoritmu s dosažením přesně definované kvality nebo velikosti jedno-
duše tak, že tok bitů je přerušen při splnění daných podmínek.
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Obrázek 2.23: Obecný průchod mezi
pásmy
Obrázek 2.24: Mortonův průchod
koeficienty matice 8x8 v rámci EZW
Výstupem samotné 2D DWT je opět matice o rozměrech původního obrazu. Tento
výstup má určité vlastnosti, které lze využít pro vhodné zakódování koeficientů matice a
případnou kvantizaci (odstranění určité, málo významné části informace). Důležitá část in-
formace se sdružuje v LL části. Na tuto část je proto opakovaně aplikována DWT. Vzniká

















POS NEG IZ ZTR
nekóduj
(+) (-)
Obrázek 2.25: Schéma dominantního průchodu – tvorba mapy významnosti
s ohledem na klesající amplitudu koeficientů Obr. 2.23, jednotlivé koeficienty jsou prochá-
zeny tzv. Mortonovým průchodem Obr. 2.24.
Základní princip algoritmu spočívá v nalezení největšího koeficientu, který určí počet
iterací kódování. V každé iteraci je zvolen určitý práh, který vychází z největšího koeficientu.
Tento práh se postupně zmenšuje. Zde je patrné progresivní kódování, kdy nejdůležitější
informace je kódována nejdříve. To je výhodné například u nestabilní přenosové linky, kde
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se využije vždy maximum, ale v případě omezení přenosu bude přenesena alespoň minimální
informace (nicméně ta nejdůležitější).
Každou iteraci lze rozdělit na dvě části. První se označuje jako dominantní a jejím
úkolem je zakódovat koeficienty podle jejich typu. Ten se určí na základě prahu. Rozlišují
se čtyři typy: POS, NEG, ZTR, IZ. První dva reprezentují koeficient, jehož hodnota se bude
kódovat. ZTR označuje kořen nulového stromu, což znamená, že všichni jeho potomci jsou
nedůležité koeficienty, proto je není třeba kódovat. Zde je patrná hlavní část komprese a
současně nejkritičtější část algoritmu co se týká složitosti výpočtu. IZ znamená izolovaná
nula a představuje koeficient, který je nevýznamný, ale některý z jeho potomků je významný.
Druhá část spočívá v kódování samotné hodnoty koeficientů, zde se vychází z již vypočtené
posloupnosti symbolů.
Vysoká časová složitost algoritmu je dána tím, že pro každý potenciální koeficient v ma-
tici je potřeba určit zda se jedná o ZTR nebo IZ. To znamená projít všechny jeho potomky
a všechny porovnat s prahem.
Výstupem dominantního průchodu jsou čtyři symboly. Na ty se následně aplikuje arit-
metický kodér, aby bylo dosaženo kompaktní bitové podoby.
2.5.2 SPIHT
Algoritmus Set Partitioning in Hierarchical Trees (SPIHT) vychází ze známého EZW. Vyu-
žívá tří vlastností kódování MDH: 1. Částečné uspořádání koeficientů, 2. Uspořádané bitové
roviny, 3. Korelace koeficientů v MDH mezi různými úrovněmi rozkladu.
Podobně jako EZW i SPIHT provádí EC, v [18] označované jako progressive transmition
scheme. Prioritizace bitů kódu je určena podle vlivu na snížení odlišností v obraze (distor-
tion), což má nepřímo vliv na kvalitu. Z toho vyplývá, že koeficienty s největší amplitudou
se přenáší nejdříve, protože obsahují největší část informace a tedy vedou k největšímu
poklesu odlišností.
Jednou z hlavních odlišností od EZW je systém kódování, kdy informace o seřazení
bitů není explicitně přenášena. Pochopitelně pro dekódování je potřeba znát postup řazení.
Myšlenka je taková, že pokud jsou algoritmy jak kodéru tak dekodéru stejné, tak je možné
využít tzv. execution path algoritmu. Tato
”
vykonávací cesta“ je definována rozhodnutími
(výsledky porovnání) na každém větvení v algoritmu. Dekodér na základě těchto rozhodnutí
může sestavit původní cestu a následně tak odvodit i seřazení bitů [18]. Výhodou absence
informace o seřazení je fakt, že symboly, které byly u EZW, odpadají, a tím pádem není
potřeba aritmetický kodér2 – výstup algoritmu SPIHT je čistě bitový.
Prostorové stromy
Prostorové stromy vycházejí z vlastností koeficientů výstupu DWT (MDH), konkrétně z pro-
storové korelace mezi úrovněmi rozkladu Obr. 2.22. Příklad prostorových stromů je na Obr.
2.26. Ve znázornění MDH jsou přítomny šedě označené prostorové stromy. Každý uzel
stromu označuje jeden konkrétní bod. Jeho přímí potomci – offspring odpovídají stejné
prostorové lokalizaci, ale o úroveň výše. Prostorový strom je definován jako uzel, který
nemá buď žádné potomky (list, nejvyšší úroveň) nebo právě čtyři přímé potomky tvořící
skupinu 2× 2 bodů.
Algoritmus SPIHT definuje celkem čtyři množiny bodů – koeficientů.
• O(i, j): množina všech přímých potomků uzlu (i, j);
• D(i, j): množina všech potomků uzlu (i, j);












Obrázek 2.26: Vztahy mezi oblastmi
pásem
• H: množina všech kořenů prostorových stromů;
• L(i, j) = D(i, j)−O(i, j).
Algoritmus
Pro realizaci kódování je potřeba uchovávat informace o seřazení určitých množin koefici-
entů. Ty algoritmus SPIHT ukládá do tří seznamů, jmenovitě seznam nevýznamných množin
– LIS, seznam nevýznamných bodů – LIP, seznam významných bodů – LSP. Každý koefici-
ent je v seznamech LIP a LSP identifikován dvojicí celých čísel (i, j) (souřadnice v MDH).
Seznam LIS obsahuje položky typu A – z množiny D(i, j) a položky typu B – z množiny
L(i, j).
Jádro algoritmu je v řadícím průchodu, který provádí test položek z LIP, zda se nestaly
významnými. Pokud ano, jsou přesunuty do LSP. Stejně tak i položky ze seznamu LIS jsou
testovány, zda se staly významnými – pokud ano, tak jsou vyňaty ze seznamu, rozděleny
na potomky a ti jsou přidáni na konec LIS.
2.5.3 EBCOT
Technika kódování nulových stromů se prokázala jako efektivní způsob kódování MDH,
nicméně existují další korelace v této struktuře, které lze využít. EZW sama o sobě není
nejefektivnějším způsobem kódování a důsledkem vytváření závislostí mezi úrovněmi pod-
pásem (v Obr. 2.22 vyznačeny červeně) dochází k tomu, že je omezena manipulace s bitovým
tokem, respektive zabraňuje nasazení efektivního paralelního nebo nezávislého zpracování
[25]. Pouze základní vrstva v MDH zakódované pomocí EZW, může být nezávisle dekó-
dována. Další zpřesňující úrovně lze dekódovat jen pomocí předchozích vrstev. Takováto
závislost současně zvyšuje i dopady chyb v bitové rovině – chyba v jedné vrstvě, z které
vycházejí ostatní, může vést k propagaci vady v obraze skrze všechny vyšší vrstvy.
Embedded Block Coding with Optimized Truncation (EBCOT) se oprošťuje od kódování
na základě závislostí mezi úrovněmi podpásem, výstupní koeficienty DWT a kvantizace se
snaží dekorelovat vždy na jedné úrovni podpásem (v Obr. 2.22 vyznačeny modře). Tím jsou
zajištěny mnohé výhody oproti předchozím kódováním, od flexibilnějšího bitového toku až




/* 1. Inicializace */
odešli n = blog2(maxi,j{ci,j})c;
nastav LSP na prázdný;
přidej koeficienty (i, j) ∈ H do LIP;
přidej koeficienty (i, j) ∈ H s potomky do LIS jako typ A;
/* 2. Řadící průchod */
for každou položku (i, j) ∈ LIP do
odešli Sn(i, j);
if Sn(i, j) = 1 then
přesuň (i, j) do LSP;
odešli znaménko ci,j ;
for každou položku (i, j) ∈ LIS do
if položka je typu A then
odešli Sn(D(i, j));
if Sn(D(i, j)) = 1 then
for každou položku (k, l) ∈ O(i, j) do
odešli Sn(k, l);
if Sn(k, l) = 1 then
přidej (k, l) do LSP;
odešli znaménko ck,l;
if Sn(k, l) = 0 then
přidej (k, l) do LIP;
if L(i, j) není prázdná then
přesuň (i, j) do LIS jako typ B;
else
odeber položku (i, j) z LIS;
if položka je typu B then
odešli Sn(L(i, j));
if then
přidej každou položku (k, l)O(i, j) do LIS jako typ A;
odeber položku (i, j) z LIS;
/* 3. Zpřesňovací průchod */
for každou položku (i, j) ∈ LSP bez těch přidaných v aktuální iteraci do
odešli n-tý bit z ci,j ;
/* 4. Další kvantizační krok */
sniž n o 1;
jdi do kroku 2.;
Prvním krokem kódování je rozdělení zpracovávaného podpásma na tzv. code blocks –
bloky (pozor, změna významu oproti blokům z JPEGu a DCT). Obvyklá velikost těchto
bloků je 64 [8]. Každý z nich je možné zpracovávat nezávisle[14]. V rámci každého bloku




















Obrázek 2.27: Proces kódování bitových rovin počínající rozdělením MDH výstupu DWT
a reorganizovaným bitovým tokem konče
jsou koeficienty procházeny po sloupcích. Mezi pruhy se dochází k přesunu vždy z posled-
ního koeficientu předchozího pruhu na první koeficient aktuálního pruhu. Tento princip je
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Obrázek 2.28: Průchod koeficienty v rámci jednoho bloku a jednoho pruhu
Princip kódování
Obdobně jako předchozí popisovaná kódování MDH tak i EBCOT je založen na principu ite-





Dále jsou definována čtyři primitiva: RL – Run-length, ZC – Zero coding, MR – magni-
tude refinement a SC – Sign coding. V každém z výše uvedených průchodů jsou přiřazeny
některá z těchto primitiv, každé primitivum reprezentuje jednu tabulku obsahující kontexty
kódovaného koeficientu (bitu) z ostaních podpásem na stejné úrovni. Konkrétní kontext se
určí v tabulce na základě skupiny sousedů z pásem dané úrovně. Následně se pak kóduje sa-
motný bit a jeho kontext. Právě kontext slouží k určení uspořádání a významu bitů v tocích
pro dekódování.
Significance propagation Cílem tohoto průchodu je kódování sousedů (osmiokolí) již
známých významných koeficientů. Důvod proč kódovat prvně sousedy významných koefici-
entů je, že často se koeficienty s velkými hodnotami nacházejí ve shluku. V tomto průchodu
jsou použity jen derivace ZC a SC primitiv pro kódování koeficientů.
Magnitude refinement Tento průchod využívá pouze primitivum MR. Provádí se zpře-
sňování koeficientů, jež byly označeny v předcházejících průchodech jako významné.
Cleanup pass Jedná se o nejkomplexnější průchod bitovou rovinou – provádí
”
úklid“ –
prochází a kóduje všechny koeficienty, které nebyly kódovány v předchozích dvou průcho-
dech. Tento průchod je také zahajujícím (a jediným) v první iteraci pro danou bitovou
rovinu. Využívá derivací primitiv RL, SC, ZC a speciálního symbolu UNI – ten slouží
k identifikaci pozice prvního detekovaného významného koeficientu v daném sloupci, aby
tato pozice byla jednoznačně určena, používá dva bity (indexuje 4 pozice ve sloupci). Prin-
cip spočívá v tom, že se prochází pruh po sloupcích Obr. 2.28, a dokud není nalezen první
významný koeficient, tak je vše kódováno jedním RL pro každý sloupec, jakmile je dosa-
ženo významného koeficientu, tak je označena pozice pomocí UNI a zakódováno znaménko
koeficientu pomocí SC a zbývající koeficienty ve sloupci jako ZC. Každé určení konkrét-
ního kontextu daného primitiva je provedeno srovnáním skutečných sousedních koeficientů
s tabulkami primitiv.
Aritmetické kódování
Jakmile jsou všechny iterace provedeny a koeficienty zakódovány pomocí primitiv a patřič-
ných bitů, tak je celý výstup kódován speciálním aritmetickým kodérem – MQ–coder. Efek-
tivita aritmetického kódování je zachována díky omezenému počtu kontextů jednotlivých
primitiv, konkrétně největší počet kontextů má primitivum ZC, tabulka má 9 řádků pro 9
kontextů.
2.5.4 MRWD
Morphological Representation of Wavelet Data (MRWD) je technikou kódování na prin-
cipu hledání morfologie v DWT datech. Základem pro tuto metodu je algoritmus EZW.
Jak bylo znázorněno na Obr. 2.21, EZW využívá závislosti mezi jednotlivými úrovněmi
stromu. K entropii dat se přibližuje díky kódování stromových struktur nevýznamných ko-
eficientů DWT (Zerotree). V takovéto struktuře platí několik omezujících pravidel. Hlavním
z nich je nutnost kódování oblastí do čtvercových ploch quad-stromu, které navíc mají ve-
likost v řádech mocniny dvou. V [20] je zmíněno, že významné koeficienty mají tendenci
se sdružovat ve shlucích (vlastnost využívaná m.j. v EBCOT). Tyto shluky korelují s vý-
znamnými elementy v obraze (např. hrany) - objekty, které obecně nemají čtvercový tvar.
Zde je patrná nevýhoda kódování pomocí quad-stromu.
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Algoritmus MRWD přináší možnost zohlednit zmíněné významné struktury v obraze a
kódovat data efektivněji. Základní princip spočívá v rozšíření klasického algoritmu kódo-
vání po bitových rovinách o další průchody při zpracování významných koeficientů na dané
bitové rovině. Jádro MRWD pracuje ve zjednodušené podobě následovně: V prvním kroku
se vytváří maska významných koeficientů nalezených v předchozí rovině. Tato maska se
expanduje o všechny osmiokolí původních významných bodů. Tato okolí jsou postupně pro-
cházena rastrovým způsobem. V případě nalezení významného koeficientu dojde k přepnutí
do
”
morfologického“ režimu - začne se rekurzivně prohledávat osmiokolí významného bodu,
zda se nevyskytuje další významný koeficient. Tímto způsobem lze odhalit spojité amorfní
shluky významných koeficientů.
Popisovaný princip algoritmu MRWD zatím přinesl pouze jiný způsob kódování význam-
ných koeficientů, ale ne zmenšení datového toku. Toho je docíleno aplikací entropického
kodéru (například aritmetického kódování), kde se pravděpodobnosti výskytu významného
koeficientu ve shlucích výrazně liší od průchodu zbývajícími koeficienty. Je tedy možné
shluky kódovat na menší počet bitů a tím dosáhnout menšího datového toku.
2.5.5 SLCCA
Metoda kódování koeficientů DWT nazvaná Significance Linked Connected Component
Analysis (SLCCA) je zdokonalením již zmíněné techniky MRWD. Ta využívala především
statistickou vlastnost DWT shlukování významných koeficientů. Algoritmus SLCCA kó-
duje navíc další zdroj redundance, a to závislost mezi jednotlivými úrovněmi MDH. Do-
chází ke snaze predikovat výskyt shluků na nižších úrovních multirozkladu. Tato tech-
nika také umožňuje efektivněji kódovat shluky na jednotlivých úrovních pomocí propojení
significance–link, které označuje fakt, že ve dvou shlucích na různých úrovních existuje
závislost rodič – potomek.
Původní myšlenka hledaní morfologie v obraze je zdokonalena díky rozšíření prohledá-
vané oblasti sousedů na více než osmiokolí, a úpravě definice propojených komponent [5]
– ta v obvyklé podobě vyžaduje propojení součástí komponent přes čtyř- nebo osmiokolí
(případ MRWD). To vede k velkému počtu, relativně malých komponent v obraze a tím
pádem k nižší efektivitě kódování. Rozšířením propojení komponent i na větší vzdálenosti
než je osmiokolí vede ke snížení počtu komponent, ale současně přináší nutnost volit opti-
mální velikost daného okolí. Při příliš velké vzdálenosti mezi významnými body také klesá
účinnost kódování koeficientů, protože na jeden významný bod připadá velké množství ne-
významných, které se v daném průchodu musí také kódovat.
Obdobně jako u MRWD je na výstup jednotlivých průchodů aplikován aritmetický (nebo
jiný entropický) kodér. Aby docházelo k efektivní redukci v bitovém toku, je vhodné aby
poměr složek v nekódovaném toku byl co největší, a tím pádem bylo možné přiřadit krátké
kódy četným symbolům a naopak dlouhé kódy málo četným kódům.
2.5.6 EZBC
Embedded ZeroBlock Coding (EZBC) je technikou kódování koeficientů využívající dvou
klíčových přístupů [9]. Prvním z nich je stromové kódování (zerotree/zeroblock), známé z
EZW, EBCOT a dalších. Druhá zásadní součást algoritmu je kontextové kódování koefici-
entů.
Princip stromového kódování umožňuje efektivně zakódovat velké oblasti stejné cha-
rakteristiky pro konkrétní rovinu významnosti (slučují se buď významné nebo nevýznamné
koeficienty). Tím je dosaženo značného snížení velikosti bitového toku. Algoritmus EZBC
tuto myšlenku zdokonaluje – na začátku procesu kódování je vytvořena stromová struk-
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tura, kde na nejnižší úrovni jsou uloženy všechny koeficienty z dané oblasti (podpásma).
Na vyšších úrovních stromu je vždy uloženo maximum z absolutních hodnot amplitud čtyř
potomků ve stromu (koeficientů). Vrcholem celého stromu je největší přítomná amplituda
v dané oblasti.
Algoritmus provádí při opakovaných průchodech se snižujícím se prahem (nižší bitové
rovině) rekurzivní dělení těchto stromů a rychle se tak dostává k významným koeficientům.
Jednotlivá dělení jsou kódována, aby bylo možné proces zreprodukovat při rekonstrukci
původních koeficientů během dekódování. Rozpracované koeficienty jsou ukládány do se-
znamů, aby nebylo nutné procházet vždy celou stromovou strukturu.
Jednotlivé výstupní symboly (bity) jsou kódovány aritmetickým kodérem v rámci kon-
textů určených již zakódovanými koeficienty.
2.5.7 WDR
Technika Wavelet Difference Reduction (WDR) spočívá v identifikaci pozic významných
bodů skrze jejich vzdálenost. Podobně jak další metody kódování koeficientů DWT provádí
opakované průchody se snižujícím se prahem. Jeden cyklus se vyznačuje obvykle tím, že se
dělí na dva (a více) průchodů. Jeden z nich slouží k kódování pozice významných koefici-
entů (například u EZW označován jako dominantní), druhý k jejich postupnému zpřesňo-
vání. Narozdíl od zpřesňovacího průchodu, který bývá mezi algoritmy velmi podobný, se
dominantní průchod výrazně liší. WDR v tomto průchodu zpracovává koeficienty v urči-
tém pořadí (rastrový průchod, zigzag, Morton atd.) a při nalezení významného koeficientu
odešle jeho znaménko (2 symboly) a následně i vzdálenost od posledního významného ko-
eficientu formou binárního čísla (pro odlišení v bitovém toku se použijí další dva symboly).
Datový tok dominantního průchodu tak obsahuje celkem čtyři symboly. Ty lze dále kódovat
například aritmetickým kodérem. Výstupem zpřesňovacího průchodu je obvyklý bitový tok.
2.5.8 Další algoritmy kódování
Algoritmů kódování stromu DWT existuje celá řada. Není však možné je zde všechny po-
psat, proto jsou zde pro úplnost alespoň zmíněny ty, na které nevyšel prostor.
• BCWT (Backward Coding of Wavelet Trees)
• STW (Spatial Orientation Tree Wavelet)
• SPECK (Set Partitioning Embedded bloCK)
• WBTC (Wavelet Block-Tree Coding)
• SBHP (Subband Hierarchical Block Partitioning)
• STQ (Significance Tree Quantization)
2.6 JPEG 2000
JPEG 2000 je standard pro kódování obrazu skládající se z několika částí. Vývoj byl za-
hájen v roce 1997 s cílem vytvořit nový systém kódování pro široké spektrum typů obrazu
(barevný, šedotónový, binární atd.) různých charakteristik (přirozený obraz, vědecký, počí-
tačový nebo např. text). Současně tento standard měl za úkol umožnit více způsobů pre-
zentace (archivace, přenos v reálném čase, omezení přenosového pásma) sjednocených pod
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jedním systémem. Při těchto požadovaných vlastnostech by měl poskytnout efektivnější kó-
dování (nižší bitový tok) při zvýšení kvality nad soudobé standardy. Je důležité zmínit, že
tento standard neměl za úkol nahradit starší JPEG, ale spíše poskytnout komplementární
funkce. Proces standardizace byl řízen skupinou JTC.
Široký záběr standardu JPEG 2000 umožňuje nasazení v mnoha oblastech – od inter-
netu, přes medicínské zobrazování až po archivaci – kde každá oblast vyžaduje specifické
vlastnosti komprese a formátu dat. Přednostní požadavky a vlastnosti [6] jsou následující:
Ztrátová a i bezetrátová komprese Na rozdíl od standardu JPEG, který definuje
jen ztrátovou formu komprese, JPEG 2000 počítá i s bezeztrátovou kompresí. Maximální
kvalita je žádoucí v oblastech jako lékařství, archivace nebo i tisk. Také však nejde jen
o oddělení ztrátového a bezeztrátového prostoru, žádoucí může být postupné zlepšování
kvality až k dosažení bezeztrátové podoby obrazu (díky progresivnímu kódování).
Progresivní přenos Progresivní přenos a progresivní kódování jsou silnou stránkou
JPEG 2000, díky vhodnému kódovacímu schématu je možné volit různé posloupnosti kódo-
vání a přenos částí obrazu, například nejdříve se přenáší jasová složka a následně i barvy,
postupné zvyšování kvality, nebo zvyšování rozlišení. Tuto vlastnost lze uplatnit především
na přenosových kanálech s omezenou propustností (pro včasnější zobrazení podstatných
částí obrazu). Tato vlastnost má také další výhodu, kterou je možnost provádět reorgani-
zaci bitů i po provedení komprese bez nutnosti obraz znovu komprimovat.
Vícenásobné rozlišení JPEG 2000 rozkládá obraz do několika úrovní reprezentací s růz-
ným rozlišením, čehož může být využito i mimo oblast komprese – například náhledy ob-
rázků atd.
Kódování oblasti zájmu Region of interest (ROI) – představuje další posun od původ-
ního JPEGu. Mnohdy je jedna část obrazu významnější než ostatní a je proto výhodnější jí
věnovat přednostní zpracování a přenos nebo i větší počet bitů a tím pádem lepší kvalitu,
než oblastem jiným. Toho je docíleno skrze definování ROI uživatelem.
Odolnost vůči chybám Díky rozšiřování bezdrátových přenosů, na kterých dochází
k chybám na úrovni bitů, se odolnost vůči takovýmto problémům dostává do popředí zájmu
nejen v oblasti komprese obrazu (viz vyvíjený standard kódování videa HEVC – H.265).
Díky možnosti označit významnější část obrazu a progresivnímu kódování společně s ro-
bustním systémem kódování bitového toku, lze některým chybám zamezit nebo se z nich
alespoň zotavit – poškození obrazu bude lokální a nemusí být vůbec patrné.
Otevřená architektura standard definuje jen klíčovou funkčnost, která musí být im-
plementována, většina funkcí je volitelná a lze tedy nasazení kompresního systému upravit
přesně dle potřeby pro konkrétní situaci.
Transparentní obraz Průhlednost a další doplňující informace je možné kódovat a pře-
nášet jako součást obrazu. Uplatnění této vlastnosti je především ve webových službách a
tisku.
Ochrana obrazu Ochrana autorských práv digitálních obrazů je neopomenutelnou sou-
částí problematiky komprese obrazu. Této ochrany je dosaženo pomocí vodoznaků. To je již
implementováno ve standardu SPIFF.
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2.6.1 Postup komprese JPEG2000
Obdobně jako další schémata komprese obrazu i JPEG 2000 se skládá z několika význam-
ných kroků Obr. 2.29:












Obrázek 2.29: Princip komprese JPEG2000
Transformace barevného prostoru a dělení obrazu
Transformace barevného prostoru je prováděna pomocí dvou typů transformace – reverzi-
bilní (mYUV) pro bezeztrátovou kompresi a ireverzibilní (YCbCr) pro bezeztrátovou trans-
formaci. Po této transformaci jsou jednotlivé komponenty obrazu zpracovávány nezávisle
[14].
Starší JPEG prováděl dělení obrazu na bloky o velikostech 8 × 8, na které aplikoval
DCT. To však v případech vyšších kompresních poměrů vedlo k artefaktům – kostkatění
(blokový efekt). DWT použitá v JPEG 2000 umožňuje transformovat obraz jako celek (nebo
dostatečně velké části – 1024×1024) a tím zamezit vzniku tohoto nežádoucího efektu. Má to
však i negativní vlivy. Obraz totiž může mít obecně různé rozměry a pro DWT je optimální
čtvercový vstup se stranou délky 2n.
Zde přichází několik možností jak postupovat při nevhodných rozměrech. První je, že
obraz je rozšířen do nejbližší mocniny dvou a pak je provedena jedna DWT. To však vede
hned k několika problémům – provádí se transformace nadbytečných dat, což vede k snížení
efektivity komprese a na hranách obrazu mohou vznikat artefakty. Druhým způsobem je
dělení obrazu obdobné tomu u DCT/JPEG, tentokrát se však nebavíme o blocích ale o tzv.
dlaždicích tiles [14]. Jejich velikost je omezena na mocniny dvou, obvyklé rozměry se pohy-
bují od 64 výše; pro podvzorkované chromatické kanály se velikost proporcionálně změní,
aby byla zachována prostorová závislost. Obdobně jako bloky i dlaždice jsou rozmístěny na
pravidelné mřížce a nepřekrývají se Obr. 2.30. Tím, že je obraz rozdělen na dlaždice, je
snížena redundance na okrajích obrazu – dlaždice lépe pokryjí obecný rozměr obrazu.
Důvody k dělení obrazu mohou být další, například omezení výpočetních a především
paměťových nároků zařízení jak kódujících tak dekódujících obraz. Nároky mohou být dále
sníženy technikou sliding window.
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Obrázek 2.30: Dělení na dlaždice a následná aplikace DWT
DWT, kvantizace a pakety
Transformace dlaždice obrazu je realizována diskrétní vlnkovou transformací s 2D dyadic-
kým pyramidovým rozkladem na podpásma. Rozlišují se dva typy použitých filtrů – vlnek
– podle toho, zda je transformace určena pro ztrátovou nebo bezeztrátovou kompresi. Pou-
žívají se bioortogonální vlnky Cohen-Daubechies-Feauveau (CDF) ve dvou variantách. Pro
ztrátovou kompresi jsou určeny CDF 9/7, což je dáno tím, že jsou reprezentovány v re-
álných číslech. Naopak LeGall 5/3 (CDF 5/3) Obr. 2.31 lze zapsat pomocí celých čísel,
proto je možné je použít i pro bezeztrátovou kompresi. Výstupní koeficienty DWT jsou
Obrázek 2.31: Vlnka LeGall 5/3
předány procesu kvantizace. Provádí se rovnoměrná skalární kvantizace s fixním krokem
vždy pro celé podpásmo, což spočívá v tom, že koeficienty DWT jsou vyděleny velikostí
kvantizačního kroku a zaokrouhleny dolů na celé číslo. Velikost kroku může být zvolena pro
docílení určité úrovně kvality, nebo může být upravována pro dosažení požadované velikosti.
Tento krok nicméně bývá nastaven na hodnotu 1,0 a proces samotné redukce dat ponechán
na kódování, kde dojde k ukončení toku bitů při splnění určitých podmínek. Pochopitelně
v případě bezeztrátové komprese je nutné kvantizační krok nastavit také na hodnotu 1,0.
Výstupní celý koeficient tak není pozměněn.
Následně jsou vytvářeny pakety (některé zdroje označují též jako precinct – obvod). Do-
chází k rozdělení podpásma na čtvercové nepřekrývající se části a vždy jedna část z každého
podpásma na dané úrovni a v dané lokalitě je spojena do paketu. Tyto pakety představují
lepší úroveň prostorové lokalizace než jednotlivé dlaždice pro další využití v kódování bito-
vého toku a následných aplikacích.
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Blokové kódování
DWT, kvantizaci a uspořádání do paketů následuje fáze dalšího dělení (opět nepřekrývající
se a pravidelné) podpásem na bloky. Ty jsou kódovány nezávisle. Proces kódování u JPEG
2000 provádí EBCOT. Výstupem EBCOTu jsou dílčí toky Obr. 2.27, kde každý tok odpo-
vídá určité bitové rovině. Pakliže se spojí tyto dílčí toky pro určitý blok a spojí se několik
bloků ze všech tří podpásem (na odpovídajících prostorových lokalitách) je vytvořen paket.
Takovýto paket je pak doplněn hlavičkou, která obsahuje potřebné informace o obsahu,




Paket je možné interpretovat jako jednotku kvalitativního zlepšení obrazu pro jednu
úroveň rozlišení v jedné prostorové lokalitě. Skupina paketů na jedné úrovni je označována
jako layer – vrstva. Jedna vrstva reprezentuje kvalitativní zlepšení celého obrazu. Díky
nezávislosti paketů, je možné relativně snadno pracovat s celým bitovým tokem a reorgani-
zovat jej podle potřeby konkrétního nasazení. Samotný paket nemá definovánu fixní velikost
či obsah, je tedy možné velikost paketu přizpůsobit potřebě – například malé pakety pro
plynulé vylepšování kvality obrazu.
JPEG 2000 podporuje při standardním nastavení okolo 50 vrstev, což znamená, že
v rámci jednoho paketu každé vrstvy je přibližně jedna bitová rovina. Díky tomu je možné




Tato kapitola se věnuje aspektům implementace aplikace. Na začátku je zadaný úkol před-
staven a rozveden. Následuje návrh, který je základním opěrným bodem implementace a
jejího směřování, pokračuje se přes realizaci a věnuje se i jednotlivým detailům vylepšení
a modifikací představených algoritmů. Tato část technické zprávy je společně s vytvoře-
nou aplikací vlastním jádrem celé práce. Cílem bylo vytvořit knihovnu v programovacím
jazyce C nebo C++ pro kompresi obrazu pomocí vlnkové transformace. Byly stanoveny
i další detailnější požadavky a doporučení, konkrétně možnost zvolit používanou vlnku,
implementovat různé kódování koeficientů s případnými modifikacemi, blokové i neblokové
zpracování a také vhodnou volbu barevného prostoru.
3.1 Návrh
V oblasti komprese obrazu pomocí vlnkové transformace je k dispozici mnoho publikací,
ze kterých lze čerpat a tím i mnoho různých cest, kterými se lze ubírat. Pochopitelně by
nebylo možné pokrýt všechny možnosti v rámci diplomové práce. Rozhodl jsem se tedy pro
následující řešení.
3.1.1 Návrh knihovny a aplikace pro kompresi obrazu
Architektura
Hlavním cílem je tvorba knihovny pro kompresi a dekompresi obrazu s několika fixními
požadavky. Ty budou implementovány jako první. Z principu kompresních algoritmů si lze
představit celý proces jako seřazení několika funkčních celků, které si více méně v sekve-
nčním stylu předávají data mezi sebou. Hlavní požadavky definují vlastnosti těchto jed-
notlivých bloků. Jak bylo řečeno, je spousta dalších algoritmů a postupů, které by šlo
implementovat a současně i tato řešení lze rozčlenit na jednotlivé funkční bloky. Myšlenka
je tedy taková, že knihovna bude definovat kostru s rozhraními k připojení jednotlivých
bloků, s možností přepínat mezi alternativními bloky bez nutnosti rekompilace nebo jiných
složitějších úprav. Vzhledem k šíři a rychlému rozvoji problematiky by také mělo být možné
přidat nové funkční bloky.
Taková struktura aplikace může mít i své nevýhody, především sníženou výpočetní efek-
tivitu. Je možné s tímto
”
modulárním“ přístupem dosáhnout optimalizace a rychlosti jedno-
účelových nástrojů? Lze očekávat že ne, respektive určitě ne pro všechny varianty. Nicméně
zde chci podotknout, že tato práce není primárně zaměřena na výslednou rychlost imple-




















Obrázek 3.1: Jednotlivé skupiny bloků odpovídající procesu komprese obrazu
Vstupy a výstupy
Samotná knihovna se bude věnovat jen komprimování a dekomprimování obrazu. Aby bylo
možné ji používat, bude implementována demonstrační aplikace – nástroj, který bude zpro-
středkovávat komunikaci mezi uživatelem a knihovnou.
Na vstupu bude tedy především obraz. Ten bude načten aplikací a předán v unifikované
formě (ukazatel do paměti, rozměry obrazu, střídu, formát atd). Dále bude muset být
předána určitá řídící informace, která určí, které bloky budou použity a jaké konkrétní
nastavení pro ně bude uplatněno. Druhým možným vstupem bude bitový tok pro případ
dekódování komprimovaného obrazu.
Na výstupu bude očekáván (podle stanovených parametrů) bitový tok komprimovaného
obrazu. Dále také bude výstupem i vyhodnocení kvality pro danou variantu zapojení fun-
kčních bloků. Obdobně jako u vstupů mohl být bitový tok, tak i u výstupů bude možné
pro dekódování očekávat na výstupu obraz.
3.1.2 Návrh srovnávací aplikace
Pro srovnání bude použita modifikace vlastního srovnávacího nástroje vytvořeného v rámci
bakalářské práce [24]. Základní požadavky jsou vstup ve formě netlistu, který bude obsaho-
vat základní informace o srovnávaných souborech a parametry testu. Výstupem bude nejen
textový log jednotlivých srovnání a výsledků metod, ale také automaticky generované vek-
torové grafy ve formátu SVG pro rychlé zobrazení výsledků a snadné vložení do technické
zprávy.
3.2 Realizace
Sekce realizace je věnována především popisu stěžejní funkcionality, ale nejsou v ní opa-
kovány algoritmy, které byly prezentovány v teoretické části. Není také možné postihnout
všechny detailní aspekty celé implementace, proto je kladen důraz spíše na popis nestan-
dardních postupů, modifikací a vylepšení známých kódování a algoritmů.
3.2.1 Platforma, prostředí a nástroje
Implementace celého projektu prošla několika vývojovými prostředími na platformě Micro-
soft Windows. První z nich bylo Eclipse Juno (které mimo jiné slouží k tvorbě této práce
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pomocí pluginu Texlipse). To sa ukázalo jako nedostatečné, především pro absenci tzv.
pretty printers – nemožnost zobrazovat struktury C/C++ a tedy velmi obtížné ladění apli-
kace. Druhé a hlavní IDE byl QT Creator. Toto prostředí vyniká svojí rychlostí, intuitivním
ovládáním, možností refaktorizace atd. Nedostatkem pod platformou Windows je absence
nástrojů pro kontrolu práce s pamětí (jak statická tak dynamická analýza). Na platformách
Linux a Mac OS je k dispozici známý valgrind a další nástroje. Právě kvůli potřebě prová-
dět kontroly alokace, dealokace a přístupů do paměti bylo také použito Visual Studio 2010
pod školní licencí.
Generování grafů je v režii srovnávací aplikace, nicméně před vložením do dokumentu
je nutné jejich další zpracování. K tomu posloužil program Inkscape ovládaný přímo pdfla-
texem. Pomocí skriptu volaný Inkscape provede rozložení vstupní vektorové grafiky (formát
SVG) do čisté grafiky a textu, který je zvlášť v .tex pdf souboru1. To umožňuje používat
příkazy latexu přímo v obrázcích, při překladu pdflatexem se tyto příkazy provedou a jejich
výstup zobrazí ve výsledném dokumentu. Hlavní výhoda tohoto řešení je v možnosti použití
stejného písma pro text v grafech a obrázcích jako ve zbytku dokumentu a současně také
unifikovaná velikost písma ve vložených objektech. Pro generování tzv. call graphs byla
použita aplikace Understand 3.1 v trial verzi.
3.2.2 Implementace DWT pomocí techniky lifting
Lifting je technika provedení diskrétní vlnkové transformace signálu. Velkou výhodou je
nižší časová složitost než u konvoluce. Další významné vlastnosti liftingu jsou následující:
• Inverzní transformace – lze jí jednoduše docílit změnou znamének koeficientů liftingu,
inverzí koeficientů škálování a obrácením pořadí kroků Predict a Update.
• Operace in–place – celý proces je možné realizovat přímo na samotných koeficientech
DWT. Jediný krok, který tuto charakteristiku nesplňuje, je odstranění prokládání
koeficientů před další úrovní transformace.
Krok odstranění prokládání je nutný pro vytvoření MDH. Lifting vede k tomu, že výstupní
koeficienty (L a H pásma) jsou střídavě prokládány. Přesunutí lichých koeficientů do horní













Obrázek 3.2: Schéma jednoho stupně dopředného a reverzního liftingu – vysoká míra syme-
trie procesu je jasně patrná
Koeficienty liftingu použitých vlnek
Použité hodnoty koeficientů byly převzaty z [13].




















Obrázek 3.3: Příklad kaskády aplikace liftingu na vstupní signál – dvě úrovně
Lifting koeficienty vlnek
CDF 9/7 LeGall
Predict 1 -1,5861343420590 -1/2
Update 1 -0,0529801185729 1/4
Predict 2 0,8829110755309 –




Scale 2 0,8698644516248 1/
√
2
Tabulka 3.1: Koeficienty liftingu
3.2.3 EBCOT
Implementace algoritmu EBCOT vychází patentu [7] a článku [23]. Některé aspekty, které
nebyly explicitně uvedeny, jsem odvodil z příkladu [8], případně realizoval dle vlastní před-
stavy – například u MQ kodéru (aritmetický kodér v EBCOT) bylo uvedeno, že počáteční
statistiky jednotlivých kontextů jsou inicializovány na empiricky zjištěné hodnoty, nicméně
tyto pravděpodobnosti nebyly v zmíněných publikacích uvedeny.
Vytvořil jsem dvě implementace kódování EBCOT, obě se orientují pouze na Tier1
(kódování) standardu nikoliv na Tier2 (reorganizace bitového toku a další činnosti). První
varianta je základní verze algoritmu, tak jak je popsána ve standardu JPEG a v uvedeném
příkladu. Její součástí je navíc stromové kódování významnosti podbloků v jednom bloku.
Pakliže blok neobsahuje žádný významný koeficient, není nutno jej v daném průchodu pro-
cházet a ušetří se tím část bitového toku. Tento efekt je významný v případě, že na vstupní
obraz je proveden úplný rozklad DWT, nikoli jen do určitého násobku velikosti bloku. Sa-
(a) CDF 9/7 (b) LeGall 5/3
Obrázek 3.4: DWT první úrovně na snímku lena použitím různých vlnek
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(a) CDF 9/7 (b) LeGall 5/3



































Obrázek 3.6: Neúplný graf volaných funkcí v rámci zpracování jednoho bloku koeficientů
pomocí ebcotProcessBlock
motná stromová struktura vychází z kódování EZW, v podstatě se jedná o tzv. zerotree.
Výstupní bity jsou dále kódovány aritmetickým kodérem. Velikost bloku a podbloků lze
měnit, je ale nutné dodržet určité charakteristiky vnitřního kódování, tzn. velikosti jsou v
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mocninách dvou a minimální velikost podbloku je 4.
Druhá varianta označená jako modifiedEBCOT provádí kódování úplného rozkladu
DWT, přičemž velikost bloku se adaptivně upravuje vůči velikosti konkrétního podpásma.
Není zde použit strom významnosti, protože nepřináší pozitivní efekt pro celkovou efektivitu
algoritmu.
3.2.4 EZBC
Algoritmus EZBC nebyl implementován v původní podobě, ale byla zvoleno jeho vyle-
pšení EZBC–BlockBitLength [26]. Hlavní rozdíly proti původnímu schématu jsou ve stromu
významnosti, který v originále obsahuje maxima absolutních hodnot amplitud koeficientů
DWT. Pro dosažení vyšších rychlostí kódování se do upraveného stromu ukládá místo ab-
solutní hodnoty amplitudy bitová délka reprezentace koeficientu (logaritmus o základu 2 z
absolutní hodnoty amplitudy). Porovnání pak probíhá přímo s indexem bitové roviny, sou-
časně jsou hodnoty ve stromu výrazně menší. Algoritmus je dále upraven do takové podoby,
kdy z předchozího kontextu načtených bitů lze jednoznačně určit aktuální stav (podobný
princip jako je uplatněn v SPIHT a EBCOT). Druhou významnou změnou proti původnímu
EZBC je upuštění od používání seznamů pro snížení počtu akcí nad stromy. Je to možné
díky již zmíněné úpravě algoritmu.
Vlastní implementace se dále liší od modifikované metody EZBC v několika aspektech.
Strom bitových délek je vytvářen pro celé jedno pásmo, nikoli tři oddělená podpásma, což
umožňuje efektivnější predikci kontextů v sousedních podpásmech a také lépe využívá alo-
kované paměti (utvářený strom je analogický ke stromu koeficientů DWT). Druhou úpravou
je změna pořadí procházení úrovní pásem a to od nejvyššího po nejnižší, opět za účelem




























Obrázek 3.7: Neúplný graf volaných funkcí v rámci zpracování jednoho bloku koeficientů
pomocí ezbc
V publikacích [9], [26] není bohužel uvedeno, jakým způsobem je prováděno kontextové
modelování a kódování v algoritmu. Proto jsem se rozhodl pro použití obdobného kódování
znaménka jako v EBCOT. Pro predikci kontextu kódování bitových stromů jsem se z důvodů
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odlišností tohoto schématu od ostatních implementovaných kódování rozhodl pro obecný
kontextový kodér.
Obecný kontextový kodér
Princip toho kodéru spočívá v kódování koeficientů do neredukovaného počtu kontextů
(všechny doposud zmíněné kontextové kodéry pracovaly s relativně malým počtem kon-
textů, i když vycházely například z osmiokolí – což je 28 možností/kontextů). Tímto způ-
sobem je teoreticky možné dosáhnout velmi vysoké efektivity aritmetického kodéru. Pocho-
pitelně značně závisí na korelaci dat a volbě vhodných zdrojů pro tvorbu kontextů.
V implementované variantě pro EZBC jsem se rozhodl dosáhnout co nejlepší efektivity a
zvolil jsem proto poměrně širokou oblast zájmu, která udávala kontexty. Jedná se o lokální
osmiokolí koeficientu a jeho sousedy v podpásmech na stejné úrovni.
3.2.5 EZW
Algoritmus EZW je založen na kódování nevýznamných oblastí v koeficientech pomocí stro-
mové struktury označené jako zerotree. Princip komprese je přehledný a snadno implemen-
tovatelný viz Obr. 2.25. Nedostatkem je nicméně problematika identifikace kořene nulového
stromu. Aby bylo možné určit, zda je koeficient kořenem tohoto stromu, je potřeba projít
všechny uzly v daném stromě. To se stává výpočetně velmi náročným úkonem obzvlášť v
případě, že se kódování provádí až do poslední úrovně (minimální rovina je rovna nule) –
dochází totiž k častým testům na nulový strom bez úspěchu.
Řešení tohoto problému je v použití jednoho průchodu stromem koeficientů navíc (nicméně
obecně je složitost 2n lepší než n2). Tento průchod je formou zpětného Mortonova průchodu,
kde se postupuje od listů ke kořenu stromu. Na začátku je vytvořena pomocná matice čtvr-
tinové velikosti jako kódovaný úsek obrazu. Postupně se do ní ukládají maxima ze čtyř
potomků na nižší úrovni stromu a současně se porovnávají se stávající maximální hodno-
tou. Tímto způsobem je vytvořena matice, která obsahuje pro kořen každého podstromu
maximální hodnotu v daném podstromu. Pak není tedy nutné procházet celý podstrom při
ověřování, zda je uzel kořenem nulového stromu. Stačí porovnat práh s hodnotou v pomocné





















Implementace algoritmu SPIHT odpovídá referenčnímu pseudokódu, který je uveden v před-
chozí kapitole. Součásti popisu algoritmu je i zmínka o vylepšení zpřesňovacího průchodu,
které bylo popsáno výše. Lze tedy říci, že algoritmus SPIHT je implementován téměř přesně


















Obrázek 3.9: Neúplný graf volaných funkcí v rámci zpracování jednoho bloku koeficientů
pomocí spiht
3.2.7 WDR
Algoritmus WDR spočívá v kódování vzdáleností mezi významnými body. Pro implemen-
taci jsem zvolil Mortonův průchod (pro jeho charakteristiku procházení koeficientů DWT
od nejvýznamnějších po ty nejméně významné). Původní algoritmus WDR kóduje v rámci
dominantního průchodu nejprve znaménko a pak i vzdálenost. To však vyžaduje při dekódo-
vání informaci o konci průchodu, což přináší režii navíc a komplikuje aplikaci aritmetického
kodéru. Navíc tím dochází ke snížení efektivity kódování. Změna pořadí kódování význam-
ného koeficientu (nejprve vzdálenost od předchozího významného bodu a následně kódování
znaménka) umožňuje připojení vzdálenosti do konce průchodu za poslední významný sym-
bol v daném průchodu. Tím je docíleno možnosti aplikovat efektivněji aritmetický kodér
bez nutnosti kódovat konce průchodů. Algoritmus se také stává typově podobným SPIHT
a EBCOT, které jsou schopny přesně určit stav z načtené sekvence bitů, bez nutnosti další
režie.
Další důležitou úpravou je zavedení stavové matice, ke které se ukládá informace o
významných a nevýznamných uzlech, které byly již prozkoumány. Při opakovaných průcho-
dech skrze nižší bitové roviny je tato matice testována na přítomnost významného bodu.
Při pozitivním nálezu je pak diference mezi dvěma body redukována o tento již významný
bod. Úměrně zaplnění matice se snižují vzdálenosti mezi novými významnými koeficienty,


























Obrázek 3.10: Neúplný graf volaných funkcí v rámci zpracování jednoho bloku koeficientů
pomocí wdr
3.2.8 Podpůrné funkce
Jednotlivé algoritmy využívají celou řadu společných funkcí, které jsou vytvořeny tak, aby
se daly snadno použít i v dalších algoritmech nebo byly vyměněny za jiné (vylepšené) verze.
Nastavení kvality obrazu
Možnost určit požadovanou kvalitu před provedením komprese je jedna ze základních funkcí
kodeku. V ideálním případě by na vstupu byl vložen index SSIM nebo hodnota PSNR urču-
jící kvalitu výsledného obrazu. Tato možnost je realizovatelná do určité míry u embedded
kódování. Jak bylo zmíněno, výstupní bitový tok je v tomto případě uspořádán od nejvý-
znamnějších bitů po ty nejméně významné, a tedy jeho přerušením ve vhodný moment se
dosáhne požadované úrovně kvality. Určení bodu (truncation point), kdy přerušit bitový
tok, lze provést skrze postupnou rekonstrukci obrazu již při samotném kódování vstupu
a porovnání kvality původního a právě rekonstruovaného obrazu. Na obdobném principu
pracuje algoritmus EBCOT Tier2.
Přerušením bitového toku je dosaženo přesné kvality, ale ne vždy ideální velikosti – zá-
vislost počtu uložených bitů a kvality není lineární ani prostá. Je to dáno tím, že přerušením
toku uprostřed kódovacího průchodu v dané bitové rovině může dojít k poklesu
”
hodnoty“
předešlých bitů (například pokud dojde k zakódování pozice významných bitů, ale ne jejich
znaménka).
Řešením předešlého problému je určení množiny vhodných bodů, ve kterých je možné
tok přerušit, aniž by došlo k poklesu efektivity kódování. Nejjednodušší variantou je přeru-
šení na rozhraní bitových rovin – jakmile je dokončen průchod bitovou rovinou, je možné
tok přerušit, protože další přenášené bity již neovlivní předchozí rovinu. Pro vícekanálový
(barevný) obraz lze nastavit více různých úrovní kvality díky výběru bitových rovin mezi
kanály (např. se kóduje méně bitových rovin chrominančních než jasových).
Přerušení bitového toku za dokončenou rovinou podává dobré výsledky, ale neposkytuje
dostatek bodů přerušení. Není tedy možné dosáhnout konkrétní úrovně kvality a tedy ani
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velikosti. Nabízí se použití metody známé z algoritmů kódování obrazu na bázi DCT –
kvantizace. Kvantizace výstupních koeficientů DWT je již v případě transformace imple-
mentované v reálných číslech nutná (zaokrouhlení na celá čísla pro další kódování), je tedy
možné ji rozšířit o dělení reálnou konstantou. Tím dojde ke snížení amplitudy výstupních
koeficientů DWT a snížení počtu bitů potřebných pro kódování.
Zpřesňovací průchod
Zpřesňovací průchod je integrální částí většiny metod kódujících koeficienty DWT. V jednot-
livých algoritmech bývá označován jako subordinate pass (EZW), refinement pass (SPIHT),
nebo magnitude refinement (EBCOT). V základním principu se tyto varianty neliší. Jejich
funkcí je zpracování konkrétního řezu bitovou rovinou, kde všechny již nalezené významné
koeficienty jsou kódovány.
Algoritmus může v určitý moment ukončit kódování, aby dosáhl určité kvality nebo
velikosti bitového toku. Tento moment může být právě dokončení zpřesňovacího průchodu.
Pokud nastane takové přerušení kódování (například díky nastavení minimální bitové roviny
n), pak nejsou přeneseny všechny bity od LSB až po n-tý (počítáno od LSB). Například
koeficient 63 (binárně 111111) byl kódován s minimální bitovou rovinou L3, proto byly
přeneseny jen tři nejvýznamnější bity (111xxx, x označuje nepřenesené bity).
Rekonstrukce koeficientů je možná díky inverzi zpřesňovacího průchodu. Přenesené bity
jsou dekódovány (společně s informací o minimální bitové rovině). Pro výše uvedený příklad
s koeficientem 63 by naivní rekonstrukcí bylo dosaženo koeficientu 56 (111000, nepřenesené
koeficienty nahrazeny nulami). Tento způsob není ideální, neboť dochází ke zbytečnému
poklesu kvality obrazu. Kombinace přenesených bitů 111xxx říká, že původní číslo bylo z
rozsahu 56 až 63. Nabízí se tedy možnost rekonstruovat koeficient na polovinu intervalu.
Tím je dosaženo lepších výsledků.
Z empirických poznatků o charakteristice koeficientů DWT jsem odvodil, že medián
hodnot v konkrétním rozsahu není polovinou intervalu, nýbrž se spíše blíží k jeho začátku
(četnost koeficientů je nepřímo úměrná jejich velikosti). Půlením intervalu a opakovaným
měřením PSNR a SSIM jsem došel k hodnotě 0, 36 pro snímek Lena.
Aritmetický kodér
Implementace aritmetického kodéru vychází z publikací [4] a [19]. Byla zvolena forma s
výpočty na celočíselné aritmetice (32bitové integery). Částečné omezení implementace je
velikostí vstupního bitového toku na 229 bitů – to je však naprosto dostatečné pro použití v
kompresi statického obrazu. Charakteristické pro tuto implementaci je škálování E1, E2 (pro
horní a dolní půlintervaly) a E3 pro speciální případ nerozhodnutelné situace na přelomu
poloviny intervalu. Vstupem aritmetického kodéru je posloupnost symbolů (na počátku
kódování je nutné znát pouze počet typů symbolů). Jedná se o adaptivní aritmetický ko-
dér, k vytváření pravděpodobnostních tabulek se podílí postupně vstupující koeficienty. Na
výstupu lze očekávat bitový tok.
Kontextově adaptibilní aritmetický kodér
Jedná se o rozšíření běžného adaptivního aritmetického kodéru. Hlavní odlišnost spočívá v
jednom vstupu navíc, což je tzv. kontext. Pod tímto pojmem si lze představit index (celočí-
selný), který jednoznačně označuje konkrétní kontext. Výstup je stejný jako u aritmetického
kodéru, a to pouze jeden bitový tok. Vnitřní struktura se liší v tom, že je k dispozici prav-
děpodobnostní tabulka a několik dalších počitadel pro každou variantu kontextu. Na funk-
cionální úrovni probíhá kódování tak, že se podle konkrétního kontextu vyberou správné
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pravděpodobnosti a symbol je zakódován do jednotného bitového toku. Pro dekódování je
potřeba pouze kontext, ve kterém byl symbol původně kódován. Tento kodér jsem označil
jako Context Adaptive Generic Arithmetic Coder (CAGAC), narozdíl od známého Context
Adaptive Binary Arithmetic Coder (CABAC) umožňuje kódovat libovolné abecedy symbolů
(ne pouze binární).
Serializace dat
Problematika uložení obrazových dat do souboru je velmi široká a zahrnuje oblasti jako
je odolnost vůči chybám, zpětná kompatibilita mezi formáty a mnoho dalších. Tato práce
je soustředěna na efektivitu kódování, takže i serializace je směřována k minimální možné
velikosti. Vytváření škálovatelného, paketizovaného nebo resilientního bitového toku není
realizováno.
Dynamická hlavička Nejjednodušším řešením serializace výstupního bitového toku ko-
déru by bylo přímé zapsání do souboru. To je však neúplné řešení, protože dekodér potřebuje
znát ještě také určité doplňující informace. Tyto informace se obvykle vkládají do standar-
dizované hlavičky, za níž následuje vlastní bitový tok. Tento přístup je vhodný v případě, že
se používá jeden typ kódování. Vzhledem k různorodosti implementovaných algoritmů by
nutné bylo nutné definovat více hlaviček. Lepší řešení je forma dynamické hlavičky, která
se podobá struktuře stromu, kde se sérií rozhodnutí uložených v takovémto stromu dojde
ke konkrétní variantě kódování. Hloubka různých větví stromu je různá.
Serializace primitiv Implementace serializace jak hlavičky tak samotného bitového toku
vyžaduje uložení dvou typů primitiv: celočíselné hodnoty a vektoru celočíselných hodnot.
Uvažovaná celočíselná hodnota může mít rozsah od 1 do 32 bitů. Tento rozsah je naprosto
dostatečný pro stávající potřeby a lze jej snadno rozšířit. Z charakteristiky dat, kdy četnost
malých (0–127) hodnot je velká, zatímco velkých hodnot je málo, vyplynula potřeba ukládat
do bloků dynamické velikosti (1–4 Byty). Identifikace o jakou velikost čísla se jedná je
realizována skrze prodlužující se prefix – pro 1 Byte je prefix 0 (lze tedy uložit 7 bitů),
pro 2 Byty je prefix 10, pro 3 Byty 110 atd. Dochází tak sice ke zmenšení rozsahu na 7
(respektive 14, 21 a 28) bitů, ale úspora prostoru dosažená tímto přístupem je významná.
Serializace vektoru celočíselných hodnot se nabízela dvěma způsoby. První bylo pou-
žití tzv.
”
křídlové značky“ pro ukončení bitového toku vektoru. Druhá varianta spočívá v
uložení vlastní hlavičky, která nese délku vektoru. Byly implementovány obě varianty a jako
úspornější se ukázalo ukládání délky vektoru, proto je tento způsob dále používán.
3.2.9 Neúspěšné modifikace kódování
Při navrhování různých vylepšení pro algoritmy kódování stromu DWT se některé, na první
pohled slibné metody ukázaly jako bezpřínosné nebo dokonce kontraproduktivní.
Morfologické WDR
Myšlenka za tímto spojením byla následující: WDR se stává efektivnější, čím lépe je prochá-
zen strom koeficientů. V tomto případě se pojmem lépe myslí, že se významné koeficienty
shluknou co nejvíce, vzdálenost mezi nimi je v ideálním případě rovna 1, což znamená, že se
nemusí kódovat. Následně se zakóduje jen jedna vzdálenost do konce průchodu. Mortonův
průchod se osvědčil jako efektivní způsob průchodu koeficientů výše popsané charakteris-
tiky. Nicméně je zde prostor pro zlepšení, proto jsem se rozhodl vytvořit variantu, která
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bude přecházet do morfologického režimu v momentě, kdy narazí na významný koeficient.
Morfologický režim spočívá v procházení sousedních bodů významného koeficientu rekur-
zivním způsobem. Jak je empricky zjištěno, koeficienty se mají tendenci shlukovat, a tak
by tento způsob měl vykazovat lepší výsledky.
Implementace kodéru na tomto principu ukázala potenciál, nicméně došlo k zjištění,
že přepínání mezi Morfologickým a Mortonovým režimem vyžaduje určitou identifikaci
ukončení, což ve výsledku jako režie navíc negovalo pozitivní přínos morfologického vy-
lepšení. Pokud by bylo možné tento nedostatek odstranit, algoritmus by se stal velmi efek-
tivním a potenciálně nejlepším ve srovnání.
Adaptivní kvantizace shluků koeficientů
Jedná se o jednoduché vylepšení spočívající v myšlence kvantizovat shluky koeficientů méně
než řídké oblasti. Detekce těchto shluků byla realizována na principu rozšířeného morfolo-
gického zkoumání okolí – obdobně jako v algoritmu SLCCA. Pro skupiny nad určitou adap-
tivně volenou velikost podle podpásma byla provedena kvantizace s nižším koeficientem, pro
ostatní oblasti naopak s vyšším.
Výsledek tohoto procesu byl obraz s přibližně stejnou úrovní komprese i kvality, nicméně




V této kapitole je pojednáváno o samotném srovnání jednotlivých variant kódování. Vzhle-
dem k počtu implementovaných algoritmů, jejich modifikací a možností různých nastavení
je pro každou kategorii algoritmů provedeno srovnání pouze mezi jednotlivými variantami
nastavení a modifikacemi. Následně je vybrán jeden nebo více zástupců dané kategorie,
kteří budou dále porovnáváni ve shrnujících testech.
4.1 Srovnávací metodika
Pro plnohodnotné porovnání vlastností jednotlivých algoritmů by byla nutná komplexní
metodika porovnávání, včetně vyhodnocování
”
živými“ pozorovateli. To by ale bylo příliš
náročné, proto byl zvolen obvyklý postup skládající se z metod SSIM a PSNR a vykreslování
odpovídajících Rate Distortion (RD) grafů. Pro dosažení lépe porovnatelných výsledků je
metodika srovnání doplněna o modifikaci BD–PSNR a grafy vycházející z výsledků této
metody.
Dále bylo nutné zvolit jen určitou (nejpřínosnější) podmnožinu všech variant srovnání.
Je to dáno tím, že celkový počet kombinací je příliš vysoký – 3 vlnky, 3 barevné prostory,
2 vzorkování, 6 algoritmů kódování koeficientů (bez modifikací a variant nastavení), 2 ent-
ropická kódování a 7 testovacích vzorků. Byla vybrána následující strategie redukce počtu
srovnání:
• Některá nastavení budou vždy nevýhodná, proto se otestují na začátku a dále se
bude provádět srovnání jen s nejlepší variantou (vyloučení vlnky – LeGall; vyloučení
barevných modelů – RGB, mYUV. . . ).
• Výsledky srovnání mezi jednotlivými vzorky budou zobrazeny vždy v tabulce, jejich
průměrné výsledky formou sloupcových grafů. Jednotlivé RD grafy pro každý vzorek
budou buď zcela vynechány, nebo bude zvolen jeden zástupce – například Lena. Tento
krok je nutný z důvodu dodržení rozsahu práce.
• Některá nastavení (a vzorky) mají specifické vlastnosti, které je vylučují z celkových
srovnání (podvzorkování, ruler), proto budou vyhodnocena zvlášť.
• Nastavení jednotlivých algoritmů mohou být četná, proto budou mezi sebou porov-
nány a do celkových srovnání vybrány ty nejlepší (nejzajímavější) varianty.
Jednotlivá srovnání probíhají následovně: V prvním kroku jsou komprimovány a dekom-
primovány všechny testovací vzorky v daném srovnání. Pro nastavení více úrovní kvality
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(a) lena (b) barbara (c) baboon
(d) lighthouse (e) f16 (f) peppers
Obrázek 4.1: Testovací vzorky – základní šestice
je zvolena kombinace minimální bitové roviny L = 2 a kvantizace od 1 do 7 s geometric-
kým krokem 1, 2. V momentě, kdy jsou připraveny všechny požadované testovací vzorky,
je sestaven konfigurační netlist. Na jeho základě je pak provedeno automatické srovnání s
tvorbou RD grafů, tabulek s relativní velikostí bitových toků (metoda BD) a sloupcových
grafů.
Zakódování JPEG 2000 proběhlo pomocí programu OpenJPEG 1.5, bylo použito zá-
kladní nastavení, různé úrovně kvality byly vytvořeny přepínačem −q. Pro kódování vzorků
do JPEG byla použita aplikace FastStone Photo Resizer ve verzi 3.1, nastavení bylo pone-
cháno implicitní, podvzorkování bylo vypnuto.
4.1.1 Testovací vzorky
Výběr snímků, na kterých bude provedeno srovnání, je důležitý. Protože implementovaná
komprese obrazu je určena pro univerzální použití, byly zvoleny nejen skutečné fotografie
ale i umělá grafika. Současně je také výhodné mít možnost porovnávat výsledky s řadou od-
borných prací v oboru komprese obrazu. Z těchto důvodů byly vybrány známé obrázky lena,
barbara, baboon, lighthouse, f16, peppers a ruler. Jedná se o barevné obrázky v rozlišení
512× 512 bodů.
4.1.2 Srovnávací nástroj
V oblasti tvorby kompresních (ztrátových) algoritmů obrazu je nutné mít k dispozici nějaký
nástroj na měření kvality. Tím může být například metoda PSNR nebo SSIM. V odbor-
ných publikacích se s jejich výsledky lze setkat velmi často – jedná se o určitý
”
standard“.
Nicméně i tyto metody mají své nedostatky. Výstupem jsou totiž číselné hodnoty, které při
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(a) ruler
Obrázek 4.2: Testovací vzorky – ruler
větším počtu měření na různých bitových tocích mohou být značně nepřehledné. Výsledky
je možné zpřehlednit jejich vynesením do odpovídajících RD grafů. Z těch je již relativně
dobře patrné, jak je které kódování efektivní. Opět ale nejde o přesné vyhodnocení – jen
obtížně lze říci, jaký je procentuální rozdíl v efektivitě kódování mezi jednotlivými varian-
tami. Jako řešení tohoto nedostatku se používá metoda BD–PSNR, která umožňuje získat
právě poměry mezi efektivitou jednotlivých kódování.
Z výše zmíněných důvodů jsem se rozhodl pro využití srovnávací aplikace pro video-
kodeky, kterou jsem vytvořil v rámci bakálářské práce [24]. Bylo potřeba provést několik
změn, především zdokonalení netlistu (vstup je realizován formou textového souboru s jed-
noduchou syntaxí pro snadné načtení velkých počtů srovnávaných vzorků) a také úpravu
samotných srovnávacích metod. Jedná se o konzolovou aplikaci využívající OpenCV 2.441;
na jejím vstupu je jeden argument a to zmíněný netlist. Aplikace vyhodnotí položky v
netlistu, postupně začne načítat jednotlivé vzorky a provádět plně referenční srovnání me-
todami PSNR a SSIM. Pokud je v netlistu uvedeno, tak probíhá dále výpočet BD–PSNR.
Zde je omezení proti původní aplikaci – je potřeba stanovit právě jeden referenční
”
kodek“,
vůči kterému budou ostatní porovnány, což je dáno tím, že výsledky jsou následně seřazeny
a je z nich utvořen graf. Pokud by bylo žádoucí mít více referenčních bodů, je možné pro-
vést více opakování. Všechna významná měření jsou vypsána na standardní výstup, dále
je vypsána přímo i tabulka BD hodnot v LATEXovém formátu. Posledním krokem je tvorba
vektorových grafů v SVG formátu, které lze přímo vkládat do dokumentů, jak bylo zmíněno
výše.
Na začátku netlistu je uvedena cesta ke složce se srovnávanými vzorky. Následuje první
blok (ukončených číslem -1), který určuje, které snímky mají být srovnávány. Pro každé
srovnání definuje i maximální velikost a minimální úroveň PSNR – tyto kroky vedou k
omezení rozsahu grafů, aby obsahovaly jen relevantní informace a byly současně dobře
čitelné. Samotné provedení srovnání vychází z dalších dvou bloků. První blok obsahuje
seznam všech typů kódování jako vstup metod PSNR a SSIM, druhý blok je určen pro
srovnání metodou Bjontengaard Delta.
X:\ d p \ comparison\ s5g1 \ // c e s t a k s l o ž ce se vzorky
1 lena .bmp 80000 29 // nastaven í j e d n o t l i v ých srovn ávaných obrázků
1 baboon .bmp 160000 23 // nu l t á poz i c e (1/−1) i d e n t i f i k u j e blok
1 l i g h t h o u s e .bmp 80000 29 // prvn í čá s t j e ná zev r e f e r e n čn í ho souboru
1 barbara .bmp 80000 28 // druhá čá s t j e maximá ln í v e l i k o s t b i t . toku
1 f16 .bmp 80000 29 // t ř et í čá s t j e minimá ln í ú roveň PSNR
1 peppers .bmp 70000 28
1Open Source Computer Vision Wiki, http://opencv.willowgarage.com/wiki/.
52
−1 // ukonč en í prvn í ho bloku








−1 // ukonč en í druh ého bloku
1 mEZBC−CAGAC−Y JPEG2000 // Bjontengaard Delta srovn án í
1 mEZBC−CAGAC−Y JPEG // prvn í polo žka má význam r e f e r e n čn í ho a lg .





−1 // ukonč en í t ř e t í ho bloku
Vysvětlivky zkratek v grafech a tabulkách
• Y – ireverzibilní transformace do prostoru YCbCr
• U – reverzibilní transformace do prostoru mYUV
• R – prostor RGB
• S420 – aplikováno podvzorkování typu 4:2:0
• Bn – velikost EBCOT bloku je n
• Sn – velikost EBCOT podbloku je n
• Dn – velikost nejmenšího elementu rozkladu DWT je n
• Ln – minimální bitová rovina je n
4.2 Dílčí srovnání
V této sekci jsou popsány testy a srovnání prováděné za určitých omezujících podmínek
(z výše uvedených důvodů k redukci počtu srovnání). Tato srovnání současně slouží k
identifikaci nejlepších variant nastavení, které budou dále navzájem porovnány.
4.2.1 Nastavení kvality
V předchozí kapitole byly diskutovány možnosti nastavení kvality komprimovaného obrazu.
Nejvhodnější z hlediska jednoduchosti použití je kvantizace. Je ale otázkou, zda nesnižuje
efektivitu kódování. Tato domněnka byla testována s pomocí kódování EBCOT. Vstupní
obraz byl komprimován s několika nastaveními bitových rovin (minimální rovina označena
jako {Ln} – označení složenými závorkami identifikuje konkrétní variantu v testech). Pro
každou z těchto nastavení byla provedena série kompresí obrazu s použitím kvantizéru od
1 do 20 s geometrickým krokem q = 1, 2.
Z výsledků (Tab. 4.1 a Graf 4.3) je patrné, že pro kódování s minimálními rovinami L1
až L3 je efektivita komprese zachována i při použití kvantizace. Pokud jsou však kódovány
všechny bitové roviny (včetně L0), tak není dosaženo stejné efektivity kódování. To je za-
příčiněno speciálním vylepšením zpřesňovacího průchodu, kdy toto vylepšení není v případě
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Relativní velikost bitového toku [%]
BD–PSNR lena baboon lighthouse barbara f16 peppers
EBCOT-L1 90,7 92,1 95,3 95,9 92,2 89,4
EBCOT-L2 90,0 90,9 95,1 96,1 91,1 87,9
EBCOT-L3 91,0 88,9 95,1 96,2 91,1 92,3
EBCOT-L0 100,0 100,0 100,0 100,0 100,0 100,0
BD–SSIM lena baboon lighthouse barbara f16 peppers
EBCOT-L1 95,4 92,2 95,3 97,2 96,0 94,4
EBCOT-L2 96,4 91,6 95,9 98,0 96,6 94,6
EBCOT-L3 97,9 92,4 96,7 98,9 96,7 98,1
EBCOT-L0 100,0 100,0 100,0 100,0 100,0 100,0










Graf 4.3: Nastavení kvality (EBCOT) – relativní velikosti bitových toků
kódování všech bitových rovin použito. Z toho plyne, že optimální nastavení je primárně
přes bitovou rovinu (L1 a vyšší) a zpřesnění pomocí kvantizace. V dalších srovnáních byla
používána minimální bitová rovina L = 2.
4.2.2 Zpřesňovací průchod
Možnosti implementace zpřesňovacího průchodu byly navrženy celkem tři. První a základní
je nastavení na počátek intervalu – prefix {b}, další nastavení na polovinu intervalu –
prefix {h} a nakonec empirické nastavení na 0, 36 – prefix {e}. Pro srovnání byl použit
algoritmus EBCOT (ostatní algoritmy využívají stejný princip rekonstrukce koeficientů).
Výsledky všech tří variant Graf 4.4 ukazují, že vylepšení inverzního zpřesňovacího průchodu
má smysl, neboť vede k úspoře přes 10 % bitového toku. Další testy a srovnání opět využívají








Graf 4.4: Zpřesňovací průchod (EBCOT) – relativní velikosti bitových toků
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4.2.3 Barevné prostory
V rámci kompresní knihovny byly implementovány dvě transformace barevných prostorů.
První z nich – ireverzibilní – YCbCr {Y} se používá ve ztrátových kodecích a druhá –
reverzibilní – mYUV {U} je určená pro bezeztrátové kódování (lze ji implementovat na





































Graf 4.6: YCbCr, mYUV a RGB – lena – srovnání metodou SSIM
Srovnání bylo provedeno na základní šestici testovacích vzorků a pomocí algoritmu
EBCOT. Z výsledků Tab. 4.2, Graf 4.7 je patrné, že nejlépe dekoreluje obraz transformace
do YCbCr. Reverzibilní mYUV nedosahuje takové efektivity, pro dosažení stejné kvality
v metrice BD–PSNR vyžaduje více než 120 % velikosti bitového toku obrazu v YCbCr,
v oblasti SSIM je rozdíl ještě větší. Nejmenší efektivity je dosaženo v prostoru RGB. Z
těchto zjištění vychází další testy, kdy kódování probíhá vždy v prostoru YCbCr, pokud
není uvedeno jinak.
4.2.4 Vlnky
Do srovnání vlnek byly zařazeny vlnky CDF 9/7 {CDF97} a LeGall 5/3 {LG53} používané v
JPEG 2000 pro ztrátovou a bezeztrátovou kompresi (LeGall 5/3 lze implementovat pomocí
celočíselné aritmetiky).
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Relativní velikost bitového toku [%]
BD–PSNR lena baboon lighthouse barbara f16 peppers
EBCOT-U 130,5 120,6 110,1 113,5 124,1 136,6
EBCOT-R 134,4 126,9 236,9 192,3 150,0 102,0
EBCOT-Y 100,0 100,0 100,0 100,0 100,0 100,0
BD–SSIM lena baboon lighthouse barbara f16 peppers
EBCOT-U 155,9 176,7 112,5 120,9 136,7 178,3
EBCOT-R 157,6 174,4 247,5 217,4 170,6 129,9
EBCOT-Y 100,0 100,0 100,0 100,0 100,0 100,0








Graf 4.7: YCbCr, mYUV a RGB – relativní velikosti bitových toků
Podobně jako u srovnání barevných transformací i zde se dalo předpokládat, že rever-
zibilní DWT transformace na bázi vlnky LeGall 5/3 nebude dosahovat efektivity ztrátové
CDF 9/7. Tento rozdíl se pohybuje v rozmezí 10 až 15 % Graf 4.7. U jednotlivých vzorků
v Tab. 4.3 jsou rozdíly i větší. V dalších srovnáních bude v úvahu brána jen lepší varianta
– CDF 9/7 (bez označení).
4.2.5 EBCOT
Implementace algoritmu EBCOT umožňuje nastavení velikosti bloku {Bn} a podbloku
{Sn}. V JPEGu 2000 je základní velikost bloku 64 bodů. Současně je nastavena úroveň
rozkladu DWT {Dn} na celočíselný násobek velikosti bloku – například 128 bodů. Vliv
jednotlivých nastavení na efektivitu komprese je zkoumán následujícími dvěma srovnáními.
Relativní velikost bitového toku [%]
BD–PSNR lena baboon lighthouse barbara f16 peppers
EBCOT-Y-LG53 115,8 109,2 107,1 120,7 108,5 107,1
EBCOT-Y-CDF97 100,0 100,0 100,0 100,0 100,0 100,0
BD–SSIM lena baboon lighthouse barbara f16 peppers
EBCOT-Y-LG53 119,2 115,6 113,1 129,8 106,4 110,2
EBCOT-Y-CDF97 100,0 100,0 100,0 100,0 100,0 100,0








Graf 4.8: Vlnky CDF 9/7 a LeGall 5/3 – relativní velikosti bitových toků
Vliv velikosti bloku na efektivitu komprese
Vzhledem k tomu, že velikost bloku nesmí být menší než velikost podbloku (zvolená velikost
podbloku 16 bodů je navržena v patentu EBCOT [7]), tak minimální testovaná velikost
bloku byla 16 bodů. Maximální velikost 512 bodů vychází z velikosti testovacích vzorků –
celý rozklad DWT je kódován jako jeden blok.
Relativní velikost bitového toku [%]
BD–PSNR lena baboon lighthouse barbara f16 peppers
EBCOT-B16S16 202,1 132,5 182,3 175,4 189,6 192,8
EBCOT-B32S16 120,4 105,9 116,2 114,4 117,8 115,8
EBCOT-B128S16 95,2 98,7 96,9 97,6 96,3 96,4
EBCOT-B256S16 94,8 98,8 97,4 98,1 97,4 96,9
EBCOT-B512S16 96,0 100,1 102,1 100,3 101,3 99,6
EBCOT-B64S16 100,0 100,0 100,0 100,0 100,0 100,0
BD–SSIM lena baboon lighthouse barbara f16 peppers
EBCOT-B16S16 234,2 142,3 207,8 199,0 208,1 211,6
EBCOT-B32S16 126,9 108,1 121,3 119,1 121,5 120,3
EBCOT-B128S16 93,6 98,2 95,5 96,6 95,5 95,4
EBCOT-B256S16 92,8 98,2 96,1 96,8 96,5 95,8
EBCOT-B512S16 93,9 99,6 101,2 98,9 100,4 98,6
EBCOT-B64S16 100,0 100,0 100,0 100,0 100,0 100,0














Graf 4.9: Velikost bloku EBCOT – relativní velikosti bitových toků
Základní velikost bloku 64 bodů se ukázala v měřeních Graf 4.7 jako relativně vhodná,
nicméně nikoli nejlepší. Malá velikost bloku (16 bodů) dosahovala malé efektivity, na dosa-
žení stejného výsledku SSIM by byla potřeba dvojnásobná velikost bitového toku jako při
velikosti bloku 64 bodů. Naopak větší velikosti bloku vedly ke zlepšení efektivity, nejvyšší
efektivity dosáhla varianta s velikostí bloku 128 bodů. Zde však je nutné brát v úvahu
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univerzálnější charakter JPEG 2000, kdy dochází k vytváření speciální paketové struktury,
která umožňuje manipulaci se zakódovaným obrazem. Aby bylo možné škálovat tok paketů,
je potřeba zachovat velikost bloku co nejnižší. Na implementovanou variantu algoritmu EB-
COT však nejsou kladena taková omezení, proto byla do dalších srovnání zvolena varianta
s fixní velikostí bloku 128 bodů.
Vliv úrovně rozkladu na efektivitu komprese
Většina implementovaných algoritmů využívá úplného rozkladu DWT (D = 1), nicméně u
EBCOT je stanovena hranice na násobku velikosti bloku. Při použití stromového kódování
významnosti by dávalo smysl použít i menší velikosti rozkladu. Do srovnání bylo zařazeno



















Graf 4.10: Úroveň rozkladu a EBCOT – relativní velikosti bitových toků
Výsledky ukazují (Graf 4.10), že úroveň rozkladu může být zvolena i nižší než násobek
velikosti bloku. Je to dáno použitím stromového kódování významnosti nad jednotlivými
podbloky. Pro další srovnání byl zvolen rozklad velikosti 1 – je tak dosaženo konzistence s
ostatními algoritmy a současně i nejvyšší efektivity kódování.
4.2.6 WDR
Algoritmus WDR byl implementován se dvěma způsoby výpočtu diference – vzdálenosti
významných bodů. První varianta {WDRe} zanedbává existenci významných bodů v před-
chozích bitových rovinách, zatímco druhá varianta {mWDRe} je využívá ke snížení vzdále-
nosti a tím i menšímu bitovému toku. Obě varianty jsou modifikovány do podoby, kdy není










Graf 4.11: Varianty algoritmu WDR – relativní velikosti bitových toků
Výsledky Tab. 4.5 poukazují na univerzální zlepšení u všech vzorků u rozšířené varianty
algoritmu – mWDRe. Celkový rozdíl pohybující se okolo 5 % posouvá algoritmus WDR i
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Relativní velikost bitového toku [%]
BD–PSNR lena baboon lighthouse barbara f16 peppers
WDRe 89,3 101,5 110,6 98,4 102,6 98,9
mWDRe 85,3 96,7 104,3 93,0 98,1 93,6
EBCOT 80,4 92,6 92,0 85,6 86,4 84,2
JPEG2000 100,0 100,0 100,0 100,0 100,0 100,0
BD–SSIM lena baboon lighthouse barbara f16 peppers
WDRe 91,7 103,4 118,5 101,0 108,7 103,9
mWDRe 87,8 99,1 112,4 95,9 104,2 99,9
EBCOT 83,2 95,0 98,4 89,0 91,7 89,8
JPEG2000 100,0 100,0 100,0 100,0 100,0 100,0
Tabulka 4.5: Varianty algoritmu WDR – relativní velikost bitového toku
před JPEG 2000.
4.2.7 Vliv použití aritmetického kodéru na efektivitu komprese
Relativní velikost bitového toku [%] – vztaženo k verzím bez AC
BD–PSNR lena baboon lighthouse barbara f16 peppers
EZW 65,4 73,2 73,6 70,0 66,9 65,3
mWDRe 95,0 96,2 96,6 96,8 95,0 93,8
SPIHT 85,5 92,6 90,0 87,9 85,5 84,3
mEBCOT 66,7 75,4 67,5 72,1 62,9 58,5
EBCOT 60,0 73,1 64,2 67,0 58,0 52,1
mEZBC 92,7 94,4 89,3 93,4 88,2 89,3
BD–SSIM lena baboon lighthouse barbara f16 peppers
EZW 64,6 72,5 73,0 69,4 66,4 65,0
mWDRe 94,8 95,9 96,3 96,5 94,7 93,6
SPIHT 85,0 91,9 89,6 87,7 85,3 84,2
mEBCOT 67,3 74,2 65,9 71,9 62,4 58,7
EBCOT 59,7 71,2 62,2 66,2 57,2 51,9
mEZBC 92,7 94,2 88,2 93,6 87,8 88,9
Tabulka 4.6: Vliv použití aritmetického kodéru na efektivitu komprese – relativní velikost
bitového toku
Všechny algoritmy kódování stromu DWT byly implementovány s určitou variantou
aritmetického kodéru (AC/CAGAC). Současně jsou také navrženy tak, aby bylo možné
vynechat aritmetický kodér, případně použít jiné entropické kódování. Je to z důvodu po-
tenciálního nasazení v prostředí, kde AC není vhodné/možné použít.
Srovnání variant algoritmů s a bez AC je taktéž významné, protože některé algoritmy
připravují svůj výstup tak, aby následné aritmetické kódování bylo velmi efektivní a došlo
k výraznému snížení velikosti bitového toku (EBCOT). Jiné algoritmy naopak produkují
relativně kompaktní bitový tok a použití AC nepřináší zásadní zlepšení. Může se tedy stát,
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že algoritmus, který nedosahuje dobrých výsledků při použití AC v relativním srovnání s















100,0 %Reference – bez AC
Graf 4.12: Vliv AC na efektivitu – relativní velikosti bitových toků vůči referenci bez AC
Z naměřených hodnot (Tab. 4.6 a Graf 4.12) je zřejmé, že ve všech případech došlo ke
zvýšení efektivity použitím AC. Nejefektivněji používají AC algoritmy EBCOT a EZW,
zlepšení je v řádu několika desítek procent – u EBCOT nastal pokles velikosti bitového






























Graf 4.13: Vliv AC na efektivitu – relativní velikosti bitových toků v absolutním srovnání
Současně lze také pozorovat velmi efektivní kódování bez AC v případě algoritmů EZBC
a WDR, které se pohybuje na úrovni JPEG 2000 (Graf 4.13).
4.2.8 Problematika srovnání vzorku ruler
Testovací vzorek ruler se ukázal jako nevhodný pro srovnání navrženými metodami. Dů-
vodem, který vede k selhání metody Bjontengaard Delta (respektive k nesprávným výsled-
kům), není chyba samotných srovnávacích metod, ale nedostatek v algoritmu nastavení
kvality komprimovaného obrazu. Ve srovnání se vychází z předpokladu, že se zvyšujícím se
kvantizérem se zvyšuje i kvalita (můžou nastat i drobné poklesy při malém kroku kvanti-
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Graf 4.14: Artefakty ve snímku ruler patrné především ve čtvercové mřížce
zace). U snímku ruler tomu ale tak není – při zvyšování kvantizéru dochází občas k poklesu
kvality a to i výraznému. Lze to přičíst tomu, že vlnková transformace a především následné
ztrátové kódování vnáší do obrazu jisté artefakty (v diskutovaném případě jde především o
tzv. ringing Obr. 4.14 – opakování významných hran v obraze). Intenzita tohoto jevu kolísá




















Graf 4.15: Propady v kvalitě u snímku ruler – srovnání metodou SSIM
Pozorovaný problém je řešitelný důmyslnějším nastavením kvality. Jedním z možných
řešení by bylo použití embedded kodéru, kdy by byl bitový tok přerušen až v momentě
dosažení požadované úrovně kvality. Ještě lepší by bylo použití kodéru na principu EBCOT
Tier2.
4.2.9 Podvzorkování barev
Efekt podvzorkování barevných složek a ponechání jasové vyplývá z vlastností lidského
vidění. V oblasti komprese videa je podvzorkování běžné, při kódování statického obrazu
bývá volitelné. Jeho aplikace obvykle vede ke snížení velikosti bitového toku při zachování
dojmu určité kvality obrazu. Negativní stránkou je snížení kvality barevného podání obrazu,




Srovnání podvzorkovaného a původního obrazu se ukazuje jako komplikované. Zatímco
metoda PSNR je počítána přes všechny složky obrazu, a tím se podvzorkování projeví nega-
tivně, metoda SSIM naopak vykazuje výrazné zlepšení výsledků, protože je počítána pouze
z nepodvzorkované jasové složky. Lze říci, že ani jeden z těchto přístupů zde neposkytuje
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BD–PSNR BD–SSIM













100,0 %Ref. – bez podvzorkování
Graf 4.16: Podvzorkování 420 – relativní velikosti bitových toků
výsledky, které by přesně korelovaly s lidským viděním, nicméně metodě SSIM se obvykle
přikládá větší váha (je bližší lidskému zraku než PSNR).
Obrázek 4.17: Ukázky výřezů podvzorkovaných (vpravo) a nepodvzorkovaných snímků
(vlevo) při přibližně stejné velikosti bitového toku. Patrné rozdíly (ve prospěch podvzorko-
vání) mohou být sledovány na stopce papriky – podvzorkovaná varianta je ostřejší
K zamyšlení je také praktické nasazení kodeků obrazu. Pokud se budou dekomprimované
obrazy zobrazovat na displejích typu Twisted Nematics (TN – dominantní typ jak v LCD
pro PC tak i TV), které jsou známé svým horším podáním barev – obzvláště při pohledu
pod úhlem – a technologií Frame Rate Control (FRC) – pouze 6 bitů na barevný kanál,
tak podvzorkování může být velmi výhodné. Pokud by měl být obraz naopak reprodukován
zařízeními s přesným a širokým podáním barev (IPS, OLED, tisk, >8 bitů/kanál. . . ), tak
podvzorkování může působit nežádoucí pokles kvality.
4.3 Celkové srovnání
Následující globální srovnání si klade za cíl stanovení výsledné efektivity u nejlepších va-
riant jednotlivých algoritmů a kódování. Všechna nastavení jsou směřována k tomu, aby
bylo dosaženo co nejvyšší efektivity (nicméně takové, aby nezneužívaly nedokonalost srov-
návacích technik k dosažení lepších výsledků – například významné podvzorkovaní barev
by vedlo k výrazně lepším výsledkům v metrice SSIM, protože ta zohledňuje pouze jasovou
složku atd.).
Do tohoto testu byly zařazeny všechny vzorky s výjimkou ruleru. Jednotlivé snímky jsou























Graf 4.18: Lena – srovnání metodou PSNR
úplnou dekompozicí DWT D = 1, barevnou ireverzibilní transformací YCbCr, bez pod-
vzorkování barevných kanálů. Pokud je možné, tak je použit aritmetický kodér nebo jeho
























Graf 4.19: Lena – srovnání metodou SSIM
Výsledky jsou vyneseny formou RD grafů (PSNR a SSIM) pro jednotlivé snímky, ta-
bulkou výstupů metody Bjontengaard Delta – relativní velikosti bitových toků vůči JPEG
2000 – a nakonec shrnujícím zprůměrováním hodnot BD–PSNR a BD–SSIM do sloupcových
grafů.
Z měření PSNR a SSIM (Graf 4.18 a Graf 4.19) lze odvodit, že všechny algoritmy
překonaly současný standard JPEG. Dále je možné taky pozorovat, že několik algoritmů a
jejich modifikací překonalo i JPEG 2000. Výsledky nejefektivnějších variant jsou nicméně
ralivně podobné, a proto je obtížné určit přesné pořadí a skutečný rozdíl. Tyto informace
poskytují výstupy upravené metody BD–PSNR v Tab. 4.7. U všech testovaných vzorků
poskytoval nejlepší výsledky EBCOT (fixní blok 128, stromové kódování významnosti, fixní
podblok 16). Ačkoli je poměr mezi efektivitou implementovaných kódování podobný přes
všechny snímky, tak JPEG 2000 se například u vzorku lighthouse přiblížil k algoritmu
EBCOT na rozdíl jen několika procent. Tento jev lze objasnit efektivním použitím Tier2
kodéru.
Jak z Tab. 4.7, tak i z celkového shrnutí výsledků metody BD u všech snímků Graf 4.20
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Relativní velikost bitového toku [%]
BD–PSNR lena baboon lighthouse barbara f16 peppers
EZW 117,7 130,1 145,1 135,6 134,0 122,8
mWDRe 85,3 96,7 104,3 93,0 98,1 93,6
SPIHT 130,2 127,9 137,0 139,2 141,1 131,8
mEBCOT 81,5 92,8 92,9 86,8 87,7 85,4
EBCOT 80,4 92,6 92,0 85,6 86,4 84,2
mEZBC 82,8 96,6 94,6 89,1 89,0 87,5
JPEG 162,2 157,6 175,9 155,8 166,4 174,4
JPEG2000 100,0 100,0 100,0 100,0 100,0 100,0
BD–SSIM lena baboon lighthouse barbara f16 peppers
EZW 121,0 133,8 154,7 139,0 141,3 130,4
mWDRe 87,8 99,1 112,4 95,9 104,2 99,9
SPIHT 136,1 134,9 149,5 146,1 151,4 141,4
mEBCOT 84,5 95,3 99,5 90,3 93,1 91,2
EBCOT 83,2 95,0 98,4 89,0 91,7 89,8
mEZBC 85,1 99,0 101,0 92,2 94,1 93,1
JPEG 141,6 152,4 204,1 178,2 142,7 144,0
JPEG2000 100,0 100,0 100,0 100,0 100,0 100,0
Tabulka 4.7: Celkové srovnání
vyplývá dominantní postavení EBCOT a mEBCOT. S malým rozdílem následuje algoritmus
mEZBC, který ukazuje svůj potenciál. JPEG 2000 byl překonán i modifikací algoritmu
WDR, i když ne ve všech testovaných snímcích. Algoritmy EZW a SPIHT nedosahují takové



















Graf 4.20: Celkové srovnání – relativní velikosti bitových toků
4.3.1 Vizuální porovnání výřezů
Metody SSIM a PSNR jsou nástrojem, který umožňuje efektivní srovnávání velkých počtů
vzorků. Je však známo, že nekorelují zcela přesně s lidským vnímáním kvality. Z tohoto
důvodu je zde zahrnuto i subjektivní srovnání. Protože JPEG selhává při nízkém bitovém
toku, tak do následujících výřezů snímků byly zařazeni zástupci JPEG s dvojnásobnou
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Graf 4.21: Vizuální srovnání – lena – JPEG, JPEG 2000, EBCOT. Vzorky v JPEG 2000 a
EBCOT mají poloviční bitovou velikost oproti JPEG – platí i pro následující srovnání
Graf 4.22: Vizuální srovnání – barbara – JPEG, JPEG 2000, EBCOT
velikostí bitového toku, než vzorky EBCOT a JPEG 2000 (pokud by byly použity JPEG
2000 a EBCOT odpovídající velikosti, tak by srovnání nebylo možné, protože dosažená
kvalita je u nich již vysoká).
Velikost souborů byla volena z okolí 10 kB (JPEG 20 kB), aby při srovnání byly patrné
artefakty a jiné nedostatky. Z implementovaných algoritmů je zastoupen jen jeden zástupce
z toho důvodu, že zpřesňovací průchody všech algoritmů jsou jednotné, a tedy produkují
stejné dekomprimované snímky – liší se jen velikostí bitového toku.
Na vzorku lena je ve variantě JPEG jasně patrný blokový efekt. Vzorek v JPEG 2000
tento jev nevykazuje, nicméně v porovnáním s EBCOT nedisponuje tak ostrými hranami
– například u řas nebo rtů.
Blokový efekt je zřejmý i u snímku barbara v JPEG, JPEG 2000 obsahuje stopy arte-
Graf 4.23: Vizuální srovnání – baboon – JPEG, JPEG 2000, EBCOT
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Graf 4.24: Vizuální srovnání – lighthouse – JPEG, JPEG 2000, EBCOT
Graf 4.25: Vizuální srovnání – f16 – JPEG, JPEG 2000, EBCOT
faktů kostkatění. Ty jsou méně patrné u EBCOT, došlo k jejich částečnému rozmazání.
Snímek baboon je kódován skrze JPEG relativně dobře, blokový efekt není až tak patrný,
současně obraz působí ostře. JPEG 2000 naopak působí lehce rozostřeným dojmem. EBCOT
není také dokonale ostrý, ale vizuálně působí lépe než JPEG 2000, například v oblasti oka
je vyšší ostrost jednoznačně patrná.
Vzorek lighthouse u JPEG sice obsahuje známky blokového efektu, ale celkově z trojice
působí nejostřeji. EBCOT poskytuje také dobrou ostrost, což je patrné zejména na zdivu,
ale současně vykazuje artefakt ringing na boku majáku.
JPEG na snímku f16 docílí sice nejlepší ostrosti (text je dobře čitelný), ale je přítomný
blokový efekt. JPEG 2000 je relativně neostrý, písmo je jen obtížně čitelné – EBCOT působí
lépe, ale opět je zde přítomný artefakt jako v předchozím snímku.
U peppers v JPEG platí podobný závěr jako u předchozích, je ostřejší, ale je zde patrný
Graf 4.26: Vizuální srovnání – peppers – JPEG, JPEG 2000, EBCOT
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Graf 4.27: Vizuální srovnání – ruler – JPEG, JPEG 2000, EBCOT
blokový efekt. EBCOT je v porovnání s JPEG 2000 také ostřejší.
U snímku ruler jednoznačně dominuje JPEG 2000, JPEG i EBCOT obsahují artefakty,
jak v mřížce, tak i u čísel.
4.4 Zhodnocení dosažených výsledků
Z celé série srovnání vyplynulo několik závěrů. Nejefektivnější barevnou transformací je
YCbCr. Překonává jak reverzibilní mYUV tak i standardní RGB. Výběr vhodné vlnky pro
ztrátovou kompresi dopadl dle očekávání, CDF 9/7 představuje nejvýhodnější variantu. V
případě potřeby provádět reverzibilní transformaci je možné využít vlnky LeGall, rozdíl v
efektivitě je jen okolo 15 %. Všechny algoritmy byly srovnány jak s aritmetickým kodérem,
tak bez něj a jejich efektivita vzájemně porovnána. Ve všech případech došlo ke zvýšení
efektivity kódování. Největší přínos má AC pro algoritmy EBCOT a EZW. Naopak kódování
EZBC a WDR dosahují dobrého kompresního poměru i bez použití AC. Na srovnání vzorku
ruler se projevily určité nedostatky v navrženém a implementovaném schématu nastavo-
vání kvality. Zde vykazoval nejlepší výsledky JPEG 2000 především díky použití algoritmu
EBCOT Tier2. Do testů bylo zařazeno i podvzorkování barevných složek a problematika
jeho srovnání. Nelze jednoznačně říci, zda je výhodnější aplikace podvzorkování či nikoliv.
Jak bylo nastíněno, záleží do značné míry na cílové aplikaci.
Z celkového srovnání vyplynulo, že nejefektivnější algoritmy kódování jsou EBCOT a
jeho modifikace. Současně nelze opomíjet i další algoritmy jako jsou EZBC nebo WDR je-
jichž modifikace vedly nejen k překonání JPEG 2000, ale dosáhly téměř stejného výsledku
jako EBCOT. Rozdíl v řádu procent může být zastíněn jinými vlastnostmi kódování, které
mohou například vést k implementaci v HW. Známá kódování EZW a SPIHT sice nepřeko-
nala efektivitu JPEG 2000, ale dosáhla lepších výsledků než starší JPEG. Jelikož je právě
JPEG stále nejčastěji používaným ztrátovým kódováním obrazu, je možné říci, že všechny
implementované algoritmy současný standard překonávají, některé dosahují i poloviční ve-
likosti při stejné úrovni kvality.
Objektivní srovnání bylo doplněno i o subjektivní vizuální srovnání mezi vzorky kódo-
vanými pomocí JPEG, JPEG 2000 a EBCOT. Tato srovnání potvrdila předchozí zjištění –




Vlastní práce sestává ze tří významných kapitol. Kapitola Komprese obrazu se věnuje vý-
kladu problematiky komprese obrazu pomocí vlnkové transformace. Širší záběr na začátku
práce nutný k vysvětlení souvislostí postupně přechází přes pojednání o teorii transformace
obrazu až k detailnímu popisu algoritmů kódování. Následující kapitola popisuje především
problematiku implementace od návrhu až po realizaci. Zde je kladen důraz na všechna
důležitá vylepšení a modifikace. Pozornost je věnována nejen algoritmům jako je EBCOT,
EZW, WDR atd., ale i podpůrným funkcím od aritmetického kodéru až po serializaci dat. Ve
třetí kapitole je provedeno srovnání a vyhodnocení implementovaných algoritmů. Součástí
je diskuse problematiky srovnání a zobrazení výsledků pomocí navrženého a aplikovaného
řešení.
Realizace této práce byla provedena záměrně odlišným způsobem než bývá běžné. Zvo-
lený iterativní postup vedl k tomu, že již v počátcích byl vytvořen prototyp a k němu
základní srovnávací nástroje. S přibývajícími poznatky byly doplňovány další algoritmy
a kódování včetně zdokonalených srovnávacích a vyhodnocovacích metod. Tento proces
umožnil efektivní hledání možných vylepšení a současně i tvorbu lépe koncipované tech-
nické zprávy.
5.1 Vlastní přínos
Tato práce (respektive její část) byla přihlášena do soutěže EEICT, kde postoupila do finále
a byla publikována ve sborníku. Na samotné konferenci byla prezentována a zaujala komisi
natolik, že byla oceněna prvním místem v magisterské kategorii Grafika a multimédia.
V rámci samotné práce bylo dosaženo několika cílů. Prvním z nich bylo vytvoření mul-
tiplatformní knihovny pro kompresi obrazu. Zde došlo k implementaci řady algoritmů kom-
prese obrazu, mezi nejvýznamnější patří EBCOT, EZBC, WDR a EZW. Bylo také využito
několika přínosných vylepšení a modifikací zmíněných algoritmů, které byly popsány v ka-
pitole Implementace.
Dalším důležitým výstupem práce je srovnávací nástroj, který umožňuje snadno srov-
návat velká množství vzorků, vytváří vektorové grafy a výsledky shrnuje v tabulkách při-
pravených pro sazbu v LATEXu. Tento nástroj je založen na známých metodách PSNR a
SSIM, současně však také využívá progresivních technik jako je BD–PSNR.
V neposlední řadě za přínos může být považována i samotná technická zpráva. Snaží se
systematicky a srozumitelně vysvětlit problematiku, jak teorii, tak i implementační aspekty.
Hlavně však přináší široké srovnání algoritmů kódování a vyhodnocení těchto výsledků.
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5.2 Příležitosti k dalšímu rozvoji
Oblast komprese obrazu je velmi široká, příležitostí k další práci nejen na algoritmech
spojených s vlnkovou transformací je mnoho. Komprese obrazu je současně také oblastí
progresivní, probíhá neustálý výzkum a vývoj lepších a sofistikovanějších přístupů ke kódo-
vání obrazových dat. Sesterská kategorie, a to komprese videa, zažívá ještě větší rozmach –
v poslední době bylo představeno hned několik standardů.
Z této práce vyplynulo několik potenciálních směrů dalšího rozvoje. Především se jedná
o další zdokonalování algoritmů kódování. Žádné ze zmíněných kódování nevyužívá plně
všech potenciálních závislostí v obraze, nabízí se tedy možnost kombinace přístupů, aplikace
vylepšení známých z jednoho algoritmu i na další atd. Zajímavou myšlenku skýtá možnost
tvorby zcela nového algoritmu, který bude stavět na známých principech, ale současně
nebude vázán některými omezeními. Cílem by tak bylo překonání stávajících kodérů v řádu
desítek procent. Zde je důležité zmínit, že s postupným zdokonalováním dochází ke snižování
nárůstu efektivity. Je to dáno tím, že obrazová data mají pro určitou kvalitu obrazu jistou
minimální entropii, což je bariéra, kterou nelze stávajícími metodami překonat. Současně
ne všechny nové cesty povedou k efektivnější kompresi, nebo přínos nebude velký, ale i to
je součástí výzkumu.
Zlepšování nemusí být omezeno jen na algoritmy kódování, ale prostor je i u aritmetic-
kého kodéru a obzvláště u jeho kontextové varianty. Pro dosažení vyšší efektivity je možné
staticky nastavit pravděpodobnosti kontextů. To vyžaduje úpravy samotného kodéru a
především získaní pravděpodobností ze statistik kódování širšího spektra vzorků. Zde by
se nabízela možnost dvouprůchodového aritmetického kódování. To však vyžaduje přenos
pravděpodobnostní tabulky jako součásti bitového toku, a stává se tak v mnoha případech
naopak méně efektivní.
Celý proces kódování je orientován na obraz s osmi bity na barevný kanál. Existují
však požadavky i na více bitů na kanál, příkladem jsou medicínská data a nebo v současné
době rostoucí oblast High Dynamic Range (HDR) snímků. Další možná orientace práce
je na stereoskopické snímky, které se dnes dají vytvářet i pomocí běžných kompaktních
fotoaparátů a na trhu je k dispozici celá řada zařízení schopných zobrazit 3D obsah.
Jedním z témat k rozšíření a zdokonalení práce by mohla být optimalizace algoritmů –
převedení do čistého C s efektivní paměťovou manipulací, sloučení některých kroků, které
byly zachovány pro přehlednost, případně i implementace nejnáročnějších úseků v jazyku
symbolických instrukcí (s použitím rozšíření instrukčních – SSEx AVX a dalších).




[1] Adelson, E.; Simoncelli, E.; Hingorani, R.; aj.: Orthogonal Pyramid Transforms for
Image Coding. M.I.T. Media Lab Vision Sciences technical report, Media Laboratory,
Massachusetts Institute of Technology, 1987.
[2] Balan, V.; Condea, C.: Wavelets and Image Compression. Telecommunication
Standardization Sector of ITU, Leden 2003.
[3] Bjontegaard, G.: Calculation of average PSNR differences between RD-curves.
International Telecommunication Union, Video Coding Experts Group, Duben 2001.
[4] Bodden, E.; Clasen, M.; Kneis, J.: Arithmetic Coding revealed - A guided tour from
theory to praxis. Technická Zpráva SABLE-TR-2007-5, Sable Research Group, School
of Computer Science, McGill University, Montréal, Québec, Canada, May 2007.
[5] Chai, B.-B.; Vass, J.; Zhuang, S.: Significance-linked connected component analysis
for low bit rate image coding. In Image Processing, 1997. Proceedings., International
Conference on, ročník 2, 1997, s. 637–640 vol.2, doi:10.1109/ICIP.1997.638852.
[6] Christopoulos, C.; Skodras, A.; Ebrahimi, T.: The JPEG2000 still image coding
system: an overview. Consumer Electronics, IEEE Transactions on, ročník 46, č. 4,
Listopad 2000: s. 1103 –1127, ISSN 0098-3063, doi:10.1109/30.920468.
[7] David S. Taubman, P. A.: Embedded block coding with optimized truncation. Srpen
2004.
URL http://www.patentlens.net/patentlens/patent/US_6778709/en/
[8] Delaunay, X.: EBCOT coding passes explained on a detailed example. 2010.
[9] Hsiang, S.-T.; Woods, J.: Embedded image coding using zeroblocks of
subband/wavelet coefficients and context modeling. In Circuits and Systems, 2000.
Proceedings. ISCAS 2000 Geneva. The 2000 IEEE International Symposium on,
ročník 3, 2000, s. 662–665 vol.3, doi:10.1109/ISCAS.2000.856147.
[10] ITU-T: Objective perceptual multimedia video quality measurement in the presence of
a full reference. Telecommunication Standardization Sector of ITU, Srpen 2008.
[11] Knee, M.: A Single-ended Picture Quality Measure for MPEG-2. Snell and Wilcox,
UK, 2010.
[12] Kozumplík, J.; učení technické v Brně. Ústav biomedicínského inženýrství, V.:
Vlnkové transformace a jejich využití pro filtraci signálů EKG. Vědecké spisy:
Habilitační a inaugurační spisy, VUTIUM, 2005, ISBN 9788021430457.
[13] Mallat, S.: A Wavelet Tour of Signal Processing, Third Edition: The Sparse Way.
Academic Press, třetí vydání, 2008, ISBN 0123743702, 9780123743701.
70
[14] Marcellin, M.; Gormish, M.; Bilgin, A.; aj.: An overview of JPEG-2000. In Data
Compression Conference, 2000. Proceedings. DCC 2000, 2000, ISSN 1068-0314, s.
523 –541, doi:10.1109/DCC.2000.838192.
[15] Mayes, M.; Cantrell, C.: Subband encoding by wavelet filter cascade for band width
compression in FDTD simulation. In Power Modulator Symposium, 2004 and 2004
High-Voltage Workshop. Conference Record of the Twenty-Sixth International, may
2004, s. 551 – 554, doi:10.1109/MODSYM.2004.1433636.
[16] Odegard, J. E.: Moments, smoothness and optimization of wavelet systems.
Dizertační práce, Rice University, 1996.
[17] Poularikas, A.: The Transforms and Applications: Handbook. The Electrical
Engineering Handbook Series, Taylor & Francis Group, 2000, ISBN 9780849385957.
[18] Said, A.; Pearlman, W.: A New Fast/Efficient Image Codec Based on Set Partitioning
in Hierarchical Trees. In Wavelet Image and Video Compression, The International
Series in Engineering and Computer Science, ročník 450, editace P. Topiwala,
Springer US, 2002, ISBN 978-0-7923-8182-2, s. 157–170, doi:10.1007/0-306-47043-8˙9.
URL http://dx.doi.org/10.1007/0-306-47043-8_9
[19] Sayood, K.: Lossless Compression Handbook. Communications, Networking and
Multimedia, Elsevier Science, 2002, ISBN 9780080510491.
[20] Servetto, S.; Ramchandran, K.; Orchard, M.: Morphological representation of wavelet
data for image coding. In Acoustics, Speech, and Signal Processing, 1995.
ICASSP-95., 1995 International Conference on, ročník 4, 1995, ISSN 1520-6149, s.
2229–2232 vol.4, doi:10.1109/ICASSP.1995.479920.
[21] Shapiro, J.: Embedded image coding using zerotrees of wavelet coefficients. Signal
Processing, IEEE Transactions on, ročník 41, č. 12, dec 1993: s. 3445 –3462, ISSN
1053-587X, doi:10.1109/78.258085.
[22] Strang, G.; Nguyen, T.: Wavelets and Filter Banks. Wellesley-Cambridge Press, 1996,
ISBN 9780961408879.
[23] Taubman, D.; Ordentlich, E.; Weinberger, M.; aj.: Embedded block coding in
JPEG2000. In Image Processing, 2000. Proceedings. 2000 International Conference
on, ročník 2, 2000, ISSN 1522-4880, s. 33–36 vol.2, doi:10.1109/ICIP.2000.899218.
[24] Urbánek, P.: Srovnání videokodeků. Vysoké učení technické v Brně, 2011.
[25] Wang, M.; Xiong, Y.: Embedde quadtree wavelets in image compression. Červenec
2005.
[26] Wang, R.; Ruan, S.; Liu, C.; aj.: An improved EZBC algorithm based on block bit
length. EURASIP J. Adv. Sig. Proc., 2011: s. 84–84.
[27] Wang, Z.; Bovik, A.; Sheikh, H.; aj.: Image quality assessment: from error visibility
to structural similarity. Image Processing, IEEE Transactions on, ročník 13, č. 4,
Duben 2004: s. 600 –612, ISSN 1057-7149, doi:10.1109/TIP.2003.819861.
[28] Williams, J. R.; Amaratunga, K.: Introduction to wavelets in engineering.
International Journal for Numerical Methods in Engineering, ročník 37, č. 14, 1994:
s. 2365–2388, ISSN 1097-0207, doi:10.1002/nme.1620371403.
URL http://dx.doi.org/10.1002/nme.1620371403
71
