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The exact factorization of an electron-nuclear wavefunction [A. Abedi, N. T. Maitra, and E. K. U.
Gross, Phys. Rev. Lett. 105, 123002 (2010)] allows us to define the rigorous nuclear time-dependent
Schro¨dinger equation (TDSE) with a time-dependent potential-energy surface (TDPES) that fully ac-
counts for the coupling to the electronic motion and drives the nuclear wavepacket dynamics. Here,
we study whether the propagation of multiple classical trajectories can reproduce the quantum nu-
clear motion in strong-field processes when their motions are governed by the quantum Hamilton-
Jacobi equation derived by applying Bohmian mechanics to this exact nuclear TDSE. We demon-
strate that multiple classical trajectories propagated by the force from the gradient of the exact TDPES
plus the Bohmian quantum potential can reproduce the strong-field dissociation dynamics of a one-
dimensional model of the H+2 molecule. Our results show that the force from the Bohmian quantum
potential plays a non-negligible role in yielding quantum nuclear dynamics in the strong-field process
studied here, where ionization and/or splitting of nuclear probability density occurs.
PACS numbers: 31.15-p, 31.50.-x, 32.80.-t, 33.80.-b, 42.50.Hz, 82.20.-w
I. INTRODUCTION
The coupling of electronic and nuclear motions plays
a significant role in many fascinating scientific phenom-
ena, e.g., photoreactions [1–3], molecular electronics [4–
6], and strong-field processes [7–11]. In particular, the
study of strong-field processes has been one of the most
dynamic research areas in the past few decades with
the advent of femtosecond and attosecond technology
[12–17]. Irradiation of atoms and molecules by intense
laser pulses gives rise to highly nonlinear effects [18–
26] such as above-threshold ionization or dissociation,
Coulomb explosion, or high-harmonic generation. To
understand the mechanisms of any nonlinear molec-
ular phenomenon and non-adiabatic reactions, and to
move the technology further forward, it is essential to be
able to correctly describe any type of coupled electron-
nuclear dynamics. Developing such a theoretical tool
has been one of the biggest issues in theoretical physics
and chemistry. Numerous studies have been conducted
and many sophisticated methods have been developed
[27–39], among them, multiple-spawning method [40,
41], multiconfiguraton time-dependent Hartree method
[42–45], and nonadiabatic Bohmian dynamics method
[46–48] are the methods that retain a quantum descrip-
tion of the nuclei and simulate nonadiabatic electron-
nuclear dynamics very accurately. However, they in-
cur huge computational cost when applied to systems
with many atoms. Moreover, inclusion of a large num-
ber of electronic states is required when higher-intensity
fields exist, and ionization processes are very difficult
to treat within these approaches. Therefore, alterna-
tive approaches have also been developed extensively,
which have significantly reduced the computational
cost. One of the most widely used approaches is mixed
quantum-classical (MQC) approximation, where the nu-
clei are treated as classical particles, while the electrons
are treated quantum mechanically. Among these, the
Ehrenfest [49–51] and trajectory surface hopping (TSH)
[52–59] methods are the most widely used, and have
been employed in many studies. However, both Ehren-
fest and TSH have certain discrepancies that arise from
the fact that, in both methods, the forces acting on clas-
sical nuclei and the potential acting on electrons are de-
rived with approximations. There are ongoing intensive
efforts to improve these approaches [60–66].
Recently, a new approach to the coupled electron-
nuclear motion, the so-called exact factorization of the
electron-nuclear wavefunction [67–69], has been pro-
posed. This method provides a new route to go beyond
the Born-Oppenheimer (BO) approximation [70–73] and
to study the force acting on the classical nuclei [74–
76], and then to develop a rigorous MQC method [77–
81]. In this framework, the full wavefunction is writ-
ten as the product of a nuclear wavefunction and con-
ditional electronic wavefunctions, which parametrically
depend on the nuclear configuration. The coupled equa-
tions drive the dynamics of these two components, and
the motion of the nuclear wavefunction is governed by
a single time-dependent Schro¨dinger equation (TDSE),
which contains a time-dependent potential-energy sur-
face (TDPES) and a time-dependent vector potential.
Since this nuclear wavefunction provides the exact nu-
clear and current densities, the TDSE that it satisfies has
been identified as the exact nuclear TDSE. The presence
of a single exact nuclear TDSE has been found to be very
useful in developing the MQC approach systematically
[74–81].
In previous studies, the features of the TDPES in a
one-dimensional nonadiabatic electron-transfer model
system have been fully analyzed [74, 75, 82]. Indeed,
it has been shown that evolving an ensemble of clas-
sical nuclear trajectories using the force determined
from the gradient of the TDPES reproduces the nuclear
wavepacket dynamics very well [76]. These led to the
idea of developing the MQC method based on the TD-
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PES and multiple trajectories. Recently, a novel MQC
algorithm - the coupled-trajectory (CT) MQC algorithm
[80, 81] - has been proposed and shown to be able to ac-
curately simulate the coupled electron-nuclear dynam-
ics in a one-dimensional field-free process.
On the other hand, the features of the TDPES under
external fields have also been studied [67–69, 83, 84]. We
proposed the reverse factorization [69], which allows us
to define the exact electronic TDSE and the exact elec-
tronic TDPES. These are found to be very useful for ex-
ploring the mechanism of electron dynamics under an
external field [69, 84]. Furthermore, we have recently
studied the nuclear TDPES in laser-induced electron lo-
calization in the H+2 molecule [83], and showed that the
propagation of an ensemble of classical trajectories us-
ing the gradient of the TDPES yields nuclear density dy-
namics that are very similar to the exact quantum nu-
clear ones. This result encourages the idea of devel-
oping the MQC dynamics method for the strong-field
processes as well. This would be useful since none of
the methods that presently exist can accurately simulate
the coupled electron-nuclear dynamics of medium- and
large-sized systems under a strong field.
However, it is still not clear whether the gradient of
the TDPES can reproduce the quantum nuclear dynam-
ics in strong-field processes such as strong-field ioniza-
tion and dissociation, where the quantum effects of the
nuclei are significant. In fact, the gradient of the TD-
PES is not exactly the same as the force that appears
in the quantum Hamilton-Jacobi equation derived by
applying the Bohmian mechanics approach to the ex-
act nuclear TDSE [76]; it lacks the force from the so-
called Bohmian quantum potential. In previous studies
[67, 68], it was shown that a single classical trajectory
evolved by the gradient of the TDPES does not yield
the correct time evolution of the mean nuclear distance
in strong-field dissociation of the one-dimensional H+2
molecular model. The question then arises as to whether
multiple classical trajectories evolved by the quantum
Hamilton-Jacobi equation derived from the exact nu-
clear TDSE give the correct quantum nuclear dynamics
in strong-field processes.
In this paper, we show that multiple classical trajec-
tories propagated by the gradient of the TDPES plus
Bohmian quantum potential can reproduce quantum
nuclear dynamics in the strong-field processes: it pro-
duces the correct dissociation dynamics and splitting of
nuclear probability density in the one-dimensional H+2
molecular model. The Bohmian quantum potential is
found to play a non-negligible role in giving the cor-
rect nuclear dynamics for the present strong-field pro-
cesses, where ionization and/or splitting of the nuclear
wavepacket occur/s. Our findings provide a useful ba-
sis toward the development of the MQC method for
strong-field processes.
The rest of the paper is organized as follows. In sec-
tion II, we briefly review the concepts of the exact fac-
torization of the full electron-nuclear wavefunction and
the quantum Hamilton-Jacobi equation derived from
the exact nuclear TDSE. There, we show the exact force
acting on the classical nuclei and its relationship with
the gradient of the TDPES. In section III, we first de-
scribe our model system of strong-field dissociation of
H+2 , and then show the quantum potential in this system
together with the exact TDPES. We then propagate mul-
tiple classical trajectories with the force from the gradi-
ent of the TDPES plus quantum potential and demon-
strate that it perfectly reproduces the quantum nuclear
dynamics in strong-field processes. We also show the
role of the quantum potential by showing the dynam-
ics propagated only by the gradient of the TDPES. In
section IV, we summarize the results and speculate on
future directions.
II. THEORY
In Ref. [67, 68], it was shown that the full electron-
nuclear wavefunction Ψ(R, r, t) that solves the TDSE
HˆΨ(R, r, t) = i∂tΨ(R, r, t) can be factorized exactly to
the single product
Ψ(R, r, t) = χ(R, t)ΦR(r, t) (1)
of the nuclear wavefunction χ(R, t) and the electronic
wavefunction ΦR(r, t) that parametrically depends on
the nuclear positions R and satisfies the partial normal-
ization condition ∫
dr|ΦR(r, t)|2 = 1 (2)
for any R and t. Throughout this paper, R and r collec-
tively represent the sets of nuclear and electronic coor-
dinates, respectively (i.e., R ≡ {R1,R2, · · · ,RNn} and
r ≡ {r1, r2, · · · , rNe}) , and atomic units are used unless
stated otherwise. The complete molecular Hamiltonian
is
Hˆ = Tˆn(R) + Vˆ
n
ext(R, t) + HˆBO(r,R) + vˆ
e
ext(r, t), (3)
and HˆBO(r,R) is the BO electronic Hamiltonian,
HˆBO = Tˆe(r) + Wˆee(r) + Wˆen(r,R) + Wˆnn(R), (4)
where Tˆn = −
∑Nn
α=1
∇2α
2Mα
and Tˆe = −
∑Ne
j=1
∇2j
2 are
the nuclear and electronic kinetic energy operators,
Wˆee, Wˆen and Wˆnn are the electron-electron, electron-
nuclear and nuclear-nuclear interactions, and Vˆ next(R, t)
and vˆeext(r, t) are time-dependent (TD) external poten-
tials acting on the nuclei and electrons, respectively.
The stationary variations of the quantum mechanical
action with respect to ΦR(r, t) and χ(R, t) under the nor-
malization condition of ΦR(r, t) lead to the following
2
equations of motion for χ(R, t) and ΦR(r, t) [67, 68]:(
HˆBO(r,R) + vˆ
e
ext(r, t) + Uˆ
coup
en [ΦR, χ]− (R, t)
)
ΦR(r, t)
= i∂tΦR(r, t)
(5)
[
Nn∑
α=1
[−i∇α +Aα(R, t)]2
2Mα
+ Vˆ next(R, t) + (R, t)
]
χ(R, t)
= i∂tχ(R, t).
(6)
Here, (R, t) is the exact nuclear TDPES
(R, t) =
〈
ΦR(t)
∣∣∣ HˆBO+vˆeext(r, t)+Uˆ coupen −i∂t ∣∣∣ΦR(t)〉
r
,
(7)
Uˆ coupen [ΦR, χ] is the electron-nuclear coupling operator,
Uˆ coupen [ΦR, χ] =
Nn∑
α=1
1
Mα
[[−i∇α −Aα(R, t)]2
2
(8)
+
(−i∇αχ
χ
+Aα(R, t)
)(−i∇α −Aα(R, t))] ,
and Aα
(
R, t
)
is the TD vector potential,
Aα
(
R, t
)
=
〈
ΦR(t)
∣∣∣− i∇α ΦR(t)〉
r
. (9)
The symbol 〈 · 〉r indicates an integration over electronic
coordinates only. The partial normalization condition of
ΦR(r, t) makes the factorization (1) unique up to within
a (R, t)-dependent gauge transformation, χ(R, t) →
χ˜(R, t) = e−iθ(R,t)χ(R, t) and ΦR(r, t) → Φ˜R(r, t) =
eiθ(R,t)ΦR(r, t). Eqs. (5) and (6) are form invariant under
this transformation while the scalar potential and the
vector potential transform as ˜(R, t) = (R, t)+∂tθ(R, t)
and A˜α(R, t) = Aα(R, t) +∇αθ(R, t).
The equation for χ(R, t), Eq. (6), has the form of
a Schro¨dinger equation. Note that χ(R, t) can be
interpreted as the exact nuclear wave-function since
it leads to an N -body nuclear density, Γ(R, t) =
|χ(R, t)|2, and an N -body current density, Jα(R, t) =
1
Mα
[
Im(χ∗(R, t)∇αχ(R, t)) + Γ(R, t)Aα(R, t)
]
, which
yields the true nuclearN -body density and current den-
sity obtained from the full wavefunction Ψ(R, r, t) [68].
Therefore, the equation (6) can be regarded the exact nu-
clear TDSE.
Having a single exact TDSE for the nuclear subsys-
tem, it is possible to consider its hydrodynamic refor-
mulation [76] using the approach of Bohmian mechanics
[85–87], to study how the exact force acting on the clas-
sical nuclei can be defined. To this end, the polar forms
of the wavefunction χ(R, t) = |χ(R, t)|eiS(R,t) (|χ(R, t)|
and S(R, t) are real-valued amplitude and action func-
tions, respectively) are substituted into the exact nuclear
TDSE (6). Here, to easily find the exact force acting on
the classical nuclei, we set the gauge of the wavefunc-
tion such that the vector potential Aα(R, t) is always
zero. Note that whenever the vector potential is curl-
free (∇α ×Aα(R, t) = 0), the gauge can be chosen such
that Aα(R, t) is zero. Whether and under which condi-
tions∇α×Aα(R, t) = 0 is currently under investigation
[88, 89]. Under this choice of the gauge, the exact nu-
clear TDSE (6) can be written as[
−
Nn∑
α=1
∇2α
2Mα
+ (R, t)
]
χ(R, t) = i∂tχ(R, t). (10)
Here we include Vˆ next(R, t) in the exact TDPES (R, t).
Substituting χ(R, t) = |χ(R, t)|eiS(R,t) into Eq. (10), the
following two coupled equations are obtained [76]:
Nn∑
α=1
(∇αS(R, t))2
2Mα
+ (R, t)−
Nn∑
α=1
1
2Mα
∇2α|χ(R, t)|
|χ(R, t)|
= −∂S(R, t)
∂t
(11)
and
−
Nn∑
α=1
∇αS(R, t) · ∇α|χ(R, t)|
Mα
−
Nn∑
α=1
|χ(R, t)|∇2αS(R, t)
2Mα
=
∂|χ(R, t)|
∂t
.
(12)
Equation (11) and (12) are the hydrodynamic formula-
tion of the exact nuclear TDSE (10). Equation (11) can
be regarded as the exact quantum Hamilton-Jacobi equa-
tion, while (12) produces the continuity equation. Iden-
tifying ∇αS(R, t) as a momentum Pα of a classical tra-
jectory, (11) can be solved by propagating an ensemble
of classical trajectories that obey the following Newton’s
equations:
dPα
dt
= −∇α
[
(R, t)−
Nn∑
α=1
1
2Mα
∇2α|χ(R, t)|
|χ(R, t)|
]
= −∇α
[
(R, t) + QP(R, t)
]
.
(13)
The right-hand side of (13) can now be considered as
the exact force acting on the classical nuclei, since it is
derived from the exact nuclear TDSE. It is a gradient of
the sum of the exact TDPES (R, t) and the additional
time-dependent potential
QP(R, t) = −
Nn∑
α=1
1
2Mα
∇2α|χ(R, t)|
|χ(R, t)| , (14)
3
which is referred to as the quantum potential in
Bohmian mechanics.
In the previous studies, we propagated multiple clas-
sical trajectories according to (13) without this Bohmian
quantum potential QP(R, t), i.e.,
dPα
dt
= −∇α(R, t) (15)
for the field-free nonadiabatic charge-transfer process
[76] and the laser-induced electron localization pro-
cesses in the H+2 molecule [83]. We found that an en-
semble of independent classical nuclear trajectories on
(R, t) provides dynamics that accurately reproduce the
exact nuclear wavepacket dynamics. Here, we study
whether the same multiple classical trajectory approach
can also reproduce strong-field processes in which ion-
ization and/or splitting of nuclear density occur/s. In
such strong-field processes, nuclear quantum effects are
significant; in fact, previous studies [67, 68] have shown
that a single classical trajectory cannot yield the molec-
ular dissociation via tunneling that occurs under the
strong field, even though it is propagated by the force
of the gradient of the exact TDPES, (R, t). In the next
section, we will propagate multiple classical trajectories
by (R, t) according to (15). We will also calculate the ex-
act quantum potential QP(R, t) and propagate multiple
classical trajectories by (R, t) + QP(R, t), i.e., (13), to
study the importance of the force from QP(R, t). Note
this study demonstrates the role of QP(R, t) in multiple
classical-trajectories dynamics for the first time.
III. RESULTS AND DISCUSSION
A. Theoretical model
To study whether the propagation of multiple clas-
sical trajectories can reproduce the exact quantum nu-
clear dynamics in strong laser fields, we employ a sim-
plified model of the H+2 molecule, which is the same as
that used in previous studies [21, 67–69, 83, 84]. In this
model, the dimensionality of the problem is reduced by
restricting the motion of the nuclei and the electron to
the direction of the polarization axis of the laser field
[90–93]. In the center-of-mass system, the dynamics of
this one-dimensional model of H+2 is governed by the
full Hamiltonian Hˆ(R, r, t) = Tˆn(R) + Tˆe(r) + Wˆnn(R) +
Wˆen(R, r) + vˆlaser(r, t), where R is the internuclear dis-
tance and r is the electronic coordinate as measured
from the nuclear center of mass. The kinetic energy
terms are Tˆn(R) = − 12µn ∂
2
∂R2 and, Tˆe(r) = − 12µe ∂
2
∂r2 ,
respectively, where the reduced mass of the nuclei is
given by µn = MH/2, and reduced electronic mass is
given by µe = 2MH2MH+1 (MH is the proton mass). The
interactions are soft-Coulomb: Wˆnn(R) = 1√0.03+R2 ,
and Wˆen(R, r) = − 1√
1.0+(r−R2 )2
− 1√
1.0+(r+R2 )
2
(and
Wˆee = 0). The field is described within the dipole ap-
proximation and length gauge, as vˆlaser(r, t) = E(t)qer,
where the reduced charge qe = 2MH+22MH+1 . This reduced-
dimensional model has proven useful since it allows
numerically exact solutions to the TDSE while captur-
ing the essential physics in strong-field processes such
as multiphoton ionization, above-threshold ionization
and dissociation, enhanced ionization, non-sequential
double ionization, and high-harmonic generation [18–
26]. In this study, we investigate the dynamics of the
model H+2 system under a λ = 228 nm (5.4 eV) UV-laser
pulse, which is represented by E(t) = E0f(t) sin(ωt),
with two peak intensities, I1 = |E0|2 = 1014 W/cm2
and I2 = |E0|2 = 2.5×1013 W/cm2. This frequency pro-
vides an energy that is about twice as much as the dis-
sociation energy of the model molecule (2.88 eV); thus,
dissociation is expected. The envelope function f(t) is
chosen such that the field is linearly ramped from zero
to its maximum strength at t = 7.6 fs (over 10 optical
cycles) and thereafter, held constant for an additional 15
laser cycles, corresponding to a total simulation time of
about 19 fs. The same system and parameters were em-
ployed in previous studies [21, 67, 68], where the im-
portant role of the complex coupling between the elec-
tronic and nuclear motions in these strong-field systems
was revealed. In [67, 68], in particular, the exact TD-
PES (7) in these systems was calculated and shown to
be a very useful tool for analyzing and interpreting the
complicated quantum nuclear dynamics in the strong-
field processes. Here, we will study the possibility of the
Bohmian mechanics being established for these strong-
field processes by using the concept of exact factoriza-
tion, and whether multiple classical trajectories can give
the correct quantum nuclear dynamics.
We first calculated the full molecular wavefunction
Ψ(R, r, t) by propagating the full TDSE
Hˆ(R, r, t)Ψ(R, r, t) = i∂tΨ(R, r, t) (16)
numerically exactly using the second-order split-
operator method [94]. As the initial state of the time
propagation, Ψ(R, r, t) was prepared in its ground state
by imaginary-time propagation. In Fig. 1, the electron-
nuclear density |Ψ(R, r, t)|2 at t = 18.6 fs (after the
24th optical cycle) is shown for both the higher-intensity
case (I1 = 1014 W/cm2) (upper panel) and the lower-
intensity case (I2 = 2.5 × 1013 W/cm2) (lower panel).
These indicate the probability of finding an electron at
position r and the nuclear separation at positionR at t =
18.6 fs for each case. In the upper panel, it is observed
that |Ψ(R, r, t)|2 at t = 18.6 fs exists at largerR compared
to the expectation value at the ground state 〈R〉(t =
0) = 2.65 a.u., indicating that dissociation occurred. We
also observe large streaks of |Ψ(R, r, t)|2 in both negative
and positive r directions, which shows that a consid-
erable ionization occurred in this higher-intensity case.
Therefore, dissociation occurs here via the Coulomb-
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FIG. 1. (color online). Electron-nuclear density |Ψ(R, r, t)|2 for
the model H+2 molecule after the 24th optical cycle (t = 18.6
fs) in a λ = 228 nm laser field. (Upper panel: higher-intensity
case (I1 = 1014 W/cm2). Lower panel: lower-intensity case
(I2 = 2.5× 1013 W/cm2.) In atomic units.
explosion mechanism, as already discussed in previous
studies [21, 67, 68]. However, in the lower-intensity case
(lower panel in Fig. 1), different dynamics occurred: a
small amount of |Ψ(R, r, t)|2 exists in the region larger
than 〈R〉(t = 0) = 2.65 a.u., but a large part of it remains
in the ground-state position around 〈R〉(t = 0). There-
fore, a splitting of probability density occurred here and
a small amount of |Ψ(R, r, t)|2 went to dissociation. It is
also seen that the probability of ionization is very low,
and hence, dissociation occurred predominantly via the
photodissociation channel (H+2 →H+H+) [21, 67, 68].
Previous studies [21, 67, 68] have shown that this lower-
intensity case (I2 = 2.5× 1013 W/cm2) represents a par-
ticularly challenging system when we consider simulat-
ing it by using the approximated method. The Ehren-
fest and time-dependent Hartree methods could not re-
produce the probability of dissociation of this system.
A more sophisticated correlated time-dependent varia-
tional approach [21] succeeded in giving the dissocia-
tion probability to some degree, but still could not repro-
duce the nuclear density dynamics well. The exact TD-
PES in this system [67, 68] provided a clear picture that
explains the difficulty in the simulation of these nuclear
dynamics: it was shown that the quantum tunneling
through the TDPES occurs, which is difficult to repro-
duce by the approximated methods. The question arises
as to whether we get the force acting on classical nu-
clei that gives the correct dynamics in this system if we
formulate Bohmian mechanics in the exact-factorization
framework.
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FIG. 2. (color online). (a) Top panel: Snapshots of the exact
TDPES (R, t) (blue or dark gray solid lines) and nuclear den-
sity (black solid lines) at times indicated, for H+2 subjected to
the laser-field (λ = 228 nm) with the peak intensity I1 = 1014
W/cm2. For reference, the ground-state BO potential-energy
surface (black dashed lines) is also shown. Bottom panel:
Snapshots of the exact quantum potential QP (pink or light
gray solid lines) for the same system as in the top panels at
the same times. Nuclear density is again shown (black solid
lines). (b) Same as (a) but for the case of lower intensity
(I2 = 2.5× 1013 W/cm2).
B. Multiple classical trajectory dynamics on the exact
TDPES + the exact quantum potential
To answer the questions raised in the previous sec-
tions, we now present our results. We begin with the cal-
culation of the exact TDPES (R, t) (7) and the quantum
potential QP(R, t) (14) that appear in the exact quan-
tum Hamilton-Jacobi equation (11). Since we already
have numerically exact Ψ(R, r, t) at each time step ob-
tained by propagating the full TDSE (16), we can easily
calculate the TDPES (R, t) by fixing the gauge [68] and
QP(R, t) with |χ(R, t)| =
√∫ |Ψ(R, r, t)|2dr. In Fig. 2 (a)
and (b), we show snapshots of the exact TDPES (R, t)
(blue or dark gray solid lines) and the quantum poten-
tial QP(R, t) (pink or light gray solid lines) at times in-
dicated for the system with peak intensities I1 = 1014
W/cm2 (Fig. 2 (a)) and I2 = 2.5 × 1013 W/cm2 (Fig. 2
(b)), respectively. The nuclear density at each time is
also shown (black solid lines). Note that the TDPES have
already been reported in previous studies [67, 68], and
here we show the quantum potential for the first time.
The TDPES in each system shows the characteristic fea-
ture of the time-dependent potentials that the nuclear
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wavepacket experiences. In the Coulomb explosion case
(Fig. 2(a)), the wells in the TDPES (R, t) that confine the
wavefunction in the ground state flatten out as the laser
is switched on, causing the nuclear density to spill out
to larger separations. However, in the photodissocia-
tion (without ionization) case (Fig. 2 (b)), the well in the
(R, t) exists at all times, and thus, the nuclear density
can leak out from it only by tunneling.
By comparing the upper and lower panels in both
laser cases, we find that QP(R, t) has non-negligible
structures, especially at earlier simulation times. It is
found that QP(R, t) actually has an effect that flattens
the well in (R, t), thus helping the nuclei delocalize
against the force from the confining potential at the ini-
tial time and leak out from it. Especially at the initial
time when the wavefunction is in its ground state, the
shape of QP(R, t = 0) is exactly opposite to that of
TDPES (R, t = 0) as seen in the left-hand panels of
Figs. 2 (a) and (b). This is understood by the fact that
the ground state of a one-dimensional wavefunction is
expressed by a real function multiplied by a complex
constant, i.e., χ(R) = |χ(R)|eia where a is a real con-
stant. Since the exact nuclear Schro¨dinger equation in
the ground state is written as [88, 95][
− 1
2µn
d2
dR2
+ (R)
]
χ(R) = Eχ(R) (17)
(whereE is the total energy of the system in the ground-
state), the quantum potential at the initial time can be
written as
QP(R) =
− 12µn d
2
dR2 |χ(R)|
|χ(R)| = E − (R). (18)
Thus, QP(R) shows the opposite curvature to the exact
TDPES (R). We now demonstrate that the effect of QP
on the dynamics is significant, especially for the low-
intensity case, as it causes the tunneling of the classical
nuclei.
Having the exact TDPES (R, t) and the quantum po-
tential QP(r, t) at each time step, we now solve the
exact quantum Hamilton-Jacobi equation (11) for these
two systems by propagating multiple classical trajec-
tories according to Newton’s equation (13). We first
show the results for the higher-intensity (I1 = 1014
W/cm2) case. We propagate 1000 trajectories accord-
ing to Eq. (13), where the initial positions R are sampled
from the initial (ground-state) nuclear density N(R, t =
0) =
∫ |Ψ(R, r, t = 0)|2dr, which was obtained in the
previous TDSE calculation, and the initial momentum
is set to zero since ddRS(R, t) is zero at the initial time.
In Fig. 3 (a), the nuclear density reconstructed as a
histogram from the distributions of classical positions
evolving on (R, t) + QP(R, t) for the system with the
peak intensity I1 = 1014 W/cm2 is shown as red (or
gray) linepoints. The exact nuclear density obtained
from the full TDSE (16) is also shown as a black solid
line. By comparing the red (or gray) linepoints and black
line, we find that the nuclear density obtained from the
multiple classical trajectories yields the exact quantum
nuclear dynamics in this strong-field process: the char-
acteristic Coulomb-explosion dynamics of the quantum
nuclei are reproduced by the ensemble of classical trajec-
tories. This result indicates that even strong-field pro-
cesses in which ionization occurs can be simulated, in
principle, by the MQC approximation method. We also
show (R, t)+QP(R, t) (green or light gray dashed line)
and (R, t) (blue or dark gray solid line). By compar-
ing these, the discussion above is confirmed: QP plays
a role to flatten the well in (R, t), which initially con-
fines the wavepacket to the equilibrium position, thus
enhancing dissociation. Here, in the higher-intensity
(I1 = 1014 W/cm2) case, together with the TDPES that
gives a strong repulsive force that reflects ionization, al-
most the entire nuclear density leaks out from the well
and moves to the dissociation. We observe that, when
the nuclear density moves outside the well, the effect of
QP becomes very small. Thus, in this higher-intensity
case, the quantum potential affects the dynamics only
during the earlier time of the propagation when the nu-
clear density is about to leak out from the well.
Next, we turn to the lower-intensity case (I2 =
2.5 × 1013 W/cm2), where tunneling of the nuclear
wavepacket occurs and causes the difficulty to be simu-
lated by the approximated method [21, 67, 68]. We prop-
agate 2,000 trajectories according to (13) with (R, t)
plus QP(R, t) calculated above. Snapshots of the nu-
clear density reconstructed as a histogram from the dis-
tributions of classical positions are plotted as red (or
gray) linepoints in Fig. 3 (b). Comparison with the ex-
act nuclear density (black solid line in the same figure)
again shows excellent agreement. Multiple classical tra-
jectories evolving on (R, t) + QP(R, t) perfectly repro-
duce the splitting of the exact nuclear density, i.e., long-
reaching tails of the exact nuclear density are correctly
reproduced. Thus, it is found that the strong-field pho-
todissociation dynamics can also be simulated, in prin-
ciple, by multiple classical trajectories when their mo-
tion is driven by the correct force, i.e., the gradient of
((R, t)+QP(R, t)). In the same figure, (R, t)+QP(R, t)
and (R, t) are also plotted. Similar to the higher-
intensity case, QP(R, t) flattens the well in (R, t); thus,
it allows the nuclear density to escape from the confin-
ing potential. This explains how quantum tunneling is
reproduced by classical-trajectory dynamics: the quan-
tum potential is responsible for it. Here, a large part of
the nuclear density remains in the ground-state position
and the exact TDPES (R, t) has a confining well at all
times. However, the quantum potential QP(R, t) has
the opposite curve to (R, t) around the equilibrium po-
sition. Thus, in total, (R, t) + QP(R, t) always shows
a somewhat flattened structure and some classical nu-
clei can experience the force to escape the well and go to
the dissociation. Note that once the nuclei leak outside
the well, the quantum potential QP(R, t) has an almost
negligible effect on their dynamics.
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FIG. 3. (color online). (a) Snapshots of the nuclear density reconstructed as a histogram from the distribution of the classical
positions obtained by solving Newton’s equation (13) for H+2 subjected to the laser field (λ = 228 nm) with peak intensity
I1 = 10
14 W/cm2 at indicated times (red or gray linepoints). Exact nuclear density is also shown (black solid line). Green or
light gray dashed line indicates the sum of the exact TDPES and quantum potential ((R, t) + QP(R, t)) whose gradient is the
force used to obtain the red or gray linepoints. Blue or dark gray solid line is (R, t) and black dashed line is the ground-state BO
potential-energy surface. (b) Same as (a), but for the case of lower intensity (I2 = 2.5× 1013 W/cm2).
Finally, to confirm if the above discussion about
the role of the quantum potential QP(R, t) is correct,
we compute the multiple classical trajectory dynamics
without taking account of the quantum potential, i.e.,
propagated according to (15). In Fig. 4 (a) and (c), we
show snapshots of the calculated dynamics: the blue
(or dark gray) linepoints indicate the nuclear density re-
constructed as a histogram from the distribution of the
classical positions evolving only on (R, t). ((a) shows
the results for the higher-intensity case and (c) is for the
lower-intensity one). As a reference, the densities ob-
tained from the multiple classical trajectories on (R, t)+
QP(R, t) (red or light gray linepoints) and the exact nu-
clear density (black solid line) are also shown. To see the
difference between these results more clearly, in Figs. 4
(b) and (d), we also plot the time evolution of the mean
inter-nuclear distance 〈R〉(t) obtained from each calcu-
lation ((b) is for the higher-intensity case and (d) is for
the lower-intensity one). Exact results (black solid line)
are obtained by 〈R〉(t) = 〈Ψ(R, r, t)|Rˆ|Ψ(R, r, t)〉 while
〈R〉(t) from classical trajectories (red or light gray solid
line indicates the dynamics on (R, t) + QP(R, t) and
blue or dark gray solid line indicates the dynamics only
on (R, t)) are obtained as 〈R〉(t) = 1Ntraj
∑Ntraj
I=1 RI(t),
where Ntraj is the total number of trajectories and RI(t)
is the distance at time t of each trajectory. Comparison
between the blue (or dark gray) and red (or light gray)
lines clearly reveals the failure in the dynamics prop-
agated only by the force from (R, t). In the higher-
intensity case, the dynamics driven only by (R, t) suc-
ceeded in reproducing the dissociation ones, but their
speed is lower than the exact result; the shape of the
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FIG. 4. (color online). (a) Snapshots of the nuclear density
reconstructed as a histogram from the distribution of the clas-
sical positions at indicated times for the case where H+2 is sub-
jected to the higher-intensity (I1 = 1014 W/cm2) laser field
(λ = 228 nm). The red or light gray linepoints represent
the density obtained by propagating classical trajectories on
(R, t) + QP(R, t) , while the blue or dark gray linepoints
indicate the results obtained by propagating classical trajec-
tories only on (R, t). Exact nuclear density is also shown
as a black solid line. (b) Time evolution of the mean inter-
nuclear distance 〈R〉(t) obtained for the same system as in (a)
from three different simulations: propagation of classical tra-
jectories on (R, t) + QP(R, t) (red or light gray solid line),
propagation of classical trajectories only on (R, t) (blue or
dark gray solid line), and the exact TDSE solution (black solid
line). (c/d) Same as (a/b) but for the case of lower intensity
(I2 = 2.5× 1013 W/cm2).
nuclear density (blue or dark gray) is more localized in
the smaller R region than the exact density. This is eas-
ily understood because the quantum potential has the
effect of flattening the well of the ground-state poten-
tial, as shown above, and its absence makes the nuclear
density likely to be trapped at the equilibrium position,
leading to slower dissociation.
In the lower-intensity case, failure in the dynamics
propagated only by the force from (R, t) is more no-
ticeable: the majority of the nuclear density shown as
the blue (or dark gray) curve is trapped by the confin-
ing potential well at the equilibrium position, and only
a very small fraction leaks out to the dissociation, even
in the final snapshot (t = 18.6 fs). The time evolution of
〈R〉(t) in Fig. 4 (d) clearly reflects this: the speed of the
dissociation in the dynamics propagated only by (R, t)
is much lower than that in the exact dynamics. This
result is also supported by the above analysis, which
shows that the quantum potential would have flattened
the well and caused tunneling if it had been included
in the force. From these results, we can conclude that
the quantum potential plays a non-negligible role in re-
producing the exact quantum nuclear dynamics in the
strong-field processes studied here by propagating an
ensemble of classical trajectories according to the New-
ton’s equation (13) derived from Bohmian mechanics in
the exact nuclear TDSE (6). This suggests that careful
assessment of its effect is required when developing the
MQC method based on the exact nuclear TDSE (6), es-
pecially when we aim to develop the method for strong-
field processes.
IV. CONCLUSIONS
In this paper, we have demonstrated that the prop-
agation of multiple classical trajectories can reproduce
quantum nuclear dynamics even in strong-field pro-
cesses when they are propagated by Newton’s equation
with the force determined from the gradient of the ex-
act TDPES plus the exact quantum potential, which is
defined in Bohmian mechanics in the exact-factorization
framework. We employed a one-dimensional H+2 model
system subject to two different-intensity laser fields,
which give rise to different types of dissociation dynam-
ics, and showed that both processes can be simulated by
multiple classical trajectory dynamics. We found that
the exact quantum potential has a non-negligible effect
on the classical dynamics: its force accelerates the classi-
cal nuclei to overcome the confining well of the ground-
state potential-energy surface, and causes tunneling of
the nuclear density in the lower-intensity case.
The results here offer important knowledge for de-
veloping the MQC algorithm for coupled electron-
nuclear dynamics based on the exact-factorization ap-
proach, especially when one wants to develop it for
strong-field processes. Although it is a challenging
task to develop suitable approximations to the quan-
tum Hamilton-Jacobi equation (11) and make it solv-
able on-the-fly, our results are encouraging since they
show that quantum nuclear dynamics can be simulated,
in principle, by classical trajectories if the force is prop-
erly prepared, and the existence of such exact forces is
proved. In this study, we explored the case where the
gauge is fixed such that the vector potential in the exact
nuclear TDSE vanishes. It is also desirable to formulate
8
Bohmian mechanics in a more general gauge, i.e., where
the vector potential exists and the gauge-dependent part
of the TDPES vanishes. This would provide a more gen-
eral basis for developing an MQC method that can yield
the correct quantum nuclear-density dynamics in vari-
ous non-adiabatic situations including strong-field pro-
cesses.
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