



2.1 Teori Terkait  
2.1.1 Autoregressive Integrated Moving Average (ARIMA) 
Pemodelan Autoregressive Integrated Moving (ARIMA) 
dengan intervensi dapat membantu dalam analisis yang dapat 
memberikan informasi yang lebih detail. Jumlah minimum 
pengamatan teoritis untuk model ARIMA adalah p + q + d + 1, 
dengan peringatan bahwa pengamatan di bawah tiga menghasilkan 
kesalahan standar tak terbatas (Jarrett & Kyper, 2011). 
2.1.2 Autoregressive (AR) 
Model Autoregressive atau AR merupakan regresi linier dari 
nilai saat ini dari seri terhadap satu atau lebih dari seri lainnya. 
Berikut merupakan rumus dari model AR : 




Rumus 2.1 Model AR 
Pada rumus model AR di atas di mana [k] merupakan 
koefisien AR dan e[n] adalah Gaussian white-noise dengan mean 
nol dan varian s2. Spektrum khas didominasi oleh harmonik 




ekspresi semua-kutub, yaitu model AR. Faktanya, spektrum proses 
rata-rata bergerak secara autoregresif dapat direpresentasikan secara 
murni dalam hal koefisien AR tanpa menghitung koefisien model 
rata-rata bergerak (Wang & Makis, 2010). 
2.1.3 Moving Average (MA) 
Konstruksi Moving Average (MA) merupakan model 
fleksibel dan dapat digunakan untuk membuat sejumlah besar fungsi 
autokovarian, dan dapat dikembangkan dengan membuat variabel 
acak sebagai integrasi dari fungsi MA atas proses white noise 
(Peterson & Ver Hoef, 2010). Berikut merupakan rumus MA: 
𝑀𝑡 = 𝐹𝑡 + 1	
=
𝑌𝑡 + 𝑌𝑡 − 1 + 𝑌𝑡 − 2 +⋯+ 𝑌𝑡 − 𝑛 + 1
𝑛  
Rumus 2.2 Moving Average (MA) 
Sumber : Rachman, 2018 
 
Dimana pada rumus 2.2 tersebut  Mt merupakan MA untuk 
periode t, sedangkan Ft + 1 merupakan prediksi untuk periode t+1, 
Yt merupakan Nilai Riil periode ke t, dan n merupakan jumlah batas 
dalam MA (Rachman, 2018). 
2.1.4 Root Mean Square Error (RMSE) 
Root Mean Square Error atau (RMSE) telah digunakan sebagai 
metrik statistik standar untuk mengukur kinerja model dalam 




magnitudo kesalahan dan total-error (Chai & Draxler, 2014). 








Rumus 2.3 Root Mean Square Error (RMSE) 
Sumber : Chai & Draxler, 2014 
2.1.5 Time Series Forecasting 
Time series merupakan urutan pengamatan berorientasi 
waktu atau kronologis pada variabel yang diminati. Variabel tingkat 
dikumpulkan pada periode waktu yang sama, seperti yang khusus 
dalam sebagian besar rangkaian waktu dan aplikasi prediksi. Banyak 
aplikasi bisnis peramalan menggunakan data harian, mingguan, 
bulanan, triwulanan, atau tahunan, tetapi setiap interval pelaporan 
dapat digunakan (Shewhart & Wilks, 2011). 
2.1.6 Rapid Application Development (RAD) 
Rapid Application Development atau RAD ini adalah 
metodologi yang menggabungkan teknik khusus dan alat komputer 
untuk mempercepat tahap analisis, desain dan implementasi untuk 
mendapatkan beberapa bagian dari sistem yang dikembangkan 
dengan cepat dan ke tangan user untuk evaluasi dan feedback, 
karena sistem dikembangkan lebih cepat dan juga user mendapatkan 




2.1.5 Support Vector Regression (SVR) 
Algoritma Support Vector Regression atau SVR adalah 
metode SVM yang digunakan dalam regresi, yang memiliki 
keunggulan yaitu adalah kemampuan generalisasinya lebih kuat 
daripada neural network lainnya dan didasarkan pada struktur 
minimalisasi risiko kesalahan, solusinya adalah satu-satunya yang 
optimal secara global (Bu-hai, Ling, Qi-peng, & You-liang, 2014).  
 
2.1.6 R 
R merupakan perangkat lunak yang terintegrasi untuk 
manipulasi data, perhitungan, dan tampilan grafis, yang memiliki 
penyimpanan yang efektif serta memiliki operator untuk 
perhitungan pada array khususnya matriks, serta banyak 
keuntungan lainnya. R dapat dikembangkan dengan cepat dan telah 
diperluas dengan banyaknya package yang dapat digunakan 
(Venables & Smith, 2018) 
2.2 Penelitian Terdahulu 
Pada tabel 2.1 di bawah ini merupakan penelitian terdahulu yang dijadikan 
landasan teori dalam pembuatan penelitian ini mengenai metode 





Tabel 2.1 Penelitian Terdahulu 
Judul Jurnal Hasil Penelitian 
Hybrid Support Vector Regression 
and ARIMA by Particle Swarm 
Optimization for Property Crime 
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Dalam penelitian ini menggunakan 
model hybrid yang 
menggabungkan support vector 
regression (SVR) dan 
autoregressive integrated moving 
average (ARIMA) dalam 
melakukan prediksi mengenai 
tingkat kejahatan yang terjadi. 
Particle Swarm Optimization atau 
PSO digunakan untuk 
memperkirakan parameter untuk 
model SVR dan ARIMA. Indikator 
ekonomi digunakan sebagai input 
untuk model yang diusulkan. Hasil 
percobaan telah menemukan 
bahwa model yang diusulkan, 
PSOSVR_PSOARIMA, dapat 
menghasilkan kesalahan yang 
lebih kecil dibandingkan dengan 
masing-masing model dan model 
hibrida, PSOSVR_ARIMA. 
Kesimpulannya, dapat 
disimpulkan bahwa model hybrid 
yang diusulkan adalah model yang 
dapat diterima untuk diterapkan 
dalam peramalan tingkat 
kejahatan. (tamba 




Friska Natalia, Yustinus Eko 
Soelistio, Ferry Vincenttius 










Pada penelitian ini ketinggian air 
dikelompokan dengan 
menggunakan metode K-Medids, 
DBScan, dan x-means. Hasil 
clustering untuk K-Medoid adalah 
3 cluster, DBScan adalah 2 cluster, 
dan x-means adalah 3 cluster. 
Berdasarkan hasil, K-Medoids dan 
x-means clustering tampak lebih 
baik karena anggota dari masing-
masing cluster lebih merata. Hasil 
cluster menunjukkan hampir 
konvergensi lengkap di mana 
mereka menyarankan potensi 
risiko banjir yang tinggi pada dua 
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Engineering and Technology 
Volume 
1 
Dalam penelitian ini menggunakan 
prediksi dengan menggunakan 
time-series forecasting. Model ini 
berguna menjadi akurasi yang 
dapat diterima untuk prediksi 
banjir pada Sungai Ayeyarwaddy 
di Myanmar. 
Implementation of Multiplicative 
Seasonal ARIMA Modeling and 
Flood Prediction Based on Long-




Sri Supatmi, Rongtao Huo, Irfan 
Dwiguna Sumitra 
Lokasi 




International Conference on 
Artificial Intelligence and Security 
Volume 
2 
Dalam penelitian ini menggunakan 
prediksi ARIMA berdasarkan data 
time series non-stationary untuk 




perkiraan peristiwa banjir yang 
diusulkan mengungguli model-
model ini mengenai semua kriteria 
yang diadopsi (MAPE, dan 
RMSPE) untuk maju satu langkah 
dan maju beberapa langkah, yang 
menunjukkan validitas metode. 
 
Berdasarkan penelitian terdahulu maka penelitian ini akan menggunakan 
metode ARIMA (Alwee, Mariyam, Shamsuddin, & Sallehudin, 2013), 
(Natalia, Soelistio, Ferdinand, & Murwantara, 2019), (San & Khin, 2015), 




visualisasi data untuk data tinggi muka air yang merupakan data time series 
yang akan diimplementasikan pada sistem berbasis bahasa pemrograman R.
