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MINIMUM SPANNING ACYCLE AND LIFETIME OF
PERSISTENT HOMOLOGY IN THE LINIAL-MESHULAM
PROCESS
YASUAKI HIRAOKA AND TOMOYUKI SHIRAI
Abstract. This paper studies a higher dimensional generalization of Frieze’s
ζ(3)-limit theorem in the Erdo¨s-Re´nyi graph process. Frieze’s theorem states
that the expected weight of the minimum spanning tree converges to ζ(3)
as the number of vertices goes to infinity. In this paper, we study the d-
Linial-Meshulam process as a model for random simplicial complexes, where
d = 1 corresponds to the Erdo¨s-Re´nyi graph process. First, we define spanning
acycles as a higher dimensional analogue of spanning trees, and connect its
minimum weight to persistent homology. Then, our main result shows that
the expected weight of the minimum spanning acycle behaves in O(nd−1).
Keywords. Random Simplicial Complex, Minimum Spanning Acycle, Linial-Meshulam
Process, Persistent Homology
1. Introduction
Let Kn = Vn ⊔En be the complete graph with n vertices, where Vn and En are
the sets of vertices and edges, respectively. We assign a uniform random variable
te ∈ [0, 1] independently for each edge e ∈ En, and define an increasing stochastic
process of subgraphs of Kn by
(1.1) Kn(t) = Vn ⊔ {e ∈ En | te ≤ t}, t ∈ [0, 1].
This process starts from Vn at time t = 0 and ends up with Kn at time t = 1. It
is called the Erdo¨s-Re´nyi graph process. By definition, Kn(t) is equal in law to the
Erdo¨s-Re´nyi graph G(n, t), which is obtained from Kn by retaining each edge with
probability t and deleting it with probability 1− t independently [5]. We also note
that Kn(t) defines a random filtration of Kn parametrized by t ∈ [0, 1].
Let S(1) be the set of spanning trees in Kn, i.e., the trees in Kn containing all
vertices. Note that every spanning tree consists of n − 1 edges. The minimum
spanning tree on Kn is defined as the spanning tree T ∈ S(1) with the minimum
weight wt(T ) =
∑
e∈T te. Here, it is worth mentioning Kruskal’s algorithm [15] for
finding the minimum spanning tree. In Kruskal’s algorithm, the weights {te}e∈En
are treated as the birth times of edges. We start from the isolated vertices Vn at
time 0, and then we expose an edge e at time te in order. If the edge e does not
create a cycle, we keep it remained in our graph; otherwise we omit it. We repeat
this procedure until the number of accepted edges becomes n− 1, and the derived
tree will be the minimum spanning tree.
Frieze [7] shows the following significant result about the weight of the minimum
spanning tree.
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Frieze’s ζ(3)-Limit Theorem.
(1.2) E[ min
T∈S(1)
wt(T )]→ ζ(3) = 1.202 · · ·
as n→∞, where ζ(s) is Riemann’s zeta function.
This limit theorem has been investigated further in several directions, e.g., a cen-
tral limit theorem and a tail estimate for the minimum weight, extensions to more
general weight distributions and underlying graphs, and asymptotic expansions.
Recent developments can be found in [2] and references therein. In the present
paper, we will explore a higher dimensional generalization of this limit theorem.
One of the main ingredients in the proof of Frieze’s theorem is the following
formula connecting the weight of the minimum spanning tree to the integrated
Betti number:
(1.3) min
T∈S(1)
wt(T ) =
∫ 1
0
β0(t)dt.
Here, β0(t) is the reduced Betti number of Kn(t), i.e., the rank of the reduced
homologyH0(Kn(t)), and is equal to the number of connected components inKn(t)
minus 1.
This formula is deterministic in the sense that it is valid for any realization of
{te}e∈En and hence for the induced filtration {Kn(t)}t∈[0,1] of Kn. Given birth
times {te}e∈En , the reduced Betti number β0(t) decreases by 1 at time te if two
connected components inKn(te−) are joined by adding the edge e. Since connected
components can be regarded as generators of the 0-th homology, such a time te is
viewed as a death time of the corresponding homology generator and the right-hand
side of (1.3) gives the lifetime sum of H0(Kn(t)). This observation naturally leads
us to the notion of persistent homology.
The persistent homology [4, 23] (see Section 2.2 for details) has recently been
studied as a tool to describe how topological features behave in a filtered topological
space. In particular, it provides the concepts of the birth and death times of each
topological feature, which measure the appearance and disappearance of the feature
in the filtration. The lifetime is also defined as the difference between the birth and
death times, and it measures the persistence of the feature in the filtration.
In this paper, we first show the following theorem as a higher dimensional exten-
sion of the formula (1.3), which is not just a counterpart of (1.3) but also sheds new
light on the link among the lifetime sum of the persistent homology, the weights of
the minimum spanning acycles, and the integrated Betti numbers.
Theorem 1.1. Let X be a finite simplicial complex satisfying
βd−1(X
(d)) = βd−2(X
(d−1)) = 0
for some 1 ≤ d ≤ dimX. Let X = {X(t)}t∈R≥0 be a filtration of X. Then, the
following identities hold:
Ld−1 = min
T∈S(d)
wt(T )− max
S∈S(d−1)
wt(Xd−1 \ S)(1.4)
=
∫ ∞
0
βd−1(t)dt.(1.5)
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Here, R≥0 is the set of nonnegative reals, βk(t) is the k-th Betti number of X(t),
Xk is the set of k-simplices in X , X
(k) is the k-dimensional skeleton of X , Lk is the
lifetime sum of the k-th persistent homology (defined in (2.7)), and S(k) is the set
of k-spanning acycles (Definition 3.1). The proof of this theorem is given in Section
4.
The formula (1.3) is given as a special case d = 1 of this theorem. It should be
remarked that, although only the death times are treated in the Erdo¨s-Re´nyi graph
process (d = 1), we also need to study the birth times in the higher dimensional
case. This effect causes the second term in (1.4), and the formulation using the
birth and death times in persistent homology fits this extension well. Furthermore,
we remark that Frieze’s theorem can also be expressed by using the lifetime sum
as follows:
E[L0]→ ζ(3) as n→∞.
Based on these formulae (1.4) and (1.5), we study a higher dimensional general-
ization of the Erdo¨s-Re´nyi graph as random simplicial complexes. The connectivity
and acyclicity of graphs, which are commonly studied in random graphs, can be
interpreted by using 0-th and 1-st homologies, respectively. Then, it is natural
to generalize classical results in the Erdo¨s-Re´nyi graph into analogues expressed
by higher dimensional homology of suitable random simplicial complexes (e.g., see
the papers [12, 13, 16, 18, 21] and references therein for recent topics of random
simplicial complexes).
In this paper, we consider two processes of random simplicial complexes, the
Linial-Meshulam process [16] and clique complex process [12], both of which can
be regarded as natural generalizations of the Erdo¨s-Re´nyi graph process. Precise
definitions of these processes are given in Section 5. Our main result shows the
following higher dimensional generalization of Frieze’s ζ(3)-limit theorem in the
Linial-Meshulam process.
Theorem 1.2. Let Ld−1 be the lifetime sum of the (d − 1)-st persistent homology
of the d-Linial-Meshulam process (d ≥ 1) on n-vertices. Then,
(1.6) E[Ld−1] = O(n
d−1)
as n→∞.
For d = 1, we already know that the limiting value is ζ(3) from Frieze’s theorem
and this agrees with (1.6).
This paper is organized as follows. The fundamental concepts of homology and
persistent homology are explained in Section 2. Here, the algebraic formulation
using graded modules and the analytic formulation using counting measures are
introduced for persistent homology, and both formulations are used to derive The-
orem 1.1 and Theorem 1.2. In Section 3, we summarize a determinantal formula
of boundary maps by means of spanning acycles. Section 4 is devoted to proving
Theorem 1.1. In Section 5, we explain random persistence diagrams as point pro-
cesses, and then introduce the d-Linial-Meshulam process and the clique complex
process. The proof of Theorem 1.2 is presented in Section 6. Furthermore, we also
show a partial result (Theorem 6.10) on the higher dimensional extension of Frieze’s
theorem for the clique complex process. In Section 7, we list some conjectures and
open questions.
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2. Persistent Homology and Lifetime
2.1. Homology. We first recall some fundamental concepts of simplicial homology.
For more details, the reader may refer to [8]. Let X be a simplicial complex on a
finite set V = {1, . . . , n}, i.e., a collection of nonempty subsets of V which includes
all elements in V and is closed under the operation of taking nonempty subsets.
An element σ ∈ X with |σ| = k + 1 is called a k-simplex and k is called its
dimension. The dimension dimX of the simplicial complex X is given by the
maximum dimension of simplices in X . We denote the set of k-simplices in X and
its cardinality by Xk and fk(X) = |Xk|, respectively. The k-dimensional skeleton
of X is defined by X(k) =
⊔k
j=0Xj . In this paper, we only deal with finite simplicial
complexes, i.e., |V | <∞.
For a simplicial complex X , the boundary map ∂k : Ck(X)→ Ck−1(X) and the
chain complex
(2.1) · · · −→ Ck+1(X) ∂k+1−→ Ck(X) ∂k−→ Ck−1(X) −→ · · ·
in the integer coefficient are defined in a standard way. For σ = {v0, . . . , vk} ∈
X , we set its oriented simplex by the ordering v0 < · · · < vk and denote it by
〈σ〉 = 〈v0 · · · vk〉. Then, the k-th homology Hk(X) = Zk(X)/Bk(X) is defined as
the quotient Z-module of Zk(X) = ker∂k and Bk(X) = im ∂k+1.
In this paper, we use the reduced homology H˜0(X) for k = 0, which is given by
H0(X) ≃ H˜0(X)⊕ Z. For simplicity, we use the same symbol H0(X) for the 0-th
reduced homology and omit to specify “reduced” from now on. We also note that
the homology can be represented as Hk(X) ≃ Tk(X) ⊕ Zβk(X), where Tk(X) and
βk(X) are called the k-th torsion and the k-th Betti number, respectively.
For simplicial complexes Y ⊂ X , let Ck(X,Y ) = Ck(X)/Ck(Y ) be the quo-
tient module. The boundary map in the chain complex (2.1) naturally induces the
relative chain complex
(2.2) · · · −→ Ck+1(X,Y ) ∂k+1−→ Ck(X,Y ) ∂k−→ Ck−1(X,Y ) −→ · · · .
Then, the k-th relative homologyHk(X,Y ) is defined by the same way asHk(X,Y ) =
Zk(X,Y )/Bk(X,Y ), where Zk(X,Y ) = ker ∂k and Bk(X,Y ) = im ∂k+1 in (2.2). It
is well known that there exists an exact sequence for a pair Y ⊂ X :
(2.3)
· · · −→ Hk+1(X,Y ) −→ Hk(Y ) −→ Hk(X) −→ Hk(X,Y ) −→ Hk−1(Y ) −→ · · · .
2.2. Persistent Homology. Let Z≥0 and R≥0 be the sets of nonnegative integers
and reals, respectively. Let X = {X(t) | t ∈ R≥0} be a right continuous filtration
of a simplicial complex X . Namely, X(t) is a subcomplex of X , X(t) ⊂ X(t′) for
t ≤ t′, and X(t) = ⋂t<t′ X(t′). We assume that there exists a saturation time T
such that X(T ) = X . For each simplex σ ∈ X , let tσ = min{t ∈ R≥0 | σ ∈ X(t)}
denote the birth time of σ.
Let K be a field of characteristic zero, and let K[R≥0] be a monoid ring. That
is, K[R≥0] is a K-vector space of formal linear combinations of elements in R≥0
equipped with a ring structure
(at) · (bs) = (ab)(t+ s), a, b ∈ K, t, s ∈ R≥0.
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In the following, the elements in K[R≥0] are expressed by linear combinations of
(formal) monomials azt, where a ∈ K, t ∈ R≥0, and z is an indeterminate. Then,
the product of two elements are given by the linear extension of azt · bzs = abzt+s.
For t ∈ R≥0, let Ck(X(t)) be the K-vector space spanned by the oriented k-
simplices in X(t). The k-th chain group Ck(X ) of X is defined as a graded module
over the monoid ring K[R≥0] by taking a direct sum
Ck(X ) =
⊕
t∈R≥0
Ck(X(t)) = {(ct) | ct ∈ Ck(X(t)), t ∈ R≥0},
where the action of a monomial zs on Ck(X ) is given by the right shift operator
zs · (ct) = (c′t), c′t =
{
ct−s, t ≥ s
0, t < s
.
For an oriented simplex 〈σ〉, let us define
〈〈σ〉〉 = (ct), ct =
{ 〈σ〉, t = tσ
0, t 6= tσ .
Then, the set Ξk = {〈〈σ〉〉 | σ ∈ Xk} forms a basis of Ck(X ). The boundary map
δk : Ck(X )→ Ck−1(X ) is defined by the linear extension of
(2.4) δk〈〈σ〉〉 =
k∑
j=0
(−1)jztσ−tσj 〈〈σj〉〉,
where 〈σ〉 = 〈v0 · · · vk〉 and σj = σ \ {vj}. We note tσ − tσj ≥ 0 from σj ⊂ σ.
The matrix form of δk using the standard bases Ξk and Ξk−1 consists of entries
±zt ∈ K[R≥0].
The cycle group Zk(X ) and the boundary group Bk(X ) in Ck(X ) are defined by
Zk(X ) = ker δk, Bk(X ) = im δk+1.
It follows from δk ◦ δk+1 = 0 that Bk(X ) ⊂ Zk(X ). Then, the k-th persistent
homology is defined by
Hk(X ) = Zk(X )/Bk(X ).
We note that the persistent homology is a graded module over K[R≥0].
The following theorem is known as the structure theorem of the persistent ho-
mology.
Theorem 2.1 ([23]). There uniquely exist indices p, q ∈ Z≥0 and (bi, di) ∈ R2≥0
for i = 1, . . . , p with bi < di and bi ∈ R≥0 for i = p + 1, . . . , p + q such that the
following isomorphism holds:
(2.5) Hk(X ) ≃
p⊕
i=1
(
(zbi)
/
(zdi)
)
⊕
p+q⊕
i=p+1
(zbi),
where (za) expresses an ideal in K[R≥0] generated by the monomial z
a. When p or
q is zero, the corresponding direct sum is ignored.
Here bi and di are called the birth and the death times, respectively, and they
measure the events of appearance and disappearance of topological features in the
filtration X . Namely, it expresses that a homology generator is born in Hk(X(bi)),
persists in Hk(X(t)) for bi ≤ t ≤ di, and dies in Hk(X(di)). The lifetime li of the
pair (bi, di) is defined by li = di−bi. For p+1 ≤ i ≤ p+q, we assign the death time
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di = ∞ as the element of the extended nonnegative reals R≥0 := R≥0 ∪ {∞}. We
remark that the representation (2.5) of the persistent homology is the counterpart
to the one using the torsion and free modules in the standard homology. Both are
derived from the structure theorem of finitely generated modules over PID.
The indecomposable decomposition (2.5) of the persistent homology can be ex-
pressed by using a multiset called the k-th persistence diagram
(2.6) Dk(X ) = {(bi, di) ∈ R2≥0 | i = 1, . . . , p+ q}.
Similar to homology, we use the reduced persistent homology for k = 0, which
is defined by deleting one generator with infinite death time from H0(X ). For
simplicity, we use the same symbol H0(X ) and omit to specify “reduced”. The
persistence diagram D0(X ) is also defined in a reduced sense.
2.3. Lifetime Formula I. We denote the lifetime sum of the k-th persistent ho-
mology by
(2.7) Lk =
p+q∑
i=1
(di − bi),
where Lk is understood as ∞ when q ≥ 1.
It is often convenient to regard the k-th persistence diagram (2.6) as a counting
measure
ξk =
∑
0≤x<y≤∞
m(x,y)δ(x,y)
on the set ∆ = {(x, y) ∈ R2≥0 | x ≤ y}, where δ(x,y) is the delta measure at (x, y)
and
m(x,y) = |{1 ≤ i ≤ p+ q | (bi, di) = (x, y)}|
is the multiplicity. We note that
(2.8) βk(t) = ξk([0, t]× [t,∞]),
where βk(t) = βk(X(t)).
We write
〈ξk, f〉 =
∫
∆
f(x, y)ξk(dxdy)
for any measurable function f : ∆→ R as long as the right-hand side makes sense.
For example, when f is the indicator function IA of a measurable set A ⊂ ∆,
〈ξk, IA〉 = ξk(A) is the number of points inside A counted with multiplicity. By
setting f(x, y) = y − x, we also have
(2.9) 〈ξk, f〉 =
∫
∆
(y − x)ξk(dxdy) =
p+q∑
i=1
(di − bi) = Lk.
Then, we easily obtain the following formula of the lifetime sum.
Proposition 2.2.
Lk =
∫
[0,∞]
βk(t)dt.
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Proof. By Fubini’s theorem, (2.8) and (2.9), we see that
Lk =
∫
∆
(y − x)ξk(dxdy)
=
∫
∆
ξk(dxdy)
∫
[0,∞]
I(0 ≤ x ≤ t ≤ y ≤ ∞)dt
=
∫
[0,∞]
dt
∫
∆
I[0,t](x)I[t,∞](y)ξk(dxdy)
=
∫
[0,∞]
βk(t)dt.
When q ≥ 1, the both sides are ∞. 
The persistent homology treated in this paper does not have the latter part in
the indecomposable decomposition (2.5). Hence, we always suppose the case q = 0
from now on.
Remark 2.3. This lifetime formula can be regarded as Little’s formula in queuing
theory [19].
Remark 2.4. The lifetime sum Lk can be regarded as the ℓ
1-norm ‖~l‖1 of a
sequence ~l = (li)
p
i=1 of lifetimes li = di − bi in the k-th persistent homology.
P. Bubenik points out that the squared ℓ2-norm of ~l is equal to 4 times the L1-
norm of the persistent landscape [1]. In order to make clear the connection to the
persistent landscape, we derive a similar integral formula for the ℓ2-norm.
First, let us define the (t− s)-persistent homology [4]
Hk(s, t) = Zk(X(s))/(Bk(X(t)) ∩ Zk(X(s))).
We note that
rankHk(s, t) =
∫
∆
I[0,s](x)I[t,∞](y)ξk(dxdy),
and we denote the left-hand side by βk(s, t). Then, the integral formula for the
ℓ2-norm is given by
‖~l‖22 = 2
∫
0≤s≤t≤∞
βk(s, t)dsdt.
This formula is derived in a similar way using Fubini’s theorem:
‖~l‖22 =
∫
∆
(y − x)2ξk(dxdy)
=
∫
∆
ξk(dxdy)
(∫
[0,∞]
I(0 ≤ x ≤ t ≤ y ≤ ∞)dt
)2
=
∫
[0,∞]2
dtds
∫
∆
I[0,t](x)I[t,∞](y)I[0,s](x)I[s,∞](y)ξk(dxdy)
=
∫
[0,∞]2
dtds
∫
∆
I[0,t∧s](x)I[t∨s,∞](y)ξk(dxdy)
= 2
∫
0≤s≤t≤∞
∫
∆
I[0,s](x)I[t,∞](y)ξk(dxdy)
= 2
∫
0≤s≤t≤∞
βk(s, t)dsdt,
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where a ∧ b = min(a, b) and a ∨ b = max(a, b).
3. Spanning Acycle and Determinantal Formula
In this section, we basically follow the argument in [3].
3.1. Spanning Acycle. LetX be a simplicial complex and let k ∈ N be k ≤ dimX .
For a subset S ⊂ Xk, we define a k-dimensional subcomplex of X by
(3.1) XS = S ⊔X(k−1).
Definition 3.1. A subset S ⊂ Xk is called a k-spanning acycle if
(a) Hk(XS) = 0, and
(b) |Hk−1(XS)| <∞.
The set of k-spanning acycles in X is denoted by S(k).
This definition is a natural generalization of the spanning trees of a graph. For
dimX = 1 and k = 1, S is a subset of edges and XS = V ⊔ S is a graph. In this
case, the conditions (a) and (b) are equivalent that XS has no cycles and XS is
connected, respectively. This means that the 1-spanning acycle S is nothing but a
spanning tree.
Remark 3.2. This definition is originally introduced by Kalai [14] for X being
a k-dimensional simplicial complex with the complete (k − 1)-skeleton. This is
essentially the same as simplicial spanning tree given in [3].
Example 3.3. Let σ be a 3-simplex and let X be the simplicial complex consisting
of all proper subsets in σ. Then, any collections of three 2-simplices in X become
2-spanning acycles. On the other hand, any collections of two 2-simplices are not
2-spanning acycles. More generally, the set of the 2-simplices in a 2-dimensional
triangulated sphere minus one 2-simplex forms a 2-spanning acycle.
Lemma 3.4. If there exists a k-spanning acycle S in X, then |Hk−1(X(k))| <∞.
Proof. It follows from (3.1) that Ck(XS) ⊂ Ck(X) and Cj(XS) = Cj(X) for j < k.
Hence, we have im ∂k|S ⊂ im ∂k and ker∂k−1|S = ker∂k−1, where ∂k|S expresses
the restriction of ∂k on Ck(XS). This implies that there exists a surjection from
Hk−1(XS) to Hk−1(X
(k)). Hence, if S is a k-spanning acycle, the condition (b)
implies |Hk−1(X(k))| <∞. 
Remark 3.5. In [20], instead of k-spanning acycles, the notion of k-bases is con-
sidered in the context of matroids. In that definition, for example, the set of the
2-simplices in a 2-dimensional triangulated oriented surface with genus g ≥ 1 mi-
nus one 2-simplex forms a 2-base, whereas there are no 2-spanning acycles in our
definition from Lemma 3.4.
For k ≥ 0, let us define
γk(X) = fk(X
(k))− βk(X(k)) + βk−1(X(k))
with β−1(X
(0)) = 0. Then, we obtain a complementary characterization of k-
spanning acycles as follows.
Lemma 3.6. Any two of the three conditions (a), (b) in Definition 3.1 and
|S| = γk(X)(3.2)
imply the third.
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Proof. First, we note from (3.1) that
fj(XS) = fj(X
(k)), 0 ≤ j ≤ k − 1,
βj(XS) = βj(X
(k)), 0 ≤ j ≤ k − 2.
By the Euler-Poincare´ formula, we see that
χ(XS)− χ(X(k)) = (−1)k{fk(XS)− fk(X(k))}
=
k∑
j=k−1
(−1)j{βj(XS)− βj(X(k))},
where χ is the Euler characteristic. This is equivalent to
{|S| − γk(X)}+ βk−1(XS)− βk(XS) = 0,
and the assertion is obvious from this identity. 
The cardinality of a k-spanning acycle is given as follows.
Corollary 3.7. If S is a k-spanning acycle, then
(3.3) |S| = γk(X) = fk(X(k))− βk(X(k)).
Proof. The claim follows from Lemma 3.4 and Lemma 3.6. 
Lemma 3.8. For k ≥ 0,
γk(X) = dimker ∂k−1 − δk,1 + δk,0,
and for k ≥ 1,
(3.4) fk−1(X)− γk(X) = γk−1(X)− βk−2(X(k−1)).
Proof. Set Nk = dimker ∂k and Ik = dim im ∂k. Then, we have
γk(X) = (Nk + Ik)− (Nk − δk,0) + (Nk−1 − δk,1 − Ik)
= Nk−1 − δk,1 + δk,0.
Similarly, for k ≥ 1,
fk−1(X)− γk(X)− γk−1(X) + βk−2(X(k−1))
= (Nk−1 + Ik−1)− (Nk−1 − δk,1 + δk,0)
−(Nk−2 − δk−1,1 + δk−1,0) + (Nk−2 − Ik−1 − δk−2,0)
= −δk,0 = 0.

Proposition 3.9. Let X be a simplicial complex satisfying
(3.5) βj−1(X
(j)) = 0, 1 ≤ j < dimX.
Then, for 0 ≤ k ≤ dimX,
(3.6) γk(X) = (−1)k

1−
k−1∑
j=0
(−1)jfj(X)

 .
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Proof. The equality obviously holds for k = 0. From (3.4) and (3.5), we have
fj−1(X) = γj(X) + γj−1(X)
for 1 ≤ j ≤ dimX . Taking the alternating sum of the above leads to
k∑
j=1
(−1)j−1fj−1(X) = γ0(X)− (−1)kγk(X),
and (3.6) follows from this. 
Example 3.10. Let X be the (n − 1)-dimensional maximal simplicial complex
on n vertices. It is obvious that Hk−1(X
(k)) = 0 (and thus βk−1(X
(k)) = 0) for
k = 1, 2, . . . , n− 1 and fk(X) =
(
n
k+1
)
. Then, it follows from (3.6) that
γk(X) =
(
n− 1
k
)
for k = 0, 1, . . . , n− 1.
3.2. Determinantal Formula. Let d ∈ N be d ≤ dimX . Let us express the
boundary map ∂d : Cd(X)→ Cd−1(X) in the matrix form under the standard bases
(the sets of oriented simplices). For K ⊂ Xd−1 and S ⊂ Xd, we denote by ∂KS the
submatrix of ∂d restricted to the rows and columns spanned by the simplices in K
and S, respectively. The submatrices ∂K and ∂S are similarly defined.
Lemma 3.11. Let K,L ⊂ Xd−1 with K = Xd−1 \ L and S ⊂ Xd. Suppose that
|K| = |S| = γd(X). Then, det ∂KS 6= 0 if and only if S ∈ S(d) and Hd−1(XL) = 0.
In this case,
| det ∂KS | = |Hd−1(XS , XL)|.
Proof. It follows from (3.1) that XL is a subcomplex of XS and
(XS)k = (XL)k = Xk, 0 ≤ k ≤ d− 2.
This implies Hk(XS , XL) = 0 for 0 ≤ k ≤ d− 2. Then, we have an exact sequence
(see (2.3))
0→ Hd(XS)→ Hd(XS , XL)→ Hd−1(XL)→ Hd−1(XS)→ · · · .(3.7)
Suppose that Hd(XS) = Hd−1(XL) = 0. Then, the exact sequence (3.7) leads to
ker ∂KS = Hd(XS , XL) = 0,
which implies det ∂KS 6= 0.
Assume to the contrary that det ∂KS 6= 0. Then, Hd(XS , XL) = ker ∂KS = 0,
and hence Hd(XS) = 0 from (3.7). This together with |S| = γd(X) means S ∈ S(d)
from Lemma 3.6, and Hd−1(XS) is a finite group. Furthermore, (3.7) leads to an
injection
0→ Hd−1(XL)→ Hd−1(XS).
Because of dimXL = d− 1, Hd−1(XL) is free. Thus, Hd−1(XL) must be zero.
It follows from Cd−2(XS , XL) = 0 that
Hd−1(XS , XL) = Cd−1(XS , XL)/ im ∂KS .
Hence, ker ∂KS = 0 implies that Hd−1(XS , XL) is a finite group of order | det ∂KS |.

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Remark 3.12. Let K and L be as in Lemma 3.11. It follows from (3.4) that
|L| = fd−1(X)− γd(X)
= γd−1(X)− βd−2(X(d−1)).
Hence, we need the condition βd−2(X
(d−1)) = 0 for L ∈ S(d−1) as stated in
Lemma 3.4.
Corollary 3.13. Let X be a simplicial complex with βd−2(X
(d−1)) = 0. Suppose
K ⊂ Xd−1 and S ⊂ Xd satisfy |K| = |S| = γd(X). Then, det ∂KS 6= 0 if and only
if S ∈ S(d) and Xd−1 \K ∈ S(d−1).
Proof. The assertion immediately follows from Lemma 3.11 and Remark 3.12. 
Let x = (xσ)σ∈Xd−1 and y = (yη)η∈Xd be indeterminates corresponding to the
(d− 1)-simplices and the d-simplices in X , respectively. Set
(3.8) ∂d(x,y) = diag(x) ∂d diag(y),
where diag(x) is the diagonal matrix with entries being x.
Proposition 3.14. Let K ⊂ Xd−1 with |K| = γd(X). Then,
det ∂d(x,y)K∂d(x,y)
t
K =
∑
S∈S(d)
(det ∂KS)
2x2Ky
2
S ,
where xK =
∏
σ∈K xσ and yS =
∏
η∈S yη
Proof. The Binet-Cauchy formula leads to
det ∂d(x,y)K∂d(x,y)
t
K =
∑
S⊂Xd
|S|=γd(X)
(det ∂KS)
2x2Ky
2
S
=
∑
S∈S(d)
(det ∂KS)
2x2Ky
2
S .
The second equality follows from Lemma 3.11. 
Lemma 3.15. Suppose that S ∈ S(d) and L ∈ S(d−1), and set K = Xd−1 \ L.
Then,
(3.9) | det ∂KS | = |Hd−1(XS)| · |Hd−2(XL)||Hd−2(XS)| .
Proof. It follows from L ∈ S(d−1) that we have an exact sequence
0→ Hd−1(XS)→ Hd−1(XS , XL)→ Hd−2(XL)→ Hd−2(XS)→ 0.
Then, Hd−2(XS) and Hd−1(XS , XL) are finite. Therefore, we have
| det ∂KS | = |Hd−1(XS , XL)| = |Hd−1(XS)| · |Hd−2(XL)||Hd−2(XS)| .

From this lemma and Proposition 3.14, we have the following theorem.
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Theorem 3.16. Suppose K ⊂ Xd−1 with |K| = γd(X) and L = Xd−1\K ∈ S(d−1).
Then,
(3.10) det ∂d(x,y)K∂d(x,y)
t
K =
∑
S∈S(d)
( |Hd−1(XS)| · |Hd−2(XL)|
|Hd−2(XS)|
)2
x2Ky
2
S .
Example 3.17. Let X be a triangulation of a 2-dimensional sphere. For X1 \K ∈
S(1), we have
det ∂2(x,y)K∂2(x,y)
t
K = x
2
K
∑
S∈S(2)
|H1(XS)|2y2S = x2K
∑
S∈S(2)
y2S .
Example 3.18. Let X be the (n− 1)-dimensional maximal simplicial complex on
n vertices and L be a set of (d − 1)-simplices (d < n) in X with one fixed vertex.
Let us set x = (xσ) and y = (yη) to be xσ = 1 and yη = 1 for all σ ∈ Xd−1 and
η ∈ Xd. Then, Theorem 3.16 is reduced to the Kalai’s result [14]. Namely, because
of Hd−2(XL) = 0 and Hd−2(XS) = 0 in this setting, the equality (3.10) becomes
n(
n−2
d ) =
∑
S∈S(d)
|Hd−1(XS)|2.
Here, the left-hand side is derived by showing that the eigenvalues of ∂d(x,y)K∂d(x,y)
t
K
are given by 1 and n with multiplicities
(
n−2
d−1
)
and
(
n−2
d
)
, respectively. The case
d = 1 is the Cayley’s formula counting the number of spanning trees.
4. Lifetime Formula II
In this section, we give a proof of Theorem 1.1. Throughout this section, let us
set d ∈ N as d ≤ dimX . Furthermore, we assume that the simplicial complex X
satisfies
βd−1(X
(d)) = βd−2(X
(d−1)) = 0.
Let X = {X(t) | t ∈ R≥0} be a filtration of X . A minimum d-spanning acycle of
the filtration X is defined as a spanning acycle S ∈ S(d) with the minimum weight
wt(S) =
∑
σ∈S tσ among S(d), where tσ is the birth time of the simplex σ.
We denote by M the matrix form of the d-th boundary map δd of the persistent
homology H∗(X ) under the standard bases Ξd,Ξd−1. We also denote its evaluation
at z = 1 by D =M |z=1, which is a matrix form of ∂d. It should be noted that
rank δd = rank∂d = fd(X)− ker∂d = fd(X(d))− βd(X(d)) = γd(X).
Let us denote the elementary divisors of M by d1 = z
e1 , . . . , dr = z
er , where
r = γd(X).
Proposition 4.1. Let K ⊂ Xd−1 with |K| = γd(X). Then,
(4.1) detMKM
t
K = z
2e(K)
∑
S∈S(d)
(detDKS)
2z2τ(S),
where
τ(S) = wt(S)− min
S∈S(d)
wt(S), e(K) = min
S∈S(d)
wt(S)− wt(K),
and e(K) is nonnegative.
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Proof. By setting x = (z−tσ)σ∈Xd−1 and y = (z
tη)η∈Xd , ∂d(x,y) defined in (3.8)
coincides with δd : Cd(X )→ Cd−1(X ). By Proposition 3.14, we obtain
detMKM
t
K =
∑
S∈S(d)
(detMKS)
2
=
∑
S∈S(d)
(detDKS)
2z2(wt(S)−wt(K))
= z2e(K)
∑
S∈S(d)
(detDKS)
2z2τ(S).
The claim e(K) ≥ 0 follows from the fact tσ ≤ tη for σ ⊂ η. 
Lemma 4.2. For the elementary divisors d1 = z
e1 , . . . , dr = z
er of M ,
min
K∈S
(d−1)
c
e(K) = e1 + · · ·+ er,
where S(d−1)c = {Xd−1 \ L | L ∈ S(d−1)}.
Proof. Let us note that the product d1 · · · dr is equal to the r-th determinant divisor
∆r(M) = gcd{detMKS | K ⊂ Xd−1, S ⊂ Xd, |K| = |S| = r}.
Recall from Corollary 3.13 that det ∂KS 6= 0 if and only if S ∈ S(d) and Xd−1 \K ∈
S(d−1). Then, the exponent of ∆r(M) is equal to the minK∈S(d−1)c e(K), and hence
this leads to the formula. 
Now, let us consider the (d−1)-st persistent homologyHd−1(X ) and its lifetimes.
Let p and q be the indices appearing in the indecomposable decomposition (2.5) for
Hd−1(X ). Because of βd−1(X(d)) = 0, we have q = 0. Furthermore, it follows that
p ≤ dimker δd−1 = rank δd = r. In case of p < r, we add li = 0 for i = p+ 1, . . . , r
to the list of the lifetimes l1, . . . , lp.
Lemma 4.3. {e1, . . . , er} and {l1, . . . , lr} coincide as multisets.
Proof. Let us express the boundary maps Cd(X ) δd−→ Cd−1(X ) δd−1−→ Cd−2(X ) in the
matrix forms by using the standard bases Ξd,Ξd−1, and Ξd−2. Then, by performing
appropriate base changes, δd is expressed as a smith normal form
δd =
[
A 0
0 0
]
, A = diag(ze1 , . . . , zer ),
where ei = tσi − tτi is determined by the birth times of corresponding simplices
σi ∈ Ξd and τi ∈ Ξd−1. We note that tσi , i = 1, . . . , r, give the death times of
the persistent homology Hd−1(X ). Furthermore, it follows from δd−1 ◦ δd = 0 that
the first r columns of δd−1 are now expressed to be zero vectors. It means that
tτi , i = 1, . . . , r, are the birth times of Hd−1(X ), and hence ei, i = 1, . . . , r, coincide
with the lifetimes of Hd−1(X ). 
Proof of Theorem 1.1. It follows from Lemma 4.2 and 4.3 that
Ld−1 = l1 + · · ·+ lr = e1 + · · ·+ er = min
K∈S
(d−1)
c
e(K).
Note that the minimum of e(K) is achieved by a minimum spanning acycle L =
Xd−1 \K ∈ S(d−1). Thus, by combining with Proposition 2.2, we obtain Theorem
1.1.
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5. Simplicial Complex Process
5.1. Random Persistence Diagram as Point Process. First of all, we briefly
recall the notion of point processes or random point fields. Let S be a locally
compact Polish space (locally compact separable metrizable space) and Q = Q(S)
be the set of nonnegative integer valued Radon measures on S. Here, ξ is called a
Radon measure if ξ is locally finite in the sense that ξ(K) < ∞ whenever K ⊂ S
is compact. Each element ξ ∈ Q can be expressed as ξ =∑smsδs, where δs is the
delta measure at s and ms ∈ Z≥0 stands for multiplicity.
Let Bc(S) be the space of bounded measurable functions with compact support
on S. For f ∈ Bc(S), we define a coupling of ξ ∈ Q and f ∈ Bc(S) by
〈ξ, f〉 =
∫
S
f(s)ξ(ds) =
∑
s
msf(s).
In particular, when f is the indicator function IA of a measurable set A, 〈ξ, IA〉 =
ξ(A) is the number of points in A counting with multiplicity. A sequence {ξn ∈
Q}n≥1 is said to converge to ξ valuely if 〈ξn, f〉 converges to 〈ξ, f〉 for any bounded
continuous functions f with compact support. The space Q is equipped with the
topological σ-algebra B(Q) with respect to the vague topology. A Q-valued random
variable on a probability space (Ω,F ,P) is called a point process or a random point
field.
Given a point process on S, the expectation λ(A) := Eξ(A) for every Borel set
A defines a measure which may be finite or infinite. If it is also a Radon measure,
λ is said to be the mean measure or the intensity measure. In this case, we have
E[〈ξ, f〉] =
∫
S
f(s)λ(ds)
for f ∈ Bc(S). We note that the mean measure does not necessarily belong to Q.
Higher moment measures can also be defined.
Let X = (X(t))t∈R≥0 be an increasing stochastic process defined on a probability
space (Ω,F ,P) taking values in the set of simplicial complexes, i.e., a random
filtration of a simplicial complex. As in Section 2.2, we assume that there is a finite
saturation time T = T (ω) such that X(t) = X(T ) for t ≥ T a.s.
As explained in Section 2, every filtration associates persistence diagrams on
∆ = {(x, y) ∈ R2≥0 | x ≤ y}. Namely, a random filtration X assigns a sequence of
Q-valued random variables
Ξ = {ξi ∈ Q(∆) | i ∈ Z≥0},
where each ξi is the i-th persistence diagram of X . In this case, the mean measure
λi on ∆ turns out to be a Radon measure (indeed a totally finite measure), and we
call it the i-th mean persistence diagram. Hence, we have
E[〈ξi, f〉] =
∫
∆
f(x, y)λi(dxdy)
for f ∈ Bc(∆), and it also makes sense for nonnegative measurable functions. In
particular, this leads to
E[Li] =
∫
∆
(y − x)λi(dxdy)
for the lifetime sum Li of the i-th persistent homology.
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We consider two generalizations of the Erdo¨s-Re´nyi graph process as random
filtrations of simplicial complexes and discuss the expectation of the lifetime sum.
5.2. Linial-Meshulam Process. We discuss a stochastic process {K(d)(t)}0≤t≤1
studied in [16]. Let ∆n−1 be the (n − 1)-dimensional maximal simplicial complex
on the set [n] = {1, 2, . . . , n}, and let ∆(d)n−1 be its d-dimensional skeleton (1 ≤ d ≤
n− 1). Let {tσ | σ ∈ (∆n−1)d} be i.i.d. random variables uniformly distributed on
[0, 1], where (∆n−1)d is the set of all d-simplices in ∆n−1. We regard tσ as the birth
time of the d-simplex σ. Let {K(d)(t)}0≤t≤1 be an increasing stochastic process on
simplicial complexes defined by
K(d)(0) = ∆(d−1)n−1 ,
K(d)(t) = K(d)(0) ⊔ {σ ∈ (∆n−1)d | tσ ≤ t}.
The process starts from the (d− 1)-dimensional skeleton ∆(d−1)n−1 at time 0 and ends
up with the d-dimensional skeleton ∆
(d)
n−1 at time 1, i.e.,
∆
(d−1)
n−1 = K(d)(0) ⊂ K(d)(t) ⊂ K(d)(1) = ∆(d)n−1.
We call {K(d)(t)}0≤t≤1 the d-Linial-Meshulam process. In particular, the 1-Linial-
Meshulam process is nothing but the Erdo¨s-Re´nyi graph process mentioned in Sec-
tion 1.
Remark 5.1. Similar process is studied in [9], in which the birth times are i.i.d.
exponential random variables with mean 1 instead of uniform random variables.
The advantage of their choice of random birth times is that the process becomes a
continuous-time Markov process.
Let βk(t) denote the k-th Betti number of K(d)(t) at time t. Note that βk(t) = 0
for k = 0, 1, . . . , d− 2. We denote by fk(t) = fk(K(d)(t)) the number of k-simplices
in K(d)(t). Then, by applying the Euler-Poincare´ formula to the d-Linial-Meshulam
process, we have
(5.1) βd(t)− βd−1(t) = fd(t)−
(
n− 1
d
)
.
We also note that there exist random times τd−1, Td ∈ [0, 1] with τd−1 ≤ Td such
that
βd−1(0) =
(
n− 1
d
)
, βd−1(t) = 0 for t ≥ τd−1,
βd(0) = 0, βd(t) =
(
n− 1
d+ 1
)
for t ≥ Td.
The Betti numbers βd−1(t) and βd(t) are non-increasing and non-decreasing in t,
respectively.
5.3. Clique Complex Process. The clique complex Cl(G) associated with a
graph G is the maximal simplicial complex having G as the 1-dimensional skeleton.
In other words, the simplices in Cl(G) consist of all complete subgraphs in G. We
define a clique complex process associated with the Erdo¨s-Re´nyi graph process on
n vertices by
C(t) = Cl(K(1)(t)), 0 ≤ t ≤ 1,
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where K(1)(t) is the one defined in the previous subsection. The process starts from
the 0-skeleton, i.e., n isolated vertices, and ends up with ∆n−1. Namely,
∆
(0)
n−1 = C(0) ⊂ C(t) ⊂ C(1) = ∆n−1.
By definition, for each edge e in C(t) (or equivalently K(1)(t)), a uniform random
variable te ∈ [0, 1] is independently assigned as its birth time, and the birth time
of a simplex σ with |σ| ≥ 2 is given by
tσ = max{te | e ⊂ σ, |e| = 2}.
We remark that tv = 0 for each vertex v ∈ [n].
Since a simplex σ contains
(
|σ|
2
)
edges and tσ is the maximum of the ordered
statistics of i.i.d.
(
|σ|
2
)
uniform random variables, we have
E[tσ] =
(
|σ|
2
)(
|σ|
2
)
+ 1
.
Here, we used the following well-known fact. Let yi, i = 1, . . . , N, be i.i.d. uni-
form random variables on [0, 1] and Yi, i = 1, . . . , N, be the rearrangement of yi in
increasing order. Then, for each i = 1, . . . , N ,
(5.2) E[Yi] =
i
N + 1
.
We remark that the Betti numbers in {C(t)}0≤t≤1 are not monotone in t, al-
though they are in {K(d)(t)}0≤t≤1.
6. Expectation of Lifetime Sum
In this section, we first prove Theorem 1.2. Then, we show a partial result on the
expectation of the lifetime sum in the clique complex process. We note that, since
both processes {K(d)(t)}0≤t≤1 and {C(t)}0≤t≤1 are defined on the interval [0, 1], the
lifetime formula (1.5) is given as
(6.1) Ld−1 =
∫ 1
0
βd−1(t)dt.
6.1. Proof of Theorem 1.2. For d ≥ 1, let C(d)n be the set of d-dimensional
simplicial complexes on n vertices with the (d − 1)-complete skeleton ∆(d−1)n−1 . For
Y ∈ C(d)n , let us define
Rd(Y ) = {σ ∈ (∆n−1)d | βd−1(Y ∪ σ) = βd−1(Y )− 1},
Sd(Y ) = {σ ∈ (∆n−1)d | βd−1(Y ∪ σ) = βd−1(Y )}.
We note that
(1) Yd ⊂ Sd(Y ),
(2) (∆n−1)d = Rd(Y ) ⊔ Sd(Y ) for Y ∈ C(d)n , and
(3) σ ∈ Sd(Y ) is equivalent that the boundary of σ is contained in im ∂Y,d,
where ∂Y,d is the d-th boundary map for Y .
The set Sd(Y ) \ Yd is called the shadow of Y in [17]. It should be noted that Rd
and Sd are monotone decreasing and increasing, respectively, i.e.,
Rd(Y ) ⊃ Rd(Y ′), Sd(Y ) ⊂ Sd(Y ′)
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for Y, Y ′ ∈ C(d)n with Y ⊂ Y ′. For Y ∈ C(d)n , we define the hull of Y by Y :=
Y ∪ Sd(Y ). By definition, it is clear that
(6.2) βd−1(Y ) = βd−1(Y ).
Now we use a Kruskal-Katona-type result obtained in [17]. Here, we restate their
result as to be fitted in our situation.
Proposition 6.1 ([17], Corollary 6.6). Let Y be a d-dimensional simplicial complex
with |Yd| =
(
x
d+1
)
, where x ≥ d + 1 is a real. Then, rank ∂Y,d ≥ d+1x |Yd|. In
particular, for any d-dimensional simplicial complex Y defined on n-vertices,
(6.3) rank ∂Y,d ≥ d+ 1
n
|Yd|.
Corollary 6.2. For Y ∈ C(d)n ,
(6.4) βd−1(Y ) ≤ d+ 1
n
|Rd(Y )|.
Proof. By (6.2) and (6.3),
βd−1(Y ) = βd−1(Y ) =
(
n− 1
d
)
− rank ∂Y ,d ≤
(
n− 1
d
)
− d+ 1
n
|Y d|.
Since |Y d| = |Sd(Y )| =
(
n
d+1
)− |Rd(Y )|, we have the desired inequality. 
In what follows, we will use the symbol N for
(
n
d+1
)
in this subsection. Let us
set C(d)n,m = {Y ∈ C(d)n | |Yd| = m}. Then, we have a decomposition
C(d)n =
N⋃
m=1
C(d)n,m.
Let Y (d)(n,m) be the uniform distribution on C(d)n,m. We use the notation Y ∼
Y (d)(n,m) to mean that Y is chosen according to the distribution Y (d)(n,m).
For two random simplicial complexes X and Y taking values in C(d)n , we say that
Y stochastically dominates X , denoted by X ⊂st Y , if there exists a coupling of
Xd and Yd such that Xd ⊂ Yd a.s.
Lemma 6.3. Let k,m ∈ N with km ≤ N . Suppose that Y1, . . . , Yk ∼ Y (d)(n,m)
are i.i.d. random simplicial complexes and Y ∼ Y (d)(n, km). Then, ∪ki=1Yi ⊂st Y .
Proof. For given Y1, . . . , Yk, we define a collection of subsets of d-simplices by
AY1,...,Yk := {F ⊂ (∆n−1)d | F ⊃ ∪ki=1(Yi)d, |F | = km}.
We sample F from AY1,...,Yk uniformly at random and set Y = ∆(d−1)n−1 ⊔F . Then, it
is easy to see that the law of Y is equal to Y (d)(n, km), and hence ∪ki=1Yi ⊂st Y . 
For Z ∼ Y (d)(n,m), we set ρn,m = P(σ ∈ Rd(Z)). By symmetry, the probability
ρn,m does not depend on the choice of σ ∈ (∆n−1)d, and E|Rd(Z)| = Nρn,m. Note
that ρn,m is decreasing in m.
Lemma 6.4. Let k,m ∈ N with km ≤ N and Y ∼ Y (d)(n, km). Then,
E|Rd(Y )| ≤ Nρkn,m.
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Proof. Suppose Y1, . . . , Yk ∼ Y (d)(n,m) are i.i.d. random simplicial complexes.
From Lemma 6.3, we have a coupling such that Yi ⊂ ∪ki=1Yi ⊂ Y for every i =
1, 2, . . . , k by symmetry. Since Rd is monotone decreasing, we obtain
Rd(Y ) ⊂ Rd(∪ki=1Yi) ⊂ ∩ki=1Rd(Yi).
This implies
P(σ ∈ Rd(Y )) ≤ P(∩ki=1{σ ∈ Rd(Yi)})
= P(σ ∈ Rd(Y1))k
= ρkn,m.
Therefore, again by symmetry, we obtain E|Rd(Y )| ≤ Nρkn,m. 
Proposition 6.5. Let {Yt = K(d)(t)}0≤t≤1 be the d-Linial-Meshulam process on n
vertices. Then, for any m ≤ N ,∫ 1
0
E|Rd(Yt)|dt ≤ m
1− ρn,m .
Proof. For fixed m ∈ N, we see that
E|Rd(Yt)| =
⌊N/m⌋∑
k=0
(k+1)m−1∑
ℓ=km
E[|Rd(Yt)| | |(Yt)d| = ℓ] · P(|(Yt)d| = ℓ)
=
⌊N/m⌋∑
k=0
(k+1)m−1∑
ℓ=km
E|Rd(Y (d)(n, ℓ))| · P(|(Yt)d| = ℓ)
≤
⌊N/m⌋∑
k=0
(k+1)m−1∑
ℓ=km
E|Rd(Y (d)(n, km))| · P(|(Yt)d| = ℓ)
≤
⌊N/m⌋∑
k=0
Nρkn,m
(k+1)m−1∑
ℓ=km
P(|(Yt)d| = ℓ).
Here Rd(Y (d)(n, ℓ)) means Rd(Y ) for Y ∼ Y (d)(n, ℓ). Since |(Yt)d| ∼ Bin(N, t),
we have ∫ 1
0
P(|(Yt)d| = ℓ)dt =
∫ 1
0
(
N
ℓ
)
tℓ(1− t)N−ℓdt = 1
N + 1
.
Therefore, ∫ 1
0
E|Rd(Yt)|dt ≤
⌊N/m⌋∑
k=0
Nρkn,m
m
N + 1
≤ m
1− ρn,m .

Now, we appropriately choose m in Proposition 6.5. For 0 < c < 1, let us define
(6.5) mc(n) := min
{
m ≤ N
∣∣∣ ρn,m ≤ c} .
Then, Hoffman-Kahle-Paquette showed the following result.
Lemma 6.6 ([10], Lemma 10). m1/2(n) ≤ 4
(
n
d
)
.
We remark that a slightly different definitionm1/2(n) = min{m ≤ N | E|Rd(Y )| ≤
N/2} is used in [10], and it is equivalent to (6.5) with c = 1/2 by symmetry.
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Proposition 6.7. Let {Yt}0≤t≤1 be the d-Linial-Meshulam process on n vertices.
Then, ∫ 1
0
E|Rd(Yt)|dt ≤ 8
(
n
d
)
.
Proof. We set m = m1/2(n) in Proposition 6.5. Then, ρn,m ≤ 1/2 from (6.5) and
hence ∫ 1
0
E|Rd(Yt)|dt ≤ m
1− ρn,m ≤ 2m1/2(n) ≤ 8
(
n
d
)
.

Now we are in a position to prove our main result.
Proof of Theorem 1.2. By the lifetime formula (6.1), Corollary 6.2 and Proposi-
tion 6.7, we obtain an upper bound
E[Ld−1] =
∫ 1
0
E[βd−1(t)]dt ≤ d+ 1
n
∫ 1
0
E|Rd(Yt)|dt ≤ 8d+ 1
n
(
n
d
)
∼ 8(d+ 1)
d!
nd−1.
Let us next consider a lower bound. Because of tη = 0 for any (d− 1)-simplex η
in the d-Linial-Meshulam process, the lifetime formula (1.4) leads to
Ld−1 = wt(T ) ≥
|T |∑
i=1
ui,
where T is the minimum spanning d-acycle and 0 ≤ u1 ≤ u2 ≤ · · · ≤ uN ≤ 1 is the
rearrangement of i.i.d. uniform random variables {tσ | σ ∈ (∆n−1)d}. We recall
|T | = (n−1d ) from Example 3.10. Then, it follows from (5.2) that
E[Ld−1] ≥
|T |∑
i=1
E[ui] =
|T |∑
i=1
i
N + 1
∼ d+ 1
2d!
nd−1.
This completes the proof. 
6.2. Expected Lifetime Sum for Clique Complex Process. In this subsec-
tion, we consider the clique complex process and show bounds for the expectation of
the lifetime sum. For the derivation of the upper bound, we first recall the discrete
Morse theory.
Definition 6.8. Let X be a simplicial complex on a vertex set V . A partial
matching consists of a partition of X into three sets A,Q, and K along with a
bijection φ : Q→ K such that σ ⊂ φ(σ) and |φ(σ)| = |σ|+ 1 for each σ ∈ Q.
We denote a partial matching by M = (A, φ : Q → K). Given a partial
matching, we set a relation≪ on Q by extending transitively the relation ⊳ defined
by
Q′ ⊳ Q⇐⇒ Q′ ⊂ φ(Q).
A partial matching M is called an acyclic matching if ≪ is a partial order. The
elements in A are called critical simplices.
Theorem 6.9 ([6]). Suppose X is a simplicial complex with an acyclic matching
M. Then, X is homotopy equivalent to a CW complex with exactly one k-cell for
each critical k-simplex.
Let us construct a (d− 1, d)-type acyclic matching (A, φ : Q→ K) as follows:
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(1) Suppose that the vertex set V is totally ordered as 1 < 2 < · · · < |V | and
it induces the lexicographic order <lex on X .
(2) For σ ∈ Xd−1, if there exists
τ = lexmin{τ˜ ∈ Xd | σ ⊂ τ˜ , σ <lex τ˜},
then we add φ : σ 7→ τ as a pairing.
(3) All the remaining simplices are set to be critical.
This is the acyclic matching used in [12].
Now we derive the following bounds of the expected lifetime sum in the clique
complex process.
Theorem 6.10. For the clique complex process {C(t)}0≤t≤1, there exist positive
constants c and C (depending on d) such that, as n→∞,
cnd−1 ≤ E[Ld−1] ≤ Cnd−1 logn
for d = 1, 2 and
cn
(d+2)(d−1)
2d ≤ E[Ld−1] ≤ Cnd−1
for d ≥ 3.
We remark that d− 1 = (d+2)(d−1)2d for d = 1, 2.
Proof. Let us write fi(t) = fi(C(t)) and βi(t) = βi(C(t)). We recall the Morse
inequality
d∑
j=d−2
(−1)d−1−jfj(t) ≤ βd−1(t).
We observe that∫ ( d+1n )1/d
0
E[fj(t)]dt =
∫ ( d+1n )1/d
0
(
n
j + 1
)
t(
j+1
2 )dt
∼ A(d)j nj+1−
1
d {(
j+1
2 )+1}
=
{
A
(d)
j n
(d+2)(d−1)
2d , j = d− 1, d.
A
(d)
j n
(d+2)(d−1)−2
2d , j = d− 2.
It is easy to check that cd−1 := A
(d)
d−1 − A(d)d > 0 for every d ≥ 1. Therefore, by
(6.1) and the Morse inequality, we see that
E[Ld−1] ≥
∫ ( d+1n )1/d
0
E[βd−1(t)]dt
& cd−1n
(d+2)(d−1)
2d .
This yields the lower bound since (d+2)(d−1)2d = d− 1 for d = 1, 2.
For the upper bound, we use the discrete Morse theory. Let f∗d−1(t) be the
number of critical (d− 1)-simplices in the (d− 1, d)-type acyclic matching for C(t).
It follows from Theorem 6.9 that
βd−1(t) ≤ min{fd−1(t), f∗d−1(t)}.
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The expectation of the first term is given by E[fd−1(t)] =
(
n
d
)
t(
d
2). On the other
hand, we compute E[f∗d−1(t)] as
E[f∗d−1(t)] =
∑
σ∈(∆n−1)d−1
P(σ is critical)
=
n∑
j=d
∑
1≤i1<i2<···<id−1<j
P({i1, i2, . . . , id−1, j} is critical).
A (d−1)-simplex {i1, i2, . . . , id−1, j} is critical if and only if the d-simplex {i1, i2, . . . , id−1, j, k}
does not appear for any k ≥ j + 1. Hence, we obtain
E[f∗d−1(t)] =
n∑
j=d
(
j − 1
d− 1
)
t(
d
2)(1− td)n−j
≤
(
n
d− 1
)
t(
d
2)
n∑
j=d
(1− td)n−j
=
(
n
d− 1
)
t(
d
2)−d,
and
E[βd−1(t)] ≤ min
{(
n
d
)
t(
d
2),
(
n
d− 1
)
t(
d
2)−d
}
.
Therefore, we obtain
E[Ld−1] ≤
∫ 1
0
(
n
d− 1
)
t(
d
2)−ddt = O(nd−1)
for d ≥ 3 and
E[Ld−1] ≤
∫ n−1/d
0
(
n
d
)
t(
d
2)dt+
∫ 1
n−1/d
(
n
d− 1
)
t(
d
2)−ddt
= O(n
(d−1)(d+2)
2d ) +O(nd−1 logn)
= O(nd−1 logn)
for d = 1, 2. This completes the proof. 
7. Concluding Remarks
7.1. Limiting Constant. A detailed analysis of the Linial-Meshulam complex
K(d)(t) at time t = c/n (c ≥ 0) has recently been reported in [18]. By apply-
ing their results, we formally show that the limit Id−1 := limn→∞
1
nd−1E[Ld−1] can
be expressed by an integral form which recovers I0 = ζ(3) for d = 1.
As was studied in the Erdo¨s-Re´nyi graph, Poisson trees play an important role to
characterize the Linial-Meshulam complex at t = c/n. By using the spectral mea-
sure of the upper (d− 1)-dimensional Laplacian ∂d∂Td obtained from the boundary
operator, Linial-Peled [18] basically show the following: let t∗d be the unique root
in (0, 1) of the following equation
(d+ 1)(1− t) + (1 + dt) log t = 0
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and set c∗d = ψd(t
∗
d) by
ψd(t) =
− log t
(1 − t)d , t ∈ (0, 1).
For d = 1, we understand t∗1 = c
∗
1 = 1. Let t = tc be the smallest positive root of
the equation t = e−c(1−t)
d
. Then, for every c > c∗d,
1(
n
d
)E[βd(c/n)] = (1 + o(1)){ctc(1− tc)d + c
d+ 1
(1− tc)d+1 − (1− tc)}
holds with probability tending to 1 as n→∞.
Now, by applying this asymptotic formula into (5.1), we have
1(
n
d
)E[βd−1(c/n)] = 1(n
d
) {E[βd(c/n)] + (n− 1
d
)
− E[fd(c/n)]
}
= (1 + o(1))
{
ctc(1− tc)d + c
d+ 1
(1 − tc)d+1 + tc − c
d+ 1
}
︸ ︷︷ ︸
=:hd(c)
.
Then, integrating both sides roughly yields
1
nd−1
∫ 1
0
E[βd−1(t)]dt ∼ 1
d!
(
n
d
)−1 ∫ n
0
E[βd−1(c/n)]dc ≈ 1
d!
∫ ∞
0
hd(c)dc
as n → ∞. We should remark that the part ≈ is the rough derivation. From this
formal discussion, we conjecture that the limit exists and the limiting constant is
given by
Id−1 = lim
n→∞
1
nd−1
E[Ld−1] =
1
d!
∫ ∞
0
hd(c)dc.
Actually, this integral form recovers I0 = ζ(3), which is nothing but Frieze’s ζ(3)-
limit theorem. Namely, for d = 1, we have tc = 1 for 0 ≤ c ≤ 1 and tc = ψ−11 (c) for
c ≥ 1. Then, we obtain
I0 =
∫ 1
0
(1− c
2
)dc+
∫ ∞
1
h1(c)dc
=
3
4
+
∫ 1
0
(2 − 2t+ t log t)(1− t+ t log t)
2(1− t)3 dt
= ζ(3).
Here, the second equality follows by the change of variables c = ψ1(t) for 1 ≤ c <∞.
7.2. Central Limit Theorem. After Frieze’s work, Janson [11] proved the central
limit theorem √
n(L0 − ζ(3)) d=⇒ N(0, σ2)
with σ2 = 6ζ(4)−4ζ(3). Hence, the next interesting problem is to find the variance
of Ld−1, and furthermore to establish the (functional) central limit theorem in our
setting. To this aim, we feel that we need more detailed study of structures of
spanning acycles.
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7.3. Limit Theorem of Persistence Diagram. In Section 5, we viewed random
persistence diagrams as point processes on ∆. Then, the lifetime sum Ld−1 is a
functional of this point process and we derived its order in this paper. So, another
natural problem is to establish the limit theorem for persistence diagrams. More-
over, limit theorems for barcodes and persistent landscapes for the Linial-Meshulam
processes and the clique complex process should also be studied in connection with
persistence diagrams.
7.4. Order in the Clique Complex Process. Theorem 6.10 shows the upper
and lower bounds of E[Ld−1] in the clique complex process, but the explicit order
has not yet been obtained at present. We performed numerical experiments to
observe E[Ld−1] with respect to the number of vertices. From these computations,
we observe that the upper bound seems to be correct for d = 2, although the lower
bound is the right order for d = 1 (Frieze’s ζ(3)-limit theorem).
7.5. Asymptotics of ℓ2-norm. In Remark 2.4, we showed the integral formula
for the ℓ2-norm ‖~l‖2 of the sequence ~l = (li)pi=1 of the lifetimes in connection with
the persistence landscape. Then, it seems to be interesting to study asymptotic
behaviors of ‖~l‖2 in a similar spirit to our main result. For this purpose, we would
like to also derive an algebraic formulation of ‖~l‖2 corresponding to (1.4).
7.6. Wilson’s Algorithm. The Wilson’s algorithm [22] provides a fast algorithm
of sampling uniform spanning trees by using loop-erased random walks on graphs.
It would be natural to ask a generalization of the Wilson’s algorithm producing
uniform spanning acycles. To this aim, there are two things we need to consider.
One is to find a natural candidate of loop-erased random walks defined on simplicial
complexes. The other is to give a right meaning of uniform under the presence of
the nontrivial factor (3.9) in (3.10). In case of graphs (d = 1), since this factor is
always 1, the weight of each spanning tree is not biased.
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