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Motivation
• NV centers in diamond have been shown to be 
sensitive electric field sensors
Dolde et al. Nat. Phys. 7, 459 (2011)
Dolde et al. Phys. Rev. Lett. 112, 097603 (2014) 
B26.00002  High precision electric field sensing with 
spin ensembles in diamond. J. Steiner et al.
Motivation
• Can electric field detection be parlayed into single/
few photon detection?
pyrene-tethered 
disperse red-1 (DR1P)
2.
3.
1. no light
Kim, M., et al. Nano Letters, 12, 182 (2012)
Motivation
• photosensitive molecules 
• conformational changes 
lead to change in dipole 
moment
• light sensor based on electric field of dipole 
• transport in graphene, carbon nanotubes modulated 
by the electric field after absorption
Young, Sarovar, Léonard, arXiv:1710.09512 (2017)
• Can electric field detection be parlayed into single/
few photon detection?
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Mn acceptor63 and a hydrogen donor84 in GaAs; in both these cases, 
spin–orbit interaction is responsible for the coupling between the 
external electric field and the spin properties. Experimentally, Stark 
tuning of the spin of an electron bound to a Sb impurity85 and the 
electrical-field-induced Rabi flops of P spin86 in silicon have been 
reported recently. Another approach to controlling the magnetic 
properties of an impurity is used for magnetic Mn atoms in a CdTe 
quantum dot. In such a dot the interaction of a single Mn impurity 
with a finite number of charge carriers, controlled by external gating 
and residing in the dot, determines the magnetic properties of this 
nanosystem87 (Fig. 5b).
Optical excitation is a very appropriate way to manipulate either 
an impurity or its environment. Excitons bound weakly to an impu-
rity retain their host character, such as those bound to N-acceptors 
in ZnSe quantum wells13. Photoionization can also be used as a tool 
to change the charge state of a strongly bound NV centre88 or the 
population of a quantum dot that interacts with the Mn-impurity 
inside87,89 (Fig. 5a). Optical excitation of NV centres has also been 
used to bring it into an excited state29 where the spin properties 
are to be modified. The environment of the NV centre affects its 
properties through local strain fluctuations29 or the spins of neigh-
bouring impurities30. In the latter case the spin coherence can be 
improved by polarizing the spin bath of the other impurities in the 
neighbourhood of the NV centre90.
The magnetic field is another convenient external parameter 
to couple to impurities and control magnetic properties such as 
nearby nuclear spins, or the spin of the donor or acceptor bound 
charge carrier. Notable in this respect are recent calculations of the 
local density of states and spin anisotropy of Mn impurities close 
to a GaAs (110) vacuum interface60,61. These results predict the 
possibility of detecting the spin orientation of a single Mn impu-
rity by STM topography. Dynamic magnetic fields are, however, not 
easily available in devices.
Strain is another environmental parameter that cannot easily 
be actively manipulated but is certainly very often an important 
component of the impurity environment. The effect of strain on an 
effective mass acceptor state can be rather complex but is by now 
well understood91. Impurities present near62 or in89 a strained self-
assembled quantum dot have been studied experimentally, and it 
has been shown that strain due to the surface reconstruction is an 
essential ingredient in understanding the behaviour of impurities 
below a reconstructed surface61,92,93. The latter result applies to all 
impurities observed by XSTM, especially the shallow impurities that 
couple most strongly with the surface. The above strains are static; 
dynamic strain, such as from a phonon, provides a potential addi-
tional method of manipulating single-dopant electronic structure.
The advantage of semiconductors is the ease in creating low-
dimensional systems such as quantum wells and quantum dots, and 
this motivates a study of the confinement effect on impurity states. 
For shallow impurities the situation is considered rather straight-
forward, as charge carriers just experience the combined effect of 
the impurity potential and the additional confinement potential94. 
However, in the case of deep impurities, such as Mn in a quantum 
well, the situation becomes less straightforward95. Potential barri-
ers that include vacuum or oxide interfaces are even more complex, 
as shown for instance for P donors in Si colloidal dots and nano-
MOSFETS, for which the change of localization is dominated by a 
reduction of dielectric screening96,97, and at vacuum–semiconductor 
interfaces, where a recent study of Si impurities close to the GaAs–
vacuum interface showed that effective mass theory breaks down79 
and strain induced by surface reconstruction plays an essential 
role61,92,93. If the behaviour of impurities is well understood, how-
ever, they could act as a local sensor to probe local properties such 
the strain distribution in or near a quantum dot62,89 or a strained 
interface92. A more complete understanding of impurities in a con-
fining potential and near an interface is thus much needed.
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Figure 6 | NV centre manipulation. a, Structure of NV centre in diamond; b, energy level structure; c, optical imaging of NV centres; d, pulse sequence 
for spin manipulation; e, measurements of response of the single impurity to the pulse sequence, along with theoretical results. p(ms = 0) indicates the 
probability of the spin in the zero spin-projection state. Reprinted with permission from ref. 101, © 2008 APS.
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Diamond NV Center as Sens r
• Positi n c romophore near diamond 
• Electric dipole field interacts with NV 
spin
d
e h
NV spin 
ground state
ms = 0
ms = +1
ms = -1
chromophore
incident 
light
Flatté and Koenraad, Nat. Mat. 10 91, (2011)
• Chromophore electric fiel  ~106 V/m 
at few nm below diamond surface
NV Ground State
Electric field splits ms =+/-1 states
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Figures of merit:
Efficiency: this may depend on the specific model.
Jitter: The uncertainty in determining t⇤ is the jitter. The
jitter is no smaller than 2tmin for a single detector.
Dark count: should be directly related to error probability.
Coherence: decoherence is bad all around.
Minimally detectable field: this depends on tradeoffs.
Tradeoffs:
jitter versus minimally detectable field: smaller field will
lengthen tmin (quantum state takes longer to evolve).
Dark count versus jitter: reducing tmin to reduce jitter will in-
crease Pe or dark count.
Detector number versus dark count: increasing quantum de-
tector number decreases dark count or Pe.
III. DETECTION MODEL USING DIAMOND NV-CENTER
SPIN
Consider the ground state spin Hamiltonian,Hgs, of a dia-
mond NV-center triplet spin (S = 1) where there is zero-field
splitting (2p~Dgs), an electric dipole term from both strain
(s) and the external electric field (E ) where dipole moments,
dgs,k, are induced by the spin-orbit interaction, and a Zeeman
interaction from an axial magnetic field. Note that the strain
field can be expressed as a vector since diamond’s inversion
symmetry reduces the number of deformation constants in the
strain tensor from six to three.2 Strain is ignored here but the
following results apply equally well to strain detection. The
ground sta e Hamiltonian is3,4
Hgs+Hz = (2p~Dgs+dgs,||Ez)S2z +dgs,?
h
Ex(S2x  S2y)+Ey(SxSy+SySx)
i
+gµBBzSz, (4)
or, in matrix form,
Hgs+Hz =
0@ D+gµBBz 0 E⇤?0 0 0
E? 0 D gµBBz
1A . (5)
with D = 2p~Dgs+dgs,||Ez and E? = dgs,?(Ex+ iEy). The energy eigenvalues of the ground state Hamiltonian are
e0 = 0, e±1 =D±De, De=
q
|E?|2+g2µ2BB2z (6)
As long as there is no non-axial magnetic fields (that is Bx
or By) then the ms = 0 state does not couple to either ms =±1
state. We consider dynamics only between the ms =±1 states
which allows us to reduce the dimension ofHgs from three to
two:
Hgs+Hz =
✓
D+gµBBz E⇤?
E? D gµBBz
◆
. (7)
Note that the non-axial electric fields couple the ms = ±1
states (Dms = 2) much like a magnetic field couples ms =± 12
states (Dms = 1) for s= 12 . A non-axial magnetic field would
couple ms = 0 to the ms = ±1 states. We assume that strain
is small so from hereon consider E?, when present, due to an
externally applied electric field for which we know the mag-
nitude and direction.
The dynamics of the NV spin are determined by solving the
Liouville-von Neumann equations:
∂r
∂t
=  i~ [Hgs+Hz]+ LˆdrLˆ
T
d  
1
2
{LˆTd Lˆd ,r}, (8)
where the first terms describes the coherent evolution of the
spin and the second term encapsulates decoherence processes
through the Lindblad operator:
Lˆd =
r
k
2
si,
with k = 1/T2 and i 2 {x,y,z} chosen by the direction and
relative sizes of the magnetic and electric fields. In our cal-
culations we will take 1/T1 = 0 since T1 is on the order of
milliseconds while T2 is on order of microseconds.
No Decoherence. —
Any spin state in the ms = ±1 subspace can be expressed
as |yi = cos q2 |+ 1i+ e if sin q2 |  1i. For reasons to be ad-
dressed later we prepare, at t = 0, a particular quantum state,
|+1i, described by the density matrix
r0(0) =
 
1 0
0 0
!
.
At a later time, if there is no electric field (E = 0) or spin
loss, the same quantum state is maintained: r0 ⌘ r0(t) =
2
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Figure 1 | Schematic of the NV and the measurement scheme.
a, Schematic drawing of the NV centre with one nitrogen at a carbon lattice
site and an adjacent vacancy. b, Si ulated absolute electric field 6 µm
below the microstructure (depth of the NV) for an applied voltage
difference of 1 V. c, Observed shift of the ODMR resonance lines for
different voltages applied to the electrodes, clearly showing the effect of a
Stark shift. d, Schematic of the confo al set-up used ith Helmholtz coils
for magnetic field alignment and a microstru ture on t e diamond sampl
to create the electric field and couple in the micr wav s
Fig. 2a (that is, the z axis is parallel to the axial symmetry ax s of the
NV centre which connects the nitrogen and vacancy sites).
It is orth mentioning that dgs is much smaller than the excited
state des because of the antisymmetric combination of molecular x ,
ey type orbitals in the round state. Consequently, dgs is non-zero
only because of spin orbit coupling between the ground and
excited spin triplet states, such that dgs / ⌦?2/Ees2des, where ⌦? is
the centre’s non-axial spin orbit parameter and Ees is the optical
energy difference between the triplet states (see Supplementary
Information). Given that crystal strain can be treated effectively as
a loc l static lectric field   (ref. 27), it combines with the applied
electric field E to give the total effective electric field 5= E+  at
the NV centre. In the regime where Dgs µBgeB and Dgs  dgs5,
second-order perturbation theory can be applied to obtain the
approximate energy solutions of Hgs. Considering fixed magnetic
and strain fields, the change in the magnetic transi ion frequency
1!± between thems= 0 and thems=±1 spin sub-levels caused by
the application of an electric field is
h¯1!± = dgskEz ±[F(B,E, ) F(B,0, )] (2)
where
F(B,E, ) =

µB
2ge2Bz 2+dgs?25?2  µB
2ge2
Dgs
B?2dgs?5?
⇥ cos(2 B+ 5)+ µB
4ge4
4Dgs2
B?4
 1/2
and5?2=52x+52y , B?2=Bx 2+By 2, tan 5=5y/5x , and tan B=
By/Bx . Given that the Zeeman effect is much stronger than the Stark
effect in the ground state, the first-order appearance of µB2ge2Bz 2
in F indicates that for the expected case, dgs5/µBgeB⌧ 1, careful
alignment of the magnetic field in the non-axial plane is required,
otherwise the detectable change in the transition frequency caused
by an electric field reduces to h¯1!⇡ dgskEz , which, as dgsk is small,
severely reduces the detectable electric field strength. This argument
also indicates that the presence of non-axial strain reduces the
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Figure 2 | Theory of NV electric-field sensing and measured results.
a, Schematic of the NV centre, coordinate axes and the magnetic, electric
and strain fields defined in the text. The solid spheres represent the nuclei
of the respective atoms neighbouring the vacancy (transparent). The
coordinate axe are defined such that the z axis coincides with the axis of
symmetry connecting the nitrogen and vacancy sites. b, The measured
normalized magnetic transition frequency change1! due to an applied a.c.
electric field as a function of the axial magnetic field strength (a.c. voltage
of 0–5V was applied at the electrodes, ⌧ =80 µs, the maximal interaction
was normalized to 1) . The blue solid line is the theoretical fit using equation
(2). The horizontal error bars are due to the uncertainty in the fit of the
ODMR spectra used to calculate Bz, the vertical error bars are the error of
the fit of the measured data. c, Theoretical change in the magnetic
transition frequency1! due to an applied electric field as a polar function
of the magnetic field orientation  B in the non-axial plane. The blue line
corr spond to the case where the applied electric field and the effective
strain field are parallel, and the purple dashed line corresponds to a 10 
rotation of the external electric field with respect to the strain field. The
extremities of the parallel case are defined by1!± = h(dgskEz±dgs?E?).
d, Polar plot of the measured detuning1! as a function of the magnetic
field orientation  B in the non-axial plane. The green solid line is the
theoretical fit using equation (2). The error bars in the amplitude are due to
magnetic field alignment issues, leading to a non-vanishing Bz and
therefore to an error of 7% (see Supplementary Information).
dominating effect of axial magnetic fields on F by increasing the
ratio dgs?5?/µBgeBz (see Supplementary Information). This is
important for future sensing applications using nanodiamonds.
These typically possess a strain of several tens of MHz, which
is larger than the Zeeman shift due to the Earth magnetic field
(⇠2MHz), such that sensing without additional magnetic field
alignment seems feasible. Furthermore, a zero magnetic field
environment can be reached using a magnetically shielded set-up,
which further aids future biological sensing applications.
The dependence of F on the non-axial magnetic field orientation
 B indicates that the orientation of the electric field will be
determined up to a four-fold symmetry if 1! is measured for
several magnetic field orientations. Figure 2c shows the theoretical
polar plot of 1! as a function of  B for the special case (solid
blue line) where the effective strain and applied electric fields are in
parallel directions or negligible strain exists. As1! depends on both
the orientations of the effective strain and applied electric fields,
the symmetric ‘four-leaf’ pattern of the aligned case will distort and
rotate if the applied electric field is rotated with respect to the strain
field (purple dashed line). If the strain field is characterized for a
460 NATURE PHYSICS | VOL 7 | JUNE 2011 | www.nature.com/naturephysics
Dolde et al. Nat. Phys. 7, 459 (2011)
Stark shift observed in 
magnetic resonance
“parameter estimation”
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Mn acceptor63 and a hydrogen donor84 in GaAs; in both these cases, 
spin–orbit interaction is responsible for the coupling between the 
external electric field and the spin properties. Experimentally, Stark 
tuning of the spin of an electron bound to a Sb impurity85 and the 
electrical-field-induced Rabi flops of P spin86 in silicon have been 
reported recently. Another approach to controlling the magnetic 
properties of an impurity is used for magnetic Mn atoms in a CdTe 
quantum dot. In such a dot the interaction of a single Mn impurity 
with a finite number of charge carriers, controlled by external gating 
and residing in the dot, determines the magnetic properties of this 
nanosystem87 (Fig. 5b).
Optical excitation is a very appropriate way to manipulate either 
an impurity or its environment. Excitons bound weakly to an impu-
rity retain their host character, such as those bound to N-acceptors 
in ZnSe quantum wells13. Photoionization can also be used as a tool 
to change the charge state of a strongly bound NV centre88 or the 
population of a quantum dot that interacts with the Mn-impurity 
inside87,89 (Fig. 5a). Optical excitation of NV centres has also been 
used to bring it into an excited state29 where the spin properties 
are to be modified. The environment of the NV centre affects its 
properties through local strain fluctuations29 or the spins of neigh-
bouring impurities30. In the latter case the spin coherence can be 
improved by polarizing the spin bath of the other impurities in the 
neighbourhood of the NV centre90.
The magnetic field is another convenient external parameter 
to couple to impurities and control magnetic properties such as 
nearby nuclear spins, or the spin of the donor or acceptor bound 
charge carrier. Notable in this respect are recent calculations of the 
local density of states and spin anisotropy of Mn impurities close 
to a GaAs (110) vacuum interface60,61. These results predict the 
possibility of detecting the spin orientation of a single Mn impu-
rity by STM topography. Dynamic magnetic fields are, however, not 
easily available in devices.
Strain is another environmental parameter that cannot easily 
be actively manipulated but is certainly very often an important 
component of the impurity environment. The effect of strain on an 
effective mass acceptor state can be rather complex but is by now 
well understood91. Impurities present near62 or in89 a strained self-
assembled quantum dot have been studied experimentally, and it 
has been shown that strain due to the surface reconstruction is an 
essential ingredient in understanding the behaviour of impurities 
below a reconstructed surface61,92,93. The latter result applies to all 
impurities observed by XSTM, especially the shallow impurities that 
couple most strongly with the surface. The above strains are static; 
dynamic strain, such as from a phonon, provides a potential addi-
tional method of manipulating single-dopant electronic structure.
The advantage of semiconductors is the ease in creating low-
dimensional systems such as quantum wells and quantum dots, and 
this motivates a study of the confinement effect on impurity states. 
For shallow impurities the situation is considered rather straight-
forward, as charge carriers just experience the combined effect of 
the impurity potential and the additional confinement potential94. 
However, in the case of deep impurities, such as Mn in a quantum 
well, the situation becomes less straightforward95. Potential barri-
ers that include vacuum or oxide interfaces are even more complex, 
as shown for instance for P donors in Si colloidal dots and nano-
MOSFETS, for which the change of localization is dominated by a 
reduction of dielectric screening96,97, and at vacuum–semiconductor 
interfaces, where a recent study of Si impurities close to the GaAs–
vacuum interface showed that effective mass theory breaks down79 
and strain induced by surface reconstruction plays an essential 
role61,92,93. If the behaviour of impurities is well understood, how-
ever, they could act as a local sensor to probe local properties such 
the strain distribution in or near a quantum dot62,89 or a strained 
interface92. A more complete understanding of impurities in a con-
fining potential and near an interface is thus much needed.
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Figure 6 | NV centre manipulation. a, Structure of NV centre in diamond; b, energy level structure; c, optical imaging of NV centres; d, pulse sequence 
for spin manipulation; e, measurements of response of the single impurity to the pulse sequence, along with theoretical results. p(ms = 0) indicates the 
probability of the spin in the zero spin-projection state. Reprinted with permission from ref. 101, © 2008 APS.
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Jitter: The uncertainty in determining t⇤ is the jitter. The
jitter is no smaller than 2tmin for a single detector.
Dark count: should be directly related to error probability.
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Tradeoffs:
jitter versus minimally detectable field: smaller field will
lengthen tmin (quantum state takes longer to evolve).
Dark count versus jitter: reducing tmin to reduce jitter will in-
crease Pe or dark count.
Detector number versus dark count: increasing quantum de-
tector number decreases dark count or Pe.
III. DETECTION MODEL USING DIAMOND NV-CENTER
SPIN
Consider the ground state spin Hamiltonian,Hgs, of a dia-
mond NV-center triplet spin (S = 1) where there is zero-field
splitting (2p~Dgs), an electric dipole term from both strain
(s) and the external electric field (E ) where dipole moments,
dgs,k, are induced by the spin-orbit interaction, and a Zeeman
interaction from an axial magnetic field. Note that the strain
field can be expressed as a vector since diamond’s inversion
symmetry reduces the number of deformation constants in the
strain tensor from six to three.2 Strain is ignored here but the
following results apply equally well to strain detection. The
ground sta e Hamiltonian is3,4
Hgs+Hz = (2p~Dgs+dgs,||Ez)S2z +dgs,?
h
Ex(S2x  S2y)+Ey(SxSy+SySx) +gµBBzSz, (4)
or, in matrix form,
Hgs+Hz =
0@ D+gµBBz 0 E⇤?0 0 0
E? 0 D gµBBz
1A . (5)
with D = 2p~Dgs+dgs,||Ez and E? = dgs,?(Ex+ iEy). The energy eigenvalues of the ground state Hamiltonian are
e0 = 0, e±1 =D±De, De=
q
|E?|2+g2µ2BB2z (6)
As long as there is no non-axial magnetic fields (that is Bx
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which allows us to reduce the dimension ofHgs from three to
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couple ms = 0 to the ms = ±1 states. We assume that strain
is small so from hereon consider E?, when present, due to an
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The dynamics of the NV spin are determined by solving the
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milliseconds while T2 is on order of microseconds.
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Mn acceptor63 and a hydrogen donor84 in GaAs; in both these cases, 
spin–orbit interaction is responsible for the coupling between the 
external electric field and the spin properties. Experimentally, Stark 
tuning of the spin of an electron bound to a Sb impurity85 and the 
electrical-field-induced Rabi flops of P spin86 in silicon have been 
reported recently. Another approach to controlling the magnetic 
properties of an impurity is used for magnetic Mn atoms in a CdTe 
quantum dot. In such a dot the interaction of a single Mn impurity 
with a finite number of charge carriers, controlled by external gating 
and residing in the dot, determines the magnetic properties of this 
nanosystem87 (Fig. 5b).
Optical excitation is a very appropriate way to manipulate either 
an impurity or its environment. Excitons bound weakly to an impu-
rity retain their host character, such as those bound to N-acceptors 
in ZnSe quantum wells13. Photoionization can also be used as a tool 
to change the charge state of a strongly bound NV centre88 or the 
population of a quantum dot that interacts with the Mn-impurity 
inside87,89 (Fig. 5a). Optical excitation of NV centres has also been 
used to bring it into an excited state29 where the spin properties 
are to be modified. The environment of the NV centre affects its 
properties through local strain fluctuations29 or the spins of neigh-
bouring impurities30. In the latter case the spin coherence can be 
improved by polarizing the spin bath of the other impurities in the 
neighbourhood of the NV centre90.
The magnetic field is another convenient external parameter 
to couple to impurities and control magnetic properties such as 
nearby nuclear spins, or the spin of the donor or acceptor bound 
charge carrier. Notable in this respect are recent calculations of the 
local density of states and spin anisotropy of Mn impurities close 
to a GaAs (110) vacuum interface60,61. These results predict the 
possibility of detecting the spin orientation of a single Mn impu-
rity by STM topography. Dynamic magnetic fields are, however, not 
easily available in devices.
Strain is another environmental parameter th t cannot easily 
be actively manipulated but is certainly very often an important 
component of the impurity environment. The ffect of strain on an 
effective mass acceptor state can be rather complex but is by now 
well understood91. Impurities present near62 or in89 a strained self-
assembled quantum dot have been studied experim ntally, and it 
has been shown that strain due to the surface recons ruction is an 
essential ingredient in understanding the behaviour of impurities 
below a reconstructed surface61,92,93. The latter result applies to all 
impurities observed by XSTM, especially the sh llow impurities that 
couple most strongly with the surface. The above strains are static; 
dynamic strain, such as from a phonon, provides a potential addi-
tional method of manipulating single-dopant electronic structur .
The advantage of semiconductors is the ease in creating low-
dimensional systems such as quantum wells and quantum dots, and 
this motivates a study of the confinement effect on impurity states. 
For shallow impurities the situation is considered r her str ight-
forward, as charge carriers just experience the combined effect of 
the impurity potential and the additional confinement poten ial94. 
However, in the case of deep impurities, such s Mn in a quantum 
well, the situation becomes less straightforward95. Pot n ial barri-
ers that include vacuum or oxide interfaces are even more complex, 
as shown for instance for P donors in Si colloidal dots and nano-
MOSFETS, for which the change of localizatio  s dominate by a 
reduction of dielectric screening96,97, and at vacuum–se ico ductor 
interfaces, where a recent study of Si impurities close to the GaAs–
vacuum interface showed that effective mass th o y breaks down79 
and strain induced by surface reconstruction plays n ssenti l 
role61,92,93. If the behaviour of impurities is well understood, how-
ever, they could act as a local sensor to probe l cal properties such 
the strain distribution in or near a quantum d t62,89 or a strained 
interface92. A more complete understanding of impurities in a con-
fining potential and near an interface is thus much needed.
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Mn acceptor63 and a hydrogen donor84 in GaAs; in both these cases, 
spin–orbit interaction is responsible for the coupling between the 
external electric field and the spin properties. Experimentally, Stark 
tuning of the spin of an electron bound to a Sb impurity85 and the 
electrical-field-induced Rabi flops of P spin86 in silicon have been 
reported recently. Another approach to controlling the magnetic 
properties of an impurity is used for magnetic Mn atoms in a CdTe 
quantum dot. In such a dot the interaction of a single Mn impurity 
with a finite number of charge carriers, controlled by external gating 
and residing in the dot, determines the magnetic properties of this 
nanosystem87 (Fig. 5b).
Optical excitation is a very appropriate way to manipulate either 
an impurity or its environment. Excitons bound weakly to an impu-
rity retain their host character, such as those bound to N-acceptors 
in ZnSe quantum wells13. Photoionization can also be used as a tool 
to change the charge state of a strongly bound NV centre88 or the 
population of a quantum dot that interacts with the Mn-impurity 
inside87,89 (Fig. 5a). Optical excitation of NV centres has also been 
used to bring it into an excited state29 where the spin properties 
are to be modified. The environment of the NV centre affects its 
properties through local strain fluctuations29 or the spins of neigh-
bouring impurities30. In the latter case the spin coherence can be 
improved by polarizing the spin bath of the other impurities in the 
neighbourhood of the NV centre90.
The magnetic field is another convenient external parameter 
to couple to impurities and control magnetic properties such as 
nearby nuclear spins, or the spin of the donor or acceptor bound 
charge carrier. Notable in this respect are recent calculations of the 
local density of states and spin anisotropy of Mn impurities close 
to a GaAs (110) vacuum interface60,61. These results predict the 
possibility of detecting the spin orientation of a single Mn impu-
rity by STM topography. Dynamic magnetic fields are, however, not 
easily available in devices.
Strain is another environmental parameter that cannot easily 
be actively manipulated but is certainly very often an important 
component of the impurity environment. The effect of strain on an 
effective mass acceptor state can be rather complex but is by now 
well understood91. Impurities present near62 or in89 a strained self-
assembled quantum dot have been studied experimentally, and it 
has been shown that strain due to the surface reconstruction is an 
essential ingredient in understanding the behaviour of impurities 
below a reconstructed surface61,92,93. The latter result applies to all 
impurities observed by XSTM, especially the shallow impurities that 
couple most strongly with the surface. The above strains are static; 
dynamic strain, such as from a phonon, provides a potential addi-
tional method of manipulating single-dopant electronic structure.
The advantage of semiconductors is the ease in creating low-
dimensional systems such as quantum wells and quantum dots, and 
this motivates a study of the confinement effect on impurity states. 
For shallow impurities the situation is considered rather straight-
forward, as charge carriers just experience the combined effect of 
the impurity potential and the additional confinement potential94. 
However, in the case of deep impurities, such as Mn in a quantum 
well, the situation becomes less straightforward95. Potential barri-
ers that include vacuum or oxide interfaces are even more complex, 
as shown for instance for P donors in Si colloidal dots and nano-
MOSFETS, for which the change of localization is dominated by a 
reduction of dielectric screening96,97, and at vacuum–semiconductor 
interfaces, where a recent study of Si impurities close to the GaAs–
vacuum interface showed that effective mass theory breaks down79 
and strain induced by surface reconstruction plays an essential 
role61,92,93. If the behaviour of impurities is well understood, how-
ever, they could act as a local sensor to probe local properties such 
the strain distribution in or near a quantum dot62,89 or a strained 
interface92. A more complete understanding of impurities in a con-
fining potential and near an interface is thus much needed.
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Mn acceptor63 and a hydrogen donor84 in GaAs; in both these cases, 
spin–orbit interaction is responsible for the coupling between the 
external electric field and the spin properties. Experimentally, Stark 
tuning of the spin of an electron bound to a Sb impurity85 and the 
electrical-field-induced Rabi flops of P spin86 in silicon have been 
reported recently. Another approach to controlling the magnetic 
properties of an impurity is used for magnetic Mn atoms in a CdTe 
quantum dot. In such a dot the interaction of a single Mn impurity 
with a finite number of charge carriers, controlled by external gating 
and residing in the dot, determines the magnetic properties of this 
nanosystem87 (Fig. 5b).
Optical excitation is a very appropriate way to manipulate either 
an impurity or its environment. Excitons bound weakly to an impu-
rity retain their host character, such as those bound to N-acceptors 
in ZnSe quantum wells13. Photoionization can also be used as a tool 
to change the charge state of a strongly bound NV centre88 or the 
population of a quantum dot that interacts with the Mn-impurity 
inside87,89 (Fig. 5a). Optical excitation of NV centres has also been 
used to bring it into an excited state29 where the spin properties 
are to be modified. The environment of the NV centre affects its 
properties through local strain fluctuations29 or the spins of neigh-
bouring impurities30. In the latter case the spin coherence can be 
improved by polarizing the spin bath of the other impurities in the 
neighbourhood of the NV centre90.
The magnetic field is another convenient external parameter 
to couple to impurities and control magnetic properties such as 
nearby nuclear spins, or the spin of the donor or acceptor bound 
charge carrier. Notable in this respect are recent calculations of the 
local density of states and spin anisotropy of Mn impurities close 
to a GaAs (110) vacuum interface60,61. These results predict the 
possibility of detecting the spin orientation of a single Mn impu-
rity by STM topography. Dynamic magnetic fields are, however, not 
easily available in devices.
Strain is another environmental parameter that cannot easily 
be actively manipulated but is certainly very often an important 
component of the impurity environment. The effect of strain on an 
effective mass acceptor state can be rather complex but is by now 
well understood91. Impurities present near62 or in89 a strained self-
assembled quantum dot have been studied experimentally, and it 
has been shown that strain due to the surface reconstruction is an 
essential ingredient in understanding the behaviour of impurities 
below a reconstructed surface61,92,93. The latter result applies to all 
impurities observed by XSTM, especially the shallow impurities that 
couple most strongly with the surface. The above strains are static; 
dynamic strain, such as from a phonon, provides a potential addi-
tional method of manipulating single-dopant electronic structure.
The advantage of semiconductors is the ease in creating low-
dimensional systems such as quantum wells and quantum dots, and 
this motivates a study of the confinement effect on impurity states. 
For shallow impurities the situation is considered rather straight-
forward, as charge carriers just experience the combined effect of 
the impurity potential and the additional confinement potential94. 
However, in the case of deep impurities, such as Mn in a quantum 
well, the situation becomes less straightforward95. Potential barri-
ers that include vacuum or oxide interfaces are even more complex, 
as shown for instance for P donors in Si colloidal dots and nano-
MOSFETS, for which the change of localization is dominated by a 
reduction of dielectric screening96,97, and at vacuum–semiconductor 
interfaces, where a recent study of Si impurities close to the GaAs–
vacuum interface showed that effective mass theory breaks down79 
and strain induced by surface reconstruction plays an essential 
role61,92,93. If the behaviour of impurities is well understood, how-
ever, they could act as a local sensor to probe local properties such 
the strain distribution in or near a quantum dot62,89 or a strained 
interface92. A more complete understanding of impurities in a con-
fining potential and near an interface is thus much needed.
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Quantum Discrimination
• Measuring |-1⟩ ➪ electric field ➪ photon absorption 
• Distinguishing between non-orthogonal states is not possible 
with certainty (what to conclude if |1⟩ is measured?)
Quantum Discrimination
C. W. Helstrom, Quantum Detection and Estimation Theory (Academic, New York, 1976)
• Quantum discrimination theory determines which operators 
will minimize the error [positive operator valued 
measurements (POVMs)] 
• |±1⟩ is not best measurement basis 
• Optimal measurement operators (i.e. minimize error)
⇧ˆ0 = | 0ih 0|
⇧ˆ1 = | 1ih 1| ⇤ = P1⇢1   P0⇢0
where are eigenvectors of| ki
⇢0
⇢1
density matrix for E = 0
density matrix for E ≠ 0
AZ Chaudhry. Phys. Rev. A 91, 062111 (2015)
Quantum Discrimination
•Find minimal error probability  
•Density matrices without electric field (𝜌0) and with 
electric field (𝜌1) are determined from Liouville-
Lindblad equation
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Figures of merit:
Efficiency: this may depend on the specific model.
Jitter: The uncertainty in determining t⇤ is the jitter. The
jitter is no smaller than 2tmin for a single detector.
Dark count: should be directly re ated o error probability.
Coherence: decoherence is bad all around.
Minimally detectable field: this depends on tradeoffs.
Tradeoffs:
jitter versus minimally detectable field: smaller field will
lengthen tmin (quantum state takes longer to evolve).
Dark count versus jitter: reducing tmin to reduce jitter will in-
crease Pe or dark count.
Detector number versus dark count: increasing quantum de-
tector number decreases dark count or Pe.
III. DETECTION MODEL USING DIAMOND NV-CENTER
SPIN
Consider the ground state spin Hamiltonian,Hgs, of a dia-
mond NV-center triplet spin (S = 1) where there is zero-field
splitting (2p~Dgs), an electric dipole term from both strain
(s) and the exter al electric field (E ) where dipole moments,
dgs,k, are induced by the spin-orbit interaction, and a Zeeman
interaction from an axial magnetic field. Note that the strain
field can be expressed as a vector since diamond’s inversion
symmetry reduces the number of deformation constants in the
strain tensor from six to three.2 Strain is ignored here but the
following results apply equally well to strain detection. The
ground state Hamiltonian is3,4
Hgs+Hz = (2p~Dgs+dgs,||Ez)S2z +dgs,?
h
Ex(S2x  S2y)+Ey(SxSy+SySx)
i
+gµBBzSz, (4)
or, in matrix form,
Hgs+Hz =
0@ D+gµBBz 0 E⇤?0 0 0
E? 0 D gµBBz
1A . (5)
with D = 2p~Dgs+dgs,||Ez and E? = dgs,?(Ex+ iEy). The energy eigenvalues of the ground state Hamiltonian are
e0 = 0, e±1 =D±De, De=
q
|E?|2+g2µ2BB2z (6)
As long as there is no non-axial magnetic fields (that is Bx
or By) then the ms = 0 state does not couple to either ms =±1
state. We consider dynamics only between the ms =±1 states
which allows us to reduce the dimension ofHgs from three to
two:
Hgs+Hz =
✓
D+gµBBz E⇤?
E? D gµBBz
◆
. (7)
Note that the non-axial electric fields couple the ms = ±1
states (Dms = 2) much like a magnetic field couples ms =± 12
states (Dms = 1) for s= 12 . A non-axial magnetic field would
couple ms = 0 to the ms = ±1 states. We assume that strain
is small so from hereon consider E?, when present, due to an
externally applied electric field for which we know the mag-
nitude and direction.
The dynamics of the NV spin are determined by solving the
Liouville-von Neumann equations:
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where the first terms describes the coherent evolution of the
spin and the second term encapsulates decoherence processes
through the Lindblad operator:
Lˆd =
r
k
2
si,
with k = 1/T2 and i 2 {x,y,z} chosen by the direction and
relative sizes of the magnetic and electric fields. In our cal-
culations we will take 1/T1 = 0 since T1 is on the order of
milliseconds while T2 is on order of microseconds.
No Decoherence. —
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As long as there is no non-axial magnetic fields (that is Bx
or By) then the ms = 0 state does not couple to either ms =±1
state. We consider dynamics only between the ms =±1 states
which allows us to reduce the dimension ofHgs from three to
two:
Hgs+Hz =
✓
D+gµBBz E⇤?
E? D gµBBz
◆
. (7)
Note that the no -axial electric field couple the ms = ±1
states (Dms = 2) much like a magnetic field couples ms =± 12
states (Dms = 1) for s= 12 . A non-axial magnetic field would
c pl ms = 0 to th ms = ±1 states. We assume that strain
is small so from hereon consider E?, when present, due to an
externally applied electric fiel for which we know the mag-
nitude and direction.
The dynamics of the NV spin are determined by solving the
Liouville-von Neumann equations:
∂r
∂t
=  i~ [Hgs+Hz]+ LˆdrLˆ
T
d  
1
2
{LˆTd Lˆd ,r}, (8)
where the first terms describes the coherent evolution of the
spin and the second term encapsulates decoherence processes
through the Lindblad operator:
Lˆd =
r
k
2
si,
with k = 1/T2 and i 2 {x,y,z} chosen by the direction and
relative sizes of the magnetic and lectric fields. In our cal-
culations we will take 1/T1 = 0 since T1 is on the order of
milliseconds while T2 is on order of microseconds.
No Decoherence. —
Any spin state in the ms = ±1 subspace can be expressed
as |yi = cos q2 |+ 1i+ e if sin q2 |  1i. For reasons to be ad-
dressed later we prepare, at t = 0, a particular quantum state,
|+1i, described by the density matrix
r0(0) =
 
1 0
0 0
!
.
At a later time, if there is no electric field (E = 0) or spin
loss, the same quantum state is maintained: r0 ⌘ r0(t) =
2
or, in matrix form,
Hgs+Hz =
0@ D+gµBBz 0 E⇤?0 0 0
E? 0 D gµBBz
1A . (2)
with D = 2p~Dgs+dgs,||Ez and E? = dgs,?(Ex+ iEy). The energy eigenvalues of the ground state Hamiltonian are
e0 = 0, e±1 =D±De, De=
q
|E?|2+g2µ2BB2z (3)
As long as there is no non-axial magnetic fields (that is Bx
or By) then the ms = 0 state does not couple to either ms =±1
state. We consider dynamics only between the ms =±1 states
which allows us to reduce the dimension ofHgs from three to
two:
Hgs+Hz =
✓
D+gµBBz E⇤?
E? D gµBBz
◆
. (4)
Note that the non-axial electric fields couple the ms = ±1
states (Dms = 2) much like a magnetic field couples ms =± 12
states (Dms = 1) for s= 12 . A non-axial magnetic field would
couple ms = 0 to the ms = ±1 states. We assume that strain
is small so from hereon consider E?, when present, due to an
externally applied electric field for which we know the mag-
nitude and direction.
Dgs 2.87 GHz Refs. 5 and 6
dgs,|| 2 p~⇥ 0.0035 Hz m/V Ref. 7
dgs,? 2 p~⇥ 0.17 Hz m/V Ref. 7
T2 = 1/k 10 µs (low estimate) Ref. 8
T1 • —
Measurement spin state detection
P0 ‘click’ state is r0 E absent
P1 ‘click’ state is r1 E present
photon emission state is |0i E present
TABLE I. Values of ground state energy parameters and spin relax-
ation times.
The ynamics of the NV spin are etermi ed by solvi g the
iouville-von Neumann equations:
∂r
∂t
=  i~ [Hgs,r]+ LˆdrLˆ
T
d  
1
2
{LˆTd Lˆd ,r}, (5)
where the first terms d scribes the coherent evolution of the
spin and the second term encapsulates decoherence processes
through the Lindblad operator Lˆd . In our calculations we will
take 1/T1 = 0 since T1 is on the order of milliseconds while
T2 is on order of microseconds.
The calculation process described in the remainder of this
section is summarized in the flowchart of Figure 3. Any spin
state in the ms = ±1 subspace can be expr ssed as |yi =
cos q2 |+1i+e if sin q2 | 1i. Fo reaso s to be addresse lat r
{ {
ms = 0
ms = +1
ms =  1
(a)
(c)
ms = 0
ms = +1
ms =  1
ground state levels
excited state levels
metastable level 
(singlet)
D
2   = 2
 
|E|2 + g2µBB2z
(b)
FIG. 2. (a) Nitrogen vacancy defect center in diamond (b) coordinate
system (c) Ground state (triplet) energy levels for the NV spin with
a magnetic field in the axial (zˆ) direction and including zero-field
splitting. Separation of energy levels are not drawn to scale.(a) and
(b) are directly copied from Ref. 1
we prepare, at t = 0, a particular quantum state, |+ 1i, de-
scribed by the density matrix
r0(0) =
 
1 0
0 0
!
.
This is the initial state in Figure 3.
At a later time, if there is no transverse electric field (E? =
0), the same quantum state evolves under the influence of
other interactions which here we take to be magnetic (either
static applied or fluctuating noise field in zˆ): r0 ⌘ r0(t). Al-
ternatively, if there is a transverse electric field r1 ⌘ r1(t).
The theory of quantum-state discrimination defines a Hermi-
tian operator
Lˆ = P1r1(t) P0r0(t) (6)
where P1 and P0 are a priori probabilities of there existing an
electric field or not, respectively.9,10 We then seek to construct
a positive operator valued measure (POVM). Since we are
deali g with two states, the optimal POVM is also a projective
Pe = P0Tr(⇧ˆ1⇢0) + P1Tr(⇧ˆ0⇢1)
Minimum 
error prob
U†⇢iU
⇤ = P1⇢1   P0⇢0
0 1 2 3 4 5
0.0
0.1
0.2
0.3
0.4
0.5
t (μs)
P
e
Results
• Larger electric fields, more accuracy and faster determination
E = 106 V/m
E = 3x106 V/m
tmin
Minimum 
error prob
Pe =
1
2
(1  e t| sin(Et~ )|)Minimum error probability 
decoherence rate: 
• Measurement should take place when error smallest  @ tmin
• Exponentially reduce minimum error probability by adding 
multiple independent sensors
Results
Minimum 
error prob 
@ tmin
7
is predicted with minimum error probability:
Pe,N = P0
bN/2c
Â
n=0
✓
N
n
◆
(1 Tr(r0P1))nTr(r0P1)N n
+P1
bN/2c
Â
n=0
✓
N
n
◆
(1 Tr(r1P0))nTr(r1P0)N n. (23)
Figure 10 displays how Pe changes as the number of indepen-
dent sensors increases. Pe falls off exponentially Pe ⇠ e aN .
2 4 6 8 10 12 14
10-6
10-5
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)
0 0.5 1 1.5 2 32.5
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N = 7
N = 7
FIG. 10. (a) Error probability, Pe, in time for N = 1,7,15 (red, or-
ange, brown) number of independent NV spin sensors. (b) Error
probability, Pe, evaluated at tmin for increasing number of indepen-
dent NV spin sensors. Symbols are result of calculations; line is
guide to eye. Prior probabilities are P0 = P1 = 1/2.
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Conclusions
• NV spin + chromophore as single shot (i.e. fast) 
electric field/photon quantum detector 
• Errors are competitive with superconducting nanowire 
single photon detectors 
• multiple NV sensors allows for dramatic error reduction 
• Photon arrival/field-turn-on times can be determined
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