We introduce an embedding of real or complex n-dimensional space K n as an algebraic variety V which is determined by the action of a linear one-parameter group. Every analytic vector field on K n corresponds to some embedded vector field on V. For a symmetric vector field this embedded vector field splits into a reduced system and a direct sum of non-autonomous linear systems. Examples and applications are mostly concerned with Poincaré-Dulac normal forms. Embeddings provide a natural setting for perturbations of symmetric systems, in particular of systems in normal form up to some degree.
Introduction
For a symmetric ordinary differential equationẋ = f (x) one generally expects the symmetries to induce a reduction. In the simplest setting, for a local one-parameter group of symmetries (generated by a vector field commuting with f), there is a standard procedure to obtain a reduced equation near any nonstationary point of the commuting vector field; see the classical work by Lie [21] and Bianchi [2] , and the monograph by Olver [24] : By the straightening theorem, one may locally assume that the commuting vector field is constant, thus in suitable coordinates one has f (x) = f (x 2 , . . . , x n ).
This yields a reduced (n − 1)-dimensional equation for x 2 , . . . , x n , and moreover the remaining equation for x 1 poses only quadrature problems. Adopting terminology from [13] , we call this a splitting of the equation which is induced by the symmetry. Such a splitting includes reduction, but in addition provides a path to return from the reduced equation to the full system. This splitting property cannot be directly carried over to more general symmetric systems; even for local one-parameter groups problems arise at non-regular points. Vector fields in Poincaré-Dulac normal form are an interesting class which admits nontrivial symmetries. (For background and details on normal forms we refer to Bruno [6, 7] , Bibikov [3] , Cicogna and Gaeta [8] , Elphick et al. [11] , Iooss and Adelmeyer [17] . See also the general framework recently introduced by Sanders [27] , and the monograph by Murdock [23] . The volume [4] by Broer et al. on Hamiltonian systems should also be mentioned in this context.) Reduction is well understood here (see e.g. [32] ), but there seems to be no general result with regard to splitting. (A birational reduction and splitting map is given in Bruno [6] , but we focus on transformations which are regular at the stationary point.)
For vector fields symmetric with respect to compact linear groups, and also for certain reductive linear group actions, the existence of a splitting is known. In [13] the case of compact linear symmetry groups is discussed and the splitting property is traced back to a result by Michel [22] . Krupa [19] used splittings to discuss bifurcations of relative equilibria, and Fiedler et al. [12] succeeded in the reductive case. Generally, the approach to splittings in these papers is constructive in the sense that the ingredients are given explicitly, but they may not be easily accessible for actual computations.
In this paper we present an embedding of a given differential equation as a subsystem of a generally higher-dimensional system. The embedding is defined via invariants and relative invariants of a semisimple linear map A. We will consider ordinary differential equationsẋ = f (x), with f analytic on some open U ⊆ K n , where K stands for R or C. Recall that f induces a derivation L f on the algebra of analytic functions on U, via L f ()(x) := D(x) f (x) (the Lie derivative). The non-analytic case will also be addressed where appropriate. The image of the embedding map is an algebraic variety that can be characterized precisely and determined explicitly. For a symmetric differential equation the embedding yields a splitting: The embedded system contains the reduced equation as a subsystem, and it turns out that there remain only linear equations modulo the reduced equation.
As for applications, we are principally interested in local vector fields in Poincaré-Dulac normal form, with A the semisimple part of the linearization Df (0). If A admits no non-constant polynomial first integrals then the procedure goes back to Dulac [10] , who observed linearizability of systems in normal form whenever the centralizer of the linear part has finite dimension. In the general setting, our procedure is motivated by [14] (and may be seen as a finite dimensional variant of this paper). Since normal forms have special properties beyond symmetry, one obtains additional properties for embeddings of vector fields in normal form. Moreover, the embedding opens an approach to investigate equations "close to" normal form, which appear naturally after partial normalization. To summarize, the procedure presented here-albeit for a limited class of symmetry groups-is algorithmically accessible and provides a natural framework for the discussion of perturbations. A short discussion of the embedding procedure and several examples for systems in normal form can be found in [15] .
The paper is organized as follows: In Section 2, we review background material, define and discuss embeddings and prove the splitting property for symmetric systems. Section 3 is devoted to examples, while Section 4 deals with special properties of systems in normal form. Some applications are contained in Section 5.
Embeddings induced by linear maps
Let A be a non-zero semisimple linear map on K n . Then A induces the derivation L A on the algebras of polynomial, resp. local analytic functions. The action of L A is well-understood: If the eigenvalues 1 , . . . , n of A are in K and x 1 , . . . , x n are the corresponding eigencoordinates then the action on monomials is given by
The following results are known, but we collect them in a single Lemma for easy reference. For ∈ K let I (A) denote the set of the -relative invariants of A; i.e., those polynomial vector fields satisfying L A () = . In particular, I (A) := I 0 (A) is the algebra of polynomial invariants of A. Moreover denote by C(A) the centralizer of A in the Lie algebra of polynomial vector fields, and by C 0 (A) the subalgebra of those with zero constant term. 
Lemma 1. (a) The algebra I (A) is finitely generated, and each I (A) is a finitely generated module over I (A). Moreover, if = 0 and ∈ I (A) is any nonzero linear form then
Proof. We may assume that the eigenvalues of A are in K. The above representations automatically respect degrees if I (A) admits an algebraically independent set of generators, and if furthermore the module I (A) has an independent set of generators. Otherwise there exist representations which do not respect degrees in the sense of parts (b) or (c) of the Lemma (since, for instance, = 0 admits a nontrivial representation); see also Example 6 below.
Definition 1.
Assume that all eigenvalues of A are contained in K, and that I (A) is non-trivial, generated by the homogeneous polynomials 1 
(with as before) which is equal to when the x i are eigencoordinates. The subspace of linear forms in J k generally contains more than just the scalar multiples of x k , whence can be replaced by = ( , 1 , . . . , s ) for suitable indices, in such a way that the entries of still contain a basis of the dual of K n . The generic case is that J 1 already contains all x , and we may replace by ( , 1 ). Moreover, one may obtain a refined version, requiring only rational methods, by choosing the coordinates such that the dual of K n is a direct sum of L A -invariant subspaces.
In the following we will state and prove our results mostly for the embedding from Definition 1, and thus assume that x 1 , . . . , x n are eigencoordinates unless explicitly stated otherwise. The results remain true, up to obvious modifications, for the other types of embeddings discussed above. Let us start with basic properties of embeddings.
Proposition 1. Let the hypotheses and notation be as in Definition 1. The embedding
induced by A has the following properties: 
holds. Moreover V is invariant forẏ = f * (y). We will call f * an embedded vector field corresponding to f.
Proof. The entries of = 1 , . . . , N contain a generating set for each module I k (A), and therefore necessarily contain a basis of eigencoordinates x 1 , . . . , x n of A. Define the index j k by x k = j k (x) for 1 k n, and define
Then the polynomial map and the restriction of to V are inverse to each other, whence V is isomorphic to K n (see Shafarevich [29, Chapter I, §2] , for the definitions, and Chapter VII about smooth varieties as manifolds).
Since each entry of D (x)f (x) can be expressed as an analytic function of x 1 , . . . , x n , the existence of f * is clear, and invariance of V for f * is built in.
Remarks. As usual, by (polynomial, or local analytic) functions on V we understand functions on K n modulo the ideal of functions that vanish on V. The embedded vector field f * is not unique, since its entries can be changed by terms that vanish on V. Thus it would be more appropriate to speak of a representative of the embedded vector field.
This embedding is of interest precisely because of the non-uniqueness of the representation, thus one can rewrite f * . The rewriting can be chosen to respect degrees, analogous to Lemma 1; thus a monomial of degree d is replaced by a monomial of degree d/M. Most important, for symmetric systems suitable rewriting yields a splitting: Theorem 1. Let the situation of Definition 1 be given. For a local analytic vector field f about 0 ∈ K n which commutes with A, the embedding map 
is an invariant or a relative invariant of A, and the computation shows that its image under L f -which is just the corresponding entry of D (x) f (x)-is of the same type. Now Lemma 1 applies, with Eq. (1) or (3).
In [15] we give a direct proof of this result, using the eigencoordinates. The cordinatefree proof given here is useful because it opens a natural path for arbitrary coordinates; see Remark (d) below, in particular.
Remarks. (a) If I (A)
is trivial then the modification for 0 is obvious, and yields a linear equation. This goes back to Dulac; see [10] .
(b) The reduced equation lives on a variety V 0 defined by the relations among the i , see, for instance, [32] . This variety is also obtained by projecting V to the subspace defined by y 1 = · · · = y s = 0. Denote this canonical projection by . According to [16, Proposition 3.2] , gives rise to a stratification: If is a proper map (equivalently, if the reducing map is proper) then for any z ∈ V 0 the subset
of V is invariant forẏ = f * (y). For arbitrary , one has a local stratification of this type.
(c) If the real setting is of interest, and non-real eigenvalues occur, there is no loss of generality in assuming that a blockv = C(y 0 )·v corresponding to a non-real eigenvalue is accompanied by a blockv = C(y 0 ) · v, with the resulting real subsysteṁ
The embeddings and introduced above will also lead to splittings, with only a linear equation remaining modulo the reduced system.
(e) We note some obvious applications: Given a stationary point of the reduced equation, the corresponding solutions ofẏ = f * (y) are obtained by solving an autonomous linear equation. Given a periodic solution of the reduced equation, the corresponding solutions ofẏ = f * (y) are obtained by solving a periodic linear equation.
Keeping the notation of Proposition 1, the investigation of V amounts to investigating the relations between the generators of I (A) and of the I k (A). The following result shows that I k (A), viewed as a module, cannot have more than one independent generator in most interesting scenarios. The hypothesis of this Proposition holds true, for instance, in the real setting when all eigenvalues of A are purely imaginary, and it is always satisfied for the restriction to the invariant subspace U, as defined in [32] .
Proposition 2. Assume that A admits an invariant
Remarks. Let , , and be as above. If (z(t)) and (z(t)) are known for some solution z(t) ofẋ = f (x) (via a solution of the reduced system) then Proposition 2 and Theorem 1 show how to find (z(t)) and (z(t)) near any t 0 with (z(t 0 )) = 0 or (z(t 0 )) = 0. For w := z(t 0 ) with (w) = (w) = 0 apply L f and use Theorem 1 to obtain a relation˜ · =˜ · with invariants˜ and˜ . If˜ (w) = 0 or˜ (w) = 0 then the problem is reduced to the situation above; otherwise continue. This will either eventually lead to the above situation, or one obtains an invariant set for the reduced equation which is contained in the common vanishing set of , , L f ( ) . . . . Specific examples will be discussed below.
We briefly digress to consider the embedding for differentiable vector fields. Obviously Proposition 1 remains valid for C k vector fields f, and the vector field f * can also be chosen C k . However, Theorem 1 will generally hold only for Taylor polynomials of f. The following result addresses this scenario, and is also applicable to non-symmetric systems whose Taylor polynomials up to some degree commute with A. For a simple but relevant example, consider real A with purely imaginary eigenvalues. Then the entries of contain the products x 1 x 2 , . . . , x n−1 x n of the eigencoordinates, whence is proper. Here all j = 1, and L = 2. This allows a convenient estimation of remainder errors in the discussion of systems in partial normal form.
We note that reduction by invariants poses technical problems in the finitely differentiable setting; see Rumberger and Scheurle [26] , and Rumberger [25] on how to overcome these for the case of a compact, or reductive, linear symmetry group. As for finitely or infinitely smooth equivalence of vector fields, see Bronstein and Kopanskii [5] , and Belitskii [1] .
Examples
The following examples are mainly intended to illustrate the embedding procedure. They are of low dimension, but relevant for applications. We start with a standard example.
Example 1.
Let A = diag(1, −1). Then I (A) is generated by (x) = x 1 x 2 , and the modules I 1 (A), I −1 (A), are generated by x 1 and x 2 , respectively. Therefore an embedding induced by A is given by
and one may modify f * by terms that vanish on V. If f is analytic and commutes with A then by Theorem 1 f * can be rewritten as
with analytic functions q i , and with f * − f * * vanishing on V. (In other words, f * and f * * are representatives of the same vector field on the variety V.)
Let us now consider a variant when the eigenvalues of A are not in K: For the real matrix
one may take
which can again be rewritten if f is A-symmetric, as follows:
Example 2. Let > 0 and
Then I (A) is generated by 0 (x) = x 0 and 1 (x) = x 2 1 + x 2 2 , and an embedding is given by
If the vector field f commutes with A then the corresponding vector field on the variety
will be of the form
The invariance of V imposes restrictions on the
Any stationary point (z 0 , z 1 ) of the reduced equation will yield a periodic or stationary solution of the original system: From 1 (z 0 , z 1 ) = 0 and the invariance condition we find y 1 = y 2 = y 3 = 0 or 2 (z 0 , z 1 ) = 0. In the latter case there remainṡ
In the Hopf bifurcation scenario with
(where x 0 is viewed as a parameter) one may canonically take 0 = 0.
Next, let us consider examples where not every module I admits a single generator. 
Thus V = K n , and the reduced equation is just the equation for x 1 . Proposition 2 is not applicable here, and one could even say that the reduction of dimension is lost again, since there remains a non-autonomous equation in dimension n − 1. But the commuting property here is useful for structural insight, and for determining the dynamics. [10] , and [14] ). For A = diag(1, k), k > 1 integer, the invariant algebra is trivial, the module I 1 (A) is generated by x 1 , and the module I k (A) is generated by x 2 and x k 1 . Here we consider
Example 4 (See Dulac
Every analytic vector field f that commutes with A can be mapped to a linear vector field f * on K 3 which admits the invariant set V. This general consequence of Theorem 1 can be directly verified as follows: f commutes with A if and only if
Now let us turn to examples when the invariant algebra is nontrivial and is not generated by a single element. 4 . The invariant algebra of the semisimple part B s is then generated by
and these generators are related by 3 4 − p 1 q 2 = 0; see e.g. [32] . There is no algebraically independent set of generators, and the relation between the generators yields a representation of the invariant 0 which does not respect degrees. The embedded equation of a symmetric systemẋ = f (x), due to splitting, reduces to the discussion of subsystems like the following, which determines the first entry of a solution forẋ = f (x): g 1 (y 1 , . . . , y 4 ) . . . 2 , y 4 , y 3 ) of the defining equation equals zero, is invariant for the reduced equation; see [32] . For instance, if p > 1 then the set Z := {(0, y 2 , 0, 0)} ⊆ V 0 is invariant for the reduced equation, and since 1 (x) = 0 implies 3 (x) = 4 (x) = 0 in the real setting, we see that the subset of V 0 defined by y 1 = 0, as well as its complement, is invariant for the reduced equation. On the invariant set y 1 (= y 3 = y 4 ) = 0 we also have y 6 = 0 (see the definition of 12 and note p > 1), hence there remains a one-dimensional equation for y 5 . On the invariant set defined by y 1 = 0 we have y 6 = y 5 · y 4 /y 1 and thus obtain a one-dimensional linear non-autonomous equation for y 5 . In the case p = 1 the approach sketched in the Remark following Proposition 2 will work.
We will later discuss the Hamiltonian version in detail.
Special properties of normal forms
Theorem 1 and its consequences hold for any vector field which admits a semisimple linear commuting vector field. Most prominent among these are vector fields f = B+. . . Remark. Part (b) of the Proposition can be extended to Lie Poisson brackets; see also [32] .
Example. In continuation of Section 3, Example 5, assume that f is Hamiltonian with respect to the standard Poisson bracket on K n . Then { k , } = 0 for 1 k, m, whence the reduced equation is trivial, and the embedded equation essentially is a parameter-dependent linear system.
Some applications
In this section we will sketch a few applications of embeddings. More will be discussed in forthcoming work.
Determining a centralizer
As for the first application we consider the centralizer of a systemẋ = f (x) for m non-resonant coupled oscillators (see Section 3, Example 5, with the notation introduced there). This centralizer is not just of algebraic interest but also relevant for convergence problems; see [9] . The reduced vector field g on V 0 has a degenerate stationary point; its Taylor expansion starts with quadratic terms. If these quadratic terms are sufficiently generic (according to criteria which are verifiable by computations; see [31, Proposition 10.5] ) then the quadratic part of g has trivial formal (and analytic) centralizer, and the same holds for g, a fortiori. Embeddings are useful in pulling such properties back to f. Proof. Let the analytic vector field h commute with f. According to Theorem 1 and Proposition 4 we may assume
with scalar-valued functions j , j on V 0 . For any vector field having a structure as h * we observe that an entry vanishing on V vanishes on all of K 3m : Letting y 0 = (y 0,1 , . . . , y 0,m ), the vanishing ideal of V is generated by the polynomials y 0,j − y 2j −1 y 2j , for j = 1, . . . , m. If, say, 1 (y 0 )y 1 vanishes on V then there are polynomials j such that
Assume that there are z 0 , z 1 such that 1 (z 0 )z 1 = 0. Since there exist z 2 , z 3 , . . . , z 2m such that z 0,j − z 2j −1 z 2j = 0 for j = 1, . . . , m, this yields a contradiction. For the following note that f * , h * has the same structure as h * . To prove part (a), assume q = 0. Then the condition [f * , h * ] = 0 yields the identities
for all k, and therefore every k is a first integral of g on K r . Since g admits no nontrivial first integral, we conclude that all k are constant, whence h * , as well as h, is linear. As for part (b), one may assume q = 0 after replacing h by h − f with a suitable scalar , and apply part (a), since a vector field with trivial centralizer admits only trivial first integrals.
Essentially this reasoning is applicable to any vector field f = B + . . . for which every module I (B s ), a nonzero eigenvalue of B s , is generated by a single element. The above result also allows to determine the formal centralizer of a vector field not necessarily in normal form.
Perturbations of relative equilibria
The second application deals with asymptotically stable relative equilibria, and their behavior under perturbations. We present a "generic" result to illustrate the role of the embedding in such a context. Thus we consider the situation (and use the notation) of Theorem 1 for the vector field f and the corresponding split embedded vector field f * , with reduced vector field g. In order to transfer stability properties, it is necessary to impose stronger requirements on the reduction map. We will assume that the projection (see Remark (b) following Theorem 1) is proper, so that Proposition 3 is applicable. We may assume˜ (z 0 ) = 0. For sufficiently small > 0 the set
is compact, and so is K := −1 ( K ). The Lie derivative L f * ( ) attains a strictly negative minimum on the boundary of K , and this property continues to hold for sufficiently small perturbations.
This is a typical scenario in the normal form setting, where properties of a truncated system are identified, and their permanence in presence of higher-order perturbations has to be discussed. Proposition 3 guarantees that a truncated system in normal form and its remainder (provided that it is of sufficiently high order) actually satisfy the hypotheses of the above Proposition.
With a slightly more general approach, and Poincaré-Bendixson theory, the Hopf bifurcation can be treated in this manner. We use the notation of Example 2. The reduced system has the formẏ 0 = 0, 1 (y 0 , y 1 ) and given the usual genericity assumptions there is a unique curve of stationary points near (0, 0) which can be parameterized in the form for some analytic function˜ ,˜ (0) = 0. Then˜ := ±(y 1 − (y 0 )) 2 serves as a Lyapunov function, and its zero set equals the set of all stationary points of the reduced equation. Now a variant of Proposition 7 applies.
Hamiltonian resonance
As for our third application, we discuss (extending the work in [32] ) the Hamiltonian q : p-resonance; see Example 6 for notation. These resonances are quite wellunderstood, see e.g. van der Meer [30] and Kummer [20] ; but it is of some interest to view them in the natural framework of embeddings. In order to apply Proposition 5, we need to compute a few Poisson brackets. From [32] we have (z 1 (t) , . . . , z 4 (t)) is periodic or converges to a stationary point: see [32] . Thus one obtains a complete picture from the linear equation for y 5 . As is illustrated here, embeddings open a canonical path to the discussion of resonant systems.
