For one class of the singular integro-differential equations with Cauchy kernel on an interval, a Galerkin method is justified. The convergence is proved and the error estimation is given.
Introduction.
In [1] a Galerkin method is proposed for the Cauchy-type singular linear integro-differential equation
subject to
x(−1) = x(1) = 0.
(1.2) Here x(τ ) is the desired unknown and g(t) are given functions on the interval [−1, 1], λ is a given real number and the singular integral is to be interpreted as the Cauchy-Lebesgues principle value. Moreover, x(τ ) are supposed to be even and g(t) to be odd functions.
542
A. I. FEDOTOV
The method proposed in [1] for solving the problem (1.1), (1.2) is based on the conversion of the original equation (1.1) to the equation
by inverting the singular integral in the equation (1.1) and then applying the Galerkin method to the equation (1.3). To do this, the author substitutes for the unknown function x(τ ) in the equation (1.3) the polynomial
x n (τ ) = n k=1 a 2k (T 2k (τ ) − 1) (1.4) and then equates the first n Fourier coefficients of the left-and right-hand sides of the obtained equation with respect to the system of Chebyshev polynomials of the first kind {T 2j (t)} n−1 j=0 with the weight-function p(t) = (1 − t 2 ) −1/2 . The calculation scheme derived in this case is really "remarkably compact" [1] . One can check it by comparing, for example, with the calculation scheme of the Galerkin method applied directly to the original equation (1.1) in [2] .
However, the conversion of the equation (1.1) was made according to the general formula of inversion of the singular integrals [3] which does not consider the condition (1.2) . It is better to use here the particular case of the inversion formula for functions bounded at the ends of the interval [−1, 1] (see [4] ). In this case an even more compact calculation scheme could be obtained.
In this paper we convert the original equation (1.1) according to the aforementioned particular formula, investigate the unique solvability of the obtained equation, construct the Galerkin method for this equation, prove its convergence and estimate the error of the approximate solution.
Some facts from the theory of the singular integral equations.
Here we review some facts from the theory of the singular integral equations (see [4] ).
Consider the singular integral equation of the first kind 
and λ 1 , λ 2 are integer numbers satisfying γ 1 , γ 2 ∈ (−1, 1). The number κ = −(λ 1 + λ 2 ) is called the index of the equation (2.1) and γ 1 , γ 2 determine the class of its solutions. It is easy to see that there are 4 pairs of possible values of γ 1 and γ 2 . Correspondingly there are 4 pairs of values of λ 1 and λ 2 and 3 different values of κ:
The functions
non-negative and integrable on [−1, 1], determine the kind of exact solution of the equation (2.1) and the condition of its solvability in case of negative index. For κ = 0
In this case the equation (2.1) is always uniquely solvable for any Hölder continuous right-hand side g(t). The solution has the form
and is unbounded at t = −1 and bounded at t = 1 for the first case of p(t) and, on the other hand, is unbounded at t = 1 and bounded at t = −1 for the second case of p(t).
For κ = 1,
the equation (2.1) is also solvable for any Hölder continuous right-hand side g(t). The solution has the form
and is not unique. It depends on the arbitrary constant C. Integrating (2.2), one can easily see that
This case is the most general one. The formula (2.2) contains all possible solutions of the equation (2.1).
For κ = −1,
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In this case x(t) is bounded at the endpoints of the interval [−1, 1]. So this case seems to be more suitable for the problem (1.1), (1.2) than the general case (2.2) used in [1] .
Auxiliary results.
We cite here two well-known lemmas needed for the analysis of the unique solvability of the regularized equation and for the proof of the covergence of the method. See [5] for the first lemma and [6] for the second one.
Let X, Y be Banach spaces and let X n ⊂ X, Y n ⊂ Y , n = 1, 2, . . . , be their subspaces.
Consider equations
where K and K n are linear bounded operators.
Then for n satisfying
an approximate equation (3.2) has the unique solution x * n ∈ X n for any right-hand side y n ∈ Y n and the estimation
is valid, where x * = K −1 y is the exact solution of the equation (3.1).
Preliminary evaluations and solvability analysis.
Let us rewrite the equation
and invert the singular integral according to (2.5). We will have the equation
and the solvability condition (2.4) will take the form
It is easy to check that the derivative x (t) of the even function x(t) is the odd function.
As the function g(t) is an odd function too, the condition (4.3) is obviously fulfilled. Now we rewrite the equation (4.2) as
and consider it as an operator equation
is the space of all even functions vanishing at the endpoints t = −1, t = 1 of the interval, whose first derivative is square integrable on [−1, 1] with the weight-function
is the space of all even functions square integrable on [−1, 1] with the weight-function q(t) = (1 − t 2 ) 1/2 . In the space X define the inner product
In the space Y define correspondingly the inner product
With these norms the spaces X and Y become Banach spaces. In addition we will need the space
of all odd functions square integrable on [−1, 1] with the weight-function p(t) = (1 − t 2 ) −1/2 . In this space we define the inner product
and the norm g Z = g, g Z , g ∈ Z.
In the equation (4.5)
then {Φ 2k (t)} ∞ k=1 is a full system of orthogonal polynomials in X. In Y the full system of orthogonal polynomials is the system of even Chebyshev polynomials of the second kind {U 2k (t)} ∞ k=0 and in Z the same system is the system of odd Chebyshev polynomials of the first kind {T 2k−1 (t)} ∞ k=1 .
Theorem 4.1. For any real λ, | λ |≤ 4 π √ π 2 −4 , and any g ∈ Z the problem (4.4), (1.2) has the unique solution x * = K −1 y ∈ X and the estimation
Proof. Let us estimate the norm of the operator G : X → Y . To do this, take an arbitrary x ∈ X and expand it by its Fourier series with respect to {Φ 2k (t)} ∞ k=1 , i.e.,
The norm of x(t) in X is equal to
Applying the operator G to x(t), we will have
The norm of Gx in Y is
This means that G X→Y = 1.
Let us show now that the operator G is invertible. Take arbitrary y ∈ Y and expand it by its Fourier series with respect to polynomials {U 2k−2 (t)} ∞ k=1 , i.e.,
From (4.6) it is easy to see that
and thus the operator G : X → Y is invertible. Moreover, as
then G −1 Y →X = 1. Now, to demonstrate K = G + V has an inverse, it is sufficient, according to Lemma 3.1, to show that V X→Y < 1. Let us, using once more the arbitrary element x ∈ X, estimate the norm of the operator V : X → Y . According to the Cauchy-Bunyakovskii inequality
The integrals in the last expression could be calculated explicitly, i.e., 4) , and the condition V Y →X < 1 will be valid for all λ, | λ |< 4 π √ π 2 −4 . For such λ's, according to Lemma 3.1, the inverse K −1 : Y → X exists and its norm could be estimated:
Theorem 4.1 is proved.
Calculation scheme.
We will seek the approximate solution of the equation (4.4) as a polynomial
with the unknown coefficients {a 2k } n k=1 . Substituting x 2k (τ ) in the left-hand side of the equation (4.4), we will have (Gx 2n )(t) = n k=1 a 2k U 2k−2 (t),
We will first expand the function g ∈ Z by its Fourier series with respect to the polynomials {T 2k−1 (t)} ∞ k=0 , i.e.,
and then apply the operator S to it:
The Fourier coefficients of the left-hand side (Kx 2n )(t) and right-hand side (Sg)(t) of the equation (4.4) with respect to the Chebyshev polynomials of the second kind
( Gx 2n )(2j − 2) = a 2j , j = 1, 2, . . . , n,
Equating the first n coefficients of the left-and right-hand sides, we will have the system of the linear algebraic equations
=ĝ(2j − 1), j = 1, 2, . . . , n, of the Galerkin method for the equation (1.1).
Justification of the method.
Theorem 6.1. Let g in the right-hand side of equation (1.1) belong to Z and let | λ |< 4 π √ π 2 −4 . Then for all natural numbers n satisfying
the system of equations (5.3) has unique solution {a * 2k } n k=1 and approximate solutions
converge to the exact solution x * ∈ X of the equation (1.1) with error estimation
where E 2n−1 (g) Z is the best approximation of the function g ∈ Z by the polynomials of order not higher than 2n − 1.
Proof. Let P 2n denote an operator which assigns the Fourier sum
to each function y ∈ Y . Let X 2n be the set of all even algebraic polynomials of order not higher than 2n and let Y 2n = P 2n Y . Then the system of equations (5.3) is equivalent to the operator equation
Equivalence here means that if the polynomial x * 2n (τ ) is the solution of the equation (6.1), then the coefficients {a * 2k } n k=1 of its expansion
are the solution of the system of the equations (5.3). So to prove the solvability of the system of the equations (5.3), it is sufficient to prove the solvability of the equation (6.1). Let us show that the operators K and K 2n are close to each other on X n . For the arbitrary Once more using the Cauchy-Bunyakovskii inequality, we will estimate the double sum 
Finally we have
Now, according to Lemma 3.2, we can conclude that for all natural numbers n satisfying q n = 4 | λ | (4 − π | λ | √ π 2 − 4)(2n + 1) < 1, the operator equation (6.1) has the unique solution
where the coefficients {a * 2k } n k=1 are the solution of the system of the equations (5.3), and the estimation
is valid. The norm of the function Sg in Y is equal to the norm of the function g in Z, i.e.,
