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Abstract
We define sequence spaces based on the distributions of the wavelet coefficients in the spirit of [S. Jaffard,
Beyond Besov spaces, part I: Distributions of wavelet coefficients, J. Fourier Anal. Appl. 10 (2004) 221–
246]. We study their topology and especially show that they can be endowed with a (unique) complete
metric for which compact sets can be explicitly described and we study properties of this metric. We also
give relationships with Besov spaces.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
Signals and images are now currently stored by their wavelet coefficients thanks to the fast
decomposition algorithms. The use of Besov spaces is natural in this setting since they are ex-
pressed by simple conditions on wavelet coefficients as lp norms or mixed lp − lq norms, see
Definition 8.1. For instance, Besov spaces are useful as they allow to express in a quantitative
statement the fact that a function has a sparse wavelet expansion, see [8].
Another motivation for studying the properties of distributions of wavelet coefficients is sup-
plied by multifractal analysis. Let us briefly summarize what this is about; we refer to [8] for
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other; the purpose of multifractal analysis is to analyse such behaviors. Pointwise regularity is
measured by the Hölder exponent. Points with a given Hölder exponent may be located on fractal
sets, in which case one wishes to determine their Hausdorff dimension. This dimension is called
the spectrum of singularities of the signal. It is impossible to estimate numerically the spec-
trum of singularities of a signal since it involves the successive determination of several intricate
limits. The only method is to find some reasonable assumptions under which the spectrum of
singularities could be derived using numerically computable quantities extracted from the signal.
Such quantities are often based on histograms of wavelet coefficients.
As [8, Example 2] shows, the use of Besov spaces leads to a severe loss of information: The
distributions of the wavelet coefficients of signals or images yield significantly more information
than the Besov regularity. The problem is then to identify some maximal information that can
be derived from the distributions of wavelet coefficients but does not depend on a particular
choice of the wavelet basis. This information can be summarized using new function spaces,
the spaces Sν , introduced in the recent paper [8] and which appear naturally in the context of
multifractal analysis.
Let us give some more precisions and, at the same time, let us introduce some notations. We
suppose that d is the dimension of the space on which the wavelets are defined. We will keep
to the setting supplied by periodic functions. We take wavelets ψ(i) in the Schwartz class as
introduced in [9]. With the constant function 1, the periodized
2dj/2ψ(i)j,k(x) := 2jd/2
∑
l∈Zd
2dj/2ψ(i)
[
2j (x − l)− k],
i = 1, . . . ,2d − 1, j  0, k ∈ {0, . . . ,2j − 1}d ,
form an orthonormal basis of one periodic functions in L2([0,1]d). In what follows, to simplify
formulas and notations, we use a L∞ normalization for wavelets and forget the index (i). We
denote by
cj,k = 2dj
∫
[0,1]d
f (x)ψj,k(x) dx
(
j  0, k ∈ {0, . . . ,2j − 1}d)
the wavelet coefficients of a periodic distribution f . If we set
Ej(C,α)(f ) =
{
k: |cj,k|C2−αj
}
, j  0, α ∈ R, C  0,
then the wavelet profile of f is defined as
νf (α) = lim
ε→0+
(
lim sup
j→+∞
(
ln(#Ej(1, α + ε)(f ))
ln 2j
))
, α ∈ R.
This definition formalizes the idea that there are about 2νf (α)j coefficients larger than 2−jα . The
function νf clearly is a nondecreasing and right-continuous function with values in {−∞} ∪
[0, d]. In [8], it is proved that νf contains the maximal information that can be derived from
the distribution of the wavelet coefficients of f and is robust, which means that it is preserved
under the action of a family of singular integral operators. In particular, it does not depend on
the wavelet basis chosen (see [8] for a precise definition of robustness). Furthermore, it is proved
in [8] that, whenever νf is not concave, it contains strictly more information than the information
given by Besov spaces which contain f .
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condition:
∃α0 ∈ R: sup
j,k
2α0j |cj,k| < +∞ (1)
hence νf (α) = −∞ for every α < α0. We will assume in the following that the sequences cj,k
that we consider satisfy this condition.
Thus, given a nondecreasing and right-continuous function ν :R → {−∞}∪[0, d], the follow-
ing definition is given in [8]: a distribution f belongs to the space Sν if its wavelet coefficients
satisfy
∀α ∈ R, ∀ε > 0, ∀C > 0, ∃J  0: #Ej(C,α)(f ) 2(ν(α)+ε)j , ∀j  J.
It is also shown that these spaces are robust.
Here, we rather want to give a definition and to study such spaces from the point of view
of sequence spaces and functional analysis. Of course, we have in mind to collect properties in
order to get a better understanding of these spaces and to obtain applications for multifractal
analysis, as for instance in [2]. One of our purposes is to get Baire type or prevalent type generic
properties in these new spaces in the spirit of [3–7]. Some results have already been obtained [1],
showing that the metric separable spaces Sν (see definition in this paper) allows the definition
of probability measures leading to prevalent properties of multifractal type. This justifies a new
multifractal formalism based on the computation of νf .
In order to study such properties, a good understanding of the topological properties of the
underlying function space is necessary. In particular, one needs a description of the compact sets
and one also needs to study properties such as completeness, separability, etc.
In what follows, we first define sequence spaces of type Sν , just in the spirit of [8]. We also
introduce ancillary spaces, which will be of great help in the description of Sν . Then we study
these spaces from a topological point of view. We finally obtain that spaces of type Sν can be
endowed with a (unique) complete metric for which we get a full characterization of the compact
sets and the continuity of operators which appear in a natural way when dealing with wavelet
coefficients. Then, we study connections between Besov spaces and spaces Sν .
We will use the notation Cs (s ∈ R) for the space of sequences 	c such that
‖	c‖Cs := sup
j0, k∈{0,...,2j−1}d
2js |cj,k| < +∞
endowed with the norm ‖·‖Cs . If s /∈ N, then this condition characterizes the wavelet coefficients
of the functions which belong to the Hölder space Cs .
By definition, a sequence 	c(m) (m ∈ N) converges pointwise to 	c if ∀j  0, ∀k ∈ {0, . . . ,
2j − 1}d ,
c
(m)
j,k → cj,k in C if m → +∞.
2. Definition of Sν
Definition 2.1. If 	c = (cj,k) (j  0, k ∈ {0, . . . ,2j − 1}d), we define
Ej(C,α)(	c) :=
{
k: |cj,k| C2−αj
}
, α ∈ R, C  0, j  0,
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ν	c(α) = lim
ε→0+
(
lim sup
j→+∞
(
ln(#Ej(1, α + ε)(	c))
ln 2j
))
, ∀α ∈ R,
where #A denotes the cardinal of the set A.
This definition suggests to introduce a new set Sν as follows, see [8].
Definition 2.2. Let ν be a nondecreasing right-continuous function defined on R and taking
values in {−∞}∪[0, d]. Assume that there exists s0 such that ν(α) = −∞ if α < s0 and ν(α) ∈ R
if α  s0. A sequence 	c belongs to Sν if
∀α ∈ R, ∀ε > 0, ∀C > 0, ∃J : ∀j  J, #Ej(C,α)(	c) 2(ν(α)+ε)j . (2)
Let us now give some properties of this space.
Lemma 2.3. The space Sν is a vector space and a sequence 	c belongs to Sν if and only if
ν	c(α) ν(α), ∀α ∈ R.
Proof. Let us show that Sν defined in Definition 2.2 is a vector space. Let 	c, 	d ∈ Sν . Then
|cj,k + dj,k| C2−αj ⇒ |cj,k| C2 2
−αj or |dj,k| C2 2
−αj
so that
#Ej(C,α)(	c + 	d) #Ej
(
C
2
, α
)
(	c)+ #Ej
(
C
2
, α
)
( 	d).
Thus 	c + 	d ∈ Sν.
For 	c ∈ Sν and λ = 0, we have Ej(C,α)(λ	c) = Ej( C|λ| , α)(	c) so that λ	c ∈ Sν . As 	0 ∈ Sν , we
conclude.
Now we prove that if 	c ∈ Sν then ν	c(α) ν(α), ∀α ∈ R. Let 	c ∈ Sν and α ∈ R, ε > 0, C = 1.
There exists J  0 such that
#
{
k: |cj,k| 2−(α+ε)j
}
 2(ν(α+ε)+ε)j , ∀j  J,
so
sup
jJ
ln(#Ej(1, α + ε)(	c))
ln 2j
 ν(α + ε)+ ε
and thanks to the right-continuity of ν, we get
lim
ε→0+
lim sup
j→+∞
ln(#Ej(1, α + ε)(	c))
ln 2j
 ν(α).
For the converse assertion, we suppose that 	c is such that ν	c(α) ν(α), ∀α ∈ R. Let α ∈ R,
η > 0, C > 0. There exist ε > 0 and J = J (α,η, ε,C) such that
sup
ln(#Ej(1, α + ε)(	c))
ln 2j
 ν(α)+ η and 2−εj  C, ∀j  J.jJ
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#Ej(C,α)(	c) #Ej(1, α + ε)(	c) 2j (ν(α)+η), ∀j  J.
It follows that 	c ∈ Sν . 
We recall (see the introduction) that the motivation for introducing the spaces Sν was to sup-
ply a functional framework for the functions having very general types of histogram of wavelet
coefficients. If a wavelet basis ψj,k is fixed, then under mild assumptions precised in the in-
troduction (the wavelet ψ belongs to the Schwartz class and condition (1) is assumed), we can
identify a sequence (Cj,k) with the distribution
∑
j0
∑
k∈{0,...,2j−1}d Cj,kψj,k . The spaces Sν
can thus be identified with a vector space of distributions. Apparently, this definition depends
on the particular wavelet basis which has been used. Nevertheless, a remarkable property proved
in [8] shows that the space of distributions thus defined does not depend on the (smooth enough)
chosen wavelet basis.
3. Ancillary spaces E(α,β)
As we already mentioned in the introduction, we introduce a family of spaces which will be
useful to obtain and study a structure of complete metric space on Sν .
Definition 3.1. Let α ∈ R, β ∈ [0,+∞[ ∪ {−∞}. A sequence 	c belongs to E(α,β) if
∃C,C′  0 such that #Ej(C,α)(	c) C′2βj , ∀j  0. (3)
Definition 3.2. Let 	c, 	d ∈ E(α,β); then
dα,β(	c, 	d) := inf
{
C +C: C,C′  0 and #{k: |cj,k − dj,k|C2−αj} C′2βj , ∀j  0}.
Lemma 3.3. For all α ∈ R, β ∈ [0,+∞[ ∪ {−∞}, dα,β is a distance on E(α,β) which is trans-
lation invariant and satisfies
dα,β(λ	c, 	0) sup
{
1, |λ|}dα,β(	c, 	0).
Proof. The translation invariance dα,β(	c, 	d) = dα,β(	c − 	d, 	0) follows immediately from the de-
finition. We have dα,β(λ	c, 	0) = dα,β(	c, 	0) if |λ| = 1.
In case |λ| 1, the fact that #{k: |λcj,k| C2−αj } #{k: |cj,k| C2−αj } immediately leads
to dα,β(λ	c, 	0) dα,β(	c, 	0) and in case |λ| > 1, the equality {k: |cj,k| C2−αj } = {k: |λ||cj,k|
C|λ|2−αj } also directly gives dα,β(λ	c, 	0) |λ|dα,β(	c, 	0).
Let us now show that dα,β is a distance on E(α,β). First we consider the case α ∈ R and
β = −∞.
(i) Positivity and symmetry are obvious.
(ii) If dα,β(	c, 	0) = 0 then 	c = 	0. Indeed, if dα,β(	c, 	0) = 0, then for every η > 0, there exist
C,C′  0 such that C + C′  η and #{k: |cj,k|  C2−αj }  C′2βj , ∀j  0. Let j0 ∈ N, ε < 1
and η := inf{2−βj0ε,2αj0ε}. There exist C = C(j0, ε), C′ = C′(j0, ε) such that C +C′  η and
#
{
k: |cj0,k|C2−αj0
}
 C′2βj0  ε < 1
thus for every k ∈ {0, . . . ,2j0 − 1}d , we get |cj0,k| < C2−αj0  2αj0ε2−αj0 = ε and finally
cj0,k = 0 for every k ∈ {0, . . . ,2j0 − 1}d .
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that for all 	c, 	d ∈ E(α,β), we have
dα,β(	c − 	d, 	0) dα,β(	c, 	0)+ dα,β( 	d, 	0). (4)
Indeed, as 	c, 	d ∈ E(α,β), for every η > 0, there exist C	c,C′	c,C 	d ,C′	d such that
#Ej(C	c, α)(	c) C′	c2βj , ∀j  0, #Ej(C 	d ,α)( 	d) C′	d2βj , ∀j  0,
and
C	c +C′	c  dα,β(	c, 	0)+
η
2
, C 	d +C′	d  dα,β( 	d, 	0)+
η
2
.
If k /∈ Ej(C	c, α)(	c)∪Ej(C 	d ,α)( 	d), we get |cj,k −dj,k| |cj,k|+ |dj,k| < (C	c +C 	d)2−αj hence
Ej(C	c +C 	d,α)(	c − 	d) ⊂ Ej(C	c, α)(	c)∪Ej(C 	d ,α)( 	d)
and
#Ej(C	c +C 	d ,α)(	c − 	d)
(
C′	c +C′	d
)
2βj .
It follows that
dα,β(	c, 	d) = dα,β(	c − 	d, 	0) (C	c +C 	d)+
(
C′	c +C′	d
)
 d(	c, 	0)+ η
2
+ d( 	d, 	0)+ η
2
hence finally
dα,β(	c − 	d, 	0) dα,β(	c, 	0)+ dα,β( 	d, 	0).
If β = −∞, then it is immediate since dα,−∞ = ‖·‖Cα . 
With the following remark, we learn a little bit more on the topology defined on spaces
E(α,β). In fact, only the case β ∈ [0, d] is interesting (as we could have guessed reading the
natural introduction of the function ν). Indeed, as it is showed in the next remark, the cases
β = −∞ and β > d lead to classical spaces of sequences.
Remark 3.4.
(1) If β = −∞, then (E(α,−∞), dα,−∞) is the topological normed space Cα .
(2) If β  d , then dα,β  1 and E(α,β) is the set of all sequences. Moreover,
(a) in case β > d , the topology defined by the distance dα,β is equivalent to the pointwise
topology,
(b) in case β = d and α > 0, then for every λ = 0, dα,d(λ	1, 	0) = 1. This provides examples
of λm (m ∈ N) and 	c such that λm → 0 and λm	c  	0 for the distance dα,β .
(3) If β < d , the set E(α,β) is not bounded for the distance dα,β .
Proof. (1) and the first part of (2) are direct. Let us show (a), (b) of (2).
(a) As it will be proved independently in Proposition 3.5, the topology defined by the distance
dα,β is always stronger than the pointwise topology. Let us show that the converse also holds in
case β > d . Indeed, as the pointwise topology is metrizable and as the distance dα,β is translation
invariant, it suffices to show that if 	c(m) (m ∈ N) is a sequence which is pointwise convergent
to 	0, then it is also convergent to 	0 for the distance dα,β . So, for ε > 0, let J = Jε ∈ N0 be such
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such that∣∣c(m)j,k ∣∣< ε2−αj , ∀0 j  J, ∀k ∈ {0, . . . ,2j − 1}d , ∀mM.
It follows that
#
{
k:
∣∣c(m)j,k ∣∣ ε2−αj } ε2βj , ∀mM, ∀j  0,
hence we are done.
(b) Indeed, take cj,k := λ = 0 for all j  0, k ∈ {0, . . . ,2j − 1}d . Suppose that C,C′  0 are
such that
∀j  0, #{k: |λ| C2−αj} C′2dj .
Then, as λ = 0, there exists J such that ∀j  J, |λ| C2−αj thus C′2dj  #{k: |λ| C2−αj }
2dj hence C +C′ C′  1.
(3) To obtain part (3), let us give the following example. If we take α > 0 and β = 12 , d = 1.
For every m, we define 	c(m) as follows:
c
(m)
j,k =
⎧⎪⎪⎨
⎪⎪⎩
0 for every k if m> 2
j−1
2 ,
1 for m2
j
2 values of k if m 2
j−1
2 , j even,
1 for m2
j+1
2 values of k if m 2
j−1
2 , j odd.
Let us show that
∀m ∈ N, dα,β
(	c(m), 	0)= √2m.
Indeed, on one hand, for every ε > 0, we have
∀j  0, #{k: ∣∣c(m)j,k ∣∣ ε2−αj}m
√
2 2j/2
hence dα,β(	c(m), 	0) ε+
√
2m and finally dα,β(	c(m), 	0)
√
2m. On the other hand, if C,C′  0
are such that
∀j  0, #{k: ∣∣c(m)j,k ∣∣ C2−αj} C′2j/2,
then 1 C2−αj for j sufficiently large hence m21/2 C′ and finally dα,β(	c(m), 	0)
√
2m. 
Then we study the relationships between the topology on E(α,β) and the pointwise topology.
We also obtain a description of the bounded sets in (E(α,β), dα,β). The last property states
that the metric spaces (E(α,β), dα,β) are complete. The following proposition summarizes these
informations and is a useful step to get a topology on the spaces Sν .
Proposition 3.5. Let α ∈ R, β ∈ [0,+∞[ ∪ {−∞}.
(1) The sum is continuous on (E(α,β), dα,β); however, if β ∈ [0, d], then the product
C × (E(α,β), dα,β)→ (E(α,β), dα,β) : (λ, 	c) → λ	c
is not continuous. It follows that the space (E(α,β), dα,β) with β ∈ [0, d] is not a topological
vector space.
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Cauchy sequence in (E(α,β), dα,β) is also a pointwise Cauchy sequence. Nevertheless, the
bounded sets are different.
(3) If B is bounded in (E(α,β), dα,β), then there exists r > 0 such that
B ⊂ {	c: #{k: |cj,k| r2−αj} r2jβ, ∀j  0}
⊂ {	c: #{k: |cj,k| > r2−αj} r2jβ, ∀j  0}.
Conversely, for every r, r ′  0 and every α′  α, β ′  β , the set
B = {	c: #{k: |cj,k| > r2−α′j} r ′2jβ ′ , ∀j  0}
is bounded in (E(α,β), dα,β) and is closed for the pointwise convergence.
(4) The space (E(α,β), dα,β) is a complete metric space.
Proof. (1) The continuity of the sum follows from the relation (4) and from the translation
invariance.
Let us consider now the product. We suppose that β ∈ [0, d]. Let 	c be defined by
cj,k = j2−jα
for [2βj ] coefficients at the scale j and cj,k = 0 for the remaining other coefficients at the scale j .
This sequence belongs to E(α,β). Let also the sequence λm (m ∈ N) be defined by
λm = 1
m
.
We notice that if cj,k = 0 then
λj cj,k = 2−αj .
The sequence λm (m ∈ N) converges to 0 if m → +∞. Let us show that we do not have λm	c → 	0
in (E(α,β), dα,β). If it was true, we could find M ∈ N such that
∀j  0, ∀mM, #
{
k: |λmcj,k| 122
−αj
}
 1
2
2βj ,
hence
∀mM, #
{
k: |λmcm,k| 122
−αm
}
 1
2
2βm,
which is impossible.
(2) Let us show, for example, the property on Cauchy sequences. The proof of the fact that
a sequence which converges in (E(α,β), dα,β) also converges pointwise to the same limit is sim-
ilar. The case β = −∞ is immediate. Let 	c(m) (m ∈ N) be a Cauchy sequence in (E(α,β), dα,β).
Let j0 and η0 > 0 be fixed. For η := inf{η02αj0,2−j0β/2}, there exists M such that
∀j  0, ∀l, l′ M, #{k: ∣∣c(l)j,k − c(l′)j,k ∣∣ η2−jα} η2jβ,
hence such that
∀l, l′ M, #{k: ∣∣c(l)j0,k − c(l
′)
j0,k
∣∣ η0} 12 .
Thus
∀l, l′ M, ∣∣c(l) − c(l′) ∣∣ η0, ∀k ∈ {0, . . . ,2j0 − 1}d .j0,k j0,k
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c
(m)
00 = m and c(m)j,k = 0 for j > 0 and any k. Then {	c(m): m ∈ N} is a bounded set in E(α,β) but
is not pointwise bounded.
On the other hand, let β < d = 1, 0 < α′ < α and put c(m)m,k = 2−α
′m, k = 0, . . . ,2m − 1 and
c
(m)
j,k = 0 if j = m, k = 0, . . . ,2j − 1. The sequence 	c(m) (m ∈ N) is pointwise bounded but is not
bounded in E(α,β).
(3) The properties related to boundedness are immediate. Let 	c(m) (m ∈ N) be a sequence in
B which converges pointwise to 	c(0). Let j  0. Thanks to the pointwise convergence, one can
say that there exists M = M(j) such that
∀k ∈ {0, . . . ,2j − 1}d, ∣∣c(0)j,k∣∣> r2−α′j ⇒ ∣∣c(M)j,k ∣∣> r2−α′j
thus
#
{
k:
∣∣c(0)j,k∣∣> r2−α′j} #{k: ∣∣c(M)j,k ∣∣> r2−α′j} r ′2jβ ′ .
(4) Let 	c(m) (m ∈ N) be a Cauchy sequence in (E(α,β), dα,β). As it is also pointwise Cauchy,
it converges pointwise; let us denote this pointwise limit by 	c. Let us show that the sequence
converges to 	c in (E(α,β), dα,β). If η > 0, there exists M such that
∀j  0, ∀l, l′ M, #{k: ∣∣c(l)j,k − c(l′)j,k ∣∣ η2−jα} η2jβ,
thus such that
∀l, l′ M, 	c(l′) ∈ { 	d: #{k: ∣∣c(l)j,k − dj,k∣∣> η2−jα} η2jβ, ∀j  0}.
As these sets are closed for the pointwise convergence, we get that
∀l M, 	c ∈ { 	d: #{k: ∣∣c(l)j,k − dj,k∣∣> η2−jα} η2jβ, ∀j  0}
so 	c ∈ E(α,β) and 	c(m) (m ∈ N) converges to 	c in (E(α,β), dα,β). 
4. Some connections between the spaces E(α,β)
In order to prove the topological properties of Sν , we collect here special and useful properties
of the ancillary spaces E(α,β). In particular, the following lemma describes a direct connection
between these spaces. The proof is straightforward.
Lemma 4.1. If α  α′ and β  β ′ then
E(α,β) ⊂ E(α′, β ′) and dα′,β ′  dα,β .
The next lemma will be of great help to obtain continuity of the multiplication on Sν .
Lemma 4.2. Let α′ > α and β ′ < β . If λm (m ∈ N) converges to λ and if 	c(m) (m ∈ N) is
a sequence of E(α,β) which converges for dα,β to 	c ∈ E(α′, β ′), then the sequence λm	c(m)
(m ∈ N) converges to λ	c for dα,β .
Proof. We can suppose that |λm − λ| 1 for all m. We have
λm	c(m) − λ	c = (λm − λ)
(	c(m) − 	c)+ λ(	c(m) − 	c)+ (λm − λ)	c
J.-M. Aubry et al. / J. Math. Anal. Appl. 321 (2006) 364–387 373thus
dα,β
(
λm	c(m), λ	c
)
 dα,β
(	c(m), 	c)+ sup{1, |λ|}dα,β(	c(m), 	c)+ dα,β((λm − λ)	c, 	0).
Hence, to get the result, it suffices to show that the third term converges to 0. Thanks to the
additional hypothesis on 	c, there exists C0,C′0  0 such that
∀j  0, #{k: |cj,k| C02−α′j} C′02jβ ′ .
We take now η > 0. There exists J  0 such that
∀j  J, C02−j (α′−α)  η and C′02−j (β−β
′)  η.
Then, as |λm − λ| 1, we get
∀j  J, ∀m ∈ N, #{k: ∣∣(λm − λ)cj,k∣∣ η2−jα} η2jβ .
Moreover, there exists M such that |(λm − λ)cj,k| < η2−jα for all j = 0, . . . , J − 1, k ∈ {0, . . . ,
2j − 1}d and mM . Consequently, one obtains
∀j  0, ∀mM, #{k: ∣∣(λm − λ)cj,k∣∣ η2−jα} η2jβ,
thus
∀mM, dα,β
(
(λm − λ)	c, 	0
)
 2η. 
The following proposition provides a family of compact sets in the ancillary spaces. It is used
in Proposition 6.1 to get compact sets in spaces Sν . Our interest in compact sets is motivated
by the search for prevalent type generic properties in the spaces Sν. Indeed, the study of preva-
lent properties requires the construction of probability measures which are compactly supported,
see [3,5].
Proposition 4.3. Let α ∈ R, β ∈ [0,+∞[ and let B be a bounded set in (E(α,β), dα,β). Then,
given any sequence in B which converges pointwise, it also converges in (E(α′, β ′), dα′,β ′) for
any α′, β ′ such that α′ < α and β ′ > β .
It follows that if B is bounded in (E(α,β), dα,β), closed in (E(α′, β ′), dα′,β ′) for some α′ < α,
β ′ > β and pointwise bounded, then it is compact in (E(α′, β ′), dα′,β ′).
Proof. Let 	c(m) (m ∈ N) be a sequence of elements of B which converges pointwise to 	c(0). As
the sequence 	c(m) − 	c(0) (m ∈ N) is bounded in (E(α,β), dα,β), there exist R,R′  0 such that,
for any l,
∀l ∈ N, j  0, #{k: ∣∣c(l)j,k − c(0)j,k∣∣>R2−αj}R′2jβ .
Let η > 0. We want to prove that there exists M such that
∀j  0, ∀l M, #{k: ∣∣c(l)j,k − c(0)j,k∣∣ η2−α′j} η2jβ ′ . (5)
First, since α > α′ and β ′ > β , there exists J = J (η) such that
∀j  J, R2−jα = 2−jαη2
−j (α−α′)R
η
 2−jα′η
and
∀j  J, R′2jβ R′2−j (β ′−β)2jβ ′  η2jβ ′ .
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#
{
k:
∣∣c(l)j,k − c(0)j,k∣∣ η2−α′j} #{k: ∣∣c(l)j,k − c(0)j,k∣∣R2−αj}R′2jβ  η2jβ ′
for all l ∈ N and j  J = J (η). The pointwise convergence gives then M = M(η) such that
∀l M, ∣∣c(l)j,k − c(0)j,k∣∣< η2−jα′, ∀j = 0, . . . , J (η), ∀k ∈ {0, . . . ,2j − 1}d .
In conclusion, for all l M , we get
∀j  0, #{k: ∣∣c(l)j,k − c(0)j,k∣∣ η2−α′j} η2jβ ′ . 
Remark 4.4. In case β = −∞, we have (E(α,β), dα,β) = Cα for every α ∈ R. For any α′ < α,
the embedding(
E(α,β), dα,β
)= Cα ↪→ Cα′ = (E(α′, β), dα′,β)
is compact.
5. Distance on Sν
Let us present the connection between the family of ancillary spaces E(α,β) and Sν .
Theorem 5.1. We have
Sν =
⋂
ε>0
⋂
α∈R
E
(
α, ν(α) + ε)= ⋂
m∈N
⋂
n∈N
E
(
αn, ν(αn)+ εm
)
for every sequence αn (n ∈ N) dense in R and every sequence εm (m ∈ N) in ]0,+∞[ which
converges to 0.
Proof. The inclusions
Sν ⊂
⋂
ε>0
⋂
α∈R
E
(
α, ν(α) + ε)⊂ ⋂
m∈N
⋂
n∈N
E
(
αn, ν(αn)+ εm
)
are direct thanks to the definitions.
Let us show now that⋂
m∈N
⋂
n∈N
E
(
αn, ν(αn)+ εm
)⊂ Sν.
Let 	c be an element of the intersection and let α ∈ R, ε > 0, C > 0. We must find J such that
∀j  J, #{k: |cj,k| C2−jα} 2j (ν(α)+ε).
If ν(α) = −∞ then there exists n be such that ν(αn) = −∞ and αn > α. Because of the
condition on 	c, we get for every m
	c ∈ E(αn, ν(αn)+ εm)= Cαn
thus, as αn > α, we have |cj,k| <C2−jα for j large enough and k ∈ {0, . . . ,2j − 1}d . Thus there
exists J such that
∀j  J, #{k: |cj,k| C2−jα}= 0 = 2j (ν(α)+ε).
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αn > α, 3εm  ε, ν(α) ν(αn) ν(α)+ εm.
Thanks to the condition on 	c, there exist then C0,C′0  0 such that
∀j  0, #{k: |cj,k| C02−αnj}C′02j (ν(αn)+εm).
There exists then J such that
∀j  J, C02−αnj C2−αj and C′0  2jε/3.
It follows that
∀j  J, #{k: |cj,k|C2−αj} C′02j (ν(αn)+εm)  2j (ν(α)+ε). 
Remark 5.2. It is clear that the above intersection on α may be restricted to the α’s which are
strictly smaller than inf{α ∈ R: ν(α) = d} with the convention that inf(∅) = +∞.
We now recall a classical topological property which will be useful to define a distance on Sν .
Proposition 5.3. Let E = ⋂m∈N Em and ∀m, let dm be a distance on the set Em. On E, we
consider the topology τ defined as follows: for every element e, a basis of neighbourhoods of e
is given by the set of following sets:⋂
(m)
{
f ∈ E: dm(e,f ) rm
}
,
where (m) means that we take the intersection on a finite number of values of m. This topology
satisfies the following properties:
(1) for every m, the identity i : (E, τ) → (Em,dm) is continuous and τ is the weakest topology
on E which verifies this property,
(2) the topology τ is equivalent to the topology defined on E by the distance
d(e, f ) =
+∞∑
m=1
2−m dm(e,f )
1 + dm(e,f ) ,
(3) a sequence is a Cauchy sequence (respectively converges to e) in (E,d) if and only if for
every m, it is a Cauchy sequence (respectively converges to e) in (Em,dm).
Definition 5.4. Let αn (n ∈ N) be a dense sequence in R and let εm (m ∈ N) be a sequence in
]0,+∞[ which converges to 0. Let us define the distances that will be used to obtain a structure
of metric space on Sν . For each m, n, we denote by
dm,n := dαn,ν(αn)+εm and E(m,n) :=
(
E
(
αn, ν(αn)+ εm
)
, dm,n
)
.
We define also on Sν ,
dm :=
+∞∑
n=1
2−n dm,n
dm,n + 1 , m ∈ N, and d(αn),(εm) :=
+∞∑
m=1
2−mdm.
Proposition 5.5. For every sequences αn (n ∈ N), m (m ∈ N) chosen as above, d(αn),(εm) defines
a distance on Sν; these distances all define the same topology.
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is clear that d(αn),(εm) defines a distance on Sν .
Let d be a distance defined in the same way. To conclude to the equivalence of the topologies
of metric space, thanks to the definition of the distances, it is sufficient to prove that if 	c(m)
(m ∈ N) is a sequence in Sν which converges to 	c for distance d , then, for all α ∈ R, ε > 0, the
sequence converges to 	c for distance dα,ν(α)+ε .
If ν(α) ∈ R, let n,m be such that
εm  ε/2, αn  α, ν(α) ν(αn) < ν(α)+ εm.
Then, with β := ν(α)+ ε, β0 := ν(αn)+ εm, we have α  αn, β  β0 and dα,β  dαn,β0 = dm,n.
As the sequence 	c(m) (m ∈ N) converges to 	c in every E(m,n), it converges for dα,β = dα,ν(α)+ε
and we conclude.
If ν(α) = −∞, there exists n such that αn  α and ν(αn) = −∞. So, dα,ν(α)+ε  dm,n and
we conclude. 
Remark 5.6. This result can also be seen as a consequence of the closed graph theorem. It could
be obtained after having proved that the metric defines a complete topological vector space, see
Theorem 5.8.
Theorem 5.7. Let δ be such a distance on Sν . The following properties hold:
(1) The topology defined by δ on Sν is the weakest topology such that, for every m,n, the identity
map Sν → E(m,n) is continuous.
(2) A sequence in Sν is a Cauchy sequence in (Sν, δ) if and only if for all m,n, it is a Cauchy
sequence in (E(m,n), dm,n).
(3) A sequence in Sν converges in (Sν, δ) if and only if for all m,n, it converges in
(E(m,n), dm,n).
(4) The space (Sν, δ) is a topological vector space.
(5) The metric space (Sν, δ) is complete, thus it is a Baire space.
Proof. (1)–(3) The first three points are direct consequences of Proposition 5.3.
(4) It is clear that the mapping
Sν × Sν → Sν : (	c, 	d) → 	c + 	d
is continuous: it is a direct consequence of Propositions 3.5 and 5.3.
Let us prove that
C × Sν → Sν : (λ, 	c) → λ	c
is continuous. Let λl (l ∈ N) be a sequence in C such that λl → λ and 	c(l) (l ∈ N) be a sequence
in Sν which converges to 	c in (Sν, δ). Thanks to the preceding properties of δ, it is sufficient to
prove that for every ε > 0, ∀α ∈ R, the sequence converges to λ	c in (E(α, ν(α)+ ε), δ). Because
of the properties of the sequence εm (m ∈ N), there exists m ∈ N such that εm < ε. As αn (n ∈ N)
is a dense sequence in R and thanks to the definition of function ν, there exists n ∈ N such that
αn > α and ν(αn)+ εm < ν(α) + ε. The result follows then directly from Lemma 4.2 as
	c ∈ Sν ⇒ 	c ∈ E(m,n).
If ν(α) = −∞, then we conclude directly as E(α,−∞) = Cα is a topological vector space.
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erties of d , we get immediately that ∀n, ∀m, 	c(l) is a Cauchy sequence in (E(m,n), dm,n). As the
ancillary spaces are metric and complete, there exists 	c(m,n) ∈ E(m,n) such that 	c(l) converges
to 	c(m,n) in (E(m,n), dm,n). By point (3) of Proposition 3.5, we get that 	c(n,m) := 	c is unique as
it is the pointwise limit of 	c(l) and we conclude using again Proposition 5.3. 
Theorem 5.8. If δ and δ′ define complete topologies on Sν which are stronger than the pointwise
convergence then these topologies are equivalent.
Proof. It is a direct consequence from the closed graph theorem and the preceding properties
of δ. 
From now on, we assume that the space is endowed with such a distance denoted δ defined in
Definition 5.4.
Remark 5.9. If ν(α) = −∞, ∀α < s0, and ν(α) = d , ∀α  s0, then it is clear that
Sν =
⋂
s<s0
Cs.
6. The compact sets and the separability of Sν
The following proposition leads to a characterization of compacts of (Sν, δ).
Proposition 6.1. For C(m,n),C′(m,n) 0 (m,n ∈ N), let
Km,n :=
{	c: #{k: |cj,k| >C(m,n)2−αnj} C′(m,n)2j (ν(αn)+εm), ∀j  0}
and
K =
+∞⋂
n=1
+∞⋂
m=1
Km,n.
Every sequence of K which converges pointwise converges also in Sν to an element of K . It
follows that K is a compact of Sν .
Proof. Let 	c(l) (l ∈ N) be a sequence in K which converges pointwise; let us denote by 	c(0) its
limit. As Km,n (m,n ∈ N) are closed for pointwise convergence, 	c(0) ∈ K . Let α ∈ R, ε > 0.
If ν(α) ∈ R, using the properties of the sequences αn (n ∈ N) and εm (m ∈ N) and of the
function ν, there exist εm < ε and αn > α such that ν(αn)+ εm < ν(α)+ ε. Then, as 	c(l) (l ∈ N)
is a sequence in Km,n which converges pointwise to 	c(0), by Proposition 4.3, it converges also in
(E(α, ν(α)+ ε), dα,ν(α)+ε) to 	c(0). Proposition 5.3 leads to the conclusion.
If ν(α) = −∞, thanks to the properties of the sequences αn (n ∈ N) and of the function ν,
there exists αn > α such that ν(αn) = −∞. So that if 	c(l) (l ∈ N) is a sequence in Km,n which
converges pointwise to 	c(0), then by Proposition 4.3, it converges also in (E(α,−∞), dα,−∞) to
	c(0) so we conclude. 
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there exist C(m,n) and C′(m,n) 0 (m,n ∈ N) such that
K ⊂
+∞⋂
n=1
+∞⋂
m=1
{	c: #{k: |cj,k| >C(m,n)2−αnj} C′(m,n)2j (ν(αn)+εm), ∀j  0}.
Proof. The existence of C(m,n),C′(m,n) comes from the following facts: if K is a compact
of Sν , then it is a compact subset of each of the (E(m,n), dm,n) by Theorem 5.7, hence it is
bounded in each of these spaces.
The converse assertion is a direct consequence of Proposition 6.1. 
The following lemma is useful to get the separability of the metric space (Sν, δ). It is a con-
sequence of Propositions 6.1 and 6.2.
Lemma 6.3.
(1) Let 	c ∈ Sν and let 	cN (N ∈ N) be the sequence defined as
∀j N, ∀k ∈ {0, . . . ,2j − 1}d, cNj,k = cj,k and
∀j > N, ∀k ∈ {0, . . . ,2j − 1}d, cNj,k = 0.
This sequence converges to 	c in Sν .
(2) Let B be a pointwise bounded set of sequences for which there is N ∈ N such that
∀	c ∈ B, ∀j N, ∀k ∈ {0, . . . ,2j − 1}d , cj,k = 0.
Then B is included in a compact subset of Sν .
Proof. Let us consider sequences αn (n ∈ N) and εm (m ∈ N) defining the distance δ on Sν .
(1) As 	c belongs to Sν , for every m,n, one can find C(m,n),C′(m,n) 0 such that
	c ∈ K =
+∞⋂
n=1
+∞⋂
m=1
{ 	d: #{k: |dj,k| >C(m,n)2−αnj} C′(m,n)2j (ν(αn)+εm), ∀j  0}.
Since for every j,N  0, we have
#
{
k:
∣∣cNj,k∣∣>C(m,n)2−αnj} #{k: |cj,k| >C(m,n)2−αnj}
we obtain that 	cN ∈ K for every N . So, as this sequence converges pointwise to 	c, we use
Proposition 6.1 and get that it also converges to 	c in the metric space (Sν, δ).
(2) We simply use Proposition 6.2 with any C′(m,n) 0 and
C(m,n) = sup
jN,k∈{0,...,2j−1}d
sup
	c∈B
2αnj |cj,k|. 
Theorem 6.4. The metric space (Sν, δ) is separable.
Proof. Let Q denotes the set of the complex numbers with rational real and imaginary parts. We
want to show that the countable set
U = {	c: cj,k ∈ Q and ∃N : cj,k = 0, ∀j N, k ∈ {0, . . . ,2j − 1}d}
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every 	cN , there is a sequence of U which converges to 	cN in (Sν, δ).
So let us consider 	cN . Using the density of Q in C, part (2) of Lemma 6.3 and Proposition 6.1,
one can find a sequence in U which converges to 	cN in (Sν, δ). Then we conclude. 
7. Continuity of a special class of operators
In the context of wavelet bases, important classes of linear operators are used; they are called
“almost diagonal” and “quasidiagonal” (see for example in [8,10]). Here, for the sake of com-
pleteness, we recall definitions and properties related to these operators in the context of sequence
spaces.
For γ  0, we set
ωγ (j, k; j ′, k′) = 2
−(γ+d+1)|j−j ′|
(1 + 2inf{j,j ′}|2−j k − 2−j ′k′|)γ+d+1 , ∀j, j
′; k, k′.
We will consider operators
A : 	c → 	d = A	c, where dj,k =
+∞∑
j ′=0
2j ′−1∑
k′=0
A(j, k; j ′, k′)cj ′,k′
such that, for every γ  0, there exists a constant Cγ > 0 satisfying∣∣A(j, k; j ′, k′)∣∣ Cγωγ (j, k; j ′, k′), ∀j, j ′; k, k′.
The infimum of these constants is denoted by
‖A‖γ .
We recall the following lemma (see, for example, in [8,10]).
Lemma 7.1. There exists C˜ > 0 (which depends only on the dimension d) such that∑
j ′,k′
ωγ (j, k; j ′, k′)2−sj ′  C˜2−sj , ∀j, k, ∀s, γ : γ  |s|.
It follows that A is continuous from Cs into Cs for every s.
Proposition 7.2.
(a) The operator
A :
(
Sν, δ
)→ (Sν, δ) : 	c → A	c
is well defined and is continuous.
(b) For every α ∈ R and every sequence 	c, we have νA	c(α) ν	c(α).
Proof. (a) The result of [8] on robustness of Sν already ensures that A maps Sν into Sν .
As the operator A is a linear operator between complete metric topological vector spaces, the
continuity can be obtained using the closed graph theorem. Indeed, let us show that its graph
is closed. Let 	c(m) (m ∈ N) be a sequence of Sν such that 	c(m) → 	c and A	c(m) → 	d in Sν . On
one hand, the continuity of A in Cs obtained in Lemma 7.1 gives A	c(m) → A	c in Cs , hence
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pointwise convergence of this sequence. Hence A	c = 	d and we are done.
(b) Let 	c be given. We set ν′ = ν	c. Using Lemma 2.3, we can say that
	c ∈ Sν′ = { 	d: ν 	d(α) ν′(α), ∀α}
thus A	c ∈ Sν′ and νA	c(α) ν′(α) = ν	c(α), ∀α. 
8. Some connections with Besov spaces
Let us recall the definition of the Besov spaces of sequences bsp,q . These are the discrete
counterparts of the Besov spaces of functions or distributions, see [10]. More precisely, if the
ψj,k are a wavelet basis, then the following characterization follows: f ∈ Bsp,q if and only if
the sequence of its wavelet coefficients satisfies the condition (6). Let p > 0 and 	c = (cj,k)
(j  0, k ∈ {0, . . . ,2j − 1}d) be a sequence. For the sake of simplicity, we put
‖	c‖lp({0,...,2j−1}d ) :=
( ∑
k∈{0,...,2j−1}d
|cj,k|p
)1/p
, j  0.
Definition 8.1. For all s ∈ R, p > 0, 0 < q +∞, a sequence 	c belongs to bsp,q if
(
2(s−
d
p
)j‖	c‖lp({0,...,2j−1}d )
)
(j0) ∈ lq(N). (6)
In the remaining of the paper, we will only use the Besov spaces with index q = +∞.
Let us now mention embedding results for Besov spaces and Hölder spaces. They will be used
to get inclusions in Propositions 8.6 and 8.7. The proof is classical.
Lemma 8.2.
(1) For real numbers s, s′ and strictly positive numbers p,p′ such that
p′  p and s − d
p
 s′ − d
p′
,
we have
bsp,∞ ⊂ bs
′
p′,∞.
(2) If s ∈ R and p > 0, then
b
s+ d
p
p,∞ ⊂ Cs.
Definition 8.3. Following [8], the scaling function η	c of any sequence 	c is defined as follows:
∀p > 0, η	c(p) = sup
{
s ∈ R: 	c ∈ bs/pp,∞
}
.
In fact, this function is closely related to ν	c (using Legendre transformation) and to the multi-
fractal formalism, as the following lemma proved in [2] shows.
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then
∀p > 0, η	c(p) = inf
ss0
(
sp − ν	c(s)+ d
)
.
Now, taking ν as usual, we define
∀p > 0, η(p) = inf
αs0
(
αp − ν(α)+ d).
As ν is not identically −∞, η(p) is a real number greater than or equal to s0p for every p > 0.
Let us also remark that η can be defined on R, is concave hence continuous on R.
The next lemma will also be useful.
Lemma 8.5.
(a) For all p > 0 and 	c ∈ Sν , we have
η	c(p) η(p).
(b) For every p > 0,
η(p)
p
= inf
αs0
(
α + d − ν(α)
p
)
= d
p
+ inf
αs0
(
α − ν(α)
p
)
.
Then the function p → η(p)
p
is decreasing and the function p → η(p)
p
− d
p
is nondecreasing.
(c) The function ν is concave on I = [s0,+∞[ if and only if ν(s) = infp>0(d + ps − η(p)) for
all s ∈ I .
Proof. (a) The result follows from Lemmas 2.3 and 8.4.
(b) The proof is straightforward.
(c) See Appendix A for a proof. 
Proposition 8.6. If pn (n ∈ N) is a dense sequence of ]0,+∞[ and if εm (m ∈ N) is a sequence
of strictly positive numbers converging to 0, then⋂
p>0
⋂
ε>0
b
η(p)/p−ε
p,∞ =
⋂
n∈N
⋂
m∈N
b
η(pn)/pn−εm
pn,∞ .
Proof. Of course, we just have to prove that the first space contains the second one.
Let us consider any p > 0, ε > 0. To obtain the result, using Lemma 8.2(1), it suffices to find
n,m ∈ N such that
pn  p and
η(pn)
pn
− εm − d
pn
 η(p)
p
− ε − d
p
,
which is equivalent to
pn  p and 0
(
η(p)
p
− d
p
)
−
(
η(pn)
pn
− d
pn
)
 ε − εm.
So we first choose m such that ε−εm > 0. Then using the continuity of the function s → η(s)s − ds
at the given real p and the density of the sequence pn, we take n such that pn satisfies
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(
η(p)
p
− d
p
)
−
(
η(pn)
pn
− d
pn
)
 ε − εm.
Hence the conclusion holds. 
Proposition 8.7. The following embeddings hold
Sν ⊂
⋂
p>0
⋂
ε>0
b
η(p)/p−ε
p,∞ =
⋂
p>0
⋂
ε>0
b
η(p)−ε/p
p,∞ .
Moreover, the inclusion becomes an equality if ν is concave.
Proof. Now, let 	c ∈ Sν and p,ε > 0. If η	c(p) = +∞, there exists s ∈ R such that s > η(p) − ε
and 	c ∈ bs/pp,∞ ⊂ bη(p)−ε/pp,∞ . If η	c(p) ∈ R, there is s ∈ R such that s  η	c(p) − ε and 	c ∈ bs/pp,∞ ⊂
b
η	c(p)−ε/p
p,∞ . Since 	c belongs to Sν , we have η	c(p) η(p) hence 	c ∈ bη	c(p)−ε/pp,∞ ⊂ bη(p)−ε/pp,∞ and
we are done concerning the inclusion.
Let us take 	c in the intersection and show that, if ν is concave, then, for every α ∈ R, we have
ν	c(α) ν(α).
Using the assumption on 	c, for every p, δ > 0, there is Cp,δ such that
∀j  0,
∑
k∈{0,...,2j−1}d
|cj,k|p  Cp,δ2j (d+δ−η(p)).
It follows that for every ε > 0, we have
∀j  0, 2−j (α+ε)p#{k: |cj,k| 2−j (α+ε)} Cp,δ2j (d+δ−η(p)),
hence
∀j  0, #Ej(1, α + ε)(	c) Cp,δ2j (d+δ−η(p)+αp+εp),
and
ν	c(α) d − η(p)+ αp + δ.
Finally, since p and δ are arbitrary, we obtain
ν	c(α) inf
p>0
(
d − η(p)+ αp).
In case α  s0, the concavity of ν and Lemma A.1 gives
ν	c(α) inf
p>0
(
d − η(p)+ αp)= ν(α).
If α < s0, then we choose ε, δ,p > 0 such that
α + 2ε + δ + d
p
< s0.
It follows that η(p)
p
− δ − d
p
 α + 2ε thus using Lemma 8.2(2), we get bη(p)/p−δp,∞ ⊂ Cα+2ε; then
there exists a C > 0 such that |cj,k| C2−j (α+2ε) for all j, k hence |cj,k| < 2−j (α+ε) for every
j sufficiently large and every k. This implies that −∞ = ν	c(α) = ν(α). 
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(m ∈ N) is a sequence of strictly positive numbers converging to 0, then
Sν =
⋂
p>0
⋂
ε>0
b
η(p)/p−ε
p,∞ =
⋂
n∈N
⋂
m∈N
b
η(pn)/pn−εm
pn,∞
and the topology τ on Sν defined as the weakest one such that each identity map (Sν, τ ) →
b
η(pn)/pn−εm
pn,∞ is continuous, is equivalent to (Sν, δ).
Proof. Using Propositions 8.6 and 8.7, we get the algebraic result.
For every m,n, the canonical topology on the Besov sequence space bη(pn)/pn−εmpn,∞ is metriz-
able, complete and stronger than the pointwise convergence. It follows from Proposition 5.3 that
τ is complete, metrizable and stronger than the topology of pointwise convergence. Theorem 5.8,
about unicity of complete metric topologies on Sν , leads to the conclusion. 
Now, let us show that the concavity of ν is also necessary to the equality between Sν and the
intersection of Besov spaces.
Definition 8.9. Let ν be the concave hull of ν on [s0,+∞[, i.e., the smallest concave function F
on this interval which satisfies F  ν on this interval.
For a proof of the next proposition, we refer to Appendix A.
Proposition 8.10. The function ν is defined, continuous and nondecreasing on the closed interval
[s0,+∞[ with values in [0, d] and
∀p > 0, η(p) = inf
ss0
(
d + ps − ν(s)).
We define
∀s < s0, ν(s) = −∞.
Corollary 8.11. The space Sν can be characterized by
Sν =
⋂
p>0
⋂
ε>0
b
η(p)/p−ε
p,∞ .
Proof. This result follows from Proposition 8.7 and Lemma A.1. 
Proposition 8.12. If ν is not concave, then Sν is strictly included in Sν .
Proof. Let us show that there exists 	c ∈ Sν\Sν . Indeed, since ν is not concave on [s0,+∞[,
there is α0 ∈ [s0,+∞[ such that ν(α0) < ν(α0). Then let us choose j0, j1 ∈ N such that
ν(α0) <
j0
d  ν(α0).
j1
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j0
j1
jd
values of k and cj,k = 0 for the
other ones; for j /∈ j1N, we define cj,k = 0 for every k. It follows that, for every j and ε > 0,
#{k: |cj,k| 2−(α0+ε)j } is equal to 0 or to 2
j0
j1
jd
, hence
ν(α0) < ν	c(α0) = j0
j1
d  ν(α0)
and 	c /∈ Sν = {	d: ν 	d  ν}.
To conclude, it suffices now to show that ∀α, ν	c(α)  ν(α). If α  α0, for every ε > 0, we
have ∀j  0, 2−α0j  2−(α+ε)j hence
ν	c(α) = ν	c(α0) = j0
j1
d  ν(α0) ν(α).
If α < α0, then α + ε < α0 if ε is small; it follows that ∀j  0, #{k: |cj,k| 2−(α+ε)j } = 0 thus
ν	c(α) = −∞ and we are done. 
Appendix A
For the sake of completeness, we recall some results using properties of concavity of certain
functions involved. Let us define
∀s  s0, Nu(s) = inf
p>0
(
d + ps − η(p)).
In particular, it follows from the continuity of η on R that
∀s  s0, Nu(s) = inf
p>0
(
d + ps − η(p))= inf
p0
(
d + ps − η(p)).
The following lemma gives a necessary and sufficient condition under which ν is concave.
Lemma A.1. The function ν is concave on I = [s0,+∞[ if and only if ν(s) = Nu(s) for all
s ∈ I .
Proof. Since Nu is concave (even on R), of course the equality gives the concavity of ν. Next,
since
∀p > 0, s  s0, η(p) d + sp − ν(s),
we always directly get
∀s  s0, ν(s)Nu(s).
Now, let us assume that ν is concave. Let us take s > s0 and show that
ν(s)Nu(s).
To get such an inequality, it suffices to find p = p(s) 0 such that
ν(s) d + ps − η(p)
or, equivalently such that
∀s′  s0, ν(s) ps − ps′ + ν(s′).
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C : I\{s} → R : s′ → ν(s
′)− ν(s)
s′ − s
is decreasing. It follows that the limits
C(s−) = lim
s′→s−
C(s′) and C(s+) = lim
s′→s+
C(s′)
exist, are finite and such that
C(s−)C(s+).
It also follows that
C(s′) C(s+), ∀s′ > s, C(s′) C(s−), ∀s′ < s
hence by definition of the function C
ν(s′)− ν(s) C(s−)(s′ − s), ∀s′ ∈ I = [s0,+∞[. (A.1)
Now, we define
p = C(s−).
Since the function ν is increasing, we have p  0 hence (A.1) gives
∀s′  s0, ν(s′)− s′p + ps  ν(s),
as desired.
Finally, since we have proved the equality between Nu and ν on ]s0,+∞[ and since
both are right-continuous at s0, we finally have the desired equality on the whole interval
I = [s0,+∞[. 
Proposition A.2. The function ν, defined on the closed interval [s0,+∞[, is explicitly given by
ν(s) = sup{r1ν(x1)+ · · · + rmν(xm): rj ∈ [0,1], r1 + · · · + rm = 1,
xj  s0, s = r1x1 + · · · + rmxm
}
.
On this interval, it is continuous, nondecreasing, with values in [0, d] and we have
∀p > 0, η(p) = inf
ss0
(
d + ps − ν(s)).
Proof. For every s  s0, let us write F(s) for the supremum on the right-hand side of the first
formula. Since ν, restricted to [s0,+∞[, takes its values in [0, d], the function F is well defined
and its values lie in [0, d].
Let us also remark that nothing is changed for F if we only allow strictly positive values for
the coefficients rk .
With the decomposition s = 1s, we immediately get F  ν, on [s0,+∞[. The concavity of F
is also obtained directly using classical computations.
Now, to get F = ν, it remains to prove that if h is a concave function on [s0,+∞[ such that
h ν on this interval, then h F . But this is immediately checked using the definition of F and
the properties of the concave function h.
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function takes its values in [0, d]. Let us show that this function is nondecreasing. Let us consider
s′  s  s0 and any decomposition
s = r1x1 + · · · + rmxm
as in the definition. We have then
s′ = s + s′ − s = r1
(
x1 + (s′ − s)
)+ · · · + rm(xm + (s′ − s)),
hence, using the fact that ν is nondecreasing and the definition of F(s′), we get
r1ν(x1)+ · · · + rmν(xm) r1ν
(
x1 + (s′ − s)
)+ · · · + rmν(xm + (s′ − s)) F(s′)
and finally
F(s) F(s′).
The concavity already implies the continuity on the open interval ]s0,+∞[. Let us show
that the right-continuity of ν at the point s0 implies the continuity of F on the closed interval
[s0,+∞[. First, let us remark that the definition of F gives F(s0) = ν(s0). In case ν(s0) = d , we
immediately get ν = d on [s0,+∞[, hence ν is concave on this interval. Now, assume ν(s0) < d
and take any ε > 0 such that ν(s0) + 2ε < d . The continuity of ν gives the δ > 0 such that
|ν(s0)− ν(s)| ε for all s such that 0 s − s0  δ; in particular,
∀s ∈ [s0, s0 + δ], ν(s) ν(s0)+ ε.
It follows that the function h : [s0,+∞[ → [0, d] defined on [s0, s0 + δ] by the segment line
joining the points (s0, ν(s0) + ε) and (s0 + δ, d) and defined on ]s0 + δ,+∞[ by the constant
value d is concave and such that h ν on [s0,+∞[. From the definition of ν, we get then
ν(s) h(s) ν(s0)+ 2ε = ν(s0)+ 2ε
for every s  s0 in a neighbourhood of s0. Hence the conclusion since ν is nondecreasing.
Now, let us prove the property involving η. Since ν  ν, we immediately obtain
∀p > 0, η(p) inf
ss0
(
d + ps − ν(s)).
To conclude, it remains to show that
∀p > 0, s  s0, d − ν(s)+ ps  η(p).
Using the explicit form for ν, we have in fact to show that
d + ps  η(p)+ r1ν(x1)+ · · · + rmν(xm)
for every decomposition of s as usual. But the previous inequality is equivalent to
r1
(
d + px1 − ν(x1)
)+ · · · + rm(d + pxm − ν(xm)) η(p).
Using the property satisfied by the rj and the fact that η(p) d + pxj − ν(xj ) for every j , we
conclude. 
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