MapReduce model is a new parallel programming model initially developed for large-scale web content processing. Data analysis meets the issue of how to do calculation over extremely large dataset. The arrival of MapReduce provides a chance to utilize commodity hardware for massively parallel data analysis applications. The translation and optimization from relational algebra operators to MapReduce programs is still an open and dynamic research field. In this paper, we focus on a special type of data analysis query, namely, multiple group by query. We first study the communication cost of MapReduce model, then we give an initial implementation of multiple group by query. We then propose an optimized version which addresses and improves the communication cost issues. Our optimized version shows a better accelerating ability and a better scalability than the other version.
INTRODUCTION
Along with the development of hardware and software, more and more data are generated at a rate much faster than ever. Although data storage is cheap, storage. The paper [4] gives a rigorous description of this model, including its advantages, in Google's domain-specific language, Sawzall. Based on MapReduce model, some research on how to translate relational algebra operators into MapReduce programs are carried out. For instance, the authors of reference [5] use an improved MapReduceMerge model to efficiently merge data already partitioned and sorted. MapReduce model is also applied to machine learning. In reference [6] the authors show the obtained speed up on a variety of learning algorithms parallelized with MapReduce model.
MapReduce is already implemented in some commercial software products such as [7, 8] . Greenplum is a commercial MapReduce implementation, which enables programmers to perform data analysis on petabyte-scale datasets in and outside the Greenplum database [7] . Aster Data Systems, a database software company has recently announced the integration of MapReduce with SQL. Aster's nCluster allows to implement flexible MapReduce functions for parallel data analysis and transformation inside the database [8] . Pig Latin [9] is an another language designed as a bridge between low-level, procedural style of MapReduce and declarative style of SQL. The open-source language frame Hive [10] of Facebook provides a SQL-like language over files, based on an open-source MapReduce implementation of Hadoop [11] .
In particular, Hadoop and GridGain [12] are two different opensource implementations of MapReduce. Hadoop is designed to realize in parallel the processing of one query on one large dataset. With Hadoop, the response time is compatible with batch processing applications, for instance, from several minutes to several hours. One example of such an application is the finite element method calculated over a very large mesh. The application consists into several steps, each step uses the data generated by the previous steps. However, what we are trying to perform in parallel is a great number of queries on one large dataset. The dataset involved is not modified. In order to be compatible with the application's interactive requirements, the response time is strictly limited, for instance, within five seconds. The processing of Hadoop includes the transfer of the input data to the computing nodes. This transfer must be extremely fast to fulfill the users' need. Hadoop is an excellent MapReduce supporting tool and a Hadoop cluster gives high throughput computing. However, it has a high latency since Hadoop is bound with the Hadoop distributed file system (HDFS). The Hadoop's MapReduce component operates on the data or files stored on HDFS, and these operations take a long time to be executed. For this reason, Hadoop cannot provide a low latency. In fact, low latency is essential for many interactive applications . . . Opposite, GridGain offers low latency and is not bound with file system: it is a MapReduce computational tool. GridGain splits the computing task into small jobs and executes them on the grid in parallel. During the task execution, GridGain deals with the low-level issues, such as nodes discovery, communication, jobs collision resolution, load balancing, etc. Being compared with Hadoop, GridGain is more flexible. Instead of accessing data stored on distributed file system, GridGain can process data stored in any file system or database. In addition, GridGain has some other advantages. For instance, it does not need application deployment and can be easily integrated with other data grid products. In particular, it allows programmers to write their programs in pure Java language.
In this paper, we focus on multiple group by query, which is a typical query in data analysis application. This type of query is time and resource consuming. To solve these difficulties, we use a MapReduced approach and we propose an original optimization on the top of the initial implementation.
MAPREDUCE PROGRAMMING MODEL
MapReduce is a parallel programming model proposed by Google. It aims at supporting distributed computation on large datasets by using a large number of computers with scalability and fault tolerance guarantees. During the map phase, the master node takes the input, and divides it into sub-problems, then distributes them to the worker nodes. Each worker node solves a sub-problem and sends the sub-results back to the master node. During the reduce phase, the master node combines all the sub-results to generate the final result of the original problem. This type of computation is different from parallel computing with shared memory, which emphasizes that computations occur concurrently. In parallel computing with shared memory, the parallel tasks have close relationships to each other. Computations supported by MapReduce are suitable for parallel computing with distributed memory. Indeed, MapReduce executes the tasks on a large number of distributed computers or nodes. However, there is a difference between the computations supported by MapReduce and the traditional parallel computing with distributed memory. For the latter, the tasks are independent, which means that the error or loss of results from one task does not affect the other task results, whereas in MapReduce, tasks are only relatively independent and loss or error do matter. For instance, the mapper tasks are completely independent between each other, but the reducer tasks must wait until all mapper tasks are finished, i.e. reducer tasks' startup is restricted. The loss of task results or failed execution of task also produce a wrong final result. With MapReduce, complex issues such as fault-tolerance, data distribution and load balancing are all hidden from the users. MapReduce can handle them automatically. In this way, MapReduce programming model simplifies parallel programming. This simplicity is retained in all tools which implement MapReduce model. By using these tools, the users only have to define two functions map and reduce to their applications.
Fundamentals of MapReduce Model
Google's MapReduce is inspired from map and reduce primitives in lisp and many other functional languages. A map function processes a key-value pair to generate a set of interested key-value pairs. A reduce function merges all intermediate values associated with the same key [3] into one single value. See [3] for a more formal description. The syntax of MapReduce model is the following:
In the above expressions, the input data of map function are a large set of (key1,value1) pairs. Each key-value pair is processed by the map function without dependence on other peer key-value pair. The map function produces another pair of key-value, noted as (key2,value2), where, the key (noted as key2) is not the original key as in the input argument (noted as key1). The output of the map phase are processed before entering the reduce phase, that is, key-value pairs (key2,value2) are grouped into lists of (key2,value2), each group having the same value of key2. These lists of (key2,value2) are taken as input data by the reduce function, and the reduce function calculates the aggregate value for each key2 value. Figure 1 shows a logical view of MapReduce.
The formalization given in the first article of MapReduce [3] is simplified. It omits the specification of the details for the intermediate results processing part in order to hide the complexities to the readers. However, this might cause some confusions. The author of reference [4] takes a closer look at the Google's MapReduce programming model and gives a clearer explanation for the underlying concepts of the original MapReduce. The author formalizes the MapReduce model with the functional programming language, Haskell. The author also analyzes the parallel opportunities existing in MapReduce model and its distribution strategy. The parallelization may exist in the processing of mapper's input, the grouping of the intermediate data, the reduction processing over groups and the reduction processing inside each group during the reduce phase. In the strategy of MapReduce model, network bandwidth is considered as the scarce resource. This strategy combines parallelization and large dataset distributed storage to avoid saturating the network bandwidth.
Extended MapCombineReduce Model
MapCombineReduce model is an extension of MapReduce model. In this model, an optional component, namely the combiner, is added to the basic MapReduce model. This combiner component is proposed and adopted in Hadoop project [11] . At the end of the processing procedure of the mapper, the intermediate key-value pairs are already available in memory. For the sake of efficiency, we sometimes need to execute a reduce-type operations on each worker node. The optional combiner component collects the key-value pairs from the memory. Therefore, the key-value pairs produced by the mappers are processed by the combiner instead of being written into the output immediately. In such a way, the intermediate output amount is reduced. This makes sense when the bandwidth is relatively small and the data to be transferred over the network is large. Figure 2 shows the logical view of MapCombineReduce model.
Communication Cost Analysis of MapReduce
In parallel programming, a computation is partitioned into several tasks which are allocated to different computing nodes. The communication cost issues must be considered since the data transmission between the computing nodes represents a non negligible part. The communication cost is directly linked with the degree of parallelism. If the tasks are partitioned with a high degree of parallelism, the communication cost will be large. On the other hand, if the degree of parallelism is small, the communication cost will be limited.
In MapReduce parallel model, the communication cost exists in several phases. For the basic MapReduce model, without a combiner component, the communication cost consists in three distinct phases. The first phase is the launching phase, during which all the tasks are sent to the mappers. The second phase, located between the mapper and the reducer, consists in sending the output from the mappers to the reducers. The third phase is the final phase, which produces the results and where the output of the reducers are sent back.
For the extended MapCombineReduce model, the communication consists in four phases. The first phase is still the launching phase. The second phase, located between the mapper and the combiner, consists to send the intermediate results from the mappers to the combiner located on the same node. The third phase, located between the combiner and the reducer, consists to send the output of the combiners to the reducers. The fourth phase is the final phase, which produces the results. The size of the output data exchanged between the components strongly impacts the communication cost. In reference [13] , the author describes an analysis for the communication cost in a parallel environment, depending on the amount of data exchanged between the processes.
The following points are considered as the main factors which influence the communication cost.
(i) The first one is the amount of intermediate data to be transferred, from the mappers to the reducers (case without a combiner component) or from the combiners to the reducers (case of a combiner component). (ii) The second factor is the physical locations of the mappers, the combiners and the reducers. If two communicating components are on the same node, the communication cost is low; otherwise the cost is high. If two communicating components are located on two geographically distant nodes, the communication cost could be extremely high! (iii) The third factor to be considered is the number of mappers, combiners and reducers respectively. Usually, the number of mappers is defined by the user according to the scale of the problem to be solved and the computing capacity of the hardware. The number of combiners is usually equal to the number of nodes participating to the calculation, as are devoted to collect local intermediate result of a node. Whether or not the number of reducers can be defined by user depends on the design of the MapReduce implementing tool. For example Hadoop allows the user to specify the number of reducers. Opposite, GridGain fixes the value of the number of reducers to one. (iv) The fourth factor is the existence of a direct physical connection between two communicating components. A direct physical connection between two components means that two nodes which hold the component are physically connected to each other. (v) The last factor is the contention over the communicating path. When two or more communications are executed at the same time, the contention of the bandwidth will appear. A possible scenario of this contention with MapReduce model could be described as follows.
The mappers on various nodes are started at almost the same time.
Since the nodes in a cluster are usually of identical type, they almost have the same capability. As a consequence, the mappers complete their work on each node at the same time. The outputs of these mappers are then sent to the reducers. In this scenario, the contention of the communicating path is caused by the transmission requests arriving almost simultaneously.
Remark 3.1
Since the actions of transferring the data from the master to the workers are generally much more costly than the actions of transferring the mappers job codes from the master to the workers, we usually transfer the mapper job code towards the location of data. Thus, the geographical locations of the data have a strong impact on the efficiency.
GROUP BY QUERY
Group by queries are commonly used in data analysis applications. "Group by" means dividing a set of values into groups according to certain rules. These rules allow to partition a data table into several regions. The records (tuples) of a region are calculated as one set, i.e. one calculation involves every record of this region. The calculation on each region produces an aggregated value from a group of values stored in a column. The aggregated values can be COUNT, SUM, AVERAGE, MAX, MIN, etc.
Simple Group by Query Example
As an example of group by query, we can consider the relation
LINEITEM(OrderKey,SuppKey,Quantity)
and one group by query of the form:
SELECT Orderkey SUM(Quantity) FROM LINEITEM where Suppkey = 4633 GROUP BY Orderkey
The above query performs the following operations on the original relation, LINEITEM. The first operation is selecting, which makes tuples to be filtered by the select where clause's condition. Only the tuples matching the condition "Suppkey = 4633" are retained for the subsequent operations. Within the next operation, these tuples are regrouped into groups according to their values stored in the column OrderKey. The last operation is a sum calculation which adds up the values of the column Quantity. The sum calculation is executed on each group of tuples. The group by query operations can be organized into two phases: the first phase is selecting, and the second phase is aggregating. The other operations (regroup) can be incorporated into the aggregating phase. Figure 3 illustrates how this MapReduce model-based processing procedure is organized.
Multiple Group by Query
In this paper, we are specially interested in the case where a set of group by queries use the same select where clause block. They have the form as SELECT X, SUM(*), FROM R WHERE condition GROUP BY X, where X is a set of columns on relation R. X can include several different columns, for example, in the following form: Some commercial database systems support a similar GROUP BY construct named GROUPING SETS, and it allows the computation of multiple group by queries using a single SQL statement [14] . The number of records in the relation can be very large and the number of columns and column set can be large also, then this kind of group by queries can be time and resource consuming. In our approach for solving this problem, we partition the large relation table into smaller data fragments. Accordingly, we run the entire set of group by queries as group by queries on all data fragments, then we merge the results. We implement this approach by using MapReduce model, in which the detailed specifications will be given in the next section. 
INITIAL AND OPTIMIZED IMPLEMENTATIONS OF MULTIPLE GROUP BY QUERY WITH MAPREDUCE
Intuitively, group by queries could be matched with MapReduce model. As described in Section 4, a simple group by query can be executed in two phases: the selecting phase and the aggregating phase. The selecting phase corresponds to the mapping phase in MapReduce model, and the aggregating phase corresponds to the reducing phase. Similarly, a multiple group by query can also be implemented in these two phases. As in a multiple group by query, the selecting phase concerns multiple group by clauses, having the same select where clause, we propose that the mapping phase performs the calculations of filtering data according to the condition defined by the common where clause. The aggregating phase still corresponds to a set of reduce-type operations. For a multiple group by query, the aggregating phase consists of a couple of aggregating operations performed on several group by columns. In this paper, we simply use the reducer to implement the aggregating phase at first, then we propose an optimized implementation based on the extended MapCombineReduce model. The following content in this section will give more details about these two implementations.
GridGain: A Java Cloud Computing Tool
We use GridGain [12] as the supporting tool for managing jobs distribution over the network. GridGain is an ideal platform for native cloud applications. It provides developers with Java-based technologies to develop and to run grid applications on private or public clouds in a simple and productive way. In GridGain's MapReduce implementation, there is only one reducer. The subresults of the mappers are directly sent to this unique reducer. The mappers' works are executed over the worker nodes, and the reducer's works are executed on the master node. GridGain's MapReduce implementation considers load balancing, fail-over and collision resolving issues. In GridGain's MapReduce implementation, the map (. . .) method takes a task and splits it into a number of sub-tasks, then maps each of these sub-tasks to one or more nodes. The mapping procedure considers load balancing issues. Several load balancing strategies are supported by GridGain. These strategies include data affinity, round robin, weighted random, etc. The web site of GridGain [12] gives to the readers more descriptions about GridGain's supported load balancing strategies. In particular, when a sub-task arrives at a remote node, a collision resolving strategy will look into a queue of existing sub-tasks on this node to either reject the arriving sub-task or leave it waiting in the queue. The reduce (. . .) method is activated by the arrival of the mappers's sub-results. According to the policy defined by the user, the reduce (. . .) methods can be activated once the first sub-result from mapper arrives at the master node, or after the sub-results of all the mappers arrived. The default policy is to wait all the mappers to finish their works and then to activate the reduce (. . .) method.
Remark 5.1
In other implementations of MapReduce, like Hadoop [11] , there exist an another component named combiner. The combiner is located between the mapper and the reducer. This component is an optional component. The user can choose to use or not to use it freely. Using this combiner component can optimize the performance of the entire model. The combiner is located at each node. Its function is to locally collect the sub-results from the mappers running on current node before these sub-results being sent over the network.
The goal of this function is to reduce the intermediate data transfer.
In our implementation of group by queries, we want to use a combiner-like component to reduce the data traffic. However, GridGain does not have this combiner component in its MapReduce implementation. In this paper, we create a task of MapCombineReduce model by combining two MapReduce tasks. We will give more details on how we do it in Section 5.6.
Realizing MapReduce Applications With GridGain
There are three entities to define in GridGain in order to implement a MapReduce application: Application, Task, and Job.
An Application is like a master, which takes charge of initializing the parameters, starting a grid instance, launching user's application, and then waiting and collecting the results.
A Task's definition is composed of two parts: the first one is for splitting the jobs i.e. the mapper definition, and the second one is the reducer definition. In GridGain, a Task means that a user's request execution, and its design is influenced by the MapReduce model. The mapper part of a Task includes many distributed jobs to be executed in parallel, while the reducer part of a Task is to collect all the sub-results of the mapper-part-jobs and to calculate out the final result.
A Job is the mapper-part-job, which is a piece of work to be done at a certain remote work node. A Job's action can be specified by defining an execute (...) function.
Data Partitioning and Data Placement
The data table used in our tests is a relation table of 15 columns. We divide this table into several fragments. We use a horizontal partitioning method [15] to equally divide the data table, which means that each fragment has an equal number of records, and each record keeps all the columns from the original table. All the data fragment files are replicated on every participating node. This is inspired from the method proposed in [16] . Such a method allows to conveniently realize the distribution of data without worrying about the accessibility problem caused by a data placement strategy. With all the data fragments available on all the worker nodes, we simplify the data initialization issue of each job, and in turn reduce the execution time of each job.
Determining the Optimal Job Grain Size
The size of the data fragment is actually the job grain size, because the data fragment is processed as the input data by each job. A too big grain size leads to an unbalanced load, on the contrary, a too small grain size will waste much more time on the startup overhead (job's starting time and network connection establishing time, etc.) An optimal job grain size on a given computing node is determined by the computing power of the node. Then defining an appropriate data fragment size can get the nodes to work more efficiently. The optimal or near-optimal data fragment size could be evaluated by the minimization of the cost function working under current investigation. In pratice, it can also be obtained through experiments. Here, we perform the experiments on top of Sun Fire X2200 M2 machines. According to our experimental results, the optimal fragment sizes are 16000 and 32000 lines (in one fragment) on this type of hardware.
Initial MapReduce Model-Based Implementation
The initial implementation of the MapReduce model-based multiple group by query we have developed is shown in Figure 4 . In this implementation, the mappers perform the selecting operations, and the reducer performs multiple aggregating operations. In order to realize the selecting operations, each mapper first opens and scans a certain data fragment file locally stored on the node, and then selects the records which meet the conditions defined in the where clause. In this way, each mapper filters out a group of records. After that, all the records filtered by the mappers are then sent to the reducer as intermediate results.
The reducer realizes the aggregating operations as follows. Firstly, the reducer creates a set of aggregate tables to save the aggregate results. Each table corresponds to a group by clause. The table has two columns: the first column stores the distinct values of the group by column, and the second column stores the aggregate value corresponding to each distinct value. As an example, we specify the construction of aggregate tables for the multiple group by query below: Fig.4 
the initial multiple group by query implementation based on MapReduce model
In this initial implementation, the reducer works on all the records filtered by the where clause condition. The most important calculations, i.e. the aggregations, are performed in the reducing phase. It needs all the filtered records as its input data. Such an implementation is a general approach for realizing a MapReduce application. However, it is not fully suitable for GridGain. Because of the limitation of GridGain (only one reducer), all the filtered records should be transfer over the network. This could cause high overhead when the bandwidth is limited.
MapCombineReduce Model-Based Optimization
In the initial implementation, all the intermediate results produced by the mappers, i.e. all the records matching the where clause's condition, are sent to the reducer over the network. If the selectivity 1 of the select where clause is relatively small, for instance 0.01, this means that only 1% of the records are selected out from the data source table. In this case, the output of mapping phase will be moderate, and the initial implementation is suitable. However, if the selectivity of the select where clause is large, for instance 0.09, then the number of records will be great and the volume of data to be transferred over the network will become large, which causes a higher communication cost. As a consequence, the initial implementation we have proposed is not suitable anymore.
In order to reduce the network overhead caused by the intermediate data transmission for queries with larger selectivity value, we propose a MapCombineReduce model-based implementation. As already mentioned, a combiner is an optional component of MapReduce which is not available in GridGain software. Here, we propose a practical approach to realize a task of MapCombineReduce model, which is implemented using GridGain. However, this approach is not limited to be used with GridGain, and it can also be carried out through the other implementated tools of MapReduce model. We illustrate this approach in the Figure 5 . In this approach, we utilize two successive basic MapReduce tasks implemented directly through GridGain. In the first MapReduce, the mappers correspond to the mapper component of MapCombineReduce model, and its reducer acts as a trigger to activate the second MapReduce task when the first MapReduce's mappers have all finished their works. The mappers of the second MapReduce task actually act as the combiner component of MapCombineReduce model. The reducer of the second MapReduce task does the job of the reducer component of MapCombineReduce model.
Concerning the multiple group by queries, we make the combiner component to act as a pre-aggregator at each worker node. In current work, we limit the number of combiner of each worker node to one for the simplicity. In future work, we might set more than one combiner on one worker node and make them to cooperate between each other. In our current optimized MapCombineReduce model-based implementation, the mappers first perform the same operations of the selecting phase as in the initial implementation. However, the results of the selecting phase will be put into the local cache instead of being sent over the network immediately. The mapper send out a signal when it finished it work. The trigger (i.e. the reducer in the first MapReduce) will receive this signal. When the trigger receives all the work finished signals, then it activates the second MapReduce task. In the second MapReduce task, the combiners (i.e. the mappers of the second MapReduce) do the aggregating operations locally within each worker node. Each of the combiners generates a portion of the results. Then they send out their partial results to the reducer. After merging all the partial results, the reducer generates the final aggregate results of the multiple group by query. Thus, the volume of data to be transferred is reduced during the pre-aggregation phase, which in turn reduce the total communication cost.
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EXPERIMENTS
We have developed two versions of group by query implementation. The initial version uses a basic MapReduce model without combiner i.e. without preaggregator. The optimized version adopts the combiner component to do the pre-aggregation over the output of the mappers before sending the intermediate data to the reducer.
Testbed Configuration
We use a real grid testbed, Grid'5000 [17], a controllable and monitorable experimental grid platform as our experimental hardware. Grid'5000 is composed of 9 sites geographically distributed in France featuring a total of 5000 processors. In Grid'5000, a user can reserve a number of computers within one cluster or across several clusters. The user can install his own software, such as operating system (OS) on the reserved computers, as he wants. Grid'5000 provides a series of tools and commands to support computer reservation, rapid software installation and experiment deployment, and node status monitoring. For our experiments, we choose one cluster located in the Toulouse city. In this cluster, all the computers are of model Sun Fire X2200 M2. The total number of nodes in this cluster is 80 and each node is composed of 2 CPUs. Each CPU consists of an AMD Opteron 2218 processor with the following characteristics: 2.6 GHz, 1 MB of cache, 667 MHz.
The total memory of one node is 8 GB. The network is composed of 2xGigabit Ethernet (NVIDIA MCP55 Pro). In summary, the total resources which can be reserved is of 160 CPUs i.e. 320 cores. In the following experiments, we are mainly interested in the two performance aspects of our group by query implementations, namely the accelerating ability and the scalability.
Accelerating Ability
For testing the accelerating ability, we use a data Figure 6 shows the accelerating performance of the initial and of the optimized version of the multiple group by query implementation.
On these figures, we represent the capability of each implementation, defined as the ratio of the number of records of the table by the execution time in millisecond, versus the number of machines.
200 Implementing and Optimizing Multiple Group by Query in a MapReduce Approach Fig.6 comparison of the capability versus the number of machines and the fragment size (1000, 2000, 4000, 8000, 16000, 32000). On the left column the initial version, and on the right column the optimized version As we can see from the above results, no good accelerating ability is obtained with small fragment sizes such as 1000 and 2000. However, an obvious acceleration can be observed when using larger fragment size like 4000, 8000, 16000 and 32000. An explanation of this phenomenon is that, for each job being done on a worker node, there are some initial costs to start (job startup) and to close the job (job closure). The actions in job startup include receiving data or parameters from the calling node (usually this is the master node), preparing the input data or reading the input data from an indicated place, etc. The job closure cost consists in the cost for establishing a connection with the master node in order to send back the intermediate results. The smaller the fragment size, the larger the job number. When the fragment size is equal to 1000 or 2000, the number of jobs is large and the startup cost becomes important . . .
The results shown in the two first figures consider a query with a selectivity equal to 0.0106. With this small selectivity, the output of the mappers is not large enough, and the optimized version does not exhibit its advantage over the initial version. However, increasing the query selectivity, makes the intermediate data being transferred in the initial version considerably larger than those transferred in the optimized version. As a consequence, the optimized version shows a better accelerating ability than the initial version.
Scalability
For the scalability, we use several data tables having the same number of columns, but containing several times more records than the one of the accelerating ability tests. We use several tables composed of 640000 records, 1280000 records, 1920000 records and 2560000 records respectively. The tests performed using a table of 640000 records are run on 10 machines, those using a table of 1280000 records are run on 20 machines, those using table of 1920000 records are run on 30 machines, and those using table of 2560000 records are run on 40 machines. According to the previous test case, the fragment size of 16000 and 32000 have better performance than the other ones. So, we consider two fragment sizes 16000 and 32000 and we adopt some queries with different selectivities. Figure 7 shows the results obtained.
As we can see from the first two figures, for the case of a query selectivity equal to 0.0106, the workload is relatively small and both the optimized version and the initial version give acceptable execution time, i.e. within 4 seconds. For this case, the initial version has a shorter execution time because less work are performed compared to the optimized version. Note that in the case of a small selectivity, the communication cost is not dominant and the pre-aggregation work involved in the optimized version is not necessary! In the other Figures, the query selectivity takes larger values. This enables more records to be selected out and implies larger communication costs for transferring intermediate output. As a consequence, the optimized version always shows better performance than the 202 Implementing and Optimizing Multiple Group by Query in a MapReduce Approach Fig.7 comparison of the execution time upon the size of the table and the query selectivity. On the left column the fragment size equal to 16000, and on the right column the fragment size equal to 32000 initial version, and the curve associated to the optimized version stands upper the curve associated to the initial version. This behavior is clearly outlined for a query selectivity equal to 0.054, 0.0806, and 0.185.
Computational Cost Analysis
Assume a table with N records, D columns of string data type (dimensions) and M columns of numeric data type (measures). The query runs over this table and allow to select n records from all the N records. The calculation is assumed to be performed over P processors.
In the initial implementation, the calculations consists of: (i) The processors iterate over the whole table composed of (N * (D + M) cells, and each processor generates (n/P) * (D + M) cells; (ii) The data of n * (D + M) cells is sent from each of the P processors towards the reducer node; (iii) The reducer node iterates over the n * (D + M) cells. For simplicity, we assume that the cost of group by and aggregation is almost linear upon the number of numeric cells to be aggregated, and that the n records are equally distributed over the P processors. Then the total cost of calculation is formalized as below: where C 1 represents the cost for reading and performing a select operation, C 2 is the cost for transferring the data of one cell, and C 3 is the cost of one aggregate operation. As we can see from the above formula, in the initial implementation, the relative part of the distributed calculation decreases with n/N (first term of the formula). This properties is confirmed by the numerical experiments.
In the optimized version, the calculation additionally includes a preaggregation on each processor. For simplicity, we assume that there are V distinct values in each column of distinct values equally distributed over the P processors, and n is not negligible as being compared with N. As a consequence, the calculation cost is formalized as below: (C 4 * N * (D + M) + C 5 * n * D * M)/P + C 6 * V * D * M * P where C 4 is the cost for reading data and performing a select operation, C 5 is the cost of one aggregate operation, and C 6 is the cost for transferring data over network plus the cost of one aggregate operation. As shown in the above formula, in the optimized implementation, a part of the aggregate operations, i.e. the pre-aggregation is distributed over the P processor. However, another part of the aggregate operation, i.e. the post-aggregation is not distributed. In addition, the cost of the calculation in the reduce phase, i.e. the third term of the formula, increases with the number of processors.
CONCLUSION AND FUTURE WORKS
In this work, we analyzed the MapReduce model, especially its communication cost model. Based on this model, we gave out an implementation of multiple group by query. We used GridGain as the lower MapReduce supporting layer because of its low latency. The initial version of our implementation of the multiple group by query is based on a direct realization, which implements select and where clause within mappers and aggregate (group by) clauses within the reducer. As GridGain does not support a combiner component, we improved our initial implementation by adding an optional combiner constructed through merging two GridGain's MapReduces. In this optimized version of multiple group by implementation, we adopted a combiner as a preaggregator which begins to do the aggregation (pre-aggregation) at a local computing node level. With such a pre-aggregator, we reduce the amount of intermediate data transferred over the network. We run the experiments on a public academic platform named Grid'5000. Our experimental results showed that the optimized version has better accelerating ability and better scalability for a reasonable selectivity. However, our implementation only realizes a simple multiple group by query, in the sense that each group by query contains only one column in its group by clause. Further improvements will be investigated in order to work on more general multiple group by query where each group by query contains more than one column.
