Gauge/Gravity Duality for Interactions of Spherical Membranes in
  11-dimensional pp-wave by Lee, Hok Kong et al.
ar
X
iv
:h
ep
-th
/0
40
92
64
v1
  2
4 
Se
p 
20
04
CALT-68-2523
UK-04-21
Gauge/Gravity Duality for Interactions of Spherical Membranes in
11-dimensional pp-wave
Hok Kong Lee1, Tristan McLoughlin1, and Xinkai Wu2
1California Institute of Technology
Pasadena, CA 91125, USA
2Department of Physics and Astronomy
University of Kentucky, Lexington, KY 40506, USA
hok@theory.caltech.edu, tristanm@theory.caltech.edu, xinkaiwu@pa.uky.edu
Abstract
We investigate the gauge/gravity duality in the interaction between two spherical
membranes in the 11-dimensional pp-wave background. On the supergravity side,
we find the solution to the field equations at locations close to a spherical source
membrane, and use it to obtain the light cone Lagrangian of a spherical probe
membrane very close to the source, i.e., with their separation much smaller than
their radii. On the gauge theory side, using the BMN matrix model, we compute
the one-loop effective potential between two membrane fuzzy spheres. Perfect
agreement is found between the two sides. Moreover, the one-loop effective po-
tential we obtain on the gauge theory side is valid beyond the small-separation
approximation, giving the full interpolation between interactions of membrane-
like objects and that of graviton-like objects.
1 Introduction
In this paper we will investigate the gauge/gravity duality in the maximally supersymmetric
eleven-dimensional pp-wave background. The gauge theory side is represented by a 1d matrix
theory first proposed in [1] while the other side is represented by 11d supergravity. Similar
investigations have been performed in flat space for various M-theory objects [3, 4, 5, 6, 7,
8, 9]. In particular, we will be interested in the two-body interactions of point like gravitons
and spherical M2 branes.
In pp-wave there is an interesting new connection we could make between a graviton and
an M2 brane. Under the influence of the 3-form background whose strength is proportional to
a parameter µ, each stable M2 brane curls up into a sphere, with its radius r0 proportional
to µ and its total momentum in the x− direction, i.e. we have r0 ∼ µP−. If one takes
the limit of µ → 0 while keeping the total momentum P− fixed, then the radius of the
sphere goes to zero and we get a point like graviton. If on the other hand, we increase
P− simultaneously such that the radius goes to infinity, then the end product will be a flat
membrane instead. Thus the gravitons and the flat membranes of flat space could both
be regarded as different limit of spherical membranes in pp-wave. One could make another
observation by considering two spherical membranes separated by a distance z. If z ≫ r0,
then one expects the membranes to interact like two point-like gravitons. If z ≪ r0 then
the interaction should be akin to that between flat membranes. Therefore by computing
the interactions between membranes of arbitrary radii and separation, we could then take
different limit to understand the interactions of both gravitons and membranes.
In this paper we will compare the light-cone Lagrangian of supergravity with the effective
potential of matrix theory. With a slight abuse in terminology, we will sometimes refer to
both as the effective potential. On the supergravity side, we will use linear approximation
when solving the field equations. This means all the metric components computed this way
will be proportional to no higher than the first power of κ211, higher order effects such as
recoiling and other back reactions could then be neglected. On the matrix theory side, the
interaction between two spherical membranes begins at one loop, and for the purpose of
comparing to linearized supergravity, only the one-loop effective potential is needed. A more
detailed discussion can be found in [2].
Due to the complexity of the field equations of 11d supergravity, we will only compute
the effective potential of the supergravity side in the near membrane limit (z ≪ r0). The
graviton limit (z ≫ r0) was already computed in our previous paper [2]. On the matrix
theory side, however, it is possible to compute the expression for general z and r0, and by
taking the appropriate limits, we are able to find perfect agreement with supergravity. In
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other words, the matrix theory result provides a smooth interpolations between the near
membrane limit and the graviton limit. We also compare our results with the those of Shin
and Yoshida [10, 11] and where there is overlap we again have perfect agreement.
This paper is organized as follows. We begin in section 2 with a brief discussion of the
theories on both sides of the duality. The relations between the parameters on the two sides
as well as a discussion on the special limits of interests can be found here. In section 3 we first
define the probe membrane’s light cone Lagrangian on the supergravity side for a general
background, and then consider it in the pp-wave background perturbed by a source. Next
in section 4 the linearized field equations are first diagonalized for an arbitrary static source,
and then solved in the special case of a spherical membrane source in the near membrane
limit (z ≪ r0). The metric and the three-form potential are then used to compute the
supergravity light cone Lagrangian. Section 5 is devoted to computation on the matrix
theory side. The one-loop effective potential is found by integrating over all the fluctuating
fields. The near membrane limit of the resulting potential is compared with the supergravity
light cone Lagrangian and agreement is found. In section 6 we will compute the one-loop
interpolating effective potential on the matrix theory side for arbitrary separation that takes
us between the membrane limit and the graviton limit. The result is compared with our
earlier work [2] as well as with that of Shin and Yoshida [10, 11]. This is followed by a
discussion in section 7.
2 The Two Sides of the Duality
2.1 The Spherical Membranes
The nonzero components of the maximally supersymmetric eleven-dimensional pp-wave met-
ric and the four-form field strength are given by:
g+− = 1, g++ = −µ2
[
1
9
3∑
i=1
(xi)2 +
1
36
9∑
a=4
(xa)2
]
, gAB = δAB (1)
F123+ = µ (2)
The index convention throughout this paper is: µ, ν, ρ, . . . take the values +,−, 1, . . . , 9;
A,B,C, . . . take the values 1, . . . , 9; i, j, k, . . . take the values 1, . . . , 3; and a, b, c, . . . take the
values 4, . . . , 9.
The matrix theory action in such a background is known [1]:
2
S =
∫
dtTr
{
9∑
A=1
1
2R
(DtX
A)2 + iψTDtψ +
(M3R)2
4R
9∑
A,B=1
[XA, XB]2
−(M3R)
9∑
A=1
ψTγA[ψ,XA] +
1
2R
[
−(µ
3
)2
3∑
i=1
(X i)2 − (µ
6
)2
9∑
a=4
(Xa)2
]
−iµ
4
ψTγ123ψ − (M
3R)µ
3R
i
3∑
i,j,k=1
ǫijkX
iXjXk
}
(3)
whereDtX = ∂tX
I−i[X0, XI ]. The constantM in the action above is the eleven-dimensional
Planck mass, and R is the compactification radius in the X− light-like direction in the DLCQ
formalism.
The supersymmetric configurations of this action have been well studied, see for example
[12]. Although in the end we will add a perturbation in the X4 to X9 directions to make it
non-supersymmetric, we begin with the following configuration:
Xi =
µ
3MR3
Ji
Xa = 0 (4)
where [Ji, Jj] = iǫijkJk.
If Ji is an N × N irreducible matrix, then it represents a single sphere with radius r0
given by:
r0 =
√
1
N
TrX2i =
µ
6M3R
√
N2 − 1 ≈ µN
6M3R
(5)
The last approximation is taken with N large, such that the matrix theory correction to
the radius (denoted as δr0) is negligible compared to r0. In other words, we choose N large
enough that δr0
r0
∼ 1
N2
→ 0. The reader is reminded that the purpose of this paper is to
compare matrix theory to the predictions of supergravity, so we are not interested in any
finite N effects which are related to matrix theory corrections to supergravity.
If Ji is reducible it represents multiple concentric spherical membranes, and the radius
of each irreducible component can be found in the same way as for the case above.
The configuration we are going to use is one where Ji is the direct sum of two irreducible
components. This represents two membranes of different radius. In section 5 we will put in
non-trivial Xa to break the supersymmetry, which physically corresponds to placing one of
the membranes away from the origin.
On the supergravity side, the bosonic part of the Lagrangian of a probe membrane in a
general background is
L(Xµ, ∂iXµ) = −T
[√
− det(gij)− 1
6
ǫijkAµνρ∂iX
µ∂jX
ν∂kX
ρ
]
(6)
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with T being the membrane tension, and gij ≡ Gµν∂iXµ∂jXν being the pullback metric.
One can define the light cone Lagrangian Llc via a Legendre transformation in the X−
direction (see Section 3). In the unperturbed pp-wave background, we have
(Llc)pp = 1
2
Π−∂0X
A∂0X
A − Π−
2
µ2
[
1
9
(X i)2 +
1
36
(Xa)2
]
− T
2
4Π−
(∂1X
A∂2X
B − ∂1XB∂2XA)2 + T µ
3
ǫijk(∂1X
i)(∂2X
j)Xk (7)
with Π− being the momentum density in the X
− direction. Looking at (Llc)pp, above, wee
see that one solution to the equations of motion in the unperturbed pp-wave is a spherical
membrane at rest with X iX i = r20, X
a = 0, X+ = t, X− = 0, with its radius being
r0 =
µΠ−
3T sin θ
(note that we take the worldvolume coordinates σ0,1,2 to be t, θ, φ; also recall
that it is Π−
sin θ
that is a constant on the worldvolume). In terms of the total momentum
P− =
∫
dθdφΠ−, this radius is
r0 =
µP−
12πT
(8)
Later in this paper, we will take the background to be the pp-wave perturbed by a source
membrane: Gµν = (Gµν)pp+hµν , and Aµνρ = (Aµνρ)pp+aµνρ. Then Llc = (Llc)pp+ δLlc, and
we shall compare δLlc with the one-loop effective potential on the matrix theory side (while
(Llc)pp agrees with the tree level Lagrangian on the matrix theory side, of course).
Identifying the radius calculated on the two sides and P− with N/R, we get the following
relation between the tension of the membrane and the Planck mass:
2πT = M3 (9)
Another relation we will use to compare the two side is the identification κ211 =
16pi5
M9
[2, 13], and for convenience we will define the parameter α = 1
M3R
that will appear often on
the matrix theory side.
2.2 The Effective Potential
As already stated, on the supergravity side the quantity of interest is the probe light cone
Lagrangian. On the matrix theory side, the one-loop effective potential is the relevant quan-
tity, and is defined through the Euclideanized effective action with all quadratic fluctuations
integrated out. In the following, the subscripts M and E will be used to denote Minkowski
and Euclidean signature respectively.
Euclideanization is carried out by defining the following Euclideanized quantities:
τE = iτM
SE = −iSM (10)
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The Euclideanized action SE will then be expanded about a certain background (to be
specified in section 5) and the quadratic fluctuations integrated out to produce the one-loop
effective action ΓE. The effective action on the matrix theory side is then defined via the
relation:
ΓE = −
∫
dτEVeff (11)
The minus sign in front of the integral is slightly unconventional, but it was put there for
the convenience of comparison with supergravity. It was chosen such that the tree level part
of the effective potential is simply the light cone Lagrangian (Llc)pp rather than −(Llc)pp.
After Veff is computed, the result could then be analytically continued back into Minkowski
signature by replacing vE → ivM .
In order to facilitate the comparison of the two sides, it is useful to first examine the
form of the action. The supergravity effective action is given in eqn(95). For the simple case
when the two membranes have the same radius and in the limit where their separation in
the X4 to X9 direction, z, is small, i.e. z ≪ r0, the supergravity effective action is given in
eqn(95). Putting w, the difference of the two radii to zero, and not keeping track of the exact
coefficients, we could rewrite the supergravity result in term of matrix theory parameters:
Veff = α(
v4
µ2z5
+
v2
z3
+
µ2
z
) (12)
Hence we see that a comparison with supergravity means looking at order (α)1 on the matrix
theory side.
2.3 The Membrane Limit and the Graviton Limit
We will first state the two limits we are interested in:
Membrane limit:
z
αµ
≫ 1 (13)
z
αµ
≪ N (14)
Graviton limit:
z
αµ
≫ 1 (15)
z
αµ
≫ N (16)
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where we used z to denote the separation of the two spherical membranes in the X4 to X9
directions, and recall α = 1
M3R
.
The membrane limit is derived from the condition:
1
N
≪ z
r0
≪ 1 (17)
The first inequality ensures that the effect of non-zero z is greater than any matrix theory
corrections to supergravity, which we are not interested in. The second inequality ensures
we are at the near membrane limit. Using r0 =
αµN
6
(see eqn (5)), we arrive at the limit as
stated.
The graviton limit is when z is much greater than r0, so that approximately the two
spheres interact like two point like gravitons. We still enforce the condition 1
N
≪ z
r0
for
comparison with supergravity but reverse the second inequality in the membrane limit to
z
r0
≫ 1 to arrive at the graviton limit stated above.
In this paper, on the supergravity side we will calculate the light cone Lagrangian only in
the membrane limit. The light cone Lagrangian in the graviton limit was already computed
in our earlier work [2]. On the matrix theory side, the one-loop effective potential could
be computed for general z. The two limits of this potential is then compared with the
supergravity side and we will find perfect agreement. Later in the paper we will use matrix
theory to find explicitly the potential that interpolates between the two limits.
3 The Supergravity Light Cone Lagrangian
The light cone Lagrangian Llc of the probe is basically its Lagrangian Legendre transformed
in the x− degree of freedom. Here we briefly derive the Llc for a probe membrane in a pp-
wave background perturbed by some source. (The reader is referred to Section 4.1 of [14] for
the detailed discussion of the light-cone Lagrangian of point particle probes and membrane
probes in terms of Hamiltonian systems with constraints.)
Denote the background metric and three-form as Gµν(x), Aµνρ(x), respectively, and the
membrane embedding coordinates as Xµ(σi), with σi, i = 0, 1, 2 being the world-volume
coordinates. The bosonic part of the membrane Lagrangian density is given by
L(Xµ, ∂iXµ) = −T
[√
− det(gij)− 1
6
ǫijkAµνρ∂iX
µ∂jX
ν∂kX
ρ
]
(18)
with T being the membrane tension, and gij ≡ Gµν∂iXµ∂jXν being the pullback metric.
The momentum density is
Πλ ≡ ∂L
∂(∂0Xλ)
= −T
[√
− det(gij) g0k(∂kXµ)Gλµ − Aλνρ∂1Xν∂2Xρ
]
(19)
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Define
Π˜λ ≡ Πλ − TAλνρ∂1Xν∂2Xρ = −T
√
− det(gij) g0k(∂kXµ)Gλµ (20)
There are the following three primary constraints
φ0 ≡ GλξΠ˜λΠ˜ξ + T 2 det(grs) = 0
φr ≡ Πλ∂rXλ (21)
where r, s = 1, 2 label the spatial world-volume coordinates.
Now use the light-cone coordinates {x+, x−, xA}, and assume static, i.e., x+-independent,
background Gµν(x
−, xA) and Aµνρ(x
−, xA). Use the light cone gauge X+ = σ0. Then the
equation of motion for X+ fixes the Lagrange multiplier c0 for the constraint φ0
c0 =
1
2G+ξΠ˜ξ
(22)
The constraint φ0 = 0 (in which X
+ is set to σ0) can be used to solve for Π+ as a function
of (X−, XA, ∂rX
−, ∂rX
A,Π−,ΠA).
We shall also express ΠA as a function of (X
−, XA, ∂rX
−, ∂rX
A,Π−, ∂0X
A) by inverting
the equations of motion for XA:
∂XA
∂σ0
=
GAξΠ˜ξ
G+νΠ˜ν
+ cr
∂XA
∂σr
(23)
where we have used the expression for c0 given above and the cr’s are the Lagrange multipliers
for the φr’s.
Then we can first define the light-cone Hamiltonian Hlc(X−, XA, ∂rX−, ∂rXA,Π−,ΠA) ≡
−Π+, and then define the light-cone Lagrangian
Llc(X−, XA, ∂rX−, ∂rXA,Π−, ∂0XA) ≡ ΠA∂0XA −Hlc = ΠA∂0XA +Π+ (24)
Now the background in which the probe membrane moves is the pp-wave perturbed
by some source: Gµν = (Gµν)pp + hµν , and Aµνρ = (Aµνρ)pp + aµνρ, where the quantities
with subscript pp are those of the unperturbed pp-wave background, and hµν , aµνρ are the
perturbations caused by the source. We only need the light-cone Lagrangian to linear order
in the perturbation. Solving φ0 = 0 gives
Π+(X
−, XA; ∂rX
−, ∂rX
A; Π−,ΠA) = (Π+)pp + δΠ+ (25)
where
(Π+)pp =
−1
2Π−
{
−g++Π2− +ΠAΠA +
T 2
2
(∂1X
A∂2X
B − ∂1XB∂2XA)2
}
+T
µ
3
ǫijk(∂1X
i)(∂2X
j)Xk (26)
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and
δΠ+ =
−1
2Π−
{
−h−−(Π˜+)2pp − 2Π−(h+− − g++h−−)(Π˜+)pp − 2T (Π˜+)ppa−νρ∂1Xν∂2Xρ
−2TΠ−a+νρ∂1Xν∂2Xρ − 2h−AΠA(Π˜+)pp − Π2−[h++ + (g++)2h−− − 2g++h+−]
+2TΠ−g++a−νρ∂1X
ν∂2X
ρ − hABΠAΠB − 2Π−(h+A − g++h−A)ΠA
−2TΠAaAνρ∂1Xν∂2Xρ + T 2δ det(grs)
}
(27)
where
(Π˜+)pp =
−1
2Π−
{
−g++Π2− +ΠAΠA +
T 2
2
(∂1X
A∂2X
B − ∂1XB∂2XA)2
}
(28)
The Lagrange multipliers cr’s are
cr = (cr)pp + δc
r = δcr (29)
where we have taken (cr)pp to be zero. Inverting eqn (23) gives
ΠA(X
−, XA; ∂rX
−, ∂rX
A; Π−, ∂0X
A) = (ΠA)pp + δΠA (30)
where (ΠA)pp = Π−∂0X
A, and δΠA depends on δc
r.
Now
Llc = (ΠA)pp∂0XA + δΠA∂0XA + (Π+)pp + δΠ+ (31)
However, as can be seen easily, the second term in the above expression is cancelled by the
part containing δΠA in the third term. So Llc does not contain δΠA, thus being independent
of the δcr’s.
Hence one finds
Llc = (Llc)pp + δLlc (32)
with
(Llc)pp = 1
2
Π−∂0X
A∂0X
A − Π−
2
µ2
[
1
9
(X i)2 +
1
36
(Xa)2
]
− T
2
4Π−
(∂1X
A∂2X
B − ∂1XB∂2XA)2 + T µ
3
ǫijk(∂1X
i)(∂2X
j)Xk (33)
and δLlc = δΠ+, where δΠ+ is given by eqn (27) with all the ΠA’s in it replaced by (ΠA)pp =
Π−∂0X
A (the reason being that δΠ+ contains hµν and aµνρ and is thus already first-order).
We’d like to emphasize again that Llc is independent of the choice of the δcr’s.
To use the general expression for Llc given in the previous paragraph in a specific problem,
one just have to substitute in the hµν ’s and aµνρ’s found by solving the supergravity field
equations for the specific source, as well as the specific probe membrane embedding XA(σi).
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4 Supergravity Computation
4.1 Diagonalizing the Field Equations for Arbitrary Static Source
In this subsection we present the diagonalization of the linearized supergravity equations of
motions for arbitrary static sources (this subsection is basically Section 4.2 of [14]). There is,
of course, no highbrow knowledge involved here: we are just solving the linearized Einstein
equations and Maxwell equations, which are coupled; and by “diagonalization” we basically
just mean the prescription by which we get a decoupled Laplace equation for each component
of the metric and three-form perturbations. The unperturbed background is the 11-D pp-
wave, and we only consider static, i.e., x+-independent, field configurations, thanks to the
fact that the sources considered are taken to be static, i.e., with x+-independent stress tensor
and three-form current.
Since we leave the source arbitrary, what we’ll present here are the left-hand side of the
linearized equations. These are tensors whose computation is straightforward though a bit
tedious: the reason we present them here is because they are necessary when solving the
field equations, and to the best of our knowledge have not been explicitly given elsewhere.
A somewhat related problem is the diagonalization of the equations of motion when the
source is absent. This requires field configurations with x+-dependence. One work along
this line is [15]. Roughly speaking, borrowing the language of electromagnetism, what’s
considered in [15] are electromagnetic waves in vacuum, while what we are considering here
are electrostatics and magnetostatics for arbitrary static sources.
The nonzero components up to (anti)symmetry of the Christoffel symbol, Riemann ten-
sor, and Ricci tensor of the 11-D pp-wave are
ΓA++ = −
1
2
∂Ag++, Γ
−
+A =
1
2
∂Ag++
R+A+B = − 1
2
∂A∂Bg++, R++ = − 1
2
∂C∂Cg++ (34)
(We usually do not substitute the explicit expression of g++, unless that brings significant
simplification to the resulting formula)
Now let’s perturb the pp-wave background by adding a source. Denote the metric per-
turbation δgµν by hµν , and the gauge potential perturbation by δAµνρ = aµνρ. hµν , aµνρ are
treated as rank-two and rank-three tensors, respectively, the covariant derivative ∇ acting
on them is defined using the connection coefficient of the unperturbed pp-wave background,
and indices are raised/lowered, traces taken using the background metric gµν .
Let’s deal with the Einstein equations first. Define h¯µν ≡ hµν− 12gµνh, where h ≡ gµνhµν .
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Without the source, the Einstein equation is
Rµν − 1
2
Rgµν − κ211[Tµν ]A = 0 (35)
Recall that the stress tensor of the gauge field is
[Tµν ]A =
1
12κ211
(
FµλξρF
λξρ
ν −
1
8
gµνF
ρσλξFρσλξ
)
(36)
The source perturbs the Einstein equation to
δ
(
Rµν − 1
2
Rgµν
)
− κ211δ[Tµν ]A = κ211[Tµν ]S (37)
with [Tµν ]S standing for the stress tensor of the source.
As usual, it helps to proceed in an organized manner, grouping different terms in the
above perturbed Einstein equations. One finds, δ
(
Rµρ − 12Rgµρ
)
= −1
2
∇σ∇σh¯µρ + Kµρ +
Qµρ, and κ
2
11δ[Tµν ]A = Nµν + Lµν , where the explicit expressions of the symmetric tensors
∇σ∇σh¯µν , Kµν , Qµν ,Nµν , and Lµν can be obtained after some work. Their definitions and
components are given below 1
• ∇σ∇σh¯µν
∇σ∇σh¯++ = gµν∂µ∂ν h¯++ +
[
−(∂A∂Ag++)h¯+− + 1
2
(∂Ag++∂Ag++)h¯−−
]
+2
[
∂Ag++∂−h¯+A − ∂Ag++∂Ah¯+−
]
(38)
∇σ∇σh¯+− = gµν∂µ∂ν h¯+− − 1
2
(∂A∂Ag++)h¯−− + ∂Ag++∂−h¯−A − ∂Ag++∂Ah¯−−
(39)
∇σ∇σh¯+C = gµν∂µ∂ν h¯+C − 1
2
(∂A∂Ag++)h¯−C + ∂Ag++∂−h¯AC − ∂Cg++∂−h¯+− − ∂Ag++∂Ah¯−C
(40)
∇σ∇σh¯−− = gµν∂µ∂ν h¯−−
(41)
∇σ∇σh¯−C = gµν∂µ∂ν h¯−C − ∂Cg++∂−h¯−− (42)
1Notice that ∂+ will never appear because we only consider the static case; also note g
µν∂µ∂ν = −g++∂2
−
+
∂A∂A for static configurations.
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∇σ∇σh¯CD = gµν∂µ∂νh¯CD − ∂Cg++∂−h¯−D − ∂Dg++∂−h¯−C (43)
• Kµν Its definition is
Kµρ ≡ 1
2
(
R ξµ h¯ξρ +R
ξ
ρ h¯ξµ
)
+Rσ ξµρ h¯σξ +
1
2
gµρR
ξσh¯ξσ − 1
2
Rh¯µρ (44)
Its components are given by
K++ =
(
−1
2
∂A∂Ag++
)(
h¯+− +
1
2
g++h¯−−
)
+
1
2
(∂A∂Bg++) h¯AB (45)
K+− =
(
−1
2
∂A∂Ag++
)
h¯−− (46)
K+A =
(
−1
4
∂C∂Cg++
)
h¯−A +
(
−1
2
∂A∂Bg++
)
h¯−B (47)
K−− = 0 (48)
K−A = 0 (49)
KAB =
1
2
[
∂A∂Bg++ − 1
2
δAB∂C∂Cg++
]
h¯−− (50)
• Qµν Its definition is Qµρ ≡ 12(∇µqρ + ∇ρqµ) − 12gµρ∇αqα, where qα ≡ ∇βh¯βα. As
one can recognize, Qµρ contains the arbitrariness of making different gauge choices when
solving the Einstein equation, where one makes a gauge choice by specifying the qµ’s. The
components of Qµρ are
Q−− = ∂−q−, Q−A =
1
2
(∂−qA + ∂Aq−), Q−+ =
1
2
(g++∂−q− − ∂AqA)
QAB =
1
2
(∂AqB + ∂BqA)− 1
2
δAB(∂−q+ − g++∂−q− + ∂AqA)
Q+A =
1
2
[∂Aq+ − (∂Ag++)q−]
Q++ =
1
2
(∂Ag++)qA − 1
2
g++(∂−q+ − g++∂−q− + ∂AqA) (51)
• Nµν It is defined to be the part of κ211δ[Tµν ]A that contains only the metric per-
turbation, but not the three-form gauge potential perturbation. Its components are given
11
by
N++ = µ
2
(
1
3
h¯+− +
1
12
g++h¯−− − 1
3
3∑
i=1
h¯ii +
1
6
9∑
a=4
h¯aa
)
N+− =
µ2
4
h¯−−, N+i =
µ2
2
h¯−i, N+b = 0
N−− = 0, N−i = 0, N−b = 0
Nij = −µ
2
4
δij h¯−−, Nib = 0, Nab =
µ2
4
δabh¯−− (52)
• Lµν This is defined to be the part of κ211δ[Tµν ]A that contains only the three-form
perturbation, but not the metric perturbation. Its components are given by
L++ = µ
(
δF123+ − 1
2
g++δF123−
)
, L+− = 0, L+i =
µ
4
ǫijkδF+jk−, L+b =
µ
2
δF123b
L−− = 0, L−i = 0, L−b = 0
Lij =
µ
2
δijδF123−, Lib =
µ
4
ǫijkδFbjk−, Lbd = −µ
2
δbdδF123− (53)
Next let us deal with the Maxwell equation. In the absence of the source, it is
1√−g∂λ
(√−g F λµ1µ2µ3)− η˜
1152
ǫµ1...µ11√−g Fµ4...µ7Fµ8...µ11 = 0 (54)
where η˜ is either +1 or −1 depending on the choice of convention, which one can fix later
by requiring the consistency of the conventions for the equations and the solutions under
consideration. When the source is present, we add its current Jµ1µ2µ3 to the left-hand side
of the above equation, and get
δ
[
1√−g∂λ
(√−g F λµ1µ2µ3)− η˜
1152
ǫµ1...µ11√−g Fµ4...µ7Fµ8...µ11
]
= Jµ1µ2µ3 (55)
We can write the left-hand side of the above equation as the sum of two totally antisym-
metric tensors Zµ1µ2µ3 + Sµ1µ2µ3 , where Zµ1µ2µ3 is defined to be the part that contains the
metric perturbation only, and Sµ1µ2µ3 is defined to be the part that contains the three-form
perturbation only. One finds
Z+−i = µǫijk∂j h¯−k, Z
+−b = 0, Z+ij = µǫijk(∂−h¯−k − ∂kh¯−−), Z+ib = 0, Z+bc = 0
Z−ij = µǫijk
[
∂k
(
1
3
h¯− h¯ −− −
3∑
i=1
h¯ii
)
− ∂bh¯kb
]
, Z−ib = µǫijk∂j h¯kb, Z
−bc = 0
Z ijk = −µǫijk
[
∂−
(
1
3
h¯− h¯ −− −
3∑
i=1
h¯ii
)
− ∂bh¯−b
]
, Z ijb = µǫijk(∂−h¯kb − ∂kh¯−b)
Z ibc = 0, Zbce = 0 (56)
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and
S+−A = gµν∂µ∂νa−+A + ∂Bg++∂−aBA− − ∂−(∇µaµ+A) + ∂A(∇µaµ+−) (57)
S+AB = gµν∂µ∂νa−AB − ∂−(∇µaµAB) + ∂A(∇µaµ−B)− ∂B(∇µaµ−A) (58)
S−AB = gµν∂µ∂νa+AB − g++S+AB
+ {[(∂Ag++)(∂−a−+B) + ∂A(∇µaµ+B)− ∂A (aEB−∂Eg++)]− [A↔ B]}
−(∂Dg++)δFD−AB − µ η˜
24
ǫ−ABµ4...µ7123+δFµ4...µ7 (59)
SABE = gµν∂µ∂νaABE − (∂Ag++)(∂−a−BE)− (∂Bg++)(∂−a−EA)− (∂Eg++)(∂−a−AB)
−∂A(∇µaµBE)− ∂B(∇µaµEA)− ∂E(∇µaµAB)− µ η˜
24
ǫABEµ4...µ7123+δFµ4...µ7
(60)
Notice that Sµ1µ2µ3 contains ∇µaµρλ and its derivatives. Those terms correspond to the
gauge freedom for the three-form gauge potential.
Now that we have collected the expressions for the various tensors, we are ready to
diagonalize the field equations. Recall that the Einstein equation is
− 1
2
∇σ∇σh¯µν +Kµν +Qµν −Nµν − Lµν = κ211[Tµν ]S (61)
and the Maxwell equation is
Zµ1µ2µ3 + Sµ1µ2µ3 = Jµ1µ2µ3 (62)
The right-hand side of these equations is given by specifying the source that we consider
(recall that the three-form current J is of order κ211), hence we only need to concentrate on
diagonalizing the left-hand sides.
As will be seen shortly, it is useful to define “level” for tensors: lower +/upper − indices
contribute +1 to the level; lower −/upper + indices contribute −1 to level; and the upper
A/lower A indices contribute zero to the level. We shall see that the field equations should
be solved in ascending order of their levels. The following is the detailed prescription of the
diagonalization procedure. Let us use the shorthand notation (E.E.)µν for the lower (µν)
component of the Einstein equation, and (M.E.)µ1µ2µ3 for the upper (µ1µ2µ3) component of
the Maxwell equation.
• at level −2
13
The only field equation at this level is (E.E.)−−, which reads, upon using the expressions
of the various tensors ∇σ∇σh¯µν , Kµν , Qµν ... etc., that we have given above
−1
2
gµν∂µ∂ν h¯−− +Q−− = κ
2
11[T−−]S (63)
This equation can be immediately solved for h¯−− after specifying the source term and the
gauge choice term Q−−.
• at level −1
We have (E.E.)−A, which reads
− 1
2
[
gµν∂µ∂νh¯−A − (∂Ag++)(∂−h¯−−)
]
+Q−A = κ
2
11[T−A]S (64)
which can now be solved for h¯−A, using the h¯−− found previously. Also at this level is
(M.E.)+AB, which reads,
gµν∂µ∂νa−ij − ∂−(∇µaµij) + ∂i(∇µaµ−j)− ∂j(∇µaµ−i) + µǫijk(∂−h¯−k − ∂kh¯−−) = J+ij
gµν∂µ∂νa−ib − ∂−(∇µaµib) + ∂i(∇µaµ−b)− ∂b(∇µaµ−i) = J+ib
gµν∂µ∂νa−bc − ∂−(∇µaµbc) + ∂b(∇µaµ−c)− ∂c(∇µaµ−b) = J+bc (65)
from which we can find a−AB, upon specifying the gauge choice ∇µaµρλ for the three-form
and using the h¯−A and h¯−− found previously.
• at level 0
At this level we have (E.E.)+−, (M.E.)
+−A, (E.E.)AB, and (M.E.)
ABE .
(E.E.)+− is of the form
− 1
2
gµν∂µ∂ν h¯+− = known terms (66)
(From now on, we will not bother writing down the detailed equations; “known terms” refers
to the gauge choice terms Qµν , ∇µaµρλ, source terms, and terms containing previously found
h¯µν ’s and aµνρ’s, one can write those down by looking up the expressions given earlier for
the various tensors.) Hence solving it we get h¯+−. Solving (M.E.)
+−A gives a−+A.
(E.E.)AB and (M.E.)
ABE are coupled, so a little more work is needed. The following
are the details. First notice that the only unknown in (M.E.)bce is abce, hence solving this
equation we find abce ((M.E.)
bce contains the usual term gµν∂µ∂νabce and also a term of the
form ∂−adfg which comes from the F ∧ F in the Maxwell equation, hence it is not quite a
Laplace equation. But, that being said, one shouldn’t have any difficulty solving it.)
(M.E.)ibc is of the form gµν∂µ∂νaibc = known terms, solving which gives aibc. (M.E.)
ijb
and (E.E.)kb are coupled in the following manner
gµν∂µ∂νaijb + µǫijk∂−h¯kb = known terms
−1
2
gµν∂µ∂νh¯kb +
1
4
µǫklm∂−almb = known terms (67)
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Decoupling these two equations is quite easy. Let us take a12b and h¯3b as the representative
case. One sees that these two equations can be recombined to give
(gµν∂µ∂ν + iµ∂−)(h¯3b + ia12b) = known terms
(gµν∂µ∂ν − iµ∂−)(h¯3b − ia12b) = known terms (68)
Solving these equations gives (h¯3b + ia12b) and (h¯3b − ia12b), and in turn h¯3b and a12b.
(M.E.)ijk is coupled to (E.E.)ij and (E.E.)bd through the quantity H ≡ 23
∑3
i=1 h¯ii −
1
3
∑9
a=4 h¯aa in the following manner
gµν∂µ∂νa123 + µ∂−H = known terms
−1
2
gµν∂µ∂ν h¯ij +
1
2
µδij∂−a123 = known terms
−1
2
gµν∂µ∂ν h¯bd − 1
2
µδbd∂−a123 = known terms (69)
Combining the last two equations gives
− gµν∂µ∂νH + 4µ∂−a123 = known terms (70)
Recombining this with first equation, we get
(gµν∂µ∂ν + 2iµ∂−)(H + 2ia123) = known terms
(gµν∂µ∂ν − 2iµ∂−)(H − 2ia123) = known terms (71)
solving which individually gives H and a123. Using the resulting expression for a123 one can
then find h¯ij and h¯bd. Thus we are done with (E.E.)AB and (M.E.)
ABE .
• at level 1
(M.E.)−AB is of the form gµν∂µ∂νa+AB = known terms, solving which gives a+AB.
(E.E.)+A is of the form −12gµν∂µ∂ν h¯+A = known terms, solving which gives h¯+A.
• at level 2
(E.E.)++ is of the form −12gµν∂µ∂ν h¯++ = known terms, solving which gives h¯++.
Thus we have diagonalized the whole set of Einstein equations and Maxwell equations.
4.2 Application to a Spherical Membrane Source using the Near-
Membrane Expansion
Now let us apply the general formalism of the previous subsection to the case of interest,
with the source being a spherical membrane sitting at the origin of the transverse directions,
i.e. having (X1)2+(X2)2+(X3)2 = r20, X
4 = 0, ..., X9 = 0, and X+ = t, X− = 0. The gauge
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choice we shall take is: qα = 0 (hence all the Qαβ’s vanish); and ∇µaµρλ = 0. The nonzero
components of the stress tensor and three-form current for this source are given by
[T−−]s = Tδ(x
−)δ(r − r0)δ(x4)...δ(x9)
(µr0
3
)−1
[T+−]s = −
(µr0
3
)2
[T−−]s, [Tij ]s =
(µr0
3
)2(xixj
r20
− δij
)
[T−−]s, [T++]s =
(µr0
3
)4
[T−−]s
(72)
and
J+ij = κ211(−2)
(µr0
3
)
ǫijk
xk
r0
[T−−]s (73)
where r ≡
√
xixi.
Now let us explain what we mean by “near-membrane expansion”. Define w ≡ r − r0,
z ≡ √xaxa, and ξ ≡ √w2 + z2, which parameterize the distance away from the source
membrane. We shall assume that w, z, ξ are of the same order of magnitude. The near-
membrane expansion is an expansion in ξ/r0. When one sits very close to membrane, one
just sees a flat membrane, which is the zeroth order of the expansion. As one moves away from
the membrane, one begins to feel the curvature of membrane, which gives the higher order
corrections in the expansion. One should also note that the zeroth order of this expansion
is just the flat space limit: µ→ 0, r0 →∞, with µr0 kept finite.
It is instructive to see how the zeroth order works. At this order, in the Einstein equa-
tions and Maxwell equations, the effective source terms (which are of the forms (∂g++)h¯µν ,
etc.) arising from the various tensors Kµν , Nµν , Lµν , Z
µνρ etc. are less singular then the
delta-functional sources [Tµν ]s and J
µνρ, and can thus be thrown away. Then the resulting
equations are trivially decoupled. Also, at this order, we can treat the xi’s in [Tµν ]s and J
µνρ
as constant vectors. One finds (using the subscript 0 to denote “zeroth order”)
[h¯−A]0 = 0, [a−ij ]0 =
(µr0
3
)
ǫijk
xk
r0
[h¯−−]0, [a−ib]0 = 0, [a−bc]0 = 0
[h¯+−]0 = −
(µr0
3
)2
[h¯−−]0, [a−+A]0 = 0, [h¯ij ]0 =
(µr0
3
)2(xixj
r20
− δij
)
[h¯−−]0
[h¯ib]0 = 0, [h¯bc]0 = 0, [aABE ]0 = 0
[a+ij ]0 = −
(µr0
3
)3
ǫijk
xk
r0
[h¯−−]0, [a+ib]0 = 0, [a+bc]0 = 0, [h¯+A]0 = 0
[h¯++]0 =
(µr0
3
)4
[h¯−−]0 (74)
where [h¯−−]0 satisfies[
−
(µr0
3
)2
k2− +
∂2
(∂w)2
+
∂2
(∂x4)2
+ ...
∂2
(∂x9)2
]
[h¯−−]0 = − 1
πR
(µr0
3
)−1
κ211Tδ(w)δ(x
4)...δ(x9)
(75)
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(where we have multiplied the right hand side of the equation by 1
2piR
due to the Fourier
transform along the x− direction), and is given by
[h¯−−]0 = ∆
exp
(− µr0
3
k−ξ
)
ξ5
[
3 + 3
(µr0
3
k−ξ
)
+
(µr0
3
k−ξ
)2]
(76)
with ∆ ≡ κ211T
16pi4R(µr0
3
)
.
Plugging the above zeroth order solution of the field equations into the light-cone La-
grangian δLlc given in eqn (27), for a spherical probe membrane with radius r′0, sitting
at rest in the 1, 2, 3 directions, and moving about in the 4 through 9 directions: (X1)2 +
(X2)2 + (X3)2 = r′20 , X
4(t), ..., X9(t), and X+ = t, X− = 0, one finds (using the facts that
T = µΠ−
3r′
0
sin θ
, and we can set r′0 = r0 because we are looking at the zeroth order)
δLlc = 1
8
Π−[h¯−−]0(X˙
aX˙a)2 (77)
It is worth noting that, keeping only the leading order term in k− in [h¯−−]0, eqn (77)
becomes the v4 Lagrangian for the case of longitudinal momentum transfer between two
membranes in the flat space, given in [16].
Now let us go on to consider higher orders in the near-membrane expansion. Since in
this paper we do not consider longitudinal momentum transfer, we shall set k− = 0 (which
makes many fields equations decouple).
Denote
✷ ≡ ∂A∂A
(when acting on functions of (w, z))
= ✷0 + δ✷ (78)
with ✷0 ≡ ∂2∂w2 + ∂
2
∂z2
+ 5
z
∂
∂z
= ∂2w + ∂a∂a being the zeroth order Laplace operator, and
δ✷ ≡ 2
r0+w
∂
∂w
being curvature correction to it.
At level −2
(E.E.)−−
✷h¯−− = − 1
πR
κ211Tδ(w)δ(x
4)...δ(x9)
(µr0
3
)−1
(79)
Let
h¯−− = [h¯−−]0 + δh¯−− (80)
with [h¯−−]0 ≡ ∆ 3ξ5 , which satisfies
✷0[h¯−−]0 = − 1
πR
κ211Tδ(w)δ(x
4)...δ(x9)
(µr0
3
)−1
(81)
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Then (E.E.)−− becomes
✷0δh¯−− + δ✷[h¯−−]0 + δ✷δh¯−− = 0 (82)
Now let’s look at the order of magnitude of each term in the above equation. Notice that
✷0 ∼ 1ξ2 , δ✷ ∼ 1r0ξ . The second term is thus ∼ ∆ 1r0ξ6 , which tells us δh¯−− ∼ ∆ 1r0ξ4 . Solving
the equation iteratively we find
δh¯−− = [h¯−−]0
(
−w
r0
+
w2
r20
− w
3
r30
+
w4
r40
)
(83)
and thus
h¯−− = 3∆
1
ξ5
[
r0
r0 + w
+O
(
ξ5
r50
)]
(84)
We did not compute the O
(
ξ5
r5
0
)
terms, because we are only interested in the part of the
solution that is singular as ξ → 0. Solving the other field equations is similar, so we just
present the results below, omitting the O
(
ξ5
r5
0
)
symbol.
At level −1
h¯−A = 0
a−bc = 0
a−ib = 0
a−ij = ǫijkx
kµ∆
1
ξ5
[
1− 1
2
w
r0
+
1
6
w2 + z2
r20
− 1
2
wz2
r30
+
w2z2
r40
]
(85)
At level 0
h¯+− = −
(µr0
3
)2 3∆
ξ5
[
1 +
(
5
4
w2
r20
+
7
8
z2
r20
)
r0
r0 + w
]
a−+A = 0
aABD = 0
(86)
h¯kb = x
kxbµ2∆
1
ξ5
(
−1
2
)[
1− 5
4
w
r0
+
17
12
w2
r20
− 1
12
z2
r20
− 3
2
w3
r30
+
1
4
wz2
r30
+
3
2
w4
r40
− 1
2
w2z2
r40
]
(87)
h¯ij =
xixj
r2
(µr0
3
)2
∆
3
ξ5
[
1− w
r0
− z
2
r20
+
w3
r30
+ 2
wz2
r30
− w
4
r40
− w
2z2
r40
+
z4
r40
]
−δij
(µr0
3
)2
∆
3
ξ5
[
1 +
1
2
w
r0
+
7
12
w2
r20
− 1
24
z2
r20
− 1
4
w3
r30
+
3
8
wz2
r30
+
1
4
w4
r40
− 1
24
w2z2
r40
+
1
3
z4
r40
]
(88)
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h¯bd = δbd(µr0)
2∆
1
ξ5
[
1
2
w
r0
− 7
18
w2
r20
− 19
72
z2
r20
+
7
18
w3
r30
+
19
72
wz2
r30
− 7
18
w4
r40
− 19
72
w2z2
r40
]
(89)
At level +1
a+bc = 0
a+ib = 0
a+ij = −ǫijkxk
(µr0
3
)2
µ∆
1
ξ5
[
1 + 2
w
r0
− w
2
r20
− 5
4
z2
r20
+
3
2
w3
r30
+
7
4
wz2
r30
− 3
2
w4
r40
− 5
4
w2z2
r40
+
1
2
z4
r40
]
(90)
h¯+A = 0 (91)
At level +2
h¯++ =
(µr0
3
)4
∆
3
ξ5
[
1 +
5
2
w
r0
+
31
12
w2
r20
− 1
24
z2
r20
+
17
12
w3
r30
− 1
12
wz2
r30
+
1
3
w4
r40
+
23
24
w2z2
r40
+
17
32
z4
r40
]
(92)
(A note in passing: as it turns out, the choice of convention for η˜ in the Maxwell equation
(54) does not matter, since it drops out when solving the field equations for our specific
source.)
Again, let the probe membrane have a radius r′0 = r0 + w, with the trajectory (X
1)2 +
(X2)2 + (X3)2 = r′20 , X
4(t), ..., X9(t), and X+ = t, X− = 0. We shall take v ≡
√
X˙aX˙a to
be of order µz (recall that the supersymmetric circular orbit has v = 1
6
µz; so here we are
considering generically nonsupersymmetric orbits that can be regarded as deformations of
the supersymmetric circular one). Plugging in the supergravity solution given above into
eqn (27 ), using T = µΠ−
3r′
0
sin θ
, and in the end keeping only the part of δLlc that is singular as
ξ → 0, we find the probe’s Llc to be
Llc = (Llc)pp + δLlc (93)
with (Llc)pp being the action in the unperturbed pp-wave background, and
δLlc = Π−∆µ
4(4w2z2 + 7z4)− 72µ2v2(2w2 + 5z2) + 3888v4
10368ξ5
(94)
Notice that the above δLlc’s singular behavior as ξ → 0 is homogeneous: ∼ 1ξ (since v is of
order µz). The expression in the numerator: µ4(4w2z2 + 7z4)− 72µ2v2(2w2 + 5z2) + 3888v4
nicely factorizes into (36v2−z2µ2)[108v2−(4w2+7z2)µ2], which shows that for the special case
of the supersymmetric circular orbit v = 1
6
µz considered in [10], δLlc vanishes as expected.
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To be more precise, so far we have been talking about Lagrangian density. Since the
membrane worldvolume is taken to be a unit sphere, the Lagragian is given by
δLlc =
∫
dθdφδLlc = κ
2
11T
2
4π3Rµ2
(36v2 − z2µ2)[108v2 − (4w2 + 7z2)µ2]
1152ξ5
=
α
µ2
(36v2 − z2µ2)[108v2 − (4w2 + 7z2)µ2]
1152ξ5
(95)
where to get the first line we used T = µΠ−
3r′
0
sin θ
to eliminate Π− in terms of T and r
′
0, and set
r′0 ≈ r0 in the end to remove higher wr0 order curvature correction. To get the second line we
used the expressions for κ211, T , and α in terms of M and R given at the end of Subsection
2.1.
Here we would like to make a brief comparison of the above membrane result with the
graviton result given in [2].
First of all, the membrane result contains the variable w (the difference in radius between
the probe membrane and the source membrane), which has no counterpart in the graviton
case. Secondly, in terms of the x1 through x3 directions, the two membranes are sitting at
rest at the origin; this corresponds to setting xi = 0 and vi = 0 in the graviton case.
If we set w = 0 in eqn (95), i.e., consider two membranes of the same size, then ξ = z,
and
(δLlc)membrane =
α
1152µ2z5
(36v2 − z2µ2)(108v2 − 7z2µ2) (96)
while for the gravitons, upon setting Np = Ns = N , x
i = 0, and vi = 0 in eqn (19) of [2], we
have
(δLlc)graviton =
α3N2
5736z7
(36v2 − z2µ2)(140v2 − 7z2µ2) (97)
When comparing the above two expressions, note the difference between the numerators:
(108v2 − 7z2µ2) for membrane, and (140v2 − 7z2µ2) for graviton. Also notice their different
power law dependence on z: 1
z5
for membrane and 1
z7
for graviton, which cannot be undone
by integrating over the membrane (r0, the radius of the membrane, has nothing to do with
z, the separation of the membranes in the X4 to X9 directions).
5 Matrix Theory Computation - The Membrane Limit
Shin and Yoshida have previously calculated the one-loop effective action for membrane
fuzzy spheres extended in the first three directions and having periodic motion in a sub-
plane of the remaining six transverse directions. In reference [10] they considered the case
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of supersymmetric circular motion for an arbitrary radius and angular frequency µ
6
(this
orbit preserves eight supersymmetries and was first found by [1]). Here we generalize that
analysis to orbits which are not required to satisfy the classical equations of motion and
are in general nonsupersymmetric. The procedures are: expanding the action to quadratic
order in fluctuations, writing the fields in terms of the matrix spherical harmonics introduced
in [17] 2 , diagonalizing the mass matrices of the bosons, fermions, and ghosts, and finally
summing up the masses to get the one-loop effective action. In doing so, we shall adopt the
notations of [10]. We shall consider the background
BI =
(
BI(1) 0
0 BI(2)
)
(98)
where
Bi(1) =
µ
3
J i(1)N1×N1 B
a
(1) = 0 · 1N1×N1
Bi(2) =
µ
3
J i(2)N2×N2 + x
i(t)1N2×N2 B
a
(2) = x
a(t)1N2×N2 (99)
with the J i’s being su(2) generators. The above background has the interpretation of one
spherical membrane (labeled by the subscript (1)) sitting at the origin, and the other spher-
ical membrane (labeled by the subscript (2)) moving along the arbitrary orbit given by
{xi(t), xa(t)}.
The fluctuations of the bosonic fields are given by
A =
(
Z0(1) Φ
0
(Φ0)† Z0(2)
)
Y I =
(
ZI(1) Φ
I
(ΦI)† ZI(2)
)
(100)
As it turns out, the part of the bosonic action containing the diagonal fluctuations Z0, ZI
does not contain any new terms in addition to those given in [10]. So we do not write it
out here. (It shall be the same situation for the fermionic and ghost parts of the action; it
is the off-diagonal fluctuations that give the one-loop interaction potential between the two
2For the computation below, one only needs the transformation of the matrix spherical harmonics under
SU(2), however, for detailed construction of the matrix spherical harmonics, see, e.g., Appendix A of [18].
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membranes.) The action for the off-diagonal fluctuations is
SOD =
∫
dt Tr [− Φ˙0|2 + x2|Φ0|2 +
(µ
3
)2
|J i ◦ Φ0|2 − 2
(µ
3
)
xiRe((J i ◦ Φ0)(Φ0)†)
+|Φ˙i|2 − x2|Φi|2 −
(µ
3
)2
|Φi + iǫijkJ j ◦ Φk|2 +
(µ
3
)2
|J i ◦ Φi|2
+2
(µ
3
)
xiRe((J i ◦ Φ0)(Φ0)†)− 2ix˙i((Φ0)†Φi − (Φi)†Φ0)
+|Φ˙a|2 −
(
x2 +
µ2
62
)
|Φa|2 −
(µ
3
)2
|J i ◦ Φa|2
+ 2
(µ
3
)
xiRe((J i ◦ Φa)(Φa)†)− 2ix˙a((Φ0)†Φa − (Φa)†Φ0)
]
(101)
where x2 ≡ xixi + xaxa, and dots means time-derivatives.
We specialize to the case where, xi = 0, x8 = b, x9 = vt, with (x8)2+(x9)2 denoted by z2.
The effective potential will be computed by summing over the mass of the fermionic and ghost
fluctuations and then subtracting the mass of the bosonic fluctuations. This method, which
we will refer to as the sum over mass method, is the same as the one used in [2]. Although
the above trajectory has the form of a straight line with constant velocity in the (x8, x9)
plane, the final expression of Veff in terms of z ≡
√
(xa)2 and v ≡
√
(x˙a)2 should suffice for
the purpose of comparing with supergravity for arbitrary orbits xa(t). One may ask whether
the sum over mass formula is valid when the masses of the fluctuations are time-dependent
(one origin for such a time-dependence is the acceleration of the trajectory). In Section 4.2
and Appendix A of [2], it was carefully shown that, in the case of two-graviton interaction
in the pp-wave background, the sum over mass formula was sufficient in computing the
terms that could occur on the supergravity side. The time-dependence in the masses of the
fluctuations will give terms of the form of matrix theory corrections to supergravity (i.e.,
terms that dominate at extreme short distances and cannot be observed in supergravity),
which does not concern us since we are only interested in a comparison with supergravity.
Here we expect a similar argument to hold in the case of two-membrane interaction. The
rather non-trivial agreement with supergravity presented at the end of this section and also
the agreement with the work of Shin and Yoshida [11] in section 6.2 confirm the validity of
the sum over mass method.
Expand the fields in terms of matrix spherical harmonics
Φ0,I =
1
2
(N1+N2)−1∑
j= 1
2
|N1−N2|
j∑
m=−j
φ0,IjmY
N1×N2
jm . (102)
For our choice of background the masses of modes in the i = 1, 2, 3 and a = 4, 5, 6, 7, 8
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directions are the same as those in [10]. For the gauge field and a = 9 direction we have
S =
∫
dt
1
2
(N1+N2)−1∑
j= 1
2
|N1−N2|
[
−| ˙φ0jm|2 +
(
z2 +
(µ
3
)2
j(j + 1)
)
|φ0jm|2
+| ˙φ9jm|2 −
(
z2 +
(µ
6
)2
+
(µ
3
)2
j(j + 1)
)
|φ0jm|2
−2iv ((φ0jm)∗ φ9jm − (φ9jm)∗ φ0jm)] (103)
where there is an implicit sum over −j ≤ m ≤ j. It is straightforward to diagonalize the
mass matrix for these modes. Combining all contributions from bosonic fluctuations we get
an bosonic effective potential3 given by,
V Beff = −
1
2
(N1+N2)−2∑
j= 1
2
|N1−N2|−1
(2j + 1)
√
z2 +
(µ
3
)2
(j + 1)2
−
1
2
(N1+N2)∑
j= 1
2
|N1−N2|+1
(2j + 1)
√
z2 +
(µ
3
)2
j2
−
1
2
(N1+N2)−1∑
j= 1
2
|N1−N2|
(2j + 1)
√
z2 +
(µ
3
)2
j(j + 1)
−
1
2
(N1+N2)−1∑
j= 1
2
|N1−N2|
5(2j + 1)
√
z2 +
(µ
3
)2
(j +
1
2
)2
−
1
2
(N1+N2)−1∑
j= 1
2
|N1−N2|
(2j + 1)


√
z2 +
(µ
3
)2
(j(j + 1) +
1
8
) +
1
2
√(µ
6
)4
+ 16v2
+
√
z2 +
(µ
3
)2
(j(j + 1) +
1
8
)− 1
2
√(µ
6
)4
+ 16v2

 (104)
Now for the fermions we start with the action given in [10]
LF = Tr(iΨ
†Ψ˙−Ψ†γI [Ψ, BI ]− iµ
4
Ψ†γ123Ψ) (105)
with
Ψ =
(
Ψ(1) χ
χ† Ψ(2)
)
. (106)
3Note that our convention differs from that of [10] by an overall minus sign. See section 2.
23
Again the action for the diagonal fluctuations has no new terms, and for the off-diagonal
part we decompose the SO(9) spinor χ using the subgroup SO(3)×SO(6) ∼ SU(2)×SU(4)
preserved by PP-wave, 16→ (2, 4) + (2¯, 4¯)
χ =
1√
2
(
χAα
χˆAα
)
. (107)
Substituting this into LF ,
LF = Tr
[
i(χ†)Aαχ˙Aα − 1
4
(χ†)AαχAα − µ
3
(χ†)Aα(σi)βαJ
i ◦ χAβ
+i(χˆ†)Aα ˙ˆχAα +
1
4
(χˆ†)AαχˆAα +
µ
3
(χˆ†)Aα(σi)βαJ
i ◦ χˆAβ
+xi(−(χ†)Aα(σi)βαχAβ + (χˆ†)Aα(σi)βαχˆAβ) + xa((χ†)AαρaABχˆBα + (χˆ†)αA((ρa)AB)†χBα)
]
(108)
with the σi’s and ρa’s being the gamma matrices for SO(3) and SO(6) respectively. We now
substitute our specific background and expand in modes,
LF =
1
2
(N1+N2)−3/2∑
j= 1
2
|N1−N2|−1/2
[
iπ†jmπ˙jm + iπˆ
†
jm
˙ˆπjm − 1
3
(
j +
3
4
)
(π†jmπjm − πˆ†jmπˆjm)
+xa(π†jmρ
aπˆjm + πˆ
†
jm(ρ
a)†πjm)
]
+
1
2
(N1+N2)−1/2∑
j= 1
2
|N1−N2|+1/2
[
iη†jmη˙jm + iηˆ
†
jm
˙ˆηjm − 1
3
(
j +
1
4
)
(η†jmηjm − ηˆ†jmηˆjm)
+xa(η†jmρ
aηˆjm + ηˆ
†
jm(ρ
a)†ηjm)
]
(109)
where again there is an implicit sum over m. This can be diagonalized and contributes to
the effective action
V Feff = 2
1
2
(N1+N2)−3/2∑
j= 1
2
|N1−N2|−1/2
(2j + 1)(
√
z2 +
(µ
3
)2
(j +
3
4
)2 + v +
√
z2 +
(µ
3
)2
(j +
3
4
)2 − v
+2
1
2
(N1+N2)−1/2∑
j= 1
2
|N1−N2|+1/2
(2j + 1)(
√
z2 +
(µ
3
)2
(j +
1
4
)2 + v +
√
z2 +
(µ
3
)2
(j +
1
4
)2 − v
(110)
There is also the contribution from the ghosts, however, this has no new terms for our choice
of background,
V Geff = 2
1
2
(N1+N2)−1∑
j= 1
2
|N1−N2|
(2j + 1)
√
z2 +
(µ
3
)2
j(j + 1) (111)
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and the total effective action is the sum of the three pieces
Veff = V
B
eff + V
F
eff + V
G
eff . (112)
We introduce the variables N and u,
N1 = N + 2u N2 = N, (113)
where u will be related to the difference in radii of the two spheres and from now on we will
restore α using dimensional analysis. Define
η2± = z
2 ± 1
2
√(αµ
6
)4
+ 16α2v2
ν2± = z
2 ± αv (114)
and assuming that u ≥ 1 (rather than assuming u ≥ 0 because the lower limit of the first
summation in eqn (104) has to be non-negative) we can write the effective action so that j
always starts from 0 and finishes at N − 1.
Veff = − 1
α
N−1∑
j=0
{
(2j + 2u− 1)
[
z2 +
(αµ
3
)2
(j + u)2
] 1
2
+(2j + 2u+ 3)
[
z2 +
(αµ
3
)2
(j + u+ 1)2
] 1
2
+(2j + 2u+ 1)
[
z2 +
(αµ
3
)2
(j + u)(j + u+ 1)
] 1
2
+5(2j + 2u+ 1)
[
z2 +
(αµ
3
)2
(j + u+ 1/2)2
] 1
2
+(2j + 2u+ 1)
([
η2+ +
(αµ
3
)2
((j + u)(j + u+ 1) +
1
8
)
] 1
2
+
[
η2− +
(αµ
3
)2
((j + u)(j + u+ 1) +
1
8
)
] 1
2
)
−2(2j + 2u)
([
ν2+ +
(αµ
3
)2
(j + u+ 1/4)2
] 1
2
+
[
ν2− +
(αµ
3
)2
(j + u+ 1/4)2
] 1
2
)
−2(2j + 2u+ 2)
([
ν2+ +
(αµ
3
)2
(j + u+ 3/4)2
] 1
2
+
[
ν2− +
(αµ
3
)2
(j + u+ 3/4)2
] 1
2
)
−2(2j + 2u+ 1)
[
z2 +
(αµ
3
)2
(j + u)(j + u+ 1)
] 1
2
}
(115)
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Let us write the above summation as
Veff =
N−1∑
j=0
V(j) (116)
and use Euler-Maclaurin sum formula to convert it into integrals
Veff =
∫ N
0
V(j)dj − 1
2
[V(N) + V(0)] + 1
12
[V ′(N)− V ′(0)]
− 1
720
[V ′′′(N)− V ′′′(0)] + · · · (117)
It is useful to first see what we are expecting from such an integral. From eqn(115), we
see that a typical term of V(j) is roughly of the form:
V(j) = 1
α
j
√
z2 + αv + α2µ2j2
= µN2
j
N
√
(
j
N
)2 +
1
N2
((
z
αµ
)2 +
v
αµ2
) (118)
Plugging the above form of V into eqn (117) and defining new variables γ = j/N and
ζ =
√
(( z
αµ
)2 + v
αµ2
) , not keeping track of the exact coefficients, we have:
Veff = µN
3
∫ 1
0
dγ γ
√
γ2 + (
ζ
N
)2 + µN2
(√
1 + (
ζ
N
)2
)
+µN
(
∂γ
(
γ
√
γ2 + (
ζ
N
)2
))
1
0
+
µ
N
(
∂3γ
(
γ
√
γ2 + (
ζ
N
)2
))
1
0
+ · · ·
= µN3
{
F0(
ζ
N
) +
1
N
F1(
ζ
N
) +
1
N2
F2(
ζ
N
) + · · ·
}
(119)
where Fn are functions of
ζ
N
= 1
N
√
(( z
αµ
)2 + v
αµ2
) originating from the n-th derivative of γ
(we shall see in the next paragraph why we use ζ
N
as the argument for Fn ). Note that each
Fn is weighted by a factor
1
Nn
.
First we look at the term F0. Assuming in an power expansion of F0(x) there exists a term
x3, after expanding in α it would contribute to Veff a v
4 term of the form µN3( ζ
N
)3 ∼ αv4
µ2z5
,
which has the correct form of membrane interactions and has the correct order of N (see
section 2). If in the power expansion of F0(x) there also exists a term x
1, then it would
contribute to Veff a v
4 term of the form µN3( ζ
N
) ∼ N2α3v4
z7
. This is the same expression
as graviton interactions. The details of the coefficients and whether such terms exist in the
power expansion of course has to be seen by actually performing the integration, however as
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we will see later, the integrals do produce terms of the correct interactions, in the both the
membrane and the graviton limit.
Next we look at Fn for n > 0. The whole argument in the last paragraph goes through,
except now every term is weighted by an extra factor of 1
Nn
. For example, the membrane like
interaction produced by Fn looks like
1
Nn
αv4
µ2z5
. This factor of 1
Nn
means that this term is in
fact a matrix theory correction to supergravity, because it vanishes as N → ∞. Therefore,
we could see that in converting the summation into a series of integrals, only the first one is
needed for comparison with supergravity. All the other Fn with n > 0 produces only matrix
theory corrections which is not the subject of interest here.
Now we go back to eqn (115). As discussed above, we only need the integral part F0,
which we calculate using Mathematica. After calculating the integrals, u is replaced by the
supergravity variable w = αµ
3
u, and the answer is expanded first in large N , keeping only the
leading order (which is order N0), and then expanded in small α, keeping only the (α)1 order
(which according to Subsection 2.2 is the appropriate order to be compared to supergravity
in the membrane limit). Finally the answer is converted back into Minkowski signature by
sending v2 → −v2. We obtain the following one-loop potential in the membrane limit4:
Veff = α
(
(36v2 − z2w2)(108v2 − (4w2 + 7z2)µ2)
1152(w2 + z2)5/2µ2
)
. (120)
We find exact agreement when this expression is compared with the supergravity light
cone Lagrangian given in eqn (95).
6 Interpolation of the Effective Potential
6.1 The Interpolation
The purpose of this section is to find the effective potential that interpolates between the
membrane limit and the graviton limit. Due to the complexity of the field equations on the
supergravity side, this problem could only be attacked on the matrix theory side. On the
matrix theory side, however, there is a subtlety that needs to be taken into account before
such a potential could be found. Here we will analyse only the v4 term, the µ2v2 term as
well as µ4 term can be studied in exactly the same way.
From the supergravity side, what we wish to find is more or less clear. Near the membrane,
4This is only the effective potential in the membrane limit because when we expand in largeN and keeping
only the lowest order we essentially send the radius of the spheres r0 ∼ αµN to infinity, thus compare with
z we have z
r0
≪ 1. Note also that the order the limits are taken is important. If the small α limit is taken
before the large N limit, implicitly we would be assuming z
αµ
≫ N which is the graviton limit.
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when z
r0
≪ 1, we expect an expansion like:
Veff =
αv4
µ2z5
(1 +
z
r0
+ (
z
r0
)2 + (
z
r0
)3 + (
z
r0
)4 + · · · ) (121)
Far away from the membrane, when z
r0
≫ 1, we expect an expansion:
Veff =
αv4
µ2z5
r20
z2
(1 +
r0
z
+ (
r0
z
)2 + (
r0
z
)3 + (
r0
z
)4 + · · · ) (122)
We have used N
2α3v4
z7
= αv
4
µ2z5
r2
0
z2
to rewrite the graviton result so that it looks more similar to
the membrane effective potential.
Therefore, we are basically looking for a function C(x) which appears in the effective
potential in the following way:
Veff =
αv4
µ2z5
C( z
r0
) (123)
As one could see, both the graviton and the membrane action is in this form. C(x) should
have the appropriate limit at x→ 0 and x→∞ to give the correct potential at the membrane
and the graviton limit respectively. Physically it represents curvature corrections due to the
finite size of the spherical membrane.
So now we go to the matrix theory side to try to find C(x). The subtlety is that the
effective potential on the matrix theory side not only includes curvature corrections but also
the matrix theory corrections to supergravity which we are not interested in, not to mention
that the sum over mass formula is incapable of deducing such matrix theory corrections
exactly [2].
For our purpose of comparing with supergravity, therefore, all matrix theory corrections
to supergravity should be thrown away. Such corrections appear on the matrix theory side
as 1/N corrections, mixed together with the curvature corrections, and it looks something
like:
Veff =
αv4
µ2z5
(
C0( z
r0
) +
1
N
C1( z
r0
) +
1
N2
C2( z
r0
) + · · ·
)
(124)
In such an expansion, only the C0 term should be kept. The readers are cautioned that
naively sending N to infinity will not give us the correct interpolating potential because r0
also depends on N and such limit would only result in the effective potential in the membrane
limit.
There are many ways such matrix corrections could appear. For example, in a typical
matrix theory computation we may get terms of the form:
Veff ∼ αv
4
µ2z7
(z2 + α2µ2) (125)
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Rewriting the above gives:
Veff ∼ αv
4
µ2z5
(1 +
α2µ2N2
z2
1
N2
) (126)
∼ αv
4
µ2z5
(1 +
r20
z2
1
N2
) (127)
The second term could now be identified as a matrix theory correction and is irrelevant to
us.
To isolate the curvature corrections (which we want) from the matrix theory corrections
(which we do not want), we look at eqn(124) more carefully. We could see that since
1
N
= αµ
6r0
, all the matrix theory corrections will appear in higher order in α. Therefore to get
the interpolating effective potential from the matrix theory side, we could follow the steps
below:
1. Change the summation over j in eqn(115) into an integral over j from 0 to N ;
2. Replace N by 6r0
αµ
, and u by 3w
αµ
;
3. Expand in small α and keeping only the lowest order (which shall turn out to be order
α1, with all lower orders vanishing ). This is the interpolating effective potential.
With Mathematica, the interpolating effective potential for two spheres of the same radius
(w = 0) in Minkowski signature is found to be:
Veff =
α
µ2z5
36v2 − z2µ2
1152(4r20 + z
2)5/2
×
{
108v2
(
− z5 + 16r40
√
4r20 + z
2 + 8r20z
2
√
4r20 + z
2 + z4
√
4r20 + z
2
)
− z2µ2
(
112r40
√
4r20 + z
2 + 7z4(−z +
√
4r20 + z
2) + 8r20z
2(−2z + 7
√
4r20 + z
2)
)}
(128)
We see that Veff always carries a factor of 36v
2 − z2µ2, meaning the effective potential
vanishes whenever v = µz
6
. This is expected because such configurations correspond to
circular orbits which preserve half of the supersymmetries.
Expanding this potential in the membrane limit of large r0 we get:
Veff =
α(3888v4 − 360v2z2µ2 + 7z4µ4)
1152µ2z5
=
α(36v2 − z2µ2)(108v2 − 7z2µ2)
1152µ2z5
(129)
This result is of course identical to the matrix theory result (with w = 0) in section 5 where
the membrane limit was taken in advance.
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In the graviton limit of small r0, after replacing r0 by αµN/6, we have:
Veff =
N2α3(720v4 − 56v2z2µ2 + z4µ4)
768z7
=
N2α3(20v2 − z2µ2)(36v2 − z2µ2)
768z7
(130)
The two limits of the effective action could then be compared with that of the supergravity
side. Indeed from the expressions (96) and (97) we see that we have perfect agreement.
In above we have only given the expression of the interpolating potential for two mem-
branes with the same radius (w = 0). We have also found the interpolating potential with w
included, using the same steps given above. However we choose to omit the rather lengthy
expression here for brevity.
6.2 Comparison with Shin and Yoshida
As mentioned in section 5, ref. [10], considered the case of supersymmetric circular motion
with angular frequency µ
6
and found a flat potential, which agrees with what we have found
(see the comment under eqn(128) ).
In a subsequent paper, [11], the authors considered the case of a slightly elliptical orbit
with separation, z,
z =
√
(r2 + ǫ) cos2
(
µt
6
)
+ (r2 − ǫ) sin2
(
µt
6
)
=
√
r22 + ǫ
2 + 2r2ǫ cos
(
µt
3
)
(131)
and velocity, v,
v =
µ
6
√(
(r2 + ǫ) sin
2(
µt
6
) + (r2 − ǫ) cos2
(
µt
6
))
=
µ
6
√(
(r22 + ǫ
2 − 2r2ǫ cos
(
µt
3
))
. (132)
where ǫ is the small expansion parameter for the eccentricity of the orbit. They considered
the large separation limit, r2 ≫ 0, and found an effective action, eqn(1.2) of [11],
Γeff = ǫ
4
∫
dt (α3µ4N2)
(
35
27 · 3
1
r72
− 385(αµN)
2
211 · 33 (4−
1
N2
)
1
r92
)
=
35
384
ǫ4
∫
dt (α3µ4N2)
(
1
r72
− 11(αµN)
2
36
(1− 1
4N2
)
1
r92
)
(133)
after expanding to O(ǫ4) and O(1/r92). Note that in the equation above we have restored
µ and α, and set N1 = N2 = N , r1 = 0. To compare this with our result we substitute
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the above expressions of z(t) and v(t) into our interpolating potential eqn (128) and expand
in the parameters 1/r2 and ǫ. As we are only comparing effective actions we average our
potential over one period of oscillation. We find for our time-averaged potential,
Veff = αǫ
4µ2
105
32
r20
(
1
r72
− 11r
2
0
r92
)
=
35
384
α3ǫ4µ4N2
(
1
r72
− 11(αµN)
2
36
1
r92
)
(134)
(where to reach the final line we used r0 =
αµN
6
) which agrees with eqn (133) after throwing
away the 1
N2
matrix theory corrections in the latter. In calculating the matrix theory effective
potential in section 5 we assumed a constant velocity. However, as we can see by this
comparison, as long as we ignore matrix theory corrections, it leads to the correct result.
Thus we see that we can consistently neglect acceleration terms in the effective potential as
discussed earlier.
7 Discussion and Future Directions
One immediate generalization of the work reported in this paper is to consider more com-
plicated probe configurations (recall that in this paper we have restricted our attention to
a probe membrane which is spherical and has no velocity in the x1 through x3 directions).
For example, we could consider deforming the probe membrane so that it is no longer a
perfect sphere. It means that the coordinates of the membrane XA will now be some general
functions of θ and φ, and in particular it no longer has to appear only as a point in the
4 through 9 directions. We can also give the probe membrane a nonzero velocity in the
x1 through x3 direction. These generalizations give more interesting dynamics and can be
fairly easily carried out. On the supergravity side, this just requires putting the relevant
probe configuration into the light-cone Lagrangian; on the matrix theory side, this requires
replacing the background configurations BA(2)’s used in this paper with some more general
configurations.
In this paper we take the source to be a static spherical membrane preserving all of the
sixteen linearly realized supersymmetries. As we know, there are other interesting membrane
configurations that are permitted by the pp-wave background, for example, the static hy-
perbolic brane which preserves eight supersymmetries, given by [19]. It would be interesting
to investigate gauge/gravity duality in the case where these static objects are sources and
interact with some graviton or membrane probe. On the supergravity side, we can apply
our general formalism of diagonalizing the field equations as well as the near-membrane ex-
pansion to find the metric and three-form perturbations produced by these sources. On the
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matrix theory side, for the aforementioned hyperbolic membrane, one could use the unitary
representations of SO(2, 1) worked out in [20, 21, 22] to expand the fluctuating fields and
compute the one-loop effective potential.
Moreover, it is evidently desirable to push our computation on the supergravity side
beyond the near-membrane expansion, finding the solution to the field equations which will
then give the δLlc to be compared with the fully interpolating potential (128) found on the
matrix theory side.
The membrane-interaction we described in this paper has no longitudinal momentum
transfer. However, as we can see, our supergravity computation can be quite easily gener-
alized to nonzero longitudinal momentum transfer, by not setting k− to zero when solving
the field equations (e.g., see the comments made after eqn. (77)). On the gauge theory side,
this requires an instanton compuation. We hope to say more on this in the near future.
There are also M-theory pp-wave backgrounds with less supersymmetries, and matrix
theories in these pp-waves backgrounds have been proposed [23, 24]. It would be interest-
ing to investigate the gauge/gravity duality in these less supersymmetric settings. Quite
recently a matrix theory dual of strings on the maximally supersymmetric ten-dimensional
IIB pp-wave background was conjectured by [25]. This matrix theory is the regularization
of the action of D3-branes (tiny gravitons). It would be very interesting to investigate this
conjecture along the lines of this paper and [2].
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