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IRREGULAR STOCHASTIC DIFFERENTIAL EQUATIONS DRIVEN
BY A FAMILY OF MARKOV PROCESSES
LONGJIE XIE AND LIHU XU
Abstract. Using heat kernel estimates, we prove the pathwise uniqueness for strong
solutions of irregular stochastic differential equation driven by a family of Markov process,
whose generator is a non-local and non-symmetric Le´vy type operator. Due to the extra
term 1[0,σ(Xs−,z)](r) in multiplicative noise, we need to derive some new regularity results
for the generator and use a trick of mixing L1 and L2-estimates by Kurtz and Protter
[20].
Keywords and Phrases: Heat kernel estimates, non-local operator, irregular SDE,
pathwise uniqueness
1. Introduction
Nowadays, much attentions have been paid to the non-local operators and their cor-
responding pure jump processes, as these processes are more realistic models for many
practice applications. Consider the following non-local and non-symmetric Le´vy type
operator:
L f(x) := L σν f(x) + b(x) · ∇f(x), ∀f ∈ C∞0 (Rd), (1.1)
where b(x) is a measurable function and
L
σ
ν f(x) :=
∫
Rd
[
f(x+ z)− f(x)− 1{|z|61}z · ∇f(x)
]
σ(x, z)ν(dz).
Here, ν is a Le´vy measure on Rd satisfying∫
Rd\{0}
(|z|2 ∧ 1)ν(dz) <∞,
and σ : Rd × Rd → R is measurable. The operator L is a non-local version of the
classical second order elliptic operator with non-divergence form and has been intensely
studied in the last decade by people in the community of analysis and PDEs, see [9, 16]
and the references therein. While from the probability point of view, it is known via the
martingale method (see[22]) that under certain assumptions on ν, σ and b, there exists
a Markov process Xt with L as its generator, and the measure ν describes the jumps
of Xt. It is natural to ask wether one can construct Xt via the Itoˆ’s calculus so that we
can have another look at L from the view of stochastic differential equations (SDEs).
However, the classical SDE driven by pure jump Le´vy process is not very suitable (see
more discussions in [31, Section 1]). Its connection to SDE was found very recently.
To specify the SDE that we are going to study, let N (dz, dr, dt) be a Poisson random
measure on Rd × [0,∞)× [0,∞) with intensity measure ν(dz)drdt, and N˜ (dz, dr, dt) :=
The first author is supported by the Project Funded by PAPD of Jiangsu Higher Education Insti-
tutions. The second author is partially supported by the grants NSFC No 11571390, Macao S.A.R.
FDCT/030/2016/A1 and University of Macau MYRG2016-00025-FST.
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N (dz, dr, dt)−ν(dz)drdt is the compensated Poisson random measure. Then, the Markov
process Xt corresponding to L should satisfy the following SDE:
dXt =
∫ ∞
0
∫
|z|61
1[0,σ(Xs−,z)](r)zN˜ (dz, dr, dt)
+
∫ ∞
0
∫
|z|>1
1[0,σ(Xs−,z)](r)zN (dz, dr, dt) + b(Xt)dt, X0 = x ∈ Rd. (1.2)
In fact, noticing that for a function f and any r > 0,
f
(
x+ 1[0,σ(x,z)](r)z
)− f(x) = 1[0,σ(x,z)](r)[f(x+ z)− f(x)],
an application of Itoˆ’s formula shows that the generator of the solution to SDE (1.2) is
given exactly by (1.1). Note that the driven noise is a Markov process but not necessarily
Le´vy type [19]. This makes such kind of SDEs more interesting and are worthy of study.
Under the conditions that b is bounded and global Lipschitz continuous, and σ is bounded
with ∫
Rd
|σ(x, z)− σ(y, z)| · |z|ν(dz) 6 C1|x− y|, ∀ x, y ∈ Rd, (1.3)
and some other assumptions, Kurtz [19] showed the existence and uniqueness of strong
solution to SDE (1.2), see also [14, 20] for related results and applications.
Our aim in this paper is to prove that SDE (1.2) admits a unique strong solution under
some weak assumptions on the coefficients σ and b as well as the jump measure ν, from
which we can see the regularization effect of such kind of noises on the deterministic
systems.
The irregular SDEs driven by pure jump noises have been extensively studied in the
past several decades. Note that when d = 1 and Lt is a symmetric α-stable process with
α < 1, Tanaka, Tsuchiya and Watanabe [27] showed that if b is bounded and β-Ho¨lder
continuous with α + β < 1, SDE
dXt = dLt + b(Xt)dt, X0 = x ∈ Rd (1.4)
may not have pathwise uniqueness strong solutions. When α > 1, b is bounded and
β-Ho¨lder continuous with β > 1 − α
2
, it was proved by Priola [24] that there exists a
unique strong solution Xt(x) to SDE (1.4) for each x ∈ Rd. Recently, Zhang [36] obtained
the pathwise uniqueness to SDE (1.4) when α > 1 and b is a bounded function in some
local Sobolev space. See also [3, 7, 25] for related results. We also would like to mention
the paper [23] where SDEs driven by multiplicative Le´vy noise with Lipschitz diffusion
coefficient and Ho¨lder drift was considered. For the study of irregular SDEs driven by
Brownian motion, we refer readers to [10–12, 17, 21, 29, 30, 32, 34, 35].
Let us compare our results with the literatures above. To prove the uniqueness of strong
solution, we shall follow a well known strategy [7, 17, 24, 35], which is to derive a new
SDE with better coefficients by Zvonkin’s transformation and get the uniqueness of the
original equation from the new one. The crucial point of this approach is to study the
regularity of transformation equations which vary with different SDEs. There are several
new aspects that we would like to stress for SDE (1.2) as the following.
First of all, our main tool for studying the transformation equation (see (5.6) below)
is the heat kernel (also called fundamental solution) of the operator L σν , it seems the
first time to use heat kernel estimates to study the pathwise uniqueness irregular SDEs,
see [5, 15] for the study of weak uniqueness of SDEs with Le´vy noise by using heat
kernels. Secondly, all the above works are for singular SDEs driven by Brownian motions
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or additive Le´vy noises, in the latter case, one only needs to study the operator L0 defined
by
L0f(x) :=
∫
Rd
[
f(x+ z)− f(x)− 1{|z|61}z · ∇f(x)
]
ν(dz), ∀f ∈ C∞0 (Rd).
The analysis relies on the nice property of L0 and the C
2 smoothing effect of its semigroup.
However, we study the multiplicative noise and the semigroup generated by L σν only
has Cα+β regularity with α + β < 2 (see Remark 4.5), we need to use more delicate
analysis and interpolation theorems to fit our less regularity property into the frame of
Zvonkin’s argument. We mention that in [31], the first author consider the same SDE
with critical case α = 1 and b in Ho¨lder spaces, here we shall consider α ∈ (1, 2) but with
a more irregular drift term b in fractional Sobolev spaces, and the proof in this paper is
more involved. Lastly, when proving the Krylov-type estimate and performing Zvonkin
transformation, we needs to solve a semi-linear elliptic equation and the resolvent equation
of L σν in the framework of Sobolev space. Because a well developed elliptic equation
theory as in [17, 34, 35] is not available for L σν , we derive a generalized Itoˆ’s formula for
Ho¨lder functions and solve the corresponding integral equation in Sobolev spaces.
Another novelty in our analysis is the technique for handling the extra term 1[0,σ(Xs−,z)](r)
when we prove the pathwise uniqueness in the last section. The usual L2-estimate in the
known literatures is not applicable. Fortunately we can use a trick of mixing L1 and
L2-estimate as the replacement [19, 20]. Due to the irregularity of b and σ, it is much
more complicated than [19] to apply this trick.
Finally, we mention that studying the unique strong solution of SDE (1.2) with irregular
coefficients not only has its own interests but also helps to better understand the nonlocal
operator L ([14]). Another motivation for studying SDE (1.2) is because of the special
noise. As mentioned above, the driven noise is a Markov process but not necessarily Le´vy
type. This has been found very useful in applications, for instance, Markov type noise
plays a crucial role as the control when proving Freidlin-Wentzell type large deviation for
Le´vy type SDEs via weak convergence approach [1, 2, 33].
The organization of the paper is as the following. Section 2 gives the main result
with some comments and comparisons with known literatures. Sections 3 and 4 are both
preparation sections, the former for some estimates of heat kernel of L σν and the latter
for the regularity of the corresponding semigroup Tt. Krylov’s estimate and Zvonkin’s
transformation are studied in the 5th section and applied in the last section to prove the
strong uniqueness of SDE (1.2). Throughout this paper, we use the following convention:
C with or without subscripts will denote a positive constant, whose value may change in
different places, and whose dependence on parameters can be traced from calculations.
Acknowledgements: We would like to gratefully thank Professors Rengming Song
and Xicheng Zhang for very helpful discussions.
2. Main result
We assume that for all x ∈ Rd,
σ(x, z) = σ(x,−z), ∀z ∈ Rd, (2.1)
and that there exists a function κ˜ such that
ν(dz) =
κ˜(z)
|z|d+αdz, κ˜(z) = κ˜(−z), κ0 6 κ˜(z) 6 κ1, (2.2)
3
with α ∈ (1, 2) and κ0, κ1 are two positive constants. The symmetric in z of σ and κ˜ is a
common assumption in the literature, see [4]. As a result, we can also write L σν as
L
κ
αϕ(x) = p.v.
∫
Rd
[
ϕ(x+ z)− ϕ(x)]σ(x, z)ν(dz)
= p.v.
∫
Rd
[
ϕ(x+ z)− ϕ(x)]κ(x, z)|z|d+α dz, (2.3)
where
κ(x, z) = σ(x, z)κ˜(z). (2.4)
The operator L κα is a non-local and non-symmetric operator, which can be seen as a
generalization of variable coefficients fractional Laplacian operator.
For brevity, we set Bn := {x ∈ Rd : |x| 6 n}. Our main result is:
Theorem 2.1. Let (2.1) hold and the Le´vy measure ν satisfies (2.2). Suppose that for
any n ∈ N:
(Hσ) There exists a function ζ ∈ Lq(Bn) with q > d/α, such that for almost all x, y ∈
Bn, ∫
Rd
|σ(x, z)− σ(y, z)|(|z| ∧ 1)ν(dz) 6 |x− y|
(
ζ(x) + ζ(y)
)
, (2.5)
and for some constants kn0 , k
n
1 > 0, β ∈ (0, 1) and Cn > 0,
kn0 6 σ(x, z) 6 k
n
1 , |σ(x, z)− σ(y, z)| 6 Cn|x− y|β, ∀x, y ∈ Bn, ∀z ∈ Rd. (2.6)
(Hb) For some θ ∈ (1− α
2
, 1) and p > 2d/α,∫
Bn
∫
Bn
|b(x)− b(y)|p
|x− y|d+θp dxdy < +∞,
and it holds
sup
x∈Bn
|b(x)| <∞.
Then, for each x ∈ Rd, there exists an stopping time ς(x) (called the explosion time) and
a unique strong solution Xt(x) to SDE (1.2) such that
lim
t↑ς(x)
Xt(x) =∞, a.s.. (2.7)
Let us make some comments on the assumptions and give an example for our result
with a comparison with known literatures.
Remark 2.2. (1). It is clear that the assumption (2.5) is a generalization of condition
(1.3) in [19]. For an very interesting example of σ, we can take
σ(x, z) = K(z) + σ˜(x)|z|γ for |z| ≤ 1, σ(x, z) = K(z) + σ˜(x) for |z| > 1,
with 0 < K1 6 K(z) 6 K2, γ > α − 1 and ∇σ˜ ∈ Lqloc(Rd) with q > d/α, where ∇
denotes the weak derivative. Since we assume α > 1, our theorem can cover the regime
q ∈ (d/α, d]. However, for the following SDE driven by multiplicative Brownian motion
[34]:
dXt = σ(Xt)dWt + b(Xt)dt, X0 = x ∈ Rd,
one has to assume that ∇σ ∈ Lq(Rd) with q > d. Here, the main trick is that σ appears
in the term 1[0,σ(Xs−,z)](r). When ∇σ˜ ∈ Lqloc(Rd) with q > d, we can also have the Ho¨lder
continuity in (2.6) by the Sobolev embedding theorem.
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(2). For interesting examples of irregular drift coefficient b, we can take b(x) = 1A(x)
for a measurable set A ∈ Rd, see [36, Remark 1.2] for details.
(3). The conditions (2.1), (2.2) and (2.6) are assumed so that we can use the results
obtained in [8]. Under (2.1), (2.2) and the global assumptions
0 < k˜0 6 σ(x, z) 6 k˜1, |σ(x, z)− σ(y, z)| 6 C0|x− y|β, ∀x, y ∈ Rd, ∀z ∈ Rd, (2.8)
it was proved that there exists a unique fundamental solution p(t, x, y) for L κα , see [8,
Theorem 1.1]. Here, we only need the local boundness and the local Ho¨lder continuity
of σ in (2.6) thanks to the stopping time technique. Furthermore, we shall prove better
regularities of p(t, x, y) (see Theorem 3.6) than obtained in [8], which seem to be new and
have independent interests.
3. Heat kernel estimates
We briefly recall the construction of the heat kernel p(t, x, y) for operator L κα in [8],
from which we derive some important estimates of p(t, x, y) (see Theorem 3.6 below) for
further use in next sections. From now on, we assume that (2.1), (2.2) and (2.8) always
hold.
First of all, in view of (2.1) (2.2) and (2.3), we can also write
L
κ
αϕ(x) =
1
2
∫
Rd
δϕ(x, z)
κ(x, z)
|z|d+α dz, ∀ϕ ∈ C
∞
0 (R
d), (3.1)
where
δϕ(x, z) := ϕ(x+ z) + ϕ(x− z)− 2ϕ(x).
In order to reflect the dependence of κ with respect to x, we shall also use L κ,xα instead
of L κα . To shorten the notation, we set for γ, β ∈ R,
̺βγ(t, x) := t
γ
α
(|x|β ∧ 1)(|x|+ t1/α)−d−α.
The following 3-P type inequalities shall be used below from time to time.
Lemma 3.1. (i). If γ1 + β1 > 0 and γ2 + β2 > 0, then there exists a constant C1 > 0
such that for all t > 0 and x, y ∈ Rd,∫ t
0
∫
Rd
̺β1γ1 (t− s, x− z)̺β2γ2 (s, z − y)dzds
6 C1
(
̺0γ1+γ2+β1+β2 + ̺
β1
γ1+γ2+β2
+ ̺β2γ1+γ2+β1
)
(t, x− y). (3.2)
(ii). For all β1, β2 ∈ [0, α] and γ1, γ2 ∈ R, there exists a constant C2 > 0 such that for
any t > 0 and x ∈ Rd,∫
Rd
̺β1γ1 (t, x− z)̺β2γ2 (t, z)dz
6 C2
(
̺0γ1+γ2+β1+β2−α + ̺
β1
γ1+γ2+β2−α
+ ̺β2γ1+γ2+β1−α
)
(t, x). (3.3)
Proof. The first inequality is given by [8, Lemma 2.1 (iii)], while the second one can be
proved entirely by the same arguments as [8, Lemma 2.1 (ii)], the details are omitted. 
Let pα(t, x) denote the heat kernel of operator ∆
α
2 (or equivalently, the transition
density of d-dimensional symmetric α-stable process). It is well known that there exists
a constant C0 such that
C−10 ̺
0
α(t, x) 6 pα(t, x) 6 C0̺
0
α(t, x), (3.4)
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and for every k ∈ N, it holds for some Ck that
|∇kpα(t, x)| 6 Ck̺0α−k(t, x). (3.5)
Set for z ∈ Rd,
δpα(t, x; z) := pα(t, x+ z) + pα(t, x− z)− 2pα(t, x).
It was shown by [8, Lemma 2.2] that that there exists a constant C > 0 such that
|δpα(t, x; z)| 6 C
(
(t−
2
α |z|2) ∧ 1
)(
̺0α(t, x± z) + ̺0α(t, x)
)
. (3.6)
With this estimate in hand and following the same ideas as in the proof of [8, Theorem
2.4], we can derive the fractional derivative estimate of pα(t, x). For completeness, we
sketch the details here.
Lemma 3.2. For any 0 < γ < 2, there exists a constant Cγ such that
|∆ γ2 pα(t, x)| 6 Cγ̺0α−γ(t, x). (3.7)
Proof. We may assume that t 6 1, since the general case follows by the Chapman-
Kolmogorov equation. By the definition of fractional Laplacian and as (3.1), we can
write for 0 < γ < 2,
∆
γ
2 pα(t, x) =
cd,γ
2
∫
Rd
δpα(t, x; z)
1
|z|d+γ dz. (3.8)
Consequently, we have by (3.6)
|∆ γ2 pα(t, x)| 6 Cd,γ
∫
Rd
|δpα(t, x; z)| · |z|−d−γdz
6 C1̺
0
α(t, x)
∫
Rd
(
(t−
2
α |z|2) ∧ 1
)
|z|−d−γdz
+ C1
∫
Rd
(
(t−
2
α |z|2) ∧ 1
)
̺0α(t, x± z)|z|−d−γdz =: I1 + I2.
For I1, by the assumption that γ < 2, one can check easily that
I1 = C1̺
0
α−2(t, x)
∫
|z|6t1/α
|z|2−d−γdz + C1̺0α(t, x)
∫
|z|>t1/α
|z|−d−γdz 6 C2̺0α−γ(t, x).
As for the second term, similarly we write
I2 = C1t
− 2
α
∫
|z|6t1/α
̺0α(t, x± z)|z|2−d−γdz + C1
∫
|z|>t1/α
̺0α(t, x± z)|z|−d−γdz =: I21 + I22.
We further control I21 by
I21 6 C3̺
0
α−2(t, x)
∫
|z|6t1/α
|z|2−d−γdz 6 C4̺0α−γ(t, x).
For I22, if |x| 6 2t1/α, then
I22 6 C3t
− d
α
∫
|z|>t1/α
|z|−d−γdz 6 C3t−
d+γ
α 6 C4̺
0
α−γ(t, x).
If |x| > 2t1/α, we can deduce that
I22 6 C1
(∫
|x|
2
>|z|>t1/α
+
∫
|z|>
|x|
2
)
̺0α(t, x± z)|z|−d−γdz
6
6 C2t
∫
|x|
2
>|z|>t1/α
(|x± z| + t1/α)−d−α|z|−d−γdz + C2|x|−d−γ
∫
|z|>
|x|
2
̺0α(t, x± z)dz
6 C3̺
0
α(t, x)
∫
|z|>t1/α
|z|−d−γdz + C3|x|−d−γ 6 C4̺0α−γ(t, x).
Combing the above computations, we get (3.7). 
Now we fix y ∈ Rd, consider the freezing operator
L
κ,y
α f(x) := p.v.
∫
Rd
[f(x+ z)− f(x)]κ(y, z)|z|d+α dz,
where κ is given by (2.4). It is known that there exists a symmetric α-stable like process
corresponding to L κ,yα . Let py(t, x) be the heat kernel of operator L
κ,y
α . Since κ is
uniformly bounded, it follows from [6, Theorem 1.1] that for some constant C0 independent
of y,
C−10 ̺
0
α(t, x) 6 py(t, x) 6 C0̺
0
α(t, x). (3.9)
Moreover, if we set
κˆ(y, z) := κ(y, z)− k˜0κ0
2
,
where k˜0, κ0 are the constants in (2.8) and (2.2), respectively, and let pˆy(t, x) be the heat
kernel of operator L κˆ,yα , by the construction of Le´vy process, we can write
py(t, x) =
∫
Rd
pα(
k˜0κ0
2
t, x− z)pˆy(t, z)dz, (3.10)
see also [8, (2.23)]. The advantage of (3.10) is that we can derive certain estimates for
py(t, x) by using properties of pα(t, x). As an easy result, we have the following fractional
derivative estimate of py(t, x) and the Ho¨lder continuity of ∇py(t, x). Here and below,
both operators ∆
γ
2 and ∇ are acted with respect to the variable x.
Lemma 3.3. For any 0 < γ < 2, it holds
|∆ γ2 py(t, x)| 6 Cγ̺0α−γ(t, x). (3.11)
and for any ϑ ∈ (0, 1), t > 0 and all x, x′, y ∈ Rd,
|∇py(t, x)−∇py(t, x′)| 6 Cϑ|x− x′|ϑ̺0α−1−ϑ(t, x˜). (3.12)
where Cγ, Cϑ are positive constants independent of y, and x˜ is the one of the two points
x and x′ which is nearer to zero point.
Proof. It is enough to prove the estimates with t ∈ (0, 1). The first assertion can be verified
by using the Fubini’s theorem, (3.4), (3.7), (3.9), (3.10) (3.3) and easy computations. As
for the second inequality, without lose of generality, we may assume that |x| 6 |x′|. In
view of (3.5), we know that when |x− x′| > t 1α/2,
|∇pα(t, x)−∇pα(t, x′)| 6 C1|x− x′|ϑ
(
̺0α−1−ϑ(t, x) + ̺
0
α−1−ϑ(t, x
′)
)
6 C1|x− x′|ϑ̺0α−1−ϑ(t, x).
While for |x− x′| < t 1α/2, we have by the mean value theorem that for some ε ∈ [0, 1],
|∇pα(t, x)−∇pα(t, x′)| 6 C2|x− x′|̺0α−2
(
t, x+ ε(x′ − x))
6 C2|x− x′|̺0α−2(t, x) 6 C2|x− x′|ϑ̺0α−1−ϑ(t, x).
The desired estimate (3.12) follows by (3.10), (3.9) and (3.3). 
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Let β be the Ho¨lder index in (2.8). Below, we always suppose that α + β < 2. This is
assumed just to simplify the proof and is in fact not an restriction at all. Indeed, since we
also assumed that σ is bounded, (2.8) still holds true for any β ′ < β. Hence, it is enough
to study the pathwise uniqueness of SDE (1.2) when β < 2 − α. We show the following
estimate.
Lemma 3.4. Under (2.8), we have for γ ∈ (0, 2− α) and all x ∈ Rd,∣∣∣∣
∫
Rd
∆
α+γ
2 py(t, x− y)dy
∣∣∣∣ 6 Cd,α,γtβ−γα −1, (3.13)
and for any ϑ ∈ (0, 1) and x, x′ ∈ Rd,∣∣∣∣
∫
Rd
[
∇py(t, x− y)−∇py(t, x′ − y)
]
dy
∣∣∣∣ 6 Cd,ϑ|x− x′|ϑtβ−ϑ−1α , (3.14)
where Cd,α,γ, Cd,ϑ are positive constants.
Proof. Since pˆy(t, x) is a density function of Markov process, we have for any ξ ∈ Rd,∫
Rd
pˆξ(t, x− y)dy = 1.
Combing this with (3.8), (3.10) and using the Fubini’s theorem, it is easily checked that∫
Rd
∫
Rd
δpξ(t, x− y; z)
cd,α,γ
|z|d+α+γ dzdy =
∫
Rd
∆
α+γ
2 pξ(t, x− y)dy
=
∫
Rd
∫
Rd
∆
α+γ
2 pα(
k˜0κ0
2
t, x− y − z)pˆξ(t, z)dzdy
y+z=z˜
=
∫
Rd
∆
α+γ
2 pα(
k˜0κ0
2
t, x− z)dz = 0, ∀ξ ∈ Rd.
As a result, we can write
E1 :=
∫
Rd
∆
α+γ
2 py(t, x− y)dy =
∫
Rd
∫
Rd
δpy(t, x− y; z)
cd,α,γ
|z|d+α+γ dzdy
=
∫
Rd
∫
Rd
[
δpy(t, x− y; z)− δpξ(t, x− y; z)
]∣∣∣
ξ=x
cd,α,γ
|z|d+α+γ dzdy.
(3.15)
By the proof of [8, Theorem 2.5], we know that for any 0 < γ′ < α, there exists a Cγ′
such that[
δpy(t, x− y; z)− δpξ(t, x− y; z)
]∣∣∣
ξ=x
6 Cγ′
(|x− y|β ∧ 1)((t− 2α |z|2) ∧ 1)
×
((
̺0α + ̺
γ′
α−γ′
)
(t, x− y ± z) + (̺0α + ̺γ′α−γ′)(t, x− y)).
Taking this into (3.15), choosing γ′ such that α+γ+γ′ < 2 and arguing entirely the same
as in the proof of Lemma 3.2, we find that
E1 6 Cd,α,γ
∫
Rd
̺β−γ(t, x− y)dy 6 Cd,α,γt
β−γ
α
−1.
Hence, (3.13) is true. We proceed to prove (3.14). Using (3.10) again, we write
∇py(t, x− y)−∇py(t, x′ − y) =
∫
Rd
K∇pα(t; x, x
′; y, z)pˆy(t, z)dz,
8
where
K∇pα(t; x, x
′; y, z) := ∇pα
(
k˜0κ0
2
t, x− y − z)−∇pα( k˜0κ02 t, x′ − y − z).
Let x˜ be the one of the two points x and x′ which is nearer to y+ z. Then, we know from
the proof of (3.12) that for any ϑ ∈ (0, 1),
|K∇pα(t; x, x′; y, z)| 6 Cϑ|x− x′|ϑ̺0α−1−ϑ
(
t, x˜− y − z).
We may argue as in (3.15) to deduce that
E2 :=
∫
Rd
[
∇py(t, x− y)−∇py(t, x′ − y)
]
dy
=
∫
Rd
∫
Rd
K∇pα(t; x, x
′; y, z)
[
pˆy(t, z)− pˆξ(t, z)
]∣∣∣
ξ=x˜
dzdy.
Thanks to [8, Theorem 2.5], we know that for any 0 < γ′ < α, there exists a Cγ′ such that[
pˆy(t, z)− pˆξ(t, z)
]∣∣∣
ξ=x˜
6 Cγ′
(|x˜− y|β ∧ 1)(̺0α + ̺γ′α−γ′)(t, z),
which yields by (3.3) that
E2 6 Cϑ|x− x′|ϑ
∫
Rd
∫
Rd
̺0α−1−ϑ(t, x˜− y − z)
(
̺0α + ̺
γ′
α−γ′
)
(t, z)dz · (|x˜− y|β ∧ 1)dy
6 Cϑ|x− x′|ϑ
∫
Rd
(
̺βα−1−ϑ + ̺
γ′+β
α−1−ϑ−γ′
)(
t, x˜− y)dy 6 Cϑ|x− x′|ϑtβ−ϑ−1α .
The proof is finished. 
Now, the Levi’s parametrix method suggests that the fundamental solution p(t, x, y) of
L κ,xα should be of the form
p(t, x, y) = p0(t, x, y) +
∫ t
0
∫
Rd
p0(t− s, x, z)q(s, z, y)dzds, (3.16)
where p0(t, x, y) := py(t, x− y) and q(t, x, y) satisfies the integral equation
q(t, x, y) = q0(t, x, y) +
∫ t
0
∫
Rd
q0(t− s, x, z)q(s, z, y)dzds
with
q0(t, x, y) :=
(
L
κ,x
α −L κ,yα
)
p0(t, x, y).
The following lemma collects some estimates that we shall use below, whose proof can
be found in [8].
Lemma 3.5. The following statements hold:
(1). ([8, Theorem 3.1]) There exist constants C1, C2 such that for all t > 0 and x, y ∈ Rd,
|q(t, x, y)| 6 C1
(
̺β0 + ̺
0
β
)
(t, x− y), (3.17)
and for any γ < β, t > 0 and every x, x′, y ∈ Rd,
|q(t, x, y)− q(t, x′, y)| 6 C2
(
|x− x′|β−γ ∧ 1
)((
̺0γ + ̺
β
γ−β
)
(t, x− y)
+
(
̺0γ + ̺
β
γ−β
)
(t, x′ − y)
)
, (3.18)
where β is the constant in (2.6).
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(2). ([8, Theorem 1.1]) It hold for all t > 0 and x ∈ Rd,∫
Rd
p(t, x, y)dy = 1, (3.19)
and there exists a constant C3 such that
|∇p(t, x, y)| 6 C3̺0α−1(t, x− y). (3.20)
In [8], it was also shown that for a constant C > 0,
|∆α2 p(t, x, y)| 6 C̺00(t, x− y),
in which the main point is to handle the singularity caused by the integral with respect to
s. To study the strong solution of equation (1.2), we need to prove more delicate estimates
(3.21) and (3.22) as below, the proof is quite involved.
Theorem 3.6. Suppose (2.8) holds true. Then, there exist constants Cd,α,γ, Cϑ > 0 such
that for any 0 6 γ < β,
|∆α+γ2 p(t, x, y)| 6 Cd,α,γ̺0−γ(t, x− y). (3.21)
and for any ϑ ∈ (0, α+ β − 1), t > 0 and all x, x′, y ∈ Rd,
|∇p(t, x, y)−∇p(t, x′, y)| 6 Cϑ|x− x′|ϑ̺0α−1−ϑ(t, x˜− y), (3.22)
where x˜ is the one of the two points x and x′ which is nearer to y.
Proof. Still, we only consider the case when t 6 1. For brevity, we set
S (t, x, y) :=
∫ t
0
∫
Rd
p0(t− s, x, z)q(s, z, y)dzds.
By Fubini’s theorem, we can write
∣∣∆α+γ2 S (t, x, y)∣∣ 6
∣∣∣∣∣
∫ t
t
2
∫
Rd
∆
α+γ
2 p0(t− s, x, z)
(
q(s, z, y)− q(s, x, y)
)
dzds
∣∣∣∣∣
+
∣∣∣∣∣
∫ t
t
2
∫
Rd
∆
α+γ
2 p0(t− s, x, z)dzq(s, x, y)ds
∣∣∣∣∣
+
∣∣∣∣∣
∫ t
2
0
∫
Rd
∆
α+γ
2 p0(t− s, x, z)q(s, z, y)dzds
∣∣∣∣∣
=: C1(t, x, y) + C2(t, x, y) + C3(t, x, y).
For γ < β, we choose a γ′ > 0 such that γ + γ′ < β, and by (3.11), (3.18) and (3.2), we
have
C1(t, x, y) 6 C1
∫ t
t
2
∫
Rd
̺β−γ
′
−γ (t− s, x− z)
(
̺0γ′ + ̺
β
γ′−β
)
(s, z − y)dzds
+ C1
∫ t
t
2
∫
Rd
̺β−γ
′
−γ (t− s, x− z)dz
(
̺0γ′ + ̺
β
γ′−β
)
(s, x− y)ds
6 C1
∫ t
0
∫
Rd
̺β−γ
′
−γ (t− s, x− z)
(
̺0γ′ + ̺
β
γ′−β
)
(s, z − y)dzds
+ C2
∫ t
t
2
(t− s)β−γ−γ
′
α
−1
(
̺0γ′ + ̺
β
γ′−β
)
(s, x− y)ds
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6 C3
(
̺0β−γ + ̺
β−γ′
γ′−γ + ̺
β
−γ
)
(t, x− y)
+ C3
∫ t
t
2
(t− s)β−γ−γ
′
α
−1
(
̺0γ′ + ̺
β
γ′−β
)
(s, x− y)ds 6 C4̺0−γ(t, x− y).
Thanks to (3.13) and taken into account of (3.17), it holds
C2(t, x, y) 6 C1
∫ t
t
2
(t− s)β−γα −1
(
̺β0 + ̺
0
β
)
(s, x− y)ds 6 C2̺0−γ(t, x− y).
Finally, we have by (3.11), (3.17) and (3.2) that for any γ′′ > 0,
C3(t, x, y) 6 C1
∫ t
2
0
∫
Rd
̺0−γ(t− s, x− z)
(
̺β0 + ̺
0
β
)
(s, z − y)dzds
6 C2t
− γ+γ
′′
α
∫ t
0
∫
Rd
̺0γ′′(t− s, x− z)
(
̺β0 + ̺
0
β
)
(s, z − y)dzds 6 C3̺0−γ(t, x− y).
Based on the above estimates, we thus get (3.21) by (3.11) and (3.16). Next, we proceed
to prove (3.22). As in the proof of Lemma 3.4, we set
K∇p0(t; x, x
′; y) := ∇p0(t, x, y)−∇p0(t, x′, y).
Then, estimate (3.12) yields that for any ϑ ∈ (0, 1),
|K∇p0(t; x, x′; y)| 6 Cϑ|x− x′|ϑ̺0α−1−ϑ(t, x˜− y).
As above, we can write
∣∣∇S (t, x, y)−∇S (t, x′, y)∣∣ 6
∣∣∣∣∣
∫ t
t
2
∫
Rd
K∇p0(t− s; x, x′; z)
(
q(s, z, y)− q(s, x˜, y)
)
dzds
∣∣∣∣∣
+
∣∣∣∣∣
∫ t
t
2
∫
Rd
K∇p0(t− s; x, x′; z)dzq(s, x˜, y)ds
∣∣∣∣∣
+
∣∣∣∣∣
∫ t
2
0
∫
Rd
K∇p0(t− s; x, x′; z)q(s, z, y)dzds
∣∣∣∣∣
=: D1(t, x, x
′, y) + D2(t, x, x
′, y) + D3(t, x, x
′, y).
For ϑ < α+β−1, choose a γ′ such that ϑ+ γ′ < α+β−1, we follow the same procedure
as in the estimate of C1(t, x, y) to derive that
D1(t, x, x
′, y) 6 Cϑ|x− x′|ϑ
∫ t
t
2
∫
Rd
̺β−γ
′
α−1−ϑ(t− s, x˜− z)
(
̺0γ′ + ̺
β
γ′−β
)
(s, z − y)dzds
+ Cϑ|x− x′|ϑ
∫ t
t
2
∫
Rd
̺β−γ
′
α−1−ϑ(t− s, x˜− z)dz
(
̺0γ′ + ̺
β
γ′−β
)
(s, x− y)ds
6 Cϑ|x− x′|ϑ̺0α−1−ϑ(t, x˜− y).
As for D2(t, x, x
′, y) and D3(t, x, x
′, y), we may use (3.14) and (3.12) respectively, and
argue the same way as estimating C2(t, x, y) and C3(t, x, y) to get that
D2(t, x, x
′, y) + D3(t, x, x
′, y) 6 Cϑ|x− x′|ϑ̺0α−1−ϑ(t, x˜− y),
which in turn yields (3.22). 
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4. Smoothing properties of the semigroup
Let Tt be the semigroup corresponding to L κα , that is,
Ttf(x) :=
∫
Rd
p(t, x, y)f(y)dy, ∀f ∈ Bb(Rd).
We shall use heat kernel estimates obtained in the last section to derive some space
regularities of Tt, which has its own independent interest and will be used to study Krylov-
type estimate and Zvonkin’s transformation in the next section.
Let us first introduce some notations. Let p > 1 and ‖ · ‖p denote the norm in Lp(Rd).
For 0 < γ < 2, define the Bessel potential space Hγp := H
γ
p(R
d) by
H
γ
p(R
d) :=
{
f ∈ Lp(Rd) : ∆ γ2 f ∈ Lp(Rd)}
with norm
‖f‖γ,p := ‖f‖p + ‖∆
γ
2 f‖p.
In fact, this space can also be defined to be the complete space of C∞0 (R
d) under the norm
‖F−1((1 + | · |γ)(Ff))‖p <∞, ∀f ∈ C∞0 (Rd),
where F (resp. F−1) denotes the Fourier transform (resp. the Fourier inverse transform).
By Sobolev’s embedding theorem, if γ − d
p
> 0 is not an integer, then ([28, p. 206, (16)])
H
γ
p →֒ C
γ− d
p
b (R
d), (4.1)
where for some γ > 0, Cγb (R
d) is the usual Ho¨lder space with norm
‖f‖Cγb :=
[γ]∑
i=1
‖∇if(x)‖∞ +
[∇[γ]f]
γ−[γ]
,
here, [γ] denotes the integer part of γ, and for a function f on Rd and ϑ ∈ (0, 1),
[f ]ϑ := sup
x 6=y
|f(x)− f(y)|
|x− y|ϑ . (4.2)
Noticing that for n ∈ N, Hnp is just the usual Sobolev space with equivalent norm ([26, p.
135, Theorem 3])
‖f‖n,p = ‖f‖p + ‖∇nf‖p,
here and below, ∇ denotes the weak derivative of f . While for 0 < γ 6= integer, the
fractional Sobolev space Wγp is defined by
‖f‖Wγp := ‖f‖p +
[γ]∑
k=0
(∫
Rd
∫
Rd
|∇kf(x)−∇kf(y)|p
|x− y|d+(γ−[γ])p dxdy
)1/p
<∞. (4.3)
The relation between Hγp and W
γ
p is that (cf. [28, p. 190]): for γ > 0, ε ∈ (0, γ) and p > 1,
H
γ+ε
p →֒Wγp →֒ Hγ−εp . (4.4)
Moreover, the following relationship can be found in [28, p. 185]: for p > 1, γ1 6= γ2 and
ϑ ∈ (0, 1),
[Hγ1p ,H
γ2
p ]ϑ = H
γ1+ϑ(γ2−γ1)
p , (4.5)
where [A,B]ϑ denotes the complex interpolation space between two Banach space A and
B. Recall the following complex interpolation result ([28, p. 59, Theorem (a)]).
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Lemma 4.1. Let Ai ⊆ Bi, i = 0, 1 be Banach spaces and T : Ai → Bi, i = 0, 1 be a
bounded linear operator. For any θ ∈ (0, 1), we have
‖T ‖Aθ→Bθ 6 ‖T ‖1−θA0→B0‖T ‖θA1→B1 ,
where Aθ := [A0, A1]θ, Bθ := [B0, B1]θ, and ‖T ‖Aθ→Bθ denotes the operator norm of T
mapping Aθ to Bθ.
Given a locally integrable function f on Rd, the Hardy-Littlewood maximal function of
f is defined by
Mf(x) := sup
0<r<∞
1
|Br|
∫
Br
|f(x+ y)|dy,
where |Br| denotes the Lebesgue measure of ball Br. The following well known result can
be found in [26, p. 5, Theorem 1] and [34].
Lemma 4.2. (i) For p ∈ (1,∞] and all f ∈ Lp(Rd), there exists a constant Cd,p > 0 such
that
‖Mf‖p 6 Cd,p‖f‖p. (4.6)
(ii) For every f ∈ H1p, there is a constant Cd > 0 such that for a.e. x, y ∈ Rd,
|f(x)− f(y)| 6 Cd|x− y|
(
M|∇f |(x) +M|∇f |(y)
)
. (4.7)
Now, we proceed to study the regularities of the semigroup Tt.
Lemma 4.3 (Regularity in Ho¨lder space). There exist constants C1, C2 such that for
any ϑ ∈ (0, 1),
‖∇Ttf‖∞ 6 C1tϑ−1α [f ]ϑ, ∀ f ∈ C∞0 (Rd), (4.8)
and for ϑ ∈ (0, 1), ϑ′ ∈ (0, α+ β − 1),
[∇Ttf ]ϑ′ 6 C2tϑ−ϑ
′−1
α [f ]ϑ, ∀ f ∈ C∞0 (Rd), (4.9)
where [·] is defined by (4.2).
Proof. Using (3.19), we find that ∫
Rd
∇p(t, x, y)dy = 0.
Thus, we can write
∇Ttf(x) =
∫
Rd
∇p(t, x, y)[f(y)− f(x)]dy. (4.10)
Thus, by (3.20), it is easy to find that for any ϑ ∈ (0, 1),
‖∇Ttf‖∞ 6 C1t− 1α [f ]ϑ
∫
Rd
|x− y|ϑ
(|x− y|+ t1/α)d+αdy 6 C1t
ϑ−1
α [f ]ϑ.
To prove (4.9), we write
∇Ttf(x)−∇Ttf(x′) =
∫
Rd
(
∇p(t, x, y)−∇p(t, x′, y)
)(
f(y)− f(x˜))dy,
where x˜ is the one of the two points x and x′ which is nearer to y. Taking into account
of (3.22) we arrive that for 0 < ϑ′ < α + β − 1,
∇Ttf(x)−∇Ttf(x′) 6 C2|x− x′|ϑ′[f ]ϑ
∫
Rd
̺ϑα−1−ϑ′(t, x˜− y)dy
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6 C2|x− x′|ϑ′tϑ−ϑ
′−1
α [f ]ϑ,
which in turn implies the desired result. 
Lemma 4.4 (Regularity in Bessel potential space). Let θ ∈ (0, 1) and γ+θ < α+β
hold, then for every p > 1,
‖Ttf‖γ+θ,p 6 Cγ,pt−γ/α‖f‖θ,p, ∀ f ∈ Hθp, (4.11)
where Cγ,p > 0 is a constant.
Proof. Thanks to a standard approximation argument, we only need to prove the estimate
for f ∈ C∞0 (Rd). Observe
‖Ttf‖pp =
∫
Rd
(∫
Rd
p(t, x, y)f(y)dy
)p
dx
=
∫
Rd
(∫
Rd
p1/q(t, x, y)p1/p(t, x, y)f(y)dy
)p
dx
6
∫
Rd
(∫
Rd
p(t, x, y)dy
)p/q(∫
Rd
p(t, x, y)f p(y)dy
)
dx,
thus
‖Ttf‖p 6 ‖f‖p.
Hence, Tt is a contraction semigroup and we may assume t < 1 below. By Fubini’s
theorem and (3.21), for β1 < α + β we have
∆
β1
2 Ttf(x) =
∫
Rd
∆
β1
2 p(t, x, y)f(y)dy
6 C1t
−β1/α
∫
Rd
̺0α(t, x− y)f(y)dy,
which implies that for β1 < α + β,
‖Ttf‖β1,p 6 C1t−β1/α‖f‖p.
Let β2 be such that 1 + β2 < α+ β, as in (4.10), we write
∆
1+β2
2 Ttf(x) =
∫
Rd
∆
1+β2
2 p(t, x, y)
[
f(y)− f(x)]dy.
Then, it follows by (3.21) and (4.7) that
|∆ 1+β22 Ttf(x)| 6
∫
Rd
|∆ 1+β22 p(t, x, y)| · |x− y|
(
M|∇f |(x) +M|∇f |(y)
)
dy
6 C
∫
Rd
̺0α−1−β2(t, x− y) · |x− y|
(
M|∇f |(x) +M|∇f |(y)
)
dy
= CM|∇f |(x)
∫
Rd
̺0α−1−β2(t, y)|y|dy + C
∫
Rd
̺0α−1−β2(t, y)|y| · M|∇f |(x− y)dy.
Since α > 1, one can check easily that∫
Rd
̺0α−1−β2(t, y)|y|dy =
(∫
|y|≤t1/α
+
∫
|y|>t1/α
)
̺0α−1−β2(t, y)|y|dy 6 t−
β2
α ,
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which, together with (4.6) and Minkovski’s inequality, yields
‖∆ 1+β22 Ttf‖p 6 Ct−
β2
α ‖M|∇f |‖p + C
∥∥∥∥
∫
Rd
̺0α−1−β2(t, y)|y|M|∇f |(x− y)dy
∥∥∥∥
p
6 Ct−
β2
α ‖∇f‖p + C
∫
Rd
̺0α−1−β2(t, y)|y| · ‖M|∇f |(x− y)‖pdy
6 Ct−
β2
α ‖∇f‖p.
Hence, we get
‖Ttf‖1+β2,p 6 Ct−
β2
α ‖f‖1,p.
By the interpolation (4.5), for θ ∈ (0, 1)
H
θ
p = [L
p,H1p]θ, H
β1+(1+β2−β1)θ
p = [H
β1
p ,H
1+β2
p ]θ,
and Lemma 4.1, we can derive that for γ = (1− θ)β1 + θβ2 < α+ β − θ,
‖Ttf‖γ+θ,p 6 Ct−
γ
α‖f‖θ,p.
The proof is finished. 
Remark 4.5. The proof in [24] and [36] relies heavily on the symmetry of ∆
α
2 and the
smooth properties at least up to second order of its heat kernel pα(t, x). However, the
operator L κα considered here is non-symmetric and its heat kernel has no more regularity
than ‘α+ β’-order, as we have seen in Lemma 3.6.
5. Krylov-type estimate and Zvonkin’s transformation
This section consists of two parts, one is to obtain a Krylov-type estimate for the strong
solution of SDE (1.2), while the other is to transforms SDE (1.2) into a new one with
better drift coefficient by Zvonkin’s transformation. The regularity of the semigroup Tt
obtained in the last section will play an important role in the two subsections below.
5.1. Krylov’s estimate. Let Xt(x) be a strong solution to SDE (1.2). Usually, the Itoˆ’s
formula is performed for functions f ∈ C2b (Rd). However, this is too strong for our latter
use. Notice that by (2.8), L κα f is meaningful for any f ∈ Cγb (Rd) as long as γ > α.
Indeed, we have by (2.2) that
L
κ
α f(x) 6 Cd,α
∫
|z|61
∫ 1
0
∣∣∇f(x+ rz)−∇f(x)∣∣dr dz|z|d+α−1 + Cd,α‖f‖∞
6 Cd,α
∫
|z|61
dz
|z|d+α−γ ‖f‖γ + Cd,α‖f‖∞ <∞.
We first show that Itoˆ’s formula holds for f(Xt) when f ∈ Cγb (Rd) with γ > α.
Lemma 5.1. Suppose (2.2) and (2.8) hold. Let Xt satisfy (1.2) and f ∈ Cγb (Rd) with
γ > α. Then, we have
f(Xt)− f(x)−
∫ t
0
L f(Xs)ds =
∫ t
0
∫ ∞
0
∫
Rd
[
f
(
Xs− + 1[0,σ(Xs−,z)](r)z
) − f(Xs)]N˜ (dz × dr × ds),
where L = L κα + b · ∇.
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Proof. Let ρ ∈ C∞0 (Rd) such that
∫
Rd
ρ(x)dx = 1. Define ρn(x) := n
dρ(nx), and
fn(x) :=
∫
Rd
f(y)ρn(x− y)dy. (5.1)
Hence, we have fn ∈ C2b (Rd) with ‖fn‖Cγb 6 ‖f‖Cγb , and ‖fn− f‖Cγ′b → 0 for every γ
′ < γ.
By using Itoˆ’s formula for fn(Xt), we get
fn(Xt)− fn(x)−
∫ t
0
L fn(Xs)ds =
∫ t
0
∫ ∞
0
∫
Rd
[
fn
(
Xs− + 1[0,σ(Xs−,z)](r)z
)− fn(Xs−)]N˜ (dz × dr × ds).
Now we are going to pass the limits on the both sides of the above equality. It is easy to
see that for every ω and x ∈ Rd,
fn(Xt)− fn(x)→ f(Xt)− f(x), as n→∞.
Since
|fn(x+ z)− fn(x)− z · ∇fn(x)| 6 C|z|γ‖fn‖Cγb 6 C|z|γ‖f‖Cγb ,
we can get by dominated convergence theorem that for every ω,∫ t
0
L fn(Xs)ds→
∫ t
0
L f(Xs)ds, as n→∞.
Finally, by the isometry formula, we have
E
∣∣∣∣
∫ t
0
∫ ∞
0
∫
Rd
[
fn
(
Xs− + 1[0,σ(Xs−,z)](r)z
)− fn(Xs)
− f(Xs− + 1[0,σ(Xs−,z)](r)z)+ f(Xs−)]N˜ (dz × dr × ds)
∣∣∣∣
2
= E
∫ t
0
∫
Rd
∫ ∞
0
1[0,σ(Xs,z)](r)
∣∣fn(Xs + z)− fn(Xs)− f(Xs + z) + f(Xs)∣∣2drν(dz)ds
6 C
∫ t
0
∫
Rd
E
∣∣fn(Xs + z)− fn(Xs)− f(Xs + z) + f(Xs)∣∣2ν(dz)ds → 0, as n→∞,
where in the last step we have used the fact that σ is bounded, ‖fn‖Cγb 6 ‖f‖Cγb and the
dominated convergence theorem again. The proof is finished. 
We need the following results about the semi-linear elliptic PDE to prove the Krylov’s
estimate.
Lemma 5.2. Let λ, k¯ > 0. For any f ∈ C∞b (Rd), there exists a unique classical solution
u ∈ Cα+θb (Rd) with θ < β to equation
λu−L κα u− k¯|∇u| = f, (5.2)
which also satisfies the following integral equation:
u(x) =
∫ ∞
0
e−λtTt
(
k¯|∇u|+ f)(x)dt. (5.3)
Moreover, for λ big enough, we have for any 1 < γ < α,
‖u‖γ,p 6 C‖f‖p. (5.4)
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Proof. Let us first construct the solution of (5.3) via Picard’s iteration argument. Set
u0 ≡ 0 and for n ∈ N, define un recursively by
un(x) :=
∫ ∞
0
e−λtTt
(
k¯|∇un−1|+ f
)
(x)dt.
In view of (3.20), it is easy to check that u1 ∈ C1b (Rd), and u2 is thus well defined, and so
on. We further write that
∇u1(x)−∇u1(y) =
∫ ∞
0
e−λt
[∇Ttf(x)−∇Ttf(y)]dt
=
(∫ |x−y|α
0
+
∫ ∞
|x−y|α
)
e−λt
[∇Ttf(x)−∇Ttf(y)]dt =: I1 + I2.
For I1, we have by (4.8) that for 0 < ϑ < 2− α,
I1 6 C
∫ |x−y|α
0
t
ϑ−1
α dt · [f ]ϑ 6 C|x− y|α+ϑ−1[f ]ϑ.
Meanwhile, as a direct result of (4.9), we have for ϑ ∈ (0, β) and α+ϑ−1 < ϑ′ < α+β−1,
I2 6 C|x− y|ϑ′[f ]ϑ
∫ ∞
|x−y|α
t
ϑ−ϑ′−1
α dt 6 C|x− y|α+ϑ−1[f ]ϑ.
Consequently, we get that u1 ∈ Cα+ϑb (Rd) if f ∈ Cϑb (Rd). Noticing that u1 ∈ Cα+ϑb (Rd)
implies that |∇u1| ∈ Cϑb (Rd) since∣∣|∇u1|(x)− |∇u1|(y)∣∣ 6 |∇u1(x)−∇u1(y)|.
Repeating the above argument, we have for every n ∈ N and ϑ ∈ (0, β),
un ∈ Cα+ϑb (Rd).
Moreover, since
un(x)− um(x) =
∫ ∞
0
e−λtTt
(
k¯|∇un−1| − k|∇um−1|
)
(x)dt
6 k¯
∫ ∞
0
e−λtTt
∣∣∇un−1 −∇um−1∣∣(x)dt,
we further have that for ϑ′′ with ϑ < ϑ′′ < α + ϑ− 1,
‖un − um‖Cα+ϑb 6 k¯
∫ ∞
0
e−λt‖Tt
(|∇un−1 −∇um−1|)‖Cα+ϑb dt
6 Ck¯
∫ ∞
0
e−λt
(
1 + t
ϑ−1
α + t
ϑ′′−ϑ
α
−1
)
dt · ‖un−1 − um−1‖C1+ϑ′′b
6 Ck¯λ
−ϑ
′′−ϑ
α ‖un−1 − um−1‖Cα+ϑb ,
where we have also used the fact that λ > 1. This means that un is Cauchy sequence in
Cα+ϑb (R
d). Thus, there exists a limit function u ∈ Cα+ϑb (Rd) with ϑ ∈ (0, β) satisfying
(5.3).
Since by [8, (1.7)], for every f ∈ Cϑb (Rd),
∂tTtf(x) = L κα Ttf(x),
we have by integral by part,
L
κ
α u(x) =
∫ ∞
0
e−λtL κα Tt
(
k¯|∇u|+ f)(x)dt
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=∫ ∞
0
e−λt∂tTt
(
k¯|∇u|+ f)(x)dt
= −k¯|∇u|(x)− f(x) + λu(x),
which means that u satisfies PIDE (5.2). Moreover, we have by (4.11) that
‖u‖γ,p 6
∫ ∞
0
e−λt‖Tt
(
k¯|∇u|+ f)‖γ,pdt
6 Ck¯
∫ ∞
0
e−λtt−
γ
αdt
(
‖∇u‖p + ‖f‖p
)
6 Ck¯λ
γ
α
−1
(
‖u‖1,p + ‖f‖p
)
.
Choosing λ big enough such that Ck¯λ
γ
α
−1 < 1, we can get (5.4). The whole proof is
finished. 
Now, we can give the Krylov’s estimate for strong solutions of SDE (1.2).
Lemma 5.3. Let Xt be a strong solution of SDE (1.2). Then, for any T > 0, there exist
a constant CT such that for any f ∈ Lp(Rd) with p > d/α, we have
E
(∫ T
0
f(Xs)ds
)
6 CT‖f‖p. (5.5)
Proof. We first suppose that f ∈ C∞0 (Rd). By Lemma 5.2, there exists a solution u ∈
Cα+ϑb (R
d) with 0 < ϑ < β to equation (5.2), which is given by (5.3). According to Lemma
5.1, we can use Itoˆ’s formula to get for any t > 0,
u(Xt) = u(x) +
∫ t
0
L
κ
α u(Xs) + b · ∇u(Xs)ds
+
∫ t
0
∫ ∞
0
∫
Rd
[
u
(
Xs− + 1[0,σ(Xs−,z)](r)z
)− u(Xs−)]N˜ (dz × dr × ds).
By (5.2) and take k¯ big enough such that k¯ > ‖b‖∞, we have for any T > 0,∫ T
0
L
κ
α u(Xs) + b · ∇u(Xs)ds = λ
∫ T
0
u(Xs)ds+
∫ T
0
(
b · ∇u(Xs)− k¯|∇u|(Xs)
)
ds−
∫ T
0
f(Xs)ds
6 λ
∫ T
0
u(Xs)ds−
∫ T
0
f(Xs)ds.
Consequently, it follows that
E
(∫ T
0
f(Xs)ds
)
6 λE
(∫ T
0
|u(Xs)|ds
)
+ 2‖u‖∞ 6 Cλ,T‖u‖∞.
Since p > d/α, there exists a γ < α such that p > d/γ. Now, using (5.4), we conclude
that
E
(∫ T
0
f(Xs)ds
)
6 Cλ,T‖u‖∞ 6 Cλ,T‖u‖γ,p 6 Cλ,T‖f‖p,
where the second inequality is due to the Sobolev embedding (4.1). By a standard density
argument as in [36], we get the desired result for general f ∈ Lp(Rd). 
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5.2. Zvonkin’s transformation. Now, we follow the idea in [17, 35, 36] to transform
SDE (1.2) into a new one with better coefficients. Unlike [17, 35, 36], we do not have well
developed elliptic equation theory to solve the following equation (5.6) in Bessel potential
space (or Sobolev space):
λu(x)−L κα u(x)− b · ∇u(x) = b(x). (5.6)
The point is that the operator L κα is non-symmetric and has no comparison with operator
∆
α
2 . To be more precisely, even if we know ∆
α
2 u ∈ Lp(Rd) for some p > 1, it is not easy
to claim that L κα u ∈ Lp(Rd), and vice versa. The authors in [17, 35] encountered with
classical local seconder order differential operator
L2 :=
1
2
d∑
i,j=1
aij(x)
∂2
∂xi∂xj
,
which has been well studied, it is clear that if
(
aij(x)
)
is bounded, then ∆u ∈ Lp(Rd)
implies L2u ∈ Lp(Rd) for every p > 1. While [36] only needs to handle the symmetric
operator ∆
α
2 . Therefore, some new ways are required in our case.
First, we note that the elliptic equation can still be solved in the framework of Ho¨lder
space. The following result can be proved as in Lemma 5.2, we omit the details here.
Lemma 5.4. Assume that for some ϑ ∈ (0, β), b ∈ Cϑb (Rd) . Then, there exists a classical
solution u ∈ Cα+ϑb (Rd) to (5.6). Meanwhile, u also satisfies the integral equation:
u(x) =
∫ ∞
0
e−λtTt
(
b · ∇u+ b)(x)dt. (5.7)
Despite that we can not solve the elliptic equation (5.6) in Bessel potential space (or
Sobolev space), we can solve the integral equation (5.7) in this framework thanks to the
Bessel regularity of Tt obtained in Section 4.
Theorem 5.5. Let 1 < γ < α. Suppose that for some p > d
γ
and 0 < θ ∈ (1− γ + d
p
, 1),
b ∈ L∞(Rd) ∩Wθp.
Then, for λ big enough there exists a function u ∈ Hγ+θp satisfying the integral equation
(5.7). Moreover, we have
‖u‖γ+θ,p 6 C1‖b‖Wθp (5.8)
and
‖u‖∞ + ‖∇u‖∞ 6 1
2
. (5.9)
Proof. We only show the priori estimate (5.8). Then ,the existence of solutions follows
by the standard continuity method. Since 1 < γ < α, choose ε ∈ (0, α− γ), we have by
(4.11) and (4.4) that
‖u‖γ+θ,p 6
∫ ∞
0
e−λt‖Tt(b · ∇u+ b)‖γ+θ,pdt
6 C1
∫ ∞
0
e−λtt−
γ+ε
α dt ·
(
‖b · ∇u‖θ−ε,p + ‖b‖θ−ε,p
)
6 C1λ
γ+ε
α
−1 ·
(
‖b · ∇u‖Wθp + ‖b‖Wθp
)
.
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In view of (4.3), (4.1), and thanks to the condition that γ > 1 and γ + θ − 1− d
p
> 0, we
can know
‖b · ∇u‖Wθp 6 ‖b‖∞‖∇u‖p + ‖b‖Wθp‖∇u‖∞ + ‖b‖∞‖∇u‖Wθp
6 ‖b‖∞‖u‖1,p + ‖b‖Wθp‖u‖γ+θ,p + ‖b‖∞‖u‖W1+θp
6
(
‖b‖Wθp + ‖b‖∞
)
‖u‖γ+θ,p,
where we also used (4.4) in the last inequality. It then follows that
‖u‖γ+θ,p 6 C1λ
γ+ε
α
−1
(
‖b‖Wθp + ‖b‖∞
)
‖u‖γ+θ,p + C1λ
γ+ε
α
−1‖b‖Wθp.
Hence, we can choose λ1 big enough such that
C1λ
γ+ε
α
−1
1
(
‖b‖Wθp + ‖b‖∞
)
<
1
2
,
which means (5.8) is true. Moreover, we can take λ > λ1 such that
λ
γ+ε
α
−1‖b‖Wθp <
1
8
,
and then get
‖u‖∞ + ‖∇u‖∞ 6 2‖u‖γ+θ,p 6 1
2
.
The proof is finished. 
In the sequel, we assume that b ∈ L∞(Rd) ∩Wθp with
θ ∈ (1− α
2
, 1), p >
2d
α
. (5.10)
Notice that we can always choose a 1 < γ < α such that
θ > 1− γ + d
p
and p >
d
γ
.
Hence, according to Theorem 5.5, for λ big enough we can get a function u ∈ Hγ+θp
satisfying the integral equation (5.7). Define
Φ(x) := x+ u(x).
In view of (5.9), we also have
1
2
|x− y| 6 ∣∣Φ(x)− Φ(y)∣∣ 6 3
2
|x− y|,
which implies that the map x→ Φ(x) forms a C1-diffeomorphism and
1
2
6 ‖∇Φ‖∞, ‖∇Φ−1‖∞ 6 2, (5.11)
where Φ−1(·) is the inverse function of Φ(·).
We prove the following Zvonkin’s transformation.
Lemma 5.6. Let Φ(x) be defined as above and Xt solve SDE (1.2). Then, Yt := Φ(Xt)
satisfies the following SDE:
Yt = Φ(x) +
∫ t
0
b˜(Ys)ds+
∫ t
0
∫ ∞
0
∫
|z|61
g˜(Ys−, z)1[0,σ˜(Ys−,z)](r)N˜ (dz × dr × ds)
+
∫ t
0
∫ ∞
0
∫
|z|>1
g˜(Ys−, z)1[0,σ˜(Ys−,z)](r)N (dz × dr × ds), (5.12)
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where
b˜(x) = λu
(
Φ−1(x)
)− ∫
|z|>1
[
u
(
Φ−1(x) + z
) − u(Φ−1(x))]σ(Φ−1(x), z)ν(dz)
and
g˜(x, z) := Φ
(
Φ−1(x) + z
) − x, σ˜(x, z) := σ(Φ−1(x), z).
Proof. Let bn be the mollifying approximation of b defined as in (5.1). Then, it is obvious
that
‖bn‖∞ 6 ‖b‖∞, ‖bn − b‖Wϑp → 0, as n→∞. (5.13)
Meanwhile, bn ∈ Cϑb (Rd) for any ϑ ∈ (0, β) and we may assume
bn → b, a.e., as n→∞. (5.14)
Let un ∈ Cα+ϑb (Rd) be the classical solution to the elliptic equation (5.6) with b replaced
by bn. According to Lemma 5.4, we know that un also satisfies the integral equation
un(x) =
∫ ∞
0
e−λtTt
(
bn · ∇un + bn
)
(x)dt.
We proceed to show that
‖un − u‖γ+ϑ,p → 0, as n→∞. (5.15)
In fact, write
un(x)− u(x) =
∫ ∞
0
e−λtTt
(
bn(∇un −∇u) + (bn − b) · ∇u+ (bn − b)
)
(x)dt.
As in the proof of Theorem 5.5, we have
‖un − u‖γ+θ,p 6 C1λ
γ+ε
α
−1 ·
(
‖bn(∇un −∇u)‖Wθp + ‖(bn − b) · ∇u‖Wθp + ‖bn − b‖Wθp
)
.
At the same time, we can also get by (5.13) that
‖bn(∇un −∇u)‖Wθp 6
(
‖bn‖Wθp + ‖bn‖∞
)
‖un − u‖γ+θ,p 6
(
‖b‖Wθp + ‖b‖∞
)
‖un − u‖γ+θ,p.
Hence,
‖un − u‖γ+θ,p 6 Cλ
(
‖(bn − b) · ∇u‖Wθp + ‖bn − b‖Wθp
)
6 Cλ‖bn − b‖Wθp + Cλ
∫
Rd
∫
Rd
|∇u(x)−∇u(y)|p
|x− y|d+ϑp |bn(y)− b(y)|dxdy → 0, as n→∞,
where we have used (5.13), (5.14) and the dominated convergence theorem.
Now, we define
Φn(x) := x+ un(x).
By Lemma 5.1 and recalling that un satisfies (5.6), we can use Itoˆ’s formula for un to get
un(Xt) = un(x) +
∫ t
0
(
λun +
(
b− bn
) · ∇un − bn)(Xs)ds
−
∫ t
0
∫ ∞
0
∫
|z|>1
[
un
(
Xs + 1[0,σ(Xs,z)](v)z
)− un(Xs)]ν(dz)drds
+
∫ t
0
∫ ∞
0
∫
|z|>1
[
un
(
Xs− + 1[0,σ(Xs−,z)](v)z
)− un(Xs−)]N (dz × dr × ds)
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+∫ t
0
∫ ∞
0
∫
|z|61
[
un
(
Xs− + 1[0,σ(Xs−,z)](v)z
)− un(Xs−)]N˜ (dz × dr × ds).
Adding this with SDE (1.2) and noticing that
Φn
(
x+ y
)− Φn(x) = un(x+ y)− un(x) + y,
Φn
(
Xs− + 1[0,σ(Xs−,z)](r)z
)− Φn(Xs−) = 1[0,σ(Xs−,z)](r) [Φn(Xs− + z) − Φn(Xs−)] ,
we obtain
Y nt := Φn(Xt) = Φn(x) +
∫ t
0
λun(Xs)ds+
∫ t
0
((
b− bn
) · ∇un + (b− bn))(Xs)ds
−
∫ t
0
∫ ∞
0
∫
|z|>1
[
un
(
Xs + 1[0,σ(Xs,z)](r)z
) − un(Xs)]ν(dz)drds
+
∫ t
0
∫ ∞
0
∫
|z|>1
[
Φn
(
Xs− + 1[0,σ(Xs−,z)](r)z
)− Φn(Xs−)]N (dz × dr × ds)
+
∫ t
0
∫ ∞
0
∫
|z|61
[
Φn
(
Xs− + 1[0,σ(Xs−,z)](r)z
)− Φn(Xs−)]N˜ (dz × dr × ds)
= Φn(x) +
∫ t
0
λun(Xs)ds+
∫ t
0
((
b− bn
) · ∇un + (b− bn))(Xs)ds
−
∫ t
0
∫
|z|>1
[
un(Xs + z)− un(Xs)
]
σ(Xs, z)ν(dz)ds
+
∫ t
0
∫ ∞
0
∫
|z|>1
1[0,σ(Xs−,z)](r)
[
Φn(Xs− + z)− Φn(Xs−)
]N (dz × dr × ds)
+
∫ t
0
∫ ∞
0
∫
|z|61
1[0,σ(Xs−,z)](r)
[
Φn(Xs− + z)− Φn(Xs−)
]N˜ (dz × dr × ds)
=: Φn(x) + I1 + I2 + I3 + I4.
Now we are going to take limits for the above equality. First of all, it is easy to see that
lim
n→∞
Y nt = Φ(Xt) = Yt.
By the dominated convergence theorem and (5.15), we also have
I2 + I3 →−
∫ t
0
∫
|z|>1
[
u(Xs + z)− u(Xs)
]
σ(Xs, z)ν(dz)ds
+
∫ t
0
∫ ∞
0
∫
|z|>1
1[0,σ(Xs−,z)](r)
[
Φ(Xs− + z)− Φ(Xs−)
]N (dz × dr × ds).
As for I4, it follows from (5.11), (5.15) and the dominated convergence theorem that
E
∣∣∣∣
∫ t
0
∫ ∞
0
∫
|z|61
1[0,σ(Xs−,z)](r)
[
Φn(Xs− + z)− Φn(Xs−)
− Φ(Xs− + z) + Φ(Xs−)
]
N˜ (dz × dr × ds)
∣∣∣∣
2
= E
∫ t
0
∫ ∞
0
∫
|z|61
1[0,σ(Xs,z)](r)
∣∣∣Φns (Xs + z)− Φns (Xs)− Φs(Xs + z) + Φs(Xs)∣∣∣2ν(dz)drds
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= E
∫ t
0
∫
|z|61
∣∣∣Φns (Xs + z)− Φns (Xs)− Φs(Xs + z) + Φs(Xs)∣∣∣2σ(Xs, z)ν(dz)ds
→ 0, as n→∞.
Finally, Krylov’s estimate (5.5) yields that
E
(∫ t
0
b(Xs)− bn(Xs)ds
)
6 C‖b− bn‖p → 0,
which in turn implies by (5.15) that
I1 → λ
∫ t
0
u(Xs)ds, as n→∞.
Combing the above calculations, and noticing that Xs = Φ
−1(Ys), we get the desired
result. 
At the end of this section, we collect some properties of the new coefficients. For a
function f on Rd, set
Jzf(x) := f(x+ z)− f(x).
Suppose that:
(Hσ′) The global condition (2.8) holds true and (2.5) is satisfied for almost all x, y ∈ Rd
with ζ ∈ Lq(Rd), q > d/α.
(Hb′) For θ, p satisfying (5.10),
b ∈ L∞(Rd) ∩Wθp.
Then, we have:
Lemma 5.7. Under (Hσ′)-(Hb′), there exist constants C1, C2 such that for a.e. x, y ∈
R
d,
|b˜(x)− b˜(y)| 6 C1|x− y| ·
(
1 + ζ
(
Φ−1(x)
)
+ ζ
(
Φ−1(y)
))
(5.16)
and
|g˜(x, z)− g˜(y, z)| 6 C2|x− y| ·
(
M|∇Jzu|(Φ−1(x)) +M|∇Jzu|(Φ−1(y))
)
. (5.17)
Moreover, for any p > 1 and γ ∈ (1, 2), it holds for all f ∈ Hγp that
‖Jzf‖1,p 6 Cp,d,γ|z|γ−1‖f‖γ,p, (5.18)
where Cp,d,γ is a positive constant.
Proof. Recall the definition of b˜ and g˜ in Lemma 5.6. Since σ is bounded and thanks to
(5.9), (5.11), (2.5), we get
|b˜(x)− b˜(y)| 6 λ∣∣u(Φ−1(x))− u(Φ−1(y))∣∣+ ∫
|z|>1
∣∣u(Φ−1(x) + z) − u(Φ−1(y) + z)∣∣ν(dz)
+
∫
|z|>1
∣∣u(Φ−1(x))− u(Φ−1(y))∣∣ν(dz) + ∫
|z|>1
∣∣σ(Φ−1(x), z) − σ(Φ−1(y), z)∣∣ν(dz)
6 Cλ|x− y|+ C0|x− y|
(
ζ
(
Φ−1(x)
)
+ ζ
(
Φ−1(y)
))
,
which gives (5.16). By (4.7), further have
|g˜(x, z)− g˜(y, z)| = ∣∣Φ(Φ−1(x) + z) − Φ(Φ−1(x))− Φ(Φ−1(y) + z)+ Φ(Φ−1(y))∣∣
=
∣∣u(Φ−1(x) + z) − u(Φ−1(x))− u(Φ−1(y) + z) + u(Φ−1(y))∣∣
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=
∣∣(Jzu)(Φ−1(x))− (Jzu)(Φ−1(y))∣∣
6 C2|x− y| ·
(
M|∇Jzu|(Φ−1(x)) +M|∇Jzu|(Φ−1(y))
)
.
As for (5.18), it was proved by [36, Lemma 2.3]. 
6. Proof of the main result
Now, we are ready to give the proof of our main result. Comparing with the usual
SDEs driven by Brownian motion or pure jump Le´vy processes, for SDEs of the form
(1.2) or (5.12), some new tricks are needed to handle the term 1[0,σ(Xs,z)](r), as we shall
see below. The point is that we have to use L1-estimate as well as L2-estimate to deduce
the pathwise uniqueness.
Proof of Theorem 2.1. The proof will consist of two steps.
Step 1: We assume that (Hσ′)-(Hb′) hold. It was shown in [22, Proposition 3] that
under these conditions, there exists a martingale solution to operator L . Meanwhile, it
is known that the martingale solution for L is equivalent to the weak solution to SDE
(1.2), see [19, Lemma 2.1]. Thus, the existence and uniqueness of weak solution hold for
SDE (1.2). Thus, it suffices to show the pathwise uniqueness.
Let Xt and Xˆt be two strong solutions for SDE (1.2) both starting from x ∈ Rd, and
set
Yt := Φ(Xt), Yˆt := Φ(Xˆt).
Since the uniqueness if a local property, as the argument in [13, Theorem IV. 9.1] and
[36], we only need to prove by Lemma 5.6 that
Zt ≡ 0, ∀t > 0, (6.1)
where Zt is given by
Zt∧τ1 =
∫ t∧τ1
0
[
b˜(Ys)− b˜(Yˆs)
]
ds+
∫ t∧τ1
0
∫ ∞
0
∫
|z|61
[
g˜(Ys−, z)1[0,σ˜(Ys−,z)](r)
− g˜(Yˆs−, z)1[0,σ˜(Yˆs−,z)](r)
]
N˜ (dz × dr × ds) =: J t∧τ11 + J t∧τ12 .
Set
A1(t) :=
∫ t
0
(
1 + ζ(Xs) + ζ(Xˆs)
)
ds,
then following by an approximation argument as in [34, 36], it is easy to see by (5.16)
that for almost all ω and every stopping time η,
sup
t∈[0,η]
∣∣J t∧τ11 ∣∣ 6 C1
∫ τ1∧η
0
|Zs| ·
(
1 + ζ(Xs) + ζ(Xˆs)
)
ds = C1
∫ τ1∧η
0
|Zs|dA1(s).
As for the second term, write
J t∧τ12 =
∫ t∧τ1
0
∫ ∞
0
∫
|z|61
1[0,σ˜(Ys−,z)∧σ˜(Yˆs−,z)](r)
[
g˜(Ys−, z)1[0,σ˜(Ys−,z)](r)
− g˜(Yˆs−, z)1[0,σ˜(Yˆs−,z)](r)
]
N˜ (dz × dr × ds)
+
∫ t∧τ1
0
∫ ∞
0
∫
|z|61
1[σ˜(Ys−,z)∨σ˜(Yˆs−,z),∞](r)
[
g˜(Ys−, z)1[0,σ˜(Ys−,z)](r)
− g˜(Yˆs−, z)1[0,σ˜(Yˆs−,z)](r)
]
N˜ (dz × dr × ds)
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+∫ t∧τ1
0
∫ ∞
0
∫
|z|61
1[σ˜(Ys−,z)∧σ˜(Yˆs−,z),σ˜(Ys−,z)∨σ˜(Yˆs−,z)](r)
[
g˜(Ys−, z)1[0,σ˜(Ys−,z)](r)
− g˜(Yˆs−, z)1[0,σ˜(Yˆs−,z)](r)
]
N˜ (dz × dr × ds)
=: J t∧τ121 + J t∧τ122 + J t∧τ123 .
We proceed to estimate each component. First, for J t∧τ121 , we use the Doob’s L2-maximal
inequality to deduce that for any stopping time η,
E
[
sup
t∈[0,η]
|J t∧τ121 |
]
6 E
(∫ τ1∧η
0
∫ ∞
0
∫
|z|61
1[0,σ˜(Ys,z)∧σ˜(Yˆs,z)](r)
∣∣g˜(Ys, z)− g˜(Yˆs, z)∣∣2drν(dz)ds
) 1
2
= E
(∫ τ1∧η
0
∫
|z|61
[
σ˜(Ys, z) ∧ σ˜(Yˆs, z)
] · ∣∣g˜(Ys, z)− g˜(Yˆs, z)∣∣2ν(dz)ds
) 1
2
.
Thus, if we set
A2(t) :=
∫ t
0
∫
|z|61
(
M|∇Jzu|(Xs) +M|∇Jzu|(Xˆs)
)2
ν(dz)ds,
we further have by the fact that σ˜ is bounded and (5.17) that
E
[
sup
t∈[0,η]
|J t∧τ121 |
]
6 C2E
(∫ τ1∧η
0
|Zs|2
∫
|z|61
(
M|∇Jzu|(Xs) +M|∇Jzu|(Xˆs)
)2
ν(dz)ds
) 1
2
= C2E
(∫ τ1∧η
0
|Zs|2dA2(s)
) 1
2
.
Next, it is easy to see that for any t > 0,
J t∧τ122 ≡ 0.
Finally, we use the L1-estimate (see [18, P174] or [19, P157]) to control the third term by
E
[
sup
t∈[0,η]
|J t∧τ123 |
]
6 2E
∫ τ1∧η
0
∫ ∞
0
∫
|z|61
1[σ˜(Ys,z)∧σ˜(Yˆs,z),σ˜(Ys,z)∨σ˜(Yˆs,z)](r)
× ∣∣g˜(Ys, z)1[0,σ˜(Ys,z)](r)− g˜(Yˆs, z)1[0,σ˜(Yˆs,z)](r)∣∣ν(dz)drds
6 2E
∫ τ1∧η
0
∫
|z|61
|σ˜(Ys, z)− σ˜(Yˆs, z)| ·
(
|g˜(Ys, z)|+ |g˜(Yˆs, z)|
)
ν(dz)ds.
Since
|g˜(x, z)| = ∣∣Φ(Φ−1(x) + z) − Φ(Φ−1(x))∣∣ 6 3
2
|z|,
and taking into account of (2.5), we get
E
[
sup
t∈[0,η]
|J t∧τ123 |
]
6 C3E
∫ τ1∧η
0
∫
|z|61
|σ˜(Ys, z)− σ˜(Yˆs, z)| · |z|ν(dz)ds
6 C3E
∫ τ1∧η
0
|Zs|
(
ζ(Xs) + ζ(Xˆs)
)
ds 6 C3E
∫ τ1∧η
0
|Zs|dA1(s).
Combing the above computations, and set
A(t) := A1(t) + A2(t),
we arrive at that for any stopping time η, there exists a constant C0 such that
E
[
sup
t∈[0,η]
|Zt∧τ1 |
]
6 C0E
∫ τ1∧η
0
|Zs|dA(s) + C0E
(∫ τ1∧η
0
|Zs|2dA(s)
) 1
2
. (6.2)
By our assumption that ζ ∈ Lq(Rd) with q > d/α and the Krylov estimate (5.5), we find
that
EA1(t) 6 t + C‖ζ‖q <∞.
Meanwhile, since p > 2d/α, using the Fubini’s theorem, Krylov estimate, Minkovski’s
inequality and taken into account of (4.6), we can get
EA2(t) =
∫
|z|61
E
∫ t
0
(
M|∇Jzu|(Xs) +M|∇Jzu|(Xˆs)
)2
dsν(dz)
6 C
∫
|z|61
‖(M|∇Jzu|)2‖p/2ν(dz) = C
∫
|z|61
‖M|∇Jzu|‖2pν(dz)
6 C
∫
|z|61
‖∇Jzu‖2pν(dz) 6 C
∫
|z|61
‖Jzu‖21,pν(dz).
Recall our assumption that θ > 1− α
2
. Hence, we can choose a γ < α such that
2(γ + θ − 1) > α.
Consequently, it follows from (5.18) and (2.2) that
EA2(t) 6 C‖u‖2γ+θ,p
∫
|z|61
|z|2(γ+θ−1)ν(dz) <∞.
Therefore, t 7→ A(t) is a continuous strictly increasing process. Define for t > 0 the
stopping time
ηt := inf{s > 0 : A(s) > t}.
Then, it is clear that ηt is the inverse of t 7→ A(t). Since A(t) > t, we further have ηt 6 t.
Taking ηt into (6.2), we have by the change of variable
E
[
sup
s∈[0,t]
|Zτ1∧ηs |
]
= E
[
sup
s∈[0,ηt]
|Zs∧τ1|
]
6 C0E
∫ τ1∧ηt
0
|Zs|dA(s) + C0E
(∫ τ1∧ηt
0
|Zs|2dA(s)
) 1
2
6 C0E
∫ ηt
0
|Zτ1∧s|dA(s) + C0E
(∫ ηt
0
|Zτ1∧s|2dA(s)
) 1
2
= C0E
∫ t
0
|Zτ1∧ηs|ds+ C0E
(∫ t
0
|Zτ1∧ηs |2ds
) 1
2
6 C0
(
t+
√
t
)
E
[
sup
s∈[0,t]
|Zτ1∧ηs |
]
.
Now, take t0 small enough such that
C0
(
t0 +
√
t0
)
< 1,
it holds that for almost all ω,
sup
s∈[0,ηt0 ]
|Zs∧τ1| = sup
s∈[0,t0]
|Zτ1∧ηs| = 0.
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In particular,
Zηt0∧τ1 = 0, a.s..
The same arguments as above and write for t > t0,
Zt∧τ1 =
∫ t∧τ1
ηt0∧τ1
[
b˜(Ys)− b˜(Yˆs)
]
ds+
∫ t∧τ1
ηt0∧τ1
∫ ∞
0
∫
|z|61
[
g˜(Ys−, z)1[0,σ˜(Ys−,z)](r)
− g˜(Yˆs−, z)1[0,σ˜(Yˆs−,z)](r)
]
N˜ (dz × dr × ds),
we can get
E
[
sup
s∈[t0,t]
|Zτ1∧ηs |
]
= E
[
sup
s∈[ηt0 ,ηt]
|Zs∧τ1|
]
6 C0E
∫ τ1∧ηt
ηt0∧τ1
|Zs|dA(s) + C0E
(∫ τ1∧ηt
ηt0∧τ1
|Zs|2dA(s)
) 1
2
6 C0E
∫ t
t0
|Zτ1∧ηs |ds+ C0E
(∫ t
t0
|Zτ1∧ηs |2ds
) 1
2
6 C0
[
(t− t0) +
√
(t− t0)
]
E
[
sup
s∈[t0,t]
|Zτ1∧ηs |
]
.
Hence, for for almost all ω,
sup
s∈[0,η2t0 ]
|Zs∧τ1| = 0.
Repeating the above arguments, we may get for any k > 0,
sup
s∈[0,ηkt0 ]
|Zs∧τ1 | = 0.
Noticing that ηt is also strictly increasing, we have for all t > 0,
Zt∧τ1 = 0, a.s..
Thus, (6.1) is proven.
Step 2: Assume now that σ and b satisfy (Hσ)-(Hb). For each n ∈ N, let χn(x) ∈ [0, 1]
be a nonnegative smooth function in Rd with χn(x) = 1 for all x ∈ Bn and χn(x) = 0 for
all x /∈ Bn+1. Let
bn(x) := χn(x)b(x), ζn(x) := χn+1(x)ζ(x) +M|∇χn+1|(x),
and
σn(x, z) := 1 + χn+1(x)σ(x, z)
(|z| ∧ 1)+ (1− χn(x)(|z| ∧ 1))
(
1 + sup
x∈Bn+2
|σ(x, z)|
)
Id×d.
Then, one can check easily that (2.8) holds and bn satisfies (Hb
′). Meanwhile,∫
Rd
|σn(x, z)− σn(y, z)|(|z| ∧ 1)ν(dz) 6 C
∫
Rd
|χn+1(x)− χn+1(y)|
(|z|2 ∧ 1)ν(dz)
6 C
∫
Rd
|σ(x, z)− σ(y, z)|(|z| ∧ 1)ν(dz)
(
χn+1(x) ∧ χn+1(y)
)
6 C|x− y|
(
M|∇χn+1|(x) +M|∇χn+1|(y)
)
+ C|x− y|
(
χn+1(x)ζ(x) + χn+1(y)ζ(y)
)
.
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It is obvious that ζn ∈ Lq(Rd) with q > d/α, hence (Hσ′) is also true. Therefore, for each
x ∈ Rd, there exist a unique strong solution Xnt (x) to SDE (1.2) with coefficients σn and
bn. For n > k, define
ςn,k(x) := inf{t > 0 : |Xnt (x)| > k} ∧ n.
By the uniqueness of the strong solution, we have
P
(
Xnt (x) = X
k
t (x), ∀t ∈ [0, ςn,k(x))
)
= 1,
which implies that for n > k,
ςk,k(x) 6 ςn,k(x) 6 ςn,n(x), a.s..
Hence, if we let ςk(x) := ςk,k(x), then ςk(x) is an increasing sequence of stopping times
and for n > k,
P
(
Xnt (x) = X
k
t (x), ∀t ∈ [0, ςk(x))
)
= 1.
Now, for each k ∈ N, we can define Xt(x) := Xkt (x) for t < ςk(x) and ς(x) := limk→∞ ςk(x).
It is clear that Xt(x) is the unique strong solution to SDE (1.2) up to the explosion time
ς(x) and (2.7) holds. 
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