Particle Gibbs with ancestor sampling (PG-AS) is a new tool in the family of sequential Monte Carlo methods. We apply PG-AS to the challenging class of unobserved component time series models and demonstrate its flexibility under different circumstances. We also combine discrete structural breaks within the unobserved component model framework. We do this by modeling and forecasting time series characteristics of postwar US inflation using a long memory autoregressive fractionally integrated moving average model with stochastic volatility where we allow for structural breaks in the level, long and short memory parameters contemporaneously with breaks in the level, persistence and the conditional volatility of the volatility of inflation.
Introduction
Unobserved component (UC) models are widely used to model time series and dynamical systems. In this paper we define UC models as a general class of linear, nonlinear, Gaussian and non-Gaussian state space models that include at least a component that is unobservable. The UC itself can either be a single continuous component as in section 3 or we can both have a continuous along with a discrete unobserved component, see section 4 . Therefore, our models should not be confused solely with the UC model of Stock and Watson (2007) .
We apply a relatively new tool in the family of sequential Monte Carlo methods which is particularly useful for inference in UC models, namely, particle Gibbs with ancestor sampling (PG-AS), suggested in Lindsten et al. (2012) . PG-AS builds on the particle Gibbs (PG) sampler proposed by Andrieu et al. (2010) . In PG, we start by running a sequential Monte Carlo (SMC) sampler in which one particle trajectory is set deterministically to a reference trajectory that is specified a priori. After a complete run of the SMC algorithm, a new trajectory is obtained by selecting one of the particle trajectories with probabilities given by their importance weights. The effect of the reference trajectory is that the target distribution of the resulting Markov kernel remains invariant, regardless of the number of particles used in the underlying SMC algorithm. However, PG suffers from a serious drawback, which is that the underlying mixing can be very poor when there is path degeneracy in the SMC sampler. In some cases this problem can be addressed by adding a backward simulation step to the PG sampler, yielding a method denoted as PG with backward simulation, see for instance Lindsten and Schön (2013) . PG-AS alleviates the path degeneracy problem in a very computationally elegant fashion. Specifically, the original PG kernel is modified using a so-called ancestor sampling step. This way the same effect as backward sampling is achieved, but without an explicit backward pass.
In this paper we aim to show that PG-AS provides a very compelling and computationally fast framework for estimating rather advanced econometric models. We start by reproducing the results of Chan and Hsiao (2013) which is a book chapter in Bayesian Inference in the Social Sciences published by John Wiley & Sons. The aforementioned article uses "pure" Gibbs sampling methods to estimate different stochastic volatility model specifications. We briefly summarize their applications, estimate the same models using PG-AS and compare our results with the results of Chan and Hsiao (2013) . The main difference between Gibbs sampling and PG-AS is that where in traditional Gibbs sampling problems we resort to converting nonlinear or non-Gaussian models to linear and Gaussian state space models in order to draw the latent states, in the PG-AS framework we draw these latent states directly using the nonlinear or non-Gaussian framework.
We also provide extensions where we combine discrete structural breaks within the UC framework using both simulated and macroeconomic time-series data. Structural breaks are modeled through irreversible Markov switching or so-called change-point dynamics, see Chib (1998) . For instance, we model time series characteristics of postwar US inflation using a long memory autoregressive fractionally integrated moving average model with stochastic volatility where we allow for structural breaks in the level, autoregressive (AR), moving average (MA) parameters, long memory parameter, d contemporaneously with breaks in the level, persistence and the conditional volatility of the volatility of inflation.
Overall, we believe that applying PG-AS to unobserved component models, especially structural break specifications is the most important contribution that we make as to our knowledge there has not yet been any attempts made to use PG-AS in the econometric analysis of these types of models. As we shall see for these type of models, PG-AS requires limited design effort on the user's part especially if one desires to change some features in a particular model. On the other hand, estimating the same type of models using "pure" Gibbs sampling would require relatively more programming effort.
The remaining of this paper is as follows: in section 2 we briefly describe the steps of PG-AS. In sections 3 and 4 we present our empirical applications. Finally, the last section concludes.
Particle Gibbs with Ancestor Sampling
Consider the following stochastic volatility (SV) model y t = µ + exp (h t /2) ε t , ε t ∼ N (0, 1) (2.1)
where y t is the observed data, h 1:T = (h 1 , ..., h T ) are the unobserved log-volatilities, µ h is the drift term in the state equation, σ h is the volatility of log-volatility and φ h is the persistence parameter. Typically, we would impose that |φ h | < 1 so that we have a stationary process with the initial condition, h 1 ∼ N µ h , σ 2 h / 1 − φ 2 h . We collect the model parameters in θ = µ, µ h , φ h , σ 2 h and let Y T = (y 1 , ..., y T ) . The above stochastic volatility model is an example of a nonlinear state space model where the measurement equation, (2.1) is nonlinear in the states, h 1:T . The major challenge of estimating this model is that while sampling p (θ | h 1:T ,Y T ) is relatively easy, sampling
Within the Gibbs sampling framework, the most popular approach for estimating (2.1)-(2.2) is the so-called auxiliary mixture sampler, see Kim et al. (1998) . The idea is to approximate the nonlinear stochastic volatility model using a mixture of linear Gaussian models. Specifically, we can square both sides of (2.1) and take the logarithm such that y * t = h t + ε * t where y * t = log (y t − µ) 2 and ε * t = log ε 2 t . Kim et al. (1998) show that ε * t can be approximated by a seven-component Gaussian mixture density. We can then write this mixture density in terms of an auxiliary random variable, z t ∈ {1, ..., 7} that serves as a mixture component indicator.
The values of m i , s 2 i and ω i , i = 1, ..., 7 are all fixed and given in Kim et al. (1998) . Using this Gaussian mixture approximation the SV model can be expressed as a linear Gaussian state space model. Bayesian estimation can then be performed using standard Gibbs sampling techniques for linear Gaussian state space models, see for instance . Finally, notice that using this specification we sample from the posterior, p (θ , h 1:
Within the PG-AS framework we need not use the above approximation. On the contrary, we approach estimating (2.1)-(2.2) directly by first drawing h 1:T ∼ p (h 1:T | θ ,Y T ) using the conditional particle filter with ancestor sampling. Thereafter, we draw p (θ | h 1:T ,Y T ). Notice that once we obtain h 1:T , sampling each element of θ is straightforward. In the following we describe the steps of the conditional particle filter with ancestor sampling (CPF-AS) which is used to draw h 1:T from p (h 1:T | θ ,Y T ). For more details the reader is referred to Lindsten et al. (2012) . Let i = 1, ..., N denote the number of Gibbs sampling iterations, j = 1, ..., M denote the number of particles and let p (y t | θ , h t ,Y t−1 ) denote the density of y t given θ , h t and Y t−1 . Finally, let h (i−1) 1:T be a fixed reference trajectory of h 1:T sampled at iteration i − 1 of the Gibbs sampler. The steps of CPF-AS (particle filter conditional on h (i−1) 1:T ) for the SV model are as follows
Notice that CPF-AS is akin to a standard particle filter, but with the difference that h M 1:T is specified a priori and serves as a reference trajectory. Hence, at each step we use only M − 1 particles. Furthermore, whereas in the particle Gibbs algorithm of Andrieu et al. (2010) we set a Even though this is a small modification of the algorithm, improvements in mixing can be quite considerable, see Lindsten et al. (2012) . Once we sample h 1:T , we use standard methods and sample each element of θ , see for instance Kim et al. (1998) and Chan and Hsiao (2013) .
Extending the standard SV model within the PG-AS framework is straightforward. For example, assume that ε t ∼ St (v), where St stands for the Student-t distribution with v > 2 degrees of freedom. For this specification, at the ith iteration of the Gibbs sampler for p
inside the CPF-AS algorithm and obtain h (i)
as in Chan and Hsiao (2013) . Finally, in order to draw v 1:T and µ (i) . We set V = c · var (v ML ), where c ∈ R + and fine-tune V by adjusting c such that we can get a decent M-H acceptance ratio around 50 to 60%. We then draw u from a standard Uniform distribution, U and
. On the other hand, if we were to use pure Gibbs sampling to estimate the SV model with Student-t distributed errors then we would be forced to follow Chan and Hsiao (2013) and convert the model into a conditionally Gaussian state space model by defining the measurement error in (2.1) as ε t = λ −1/2 t e t where e t ∼ N (0, 1), λ t ∼ IG (v/2, v/2) and has a closed form conditional posterior. We would then follow the steps in Chan and Hsiao (2013) and sample from the augmented posterior, p (θ , v, h 1:T , λ 1 , ..., λ T , z 1 , ..., z T | Y T ).
Model comparison using the output from PG-AS
One of the main outputs from CPF-AS is the loglikelihood of Y T with h 1:T integrated out, p (Y T | θ ). This quantity is the product of the individual integrated likelihood contributions
(2.5) (2.5) can be used to for instance compute the marginal likelihood (ML) for a particular model. The marginal likelihood is defined as
and is a measure of the success the model has in accounting for the data after the parameter uncertainty has been integrated out over the prior, p (θ ). Gelfand and Dey (1994) propose a very compelling and general method to calculate ML. It is efficient and utilizes the same routines when calculating ML for different models. The Gelfand-Dey (G-D) estimate of the marginal likelihood is based on
where N is the number of PG-AS iterations. Gelfand and Dey (1994) 
is bounded and the estimator is consistent. Following Geweke (2005) a truncated Normal distribution, N (θ * , Σ * ) is used for g (θ ). The quantities θ * and Σ * are the posterior sample moments calculated as
is in the domain of the truncated Normal. This domain, Θ is defined as
where z is the dimension of the parameter vector and χ 2 α (z) is the αth percentile of the Chi-squared distribution with z degrees of freedom. In practice, 0.5, 0.75, 0.95 and 0.99 are popular selections for α. Once the marginal likelihood for different specifications has been calculated, we can compare them using Bayes factors, BF. The relative evidence for model
. This odds ratio is the factor by which the data considers M A more probable than M B . Kass and Raftery (1995) recommend considering twice the logarithm of the Bayes factor for model comparison and suggest a rule-of-thumb of support for M A based on 2 log BF M AB : 0 to 2 not worth more than a bare mention, 2 to 6 positive, 6 to 10 strong, and greater than 10 as very strong.
We can also use p (Y T | θ ) and compute the deviance information criterion (DIC) of Spiegelhalter et al. (2002) . DIC is a compelling alternative to AIC or BIC and it can be applied to nested or non-nested models. Calculation of DIC in a PG-AS scheme is trivial. Contrary to AIC or BIC it does not require maximization over the parameter space. DIC is a combination of p (Y T | θ ) and a penalty term, p D which describes the complexity of the model and serves as a penalization term that corrects deviance's propensity toward models with more parameters. More precisely,
θ is estimated from the PG-AS output using the mean or mode of the posterior draws. The DIC is defined as D θ + 2p D .
It is worth noting that the best model is the one with the smaller DIC. Very roughly, for differences of more than 10 we might definitely rule out the model with the higher DIC.
Stochastic Volatility Models
In this section we start by estimating the basic stochastic volatility model, (2.1)-(2.2) using PG-AS. Thereafter, we extend the SV model to allow for moving average errors and heavy tails. Furthermore, for each specification we compare our results to the results of Chan and Hsiao (2013) 1 .
We use the exact data and prior settings as Chan and Hsiao (2013) . Thus, we ought to be able to compare the performance of PG-AS with traditional Gibbs sampling in a rather easy and intuitive way. As stated earlier, the main difference between the Gibbs sampling approach of Chan and Hsiao (2013) and PG-AS is that where Chan and Hsiao (2013) resort to converting nonlinear or non-Gaussian models to linear and Gaussian state space models in order to draw h 1:T , in the PG-AS framework we draw h 1:T directly from p (h 1:T | θ ,Y T ) using the nonlinear or non-Gaussian framework. In the following we briefly summarize their applications labeled as (1), (2) ,(3) and reproduce their results using PG-AS:
(1) Modeling daily AUD/USD exchange rate returns from January 2005 to December 2012 using (2.1)-(2.2).
(2) Modeling daily PHP/USD exchange rate returns from July 2007 to December 2012 using a moving average stochastic volatility (MASV) model. This model is defined as
where ε t is independent from ζ t . Furthermore, for identification, we impose that the root of the characteristic polynomial associated with the MA coefficient, ψ 1 is outside the unit circle. Compared to (2.1)-(2.2) we have an additional parameter, ψ 1 . The conditional posterior of ψ 1 does not have a closed form solution. Therefore, we sample ψ 1 using Metropolis-Hastings. We follow Chan and Hsiao (2013), choose the prior for ψ 1 as a standard Normal truncated in the interval ]−1, 1[ and employ rejection sampling to ensure that ψ (i) 1 The article along with some additional material is available at http://people.anu.edu.au/joshua.chan/research.html.
(3) Modeling daily returns on the silver spot price from January 2005 to December 2012 using a moving average stochastic volatility model with Student-t distributed errors, MASVt
For each of these models we use the exact same prior hyperparameter values as Chan and Hsiao (2013) to sample θ and ψ 1 from their respective conditional posteriors. With regards to v, we choose p (v) ∼ U (2, 128), where U stands for the Uniform distribution with lower (upper) endpoint of 2(128) and sample v using (2.4), see also Chib et al. (2002) . Finally, since p (Y T | θ ) is easily available from the particle filter, we also report the logarithm of the marginal likelihood, log(ML) and DIC. We set M = 100 and follow Chan and Hsiao (2013) obtaining N = 20000 draws from the posterior distribution, after a burn-in period of 1000. The PG-AS estimates along with the original results of Chan and Hsiao (2013) are reported in Tables 1 to 3 . Overwhelmingly, these estimates are very similar to the Gibbs sampling estimates of Chan and Hsiao (2013), referred to and labeled as "MCMC" in the text below.
In the top row of Figure 1 we compare posterior estimates of exp (h t /2), t = 1, ..., T for the SV model using AUD/USD returns. The left-hand-side displays the posterior mean (solid line) and 90% credibility intervals (dashed lines) for PG-AS while the right-hand-side displays the same quantities for the Gibbs sampling algorithm of Chan and Hsiao (2013) . We see that these estimates are basically identical. To further compare the performance of the samplers, we also report the inefficiency factors, R B of the posterior draws of θ , ψ 1 , v, h 1:T for PG-AS and Chan and Hsiao (2013) . R B is defined as
whereρ (l) is an estimate of the autocorrelation at lag l of the sampler, B is the bandwidth and K is the Parzen Kernel, see also Kim et al. (1998) for a further background on this measure. R B displays the relative variance of the posterior sample draws when adapting for correlation between iterations, as compared to the variance without accounting for correlation and serves as a useful diagnostic for measuring how well the chain mixes. In these calculations, we choose a bandwidth, B of 100. Overall, we see that both methods perform similarly for θ , ψ 1 and v as R B does not vary that much across estimation methods. However, note that for h 1:T each vector is of length T , so we have a total of 2T inefficiency factors for each application. Therefore, we use box plots to report this information. In panels (c) and (d) of Figure 1 we report results for AUD/USD with similar results for the other applications. The middle line of the box denotes the median, while the lower 
Thereafter, we use ε t ∼ St (v) and generate y t . Given a full PG-AS and MCMC run we calculate the mean, median and mode of the posterior draws, θ (i) , i = 1, ...N. We then take the mean of these quantities over the number of Monte Carlo repetitions. We also consider the root mean squared error (RMSE), defined as
r is the ith posterior draw of the rth Monte Carlo repetition and θ is the vector of the true DGP parameters. Results are summarized in Table 4 . Overall, both methods work very well. However, in both cases we notice reductions in the RMSE of µ h by about 75% when we use PG-AS compared to MCMC. More importantly, as for the silver data, in the Monte Carlo repetitions we (correctly) estimate µ h at a higher rate using PG-AS compared to MCMC. Furthermore, we also see a slight reduction in the RMSE of v for PG-AS compared to MCMC. Thus, Monte Carlo results show that we can be very confident with regards to using PG-AS. We also repeat this Monte Carlo for a plain SV model and report the results in the bottom part of Table 4 . Here, we do not find any differences worth mentioning. Finally, in Figure 2 we plot the marginal posterior densities using the output of PG-AS for the MASVt model using the silver data. The marginal posteriors are bell shaped and centered around the mean. We also report Markov chain output of the model parameters. The chain mixes well with relatively fast decaying autocorrelation functions.
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Sensitivity of PG-AS with respect to M
We often find that the choice of M is important because it ensures that the estimate of h 1:T is not too jittery or imprecise. Therefore, we experiment with different values of M to find out its effect on estimation results. We do this by considering a more challenging specification than (2.1)-(2.2). From a computational point of view, this extension also allows us to demonstrate the flexibility of PG-AS to adapt to more complicated model structures without any major computational costs. Specifically, we consider the stochastic volatility in mean (SVM) model of Koopman and Hol Uspensky (2002) . Hence, in this specification, e h t appears in both the conditional mean and the conditional variance. We follow the same notation as before and define the SVM model as
where h t follows (2.2). Estimation of this specification is nontrivial using pure Gibbs sampling. This is because drawing
is computationally more demanding as (3.1) and (2.2) cannot be written in linear state space form, see for instance Chan (2014) . However, within the PG-AS context, estimating the SVM model is straightforward. We note that p
. Incorporating this specification is very easy in CPF-AS as we only need to modify step (e) of the algorithm and use τ
in the case of the SV model. The PG-AS sampler then provides us with h 1:T conditional on θ , λ and Y T . Furthermore, we add another layer to our sampler and also sample λ | µ, h 1:T ,Y T from its conditional posterior.
We simulate y t , t = 1, ..., 1000 using (3.1)-(2.2). Thereafter, we re-estimate the SVM model using our simulated data for M = 2, 10, 100 and 1000. We report parameter estimates of the SVM model using the above mentioned number of particles in Table 5 . Besides these estimates we also report the inefficiency factors (R B ) of the parameters and h 1:T for each case, see Figure 3 . Furthermore, we compute Geweke's convergence statistics and present estimation time (in seconds) of the SVM model for each M. In each case, we sample N = 20000 draws from p (θ , λ , h 1:T | Y T ) after a burn-in period of 1000. Overall, we see that PG-AS performs very well as parameter estimates are close to their respective DGP values. Furthermore, the choice of M = 100 is very sensible. In fact, we get almost identical results for M = 10 and M = 100 but R B falls as we set M = 100. For instance, in Figure 3 
Structural Breaks and PG-AS
In this section we demonstrate the flexibility of PG-AS by combing PG-AS with the change-point specification of Chib (1998) . Specifically, we believe that this combination is in fact the most important contribution that we make since relatively only few papers have dealt with combining models with SV effects with what in the literature is considered as a "state-of-the-art" structural break model.
We start by using a linear regression Markov switching model with a specific structure on the transition probabilities combined with SV effects. Testing for the number of regimes, m ∈ {1, 2, ...} is then a test for the number of structural breaks, see Chib (1998) . We follow Liu and Maheu (2008) and estimate each model conditional on 0, 1, ...m breaks occurring in the sample. For each of these we calculate ML (DIC) and use them to determine the optimal number of change points. Specifically, we can compare marginal likelihoods using Bayes factors and use differences in the DIC between different specifications to determine the number of structural breaks.
The m-state MS linear regression model with SV effects which allows for m − 1 structural breaks in the regression coefficients and level of volatility is defined as
where s t = 1, ..., m , s 1:T = (s 1 , ..., s T ) and s t = k indicates that y t is from regime k. In section 4.3 we also consider structural breaks in φ h and σ 2 h . Incorporating breaks in φ h and σ 2 h is straightforward as we can use the conditioning features of PG-AS and thus sample these parameters using the log-volatilities within each regime. As before, Y T = (y 1 , ..., y T ) is T × 1, X T is a T × n matrix of regressors with row X t−1 which can also include lags of y t and β s t is n × 1. The parameter γ s t = exp µ h,s t is a measure of the average variance in regime k. The one-step-ahead transition probability matrix for s t is assumed to be
where p lk = p (s t = k | s t−1 = l) with k = l or k = l + 1 is the probability of moving from regime l at time t − 1 to regime k at time t. P ensures that given s t = k at time t, the next period t + 1, s t + 1 remains in the same state or jumps to the next state. For instance, given s t = k, one has that s t+1 = k or s t+1 = k + 1 with p k,k + p k,k+1 = 1. Once the last regime is reached, we stay there forever, that is p m,m = 1. This structure enforces the following ordering
and τ 1 , τ 2 , ..., τ m−1 are the unknown structural break dates. Modeling (4.1)-(4.2) using (4.3) is straightforward as we can use the conditioning features of PG-AS. Specifically, we proceed by cycling through the following steps
In step 1, we use the algorithm of Chib (1998) to draw s 1:T , see for instance Liu and Maheu (2008) . h 1:T is sampled using CPF-AS from section 2 conditional on the newly draws of s 1:T and θ from the previous Gibbs iteration. The parameters: β , γ, φ h and σ 2 h are all sampled using standard techniques conditional on the newly draws of s 1:T and h 1:T . The conditional posterior of p kk , k = 1, ..., m − 1 is Beta (a 0 + n kk , b 0 + 1) where n kk is the number of one-step transitions from state k to state k in a given sequence of s 1:T .
We use N (0 n ,
2 stands for the Inverse-gamma density, see . Finally, with regards to p kk , we choose p kk ∼ Beta (a 0 = 20, b 0 = 0.1) for k = 1, ..., m − 1. We start with a simulation example in section 4.1 and then provide an empirical application using real US GDP growth rate.
Simulation example
Consider data generated according to the following model
where h t = 0.9h t−1 + ζ t and ζ t ∼ N (0, 0.02) for t = 1, ..., 200. We estimate the above model conditional on m = 0, 1, 2 change points and determine the optimal number of change points using ML and DIC. Furthermore, notice that in order to obtain p (Y T | θ , P) we use that
The first term, p (y t | θ ,Y t−1 , s t = k) is obtained from CPF-AS using θ k = (β k , γ k ) , φ h , σ 2 h and the last term is computed from
The last equation is obtained from Bayes' rule. Note that in (4.4) the summation is only from k − 1 to k, due to the restricted nature of the transition matrix. We run our sampler for 25000 iterations and discard the first 5000 draws. In Table 6 we report log(ML) and DIC for specifications with no change point up to two change points. As expected, the specification with one change point obtains the highest (lowest) ML (DIC). We also compute the marginal likelihood for the change-point models using the method of Sims et al. (2008) because as pointed out in Sims et al. (2008) the G-D method may not work for models with time-varying parameters as the posterior density tends to be non Gaussian. However, we do not find any significant changes compared to G-D. Therefore, we choose to retain these values. We also conduct a Monte Carlo analysis (not reported) generating data from (4.1)-(4.2) for 0, .., m change points and comparing ML between different specifications. Results indicate that the G-D method correctly identifies the true number of structural breaks at almost every Monte Carlo iteration. We compare the performance of our model (break) to a recursive OLS specification (no-break). The top panel of Figure 4 shows the predictive mean of these models along with y t . Both predictive means are similar before the break at t = 100. However, after the break, we see a quick reduction in the predictive mean from the break model while the predictive mean from the no-break model remains high for a long time. In the top right panel, we plot the density of the change point along with the true position of the change point. Clearly, our model is able to detect the date of the structural break. We also compare our estimates of σ 2 t = γ s t exp (h t ), t = 1, ..., T with the true conditional variance process. In panel (f), we plot the marginal posterior densities of γ 1 and γ 2 . The marginal posteriors are bell shaped and centered around their means (1.34 for γ 1 and 0.15 for γ 2 ). We also report the Markov chain output and autocorrelation function for γ 1 | Y T and γ 2 | Y T . The chain mixes well with relatively fast decaying autocorrelation functions.
[Figure4 about here]
Finally, Table 7 displays out-of-sample results for one-period-ahead direct forecasts (see Marcellino et al. (2005) ) for the no-break and the break model. In the context of forecasting with the break model we perform the following: for the first out-of-sample observation at time t we calculate ML for 1 and 2 change points using Y t−1 . Thereafter, we choose the optimal change-point number, n 1 using Bayes factors and calculate the predictive mean, E [y t | Y t−1 ] using the parameters associated with specification n 1 . Thereafter, we increase the out-of-sample with one observation, calculate ML for 1 and 2 change points, choose the optimal n 2 and repeat the above forecasting procedure to obtain E [y t+1 | Y t ]. Furthermore, in addition to MAE and RMSE, forecasts are also compared using the linear exponential (LINEX) loss function of Zellner (1986) . This loss function is defined as L (y t ,ŷ t ) = b [exp (a (ŷ t − y t )) − a (ŷ t − y t ) − 1], whereŷ t is the forecast. L (y t ,ŷ t ) ranks overprediction (underprediction) more heavily for a > 0 (a < 0). The table includes b = 1, with a = 1 and a = −1. Overall, the break model offers improvements in terms of MAE and RMSE compared to the nobreak model. When the LINEX loss function is used, the break model's ability to capture variations in higher moments provides gains in terms of point forecasts.
Real output
Recent literature documents a structural break in the volatility of US GDP growth rate, see for instance and Gordon and Maheu (2008) . In this section we follow Gordon and Maheu (2008) and consider structural break estimates of AR(2) models in real US GDP growth rate using the framework of (4.1)-(4.2). Let y t = 100 [log (q t /q t−1 ) − log (p t /p t−1 )], where q t is quarterly US GDP seasonally adjusted and p t is the US GDP price index. Our data ranges from 1947q4 to 2013q3, for a total of 264 observations. In the following we compare the performance of (4.1)-(4.2) with 2 lags of y t , CP(m)-AR(2)-SV to the change-point AR(2) model, henceforth CP(m)-AR(2) where σ 2 changes with s t y t = β 1,s t + β 2,s t y t−1 + β 3,s t y t−2 + σ s t ε t , ε t ∼ N (0, 1) (4.5) (4.5) is estimated using pure Gibbs sampling, see for instance Liu and Maheu (2008) . We estimate (4.1)-(4.2), (4.5) conditional on m = 0, 1, 2 change points and determine the optimal number of change points using ML and DIC. We find that both change-point models produce similar results suggesting that one structural break has occurred. The posterior density of the change point for each model is plotted in Figure 5 . They show a very close correspondence between these two models.
Using the posterior mode of s
both models point that the break date is 1983q3, identical to the break date of Gordon and Maheu (2008) and close to the break date of .
Specifically, find evidence of a break in 1984q1. However, they consider a sample from 1953q2 to 1997q1.
Overall, we find a significant one-time drop in the volatility of y t . For CP(1)-AR(2) the first regime implies an unconditional variance for US GDP growth rate of 1.38 while for the second regime it is 0.35. Furthermore, for CP(1)-AR(2)-SV we find that γ 2 = 0.27 is estimated at a lower rate than γ 1 = 1.19 indicating a fall in the average variance of real US GDP growth rate since the beginning of the 1980s.
In Figure 5 we also report the estimates of σ 2 t = γ s t exp (h t ), t = 1, ..., T for CP(1)-AR(2)-SV. These estimates are very interesting indeed. Specifically, besides a significant reduction in the volatility of real US GDP growth rate since the 1980s our results also point to a gradual reduction in the volatility of y t during the 1960s followed by a subsequent increase form the beginning of the 1970s until the break point at 1983q3.
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Structural break ARFIMA-SV model
In this section we propose a structural break ARFIMA model with SV effects. As before, we use the framework of Chib (1998) to model structural breaks. Specifically, our model allows for structural breaks in µ, d, autoregressive (AR), moving average (MA) coefficients, γ, φ h and σ 2 h . Our change-point ARFIMA-SV model is as follows
where s t = 1, ..., m, Φ (L) = (1 − φ 1,s t L − ... − φ p,s t L p ) and Ψ (L) = 1 + ψ 1,s t L + ... + ψ q,s t L q are AR and MA polynomials in the lag operator, L where L p y t = y t−p for p = 0, 1, ... with integer orders p ≥ 0 and q ≥ 0. The fractional difference operator, (1 − L) −d s t with d s t ∈ R is given by
where Γ (.) is the Gamma function. Equation (4.6) is a generalization of the ARMA model to non-integer values of d s t . Specifically, if d s t > 0 the process is said to have long memory since the autocorrelations die out at an hyperbolic rate. For 0 < d s t < 0.5, (4.6) is a stationary long-memory process with non-summable autocorrelation functions. For d s t = 0, we have a structural break ARMA(p,q) model with SV effects. We assume that 0 < d s t < 0.5 and that Φ (z) = 0, Ψ (z) = 0 for unknown z do not have common roots.
In order to estimate (4.6)-(4.7) we rely on the idea of Chan and Palma (1998) . Specifically, Chan and Palma (1998) consider an approximation of (4.6) based on a truncation lag of order L. We follow their framework and proceed to draw θ = {θ k } m k=1 where θ k = µ k , d k , φ 1,k , ..., φ p,k , ψ 1,k , ..., ψ q,k , γ 1 , ..., γ m , φ h,1 , ..., φ h,m , σ 2 h,1 , ..., σ 2 h,m , P and L from their respective conditional posteriors. However, the conditional posteriors of most parameters do not have closed form solution and are therefore sampled using Metropolis-Hastings.
We note that the conditional posteriors of θ k , γ k , φ h,k 
. Σ k is chosen by the researcher in a manner to ensure a sufficient acceptance rate. We follow Koop (2003, page 98 ) and adjust Σ k to get an acceptance rate roughly around 30 to 40% by experimenting with different values of Σ k until we find one which yields a reasonable acceptance rate probability.
2. Define the acceptance probability for d * k as
We sample φ h,k | σ 2 h,k ,ĥ k using M-H, see Kim et al. (1998) . σ 2 h,k | φ k ,ĥ k ∼ IG (ν k /2, l k /2), v k = T k + v 0 , l k =ζ kζ k + l 0 , T k is the number of observations in regime k andζ k = {ζ t : s t = k}. v 0 and l 0 are prior hyperparameter values. γ k | θ k , L,ĥ k ,Ŷ k ∼ IG (r k /2, g k /2) where r k = T k + r 0 and g k =ε kε k / exp ĥ k + g 0 . As before p kk | S ∼ Beta (a 0 + n kk , b 0 + 1), k = 1, ..., m − 1. Finally, in order to sample L from its conditional posterior we use the method of Raggi and Bordignon (2012) . We apply our model to a monthly time series of inflation, using the US City Average core consumer price index (CUUR0000SA0L1E) of the Bureau of Labor Statistics (BLS). Our series excludes the direct effects of price changes for food and energy. We denote the series by P t and use data from 1960:1 until 2013:12, for a total of 648 months. We follow Bos et al. (2012) and construct the monthly US core inflation as π t = 100 log (P t /P t−1 ). To adapt for part of the seasonality in the series, we regress the inflation on a series of seasonal dummies, D, as in π = Dβ + u. Instead of using the original inflation, π t , we use y t =û t + π, whereû t is the residual of adapting the inflation for the major seasonal effects at time t and π is the average inflation level.
We estimate (4.6)-(4.7) from 0 to 4 change points and choose the optimal number of change points using ML and DIC. Both in terms of ML and DIC results point that the specification with 2 change points fits the data best 2 . However, as pointed out by Spiegelhalter et al. (2002) we must be cautions against using ML as a basis against which to assess DIC. ML addresses how well the prior has predicted the observed data, whereas DIC addresses how well the posterior might predict future data generated by the same parameters that give rise to the observed data. Tables 8 and 9 present estimation results for: a homoscedastic ARFIMA model, ARFIMA-SV and ARFIMA-SV conditional on 2 change points, henceforth labeled as CP(2)-ARFIMA-SV. With regards to model estimation we experiment with different AR and MA lags. We find d s t , φ 11,s t and φ 12,s t to be significant. Thus, we set p (d s t ) ∼ N (0, 1) truncated such that 0 < d s t < 0.5, p (φ 1,s t ) ∼ N (0, 1) , ..., p (φ 12,s t ) ∼ N (0, 1) and employ rejection-sampling to ensure that the roots of 1 − φ 1,s t L − ... − φ 12,s t L 12 lie outside the unit circle. However, φ 1,s t , ..., φ 10,s t are not significant in our applications and are therefore fixed at zero. A suitable prior for L is the Poisson truncated distribution with L ∈ {L min , ..., L max } where in this paper L min = 10 and L max = 50, see Raggi and Bordignon (2012) . Finally, we follow section 4.2 and assume that γ k , σ 2 h,k ∼ IG 4 2 , 0.2 2 , φ h,k ∼ Beta (20, 1.5), k = 1, ..., m, and p kk ∼ Beta (20, 0.1), k = 1, ..., m − 1. In this setting, the prior for each element of θ k is very standard, while the prior for p kk favors infrequent structural breaks. In the appendix we evaluate sensitivity of the results to different prior specifications by investigating alternative prior hyperparameter values on p kk .
We also report results for a change-point integrated moving average (IMA) model of order 1 with SV effects, CP(m)-IMA(1,1)-SV. This model corresponds to a CP(m)-ARFIMA(0,1,1)-SV model for y t or a CP(m)-ARIMA(0,0,1)-SV model for y t . In this model changes in the long run persistence are captured by changes in the MA(1) parameter, ψ s t 3 . We estimate CP(m)-IMA(1,1)-SV from 0 to 4 change points and choose the optimal number of change points using ML and DIC. Again, results point that the specification with 2 change points fits the data best. We report estimation results for IMA(1,1) -SV and CP(2)-IMA(1,1)-SV in Tables 8 and 9 .
We find that specifications with change points dominate the ARFIMA(12,d,0) model, both in terms of ML and DIC. Furthermore, compared to ARFIMA(12,d,0)-SV, the log BF in favor of CP(2)-ARFIMA(12,d,0)-SV is 75. For the ARFIMA(12,d,0) model the order of integration, d 1 , is estimated at 0.38. This implies that US core inflation exhibits long memory behavior. φ 12,1 captures the main seasonal effects. The average inflation rate, µ 1 is estimated at 0.17%. Furthermore, the residual standard deviation of the ARFIMA(12,d,0) model, σ 1 is at 0.18% per month. When we compare ARFIMA(12,d,0) with ARFIMA(12,d,0)-SV we find that d 1 drops from 0.38 to 0.29. The AR coefficients, φ 11,1 and φ 12,1 increase from 0.11 and 0.24 to 0.14 and 0.36 respectively. The estimate of µ 1 is also affected, being more precisely estimated at a lower value. The SV component itself is nearly nonstationary as the autoregressive coefficient of volatility, φ h,1 , is close to one and σ 2 h,1 , is well identified at 0.03 with a standard error of 0.01. The average variance of inflation, γ 1 is estimated at 0.025% per month. Figure 6 displays the data, estimates of σ 2 t = γ s t exp (h t ), t = 1, ..., T and the posterior density of the change-point dates for CP(2)-ARFIMA(12,d,0)-SV. The posterior mode of the change-point density is associated with 1973:7 and 1984:2. Furthermore, from the top right panel of Figure 6 we see that the volatility decrease in the early 1980s is noticeable and persistent. This phenomenon is often labeled as "The Great Moderation", see for example Stock and Watson (2007) .
Overall, results from (4.6)-(4.7) conditional on 2 change points show that we can divide the evolution of y t into three subsequent phases: the period from 1960: 1-1973:6, 1973:7-1984:1 and 1984:2 to the end of the sample. Both d s t and µ s t are much smaller after the last change point, d 2 = 0.41 versus d 3 = 0.15 and µ 2 = 0.53 versus µ 3 = 0.07. On the other hand, φ 11,s t and φ 12,s t increase from 0.02 and 0.09 to 0.15 and 0.50 respectively. At the same time, the estimate of γ s t almost doubles in the second regime while on the other hand it falls from 0.06 to 0.01 after the last structural break. Furthermore, the unconditional volatility of volatility, σ h,s t / 1 − φ 2 s t rises from 0.36 in the first regime to 0.60 in the second regime and falls to 0.42 from the last change point to the end of the sample.
The last two columns of Table 9 report results for CP(2)-IMA(1,1)-SV. The estimate of ψ 1,s t rises from −0.84 in the first phase to −0.56 in the second phase and drops to −0.85 in the subsequent phase. Furthermore, similar to CP(2)-ARFIMA (12,d,0 )-SV the unconditional volatility of volatility drops from the last change point to the end of the sample. However, CP(2)-IMA(1,1)-SV performs worse both in terms of ML and DIC compared CP(2)-ARFIMA(12,d,0)-SV.
To summarize: we find evidence of structural breaks in the dynamics of y t . As expected, most significant changes in the model parameters occur during the Great Moderation. More importantly, it is also cautiously evident that the long memory characteristics of US inflation might have not remained significant after the Great Moderation, as indicated by the lower persistence estimate for the last regime, d 3 . We seem to agree with Stock and Watson (2007) that US inflation may have become harder to model and forecast as the month-to-month memory has dropped.
[Figure6 about here]
We follow section 4.1 and compare the out-of-sample performance of CP(2)-ARFIMA(12,d,0)-SV (break) with ARFIMA(12,d,0)-SV (no-break). Specifically, we compare the out-of-sample predictive likelihood (PL) and predictive mean between these two models.
Given the data up to time t − 1, Y t−1 , the predictive likelihood (PL), p (y t , .., y T | Y t−1 ) is the predictive density evaluated at the realized outcome, y t , ..., y T , t ≤ T , see Geweke (2005) . The PL for model M A is given as
Notice that the terms on the right-hand-side of (4.8) have parameter uncertainty integrated out. If t = 1 this would be the marginal likelihood and (4.8) changes to (2.6). Hence, the sum of log predictive likelihoods can be interpreted as a measure similar to the log of the marginal likelihood, but ignoring the initial t − 1 observations. The predictive likelihood can be used to order models according to their predictive abilities. In a similar fashion to Bayes factors, one can also compare the performance of models based on a specific out-of-sample period by predictive Bayes factors, PBF. The PBF for model A versus B is given as PBF AB = p (y t , ..., y T | Y t−1 , M A ) /p (y t , ..., y T | Y t−1 , M B ) and summarizes the relative evidence of the two models over the out-of-sample data, y t , ..., y T .
In order to compare the out-of-sample density forecasts of the models, we calculate the predictive Bayes factor for data at and after the first break point, 1973:7. Hence, t − 1 = 1973:6. For one observation out-of-sample, log (PBF) = 2.36, 6 months log (PBF) = 2.81, 1 year log (PBF) = 2.94, 5 years log (PBF) = 5.11, 10 years log (PBF) = 7.33 and 15 years log (PBF) = 10.34 each in favor of the break specification. The improvements continue till the end of sample, see Table  10 . Finally, Table 10 also displays out-of-sample results for one-month-ahead point forecasts for the no-break and the break model. Overall, the break model offers improvements in terms of MAE and RMSE compared to the no-break model. 
Conclusion
In this paper we apply PG-AS to the challenging class of unobserved component time series models and demonstrate its flexibility under different circumstances. We start by reproducing the results of Chan and Hsiao (2013). Although we use PG-AS instead of Gibbs sampling, our results are very similar to those of Chan and Hsiao (2013) and any qualitative conclusion and inference drawn from the results is the same. We also show the flexibility of PG-AS by combing PG-AS with the change-point specification of Chib (1998) . Our simulation and empirical example using US GDP data show that this combination provides reliable results, in terms of estimation, change point identification and forecasting.
Finally, we analyze the behavior of US monthly core inflation rate using a structural break ARFIMA-SV model. We find evidence of two structural breaks. Furthermore, we find considerable differences in parameter estimates within in each regime. We also demonstrate that accounting for structural breaks improves density and point forecasts.
A Appendix
A.1 Prior sensitivity analysis
In this section sensitivity of the results to prior specification is evaluated by investigating alternative prior hyperparameter values, a 0 and b 0 on the transition probabilities, p kk ∼ Beta (a 0 , b 0 ), keeping prior hyperparameter values of the other parameters the same as in the main text. p kk , k = 1, ..., m − 1 is one of the key parameters of the model because it controls the duration of each regime in S.
In Table 11 , we experiment with different hyperparameter values for p kk and report the break dates for each of them by estimating CP(2)-ARFIMA-SV using the corresponding values of a 0 and b 0 . For instance, the first alternative prior that is considered is p kk ∼ Beta (0.1, 0.1) which is relatively flat. With this prior we still find that the change-point dates correspond to 1973:7 and 1984:2. In fact, regardless the values of a 0 and b 0 we still find that the change-point dates for each of these specifications correspond to 1973:7 and 1984:2. In Table 11 , we also report log BF of CP(2)-ARFIMA-SV versus ARFIMA-SV using the corresponding values of α and the difference in DIC between CP(2)-ARFIMA-SV and ARFIMA-SV. These results overwhelmingly suggest existence of structural breaks. More importantly, we find that the choice of prior hyperparameter values on P is of relatively limited importance. 
