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Abstract
The local momentum space expansion for the real vector field is considered. Using Riemann
normal coordinates we obtain an expansion of the Feynman Green function up and including
terms that are quadratic in the curvature. The results are valid for a non-minimal operator such as
that arising from a general Feynman type gauge fixing condition. The result is used to derive the
first three terms in the asymptotic expansion for the coincidence limit of the heat kernel without
taking the trace, thus obtaining the untraced heat kernel coefficients. The spacetime dimension is
kept general before specializing to four dimensions for comparison with previously known results.
As a further application we re-examine the anomalous trace of the stress-energy-momentum tensor
for the Maxwell field and comment on the gauge dependence.
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I. INTRODUCTION
Since the introduction of the local momentum space method into quantum field theory in
curved spacetime by Bunch and Parker [1], the technique has been used in a variety of differ-
ent applications. The original application was to consider the renormalization of interacting
quantum fields [2–6] and to study the renormalization group behaviour of gauge theories in
curved spacetime [7, 8]. It has also been used in part to calculate the dependence of the one
loop effective action on the scalar curvature and demonstrate curvature induced asymptotic
freedom [9, 10]. It has been used to study the Wigner function in curved spacetime [11], and
to obtain an expansion of the effective action at zero [12] and finite temperature [13, 14].
The application to Kaluza-Klein theory was given in [15–17]. More recently it has been
used to investigate quantum gravitational effects on gauge coupling constants [18, 19], and
directly related to the present paper was one of the methods used to calculate heat kernel
coefficients for non-minimal operators [20].
The purpose of the present paper is to extend the local momentum space technique for
the Green function to the case of real vector fields with a general gauge parameter. These
results can be used to check the possible gauge dependence in calculations, and can in some
cases be used to justify the standard choice of the Feynman gauge. We will also generalize
some of the results of [20] to the case of the untraced heat kernel coefficients for the real
vector field for a non-minimal operator. Most previous attention has focussed mainly on
the case of traced heat kernel coefficients. (See for example, [21–26].) An exception is [27]
for electromagnetism in four spacetime dimensions, and [28] where general, but extremely
lengthy, expressions are given for the untraced coefficients. The results that we quote below
agree with those of [20] when the trace is taken, and are valid for any spacetime dimension.
The four dimensional special case reproduces the results of [27] and [21].
As a particular application of our results we will re-examine the anomalous trace of the
stress-energy-momentum tensor, Tµν , for the quantized Maxwell field, and comment on the
R controversy. The regularization and renormalization of Tµν for the Maxwell field has a
long and controversial history which is briefly reviewed in [29]. Of particular relevance to
the present paper are [27, 30–33]. We will comment more on this in Secs. V and VI.
The outline of our paper is as follows. Sec. II sets out a review of the general formalism
that we use to obtain the local momentum space expansion of a general Green function.
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Expressions are obtained for the first few terms, including all those necessary to compute
the first three untraced heat kernel coefficients. In Sec. III we specialize to the real vector
field and evaluate the first three heat kernel coefficients. A number of limiting cases of
physical interest are presented and comparison is made with some previously known results
as a check on the calculations. In Sec. IV we consider the local momentum space expansion
for the Maxwell field. Sec. V applies our results to the evaluation of the trace anomaly for
electromagnetism and comments are made on the interpretation in Sec. VI where our results
are discussed briefly. The calculations are quite lengthy and some of the more cumbersome
results are given in the appendices.
II. GENERAL FORMALISM
Consider a generic Bose field ϕi(x). Here i represents any type of indices. In the case we
will look at the index will be a vector field index, but the formalism does not require this
and we can be more general at this stage. Suppose that we use ∆ij to represent the relevant
differential operator for the field ϕi. We choose a Riemannian spacetime metric, take the
spacetime dimension to be N , and adopt the curvature conventions of [34]. For the case of
the real vector field that is the focus of this paper we have
∆µν = −δ
µ
ν + q∇
µ∇ν +Q
µ
ν . (2.1)
Here q is some real parameter that comes from the gauge fixing in the quantum theory,
and Qµν is some function of x with the indicated transformation properties under general
coordinate transformations. In the special case of Maxwell theory, Qµν = Rµν which leads
to considerable simplifications. We will keep Qµν general at this stage.
The heat kernel Kij(x, x
′; τ) for the differential operator ∆ij is a solution to
∆ijK
j
k(x, x
′; τ) = −
∂
∂τ
Kik(x, x
′; τ), (2.2)
with the boundary condition
Kij(x, x
′; τ = 0) = δijδ(x, x
′). (2.3)
Here δ(x, x′) is the biscalar Dirac delta distribution. The importance of the heat kernel is
that under fairly general assumptions it admits an asymptotic expansion as τ → 0 of the
3
form
Kij(x, x; τ) ∼ (4πτ)
−N/2
∞∑
k=0
τk(Ek)
i
j(x). (2.4)
The coefficients (Ek)
i
j(x) are the heat kernel coefficients that are local expressions deter-
mined solely by the form of the operator ∆ij. (Note that we do not consider any contributions
from a possible boundary here.)
The method that we will use here makes use of the Green function for the operator ∆ij
rather than the heat kernel directly. Because the Green function is useful in calculations
that are of interest in quantum field theory these results for the Green function will be useful
later in Sec. IV and Sec. V. There is a simple relationship between the two. Normally the
Green function is defined as the solution to
∆ijG
j
k(x, x
′) = δijδ(x, x
′). (2.5)
This Green function is the analytic continuation of the normal Feynman Green function (or
propagator) to imaginary time. We will consider it further in Secs. IV and V. It proves
convenient to define an auxiliary Green function G(x, x′; s) as the solution to
(∆ik − sδ
i
k)G
k
j(x, x
′; s) = δijδ(x, x
′). (2.6)
The usual Green function Gij(x, x
′) in (2.5) is related clearly to the auxiliary Green function
Gij(x, x
′; s) by
Gij(x, x
′) = Gij(x, x
′; s = 0). (2.7)
The relation between the auxiliary Green function and the heat kernel is
Gij(x, x
′; s) =
∞∫
0
dτ esτ Kij(x, x
′; τ), (2.8)
which can be recognized as a one-sided Laplace transform [35]. The inverse of this, giving
the heat kernel in terms of the auxiliary Green function, can be obtained as
Kij(x, x
′; τ) =
c+i∞∫
c−i∞
ds
2πi
e−sτ Gij(x, x
′; s). (2.9)
Here c is chosen to be a real constant smaller than the lowest eigenvalue of the differential
operator ∆ij and the contour is closed in the right hand side of the complex s-plane. It
is easily verified, using (2.5), that the heat kernel obeys (2.2). The boundary condition
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(2.3) follows by using the expansion of the Green function in terms of eigenfunctions of the
operator ∆ij .
We will be interested in the case where
(∆)ij = (A
αβ)ij ∂α∂β + (B
α)ij ∂α + (C)
i
j, (2.10)
for some coefficients (Aαβ)ij , (B
α)ij and (C)
i
j . For the operator for the real vector field in
(2.1) this form follows simply by writing out the covariant derivatives in terms of ordinary
ones. The results are (remembering that i and j are vector indices in this example)
(
Aµν
)λ
τ = −g
µν δλτ +
1
2
q
(
gλµ δντ + g
λν δµτ
)
, (2.11)(
Bµ
)λ
τ = −2 g
µν Γλντ + g
αβ Γµαβ δ
λ
τ + q g
µλ Γνντ , (2.12)(
C
)λ
τ = Q
λ
τ + g
αβ Γγαβ Γ
λ
γτ − g
αβ Γλβγ Γ
γ
ατ − g
αβ Γλατ,β
+q gλσ Γνντ,σ. (2.13)
When there is no ambiguity we will omit the component indices i and j and deal with the
coefficients in (2.10) as matrices. Without loss of generality we can assume Aβα = Aαβ. The
method that we will adopt makes use of the local momentum space approach of Bunch and
Parker [1] to calculate the auxiliary Green function in (2.6). Introduce normal coordinates
at the point x′ with xµ = x′µ + yµ. The coefficients in (2.10) can all be expanded about
xµ = x′µ, or equivalently yµ = 0. This gives
(Aαβ)ij = (A
αβ
0 )
i
j +
∞∑
n=2
(Aαβµ1···µn)
i
jy
µ1 · · · yµn, (2.14)
(Bα)ij =
∞∑
n=1
(Bαµ1···µn)
i
jy
µ1 · · · yµn, (2.15)
(C)ij = (C0)
i
j +
∞∑
n=1
(Cµ1···µn)
i
jy
µ1 · · · yµn . (2.16)
These are not the most general possibilities for these expansions, but are sufficient to deal
with the vector field case of the present paper. The absence of a linear term in yα in (2.14)
can be understood as a consequence of the fact that in examples of interest to quantum
field theory Aαβ depends only on the spacetime metric whose expansion in Riemann normal
coordinates has the first non-trivial term quadratic in yα. (See the result in (2.11) for the
vector field and the expansion for gµν in (3.8).) The absence of a zeroth order term in (2.15)
arises because Bα involves the connection whose Riemann normal coordinate expansion
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begins at order yα. (See the expression for the vector field in (2.12) and the expansion for
Γλµν in (3.9).)
The Green function, that obeys (2.6), is Fourier expanded as usual,
Gij(x, x
′; s) =
∫
dNp
(2π)N
eip·yGij(p; s), (2.17)
except that the Fourier transform Gij(p; s) can depend on the origin of the normal coordi-
nates x′, but we will not indicate this dependence explicitly. The advantage of introducing
the Fourier transform, as in flat spacetime, is that it turns the differential equation for the
Green function into an algebraic equation for its Fourier expansion. Because of the similarity
with the normal Fourier transform in flat spacetime quantum field theory, this is called the
local momentum space expansion [1].
The aim now is to use (2.10) making use of the expansions (2.14)–(2.16) in (2.6) and use
the local momentum space expansion (2.17) for the auxiliary Green function. The factors
of yµ1 · · · yµn that occur in these expansions can be dealt with by using
yµ1 · · · yµn eip·y = (−i)n
∂n
∂pµ1 · · ·∂pµn
eip·y, (2.18)
followed by partial integrations with respect to p to remove derivatives from the exponential
factor. The following result is obtained (indices i and j suppressed)
I = −Aµν0 pµpνG(p; s)− sG(p; s) + A
µν
αβ
∂2
∂pα∂pβ
[
pµpνG(p; s)
]
+i Aµναβγ
∂3
∂pα∂pβ∂pγ
[
pµpνG(p; s)
]
−Aµναβγδ
∂4
∂pα∂pβ∂pγ∂pδ
[
pµpνG(p; s)
]
−Bµα
∂
∂pα
[
pµG(p; s)
]
− i Bµαβ
∂2
∂pα∂pβ
[
pµG(p; s)
]
+Bµαβγ
∂3
∂pα∂pβ∂pγ
[
pµG(p; s)
]
+ C0G(p; s)
+i Cα
∂
∂pα
G(p; s)− Cαβ
∂2
∂pα∂pβ
G(p; s) + · · · . (2.19)
The next step is to assume an expansion for G(p; s) that is
G(p; s) = G0(p; s) +G2(p; s) +G3(p; s) +G4(p; s) + · · · . (2.20)
We will define G0(p; s) by
I =
(
−Aµν0 pµpν − sI
)
G0(p; s). (2.21)
This choice, although arbitrary, has a significant advantage over other choices that could
be made as we will discuss later. The expansion (2.20) can be viewed as an asymptotic
expansion in inverse powers of p beginning with G0 at order p
−2. From (2.19) it is clear that
if the expansion G = G0 + · · · is used, simple power counting shows that we have terms of
order 1, p−2, p−3, p−4 and so on. We can interpret a general term Gn in (2.20) as the term
in the asymptotic expansion of G(p; s) that behaves like p−2−n for large p.
The terms of order p−2 in (2.19) read
0 =
(
− Aµν0 pµpν − sI
)
G2(p; s) + A
µν
αβ
∂2
∂pα∂pβ
[
pµpνG0(p; s)
]
−Bµα
∂
∂pα
[
pµG0(p; s)
]
+ C0G0(p; s). (2.22)
The terms of order p−3 read
0 =
(
− Aµν0 pµpν − sI
)
G3(p; s) + iA
µν
αβγ
∂3
∂pα∂pβ∂pγ
[
pµpνG0(p; s)
]
−iBµαβ
∂2
∂pα∂pβ
[
pµG0(p; s)
]
+ iCα
∂
∂pα
G0(p; s). (2.23)
The terms of order p−4 read
0 =
(
− Aµν0 pµpν − sI
)
G4(p; s) + A
µν
αβ
∂2
∂pα∂pβ
[
pµpνG2(p; s)
]
−Aµναβγδ
∂4
∂pα∂pβ∂pγ∂pδ
[
pµpνG0(p; s)
]
− Bµα
∂
∂pα
[
pµG2(p; s)
]
+Bµαβγ
∂3
∂pα∂pβ∂pγ
[
pµG0(p; s)
]
+ C0G2(p; s)
−Cαβ
∂2
∂pα∂pβ
G0(p; s). (2.24)
The equations that we have found for the different orders can be solved recursively. We
first solve for G0 using (2.21) for a given A
µν
0 . This then determines G2 from (2.22) and G3
from (2.23). G4 is found from (2.24) and the knowledge of G0 and G2. It is clear how higher
order terms could be obtained, although with increasing algebraic complexity.
Because of (2.22) we can immediately write down
G2(p; s) = G21(p; s) +G22(p; s) +G23(p; s), (2.25)
where
G21(p; s) = −G0(p; s)A
µν
αβ
∂2
∂pα∂pβ
[
pµpνG0(p; s)
]
, (2.26)
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G22(p; s) = G0(p; s)B
µ
α
∂
∂pα
[
pµG0(p; s)
]
, (2.27)
G23(p; s) = −G0(p; s)C0G0(p; s). (2.28)
Obviously it is not strictly necessary to split the terms in G2 up as we have done but it does
prove helpful in doing so in order to demonstrate the source of various terms in the heat
kernel coefficients, as well as to isolate any sources of calculational error.
Similarly from (2.23) we have
G3(p; s) = G31(p; s) +G32(p; s) +G33(p; s), (2.29)
where
G31(p; s) = −iG0(p; s)A
µν
αβγ
∂3
∂pα∂pβ∂pγ
[
pµpνG0(p; s)
]
, (2.30)
G32(p; s) = iG0(p; s)B
µ
αβ
∂2
∂pα∂pβ
[
pµG0(p; s)
]
, (2.31)
G33(p; s) = −iG0(p; s)Cα
∂
∂pα
G0(p; s). (2.32)
Finally from (2.24) we have
G4(p; s) =
6∑
n=1
G4n(p; s), (2.33)
where
G41(p; s) = −G0(p; s)A
µν
αβ
∂2
∂pα∂pβ
[
pµpνG2(p; s)
]
, (2.34)
G42(p; s) = G0(p; s)A
µν
αβγδ
∂4
∂pα∂pβ∂pγ∂pδ
[
pµpνG0(p; s)
]
, (2.35)
G43(p; s) = G0(p; s)B
µ
α
∂
∂pα
[
pµG2(p; s)
]
, (2.36)
G44(p; s) = −G0(p; s)B
µ
αβγ
∂3
∂pα∂pβ∂pγ
[
pµG0(p; s)
]
, (2.37)
G45(p; s) = −G0(p; s)C0G2(p; s), (2.38)
G46(p; s) = G0(p; s)Cαβ
∂2
∂pα∂pβ
G0(p; s). (2.39)
We will consider a direct link between the expansions we have been considering and the
heat kernel coefficients defined in (2.4) in the following section.
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III. HEAT KERNEL COEFFICIENTS
If we take xµ → x′µ in (2.9) and then substitute the local momentum expansion (2.17)
we have
K(x′, x′; τ) =
∫
dNp
(2π)N
c+i∞∫
c−i∞
ds
2πi
e−sτ G(p; s). (3.1)
It is now possible to see that if we use the expansion (2.20) then
Ek = (4πτ)
N/2τ−k
∫
dNp
(2π)N
c+i∞∫
c−i∞
ds
2πi
e−sτ G2k(p; s). (3.2)
The proof of this assertion makes use of a rescaling of s → τ−1s followed by pµ → τ
−1/2pµ.
The crucial feature that makes (3.2) true is that G0 as defined in (2.21) obeys the scaling
relation
G0(τ
−1/2p; s/τ) = τG0(p; s). (3.3)
When calculating the heat kernel coefficients it is advantageous to adopt a local orthonor-
mal frame by introducing the N -bein eaµ(x). This is defined so that
gµν(x) = δabe
a
µ(x)e
b
ν(x) . (3.4)
The inverse N -bein ea
µ(x) satisfies
ea
µ(x)ebµ(x) = δ
b
a , (3.5)
so that
δab = gµν(x)ea
µ(x)eb
ν(x) . (3.6)
Spacetime indices are raised and lowered with the spacetime metric gµν and its inverse
as usual; orthonormal frame indices, that we use the indices a, b, c, . . . for, are raised and
lowered with the Kronecker delta. Any tensor can be referred back to the orthonormal
frame by converting its spacetime indices to orthonormal frame indices with suitable N -
beins. The advantage of using the N -bein formalism is that it avoids the use of the bivector
of geodetic parallel displacement that plays a role in DeWitt’s [36] calculation of the heat
kernel coefficients. We will comment more on this point later.
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A. Riemann normal coordinate expansions
In order to obtain the expansion of the Green function in Riemann normal coordinates
we will need the expansions for the metric tensor, Christoffel symbol, and N -bein. These
are, using xµ = x′µ + yµ with x′µ viewed as the origin of the Riemann normal coordinate
system,
gµν(y) = δµν −
1
3
yαyβ Rµανβ
∣∣
x′
−
1
6
yαyβyγ Rµανβ;γ
∣∣
x′
+yαyβyγyδ
(
−
1
20
Rµανβ;γδ +
2
45
RµαβλRνγδ
λ
)∣∣∣
x′
+ · · · , (3.7)
gµν(y) = δµν +
1
3
yαyβ Rµα
ν
β
∣∣
x′
+
1
6
yαyβyγ Rµα
ν
β;γ
∣∣
x′
+yαyβyγyδ
( 1
20
Rµα
ν
β;γδ +
1
15
RµαβλR
ν
γδ
λ
)∣∣∣
x′
+ · · · . (3.8)
Γλµν(y) = = −
1
3
yα
(
Rλµνα +R
λ
νµα
)∣∣
x′
−
1
12
yαyβ
(
2Rλµνα;β + 2R
λ
νµα;β +R
λ
ανβ;µ
+Rλαµβ;ν −Rµανβ
;λ
)∣∣
x′
+yαyβyγ
(
−
1
20
Rλµνγ;αβ −
1
20
Rλνµγ;αβ −
1
40
Rλβνγ;µα
−
1
40
Rλβµγ;να −
1
40
Rλβνγ;αµ −
1
40
Rλβµγ;αν +
1
40
Rµβνγ
;λ
α
+
1
40
Rµβνγ
;
α
λ +
1
45
RλαµσRνβγ
σ +
1
45
RλανσRµβγ
σ
−
4
45
RλαβσRνγµ
σ −
4
45
RλαβσRµγν
σ −
1
45
RλσµβRναγ
σ
−
1
45
RλσνβRµαγ
σ +
2
45
RλµβσRναγ
σ +
2
45
RλνβσRµαγ
σ
)∣∣∣
x′
+ · · · , (3.9)
eaµ(y) = e
a
ν(x
′)
{
δνµ −
1
6
Rναµβ y
αyβ −
1
12
Rναµβ;γ y
αyβyγ
+
(
−
1
40
Rναµβ;γδ +
1
120
RναβσRµγδ
σ
)
yαyβyγyδ + · · ·
}
, (3.10)
ea
µ(y) = ea
ν(x′)
{
δµν +
1
6
Rνα
µ
β y
αyβ +
1
12
Rνα
µ
β;γ y
αyβyγ
+
( 1
40
Rνα
µ
β;γδ +
7
360
RναβσR
µ
γδ
σ
)
yαyβyγyδ + · · ·
}
. (3.11)
The N -bein ea
µ(x) is defined in terms of ea
µ(x′) by parallel transport along the geodesic
that connects the origin x′µ to xµ. This is how the expansions in (3.10) and (3.11) were
calculated (using (3.9)). It also explains the relationship between the N -bein formalism
and the bivector of geodesic parallel displacement. The orthonormal frame components of
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a vector field Aµ(x) are given by
Aa = eaµ(x)A
µ(x) . (3.12)
This must be the same as we find at the point x′ if the N -bein, or equivalently the tangent
space basis vectors, are defined through parallel transport. This gives the relation
Aa = eaµ(x
′)Aµ(x′) . (3.13)
Combining (3.12) and (3.13) shows that
Aµ(x) = ea
µ(x)Aa = ea
µ(x)eaν(x
′)Aν(x′) . (3.14)
The expression ea
µ(x)eaν(x
′) can be interpreted as the bivector of geodesic parallel displace-
ment. There is an obvious inverse relation to (3.14). There is no need to use the bivector of
geodesic parallel displacement explicitly if the N -bein formalism is adopted. We will return
to this in Sec. IV.
We can write the Green function as
Gµν(x, x
′) = eaµ(x)e
b
ν(x
′)Gab(x, x
′) . (3.15)
The indices i and j in the general expression for the operator in Sec. II can now be interpreted
as orthonormal frame indices a and b. Because the orthonormal frame indices are raised and
lowered with the Kronecker delta there is no real need to distinguish between upper and
lower indices. By transforming the operator in (2.1) or the defining equation for the Green
function (2.6) the expressions for the coefficients A,B,C in the general expression (2.10)
become (with all expressions evaluated at the general point x)
(Aµν)ab = −g
µνδab +
q
2
(ea
µeb
ν + ea
νeb
µ) , (3.16)
(Bµ)ab = g
αβΓµαβδab − 2 ea
λgαµebλ ;α − q ea
σeb
λΓµλσ (3.17)
+q ea
µeb
λ
;λ + q ea
λeb
µ
;λ , (3.18)
(C)ab = Qab − ea
µgαβebµ ;αβ + q ea
µeb
λ
;λµ. (3.19)
Here we have used
Gab ;αβ = Gab ,αβ − Γ
σ
αβGab ,σ, (3.20)
and defined
Qab = ea
µeb
νQµν . (3.21)
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Note that we have been careful to symmetrize the second term of (3.16) in µ and ν. Also,
if we assume that Qνµ = Qµν is symmetric, then Qab = Qba will also be symmetric. The
semicolon on the N -bein denotes the spacetime covariant derivative rather than the full
covariant derivative which must vanish. So for example,
eaµ ;ν = e
a
µ ,ν − Γ
λ
µν e
b
λ . (3.22)
The full covariant derivative of eaµ involves the spin connection (ωµ)ab. The full covariant
derivative of eaµ is given by
∇ν e
a
µ = 0 = e
a
µ ,ν − Γ
λ
µν e
a
λ + (ων)
a
be
b
µ. (3.23)
Making use of (3.21) gives
eaµ ;ν = −(ων)
a
b e
b
µ . (3.24)
This last result can be used to eliminate the spacetime covariant derivatives in (3.18) and
(3.19) in terms of the spin connection and its derivatives which allows some simplifications
in obtaining the Riemann normal coordinate expansions of B and C, although the results
in (3.18) and (3.19) can be used equally well. The expansion of (ωµ)ab in Riemann normal
coordinates can be shown to be
(ωµ)ab(y) = ea
λ(x′)eb
σ(x′)
{
−
1
2
Rµαλσy
α −
1
3
Rµαλσ ;β y
αyβ
−
1
8
[
Rµαλσ ;βγ −
1
3
Rτ αµβRτγλσ
]
yαyβ yγ + · · ·
}
. (3.25)
All curvature terms appearing on the right hand side of (3.25) are evaluated at the origin
x′ of the Riemann normal coordinate system.
This gives sufficient results to evaluate the expansion of A,B,C in Riemann normal
coordinates and to read off the coefficients needed in the expansion of the Green function
as described in Sec. II. The necessary results are summarized in Appendix A.
B. Auxiliary Green function expansions
From (2.21) if we use (A1) it can be seen that (with ea
µ evaluated at x′)
(G0)ab = δabS + qea
µeb
νpµpν ST , (3.26)
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where we have defined
S = (p2 − s)−1 , (3.27)
T = [(1− q)p2 − s]−1. (3.28)
We now use this result in (2.25)–(2.28) along with the relevant expressions for A,B,C taken
from (A1),(A5) and (A8). The result turns out to be given by
eaα(x
′)ebβ(x
′)(G2)ab = −QαβS
2 − q Qα
µ S2T pβpµ − q Q
µ
β S
2T pαpµ
−q2Qµν S2T 2 pαpβpµpν
+
1
3
R
{
S2δαβ + q ST [S + (1− q)T ] pαpβ
}
+
q
6
Rαβ ST + q Rα
µ S2T pβpµ + q Rβ
µ S2T pαpµ
+
1
3
Rµν
{
− 2S2δαβ
−q [2S2 + (2− 5q)ST + 2(1− q)2T 2]T pαpβ
}
S pµpν
−
q
3
Rα
µ
β
ν [S + (1− q)T ]ST pµpν . (3.29)
As usual, all terms on the right hand side are evaluated at the origin of RNC, x′. It is
advantageous to do the tedious calculations here and in what follows with Cadabra [37, 38].
The much lengthier expressions for G3 and G4 are given in Appendix B.
C. Laplace transforms and momentum space results
The aim now is to use the results for the terms in the expansion of the Green function
found in (3.26), (3.29) and (B2) to find the first three heat kernel coefficients. The result
for G3 is not needed here, although it will be needed in Secs. IV and V. From our results it
is clear that we first need to evaluate the inverse Laplace transform of powers of S in (3.27)
and T in (3.28). We will define
Lnm =
c+i∞∫
c−i∞
ds
2πi
e−τs SnTm , (3.30)
=
c+i∞∫
c−i∞
ds
2πi
e−τs Sn(p2)Sm(k2) , (3.31)
where we will take
S(p2) = [p2 − s]−1 . (3.32)
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and define
k2 = (1− q)p2 . (3.33)
It is now possible to set up a recursion relation that allows us to calculate Lnm in terms of
L11:
Lnm =
(−1)n+m
(n− 1)!(m− 1)!
(
∂
∂ p2
)n−1(
∂
∂ k2
)m−1
L11. (3.34)
For L11 we find
L11 =
e−τ p
2
− e−τ k
2
k2 − p2
. (3.35)
This is sufficient for determining the necessary inverse Laplace transforms when n,m 6= 0.
If m = 0 we have
Ln0 = In =
τn
(n− 1)!
e−τ p
2
. (3.36)
In a similar way, when n = 0 we have
L0m =
τm
(m− 1)!
e−τ k
2
=
τm
(m− 1)!
e−(1−q)τ p
2
. (3.37)
We have therefore reduced the evaluation of Lnm into a simple recursive procedure.
From the results found for Lnm it should be clear that when the momentum integration
is considered we encounter more complicated expressions than is found in the non-minimal
case when q = 0 and a single exponential factor is obtained. We now encounter expressions
like
Jµ1···µ2n(k, n; τ) =
∫
dNp
(2π)N
pµ1 · · ·pµ2n
(p2)k
e−τp
2
. (3.38)
(terms with an odd number of momenta will integrate to zero.) It is now necessary to consider
convergence of this expression. The exponential factor ensures convergence as p → ∞. As
p → 0 the integrand behaves like p2n−2k and there is a factor of pN−1 from the volume
element. The integral in (3.38) is only convergent at the lower limit if 2k < 2n + N . In
cases where 2k ≥ 2n+N the integral in (3.38) will diverge. However the overall expression
for the heat kernel coefficient cannot diverge. This means that there will be integrals that
separately diverge but that when combined are convergent. The situation is completely
analogous to
F (a, b) =
∞∫
0
dτ
τ
(
e−τa − e−τb
)
, (3.39)
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where a and b are both assumed to be positive (or to have positive real parts if they are
complex). The integral on the right hand side exists since the integrand vanishes expo-
nentially fast as τ → ∞ and is integrable around τ = 0 because of the difference of the
two exponentials. If we split up the integral in (3.39) into two separate integrals then each
integral will diverge at the lower limit; yet the combined expression in (3.39) is convergent
and is easily seen to be given by
F (a, b) = ln b− ln a .
We will discuss this in more detail below.
By symmetry we must have
Jµ1···µ2n = J(k, n; τ)δµ1···µ2n , (3.40)
for some coefficients J(k, n; τ). Here δµ1···µ2n is expressed as the sum of products of n
Kronecker deltas with all possible pairings of indices. For example,
δµ1µ2µ3µ4 = δµ1µ2δµ3µ4 + δµ1µ3δµ2µ4 + δµ1µ4δµ2µ3 .
We also have the recursive result that
δµ1···µ2n = δµ1µ2δµ3···µ2n + δµ1µ3δµ2µ4···µ2n + · · ·+ δµ1µ2nδµ2···µ2n−1 ,
=
2n∑
k=2
δµ1µkδµ2···µˆk ···µ2n ,
where the µˆk means that the index corresponding to k is omitted from the sum. There are
(2n− 1) terms in the sum. For later use we record that
δµ1µ2δµ1···µ2n = (N + 2n− 2)δµ3···µ2n . (3.41)
By contracting both sides of (3.40) with δµ1µ2 , and making use of (3.41) it can be seen that
J(k − 1, n− 1; τ) = (N + 2n− 2)J(k, n; τ) . (3.42)
This gives us a reduction formula that we can use to reduce J(k, n; τ) to J(0, n′; τ) for some
n′ < n provided that the original expression is convergent. Noting that
J(0, n′; τ) =
1
(4πτ)N/2(2τ)n′
, (3.43)
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completes the recursive definition for J(k, n; τ).
If the original expression (3.40) is not convergent then we can only reduce J(k, n; τ) to
J(k′, 0; τ) for some 1 ≤ k′ < k which is a divergent integral. However as already mentioned
there must be another expression of a similar structure such that the combined expression
is convergent, analogous to the simple result in (3.39). The calculation of E2 involves
J(1, 0; τ)− J(1, 0; (1− q)τ). It is possible to show that, assuming N 6= 2,
J(1, 0; τ)− J(1, 0; (1− q)τ) =
∫
dNp
(2π)N
1
(p2)
[
e−τp
2
− e−(1−q)τp
2]
,
=
2τ
(N − 2)
(4πτ)−N/2
[
1− (1− q)1−N/2
]
. (3.44)
In the special case of N = 2 it is possible to evaluate the integral in the first line directly
and to show that the result agrees with what is obtained by taking the limit of (3.44)
as N → 2. The fact that J(1, 0; τ) and J(1, 0; (1 − q)τ) only occur in the combination
J(1, 0; τ) − J(1, 0; (1 − q)τ) which is given by the finite expression (3.44) is a useful check
on any calculation.
The calculation of E2 also involves J(2, 0; τ) and J(2, 0; (1 − q)τ). This time the finite
result does not simply involve the difference. Instead we find that
J(2, 0; τ)− J(2, 0; (1− q)τ) + τq J(1, 0; τ) = F2(τ, q) , (3.45)
where
F2(τ, q) =
2τ 2
(N − 2)
(4πτ)−N/2
{
q +
2
(N − 4)
[1− (1− q)2−N/2
]}
, (3.46)
assuming N 6= 2, 4. In the special cases of N = 2, 4 a direct evaluation of the integrals
occurring on the left hand side of (3.45) agrees with taking the limit of (3.46). (Both limits
are of course finite as expected.)
D. E0µν expression
Because the expression for G0 in (3.26) does not involve the curvature explicitly, we would
expect that the result for the first heat kernel coefficient E0 µν should agree with that found
in flat spacetime. The relevant expression is the k = 0 case of (3.2).
From (3.2) with k = 0, and using the expression (3.26) for G0 ab we have
E0 ab(x
′) = (4πτ)N/2
∫
dNp
(2π)N
c+i∞∫
c−i∞
ds
2πi
e−sτ
[
δabS + qea
µ(x′)eb
ν(x′)pµpν ST
]
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= (4πτ)N/2
∫
dNp
(2π)N
[
δabL10 + qea
µ(x′)eb
ν(x′)pµpν L11
]
. (3.47)
The definition of Lnm in (3.30) has been used here. Next we use (3.34) and (3.35) to find
E0 ab(x
′) = (4πτ)N/2
∫
dNp
(2π)N
{
δab e
−p2τ
+ea
µ(x′)eb
ν(x′)
pµpν
p2
[
e−(1−q) τ p
2
− e−p
2τ
]}
. (3.48)
The momentum integration is performed using (3.38) and (3.40) to find
E0 ab(x
′) = (4πτ)N/2 δab
[
J(0, 0; τ) + J(1, 1; (1− q)τ)− J(1, 1; τ)
]
. (3.49)
The Kronecker delta that arises in the integration has been used to reduce the N -bein terms
to δab. Now use the recursion relation in (3.42) with (3.43) to find
E0 ab(x
′) = δab
{
1 +
1
N
[(1− q)−N/2 − 1]
}
. (3.50)
This is in complete agreement with a simple flat spacetime calculation as expected.
E. E1µν expression
With k = 1 in (3.2) we have
E1 ab(x
′) = τ−1 (4πτ)N/2
∫
dNp
(2π)N
c+i∞∫
c−i∞
ds
2πi
e−sτ G2 ab , (3.51)
where G2 ab is given by (3.29). This is still sufficiently simple to do by hand. The steps
are identical to those that we have just described for E0 above. We will leave out the
intermediate steps and simply give the end result after changing from the local orthonormal
basis back to the coordinate basis, which is
E1
µ
ν = T11Q
µ
ν + T12R
µ
ν + T13Qδ
µ
ν + T14R δ
µ
ν , (3.52)
where we have defined
Q = Qλλ , (3.53)
analogously to the definition of R = Rλλ. The coefficients in this expression are given for a
general spacetime of dimension N by
T11 =
[4N − q (N − 2)(N2 − 2)]
N (N2 − 4) q
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+(1− q)−N/2
(2Nq − 4N + 4q)
N (N2 − 4) q
, (3.54)
T12 =
[−12N − q(5N2 − 8N − 12)]
3N(N2 − 4)q
+(1− q)−N/2
[N(N + 2)q2 − (N + 2)(N + 6)q + 12N ]
3N (N2 − 4) q
, (3.55)
T13 = −
[4 + q(N − 2)]
N(N2 − 4)q
+ (1− q)−N/2
[4− q(N + 2)]
N(N2 − 4)q
, (3.56)
T14 =
[24 + q(N3 −N2 − 12)]
6N (N2 − 4) q
−(1 − q)−N/2
[24 + (N + 2)(Nq −N − 6)q]
6N (N2 − 4) q
. (3.57)
The results for N = 2 must be found by taking the limit of these expressions as N → 2.
The results in this special case are
T11 = −
(2− q)
4(1− q)
+
log(1− q)
2q
, (3.58)
T12 =
(3q − 2)
4(1− q)
+
(q − 3) log(1− q)
6q
, (3.59)
T13 =
(q − 2)
8(1− q)
−
log(1− q)
4q
, (3.60)
T14 =
(10− 7q)
24(1− q)
+
(3− q) log(1− q)
12q
. (3.61)
For the physically interesting case of N = 4 we find
T11 =
[−7q2 + 18q − 12]
12(1− q)2
, (3.62)
= −
γ2
12
−
γ
2
− 1 , (3.63)
T12 =
(4− 3q)q
12(1− q)2
, (3.64)
=
1
12
γ(γ + 4) , (3.65)
T13 = −
q2
24(1− q)2
, (3.66)
= −
γ2
24
, (3.67)
T14 =
(3q2 − 6q + 4)
24(1− q)2
, (3.68)
=
γ2
24
+
γ
12
+
1
6
. (3.69)
18
In the second equality for each term we have written the result in terms of the variable
γ = q/(1− q) , (3.70)
that was used in [21].
Finally we give the first terms in the expansion about q = 0:
T11 = −1−
q
2
+ · · · , (3.71)
T12 =
q
3
+ · · · , (3.72)
T13 = −
q2
24
+ · · · , (3.73)
T14 =
1
6
+
q
12
+ · · · . (3.74)
In the q = 0 limit we recover the result for the non-minimal vector field.
F. E2µν expression
With k = 2 in (3.2) we have
E2 ab(x
′) = τ−2 (4πτ)N/2
∫
dNp
(2π)N
c+i∞∫
c−i∞
ds
2πi
e−sτ G4 ab , (3.75)
where G4 ab is given by (B2). This is clearly rather a lengthy expression to deal with by
hand. However the basic method is exactly the same as that which we have described for
the lower heat kernel coefficients. Cadabra [37, 38] can be used efficiently to deal with the
necessary algebraic complexity. The result turns out to be
E2µν = T21RRµν + T22RµλR
λ
ν + T23RµανβR
αβ
+T24RµαβγRν
αβγ + T25R
2 gµν + T26RαβR
αβ gµν
+T27RαβγδR
αβγδ gµν + T28∇µ∇νR + T29 Rµν
+T210R gµν + T211QαβQ
αβ gµν + T212QµλQ
λ
ν
+T213Q
2 gµν + T214QRµν + T215QRgµν + T216RµανβQ
αβ
+T217QαβR
αβ gµν + T218 (RµλQ
λ
ν +RνλQ
λ
µ) + T219RQµν
+T220QQµν + T221 (∇µ∇λQ
λ
ν +∇ν∇λQ
λ
µ)
+T222 (Qgµν + 2∇µ∇νQ + 2 gµν∇α∇βQ
αβ)
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+T223Qµν . (3.76)
Q is as defined in (3.53). The coefficients appearing in (3.76) are somewhat lengthy and are
given for general spacetime dimensions in Appendix C.
The N = 4 results are also a special case, and coincide with taking the N → 4 limit of
(C2)–(C24).
T21 =
(12− 34q + 36q2 − 13q3)
96(1− q)2q
+
(2q2 − 12q + 9) log(1− q)
72q2
, (3.77)
T22 =
(15q4 − 38q3 + 50q2 − 48q + 24)
144(1− q)2q2
−
(4q3 − 30q2 + 15q − 30) log(1− q)
180q3
, (3.78)
T23 =
(3q + 2) (q2 + 6q − 6)
72(1− q)q2
+
(q3 + 15q2 − 15q − 15) log(1− q)
90q3
, (3.79)
T24 = −
1
12
+
1
90
log(1− q) , (3.80)
T25 =
(37q3 − 116q2 + 118q − 36)
1152(1− q)2q
−
(2q2 − 12q + 9) log(1− q)
288q2
, (3.81)
T26 =
(180− 526q + 452q2 − 91q3)
2880(1− q)2q
+
(2q2 − 60q + 45) log(1− q)
720q2
, (3.82)
T27 =
1
180
−
1
360
log(1− q) , (3.83)
T28 =
(12 + 30q − 20q2 − 19q3)
144(1− q)q2
+
(5 + 15q − 2q3) log(1− q)
60q3
, (3.84)
T29 =
(36− 78q + 36q2 + 13q3)
144(1− q)q2
+
(q3 + 5q2 − 25q + 15) log(1− q)
60q3
, (3.85)
T210 = −
(59q3 − 64q2 − 90q + 60)
720(1− q)q2
−
(q3 − 5q2 − 5q + 5) log(1− q)
60q3
, (3.86)
T211 =
(3q3 + 4q2 − 18q + 12)
192(1− q)2q
+
log(1− q)
16q2
, (3.87)
T212 =
11q3 − 40q2 + 42q − 12
48(1− q)2q
−
log(1− q)
4q2
, (3.88)
T213 = −
(q3 + 4q2 − 18q + 12)
384(1− q)2q
−
log(1− q)
32q2
, (3.89)
T214 =
(q3 − 16q2 + 26q − 12)
96(1− q)2q
+
(2q − 3) log(1− q)
24q2
, (3.90)
T215 =
(2− q) (3q2 − 10q + 6)
192(1− q)2q
+
(3− 2q) log(1− q)
48q2
, (3.91)
T216 =
(3q + 2)(6− 6q − q2)
72(1− q)q2
+
(1 + q − q2) log(1− q)
6q3
, (3.92)
T217 =
(6− 13q + 6q2)
24q(1− q)
+
(3− 5q + q2) log(1− q)
12q2
, (3.93)
20
T218 =
(12q4 + 7q3 − 52q2 + 42q − 12)
144(1− q)2q2
−
(1− q)2 log(1− q)
12q3
, (3.94)
T219 = −
(12− 10q − 8q2 + 7q3)
96(1− q)2q
+
(2q − 3) log(1− q)
24q2
, (3.95)
T220 =
(12− 18q + 4q2 + 3q3)
96(1− q)2q
+
log(1− q)
8q2
, (3.96)
T221 = −
(6 + 3q − 7q2 − 3q3)
36(1− q)q2
−
(2 + 2q − q2) log(1− q)
12q3
, (3.97)
T222 =
(q − 2) (7q2 + 6q − 6)
288(1− q)q2
+
(1− q − q2) log(1− q)
24q3
, (3.98)
T223 = −
(36− 78q + 60q2 − 11q3)
144(1− q)q2
−
(3− 5q + q2) log(1− q)
12q3
. (3.99)
For evaluating the divergent part of the one-loop effective action only the trace of the
heat kernel coefficient is involved. It is straightforward to see from (3.76) that there are 10
independent terms that can be given as
tr(E2) = t21R
2 + t22RµνR
µν + t23RµνλσR
µνλσ + t24R + t25RQ
+t26RµνQ
µν + t27Q
2 + t28QµνQ
µν + t29Q + t210Q
µν
;µν . (3.100)
The coefficients t21, . . . , t210 are given in terms of the coefficients T21, . . . , T223 defined in
(3.76) and given explicitly in (C2)–(C24). They are
t21 = T21 +N T25
=
(N4 −N3 − 16N2 + 16N − 72) q + 144
72N (N2 − 4) q
+
(1− q)−N/2
72N(N2 − 4)q
[
N(N − 2)(N + 2)q3 − 2N(N + 2)(N + 4)q2
+(N + 2)
(
N2 + 10N + 36
)
q − 144
]
, (3.101)
t22 = T22 + T23 +N T26
=
(−N4 +N3 − 116N2 + 296N + 360) q − 360N
180N (N2 − 4) q
+
(1− q)−N/2
180N (N2 − 4) q
[
− (N − 2)N(N + 2)q3 + 2N(N + 2)(N + 28)q2
−(N + 2)
(
N2 + 58N + 180
)
q + 360N
]
, (3.102)
t23 = T24 +N T27
=
1
180
[
(1− q)2−N/2 +N − 16
]
, (3.103)
t24 = T28 + T29 +N T210
21
=
120 (N2 − 3N + 6) q + (N5 − 5N4 + 15N3 − 70N2 + 104N − 240) q2 + 240(N − 2)
30(N − 4)N (N2 − 4) q2
+
(1− q)1−N/2
30(N − 4)N (N2 − 4) q2
[
−N(N + 1)
(
N2 − 4
)
q3
+N(N + 1)(N + 2)(N + 8)q2 − 120(N + 2)q − 240(N − 2)
]
, (3.104)
t25 = T214 + T219 +N T215
=
(−N3q +N2q + 12q − 24)
6N (N2 − 4) q
+
(1− q)−N/2
6N (N2 − 4) q
[
N2q2 −N2q + 2Nq2 − 8Nq − 12q + 24
]
, (3.105)
t26 = T216 + 2 T218 +N T217
=
[(5N2 − 8N − 12) q + 12N ]
3N(N2 − 4)q
+
(1− q)−N/2
3N (N2 − 4) q
[
−N(N + 2)q2 + (N + 2)(N + 6)q − 12N
]
, (3.106)
t27 = T220 +N T213
=
(5N2q − 8Nq + 12N − 12q)
3N (N2 − 4) q
+
(1− q)−N/2
3N (N2 − 4) q
[
−N2q2 +N2q − 2Nq2 + 8Nq − 12N + 12q
]
, (3.107)
t28 = T212 +N T211
=
[−2Nq + 4N − 4q](1− q)−
N
2
2N (N2 − 4) q
+
(N3q − 2N2q − 2Nq − 4N + 4q)
2N (N2 − 4) q
, (3.108)
t29 = T223 + (N + 2) T222
= −
[(N4 − 5N3 + 2N2 + 32N − 96) q2 + 192q − 96]
6(N − 4)N (N2 − 4) q2
−
(1− q)1−N/2
6(N − 4)N (N2 − 4) q2
[
N
(
N2 + 6N + 8
)
q2 − 48(N + 2)q + 96
]
, (3.109)
t210 = 2 T221 + 2N T222
= −
[5N3q2 − 24N2(q − 1)q + 4N (q2 − 18q + 12) + 48(q − 1)q]
3(N − 4)N (N2 − 4) q2
−
(1− q)1−
N
2
3(N − 4)N (N2 − 4) q2
[
N3q2 − 4N
(
q2 − 6q + 12
)
+ 48q
]
. (3.110)
These results were given in [20] with slightly different notation.
As a check on our results we can take the q → 0 limit of these coefficients which should
give the result for the trace of the minimal vector field. (See for example [39].) It can be
shown that
T21 =
N
72
+
1
144
(N + 8)q + · · · , (3.111)
22
T22 = −
N
180
+
(
17
180
−
N
360
)
q + · · · , (3.112)
T23 =
N − 15
180
+
1
360
(N − 4)q + · · · , (3.113)
T24 =
N
30
+
1
60
(N + 1)q + · · · , (3.114)
T25 = −
1
6
−
q
12
+ · · · , (3.115)
T26 = −
q
3
+
(
−
N
24
−
1
4
)
q2 + · · · , (3.116)
T27 =
q2
48
+
1
192
(N + 4)q3 + · · · , (3.117)
T28 =
1
2
+
q
4
+ · · · , (3.118)
T29 = −
1
6
−
q
12
+ · · · , (3.119)
T210 =
q
6
+
q2
12
+ · · · . (3.120)
where we keep the first two terms in the expansion of (3.101)–(3.110) about q = 0. The
q = 0 results agree with that for the minimal operator as they should.
In the physically interesting case of N = 4 we find, using the definition (3.70) for com-
parison with [21],
t21 =
1
144
(
3γ2 + 12γ + 8
)
(3.121)
t22 =
1
360
(
15γ2 + 30γ − 8
)
, (3.122)
t23 = −
11
180
, (3.123)
t24 =
95γ2 + 288γ + 60
360γ
−
(6γ2 + 9γ + 2) log (γ + 1)
12γ2
, (3.124)
t25 =
1
24
(
−γ2 − 2γ − 4
)
, (3.125)
t26 = −
1
12
γ(γ + 4) , (3.126)
t27 =
γ2
48
, (3.127)
t28 =
1
24
(
γ2 + 6γ + 12
)
, (3.128)
t29 =
−7γ2 − 9γ + 6
36γ
+
(γ2 − 1) log (γ + 1)
6γ2
, (3.129)
t210 = −
5γ2 + 42γ + 24
36γ
+
(5γ2 + 9γ + 4) log (γ + 1)
6γ2
. (3.130)
(3.131)
23
The results for the coefficients that do not involve total derivatives agree with [21]. The
terms with total derivatives were not needed by [21] and the result here agrees with the
evaluation of [20]. Only those terms that involve total derivatives involve the logarithm;
thus, the logarithm does not enter into the divergent part of the effective action.
IV. FEYNMAN GREEN FUNCTION EXPANSIONS
In quantum field theory the Feynman Green function, rather than the auxiliary Green
function of Sec. III B, is the relevant Green’s function for developing perturbation theory.
This is obtained as in (2.7) by taking s = 0 in the auxiliary Green function. This relates
T to S with a factor of 1/(1 − q) according to our definitions in (3.27) and (3.28). The
expressions for the components of the Green function expansions given in Sec. III B simplify
considerably. In addition, we need to be careful if we want to evaluate Gµν from Gab because
of the presence of the N -bein factors in (3.15). It is necessary to use the expansion (3.10) of
the N -bein factor of eaµ(x) about the origin of the RNC system at x
′ to obtain the correct
terms in the Green function expansion. In addition, we will specialize to the case of Maxwell
electromagnetism by taking
Qµν = Rµν . (4.1)
This too leads to a simplification of terms from the more general results that we have been
considering.
We will define γ as in (3.70) as in [21]. The result for G2 is
G2 µν = R
[1
3
δµν +
2
3
γ Spµpν
]
S2
−Rαβ
[2
3
δµν + 2γ Spµpν
]
S3pαpβ
−
4
3
RµνS
2 +
4
3
Rµ
α
ν
βS3pαpβ. (4.2)
For G3 we have
G3 µν = −iR
;α
[
δµν + 3γ Spµpν
]
S3pα
+
2i
3
γ R;νS
3pµ + iR
αβ ;λ
[
2δµν + 8γ Spµpν
]
S4pαpβpλ
+4i Rµν
;αS3pα − 2iγ R
αβ
;νS
4pµpαpβ
−
4i
3
Rµ
α
;νS
3pα − 4iRµ
α
ν
β ;λS4pαpβpλ . (4.3)
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The expression for G4 is still lengthy and is
G4 µν = R
[2
5
δµν +
6γ
5
Spµpν
]
S3 +R2
[1
9
δµν +
γ
3
Spµpν
]
S3
−RRαβ
[2
3
δµν +
8γ
3
Spµpν
]
S4pαpβ −
8
9
RRµνS
3
+RαβRαβ
[ 2
45
δµν +
2γ
15
Spµpν
]
S3
−RαβRα
λ
[8
5
δµν +
32γ
5
Spµpν
]
S4pβpλ
+RαβRλσ
[4
3
δµν +
20γ
3
Spµpν
]
S5pαpβpλpσ
+
8
3
RαβRµνS
4pαpβ +
4γ
3
RαβRναS
4pβpµ +
32
15
Rµ
αRναS
3
+RαλβσRαβ
[4
5
δµν +
16γ
5
Spµpν
]
S4pλpσ
+
4
3
RRµ
α
ν
βS4pαpβ −
28
45
Rµ
α
ν
βRαβS
3
+
2 (17γ2 + 69γ + 57)
45(γ + 1)
Rµαν
λRαβS4pβpλ
−
22
5
Rµ
βαλRναS
4pβpλ −
18γ
5
Rµ
λασRα
βS5pβpλpνpσ
−
2 (8γ2 − 54γ − 57)
45(γ + 1)
Rµ
λ
ναR
αβS4pβpλ
−
16
3
Rµ
λ
ν
σRαβS5pαpβpλpσ +
2γ(2γ + 3)
9(γ + 1)
Rµνα
λRαβS4pβpλ
+
4γ
3
Rν
αβλRαβS
4pλpµ −
2
5
RµαRν
βαλS4pβpλ
+
26γ
15
Rν
λασRα
βS5pβpλpµpσ +R
αβλσRαβλσ
[ 1
15
δµν +
γ
5
Spµpν
]
S3
−RαβλσRαβλ
τ
[ 8
15
δµν +
32γ
15
Spµpν
]
S4pσpτ
+RαβλσRα
τ
λ
δ
[16
15
δµν +
16γ
3
Spµpν
]
S5pβpδpσpτ
−
2
5
(γ + 6)RαβλσRµανλS
4pβpσ −
2
5
Rµ
αβλRναβλS
3
+
4 (8γ2 + 31γ + 18)
45(γ + 1)
Rµ
αβλRναβ
σS4pλpσ
−
(14γ2 − 74γ − 108)
45(1 + γ)
Rµ
αβλRνβα
σS4pλpσ
−
(5γ2 + 25γ + 18)
9(1 + γ)
Rµ
αβλRν
σ
βλS
4pαpσ +
16
5
Rµ
αβλRν
σ
β
τS5pαpλpσpτ
+
(6− γ)
5
Rµ
α
ν
βS4pαpβ −
48
5
Rµ
λ
ν
σ ;αβS5pαpβpλpσ
−R;αβ
[12
5
δµν +
48γ
5
Spµpν
]
S4pαpβ +
1
5
R;µνS
3 + 3γR;ανS
4pαpµ
25
−Rαβ
[4
5
δµν +
16γ
5
Spµpν
]
S4pαpβ −
8
5
RµνS
3
+Rλσ ;αβ
[24
5
δµν + 24γSpµpν
]
S5pαpβpλpσ
+
(γ + 50)
5
Rµν
;αβS4pαpβ +
9γ
5
(Rβλ;µ
α − Rβλ ;αµ)S
5pαpβpλpν
−
2
5
Rν
β
;µ
αS4pαpβ −
31γ
5
Rβλ;ν
αS5pαpβpλpµ −
22
5
Rµ
β
;ν
αS4pαpβ
−
γ
5
Rν
β ;α
µS
4pαpβ +
3γ
5
Rαβ ;νµS
4pαpβ −
γ
5
Rµ
β ;α
νS
4pαpβ
−
2γ
5
Rαβ ;µνS
4pαpβ −
9γ
5
Rβλ ;ανS
5pαpβpλpµ . (4.4)
As a check on either expressions for G4µν we can calculate the E2µν coefficient for N = 6
from the pole that arises in dimensional regularization [40]. This comes from taking the
normal coordinate momentum space expansions, letting y → 0 and replacing
pαpβpγpµpνpλS
6 →
1
480
δαβγµνλ,
pαpβpγpλS
5 →
1
48
δαβγλ,
pαpβS
4 →
1
6
δαβ ,
S3 → 1.
Here δαβγµνλ and δαβγλ are totally symmetrized sums of ordinary Kronecker deltas taken
over all distinct index pairs as defined above. The result for E2µν is one half of the result of
this calculation. It takes the form
E2µν =
(
1 +
γ
2
)
δµν
[
1
72
R2 −
1
180
RαβR
αβ +
1
180
RαβγλR
αβγλ +
1
30
R
]
−
(
1
6
+
γ
36
)
RRµν +
(
1
2
+
γ
45
)
Rµ
αRνα −
γ
90
RµανβR
αβ
−
(
1
12
+
γ
90
)
Rµ
αβλRναβλ +
γ
30
R;µν −
(
1
6
+
γ
60
)
Rµν .
The coefficients here can be shown to agree with those found in Sec. III F when we let N = 6.
In the case q → 0, which implies that γ → 0, we recover the result for the minimal vector
field in agreement with the general results given by [39] for example.
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V. TRACE ANOMALY FOR MAXWELL FIELD
As an application of the results found above we will discuss the trace anomaly for the
Maxwell field at one loop order. The classical action for the electromagnetic field is
SM = −
1
4
∫
dNx g1/2FµνF
µν , (5.1)
with Fµν the usual field strength. To this must be added the gauge fixing condition, that
we take to be
SGF = −
1
2ξ
∫
dNx g1/2(∇µA
µ)2 , (5.2)
and the associated ghost action,
SGH = ξ
−1/2
∫
dNx g1/2 η¯(−)η . (5.3)
With these choices the one-loop effective action, if computed using the normal assump-
tions [4], reads
Γ(1) =
1
2
ln det ∆µν − ln det (−ξ
−1/2
) , (5.4)
where ∆µν takes the form of (2.1) with
q = 1− 1/ξ (5.5)
Qµν = R
µ
ν . (5.6)
The special form for Qµν given here allows great simplification, the root cause being that
the Green function for the electromagnetic and ghost fields are related by a Ward iden-
tity [21, 31, 41]. The divergent part of Γ(1) proves to be important in the evaluation of the
renormalized stress-energy-momentum tensor. Using the heat kernel expansion and dimen-
sional regularization, with the spacetime dimension N = 4 + ǫ, it follows that the pole part
of Γ(1) is given by
PP(Γ(1)) =
1
8π2ǫ
∫
d4x g1/2
{
−
5
72
R2 +
11
45
RµνR
µν −
13
360
RµνλσR
µνλσ
+
[ 1
24
ln ξ −
1
20
]
R
}
. (5.7)
Here we have used (3.100) with (3.101)–(3.110) for the vector operator and the well known
heat kernel coefficient for scalars given by DeWitt [36] (or the more general expressions given
by Gilkey [39]). The vector coefficients have been simplified using (5.5) and (5.6). (Note
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that γ = q/(1−q) = ξ−1 here.) This result agrees with that given by [27] and by [21]. Only
the coefficient of R depends on the gauge fixing condition, and it can be ignored because
it only contributes a total derivative to the integrand in (5.7); there is no contribution from
the R term in (5.7) to the trace anomaly as will be discussed below.(This must be the case
if the anomaly is universal because we could choose to work with a Riemannian manifold
without boundary for which we can safely ignore integrals of total derivatives. Contributions
from the R term to boundary contributions in the trace anomaly is a separate issue that
we do not consider here.)
In order to remove the pole terms in the one loop effective action (5.7) it is necessary to
include quadratic curvature counterterms to the usual Einstein-Hilbert gravitational action.
We will take
SG = −
∫
dNxg1/2
[
λ+ κR + α1R
µνλσRµνλσ + α2R
µνRµν + α3R
2
]
. (5.8)
Here all of the coupling constants are regarded as bare quantities that can be expanded in
terms of renormalized ones plus counterterms. We will concentrate on dimensional regular-
ization here, so that all counterterms are expanded as a series of poles as N → 4. If we
wish to discuss spacetimes of dimension higher than 4 then higher order curvature invariants
must be added to (5.8). For the Maxwell theory there will be no renormalization of λ and κ.
We adopt the viewpoint that the expectation value of the stress-energy-momentum tensor
should be defined from the semi-classical Einstein equations. These read
Gµν + Λ gµν = 8πG〈Tµν〉 , (5.9)
where
κ =
1
16πG
, (5.10)
λ = −
Λ
8πG
. (5.11)
Because of the necessity for the quadratic terms in SG defined in (5.8) there is a contribution
to Tµν not only from the matter field part of the action, but also from the quadratic curvature
terms in (5.8). It follows that
〈Tµν〉 = 〈T
Max
µν〉+ 2g
−1/2 δSquad
δgµν
, (5.12)
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where
TMaxµν = −2g
−1/2 δSMax
δgµν
, (5.13)
with SMax the Maxwell part of the action made up of the sum of (5.1)–(5.3), and the second
term in (5.12) is the contribution from the quadratic curvature terms in (5.8). Because of
the Ward identity [21, 31, 41] it can be shown [31] that the parts of the expectation value
of the stress tensor coming from the gauge fixing condition (5.2) and the ghost fields (5.3)
cancel exactly. This leaves only the contribution from the Maxwell field (5.1) which gives
the standard result familiar from classical general relativity of
TMaxµν = Fµ
λFνλ −
1
4
gµνFλσF
λσ . (5.14)
If we concentrate on just the trace, it is clear that formally without any consideration of
regularization that in four dimensions the trace of (5.14) vanishes. However this is a bit too
glib because it is not clear that after regularization we have 〈TMax µµ〉 = 0. The reason is
that with N = 4 + ǫ we have
〈TMax µµ〉 = −
ǫ
4
〈FµνF
µν〉 . (5.15)
In order that we end up with zero for this result it is necessary, but not obvious, that
〈FµνF
µν〉 not have a pole as ǫ→ 0. We will use the local momentum space expansion in the
next subsection to show that 〈FµνF
µν〉 is finite and hence that 〈TMax µµ〉 = 0 as ǫ→ 0.
A. Proof that 〈TMax µµ〉 = 0 as ǫ→ 0
Writing 〈FµνF
µν〉 in terms of the gauge field results in
〈FµνF
µν〉 = 2(gµλgνσ − gµσgνλ) Tµνλσ , (5.16)
where we have defined
Tµνλσ = 〈∇µAν∇λAσ〉 . (5.17)
In order to evaluate this expression we define the right hand side using the coincidence limit
of a point separated expression, familiar from point splitting regularization. Specifically we
define
Tµνλσ(x
′) =
1
2
[
〈∇µAν(x)∇
′
λAσ(x
′)〉+ 〈∇λAσ(x)∇
′
µAν(x
′)〉
]
(5.18)
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=
1
2
[
∇µ∇
′
λGνσ(x, x
′) +∇λ∇
′
µGσν(x, x
′)
]
. (5.19)
The symmetrization here ensures that the relation Tµνλσ = Tλσµν evident from (5.17) holds
after regularization. The square brackets in this subsection are used to denote that the
coincidence limit x→ x′ is taken, in conformity with standard point splitting regularization
notation [42, 43]. We choose to relate all expressions to the origin of normal coordinates x′
to facilitate calculations. Because the Christoffel connection vanishes at x′ we have
[
∇µ∇
′
λGνσ(x, x
′)
]
=
[
∂µ∂
′
λGνσ(x, x
′)
]
. (5.20)
Because of the presence of the factor of ǫ in (5.15) we only need to evaluate the pole part
of Tµνλσ and we can do this by using the local momentum space expansion of the Green
function found in Sec. IV. It is easy to see from (5.20) that the pole part required for N → 4
is given by
PP
[
∇µ∇
′
λGνσ(x, x
′)
]
=
∫
dNp
(2π)N
{
pµpλG4 νσ + ipµ∇
′
λG3 νσ
}
. (5.21)
Here G3 is given by (4.3) and G4 is given by (4.4). It is worth remarking that this result
can also be obtained by an application of Synge’s theorem [42–45]. The calculation of (5.21)
although straightforward enough is somewhat lengthy. The pole part makes use of the
standard results from dimensional regularization,
S2 → −
1
8π2ǫ
pµpνS
3 → −
1
32π2ǫ
δµν
pµpνpλpσS
4 → −
1
192π2ǫ
δµνλσ
pµpνpλpσpαpβS
5 → −
1
1536π2ǫ
δµνλσαβ
pµpνpλpσpαpβpγpδS
6 → −
1
15360π2ǫ
δµνλσαβγδ .
The result for the pole part of Tµνλσ turns out to be
PP(Tµναβ) = −
1
8π2ǫ
{(ξ + 1)
288
R2δαβδµν +
(ξ − 1)
288
R2(δαµδβν + δανδβµ)
−
(ξ + 5)
72
RRαβδµν −
(ξ + 1)
72
RRµνδαβ
+
(1− ξ)
72
R(Rαµδβν +Rανδβµ +Rβµδαν +Rβνδαµ)
30
+
(ξ + 5)
36
RαβRµν +
(2ξ + 43)
180
RαλRβλδµν
+
(ξ − 1)
36
(RαµRβν +RανRβµ) +
(ξ + 1)
90
RµλRν
λδαβ
+
(ξ − 1)
90
(RαλRµ
λδβν +RαλRν
λδβµ +RβλRµ
λδαν +RβλRν
λδαµ)
−
(ξ + 1)
720
RλσR
λσδαβδµν +
(1− ξ)
720
RλσR
λσ(δαµδβν + δανδβµ)
+
19(ξ − 1)
1440
(RαλβµRν
λ +RαλβνRµ
λ +RαµβλRν
λ +RανβλRµ
λ)
+
(1− ξ)
180
Rλσ(Rαλβσδµν +Rαλµσδβν +Rαλνσδβµ +Rβλµσδαν +Rβλνσδαµ)
+
1
36
R(Rαµβν +Rανβµ)−
(ξ + 1)
180
RµλνσR
λσδαβ
+
(7ξ + 113)
1440
(RαµνλRβ
λ +RανµλRβ
λ +RβµνλRα
λ +RβνµλRα
λ)
+
(1− ξ)
180
(RαλβσRµλνσ +RαλβσRµ
σ
ν
λ)
−
(ξ − 1)(ξ + 10)
540ξ
(RαλµσRβ
σ
ν
λ +RαλνσRβ
σ
µ
λ)
+
(22ξ2 + 33ξ − 10)
540ξ
(RαλµσRβ
λ
ν
σ +RαλνσRβ
λ
µ
σ)
−
(2ξ + 13)
360
RαλσθRβ
λσθδµν −
(ξ − 1)(5ξ + 2)
216ξ
(RαµλσRβν
λσ +RανλσRβµ
λσ)
+
(1− ξ)
180
(RαλσθRµ
λσθδβν +RαλσθRν
λσθδβµ +RβλσθRµ
λσθδαν +RβλσθRν
λσθδαµ)
+
(ξ + 1)
720
RλσθφR
λσθφδαβδµν +
(ξ − 1)
720
RλσθφR
λσθφ(δαµδβν + δανδβµ)
−
(ξ + 1)
180
RµλσθRν
λσθδαβ +
(ξ + 1)
120
Rδαβδµν +
(ξ − 1)
120
R(δαµδβν + δανδβµ)
+
(ξ − 1)
60
(R;αβδµν +R;ανδβµ +R;βµδαν) +
(1− ξ)
40
(R;αµδβν + R;βνδαµ)
+
(ξ + 1)
60
R;µνδαβ +
(1− ξ)
120
(Rµν; βα +Rµν;αβ)
+
(1− ξ)
480
(Rβν;µα +Rβµ; να +Rαν;µβ +Rαµ; νβ)
+
(1− ξ)
120
(Rαµδβν +Rανδβµ +Rβµδαν +Rβνδαµ +Rµνδαβ)
−
(ξ + 9)
120
(Rαβδµν +Rαβ; νµ +Rαβ;µν)
+
(21ξ + 19)
480
(Rβν;αµ +Rαµ; βν)−
(19ξ + 21)
480
(Rαν; βµ +Rβµ;αν)
+
(1− ξ)
120
(Rαµβν +Rανβµ)
}
. (5.22)
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Using this result we can now evaluate the pole part of 〈FµνF
µν〉 using (5.16) to be
PP(〈FµνF
µν〉) = 2(gµλgνσ − gµσgνλ) PP(Tµνλσ)
= 0 . (5.23)
This last line follows after a bit of calculation. This means that 〈FµνF
µν〉 is finite as ǫ→ 0,
and hence from (5.15) 〈TMax µµ〉 = 0 as claimed. It is worth remarking that had the term
in G3 in (5.21) been neglected a non-zero pole term involving R would have resulted.
B. Trace anomaly
Having just established that 〈TMax µµ〉 = 0, it follows from (5.12) that
〈T µµ〉 = 2g
−1/2gµν
δSquad
δgµν
. (5.24)
Suppose that we write
Squad = α1 I1 + α2 I2 + α3 I3 , (5.25)
where
I1 =
∫
dNx g1/2RµνλσRµνλσ , (5.26)
I2 =
∫
dNx g1/2RµνRµν , (5.27)
I3 =
∫
dNx g1/2R2 . (5.28)
Here α1, α2, α3 are coupling constants that contain a finite part and the pole term necessary
for renormalization as discussed at the start of Sec. V. Under an infinitesimal conformal
transformation described by the factor δω(x), we have
δgµν(x) = 2 δω(x)gµν(x) . (5.29)
The infinitesimal change in the inverse metric is
δgµν(x) = −2 δω(x)gµν(x) . (5.30)
The conformal transformation of g is
δg(x) = 2N δω(x) g(x) . (5.31)
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It is easy to establish the identity
2 gµν(x)
δSquad
δgµν(x)
= −
δSquad
δω(x)
. (5.32)
This means we can concentrate on the conformal behaviour of I1, I2, I3 in (5.26)–(5.28). the
following result is obtained
g−1/2
δSquad
δω(x)
= (N − 4)
[
α1R
µνλσRµνλσ + α2R
µνRµν + α3R
2
]
−[4(α1 − α3) +N(α2 + 4α3)]R . (5.33)
If we look first at the classical theory, so that α1, α2 and α3 are finite expressions that
describe the coupling to the quadratic curvature terms, then Squad is only conformally in-
variant for N = 4 if the coefficient of the R term vanishes. This requires the coupling
constants to satisfy the constraint (choosing N = 4)
α1 + α2 + 3α3 = 0 . (5.34)
In the quantum theory a natural requirement is to demand that the renormalized coupling
constants also satisfy this constraint, although ultimately this is only something that could
be determined by observation. The associated counterterms for a λφ4 theory satisfy this to at
least two-loop order (see [40] for example), so this is a reasonable, although not compulsory,
requirement. It also means from the renormalization group that the constraint will hold at
all energy scales.
There are now several things to notice with the result (5.33). First of all if we look at the
terms in the first line that involve the curvature squared terms, as we let N → 4 only the pole
parts of α1, α2 and α3 will contribute. This part of the expression is directly related to the
counterterms in the effective action that were necessary to renormalize it. If no counterterms
are required (which is not the case in general) these terms would make no contribution in
the N → 4 limit. For the coefficient of the R term, if we assume that (5.34) holds for
the renormalized parameters, then the coefficient of the R term for N = 4 is determined
solely by the α2 and α3 counterterms. An important point is that even if we include a R
counterterm in the renormalization of the effective action it does not contribute to the trace
anomaly since its conformal change vanishes at N = 4. To put it another way, the R term
in the heat kernel coefficient that determines the R counterterm in the effective action at
one-loop order does not necessarily correspond to the R term in the trace anomaly.
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The counterterms for α1, α2, α3 are easily found from (5.7). A short calculation using
these counterterms and (5.33) shows that
〈T µµ〉 =
1
2880π2
(
12R − 25R2 + 88RµνR
µν − 13RµνλσR
µνλσ
)
. (5.35)
This is in complete agreement with Brown and Cassidy [30] who established it in the Feyn-
man gauge using dimensional regularization and a heat kernel method, and with Duff [46].
Our result has been established in a way that shows independence of the gauge parameter
and agrees with the result established by Endo [27] and implicit in [21].
VI. DISCUSSION
In Sec. V we showed that the conformal anomaly for the Maxwell field could be found
using our expansions and gave agreement with previously known results. Our demonstration
kept the gauge parameter general and it was shown that the result was independent of this
parameter. We also showed that the result was not given by the traced heat kernel coefficient
for the vector field as, in agreement with [27], the term that involved R did depend on
the gauge parameter. The origin of the trace anomaly was the quadratic terms necessary to
renormalize the effective action, and these turn out to be gauge parameter independent in
four spacetime dimensions; our results for the necessary counterterms agree with previously
known results [21, 27]. Brown and Cassidy [30] give a formal proof that the one loop
effective action is independent of ξ; however it is clear from Sec. V that this assumes that
total derivatives are discarded. The result that is found for the trace anomaly does agree
with the trace of the heat kernel coefficients for the Feynman gauge (ξ = 1). Thus it appears
as if the formal identification of the trace anomaly with the heat kernel coefficient relies on
the use of minimal operators. This requires further investigation and we hope to report on
it elsewhere. It is also worth mentioning the analysis of Nielsen and van Nieuwenhuizen [33]
who use heat kernel methods and a regularization of the proper time representation to show
that the ξ-dependent contribution from the R part of the vector field heat kernel coefficient
is cancelled by the ghost fields in their method. The net result of their calculation agrees
with the standard result found using the Feynman gauge.
Part of the apparent disagreement between different researchers resides in exactly how the
expectation value of the stress-energy-momentum tensor is identified from formal expressions
34
such as the effective action or other unregularized expressions. The point of view adopted
above is that it should be identified as the source term in the effective Einstein field equations
and this leads to a clear-cut definition. The physical content of any other approach should
agree with our analysis, but the definition of what one calls the expectation value of the
stress-energy tensor and how one identifies the geometric side of the effective field equations
may differ.
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Appendix A: Expansions for (Aµν)ab, (B
µ)ab and (C)ab
By taking x = x′ in (3.16) it can be seen that
(Aµν0 )ab = −δ
µνδab +
q
2
(ea
µeb
ν + ea
νeb
µ) , (A1)
Here ea
µ appearing in (A1) is understood to be evaluated at the origin of Riemann nor-
mal coordinate. We will omit the spacetime argument x′ except when it is necessary to
distinguish it from x.
We now need to evaluate the next terms in the Riemann normal coordinates expansions
of (3.16). We use (3.8) and (3.11) to find
(Aµναβ)ab = −
1
3
Rµα
ν
βδab −
q
12
Rναβλ
(
ea
µeb
λ + ea
λeb
µ
)
−
q
12
Rµαβλ
(
ea
νeb
λ + ea
λeb
ν
)
. (A2)
Again ea
µ appearing in (A1) is understood to be evaluated at the origin of Riemann normal
coordinates. If we like the notation can be simplified by replacing the repeated spacetime
indices with those for the orthonormal frame. Strictly speaking the result in (A2) should
really be symmetrized in α and β; however as the result will always be contracted with a
symmetric expression we will not explicitly write out the symmetrized expression.
For the next two terms in the expansion of (Aµν)ab we find
(Aµναβγ)ab = −
1
6
Rµα
ν
β ;γ δab −
q
24
Rµαβσ ;γ (ea
νeb
σ + ea
σeb
ν)
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−
q
24
Rναβσ ;γ (ea
µeb
σ + ea
σeb
µ) , (A3)
and
(Aµναβγδ)ab = −
1
20
Rµα
ν
β ;γδ δab −
1
15
RµαβλR
ν
γδ
λ δab
−
q
80
Rναβλ ;γδ
(
ea
µeb
λ + ea
λeb
µ
)
−
q
80
Rµαβλ ;γδ
(
ea
νeb
λ + ea
λeb
ν
)
−
7q
720
RναβλRγ
λ
δσ
(
ea
µeb
σ + ea
σeb
µ
)
−
7q
720
RµαβλRγ
λ
δσ
(
ea
νeb
σ + ea
σeb
ν
)
+
q
72
RµαβλR
ν
γδσ
(
ea
λeb
σ + ea
σeb
λ
)
, (A4)
with a similar note about symmetrization in the indices α, β, γ, δ.
The first three terms in the Riemann normal coordinate expansion for (Bµ)ab are (with
a similar warning about symmetrization)
(Bµα)ab =
2
3
Rµαδab +R
µ
αλβea
λeb
β
+
q
6
Rµλαβ
(
ea
βeb
λ − 2 ea
λeb
β
)
−
q
2
Rαλea
µeb
λ, (A5)
(Bµαβ)ab =
1
2
Rµβ ;αδab −
1
12
Rαβ ;µδab +
2
3
Rµβνλ ;αea
νeb
λ
+
q
6
Rµνβλ ;α
(
ea
λeb
ν − ea
νeb
λ
)
−
q
12
Rµαβλ ;ν
(
ea
νeb
λ + ea
λeb
ν
)
−
q
12
Rανβλ
;µea
νeb
λ −
q
3
Rβν ;αea
µeb
ν , (A6)
(Bµαβγ)ab =
1
5
Rµα ;βγ δab −
3
40
Rαβ
;µ
γ δab −
23
180
Rα
λRµβγλδab
+
4
45
RµλασRβλγ
σδab +
1
40
Rβγ ;α
µ δab +
1
4
Rµγλσ ;αβ ea
λeb
σ
+
1
4
RµαβλRγ
λ
στ ea
σeb
τ −
q
20
Rµλγσ ;αβ ea
λeb
σ
+
3q
40
Rµλγσ ;αβ ea
σeb
λ −
q
40
Rµβγσ ;λα
(
ea
λeb
σq + ea
σeb
λ
)
−
q
40
Rµβγσ ;αλ
(
ea
λeb
σ + ea
σeb
λ
)
+
q
24
RαλβσRγλστ ea
µeb
τ
−
q
40
(
Rβλγσ ;µα +Rβλγσ ;αµ
)
ea
λeb
σ
−
q
45
RµαλσRβ
λ
γτ
(
ea
σeb
τ + ea
τeb
σ
)
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+
q
180
RµαβλRγσ
λ
τ
(
ea
σeb
τ + 16 ea
τeb
σ
)
−
q
30
RµλασRβ
λ
γτ
(
ea
σeb
τ + ea
τeb
σ
)
+
q
360
RµλασRβσγτ
(
11 ea
τeb
λ − 4 ea
λeb
τ
)
−
q
8
Rγλ ;αβ ea
µeb
λ +
q
12
RαλR
µ
βγσ ea
σeb
λ . (A7)
For (C)ab we need to expand Qab as well as the geometric terms in (3.19). The results
are
(C0)ab = Qab −
q
2
Rαβea
αeb
β , (A8)
(Cα)ab = ∇αQab +
1
3
Rαβ ;λ
(
ea
λeb
β − ea
βeb
λ
)
−
q
3
(
Rαβ ;λ +Rλβ ;α
)
ea
λeb
β , (A9)
(Cαβ)ab =
1
2
∇α∇βQab +
1
4
Rβν ;µα
(
ea
µeb
ν − ea
νeb
µ
)
+
1
6
Rα
µRβµνλea
νeb
λ
+
1
4
Rα
µν
λRβµνσea
λeb
σ −
q
8
(
Rβν ;αµ +Rβν ;µα +Rµν ;αβ
)
ea
µeb
ν
−
q
8
Rα
µν
λRβνµσea
λeb
σ +
q
24
Rα
µν
λRβµνσea
λeb
σ −
q
24
Rα
µ
β
νRµλνσea
λeb
σ
−
q
12
RµνRαµβλea
λeb
ν −
q
24
Rαν
µλRβσµλea
νeb
σ . (A10)
The last term should really be symmetrized in α and β as discussed above for the other
coefficients.
Appendix B: Expression for the auxiliary Green function
For G3 we use (2.29)–(2.32), with the relevant expressions for the expansion coefficients
given in (A3),(A6)and (A9) to find
eaα(x
′)ebβ(x
′)(G3)ab = 2i Qαβ
;µ S3 pµ − iq Qαµ
;µ S2T pβ
−iq Qα
µ
;β S
2T pµ − iq
2Qµν ;ν S
2T 2 pαpβpµ
+2iq Qα
µ ;ν
[
S + (1− q)T
]
S2T pβpµpν
+2iq Qµβ
;ν S3T pαpµpν
−iq2Qµν ;β S
2T 2 pαpµpν
+2iq2Qµν ;λ
[
S + (1− q)T
]
S2T 2 pαpβpµpνpλ
+
iq
2
R;α S
2T pβ +
iq
3
R;β
[
S + (1− q)T
]
ST pα
−iR;µ
{
S3δαβpµ
37
+
q
2
[
2S2 + (2− 3q)ST + 2(1− q)2T 2
]
ST pαpβpµ
}
+
i
6
Rβ
µ
;α
[
4S2 + q ST + q(1− q)T 2
]
S pµ
+
i
6
Rα
µ
;β
[
− 4S2 + 7q ST + q(1− q)T 2
]
S pµ
−
iq
3
Rµν ;β
[
2S2 + (2− 5q)ST + 2(1− q)2T 2
]
ST pαpµpν
−
iq
2
Rαβ
;µ
[
S + (1− q)T
]
ST pµ
−2iq Rα
ν ;µ
[
S + (1− q)T
]
S2T pβpµpν
−2iq Rβ
ν ;µ S3T pαpµpν + 2i R
µν ;λ
{
S4δαβpµpνpλ
+q
[
S3 + (1− 2q)S2T + (1− q)(1− 2q)ST 2 + (1− q)3T 3
]
ST pαpβpµpνpλ
}
+
2iq
3
Rα
µ
β
ν ;λ
[
S2 + (1− q)ST + (1− q)2T 2
]
ST pµpνpλ . (B1)
The results for S and T are given in (3.27) and (3.28) respectively.
Lastly we turn to the much lengthier expression for G4. We use (2.33)–(2.39) along with
the result for G0 in (3.26) and the relevant expressions for A,B,C given in Appendix A.
The net result is
eaµ(x
′)ebν(x
′)(G4)ab =
1
9
R2
{
S3δµν + q
[
S2 + (1− q)ST
+(1− q)2T 2
]
ST pµpν
}
−
2
3
RRαβ
{
S4δµνpαpβ + q
[
S3 + (1− 2q)S2T
+(1− q)(1− 2q)ST 2 + (1− q)3T 3
]
ST pαpβpµpν
}
+
q
3
RRµ
α
[
2S + (1− q)T
]
S2T pαpν
+
q
3
RRν
α
[
2S + (1− q)T
]
S2T pαpµ
+
q
18
RRµν
[
S + (1− q)T
]
ST
+
1
45
RαβR
αβ
{
2S3δµν + q
[
2S2 + (2− 17q)ST
+2(1− q)2T 2
]
ST pµpν
}
−
1
5
Rα
βRαλ
{
8S4δµνpβpλ + q
[
8S3 + (8− 23q)S2T
+2(1− q)(4− 9q)ST 2 + 8(1− q)3T 3
]
ST pβpλpµpν
}
+
1
3
RαβRλσ
{
4S5δµνpαpβpλpσ + q
[
4S4 + 2(2− 5q)S3T
+(2− 3q)(2− 5q)S2T 2 + 2(1− q)2(2− 5q)ST 3
38
+4(1− q)4T 4
]
ST pαpβpλpσpµpν
}
+
q
9
Rα
βRµ
α
[
7S2 + (7− 4q)ST − 2(1− q)2T 2
]
ST pβpν
−
q
3
RαβRµ
λ
[
6S2 + (4− 7q)ST + 2(1− q)2T 2
]
S2T pλpαpβpν
−
q
3
RαβRν
λ
[
6S2 + (4− 7q)ST + 2(1− q)2T 2
]
S2T pλpαpβpµ
−
q
18
RαβRµν
[
2S2 + (2− 5q)ST + 2(1− q)2T 2
]
ST pαpβ
+
q
9
RαβRνα
[
13S2 + 2(2− 5q)ST + 4(1− q)2T 2
]
ST pβpµ
−
q
180
Rµ
αRνα[41S + 11(1− q)T ]ST + q Rµ
αRν
βS3Tpαpβ
+
2
15
RαλβσRαβ
{
6S4δµνpλpσ + q
[
6S3 + (6− 11q)S2T
+(1− q)(6− 11q)ST 2 + 6(1− q)3T 3
]
ST pλpµpνpσ
}
−
q
9
Rµ
αβλRαβ
[
2S2 − (7− 4q)ST + 2(1− q)2T 2
]
ST pλpν
−
2q
9
RRµ
α
ν
β
[
S2 + (1− q)ST + (1− q)2T 2
]
ST pαpβ
+
q
10
RµανβR
αβ
[
6S + (1− q)T
]
ST
−
q
90
Rµ
α
ν
λRα
β
[
20S3 + (84 + 15q)S2T + 2(2− 17q)ST 2
+38(1− q)2T 3
]
S pβpλ
−
q
45
Rµ
βαλRνα
{
37S2 + 22(1− q)ST + 7(1− q)2T 2
}
ST pβpλ
+
2q
15
Rµ
λασRα
β
{
S3 + (1− 11q)S2T + (1− q)(1− 11q)ST 2
+10(1− q)3T 3
}
ST pνpβpλpσ
+
q
90
Rµ
λ
ναR
αβ
{
10S3 − (34− 15q)S2T − 34(1− q)ST 2
−16(1− q)2T 3
}
S pβpλ
+
2q
3
Rµ
λ
ν
σRαβ
{
S3 + (1− 2q)S2T + (1− q)(1− 2q)ST 2
+(1− q)3T 3
}
ST pαpβpλpσ
+
q
18
Rµνα
λRαβ
{
4S3 + 3q S2T + 6q ST 2 − 4(1− q)2T 3
}
S pβpλ
+
2q
9
Rναβ
λRαβ
{
2S2 + (2− 5q)ST + 2(1− q)2T 2
}
ST pλpµ
+
q
45
Rν
βαλRµα
{
8S2 − 22(1− q)ST − 7(1− q)2T 2
}
ST pβpλ
+
q
15
Rν
λασRα
β
[
20S3 + (2 + 5q)S2T + (1− q)(2 + 5q)ST 2
+2(1− 3q2 + q3)T 3
]
ST pβpλpσpµ
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+
1
15
RαβλσR
αβλσ
{
S3δµν + q
[
S2 + (1− q)ST
+(1− q)2T 2
]
ST pµpν
}
−
8
15
Rαβλ
σRαβλ
τ
{
S4 δµν pσpτ + q
[
S3 + (1− q)S2T + (1− q)2ST 2
+(1− q)3T 3
]
ST pµpνpσpτ
}
+
16
15
Rα
βλσRα
τ
λ
ρ
{
S5 δµν pβpρpσpτ + q
[
S4 + (1− q)S3T + (1− q)2S2T 2
+(1− q)3ST 3 + (1− q)4T 4
]
ST pµpνpβpρpσpτ
}
+
q
5
Rα
βλσRµ
α
νλ
[
S2 + (1− q)ST + 2(1− q)2T 2
]
ST pβpσ
+
q2
18
RαβλσRναβλ
[
S + (1− q)T
]
ST 2 pµpσ
+
q2
36
RαβλσRναλσ
[
S + (1− q)T
]
ST 2 pµpβ
−
1
120
RµαβλRν
αβλ
{
60S3 − 7q
[
S + (1− q)T
]
ST
}
+
1
45
Rµαβ
λRν
αβσ
[
30(1 + q)S3 + q(4 + 5q)S2T
+q(1− q)(4 + 5q)ST 2 − 7q(1− q)2T 3
]
S pλpσ
−
q
45
RµαβλRν
βασ
[
30S3 + 5(4 + q)S2T + 5(1− q)(4 + q)ST 2
+18(1− q)2T 3
]
S pλpσ
−
q
90
Rµ
αβλRνβλ
σ
[
(27 + 5q)S2 + (1− q)(27 + 5q)ST
+16(1− q)2T 2
]
ST pαpσ
+
q
90
Rµαβ
λRν
σαβ
[
(3 + 10q)S2 + (1− q)(3 + 10q)ST
−16(1− q)2T 2
]
ST pλpσ
−
q
180
Rµ
αβλRν
σ
βλ
[
60S3 + (84 + 5q)S2T + (1− q)(84 + 5q)ST 2
+56(1− q)2T 3
]
S pαpσ
+
14q
15
Rµ
αρλRν
σ
ρ
β
[
S3 + (1− q)S2T + (1− q)2ST 2
+(1− q)(1 + q2)T 3
]
ST pαpβpλpσ
−
q
10
Rµ
β
ν
λ
[
3S2 + 3(1− q)ST + 2(1− q)2T 2
]
ST pβpλ
+
6q
5
Rµ
λ
ν
σ ;αβ
[
S3 + (1− q)S2T + (1− q)2ST 2
+(1− q)3T 3
]
ST pαpβpλpσ
+
2
5
R
{
S3δµν + q
[
S2 + (1− q)ST + (1− q)2T 2
]
ST pµpν
}
40
−
1
5
R;αβ
{
12S4δµνpαpβ + q
[
12S3 + (12− 17q)S2T
+(1− q)(12− 17q)ST 2 + 12(1− q)3T 3
]
ST pαpβpµpν
}
+q R;µ
α
[
S + (1− q)T
]
S2T pαpν
+q R;ν
α
[
S2 +
1
2
(2− 3q)ST + (1− q)2T 2
]
ST pµpα
−
11q
20
R;µν S
2T
−
1
5
Rβλ
{
4S4δµνpβpλ + q
[
4S3 + (4− 9q)S2T
+(1− q)(4− 9q)ST 2 + 4(1− q)3T 3
]
ST pβpλpµpν
}
+
4
5
Rλσ ;αβ
{
6S5δµν + q
[
6S4 + (6− 11q)S3T
+(1− q)(6− 11q)S2T 2 + (1− q)2(6− 11q)ST 3
+6(1− q)4T 4
]
ST pµpν
}
pαpβpλpσ
+qRµ
β
[
S + (1− q)T ]ST pβpν
+
3q
20
Rµν
[
S + (1− q)T
]
ST
+qRν
β S3T pβpµ
−4q Rµ
λ ;αβ
[
S3 + (1− q)S2T + (1− q)2ST 2
]
ST pαpβpλpν
−
q
10
Rµν
;αβ
[
9S2 + 9(1− q)ST + 10(1− q)2T 2
]
ST pαpβ
−4q Rν
λ ;αβ S4T pαpβpλpµ
+
3q
5
Rβλ;µ
α
[
S3 + (1− q)S2T + (1− q)2ST 2
]
ST pαpβpλpν
+
2
5
Rν
β
;µ
α
[
5S3 + q S2T + q(1− q)ST 2 + q(1− q)2T 3
]
S pαpβ
−
q
10
Rβλ;ν
α
[
20S3 + (14− 25q)S2T + (1− q)(14− 25q)ST 2
+2(1− q)2(7− 6q)T 3
]
ST pαpβpλpµ
+
1
5
Rµ
β
;ν
α
[
− 10S3 + 7q S2T + 7q(1− q)ST 2 + 2q(1− q)2T 3
]
S pαpβ
−
3q
5
Rβλα;µ (S
2 + (1− q)ST + (1− q)2T 2
]
S2T pαpβpλpν
−
q
10
Rν
α ;β
µ
[
S + (1− q)T
]
S2T pαpβ
+
3q
10
Rαβ ;µν
[
S + (1− q)T
]
S2T pαpβ
−
q
10
Rβλ ;αν
[
(6− 15q)S2 + (1− q)(6− 15q)ST
+2(1− q)2(3− 4q)T 2
]
ST 2 pαpβpλpµ
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+
9q
10
Rµ
α ;β
ν
[
S + (1− q)T
]
S2T pαpβ
−
q
5
Rαβ ;µν
[
S + (1− q)T
]
S2T pαpβ
−
2q2
3
RQαβ
[
S + (1− q)T
]
S2T 2 pαpβpµpν
+
q2
3
RαβQ
αβ S2T 2 pµpν
−q2RαλQ
λβ
[
3S + (1− q)T
]
S2T 2 pαpβpµpν
+
2q2
3
RλσQαβ
[
3S2 + (4− 7q)ST + 3(1− q)2T 2
]
S2T 2 pαpβpλpµpνpσ
−
q2
3
RµλQ
λβS2T 2 pβpν − q
2Rµ
λQαβ S3T 2 pαpβpλpν
−
q2
6
RµνQ
αβ S2T 2 pαpβ +
q2
6
RνλQ
λβ S2T 2 pβpµ
−q2Rν
λQαβ S3T 2 pαpβpλpµ
−
q2
3
RλαβσQλβ
[
S + (1− q)T
]
S2T 2 pαpµpνpσ
+
q
3
Rµαβ
λQαβ
[
3S − q T
]
S2T pλpν
+
q
6
Rµαν
λQαβ
[
(6 + q)S − 2q T
]
S2T pβpλ
+
4q2
3
Rµ
λ
α
σQαβ
[
S + (1− q)T
]
S2T 2 pβpλpνpσ
−
q2
6
Rµ
λ
ναQ
αβ S3T pβpλ
+
2q2
3
Rµ
λ
ν
σQαβ
[
S + (1− q)T
]
S2T 2 pαpβpλpσ
−
q2
6
Rµνα
λQαβ
[
S + 2 T
]
S2T pβpλ
+
q2
6
Rναβ
λQαβ S2T 2 pλpµ
−
2q2
3
Rν
λ
α
σQαβ
[
S + (1− q)T
]
S2T 2 pβpλpµpσ
−
q
3
RQµ
α
[
2S + (1− q)T
]
S2T pαpν
−Rα
βQµ
αS3Tpβpνq −
q
6
RναQµ
α S2T − q Rν
βQµ
α S3T pαpβ
+
q
3
RβλQµ
α
[
3S2 + (4− 7q)ST + 2(1− q)2T 2
]
S2T pαpβpλpν
−
q
3
Rν
β
α
λQµ
α
[
S − (1− q)T
]
S2T pβpλ
−
2
3
RQµν S
3 + 2RαβQµν S
4 pαpβ
−
2q
3
RQν
α
[
2S + (1− q)T
]
S2T pαpµ
42
−2q Rα
βQν
α S3T pβpµ
+
q
3
RβλQν
α
[
3S2 + (4− 7q)ST + 2(1− q)2T 2
]
S2T pαpβpλpµ
−
q
6
RµαQν
α S2T − q RµβQν
α S3T pαpβ
+
q
3
RµβαλQν
α
[
2S + (1− q)T
]
S2T pβpλ
+q2Qα
βQαλ S3T 2 pβpλpµpν
+q3QαβQλσ S3T 3 pαpβpλpµpνpσ
+q QαβQµα S
3T pβpν + q
2Q6αβQµ
λ S3T 2 pλpαpβpν
+QµαQν
α S3 + q Qµ
αQν
β S3T pαpβ + q Q
αβQνα S
3T pβpµ
+q2QαβQν
λ S3T 2 pλpαpβpµ
−q2Qαβ ;λβ
[
S + (1− q)T
]
S2T 2 pαpλpµpν
−q2Qαβ ;λν
[
S + (1− q)T
]
S2T 2 pαpβpλpµ
+4q2Qαβ ;λσ
[
S2 + (1− q)ST + (1− q)2T 2
]
S2T 2 pαpβpλpµpνpσ
+
q2
2
Qαβ ;νβ S
2T 2 pαpµ
−q2Qαβ ;ν
λ
[
S + (1− q)T
]
S2T 2 pαpβpλpµ
+4q Qαν
;βλ S4T pαpβpλpµ − q Qµα
;βα
[
S + (1− q)T
]
S2T pβpν
+4 qQµ
α ;βλ
[
S2 + (1− q)ST + (1− q)2T 2
]
S2T pαpβpλpν
−q Qµ
α ;β
ν
[
S + (1− q)T
]
S2T pαpβ
+
q
2
Qµ
α
;να S
2T
−q Qµ
α
;ν
β
[
S + (1− q)T
]
S2T pαpβ + 4Qµν
;αβ S4 pαpβ
−q2 Qαβ
[
S + (1− q)T
]
S2T 2 pαpβpµpν
−qQαν S
3T pαpµ
−qQµ
α
[
S + (1− q)T
]
S2T pαpν −Qµν S
3
−q2Qαβ ;β
λ
[
S + (1− q)T
]
S2T 2 pαpλpµpν
+
q2
2
Qαβ ;βν S
2T 2 pαpµ
−q Qµα
;αβ
[
S + (1− q)T
]
S2T pβpν
+
q
2
Qµ
α
;αν S
2T . (B2)
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Appendix C: Results for the coefficients appearing in (3.76)
The coefficients appearing in (3.76) are given for general spacetime dimensions by
T21 = [432N + (−12N
3 + 72N2 − 528N − 576)q (C1)
+(−5N4 + 10N3 + 20N2 + 104N + 288)q2]/[18N(N2 − 16)(N2 − 4)q2]
−(1− q)−N/2
[
432N −
(
12N3 + 144N2 + 528N + 576
)
q
+
(
N4 + 28N3 + 176N2 + 392N + 288
)
q2
+
(
−2N4 − 20N3 − 64N2 − 64N
)
q3
+
(
N4 + 4N3 − 4N2 − 16N
)
q4
]
/[18N(N2 − 16)(N2 − 4)q2] , (C2)
T22 = [2880N + 360N(N − 8)q − 60(N + 4)
(
N2 − 14N + 16
)
q2
+(−19N4 + 194N3 + 16N2 − 2576N + 960)q3]/[90N(N2 − 16)(N2 − 4)q3]
+ 2 (1− q)−N/2[−720N + 90N(3N + 8)q − 30(N − 1)(N + 4)(N + 8)q2
+(N + 2)(N + 4)
(
N2 + 43N − 30
)
q3 −N(N + 2)(N + 4)(2N + 11)q4
+(N − 2)N(N + 2)(N + 4)q5/[45N(N2 − 16)(N2 − 4)q3] , (C3)
T23 = [−1440N − 720(N − 2)Nq − 60
(
3N3 − 10N2 − 24N − 32
)
q2
−(N + 2)
(
29N3 − 152N2 − 112N + 960
)
q3]/[45N(N2 − 16)(N2 − 4)q3]
+(1− q)1−N/2[1440N − 240(N + 2)(N + 4)q2
−(N − 32)N(N + 2)(N + 4)q3
+(N2 − 4)N(4 +N)q4]/[45N(N2 − 16)(N2 − 4)q3] , (C4)
T24 = −
(15N − 64)
180(N − 4)
−
(1− q)2−N/2
45(N − 4)
, (C5)
T25 = [−1728 + 48
(
N2 − 3N + 44
)
q + (N5 −N4 − 12N3
−8N2 + 104N − 672)q2]/[72N(N2 − 16)(N2 − 4)q2]
+(1− q)−N/2[1728− 48(N + 4)(N + 11)q
+(N + 2)(N + 4)
(
N2 + 10N + 84
)
q2 − 2N(N + 2)(N + 4)2q3
+(N − 2)N(N + 2)(N + 4)q4]/[72N(N2 − 16)(N2 − 4)q2] , (C6)
T26 = [2160N + 240
(
2N2 − 15N − 20
)
q − (N + 2)(N4 − 3N3 − 48N2
+580N − 1680)q2]/[180N(N2 − 16)(N2 − 4)q2]
+(1− q)−N/2[−2160N + 600(N + 2)(N + 4)q
44
−(N + 2)(N + 4)
(
N2 + 58N + 420
)
q2
+2N(N + 2)(N + 4)(N + 28)q3
−(N − 2)N(N + 2)(N + 4)q4]/[180N(N2 − 16)(N2 − 4)q2] , (C7)
T27 =
(N − 5)
180(N − 4)
+
(1− q)2−
N
2
180(N − 4)
, (C8)
T28 = [160(N − 2) + 80(N
2 − 3N + 8)q + 20(N − 4)
(
N2 +N + 6
)
q2
+(N − 2)
(
3N3 − 2N2 − 36N − 80
)
q3]/[5N(N2 − 16)(N2 − 4)q3]
+(1− q)−N/2[−480(N − 2) + 240(N − 8)q + 60(N + 4)(N + 6)q2
+(N + 2)(N + 4)
(
N2 − 2N − 60
)
q3
+N(N2 − 4)(N + 4)(q5 − 2q4)]/[15N(N2 − 16)(N2 − 4)q3] , (C9)
T29 = [960(N + 2) + 240
(
N2 − 8N − 24
)
q − 480
(
N2 − 2N − 12
)
q2
−
(
9N4 + 26N3 − 336N2 − 224N + 1920
)
q3]/[30N(N2 − 16)(N2 − 4)q3]
+(1− q)1−N/2[−960(N + 2) + 240(N + 4)2q − 240(N + 2)(N + 4)q2
−(N − 12)N(N + 2)(N + 4)q3
+N(N2 − 4)(N + 4)q4]/[30N(N2 − 16)(N2 − 4)q3] , (C10)
T210 = [−1920− 480(N − 8)q + 960(N − 2)q
2
+N
(
N4 −N3 − 14N2 + 64N − 320
)
q3]/[30N(N2 − 16)(N2 − 4)q3]
+(1− q)−N/2[1920− 480(N + 8)q + 480(N + 4)q2
+N(N + 2)(N + 4)(N + 8)q3
−2N(N + 2)(N + 3)(N + 4)q4
+N(N2 − 4)(N + 4)q5]/[30N(N2 − 16)(N2 − 4)q3] , (C11)
T211 = [24N + 8(N − 4)(N + 1)q + (N − 4)(N
2 − 4)q2]
/[2N(N2 − 16)(N2 − 4)q2]
−(1 − q)−N/2[12N − 2(N + 2)(N + 4)q
+(N + 2)(N + 4)q2]/[N(N2 − 16)(N2 − 4)q2] , (C12)
T212 = [−24N
2 − 12(N − 4)(N + 2)Nq
+(N − 4)(N − 2)
(
N3 + 3N2 − 4N − 8
)
q2]/[2N(N2 − 16)(N2 − 4)q2]
+4 (1− q)−N/2[3N2 − 3(N + 4)Nq
+(N + 2)(N + 4)q2]/[N(N2 − 16)(N2 − 4)q2] , (C13)
45
T213 = −[48 + 12(N − 4)q +
(
N2 − 6N + 8
)
q2]/[2N(N2 − 16)(N2 − 4)q2]
+(1− q)−N/2[48− 12(N + 4)q
+(N + 2)(N + 4)q2]/[2N(N2 − 16)(N2 − 4)q2] , (C14)
T214 = −2 [36N + 2
(
5N2 − 24N − 32
)
q
+(N − 5)(N − 4)(N + 2)q2]/[3N(N2 − 16)(N2 − 4)q2]
+(1− q)−N/2[72N − 16(N + 2)(N + 4)q
+(N + 2)(N + 4)(N + 10)q2
−N(N + 2)(N + 4)q3]/[3N(N2 − 16)(N2 − 4)q2] , (C15)
T215 = [288− 4
(
N2 − 12N + 80
)
q
+(4−N)
(
N2 + 20
)
q2]/[6N(N2 − 16)(N2 − 4)q2]
−(1 − q)−N/2[288− 4(N + 4)(N + 20)q
+(N + 2)(N + 4)(N + 10)q2
−N(N + 2)(N + 4)q3]/[6N(N2 − 16)(N2 − 4)q2] , (C16)
T216 = 2 [48N + 24(N − 2)Nq +
(
6N3 − 20N2 − 48N − 64
)
q2
+(N − 4)(N + 2)
(
N2 −N − 8
)
q3]/[3N(N2 − 16)(N2 − 4)q3]
−2 (1− q)1−N/2[48N − 8(N + 2)(N + 4)q2
+N(N + 2)(N + 4)q3]/[3N(N2 − 16)(N2 − 4)q3] , (C17)
T217 = −2 [36N + 2
(
5N2 − 24N − 32
)
q
+(N − 5)(N − 4)(N + 2)q2]/[3N(N2 − 16)(N2 − 4)q2]
+(1− q)−N/2[72N − 16(N + 2)(N + 4)q
+(N + 2)(N + 4)(N + 10)q2
−N(N + 2)(N + 4)q3]/[3N(N2 − 16)(N2 − 4)q2] , (C18)
T218 = [−96N + 24N(N + 4)q
+4
(
5N3 − 14N2 − 56N + 32
)
q2
+(N − 4)
(
5N3 + 4N2 − 44N − 16
)
q3]/[6N(N2 − 16)(N2 − 4)q3]
+(1− q)−N/2[48N − 12N(3N + 4)q + 2(N + 4)
(
N2 + 16N − 8
)
q2
(N + 2)(N + 4)(3N + 4)q3
+N(N + 2)(N + 4)q4]/[3N(N2 − 16)(N2 − 4)q3] , (C19)
46
T219 = − [144N − 4
(
N3 − 8N2 + 32N + 32
)
q
+(N − 4)(N + 2)
(
N3 − 8N − 4
)
q2]/[6N(N2 − 16)(N2 − 4)q2]
+(1− q)−N/2[72N − 2(N + 2)(N + 4)2q
+(N + 2)(N + 4)(3N + 2)q2
−N(N + 2)(N + 4)q3]/[3N(N2 − 16)(N2 − 4)q2] , (C20)
T220 = [24N + 8(N − 4)(N + 1)q
+(N − 4)(N − 2)(N + 2)q2]/[N(N2 − 16)(N2 − 4)q2]
−2 (1− q)−N/2[12N − 2(N + 2)(N + 4)q
+(N + 2)(N + 4)q2]/[N(N2 − 16)(N2 − 4)q2] , (C21)
T221 = − [96N + 48(N − 2)Nq
+12
(
N3 − 3N2 − 6N − 8
)
q2
+(N − 4)(N + 2)
(
2N2 −N − 12
)
q3]/[3N(N2 − 16)(N2 − 4)q3]
+(1− q)1−N/2[96N − 12(N + 2)(N + 4)q2
+N(N + 2)(N + 4)q3]/[3N(N2 − 16)(N2 − 4)q3] , (C22)
T222 = [192 + 48(N − 8)q − 96(N − 2)q
2
−N
(
N2 + 6N − 40
)
q3]/[6N(N2 − 16)(N2 − 4)q3]
−(1 − q)1−N/2[192− 48(N + 4)q
+N(N + 2)(N + 4)q3]/[6N(N2 − 16)(N2 − 4)q3] , (C23)
T223 = [−192(N + 2)− 48
(
N2 − 8N − 24
)
q
+96
(
N2 − 2N − 12
)
q2
−(N − 4)
(
N4 + 2N3 − 18N2 − 4N + 96
)
q3]/[6N(N2 − 16)(N2 − 4)q3]
−(1 − q)1−N/2[−96(N + 2) + 24(N + 4)2q
−24(N + 2)(N + 4)q2
+N(N + 2)(N + 4)q3]/[3N(N2 − 16)(N2 − 4)q3] . (C24)
As before the case N = 2 must be evaluated separately, and coincides with the limit as
N → 2 of the above expressions.
T21 =
(2q3 − 20q2 + 39q − 18)
72q(1− q)
+
(1− q)(2q − 3) log(1− q)
12q2
, (C25)
47
T22 = −
(8q4 − 93q3 + 85q2 − 150q + 120)
360(1− q)q2
+
(2q3 − 2q2 + 3q − 4) log(1− q)
12q3
, (C26)
T23 = −
(q3 + 50q2 − 15q − 30)
90q2
+
(q3 − 4q2 + 2) log(1− q)
6q3
, (C27)
T24 = −
1
12
−
q
90
, (C28)
T25 =
(36− 56q + 25q2 − 2q3)
288(1− q)q
+
(q − 2)(2q − 3) log(1− q)
48q2
, (C29)
T26 =
(2q3 − 148q2 + 251q − 90)
720(1− q)q
+
(3− q)(2q − 1) log(1− q)
24q2
, (C30)
T27 =
(q + 2)
360
, (C31)
T28 =
(2q2 + 15q − 30)
60q
−
(1− q) log(1− q)
2q2
, (C32)
T29 = −
(120− 210q + 85q2 + 3q3)
180q2
+
(q3 − 12q2 + 18q − 8) log(1− q)
12q3
, (C33)
T210 =
(3q3 − 19q2 − 60q + 60)
180q2
+
(q3 − 6q + 4) log(1− q)
12q3
, (C34)
T211 = −
(6− 9q + 2q2)
48(1− q)q
−
(1− q) log(1− q)
8q2
, (C35)
T212 =
(6− 3q − q2)
24(1− q)q
+
(1− 2q) log(1− q)
4q2
, (C36)
T213 =
(q2 − 12q + 12)
96q(1− q)
+
(2− q) log(1− q)
16q2
, (C37)
T214 =
(6q2 − 13q + 6)
24q(1− q)
+
(q2 − 5q + 3) log(1− q)
12q2
, (C38)
T215 = −
(5q2 − 16q + 12)
48(1− q)q
−
(q − 3)(q − 2) log(1− q)
24q2
, (C39)
T216 = −
(6 + 3q − 10q2)
18q2
−
(q3 − 4q2 + 2) log(1− q)
6q3
, (C40)
T217 = −
(6 + 3q − 10q2)
18q2
−
(2− 4q2 + q3) log(1− q)
6q3
, (C41)
T218 =
(12− 24q + 31q2 + 1225q3)
72(1− q)q2
+
(2− 3q + 4q2 + 2q3) log(1− q)
12q3
, (C42)
T219 =
(6− 13q + 6q2)
24q(1− q)
+
(3− 3q + q2) log(1− q)
12q2
, (C43)
T220 = −
(6− 9q + 2q2)
24(1− q)q
−
(1− q) log(1− q)
4q2
, (C44)
T221 =
(6 + 3q − 7q2)
18q2
+
(q3 − 6q2 + 4) log(1− q)
12q3
, (C45)
48
T222 =
(5q2 + 12q − 12)
72q2
−
(4− 6q + q3) log(1− q)
24q3
, (C46)
T223 =
(24− 42q + 11q2)
36q2
+
(8− 18q + 12q2 − q3) log(1− q)
12q3
, (C47)
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