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1Analyse et ge´ome´trie dans les espaces me´triques mesure´s : ine´galite´s de
Borell-Brascamp-Lieb et conjecture de Olkin-Shepp
Les travaux mene´s durant cette the`se sont base´s sur la the´orie des espaces de longueurs
mesure´s a` courbure de Ricci uniforme´ment minore´e initie´e par Sturm, Lott et Villani, utilisant
de profonds re´sultats venant de la the´orie du transport optimal.
Dans une premie`re partie, nous e´tudions deux familles d’ine´galite´s fonctionnelles, dites de
Pre´kopa-Leindler et de Borell-Brascamp-Lieb, et montrons qu’elles permettent de donner une
de´finition alternative aux bornes sur la courbure de Ricci, satisfaisant un cahier des charges
similaire a` celui rempli par la condition CD(K,N) de Sturm, Lott et Villani.
La seconde partie est consacre´e a` la recherche d’une ge´ne´ralisation de la de´finition de Sturm-
Lott-Villani au cadre des espaces discrets. Un accent particulier est mis sur le proble`me de la
translation de mesures de probabilite´ sur un graphe line´aire, et a` l’e´tude de la convexite´ de
l’entropie le long d’une telle translation. L’expression d’une telle translation sous forme d’un
convolution binomiale a permis d’e´clairer sous un nouvel angle une conjecture formule´e par
Olkin et Shepp, relative a` l’entropie des sommes de Bernoulli inde´pendantes, et de la de´montrer
dans un cas particulier.
Analysis and geometry in metric-measure spaces : Borell-Brascamp-Lieb
inequalities and Olkin-Shepp conjecture
The work done during this PhD thesis is based on the theory of Ricci curvature bounds in
measured length spaces, developed by Sturm, Lott and Villani, using deep results coming from
the optimal transportation theory.
In a first part, we study two families of functional inequalities, called Pre´kopa-Leindler and
Borell-Brascamp-Lieb inequalities, and show that they allows us to give an alternate definition
to Ricci curvature bounds, satisfying a “wishlist” similar to the one fulfilled by the Sturm-Lott-
Villani condition CD(K,N).
The second part is about a possible generalization of Sturm-Lott-Villani definition in a
discrete setting. We emphasise the case of the translation of probability measures on a linear
graph, and study the convexity of entropy along such a translation. The expression of this
translation as a binomial convolution enlightens a conjecture stated by Olkin and Shepp about
the entropy of sums of idependent Bernoulli random variables, for which we give a partial proof.
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Introduction
Le principal objet d’e´tude de la the`se est l’extension de la notion de courbure de Ricci
uniforme´ment minore´e depuis le cadre des varie´te´s riemanniennes vers celui des espaces me´triques
mesure´s. Les raisons motivant cette e´tude, et donnant de bons espoirs quant a` la re´ussite d’une
telle entreprise, sont nombreuses et parfois assez anciennes. Une premie`re raison est le fait qu’un
tel programme a e´te´ mene´ a` bien pour la notion de bornes sur la courbure sectionnelle ; la
courbure d’Alexandrov, de´finie par une tre`s simple comparaison des triangles ge´ode´siques avec
ceux d’espaces mode`les, permet de retrouver dans le cadre riemannien la courbure sectionnelle.
De plus, les espaces a` courbure d’Alexandrov minore´e pre´sentent de remarquables proprie´te´s de
re´gularite´ et en font un cadre tre`s agre´able dans lequel de nombreux the´ore`mes de ge´ome´trie
riemannienne se ge´ne´ralisent de fac¸on satisfaisante.
Soulignons tout d’abord qu’il peut sembler vain de chercher a` ge´ne´raliser la courbure de
Ricci aux espaces me´triques. En effet, la notion de courbure de Ricci, tout comme d’ailleurs la
courbure sectionnelle, est une notion locale, et sa de´finition re´clame de la part de la varie´te´ des
proprie´te´s de re´gularite´ allant au-dela` de la continuite´ (une re´gularite´ C2 est suffisante). Mais,
de fac¸on au premier abord miraculeuse, les conse´quences d’une borne infe´rieure uniforme sur la
courbure de Ricci sont de nature globale : les conse´quences ge´ome´triques sont des the´ore`mes de
comparaison de volume, ou de borne sur le diame`tre de l’espace, et les conse´quences analytiques
sont des ine´galite´s fonctionnelles de nature inte´grale. Ces travaux ont pu eˆtre lie´s, en fournissant
une re´ponse partielle, a` une conjecture due a` Olkin et Shepp, relative a` l’entropie des sommes
de Bernoulli inde´pendantes.
Une autre raison motivant le passage a` un cadre plus large est la question de la stabilite´.
Gromov a de´montre´ pour une certaine notion de convergence, appele´e convergence de Gromov-
Hausdorff, certains the´ore`mes de pre´compacite´, comme par exemple le The´ore`me 1.2.17 faisant
intervenir une condition sur la courbure de Ricci. Il est inte´ressant de rechercher un cadre,
englobant les varie´te´s riemanniennes, faisant de ces the´ore`mes des the´ore`mes de compacite´, bien
plus puissants.
Il est enfin fondamental de souligner l’importance du tenseur de Bakry-E´mery, introduit
dans les anne´es 1980, et qui a au une utilite´ imme´diate dans la compre´hension des dynamiques
markoviennes. Ce point de vue a permis en particulier de constater des similitudes frappantes
entre l’espace euclidien muni d’une mesure gaussienne et une varie´te´ riemannienne a` courbure
de Ricci minore´e. Cet exemple, ainsi que celui plus sophisitique´ des varie´te´s a` poids, montre que
la distance et la mesure, qui naissent du meˆme objet (le produit scalaire riemannien) dans le
cadre des varie´te´s riemanniennes, peuvent eˆtre conside´re´es comme deux notions distinctes (c’est-
a`-dire sans origine commune), et que l’e´tude de leur interaction permet parfois de retrouver des
comportements similaires a` ceux des espaces a` courbure de Ricci minore´e.
La ge´ne´ralisation de la courbure de Ricci ne´cessite un outil, de nature globale, permettant
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d’analyser finement le comportement des ge´ode´siques de l’espace. Cet outil a pu eˆtre fourni par la
the´orie du transport optimal. De tre`s puissants the´ore`mes relatifs aux solutions du proble`me de
Monge-Kantorovitch, dus a` Brenier et McCann, ont permis de relier les ge´ode´siques de l’espace
de Wasserstein associe´ a` une varie´te´ riemannienne aux ge´ode´siques de cette varie´te´, ouvrant
ainsi l’espoir de de´duire des the´ore`mes de nature ge´ome´triques sur une varie´te´ riemannienne a`
partir de l’e´tude de l’espace des mesures de probabilite´ sur celle-ci. La notion de “convexite´ par
de´placement”, introduite par McCann dans sa the`se, a e´te´ rapidement utilise´e pour l’e´tude du
comportement de la fonctionnelle d’entropie le long des ge´ode´siques de Wasserstein (voir [OV00],
[vRS04] et [CEMS01]). Ces travaux pionniers ont rapidement mene´ a` une de´finition satisfaisante
de borne infe´rieure sur la courbure de Ricci, dans le cadre des espaces de longueurs mesure´s,
obtenue de fac¸on inde´pendante par Sturm, dans [Stu06a] et [Stu06b], et par Lott et Villani dans
[LV].
Ces trois articles ont e´te´ le point de de´part de cette the`se. L’objectif initial e´tait de re´pondre
a` certaines questions ouvertes qui se posaient a` la vue de ces travaux. Deux proble´matiques
distinctes ont e´te´ choisies. Tout d’abord, existe-t-il une autre manie`re de de´finir les bornes
sur la courbure de Ricci dans les espaces de longueurs mesure´s aussi satisfaisante que celle de
Sturm-Lott-Villani ? Cette question a e´te´ motive´e par le sentiment que les familles d’ine´galite´s
fonctionnelles, dites ine´galite´s de Pre´kopa-Leindler et de Borell-Brascamp-Lieb, et e´tudie´es
pre´cise´ment dans le cadre riemannien par Coredro-Eurausquin, McCann et Schmuckenschla¨ger
dans [CEMS01], [CEMS06], semblaient fournir une telle de´finition alternative. L’objet de la
premie`re partie de la the`se (chapitre 3) sera de ve´rifier d’autres proprie´te´s de ces familles
d’ine´galite´s permettant de se convaincre de la pertinence de leur utilisation comme de´finition de
la courbure de Ricci minore´e.
Une autre piste e´tudie´e est l’extension de la de´finition de Sturm-Lott-Villani au cas des
graphes, qui ne rentrent pas dans le cadre de leur the´orie. Meˆme si d’e´normes proble`mes appa-
raissent de`s le de´part, il a semble´ inte´ressant de s’acharner dans cette direction, tant les re´sultats
de´ja` connus dans les espaces discrets laissaient sugge´rer des comportements dus a` une borne pos-
itive sur la courbure de Ricci la` ou` une analogie avec le cas continu ne faisait apparaˆıtre que de
la courbure nulle. Des re´sultats satisfaisants ont pu eˆtre obtenus dans le cas tre`s particulier des
translations de mesures de probabilite´ sur les graphes line´aires.
Ces deux chapitres de re´sultats sont pre´ce´de´s de deux chapitres introductifs pre´sentant re-
spectivement le cadre des espaces me´triques mesure´s (et des espaces de longueurs), et la the´orie
de Sturm-Lott-Villani.
Chapitre 1
Pre´liminaires ge´ome´triques
1.1 Espaces me´triques mesure´s
1.1.1 Espaces de longueurs
Soit (X, d) un espace me´trique connexe par arcs. Une courbe dans (X, d) est une application
continue γ : [a, b]→ (X, d). Sauf mention contraire, [a, b] sera l’intervalle [0, 1]. A` chaque courbe
γ dans (X, d), on associe un re´el positif L(γ), appele´ longueur de γ, et de´fini par
L(γ) := sup
N−1∑
i=0
d(γ(ti), γ(ti+1)),
ou` la borne supe´rieure est prise sur toutes les partitions 0 = t0 ≤ t1 . . . tN = 1 de l’intervalle
[0, 1]. Si L(γ) < ∞, la courbe est dite rectifiable. Les proprie´te´s de base de la longueur sont
de´taille´es dans [BBI01, Prop. 2.3.4.].
Si (X, d) est connexe par arcs rectifiables, on peut de´finir l’application
dL(x, y) := inf{L(γ) | γ : [0, 1]→ X, γ(0) = x, γ(1) = y}. (1.1)
On a alors la proprie´te´ suivante :
Proposition 1.1.1. L’application dL de´finit une distance sur l’ensemble X.
La me´trique dL est appele´e me´trique intrinse`que de l’espace (X, d). Par l’ine´galite´ triangu-
laire, on a clairement dL ≥ d, mais en ge´ne´ral il n’y a pas e´galite´.
De´finition 1.1.2. Un espace me´trique (X, d) connexe par arcs est appele´ espace de longueurs
si d = dL.
La classe des espaces de longueurs contient de nombreux exemples classiques d’espaces
me´triques. Par exemple, l’espace Rn euclidien, ou toute partie convexe de Rn, sont des espaces
de longueurs. Plus ge´ne´ralement, une varie´te´ riemannienne munie de sa distance riemannienne
associe´e est un espace de longueurs (voir la Proposition 1.2.1). Les varie´te´s finsle´riennes et sous-
riemanniennes fournissent d’autres exemples importants.
Remarquons que l’on peut chercher a` de´finir la longueur des courbes dans l’espace me´trique
(X, dL), et en de´duire une nouvelle me´trique (dL)L sur X, puis re´pe´ter l’ope´ration sur (X, (dL)L),
et ainsi de suite . . . La proposition suivante (voir [BBI01, Prop. 2.3.12]) montre que la situation
n’est pas si chaotique que l’on peut imaginer, et donne une proce´dure simple pour construire un
espace de longueurs a` partir d’un espace me´trique connexe par arcs rectifiables :
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Proposition 1.1.3. Si (X, d) est connexe par arcs rectifiables, alors (X, dL) l’est aussi, et
(dL)L = dL. En particulier, (X, dL) est un espace de longueurs.
Une question naturelle est de savoir si, dans l’e´quation (1.1) de´finissant la me´trique in-
trinse`que entre deux points donne´s, la borne infe´rieure est atteinte par une certaine courbe.
De´finition 1.1.4. Une ge´ode´sique de (X, d) entre deux points x et y est une courbe γ : [0, 1]→
(X, d) joignant x a` y, et telle que L(γ) = d(x, y).
De fac¸on e´quivalente, une ge´ode´sique entre x et y est une courbe γ telle que L(γ) ≤ L(γ′) pour
toute courbe γ′ joignant x a` y.
La de´finition d’une ge´ode´sique correspond bien a` l’ide´e intuitive d’un plus court chemin entre
deux points. Notons toutefois qu’en ge´ne´ral il n’y a ni existence ni unicite´ d’une ge´ode´sique entre
deux points x, y ∈ X fixe´s. La non-unicite´ est un phe´nome`ne qui peut se produire meˆme dans
un cadre tre`s re´gulier ; par exemple deux points antipodaux d’une sphe`re sont rejoints par
une infinite´ de ge´ode´siques. Il est en revanche plus facile de s’extraire de la non-existence. Le
the´ore`me suivant, dit de Hopf-Rinow, donne un crite`re tre`s simple d’existence (voir [BBI01,
Prop. 2.5.19.]) :
The´ore`me 1.1.5. Si (X, d) est localement compact et complet, alors il existe une ge´ode´sique
entre chaque couple de points.
Dans ce cas, les parties compactes de (X, d) sont exactement les parties ferme´es et borne´es.
L’espace de longueurs (X, d) sera appele´ espace ge´ode´sique si chaque couple de points peut
eˆtre rejoint par une ge´ode´sique.
Dans tout le reste de ce chapitre, nous nous placerons, sauf mention du contraire, dans un espace
de longueurs (X, d) localement compact et complet.
La notion de barycentre se de´finit sur un espace me´trique ge´ne´ral, mais est particulie`rement
bien adapte´e aux espaces de longueurs.
De´finition 1.1.6. Soient x et y deux points d’un espace me´trique (X, d) et t ∈ [0, 1]. Un t-
barycentre de x et y est un point z ∈ X tel que
d(x, z) = td(x, y) et d(z, y) = (1− t)d(x, y).
Si on conside`re de plus un parame`tre h > 0, on dit que z ∈ X est un h, t-barycentre de x et y si
|d(x, z)− td(x, y)| ≤ h et |d(z, y)− (1− t)d(x, y)| ≤ h.
Si t = 1/2, on dira que z est un (h)-point milieu de x et y.
Dans l’espace euclidien Rn, on remarque que le t-barycentre de x et y est simplement de´fini
comme la combinaison convexe z = (1− t)x+ ty. Plus ge´ne´ralement, on a :
Proposition 1.1.7. Soit (X, d) un espace de longueurs. Un point z ∈ X est un t-barycentre de
x et y si et seulement s’il existe une ge´ode´sique γ : [0, 1]→ X joignant x a` y telle que γ(t) = z.
On pourra plus ge´ne´ralement dire qu’une partie A de X est convexe si, pout tout couple
x, y ∈ A, tout t-barycentre de x et y appartient a` A.
Il est possible de reformuler la proprie´te´ 1.1.7 en termes de ze´ros d’une fonction continue.
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Proposition 1.1.8. Soit (X, d) un espace ge´ode´sique. On de´finit la fonction u : X3 → R+ par
u(x, y, z) = d(x, z) + d(z, y)− d(x, y).
Alors u(x, y, z) = 0 si et seulement s’il existe t ∈ [0, 1] tel que z soit un t-barycentre de x et y.
Si d(x, y) 6= 0, t est alors unique et vaut
t = d(x, z)
d(x, y) ·
On de´duit de la Proposition 1.1.7 l’existence de t-barycentres pour tout couple x, y ∈ X
si l’espace (X, d) est ge´ode´sique. On a en fait une proprie´te´ beaucoup plus forte, donnant une
caracte´risation simple des espaces de longueurs et des espaces ge´ode´siques.
Proposition 1.1.9. Un espace me´trique localement compact (X, d) est un espace de longueurs
si et seulement si, pour tout h > 0 et tout couple de points x, y ∈ X, il existe un h-point milieu
entre x et y.
Un espace me´trique (X, d) est un espace ge´ode´sique si et seulement si tout couple de points
x, y ∈ X admet un point milieu.
De fac¸on plus ge´ne´rale, on de´finit l’ensemble (h, t)-barycentre entre deux parties de X.
De´finition 1.1.10. Soient A,B ⊂ X, t ∈ [0, 1] et h > 0. On de´finit l’ensemble (h, t)-barycentre
de A et B par
Zht (A,B) := {z ∈ X | ∃x ∈ A, ∃y ∈ B , |d(x, z)− td(x, y)| ≤ h , |d(z, y)− (1− t)d(x, y)| ≤ h}.
On notera Zt(A,B) = Z0t (A,B).
Dans le cadre des espaces euclidiens, on utilise souvent la notation plus intuitive Zt(A,B) =
(1− t)A+ tB.
1.1.2 Convergence d’espaces me´triques
Une question naturelle et importante est de savoir si l’on peut munir la classe des espaces
me´triques d’une topologie. Comme ce sont les proprie´te´s me´triques qui nous inte´ressent ici, on
peut quotienter cette classe par la relation d’isome´trie. Notons M ce quotient.
Nous allons ici essentiellement nous inte´resser a` une notion de convergence d’espaces me´triques
appele´e convergence de Gromov-Hausdorff. Celle-ci est de´crite en de´tail au chapitre 7 de [BBI01]
(on pourra prendre mesure de la puissance de cet outil en lisant par exemple le “conte de fe´es
mathe´matiques” a` la page 242). La principale raison motivant son introduction dans cette the`se
est qu’elle est utilise´e par Lott et Villani dans [LV], pour e´tablir un re´sultat de stabilite´ de la
condition CD(K,N) (voir le chapitre suivant). La convergence de Gromov-Hausdorff s’inspire
de la ce´le`bre distance de Hausdorff.
De´finition 1.1.11. Soit (X, d) un espace me´trique. La distance de Hausdorff entre deux sous-
ensembles A,B ⊂ X est de´finie par
dH(A,B) := inf{r > 0 : A ⊂ Ur(B), B ⊂ Ur(A)},
ou` Ur(A) est le r-voisinage de A :
Ur(A) := {x ∈ X : ∃a ∈ A, d(x, a) < r}.
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La terminologie “distance” est assez abusive. Ne´anmoins l’ensemble des parties compactes
de (X, d) muni de dH est un espace me´trique au sens classique du terme. Nous allons donc
nous concentrer d’abord sur la distance entre deux espaces me´triques compacts, puis modifier
la de´finition obtenue pour qu’elle garde un inte´reˆt dans le cadre non compact.
Pour utiliser la distance de Hausdorff afin de de´finir une distance entre deux classes d’iso-
me´tries d’espaces me´triques compacts, il suffit de plonger celles-ci isome´triquement dans un gros
espace me´trique commun.
De´finition 1.1.12. La distance de Gromov-Hausdorff entre deux espaces me´triques compacts
(X1, d1) et (X2, d2) est de´finie par
dGH((X1, d1), (X2, d2)) := inf dH(j1(M1, d1), j2(M2, d2)),
ou` la borne infe´rieure est prise parmi tous les espaces me´triques (X, d) et toutes les isome´tries
j1 : (X1, d1) ↪→ (X, d) et j2 : (X2, d2) ↪→ (X, d).
Le fait de choisir une borne infe´rieure parmi tous les espaces me´triques peut poser un
proble`me “ensembliste”. Pour eˆtre rigoureux, on peut se contenter de conside´rer l’ensemble des
isome´tries j1 et j2 vers l’union disjointe de X1 et X2 muni d’une semi-me´trique prolongeant les
me´triques sur X1 et X2 (voir[BBI01, Rem. 7.3.12] pour plus de de´tails).
Remarquons aussi que si (X1, d1) et (X2, d2) sont isome´triques, leur distance de Gromov-
Hausdorff est nulle. Ceci permet de de´finir a` partir de dGH une distance sur M, e´galement
note´e dGH . On a alors :
The´ore`me 1.1.13. L’application dGH est une me´trique sur les classes d’isome´tries d’espaces
me´triques compacts.
Un point de vue plus intrinse`que sur la convergence d’espaces me´triques au sens de la distance
de Gromov-Hausdorff est celui des ε-isome´tries.
De´finition 1.1.14. Une ε-isome´trie entre deux espaces me´triques (X1, d1) et (X2, d2) est une
application f : X1 → X2 telle que :
(i) ∀x1, y1 ∈ X1, |d1(x1, y1)− d2(f(x1), f(y1))| < ε,
(ii) ∀x2 ∈ X2, ∃x1 ∈ X1, d2(f(x1), x2) < ε.
Si l’on choisit ε petit, la de´finition pre´ce´dente est facile a` comprendre intuitivement ; le
premier point dit que f est “presque une isome´trie” et le second que f est “presque surjective”.
Ces deux points de vue sont en fait e´quivalents, dans le sens ou` ils permettent la construction
de la meˆme topologie :
The´ore`me 1.1.15. Une suite d’espaces me´triques compacts (Xn, dn) converge vers (X, d) (com-
pact) au sens de Gromov-Hausdorff si et seulement s’il existe une suite (fn : Xn → X) de εn-
isome´tries telles que εn → 0.
Pour de´finir une notion de convergence inte´ressante (c’est-a`-dire qui donne une topologie ni
trop fine ni trop grossie`re) en dehors du cadre des espaces compacts, on peut se placer dans le
cadre des espaces me´triques pointe´s.
De´finition 1.1.16. Une suite d’espace me´triques pointe´s (Xn, dn, pn) localement compacts et
complets converge vers (X, d, p) au sens de Gromov-Hausdorff pointe´ s’il existe une suite rn →∞
et une suite
(
fn : B(Xn,dn)(pn, rn)→ B(X,d)(p, rn)
)
de εn-isome´tries telles que εn → 0.
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Une discussion inte´ressante sur l’utilite´ de l’introduction de la convergence de Gromov-
Hausdorff pointe´e se trouve au chapitre 8 de [BBI01]. Dans ce chapitre et dans le chapitre
pre´ce´dent du meˆme ouvrage, de nombreuses proprie´te´s de la convergence de Gromov-Hausdorff
(pointe´e) sont e´galement prouve´es.
1.1.3 Espaces de longueurs mesure´s
Le cadre dans lequel nous nous placerons dans cette the`se est celui des espaces me´triques
(parfois de longueurs) mesure´s.
De´finition 1.1.17. Un espace me´trique mesure´ (resp. probabilise´) (X, d, ν) est la donne´e d’un
espace me´trique (X, d) et d’une mesure ν localement finie (resp. une mesure de probabilite´) sur
la tribu bore´lienne associe´e a` (X, d).
Il faut garder deux exemples fondamentaux a` l’esprit. Tout d’abord, la donne´e d’une varie´te´
riemannienne (M, g) fournit a` la fois une me´trique et une mesure (appele´e volume riemannien)
canoniques sur M . Si M est compacte, il y a moyen de renormaliser la mesure volume pour en
faire une mesure de probabilite´.
Un autre exemple fondamental est celui des espaces gaussiens, ou` l’on munit l’espace Rn euclidien
de la mesure de probabilite´ 1Z exp(−‖x‖2). Plus ge´ne´ralement, il est souvent inte´ressant de
conside´rer une varie´te´ riemannnienne (M, g), disons compacte, munie de la mesure de probabilite´
dν = 1
Z
exp(−V )d vol,
ou` la fonction V ve´rifie une hypothe`se du type HessV ≥ Kg.
L’objet principal e´tudie´ dans cette the`se, qui est la courbure de Ricci, s’exprime dans une
varie´te´ riemannienne (M, g) par le comportement de petits e´le´ments de volumes transporte´s
le long de ge´ode´siques. Le cadre riemannien fournit a` partir d’un unique objet (la me´trique
riemannienne g) une distance et une mesure sur M , toutes deux ne´cessaires pour la de´finition
de la courbure de Ricci. Dans le cadre des espaces me´triques, il est donc ne´cessaire de fixer une
mesure de re´fe´rence en plus de la distance, donc de se placer dans le cadre des espaces me´triques
mesure´s, pour s’attaquer a` une ge´ne´ralisation des bornes sur la courbure de Ricci.
Pour parler de convergence d’espaces me´triques mesure´s, il faut rajouter une condition de
convergence des mesures de re´fe´rence a` la condition de convergence des espaces me´triques. Nous
adopterons la de´finition suivante, utilise´e par Lott et Villani dans [LV] :
De´finition 1.1.18. Une suite (Xn, dn, νn) d’espaces me´triques mesure´s compacts converge au
sens de Gromov-Hausdorff mesure´ vers (X, d, ν) s’il existe une suite (fn : Xn → X) de εn-
isome´tries mesurables telles que εn → 0 et telles que (fn)∗νn → ν au sens de la convergence
faible-*, c’est-a`-dire
∀h ∈ C(X),
∫
Xn
h ◦ fndνn −−−→
n→∞
∫
X
hdν.
Remarquons que ce qui rend cette de´finition inte´ressante est le fait que ce sont les meˆmes
applications fn qui sont utilise´es pour la convergence des espaces me´triques et pour la con-
vergence des mesures de re´fe´rence. Cela permet de ge´ne´raliser imme´diatement la de´finition de
convergence de Gromov-Hausdorff mesure´e en une notion de convergence de Gromov-Hausdorff
pointe´e mesure´e dans le cadre non-compact.
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Dans [Stu06a], l’auteur introduit une autre me´trique sur l’ensemble des classes d’isome´tries
d’espaces me´triques mesure´s, remarquablement bien adapte´e a` la the´orie de´veloppe´e dans les
articles [Stu06a], [Stu06b] et [LV]. Le cadre pre´sent est sensiblement plus ge´ne´ral que celui du
paragraphe pre´ce´dent, c’est celui des espaces me´triques complets se´parables munis d’une mesure
localement finie.
De´finition 1.1.19. Une mesure couplage entre deux espaces mesure´s (X, ν) et (X ′, ν ′) est une
mesure q sur l’espace produit X × X ′ telle que, pour tous ensembles mesurables A ⊂ X et
A′ ⊂ X ′, on ait
q(A×X ′) = ν(A), q(X ×A′) = ν ′(A′).
De´finition 1.1.20. Une me´trique couplage entre deux espaces me´triques (X, d) et (X ′, d′) est
une pseudo-me´trique dˆ sur l’union disjointe X unionsq X ′ telle que pour tous couples x, y ∈ X et
x′, y′ ∈ X ′, on ait
dˆ(x, y) = d(x, y), dˆ(x′, y′) = d′(x′, y′).
De´finition 1.1.21. La distance D entre deux espaces me´triques mesure´s (X, d, ν) et (X ′, d′, ν ′)
est de´finie par
D((X, d, ν), (X ′, d′, ν ′)) := inf
∫
X×X′
dˆ(x, y)2dq(x, y),
ou` l’infimum est pris parmi toutes les mesures couplages entre (X, ν) et (X ′, ν ′) et toutes les
me´triques couplages entre (X, d) et (X ′, d′).
Remarquons que, vu que nous nous sommes place´s dans le cadre des espaces compacts, les
inte´grales conside´re´es dans la de´finition pre´ce´dente sont toutes finies, ce qui e´vite des proble`mes
de de´finition.
Ces deux notions de convergence d’espaces me´triques mesure´s sont e´quivalentes sous certaines
conditions topologiques qui seront toujours ve´rifie´es dans le cadre qui nous inte´resse (celui des
espaces de longueurs mesure´s a` courbure de Ricci borne´e infe´rieurement). L’utilisation de la
convergence de Gromov-Hausdorff mesure´e permet toutefois de conserver une meilleure intuition
ge´ome´trique durant les preuves dans laquelle elle est utilise´e. Nous l’utiliserons pour e´noncer
et de´montrer le The´ore`me 3.2.2, tandis que son analogue pour la distance D est de´montre´
dans [Bac08].
1.2 Les varie´te´s riemanniennes
Le lecteur est suppose´ familier avec les notions de base de la ge´ome´trie riemannienne. Les
notations adopte´es sont celles de [GHL90].
Une varie´te´ riemannienne (M, g) est la donne´e d’une varie´te´ diffe´rentielle M de dimension finie,
et d’une application associant de fac¸on lisse a` chaque point p ∈M un produit scalaire gp sur le
plan tangent TpM .
1.2.1 Structure me´trique des varie´te´s riemanniennes
La me´trique g permet de de´finir la longueur d’une courbe lisse γ : [0, 1]→M par
L(γ) =
∫
[0,1]
gγ(t)(γ′(t), γ′(t))1/2dt.
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Il est important de remarquer que l’on de´finit la longueur de courbes de M sans avoir de´fini au
pre´alable une distance sur M . Cette de´finition est l’objet d’une proposition :
Proposition 1.2.1. Soit (M, g) une varie´te´ riemannienne connexe par arcs. L’application d :
M ×M → R+ de´finie par
∀x, y ∈M, d(x, y) = inf{L(γ) | γ(0) = x, γ(1) = y}
est une distance sur M . De plus, (M,d) est un espace de longueurs.
Il est donc naturel de parler, tout comme le cadre plus ge´ne´ral des espaces de longueurs,
de ge´ode´sique pour qualifier une courbe γ : [0, 1] → M telle que L(γ) = d(γ(0), γ(1)). Nous lui
pre´fe´rerons ne´anmoins l’appellation “ge´ode´sique minimisante”, pour une raison assez simple ;
comme nous avons une structure diffe´rentielle solide sur une varie´te´ riemannienne, il est naturel
d’examiner une possible ge´ne´ralisation d’une autre caracte´risation des ge´ode´siques sur Rn : ce
sont les courbes lisses γ : [0, 1]→ Rn telles que le vecteur γ′(t) est constant, ou encore telles que
γ′′(t) = 0. En d’autres termes, les ge´ode´siques de Rn sont les courbes d’acce´le´ration nulle.
Nous allons maintenant ge´ne´raliser cette notion aux varie´te´s riemanniennes, puis de´finir une
ge´ode´sique de M comme une courbe d’acce´le´ration nulle. Il restera ensuite a` e´tudier le lien entre
les ge´ode´siques et les ge´ode´siques minimisantes.
La premie`re difficulte´ rencontre´e est le fait que l’assertion “γ′(t) est constant” n’a a priori pas
de sens, puisque chaque vecteur γ′(t) appartient a` l’espace tangent Tγ(t)M . La difficulte´ est
leve´e dans Rn en identifiant implicitement tous les plans tangents a` Rn muni du produit scalaire
usuel. Sur une varie´te´ riemannienne ge´ne´rale, il n’y a pas de fac¸on canonique d’identifier tous les
espaces tangents. Ne´anmoins, si l’on se fixe au de´part une courbe γ, il y a moyen de s’en sortir :
De´finition 1.2.2. Soit γ : [0, 1] → M une courbe lisse. Un champ de vecteurs V le long de γ
associe pour chaque t ∈ [0, 1] un vecteur V (t) ∈ Tγ(t).
L’exemple le plus naturel est celui du champ de vecteurs V (t) = γ′(t).
L’utilite´ de fixer au pre´alable une courbe γ est qu’il existe un moyen canonique d’identifier les
plans tangents le long de celle-ci (voir [BH06, Prop. 61]). Cet outil est appele´ transport paralle`le,
et consiste en un choix particulier d’isomorphismes d(espaces euclidiens entre chaque couple de
plans tangents le long d’une courbe fixe´e. La de´finition pre´cise, pre´sente dans tout ouvrage
d’introduction a` la ge´ome´trie riemannienne, re´clame des outils de´passant le cadre de cette the`se.
Signalons-en quelques proprie´te´s (qui ne suffisent pas a` caracte´riser le trasnport paralle`le) :
Proposition 1.2.3. Soit γ : [0, 1] → M une courbe lisse et c le transport paralle`le le long de
cette courbe. Ce transport de´finit, pour chaque couple t0, t1 dans [0, 1], un isomorphisme d’espaces
euclidiens
ct0→t1 : Tγ(t0)M → Tγ(t1)M,
tel que la famille d’applications (ct0→t1)t0,t1∈[0,1] ve´rifie les re`gles de composition naturelles.
Une fois cette identification des plans tangents le long de γ effectue´e, la notion de de´rivation
de champs de vecteurs est naturelle.
De´finition 1.2.4. Soit V un champ de vecteurs lisse de´fini le long d’une courbe γ : [0, 1]→M .
La de´rive´e covariante de V le long de γ est l’application V ′ qui a` tout t ∈ [0, 1] associe le vecteur
tangent
V ′(t) = lim
h→0
V (t)− c(t−h)→tV (t− h)
h
∈ Tγ(t)M.
On notera parfois DγV (t) := V ′(t).
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L’introduction de la de´rive´e covariante permet en particulier de de´river le champ de vecteurs
vitesse γ′ le long de γ. Cette ope´ration correspond, dans le cas euclidien, a` conside´rer l’acce´le´ration
de γ. La de´finition suivante vient alors naturellemment.
De´finition 1.2.5. Une courbe lisse γ : [0, 1]→M est appele´e ge´ode´sique si elle ve´rifie l’e´quation
Dγγ
′ = 0. (1.2)
Remarquons que la notion de ge´ode´sique ne de´pend pas du parame´trage choisi pour la courbe.
L’e´quation ge´ode´sique (1.2) peut d’une certaine fac¸on eˆtre vue comme une e´quation diffe´rentielle
d’ordre 2. Dans le cadre euclidien, le the´ore`me de Cauchy-Lipschitz assure alors l’existence et
l’unicite´ locales d’une ge´ode´sique, e´tant donne´s un point et une vitesse de de´part. Dans le cadre
ge´ne´ral, ceci reste vrai (voir [GHL90, The´ore`me 2.79]).
Proposition 1.2.6. Pour tout x0 ∈ M , il existe un voisinage U ⊂ M de x0 et un re´el ε > 0,
tel que pour tout x ∈ U et tout v ∈ TxM avec |v| < ε, il existe une unique ge´ode´sique γx0,v :
]− 1, 1[→M telle que γx0,v(0) = x0 et γ′x0,v(0) = v.
Si la ge´ode´sique γx0,v existe, on la notera t 7→ expx0(tv). La proposition pre´ce´dente montre
que cette courbe est bien de´finie sur un intervalle contenant 0.
Le re´sultat suivant (appele´ the´ore`me de Hopf-Rinow), permet d’aller conside´rablement plus
loin que la Proposition 1.2.6, et donne un premier e´clairage sur la relation entre ge´ode´siques et
ge´ode´siques minimisantes :
The´ore`me 1.2.7. Soit (M, g) une varie´te´ riemannienne et d la distance ge´ode´sique associe´e.
Les propositions suivantes sont e´quivalentes :
(i) L’espace me´trique (M,d) est complet.
(ii) Les parties ferme´es et borne´es de (M,d) sont compactes.
(iii) Toutes les ge´ode´siques peuvent eˆtre prolonge´es sur R. De plus, sous ces hypothe`ses, il existe
pour tout couple x, y ∈M une ge´ode´sique γ joignant x a` y et telle que L(γ) = d(x, y).
Ainsi, sous la simple hypothe`se de comple´tude de (M,d), on obtient par le point (iii) du
the´ore`me pre´ce´dent l’existence d’une ge´ode´sique minimisante entre chaque couple de points, qui
se trouve eˆtre e´galement une ge´ode´sique au sens “diffe´rentiel” du terme.
La Proposition 1.2.3, et plus particulie`rement le fait que les applications ct0→t1 soient des
isomorphismes d’espaces euclidiens, permet de transporter paralle`lement des bases orthonorme´es
le long d’une courbe.
Proposition 1.2.8. Soit γ : [0, 1]→M une courbe lisse sur une varie´te´ riemannienne (M, g), et
(e1, . . . en) une base orthonorme´e de Tγ(0)M . Pour t ∈ [0, 1] et i ∈ {1, . . . n}, soit ei(t) ∈ Tγ(t)M
re´sultant du transport paralle`le de ei le long de γ.
La famille (e1(t), . . . , en(t)) est alors une base orthonorme´e du plan tangent Tγ(t)M .
De´finition 1.2.9. La famille t 7→ (e1(t), . . . , en(t)), lorsque t parcourt [0, 1], est appele´e base
orthonorme´e mobile le long de γ.
Une base orthonorme´e mobile est uniquement de´termine´e par la base initiale (e1, . . . , en).
Remarquons que, si γ est une ge´ode´sique, et si l’on impose que e1 soit coline´aire a` γ′(0), alors
e1(t) sera coline´aire a` γ′(t).
Nous verrons au paragraphe suivant comment l’introduction des bases orthonorme´es mobiles
permet de ramener certains proble`mes de ge´ome´trie riemannienne a` des proble`mes d’alge`bre
line´aire.
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1.2.2 Courbure de Ricci
Dans une varie´te´ riemannienne de dimension n ≥ 2, la notion ge´ne´rale de courbure de´signe
une grandeur mesurant localement le “de´faut d’euclidianite´” de l’espace. Une bonne notion de
courbure doit donc permettre d’exprimer, qualitativement ou quantitativement, le terme d’erreur
a` rajouter a` un the´ore`me de ge´ome´trie euclidienne pour qu’il soit vrai dans le cadre riemannien.
Donnons un exemple tre`s simple. Le the´ore`me de Thale`s, dans Rn, peut eˆtre formule´ de la fac¸on
suivante.
The´ore`me 1.2.10. Soient x0, x1 et x2 trois points de Rn deux a` deux distincts. On note γ1
(resp. γ2) la ge´ode´sique joignant x0 a` x1 (resp. a` x2). Alors
∀t ∈ [0, 1], d(γ1(t), γ2(t)) = td(x1, x2).
La notion de courbure d’Alexandrov (ou courbure sectionnelle dans le cadre riemannien)
permet de mesurer a` quel point le the´ore`me de Thale`s est faux (nous renvoyons a` [BBI01, Chap.
4] pour une de´finition pre´cise de la courbure d’Alexandrov) :
The´ore`me 1.2.11. Soient x0, x1 et x2 trois points deux a` deux distincts d’un espace de
longueurs (X, d) a` courbure d’Alexandrov positive, tels que d(x0, x1) = d(x0, x2). On note γ1
(resp. γ2) la ge´ode´sique joignant x0 a` x1 (resp. a` x2). Alors la fonction t 7→ d(γ1(t), γ2(t)) est
concave en t.
Avant de de´finir toute notion de courbure, il faut d’abord rechercher un “phe´nome`ne local”
qui fait apparaˆıtre une diffe´rence avec le cas euclidien. Dans le cas de la courbure d’Alexandrov,
il s’agit d’e´tudier le comportement pour t proche de 0 de deux ge´ode´siques de meˆme longueur
partant du meˆme point.
Dans le cas de la courbure de Ricci, le phe´nome`ne local conside´re´ est en gros le comportement
d’un e´le´ment de volume le long d’une ge´ode´sique. Elle se de´finit habituellement a` partir du
tenseur de Riemann, dont la de´finition nous me`nerait trop loin (voir [GHL90, Chap.]).
Une fac¸on plus simple de les introduire est d’e´tudier les champs de Jacobi. Ce point de vue
permet e´galement d’introduire les outils techniques qui seront utilise´s par la suite.
De´finition 1.2.12. Soit ε > 0 et F : ]− ε, ε[ × [0, 1] → M une application lisse telle que pour
tout s ∈ ]− ε, ε[ la courbe t 7→ F (s, t) est une ge´ode´sique.
Pour un certain t ∈ [0, 1] fixe´, on pose
X(t) := ∂
∂s
|s=0F (s, t).
Le champ de vecteur t 7→ X(t) est appele´ champ de Jacobi le long de la ge´ode´sique γ := F (0, .).
Un champ de Jacobi permet donc d’e´tudier le comportement de la perturbation d’une cer-
taine ge´ode´sique par d’autres ge´ode´siques. Dans l’espace Rn euclidien, une simple application
du the´ore`me de Thale`s montre que tout champ de Jacobi ve´rifie l’e´quation X ′′(t) = 0. Le
grand inte´reˆt des champs de Jacobi est qu’il y a toujours moyen de les associer a` une e´quation
diffe´rentielle refle´tant la ge´ome´trie de l’espace :
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The´ore`me 1.2.13. Soit γ une ge´ode´sique de M . Il existe une famille d’applications line´aires
R(t) : Tγ(t)M → Tγ(t)M , indexe´es sur t ∈ [0, 1] telle que pour tout champ de Jacobi t 7→ X(t) le
long de γ, on a l’e´quation diffe´rentielle
X ′′(t) +R(t)X(t) = 0,
ou` X ′′(t) de´signe la de´rive´e seconde covariante le long de γ.
Le The´ore`me 1.2.13 a une tre`s inte´ressante conse´quence : un champ de Jacobi le long de γ
est entie`rement de´termine´ par les conditions initiales X(0) et X ′(0).
Soit maintenant Bt := (e1(t), . . . , en(t)) un repe`re orthonormal mobile le long de γ. Si on
note encore X(t) la matrice colonne repre´sentant le vecteur X(t) dans Bt, le the´ore`me pre´ce´dent
et les proprie´te´s e´le´mentaires des repe`res orthonormaux mobiles montrent qu’il existe pour tout
t une matrice de taille n× n, e´galement note´e R(t), telle que l’on a l’e´quation diffe´rentielle
X ′′(t) +R(t)X(t) = 0. (1.3)
De nombreuses informations ge´ome´triques sont contenues dans la matrice R(t). Il y a moyen
de rendre explicites ses coefficients, en les exprimant a` l’aide du tenseur de Riemann. Nous
re´sumons les proprie´te´s qui vont nous inte´resser.
Proposition 1.2.14. Soit R(t) la matrice de´finie par l’e´quation (1.3).
(i) La matrice R(t) est syme´trique.
(ii) R(t)γ′(t) = 0.
(iii) La quantite´ tr(R(t)) ne de´pend que du point x = γ(t) et du vecteur v = γ′(t). En particulier
elle ne de´pend pas du repe`re orthonormal mobile choisi.
Le point (iii) de la proposition pre´ce´dente nous autorise la de´finition :
De´finition 1.2.15. Soit x = γ(t) et v = γ′(t). La quantite´ tr(R(t)) est note´e Ricx(v), ou
Ricx(v, v), et est appele´e courbure de Ricci (en x et en v).
On peut montrer que, pour un certain x ∈M fixe´, l’application v 7→ Ricx(v, v) est une forme
quadratique sur l’espace tangent TxM . On peut donc prolonger celle-ci en une forme biline´aire
syme´trique sur TxM×TxM , e´galement note´e Ricx. En particulier, nous pouvons remarquer que,
pour tout re´el h, la quantite´ Ricx(hv, hv) = h2 Ricx(v, v) a le meˆme signe que Ricx(v, v).
De´finition 1.2.16. Soit λ ∈ R. On dit qu’une varie´te´ riemannienne (M, g) ve´rifie la condition
Ric ≥ λ, si pour tout x ∈M et tout v ∈ TxM , on a Ricx(v, v) ≥ λgx(v, v).
L’inte´reˆt de la courbure de Ricci vient essentiellement des conse´quences d’une hypothe`se de
courbure de Ricci minore´e, parfois couple´e avec une borne supe´rieure sur la dimension de la
varie´te´. Une liste claire et assez comple`te des the´ore`mes re´sultant de ces hypothe`ses se trouve
dans [Vil08]. Nous verrons apparaˆıtre un certain nombre de ces re´sultats comme conse´quences
des versions ge´ne´ralise´es de la courbure de Ricci minore´e, aux chapitres 3 (the´orie de Lott-
Villani-Sturm) et 4 (ine´galite´s de Borell-Brascamp-Lieb).
Signalons enfin le the´ore`me suivant, appele´ the´ore`me de pre´compacite´ de Gromov, qui fournit
une motivation pour une ge´ne´ralisation des bornes sur la courbure de Ricci aux espaces de
longueurs mesure´s. En effet, son e´nonce´ laisse espe´rer qu’il devienne un the´ore`me de compacite´
dans un cadre plus ge´ne´ral.
1.2. LES VARIE´TE´S RIEMANNIENNES 19
The´ore`me 1.2.17. Soient N ≥ 1, K ∈ R et D > 0.
(i) Si K ≥ 0, l’ensemble des varie´te´s riemanniennes de dimension infe´rieure a` N et ve´rifiant
Ric ≥ K est pre´compact pour la topologie de Gromov-Hausdorff.
(ii) Si K < 0, l’ensemble des varie´te´s riemanniennes de dimension infe´rieure a` N , ve´rifiant
Ric ≥ K et de diame`tre infe´rieur a` D est pre´compact pour la topologie de Gromov-Hausdorff.
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Chapitre 2
La the´orie de Sturm-Lott-Villani
Dans ce chapitre, nous pre´sentons dans ses grandes lignes la the´orie de´veloppe´e par Sturm
dans [Stu06a] et [Stu06b], et de fac¸on inde´pendante par Lott et Villani dans [LV]. Le but de
ces travaux est de ge´ne´raliser la notion de borne uniforme sur la courbure de Ricci du cadre
des varie´te´s riemanniennes au cadre des espaces de longueurs compacts. Cette ge´ne´ralisation
re´pond a` un cahier des charges naturel. Dans un premier temps, il est ne´cessaire de s’assurer
que la de´finition ge´ne´ralise´e co¨ıncide avec la de´finition classique dans le cas des varie´te´s rieman-
niennes. Dans un deuxie`me temps, en vue d’obtenir un cadre plus naturel pour le the´ore`me de
pre´compacite´ de Gromov (The´ore`me 1.2.17), il faut s’assurer de la stabilite´ des bornes sur la
courbure de Ricci par convergence de Gromov-Hausdorff mesure´e (ce qui est fait dans [LV]), ou
par la distance D (ce qui est la me´thode employe´e dans [Stu06a]). Enfin, la de´finition ge´ne´ralise´e
doit permettre de retrouver certaines ine´galite´s ge´ome´triques ou analytiques qui de´coulent dans
le cadre riemannien d’une borne uniforme sur la courbure de Ricci.
A` ce cahier des charges (appele´ “liste de vœux” par Lott), un quatrie`me point pourrait eˆtre
rajoute´ : trouver des exemples non-triviaux d’espaces ve´rifiant la de´finition de courbure de Ricci
ge´ne´ralise´e qui ne soient pas de´ja` connus, c’est-a`-dire autres que les varie´te´s riemanniennes (ou
l’espace euclidien) ponde´re´es, ou les limites de Gromov-Hausdorff de tels espaces. Il se trouve
qu’il est quasiment impossible en pratique de ve´rifier ces de´finitions, a` moins de reprendre toute
la the´orie pour chaque exemple conside´re´.
2.1 The´orie du transport optimal
Bien que la the´orie du transport optimal parte d’un proble`me datant du XVIIIe sie`cle,
et formule´ par le ce´le`bre Gaspard Monge, la plupart des the´ore`mes utilise´s dans cette the`se
n’ont e´te´ prouve´s qu’a` partir du milieu du XXe sie`cle, par Kantorovitch, puis approfondis et
ge´ne´ralise´s par Brenier et McCann. Les preuves des re´sultats les plus fondamentaux sont souvent
tre`s longues, nous les omettrons donc dans ces rappels. Pour tout comple´ment d’information,
le lecteur est invite´ a` se plonger dans le massif [Vil08], qui expose a` peu pre`s tout ce qui est
connu sur le sujet. Pour e´viter de s’attaquer a` la the´orie dans toute sa ge´ne´ralite´, il est parfois
souhaitable de se re´fe´rer a` son moins touffu et moins vertigineux pre´de´cesseur [Vil03].
2.1.1 Couplage optimal entre deux mesures
Dans tout ce paragraphe, nous nous plac¸ons sur un espace me´trique compact (X, d), muni
de sa tribu bore´lienne. L’ensemble des mesures de probabilite´ sur X sera note´ P (X).
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De´finition 2.1.1. Soient µ0, µ1 ∈ P (X). Un couplage entre µ0 et µ1 est une mesure de proba-
bilite´ pi sur l’espace produit X ×X, ayant respectivement pour premie`re et seconde marginales
µ0 et µ1.
On note Π(µ0, µ1) l’ensemble des couplages de µ0 et µ1.
Il est aise´ de constater que le produit tensoriel µ0 ⊗ µ1 est un e´le´ment de Π(µ0, µ1). En
particulier cet ensemble n’est jamais vide.
De´finition 2.1.2. La distance de Wasserstein entre µ0 et µ1 est de´finie par
W2(µ0, µ1)2 = inf
pi∈Π(µ0,µ1)
∫
X×X
d(x0, x1)2dpi(x0, x1). (2.1)
Les the´ore`mes de base de la the´orie du transport optimal donnent des proprie´te´s tre`s fortes
de cette grandeur, sous des hypothe`ses tre`s ge´ne´rales.
Proposition 2.1.3. (i) Il existe toujours un minimiseur pi au proble`me variationnel (2.1), ap-
pele´ couplage optimal entre µ0 et µ1.
(ii) La grandeur W2 de´finit une distance sur l’ensemble P (X), et la topologie induite par cette
distance est la topologie faible-*. L’espace me´trique (P (X),W2) sera nomme´ espace de Wasser-
stein de X et note´ P2(X).
2.1.2 Le transport de Brenier-McCann
Si l’espace me´trique (X, d) est une varie´te´ riemannienne compacte (M, g), munie de sa dis-
tance ge´ode´sique d, on peut conside´rablement affiner la proposition pre´ce´dente, par un the´ore`me
fondamental duˆ a` Brenier dans le cadre euclidien, et a` McCann dans le cadre riemannien. Avant
d’e´noncer ce the´ore`me, rappelons la de´finition de l’image d’une mesure par une application
mesurable.
De´finition 2.1.4. Soit T : X → X une application mesurable. On dit qu’une mesure µ1 ∈ P (X)
est l’image (ou push-forward) d’une autre mesure µ0 ∈ P (X) si pour toute fonction mesurable
positive f , on a ∫
X
f(y)dµ1(y) =
∫
X
f ◦ T (x)dµ0(x).
On note alors µ1 = T∗µ0.
Le the´ore`me suivant permet de de´crire pre´cise´ment le transport optimal sur une varie´te´ rie-
mannienne. Nous noterons P ac(M) le sous-ensemble de P (M) forme´ des mesures de probabilite´
absolument continues par rapport a` la mesure riemannienne.
The´ore`me 2.1.5. Soient µ0, µ1 ∈ P (M), avec µ0 ∈ P ac(M). Il existe une fonction θ : M → R,
d2/2-convexe telle que µ1 = F∗µ0, ou` F (x) = expx(∇θ(x)). La fonction ∇θ est essentiellement
unique et F (x) /∈ cut(x) pour presque tout x ∈M .
De plus, la mesure pi = (Id× F )∗µ0 est un couplage optimal entre µ0 et µ1.
L’application F ainsi obtenue sera appele´e transport de Brenier-McCann. On peut exprimer
la distance de Wasserstein entre µ0 et µ1 a` l’aide de F :
W2(µ0, µ1)2 =
∫
M
d(x, F (x))2d vol(x).
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La de´finition d’une fonction d2/2-convexe et une e´tude pre´cise de la re´gularite´ de telles fonc-
tions se trouvent dans [CEMS01]. Ce qu’il faut retenir d’une telle fonction, c’est qu’elle est
lipschitzienne (localement si on omet la compacite´ de M), donc admet presque partout un gra-
dient ∇θ (F n’est donc de´finie que presque partout). De plus, elle admet presque partout une
hessienne au sens d’Alexandrov, c’est-a`-dire que pour presque tout x tel que ∇xθ existe, il existe
une matrice syme´trique Hessx θ, telle que pour tout u ∈ TxM ,
θ(expx(tu)) = θ(x) + t∇xθ · u+
t2
2 Hessx(θ)(u, u) + o(t
2).
L’application F permet de de´finir naturellement une famille de mesures de probabilite´ inter-
polant µ0 et µ1 :
De´finition 2.1.6. Soient µ0, µ1 ∈ P ac(M) et F (x) = expx(∇θ(x)) le transport de Brenier-
McCann entre ces deux mesures. On de´finit la courbe (µt)t∈[0,1] dans l’espace P (X) par
µt := (Ft)∗µ0,
ou` l’application Ft est de´finie par Ft(x) = expx(t∇θ(x)).
Par de´finition de l’application expx, on peut de´ja` e´noncer une proposition qui e´claircit le lien
entre transport optimal et ge´ode´siques :
Proposition 2.1.7. Pour chaque x tel que F (x) est bien de´fini, la courbe (Ft(x))t∈[0,1] est une
ge´ode´sique minimisante de (M,d).
De plus, il existe une proprie´te´ d’injectivite´ des fonctions Ft (cf [CEMS01, Lem. 5.3]) :
Proposition 2.1.8. Soient x, x′ ∈M tels que F (x) et F (x′) soient bien de´finis. Si on a Ft(x) =
Ft(x′) pour un certain t ∈ [0, 1], alors x = x′.
Le the´ore`me suivant, essentiellement duˆ a` McCann dans le cadre riemannien (celui qui nous
inte´resse), fait du transport optimal un outil tre`s puissant pour l’e´tude de nombreux proble`mes
analytiques et ge´ome´triques sur une varie´te´ riemannienne, en fournissant un lien tre`s maniable
entre les ge´ode´siques de la varie´te´ et les ge´ode´siques de l’espace de Wasserstein associe´. Une
discussion plus de´taille´e autour de ce the´ore`me fondamental se trouve dans [Vil03, thm. 2.47].
The´ore`me 2.1.9. La courbe (µt)t∈[0,1] est l’unique ge´ode´sique de l’espace de Wasserstein P2(M)
joignant µ0 a` µ1.
Preuve de l’existence : Le the´ore`me sera prouve´ si l’on montre que pour tout couple
t, t′ ∈ [0, 1], on a l’ine´galite´ W2(µt, µt′)2 ≤ |t − t′|W2(µ0, µ1). Pour cela on introduit la mesure
pi := (Ft × Ft′)∗µ0 sur M ×M . Par de´finition de ces deux mesures, pi est un couplage de µt et
µt′ . Donc :
W2(µt, µt′)2 ≤
∫
M×M
d(x, x′)2dpi(x, x′)
=
∫
M
d(Ft(x), Ft′(x))2dµ0(x)
= |t− t′|2
∫
M
d(x, F (x))2dµ0(x)
= |t− t′|2W2(µ0, µ1)2.
En regardant de pre`s la de´monstration du the´ore`me, on s’aperc¸oit que l’on a e´galement
de´montre´ au passage que le couplage (Ft × Ft′)∗µ0 est le couplage optimal entre µt et µt′ .
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2.1.3 L’espace de Wasserstein associe´ a` un espace de longueurs
On se place maintenant sur un espace de longueurs (X, d). Le the´ore`me suivant, de´taille´ dans
[LV], montre que cette structure d’espace de longueurs se transmet a` l’espace de Wasserstein
associe´.
The´ore`me 2.1.10. L’espace P2(X) est un espace de longueurs.
Ce the´ore`me affirme donc que, e´tant donne´es deux mesures µ0, µ1 ∈ P (X), il existe (au
moins) une courbe (µt)t∈[0,1] de P2(X) de longueur W2(µ0, µ1) joignant µ0 a` µ1. La construction
d’une telle courbe s’inspire de la me´thode employe´e pour la de´monstration du The´ore`me 2.1.9.
Plusieurs difficulte´s sont visibles : tout d’abord, il n’existe en ge´ne´ral pas de transport de Brenier-
McCann entre deux mesures, il va donc falloir s’appuyer uniquement sur le couplage optimal
entre µ0 et µ1. La seconde difficulte´ est la non-unicite´, meˆme locale, des ge´ode´siques.
Preuve du The´ore`me 2.1.10 : La me´thode employe´e par Lott et Villani s’appuie sur
la construction pre´alable d’une mesure de probabilite´ sur l’espace Γ des ge´ode´siques de (X, d),
muni de la norme de Lipschitz et de la tribu bore´lienne associe´e.
On de´finit pour chaque t ∈ [0, 1] une application d’e´valuation et : Γ → M , tout simplement
de´finie par et(γ) := γ(t). Des arguments classiques de the´orie de la mesure donnent l’existence
d’une mesure de probabilite´ Π sur Γ telle que (e0, e1)∗Π = pi, ou` pi est un couplage optimal entre
µ0 et µ1.
On de´finit alors, pour t ∈ [0, 1], la mesure µt := (et)∗dΠ.
On prouve alors, exactement de la meˆme fac¸on que pour le The´ore`me 2.1.9, que (µt)t∈[0,1] est
une ge´ode´sique de P2(X) joignant µ0 a` µ1, le couplage (qui est prouve´ a posteriori optimal)
choisi entre deux mesures µt et µt′ e´tant e´gal a` (et, et′)∗Π. 
De´finition 2.1.11. Soient µ0, µ1 ∈ P (X). Une mesure Π sur Γ telle que (e0, e1)∗Π = pi, ou` pi
un couplage optimal entre ces deux mesures, sera appele´e plan de transfert dynamique optimal
entre µ0 et µ1.
Le the´ore`me suivant peut eˆtre vu comme une re´ciproque du The´ore`me 2.1.10.
The´ore`me 2.1.12. Soit (µt)t∈[0,1] une ge´ode´sique de P2(X). Il existe alors un plan de transfert
dynamique optimal Π entre µ0 et µ1 tel que
∀t ∈ [0, 1], µt = (et)∗Π.
La combinaison des The´ore`mes 2.1.10 et 2.1.12 permet donc une description simple de toutes
les ge´ode´siques de l’espace de Wasserstein associe´ a` un espace de longueurs. Le slogan qui
re´sume la situation, “les ge´ode´siques sur l’espace des mesures sont des mesures sur l’espace des
ge´ode´siques”, re´ve`le une proprie´te´ fondamentale qui permet d’e´tudier la ge´ome´trie d’un espace
de longueur (X, d), en particulier le comportement de ses ge´ode´siques, par le biais de l’espace
P (X) des mesures de probabilite´ sur (X, d). Cette observation non-triviale est a` la base de la
the´orie de Lott-Villani-Sturm.
2.1.4 Transport optimal dans un graphe
Les graphes ne sont pas des espaces de longueurs. Par conse´quent, il faut re´examiner tout ce
qui a e´te´ fait pre´ce´demment pour voir comment adapter la the´orie du transport optimal dans ce
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nouveau cadre. Nous allons rapidement nous apercevoir que peu de choses peuvent eˆtre sauve´es.
Dans l’optique du dernier chapitre de la the`se, nous allons essentiellement nous inte´resser aux
graphes line´aires, note´s LN et de´finis, pour un certain N ≥ 1, par les N + 1 sommets note´s
{0, . . . , N}, et par les N areˆtes joignant deux sommets conse´cutifs. Cette convention d’e´criture
permet de de´crire facilement la distance de graphe par d(i, j) = |i− j|.
Que reste-t-il de valable dans le travail fourni pre´ce´demment ? La proprie´te´ 2.1.3 reste valide
dans le cadre des graphes, ce qui assure l’existence de couplages optimaux.
Sur la droite re´elle, on a vu que les couplages optimaux sont de´finis a` l’aide de gradients
de fonctions convexes, c’est-a`-dire a` l’aide de fonctions croissantes. Dans le cas des graphes, on
retrouve une proprie´te´ de monotonie similaire, mais conside´rablement affaiblie :
Proposition 2.1.13. Si pi est un couplage optimal sur LN et i ≤ j ≤ k ≤ l sont quatre sommets
de G tels que piil > 0 et pijk > 0, on a alors i = j ou k = l.
Preuve : Supposons que piil ≥ pijk. On conside`re le couplage pi∗ de´fini par piil∗ := piil − pijk,
piik∗ := piik + pijk, pi
jl∗ := pijl + pijk, pijk∗ := 0, les couplages pi et pi∗ co¨ıncidant sur tous les autres
couples d’indices. Si µ0 et µ1 sont telles que pi ∈ Π(µ0, µ1), alors on a aussi pi∗ ∈ Π(µ0, µ1). Or
pi est un couplage optimal, donc ∑
i,j∈Z2
|i− j|2(piij∗ − piij) ≥ 0,
ce qui implique (en utilisant que pijk > 0) que
(l − j)2 + (k − i)2 ≥ (l − i)2 + (k − j)2,
qui se simplifie en
(j − i)(k − l) ≤ 0,
et la condition i ≤ j ≤ k ≤ l implique le re´sultat voulu. .
La proposition pre´ce´dente permet de prouver, par une re´currence simple mais assez fasti-
dieuse, le fait suivant.
Proposition 2.1.14. E´tant donne´es deux mesures de probabilite´ (ou deux mesures de meˆme
masse finie) sur un graphe line´aire, il existe un unique couplage optimal entre celles-ci.
La Proposition 2.1.13 n’est pas suffisant pour obtenir un the´ore`me a` la Brenier-McCann, ce
dont on pouvait se douter. Le fait le plus important a` remarquer reste ne´anmoins la perte de
structure de l’espace de Wasserstein associe´ a` un graphe line´aire. Il est tre`s simple de construire
un contre-exemple faisant apparaˆıtre ce phe´nome`ne :
Proposition 2.1.15. Soit G = {0, 1} l’espace a` deux points. On de´finit, pour t ∈ [0, 1], la
mesure µt sur G par µt(0) = 1− t et µt(1) = t. La longueur de la courbe (µt)t∈[0,1] dans W2(G)
est infinie.
Preuve : Soient 0 ≤ t < t′ ≤ 1. Le couplage optimal pi entre µt et µt′ est donne´ par
pi00 = 1− t′, pi01 = t′ − t, pi10 = 0, pi11 = t.
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On a donc W2(µt, µt′) =
√
t′ − t et il est facile de se convaincre que
lim
sup |ti+1−ti|→0
n−1∑
i=0
W2(µti , µti+1) = +∞ 
Le dernier chapitre de la the`se est essentiellement consacre´ a` la recherche d’une autre fac¸on
d’interpoler deux mesures sur le graphe line´aire, qui permette de retrouver certains re´sultats de
la the´orie de Lott-Villani-Sturm.
2.2 Le jacobien du transport
On a vu que l’on peut transporter toute mesure µ0 := ρ0dvol ∈ P ac(M) vers une autre mesure
µ1 := ρ1dvol ∈ P ac(M) en ”poussant” cette premie`re par une application T (x) = expx(∇xθ), et
que graˆce a` cette application T , on peut construire une ge´ode´sique de Wasserstein joignant µ0
a` µ1. On sait alors que toutes les mesures µt sont dans P ac(M) et une simple application de la
formule du changement de variables permet de relier les densite´s.
Proposition 2.2.1. Pour tout t ∈ [0, 1] et µ0-presque tout x ∈M , on a
ρ0(x) = ρt(Ft(x)) det dFt(x).
L’e´tude du comportement du jacobien det dFt(x) semble alors tre`s prometteuse : toute pro-
prie´te´ qualitative de cet objet ”local” pourra se traduire en une autre proprie´te´ ”globale” sur le
comportement d’une certaine fonctionnelle le long de la ge´ode´sique (µt)t∈[0,1].
Une autre raison de vouloir s’inte´resser a priori a` ce jacobien est que le de´terminant est le
chaˆınon le plus e´vident liant des proprie´te´s ge´ome´triques (par exemple le comportement d’un
e´le´ment de volume, lui-meˆme lie´ a` la courbure de Ricci) a` des proprie´te´s analytiques (via la
formule du changement de variables). De plus, on peut sentir la forte teneur ge´ome´trique con-
tenue dans le jacobien dFt(x), qui rappelle la construction des champs de Jacobi. Revenons sur
ce dernier point plus pre´cise´ment.
Soit x ∈M tel que Hess θ existe. On note par γ la ge´ode´sique minimale joignant x = F0(x)
a` F (x). Soit B(t) := (e1(t), . . . , en(t)) une base orthonormale mobile. Soit, pour tout t ∈ [0, 1],
A(t) la matrice de dFt(x) dans la base B(t). On a alors :
The´ore`me 2.2.2. Les matrices A(t), pour t ∈ [0, 1], de´finissent une matrice de champs de
Jacobi le long de γ, ve´rifiant les conditions initiales A(0) = Id et A′(0) = Hess(θ).
Ce the´ore`me a pour conse´quence imme´diate (en appliquant le The´ore`me 1.2.13) :
Proposition 2.2.3. La matrice de champs de Jacobi (A(t))t∈[0,1] ve´rifie l’e´quation diffe´rentielle
A′′(t) +R(t)A(t) = 0, (2.2)
ou` la matrice R(t) est syme´trique et telle que
r(t) := tr(R(t)) = Ricγ(t)(γ′(t), γ′(t)).
On de´finit pour tout t ∈ [0, 1] la matrice B(t) par B(t) := A′(t)A(t)−1. L’utilisation de
la proposition pre´ce´dente et un peu de calcul diffe´rentiel e´le´mentaire me`nent a` la proposition
suivante, qui fait partie des outils standards utilise´s en “ge´ome´trie de comparaison” (voir par
exemple [CEMS06, lem. 6], et les re´fe´rences associe´es).
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Proposition 2.2.4. Les fonctions φ(t) := − log detA(t), et pour N ≥ 1, φN (t) := (detA(t))1/N
ve´rifient les e´quations diffe´rentielles
φ′′(t) = φ(t)
[
r(t) + tr(B(t)2)
]
,
φ′′N (t) = φN (t)
[
− 1
N
tr(B(t)2) + 1
N2
(tr(B(t)))2 + 1
N
r(t)
]
.
Le lemme suivant permettra d’obtenir des ine´galite´s faciles a` manier a` partir des e´galite´s
pre´ce´dentes.
Lemme 2.2.5. Les matrices B(t) sont toutes syme´triques.
Preuve : Ce qui est a` l’origine de ce lemme est le fait que A′(0) = Hessx0 est syme´trique,
qui de´coule assez directement de la nature du transport optimal. On en de´duit que B(0) est
syme´trique. Il suffit alors de montrer que la de´rive´e de S(t) = BT (t) − B(t) est partout nulle.
Or on calcule facilement, en utilisant l’e´quation (2.2), que B′(t) = −R(t)−B(t)2, ou` la matrice
R est syme´trique, donc S′(t) = −S(t)(BT (t) +B(t)) et il en de´coule bien que S(t) = 0, d’ou` la
syme´trie de B. 
Remarquons que la grandeur L = |∇xθ| correspond a` la distance entre le point initial x et
celui vers lequel il est transporte´. La grandeur L repre´sente donc la longueur de la ge´ode´sique
γ. Le lemme pre´ce´dent, associe´ aux re´sultats de la Proposition 2.2.4, me`ne au the´ore`me suivant,
qui sera fondamental par son utilisation future.
The´ore`me 2.2.6. On suppose que la courbure de Ricci de la varie´te´ (M, g) est uniforme´ment
borne´e par un re´el K et que la dimension n de la varie´te´ satisfait n ≤ N . On a alors les
ine´quations diffe´rentielles
φ′′(t) ≥ KL2, (2.3)
φ′′N (t) ≤ −
1
N
KL2φN (t). (2.4)
Preuve : La syme´trie des matrices B(t) permet, graˆce a` Cauchy-Schwarz, d’e´crire que
tr(B(t)2) ≥ 1
n
tr(B(t))2 ≥ 0.
Les deux ine´galite´s de´coulent alors des e´quations diffe´rentielles obtenues en 2.2.4. 
Remarquons que l’e´quation (2.3) est e´quivalente a`
∀t ∈ [0, 1], φ(t) ≤ (1− t)φ(0) + tφ(1)−Kt(1− t)2 L
2. (2.5)
L’e´quation (2.4) posse`de aussi une reformulation similaire. Elle ne permet toutefois pas d’obtenir
la meilleure ine´galite´ possible, meˆme si elle s’en rapproche. La raison est que l’on peut perdre
moins d’information en choisissant le repe`re orthonorme´ mobile le long de γ dans lequel on
travaille, en imposant a` l’un des vecteurs d’eˆtre coline´aire a` γ′(t). Cette e´tude plus consciencieuse
me`ne alors a` l’ine´galite´ optimale :
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The´ore`me 2.2.7. Soit N ≥ n. Pour tout t ∈ [0, 1], on a l’ine´galite´
φN (t) ≥ τ (1−t)K,N (L)φN (0) + τ (t)K,N (L)φN (1),
ou` les coefficients τ (t)K,N (L) valent +∞ si KL2 ≥ (N − 1)pi2 et sont ailleurs de´finis par
τ
(t)
K,N (L) := t
1/N
sin
√ K
N − 1 tL
 / sin
√ K
N − 1L
1−1/N .
La formule pre´ce´dente reste vraie pour K < 0, si on abuse un peu de la notation √. ; plus
explicitement, si K < 0 on a
τ
(t)
K,N (L) = t
1/N
sinh
√ −K
N − 1 tL
 / sinh
√ −K
N − 1L
1−1/N .
Pour le cas limite ou` K = 0, on trouve τ (t)K,N (L) = t. L’ine´galite´ e´tablie au The´ore`me 2.2.7 peut
eˆtre conside´re´e comme optimale, dans le sens ou` elle devient une e´galite´ de`s que l’on conside`re
un espace a` courbure sectionnelle constante.
Terminons ce paragraphe par une proprie´te´ qui de´coule imme´diatement de la Proprie´te´ 2.2.4.
Elle montre qu’un choix particulier de θ permet d’exprimer de fac¸on exacte la courbure de Ricci
en un point et une direction donne´es, en termes de de´terminants de jacobiens de transport.
Proposition 2.2.8. On suppose que A′(0) = 0, c’est-a`-dire que Hessx θ = 0. Alors
φ′′(0) = Ricx(∇xθ,∇xθ).
2.3 Courbure de Ricci dans les espaces de longueurs mesure´s
Le The´ore`me 2.2.6 est un outil puissant pour l’e´tude de certaines fonctionnelles sur P ac(M)
le long des ge´ode´siques de Wasserstein. En regardant de pre`s la de´finition des fonctions φ et φN ,
on peut meˆme pressentir quelles sont les fonctionnelles qui pre´sentent le plus d’inte´re´t.
De´finition 2.3.1. Soit µ = ρdvol ∈ P ac(M). On de´finit l’entropie de µ par
H(µ) :=
∫
M
ρ log ρdvol =
∫
M
log ρdµ.
Pour N ≥ 1, on de´finit l’entropie de Re´nyi par
HN (µ) := −
∫
M
ρ1−1/Ndvol = −
∫
M
ρ−1/Ndµ.
Les conside´rations du paragraphe pre´ce´dent permettent d’avoir l’intuition du the´ore`me sui-
vant, duˆ a` von Renesse et Sturm (quoique les arguments utilise´s me´ritent d’eˆtre e´claircis, l’article
[LV] ou l’ouvrage plus re´cent [Vil08] sont plus clairs a` ce sujet), mais partiellement prouve´ (dans
le sens ”seulement si” et pour K = 0) dans [CEMS01], [CEMS06].
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The´ore`me 2.3.2. Soit (M, g) une varie´te´ riemannienne. La courbure de Ricci ve´rifie Ric ≥ K
si et seulement si, pour toute ge´ode´sique (µt)t∈[0,1] de l’espace P ac2 (M), la fonctionnelle d’entropie
est K-convexe par de´placement, c’est-a`-dire
∀t ∈ [0, 1], H(µt) ≤ (1− t)H(µ0) + tH(µ1)−Kt(1− t)2 W2(µ0, µ1)
2. (2.6)
Preuve partielle : Nous n’allons de´montrer que le sens ”seulement si”. Pour l’autre sens,
on peut se re´fe´rer aux articles [LV], [Stu06a], [Stu06b], ou s’inspirer de la de´monstration du
The´ore`me 3.2.11.
Soient (dµt = ρtdvol)t∈[0,1] une ge´ode´sique de P ac2 (M). On a vu qu’il existe une fonction d2/2-
convexe θ : M → R telle que µt := (Ft)∗µ0, ou` Ft(x) := expx(t∇xθ). On pose Jt(x) := det dFt(x)
(ou`, pour que la de´finition ait un sens, on identifie par transport paralle`le tous les plans tangents
le long de t 7→ Ft(x)), et φx(t) = − log Jt(x). On sait que Jt(x) est non nul pour presque tout x.
Les deux formules suivantes de´coulent de la de´finition du push-forward :
∀f ∈ C(M),
∫
M
fdµt =
∫
M
f ◦ Ftdµ0,
∀x ∈M, ρt(Ft(x))Jt(x) = ρ0(x).
On en de´duit que, pour tout t ∈ [0, 1],
H(µt) =
∫
M
log(ρt(x))dµt(x)
=
∫
M
log(ρt(Ft(x)))dµ0(x)
=
∫
M
log(ρ0(x)Jt(x)−1)dµ0(x)
= H(µ0) +
∫
M
φx(t)dµ0(x)
On utilise maintenant le The´ore`me 2.2.6, et plus particulie`rement l’e´quation (2.5) qui en
de´coule. Il vient alors que ∀t ∈ [0, 1] :
H(µt) ≤ H(µ0) +
∫
M
[
(1− t)φx(0) + tφx(1)−Kt(1− t)2 |∇xθ|
2
]
dµ0(x)
= H(µ0) + (1− t)(H(µ0)−H(µ0)) + t(H(µ1)−H(µ0))−Kt(1− t)2
∫
|∇xθ|2dµ0(x)
= (1− t)H(µ0) + tH(µ1)−Kt(1− t)2
∫
M
|∇xθ|2dµ0(x)
En remarquant d’autre part que
W2(µ0, µ1)2 =
∫
M
d(x, F1(x))2dµ0(x) =
∫
M
|∇xθ|2dµ0(x),
on arrive bien a` l’e´quation (2.6) souhaite´e. 
En raisonnant de la meˆme manie`re avec l’entropie de Re´nyi, on obtient un the´ore`me beaucoup
moins maniable :
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The´ore`me 2.3.3. Une varie´te´ (M, g) a sa dimension n infe´rieure a` un certain N > 1 et sa
courbure de Ricci uniforme´ment minore´e par un certain K ∈ R si et seulement si, pour toute
ge´ode´sique (µt)t∈[0,1] de l’espace P ac2 (M) et tout N ′ ≥ N , on a l’ine´galite´
HN ′(µt) ≤ −
∫
M×M
[
τ
(1−t)
K,N ′ (d(x0, x1))ρ
−1/N ′
0 (x0) + τ
(t)
K,N ′(d(x0, x1))ρ
−1/N ′
1 (x1)
]
dpi(x0, x1).
(2.7)
Dans le cas ou` K = 0, les coefficients de distorsion prennent une forme tre`s simple et on
retrouve une ine´galite´ de convexite´ de l’entropie de Re´nyi le long des ge´ode´siques de Wasserstein.
The´ore`me 2.3.4. Une varie´te´ (M, g) a sa dimension n infe´rieure a` un certain N > 1 et sa
courbure de Ricci uniforme´ment minore´e par 0 si et seulement si, pour toute ge´ode´sique (µt)t∈[0,1]
de l’espace P ac2 (M) et tout N ′ ≥ N , on a
HN ′(µt) ≤ (1− t)HN ′(µ0) + tHN ′(µ1). (2.8)
Les The´ore`mes 2.3.2 et 2.3.3 sont a` la base de la de´finition de la courbure de Ricci minore´e par
Lott-Villani-Sturm. Le The´ore`me 2.1.12 permet que certaines proprie´te´s lie´es aux ge´ode´siques
d’un espace de longueurs mesure´ (X, d, ν) s’expriment par le comportement des ge´ode´siques de
l’espace de Wasserstein P (X) asocie´. La discussion mene´e dans le cadre riemannien a donne´
un lien fort entre courbure de Ricci et espace de Wasserstein. Ces faits sugge`rent les de´finitions
suivantes.
De´finition 2.3.5. On dit qu’un espace de longueurs mesure´ (X, d, ν) ve´rifie la condition de
courbure CD(K,∞) pour un certain K ∈ R si, pour tout couple µ0, µ1 ∈ P ac(M), il existe une
ge´ode´sique de Wasserstein (µt)t∈[0,1] pour laquelle l’e´quation (2.6) est satisfaite.
De´finition 2.3.6. On dit qu’un espace de longueurs mesure´ (X, d, ν) ve´rifie la condition de
courbure-dimension CD(K,N) pour un certain K ∈ R et un certain N > 1 si, pour tout couple
µ0, µ1 ∈ P ac(M), il existe une ge´ode´sique de Wasserstein (µt)t∈[0,1] telle que pour tout N ′ ≥ N ,
l’e´quation (2.7) est satisfaite.
Remarquons que les de´finitions donne´es sont de nature inte´grale. Cela vient du fait que,
dans une varie´te´ riemannienne, l’expression la plus maniable des bornes sur la courbure de Ricci
est une estimation sur le jacobien du transport (The´ore`me 2.2.4), elle-meˆme fortement lie´e aux
champs de Jacobi. Ceci explique e´galement que les the´ore`mes de´coulant d’une borne sur la
courbure de Ricci pre´sentent des caracte´ristiques communes : les proprie´te´s analytiques sont des
ine´galite´s fonctionnelles impliquant des inte´grales de fonctions, et les proprie´te´s ge´ome´triques
font avant tout intervenir des volumes d’ensembles.
Les deux de´finitions ont e´te´ cre´e´es pour co¨ıncider avec le cas riemannien. Elles ont e´galement
e´te´ introduites de telle sorte qu’elles soient stables par convergence de Gromov-Hausdorff, au
sens des εn-isome´tries (ce qui a e´te´ prouve´ par Lott et Villani) ou au sens de la me´trique D (ce
qui a e´te´ montre´ par Sturm).
Il reste a` ve´rifier que ces de´finitions ont un inte´reˆt. Dans ce cas, “avoir un inte´reˆt” signifie
eˆtre capable de ge´ne´raliser au cadre des espaces de longueurs mesure´s certains the´ore`mes de
ge´ome´trie riemannienne ayant pour hypothe`se une borne sur la courbure de Ricci. Les travaux
de Lott-Villani et Sturm ont en effet permis de telles ge´ne´ralisations. Donnons quelques exemples
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des the´ore`mes obtenus. Dans toutes les proprie´te´s pre´sente´es, nous nous placerons dans un espace
de longueurs mesure´ compact (X, d, ν).
Du coˆte´ des ine´galite´s fonctionnelles, la condition CD(K,∞) permet d’obtenir une ine´galite´
dite HWI, qui relie l’entropie d’une mesure a` son information de Fisher et a` sa distance avec
la mesure de re´fe´rence ν. La de´finition “classique” de l’information de Fisher d’une mesure fait
intervenir le gradient de sa densite´. Dans le cadre ge´ne´ral des espaces de longueurs, il n’y a pas
en ge´ne´ral moyen de de´finir une notion de gradient. En revanche, on peut ge´ne´raliser la notion
plus faible de norme du gradient.
De´finition 2.3.7. Soit f : X → R une fonction lipschitzienne et x ∈ X fixe´. On de´finit la
norme du gradient de f par
|∇f |(x) := lim sup
y→x
|f(y)− f(x)|
d(x, y) ,
et la norme affine´e du gradient par
|∇−f |(x) := lim sup
y→x
[f(y)− f(x)]−
d(x, y) .
Il est clair que l’on a toujours |∇−f |(x) ≤ |∇f |(x). On peut maintenant de´finir l’information
de Fisher :
De´finition 2.3.8. Soit µ = ρν ∈ P ac(X) telle que la densite´ ρ soit une fonction lipschitzienne
sur X. L’information de Fisher de µ est la grandeur
Iν(µ) =
∫
X
|∇−ρ|2
ρ
dν.
L’ine´galite´ HWI prend alors la forme suivante.
Proposition 2.3.9. On suppose que (X, d, ν) ve´rifie la condition CD(K,∞) avec K > 0. Soit
µ = ρdν une mesure de P ac(X), telle que la densite´ ρ soit une fonction lipschitzienne sur (X, d).
On a alors l’ine´galite´
Hν(µ) ≤W2(µ, ν)
√
Iν(µ)− K2 W2(µ, ν)
2. (2.9)
La preuve de l’ine´galite´ HWI est un savant me´lange de raisonnement global (la fonction
Hν(µt) est convexe et positive sur [0, 1] et vaut 0 en t = 1) et local (estimation de la de´rive´e
de Hν(µt) en t = 0). Le meˆme sche´ma hypothe`se globale/estimation locale se retrouve dans
la preuve de la meˆme ine´galite´ a` partir de la condition de Pre´kopa-Leindler (voir le chapitre
suivant).
En optimisant l’ine´galite´ HWI en la variable W2, on retrouve l’ine´galite´ de Sobolev logarith-
mique :
Proposition 2.3.10. On suppose que (X, d, ν) ve´rifie la condition CD(K,∞) avec K > 0. Soit
µ = ρdν une mesure de P ac(X), telle que la densite´ ρ soit une fonction lipschitzienne sur (X, d).
Alors
Hν(µ) ≤ 12KIν(µ). (2.10)
L’ine´galite´ de Sobolev logarithmique sera pre´sente´e plus en de´tail au chapitre suivant. Re-
marquons de´ja` qu’elle implique classiquement une ine´galite´ de Poincare´ :
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Proposition 2.3.11. On suppose que (X, d, ν) ve´rifie la condition CD(K,∞) avec K > 0. Soit
h un fonction lipschitzienne sur X, telle que
∫
x hdν = 0. Alors∫
X
h2dν ≤ 1
K
∫
X
|∇−h|2dν.
Dans le cadre riemannien, les the´ore`mes ge´ome´triques obtenues a` partir de bornes sur la
courbure de Ricci font ge´ne´ralement intervenir une borne supe´rieure sur la dimension de l’es-
pace. C’est pourquoi leurs versions ge´ne´ralise´es dans le cadre des espaces de longueurs mesure´s
ne´cessitent une hypothe`se de type CD(K,N).
The´ore`me 2.3.12. Un espace de longueurs mesure´ (X, d, ν), ve´rifiant la condition CD(K,N),
ve´rifie aussi l’ine´galite´ de BM(K,N) : pour tout couple de parties mesurables A et B, et tout t
dans [0, 1], on a l’ine´galite´
ν∗(Zt(A,B))1/N ≥ τ (1−t)K,N (Θ)ν(A)1/N + τ (t)K,N (Θ)ν(B)1/N ,
ou` la grandeur Θ vaut Θ := infx∈A,y∈B d(x, y) si K ≥ 0 et Θ := supx∈A,y∈B d(x, y) si K < 0.
Un premier corollaire, directement inspire´ de l’ine´galite´ de Bishop-Gromov en ge´ome´trie
riemannienne, permet de controˆler le volume des boules centre´es en un point fixe´ de l’espace.
The´ore`me 2.3.13. On suppose que (X, d, ν) satisfait la condition CD(K,N) pour un certain
K ∈ R et un certain N ≥ 1. Soit x0 ∈ X fixe´. On suppose e´galement que ν n’est pas une mesure
de Dirac (alors ν n’a pas d’atomes). On de´finit la fonction v par v(r) := ν(Bx0(r)). Soient deux
re´els 0 < r < R tels que R ≤
√
N−1
K pi, si K > 0. On a alors
v(r)
v(R) ≥
∫ r
0 sin
(√
N−1
K t
)N−1
dt
∫ R
0 sin
(√
N−1
K t
)N−1
dt
.
Dans le cas ou` K = 0, le the´ore`me affirme simplement que la fonction v(r)
rN
est de´croissante
en r. Remarquons que l’ine´galite´ est optimale et il y a e´galite´ si (X, d, ν) est la varie´te´ comple`te
de dimension N de courbure sectionnelle constante e´gale a` K.
Un corollaire tre`s inte´ressant du The´ore`me 2.3.13 permet de mieux comprendre le sens intuitif
du parame`tre N comme une borne supe´rieure sur la dimension de X. Ce re´sultat est utile dans
la de´monstration du The´ore`me 2.3.3.
Proposition 2.3.14. Si (X, d, ν) ve´rifie CD(K,N) pour un certain K ∈ R et un certain N ≥ 1,
alors le support de ν a sa dimension de Hausdorff infe´rieure N .
Un autre corollaire du The´ore`me 2.3.13, inspire´ du the´ore`me de Bonnet-Myers, permet de
controˆler le diame`tre d’un espace de longueurs a` courbure positive.
The´ore`me 2.3.15. Si (X, d, ν) ve´rifie CD(K,N) pour un certain K > 0 et un certain N ≥ 1,
alors le support de ν est compact et ve´rifie l’ine´galite´
Diam(supp(ν)) ≤
√
N − 1
K
pi.
Chapitre 3
Les ine´galite´s de
Borell-Brascamp-Lieb
Dans ce chapitre, nous nous inte´ressons aux ine´galite´s de Borell-Brascamp-Lieb dans le cadre
des espaces de longueurs mesure´s. Ces ine´galite´s, et en particulier la sous-famille des ine´galite´s
de Pre´kopa-Leindler, refle`tent en partie la ge´ome´trie de l’espace dans lequel elles sont e´nonce´es.
La premie`re partie de ce chapitre est un survol de ces ine´galite´s dans un cadre lisse (euclidien
ou riemannien). Un accent particulier sera mis sur les phe´nome`nes ge´ome´triques qui permettent
d’e´tablir ces ine´galite´s. On verra re´apparaˆıtre des outils similaires a` ceux utilise´s au chapitre
pre´ce´dent, en particulier les me´thodes venant de la the´orie du transport optimal, et le lien avec
les champs de Jacobi.
Dans une deuxie`me partie, nous de´finissons les ine´galite´s de Borell-Brascamp-Lieb dans le
cadre des espaces de longueurs. Apre`s un rappel des re´sultats obtenus re´cemment par Bacher
dans [Bac08], nous nous proposons de montrer que ces ine´galite´s permettent une nouvelle
de´finition des bornes sur la courbure de Ricci d’un espace de longueurs mesure´, remplissant le
meˆme cahier des charges que la de´finition propose´e par Lott,Villani et Sturm. Plus pre´cise´ment,
nous e´tablissons un re´sultat de stabilite´ de la de´finition par convergence de Gromov-Hausdorff
(The´ore`me 3.2.2), un re´sultat de cohe´rence de la de´finition avec le cas riemannien ponde´re´
(The´ore`me 3.2.11) et donnons quelques conse´quences ge´ome´triques et analytiques de´coulant de
l’hypothe`se qu’une ine´galite´ de Borell-Brascamp-Lieb est ve´rifie´e (en particulier l’ine´galite´ de
Sobolev logarithmique, The´ore`me 3.2.22). Nous e´tablissons e´galement un re´sultat de tensorisa-
tion des ine´galite´s (The´ore`me 3.2.18) et e´tudions le lien avec l’ine´galite´ de Brunn-Minkowski
(The´ore`me 3.2.9).
La plupart des re´sultats obtenus pendant cette the`se et pre´sente´s dans ce chapitre ne
repre´sentent pas par eux-meˆmes des avance´es capitales dans la compre´hension de la ge´ome´trie
des espaces de longueurs mesure´s, et sont en grande partie adapte´s d’autres re´sultats de´ja` connus
dans d’autres cadres. La compilation de tous ceux-ci nous a toutefois semble´ digne d’inte´reˆt, car
elle permet de reconstruire une the´orie de la courbure des espaces de longueurs mesure´s, qui
semble dans certains cas plus naturelle que celle propose´e par Lott, Villani et Sturm.
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3.1 Le cadre lisse
Dans cette premie`re partie, nous e´tablissons les ine´galite´s de Pre´kopa-Leindler et de Borell-
Brascamp-Lieb dans le cadre euclidien et dans le cadre riemannien, par des me´thodes lie´es
au transport optimal. Ces me´thodes, en plus de simplifier les de´monstrations, permettent de
se´parer nettement les outils ge´ome´triques utilise´s (en particulier les champs de Jacobi) des
autres arguments invoque´s (comme l’ine´galite´ arithme´tico-ge´ome´trique).
3.1.1 L’ine´galite´ de Pre´kopa-Leindler dans Rn
L’ine´galite´ de Pre´kopa-Leindler a d’abord e´te´ e´tablie dans Rn par Pre´kopa ([Pre´71]) et
Leindler ([Lei72]). Elle prend la forme suivante :
The´ore`me 3.1.1. Soient t ∈ [0, 1] et f, g, h : Rn → [0,∞[ trois fonctions mesurables telles que
∀x, y ∈ Rn, h((1− t)x+ ty) ≥ f(x)1−tg(y)t. (3.1)
Alors ∫
Rn
h(z)dz ≥
(∫
Rn
f(x)dx
)1−t (∫
Rn
g(y)dy
)t
. (3.2)
Cette ine´galite´ inte´grale peut paraˆıtre absconse au premier abord. Elle prend plus de sens
si on e´nonce le cas particulier suivant, connu sous le nom d’ine´galite´ de Brunn-Minkowski adi-
mensionnelle :
The´ore`me 3.1.2. Soient t ∈ [0, 1] et A,B deux parties compactes de Rn. On de´finit le t-
ensemble interme´diaire entre A et C par
C := Zt(A,B) = {(1− t)a+ tb | a ∈ A, b ∈ B} = (1− t)A+ tB.
Alors
vol(C) ≥ vol(A)1−t vol(B)t.
Ce the´ore`me se de´duit facilement de l’ine´galite´ de Pre´kopa-Leindler en choisissant f , g et
h respectivement e´gales aux fonctions indicatrices de A, B et C. Remarquons que le the´ore`me
reste vrai si l’on choisit A et B simplement mesurables, mais en remplac¸ant vol(Zt(A,B)) par
la mesure exte´rieure vol∗(Zt(A,B)) si ce dernier ensemble n’est pas mesurable.
Bien que son e´nonce´ paraisse e´le´mentaire, obtenir une preuve comple`te du The´ore`me 3.1.2 n’est
pas une taˆche aise´e, meˆme en dimension 2. La fac¸on la plus rapide d’arriver au re´sultat est de
prouver d’abord l’ine´galite´ de Pre´kopa-Leindler. Ne´anmoins, il existe un cas particulier pour
lequel la de´monstration prend une forme tre`s simple et nous e´claire sur l’origine de l’ine´galite´.
Preuve tre`s partielle du The´ore`me 3.1.2 : On se place dans le cas particulier ou`
les ensembles A, B et C sont des boˆıtes, c’est-a`-dire des paralle´le´pipe`des dont les areˆtes sont
paralle`les aux axes de coordonne´es. Par invariance de la mesure de Lebesgue par translation, on
peut supposer que l’origine de Rn est un sommet a` la fois de A et B, et que ces deux ensembles
sont dans le quadrant positif Rn+. Dans ce cas, il existe des re´els positifs a1, . . . , an et c1, . . . , cn
tels que
A = {(x1, . . . , xn) ∈ Rn | ∀i = 1, . . . , n xi ∈ [0, ai]},
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B e´tant de´fini de fac¸on similaire. L’ensemble interme´daire B est alors de´fini de la meˆme fac¸on,
avec les re´els ci = (1− t)ai + tbi. On calcule alors :
log vol(C) =
n∏
i=1
ci
=
n∑
i=1
log((1− t)ai + tbi)
≥
n∑
i=1
(1− t) log(ai) + t log(bi)
= (1− t) log volA+ t log volB,
ce qui donne, apre`s passage a` l’exponentielle, le re´sultat voulu. 
Cette de´monstration met bien en valeur le phe´nome`ne qui est a` l’origine de l’ine´galite´ :
la concavite´ du logarithme, qui n’est autre qu’une fac¸on plus pre´cise d’exprimer l’ine´galite´
arithme´tico-ge´ome´trique. C’e´tait un fait pre´visible, vu la nature de l’hypothe`se et de la con-
clusion du the´ore`me. Remarquons aussi que l’utilisation du logarithme a permis de travailler
sur chaque coordonne´e se´pare´ment, ce qui a pour conse´quence le caracte`re adimensionnel du
re´sultat final.
Il existe maintenant de nombreuses preuves de l’ine´galite´ de Pre´kopa-Leindler. Une liste
exhaustive de celles-ci se trouve dans le survey de Gardner sur ce sujet : [Gar02, Par. 7]. Les
me´thodes les plus “classiques” (i.e. n’utilisant pas le transport optimal) commencent par e´tudier
le cas ou` la dimension n vaut 1, puis se poursuivent par re´currence sur n en utilisant une proprie´te´
de tensorisation de l’ine´galite´ (qui sera e´nonce´e plus loin sous une forme plus ge´ne´rale, voir le
The´ore`me 3.2.14).
Il est inte´ressant de donner une preuve “moderne” du The´ore`me 3.1.1. La puissance des
outils du transport optimal permet de faire ressortir les me´canismes ge´ome´triques qui me`nent
a` l’ine´galite´ de Pre´kopa-Leindler. Cette preuve servira de mode`le aux diffe´rentes ge´ne´ralisations
de l’ine´galite´.
Lemme 3.1.3. E´tant donne´e une matrice syme´trique M de taille n, on de´finit pour s ∈ [0, 1]
la famille de matrices As := Id+ sM . La fonction φ : s 7→ − log detAs est alors convexe en s.
Preuve : Remarquons d’abord que A′′s = 0. On a alors les expressions suivantes :
φ′(s) = tr(A−1s A′s), φ′′(s) = tr((A−1s A′s)2).
Le lemme sera prouve´ si on montre que les matrices A−1s A′s sont toutes syme´triques. Les matrices
A′s = M et A−1s e´tant syme´triques, il suffit de prouver qu’elles commutent, ce qui est le cas car
As = Id+ sM et M commutent.
Le lemme pre´ce´dent prend ici une forme tre`s simple : on peut se demander pourquoi il a
e´te´ isole´ du reste de la de´monstration. La raison est que ce lemme effectue un “traitement” des
donne´es ge´ome´triques et nous rend un outil maniable pour la recherche d’ine´galite´s fonction-
nelles. Les de´monstrations des diffe´rentes ge´ne´ralisations de l’ine´galite´ de Pre´kopa-Leindler se
ressemblent toutes vues de loin : le “corps” de la de´monstration (pre´sente´ plus bas) est une suc-
cession d’arguments (application de la the´orie du transport optimal, formule du changement de
variables) qui ne refle`tent que peu la nature de l’espace conside´re´, mis a` part quelques proble`mes
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de re´gularite´. Ces arguments permettent d’aboutir a` une famille continue de matrices par la-
quelle la ge´ome´trie de l’espace s’exprime visiblement (par une e´quation diffe´rentielle). Un lemme
similaire au Lemme 3.1.3 permet d’en forger un outil analytique (un de´terminant jacobien), qui
permet de conclure aise´ment a` l’ine´galite´ inte´grale souhaite´e.
Si l’on imagine le Lemme 3.1.3 comme une ine´galite´ arithme´tico-ge´ome´trique de´guise´e, on
peut en donner une seconde preuve utilisant le cas particulier de l’ine´galite´ de Brunn-Minkowski
que l’on a de´montre´.
Une autre de´monstration du Lemme 3.1.3 : La matrice M e´tant syme´trique re´elle, il
existe P orthogonale et une matrice diagonale D = diag(d1, . . . , dn) telles que M = P−1DP . On
a alors As = P−1(Id+ sD)P et detAs = det(Id+ sD) =
∏n
i=1 1 + sdi. Le re´el detAs repre´sente
donc le volume de la boˆıte de´finie par les re´els 1 + sd1, . . . , 1 + sdn. Le re´sultat souhaite´ vient
alors d’une simple application du cas particulier du The´ore`me 3.1.2.
Preuve du The´rore`me 3.1.1 : Soit t ∈ [0, 1] et f, g, h un triplet de fonctions satisfaisant
les hypothe`ses du the´ore`me. On peut supposer que les inte´grales F =
∫
R f(x)dx et G =
∫
R g(y)dy
sont strictement positives (sinon le the´ore`me est e´vident). Quitte a` renormaliser les trois fonc-
tions, on peut aussi supposer que F = G = 1. L’ine´galite´ a` prouver devient alors∫
R
h(z)dz ≥ 1. (3.3)
L’ide´e consiste alors a` regarder les fonctions f et g, que l’on renomme respectivement u0 et u1,
comme des densite´s de mesures de probabilite´ µ0 et µ1 par rapport a` la mesure de Lebesgue
sur Rn. La the´orie du transport optimal donne l’existence d’une application F : Rn → Rn, qui
est le gradient d’une fonction convexe θ, telle que µ1 = F∗µ0. On de´finit alors l’application
Ft(x) = (1 − t)x + tF (x) = x + t(F (x) − x), puis la mesure µt = (Ft)∗µ0, dont on sait qu’elle
posse`de une densite´ ut par rapport a` dx.
Pour prouver que l’ine´galite´ 3.3 est vraie, il suffit de montrer que la fonction h est partout plus
grande que la densite´ de probabilite´ ut. Comme h est positive, il suffit de montrer que h ≥ ut
sur le support de µt, qui est inclus dans l’image de supp(µ0) par Ft, donc il suffit de montrer
que
∀x ∈ supp(µ0), ut(Ft(x)) ≤ h(Ft(x)). (3.4)
Or
∀x ∈ supp(µ0), u0(x)1−tu1(F (x))t ≤ h((1− t)x+ tF (x)) = h(Ft(x)), (3.5)
donc l’ine´galite´ 3.4 est implique´e par
∀x ∈ supp(µ0), ut(Ft(x)) ≤ u0(x)1−tu1(F (x))t. (3.6)
La formule de Monge-Ampe`re permet de relier les trois densite´s :
∀x ∈ supp(µ0), u0(x) det(dF0(x)) = ut(Ft(x)) det(dFt(x)) = u1(F1(x)) det(dF1(x)). (3.7)
Remarquons que, pour tout x ∈ Rn, F0(x) = x, donc dF0(x) est l’identite´. L’ine´galite´ 3.6 est
donc e´quivalente a`
∀x ∈ supp(µ0), det(dF0(x))1−t det(dF1(x))t ≤ det(dFt(x)). (3.8)
Cette dernie`re ine´galite´ est vraie si la fonction s 7→ log det(dFs(x)) est concave en s quel que
soit x ∈ supp(µ0). Et c’est effectivement le cas : pour s’en convaincre, il suffit d’appliquer le
Lemme 3.1.3 a` la matrice M = dF (x)− Id, qui est syme´trique car dF (x) = Hessx θ l’est. 
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Une question qui se pose naturellement a` la vue de cette de´monstration est de savoir ou`
s’y cache la ge´ome´trie. D’apre`s le programme annonce´ en introduction du chapitre, l’ine´galite´
de Pre´kopa-Leindler sur Rn est cense´e refle´ter le fait que c’est un espace a` courbure de Ricci
positive. En regardant de pre`s, on s’aperc¸oit que l’on a utilise´ implicitement un caracte`re tre`s
fort (plus fort que la courbure de Ricci) de la courbure positive : le the´ore`me de Thale`s. Ce
the´ore`me est difficile a` de´celer car il est cache´ par la puissance des outils fournis par la structure
d’espace vectoriel de Rn, qui a permis une description simple des ge´ode´siques de l’espace. Ceci a
permis de montrer que, a` x fixe´, l’application dF.(x) : t 7→ dFt(x) ve´rifie la tre`s simple e´quation
diffe´rentielle dF.(x)′′ = 0, ou` l’on de´rive par rapport a` t.
Supposons que l’on ait oublie´ que les ge´ode´siques de Rn sont les segments, mais qu’on se sou-
vienne du fait suivant.
Proposition 3.1.4. Soient γ et γ′ deux ge´ode´siques de Rn. Alors la fonction t 7→ d(γ(t), γ′(t))
est affine en t et les vecteurs γ′(t)− γ(t) sont tous paralle`les.
Nous allons voir que cette information suffit a` retrouver l’expression de dFt(x). Soient x ∈
supp(µ0) et v ∈ Rn fixe´s. Pour s ∈ [−, ] petit, on note γx+sv la ge´ode´sique joignant x + sv a`
F (x+ sv). Alors Ft(x+ sv) = γx+sv(t), donc
Ft(x+ sv)− Ft(x)
s
= γx+sv(t)− γx(t)
s
= (1− t)γx+sv(0)− γx(0)
s
+ tγx+sv(1)− γx(1)
s
= (1− t)F0(x+ sv)− F0(x)
s
+ tF1(x+ sv)− F1(x)
s
En passant a` la limite lorsque s→ 0, on retrouve bien :
dFt(x) · v = (1− t)v + tdF (x) · v.
Avant de quitter le cadre euclidien pour les varie´te´s riemanniennes, inte´ressons-nous a` une
possible ge´ne´ralisation du The´ore`me 3.1.1 a` l’espace Rn muni d’une mesure absolument continue
par rapport a` la mesure de Lebesgue, a` densite´ partout strictement positive.
Soit µ(dx) := e−V (x)dx une telle mesure. On cherche une condition suffisante sur un triplet de
fonctions f, g, h positives et inte´grables par rapport a` µ, telle que l’on ait∫
Rn
hdµ ≥
(∫
Rn
fdµ
)1−t (∫
Rn
gdµ
)t
. (3.9)
Une ide´e naturelle est de s’inte´resser aux fonctions f˜(x) = f(x)eV (x), g˜(y) = g(y)eV (y) et
h˜(z) = h(z)eV (z) qui sont positives et inte´grables par rapport a` la mesure de Lebesgue. Il est
clair que le triplet f, g, h ve´rifie la condition (3.9) si et seulement si le triplet f˜ , g˜, h˜ ve´rifie la
conclusion (3.2) du The´ore`me 3.1.1. Une condition suffisante pour obtenir l’ine´galite´ (3.9) est
alors
∀x, y ∈ Rn, h˜((1− t)x+ ty) ≥ (f˜(x))1−t(g˜(y))t,
qui est e´quivalente a`
∀x, y ∈ Rn, h((1− t)x+ ty) ≥ f(x)1−tg(y)t exp ((1− t)V (x) + tV (y)− V ((1− t)x+ ty)) .
La forme de cette condition sugge`re qu’une hypothe`se de convexite´ sur la fonction V permet
d’obtenir un crite`re simple pour que l’e´quation (3.9) soit ve´rifie´e. C’est l’objet du the´ore`me
suivant.
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The´ore`me 3.1.5. Soit µ(dx) := e−V dx une mesure positive sur Rn avec HessV ≥ KId. Alors
l’ine´galite´ (3.9) est vraie pour tout t ∈ [0, 1] et tout triplet de fonctions mesurables f, g, h : Rn →
R telles que
∀x, y ∈ Rn, h((1− t)x+ ty) ≥ exp
(
−Kt(1− t)2 |x− y|
2
)
f(x)g(y). (3.10)
Remarquons que la condition (3.10) est d’autant plus forte que K est petit. Le cas partic-
ulier le plus important, e´tudie´ par Maurey (REF :Maurey91) est celui ou` la mesure µ(dx) est
gaussienne.
Le caracte`re adimensionnel de l’ine´galite´ de Pre´kopa-Leindler fait de celle-ci un outil adapte´
a` l’analyse infinie-dimensionnelle. Dans l’article [BL00], Bobkov et Ledoux montrent que cer-
taines ine´galite´s fonctionnelles pour les mesures de type µ(dx) := e−V dx avec HessV ≥ KId,
de´ja` de´montre´es par d’autres me´thodes (de type semi-groupe, Bakry-Emery,. . . ), peuvent eˆtre
retrouve´es a` partir du The´ore`me 3.1.5, avec les meˆmes constantes.
3.1.2 Ine´galite´s de Borell-Brascamp-Lieb
Une lecture attentive de la de´monstration de l’ine´galite´ de Pre´kopa-Leindler, en parti-
culier celle du Lemme 3.1.3, nous laisse espe´rer que l’on peut de´montrer une ine´galite´ plus
pre´cise. Pour nous en convaincre, reprenons la de´monstration du cas particulier de l’ine´galite´
de Brunn-Minkowski adimensionnelle (The´ore`me 3.1.2) dans le cas encore plus simple ou` les
paralle´le´pipe`des conside´re´s sont des cubes.
Soient donc A et C deux cubes de coˆte´s respectifs a et c. Pour un certain t ∈ [0, 1] fixe´,
l’ensemble B = Zt(A,C) est un cube de coˆte´ b = (1 − t)a + tc. Or vol(A) = an, vol(B) =
bn, vol(C) = cn, on a donc l’e´galite´
vol(B)1/n = (1− t) vol(A)1/n + t vol(C)1/n.
Plus ge´ne´ralement, si A et C sont deux boˆıtes de´finies par des re´els positifs a1, . . . , an, et
c1, . . . , cn, et si B = Zt(A,B) pour un certain t ∈ [0, 1], on a
vol(B)1/n =
∏
((1− t)ai + tci)1/n =: f(t).
La fonction f est concave sur [0, 1]. En effet sa de´rive´e seconde vaut
f ′′(t) = 1
n
f(t)
 1
n
(
n∑
i=1
bi − ai
(1− t)ai + tbi
)2
−
n∑
i=1
(
bi − ai
(1− t)ai + tbi
)2 ,
et est donc ne´gative par l’ine´galite´ de Cauchy-Schwarz.
Cette observation est en fait un cas particulier de l’ine´galite´ de Brunn-Minkowski dimensionnelle :
The´ore`me 3.1.6. Soient t ∈ [0, 1] et A, B deux ensembles compacts de Rn. Alors
vol(Zt(A,B))1/n ≥ (1− t) vol(A)1/n + t vol(B)1/n.
Il est facile de de´duire de ce the´ore`me la version adimensionnelle de l’ine´galite´ de Brunn-
Minkowski, en appliquant l’ine´galite´ arithme´tico-ge´ome´trique.
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Ce qui est en revanche plus surprenant, c’est que l’on peut e´galement de´duire simplement le
The´ore`me 3.1.6 du The´ore`me 3.1.2. De´taillons :
Soient A et B deux compacts de Rn, et t ∈ [0, 1]. L’ide´e est de dilater intelligemment les
compacts A et B : posons λA := vol(A)1/n et λB := vol(B)1/n, de telle sorte que vol(λ−1A A) =
vol(λ−1B B) = 1.
Mais alors
Zt(A,B) = λZT (λ−1A A, λ
−1
B B),
avec
λ := (1− t)λA + tλB, T := tλB
λ
, 1− T = (1− t)λA
λ
·
Le The´ore`me 3.1.2 donne
vol(ZT (λ−1A A, λ
−1
B B)) ≥ 1,
donc
vol(Zt(A,B)) ≥ λn,
et on trouve bien
vol(Zt(A,B))1/n ≥ (1− t) vol(A)1/n + t vol(B)1/n.
Ce genre d’arguments sera repris de fac¸on plus subtile dans la de´monstration du The´ore`me 3.1.11.
De meˆme que le cas particulier du The´ore`me 3.1.2 a permis de de´montrer le Lemme 3.1.3,
le cas particulier du The´ore`me 3.1.6 me`ne au lemme suivant.
Lemme 3.1.7. E´tant donne´e une matrice syme´trique M de taille n, on de´finit pour s ∈ [0, 1]
la famille de matrices As := Id+ sM . La fonction φ : s 7→ (detAs)−1/n est alors convexe en s.
Une question qui de´coule naturellement de ce lemme est la suivante : e´tant donne´ un certain
t ∈ [0, 1], quelle condition suffisante peut-on imposer a` un triplet f, g, h de fonctions positives et
inte´grables sur Rn, et telles que
∫
Rn f(x)dx =
∫
Rn g(y)dy = 1, pour que l’on ait
∫
Rn h(z)dz = 1 ?
Vu que le Lemme 3.1.7 est plus fort que le Lemme 3.1.3, on s’attend a` trouver une condition
moins restrictive que la condition (3.1) de l’ine´galite´ de Pre´kopa-Leindler.
Reprenons les notations de la de´monstration du The´ore`me 3.1.1 : soit F = ∇θ l’application de
transport optimal entre les mesures de probabilite´ d(µ0)(x) = u0(x)dx := f(x)dx et d(µ1)(y) =
u1(y)dy := g(y)dy, et d(µt)(z) = ut(z)dz la mesure de´finie par µt = (Ft)∗dµ0, avec Ft(x) =
(1− t)x+ tF (x). La condition recherche´e doit impliquer l’ine´galite´ h(z) ≥ ut(z), il reste donc a`
trouver une majoration de la densite´ ut ne de´pendant que des fonctions u0 et u1.
Pour cela, nous avons deux ingre´dients en main. Tout d’abord l’e´quation de Monge-Ampe`re
donne
∀x ∈ supp(µ0), u0(F0(x)) det dF0(x) = ut(Ft(x)) det dFt(x) = u1(F1(x)) det dF1(x).
D’autre part, le Lemme 3.1.7 donne
(det dFt(x))1/n ≥ (1− t)(det dF0(x))1/n + t(det dF1(x))1/n.
Quelques calculs simples me`nent alors a` l’ine´galite´
ut(Ft(x)) ≤
(
(1− t)u0(F0(x))−1/n + tu1(F1(x))−1/n
)−n
.
En remettant tous les arguments dans le bon sens, on remarque qu’on a alors prouve´ le
the´ore`me suivant.
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The´ore`me 3.1.8. Soient t ∈ [0, 1], et f, g, h : Rn → R∗+ un triplet de fonctions inte´grables, avec∫
Rn
f(x)dx =
∫
Rn
g(y)dy = 1,
et ve´rifiant
∀x, y ∈ Rn, h((1− t)x+ ty) ≥
(
(1− t)f(x)−1/n + tg(y)−1/n
)−n
. (3.11)
On a alors l’ine´galite´ ∫
Rn
h(z)dz ≥ 1. (3.12)
Ce the´ore`me est en fait un cas particulier, et d’une certaine fac¸on le cas extre´mal, d’un
the´ore`me plus ge´ne´ral e´nonce´ et de´montre´ par Henstock et Macbeath en 1953 (voir REF) dans
le cas ou` n = 1, et dans le cadre ge´ne´ral par Brascamp et Lieb dans [BL76], et inde´pendamment
par Borell dans (REF).
Pour donner une version plus ge´ne´rale du The´ore`me 3.1.8, il convient d’abord de ge´ne´raliser la
moyenne (a−1/n + b−1/n)−n utilise´e dans l’hypothe`se (3.11) de ce the´ore`me.
De´finition 3.1.9. Soient a, b deux re´els positifs, t ∈ [0, 1] et p 6= 0. Si ab 6= 0, on de´finit
Mpt (a, b) = ((1− t)ap + tbp)1/p .
Si ab = 0, on pose Mtp(a, b) = 0. De la meˆme fac¸on, on de´finit
M0t (a, b) = a1−tbt, M−∞t (a, b) = min{a, b}, M∞t (a, b) = max{a, b}.
Une proprie´te´ inte´ressante de ces moyennes est leur monotonie par rapport a` p : si p′ ≥ p,
alors Mtp′(a, b) ≥Mtp(a, b) quels que soient t ∈ [0, 1] et a, b ≥ 0.
De´finition 3.1.10. On dit que l’ine´galite´ de p-Borell-Brascamp-Lieb (ou p-BBL) est ve´rifie´e
pour un certain p ∈ [−1/n,∞] si pour tout t ∈ [0, 1] et tout triplet de fonctions mesurables
f, g, h : Rn → R+ ve´rifiant
∀x, y ∈ Rn, h((1− t)x+ t(y)) ≥Mpt (f(x), g(y)) , (3.13)
on a ∫
Rn
h(z)dz ≥Mp/(1+np)t
(∫
Rn
f(x)dx,
∫
Rn
g(y)dy
)
. (3.14)
On peut utiliser les proprie´te´s d’e´chelle de la mesure de Lebesgue sur Rn pour affaiblir
l’hypothe`se donne´e dans la de´finition :
Proposition 3.1.11. Pour que l’ine´galite´ p-BBL soit ve´rifie´e, il suffit que (3.14) soit vraie pour
tout triplet f, g, h de fonctions satisfaisant la condition (3.13) et telles que∫
Rn
f(x)dx =
∫
Rn
g(y)dy = 1.
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Preuve : Soient f, g, h : Rn → R+ un triplet de fonctions mesurables satisfaisant (3.13). On
peut supposer que les grandeurs F :=
∫
Rn f(x)dx et G :=
∫
Rn g(y)dy sont strictement positives
(dans le cas contraire, l’ine´galite´ (3.14) est clairement vraie). On pose alors
αf := F−
1
1+np , βf := F
p
1+np , αg := G−
1
1+np , βg := G
p
1+np ,
puis
f˜(x) = αff(βfx), g˜(y) = αgg(βgy),
de telle sorte que ∫
Rn
f˜(x)dxdy =
∫
Rn
g˜(y)dy = 1.
On pose maintenant h˜(z) = h(Sz), avec S = (1− t)βf + tβg. On pose enfin
T = tβg
S
=
tα−pg
S
∈ [0, 1].
Alors
h˜((1− T )x+ Ty) = h ((1− t)βfx+ tβgy)
≥ [(1− t)f (βfx)p + tg (βgx)p]1/p
=
[
(1− t)α−pf f˜(x)p + tα−pg g˜(y)p
]1/p
=
[
(1− T )f˜(x)p + T g˜(y)p
]1/p
S1/p.
On en de´duit que∫
Rn
h˜(z)dz ≥Mp/(1+np)t
(∫
Rn
f˜(x)dx,
∫
Rn
g˜(y)dy
)
S1/p = S1/p.
Or
∫
Rn h˜(z)dz = S−n
∫
Rn h(z)dz, donc∫
Rn
h(z)dz ≥ Sn+1/p
=
[
(1− t)F p1+np + tG p1+np
]n+1/p
= M
p
1+np
t (F,G).
On retrouve bien l’e´quation (3.14). 
En combinant ce re´sultat a` la remarque suivant la de´finition 3.1.9, on obtient la proposition :
Proposition 3.1.12. Si l’ine´galite´ p-BBL est ve´rifie´e pour un certain p ∈ [−1/n,∞], alors
l’ine´galite´ p′-BBL est ve´rifie´e pour tout p′ ≥ p.
On observe facilement que que l’ine´galite´ p-BBL est ve´rifie´e pour p = 0 (car on retrouve
l’e´nonce´ de l’ine´galite´ de Pre´kopa-Leindler), elle est donc ve´rifie´e pour tout p ≥ 0.
Le The´ore`me 3.1.8, combine´ avec la proprie´te´ d’e´chelle (Proprie´te´ 3.1.11), montre que l’ine´galite´
−1/n-BBL est ve´rifie´e pour les fonctions partout strictement positives. On arrive en fait a`
s’extraire de la condition de stricte positivite´ pour arriver au the´ore`me suivant.
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The´ore`me 3.1.13. L’ine´galite´ p-BBL est ve´rifie´e pour tout p ≥ −1/n.
La route qui me`ne du The´ore`me 3.1.8 au The´ore`me 3.1.13 suit un cheminement assez na-
turel, utilisant une proprie´te´ e´vidente de comparaison des p-moyennes et les tre`s fortes proprie´te´s
d’e´chelle de Rn, directement lie´es a` sa structure d’espace vectoriel. De fac¸on assez surprenante,
il existe un chemin plus astucieux entre ces deux the´ore`mes, base´ sur une plus fine proprie´te´
de comparaison des p-moyennes, et qui posse`de l’avantage de ne pas utiliser la structure d’es-
pace vectoriel de Rn. Cette de´monstration pourra donc eˆtre reprise verbatim dans les versions
ge´ne´ralise´es de l’ine´galite´ de Borell-Brascamp-Lieb de´crites dans les paragraphes suivants.
Pour prouver l’implication entre le The´ore`me 3.1.8 et le The´ore`me 3.1.13, nous utiliserons le
lemme suivant, qui se de´montre comme une classique ine´galite´ de Ho¨lder.
Lemme 3.1.14. Soient a, b, c, d quatre re´els positifs et p, q deux re´els tels que p+ q ≥ 0. On a
l’ine´galite´
Mpt (a, b)Mqt (c, d) ≥Mrt (ac, bd), (3.15)
ou` le re´el r vaut 0 si p = q = 0, et pq/(p+ q) sinon.
Nous utiliserons e´galement la proprie´te´ e´vidente Mpt (a, b) =M−pt (a−1, b−1).
Autre preuve du The´ore`me 3.1.13 : Soient f, g, h : Rn → R+ un triplet de fonctions
inte´grables satisfaisant l’hypothe`se (3.13) pour un certain p ≥ −1/n. On peut supposer que les
inte´grales F :=
∫
Rn f(x)dx et G :=
∫
Rn g(y)dy sont strictement positives, sinon le the´ore`me est
e´vident.
On de´finit de fac¸on naturelle les fonctions renormalise´es f˜ := fF , g˜ :=
g
G , et on de´finit la
fonction h˜ par h˜ := hMp/(1+np)t (F,G)
. Pour montrer le The´ore`me 3.1.13, il suffit de prouver que∫
Rn h˜(z)dz ≥ 1, ce qui sera fait si on montre que le triplet de fonctions f˜ , g˜, h˜ satisfait les
hypothe`ses du The´ore`me 3.1.8, ce qui se prouve en utilisant les deux proprie´te´s des p-moyennes
e´nonce´es plus haut. Plus pre´cise´ment, pour tout x, y ∈ Rn et tout t ∈ [0, 1], on a :
h˜((1− t)x+ ty) ≥ 1
Mp/(1+np)t
(F,G)Mpt (f(x), g(y))
= M−p/(1+np)t (F−1, G−1)Mpt (f(x), g(y))
≥ M−1/nt
(
f(x)
F
,
g(y)
G
)
= M−1/nt (f˜(x), g˜(y))
L’application du The´ore`me 3.1.8 permet de finir la preuve.
3.1.3 Le cadre riemannien
La ge´ne´ralisation des ine´galite´s de Pre´kopa-Leindler et de Borell-Brascamp-Lieb aux varie´te´s
riemanniennes est l’oeuvre de Cordero-Erausquin, McCann et Schmuckenschla¨ger dans les arti-
cles [CEMS01] et [CEMS06]. Dans ce paragraphe, nous re´sumons ces travaux, en insistant sur
les phe´nome`nes ge´ome´triques qui me`nent a` de telles ine´galite´s.
La principale ide´e a` retenir est que, a` l’instar de la the´orie de Bakry-E´mery, les ine´galite´s obtenues
sur une varie´te´ riemannienne (M, g) munie d’une mesure de re´fe´rence e−V d vol sont similaires
a` celles obtenues dans le cadre euclidien ponde´re´ (Rn, e−V dx), a` la diffe´rence que la condition
HessV ≥ KId est remplace´e par la condition HessV + Ric ≥ KId.
3.1. LE CADRE LISSE 43
Les me´thodes employe´es pour obtenir ces ine´galite´s sont e´galement similaires a` celles utilise´es
dans le cadre euclidien. De nombreux proble`mes de re´gularite´ sont toutefois souleve´s par la
ge´ne´ralisation de la the´orie du transport optimal au cadre riemannien. Ces proble`mes ont e´te´
affronte´s par les auteurs des articles [CEMS01] et [CEMS06], et n’influencent gue`re les e´nonce´s
des ine´galite´s. Afin de mieux nous concentrer sur les outils ge´ome´triques mis en oeuvre, nous
n’insisterons pas lourdement sur les me´thodes employe´es pour contourner ces e´cueils.
Dans tout le paragraphe, nous nous placerons sur une varie´te´ riemannienne (M, g) comple`te,
de dimension n, munie de sa distance riemannienne note´e d, et d’une mesure de probabilite´ de
re´fe´rence dν = e−V d vol, ou` d vol de´signe la mesure de volume canonique sur (M, g) et ou` le
potentiel V : M → R est une fonction lisse (au moins de classe C2) sur M .
La version riemannienne de l’ine´galite´ de Pre´kopa-Leindler a e´te´ e´nonce´e de fac¸on pre´cise
dans [CEMS01], dans le cas ou` le potentiel V est identiquement nul. Dans l’article sucesseur,
[CEMS06], ce re´sultat a e´te´ ge´ne´ralise´ pour un potentiel V uniforme´ment convexe et fait ap-
paraˆıtre de fac¸on claire et explicite une hypothe`se de borne infe´rieure sur la courbure de Ricci.
The´ore`me 3.1.15. On suppose que, pour tout x ∈ M , l’ine´galite´ suivante ait lieu au sens des
formes biline´aires syme´triques sur l’espace tangent TxM :
Hessx V + Ricx ≥ KId.
Alors pour tout t ∈ [0, 1] et tout triplet de fonctions inte´grables f, g, h : M → R+ satisfaisant
∀x, y ∈M, ∀z ∈ Zt(x, y), h(z) ≥ exp
(
−Kt(1− t)2 d(x, y)
2
)
f(x)1−tg(y)t, (3.16)
on a l’ine´galite´ inte´grale : ∫
M
hdν ≥
(∫
M
fdν
)1−t (∫
M
gdν
)t
. (3.17)
Donnons les grandes lignes de la de´monstration du The´ore`me 3.1.15 dans le cas ou` le potentiel
V est une fonction constante et ou` K = 0.
De´monstration du The´ore`me 3.1.15 : Soient t0 ∈ [0, 1] et f, g, h trois fonctions satis-
faisant les hypothe`ses 3.16 du The´ore`me. On peut supposer que
∫
M fdν =
∫
M gdν = 1 ; l’ine´galite´
a` prouver devient
∫
M hdν ≥ 1. La fonction h e´tant positive, ceci est e´quivalent a` montrer que
la fonction h est (presque) partout supe´rieure a` la densite´ d’une certaine mesure de probabilite´
sur M .
Les auteurs de [CEMS06] ont exhibe´ une telle mesure, en utilisant la the´orie du transport op-
timal : soient µ0 (resp. µ1) la mesure de densite´ f (resp. g) par rapport a` ν. Soit F (x) =
expx(∇θ(x)) l’application de transport optimal entre les mesures ν0 et ν1. En particulier, on a
ν1 = ν0. La ge´ode´sique de Wasserstein (µt)t∈[0,1] entre µ0 et µ1 ve´rifie ∀t ∈ [0, 1], µt = (Ft)∗µ0,
ou` Ft(x) = expx(t∇θ(x)). Soit u la densite´ de µt0 par rapport a` ν.
Pour x ∈ supp(µ0) fixe´, on sait e´galement que la courbe γx : t 7→ Ft(x) est une ge´ode´sique
(minimale) de M . On se convainc alors assez facilement que le support de la fonction u est
inclus dans ⋃x∈supp(µ0) Ft0(x). Le The´ore`me sera donc prouve´ si l’on montre que :
∀x ∈ supp(µ0), u(γx(t0)) ≤ h(γx(t0)). (3.18)
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Or γx(t0) ∈ Zt(x, γx(1)), donc
∀x ∈ supp(µ0), h(γx(t0) ≥ f(x)1−t0g(γ1(x))t0 .
Mais les densite´s des trois mesures conside´re´es sont lie´es par une relation de Monge-Ampe`re.
Plus pre´cise´ment,
g(γx(1)) = f(x) exp(φx(1)), u(γx(t0)) = f(x) exp(φx(t0)),
ou` la fonction φ vaut
∀x ∈ supp(µ0),∀s ∈ {0, t0, 1}, φx(s) = log det dFs(x).
En particulier, φx(0) vaut toujours 1. L’e´quation (3.18) est alors vraie si la tre`s simple relation
suivante l’est aussi.
∀x ∈ supp(µ0), (1− t0)φx(0) + t0φx(1) ≤ φx(t0).
Cette dernie`re e´quation est clairement vraie si on suppose que la fonction φ est convexe, ce qui
est justement le cas sous l’hypothe`se Ric ≥ 0, par le The´ore`me 2.2.6.
On peut remarquer que le The´ore`me 3.1.15 se de´montre de fac¸on le´ge`rement plus indirecte
que la condition CD(K,∞) sur une varie´te´ riemannienne, puisqu’on se rame`ne a` un raisonnement
sur des mesures de probabilite´. Ne´anmoins, le “coeur ge´ome´trique” des deux preuves, c’est-a`-dire
le The´ore`me 2.2.6 relatif au jacobien du transport, est le meˆme.
Un raisonnement similaire, utilisant cette fois la partie du The´ore`me 2.2.6 relative a` la
fonction φN , permet d’obtenir une version riemannienne de l’ine´galite´ de Borell-Brascamp-Lieb.
L’e´nonce´ de celle-ci fait apparaˆıtre les coefficients de distorsion τ (t)K,N introduits dans la de´finition
de la condition CD(K,N). Ce the´ore`me est le principal re´sultat de l’article [CEMS01].
The´ore`me 3.1.16. Soit (M, g) une varie´te´ riemannienne de dimension N . On suppose que,
pour tout x ∈ M , l’ine´galite´ suivante ait lieu au sens des formes biline´aires syme´triques sur
l’espace tangent TxM :
Hessx V + Ricx ≥ KId.
Alors, pour tout re´el p ≥ −1/N , tout t ∈]0, 1[ et tout triplet de fonctions f, g, h : X → R+
inte´grables, l’ine´galite´
∀x, y ∈ X,∀z ∈ Zt(x, y), h(z) ≥Mpt
 f(x)
τ˜
(1−t)
K,N (d(x, y))
,
g(y)
τ˜
(1−t)
K,N (d(x, y))
 (3.19)
implique que ∫
X
hdν ≥M
p
1+Np
t
(∫
X
fdν,
∫
X
gdν
)
, (3.20)
ou` les coefficients τ˜ (t)K,N (d(x, y)) sont lie´s aux coefficients de distortion τ
(t)
K,N (d(x, y)) introduits
dans l’e´nonce´ du The´ore`me 2.2.7 par la relation τ˜ (t)K,N (d(x, y)) = 1t τ
(t)
K,N (d(x, y))N .
Remarquons que l’e´nonce´ prend une forme beaucoup plus simple dans le cas ou` K = 0, car
on a alors τ˜ (t)K,N (d(x, y)) = 1, ce qui permet de retrouver un e´nonce´ similaire a` celui de l’ine´galite´
de Borell-Brascamp-Lieb sur Rn.
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3.2 Le cas des espaces de longueurs
Comme dans le cas de la condition CD(K,N), les ine´galite´s de Borell-Brascamp-Lieb peuvent
eˆtre conside´re´es comme des versions inte´gre´es du The´ore`me 2.2.6.
3.2.1 De´finition
Dans tout le reste de ce chapitre, nous nous placerons sur un espace de longueurs locale-
ment compact (X, d), muni d’une mesure de probabilite´ ν sur la tribu bore´lienne de (X, d). La
de´finition de l’ine´galite´ de Borell-Brascamp-Lieb dans ce cadre est quasiment identique a` celle
du cadre riemannien. Notons toutefois que nous parlerons plutoˆt de “condition BBL(K,N)”
que doit satifaire un espace de longueurs mesure´, dans le meˆme esprit qui a pre´side´ a` l’e´tude de
la condition CD(K,N).
De´finition 3.2.1. On dit que (X, d, ν) satisfait l’ine´galite´ de Borell-Brascamp Lieb (resp. au
sens faible, au sens tre`s faible), note´e BBL(K,N) (resp. BBL∗(K,N), BBL∗∗(K,N)) pour un
certain K ∈ R et un certain N > 1 si, pour tout re´el p ≥ −1/N , tout t ∈]0, 1[ et tout triplet
de fonctions f, g, h : X → R+ inte´grables (resp. semi-continues supe´rieurement, continues)
satisfaisant l’ine´galite´ (3.19), on a l’ine´galite´ inte´grale (3.20).
Les conditions affaiblies BBL∗(K,N) et BBL∗∗(K,N) seront utilise´es pour e´tablir des
re´sultats de convergence : la condition BBL∗(K,N) est stable pour la topologie induite par
la distance D de Sturm (re´sultat de Bacher, voir [Bac08]). La condition BBL∗∗(K,N) est stable
par convergence de Gromov-Hausdorff mesure´e (The´ore`me 3.2.2). Les autres re´sultats pre´sente´s
dans ce chapitre utilisent la condition BBL(K,N), plus forte.
3.2.2 Les re´sultats de Bacher
Dans ce paragraphe, nous re´sumons les principaux re´sultats obtenus par Bacher dans [Bac08].
Le premier re´sultat ([Bac08, Thm. 3.1.]) donne l’implication CD(K,N)⇒ BBL(K,N) dans
le cadre ou` l’espace de longueurs (X, d) est sans branchement. Un tel re´sultat est rendu possible
dans ce contexte car il est possible d’avoir une descripition “locale” (c’est-a`-dire en termes de
densite´s de probabilite´) du transport optimal entre deux mesures.
Plus pre´cise´ment, un espace de longueurs mesure´ sans branchement ve´rifie la condition de
courbure-dimension CD(K,N) si et seulement si, pour toute ge´ode´sique de Wasserstein µt =
ρtdν, t ∈ [0, 1] de´finie a` l’aide de l’application γ : X2 → Γ(X, d) associant a` tout couple de
points l’unique ge´ode´sique les joignant, on a l’ine´galite´
ρt(γt(x0, x1)) ≤M−1/Nt
 ρ0(x)
τ˜
(1−t)
K,N (d(x, y))
,
ρ1(y)
τ˜
(1−t)
K,N (d(x, y))
 .
Le lien avec l’ine´galite´ BBL−1/N (K,N), qui implique la condition BBL(K,N), est alors simple
a` e´tablir.
Un second re´sultat permet d’e´claircir le lien entre les conditions BBL(K,N) et BBL∗(K,N).
Si l’implication BBL(K,N) ⇒ BBL∗(K,N) est toujours vraie, il n’en est pas de meˆme pour
la re´ciproque. Le re´sultat ([Bac08, Prop. 4.5.]) permet d’e´tablir l’implication BBL∗(K,N) ⇒
BBL(K,N) dans le cas ou` l’espace de longueurs (X, d) est compact.
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Un troisie`me re´sultat ([Bac08, Thm. 4.11.]), qui peut eˆtre conside´re´ comme le plus impor-
tant de l’article, e´tablit la stabilite´ de la condition BBL∗(K,N) par convergence d’espaces de
longueurs mesure´s de´finie pour la me´trique D introduite par Sturm (voir [Stu06a]).
3.2.3 Stabilite´ par convergence de Gromov-Hausdorff
Nous avons vu, lors de la pre´sentation de la the´orie de Lott-Villani-Sturm, que la condi-
tion CD(K,N) est stable par passage a` la limite de Gromov-Hausdorff. Dans [Bac08], Bacher
de´montre la stabilite´ des conditions BBL∗(K,N) pour la me´trique D introduite par Sturm. Dans
ce paragraphe, nous allons de´montrer un fait analogue : la stabilite´ de la condition BBL∗∗(K,N)
par passage a` la limite de Gromov-Hausdorff. Il semble inte´ressant de donner cette nouvelle
preuve, car la me´thode est comple`tement diffe´rente et d’une certaine fac¸on plus e´clairante sur la
structure d’espace de longueurs sous-jacente. De plus, elle permet de faire varier les parame`tres
K et N .
Nous allons d’abord e´noncer et de´montrer le the´ore`me de convergence dans le cadre des
espaces compacts, puis nous discuterons de son extension au cadre localement compact (par le
biais de la convergence de Gromov-HAusdorff pointe´e).
The´ore`me 3.2.2. Soit (Xn, dn, νn)n≥0 une suite d’espaces de longueurs compacts convergeant
au sens de Gromov-Hausdorff mesure´ vers un espace de longueurs compact (X, d, ν). On suppose
que chaque espace (Xn, dn, νn) satisfait la condition BBL(Kn, Nn) pour un certain Kn ∈ R et
un certain Nn ≥ 1, et que les suites (Kn)n≥0 et (Nn)n≥0 sont convergentes de limites respectives
K∞ ∈ R et N∞ ≥ 1.
Alors (X, d, ν) satifait la condition BBL∗∗(K∞, N∞).
La de´monstration du The´ore`me 3.2.2 ne´cessitera quelques lemmes techniques sur les espaces
de longueurs compacts. Tentons de commencer naturellement une de´monstration du the´ore`me,
pour mieux voir quand les arguments ”topologiques” deviennent ne´cessaires.
De´but de la preuve du The´ore`me 3.2.2 : Soit t ∈ [0, 1] et f, g, h : X → R+ trois
fonctions continues telles que
∀x, y ∈ X,∀z ∈ Zt(x, y), h(z) ≥Mpt
 f(x)
τ˜
(1−t)
K∞,N∞(d(x, y))
,
g(y)
τ˜
(1−t)
K∞,N∞(d(x, y))
 (3.21)
Par de´finition de la convergence de Gromov-Hausdorff mesure´e, il existe une suite εn → 0, et
des εn-isome´tries in : (Xn, dn) → (X, d) telles que (in)∗νn ⇀ ν. Pour tout n ∈ N, on de´finit la
fonction fn par
∀xn ∈ Xn, fn(xn) := f(in(xn)),
et on de´finit les fonctions gn et hn de la meˆme fac¸on. Remarquons que∫
Xn
fn(xn)dνn(xn) =
∫
Xn
f(in(xn))dνn(xn) =
∫
X
f(x)d((in)∗νn)(x),
donc
lim
n→∞
∫
Xn
fndνn =
∫
X
fdν.
Le meˆme phe´nome`ne se produit bien suˆr aussi pour les suites de fonctions (gn)n≥0 et (hn)n≥0.
Le The´ore`me 3.2.2 sera donc prouve´ si, pour chaque n ≥ 0, le triplet (fn, gn, hn) ve´rifie les
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hypothe`ses de l’ine´galite´ BBL(Kn, Nn) sur (Xn, dn, νn). Mais ce n’est en ge´ne´ral pas le cas.
L’ide´e est alors de montrer que les hypothe`ses de BBL(Kn, Nn) sont ”de plus en plus ve´rifie´es”
et de conclure en utilisant la proprie´te´ suivante.
Proposition 3.2.3. Le The´ore`me 3.2.2 est prouve´ si pour tout ε > 0, il existe un rang n0 tel
que pour tout n ≥ n0, le triplet de fonctions fn, gn, hn + ε ve´rifie les hypothe`ses de l’ine´galite´
BBL(Kn, Nn).
Preuve : Dans ce cas, l’ine´galite´ BBL(Kn, Nn) donne
∀n ≥ n0,∀p ≥ −1/Nn, ε+
∫
Xn
hndνn ≥Mp/(1+Nnp)t
(∫
Xn
fndνn,
∫
Xn
gndνn
)
,
ce qui donne apre`s passage a` la limite, d’abord quand n → ∞, puis quand ε → 0, la relation
voulue :
∀p ≥ −1/N∞,
∫
X
hdν ≥Mp/(1+N∞p)t
(∫
X
fdν,
∫
X
gdν
)
. 
Le reste de la preuve va donc consister a` montrer que l’on peut se placer sous les hypothe`ses
de la Proposition 3.2.3. Nous commenc¸ons par donner une proprie´te´ tre`s ge´ne´rale sur les appli-
cations continues sur un espace compact.
Lemme 3.2.4. Soit (Y, d) un espace me´trique compact, u : Y → R+ une fonction continue,
Z := u−1({0}) et ε > 0. Il existe alors 0 < α < ε tel que
∀y ∈ Y, (u(y) < α⇒ ∃z ∈ Z, d(z, y) < ε).
Preuve : Si le lemme e´tait faux, il existerait un certain ε > 0, une suite ε > αn → 0+ et
une suite (yn)n≥0 d’e´le´ments de Y tels que
∀z ∈ Z, d(yn, Z) > ε .
Mais la compacite´ de Y nous donne l’existence d’un point d’accumulation y ∈ Y pour la suite
(yn)n≥0, et la continuite´ de u entraˆıne u(y) = 0, donc y ∈ Z. On a donc
∀n ≥ 0, d(yn, y) > ε,
ce qui est clairement une contradiction. 
Ce lemme va eˆtre utilise´ pour la proprie´te´ suivante, qui dit que, si h est petit, un h, t-
barycentre de deux points (voir la de´finition 1.1.6) x et y est proche d’un t-barycentre de deux
points proches de x et y. Pour e´noncer un tel re´sultat, il faut au pre´alable fixer une distance sur
l’espace produit X3.
De´finition 3.2.5. On de´finit la distance d3 sur l’espace produit X3 par
d3((x0, y0, z0), (x1, y1, z1)) := sup{d(x0, x1), d(y0, y1), d(z0, z1)}.
Proposition 3.2.6. Soit (X, d) un espace de longueurs compact et ε > 0. Il existe alors un re´el
0 < h < ε tel que
∀x, y ∈ X, ∀z ∈ Zht (x, y),
∃(xˆ, yˆ, zˆ) ∈ X3, d3((xˆ, yˆ, zˆ), (x, y, z)) < 7 ε, zˆ ∈ Zt(xˆ, yˆ).
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Preuve : On applique le Lemme 3.2.4 avec l’espace compact (X3, d3) et la fonction u de´finie
par u(x, y, z) = d(x, z) + d(z, y) − d(x, y), qui est clairement continue sur (X3, d3), et positive
par l’ine´galite´ triangulaire. Cette fonction est tre`s importante dans un espace de longueurs, car
si x 6= y, on a u(x, y, z) = 0 si et seulement si z est sur une certaine ge´ode´sique γ joignant x a`
y. Si c’est le cas, on a alors
z = γ(t), t = d(x, z)
d(x, y) .
Soit 0 < α < ε associe´ a` la fonction u et au re´el ε par le Lemme 3.2.4, et h < α/2. Il est facile
de voir que
∀x, y ∈ X,∀z ∈ Zht (x, y), u(x, y, z) ≤ 2h < α.
Le Lemme 3.2.4, donne alors l’existence d’un triplet (xˆ, yˆ, z˜) ∈ X3 tel que
u(xˆ, yˆ, z˜) = 0 , d((xˆ, yˆ, z˜), (x, y, z)) < ε .
Comme u(xˆ, yˆ, z˜) = 0, on sait qu’il existe une ge´ode´sique γ joignant xˆ a` yˆ et telle que
z˜ = γ(t˜), t˜ = d(xˆ, z˜)
d(xˆ, yˆ) .
Posons zˆ = γ(t), de telle sorte que zˆ ∈ Zt(xˆ, yˆ). La proposition sera prouve´e si on a d(z, zˆ) < 7 ε.
Comme d(z, z˜) < ε, il suffit de montrer que d(z˜, zˆ) < 6 ε. La preuve de ce fait sera diffe´rente
suivant que les points x et y sont proches ou non.
Supposons d’abord que d(x, y) ≤ 4 ε. On a alors :
d(z˜, zˆ) = |t− t˜|d(xˆ, yˆ)
≤ d(xˆ, yˆ)
< d(x, y) + 2 ε
≤ 6 ε
Supposons maintenant que d(x, y) ≥ 4 ε. La preuve est un peu plus subtile.
d(zˆ, z˜) =
∣∣∣∣(t− d((x, z)d(x, y)
)
+ d(x, z)
d(x, y) −
d(xˆ, z˜)
d(xˆ, yˆ)
∣∣∣∣ d(xˆ, yˆ)
≤ |d(x, z)− td(x, y)|d(xˆ, yˆ)
d(x, y) + |d(x, z)− d(xˆ, z˜)|+ d(x, z)
∣∣∣∣1− d(xˆ, yˆ)d(x, y)
∣∣∣∣ ·
On peut majorer la dernie`re expression en utilisant les formules suivantes :
|d(x, z)− td(x, y)| < h < ε,
d(xˆ, yˆ)
d(x, y) = 1 +
d(xˆ, yˆ)− d(x, y)
d(x, y) ≤ 1 +
2 ε
d(x, y) ,∣∣∣∣1− d(xˆ, yˆ)d(x, y)
∣∣∣∣ ≤ 2 ε,
d(x, z) ≤ ε+d(x, y),
|d(x, z)− d(xˆ, z˜)| ≤ 2 ε .
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En combinant tout cela on trouve que
d(zˆ, z˜) ≤ 5 ε+ 4 ε
2
d(x, y) ,
qui est infe´rieur a` 6 ε, vu que l’on a suppose´ d(x, y) ≥ 4 ε. 
On peut mettre la dernie`re proposition sous une forme qui sera plus maniable pour la
de´monstration du The´ore`me 3.2.2.
Proposition 3.2.7. Soit (X, d) un espace de longueurs compact, u : X3×R2 → R une fonction
continue et (K∞, N∞) ∈ R2. On suppose que la fonction u est positive sur l’ensemble
Z × {(K∞, N∞)} := {(x, y, z) ∈ X3, z ∈ Zt(x, y)} × {(K∞, N∞)}.
E´tant donne´ ε > 0, il existe alors un certain h > 0 tel que
u((x, y, z), (K,N)) ≥ − ε
de`s que z ∈ Zht (x, y) et sup{|K −K∞|, |N −N∞|} < h.
Preuve : Comme u est uniforme´ment continue sur le compact X3 × [K∞ − 1,K∞ + 1] ×
[N∞ − 1, N∞ + 1], il existe α > 0 tel que(
d3((x, y, z), Z) < α , |K −K∞| < α, |N −N∞| < α
)⇒ u((x, y, z), (K,N)) ≥ − ε .
Mais la Proposition 3.2.6 nous donne l’existence d’un h1 > 0 tel que
z ∈ Zh1t (x, y)⇒ d((x, y, z), Z) < α.
La Proposition 3.2.7 est alors prouve´e en prenant h = min(h1, α). 
Nous voila` a priori bien arme´s pour finir la preuve du The´oreme 3.2.2 :
Fin de la de´monstration du The´ore`me 3.2.2 : Soit ε > 0. On conside`re la fonction
u((x, y, z), (K,N)) := h(z)−Mpt
 f(x)
τ˜
(1−t)
K,N (d(x, y))
,
g(y)
τ˜
(1−t)
K,N (d(x, y))
 .
La fonction u est continue et positive sur l’ensemble
{(x, y, z) ∈ X3 | z ∈ Zt(x, y)} × {(K∞, n∞)}.
La Proposition 3.2.7 donne alors l’existence d’un certain η0 > 0 tel que pour tout h tel que
0 ≤ h ≤ h0,(
z ∈ Zht (x, y), sup{|K −K∞|, |N −N∞|} < h
)⇒ u((x, y, z), (K,N)) ≥ − ε .
De plus, en utilisant la de´finition des εn-isome´tries, on montre facilement que
∀xn, yn ∈ Xn, ∀zn ∈ Zt(xn, yn), in(zn) ∈ Z2 εnt (in(xn), in(yn)).
En choisissant n0 ∈ N suffisamment grand pour que ∀n ≥ n0, min(2 εn, sup{|K − K∞|, |N −
N∞|}) < η0, on peut alors appliquer la Proposition 3.2.3, et ainsi prouver le The´ore`me 3.2.2. 
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3.2.4 Liens avec l’ine´galite´ de Brunn-Minkowski
Nous avons vu que, dans le cadre euclidien, les ine´galite´s PL(0) et BBL(0, N) peuvent eˆtre
vues comme les versions fonctionnelles des ine´galite´s de Brunn-Minkowski adimensionnelle et
dimensionnelle. De la meˆme fac¸on, dans le cadre des espaces de longueurs mesure´s, Sturm (voir
[Stu06b]) de´finit les ine´galite´s de Brunn-Minkowki comme correspondant aux ine´galite´s PL(K)
et BBL(K,N) e´nonce´es pour des fonctions indicatrices d’ensembles mesurables.
De´finition 3.2.8. Soient K ∈ R et N ≥ 1. On dit qu’un espace de longueurs mesure´ (X, d, ν)
ve´rifie l’ine´galite´ de Brunn-Minkowski BM(K) (resp. BM(K,N)) si, pour tout couple de parties
mesurables A et B, et tout t dans [0, 1], on a l’ine´galite´
exp
(
−Kt(1− t)2 Θ
2
)
ν∗(Zt(A,B)) ≥ ν(A)1−tν(B)t,
respectivement
ν∗(Zt(A,B))1/N ≥ τ (1−t)K,N (Θ)ν(A)1/N + τ (t)K,N (Θ)ν(B)1/N ,
ou` la grandeur Θ vaut Θ := infx∈A,y∈B d(x, y) si K ≥ 0 et Θ := supx∈A,y∈B d(x, y) si K < 0.
La notation ν∗ correspond a` la mesure exte´rieure associe´e a` ν et est utilise´e afin d’e´viter des
proble`mes de mesurabilite´. Toutefois, si (X, d) est compact, alors les ensembles interme´diaires
Zt(A,B) sont automatiquement mesurables.
Il est facile de de´duire l’ine´galite´ BM(K,N) de la condition BBL(K,N), en conside´rant les
fonctions indicatrices d’ensembles mesurables A et B. A` partir de cette ine´galite´, on retrouve
les principales conse´quences ge´ome´triques obtenues sous l’hypothe`se CD(K,N) : l’ine´galite´ de
Bishop-Gromov (The´ore`me 2.3.13), le controˆle sur la dimension de Hausdorff (Proposition 2.3.14)
et l’ine´galite´ de Bonnet-Myers (The´ore`me 2.3.15). En effet, dans [Stu06b], Sturm montre d’abord
que la condition CD(K,N) implique l’ine´galite´ BM(K,N) puis prouve les trois re´sultats cite´s
a` partir de cette dernie`re.
Nous allons retrouver, dans un cadre ge´ne´ral, l’ine´galite´ PL(0) a` partir de l’ine´galite´ de
Brunn-Minkowski adimensionnelle BM(0).
The´ore`me 3.2.9. Si un espace de longueurs mesure´ (X, d, ν) ve´rifie l’ine´galite´ de Brunn-
Minkowski multplicative BM(0), alors il ve´rifie e´galement la condition PL(0).
La preuve de ce re´sultat ne´cessite le lemme suivant, connu sous le nom d’ine´galite´ de Pre´kopa-
Leindler mulitplicative :
Lemme 3.2.10. Soient f, g, h dans L1(R+,R+) ve´rifiant
∀u, v ∈ R+, h(u1−tvt) ≥ f(u)1−tg(v)t.
On a alors l’ine´galite´
∫
R+
h(w)dw ≥
(∫
R+
f(u)du
)1−t(∫
R+
g(v)dv
)t
.
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Une preuve de ce lemme peut eˆtre trouve´e dans [Uhr94].
Preuve du The´ore`me 3.2.9 : Soit f, g, h : X → R+ un triplet de fonctions satisfaisant
l’hypothe`se de l’ine´galite´ de Pre´kopa-Leindler PL(0). L’ide´e est d’e´tudier les ensembles de niveau
de ces trois fonctions. Ceux-ci ve´rifient les inclusions
∀t ∈ [0, 1], ∀u, v ∈ R+, Zt({f ≥ u}, {g ≥ v}) ⊂ {h ≥ u1−tvt}.
L’ine´galite´ BM(0) implique alors
ν ({f ≥ u})1−t ν({g ≥ v})t ≤ ν({h ≥ u1−tvt}).
On de´finit la fonction f : R+ → R par f(u) = ν({f ≥ u}), et g, h de la meˆme fac¸on. Le the´ore`me
de Fubini dit que
∫
R+ f(u)du =
∫
X fdν et il en est de meˆme pour g et h. Il est clair que le triplet
f, g, h satisfait les hypothe`ses de l’ine´galite´ de Pre´kopa-Leindler mulitplicative. Par conse´quent,
∫
R+
h(w)dw ≥
(∫
R+
f(u)du
)1−t(∫
R+
g(v)dv
)t
.
Ceci prouve le The´ore`me 3.2.9. 
Le The´ore`me 3.2.9, combine´ avec le The´ore`me 3.2.11 et [LV, Thm. 7.3], a une tre`s simple
interpre´tation ge´ome´trique. Sur une varie´te´ riemannienne, les trois conditions BM(0), PL(0),
CD(0,∞) sont toutes e´quivalentes a` la borne sur le tenseur de Ricci Ric ≥ 0.
3.2.5 Cohe´rence avec le cas riemannien
Le re´sultat principal de l’article [CEMS06] affirme que, sur varie´te´ riemannienne (M, g) munie
d’une mesure e−V dvol, la condition Ric + HessV ≥ K implique l’ine´galite´ de Pre´kopa-Leindler
PL(K). Dans ce paragraphe, nous e´tablissons une re´ciproque de ce re´sultat.
The´ore`me 3.2.11. Soit (M, g) une varie´te´ riemannienne (connexe par arcs), munie de sa
distance riemannienne canonique d, et de la mesure de probabilite´ dν := e−V dvol. On suppose
que l’espace de longueurs (M,d, ν) satisfait la condition BBL(K,N), pour un certain K ∈ R et
un certain N ≥ 1. On a alors dimM ≤ N et
Ric + HessV ≥ K. (3.22)
La meˆme ine´galite´ reste vraie si on suppose que l’espace de longueurs (M,d, ν) satisfait la con-
dition PL(K).
Comme la premie`re partie de la conclusion est de´ja` montre´e (voir les remarques suivant
la de´finition de l’ine´galite´ de Brunn-Minkowski), il suffit de montrer que l’e´quation (3.22) est
ve´rifie´e sous la condition PL(K). Ceci semble plus simple a` prouver que sa re´ciproque car le
The´ore`me 3.2.11 part d’une hypothe`se “globale” pour arriver a` une conclusion “locale”. Un
examen de la preuve dans le cas euclidien permet de s’en convaincre.
The´ore`me 3.2.12. Soit d(ν)(x) = e−V dx une mesure de probabilite´ sur Rn a` densite´ stricte-
ment positive, ou` V : Rn → R est une fonction lisse. On suppose que l’espace de longueurs
mesure´ (X, | · |, ν) satisfait l’ine´galite´ de Brunn-Minkowski adimensionnelle BM(K) pour un
certain K ∈ R. On a alors HessV ≥ KId.
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Remarquons que, dans le cadre euclidien, l’hypothe`se de de´part a e´te´ affaiblie ; l’ine´galite´
PL(K) a e´te´ remplace´e par l’ine´galite´ BM(K).
Preuve du The´ore`me 3.2.12 : On suppose que K ≥ 0. Soient x0 et v dans Rn. Il s’agit
de prouver que Hessx0 V · (v, v) ≥ K|v|2. Or on a
Hessx0 V · (v, v) = 4 lim
h→0
1
h2
(
V (x0) + V (x0 + hv)− 2V
(
x0 +
h
2 v
))
.
On se donne maintenant deux re´els h et r tels que r < h|v|/2, et on conside`re les boules
A := B(x0, r), B := B(x0 + hv, r). L’ensemble des points milieux de A et B est facile a` de´crire
dans le cadre euclidien :
Z1/2(A,B) := B(x0 + h/2v, r).
L’ine´galite´ de Brunn-Minkowski BM(K) permet alors d’e´crire :
exp
(
−K8 Θ(h, r)
2
)
ν (B(x0 + h/2v, r)) ≥ ν (B(x0, r))1/2 ν (B(x0 + hv, r))1/2 ,
ou` le re´el Θ(h, r) vaut Θ(h, r) := infx∈A,y∈B d(x, y) = h|v| − 2r, car K ≥ 0. On fait maintenant
tendre r vers 0, en remarquant que pour tout x ∈ Rn,
lim
h→0
ν(B(x, r))
vn(r)
= e−V (x),
ou` vn(r) de´signe le volume euclidien d’une boule de rayon r. On remarque e´galement que
limr→0 Θ(h, r) = r|h|. On obtient au final
exp
(
−K8 h
2|v|2
)
e−V (x0+h/2) ≥
√
e−V (x0)e−V (x0+h),
qui se simplifie en
−K4 h
2|v|2 − 2V (x0 + h/2) ≥ −V (x0)− V (x0 + h).
En faisant tendre h vers 0, on obtient bien le re´sultat voulu. 
La de´monstration du The´ore`me 3.2.11, dans le cadre non ponde´re´ (V = 0), est contenue dans
l’article [vRS04], plus particulie`rement dans la preuve de l’implication (ii)⇒ (i) du The´ore`me 1.
En effet, en reprenant les notations de cet article, les trois ensembles A0, A1/2 et A1 conside´re´s
satisfont les hypothe`se de l’ine´galite´ de Brunn-Minkowski. De plus, l’ine´galite´ obtenue sur l’en-
tropie des distributions uniformes sur ces trois ensembles peut s’e´crire, lorsque δ  r  1 :
log
(
vol(A0)1/2 vol(A1)1/2
vol(A1/2)
)
> −K8 W2(µ0, µ1)
2.
De plus, toujours lorsque δ  r  1, on a clairement
W2(µ0, µ1)
supx∈A0,y∈A1 d(x, y)
→ 1,
et l’ine´galite´ finalement obtenue contredit la conclusion de l’ine´galite´ de Brunn-Minkowski adi-
mensionnelle. Ceci prouve le The´ore`me 3.2.11 dans le cas ou` N =∞ et V = 0.
Dans le cas ou` V n’est pas force´ment nul, le The´ore`me 3.2.11 se montre par une me´thode
similaire a` celle utilise´e dans le cadre euclidien. Si on suppose maintenant que N < ∞, le fait
que l’ine´galite´ dimensionnelle BM(K,N) implique l’ine´galite´ adimensionnelle BM(K) montre
la partie du The´ore`me 3.2.11 relative a` la borne sur le tenseur Ric + HessV . La borne sur la
dimension est une conse´quence de la Proposition 2.3.14.
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3.2.6 Tensorisation de la condition BBL(K,N)
Les de´monstrations que nous avons donne´es des ine´galite´s de Pre´kopa-Leindler et de Borell-
Brascamp-Lieb dans Rn peuvent eˆtre qualifie´es de ”modernes”, dans le sens ou` elles font inter-
venir les puissants outils de la the´orie du transport optimal. Les de´monstrations ”classiques”
de ces meˆmes ine´galite´s sont nombreuses, mais suivent a` peu pre`s toutes le meˆme sche´ma, qui
consiste a` s’inte´resser d’abord a` la dimension n = 1, puis de prouver le cas ge´ne´ral par re´currence
sur n. Ce qui fait fonctionner la re´currence peut eˆtre vu comme une ”proprie´te´ de tensorisation”
de la condition PL(0) ou BBL(0, n). Dans ce paragraphe, nous nous inte´ressons a` l’extension
de cette proprie´te´ au cadre des espaces de longueurs mesure´s. Nous allons voir que tout se passe
bien. Remarquons que cette proprie´te´ n’est pas une surprise, vu que les ine´galite´s analytiques qui
de´coulent d’une condition PL(K) ou BBL(K,N), qui seront pre´sente´es dans les paragraphes
suivants, sont aussi connues pour se tensoriser. Ce qui est le plus surprenant est la relative sim-
plicite´ de la preuve (une fois mis de coˆte´ les proble`mes techniques), qui donne l’impression que
les ine´galite´s de Pre´kopa-Leindler et de Borell-Brascamp-Lieb sont le meilleur point de vue pour
comprendre les proprie´te´s de tensorisation de tous les phe´nome`nes lie´s a` la courbure de Ricci.
Pour e´tablir de telles proprie´te´s, il convient d’abord d’introduire une fac¸on canonique de
construire a` partir de deux espaces me´triques une distance sur l’espace produit. Pour cela, on
s’inspire la distance associe´e au produit de deux varie´te´s riemanniennes :
De´finition 3.2.13. Soient (X1, d1) et (X2, d2) deux espaces me´triques. La distance euclidienne
produit associe´e a` ces deux espaces est la me´trique dX1×X2 sur l’espace produit X1 ×X2 de´finie
par
∀(x1, x2), (y1, y2) ∈ X1 ×X2, dX1×X2((x1, x2), (y1, y2))2 = d1(x1, y1)2 + d2(x2, y2)2.
Commenc¸ons par e´tudier la tensorisation de la condition PL(K), cadre pour lequel aucune
difficulte´ technique n’apparaˆıt.
The´ore`me 3.2.14. Si les espaces de longueurs mesure´s (X1, d1, ν1) et (X2, d2, ν2) ve´rifient
tous les deux la condition PL(K) pour un certain K ∈ R, alors l’espace produit (X, d, ν) :=
(X1 ×X2, dX1×X2 , ν1 ⊗ ν2) ve´rifie aussi la condition PL(K).
Preuve : Il suffit d’aborder ce proble`me de la fac¸on la plus naturelle qui soit. Soit t ∈ [0, 1]
et f, g, h : X × R+ un triplet de fonctions satisfaisant les hypothe`ses de l’ine´galite´ de Pre´kopa-
Leindler sur (X, d, ν). On souhaite montrer que∫
X
hdν ≥
(∫
X
fdν
)1−t (∫
X
gdν
)t
. (3.23)
Pour cela, fixons un triplet x2, y2, z2 d’e´le´ments de X, tel que z2 ∈ Zt(x2, y2), et conside´rons
les fonctions de´finies sur X1 par fx2 := f(·, x2), gy2 := f(·, y2) et hz2 := f(·, z2). On constate
facilement que le triplet de fonctions
fx2 , gy2 , exp
(
K
t(1− t)
2 d2(x2, y2)
2
)
hz2
satisfait les hypothe`ses de l’ine´galite´ PL(K) sur (X1, d1, ν1). On peut donc e´crire
exp
(
K
t(1− t)
2 d2(x2, y2)
2
)∫
X
hz2dν1 ≥
(∫
X
fx2dν1
)1−t (∫
X
gy2dν1
)t
. (3.24)
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On conside`re maintenant les fonctions de´finies sur X2 par
f˜(x2) :=
∫
X
fx2dν1, g˜(y2) :=
∫
X
gy2dν1, h˜(z2) :=
∫
X
hz2dν1.
En utilisant l’e´quation (3.24), on voit que triplet de fonctions f˜ , g˜, h˜ ve´rifie les hypothe`ses de
l’ine´galite´ PL(K) sur (X2, d2, ν2). On a donc∫
X
h˜dν2 ≥
(∫
X
f˜dν2
)1−t (∫
X
g˜dν2
)t
,
ce qui me`ne, par les proprie´tes imme´diates des produits tensoriels de mesures, a` l’ine´galite´ 3.23
recherche´e. 
La principale difficulte´ rencontre´e lorsque l’on essaye d’adapter la preuve pre´ce´dente au cas de
la condition BBL(K,N) est le fait que les coefficients de distorsion τ˜ (t)K,N
(√
d21 + d22
)
ne peuvent
a priori pas s’exprimer simplement comme le produit d’une fonction de d1 et d’une fonction de
d2. Pour contourner cette difficulte´, il est ne´cessaire d’e´tablir au pre´alable une proprie´te´ de
convexite´. Cette proprie´te´ s’appuie sur un lemme technique utilise´ sans preuve dans [Stu06b,
Lem. 1.2.]. Nous en donnons ici une laborieuse de´monstration.
Lemme 3.2.15. La fonction f de´finie pour t ∈ ]0, 1[ et pour x ∈ ]0, pi2[ par
f(t, x) = log
(
sin(t
√
x)
t sin(
√
x)
)
,
et prolonge´e par continuite´ en x = 0 par f(0, t) = 0, est convexe en x.
Preuve : Posons u(t, x) = log(sin(t
√
x)). On remarque que f ′′(t, x) = u′′(t, x) − u′′(1, x),
ou` la notation f ′′ de´signe la de´rive´e seconde par rapport a` la variable x. On a en particulier
f ′′(1, x) = 0. Il suffit donc de prouver que
∀t ∈ ]0, 1[ , ∂
∂t
u′′(t, x) ≤ 0.
Or on a
∂
∂t
u(t, x) = 2x ∂
∂x
u(t, x),
donc
∂
∂t
u′′(t, x) = 4u′′(t, x) + 2xu′′′(t, x).
Nous fixons dore´navant un certain t ∈ ]0, 1[ et nous posons v(x) := u(t, x). D’apre`s les remarques
pre´ce´dentes, le lemme sera prouve´ si on montre l’ine´galite´
2v′′(x) + xv′′′(x) ≤ 0.
Un logiciel de calcul formel permet d’obtenir
2v′′(x) + xv′′′(x) = − t
8x3/2
t
√
x sin(t
√
x) + cos(t
√
x)− cos(t√x)3 − 2t2x cos(t√x)
sin(t
√
x)3 .
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On en de´duit qu’il suffit de prouver que, pour tout z ∈ ]0, pi[,
g(z) := z sin(z) + cos(z)− cos(z)3 − 2z2 cos(z) ≥ 0.
En utilisant la formule cos(3z) = 4 cos(z)3 − 3 cos(z), on obtient
4g(z) = 4z sin(z) + cos(z)− cos(3z)− 8z2 cos(z).
Il est amusant de remarquer que le de´veloppement limite´ de cette fonction en 0 est nul jusqu’a`
l’ordre 5. Des estimations tre`s fines des fonctions trigonome´triques (controˆle de l’erreur dans le
de´veloppement limite´ a` l’ordre 7 . . .) permettent de montrer la positivite´ de la fonction g. 
On de´duit de ce lemme une ine´galite´ sur les coefficients de distorsion :
Proposition 3.2.16. Soient d1, d2 ≥ 0, K ∈ R, N1, N2 ≥ 1 tels que 0 < Kd21 < (N1 − 1)pi2,
0 < Kd22 < (N2 − 1)pi2, et soient N := N1 +N2, d =
√
d21 + d22 et t ∈ ]0, 1[. Alors
τ˜
(t)
K,N (d) ≤ τ˜ (t)K,N1(d1)τ˜
(t)
K,N2
(d2). (3.25)
Preuve : La preuve de´coule assez simplement du Lemme 3.2.15, en remarquant que
log
(
τ˜
(t)
K,N (d)
)
= (N − 1)f
(
t, d2
K
N − 1
)
.
On remarque que
d2
K
N − 1 =
2
N − 10 +
N1 − 1
N − 1
K
N1 − 1d
2
1 +
N2 − 1
N − 1
K
N2 − 1d
2
2.
La convexite´ de f(t, ·) et le fait que f(t, 0) = 0 permettent alors de trouver le re´sultat souhaite´.

Le raisonnement mene´ dans le cas “de courbure positive” (c’est-a`-dire K > 0 et pas trop
grand) peut eˆtre adapte´ dans les autres cas :
Proposition 3.2.17. L’ine´galite´ (3.25) est vraie pour toutes les valeurs de K.
On en de´duit la proprie´te´ de tensorisation de l’ine´galite´ BBL(K,N) :
The´ore`me 3.2.18. Soient (X1, d1, ν1) et (X2, d2, ν2) deux espaces de longueurs mesure´s sa-
tisfaisant la condition BBL(K,N1) (resp. BBL(K,N2)) pour K ∈ R et N1, N2 > 1. L’espace
produit (X1 × X2, d, ν1 ⊗ ν2) ve´rifie alors la condition BBL(K,N), ou` N := N1 + N2 et ou` d
est la distance euclidienne produit sur X1 ×X2.
Preuve : Soit p ≥ −1/N , en particulier p ≥ −1/N1. Soient t ∈ [0, 1] et f, g, h : X × R+
un triplet de fonctions satisfaisant les hypothe`ses de l’ine´galite´ BBLp(K,N) sur (X, d, ν). On
souhaite montrer que ∫
X
hdν ≥Mp/(1+Np)t
(∫
X
fdν,
∫
X
gdν
)
. (3.26)
Pour cela, fixons un triplet x2, y2, z2 d’e´le´ments de X, et conside´rons le triplet de fonctions
de´finies sur X1 par
fx2 :=
f(., x2)
τ˜
(t)
K,N2
(d2(x2, y2))
, gy2 :=
f(., y2)
τ˜
(1−t)
K,N2
(d2(x2, y2))
, hz2 := f(., z2).
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La Proposition 3.2.17 permet de montrer que le triplet de fonctions fx2 , gy2 , hz2 ve´rifie les hy-
pothe`ses de l’ine´galite´ BBLp(K,N1) sur (X1, d1, ν1). On a alors∫
X1
hz2dν1 ≥Mp/(1+N1p)t
(∫
X1
fx2dν1,
∫
X1
gy2dν1
)
. (3.27)
On conside`re maintenant les fonctions de´finies sur X2 par
f˜(x2) :=
∫
X
f(·, x2)dν1, g˜(y2) :=
∫
X
g(·, y2)dν1, h˜(z2) :=
∫
X
h(·, z2)dν1.
En utilisant l’e´quation (3.27), on voit que triplet de fonctions f˜ , g˜, h˜ ve´rifie les hypothe`ses de
l’ine´galite´ BBLp′(K) sur (X2, d2, ν2), ou` p′ = p1+N1p . Comme on a bien p
′ ≥ −1/N2, on a alors∫
X
h˜dν2 ≥Mp
′/(1+N2p′)
t
(∫
X
f˜dν2,
∫
X
g˜dν2
)
.
Les proprie´te´s de base des produits tensoriels, ainsi que le calcul
p′
1 +N2p′
=
p
1+N1p
1 +N2 p1+N1p
= p1 +Np,
me`nent a` l’e´quation (3.26) voulue. 
3.2.7 Ine´galite´ de Sobolev logarithmique et conse´quences
Le dernier paragraphe de ce chapitre est axe´ sur les conse´quences analytiques de la condition
PL(K), pour un certain K > 0, sur un espace de longueurs mesure´. Ces ine´galite´s sont de´ja`
connues pour eˆtre conse´quences de la condition PL(K) dans un cadre plus lisse. Le travail a`
effectuer est donc une simple adaptation technique d’arguments existant de´ja`.
Il est inte´ressant d’observer que nous allons retrouver des ine´galite´s fonctionnelles de´ja`
obtenues par Lott, Villani et Sturm comme conse´quences de la condition CD(K,∞), pourK > 0.
En particulier, les constantes apparaissant dans ces ine´galite´s sont les meˆmes.
L’ine´galite´ de Sobolev logarithmique permet de controler l’entropie d’une fonction lisse par
la norme L2 de son gradient. Elle peut eˆtre vue comme une version de´ge´ne´re´e (lorsque p → 1)
et adimensionnelle des ine´galite´s de Sobolev, qui permettent le controˆle de la norme Lp d’une
fonction lisse par la norme L2 de son gradient (ceci n’a pour l’instant un sens que dans un cadre
suffisamment lisse). L’introduction d’une telle famille d’ine´galite´ peut eˆtre motive´e par l’e´tude
de cas simples. Par exemple, si γn repre´sente la mesure gaussienne normale sur Rn, une fonction
lisse f : Rn → R+ dont le gradient est dans L2(γn) n’appartient pas ne´cessairement a` un espace
Lp(Rn), mais est toujours dans l’espace (L2 logL2)(γn)
Les ine´galite´s de Sobolev lorgarithmiques ont e´te´ intense´ment e´tudie´es depuis les travaux
fondateurs de Nelson et Gross dans les anne´es 1960-1970. Un survol assez complet des re´sultats
peut eˆtre trouve´ dans [Bak97] ou dans l’ouvrage de re´fe´rence [ABC+]. Ces ine´galite´s trouvent
leur utilite´ dans la recherche de bornes exponentielles sur la vitesse de convergence de processus
de Markov vers leur mesure invariante. Des de´tails et d’autres proprie´te´s fortement lie´es aux
ine´galite´s de Sobolev logarithmiques peuvent eˆtre trouve´s dans [Bak94].
Dans [BE84] et [BE85], Bakry et E´mery, en e´tudiant les diffusions de Markov, ont remarque´
l’influence des bornes sur la courbure de Ricci sur la constante dans l’ine´galite´ de Sobolev. En
particulier, leur ce´le`bre crite`re implique le fait suivant.
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Proposition 3.2.19. Soit (M, g) une varie´te´ riemannienne munie d’une mesure de probabilite´
de la forme dν(x) = exp(−V (x))dvol. On suppose qu’il existe un certain K > 0 tel que
Ricm + Hessm V ≥ K
pour tout point m de la varie´te´. On a alors, pour toute fonction f suffisamment re´gulie`re,
Hν(f2) ≤ 2
K
∫
X
|∇f |2(x)dν(x).
Dans ce paragraphe, nous montrons que la conclusion de la Proposition 3.2.19 est satisfaite
dans tout espace de longueurs compact pour lequel la condition PL(K) est ve´rifie´e. Par le
The´ore`me 3.2.11, il est imme´diat de remarquer ce fait dans le cadre des varie´te´s riemanniennes
a` poids. Pour passer au cadre des espaces de longueurs, on peut imaginer qu’il faut au pre´alable
ge´ne´raliser la notion de gradient ; nous allons en fait ge´ne´raliser la notion plus faible de norme
du gradient.
De´finition 3.2.20. Soit g : X → R une fonction continue sur un espace de longueurs (X, d).
La norme du gradient de g en un certain point x ∈ X est de´finie par
|∇g|(x) = lim sup
z→x
|g(x)− g(z)|
d(x, z) .
La notion de norme du gradient se comporte bien avec la composition de fonctions.
Proposition 3.2.21. Soit g : X → R une fonction continue et h : R → R diffe´rentiable. On a
alors
|∇(h ◦ g)|(x) = h′(g(x))|∇g|(x).
Nous pouvons maintenant e´noncer l’ine´galite´ de Sobolev logarithmique :
The´ore`me 3.2.22. Soit (X, d, ν) un espace de longueurs mesure´ compact satisfaisant l’ine´galite´
de Pre´kopa-Leindler PL(K) avec K > 0. On a alors, pour toute fonction continue f : X → R+,
Hν(f2) ≤ 2
K
∫
X
|∇f |2(x)dν(x). (3.28)
Remarquons que la meˆme conclusion, avec la meˆme constante 2/K, peut eˆtre de´duite de
la condition CD(K,∞) avec K > 0. Ceci a e´te´ fait dans [LV, Theore`me 6.1]. Remarquons
e´galement que cette preuve est inspire´e de celle donne´e par Bobkov et Ledoux dans le cadre
euclidien ([BL00]).
Preuve : On de´finit la fonction g : X → R par f2 = exp(g). Comme on a
|∇f |2 =
∣∣∣∣∇ exp(g2
)∣∣∣∣2 = (12 |∇g| exp
(
g
2
))2
= 14 |∇g|
2 exp(g),
il suffit de prouver que
Hν(exp(g)) ≤ 12K
∫
X
|∇g|2(x) exp(g(x))dν(x).
En e´crivant, pour r > 0,
|∇rg|(x) := sup
z∈B(x,r)
|g(x)− g(z)|
d(x, z) ,
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il suffit, par un argument de type Beppo-Levi, de prouver que pour tout r > 0 suffisamment
petit,
Hν(exp(g)) ≤ 12K
∫
X
|∇rg|2(x) exp(g(x))dν(x).
Rappelons la formule exprimant l’entropie d’une fonction comme de´rive´e de ses normes Lp :
Hν(f) = − lim
t→1
∫
X fdν −
(∫
X f
1/t
)t
1− t .
Fixons un certain t ∈ ]0, 1], et appliquons l’ine´galite´ de Pre´kopa-Leindler avec les fonctions
u(x) = 1, v(y) = exp
(g
t
)
et w(z) = exp(gt(z)), ou` gt est de´finie par
gt(z) = sup
z∈Zt(x,y)
{
g(y)−Kt(1− t)2 d(x, y)
2
}
.
L’ine´galite´ PL(K) donne alors(∫
X
exp
(
g
t
)
dν
)t
≤
∫
X
exp(gt)dν.
On a donc
Hν(exp(g)) ≤ lim sup
t→1
∫
X
|exp(g(z))− exp(gt(z))|
1− t dν(z). (3.29)
En fixant un certain z ∈ X, on obtient :
gt(z)− g(z)
1− t = sup(x,y):z∈Zt(x,y)
{
g(y)− g(z)
1− t −K
t
2d(x, y)
2
}
= sup
(x,y):z∈Zt(x,y)
{
g(y)− g(z)
d(y, z) d(x, y)−K
t
2d(x, y)
2
}
.
Comme X est compact, son diame`tre D est fini. Remarquons que si z ∈ Zt(x, y), alors
d(y, z) = (1− t)d(x, y) ≤ (1− t)D, donc y ∈ B(z, (1− t)D), et :
gt(z)− g(z)
1− t ≤ sup(x,y):z∈Zt(x,y)
{
|∇(1−t)Dg|(z)d(x, y)−K
t
2d(x, y)
2
}
.
De plus, il est bien connu que la fonction u 7→ au − bu2, ou` b > 0, atteint son maximum en
u = a2b et ce maximum vaut
a2
4b . On en de´duit :
gt(z)− g(z)
1− t ≤
t
2K |∇(1−t)Dg|
2(z).
On conclut en faisant tendre t vers 1. 
Le The´ore`me 3.2.22 peut eˆtre le´ge`rement ame´liore´ de plusieurs fac¸ons. Tout d’abord, on
peut tenter de remplacer la norme de gradient |∇f | par la norme affine´e du gradient |∇−f |
(voir la de´finition 2.3.7). La plus grosse difficulte´ est qu’il n’y a pas a priori de formule pour
le gradient d’une composition de fonctions, qui serait l’analogue de la Proposition 3.2.21. Un
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examen attentif de la de´monstration du The´ore`me 3.2.22, en particulier de l’ine´galite´ (3.29)
permet d’obtenir l’ine´galite´
Hν(exp(g)) ≤ 12K
∫
X
|∇−g|2(x) exp(g(x))dν(x)
pour toute fonction continue g (toujours sous l’hypothe`se de compacite´ de X), ce qui peut eˆtre
vu comme une version faible de l’ine´galite´ de Sobolev logarithmique.
On peut aussi essayer de s’extraire de la condition de compacite´ sur X, en rajoutant des
hypothe`ses sur la fonction f (ou sur la fonction g associe´e a` f). En effet Dans [BL00], les
auteurs se placent dans le cadre des fonctions de classe C2 et utilisent la formule de Taylor a`
l’ordre 2. Il faudrait trouver une hypothe`se de re´gularite´ analogue dans le cas des espaces de
longueurs, ce qui reste une question ouverte. La lipschitzianite´ globale semble une condition trop
faible pour s’en sortir.
Il est bien connu que l’ine´galite´ de Sobolev logarithmique implique une ine´galite´ de Poincare´,
qui permet de controˆler la norme L2 d’une fonction par celle de son gradient. Une preuve de
cette implication dans le cadre des espaces de longueurs mesure´s peut eˆtre trouve´e dans [LV,
Thm. 6.18].
Proposition 3.2.23. Soit (X, d, ν) un espace de longueurs mesure´ satisfaisant l’ine´galite´ de
Sobolev logarithmique LSI(K) pour un certain K > 0. Alors, pour toute fonction h lipschitz-
ienne, avec
∫
X hdν = 0, on a l’ine´galite´∫
X
h2dν ≤ 1
K
∫
X
|∇h|2dν. (3.30)
En fait, un re´sultat plus fort a e´te´ obtenu par Lott et Villani dans [LV07] : sous la condition
CD(K,N) avec K > 0 et N ≥ 1, l’ine´galite´ de Poincare´ est ve´rifie´e avec la constante optimale
N−1
KN (a` la place de
1
K ).
Une autre famille d’ine´galite´s fonctionnelles fortement lie´e aux bornes sur la courbure de
Ricci est la famille des ine´galite´s de transport. Nous nous concentrons ici sur les ine´galite´s de
transport dites T2, qui controˆlent la distance de Wasserstein W2(µ, ν) entre deux mesures de
probabilite´ par l’entropie relative
√
Hν(µ).
De´finition 3.2.24. On dit qu’un espace de longueurs mesure´ (X, d, ν) ve´rifie l’ine´galite´ de
transport T2(K) pour un certain K > 0 si, pour toute mesure µ ∈ P2(X),
W2(µ, ν)2 ≤ 2
K
Hν(µ). (3.31)
Les ine´galite´s de transport ont e´te´ initialement e´tudie´es par Talgrand dans [Tal96], qui
e´tablit une ine´galite´ T2 pour les mesures gaussiennes et donne des proprie´te´s de tensorisation.
Dans [OV00], Otto et Villani de´duisent l’ine´galite´ T2(K) de LSI(K) dans le cadre riemannien
ponde´re´ et montrent re´ciproquement que T2(K) implique une ine´galite´ de Sobolev logarithmique,
avec une certaine perte sur la constante. L’implication LSI(K) ⇒ T2(K) a e´te´ ge´ne´ralise´e au
cadre des espaces de longeurs mesure´s par Lott et Villani dans [LV, Thm. 6.22], sous quelques
hypothe`ses de re´gularite´ de l’espace me´trique (X, d). Dans le meˆme article, les auteurs montrent
l’implication CD(K,∞)⇒ T2(K).
Nous montrons ici que l’ine´galite´ T2(K) peut eˆtre vue comme une conse´quence de la condition
PL(K), pour K > 0.
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The´ore`me 3.2.25. Soit (X, d, ν) un espace de longueurs mesure´ satisfaisant la condition PL(K)
pour un certain K > 0. L’ine´galite´ de transport T2(K) est alors ve´rifie´e.
Ce fait est de´ja` connu dans des cadres plus lisses. Il est par exemple e´nonce´ et de´montre´ dans
le cadre euclidien ponde´re´ dans [BL00]. La preuve du The´ore`me 3.2.25 suit les meˆmes lignes que
dans [BL00], et utilise la formulation variationnelle de l’ine´galite´ de transport :
Proposition 3.2.26. La formulation classique de l’ine´galite´ de transport T2
∀µ ∈ P (X), W2(µ, ν)2 ≤ 2
K
Hν(µ) (3.32)
est e´quivalente a` sa formulation variationnelle
∀g ∈ C(X),
∫
X
eKQ1g(x)dν ≤ eK
∫
X
gdν(x), (3.33)
ou` on pose
Q1g(x) := inf
y∈X
(
g(y) + d(x, y)
2
2
)
.
La notation Q1g vient du semi-groupe de Hamilton-Jacobi. Une de´monstration de la Propo-
sition 3.2.26 peut eˆtre trouve´e dans [BGL01].
Preuve du The´ore`me 3.2.25 : Pour g dans C(X) et t ∈ [0, 1], on de´finit
ut(x) := exp (−tKg(x)) ,
et
vt(y) := exp ((1− t)KQ1g(y)) .
On a alors
ut(x)1−tvt(y)t = exp (−Kt(1− t)(g(x)−Q1g(y)))
≤ exp
(
−Kt(1− t)
(
g(x)−
(
g(x)− d(x, y)
2
2
)))
= exp
(
Kt(1− t)d(x, y)
2
2
)
.
Par conse´quent,
∀x, y ∈ X, ut(x)1−tvt(y)t exp
(
−Kt(1− t)d(x, y)
2
2
)
≤ 1.
L’ine´galite´ de Pre´kopa-Leindler applique´e au triplet de fonctions (ut, vt, 1) donne(∫
X
utdν
)1−t (∫
X
vt
)t
≤ 1.
Ainsi ∫
X
exp ((1− t)KQ1g(y)) dν(y) ≤
(∫
X
exp (−tKg(x)) dν(x)
)− 1−t
t
.
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Comme on a
lim
t→0
∫
X
exp ((1− t)KQ1g(y)) dν(y) =
∫
X
exp (KQ1g(y)) dν(y),
il suffit de montrer que
lim sup
t→0
(∫
X
exp (−tKg(x)) dν(x)
)− 1−t
t ≤ eK
∫
X
gdν(x).
Et ceci est une conse´quence de l’ine´galite´ de Jensen :
log
(∫
X
exp (−tKg(x)) dν(x)
)− 1−t
t
= −1− t
t
log
∫
X
exp (−tKg(x)) dν(x)
≤ −1− t
t
∫
X
−tKg(x)dν(x)
= (1− t)K
∫
X
g(x)dν(x).
Ceci prouve le the´ore`me.
3.3 Conclusion et proble`mes ouverts
Le but de ce travail de recherche e´tait de ve´rifier que les ine´galite´s de Pre´kopa-Leindler
et de Borell-Brascamp-Lieb remplissent un cahier des charges similaire a` celui rempli par les
conditions CD(K,∞) et CD(K,N) introduites par Lott, Villani et Sturm. Ce cahier des charges
est effectivement rempli, modulo quelques conditions techniques pour chaque the´ore`me prouve´.
Sur certains des points prouve´s, la condition BBL(K,N) semble plus naturelle que la condi-
tion CD(K,N), en particulier bien suˆr pour l’e´tablissement de l’ine´galite´ de Brunn-Minkowski
BM(K,N) et toutes les conse´quences ge´ome´triques qui en de´coulent. Ce qui est plus surprenant
est la simplicite´ de la preuve de la proprie´te´ de tensorisation, au moins dans le cas des ine´galite´s
BBL(0, N) et de PL(K).
La premie`re question ouverte se posant a` la vue de ce travail est celle de l’affaiblissement
de conditions techniques. Par exemple, le the´ore`me de stabilite´ par convergence de Gromov-
Hausdorff est e´nonce´ pour la conditionBBL∗∗(K,N). Cette hypothe`se est relativement de´cevante
et on aimerait e´tendre la de´monstration a` une hypothe`se plus faible, comme la condition
BBL∗(K,N) ou une condition proche de celle-ci. De meˆme, la de´monstration de l’ine´galite´
de Sobolev logarithmique ne´cessite, dans le cadre euclidien, de conside´rer des fonctions de classe
C2. Dans le cadre des espaces de longueurs, l’hypothe`se de compacite´ de l’espace a permis de
fournir la re´gularite´ ne´cessaire. Mais trouver une bonne hypothe`se de re´gularite´ sur les fonctions
permettrait d’e´tendre le the´ore`me au cadre localement compact, dans lequel vivent de nombreux
exemples dignes d’inte´reˆt . . .
Une autre question ouverte, peut-eˆtre la plus importante, est d’e´claircir les liens entre les
conditions CD(K,N) et BBL(K,N). Bacher ([Bac08]) a montre´ l’implication CD(K,N) ⇒
BBL(K,N) dans le cadre des espaces sans branchements. Pour l’instant aucun fait ne vient
infirmer ou confirmer sa re´ciproque.
La difficulte´ de la question pre´ce´dente de´coule en partie du fait qu’il est quasiment impossible
de ve´rifier en pratique les conditions BBL(K,N) ou CD(K,N). Ces deux the´ories manquent
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d’exemples explicites pour lesquels ces conditions sont ve´rifie´es, avec une connaissance pre´cise
des parame`tres K et N optimaux. Ces constructions permettraient d’e´claircir en particulier les
liens entre les conditions BBL(K,N) et CD(K,N). Un tel exemple devrait ne pas eˆtre une
varie´te´ riemannienne, et il faudrait pouvoir construire explicitement une the´orie du transport
optimal sur celui-ci. Une piste possible serait d’examiner des arbres re´els, qui auraient ne´anmoins
le de´savantage de faire apparaˆıtre des phe´nome`nes de courbure ne´gative.
La the´orie de Lott-Villani-Sturm a e´te´ re´cemment relance´e par les travaux de Petrunin, qui a
prouve´ qu’un espace d’Alexandrov ve´rifie une condition CD(0, N). Comme un espace d’Alexan-
drov est sans branchements, la condition BBL(0, N) est alors e´galement ve´rifie´e. La lecture de
l’article permet de de´gager des outils qui peuvent eˆtre exploite´s pour d’autres questions. En par-
ticulier, l’usage qui est fait du semi-groupe de Hamilton-Jacobi, et son lien avec les ge´ode´siques
de Wasserstein, semble ine´dit. Il serait inte´ressant de chercher comment a` utiliser cet outil pour
travailler directement sur les ine´galite´s BBL(K,N). Une deuxie`me question qui se pose a` la vue
de cet article est d’e´tudier le cas particulier de la dimension 2. L’e´quivalence, sur une varie´te´
riemannienne de dimension 2, des courbures sectionnelles et de Ricci, permet d’espe´rer avoir une
implication CD(0, 2) ⇒ Alex(0) pour un espace me´trique de dimension de Hausdorff e´gale a` 2
et muni de la mesure de Hausdorff.
Chapitre 4
Le cas des graphes line´aires
Il est de bonne famille et il a rec¸u une excellente e´ducation. Prodigieusement doue´ pour les
mathe´matiques, a` vingt et un ans il publiait une e´tude sur le binoˆme de Newton, qui fit sensation
dans toute l’Europe et lui valut de devenir titulaire de la chaire de mathe´matiques dans une de nos
petites universite´s. Tout donnait a` penser qu’il allait faire une carrie`re extreˆmement brillante.
Sir Arthur Conan Doyle, Le Dernier Proble`me (a` propos du Professeur Moriarty)
4.1 Introduction
La the´orie de Sturm-Lott-Villani nous fournit une notion de borne infe´rieure sur la courbure
de Ricci dans un espace ge´ode´sique mesure´, de telle sorte qu’une hypothe`se de courbure de
Ricci uniforme´ment borne´e infe´rieurement implique certaines ine´galite´s fonctionnelles, comme
l’ine´galite´ de Sobolev logarithmique, ou l’ine´galite´ de Poincare´.
Dans le cadre discret, de nombreux travaux ont e´te´ mene´s sur la recherche de telles ine´galite´s
fonctionnelles. Une e´tude tre`s de´taille´e des ine´galite´s de Sobolev logarithmiques dans les espaces
finis a e´te´ mene´e par Diaconis et Saloff-Coste dans [DSC96]. Les nombreux exemples pre´sente´s
montrent que les ine´galite´s obtenues sur les espaces finis semblent plus fortes que sur leurs
analogues continus.
Il est naturel de se demander si on peut attribuer a` ces ine´galite´s une origine ge´ome´trique,
comme dans le cas continu. Un examen rapide des travaux de Sturn, Lott et Villani ne permet
pas d’eˆtre tre`s optimiste quant a` une possible adaptation de leur the´orie a` un cadre discret. En
effet, le fait d’eˆtre place´ dans un espace de longueurs est constamment utilise´. En particulier, le
the´ore`me permettant de de´duire la structure d’espace de longueurs de l’espace de Wasserstein
W2 associe´ a` (X, d) a` partir de celle de (X, d) devient comple`tement faux dans le cas des graphes
(voir la Proposition 2.1.15).
4.1.1 Historique
Pour pallier a` ces proble`mes plusieurs strate´gies ont e´te´ tente´es, avec un certain succe`s. Nous
pre´sentons ici deux approches re´centes.
L’approche de Bonciocat et Sturm, dans [BS09], part d’une ide´e assez simple. Si l’espace de
Wasserstien associe´ a` un espace discret n’est pas un espace de longueurs, il n’y a pas toujours de
1/2-barycentre entre chaque couple de mesures. En revanche, si on ne choisit pas h trop petit,
il existera quand meˆme des h, 1/2-barycentres (ou h-points milieu). On peut alors tenter une
63
64 CHAPITRE 4. LE CAS DES GRAPHES LINE´AIRES
de´finition de borne sur la courbure de Ricci inspire´e de celle donne´e dans les espaces de longueurs
et s’appuyant sur ces h-points milieu. La de´finition obtenue par les auteurs est la suivante.
De´finition 4.1.1. On dit qu’un espace me´trique probabilise´ (X, d, ν) a une h-courbure plus
grande qu’un certain K ∈ R si pour tout couple µ0, µ1 dans P ac(X, d, ν), il existe un h-point
milieu η (pour la distance de Wasserstein W2) et un couplage optimal pi entre µ0 et µ1 tel que
Hν(η) ≤ 12Hν(µ0) +
1
2Hν(µ1)−
K
8 d
h,q
W (µ0, µ1)
2,
ou` l’on a note´
dh,qW (µ0, µ1)
2 :=
∫
X×X
[d(x0, x1)− signe(K)h]2dpi(x0, x1).
L’inte´reˆt de cette de´finition est qu’elle permet de retrouver la de´finition classique en con-
side´rant des discre´tisations de plus en plus fines d’un espace de longueurs. En revanche, sauf sur
des exemples ad hoc, cette de´finition ne semble en ge´ne´ral pas ve´rifiable. De plus, la de´finition
propose´e par Sturm et Bonciocat part d’un point de vue assez pessimiste, qui se fait sentir dans
la terminologie adopte´e (“rough curvature”) : les espaces discrets sont conside´re´s comme des
approximations d’espaces continus, dont la re´gularite´ permet des calculs plus pre´cis. Un point
de vue plus intrinse`que permettrait de mettre en avant les phe´nome`nes propres aux espaces
discrets et qui ont ge´ne´ralement un comportement positifs vis-a`-vis de la courbure.
Une autre strate´gie a e´te´ employe´e par Ollivier dans [Oll09]. Le cadre choisi par l’auteur est
celui des espaces me´triques (X, d) auxquels on associe une marche ale´atoire m (voir la De´finition
2 de l’article) : a` chaque point x de X est associe´e, de fac¸on mesurable, une mesure de probabilite´
mx admettant un moment d’ordre 1. On a alors la de´finition suivante.
De´finition 4.1.2. Soient x et y deux points distincts de X. La courbure de Ricci “coarse”
(grossie`re) dans la direction (xy) est la grandeur
κ(x, y) := 1− W1(mx,my)
d(x, y) ·
L’ide´e cache´e derrie`re cette de´finition, inspire´e du cas riemannien, est directement lie´e a`
l’e´tude du comportement des ge´ode´siques. Pour voir les choses de loin, on peut imaginer que
l’on conside`re une perturbation d’une ge´ode´sique joignant x a` y par d’autres ge´ode´siques joignant
un point de supp(mx) a` un point de supp(my), ce qui ressemble aux calculs effectue´s dans le
cadre riemannien par les champs de Jacobi.
Remarquons que la distance utilise´e entre les mesures de probabilite´ est la distance de Wasser-
stein W1, et non W2. Cette distance a un comportement beaucoup plus agre´able dans les espaces
discrets. En particulier, les courbes dans P (X) sont rectifiables. D’un autre coˆte´, certains argu-
ments de type hilbertien utilise´s dans la the´orie de Lott-Villani-Sturm ne sont plus valables pour
cette distance, par exemple l’ine´galite´ de Cauchy-Schwarz utilise´e dans la preuve de l’ine´galite´
HWI.
La De´finition 4.1.2 posse`de de nombreux avantages qui lui font remplir un cahier des charges
similaire a` celui rempli par la condition CD(K,N). Par exemple, la grandeur κ(x, y) peut eˆtre
directement relie´e a` la de´finition classique du tenseur de Ricci sur une varie´te´ riemannienne
([Oll09, Ex. 7]). Une autre proprie´te´, qui permet de retrouver une ide´e intuitive de la courbure
de Ricci, est que la courbure de ZN est nulle ; ce fait ne semble pas eˆtre obtenu pour la de´finition
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propose´e par Bonciocat et Sturm. Plus ge´ne´ralement, la de´finition propose´e est directement
applicable a` des exemples pre´cis, que le cadre soit discret ou continu.
Une borne uniforme du type κ(x, y) ≥ κ > 0 fournit une condition suffisante pour obtenir des
ine´galite´s fonctionnelles (meˆme si la version de l’ine´galite´ de Sobolev logarithmique se retrouve
affaiblie) et des proprie´te´s de concentration de la mesure qui peuvent s’appliquer directement a`
une large classe d’exemple. Par ces me´thodes, Joulin et Ollivier (voir [JO09]) ont pu expliciter
des bornes non-asymptotiques sur la vitesse de convergence de certaines chaˆınes de Markov.
4.1.2 Le graphe line´aire
Le travail effectue´ durant la the`se a consiste´ a` comprendre les phe´nome`nes lie´s a` la perte
de structure de l’espace de Wasserstein associe´ a` un espace me´trique discret. La me´thode ide´ale
permettant de faire ressortir nettement ces phe´nome`nes a consiste´ a` conside´rer l’analogue discret
de l’espace de longueurs le plus simple, qui est la droite re´elle ou un segment de celle-ci. Il s’ave`re
qu’une discre´tisation de cet espace fait apparaˆıtre des phe´nome`nes d’une richesse inattendue,
dont l’e´tude occupera tout le reste du chapitre.
C’est pourquoi, dans le cadre de cette the`se, nous ne nous inte´ressons qu’a` une famille tre`s
simple d’espaces discrets : les graphes line´aires. Rappelons sa construction, de´ja` pre´sente´e lors
des rappels de transport optimal : le graphe line´aire Ln de longueur n ∈ N∗ est la donne´e d’une
famille de n + 1 sommets nume´rote´s 0, . . . , n tels que deux sommets i 6= j sont relie´s par une
areˆte si et seulement si |i− j| = 1. Plus simplement, c’est une partie finie et connexe du graphe
Z.
Une mesure de probabilite´ a sur Ln sera note´e par une famille de re´els (ak)k∈Z tels que k /∈
{0, . . . , n} ⇒ ak = 0, ak ∈ [0, 1] et ∑nk=0 ak = 1.
La mesure de re´fe´rence ν choisie pour le graphe line´aire sera la mesure de comptage normalise´e :
∀k ∈ {0, . . . , n}, νk = 1/(n + 1). Le choix d’une telle mesure de re´fe´rence permet de ramener
l’e´tude de l’entropie relative Hν d’une mesure a` l’e´tude de l’entropie H. Plus pre´cise´ment, la
densite´ de a par rapport a` ν vaut ρk = (n+ 1)ak pour tout k ∈ {0, . . . , n}, donc
Hν(a) = (n+ 1)H(a) + (n+ 1) log(n+ 1).
Proposition 4.1.3. Si t ∈ [0, 1] 7→ a(t) est une famille lisse de mesures de probabilite´s sur Ln,
la fonction d’entropie H(a)(t) a pour de´rive´e seconde
H(a)′′(t) = (n+ 1)
∑
k∈Z
a′′k log(ak) +
∑
k∈Z
(ak)′2
ak
 .
On remarque que l’e´tude de la convexite´ de H(a) se rame`ne a` l’e´tude de la quantite´ entre
parenthe`ses, qui ne de´pend pas vraiment de la longueur n du graphe : il faut juste demander
que les supports de a(0) et a(1) soient dans {0, . . . , n}. Dans la suite, l’assertion “soient a(0) et
a(1) deux mesures sur le graphe line´aire” signifie que a(0) et a(1) sont des mesures dans Z a`
support fini et que l’on se place sur un graphe line´aire contenant ces deux supports.
4.1.3 L’hypothe`se de bon de´part
Le principal but, tre`s partiellement atteint, de cette partie, est de construire, pour chaque
couple de mesures de probabilite´ a(0) et a(1) de´finies sur le graphe line´aire, une “interpolation”
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(a(t))t∈[0,1], qui se substitue a` la notion de ge´ode´sique de Wasserstein, et telle que la fonction
d’entropie H(a(t)) := ∑ ak log ak soit convexe. Ce re´sultat serait l’analogue discret de la con-
vexite´ de l’entropie le long des ge´ode´siques de Wasserstein sur R, autrement dit du fait que la
courbure de Ricci de la droite re´elle soit nulle (donc positive).
Bien entendu, pour pouvoir de´duire de cette convexite´ des ine´galite´s fonctionnelles ou des
proprie´te´s ge´ome´triques, il faut que l’interpolation construite entre a(0) et a(1) posse`de certaines
proprie´te´s proches de celles des ge´ode´siques de Wasserstein. Un examen attentif de la preuve de
l’ine´galite´ HWI dans un espace de longueurs montre que l’on n’exploite que partiellement le fait
de travailler avec des ge´ode´siques de Wasserstein. Les deux hypothe`ses re´ellement utilise´es sont
(i) Il existe entre une mesure µ = µ0 et la mesure de re´fe´rence ν = µ1 une famille de mesures
(µt) telle que l’entropie de µt par rapport a` ν est une fonction KW2(µ0, µ1)2-convexe de t.
(ii) Pour t infiniment proche de 0, la famille (µt) se comporte comme la ge´ode´sique de Wasserstein
entre µ0 et µ1.
Une hypothe`se du meˆme genre que l’hypothe`se (ii) permet donc d’envisager une certaine
utilite´ a` un re´sultat de convexite´ de l’entropie le long d’une interpolation entre deux mesures.
Explicitons cette hypothe`se.
De´finition 4.1.4. Soient µ(0) et µ(1) deux mesures de probabilite´ sur le graphe line´aire et pi
le couplage optimal (celui-ci est unique sur un graphe line´aire) entre ces deux mesures. On dit
qu’une interpolation (µ(t))t∈[0,1] ve´rifie l’hypothe`se de bon de´part (associe´e a` pi) si on a
∀k ∈ Z, µk ′(0) =
∑
l≥k
(l − k + 1)pik−1,l +
∑
l≤k
(k + 1− l)pik+1,l −
∑
l∈Z
|l − k|pik,l.
Proposition 4.1.5. Soient µ(0) et µ(1) deux mesures de probabilite´ sur le graphe line´aire, et pi
le couplage optimal entre ces deux mesures.
Il existe une interpolation entre µ(0) et µ(1) ve´rifiant l’hypothe`se de bon de´part.
Preuve : La construction d’une telle interpolation est assez simple : on la construit d’abord
entre deux mesures de Dirac, puis on ge´ne´ralise a` tout couple de mesures par line´arite´.
Supposons d’abord que µ(0) et µ(1) soient les mesures de Dirac en 0 (resp. en p ≥ 0). L’unique
couplage optimal entre µ(0) et µ(1) est donne´ par pi0,p = 1. Il suffit donc de trouver une
interpolation µ(t) telle que µ0′(0) = −p, µ1′(0) = p et µk ′(0) = 0 si k 6= 0, 1. Posons
µk(t) = bkp(t) := Ckp tk(1− t)p−k.
On ve´rifie facilement que (µ(t))t∈[0,1] re´pond au cahier des charges.
Supposons maintenant que µ(0) (resp. µ(1)) soit la mesure de Dirac en i (resp. en j), et que
j ≥ i. Dans ce cas, il suffit de poser, pour t ∈ [0, 1],
µk(t) = bki,j(t) := Ck−ij−i tk−i(1− t)j−k = bk−ij−i(t).
On ve´rifie que cette interpolation ve´rifie bien l’hypothe`se de bon de´part.
Si i ≥ j, il suffit de poser
µk(t) = bki,j(t) := Ci−jti−k(1− t)k−j = bi−ki−j (t).
Dans le cas ge´ne´ral, on pose
µk(t) =
∑
i,j∈Z
bki,j(t)pii,j .
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
L’interpolation que nous venons de construire va jouer un roˆle fondamental par la suite. Nous
l’appellerons interpolation binomiale entre µ0 et µ1.
Un cas particulier d’interpolation binomiale peut eˆtre de´crit simplement pour des couples de
mesures dites “proches” :
De´finition 4.1.6. Deux mesures µ(0) et µ(1) sur le graphe line´aire sont dites proches si le
couplage optimal pi entre ces deux mesures est tel que piij > 0⇒ |i− j| ≤ 1.
On de´duit de la construction de l’interpolation binomiale la proprie´te´ suivante :
Proposition 4.1.7. Soit µ(t) l’interpolation binomiale entre deux mesures proches µ(0) et µ(1).
Pour tout k ∈ Z, la fonction t 7→ µk(t) est affine :
µk(t) = (1− t)µk(0) + tµk(1).
On obtient alors dans ce cas particulier un premier re´sultat de convexite´ de l’entropie.
The´ore`me 4.1.8. Soit µ(t) l’interpolation binomiale entre deux mesures proches µ(0) et µ(1).
L’entropie H(t) de µ(t) est alors une fonction convexe en t.
Preuve : On utilise la Propostion 4.1.3, et le fait que µk ′′ = 0 pour e´crire
H ′′(t) =
∑
k∈Z
µk
′2
µk
,
ce qui donne imme´diatement la convexite´ de H. 
4.1.4 Pre´sentation des re´sultats
Les re´sultats pre´sente´s dans ce chapitre tournent pour la plupart autour de l’interpolation
binomiale entre deux mesures a` support fini a(0) et a(1), telles que a(1) se de´duise de a(0) par
une translation a` droite de distance n ∈ N, c’est-a`-dire telles que ∀k ∈ Z, ak(1) = ak−n(0).
Cette interpolation binomiale sera vue comme la convolution binomiale de la mesure initiale
a(0) par la mesure binomiale Bin(n, t), lorsque t parcourt [0, 1]. Rappelons que la ne´cessite´ de
la construction d’une telle interpolation naˆıt du fait que les courbes non-constantes de l’espace
de Wasserstein W2 associe´ a` un graphe sont de longueur infinie (voir la Proposition 2.1.15).
Nous commenc¸ons par donner des arguments heuristiques (et visuels) permettant de cons-
truire par ite´rations successives une famille de mesures µ(t) qui semble eˆtre un bon candidat
pour eˆtre une interpolation entre deux mesures de Dirac, ve´rifiant l’hypothe`se de bon de´part,
et le long de laquelle la fonctionnelle d’entropie serait convexe. Il se trouve que la famille de
mesures obtenues est la famille des lois binomiales Bin(n, t).
Dans une deuxie`me partie, nous ve´rifions la convexite´ de l’entropie de la loi binomiale
Bin(n, t) lorsque t parcourt [0, 1] (The´ore`me 4.3.1). Nous expliquons en quoi une analogie avec
le cas continu permet d’avoir une intuition de cette convexite´, et nous donnons une nouvelle
de´monstration de ce re´sultat, de´ja` prouve´ par Olkin et Shepp dans [SO].
La troisie`me partie e´tudie de fac¸on rigoureuse le proble`me de translation de mesures. En
s’inspirant du cas re´el, nous posons le proble`me de translation sous forme d’une EDP discre`te
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(De´finition 4.4.6) et nous montrons que les convolutions binomiales sont solutions de cette EDP
(The´ore`me 4.4.12). Nous discutons ensuite de l’unicite´ possible de ces solutions, qui est obtenue
sous des conditions inattendues (Proposition 4.4.18).
En fin de partie, nous utilisons l’ope´rateur de de´rivation discre`te ∇ construit pre´ce´demment pour
prouver une ine´galite´ de Poincare´ optimale (avec description comple`te des optimiseurs) pour la
loi binomiale (The´ore`me 4.4.23). Cette ine´galite´ est de´duite de proprie´te´s tre`s fortes de´crivant
l’action de l’ope´rateur ∇ sur les polynoˆmes de Krawtchouk (The´ore`me 4.4.22).
Ces re´sultats feront l’objet d’un article e´crit en collaboration avec O.Johnson et Y.Yu.
Nous de´crivons ensuite les proprie´te´s e´le´mentaires des convolutions binomiales. Bien que
technique, cette section fait ressortir d’importants phe´nome`nes lie´s aux convolutions binomiales
qui permettent d’affiner la description de celles-ci comme solutions d’un proble`me de translation.
En particulier, nous mettons en avant ce que nous nommons “module de log-concavite´”, qui
s’ave`re eˆtre une grandeur se comportant remarquablement bien avec les convolutions binomiales
(Propositions 4.5.9 et 4.5.10).
La partie suivante donne une premie`re approche du proble`me de la convexite´ de l’entropie
le long d’une convolution binomiale. Un premier point de vue permet de constater que la non-
continuite´ de l’espace conside´re´, qui me`ne a` une description le´ge`rement diffe´rente du proble`me
de translation, agit de telle sorte qu’elle “rajoute” de la convexite´ a` l’entropie par rapport au
cas continu. Un deuxie`me point de vue pre´cise ces ide´es, en conside´rant une EDP re´elle, tre`s
proche de l’e´quation de la chaleur, dont le terme diffusif implique la convexite´ de la fonctionnelle
d’entropie (The´ore`me 4.6.2).
Dans la sixie`me partie, qui est le coeur de ce chapitre, nous de´montrons la convexite´ de
l’entropie le long d’une interpolation binomiale, sous certaines hypothe`ses sur la mesure de
de´part : il faut que celle-ci ait la loi d’une somme de variables de Bernoulli inde´pendantes
(The´ore`me 4.7.5). Ce the´ore`me permet ainsi de remplir, tre`s partiellement, le programme fixe´
en de´but de chapitre.
Nous concluons le chapitre en pre´sentant une conjecture due a` Olkin et Shepp (Conjec-
ture 4.8.1), relative aux sommes de Bernoulli inde´pendantes. Le The´ore`me 4.7.5 est un cas
particulier de cette conjecture et sugge`re un angle d’attaque ine´dit pour la recherche d’autres
cas particuliers, ou meˆme d’une preuve comple`te de la conjecture. Apre`s avoir explique´ pourquoi
les me´thodes utilise´es dans le cadre des convolutions binomiales ne peuvent se ge´ne´raliser sans un
gros effort de ge´ne´ralisation a` cette conjecture, nous donnons une preuve de la conjecture 4.8.1
dans le cas d’un espace a` trois points (The´ore`me 4.8.6). Nous pre´sentons enfin une strate´gie pour
attaquer la conjecture 4.8.1 par des me´thodes de type EDP similaires a` celles utilise´es pour les
convolutions binomiales. Cette me´thode fournit des re´sultats (Proposition 4.8.9) qui, sans eˆtre
vraiment satisfaisants, vont dans le sens de la convexite´ de l’entropie.
4.2 Apparition non rigoureuse de la loi binomiale
Ce paragraphe entier pre´sente une proce´dure “visuelle” faisant apparaˆıtre la loi binomiale
comme une interpolation entre deux mesures de Dirac le long de laquelle la fonction d’entropie
semble convexe. Nous limiterons la pre´sentation au cas n = 2, c’est-a`-dire a` la translation entre
les mesures de Dirac δ0 et δ2.
Dans un premier temps, tentons une interpolation “na¨ıve” entre δ0 et δ2. L’ide´e la plus
naturelle est la suivante.
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De´finition 4.2.1. L’interpolation na¨ıve entre δ0 et δ2 est la famille de mesures de probabilite´
(µ0(t))t∈[0,1], a` support dans {0, 1, 2}, de´finie pour t ∈ [0, 1/2] par
µ00(t) = 1− 2t, µ10(t) = 2t, µ20(t) = 0,
et pour t ∈ [1/2, 1] par
µ00(t) = 0, µ10(t) = 2− 2t, µ20(t) = 2t− 1.
L’interpolation na¨ıve consiste donc a` envoyer de fac¸on line´aire toute la masse du point 0
au point 1 entre t = 0 et t = 1/2, puis du point 1 au point 2 entre t = 1/2 et t = 1. Cette
interpolation ve´rifie l’hypothe`se de bon de´part, et on constate facilement que l’entropie H0(t)
le long de cette interpolation est convexe sur ]0, 1/2[ et sur ]1/2, 1[. Ne´anmoins, le trace´ de la
fonction d’entropie fait apparaˆıtre une situation catastrophique.
La singularite´ en t = 1/2 est un phe´nome`ne important a` comprendre. L’interpolation na¨ıve
a force´ toute la masse a` eˆtre pre´sente au point 1 au temps 1/2, ce qui implique que H0(0) =
H0(1/2) = H0(1) = 0. Mais d’un autre coˆte´, lorsque t /∈ {0, 1/2, 1}, la mesure charge deux
points, ce qui implique que H(t) < 0. La fonction H0 ne pourra donc en aucune fac¸on eˆtre
convexe en 0.
Une strate´gie heuristique pour tenter de gommer cette singularite´ consiste a` conside´rer la
mesure au temps t = 1/4 et au temps t = 3/4, et a` reconstruire une nouvelle interpolation entre
ces deux temps. On a µ0(1/4) = (1/2, 1/2, 0) et µ0(3/4) = (0, 1/2, 1/2). Le couplage optimal pi
entre ces deux mesures est donne´ par pi0,1 = 1/2 et pi1,2 = 1/2. Ces deux mesures sont proches, on
peut donc les interpoler line´airement (voir la Proposition 4.1.7). On de´finit alors l’interpolation
µ1(t) comme e´tant e´gale a` µ0(t) lorsque t /∈ [1/4, 3/4] et telle que pour tout t ∈ [0, 1],
µ1(1/4 + t/2) = (1− t)µ0(1/4) + tµ0(3/4).
L’entropie H1(t) le long de cette interpolation a alors le graphe suivant.
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La singularite´ au temps t = 1/2 a e´te´ remplace´e par deux singularie´s aux temps t = 1/4
et t = 3/4. On remarque (sans aucune rigueur) que la fonction H1 semble plus convexe que
H0. Pour effacer les singularite´s aux temps t = 1/4 et t = 3/4, on applique le meˆme proce´de´,
en reconstruisant une interpolation line´aire entre les mesures µ1(1/4 − 1/8) et µ1(1/4 + 1/8),
puis entre les mesures µ1(3/4 − 1/8) et µ1(3/4 + 1/8). L’entropie H2 le long de la nouvelle
interpolation µ2(t) ainsi de´finie a le graphe suivant :
Le nombre de singularite´s est passe´ de 2 a` 4, mais l’effet ne´gatif de celles-ci sur la convexite´
de l’entropie semble s’atte´nuer (c’est pre´cise´ment ce point qui est difficile a` rendre rigoureux).
Tout se passe comme si, en ite´rant le proce´de´ d’effacement de singularite´ un nombre infini de
fois, la suite (µp) des interpolations convergeait vers une “interpolation limite” le long de laquelle
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l’entropie est convexe. Il serait donc inte´ressant de rechercher cette interpolation limite (si elle
existe), puis de montrer rigoureusement la convexite´ de l’entropie le long de celle-ci.
Avant d’e´noncer un the´ore`me de convergence, remarquons que les fonctions t 7→ µkp(t), pour
p ∈ N et k ∈ {0, 1, 2} sont par construction continues et line´aires par morceaux. Elles sont
en particulier de´rivables partout a` droite et a` gauche : on peut donc bien de´finir la fonction
t 7→ µkp ′(t) par la moyenne arithme´tique des de´rive´es a` droite et a` gauche. Posons fp(t) := µ2p′(t).
Les fonctions f3 et f4 ont le graphe suivant :
Proposition 4.2.2. Pour tout p ≥ 0, on a fp(0) = 0 et fp(1) = 2.
Cette proposition se montre facilement par re´currence sur p, en remarquant que les fonctions
µ2p et µ2p+1 co¨ıncident sur les intervalles [0, 1/2p+1] et [1− 2p+1, 1].
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Un coup d’œil attentif a` la construction de l’interpolation µp+1 a` partir de µp permet de
de´duire une tre`s agre´able relation de re´currence entre fp et fp+1.
De´finition 4.2.3. Soit g une fonction re´elle de´finie sur [0, 1]. On de´finit la fonction Tg : [0, 1]→
R par
∀t ∈ [0, 1/2], T g(t) = 12g(2t),
∀t ∈ [1/2, 1], T g(t) = 12g(1) +
1
2g(2t− 1).
Proposition 4.2.4. Soit p ≥ 0. Les fonctions fp et fp+1 sont lie´es par la relation fp+1 = Tfp.
Corollaire 4.2.5. Les fonctions fp sont toutes croissantes et positives.
Preuve : On montre ce corollaire par re´currence sur p. Pour p = 0, on remarque que f0(t)
vaut 0 si t ∈ [0, 1/2[, f0(1/2) = 1 et f0(t) = 2 si t ∈]1/2, 1], donc f0 est bien croissante. La
Proposition 4.2.4 montre que si fp est croissante et positive, alors fp+1 = Tfp est positive, et
croissante sur [0, 1/2] et sur [1/2, 1], donc sur [0, 1]. 
On de´duit du Corollaire 4.2.5 que l’on peut se placer sur l’espace (CB, ‖·‖) des fonctions
croissantes borne´es allant de [0, 1] dans R, muni de la norme de la convergence uniforme. C’est
un espace de Banach. De plus :
Proposition 4.2.6. L’application line´aire T : CB → CB est une 1/2-contraction de (CB, ‖·‖)
dans lui meˆme.
Le the´ore`me du point fixe de Banach montre que la suite (fp)p≥0 converge uniforme´ment
vers l’unique point fixe de T , qui est la fonction t 7→ 2t.
On de´duit de cette convergence, ainsi que du fait que µ2p(0) = 0 quel que soit p ≥ 0 :
The´ore`me 4.2.7. La suite de fonctions (µ2p(t))p≥0 converge uniforme´ment vers la fonction
t 7→ t2.
Pour des raisons de syme´trie, la meˆme me´thode peut s’appliquer a` la suite de fonctions
(µ0p(t))p≥0, qui converge uniforme´ment vers t 7→ (1− t)2. Enfin, la condition µ0p + µ1p + µ2p e´tant
vraie quel que soit p ≥ 0, on en de´duit que la suite de fonctions (µ1p(t))p≥0 converge uniforme´ment
vers t 7→ 2t(1− t).
La construction visuelle et heuristique mene´e dans ce paragraphe a donc mene´ a` l’introduc-
tion d’un “bon candidat” pour une interpolation entre les mesures δ0 et δ2 ve´rifiant l’hypothe`se
de bon de´part et le long de laquelle la fonctionnelle d’entropie est convexe. Ce candidat est la
famille des mesures binomiales Bin(2, t) lorsque t parcourt [0, 1]. Un raisonnement analogue,
quoique bien plus long, peut eˆtre mene´ pour construire un candidat naturel pour une interpo-
lation entre les mesures de Dirac δ0 et δn, pour un entier n ≥ 1 fixe´. Dans chacun de ces cas, le
candidat trouve´ est la famille des mesures binomiales Bin(n, t) lorsque t parcourt [0, 1].
Le paragraphe suivant se propose de montrer rigoureusement la convexite´ de l’entropie le long
de ces familles binomiales.
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4.3 Entropie de la loi binomiale
On e´tudie dans ce paragraphe le comportement de la fonction t 7→ H(µ(t)), ou` la mesure
µ(t) suit la loi binomiale Bin(n, t) et ou` le parame`tre t parcourt [0, 1].
Il est inte´ressant de calculer en premier lieu l’entropie d’une famille de mesures a` den-
site´ sur R, qui est connue pour eˆtre une “bonne approximation” des mesures binomiales : les
mesures gaussiennes γ(nt, nt(1 − t)). Comme ces calculs ne seront pas utiles par la suite, nous
ne chercherons pas a` rendre cette “ressemblance” rigoureuse.
Une mesure de probabilite´ suivant la loi γ(x− nt, nt(1− t)) a pour densite´ par rapport a` la
mesure de Lebesgue sur R :
ρ(x, t) = 1√
2pint(1− t) exp
(
− (x− nt)
2
2nt(1− t)
)
,
donc
(log ρ)(x, t) = Cte − 12 log(t(1− t))−
(x− nt)2
2nt(1− t) .
Le calcul de l’entropie de cette mesure ne fait intervenir que les moments d’ordre 0 et 2 de la loi
γ(nt, nt(1− t)) et on obtient
H(t) := H(γ(x− nt, nt(1− t))) = Cte − 12 log(t(1− t)),
ce qui donne
H ′′(t) = 12
( 1
t2
+ 1(1− t)2
)
≥ 0.
L’entropie de la loi γ(nt, nt(1− t)) est donc une fonction (strictement) convexe de t ∈ ]0, 1[, on
peut espe´rer qu’il en soit de meˆme pour la loi binomiale.
C’est effectivement le cas. Ce re´sultat est attribue´ a` Olkin et Shepp (voir [SO], le meˆme
article e´nonce la conjecture 4.8.1). Rappelons que nous utilisons les conventions Ckn = 0 si
k /∈ {0, . . . , n} et 0 log 0 = 0.
The´ore`me 4.3.1. Pour k ∈ Z, on pose bkn(t) = Ckntk(1− t)n−k. La fonction d’entropie
H(t) :=
∑
k∈Z
bkn(t) log bkn(t)
est alors convexe sur [0, 1].
Preuve du The´ore`me 4.3.1 : On a
log(bkn(t)) = log(Ckn) + k log(t) + (n− k) log(1− t).
E´tudions d’abord les deux termes de´pendant de t :
H2(t) :=
∑
k∈Z
(k log(t) + (n− k) log(1− t))bkn(t)
= log(t)
∑
k∈Z
kbkn(t) + log(1− t)
∑
k∈Z
(nk)bkn(t)
= nt log(t) + n(1− t) log(1− t),
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donc
H ′′2 (t) =
n
t(1− t) ·
Le terme restant, note´ H1(t), est un peu plus de´licat a` e´tudier. On utilise successivement la
Proposition 4.5.5 (e´nonce´e plus loin), puis une transformation d’Abel :
H ′′1 (t) = n(n− 1)
∑
k∈Z
∇2bkn−2(t) log(Ckn)
= n(n− 1)
∑
k∈Z
bkn−2(t)(log(Ck+2n )− 2 log(Ck+1n + log(Ckn))
= n(n− 1)
∑
k∈Z
bkn−2(t) log
(
CknC
k+2
n
Ck+1n
2
)
.
Le quotient de coefficients binomiaux peut se simplifier. En effet, si k ∈ {0, . . . , n−2}, on a :
CknC
k+2
n
Ck+1n
2 =
(k + 1)!2
k!(k + 2)!
(n− k − 1)!2
(n− k)!(n− k − 2)!
= k + 1
k + 2
n− k − 1
n− k ·
On peut de´ja` constater la ne´gativite´ de H ′′1 (t). Il reste a` espe´rer qu’elle sera compense´e par
la positivite´ de H ′′2 (t). Poursuivons les calculs en se´parant la somme en deux.
H ′′1 (t) = −n(n− 1)
∑
k∈Z
bkn−2(t) log
(
1 + 1
k + 1
)
+
∑
k∈Z
bkn−2(t) log
(
1 + 1
n− k − 1
) .
En utilisant l’ine´galite´ log(1 + x) ≤ x, on obtient
H ′′1 (t) ≥ −
∑
k∈Z
n(n− 1)bkn−2(t)
k + 1 −
∑
k∈Z
n(n− 1)bkn−2(t)
n− k − 1 .
Remarquons ensuite que, si k ∈ {0, . . . , n− 2}, on a
(n− 1)b
k
n−2(t)
k + 1 =
n− 1
k + 1
(n− 2)!
k!(n− 2− k)! t
k(1− t)n−2−k
= 1
t
bk+1n−1(t),
donc
−
∑
k∈Z
n(n− 1)bkn−2(t)
k + 1 = −
n
t
n−1∑
k=1
bkn−1(t) ≥ −
n
t
.
De meˆme
−
∑
k∈Z
n(n− 1)bkn−2(t)
n− k − 1 ≥ −
n
1− t .
Au final, on a montre´ que
H ′′1 (t) ≥ −
n
t(1− t) ,
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donc H ′′(t) ≥ 0. 
Cette de´monstration est la plus compacte que l’on puisse donner du The´ore`me 4.3.1. Nous
pouvons aussi de´duire ce the´ore`me du The´ore`me 4.7.5, qui est plus ge´ne´ral. Nous pouvons
e´galement remarquer qu’en utilisant une ine´galite´ plus fine que log(1 + x) ≤ x, on aurait pu
montrer la stricte convexite´ deH. Il est inte´ressant de noter que les termes obtenus en poussant ce
de´veloppement limite´ un peu plus loin ressemblent au terme 12
(
1
t2 +
1
(1−t)2
)
obtenu par analogie
avec le cas continu.
4.4 Translation de mesures de probabilite´ sur un graphe line´aire
Dans ce paragraphe, nous de´crivons une proce´dure simple qui permet d’aboutir a` une notion
satisfaisante de translation de mesures sur le graphe line´aire. Cette proce´dure permet en meˆme
temps de construire un ope´rateur de de´rivation discre`te ∇n sur {0, . . . , n} qui sera utilise´ en fin
de partie pour obtenir une ine´galite´ de Poincare´ optimale pour la mesure binomiale.
Les re´sultats pre´sente´s dans cette partie feront l’objet d’un article e´crit en collaboration avec les
professeurs Johnson et Yu.
4.4.1 L’e´quation de translation
Soient µ(0) et µ(1) deux mesures de probabilite´ sur le graphe line´aire. On dit que µ(1) est
la n-translate´e a` droite de µ(0) si, pour tout k ∈ Z, on a µk(0) = µk+n(1). Le couplage optimal
entre ces deux mesures est tre`s simple a` de´terminer.
Proposition 4.4.1. Le couplage optimal entre µ(0) et µ(1) est la mesure de probabilite´ pi sur
Z× Z telle que pii,i+n = µi(0).
Preuve : La proposition se de´montre tre`s simplement en utilisant la Proposition 2.1.13. En
effet, soit i0 l’indice maximal pour lequel µi(0) > 0. Si on suppose que pii0,i0+n < µi0 , alors
il existe deux indices i 6= i0 et j 6= i0 + n tels que pii0,j > 0 et pii,i0+n. Mais la de´finition de
i0 entraˆıne que j < i0 + n et i < i0, ce qui contredit la Proposition 2.1.13. On en de´duit que
pii0,i0+n = µi0(0) et on poursuit la preuve de proche en proche. 
On peut alors de´finir une n-translation a` droite de µ(0) comme une interpolation entre µ(0)
et µ(1) ve´rifiant l’hypothe`se de bon de´part (De´finition 4.1.4).
De´finition 4.4.2. Soit µ(0) une mesure de probabilite´ sur le graphe line´aire, et n un entier
naturel. Une n-translation a` droite de µ(0) est une famille de mesures (µ(t))t∈[0,1] telle que :
(i) ∀i ∈ Z , µi(0) = µi+n(1).
(ii) ∀i ∈ Z , µi′(0) = −n(µi(0)− µi−1(0)).
La Proposition 4.1.5 montre l’existence d’une telle interpolation (µ(t))t∈[0,1]. La connais-
sance du couplage optimal permet d’e´crire explicitement l’interpolation binomiale de´crite dans
la preuve de la Proposition 4.1.5 :
µk(t) =
∑
i,j∈Z
bki,j(t)pii,j
=
∑
i∈Z
bki,i+n(t)µi(0)
=
∑
i∈Z
bk−in (t)µi(0)
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La famille (µ(t))t∈[0,1] peut donc eˆtre vue comme le produit de convolution de la mesure
initiale µ(0) avec la mesure binomiale Bin(n, t).
Dans le reste du paragraphe, nous allons montrer que la convolution binomiale apparaˆıt
comme solution d’un autre proble`me fortement lie´ a` la translation de mesures. Pour cela,
examinons le comportement d’une translation de mesures a` densite´ sur la droite re´elle. Si
d(µ(0))(x) = ρ(0, x)dx est une mesure de probabilite´ sur R, sa n-translate´e a` droite est la
mesure µ(1) de densite´ ρ(1, x) = ρ(0, x− n). Il est alors tre`s simple de construire la ge´ode´sique
de Wasserstein entre µ(0) et µ(1) : c’est la famille de mesures (µ(t))t∈[0,1] ayant pour densite´
ρ(t, x) = ρ(0, x− nt). Un rapide calcul donne alors
∂
∂t
ρ(t, x) = −n ∂
∂x
ρ(t, x). (4.1)
Dans le langage des distributions, l’e´quation s’e´crit
∀f ∈ C∞c (R),
∂
∂t
∫
f(x)d(µ(t))(x) = n
∫
∂
∂x
f(x)d(µ(t))(x). (4.2)
La solution fondamentale de cette EDP au sens des distributions est la mesure de Dirac δ(x−nt).
La densite´ au temps t de la n-translation d’une mesure ρ(0, x)dx est alors donne´e par
ρ(t, x) = (δ(.− nt) ? ρ(0, .))(x). (4.3)
Une question naturelle est de savoir s’il y a moyen d’adapter cette me´thode aux graphes
line´aires. L’avantage de cette me´thode est qu’elle permet de de´duire toutes les n-translations de
mesures de la n-translation de la mesure de Dirac en 0, par un simple produit de convolution.
On rencontre tre`s vite un proble`me en tentant d’adapter l’e´quation (4.1) a` un cadre discret :
la de´rive´e spatiale d’une fonction n’est pas de´finie de manie`re univoque. Par exemple :
De´finition 4.4.3. Soit a := (ak)k∈Z une fonction de´finie sur Z.
La de´rive´e a` gauche de a au point k ∈ Z est donne´e par (∇la)k := ak − ak−1.
La de´rive´e a` droite de a au point k ∈ Z est donne´e par (∇ra)k := ak+1 − ak.
Plus ge´ne´ralement, toute combinaison convexe entre la de´rivation a` droite et la de´rivation a`
gauche me´rite l’appellation de de´rivation spatiale. Donnons-en une de´finition ge´ne´rale.
De´finition 4.4.4. Une de´rivation spatiale ∇ sur Z associe a` toute fonction a := (ak)k∈Z une
autre fonction ((∇a)k)k∈Z ou`, pour tout k ∈ Z, il existe un coefficient αk ∈ [0, 1] tel que
(∇a)k = αk(∇la)k + (1− αk)(∇ra)k.
L’application∇ est clairement line´aire sur l’espace des fonctions re´elles de´finies sur Z. Comme
nous nous inte´ressons aux graphes line´aires, on peut restreindre l’e´tude des de´rivations a` l’ensem-
ble des fonctions a` support compact, qui est inclus dans l’espace l2(Z).
Proposition 4.4.5. E´tant donne´e une de´rivation spatiale ∇, on a une formule d’inte´gration
par parties “faible” : ∑
k∈Z
(∇a)kbk = −
∑
k∈Z
ak(∇˜b)k,
ou` l’ope´rateur ∇˜ = −∇T est de´fini comme l’oppose´ de l’adjoint de ∇ pour le produit scalaire
usuel sur l2(Z).
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Notons qu’en ge´ne´ral, l’application ∇˜ n’est pas une de´rivation.
Nous pouvons maintenant de´finir ce qu’est une solution fondamentale au proble`me de n-
translation. Il suffit d’exprimer, en langage discret, que cette solution fondamentale ve´rifie
l’EDP (4.2) et satisfait aux bonnes conditions initiale et finale.
De´finition 4.4.6. Soit ∇ une de´rivation sur Z. Une solution fondamentale pour le proble`me
de n-translation associe´ a` ∇ est une famille de mesures de probabilite´ (µk∇(t))k∈Z, ou` t ∈ [0, 1],
ve´rifiant l’e´quation
∀f ∈ RZ,
∑
k∈Z
∂
∂t
µk∇(t)f(k) = n
∑
k∈Z
µk∇(t)∇f(k), (4.4)
et satisfaisant les conditions initiale µ(0) = δ0 et finale µ(1) = δn.
Remarquons que la recherche de solutions a` un tel proble`me peut paraˆıtre tre`s simple au
premier abord. Le the´ore`me de Cauchy-Lipschitz donne l’existence et l’unicite´ de solutions a`
l’e´quation (4.4), quelle que soit la de´rivation choisie. Mais il y a une condition supple´mentaire
a` ve´rifier, qui s’ave`re eˆtre tre`s contraignante : il faut que les coefficients µk(t) restent positifs,
quels que soient k et t. Cette condition va restreindre tre`s fortement l’ensemble des de´rivations
pour lesquelles il y a une solution fondamentale au proble`me de n-translation.
Remarquons de´ja` qu’a` partir d’une solution fondamentale associe´e a` une de´rivation ∇, on
peut construire simplement une solution fondamentale associe´e a` une autre de´rivation.
De´finition 4.4.7. Soient n ≥ 1 et ∇ une de´rivation sur Z associe´e aux coefficients (αk)k∈Z. La
de´rivation re´ciproque de ∇ (et associe´e a` n), note´e ∇∗, est la de´rivation sur Z de´finie par les
coefficients (1− αn−k)k∈Z.
En reprenant point par point la de´finition 4.4.6, on montre alors :
Proposition 4.4.8. On suppose qu’il existe une solution fondamentale µ(t) au proble`me de
n-translation associe´ a` ∇. On de´finit la famille de mesures µ∗(t) par
∀k ∈ Z, µk∗(t) = µn−k(1− t).
La famille µ∗(t) est alors solution fondamentale au proble`me de n-translation associe´ a` ∇∗.
4.4.2 Existence d’une solution
Nous commenc¸ons par rechercher des conditions ne´cessaires sur une de´rivation ∇ pour qu’il
existe une solution fondamentale associe´e a` ∇. Cette analyse pre´liminaire nous permettra de
nous ramener a` un proble`me d’alge`bre line´aire en dimension finie, plus simple a` e´tudier.
Proposition 4.4.9. S’il existe une solution fondamentale µ(t) au proble`me de n-translation
pour une certaine de´rivation ∇, alors α0 = 0 et αn = 1.
De plus, le support de µ(t) est ne´cessairement inclus dans {0, . . . , n}.
Preuve : Soit f de´finie par f(k) = 0 si k < 0, f(k) = 1 si k ≥ 0. On ve´rifie que ∇f(0) = α0,
∇f(−1) = 1− α−1 et qu’en les autres points ∇f(k) = 0. La fonction
g(t) :=
∑
k∈Z
f(k)µk(t) =
∑
k≥0
µk(t)
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est telle que g(0) = 1, g(1) = 1 et
g′(t) = n((1− α−1)µ−1(t) + α0µ0(t)) ≥ 0.
La fonction g est donc constante e´gale a` 1. En particulier, on a g′(0) = 0, ce qui donne α0 = 0.
De plus, le fait que g = 1 implique que le support de µ(t) est inclus dans {k ∈ Z | k ≥ 0}.
En conside´rant la fonction f de´finie par f(k) = 1 si k ≤ n et f(k) = 0 si k > n, on montre de
la meˆme fac¸on que αn = 1 et que le support de µ(t) est inclus dans {k ∈ Z | k ≤ n}. 
L’inte´reˆt de la dernie`re proposition est qu’elle permet de se ramener a` un proble`me d’alge`bre
line´aire en dimension finie. En effet, plac¸ons-nous dans la base canonique BC = {e0, . . . , en} des
fonctions {0, . . . , n} → R. E´tant donne´e une de´rivation ∇ telle que α0 = 0 et αn = 1, on note
A∇ la matrice de n∇T dans la base BC. C’est une matrice de taille n+1×n+1, qui peut s’e´crire
explicitement en fonction des coefficients αk de´finissant ∇ :
A∇ = n

−1 −α1 0 0 · · · 0
1 2α1 − 1 −α2 0
...
0 1− α1 2α2 − 1 −α3 . . .
...
... 0 . . . . . . . . . 0
... . . . . . . 2αn−1 − 1 −1
0 0 · · · 0 1− αn−1 1

.
On note X(t) la matrice colonne associe´e a` une solution fondamentale (µ(t))t∈[0,1] pour
le proble`me de n-translation associe´ a` ∇ (si une telle solution existe). L’e´quation de transla-
tion (4.4) s’e´crit alors
X ′(t) = A∇X(t). (4.5)
On dira qu’une famille X(t), t ∈ [0, 1] est solution au proble`me de n-translation associe´ a` la
matrice de de´rivation A∇ si elle ve´rifie l’e´quation (4.5) ainsi que les conditions initiale X(0) =
(1, 0 . . . , 0)T = e0 et finale X(1) = (0, . . . , 0, 1)T = en. On peut ve´rifier facilement que sous ces
conditions, les vecteurs X(t) repre´sentent tous des mesures de probabilite´. Les proprie´te´s des
syte`mes diffe´rentiels line´aires permettent de re´sumer l’analyse du proble`me :
The´ore`me 4.4.10. Soit ∇ une de´rivation sur Z. Il existe une solution fondamentale (µ(t))t∈[0,1]
au proble`me de n-translation associe´ a` ∇ si et seulement si
exp(A∇) · e0 = en. (4.6)
et si, pour tout t ∈ [0, 1], le vecteur exp(tA∇) · e0 a tous ses coefficients positifs. Dans ce cas,
pour tout t ∈ [0, 1], le vecteur X(t) repre´sentant µ(t) dans la base canonique BC ve´rifie
X(t) = exp(tA∇) · e0.
Examinons en de´tail le cas ou` n = 1. Dans ce cas, on a α0 = 1 et α1 = 0, donc la matrice
A∇ s’e´crit ne´cessairement
A∇ =
(
−1 −1
1 1
)
.
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Cette matrice est nilpotente d’ordre 2, on a donc
exp(tA∇) = Id+ tA∇ =
(
1− t −t
t 1 + t
)
.
La condition (4.6) e´tant clairement ve´rifie´e, on en de´duit que l’unique solution fondamentale au
proble`me de 1-translation est donne´e par
µ0(t) = 1− t, µ1(t) = t.
Nous allons maintenant construire explicitement une solution fondamentale au proble`me
de n-translation pour tout entier n ≥ 2. D’apre`s ce qui a de´ja` e´te´ fait, il suffit de trouver des
coefficients α1, . . . , αn−1 tels que la matriceA∇ associe´e a` ces coefficients ve´rifie la condition (4.6).
Pour cela, introduisons une de´rivation particulie`re.
De´finition 4.4.11. Soit n ≥ 2. La de´rivation naturelle ∇n pour le proble`me de n-translation
est la de´rivation associe´e aux coefficients
∀k ∈ {0, . . . , n}, αk = k
n
.
L’ope´rateur de de´rivation naturelle est donc celui qui permet de passer de la fac¸on la plus
re´gulie`re qui soit d’une de´rivation a` droite en k = 0 a` une de´rivation a` gauche en k = n.
Remarquons que la de´rivation re´ciproque ∇∗ ve´rifie ∇∗ = ∇. Ceci montre en particulier que s’il
existe une solution fondamentale µ(t) associe´e a` ∇, on a ne´cessairement µk(t) = µn−k(1− t).
Si on note An := A∇n la matrice associe´e a` cette de´rivation, on a :
An =

−n −1 0 0 · · · 0
n −n+ 2 −2 0 ...
0 n− 1 −n+ 4 −3 . . . ...
... 0 . . . . . . . . . 0
... . . . 2 n− 2 −n
0 0 · · · 0 1 n

. (4.7)
Le the´ore`me suivant donne l’existence d’une solution fondamentale au proble`me de transla-
tion associe´e a` cette de´rivation naturelle. De plus, des calculs explicites permettent de montrer
que cette solution fondamentale est la famille des mesures binomiales Bin(n, t), lorsque t parcourt
[0, 1].
The´ore`me 4.4.12. La matrice An ve´rifie la condition (4.6). Par conse´quent, la famille µ(t)t∈[0,1]
des mesures associe´es aux vecteurs X(t) = exp(tAn) · e0 est une solution fondamentale au
proble`me de n-translation. De plus, on a
∀k ∈ {0, . . . , n}, ∀t ∈ [0, 1], µk(t) = bkn(t) := Ckntk(1− t)n−k.
Preuve : Tous les points du the´ore`me seront prouve´s si on arrive a` calculer explicitement
les coefficients de la premie`re colonne de exp(tAn), qui est e´gale au vecteur X(t). Le calcul
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de cette exponentielle est grandement simplifie´ une fois que l’on a remarque´ que la matrice
An est nilpotente d’ordre n. Nous allons maintenant construire une base dans laquelle cette
nilpotence apparaˆıt clairement. Une fac¸on de s’en sortir est de voir An comme la matrice d’un
endomorphisme de Rn[X] dans la base canonique BC := {1, . . . , Xn}.
Soit u : R[X] 7→ R[X] l’application line´aire de´finie par
∀P ∈ Rn[X], u(P )(X) = −(1−X)2P ′(X)− n(1−X)P (X).
On montre facilement que u(1) = −n+ nX et que, ∀ k ≥ 1,
u(Xk) = k(−1 + 2X −X2)Xk−1 − n(1−X)Xk
= −kXk−1 + (2k − n)Xk + (n− k)Xk+1.
En particulier, l’espace Rn[X] des polynoˆmes de degre´ au plus n est stable par u et la matrice
de la restriction de u a` Rn[X], e´crite dans la base canonique BC := (1, X, . . . ,Xn), est An.
De plus, des calculs simples montrent que
∀k ≥ 0, u((1−X)k) = −(n− k)(1−X)k+1.
Cela permet de prouver par re´currence sur k que
∀k ≥ 0, uk(1) = (−1)kk!Ckn(1−X)k.
La famille B := (u0(1), u(1), . . . , un(1)) est donc une base de Rn[X].
De plus, up(1) = 0 de`s que p > n. Cela prouve que l’endomorphisme u, et donc la matrice An,
sont nilpotents d’ordre exactement e´gal a` n.
La matrice Bn de u dans la base B s’e´crit
Bn =

0 0 · · · · · · 0
−n 0 · · · · · · 0
0 −n+ 1 · · · · · · 0
0 0 . . . · · · 0
0 0 · · · −1 0
 ,
et on a An = P−1BnP , ou` P est la matrice de passage de la base canonique a` la base B.
Le calcul de exp(An) peut donc se ramener au calcul, plus simple, de exp(Bn), a` condition
de connaˆıtre l’expression des matrices de passage P et P−1. Il est assez simple de calculer P−1,
en de´veloppant les polynoˆmes (1 − X)k. En revanche, le calcul explicite de P semble hors de
porte´e. Mais on n’a que besoin de connaˆıtre la valeur de P · e0, et on remarque que P · e0 = e0.
On en de´duit que les coefficients de la premie`re colonne de exp(t · An), pour t ∈ [0, 1] sont les
coefficients du polynoˆme (en X) exp(t · u)(1) e´crit dans la base canonique (1, X, . . . ,Xn).
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exp(t · u)(1) =
∞∑
k=0
tk
k!u
k(1)
=
n∑
k=0
Ckn(−1)k(1−X)ktk
= (1− t(1−X))n
= (tX + (1− t))n
=
n∑
k=0
Cknt
k(1− t)n−kXk
=
n∑
k=0
bkn(t)Xk.
Cela prouve que Xk(t) = bkn(t) et donc que (µ(t))t∈[0,1] est la famille des lois binomiales
Bin(n, t). En particulier, pour tout t ∈ [0, 1], (µk(t))k∈{0,...,n} est une mesure de probabilite´ et
µ(1) est la mesure de Dirac δn. 
4.4.3 Discussion autour de l’unicite´
Nous nous inte´ressons maintenant au proble`me de l’unicite´ de la solution fondamentale au
proble`me de n-translation. La conjecture d’unicite´ peut se re´sumer matriciellement de la fac¸on
suivante.
Conjecture 4.4.13. Soit n ≥ 1 et ∇ une de´rivation telle que α0 = 0 et αn = 1. On suppose
que la matrice associe´e A∇, de taille n+ 1× n+ 1, ve´rifie
exp(A∇) · e0 = en.
Les coefficients (αk)k∈{0,...,n} ve´rifient alors
∀k ∈ {0, . . . , n}, αk = k
n
.
L’inte´reˆt de cette conjecture est de faire apparaˆıtre l’utilisation de lois binomiales encore
plus naturelle. Cette conjecture est clairement vraie si n = 1, car il n’y a pas le choix dans la
de´finition de ∇. Avec un peu d’efforts, on peut re´soudre la conjecture pour le cas ou` n = 2.
Proposition 4.4.14. La conjecture 4.4.13 est vraie si n = 2.
Preuve : Il existe un coefficient α ∈ [0, 1] tel que la matrice A := A∇ s’e´crit
2 ·
 −1 −α 01 2α− 1 −1
0 1− α 1

Supposons que cette matrice ve´rifie la condition (4.6), et montrons que l’on a α = 1/2.
Une me´thode naturelle consisterait a` calculer directement exp(A∇). Cela est faisable de fac¸on
relativement aise´e, vu que A∇ est annule´e par le polynoˆme X3−2(2α−1)X2. Nous allons donner
ici une me´thode plus e´le´gante et moins calculatoire.
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Pour cela, nous allons d’abord montrer que A∇ est ne´cessairement nilpotente. Il est e´quivalent
de montrer que la seule valeur propre (e´ventuellement complexe) de l’ope´rateur de de´rivation ∇
est 0. Rappelons que la fonction partout e´gale a` 1 est dans le noyau de ∇. Soit f : Z → C une
fonction telle qu’il existe λ ∈ C avec ∇f = λf et telle que f 6= 0 (on montre alors facilement
que l’on a alors f(0) 6= 0). En particulier,
f(1)− f(0) = λf(0),
α(f(1)− f(0)) + (1− α)(f(2)− f(1)) = λf(1),
f(2)− f(1) = λf(2).
On en de´duit deux formules liant f(0) a` f(2) :
f(0) =
(
1− λ
α
)
f(2) , f(2) =
(
1 + λ1− α
)
f(0),
qui me`nent a` l’e´quation (
1− λ
α
)
·
(
1 + λ1− α
)
= 1
dont les solutions sont donne´es par λ = 0 et λ = 2α− 1.
Supposons que λ 6= 0. Alors α 6= 1/2 et
f(2) = α1− αf(0). (4.8)
D’un autre coˆte´, conside´rons la fonction
g(t) =
∑
k∈Z
µk∇(t)f(k).
Cette fonction ve´rifie l’e´quation diffe´rentielle g′(t) = λg(t) et satisfait les conditions initiale
g(0) = f(0) et finale g(1) = f(2). On en de´duit que
f(2) = eλf(0) = e2α−1f(0),
donc par l’e´quation (4.8) on a
e2α−1 = α1− α.
Une simple e´tude de fonction montre que la seule solution a` cette e´quation est donne´e par
α = 1/2, ce qui contredit a` l’hypothe`se λ 6= 0.
Ainsi la seule valeur propre de ∇ est 0 et donc la matrice Aλ est nilpotente d’ordre infe´rieur
ou e´gal a` 3. On en de´duit que les fonctions t 7→ µk(t), pour k ∈ {0, 1, 2} sont des fonctions
polynomiales de degre´ au plus 2. Notons X(t) = (µ0(t), µ1(t), µ2(t))T = (P0(t), P1(t), P2(t))T .
La relation X ′(t) = A∇X(t), ainsi que les conditions X(0) = (1, 0, 0)T , X(1) = (0, 0, 1)T
permettent de de´duire que P0(0) = 1, P ′0(0) = −2, P0(1) = 0, P ′0(1) = 0. Ces conditions
impliquent que P0(t) = (1 − t)2. De la meˆme fac¸on, on montre que P1(t) = 2t(1 − t) et que
P2(t) = t2. La mesure µ(t) suit donc la loi binomiale Bin(2, t), ce qui implique que α = 1/2. 
La me´thode utilise´e pour prouver la Proposition 4.4.14 peut eˆtre utilise´e pour e´claircir la
Conjecture 4.4.13. En particulier, on obtient une condition suffisante assez simple.
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Proposition 4.4.15. La conjecture 4.4.13 est vraie si la matrice A∇ est nilpotente.
Preuve : Remarquons que le noyau de A∇ est toujours de dimension 1. Donc, si A∇ est
nilpotente, elle l’est d’ordre n+1. La nilpotence de A∇ entraˆıne que les coefficients de exp(tA∇)·e0
sont des polynoˆmes en t, de degre´ au plus n. En effet,
exp(tA∇) · e0 =
n∑
k=0
tk
n!A
k
∇ · e0. (4.9)
Notons ces coefficients P0(t), . . . , Pn(t). La proposition sera prouve´e si on montre que ces fonc-
tions polynomiales sont les meˆmes que celles obtenues avec la de´rivation naturelle de´finie par
αk = k/n, c’est-a`-dire si on a, pour tout k ∈ {0, . . . , n}, Pk(t) = bkn(t). Pour cela, on va sim-
plement exploiter la tridiagonalite´ de A∇. Plus pre´cise´ment, on a le lemme e´le´mentaire, qui se
de´montre par re´currence sur k.
Lemme 4.4.16. Soit A une matrice tridiagonale de taille n+ 1×n+ 1 et k ∈ {0, . . . , n}. Alors
Ak · e0 ∈ vect(e0, . . . , ek).
On de´duit de ce lemme que, pour tout k ∈ {0, . . . , n}, le polynoˆme Pk(t) est divise´ par tk.
En conside´rant la de´rivation re´ciproque, on montre de meˆme que Pk(t) est divise´ par (1− t)n−k.
Pour des raisons de degre´, on a donc
Pk(t) = akQk(t) := aktk(1− t)n−k,
ou` a0, . . . , an sont des re´els positifs a` de´terminer. La famille (Qk)k∈{0,...,n} e´tant une base de
Rn[t], il existe un unique (n+ 1)-uplet a0, . . . , an tel que
∑n
k=0 akQk(t) = 1. Ce (n+ 1)-uplet est
donne´ par les coefficients binomiaux ak = Ckn, et ainsi
∀k ∈ {0, . . . , n}, Pk(t) = bkn(t),
et la proposition est donc prouve´e. 
La Conjecture 4.4.13 sera donc prouve´e si on montre que toute matrice de de´rivation ve´rifiant
la condition (4.6) est ne´cessairement nilpotente. Ce fait semble vrai mais reste une question
ouverte dans le cas ge´ne´ral. Nous allons le montrer dans un cas particulier en utilisant un
argument pour le moins inattendu. Rappelons qu’un nombre complexe est dit alge´brique s’il est
racine d’un polynoˆme a` coefficients rationnels. L’ensemble des nombres alge´briques forme un
corps (alge´briquement clos) pour les ope´rations usuelles. Nous utiliserons le re´sultat suivant sur
les nombres alge´briques, connu sous le nom de the´ore`me de Lindemann-Weierstrass (voir par
exemple [PS98, thm 2.2.]) :
The´ore`me 4.4.17. Si λ est un nombre alge´brique tel que eλ est aussi alge´brique, alors λ = 0.
Proposition 4.4.18. Soit ∇ une de´rivation sur {0, . . . , n}, de´finie a` partir d’une famille de
coefficients α1, . . . , αn−1. On suppose que ces coefficients sont tous des nombres alge´briques. On
suppose que la matrice A∇ ve´rifie la condition (4.6). Alors A∇ est nilpotente.
Preuve : Remarquons que la nilpotence de A∇ est e´quivalente a` celle de l’ope´rateur ∇, car
ce sont des applications adjointes l’une de l’autre (a` constante multiplicative pre`s). De plus ∇
est nilpotente si et seulement si sa seule valeur propre (e´ventuellement complexe) est 0.
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Supposons donc que ∇ posse`de une valeur propre λ 6= 0. Soit f : {0, . . . , n} → C un vecteur
propre associe´. On a donc
∀k ∈ {0, . . . , n}, αk(f(k)− f(k − 1)) + (1− αk)(f(k + 1)− f(k)) = λf(k).
On peut de´ja` remarquer que f(0) 6= 0. En effet, on aurait sinon f(1) = (1 + λ)f(0) = 0, et par
re´currence f(k) = 0 pour tout k, donc f serait le vecteur nul. De plus, λ est racine du polynoˆme
caracte´ristique de ∇ et ce polynoˆme est a` coefficients alge´briques. On en de´duit que λ est un
nombre alge´brique.
Soit (µ(t)) une solution fondamentale au proble`me de n-translation associe´ a` ∇ (rappelons
que son existence est e´quivalente a` la condition (4.6)). On de´finit la fonction g : [0, 1]→ C par
g(t) :=
n∑
k=0
f(k)µk(t).
On a alors
g′(t) =
n∑
k=0
(∇f)(k)µk(t) = λ
n∑
k=0
f(k)µk(t) = λg(t).
De plus, la fonction g ve´rifie les conditions initiale g(0) = f(0) et finale g(1) = f(n). On en
de´duit une relation entre f(0) et f(n) :
f(n)
f(0) = e
λ. (4.10)
Par le The´ore`me 4.4.17, comme λ est alge´brique, il suffit de montrer que le quotient f(n)/f(0) est
aussi alge´brique. Pour cela, remarquons que f(1)/f(0) + 1 +λ est alge´brique et que, pour k ≥ 2,
on peut exprimer le quotient f(k)/f(0) en termes d’ope´rations e´le´mentaires sur les coefficients
f(k− 1)/f(0), f(k− 2)/f(0) et αk. On peut alors montrer par re´currence sur k que la quantite´
f(k)/f(0) est un nombre alge´brique. Le The´ore`me 4.4.17 montre alors que λ = 0, ce qui est une
contradiction, et la proposition est prouve´e. 
4.4.4 Une ine´galite´ de Poincare´ pour la loi binomiale
Les re´sultats pre´sente´s dans ce paragraphe ont e´te´ obtenus en collaboration avec Johnson et
Yu suite a` une discussion autour de l’ope´rateur naturel de de´rivation ∇n. Dans toute la suite,
on se fixe un entier n ≥ 1 et on note ∇ := ∇n l’ope´rateur de de´rivation de´fini par
(∇f)(k) = k
n
(f(k)− f(k − 1)) + n− k
n
(f(k + 1)− f(k)). (4.11)
Soit ∇∗ l’ope´rateur adjoint de ∇ pour le produit scalaire usuel sur l2({0, . . . , n}) (en parti-
culier ∇∗ est distinct de ∇˜). On a la formule
∇∗g(k) = 1
n
((n− k + 1)g(k − 1)− (n− 2k)g(k)− (k + 1)g(k + 1)) ,
ou` on a pose´ g(−1) = g(n+ 1) = 0.
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On se fixe dore´navant un certain t ∈ ]0, 1[. Soit ∇˜ l’ope´rateur adjoint de ∇ pour le produit
scalaire par rapport a` la mesure binomiale bn(t) (le fait que t /∈ {0, 1} assure que c’est bien un
produit scalaire sur l’ensemble des fonctions {0, . . . , n} → R). On a :
∇˜ f(k) = 1
bkn(t)
∇∗(f(k)bkn(t))
= n− k + 1
n
bk−1n (t)
bkn(t)
f(k − 1)− n− 2k
n
f(k)− k + 1
n
bk+1n (t)
bkn(t)
f(k + 1).
La formule pre´ce´dente peut eˆtre simplifie´e, en remarquant que, si k ≥ 1 :
bk−1n (t)
bkn(t)
= n!(k − 1)!(n− k + 1)!
k!(n− k)!
n!
tk−1(1− t)n−k+1
tk(1− t)n−k
= k
n− k + 1
1− t
t
.
Si k = 0, on remarque que la formule reste vraie. Donc
∇˜ f(k) = k
n
1− t
t
f(k − 1)− n− 2k
n
f(k)− n− k
n
t
1− tf(k + 1). (4.12)
Nous allons maintenant voir que les ope´rateurs ∇ et ∇˜ se comportent remarquablement
bien avec une base de polynoˆmes orthogonaux pour le produit scalaire par rapport a` bkn. Ces
polynoˆmes orthogonaux sont ge´ne´ralement appele´s polynoˆmes de Krawtchouk. Ceux-ci ont e´te´
“rede´couverts” par T. Young en 1967 dans l’article (REF). Dans la suite, nous utiliserons les
conventions de normalisation de cet article. Sans chercher a` expliciter ces polynoˆmes, nous
pouvons re´sumer les re´sultats qui nous seront utiles par la suite.
The´ore`me 4.4.19. Il existe une base de polynoˆmes en k, note´e φ0, . . . , φn, a` degre´s e´tage´s (i.e.
telle que deg(φr) = r), et telle que
n∑
k=0
φr(k)φr′(k)bkn(t) = 0
de`s que r 6= r′. Cette famille de polynoˆmes est uniquement de´termine´e par l’e´quation polynomiale
(en w)
n∑
r=0
(1− t)r
r! φr(k)w
r = (1 + (1− t)w)k(1− tw)n−k. (4.13)
Nous allons un peu de´grossir le terrain en e´tudiant le polynoˆme
P (k,w) := (1 + (1− t)w)k(1− tw)n−k.
En abusant un peu des notations (il faut garder a` l’esprit que les fractions rationnelles e´crites
sont en fait des polynoˆmes), on calcule :
∂
∂w
P (k,w) = P (k,w)
( (1− t)k
1 + (1− t)w −
t(n− k)
1− tw
)
.
De meˆme, les de´rive´es discre`tes en k de P (k,w) peuvent eˆtre obtenues graˆce aux formules
∀k ≥ 1, P (k − 1, w) = P (k,w) 1− tw1 + (1− t)w,
86 CHAPITRE 4. LE CAS DES GRAPHES LINE´AIRES
∀k ≤ n− 1, P (k + 1, w) = P (k,w)1 + (1− t)w1− tw .
Enfin, en remarquant que wr ′ = rwr−1, on obtient
n∑
r=0
(1− t)r
r! rφr(k)w
r = w ∂
∂w
P (k,w).
Proposition 4.4.20. L’ope´rateur ∇ envoie tout polynoˆme de Krawtchouk sur un multiple du
polynoˆme de Krawtchouk pre´ce´dent. Plus pre´cise´ment, pour tout r ∈ {0, . . . , n}, on a
∇φr = r(n− r + 1)
n(1− t) φr−1.
Remarquons que φ0 est la fonction identiquement e´gale a` 1, donc que ∇φ0 = 0, ce qui donne
un sens a` l’e´nonce´ du the´ore`me quand r = 0. Pour simplifier la preuve suivante, nous noterons
φ−1 = 0.
Preuve de la Proposition 4.4.20 : Il suffit de ve´rifier l’identite´ polynomiale
n∑
r=0
(1− t)r
r! ∇φr(k)w
r =
n∑
r=0
(1− t)r
r!
r(n− r + 1)
n(1− t) φr−1(k)w
r.
Nous allons utiliser la formule (4.13) pour exprimer les deux termes de l’e´quation pre´ce´dente en
fonction du polynoˆme P (k,w). Tout d’abord, on a
n∑
r=0
(1− t)r
r! ∇φr(k)w
r = ∇P (k,w)
= P (k,w)
n
(
k
(
1− P (k − 1, w)
P (k,w)
)
+ (n− k)
(
P (k + 1, w)
P (k,w) − 1
))
= P (k,w)
n
(
k
(
1− 1− tw1 + (1− t)w
)
+ (n− k)
(1 + (1− t)w
1− tw − 1
))
= P (k,w)
n
w
(
k
1 + (1− t)w +
n− k
1− tw
)
.
Pour le membre de droite, on a
n∑
r=0
(1− t)r
r!
r(n− r + 1)
n(1− t) φr−1(k)w
r = w
n
n∑
r=0
(1− t)r
r! (n− r)φr(k)w
r
= w
n
(
nP (k,w)− w ∂
∂w
P (k,w)
)
= P (k,w)
n
w
(
n− w
( (1− t)k
1 + (1− t)w −
t(n− k)
1− tw
))
= P (k,w)
n
w
(
k
(
1− (1− t)w1 + (1− t)w
)
+ (n− k)
(
1− tw1− tw
))
= P (k,w)
n
w
(
k
1 + (1− t)w +
n− k
1− tw
)
.
On a bien l’e´galite´ voulue. 
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Proposition 4.4.21. L’ope´rateur ∇˜ envoie tout polynoˆme de Krawtchouk sur un multiple du
polynoˆme de Krawtchouk suivant. Plus pre´cise´ment, pour tout r ∈ {0, . . . , n− 1}, on a
∇˜φr = 1
nt
φr+1.
Preuve : Il suffit de prouver l’identite´ polynomiale
n∑
r=0
(1− t)r
r! ∇˜φr(k)w
r =
n∑
r=0
(1− t)r
r!
1
nt
φr+1(k)wr.
Commenc¸ons par e´tudier le membre de droite. En utilisant la convention φn+1 = 0, on a
n∑
r=0
(1− t)r
r!
1
nt
φr+1(k)wr =
1
nt(1− t)w
n∑
r=0
(1− t)r+1
(r + 1)! (r + 1)φr+1(k)w
r+1
= 1
nt(1− t)w
n∑
r=1
(1− t)r
r! rφr(k)w
r
= 1
nt(1− t)w
n∑
r=0
(1− t)r
r! rφr(k)w
r
= 1
nt(1− t)ww
∂
∂w
P (k,w)
= 1
nt(1− t)P (k,w)
( (1− t)k
1 + (1− t)w −
t(n− k)
1− tw
)
.
Le membre de gauche peut s’e´crire
n∑
r=0
(1− t)r
r! ∇˜φr(k)w
r = ∇˜P (k,w),
et on calcule
∇˜P (k,w) = P (k,w)
(
k
n
1− t
t
P (k − 1, w)
P (k,w) −
n− 2k
n
− n− k
n
t
1− t
P (k + 1, w)
P (k,w)
)
= P (k,w)
nt(1− t)
(
k(1− t)2 1− tw1 + (1− t)w − (n− 2k)t(1− t)− (n− k)t
2 1 + (1− t)w
1− tw
)
= P (k,w)
nt(1− t)
(
(1− t)k
((1− t)(1− tw)
1 + (1− t)w + t
)
−t(n− k)
(
t(1 + (1− t)w)
1− tw + (1− t)
))
= 1
nt(1− t)P (k,w)
( (1− t)k
1 + (1− t)w −
t(n− k)
1− tw
)
.
On obtient bien l’identite´ polynomiale voulue. 
On de´duit imme´diatement des deux propositions pre´ce´dentes :
The´ore`me 4.4.22. La base (φ0, . . . , φn) des polynoˆmes de Krawtchouk-Young est forme´e de
vecteurs propres pour l’application ∇˜ ◦∇ :
∀r ∈ {0, . . . , n}, ∇˜ ◦∇φr = r(n− r + 1)
n2t(1− t) .
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Remarquons que les valeurs propres ne sont pas deux a` deux distinctes, ce qui ne permet pas
de retrouver le fait que la famille (φ0, . . . , φn) est une base de l’espace des fonctions {0, . . . , n} →
R : c’est le fait que la famille soit orthogonale pour le produit scalaire binomiale qui assure que
l’on a bien une base.
Du The´ore`me 4.4.22 on de´duit classiquement une ine´galite´ de Poincare´ optimale pour la loi
binomiale, relativement a` l’ope´rateur de de´rivation naturelle, avec une description comple`te des
minimiseurs :
The´ore`me 4.4.23. Soit t ∈ [0, 1] et f : {0, . . . , n} → R une fonction telle que ∑nk=0 f(k)bkn(t) =
0. On a alors
n∑
k=0
|∇f(k)|2bkn(t) ≤
1
nt(1− t)
n∑
k=0
|f(k)|2bkn(t).
L’ine´galite´ devient une e´galite´ si et seulement si la fonction f est combinaison line´aire de φ1 et
φn.
L’e´quation (4.13) permet d’expliciter les fonctions φ1 et φn. On obtient
φ1(k) =
1
1− t(k − nt), φn(k) = n!
( −t
1− t
)n−k
.
4.5 Les convolutions binomiales
Ce chapitre, de nature essentiellement technique, se propose d’e´tudier les proprie´te´s de base
des convolutions binomiales. Un accent particulier est mis sur une grandeur appele´e module de
log-concavite´, qui se comporte remarquablement bien avec les convolutions binomiales et qui
fournira des formules permettant de controˆler certains de´veloppements limite´s dans la septie`me
partie de ce chapitre.
De´finition 4.5.1. Pour un entier n ≥ 0 un re´el t ∈ [0, 1], on notera par Bin(n, t) := (bkn(t))k∈Z
la loi binomiale de parame`tre t sur {0, . . . , n}, de´finie par
∀k ∈ {0, . . . , n}, bkn(t) := Ckntk(1− t)n−k,
et bkn(t) = 0 si k /∈ {0, . . . , n}. Si n ≤ 0, la loi Bin(n, t) est la mesure de Dirac en 0.
De´finition 4.5.2. Soit a = (ak) k∈Z une mesure de probabilite´ sur un graphe line´aire, n ≥ 0 un
entier et t ∈ [0, 1] un re´el. La convole´e binomiale de a, de longueur n et de parame`tre t, note´e
an := (akn) k∈Z, est de´finie par
an := a ? Bin(n, t).
Plus pre´cise´ment, on a
∀k ∈ Z, akn =
∑
l∈Z
ak−lbln(t) =
∑
l∈Z
albk−ln (t).
L’e´le´ment neutre du produit de convolution est la mesure de Dirac en 0, note´e δ0. On en
de´duit que a = a0 et (δ0)kn = bkn.
Comme un produit de convolution continu, le slogan “la de´rive´e du produit de convolution est le
produit de convolution par la de´rive´e” reste vrai. Il faut ne´anmoins faire ici attention au choix
de la de´rive´e.
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Proposition 4.5.3. Pour toute de´rivation ∇ sur Z, on a
∇(a ? Bin(n, t)) := a ? (∇Bin(n, t)).
Preuve : La de´monstration e´tant la meˆme quel que soit le choix de la de´rivation, montrons
la proposition par exemple pour la de´rive´e a` gauche.
Pour k ∈ Z, on calcule :
akn − ak−1n =
∑
l∈Z
al(bk−ln − bk−1−ln )
=
∑
l∈Z
al∇bk−ln .

Une proprie´te´ tre`s simple et tre`s utile permet de relier les distributions an, pour diffe´rentes
valeurs de n :
Proposition 4.5.4. Pour n ≥ 1 et k ∈ Z, on a la formule de re´currence
akn(t) = (1− t)akn−1(t) + takn−1(t).
Preuve : Il est suffisant de montrer cette proposition dans le cas ou` an = Bin(n, t), le cas
ge´ne´ral se de´duisant par convolution. Dans ce cas, la proposition de´coule de la ce´le´bre identite´
de Pascal Ckn = Ckn−1 − Ck−1n−1. 
Remarquons que si l’on applique deux fois la proposition pre´ce´dente, on obtient la formule
akn(t) = (1− t)2akn−2(t) + 2t(1− t)ak−1n−2(t) + (1− t)2ak−2n−2(t).
On a vu au paragraphe pre´ce´dent que la convolution binomiale est la ge´ne´ralisation naturelle
de la convolution par la solution fondamentale de l’e´quation de n-translation sur la droite re´elle :
∂
∂t = −n ∂∂x . Dans le cas discret, cette e´quation est de´crite dans la De´finition 4.4.6. Cependant,
et dans tout le reste de ce chapitre, nous allons adopter un point de vue le´ge`rement diffe´rent,
qui part du principe qu’il est plus simple de conside´rer l’e´quation suivante, qui n’est plus une
EDP mais est un outil plus facile a` manier.
Proposition 4.5.5. On a la formule de de´rivation
(akn)′ = −n∇1akn−1.
Cette proprie´te´ se de´montre par re´currence sur n, en utilisant la Proposition 4.5.4.
Faisons quelques remarques sur les notations : tout d’abord, la de´pendance en t ne sera plus
explicite. La notation (akn)′ de´signe la de´rive´e temporelle de la fonction akn . Enfin, la de´rive´e
(spatiale) a` gauche est de´signe´e par ∇1. De meˆme, on notera par ∇2 la de´rive´e seconde “double-
ment a` gauche” : ∇2ak := ak − 2ak−1 + ak−2. La raison de cette notation vient principalement
du fait que l’on appliquera tre`s souvent la Proposition 4.5.5, qui produit une de´rive´e a` gauche.
La Proposition 4.5.5 met en avant un phe´nome`ne de´ja` aperc¸u dans la construction de la
de´rivation naturelle ∇n, et qui est la cle´ de la compre´hension de la diffe´rence entre le cadre
discret et le cadre continu. Ce phe´nome`ne peut eˆtre nomme´ “basculement de la de´rive´e”. Quand
t = 0, on a akn = akn−1, donc akn
′(0) = −n(akn(0)− ak−1n (0)) : la de´rive´e de akn en t = 0 s’exprime
en terme d’une de´rive´e a` gauche de akn. De la meˆme fac¸on, on a akn
′(1) = −n(ak+1n (1) − akn) :
la de´rive´e de akn en t = 1 s’exprime en terme d’une de´rive´e a` droite de akn. Ces deux proprie´te´s
peuvent se lire sur l’ope´rateur ∇n par le fait que α0 = 0 et αn = 1.
La combinaison des Propositions 4.5.5 et 4.5.4 permet d’obtenir :
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Proposition 4.5.6. Pour n ≥ 1 et k ∈ Z, on a les formules
akn−1 = akn + t∇1akn−1,
ak−1n−1 = akn − (1− t)∇1akn−1.
En poussant un peu plus loin, on obtient des formules analogues a` l’ordre 2 :
Proposition 4.5.7. Pour n ≥ 2 et k ∈ Z, on a les formules
akn−2 = akn + 2t∇1akn−1 + t2∇2akn−2,
ak−1n−2 = akn − (1− 2t)∇1akn−1 − t(1− t)∇2akn−2,
ak−2n−2 = akn − 2(1− t)∇1akn−1 + (1− t)2∇2akn−2.
Les deux propositions pre´ce´dentes seront utiles pour la discussion heuristique du paragraphe
suivant.
Les dernie`res propositions que nous e´nonc¸ons e´tudient la grandeur suivante, appele´e module
de log-concavite´.
De´finition 4.5.8. On suppose que n ≥ 2. Le module de log-concavite´ de la mesure an est la
famille de re´els (ukn)k∈Z, de´finie par
∀k ∈ Z, ukn := ak−1n
2 − aknak−2n .
La terminologie adopte´e se comprend bien si on conside`re le calcul suivant.
∇2 log(akn) = log(akn)− 2 log(ak−1n ) + log(ak−2n )
= log
(
akna
k−2
n
(ak−1n )2
)
= log
(
1− u
k
n
(ak−1n )2
)
.
Le signe de ∇2 log(akn) est donc le meˆme que celui de (ukn).
On peut aller un peu plus loin dans l’analogie avec la concavite´ du logarithme. Pour cela, essayons
d’abord de comprendre de fac¸on informelle, ce qui se comprend bien si on suppose que n est
grand et que t n’est pas trop proche de 0 ; dans ce cas, les quantite´s akn ne varient pas tre`s vite
avec k et avec n, et on peut e´crire
∇2 log(akn) ≈ −
ukn
(akn)2
.
Faisons maintenant l’analogie avec le cas continu. On sait que pour une fonction re´elle f lisse et
positive,
(log f)′′ = −f
′2 − ff ′′
f2
.
On peut donc espe´rer pouvoir exprimer la quantite´ ukn sous une forme proche de (∇1akn)2 −
akn∇2akn. En effet, on a la formule suivante.
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Proposition 4.5.9. Pour n ≥ 2 et k ∈ Z, on a
ukn−2 = (∇1akn−1)2 − akn∇2akn−2.
Preuve : L’ide´e consiste a` exprimer les deux membres de l’e´quation en fonction des trois
grandeurs akn−2, ak−1n−2 et ak−2n−2, respectivement renomme´es x, y, z pour alle´ger les notations. Pour
le membre de gauche, on a tout simplement
ukn−2 = y2 − xz.
Pour le membre de droite, calculons d’abord
(∇1ukn−1)2 =
(
((1− t)x+ ty)− ((1− t)y + tz)))2
= ((1− t)x− (1− 2t)y + tz)2
D’un autre coˆte´,
akn∇2akn−2 = ((1− t)2x+ 2t(1− t)y + t2z)(x− 2y + z).
En de´veloppant chacun de ces deux produits, on peut proce´der a` d’e´normes simplifications et
on arrive au re´sultat souhaite´. 
En utilisant la meˆme me´thode, on peut montrer d’autres formules relatives au module de
log-concavite´, cette fois-ci beaucoup moins intuitives. Ces formules seront fondamentales pour
la de´monstration du The´ore`me 4.7.5.
Proposition 4.5.10. Pour n ≥ 2 et k ∈ Z, on a
−t2ukn−2 = aknakn−2 − (akn−1)2,
t(1− t)ukn−2 = aknak−1n−2 − akn−1ak−1n−1,
−(1− t)2ukn−2 = aknak−2n−2 − (ak−1n−1)2.
4.6 Points de vue heuristiques sur la convexite´ de l’entropie
La loi binomiale a e´te´ introduite pour ge´ne´raliser la notion de solution fondamentale de
l’e´quation de transport
∂
∂t
f = −n ∂
∂x
f. (4.14)
La proprie´te´ bien connue de concentration de la loi binomiale Bin(n, t) autour de sa moyenne
montre bien que la loi Bin(n, t) agit bien a` premie`re vue comme un ope´rateur de translation a`
droite sur une distance nt.
Il existe toutefois une e´norme diffe´rence entre le cas continu et le cas discret. Pour bien la
comprendre, conside´rons une famille de mesures de probabilite´ sur R, a` support compact :
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d(µt)(x) = ρ(t, x)dx, pour t ∈ [0, 1], et supposons que la fonction ρ(t, x) soit solution de
l’e´quation (4.14). Le calcul suivant montre que l’entropie est constante en t.
d
dt
H(µt) =
∫
R
∂
∂t
ρ(x, t) log(ρ(x, t))dx
= −n
∫
R
∂
∂x
ρ(x, t) log(ρ(x, t))dx
= n
∫
R
ρ(x, t)
∂
∂xρ(x, t)
ρ(x, t)
= n
∫
R
∂
∂x
ρ(x, t)dx
= 0.
Ces calculs traduisent simplement l’invariance de la mesure de Lebesgue par translation.
On en de´duit que la fonctionnelle d’entropie est constante, donc convexe, le long de la courbe
(µt)t∈[0,1].
Essayons de reprendre ces calculs dans le cadre d’un convolution binomiale (akn(t))k∈Z :
d
dt
H(µt) =
∑
k∈Z
akn
′(t) log(akn(t))
= −n
∑
k∈Z
∇1akn−1(t) log(akn(t))
= n
∑
k∈Z
akn−1(t)∇1 log(ak+1n (t))
Arrive´s a` ce point, l’analogie avec le cas re´el devient proble´matique. En effet, on ne peut a
priori pas exprimer la dernie`re somme comme la somme d’un se´rie te´le´scopique pour conclure
a` la nullite´ de celle-ci. En d’autres termes, ce qui fait de´faut par rapport au cas continu est
l’absence d’une formule de de´rivation spatiale de la compose´e de deux fonctions : il faut rajouter
un terme correctif a` l’e´quation log(f)′ = f ′f pour la rendre exacte dans le cas discret.
On peut tenter de forcer l’apparition d’une telle somme te´le´scopique en remarquant que∑
k∈Z
akn−1(t) log akn−1(t)− ak−1n−1(t) log(ak−1n−1)(t) = 0.
On a alors :
d
dt
H(µt) = n
∑
k∈Z
akn−1(t) log
(
akn−1(t)
akn(t)
)
− ak−1n−1(t) log
(
ak−1n−1(t)
akn(t)
)
= n
∑
k∈Z
akn(t)
(
U
(
akn−1(t)
akn(t)
)
− U
(
ak−1n−1(t)
akn(t)
))
.
Cette formule peut ne pas paraˆıtre plus simple que celle obtenue pre´ce´demment, mais une
e´tape importante a e´te´ franchie. En effet, les termes de la somme semblent maintenant beaucoup
plus petits (en fait d’autant plus petits que n est grand et t e´loigne´ de 0 et de 1). En effet, sauf
dans des cas extreˆmes, les quotients a
k
n−1(t)
akn(t)
et a
k−1
n−1(t)
akn(t)
sont proches de 1 et donc, compose´s par
la fonction U , ils sont proches de 0.
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Il reste a` comprendre un peu mieux le comportement de ce petit reste, dont la non-nullite´ est
l’expression de la non-continuite´ de l’espace. Une premie`re e´tude heuristique de ce comportement
peut se faire en remplac¸ant la fonction U par son de´veloppement limite´ a` l’ordre 2 autour de 1,
c’est-a`-dire en remplac¸ant U(1 + x) par x+ x2/2. On a alors :
U
(
akn−1(t)
akn(t)
)
= U
(
1 + t∇1a
k
n−1(t)
akn(t)
)
≈ t∇1a
k
n−1(t)
akn(t)
+ t
2
2
∇1akn−1(t)
akn(t)
2
.
Et de meˆme
U
(
akn−1(t)
akn(t)
)
≈ −(1− t)∇1a
k
n−1(t)
akn(t)
+ (1− t)
2
2
∇1akn−1(t)
akn(t)
2
,
donc
d
dt
H(µt) ≈ n
∑
k∈Z
∇1akn−1(t) + n
t2 − (1− t)2
2
∑
k∈Z
akn(t)
∇1akn−1(t)
akn(t)
2
= −n1− 2t2
∑
k∈Z
(∇1akn−1(t))2
akn(t)
.
L’expression trouve´e sonne comme une bonne nouvelle car elle montre que, aux termes
d’erreur pre`s, la de´rive´e ddtH(µt) est ne´gative lorsque t ≤ 1/2, puis positive, et ce fait n’entre
donc pas en contradicition avec une possible convexite´ de la fonction H(t).
Bien qu’un controˆle rigoureux du terme d’erreur dans le de´veloppement limite´ effectue´ semble
inenvisageable (le quotient a
k
n−1(t)
akn(t)
peut eˆtre tre`s grand si k est proche de 0 et t proche de 1 par
exemple), le calcul pre´ce´dent laisse espe´rer que les termes additionnels qui apparaissent dans
le calul de la de´rive´e du logarithme d’une fonction se comportent ici de la bonne manie`re,
c’est-a`-dire qu’ils “rajoutent de la convexite´” a` la fonction d’entropie.
Nous pre´sentons maintenant un second point de vue heuristique menant aux meˆmes observa-
tions. L’avantage de ce second point de vue est qu’il me`ne a` des analogies pouvant eˆtre pousse´es
un peu plus loin et permet ainsi une meilleure compre´hension du phe´nome`ne de convexite´ de l’en-
tropie le long de convolutions binomiales. Pour cela, au lieu de conside´rer directement l’e´quation
de transport (4.14) qui a abouti a` la construction des convolutions binomiales, nous allons affiner
celle-ci, en utilisant l’analogie un peu plus pousse´e de la loi binomiale Bin(n, t) par la loi gaus-
sienne γ(nt, nt(1− t)). Tout comme dans la discussion heuristique pre´ce´dant l’e´tablissement de
la convexite´ de l’entropie pour la binomiale, on pose
ρ(x, t) = 1√
2pint(1− t) exp
(
− (x− nt)
2
2nt(1− t)
)
.
Cette fonction, au lieu de ve´rifier l’e´quation de transport (4.14), ve´rifie une autre EDP dans
laquelle un terme d’ordre deux (diffusif jusqu’au temps t = 1/2, puis anti-diffusif) vient s’ajouter
au terme de transport.
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Proposition 4.6.1. La fonction ρ(x, t) ve´rifie l’e´quation
∂
∂t
ρ(x, t) = −n ∂
∂x
ρ(x, t) + n1− 2t2
∂2
∂x2
ρ(x, t). (4.15)
Le terme d’ordre est l’expression dans le cadre continu du phe´nome`ne de basculement de la
de´rive´e. Nous allons voir qu’il permet d’ajouter de la convexite´ a` l’entropie.
De plus, l’e´quation (4.15) est aussi ve´rifie´e pour toute densite´ de probabilite´ a(x, t) qui re´sulte
de la convolution d’une mesure de densite´ lisse a(x, 0) par la loi γ(nt, nt(1 − t)). La fonction
d’entropie H(t) d’une telle convolution ve´rifie alors :
∂
∂t
H(t) =
∫
R
∂
∂t
a(x, t) log(a(x, t))dx
= −n
∫
R
∂
∂x
a(x, t) log(a(x, t))dx+ n1− 2t2
∫
R
∂2
∂x2
a(x, t) log(a(x, t))dx
= n1− 2t2
∫
R
a(x, t) ∂
2
∂x2
log(a(x, t))dx
= n1− 2t2
∫
R
a(x, t)
 ∂2∂x2a(x, t)
a(x, t) −
(
∂
∂xa(x, t)
a(x, t)
)2 dx
= −n1− 2t2
∫
R
(
∂
∂xa(x, t)
)2
a(x, t) dx.
Le re´sultat de ce calcul est inte´ressant pour deux raisons. Tout d’abord, il permet de montrer
que la fonction H(t) est de´croissante puis croissante, ce qui laisse espe´rer qu’elle est convexe. De
plus, on retrouve exactement l’expression trouve´e dans la formule (4.15) : l’analogie gaussienne
correspond donc aux calculs mene´s en discret utilise´s en remplac¸ant la fonction U par son
de´veloppement limite´ en 1 a` l’ordre 2. Comme cette analogie a bien rempli son roˆle dans le calcul
de la de´rive´e premie`re de l’entropie, on peut pousser les calculs jusqu’a` la de´rive´e seconde. On
voit alors le phe´nome`ne de convexite´ de l’entropie apparaˆıtre clairement.
The´ore`me 4.6.2. Soit a(x, t) une famille de densite´s de probabilite´s, partout positives et lisses,
ve´rifiant l’EDP (4.15). La fonction d’entropie H(t) associe´e a` cette famille de densite´s est alors
convexe sur [0, 1].
Preuve : La de´rive´e seconde de l’entropie s’e´crit
H ′′(t) =
∫
R
∂2
∂t2
a(x, t) log(a(x, t))dx+
∫
R
(
∂
∂ta(x, t)
)2
a(x, t) dx.
De plus, si la fonction a(x, t) ve´rifie l’e´quation (4.15), elle ve´rifie alors aussi l’e´quation
∂2
∂t2
a(x, t) = (n2 − n) ∂
2
∂x2
a(x, t)− n2(1− 2t) ∂
3
∂x3
a(x, t) + n2
(1− 2t
2
)2 ∂4
∂x4
a(x, t). (4.16)
Il y a moyen de ne pas s’attaquer frontalement a` cette grosse e´quation. En effet, dans le calcul
de H ′(t), la partie de l’EDP (4.15) a donne´ un terme qui s’annule, et c’est encore l’invariance de
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la mesure de Lebesgue par translation qui a permis ce phe´nome`ne. Tout s’est donc passe´ comme
si a(x, t) ve´rifiait l’e´quation sans terme de transport
∂
∂t
a(x, t) = n1− 2t2
∂2
∂x2
a(x, t).
On peut donc supposer que a(x, t) ve´rifie cette e´quation simplifie´e sans que cela ne change la
valeur de H ′′(t) (pour eˆtre rigoureux, il suffit de conside´rer la famille de densite´s a(x − nt, t)).
Dans ce cas, on a
∂2
∂t2
a(x, t) = −n ∂
2
∂x2
a(x, t) + n2
(1− 2t
2
)2 ∂4
∂x4
a(x, t).
Ainsi, on a
H ′′(t) = −n
∫
R
∂2
∂x2
a(x, t) log(a(x, t))dx
+ n2
(1− 2t
2
)2 ∫
R
∂4
∂x4
a(x, t) log(a(x, t))
+ n2
(1− 2t
2
)2 ∫
R
(
∂2
∂x2
a(x, t)
)2 1
a(x, t)dx.
Le premier terme de la somme a de´ja` e´te´ e´tudie´ lors du calcul de la de´rive´e premie`re H ′(t).
On a
−n
∫
R
∂2
∂x2
a(x, t) log(a(x, t)) = n
∫
R
(
∂
∂xa(x, t)
)2
a(x, t) dx ≥ 0.
Pour e´tudier les deux autres sommes, nous allons alle´ger les notations en notant les de´rive´es
partielles successives d’une fonction g par rapport a` x : g′, g′′, g(3), g(4), . . . Pour prouver la
convexite´ de H, il suffit alors de montrer que
∫
R a
(4) log(a)dx+
∫
R
a′′2
a dx ≥ 0. Cette ine´galite´ se
de´duit du calcul :∫
R
a(4) log(a)dx+
∫
R
a′′2
a
dx =
∫
R
a′′(log(a))′′dx+
∫
R
a′′2
a
dx
=
∫
R
(
2a
′′2
a
− a
′′a′2
a2
)
dx
=
∫
R
2a
(
a′′
a
− a
′2
a2
)2
dx+
∫
R
3a
′2a′′
a2
− 2a
′4
a3
dx
= 2
∫
R
a(log(a))′′2dx+
∫
R
(
a′3
a2
)′
dx
= 2
∫
R
a(log(a))′′2dx
≥ 0.
Ainsi la fonction H est convexe sur [0, 1]. 
Cette discussion heuristique a permis de pointer le phe´nome`ne qui donne lieu a` la convexite´ de
l’entropie : c’est le basculement de de´rive´e. Dans l’analogie avec le cadre continu, ce phe´nome`ne
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s’exprime simplement sous la forme d’un terme diffusif rajoute´ a` l’e´quation de translation. Dans
le cadre des convolutions binomiales, il est plus difficile d’isoler ce phe´nome`ne dans une EDP.
Celui-ci est cache´ dans l’e´quation (akn)′ = −n∇1akn−1, ou` la petite diffe´rence qui existe entre akn
et ak−1n est l’expression du basculement de la de´rive´e. La strate´gie pour obtenir un re´sultat de
convexite´ de l’entropie consiste alors a` faire apparaˆıtre de fac¸on maniable cette petite diffe´rence.
4.7 Un re´sultat de convexite´ de l’entropie
La discussion du paragraphe pre´ce´dent nous laisse espe´rer que la fonctionnelle d’entropie est
convexe le long d’une convolution binomiale. Nous donnons ici une preuve de ce fait, sous une
hypothe`se technique sur la mesure initiale a0. L’hypothe`se faite sur a0, bien que tre`s restrictive,
nous permettra de lier ce the´ore`me de convexite´ de l’entropie a` la plus ge´ne´rale conjecture de
Olkin et Shepp.
4.7.1 Sommes de Bernoulli inde´pendantes
Dans ce paragraphe, nous commenc¸ons par pre´senter les proprie´te´s de base des mesures
de probabilite´ ayant la loi d’une somme de variables ale´atoires inde´pendantes suivant la loi de
Bernoulli. C’est dans ce cadre que sera e´nonce´ et prouve´ le the´ore`me de convexite´ de l’entropie
(The´ore`me 4.7.5).
De´finition 4.7.1. Soit p ∈ [0, 1]. Une variable ale´atoire re´elle X suit la loi de Bernoulli de
parame`tre p si P(X = 0) = 1− p et P(X = 1) = p.
Nous appellerons s.B.i. une mesure ayant la loi d’une somme de variables de Bernoulli
inde´pendantes. Une telle mesure est entie`rement caracte´rise´e par les parame`tres 1, . . . , pn qui la
de´finissent (a` permutation des parame`tres et a` rajout de parame`tres e´gaux a` 0 pre`s).
Si B est une s.B.i. de´finie par les parame`tres p1, . . . , pn, nous noterons Bpi la s.B.i. de´finie par
les parame`tres p1, . . . , pi−1, pi+1, . . . pn. Si B est de´finie par un seul parame`tre p, nous convenons
que Bp de´signe la mesure δ0. On pose e´galement Bpi,pj := (Bpi)pj .
Une famille importante de s.B.i. est donne´e par les lois binomiales Bin(n, t) : ce sont les s.B.i.
de´finies par les parame`tres t, . . . , t, ou` t est re´pe´te´ n fois. Plus ge´ne´ralement, on a la proprie´te´
e´vidente :
Proposition 4.7.2. Si A et B sont deux s.B.i. alors le produit de convolution A?B est e´galement
une s.B.i.
En particulier, si une mesure initiale A est une s.B.i., alors la convolution binomiale associe´e
a` A et a` un entier n donne´ est forme´e de s.B.i.
Nous e´tablissons maintenant la proprie´te´ de log-concavite´ des s.B.i. :
Proposition 4.7.3. Si B est s.B.i., alors B est log-concave :
∀k ∈ Z, Bk2 ≥ Bk+1Bk−1.
Cette proprie´te´, probablement connue de longue date mais mal re´fe´rence´e, est beaucoup
moins e´vidente qu’elle en a l’air. En particulier il n’est pas possible de la prouver simplement
par re´currence sur le nombre de parame`tres. La de´monstration que nous donnons ici s’appuie
sur le lemme suivant, relatif aux polynoˆmes syme´triques e´le´mentaires :
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Lemme 4.7.4. Soient z1, . . . , zn des re´els positifs et k ∈ Z. Alors
σk(z1, . . . , zn)2 ≥ σk−1(z1, . . . , zn)σk+1(z1, . . . , zn),
ou` pour k ∈ {1, . . . , n}, σk est le k-e`me polynoˆme syme´trique e´le´mentaire, ou` σ0 = 1, et ou`
σk = 0 si k /∈ {0, . . . , n}.
Preuve : Chaque terme de l’ine´galite´ a` prouver est un polynoˆme homoge`ne de degre´ 2k et
de degre´ 2 en chaque variable zi. Plus pre´cise´ment, on a
σk(z1, . . . , zn)2 =
∑
A,B⊂{1,...,n}
αA,B
∏
i∈A
zi
∏
j∈B
z2j ,
ou` le couple A,B parcourt l’ensemble des couples de parties de {1, . . . , n} telles que |A|+2|B| =
2k. On remarque que cette somme est vide si k /∈ {0, . . . , n}. Le coefficient αA,B est le cardinal
des couples de parties I, J ⊂ {1, . . . , n} telles que |I| = k, |J | = k, A = I∆J et B = I ⋂ J . De
la meˆme fac¸on on a
σk−1(z1, . . . , zn)σk+1(z1, . . . , zn) =
∑
A,B⊂{1,...,n}
βA,B
∏
i∈A
zi
∏
j∈B
z2j ,
ou` le couple A,B parcourt toujours l’ensemble des couples de parties de {1, . . . , n} telles que
|A|+ 2|B| = 2k, et ou` βA,B est ici le cardinal des couples de parties I, J ⊂ {1, . . . , n} telles que
|I| = k − 1, |J | = k + 1, A = I∆J et B = I ⋂ J .
Il suffit donc de prouver que αA,B ≥ βA,B pour tout couple de parties de {1, . . . , n} telles
que |A| + 2|B| = 2k (en particulier pour un tel couple |A| est pair). Un peu de combinatoire
permet de trouver
αA,B = C |A|/2|A| ,
et
βA,B = C |A|/2−1|A| ,
et la proposition est ainsi prouve´e. 
Preuve de la Proposition 4.7.3 : Soit B une s.B.i. de´finie par les parame`tres p1, . . . , pn.
Quitte a` translater la mesure, ce qui ne change rien a` la log-concavite´ de celle-ci, on se rame`ne
facilement au cas ou` tous les parame`tres pi sont diffe´rents de 1. On peut alors poser zi := pi1−pi ≥
0. On montre alors, par re´currence sur le nombre de parame`tres, que
Bk =
n∏
i=1
(1− pi)σk(z1, . . . , zn).
La proposition de´coule alors imme´diatement du Lemme 4.7.4. 
4.7.2 Le the´ore`me de convexite´ de l’entropie
Dans ce paragraphe, nous e´tablissons un re´sultat de convexite´ de l’entropie le long d’une
convolution binomiale.
The´ore`me 4.7.5. Soit an(t) une convolution binomiale. On suppose que la mesure initiale a(0)
est une s.B.i. Alors la fonction d’entropie H(t) := H(an(t)) est convexe.
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Une grande partie du travail mene´ auparavant, principalement les sections consacre´es a`
l’e´tude des convolutions biomiales et aux s.B.i., a e´te´ effectue´ dans le but de pre´parer la preuve
du The´ore`me 4.7.5. Tout au long de la de´monstration, nous n’expliciterons pas la de´pendance
en t des mesures an(t).
Preuve du The´ore`me 4.7.5 :
On commence par la formule ge´ne´rale de la de´rive´e seconde de l’entropie :
H ′′ =
∑
k∈Z
akn
′′ log(akn) +
∑
k∈Z
akn
′2
akn
. (4.17)
La Proposition 4.5.5 applique´e deux fois donne
akn
′ = −n∇1(akn−1),
puis
akn
′′ = n(n− 1)∇2(akn−2),
donc
H ′′ = n(n− 1)
∑
k∈Z
∇2(akn−2) log(akn) + n2
∑
k∈Z
(∇1akn−1)2
akn
. (4.18)
Nous allons maintenant transformer la premie`re somme de l’e´quation pre´ce´dente en rajoutant
des se´ries te´le´scopiques astucieusement choisies. Contrairement aux calculs mene´s dans le para-
graphe heuristique, nous aboutirons a` un de´veloppement limite´ dont les termes d’erreur pourront
eˆtre controˆle´s (graˆce a` l’hypothe`se sur la mesure initiale).
Proposition 4.7.6. ∑
k∈Z
∇2(akn−2) log(akn) =
∑
k∈Z
akn−2 log
(
akn−2akn
akn−1
2
)
− 2ak−1n−2 log
(
ak−1n−2a
k
n
akn−1a
k−1
n−1
)
+ ak−2n−2 log
ak−2n−2akn
ak−1n−1
2
 .
Preuve : Cette formule s’obtient en rajoutant a` la somme initiale la se´rie te´le´scopique
∑
k∈Z
akn−2 log
(
akn−2
akn−1
2
)
− ak−1n−2 log
 ak−1n−2
ak−1n−1
2
 = 0
puis en retranchant
∑
k∈Z
ak−1n−2 log
(
ak−1n−2
akn−1
2
)
− ak−2n−2 log
 ak−2n−2
ak−1n−1
2
 = 0.
On peut maintenant faire apparaˆıtre le module de log-concavite´. Si on pose ukn−2 := ak−1n−2
2−
akn−2a
k−2
n−2, on a, par la Proposition 4.5.10,
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Proposition 4.7.7. ∑
k∈Z
∇2(akn−2) log(akn) =
∑
k∈Z
akn−1
2
akn
U
(
1− t2 u
k
n−2
akn−1
2
)
− 2a
k
n−1a
k−1
n−1
akn
U
(
1 + t(1− t) u
k
n−2
akn−1a
k−1
n−1
)
+
ak−1n−1
2
akn
U
1− (1− t)2 ukn−2
ak−1n−1
2
 .
L’avantage d’introduire le module de log-concavite´ un−2 est qu’il est positif. En effet, la
mesure an−2 e´tant une s.B.i., la Proposition 4.7.3 assure que ukn−2 ≥ 0. Nous souhaitons mettre
a` profit cette positivite´ pour controˆler les de´veloppements limite´s des fonctions U(1 − x) et
U(1 + x). Pour cela nous utiliserons les estimations e´le´mentaires :
Proposition 4.7.8. Pour tout x ≥ 0, on a les ine´galite´s
U(1− x) ≥ −x+ x
2
2 , −U(1 + x) ≥ −x−
x2
2
En combinant les Propositions 4.7.7 et 4.7.8, on obtient
∑
k∈Z
∇2(akn−2) log(akn)
≥
∑
k∈Z
−u
k
n−2
akn
+ u
k
n−2
2
2akn
(
t2
akn−1
− (1− t)
2
ak−1n−1
)2
≥
∑
k∈Z
−u
k
n−2
akn
.
La Proposition 4.5.9 permet maintenant d’e´crire
∑
k∈Z
ukn−2
akn
=
∑
k∈Z
(∇1akn−1)2 − akn∇2akn−2
akn
=
∑
k∈Z
(∇1akn−1)2
akn
−
∑
k∈Z
∇2akn−2
=
∑
k∈Z
(∇1akn−1)2
akn
.
En revenant a` l’e´quation (4.18), on obtient
H ′′ = −n(n− 1)
∑
k∈Z
(∇1akn−1)2
akn
+ n2
∑
k∈Z
∇1(akn−1)2
akn
.
Comme n(n− 1) ≤ n2, on a alors H ′′ ≥ 0 et ceci prouve la convexite´ de H. 
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4.8 La conjecture de Olkin et Shepp
Le The´ore`me 4.7.5 peut eˆtre vu comme un cas particulier d’une conjecture e´nonce´e par Olkin
et Shepp dans [SO]. On peut l’e´noncer de la fac¸on suivante :
Conjecture 4.8.1. Soient n ≥ 1 un entier et p1, . . . , pn : [0, 1]→ [0, 1] un n-uplet de fonctions
affines. On de´finit la fonction t 7→ H(t) comme e´tant l’entropie de la somme de Bernoulli
inde´pendantes de parame`tres p1(t), . . . , pn(t). La fonction H est alors convexe en t.
Le premier cas particulier de la conjecture a e´te´ prouve´ par Olkin et Shepp, dans l’article
ou` la conjecture est e´nonce´e ([SO]). Il correspond au cas “binomial pur”, ou` tous les parame`tres
sont e´gaux a` t.
Une avance´e plus re´cente est due a` Johnson et Yu, dans (REF). Dans cet article, les auteurs
prouvent que la conjecture est vraie dans le cas ou` les fonctions pi(t) valent soit t, soit 1− t.
Le The´ore`me 4.7.5 correspond au cas ou` certaines fonctions pi sont constantes, tandis que les
autres fonctions sont identiquement e´gales a` t 7→ t.
Un premier indice de la ve´racite´ de la conjecture de Olkin et Shepp peut eˆtre obtenu (de
fac¸on non rigoureuse) en e´tudiant le comportement d’une famille de mesures gaussiennes de
meˆmes moyenne et variance que celles de la s.B.i. conside´re´e.
Proposition 4.8.2. Soient n ≥ 1 un entier et p1, . . . , pn : [0, 1] → [0, 1] un n-uplet de fonc-
tions affines. On conside`re la famille de mesures de probabilite´ µ(t) sur R de densite´ gaussienne
γ (∑ni=1 pi(t),∑ni=1 pi(t)(1− pi(t))). La fonction d’entropie H(t) des mesures µ(t) est alors con-
vexe en t.
Preuve : Soit v(t) = ∑ni=1 pi(t)(1− pi(t)) la variance de µ(t). On sait que
H(t) = −12 log(v(t)) +K,
ou` K est une constante ne de´pendant pas de t. La fonction H est alors convexe si et seulement
si log(v) est concave, c’est-a`-dire si et seulement si v(t)v′′(t) ≤ v′(t)2.
Comme les fonctions pi(t) sont affines, la fonction v est polynomiale de degre´ 2 : il existe trois
re´els a, b et c tels que v(t) = at2 + bt+ c. En posant pi(t) =: ui + vit, on obtient les estimations
a = −
n∑
i=1
v2i ≤ 0, c =
n∑
i=1
ui(1− ui) ≥ 0.
Or
Q(t) := v′(t)2 − v(t)v′′(t) = 2a2t2 + 2abt+ (b2 − ac).
Le discriminant de ce polynoˆme vaut
∆ = 4a2(2ac− b2),
et est donc ne´gatif, ce qui prouve que Q a un signe constant sur [0, 1]. Comme de plus Q(0) =
b2 − ac ≥ 0, on en de´duit que Q ≥ 0, donc que H est convexe. 
En ge´ne´ral, la famille de s.B.i. µ(t) conside´re´e dans la conjecture de Olkin et Shepp ne
correspond pas a` l’interpolation binomiale entre µ(0) et µ(1). Un exemple simple est construit
en conside´rant les deux parame`tres p1(t) = t et p2(t) = 1 − t. Les mesures µ(0) et µ(1) sont
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toutes les deux la mesure de Dirac en 1, donc leur interpolation binomiale est constante. Or
la famille µ(t) obtenue ve´rifie µ0(t) = µ2(t) = t(1 − t) et µ1(t) = t2 + (1 − t)2, qui n’est pas
constante. La question de savoir quand l’interpolation binomiale co¨ıncide avec “l’interpolation
de Olkin-Shepp” est ouverte. Signalons toutefois un cas particulier.
Proposition 4.8.3. Soit µ(0) la mesure de Dirac en 0 et µ(1) la s.B.i. associe´e aux parame`tres
a1, . . . , an. Soit µ(t) l’interpolation binomiale entre µ(0) et µ(1). Alors, pour tout t ∈ [0, 1], la
mesure µ(t) est la s.B.i. associe´e aux parame`tres ta1, . . . , tan.
Preuve : Nous allons de´montrer cette proprosition par re´currence sur le nombre n de
parame`tres a1, . . . , an. Si n = 1, la proposition est e´vidente.
Conside´rons maintenant une mesure de probabilite´ µ sur {0, . . . , n}. L’interpolation binomiale
entre la mesure de Dirac en 0 et µ est donne´e pour tout t ∈ [0, 1] par
µk(t) =
∑
p∈Z
bkp(t)µp.
Soit a ∈ [0, 1]. La proposition sera prouve´e si on montre que, pour tout k ∈ Z, on a
(1− at)µk(t) + atµk−1(t) =
∑
p∈Z
bkp(t)((1− a)µp + aµp−1). (4.19)
Pour cela, on remarque que 1− at = a(1− t) + (1− a), donc
(1− at)µk(t) + atµk−1(t) = (1− a)µk(t) + a
∑
p∈Z
((1− t)bkp(t) + tbk−1p (t))µp
= (1− a)µk(t) + a
∑
p∈Z
bkp+1(t)µp
= (1− a)µk(t) + a
∑
p∈Z
bkp(t)µp−1
=
∑
p∈Z
bkp(t)((1− a)µp + aµp−1).
On a bien prouve´ la formule (4.19), et donc la proposition. 
Le The´ore`me 4.7.5 ayant e´te´ prouve´ par des me´thodes “d’EDP”, on peut se demander s’il
y a moyen de prouver, au moins en partie, la conjecture de Olkin et Shepp par des moyens
similaires. Une analyse pre´liminaire laisse pre´sager une bonne adaptation de ces me´thodes. Par
exemple, on a la proposition suivante.
Proposition 4.8.4. Soit B(t) une famille de s.B.i. associe´e aux parame`tres p1(t), . . . , pn(t), ou`
les fonctions pi sont affines. On a alors
Bk
′(t) =
n∑
i=1
p′i∇1Bki (t),
Bk
′′(t) =
∑
1≤i6=j≤n
p′ip
′
j∇2Bki,j(t),
ou` on pose Bi := Bpi et Bi,j := Bpi,pj .
La formule (4.7.7) se ge´ne´ralise en :
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The´ore`me 4.8.5. Soient 1 ≤ i 6= j ≤ n. On pose ukij := Bk−1ij
2 −BkijBk−2ij . On a alors :∑
k∈Z
∇2Bki,jlog(B(k)) =
∑
k∈Z
Bki B
k
j
Bk
U
(
1− pipj
ukij
Bki B
k
j
)
− B
k
i B
k−1
j
Bk
U
(
1 + pi(1− pj)
ukij
Bki B
k−1
j
)
−B
k−1
i B
k
j
Bk
U
(
1 + (1− pi)pj
ukij
Bk−1i Bkj
)
+
Bk−1i B
k−1
j
Bk
U
(
1− (1− pi)(1− pj)
ukij
Bk−1i B
k−1
j
)
.
Cette formule, bien que prometteuse, ne permet pas un controˆle suffisant pour aboutir a` un
re´sultat de convexite´ de l’entropie. Il y a eu moins deux raisons a` cela : tout d’abord, le terme
p′ip′j mis devant ∇2Bij peut eˆtre soit ne´gatif, soit positif. Ensuite, une diffe´rence notable avec la
formule (4.7.7) est qu’elle fait apparaˆıtre 4 sommes au lieu de 3, ce qui empeˆche un controˆle de
la somme des termes d’ordre 2 du de´veloppement limite´ de U(1 + x).
L’analyse du proble`me n’a toutefois pas e´te´ totalement vaine, car elle a permis d’exprimer la
de´rive´e seconde de l’entropie de B(t) comme une forme quadratique sur Rn e´value´e en p′1, . . . , p′n.
La convexite´ de l’entropie pourrait alors de´couler de la positivite´ de la forme quadratique. Cette
strate´gie a pu eˆtre mene´e a` bien dans le cas ou` le nombre de parame`tres est e´gal a` deux.
The´ore`me 4.8.6. La conjecture de Olkin et Shepp est vraie dans le cas ou` la famille B(t) est
associe´e a` deux parame`tres affines p(t) et q(t).
La preuve de ce the´ore`me, bien qu’ine´le´gante et inadaptable dans un cadre plus ge´ne´ral,
permet toutefois de prendre une mesure de la difficulte´ de la conjecture de Olkin et Shepp.
Preuve du The´ore`me 4.8.6 : Pour alle´ger les notations, nous n’expliciterons pas la
de´pendance en t des fonctions p et q. Il faut ne´anmoins garder a` l’esprit que les fonctions p′
et q′ sont constantes, et que par conse´quent p′′ = q′′ = 0.
On calcule facilement
B0 = (1− p)(1− q), B1 = p(1− q) + q(1− p), B2 = pq,
B0
′ = −p′(1− q)− q′(1− p), B1′ = p′(1− q) + q′(1− p)− p′q − q′p, B2′ = p′q + q′p,
B0
′′ = −2p′q′, B1′′ = 4p′q′, B2′′ = −2p′q′.
D’autre part, la de´rive´e seconde de l’entropie de B vaut
H ′′ =
2∑
k=0
Bk
′′ log(Bk) +
2∑
k=0
Bk
′2
Bk
.
La premie`re somme se simplifie imme´diatement :
2∑
k=0
Bk
′′ log(Bk) = 2p′q′ log
(
B0B2
B12
)
. (4.20)
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On de´duit de cette dernie`re formule et de la log-concavite´ de B la convexite´ de H dans le cas
ou` p′q′ ≤ 0. Nous supposons maintenant que p′q′ ≥ 0. Exprimons la seconde somme comme une
forme quadratique e´value´e en p′, q′ :
2∑
k=0
Bk
′2
Bk
= p′2
(
(1− q)2
B0
+ (1− 2q)
2
B1
+ q
2
B2
)
+ p′q′
(2(1− p)(1− q)
B0
+ 2(1− 2p)(1− 2q)
B1
+ 2pq
B2
)
+ q′2
(
(1− p)2
B0
+ (1− 2p)
2
B1
+ p
2
B2
)
.
Cette somme peut eˆtre simplifie´e en utilisant les expressions explicites de B0, B1 et B2. On
trouve apre`s calculs :
2∑
k=0
Bk
′2
Bk
= p′2
(
1− q
1− p +
q
p
+ (1− 2q)
2
B1
)
+ p′q′
(
2 + 1
B1
)
+ q′2
(
1− p
1− q +
p
q
+ (1− 2p)
2
B1
)
.
La minoration suivante (assez brutale) sera suffisante pour de´montrer le the´ore`me :
2∑
k=0
Bk
′2
Bk
≥ p′2
(1− q
1− p +
q
p
)
+ q′2
(1− p
1− q +
p
q
)
.
En posant a = 1−q1−p +
q
p ≥ 0, b = 1−p1−q + pq , puis en appliquant l’ine´galite´ arithme´tico-ge´ome´trique,
on obtient
2∑
k=0
Bk
′2
Bk
≥ p′2a+ q′2b
≥ 2p′q′
√
ab.
On remarque maintenant que
B1
2
B0B2
= (p(1− q) + q(1− p))
2
(1− p)(1− q)pq
= 2 + p(1− q)
q(1− p) +
q(1− p)
p(1− q)
= ab.
Au vu de la formule (4.20) et de la positivite´ de p′q′, il suffit donc de prouver que − log(ab) +√
ab ≥ 0, et ceci est vrai car ab ≥ 1 (par la log-concavite´ de B). 
Nous concluons ce chapitre en pre´sentant un autre cas particulier de la conjecture de Olkin
et Shepp.
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De´finition 4.8.7. Pour n ≥ 1 et t ∈ [0, 1], on note Bn(t) la somme de Bernoulli inde´pendantes
de parame`tres a0, . . . , an, t, . . . , t, 1− t, . . . , 1− t ou` les parame`tres t et 1− t sont chacun re´pe´te´s
n fois et ou` a0, . . . , an ∈ [0, 1] sont des parame`tres constants.
L’inte´reˆt de cette famille de mesures re´side dans l’EDP dont elle est solution :
Proposition 4.8.8. Pour tout k ∈ Z, on a
Bkn
′(t) = n(1− 2t)∇2Bkn−1(t).
Preuve : Notons Bn−1,n(t) (resp. Bn,n−1(t)) la s.B.i. de parame`tres a0, . . . , an, t, . . . , t, 1 −
t, . . . , 1− t, ou` t est re´pe´te´ n− 1 fois (resp. n fois) et 1− t est re´pe´te´ n fois (resp. n− 1 fois). On
a
Bkn
′(t) = −n∇1Bkn−1,n(t) + n∇1Bkn,n−1(t).
De plus,
Bkn−1,n(t) = tBkn−1(t) + (1− t)Bk−1n−1(t),
et de la meˆme fac¸on
Bkn,n−1(t) = (1− t)Bkn−1(t) + tBk−1n−1(t).
La proposition de´coule imme´diatement de ces formules. 
La Proposition 4.8.8 est a` comparer avec la Proposition 4.5.5 relative aux convolutions bi-
nomiales ; ces deux propositions semblent de´crire deux cas extreˆmes d’interpolations de Olkin-
Shepp.
En effet, pour chacune de ces interpolations, on peut trouver une (pseudo)-EDP de´crivant son
comportement. Cette EDP fait apparaˆıtre un terme de transport, de´crivant la translation des
mesures, et un terme de diffusion, qui permet d’obtenir la convexite´ de l’entropie. Le cas des
convolutions binomiales est celui qui donne le plus d’importance au terme de transport, et il
faut batailler avant de voir apparaˆıtre le phe´nome`ne de diffusion s’exprimer. Dans le cas pre´sent,
l’EDP de la Proposition 4.8.8 fait directement apparaˆıtre le terme de diffusion.
En the´orie, la convexite´ de l’entropie devrait donc pouvoir se de´montrer de fac¸on plus directe.
Mais les astuces techniques utilise´es pour les convolutions binomiales ne sont plus valables. En
particulier, le The´ore`me 4.8.5 n’est plus d’aucune utilite´. La proprie´te´ de log-concavite´ des s.B.i.
permet ne´anmoins de montrer de fac¸on e´tonnamment simple la proposition suivante.
Proposition 4.8.9. L’entropie de Bn(t) est de´croissante lorsque t ≤ 1/2, puis croissante lorsque
t ≥ 1/2.
Preuve : Soit H(t) l’entropie de Bn(t). L’application de la Proposition 4.8.8 puis une trans-
formation d’Abel donnent :
H ′(t) =
∑
k∈Z
Bkn
′(t) log(Bkn(t))
= n(1− 2t)
∑
k∈Z
∇2Bkn−1(t) log(Bkn(t))
= n(1− 2t)
∑
k∈Z
Bkn−1(t)∇2 log(Bk+2n (t)).
La log-concavite´ de la mesure Bn(t) montre que la somme conside´re´e est ne´gative, ce qui permet
de prouver la proposition. 
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La convexite´ de H est beaucoup plus proble´matique. En effet, le fait que B′n(t) s’exprime
comme une de´rive´e spatiale seconde d’une mesure proche de Bn(t) implique que l’e´tude de
H ′′ ferait intervenir des de´rive´es quatrie`mes. La me´thode consistant a` controˆler l’erreur d’un
de´veloppement limite´ a` l’aide du module de log-concavite´ n’est plus du tout valable dans ce cas.
Pour s’en sortir sans changer comple`tement de strate´gie, il faudrait chercher au pre´alable une
grandeur caracte´ristique dont le signe est automatiquement controˆle´, et faisant intervenir des
de´rive´es d’ordre 4 . . .
4.9 Conclusion et proble`mes ouverts
L’objectif initial du travail de recherche de cette seconde partie de the`se e´tait d’adapter la
the´orie de Lott-Villani et Sturm a` un cadre discret. Le premier obstacle a` franchir a e´te´ la non-
existence de ge´ode´siques dans l’espace de Wasserstein associe´ a` un graphe. Cette difficulte´ a e´te´
leve´e dans le cadre des translations de mesures par l’introduction des convolutions binomiales.
La diffe´rence fondamentale entre espaces discrets et continus est la diffe´rence entre les ope´rateurs
de de´rivation a` droite et de de´rivation a` gauche. Des arguments heuristiques ont sugge´re´ que ce
phe´nome`ne propre aux espaces discrets “rajoute de la convexite´” a` la fonctionnelle d’entropie
le long des translations de mesures. La recherche d’une preuve rigoureuse de ce re´sultat a force´
les efforts de recherche a` suivre une voie s’e´loignant des conside´rations ge´ome´triques initiales :
un cadre de vie agre´able pour les convolutions binomiales est la classe des sommes de variables
ale´atoires de Bernoulli inde´pendantes.
En plus de re´pondre partiellement a` la question initialement pose´e, cette e´tude a permis
de forger des outils laissant espe´rer qu’ils peuvent s’appliquer dans d’autres domaines. Le
phe´nome`ne de basculement de la de´rive´e pourrait par exemple avoir des conse´quences sur la
convexite´ de fonctionnelles autres que l’entropie. Il serait en particulier inte´ressant d’examiner
le comportement des fonctionnelles HN introduites pour la de´finition de la condition CD(K,N).
Quelques simulations laissent espe´rer des re´sultats positifs dans cette direction, mais il semble
beaucoup plus difficile de s’en sortir par des calculs explicites.
De nombreuses autres questions se posent naturellement a` la vue des re´sultats de´ja` e´tablis et
des me´thodes employe´es. On pourrait par exemple tenter de rendre rigoureux les arguments du
paragraphe 4.2. De fac¸on plus ge´ne´rale, tout autre argument e´tayant l’ide´e selon laquelle la loi
binomiale est la fac¸on la plus naturelle d’interpoler deux mesures de Dirac serait la bienvenue.
Dans le meˆme ordre d’ide´e, une question ouverte importante est de construire une fac¸on
naturelle d’interpoler deux mesures de probabilite´ quelconques sur le graphe line´aire. L’analo-
gie avec les EDP ne semble plus du tout valable. Les constructions heuristiques inspire´es du
paragraphe 4.2. sugge`rent qu’une telle interpolation s’exprimerait comme un me´lange de lois
binomiales. Une piste envisageable pour une construction rigoureuse serait de tenter d’adapter
la the´orie des semi-groupes de Hamilton-Jacobi au cadre discret. Les ide´es a` ce sujet sont encore
floues, et la de´finition de tels semi-groupes n’est pas du tout valable dans les graphes, mais il
est toujours inte´ressant de creuser dans cette direction.
Les calculs qui ont e´te´ mene´s pour construire la loi binomiale a` partir du proble`me de
translation peuvent eˆtre repris dans le cadre des graphes line´aires pour lesquels les areˆtes n’ont
pas toutes la meˆme longueur. La question de l’existence et de l’unicite´ d’une solution est encore
ouverte. Quelques simulations permettent d’eˆtre optimiste sur ces questions. Mais la situation
est quand meˆme plus complique´e que dans le cas particulier e´tudie´. Par exemple, on ne peut
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pas se ramener a` calculer l’exponentielle d’une matrice nilpotente et la famille µ(t) de mesures
de probabilite´ obtenues ne sera pas forme´e de fonctions polynomiales.
Parmi les questions ouvertes, il ne faut bien suˆr pas oublier celle qui a initie´ ce travail de
recherche : la construction d’une the´orie de la courbure de Ricci sur les graphes. Vu l’avance´e
actuelle des travaux, et vu certaines pathologies obtenues par simulations, il y a tout lieu d’eˆtre
pessimiste a` ce sujet.
Enfin, la conjecture de Olkin et Shepp reste une question ouverte tre`s attrayante, qui a e´te´
largement e´claircie par les travaux mene´s durant cette the`se. Meˆme si la me´thode du controˆle
par le module de log-concavite´ ne peut pas s’appliquer dans le cas ge´ne´ral, on retrouve, sous une
forme de´grade´e, la trace de l’EDP qui a permis de re´soudre le cas des convolutions binomiales.
Bibliographie
[ABC+] C. Ane´, S. Blache`re, D. Chafa¨ı, P. Fouge`res, I. Gentil, F. Malrieu, C. Roberto, and
G. Scheffer. Sur les inegalites de Sobolev logarithmiques, vol. 10 of. Panoramas et
Syntheses [Panoramas and Syntheses].
[Bac08] K. Bacher. On Borell-Brascamp-Lieb Inequalities on Metric Measure Spaces. SFB
611, 2008.
[Bak94] D. Bakry. L’hypercontractivite et son utilisation en theorie des semigroupes, Lectures
on probability theory (Saint-Flour, 1992). Lecture Notes in Math, 1581 :1–114, 1994.
[Bak97] D. Bakry. On Sobolev and logarithmic Sobolev inequalities for Markov semigroups.
New trends in stochastic analysis (Charingworth, 1994), pages 43–75, 1997.
[BBI01] D. Burago, Y. Burago, and S. Ivanov. A course in metric geometry. Amer Mathe-
matical Society, 2001.
[BE84] D. Bakry and M. Emery. Hypercontractivite´ de semi-groupes de diffusion. Comptes
rendus des se´ances de l’Acade´mie des sciences. Se´rie 1, Mathe´matique, 299(15) :775–
778, 1984.
[BE85] D. Bakry and M. Emery. Diffusions hypercontractives. Seminaire de probabilite´s
XIX. Lecture Notes in Math, 1123 :177–206, 1985.
[BGL01] S. Bobkov, I. Gentil, and M. Ledoux. Hypercontractivity of Hamilton-Jacobi equa-
tions. J. Math, 80 :669–696, 2001.
[BH06] M. Berger and N. Hitchin. A panoramic view of Riemannian geometry. The Mathe-
matical Intelligencer, 28(2) :73–74, 2006.
[BL76] H.J. Brascamp and E.H. Lieb. On extensions of the Brunn-Minkowski and Prekopa-
Leindler theorems, including inequalities for log concave functions, and with an ap-
plication to the diffusion equation. J. Funct. Anal, 22(4) :366–389, 1976.
[BL00] S. Bobkov and M. Ledoux. From Brunn-Minkowski to Brascamp-Lieb and to loga-
rithmic Sobolev inequalities. Geometric And Functional Analysis, 10(5) :1028–1052,
2000.
[BS09] A.I. Bonciocat and K.T. Sturm. Mass transportation and rough curvature bounds
for discrete spaces. Journal of Functional Analysis, 256(9) :2944–2966, 2009.
[CEMS01] D. Cordero-Erausquin, R.J. McCann, and M. Schmuckenschla¨ger. A Riemannian
interpolation inequality a` la Borell, Brascamp and Lieb. Inventiones mathematicae,
146(2) :219–257, 2001.
[CEMS06] D. Cordero-Erausquin, R.J. McCann, and M. Schmuckenschlager. Prekopa-Leindler
type inequalities on Riemannian manifolds, Jacobi fields, and optimal transport.
In Annales-Faculte´ des Sciences de Toulouse Mathe´matiques, volume 15, page 613.
Universite´ Paul Sabatier, 2006.
107
108 BIBLIOGRAPHIE
[DSC96] P. Diaconis and L. Saloff-Coste. Logarithmic Sobolev inequalities for finite Markov
chains. The Annals of Applied Probability, 6(3) :695–750, 1996.
[Gar02] R.J. Gardner. The Brunn-Minkowski inequality. Bulletin-American Mathematical
Society, 39(3) :355–406, 2002.
[GHL90] S. Gallot, D. Hulin, and J. Lafontaine. Riemannian geometry. Universitext. Springer-
Verlag, Berlin, 1(2) :3, 1990.
[JO09] A. Joulin and Y. Ollivier. Curvature, concentration, and error estimates for Markov
chain Monte Carlo. Arxiv preprint arXiv :0904.1312, 2009.
[Lei72] L. Leindler. On a certain converse of Ho¨lder’s inequality. In Linear Operators and
Approximation : Proceedings of the Conference Held at the Oberwolfach Mathematical
Research Institute, Black Forest, August 14-22, 1971, page 182. Birkhauser, 1972.
[LV] J. Lott and C. Villani. Ricci curvature for metric-measure spaces via optimal trans-
port. Annals of Mathematics, 169 :903–991.
[LV07] J. Lott and C. Villani. Weak curvature conditions and functional inequalities. Journal
of Functional Analysis, 245(1) :311–333, 2007.
[Oll09] Y. Ollivier. Ricci curvature of Markov chains on metric spaces. Journal of Functional
Analysis, 256(3) :810–864, 2009.
[OV00] F. Otto and C. Villani. Generalization of an inequality by Talagrand and links with
the logarithmic Sobolev inequality. Journal of Functional Analysis, 173(2) :361–400,
2000.
[Pre´71] A. Pre´kopa. Logarithmic concave measures with application to stochastic program-
ming. Acta Scientiarum Mathematicarum, 32 :301–315, 1971.
[PS98] AN Parshin and I.R. Shafarevich. Number theory IV : transcendental numbers.
Springer Verlag, 1998.
[SO] LA Shepp and I. Olkin. Entropy of the sum of independent Bernoulli random vari-
ables and of the multinomial distribution. Contributions to probability, pages 201–
206.
[Stu06a] K.T. Sturm. On the geometry of metric measure spaces I. Acta mathematica,
196(1) :65–131, 2006.
[Stu06b] K.T. Sturm. On the geometry of metric measure spaces II. Acta mathematica,
196(1) :133–177, 2006.
[Tal96] M. Talagrand. Transportation cost for Gaussian and other product measures. Geo-
metric and Functional Analysis, 6(3) :587–600, 1996.
[Uhr94] B. Uhrin. Curvilinear extensions of the Brunn-Minkowski-Lusternik inequality. Ad-
vances in Mathematics, 109(2) :288–312, 1994.
[Vil03] C. Villani. Topics in optimal transportation. Amer Mathematical Society, 2003.
[Vil08] C. Villani. Optimal transport : old and new. Springer Verlag, 2008.
[vRS04] M.K. von Renesse and K.T. Sturm. Transport inequalities, gradient estimates, en-
tropy and Ricci curvature. Communications on Pure and Applied Mathematics,
58(7) :923–940, 2004.
