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Multiple interruptions
The UK regulatory framework for electricity distribution has been continuously evolving since privatisation in 1990. In 1995 it was recognised by London Electricity that increasingly the regulatory would seek to put into place incentive systems that would reward improved levels of network performance delivered at lower cost. Recent developments in terms of frontier efficiency and competitive incentives between companies have further accelerated these trends.
London Electricity and LPN have developed and implemented a comprehensive distribution network automation system for managing large scale urban distribution networks. Remote control and telemetry has been installed at over 4000 substations of 5000 currently authorised and network automation is being progressively introduced. The paper considers the key drivers, lessons, benefits delivered and outlines the proposed future development of urban distribution. At Medium voltage the number of customer minutes has already halved and will fall still further as further degrees of automation are fully commissioned. The percentage of customers restored at MV by remote control has risen steadily form from virtually zero to around 60%.
Customer satisfaction has improved considerably and complaints to the Regulator concerning MV faults have fallen to an all time low. The risks associated with major incidents have been bounded by understanding what is happening on the network and taking a proactive approach. Operational savings are evident and the adoption of widespread Condition Monitoring is just beginning to deliver real benefits.
The programmable logic within the RTU provides distributed intelligence capability that can be utilised either independently or in conjunction with the central control processor. LPN's current network automation implementation includes a variety or network automation options that have the capability to substantial reduce sustained customer interruptions. Around 3% of interrupted customers are already being restored within 20 seconds and with the commissioning of sequenced switched automation during 2001 the level of restoration is expected to rise to approximately 50% within 60 seconds.
Th paper consider some of the lessons learned concerning communications, project management, upgrading of existing MV switchgear, reliability and the management of telemetry data.
Network Automation is proving excellent for LPN's circumstances it has proved flexible and reliable. It is delivering the planned benefits and more now. There is lots more potential still to come. 
INTRODUCTION :

Mots
London Environment
The cost and disruption of reinforcement cable laying is very high and Londoner's don't want their streets dug up. Added to which are traffic congestion, security arrangements and difficult plant access. The extensive urban re-development, requires resilient systems for the needs of a dynamic city
REGULATORY FRAMEWORK
At the outset of developing it's Technology Strategy, London Electricity recognised that the systems employed must have the flexibility and capability to respond to developing customer and regulatory issues. It comes to be of no surprise therefore that investment has initially centred on reducing the impact of MV system incidents and disruption.
INCIDENTS & INTERRUPTIONS
REMOTE CONTROL
The first phase of the plan was to establish some 4000 MV/LV substations with remote control facilities to achieve the company's quality of supply targets, particularly for Customer Minutes Lost and Restoration and to establish a sound base form which to develop full network automation facilities. 
STRATEGY
The strategy for the programme was based on: Understanding fault statistics and causation and executing remedial works for Worst Served Networks and known poor condition assets. Use of Remote Control to bound the remaining risks. A pilot 30 RTU system to gain first hand experience of the technology. Prioritising networks by substation performance with Outer London radial networks first and Central last A structured and upgradable standardised approach rather than circuit by circuit design. Slick installation & commissioning systems. Distributed AND centralised intelligence. Stand-alone central control system initially with full integration with main control systems after principle benefits delivered and systems proven.
Population of remotely controlled switchgear
Main Substations networks were selected for remote control with distribution substation being automated at 1:4 or 1:2 population depending on the level of assessed risk. Double actuator Ring Main Units (RMU) were selected for flexibility and network automation development. This simple approach has proved to be very powerful in that it is easy to upgrade from 1:4 to 1:2 to 1:1, needs very little planning or administration and is very resilient for networks that are constantly changing and evolving. Where the first section of circuit from the Main Substation to the first distribution substation is particularly long and on a higher risk networks, then the first unit has also been automated so that a fault on the first section of cable can be isolated and all supplies can be restored quickly by remote switching. Main substation telecontrol It has also been necessary, as a parallel project competing for MV circuit access, to install telecontrol and telemetry facilities on 1700 feeders at 100 main substation sites. Again the 3 R's principle has been employed. The system is fully integrated with the main control graphics system providing real time control and loading The results of the programme have produced very significant improvement in all of the standard rolling year reporting measures: Customer complaints to OFGEM concerning MV faults have fallen steadily to an all time low eg none at all in some months since October 99 despite typically 30 MV faults.
QUALITY OF SUPPLY RESULTS
SAIDI
Remote control system performance
Inevitably there have been a range of commissioning issues but overall the system delivers high performance and reliability. 25 minute commissioning (6-10 new sites a day) 20 Second operation (30-40 routine operational controls a day) 99.9+% reliability (with very few failures in service)
The reliability of the dial up telephone modem sites is good but relatively slow (30seconds). There have been some line faults and line negotiation with telcoms operators can be fraught. The 3500 radio sites have proved fast, efficient and generally very reliable . Some initial tuning was necessary to optimise performance which now peaks at 10% of proven message capacity. Occasional problems have been encountered with vandalism of aerials and close parking of high sided vehicles can cause delays whilst an alternative transmitter is sought.
NETWORK AUTOMATION
The programmable logic within the RTU provides distributed intelligence capability that can be utilised either independently or in conjunction with the central control processor. LPN's current network automation implementation includes:
Parasitic Load Trip Unit (PLTU)
In the central area of London the LV network runs in a fused mesh supplied by several MV feeders such that loss of a single MV feeder should not cause loss of supply. If large MV point loads are connected to such meshed groups then the operation of the LV networks can be compromised under MV fault conditions.
The PLTU detects the loss of one or more MV phases and enables non critical MV loads to be automatically disconnected, preserving the integrity of the LV mesh from high levels of through current. The PLTU has enabled MV point loads connected to such mesh networks with standard Ring Main Unit switchgear and without the need for complex protection systems.
The PLTU can be combined with the Flip Flop autochange logic to transfer supplies to alternative feeders within about 20 seconds. Several hundred installations such have been completed each producing significant capital cost savings for customers and LPN alike. Performance has been excellent.
Sectionalisers
Because of the density of housing in some parts of London, some MV feeders can have up to 4000 customers interrupted per 11kV feeder fualt compared to an LPN average of 1650 (and a UK average of 520). For some of these feeders with very high customer numbers and higher than average fault rates, additional sectionalising circuit breakers have been introduced part way along feeders. RTUs provide circuit breaker control, inhibit and status indication. The advantage is that only those customers beyond the sectionaliser are interrupted for faults at the remote end of the feeder. However, for faults at the beginning of the feeder, sectionalisers add nothing beyond another remotely controllable switch point.
The use of sectionalisers has so far been limited by the availability of suitably sized and costed switchgear to fit within existing substations and the knowledge that for most circuits sequence switched automation will soon provide a more comprehensive and lower cost automation solution using standard switchgear. Options to expand sectionalisation into fully meshed MV networks with adaptive protection and logic control have attractions for higher risk, high customer number networks. Technical options have been explored and scoped but will not be deployed unless there are clear business benefits from doing so
MV REMOTE CONTROL PROGRESS
Flip Flop auto changeover
Most of LPN's MV feeders are normally run radial but usually have at least two Normally Open MV switching points that can be used to transfer load to other feeders. On average at least one of the distribution substations supplied by each feeder will have an alternative supply available when its normal source is faulty. The Flip Flop logic within the RTU logic detects if there has been a loss of supply on all three LV phases for more than 5 seconds (to allow for MSS autoclose operations), opens the MV switch towards the faulty section of MV cable and then closes the MV switch to the alternative feeder supply.
If LV supplies are restored then the RTU reports successful operation to the control centre. Should LV supplies not be restored (because the alternative feder is also dead) then the RTU logic restores the initial operation arrangements automatically. Some 700 substations at Normal Open points have had the flip flop logic commissioned. The logic disabled remotely whilst routine switching is being undertaken and re-enabled again on completion.
This simple form of network automation has proved to be remarkably effective, currently restoring 5-10 distribution substations a month within 20 seconds and reducing overall sustained interruption by at least 3%, a figure than should progressively rise to around 7% at an incremental cost of the logic scripting.
Simple Sequenced Switched Automation
A combination of central and distributed intelligence is being developed for LPN for commissioning in Spring 2001. These trials will to begin the process of large scale automation of radial systems though the use of simple predetermined switching sequences to restore supplies following a MV fault.
A substation toward the centre of the feeder, has its internal RTU logic selected such that if it senses loss of supply on all 3 LV phases for more than 5 seconds it automatically opens a pre-selected MV switch to divide the feeder into two sections. On receipt of confirmation of the switch opening and the Earth Fault Passage indicator the central controller can automatically decide which Normal Open Point to an alternative feeder to close. Assuming that half the customer are located on either side of the centrally selected substation then typically 50% of MV supplies should be restored in under 60 seconds.
Automation switching time
In practice there is only a very limited amount of logical switching that can take place within the UK's Transient Interruption time of 60seconds.
Following representations from the UK industry it has been agreed that from April 2001 OFGEM will adopt the 3 minute Short interruption time of the European Norm BS EN 50160:1995 which has been specifically set to facilitate effective network automation. This change in standards opens the possibilities that much more can be accomplished by extended sequences of MV switching. It is expected that changes to the centralised software enhancements will open the possibility of progressively enabling the proportion of MV supplies this to be restored automatically to be raised to at least 75% within 3minutes where implemented. Further more sophisticated approaches using Artificial Intelligence and more remotely controlled switching points have the potential to produce still better and faster results.
Reliability & condition monitoring
In order to optimise the use and life of expensive power system assets, RTUs have been provided with significant condition monitoring capability 
LESSONS
Value for money Evaluation of the initial 30 RTU Pilot scheme showed how much more value we could get from a longer term vision than simple single actuator remote control system. This led to the development of an overriding and coherent technology strategy which has proved invaluable.
Throughout the programme further opportunities for getting more value have emerged. The timing of such upgrades needs careful consideration to maximise benefits whilst minimising the costs and risks of making enhancements on a live operational system. Getting the system right before fully integrating with existing main control systems has significantly speeded up change management and reduced overall project and operational risks significantly.
Programme efficiency
A major programme has to be slick, if costs and downtime are to be minimised, some key learning points in driving efficiency have been:
• Hardware -Simulator box to prove product conformity • Software -Version control and rigorous checking of parameter limits • Processes -Make it slick and easy to do right first time • Assets -Manage the version and status of the assets • Architecture-Simple rules empower field staff • Substation data-points -Standard templates save time
Project management
The project has been a huge multi-contractor project executed with very few project managers. Experience shows there to be an overwhelming case for a dedicated and empowered project delivery team. Prioritising networks to deliver maximum performance improvement first, can conflict with efficient project execution and circuit access constraints and some flexibility is essential.
Resource scheduling of multiple sites and contractors with significant operational constraints is complex and if not well managed can prove critical. Phasing the technical challenges and risks has been essential to maintain progress eg avoid all the difficult sites being left to last! Consistency of purpose and investment really is essential to the efficient execution of such a project and the delivery of maximum benefits.
Lessons from experience
Efficient and reliable communications really are critical to efficient operation, commissioning and future automation. The EMC environment proved tougher that had been anticipated and distribution transformer switching surges in particular. Active control room alarm and condition monitoring information systems will become more and more important as distributed intelligence becomes widespread in order to manage the volume of data and communications. The importance of an efficient remote software upgrade capability cannot be understated as any change which requires visiting 1000's of substations is very bad news indeed. Simple and fast commissioning procedures are essential, and new processes and training will be required. Control staff take on and do more and more routine switching (virtually all switching schedules now include at least 25% remote operations). Well honed procedures enable field and control staff to reap the benefits from both remote control and telemetry
LESSONS IN BENEFITS
Customer satisfaction has improved considerably and OFGEM complaints concerning MV faults have fallen to an all time low. The risks associated with major incidents have been bounded by better understanding what is happening on the network and taking a proactive approach. Operational savings are evident and the adoption of widespread Condition Monitoring is just beginning to deliver real benefits. There is scope for developing MSS transfer capability and exploiting differences in the seasonal loading patterns. Significant economies in project execution and contractor management have come through consistency and scale. The system has provided a sound foundation for next generation of Smart network design, optimisation and management. Exploiting the full range of potential benefits is dependent upon being able to invest in a consistent and timely manner.
APPLICATION TO CENTRAL LONDON
The next major phase that has recently commenced is the move into the Interconnected LV networks of Central London where there are very different objectives and issues to address. For interconnected networks the objective is bounding risk of long outages (cascades) by securing supplies by switching immediately after an MV fault and before, rather than after losing customer supplies. Remote control of LV Circuit Breakers provided for Reverse Power protection is necessary (using the 3 R's approach ). Even higher utilisation of transformers and circuits then becomes possible thereby reducing the need for costly and disruptive conventional cable & substation reinforcement. Radio is not generally viable as most substations are located deep within buildings and most sites are using dial up telephone lines.
SUMMARY
Network Automation is proving excellent for LPN's circumstances it has proved flexible and reliable. It is delivering the planned benefits and more now. There is clearly lots more potential still to come.
It is to be expected that urban distribution systems of the future will be designed to operated by Smart systems running under Artificial Intelligence, optimising running arrangements, asset condition & losses. Real time condition monitoring will be standard and customer expectations will be still higher. Remote control & automation of LV systems will be normal in the continuing drive for frontier efficiency and competitive advantage.
