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Abstract. We consider the explicit asymptotic profile of massless Dirac fields on a Schwarzschild
background. First, we prove a uniform bound estimate for a positive definite energy and an
integrated local energy decay estimate for the spin s = ± 1
2
components of the Dirac field. Based
on these estimates and depending on the asymptotics of the initial data, we further show these
components have pointwise decay c1v−3/2−sτ−3/2+s or c2v−3/2−sτ−5/2+s as both an upper
and a lower bound, with constants c1 and c2 explicitly expressed in terms of the initial data.
This establishes the validity of the conjectured Price’s law for massless Dirac fields outside a
Schwarzschild black hole.
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1. Introduction
In this work, we consider the asymptotics of massless Dirac fields on a Schwarzschild black hole
background. Our motivation arises from its relevance to many fundamental problems in classic
General Relativity, as this model is closely tied to the black hole stability problem, Strong Cosmic
Censorship conjecture, and a complete mathematical understanding of the Hawking radiation, etc.
The metric of a Schwarzschild black hole spacetime [73], when written in Boyer-Lindquist coor-
dinates (t, r, θ, φ) [13], takes the form of
gM =− µdt2 + µ−1dr2 + r2(dθ2 + sin2 θdφ2), (1.1)
where the function µ = µ(r,M) = ∆r−2 with ∆ = ∆(r,M) = r2 − 2Mr and M being the mass of
the black hole. The larger root r = 2M of the function ∆ is the location of the event horizon H,
and denote the domain of outer communication (DOC) of a Schwarzschild black hole spacetime as
D = {(t, r, θ, φ) ∈ R× (2M,∞)× S2}. (1.2)
We focus on the future development, hence only the future part of the event horizon, called the
future event horizon and denoted as H+, is relevant.
The governing equations of massless Dirac fields describe the movement of sourceless neutrino,
with no coupling to electrons or muons. These Dirac equations take the form of
∇AA′ΦA = 0, (1.3)
where ΦA is a two-component spinor. Choose a Hartle–Hawking tetrad [37] which is regular at H+
and reads in Boyer–Lindquist coordinates:
lµ =
1
2
(1, µ, 0, 0), nν = (µ−1,−1, 0, 0),
mµ =
1√
2r
(0, 0, 1, i cscθ) , (m⋆)µ =
1√
2r
(0, 0, 1,−i cscθ) . (1.4)
Let o and ι be the associated dyad legs, and let χ0 and χ1 be the components of ΦA along dyad legs
o and ι. These two components are spin-weight 12 and − 12 scalars, respectively. Unless otherwise
stated, we shall throughout the paper denote s the spin-weight ± 12 and s its absolute value 12 . Define
our Teukolsky scalars of Dirac field as
ψs =
{
rχ0, s =
1
2 ;
2−
1
2χ1, s = − 12 .
(1.5)
As is shown in Appendix A, the Dirac equations (A.2) on Schwarzschild simplify to
ð˚′ψs = (∆1/2Vˆ )(∆1/2ψ−s), (1.6a)
ð˚ψ−s = Y ψs, (1.6b)
where Y and Vˆ are two future-directed ingoing and outgoing null vectors in B-L coordinates
Y = µ−1∂t − ∂r, Vˆ = µ−1∂t + ∂r, (1.7a)
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and ð˚ and ð˚′ are the spherical edth operators defined, when acting on a spin-weight s scalar ϕ, by
ð˚ϕ = ∂θϕ+ i csc θ∂φϕ− s cot θϕ, ð˚′ϕ = ∂θϕ− i csc θ∂φϕ+ s cot θϕ. (1.7b)
Define additionally a tortoise coordinate r∗ by
dr∗ = µ−1dr, r∗(3M) = 0. (1.8)
It is convenient to introduce double null coordinates (u, v, θ, φ), where u = t−r∗ and v = t+r∗. Thus
∂u =
1
2µY and ∂v =
1
2µVˆ . Define additionally a function h = h(r) and a hyperboloidal coordinate
system (τ, ρ, θ, φ) as in [2] where τ = v − h. In particular, the function h satisfies lim
r→r+
h = r+,
lim
r→r+
∂rh = 1, ∂rh ≥ 0 for r ≥ r+, h = r∗ for r ∈ [raway, R] where raway is away from horizon
location r = 2M and R/M is a large constant, and 1 . lim
r→∞M
−2r2(∂rh − 2µ−1)|Στ < ∞. See
Figure 1.
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Figure 1. Hyperboloidal folia-
tion and some related definitions.
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Figure 2. Initial hypersurface Στ0 .
Let τ0 ≥ 1, and define for any τ0 ≤ τ1 < τ2,
Στ1 = {(τ, ρ, θ, φ)|τ = τ1} ∩ D, Ωτ1,τ2 =
⋃
τ∈[τ1,τ2]
Στ , (1.9a)
I+τ1,τ2 = limc→∞{v = c} ∩ Ωτ1,τ2, H
+
τ1,τ2 = Ωτ1,τ2 ∩H+. (1.9b)
We fix τ0 by requiring v ≥M on Στ0 such that v ≥ c(τ+ρ) in Ωτ0,∞. See Figure 2. The hypersurface
Στ0 will be our initial hypersurface on which the initial data are imposed. The level sets of the time
function τ are strictly spacelike with
c(M)r−2 ≤ −g(∇τ,∇τ) ≤ C(M)r−2 (1.10)
for two positive universal constants c(M) and C(M), and they cross the future event horizon regu-
larly, and for large r, the level sets of τ are asymptotic to future null infinity I+.
Throughout this work, we always assume that the initial data on Στ0 , i.e. the spin ± 12 compo-
nents ψ±s on Στ0 , are smooth in a regular coordinate system, for instance, the ingoing Eddington–
Finkelstein coordinate system. By standard theory of global well-posedness of linear symmetric
hyperbolic systems, the components ψ±s are globally smooth upto and including H+.
We shall need to decompose the spin ± 12 components into ℓ ≥ 2 part and ℓ = 1 mode, and
decompose further ℓ = 1 mode into (m, ℓ = 1) modes in terms of spin-weighted spherical harmonics,
where m = − 12 , 12 , cf. Section 2.4. Let F (2)(k, p, τ, (Ψ±s)ℓ≥2) and F (1)(k, p, τ, (Ψ±s)ℓ=1) be defined
as in Definition 5.13 by simply replacing Ψ±s therein by (Ψ±s)ℓ≥2 and (Ψ±s)ℓ=1, respectively, and
let Q
(1)
s (m, ℓ = 1) be the first Newman–Penrose constant of (m, ℓ = 1) mode as defined in Definition
5.7. In the end, define a spin-weight 12 scalar
ϕs = (r −M)−1ψs. (1.11)
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Theorem 1.1. (Price’s law for nonvanishing first Newman–Penrose constant case) Let j ∈ N.
Assume there are constants β ∈ (0, 12 ), D0 ≥ 0 and {Q
(1)
s (m, ℓ = 1)}m=− 12 , 12 with
∑
m=± 12
|Q(1)s (m, ℓ =
1)| 6= 0 such that for all 0 ≤ i ≤ j,∑
m=± 12
sup
Στ0∩{ρ≥4M}
∣∣∣∣ρi∂iρ(VˆΦ(1)s (m, ℓ = 1)− Q(1)s (m, ℓ = 1)ρ2
)∣∣∣∣ . ρ−2−βD0, (1.12)
and assume for a suitably small δ ∈ (0, 12 ) and a suitably large k′ = k′(j) that
I
6=0
δ,k′ = (F
(1)(k′, 3− δ, τ0, (Ψ±s)ℓ=1)) 12 + (F (2)(k′, 1 + δ, τ0, (Ψ±s)ℓ≥2)) 12
+
∑
m=± 12
|Q(1)s (m, ℓ = 1)|+D0 <∞. (1.13)
Then there exists an ǫ > 0 such that in Ωτ0,∞,∣∣∣∣∂jτϕs − cs,jv−2τ−1−j ∑
m=± 12
Q
(1)
s (m, ℓ = 1)Y
s
m,ℓ=1(cos θ)e
imφ
∣∣∣∣ .j,δ v−2τ−1−j−ǫI6=0δ,k′ , (1.14a)∣∣∣∣∂jτψ−s − c−s,jv−1τ−2−j ∑
m=± 12
Q
(1)
s (m, ℓ = 1)Y
−s
m,ℓ=1(cos θ)e
imφ
∣∣∣∣ .j,δ v−1τ−2−j−ǫI6=0δ,k′ , (1.14b)
where
cs,j = 4(−1)jj!
j∑
n=0
n∑
i=0
(
τ
v
)j−i
, (1.15a)
c−s,j = 4(−1)jj!
[
(j + 2)
j∑
n=0
(
τ
v
)j−n
−
j∑
n=0
n∑
i=0
(
τ
v
)j−i
+ (j + 1)
((
τ
v
)j
−
(
τ
v
)j+2)]
. (1.15b)
Remark 1.2. Each of the constants {Q(1)s (m, ℓ = 1)}m=± 12 is the first Newman–Penrose constant for
the corresponding (m, ℓ = 1)mode respectively. Thus, this result determines the leading asymptotics
of spin ± 12 components in the case of nonvanishing first Newman–Penrose constant.
Remark 1.3. We remark that the peeling property of massless Dirac fields in a Schwarzschild
spacetime is proved and contained in the above theorem. The assumptions can in fact be weaken as
can be seen in Section 5, and we shall not discuss further here.
It is clear from the above theorem that if the first Newman–Penrose constants for all (m, ℓ = 1)
modes vanish, then the scalars ϕs and ψ−s will have faster decay in τ . This is precisely what we will
obtain in the theorem below. To state our main result about the Price’s law in the case of vanishing
first Newman–Penrose constant, we shall need the following notations and definitions. Define for
any spin-weight 12 scalar ϕ that
H˜s(ϕ) = (r −M)[rµ 12 (2µ−1 − ∂rh)∂rh∂τϕ+ 2rµ 12 (−µ−1 + ∂rh)∂ρϕ+ ∂r(∆ 12 ∂rh)ϕ]. (1.16)
We decompose the spin ± 12 components into ℓ ≥ 3 part, ℓ = 2 mode and ℓ = 1 mode, and decompose
further ℓ = 1 mode into (m, ℓ = 1) modes in terms of spin-weighted spherical harmonics, where m =
− 12 , 12 , cf. Section 2.4. Let F (3)(k, p, τ, (Ψ±s)ℓ≥3), F (2)(k, p, τ, (Ψ±s)ℓ=2) and F (1)(k, p, τ, (Ψ±s)ℓ=1)
be defined as in Definition 5.13 by simply replacingΨ±s therein by (Ψ±s)ℓ≥3, (Ψ±s)ℓ=2 and (Ψ±s)ℓ=1,
respectively.
Theorem 1.4. (Price’s law for vanishing first Newman–Penrose constant case) Let j ∈ N. Assume
there are constants β ∈ (0, 12 ), D˜0 ≥ 0, and {D˜1(m, ℓ = 1)}m=− 12 , 12 such that for all 0 ≤ i ≤ j,∑
m=± 12
sup
Στ0∩{ρ≥4M}
∣∣∣∣ρi∂iρ(Vˆ Φ(1)s (m, ℓ = 1)− D˜1(m, ℓ = 1)ρ3
)∣∣∣∣ . ρ−3−βD˜0, (1.17)
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and assume for a suitably small δ ∈ (0, 12 ) and a suitably large k′ = k′(j) that
I
=0
δ,k′ = F
(1)(k′, 5− δ, τ0, (Ψ±s)ℓ=1) 12 + F (2)(k′(j), 3 + δ, τ0, (Ψ±s)ℓ=2) 12
+ F (3)(k′(j), 1 + δ, τ0, (Ψ±s)ℓ≥3)
1
2 +
∑
m=± 12
|D˜1(m, ℓ = 1)|+ D˜0 <∞. (1.18)
Then there exists an ǫ > 0 such that in Ωτ0,∞,∣∣∣∣∂jτϕs − cs,j+1v−2τ−2−j ∑
m=± 12
Q
(1)
s,T I(m, ℓ = 1)Y
s
m,ℓ=1(cos θ)e
imφ
∣∣∣∣ .j,δ v−2τ−2−j−ǫI=0δ,k′ , (1.19a)∣∣∣∣∂jτψ−s − c−s,j+1v−1τ−3−j ∑
m=± 12
Q
(1)
s,T I(m, ℓ = 1)Y
−s
m,ℓ=1(cos θ)e
imφ
∣∣∣∣ .j,δ v−1τ−3−j−ǫI=0δ,k′ , (1.19b)
where cs,j+1 and c−s,j+1 are defined as in Definition 1.15, and for each m = − 12 , 12 ,
Q
(1)
s,T I(m, ℓ = 1) =M
∫ ∞
2M
H˜s(Φs(m, ℓ = 1))(τ0, ρ
′)dρ′ − 2
3
D˜1(m, ℓ = 1). (1.20)
Remark 1.5. The assumption (1.17) actually implies that the first Newman–Penrose constant of the
ℓ = 1 mode vanishes. Besides, if the initial data is compacted supported on a spacelike hypersurface
terminating at spacelike infinity, the assumption holds with D˜0 = 0 and all D˜1(m, ℓ = 1) = 0,
and the above sharp decay estimates (1.19) are clearly valid. Furthermore, if the initial data are
imposed on a Boyer–Lindquist t = const hypersurface and compactly supported from both the
bifurcation sphere and spatial infinity, the above decay rates can be improved if and only if all
Q
(1)
s,T I(m, ℓ = 1) = M
∫∞
2M
H˜s(Φs(m, ℓ = 1))|Σt=constdr = 0 are vanishing, which is equivalent to
requiring
0 = Q
(1)
s,T I(m, ℓ = 1)
= M
∫ ∞
2M
µ−
3
2 r(r −M)(∂tψs(m, ℓ = 1) + r−1(r − 3M)ψs(m, ℓ = 1))|Σt=constdr (1.21)
for all (m, ℓ = 1) modes. This is in contrast to the case of scalar field ϕscalar where initially static
data (∂tϕ
ℓ=0
scalar|Σt=const = 0) lead to extra time decay in the future development as shown in [6, 38].
Additionally, we obtain also a result about almost Price’s law for each ℓ = ℓ0 ≥ 2 mode of each
of spin ± 12 components. The detailed proof can be found in Section 5.6.
Theorem 1.6. Let spin ± 12 components be supported on ℓ = ℓ0 mode for an ℓ0 ≥ 2. If the ℓ0-th
Newman–Penrose constant does not vanish, then we have in Ωτ0,∞ that for any δ ∈ (0, 12 ),
|∂jτϕs| . v−2τ−ℓ0−j+δ/2(F (ℓ0)(k′(j, ℓ0), 3− δ, τ0,Ψ±s))
1
2 , (1.22a)
|∂jτψ−s| . v−1τ−1−ℓ0−j+δ/2(F (ℓ0)(k′(j, ℓ0), 3− δ, τ0,Ψ±s))
1
2 . (1.22b)
While if the ℓ0-th Newman–Penrose constant vanishes, the τ power of the above pointwise decay
estimates is decreased by 1 in the region Ωτ0,∞:
|∂jτϕs| . v−2τ−1−ℓ0−j+δ/2(F (ℓ0)(k′(j, ℓ0), 5− δ, τ0,Ψ±s))
1
2 , (1.23a)
|∂jτψ−s| . v−1τ−2−ℓ0−j+δ/2(F (ℓ0)(k′(j, ℓ0), 5− δ, τ0,Ψ±s))
1
2 . (1.23b)
1.1. Outline of the proof.
1.1.1. Basic energy and Morawetz estimates. Teukolsky [78] found that the scalars ψs in a Schwarzschild
spacetime satisfy the celebrated Teukolsky Master Equation (TME), a separable, decoupled wave
equation, which takes the following form in Boyer-Lindquist coordinates:(
r2✷gM +
2is cos θ
sin2 θ ∂φ − (s2 cot2 θ + s)
)
ψs = − 2s((r −M)Y − 2r∂t)ψs, (1.24)
with ✷gM being the scalar wave operator
✷gM = − µ−1∂2t + r−2∂r (∆∂r) + r−2
(
1
sin2 θ
∂2φ +
1
sin θ
∂θ (sin θ∂θ)
)
. (1.25)
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In particular, the scalars ψs are regular and non-degenerate at the future event horizon H+. This is
a spin-weighted wave equation in the sense that the operator on the LHS of (1.24) is a spin-weighted
wave operator. Such a TME is actually derived in [78] for general half integer spin fields on a larger
family of spacetimes–the Kerr family of spacetimes [44], and it serves as a starting model for quite
many results in obtaining quantitative estimates for these fields, including the Maxwell field and
linearized gravity. See the discussions in Section 1.2.
The Chandrasekhar’s transformation [14], which is a differential transformation utilized to obtain
a scalar-wave-like equation (to be more precise, Fackerell–Ipser equation [28] for Maxwell field and
Regge–Wheeler equation [70] for linearized gravity) from the TME, does not exist anymore for
Dirac fields. Instead, one has to couple both first order Dirac equations of spin ± 12 components into
a system, and both second order TME (3.5) into a wave system. One particular energy, which is
usually interpreted as a conserved charge, naturally arises from the Dirac system, and the integrated
local energy decay estimates (or, Morawetz estimates) can be obtained for the TME wave system
of the Dirac field by employing the same techniques in proving the same type of estimates for the
scalar wave equation. These two estimates together–we call as basic energy and Morawetz estimates
(BEAM estimates)–imply certain decay for the field and, more importantly, serve as precursors in
obtaining further stronger decay.
1.1.2. Almost sharp energy decay estimates. The rp method initiated by Dafermos and Rodnianski
in [22] is suited and well-developed in recently years to show some basic energy decay results from
the BEAM estimates. An application of these rp estimates, with p ranging from 0 to 2, to a wave
system of the spin ± 12 components together with the above BEAM estimates yields τ−2 decay for a
basic energy of the Dirac field, from which basic pointwise decay v−1τ−
1
2 can be derived for scalars
ψ±s. The reason that we obtain such estimates for ψs instead of φs = r−1ψs is due to the damping
effect in the TME (3.5a) of φs near infinity.
To achieve better energy and pointwise decay estimates, we shall decompose the spin ± 12 compo-
nents into ℓ modes. For a fixed ℓ mode {ψℓ
s
, ψℓ−s}, we consider following wave systems{
WS[ℓ, j], j = 1, ..., ℓ
∣∣∣ the j-th system WS[ℓ, j] is the wave equations of {Φ(ℓ,j′)s ,Φ(ℓ,j′)−s }1≤j′≤j},
(1.26)
where
Φ
(ℓ,1)
s =µ
− 12 rψℓ
s
, Φ
(ℓ,1)
−s = Vˆ(∆
1
2ψℓ−s),
Φ
(ℓ,i)
s =Vˆ i−1Φ(ℓ,1)s , Φ(ℓ,i)−s = Vˆ i−1Φ(ℓ,1)−s , ∀i ≥ 2, (1.27)
and the differential operator Vˆ = r2Vˆ equals precisely ∂rBS in Bondi–Sachs coordinates (u, rBS , θ, φ)
with rBS = r
−1. Such a treatment of the wave systems is essential for nonzero-spin fields as these
scalars are coupled to each other in their governing equations, and is convenient in achieving further
energy decay for the lower-index system in terms of energy of the higher-index system. See, for
instance, the works [2, 50] and the discussions below. For each wave equations in (1.26), an rp
estimate for p ∈ [0, 2] similar to the above can be proven and yields τ−2 decay for the basic energy
of each j-th system WS[ℓ, j], j = 1, ..., ℓ. Meanwhile, for each j ∈ {1, . . . , ℓ − 1}, the basic energy
of the j-th system WS[ℓ, j] can be shown to have τ−2 decay in terms of the basic energy of the
(j+1)-th system WS[ℓ, j+1], thus one can iteratively show that the basic energy of the first system
WS[ℓ, 1] has τ−2ℓ decay in terms of a r2-weighted energy of the ℓ-th system WS[ℓ, ℓ]. Moreover,
because of the property that there is no O(1)Φ
(ℓ,ℓ)
±s term in the wave equation of Φ
(ℓ,ℓ)
±s (see equation
(5.55) for i = ℓ = ℓ0), the r
p hierarchy for this wave equation of Φ
(ℓ,ℓ)
±s can be extended to p ∈ [0, 3),
but no further. For this reason, the basic energy of the first system of {Φ(ℓ,1)s ,Φ(ℓ,1)−s } has τ−2ℓ−1+δ
decay with respect to a r3−δ-weighted energy of the ℓ-th system WS[ℓ, ℓ] with δ ∈ (0, 12 ) arbitrary.
In the case that the limit lim
ρ→∞ VˆΦ˜
(ℓ,ℓ)
s |Στ0 6= 0, where Φ˜
(ℓ,ℓ)
s is a linear combination of Φ
(ℓ,j)
s , j =
1, ..., ℓ as defined in Definition 5.5, this implies that the r3-weighted initial energy of the ℓ-th system
WS[ℓ, ℓ] will be infinite, hence the above energy decay of {Φ(ℓ,1)s ,Φ(ℓ,1)−s } is in fact sharp. In particular,
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this limit is a “constant” independent of τ at future null infinity, and we call it the ℓ-th Newman–
Penrose constant which denoted as Q
(ℓ)
s with respect to the ℓ-th mode ψ
ℓ
s
of spin 12 component. The
corresponding ℓ-th N–P constant Q
(ℓ)
−s with respect to the ℓ-th mode ψ
ℓ
−s of spin − 12 component can
be similarly defined and equals to a constant times Q
(ℓ)
s . As a result, the above energy decay result
of {Φ(ℓ,1)s ,Φ(ℓ,1)−s } is sharp in the case of nonvanishing ℓ-th N–P constant of the ℓ-th mode {ψℓs, ψℓ−s}.
To further enlarge the p range in the rp hierarchy for the wave equations of Φ
(ℓ,ℓ)
±s , one has to
remove the O(1)Φ
(ℓ,ℓ−1)
±s term in these equations. It suffices to consider only the spin
1
2 component,
since the equation of Φ
(ℓ,ℓ)
−s is the same as the one of Φ
(ℓ,ℓ)
s . It is surprising that there exists a unique
linear combination of {Φ(ℓ,i)s }i=1,...,ℓ, denoted as Φ˜(ℓ,ℓ)s , such that in its governing equation, the first
and second order operators remain the same and the troublesome O(1)Φ
(ℓ,ℓ−1)
s term is removed, but
at the price of introducing extra {O(r−1)Φ(ℓ,j)s }j=1,...,ℓ terms. These new terms with coefficients
decaying as r−1 are responsible for achieving an rp hierarchy for the equation of Φ˜(ℓ,ℓ)s for p exactly
in the range of [0, 5), and no further. As a result, for any δ ∈ (0, 12 ), the basic energy of the first
system of {Φ(ℓ,1)−s ,Φ(ℓ,1)s } has τ−2ℓ−3+δ decay with respect to a r5−δ-weighted initial energy of this
new ℓ-th system of {Φ˜(ℓ,ℓ)s , Φ˜(ℓ,ℓ)−s }. One should note that such energy decay estimates hold only in the
case of vanishing ℓ-th N–P constant for the ℓ-th mode {ψℓ
s
, ψℓ−s}, since requiring the r5−δ-weighted
initial energy to be finite excludes the case of nonvanishing ℓ-th N–P constant.
1.1.3. Almost sharp pointwise decay estimates. We have given the sharp basic energy decay results
for {Φ(1,1)−s ,Φ(1,1)s } in the above discussion, and for simplicity, we will denote {Φ(1,1)−s ,Φ(1,1)s } by
{Φ(1)−s,Φ(1)s }. One still needs to derive the decay estimates of a basic energy of the scalars {ψℓ=1s =
µ
1
2 r−1Φ(1)s , rψℓ=1−s } in order to achieve almost sharp pointwise decay estimates for the spin ± 12
components χ0 and χ1 of the Dirac field. On a τ = const hypersurface, rewriting the wave equation
of {Φ(1)−s,Φ(1)s } as a 3-dimensional spatial elliptic operator plus terms involving ∂τ derivatives, and
making use of the fact that for any j ∈ N, the basic energy of {∂jτΦ(1)−s, ∂jτΦ(1)s } has extra τ−2j
decay than the basic energy of {Φ(1)−s,Φ(1)s }, this enables us to derive (degenerate) elliptic estimates
in terms of the source–the terms involving ∂τ derivative, and to conclude that a degenerate, basic
energy of {ψℓ=1
s
, rψℓ=1−s } has further τ−2 decay. Pointwise decay rates v−
3
2−sτ−ℓ−j+s−
1
2+
δ
2 and
v−
3
2−sτ−ℓ−j−
3
2+s+
δ
2 for {∂jτ ((r − M)−1ψℓs), ∂jτψℓ−s} follow easily in the case of nonvanishing ℓ-th
N–P constant and vanishing ℓ-th N–P constant for the ℓ-th mode, respectively. In both cases, there
is only a δ2 loss of decay in τ compared to the sharp asymptotics predicted by Price in [67, 68] and
Price–Burko in [69], where δ ∈ (0, 12 ) is arbitrary. We note also that for ℓ = 1 mode, by iteratively
substituting these almost sharp asymptotics into the wave equations (5.115) and (5.126), one can
show that {∂jτ∂ρϕℓ=1s , ∂jτ∂ρψℓ=1−s } with ϕℓ=1s = (r −M)−1ψℓ=1s has faster τ−1 decay compared to
{∂jτϕℓ=1s , ∂jτψℓ=1−s }.
1.1.4. Asymptotics in the case of nonvanishing first Newman–Penrose constant. To achieve the pre-
cise asymptotics, the first N–P constant of the ℓ = 1 mode is of vital importance in deriving the
precise behaviours of ℓ = 1 mode, and the higher modes ℓ ≥ 2 have faster decay from the above
discussions. The first N–P constant is one particular conserved quantity at null infinity and contains
all information of the leading asymptotics of ℓ = 1mode {ψℓ=1
s
, ψℓ=1−s }. Without loss of generality, we
consider only a fixed (m, ℓ = 1) mode of spin 12 component which is the m-th spin-weighted spherical
harmonic mode of ψℓ=1
s
, as the asymptotics of such a (m, ℓ = 1) mode of spin − 12 component can
be fully determined from the first order Dirac system and the asymptotics of the same mode of spin
1
2 component. For such a mode, its N–P constant is a constant independent of θ, φ, τ .
We shall follow the work [6] and derive the precise asymptotics for a fixed (m, ℓ = 1) mode of spin
1
2 component. Under a very generic assumption (1.12) which states the quantity r
2VˆΦ(1)s (m, ℓ = 1)
converges to the N–P constant Q
(1)
s (m, ℓ = 1) in a speed of rate O(r
−β) on the initial hypersurface,
one can obtain leading asymptotics of r2VˆΦ(1)s (u, v) in the region where {v − u ≥ vα}, α ∈ (12 , 1),
by integrating the wave equation (6.5) along a v = const hypersurface from the initial hypersurface.
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One can then integrate along u = const hypersurface and make use of the above leading asymptotics
of VˆΦ(1)s (u, v) to obtain precise asymptotics for ϕℓ=1s in the region {v − u ≥ vα
′} with α′ ∈ (α, 1)
suitably chosen. In the remaining region, it suffices to combine this estimate at the boundary
hypersurface {v−u = vα′} together with better decay for ∂ρϕℓ=1s to achieve the leading asymptotics
of ϕℓ=1
s
. A similar argument can be utilized to derive the asymptotics of ∂jτϕ
ℓ=1
s
.
1.1.5. Asymptotics in the case of vanishing first Newman–Penrose constant. A natural idea would
be to reduce this case of vanishing first N–P constant to a case of nonvanishing first N–P constant so
that the above results in Section 1.1.4 can be applied. This is exactly the idea behind and realized
by the uniqueness and existence of the smooth time integral gs of ψs which solves the spin s =
1
2
TME and satisfies ∂τgs = ψs. The wave equation of gs then yields equation (7.24) on the initial
hypersurface Στ0 , from which one can explicitly calculate the N–P constant of the time integral gs in
terms of the initial data of spin 12 component ψs. This part is mostly in the same spirit of the work
[6]. The rest of the proof is devoted to showing that the assumption (1.17) implies an assumption
(1.12) for the time integral and that a r3−δ-weighted energy of the time integral gs is bounded by
a r5−δ/2-weighted energy of ψ±s. In the end, one applies the results in Theorem 1.1 to conclude
Theorem 1.4.
1.2. Related works. We now put our results in context and give some background and related
results. Teukolsky [78] found that the two components of the massless Dirac field in a Kerr space-
time satisfy a separable, decoupled wave equation, known as Teukolsky master equation. In a
seminal work, Chandarasekhar [15] found that the massive Dirac equations in a Kerr spacetime in
Boyer–Lindquist coordinates are also separable. There are extensions [64, 71] to the Kerr–Newman
spacetimes and the Eddington–Finkelstein coordinates in Kerr spacetimes. The works of Teukolsky
and Chandarasekhar are fundamental since they open the possibility of applying various methods
to analyze massless and massive Dirac fields.
There are quite many results on the scattering properties of massless, or massive Dirac field on
black hole backgrounds. The scattering of massless Dirac in Schwarzschild and massive charged Dirac
fields in Reissner–Nordström are obtained by Nicolas [62] and Melnyk [55] respectively. Melnyk then
used this result to study the Hawking effect for massive charge Dirac fields on Reissner–Nordström
in [56]. These works use trace class perturbation methods and cannot be extended to the Kerr case
because of the lack of symmetry in the Kerr geometry. A complete scattering result for massless
Dirac fields outside a subextremal Kerr black-hole is first proven by Häfner–Nicolas [36] using the
Mourre theory [61], and Batic [9] extended it to massive Dirac fields in a subextremal Kerr spacetime
by employing an integral representation for the Dirac propagator. Häfner–Mokdad–Nicolas obtained
the scattering for the massive charged Dirac field inside a Reissner–Nordström–type black hole in
[35].
The peeling properties of massless Dirac fields in Kerr spacetimes are obtained by Pham [80] fol-
lowing earlier works by Mason–Nicolas [54] and Nicolas–Pham [63], and Smoller–Xie [74] proved t−2ℓ
decay for each ℓmode of massless Dirac fields in a Schwarzschild spacetime using the Chandrasekhar’s
separation of variables and a detailed analysis of the associated Green’s function. Finster–Kamran–
Smoller–Yau [30, 29] proved local asymptotical decay t−
5
6 for the massive Dirac field with bounded
angular momentum in a subextremal Kerr–Newman spacetime. Dong–LeFloch–Wyatt [25] estab-
lished a nonlinear stability result for a massive Dirac coupled system in Minkowski.
There is a large amount of works on spin fields in asymptotically flat spacetimes. We list here
a few in the literature: [59, 46, 16, 17, 47] on the wave equations on Minkowski background and
nonlinear stability of Minkowski spacetime; [81, 43, 11, 12, 21, 23, 3, 77, 24, 72, 60, 53, 79] for energy,
Morawetz, Strichartz, and pointwise estimates of scalar field on a Schwarzschild or subextremal
Kerr background; [28, 10, 65, 75, 4, 1, 51, 33] for similar estimates for Maxwell field in black hole
spacetimes; [19, 40, 5, 42, 32, 31, 52, 18, 2, 34] on linear stability of Schwarzschild, Reissner–
Nördstrom and Kerr metrics. There are also results [39, 41] on nonlinear stability of black hole
spacetimes.
Researches toward sharp decay of spin fields in black hole spacetimes are quite active in recent
years. The precise upper and lower rates of decay in Schwarzschild are predicted by Price [67, 68] and
further completed by Price–Burko in [69]. In these works, they predict that for any fixed ℓ mode
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of spin fields in a Schwarzschild spacetime, if the initial data is compactly supported, this mode
should fall off as τ−2ℓ−3 at any finite radius, and this sharp decay is now called as “Price’s law”.
Donninger–Schlag–Soffer proved in [26] τ−2ℓ−2 decay for an ℓ mode of scalar field and in [27] τ−3,
τ−4 and τ−6 for scalar field, Maxwell field and gravitational perturbations, respectively. Efforts have
also been made in proving Price’s law in Kerr or more general spacetimes: under an assumption that
a basic energy and Morawetz estimate holds, τ−3 decay for scalar field and τ−4 decay for Maxwell
field in a class of non-stationary asymptotically flat spacetimes are proved in a series of works by
Tataru [76] and Metcalfe–Tataru–Tohaneanu [57, 58]. For the Maxwell field, decay estimates in
the Kerr spacetimes and almost sharp decay estimates in a Schwarzschild spacetime are proven in
[50]. Recently, there are two approaches succeeding in obtaining τ−3 as both an upper and a lower
bound for scalar field: Angelopoulos–Aretakis–Gajic in a series of works [7, 6, 8] obtained using
the vector field method almost sharp decay τ−3+ǫ, Price’s law τ−3 decay, and for the subleading
term τ−3 log τ decay, respectively outside a Schwarzschild black hole; Hintz [38] computed the τ−3
leading order term in a subextremal Kerr spacetime and obtained τ−2ℓ−3 upper bound for a fixed ℓ
mode on a Schwarzschild background, and his approach relies on an analysis of the resolvent near
zero frequency.
These Price’s law decay results, in particular, the lower bound of decay, are crucial in resolving
the Strong Cosmic Censorship conjecture, that is, to prove (in)stability of the Cauchy horizon of
black hole spacetimes. We direct the readers to the works [20, 49, 48] and references therein.
Overview of the paper. We collect in Section 2 some preliminaries, including more definitions,
some general facts and a few useful estimates. Sections 3 and 4 are devoted to proving the uniform
boundedness of a nondegenerate energy and an integrated local energy estimate, respectively. In
Section 5, we utilize the proven energy and Morawetz estimates to achieve almost sharp asymptotics,
and in particular, prove Theorem 1.6. In the end, in the last two sections, we give the proofs of
Theorems 1.1 and 1.4, respectively.
2. Preliminaries
2.1. General conventions. Denote N to be the set of natural numbers {0, 1, . . .}, Z the set of
integers, Z+ the set of positive integers, R the set of real numbers, and R+ the set of positive real
numbers. Denote S2 the standard unit round sphere.
The notation ℜ(·) is to denote the real part. We use an overline or a bar to denote the complex
conjugate.
LHS and RHS are short for left-hand side and right-hand side, respectively.
Throughout this work, F1 ≡ F2 means that the two sides are equal after integration over unit
round sphere S2, i.e.
∫
S2 F1d
2µ =
∫
S2 F2d
2µ.
Denote a large (positive) universal constant by C and a small (positive) universal constant by
c. These universal constants may change from term to term. We denote it by C(P) (or c(P)) if
it depends on a set of parameters P. Regularity parameters are generally denoted by k, and k′ is
a universal constant that may change from term to term. Also, k′(P) means a regularity constant
depending on the parameter set P.
Let F2 be a nonnegative function. We denote F1 . F2 if there exists a universal constant C such
that F1 ≤ CF2, and similarly for F1 & F2. If both F1 . F2 and F1 & F2 hold, we say F1 ∼ F2.
Let P be a set of parameters. We say F1 .P F2 if there exists a universal constant C(P) such
that F1 ≤ C(P)F2. Similarly for F1 &P F2. We say F1 ∼P F2 if both F1 .P F2 and F1 &P F2 hold.
For any α ∈ N, we say a function f(r, θ, φ) is O(r−α) if it is a sum of two smooth functions
f1(θ, φ)r
−α and f2(r, θ, φ) satisfying that for any j ∈ N, |(∂r)jf2| ≤ C(j)r−α−1−j . In particular, if
f is O(1), then ∂rf = O(r
−2).
Let χ1 be a standard smooth cutoff function which is decreasing, 1 on (−∞, 0), and 0 on (1,∞),
and let χ = χ1((R0−r)/M) with R0 suitably large and to be fixed in the proof. So χ = 1 for r ≥ R0
and vanishes identically for r ≤ R0 −M .
2.2. Further definitions.
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Definition 2.1. Define d2µ = sin θdθ ∧ dφ, and define the reference volume forms
d3µ = dρ ∧ d2µ, (2.1a)
d4µ = dτ ∧ d3µ. (2.1b)
Given a 1-form ν, let d3µν denote a Leray 3-form such that ν ∧ d3µν = d4µ.
Note that these are convenient reference volume forms in calculations and in stating the estimates,
but not the volume element of DOC or the induced volume form on a 3-dimensional hypersurface.
Definition 2.2. Define two Killing vector fields
Lξ = ∂τ = ∂t, Lη = ∂φ. (2.2)
Denote also a regular outgoing vector
V = µVˆ = ∂t + µ∂r. (2.3)
Define a Teukolsky angular operator
Ts =
1
sin θ
∂θ(sin θ∂θ) +
L2η
sin2 θ
+
2is cos θ
sin2 θ
Lη − (s2cot2 θ + s). (2.4)
One finds
Ts = ð˚˚ð
′, T−s = ð˚′˚ð. (2.5)
Definition 2.3. Let m ∈ N and n ∈ Z+. Let X = {X1, X2, . . . , Xn} be a set of spin-weighted
operators, and let a multi-index a be an ordered set a = (a1, a2, . . . , am) with all ai ∈ {1, . . . , n}.
Define |a| = m and define Xa = Xa1Xa2 · · ·Xam . Let ϕ be a spin-weighted scalar, and define its
pointwise norm of order k, k ∈ N, as
|ϕ|m,X =
√ ∑
|a|≤m
|Xaϕ|2. (2.6)
Definition 2.4. Define a set of operators
B = {Y, V, r−1ð˚, r−1ð˚′} (2.7a)
adapted to the Hartle–Hawking tetrad, and its rescaled one
B˜ = {rY, rV, ð˚, ð˚′}. (2.7b)
Define a set of commutators
D = {Y, rV, ð˚, ð˚′}. (2.7c)
Define also a set of operators
H = {Lξ, Y, ð˚, ð˚′}. (2.7d)
Additionally, define a set of rescaled spherical edth operators
S = {r−1ð˚, r−1ð˚′}. (2.7e)
Now we are able to define energy norms and (spacetime) Morawetz norms.
Definition 2.5. Let ϕ be a spin-weighted scalar, and let k ∈ N and γ ∈ R. Let Ω be a 4-dimensional
subspace of the DOC, and let Σ be a 3-dimensional space that can be parameterized by (ρ, θ, φ).
Define
‖ϕ‖2Wkγ (Ω) =
∫
Ω
rγ |ϕ|2k,Dd4µ, (2.8a)
‖ϕ‖2Wkγ (Σ) =
∫
Σ
rγ |ϕ|2k,Dd3µ, (2.8b)
‖ϕ‖2Wkγ (S2(r)) =
∫
S2
rγ |ϕ|2k,Sd2µ. (2.8c)
10
Define also
‖ϕ‖2
W˜kγ (Ω)
=
∫
Ω
rγ |ϕ|2k,Hd4µ, ‖ϕ‖2W˜kγ (Σ) =
∫
Σ
rγ |ϕ|2k,Hd3µ, (2.9)
Definition 2.6. Let τ2 > τ1 ≥ τ0 and let r2 > r1 ≥ 2M . Define
Σ≥r1τ1 = Στ1 ∩ {r ≥ r1}, Ω≥r1τ1,τ2 = Ωτ1,τ2 ∩ {r ≥ r1}, (2.10a)
Σr1,r2τ1 = Στ1 ∩ {r1 ≤ r ≤ r2}, Ωr1,r2τ1,τ2 = Ωτ1,τ2 ∩ {r1 ≤ r ≤ r2}, (2.10b)
Σ≤r1τ1 = Στ1 ∩ {2M ≤ r ≤ r1}, Ω≤r1τ1,τ2 = Ωτ1,τ2 ∩ {2M ≤ r ≤ r1}. (2.10c)
2.3. General facts.
Lemma 2.7. For two properly weighted scalars f and h,∫
S2
ℜ(f¯ ð˚h) = −
∫
S2
ℜ(˚ð′fh), (2.11a)∫
S2
ℜ(f¯ ð˚′h) = −
∫
S2
ℜ(˚ðfh). (2.11b)
The following commutators can be checked directly.
Lemma 2.8. We have the following commutators
[µY, µVˆ ] = 0, (2.12a)
[∆1/2Vˆ ,∆1/2Y ] = (r − 3M)(Y + Vˆ ). (2.12b)
and when acting on a spin-weight s scalar ϕ,
[˚ð′, ð˚]ϕ = 2sϕ. (2.12c)
Lemma 2.9. One can express the two principal null vectors in the hyperboloidal foliation as
Y = −∂ρ + ∂rh∂τ , Vˆ = ∂ρ + (2µ−1 − ∂rh)∂τ . (2.13)
The following lemma is to expand out a spin-weighted wave operator on Schwarzschild.
Lemma 2.10. For a spin-weight s scalar ψ, s = ± 12 ,(
−µ−1r2∂2t + ∂r (∆∂r) +
1
sin2 θ
∂2φ +
1
sin θ
∂θ (sin θ∂θ) +
2is cos θ
sin2 θ
Lη − (s2 cot2 θ + s)
)
ψ
= r−1(−r2Y V +Ts − 2Mr−1)(rψ). (2.14)
2.4. Decomposition into modes for spin-weight s scalars. For any spin-weight s scalar ϕ,
s = ± 12 , we can decompose it into modes ϕ =
∞∑
ℓ0=|s|+1/2
ϕℓ=ℓ0 , with ℓ ∈ N and each mode
ϕℓ=ℓ0 =
∑
m
ϕm,ℓ0(τ, ρ)Y
s
m,ℓ0
(cos θ)eimφ, with m taking all values satisfying ℓ0 − 12 − |m| ∈ N. 1
Here,
{
Y sm,ℓ(cos θ)e
imφ
}
m,ℓ
are the eigenfunctions, called as "spin-weighted spherical harmonics",
of a self-adjoint operator ð˚˚ð′, form a complete orthonormal basis on L2(sin θdθdφ) and have eigen-
values −Λℓ = −(ℓ− 12 + s)(ℓ − s+ 12 ) defined by
ð˚˚ð′(Y sm,ℓ(cos θ)e
imφ) = −ΛℓY sm,ℓ(cos θ)eimφ. (2.15)
In particular,
ð˚(Y sm,ℓ(cos θ)e
imφ) = −
√(
ℓ+ s+
1
2
)(
ℓ− s− 1
2
)
Y s+1m,ℓ (cos θ)e
imφ, (2.16a)
ð˚′(Y sm,ℓ(cos θ)e
imφ) =
√(
ℓ+ s− 1
2
)(
ℓ− s+ 1
2
)
Y s−1m,ℓ (cos θ)e
imφ (2.16b)
1A theory of decomposing spin weighted scalars into spin-weighted spherical harmonics is standard, and we follow
[66, Section 4] here. However, the eigenvalue parameter ℓ is chosen as {|s|, |s|+1, . . .} therein, and we make an overall
shift of 1
2
such that ℓ takes values in positive integers. This is convenient in latter discussions.
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and
ð˚˚ð′ϕℓ=ℓ0 = −
(
ℓ0 − 1
2
+ s
)(
ℓ0 − s+ 1
2
)
ϕℓ=ℓ0 , ð˚′˚ðϕℓ=ℓ0 = −
(
ℓ0 − s− 1
2
)(
ℓ0 + s+
1
2
)
ϕℓ=ℓ0 .
(2.17)
2.5. Simple estimates. The following simple Hardy’s inequality will be useful.
Lemma 2.11. Let ϕ be a spin-weight s scalar. Then for any r′ > r+,∫ r′
r+
|ϕ|2dr .
∫ r′
r+
µ2r2|∂rϕ|2dr + (r′ − r+)|ϕ(r′)|2. (2.18)
In particular, if lim
r→∞
r|ϕ|2 = 0, then∫ ∞
r+
|ϕ|2dr .
∫ ∞
r+
µ2r2|∂rϕ|2dr. (2.19)
Proof. It follows easily by integrating the following equation
∂r((r − r+)|ϕ|2) = |ϕ|2 + 2(r − r+)ℜ(ϕ¯∂rϕ) (2.20)
from r+ to r
′ and applying the Cauchy-Schwarz inequality to the last product term. 
We will also use the following standard Hardy’s inequality, cf. [2, Lemma 4.30].
Lemma 2.12 (One-dimensional Hardy estimates). Let α ∈ R \ {0} and h : [r0, r1] → R be a C1
function.
(1) If rα0 |h(r0)|2 ≤ D0 and α < 0, then
−2α−1rα1 |h(r1)|2 +
∫ r1
r0
rα−1|h(r)|2dr ≤ 4
α2
∫ r1
r0
rα+1|∂rh(r)|2dr − 2α−1D0. (2.21a)
(2) If rα1 |h(r1)|2 ≤ D0 and α > 0, then
2α−1rα0 |h(r0)|2 +
∫ r1
r0
rα−1|h(r)|2dr ≤ 4
α2
∫ r1
r0
rα+1|∂rh(r)|2dr + 2α−1D0. (2.21b)
Recall the following Sobolev-type estimates from [2, Lemmas 4.32 and 4.33].
Lemma 2.13. Let ϕ be a spin weight s scalar. Then
sup
Στ
|ϕ|2 .s ‖ϕ‖2W 3−1(Στ ). (2.22)
If α ∈ (0, 1], then
sup
Στ
|ϕ|2 .s,α (‖ϕ‖2W 3−2(Στ ) + ‖rV ϕ‖
2
W 2−1−α(Στ )
)
1
2 (‖ϕ‖2W 3−2(Στ ) + ‖rV ϕ‖
2
W 2−1+α(Στ )
)
1
2 . (2.23)
If lim
τ→∞
|r−1ϕ| = 0 pointwise in (ρ, θ, φ), then
|r−1ϕ|2 .s ‖ϕ‖W 3−1(Dτ,∞)‖Lξϕ‖W 3−1(Dτ,∞). (2.24)
For any r′ > 2M away from horizon, if lim
τ→∞
|r−1ϕ| = 0 pointwise in (ρ, θ, φ), then
|(r′)−1ϕ(r′)|2 .s,r′ ‖ϕ‖W 3−1(D≥(r′+2M)/2τ,∞ )‖Lξϕ‖W 3−1(D≥(r′+2M)/2τ,∞ ). (2.25)
Proposition 2.14. Let ϕ be a spin-weight s scalar and supported on ℓ ≥ ℓ0 modes. Then∫
S2
(
|˚ð′ϕ|2 − (ℓ0 + s)(ℓ0 − s+ 1)|ϕ|2
)
d2µ
=
∫
S2
(
|˚ðϕ|2 − (ℓ0 − s)(ℓ0 + s+ 1)|ϕ|2
)
d2µ ≥ 0. (2.26)
In particular, let ϕ be an arbitrary spin-weight s scalar, then∫
S2
(
|˚ð′ϕ|2 − (s+ |s|)|ϕ|2
)
d2µ =
∫
S2
(
|˚ðϕ|2 − (|s| − s)|ϕ|2
)
d2µ ≥ 0. (2.27)
Proof. This can be found in [2, Lemma 4.25] together with the fact that ð˚˚ð′ = ð˚′˚ð− 2s. 
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2.6. rp estimate for a general spin-weighted wave equation on Schwarzschild. We state
here an rp estimate for a general spin-weighted wave equation, which is crucial in obtaining energy
decay estimates as shown originally in [22] for scalar field. The statement and its proof are similar
to the ones in [50].
Proposition 2.15. Let k ∈ N, |s| ∈ 12N, |s| ≤ 22, and p ∈ [0, 2]. Let δ ∈ (0, 1/2) be arbitrary. Let
ϕ and ϑ = ϑ(ϕ) be spin weight s scalars satisfying
−r2Y V ϕ+ ð˚˚ð′ϕ− bV V ϕ− b0ϕ = ϑ. (2.28)
Let the maximal eigenvalue of ð˚˚ð′ be −Λs ≤ 0, i.e. |˚ð′ϕ|2 ≥ Λs|ϕ|2. Let bV , bφ and b0 be smooth
real functions of r such that
(1) ∃bV,−1 ∈ R+ ∪ {0} such that bV = bV,−1r +O(1), and
(2) ∃b0,0 ∈ R such that b0 = b0,0 +O(r−1) and b0,0 + Λs ≥ 0.
Then there is a constant Rˆ0 = Rˆ0(p, b0, bV ) such that for all R0 ≥ Rˆ0 and τ2 > τ1 ≥ τ0,
(1) for p ∈ (0, 2),
‖rV ϕ‖2
Wkp−2(Σ
≥R0
τ2
)
+ ‖ϕ‖2
Wk+1−2 (Σ
≥R0
τ2
)
+ ‖ϕ‖2
Wk+1p−3 (Ω
≥R0
τ1,τ2
)
+ ‖Y ϕ‖2
Wk
−1−δ(Ω
≥R0
τ1,τ2
)
.[R0−M,R0] ‖rV ϕ‖2Wkp−2(Σ≥R0τ1 ) + ‖ϕ‖
2
Wk+1−2 (Σ
≥R0
τ1
)
+ ‖ϑ‖2
Wkp−3(Ω
≥R0
τ1,τ2
)
; (2.29)
(2) for p = 2,
‖rV ϕ‖2
Wk0 (Σ
≥R0
τ2
)
+ ‖ϕ‖2
Wk+1−2 (Σ
≥R0
τ2
)
+ ‖ϕ‖2
Wk+1
−1−δ(Ω
≥R0
τ1,τ2
)
+ ‖rV ϕ‖2
Wk−1(Ω
≥R0
τ1,τ2
)
.[R0−M,R0] ‖rV ϕ‖2Wk0 (Σ≥R0τ1 ) + ‖ϕ‖
2
Wk+1−2 (Σ
≥R0
τ1
)
+ ‖ϑ‖2
Wk−1(Ω
≥R0
τ1,τ2
)
, (2.30)
and the term ‖ϑ‖2
Wk−1(Ω
≥R0
τ1,τ2
)
can be replaced by
∑
|a|≤k
∣∣∣∣ ∫
Ω
R0
τ1,τ2
ℜ
(
V DaϕDaϑ
)
d4µ
∣∣∣∣+ ‖ϑ‖2Wk
−1−δ(Ω
R0
τ1,τ2
)
; (2.31)
(3) for p = 0 and bV,−1 > 0,
‖ϕ‖2
Wk+1−2 (Σ
R0
τ2
)
+ ‖ϕ‖2
Wk+1−3 (Ω
R0
τ1,τ2
)
.[R0−M,R0] ‖ϕ‖2Wk+1−2 (ΣR0τ1 ) + ‖ϑ‖
2
Wk−3(Ω
R0
τ1,τ2
)
; (2.32)
(4) for p = 0 and bV,−1 = 0,
‖ϕ‖2
Wk+1−2 (Σ
R0
τ2
)
+ ‖ϕ‖2
Wk+1−3 (Ω
R0
τ1,τ2
)
.[R0−M,R0] ‖ϕ‖2Wk+1−2 (ΣR0τ1 ) + ‖rV ϕ‖
2
Wk−3(Ω
R0
τ1,τ2
)
+ ‖ϑ‖2
Wk−3(Ω
R0
τ1,τ2
)
,
(2.33)
where integral terms ‖ϕ‖2
Wk+10 (Σ
R0−M,R0
τ2
)
+‖ϕ‖2
Wk+10 (Σ
R0−M,R0
τ1
)
+‖ϕ‖2
Wk+10 (Ω
R0−M,R0
τ1,τ2
)
+‖ϑ‖2
Wk0 (Ω
R0−M,R0
τ1,τ2
)
supported on [R0 −M,R0] are implicit in the symbol .[R0−M,R0].
Proof. The estimates (2.29) and (2.30) are manifest from [50, Proposition 2.9] and by applying a
Cauchy–Schwarz inequality to the terms of ϑ.
To show the estimate (2.32), one multiplies the wave equation (2.28) by −2χ2r−2V ϕ¯ and takes
the real part, arriving at
− 4ℜ(˚ð(˚ð′ϕχ2r−2V ϕ)) + V (r−2χ2(|˚ð′ϕ|2 − Λsϕ2 + (b0,0 + Λs)|ϕ|2)) + Y (χ2|V ϕ|2)
+ (∂r(χ
2) + 2χ2r−1bV,−1)|V ϕ|2 − 2µ∂r(|χ|2r−2)(|˚ð′ϕ|2 − Λs|ϕ|2 + (b0,0 + Λs)|ϕ|2)
+ 2χ2r−2ℜ(V ϕ¯[(bV − rbV,−1)V ϕ+ (b0 − b0,0)ϕ])
= − 2χ2r−2ℜ(V ϕϑ). (2.34)
2This proposition actually applies to a more general case where the spin weight s is an any half integer.
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By integrating overΩτ1,τ2 with a reference volume element d
4µ, the integral of the first term vanishes,
the integral of the second term gives positive contribution of energy at ΣR0τ2 in terms of energy at
ΣR0−Mτ1 , the integral of the second line dominates over∫
Ω
R0
τ1,τ2
r−3(|rV ϕ|2 + (|˚ð′ϕ|2 − Λs|ϕ|2 + (b0,0 + Λs)|ϕ|2))d4µ, (2.35)
and the absolute value of the integrals of the last two lines are bounded from above using the
Cauchy–Schwarz inequality by∫
Ω
R0−M
τ1,τ2
(εr−3|rV ϕ|2 + ε−1r−5|ϕ|2)d4µ+ ε−1
∫
Ω
R0−M
τ1,τ2
r−3|ϑ|2d4µ. (2.36)
By using the Hardy’s inequality (2.21a), the integral term (2.35) is further bounded below by
cs
∫
Ω
R0
τ1,τ2
r−3(|rV ϕ|2 + |ϕ|2)d4µ− C
∫
Ω
R0−M,R0
τ1,τ2
|ϕ|2d4µ. (2.37)
and the first integral of this expression dominates over the first integral of (2.36) by first taking ε
small and then choosing Rˆ0 sufficiently large. Thus, this proves the k = 0 case of inequality (2.32).
The proof for the general k ≥ 0 cases is the same as the one in [50, Proposition 2.9] and we omit it.
In the last case that bV,−1 = 0, we can subtract −rV ϕ on both sides of (2.28) such that the
obtained equation satisfies the estimate (2.32). The source term of this new equation becomes
ϑ − rV ϕ, hence by taking into account of this replacement, the estimate (2.33) follows manifestly
from (2.32). 
2.7. Decay estimates. The following two lemmas are quite useful in deriving energy decay esti-
mates.
The first one proves that a hierarchy of energy and Morawetz estimate implies a decay rate for
the energy terms in the hierarchy. The current statement of this lemma is essentially the same as
[2, Lemma 5.2], and it can be proved in the exactly same way. In applications, i′ represents a level
of regularity, α represents a weight, and τ represents a time coordinate. The weights take values in
an interval, whereas the levels of regularity are discrete.
Lemma 2.16 (A hierarchy of estimates implies decay rates). Let D ≥ 0. Let α1, α2 ∈ R and i ∈ Z+
be such that α1 ≤ α2 − 1, and α2 − α1 ≤ i. Let F : {−1, . . . , i} × [α1 − 1, α2]× [τ0,∞)→ [0,∞) be
such that F (i′, α, τ) is Lebesgue measurable in τ for each α and i′. Let γ ≥ 0.
If
(1) [monotonicity] for all i′, i′1, i
′
2 ∈ {−1, . . . , i} with i′1 ≤ i′2, all β, β1, β2 ∈ [α1, α2] with β1 ≤ β2,
and all τ ≥ τ0,
F (i′1, β, τ) . F (i
′
2, β, τ), (2.38a)
F (i′, β1, τ) . F (i′, β2, τ), (2.38b)
(2) [interpolation] for all i′ ∈ {−1, . . . , i}, all α, β1, β2 ∈ [α1, α2] such that β1 ≤ α ≤ β2, and all
τ ≥ τ0,
F (i′, α, τ) . F (i′, β1, τ)
β2−α
β2−β1 F (i′, β2, τ)
α−β1
β2−β1 , (2.38c)
(3) [energy and Morawetz estimate] for all i′ ∈ {0, . . . , i}, α ∈ [α1, α2], and τ2 ≥ τ1 ≥ τ0,
F (i′, α, τ2) +
∫ τ2
τ1
F (i′ − 1, α− 1, t)dτ . F (i′, α, τ1) +Dτα−α2−γ1 , (2.38d)
and
(4) [initial decay rate] if γ > 0, then for any τ ≥ τ0,
F (i, α2, τ) . τ
−γ (F (i, α2, τ0) +D) , (2.38e)
then, for all i′ ∈ {0, . . . , i}, all α ∈ [max{α1, α2 − i′}, α2], and all τ ≥ 2τ0,
F (i− i′, α, τ) . τα−α2−γ(F (i, α2, τ/2) +D), (2.39)
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and for all τ ≥ τ0,
F (i− i′, α, τ) . τα−α2−γ(F (i, α2, τ0) +D), (2.40)
where the implicit constant in . can depend on α2 and α1.
The second one is one type of Grönwall inequality cited from [6, Lemma 7.4].
Lemma 2.17. Let f : [τ0,∞)→ R+ be a continuous, positive function. Assume there exist positive
constants E0, C0, b and p such that for all τ0 ≤ τ1 < τ2,
f(τ2) + b
∫ τ2
τ1
f(τ)dτ ≤ f(τ1) + E0(τ2 − τ1)τ−p1 , (2.41a)
f(τ2) + b
∫ τ2
τ1
f(τ)dτ ≤ f(τ1) + C0(τ2 − τ1)f(τ0). (2.41b)
Then for all τ ≥ τ0,
f(τ) .C0,b f(τ0) (2.42a)
and
f(τ) .E0,C0,b,p τ
−p(f(τ0) + E0). (2.42b)
3. Energy estimates
3.1. Rewrite the TME and Dirac equations. Apart from the scalars ψs, we shall need as well
the following ones which are defined by performing r-rescalings on them.
Definition 3.1. Define
φs =
{
ψs/r
2s = r−1ψs, s = s;
∆sψ−s/r2s = µ
1
2ψ−s, s = −s, (3.1a)
Φs = rφs =
{
ψs, s = s;
∆
1
2ψ−s, s = −s. (3.1b)
Remark 3.2. In particular, the scalars φ−s and Φ−s are degenerate at H+, and, ∆−sφ−s and
∆−sΦ−s are nondegenerate at H+.
Definition 3.3. Define Teukolsky wave operators
✷̂gM ,s = r
2
✷gM +
2is cos θ
sin2 θ
Lη − (s2 cot2 θ + s)− (r − 3M)(Y − r−1) + 2Mr−1, (3.2a)
✷̂gM ,−s = r
2
✷gM − 2is cos θsin2 θ Lη − (s2 cot2 θ + s) + (r − 3M)(Vˆ + r−1) + 2Mr−1. (3.2b)
Proposition 3.4. The Dirac equations for Φs are
ð˚′Φs = (∆1/2Vˆ )Φ−s, (3.3a)
ð˚Φ−s = (∆1/2Y )Φs, (3.3b)
and the wave equations for Φs are
ð˚˚ð′Φs −∆1/2Vˆ (∆1/2Y Φs) = 0, (3.4a)
ð˚′˚ðΦ−s −∆1/2Y (∆1/2Vˆ Φ−s) = 0. (3.4b)
Meanwhile, the wave equations of φs are
✷̂gM ,sφs = 0, (3.5a)
✷̂gM ,−sφ−s = 0. (3.5b)
Proof. By applying ð˚ to (3.3a) and ∆1/2V to (3.3b) and then taking the difference to eliminate Φ−s,
one obtains (3.4a). The other equation (3.4b) can be derived in a similar fashion. The equations
(3.5) then follow by direct calculations from the TME (1.24) in view of the relation (3.1a). 
Remark 3.5. The rescaling in defining φs is chosen such that the RHS contains only Y or Vˆ
derivative. In particular, by rewriting (Y − r−1)φs and (Vˆ + r−1)φ−s as ð˚φ−s and ð˚′φs respectively
in the wave system (3.5), we obtain a second order symmetric hyperbolic system.
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Remark 3.6. The coefficients of the first order ∂τ operator in the Teukolsky wave operators in
(3.2) change the sign at r = 3M and have opposite signs at any fixed radius for spin 12 and − 12
components. As a result, damping or antidamping occurs in different radius regions for different
spin components.
3.2. A conservation law for the Dirac system. We prove a conservation law for the Dirac
system (3.3).
Definition 3.7. Let a = (a1, a2, a3, a4) be a multiindex with a1 ∈ {0, 1}, a3 and a4 being any
nonnegative integers, and a2 being any nonnegative even integer. Define for a spin-weight − 12
component ϕ that
ϕ(a) = (˚ð)a1 (˚ð′˚ð)a2/2(Lξ)a3(Lη)a4ϕ, (3.6a)
and for a spin-weight 12 component ϕ that
ϕ(a) = (˚ð′)a1 (˚ð˚ð′)a2/2(Lξ)a3(Lη)a4ϕ. (3.6b)
Proposition 3.8. It holds true that for any τ0 ≤ τ1 < τ2,∫
Στ2
[
∂rh|Φ(a)s |2 + (2µ−1 − ∂rh)|Φ(a)−s |2
]
d3µ+
∫
H+τ1,τ2
|Φ(a)s |2dvd2µ+
∫
I+τ1,τ2
|Φ(a)−s |2dud2µ
=
∫
Στ1
[
∂rh|Φ(a)s |2 + (2µ−1 − ∂rh)|Φ(a)−s |2
]
d3µ. (3.7)
In particular, from the choice of the function h, the integrand in the integrals over Στ1 and Στ2 is
positive definite and is equivalent to |Φ(a)s |2 + µ−1r−2|Φ(a)−s |2.
Remark 3.9. For |a| ≥ 1, one can make use of the Dirac equations (3.3) to obtain estimates for one
principle null derivative of each component and thus find the first integral term on the LHS of (3.7)
bounds over c(r′)
(‖ψs‖2
W˜k+10 (Σ
≥r′
τ2
)
+ ‖ψ−s‖2
W˜k+10 (Σ
≥r′
τ2
)
)
for any r′ > 2M . However, this energy does
not have full control over all derivatives upto event horizon (for instance, an integral of |Y |a|ψ−s|2
over Στ2 can not be dominated by such an energy), and it is from this respect that such an energy
is degenerate.
Proof. By multiplying (3.3a) by 2∆−1/2Φ−s and (3.3b) by 2∆−1/2Φs, taking the real part, and
adding the obtained two identities together, one obtains∫
S2
Vˆ (|Φ−s|2) + Y (|Φs|2)d2µ =
∫
S2
2∆−1/2ℜ(˚ð′ΦsΦ−s + ð˚Φ−sΦs)d2µ = 0. (3.8)
As shown in Proposition 3.4, the wave equations (3.4) can be rewritten using the Dirac equations
(3.3) as
ð˚(˚ð′Φs) = (∆1/2Vˆ )(˚ðΦ−s), (3.9a)
ð˚′(˚ðΦ−s) = (∆1/2Y )(˚ð′Φs). (3.9b)
Similarly as above, one can obtain an equality∫
S2
[
Vˆ (|˚ðΦ−s|2) + Y (|˚ð′Φs|2)
]
d2µ =
∫
S2
2∆−1/2ℜ(˚ð˚ð′Φsð˚Φ−s + ð˚′˚ðΦ−sð˚′Φs)d2µ = 0. (3.10)
Additionally, the Killing vectors Lξ and Lη and Killing tensor Ts commute with the Dirac equations
(3.3), therefore, we have the following equality∫
S2
[
Vˆ (|Φ(a)−s |2) + Y (|Φ(a)s |2)
]
d2µ = 0. (3.11)
By integrating over Ωτ1,τ2 and making use of (2.13), this implies the desired conservation law. 
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3.3. A conservation law for the wave system. As discussed in Remark 3.5, the wave system
(3.4) can be rewritten as a second order symmetric hyperbolic system. We show below that there
exists another conservation law from this symmetric hyperbolic system. This (indefinite) energy
conservation allows us to bound an energy flux at I+τ1,τ2 in terms of energies on both Στ2 and Στ1
and a flux on H+τ1,τ2 .
Definition 3.10. Denote T
1
2
s = ð˚′ when acting on a spin-weight 12 scalar and T
1
2
s = ð˚ for s = − 12
if acting on a spin-weight − 12 scalar.
Proposition 3.11. For any τ0 ≤ τ1 < τ2, there is a conservation law∫
H+τ1,τ2
[
µet(φ
(a)
±s )− er(φ(a)±s )
]
dvd2µ+
∫
I+τ1,τ2
[
et(φ
(a)
±s ) + µ
−1er(φ
(a)
±s )
]
dud2µ
+
∫
Στ2
[
et(φ
(a)
±s ) + (µ
−1 − ∂rh)er(φ(a)±s )
]
d3µ =
∫
Στ1
[
et(φ
(a)
±s ) + (µ
−1 − ∂rh)er(φ(a)±s )
]
d3µ, (3.12)
where
et(φ
(a)
±s ) = r
2µ−1|∂tφ(a)±s |2 + r2µ|∂rφ(a)±s |2 + |˚ð′φ(a)s |2 + |˚ðφ(a)−s |2 − 2Mr−1|φ(a)±s |2
+ 2(r − 3M)∆−1/2ℜ(T 12s φ(a)−sφ(a)s ), (3.13a)
er(φ
(a)
±s ) = − 2∆ℜ
(
∂tφ
(a)
±s∂rφ
(a)
±s
)
. (3.13b)
Remark 3.12. This conservation law alone does not provide a bound on a positive definite energy,
as the indefinite term in last line of (3.13a) can not be bounded by the first line due to the blowup
factor ∆−
1
2 near horizon.
Proof. We prove only for |a| = 0, and the general |a| ≥ 0 follows in the same manner as proving
Proposition 3.8. Multiplying equation (3.5a) by −2r2∂tφs and equation (3.5b) by −2r2∂tφ−s, taking
the real part, and summing together, we obtain
∂te
(1)
t (φ±s) + ∂re
(1)
r (φ±s) ≡ 2r−1(r − 3M)rℜ
(
−YΦs∂tφs + Vˆ Φ−s∂tφ−s
)
, (3.14)
where
e
(1)
t (φ±s) = r
2µ−1|∂tφ±s|2 + r2µ|∂rφ±s|2 + |˚ð′φs|2 + |˚ðφ−s|2 − 2Mr−1|φ±s|2, (3.15a)
e(1)r (φ±s) = − 2∆ℜ
(
∂tφ±s∂rφ±s
)
. (3.15b)
We now show that all the terms at the RHS of equation (3.14) are total derivatives by using the
Dirac equations (3.3). This can be seen from the following equalities which are derived from Lemma
2.7 ∫
S2
ℜ
(
− YΦs∂tφs + Vˆ Φ−s∂tφ−s
)
=
∫
S2
1
∆1/2r
ℜ
(
−ð˚Φ−s∂tΦs + ð˚′Φs∂tΦ−s
)
= −
∫
S2
1
∆1/2r
∂t
(
ℜ(˚ðΦ−sΦs)) . (3.16)
It then follows from substituting this equality into the equality (3.14) and integrating over Ωτ1,τ2
that ∫
Ωτ1,τ2
(∂tet(φ±s) + ∂rer(φ±s)) = 0. (3.17)
The conservation law (3.12) for the case of |a| = 0 is then manifest. 
3.4. Uniform boundedness of a nondegenerate positive definite energy. As illustrated in
Remark 3.9, the energy in (3.7) shows degeneracy at H+, and the following red-shift estimates will
be utilized to remove this degeneracy.
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Proposition 3.13. (Red-shift estimates near horizon). There exist two constants 2M < r0 <
r1 < 2.1M such that for any τ2 > τ1 ≥ τ0 and any k ∈ N,
‖ψ±s‖2
Wk+10 (Σ
≤r0
τ2
)
+
∑
|a|≤k+1
∫
H+τ1,τ2
|ψ(a)±s |2dvd2µ+ ‖ψ±s‖2Wk+10 (Ω≤r0τ1,τ2 )
. ‖ψ±s‖2Wk+10 (Σr1τ1 ) + ‖ψ±s‖
2
Wk+10 (Ω
r0,r1
τ1,τ2
)
. (3.18)
Proof. We first consider spin − 12 component. Let Ψ˜−s = r2ψ−s. Equation (1.24) satisfied by ψ−s
can be reformulated in terms of Ψ˜−s as
− r2Y V Ψ˜−s + ð˚′˚ðΨ˜−s − (1 + 2Mr−1 − 2µ)Ψ˜−s − [(r −M)− 2µr]Y Ψ˜−s = 0. (3.19)
Multiplying this equation by −2r−2fY Ψ˜−s, taking the real part, and integrating over Ω≤r1τ1,τ2 , this
yields∫
Ω
≤r1
τ1 ,τ2
[
Vˆ (µf |Y Ψ˜−s|2) + Y (fr−2(|˚ðΨ˜−s|2 + f(1 + 2Mr−1 − 2µ)|Ψ˜−s|2))
+ (−µ∂rf + 2fr−1(1− 2µ))|Y Ψ˜−s|2 + ∂r(fr−2)|˚ðΨ˜−s|2 + ∂r(f(1 + 2Mr−1 − 2µ))|Ψ˜−s|2
]
d4µ
. ‖Ψ˜−s‖2W 10 (Ωr0,r1τ1,τ2 ). (3.20)
We choose f = χ20(1 + Aµ), with χ0 = χ0(r) being a smooth cutoff function which equals to 1 for
r ≤ r0 and vanishes identically in [r1,∞), and A large enough such that the coefficients of both the
|˚ðΨ˜−s|2 term and the |Ψ˜−s|2 term are bigger than a positive universal constant c for r ≤ r0 with r0
sufficiently close to 2M . It is manifest that the coefficient of |Y Ψ˜−s|2 term in the second line is also
positive in [2M, r0] for r0 close to 2M . Therefore, there exist two positive universal constants c and
C such that ∫
Ω
≤r1
τ1,τ2
[
Vˆ (µf |Y Ψ˜−s|2) + Y (fr−2(|˚ðΨ˜−s|2 + f(1 + 2Mr−1 − 2µ)|Ψ˜−s|2))
+ c(|Y Ψ˜−s|2 + |˚ðΨ˜−s|2 + |Ψ˜−s|2)
]
d4µ
≤ C‖Ψ˜−s‖2W 10 (Ωr0,r1τ1,τ2 ). (3.21)
Consider then spin 12 component. Equation (3.4a) is
ð˚˚ð′Φs −∆1/2Vˆ (∆1/2YΦs) = 0, (3.22)
or equivalently,
ð˚˚ð′Φs − r2Y VΦs − (r − 3M)YΦs = 0 (3.23)
By multiplying this equation by −2r−2fYΦs, taking the real part, and integrating over Ωτ1,τ2 with
reference volume element d4µ, this yields
0 ≡
∫
Ωτ1,τ2
[
Vˆ (µf |YΦs|2) + Y (fr−2 |˚ð′Φs|2)
+ (−µ∂rf + 2fMr−2 + 2r−2(r − 3M)f)|YΦs|2 + ∂r(fr−2)|˚ð′Φs|2
]
d4µ. (3.24)
Similarly we choose f = χ20(1+Aµ) with A large enough such that the coefficient ∂r(fr
−2) of |˚ð′Φs|2
term is bigger than a positive universal constant c in r ≤ r0 for r0 sufficiently close to 2M . In view
of the estimate (3.21) which bounds over spacetime integral of ð˚Ψ˜−s and the Dirac equations (1.6)
which says Y Φs = ð˚ψ−s, one can bound the spacetime integral of |Y Φs|2 over Ω≤r0τ1,τ2 by the RHS of
(3.21). As a result, there exist two positive universal constants c and C such that∫
Ω
≤r1
τ1,τ2
[
Vˆ (µf |Y Φs|2) + Y (fr−2(|˚ðΦs|2) + c(|Y Φs|2 + |˚ðΦs|2 + |Φs|2)
]
d4µ
≤ C
(
‖Ψ˜−s‖2W 10 (Ωr0,r1τ1,τ2 ) + ‖Φs‖
2
W 10 (Ω
r0,r1
τ1,τ2
)
)
. (3.25)
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One can multiply equation (1.24) satisfied by spin 12 component ψs by −2χ20∂tψs, take the real
part and integrate over Ωτ1,τ2 , and this allows us in particular to bound
∫
Ω
≤r0
τ1,τ2
|∂tψs|2d4µ by
C
( ∫
Ω
≤r1
τ1,τ2
|Y ψs|2d4µ+‖Φs‖2W 10 (Σr1τ1 )+‖Φs‖
2
W 10 (Ω
r0,r1
τ1,τ2
)
)
. Together with the estimate (3.25), this implies
that there exist two constants 2M < r0 < r1 such that for any τ2 > τ1 ≥ τ0,
‖Φs‖2W 10 (Σ≤r0τ2 ) + ‖Φs‖
2
W 10 (Ω
≤r0
τ1,τ2
)
. ‖Φs‖2W 10 (Σr1τ1 ) + ‖Φs‖
2
W 10 (Ω
r0,r1
τ1,τ2
) + ‖Ψ˜−s‖2W 10 (Ωr0,r1τ1,τ2 ). (3.26)
In view of the above estimate and the Dirac equations (1.6), the RHS of (3.26) also dominates over
some integrals of Ψ˜−s:
‖V Ψ˜−s‖2W 00 (Σ≤r0τ2 ) + ‖˚ðΨ˜−s‖
2
W 00 (Σ
≤r0
τ2
)
+ ‖˚ðΨ˜−s‖2W 00 (Ω≤r0τ1,τ2 ) + ‖V Ψ˜−s‖
2
W 00 (Ω
≤r0
τ1,τ2
)
. ‖Φs‖2W 10 (Σr1τ1 ) + ‖Φs‖
2
W 10 (Ω
r0,r1
τ1,τ2
)
+ ‖Ψ˜−s‖2W 10 (Ωr0,r1τ1,τ2 ). (3.27)
The estimates (3.25), (3.26) and (3.27) together them yields the k = 0 case of the estimate (3.18).
The general k ≥ 0 case follow in a standard way by commuting with Lξ and Y and making use of
elliptic estimates (since Lξ and Y span a timelike direction everywhere in Ωτ0,∞). 
By utilizing the above red-shift estimates near horizon for spin ± 12 components of Dirac field and
the conservation law in Proposition 3.8, we deduce the following uniform bound of a nondegenerate,
positive definite energy.
Theorem 3.14. (Uniform energy boundedness). It holds true on a Schwarzschild background
that for any τ0 ≤ τ1 < τ2 and any k ∈ N,
‖ψs‖2W˜k+10 (Στ2 ) + ‖ψ−s‖
2
W˜k+10 (Στ2 )
+
∑
|a|≤k+1
(∫
H+τ1,τ2
|Φ(a)s |2dvd2µ+
∫
I+τ1,τ2
|Φ(a)±s |2dud2µ
)
. ‖ψs‖2W˜k+10 (Στ1 ) + ‖ψ−s‖
2
W˜k+10 (Στ1 )
. (3.28)
Proof. We add the estimate (3.7) for all |a| ≤ k + 1 to the estimate (3.18) to obtain
‖ψ±s‖2W˜k+10 (Στ2 ) + ‖ψ±s‖
2
W˜k+10 (Ω
≤r0
τ1,τ2
)
. ‖ψ±s‖2W˜k+10 (Στ1 ) + ‖ψ±s‖
2
W˜k+10 (Ω
r0,r1
τ1,τ2
)
. (3.29)
Here we have used a simple fact that∑
|a|≤k+1
∫
Στ
(∂rh|Φ(a)s |2 + (2µ−1 − ∂rh)|Φ(a)−s |2) + ‖ψ±s‖2Wk+10 (Σ≤r0τ ) ∼ ‖ψ±s‖
2
W˜k+10 (Στ )
. (3.30)
Denote
fk,Στ = ‖ψ±s‖2W˜k0 (Στ ), f˜k,Στ =
∑
|a|≤k
∫
Στ
(∂rh|Φ(a)s |2 + (2µ−1 − ∂rh)|Φ(a)−s |2). (3.31)
We can add
∫ τ2
τ1
f˜k+1,Στdτ to both sides of (3.29) such that the last two spacetime integrals of (3.29)
are absorbed by LHS, leading to
fk+1,Στ2 +
∫ τ2
τ1
fk+1,Στdτ . fk+1,Στ1 +
∫ τ2
τ1
f˜k+1,Στdτ. (3.32)
From Proposition 3.8, one has f˜k+1,Στ ≤ f˜k+1,Στ1 for any τ ≥ τ1, which implies the last term of
(3.32) is bounded by (τ2 − τ1)f˜k+1,Στ1 , and is further bounded by (τ2 − τ1)fk+1,Στ1 . An application
of Lemma 2.17 then yields fk+1,Στ2 . fk+1,Στ1 . Together with the estimate (3.7), we have
fk+1,Στ2 +
∑
|a|≤k+1
(∫
H+τ1,τ2
|Φ(a)s |2dvd2µ+
∫
I+τ1,τ2
|Φ(a)−s |2dud2µ
)
. fk+1,Στ1 . (3.33)
In the end, we add to this inequality the estimate (3.12), and this allows us in addition to bound∫
I+τ1,τ2
|Φ(a)s |2dud2µ by the RHS of (3.33). Thus, we achieve the estimate (3.28). 
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4. Integrated local energy decay estimates
The wave equations (3.4) reduce to
−TsΦs +∆−1r4∂v∂uΦs = −∆− 12 (r − 3M )˚ðΦ−s, (4.1a)
−T−sΦ−s +∆−1r4∂v∂uΦ−s = ∆− 12 (r − 3M )˚ð′Φs. (4.1b)
We put both of these two equations into the following form
−Tsϕ+∆−1r4∂v∂uϕ+G = 0, (4.2)
Here, ϕ = Φs and G = G+ = ∆
− 12 (r − 3M )˚ðΦ−s for s = 12 , and ϕ = Φ−s and G = G− =
−∆− 12 (r − 3M )˚ð′Φs for s = − 12 . Define V = −2Mr−1. By multiplying these two subequations by
r−2Xϕ = r−2(f∂rϕ+ qϕ),
one obtains
∂t
(ℜ (µ−1X(ϕ)∂tϕ¯))+ 12∂r (r−2f [|T 12s ϕ|2 − µ−1|∂tϕ|2 −∆|∂r(r−1ϕ)|2 + V |ϕ|2])
+ 12∂r
(
r−2
[
∆∂r(q + r
−1f)|ϕ|2 − 2∆(q + r−1f)ℜ(ϕ¯r∂r(r−1ϕ))− r−1Br|ϕ|2
])
+ r−2B(ϕ) + r−2ℜ(XϕG) ≡ 0. (4.3)
Here, the bulk term
B(ϕ) = Bt|∂tϕ|2 +Br|∂rϕ|2 +Ba|T
1
2
s ϕ|2 +B0|ϕ|2, (4.4)
with
Bt = 12∂r(r
4∆−1f)− (q + r−1f)r4∆−1,
Br = 12∂r(∆f)− 2f(r −M) + ∆(q + r−1f),
Ba = − 12∂rf + (q + r−1f),
B0 = ∂r((q + r
−1f)(r −M))− 12∂2r (∆(q + r−1f)) + r2(∂r(r−3Br(r)) + r−4Br(r))
+ V (q + r−1f)− 12∂r(V f)
= − 12∂r(∆∂r(q + r−1f)) + r2(∂r(r−3Br) + r−4Br) + V (q + r−1f)− 12∂r(V f). (4.5)
Following [52], we take
f =
2(r − 2M)(r − 3M)
r2
, q = µ∂r
(
1
2
µ−1f
)
=
3M∆
r4
, (4.6)
and calculate
Bt = 0, Br = 6Mµ2, Ba = 2r−3(r − 3M)2, B0 = −3Mr−4(3r2 − 20Mr + 30M2). (4.7a)
We sum over the terms from the source terms G±:
r−2ℜ(XΦsG+) + r−2ℜ(XΦ−sG−)
= r−2(r − 3M)∆− 12
(
(f∂rΦs + qΦs)˚ðΦ−s − (f∂rΦ−s + qΦ−s)˚ð′Φs
)
≡ ∂r
(
r − 3M
2r2∆
1
2
f
[
Φsð˚Φ−s − Φ−sð˚′Φs
])
+
{
−∂r
(
r − 3M
2r2∆
1
2
f
)
+
r − 3M
r2∆
1
2
q
}[
Φsð˚Φ−s − Φ−sð˚′Φs
]
. (4.8)
Using the first-order Dirac equations (3.3), the last term equals
∂t
(
−∆
1
2
2µ
[
∂r
(
f(r − 3M)
2r2∆
1
2
)
− r − 3M
r2∆
1
2
q
]
(|Φs|2 − |Φ−s|2)
)
+ ∂r
(
∆
1
2
2
[
∂r
(
f(r − 3M)
2r2∆
1
2
)
− r − 3M
r2∆
1
2
q
]
(|Φs|2 + |Φ−s|2)
)
20
− ∂r
(
∆
1
2
2
[
∂r
(
f(r − 3M)
2r2∆
1
2
)
− r − 3M
r2∆
1
2
q
])
(|Φs|2 + |Φ−s|2). (4.9)
Combining the estimates (4.3), (4.8) and (4.9) together, we arrive at an estimate of the orm
∂tFt + ∂rFr +B ≡ 0, (4.10)
where Ft and Fr are given by
Ft =
∑
ϕ=Φs,Φ−s
ℜ (µ−1X(ϕ)∂tϕ¯)− ∆ 12
2µ
[
∂r
(
f(r − 3M)
2r2∆
1
2
)
− r − 3M
r2∆
1
2
q
]
(|Φs|2 − |Φ−s|2), (4.11a)
Fr =
∑
ϕ=Φs,Φ−s
1
2
r−2f
[
|T
1
2
s ϕ|2 − µ−1|∂tϕ|2 −∆|∂r(r−1ϕ)|2 + V |ϕ|2
]
+
∑
ϕ=Φs,Φ−s
1
2
r−2
[
∆∂r(q + r
−1f)|ϕ|2 − 2∆(q + r−1f)ℜ(ϕ¯r∂r(r−1ϕ))− r−1Br|ϕ|2
]
+
r − 3M
2r2∆
1
2
f
[
Φsð˚Φ−s − Φ−sð˚′Φs
]
+
∆
1
2
2
[
∂r
(
f(r − 3M)
2r2∆
1
2
)
− r − 3M
r2∆
1
2
q
]
(|Φs|2 + |Φ−s|2), (4.11b)
and the bulk term B equals
B = r−2Br(|∂rΦs|2 + |∂rΦ−s|2) + r−2Ba(|T
1
2
s Φs|2 + |T
1
2
−sΦ−s|2)
+
[
r−2B0 − ∂r
(
∆
1
2
2
[
∂r
(
f(r − 3M)
2r2∆
1
2
)
− r − 3M
r2∆
1
2
q
])]
(|Φs|2 + |Φ−s|2). (4.12)
By integrating over Ωτ1,τ2 , one obtains∫
Ωτ1,τ2
Bd4µ = −
∫
H+τ1,τ2
[µFt − Fr] dvd2µ−
∫
I+τ1,τ2
[
Ft + µ
−1
Fr
]
dud2µ
−
∫
Στ2
[
Ft + (µ
−1 − ∂rh)Fr
]
d3µ+
∫
Στ1
[
Ft + (µ
−1 − ∂rh)Fr
]
d3µ. (4.13)
Since
∫
S2
|T
1
2
s Φs|2 ≥
∫
S2
|Φs|2, it suffices to check the following relation outside the black hole
r−2(Ba +B0)− ∂r
(
∆
1
2
2
[
∂r
(
f(r − 3M)
2r2∆
1
2
)
− r − 3M
r2∆
1
2
q
])
> 0 (4.14)
such that the bulk term is nonnegative. In fact, a simple direct calculation gives the LHS is equal to
3
2
Mr−6(6r2 − 32Mr + 45M2) > 0. (4.15)
On the other hand, by using the fact that ψ−s (or equivalently µ−
1
2Φ−s) is regular and nondegenerate
at H+, the integrals of flux terms are bounded by the LHS of (3.28) with k = 0, hence by Cf1,Στ1
from Theorem 3.14, where fk,Στ for any k ∈ N is defined as in (3.31). In total, we arrive at∫
Ωτ1,τ2
µ2r−2(|∂rΦs|2 + |∂rΦ−s|2) + r−6(r − 3M)2(|˚ð′Φs|2 + |˚ðΦ−s|2) + r−4(|Φs|2 + |Φ−s|2)d4µ
. f1,Στ1 . (4.16)
Instead, if we choose f = 0, q = −M∆(r − 3M)2r−6, one finds that Bt = M(r − 3M)2r−2,
|Br| .Mµ2, |Ba| .Mµ(r − 3M)2r−4, |B0| .Mr−2, (4.17)
and∣∣∣∣∣−∂r
(
∆
1
2
2
[
∂r
(
f(r − 3M)
2r2∆
1
2
)
− r − 3M
r2∆
1
2
q
])
(|Φs|2 + |Φ−s|2)
∣∣∣∣∣ .Mr−4(|Φs|2 + |Φ−s|2). (4.18)
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This gives an upper bound for the integral
∫
Ωτ1,τ2
(r − 3M)2r−4(|∂tΦs|2 + |∂tΦ−s|2)d4µ in terms
of the LHS of inequality (4.16) plus the corresponding boundary flux terms which are bounded by
Cf1,Στ1 . Together with inequality (4.16), we eventually conclude∫
Ωτ1,τ2
[
(r − 3M)2r−4(|∂tΦs|2 + |∂tΦ−s|2) + µ2r−2(|∂rΦs|2 + |∂rΦ−s|2)
+ r−6(r − 3M)2(|˚ð′Φs|2 + |˚ðΦ−s|2) + r−4(|Φs|2 + |Φ−s|2)
]
d4µ
. f1,Στ1 . (4.19)
By commuting with Lξ, ð˚ and ð˚′, we can obtain a higher order regularity version of Morawetz
estimate: for any k ∈ N, any 2M < r′ < R′ <∞ and any τ0 ≤ τ1 < τ2,
‖ψs‖2
Wk0 (Ω
r′,R′
τ1,τ2
)
+ ‖ψ−s‖2
Wk0 (Ω
r′,R′
τ1,τ2
)
.k,r′,R′ fk+1,Στ1 . (4.20)
We combine this estimate with the uniform energy boundedness estimate (3.28) and the red-shift
estimate (3.18) to conclude the following high order regularity version of basic energy and Morawetz
(BEAM) estimate.
Theorem 4.1. (High order BEAM estimates). Consider the Dirac field on a Schwarzschild
spacetime. For any k ∈ N, any 2M < R′ <∞ and any τ0 ≤ τ1 < τ2,
‖ψ±s‖2W˜k+10 (Στ2 ) +
∑
|a|≤k+1
(∫
H+τ1,τ2
|ψ(a)±s |2dvd2µ+
∫
I+τ1,τ2
|Φ(a)±s |2dud2µ
)
+ ‖ψ±s‖2
Wk0 (Ω
≤R′
τ1 ,τ2
)
.k,R′ ‖ψ±s‖2W˜k+10 (Στ1 ). (4.21)
5. Almost sharp decay estimates
5.1. Decay of basic energy. From the wave equations (3.4), the scalars Φs and Φ−s satisfy
ð˚˚ð′Φs − r2Y V Φs = ∆− 12 (r − 3M )˚ðΦ−s, (5.1a)
ð˚′˚ðΦ−s − r2Y V Φ−s = −∆− 12 (r − 3M )˚ð′Φs. (5.1b)
By defining
Φ
(1)
s = ∆
− 12 r2Φs, (5.2)
the equations of the scalars Φ
(1)
s and Φ−s are
− r2Y V Φ(1)s + ð˚˚ð′Φ(1)s − (r − 3M)VˆΦ(1)s + (1− 6Mr−2)Φ(1)s = 0, (5.3a)
− r2Y V Φ−s + ð˚˚ð′Φ−s − Φ−s = − (r − 3M)r−2ð˚′Φ(1)s . (5.3b)
We are ready to put these equations into the form of (2.28) and apply the estimates in Proposition
2.15.
Definition 5.1. Let
Ψs = rψs, Ψ−s = rψ−s. (5.4)
Let ϕ be a spin-weight ± 12 scalar. Define for 0 ≤ p ≤ 2 that
F (k, p, τ, ϕ) = ‖rV ϕ‖2
Wk−1p−2 (Στ )
+ ‖ϕ‖2Wk−2(Στ ), (5.5)
for −1 < p < 0 that F (k, p, τ, ϕ) = 0, and for p = −1 that F (k, p, τ, ϕ) = ‖ϕ‖2
Wk−3(Στ )
. Define
moreover
F (k, p, τ,Ψ±s) = F (k, p, τ,Ψs) + F (k, p, τ,Ψ−s). (5.6)
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Lemma 5.2. Given the BEAM estimates (4.21) on a Schwarzschild spacetime, then for any j ∈ N,
there exists a k′(j, k) such that for any p ∈ [0, 2], it holds for any τ ≥ τ0 that
F (k, p, τ,LjξΨ±s) +
∫ ∞
τ
F (k, p− 1, τ ′,LjξΨ±s)dτ ′ . τp−2−2jF (k + k′(j, k), 2, τ0,Ψ±s) (5.7)
and
|Ljξψs|k,D + |Ljξψ−s|k,D .j,k v−1τ−
1
2−j(F (k + k′(j, k), 2, τ0,Ψ±s))
1
2 . (5.8)
Proof. Each subequation of the system (5.3) can be put into the form of (2.28), and the assumptions
in Proposition 2.15 are all satisfied with b0,0(Φ−s) +Λ−s = 1+0 = 1, ϑ(Φ−s) = (r− 3M)r−2ð˚′Φ(1)s ,
b0,0(Φ
(1)
s ) + Λs = −1 + 1 = 0 and ϑ(Φ(1)s ) = 0. Therefore, we can apply the estimate (2.29)
with p ∈ (0, 2) to both subequations of the system (5.3), the estimate (2.30) with p = 2 to both
subequations of the system (5.3), respectively. This gives that there exists a constant Rˆ0 = Rˆ0(p)
such that for all R0 ≥ Rˆ0 and τ2 > τ1 ≥ τ0,
(1) for p ∈ (0, 2),
‖rV Φ(1)s ‖2Wkp−2(ΣR0τ2 ) + ‖Φ
(1)
s ‖2Wk+1−2 (ΣR0τ2 ) + ‖Φ
(1)
s ‖2Wk+1p−3 (ΩR0τ1,τ2 ) + ‖YΦ
(1)
s ‖2Wk
−1−δ
(Ω
R0
τ1,τ2
)
.[R0−M,R0] ‖rV Φ(1)s ‖2Wkp−2(ΣR0τ1 ) + ‖Φ
(1)
s ‖2Wk+1−2 (ΣR0τ1 ), (5.9a)
‖rV Φ−s‖2Wkp−2(ΣR0τ2 ) + ‖Φ−s‖
2
Wk+1−2 (Σ
R0
τ2
)
+ ‖Φ−s‖2Wk+1p−3 (ΩR0τ1,τ2 ) + ‖YΦ−s‖
2
Wk
−1−δ(Ω
R0
τ1,τ2
)
.[R0−M,R0] ‖rV Φ−s‖2Wkp−2(ΣR0τ1 ) + ‖Φ−s‖
2
Wk+1−2 (Σ
R0
τ1
)
+ ‖˚ð′Φ(1)s ‖2Wkp−5(ΩR0τ1,τ2 ); (5.9b)
(2) for p = 2,
‖rV Φ(1)s ‖2Wk0 (ΣR0τ2 ) + ‖Φ
(1)
s ‖2Wk+1−2 (ΣR0τ2 ) + ‖Φ
(1)
s ‖2Wk+1
−1−δ(Ω
R0
τ1,τ2
)
+ ‖rV Φ(1)s ‖2Wk−1(ΩR0τ1 ,τ2)
.[R0−M,R0] ‖rV Φ(1)s ‖2Wk0 (ΣR0τ1 ) + ‖Φ
(1)
s ‖2Wk+1−2 (ΣR0τ1 ), (5.10a)
‖rV Φ−s‖2Wk0 (ΣR0τ2 ) + ‖Φ−s‖
2
Wk+1−2 (Σ
R0
τ2
)
+ ‖Φ−s‖2Wk+1
−1−δ(Ω
R0
τ1,τ2
)
+ ‖rV Φ−s‖2Wk−1(ΩR0τ1,τ2 )
.[R0−M,R0] ‖rV Φ−s‖2Wk0 (ΣR0τ1 ) + ‖Φ−s‖
2
Wk+1−2 (Σ
R0
τ1
)
+ ‖˚ð′Φ(1)s ‖2Wk−3(ΩR0τ1,τ2 ). (5.10b)
Adding these estimates together, and plugging in the BEAM estimates (4.21) to absorb the terms
which are implicit in .[R0−M,R0] and supported on [R0 −M,R0], one can thus obtain for p ∈ (0, 2)
that
F (k, p, τ2,Ψ±s) +
∫ τ2
τ1
F (k − k′, p− 1, τ,Ψ±s)dτ . F (k, p, τ1,Ψ±s), (5.11a)
and for p = 2,
F (k, 2, τ2,Ψ±s) +
∫ τ2
τ1
F (k − k′, 1, τ,Ψ±s)dτ . F (k, 2, τ1,Ψ±s). (5.11b)
We remark that k′ here is a general parameter of derivative loss, although it can be chosen explicitly
to be 1. For p = 0, we can apply the estimate (2.32) to the subequation (5.3a) and the estimate (2.33)
to the subequation (5.3b) respectively. We note from the Dirac equations (1.6) that r−1∆ð˚′Φ(1)s =
rV Φ−s, hence the last two terms in (5.3b) for ϕ = Φ−s are bounded by the RHS of the estimate
(2.33) for ϕ = Φ
(1)
s . Therefore,
F (k, 0, τ2,Ψ±s) +
∫ τ2
τ1
F (k − 1,−1, τ,Ψ±s)dτ . F (k, 0, τ1,Ψ±s). (5.11c)
In total, one has for any p ∈ [0, 2] and τ2 > τ1 ≥ τ0 that
F (k, p, τ2,Ψ±s) +
∫ τ2
τ1
F (k − k′, p− 1, τ,Ψ±s)dτ . F (k, p, τ1,Ψ±s). (5.12)
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An application of Lemma 2.16 then implies for any p ∈ [0, 2] and τ ≥ 2τ0 that
F (k, p, τ,Ψ±s) . τ−2+pF (k + k′, 2, τ/2,Ψ±s) . τ−2+pF (k + k′, 2, τ0,Ψ±s). (5.13)
To show better decay for Lξ derivative, one just needs to note that away from horizon to rewrite
r2V LξΦ−s as a weighted sum of (rV )2Φ−s, ð˚′˚ðΦ−s, L2ξΦ−s, LξΦ−s, r−1Φ−s and r−1ð˚′Φ(1)s all
with O(1) coefficients using the wave equation (5.3b) and Y = µ−1(2Lξ − V ). Similarly, away from
horizon, one can express r2V LξΦ(1)s as a weighted sum of (rV )2Φ(1)s , ð˚˚ð′Φ(1)s , L2ξΦ(1)s , rV Φ(1)s , LξΦ(1)s
and r−1Φ(1)s all with O(1) coefficients using the wave equation (5.3a) and Y = µ−1(2Lξ − V ). As a
result,
F (k, 2, τ,LξΨs) = ‖rV LξΨs‖2Wk−10 (Στ ) + ‖LξΨs‖
2
Wk−2(Στ )
. ‖rVΨs‖2Wk+k′−1−2 (Στ ) + ‖Ψs‖
2
Wk+k
′
−2 (Στ )
. F (k + k′, 0, τ,Ψs), (5.14a)
F (k, 2, τ,LξΨ−s) = ‖rV LξΨ−s‖2Wk−10 (Στ ) + ‖LξΨ−s‖
2
Wk−2(Στ )
. ‖rVΨ−s‖2Wk+k′−1−2 (Στ ) + ‖Ψ−s‖
2
Wk+k
′
−2 (Στ )
+ ‖Ψs‖2Wk+k′−4 (Στ )
. F (k + k′, 0, τ,Ψ±s), (5.14b)
which together give F (k, 2, τ,LξΨ±s) . F (k + k′, 0, τ,Ψ±s). Substituting this back into (5.13), we
then have for any p ∈ [0, 2] and τ ≥ 4τ0 that
F (k, p, τ,LξΨ±s) . τ−2+pF (k + k′, 2, τ/2,LξΨ±s) . τ−4+pF (k + k′, 2, τ/4,Ψ±s)
. τ−4+pF (k + k′, 2, τ0,Ψ±s). (5.15)
Repeating the above discussions then proves the general j ∈ N cases of the estimate (5.7).
Turn in the end to the pointwise estimates (5.8). Applying the inequality (2.23) with p = 1 − α
and p = 1+ α of the energy decay estimate (5.7) gives the decay estimate (5.8) but with decay rate
r−1τ−
1
2−j . In addition, one can make use of the inequality (2.24), the energy decay estimate (5.7)
with p = 0, and the fact that
∫∞
τ F (k − k′,−1, τ,Ψ±s)dτ . F (k, 0, τ,Ψ±s) to achieve the decay
estimate (5.8) with decay rate τ−
3
2−j . These two estimates together v ∼R τ as r ≤ R and v ∼R r
as r ≥ R prove (5.8). 
It is convenient in the latter discussions that we will utilize instead the following slightly different
basic energy decay estimate, in particular in deriving the properties of Newman–Penrose constants
in Section 5.2.
Lemma 5.3. Let Φ(1)−s = r
2Vˆ Φ−s be defined as in Definition 5.5, and let F (1)(k, p, τ,Ψ±s), for any
p ∈ [−1, 2], be defined as in Definition 5.13. Given the BEAM estimates (4.21) on a Schwarzschild
spacetime, then for any j ∈ N, there exists a k′(j, k) such that for any p ∈ [0, 2], it holds for any
τ ≥ τ0 that
F (1)(k, p, τ,LjξΨ±s) +
∫ ∞
τ
F (1)(k, p− 1, τ ′,LjξΨ±s)dτ ′ . τp−2−2jF (1)(k + k′(j, k), 2, τ0,Ψ±s)
(5.16)
and
|Ljξψs|k,D + |Ljξψ−s|k,D + |Ljξ(rV (rψ−s))|k,D .j,k v−1τ−
1
2−j(F (1)(k + k′(j, k), 2, τ0,Ψ±s))
1
2 . (5.17)
Proof. We note from Proposition 5.6 that Φ(1)−s satisfies the same equation as Φ
(1)
s , therefore, the r
p
estimates of Φ
(1)
s in the proof of Lemma 5.2 hold for Φ
(1)
−s as well. The same way of arguing therein
applies and yields the energy decay (5.16) and a pointwise decay estimate
|Ljξ(µ
1
2 r−1Φ(1)−s)|k,D .j,k v−1τ−
1
2−j(F (1)(k + k′(j, k), 2, τ0,Ψ±s))
1
2 . (5.18)
The pointwise estimates for both ψs and ψ−s in (5.17) are immediate from (5.8), and together with
the above estimate (5.18), these prove the estimate of rV (rψ−s) in (5.17). 
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5.2. Newman–Penrose constants.
Definition 5.4. Define an operator
Vˆ = r2Vˆ . (5.19)
Definition 5.5. For any i ∈ N+, let fi,1 = i2, fi,2 = −2i − 1, gi = 6
i∑
j=0
fj,1 = i(i − 1)(2i − 1),
xi+1,i =
gi+1
fi+1,1−fi,1 = i(i+ 1), and xi+1,j = −
gi+1xi,j
fi+1,1−fj,1 for 1 ≤ j ≤ i− 1. Define
Φ
(i)
s = Vˆ i−1Φ(1)s , Φ(i)−s = Vˆ iΦ−s, (5.20)
and
Φ˜
(1)
s = Φ
(1)
s , Φ˜
(i+1)
s = Φ
(i+1)
s +
i∑
j=1
xi+1,jM
i+1−jΦ˜(j)s , (5.21a)
Φ˜
(1)
−s = Φ
(1)
−s, Φ˜
(i+1)
−s = Φ
(i+1)
−s +
i∑
j=1
xi+1,jM
i+1−jΦ˜(j)−s. (5.21b)
Proposition 5.6. Let i ∈ N+.
(1) The equation of Φ(1)s is
−2∂uVˆΦ(1)s + (˚ð˚ð′ + 1)Φ(1)s − 3(r − 3M)r−2VˆΦ(1)s − 6Mr−1Φ(1)s = 0, (5.22a)
the equation of Φ(i)s is
− 2∂uVˆΦ(i)s + (˚ð˚ð′ + fi,1)Φ(i)s + fi,2(r − 3M)r−2VˆΦ(i)s − 6fi,1Mr−1Φ(i)s + giMΦ(i−1)s = 0, (5.22b)
and the equation of Φ˜(i)s is
− 2∂uVˆΦ˜(i)s + (˚ð˚ð′ + fi,1)Φ˜(i)s + fi,2(r − 3M)r−2VˆΦ˜(i)s − 6fi,1Mr−1Φ˜(i)s +
i∑
j=1
hi,jΦ
(j)
s = 0, (5.22c)
with hi,j = O(r−1) for all j ∈ {1, 2, . . . , i}.
(2) The equation of Φ(1)−s is
−2∂uVˆΦ(1)−s + (˚ð′˚ð+ 1)Φ(1)−s − 3(r − 3M)r−2VˆΦ(1)−s − 6Mr−1Φ(1)−s = 0, (5.23a)
and the equation of Φ(i)−s is
− 2∂uVˆΦ(i)−s + (˚ð′˚ð+ fi,1)Φ(i)−s + fi,2(r − 3M)r−2VˆΦ(i)−s − 6fi,1Mr−1Φ(i)−s + giMΦ(i−1)−s = 0,
(5.23b)
and the equation of Φ˜(i)−s is
− 2∂uVˆΦ˜(i)−s + (˚ð˚ð′ + fi,1)Φ˜(i)−s + fi,2(r − 3M)r−2VˆΦ˜(i)−s − 6fi,1Mr−1Φ˜(i)−s +
i∑
j=1
hi,jΦ
(j)
−s = 0,
(5.23c)
with hi,j being the same as the ones in (5.22c) and satisfying hi,j = O(r−1) for all j ∈
{1, 2, . . . , i}.
Proof. The wave equation (5.22a) is manifestly equation (5.3a). Equations of Φ(i)s (i ∈ N+) follow
from induction together with a commutator
[Vˆ ,−r2Y V ]ϕ = − Vˆ
(
2(r−3M)
r2 Vˆϕ
)
= − 2(r−3M)r2 Vˆ2ϕ+ (2− 12Mr−1)Vˆϕ. (5.24)
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We prove equation (5.22c) by induction. Assume it holds for Φ˜
(i′)
s for all 1 ≤ i′ ≤ i, we prove the
equation for Φ˜
(i+1)
s . We add xi+1,jM
i+1−j multiple of equation (5.22c) of Φ˜(j)s for all j = 1, 2, . . . , i
to equation (5.22b) of Φ
(i+1)
s , rearrange the terms on the LHS, and arrive at an equation
− 2∂uVˆΦ˜(i+1)s + (˚ð˚ð′ + fi+1,1)Φ˜(i+1)s + fi+1,2(r − 3M)r−2VˆΦ˜(i+1)s − 6fi+1,1Mr−1Φ˜(i+1)s
−
i∑
j=1
xi+1,jM
i+1−j(fi+1,1 − fj,1)Φ˜(j)s + gi+1MΦ(i)s
+ 6Mr−1
i∑
j=1
xi+1,jM
i+1−j(fi+1,1 − fj,1)Φ˜(j)s
− (r − 3M)r−2
i∑
j=1
(fi+1,2 − fj,2)xi+1,jM i+1−jVˆΦ˜(j)s +
i∑
j=1
xi+1,jM
i+1−j
j∑
j′=0
hj,j′Φ
(j′)
s = 0. (5.25)
By substituting Φ
(i)
s = Φ˜
(i)
s −
i−1∑
j=1
xi,jM
i−jΦ˜(j)s into the last term of the second line, one finds the
second line equals
i∑
j=1
di+1,jM
i+1−jΦ˜(j)s , with
di+1,i = − xi+1,i(fi+1,1 − fi,1) + gi+1, (5.26a)
di+1,j = − xi+1,j(fi+1,1 − fj,1)− gi+1xi,j , for 1 ≤ j ≤ i− 1. (5.26b)
Note that the values of {xi+1,j}|j=0,...,i in Definition 5.5 are exactly the ones such that all {di+1,j}j=1,2,...,i
vanish. So far, the second line of equation (5.25) vanishes, and, by using Definition 5.5 to write VˆΦ˜(j)s
as a weighted sum of {Φ˜(j′)s }|j′=1,...,j+1 with all coefficients being O(1), the last two lines of the LHS
of (5.25) are manifestly in the form of
i+1∑
j=1
hi+1,jΦ
(j)
s with hi+1,j = O(r
−1) for all j ∈ {1, 2, . . . , i+1},
hence proving equation (5.22c) for Φ˜
(i+1)
s .
The wave equation (3.4b) of Φ−s is
ð˚′˚ðΦ−s − r2Y V Φ−s = − (r − 3M)r−2VˆΦ−s. (5.27)
We utilize the commutator (5.24) and thus obtain an equation for Φ
(1)
−s:
ð˚′˚ðΦ(1)−s − r2Y V Φ(1)−s − (r − 3M)r−2VˆΦ(1)−s + (1− 6Mr−1)Φ(1)−s = 0. (5.28)
This is exactly equation (5.23a). We simply note that equation (5.23a) is of the same form as
equation (5.22a), hence the above discussions for spin 12 component apply and yield the equations
(5.23b) and (5.23c). 
We are now ready to define a crucial notation: the Newman–Penrose (N–P) constants.
Definition 5.7. Let i ∈ N+. Assume the spin ± 12 components are supported on ℓ = i mode.
Define the i-th N–P constants of these spin 12 and − 12 components to be Q
(i)
s (θ, φ) = lim
ρ→∞
VˆΦ˜(i)s and
Q
(i)
−s(θ, φ) = limρ→∞
VˆΦ˜(i)−s, respectively.
Remark 5.8. As will be shown in Proposition 5.11 below, these N–P constants are independent of
τ under very general conditions, hence they are only dependent on θ and φ.
Lemma 5.9. On Schwarzschild, it holds true that Q(i)−s = ð˚
′Q(i)s for i ∈ N+. In particular, if Q(i)−s
vanishes, then Q(i)s vanishes, and vice versa.
Proof. Equation (1.6) is ð˚′Φs = ∆
1
2 VˆΦ−s, or, ð˚′Φ
(1)
s = VˆΦ−s = Φ(1)−s. Thus, by definition, Q(i)−s =
ð˚′Q(i)s for any i ∈ N+. The other statement follows from the fact that ð˚′ has trivial kernel when
acting on spin-weight 12 scalar. 
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Proposition 5.10. Let i ∈ N+ and k ∈ N. Let k′ = k′(i) > 0 be suitably large. Assume
i∑
j=1
F (i)(k+
k′, 0, τ0,Ψ±s) <∞ as defined in Definition 5.13.
(i) If lim
r→∞
i∑
j=1
|Φ(j)s |k,D|Στ0 < ∞, then for any τ ≥ τ0, limr→∞
i∑
j=1
|Φ(j)s |k,D|Στ < ∞. The same
statement holds if one replaces all Φ(j)s by Φ˜
(j)
s ;
(ii) If lim
r→∞
( i∑
j=1
|˚ð˚ð′Φ(j)s |k,D|Στ0 + r−α|Φ
(i+1)
s |k,D|Στ0
)
< ∞ for some α ∈ [0, 2], then for any
τ ≥ τ0, lim
r→∞
( i∑
j=1
|˚ð˚ð′Φ(j)s |k,D|Στ + r−α|Φ(i+1)s |k,D|Στ
)
< ∞. The same statement holds if
one replaces all Φ(j)s by Φ˜
(j)
s ;
(iii) If lim
r→∞
i∑
j=1
|Φ(j)−s|k,D|Στ0 < ∞, then for any τ ≥ τ0, limr→∞
i∑
j=1
|Φ(j)−s|k,D|Στ < ∞. The same
statement holds if one replaces all Φ(j)−s by Φ˜
(j)
−s;
(iv) If lim
r→∞
( i∑
j=1
|˚ð′˚ðΦ(j)−s|k,D|Στ0 + r−α|Φ
(i+1)
−s |k,D|Στ0
)
< ∞ for some α ∈ [0, 2], then for any
τ ≥ τ0, lim
r→∞
( i∑
j=1
|˚ð′˚ðΦ(j)−s|k,D|Στ + r−α|Φ(i+1)−s |k,D|Στ
)
< ∞. The same statement holds if
one replaces all Φ(j)−s by Φ˜
(j)
−s.
Proof. The assumption
i∑
j=1
F (i)(k + k′, 0, τ0,Ψ±s) <∞ in particular yields that for any τ ≥ τ0 and
any 1 ≤ j ≤ i,
‖Ψ±s‖2Wk+k′−2 (Στ ) +
i∑
j=1
‖Φ(j)±s‖2Wk+k′−2 (Σ≥4Mτ ) <∞ (5.29)
and
sup
Στ
∫
S2
r−1|Ψ±s|2k+k′,Dd2µ+ sup
Στ∩{ρ≥4M}
i∑
j=1
∫
S2
r−1|Φ(j)±s|2k+k′,Dd2µ <∞. (5.30)
Note that the first estimate (5.29) is contained in the proof of Proposition 5.29 and the second
estimate (5.30) follows from the Sobolev-type estimate (2.22) together with the estimate (5.29).
The rest of the proof is similar to the one of [7, Propositions 3.4 and 3.5] and we omit it. 
Proposition 5.11. Let ℓ ∈ N and let k′ = k′(ℓ, i) > 0 be suitably large. Assume F (ℓ)(k +
k′, 0, τ0,Ψ±s) <∞ as defined in Definition 5.13.
(1) Let the spin ± 12 components of Dirac field be supported on ℓ = ℓ0 = 1 mode.
• Assume lim
r→∞
(|Φ(1)s |+ |VˆΦ(1)s |)|Στ0 <∞, then the first N–P constant Q(1)s is finite and
independent of τ ;
• Assume lim
r→∞
(|Φ(1)−s|+ |VˆΦ(1)−s|)|Στ0 <∞, then the first N–P constant Q(1)−s is finite and
independent of τ .
(2) Let the spin ± 12 components of Dirac field be supported on ℓ = ℓ0 (ℓ0 ≥ 2) mode.
• Assume lim
r→∞
ℓ0∑
j=1
(|Φ˜(j)s |+ |VˆΦ˜(j)s |)|Στ0 <∞, then the ℓ0-th N–P constant Q
(ℓ0)
s is finite
and independent of τ ;
• Assume lim
r→∞
ℓ0∑
j=1
(|Φ˜(j)−s|+ |VˆΦ˜(j)−s|)|Στ0 <∞, then the ℓ0-th N–P constant Q
(ℓ0)
−s is finite
and independent of τ .
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Proof. If the field is supported on ℓ = 1 mode, then from Proposition 5.6, Ψ = Φ(1)s or Ψ = Φ
(1)
−s
solves
−2∂uVˆΨ− 3(r − 3M)r−2VˆΨ− 6Mr−1Ψ = 0. (5.31)
The results in Proposition 5.10 implies lim
r→∞
(|Ψ|+ |VˆΨ|)|Στ <∞ for any τ ≥ τ0, which thus implies
lim
r→∞
∂u(VˆΨ)|Στ = 0 for any τ ≥ τ0. The conclusion follows from the bounded convergence theorem.
Instead, if the field is supported on ℓ = ℓ0 mode for some ℓ0 ≥ 2, equations for Φ˜(ℓ0)s and for Φ˜(ℓ0)−s
become
− 2∂uVˆΦ˜(ℓ0)s − (2ℓ0 + 1)(r − 3M)r−2VˆΦ˜(ℓ0)s +
ℓ0∑
j=1
O(r−1)Φ˜(j)s = 0, (5.32)
− 2∂uVˆΦ˜(ℓ0)−s − (2ℓ0 + 1)(r − 3M)r−2VˆΦ˜(ℓ0)−s +
ℓ0∑
j=1
O(r−1)Φ˜(j)−s = 0. (5.33)
One also obtains lim
r→∞
∂u(VˆΦ˜(ℓ0)s )|Στ = lim
r→∞
∂u(VˆΦ˜(ℓ0)−s )|Στ = 0 from Proposition 5.10, and by the
same way of arguing, the statement follows. 
Proposition 5.12. Let the spin ± 12 components of Dirac field be supported on an ℓ = ℓ0 mode with
ℓ0 ≥ 1. Let α ∈ [0, 1] be arbitrary and let k ∈ N. Assume the ℓ0-th N–P constant Q(ℓ0)−s vanishes.
• There exists a k′ = k′(ℓ0) such that if F (ℓ0)(k + k′, 0, τ0,Ψ±s) + lim
r→∞
|r1−αVˆΦ˜(ℓ0)−s |k,D|Στ0 +
lim
r→∞
ℓ0∑
j=1
|Φ˜(j)−s|k,D|Στ0 <∞, then there is a constant Cℓ0(τ, θ, φ) <∞ such that for any τ ≥ τ0,
lim
r→∞
|r1−αVˆΦ˜(ℓ0)−s |k,D|Στ < Cℓ0(τ, θ, φ). In particular, if α > 0, then lim
r→∞
|r1−αVˆΦ˜(ℓ0)−s |k,D|Στ
is independent of τ ;
• There exists a k′ = k′(ℓ0) such that if F (ℓ0)(k + k′, 0, τ0,Ψ±s) + lim
r→∞ r
1−α|VˆΦ˜(ℓ0)s |k,D|Στ0 +
lim
r→∞
ℓ0∑
j=1
|Φ˜(j)s |k,D|Στ0 <∞, then there is a constant Cℓ0(τ, θ, φ) <∞ such that for any τ ≥ τ0,
lim
r→∞
|r1−αVˆΦ˜(ℓ0)s |k,D|Στ < Cℓ0(τ, θ, φ). In particular, if α > 0, then lim
r→∞
|r1−αVˆΦ˜(ℓ0)s |k,D|Στ
is independent of τ .
Proof. We show it only for spin 12 component, the proof of spin − 12 component being the same.
Consider first the ℓ = ℓ0 mode Ψ
ℓ=ℓ0
s
. The scalar Φ˜
(ℓ0)
s satisfies equation (5.32), and hence performing
a rescaling gives
−∂u(r1−αVˆΦ˜(ℓ0)s ) = O(r−α)VˆΦ˜(ℓ0)s +
ℓ0∑
j=1
O(r−α)Φ˜(j)s . (5.34)
By Proposition 5.10 and the assumption of vanishing ℓ0-th N–P constant, in the case that α > 0,
this yields lim
r→∞
|r−αVˆΦ˜(ℓ0)s |k,D|Στ = 0, and one obtains lim
r→∞
∂u(r
1−αVˆΦ˜(ℓ0)s )|Στ ) = 0 for any τ ≥ τ0.
The conclusion for α > 0 follows from the bounded convergence theorem. For α = 0, the RHS is
bounded by a τ -dependent constant, hence lim
r→∞
|rVˆΦ˜(ℓ0)s |k,D|Στ < C(τ). 
5.3. Improved decay of basic energy. Following Definition 5.1, we can further define the follow-
ing energies.
Definition 5.13. Let i ∈ N+. Define
F (i)(k,−1, τ,Ψs) = F (k,−1, τ,Ψs) + ‖Φ(i)s ‖2Wk−i+1−3 (Σ≥4Mτ ), (5.35a)
F (i)(k,−1, τ,Ψ−s) = F (k,−1, τ,Ψ−s) + ‖Φ(i)−s‖2Wk−i+1−3 (Σ≥4Mτ ), (5.35b)
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for any −1 < p < 0 that
F (i)(k, p, τ,Ψs) = F
(i)(k, p, τ,Ψ−s) = 0, (5.36)
for any 0 ≤ p ≤ 2 that
F (i)(k, p, τ,Ψs) = F (k, 0, τ,Ψs) + ‖rV Φ(i)s ‖2Wk−ip−2 (Σ≥4Mτ ) + ‖Φ
(i)
s ‖2Wk−i+1−2 (Σ≥4Mτ ), (5.37a)
F (i)(k, p, τ,Ψ−s) = F (k, 0, τ,Ψ−s) + ‖rV Φ(i)−s‖2Wk−ip−2(Σ≥4Mτ ) + ‖Φ
(i)
−s‖2Wk−i+1−2 (Σ≥4Mτ ), (5.37b)
and for any 2 < p < 5 that
F (i)(k, p, τ,Ψs) = F (k, 0, τ,Ψs) + ‖rV Φ˜(i)s ‖2Wk−ip−2 (Σ≥4Mτ ) + ‖Φ˜
(i)
s ‖2Wk−i+1−2 (Σ≥4Mτ ), (5.38a)
F (i)(k, p, τ,Ψ−s) = F (k, 0, τ,Ψ−s) + ‖rV Φ˜(i)−s‖2Wk−ip−2(Σ≥4Mτ ) + ‖Φ˜
(i)
−s‖2Wk−i+1−2 (Σ≥4Mτ ). (5.38b)
Define in the end for any p ∈ [−1, 5) that
F (i)(k, p, τ,Ψ±s) = F (i)(k, p, τ,Ψs) + F (i)(k, p, τ,Ψ−s). (5.39)
The main statement in this subsection is as follows.
Proposition 5.14. Given ℓ ∈ N+. Let j ∈ N and let k ∈ N. Let Ψs and Ψ−s be supported on an ℓ
mode. Then,
(1) if the ℓ-th N-P constant Q(ℓ)s does not vanish, there is a constant k′(j, ℓ) such that for any
small δ > 0, any p ∈ (1, 3− δ], any p′ ∈ [0,min{p, 2}] and any τ ≥ τ0,
F (1)(k, p′, τ,LjξΨ±s) +
∫ ∞
τ
F (1)(k, p′, τ ′,LjξΨ±s)dτ ′
.δ,j,k,ℓ τ
−2(ℓ−1)−2j+p′−pF (ℓ)(k + k′(j, ℓ), p, τ0,Ψ±s) (5.40)
and for any p ∈ (1, 3− δ],
|Ljξψs|k,D + |Ljξψ−s|k,D + |Ljξ(µ
1
2 r−1Φ(1)−s)|k,D
.δ,j,k,ℓ v
−1τ−ℓ−j+
3−p
2 (F (k + k′(j, k), p, τ0,Ψ±s))
1
2 ; (5.41)
(2) if the ℓ-th N-P constant Q(ℓ)s vanishes, there is a constant k′(j, ℓ) such that for any small
δ > 0, any p ∈ (1, 5− δ], any p′ ∈ [0,min{p, 2}] and any τ ≥ τ0,
F (1)(k, p′, τ,LjξΨ±s) +
∫ ∞
τ
F (1)(k, p′, τ ′,LjξΨ±s)dτ ′
.δ,j,k,ℓ τ
−2(ℓ−1)−2j+p′−pF (ℓ)(k + k′(j), p, τ0,Ψ±s) (5.42)
and for any p ∈ (1, 5− δ],
|Ljξψs|k,D + |Ljξψ−s|k,D + |Ljξ(µ
1
2 r−1Φ(1)−s)|k,D
.δ,j,k,ℓ v
−1τ−ℓ−j+
3−p
2 (F (k + k′(j, k), p, τ0,Ψ±s))
1
2 . (5.43)
In the following discussions, we prove the above proposition for ℓ = 1 case and ℓ ≥ 1 case in
Sections 5.3.1 and 5.3.2, respectively. Moreover, we consider only the border case that p = 3− δ or
p = 5− δ as the other cases where p ∈ (1, 3− δ) or p ∈ (1, 5− δ) are proven in an exactly same way.
Remark 5.15. In the case that the ℓ-th N–P constantQ
(ℓ)
s does not vanish, the energy F
(ℓ)(k, 3, τ0,Ψ±s)
for any k ≥ 1 is infinite. Thus, in this respect, the energy decay estimate (5.40) with p = 3 − δ is
sharp.
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5.3.1. ℓ = 1 mode. Equation (5.22a) of Φ(1)s simplifies to
−r2Y V Φ(1)s − (r − 3M)Vˆ Φ(1)s − 6Mr−1Φ(1)s = 0. (5.44)
We multiply this equation by −2rp−2χ2V Φ(1)s , take the real part and integrate over Ωτ1,τ2 with a
measure d4µ, arriving at∫
Ωτ1,τ2
(
Y (2rpχ2|V Φ(1)s |2) + 12Mrp−3χ2ℜ(V Φ(1)s Φ(1)s )
((p+ r∂r)χ
2rp−1 + 2rp∆−1(r − 3M))χ2|V Φ(1)s |2
)
d4µ = 0. (5.45)
For 0 ≤ p < 3, the second line on the LHS is bounded by a bulk integral ∫
Ω
R0−M
τ1 ,τ2
χ2rp−1|V Φ(1)s |2d4µ
from below, and one applies an integration by parts to the second term on the LHS to obtain both
positive fluxes at Στ2 and a positive spacetime integral. By adding this to the BEAM estimate, this
gives for any p ∈ [0, 3) and k ≥ 1
F (1)(k, p, τ2,Ψs) +
∫ τ2
τ1
F (1)(k, p− 1, τ,Ψs)dτ .p,k F (1)(k + k′, p, τ1,Ψs), (5.46)
where the k ≥ 2 cases follow in the same way as in Proposition 2.15. Since the equation of Φ(1)−s is
the same as equation (5.44), one can obtain (5.46) as well for spin − 12 component. Thus, for any
p ∈ [0, 3) and k ≥ 1,
F (1)(k, p, τ2,Ψ±s) +
∫ τ2
τ1
F (1)(k, p− 1, τ,Ψ±s)dτ .p,k F (1)(k + k′, p, τ1,Ψ±s), (5.47)
and this gives an extended rp hierarchy for p ∈ [0, 3), which then implies the estimate (5.40) with
ℓ = 1 and j = 0 by using Lemma 2.16. To show the general j ∈ N case, one can follow the discussions
after equation (5.13) by using the wave equation of Φ
(1)
s to rewrite r
2V LξΦ(1)s . Similarly, we have
F (1)(k, 2, τ,LξΨ±s) . F (1)(k + k′, 0, τ,Ψ±s). (5.48)
One can then obtain
F (1)(k, p, τ,LξΨ±s) . τ−2+pF (1)(k + k′, 2, τ/2,LξΨ±s) . τ−2+pF (1)(k + k′, 0, τ/2,Ψ±s)
.δ,k τ
−5+δ+pF (1)(k + k′, 3− δ, τ0,Ψ±s). (5.49)
This proves j = 1 case, and the above procedures can be applied to prove the general j ∈ N case of
the estimate (5.40).
Consider then the case that the first N-P constant Q
(1)
s vanishes. The second term in the first
line of equation (5.45) can be bounded using the Cauchy–Schwarz inequality by∣∣∣∣ ∫
Ωτ1,τ2
12Mrp−3χ2ℜ(V Φ(1)s Φ(1)s )d4µ
∣∣∣∣
. ε
∫
Ω
R0−M
τ1,τ2
rp−1χ2|V Φ(1)s |2d4µ+ ε−1
∫
Ω
R0−M
τ1,τ2
rp−5χ2|Φ(1)s |2d4µ, (5.50)
and this last term is bounded via the Hardy’s inequality (2.21) by ε−1
( ∫
Ω
R0−M
τ1 ,τ2
rp−3|∂ρΦ(1)s |2d4µ+∫
Ω
R0−M,R0
τ1,τ2
rp−5|Φ(1)s |2d4µ
)
since lim
r→∞
rp−4|Φ(1)s |2 = 0. Combined with the BEAM estimates, these
terms can be easily absorbed by choosing ε small and R0 sufficiently large, and this proves the
estimate (5.46) for p ∈ [3, 4). We have similar estimates for spin − 12 component since it satisfies
the same equation as spin 12 component. In summary, we have thus obtained an r
p hierarchy for
p ∈ [0, 4), i.e., the estimate (5.47) holds for p ∈ [0, 4). The above discussions applied here then yield
that there is a constant k′(j) such that for any small δ > 0, any p ∈ [0, 4− δ] and any τ ≥ 2τ0,
F (1)(k, p, τ,LjξΨ±s) .δ,j,k τ−4+δ−2j+pF (1)(k + k′(j), 4− δ, τ/2,Ψ±s). (5.51)
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In fact, we can extend the hierarchy to p ∈ [0, 5). For 4 ≤ p ≤ 5 − δ where δ > 0 is small and
arbitray, we estimate the second term on the LHS of (5.45) by∣∣∣∣ ∫
Ωτ1,τ2
12Mrp−3χ2Rℜ(V Φ(1)s Φ(1)s )d4µ
∣∣∣∣
. ε
∫
Ωτ1,τ2
rpτ−1−δχ2R|V Φ(1)s |2d4µ+ ε−1
∫
Ωτ1,τ2
rp−6τ1+δχ2R|Φ(1)s |2d4µ. (5.52)
The first term on the RHS can be absorbed by choosing ε small, and the second term is bounded using
the estimate (5.51) by
∫ τ2
τ1
τ1+δF (1)(1, p− 4, τ,Ψs)dτ .δ τ−6+2δ+p1 F (1)(k′, 4 − δ, τ0,Ψs). Therefore,
one obtains for any p ∈ [4, 5− δ] and τ2 > τ1 ≥ τ0,
F (1)(k, p, τ2,Ψ±s) +
∫ τ2
τ1
F (1)(k, p− 1, τ,Ψ±s)dτ
.δ,k F
(1)(k + k′, p, τ1,Ψ±s) + τ
−6+2δ+p
1 F
(1)(k + k′, 4− δ, τ1,Ψ±s). (5.53)
Thus, for any p ∈ [4, 5− δ), Lemma 2.16 implies
F (1)(k, p, τ,Ψ±s) . τ−5+δ+pF (1)(k + k′, 5− δ, τ/2,Ψ±s). (5.54)
The estimate (5.42) for ℓ = 1 then follows from this estimate combined with the estimate (5.51).
5.3.2. ℓ = ℓ0 ≥ 2 mode. The wave equation (5.22b) now takes the form of
− r2Y V Φ(i)s − (ℓ20 − i2)Φ(i)s − (2i− 1)(r − 3M)r−2VˆΦ(i)s − 6i2Mr−1Φ(i)s + giMΦ(i−1)s = 0. (5.55)
For any 1 ≤ i ≤ ℓ0−1, this equation can be put into the form of equation (2.28), and the assumptions
in Proposition 2.15 are all satisfied with b0,0(Φ
(i)
s ) + ℓ
2
0 = ℓ
2
0 − i2 > 0, ϑ(Φ(i)s ) = −giMΦ(i−1)s ; for
i = ℓ0, this can also be put into the form of equation (2.28), and the assumptions in Proposition 2.15
are satisfied with b0,0(Φ
(ℓ0)
s ) + ℓ
2
0 = 0 and ϑ(Φ
(ℓ0)
s ) = −gℓ0MΦ(ℓ0−1)s . The estimates in Proposition
2.15 then applies: for any p ∈ [0, 2), the error terms arising from {ϑ(Φ(i)s )}i=2,...,ℓ0 are bounded by
the corresponding estimate of Φ
(i−1)
s .
For any 1 ≤ i ≤ ℓ0 and p ∈ [0, 2], let
F˜ (i)(k, p, τ,Ψ±s) = F (k, p, τ,Ψ±s) +
i∑
j=1
(
‖rV Φ(j)±s‖2Wk−1−jp−2 (Σ4Mτ ) + ‖Φ
(j)
±s‖2Wk−j−2 (Σ4Mτ )
)
; (5.56)
for any 1 ≤ i ≤ ℓ0 and p ∈ (−1, 0), let F˜ (i)(k, p, τ,Ψ±s) = 0; and for any 1 ≤ i ≤ ℓ0 and p = −1,
let F˜ (i)(k,−1, τ,Ψ±s) = ‖Φ(1)±s‖2Wk−1−3 (Στ ) +
i∑
m=1
‖Φ(m)±s ‖2Wk−m−3 (Σ4Mτ ). Then it holds for any 1 ≤ i ≤ ℓ0,
p ∈ [0, 2) and τ2 > τ1 ≥ τ0,
F˜ (i)(k, p, τ2,Ψs) +
∫ τ2
τ1
F˜ (i)(k, p− 1, τ,Ψs)dτ .p,k F˜ (i)(k + k′, p, τ1,Ψs). (5.57)
This yields by using Lemma 2.16 that for any 1 ≤ i ≤ ℓ0, δ ∈ (0, 12 ) and p ∈ [0, 2− δ],
F˜ (i)(k, p, τ,Ψs) . τ
−2+δ+pF˜ (i)(k, 2− δ, τ/2,Ψs). (5.58)
Together with the fact that the relation F˜ (i+1)(k, 0, τ,Ψs) . F˜
(i)(k+k′, 2, τ,Ψs) . F˜ (i+1)(k, 0, τ,Ψs)
holds true for any i ∈ N since one can always rewrite rV Φ(j)±s = µr−1Φ(j+1)±s by Definition 5.5, we
conclude that for any p ∈ [0, 2) and any 1 ≤ i ≤ ℓ0, there exists a constant k′(j, ℓ0 − i) such that
F˜ (i)(k, p, τ,LjξΨs) .δ,j,ℓ0,k τ−2(ℓ0−i)−2j−2+p+CδF˜ (ℓ0)(k + k′(j, ℓ0 − i), 2− δ, τ0,Ψs). (5.59)
To apply the estimate (2.30) to equation (5.55), we replace the error term by (2.31) and find the
error term (2.31) arising from the last term on the LHS of (5.55) is bounded using a Cauchy–Schwarz
inequality by
ε
∫ τ2
τ1
1
τ1+δ
(
‖rV Φ(i)s ‖2Wk0 (ΣR0τ ) + ‖Φ
(i)
s ‖2Wk−2(ΣR0τ )
)
dτ
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+
C
ε
∫ τ2
τ1
τ1+δ‖Φ(i−1)s ‖2Wk−2(ΣR0τ )dτ + C‖Φ
(i−1)
s ‖2Wk
−1−δ(Ω
R0
τ1,τ2
)
. (5.60)
The first line is absorbed by choosing ε small and the second line is bounded from the estimates
(5.59) by Cτ
−2(ℓ0−i)+Cδ
1 F˜
(ℓ0)(k + k′, 2 − δ, τ0,Ψ±s). The treatment for spin − 12 component is the
same. One can apply again the above argument and eventually obtains for any p ∈ [0, 2] and any
1 ≤ i ≤ ℓ0,
F (i)(k, p, τ,LjξΨ±s) .j,ℓ0,i,k τ−2(ℓ0−i)−2j−2+pF (ℓ0)(k + k′(j, ℓ0 − i), 2, τ0,Ψ±s), (5.61a)
F (1)(k, p, τ,LjξΨ±s) .j,ℓ0,k τ−2(ℓ0−1)−2j−2+pF (ℓ0)(k + k′(j, ℓ0), 2, τ/2,Ψ±s)
.j,ℓ0,k τ
−2(ℓ0−1)−2j−2+pF (ℓ0)(k + k′(j, ℓ0), 2, τ0,Ψ±s). (5.61b)
Here, we have utilized
F (i)(k, p, τ,Ψ±s) . F˜ (i)(k + k′, p, τ,Ψ±s) . F (i)(k + k′, p, τ,Ψ±s), (5.62)
which holds true by the Hardy’s inequality (2.21) and rewriting rV Φ
(j)
±s = µr
−1Φ(j+1)±s by Definition
5.5. We then turn to equation (5.22c) of Φ˜
(ℓ0)
s , which is
− r2Y V Φ˜(ℓ0)s − (2ℓ0 − 1)(r − 3M)r−2VˆΦ˜(ℓ0)s − 6ℓ20Mr−1Φ˜(ℓ0)s +
ℓ0∑
j=1
hℓ0jΦ
(j)
s = 0. (5.63)
Consider the rp estimate for p ∈ (2, 4). We only need to bound W k−1p−3 (ΩR0−Mτ1,τ2 ) norm square of the
last term on the LHS. In view that all hℓ0j are O(r
−1) functions, one can use a Hardy’s inequality
and find that this is in turn bounded by
ℓ0∑
j=1
‖rV Φ(j)s ‖2
Wk−1p−5 (Ω
R0−M
τ1,τ2
)
+ ‖Φ(j)s ‖2
Wkp−7(Ω
R0−M
τ1,τ2
)
. Thus, we
can take R0 large enough such that these terms are absorbed by the LHS of the r
p estimate, leading
to
F˜ (ℓ0)(k, p, τ2,Ψ±s) +
∫ τ2
τ1
F˜ (ℓ0)(k, p− 1, τ,Ψ±s)dτ .p,k F˜ (ℓ0)(k + k′, p, τ1,Ψ±s) (5.64)
for any p ∈ (2, 4). With an application of Lemma 2.16, this yields that for p ∈ [2, 3− δ),
F˜ (ℓ0)(k, p, τ2,Ψ±s) . τ−3+δ+pF˜ (ℓ0)(k + k′, 3− δ, τ/2,Ψ±s)
. τ−3+δ+pF˜ (ℓ0)(k + k′, 3− δ, τ0,Ψ±s), (5.65)
and for p ∈ [2, 4− δ],
F˜ (ℓ0)(k, p, τ2,Ψ±s) . τ−4+δ+pF˜ (ℓ0)(k + k′, 4− δ, τ/2,Ψ±s)
. τ−4+δ+pF˜ (ℓ0)(k + k′, 4− δ, τ0,Ψ±s), (5.66)
The estimate (5.65) together with (5.61b) proves the estimate (5.40).
Next, we consider the rp estimates for p ∈ [4, 5). The error term from the last term on the LHS
of (5.63) is bounded via the Cauchy–Schwarz inequality by
ε
∫ τ2
τ1
1
τ1+δ
‖rV Φ˜(ℓ0)s ‖2Wk−1p−2 (ΣR0−Mτ )dτ +
C
ε
ℓ0∑
j=1
∫ τ2
τ1
τ1+δ‖Φ(j)s ‖2Wk−1p−6 (ΣR0−Mτ )dτ. (5.67)
Again, the first part is absorbed after taking ε small enough and the second term is bounded by
Cτ−6+2δ+p1 F
(ℓ0)(k + k′, 4− δ, τ1/2,Ψ±s). Thus,
F (ℓ0)(k + k′(j, ℓ0), 2, τ,Ψ±s) . τ−3+δF (ℓ0)(k + k′(j, ℓ0), 5− δ, τ/2,Ψ±s). (5.68)
Finally, combining this with the estimate (5.61b) proves the estimate (5.42).
The pointwise decay estimates (5.41) and (5.43) can be analogously obtained as proving the
estimate (5.17) in Lemma 5.3.
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5.4. Further energy decay and almost Price’s law for ℓ ≥ 2modes. Define D˜ = {Lξ,∆ 12 ∂ρ, ð˚, ð˚′}.
Proposition 5.16. Assume spin ± 12 components are supported on ℓ ≥ 2 modes. Then,∫
Στ
r−3
[
µ−
1
2
(|˚ð˚ð′Φs|2 + |∆ 12 ∂ρ(∆ 12 ∂ρΦs)|2 + |∆ 12 ∂ρð˚′Φs|2)
+
(|˚ð′˚ðΨ−s|2 + |∆ 12 ∂ρ(∆ 12 ∂ρΨ−s)|2 + |∆ 12 ∂ρð˚Ψ−s|2)]d3µ
.
∫
Στ
[
r−3µ−
1
2 (|L2ξΦs|2 + |r2Lξ∂ρΦs|2 + |rLξΦs|2)
+ r−3(|L2ξΨ−s|2 + |r2Lξ∂ρΨ−s|2 + |LξΨ−s|2)
]
d3µ, (5.69)
and for any k ∈ N,∫
Στ
r−3
(
|Ψ−s|2k,D˜ + µ−
1
2 |Φs|2k,D˜
)
d3µ
.k ‖LξΨs‖2Wk+2−3 (Στ ) + ‖LξΦ
(1)
−s‖2Wk−3(Σ≥4Mτ ) + ‖LξΨ−s‖
2
Wk+1−3 (Στ )
. (5.70)
Proof. Let H = 2µ−1 − ∂rh(r), then one can express Y and Vˆ as
Y = − ∂ρ + (2µ−1 −H)Lξ, Vˆ = ∂ρ +HLξ. (5.71)
By the choice of the hyperboloidal coordinates, there exist positive constants c0 and c1 such that
lim
r→∞
r2H = c0, and |H − 2µ−1 − c1| . µ as r → r+. (5.72)
The wave equation (3.4a) can thus be rewritten as
ð˚˚ð′Φs +∆
1
2 ∂ρ(∆
1
2 ∂ρΦs) = Hs(Φs), (5.73)
where
Hs = ∆(2µ
−1 −H)HL2ξ + 2∆(µ−1 −H)Lξ∂ρ +∆
1
2 ∂r(∆
1
2 (2µ−1 −H))Lξ. (5.74)
Multiplying equation (5.73) by −f2Φs and taking the real part gives
∂ρ(ℜ(−f2Φs∆∂ρΦs)) + f2 |˚ð′Φs|2 + f2∆|∂ρΦs|2 + ∂r(f2∆ 12 )ℜ(Φs∆ 12 ∂ρΦs)
≡ − f2ℜ(Hs(Φs)Φs). (5.75)
We take f2 = r
−2∆−
1
2 and the above equation (5.75) becomes
∂ρ(−r−2∆ 12ℜ(Φs∂ρΦs)) + r−2(∆− 12 |˚ð′Φs|2 +∆ 12 |∂ρΦs|2)− 2r−3∆ 12ℜ(Φs∂ρΦs)
≡ − r−2∆− 12ℜ(Hs(Φs)Φs). (5.76)
If spin ± 12 components are supported on ℓ ≥ 2 modes, then
|˚ð′Φs|2 ≥ 4|Φs|2, (5.77)
and the last term in the first line of equality (5.76) is dominated by the middle term in the first line
by Cauchy–Schwarz inequality. As a result, by integrating over Στ , this yields∫
Στ
r−3µ−
1
2 (|˚ð′Φs|2 + µ|r∂ρΦs|2)d3µ .
∫
Στ
∣∣r−3µ− 12ℜ(Hs(Φs)Φs)∣∣d3µ, (5.78)
and hence, ∫
Στ
r−3µ−
1
2 (|˚ð′Φs|2 + µ|r∂ρΦs|2)d3µ .
∫
Στ
r−3µ−
1
2 |Hs(Φs)|2d3µ. (5.79)
We take a square of both sides of (5.73), multiply by r−2∆−
1
2 , integrate over Στ , and arrive at∫
Στ
r−3µ−
1
2
(
|˚ð˚ð′Φs|2 + |∆ 12 ∂ρ(∆ 12 ∂ρΦs)|2 + 2ℜ(∆ 12 ∂ρ(∆ 12 ∂ρΦs)˚ð˚ð′Φs)
)
d3µ
=
∫
Στ
r−3µ−
1
2 |Hs(Φs)|2d3µ. (5.80)
33
For the third term on the LHS, it equals after applying integration by parts∫
Στ
r−3µ−
1
2 2ℜ(∆ 12 ∂ρ(∆ 12 ∂ρΦs)˚ð˚ð′Φs)d3µ
=
∫
Στ
[
∂ρ
(
−2r−2∆ 12ℜ
(
∂ρð˚
′Φsð˚′Φs
))
+ 2r−3µ
1
2 |r∂ρð˚′Φs|2 − 4r−3µ 12ℜ
(
r∂ρð˚
′Φsð˚′Φs
)]
d3µ.
(5.81)
The integral of the total derivative ∂ρ part vanishes, and we combine the above two equalities
together. Note that
∫
S2
|˚ð˚ð′Φs|2d2µ ≥
∫
S2
4|˚ð′Φs|2d2µ, hence the last term on the RHS of (5.94)
can be dominated by the other terms, and we obtain∫
Στ
r−3µ−
1
2
(
|˚ð˚ð′Φs|2 + |∆ 12 ∂ρ(∆ 12 ∂ρΦs)|2 + µ|r∂ρð˚′Φs|2
)
d3µ .
∫
Στ
r−3µ−
1
2 |Hs(Φs)|2d3µ.
(5.82)
Combining inequalities (5.79) and (5.82) together and taking into account of the following estimate∫
Στ
r−3µ−
1
2 |Hs(Φs)|2d3µ .
∫
Στ
r−3µ−
1
2 (|L2ξΦs|2 + |r2Lξ∂ρΦs|2 + |rLξΦs|2)d3µ, (5.83)
we conclude an estimate∫
Στ
r−3µ−
1
2
(
|˚ð′Φs|2 + µ|r∂ρΦs|2 + |˚ð˚ð′Φs|2 + |∆ 12 ∂ρ(∆ 12 ∂ρΦs)|2 + µ|r∂ρð˚′Φs|2
)
d3µ
.
∫
Στ
r−3µ−
1
2 (|L2ξΦs|2 + |r2Lξ∂ρΦs|2 + |rLξΦs|2)d3µ. (5.84)
For spin − 12 component, equation (3.4b) can be written as
ð˚′˚ðΦ−s +∆
1
2 ∂ρ(∆
1
2 ∂ρΦ−s) = H−s(Φ−s), (5.85)
where
H−s = ∆(2µ−1 −H)HL2ξ + 2∆(µ−1 −H)Lξ∂ρ −∆
1
2 ∂r(∆
1
2H)Lξ. (5.86)
In particular, in terms of the regular scalar Ψ−s, one finds
µ−
1
2H−s(Φ−s) = ∆(2µ−1 −H)HL2ξΨ−s + 2r2(1− µH)Lξ∂ρΨ−s
+ [M(2µ−1 −H)− rµH − ∂r(∆H)]LξΨ−s. (5.87)
Equation (5.85) is exactly in the same form as equation (5.73), hence the same form of (5.75) holds.
Then, by taking f2 = −r−3µ−1 and writing down all Φ−s terms in terms of Ψ−s using Φ−s = µ 12Ψ−s,
we obtain
r−3(|˚ðΨ−s|2 + r|∂ρ(µ 12Ψ−s)|2) + ∂r(r−2µ− 12 )µrℜ(Ψ−s∂ρ(µ 12Ψ−s))
+ ∂ρ(−r−1µ 12ℜ(Ψ−s∂ρ(µ 12Ψ−s))) ≡ −r−3µ− 12ℜ(H−s(Φ−s)Ψ−s). (5.88)
Expanding out the LHS of (5.88), one finds the first line equals
r−3(|˚ðΨ−s|2 − 2µ|Ψ−s|2) + r−1|µ 12 ∂ρΨ−s|2 − ∂ρ(r−2µ|Ψ−s|2)− r−1µ 12 ∂r(µ 12 )ℜ(∂ρΨ−sΨ−s)
=
1
r3
(
|˚ðΨ−s|2 −
(3M
2r
+ 2µ
)
|Ψ−s|2
)
+
1
r
|µ 12 ∂ρΨ−s|2 − ∂ρ
(1
2
r−1µ
1
2 ∂r(µ
1
2 )|Ψ−s|2 + r−2µ|Ψ−s|2
)
,
(5.89)
and the second line on the LHS is
∂ρ(−r−1µ 12 ∂r(µ 12 )|Ψ−s|2) + ∂ρ(−r−1µℜ(Ψ−s∂ρΨ−s)) (5.90)
Therefore, equation (5.88) becomes
− ∂ρ
(3M
2r3
|Ψ−s|2 + r−2µ|Ψ−s|2
)
+ r−3
(
|˚ðΨ−s|2 − 2µ|Ψ−s|2 − 3M
2r
|Ψ−s|2 + |∆ 12 ∂ρΨ−s|2
)
≡ −r−3µ− 12ℜ(H−s(Φ−s)Ψ−s). (5.91)
34
By integrating over Στ , the total derivative part equals
3
2Mr
−3|Ψ−s|2|r=2M , and this yields∫
Στ
[r−3(|˚ð′Ψ−s|2 + |∆ 12 ∂ρΨ−s|2)]d3µ .
∫
Στ
r−3|µ− 12H−s(Φ−s)|2d3µ. (5.92)
In addition, we can take a square of both sides of (5.85), multiply by r−3µ−1, integrate over Στ ,
and arrive at∫
Στ
r−3µ−1
(
|˚ð′˚ðΦ−s|2 + |∆ 12 ∂ρ(∆ 12 ∂ρΦ−s)|2 + 2ℜ(∆ 12 ∂ρ(∆ 12 ∂ρΦ−s)˚ð′˚ðΦ−s)
)
d3µ
=
∫
Στ
r−3|µ− 12H−s(Φ−s)|2d3µ. (5.93)
For the third term on the LHS, it equals after applying integration by parts∫
Στ
r−3µ−12ℜ(∆ 12 ∂ρ(∆ 12 ∂ρΦ−s)˚ð′˚ðΦ−s)d3µ
=
∫
Στ
2r−2ℜ(∂ρ(µr∂ρΨ−s +Mr−1Ψ−s)˚ð′˚ðΨ−s)d3µ
=
∫
Στ
[
− ∂ρ(2r−1µℜ(∂ρð˚Ψ−sð˚Ψ−s) +Mr−3 |˚ðΨ−s|2)
+ 2µr−1|∂ρð˚Ψ−s|2 −Mr−4 |˚ðΨ−s|2 − 4µ
r2
ℜ(∂ρð˚Ψ−sð˚Ψ−s)
]
d3µ. (5.94)
The integral of the total derivative ∂ρ part in above equation is equals to Mr
−3 |˚ðΨ−s|2|r=2M , and
we combine the above two equalities together. Note that
∫
S2
|˚ð′˚ðΦ−s|2d2µ ≥
∫
S2
4|˚ðΦ−s|2d2µ, hence
the last term on the RHS of (5.94) can be dominated by the other terms, and we obtain a similar
estimate as (5.82):∫
Στ
1
r3
(
|˚ð′˚ðΨ−s|2 + |r∂ρ(∆ 12 ∂ρΦ−s)|2 + µ|r∂ρð˚Ψ−s|2
)
d3µ .
∫
Στ
1
r3
|µ− 12H−s(Φ−s)|2d3µ. (5.95)
For the second term on the LHS of (5.95), one can expand it out, apply integration by parts for the
product term, and obtain∫
Στ
1
r3
|r∂ρ(∆ 12 ∂ρΦ−s)|2d3µ
=
∫
Στ
[ 1
r3
|∆ 12 ∂ρ(∆ 12 ∂ρΨ−s)|2 + 8M
r4
|∆ 12 ∂ρΨ−s|2 + 4M
2
r3
|∂ρΨ−s|2
− ∂ρ(M2r−4|Ψ−s|2)− (3M2r−5 − ∂ρ(3Mµr−3))|Ψ−s|2
]
d3µ. (5.96)
The above two estimates together with (5.92) yield∫
Στ
1
r3
(
|˚ð′˚ðΨ−s|2 + |∆ 12 ∂ρ(∆ 12 ∂ρΨ−s)|2 + µ|r∂ρð˚Ψ−s|2 + |∂ρΨ−s|2
)
d3µ
.
∫
Στ
1
r3
|µ− 12H−s(Φ−s)|2d3µ. (5.97)
From (5.87), we have∫
Στ
r−3|µ− 12H−s(Φ−s)|2d3µ .
∫
Στ
r−3(|L2ξΨ−s|2 + |r2Lξ∂ρΨ−s|2 + |LξΨ−s|2)d3µ, (5.98)
thus it holds that∫
Στ
r−3
(
|˚ð′˚ðΨ−s|2 + |∆ 12 ∂ρ(∆ 12 ∂ρΨ−s)|2 + µ|r∂ρð˚Ψ−s|2 + |r∂ρΨ−s|2
)
d3µ
.
∫
Στ
r−3(|L2ξΨ−s|2 + |r2Lξ∂ρΨ−s|2 + |LξΨ−s|2)d3µ. (5.99)
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This estimate and the inequality (5.84) together prove the estimate (5.69). Moreover, by using the
expression of Φ
(1)
−s in Definition 5.5, the RHS of (5.99) is further bounded by ‖LξΦ(1)−s‖2W 0−3(Σ≥4Mτ ) +
‖LξΨ−s‖2W 1−3(Στ ).
By commuting with Lξ, ð˚, ð˚′ and ∆ 12 ∂ρ, and by the above process for spin − 12 component, one
can obtain ∫
Στ
r−3
[(|∆ 12 ∂ρ(∆ 12 ∂ρΨ−s)|2k,D˜ + |˚ð′˚ðΨ−s|2k,D˜ + µ|r∂ρð˚Ψ−s|2k,D˜)
+ µ−
1
2
(|∆ 12 ∂ρ(∆ 12 ∂ρΦs)|2k,D˜ + |˚ð˚ð′Φs|2k,D˜ + µ|r∂ρð˚′Φs|2k,D˜)]d3µ
.k ‖LξΨs‖2Wk+2−3 (Στ ) + ‖LξΦ
(1)
−s‖2Wk−3(Σ≥4Mτ ) + ‖LξΨ−s‖
2
Wk+1−3 (Στ )
. (5.100)
Note that on the RHS of (5.100), one more regularity is needed for the Φs term compared to the
Φ−s term since a Hardy’s inequality is utilized to control the µ−
1
2 factor on the RHS of (5.69). The
estimate (5.70) is manifest from (5.100). 
Let us consider now the case that the ℓ0-th N–P constant of the ℓ0 mode does not vanish, with ℓ0
being the lowest mode of spin ± 12 components which does not vanish. By integrating the inequality
(5.70) over [τ,∞), the RHS is bounded by F (1)(k + k′, 0, τ,LξΨ±s), which is in turn bounded
by τ−3−2ℓ0+δF (ℓ0)(k + k′(ℓ0), 3 − δ, τ0,Ψ±s) from Proposition 5.14. Hence, by making use of the
inequality (2.24), we obtain for any r ≥ 2M ,
|r−1Φs|k,D˜ + |r−1Ψ−s|k,D˜ .k,ℓ0,δ τ−2−ℓ0+δ/2(F (ℓ0)(k + k′(ℓ0), 3− δ, τ0,Ψ±s))
1
2 . (5.101)
For the other case that the ℓ0-th N–P constant of the ℓ0 mode vanishes, a similar way of arguing
applies. In the end, we combine these pointwise estimates with the ones in Proposition 5.14 and
conclude the following pointwise decay estimates.
Proposition 5.17. Let the lowest mode of spin ± 12 components be the ℓ0 mode with ℓ0 ≥ 2.
• If the ℓ0-th N–P constant of the ℓ0 mode does not vanish, then for any k ∈ N and j ∈ N,
there exists k′ = k′(j, ℓ0) > 0 such that for any τ ≥ τ0 and any 1 < p ≤ 3− δ,
|r−1LjξΦs|k,D˜ .k,j,p,ℓ0 v−2τ−(1+p)/2−(ℓ0−2)−j(F (ℓ0)(k + k′, p, τ0,Ψ±s))
1
2 , (5.102a)
|r−1LjξΨ−s|k,D˜ .k,j,p,ℓ0 v−1τ−(1+p)/2−(ℓ0−1)−j(F (ℓ0)(k + k′, p, τ0,Ψ±s))
1
2 ; (5.102b)
• If the ℓ0-th N–P constant of the ℓ0 mode vanishes, then for any k ∈ N and j ∈ N, there
exists k′ = k′(j, k) > 0 such that for any τ ≥ τ0 and any 1 < p ≤ 5− δ,
|r−1LjξΦs|k,D˜ .k,j,p v−2τ−(1+p)/2−(ℓ0−2)−j(F (ℓ0)(k + k′, p, τ0,Ψ±s))
1
2 , (5.103a)
|r−1LjξΨ−s|k,D˜ .k,j,p v−1τ−(1+p)/2−(ℓ0−1)−j(F (ℓ0)(k + k′, p, τ0,Ψ±s))
1
2 . (5.103b)
5.5. Further energy decay and almost Price’s law for ℓ = 1 mode. If spin ± 12 components
are supported on ℓ = 1 mode, then equality (5.75) becomes
∂ρ(ℜ(−f2Φs∆∂ρΦs)) + f2|Φs|2 + f2∆|∂ρΦs|2 + ∂r(f2∆ 12 )ℜ(Φs∆ 12 ∂ρΦs)
≡ − f2ℜ(Hs(Φs)Φs). (5.104)
By take f2 = r
−1∆−
1
2 , the above equation (5.75) becomes
∂ρ(−r−1∆ 12ℜ(Φs∂ρΦs)) + r−1(∆− 12 |Φs|2 +∆ 12 |∂ρΦs|2)− r−3∆ 12ℜ(Φs∂ρΦs)
≡ − r−1∆− 12ℜ(Hs(Φs)Φs). (5.105)
After integrating over Στ , the first term on the LHS vanishes, and on the LHS, the sum of the second
and third terms dominates over the third term by Cauchy–Schwarz inequality, thus we arrive at∫
Στ
r−2(µ−
1
2 |Φs|2 + µ 12 |r∂ρΦs|2)d3µ .
∫
Στ
|r−2µ− 12ℜ(Hs(Φs)Φs)|d3µ. (5.106)
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By using a Cauchy–Schwarz inequality for the RHS of this estimate and in view of equation (5.73),
one achieves ∫
Στ
r−2µ−
1
2
(
|Φs|2 + |∆ 12 ∂ρ(∆ 12 ∂ρΦs)|2 + µ|r∂ρΦs|2
)
d3µ
.
∫
Στ
r−2µ−
1
2 |Hs(Φs)|2d3µ
.
∫
Στ
r−2µ−
1
2 (|L2ξΦs|2 + |r2Lξ∂ρΦs|2 + |rLξΦs|2)d3µ. (5.107)
Similarly as in the proof of Proposition 5.16, we have for spin − 12 component that∫
Στ
r−2
(
|Ψ−s|2 + |∆ 12 ∂ρ(∆ 12 ∂ρΨ−s)|2 + µ|r∂ρΨ−s|2
)
d3µ
.
∫
Στ
r−2µ−1|H−s(Φ−s)|2d3µ
.
∫
Στ
r−2(|L2ξΨ−s|2 + |r2Lξ∂ρΨ−s|2 + |r−1LξΨ−s|2)d3µ, (5.108)
where in the last step we have used the expression (5.87). The essentially same proof of Proposition
5.16 then yields ∫
Στ
r−2
[
µ−
1
2
(|Φs|2 + µ|r∂ρΦs|2 + |∆ 12 ∂ρ(∆ 12 ∂ρΦs)|2)
+
(|Ψ−s|2 + |∆ 12 ∂ρ(∆ 12 ∂ρΨ−s)|2 + µ|r∂ρΨ−s|2)]d3µ
.
∫
Στ
r−2
[
µ−
1
2 (|L2ξΦs|2 + |r2Lξ∂ρΦs|2 + |rLξΦs|2)
+ (|L2ξΨ−s|2 + |r2Lξ∂ρΨ−s|2 + |r−1LξΨ−s|2)
]
d3µ, (5.109)
and for any k ∈ N,∫
Στ
r−2
(
|Ψ−s|2k+1,D˜ + µ−
1
2 |Φs|2k+1,D˜
)
d3µ
.k ‖LξΨs‖2Wk+2−2 (Στ ) + ‖LξΦ
(1)
−s‖2Wk−2(Σ≥4Mτ ) + ‖LξΨ−s‖
2
Wk+1−2 (Στ )
. (5.110)
Let us consider now the case that the first N–P constant of the ℓ = 1 mode does not vanish. By
integrating the inequality (5.70) over [τ,∞), the RHS is bounded by F (1)(k+k′, 0, τ,LξΨ±s), which
is in turn bounded by τ−5+δF (1)(k+k′, 3− δ, τ0,Ψ±s) from Proposition 5.14. Hence, by making use
of the inequality (2.22), we obtain for any r ≥ r+,
r
1
2 (|r−1Φs|k,D˜ + |r−1Ψ−s|k,D˜) .δ,k τ−5/2+δ/2(F (1)(k + k′, 3− δ, τ0,Ψ±s))
1
2 . (5.111)
For the other case that the first N–P constant of the ℓ = 1 mode vanishes, we can similarly obtain
|r−1LjξΦs|k,D˜ + |r−1LjξΨ−s|k,D˜ .k,j,δ r−
1
2 τ−7/2−j+δ/2(F (1)(k + k′, 5− δ, τ0,Ψ±s)) 12 . (5.112)
We shall now improve these pointwise estimates. We consider first the case that the first N–P
constant does not vanish. Let us focus on the interior region where {ρ ≤ τ}. In this case, the
following pointwise decay estimates hold
|r−1LjξΦs|k,D˜ . v−2r−
1
2 τ−
1
2−j+δ/2(F (1)(k + k′, 3− δ, τ0,Ψ±s)) 12 . (5.113)
The wave equation (5.73) simplifies to
−Φs +∆ 12 ∂ρ(∆ 12 ∂ρΦs) = Hs(Φs). (5.114)
For ϕs = (r −M)−1Φs, the above equation reduces to
(r −M)−1∆ 12 ∂ρ((r −M)2∆ 12 ∂ρϕs) = Hs(Φs). (5.115)
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Since
|Hs(Φs)|+ |ρ∂ρ(Hs(Φs))| .δ r2v−2r− 12 τ− 32+δ/2(F (1)(k′, 3− δ, τ0,Ψ±s)) 12 , (5.116)
one can integrate the above equation from horizon to obtain
|(r −M)2∆ 12 ∂ρϕs| .δ ∆ 12 r2v−2r− 12 τ− 32+δ/2(F (1)(k′, 3− δ, τ0,Ψ±s)) 12 , (5.117)
that is,
|∂ρϕs| .δ v−2r− 12 τ− 32+δ/2(F (1)(k′, 3− δ, τ0,Ψ±s)) 12 , (5.118)
Integrating now from ρ = τ then gives that in the interior region
|Ljξϕs| .δ v−2τ−1−j+δ/2(F (1)(k′, 3− δ, τ0,Ψ±s))
1
2 . (5.119)
One substitutes this back into (5.115) and finds |Hs(Φs)| .δ r2v−2τ−2+δ/2(F (1)(k′, 3−δ, τ0,Ψ±s)) 12 ,
thus applying the above discussions again gives
|(r −M)2∆ 12 ∂ρϕs| .δ ∆ 12 r2v−2τ−2+δ/2(F (1)(k′, 3− δ, τ0,Ψ±s)) 12 . (5.120)
This is equivalent to |∂ρϕs| .δ v−2τ−2+δ/2(F (1)(k′, 3 − δ, τ0,Ψ±s)) 12 , and applying Lξ gives extra
τ−1 decay, i.e.
|Ljξ∂ρϕs| .δ v−2τ−2−j+δ/2(F (1)(k′, 3− δ, τ0,Ψ±s))
1
2 . (5.121)
Applying (∆
1
2 ∂ρ)
i to equation (5.73) and since ∆
1
2 ∂ρ commutes with the LHS of (5.73), one obtains
ð˚˚ð′((∆
1
2 ∂ρ)
iΦs) + ∆
1
2 ∂ρ(∆
1
2 ∂ρ((∆
1
2 ∂ρ)
iΦs)) = (∆
1
2 ∂ρ)
i(Hs(Φs)). (5.122)
Thus, one arrives at the equation (5.115) but with (r −M)−1(∆ 12 ∂ρ)iΦs and (∆ 12 ∂ρ)i(Hs(Φs)) in
place of ϕs and Hs(Φs) respectively. In particular, one has a similar estimate as (5.116) for the RHS
of (5.122). The above discussions for i = 0 go through here for general i ∈ N, and we obtain
|Ljξ((r −M)−1(∆
1
2 ∂ρ)
iΦs)| .δ,j v−2τ−1−j+δ/2(F (1)(k′ + i, 3− δ, τ0,Ψ±s)) 12 . (5.123)
As a result, one has
|Ljξϕs|k,D˜ .k,j,δ v−2τ−1−j+δ/2(F (1)(k + k′, 3− δ, τ0,Ψ±s))
1
2 . (5.124)
We can similarly treat the case that the first N–P constant vanishes and obtain
|Ljξ(r−1Φs)| .δ,j v−2τ−2−j+δ/2(F (1)(k′, 5− δ, τ0,Ψ±s))
1
2 , (5.125a)
|Ljξ∂ρϕs| .δ,j v−3τ−2−j+δ/2(F (1)(k′, 5− δ, τ0,Ψ±s))
1
2 . (5.125b)
Turn to spin − 12 component. Consider the case that the first N–P constant does not vanish.
Similarly, we consider only the interior region {ρ ≤ τ}. Equation (5.85) then simplifies to
∂ρ(µ
3
2 r3∂ρψ−s) = H−s(Φ−s). (5.126)
From the estimates (5.41) and (5.111),
|H−s(Φ−s)| .δ µ 12 (|L2ξΨ−s|+ |µ−
1
2LξΦ(1)−s|+ |LξΨ−s|)
.δ µ
1
2 (r
1
2 v−1τ−
5
2+
δ
2 + rv−1τ−2+
δ
2 )(F (1)(k′, 3− δ, τ0,Ψ±s)) 12 . (5.127)
Thus, integrating equation (5.126) from horizon ρ = 2M gives
|r∂ρψ−s| .δ (r− 12 v−1τ− 52+ δ2 + v−1τ−2+ δ2 )(F (1)(k′, 3− δ, τ0,Ψ±s)) 12
.δ v
−1τ−2+
δ
2 (F (1)(k′, 3− δ, τ0,Ψ±s)) 12 . (5.128)
We substitute this back to estimate |H−s(Φ−s)|:
|H−s(Φ−s)| .δ µ 12 (|L2ξΨ−s|+ r2|Lξ(r∂ρψ−s)|+ |rLξΨ−s|)
.δ µ
1
2 (r
3
2 v−1τ−
5
2+
δ
2 + r2v−1τ−3+
δ
2 )(F (1)(k′, 3− δ, τ0,Ψ±s)) 12 . (5.129)
Integrating equation (5.126) again from horizon ρ = 2M gives
|∂ρψ−s| .δ (r− 12 v−1τ− 52+ δ2 + v−1τ−3+ δ2 )(F (1)(k′, 3− δ, τ0,Ψ±s)) 12
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.δ r
− 12 v−1τ−
5
2+
δ
2 (F (1)(k′, 3− δ, τ0,Ψ±s)) 12 . (5.130)
Integrating along Στ from the hypersurface {ρ = τ} thus gives
|Ljξψ−s| .δ v−1τ−2−j+
δ
2 (F (1)(k′, 3− δ, τ0,Ψ±s)) 12 . (5.131)
We plug these two estimates back to estimate H−s(Φ−s):
|H−s(Φ−s)| .δ µ 12 (|L2ξΨ−s|+ r2|Lξ(r∂ρψ−s)|+ |rLξΨ−s|)
.δ µ
1
2 r2v−1τ−3+
δ
2 (F (1)(k′, 3− δ, τ0,Ψ±s)) 12 . (5.132)
Integrating equation (5.126) from horizon ρ = 2M gives
|∂ρψ−s| .δ v−1τ−3+ δ2 (F (1)(k′, 3− δ, τ0,Ψ±s)) 12 . (5.133)
In the same fashion as for the spin 12 component, one can obtain decay estimates for higher order
pointwise norm:
|Ljξψ−s|k,D˜ .δ,j,k v−1τ−2−j+
δ
2 (F (1)(k + k′, 3− δ, τ0,Ψ±s)) 12 . (5.134)
In the case that the first N–P constant vanishes, a similar treatment gives that
|Ljξψ−s|k,D˜ .δ,j,k v−1τ−3+
δ
2 (F (1)(k + k′, 5− δ, τ0,Ψ±s)) 12 , (5.135a)
|∂ρLjξψ−s| .δ v−1τ−4−j+
δ
2 (F (1)(k′, 5− δ, τ0,Ψ±s)) 12 . (5.135b)
5.6. Almost Price’s law decay. We collect the main statement about almost Price’s law decay
in the theorem below.
Theorem 5.18. Consider a Dirac field on a Schwarzschild black hole spacetime.
(1) Let spin ± 12 components be supported on ℓ ≥ ℓ0 modes for an ℓ0 ≥ 2. If the ℓ0-th Newman–
Penrose constant of the ℓ0 mode does not vanish, we have
|Ljξϕs|k,D˜ .δ,j,k,ℓ0 v−2τ−ℓ0−j+δ/2
[
(F (ℓ0)(k + k′, 3− δ, τ0, (Ψ±s)ℓ=ℓ0)) 12
+ (F (ℓ0+1)(k + k′, 1− δ, τ0, (Ψ±s)ℓ≥ℓ0+1)) 12
]
, (5.136a)
|Ljξψ−s|k,D˜ .δ,j,k,ℓ0 v−1τ−1−ℓ0−j+δ/2
[
(F (ℓ0)(k + k′, 3− δ, τ0, (Ψ±s)ℓ=ℓ0)) 12
+ (F (ℓ0+1)(k + k′, 1− δ, τ0, (Ψ±s)ℓ≥ℓ0+1)) 12
]
. (5.136b)
And if the ℓ0-th Newman–Penrose constant of the ℓ0 mode vanishes, the τ power of the above
pointwise decay estimates is decreased by 1, and the terms in the square brackets are replaced
by (F (ℓ0)(k + k′, 5− δ, τ0, (Ψ±s)ℓ=ℓ0)) 12 + (F (ℓ0+1)(k + k′, 3− δ, τ0, (Ψ±s)ℓ≥ℓ0+1)) 12 .
(2) Let spin ± 12 components be supported on ℓ = 1 mode. Then, if the first N–P constant does
not vanish, we have for the spin 12 component that
|Ljξϕs|k,D˜ .δ,j,k v−2τ−1+
δ
2 (F (1)(k + k′, 3− δ, τ0,Ψ±s)) 12 , (5.137a)
|∂ρLjξϕs| .δ,j v−2τ−2−j+
δ
2 (F (1)(k′, 3− δ, τ0,Ψ±s)) 12 (5.137b)
and spin − 12 component that
|Ljξψ−s|k,D˜ .δ,j,k v−1τ−2+
δ
2 (F (1)(k + k′, 3− δ, τ0,Ψ±s)) 12 , (5.138a)
|∂ρLjξψ−s| .δ,j v−1τ−3−j+
δ
2 (F (1)(k′, 3− δ, τ0,Ψ±s)) 12 . (5.138b)
Moreover, if the first Newman–Penrose constant vanishes, the τ power of the above pointwise
decay estimates is decreased by 1 and the argument 3− δ is replaced by 5− δ.
Proof. In the first case that the spin ± 12 components are supported on ℓ ≥ ℓ0 modes for an ℓ0 ≥ 2,
we utilize the estimates in Proposition 5.17 for ℓ = ℓ0 mode and ℓ ≥ ℓ0 + 1 modes respectively and
add them together to achieve the desired estimates. The estimates of ℓ = 1 mode are from Section
5.5. 
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Remark 5.19. In the case that the components are supported on ℓ = 1 mode, the above decay
estimates for both ϕs and ψ−s and for the radial tangential derivative of both ϕs and ψ−s are almost
sharp.
6. Price’s law decay for nonvanishing first Newman–Penrose constant
The aim of this section is to derive the precise asymptotic behaviours of spin ± 12 components
on a Schwarzschild spacetime in the case that the first Newman–Penrose constant of ℓ = 1 mode is
nonzero.
In the first two subsections, we shall consider only the ℓ = 1 mode of spin ± 12 components,
i.e. (ψs)
ℓ=1 and (ψ−s)ℓ=1. As shown in Section 2.4, this mode for each component can further be
expanded in terms of spin-weighted spherical harmonics:
(ψs)
ℓ=1(τ, ρ, θ, φ) =
∑
m=± 12
(ψs)m,ℓ=1(τ, ρ)Y
s
m,1(cos θ)e
imφ, (6.1a)
(ψ−s)ℓ=1(τ, ρ, θ, φ) =
∑
m=± 12
(ψ−s)m,ℓ=1(τ, ρ)Y sm,1(cos θ)e
imφ. (6.1b)
Each (m, ℓ = 1) mode can be treated in the same way, thus we shall simply drop the subscript
m, ℓ = 1 and allow them to share the same notation with the spin ± 12 components. For each
separate (m, ℓ = 1) mode of either of spin ± 12 components, its corresponding N–P constant Q
(1)
s
(and Q
(1)
−s which is equal to Q
(1)
s by Lemma 5.9) as defined in Definition 5.7 is a constant independent
of τ , θ, and φ.
For any δ > 0, we denote
F
k
δ = (F
(1)(k, 3− δ, τ0,Ψ±s)) 12 , (6.2)
where the RHS is defined as in Definition 5.13. The regularity parameter k, which is only dependent
on j, may always be suppressed, and we simply write Fkδ for Fδ. For simplicity, we shall also denote
F˜ = Fδ + Fδ′ + |Q(1)s |+D0, (6.3)
where δ and δ′ are to be fixed in the proof, and D0 is a constant appearing in the assumptions below.
6.1. Spin 12 component. Consider a (m, ℓ = 1) mode of spin
1
2 component. In this case, spin
1
2
component satisfies equation (5.44), which can also be written as
−r2Y (µ 12 r−1V Φ(1)s )− 6Mr−1(µ 12 r−1Φ(1)s ) = 0, (6.4)
or equivalently,
∂u(µ
1
2 r−1V Φ(1)s ) = − 3Mµ 32 r−4Φ(1)s . (6.5)
We will frequently use also the double-null coordinates (u, v, θ, φ), and the DOC will be divided
into different regions as in Figure 3. The following lemma lists all relations and estimates among u,
v, r, and τ that will be utilized in these different regions.
i+
H
+
I +
r
=
R
γα
{
v −
u
=
12 v}
Figure 3. For v large enough, there are some useful curves in spacetime, where
γα = {v − u = vα} for an α ∈ (0, 1).
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Lemma 6.1. For any α ∈ (12 , 1), let γα = {v− u = vα}. For any u and v, let uγα(v) and vγα(u) be
such that (uγα(v), v), (u, vγα (u)) ∈ γα. In the region v − u ≥ vα,
r & vα + uα, (6.6a)
|u− vγα(u)| . uα, (6.6b)
|2r − (v − u)| ≤ C log(r − 2M); (6.6c)
in the region {v − u ≥ vα} ∩ {v − u ≥ v2},
v + u . r . v; (6.6d)
in the region {v − u ≥ vα} ∩ {v − u ≤ v2},
u ∼ v, r & vα; (6.6e)
in the region {r ≥ R} ∩ {v − u ≤ vα},
r . min{vα, uα}; (6.6f)
in the region {2M ≤ r ≤ R}, there is a constant CR depending on R such that
|v|Στ (R)− v|Στ (r)| + |v − τ | ≤ CR. (6.6g)
On Στ0 , for r large,
|r−1v − 2− 4Mr−1 log(r − 2M)| . r−1. (6.7)
6.1.1. Asymptotics of ϕs.
Lemma 6.2. Assume on Στ0 that there is a constant β ∈ (0, 12 ) and a constant D0 such that∣∣∣∣Vˆ Φ(1)s (τ0, v)− 4Q(1)sv2
∣∣∣∣ . D0v−2−β , (6.8)
then for any v − u ≥ vα with 12 < α < 1,
|µ 32 r−1v3Vˆ Φ(1)s (u, v)− 8Q(1)s | . (v−β + v−η)F˜, (6.9)
where η = 2α− 1− δ.
Proof. In double null coordinates (u, v), we integrate (6.5) along v = const from (uΣτ0 (v), v) ∈ Στ0
as in Figure 4 and obtain
i+
H
+
I +r
=
R
γα
Στ0
(uΣτ0 (v), v)
(u, v)
Figure 4. For any point (u, v) in {r ≥ R}∩{v−u ≥ vα}, i.e. uΣτ0 (v) ≤ u ≤ uγα(v),
integrate along v = const from (uΣτ0 (v), v) ∈ Στ0 .
µ
3
2 r−1v3Vˆ Φ(1)s (u, v)− µ 32 r−1v3Vˆ Φ(1)s (uΣτ0 (v), v) = −3Mv3
∫ u
uΣτ0 (v)
µ
3
2 r−4Φ(1)s (u′, v)du′. (6.10)
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Here, we have assumed uΣτ0 (v) ≥ 1 for all v larger than a fixed constant without loss of generality.
We can now estimate the RHS of the above equality by Theorem 5.18 and (6.6a):∣∣∣∣v3 ∫ u
uΣτ0 (v)
µ
3
2 r−4Φ(1)s (u′, v)du′
∣∣∣∣ . v ∫ u
uΣτ0 (v)
µ
3
2∆−
1
2 r−1τ−1+
δ
2 (u′, v)du′Fδ
= v−η
∫ u
uΣτ0 (v)
µr−2v1+ητ−1+
δ
2 (u′, v)du′Fδ
. v−η
∫ u
uΣτ0 (v)
µr−2v1+η(u′)−1+
δ
2 (u′, v)du′Fδ
. v−η
∫ u
uΣτ0 (v)
µr−2+
1+η
α (u′)−1+
δ
2 (u′, v)du′Fδ
. v−η
∫ u
uΣτ0 (v)
(u′)−2α+η+
δ
2 (u′, v)du′Fδ
. v−ηFδ,
(6.11)
where we have used η − 2α+ δ2 = −1− δ2 < −1. This yields
|µ 32 r−1v3Vˆ Φ(1)s (u, v)− µ 32 r−1v3Vˆ Φ(1)s (uΣτ0 (v), v)| . v−ηFδ. (6.12)
On the other hand, we utilize (6.7) to obtain
|µ 32 r−1v3VˆΦ(1)s (uΣτ0 (v), v)− 8Q
(1)
s | . v−βD0 + v−α log v|Q(1)s |. (6.13)
The estimate (6.9) thus follows from the estimates (6.12) and (6.13). 
Now we estimate Φ
(1)
s in v − u ≥ vα. The estimate (6.9) yields
|V Φ(1)s (u, v)− 8rv−3Q(1)s | . rv−3(v−β + v−η)F˜+ v−3|Q(1)s |. (6.14)
We integrate along u = const as in Figure 5 to obtain
i+
H
+
I +r
=
R
γα
(u, vγα (u))
(u, v)
Figure 5. For any point (u, v) in {r ≥ R}∩{v−u ≥ vα}, i.e. v ≥ vγα(u), integrate
along u = const from (u, vγα(u)) ∈ γα.
(r−2Φ(1)s )(u, v) = (r(u, v))−2Φ
(1)
s (u, vγα(u)) +
1
2
(r(u, v))−2
∫ v
vγα (u)
V Φ
(1)
s (u, v
′)dv′. (6.15)
We utilize (6.6b), (6.6c) and (6.14) to estimate the last term of (6.15):
1
2
∣∣∣∣ ∫ v
vγα (u)
(
V Φ
(1)
s (u, v
′)− 8rv−3Q(1)s
)
dv′
∣∣∣∣
.
∫ v
vγα (u)
(
rv−3(v−β + v−η)F˜+ v−3|Q(1)s |
)
dv′
.
(
(vγα(u))
−1−β − v−1−β + (vγα(u))−1−η − v−1−η
)
F˜+
(
(vγα(u))
−2 − v−2)|Q(1)s |
.
(
u−1−β + u−1−η
)
F˜+ u−2|Q(1)s | (6.16)
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and
1
2
∫ v
vγα (u)
8rv−3Q(1)s dv′
=
∫ v
vγα (u)
[(2v−2 − 2uv−3) + 2v−3(2r − (v − u))]Q(1)s dv′
= Q
(1)
s [(uv
−2 − 2v−1)− (uv−2 − 2v−1)(u, vγα(u))] +Q(1)s
∫ v
vγα (u)
2v−3(2r − (v − u))dv′
= Q
(1)
s
[
u−1v−2(v − u)2 + (vγα(u))
2 − u2
u(vγα(u))
2
+
2(u− vγα(u))
uvγα(u)
]
+Q
(1)
s
∫ v
vγα (u)
2v−3(2r − (v − u))dv′. (6.17)
Note that we can use (6.6b) and (6.6c) to achieve
|u−1v−2(v − u)2 − 4r2u−1v−2| . u−1v−2r log r, (6.18a)∣∣∣∣ (vγα(u))2 − u2u(vγα(u))2 + 2(u− vγα(u))uvγα(u)
∣∣∣∣ . u−2+α, (6.18b)∣∣∣∣ ∫ v
vγα (u)
2v−3(2r − (v − u))
∣∣∣∣ . u−2(log u)2. (6.18c)
As a result,∣∣∣∣12r−2
∫ v
vγα (u)
V Φ
(1)
s (u, v
′)dv′ − 4u−1v−2Q(1)s
∣∣∣∣
. r−2
[(
u−1−β + u−1−η
)
F˜+
(
u−2 + u−1v−2r log r + u−2+α + u−2(log u)2
)|Q(1)s |]
. r−2
[(
u−1−β + u−2α+δ
)
F˜+ u−2+α|Q(1)s |
]
.
(6.19)
For the first term on the RHS of (6.15), one uses (5.137) and (6.6a) to obtain
|(r(u, v))−2Φ(1)s (u, vγα(u))| . µ−
1
2 (r(u, v))−2(r(u, vγα(u)))
2 · (v−2τ−1+ δ2 )(u, vγα(u))Fδ
. (r(u, v))−2u−3+2α+
δ
2Fδ.
(6.20)
Hence, we conclude
Lemma 6.3. For v − u ≥ vα with 12 < α < 1, we have∣∣ϕs − 4u−1v−2Q(1)s ∣∣ . r−2(u−1−β + u−2α+δ + u−3+2α+ δ2 + u−2+α)F˜. (6.21)
Proof. The above discussions imply that the estimate (6.21) holds with ϕs replaced by r−2Φ
(1)
s . It re-
mains to estimate the difference between these two scalars. By definition, ϕs = r(r−M)−1µ 12 r−2Φ(1)s ,
and |r(r −M)−1µ 12 − 1| .M2r−2. Thus the estimate (6.21) follows in view of Theorem 5.18. 
We are now ready to consider the asymptotics in the entire Ωτ0,∞. For {v−u ≥ vα}∩{v−u ≥ v2},
the RHS of (6.21) is bounded using (6.6d) by
Cv−2
(
u−1−β + u−2α+δ + u−3+2α+
δ
2 + u−2+α
)
F˜. (6.22)
For {v − u ≥ vα′} ∩ {v − u ≤ v2}, where α′ ∈ (α, 1), one can utilize (6.6e) to bound the RHS of
(6.21) by
Cv−2α
′(
v−1−β + v−2α+δ + v−3+2α+
δ
2 + v−2+α
)
F˜. (6.23)
By taking 0 < δ ≤ min{0.4, 2β}, α = 1 − 3δ8 and α′ = 1 − δ16 , the expression (6.22) is bounded
by Cv−2u−1−
δ
8 F˜, and the expression (6.23) is bounded by Cv−2+
δ
8 (v−1−β + v−2+
7δ
4 + v−1−
δ
4 +
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v−1−
3δ
8 )F˜ ≤ Cv−3− δ8 F˜. Additionally, in the region {v − u ≥ vα′}, one has |u − τ | . 1, Thus, these
discussions together with the estimate (6.21) yield that in {v − u ≥ vα′},
|ϕs − 4τ−1v−2Q(1)s | . v−2τ−1− δ8 F˜. (6.24)
For {r ≥ R}∩{v−u ≤ vα′}, we integrate along Στ from a point (τ, rγα′ (τ)) ∈ γα′ = {v−u = vα
′},
(See Figure 6.) thus,
i+
H
+
I +r
=
R
γα γα′
(τ, rγ
α ′ (τ))
Στ
(τ, r)
Figure 6. For any point (τ, r) in {r ≥ R}∩{v−u ≤ vα′} with α′ ∈ (α, 1) suitably
chosen, integrate along Στ from (τ, rγα′ (τ)) ∈ γα′ .
ϕs(τ, r) = ϕs(τ, r1)−
∫ r1
r
∂ρϕs(τ, ρ)dρ. (6.25)
Note that τ = u|(τ,rγ
α′
(τ)) ∼ v, v(rγα′ (τ)) ∼ v ∼ u and |v(rγα′ (τ))− v| . vα
′
= v1−
δ
16 on Στ . Thus,
using the estimate (5.138) but with δ replaced by a δ′ ∈ (0, δ) to be fixed gives∫ rγ
α′
(τ)
r
|∂ρϕs|(τ, ρ)dρ . τ−1+ δ
′
2
∫ rγ
α′
(τ)
r
v−3|Στdρ
. v−1+
δ′
2 (v−2 − (v(rγα′ (τ)))−2)F˜
. v−1+
δ′
2
(v(rγα′ (τ)) − v)(v(rγα′ (τ)) + v)
v2(v(rγα′ (τ)))
2
F˜
. v−3+
δ′
2 − δ16 F˜.
(6.26)
By taking δ′ = δ16 , the above is bounded by Cv
−3− δ32 F˜. Hence,
|ϕs(τ, r) − 4τ−1v−2Q(1)s |
≤
∣∣∣∣ϕs(τ, r)− ϕs(τ, rγα′ (τ))∣∣∣∣ + ∣∣∣∣ϕs(τ, rγα′ (τ)) − 4Q(1)sτ(v(rγα′ (τ)))2
∣∣∣∣+ ∣∣∣∣ 4Q(1)sτ(v(rγα′ (τ)))2 − 4Q
(1)
s
τv2
∣∣∣∣
. v−3−
δ
32Fδ + v
−3− δ8 F˜+ v−3−
δ
16 |Q(1)s |
. v−3−
δ
32 F˜. (6.27)
In the end, we consider r ≤ R region. Integrating along Στ from the point (τ, R), and utilizing
the estimate (6.27) at r = R, the estimate (5.137) for ∂ρϕs, and the estimate (6.6g), we obtain
|ϕs(τ, r)− 4τ−1v−2Q(1)s |
≤ |ϕs(τ, R)− 4τ−1(v|Στ (R))−2Q(1)s |
+ |(4τ−1(v|Στ (R))−2 − 4τ−1v−2)Q(1)s |+
∣∣∣∣ ∫ R
r
∂ρϕs(τ, ρ)dρ
∣∣∣∣
.R v
−2τ−1−
δ
32 F˜+ v−4|Q(1)s |+ v−3τ−1+ δ2Fδ .R v−2τ−1− δ32 F˜.
(6.28)
In summary, we achieve the following estimate.
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Proposition 6.4. Assume on Στ0 that there are constants β ∈ (0, 12 ) and D0 such that for r ≥ R,∣∣∣∣Vˆ Φ(1)s (τ0, v)− 4Q(1)sv2
∣∣∣∣ . v−2−βD0. (6.29)
Then for any 0 < δ ≤ min{0.4, 2β}, we have in Ωτ0,∞ that
|ϕs(τ, r) − 4τ−1v−2Q(1)s | . v−2τ−1− δ32 F˜. (6.30)
6.1.2. Asymptotics of Ljξϕs. We proceed to obtain precise behaviours for Ljξϕs. Applying ∂iv to
equation (6.5) gives
∂u(∂
i
v(µ
1
2 r−1V Φ(1)s )) = − 3M∂iv(µ
3
2 r−4Φ(1)s ). (6.31)
Lemma 6.5. Assume on Στ0 that for any i ∈ N, there exist constants β ∈ (0, 12 ) and D0 such that
for all 0 ≤ i′ ≤ i and r ≥ R,∣∣∣∣∂i′ρ (Vˆ Φ(1)s (τ0, v)− 4Q(1)sv2
)∣∣∣∣ . v−2−i′−βD0. (6.32)
Then for v − u ≥ vαi with i+2i+3 < αi < 1 and any 0 < η < −1− i− δ2 + (2 + i)αi,
|vi+3∂iv(µ
3
2 r−1Vˆ Φ(1)s (u, v))− 4(−1)i(i+ 2)!Q(1)s | . (v−β + v−η)F˜. (6.33)
Proof. For v− u ≥ vαi , one can integrate equation (6.31) along v = const and estimate the integral
on the RHS of equation (6.31) by Theorem 5.18 and (6.6a):∣∣∣∣v3+i ∫ u
uΣτ0 (v)
∂iv(µ
3
2 r−4Φ(1)s (u′, v))du′
∣∣∣∣ . v ∫ u
uΣτ0 (v)
µ
1
2∆−
1
2 r−1r−iviτ−1+
δ
2 (u′, v)du′Fδ
= v−η
∫ u
uΣτ0 (v)
r−2−iv1+i+ητ−1+
δ
2 (u′, v)du′Fδ
. v−η
∫ u
uΣτ0 (v)
r−2−iv1+i+η(u′)−1+
δ
2 (u′, v)du′Fδ
. v−η
∫ u
uΣτ0 (v)
r
−2−i+ 1+i+ηαi (u′)−1+
δ
2 (u′, v)du′Fδ
. v−η
∫ u
uΣτ0 (v)
(u′)−(2+i)αi+i+η+
δ
2 (u′, v)du′Fδ
. v−ηFδ,
(6.34)
where in the last step we used −(2+i)αi+i+η+ δ2 < −1 which holds true by assumption. Therefore,
|v3+i∂iv(µ
3
2 r−1Vˆ Φ(1)s (u, v))− v3+i∂iv(µ
3
2 r−1Vˆ Φ(1)s (uΣτ0 (v), v))| . v−ηFδ. (6.35)
On the other hand, we have
∂iv(µ
3
2 r−1Vˆ Φ(1)s (τ0, v)) = ∂iv(v
−3 · µ 32 r−1vv2Vˆ Φ(1)s (τ0, v))
=
i∑
j=0
(−1)j 1
2
i!
j!(i− j)! (j + 2)!v
−3−j∂i−jv (µ
3
2 r−1vv2Vˆ Φ(1)s (τ0, v)). (6.36)
Then in view of the assumption (6.32), the estimate (6.7), and ∂v =
1
2µ(∂ρ + (2µ
−1 − ∂rh(r))Lξ),
one obtains
|∂iv(µ
3
2 r−1Vˆ Φ(1)s (τ0, v))− 4(−1)i(i + 2)!v−3−iQ(1)s | . v−β−i−3D0 + v−4−i(|Q(1)s |+ Fδ). (6.37)
The estimate (6.33) thus follows from the estimates (6.35) and (6.37). 
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Now we estimate LiξΦ(1)s in v − u ≥ vαi . In the estimate (6.33), one can write ∂v = Lξ − ∂u and
use equation (6.31) to estimate ∂u(∂
i−1
v (µ
1
2 r−1V Φ(1)s )), thus
|vi+3∂i−1v (µ
3
2 r−1Vˆ LξΦ(1)s (u, v))− 4(−1)i(i+ 2)!Q(1)s |
. (v−β + v−η)F˜+ |vi+3∂i−1v (µ
3
2 r−4Φ(1)s )|
. (v−β + v−η)F˜+ v−ηu−(1+i)αi+i+η+
δ
2Fδ . (v
−β + v−η)F˜, (6.38)
where we have used a similar argument in (6.34) to estimate |vi+3∂i−1v (µ
3
2 r−4Φ(1)s )| in the second
last step and η < −1− i− δ2 +(2+ i)αi in the last step. One can inductively proceed to obtain that
for any 0 ≤ j ≤ i,
|vi+3∂i−jv (µ
3
2 r−1Vˆ LjξΦ(1)s (u, v))− 4(−1)i(i + 2)!Q(1)s | . (v−β + v−η)F˜. (6.39)
In particular, for i = j, one has
|vj+3(µ 32 r−1Vˆ LjξΦ(1)s (u, v))− 4(−1)j(j + 2)!Q(1)s | . (v−β + v−η)F˜. (6.40)
Denote γαj = {v − u = vαj}. On u = const, we have
(r−2LjξΦ(1)s )(u, v) = (r(u, v))−2LjξΦ(1)s (u, vγαj (u)) +
1
2
(r(u, v))−2
∫ v
vγαj (u)
V LjξΦ(1)s (u, v′)dv′. (6.41)
We utilize the estimates (6.6b), (6.6c) and (6.40) to estimate the last term of (6.41):
1
2
∣∣∣∣ ∫ v
vγαj (u)
(
V LjξΦ(1)s (u, v′)− 4(−1)j(j + 2)!r(v′)−3−jQ(1)s
)
dv′
∣∣∣∣
.
∫ v
vγαj (u)
(r(v′)−3−j((v′)−β + (v′)−η)F˜+ (v′)−3−j |Q(1)s |)dv′
.
[
(vγαj (u))
−1−β−j + (vγαj (u))
−1−η−j]
F˜+ (vγαj (u))
−2−j |Q(1)s |
. (u−1−β−j + u−1−η−j + u−2−j)F˜
(6.42)
and
1
2
∫ v
vγαj (u)
4(−1)j(j + 2)!r(u, v′)(v′)−3−jQ(1)s dv′
=(−1)j(j + 2)!
∫ v
vγαj (u)
[((v′)−2−j − u(v′)−3−j) + (2r(u, v′)− (v′ − u))(v′)−3−j ]Q(1)s dv′
=(−1)j(j + 2)!Q(1)s
[
((j + 2)−1uv−2−j − (j + 1)−1v−1−j)
− ((j + 2)−1uv−2−j − (j + 1)−1v−1−j)(u, vγαj (u))
]
+ (−1)j(j + 2)!
∫ v
vγαj (u)
(2r(u, v′)− (v′ − u))(v′)−3−jQ(1)s dv′
=(−1)j(j + 2)!Q(1)s [(j + 2)−1u(v−2−j − u−2−j)− (j + 1)−1(v−1−j − u−1−j)]
+ (−1)j(j + 2)!Q(1)s [(j + 1)−1((vγαj (u))−1−j − u−1−j)− (j + 2)−1u((vγαj (u))−2−j − u−2−j)]
+ (−1)j(j + 2)!
∫ v
vγαj (u)
(2r(u, v′)− (v′ − u))(v′)−3−jQ(1)s dv′. (6.43)
For the third last line of equation (6.43), it equals
(−1)jj!Q(1)s (u−1−j − (j + 2)v−1−j + (j + 1)uv−2−j)
= (−1)jj!Q(1)s u−1−jv−2−j(v(v1+j − u1+j)− (j + 1)u1+j(v − u))
= (−1)jj!Q(1)s u−1−jv−2−j(v − u)
j∑
n=0
uj−n(vn+1 − un+1)
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= (−1)jj!Q(1)s u−1−jv−2(v − u)2
j∑
n=0
n∑
i=0
(
u
v
)j−i
, (6.44)
and the absolute value of the last two lines of equation (6.43) is clearly bounded using (6.6b) and
(6.6c) by C(u−2−j(log u)2 + u−2−j+αj )|Q(1)s |. As a result,∣∣∣∣12(r(u, v))−2
∫ v
vγαj (u)
V LjξΦ(1)s (u, v′)dv′ − (−1)jj!u−1−jv−2(v − u)2
j∑
n=0
n∑
i=0
(
u
v
)j−i
Q
(1)
s
∣∣∣∣
. r−2
(
u−1−β−j + u−1−η−j + u−2−j + u−2−j(log u)2 + u−2−j+αj
)
F˜
. r−2
(
u−1−β−j + u−1−η−j + u−2−j+αj
)
F˜. (6.45)
For the first term on the right hand of (6.41),
|(r(u, v))−2LjξΦ(1)s (u, vγαj (u))| . µ−
1
2 (r(u, v))−2(r(u, vγαj (u)))
2 · (v−2τ−1−j+ δ2 )(u, vγαj (u))Fδ
. (r(u, v))−2u−3+2αj−j+
δ
2Fδ. (6.46)
Hence, we conclude
Lemma 6.6. For v − u ≥ vαj with j+2j+3 < αj < 1, and 0 < η < −1− j − δ2 + (2 + j)αj, we have∣∣∣∣Ljξϕs − 4(−1)jj!u−1−jv−2 j∑
n=0
n∑
i=0
(
u
v
)j−i
Q
(1)
s
∣∣∣∣
. r−2
(
u−1−β−j + u−1−η−j + u−3+2αj−j+
δ
2 + u−2−j+αj
)
F˜. (6.47)
Proof. The above discussions imply that the estimate (6.47) holds with ϕs replaced by r−2Φ
(1)
s . It re-
mains to estimate the difference between these two scalars. By definition, ϕs = r(r−M)−1µ 12 r−2Φ(1)s ,
and |r(r −M)−1µ 12 − 1| .M2r−2, thus the estimate (6.47) follows. 
We then consider the asymptotics in the entire region Ωτ0,∞. For {v − u ≥ vαj} ∩ {v − u ≥ v2},
the RHS of (6.47) is bounded by
Cv−2
(
u−1−β−j + u−1−η−j + u−3+2αj−j+
δ
2 + u−2−j+αj
)
F˜. (6.48)
For {v − u ≥ vα′j} ∩ {v − u ≤ v2}, where α′j ∈ (αj , 1), then we can use (6.6e) to bound the RHS of
(6.47) by
Cv−2α
′
j
(
v−1−β−j + v−1−η−j + v−3+2αj−j+
δ
2 + v−2−j+αj
)
F˜. (6.49)
By taking αj < 1− δ4 and α′j ∈ (max{1− η2 , 1− β2 ,
αj+1
2 }, 1), there exists a constant ǫ > 0 such that
the expressions (6.48) and (6.49) are bounded by Cv−2u−1−j−ǫF˜. We have moreover that |τ−u| . 1
in {v − u ≥ vα′j}. Thus, the estimate (6.47) yields that in {v − u ≥ vα′j},∣∣∣∣Ljξϕs − 4(−1)jj!τ−1−jv−2 j∑
n=0
n∑
i=0
(
τ
v
)j−i
Q
(1)
s
∣∣∣∣ . v−2τ−1−j−ǫF˜. (6.50)
For {r ≥ R}∩{v−u ≤ vα′j}, we integrate along Στ from a point (τ, rγα′
j
(τ)) ∈ γα′j = {v−u = vα
′
j}:
Ljξϕs(τ, r) = Ljξϕs(τ, rγα′
j
(τ)) −
∫ rγ
α′
j
(τ)
r
∂ρLjξϕs(τ, ρ)dρ. (6.51)
Note that |τ−u|(τ,rγ
α′
j
(τ))| . 1, u|(τ,rγ
α′
j
(τ)) ∼ v, v(rγα′
j
(τ)) ∼ u ∼ v and |v(r1)−v| . vα′j . Moreover,
we have dρ ∼ dv on Στ , thus using the estimate (5.138) but with δ replaced by a δ′ ∈ (0, δ) to be
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fixed gives ∫ rγ
α′
j
(τ)
r
|∂ρLjξϕs|(τ, ρ)dρ . τ−1−j+
δ′
2
∫ rγ
α′
j
(τ)
r
v−3|Στdρ
. v−1−j+
δ′
2 (v−2 − (v(rγα′
j
(τ)))−2)Fδ′
. v−1−j+
δ′
2
(v(rγα′
j
(τ)) − v)(v(rγα′
j
(τ)) + v)
v2(v(rγα′
j
(τ)))2
Fδ′
. v−4−j+
δ′
2 +α
′
jFδ′ .
(6.52)
By taking δ′ < 2(1− α′j), the above is bounded by Cv−3−j−ǫFδ′ for some ǫ > 0. Hence,∣∣∣∣Ljξϕs(τ, r)− 4(−1)jj!τ−1−jv−2 j∑
n=0
n∑
i=0
(
τ
v
)j−i
Q
(1)
s
∣∣∣∣
≤ |Ljξϕs(τ, r) − Ljξϕs(τ, rγα′
j
(τ))|
+
∣∣∣∣Ljξϕs(τ, rγα′
j
(τ)) − 4(−1)jj!τ−1−j(v(rγα′
j
(τ)))−2
j∑
n=0
n∑
i=0
(
τ
v(rγα′
j
(τ))
)j−i
Q
(1)
s
∣∣∣∣
+
∣∣∣∣4(−1)jj!u−1−jQ(1)s ((v(rγα′
j
(τ)))−2
j∑
n=0
n∑
i=0
(
τ
v(rγα′
j
(τ))
)j−i
− v−2
j∑
n=0
n∑
i=0
(
τ
v
)j−i)∣∣∣∣
. v−3−j−ǫF˜+ v−3−j−ǫFδ′ + v−4−j+α
′
j |Q(1)s |
. v−3−j−ǫF˜. (6.53)
In the end, we consider r ≤ R region. Integrating along Στ from the point (τ, R) and utilizing
the estimate (6.53) at r = R, the estimate (5.137) for ∂ρϕs and the estimate (6.6g), we obtain
|Ljξϕs(τ, r)− 2(−1)j(j + 2)!τ−1v−2Q(1)s |
≤
∣∣Ljξϕs(τ, R)− 2(−1)j(j + 2)!τ−1(v|Στ (R))−2Q(1)s ∣∣
+
∣∣(2(−1)j(j + 2)!τ−1(v|Στ (R))−2 − 2(−1)j(j + 2)!τ−1v−2)Q(1)s ∣∣
+
∣∣∣∣ ∫ R
r
∂ρLjξϕs(τ, ρ)dρ
∣∣∣∣
.R (v
−2τ−1−j−ǫ + v−3τ−1−j+
δ
2 )F˜
.R v
−2τ−1−j−ǫF˜,
where we have used that on Στ ∩ {ρ = R},∣∣∣∣2(−1)j(j + 2)!τ−1−jv−2Q(1)s − 4(−1)jj!τ−1−jv−2 j∑
n=0
n∑
i=0
(
τ
v
)j−i
Q
(1)
s
∣∣ . v−4−j |Q(1)s |. (6.54)
In summary, we achieve the following estimate.
Theorem 6.7. Let j ∈ N. Assume on Στ0 there are constants β ∈ (0, 12 ) and D0 such that for
r ≥ R and all 0 ≤ i ≤ j, ∣∣∣∣∂iρ(Vˆ Φ(1)s (τ0, v)− 4Q(1)sv2
)∣∣∣∣ . v−2−i−βD0. (6.55)
Then there exists an ǫ > 0 such that at any point in Ωτ0,∞,∣∣∣∣Ljξϕs − 4(−1)jj!τ−1−jv−2 j∑
n=0
n∑
i=0
(
τ
v
)j−i
Q
(1)
s
∣∣∣∣ . v−2τ−1−j−ǫF˜. (6.56)
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6.2. Spin − 12 component. For each (m, ℓ = 1) mode of spin − 12 component, we shall also consider
its asymptotics in separate regions.
From the Dirac equations (1.6), one has
ψ−s = −(r −M)Y ϕs + ϕs. (6.57)
Commuting with the Killing vector Lξ gives
Ljξψ−s = −(r −M)Y Ljξϕs + Ljξϕs. (6.58)
In the region {v − u ≥ vα′j}, one can rewrite equation (6.58) as
Ljξψ−s = − (r −M)µ−1(2Lξ − V )Ljξϕs + Ljξϕs
= − 2(r −M)µ−1Lj+1ξ ϕs + (r −M)Vˆ Ljξϕs + Ljξϕs
= − 2(r −M)µ−1Lj+1ξ ϕs + µ
1
2 r−1Vˆ LjξΦ(1)s
+ (r −M)∂r(µ 12 (r −M)−1r−1)LjξΦ(1)s + µ
1
2 (r −M)−1r−1LjξΦ(1)s , (6.59)
where in the last step we used ϕs = (r −M)−1µ 12 r−1Φ(1)s . As a result,∣∣Ljξψ−s − (µ 32 r−1Vˆ LjξΦ(1)s − Ljξϕs − (v − u)Lj+1ξ ϕs)∣∣ . r−2|Vˆ LjξΦ(1)s |+ r−1|Ljξϕs|+ log r|Lj+1ξ ϕs|.
(6.60)
We collect the estimates of the terms in the round bracket on the LHS here: the estimate (6.40)
gives
|(µ 32 r−1Vˆ LjξΦ(1)s (u, v))− 4(−1)j(j + 2)!v−3−jQ(1)s | . (v−3−j−β + v−3−j−η)F˜; (6.61a)
and the estimate (6.56) gives∣∣∣∣− Ljξϕs − (−4)(−1)jj!τ−1−jv−2 j∑
n=0
n∑
i=0
(
τ
v
)j−i
Q
(1)
s
∣∣∣∣
. v−2τ−1−j−ǫF˜ . v−1τ−2−j−ǫF˜, (6.61b)∣∣∣∣− (v − u)Lj+1ξ ϕs − (−4)(−1)j+1(j + 1)!(v − u)τ−2−jv−2 j+1∑
n=0
n∑
i=0
(
τ
v
)j+1−i
Q
(1)
s
∣∣∣∣
. (v − u)v−2τ−2−j−ǫF˜ . v−1τ−2−j−ǫF˜. (6.61c)
Summing up the above three estimates, one finds from (6.60) that∣∣∣∣Ljξψ−s − 4(−1)jj!v−1τ−2−jQ(1)s [(j + 1)(j + 2)(τv
)j+2
− τ
v
j∑
n=0
n∑
i=0
(
τ
v
)j−i
+ (j + 1)
(
1− τ
v
) j+1∑
n=0
n∑
i=0
(
τ
v
)j+1−i]∣∣∣∣
.
(|∂ρLjξϕs|+ |r−1Ljξϕs|+ |log vLj+1ξ ϕs|+ v−3−j−β + v−3−j−η + v−1τ−2−j−ǫ)F˜
.
(
v−2−α
′
j τ−1−j+
δ′
2 + log vv−2τ−2−j+
δ′
2 + v−3−j−β + v−3−j−η + v−1τ−2−j−ǫ
)
F˜
. v−1τ−2−j−ǫF˜ (6.62)
for some ǫ > 0. Furthermore, simple but tedious calculations show that the terms in the square
bracket on the LHS of (6.62) equal
(j + 1)
((
τ
v
)j
−
(
τ
v
)j+2)
+ (j + 1)(j + 2)
(
τ
v
)j+1
+ (j + 1)
j∑
n=0
n∑
i=0
(
τ
v
)j−i
− (j + 2)τ
v
j∑
n=0
n∑
i=0
(
τ
v
)j−i
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= (j + 1)
((
τ
v
)j
−
(
τ
v
)j+2)
+ (j + 2)
j∑
n=0
(
τ
v
)j−n
−
j∑
n=0
n∑
i=0
(
τ
v
)j−i
. (6.63)
We can thus obtain that for v − u ≥ vα′j , there is an ǫ > 0 such that∣∣∣∣Ljξψ−s − 4(−1)jj!v−1τ−2−jQ(1)s [(j + 2) j∑
n=0
(
τ
v
)j−n
−
j∑
n=0
n∑
i=0
(
τ
v
)j−i
+ (j + 1)
((
τ
v
)j
−
(
τ
v
)j+2)]∣∣∣∣ . v−1τ−2−j−ǫF˜. (6.64)
In the region where {v−u ≤ vα′j}, one can make use of equation (2.13) to rewrite the Y derivative
in (6.58) and obtain
Ljξψ−s = Ljξϕs + (r −M)∂ρLjξϕs − (r −M)∂rh · Lj+1ξ ϕs. (6.65)
In this region, one has cv ≤ τ ≤ v and r ≤ Cvα′j , and c ≤ |∂rh| ≤ C. The absolute values of the last
two terms on the RHS of (6.65) are bounded by rv−2τ−2−j+
δ′
2 Fδ′ . v
−4−j+α′j+ δ
′
2 Fδ′ . v
−3−j−ǫ
Fδ′
for an ǫ > 0 since δ′ < 2(1− α′j). The asymptotics of the first term on the RHS of (6.65) are given
by Theorem 6.7. Therefore, in this region, we have∣∣∣∣Ljξψ−s(τ, r) − 4(−1)jj!τ−1−jv−2 j∑
n=0
n∑
i=0
(
τ
v
)j−i
Q
(1)
s
∣∣∣∣ . v−2τ−1−j−ǫF˜. (6.66)
The two estimates (6.64) and (6.66) together imply the following asymptotics for spin− 12 component:
Theorem 6.8. Let j ∈ N. Assume on Στ0 that there are constants β ∈ (0, 12 ) and D0 such that for
r ≥ R and any 0 ≤ i ≤ j, ∣∣∣∣∂iρ(Vˆ Φ(1)s (τ0, v)− 4Q(1)sv2
)∣∣∣∣ . v−2−i−βD0. (6.67)
Then there exists an ǫ > 0 such that in Ωτ0,∞,∣∣∣∣Ljξψ−s − 4(−1)jj!v−1τ−2−jQ(1)s [(j + 2) j∑
n=0
(
τ
v
)j−n
−
j∑
n=0
n∑
i=0
(
τ
v
)j−i
+ (j + 1)
((
τ
v
)j
−
(
τ
v
)j+2)]∣∣∣∣ . v−1τ−2−j−ǫF˜. (6.68)
Remark 6.9. There is a different way of proving the Price’s law for spin − 12 component, that is,
by the same argument as in Section 6.1 applied to equation (5.126). Both ways lead to the same
asymptotics, however, the way of presenting here is simpler and much natural in the sense that we
simply make use of the Dirac equations connecting these two components to obtain the asymptotics
for one component from the other one.
6.3. Proof of Theorem 1.1. For the Dirac field on a Schwarzschild background, one can decompose
the spin ± 12 components into ℓ = 1 mode and ℓ ≥ 2 modes. For ℓ ≥ 2 part (Ψ±s)ℓ≥2, one can make
use of the estimates in Proposition 5.17 to obtain for any ǫ ∈ (0, δ2 ),
|Ljξ((ϕs)ℓ≥2)| . v−2τ−1−j−ǫ(F (2)(k′(ℓ0, j), 1 + 2ǫ, τ0, (Ψ±s)ℓ≥2))
1
2 , (6.69a)
|Ljξ((ψ−s)ℓ≥2)| . v−1τ−2−j−ǫ(F (2)(k′(ℓ0, j), 1 + 2ǫ, τ0, (Ψ±s)ℓ≥2))
1
2 . (6.69b)
For ℓ = 1 mode, one can further decompose it into azimuthal modes m = − 12 , 12 as in (6.1), and
for each spin-weighted spherical mode (m, ℓ = 1), we can define its coressponding N–P constant
Q
(1)
s (m, ℓ = 1) (and Q
(1)
−s(m, ℓ = 1) which is equal to Q
(1)
s (m, ℓ = 1) by Lemma 5.9) as in Definition
5.7. Then, by the main results in Theorems 6.7 and 6.8, and together with the estimates (6.69) for
ℓ ≥ 2 modes, this proves Theorem 1.1.
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7. Price’s law decay for vanishing first Newman–Penrose constant
7.1. The time integral gs of (Φs)m,ℓ=1. We consider the ℓ = 1 mode (Φs)
ℓ=1 of spin 12 component
and further decompose it into (m, ℓ = 1) modes (Φs)m,ℓ=1, where m = − 12 , 12 . In what below, we
consider a fixed (m, ℓ = 1) mode of spin 12 component and still use the same notations as the ones
of spin 12 component without ambiguity. Note in particular that these components and the scalars
constructed from them are thus independent of θ, φ.
Recall the equation of this mode of spin 12 component Φs from (5.115)
(r −M)−1∆ 12 ∂ρ((r −M)2∆ 12 ∂ρ((r −M)−1Φs)) = Hs(Φs), (7.1)
where
Hs = ∆(2µ
−1 −H)HL2ξ + 2∆(µ−1 −H)Lξ∂ρ +∆
1
2 ∂r(∆
1
2 (2µ−1 −H))Lξ, (7.2)
and H = 2µ−1 − ∂rh(r).
Lemma 7.1. Assume that F (1)(k′, 5−δ, τ0,Ψ±s) <∞ as defined in Definition 5.13 for a sufficiently
large k′ and a δ ∈ (0, 12 ), and assume further that there exists a finite constant D˜1 such that
lim
ρ→∞
ρ3VˆΦ
(1)
s
∣∣
Στ0
≤ D˜1. (7.3)
Then there exists a unique smooth solution gs to (7.1) which satisfies both
lim
ρ→∞
gs
∣∣∣
Στ0
= 0 (7.4)
and
Lξgs = Φs. (7.5)
For such a solution gs, it satisfies the integrability condition:
lim
r→∞
(r −M)2∆ 12 ∂ρ((r −M)−1gs)|Στ0 =
∫ ∞
2M
H˜s(Φs)|Στ0dρ, (7.6)
where H˜s(Φs) is defined as in (1.16) and can be rewritten as
H˜s(Φs) = (r −M)[rµ 12 (2µ−1 −H)HLξΦs + 2rµ 12 (µ−1 −H)∂ρΦs + ∂r(∆ 12 (2µ−1 −H))Φs]. (7.7)
Definition 7.2. This unique smooth scalar gs constructed from Φs as in Lemma 7.1 is called the
time integral of spin 12 component Φs.
Proof. We first discuss the asymptotic behaviors of H˜s(Φs) as ρ → ∞ and ρ → 2M on Στ0 . By
Vˆ = ∂ρ +HLξ and Φ(1)s = µ− 12 rΦs, we have
H˜s(Φs) = (r −M)[(2− µH)Vˆ Φ(1)s − µ 12 r∂ρ(HΦs)− 2Mµ− 12 r−1HΦs]. (7.8)
From Theorem 5.18, the assumption implies |Φs|+|ρ∂ρΦs| . ρ−1(F (1)(k′, 5−δ, τ0,Ψ±s)) 12 as ρ→∞.
Furthermore, by (7.3), and |H | . ρ−2, |∂ρH | . ρ−3, we get
|H˜s(Φs)| . ρ−2(D˜1 + (F (1)(k′, 5− δ, τ0,Ψ±s)) 12 ). (7.9)
From the smoothness of Φs and lim
r→2M
∂rh = 1, we have, as ρ→ 2M ,
|H˜s(Φs)| . µ− 12 (1 + µ)(F (1)(k′, 5− δ, τ0,Ψ±s)) 12 . (7.10)
Therefore, the fact that the integral
∫∞
2M H˜s(Φs)|Στ0dρ exists follows from (7.9) and (7.10).
We then determine the initial value of gs on Στ0 by requiring it to be C
1. By (7.1), we have
∂ρ((r −M)2∆ 12 ∂ρ((r −M)−1gs)) = (r −M)∆− 12Hs(gs) = H˜s(Φs), (7.11)
hence, for 2M < ρ < R <∞, we get
(r −M)2∆ 12 ∂ρ((r −M)−1gs)(τ0, ρ′)
∣∣∣R
ρ
=
∫ R
ρ
H˜s(Φs)(τ0, ρ
′)dρ′. (7.12)
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Taking R→∞, then
lim
R→∞
(r −M)2∆ 12 ∂ρ((r −M)−1gs)(τ0, R)− (r −M)2∆ 12 ∂ρ((r −M)−1gs)(τ0, ρ)
=
∫ ∞
ρ
H˜s(Φs)(τ0, ρ
′)dρ′ =
∫ ∞
2M
H˜s(Φs)(τ0, ρ
′)dρ′ −
∫ ρ
2M
H˜s(Φs)(τ0, ρ
′)dρ′.
(7.13)
In order to make sure that gs is actually C
1 at 2M , gs has to satisfy the integrability condition (7.6)
on Στ0 . In fact, if lim
r→∞
(r −M)2∆ 12 ∂ρ((r −M)−1gs)|Στ0 −
∫∞
2M H˜s(Φs)|Στ0dρ = c 6= 0, then this
implies
(r −M)2∆ 12 ∂ρ((r −M)−1gs)(τ0, ρ) = −c+
∫ ρ
2M
H˜s(Φs)(τ0, ρ
′)dρ′. (7.14)
Integrating (7.14) from a fixed point ρ1 > 2M , and by (7.10), we get |gs| . 1 as ρ → 2M . Using
(7.14) and (7.10) again, then we have ∂ρgs ∼ µ− 12 as ρ→ 2M , which contradicts with the continuity
of ∂ρgs at 2M .
On the other hand, integrability condition (7.6) and the assumption (7.4) together are sufficient
to uniquely determine gs on Στ0 . From (7.13) and the integrability condition (7.6), we can get
(r −M)2∆ 12 ∂ρ((r −M)−1gs)(τ0, ρ) =
∫ ρ
2M
H˜s(Φs)(τ0, ρ
′)dρ′. (7.15)
Rewrite (7.15) as
∂ρ((r −M)−1gs)(τ0, ρ) = 1
(r −M)2∆ 12
(∫ ∞
2M
H˜s(Φs)(τ0, ρ
′)dρ′ −
∫ ∞
ρ
H˜s(Φs)(τ0, ρ
′)dρ′
)
, (7.16)
then by integrating along Στ0 from ρ =∞ and making use of the assumption (7.4), we can solve gs
uniquely everywhere on Στ0 .
We now show that this unique solution gs can be smoothly extended to ρ = 2M . First, by (7.15)
and (7.10), we get, as ρ→ 2M ,
|∂ρ((r −M)−1gs)(τ0, ρ)| . 1, (7.17)
hence, for fixed ρ1 > 2M , the integral
∫ ρ1
ρ
∂ρ((r −M)−1gs)(τ0, ρ′)dρ′ is continuous to 2M , thus gs
can be continuously extended to 2M . Second, we prove that gs is smooth at 2M . We first discuss
∂ρgs. By (7.15) and (7.10), we have
∂ρgs(τ0, ρ) = (r −M)−1gs + (r −M)−1∆− 12
∫ ρ
2M
H˜s(Φs)(τ0, ρ
′)dρ′
= (r −M)−1gs + (r −M)−1r− 12 (r − 2M)− 12
∫ ρ
2M
(ρ′ − 2M)− 12 Hˇs(Φs)(τ0, ρ′)dρ′,
(7.18)
where Hˇs(Φs) is smooth at 2M . Hence, the limit lim
ρ→2M
∂ρgs(τ0, ρ) exists following from (7.18), and,
as a result, the ρ-derivative of gs at 2M exists. In fact, ∂ρgs(τ0, 2M) = lim
ρ→2M
gs(τ0,ρ)−gs(τ0,2M)
ρ−2M =
lim
ρ→2M
∂ρgs(τ0, ρ), hence ∂ρgs is continuous at 2M . For the higher order derivatives, we need the
following property.
Remark 7.3. Let f(r) is a smooth function in [0, 1], and g(r) = r−
1
2
∫ r
0
s−
1
2 f(s)ds for r ∈ (0, 1],
g(0) = lim
r→0
r−
1
2
∫ r
0
s−
1
2 f(s)ds = 2f(0). Then, g(r) is smooth in [0, 1]. In fact, by the smoothness of
f(r) at 0, for any fixed k, we have
f(r) =
k∑
j=0
1
j!
f (j)(0)rj + fk(r)r
k+1 , (7.19)
where fk(r) is a smooth function. By the definition of g(r), we get, for r ∈ (0, 1],
g(r) =
k∑
j=0
1
(j + 12 )j!
f (j)(0)rj + r−
1
2
∫ r
0
fk(s)s
k+ 12 ds, (7.20)
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and thus,
g(k)(r) =
1
k + 12
f (k)(0) + ∂k
(
r−
1
2
∫ r
0
fk(s)s
k+ 12 ds
)
. (7.21)
The above equality implies ∣∣∣∣g(k)(r) − 1k + 12 f (k)(0)
∣∣∣∣ . r, (7.22)
which yields lim
r→0
g(k)(r) = 21+2kf
(k)(0). On the other hand, by g(k)(0) = lim
r→0
g(k−1)(r)−g(k−1)(0)
r =
lim
r→0
g(k)(r), we know the derivative of g(k−1)(r) at r = 0 exists, and g(k)(r) is continuous at r = 0.
Hence g(r) is smooth in [0, 1].
Following from (7.18) and Remark 7.3, we know ∂kρgs are continuous at 2M , for all k ≥ 0. Thus, gs
is smooth in [2M,∞). By standard theory of global well-posedness of linear wave equations, such a
solution gs is unique. 
Furthermore, we collect some expressions of gs and derivatives of gs here in terms of Φs.
Lemma 7.4. Let gs be the time integral of Φs which is constructed in Lemma 7.1. Then, for ρ ≥ R,
we have
gs(τ0, ρ) = − 1
2
(ρ−1 +Mρ−2 +O(ρ−3))
∫ ρ
2M
H˜s(Φs)(τ0, ρ
′)dρ′
− 1
2
(ρ−M)
∫ ∞
ρ
(
(ρ′)−2 +O((ρ′)−3))
)
H˜s(Φs)(τ0, ρ
′)dρ′, (7.23a)
ρ2Vˆ (µ−
1
2 ρgs)(τ0, ρ) = (M +O(ρ
−1))
∫ ρ
2M
H˜s(Φs)(τ0, ρ
′)dρ′ + (ρ3 +Mρ2 + ρO(1))HΦs(τ0, ρ)
− ρ3(1 +O(ρ−1))
∫ ∞
ρ
(
(ρ′)−2 +O((ρ′)−3)
)
H˜s(Φs)(τ0, ρ
′)dρ′. (7.23b)
Proof. First, we integrate
∂ρ((ρ−M)−1gs)(τ0, ρ) = (ρ−M)−2ρ−1µ− 12
∫ ρ
2M
H˜s(Φs)(τ0, ρ
′)dρ′ (7.24)
from ρ =∞, and then apply integration by parts, arriving at
(ρ−M)−1gs(τ0, ρ) = −
∫ ∞
ρ
(r −M)−2r−1µ− 12
∫ r
2M
H˜s(Φs)(τ0, ρ
′)dρ′dr
= −
∫ ∞
ρ
r−3(1 + 3Mr−1 +O(r−2))
∫ r
2M
H˜s(Φs)(τ0, ρ
′)dρ′dr
=
(
1
2
r−2 +Mr−3 +O(r−4)
)∫ r
2M
H˜s(Φs)(τ0, ρ
′)dρ′
∣∣∣∞
ρ
−
∫ ∞
ρ
(
1
2
r−2 +Mr−3 +O(r−4)
)
H˜s(Φs)(τ0, ρ
′)dρ′
= −
(
1
2
ρ−2 +Mρ−3 +O(ρ−4)
)∫ ρ
2M
H˜s(Φs)(τ0, ρ
′)dρ′
−
∫ ∞
ρ
(
1
2
(ρ′)−2 +M(ρ′)−3 +O((ρ′)−4)
)
H˜s(Φs)(τ0, ρ
′)dρ′.
(7.25)
Equation (7.23a) follows directly from (7.25).
Second, one has from Vˆ = ∂ρ +HLξ and (7.5) that
ρ2Vˆ (µ−
1
2 ρgs) =
[− µ− 32Mρ+ µ− 12 (ρ−M)−1ρ2(2ρ−M)]gs + µ− 12 ρ3(ρ−M)∂ρ((ρ−M)−1gs)
+ µ−
1
2 ρ3HΦs, (7.26)
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where, the term µ−
1
2 ρ2∂ρ(ρgs) has been rewritten in terms of gs and ∂ρ((ρ −M)−1gs). One can
further use (7.15) to express ∂ρ((ρ−M)−1gs), eventually leading to
ρ2Vˆ (µ−
1
2 ρgs) =
[− µ− 32Mρ+ µ− 12 (ρ−M)−1ρ2(2ρ−M)]gs + µ− 12 ρ3HΦs
+ µ−1ρ2(ρ−M)−1
∫ ρ
2M
H˜s(Φs)(τ0, ρ
′)dρ′
= (2ρ2 + 2Mρ+O(1))gs + µ
− 12 ρ3HΦs + µ−1ρ2(ρ−M)−1
∫ ρ
2M
H˜s(Φs)(τ0, ρ
′)dρ′.
(7.27)
In view of the expression (7.23a), this further equals
− (ρ+ 2M +O(ρ−1))
∫ ρ
2M
H˜s(Φs)(τ0, ρ
′)dρ′
− ρ3(1 +O(ρ−1))
∫ ∞
ρ
((ρ′)−2 +O((ρ′)−3)))H˜s(Φs)(τ0, ρ′)dρ′
+ (ρ+ 3M +O(ρ−1))
∫ ρ
2M
H˜s(Φs)(τ0, ρ
′)dρ′ + (ρ3 +Mρ2 + ρO(1))HΦs
= (M +O(ρ−1))
∫ ρ
2M
H˜s(Φs)(τ0, ρ
′)dρ′ + (ρ3 +Mρ2 + ρO(1))HΦs
− ρ3(1 +O(ρ−1))
∫ ∞
ρ
((ρ′)−2 +O((ρ′)−3)))H˜s(Φs)(τ0, ρ′)dρ′, (7.28)
which proves the equality (7.23b). 
Following from Lemma 7.4, we have the following asymptotic behavior of gs on Στ0 .
Corollary 7.5. Let gs be the time integral of Φs which is constructed in Lemma 7.1. We have on
Στ0 that for ρ sufficiently large,∣∣∣∣gs(τ0, ρ) + 12ρ−1
∫ ∞
2M
H˜s(Φs)(τ0, ρ
′)dρ′
∣∣∣∣ .δ ρ−2+ δ2 (F (1)(k′, 5− δ/2, τ0,Ψ±s)) 12 , (7.29a)∣∣∣∣ρ2Vˆ (µ− 12 ρgs)−M ∫ ∞
2M
H˜s(Φs)(τ0, ρ
′)dρ′ + ρ3
∫ ∞
ρ
2(ρ′)−1Vˆ Φ(1)s (τ0, ρ′)dρ′
∣∣∣∣
.δ ρ
−1(D˜1 + (F (1)(k′, 5− δ, τ0,Ψ±s)) 12 ). (7.29b)
Furthermore, if limit lim
ρ→∞
ρ3Vˆ Φ
(1)
s
∣∣
Στ0
exits, then
lim
ρ→∞
ρ2Vˆ (µ−
1
2 ρgs)(τ0, ρ) = M
∫ ∞
2M
H˜s(Φs)(τ0, ρ
′)dρ′ − 2
3
lim
ρ→∞
ρ3Vˆ Φ
(1)
s
∣∣
Στ0
. (7.30)
Proof. First, from the fact that H = O(r−2) for r away from horizon, standard Sobolev inequalities
applied to the expression (7.8) yields that for ρ ≥ R,
|H˜s(Φs)|k,D .k,δ ρ−2+ δ2 (F (1)(k + k′, 5− δ/2, τ0,Ψ±s)) 12 . (7.31)
Moreover, this trivially implies∫ ∞
2M
H˜s(Φs)|Στ0dρ .δ (F (1)(k′, 5− δ/2, τ0,Ψ±s))
1
2 . (7.32)
As a result, the estimate (7.29a) follows from the above two estimate and (7.23a).
By using |H | . ρ−2, |Φs| . ρ−1(F (1)(k′, 5− δ/2, τ0,Ψ±s)) 12 , (7.9) and (7.23b), we obtain
ρ2Vˆ (µ−
1
2 rgs) =M
∫ ∞
2M
H˜s(Φs)(τ0, ρ
′)dρ′ + ρ3HΦs − ρ3
∫ ∞
ρ
[2(ρ′)−1Vˆ Φ(1)s − ∂ρ(HΦs)](τ0, ρ′)dρ′
+O(ρ−1)(D˜1 + (F (1)(k′, 5− δ, τ0,Ψ±s)) 12 )
=M
∫ ∞
2M
H˜s(Φs)(τ0, ρ
′)dρ′ − ρ3
∫ ∞
ρ
2(ρ′)−1Vˆ Φ(1)s (τ0, ρ′)dρ′
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+O(ρ−1)(D˜1 + (F (1)(k′, 5− δ, τ0,Ψ±s)) 12 ), (7.33)
which proves the estimate (7.29b).
Last, if the limit lim
ρ→∞
ρ3Vˆ Φ
(1)
s (τ0, ρ) exits, then we have
lim
ρ→∞
ρ3
∫ ∞
ρ
2(ρ′)−1Vˆ Φ(1)s (τ0, ρ′)dρ′ =
2
3
lim
ρ→∞
ρ3Vˆ Φ
(1)
s
∣∣
Στ0
. (7.34)
Substituting the above equation into (7.29b), we get (7.30). 
Definition 7.6. Define the first N–P constant of gs which is constructed from Lemma 7.1 to be
Q
(1)
s,T I = limρ→∞
ρ2Vˆ (µ−
1
2 rgs)(τ0, ρ). (7.35)
Lemma 7.7. Under the assumptions (7.3) for Φs and (7.4) for gs, the first N–P constant Q
(1)
s,T I of
the scalar gs defined as in Definition 7.6 is finite and satisfies
Q
(1)
s,T I = M
∫ ∞
2M
H˜s(Φs)(τ0, ρ
′)dρ′ − 2
3
lim
ρ→∞
ρ3Vˆ Φ
(1)
s
∣∣
Στ0
. (7.36)
7.2. Control the initial energy of gs by an initial energy of Φs. In this subsection, we shall
prove that an initial energy of gs is bounded by an initial energy of Φs. To be precise, we shall prove
the following result.
Proposition 7.8. Let k ∈ N+. There exists a universal constant k′ ∈ N such that
F (1)(k, 3− δ, τ0, gs) .δ,k F (1)(k + k′, 5− δ/2, τ0,Ψ±s). (7.37)
Proof. From (7.8), we have for ρ large that
|H˜s(Φs)| . µρ|Vˆ Φ(1)s |+ ρ−2|Φ(1)s |+ ρ−1|∂ρΦ(1)s |
. ρ−2+
δ
4 |µρ3− δ4 Vˆ Φ(1)s |+ ρ−2(|Φ(1)s |+ ρ|∂ρΦ(1)s |), (7.38)
thus ∫ ∞
2M
|H˜s(Φs)(τ0, ρ′)|dρ′ . sup
Στ0
|µ 32 r3− δ4 VˆΦ(1)s |+ ‖Ψs‖W 1−2(Στ0 ), (7.39a)∫ ∞
ρ
|H˜s(Φs)(τ0, ρ′)|dρ′ . ρ−1+ δ4
(
sup
Σ≥ρτ0
|µ 32 r3− δ4 Vˆ Φ(1)s |+ ‖Ψs‖W 1
−1−δ/2
(Σ≥ρτ0 )
)
, (7.39b)
ρ3
∫ ∞
ρ
(ρ′)−2|H˜s(Φs)(τ0, ρ′)|dρ′ . ρ3
∫ ∞
ρ
(ρ′)−4
(
(ρ′)3|Vˆ Φ(1)s |+ |Ψs|+ ρ′|∂ρΨs|
)
dρ′
. ρ3
∫ ∞
ρ
(ρ′)−4(ρ′)3|Vˆ Φ(1)s |dρ′ + ρ3
∫ ∞
ρ
(ρ′)−4
(|Ψs|+ r|∂ρΨs|)dρ′.
(7.39c)
Therefore, applying these estimates to the expressions (7.23) and using the Minkowski integral
inequality, one can obtain
‖ρgs‖2W 0−2(Στ0 ) . ‖ρ
2Vˆ Φ
(1)
s ‖2W 0
1− δ
2
(Σ≥4Mτ0 )
+ ‖Ψs‖2W 1−2(Στ0 ) + supΣτ0
|µ 32 r3− δ4 Vˆ Φ(1)s |2, (7.40a)
‖ρ2Vˆ (µ− 12 ρgs)‖2W 0
−1−δ
(Σ≥4Mτ0 )
.δ ‖ρ2Vˆ Φ(1)s ‖2W 0
1− δ
2
(Σ≥4Mτ0 )
+ ‖Ψs‖2W 1
−1−δ/2
(Στ0 )
+ sup
Στ0
|µ 32 r3− δ4 Vˆ Φ(1)s |2.
(7.40b)
A simple application of Hardy’s inequality allows us to bound
‖Ψs‖2W 1
−1−δ/2
(Στ0 )
+ sup
Στ0
|µ 32 r3− δ4 Vˆ Φ(1)s |2 .δ ‖ρ2Vˆ Φ(1)s ‖2Wk′
1− δ
2
(Σ≥4Mτ0 )
+ ‖Ψs‖2Wk′−2(Στ0 ) (7.41)
for some k′ > 0, therefore,
‖ρgs‖2W 0−2(Στ0 ) + ‖ρ
2Vˆ (µ−
1
2 ρgs)‖2W 0
−1−δ(Σ
≥4M
τ0
)
. ‖ρ2Vˆ Φ(1)s ‖2Wk′
1− δ
2
(Σ≥4Mτ0 )
+ ‖Ψs‖2Wk′−2(Στ0 ). (7.42)
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By applying further the differential operator ρ∂ρ, one can argue in the same way as proving (7.28)
that for any i ∈ N,
(ρ∂ρ)
i(ρ2Vˆ (µ−
1
2 ρgs)) = c1(ρ+O(1))
∫ ∞
ρ
H˜s(Φs)(τ0, ρ
′)dρ′ +O(1)
∫ ∞
2M
H˜s(Φs)(τ0, ρ
′)dρ′
− c3ρ3(1 +O(ρ−1))
∫ ∞
ρ
((ρ′)−2 + O((ρ′)−3)))H˜s(Φs)(τ0, ρ′)dρ′
+
i−1∑
j=0
(c2,j +O(ρ
−1))(ρ∂ρ)j(ρ2H˜s(Φs)), (7.43)
where c1, c2, and {c3,j}j=0,1,...,i−1 are finite constants depending only on i. Using the estimate
(7.38), we have for the last line that∥∥∥∥ i−1∑
j=0
(c2,j +O(ρ
−1))(ρ∂ρ)j(ρ2H˜s(Φs))
∥∥∥∥2
W 0
−1−δ(Σ
≥4M
τ0
)
.δ,i ‖ρ2Vˆ Φ(1)s ‖2W i
1− δ
2
(Σ≥4Mτ0 )
+ ‖Ψs‖2W i−2(Στ0 ).
(7.44)
Meanwhile, the first two lines of the LHS of (7.43) are estimated in the same way, thus, for any
i ≥ 1,
i∑
j=0
‖(ρ∂ρ)j(ρ2Vˆ (µ− 12 ρgs))‖2W 0
−1−δ(Σ
≥4M
τ0
)
.δ,i ‖ρ2Vˆ Φ(1)s ‖2W i+k′
1− δ
2
(Σ≥4Mτ0 )
+ ‖Ψs‖W i+k′
−1−δ/2
(Στ0 )
. (7.45)
By taking more ∂ρ derivatives on equation (7.18), we can bound ∂
i
ρgs near horizon by Ψs for any
i ∈ N, that is, for any finite R > 2M ,
i∑
j=0
‖(ρ∂ρ)jgs‖2W 00 (Σ≤Rτ0 ) .R,i ‖Ψs‖W 1+i−2 (Σ≤Rτ0 ). (7.46)
In total, we have thus for any i ∈ N+ that there exists a constant k′ > 0 such that
i∑
j=0
‖(ρ∂ρ)j(ρgs)‖2W 0−2(Στ0 ) +
i∑
j=0
‖(ρ∂ρ)j(ρ2Vˆ (µ− 12 ρgs))‖2W 0
−1−δ(Σ
≥4M
τ0
)
.i,δ ‖ρ2Vˆ Φ(1)s ‖2W i+k′
1− δ
2
(Σ≥4Mτ0 )
+ ‖Ψs‖W i+k′
−1−δ/2
(Στ0 )
. (7.47)
In the end, by making use of Lξgs = Φs and this estimate (7.47), we achieve for any k ∈ N,
‖ρgs‖2Wk−2(Στ0 ) + ‖ρ
2Vˆ (µ−
1
2 ρgs)‖2Wk
−1−δ(Σ
≥4M
τ0
)
.k,δ ‖ρ2Vˆ Φ(1)s ‖2Wk+k′
1− δ
2
(Σ≥4Mτ0 )
+ ‖Ψs‖Wk+k′
−1−δ/2
(Στ0 )
.
(7.48)
This is precisely the estimate (7.37). 
7.3. Proof of Theorem 1.4.
7.3.1. Estimates for ℓ = 1 mode. We consider only a fixed (m, ℓ = 1) mode of spin ± 12 components
first.
Proposition 7.9. Let j ∈ N. Assume on Στ0 that there are constants β ∈ (0, 12 ), D˜0 ≥ 0 and D˜1
such that for all 0 ≤ i ≤ j and r ≥ R,∣∣ρi∂iρ(Vˆ Φ(1)s (τ0, ρ)− D˜1ρ−3)∣∣ . ρ−3−βD˜0, (7.49)
and assume further for a suitably small δ ∈ (0, 12 ) and a suitably large k′ = k′(j) that
F (1)(k′, 5− δ/2, τ0,Ψ±s) <∞. (7.50)
Then it holds on Στ0 that for all 0 ≤ i ≤ j + 1 and r ≥ R,
|ρi∂iρ(Vˆ (µ−
1
2 rgs)−Q(1)s,T Iρ−2)| . ρ−2−β
(
D˜0 + |D˜1|+ (F (1)(k′, 5− δ/2, τ0,Ψ±s)) 12
)
, (7.51)
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where Q(1)
s,T I is given by (7.36).
Proof. For simplicity, denote D = D˜0+ |D˜1|+(F (1)(k′, 5− δ/2, τ0,Ψ±s)) 12 . We first prove the j = 0
case. The i = 0 case is manifest from (7.29b), the assumption (7.49) and the definition (7.36) of
Q
(1)
s,T I , and it remains to show the i = 1 case. By (7.49) and Lemma 7.1, the time integral gs of Φs
satisfies
Lξgs = Φs (7.52)
and
Y (µ
3
2 r−1Vˆ g(1)s ) = − 6Mr−3gs, (7.53)
where g
(1)
s = µ
− 12 rgs. The derivation of equation (7.53) comes from the fact that gs and Φ
(1)
s satisfy
the same equation (6.4). From Corollary 7.5, we have for the N-P constant Q
(1)
s,T I of gs that
Q
(1)
s,T I =M
∫ ∞
2M
H˜s(Φs)(τ0, ρ)dρ− 2
3
D˜1. (7.54)
Using Y = −∂ρ + ∂rhLξ and equations (7.52) and (7.53), we obtain
−∂ρ(Vˆ g(1)s ) + (ρ−1 − 3Mµ−1ρ−2)Vˆ g(1)s + ∂rhVˆ Φ(1)s = −6Mµ−32 ρ−2gs. (7.55)
Furthermore, substituting (7.29a), (7.29b) and |H | = |2µ−1 − ∂rh| . ρ−2 into (7.55), we get
| − ∂ρ(Vˆ g(1)s ) + ρ−1Vˆ g(1)s + 2Vˆ Φ(1)s + 6Mρ−2gs| . ρ−4D. (7.56)
On the other hand, by (7.49), we have∣∣∣∣ ∫ ∞
ρ
2(ρ′)−1Vˆ Φ(1)s (τ0, ρ′)dρ′ − 2c
3
ρ−3
∣∣∣∣ . ρ−3−βD˜0. (7.57)
Using (7.29a), (7.29b) and (7.49) again gives
− ∂ρ(Vˆ g(1)s ) + ρ−1Vˆ g(1)s + 2Vˆ Φ(1)s + 6Mρ−2gs
= −∂ρ(Vˆ g(1)s −Q(1)s,T Iρ−2) + 2Q(1)s,T Iρ−3 +Mρ−3
∫ ∞
2M
H˜s(Φs)(τ0, ρ
′)dρ′ − 2c
3
ρ−3 +O(ρ−3−β)D
+ 2cρ−3 +O(ρ−3−β)− 3M
∫ ∞
2M
H˜s(Φs)(τ0, ρ
′)dρ′ +O(ρ−4)D
= −∂ρ(Vˆ g(1)s −Q(1)s,T Iρ−2) +O(ρ−3−β)D. (7.58)
Hence, we have proved that
|∂ρ(Vˆ g(1)s −Q(1)s,T Iρ−2)| . ρ−3−βD. (7.59)
For j ≥ 1 cases, we prove by induction. Assume the statement hold for j = j0−1, and to complete
the induction, it suffices to prove (7.51) for i = j0+1 under the assumption that (7.49) holds for all
0 ≤ i ≤ j0. To be more precise, under the assumption that
|∂iρ(Vˆ Φ(1)s (τ0, ρ)− ρ−3D˜1)| . ρ−3−i−βD˜0, for all 0 ≤ i ≤ j (7.60)
together with the estimates followed from inductive hypothesis
|∂iρ(Vˆ g(1)s (τ0, ρ)−Q(1)s,T Iρ−2)| . ρ−2−i−βD, for all 0 ≤ i ≤ j, (7.61)
it suffices to prove (7.61) for i = j + 1 to close the induction. From (7.8), we have
H˜s(Φs) = (r −M)[(2 − µH)(Vˆ Φ(1)s − ρ−3D˜1) + D˜1(2 − µH)ρ−3 − µ 12 r∂ρ(HΦs)− 2Mµ− 12 r−1HΦs].
(7.62)
Applying ∂jρ to this equation, and using |∂iρH | . ρ−2−i for 0 ≤ i ≤ j, |∂iρΦs| . ρ−1−iD for
0 ≤ i ≤ j + 1, and (7.60), we have
|∂iρH˜s(Φs)| . ρ−2−iD, for all 0 ≤ i ≤ j. (7.63)
57
Furthermore, from (7.26), one has[− µ− 32Mρ+ µ− 12 (ρ−M)−1ρ2(2ρ−M)](gs + 1
2
ρ−1
∫ ∞
2M
H˜s(Φs)(τ0, ρ
′)dρ′
)
= ρ2(Vˆ g
(1)
s −Q(1)s,T Iρ−2) +Q(1)s,T I − µ−
1
2 ρ3HΦs
+
1
2
ρ−1
[− µ− 32Mρ+ µ− 12 (ρ−M)−1ρ2(2ρ−M)] ∫ ∞
2M
H˜s(Φs)(τ0, ρ
′)dρ′,
(7.64)
thus we achieve∣∣∣∣∂iρ(gs + 12ρ−1
∫ ∞
2M
H˜s(Φs)(τ0, ρ
′)dρ′
)∣∣∣∣ . ρ−2−iD, for all 0 ≤ i ≤ j. (7.65)
Last, we rewrite (7.55) as
− ∂ρ(Vˆ g(1)s −Q(1)s,T Iρ−2) + (ρ−1 − 3Mµ−1ρ−2)(Vˆ g(1)s −Q(1)s,T Iρ−2)
+ ∂rh(Vˆ Φ
(1)
s − D˜1ρ−3) + 6Mµ− 32 ρ−2
(
gs +
1
2
ρ−1
∫ ∞
2M
H˜s(Φs)(τ0, ρ
′)dρ′
)
=− 2Q(1)
s,T Iρ
−3 −Q(1)
s,T I(ρ
−3 − 3Mµ−1ρ−4)− D˜1∂rhρ−3 + 3Mµ− 32 ρ−3
∫ ∞
2M
H˜s(Φs)(τ0, ρ
′)dρ′.
(7.66)
Applying ∂j+1ρ to the above equation, and by (7.60), (7.61) and (7.65), this justifies the estimate
(7.61) for i = j + 1 and finishes the proof. 
We can now turn to the full ℓ = 1 mode. One can uniquely define a scalar function g−s by a
Dirac system from gs
gs = (∆
1/2Vˆ )(∆1/2g−s), (7.67a)
−g−s = Y gs. (7.67b)
Then the scalar ψ−s defined by ψ−s = Lξg−s and the scalar ψs = Φs = Lξgs solve the Dirac equations
(1.6). As a result, by defining ϕs,T I = (r−M)−1gs and ψ−s,T I = g−s, where the subscript TI means
they are defined by the time integral of the spin ± 12 components, Theorem 1.1 applies to (gs, g−s)
and yields that for a suitably small δ, there exists an ǫ > 0 and a k′ = k′(j) > 0 such that∣∣∣∣Ljξϕs,T I − cs,jv−2τ−1−j ∑
m=± 12
Q
(1)
s,T I(m, ℓ = 1)Y
s
m,ℓ=1(cos θ)e
imφ
∣∣∣∣
.j,δ v
−2τ−1−j−ǫ
[
(F (1)(k′, 5− δ/2, τ0,Ψ±s)) 12 +
∑
m=± 12
|Q(1)
s,T I(m, ℓ = 1)|+ D˜0 + |D˜1|
]
, (7.68a)
∣∣∣∣Ljξψ−s,T I − c−s,jv−1τ−2−j ∑
m=± 12
Q
(1)
s,T I(m, ℓ = 1)Y
−s
m,ℓ=1(cos θ)e
imφ
∣∣∣∣
.j,δ v
−1τ−2−j−ǫ
[
(F (1)(k′, 5− δ/2, τ0,Ψ±s)) 12 +
∑
m=± 12
|Q(1)
s,T I(m, ℓ = 1)|+ D˜0 + |D˜1|
]
, (7.68b)
where cs,j and c−s,j are defined in (1.15). Note that we have used here the following estimate to
achieve the above inequalities:
F (1)(k′, 3− δ, τ0,Ψ±s,T I) .k′,δ F (1)(k′, 5− δ/2, τ0,Ψ±s). (7.69)
This estimate can be proved in the following way. We have shown in Proposition 7.8 that
F (1)(k′, 3− δ, τ0,Ψs,T I) = F (1)(k′, 3− δ, τ0, gs) .k′,δ F (1)(k′, 5− δ/2, τ0,Ψ±s). (7.70)
For the other part F (1)(k′, 3− δ, τ0,Ψ−s,T I), it is clear that the integrals over finite radius region is
bounded by CF (1)(k′, 3−δ, τ0,Ψs,T I) in view of the equations (7.67), thus we simply need to estimate
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the integrals for r ≥ 4M . By definition 5.13 and the equations (7.67), F (k′, 0, τ0,Ψ−s,T I) .k′
F (k′, 0, τ0,Ψs,T I), and
‖rV Φ˜(1)−s,T I‖2Wk′3−δ−2(Σ≥4Mτ ) .k′ ‖rV Φ˜
(1)
s,T I‖2Wk′3−δ−2(Σ≥4Mτ ) .k′,δ F
(1)(k′, 3− δ, τ0, gs). (7.71)
In conclusion, F (1)(k′, 3− δ, τ0,Ψ−s,T I) .k′,δ F (1)(k′, 3− δ, τ0,Ψs,T I). Combined with the estimate
(7.70), we obtain the estimate (7.69).
7.3.2. Asymptotics for the entire Dirac field. Since Lξϕs,T I = ϕs and Lξϕ−s,T I = ψ−s, we obtain
from (7.68) that for a suitably small δ, there exists an ǫ > 0 and a k′ = k′(j) > 0 such that∣∣∣∣Ljξ(ϕs)ℓ=1 − cs,j+1v−2τ−2−j ∑
m=± 12
Q
(1)
s,T I(m, ℓ = 1)Y
s
m,ℓ=1(cos θ)e
imφ
∣∣∣∣
.j,δ v
−2τ−2−j−ǫ
[
(F (1)(k′, 5− δ/2, τ0, (Ψ±s)ℓ=1)) 12
+
∑
m=± 12
(|Q(1)
s,T I(m, ℓ = 1)|+ |D˜1(m, ℓ = 1)|) + D˜0
]
, (7.72a)
∣∣∣∣Ljξ(ψ−s)ℓ=1 − c−s,j+1v−1τ−3−j ∑
m=± 12
Q
(1)
s,T I(m, ℓ = 1)Y
−s
m,ℓ=1(cos θ)e
imφ
∣∣∣∣
.j,δ v
−1τ−3−j−ǫ
[
(F (1)(k′, 5− δ/2, τ0, (Ψ±s)ℓ=1)) 12
+
∑
m=± 12
(|Q(1)
s,T I(m, ℓ = 1)|+ |D˜1(m, ℓ = 1)|) + D˜0
]
, (7.72b)
where cs,j+1 and c−s,j+1 are as defined in (1.15). Recall that this estimate holds under the assump-
tion that
(F (1)(k′, 3− δ, τ0, (Ψ±s,T I)ℓ=1)) 12 +
∑
m=± 12
(|Q(1)
s,T I(m, ℓ = 1)|+ |D˜1(m, ℓ = 1)|) + D˜0 <∞. (7.73)
One can utilize the estimate (7.37) to bound the first term by (F (1)(k′, 5− δ/2, τ0, (Ψ±s)ℓ=1)) 12 , and
from the expression (7.36) for a fixed mode (m, ℓ = 1) and the expression (7.8) of H˜s((Φs)
ℓ=1), the
second term is bounded by C
(
F (1)(k′, 5 − δ/2, τ0, (Ψ±s)ℓ=1) 12 +
∑
m=± 12
|D˜1(m, ℓ = 1)| + D˜0
)
. Thus
the estimates (7.72) are valid under the assumption (1.18).
Consider next the ℓ = 2 mode and ℓ ≥ 3 modes. It is clear from Proposition 5.17 that for any
j ∈ N and any δ ∈ (0, 12 ),
|Ljξ(ϕs)ℓ=2| .j,δ v−2τ−2−
δ
2−j(F (2)(k′(j), 3 + δ, τ0, (Ψ±s)ℓ=2))
1
2 , (7.74a)
|Ljξ(ψ−s)ℓ=2| .j,δ v−1τ−3−
δ
2−j(F (2)(k′(j), 3 + δ, τ0, (Ψ±s)ℓ=2))
1
2 ; (7.74b)
and
|Ljξ(ϕs)ℓ≥3| .j,δ v−2τ−2−
δ
2−j(F (3)(k′(j), 1 + δ, τ0, (Ψ±s)ℓ≥3))
1
2 , (7.75a)
|Ljξ(ψ−s)ℓ≥3| .j,δ v−1τ−3−
δ
2−j(F (3)(k′(j), 1 + δ, τ0, (Ψ±s)ℓ≥3))
1
2 . (7.75b)
The estimates (7.72)–(7.75) together prove Theorem 1.4.
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Appendix A. Derivation of Dirac equations and Teukolsky master equation on a
Kerr background
Consider ΦA as a test field on Kerr spacetimes. Let Σ = r
2 + a2 cos2 θ and ∆ = r2 − 2Mr + a2,
where M and a are the mass and angular momentum per mass of the Kerr black-hole spacetime.
We follow [78] and choose a Kinnersley null tetrad (l˜, n˜,m,m⋆) [45] which reads in Boyer-Lindquist
coordinates:
l˜µ = ∆−1(r2 + a2,∆, 0, a),
n˜ν =
1
2Σ
(r2 + a2,−∆, 0, a),
mµ = − 1√
2
ρ⋆
(
ia sin θ, 0, 1,
i
sin θ
)
,
(A.1)
and (m⋆)µ and ρ⋆ being the complex conjugate of mµ and ρ = −1/(r− ia cos θ), respectively. Let o˜
and ι˜ be the associated dyad legs. Let χ˜0 and χ˜1 be the components of Φ˜A along dyad legs o˜ and ι˜,
then the Dirac equations (1.3), as shown in [78], take the form of
(δ⋆ − α+ π)χ˜0 = (D − ρ+ ǫ)χ˜1, (A.2a)
(∆ + µ− γ)χ˜0 = (δ + β − τ)χ˜1. (A.2b)
Here, δ,D,∆, δ⋆ are differential operators, and α, π, ρ, ǫ, µ, γ, β, τ are spin coefficients. Their explicit
forms and values in Kerr spacetimes are given in (A.9) and (A.8).
However, it is well-known that this Kinnersley tetrad has singularity at H+, thus we shall choose
a regular null tetrad instead. A Hartle–Hawking tetrad [37], which is regular atH+ in a regular coor-
dinate system, say, the ingoing Eddington-Finkelstein coordinate system, reads in Boyer–Lindquist
coordinates:
lµ = (2Σ)
−1
(r2 + a2,∆, 0, a),
nν = ∆−1(r2 + a2,−∆, 0, a),
mµ = −2− 12 ρ⋆ (ia sin θ, 0, 1, i csc θ) .
(A.3)
Let o and ι be the associated dyad legs, and let χ0 and χ1 be the components of ΦA along dyad legs
o and ι. The components χ0 and χ1 are thus regular upto and on H+.
Denote the future-directed ingoing and outgoing principal null vector in B-L coordinates
Y =
(r2 + a2)∂t + a∂φ
∆
− ∂r, Vˆ = (r
2 + a2)∂t + a∂φ
∆
+ ∂r, (A.4a)
and define in B-L coordinates
L[n] = ∂θ −
i
sin θ
∂φ − ia sin θ∂t + n cot θ, (A.4b)
L†[n] = ∂θ +
i
sin θ
∂φ + ia sin θ∂t + n cot θ. (A.4c)
Denote s the spin weight ± 12 and s its absolute value 12 , and define our Teukolsky scalars of Dirac
field as
ψs =
{
Σ
1
2χ0, s =
1
2 ;
(2Σ)−
1
2 (r − ia cos θ)χ1, s = − 12 .
(A.5)
Applying (D + ǫ⋆ − ρ− ρ⋆) to (A.2b) and (δ − α⋆ − τ + π⋆) to (A.2b) and taking the difference,
one obtains a decouple equation of χ˜0:
[(D + ǫ⋆ − ρ− ρ⋆)(∆− γ + µ)− (δ − α⋆ − τ + π⋆)(δ⋆ − α+ τ)]χ˜0 = 0. (A.6)
Interchanging l˜↔ n˜ and m↔ m⋆ gives
[(∆− γ⋆ + µ+ µ⋆)(D + ǫ− ρ)− (δ⋆ + β⋆ + π − τ⋆)(δ + β − τ)]χ˜1 = 0. (A.7)
In this Kinnersley tetrad, the nonvanishing spin coefficients are
β =
cot θ
2
√
2(r + ia cos θ)
, π =
ia sin θ√
2(r − ia cos θ)2 , ρ =
−1
r − ia cos θ , τ =
−ia sin θ√
2Σ
,
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µ =
−∆
2(r − ia cos θ)Σ , α = π −
cot θ
2
√
2(r − ia cos θ) , γ = µ+
r −M
2Σ
, (A.8)
and the differential operators in (A.2) are
D = Vˆ , ∆ =
∆
2Σ
Y, δ =
1√
2(r + ia cos θ)
L†[0], δ⋆ =
1√
2(r − ia cos θ)L[0]. (A.9)
In view of the relations
ψs =
{
2−1/2∆1/2χ˜0, s = 1/2;
∆−1/2(r − ia cos θ)χ˜1, s = −1/2, (A.10)
we obtain from equations (A.2) the following Dirac equations
ð′ψs = (∆1/2Vˆ )(∆1/2ψ−s), (A.11a)
ðψ−s = Y ψs, (A.11b)
where ð′ = ð˚′ − ia sin θLξ and ð = ð˚ + ia sin θLξ. As is shown by Teukolsky in [78], the scalars
ψTeu
s
= χ˜0 and ψ
Teu
−s = ρ
−1χ˜1 satisfy the celebrated Teukolsky master equation (TME). Since
ψs =
1√
2
∆sψTeu
s
and ψ−s = −∆−sψTeu−s , by taking into account of this rescaling, one obtains the
following form of TME in Boyer–Lindquist coordinates:
−
[
(r2+a2)2
∆ − a2 sin2 θ
]
∂2ψs
∂t2 − 4Mar∆ ∂
2ψs
∂t∂φ −
[
a2
∆ − 1sin2 θ
]
∂2ψs
∂φ2
+∆s ∂∂r
(
∆−s+1 ∂ψs∂r
)
+ 1sin θ
∂
∂θ
(
sin θ ∂ψs∂θ
)
+ 2s
[
a(r−M)
∆ +
i cos θ
sin2 θ
]
∂ψs
∂φ
+ 2s
[
M(r2−a2)
∆ − r − ia cos θ
]
∂ψs
∂t − (s2 cot2 θ + s)ψs = 0.
(A.12)
Appendix B. A list of scalars constructed from spin ± 12 components
For convenience, we collect the scalars constructed from the spin ± 12 components in the table
below so that one can easily relate them in terms of the scalars ψs and ψ−s.
s = s s = −s
ψs rχ0 as in (1.5) 2
− 12χ1 as in (1.5)
φs r
−1ψs as in (3.1a) µ
1
2ψ−s as in (3.1a)
Φs ψs as in (3.1b) rµ
1
2ψ−s as in (3.1b)
Ψs rψs as in (5.4) rψ−s as in (5.4)
ϕs (r −M)−1ψs as in (1.11) \
Φ
(1)
s µ−
1
2 rψs as in Definition 5.2 VˆΦ−s as in Definition 5.5
Φ
(i)
s Vˆ i−1Φ(1)s as in Definition 5.5 Vˆ i−1Φ(1)−s as in Definition 5.5
Φ˜
(i)
s as in Definition 5.5 as in Definition 5.5
gs ∂τgs = ψs as in Lemma 7.1 ∂τg−s = ψ−s as in (7.67)
Table 1. Expressions of spin ± 12 components.
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