Abstract. In this work we study how open and closed semialgebraic maps between two semialgebraic sets extend, via the corresponding spectral maps, to the Zariski and maximal spectra of their respective rings of semialgebraic and bounded semialgebraic functions.
Introduction

A subset M ⊂ R
n is said to be basic semialgebraic if it can be written as
for some polynomials f, g 1 , . . . , g m ∈ R[x 1 , . . . , x n ]. The finite unions of basic semialgebraic sets are called semialgebraic sets. A continuous function f : M → R is said to be semialgebraic if its graph is a semialgebraic subset of R n+1 . Usually, semialgebraic function just means a function, not necessarily continuous, whose graph is semialgebraic. However, since all semialgebraic functions occurring in this article are continuous, we will omit for simplicity the continuity condition when we refer to them.
The sum and product of functions, defined pointwise, endow the set S(M ) of semialgebraic functions on M with a natural structure of commutative ring whose unity is the semialgebraic function with constant value 1. In fact S(M ) is an Ralgebra if we identify each real number r with the constant function which just attains this value. The most simple examples of semialgebraic functions on M are the restrictions to M of polynomials in n variables. Other relevant ones are the absolute value of a semialgebraic function, the maximum and the minimum of a finite family of semialgebraic functions, the inverse and the k-root of a semialgebraic function whenever these operations are well-defined.
It is obvious that the subset S * (M ) of bounded semialgebraic functions on M is a real subalgebra of S(M ). In what follows, we denote by S (M ), indistinctly, either S(M ) or S * (M ) in case the involved statements or arguments are valid for both rings. Moreover, if p ∈ M , we will denote by m p the maximal ideal of all functions in S (M ) vanishing at p. 
Thus, via Φ N and Φ M , we can translate the properties of the operator β * s to properties of β s . This is why we focus our attention on the study of the behaviour of β * s .
As one can imagine, to get relevant information about Spec * s (ϕ) and its restriction β * s ϕ we must impose strong conditions to the map ϕ. Moreover, by the nature of the used techniques, which come back to [P] (see also [Mu] ), we restrict ourselves to maps ϕ which are bounded over their fibers. This is why in dealing with not necessarily bounded semialgebraic functions, we impose ϕ to be a proper map. Our main results in this direction are the following: A source of examples of maps to which Theorems 1.5 and 1.6 apply is the unramified semialgebraic coverings with finite fibers. However, other maps fit such a situation.
and ϕ be the restriction to N of the projection (iii) The symmetric group S n acts in a natural way on R n . The space of orbits R n /S n admits a natural structure of affine semialgebraic space (see [B, 1.6] ) and it is homeomorphic to the semialgebraic subset M = {x ∈ R n : Bez(x) is positive semidefinite}, where Bez denotes the quadratic form usually known as Bezoutian (see [BCR, 6.2.7] and [PS, 0.1]). In fact, the map σ :
where σ 1 , . . . , σ n are the elementary symmetric functions, induces a homeomorphism between R n /S n and M . In fact, the semialgebraic map σ : R n → M is open, proper and surjective.
(iv) In general, if a finite group of semialgebraic automorphisms acts on R n , we get a "semialgebraic" quotient (see [B, 1.6] ) and the canonical projection is a "semialgebraic" map which is moreover open, proper and surjective.
The article is organized as follows. In Section 2 we present some preliminary results concerning Zariski spectra of rings of semialgebraic and bounded semialgebraic functions on a semialgebraic set that will be useful to prove Theorems 1.5 and 1.6 given in Section 3.
Preliminaries on Zariski and maximal spectra
We devote this section to recalling the main properties of the Zariski spectra of rings of semialgebraic and bounded semialgebraic functions on a semialgebraic set that we need in the sequel (see for instance [FG2, [3] [4] [5] [6] for further details) and the notation to be used. 
More generally, for each ideal a of a commutative ring with unity R, we denote Z Spec(R) (a) = {p ∈ Spec(R) : a ⊂ p}. If a = aR is a principal ideal, we write Z Spec(R) (a) = Z Spec(R) (a). Next we recall some standard notation. If ψ : A → B is a ring homomorphism and p ∈ Spec(A), we identify 
for all x ∈ M ; in the same vein, f is nonnegative if f ≥ 0. Moreover, the prime ideals of the ring S (M ) satisfy a "convexity condition" which is ubiquitous in real geometry.
(2.1.3) A useful consequence of the convexity is the following: The set of prime ideals of the ring S (M ) containing a fixed prime ideal p forms a chain.
Open and closed semialgebraic morphisms
The purpose of this section is to prove Theorems 1.5 and 1.6. First, we proceed to develop some auxiliary results to prove Theorem 1.5. To simplify the statements we fix a surjective closed and open semialgebraic map ϕ : N → M and denote by ϕ : Since ϕ is injective, we will write f instead of ϕ (f ) for each f ∈ S * (M ), and in this way we identify S * (M ) with the subring of S * (N ) consisting of those f ∈ S * (N ) which are constant on the fibers of ϕ. We consider in S * (N ) the S * (M )-module structure induced by ϕ , and for each prime ideal p of S * (M ) we denote by S * (N ) p the localization of S * (N ) at the multiplicatively closed set S * (M ) \ p. As usual, given functions f ∈ S * (M ) and g ∈ S * (N ) we will write fg = ϕ (f )g ∈ S * (N ). Next, we present an elementary but useful construction, which originates in [P]. 
are bounded and semialgebraic. Indeed, since h − = −(−h) + , it is sufficient to study the function h + , which is bounded because h is. As to the continuity, and since ϕ is open and surjective, the topology on M is the quotient topology for ϕ, and so it suffices to prove the continuity of 
Finally, notice that the graph of h + is a semialgebraic subset of M × R because both ϕ and f are semialgebraic and the supremum condition can be expressed in the first order language of the theory of ordered fields.
we have ϕ (|f |) = |ϕ (f )|, because both functions are nonnegative and share the square:
Thus, the identification f = ϕ (f ) for f ∈ S * (M ) is compatible with absolute values.
(iv) The continuity of the functions h − and h + fails to be true under milder conditions on the map ϕ. Indeed, we can (1) Consider the closed and surjective semialgebraic map ϕ : R → R, t → t 3 −3t, which is not open because it has a local maximum at t = −1.
Indeed, for each y ∈ R consider the polynomial P y (x) = x 3 − 3x − y ∈ R[x] whose discriminant Δ y = 27(4 − y 2 ) vanishes at y = 2. In fact h − (2) = −1/2, because P 2 (x) = (x + 1) 2 (x − 2). On the other hand, for every ε > 0 one has Δ y (2 + ε) < 0, and so the polynomial P 2+ε has a unique real root ξ ε . Thus,
To estimate the value of ξ ε notice that P 2+ε (2) = −ε < 0 while P 2+ε (2 + ε) = ε(2 + ε)(4 + ε) > 0, and so 2 < ξ ε < 2 + ε. Hence, lim y→2 + h − (y) = 2/5 = −1/2, and the function h − is not continuous at y = 2.
(2) Consider the open and surjective semialgebraic map ϕ : R 2 → R, (x, y) → y and the semialgebraic function h :
is not continuous at y = 0. Proof. We must prove that h − ∈ p. By the hypothesis on h there exist g ∈ S * (N ) and
This last equation means that H is constant on the fibers of ϕ. Therefore from the obvious inequalities 0 
Therefore, aS * (N ) p = S * (N ) p , and so there exist h ∈ q, f 1 , . . . , f m ∈ p, g 1 , . . . , g m ∈ S * (N ) such that the image under ψ of the function
is a nonnegative function whose image in S * (N ) p is a unit. Let L be a common upper bound for all functions |g i | and define new functions
By (2.1.2), and since 0 ≤h − • ϕ ≤h on N , we geth − ∈ q ∩ S * (M ) ⊂ p, and soh − +f ∈ p. Notice that,f being constant on the fibers of ϕ, we have (h +f ) − =h − +f ∈ p. On the other hand, Proof. First, let us check the going-up property. Indeed, let q 1 be a prime ideal in S * (N ) with q 1 q such that p 1 = q 1 ∩ S * (M ) p. Consider a prime ideal p 2 in S * (M ) such that p 1 p 2 p. By Lemma 3.4, there exists q 2 ∈ Spec * s (N ) such that q 1 q 2 and p 2 = q 2 ∩ S * (M ). It only remains to check that q 2 ∈ Spec(S * (N ) q ), that is, q 2 ⊂ q. But since the set of prime ideals of S * (N ) containing q 1 is, by (2.1.3), a chain and q 2 ∩ S * (M ) = p 2 p = q ∩ S * (M ), we conclude q 2 q. Next, let us show the injectivity of ψ. Let F ∈ S * (M ) and f ∈ S * (M ) \ p be such that F/f ∈ ker ψ. Thus, gF = 0 for some g ∈ S * (N ) \ q and, after changing g by |g| if necessary, we may assume that g is nonnegative. Clearly, 0 ≤ g ≤ g + • ϕ on N ; hence, by (2.1.2), g + • ϕ ∈ q, and so g + ∈ p. Consequently, to prove the injectivity of ψ, it suffices to check that g + F = 0. Otherwise, there would exist a point y ∈ M such that g + (y)F (y) = 0; in particular, F (y) = 0. Therefore, for each
F (y), and so g(x) = 0. Thus, ϕ −1 (y) ⊂ Z N (g), and this implies g + (y) = 0, a contradiction. Proof. Let q be a prime ideal in S * (N ) and let p = q ∩ S * (M ). We must prove that the induced map Φ : Spec(S * (N ) q ) → Spec(S * (M ) p ) is surjective. It is a closed map, by Corollary 3.5 and [AM, §5] , and so its image im Φ is a closed subset of Spec(S * (M ) p ). Therefore, it is enough to see that im Φ is a dense subspace of Spec(S * (M ) p ).
To that end we will use the injectivity of ψ : Indeed, to simplify notation write A = S * (M ) p and B = S * (N ) q . Given a minimal prime ideal a in A, the induced homomorphism ψ a : A a → B a is also injective. Whence B a is not zero and so it has a maximal ideal b. Thus, ψ −1 a (b) is a prime ideal in A a which must be aA a (because it is the unique prime ideal of A a ); hence, Φ(b) = a.
The next lemma, which will be used later, reduces the proof of Theorem 1.5 to studying the behaviour of the spectral map between the Zariski spectra. More precisely, If p is not maximal, let us choose a function f ∈ p 1 \ p. Then,
is compact because it is a closed subset of the compact set
Now, we are ready to prove Theorem 1.5:
Proof of Theorem 1.5. First, observe that by Lemma 3.7, it is enough to prove that Spec 
) be a prime ideal of S * (M ) and let us prove that h + ∈ p. Indeed, denote a = pS * (N ) and let us show first that h ∈ √ a =where q ∈ Z Spec * s (N ) (a). Otherwise, there would exist a prime ideal q 1 in S * (N ) containing a such that h ∈ q 1 . The prime ideal p 1 = q 1 ∩ S * (M ) contains p and, by the going-down property of Lemma 3.6, there exists a prime ideal q in S * (N ) lying over p and contained in q 1 . Consequently, h ∈ q ∈ (Spec
Our next goal is to approach Theorem 1.6. Before that we need some preliminaries:
Remarks 3.9. (i) To study the map Spec s (ϕ) : Spec s (N ) → Spec s (M ) induced by a semialgebraic map ϕ : N → M by using similar arguments to those used for the spectra of rings of bounded semialgebraic functions, it is natural to impose ϕ to be a proper and surjective map. Under this assumption its fibers are nonempty compact sets and so each function h ∈ S(N ) induces two functions:
Moreover, an analogous proof to the one of Construction 3.1 shows that, if ϕ is also an open map, then both h + and h − are semialgebraic functions; that is, they are continuous with semialgebraic graphs.
(ii) On the other hand, as is well known, Spec s (N ) and Spec s (M ) are homeomorphic to the subsets S(N ) and S(M ) of Spec [FG2, 3.2] ). After identifying these spaces, we get a commutative diagram whose horizontal arrows are embeddings: 
For the sake of the reader we state next a useful auxiliary result whose proof can be found in [Fe2, 3.9] . We are now in a position to prove Theorem 1.6. Namely, Proof of Theorem 1.6. We will prove the chain of implications (i) =⇒ (ii) =⇒ (iii) =⇒ (iv) =⇒ (i). Observe first that (i) =⇒ (ii) follows from Theorem 1.5 and Lemma 3.10.
(ii) =⇒ (iii) By Remark 3.9(iv), we have a commutative diagram
whose horizontal arrows are embeddings. Thus, since Spec This last task will be done in several steps. In any case, we may assume from the beginning that N ⊂ R n is bounded, after changing N by its inverse image under the semialgebraic homeomorphism
between the open ball B n (0, 1) ⊂ R n of center the origin and radius 1 and R n .
( (1.6.2) The fiber ϕ −1 (p) is a compact set for all p ∈ M . Fix a point p ∈ M ; since by hypothesis ϕ −1 (p) is compact for each isolated point p of M , we may assume that p is a nonisolated point. Suppose, by way of contradiction, that C = ϕ −1 (p) is not compact and let q ∈ Cl R n (C) \ C. Since C is, by 1.6.1, nowhere dense in N , we have q ∈ Cl R n (C) ⊂ Cl R n (N ) = Cl 
