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Abstract
The totally asymmetric simple exclusion process (TASEP) is a basic model of statistical
mechanics that has found numerous applications. We consider the case of TASEP with a finite
chain where particles may enter from the left and leave to the right at prescribed rates. This
model can be formulated as a Markov process with a finite number of states. Due to the
irreducibility of the process it is well-known that the probability distribution on the states
is globally attracted to a unique equilibrium distribution. We extend this result to the more
detailed level of individual trajectories. To do so we formulate TASEP as a random dynamical
system. Our main result is that the trajectories from all possible initial conditions contract to
each other yielding the existence of a random attractor that consists of a single trajectory almost
surely. This implies that in the long run TASEP “filters out” any perturbation that changes the
state of the particles along the chain. In order to prove our main result we first establish that
any random dynamical system on a finite state space possesses both a global random pullback
attractor and a global random forward attractor. This observation appears to be missing in
the literature. We then provide sufficient and necessary conditions for these attractors to be
singletons. Finally, we show that TASEP satisfies one of these conditions.
Keywords. Random dynamical systems; random attractor; ribosome flow model; mRNA
translation; contraction; synchronization; grand coupling; graphical representation of a
Markov process, mixing times.
I. INTRODUCTION
The totally asymmetric simple exclusion process (TASEP) is a fundamental dynamical
model from nonequilibrium statistical mechanics. It was first introduced as a 1D lattice
model for the motion of ribosomes along the mRNA strand during translation [21].
TASEP describes particles stochastically hopping along a one-directional 1D chain of
sites, where each site can be either empty or contain a single particle. This simple
exclusion principle generates an indirect coupling between the particles, as a particle
cannot hop to a site that is already occupied by another particle. TASEP is a generic
tool that has been used to model and analyze numerous natural and artificial processes
including vehicular traffic, the kinetics of molecular motors, and ribosome flow along
the mRNA during translation [8], [34], [40]. Although one-dimensional, TASEP exhibits
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2phase transitions between low-density, high-density, and maximum-current phases [5],
[17].
The simple exclusion principle allows to model and analyze the evolution of particle
“traffic jams”. Indeed, if a particle remains in the same site for a long time then other
particles will accumulate in the sites “behind” the occupied site. Traffic jams in the flow of
“biological machines” like ribosomes and molecular motors, have important ramifications
and are attracting considerable interest (see e.g. [7], [33], [36]).
The ribosome flow model (RFM) [32] is the dynamic mean-field approximation of TASEP.
The RFM and its variants have been used extensively to model mRNA translation of both
isolated mRNA molecules [38], [39], and networks of mRNAs [26], [31], as well as other
important cellular processes like phosphorelay [3].
For a chain of n sites the RFM can be written as set of n ODEs:
x˙1 = α(1 − x1) − h1x1(1 − x2),
x˙2 = h1x1(1 − x2) − h2x2(1 − x3),⋮
x˙n = hn−1xn−1(1 − xn) − βxn,
where xi(t) ∈ [0,1] represents the normalized density of particles at site i along the
chain, with xi(t) = 0 [xi(t) = 1] representing that this site is almost surely empty [full]
at time t. The number hi > 0 is the transition rate from site i to site i + 1 and α, β > 0
denote the rates at which particles enter the chain from the left or exit to the right,
respectively. To explain this model, consider the equation for x˙2. This states that the
change in the density at site 2 is the flow from site 1 to site 2 minus the flow from site 2
to site 3. The latter is given by h2x2(1 − x3) i.e. it is proportional to the transition rate,
the density at site 2 and the “free space” in site 3. This is a “soft” version of simple
exclusion. Just like TASEP, the RFM can be used to model and analyze the evolution of
traffic jams.
The RFM has been analyzed using various tools from systems and control theory
including the theory of cooperative dynamical systems [24], contraction theory [22],
continued fractions, the spectral theory of tridiagonal matrices [29], and more.
Recall that a dynamical system
x˙ = f(x), (I.1)
with x(t) ∈ Rn, is called contractive if there exist a vector norm ∣ ⋅ ∣ ∶ Rn → R+ and η > 0
such that for any two initial conditions a, b in the state-space, we have
∣x(t, a) − x(t, b)∣ ≤ exp(−ηt)∣a − b∣ for all t ≥ 0.
Here x(t, a) denotes the solution of (I.1) at time t for x(0) = a. Thus, any two solutions
approach one another at an exponential rate and in particular the initial conditions are
3exponentially “forgotten”. It was shown in [22] that the RFM is an (almost) contractive
system (see also [23]).
This statement also holds on a more detailed level when one considers the time-
evolution of the probability distribution on the 2n states of TASEP. This time-evolution
is governed by a linear differential equation that is called Kolmogorov’s forward equation
or master equation in the theory of Markov processes. Since TASEP defines an irreducible
Markov process it is well-known that any initial distribution is contracted to a unique
equilibrium distribution that only depends on the transition rates α,β,h1, . . . , hn−1. In
the special case where all the internal transition rates hi are equal an extremely useful
representation for the equilibrium measure was derived in [11] using the matrix product
ansatz, see also [5], [18].
Having observed that densities and probability distributions contract to an equilibrium
it is natural to ask: do the trajectories of TASEP also contract? Of course, as the individual
trajectories do not converge to an equilibrium it only makes sense to ask whether
there is contraction between different trajectories. Note that the mutual contraction of
different trajectories is also called synchronization, see e.g., [27, Definition 3.1.1] or
coalescence, [19, Section 5.2]. In order to investigate such a question one needs to have
a model of TASEP that describes the random jumps of particles simultaneously for all 2n
states of the system. The usual Markov process associated with TASEP does not provide
such information as any realization ω of randomness defines only a single trajectory. In the
literature on Markov processes, the concept of a grand coupling, see, e.g., [19, Chapter 5],
provides this information. This concept, in turn, needs a so called graphical construction
or graphical representation of the Markov process, a construction that goes back to [13]
and is given for TASEP, e.g., in [20, p. 215]. Another standard framework for investigating
the question of synchronization is given by random dynamical systems (RDS). An RDS
can be seen as a refinement of the grand coupling that also takes into account solutions
starting arbitrary far in the past. To the best of our knowledge such an RDS for TASEP
is missing in the literature. In this paper, we fill this gap for finite chains based on a
graphical representation that extends the one presented in [20, p. 215].
An important advantage of the RDS formulation is that it allows for the construction
of random attractors. One of the main results in this paper, Theorem 8, states that for
general finite state RDS almost sure synchronization is equivalent to the existence of a
global random attractor in both forward and pullback sense that almost surely consists
of single trajectories, as well as to other equivalent conditions. As we will show in
Lemma 10, the RDS for TASEP satisfies one (and thus all) of these conditions. Hence
it synchronizes almost surely and exhibits this particular form of a random attractor. For
the proof of Lemma 10 a rather crude lower bound on the synchronization time suffices.
It should be noted that a number of techniques have been developed to obtain much
better bounds in the context of analyzing mixing times for simple exclusion processes,
4including TASEP, with open boundaries and constant jump rates in the interior, see [12]
and the references therein.
We would like to point out that almost sure synchronization is not a consequence of the
fact that the equilibrium of the master equation description of TASEP, i.e., the stationary
distribution, is a global attractor in the space of probability distributions. Indeed, in
Remark 7 (ii) we present an example of a Markov process for which the stationary
distribution is a global attractor (as we shown at the end of Section VI), but for which
the trajectories do not synchronize, because the random attractor does not consist of
single trajectories. In the converse direction, however, we prove with Theorem 16 for an
arbitrary RDS on a finite state space that almost sure synchronization implies that the
induced evolution of the probability distributions is contractive. If, in addition, the RDS
is constructed from a Markov process this yields the global attractivity of the stationary
distribution which therefore must also be unique. Thus, the property we establish for
TASEP in this paper is strictly stronger than the existence of a globally attracting
stationary distribution. Generally, many of the techniques and properties we apply in
this paper can also be used in order to study the behavior of probability distributions of
finite state Markov processes, see, e.g., the books by Ligget [20] and by Levin, Peres and
Wilmer [19]. However, we are not aware of results that allow to conclude the dynamic
properties for TASEP in the RDS framework proved in this paper from properties of its
probability distribution.
The relation between the evolution of distributions and synchronization described in the
previous paragraph is very useful when studying mixing times for exclusion processes,
see e.g., [19, Chapter 23] and the recent work [12] where a number of detailed results
on mixing times for the simple exclusion process with open boundaries are presented.
We illustrate some of the results in [12] and numerically validate a conjecture of [12]
by Monte-Carlo simulations in Section VII.
It is known [25] that convergence to a unique probability distribution holds for the
TASEP master equation also in the case where the transition rates are time-varying and
jointly periodic. The same is true for the convergence of densities for the RFM [22].
These results provide a framework for studying entrainment to periodic excitations like
the 24h solar day or the cell division process at the genetic level. Of course, for both
equations the limiting state is not stationary any more but depends periodically on time.
In Section VIII we describe briefly how our result may be extended to this more general
situation.
Our result for TASEP that random dynamics leads to a synchronization of trajectories
has been observed in a number of quite different settings and goes back at least to the
work of Baxendale and Stroock [4, Proposition 4.1], see also the discussion in [27, Section
4.1]. One such setting that bears some similarity with our case is the time-discrete dy-
namics induced by the composition of random maps on the circle. For example, Kleptsyn
5and Nalskii [16] considered a finite set of orientation-preserving homeomorphisms Tk,
k = 1, . . . , n, of the circle, and the dynamical system obtained by applying a randomly and
independently chosen Ti at each time step. They showed that under certain assumptions
on the semigroup generated by the Tis there exists a C1-open set of random dynamical
systems for which the distance between the iterates of different points tends to zero as
the number of iterations tends to infinity.
A general framework for such noise-induced synchronization (or synchronization by
noise) was introduced by Newman [27]. He considered the composition of independent
and identically distributed random maps or a memoryless stochastic flow on a compact
metric space X . He derived conditions for almost-sure mutual convergence of any given
pair of trajectories (i.e., global synchronization), namely, synchronization occurs and
is “stable” if and only if the following properties hold: (i) there is a smallest non-
empty invariant set K ⊂X; (ii) any two points in K are capable of being moved closer
together; and (iii) K admits asymptotically stable trajectories. In our case (i) is satisfied
with K = X , condition (ii) is verified by Lemma 10, and (iii) is trivially satisfied as
our system has a finite number of states. Therefore, almost sure synchronization also
follows from [27, Theorem 4.2.1]. However, as [27] uses the more detailed version
of a filtered RDS we present a self-contained (and short) analysis of this property for
finite state RDS without reference to [27, Theorem 4.2.1]. This allows us to provide
the equivalent characterizations of the synchronization property in Theorem 8 already
mentioned above, which are not addressed in [27].
Finally, we would like to mention a set of stochastic differential equations that is
not directly related to our results but belongs to the same theme park. These equations
consist of a diffusive or contractive deterministic evolution equation that is subjected to
stochastic driving. In this realm the question of synchronization has been addressed for
Itô stochastic differential equations with a contractive deterministic part in [28]. There
two copies of the same deterministic system with different initial conditions and driven
by distinct and independent Wiener processes were considered, and a bound for the
mean square distance between the solutions was derived. A celebrated representative
of stochastically driven diffusive systems is the Kardar-Parisi-Zhang (KPZ) equation of
statistical physics. It is conceptually interesting that this equation can be derived from
the simple exclusion process under a specific weakly asymmetric scaling, see e.g. the
survey [9]. In fact, it was the discovery of a connection between TASEP and random
matrix theory in [14] that showed that TASEP belongs to the KPZ universality class and
which invigorated interest in the KPZ equation (see e.g., [9], [30] for recent reviews on
these developments).
The remainder of this paper is organized as follows. The next section reviews the
notion of an RDS. Section III carefully formulates TASEP as an RDS. Section IV shows
that for a general finite state RDS global forward and pullback random attractors exist and
6coincide, and that they consist of single trajectories almost surely if and only if the RDS
is synchronizing almost surely. These results are then applied to TASEP in Section V.
Section VI clarifies the relation between almost sure synchronization and the convergence
of the probability distributions. Our theoretical results are demonstrated using numerical
simulations in Section VII. In this section we also present Monte-Carlo simulations that
are related to some of the results and to a conjecture posed in [12]. Some of the data
obtained by these numerical experiments are deferred to the Appendix. Extensions of
our main results to time-periodic transition rates and to the asymmetric simple exclusion
process (ASEP) are described in Section VIII. The final section summarizes our findings.
II. RANDOM DYNAMICAL SYSTEMS
In order to analyze random attraction in TASEP, we make use of the framework of
random dynamical systems (RDS). The definition of an RDS goes back at least as far
as [2], a comprehensive treatment can be found in the monograph [1]. In the literature,
one can find several variants of this definition, which differ in minor technical details.
We use the definition from [10]:
Definition 1. A continuous time random dynamical system (RDS) (θ,ϕ) on a topological
space X , equipped with the corresponding Borel sigma algebra, consists of
● an autonomous measurable and measure-preserving dynamical system θ = {θt}t∈R
acting on a probability space (Ω,F ,P), i.e.,
(i) θ0(ω) = ω, (ii) θs+t(ω) = θs ○ θt(ω)
(iii) (t, ω)↦ θt(ω) is measurable
for all ω ∈ Ω and all s, t ∈ R, such that θtP = P for every t ∈ R, where θtP(A) =
P(θtA) for all A ∈ F
● a cocycle mapping ϕ ∶ R+0 ×X ×Ω→X , i.e.,
(1) ϕ(0, x, ω) = x for all x ∈X and ω ∈ Ω (initial condition)
(2) ϕ(s + t, x, ω) = ϕ(s,ϕ(t, x, ω), θtω) for all s, t, ∈ R+0 , x ∈X and ω ∈ Ω
(cocycle property)
(3) (t, x, ω)→ ϕ(t, x, ω) is measurable (measurability)
(4) x↦ ϕ(t, x, ω) is continuous for all (t, ω) ∈ R+0 ×Ω (continuity)
The interpretation of the times in this definition is as follows: ϕ(⋅, x0, θt0ω) denotes
the solution path corresponding to ω starting at time t0 in state x0 and ϕ(t, x0, θt0ω)
denotes the state on this path at time t + t0. This means that the first time argument of
ϕ indicates the time that elapsed since the initial time t0, rather than the absolute time.
For finite state Markov processes, the concept of an RDS can be seen as a refinement
of the grand coupling as described, e.g., in [19, Chapter 5]. The main difference is that
7in the RDS we consider solutions with starting times on the whole real axis and that
the driving system θ is also defined in backwards time. This property is crucial for the
construction of random attractors that we will investigate in Section IV. However, it also
means that the construction of an RDS is more involved than the definition of a grand
coupling. For TASEP, this construction is carried out in the next section.
III. TASEP AS A RANDOM DYNAMICAL SYSTEM
The totally asymmetric simple exclusion process (TASEP) is a Markov process for
particles hopping or jumping along a 1D chain. We consider the continuous time version
of TASEP here. Moreover, we restrict ourselves to finite lattices with n ∈ N sites. Then
the Markov process has only a finite number of states. A particle at site k ∈ {1, . . . , n−1}
hops to site k+1 (the next site on the right) at a random jump time that is exponentially
distributed with rate hk, provided that site k + 1 is not occupied by another particle.
This simple exclusion property generates an indirect coupling between the particles and
allows, e.g., to model the formation of traffic jams. Indeed, if a particle “gets stuck” for
a long time in the same site then other particles accumulate behind it. At the left end of
the chain particles enter with a certain entry rate α > 0 and at the right end particles leave
with a rate β > 0. We refer to [20], [34] and the references therein for more information
about this model.
In the following subsections we describe how TASEP can be written as an RDS.
The dynamics of hopping in TASEP
In order to define the state of the system we associate to each site k ∈ {1, . . . , n} a
variable sk. We set sk = 1 if site k is occupied by a particle and sk = 0 if it is not.
Hence, the (finite) state space of TASEP is X = {0,1}n. Since the state space is finite,
we use the discrete topology and its Borel sigma algebra, i.e. all subsets of X are open
and measurable.
For defining the dynamics of TASEP, we start with formalizing a single hop via a
map f and then a sequence of hops via a map ϕ˜. The map ϕ needed in Definition 1
will then be derived from ϕ˜ in the last subsection of this paragraph, when the stochastic
model defining the jump times has been introduced. This procedure is similar to the
construction of the graphical representation for TASEP sketched on [20, p. 215], except
that here we also define solutions starting arbitrarily far in the past. This requires a much
more involved construction of the Poisson process driving the dynamics, which is carried
out in the following subsections.
A single hop can be defined as follows. We are given a state x = (s1, . . . , sn) ∈X and
an index k ∈ {0, . . . , n} of the site at which the particle attempts to hop, where k = 0
8represents a particle entering the chain. Then we define
f(x, k) ∶=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(1, s2, . . . , sn) if k = 0(s1, . . . , sn−1,0) if k = n(s1, . . . , sk−1,0,1, sk+2, . . . , sn) if k ≠ 0, k ≠ n, sk = 1 and sk+1 = 0
x otherwise.
Now assume that we have a sequence of jump times1 (ti(ω))i∈Z with ti(ω) ∈ R and
ti(ω) < ti+1(ω) for all i ∈ Z together with indices ki(ω) ∈ {0, . . . , n} indicating at
which site a particle attempts to jump at time ti(ω). The argument ω indicates that these
(deterministic) sequences are realizations of random sequences (ti) and (ki). We will
specify below how we generate these random sequences in order to meet the exponential
distribution requirement. The transition ϕ˜ ∶ R+0 ×X × RZ × {0, . . . , n}Z → X mapping
the initial value x0 at initial time 0 to the state ϕ˜(t, x0, (ti(ω)), (ki(ω))) at time t,
given the jump time and index sequences (ti(ω))i∈Z and (ki(ω))i∈Z is then defined by
ϕ˜(t, x0, (ti(ω)), (ki(ω))) ∶= x0 if ti(ω) /∈ [0, t) for all i ∈ Z, otherwise inductively via
xp+1 ∶= f(xp, kp+i0) for p = 0, . . . ,∆i, ϕ˜(t, x0, (ti(ω)), (ki(ω))) ∶= x∆i+1 (III.1)
where i0 ∶= inf{i ∈ Z ∣ ti(ω) ≥ 0}, i1 ∶= sup{i ∈ Z ∣ ti(ω) < t} and ∆i ∶= i1 − i0. Here
we assume that (ti(ω)) has no accumulation points in R, which can be done since our
specification of ti, below, will ensure that this indeed holds.
Assignment of the jump times
When trying to write TASEP as an RDS, it is not enough to define the “hopping
dynamics”. In addition, we face the difficulties described in [1, top of p. 55]: a model that
is described in terms of transition probabilities does not define a unique RDS because
it only describes the evolution of single or one-point motions. For defining an RDS,
however, we need to specify the simultaneous motion of solutions subject to different
initial conditions but identical random influence. This corresponds to the concept of
coupling and graphical representation in the Markovian literature, cf. the discussion
in the introduction. Such a representation is in general not unique. We discuss two
possible variants in the remainder of this subsection, from which we use the graphical
representation described in [20, p. 215] for our analysis in this paper. Another source of
non-uniqueness will be discussed at the end of this section.
As the random influence in TASEP is entirely determined by the jump times, the
construction of a graphical representation requires to specify the relation between the
elementary events ω ∈ Ω and the random jump times. In TASEP, the rule specified for
the jump times is that once a particle jumped or attempted to jump, the time to the next
1Actually, “jump attempt times” would be the more accurate name, but as it is also more clumsy so we prefer the
shorter “jump times”.
9jump attempt is exponentially distributed. This can be achieved by assigning a sequence
of random jump times τp,l (that we may think of as “random clocks”) to each particle p,
such that the increments wp,l ∶= τp,l+1 − τp,l are independent and exponentially distributed
as well as independent of τp,l and of all jump times for all the other particles.
Attaching the random clocks to the particles, however, has the disadvantage that one
needs to keep track at which site the particle is, as the expected rate hk at which the clock
goes off depends on the location k of the particle. We therefore follow [20, p. 215] and
assign the random clocks to the sites k. That is, we model the jumps using sequences
of jump times Tk,j with exponentially distributed and independent increments Wk,j ∶=
Tk,j+1 −Tk,j , such that Wk,j is independent of Tk,j and of all jump times associated with
the other sites. Besides being more convenient for our subsequent analysis, this definition
is also quite natural in view of the fact that the jump rates α, β and hk in the model are
site-dependent and not particle-dependent.
We would like to point out that it does not matter for the transition probabilities
whether we attach the random clocks to the particles or to the sites. Attaching the jump
times to the sites is still consistent with the requirement that the difference between
any two consecutive jump times is exponentially distributed, even if the corresponding
particle hops, i.e., when it changes its site. This is due to the memorylessness of the
exponential distribution and the independence assumption: if a particle attempts to jump
at time T = Tk,l but cannot jump, then the next jump time is Tk,l+1, whose difference to
T = Tk,j is exponentially distributed, because by independence for each t ≥ 0 we have
P (Tk,j+1 − T ≥ t ∣Tk,l = T ) = P (Wk,j ≥ t ∣Tk,j = T ) = P (Wk,j ≥ t).
If the jump at time T = Tk,j is successful, then the next jump time for the particle is
Tk+1,m+1, where m is such that Tk+1,m ≤ T and Tk+1,m+1 > T . In this case, we can exploit
the memorylessness, which says that for all t > s ≥ 0 the identity
P (Wk+1,m ≥ t + s ∣Wk+1,m > s) = P (Wk+1,m ≥ t)
holds. Together with the fact that Tk+1,m ≤ T and Tk+1,m+1 > T is equivalent to Tk+1,m ≤ T
and Wk+1,m > s for s ∶= T −Tk+1,m ≥ 0 and independence of Wk+1,m and Tk+1,m we obtain
P (Tk+1,m+1 − T ≥ t ∣Tk+1,m ≤ T,Tk+1,m+1 > T )= P (Wk+1,m ≥ t + s ∣Tk+1,m ≤ T,Tk+1,m+1 > T )= P (Wk+1,m ≥ t + s ∣Tk+1,m ≤ T,Wk+1,m > s)= P (Wk+1,m ≥ t + s ∣Wk+1,m > s)= P (Wk+1,m ≥ t).
Hence, at time T the next jump time Tk+1,m+1 is again exponentially distributed.
In the sequel, we thus attach the jump time sequences to the sites.
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Generation of the jump times
We now give a precise stochastic definition of the random jump time sequences (Tk,j)j∈Z.
From the requirement that the increments Tk,j+1 − Tk,j are exponentially distributed and
stochastically independent of Tk,j it follows that the (Tk,j)j can be modeled by a Poisson
process. Usually it is of no interest on which underlying probability space this process is
constructed and it is enough to know that it exists. However, for an RDS one is required
by Definition 1 to provide a measure-preserving dynamical system {θt}t∈R acting on the
probability space. The role of θt for t ∈ R is revealed by the cocycle property (2) in
Definition 1: Associated with ω ∈ Ω and k ∈ {0, . . . , n} is the sequence of jump times(Tk,j(ω))j corresponding to the site k. Then the sequence (Tk,j(ω)−t)j should also be a
realization of the Poisson process. Therefore, there should exist an ω′ ∈ Ω and a ∆j ∈ Z
with Tk,j(ω) − t = Tk,j−∆j(ω′) for all j. This ω′ is then denoted by θt(ω). Note that this
construction can work only if the Poisson process is defined on the whole real line and
not just on [0,∞), which suffices to construct TASEP and is usually used there.
We now provide an explicit construction of a generalized Poisson process on the
whole real line that allows us to define θt in the sense just described. For this purpose
it is convenient to think of the Poisson process as a point process. We follow the
wonderful book of Kingman [15]. From [15, Sections 1.3 and 2.1] we extract the
following definition.
Definition 2. Let (Ω,F ,P) be a probability space, ∣ ⋅ ∣ the Lebesgue measure on R, B(R)
the set of Borel sets A ⊂ R, λ > 0, and let R∞ denote the set of all countable subsets
of R. A homogeneous Poisson process on R with rate λ is a map Π ∶ Ω→ R∞ satisfying
the following three conditions:
(i) The maps N(A) ∶ Ω→ N∪{∞}, ω ↦#(Π(ω)∩A) are measurable for all A ∈ B(R),
i.e. for all m ∈ N ∪ {∞} and all A ∈ B(R) we have that the set {ω ∈ Ω ∣ Π(ω) ∩A
contains exactly m points} belongs to the sigma algebra F .
(ii) For any pairwise disjoint sets A1, . . . ,Ap ∈ B(R), p ∈ N, the random variables
N(A1), . . . ,N(Ap) are independent.
(iii) N(A) is Pois(λ∣A∣)-distributed for all A ∈ B(R).
Note that for a homogeneous Poisson process Π on R with positive rate the set Π(ω) ∈
R∞ has almost surely no accumulation points in R, because all ω for which Π(ω) has
a finite accumulation point are contained in ⋃L∈N{ω ∣ N([−L,L]) = ∞} which is a
countable union of sets of zero measure due to condition (iii). In Section 2.5 of [15] an
explicit construction for a rather general class of Poisson processes is presented. For our
purposes it is more convenient to proceed in a different way that is described in Section
4.1 of [15]: Since Π+ ∶= Π∩R+0 and Π− ∶= Π∩R− are independent homogeneous Poisson
processes with rate λ (cf. the Restriction Theorem [15, Section 2.2] and condition (ii))
and x ↦ −x maps Π− to a homogeneous Poisson process on R+ with rate λ (cf. the
11
Mapping Theorem [15, Section 2.3]) the Interval Theorem [15, Section 4.1]) allows us
to construct Π using partial sums of two independent iid sequences of exponentially
distributed random variables. The observation made above about the almost sure absence
of accumulation points allows us to consider divergent series only. We summarize these
considerations in a precise way:
Definition 3. Let λ be positive and denote by Wλ0 ∶= (Ω0, σ0, νλ0 ) the probability space on
Ω0 ∶= [0,∞) equipped with the corresponding Borel sigma algebra σ0 and the measure
νλ0 (dx) ∶= λe−λxdx. For i ∈ Z∖{0} we denote by Wλi identical probability spaces that are
obtained from Wλ0 by restricting Ω0 to the open interval (0,∞). We set Wλ = (Ωˆ, Fˆ ,Pλ)
to be the countable product of these spaces
Wλ ∶= ∞⊗
i=1 Wλ−i ×Wλ0 × ∞⊗i=1 Wλi .
Any ω ∈ Ωˆ is therefore given by a sequence (ξi)i∈Z with ξ0 ≥ 0 and ξi > 0 for all i ∈ Z∖{0}.
Then the map Π ∶ Ωˆ→ R∞ given by
Π(ω) ≡ Π ( (ξi)i ) ∶= {Yl ∣ l ∈ Z} with Yl ∶= Φ(ω)l ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
∑li=0 ξi for l ≥ 0−∑−li=1 ξ−i for l < 0
defines a homogeneous Poisson process on R with rate λ. Finally, we modify the prob-
ability space Wλ and all related quantities by restricting Ωˆ to those ω ≡ (ξi)i for which∑∞i=0 ξi = ∞ and ∑∞i=1 ξ−i = ∞. As argued above this removes a set of measure 0. Thus
the modified version also defines a homogeneous Poisson process on R with rate λ and
we transfer our notation Wλ, Ωˆ, Fˆ , Pλ, Π to the modified version.
There is a somewhat confusing aspect about this construction. The distance between
neighboring points Yl−Yl−1 is exponentially distributed except for l = 0, because Y0−Y−1 =
ξ−1 + ξ0 is the sum of two independent exponentially distributed random variables and
is therefore not distributed exponentially. However, this does not contradict the fact that
for any time t ∈ R the time until the next jump attempt is exponentially distributed.
The reason for this is the waiting time paradox, and we refer the reader to the end of
Section 4.1 in [15] for an explanation.
We now study the question raised at the beginning of this subsection, i.e. to identify the
map θˆt that is induced on Ωˆ by shifting the origin of the real axis to t. First we notice that
the map Φ ∶ ω ↦ (Yl)l∈Z that is implicit in Definition 3 is a bijection between Ωˆ and the set
of all strictly increasing sequences (al)l∈Z with a−1 < 0 ≤ a0 and liml→±∞ al = ±∞. Note
that the last property follows from the modification performed at the end of Definition 3.
Now fix t ∈ R. The translated sequence (Zl)l∈Z defined by Zl ∶= Yl − t is again a strictly
monotone sequence that is unbounded from above and below and we can therefore
find some l0 ∈ Z with Zl0−1 < 0 ≤ Zl0 . Consequently, the shifted sequence (bl)l∈Z with
bl ∶= Zl+l0 lies in the range of the map Φ. Defining θˆt(ω) ∶= Φ−1((bl)l) we have that the
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set Π(ω) shifted by −t equals Π(θˆt(ω)) as desired. Moreover, the just defined family{θˆt}t∈R satisfies properties (i)-(iii) of Definition 1 by construction. In order to see that
all θˆt preserve the measure Pλ one may proceed as follows: By the Mapping Theorem
[15, Section 2.3] the shifted map Π′ ∶= Π− {t} is again a homogeneous Poisson process
with rate λ. As argued in the paragraph above Definition 3 the corresponding random
variables (ξ′i)i∈Z are again iid and exponentially λ-distributed by the Restriction Theorem
and by the Interval Theorem. Hence the distribution of (ξ′i)i∈Z is again governed by Pλ.
After all these preparatory discussions we are finally ready to define our RDS.
Definition of the TASEP random dynamical system
We begin with the probability space (Ω,F ,P). It is essentially given by the (n+1)-fold
product (cf. Definition 3) Wα × n−1⊗
k=1Whk ×W β .
Any ω then corresponds to n + 1 stochastically independent point processes that we
may represent by strictly increasing sequences (Tk,j(ω))j∈Z that are unbounded above
and below. Here k = 0, . . . , n denotes the lattice site of the random clock where k = 0
represents the clock for particles entering the first site. Since the exponential distribution
is absolutely continuous it is not hard to see that the event that there exist k ≠ k′, j, j′ with
Tk,j(ω) = Tk′,j′(ω) has zero probability and we remove this event from our probability
space. This completes the definition of (Ω,F ,P).
By construction, all jump times Tk,j(ω) are pairwise distinct for all ω ∈ Ω. Therefore
there exist unique sequences ki = ki(ω) and ji = ji(ω), i ∈ Z, with
Tki,ji(ω) < Tki+1,ji+1(ω) , i ∈ Z , and Tk−1,j−1 < 0 ≤ Tk0,j0 .
We call the random sequence (ki)i the jump order sequence with corresponding jump
time sequence ti ∶= Tki,ji .
The dynamics θt is defined by θt(ω) ≡ θt(ω0, . . . , ωn) ∶= (θˆt(ω0), . . . , θˆt(ωn)). We
noticed above that {θˆt}t satisfies properties (i)-(iii) of Definition 1 and argued that θˆt
leaves the probability measure invariant. All this carries over to θt acting on the product
space restricted to the event of pairwise distinct jump times. Moreover, it is clear from
the construction that for every ω ∈ Ω and t ∈ R there exists ∆i(ω, t) ∈ Z such that the
jump time and jump order sequences satisfy
ti−∆i(ω,t)(θt(ω)) = ti(ω) − t , ki−∆i(ω,t)(θt(ω)) = ki(ω) for all i ∈ Z . (III.2)
Finally, we can define the cocycle mapping ϕ using ϕ˜ of (III.1) and the just defined
sequences of jump order (ki)i and jump times (ti)i:
ϕ(t, x, ω) ∶= ϕ˜(t, x, (ti(ω)), (ki(ω))) .
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Let us check the requirements of Definition 1. There is nothing to show for condition (4),
because the state space is discrete. Condition (3) follows from the construction and (1)
holds because ϕ˜ leaves x unchanged for t = 0 (there is no jump time ti(ω) in [0, t) = ∅).
The cocycle property (2) is an immediate consequence of (III.2).
Non-Uniqueness of the TASEP random dynamical system
The construction of the random dynamical system for TASEP we just presented appears
to be the most reasonable one from the point of view of physical intuition. This is why
we use it in the remainder of this paper. However, we would like to point out that the
RDS is not uniquely determined by the transition probabilities as we illustrate now. For
instance, in TASEP with chain length n = 3, when the clock for site 1 rings at time t
(i.e., when T1,j(ω) = t for some j ∈ Z), then this will trigger the transitions
100→ 010 and 101→ 011
while the clock at site 2 will trigger the transitions
010→ 001 and 110→ 101
(for all other states, nothing will happen). Now, if the rates h1 and h2 are equal, then
one may also define a random dynamical system in which the ringing of clock number
1 triggers the transitions
100→ 010 and 110→ 101
while clock number 2 triggers the transitions
010→ 001 and 101→ 011.
Since the rates of the two clocks are the same, this will yield a model with exactly the
same state transition statistics as the one constructed above, but the resulting random
dynamical systems differ: for the redefined dynamical system there is a positive proba-
bility that both ϕ(1,100, ω) = 010 and ϕ(1,110, ω) = 101 hold true, while for the system
defined in the previous section such an ω does not exist. The latter statement can be
verified by checking that there are no two states x1, x2 such that x1 goes to or remains
at 010 and simultaneously x2 goes to or remains at 101 by the ringing of any of the four
clocks.
IV. RANDOM ATTRACTORS FOR FINITE STATE RANDOM DYNAMICAL SYSTEMS
As we have seen, TASEP can be formulated as an RDS with a finite state space. In
this section we present results for attraction and in particular random attractors of general
RDS with finite state space. While these results are interesting in their own right, in the
subsequent section we will in particular use them for TASEP.
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A. Random attractors
We use the following definitions of random attractors in the pullback and in the forward
sense. We refer to [6], [35] for a study of the difference between pullback and forward
attraction. Here we limit ourselves to the definition of global random attractors.
Definition 4. A random set C on a probability space (Ω,F ,P) is a measurable subset
of X ×Ω with respect to the product σ-algebra of the Borel σ-algebra of X and F . The
ω-section of a random set C is for each ω ∈ Ω defined by
C(ω) = {x ∈X ∣ (x,ω) ∈ C} .
The random set is called compact if every C(ω) is compact.
Definition 5. Let (θ,ϕ) be an RDS on a Polish space X . A compact random set A ⊂X×Ω
that is strictly ϕ-invariant, i.e.,
ϕ(t,A(ω), ω) = A(θtω) for every t ∈ R+0 a.s.,
is called a global random pullback attractor, if
lim
t→∞dist (ϕ(t,X, θ−tω),A(ω)) = 0 a.s..
It is called a global random forward attractor if
lim
t→∞dist (ϕ(t,X,ω),A(θtω)) = 0 a.s..
Here dist(A,B) ∶= supa∈A infb∈B d(a, b).
In our case the finite state space X is equipped with the discrete topology and we
may therefore use the distance defined by d(x1, x2) = 1 if x1 ≠ x2 and d(x1, x2) = 0 if
x1 = x2. This implies for subsets A, B ⊂ X that d(A,B) = 0 if A ⊂ B and d(A,B) = 1,
otherwise. For the construction of the attractor, we use that for each s > 0 the cocycle
property implies
ϕ(t + s,X, θ−t−sω) = ϕ(t, ϕ(s,X, θ−t−sω), θ−tω) ⊆ ϕ(t,X, θ−tω), (IV.1)
so the set ϕ(t,X, θ−tω) is decreasing in t w.r.t. set inclusion. Hence, we can define its
set valued limit via
A(ω) ∶=⋂
t≥0ϕ(t,X, θ−tω). (IV.2)
Theorem 6. Consider an RDS with a finite state space. Then A(ω) from (IV.2) is
nonempty for each ω ∈ Ω and defines both a global random pullback attractor and
a global random forward attractor. Moreover, for each ω ∈ Ω there exists T (ω) > 0
such that ϕ(t,X, θ−tω) = A(ω) for all t ≥ T (ω) and for almost every ω ∈ Ω there exists
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T̂ (ω) > 0 such that ϕ(t,X,ω) = A(θtω) for all t ≥ T̂ (ω)
Proof. For t ≥ 0 and ω ∈ Ω define Bt(ω) ∶= ϕ(t,X, θ−tω). From (IV.1) we obtain that for
all t, s ≥ 0, x ∈X and ω ∈ Ω
Bt+s(ω) = ϕ(t,Bs(θ−tω), θ−tω) ⊆ Bt(ω). (IV.3)
Since these sets are finite, this inclusion implies that t↦ Bt(ω) can change its value only
finitely many times, implying that A(ω) = ⋂t≥0Bt(ω) equals Bt(ω) for all sufficiently
large t ≥ 0 and is thus in particular nonempty. Let T (ω) > 0 be the infimal time for
which A(ω) = Bt(ω) holds for all t ≥ T (ω). Then
dist(ϕ(t,X, θ−tω),A(ω)) = dist(Bt(ω),A(ω)) = 0
for all t ≥ T (ω), i.e., finite time pullback attraction.
Next we prove ϕ-invariance of A, i.e., ϕ(t,A(ω), ω) = A(θtω) for all t ≥ 0 and all
ω ∈ Ω. To this end, fix t ≥ 0 and ω ∈ Ω and choose s ≥ max{T (ω), T (θtω) − t}. Then
we get A(ω) = Bs(ω) and A(θtω) = Bt+s(θtω). Together with the first identity in (IV.3),
applied with θtω in place of ω, this yields
ϕ(t,A(ω), ω) = ϕ(t,Bs(ω), ω) = Bt+s(θtω) = A(θtω).
Together, this shows that A is a global random pullback attractor and that pullback
attraction happens in finite time T (ω) for each ω ∈ Ω.
In order to see that A is also a global forward attractor, for every T > 0 define the
set ΩT ∶= {ω ∈ Ω ∣T (ω) ≤ T}. Since T (ω) is finite for every ω, for every p ∈ (0,1) there
exists Tp > 0 such that P(ΩTp) > p holds. Now, consider the set Ω̂Tp ∶= θ−TpΩTp . Since
θt is measure-preserving, we obtain that P(Ω̂Tp) > p. Now, each ωˆ ∈ Ω̂Tp is of the form
ωˆ = θ−Tpω for some ω ∈ ΩTp , i.e., ω = θTpωˆ. Hence, for each ωˆ ∈ Ω̂Tp we have
dist(ϕ(Tp,X, ωˆ),A(θTpωˆ)) = dist(ϕ(Tp,X, θ−Tpω),A(ω)) = 0.
For all t ≥ Tp we obtain
ϕ(t,X, ωˆ) = ϕ(t − Tp, ϕ(Tp,X, ωˆ), θTpωˆ) = ϕ(t − Tp,A(θTpωˆ), θTpωˆ) = A(θtωˆ),
where we used ϕ-invariance of A in the last step. This implies
dist(ϕ(t,X, ωˆ),A(θtωˆ)) = 0
for all t ≥ Tp and thus forward attraction in finite time Tp with probability larger than
p. Since p ∈ (0,1) is arbitrary, this implies forward attraction to A in finite time with
arbitrarily large probability and thus almost sure forward attraction in finite time.
Theorem 6 shows in particular that for an RDS with a finite state space the concept of
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pullback and forward random attractors coincide. This is in contrast to the general case,
where (simple) SDEs are known that exhibit invariant random sets that are pullback but
not forward random attractors and vice versa, cf. [35]. The intuitive reason for this is
that, on a finite state space, once a solution gets sufficiently close to an invariant set then
it must already be inside the invariant set. Thus, it can never leave the set again due
to its ϕ-invariance, i.e., it gets “trapped”. In contrast to this, on an infinite state space
solutions can leave every neighbourhood of an invariant set, no matter how small it is.
This effect was exploited for constructing the examples in [35].
Remark 7. (i) We note that there is an asymmetry between the statements for forward
and pullback attraction in Theorem 6: while pullback attraction holds for all ω ∈ Ω,
forward attraction holds only for almost all ω ∈ Ω. This cannot be strengthened, as we
demonstrate using TASEP in Remark 14(ii), below.
(ii) While Theorem 6 shows that random attractors both in the forward and in the
pullback sense always exist for a finite state RDS, they may not necessarily carry much
information. One example for this is the random walk on Z3, see also [19, Example 1.8].
We can formulate this process as an RDS in the same way as TASEP, using the state
space X = {0,1,2}, the indices k ∈ {1,2} (i.e., two “random clocks”) and the map
f(x, k) = x + k mod 3.
For this process, regardless of the order of the ringing of the clocks in the associated
Poisson processes, one easily sees that for any two initial conditions x1, x2 ∈ X with
x1 = x2 + j mod 3, the solutions satisfy ϕ(t, x1, ω) = ϕ(t, x2, ω)+ j mod 3 for all t ≥ 0.
This implies that ϕ(t,X,ω) = X for all ω ∈ Ω and all t ≥ 0, yielding A(ω) = X for all
t ≥ 0. Hence, the sets forming the random attractor are the whole state space and the
attractor becomes “trivial” in the sense that it does not give any information about the
long term behavior except the trivial information that it is contained in X .
B. Random attractors consisting of single trajectories
As we have seen in the last example, the random attractor need not yield useful
information. Generally speaking, the random attractor gives more information about the
long time behavior of the RDS when the sets A(ω) are small. The most informative
case is when the random attractor consists of a single trajectory almost surely. In this
case, the long time behavior is almost surely independent of the initial condition. The
following theorem gives necessary and sufficient conditions for this property to hold. For
its formulation we define the sets
Γ(t, t0) ∶= {ω ∈ Ω ∣ϕ(t, x1, θt0ω) = ϕ(t, x2, θt0ω) for all x1, x2 ∈X}. (IV.4)
Theorem 8. Consider an RDS with a finite state space. Then statements (2)-(5) below
are all equivalent to each other and imply statement (1).
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(1) There exists t > 0 such that
P(Γ(t,0)) > 0.
(2) For any t0 ∈ R it holds that
lim
t→∞ P(Γ(t, t0)) = 1 and limt→∞ P(Γ(t, t0 − t)) = 1
and the rate of convergence is independent of t0.
(3) For any t0 ∈ R
P({ω ∈ Ω ∣ϕ(t,X, θt0ω) is a singleton for some t ≥ 0}) = 1.
(4) For any t0 ∈ R
P({ω ∈ Ω ∣ϕ(t,X, θt0−tω) is a singleton for some t ≥ 0}) = 1.
(5) The sets A(ω) from (IV.2) are singletons for almost all ω ∈ Ω.
If in addition the solutions ϕ(t, x, ⋅) are stochastically independent on non-overlapping
intervals, i.e., ϕ(t, x, ⋅) for t ∈ [t1, t2) is independent of ϕ(s, x, ⋅) for s ∈ [s1, s2) if[t2, t2) ∩ [s1, s2) = ∅, then statement (1) is equivalent to statements (2)-(5), and the
convergence in statement (2) has an exponential rate.
Proof. We first show for a general finite state RDS the implication (2) ⇒ (1) as well as
the equivalences (2) ⇔ (3), (2) ⇔ (4), and (4) ⇔ (5). The proof is then completed by
demonstrating the implication (1) ⇒ (2) with an exponential rate of convergence under
the additional assumption of stochastic independence of the RDS.
(2) ⇒ (1): This is obvious using the first part of statement (2).
(2)⇔ (3): Since ϕ(t,X, θt0ω) is a singleton if and only if ϕ(t, x1, θt0ω) = ϕ(t, x2, θt0ω)
holds for all x1, x2 ∈X we have
⋃
t>0 Γ(t, t0) = {ω ∈ Ω ∣ϕ(t,X, θt0ω) is a singleton for some t ≥ 0} . (IV.5)
Note in addition that the sets Γ(t, t0) are monotonically increasing in t as for all ω ∈ Ω
the identity ϕ(t, x1, ω) = ϕ(t, x2, ω) ensures that ϕ(s, x1, ω) = ϕ(s, x2, ω) for all s > t by
the cocycle property in Definition 1. By monotone convergence we therefore have
lim
t→∞ P(Γ(t, t0)) = P({ω ∈ Ω ∣ϕ(t,X, θt0ω) is a singleton for some t ≥ 0})
which implies the equivalence between (3) and the first statement of (2). Observe that
the measure perserving flow θt is a bijection from the set Γ(t, t0) onto the set Γ(t, t0− t)
so that P(Γ(t, t0)) = P(Γ(t, t0−t)). This shows that the two statements formulated in (2)
are equivalent.
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(2) ⇔ (4): The relation corresponding to (IV.5) reads
⋃
t>0 Γ(t, t0 − t) = {ω ∈ Ω ∣ϕ(t,X, θt0−tω) is a singleton for some t ≥ 0} . (IV.6)
Following the proof of the equivalence (2) ⇔ (3) we only need to argue the monotonicity
of the sets Γ(t, t0 − t) with respect to t. Replacing ω by θt0ω the monotonicity is a
consequence of equation (IV.1) that holds for s, t > 0.
(4) ⇔ (5): The definition of the set A(ω) in (IV.2) together the finiteness of the state
space gives (cf. the proof of Theorem 6)
⋃
t>0 Γ(t,−t) = {ω ∈ Ω ∣A(ω) is a singleton} . (IV.7)
For every t0 ∈ R the measure preserving map θt0 is a bijection from the set ⋃t>0 Γ(t, t0−t)
onto the set ⋃t>0 Γ(t,−t). Therefore the sets on the right-hand-sides of relations (IV.6)
and (IV.7) have the same probability.
From now on we also assume the stochastic independence of the RDS.
(1)⇒ (2): Recall first that the identity ϕ(t, x1, ω) = ϕ(t, x2, ω) ensures that ϕ(s, x1, ω) =
ϕ(s, x2, ω) for all s > t and for all ω ∈ Ω. This yields
Γ(t3, t1) ⊃ Γ(t3, t2) ∪ Γ(t2, t1). (IV.8)
This in particular implies that the map t ↦ P(Γ(t,0)) is increasing, hence (1) implies
that there exist δ > 0 and tˆ > 0 such that P(Γ(t,0)) ≥ δ for all t ≥ tˆ. Since the flow θt0 is
measure preserving, we obtain P(Γ(t, t0)) = P(Γ(t,0)) for all t0 ∈ R. This implies that
P(Γ(t, t0)) ≥ δ (IV.9)
for all t ≥ tˆ and all t0 ∈ R, and that it is sufficient to prove limt→∞ P(Γ(t,0)) =
1. Moreover, because of the monotonicity of t ↦ P(Γ(t,0)) it suffices to prove this
convergence for a suitable sequence tm →∞.
To this end, observe that for the complements AC ∶= Ω ∖A, relation (IV.8) implies
Γ(t3, t1)C ⊂ Γ(t3, t2)C ∩ Γ(t2, t1)C (IV.10)
for all t1 < t2 < t3. We fix an arbitrary ∆t > tˆ and let tm = m∆t. From (IV.9) it follows
that
P(Γ(∆t, tm)) ≥ δ > 0,
implying
P(Γ(∆t, tm)C) ≤ 1 − δ < 1.
Recall that δ only depends on ∆t and not on m. By the assumption on the RDS, the
sets Γ(∆t, tm) and thus the sets Γ(∆t, tm)C are stochastically independent for different
19
m. Thus, using (IV.10) we obtain
P(Γ(tm,0)C) ≤ P(m⋂
l=1 Γ(∆t, tl−1)C) = m∏l=1 P(Γ(∆t, tl−1)C) ≤ (1 − δ)m → 0
as m→∞. This implies P(Γ(tm,0))→ 1 at an exponential rate, proving the claim.
Remark 9. (i) Property (3) in Theorem 8 formalizes the fact that all trajectories synchro-
nize almost surely. Hence, Theorem 8 in particular shows that almost sure synchronization
is equivalent to the sets A(ω) being singletons almost surely.
(ii) In general we cannot expect that properties (2)-(5) in Theorem 8 hold for all ω ∈ Ω
(as opposed to for almost all ω). Remark 14(i), below, illustrates this for TASEP.
V. RANDOM ATTRACTION IN TASEP
We now apply the results of the previous section to TASEP. To this end, first note
that both Theorem 6 and all the equivalent statements in Theorem 8 apply to the TASEP
RDS, since the state space is finite and the paths of the homogeneous Poisson process
are independent on non-overlapping intervals, implying the same for the solutions ϕ.
Hence, the sets A(ω) from (IV.2) define both a global forward and a global pullback
random attractor. In order to show that the sets are singletons almost surely, we will
verify property (1) in Theorem 8.
The proof of this property relies on the jump order sequences (ki)i that were introduced
in Section III. Given a bounded interval I = [τ1, τ2) of positive length then for all ω ∈ Ω
there exist only finitely many i ∈ Z with ti(ω) ∈ I , because the jump times do not
accumulate on the real line by construction. Therefore only finite jump order sequences
can be be realized in I . In turn, we now argue that for any prescribed finite tuple of
sites (k1, . . . , km) of any given length m, there is a positive probability that this tuple
equals the section of the jump order sequence which corresponds to the jump times
in the interval I = [τ1, τ2). Indeed, devide I into m subintervals Ii = (qi−1, qi) ⊂ I ,
τ1 = q0 < q1 < . . . < qm = τ2 and denote by Πk the point process that is associated with the
probability space Whk that is used in the construction of Ω above with h0 ∶= α and hn ∶= β.
Since the point processes Πk are independent one can compute from Definition 2 the
probability that for each i = 1, . . . ,m we have Nki(Ii) = Nki(I¯i) = 1 and that Nk(I¯i) = 0
for all k ∈ {0, . . . , n}∖{ki} where the random variables Nk(A) ∶= #(Πk ∩A) are defined
according to Definition 2. This probability is a finite product of positive numbers and
therefore positive as we have claimed. Due to homogeneity of the Poisson processes,
the probability for a particular jump order sequence to occur depends only on the length
τ2 − τ1 of the interval I and not on the concrete values of τ1 and τ2. Moreover, on two
non-overlapping intervals [τ1, τ2) and [τ3, τ4), where τ1 < τ2 ≤ τ3 < τ4, the jump order
sequences are stochastically independent; this follows from the fact that Πk∩[τ1, τ2) and
Πk′ ∩ [τ3, τ4) are independent both for k = k′ due to condition (ii) of Definition 2 and
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for k ≠ k′ which, by construction, holds even for the unrestricted point processes Πk
and Πk′ .
Based on these observations, we can state the following result for the set Γ(t, t0)
from (IV.4).
Lemma 10. In TASEP, for any t > 0 there exists a δ > 0 such that
P(Γ(t,0)) ≥ δ.
Proof. According to our previous considerations, the probability that on the interval [0, t)
the jump order sequence
n, n − 1, n, n − 2, n − 1, n, n − 3, . . . , n, . . . , 1,2, . . . , n
occurs is equal to some δ > 0. Now, for all ω ∈ Ω generating this sequence it is easily
seen that ϕ(t, x, ω) = (0, . . . ,0) for all x ∈X . This shows the claim.
Remark 11. We note that the statement of Lemma 10 is stronger than property (1) of
Theorem 8, because we obtain the desired inequality P(Γ(t,0)) > 0 for all t > 0.
Remark 12. The probability bound δ > 0 that follows from the proof of Lemma 10 is
clearly not optimal. In order to obtain upper bounds on mixing times in the asymptotic
regime of large lattice sizes a number of techniques have been developed to obtain good
lower bounds on the probability P(Γ(t,0)) for simple exclusion processes, including
TASEP, with open boundaries and constant jump rates in the interior, see [12] and the
references therein.
Using Lemma 10, we can now state the following theorem.
Theorem 13. In TASEP, the sets A(ω) from (IV.2) define a forward and a pullback
global random attractor, where almost surely the set A(ω) is a singleton.
Proof. This follows from combining Theorem 6, Theorem 8, and Lemma 10.
Remark 14. (i) Statement (3) in Theorem 8 in particular implies that any two solutions
of TASEP synchronize almost surely after sufficiently large time. However, this almost
sure identity does not exclude the existence of non-trivial jump time sequences for which
ϕ(t, x1, θt0ω) and ϕ(t, x2, θt0ω) never coincide. Consider TASEP with, e.g., chain length
n = 3 and initial conditions x1 = 110 and x2 = 000. Any jump time sequence that on[t0,∞) generates the periodic jump order sequence
(ki(ω)) = (2,1,0,1,2,3; 2,1,0,1,2,3; 2,1,0,1,2,3; . . .)
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yields the two solutions
t ϕ(t, x1, θt0ω) ϕ(t, x2, θt0ω)
t0 110 000
t1(ω) 101 000
t2(ω) 011 000
t3(ω) 111 100
t4(ω) 111 010
t5(ω) 111 001
t6(ω) 110 000,
where the table shows the values of the solutions right after the jump times ti(ω), i ≥ 1,
which are numbered such that t1(ω) is the first jump time after the initial time t0. The
periodicity of these solutions implies that the two solutions never coincide. However,
statement (3) in Theorem 8 implies that the set of ω corresponding to such jump time
sequences must have measure 0.
(ii) This example can also be used to show that in TASEP forward attraction of
A does not hold for every ω ∈ Ω. To this end, consider an ω for which A(ω) is a
singleton. Since (IV.2) implies that A(ω) only depends on the jumps for t < 0, we
may choose the jumps for t ≥ 0 arbitrarily without changing A(ω). Particularly, we
may choose ω such that the jump sequence for t ≥ 0 generates the periodic non-
synchronizing trajectories from part (i) of this remark. This means that ϕ(t,X,ω) con-
tains at least two points for any t > 0. However, since A(ω) is a singleton, by invariance
A(θtω) = ϕ(t,A(ω), ω) must be a singleton for all t > 0. Hence, the forward convergence
property limt→∞ dist (ϕ(t,X,ω),A(θtω)) = 0 cannot hold for this ω.
VI. RELATION TO THE DYNAMICS OF THE DISTRIBUTION
In the theory of Markov processes a central object of study is the evolution of the
probability distribution on the state space that is induced by the process and which is
governed by the master equation. Similarly, it is natural to associate with a random
dynamical system (θ,ϕ) (see Definition 1) such an evolution. Starting at time t0 = 0 in
a state x ∈ X we let P tx denote the pushforward of the probability measure P under the
map ω ↦ ϕ(t, x, ω), t ≥ 0. Clearly, P tx is a probability distribution on X . In the case of
a finite state space the probability of each state z ∈X is simply given by
(P tx)({z}) = P({ω ∈ Ω ∣ϕ(t, x, ω) = z)}) .
As in the case of Markov processes one may extend this definition to arbitrary initial
probability distributions µ on X via P tµ ∶= ∑x∈X µ({x})P tx. A stationary distribution for
the RDS is a probability distribution pi on X that is invariant under the evolution, i.e., it
satisfies pi = P tpi for all t ≥ 0. Note that in the special case where the RDS is constructed
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from a homogeneous Markov process on a finite state space, using the procedure that we
made explicit for TASEP in Section III, the just presented definitions of the evolution
of probability distributions and of the stationary measure agree with those used in the
theory of Markov processes, see e.g., Section 20.1 below equation (20.3) in [19].
We are now ready to formulate the main result of this section which states that almost
sure synchronization implies that for all initial distributions µ and ν the distance between
the evolving probability distributions P tµ and P tν , measured in the total-variance metric,
tends to zero as time tends to infinity. If, in addition, it is known that a stationary measure
exists, then one may conclude that this stationary distribution is a global attractor. The
proof of this result uses that the RDS provides a grand coupling between probability
distributions P tx and P ty . The core of our argument is taken from the proof of Theorem 5.4
in [19] for Markov chains. It is contained in the following Proposition 15. We also
reproduce its short proof for the convenience of the reader.
Proposition 15. Consider an RDS on a finite state space X . Recall the definition of the
set Γ(t, t0) in (IV.4). Then for all probability distributions µ and ν on X we have
∥P tµ − P tν∥TV ≤ 1 − P(Γ(t,0)) for all t ≥ 0.
Proof. For each x, y ∈ X the distribution of the random variables Xt ∶= ϕ(t, x, ⋅) and
Yt ∶= ϕ(t, y, ⋅) is given by P tx and P ty respectively. In other words, the random variables
Xt and Yt provide a coupling of the measures P tx and P ty , see e.g., [19, Section 4.2].
Denoting by △ the symmetric difference operating on sets, we have for each subset
A ⊂X that
∣P tx(A) − P ty(A)∣ ≤ P({Xt ∈ A}△ {Yt ∈ A}) ≤ P(Xt ≠ Yt) ≤ 1 − P(Γ(t,0)) . (VI.1)
For any probability distribution µ on X the value of P tµ(A) is bounded below and above
by the minimal and maximal value that P tx(A) attains as x varies over X respectively. It
therefore lies in an interval the length of which is bounded above by 1−P(Γ(t,0)) due
to estimate (VI.1). Therefore we obtain the bound ∣P tµ(A) − P tν(A)∣ ≤ 1 − P(Γ(t,0)) for
all distributions µ, ν on X irrespective of the chosen set A. This proves the claim.
Theorem 16. Consider an RDS on a finite state space X that synchronizes almost surely
in the sense that one and hence all of the statements (2)-(5) in Theorem 8 hold true.
Then we have
sup{∥P tµ − P tν∥TV ∣ µ, ν are probability distributions on X} Ð→ 0 , as t→∞ . (VI.2)
If in addition a stationary measure pi exists for the RDS then pi is a global attractor with
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uniform convergence
sup{∥P tµ − pi∥TV ∣ µ is a probability distribution on X} Ð→ 0 , as t→∞ . (VI.3)
For both results (VI.2) and (VI.3) the convergence has an exponential rate if the RDS is
stochastically independent in the sense that is formulated in the statement of Theorem 8.
Proof. Claim (VI.2) is a direct consequence of Proposition 15 and of Theorem 8. Ap-
plication of (VI.2) to the special case ν = pi and using the defining relation pi = P tpi for
the stationary measure pi we immediately obtain the convergence result (VI.3).
An example where the evolution of probability distributions is contractive, but where no
stationary measure exists is given by TASEP with transition rates that are not constant but
depend periodically on time, see [25] and the discussion contained in the last paragraph
of Section VIII.
If the RDS is constructed from a finite state Markov process with constant transition
rates then the existence of a stationary measure is guaranteed and almost sure syn-
chronization implies (VI.3). Therefore the stationary measure is unique in this case and,
consequently, the underlying Markov process has a single essential communicating class,
see e.g., [19, Proposition 1.29]. Note, however, that the example of a random walk on
the triangle Z3 presented in Remark 7 (ii) defines an irreducible Markov process with a
unique and globally attracting stationary measure but the corresponding RDS does not
synchronize as the attractor surely consists of all three states of the state space. This
shows that almost sure synchronization is a stronger property for homogeneous finite
state Markov processes than having a unique stationary measure.
VII. NUMERICAL SIMULATIONS OF SYNCHRONIZATION
To visualize the random attraction that we have proved for TASEP, we have simulated
three random jump time sequences. Each one was used to simulate two TASEP trajec-
tories with different initial conditions. The resulting trajectories are shown in Figure 1,
where each column corresponds to one of the jump time sequences and the states of the
two trajectories with different initial conditions are shown on top of each other for times
t = 0,10, . . . ,100. The parameters were chosen as n = 20 sites and α = β = hk = 1 for all
rates.
One clearly sees random attraction to a single trajectory at t = 40 in the left column,
at t = 100 in the middle and at t = 50 in the right column. These numbers are quite
small when compared to the expected number of jumps that are needed to stumble upon
the particular jump sequence (of length 210) that was used to prove Lemma 10. This
number is an integer with 278 digits.
Our second set of simulations aims at studying the dependence of the synchronization
time on the length of the chain. Here we consider the case that all interior hopping rates
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Fig. 1: Six trajectories of TASEP with three different random jump time sequences (left
to right) and two different initial conditions (depicted on top of each other for each t).
are equal, say hk = 1 for 1 ≤ k ≤ n − 1. It is well known that the qualitative behavior of
the dynamics depends significantly on the values of the entry rate α and of the exit rate
β (see e.g., [5, Subsection 2.2.1]). In particular, one distinguishes between the phases:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
min{α,β} > 12 maximal-current (MC),
min{α,β} < 12 , α > β high-density (HD),
min{α,β} < 12 , α < β low-density (LD).
In the recent work [12], asymptotic results for mixing times are derived for simple
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exclusion processes with open boundaries that include the model described in the previous
paragraph. More precisely, for ε > 0 the ε-mixing time tnmix(ε) is the infimal time for which
the total-variance distance between the stationary measure and the evolving probability
distribution on the 2n states of the chain of length n is less than ε no matter which
initial state is chosen. Theorem 1.5 in [12] states that in both the low-density and the
high-density phases there exists a constant C(α,β) such that for all 0 < ε < 1 one has
1 ≤ lim inf
n→∞ t
n
mix(ε)
n
≤ lim sup
n→∞
tnmix(ε)
n
≤ C(α,β). (VII.1)
As stated in [12, Theorem 1.3] this result extends to the case that either the entry or the
exit is blocked, i.e., that either α = 0 or β = 0. Note that the upper bound in the above
inequality does not depend on ε ∈ (0,1). This is called the pre-cutoff phenomenon, see
e.g., [19, Chapter 18]. Observe, furthermore, that the coexistence line 0 < α = β < 12
where the LD and the HD phases meet is not included in either phase. This part of the
phase space displays particularly interesting behavior and it is posed as an open question
in [12] what the large n behavior of the mixing times is on this line segment. Moreover,
Conjecture 1.8 of [12] states that in the maximal-current phase and on its boundary,
i.e. min{α,β} ≥ 12 , the mixing time is of order n3/2 as opposed to order n in the LD/HD
phases. This conjecture is complemented in [12] by an upper bound tnmix(ε) ≤ Cn3 log(n)
for the triple point α = β = 12 where, again, the constant C does not depend on ε.
One useful tool to obtain upper bounds for mixing times is the following connection to
synchronization times: Denote by τ (n) the random variable that equals the infimal time
when the trajectories starting from the empty chain and from the fully occupied chain,
both of length n, synchronize. If its tail probability satisfies P(τ (n) ≥ s) ≤ ε for some
s ≥ 0 then the ε-mixing time is bounded by tnmix(ε) ≤ s (see e.g., [12, Lemma 2.2]).
We now present numerical simulations that provide evidence in support of Conjec-
ture 1.8 in [12], at least for most parts of the maximal-current phase, and that shed
some light on the n-dependence of the mixing time for points on the coexistence line
0 < α = β < 12 . To this end we have computed for 35 different values of (α,β) the
expectation of the synchronization time τ (n) using Monte-Carlo simulations. In order to
study the dependence on the length of the chain we have picked 40 different values of
chain lengths n ranging from n = 11 to n = 160 that were used for all choices of (α,β).
For each value of n, α, and β we have approximated the expectation E(τ (n)) using 7,200
runs. As we explain in more detail below we found for all values of (α,β) that E(τ (n)) is
well described by a power law Cnγ . Using Markov’s inequality P(τ (n) ≥ s) ≤ 1sE(τ (n))
one immediately obtains a bound on the mixing times, c.f. [19, Corollary 5.5]
tnmix(ε) ≤ 1εE(τ (n)) ∼ Cε nγ. (VII.2)
Clearly, Markov’s inequality is too crude to analyze the phenomenon of cutoff or pre-
cutoff. Nevertheless, it appears reasonable to extract the exponents γ of the power laws
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for the expectations and we do so by linear regression of logE(τ (n)) as a function of
logn. Our numerical results are depicted in Figure 2. As one can see there we have only
chosen points in the (α,β)-plane that lie on or below the diagonal α = β. The reason for
this is that one may interchange the roles of α and β by the particle-hole duality which
leaves the expectations E(τ (n)) invariant.
Let us first look at the high-density phase in Figure 2 (0 < β < min{α, 12}). The
exponents are all ≥ 1. Hence, the bound (VII.2) is consistent with the result (VII.1)
of [12]. From the displayed exponents one is led to think that the bound (VII.2) on the
mixing times worsens as one approaches the maximal-current phase MC. This, however,
might be a transient effect that disappears when n tends to infinity. In fact, we generally
observed that the exponents are mildly decreasing with n, with the notable exception of
points on the coexistence line 0 < α = β < 12 . The dependence of the exponent γ on the
chain length n is more pronounced in the high-density phase as one moves closer to the
maximal-current phase. In order to demonstrate this phenomenon we have computed the
exponents by linear regression for three different regions of chain lengths, 11 ≤ n ≤ 160,
40 ≤ n ≤ 160, and 80 ≤ n ≤ 160. The corresponding numbers are recorded in the tables
in the Appendix. The numbers presented in Figure 2 are taken from the last segment
80 ≤ n ≤ 160.
The dependence of the exponent on the length of the chain makes one wonder whether
the expectations E(τ (n)) are well described by a power law at all. We believe that this is
the case. One indication for this is that in all of our experiments the deviation of E(τ (n))
from Cnγ did not exceed 1.6% in the segment 80 ≤ n ≤ 160. We refer the interested
reader to the Appendix for a more detailed presentation of our numerical simulations
where we also discuss the error that is introduced by the Monte-Carlo approximation of
the expectation.
Summary of our findings
Conjecture 1.8 of [12] which states that in the maximal current-phase mixing times are
of order n3/2 as n tends to infinity is compatible with our simulations, except possibly for
a region near the triple point α = β = 12 . For example, at α = β = 0.6 we obtain γ = 1.455.
There are two reasons why we believe that this is not an artefact of the Monte-Carlo
approximation. Firstly, we ran in addition a simulation with 28,800 runs for α = β = 0.6
and obtained γ = 1.458. Secondly, Figure 2 shows that the exponent falls slightly but
consistently below 32 for values of α and β that are close to 0.6. Of course, this is by no
means a contradiction to the conjecture in [12], as it might be a transient phenomenon
that disappears for longer chains.
In regard to the behavior along the coexistence line that separates the high-density and
the low-density phases (0 < α = β < 12 ), addressed as Question 1.6 in [12], we see that
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Fig. 2: Numerical approximations for the exponent γ in the power law E(τ (n)) ∼ Cnγ
for the expectation of the synchronization time τ (n). These were obtained for 35 points
in the (α,β)-plane by Monte-Carlo simulations with 7,200 runs for each of the 11 chain
lengths n = 80 + 8k with k ∈ {0,1, . . . ,10}. Top: α > β; Bottom α = β.
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the exponents of the power laws for the expectations E(τ (n)) take values significantly
above 32 , but remain below 2 and appear to be monotonically decreasing with α = β.
VIII. EXTENSIONS
The reasoning used in this paper can be extended or adapted to various other models.
One example where this is possible is the asymmetric simple exclusion process (ASEP).
ASEP follows the same rules as TASEP except that the particles can hop in both
directions, see, e.g., [37]. One can model ASEP as an RDS either via two Poisson
processes for each site, one for jump attempts to the left and one to the right, or via an
additional sequence of random variables di(ω) ∈ {−1,1}, where −1 denotes a hop to the
left and 1 to the right. In both cases, we need to add a Poisson process for modelling
particles that enter the chain from the right.
The decisive consequence this extension of the model has on our formalism is that
the jump order sequences (ki)i∈Z now take values in {−n − 1, . . . ,−1,0,1, . . . , n}. Here,
k = 1, . . . , n represents particles hopping from site k to the right, k = −1, . . . ,−n represents
particles hopping from site −k to the left and k = 0 and k = −n − 1 represent particles
entering from the left or from the right, respectively, into the chain. As before, on a finite
interval each finite jump order sequence occurs with positive probability that only depends
on the length of the interval. Hence, Lemma 10 remains valid (although the probability δ
for the sequence constructed in the proof becomes smaller). Since all subsequent results
in this paper build solely upon Lemma 10, they thus remain valid if TASEP is replaced
by ASEP.
Another modification would be to consider TASEP with time-periodic and, say, con-
tinuous transition rates. Then the construction of the RDS needs to be modified as the
Poisson processes are not homogeneous any more and have no representation as partial
sums of exponentially distributed variables. For such a construction the method described
in [15, Section 2.5] appears to be useful. The proof of the central Lemma 10, however, can
be easily adapted, as it only requires that there is a positive lower bound on each transition
rate. Even in the case that transition rates are temporarily zero (but not identically equal
to zero) one may prove Lemma 10 in the periodic case for times t large enough (which
would still be enough to satisfy property (1) of Theorem 8, cf. Remark 11) as one might
need to wait for several periods to realize the jump sequence prescribed in the proof of
Lemma 10.
IX. CONCLUSION
In this paper we have shown that random attraction to a single trajectory occurs almost
surely in the TASEP model with finite chain length. This implies the existence of a
random attractor that almost surely consists of single trajectories.
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For the many dynamical systems and processes that were modeled using TASEP,
ranging from mRNA translation to vehicular traffic, this implies that in the long run these
systems are insensitive to the initial conditions. Alternatively, this may be interpreted as
saying that a perturbation of the state of the system is “filtered out”.
In order to rigorously prove our main result we first reformulated TASEP as a random
dynamical system (RDS), which is a contribution of independent interest. Our construc-
tion of an RDS relies on the definition of jump times generated via generalized Poisson
processes that are attached to the sites of the chain. This modelling is consistent with the
fact that the exponential transition rates in TASEP are usually chosen site dependent. We
have, moreover, shown that random attraction to a single trajectory is a stronger property
than contractiveness for the corresponding evolution of probability distributions. Rather,
it is a consequence of the fact that there exists a sequence of clock ticks, with non zero
probability, that transfers the system to the same final state from any initial state.
X. APPENDIX
As described in Section VII the goal of the second set of numerical simulations was to
test the hypothesis that the expectation E(τ (n)) of the synchronization time τ (n) between
the initially empty and the fully occupied chain of length n obeys asymptotically (in n)
a power law of the form Cnγ and to determine the value of the exponent. As conjectured
in [12] for the corresponding mixing times, the value of the exponent should depend on
the values of the entry rate α and the exit rate β. More precisely, it should depend on
the location of (α,β) in the phase diagram, see Figure 2.
For the simulations we have used for each value of the parameters (α,β) 40 different
chain lengths, varying from 11 to 20 in steps of 1, from 20 to 40 in steps of 2, from
40 to 80 in steps of 4, and from 80 to 160 in steps of 8. For each of these values
we performed 7,200 runs to approximate the expectation E(τ (n)) of the synchronization
time. The values for the constant C and for the exponent γ of the power law were then
obtained by linear regression of logE(τ (n)) as a function of logn. Due to the available
computer power it was feasible to consider chains up to length 160 for which the number
of jump attempts is of the order of 1,000,000 before synchronization occurs. It turned
out that for some choices of (α,β) in the phase plane chain length n = 160 is too small
to provide an asymptotic result. In order to get some idea how close we are to the
asymptotic regime (assuming that this exists) we have computed the exponent for three
different regimes: γ0 denotes the value obtained from the 11 values of our chosen chain
lengths that lie in [80,160], γ1 is the value obtained from the 21 values in [40,160],
and γ2 denotes the value obtained from all 40 chain lengths. Looking at the numbers
presented in Tables I and II, one sees that the exponents decrease with growing chain
length with the notable exception of the coexistence line between HD and LD. Moreover,
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the differences between γ0 and γ1 are quite small except for the points in the high-density
phase that are close to the maximal-current phase.
In order to gain some insight on how good the Monte-Carlo approximations are, the
7,200 runs were split into 9 runs of 800 trials each and the empirical standard deviation
of the resulting 9 values was computed. The such obtained numbers are denoted by σj ,
where j ∈ {0,1,2} indicates the segment of chain lengths used for the computation.
The numerical results we have described so far provide little information on the quality
of the approximation of the expectations E(τ (n)) by the power law. As a measure to judge
this quality we have computed ∆j as the maximum of the relative deviations of E(τ (n))
from Cjnγj , where the maximum is taken over all values of n that lie in the relevant
segments, i.e., in [80,160] for j = 0, in [40,160] for j = 1, and in [11,160] for j = 2.
From these numbers one may deduce that the power law is indeed a good approximation.
The maximal relative error ∆0 lies between 0.2% and 1.6% for all 35 values of (α,β).
We consider the corresponding exponents γ0 as our best justified approximations to the
asymptotic value of the exponent (if it exists) and this is why they are presented in
Figure 2. In addition, we list the values of the corresponding constants C0 in Tables I
and II. Note that only the maximal relative errors ∆2 may become unsatisfactorily large,
going up to 19%. However, all larger values of ∆2 may be explained by the discrepancy
between γ0 and γ2. In these cases one would need to consider longer chains in order to
test the power law and to obtain realistic values for the exponents.
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