INTRODUCTION
In basic and clinical neuroscience, more and more large collaborative efforts aim at building massive databases suitable to support high impact studies of human brain function, for example the BRAIN initiative (Brain Activity Map Project) (Alivisatos et al., 2012 , Devor et al., 2013 . Other recent initiatives are gathering a large number of fMRI data sets and making them available to the international neuroimaging research community as a resource (for example, the 1000 Functional Connectomes Project, http://fcon_1000.projects.nitrc.org) (Biswal et al., 2010) . Not driven by specific hypotheses, this data-centered approach can open exciting new avenues of discovery science of brain function-provided careful and correct execution.
While such attempts extend to all levels of brain function across different species, there is special interest in using modern neuroimaging techniques to understand the organization of neural activity in the healthy and particularly the diseased human brain (Zhang and Raichle, 2010) . Technically, a paradigm-less experimental setting appears especially suitable for building multicenter databases keeping minimal any confounding influence by the local experimental settings. Biologically, restingstate studies are fascinating because of the observation that despite task absence, during the so-called resting state, brain networks can be derived that commonly engage in typical task processing ). As we will detail below, it has been suggested and is generally accepted, that alterations in brain function cannot only be observed during task performance, i.e., while the system is ''under load,'' but also in the absence of any externally induced task, i.e., during rest, when distributed brain regions exhibit coherent low-frequency fluctuations (with periods around 10-100 s) binding them together into identifiable functional networks (Gusnard et al., 2001; Raichle, 2006; Fox and Raichle, 2007) . However, the use of these networks to categorize different cohorts-or as biomarkers for different groupspresupposes that the same resting state induces different neuronal fluctuations in different groups. Put simply, one has to assume that two groups of subjects are thinking about the same things in order to infer a neurophysiological difference. Clearly, this is a tenuous assumption. In what follows, we show that not only could subjects be thinking about different things, but they could be in completely different brain (or sleep) states.
The promising future of resting-state fMRI to study the human brain already has prompted large collaborative efforts aimed at developing biomarkers for disease and to unravel the large-scale human functional connectome (Biswal et al., 2010; The HD-200 Consortium, 2012; Di Martino et al., 2013) . Resting-state fMRI studies have already been successfully used to assess the functional alterations associated with a wide spectrum of pathologies, including Alzheimer's disease (Rombouts et al., 2005; Wang et al., 2006; Sorg et al., 2007) , schizophrenia (Zhou et al., 2007) , autism (Di Martino et al., 2011) , attention-deficit hyperactivity disorder (ADHD) (Zang et al., 2007; Uddin et al., 2008) , epilepsy (Pereira et al., 2010; Luo et al., 2011) , chronic pain (Baliki et al., 2008) , and more (Greicius, 2008) .
All of the aforementioned resting-state experiments are assumed to have been conducted during wakefulness. Wakeful rest is a fundamentally uncontrolled brain state, usually defined by a lack of sensory stimulation, motor output, and cognitive effort. The uncontrolled nature of resting-state fMRI has caused concern due to the possibility of confounds, either physiological (fluctuations in respiration and cardiac rate [Birn et al., 2006; Shmueli et al., 2007; Birn et al., 2008; Murphy et al., 2013] ) or due to subject motion (Van Dijk et al., 2012) . It has also been suggested that brain activity during rest is very heterogeneous and represents a wide range of contents and cognitive states (Christoff et al., 2009; Richiardi et al., 2011) . A more extreme and systematic departure from wakeful rest can simply occur if subjects fall asleep during the scanning session, entering nonrapid eye movement (NREM) sleep. This brings about major physiological changes in behavior and the underlying brain functional architecture. Its spatial and functional extent have been characterized by a number of neuroimaging studies (Maquet, 2000; Boly et al., 2012; Horovitz et al., 2009; Picchioni et al., 2013; Spoormaker et al., 2010; Sä mann et al., 2011; Tagliazucchi et al., 2012a Tagliazucchi et al., , 2012b Tagliazucchi et al., , 2013a Tagliazucchi et al., , 2013b . The ear plug-dampened fMRI-typical monotonous scanner acoustic noise and vibrations represent the sole sensory stimulation during resting-state experiments in the absence of any alerting task engagement. Because such monotony and absence of attention demanding stimuli promote fatigue (Richter et al., 2005; Baumann et al., 1968) and also following from own experience, we hypothesized that during a typical resting-state experiment the likelihood of subjects falling asleep is high, with potential nonnegligible consequences for the study of the functional architecture of the human brain, including the possibility of false positives or negatives when analyzing functional connectivity or network measures, as well as measures that characterize hemodynamic time series.
Here, we test our hypothesis that sleep commonly occurs during resting-state fMRI by assessing the degree of wakefulness in a cohort of 71 subjects scanned simultaneously with polysomnographic electroencephalography (EEG) and fMRI. Polysomnographic EEG is the gold standard for sleep scoring following the rules proposed by the American Academy of Sleep Medicine (AASM, 2007) . Based on this data, we trained and validated a support vector machine (SVM) classifier for decoding sleep (Tagliazucchi et al., 2012a) and applied it to the 1,147 restingstate fMRI data sets of the 1000 Functional Connectomes Project (Biswal et al., 2010) . Highlighting the biological relevance of our findings, we demonstrate that SVM-based sleep scoring identifies brain states exhibiting well-described sleep stage-specific hemodynamic characteristics in the resting-state activity, which were independent of the SVM training.
RESULTS
We demonstrate the prevalence of sleep in two different restingstate data sets: (1) ''Frankfurt data set,'' EEG-fMRI of 71 subjects instructed to lie still in the scanner bore with eyes closed and scanned for 52 min with experiments starting at 7:00 p.m., and (2) a large cohort of subjects scanned by different research groups throughout the world (termed ''Connectome data set'').
EEG-fMRI Recordings Reveal Rapid Sleep Onset during the Resting State
The EEGs of the Frankfurt data set were sleep staged according to AASM rules classifying each 30 s epoch of the experiment as either awake or as any one of the three stages of NREM sleep: N1 (light sleep), N2, and N3 (slow wave or deep sleep). Figure 1 summarizes the results. The number of continuously awake subjects (subjects in uninterrupted wakefulness) quickly decreased after the resting-state scanning sequence started ( Figure 1A )-of note, 5% of the subjects were already asleep at the time of the fMRI scan start. After 10 min had elapsed (a typical duration of a resting-state experiment), one in two subjects had undergone a transition into light sleep at least once. The probability of finding an awake subject decreased rapidly within the first 5 min of the experiment and reached a minimum (p = 0.42) $20 min into the experiment before then slowly increasing again ( Figure 1B) . After 4 min of the experiment, one-third of the subjects were asleep, and $50% were asleep after 10 min. Following the natural course of sleep, early in the scan, N1 sleep was predominant with a peak at $10 min (p z 0.5). After this point, the probability of finding a subject in N2 sleep rapidly increased to a maximum at $20 min (p z 0.3). While subjects did not reach N3 sleep during the first 15 min, this changed later in the experiment, with a peak in the N3 sleep probability at $30 min (pz 0.2). Overall, subjects were asleep 40% of the scanning time ( Figure 1C ).
An fMRI-Based SVM Classifier Accurately Detects Sleep
The 55 subjects in the Frankfurt data who fell asleep during the scan were split into two groups: a training set (30 subjects) and a testing set (25 subjects). Based on AASM rules (AASM, 2007) , the training set was further subdivided into wakefulness and the three NREM sleep stages. Using nonoverlapping 2 min windows, functional connectivity was computed in the training data between mean BOLD signals from all regions in the automated anatomical labeling (AAL) template (Tzourio-Mazoyer et al., 2002) . Only those connections yielding significant differences between pairs of sleep stages (p < 0.05, Student's t test, Bonferroni corrected) were kept to train the multiclass SVM classifier. These connections are shown in Figure 2 . The most remarkable feature of these patterns is the surge of increased functional connectivity during N1 and N2 sleep (compared to wakefulness) and the general connectivity breakdown observed during N3 sleep (compared to wakefulness and all other NREM sleep stages). After optimal parameter selection via 5-fold cross-validation, the performance of the classifier was evaluated in the testing data set using a 2 min sliding window to compute functional connectivity between AAL regions, obtaining an overall accuracy of 75% (given a chance accuracy of 25%).
Our data features were correlation matrices over short periods of time, pooled over both time and subjects-where each data feature was equipped with a sleep stage label, based upon EEG. We note the possible classifier outputs as SVM i (i = 1,2,3,4), starting from wakefulness (i = 1) to N3 sleep (i = 4), and the AASM-scored (based on the EEG data) sleep stages as EEG i (i = 1,2,3,4) (analogous enumeration). Thus, the confusion matrix C i,j (i.e., the matrix containing the accuracy of all pairwise classification outcomes) can be expressed as C i,j = P(SVM i jEEG j ). In Figure 3A , all matrix elements of C i,j are plotted, showing that classification accuracy was highest for wakefulness and lowest for N1 sleep, but in all cases above the level of chance. The probability of correct detection given a certain classifier output can be obtainedvia Bayes' rule-from the inverse conditional probabilities P(EEG i jSVM j ), plotted in Figure 3B . Highest confidence in the SVM classifier output corresponds to wakefulness and N3 sleep, with lower probabilities for N1 and N2 sleep. Notably, in the case of misclassifications of the SVM scoring compared to the ''true'' gold standard EEG scoring, the classifier was much more likely to score wakefulness in the case of ''true'' sleep than to classify any epoch as sleep in the case of ''true'' wakefulness. In other words, sleep classification in the Connectome data set was conservative, i.e., wakefulness-if at all-was overestimated. We excluded the possibility of the classifier detecting a temporal trend other than sleep depth (see Figure S6 available online). (Biswal et al., 2010) . Functional connectivity between all AAL regions and those corresponding to the connections presented in Figure 2 was computed based on 2 min sliding windows and served as input for the multiclass SVM classifier. Statistics summarizing the results are presented in Figure 4A and Figure 4B . The Connectome data set scanning sessions were shorter than those of the Frankfurt data set, hence, for ease of comparison, results are reported only for the first 5 min aside the results of the first 5 min of the EEG-based sleep-staged Frankfurt data set (Figure 4A) . One-third of the subjects of the Connectome data set did not maintain steady wakefulness for longer than $3 min-compared to $4 min in the Frankfurt data set. In both data sets, the proportion of continuously awake subjects diminished over time, with a faster rate observed in the Connectome data set (8% of subjects per minute versus 15% per minute, obtained from the slope of the best linear fit during the first 5 min). Furthermore, in both data sets, the probability of finding an awake subject decreased monotonously with time, and the probability of finding a subject in N1 sleep monotonously increased with the latter being overall smaller for the Connectome data set. The probability of finding subjects in N2 sleep increased with elapsed time and was comparable for the two data sets. Finally, subjects from the Frankfurt data set did not enter N3 sleep at all within the first 5 min of the scanning session, whereas the SVM classifier detected N3 sleep in the Connectome data set. This probability did not show any monotonous trend over time and thus might have arisen from misclassifications. Finally, in both data sets wakefulness was the most prevalent sleep stage, followed by N1, N2, and N3 sleep.
In Figure 4C , the probability of finding an awake subject as a function of time is shown, both for the Frankfurt data set and separately for every fMRI center forming the Connectome data set. Because this data set did not include EEG data, it was impossible to apply the gold standard polysomnography based on the AASM rules to detect the presence of sleep. However, if the SVM classifier correctly infers the sleep stage from fMRI functional connectivity data, then it can be expected that the probability of finding an asleep subject increases over time (and vice-versa for the probability of finding an awake subject). This heuristic was quantified in two ways. First, for each subject, the total amount of sleep (normalized by total scanning time) in the first and second half of the scanning session was computed (note that according to Figure 1B this heuristic is only valid for the beginning of the experiment, i.e., during the first z20 min), revealing that subjects were more likely to be asleep during the second part of the experiment than the first (p = 0.0048, Student's t test) ( Figure 4D ). Second, for each center, a linear function was fitted to the wakefulness probability as a function of time. A significant negative slope implies that, as the experiment progresses, it becomes more unlikely to find an awake subject. Results for all fMRI centers are presented in Figure 4E , revealing that the majority (30 out of 38) of centers presented a negative slope. Across the whole sample, the mean slope values were significantly smaller than zero (p < 10 À5 , Student's t test).
It can also be expected that instructing subjects to keep their eyes open during the experiment results in a decreased amount of sleep. From the available data in the 1000 Functional Connectomes Project website, fMRI centers were divided into three groups: eyes open (''eye'' symbol in Figure 4C ), eyes open and fixation (''eye and cross'' symbol in Figure 4C ), and eyes closed (no symbol in Figure 4C ). The mean amount of sleep in the group with eyes closed was higher than in the eyes open group (also including the fixation group), but nonsignificant (p = 0.087, Student's t test). However, all the fMRI centers scanning with eyes open and fixation had a very small amount of sleep. Not only subjects with eyes closed showed more sleep than the fixation group (p = 0.036, Student's t test) but the group with eyes For each one of the six possible pairs (permutation) of sleep stages, significantly different (p < 0.05, one-tailed Student's t test, Bonferroni corrected) functional connections are shown as a graph (or network; with node coordinates located at the center of mass of each AAL region) and in matrix form (with rows and columns corresponding to different AAL regions and each intersection representing a functional connection). Region codes and coordinates can be found in Table S1 .
open and without fixation also did (p = 0.012, Student's t test), suggesting that fixation supports the maintenance of wakefulness in a resting-state setting.
Mining Sleep from the Connectome Data Set
In order to assess not only the plausibility of correct SVM classification, we further assessed its validity: we looked at properties of the ''estimated'' sleep stage-specific hemodynamic signals, i.e., variance and functional connectivity of the hypothalamus. The latter region was not included in the SVM classification procedure and hence precluded circularity of the approach. We checked whether we could reproduce typical features specific for the different sleep stages as described in the neuroimaging literature previously (Horovitz et al., 2008; Tagliazucchi et al., 2013b; Kaufmann et al., 2006; Laufs et al., 2007) For the respective analysis to be statistically unbiased and straightforward, we required paired data, and we thus screened the Connectome data set for contiguous epochs of sleep lasting longer than 2 min and selected only those from subjects having one epoch of wakefulness and one epoch of NREM sleep. This resulted in 97 wakefulness-N1 pairs, 24 wakefulness-N2 pairs, and 3 wakefulness-N3 pairs. Using this data, hypothalamic (MNI coordinates [À2,À10,À10]) functional connectivity maps and maps of BOLD signal variance were computed. Analogous computations were performed for the Frankfurt data set (sleep epochs selected via AASM sleep staging rules).
For both data sets, a comparison between wakefulness and sleep was performed, with the resulting statistical parametric maps shown in Figure 5 . The maps obtained from the Frankfurt data set were thresholded at p < 0.001, those obtained from the Connectome data set at p < 0.01. We did not correct for multiple comparisons, given our regionally specific hypotheses; however, we report all voxels to illustrate the high spatial specificity of the response profiles. Very similar maps were obtained, revealing a decoupling of the hypothalamus from frontal, parietal and temporal cortices during N2 sleep ( Figure 5A ) and increased BOLD signal variance in motor and sensory cortices during N1 and N2 sleep compared to wakefulness ( Figure 5B ). While the patterns were very similar for the two data sets, lower statistical power was obtained in the data extracted from the Connectome data set, possibly reflecting the inclusion of misclassified epochs.
Reconfiguration of Major Intrinsic Connectivity Networks during Sleep
To deepen the neurobiological implication of our findings, we studied how sleep impacts on intrinsic connectivity network (ICN) functional connectivity during different sleep stages (see also the Supplemental Experimental Procedures). In Figure 6 , we show results for functional connectivity changes in auditory, default mode (DMN) and executive (CEN) ICN, and for N1 and N2 sleep versus wakefulness. An expanded presentation of the results is shown in Figures S2-S4 (B) Left: increased BOLD signal variance in sensory and motor cortices during N1 and N2 sleep, results for the Frankfurt data set (AASM scoring). Right: similar pattern of increased BOLD signal variance, data extracted from the Connectome data set using the SVM classifier. The maps obtained from the Frankfurt data set were thresholded at p < 0.001, those obtained from the connectome data set at p < 0.01.
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Resting State: Not Rest or State but Sleep Drifts temporal and superior frontal regions. Within the DMN, thalamus and superior temporal gyrus almost traded places with respect to their functional connectivity to orbito and superior frontal regions and the gyrus rectus: reciprocally, their connectivity became stronger while the thalamic links became weaker.
DISCUSSION
The number of fMRI resting-state studies grows exponentially (Birn, 2012) with over 600 studies published on the topic in 2012 (PubMed, search terms ''fMRI resting state''). Fluctuations (Figure 1) . Instead, subjects succumbed to sleep pressure resulting in their functional brain architecture to change substantially (Figures 2  and 6 ). We could generalize this observation to a global cohort of 1,147 subjects confirming quickly fluctuating wakefulness (30% not stably awake for longer than 3 min) as a universal principle in human resting-state studies (Figure 4 ). Based on fMRIderived sleep staging, in these 1,147 data sets, we reproduced connectivity and variance patterns specific to EEG-defined sleep stages (Tagliazucchi et al., 2013b ) ( Figure 5 ). This independent reproduction of functional brain network behavior is confirmatory evidence for the reliability of our classifier-based sleep staging in the 1,147 subjects.
Sensitivity and Specificity of Resting-State fMRI as a Possible Biomarker
Resting-state research is considered by some as a promising avenue to identify biomarkers in disease. Efforts-including political and financial-have been made to push forward this line of research Greicius, 2008; Kaiser, 2013; Kandel et al., 2013; Sporns, 2012; Van Essen and Ugurbil, 2012) . Our findings impact hugely on the success of these efforts in the following aspects: (1) false negatives: given that ''the resting state'' in fact is a variable mixture of several distinctly different brain states, attempts to characterize the resting state are prone to be compromised by the variability induced by the state of wakefulness that is ignored when analyzing the collapsed states as a single one, and (2) false positives: if two conditions are compared, e.g., a patient cohort versus a control group, which systematically differ in the propensity of sleep, differences in network characteristics imposed by different degrees of wakefulness might be misinterpreted as induced by the disease. It is well conceivable that sleep pressure and hence its propensity in pathological conditions differs systematically between healthy and disease-struck subjects (both in the form of increased sleepiness or insomnia). This could arise either as inherent to the condition itself or due to related active medical treatment (Ford and Kamerow, 1989; Mayer et al., 2011; Sateia et al., 2000) . Equally, patients might exhibit more extreme behavior-ranging from anxiety because of the examination and its resulting implications, or relief after a sleepless night before the test-than control subjects who might generally exhibit a more balanced state. In line with these considerations are the known high individual variability (Mueller et al., 2013 ) and e.g., observations from the ADHD-200 Global Competition attempting to promote discovery science by sharing of resting-state fMRI data . Given the goal of classifying ADHD versus healthy controls, the best classifier was not based on the resting-state fMRI data. Instead, the best classification was achieved by taking advantage of the male predominance and the tendency to manifest lower IQ characterizing ADHD (Brown et al., 2012; The HD-200 Consortium, 2012) . The relative failure of using resting-state fMRI measures might be explained-among others (Murphy et al., 2013) -by heterogeneous brain states associated with fluctuating wakefulness, as pointed out in the preceding paragraph.
An example for a systematic wakefulness confound in a resting-state study was given by Diaz et al. (2013) who suggested that sleepiness may partially explain a resting-state EEG profile previously associated with Alzheimer's disease. Interestingly, the same study showed that the structure of cognition was similar during resting-state fMRI and EEG and that the test-retest correlations were high for all dimensions of a 50 item self-report survey (the Amsterdam Resting State Questionnaire) including Discontinuity of Mind, Theory of Mind, Self, Planning, Sleepiness, Comfort, and Somatic Awareness (Diaz et al., 2013) . This argues for the possibility that fluctuations in wakefulness might contribute more to variability in the resting state than the individual's ''mental state.''
N1: Mere Cognitive Shift or Proper Sleep Stage?
We found that during a typical fMRI resting-state experiment the intrusion of N1 sleep is common. Some may wonder whether N1 sleep might reasonably be considered a natural part of the variation in naturalistic cognition. Our results indicate that N1 sleep is a neurophysiologically distinct brain state, which cannot be put in equal footing with other states naturally occurring during wakeful rest. We provide an extended discussion in the Supplemental Information.
Effect of Fixation Condition on Brain State
Other examples suggestive of a wakefulness bias in restingstate experiments are the systematic differences between eyes-open and eyes-closed resting-state studies, as reviewed in Castellanos et al. (2013) . Systematic increases in BOLD signal variance in occipital regions during eyes-closed compared to fixation have been highlighted by Bianciardi et al. (2009a) and are equally observed in sleep compared to wakefulness (Horovitz et al., 2008; Tagliazucchi et al., 2013b) as well as in our present study ( Figure 5) .
While according to our results, subjects with their eyes open did not fall asleep significantly less than those with their eyes closed, an additional fixation challenge significantly increased the likelihood of subjects staying stably awake. However, such a task with its respective effect on the brain state undermines a fundamental motivation of resting-state experiments: to study subjects who cannot engage in a paradigm (e.g., patients) and are not supposed to exhibit any (unknown) strategic behavior . Having demonstrated that sleep pressure is immense in fMRI resting-state studies, we can infer that in order to adhere to such a fixation task, individuals must pursue some strategy to fight sleep and that those who do not, are the ones to most likely fall asleep.
A Neuronal Bias in Addition to Physiological Confounds
A number of confounds of resting-state fMRI studies have been described previously, such as subject motion, thermal, cardiac, pulsation, and respiratory noise introducing variance into the data of at least the size as that thought to originate from neuronal activity fluctuations. These have been reported as <3% of the BOLD baseline amplitude (Bianciardi et al., 2009b ) and modeling
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Resting State: Not Rest or State but Sleep Drifts strategies have been proposed to reduce confounding effects (Murphy et al., 2013) . However, these latter sources of fMRI signal variance differ from the confound sleep in the following key aspects: different sleep stages (1) substantiate in neuronal activity and-directly associated-in BOLD signal changes, and (2) modify connectivity patterns of the whole brain with variable regional emphasis. The respective comprehensive details can be found in Figures 2, 5 , and 6, and their exhaustive discussion deserves a new work by itself.
Sleep-Induced Connectivity Changes in Intrinsic Connectivity Networks
Nevertheless, in order to strike a balance between the neuroanatomical discussion of our biologically inherently interesting findings and secondary space limitations of this Article, we focus here on changes in connectivity with particular reference to canonical ICN (or resting-state networks [RSNs]) ( Figure S1 ). This includes regions involved in motor function, visual processing, executive functioning (CEN), auditory processing, and the so-called default-mode network (DMN) (Damoiseaux et al., 2006) .
In line with previous findings, we interpret the net reduction in connectivity observed during deep sleep as ceasing brain interregional cross talk, i.e., a loss of global integration well in line with a phenotypically concomitant reduction in consciousness (Massimini et al., 2005; Tagliazucchi et al., 2013a Tagliazucchi et al., , 2013b . The distributed thalamic ''disconnection'' is a general feature observable when comparing thalamic links during wakefulness and N1 and parallels electrophysiological observations of early thalamic deactivation at sleep onset (Magnin et al., 2010) . In the same study, Magnin et al. (2010) present evidence that complexity of cortical activity at sleep onset persists beyond that of already decreasing thalamic activity. Our data might represent the functional imaging correlate of this behavior when comparing N1 and N2 to wakefulness: within the ICNs of interest, during N1 the majority of corticocortical connectivity does not change. The same observation holds during N2 with the following exception: regions of the anterior-and midcingulate cortex (Figures 6, S2 , and S4, see the sensorimotor ICN, auditory ICN, and CEN) exhibit connectivity changes. These are associated with and likely linked to activity increases in these regions related to sleep paroxysmal events, i.e., spindles, K-complexes, and vertex sharp waves (Jahnke et al., 2012; Stern et al., 2011) . It is only in N3 that the functional connectivity shows decreases with virtually no concomitant increases in functional connectivity (Figure S4) . In N3, the regions that exhibited connectivity increases during N2 compared to wakefulness, e.g., the cingulate cortex, do not show significant connectivity decreases in N3 compared to wakefulness. This might be explained by functional synchronization during sleep paroxysmal events only now from a generally lower connectivity baseline. This would result in a failure of these regions to be detected as significant absolute connectivity increases despite an increase in functional connectivity relative to baseline N3 connectivity. Horovitz et al. (2009) and Vanhaudenhuyse et al. (2010) described decreases in functional connectivity within the DMN during sleep (Horovitz et al., 2009) and in other conditions associated with reduced consciousness (Vanhaudenhuyse et al., 2010) and established a link between the latter and functional decoupling within the DMN. We can reproduce their findings of decreased functional connectivity in deeper sleep compared to wakefulness. Having extended the functional connectivity analysis to the whole brain and across all NREM sleep stages, we observed that fewer connections change in the DMN from W to N3 than in the other canonical ICN. This comparably moderate decoupling is indicative of a special role the DMN might play in the context of consciousness compared to other ICN. At the same time, it suggests that mechanisms other than within-ICN reductions in functional connectivity might be relevant. Using graph analysis based on whole brain functional connectivity, we found that modularity, a spatial measure of functional segregation, generally increased across the brain with deepening sleep (Tagliazucchi et al., 2013a) . Of note, examining also the temporal integration of information, it was decreased to a much larger degree in the DMN (and the attentional network) than in primary sensory networks (Tagliazucchi et al., 2013b) . These findings are consistent with the information integration theory of consciousness brought forward by Tononi (2004) both in the spatial and temporal domains, although examination of causal influences is required to fully support the aforementioned theory.
In the context of this study, we hence summarize that the qualitative operating mode of the brain with its functional connectivity architecture changes with deepening sleep and concomitant consciousness reduction (Boly, 2011; Boly et al., 2012; Horovitz et al., 2009; Massimini et al., 2005; Olbrich et al., 2009; Picchioni et al., 2013; Sä mann et al., 2011; Tagliazucchi et al., 2012a Tagliazucchi et al., , 2012b Tagliazucchi et al., , 2013a Tagliazucchi et al., , 2013b Vincent et al., 2007) .
We have also obtained ICN connectivity for the different NREM sleep stages with and without removal of physiological noise time series via regression (Glover et al., 2000) . While we observed similar patterns with and without physiological noise regression (see Figures S2 and S3 for results without regression, Figure S4 for results with regression, and Figure S5 for the comparison between both), the main effect of cardiac and respiratory noise can be summarized as a general increase of functional connectivity across the brain with only few significant differential regional effects. The described effects become less pronounced with deepening sleep. The near absence of physiological noiseinduced effects in deep sleep together with the sparse differential effects during wakefulness and light sleep lend further support to the hypothesis of a true neural origin of spontaneous BOLD functional connectivity fluctuations.
Brain State versus Disease Marker
Cognitive neuroscience makes use of the assumption that brain function can be studied by challenging individuals with paradigms designed to evoke certain behavior. This approach must fail in brain states in which subjects cannot exhibit actively and consciously differentiated performance in response to any such task. While during wakefulness such behavior interacts with or modifies resting-state brain activity Zhang and Raichle, 2010) , in deeper sleep with reduced consciousness, the homeostatic brain activity is the restingstate activity characteristically observed in each sleep stage, with only very limited interaction or modification inducible by any external (arousing) stimulus (Czisch et al., 2002; Portas et al., 2000) . Such interaction between ongoing and externally induced activity is paroxysmal in nature an can be observed during sleep stages N1 and N2 in the form of K-complexes and vertex sharp waves and their fMRI correlates (Jahnke et al., 2012; Stern et al., 2011) . It is not continuously interwoven as is thought to be the case for the wakeful brain . In deeper sleep, externally induced modification of brain function is restricted further (Czisch et al., 2002; Portas et al., 2000) and corresponds well to the loss of integration of brain activity both spatially and temporally (Tagliazucchi et al., 2013a (Tagliazucchi et al., , 2013b , which is in line with theories of consciousness proposing this to be a prerequisite for conscious processing (Tononi, 2004) .
We do not challenge the assumption that characteristics in resting-state brain activity of patient groups exist and could serve as biomarkers. However, their identification requires sleep stage-specific analysis approaches, and we currently do not know how prominent such particularities are compared to the fundamental changes associated with changes in wakefulness. While we are confident that our classifier (Tagliazucchi et al., 2012a ) based on functional connectivity reliably identified sleep in the cohort of healthy volunteers (Figure 3) , it is conceivable that in a patient cohort truly disease-specific network alterations might be misclassified as being sleep-associated, especially in conditions characterized by impaired consciousness. Hence, in fMRI resting-state studies, an independent measure of sleep should be obtained, e.g., simultaneously recorded polysomnographic EEG.
EEG Features Sensitive to Wakefulness Levels Were Linked to Hemodynamic Resting-State Patterns
Hemodynamic fluctuations in resting-state networks were associated with EEG features such as typical resting-state topographies (Brodbeck et al., 2012; Musso et al., 2010; Van de Ville et al., 2010) or oscillations in EEG frequency bands (Laufs et al., 2003a (Laufs et al., , 2003b (Laufs et al., , 2006 Olbrich et al., 2009 ) also used clinically for sleep staging (AASM, 2007) . These studies demonstrate a link between different observed neuronal activity patterns and vigilance levels and hence support the notion that resting-state fluctuations could reflect at least in part the switching of brain activity between different sleep stages. Of such, more can be characterized than those classically used and pragmatically defined by AASM criteria (AASM, 2007; Davis et al., 1937; Fox et al., 2006; Loomis et al., 1935; Roth, 1961) suggesting the possibility of frequent sleep state changes as a correlate of resting-state fMRI and EEG fluctuations.
Conclusions
In conclusion, in order to increase both sensitivity and specificity of resting-state fMRI studies, we provide evidence that in analyses based on functional connectivity, the brain state should be determined and accounted for in the related analysis strategies and results should be critically reviewed for false positives originating from unstable vigilance levels, especially if the state of wakefulness remains obscure. Otherwise, the validity of results derived from potentially powerful collaborative databases is at risk. The methods and principles introduced in this paper could be extended to more precisely restrict the type of wakeful rest under study. Also, future studies should address whether the slow fluctuations in fMRI resting-state activity are identical to fluctuations in vigilance levels or to which degree they originate independently. MRI and pulse artifact correction were performed based on the average artifact subtraction (AAS) method (Allen et al., 1998) as implemented in Vision Analyzer2 (Brain Products) followed by objective (CBC parameters, Vision Analyzer) ICA-based rejection of residual artifact-laden components after AAS resulting in EEG with a sampling rate of 250 Hz. Good quality EEG was obtained, which allowed sleep staging by an expert according to the AASM criteria (AASM, 2007) .
Subjects and Data Set
A total of 71 subjects were selected from a larger data set on the basis of successful EEG, EMG, fMRI, and physiological data recording and quality (written informed consent, approval by the local ethics committee). All subjects were scanned during the evening and instructed to close their eyes and lie still and relaxed. The Connectome data set was downloaded from the 1000 Functional Connectomes Project online database (http://fcon_1000.projects.nitrc. org). Demographics, scanning parameters, and experimental conditions are described in the Supplemental Information (Table S2) .
Data Preprocessing
Using Statistical Parametric Mapping (SPM8) EPI data were realigned, normalized (MNI space) and spatially smoothed (Gaussian kernel, 8 mm 3 full width at half maximum). Data were band-pass filtered in the range 0.01-0.1 Hz using a sixth order Butterworth filter. The same procedure was applied to the Frankfurt data set and the Connectome data set.
Training/Testing Sets and Feature Selection A group of 55 subjects was formed out of the original data set of 71 subjects (by excluding subjects who did not fall asleep) and then further (randomly) subdivided into two sets: a training set of 30 subjects and a testing set of 25 subjects. In the training set, fMRI data corresponding to different sleep stages was partitioned into nonoverlapping 2 min windows, yielding 265 2 min epochs of wakefulness, 120 epochs of N1 sleep, 105 epochs of N2 sleep, and 60 epochs of N3 sleep. Inside each window, the linear correlation between the mean BOLD signal of all 116 AAL regions (for region coordinates and names see Table S1 and Supplemental Information) was computed and for each possible pair of sleep stages an univariate feature selection was applied, discarding those connections which were not significantly different in their correlation value (p < 0.05, Bonferroni corrected), resulting in the networks shown in Figure 2 . Only these connections were used to train the SVM classifier. The testing set was used to evaluate the classifier performance using a 2 min sliding window to compute correlations.
SVM Classifier
An introduction to SVM and a detailed explanation of the methods can be found in Tagliazucchi et al. (2012a) . The procedure employed here is similar to that in Tagliazucchi et al. (2012a) , with the main difference being the use of the AAL template in combination with a univariate feature selection to identify relevant connections in the training data. For each binary problem
Neuron
Resting State: Not Rest or State but Sleep Drifts (i.e., discriminating between each pair of sleep stages) a SVM was trained using the SVM-KM toolbox (http://asi.insa-rouen.fr/enseignants/$arakoto/ toolbox/index.html) with a radial basis function (RBF) kernel, given by K(x,y) = exp(Àgjx À yj 2 ). The two parameters (the kernel parameter g and C, a constant representing a misclassification penalty) were optimized using a 5-fold cross validation procedure. Parameters were varied over an exponential grid with values expressed as 2 x , with x = À25,., 25. Binary SVMs were combined into a multiclass SVM using a one-against-one scheme. 
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