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Abstract
Localizations of objects play an important role in category theory, homology, and elsewhere.
A (homo)morphism α :A → B is a localization of A if for each f :A → B there is a unique
ϕ :B → B extending f . In this paper we will investigate localizations of (co)torsion-free abelian
groups and show that they exist in abundance. We will present several methods for constructing
localizations. We will also show that free abelian groups of infinite rank have localizations that are
not direct sums of E-rings.
 2004 Elsevier Inc. All rights reserved.
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0. Introduction
Localization functors are a well-known notion in category theory. If C is any category,
then a localization functor is a pair (L,a) such that L :C → C is a covariant functor and
a : idC → L is a natural transformation such that aL(X) = L(aX) for all objects X of C
and aL(X) :L(X) → L(L(X)) is an isomorphism. The morphism aX :X → L(X) is called
the co-augmentation morphism of X. If aX is an isomorphism, then X is called L-local.
Moreover, if α :X → Y is a morphism such that L(α) :L(X) → L(Y ) is an isomorphism,
then α is called an L-equivalence. If α :X → Y is an L-equivalence and A is L-local,
then α ⊥ A, i.e., for each f ∈ Hom(X,A) there is a unique ϕ ∈ Hom(Y,A) such that
f = ϕ ◦ α.
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in [3], one may start with abelian groups A,B and α ∈ Hom(A,B) such that α ⊥ B and
construct a localization functor (Lα, a) on Ab such that α = aA and B = Lα(A) is Lα-
local. This is the reason why we call any α ∈ Hom(A,B) with α ⊥ B a localization of the
abelian group A. The purpose of this paper is to demonstrate the abundance of localizations
in the category of (torsion-free) abelian groups.
Recall that a ring R is called an E-ring, if End(R+) = {s: s ∈ R} where s :R → R is
the left multiplication by s ∈ R, i.e., s(x) = sx for all x ∈ R. A well-know fact, which can
be found as [3, Theorem 3.7], see also [4], is that for any localization functor (L,a) on the
category of (abelian) groups, L(Z) is the additive group of an E-ring R and aZ(1) = 1 ∈ R.
This means that we may identify aZ with αZ,R :Z → Z ⊗ R with αZ,R(x) = x ⊗ 1 for
all x ∈ Z. Moreover, if F is a free abelian group of finite rank, then aF can be identified
with the natural map αF,R :F → F ⊗ R, since finite direct sums of local groups are again
local. (All tensor products are over Z.) The other way around, if F is any free abelian
group and R is any E-ring, than αF,R :F → F ⊗ R is a localization, which we call a
standard localization of F . It is easy to see that, since F ⊗ R is a free R-module, we
have αF,R ⊥ (F ⊗R). By [6], there exist E-rings of arbitrarily large cardinalities, and thus
there is no upper bound for the cardinality of localizations of free abelian groups. This is
different for localizations of torsion groups, cf. [8] or [9].
In [5] an abelian group M was called self-free with basis X if X is a subset of M such
that for each map f :X → M there is a unique ϕ ∈ End(M) with ϕ X= f . This means
that if F is the (necessarily free) subgroup of M generated by X and ι :F → M is the
embedding, then ι is a localization of F . For |X| = ℵ0, [5, Example 1.11] shows that there
is a localization ι :F → M , such that M is not a free module over any E-ring, i.e., ι is
not a standard localization of F , where F has countable rank. This shows that, in general,
localization functors do not commute with countable direct sums, even if the summands
are isomorphic to Z. Our first goal is to extend this result for free abelian groups of any
rank, and we will prove the following theorem.
Theorem 1. Let F be any free abelian group of infinite rank. Then there exists an abelian
group M and an injective homomorphism α :F → M that is a localization, i.e., α ⊥ M ,
such that M is not a free module over any E-ring.
We will also see that standard localizations of free groups ‘remember where they came
from.’
Theorem 2. Let F,F ′ be free abelian groups and L(F),L′(F ′) standard localizations with
L(F) ≈ L′(F ′). Then F ≈ F ′ and L(Z) ≈ L′(Z) as rings.
All this might suggest that it is easy to construct localizations for more general torsion-
free abelian groups B by taking some E-ring R and looking at the natural map αB,R :B →
B ⊗ R. (Un)fortunately this will not be a localization in general. For example, B might
be p-divisible for some prime p and R might be p-local, e.g., a pure subring of the p-
adic integers of rank larger than one. Then B ⊗ R is divisible of rank larger than the rank
of B and thus certainly not the codomain of a localization of B . We will overcome this
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localization. We will prove the following theorem.
Theorem 3. Let B be a cotorsion-free abelian group and κ,µ,λ infinite cardinals such that
|B| κ , µκ = µ, and λ = µ+. Then there exists an integral domain R that is an E-ring of
cardinality λ, such that αB,R is a localization.
Recall that an abelian group A is cotorsion-free if Hom(Ẑ,A) = {0}, i.e., A is torsion-
free, reduced and does not contain a copy of the group of all p-adic numbers for any prime
integer p. Our construction will use the Strong Black Box as presented in [7]. Actually,
our proof will be quite similar to the proof in [7, Section 2].
We will conclude the paper by constructing injective localization ι :G → M of some
Butler groups G such that M is again a Butler group. Recall that a torsion-free abelian
group G of finite rank is called a Butler group, if G is a pure subgroup of a finite direct
sum X of subgroups of Q, or, equivalently, an epimorphic image of such a group X.
Theorem 4. Let G be a Butler group of rank m > 1 such that G is p-reduced for at least 4
distinct primes p and End(G) = Z. For each nm, there exists a Butler group of rank 2n
such that ι :G → M is an injective localization.
We refer to Theorem 4.6 for a more general result.
1. Localizations and E-rings
First we recall some notations. If α :X → Y is a homomorphism and M an abelian
group, then α is perpendicular to M if α induces a bijection α∗ : Hom(Y,M) →
Hom(X,M), i.e., for each ϕ ∈ Hom(X,M) there is a unique ψ ∈ Hom(Y,M) such that
ϕ = ψ ◦ α. In this case we write α ⊥ M . Let α⊥ = {M: α ⊥ M} and ⊥M = {α: α ⊥ M}.
We say that α (or Y ) is a localization of X, if Y ∈ α⊥ and we also call Y to be α-local.
Unless stated otherwise, all tensor products are understood to be over the ring of integers Z.
If MR is an R-module such that HomZ(R,M) = HomR(R,M), then M is called an
E(R)-module.
Proposition 1.1. Let B be a torsion-free abelian group and R a ring with 1 ∈ R. The
following are equivalent:
(1) α :B → B ⊗ R with α(b) = b ⊗ 1 is a localization of B .
(2) EndZ(B ⊗ R) = EndR(B ⊗ R), i.e., all additive endomorphisms of the R-module
B ⊗ R are R-linear.
If one of the above holds, then R is an E-ring.
Proof. Assume (1) holds and let ϕ ∈ EndZ(B ⊗ R). Define ϕ˜ ∈ EndZ(B ⊗ R) by
ϕ˜(b ⊗ r) = (ϕ(b ⊗ 1))r and θ ∈ Hom(B,B ⊗ R) by θ(b) = ϕ(b ⊗ 1). Then θ = ϕ ◦ α
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with β ∈ Hom(B,B ⊗R) and define a map γ :B ×R → B ⊗R by γ (b, r)= β(b)r . Then
γ is a middle linear map that induces γˆ ∈ End(B⊗R) with γˆ (b⊗r)= β(b)r = γˆ (b⊗1)r .
Therefore γˆ ◦ α = β and it is easy to see that γˆ is unique with this property. To show that
R is an E-ring, let ϕ ∈ EndZ(R). Define ψ ∈ End(B ⊗ R) by ψ(b ⊗ r) = b ⊗ ϕ(r). We
know that ψ is R-linear, which implies that ϕ is R-linear. 
Proposition 1.2. If MR is an E(R)-module, then EndZ(MR) = EndR(MR).
Proof. Let ϕ ∈ EndZ(M). Since M is an R-module, there is some free R-module
F ≈ ⊕I R and an R-linear epimorphism π :F → M , π = ⊕i∈I πi , where πi is the
restriction of π to the ith coordinate of F and thus πi is R-linear. Let m =∑i πi(ri ) ∈ M
and r ∈ R. Now
ϕ(mr) = ϕ
((∑
i
πi(ri )
)
r
)
= ϕ
(∑
i
πi(rir)
)
=
∑
i
(ϕ ◦ πi)(rir)
=
[∑
i
(ϕ ◦ πi)(ri)
]
r = ϕ(m)r,
since ϕ ◦ πi : R → M is R-linear. 
Each localization α induces a localization functor Lα of the category of abelian groups.
It is well known and easy to show, that if R is an E-ring, then the map αZ,R :Z →R with
αZ,R(1) = 1 ∈ R is a localization of Z and all localizations of Z are of this form. We let
LR denote the localization functor induced by αZ,R . We have the following proposition.
Proposition 1.3. Let R be an E-ring. Then (αZ,R)⊥ = {M: M is an E(R)-module} and if
F is a free group of rank κ , then LR(F) ≈ F ⊗R ≈⊕κ R. Moreover, for any torsion-free
group A we have LR(A) ≈ A⊗ R if and only if A⊗R is an E(R)-module.
Proof. Let M ∈ (αZ,R)⊥. Then for each m ∈ M there is a unique ψm :R → M such
that ψm(1) = m. For m ∈ M and r ∈ R define mr = ψm(r). For r, s ∈ R define a map
f :R → M by f (s) = ψm(rs)−ψmr(s). Then f = ψu for some u ∈ M . It follows
u = f (1) = ψm(r)−ψmr(1) = ψm(r)−mr = 0.
Thus f = 0 and
(mr)s = ψmr(s) = ψm(rs) = m(rs).
This, and a few routine calculations show that M is an R-module which is also an E(R)-
module since HomZ(R,M) = {ψm: m ∈ M}. This proves (αZ,R)⊥ = {M: M is an E(R)-
module}.
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F ⊗R ∈ (αZ,R)⊥ and γ ⊥ M for all M ∈ (αZ,R)⊥, which implies that LR(F) ≈ F ⊗R by
[8, p. 222].
If B ⊗R ≈ LR(B) ∈ (αZ,R)⊥, then B ⊗R is an E(R)-module. Conversely, if B ⊗R is
an E(R)-module, it is easy to see that θ :B → B ⊗ R with θ(b) = b ⊗ 1 for all b ∈ B is
perpendicular to each M ∈ (αZ,R)⊥, which again implies LR(B) ≈ B ⊗R. 
In the next section we will see that not all localizations of free groups F are of the form
LR(F) ≈ F ⊗R for some E-ring R.
2. Localizations of free abelian groups
Let R be an additive abelian group and α :Z → R a homomorphism with α(1) = e ∈ R.
It is well known that this implies that R is an E-ring. For the sake of completeness and as
a first, easy example of how to work with localizations we include the short proof:
For each r ∈ R, there is a unique r∗ ∈ End(R) such that r∗(e) = r . Define a multiplica-
tion on R by (rs)∗ = r∗ ◦ s∗. It is easy to see that this turns R into a ring with identity
e since e∗ = idR .
Let F be a free abelian group with basis B and α :F → M a localization with α
injective. Such groups M were called self-free with basis B in [5]. For b ∈ B we define
πb :M → M to be the unique endomorphism of M with πb(α(c)) = 0 for all b 
= c ∈ B and
πb(α(b)) = α(b). It was shown in [5] that there exists an E-ring H such that πb(M) ≈ H
for all b ∈ B and ⊕b∈B α(b)H ⊆ M where α(b) is the identity element in the bth copy
of H . There is an example in [5] such that B is countable and the inclusion is proper. We
will show that there exist such M for any cardinality of B .
Theorem 2.1. Let κ be an infinite cardinal less than ℵµ, the first measurable cardinal, and
F a free group of rank κ . Then there exists a localization α :F → M such that M is not a
direct sum of κ copies of some E-ring, i.e., M 
=⊕κ H for any E-ring H , i.e., M is not a
free module of rank κ over any E-ring.
Proof. By [6] there exist a family of slender E-rings {Rα : α < κ} such that
Hom(Rα,Rβ) = 0 for all α 
= β < κ . (It can be shown that the E-rings constructed in
[6] or [7] are slender as long as the starting ring S is slender.) Let R =∏α<κ Rα . It is easy
to see that R is an E-ring. We will define certain ideals of R based on supports of elements
in R. If x = (rα)α<κ ∈ R, let [x] = {α < κ : rα 
= 0} be the support of x . We call a family
of elements xi ∈ R, i ∈ I , summable if Tα = {i ∈ I : α ∈ [xi]} is finite for all α < κ . In that
case x =∑i∈I xi is a well-defined element of R since the sum in each coordinate α < κ
is finite. We are grateful that Paul Eklof gave us the following tool to construct summable
families of elements in R.
Let F be the set of all finite subsets of κ and fix a bijection γ :F→ κ . For each w ∈F
define a set Yw = {γ (x): w ⊆ x ∈F}. Let α < κ . Then α = γ (h) for a unique h ∈ F and
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is finite as well. Note that |Yw| = κ = |κ − Yw| and Yw ∩ Yv = Yw∪v for all w,v ∈F . We
now define a subgroup M = {(r(v))v∈F : r(v) ∈ R and [r(v)] ⊆ Yv for all but finitely many
v ∈ F} of ∏v∈F R(v). (Here R(v) is the copy of R that is the vth factor of the Cartesian
product.) It is easy to see that M is a subgroup and S =⊕v∈F R(v) is contained in M . We
define 1v = (s(u))u∈F to be the element in M such that s(v) = 1 and s(u) = 0 for all u 
= v.
For the sake of convenience, we will assume that F is a basis of our free group F . Define
ε :F → M by ε(v) = 1v for all v ∈F .
Claim. ε is a localization of F .
Proof. For each v ∈F let mv = (m(u)v )u∈F ∈ M be given and assume x = (x(v))v∈F ∈ M .
We will see that y(u) =∑v∈F x(v)m(u)v ∈ R is a well-defined element of R such that [y(u)]
is contained in Yu for almost all u ∈F . This will show that y = (y(u))u∈F ∈ M .
Let α < κ and let y(u)(α) be the αth coordinate of y(u) ∈ R. We have y(u)(α) =∑
v∈F x(v)(α)m
(u)
v (α) and α ∈ [m(u)v ] for only finitely many v ∈ F since [m(u)v ] ⊆ Yu for
almost all u ∈F . Moreover,[
y(u)
]⊆ ⋃
v∈F
([
x(v)
]∩ [m(u)v ])⊆ Yu
for all but finitely many u ∈ F . This shows that y ∈ M . We can now define ψ :M → M
by ψ(x) = (y(u))u∈F and observe that ψ(1v) = mv for all v ∈F . Thus, if ϕ :F → M was
any homomorphism with ϕ(v) = mv , then ψ extends ϕ, i.e., ϕ = ψ ◦ ε. We have to show
that ψ is unique with that property. We will do this by showing that Hom(M/S,M) = 0.
Let η :M → M be a homomorphism such that η(S) = {0}. Let m = (m(u))u∈F ∈ M .
Then P =∏u∈F m(u)Z ⊆ M and η(⊕u∈F m(u)Z) ={0}. Recall that M is contained in a
Cartesian product of copies of R and R is a Cartesian product of slender rings Rα , α < κ .
Since |F | = κ < ℵµ, we have that Hom(P/(⊕u∈F m(u)Z),Rα) = 0 for all α < κ , which
implies that Hom(P/(
⊕
u∈F m(u)Z),M) = 0. This shows that Hom(M/S,M) = 0. 
Next we show that M is not the direct sum of κ copies of some E-ring H .
Suppose M is a direct sum of κ copies of some E-ring H . Then there is a localization
δ :F →⊕v∈F avH = M such that av ∈ M serves as identity element of the vth copy
of H and δ(v) = av for all v ∈ F . This implies that there is a unique θ1 :M → M such
that δ = θ1 ◦ ε and there is a unique θ2 :M → M such that ε = θ2 ◦ δ. This implies
δ = (θ1 ◦ θ2) ◦ δ and we derive that the θi are automorphisms of M and inverse to each
other. Fix u ∈F and define σu :M → M by
σu
(
δ(v)
)= {0 if u 
= v,
au if u = v, for all v ∈F .
Recall that if ϕ ∈ End(M) such that ϕ ◦ δ = 0, then ϕ = 0. Now consider (σu − θ1 ◦
πu ◦ θ2) ◦ δ. Let πu :∏v∈F R(v) → R(u) denote the natural projection onto the uth
coordinate. We have, for any v ∈F , that
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(σu − θ1 ◦ πu ◦ θ2) ◦ δ
]
(v) = σuδ(v) − (θ1 ◦ πu)
(
(θ2 ◦ δ)(v)
)
= σuδ(v) − (θ1 ◦ πu)
(
ε(v)
)= σuδ(v) − (θ1 ◦ πu)(1v)
=
{
au − θ1(1u) if u = v,
0 if u 
= v,
=
{
au − θ1(ε(u)) if u = v,
0 if u 
= v,
=
{
au − δ(u) if u = v,
0 if u 
= v, = 0
and it follows that σu = θ1 ◦ πu ◦ θ2. Now we have
M = θ2(M) = θ2
(⊕
u∈F
σu(M)
)
= θ2
(⊕
u∈F
(θ1 ◦ πu ◦ θ2)(M)
)
= θ2
(
θ1
(⊕
u∈F
R(u)
))
=
⊕
u∈F
R(u).
This is a contradiction, since by construction M 
⊕
u∈F R(u). 
Let M be an additive abelian group and R,S E-rings such that M is a free module of
rank κ over R and a free module of rank λ over S then EndS(M) = EndZ(M) = EndR(M)
and R and S are isomorphic to the center of EndZ(M). This shows that R ≈ S and M is a
free module over a commutative ring with identity of ranks κ and λ, which implies κ = λ.
This proves the following proposition.
Proposition 2.2. If R,S are E-rings and κ and λ are cardinals with ⊕κ R ≈⊕λ S as
abelian groups, then R ≈ S as rings and κ = λ.
This proves Theorem 2 of the Introduction.
Lemma 2.3. Let κ,λ > 0 be cardinals and H an E-ring. If F is a free abelian group of
rank κ and α :F →⊕λ H a localization with α injective, then κ = λ.
Proof. Let H(λ) = ⊕λ H = ⊕i<λ fiH , where fi = 1 is the unity element in the ith
copy of H . If κ < λ, then α(F ) is contained in a proper summand of H(λ) and
Hom(H (λ)/α(F ),H (λ)) 
= {0}, which is a contradiction to α being a localization. Thus, we
may assume that κ > λ. Note that EndZ(H (λ)) = EndH (H (λ)) since H is an E-ring. Let
B = {ei : i < κ} be a basis of the free group F . For i < κ , we define a map βi :F → H(λ)
by
βi(ej ) =
{
f0 if i = j,
0 if i 
= j.
Then there exist unique ϕi ∈ End(H (λ)) such that βi = ϕi ◦ α for all i < κ .
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Since α is injective, α(B) has cardinality κ . Suppose there is a finite subset I of κ and
elements hi ∈ H for i ∈ I such that ∑i∈I α(ei)hi = 0. Then
0 = ϕj (0)=
∑
i∈I
ϕj
(
α(ei)
)
hi =
∑
i∈I
βj (ei)hi = f0hj
for all j ∈ I . Thus hj = 0 for all j ∈ I .
Let M be a maximal ideal of the E-ring H and we have a field H = H/M . Let
U = H(λ)M =⊕i<λ fiM . Then
H(λ) = H(λ)/U =
⊕
i<λ
(fi +U)H
is an H -vector space. Since each ϕ :H(λ) → H(λ) is H -linear, we conclude that U is fully
invariant in H(λ).
Claim 2. G∩ U =⊕i<κ α(ei)M .
Trivially, G ∩ U ⊇⊕i<κ α(ei)M . Let I be a finite subset of κ and ri ∈ H such that∑
i∈I α(ei)ri ∈ U . Let j ∈ I . Then U  ϕj (
∑
i∈I α(ei)ri) = f0rj , and we conclude rj ∈ M
for all j ∈ I .
Now we have that
(G+U)/U ≈ G/(G∩ U) =
⊕
i<κ
(
α(ei)+U
)
H,
a vectorspace over H of dimension κ that is contained in H(λ). This implies that κ  λ,
a contradiction. We infer κ = λ. 
We are now able to improve Theorem 2.1.
Corollary 2.4. Let κ be an infinite cardinal less than ℵµ, the first measurable cardinal,
and F a free abelian group of rank κ . Then there exists a localization α :F → M such that
M is not a free module over any E-ring.
Proof. Let α :F → M be the localization constructed in Theorem 2.1. Then M is not a
free module of rank κ over any E-ring. If M is a free module of rank λ over some E-ring,
then λ = κ by Lemma 2.3. Thus M is not a free module over any E-ring. 
Definition 2.5. If F is a free abelian group of rank κ with basis B = {ei : i < κ} and H an
E-ring, we define αF,H :F →⊕i<κ fiH , fi the identity element of the ith copy of H , by
αF,H (ei) = fi for all i < κ . We call αF,H the standard H -localization of F .
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module over some E-ring S is, up to an automorphism, the standard S-localization.
Theorem 2.6. Let F be a free abelian group of rank κ and β :F → L an injective
localization such that L is a free module of rank λ over some E-ring S. Then κ = λ and
there is δ ∈ Aut(L) such that β = δ ◦ αF,S .
Proof. By Lemma 2.3, we have κ = λ. Then there exist unique ϕ,ψ ∈ End(L) such that
β = ϕ ◦ αF,S and αF,S = ψ ◦ β . This implies β = ϕ ◦ψ ◦ β and αF,S = ψ ◦ ϕ ◦ αF,S . The
uniqueness clause in the definition of localizations implies that ϕ ◦ ψ = idL = ψ ◦ ϕ, i.e.,
ϕ ∈ Aut(L) and β = ϕ ◦ αF,S . 
Another way to look at the standard S-localization αF,S is to take the tensor product
L = F ⊗Z S ≈⊕κ S and define αF,S :F → L by αF,S(x) = x ⊗ 1. If one replaces F by
some (co)torsion-free abelian group B , then one cannot expect αB,S to be a localization
for any E-ring S. In the next section we will see that there are possible choices for S such
that αB,S is still a localization.
3. Localizations of cotorsion-free abelian groups
Here our first goal is to start with a given cotorsion-free abelian group B and construct
large (E-)rings R such that B ⊗Z R is an E(R)-module. In our construction we will use the
Strong Black Box (SBB), cf. [7]. For other recent applications of the SBB see [5]. First,
we need the crucial step lemma which is at the core of any SBB construction. Our proof is
almost identical with the proof of [7, Step Lemma 2.2.2].
Lemma 3.1. Let B be a cotorsion-free abelian group and T an ℵ1-free abelian group.
Then B ⊗ T is again cotorsion-free.
Proof. Since B , T are torsion-free, so is B ⊗ T . Assume B ⊗ T contains a copy of Q,
the group of all rational numbers. Then there exists a pure, free countable subgroup S of
T such that Q ⊆ B ⊗ S ≈⊕ω B , which is impossible since B is reduced. This shows that
B ⊗ T is reduced and thus Hausdorff in the Z-adic topology.
Let Ẑ be the Z-adic completion of Z. Recall that an abelian group A is cotorsion-free
iff Hom(Ẑ,A) = {0}. We need to show that Hom(Ẑ,B ⊗T ) = 0. Let α ∈ Hom(Ẑ,B ⊗T ).
Then there exists a pure, free, and finitely generated subgroup S of T such that α(1) ∈
B ⊗S. Let π ∈ Ẑ and πn ∈ Z such that π −πn ∈ n!Ẑ. There exists a pure, free, and finitely
generated subgroup U of T such that α(π) ∈ B ⊗U and S ⊆ U is a direct summand of U ,
i.e., U = S ⊕C for some subgroup C of T and B ⊗ U = (B ⊗ S)⊕ (B ⊗ C). There exist
a unique element a ∈ B ⊗ S and some b ∈ B ⊗C such that α(π) = a + b. Note that
α(π) − α(πn) =
(
a − α(1)πn
)+ b ∈ n!(B ⊗ T )∩ (B ⊗ U)
= n!(B ⊗ S) ⊕ n!(B ⊗C)
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determined because B ⊗ S is reduced, and by α′(π) = a we may define a homomorphism
α′ : Ẑ → B ⊗ S ≈⊕rk(S) B , which is, of course, cotorsion-free. This proves α′ = 0 and
thus α(1)πn ∈ n!(B ⊗ S), which implies α(1) ∈ n!(B ⊗ S) for all n < ω. We infer that
α(1) is a divisible element of the reduced group B ⊗ S. This shows α(1) = 0, which in
turn implies α = 0, since B ⊗ T is reduced and torsion-free. We have proved that B ⊗ T
is cotorsion-free. 
Note that the tensor product of two cotorsion-free groups need not be cotorsion-free in
general. For example, Q ≈ Z[1/p] ⊗ Zp , where Zp denotes the integers localized at the
prime p. More sophisticated examples can be constructed, but we will not pursue this any
further.
We fix a cotorsion-free abelian group B . Let κ,µ,λ be infinite cardinals such that
κ  |B|, µκ = µ, and λ = µ+, the successor cardinal of µ. Moreover, let E ⊂ λ0 = {γ < λ:
cofinality (γ ) = ω} be a stationary subset of λ such that λ0 − E is stationary as well,
and {xα: α < λ} independent commuting variables such that S = Z[xα : α < λ] is the
commutative polynomial ring with λ many variables. For β  λ define Sβ = Z[xα: α < β].
Let M be the set of all monomials in the variables xα , α < λ, including the trivial
monomial 1. Then F = B ⊗Z S =⊕m∈M(B ⊗ m) a direct sum of copies of B . We will
work inside F˜ = B ⊗ Ŝ. In general, X̂ will denote the Z-adic completion of the reduced
torsion-free abelian group X. Each y ∈ F˜ has a unique presentation y =∑m∈My bm ⊗ m
where My is an at most countable subset ofM and {bm: m ∈ My} is a zero-sequence in B .
For an element y as above, we define supports. TheM-support of y is [y]M = {m ∈M:
bm 
= 0} and the λ-support of y is [y]λ = {α < λ: (∃m′ ∈M)(xαm′ ∈ [y]M)}. The support
of a set is the union of the support of its elements. Now we define norms: for α < λ, let
‖{α}‖ = α + 1 and for a subset H of λ we define ‖H‖ = sup{‖α‖: α ∈ H }. For y ∈ F̂ we
define ‖y‖ = ‖[y]λ‖ and we use sup{ } again to define the norm of a subset of F̂ .
If r ∈ Ŝ, we define, for any 0 
= b ∈ B , corresponding notions: ‖r‖ = ‖b ⊗ r‖ and
[r]λ = [b ⊗ r]λ.
For all ordinals µ< α < λ fix a bijection hα : µ → α and define hβ = idµ for all β  µ.
A module of the form B ⊗ PI where PI = Z[xα: α ∈ I ] is called a canonical submodule
if I is a subset of λ such that the cardinality of I does not exceed κ and hα(I ∩ µ) =
I ∩ hα(µ). A homomorphism ϕ :B ⊗ P ′ → B ⊗ P̂ ′ is called a canonical homomorphism
if B ⊗ P ′ is canonical and we set [ϕ] = [B ⊗ P ]′ = [P ′], [ϕ]λ = [B ⊗ P ′]λ = [P ′]λ, and
‖ϕ‖ = ‖P ′‖.
Just like in [7] one can show the following.
SBB 3.2. Let B,κ,µ,λ,E as above. Then there exists a sequence {ϕα: α < λ} of canonical
homomorphisms such that:
(1) ‖ϕα‖ ∈ E for all α < λ;
(2) ‖ϕγ ‖ ‖ϕβ‖ for all γ  β < λ;
(3) ‖[ϕγ ]λ ∩ [ϕβ]λ‖ < ‖ϕβ‖ for all γ < β < λ;
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the set {
α ∈ E: ∃β < λ such that ‖ϕβ‖ = α, ψ dom(ϕβ )= ϕβ, I ⊆ [ϕβ]λ
}
is stationary in λ.
Next we have to state and prove the crucial lemma.
Step Lemma 3.3. Fix 0 
= b∗ ∈ B , a cotorsion-free abelian group. Let P = Z[xα : α ∈ I∗]
for some subset I∗ of λ and let T be an ℵ1-free pure subring of Ŝ such that P ⊆ T . Let
αn ∈ I∗, n < ω, be a strictly increasing sequence of ordinals and I = {αn: n < ω} such
that I ∩[g]λ is finite for all g ∈ T . Let ϕ :b∗⊗P → B⊗T be a homomorphism such that ϕ
is not P -linear. Then there exists an element y ∈ P̂ such that ϕ(b⊗ y) /∈ M ′ = B ⊗ T [y]∗,
where T [y]∗ is the pure subring of Ŝ generated by T and y . Moreover, T [y]∗ is again
ℵ1-free. (The element y can be chosen to have the form y = x or y = x + wπ where
x =∑n<ω n!xαn , π ∈ Ẑ, and w ∈ T .)
Proof. First we observe that if T is a pure subring of Ŝ , then B ⊗ T is pure in B ⊗ Ŝ.
Suppose that nϕ is P -linear for some n ∈ N. Then, for any r ∈ P , we have
n
[
ϕ(b∗ ⊗ r)]= (nϕ)(b∗ ⊗ r) = [(nϕ)(b∗ ⊗ 1)]r = n[ϕ(b∗ ⊗ 1)]r,
which implies ϕ(b∗ ⊗ r) = ϕ(b∗ ⊗ 1)r and ϕ would be P -linear. Now define y =∑
i<ω i!xαi ∈ P̂ and T ′ = T [y]∗. Note that B ⊗ T [y] =
⊕
i<ω(B ⊗ T )yi .
Assume ϕ(b∗ ⊗ y) ∈ B ⊗ T ′. Then there are k,n ∈ N and mi ∈ B ⊗ T such that:
(1) kϕ(b∗ ⊗ y) =∑ni=0 miyi .
Case A: n 1, i.e., kϕ(b∗ ⊗ y) = m0 +m1y .
Since kϕ is not P -linear, there is some r1 ∈ P such that kϕ(b⊗r1) 
= m1r1. Since B⊗T
is cotorsion-free, by Lemma 3.1, there is some π ∈ Ẑ such that
π
(
ϕ(b∗ ⊗ r1)−m1r1
)
/∈ Q(B ⊗ T ).
Now define z = y + πr1 and T ′′ = T [z]∗.
Assume ϕ(b∗ ⊗ z) ∈ B ⊗ T ′′. Then there are k′, n′ ∈ N and m′i ∈ B ⊗ T such that:
(2) k′ϕ(b∗ ⊗ z) =∑n′i=0 m′izi . Subtracting k′ times (1) from k times (2), one obtains
kk′ϕ(b∗ ⊗ πr1) =
n′∑
i=0
km′izi − k′m0 − k′m1y.
Comparing supports yields n′ = 1, and thus
kk′ϕ(b∗ ⊗ πr1) = km′0 − k′m0 + πkm′1r1 +
(
km′1 − k′m1
)
y.
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π
(
kk′ϕ(b∗ ⊗ r1)− k′m1r1
)= km′0 − k′m0 ∈ B ⊗ T ,
which means π(kϕ(b∗ ⊗ r1)−m1r1) ∈ Q(B ⊗ T ), a contradiction. This shows that in this
case A, either T ′ or T ′′ will work.
Case B: n > 1. Recall that kϕ(y) =∑ni=0 miyi and we may assume that mn 
= 0. Since
M = B ⊗ T is cotorsion-free, there is some π ∈ Ẑ such that πmn /∈ QM , a pure subgroup
of B ⊗ T̂ . Let z = y + π1, 1 ∈ T . Then z ∈ P̂ and we assume ϕ(b∗ ⊗ z) ∈ B ⊗ T [z]∗,
which means that there are k′, n′ ∈ N and m′′ ∈ B ⊗ T such that:
(3) k′ϕ(b∗ ⊗ z) =∑n′i=0 m′izi . We multiply (1) by k′ and subtract it from k times (3) and
get
(4) kk′ϕ(b∗ ⊗ π) = k∑n′i=0 m′i (y + π)i − k′∑ni=0 miyi . Comparing supports, we
conclude n = n′ and kmn′ − k′mn = 0. Moreover,
km′n−1y
n−1 − k′mn−1yn−1 + km′nπ
(
n
n − 1
)
yn−1 = 0
and, by substitution of the prior equation, we obtain
nk′mnπ = k′mn−1 − km′n−1 ∈ B ⊗ T ,
which is a contradiction of the choice of π . 
Here is the theorem that we want to prove:
Theorem 3.4. Let B be a cotorsion-free abelian group and κ , µ, λ infinite cardinals
such that |B|  κ , µκ = µ, and λ = µ+ the successor cardinal of µ. Then there exists
an E-ring R such that R+, the additive group of R, is ℵ1-free, has cardinality λ, and
HomZ(R+,B ⊗ R) = HomR(R+,B ⊗ R), i.e., B ⊗R is an E(R)-module.
Proof. Again, we mostly copy the proof in [7, Section 2]. We fix an element 0 
= b∗ ∈ B .
Let (ϕα)α<λ be the sequence of canonical homomorphism given in SBB 3.2. For α < λ, let
B ⊗ Pα = dom(ϕα) = B ⊗ Z
[
xα: α ∈ [ϕα]λ
]
.
By transfinite induction, we will define elements yγ ∈ P̂γ , γ < λ, and subrings Rγ ⊂ Ŝ
such that for all γ < β < λ we have:
(1) ‖yγ ‖ = ‖Pγ ‖(= ‖ϕγ ‖).
(2) Rβ = (S[yγ : γ < α])∗, a pure subring of Ŝ, and Rγ ⊆ Rβ for all γ < β < λ.
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We start with R0 = S. Note that S+ is free abelian. If β is a limit ordinal, we define
Rβ =⋃γ<β Rγ . If H is a pure subgroup of finite rank of Rβ , then H ⊆ Rγ for some
γ < β since all Rγ are pure in Ŝ. By induction hypothesis, Rγ is ℵ1-free, and we infer
that H is free. This shows that Rβ is ℵ1-free.
Given that Rβ has been defined satisfying (1)–(3), we now define Rβ+1. Since ‖ϕβ‖
has countable cofinality, there are ordinals α1 < α2 < · · · < αn < αn+1 < · · · (n < ω)
in [ϕβ ]λ such that ‖ϕβ‖ = supn<ω{αn}. Let I = {αn: n < ω}. Then
(∗) ‖I ∩ [g]λ‖ < ‖ϕb‖ and I ∩ [g]λ is finite for all g ∈ B ⊗ Rβ by clauses (2) and (3)
of SBB 3.2.
Case 1: (ϕβ)b∗⊗Rβ : b∗ ⊗ Pβ → B ⊗ Rβ and is not Pβ -linear.
We apply our Step Lemma 3.3 and find an element yβ = ∑i<ω i!xαi or yβ =∑
i<ω i!xαi + πw with w ∈ Pβ such that for Rβ+1 = (Rβ [yβ])∗ ⊆ Ŝ we have
ϕβ(b
∗ ⊗ yβ) /∈ B ⊗ Rβ+1. One can use (∗) and the fact that Rβ is ℵ1-free to show
that each pure subgroup of finite rank of Rβ+1 is free. Thus Rβ+1 is ℵ1-free.
Case 2: The negation of case 1. Here we define yβ = ∑i<ω i!xαi and Rβ+1 =
(Rβ [yβ ])∗ ⊆ Ŝ.
Now we define R =⋃α<λ Rα and observe that R is a pure, ℵ1-free subring of Ŝ. We
list some properties of elements of R, cf. [7, Lemma 2.2.4].
(4) The set {yβ : β < λ} is independent over S.
(5) If g ∈ R − S, then there is a finite subset N of λ such that g ∈ QS[yβ : β ∈ N] and
[g]λ ∩ [y]λ is infinite iff β ∈ N . If ‖g‖ is a limit ordinal, then ‖g‖ = ‖ymax(N)‖.
We now state [7, Lemma 2.2.5]: let R(α) = {g ∈ Rα : ‖g‖ < α}. Then
(6) R ∩ P̂β ⊆ Rβ+1 for all β < λ.
(7) {R(β): β < λ} is a λ-filtration of R into a smooth chain of subrings.
(8) If α,β < λ are ordinals such that ‖ϕβ‖ = α, then R(α) ⊆ Rβ .
Now we are able to prove that HomZ(R+,B ⊗R) = HomR(R+,B ⊗ R).
Let ϕ :b∗ ⊗ R+ → B ⊗ R be a homomorphism. Assume that ϕ is not R-linear. Then
there is some r1 ∈ R such that ϕ(b∗ ⊗ r1) 
= [ϕ(b∗ ⊗ 1)]r1.
Pick α ∈ λ0 − E and I = {α1 < α2 < · · · < αn < αn+1 < · · · (n < ω)} ⊂ λ with
α = sup(I). Then I ∩ [g]λ is finite for all g ∈ R. By the Step Lemma 3.3, there is an
element y ∈ Ŝ such that ϕ(b∗ ⊗ y) /∈ B ⊗ R[y]∗. By the SBB 3.2, the set
E′ = {α ∈ E: ∃β < λ with ‖ϕβ‖ = α, ϕ b∗⊗Pβ= (ϕβ) b∗⊗Pβ , [y]λ ∪ [r1]λ ⊆ [ϕβ]λ}
is stationary in λ. Recall that B ⊗ Pβ = dom(ϕβ). Since {R(α): α < λ} is a λ-filtration
of R, the set
C = {α < λ: ϕ(b∗ ⊗ R(α))⊆ B ⊗ R(α)}
is a cub in λ. (Here we use that λ = µ+ is a regular cardinal.) Now let α ∈ E′ ∩ C.
Then ϕ(b∗ ⊗ R(α)) ⊆ B ⊗ R(α) and there is some ordinal β < λ such that ‖ϕβ‖ = α
and ϕ b∗⊗Pβ= (ϕβ) b∗⊗Pβ . Moreover, we have y, r1 ∈ P̂β and R(α) ⊆ Rβ and ϕ b∗⊗Pβ
:b∗ ⊗ Pβ → b∗ ⊗ P̂β is not Pβ -linear. Also, Pβ ⊆ S with ‖Pβ‖ = α and therefore
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Pβ -linear. By our construction we have that Rβ+1 = Rβ [yβ]∗ such that ϕ(b∗ ⊗ yβ) =
ϕβ(b
∗ ⊗ yβ) /∈ B ⊗ Rβ+1. On the other hand,
ϕβ(b
∗ ⊗ yβ) = ϕ(b∗ ⊗ yβ) ∈ (B ⊗ R)∩ B ⊗ P̂β ⊆ Rβ+1,
a contradiction. This shows that no such ϕ exists and therefore B ⊗ R is an E(R)-module.
By Proposition 1.2, we have that EndZ(B ⊗ R) = EndR(B ⊗ R) and R is an E-ring by
Proposition 1.1. 
Our construction yields examples of localizations.
Corollary 3.5. Let B be a cotorsion-free abelian group. Then there is a proper class of ℵ1-
free E-rings R such that the natural homomorphism αB,R :B → B ⊗ R with αB,R(b) =
b ⊗ 1 for all b ∈ B is a localization. The class of all E(R)-modules, i.e., (αZ,R)⊥, is
contained in the class (αB,R)⊥, but equality does not hold in general.
Proof. Given a cotorsion-free group B and cardinal λ, let R be the ℵ1-free E-ring
constructed in Theorem 3.4. We showed at the end of its proof that EndZ(B ⊗ R) =
EndR(B⊗R). By Proposition 1.1, we have that αB,R :B → B⊗R with αB,R(b) = b⊗1for
all b ∈ B is a localization. Let M be an E(R)-module and β :B → M be a homomorphism.
Then there is a homomorphism β˜ :B ⊗ R → M with β˜(b ⊗ r) = β(b)r for all b ∈ B
and r ∈ R, i.e., β = β˜ ◦ αB,R . Now M is an E(R)-module and the R-module B ⊗ R is an
epimorphic image of a free R-module, which implies that HomZ(B⊗R,M) = HomR(B⊗
R,M) and therefore β˜ with β = β˜ ◦ αB,R is unique. This shows M ∈ (αB,R)⊥ for any
E(R)-module M . On the other hand, if A is any abelian group with Hom(B,A) = {0}, then
Hom(B ⊗ R,A) = {0} as well, since B ⊗ R is an epimorphic image of a direct sum of
copies of B . This shows A ∈ (αB,R)⊥ even if A is not an E(R)-module. 
In this paper we restrict our attention to localizations of cotorsion-free abelian groups,
because localizations of cotorsion groups are not very interesting as the next result shows.
Proposition 3.6. Let p be a prime and Jp the additive group of p-adic integers and
α :Jp → H an injective homomorphism with H torsion-free and reduced. Then α is a
localization if and only if H ≈ Jp and α is an isomorphism.
Proof. Let α(1) = h1 ∈ H . Then h1 has finite p-height n in H and there is some h0 ∈ H
with pnh0 = h1. Then H = h1Jp ⊕ K , because Jp is pure-injective. Now consider
β :Jp → h1Jp with β(1) = h0. This map factors through α only if n = 0. Thus, if α is
a localization, then α(1) = h0 with H = h0Jp ⊕K for some subgroup K of H . Moreover,
Hom(K,Jp ⊕K) = {0}, which shows that K = {0} and α is an isomorphism. The converse
is trivial. 
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The most prominent class of abelian torsion-free groups B of finite rank (tffr groups)
is the class of Butler groups, i.e., B is a finite sum of rank one groups, or, equivalently,
an epimorphic image of a finite direct sum of rank one groups. We concern ourselves with
the existence of localizations of Butler groups that have a codomain that is again a Butler
group. We will also construct localizations of tffr Butler groups B of the form αB,R where
the same E-ring R does the job for a large class of tffr Butler groups B . We will fix a prime
p and T a finite, p-locally free lattice of types, i.e., τ (p) = 0 for each τ ∈ T . Let B(T ) be
the class of all tffr Butler groups with type set contained in T . First we will show that tffr
E-rings hardly ever have an additive group that is a Butler group.
Theorem 4.1. Let R be a tffr E-ring such that R+ is a Butler group. Then the following
hold:
(1) If R+ is strongly indecomposable, then R is a subring of Q.
(2) R is quasi-equal to a ring direct product R1 × R2 × · · · × Rm such that all Rj are
subrings of Q with Hom(Ri,Rj ) = {0} for all i 
= j .
Proof. We only have to show (1) because (2) follows from (1) and [1, Theorem 14.7].
Since R+ is strongly indecomposable, QR is a field. This means that for every 0 
= r ∈ R
there is some r ′ ∈ R and n ∈ N such that rr ′ = n1, 1 ∈ R. For x ∈ R+, let τ (x) denote the
type of the element x ∈ R+. Then we have
τ (r) τ (r)∨ τ (r ′) τ (rr ′) τ (n1) = τ (1) τ (1)∨ τ (r) τ (1r) τ (r).
This shows that τ (1) = τ (r) for all 0 
= r ∈ R and R+ is a homogeneous tffr Butler group,
thus completely decomposable and strongly indecomposable, which means that R+ has
rank 1. 
We note that the above proof shows the following: if R is any torsion-free ring such that
QR is a division-ring, then R+ is homogeneous.
Next we show the existence of some special, large E-rings.
Theorem 4.2. Let p be a prime and µ,λ infinite cardinals such that µℵ0 = µ and λ = µ+.
Then there exists a torsion-free E-ring H of cardinality λ, such that:
(1) H+ is ℵ1-free and therefore homogeneous of type 0 = τ (Z).
(2) If 1/p /∈ Y is a subgroup of Q, then YH is an E(H)-module.
(3) If 1/p /∈ Y is a subring of Q, then YH is an E-ring.
Proof. Using the notations in [7, Section 2], we specify R = Zp , the ring of integers
localized at the prime p, and S = {pn: n < ω}. Then we apply the construction in [7,
Section 2] and obtain an ℵ1-free E-ring R˜ such that R[xα : α < λ] ⊆ R˜ ⊆ ̂R[xα : α < λ],
the p-adic completion of the polynomial ring R[xα : α < λ]. Moreover, there are elements
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w ∈ R[xα: α < λ]. Note that for F = R[xα, yα: α < λ] one has R˜/F is torsion. By
the nature of the SBB construction, F is a polynomial ring. Let H/F be the p-torsion
part of R˜/F . Then H is a subring of R˜ and R˜ = RH . Let Y be a subring of Q and
ϕ ∈ End(YH+). Then there is a unique ϕ˜ ∈ End(R˜+) such that ϕ˜ YH= ϕ. Since R˜ is
an E-ring, there is some a ∈ R˜ such that ϕ˜ = a with a = ϕ˜(1) = ϕ(1) ∈ YH . Thus
ϕ = a and YH is an E-ring. If Y is just a subgroup of Q, then a similar argument shows
that HomZ(H,YH) = HomH(H,YH), i.e., YH is an E(H )-module. The same support
argument that is used to show that R˜ is an ℵ1-free R-module can be used to show that H
is an ℵ1-free Z-module. 
Definition 4.3. If p is a prime and H an E-ring such that H+ is homogeneous of type 0
and Zp ⊗ H is an E-ring as well, then we call H a p-stable E-ring. Recall that Zp denotes
the integers localized at the prime p.
It follows easily from the definitions that if X is a subgroup of Zp , then X ⊗ H is an
E(H )-module for any p-stable E-ring H . We will see that p-stable rings make localizations
for many tffr Butler groups.
Theorem 4.4. Let T be a p-locally free finite lattice of types and G ∈ B(T ). If H is a
p-stable E-ring, then αG,H :G → G⊗ H is a localization. If, in addition, H+ is ℵ1-free,
then G and G⊗ H have the same set of types.
Proof. It is well known that G is a pure subgroup of a completely decomposable group
X =⊕ni=1 Xi where the Xi are subgroups of Q with type τ (Xi) ∈ T . Then X ⊗ H =⊕n
i=1(Xi ⊗ H) is a direct sum of E(H )-modules and G ⊗ H is a submodule of X ⊗ H .
Thus G⊗ H is an E(H )-module. The rest of the first claim follows from Propositions 1.2
and 1.1. If H+ is ℵ1-free and w ∈ G ⊗ H then there is a pure, free subgroup F of H+
of finite rank such that w ∈ G ⊗ F ≈ ⊕rank(F ) B , a pure subgroup of G ⊗ H . By [2,
Lemma 3.1.3], the typeset of G is closed under meets and therefore type(w) is an element
of the type set of G. 
So far, all localizations of Butler groups had infinite rank and were no longer Butler
groups. We will now construct localizations of many Butler groups that are again Butler
groups of finite rank. First we introduce some notations: let P = {pi : i < ω} be some list
of distinct prime numbers. Let Si = Z[1/pi], subrings of Q.
Theorem 4.5. Let G be a Butler group of rank m > 1 such that:
(1) G is pi -reduced for i = 1,2,3,4.
(2) End(G) = idG Z.
Then, for any n > m, there exists an injective localization α :G → M such that M is a
Butler group of rank 2n.
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assume that
⊕m
i=1 biZ ⊆ G ⊆
⊕m
i=1 biQ. We define subgroups of V = U × U . Let
M1 = (G ⊕ [⊕ni=m+1 biS1]) × {0}, M2 = {0} × (⊕ni=1 biS2), M3 =⊕ni=1(bi, bi)S3, and
finally M4 =⊕ni=1(bi, biθ)S4 where θ is the linear map with
η(bi) = (θ − 2 id)(bi) =
{
bi+1 if 1 i  n − 1,
0 if i = n.
Let M =∑4j=1 Mj , a Butler group of rank 2n, and ϕ ∈ End(M). Note that Mi ∩Mj = {0}
for all 1  i 
= j  4. Since G has no free summands and is pi -reduced, we have
that Hom(G,Sj ) = {0} for 1  j  4. This shows ϕ(G) ⊆ G and ϕ(M1) ⊆ M1. Also,
ϕ(Mj) ⊆ Mj for 2  j  4 since G is pi -reduced for 1  i  4. Routine computations
show that ϕ = ψ × ψ and ψ = ∑n−1i=0 riηi , cf. [2, Example 1.1.6]. If ψG = 0, then
0 = ψ(b1) = r0b1 + r1b2 + · · · + rn−1bn, which implies that ri = 0 for all 0 i  n − 1,
i.e., ψ = 0. This shows that Hom(M/G,M) = {0}. On the other hand, if γ ∈ Hom(G,M),
then γ (G) ⊆ G and γ ∈ End(G) = idG Z, which extends to an endomorphism of M since
M is an S0-module. This shows that the natural embedding ι :G → M is a localization. 
We conclude this paper with a modification of the previous construction. Many Butler
groups G constructed in [2] satisfy the hypotheses of the next theorem.
Theorem 4.6. Let G be a Butler group of rank m> 1, q a prime and S a subring of Q such
that:
(1) G is an S-module and there exist four primes pi 
= q such that G is pi -reduced for
1 i  4.
(2) G has a fully invariant free S-submodule F of rank m.
(3) G does not have a direct summand isomorphic to S.
Then there exists, for each n ∈ N, an injective localization α :G → H such that H is a
Butler group of rank 2nm and End(H)≈ End(G).
Proof. We use the same notations as in the previous proof and set T = S∏1i4 Si . Note
that 1/q /∈ Si = Z[1/pi]. Let Gn = G⊕ (⊕ni=2 F (i)) be a direct sum of G and n−1 copies
of F ⊂ G and Fn =⊕ni=1 F (i), a submodule of Gn. We define submodules Hj of([
G+ F (1)T ]⊕( n⊕
i=2
F (i)T
))
×
(
n⊕
i=1
F (i)T
)
as follows:
H1 =
(
G⊕
[(
n⊕
i=2
F (i)
]
S1
))
× {0}, H2 = {0} × (FnS2),
H3 =
{
(x, x): x ∈ Fn
}
S3, H4 =
{
(x, x(q idFn +θ): x ∈ Fn
}
S4.
428 M. Dugas / Journal of Algebra 278 (2004) 411–429Here θ is the S-linear map that shifts the ith co-ordinate of Gn onto the (i + 1)th and maps
the last one, F (n), onto 0. Let H =∑4i=1 Hi and define α :G → H by gα = (g,0, . . . ,0)×
(0, . . . ,0) ∈ H1. Note that each Hi is fully invariant in H , as Hom(G,T ) = {0} (by (3))
and some routine calculations show, and H is naturally an End(G)-module by (2). Let
η ∈ End(H). Then η = ϕ × ϕ with ϕ ∈ End(H1) as well as ϕ ∈ End(H2). This implies
ϕ ∈ End(Gn) and ϕ = (ϕij )1i,jn where ϕi,j :G(i) → G(j). Since H4η ⊆ H4, we obtain
that ϕ and θ commute. This implies that ϕij = 0 for all i > j and ϕ1j = ϕ1+k,j+k for all
1 k  n− j . Thus ϕ has the form
ϕ =

ϕ11 ϕ12 · · · ϕ1n
0 ϕ11
. . .
. . .
...
. . .
. . . ϕ12
0 · · · 0 ϕ11

and ϕ1j ∈ Hom(G,F (j)T ) = {0} for j  2. It is now easy to see that αϕ = 0 implies ϕ = 0.
Moreover, End(H)≈ End(G) as promised. For any ψ ∈ Hom(G,H) we have
Gψ ⊆ Y = ([(G+ F (1)T )⊕ {0} ⊕ · · · ⊕ {0}]× [{0} ⊕ · · · ⊕ {0}])∩ H.
We need to show that Y = G. Trivially, G ⊆ Y . Let y ∈ Y . Then there exist g ∈ G and
ai ∈ F (i)S1 for i  2, and bi ∈ F (i)S2, ci ∈ F (i)S3, di ∈ F (i)S4 for i  1 such that
y = [(y,0,0, . . . ,0)× (0,0, . . . ,0)]
= (g, a2, . . . , an)× (0,0, . . . ,0)+ (0,0, . . . ,0)× (b1, b2, . . . , bn)+ (c1, c2, . . . , cn)
× (c1, c2, . . . , cn)+ (d1, d2, . . . , dn)× (qd1, qd2 + d1, . . . , qdn + dn−1).
This implies y = g + c1 + d1 and 0 = b1 + c1 + qd1. Thus qd1 ∈ F (1)S4 ∩ (F (1)S2 +
F (1)S3) = F (1). This shows that d1 ∈ (1/q)F (1) ∩F (1)S4 = F (1). We infer that d1 ∈ F and
a similar argument shows that c1 ∈ F (1). It follows that y = g + c1 + d1 ∈ G. This shows
that ψ ∈ End(G) and therefore extends to
ψ˜ =

ψ 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 ψ
 ∈ End(H)
and we have that α is an injective localization. 
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