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With the rapid development of Internet and the emergency of new network 
application, Users of Internet begin to "writing" page and join in the construction of 
the Internet from only "reading" page. And more and more subjective data with users' 
sentiment is created by Internet users, and It's more useful of the summarized 
sentiment retrieved from the subjective data. Under this context, text sentiment 
analysis technology came into being.  
Text sentiment analysis in recent years become a new hot research field. The text 
sentiment analysis can be divided into the vocabulary level, sentence level and 
document level based on the studying granularity. Recently studying of text sentiment 
analysis of vocabulary level has rule-based method and machine learning based 
methods. And the most used method for Chinese text sentiment analysis is rule-based 
method. Rule-based methods, usually with a higher accuracy rate, but recall rate is 
poor. To this point, a thorough research for  Chinese text sentiment analysis is made 
in this paper. 
First, for the inadequate of rule-based method, a new sentiment word recognition 
method  based on CRF is given. The sentiment word recognition is trade as 
Sequence tagging in the method and related tagging set, feature templates and the 
methods of feature validation and feature selection are given. The experimental results 
verify the validity of the automatic sentiment word recognition based on CRF. 
Secondly , for the inadequate of traditional sentiment trend computing base on 
word similarity, an improved sentiment trend computing method based on word 
similarity is presented in this paper. The method is based on the benchmark sentiment 
word selection algorithm using clustering algorithm, which overcomes shortcoming of 
the inconsistent between the words similarity and sentiment trend between the two 
word. The experimental results show that the method is better than the traditional 
word sentiment trend computing method in accuracy. 
Finally, a method used for automatically retrieving sentiment abstracts is 















computing of evaluation phase and evaluation objects clustering. The experimental 
results shows the feasibility of this method. 
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