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Abstract
Quaternionic projective planeHP 2 is the next simplest conjugacy class of the symplectic
group SP (6) with pseudo-Levi stabilizer subgroup after the sphere S4 ≃ HP 1. Its quanti-
zation gives rise to a module category Ot
(
HP 2
)
over finite-dimensional representations of
Uq
(
sp(6)
)
, a full subcategory in the category O. We prove that Ot
(
HP 2
)
is semi-simple
and equaivalent to the category of quantized equivariant vector bundles on HP 2.
Key words: quaternionic Grassmannians, quantum symplectic group, module category, cotravariant
form.
AMS classification codes: 17B10, 17B37, 53D55.
1 Introduction
With every point t of a maximal torus T of a simple complex algebraic groupG one can associate a
subcategory Ot in the category O of the corresponding quantum group, Uq(g). This subcategory
is stable under the tensor product with the category Finq(g) of finite-dimensional (quasi-classical)
Uq(g)-modules. As a Finq(g)-module category, it is generated by a base moduleMt, whose locally
finite part of End(M), in generic situation, is an equivariant quantization A of the coordinate ring
of Ct = AdG(t), the conjugacy class of t. If the category Ot is semi-simple, then its objects can
be regarded as ”representations” of quantum equivariant vector bundles on AdG(t). According
to the famous Serre-Swan theorem [S, Sw], global sections of vector bundles on an affine variety
1
are finitely generated projective modules over its coordinate ring. Finitely generated projective
right A-modules equivariant with respect to Uq(g) can be viewed as quantum equivariant vector
bundles. They constitute a Finq(g)-module category, Projq(A, g).
The equvalence of Finq(g)-module categories Ot and Projq(A, g) is established via functors
acting on objects as Projq(A, g) ∋ Γ 7→ Γ ⊗A M ∈ Ot and Ot ∋ M
′ 7→ Hom◦C(M,M
′) ∈
Projq(A, g), where the circle designates the locally finite part. The module M is absent in the
classical picture as there is no faithful irreducible representation of the classical coordinate ring.
Vector bundles on non-commutative spaces are of interest in the non-commutative geometry
[C] and its applications to mathematical physics [DN]. There is one more area of their appli-
cations in connection with the theory of symmetric pairs and universal K-matrices, [Let, Kolb].
If the class Ct is a symmetric space, there is a solution to the reflection equation [KS] defining
a coideal subalgebra B ⊂ Uq(g) and realizing A as the subalgebra of B-invariants in the Hopf
algebra Cq[G] dual to Uq(g). In the classical limit, B turns into the centralizer U(k
′) of a point
t′ ∈ Ct, which is isomorphic to the centralizer U(k) of the point t. The representation theory of
B is a hard topic since t′ 6∈ T and the triangular decomposition of B is not compatible with that
of Uq(g). The category Ot, if semi-simple, plays the role of a bridge between Projq(A, g) and the
category of finite-dimensional U(k)-modules via a chain of equivalences, see e.g. [M4].
In the present paper we study the category Ot for G = SP (6) and t ∈ T one of 6 points with
the stabilizer ≃ SP (4)×SP (4). In this case, AdG(t) is the quaternionic plane HP
2 which enters
one of the two infinite series HP n of rank one non-Hermitian symmetric conjugacy classes. The
other series comprises even spheres and has been studied in [M4]. We prove that the base module
Mt is irreducible and explicitly construct an orthonormal basis with respect to the contravariant
form on it. Our approach is based on viewing Mt as a module over Uq(l) ⊂ Uq(g), where
l ≃ gl(2)⊕ sp(2) is the maximal reductive Lie subalgebra of k that U(l) is quantized as a Hopf
subalgebra in Uq(g). This is the content of Section 2.
In Section 3, we prove semi-simplicity of the category Ot. It is an illustration of the com-
plete reducibility criterion for the tensor products based on a contravariant form and Zhelobenko
extremal cocycle [M4, M5, Zh]. We show that for every finite-dimensional quasi-classical Uq(g)-
module V the tensor product V ⊗Mt is completly reducible and its simple submodules are in
bijection with simple k-submodules in the classical g-module V . This way we establish equiva-
lence of Ot and Fin(k) as Abelian categories.
2
1.1 Quantum group Uq
(
sp(6)
)
and basic conventions
We fix the notation g = sp(6), k = sp(4) ⊕ sp(2) and l = gl(2) ⊕ sp(2). There are inclusions
g ⊃ k ⊃ l of Lie algebras, which we describe by inclusions of their root bases as follows. Both k
and l are reductive subalgebras of maximal rank, i. e. they contain the Cartan subalgebra h of
g. Fix the inner product on h such that the long root has length 2. There is an orthornormal
basis of weights {εi}
3
i=1 ∈ h
∗ such that R+g = {εi ± εj}i<j ∪ {2εi}
3
i=1. The roots αi = εi − εi+1,
i = 1, 2, and α3 = 2ε3 form a basis of simple roots Πg. The basis of simple roots of k is
Πk = {α1, 2α2+α3, α3}. Note that the root 2α2+α3 is not simple, so k is not a Levi subalgebra
in g. On the contrary, l is the maximal subalgebra in k that is Levi in g. Its basis of simple roots
is Πl = {α1, α3}.
The quantum group Uq(g) is a C-algebra generated by the simple root vectors (Chevalley
generators) ei, fi, and invertible Cartan generators q
hi, i = 1, 2, 3. The elements q±hi generate a
commutative subalgebra U~(h) in U~(g) isomorphic to the polynomial algebra on a torus. They
obey the following commutation relations with ei, fi:
qhiej = q
(αi,αj)ejq
hi qhifj = q
−(αi,αj)fjqhi i, j = 1, 2, 3.
Furthermore, [ei, fj] = δij
qhi−q−hj
q−q−1 for all i, j = 1, 2, 3. The non-adjacent positive Chevalley
generators commute while the adjacent generators satisfy the Serre relations
[ei, [ei, ej]q]q¯ = 0, i, j = 1, 2, i 6= j, [e3, [e3, [e3, e2]q2 ]]q¯2 = 0, [e2, [e2, e3]q]q¯ = 0,
where [x, y]a = xy−ayx, x, y ∈ Uq(g), a ∈ C, and q¯ = q
−1. Similar relations hold for the negative
Chevalley generators fi on replacement fi → ei, which extends to an involutive automorphism of
U~(g) with σ(hi) = −hi. Its composition ω = σ ◦ γ with the antipode γ preserves multiplication
and flips the comultiplication
∆(fi) = fi ⊗ 1 + q
−hi ⊗ fi, ∆(q±hi) = q±hi ⊗ q±hi, ∆(ei) = ei ⊗ qhi + 1⊗ ei.
The Serre relations are homogeneous with respect to the Uq(h)-grading via its adjoint action
on Uq(g). They are determined by the corresponding weight, so we refer to a relation by its
weight in what follows.
We remind that a total ordering on the set of positive roots is called normal if any α ∈ R+
presentable in a sum α = µ + ν with µ, ν ∈ R+ lies between µ and ν. Recall that a reductive
Lie subalgebra l ⊂ g of maximal rank is called Levi if it has a basis Πl of simple roots which is
a part of Π. Then there is an ordering such that every element of R+
g/l is preceding all elements
of Rl. In this paper, l designates the sublagebra gl(2)⊕ sp(2).
With a normal ordering one can associate a system f˜α ∈ Uq(g−) of elements such that
normally ordered monomials in f˜α form a PBW-like basis in Uq(g−). In particular, the algebra
Uq(g−) is freely generated over Uq(l−) by the ordered monomials in fα with α ∈ R+g/l. In the
classical limit, the elements f˜α form a basis of root vectors in g−.
By Λg we denote the root lattice of g, i.e. the free Abelian group generated by the fundamental
weights. The semi-group of integral dominant weights is denoted by Λ+g . All Uq(g)-modules are
assumed diagonalizable over Uq(h). A non-zero vector v of Uq(h)-module V its is said to be of
weight µ ∈ h∗ if qhαv = q(α,λ)v for all α ∈ Π+. Vectors of weight µ span a subspace in V denoted
by V [µ]. The set of weights of V is denoted by Λ(V ). Character of a Uq(h)-module is defined as
a formal sum
∑
µ∈Λ(V ) dimV [µ]µq
µ. We write ch(V ) 6 ch(W ) if dimV [µ] 6 dimW [µ] for all µ
and ch(V ) < ch(W ) if this inequality is strict for some µ.
We say that a property holds for all q meaning q not a root of unity. We say it is true for
generic q if it holds upon extension of scalars to the local ring of rational functions in q regular
at q = 1.
2 Base module for HP 2
In this section we study a Uq(g)-moduleM that generates the category of our interest. We prove
its irreducibility and construct an orthonormal basis with respect to a contraviant form on it.
Set δ = 2α2 + α3 and fδ = f
2
2 f3 − (q
2 + q¯2)f2f3f2 + f3f
2
2 . It is easy to check that fδ
commutes with f3 and e3. Let Mˆλ denote the Verma module with highest weight λ such that
q2(λ,ε3) = 1, q2(λ,ε1) = q2(λ,ε2) = −q−2 = q(λ,ε1+ε2). Define M as the quotient of Mˆλ by its proper
submodules generated by singular vectors f11λ, f31λ, and fδ1λ. It is isomorphic to Uq(g−)/J as
a Uq(g−)-module, where J ⊂ Uq(g−) is the left ideal generated by f1, f3, fδ.
The module M supports quantization of the conjugacy class HP 2 in the sense that an equiv-
ariant quantization Cq[HP
2] of its affine coordinate ring can be realized as a Uq(g)-invariant
subalgebra in End(M). An explicit formulation in terms of generators and relations can be
found in [M2]. We do not use it in this presentation.
As l is a Levi subalgebra in g, its universal enveloping algebra is quantized to a Hopf subal-
gebra Uq(l) ⊂ Uq(g). The module M is a quotient of the parabolic Verma module of the same
weight, by the submodule generated by fδ1λ. It follows that M is locally finite over Uq(l), [M5].
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2.1 Uq(l)-module structure of M
We identify a subalgebra Uq
(
sl(3)
)
⊂ Uq(g) that plays a role in this presentation. Set ξ =
α1 + α2 + α3 and θ = α1 + 2α2 + α3 and define
fξ = [[f1, f2]q¯, f3]q¯2, fθ = [f2, fξ]q, eξ = [e3, [e2, e1]q]q2 , eθ = [eξ, e2]q¯.
Remark that eφ is proportional to σ(fφ) for φ = ξ, θ. The set {fξ, eξ, q
±hξ} forms a quantum
sl(2)-triple with [eξ, fξ] = [2]q[hξ]q.
Proposition 2.1. The elements e2, f2, q
±h2, eξ, fξ, q±hξ generate a subalgebra Uq(m) ⊂ Uq(g)
isomorphic to Uq
(
sl(3)
)
, with the set of simple roots {α2, ξ}.
Proof. Observe that the set Rm = {±α2,±ξ,±θ} ⊂ h
∗ is a root system of the sl(3)-type with
(ξ, ξ) = 2, (α2, α2) = 2, (ξ, α2) = −1,
so the commutation relations between the Cartan and simple root generators are correct. Fur-
thermore, it is straightforward to check that [e2, fξ] = 0 and [eξ, f2] = 0. Finally, so long
fθ = [f2, fξ]q, the Serre relations [fθ, f2]q = 0 = [fξ, fθ]q hold by Propositions A.3 and A.6. This
also yields the Serre relations [eθ, e2]q = 0 = [eξ, eθ]q via the involution σ.
Proposition 2.2. Vectors {fk2 f
l
θ1λ}k,l∈Z+ ⊂M are Uq(l+)-invariant.
Proof. Both e1 and e3 commute with f2, so we check their interaction with fθ. An easy calculation
gives [e3, fθ] = 0 and [e1, fθ] = fδq
h1. Hence fk2 f
l
θ1λ is e1- and e3-invariant, by Corollary A.4.
Corollary 2.3. The vector fθ belongs to the normalizer of the left ideal J .
Proof. Indeed, fδfθ ∈ J by Corollary A.4. Furthermore, fθ1λ generates a finite-dimensional
Uq(l)-submodule in M . Since (λ − θ, αi) = 0 for i = 1, 3, this submodule is trivial, hence f1fθ
and f3fθ are in J .
We denote by B the set {fk2 f
l
θ1λ}k,l∈Z+ ⊂M . Let Ll,k ⊂M be the Uq(l)-submodule generated
by fk2 f
l
θ1λ and L = ⊕
∞
l,k=0Ll,k ⊂M .
Introduce notation fij for i 6 j by setting fii = fi and recursively fi,j+1 = [fi,j, fi+1]a, where
a = q(αi+...+αj ,αj+1). The Serre relations imply
f1f
k
2 = [k]qf
k−1
2 f12 + q
−kfk2 f1, f3f
k
2 = −q
2[k]q2f
k−1
2 f23 + q
2kfk2 f3 mod J (2.1)
since fδ is central in Uq(g−).
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Lemma 2.4. For all k > 2, f1f3f
k
2 = [k]q2f
k−2
2
(
[k]qf2f3f1f2 −
[k−1]q[2]q
(1−q¯2) fθ
)
.
Proof. Pushing f3 and then f1 to the right in f1f3f
k
2 we find it equal to
−q2f1[k]q2f
k−1
2 f23 mod J = −q
2[k]q2 [k − 1]qf
k−2
2 f12f23 − q
2q−k+1[k]q2f
k−1
2 f1f23 mod J.
Expressing f12f23 and f2f1f23 on the right through f2fξ and fθ modulo J we prove the lemma.
Proposition 2.5. L exhausts all of M .
Proof. It is sufficient to check that the Uq(l)-submodule L is invariant under Uq(g−) as it contains
1λ. That is so if and only it is f2-invariant.
The vectors fij quasi-commute with fk, k = 1, 3, unless k = i− 1 or k = j + 1. Therefore
f2L ⊂ Uq(l−)f12B + Uq(l−)f23B + Uq(l−)fξB + L.
We have f23B ⊂ L by the right equality in (2.1). Furthermore, Uq(l−)f12B ⊂ L by the left
equality in (2.1). Finally, since [f2, fξ]q = fθ and fθ q-commutes with f2 (cf. Proposition 2.1),
Lemma 2.4 implies that fξB ⊂ L. Then f2L ⊂
∑1
i=1 Uq(l−)fξB + L ⊂ L, as required.
If follows from Proposition 2.1 that
[e2, f
k
θ ] = [k]qfξf
k−1
θ q
−h2, [ekθ , fξ] = −q
−(k−1)[2]q[k]qek−1θ e2q
−hξ . (2.2)
Setting λi = (αi, λ) we get as a corollary the following identity:
e2f
l
2f
k
θ 1λ = [l]q[λ3 − l − k]qf
l−1
2 f
k
θ 1λ + [k]qq
−λ2f l2fξf
k−1
θ 1λ. (2.3)
Proposition 2.6. The module M is irreducible.
Proof. It is sufficient to check that none of the Uq(l+)-singular vectors f
l
2f
k
θ 1λ with l + k > 0 is
killed by e2. The operator e1e3 annihilates the first term in (2.3) and returns f
l+1
2 f
k−1
θ 1λ, up to
a non-zero scalar multiplier, on the second. Proceeding this way we obtain (e1e3e2)
kf l2f
k
θ 1λ ∝
fk+l2 1λ 6= 0. Therefore f
l
2f
k
θ 1λ 6= 0 and f
l
2f
k
θ 1λ 6∈ ker(e2) unless l + k = 0. Hence these vectors
are highest for different Uq(l)-submodules in M and none of them is killed by e2.
In summary, M isomorphic to the natural Uq
(
gl(2)
)
− Uq
(
sl(2)
)
-bimodule Cq[End(C
2)]. It
is semi-simple and multiplicity free and its character equals
∏
α∈R+\R+
k
(1 − q−α)−1qλ. In the
classical limit, the subalgebra of U(g+)-invariants in C[C
2 ⊗ C2] ≃ C[End(C2)] is a polynomial
algebra of two variables generated by the principal minors of the coordinate matrix.
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2.2 Orthonormal basis in M
Recall that every highest weight module over a reductive quantum group has a unique contravari-
ant form with respect to the involution ω such that the squared norm of the highest vector is 1.
In this section we construct an orthonormal basis in M , with the help of the subalgebra Uq(m).
Proposition 2.7. The assignment (l, k) 7→ c˜l,k = 〈1λ, e
k
θe
l
2f
l
2f
k
θ 1λ〉 is a unique function Z
2
+ → C
satisfying
c˜l,k = −c˜l,k−1[2]q[k]2qq
−λθ+l+1 + q−k[l]q[λ2 − l + 1]q c˜l−1,k, lk 6= 0,
and cl,0 = [l]q!
l−1∏
i=0
[λ2 − i]q, c˜0,k = [k]q![2]
k
q
k−1∏
i=0
[λθ − i]q,
Proof. The boundary conditions easily follow from the basic relations of Uq(m). Uniqueness is
proved by the obvious induction on l + k. To prove the recurrence relation permute fkθ and f
l
2.
In the resulting matrix element q−lk〈1λ, ekθe
l
2f
k
θ f
l
21λ〉 push one copy of e2 to the right:
c˜l,k = q
−kl〈1λ, ekθfξe
l−1
2 f
k−1
θ f
l
21λ〉[k]qq
−λ2+2l + q−k〈1λ, ekθe
l−1
2 f
l−1
2 f
k
θ 1λ〉[l]q[λ2 − l + 1]q
= −c˜l,k−1[2]q[k]2qq
−λθ+l−1 + q−k[l]q[λ2 − l + 1]q c˜l−1,k.
This calculation is actually done in Uq(m). In particular, we used (2.2) and [f2, fθ]q¯ = 0.
Proposition 2.8. The matrix element cl,k = 〈f
l
2f
k
θ 1λ, f
l
2f
k
θ 1λ〉 equals (−1)
l+kqk(k−5)+lk+l(l−1) ×
q−l(λ,α2)c˜l,k, where
c˜l,k = [l]q![k]q![2]
k
q
l−1∏
i=0
[λ2 − i]q
∏l+k−1
i=0 [λθ − i]q∏l−1
i=0[λθ − i]q
.
Proof. Let f¯θ be the vector obtained from fθ by the replacement q → q
−1. One can check that
qfθ + q
−1qf¯θ ∈ J and replace fθ with q−2f¯θ in the left argument. Then cl,k equals
〈f l2f
k
θ 1λ, f
l
2f
k
θ 1λ〉 = (−1)
kq−2k〈f l2f
k
θ 1λ, f
k
θ f
l
21λ〉 = (−1)
lq−2k〈1λ, (q−hθ−4eθ)k(q−h2e2)lf l2f
k
θ 1λ〉
since ω(f¯θ) = −q
−hθ−4eθ. One can express the right hand side through c˜l,k = 〈1λ, ekθe
l
2f
l
2f
k
θ 1λ〉
and check that c˜l,k defined as above satisfies the conditions of Proposition (2.7).
Corollary 2.9. The system yl,ki,j =
1
[i]q[j]q
√
cl,k
f i1f
j
3f
l
2f
k
θ 1λ, where l, k ∈ Z+ and i, j 6 l, is an
orthonormal basis with respect to the contravariant form on Mλ.
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3 Category Ot(HP
2
q )
While the base module M supports a representation of the function algebra on quantized HP 2,
it generates a family of modules which may be regarded as ”representations” of more general
vector bundles. This interpretation is only possible if all such modules are completely reducible
- then they give rise to projective modules over Cq[HP
2]. They appear as submodules in tensor
products V ⊗M (corresponding to the trivial vector bundle), where V is a Uq(g)-module from
Finq(g). Therefore the key issue is complete reducibility of tensor products V ⊗M . We solve
this problem in the present section using a technique developed in [M4, M5].
3.1 Complete reducibility of tensor products
Suppose that V and Z are irreducible modules of highest weight. Each of them has a unique,
upon normalization, nondegenerate contravariant symmetric bilinear form, with respect to the
involution ω : Uq(g) → Uq(g). Define the contravariant form on V ⊗ Z as the product of the
forms on the factors. Then the module V ⊗Z is completely reducible if and only if the form on
V ⊗Z is non-degenerate when restricted to the span of singular vectors (V ⊗Z)+. Equivalently,
if and only if every submodule of highest weight in V ⊗ Z is irreducible, [M4].
For practical calculations, it is convenient to deal with the pullback of the form under an
isomorphism of (V ⊗ Z)+ with a certain vector subspace in V (alternatively, in Z) which is
defined as follows. Let I−Z ⊂ Uq(g−) be the left ideal annihilating the highest vector 1ζ ∈ Z,
and I+Z = σ(I
−
Z ) a left ideal in Uq(g+). Denote by V
+
Z ⊂ V the kernel of I
+
Z , i.e. the subspace
of vectors killed by I+Z . There is a linear isomorphism between V
+
Z and (V ⊗ Z)
+ assigning a
singular vector u = v ⊗ 1ζ + . . . to any weight vector v ∈ V
+
Z . Here we suppressed the terms
whose tensor Z-factors have lower weights than the highest weight ζ .
The pullback of the contravariant form under the map V +Z → (V ⊗ Z)
+ can be expressed
through the contravariant form 〈−,−〉 on V as 〈θ(v), w〉, for a certain operator θ with values
in the dual space to V +Z . In this paper, the contravariant form on V is always non-degenerate
when restricted to V +Z , so we can write θ ∈ End(V
+
Z ). This operator is related with the extremal
projector pg, which is an element of a certain extension Uˆq(g) of Uq(g), [KT]. It is constructed
as follows. A normal order on R+ defines an embedding ια : Uq
(
sl(2)
)
→ Uq(g) for each α ∈ R
+,
[ChP]. Set pg(ζ), ζ ∈ h
∗, to be the ordered product
∏<
α∈R+ pα
(
(ζ + ρ, α∨)
)
, where pα(z) is the
image of
p(z) =
∞∑
k=0
fkek
(−1)kqk(t−1)
[k]q!
∏k
i=1[h+ z + i]q
∈ Uˆq
(
sl(2)
)
, z ∈ C, (3.4)
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under ια (sending q to qα = q
(α,α)
2 and qh to qhα). For generic ζ , the operator pg(ζ) is well defined
and invertible on every finite-dimensional Uq(g)-module. The specialization pg = pg(0) is an
idempotent satisfying eαpg = 0 = pgfα for all α ∈ Π.
Theorem 3.1 ([M5]). Suppose that the maps pg : V
+
M ⊗ 1ζ → (V ⊗ M)
+ is well defined and
pg(ζ) ∈ End(V
+
Z ) is invertible. Then θ = p
−1(ζ).
In the case of our concern, pg is well defined, cf. Proposition 3.2. Furthermore, the operator
pg(ζ) is rational trigonometric in ζ , so it may have poles. The theorem assumes that such
poles can be regularized. In the special case when all weights in V +Z are multiplicity free,
det(θ) ∝
∏
α∈R+
∏
µ∈Λ(V ) θ
α
µ up to a non-zero factor, with
θαµ =
lµ,α∏
k=1
[(ζ + ρ+ µ, α∨) + k]qα
[(ζ + ρ, α∨)− k]qα
. (3.5)
Here lµ,α is the maximal integer k such that e˜
k
αV
+[µ] 6= {0} for e˜α = ια(e). We compute θ in the
next section.
3.2 Regularization of extremal projector
Denote the positive simple roots of the Lie subalgebra k by β1 = α1, β2 = δ, β3 = α3. The
correspondng fundamental weights of k are µ1 = ε1, µ2 = ε1 + ε2, µ3 = ε3. Pick up an integral
dominant (with respect to k) weight ξ =
∑3
s=1 isµs with
~i = (is)
3
s=1 ∈ Z
3
+ and set ζ = ξ + λ.
The Verma module Mˆζ of highest weight ζ and highest vector 1ζ has a submodule generated by
singular vectors Fˆ i+1s 1ζ , where Fˆs = fs, s = 1, 3, and
Fˆ2 = q¯
2
(
f 22 f3
[h2]p
[h2]q
− f2f3f2[2]q
[h2]q
[h2]q
+ f3f
2
2
)
∈ Uˆq(b−),
cf. [M4], Proposition 2.7. Define also Eˆs = σ(Fˆs) ∈ Uˆq(b+) for s = 1, 2, 3. Denote by M˜~i the
quotient of Mˆζ by the submodule generated by Span{Fˆ
i+1
s 1ζ}
3
s=1. The projection Mˆζ → M˜~i
factors through a parabolic Verma module relative to Uq(l). Therefore M˜~i is locally finite over
Uq(l), [M4]. We use the same notation 1ζ for the highest vector in M˜~i.
Let I˜−~i ⊂ Uq(g−) denote the left ideal annihilating the highest vector in M˜~i. and put I˜
+
~i
=
σ(I˜−~i ) ⊂ Uq(g+). They are generated by {F
is+1
s }
3
s=1 and {E
is+1
s }
3
s=1, respectively, where F
is+1
s
the lift of Fˆ is+1s 1ζ to Uq(g−), and E
is+1
s = σ(F
is+1
s ). These elements are simply powers of the
Chevalley generators for i = 1, 3.
From now to the end of the paper we fix V = C6, the smallest fundamental module of Uq(g).
Up to non-zero scalar factors, the action of Uq(g+) is described by a graph
v−1
e1−→ v−2
e2−→ v−3
e3−→ v3
e2−→ v2
e1−→ v1 (3.6)
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where the vectors v±i of weights ±εi, i = 1, 2, 3, form an orthonormal basis with respect to the
contravariant form. The Uq(g−)-action is obtained by reversing the arrows. Observe that all e2k
vanish on V . Thus we readily find from the diagram that ker(Es) equals
V ⊖ Span{v−1, v2}, s = 1, V ⊖ Span{v−2}, s = 2, V ⊖ Span{v−3}, s = 3. (3.7)
Furthermore, ker(Eis) is entire V if i > 1. Similar results for ker(F
i
s), s = 1, 2, 3, i ∈ Z+, are
obtained by replacing vi → v−i. Denote by V˜ +~i = ∩
3
s=1 ker(E
is+1
s ) the kernel of I˜
+
~i
in V . All
weights in V˜ +~i are dominant with respect to l (in fact, with respect to k).
Proposition 3.2. The extremal projector pg : V˜
+
~i
⊗ 1ζ → (V ⊗ M˜~i)
+ is well defined.
Proof. It is argued in [M5] that the factors pα(t) for α ∈ R
+
l are regular on V˜
+
~i
⊗1ζ at t = (ρ, α
∨).
Suppose that α ∈ R+g − R
+
l . The denominators in pα(t) specialized at weight η = ζ + µ,
µ ∈ Λ(V˜ +~i ), contain [t+ (η, α
∨) + k]qα with k ∈ N. For α ∈ R
+
g −R
+
k , this factor is proportional
to qm+tα + q
−t−m
α for some m ∈ Z and does not vanish. Therefore all such pα(t) are regular at
t = (ρ, α∨), and the extremal projector of the subalgebra Uq(gα2) is well defined on V ⊗ 1ζ .
Suppose that α ∈ R+k − R
+
l . With ξ = 0, [(η + ρ, α
∨) + k]q equals
[(µ, α∨) + 2 + k]q2 , [(µ, α
∨) + 1 + k]q2 , [(µ, α
∨) + 3 + k]q,
for α = 2ε1, 2ε2, ε1 + ε2, respectively. They are not zero since as k > 0 and (µ, α
∨) ∈ {−1, 0, 1}
for µ ∈ Λ(V˜ +~i ). That is a fortiori true when ξ 6= 0 because (ξ, α
∨) ∈ Z+. Therefore such pα(t)
are regular on V˜ +~i ⊗ 1λ at t = (ρ, α
∨).
It follows that all root factors in pg(ψ) are regular on V ⊗1ζ at ψ = 0, so pg(0) is independent
of normal order. For a simple root α choose an order with α on the left. Then eαpg(0) = 0
on V˜ +~i ⊗ 1ζ . We already checked that for α = α2, while for α = α1, α3 this is true because all
weights in V˜ +~i ⊗ 1ζ are dominant with respect to l, cf. [M5].
Thus the first condition of Theorem 3.1 is satisfied. The second condition is secured by the
following calculation.
Proposition 3.3. For all ξ =
∑3
s=1 isµs with
~i ∈ Z3+, the operator pg(ξ+λ) is invertible on V˜
+
~i
.
Proof. Let us calculate θαµ , which are inverse eigenvalues of the root factors constituting pg(ζ).
From (3.6) we conclude that all integers lµ,α in (3.5) are at most 1. Put ζ = λ + ξ. Then (3.5)
reduces to θαµ = 1 for lα,µ = 0 and θ
α
µ =
[(ζ+ρ+µ,α∨)+1]qα
[(ζ+ρ,α∨)−1]qα for lα,µ = 1. Observe that
θε1−ε3−ε1 , θ
ε1−ε3
ε3 , θ
ε2−ε3
−ε2 , θ
ε2−ε3
ε3 , θ
ε2+ε3
−ε2 , θ
ε2+ε3
−ε3 , θ
ε1+ε3
−ε1 , θ
ε1+ε3
−ε3 .
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are of the form {m1}q{m2}q for some integers m1, m2, where {x}q =
qx+q−x
q+q−1
. They cannot turn zero as
q is not a root of unity. The remaining non-trivial factors θαµ are
θ2ε1−ε1 =
[i1 + i2 + 2]q2
[i1 + i2 + 1]q2
, θ2ε2−ε2 =
[i2 + 1]q2
[i2]q2
, θ2ε3−ε3 =
[i3 + 1]q2
[i3]q2
,
θε1−ε2−ε1 =
[i1 + 1]q
[i1]q
= θε1−ε2ε2 , θ
ε1+ε2
−ε1 =
[i1 + 2i2 + 3]q
[i1 + 2i2 + 2]q
= θε1+ε2−ε3 .
Observe that the denominator in θαµ may turn zero only for α ∈ Πk. That happens if is = 0,
s = 1, 2, 3. However, such µ do not belong to Λ(V˜ +~i ), as seen from (3.7). Since q is not a root of
unity, all θαµ never turn zero. Therefore, pg(ζ) is invertible, and θ = pg(ζ)
−1.
3.3 Semi-simplicity of Ot(HP
2)
Denote by M~i the irreducible quotient of M˜~i (we conjecture that they coincide, at least they
do for generic q). We define V +~i as the kernel of the left ideal I
+
~i
= σ(I−~i ), where I
−
~i
is the
annihilator of the highest vector in M~i. Obviously V
+
~i
⊆ V˜ +~i because I˜
+
~i
⊆ I+~i . The subspace
V +~i is isomorphic to the span of singular vectors in V ⊗M~i. In principle, V˜
+
~i
might be bigger
than V +~i but we shall see that they coincide.
Proposition 3.4. For all ~i ∈ Z3+, the tensor product V ⊗M~i is completely reducible.
Proof. Since V +~i ⊆ V˜
+
~i
and M~i is a quotient of M˜~i, the operator pg : V
+
~i
⊗ 1ζ → (V ⊗M~i)
+ is
well defined, by Proposition 3.2. The operator pg(ζ) is invertible on V
+
~i
by Proposition 3.3. This
proves the assertion thanks to Theorem 3.1.
Our next goal is to describe the irreducible summands in such tensor products.
Identify V with the classical k-module and denote by fβs, eβs ∈ k its simple root vectors.
Lemma 3.5. For all ζ ∈ Λ+k + λ, ker(F
i
s) ≃ ker(e
i
βs
) and ker(Eis) ≃ ker(e
i
βs
), where s = 1, 2, 3,
and i ∈ Z+.
Proof. Elementary calculation. Remark that F is and E
i
s are regular at the specified weights.
Let X~i denote the classical k-module of highest weight ξ =
∑3
s=1 isµs.
Corollary 3.6. 1. The vector space V˜ +~i is isomorphic to (V ⊗X~i)
k+.
2. For every ~i ∈ Z3+ and v ∈ V
+
~i
[µ] there is a singular vector u = v⊗1λ+ξ+ . . ., and a module
homomorphism M˜~i′ → V ⊗M~i, where i
′
s = (ξ + µ, β
∨
s ), extending 1λ+ξ+µ 7→ u.
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Proof. The first statement is due to the isomorphism V˜ +~i ≃ ∩
3
s=1 ker(e
is+1
βs
) because the right-
hand side is in bijection with the span of singular vectors in the k-module V ⊗X~i.
The singular vector u = v ⊗ 1λ+ξ + . . . exists due to irreducibility of M~i. So there is a
homomorphism Mˆλ+ξ+µ → V ⊗M~i of the Verma module assigning u to 1λ+ξ+µ. The vector v
belongs to
(
∩3s=1 ker(e
is+1
s )
)
∩
(
∩3s=1 ker(f
i′s+1
s )
)
and thus to
(
∩3s=1 ker(E
is+1
s )
)
∩
(
∩3s=1 ker(F
i′s+1
s )
)
,
by Lemma 3.5. Hence the homomorphism Mˆλ+ξ+µ → V ⊗M~i factors through M˜~i′ → V ⊗M~i.
For each ~i ∈ Z3+, introduce a set of triples I˜(~i) ⊂ Z
3
+ labelling weights in V˜~i. We put
I˜(~i) =
{
(i1 ± 1, i2, i3), (i1, i2, i3 ± 1), (i1 ± 1, i2 ∓ 1, i3)
}
, (3.8)
where the triples with negative coordinates are excluded. Since M~i is a quotient of M˜~i, singular
vectors in V ⊗M~i may have only weights
∑3
s=1 i
′
sµs+ λ with ~i
′ ∈ I˜(~i), by Corollary 3.6, 2). Let
I(~i) ⊆ I˜(~i) denote the subset of such triples.
Lemma 3.7. If ch(M~i) = ch(M)ch(X~i) for all q, then V
+
~i
= V˜ +~i and ch(M~i′) = ch(M)ch(X~i′)
for all ~i′ ∈ I(~i) = I˜(~i). Furthermore, M˜~i′ ≃M~i′ for generic q.
Proof. Remind that all q means but roots of unity. By Lemma 3.3, V ⊗ M~i is completely
reducible. Therefore all submodules in V ⊗M~i areM~i′ with
~i′ ∈ I(~i). By deformation arguments
(see e. g. [M4]), we have ch(M˜~i) 6 ch(X~i′)ch(M) for generic q. Then
ch(V )ch(M~i) =
∑
~i′∈I(~i)
ch(M~i′) 6
∑
~i′∈I(~i)
ch(M˜~i′) 6
∑
~i′∈I˜(~i)
ch(X~i′)ch(M)
for generic q. But the leftmost term is equal to the rightmost term for all q, by Corollary 3.6,
1). This is possible if and only if I˜(~i) = I(~i) and ch(M˜~i′) = ch(M~i′) for all
~i′ ∈ I(~i). This proves
the statement for generic q. The module M~i′ is rational in q and it is a submodule in a rational
module V ⊗M~i that is flat at all q by the hypothesis. Therefore ch(M~i′) 6 ch(X~i′)ch(M) for
all q. But the strict inequality or I˜(~i) 6= I(~i) lead to ch(V )ch(X~i) <
∑
~i′∈I˜(~i) ch(X~i′), which is
absurd.
Denote by Ot(HP
2) the full subcategory in the category O whose objects are submodules in
W ⊗M , where W is a quasiclassical finite-dimensional module over Uq(g). By construction, it
is a module category over quasi-classical finite-dimensional representations of Uq(g). Denote by
Fin(k) the category of finite-dimensional k-modules. It is a module category over Fin(g) via the
restriction functor.
Proposition 3.8. The modules M~i are in Ot(HP
2) for all ~i ∈ Z3+.
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Proof. Essentially it is sufficient to prove that every irreducible finite-dimensional k-module can
be realized as a submodule in a tensor power of V . We do induction on |~i| = i1+ i2+ i3 applying
Lemma 3.7. For |~i| = 0, M~i is the base module M , which satisfies the hypothesis of Lemma
3.7. Suppose that the statement is proved for all M~i with m = |
~i| > 0. Fix an index ~i with
|~i| = m + 1 and let ℓ be the minimal s such that is > 0. We consider separately the following
two cases depending on the value of ℓ.
If ℓ = 3 then ~i ∈ I˜(~i3), where the multi-index ~i3 has zero coordinates but i33 = i3 − 1. Since
|~i3| = m, M~i is in Ot(HP
2).
If ℓ 6 2, define a sequence ~il ∈ Z3+ for l = 0, . . . , ℓ as follows. Set i
0
s = is − δ1s and
ils = is+δls−δℓs for l = 1, . . . , ℓ. Since |~i
0| = m, M~i0 is in Ot(HP
2) by the induction assumption.
Now observe that ~il+1 ∈ I˜(~il) for 0 6 l 6 ℓ− 1 and ~iℓ =~i. Ascending induction on l proves that
M~il are in Ot(HP
2), for all l = 1, . . . , ℓ. This completes the proof.
Now we summarize the main result of the paper.
Theorem 3.9. 1. Ot(HP
2) is semi-simple.
2. Ot(HP
2) is equivalent to the category Fin(k).
3. Ot(HP
2) is equivalent to the category of equivariant finitely generated projective modules
over the quantized function algebra Cq[HP
2], for generic q.
Proof. The category Ot(HP
2) is clearly additive. To prove the first statement, observe that
a module V from Finq(g) can be realized as a submodule in a tensor power of C
6. Then ap-
ply Propositions 3.4 and 3.8. Equivalence Ot(HP
2) ∼ Fin(k) as Abelian categories can be
proved similarly to [M4], Proposition 3.8. Finally, for generic q, Cq[HP
2] is the locally fi-
nite part of End(M), hence invariant idempotents in End(W ) ⊗ Cq[HP
2] are exactly those in
End(W ⊗M). Equivariant projective Cq[HP
2]-modules are then in a natural correspondence
with Uq(g)-modules in Ot(HP
2). This correspondence respects tensor multiplication by modules
from Finq(g).
Concerning an explicit description of pseudoparabolic Verma modules, we have proved that
M˜~i and M~i are isomorphic upon extension of scalars to the local ring of rational functions in q
regular at q = 1. It is natural to expect that they are isomorphic at all q.
A Generalized Jacobi identity
In this technical section, we establish some identities in the subalgebra Uq(g−), which are crucial
for this exposition. This material is also an illustration of modified Jacobi identity, which may
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be of some interest.
A.1
In the algebra Uq(g), the usual commutator [x, y] has no preference over [x, y]a due to the lack
of the underlying Lie structure. In this situation, a modified Jacobi identity
[x, [y, z]a]b = [[x, y]c, z]ab
c
+ c[y, [x, z] b
c
]a
c
(A.9)
appears to be useful. It holds true for any elements x, y, z of an associative algebra and any
scalars a, b, c with invertible c. Here is an example of its application.
Lemma A.1. Suppose elements y, z, x of an associative algebra satisfy the identities
[x, [x, y]r]r¯ = 0, [y, [y, z]s]s¯ = 0, [x, z] = 0. (A.10)
for some invertible scalars r, s such that [2]r 6= 0. Then [[x, y]r, [[x, y]r, z]s]s¯ = 0.
Proof. We apply [x, [x,−]r2 ] to first identity. The commutator [x,−]r2 gives
0 = [x, [y, [y, z]s]s¯]r2 = [[x, y]r, [y, z]s]s¯r + r[y, [[x, y]r, z]s]s¯r¯.
Application of [x,−] to the first term in the right hand side gives
[x[[x, y]r, [y, z]s]s¯r] = r¯[[x, y]r, [[x, y]r, z]s]s¯r2,
where (A.9) with c = r¯ and the left and right identities in (A.10) were used. Commutator of x
with the second term (without factor r) gives
[x, [y, [[x, y]r, z]s]s¯r¯] = [[x, y]r, [[x, y]r, z]s]s¯r¯2 + r[y, [x, [[x, y]r, z]s]r¯]s¯r¯2 = [[x, y]r, [[[x, y]r, z]s]s¯r¯2
via (A.9) with c = a and the right and left identities in (A.10). Collecting the results we get
0 = r¯[[x, y]r, [x, y]r, z]s]s¯r2 + r[[x, y]r, [[x, y]r, z]s]s¯r¯2 = (r¯ + r)[[x, y]r, [x, y]r, z]s]s¯
as required.
Remark that the hypothesis of the lemma is symmetric with respect to replacement of a by
a−1, as well as b by b−1. These replacements can be made arbitrarily.
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A.2
Define f¯θ obtained from fθ by replacement q → q¯. One has
fθ = [f2, [[f1, f2]q¯, f3]q¯2 ]q = q¯[[f1, f2]q¯, [f2, f3]q2 ]q¯, (A.11)
f¯θ = [f2, [[f1, f2]q, f3]q2 ]q¯ = q[[f1, f2]q, [f2, f3]q¯2 ]q. (A.12)
The equalities in the right-hand side follow from (A.9), with c = q¯ in (A.9), and the Serre
relation of weight −(2α2 + α1). Remark that qfθ + q¯f¯θ = [f1, fδ] ∈ J , which can be proved via
(A.9).
Lemma A.2. The vectors fθ and f¯θ commute with f3.
Proof. Applying (A.9) to [f3, [f2, fξ]] with c = q
2, we kill the second term due to the Serre
relation of the weight −2α3 − α2. The result is
[f3, [f2, fξ]q¯]q] = [[f3, f2]q2 , [f1, [f2, f3]q¯2]q¯]q¯ = q¯
3[[f3, f2]q2 , [[f3, f2]q2, f1]q]q¯ = 0.
The last equality is a specialization of Lemma A.1 with x = f3, y = f2, and z = f1.
Proposition A.3. Suppose that [3]q 6= 0. Then the elements f2, fθ and f¯θ satisfy the relations
f2fθ = q¯fθf2, f2f¯θ = qf¯θf2.
Proof. Observe that these equalities are flipped under the replacement q → q−1, so we will prove
only left one. Let us introduce the shortcut w = [f2, f3]q2 . Starting with the Serre relation of
weigth −(3αn + α3) we get
0 = [f1, [f2, [f2, w]q¯2]]q¯ = [[f1, f2]q¯, [f2, w]q¯2] + q¯[f2, [f1, [f2, w]q¯2]]q.
We used (A.9) for x = f1 and c = q¯. Further by Serre relation we mean the one of weight
−(2α2 + α1). Applying (A.9) with c = q¯ to [f1, [f2, w]q¯2] in the second term we get
0 = [[f1, f2]q¯, [f2, w]q¯2] + q¯[f2, [[f1, f2]q¯, w]q¯]q + q¯
2[f2, [f2, [f1, w]q]q¯]q.
The second term equals [f2, fθ]q. In the third term, present [f1, w]q as [[f1, f2]q, f3]q2 and apply
the Jacobi identity with x = f2 and c = q to [f2, [[f1, f2]q, f3]q2 ]q¯. Thanks to the Serre rela-
tion, the third term turns to q¯[f2, [[f1, f2]q, [f2, f3]q¯2 ]q]q = q¯
2[f2, f¯θ]q. Finally, apply the Jacobi
identity with x = [f1, f2]q¯, c = q to the first term and using the Serre relation transform it to
q[f2, [[f1, f2]q¯, w]q¯]q¯3 = q
2[f2, fθ]q¯3 . Thus we arrive at the equation
0 = q2[f2, fθ]q¯3 + [f2, fθ]q + q¯
2[f2, f¯θ]q.
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This leads to the first line of the following system
f2
(
(q2 + 1)fθ + q¯
2f¯θ
)
=
(
(q¯ + q)fθ + q¯f¯θ
)
f2 (A.13)
f2
(
q2fθ + (q¯
2 + 1)f¯θ
)
=
(
qfθ + (q¯ + q)f¯θ
)
f2 (A.14)
The second line is obtained by the replacement q → q−1. Multiply (A.14) by q¯ and (A.14) by q+q¯,
then subtract one from another and get [3]qf2fθ = q¯[3]qfθf2, which implies the statement.
Corollary A.4. The vectors fθ and fδ satisfy fδfθ = q¯
2fθfδ.
Lemma A.5. Suppose that [2]q 6= 0 and put fν = [f1, f2]q¯. Then fνfθ = qfθfν .
Proof. We will use relations [f2, fθ]q¯ = 0, and [f2, fν ]q¯ = 0 = [f1, fν ]q. We start with the equality
[f1, fθ] = [[f1, f2]q¯, fξ]q2 (A.15)
obtained via (A.9) with c = q¯ using the presentation fθ = [fν , fξ]q and the equality [f1, fξ]q = 0.
Taking commutator of f2 with the lef-hand side we get
[f2, [f1, fθ]] = [[f2, f1]q, fθ]q¯,
again using (A.9) with c = q, where the second term is gone due to [f2, fθ]q¯ = 0. Taking
commutator of f2 with the right-hand side of (A.15) we get
[f2, [[f1, f2]q¯, fξ]q2 ] = q¯[[f1, f2]q¯, [f2, fξ]q]q3 ,
using (A.9) with c = zq¯; the first term is killed by the Serre relation of weight α1 + 2α2. We
arrive at the equality
−q[[f1, f2]q¯, fθ]q¯ = q¯[[f1, f2]q¯, fθ]q3 or − fνfθ(q + q¯) = −fθfνq(q¯ + q),
as required.
Since fξ = [fν , f3]q¯2 and in view of Lemma A.2, we come up with the following.
Proposition A.6. If [2]q 6= 0, then the identity [fξ, fθ]q = 0 holds true.
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