Matching theory and linear system theory make different predictions about how the y-asymptote, k, of Herrnstein's (1970) hyperbola varies with reinforcer value. The present experiment tested both these predictions and linear system theory's account of how reinforcement rate and reinforcer value jointly govern response rate. Eight rats served as subjects. In Phase 1, 3 sucrose pellets of different concentration (5%, 75%, and 95%) were alternately paired with a fourth concentration (50%) on concurrent VI VI schedules. By fitting linear system theory's equation for concurrent choice, measures of reinforcer value were assigned to each concentration for each subject. The reinforcer values for the 50%, 75%, and 95% were roughly equivalent, and the reinforcer values for the 5% concentration were lower. In Phase 2 subjects were exposed to a series of single-alternative VI schedules (8 , 17, 55 , 150, and 250 sec) and each sucrose concentration was studied separately, with a :25% pellet added. Herrnstein's equation was fitted to response rate as a function of reinforcement rate for each concentration. The asymptote, k, was roughly equivalent under the 50%, 75%, and 95% pellets, but was lower for the 5% and 25% pellets. The measures of reinforcer value from Phase 1 suggest that the equivalent ks in Phase 2 were the result of equivalent reinforcer values . Matching theory predicts that k should remain constant across changes in reinforcer value . The value of k varied with reinforcer value, and the form of variability in k supported linear system theory's prediction of a positively accelerating function. Linear system theory's prediction about how reinforcement rate and reinforcer value jointly govern response rate was also supported. The results contradict matching theory's account and support linear system theory's account of single-alternative responding.
hyperbolic matching equation and linear system theory's rate equation describe the relation between reinforcement and response rate under single-alternative schedules of reinforcement (McDowell & Kessel, 1979) . McDowell (1980) demonstrated analytically that Herrnstein's equation is an approximation of the rate equation, and that both equations are almost indistinguishable at normal rates of reinforcement and responding. The equations are distinguished, however, by their predictions about how the asymptotic response rate, k, of Herrnstein's hyperbola varies as function of reinforcer magnitude. Herrnstein's account requires that k remain constant, whereas linear system theory requires that k vary monotonically with reinforcer magnitude. Although a large body of research has examined the function form of k across changes in magnitude (Bradshaw, Ruddle, & Szabadi, 1981 ; Bradshaw, Szabadi, & Bevan, 1978; Dallery, McDowell, & Lancaster, 2000; deVilliers, 1977; deVilliers & Herrnstein, 1976; Heyman & Monaghan, 1987 , 1994 McDowell & Dallery, 1999; McDowell & Wood, 1984 Snyderman, 1983; Warren-Boulton, Silberberg, Gray, & OIIom, 1985 ; see Williams, 1988 , for a review), some findings suggest a constant k while others suggest a variable k. Decision between the two theories awaits resolution of this discrepancy (Dallery et aI., 2000; deVilliers, 1977; Herrnstein, 1974; McDowell & Dallery, 1999; Williams, 1988) .
Recent research suggests that k remains constant over a limited range of reinforcer magnitudes (Dallery et aI. , 2000; McDowell & Dallery, 1999) , and these results are consistent with two prior studies (Heyman & Monaghan, 1987 , 1994 . However, if the range of magnitudes is extended , then k varies markedly (Dallery et ai, 2000; McDowell & Dallery, 1999) . In addition, the findings of Dallery et al. and McDowell and Dallery provide qualitative and quantitative support, respectively, for linear system theory. Although the present study represented another test of matching theory, the primary goal was to test the predictions of linear system theory.
The basis of matching theory's constant-k requirement lies in Herrnstein's assumption that Single-alternative responding entails the matching principle (deVilliers & Herrnstein, 1976; Herrnstein, 1974) . The matching principle holds that reinforcement alters the distribution of behavior between response alternatives while the total amount of behavior remains constant. To maintain a constant amount of behavior, increases in responding on one alternative must result in complementary decreases in responding on other alternatives. Thus, to obtain the singlealternative equation from the matching principle (Herrnstein , 1961) , Herrnstein had to preserve this invariance restriction. Herrnstein's equation relates response rate, R, to reinforcement rate , r. R=k(_r ) .
r+r.
(1)
The parameter re represents the reinforcement rate at which responding is half of its maximum value. The parameter k represents the maximum rate of responding . Preserving the invariance restriction means that the total behavior, which k measures in Herrnstein's account, must remain constant across variations in reinforcer magnitude (deVilliers & Herrnstein , 1976; Herrnstein, 1974; McDowell, 1987; Williams, 1988) . To obtain an estimate of k, Equation 1 must be fitted to response rates from a range of single-alternative VI schedules. After obtaining k values under several reinforcer magnitudes in this manner, the dependence of k on magnitude can be evaluated. If k varies , then single-alternative responding does not entail the matching principle. Thus, "the formal constancy of k and its corollaries are anJrnplication of the matching law that seems especially vulnerable to empirical confirmation or refutation" (Herrnstein , 1974, p. 164) .
Linear system theory's conceptualization of thH effects of reinforcement is different from matching theory's. Linear system theory is based on the observation that reinforcement and response events occur in time, and that present behavior depends on past reinforcement Hvents (McDowell, Bass, & Kessel, 1993) . The rate equation relates absolute response rate, Rout, to absolute reinforcement rate , R;n' and can be written:
(2)
The parameter P B represents the aversiveness of the response, P R represents the value of the reinforcer, and the durations of the reinforcer and response events are represented by wand w*. Gamma is a scalar constant that is characteristic of the organism. Equation 2 describes behavior as a function of variables that are known to affect responding (McDowell , Bass, & Kessel, 1993) , such as reinforcement rate, response aversiveness, and reinforcer value (Chung, 1965; Ferster & Skinner, 1957) . The meaning and method of measuring reinforcer value, P R' will be discussed below.
To appreciate the relation between the rate equation and Herrnstein's equation, the rate equation can be considered in the same form as Herrnstein's hyperbola (McDowell , 1980) . The rate equation is thus expressed in terms of k and r e , but these parameters are defined in terms of the variables appearing in the rate equation . Also, the variables Rand r are replaced by R out and R;n' respectively. The two equations therefore appear nearly identical. However, by writing the rate equation in the same form as Herrnstein's hyperbola and solving for k, McDowell (1980) showed that, according to linear system theory, k is required to vary approximately with reinforcer value, P R:
(3)
where m and b are parameters of the equation (McDowell, 1980; see McDowell & Dallery, 1999 , for the derivation of Equation 3). Equation 3 specifies that the dependence of k on P R is concave upward in the fi rst quadrant. The equation also has a negative y-intercept and a positive xasymptote. Therefore, the equation asserts that k should increase more rapidly as P R gets large.
It is important to recognize that P R in linear system theory is a unitary measure of reinforcer value (McDowell, 1987) . Several variables may contribute to a unitary measure of reinforcer value, such as magnitude, delay, type, plus any external stimuli associated with the reinforcer (Killeen, 1972) . This means that nominal measures of reinforcer magnitude (e.g., percentage sucrose) are not necessarily equivalent to unitary measures of reinforcer value (deVilliers & Herrnstein, 1976) . If nominal and unitary measures are not equivalent, then different reinforcer magnitudes may produce equivalent values of P R' For example, 50% and 95% sucrose pellets may be equally preferred, and thereby produce similar measures of reinforcer value, and therefore similar ks.
The main problem in testing Equations 2 and 3 is obtaining values for P R for each of several reinforcer magnitudes (McDowell, 1987; McDowell & Dallery, 1999) . McDowell and Dallery (1999) exposed rats to different levels of water deprivation and evaluated Equation 3. Rather than use nominal measures in terms of hours of deprivation, they used the amount of water consumed (in ml) under each condition as an approximation of P R" Equation 3 accounted for 91 % of the variance in the mean values of k as a function of P R' Because linear system theory specifies a particular measurement operation to obtain P R ' the method used by McDowell and Dallery was not a strong test of the theory. The measurement operation specified by linear system theory is a direct consequence of the mathematics of the original application of the theory, and it involves no additional assumptions. The measurement operation entails comparing different reinforcer magnitudes under concurrent VI VI schedules and obtaining estimates of P R for each reinforcer magnitude. This method is similar to obtaining bias estimates in terms of the generalized matching equation (Baum , 1974 (Baum , , 1979 Cliffe & Parry, 1980; Miller, 1976) . If responding on each alternative of a concurrent VI VI schedule is governed by Equation 2, then linear system theory's equation for (4) concurrent choice can be written: where the numerical subscripts refer to each of two VI response alternatives, w* is assumed to be negligible , and w is assumed to be the same on both response alternatives. The parameters P B and gamma are the same on both alternatives and thus divide out of the equation. (See McDowell, 1980 , 1987 for a more detailed discussion of Equation 4.) This is a form of linear system theory's version of the matching equation. It has two parameters; namely, P 2 r1P 1R and W , just like the generalized matching equation. If different reinforcer magnitudes are arranged on one alternative while the magnitude of the reinforcer on the other alternative is held constant, measures of P R can be obtained for each of the arranged magnitudes. Each magnitude is thereby scaled relative to the constant, "standard" magnitude.
In Phase 1 of the present study, three sucrose pellets of different concentration (5%, 75%, and 95%) were paired with a fourth, standard concentration (50%) on concurrent VI VI schedules to obtain P R estimates for each concentration. In Phase 2, each concentration, with the addition of 25% sucrose pellets, was presented separately, and subjects were exposed to a series of VI schedulHs at each concentration to obtain estimates of k for each concentration.
The analysis proceeded in five steps. First, to obtain a reinforcer value (P R) for each concentration Equation 4 was fitted to the concurrent data from Phase 1. Second, the relation between reinforcer magnitude (percentage sucrose) and reinforcer value (P R) was assessed. Third, the single-alternative VI data from Phase 2 provided a test of matching theory's constant-k requirement. Fourth, the P R values obtained in Phase 1 and the ks obtained in Phase 2 were used to evaluate the prediction of Equation 3 as to how k varies with reinforcer value. Finally, this method also provided data to test the accuracy of Equation 2 in describing the joint effects of reinforcement rate and reinforcer value on response rate. This is the first true test of linear system theory's multivariate equation for single-alternative responding.
For half of the subjects the reinforcer magnitudes were signaled by unique stimuli and for the other half they were unsignaled. This was done to answer a question posed by Bonem and Crossman (1988) in their review of reinforcer magnitude effects, and it is not of express relevance to this study. They asked whether signaled reinforcer magnitudes are a necessary and/or sufficient condition to produce a magnitude of reinforcement effect.
Method

Subjects
Subjects were 8 male, experimentally naive Long Evans rats approximately 10 months of age at the beginning of the experiment. They were housed individually and maintained at 85% of their free-feeding body weight. The colony room was windowless and was illuminated 12 hr a day (lights on at 7:00 a.m.). Water was freely available in the home cage. Subjects were fed in their home cages after the sE!cond daily session.
Apparatus
Experimental sessions were conducted in eiglht modular operant test chambers (MED Associates, Inc. ENV-007) 24.0 em wide, 30.5 cm deep, and 29.0 cm high. Each chamber was housed in a wooden cubicle. The door of the cubicle contained a one-way mirror that permitted observation into but not out of the chamber. Two response levers protruded 2.0 cm into the chamber, were located on the front panel 7 cm above the chamber floor, and were separated by 11.5 cm. The levers required a minimum force of approximately 0.25 N to register a response. An array of three 7.9-mm stimulus lights, red, green, and yellow, was located 7 cm above each lever. Only the left stimulus lights were used to signal the VI schedules. A 28-V DC houselight was centered on the back panel of the chamber 2 cm from the ceiling. Two speakers introduced white noise into the experimental room to mask extraneous sounds. A computer operating under MED-PC software controlled programming of experimental events and recording of data.
Forty-five-mg (P. J. Noyes, Inc.) sucrose pellets were delivered one at a time into a recessed food cup 2 cm wide, 2 cm high, and 1.5 cm deep. The food cup was located between the two response levers at a height of 2 cm above the floor. The concentrations of sucrose (5, 25, 50, 75 , and 95%) varied. The base of the pellet was non-nutritive (cellulose).
In Phase 1, two pellet dispensers were employed to deliver different concentrations at each alternative of a concurrent VI VI schedule.
Procedure
Pre training. Pretraining consisted of hand shaping all rats to press both levers. Subjects were then required to respond alternately on the left and right levers. Reinforcers were delivered after a left lever press, but a right lever press always had to precede the left lever press. This schedule remained in effect until 70 reinforcers were obtained within 1 hour for at least three sessions.
Phase 1. In Phase 1 reinforcer value parameters were determined by arranging several concurrent schedules. One sucrose pellet concentration was available on one of two response alternatives, and a different concentration was available on the other response alternative. Both the left and right levers and stimulus light arrays were operative. The left lever served as the schedule lever, and the right lever served as the changeover lever (Findley, 1958) . By pressing the changeover lever subjects could freely switch between Schedule A and Schedule B. A changeover light, the green light located above the right lever, signaled if a subject switched to Schedule A (light off) or to Schedule B (light on).
Reinforced lever presses on one alternative (Schedule A) always resulted in a 50% sucrose pellet. It served as the "standard" magnitude with respect to which each of the other magnitudes was compared. Reinforced lever presses on the other alternative (Schedule B) resulted in a 5%, 75%, or a 95% sucrose pellet. The 50% pellet was paired with the 95% pellet first (designated as the A50-B95 series), then the 5% (A50-B5), and finally the 75% pellet (A50-B75). There were thus three pairs of reinforcer magnitudes. Table 1 presents the order of conditions in Phase 1.
The reinforcement frequency at each alternative was also varied within each phase. Subjects were exposed to five concurrent schedules in the following order: concurrent VI 60 s VI 60 s, concurrent VI 240 s VI 15 s, concurrent VI 120 s VI 30 s, concurrent VI 30 s VI 120 s, and concurrent VI 15 s VI 240 s. Here, and throughout the article, the "A" schedule component is listed first (i.e., the 50% component), and the "B" schedule component is listed second. The VI schedule used for each lever was independent of that used for the other lever. The programmed VI values were determined by Fleshier and Hoffman'S (1962) method. Reinforcement consisted of delivery of one sucrose pellet, followed by 2.5 s during which the stimulus lights and VI timer were inoperative. A changeover delay (COD) was also employed (Catania, 1963; Herrnstein, 1961) . Two minor features of the COlD were changed during the experiment. Initially, the stimulus lights were turned off during the COD. This procedure was changed after the VI 15 s VI 240 s schedule during the A50-B95 series. Immediately after pressing the changeover lever, the appropriate stimulus lights changed to signal the alternate schedule. The VI 15 s VI 240 s schedule was then replicated. The second change was an increase in the COD duration from 3 s to 6 s before the last schedule in the A50-B5 series. Both changes were made because the animals were not as sensitive to reinforcement frequency as they should have been in light of previous research (Baum, 1974) .
For 4 rats each VI schedule and reinforcer magnitude was uniquely signaled (the "SIG" group), and for 4 rats nothing was uniquely signaled (the "UNSIG" group). For the SIG group the VI values were signaled by the frequency at which the stimulus lights blinked. The VI schedules with higher reinforcement rates were signaled by high frequency blinks and the VI schedules with low reinforcement rates were signaled by low frequency blinks. The duration the light(s) remained on for each VI value For the SIG group, the sucrose pellet obtainable at each alternative was signaled by illuminating different lights. The 5% sucrose pellet was signaled by the red light, the 50% sucrose pellet was signaled by the green light, the 75% sucrose pellet was signaled by the green and yellow lights, and the 95% sucrose pellet was signaled by all three lights.
For the UNSIG rats all three stimulus lights blinked on for 1 s and off for 0.5 s regardless of the VI value or reinforcer magnitude available.
For the A50-B95 series 25 sessions were run, for the A50-B5 20 sessions were run, and for the A50-B75 12 sessions were run. Two sessions were conducted each day, with at least 2 hr separating sessions. Sessions ended after 50 min. Conditions were changed if visual inspection of response rates on both alternatives across sessions suggested stability during the last five sessions, and if the percentage of responding on Schedule A during each of the last five sessions was within ±20% of the mean for these sessions.
Phase 2. In Phase 2 reinforcers were available only on the left lever and were delivered according to a series of VI schedules . The right lever and right stimulus light array were inoperative. The mean VI values were 8, 17, 55, 150, and 250 s. One schedule was presented for 8 min, then a blackout period was presented for 4 min, and then the next schedule was presented for 8 min, and so on . This alternation between VI schedule and blackout continued until all schedules were presented during a session . The order of schedules within each session was arranged randomly without replacement. Each VI schedule was signaled by a unique arrangement of the three stimulus lights. For both groups, the VI frequency in effect was signaled by the blink frequency, as in Phase 1 for the SIG group. High reinforcement rates were signaled by high frequency blinks, and low reinforcement rates were signaled by low frequency blinks. For example, VI 8 s was signaled by a 0.2-s blink, and VI 250 s was signaled by a 3.0-s blink of the appropriate stimulus light (s). During work periods the appropriate combination of stimulus lights and the house light were illuminated, and during blackout the chamber was dark. For each schedule the programmed interrein(orcement intervals were determined by Fleshier and Hoffman's (1962) method. Reinforcement consisted of one sucrose pellet. During reinforcement the stimulus lights and the VI timer were inoperative.
The reinforcer magnitudes for the SIG group were signaled by the same stimuli used in Phase 1 (e.g. , the red light still signaled a 5% pellet, a green light signaled the 50% pellet, etc.). The only new discriminative stimulus was a yellow light for the 25% sucrose pellet, which was not used in Phase 1. Reinforcer magnitudes were not signaled for the UNSIG group.
Before exposing the subjects to the sucrose pellets in Phase 2, a brief training condition was conducted. The subjects responded on the left lever for standard food pellets (BioServe Inc.) for 25 sessions. This was done to extinguish changeover (right lever) responses. Responses on the right lever gradually declined, and they were either eliminated or negligible at the end of the condition.
Subjects were then exposed to five different concentrations, 5%, 25%, 50%, 75%, and 95% in order of increasing concentration . The 5%, 25%, and 50% conditions were then replicated. Table 2 shows the order of conditions and the number of sessions run at each condition. Sessions were conducted twice per day, and at least 2 hr separated each session . Conditions were changed if visual inspection of response rates plotted across sessions suggested stability during the last five sessions for each VI. Exceptions were made for ill or injured rats so that the conditions were changed simultaneously for all rats. (Baum, 1974 (Baum, , 1979 Cliffe & Parry, 1980; Miller, 1976) . Because the reinforcer value estimate is a dimensionless quantity, McDowell (1987) suggested a method for standardizing the units for value. Based on his recommendations , the following conventions were used. The 50% sucrose pellet represented a "standard" with respect to which all the other pellets were compared. It represented a reinforcer value (P R) equal to 1 thorndike. (A thorndike is an arbitrary unit suggested by McDowell.) The other reinforcers were scaled with respect to this standard reinforcer. In Equation 4 , therefore, the denominator of the reinforcer value ratio P R jP RI was always 1. Thus, the reinforcer value ratio in Equation 4 reduced to P RZ The numerical subscript was dropped for convenience. In Table 3 , thorndike values above 1 suggest that the pellet was more preferred than the 50% pellet whereas values less than 1 indicate a preference for the 50% pellet. Note. The concentration on schedule A was always 50%, and represented a thorndike estimate of 1. Thus, the ratio PRI PRI reduced to P RZ For convenience, the numerical subscript was dropped. The P R estimate , w the duration of the re inforcer event, in hours), and the %VAF is presented.
The relation between P R and the nominal measure of reinforcer magnitude, percentage sucrose, is presented in Figure 1 . Figure 1 suggests that all subjects preferred the 5% pellet the least. For most subjects, it appears that the 50% pellet was equivalent, or slightly more preferred, to the 75% and 95% pellets . Three rats showed a preference for the 75% pellet, and one rat showed a preference for the 95% pellet.
Phase 2 . Subject M130 died early in Phase 2; therefore, his data are not presented. During the 25% condition, M 132 caught his teeth in the wire mesh of his cage, and sustained serious injuries. He had considerable difficulty eating both his standard food (for a time, he could only eat moistened food) and the sucrose pellets. He was not run in the experiment for approximately 2 weeks. His response rates appeared substantially suppressed relative to his prior performance. Therefore, his data should be interpreted with caution. Response rates were averaged over the last five sessions of each condition. The averaged response rates between each original and replicated 5%, 25%, and 50% conditions were similar.
Equation 1 was fitted to the averaged data at each concentration for each subject. Table 4 presents the estimates of k and r e , the standard error of the estimates, and the %VAF by the fits of Equation 1. Figure 2 shows the relation between k and nominal measures of reinforcer magnitude (percentage sucrose) . Mean data are presented in the lowest panel. The general pattern across subjects suggests that k increased with reinforcer magnitude. However, nearly equivalent values of k occurred over the three highest concentration conditions (50%, 75%, and 95%). represents the least-squares fit of Equation 3 to the data. The equation could not be fitted to M132's data. The %VAF by Equation 3 is shown in the bottom of each panel. A P R value was not determined for the 25% pellet during Phase 1; therefore, the 25% pellet is not represented in Figure 3 .
The rate equation can be expressed as a joint function of reinforcer value and reinforcement rate. For fitting, this relation can be expressed +0,(;' )("-,, '. -I ~r. (5) where a J = J" a 2 = ...!:..o." and a3 = e W • Equation 5 was fitted to the data from e W yeW the 5%,5% -replication, 50%, 50% -replication, 75%, and 95% conditions by least square regression techniques. The values of P R (obtained during Phase 1) for each concentration were inserted into Equation 5, as were the obtained reinforcement rates (obtained during Phase 2). Thus for each sucrose concentration, one reinforcer value and five reinforcement rate values were included in the fits of Equation 5. Figure 4 shows the relation between reinforcement rate, reinforcer value, and response rate. The smooth surface in each panel represents the fit of Equation 5 to the data. The %VAF by the function is presented in each panel.
Discussion
Herrnstein's kwas found to vary as a function of changes in reinforcer magnitude. The results from Phase 2 indicate that k increased monotonically with reinforcer magnitude. The present experiment, as well as earlier research (Bradshaw et aI., 1978; Dallery et aI., 2000; McDowell & Dallery, 1999; McDowell & Wood, 1984 , demonstrates that variation in k can be detected if appropriate conditions are arranged. The variation in k requires post hoc manipulations of matching theory, such as allowing for changes in response topography as a function of changes in reinforcer magnitude. The use of such post hoc additions to the theory may render the theory unfalsifiable and therefore untenable. Linear system theory, however, predicts, a priori, the particular conditions that make variation in k more likely (McDowell, 1980) , and the theory predicts exactly what form this variation should take.
The results suggest that the form of the variation in k is a predictable function of reinforcer value. To obtain the scale of reinforcer value, Equation 4 was fitted to the response and reinforcement rate data from Phase 1. The fits were excellent, accounting for an average of 96% of the variance. Using Equation 4, reinforcer value estimates (in thorndikes) were determined for each sucrose pellet. The standard 50% pellets were assigned a reinforcer value of 1 thorndike, and the other pellets were scaled relative to this standard. Figure 1 shows the relation between reinforcer magnitude (percentage sucrose) and reinforcer value , P R (thorndikes). For most subjects the 75% and 95% pellets were roughly equally preferred to the 50% pellets, as the reinforcer values were roughly equivalent (range from 0.702 to 1.253 thorndikes). For some subjects the 75% and 95% pellets were slightly less preferred. This finding suggests that equivalent ks for the 50%, 75%, and 95% conditions, shown in Figure 2 , were the result of equivalent degrees of preference for these pellets.
A given reinforcer magnitude produced a lower k only if the subject demonstrated less preference for that reinforcl3r magnitude. The 5% pellet yielded much lower reinforcer values (ranue from 0.494 to 0.758) relative to the 50%, 75% , and 95% pellets. As predicted, the reinforcement and response rate data under the 5% pellet condition produced lower ks relative to the other three pellets. For several subjects a slight downturn in k occurred as the sucrose concentration increased beyond 50%. However, this downturn may have reflected some preference for the 75% and 95% sucrose pellets over the 50% pellets. Similarly, for 1 subject (M128) the 75% and 95°/c, pellets were preferred (1.253 and 1.032 thorndikes, respectively) to the 50% pellets, and for this subject k tended to increase with each increase in sucrose concentration (see Table 4 ). These observations provide some additional evidence that reinforcer value (or preference), as measured by P R , rather than a physical scale of reinforcer magnitude, predicts the function form of k.
The mathematics of linear system theory requires that k vary with reinforcer value. The function describing this variation in k is a positively accelerated increasing function in the first quadrant Fits of Equation 3 to the relation between k and reinforcer value, present1 ed in Figure 3 , provide quantitative support for this function form. These re~sults are consistent with previous tests of linear system theory's account of how k varies with reinforcer magnitude 1999; McDowell & Wood, 1984 . Equation 3 accounted for an average of 77% of the variance in the value of k. Although the data in Figure 3 could have been well described by other mathematical functions, such as a straight line or a step function, these functions have no theoretical basis. Thus, the data points are consistent with the function form required by linear system theory.
The results also support linear system theory's conception of how reinforcement rate and reinforcer value jointly determine response rate. Equation 5 described the data well, accounting for an average of 79% of the response rate variance. The surface specified by Equation 5 has the familiar hyperbolic shape with respect to changes in reinforcement rate. The height of the surface also increases with respect to increases in reinforcer value. This description of the joint effects of reinforcer value and reinforcement rate represents an advance over accounts that describe the effects of a single variable in isolation.
A design feature of the present study was intended to answer a question posed by Bonem and Crossman (1988) in their review of how reinforcer magnitude affects behavior. Their question concerned whether reinforcer magnitudes must be signaled to produce an effect of magnitude on behavior. Therefore, reinforcer magnitudes were uniquely signaled for one group of subjects (the SIG group), and for the other group reinforcer magnitudes were not signaled (the UNSIG group). Because 2 subjects in the UNSIG group died during Phase 1, and 1 sustained a serious injury during Phase 2, conclusive comparisons between groups were not possible. Comparisons between the SIG group and the remaining data from the UNSIG group, however, do not suggest differences in the effects of reinforcer magnitude. For example, there were no apparent differences between groups in the fits of Equation 4 or in the obtained reinforcer values for each reinforcer magnitude. Further, there were no systematic differences between groups in the effects of reinforcer magnitude and value on k. Therefore, the results suggest that reinforcer magnitude effects can be obtained even when reinforcer magnitudes are unsignaled.
The present experiment demonstrated that increases in reinforcer magnitude were typically associated with increases in response rate. These findings are consistent with some previous studies (Bradshaw et aI., 1978; McDowell & Wood, 1984 , but inconsistent with several other studies (Cheeta, Brooks, & Willner, 1995; Phillips, Willner, & Muscat, 1991 a, 1991 Priddle-Higson, Lowe, & Harzem, 1976; Reed, 1991) . Indeed, the function describing the relation between reinforcer magnitude and response rate has been variously described as increasing, decreasing, monotonic, bitonic, or flat (Bonem & Crossman, 1988; DeGrandpre, Bickel, Hughes, & Badger, 1993) . Nevertheless, the present results provide one simple view through which many discrepant findings may be unified. A subject's preference for a concentration determines how that concentration will affect behavior relative to other concentrations. Very simply, different degrees of preference will result in different response rates, and equivalent degrees of preference will result in equivalent response rates.
Several limitations of the current study should be noted. One limitation concerns the poor fits of Equation 1 to the response and reinforcement rates for some conditions in Phase 2. The poor fits usually occurred with the 5% and 25% pellets. In some cases there was little variability in response rate to account for, thereby making the %VAF a poor index of goodness of fit. However, response rate also varied unsystematically across VI schedules. The poor fits could be disregarded, however, and the data would still suggest that k increased reliably with reinforcer value, and that linear system theory's predictions were supported. An additional limitation concerns the changes in the COD procedure during Phase 1. The stimuli during the COD were changed, and the COD duration was lengthened. However, the sale purpose of Phase 1 was to obtain P R estimates. The results suggest that there is no reason to believe that changes in the COD systematically altered the PRestimates.
Despite these limitations, the present results are consistent with several other studies that challenge matching theory's account of singlealternative responding (Bradshaw et aI., 1978; Dallery et aI., 2000; Herrnstein, 1974; McDowell & Dallery, 1999; McDowell & Wood, 1984 . The results confirm quantitative predictions made by linear system as to how k varies with reinforcer value, and how reinforcer value and reinforcement rate jOintly determine response rate. The body of literature supporting linear system theory suggests that studies involving magnitude manipulations should pay close attention to the range of reinforcer magnitudes used (Dallery et aI., 2000; McDowell & Dallery, 1999) . It may be that for different magnitudes to produce different reinforcer values, and therefore different rates of behavior and different ks, reinforcer magnitude must be adequately varied.
For the past half-century operant psychol09ists have studied how parametric variations in environmental variables affect behavior. These variables include properties of environmental consequences, such as their rate, delay, and magnitude, and properties of the response , such as its topography and force . Williams (1988) noted that the goal has been "to provide quantitative characterizations of each separate functional relation, so that the total response strength can be predicted from the particular combination of parameters" (p. 168). Similarly, linear system theory predicts how unitary properties (i.e., reinforcement rate, reinforcer value, response aversiveness) and their combination affect behavior. "The problem in a unitary approach is to specify how the value of a reinforcer as a single quantity can be determined directly, and to identify how reinforcer value and reinforcement rate govern response rate" (McDowell , 1987, p. 78) . One attractive feature 01' linear system theory is that it specifies, a priori, the measurement operation to obtain the value of a reinforcer as a single quantity. The present study was a preliminary demonstration of how the unitary measure of reinforcer value can be obtained, and how response rate can be predicted from a particular combination of environmental parameters, namely, reinforcement rate and reinforcer value . The goal of linear system theory is to provide a comprehensive set of functional relations that can describe behavior across a range of environments. Future research directed toward measuring other aspects of the environment, such as response aversiveness, and assessing the full multivariate structure of linear system theory, will determine whether this goal can be met.
