We present a fast, simple matrix method of computing the unique invariant measure and associated Lyapunov exponents of a nonlinear iterated function system. Analytic bounds for the error in our approximate invariant measure (in terms of the Hutchinson metric) are provided, while convergence of the Lyapunov exponent estimates to the true value is assured. As a special case, we are able to rigorously estimate the Lyapunov exponents of an iid random matrix product. Computation of the Lyapunov exponents is carried out by evaluating an integral with respect to the unique invariant measure, rather than following a random orbit. For low dimensional systems, our method is 1
considerably quicker and more accurate than conventional methods of exponent computation. An application to Markov random matrix product is also described.
Outline and Motivation
This paper is divided into three parts. Firstly, we consider approximating the invariant measure of a contractive iterated function system (the density of dots that one sees in computer plots). Secondly, we describe a method of estimating the Lyapunov exponents of an a ne IFS, or equivalently, the Lyapunov exponents of an iid random matrix product. While invariant measures of iterated function systems and Lyapunov exponents of random matrix products may seem rather di erent objects, they are mathematically very similar, and our method of approximation is almost identical for each. In both cases, we discretise appropriate spaces, as an alternative to random iteration. Finally, we bring the invariant measure and Lyapunov exponent approximations together to produce a method of estimating the Lyapunov exponents of a nonlinear IFS.
Invariant measures of iterated function systems
Contractive iterated function systems are relatively simple from the point of view of ergodic theory, as they have a unique invariant measure. We call a (Borel) probability measure invariant if = P r k=1 w k T ?1 k , where the weights w k and maps T k , k = 1; : : : ; r de ne our IFS (formal de nitions appear later). This invariant measure is the distribution that you would \see" if you iterated forward an initial \blob" of mass for an in nitely long time. It is also the distribution that appears when random orbits of iterated function systems are plotted on a computer. As there is only one invariant measure, it describes the distribution of almost all 6] random trajectories of the IFS, and so plays a commanding role in the behaviour of the dynamics. However, despite its ubiquity, methods of obtaining a numerical approximation of it have been rather rudimentary to date.
The most common way of obtaining a numerical approximation is to form a histogram from a very long random orbit. The IFS is de ned by a nite collection of maps T 1 ; : : : ; T r . At each time step, a map T k is chosen in an iid fashion and applied to the current point. In this way, long random orbits are produced. There is a theorem 6] that says that this method works, but it is often slow and there are no bounds on the error for nite length orbits. The authors know of two other constructions in the literature. Firstly, Boyarsky and Lou 3] introduce a matrix method that is applicable only when each map T k is Jablonski (in two dimensions, this means that each T k has the form T k (x 1 ; x 2 ) = (T k;1 (x 1 ); T k;2 (x 2 )), where T k;1 and T k;2 are one-dimensional maps). Their result is very restrictive in the class of mappings it may be applied to, and their results do not include any error bounds for the approximation. Secondly, the book of Peruggia 15] introduces a general method of discretisation, as a way of approximating the attracting invariant sets and the invariant measures of an IFS. While the constructions of 15] are similar to those of the present paper, our approach is entirely di erent, as the results of 15] rely on random iteration, which we wish to avoid. Because of this reliance on random iteration, 15] contains no quantitative bounds on the accuracy of the approximation.
In this paper, we present a simple computational method of rigorously approximating the unique invariant measure of an IFS (linear or nonlinear) based on a discretisation of the dynamics. As we are producing a computer estimate of the invariant measure, it must be in the form of a histogram, on a partition of the user's choice. The number of calculations required is O(n), where n is the cardinality of the histogram partition, while the accuracy 1 is O(n ?1=d ), where the invariant attracting set lies in R d . We present analytic bounds for the accuracy of our approximation in terms of the size of the histogram partition sets. Remark 1.1: After completion of this work, the paper of Stark 16] was brought to our attention, in which results similar to those of Theorem 2.2 were obtained with a view to implementation on a neural network.
Lyapunov exponents of random matrix products and nonlinear iterated function systems
We also describe a new rigorous numerical method of computing the Lyapunov exponents of an IFS. In analogy to the deterministic case 2], the traditional method of exponent computation is to choose a random starting point in phase space and run out a long random orbit x N = x N (k N?1 ; : : : ; k 0 ; x 0 ) = T k N?1 T k 0 x 0 ; (1) where the k i , i = 1; : : : ; N ? 1 are iid random variables that determine which map from a nite collection to apply. The local rate of contraction in a randomly chosen direction is averaged along this orbit by sequentially applying the Jacobian matrices of the maps. Symbolically, the Lyapunov exponents are computed as a time average by:
where DT k i (x i ) denotes the Jacobian matrix of the map applied at the i th iteration, evaluated at x i (the i th element of the random time series), and v denotes a starting vector. It is numerically observed, and in some cases may be proven, that the same value of is obtained for all starting vectors v.
Even in simple situations, such as an IFS comprised of a ne mappings, the standard time averaging technique may su er from instabilities and random uctuations. This is especially if some of the Jacobian matrices are near to singular, or some of the mappings of the IFS are chosen with very small probability. Using a simple a ne IFS, we demonstrate that Lyapunov exponent calculations via a time average, uctuate signi cantly along the orbit, and even with long orbits the instabilities persist. Perhaps more unsettling is the observation that for very long orbits, the variation of exponent estimates between individual orbits is much greater than the variation along a particular orbit. Thus, apparent convergence to some value along a particular orbit need not imply that the value is a good estimate of a Lyapunov exponent.
Rather than be subjected to the random nature of the time average, we instead perform a space average, which makes direct use of our approximation of the invariant measure. The Lyapunov exponents are then calculated as an expectation or integral that automatically averages out the random uctuations and is una ected by near singular Jacobian matrices or infrequently applied maps. We show how to calculate all of the Lyapunov exponents of an IFS, be it linear or nonlinear.
We begin with the case where each mapping is a ne, as here we are simply dealing with an iid random matrix product, where at each step a matrix is selected from a nite collection of matrices. We give a detailed example for a well known a ne IFS and compare our results with the standard time average. Later we demonstrate an extension of our method to a random matrix product where the matrices are selected according to a Markov process. In the case of nona ne IFS's, our method is a generalisation of the space averaging method for deterministic systems 9].
While we acknowledge that our methods do not provide analytic solutions for the Lyapunov exponents, they are mathematically rigorous, and in low dimensional systems we have found them to provide estimates that are much more stable and accurate than those obtained via random iteration.
2 Invariant measures of iterated function systems
Background
The purpose of this paper is to numerically demonstrate the application of our methods and to compare and contrast them with standard techniques. Proofs of most results and proof sketches of the remainder are given in the appendix. Theory for the more technical results is developed in 8]. We begin by formalising the mathematical objects that we will work with, so that we are able to state precise results. In the next section we give detailed examples of the use of our method.
Typically our IFS will act on some compact subset M of , and an associated collection of probabilities w 1 ; : : : ; w r such that P r k=0 w k = 1 and w k 0, k = 1; : : : ; r. At each iteration step, a map T k is selected with probability w k , and applied to the current point in our space M. In this way, random orbits fx i g N?1 i=0 are generated as in (1) . We wish to describe the asymptotic distribution of such random orbits. Often, one obtains the same asymptotic distribution for every initial point x 2 M and almost every random orbit. A su cient 2 condition for our IFS to possess only one such asymptotic distribution is that the IFS is a contraction on average; that is, 
and will call such a probability measure an invariant probability measure. Later we shall use the operator P : M(M)
?
de ned by
Invariance of a measure is equivalent to being a xed point of P.
Remark 2.1: There are several reasons why we choose to de ne a measure satisfying (5) as \invariant" under our IFS. Firstly, recall that the measure T ?1 k describes the image of the mass distribution under T k . Thus, the RHS of (5) is a weighted average of the images of under the various mappings T k . As such, has the interpretation of being invariant on average under the action of the IFS. Secondly, a theorem of Elton 6] states that the measure is the unique probability measure that is \exhibited" by almost all orbits of the IFS. That is, if one de nes a probability measure bỹ =~ (x; k 0 ; k 1 ; : : :) := lim
where x i is as in (1), and a weak limit (see below) is meant, then for every x 2 M and almost all sequences of map choices (k 0 ; k 1 ; : : :), one has~ = . Thus the distribution of points in M that one sees from a nite random orbit of the IFS will almost always be close to the unique measure satisfying (5) . Thirdly, the measure appears as a projection of an invariant measure of a deterministic representation of the IFS, called a skew product. This deterministic representation is used to formalise the mathematics from an ergodic theoretic point of view; see 8] for a discussion.
In the sequel, we will be trying to approximate various measures, so we need a metric on M(M) in order to tell how good our approximations are, or if convergence occurs at all. The measures we will be attempting to approximate live on fractal sets and have a description which is in nite in nature, while our numerical approximations are in the form of histograms and have a nite description. For this reason, we cannot expect our computer approximations to be accurate in the sense of strong convergence; the natural choice for fractal measures is approximation in the sense of weak convergence (see Lasota & Mackey 13] x12.2 for further details on strong and weak convergence of measures). The e ect (and sometimes de nition) of weak convergence is that:
Thus if we are concerned with how our measures integrate continuous functions, then weak convergence is the natural choice for convergence. A very useful property of weak convergence is that given a sequence of probability measures f n g we may always nd a weakly convergent subsequence. That is, the space M(M) is compact with the topology induced by weak convergence.
In order to quantify how good our approximations are, we require a metric. A useful metric which generates weak convergence as de ned in (8) 
Discretisation and Statement of Result
To nd a xed point of the in nite-dimensional operator P is di cult, so we replace P with a simpler nite-dimensional operator P n whose xed points are close to that of P. Construct a partition of M into n connected sets fA 1 ; : : : ; A n g. From each set, choose a single point a i , i = 1; : : : ; n and for each mapping T k de ne an n n stochastic matrix P n (k) by setting P n;ij (k) = 1; if T k a i 2 A j , 0; otherwise : (10) This matrix requires O(n) iterations to construct and is very sparse. Combine these r matrices to form the n n matrix P n :
and denote by p n a normalised xed left eigenvector of P n . We are now in a position to de ne our approximation of . We simply place a weight of p n;i at the position a i , forming a probability measure that is a convex combination of n -measures. That is,
Theoretical results are available on how good our approximation is. Thus we have a rigorous upper bound for the distance between our approximation and the true invariant measure in terms of the natural metric for fractal measures.
Remark 2.3: In terms of computing time, one must calculate the images of rn points and for each of these points, a search must be performed over the n partition sets to nd which set contains the image. At rst glance, the computing time required by our method seems to be O(n 2 ). However, by using the continuity of the maps T k , the search may be restricted to only a few partition sets, since the images of neighbouring points are close. Thus the construction of P n takes O(n) computing time.
Since unity is the largest eigenvalue of P n , the power method may be used to nd a xed left eigenvector, and the computing time is negligible. The memory requirements for nding the left eigenvector are also O(n) as the power method requires only the matrix P n (which may be represented in sparse form, storing only the positions and values of non-zero entries) and the current test vector to be held in memory.
At this point we note that once we have calculated the matrices P n (k) for a given set of mappings T 1 ; : : : ; T r , it is a very simple matter to alter the probabilities w k and recalculate an approximate invariant measure for this new system. This is because almost all of the computing e ort goes into the construction of the P n (k). For new probabilities w k , we merely construct a new matrix P n from (11) and nd a xed left eigenvector. Thus once one has an approximation for one set of probabilities, new approximations may be computed very quickly for a whole range of probabilities. The same idea applies to the estimation of Lyapunov exponents in the following sections and is brie y illustrated in the nal example.
Example: The fern
We illustrate our results for a well known IFS. Four a ne mappings are used to produce a picture of a fern 11]. In a later section, we will nd the Lyapunov exponents of this IFS. To put this in perspective, if 0 40000 is the probability measure produced by translating the \picture" in Figure 1 a distance 0.0219 units, then d( 40000 ; 0 40000 ) 0:0219. A direct comparison of these estimates with estimates of obtained via random iteration is di cult. One way to quantify the error is to run out a random orbit of length N and de ne N as in (7) . One may then calculate d H ( ; N ) and average this error over all possible random orbits. This would give an \expected error", quanti ed in terms of the Hutchinson metric. For simple systems, such a theoretical analysis is possible, and in 8] the one-dimensional Cantor system is considered, with our method clearly outperforming random iteration or the \chaos game". For more complicated systems, our method has the advantage of possessing a rigorous upper bound on the error of the approximation; something which is lacking from approximations obtained from random iteration. On an iteration for iteration basis in low dimensional systems, we expect our discrete method to produce superior approximations of , with the rigorous bound of Theorem 2.2 often being very conservative.
Intelligent ways of re ning the partition (see 5], for example) may also be used to increase the e ciency of the method.
3 Lyapunov exponents of iid random matrix products
Background
We begin by discussing the Lyapunov exponents of an iid random matrix product (or a ne IFS), as they are simpler to describe than the Lyapunov exponents of a nonlinear IFS. The latter will be dealt with in a later section.
An iid random matrix product is mathematically very similar to an IFS. Our IFS was de ned by randomly selecting a map from some nite collection at each time step, and applying this selected map to the current point. By simply replacing the collection of maps (1), where composition now means multiplication. Because this system is simply linear (and not a ne as in some IFS's), the dynamics is often rather boring, with v i heading o towards in nity or contracting towards the origin. What is of more interest is the exponential rate at which v i diverges to in nity or converges to zero, and this rate is quanti ed by the Lyapunov exponents of the random matrix product. Precisely, one de nes the limit:
Provided that Hypotheses 3.1:
(i) both kM k k and kM ?1 k k are nite for k = 1; : : : ; r, and
(ii) there is no nontrivial subspace of R d that is left invariant by all the M k , k = 1; : : : ; r, the limit (13) exists for almost all random orbits. Moreover, when this limit exists, the same value of (0) is obtained for all such orbits and for all starting vectors v 0 ; see 10] for details.
In the sequel, we will assume that Hypotheses 3.1 hold 3
. Our matrices will be selected from GL(d; R), the multiplicative group of invertible d d real matrices. The invertibility condition ensures that our product doesn't suddenly collapse to zero if the current vector happens to be in the null space of the next matrix.
Before describing our method of calculation, we introduce a space that plays a central role in our construction.
Real projective space It is clear from (13) 3.2 The Calculation of (0) We may rewrite (13) 
and combine them to form
Let d m denote a xed left eigenvector of D m (which necessarily has all elements nonnegative, and has been normalised so that the sum of its elements is unity) and de ne an approximate 
We now have the following result regarding our estimate of 
Remarks 3.3:
(i) We could of course, try to estimate the value of (0) directly from a random simulation of (13) for some large nite N. However, we present numerical evidence that this method is often ine cient and inaccurate, in particular in the cases where there are matrices that are near to singular, or matrices that are chosen very infrequently. For a theoretical analysis in a simple model, see 8].
(ii) As in Remark 2.3, the required computing time is O(n).
Example: The Fern
We return to the fern IFS, and proceed to compute its Lyapunov exponents. Since the Jacobian matrices of the four mappings T 1 ; : : : ; T 4 are constant, the orbit of the IFS in M is unimportant; all that matters is the sequence in which the mappings are applied. Thus, the Lyapunov exponents of the fern IFS are the same as the Lyapunov exponents of an iid random product of the matrices , there is only one exponent that is almost always observed, and this is the exponent that we wish to estimate. Before we describe our results, we attempt to use the standard method of random iteration to estimate (0) . We use (14) directly, by randomly selecting an initial vector v 0 , and then producing an iid sequence of matrices, selected from M 1 ; : : : ; M 4 . At each iteration, (14) is applied to track the current estimate of (0) ; we truncate this process after N = 10 are still some minor uctuations along individual orbits, but signi cantly di erent estimates are obtained from the 10 sample orbits. Using the ten nal estimates at N = 10 6 , we calculate the mean and standard deviation as ?0:443672 and 0:000654 respectively; leaving uncertainty in the third decimal place, or a standard error of around 0:15%. In the sequel, we will use our method to produce an estimate that appears to be accurate up to 5 decimal places, with far fewer iterations required. We now begin a description of our method. We seek to approximate a probability measure on RP ; see Table 1 . 
where`is normalised length on ? =2; =2). This construction was proposed by Ulam 17] for a related purpose. The results of Table 1 for low iteration numbers are plotted in Figure 4 . We compare our Thus our method can produce more accurate estimates with far fewer iterations. Remark 3.5: As is standard practice, the remaining exponents may be estimated by considering the action of the matrices on successively larger exterior powers of RP d?1 or R d nf0g.
Numerically, this means considering the action of the matrices on parallelepipeds rather than vectors. By considering k th exterior powers (of k-dimensional parallelepipeds), the sum of the k largest exponents will be observed almost always, and our method is guaranteed to converge to this sum.
In particular, the sum of all of the exponents is easily calculated as Sum of all Lyapunov exponents = r X k=1 w k log j det M k j: (21) In our example, this value is ?1:13005, so based on Table 1 , an estimate of the second exponent is ?1:13005 + 0:44351 = ?0:68654. The second (and smallest) exponent (1) may be calculated directly by substituting the inverses of M 1 ; : : : ; M 4 in equations (17) 
Lyapunov exponents of iterated function systems
In this nal section, we combine the methods of Sections 2 and 3 to produce an approximation for the Lyapunov exponents of a nonlinear contractive IFS. The same technique may be applied to estimate the Lyapunov exponents of any iid random composition of maps, however in the non-contractive case, rigorous results are still lacking.
Background
We wish to estimate the values of that arise from the limit (2) . Denote by the unique P-invariant probability measure for our IFS. is observed for all vectors v and almost all random orbits of the IFS. In almost all cases, the non-degeneracy condition (ii) is satis ed (see discussion in 8]).
Statement of results
As in Sections 2 and 3, partition M into n connected sets A 1 ; : : : ; A n , and similarly, partition As in (11), we construct the matrices P n (k), k = 1; : : : ; r and nd a normalised xed left eigenvector p n , to approximate the unique invariant probablity measure .
For each point a i 2 M, and map T k , there is a Jacobian matrix DT k (a i ). We approximate the action of each DT k (a i ), k = 1; : : : ; r, i = 1; : : : ; n using the technique described in 
k = 1; : : : ; r, i = 1; : : : ; n. Denoting P n;ij (k) = P n;ij (k)p n;i =p n;j , we now put the two approximations together to form the nm nm matrix: 
Denote by (s (1) m js (2) m j js 
If our system is one-dimensional, our job becomes particularly easy, as we need only worry about approximating , and do not need to construct the matrix D n;m . Additionally,
we can obtain error bounds in this situation. the Lyapunov exponents of (non-contractive or chaotic) deterministic systems. In this case, there is only one mapping T 1 , which is applied with probability w 1 = 1. In such a situation, one is usually not guaranteed to have a unique invariant measure, however numerical results are encouraging; see 9] for an application of this technique using only time series data. It is often numerically observed that the Ulam construction of Remark 3.4 applied to the matrices P n gives better results, especially for relatively small partitions.
(ii) In (i) above, we are really approximating the action of a single mapping T 1 by the Markov chain governed by the transition matrix P. Thus, the same construction may be used to estimate the Lyapunov exponents of a Markovian product of matrices. That is, suppose there are n matrices M 1 ; : : : ; M n , and that the selection process is no longer
iid, but Markovian, according to ProbfM j is multiplied next j M i was just usedg = P ij : A Markovian random matrix product can thus be de ned and one often wishes to calculate the Lyapunov exponents of this product. In fact,
is given by (25) 
where E denotes the system energy. This recursive formula is nothing other than a Markovian product of matrices, drawn in this case from a set of two matrices (as n takes only the two values a and b ). An object of concern is the localisation length, given by L = ? lim jnj!1 1 jnj < log j n j > which measures how the wavefunction amplitudes vary with n. This length is simply the inverse of the top Lyapunov exponent of this random matrix product, which we now set out to estimate. For the moment we shall x p = 1=2. Setting a = b = 0:5 and E = 0:7, the three matrices which we will multiply together are This procedure was carried out for m = 100; 200; 400; 600; : : :; 2000, the results of which are displayed in Figure 7 and in part in Table 2 . The method of Remark 3.4 was also tested, and as before was found to give more stable results. Based on these data, it appears that the true value of the top Lyapunov exponent may be expressed to ve signi cant digits as 5:9912 10 ?3 . Both the one-point and Ulam method have produced answers very close to this value using only around 3200 iterations, or a CPU time of 10{20 seconds, depending on which of the two methods is used. In analogy to Figure 3 , we plot the densities on RP 1 de ned by the vectors s (1) m ; s (2) m ; and s (3) m for m = 1000 in Figure 5 . These densities have the interpretation that if a uniform mass on RP 1 is pushed forward along a Markov random trajectory of matrices (with the trajectory beginning in the in nite past), terminating at state i, then almost surely, the resulting distribution is approximated by s Figure 7 . From the strong indications that the space average has converged to a value very close to the true value of (0) , it appears that from 10 random orbits of length 10 6 (taking a total CPU time of over 1900 seconds), the random iteration (or time average) method still produces comparatively inaccurate results.
Finally, we consider the variation of (0) as the transition probability p varies between 0 and 1. By only altering the transition matrix P, we do not need to recalculate the matrices D m (i), the task which requires most of the computing e ort. Thus, for each new P, we need 
A Proofs
We give in detail the proof of Theorem 2.2. The reader is guided through the proof of Theorem 3.2 and a sketch of the proof of Theorem 4.2 is given. There are three main steps in the proof. Firstly we show that P is a contraction on the metric space (M(M); d H ) (Lemma A.1). We then use the matrix P n to de ne an operator P n on M(M), and show that P and P n are always close in the d H metric (Lemma A.5).
Finally, we combine these two properties in Lemma A.6 to provide a bound for d H ( ; n ), where n is our approximate P-invariant measure satisfying n = P n n .
Lemma A.1 (Contractivity): Denote by s k , the contraction constant of T k , k = 1; : : : ; r, and put s =
