Introduction
Suppose that {X,} is a discrete-time, temporally homogeneous Markov chain on a general state space (X, ?F), and that there exists a set Te . such that {X)} restricted to T is 0-irreducible for some 0 (irreducible in the sense of Harris). In this paper we study the ergodic behaviour of {X)} given that it begins in T and conditional on its remaining in T. This problem has been considered by Darroch and Seneta [1] when T is a finite set, and by Seneta and Vere-Jones [6] when T is countable. In the latter paper, the main result hinges on the use of the R-theory for countable state space Markov chains created by Vere-Jones in [8] and [9] .
Our extension is based on the generalization of R-theory to Markov chains on a general 4-irreducible state space, contained in [7] . As far as possible notation in this paper has been kept compatible with that of both [6] and [7] . Since we shall be interested in the behaviour of {X,} only whilst it remains in T, we shall make the assumption that X \T is absorbing: that is, G+(x, T) = 0, x 0 T. With this assumption, {X,} restricted to T behaves exactly as {X,} on T We shall therefore drop the phrase "restricted to T", and use {X,} to denote the chain with transition probabilities P"(x, A), x e T, A -e , where 9 = {Ac -, A E T}.
Write, for any B -, B = {x e T: Gi(x, B) > 0}.
It is shown in [7] , Lemma 1.1, that the assumption of 4-irreducibility implies the existence of a a-finite measure M on 9 with M(T) > 0, satisfying the following condition.
Condition I. (i) {X,} is M-irreducible, (ii) if M(B) = 0, then M(B) = 0.
We shall henceforth use M to denote such a measure on 7-, and unless otherwise specified, such phrases as "almost all" will refer to M-measure. It will be convenient to introduce three pieces of notation: we shall use -+ to denote the collection of subsets of -with positive M-measure, and, if Af = (K(j)) is a partition of T, we use -r to denote those elements of Y which are contained in K(j) for some j, and .Y-= 7y fNl-+. Finally, we assume that {X,} on (T, 5) is strictly substochastic (that is, for some set Ae 9-+, P(x, T) < 1 for every x e A), and that {X,} is aperiodic (cf. In the sequel, the null set Nf of (c) and (d) above will be assumed to contain the null set on which (2.3) fails to hold. Our assumption that #" is separable is needed precisely to ensure the existence of this "global " null set: in the nonseparable case the nullset in (c) may depend on the set A e -F,, and whilst our results in Section 3 can be adjusted to account for this, the notation becomes exceedingly tedious. 
Proof. From the previous corollary ir(x, T) = f(x) Q(T)
, and so, as in (2.9), (2.14) lim lim R"P"(x, Tj) = 0 j-c00 n--O for almost all x. But for any A E -, R"P"(x, A) = R"P"(x, A \ A) + R"P"(x, A1) and the first of these terms tends with n and j to f(x)Q(A) for almost all x, whilst the second is bounded by R"P"(x, Tj) and hence from (2.14) tends to zero with n and j for almost all x.
Quasi-stationarity and the main limit theorem
Suppose that the probability of being absorbed into X \ T is one, from every starting point x e T: the quantities in which we are interested in a study of quasistationarity of {X,} on T are then (cf. [6] , (1)- (4) A discussion of the probabilistic meanings of (3.1)-(3.4) in the countable case is given in [6] , and we will not repeat it in detail here. We remark only that (3.1) represents the probability distribution of {X,} after n steps conditional on Xo = x e T and X, e T, whilst (3.2)-(3.4) are related quantities conditioned on the same type of event.
If we assume that G+(x, X \ T)> 0 for x e T, and also that the probability of staying in T forever, starting at x e T, is positive, then the limits in (3.1)-(3.3) are all zero for transient A, and we must define certain more general quantities (cf. which tends to zero as first n and then j tend to infinity, from (4.1). Thus (4.4) is the limit of the numerator of (4.2) as n and m tend to infinity. We can in fact interchange the limits with m and n in this calculation without affecting the limit; for if we fix n, fSR"P"(y, dw)q(w) is a bounded function of y in A, and so for almost all ( the numerator of (4.2) tends with m to (4.5) f (() f (dy) fR"P"(y, dw),(w), and the limit of (4.5) with n -+ oo, when divided by the limit of the denominator of (4.2), is then (3.12) from Lemma 2. Finally, we evaluate the limit of (3.6). We need to show the convergence of 
We next prove that (A) implies (B)
. Unlike the countable case, this is in fact the easier direction, mainly due to our assumption in (A) of the existence of those limits, the proof of whose existence from (B) has taken up so much of this section. In the countable case, Seneta and Vere-Jones [6] were able to use standard Abelian arguments to establish many of these limits, but here we have had to resort to the specific R-invariance of Q and f, and the semigroup nature of {P"(., .)}, to do this. On the other hand, we have established, even in the countable case, the ergodic nature of (2.12)-(2.14) for all Ae 7-, not merely for A E -for some partition .
•.
When we are given (A) of Theorem 2, we have in fact a plethora of limits, and we need only some of these, as noted in [6] . Specifically, we choose a particular • ET We have given this theorem to show that in the uncountable case, an initial starting distribution may prove more tractable when not concentrated at a single point: the reader should note that in the theorem, under either (A') or (B'), we do not need the assumption that the limits analogous to (3.10) exist. I conjecture that in fact, even in the uncountable case, the limits (3.10) always do exist, and so, from Corollary 2 to Lemma 2, have the desired form: but I have not so far been able to prove this. In the uncountable case, one might often be willing to assume that the chain starts, not at a single point, but rather with a distribution over some set of positive M-measure. The theorem then ensures that for a large class of initial distributions, the 'correct' quasi-stationary limit is obtained, and is independent of the initial distribution.
In particular this theorem covers the following two cases when the initial distribution is actually concentrated at a point {x}: 
