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From the Editor-in-Chief 
Richard A. Brualdi 
In this new column, to be wriven by one of the o&upants of the position 
of editor-m-chief and to be included in every volume whose number is 
divisible by twenty, we relate comments from authors and readers concerning 
papers that have recently appeared in Linear Algebra Appl. The column will 
contain errata, additional references, and historical and other comments that 
we believe will be of interest to readers of the journal. 
B. Aupetit and J. Zemanek, A characterization of normal matrices by their 
exponentials, 132:119-121 (1990). R. M th’ a ias noticed that the last line in 
the proof of Theorem 1 is incorrect. As Aupetit has written, replacing it by 
Repeating the same argument on H, and so on, we conclude that e A is normal on H, 
and consequently e tA is normal on H for all real t. Considering the series expansion 
we conclude that A is normal. 
corrects the proof. Mathias gives the following example to show that the 
normality of e A does not imply the normality of A: 
The matrix A is not normal, but e A is. This follows because, as Mathias 
points out, if ._ 
then 
e tA _ etP 
e 
th 
e - 
[ s ff h-p , 0 etp 
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where the difference quotient is replaced by the derivative tetA if h = CL. 
(Thus A is normal if and only if etA is normal for all t.) 
E. E. Tyrtyshnikov, Cauchy-Toeplitz matrices, 149:1-18 (1991). A. 
Gerasoulis has written that some additional references for the (known, as 
Tyrtyshnikov points out in the introduction) results in Section 2 of the paper 
are: “The singular value decomposition of the Gauss-Chebyshev and 
Lobatto-Chebyshev methods for Cauchy singular integral equations” by A. 
Gerasoulis, Comput. & Math. Appl. 12A:895-907 (1986), and “Inversion 
dune matrice generalisant la matrice de Hilbert,” Chiflres 3:149-152 (1960). 
Gerasoulis also points out that the problem of multipying a Cauchy matrix of 
order R with a vector in O(n log’ n) time is known as “Trummer’s problem” 
and was posed in the numerical analysis community by Gene Golub. It was 
solved in the papers “A fast algorithm for Trummer’s problem” by A. 
Gerasoulis, M. D. Grigoriadis, and L. Sun, SIAM J. Sci. Statist. Comput. 
8:135-138 (19871, and “A fast algorithm for the multiplication of generalized 
Hilbert matrices with vectors” by A. Gerasoulis, Math. Comp. 50:179-188 
(1988). 
L. B. Beasley and T. L. Laffey, Linear operators on matrices: The 
inveriance of rank-k matrices, 133:175-184 (1990). The authors have writ- 
ten to say that, as pointed out by R. Loewy, the hypothesis of Theorem 2 
must be modified to include that n > 2k - 1. The only modification needed 
in the proof is the observation that a rank-k space which satisfies the 
hypotheses of case 2 must have dimension at most 2k - 1. This modification 
does not alter any of the remaining results in the paper. 
M. Bierlaire, Ph. Toint, and D. Tuyttens, On iterative algorithms for 
linear least squares problems with bound constraints, 143:111-143 (19911. 
The authors have written to say that, as pointed out by L. Kaufman, step 2.c 
(p. 116) of the restricted LSQR alg on ‘th m is incorrectly stated. The problem 
arises from the fact that the quantity 4 Lil in Equation (13) can be negative, a 
fact that is not taken into account in Equations (lo)-(12) as stated in the text. 
As a result, Equation (13) can lead to unfeasible iterates. The correct 
statement of step 2.c is: 
Step 2.~: Update. Compute the maximum feasible step from #-‘I 
along wt’l: 
m = arg min lAyI/, 
j=l ,....p 
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where 
3 
1 lj - yy1 &il if c#J’G~_$~~ < 0, J 
$1 = 
I Uj - yy1 &il J if ~#J~~zc;j[~l > 0, 
k +a otherwise 
If ]A~II < ]@“l/pt’l], then set 
$il = $-11 + AEJ~[‘I, 
define St* 1 as the set of indices of the variables that are at their bounds at ytiI 
but not at yti- ‘1, and to to step 2.e. Else set 
$il = +- 11 
#iI 
+ -.wJil. #I 
Ji+ 11 = v[i+ 11 
ori+ 11 
_ -Jil, 
p[il 
The error only appears in the algorithm statement; the program used for 
producing the numerical results was correct, and hence they remain valid. 
The authors also point out a typographical error: Equation (42) on p. 123 
should read 
4(X(l)) < 9(,(O)) + /@)t( .(I) - #)); 
and Reference [26] is now published in J. Amer. Stat. Assoc. 89(389):8-37 
(1985). 
S.-Z. Song, Minimum permanents on certain doubly stochastic matrices, 
143:49-56 (1991). T. Foregger points out that the important Lemma 1, 
which asserts that the permanental minors of the positive elements of a facial 
minimizing fully indecomposable, doubly stochastic matrix A equals the 
permanent of A, is a special case of Lemma 1 of his paper in Linear Algebra 
Appl. 32:75-85 (1980). 
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M. T. Chien, Boundedness of numerical range, 134:25-30 (1990). B. V. 
R. Bhat and M. Sridhar have pointed out that the conjecture on p. 29 is 
incorrect. A counterexample is the matrix 
0 0 0 -1 
A=002 0 I 1 0 I 0 0’ 1 0 0 0 
With K as defined on p. 26, the eigenvalues of K are -2, -2, -1, -1, 1, 1, 
2, 2. Since K has four distinct eigenvalues and since the conjecture implies it 
can have at most 2, A is indeed a counterexample. 
C. R. Johnson and P. Nylen, Yamamoto’s theorem for generalized singular 
values, 128:147-158 (1990). J. Z emanek has observed that Theorem 3.3 is a 
particular case of a theorem in the operator theory literature [H. K&rig, A 
formula for the eigenvalues of a compact operator, Studia Math. 65:141-146 
(1979) and Eigenvalue Distribution of Compact Operators, Birkhauser, Basel, 
1986, pp. 134-1361. Other developments can be found in the paper “Geo- 
metric characterizations of semi-Fredholm operators and their asymptotic 
behaviour” by Zemanek, Studia Math. 80:219-234 (1984). 
M. Wei and G. Majda, A new theoretical approach for Prony’s method, 
136:119-132 (1990). A. S’d’ ha 1 1 s written that many of the problems treated 
in this paper were solved by him in the two papers “Interpolation at 
equidistant points by a sum of exponential functions,” J. Approx. Theoy 
34:194-210 (1982), and “Interpolation by a sum of exponential functions 
when some exponents are preassigned,” J. Math. Anal. Appl 112:151-164 
(1985). An important tool used in Sidi’s paper is that of Pad& approximants. 
A. Leizarowitz, On infinite products of stochastic matrices, 168:189-219 
(1992). I. Fleischer and A. Joffe have remarked that Theorem 3.2 (proved 
for forward products taken in an arbitrary order of multiplication) works for 
any product with an infinite number of factors on the right. They also remark 
that it can be derived from the following Theorem V.4.4 in Ma&u Chain 
Theory and Applications by D. L. Isaacson and R. W. Madsen (Wiley, 1976) 
(the proof of which works for any product as long as there are an infinite 
number of factors on the right): Let Q,, b e a sequence of stochastic matrices 
with lim supnllQnll = C < 1 and left nonnegative eigenvectors fit converging 
to fm. Then the Qn are strongly ergodic and lim,, ~nc xQn = fp for all 
probability vectors X. Theorem 3.2 is now a consequence, since by the 
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continuity of the Lipschitz constant, we have that for some C < I, 
lim sup,,l?f,l < C, and by the continuity of the left eigenvector of Q,,, 
lim ,,+m% = rl. 
A. Muchlis, On the extremal points of a class of polytopes of matrices, 
162/163:369-383 (1992). The author has noticed that the proof of Lemma 
2 is incorrect. Lemma 2 should be replaced by the following lemma, the 
proof of which is not difficult to construct: 
LEMMA 2’. Let A he a real symmetric matrix of order n. Then: 
(1) If G(A) is a tree, then BG( A) is a forest with two components; 
moreover the vertices i, and i, are not connected, 1 < i < n; 
(2) if G( A) is a looped tree, then BG( A) i.s a tree; 
(3) if G( A) is a nonloop, odd-length cycle, then BG( A) is a cycle. 
In the paper Lemma 2 is used to prove Theorem 3. Only the facts in 
Lemma 2’ are needed, so that Theorem 3 and subsequent results still hold. 
Muchlis has also discovered that Theorem 3 can be derived from the theorem 
in “A note on symmetric doubly-stochastic matrices” by A. B. Cruse Discrete 
Math. 13:100-119 (1975). 
A. Ben-Tal and M. Teboulle, A geometric property of the least squares 
solution of linear equations, 139:165-170 (1990). R. W. Farebrother has 
supplied some additional references, some from the statistics literature, for 
the least squares solution of an overdetermined linear system that may 
interest readers. They are: “De formatione et proprietatibus determinantium” 
by C. G. J. Jacobi, J. Reine Angew. Math. 22:225-318 (1841), reprinted in 
his Werke, Georg Reimer, Berlin, 1884, Vol. 3, pp. 355-392; “A property of 
simple least squares estimates” by M. Subrahmanyam, Sankhyn b34:355-356 
(1972); “Relations among subset estimators: A bibliographic note” by R. W. 
Farebrother, Technometrics 27:85-86 (1985); and “The set of weighted 
regression estimates” by C. Z. Gilstein and E. E. Learner, J. Amer. Statist. 
Assoc. 78:942-948 (1983). 
D. S. Bernstein, Some open problems in matrix theory arising in linear 
systems and control, 162-164:409-432 (19821. In the paper the author 
remarks that it is a fundamental open problem to determine whether the 
Frobenius norm of matrices in RfTLX n is induced if one allows different norms 
on R” and R’“. Kh. D. Ikramov has written to tell us that he proved in the 
paper “The representation of matrix norms,” U.S.S.R. Comput. Math. and 
Math. Phys., 9(6):180-188 (1969), th t a neither the Frobenius norm (called 
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Euclidean norm in his paper) nor the norm given by Cijlaijl is induced. He 
warns the reader of his paper that the translation is not very good. 
J. R. Bar-on and C. W. Gray, A generalized polar decomposition, 
170:75-80 (1992). Kh. D. Ikramov remarks that in his paper “Singular 
numbers and polar factorization of an operator in a bilinear metric space,” 
U.S.S.R. Comput. Math. and Math. Phys. 28(1-2):85-87 (19881, he intro- 
duced a similar notion and proved a theorem equivalent to Proposition 1. 
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