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Abstract
We study bounded pseudoconvex domains in complex Euclidean space. We define an index
associated to the boundary and show this new index is equivalent to the Diederich–Fornæss
index defined in 1977. This connects the Diederich–Fornæss index to boundary conditions and
refines the Levi pseudoconvexity. We also prove the β-worm domain is of index π/(2β). It is the
first time that a precise non-trivial Diederich–Fornæss index in Euclidean spaces is obtained.
This finding also indicates that the Diederich–Fornæss index is a continuum in (0, 1], not a
discrete set. The ideas of proof involve a new complex geometric analytic technique on the
boundary and detailed estimates on differential equations.
0 Introduction
The root of modern complex analysis is the theory of pseudoconvexity. In 1906, Hartogs discovered
a surprising phenomenon in Cn for n > 1 which can never appear in C. He found that on some
bounded domains in Cn for n > 1, every holomorphic function can be holomorphically extended to
a larger domain. After that, Levi and Hartogs studied this phenomenon and derived two different
necessary and sufficient descriptions of the domains where this phenomenon does not hold. These
two conditions are equivalent and are known as Levi pseudoconvexity and Hartogs pseudoconvexity.
Their equivalence is represented in the following theorem.
Theorem 0.1 ([22]). Let Ω be a bounded domain with C2 boundary in Cn. Let
δ(z) :=
{
− dist(z, ∂Ω) z ∈ Ω
dist(z, ∂Ω) otherwise.
be a signed distance function of Ω. Then the two following statements are equivalent:
1. The domain Ω is Hartogs pseudoconvex, i.e., − log(−δ) is plurisubharmonic in Ω.
2. The domain Ω is Levi pseudoconvex, i.e., Hessδ(L,L) ≥ 0 for all (1, 0) tangent vector field L
of ∂Ω.
The theorem essentially states how a boundary condition affects the nature of domains. It was
soon discovered that the pseudoconvexity is definitive to many other fundamental problems. In
complex Hodge theory, Garabedian–Spencer [15] suggested the ∂¯-Neumann problem on bounded
pseudoconvex domains with smooth boundary. The L2 existence theory and the global regularity
of ∂¯-Neumann problem on strongly pseudoconvex domains (i.e. Hessδ(L,L) strictly greater than 0
everywhere) were solved by Kohn [20], [21] and Hörmander [18] during 1940s-1960s. However, the
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global regularity for many other pseudoconvex domains (with smooth boundary) is still lacking a
complete answer (see Boas–Straube [6]). In particular, the ∂¯-Neumann operator may or may not
preserve the sobolev space W s(p,q)(Ω) of (p, q)-forms for all s > 0 (see Barrett [3], Kiselman [19] and
Boas–Straube [5]) even under the category of smoothly bounded pseudoconvexity. This demands a
refinement of pseudoconvexity to further classify the (weakly) pseudoconvex domains.
In 1977, Diederich–Fornæss proved a celebrated theorem in [10]. The idea of the theorem is to
replace the classical log composition in the notion of Hartogs pseudoconvexity with a power function
composition. This classifies the notion of pseudoconvexity in the detail.
Definition 0.2. Let Ω be a bounded pseudoconvex domain with C2 boundary in Cn. The function
ρ is called a defining function if following conditions are satisfied:
1. the function ρ is C2 on a neighborhood of Ω,
2. the domain Ω = {z ∈ Cn : ρ(z) < 0}, and
3. the gradient ∇ρ 6= 0 on ∂Ω.
The number 0 < τρ < 1 is called a Diederich-Fornæss exponent if there exists a defining function ρ
of Ω so that −(−ρ)τρ is plurisubharmonic in Ω. The index
η := sup τρ,
where the supremum is taken over all defining functions of Ω, is called the Diederich-Fornæss index
of the domain Ω (see Chen–Fu [7]).
The index does a fundamental job to refine the notion of Hartogs pseudoconvexity in terms of the
Sobolev regularity for the ∂¯-Neumann operator and Bergman projection. For example, Berndtsson–
Charpentier showed in [4], that the ∂¯-Neumann operator and the Bergman projection preserves
W k(Ω) for k < η0/2 when the Diederich–Fornæss index is η0. However, the Diederich–Fornæss
index has not been understood thoroughly because the verifications and computations are rather
difficult. In this paper, we understand the index by refining the notion of Levi pseudoconvexity.
In other words, we define a natural index of the boundary and show this new index is equal to
the Diederich–Fornæss index. This is given by Theorem 2.9. This theorem can be thought of as a
refinement of the equivalence of Hartogs pseudoconvexity and Levi pseudoconvexity.
To prove the theorem, we first simplify some common quantities and establish several useful iden-
tities. Many of the simplifications are motivated by the geometric analysis for Riemannian and
Kähler manifolds. We also pass the plurisubharmonicity to the study of quadratic equations. Using
the useful identities and the discriminant for quadratic equations, we are able to obtain the theorem
of equivalence. The ideas of proof involve new complex analytic techniques on the boundary.
By the completeness of Diederich–Fornæss index in terms of Levi’s notion, we understand the
Diederich–Fornæss index is fundamental to the domains in complex analysis. Consequently, we will
say the Ω is a pseudoconvex domain of index η0 when the Diederich–Fornæss index of Ω is η0. If
η0 ∈ (0, 1), we say that the Ω is of non-trivial index. Otherwise, we say it is of trivial index. The
Diederich–Fornæss index gives an alternative classification to the classical notions (e.g. strongly
pseudoconvex, finite type, et al.).
The theorem of equivalence makes the computation of the index simpler. As one application, we
will compute the index of β-worm domains (see Definition 3.1). The β-worm domains Ωβ have
been introduced by Diederich–Fornæss in [9]. These domains are the most famous pseudoconvex
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domains with smooth boundary on which the ∂¯-Neumann operators and Bergman projections do
not preserve W k(Ωβ) for all k > 0. Indeed, the non-preservation on W
k(Ωβ) for k ≥ π/(2β − π)
was showed by Barrett in 1992 (see [3]). On the other hand, the domains Ωβ are the only known
domains of non-trivial index in Cn. Since the 1990s, it has been known that the index of Ωβ is less
or equal to 2π/(2β − π). In 2008, Krantz–Peloso [23] improved this upper bound to π/(2β − π).
As an application of Theorem 2.9, we improve the upper bound of Diederich–Fornæss index of Ωβ
to π/(2β). We also show this bound is sharp. In other words, we determine that Ωβ is of index
π/(2β). This is the first time that an accurate non-trivial Diederich–Fornæss index in Euclidean
spaces is obtained. See Theorem 3.4.
To find the Diederich–Fornæss index of β-worm domains, we pass the Diederich–Fornæss index to
the solvability of a partial differential equation defined on an annulus. This requires the use of
our new index. We then associate the solvability of the aforementioned partial differential equation
with the solvability of the famous Riccati equations. Consequently, the Diederich–Fornæss indexes
of β-worm domains are found using the comparison principal of ordinary differential equations.
We remark that in the case of complex manifolds, Diederich–Ohsawa in [11] and [12] have con-
structed a domain with Levi-flat boundary. This domain is known to have the Diederich–Fornæss
index 0.5 by different arguments involving Adachi–Brinkschulte [2], Fu–Shaw [14] (see [14] for other
estimates) and Example 4.5 of Adachi [1]. This type of domain, however does not exist in Euclidean
spaces because of the nonexistence of domains with Levi-flat boundary in Cn.
Since 1977, many mathematicians have been working on this topic. Here are a few important works
which we have not mentioned: Demailly [8], Fornæss–Herbig [13], Herbig–McNeal [17], Harrington
[16], and Range [24].
The outline of the paper is as the following. After some preparation in preliminaries, we define
the Diederich–Fornæss index of hypersurface in Section 2 (see Definition 2.7). We also show this
new index is equivalent to the Diederich–Fornæss index defined above. This equivalence is proved
in Theorem 2.9. In Section 3, we study the β-worm domains Ωβ. Using Theorem 2.9, we find the
exact Diederich–Fornæss index of Ωβ in Theorem 3.4. This also shows that the Diederich–Fornæss
index is continuum, not discrete.
In this paper, all smoothness can be replaced with C3.
1 Preliminaries
In this paper, we use the following terminology. Let Ω be a bounded pseudoconvex domain with
smooth boundary in Cn. Recall δ is the signed distance function of Ω defined in Section 0. We
denote a fixed defining function Ω by r. We let ρ be an arbitrary defining function of Ω. It is well-
known that ρ = reψ for some smooth ψ defined in a neighborhood of Ω. We fix this terminology and
will not mention the relation of δ, r and ψ in the rest of article. We denote a tubular neighborhood
of ∂Ω by U . We also use terminology from Kähler geometry. The notation g stands for the standard
Euclidean metric of Cn and Hessr(L,N) = g(∇L∇r,N) stands for Hessian with this metric.
Let Ω be a pseudoconvex domain with smooth boundary defined by r. We define
Nr =
1√∑n
j=1 | ∂r∂zj |2
n∑
j=1
∂r
∂z¯j
∂
∂zj
.
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If we replace r by δ in the definition above, we can also define the tangent field
Nδ =
1√∑n
j=1 | ∂δ∂zj |2
n∑
j=1
∂δ
∂z¯j
∂
∂zj
.
The reader can check that Nr and Nδ have the following properties:
1. Nr = Nδ on ∂Ω.
2.
√
2Nδ is unit vector in C
n.
3. Nδ +N δ = ∇δ in Cn.
4. Nr +N r = ∇δ on ∂Ω.
5. Nδδ =
1
2 and Nrr =
‖∇r‖
2 .
Here, the notation ∇ stands for the gradient in terms of the Euclidean metric. In this article,
whenever we mention lim
z→p
, it means z approaches p from the normal direction. We will frequently
use the following two basic results.
Lemma 1.1. Let Ω be a bounded pseudoconvex domain with smooth boundary in Cn. Let L be a
smooth (1, 0)-tangent vector field on ∂Ω.
1. Then at p ∈ ∂Ω
lim
z→p
Lρ
−ρ =
Nr(Lρ)
−Nrρ .
2. Assume Hessρ(L,L) = 0 at p ∈ ∂Ω. Then at p,
lim
z→p
Hessρ(L,L)
−ρ =
Nr Hessρ(L,L)
−Nrρ .
Proof. On ∂Ω, Nr−N r is tangent to ∂Ω. Consequently we have that (N−N r)Lρ = 0. This implies
Nr(Lρ) = N r(Lρ).
We are going to show the first conclusion. For the same reason, if Hessρ(L,L) = 0 at p ∈ ∂Ω, we
have that Nr(Hessρ(L,L)) = N r(Hessρ(L,L)).
Since Lρ = 0 on ∂Ω, then
lim
z→p
Lρ
−ρ = limz→p
Lρ|z − Lρ|p
−ρ|z + ρ|p =
(Nr +N r)(Lρ)
−(Nr +N r)ρ
∣∣∣∣∣
p
=
Nr(Lρ)
−Nrρ
∣∣∣∣∣
p
.
Similarly, we can also obtain the second conclusion.
Lemma 1.2. Let Ω be a bounded pseudoconvex domain with smooth boundary in Cn. Suppose L is
a (1, 0) tangent vector field so that Hessr(L,L) = 0 at p ∈ ∂Ω. Assume, Tj for 1 ≤ j ≤ n − 2 are
(1, 0) tangent vector fields and L, T1, T2, . . . , Tn−2 are orthogonal at p. Then Hessδ(L, Tj) = 0 for
1 ≤ j ≤ n− 2 at p.
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Proof. If L = 0, the lemma obviously holds. We assume L 6= 0. Without loss of generality, we
assume {L, T1, T2, . . . , Tn−2} is an orthonormal basis at p. The pseudoconvexity at p implies the
matrix 

Hessr(L,L) Hessr(L, T1) · · · Hessr(L, Tn−2)
Hessr(T1, L) Hessr(T1, T1) · · · Hessr(T1, Tn−2)
...
...
. . .
...
Hessr(Tn−2, L) Hessr(Tn−2, T1) · · · Hessr(Tn−2, Tn−2)


is semi-positive definite. This is equivalent to say its principal minors are nonnegative. Particularly,
for 1 ≤ j ≤ n− 2, we take out the principal minor(
Hessr(L,L) Hessr(L, Tj)
Hessr(Tj , L) Hessr(Tj , Tj)
)
.
The determinant should be nonnegative. That is at p,
Hessr(L,L)Hessr(Tj , Tj)− |Hessr(L, Tj)|2 ≥ 0.
But since Hessr(L,L) = 0 at p, we find out Hessr(L, Tj) = 0 at p.
2 The hypersurface version of Diederich-Fornæss index
Let r be an arbitrary defining function of Ω. We know that ρ = reψ for some smooth function ψ
defined in a neighborhood of Ω in Cn.
Lemma 2.1. Let Ω be a bounded pseudoconvex domain with smooth boundary in Cn. Let L be a
smooth (1, 0)-tangent vector field in a tubular neighborhood of ∂Ω. Let N denote Nr.
1. Then at p ∈ ∂Ω,
−2Re
(
Hessρ(L,N) · lim
z→p
Lρ
−ρ ·Nρ
)
= 2e2ψ
(|Lψ|2|Nr|2 +Re ((Lψ)(Nr)Hessr(N,L))) .
2. Assume Hessρ(L,L) = 0 at p ∈ ∂Ω. Then at p,
lim
z→p
Hessρ(L,L)
−ρ |Nρ|
2
=− e2ψ(Nr)
(
|Lψ|2(Nr) + (Nr)Hessψ(L,L) + g(∇L∇N∇r, L)− 2‖∇r‖−1|Hessr(N,L)|2
+ ‖∇r‖L
(
1
‖∇r‖
)
Hessr(N,L)
)
.
Remark 2.2. The reader should be warned that L might be vanishing at some points.
Proof. First, without loss of generality, we assume that L is defined in a tubular neighborhood of
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∂Ω so that Lr = 0. We use the identity from Lemma 1.1. At p ∈ ∂Ω,
− 2Re
(
Hessρ(L,N) · Lρ−ρ ·Nρ
)
=2Re
(
Hessρ(L,N) ·N(Lρ)
)
=2Re
(
Hessρ(L,N) · (Hessρ(N,L) + (∇NL)ρ)
)
=2|Hessρ(L,N)|2 + 2Re
(
Hessρ(L,N) · (∇NL)ρ
)
=2|Hessρ(L,N)|2 − 2e2ψ Re
(
(Lψ)(Nr)Hessr(N,L)
) − 2e2ψ |Hessr(L,N)|2
=2e2ψ
(|(Lψ)(Nr) + Hessr(L,N)|2 − Re ((Lψ)(Nr)Hessr(N,L))− |Hessr(L,N)|2)
=2e2ψ
(|Lψ|2|Nr|2 +Re ((Lψ)(Nr)Hessr(N,L))) .
Now with the assumption Hessρ(L,L) = 0 at p ∈ ∂Ω, we compute
Hessρ(L,L)
−ρ |Nρ|
2 .
Again, we use the identities from Lemma 1.1 to obtain that
lim
z→p
Hessρ(L,L)
−ρ |Nρ|
2 =
N Hessρ(L,L)
−Nρ |Nρ|
2 .
Here
Nρ = N(reψ) = reψNψ + eψNr = eψ(Nr)
at ∂Ω, hence
lim
z→p
Hessρ(L,L)
−ρ |Nρ|
2 = −eψ(Nr)N Hessρ(L,L).
We are going to compute
N Hessρ(L,L).
Since we only consider the Euclidean space Cn where the curvature tensor is 0, we can obtain that
N Hessρ(L,L)
=g(∇N∇L∇ρ, L) + g(∇L∇ρ,∇NL)
=g(∇L∇N∇ρ, L) + g(∇[N,L]∇ρ, L) + g(∇L∇ρ,∇NL)
=Lg(∇N∇ρ, L)− g(∇N∇ρ,∇LL) + g(∇[N,L]∇ρ, L) + g(∇L∇ρ,∇NL)
For the following paragraphs, we are going to compute the four terms generated from the last line
one by one.
First, we compute the term Lg(∇N∇ρ, L) at p.
Lg(∇N∇ρ, L)
=L
(
g(∇N (reψ∇ψ), L) + g(∇N (eψ∇r), L)
)
=L
(
eψ(Nr)(Lψ) + reψ(Nψ)(Lψ) + reψg(∇N∇ψ,L) + eψ(Nψ)(Lr) + eψg(∇N∇r, L)
)
=eψ(Nr)|Lψ|2 + eψ(LNr)(Lψ) + eψ(Nr)(LLψ) + eψ(Lψ)g(∇N∇r, L) + eψLg(∇N∇r, L).
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Second, we compute −g(∇N∇ρ,∇LL).
− g(∇N∇ρ,∇LL)
=− g(∇N (eψ∇r),∇LL)− g(∇N (reψ∇ψ),∇LL)
=− eψg(∇N∇r,∇LL)− eψ(Nr)(∇LL)ψ.
Here we used the fact that (∇LL)r = 0. This is because that
0 = Hessr(L,L) = L(Lr)− (∇LL)r = −(∇LL)r.
Third, we compute g(∇L∇ρ,∇NL).
g(∇L∇ρ,∇NL)
=g(∇L(eψ∇r),∇NL) + g(∇L(reψ∇ψ),∇NL)
=eψ(Lψ)(∇NL)r + eψg(∇L∇r,∇NL)
=− eψ(Lψ)Hessr(N,L) + eψg(∇L∇r,
√
2N)g(
√
2N,∇NL)
=− eψ(Lψ)Hessr(N,L) + 2eψg(∇L∇r,N)g(N +N,∇NL)
=− eψ(Lψ)Hessr(N,L) + 2‖∇r‖−1eψg(∇L∇r,N)g(∇r,∇NL)
=− eψ(Lψ)Hessr(N,L)− 2‖∇r‖−1eψg(∇L∇r,N)g(∇N∇r, L)
=− eψ(Lψ)Hessr(N,L)− 2eψ‖∇r‖−1|Hessr(N,L)|2.
Here we used the fact from Lemma 1.2 that Hessr(L, Tj) = 0 once L, T1, · · · , Tn−2 are orthogonal.
Finally, for the same reason, we compute g(∇[N,L]∇ρ, L).
g(∇[N,L]∇ρ, L)
=g(∇[N,L](reψ∇ψ), L) + g(∇[N,L](eψ∇r), L)
=eψ([N,L]r)(Lψ) + eψg(∇[N,L]∇r, L)
=− eψ(LNr)(Lψ) +
√
2eψg([N,L],
√
2N)g(∇N∇r, L)
=− eψ(LNr)(Lψ) + eψ‖∇r‖L
(
1
‖∇r‖
)
Hessr(N,L).
The last equation is because
g([N,L], N) = g([N,L], N +N) = g([N,L],∇δ) = [N,L]δ = NLδ = ‖∇r‖
2
L
(
1
‖∇r‖
)
.
Hence,
lim
z→p
Hessρ(L,L)
−ρ |Nρ|
2
=− e2ψ(Nr)
(
|Lψ|2(Nr) + (Nr)Hessψ(L,L) + g(∇L∇N∇r, L)− 2‖∇r‖−1|Hessr(N,L)|2
+ ‖∇r‖L
(
1
‖∇r‖
)
Hessr(N,L)
)
.
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By the preceding lemma, assume that Hessρ(L,L) = 0 at p ∈ ∂Ω. At p, we obtain
− 2Re
(
Hessρ(L,N) · lim
z→p
Lρ
−ρ ·Nρ
)
+ lim
z→p
Hessρ(L,L)
−ρ |Nρ|
2
=e2ψ
(
|(Lψ)(Nr) + Hessr(N,L)|2 − ‖∇r‖
2
(‖∇r‖
2
Hessψ(L,L) + g(∇L∇N∇r, L)
+ ‖∇r‖L
(
1
‖∇r‖
)
Hessr(N,L)
))
.
We can see that the last term ‖∇r‖L
(
1
‖∇r‖
)
Hessr(N,L) can be dropped if the ‖∇r‖ is constant.
So in practice, we choose the r with constant gradient norm in order to make the calculation simple.
From now on, let U be a tubular neighborhood of ∂Ω.
Lemma 2.3. Let Ω be a bounded pseudoconvex domain with smooth boundary in Cn. Let L be a
smooth (1, 0)-tangent vector field in U ∩ Ω so that Lr = 0. We assume Hessρ(L,L) = 0 at p ∈ ∂Ω.
We also denote Nr by N . Consider the following expression:
Hess−(−ρ)η (aL+ bN, aL+ bN)
=|a|2Hess−(−ρ)η (L,L) + |b|2Hess−(−ρ)η (N,N) + 2Re(ab¯Hess−(−ρ)η (L,N))
=η(−ρ)η−1
(
|a|2
(
Hessρ(L,L) +
1− η
−ρ |Lρ|
2
)
+ 2Re
(
ab¯
(
Hessρ(L,N) +
1− η
−ρ Lρ ·Nρ
))
+ |b|2
(
Hessρ(N,N) +
1− η
−ρ NρNρ
))
.
(2.1)
If (2.1) is positive for all (a, b) ∈ C2\(0, 0) and all z ∈ U ∩ Ω, then
(
1
1− η − 1
) ∣∣(Lψ)(Nr) + Hessr(N,L)∣∣2 + ‖∇r‖
2
(
‖∇r‖
2
Hessψ(L,L) + g(∇L∇N∇r, L)
+ ‖∇r‖L
(
1
‖∇r‖
)
Hessr(N,L)
)
≤ 0.
at p.
Proof. First, let us prove that
I := |a|2
(
Hessρ(L,L) +
1− η
−ρ |Lρ|
2
)
+ 2Re
(
ab¯
(
Hessρ(L,N) +
1− η
−ρ Lρ ·Nρ
))
+ |b|2
(
Hessρ(N,N) +
1− η
−ρ NρNρ
)
is positive for all (a, b) ∈ C2\(0, 0) and all z ∈ U ∩ Ω if and only if
II := |a|2
(
Hessρ(L,L) +
1− η
−ρ |Lρ|
2
)
− 2
∣∣∣ab¯(Hessρ(L,N) + 1− η−ρ Lρ ·Nρ
)∣∣∣
+ |b|2
(
Hessρ(N,N) +
1− η
−ρ NρNρ
)
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is positive for all (a, b) ∈ C2\(0, 0) and all z ∈ U ∩ Ω. Since
II ≤ I
we only need to show that I being positive for all (a, b) ∈ C2\(0, 0) and all z ∈ U ∩ Ω implies II is
positive for all (a, b) ∈ C2\(0, 0) and all z ∈ U ∩ Ω. Suppose I is positive for all (a, b) ∈ C2\(0, 0).
In particular, this includes the case of a, b satisfying the following identity at each point z ∈ U ∩Ω,
Re
(
ab¯
(
Hessρ(L,N) +
1− η
−ρ Lρ ·Nρ
))
= −
∣∣∣ab¯(Hessρ(L,N) + 1− η−ρ Lρ ·Nρ
)∣∣∣.
Hence I being positive for all (a, b) ∈ C2\(0, 0) and all z ∈ U ∩ Ω implies II is positive for all
(a, b) ∈ C2\(0, 0) and all z ∈ U ∩ Ω. This gives that
Hess−(−ρ)η (aL+ bN, aL+ bN)
=|a|2Hess−(−ρ)η (L,L) + |b|2Hess−(−ρ)η (N,N) + 2Re(ab¯Hess−(−ρ)η (L,N))
=η(−ρ)η−1
(
|a|2
(
Hessρ(L,L) +
1− η
−ρ |Lρ|
2
)
+ 2Re
(
ab¯
(
Hessρ(L,N) +
1− η
−ρ Lρ ·Nρ
))
+ |b|2
(
Hessρ(N,N) +
1− η
−ρ N(ρ)N(ρ)
))
is positive for all (a, b) ∈ C2\(0, 0) and all z ∈ U ∩ Ω if and only if
II := |a|2
(
Hessρ(L,L) +
1− η
−ρ |Lρ|
2
)
− 2
∣∣∣ab¯(Hessρ(L,N) + 1− η−ρ Lρ ·Nρ
)∣∣∣
+ |b|2
(
Hessρ(N,N) +
1− η
−ρ N(ρ)N(ρ)
)
is positive for all (a, b) ∈ C2\(0, 0) and all z ∈ U ∩ Ω, because η(−ρ)η−1 is always positive. From
now on, we focus on
|a|2
(
Hessρ(L,L) +
1− η
−ρ |Lρ|
2
)
− 2
∣∣∣ab¯(Hessρ(L,N) + 1− η−ρ Lρ ·Nρ
)∣∣∣
+ |b|2
(
Hessρ(N,N) +
1− η
−ρ N(ρ)N(ρ)
)
> 0.
Without loss of generality, we assume that Hessρ(N,N) +
1−η
−ρ N(ρ)N (ρ) > 0 in U . This is because
that this term will blow up when z approaches ∂Ω. If a = 0, the inequality above holds trivially.
When a 6= 0, we derive a new inequality by dividing both sides by |a|2:(
Hessρ(L,L) +
1− η
−ρ |Lρ|
2
)
− 2
∣∣∣∣ ba
∣∣∣∣ ∣∣∣(Hessρ(L,N) + 1− η−ρ Lρ ·Nρ
)∣∣∣
+
∣∣∣∣ ba
∣∣∣∣
2 (
Hessρ(N,N) +
1− η
−ρ N(ρ)N (ρ)
)
> 0.
Since a, b are arbitrary,
∣∣ b
a
∣∣ can be any positive number. Let ξ = | ba | ≥ 0 and we rewrite II as a
quadratic inequality with variable ξ:(
Hessρ(L,L) +
1− η
−ρ |Lρ|
2
)
− 2ξ
∣∣∣(Hessρ(L,N) + 1− η−ρ Lρ ·Nρ
)∣∣∣
+ ξ2
(
Hessρ(N,N) +
1− η
−ρ N(ρ)N(ρ)
)
> 0.
(2.2)
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We observe that the axis of symmetry is∣∣∣(Hessρ(L,N) + 1−η−ρ Lρ ·Nρ)∣∣∣(
Hessρ(N,N) +
1−η
−ρ N(ρ)N(ρ)
) ≥ 0.
Hence, if the quadratic function(
Hessρ(L,L) +
1− η
−ρ |Lρ|
2
)
− 2ξ
∣∣∣(Hessρ(L,N) + 1− η−ρ Lρ ·Nρ
)∣∣∣
+ ξ2
(
Hessρ(N,N) +
1− η
−ρ N(ρ)N(ρ)
)
has roots, there is one nonnegative root which contradicts (2.2). Thus, the preceding quadratic
function should not have any roots. That means,
∆ =
∣∣∣Hessρ(L,N) + 1− η−ρ Lρ ·Nρ
∣∣∣2
−
(
Hessρ(L,L) +
1− η
−ρ |Lρ|
2
)(
Hessρ(N,N) +
1− η
−ρ N(ρ)N(ρ)
)
< 0.
Simplifying ∆, we get
0 > ∆ =|Hessρ(L,N)|2 + 21− η−ρ Re
(
Hessρ(L,N)LρNρ
)−Hessρ(L,L)Hessρ(N,N)
− 1− η−ρ |Lρ|
2Hessρ(N,N)− (1− η)Hessρ(L,L)−ρ |Nρ|
2.
Observe that lim
z→p
Hessρ(L,L) = 0 and lim
z→p
|Lρ|2
ρ = 0. Letting z → p, we get the inequality
|Hessρ(L,N)|2 + 21− η−ρ Re
(
Hessρ(L,N)LρNρ
)− (1− η)Hessρ(L,L)−ρ |Nρ|2 ≤ 0.
The proof is completed by Lemma 2.1.
For the following lemmas, we have to add a technical assumption. We consider a coordinate chart
Uα of U . We assume that L is a non-vanishing smooth (1, 0)-tangent vector field in Uα so that
Lr = 0, where r is a defining function of Ω. This assumption needs localization because there might
not be a non-vanishing smooth (1, 0)-tangent vector field can be found in U . The reader is referred
to the hairy ball theorem.
Lemma 2.4. Let Ω be a bounded pseudoconvex domain with smooth boundary in Cn. Let Uα, L
and r as above. We denote Nr by N . Let
ΣαL := {p ∈ Uα ∩ ∂Ω : Hessρ(L,L) = 0 at p}.
If there exists ǫ > 0 so that(
1
1− η − 1
) ∣∣(Lψ)(Nr) + Hessr(N,L)∣∣2 + ‖∇r‖
2
(
‖∇r‖
2
Hessψ(L,L) + g(∇L∇N∇r, L)
+ ‖∇r‖L
(
1
‖∇r‖
)
Hessr(N,L)
)
≤ −ǫ
10
for all p ∈ ΣαL, then there exists a neighborhood V αL of ΣαL in Uα so that
Hess−(−ρ)η (aL+ bN, aL+ bN)
=|a|2Hess−(−ρ)η (L,L) + |b|2Hess−(−ρ)η (N,N) + 2Re(ab¯Hess−(−ρ)η (L,N))
=η(−ρ)η−1
(
|a|2
(
Hessρ(L,L) +
1− η
−ρ |Lρ|
2
)
+ 2Re
(
ab¯
(
Hessρ(L,N) +
1− η
−ρ Lρ ·Nρ
))
+ |b|2
(
Hessρ(N,N) +
1− η
−ρ NρNρ
))
is positive for all (a, b) ∈ C2\(0, 0) and all z ∈ Ω ∩ V αL .
Proof. First, we find that Lρ = 0 on Uα ∩ ∂Ω. This implies that (N −N)Lρ = 0, because N −N is
a real tangent vector fields on ∂Ω. This implies N(Lρ) = N(Lρ) on Uα ∩ ∂Ω. For the same reason,
we find out N |Lρ|2 = N |Lρ|2 and Nρ = Nρ on Uα ∩ ∂Ω.
We observe that for z ∈ Uα ∩ Ω and p ∈ Uα ∩ ∂Ω,
lim
z→p
Lρ
ρ
= lim
z→p
Lρ|z − Lρ|p
ρ|z − ρ|p = limz→p
(N +N)Lρ
(N +N)ρ
= lim
z→p
NLρ
Nρ
=
NLρ
Nρ
∣∣∣∣∣
p
.
For the same reason, we have that, for z ∈ Uα ∩ Ω and p ∈ Uα ∩ ∂Ω,
lim
z→p
Hessρ(L,L)|z −Hessρ(L,L)|p
ρ|z = limz→p
N Hessρ(L,L)
Nρ
=
N Hessρ(L,L)
Nρ
∣∣∣∣∣
p
,
and
lim
z→p
|Lρ|2
ρ
= lim
z→p
N |Lρ|2
Nρ
=
N |Lρ|2
Nρ
∣∣∣∣∣
p
= 0.
We define the following function F(z) in Uα as follows: If z ∈ Uα and p ∈ Uα ∩ ∂Ω is closest point
to z, we have
F(z) =|Hessρ(L,N)|2|z + 21 − η−ρ|z Re
(
Hessρ(L,N)LρNρ|z
)− (Hessρ(L,L)|z −Hessρ(L,L)|p)Hessρ(N,N)|z
− 1− η−ρ|z |Lρ|
2|z Hessρ(N,N)|z − (1− η)Hessρ(L,L)|z −Hessρ(L,L)|p−ρ|z |Nρ|
2|z,
and if z ∈ Uα ∩ ∂Ω, we have
F(z) =|Hessρ(L,N)|2 − 2(1− η)Re
(
Hessρ(L,N)
Lρ
ρ
Nρ
)
− (1− η)N Hessρ(L,L)−Nρ |Nρ|
2.
By the discussion above, we see that F(z) is continuous in Uα.
By the assumption that(
1
1− η − 1
) ∣∣(Lψ)(Nr) + Hessr(N,L)∣∣2 + ‖∇r‖
2
(
‖∇r‖
2
Hessψ(L,L) + g(∇L∇N∇r, L)
+ ‖∇r‖L
(
1
‖∇r‖
)
Hessr(N,L)
)
≤ −ǫ
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on ΣαL, we can find a neighborhood V
α
L of Σ
α
L in Uα so that F(z) < − ǫ2 in V αL . In particular, it
means
|Hessρ(L,N)|2|z + 21− η−ρ|z Re
(
Hessρ(L,N)LρNρ|z
)− (Hessρ(L,L)|z −Hessρ(L,L)|p)Hessρ(N,N)|z
− 1− η−ρ|z |Lρ|
2|z Hessρ(N,N)|z − (1− η)Hessρ(L,L)|z −Hessρ(L,L)|p−ρ|z |Nρ|
2|z < 0,
for z ∈ V αL ∩Ω. But this exactly means ∆ < 0 for the following quadratic function:(
(Hessρ(L,L)|z −Hessρ(L,L)|p) + 1− η−ρ|z |Lρ|
2|z
)
− 2ξ
∣∣∣Hessρ(L,N)|z + 1− η−ρ|z Lρ|z ·Nρ|z
∣∣∣
+ ξ2
(
Hessρ(N,N)|z + 1− η−ρ|z N(ρ)|zN(ρ)|z
)
.
Hence,
(
(Hessρ(L,L)|z −Hessρ(L,L)|p) + 1− η−ρ|z |Lρ|
2|z
)
− 2ξ
∣∣∣Hessρ(L,N)|z + 1− η−ρ|z Lρ|z ·Nρ|z
∣∣∣
+ ξ2
(
Hessρ(N,N)|z + 1− η−ρ|z N(ρ)|zN(ρ)|z
)
> 0,
and by replacing ξ with
∣∣ b
a
∣∣2, we obtain that,
|a|2
(
(Hessρ(L,L)|z −Hessρ(L,L)|p) + 1− η−ρ|z |Lρ|
2|z
)
− 2|ab|
∣∣∣Hessρ(L,N)|z + 1− η−ρ|z Lρ|z ·Nρ|z
∣∣∣
+ |b|2
(
Hessρ(N,N)|z + 1− η−ρ|z N(ρ)|zN(ρ)|z
)
> 0
for any (a, b) ∈ C2\(0, 0). This implies that
|a|2
(
Hessρ(L,L)|z + 1− η−ρ|z |Lρ|
2|z
)
− 2|ab|
∣∣∣Hessρ(L,N)|z + 1− η−ρ|z Lρ|z ·Nρ|z
∣∣∣
+ |b|2
(
Hessρ(N,N)|z + 1− η−ρ|z N(ρ)|zN(ρ)|z
)
> 0
for all z ∈ V αL ∩Ω and (a, b) ∈ C2\(0, 0) because Hessρ(L,L)|p ≥ 0 on pseudoconvex domains. This
completes the proof.
Let Σ be the set of points with degenerate Levi-forms. We derive some lemmas with the extra
assumption g(L,L) = 12 . This normalization is not essential, however, it makes the following proofs
simpler.
Lemma 2.5. Let Ω be a bounded pseudoconvex domain with smooth boundary in Cn. We consider
a coordinate chart of Uα of U . We assume that L is a non-vanishing smooth (1, 0)-tangent vector
field in Uα so that Lr = 0. We also assume the normalization g(L,L) =
1
2 . We denote Nr by N .
Let
ΣαL := {p ∈ Uα ∩ ∂Ω : Hessρ(L,L) = 0 at p}.
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Suppose that ψ is defined in a neighborhood of Σ in ∂Ω and on ΣαL(
1
1− η − 1
) ∣∣(Lψ)(Nr) + Hessr(N,L)∣∣2 + ‖∇r‖
2
(
‖∇r‖
2
Hessψ(L,L) + g(∇L∇N∇r, L)
+ ‖∇r‖L
(
1
‖∇r‖
)
Hessr(N,L)
)
≤ 0
Then for any ν > 0, there exists µ < 0 so that on ΣαL,(
1
1− η˜ − 1
) ∣∣∣(Lψ˜)(Nr) + Hessr(N,L)∣∣∣2 + ‖∇r‖
2
(
‖∇r‖
2
Hessψ˜(L,L) + g(∇L∇N∇r, L)
+ ‖∇r‖L
(
1
‖∇r‖
)
Hessr(N,L)
)
≤ µ
4
,
where ψ˜ = ψ + µ|z|2 for some µ < 0 and η˜ = 1− 11
1−η
−ν
.
Proof. Let ψ˜ = ψ + µ|z|2, where µ will be decided later. We calculate
Hessψ˜(L,L) = Hessψ(L,L) + Hessµ|z|2(L,L) = Hessψ(L,L) +
µ
2
.
We also calculate(
1
1− η˜ − 1
) ∣∣∣(Lψ˜)(Nr) + Hessr(N,L)∣∣∣2
=
(
1
1− η˜ − 1
) ∣∣(Lψ)(Nr) + Hessr(N,L)∣∣2 +
(
1
1− η˜ − 1
) ∣∣µ(Nr)L|z|2∣∣2
+
(
1
1− η˜ − 1
)
µRe
(
L|z|2 · ((Lψ)(Nr) + Hessr(N,L)))
=
(
1
1− η − 1
) ∣∣(Lψ)(Nr) + Hessr(N,L)∣∣2 − ν ∣∣(Lψ)(Nr) + Hessr(N,L)∣∣2
+
(
1
1− η − 1− ν
) ∣∣µ(Nr)L|z|2∣∣2 +( 1
1− η − 1− ν
)
µRe
(
L|z|2 · ((Lψ)(Nr) + Hessr(N,L)))
=
(
1
1− η − 1
) ∣∣(Lψ)(Nr) + Hessr(N,L)∣∣2 − ν ∣∣(Lψ)(Nr) + Hessr(N,L)∣∣2
+
(
1
1− η − 1− ν
) ∣∣µ(Nr)L|z|2∣∣2 + ν
2
∣∣(Lψ)(Nr) + Hessr(N,L)∣∣2 + µ
2
(
1
1−η − 1− ν
)2
2ν
∣∣L|z|2∣∣2
≤
(
1
1− η − 1
) ∣∣(Lψ)(Nr) + Hessr(N,L)∣∣2 + µ2 ∣∣L|z|2∣∣2
(
1
1− η − 1− ν
)(
|Nr|2 +
1
1−η − 1− ν
2ν
)
.
Let Tj be smooth (1, 0) tangent vector fields in Uα so that Tjr = 0, for 0 ≤ j ≤ n − 2. We assume
also {√2Tj}n−2j=0 be orthonormal and we define
M :=
(
1
1− η − 1− ν
)
max
α
max
z∈Uα∩Ω

n−2∑
j=0
∣∣Tj |z|2∣∣


2(
|Nr|2 +
1
1−η − 1− ν
2ν
)
,
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which is independent from Uα. By compactness, we have only finite many Uα. Thus 0 ≤ M < ∞.
Then we find that(
1
1− η˜ − 1
) ∣∣∣(Lψ˜)(Nr) + Hessr(N,L)∣∣∣2 + ‖∇r‖
2
(‖∇r‖
2
Hessψ˜(L,L) + g(∇L∇N∇r, L)
)
≤
(
1
1− η − 1
) ∣∣(Lψ)(Nr) + Hessr(N,L)∣∣2 + ‖∇r‖
2
(‖∇r‖
2
Hessψ(L,L) + g(∇L∇N∇r, L)
)
+
µ
2
+Mµ2
≤µ
2
+Mµ2 − ‖∇r‖
2
2
L
(
1
‖∇r‖
)
Hessr(N,L) ≤ µ
4
− ‖∇r‖
2
2
L
(
1
‖∇r‖
)
Hessr(N,L),
if we take µ ∈ (− 14M , 0).
Lemma 2.6. Let Ω be a bounded pseudoconvex domain with smooth boundary in Cn. We consider
a coordinate chart of Uα of U . We assume that L is a non-vanishing smooth (1, 0)-tangent vector
field in Uα so that Lr = 0. We also assume the normalization g(L,L) =
1
2 . We denote Nr by N .
Let
ΣαL := {p ∈ Uα ∩ ∂Ω : Hessρ(L,L) = 0 at p}.
Suppose that ψ is defined in a neighborhood of Σ in ∂Ω and on ΣαL(
1
1− η − 1
) ∣∣(Lψ)(Nr) + Hessr(N,L)∣∣2 + ‖∇r‖
2
(
‖∇r‖
2
Hessψ(L,L) + g(∇L∇N∇r, L)
+ ‖∇r‖L
(
1
‖∇r‖
)
Hessr(N,L)
)
≤ 0.
For any ν > 0, we let η˜ = 1− 11
1−η
−ν
. Then there exists ρ˜ so that
Hess−(−ρ˜)η˜(aL+ bN, aL+ bN) > 0
in all Uα ∩Ω and for all (a, b) ∈ C2\(0, 0).
Proof. Using a partition of unity, we can extend ψ˜ from the previous lemma to ∪αUα, because ψ˜ is
defined independently of α. We still denote the extension by ψ˜. Let ρ˜ = reψ˜. By the preceding two
lemmas, we just need to show that
Hess−(−ρ˜)η˜(aL+ bN, aL+ bN) > 0
in Uα\V αL for all (a, b) ∈ C2\(0, 0). In (Uα ∩ ∂Ω)\V αL , we can see there exists c > 0 so that
Hessρ˜(L,L) > c.
Inspect the quadratic polynomial as before,(
Hessρ˜(L,L) +
1− η
−ρ˜ |Lρ˜|
2
)
− 2|ξ|
∣∣∣Hessρ˜(L,N) + 1− η−ρ˜ Lρ˜ ·Nρ˜
∣∣∣
+ |ξ|2
(
Hessρ˜(N,N) +
1− η
−ρ˜ N(ρ˜)N (ρ˜)
)
.
Note that ∆ is given by∣∣∣Hessρ˜(L,N) + 1− η−ρ˜ Lρ˜ ·Nρ˜
∣∣∣2 − (Hessρ˜(L,L) + 1− η−ρ˜ |Lρ˜|2
)(
Hessρ˜(N,N) +
1− η
−ρ˜ N(ρ˜)N(ρ˜)
)
≤
∣∣∣Hessρ˜(L,N) + 1− η−ρ˜ Lρ˜ ·Nρ˜
∣∣∣2 − c
2
(
Hessρ˜(N,N) +
1− η
−ρ˜ N(ρ˜)N(ρ˜)
)
,
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in an (inside) tubular neighborhood of Uα ∩ ∂Ω in Uα. This is because |Lρ˜|
2
−ρ˜ approaches 0 as z
approaches ∂Ω. By possibly shrinking the (inside) tubular neighborhood, this gives ∆ < 0 because∣∣∣Hessρ˜(L,N) + 1−η−ρ˜ Lρ˜ ·Nρ˜∣∣∣ and Hessρ˜(N,N) are bounded while 1−η−ρ˜ N(ρ˜)N(ρ˜) blows up to ∞, as
z approaches ∂Ω. This completes the proof.
Definition 2.7 (The Diederich–Fornæss index for hypersurface.). Let Π be a bounded pseudoconvex
smooth hypersurface in Cn, L be an arbitrary smooth (1, 0) tangent vector field on Π and r be the
defining function of Π. Let
ΣL := {p ∈ Π : Hessr(L,L) = 0 at p}.
The Diederich–Fornæss index for Π is supψ ηψ. Here ηψ ∈ (0, 1) is a number affiliated to the smooth
function ψ which is defined on a neighborhood of Σ in Π, so that on ΣL,(
1
1− ηψ − 1
) ∣∣(Lψ)(Nrr) + Hessr(Nr, L)∣∣2 + ‖∇r‖
2
(
‖∇r‖
2
Hessψ(L,L) + g(∇L∇Nr∇r, L)
+ ‖∇r‖L
(
1
‖∇r‖
)
Hessr(Nr, L)
)
≤ 0,
for all L.
Remark 2.8. When the defining function r has constant gradient norm ‖∇r‖ on the set of de-
generated Levi-forms, then the condition of the Diederich–Fornæss index of hypersurface can be
simplified to
(
1
1− ηψ
− 1
) ∣∣(Lψ)(Nrr) + Hessr(Nr, L)∣∣2 + ‖∇r‖
2
(
‖∇r‖
2
Hessψ(L,L) + g(∇L∇Nr∇r, L)
)
≤ 0.
Theorem 2.9. Let Ω be a bounded pseudoconvex domain with smooth boundary in Cn. The
Diederich–Fornæss index for Ω is the Diederich–Fornæss index for ∂Ω.
Proof. We denote Nr by N . For this proof, let η0 be the Diederich–Fornæss index of Ω and η1 be
the Diederich–Fornæss index for ∂Ω. We know for any η < η0 there exists ρ so that −(−ρ)η is
plurisubharmonic. Particularly, for any smooth (1, 0) tangent vector field L on U , we have
Hess−(−ρ)η (aL+ bN, aL+ bN) > 0
for all (a, b) ∈ C2\(0, 0). By Lemma 2.3, it implies
(
1
1− η − 1
) ∣∣(Lψ)(Nr) + Hessr(N,L)∣∣2 + ‖∇r‖
2
(
‖∇r‖
2
Hessψ(L,L) + g(∇L∇N∇r, L)
+ ‖∇r‖L
(
1
‖∇r‖
)
Hessr(N,L)
)
≤ 0
on ΣL. We proved that η1 is greater than η0.
We are going to show that η0 is greater than η1. By Lemma 2.6, we find out for any η < η1, we
have
Hess−(−ρ)η˜ (aL+ bN, aL+ bN) > 0
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on all Uα ∩ Ω, for all smooth (1, 0) tangent vector fields in U satisfying g(L,L) = 12 in Uα and all
(a, b) ∈ C2\(0, 0), where η˜ = 11−η − ν for arbitrary small ν > 0. Thus −(−ρ)η˜ is plurisubharmonic
near ∂Ω in Ω. By compactness and a filling a hole argument (see [10]), since ν is arbitrarily small,
we know that η0 is greater than η1, which completes the proof.
In C2, the hairy ball theorem cannot happen. Indeed,
L =
1√
|∂r∂z |2 + | ∂r∂w |2
(
∂r
∂w
∂
∂z
− ∂r
∂z
∂
∂w
)
is a well globally-defined (1, 0) tangent vector field in U . It also satisfies g(L,L) = 12 . Hence, for
C
2, we have the following corollary.
Corollary 2.10. Let Ω be a bounded pseudoconvex domain with smooth boundary in C2 defined by
r. Let Σ be the set of Levi-flat points. The Diederich–Fornæss index of Ω is η0 if and only if for
any η ∈ (0, η0), there exists a smooth ψ defined on a neighborhood of Σ in ∂Ω so that on Σ,
(
1
1− η − 1
) ∣∣(Lψ)(Nrr) + Hessr(Nr, L)∣∣2 + ‖∇r‖
2
(
‖∇r‖
2
Hessψ(L,L) + g(∇L∇Nr∇r, L)
+ ‖∇r‖L
(
1
‖∇r‖
)
Hessr(Nr, L)
)
≤ 0,
holds for one smooth non-vanishing (1, 0) tangent vector field L of ∂Ω.
3 Diederich–Fornæss index of β-worm domains
Definition 3.1. The β- worm domain Ωβ is defined by
{(z, w) ∈ C2 : r(z, w) =
∣∣∣z − ei log |w|2∣∣∣2 < 1− η(log |w|2)},
where η : R 7→ R is a fixed smooth function with the following properties:
1. η(x) ≥ 0, η is even and convex.
2. η−1(0) = Iβ−π/2 = [−β + π/2, β − π/2].
3. there exists and a > 0 such that η(x) > 1 if x < −a or x > a.
4. η′(x) 6= 0 if η(x) = 1.
In this section, we seek the Diederich–Fornæss index of β-worm domain. We can see that by varying
β, the worm domains indeed exhaust all possibilities of non-trivial indexes.
Let Σ be Levi-flat set of ∂Ωβ . It is well-known that,
Σ = {(0, w) : ∣∣log |w|2∣∣ ≤ β − π
2
}.
For the following standard calculations of β-worm domains, readers are referred to [9] and [23]. By
a straightforward calculations, one can see that the following:
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1.
∂r
∂z
= z¯ + e−i log |w|
2
and
∂r
∂w
=
2i
w
Re(z¯ei log |w|
2
);
2.
∂2r
∂z∂z¯
= 1,
∂2r
∂z∂w¯
=
−i
w¯
e−i log |w|
2
and
∂2r
∂w∂w¯
=
−2
|w|2 Re(z¯e
i log |w|2).
On Σ, z = 0. We can further simplify the calculation above and obtain that
1.
∂r
∂z
= e−i log |w|
2
and
∂r
∂w
= 0;
2.
∂2r
∂z∂z¯
= 1,
∂2r
∂z∂w¯
=
−i
w¯
e−i log |w|
2
and
∂2r
∂w∂w¯
= 0.
This gives,
Nr = e
i log |w|2 ∂
∂z
and ‖∇r‖ = 2.
Since β-worm domains are defined in C2, by Corollary 2.10, we have the following lemma.
Lemma 3.2. Let Ωβ, r and Σ defined above. The Diederich–Fornæss index of Ωβ is η0 if and only
if for any η ∈ (0, η0), there exists a smooth function defined in a neighborhood of Σ in ∂Ω so that
on Σ,(
1
1− η − 1
) ∣∣(Lψ)(Nrr) + Hessr(Nr, L)∣∣2 + ‖∇r‖
2
(‖∇r‖
2
Hessψ(L,L) + g(∇L∇Nr∇r, L)
)
≤ 0,
(3.1)
holds for
L = ei log |w|
2
(
∂r
∂w
∂
∂z
− ∂r
∂z
∂
∂w
)
.
We calculate the quantities in the preceding lemma. On Σ,
L =
∂
∂w
, Hessr(Nr, L) =
−i
w¯
and g(∇L∇Nr∇r, L) = 0.
Thus defining α := 11−η − 1, (3.1) can be simplified to
α
∣∣∣∣∂ψ∂w¯ − iw¯
∣∣∣∣
2
+
1
4
∆ψ ≤ 0. (3.2)
To find the optimal α, we need a basic lemma from ordinary differential equations.
Lemma 3.3 (Riccati equations). Consider the following type Riccati equation:
s′(t) = −as2(t)− s(t)
t
− b
t2
for a, b > 0 and t > 0. Then the solution is
s =
√
b
a
· cot(
√
ab log t+ θ)
t
for arbitrary θ.
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Proof. First, we make the substitution: as = u
′
u . It becomes
u′′ +
u′
t
+
abu
t2
= 0.
This is equivalent to the second-order Euler equation:
t2 + tu′ + abu = 0.
Thus the solution is
u = C1 sin(
√
ab log t) + C2 cos(
√
ab log t),
where C1, C2 are arbitrary constants.
We simplify the solution above
u = C1 sin(
√
ab log t) + C2 cos(
√
ab log t) =
√
C21 + C
2
2 · sin(
√
ab log t+ θ),
where cos θ = C1√
C2
1
+C2
2
and sin θ = C2√
C2
1
+C2
2
. Thus
s =
√
b
a
· cot(
√
ab log t+ θ)
t
.
We now use polar coordinates. Let w = reiφ, and then by (3.2), we obtain that
αf2r
4
+
αf2φ
4r2
+
α
r2
− αfφ
r2
+
frr
4
+
fr
4r
+
fφφ
4r2
≤ 0.
Here we replace the function ψ in (3.2) with f to avoid the confusion of ψ and the angle variable φ.
Integral both sides and we have that
∫ 2π
0
αf2r
4
dφ+
∫ 2π
0
αf2φ
4r2
dφ+
∫ 2π
0
α
r2
dφ−
∫ 2π
0
αfφ
r2
dφ+
∫ 2π
0
frr
4
dφ+
∫ 2π
0
fr
4r
dφ+
∫ 2π
0
fφφ
4r2
dφ ≤ 0.
By Schwarz’s lemma ∫ 2π
0
dφ ·
∫ 2π
0
f2r dφ ≥
(∫ 2π
0
fr dφ
)2
,
and note that
∫ 2π
0 fφ dφ =
∫ 2π
0 fφφ dφ = 0. We then have that
α
8π
(∫ 2π
0
fr dφ
)2
+
2απ
r2
+
1
4
∫ 2π
0
frr dφ+
1
4r
∫ 2π
0
fr dφ ≤ 0.
We define that F (r) = 12π
∫ 2π
0 f(r, φ) dφ. It is clear that F (r) is smooth on Σ. That means Fr is
smooth on [e
pi
4
−β
2 , e
β
2
−pi
4 ]. Interchanging ∂∂r and integral sign, we have that
2απ
4
F 2r +
2απ
r2
+
2πFrr
4
+
2πFr
4r
≤ 0.
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Let s = Fr, we have that
s′ + αs2 +
s
r
+
4α
r2
≤ 0.
By the comparison principal of ordinary differential equation, suppose that s(r0) = s0, we have that
s ≤ 2cot(2α log r + θ)
r
,
where θ is a constant such that
2
cot(2α log r0 + θ)
r0
= s0.
Since the cotangent function has a period π, by π4 − β2 ≤ log r ≤ β2 − π4 , we have that 2α(β− π2 ) < π.
Thus we obtain that α < π2β−π . The corresponding η satisfies η < π/(2β). Thus we improved the
upper bound of Diederich–Fornæss index of Ωβ. It should be less or equal to π/(2β).
We are going to show this constant is sharp. If for any α < π2β−π , we can construct a bounded
smooth solution of equation
αf2r
4
+
αf2φ
4r2
+
α
r2
− αfφ
r2
+
frr
4
+
fr
4r
+
fφφ
4r2
= 0,
then we are done. This is because we can extend this function to a neighborhood of Σ. We will
suppose f(r, φ) only depends on r. Then the equation becomes
αf2r
4
+
α
r2
+
frr
4
+
fr
4r
= 0.
We define s = fr and this differential equation becomes a Riccati equation again. The solution for
s is
s = 2
cot(2α log r + θ)
r
for some θ. This is well-defined and bounded on Σ because α < π2β−π . Hence, we have the following
theorem.
Theorem 3.4. Let Ωβ be the β-worm domain. The Diederich–Fornæss index of Ωβ is π/(2β).
Remark 3.5. This is the first time we have found accurate non-trivial Diederich–Fornæss indexes
in Euclidean spaces. This also shows the following statement: for arbitrary η0 ∈ (0, 1), Ωπ/2η0 is a
bounded pseudoconvex domain of index η0. Thus the Diederich–Fornæss index is a continuum, not
discrete.
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