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Abstract. The problem of identifying of the several unknown time dependent parameters in the
minor coefficient and in the special type right-hand side function of the semilinear higher order
ultraparabolic equation from the additional initial, boundary and integral type overdetermination
conditions is considered in this paper. The sufficient conditions of the unique solvability on the
interval [0,T ], where T is determined by the coefficients of the equation, are obtained.
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1. INTRODUCTION
The initial-boundary value problems for ultraparabolic equations often appear in
mathematical modeling of population dynamics, non-isotropic processes in mechan-
ics, Asian options in finance, etc. [3, 8, 11, 14, 15, 18, 20]. If in the equation some
coefficients are unknown, then the problems of their identification together with the
solution of the equation, are called inverse problems. The problems of recovering of
a single time depended function in the right-hand side of the higher order PDEs from
the integral type overdetermination conditions were considered in [7, 13], of several
parameters in the right-hand side function of higher order ultraparabolic equations –
in [16,19]. In the works [9,18] the conditions of the unique solvability were obtained
for the inverse problems for second order ultraparabolic equations with a single un-
known function in its right-hand side, and in [17] – with two unknown parameters
in minor coefficient and in the right-hand side function. The problems of identify-
ing of the minor coefficient in the parabolic or hyperbolic equations were studied in
[1, 5, 6, 22], of the several coefficients in right-hand side function – in [6, 21]. The
authors used the methods: of the integral equations, regularization and the Shauder
principle [6,9], of successive approximations [16–19], of continuation in a parameter
[13], the generalized Fourier method [5].
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The main aim of the present paper is to find the sufficient conditions of the exist-
ence and the uniqueness of the solution for the inverse problem for higher order ultra-
parabolic equation with a right-hand side function of the special type. The equation
has several time dependent unknown parameters in its right-hand side function and
in the minor coefficient. The initial, boundary and integral type overdetermination
conditions are posed. In order to obtain the results we use the method of success-
ive approximations and the properties of the initial-boundary value problems for the
equations. Similar methods were used for the second order PDEs in [2, 17, 18].
2. FORMULATION OF THE PROBLEM
Let Ω⊂Rn and D⊂Rl be bounded domains with boundaries ∂Ω ∈Cm0 and ∂D ∈
C1 respectively; n, l, s, m0 ∈ N; x ∈ Ω, y ∈ D, t ∈ (0,T ), T > 0. Denote Qτ =
Ω×D× (0,τ), τ ∈ (0,T ], G =Ω×D, ΣT = ∂Ω×D× (0,T ), ST =Ω×∂D× (0,T ),
Dα = ∂
|α|
∂xα11 ,...,∂x
αn
n
, |α|= α1+ · · ·+αn, γ,α ∈ Nn.
In the domain QT we consider the problem:
to find the sufficient conditions of the existence and the uniqueness of a set of func-
tions (u(x,y, t),c(t),q1(t), . . . ,qs(t)) that satisfy the equation
ut +
l
∑
i=1
λi(x,y, t)uyi + ∑
0<|α|=|γ|≤m0
(−1)|γ|Dγ(aαγ(x,y, t)Dαu)
+(c(t)+b(x,y))u+g(x,y, t,u) =
s
∑
i=1
fi(x,y, t)qi(t)+ f0(x,y, t) (2.1)
and the conditions
u(x,y,0) = u0(x,y), (x,y) ∈ G; (2.2)
∂iu
∂νi
∣∣∣∣
ΣT
= 0 (i = 0, 1, . . . ,m0−1); u|S1T = 0; (2.3)∫
G
Ki(x,y)u(x,y, t)dxdy = Ei(t), t ∈ [0,T ], i = 1, . . . ,s+1, (2.4)
in the sense of Definition 1 (see below). Here ν is the outward unit normal vector to
the surface ST , S1T = {(x,y, t) ∈ ST :
l
∑
i=1
λi(x,y, t)cos(ν,yi) < 0}. Let us assume that
condition
1): there exists Γ1 ⊂ ∂D ⊂ Rl−1 such that the surface S1T = Ω×Γ1× (0,T ) holds.
Denote Γ2 = ∂D\Γ1, S2T = {(x,y, t) ∈ ST :
l
∑
i=1
λi(x,y, t)cos(ν,yi)≥ 0}.
We shall use the spaces L∞(·), L2(·),W k,2(·),W m0,20 (·), C([0,T ];L2(G)),
Ck(·), C1([0,T ];C2(D)), C1(D;C1(Ω)) from [4, pp. 32, 37, 38, 44, 147].
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We also introduce the following spaces:
V1(QT ) := {w : Dαw ∈ L2(QT )(|α|≤m0), ∂iw∂νi
∣∣
ΣT
=0(i=0,1, . . . ,m0−1)};
V2(G) :={w : w ∈ L2(D;W m0,20 (Ω)), wy j ∈L2(G) ( j=1, . . . , l), w|Ω×Γ1 =0};
V3(QT ) := {w : w ∈W 1,2(QT ), Dαw ∈ L2(QT ) (|α| ≤ m0), w|S1T = 0,
∂iw
∂νi
∣∣
ΣT
= 0 (i = 0, 1, . . . ,m0−1)};
V4(QT ) := {w : w ∈V3(QT ), Dαw ∈ L2(QT ) (|α| ≤ 2m0)}.
Definition 1. A set of functions
(u(x,y, t), c(t), q1(t), q2(t), . . . , qs(t)) (2.5)
is a solution to the problem (2.1)–(2.4) if u∈V4(QT )∩C([0,T ];L2(G)), c∈C([0,T ]),
qi ∈L2(0,T ), i = 1, . . . ,s, and it satisfies (2.1) for almost all (x,y, t) ∈ QT and the
conditions (2.2), (2.4) hold.
Assume that following hypotheses hold:
2): aαγ ∈ L∞(QT ), 0 < |α|= |γ| ≤ m0,
∑
0<|α|=|γ|≤m0
∫
Ω
aαγ(x,y, t)DαwDγwdx≥ a0
∫
Ω
∑
|α|=m0
|Dαw|2 dx
for almost all (y, t) ∈ D× (0,T ) and for all w ∈W m0,20 (Ω), a0 > 0;
3): b ∈ L∞(G), b(x,y)≥ b0 for almost all (x,y) ∈ G, b0 is constant;
4): fi ∈C([0,T ];L2(G)), i = 0, . . . ,s;
5): g(x,y, t,ξ) is measurable with respect to (x,y, t) in the domain QT for
all ξ∈R1 and is continuous with respect to ξ for almost all (x,y, t)∈QT ;
moreover, there exists a positive constant g0 such that |g(x,y, t,ξ)−
g(x,y, t,η)|≤g0|ξ−η| for almost all (x,y, t)∈QT and for all ξ, η ∈ R1;
6): λi ∈ L∞(0,T ;C(G)), λiyi ∈ L∞(QT ) for all i = 1, . . . , l;
7): u0 ∈V2(G);
8): Ki ∈C1(D;C1(Ω)), Ki
∣∣
∂Ω×D = 0, Ki|Ω×Γ2 = 0 for all i = 1, . . . ,s+1;
9): Ei ∈W 1,2(0,T ), i = 1, . . . ,s+1.
3. AXILARY RESULTS
First we assume that c(t) = c∗(t), qi(t) = q∗i (t), i= 1, . . . ,s, in (2.1), where c
∗(t)∈
C([0,T ]), q∗i ∈ L2(0,T ), i = 1, . . . ,s, are known functions. The results presented in
[12], [18], yield the following statements.
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Theorem 1. Suppose that the hypotheses 1) – 7) hold, and, besides:
i) aαγ, Dαaαγ, aαγ,yk , byk∈L∞(QT ), aαγ,t , fiyk ∈L2(QT ), q∗j∈L2(0,T ), c∗ ∈C([0,T ])
(0< |α|= |γ|≤m0, i = 0, . . . ,s, j = 1, . . . ,s, k = 1, . . . , l);
ii) |gyi(x,y, t,ξ)| ≤ g1 (i = 1, . . . , l), g(x,y, t,0)|S1T = 0 for almost all (x,y, t) ∈QT
and all ξ ∈ R1, where g1 is a positive constant;
iii) fi|S1T = 0 (i = 0, . . . ,s),
then there exists a unique function u∗ ∈ V3(QT )∩C([0,T ];L2(G)), that satisfies the
condition (2.2) and for all functions v ∈V1(QT ) the equality∫
QT
(
u∗t v+
l
∑
i=1
λi(x,y, t)u∗yiv+ ∑
0<|α|=|γ|≤m0
aαγ(x,y, t)Dαu∗Dγv+
+(c∗(t)+b(x,y))u∗v+g(x,y, t,u∗)v
)
dxdydt
=
∫
QT
( s
∑
i=1
fi(x,y, t)q∗i (t)+ f0(x,y, t)
)
vdxdydt. (3.1)
Moreover, u∗ ∈V4(QT )∩C([0,T ];L2(G)), u∗ satisfies the condition (2.2) and (2.1)
for almost all (x,y, t) ∈ QT (so, u∗ is a solution to the problem (2.1) – (2.3)). The
derivatives of u∗ have the following estimates∫
QT
l
∑
i=1
(u∗yi)
2 dxdydt ≤M0,
∫
QT
(u∗t )
2 dxdydt ≤M, (3.2)
where the constants M0, M depend on u0, and on the coefficients and the right-hand
side function of (2.1).
The proof is carried out according to the scheme of proving of Theorem 1, 2 and
Lemma 1 [12] and Theorem 3.4.3 [18, p. 97].
Further for functions w ∈W k,20 (Ω) we shall use Friedrichs’ inequalities:∫
Ω
∑
|α|= j
|Dαw|2 dx≤ γk, j
∫
Ω
∑
|α|=k
|Dαw|2 dx, j = 0,1, . . . ,k, (3.3)
where constant γk, j depends on Ω, k, j. Denote Γk =
k
∑
j=0
γk, j.
4. REDUCTION OF THE PROBLEM TO THE EQUIVALENT PROBLEM
Equation (2.1) and conditions (2.4) for j = 1, . . . ,s+1 imply the equalities
s
∑
i=1
qi(t)
∫
G
K j(x,y) fi(x,y, t)dxdy− c(t)E j(t) = Fj(t), t ∈ [0,T ], (4.1)
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where Fj(t) := E ′j(t) −
∫
G
(
K j(x,y)( f0(x,y, t) − b(x,y)u − g(x,y, t,u))+
l
∑
i=1
(λi(x,y, t)K j(x,y))yiu− ∑
0<|α|=|γ|≤m0
(−1)|α|Dα(DγK j(x,y)aαγ(x,y, t))u
)
dxdy.
Denote B(t) := [bi j(t)](s+1)×(s+1) ,where bi j(t)=
∫
G
Ki(x,y) f j(x,y, t)dxdy, bi,s+1(t)=
−Ei(t), i = 1, . . . ,s+ 1, j = 1, . . . ,s, ∆(t) := detB(t), Ai j(t) – the algebraical com-
plements of the elements of B(t). Let
∆(t) 6= 0 for all t ∈ [0,T ] (4.2)
and for i = 1, . . . ,s+1, j = 1, . . . ,s+1
αi j(x,y, t) := A ji(t)(∆(t))−1
(−K j(x,y)b(x,y)+ l∑
i=1
(λi(x,y, t)K j(x,y))yi−
− ∑
0<|α|=|γ|≤m0
(−1)|α|Dα(DγK j(x,y)aαγ(x,y, t))),
βi j(t) := A ji(t)(∆(t))−1
(
E ′j(t)−
∫
G
K j(x,y) f0(x,y, t)dxdy
)
.
Then from (4.1) for t ∈ [0,T ] and i = 1, . . . ,s, we obtain
qi(t)=
s+1
∑
j=1
(
βi j(t)−
∫
G
(
αi j(x,y, t)u−A ji(t)∆(t) K j(x,y)g(x,y, t,u)
)
dxdy
)
, (4.3)
c(t) =
s+1
∑
j=1
(
βs+1, j(t)−
∫
G
(
αs+1, j(x,y, t)u−
− A j,s+1(t)
∆(t)
K j(x,y)g(x,y, t,u)
)
dxdy
)
. (4.4)
From here it follows that the solution of the problem (2.1)–(2.4) satisfies (2.1) for
almost all (x,y, t) ∈ QT and (2.2), (4.3), (4.4). By analogous considerations as in
Lemma 1 [17] it could be proved that the reverse statement is also correct. Therefore
the following lemma holds
Lemma 1. Let the assumptions of Theorem 1, hypotheses 8), 9) and (4.2) hold.
The set of functions (2.5), where u ∈ V4(QT )∩C([0,T ];L2(G)), c ∈ C([0,T ]), qi ∈
L2(0,T ), i = 1, . . . ,s, is a solution to the problem (2.1)–(2.4) if and only if this set
satisfies (2.1) for almost all (x,y, t) ∈ QT and (2.2), (4.3), (4.4) hold.
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5. MAIN RESULTS
Further we shall use the following denotations:
C1,i := 2(s+1)
s+1
∑
j=1
T∫
0
(
|βi j(t)|+
∫
G
∣∣∣A ji(t)∆(t) K j(x,y)g(x,y, t,0)∣∣∣ dxdy)2dt,
C2,i := 2(s+1)
s+1
∑
j=1
sup
[0,T ]
∫
G
(
|αi j(x,y, t))|+g0
∣∣∣A ji(t)∆(t) K j(x,y)∣∣∣)2 dxdy,
C1 :=
s
∑
i=1
C1,i, C2 :=
s
∑
i=1
C2,i,
C3 := 2(s+1) sup
[0,T ]
s+1
∑
j=1
(
|βs+1, j(t)|+
∫
G
∣∣∣A j,s+1(t)∆(t) K j(x,y)g(x,y, t,0)∣∣∣dxdy)2,
C4 := 2(s+1)
s+1
∑
j=1
sup
[0,T ]
∫
G
(
|αs+1, j(x,y, t))|+g0
∣∣∣A j,s+1(t)∆(t) K j(x,y)∣∣∣)2 dxdy.
Assume that there exist such numbers T > 0 and δ> 0 that the following inequal-
ities are fulfilled:
f˜C2T < δ, κ > 0, M7 < 1, (5.1)
where f˜ = max
i
sup
[0,T ]
∫
G
| fi(x,y, t)|2 dxdy,
M1 := 1δ
∫
QT
(
f0(x,y, t))2+(g(x,y, t,0))2
)
dxdydt+
∫
G
(u0(x,y))2 dxdy,
M2 :=
(
C3+C4M1+
C4 f˜ (C1+C2M1T )
δ−C2 f˜ T
)1/2
,
λ1 := max
i
esssup
QT
|λiyi(x,y, t)|, κ := 2a0γm0 ,0 +2b0−λ
1l−2M2−2g0−(s+2)δ,
M3 :=
δ(C1+C2M1T )
δ−C2 f˜ T , M4 := M1+
1
δ f˜ M3, M5 := max{M4; f˜},
M6 :=
M5
κδ
, M7 :=
1
2
(C2+C4)M6, M8 :=
√
C4M5
2δ .
Theorem 2. Let the hypotheses (4.2), (5.1) and 1) – 9) hold. Then the problem
(2.1)–(2.4) has at most one solution.
If, besides, aαγ, Dαaαγ, aαγ,yk , byk ∈ L∞(QT ), aαγ,t , fiyk ∈ L2(QT )
(0< |α|= |γ|≤m0, i=0, . . . ,s, k=1, . . . , l) and the assumptions ii), iii) of Theorem 1
are true, then a solution to the problem (2.1)–(2.4) exists in QT .
Proof. Existence. In order to prove the existence of the solution we use the method
of successive approximations. We construct the approximation of the solution to the
problem (2.1)–(2.4) as follows:
c1(t) := 0, q1i (t) := 0, t ∈ [0,T ], i = 1, . . . ,s,
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qmi (t) =
s+1
∑
j=1
(
βi j(t)−
∫
G
(
αi j(x,y, t)um−1− A ji(t)∆(t) K j(x,y)×
×g(x,y, t,um−1))dxdy), t ∈ [0,T ], i = 1, . . . ,s, m≥ 2, (5.2)
cm(t) =
s+1
∑
j=1
(
βs+1, j(t)−
∫
G
αs+1, j(x,y, t)um−1 dxdy
+
∫
G
A j,s+1(t)
∆(t)
K j(x,y)g(x,y, t,um−1)dxdy
)
, t ∈ [0,T ], m≥ 2, (5.3)
um satisfies the equality∫
Qτ
(
umt v+
l
∑
i=1
λi(x,y, t)umyiv+ ∑
0<|α|=|γ|≤m0
aαγ(x,y, t)DαumDγv+
+(cm(t)+b(x,y))umv+g(x,y, t,um)v
)
dxdydt
=
∫
Qτ
(
s
∑
i=1
fi(x,y, t)qmi (t)+ f0(x,y, t))vdxdydt, τ ∈ (0,T ], m≥ 1 (5.4)
for all v ∈V1(QT ) and the condition
um(x,y,0) = u0(x,y), (x,y) ∈ G. (5.5)
It follows from (5.2), (5.3), that
qmi ∈ L2(0,T ), i = 1, . . . ,s, m≥ 2, cm ∈C([0,T ]), m≥ 2.
According to Theorem 1 for each m∈N there exists a unique function um ∈V4(QT )∩
C([0,T ];L2(G)), which satisfies (5.4), (5.5).
At first we shall find some estimates for the approximations (um(x,y, t),
cm(t),qm1 (t),q
m
2 (t), . . . ,q
m
s (t)), and show that c
m(t) for all m ∈ N and t ∈ [0,T ] could
be bounded from below by the same constant. Let cm(t)≥ c0m for all t ∈ [0,T ], where
c0m ∈ R. If we choose v = um in (5.4)∫
Qτ
(
umt u
m+
l
∑
i=1
λi(x,y, t)umyiu
m+ ∑
0<|α|=|γ|≤m0
aαγ(x,y, t)DαumDγum+
+(cm(t)+b(x,y))(um)2+g(x,y, t,um)um
)
dxdydt
=
∫
Qτ
(
s
∑
i=1
fi(x,y, t)qmi (t)+ f0(x,y, t))u
m dxdydt, τ ∈ (0;T ], m≥ 1, (5.6)
and take into account the hypotheses 2) – 7), then from (5.6) we get the inequalities
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∫
G
(um(x,y,τ))2 dxdy+
∫
S2τ
l
∑
i=1
λi(x,y, t)(um)2 cos(ν,yi)dσ
+
∫
Qτ
(
2a0 ∑
|α|=m0
|Dαum|2+(2b0−λ1l+2c0m−2g0− (s+2)δ)(um)2
)
dxdydt
≤ 1
δ
∫
Qτ
( s
∑
i=1
( fi(x,y, t))2(qmi (t))
2+( f0(x,y, t))2+(g(x,y, t,0))2
)
dxdydt
+
∫
G
(u0(x,y))2 dxdy, τ ∈ (0;T ], m≥ 1. (5.7)
After using the inequality (3.3) in the third term of (5.7), we obtain∫
G
(um(x,y,τ))2 dxdy+
∫
S2τ
l
∑
i=1
λi(x,y, t)(um)2 cos(ν,yi)dσ
+
∫
Qτ
(
2a0
γm0,0
−λ1l+2c0m+2b0−2g0− (s+2)δ
)
(um)2 dxdydt
≤ 1
δ
∫
Qτ
( s
∑
i=1
( fi(x,y, t))2(qmi (t))
2+( f0(x,y, t))2+
+(g(x,y, t,0))2
)
dxdydt+
∫
G
(u0(x,y))2 dxdy, τ ∈ (0;T ], m≥ 1. (5.8)
Using the assumption 2a0γm0 ,0
− λ1l + 2c0m + 2b0− 2g0− (s+ 2)δ ≥ 0, from (5.8) for
τ ∈ (0;T ], m≥ 1, we get the estimates∫
G
(um(x,y,τ))2 dxdy≤M1+ 1δ
∫
Qτ
s
∑
i=1
( fi(x,y, t))2(qmi (t))
2 dxdydt. (5.9)
Now square both sides of (5.2) and after using Ho¨lder inequality, and integrating the
result with respect to t, we get the estimates
T∫
0
(qmi (t))
2 dt ≤C1,i+C2,i
∫
QT
(um−1)2 dxdydt, m≥ 2, i = 1, . . . ,s, (5.10)
rising up the both sides of (5.3) to the square and using Ho¨lder inequality, we get the
estimate
(cm(t))2 ≤C3+C4
∫
G
(um−1)2 dxdy, t ∈ [0;T ], m≥ 2. (5.11)
INVERSE PROBLEM FOR ULTRAPARABOLIC EQUATION 343
From the system of inequalities (5.9)–(5.11) under the condition (5.1) it is easy to
proof the estimates
|cm(t)| ≤M2, t ∈ [0,T ], m≥ 1, (5.12)
s
∑
i=1
T∫
0
|qmi (t)|2 dt ≤M3, m≥ 1, (5.13)∫
G
|um(x,y, t)|2 dxdy≤M4, t ∈ [0,T ], m≥ 1. (5.14)
Remark, that M2 is independent on m and if we take −M2 instead of c0m for each m
and take into account the condition (5.1), we get
2a0
γm0,0
−λ1l+2c0m+2b0−2g0− (s+2)δ= κ > 0.
Thus, cm(t)≥−M2 for all m ∈ N.
Further we show that {(um(x,y, t),cm(t),qm1 (t),qm2 (t), . . . ,qms (t))}∞m=1 converges to
the solution of the problem (2.1)–(2.4). Denote for m≥ 2
sm(t) :=cm(t)− cm−1(t), rmi (t) :=qmi (t)−qm−1i (t), i = 1, . . . ,s,
zm := zm(x,y, t) = um(x,y, t)−um−1(x,y, t).
From (5.5) we get zm(x,y,0) = 0, (x,y) ∈ G, m ≥ 2. Moreover, using (5.4) with
v = zm we obtain the equality
1
2
∫
G
|zm(x,y,τ)|2 dxdy+
∫
Qτ
( l
∑
i=1
λi(x,y, t)zmyiz
m+b(x,y)(zm)2
+ ∑
0<|α|=|γ|≤m0
aαγ(x,y, t)DαzmDγzm+(cm(t)um− cm−1(t)um−1)zm
+(g(x,y, t,um)−g(x,y, t,um−1))zm)dxdydt =
=
∫
Qτ
s
∑
i=1
fi(x,y, t)rmi (t)z
m dxdydt, τ ∈ (0,T ], m≥ 2. (5.15)
Notice that∫
Qτ
s
∑
i=1
fi(x,y, t)rmi (t)z
m dxdydt ≤ sδ
2
∫
Qτ
(zm)2 dxdydt+
f˜
2δ
T∫
0
s
∑
i=1
(rmi (t))
2 dt
and
(cm(t)um− cm−1(t)um−1)zm = cm(t)(zm)2+ sm(t)um−1zm,
therefore∫
Qτ
(cm(t)um− cm−1(t)um−1)zm dxdydt ≥
(
−M2− δ2
)∫
Qτ
(zm)2 dxdydt
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− 1
2δ
τ∫
0
(sm(t))2
∫
Gt
(um−1)2 dxdy
 dt ≥ (−M2− δ2
)∫
Qτ
(zm)2 dxdydt
−M4
2δ
τ∫
0
(sm(t))2 dt, τ ∈ (0,T ], m≥ 2. (5.16)
Then, taking into account 2) – 7) and (5.16), from (5.15) we get inequalities
∫
G
(zm(x,y,τ))2 dxdy+
∫
S2τ
l
∑
i=1
λi(x,y, t)(zm)2 cos(ν,yi)dσ
+
∫
Qτ
(
2a0 ∑
|α|=m0
|Dαzm|2+ (2b0−λ1l−2g0−2M2− (s+2)δ)(zm)2)dxdydt
≤ M4
δ
T∫
0
(sm(t))2 dt+
f˜
δ
T∫
0
s
∑
i=1
(rmi (t))
2 dt, τ ∈ (0;T ], m≥ 2. (5.17)
After applying (3.3) to the third term of (5.17), we get the estimates
∫
G
(zm(x,y,τ))2 dxdy+
∫
S2τ
l
∑
i=1
λi(x,y, t)(zm)2 cos(ν,yi)dσ+κ
∫
Qτ
(zm)2 dxdydt
≤ M4
δ
T∫
0
(sm(t))2 dt+
f˜
δ
T∫
0
s
∑
i=1
(rmi (t))
2 dt, τ ∈ (0;T ], m≥ 2. (5.18)
Taking into account (5.1), from (5.18) for m≥ 2 we find the estimates
∫
G
(zm(x,y,τ))2 dxdy≤M5
δ
T∫
0
(
(sm(t))2+
s
∑
i=1
(rmi (t))
2
)
dt,τ ∈ (0;T ], (5.19)
and ∫
QT
(zm)2 dxdydt ≤M6
T∫
0
(
(sm(t))2+
s
∑
i=1
(rmi (t))
2
)
dt, m≥ 2. (5.20)
Besides, from (5.2) and (5.3) it follows that
T∫
0
s
∑
i=1
(rmi (t))
2 dt ≤ C2
2
∫
QT
(zm−1)2 dxdydt, m≥ 2, (5.21)
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T∫
0
(sm(t))2 dt ≤ C4
2
∫
QT
(zm−1)2 dxdydt, m≥ 2, (5.22)
(sm(t))2 ≤ C4
2
∫
G
(zm−1(x,y, t))2 dxdy, t ∈ [0,T ], m≥ 2. (5.23)
Then (5.21), (5.22) and (5.20) imply
T∫
0
(
(sm(t))2+
s
∑
i=1
(rmi (t))
2)dt ≤M7 T∫
0
(
(sm−1(t))2+
s
∑
i=1
(rm−1i (t))
2)dt
≤ (M7)m−2
T∫
0
(
(s2(t))2+
s
∑
i=1
(r2i (t))
2)dt, m≥ 2, (5.24)
and with the use of (5.19), from (5.23) for m≥ 2 we get
|sm(t)| ≤M8
 T∫
0
(
(sm−1(t))2+
s
∑
i=1
(rm−1i (t))
2 dt
) 12 , t ∈ [0,T ]. (5.25)
Afterwards, using (5.24), (5.25) and the assumption M7 < 1, we show that the estim-
ates
|cm+k(t)− cm(t)| ≤
m+k
∑
i=m+1
|si(t)| ≤M8
m+k
∑
i=m+1
( T∫
0
( s
∑
l=1
(rl i−1(t))2+
+(si−1(t))2
)
dt
) 1
2
≤
m+k
∑
i=m+1
M8(M7)
i−3
2
 T∫
0
(
(s2(t))2+
s
∑
i=1
(r2i (t))
2)dt
 12
≤M8 (M7)
m−2
2
1− (M7) 12
 T∫
0
(
(s2(t))2+
s
∑
i=1
(r2i (t))
2)dt
 12 (5.26)
and T∫
0
(qlm+k(t)−qlm(t))2 dt
 12 ≤ m+k∑
i=m+1
( T∫
0
(
(rl i(t))2+(si(t))2
)
dt
) 1
2
≤ (M7)
m−1
2
1− (M7) 12
 T∫
0
(
(s2(t))2+
s
∑
l=1
(r2l (t))
2)dt
 12 , l = 1, . . . ,s, (5.27)
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hold for all k,m ∈ N, m ≥ 3. From (5.26), (5.27) we conclude that for any ε >
0, there exists m0 such that for all k, m ∈ N, m > m0, the inequalities ‖cm+k(t)−
cm(t);C([0,T ])‖ ≤ ε and
s
∑
i=1
‖qm+ki (t)−qmi (t);L2(0,T )‖ ≤ ε are true and, hence, the
sequence {cm}∞m=1 is fundamental in C([0,T ]), and {qmi }∞m=1, i = 1, . . . ,s, are funda-
mental in L2(0,T ). Therefore, (5.19) and (5.17) imply that {um}∞m=1 is fundamental
in L2(QT )∩C([0,T ];L2(G)) and {Dαum}∞m=1, |α| ≤ m, is fundamental in L2(QT )
and, hence, as m→ ∞
um→u in L2(QT )∩C([0,T ];L2(G)), qmi →qi in L2(0,T ), i=1, . . . ,s.
Dαum→ Dαu in L2(QT ), |α| ≤ m, cm→ c in C([0,T ]). (5.28)
Formula (3.2) implies the following estimates∫
QT
l
∑
i=1
(umyi)
2 dxdydt ≤M0,
∫
QT
(umt )
2 dxdydt ≤M, (5.29)
and, by virtue of the inequalities (5.12), (5.13), the constants M0, M are independent
of m and (5.29) is true for all m ∈ N. In view of (5.29), we can select a subsequence
of sequence {um}∞m=1 (we preserve the same notation for this subsequence), such that
umt → ut and umyi → uyi weakly in L2(QT ), i = 1, . . . , l, as m→ ∞. (5.30)
Passing to the limit in (5.2) – (5.4) as m→∞ and taking into account (5.28), (5.30),
we get that the set of functions (2.5) satisfies the system of equations (4.3), (4.4) and∫
Qτ
(
utv+
l
∑
i=1
λi(x,y, t)uyiv+ ∑
0<|α|=|γ|≤m0
aαγ(x,y, t)DαuDγv
+(c(t)+b(x,y))uv+g(x,y, t,u)v
)
dxdydt
=
∫
Qτ
( s
∑
i=1
fi(x,y, t)qi(t)+ f0(x,y, t)
)
vdxdydt (5.31)
for all τ ∈ (0;T ] and v ∈V1(QT ). From (5.31) we obtain that∫
Ω
(
utw+
l
∑
i=1
λi(x,y, t)uyiw+ ∑
0<|α|=|γ|≤m0
aαγ(x,y, t)DαuDγw+(c(t)+
+b(x,y))uw+g(x,y, t,u)w
)
dx=
∫
Ω
( s
∑
i=1
fi(x,y, t)qi(t)+ f0(x,y, t)
)
wdx (5.32)
for almost all (y, t)∈D×(0;T ) and for all w∈W m0,20 (Ω). From (5.32) we derive that
u for almost all (y, t) ∈ D× (0;T ) is a weak solution to the Dirichlet problem for the
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elliptic equation
∑
0<|α|=|γ|≤m0
Dγ(aαγ(x,y, t)Dαu) = F(x,y, t), x ∈Ω; (5.33)
∂iu
∂νi
∣∣∣∣
Ω
= 0 (i = 0, 1, . . . ,m0−1),
where F(x,y, t)=
s
∑
i=1
fi(x,y, t)qi(t)+ f0(x,y, t)−ut−
l
∑
i=1
λi(x,y, t)uyi−(c(t)+b(x,y))u−
g(x,y, t,u). Since function F(x,y, t) ∈ L2(Ω) for almost all (y, t) ∈ D× (0,T ), there
exists a unique weak solution u of the problem (5.33). Then, from [23] and the con-
dition ∂Ω∈Cm0 we conclude that Dαu∗(·,y, t)∈ L2(Ω), |α| ≤ 2m0. Thus, u∗(·,y, t)∈
W m0,20 (Ω)∩W 2m0,2(Ω). Using the scheme [10, p. 219] we prove that the function
u∗(x,y, t) satisfies the equation (2.1) for almost all (x,y, t) ∈ QT .
Hence, u ∈V4(QT )∩C([0,T ];L2(G)), the set (u(x,y, t),c(t),q1(t), . . . ,qs(t)) satis-
fies (2.1) for almost all (x,y, t) ∈ QT , and by virtue of Lemma 1
(u(x,y, t),c(t),q1(t), . . . ,qs(t)) is a solution to the problem (2.1) – (2.4) in QT .
Uniqueness. Assume that (u(l)(x,y, t),c(l)(t),q(l)1 (t), . . . ,q
(l)
s (t)), l = 1,2, are two
solutions to problem (2.1) – (2.4). Denote u˜(x,y, t) := u(1)(x,y, t)−u(2)(x,y, t), c˜(t) :=
c(1)(t)− c(2)(t), q˜i(t) := q(1)i (t)− q(2)i (t). Then u˜(x,y,0)≡ 0, the set of functions
(u˜(x,y, t), c˜(t), q˜1(t), . . . , q˜s(t)) satisfies the equality∫
QT
(
u˜tv+
l
∑
i=1
λi(x,y, t)u˜yiv+ ∑
0<|α|=|γ|≤m0
aαγ(x,y, t)Dαu˜Dγv+b(x,y)u˜v+
+(c(1)(t)u(1)− c(2)(t)u(2))v+(g(x,y, t,u(1))−
−g(x,y, t,u(2)))v)dxdydt = ∫
QT
s
∑
i=1
fi(x,y, t)q˜i(t)vdxdydt, (5.34)
for all v ∈V1(QT ), and the system of equalities
c˜(t) =
s+1
∑
j=1
∫
G
(
−αs+1, j(x,y, t)u˜+ A j,s+1(t)∆(t) K j(x,y)
(
g(x,y, t,u(1))−
−g(x,y, t,u(2))))dxdy, t ∈ [0,T ], (5.35)
q˜i(t) =
s+1
∑
j=1
∫
G
(
−αi j(x,y, t)u˜+ A ji(t)∆(t) K j(x,y)
(
g(x,y, t,u(1))−
−g(x,y, t,u(2))))dxdy, t ∈ [0,T ], i = 1, . . . ,s. (5.36)
348 N. PROTSAKH
From (5.35), (5.36) and 5) we derive the inequalities
T∫
0
s
∑
i=1
(q˜i(t))2 dt≤C22
∫
QT
(u˜)2 dxdydt,
T∫
0
(c˜(t))2 dt≤C4
2
∫
QT
(u˜)2 dxdydt, (5.37)
and after choosing v = u˜, in (5.34) we get∫
QT
(
u˜t u˜+
l
∑
i=1
λi(x,y, t)u˜yi u˜+ ∑
0<|α|=|γ|≤m0
aαγ(x,y, t)Dαu˜Dγu˜+
+(c(1)(t)u(1)− c(2)(t)u(2))u˜+b(x,y)(u˜)2+(g(x,y, t,u(1))−
−g(x,y, t,u(2)))u˜)dxdydt = ∫
QT
s
∑
i=1
fi(x,y, t)q˜i(t)u˜dxdydt.
From here by the same way as from (5.15) we got (5.20), we find the following
estimate:
∫
QT
(u˜)2 dxdydt ≤M6
T∫
0
(
(c˜(t))2+
s
∑
i=1
(q˜i(t))2
)
dt (5.38)
and, taking into account (5.37), from (5.38) we obtain
(1−M7)
∫
QT
(u˜)2 dxdydt ≤ 0.
Since M7 < 1, we conclude that u(1) = u(2) in QT . Then (5.37) imply c(1)(t)≡ c(2)(t),
q(1)i (t)≡ q(2)i (t), i = 1, . . . ,s. 
6. CONCLUSION
We obtained the sufficient conditions of the unique solvability for the inverse prob-
lem for higher order semilinear ultraparabolic equation with the unknown time de-
pendent functions in the minor coefficient and in the right-hand side function of the
equation.
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