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11. Introduction
The most frequently used verbs in a language often develop multiple meanings, and
GET,  which  is  among  the  20  most  frequent  English  verbs  (Viberg  2002),  is  no
exception.1 While many researchers have taken interest in special  functions of and
constructions using GET or its equivalent in various languages, as well as the polysemy
and multifunctionality of these verbs (Lenz & Rawoens 2012; Viberg 2012), there has
been less attention paid to better understanding the basic “come to possess” senses of
GET,  since  they  are  mainly  seen  as  contrasting  with  the  grammatical  senses  and
functions.
The English-language verbs  FETCH,  RECEIVE,  and  GET have in common coming to
possess something as part of their main meaning. In  FETCH, the subject is an active
doer who (goes and) takes the object into possession. In RECEIVE, the subject accepts
possession of an object given to them. It is “one thing to happen to acquire something
and quite a different thing to deliberately snatch or grab it” (Longacre 1976: 80), and
yet,  GET seems  to  allow  both  a  FETCH-like  interpretation  and  a  RECEIVE-like
interpretation.  Lexical  GET can  be  used  in  a  way  where  the  subject  is  generally
agentive (I got you the book from the library)  or in a way where the subject is  a
recipient (I got a birthday card from my mother). However, a sentence such as I got a
new  vacuum  cleaner  today can  be  interpreted  in  either  an  agentive  way  (i.e. I
purchased it) or a receptive way (i.e. it was a gift) and it is unclear which sense is
meant without further context.
In this thesis, the etymological background of the three verbs will first be described in
brief,  followed by analysis  of  their  argument  structures  through  the  lens  of  some
theories of verbal semantics. Corpus linguistics offers methods for examining lexical
similarity and difference quantitatively. Since the verbs investigated in this study have
shared  elements  in  their  meanings,  synonymy  and  corpus  linguistic  methods
developed  for  studying  synonymy  will  be  discussed  next,  with  emphasis  on  the
contextual profiling method. The contextual profiling method will then be applied to a
1 SMALL CAPITAL LETTERS are conventionally used to denote a lemma, or lexical item, including all
of its inflected forms. For example, GET represents get, gets, getting, got, gotten, etc. 
2sample from the British National Corpus to investigate the semantic preferences for
FETCH,  lexical  GET,  and  RECEIVE.  Finally,  it  will  be  seen  whether  a  multivariate
statistical  model  generated  using  contextual  profiling  data  can  be  used  to  decode
which sense of GET is being used in a sentence: agentive or receptive.
32. About FETCH, GET, and RECEIVE
2.1 Etymological background
GET is an example of a verb that has undergone so much grammaticalization that its
meaning can only be determined from context, even though many lexical uses remain
(Gronemeyer 1999). The etymological record of  GET dates to the Middle English of
c.1200, and the word comes from Old Norse geta meaning “to get, obtain, beget”, and
the  reconstructed  Old  Aryan  root  *ghed,  *ghod “to  seize,  take  hold  of” (Oxford
English Dictionary 2012). In Middle English, GET was already polysemous as a main,
lexical  verb  with  the  following  meanings,  all  of  which  denote  the  “onset  of
possession” (Gronemeyer 1999):
a) acquire, earn, win, buy, find, receive
b) catch, get hold of, seize, conquer, capture, win a friend or spouse
c) fetch, bring
d) to be successful, win
e) to give (something to somebody), provide
f) beget, conceive a child (rare)
g) make, produce, create (rare)
Given the “seize” meaning of its root, the subject in these early meanings of GET was
mainly agentive and the objects  mainly concrete.  But  when the object  is  abstract,
ambiguity  arises  because  the  subject  is  less  likely  to  be  interpreted  as  an  agent.
Gronemeyer  also  shows  that  the  frequency  of  agentive  subjects  with  GET has
decreased over time: only 13% of her samples of lexical GET from 1350–1420 exhibit
a  receptive  or  ambiguous  subject,  but  the  balance  had  gradually  shifted  to  58%
receptive/ambiguous and 42% agentive in present-day English. She claims that this
shift was facilitated by two important factors: explicit mention of the source of the
object as an adjunct, and the increased frequency of abstract objects which are granted
by an external agent, such as knowledge or permission (Gronemeyer 1999).
In modern English, my native speaker intuition identifies that the two common verbs
that best exemplify the agentive and receptive senses of GET, and which are relatively
4low in polysemy and multifunctionality, are FETCH and RECEIVE. Taken together, these
three verbs form the lexeme set for this study.  The first evidence of  FETCH in the
English language is in Old English, from Ælfric's translation of the Old Testament,
c.1000. FETCH at this time already had the meaning of “to go in quest of, and convey
or conduct back”, where the first part is “often additionally expressed by go or come.”
Semantic extensions such as “to cause to come, elicit”, “to sell for (a certain price)”,
and “to derive” are first recorded in the late 14th century or later  (Oxford English
Dictionary 2015a).
Anglo-Norman receiver already exhibited extensive polysemy by the time it entered
English  as  RECEIVE.  Its  sense  “to  take  into  one's  hands  or  one's  possession”  had
already been developed in Old French by c.1050, and was brought into English in the
14th century along with the primary meaning of  RECEIVE at this time, which was in
the administrative sense of accepting an authority or rule, like many Anglo-Norman
borrowings from this period (Oxford English Dictionary 2015b).
2.2 The verbs as described by theories of verbal semantics
Sense  disambiguation  for  polysemous  words  has  typically  been  done  by  way  of
comparing and contrasting the constructions, syntactic or semantic, that the different
senses participate in (Gronemeyer 1999; Faulhaber 2011: 124–125). In the following
sections I will outline a few ways in which theorists have attempted to organize verb
meanings, and describe how FETCH, GET, and RECEIVE might be described with
them.
2.1.1 Case frames
In Longacre's version of case grammar described in his An Anatomy of Speech Notions
(1976), verb meanings are decomposed into a kind of organization scheme that starts
with (semantic) cases/roles. The main insight of this  system of organization is the
grouping  of  roles  with  “the  verb  types  with  which  they  characteristically  occur”
(Longacre 1976: 38). 
5By  specifying  sets  of  verbs  with  distinguishing  features  and  constellations  of
participant roles, case frames are formed. Longacre proposes that the case frames can
be organized into a  scheme,  a “periodic table” with its  axes representing semantic
features (Longacre 1976: 40). The columns in the scheme represent an active-stative
dimension: state, process, action process, and action  (Longacre 1976: 43). The second
dimension is less tidy but generally increases in complexity as one moves down the
rows (Table 1).
Table 1: Rows in Longacre's scheme of case frames (Longacre 1976: 51–81)
Row Grouping
A Ambient verbs
B Ambient experiential verbs
C Experiential verbs (emotive, psych, affective, impingement)
C´ Factual knowledge
D Desire/Cognition (i.e. knowledge of persons)
D´ Sensations, speech, and attention
E Physical verbs 
F Measure verbs
G Locative verbs
G´ Motion, propulsion, locomotion verbs
H Directed possession
H´ Transitory possession
Since case frames pertaining to possession are at the lowest portion of the scheme,
Longacre considers these the most complex case frames  (Longacre 1976: 77). The
predicates in the case frames of row H add a 'possession' feature to those of the motion
verbs in rows G and G´ above, i.e. something moves, in order that someone possesses
it. The difference between rows H and H´ is that H´ adds that the object possessed is
involved  in  a  transfer,  via  a  path  (temporary  ownership  by  someone  doing  the
transferring), to the goal, its new owner. 
The case frames relevant to our study of FETCH, GET, and RECEIVE are those in rows H
and H´ in the “process”, “action process”, and to some extent the “action” columns
(the “state” column would be exemplified by HAVE). The cells of the scheme for these
6rows and columns are presented in Table 2. In all of these frames, an explicit source is
optional.
Table 2: Possession case frames (Longacre 1976: 49)
Process Action process Action
H 'acquisition'
Mary obtained her visa
'transfer'
Bill received a book
'grab'
John caught the ball
H´ 'transitory acquisition'
The department obtained
a visa for Dr Ho
'assisted transfer'
Bill bought a book for his
wife
'grab for transfer'
John picked it up for me
FETCH fits  neatly into the “action” column and  RECEIVE into the “action process”
column, but GET can conceivably be used in all six contexts. That a verb can take part
in more than one possible case frame is not an issue; the motivation of the case frame
typology is not to place verbs into specific cells but to theorize about the semantic
features of predicates and the ways that their participating roles interact to produce
meanings.
2.1.2 Frame semantics
In Charles Fillmore's frame semantics, frames are less abstract than they were in case
grammar, and directly related to human cognition and experience. Understanding the
meaning of a word requires that the speaker first has, from experience, knowledge of
conceptual  frames that relate to that word (Fillmore 1982; Fillmore & Atkins 1992).
Frames  are reminiscent  of  the  idea  of  schema in  the  psychological  and cognitive
sciences. 
As an example,  Fillmore  & Atkins (1992) give a  frame they call  the  commercial
transaction frame. In order to understand a word such as BUY, a speaker needs to have
an understanding of the components of a commercial transaction: there is a  buyer, a
seller, goods, and money. The buyer agrees to surrender some amount of money to the
seller in order to gain ownership or control of goods from the seller. Different words
evoke  this  frame  from  different  perspectives  and  highlight  different  participants,
which can be reflected in their syntactic valencies: BUY is from the perspective of the
buyer  (syntactic  subject)  and places  secondary focus  on the  goods (direct  object);
7SPEND is also from the buyer's perspective, but the money is emphasized by being the
direct object. Frames can be dependent on other frames as well: in order to understand
the commercial transaction frame, one needs to also understand ownership, exchange,
and the concept of money.
From a frame semantics perspective, the interpretations of  FETCH,  GET,  and RECEIVE
require understanding the background frames of movement and transfer of objects.
Additionally, Goldberg (2010) points out that simple sentence structures are “directly
correlated” with certain semantic structures. Table 3 presents these structures and the
basic meanings that Goldberg ascribes to them.
Table 3: English argument structure constructions (Goldberg 2010)
Construction Argument structure Meaning
Ditransitive (Subj) V Obj1 Obj2 X CAUSES Y to RECEIVE Z
Caused-Motion (Subj) V Obj Oblique X CAUSES to MOVE Z
Resultative (Subj) V Obj Pred X CAUSES Y to BECOME Z
Transitive (Subj) V Obj X ACTS ON Y; X EXPERIENCES Y
Way construction (Subj) V [possi way] 
Oblique
X CREATES PATH & MOVES Z 
along path
The ditransitive construction, for example, has generally the meaning of transfer “X
CAUSES Y to RECEIVE Z”, which is lexically coded in English with the verb GIVE.
RECEIVE and RECEIVE-like GET is the frame and construction of GIVE viewed from the
perspective of the receiver. 
According to Goldberg (2010), prototypically, a verb, and the syntactic construction it
participates  in,  describe  the  same  event,  with  the  verb  elaborating  on  the  basic
meaning of the construction. In this view, then,  FETCH and FETCH-like GET elaborate
upon the meaning of their constructions by adding the motion of moving the object,
i.e. they combine the ditransitive and caused-motion constructions: “X CAUSES to
MOVE Z & CAUSES Y to RECEIVE Z”. This makes sense because the argument
structure of FETCH-like GET can be described as [(Subj) V Obj1 Obj2 Oblique], which
combines both constructions. In other words, we can describe FETCH and FETCH-like
8GET as events consisting of the subevents to retrieve an object (from somewhere) and
then, optionally, to give an object to someone.
If,  as  above,  certain  constructions  are  associated  with  certain  meanings,  then  do
groups of  verbs  that  can participate  in  the  same limited  set  of  constructions  have
similar meanings? Levin's classification of over 3000 English verbs by their shared
syntactic behavior in English Verb Classes and Alternations (1993) suggests that this
is indeed the case.
2.1.3 Syntactic alternations
Levin bases her analysis on the assumption that the behavior of a verb's arguments and
its interpretation are determined by the verb's meaning, so that knowing the meaning
of a verb is a way to know its behavior. She hypothesizes that this is possible because
particular syntactic properties would be associated with particular meanings, such that
verbs  that  have  shared  behaviors  would  have  shared  “meaning  components”  also
(Levin 1993: 1–5).  When verbs participate in syntactic alternations, speakers intuit
which  alternations  are  allowed  for  any  verb,  and  they  can  also  detect  subtle
differences in meaning between the versions of each alternation. This leads to the idea
that the meaning of a verb is not built up of or stored in the mind as just a list of
semantic roles, as frame semantics would suggest (Levin 1993: 16).
Levin organizes a vast number of verbs into verb classes and further subclasses with
shared aspects of meaning based on their syntactic commonalities. For some classes
there is a descriptive name, while for others, a representative verb is chosen to label it
(Levin 1993: 21). For example, in the class “Verbs of Change of Possession”, there is
a  subclass  “Verbs  of  Obtaining”,  which  is  further  divided  into  “Get  Verbs”  and
“Obtain Verbs”  (Levin  1993:  141–143).  Because  the  similarities  in  syntactic
patterning  take  priority over  meaning similarities,  the  verbs  in  any class  may not
always be described as conventional synonyms of each other.  We find in the “get
verbs” category verbs such as BUY, CHARTER, FETCH, GET, KEEP, PROCURE, RENT, and
STEAL,  among  others;  in  “obtain  words”,  we  find  verbs  like  ACCEPT,  ACQUIRE,
9BORROW,  INHERIT,  PURCHASE,  RECEIVE, and  SELECT. The  get and  obtain verbs have
the following properties in common (Levin 1993: 142): 
• Usually allows a from phrase
(1) Carmen bought a dress from Diana.
• Does not take the dative alternation
(2) a. * Carmen bought a dress to Mary.
b. Carmen bought Mary a dress.
• Does not take the locative alternation
(3) a. Carmen bought a dress from Diana.
b. * Carmen bought Diana of a dress.
• Takes the sum of money subject alternation (some verbs)
(4) a. Carmen bought a dress at Bloomingdale's for $50.
b. $50 won't even buy a dress at Bloomingdale's. (Levin 1993: 142)
The main difference between get (FETCH and GET) and obtain (RECEIVE) verbs is that
obtain verbs cannot take the benefactive alternation, while  get verbs can (5). Even
though a verb such as GET can be used in an obtain sense, it is not classified among
the obtain verbs because its alternation patterns include the benefactive alternation.
(5) Get Verbs:
a. Carmen bought a dress for Mary.
b. Carmen bought Mary a dress.
Obtain Verbs:
c. Carmen obtained a spare part for Mary.
d. * Carmen obtained Mary a spare part. (Levin 1993: 142)
Levin also notes that, while  RECEIVE (along with  ACCEPT and  INHERIT) patterns like
OBTAIN, the subject is understood to play a more "passive" role in the obtaining event
than it does among other  obtain verbs, e.g.  ACCUMULATE,  ACQUIRE,  GRAB,  OBTAIN,
PURCHASE, and so on (Levin 1993: 143).
The attempts to understand verb meaning described in this chapter have all utilized
introspective grammaticality judgments, which  ignore the effects of interactions and
conflicts between syntactic, semantic, and other contextual restrictions, and thus are
unable to elicit a complete picture of the possibilities of a word's usage (Bresnan 2007;
Berez & Gries 2008). A fuller understanding of just exactly what the differences are
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between related verbs in the same category or class, which take (mostly) the same
constructions and alternations, should include assessing in some detail the semantic
preferences  for  them  (Faulhaber  2011:  211).  This  can  be  done  effectively  using
corpus-driven methods, which can tease apart these semantic preferences through the
analysis of citations from natural language. 
Even though the verbs of interest in this study are not, strictly, synonyms, they have a
considerable amount of shared meaning, so synonymy and the application of corpus-
driven methods to the problem of synonymy will be discussed in the next chapter.
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3. Synonymy and corpus linguistics
The broad availability of electronic corpora and development of advanced statistical
methods  have  provided  not  only one  solution  to  the  problem of  having data  that
represents  natural  language  use,  but  have  also  made  quantitative  corpus-driven
analyses an imperative. Hundreds or thousands of instances of natural uses of a word
can be instantly extracted instead of relying on elicitation or manual concordance.
Synonymy is an area of lexical semantics which is well-served by corpus linguistic
methods. Language speakers intuit that words with the “same” meaning cannot always
be interchanged; there is experimental evidence for native speakers having awareness
of differences in distributional characteristics between near-synonyms, even if they are
unable to accurately articulate them (Arppe & Järvikivi 2007). Evidence provided by
corpus  methods  about  synonymy can  help  cognitive  linguists  theorize  about  how
lexical knowledge is represented in the mind, as well as how semantic space may be
divided differently cross-linguistically (Lau & Arppe 2013).
3.1. Synonymy as difference
In the Leibnizian philosophical tradition, synonymy has been considered in terms of
expressions or statements which retain the same truth value or meaning when a word
is substituted with its synonym (Cruse 1986: 88; Miller & Charles 1991). On the basis
of  substitutability,  words  and  their  synonyms  must  be  similar  to  each  other,  and
indeed, it is easy to find philosophically-informed accounts of synonymy that focus on
similarity (Murphy 2008: 141). Notably, computational linguists have tended to focus
on the problem of polysemy and word-sense disambiguation because synonyms can
“simply” be treated as a group of interchangeable words  (Edmonds & Hirst 2002;
Divjak & Gries 2006); for example, in the WordNet database, nouns are stored with
synonymy as the main organizing principle (Miller et al. 1990). 
However, substitutability leads to the idea that synonymy relations between lexemes
are  external  to  the  lexemes  and  bound  to  their  context  (the  remainder  of  the
expression)  instead.  Therefore,  words cannot  escape their  contexts.  The oft-quoted
“[y]ou shall know a word by the company that it keeps” (Firth 1957: 11) captures this
sentiment, although Cruse is more explicit: “the semantic properties of a lexical item
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are fully reflected in appropriate aspects of the relations it contracts with actual and
potential contexts” (Cruse 1986: 1). Even so-called “neutral contexts” such as thesauri
or synonym dictionaries are nonetheless contexts, which give us expectations for what
kinds of words we expect to see appearing next to the lexical entries (Murphy 2008:
138).
Cruse  writes  that  “synonyms  must  not  only  manifest  a  high  degree  of  semantic
overlap, they must also have a low degree of implicit contrastiveness”  (Cruse 1986:
266). That is, what makes near-synonyms what they are is that they are mostly the
same, but ever-so-slightly different. This idea directly follows from the distributional
hypothesis framed by Harris (1954): 
If we consider words or morphemes  A and  B to be more different in
meaning than  A  and  C,  then we will  often find that the [contextual]
distributions of  A and B are more different than the distributions of  A
and C. In other words, difference of meaning correlates with difference
in distribution.
The distributional hypothesis entails that synonymy is a gradient, situating the relation
between any two words between synonymy and unrelatedness. Murphy  (2008: 44)
takes this to claim that not only synonymy, but all semantic relations, can be described
in terms of differences—a principle she calls Relation by Contrast. 
3.2. Considerations for corpus studies of synonymy
Since  no  two  lexemes  behave  identically  (i.e. are  true  synonyms),  how  can  we
determine the circumstances under which the lexemes can be interchanged without
“substantial” change to meaning (Miller et al. 1990; Partington 1998: 33)?  An early
attempt  by Rubenstein  & Goodenough  (1965) to  test  the  distributional  hypothesis
using  subject-generated  sentences  was  based  on  the  assumption  that  contextual
similarity  could  be  based  on  co-occurrence  of  words  in  the  lexemes’ contexts.
However, the results of this early precursor to Latent Semantic Analysis  (Landauer,
Foltz  & Laham 1998) could  not  comfortably account  for  anything less  than  high
degrees of synonymy. Miller and Charles's (1991) idea of contextual representations—
that word meanings are stored in the mind alongside information about the contextual
conditions in which the word may appropriately be used—consists of much more than
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co-occurring words: it also consists of co-occurring structures. It is reasonable, then,
to include constructional similarity or overlap in an analysis, and use collocation and
constructional  similarity  as  a  proxy  for  semantic  distance  in  order  to  investigate
semantic relations like synonymy and antonymy (Church et al. 1994; Partington 1998:
33; Murphy 2008: 159; Divjak & Gries 2006; Mohammad & Hirst 2006).
In order  to put this  idea into practice using corpora,  one must  first  consider  what
constitutes a word's context for the purposes of corpus study. Early corpus studies of
semantic relations, in particular those on synonymy, took as the “context” a limited
“window” surrounding the lexeme under investigation, for example in Church et al.’s
investigation of ASK (for), REQUEST, and DEMAND (Church et al. 1994), Biber et al.’s
look at  BIG,  LARGE, and GREAT (Biber et al. 1998: 43–53), and Partington’s study of
SHEER,  PURE,  COMPLETE,  and  ABSOLUTE (Partington 1998:  33–46).  The “window”
limits  the concordance lines to some number of alphanumeric characters,  with the
lexeme at center, e.g. lines of 74 characters, including spaces, in Partington (1998: 33–
46).  These are  known as  keyword in context (KWIC)  concordances,  and typically
ignore sentence and line breaks in the text. They are used mainly for collocational
analyses,  where  the  words  observed  around  the  examined  lexemes  are  sorted  by
frequency and are evaluated for how often they occur near the lexeme.
Edmonds  & Hirst  (2002) observe,  though,  that  structural  variations  between near-
synonyms are a result of restrictions on their use that come from other parts of the
clause  or  utterance  and  vice  versa,  and  that  these  restrictions  are  not  part  of  the
meanings  denoted  by  the  words  themselves.  Near-synonyms  therefore  differ  in
syntactic context in addition to lexical collocation  (Atkins & Levin 1995; Divjak &
Gries 2006). The corpus data needs to be analyzed at the sentence or clause level,
rather than some arbitrary window, in order to capture the entire syntactic context the
lexeme participates in.
One  may  wish  to  then  consider  whether  the  corpus  (text  types,  genres,  etc.)  is
representative of the language, and also whether the corpus sample is representative of
the phenomenon under investigation. Since corpus methods can only provide positive
evidence for the existence of a phenomenon, they cannot tell us what contexts are not
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possible. Nor can we be sure whether the sample contains examples of all possible
constructions. Karlsson (1986) observed that, with Finnish morphological paradigms,
most  of  the  possible  forms  in  a  paradigm  are  either  unattested  or  of  very  low
frequency in a corpus, and that each paradigm is characterized by the usage of only a
small selection of the available forms. 
Likewise, if all of the grammatically acceptable constructional patterns for a given
verb are taken as a “syntactic paradigm” for that verb, only a few of them will be
conventionalized enough to present in sizable frequency in a corpus. In other words,
even though a sentence is grammatical, it does not necessarily mean that the sentence
makes sense or would be judged acceptable by speakers (Faulhaber 2011: 88). It is not
necessary,  therefore,  that  all  possible  constructions or contextual  configurations be
present in a corpus, but it can be expected that those which are present will represent
the constructions and configurations that are most salient or entrenched (cf. Langacker
1987:  59) in  the  language user's  contextual  representation,  based  on their  relative
frequency of occurrence in the data. As such, an appropriate corpus methodology for
investigating and modeling relations between lexemes, using their contexts, should
account for the different frequencies of different contextual characteristics. Contextual
profiling is one such methodology.
3.3. Linguistic profiling and contextual profiles
Linguistic  profiling  is  a  methodology  which  seeks  to  bridge  theoretical  ideas  in
linguistics  and quantitative models.  The methodology is  motivated by the  need to
address the reality that grammar and the lexicon both contribute to meaning and that
the line between the two is blurrier than traditionally believed. Furthermore, linguistic
categories  of  all  kinds  are  also  overlapping  (Janda  2013).  Linguistic  profiling  is
probabilistic, taking frequency distribution as its starting point. Profiles are a way to
organize quantitative measures, and is agnostic with regard to the theory involved as
well as the statistical analyses used (Janda 2013; Glynn 2014a).
Until recently, profiling analyses have tended to be monofactorial; that is, they focus
on  one  variable  at  a  time.  Janda  &  Solovyev  (2009) analyzed  differences  in
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constructional patterns between Russian words for SADNESS and HAPPINESS; Xiao
& McEnery  (2006)  investigated semantic prosody through the collocations of some
English  words  and  their  translation  equivalents  in  Mandarin  Chinese;  Arppe
(2002) finds differing preferences for inflectional morphology in two Finnish verbs for
THINK.2 Many studies have considered the semantic classes of various arguments of
a verb (Atkins & Levin 1995; Biber, Conrad & Reppen 1998: 95–100; Divjak & Gries
2006). 
In  Faulhaber's  study  of  verb  valency,  she  finds  that  in  addition  to  verb
complementation patterns, semantic factors—such as animacy of the participants, or
aspectual realization of the event—play a role in verb selection within groups of verbs
with similar meaning (Faulhaber 2011: 217). Such “selection restrictions” within verb
groupings tend to fall into any of the following scenarios:
1. Verbs with the same selection restrictions select also the same constructional
patterns;
2. A large  group  of  verbs  exhibiting  certain  restrictions,  containing  multiple
subgroups  with  different  restrictions,  has  greater  differences  in  restrictions
between any subgroup and the larger group than the differences in restrictions
between subgroups (i.e. there is more overlap between the subgroups than in
subgroup to larger group); or
3. That there is no effect by selection restrictions on the number of constructional
pattern restrictions (Faulhaber 2011: 217).
The lack of consistency in the relationships between pattern restrictions and selection
restrictions  suggest  that  constructions  and semantics  are  both  significant,  but  they
matter  in  separate  and  different  ways.  The  reality  is  that,  to  language  users,  a
multitude  of  variables  are  in  play  simultaneously  (Gries  2003;  Bresnan  2007).
Therefore, an analysis that attempts to describe and model actual language use must
be multifactorial, accounting for many linguistic variables at once. 
The  contextual  profiling approach  has  been  developed  to  address  this  issue.  The
approach is also known as behavioral profiling (Divjak & Gries 2006; Berez & Gries
2 In  this  chapter,  large  capital  letters  denote  semantic  concepts,  such  that,  for  example,  THINK
represents the idea of thinking, including words such as think, ponder, and consider. 
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2008;  Divjak  & Gries  2009;  Gries  2010;  Gries  & Otani  2010) and  multifactorial
usage-feature  analysis (Nordmark  &  Glynn  2013;  Glynn  2014b;  Glynn  2014a),
although Arppe prefers the name  contextual profiling because the main components
involved are the occurrences of linguistically relevant features “observed in a word's
context in language usage” (Arppe 2008: 10). I will adhere to Arppe's convention and
use contextual profiling because “behavioral profiling” can be construed to mean that
the word behaves in a way to apply structural and semantic constraints on its context
and downplay the role of context in applying constraints on which word is selected to
fill the slot in the first place.
Rather than working with collocations and association measures,  contextual profiling
is the combination of ID tagging word usages in corpus data  (Atkins 1987, cited in
Divjak & Gries 2006) and using the tags to form the “behavioral profile” of a word
(Hanks  1996).  Fundamentally,  contextual  profiling  relies  on  the  basis  that  “every
lexical item in the language has its own individual and unique pattern of behavior”
(Partington 1998:  27),  that  is,  a word's  meaning is  built  up from all  of  the many
contexts that it participates in, creating a set of patterns that uniquely distinguish it
from a field of candidate words (Hanks 1996). 
Since  it  is  a  data-driven  approach,  contextual  profiling  first  requires  a  sample  of
relevant concordance lines extracted from a corpus. The lines usually consist of the
lexeme of interest in the context of its entire clause or sentence. Each line is then
annotated (“tagged”) for a variety of properties as desired by the researcher. In other
words,  a “traditional”  analysis  is  applied to  each of  the concordance lines  (Glynn
2014a). An automatic parser may be used to assist  in morphological and syntactic
tagging,  but  for  the  most  part,  tagging  generally  requires  a  significant  amount  of
human intervention. 
If semantic features are being annotated, groupings or categories of tokens need to be
generated and individual lexical items categorized into them. These groupings may be
determined organically based on intuition as they emerge (Hanks 1996), or they may
be based on semantic taxonomies like semantic primitives (Divjak & Gries 2006), or
WordNet  (Arppe 2008: 31). This “pigeon-holing” of items is necessary because the
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aim is to annotate the data in as objective a manner as possible so that the analysis is
as data-driven as possible (Divjak & Gries 2009). 
Having been thus annotated, a cross-tabulation of each tag's frequency across the data
set  is  made,  and finally,  the  frequency data  are  examined  by means  of  statistical
techniques and the results interpreted. The statistical techniques used can range from
those  as  simple  as  chi-square  analysis  to  exploratory  methods  as  hierarchical
clustering,  principal  components  analysis,  or  multiple  correspondence  analysis;  or
even to confirmatory multifactorial  analyses like discriminant  analysis  and logistic
regression analysis with or without mixed effects  (Glynn 2010; Janda 2013; Glynn
2014a).  Glynn  (2010) presents a  survey of  the great  variety of topics  studied and
statistical  methods  utilized  in  corpus-driven  semantic  studies  of  lexical  and
grammatical synonymy/polysemy published in several anthologies and journals. It is
noteworthy that the statistical techniques used have become more sophisticated over
time.
The  contextual  profiling  method  offers  several  advantages  over  introspective
approaches. Mainly, corpus-driven studies are considered to be more objective. The
data is selected objectively by random sampling from a large corpus of text, such that
the sample size is typically on the order of hundreds of sentences, compared to the
tens  of  sentences  analyzed  in  introspective  studies  (Divjak  & Gries  2009;  Glynn
2014a).  Using corpora additionally ensures that the analysis  is based on naturally-
occurring data, which is more diverse and representative than sentences invented or
selected deliberately by the researcher. 
Even though grammatical  features  can  be  annotated  automatically using  computer
parsers,  or  are  relatively  straightforward  to  annotate  manually,  some  subjective
judgments need to be made in order to annotate the sample for analysis, such as for
semantic  parameters.  The  influence  of  subjectivity  can  be  controlled  via  detailed
annotation  instructions  and  criteria  (Divjak  &  Gries  2009).  Together  with  the
objectivity  of  sampling  the  corpus,  the  data-gathering  process  is  also  considered
replicable,  so long as the criteria behind classifying the sampled sentences is  very
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explicit  (Berez & Gries 2008). Thus, the role of subjectivity is minimized until the
interpretation of statistical results.
A final  advantage of profiling over introspective methods is  that  the methodology
utilizes statistical  methods,  which are in  principle again objective.  The role  of the
statistics is to sort the data from the linguistic analysis of each of the corpus sentences,
and to estimate the significance of the results—the latter of which traditional linguistic
methods  are  unable  to  do   (Glynn  2014a).  Therefore,  the  profiling  method  also
advances empirical science by allowing for hypothesis-creation and testing  (Glynn
2010).
The advantage that contextual profiling offers over collostructional analyses, which
also  rely  on  statistics,  is  that  contextual  profiling  takes  Hanks's  (1996) original
“behavioral  profile”  idea  and  expands  it  from referring  only  to  complementation
patterns  and semantic  roles  to  any contextual  factors  that  the  researcher  wants  to
study, including social factors like regional variety (e.g. Krawczak 2013), as well as
extra-linguistic variables such as genre or text type  (e.g. Biber,  Conrad & Reppen
1998:135–171).  The  method  can  even  be  used  to  study  social-psychological
phenomena  such  as  emotion  expressions  (Krawczak  2013;  Glynn  2014c) and
conceptual metaphors  (Nordmark & Glynn 2013),  which are elements of language
structure  that  conventional  analysis  and  experimentation  have  great  difficulties
accounting for (Glynn 2010). In this way, the multifactorial possibilities of contextual
profiling  can  capture  the  complexity  of  interactions  between  levels  of  language
structures,  creating a  “multidimensional  and socio-cognitively realistic  profile  of a
linguistic form” (Glynn 2014a).
Contextual  profiling—and  corpus  linguistics,  more  generally—as  a  method  is  not
without  its  criticisms and disadvantages.  One criticism that  goes back over  half  a
century is that there is no negative evidence (Chomsky 1957, cited in Faulhaber 2011:
91). A corpus can never tell us about what expressions or structures are unacceptable
or  impossible.  But  if  grammaticality  is  based  on entrenchment,  then  acceptability
varies  from speaker  to  speaker  based  on  how  often  s/he  encounters  or  uses  any
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expression or structure. Linguistic investigations in a usage-based model therefore do
not intend to arrive at linguistic “rules” but only at generalizations (Glynn 2010).
Another  criticism is  that  corpus  linguistics  is  nothing  but  the  quest  for  statistical
significance and patterns. Regardless of the statistical methods employed, though, the
quantitative results of any study need to be interpreted by the researcher; that is, the
aim of the study is not only the identification of patterns but analysis of what the
patterns say about usage (Glynn 2010). The statistics are means to organize data; not
ends in themselves.
Finally, even when clear criteria are laid out for annotating the semantic features, the
annotation stage is still essentially traditional linguistic analysis and prone to all the
ambiguities and vagaries, borderline cases, and human errors associated with it. The
process  is  therefore  extremely time-consuming,  which  is  why contextual  profiling
studies tend to use smaller samples than collocational studies do, and which makes it
more difficult to obtain statistically significant results  (Glynn 2014a). This is the main
disadvantage of contextual profiling. But the time commitment is the price paid to
obtain  the  benefit  of  having  substantially  more  sentences  in  the  data  than  in  a
traditional introspective analysis and more scrutinized features than in a collocational
analysis.
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4. Objectives
In this work, I would like to investigate whether corpus linguistic techniques used for
studying  synonymy  or  polysemy  separately  can  also  be  used  to  resolve  lexical
ambiguity. As a case study, I attempt to solve the problem of identifying whether a
lexical  GET usage  is  more  FETCH-like,  RECEIVE-like,  or  neither.  The  data  under
scrutiny will  consist  of  a  sample  of  sentences  retrieved from the  British  National
Corpus,  containing  either  of  the lexemes  FETCH,  GET,  or  RECEIVE in  an “onset  of
possession”  sense.  The  corpus-driven  contextual  profiling approach  will  be  used,
which  requires  that  the  sentences  are  first  tagged  for  various  contextual  features
(mainly semantic), and then subjected to statistical analysis, which will be divided into
two phases.
In  the  first  phase,  I  start  by generating  profiles  of  what  typical  FETCH,  GET,  and
RECEIVE usages look like. Chi-square statistics will be used and plotted by means of
correspondence analysis (Greenacre 2007) to look for distinguishing patterns between
the  verbs  based  on  the  relative  frequencies  of  the  tagged  properties  in  sentence
contexts, and in particular, how much each cell in the observed frequency distribution
deviates from the expected distribution. 
Dictionaries rarely provide information about which contexts are the most appropriate
for a given word  (Partington 1998: 29). Likewise, neither the dictionary definitions
nor the verbal semantic theories described in Chapter 2 explicate whether there are
contextual  preferences  for  the  verbal  arguments  of  FETCH,  GET,  or  RECEIVE. The
distributional hypothesis, however, suggests that because of the differences between
the  lexemes'  meanings,  there  should  also  be  differences  in  contextual  preferences
between them. If this is indeed the case, then a correspondence analysis of usage data
should  be  able  to  reveal  those  contextual  preferences  and  compile  them  into
contextual profiles, opening to us the possibility of using distributional information to
disambiguate between FETCH-like and RECEIVE-like use of GET.
In the second phase, a polytomous logistic regression model, following the method
developed by Arppe (2008),  will be built using some of the contextual features that
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were tagged earlier  and their  frequency data.  This  multifactorial  model  serves  the
purposes of refining the contextual profiles by accounting for interactions between
properties, and expressing the resulting contextual preferences as probabilistic odds
ratios. These purposes are relevant to understanding the behavior of FETCH, GET, and
RECEIVE, because in actual language use, many contextual factors interact to condition
which verb gets used in a sentence, and it is conceivable that more than one alternative
is possible in a given sentence.
The model can be used predictively to guess which of the three verbs will most likely
be used, given a set of sentence context properties, that is, it probabilistically assesses
how well input sentences containing either of the lexemes compare to the contextual
profiles for the lexemes. It will be tested whether a predictive statistical model such as
polytomous logistical regression can be used to distinguish closely related senses of a
polysemous word (i.e. GET) by comparing each sense to a suitable near-synonym (i.e.
FETCH and  RECEIVE).  Supposing  that  the  model's  prediction  for  the  most  likely
candidate correctly matches the verb used in an input sentence most of the time, if a
GET context is used as input to the model, then whether it is FETCH-like or RECEIVE-
like should  be revealed based on how likely  GET can  be  substituted  by  FETCH or
RECEIVE, respectively.
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5. Data
5.1 The British National Corpus
The British National Corpus (The BNC Consortium 2007), or BNC for short,  was
compiled in 1991-5 and consists of over 4000 files, for a total of approximately 100
million  words  (Hoffmann  et  al.  2008:  xiii).  Intended  as  a  reference  corpus  of
contemporary  British  English,  about  10.3%  of  the  corpus  represents  transcribed
spoken English—both everyday conversations and context-governed speech (such as
lectures and radio talk shows)—and the remainder written language (Hoffmann et al.
2008: 33–34). 
While speaking the language is the bulk of how British people use English, the spoken
component  of  the corpus is  small  due to  the difficulty of  obtaining recordings  of
spontaneous conversations and the time needed to transcribe them. On the other hand,
the written language component consists mainly of texts from published sources such
as books and newspapers, but also some unpublished texts such as student essays.
Most  (91%)  of  the  written  language  component  consists  of  texts  from 1985–91,
although a small number of samples date as far back as 1960, reflecting the continuing
influence of older literature on contemporary language (Hoffmann et al. 2008: 29). 
The  great  variety  of  texts  sampled  for  the  corpus,  and  that  they  have  been
automatically parsed and tagged for parts of speech (POS)—saving researchers a great
deal of time in sampling the corpus and preparing the sample for study—are among
the  reasons  why  the  BNC  is  one  of  the  most-studied  English-language  corpora.
Further contributing to its popularity is that the BNC can be publicly accessed through
at least three different Internet-based query interfaces (Lee 2010).
One such Internet-based interface is called BNCWeb, which can be accessed via a
user account at <http://bncweb.lancs.ac.uk/>. BNCWeb was originally developed by
Hans Martin Lehmann, Sebastian Hoffmann, and Peter Schneider at the University of
Zurich, but is now maintained by Sebastian Hoffmann and Stefan Evert (Hoffmann et
al. 2008: 4). The Simple Query Syntax, specially designed for BNCWeb, is a simple
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and intuitive query notation that allows the user to search for words and phrases using
the POS annotations in the corpus (Hoffmann et al. 2008: 93).
Before  moving on to  using  the  BNC for  this  study,  there  is  another  thing  yet  to
consider. Given that the texts in the BNC are now at least 25 years old, and some even
twice that, it raises the questions: Will the corpus still represent present-day English?
Do conclusions drawn based on the corpus remain relevant to English as it is spoken
today?   Even  though  the  creation  and  proliferation  of  new  words  have  greatly
increased since the rise of Internet use in our daily lives, the words FETCH,  GET, and
RECEIVE have been in the language for hundreds of years with meanings very similar
to  what  they  are  today.  From this  perspective,  25–50  year  old  texts  can  still  be
reasonably described as representing present-day English.
5.2 Sampling the BNC
I expect that the most important arguments contributing to the meanings of  FETCH,
GET, and RECEIVE are the semantic agent and object. This is because the lexemes are
transitive verbs, requiring at minimum a syntactic subject and object, which normally
correspond to the semantic agent and object. The passive voice in English poses a
small problem to such an analysis, because in the passive voice, the semantic object
becomes the syntactic subject and the semantic agent is optional. 
In order to focus on the semantic profiles of the agent and object arguments, it  is
desirable to extract sentences in which both are present and explicit. This should be
the case for sentences in active voice.  By designing the search query to select for
sentences where the verb is followed immediately by a noun phrase (after optionally
intervening  adverbs,  adjectives,  and  determiners),  the  extract  should  contain  only
sentences in active voice. The first noun phrase that follows the verb will then either
be the object (if the verb is used monotransitively) or the benefactor (if the verb is
used ditransitively). In contrast, in a passive voice sentence, the past participle of the
lexeme appears after the passive auxiliary  be, is at the end of the predicate, and is
followed optionally with a prepositional by phrase signaling the agent. 
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Table  4: Frequency of  FETCH,  GET,  and  RECEIVE,  all  senses (% of all  hits for that
lexeme)
Query \ Lexeme FETCH GET3 RECEIVE
All contexts
{LEXEME/V}
1743
(100%)
213376 (100%) 24387
(100%)
Active voice contexts with noun 
phrase following
{LEXEME/V} (_{A}|_{ART}|_{ADV}|
_{PRON})* _{N}
938 (53.8%) 79781 (37.4%) 15973
(65.5%)
All passive voice contexts
{be} LEXEMEPastPart
32 (1.84%) 297 (0.139%) 1555 (6.37%)
Passive voice contexts with agent
{be} LEXEMEPastPart (_{ADV})* by
6 (0.344%) 12 (0.0056%) 281 (1.15%)
Selecting only active voice sentences means that syntactic description of these verbs
based on this data set will  not be comprehensive,  as they indeed occur in passive
voice,  but  their  relative  infrequency suggests  that  their  contribution  to  the  overall
lexical profile would be limited.  Table 4 shows the raw and relative frequencies of
each lexeme in the corpus, for either “active voice” or “passive voice” queries. As an
additional  benefit,  constraining  the  selection  to  sentences  where  the  lexeme  is
followed  by  a  noun  phrase  filters  out  many  other  senses  of  GET such  as  those
pertaining to a change in state or permissions and obligation. Nonetheless, in order to
fully  filter  for  the  desired  senses  of  the  lexemes  (GET in  particular),  each  corpus
sample must be individually scrutinized and those sentences not belonging to those
senses removed.
5.3 Linguistic Annotation
To begin, a minimum of 2000 random lines for each lexeme (where possible) were
sampled in random corpus order from the BNC using the BNCWeb interface and the
“active voice contexts with noun phrase following” query presented in Table 4 above.
Each line represents an entire sentence. The lines were downloaded in a spreadsheet
format which includes information about the derived text type of each lines' source, as
well as the lines' file name and index (for citation and reference purposes). Each line
was then inspected individually to check that it met the selection criteria (active voice;
3 Both forms of the past participle were entered into the query for GET: (got|gotten).
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keyword expressing  physical  or  metaphorical  acquisition  of  something),  until  500
appropriate lines were selected for each lexeme. 
While the selection of lines for  FETCH and  RECEIVE were relatively straightforward,
lines  for  GET were  more  laborious  to  select  due  to  its  polysemy  and  its  role  in
phrasal/prepositional verb constructions. Specifically, the number of lines for GET that
were inspected until 500 suitable lines were selected was 1077, compared to 506 each
for FETCH and RECEIVE. The relevant concordance lines for GET were selected on the
basis of matching the meanings covered by the sense group “acquire” as tabulated by
Berez & Gries  (2008).  This sense group covers a  number of narrower but  related
senses, which are reproduced in Table 5.
Table 5: “Acquire” senses of GET in Berez & Gries (2008)
Sense Example (from ICE-GB)
Concrete Get some jellytots or something like that
Metaphorical I didn't expect you to get that sort of reaction
For another Uh let me get you a photograph
Non-agentively People get the wrong injections have the wrong leg amputated
Contract
illness/injury
And I said oh dear Harriet thinking oh you know she's got the
flu or something
Hit/capture target We got that one (hardened shelter in Iraq)
Understand [Y]ou got it (punchline of a joke)
Some  of  these  senses  have  no  clear,  direct  semantic  relation  to  either  FETCH or
RECEIVE,  especially  “hit/capture  target”  and “understand”.  While  it  is  tempting  to
simply not select the concordance lines that match these meanings, it is more rigorous
(and interesting) to include them also and allow the analysis to reveal whether the
semantic contexts of these senses behave differently.
Each concordance line was annotated for the semantic, morphological, and text type
properties appearing in Table 6, using a total of 80 unique tags. The headings from the
“lexicographer files” in WordNet (Princeton University 2010) were used as a starting
point  for  annotating  the  semantic  agents  and  objects,  but  infrequent  labels  were
grouped  together  into  broader  themes  (for  example,  OBJC.OTHER_ABST  and
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OBJC.OTHER_PHYS, for abstract and physical object arguments, respectively, that
were too infrequent  in  their  own tags  based on WordNet classifications).  At  other
times,  themes  emerged  which  appeared  to  warrant  its  own  label,  such  as
AGT.ORGANIZATION,  which  differs  from AGT.GROUP in  that  the  former  is  a
group of people referred to collectively as a unit  (e.g. the ministry,  Ford Motors),
whereas the latter is referred to as a group of individuals (e.g. the representatives). The
remaining semantic properties proceeded in a similarly organic fashion by creating
tags  for  them  as  they  emerged  (Hanks  1996;  Arppe  2008:  31).  The  “text  type”
category  is  drawn  from  the  “derived  text  type”  metadata  already  present  in  the
annotated BNC source (Hoffmann et al. 2008: 30–31).
Table 6: Tags for contextual properties
Category Factor Feature tags (frequency)
Subject Semantic
classification
(“Agent”)
AGT.ABSTRACT (90); AGT.ANIMAL (13); 
AGT.GENERIC (137); AGT.GROUP (200); 
AGT.INANIMATE (87); AGT.INDIVIDUAL (825); 
AGT.ORGANIZATION (64); AGT.NONE (84)
Syntactic
classification
(“Person”)
PERS.1P (285); PERS.2P (142); PERS.3P (989); 
PERS.NONE (84)
Verb
(Lexeme)
Non-finite
forms
NONFINITE.BARE (16); NONFINITE.ING (101); 
NONFINITE.TO (271); NONFINITE.NONE (1112)
Tense TENSE.NONPAST (632); TENSE.PAST (476); 
TENSE.NONE (392)
Aspect ASP.HABITUAL (12); ASP.PERF (119); 
ASP.PERFPROG (5); ASP.PROG (51); ASP.NONE 
(1313)
Modality MODC.ABILITY (52); MODC.FUTURE (124); 
MODC.OBLIGATION (44); MODC.OTHER (18); 
MODC.POSSIBILITY (30); MODC.NONE (1232)
Mood MOOD.COND (30); MOOD.IMPER (63); 
MOOD.INDIC (997); MOOD.INTERR (21); 
MOOD.SUBJ (2); MOOD.NONE (387)
Verb
Modifiers
Adjuncts ADJC.DIRECTION (36); ADJC.FREQUENCY (25); 
ADJC.LOCATION (36); ADJC.MANNER (18); 
ADJC.MULTIPLE (23); ADJC.OTHER (16); 
ADJC.PURPOSE (12); ADJC.TIME (153); 
ADJC.NONE (1181)
Negative
polarity
POLARITY.NEG.TRUE (69); 
POLARITY.NEG.FALSE (1431)
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Object Semantic
classification
OBJC.ACTION (175); OBJC.ARTIFACT (268); 
OBJC.ATTRIBUTE (49); OBJC.COGNITION (69); 
OBJC.COMMUNICATION (301); OBJC.FOOD (112); 
OBJC.OTHER_ABST (48); OBJC.OTHER_PHYS (32); 
OBJC.PERSONS (121); OBJC.POSSESSION (197); 
OBJC.QUANTITY (35); OBJC.STATE (33); 
OBJC.SUBSTANCE (60)
Source Semantic
classification
SOURCE.ABSTRACT (15); 
SOURCE.CONTAINER (27); 
SOURCE.DIRECTION (16); 
SOURCE.LOCATION (111); 
SOURCE.ORGANIZATION (48); SOURCE.OTHER (7);
SOURCE.PERSONS (82); SOURCE.NONE (1194)
Benefactor Semantic
classification
BENEFACTOR.OTHER (9); 
BENEFACTOR.PERSONS (58); 
BENEFACTOR.SELF (29); 
BENEFACTOR.NONE (1404)
Text type TEXT.S_CONVO (127); TEXT.S_OTHER (126); 
TEXT.W_ACAD (137); TEXT.W_FICTION (367); 
TEXT.W_NEWS (147); TEXT.W_NONACAD (266)
TEXT.W_OTHER (241); TEXT.W_UNPUB (89)
Some common circumstances regarding verbs that arose during tagging were treated
as follows:
1. Verbal categories were tagged based on the form of  FETCH,  GET, or  RECEIVE
that appeared in the sentence. When the lexeme appears as part of a verb chain
(e.g. went to fetch...,  go get...), it is tagged as the appropriate non-finite form.
2. Non-finite forms of the lexemes have their semantic agents coded so long as
one is referenced or implied elsewhere in the sentence.
3. Imperatives  are  tagged  as  lacking  an  explicit  subject  (semantically  and
syntactically).
4. In some instances the sentence context suggests an “acquire” meaning to GET
even  though  syntactically  the  verb  is  participating  in  a  more  idiomatic
structure. Examples of this include get hold of [object] and get [object] back.
In both of these examples the meaning is to “(re)gain possession of [object]”.
In the former example, the object tagged is the item that is gained, rather than
“hold of [object]” (compare to  get one's hands on [object]). In  get [object]
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back, back is tagged as a modifier indicating location, even though it is meant
metaphorically, not concretely as movement of the object.
An example of an annotated sentence for each lexeme is presented below.
(6) Bridget had just fetched the vacuum cleaner. [A0F 1678]
LEXEME.FETCH; AGT.INDIVIDUAL; PERS.3P; TENSE.PAST; 
ASP.PERF; NONFINITE.NONE; MODC.NONE; MOOD.INDIC; 
OBJC.ARTIFACT; SOURCE.NONE; BENEFACTOR.NONE; 
ADJC.TIME; POLARITY.NEG.FALSE; TEXT.W_FICTION
(7) As a result, GPs with funds and negotiating power may get a better deal 
for their patients than those with no funds. [G1C 2206]
LEXEME.GET; AGT.GENERIC; PERS.3P; TENSE.NONPAST; 
ASP.NONE; NONFINITE.NONE; MODC.POSSIBILITY; 
MOOD.INDIC; OBJC.OTHER_ABST; SOURCE.NONE; 
BENEFACTOR.PERSONS; ADJC.NONE; POLARITY.NEG.FALSE; 
TEXT.W_ACAD
(8) To transmit, the sender dials the number of the receiver, to make sure it is 
ready to receive the document, and simply feeds the original into the 
machine. [B26 1151]
LEXEME.RECEIVE; AGT.INANIMATE; PERS.3P; TENSE.NONE; 
ASP.NONE; NONFINITE.TO; MODC.NONE; MOOD.NONE; 
OBJC.COMMUNICATION; SOURCE.NONE; BENEFACTOR.NONE; 
ADJC.NONE; POLARITY.NEG.FALSE; TEXT.W_OTHER
Once the 1500 lines were annotated in this manner, the resulting multifactorial table of
tags was exported as a comma-separated value (CSV) file. Each row represents one
concordance line, and each column represents one variable. The file was then read into
the  R statistical programming environment  (R Development Core Team 2015) as a
data-frame, and used to perform the statistical analyses.
29
6. Correspondence analysis
Correspondence analysis (hereafter CA) is a multivariate statistical technique that can
be used to visualize frequency-based associations in categorical data, such as tagged
contextual features in a language corpus sample (Glynn 2014d). It can be thought of
as a generalization of a scatterplot into many dimensions, and which uses relative
instead of absolute frequency so that the plot can be read as a spatial map of the data
(Greenacre 2007: 1). CA is the same idea as principal components analysis, except
that it uses categorical data (Glynn 2014d).
As applied to corpus linguistics, CA takes a frequency table of co-occurring features
(for example, our 'get' lexemes and the semantic classification of the agent acting in
the  sentence)  and converts  the frequencies—or rather,  the  differences  between the
rows and columns of the table—to chi-square distances in a distance matrix, which are
then plotted as points on a biplot. Depending on the size of the data set, the CA can
have many more than two dimensions, so in order to visualize it on a flat surface, the
number of dimensions must be reduced by selecting two of them and projecting all of
the points onto that plane  (Greenacre 2007: 48). Typically, the two dimensions that
capture the greatest percentage of the variation in the data, or 'inertia', are taken to be
the axes for the biplot (Glynn 2014d).
The variation in co-occurrence of the lexemes and contextual features is represented
by the dispersion in the data points, and the degree of association between lexeme and
feature  is  represented  by how close  or  apart  their  points  are  on  the  map  (Glynn
2014d).  It  is easiest  to demonstrate how a CA biplot works by using an example,
which follows in the next section.
6.1 Procedure
The exploratory correspondence analysis will undergo the same procedure for each
variable, using functions available in R as well as using the ca package designed for
performing CA (Greenacre, Nenadić & Friendly 2014). Since in the present study I
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will be mainly using CA as a visualization tool to identify patterns and tendencies in
the  data  which  can  be  exploited  for  the  predictive  modeling  stage  afterward,  the
numerical values behind the biplots are of less relevance and will not be discussed.
The  procedure  involves  the  following  steps:  cross-tabulation,  chi-squared  test  for
independence and significance, generating a biplot, then interpreting the biplot.
To  illustrate  the  above  procedure,  a  detailed  walkthrough  will  be  made  for  the
variables representing the subject (AGENT and PERSON). Usually a CA will address
only one cross-tabulation (lexeme versus contextual factor) at a time, but looking at
both variables for the subject factors simultaneously may be more enlightening. This
can be done by concatenating, or “stacking”, the cross-tabulations together and then
performing the CA on the resulting table (Greenacre 2007: 129–136).
Table 7: Frequency cross-tabulation of semantic agent with lexemes
Agent \ Lexeme FETCH GET RECEIVE Σ
Abstract 7 14 69 90
Animal 10 2 1 13
Generic 7 45 85 137
Group 48 87 65 200
Inanimate 51 10 26 87
Individual 334 286 205 825
None 42 33 9 84
Organization 1 23 40 64
Σ 500 500 500 1500
We first consider the variables one at a time. Table 7 displays the raw frequencies for
each tag in the agent variable. The first thing that we notice is that each agent tag
occurs  at  least  once  with  each  verb,  but  with  some  verbs  and  agent  types  more
frequently  than  with  others.  This  means  that  the  semantic  category  of  the  agent
argument is a contextual factor in differentiating between these related verbs, for were
it not a factor, then the occurrences would be distributed evenly across the table. 
In order to be certain that the data distribution is heterogeneous, that is, there is indeed
a statistically significant relationship between the lexeme and its agent, Pearson's chi-
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squared test for significance can be used. This test calculates the probability that the
observed values in the cross-tabulation could have happened by chance,  given the
assumption that the data falls evenly under a chi-squared distribution  (Arppe 2008:
78). Running the data in Table 7 through the chisq.test() function in R reveals that the
observed distribution has  a  likelihood of  P(χ²  = 283.19,  df  = 14)  < 2.2×10–16,  or
smaller than the software considers relevant to display. However, because some of the
expected values calculated for the chi-squared test are extremely small here (the row
for the “Animal” factor), the R software warns that the p-value may not be correct. At
the order of magnitude for the current  p-value, though, this is not of major concern,
but is important to bear in mind later on when selecting factors for the probabilistic
model in the next chapter. By convention in the behavioral sciences, a p-value below
P = 0.05 is considered significantly heterogeneous, and therefore we are assured here
that the lexeme and its semantic agent are indeed interdependent. 
We repeat the same process of testing for statistical significance with the distribution
for the syntactic person of the subject across the lexemes (Table 8). It turns out that the
distribution is, likewise, significantly heterogeneous with  P(χ² = 201.73, df = 6) < 
2.2×10-16.  Confident that the distributions of both features are statistically significant
and that generating a CA might reveal clues about how the features are associated with
the lexemes and vice versa,  we are ready to concatenate  the frequency tables and
generate a CA biplot. Concatenation is to stack the cross-tabulations together, as in
Table 9. 
Table 8: Frequency cross-tabulation of syntactic person with lexemes
Person \ Lexeme FETCH GET RECEIVE Σ
1st person 95 136 54 285
2nd person 22 101 19 142
3rd person 341 230 418 989
None 42 33 9 84
Σ 500 500 500 1500
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Table 9: Concatenated frequency cross-tabulation of subject factors with lexemes
Feature \ Lexeme FETCH GET RECEIVE
AGT.ABSTRACT 7 14 69
AGT.ANIMAL 10 2 1
AGT.GENERIC 7 45 85
AGT.GROUP 48 87 65
AGT.INANIMATE 51 10 26
AGT.INDIVIDUAL 334 286 205
AGT.NONE 42 33 9
AGT.ORGANIZATION 1 23 40
PERS.1P 95 136 54
PERS.2P 22 101 19
PERS.3P 341 230 418
PERS.NONE 42 33 9
Figure 1: Binary correspondence analysis for subject variables
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To perform the CA, the table is put through the function  ca(), which generates the
distance matrix,  which is  then itself  passed into  plot(),  which generates  the biplot
graphic (Figure 1). On the biplot we can see that there is one point for each of the
lexemes and features. Note that the biplot in Figure 1 was generated with the cross-
tabulation transposed: lexemes as rows and features as columns. Transposition causes
the biplot to be mirrored along the vertical  axis,  and, in this case,  results  in more
legible labeling. AGT.NONE and PERS.NONE are mutually inclusive tags (i.e. they
both tag exactly the same sentences in the data—their rows on the cross-tabulation are
identical), so their points are at the same location on the map. 
The total number of dimensions in a CA is the number of rows or columns in the
tabulation,  whichever  is  least,  minus 1.  Since  there are  only three lexemes in  the
cross-tabulation,  the  CA  is  two-dimensional  and  does  not  need  to  reduced  in
dimensionality in order to display as a biplot. This can also be observed by noting that
the inertia, or degree of variation, represented by the first dimension, 63.6%, and that
represented by the second dimension, 36.4%, sum to 100%.  All of the correspondence
analyses  in  the  remainder  of  this  chapter  will  also  exhibit  this  two-dimensional
quality,  which  is  a  special  case  of  the  barycentric  coordinate  system used  in  CA
(Greenacre 2007: 16).
The two-dimensional special case of CA can be used to our advantage, as it makes
interpreting the plot quite simple. To assist with doing so, imagine a triangle joining
the lexeme points,  and axes leaving from the triangle's  centroid (the origin of the
biplot) through each corner of the triangle. Feature points which lie close to one of
these three axes are associated with the lexeme the axis passes through. The distance
away from the triangle centroid represents the distinctiveness of the association, while
how characteristic the association is will be represented by how close the feature point
is to the axis. Points that lie between two lexeme axes can be thought of as being
associated with both lexemes, but more so with the axis it is closer to.
A line from the centroid through the point for FETCH results in an axis that goes near,
in  order  from  inside  out,  PERS.3P,   AGT.INDIVIDUAL,  AGT/PERS.NONE,
AGT.INANIMATE, and AGT.ANIMAL. The first two of these lie close to the edges
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of our earlier imaginary triangle, which means that while the features are associated
with FETCH, they are not distinctly so. However, the latter three are beyond the edges
of the triangle, and may be considered distinctly associated with FETCH. In addition,
AGT.ANIMAL lies practically on the axis, showing that it is very characteristic for
FETCH. Looking at GET, we find that it is associated with PERS.1P and AGT.GROUP,
and distinctly and characteristically associated with PERS.2P. Finally, RECEIVE is also
associated with PERS.3P, but there are distinctive associations with AGT.ABSTRACT
(characteristically),  AGT.GENERIC,  and  AGT.ORGANIZATION,  even  though  the
latter two are pulled somewhat toward GET. 
Despite the biplot above being made with frequency data for two feature variables,
inferences  must  not  be  drawn between  points  for  AGENT features  and  PERSON
features,  only  between  either  feature  and  the  lexemes.  A binary  correspondence
analysis  does  not  account  for  interactions  between features  (Greenacre 2007:  136;
Glynn 2014d). In this study, the character and degree of interactions between features
will  be investigated in the polytomous logistic regression chapter. Nonetheless, we
have begun to see the complexity in the data already, just by inspecting the CA biplot
of these first two feature variables versus the lexemes.
In the next section, CA biplots for the other variables in the data set will be presented
and interpreted in a condensed fashion. The full cross-tabulations and results of the
significance tests are provided in the Appendix.
6.2 Results and analysis
Before  proceeding  to  discuss  each  CA biplot  individually,  a  few  words  in  brief
regarding  the  significance  values  for  the  factors  being  analyzed.  The  frequency
distributions for all of the factors are significantly heterogeneous with extremely small
p-values,  but  three  factors  have  slightly  larger  p-values:  MODALITY
(P(χ²) = 8.473×10-10),  ADJUNCTS  (P(χ²) = 1.131×10-11),  and  NEGATIVE
POLARITY (P(χ²) = 7.004×10-9). This means that even though these p-values still fall
below  the  significance  threshold  by  a  large  margin,  the  factors  may  not  be  as
distinguishing between the lexemes as the others are. 
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Figure 2: Binary correspondence analysis for tense and finiteness
In addition to the AGENT factor discussed above,  R also displays warnings for the
chi-square  tests  for  the  factors  ASPECT,  MOOD,  ADJUNCTS,  SOURCE,  and
BENEFACTOR. The warning appears  when doing the  test  on cross-tabulations  in
which more than one cell has a value of  ≤  1. These will mainly become important
when constructing the polytomous model.
The biplot for factors related to tense and finiteness of the verb is shown in Figure 2.
Lexical verbs are either main verbs in a predicate (i.e. has tense), or they are in some
infinitival or gerundive form. As such, the TENSE.NONE and NONFINITE.NONE
factors are mutually exclusive: if a verb has tense, then it is not non-finite; if a verb is
non-finite, then it does not have tense. To reflect this in the biplot, the frequency tables
for TENSE and NONFINITE factors were concatenated, but the two NONE factors
were omitted from the calculations determining the axes of the plot by marking them
as “supplementary points” (Greenacre 2007: 89). Their points can still be plotted and
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interpreted on the resulting plane, and are shown in  Figure 2 with hollow triangle
marks.
The associations interpreted from Figure 2 are as follows:
• FETCH: Distinctly and characteristically associated with the to-infinitive, and,
when taken together, non-finite forms in general.
• GET: Distinctly associated with bare infinitives; associated with non-past tense.
• RECEIVE:  Distinctly associated with the past tense; associated with the -ing
form.
It is also possible to approach the biplot from the point of view of the features rather
than the lexemes. The NONFINITE.NONE point is situated on the other side of the
plot from  FETCH but almost midway between  GET and  RECEIVE. This suggests that
having tense, or being the main verb, is associated with the latter verbs, and not with
FETCH.  Supporting  this  is  the  location  of  both  the  points  TENSE.NONPAST and
TENSE.PAST on the same side of the plot.
Figure  3 is  the  CA  biplot  for  verb  aspect  features.  The  features  include  the
conventional perfective and progressive aspects (and the perfect progressive), as well
as the habitual aspect (used to). The habitual aspect is clearly characteristically and
distinctively associated with  FETCH (although with low frequency in the sample, so
this should be taken with some caution), while the perfective and perfect progressive
do the same with RECEIVE. While none of the features in this biplot are characteristic
of  GET, the progressive aspect is distinctive for both  GET and  RECEIVE. The 'default'
lack of aspect marker shows up appropriately near the origin of the plot, suggesting
that it is not distinctly associated with any of the lexemes, though it leans toward
FETCH and GET, contrasting with the morphologically-marked aspects on the RECEIVE
side of the plot.
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Figure 3: Binary correspondence analysis for verb aspect
Figure 4: Binary correspondence analysis for modality
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In the plot for modality features (Figure 4), there are no characteristic associations for
FETCH or RECEIVE, but modals indicating ability (can and could) are characteristically
and distinctly associated with  GET. We also find possibility modals (may and might)
situated opposite the plot from FETCH, distinctly associating them with  RECEIVE and
GET,  while  modals  of  obligation  (need,  must,  have  to,  should)  plotted  distinctly
opposite from RECEIVE but closer to FETCH than to GET. Future modality (will, would,
shall)  can  be  found  associated  with  GET also.  The  lack  of  a  modal  auxiliary  is
somewhat associated with RECEIVE and FETCH.
When considering the biplot for grammatical mood in Figure 5, we first see a direct
contrast between indicative mood associated with RECEIVE and GET, and the lack of a
grammatical  mood (i.e. non-finite  verbs)  with  FETCH.  Additionally,  the  imperative
mood is distinct to FETCH, while interrogative and conditional are distinctive to  GET.
There were only two instances of the subjunctive mood in the data, but both of them
appeared  with  RECEIVE which  is  why the  subjunctive  appears  as  characteristically
associated with that lexeme.
Figure 5: Binary correspondence analysis for grammatical mood
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Figure 6: Binary correspondence analysis for adjuncts and polarity
The features for verb adjuncts (other than source and benefactor) and polarity were
plotted simultaneously in  Figure 6, since both of these factors add extra information
about the context in which the event takes place. Positive polarity and no adjunct are
at the origin of the plot, reflecting that they are neutral and not associated with any
lexeme in particular. However, RECEIVE has characteristic and distinctive associations
with adjuncts expressing time and manner, and GET has characteristic and distinctive
associations with expressions of location and frequency, as well as negative polarity.
Miscellaneous other adjuncts are also found distinctive to RECEIVE and GET. There are
distinctive associations for  FETCH with adjuncts describing purpose or direction, as
well as with using more than one adjunct.
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Figure 7: Binary correspondence analysis for semantic object
The biplot for our second item of greatest interest,  the semantic object (Figure 7),
shows clear  clusters  of  points  around the  lexemes.  Food (which  includes  drinks),
substances, persons, and artifacts cluster around  FETCH.  Around  RECEIVE,  there are
communications (messages, information,  texts)  and immaterial  possessions (mainly
money and insurance). Points that appear around GET are specific quantities of things,
cognitions,  and miscellaneous  abstract  objects.  Additionally  to  GET are  distinctive
associations  with  miscellaneous  physical  objects  as  well  as  states.  Actions  are
associated with both RECEIVE and  GET, while attributes are between FETCH and  GET.
Finally, it is noteworthy that the points around the GET side of the plot are less tightly
clustered  than  those  around  FETCH and  RECEIVE,  suggesting  that  the  features
associated with  GET are not as exclusive to it as those associated with the other two
lexemes.
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Figure 8: Binary correspondence analysis for source and benefactor features
Source and ultimate benefactor arguments (Figure 8) are optional for our lexemes. As
we saw earlier  with  adjuncts,  the  lack  of  either  source  or  benefactor  argument  is
neutral, near the origin of the plot. Source features are all associated with either FETCH
or RECEIVE. The source features that are spatial, such as locations, containers, or some
direction  (e.g. over  there,  away)  distinctly  associate  with  FETCH,  while  those
associated with  RECEIVE are characteristically people, organizations, or abstractions
(e.g. countries).  RECEIVE is also associated with sources not fitting into any of these
categories. Even though examples of GET occur with all of the source features tagged
in this data set, none of them are distinctive for GET. Benefactor arguments in general
are distinctly associated with FETCH, especially fetching something for another person
or  persons,  which  is  characteristic.  Note  that  RECEIVE normally does  not  allow a
benefactor  argument  at  all,  and no instances  of benefactor  arguments  for  RECEIVE
appear in the data set.
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Figure 9: Binary correspondence analysis for derived text type
Nowhere among our  contextual  features  does  grouping appear  as  clearly with the
lexemes as with derived text type (Figure 9). The text type preferences are so strong
that the feature points have all been “pulled” away from the center of the plot. Even
though the three lexemes appear at least once with each type of text, spoken language
is overwhelmingly associated with GET, published fiction with FETCH, and other kinds
of written texts (nonfiction and journalism, unpublished work) with RECEIVE. Among
the written text types associated with RECEIVE, academic prose is the most distinctive
and characteristic, and news prose is drawn a bit in the direction of GET.
6.3 Characterizations of the lexemes
The factor-by-factor descriptions of the results in the previous section can be quite
overwhelming  and  it  may  be  unclear  what  the  results  mean  for  describing  the
contextual associations of our lexemes. Coherent pictures or characterizations of the
meanings of these verbs emerge when we group together the features associated with
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each lexeme (Arppe 2008: 160). In Table 10 the features have been grouped together
so that they can be inspected at a glance. The groupings thus show features that might
be considered “typical” for the verbs.
Table 10: Contextual associations grouped by lexeme
Lexeme Characteristic 
and distinct
Distinct Associated
FETCH AGT.ANIMAL
NONFINITE.TO
TENSE.NONE
ASP.HABITUAL
OBJC.SUBSTANCE
OBJC.FOOD
BENE.PERSONS
SOURCE.CONTAINER
TEXT.W_FICTION
AGT/PERS.NONE
AGT.INANIMATE
MODC.OBLIGATION
MOOD.IMPER
ADJC.PURPOSE
ADJC.DIRECTION
ADJC.MULTIPLE
OBJC.ARTIFACT
OBJC.PERSONS
BENE.OTHER
BENE.SELF
SOURCE.DIRECTION
SOURCE.LOCATION
PERS.3P
AGT.INDIVIDUAL
ASP.NONE
MODC.NONE
MOOD.NONE
OBJC.ATTRIBUTE
GET PERS.2P
MODC.ABILITY
ADJC.FREQUENCY
ADJC.LOCATION
POLARITY.NEG
TEXT.S_OTHER
NONFINITE.BARE
ASP.PROG
MODC.POSSIBILITY
MOOD.COND
MOOD.INTERR
ADJC.OTHER
OBJC.ACTION
OBJC.COGNITION
OBJC.OTHER_ABST
OBJC.OTHER_PHYS
OBJC.QUANTITY
OBJC.STATE
TEXT.S_CONVO
PERS.1P
AGT.GROUP
TENSE.NONPAST
NONFINITE.NONE
ASP.NONE
MODC.FUTURE
MOOD.INDIC
OBJC.ATTRIBUTE
RECEIVE AGT.ABSTRACT
ASP.PERF
ASP.PERFPROG
MOOD.SUBJ
ADJC.MANNER
ADJC.TIME
SOURCE.ORGANIZATION
TEXT.W_ACAD
AGT.GENERIC
AGT.ORGANIZATION
TENSE.PAST
ASP.PROG
MODC.POSSIBILITY
ADJC.OTHER
OBJC.ACTION
OBJC.COMMUNICATION
OBJC.POSSESSION
SOURCE.ABSTRACT
SOURCE.OTHER
SOURCE.PERSONS
TEXT.W_NEWS
PERS.3P
NONFINITE.NONE
NONFINITE.ING
MODC.NONE
MOOD.INDIC
TEXT.W_NONACAD
TEXT.W_OTHER
TEXT.W_UNPUB
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6.3.1 FETCH
FETCH is  characteristic  of  narrative  styles  of  text,  exemplified  by fiction.  Usually
animals do fetching, but individuals are also told to (imperative mood) or have a chore
to (habitual aspect, obligation modality)  fetch food and drink, fuels (substances), or
tools  (artifacts)  for  others  or  oneself,  typically  from  a  container  (e.g. cupboard,
refrigerator, car, etc.), location, or a non-specified location in some direction. Fetching
is  typically  done  for  a  specified  purpose.  Even  though  FETCH has,  historically,
included in its meaning the action of going someplace in order to get an object, in
current usage,  FETCH is characteristically associated with being in  to-infinitive form,
suggesting that it is often coupled with another action (such as go to fetch). Instead of
taking part in such a verb chain, a direction in which the fetching is being performed
(e.g. fetch down from …) can also serve to express motion. Inanimate objects can also
be found to  fetch,  probably expressed through a “middle voice” construction rather
than the object being anthropomorphized to stand up, walk over, and get something. 
6.3.2 GET
GET is  associated with spoken language.  People or  groups of people are  typically
asked (interrogative mood) politely (possibility and ability modals) to get or not to get
things, even though those things are relatively abstract (actions, cognitions, quantities,
states, attributes). One tends to use get when describing being in the process of getting
something (progressive aspect)  or expecting to do so in the future (nonpast  tense,
future modality), and the location where it will take place is characteristically known.
The bare  infinitive form is  associated with  GET,  likely in  a  similar  fashion as  to-
infinitives were with  FETCH—as part  of a verb chain expressing motion towards a
location where the getting is to occur (e.g. go get …).
6.3.3 RECEIVE
RECEIVE is  a  verb  which  is  associated  with  most  types  of  written  text,  with  the
exception of fiction. It is particularly characteristic of formal, academic text, as well as
distinctive to journalistic writing. Recipients are generally more abstract than with the
other two verbs, preferring to be abstractions, named organizations or companies, or
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individuals referred to generically as a group. Receiving tends to happen in the past,
whether this is expressed by past tense, perfect aspect, or both, and a time at which the
event happened can be specified to emphasize this. Features characteristic of formal
language such as the subjunctive mood and modals of possibility also pattern with
RECEIVE. The objects which are received suit the formal tendencies of RECEIVE, too:
abstract  possessions  (money,  awards),  the  results  of  actions  (e.g. approval),  and
documents and media. Because the subject argument of RECEIVE has a passive role in
the event of coming to possess something, an adjunct expressing who is giving the
object to the recipient is distinctive to this verb (compare this to  FETCH, where the
source adjunct is characteristically spatial).
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7. Polytomous logistic regression analysis
It is readily apparent from the correspondence analysis in the previous chapter that the
contextual  associations  for  the  three  lexemes  are  different,  supporting  the
distributional  hypothesis.  This  means  that  knowledge  of  the  contextual  features
surrounding any one of the lexemes can be used to predict which one actually appears.
The multifactorial, multivariate analysis in this chapter will address the relative impact
of individual contextual features in verb selection and allow us to refine and quantify
the  characterizations  of  the  lexemes  in  a  way  that  can  potentially  be  used  to
disambiguate between the FETCH-like and RECEIVE-like senses of lexical GET. 
Based on observations from corpora, it is known that individual contextual features
are not categorically matched with the occurrence of any one lexeme in a set of related
words such as synonyms and excluding the possibility of the other ones  (Arppe &
Järvikivi 2007; Bresnan 2007; Featherston 2005). The correspondence analysis above
has shown that this  is also the case with words having less meaning overlap than
synonyms do. Thus, when any one contextual feature is associated with one (or more)
of the lexemes in the set, the other lexemes still have a chance to occur, albeit at lower
frequencies.  When  considering  a  sentence  context  containing  many  contextual
features, the frequency distributions need to be combined, as the features interact with
one another. A suitable multivariate analysis will elicit expected probabilities for all of
the lexemes in a synonymous set simultaneously,  given certain contextual features,
rather than picking out only one of the alternatives at a time.
Polytomous logistic  regression analysis  (see  e.g. Hosmer,  Lemeshow & Sturdivant
2013: 269–289) is one such probabilistic multivariate approach. Polytomous logistic
regression (and binary logistic regression, which it is built upon) is a type of  direct
probability  model (Harrell  2001:  217),  which  means  that  it  produces  probability
estimates  corresponding  to  the  expected  proportions  of  occurrences,  based  on the
variables included in the model. The parameters of the model associated with each
variable (i.e. contextual feature) can be readily interpreted as reflecting the increased
or decreased odds of a particular outcome (i.e. a lexeme) occurring when the feature is
present (rather than absent) in the context, if all the other explanatory variables are
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held constant (Han, Arppe & Newman 2013). As justified by Arppe (2008: 119–125),
the one-versus-rest heuristic  (Rifkin & Klautau 2004; Arppe 2008: 124) is used for
this  polytomous  model  because  it  produces  lexeme-specific  parameters  for  the
selected contextual features without needing to select one lexeme as a baseline, or
default, category, as well as to generate probability estimates for the occurrence of
each lexeme. The statistical computations are carried out in  R using functions in the
‘polytomous’ package (Arppe 2013).
7.1 Selection of variables
The data set used in the correspondence analysis was converted to express each row's
contextual feature tags as binary true/false variables, with one column for each of the
80 possible feature  tags. Not all of the features will be included, as the number of
categories  for  a  polytomous  logistic  regression  model  is  ideally  1/10  of  the  least
frequent outcome at most (Arppe 2008: 116). Thus, the target maximum number of
variables for the data was 50, since each verb occurs at least 500 times in the data set. 
Drawing  from the  observation  in  the  correspondence  analysis  that  text  type  was
extremely strongly correlated with choice of lexeme, it was decided to first drop the
text type features from the polytomous logistic regression analysis. If these features
were to be included in the model, they would overwhelmingly affect the weightings of
the other features. That is, the text type would be the main predictor for lexeme choice
in the model, obscuring the effects of other features.
Considering the remaining contextual features, I kept for inclusion in the model the
variables that occurred at least 20 times across the data set, and that also occurred at
least  5 times with every verb.  I  then removed those which could be considered a
“default” case (those indicating an absence of any given semantic or morphosyntactic
characteristic, as well as MOOD.INDICATIVE). Additionally, MODC.OTHER was
omitted from the model because it occurred the same number of times in the data set
for each verb.  The frequency criteria are for similar reasons as that for the omission of
the text type features; they ensure that the model determines expected probabilities
based on the  interaction  of  variables  across  all  of  the  verbs,  rather  than  allowing
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distinctive features associated with only one verb to affect the outcome. The default
case criterion is necessary such that collinearity does not occur, allowing the fitting
algorithms to converge (Han, Arppe & Newman 2013).
In summary, the 32 factors that remain after this selection process and are used in the
model  (Table  11)  are  essentially  those  which  can  in  some  way  be  a  source  of
ambiguity between the three verbs. If the correspondence analysis has already shown
that  certain properties  occur  disproportionately with  one of  the  verbs  to  the near-
exclusion of the others (such as SOURCE.LOCATION and its strong association with
FETCH), then the model is unlikely to give us new information about it.
Table 11: Contextual features included in the polytomous model
Category Factor Feature tags (frequency)
Subject Agent AGT.ABSTRACT (90); AGT.GENERIC (137); 
AGT.GROUP (200); AGT.INANIMATE (87); 
AGT.INDIVIDUAL (825)
Person PERS.1P (285); PERS.2P (142); PERS.3P (989)
Verb
(Lexeme)
Non-finite
forms
NONFINITE.ING (101); NONFINITE.TO (271)
Tense TENSE.NONPAST (632); TENSE.PAST (476)
Aspect ASP.PERF (119); ASP.PROG (51)
Modality MODC.ABILITY (52); MODC.FUTURE (124); 
MODC.OBLIGATION (44)
Verb
Modifiers
Adjuncts ADJC.LOCATION (36); ADJC.MANNER (18); 
ADJC.MULTIPLE (23); ADJC.TIME (153)
Negative
polarity
POLARITY.NEG.TRUE (69)
Object Semantic
classification
OBJC.ACTION (175); OBJC.ARTIFACT (268); 
OBJC.ATTRIBUTE (49); 
OBJC.COMMUNICATION (301); 
OBJC.FOOD (112); OBJC.OTHER_ABST (48); 
OBJC.PERSONS (121); OBJC.POSSESSION (197); 
OBJC.QUANTITY (35)
Source Semantic
classification
SOURCE.PERSONS (82)
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7.2 Results
A summary of the output from the polytomous() function in R, consisting of a table of
lexeme and feature-specific odds, is presented in Table 12. In the table, the individual
odds figures (i.e. parameter  values) are  presented as odds ratios of [occurrence of
lexeme in column]:[occurrence of any of the other lexemes]. Where the value on the
left is greater for a feature variable and a lexeme of interest, it may be interpreted as
the number of times that this lexeme is more likely to occur than any of the others if
the  feature  is  present  in  the  context;  if  the  value  on  the  right  is  greater,  then  it
represents the number of times any of the other lexemes is more likely to occur than
the given lexeme, this feature being present  (Arppe 2007). Odds in parentheses are
statistically  non-significant  (p  <  0.05)  and  considered  neutral.  For  example,  the
AGT.ABSTRACT (abstract agent argument) feature has significant odds in favor of
RECEIVE (3.8 to 1), neutral odds for FETCH, and significant odds against GET (1 to 2.8).
Alternatively, this can be interpreted to mean that either of the other two verbs aside
from GET is likely to occur with odds of 2.8 to 1, given an abstract entity as agent in
the context.
Before proceeding to consider what the model tells us about the lexemes and how it
can be applied to generate probabilities of lexeme occurrence (with which we can at
last entertain the idea of disambiguation between FETCH-like and RECEIVE-like senses
of GET), the overall fit, effectiveness, and accuracy of the model should be assessed.
The statistic RL² is a measure of how well the logistic regression model’s probability
estimates fit  the observed occurrences  in  the original  data  (Hosmer,  Lemeshow &
Sturdivant 2013: 184–185). In order that the model can be used as a predictive tool,
RL² should generally fall below 0.4, lest the model be overfitted to the training data
(Han, Arppe & Newman 2013). In this model,  RL² = 0.357, which is considered quite
good compared to that of other corpus studies of linguistic phenomena in a number of
languages using this  modelling method  (Arppe 2008; Divjak & Arppe 2013;  Han,
Arppe & Newman 2013). 
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Table 12: Summary of odds from the polytomous logistic regression model. 
Significant  positive  odds  in  bold;  statistically  non-significant  odds  (p  >  0.05)  in
parentheses.
Feature \ Lexeme FETCH GET RECEIVE
(Intercept) (1.4:1) (2.6:1) 1:122.1
ADJC.LOCATION (1.2:1) (2.2:1) 1:2.7
ADJC.MANNER (1:1.2) (1:1.3) (1.9:1)
ADJC.MULTIPLE (1.3:1) (1:1.2) (1:1.2)
ADJC.TIME (1:1.1) (1:1.5) 1.7:1
AGT.ABSTRACT (1:1.8) 1:2.8 3.8:1
AGT.GENERIC 1:5.4 (1:1.1) 2.2:1
AGT.GROUP (1:1.0) (1.17:1) (1:1.0)
AGT.INANIMATE 11.9:1 1:5.4 1:2.2
AGT.INDIVIDUAL (2.1:1) (1:1.2) (1:1.5)
ASP.PERF 1:3.7 1:2.4 4.5:1
ASP.PROG (1:2.4) (1:1.0) (1.8:1)
MODC.ABILITY 1:2.8 4.6:1 1:3.7
MODC.FUTURE (1:1.1) (1.1:1) (1.1:1)
MODC.OBLIGATION 2.4:1 (1:1.4) (1:1.9)
NONFINITE.ING (1:3.5) (1:1.3) (8.3:1)
NONFINITE.TO (1.3:1) (1:2.3) (3.0:1)
OBJC.ACTION 1:13.0 (1:1.3) 7.1:1
OBJC.ARTIFACT 3.4:1 1:3.5 (1:1.5)
OBJC.ATTRIBUTE (1:1.3) (1:1.2) (1.6:1)
OBJC.COMMUNICATION 1:9.3 1:2.8 14.7:1
OBJC.FOOD 5.9:1 1:6.8 (1:1.6)
OBJC.OTHER_ABST 1:5.2 (1.3:1) 3.7:1
OBJC.PERSONS 4.6:1 1:7.5 (1.3:1)
OBJC.POSSESSION 1:2.0 1:3.6 8.0:1
OBJC.QUANTITY (1:1.5) (1:1.7) 3.4:1
PERS.1P 1:3.0 (1.7:1) (1.2:1)
PERS.2P 1:7.1 3.3:1 (1.1:1)
PERS.3P (1:1.9) (1:1.8) 4.1:1
POLARITY.NEG.TRUE 1:3.5 2.4:1 (1:1.4)
SOURCE.PERSONS (1:1.6) (1:1.5) 2.0:1
TENSE.NONPAST (1:2.4) (1:1.2) (5.1:1)
TENSE.PAST (1:1.8) (1:1.8) (6.7:1)
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With  regard  to  effectiveness,  the  asymmetric  Goodman-Kruskal  lambda  is  an
assessment of the reduction of error in the predictions made by the model (Gries 2003;
Arppe 2008: 88). This statistic λA|B can be interpreted as how much knowing both the
independent  variable  B (here the  context)  and the  maximum of  the corresponding
dependent variable  A (here the lexemes) conditional on  B  increases our chances of
correctly predicting A, compared to a baseline of knowing only the overall distribution
and the maximum of A. In this study,  λLexeme|Context = 0.559 means that knowing the
contextual features present leads to the lexeme predictions being correct 55.9% more
often than the 1 in 3 chance of being correct without information about the contextual
features (500 contexts for each lexeme in the data set).
When using the  one-versus-rest  heuristic, the accuracy of the model concerns how
often the model is correct if it selects the lexeme that is calculated to have the highest
probability estimate. “Incorrect” predictions do not point to a deficiency in the model;
rather, logistic regression analyses are meant to model the relative proportions of the
probability of occurrence instead of making categorical predictions. Even though the
model selects the lexeme with the highest probability, it also assigns probabilities to
the  alternatives.  Table  13 presents  the  accuracy  figures  first  by  lexeme,  then  the
average  across  all  of  the  lexemes.  Notably,  the  model  does  not  predict  the  three
lexemes equally well. It is able to predict  FETCH correctly 81% of the time, but  GET
correctly only 54% of the time. 
Table 13: Accuracy of the model
Lexeme FETCH GET RECEIVE Overall
Accuracy 0.814 0.538 0.766 0.706
Despite the low accuracy of GET prediction, it is still substantially better than chance
(33%), and the figure is promising for my aim to use the model for predicting whether
a GET context is FETCH-like or RECEIVE-like, because it suggests that GET contexts are
“incorrectly” predicted to be FETCH or RECEIVE contexts in almost half of the cases. To
take a closer look at the distribution of “incorrect” predictions, Table 14 is the cross-
tabulation  of  predicted  occurrences  versus  actual  occurrences  that  underlies  the
accuracy figures above. It appears that  GET contexts are mistaken as  FETCH contexts
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(n = 110) almost as frequently as they are mistaken as RECEIVE contexts (n = 121). It
is also reassuring that FETCH and RECEIVE are least likely to be mistaken for each other
than they are to be mistaken for GET, supporting the intuition that GET lies somewhere
between FETCH and RECEIVE in some semantic dimension.
Table 14: Cross-tabulation of observed occurrences of lexemes and those predicted by
the model
           \ Predicted
Observed  \
FETCH GET RECEIVE Total (Observed)
FETCH 407 59 34 500
GET 110 269 121 500
RECEIVE 51 66 383 500
Total (Predicted) 568 394 538 1500
Returning to the odds summary in Table 12, we can revisit the contextual profiles of
the  lexemes  in  terms  of  the  relative  impact  of  context  features  on  the  lexemes'
occurrences. We first note that the odds for all categories in TENSE and NONFINITE
were not significant for any of the lexemes. The lexemes can be profiled based on the
odds  summary,  as  shown  in  Table  15.  While  in  CA we  arrived  at  qualitative
interpretations of whether a feature was characteristic, distinctive, or just associated
with a lexeme, with the polytomous model, the odds figures provide a quantitative
evaluation. 
Because of the way the variables were chosen for inclusion in the model, the effects of
tags of low frequency were also reduced in the polytomous model compared to the
correspondence  analyses.  For  FETCH,  we  now  have  positive  odds  for
AGT.INANIMATE,  OBJC.PERSONS,  OBJC.ARTIFACT,  and
MODC.OBLIGATION,  all  of  which  were  in  the  distinctive  but  not  characteristic
features  list  from  the  CA.  Overall,  GET exhibits  few  features  in  its  favor,  while
probabilities  for  the  occurrence  of  RECEIVE can  be  raised  by  a  great  number  of
contextual features, mainly those relating to the object. These features include five
features  that  were  on  the  “distinctive”  list  (AGT.GENERIC,  OBJC.ACTION,
OBJC.COMMUNICATION,  OBJC.POSSESSION,  SOURCE.PERSONS)  but  also
some  from  the  “associated”  list  (PERS.3P,  OBJC.OTHER_ABST,
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OBJC.QUANTITY). Additionally, the intercept odds are vastly against the occurrence
of RECEIVE (1:122.1), meaning that were it not for any of the positive RECEIVE odds
features occurring, FETCH or GET would be much preferred in an appropriate sentence
context.
Table  15:  Summary of  significant  odds in  the  model  for  each  lexeme (highest  to
lowest)
Lexeme Odds for Odds against
FETCH 11.9:1
5.9:1
4.6:1
3.4:1
2.4:1
AGT.INANIMATE
OBJC.FOOD
OBJC.PERSONS
OBJC.ARTIFACT
MODC.OBLIGATION
1:13.0
1:9.3
1:7.1
1:5.4
1:5.2
1:3.7
1:3.5
1:3.0
1:2.8
1:2.0
OBJC.ACTION
OBJC.COMMUNICATION
PERS.2P
AGT.GENERIC
OBJC.OTHER_ABST
ASP.PERF
POLARITY.NEG
PERS.1P
MODC.ABILITY
OBJC.POSSESSION
GET 4.6:1
3.3:1
2.4:1
MODC.ABILITY
PERS.2P
POLARITY.NEG
1:7.5
1:6.8
1:5.4
1:3.6
1:3.5
1:2.8
1:2.4
OBJC.PERSONS
OBJC.FOOD
AGT.INANIMATE
OBJC.POSSESSION
OBJC.ARTIFACT
OBJC.COMMUNICATION
ASP.PERF
RECEIVE 14.7:1
8.0:1
7.1:1
4.5:1
4.1:1
3.8:1
3.7:1
3.4:1
2.2:1
2.0:1
1.7:1
OBJC.COMMUNICATION
OBJC.POSSESSION
OBJC.ACTION
ASP.PERF
PERS.3P
AGT.ABSTRACT
OBJC.OTHER_ABST
OBJC.QUANTITY
AGT.GENERIC
SOURCE.PERSONS
ADJC.TIME
1:3.7
1:2.7
1:2.2
MODC.ABILITY
ADJC.LOCATION
AGT.INANIMATE
7.3 Probability estimates
In addition to generating feature-specific odds, a polytomous logistic regression model
can  aggregate  those  odds  to  arrive  at  probabilities  P(Lexeme|Context)  for  the
occurrence of each lexeme in any given combination of features that are present in a
sentence context  (Arppe 2008; Divjak & Arppe 2013). The probabilities allow the
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inspection  of  not  only  which  lexeme  is  the  most  likely  in  given  a  particular
combination of features, but also the likelihood of each of the other candidates in that
same context. The accuracy of these predictions is dependent on how well the model
describes the data it was trained with. Since the source corpus data is intended to be
representative of actual language use, the model should be also generally applicable to
novel data outside of the training material. 
In  essence,  probability  estimates  reduce  the  joint  effect  of  a  large  number  of
interrelated features into a single number for each lexeme. An example of a set of
probability estimates is shown in (9). I present the sentence as it occurs in the data set,
the contextual feature tags in the sentence accounted for by the polytomous model,
and then the  probability estimates  for  all  of  the possible  lexemes  as  fitted  by the
model. The lexeme that is observed in the context and the lexeme selected by the
model are highlighted in boldface.
(9) Mr Rocard's big bang proposal has received a positive response from 
most socialist leaders, left-wing voters (73 per cent approved of the idea), 
and ecologist supporters (62 per cent approved), while several leading 
communist dissidents have expressed a cautious interest. [K59 3856]
AGT.ABSTRACT; PERS.3P; TENSE.NONPAST; ASP.PERF; 
OBJC.COMMUNICATION; SOURCE.PERSONS
FETCH GET RECEIVE
0.003 0.041 0.956
We may first  notice that  the probabilities  calculated for the three lexemes sum to
100%; this is because logistic regression analyses model proportions of occurrence.
The model predicts that given this combination of context tags, 95.6% of the time one
should expect  RECEIVE in the sentence, which suggests that the sentence is a good
exemplar for the usage of RECEIVE. Nonetheless, there is also a 4.1% chance that GET
belongs in the sentence, and indeed, the sentence would still make sense if  RECEIVE
were replaced with  GET.  However,  FETCH is judged by the model to be practically
improbable (0.3%), though in limited circumstances it could be acceptable. 
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As  for  using  such  probability  estimates  for  disambiguation  of  GET sentences,  the
possible probability distributions with respect to  GET can be summarized as follows,
and an example of each will be discussed:
1. At least  one alternative has a probability estimate significantly greater than
that of GET;
2. Either FETCH or RECEIVE (but not both) has a probability estimate about equal
to that of GET, and the third alternative has a very low probability estimate;
3. GET has a significantly greater probability estimate than the alternatives; and
4. The probability estimates of all three alternatives are about equal.
In  the  first  distribution,  because  it  is  already known that  GET is  observed  in  the
sentence, the lexeme with the greatest probability estimate can be interpreted to be the
one deemed by the model to be the most substitutable for GET. This, in turn, tells us
the most likely interpretation of GET in the context. In (10), GET appears in the original
sentence, but the model has selected  FETCH, which intuitively seems to make sense,
even though PURCHASE would be a better interpretation were it an option. RECEIVE, on
the other hand, is only assessed a 4% chance of appearing. 
(10) Well that would enable us to go to pic— one of us to go to pictures and 
get a penny bag of sweets, or a pennyworth of [unclear] fruits, or a 
pennyworth of stale buns. [H4B 711]
AGT.INDIVIDUAL; PERS.3P; NONFINITE.TO; OBJC.FOOD
FETCH GET RECEIVE
0.889 0.071 0.040
A second example (11) illustrates a case where both FETCH and RECEIVE alternatives
are more likely than GET. Such cases are quite rare; in the 500 GET contexts of the data
set, only 6 sentences had this probability distribution. Nonetheless, the lexeme with
the  highest  probability  appears  to  point  to  the  appropriate  GET sense,  though less
obviously so as was in (10). This is reflected in the lower probability of FETCH in (11)
compared to that in (10).
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(11) The bottles were dishonestly delivered to a shopkeeper, the third 
defendant, who was to get the deposits on the bottles from the company 
and share the money with the first two defendants. [HXE 175]
AGT.INDIVIDUAL; PERS.3P; NONFINITE.TO; OBJC.POSSESSION
FETCH GET RECEIVE
0.516 0.130 0.354
The  relative  probabilities  of  GET versus  either  FETCH or  RECEIVE need  not  be  so
asymmetric. There is a range of probability distributions between  GET and its most
preferred  alternative:  FETCH/RECEIVE can  be  overwhelmingly  preferred  to  GET,  as
above, or the probabilities of FETCH/RECEIVE and GET can be about equal, as in (12).
Here, we can be fairly certain that  getting the filly is an act of  fetching it, as both
FETCH and GET are almost equally likely to appear in that context to the exclusion of
RECEIVE.
(12) He went up there this year, I was up, this is true on God's, I'm in this chair 
<pause> he said, come on I'll <pause> I'm going now I'm gonna get my, I 
had to go <pause> I had to go and get Rififi, a filly called Rififi I did. 
[HYC 621]
AGT.INDIVIDUAL; PERS.1P; TENSE.PAST; MODC.OBLIGATION
FETCH GET RECEIVE
0.484 0.497   0.019
Another  probability  distribution  with  respect  to  GET is  when  GET receives  a
significantly  higher  probability  estimate  than  the  alternatives.  In  this  situation,
disambiguation by choosing the highest of the other two probabilities is no longer
reliable. It appears that the reason for this is because neither FETCH nor RECEIVE seem
appropriate to substitute into the context; rather, the sentence exemplifies a context
where, among the lexemes in the model,  GET is almost the only viable option. An
example of such a context is shown in (13); both *fetch a job and *receive a job are
highly marked.
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(13) Do you think I could get a job in London? [ADM 1668]
AGT.INDIVIDUAL; PERS.1P; TENSE.NONPAST; MODC.ABILITY; 
OBJC.ACTION; ADJC.LOCATION
FETCH GET RECEIVE
0.014 0.963 0.023
The model fails to disambiguate usages of GET when the probabilities are about equal
across the lexemes. In studies of synonymy, an equiprobable distribution indicates that
the possible lexemes are interchangeable and could be treated as true synonyms in that
context. The probability estimates are being used in this study to differentiate between
possible meanings, however. If the model suggests that FETCH, GET, and RECEIVE are
interchangeable in a context, then it means that the GET meaning remains ambiguous,
whether because of an intentional choice by the speaker,  or that further context is
required to interpret the meaning, as in (14):
(14) The patient gets drug doses that are too low and drugs that are 
incompatible. [H0E 1881]
AGT.INDIVIDUAL; PERS.3P; TENSE.NONPAST; OBJC.QUANTITY
FETCH GET RECEIVE
0.313 0.395 0.292
Reading this sentence, it is easy to conclude that the correct interpretation of GET here
is the RECEIVE sense. It is because we know something about the role of the subject
that  the  tagging  scheme  does  not  identify;  that  is,  patients are  people  who  are
understood to be  receiving medical treatment. Among the five  GET contexts which
have the most equiprobable distributions (on the basis of standard deviation across the
three  probabilities),  of  which  (14)  was one,  all  of  them are  readily interpreted  as
RECEIVE-like  on  inspection  by  a  native  English  speaker  (myself).  So,  rather  than
identifying contexts where the three lexemes are most interchangeable (like it would
be with a set of synonyms), instead, this type of probability distribution seems to point
to contexts which the model is unable to resolve, but speaker intuition can. 
58
8. Discussion
In this study I set out to determine whether it is possible to use the contextual profiling
method  to  distinguish  between  GET in  an  agentive  sense  or  a  receptive  sense  by
assessing how well the verb GET can be substituted with FETCH or RECEIVE in a given
usage context. Contextual profiling is a corpus-driven method, so 1500 sentences were
drawn from the British National Corpus and tagged for analysis.
In the first phase, I used correspondence analysis, a type of monofactorial frequency
analysis  and  visualization,  to  discover  whether  the  verbs  in  question  have  any
distinguishing distributions with regard to their contextual characteristics, and, if so, to
form  a  profile  of  the  verbs'  behaviors  based  on  those  characteristics.  The
characteristics  investigated  were  mainly  semantic  characteristics  of  the  verbal
arguments like subject, object, and verb adjuncts, but also included verb tense and
finiteness, as well as text type. 
The results of the correspondence analyses support the distributional hypothesis. The
analyses of various facets of the lexemes' sentence contexts showed that none of the
verbs FETCH, GET, and RECEIVE pattern in the same way. In other words, the verbs are
not only dissimilar in the events they describe (i.e. the agency of the getter) but also
dissimilar in their associations with various features of their sentence contexts. Most
strikingly,  each lexeme is very strongly associated with a different text type:  FETCH
with  fiction,  GET with  spoken  language,  and  RECEIVE with  other  written  texts.
Characterizations  of  typical  contexts  for  each  verb  were  described  based  on  the
features most associated with them.
In the second phase of analysis, a multivariate, polytomous logistic regression model
was constructed using a  selection  of  the contextual  feature tags.  Even though the
model did not utilize all of the contextual features tagged in the data set, it accounted
for the interactions between features, and weighed the features with respect to how
much each feature conditions the verb selected for a sentence context. 
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One application of a polytomous logistic regression model is using it to generate a
probability distribution for each possible outcome (lexeme), given the presence of any
combination of explanatory features (contextual features). The model was found to
perform quite well by statistical measures, being able to predict the “correct” outcome
71% of the time, but only slightly better than half (54%) when considering only the
sentences containing  GET. Because the goal of the study is to differentiate between
FETCH-like and RECEIVE-like GET usages, this lower accuracy score was not seen as a
deficiency but  as  a  benefit  because  it  meant  that  GET usages  were  being  divided
amongst the other two lexemes.
The probability distributions for GET contexts fell into broad groupings. When either
or both FETCH or/and RECEIVE had a higher probability to occur in the sentence as GET,
then the alternative with the highest probability indicates the most likely sense for
GET. When either FETCH or RECEIVE have a probability estimate about equal to that for
GET, but the other alternative is very unlikely, the former is the most likely candidate.
A meaning for GET that cannot be expressed by either FETCH or RECEIVE is likely to be
the reason for instances when GET has a significantly higher probability to occur than
the other two verbs. Finally, when the probabilities for all three alternatives are about
equal, the model is unable to make a definitive selection, but in these cases, the correct
interpretation appears to be very clear from an English speaker's  perspective.  This
seems to be because speakers have contextual information beyond that which was
included in the model.
One such piece of contextual information that was not made part of the model because
of the sampling method was examples of usages in the passive voice. Even though
passive voice uses account for a small fraction of all instances of the lexemes in the
BNC (see  section  5.2),  it  is  possible  that  there  are  some  semantic  groupings  of
subjects and objects that are preferentially associated with one or more of the lexemes,
but  in  passive  expressions.  Information  about  these  could  improve  the  predictive
capability of the model, even if the input context is not in passive voice. 
Further,  even though  the  sampling  query was  intended to  pick  out  sentences  that
would contain both a semantic subject and object, it did not mean that all the entries
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actually had explicit subjects. There were sentence fragments, as well as infinitival or
nominal clauses without reference to a subject. In my tagging process I searched only
within the sentence itself for a referenced subject, but there are occasions when it is
possible  to  identify  a  subject  only  by  looking  outside  of  the  given  sentence.
Arguments identified by pronouns in the sentence contexts represent another source of
contextual information that is lost because of the tagging scheme. 
Using a corpus-driven method like contextual profiling required the collection and
annotation of a large amount of data, which is very time-consuming and susceptible to
human error. The effect of the occasional tagging error can be reduced by increasing
the sample size, but having multiple people (assistants or collaborators) analyze the
same sentences and reach agreement on the annotations is more practical and may
result in more consistent tagging in the first place.
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9. Conclusion
This study was an attempt to exploit distributional differences to disambiguate closely
related  word  senses  that  participate  in  almost  the  same  set  of  constructions.  The
distributional hypothesis (Harris 1954) gave us a starting point for the study, because
it suggested that similarity in meaning should be reflected by similarity in contextual
associations, and likewise for differences.
The monofactorial frequency analysis via correspondence analysis produced results
that were consistent with the distributional hypothesis. It was able to find contextual
similarities and differences for the lexemes FETCH, RECEIVE, and “acquisition” senses
of GET, which are a set of words that might not be canonically considered synonyms
but  have  shared  elements  of  meaning.  The shared  meaning has  been presupposed
through the lexemes'  denotations; the corpus analyses in  this  study found ways in
which formal elements differ beyond the denotations.  The groupings of associated
features for each verb summed up which contextual features predispose the typical
usage of one alternative over the others in the lexeme group. 
Because no one contextual feature or set of them can categorically determine which
alternative is actually selected in a corpus sentence (Arppe 2008: 248), it was possible
to use distributional information to separate out the FETCH-like and the RECEIVE-like
senses  of  GET by  comparing  their  distributions  to  those  of  FETCH and  RECEIVE
respectively.  The  comparison  was  performed  by  means  of  polytomous  logistic
regression  analysis  (Arppe  2008),  which  generated  probability  scores  for  each
alternative,  given a configuration of contextual features. These scores in turn were
used to identify which alternative could most likely replace  GET in a context, thus
suggesting an interpretation for GET in that sentence.
We also started by wondering if GET contexts which at first seem ambiguous between
FETCH-like and RECEIVE-like interpretations could be identified and resolved. In terms
of the probabilistic modeling, an ambiguous GET context could be expected to show
about equal probabilities for all three alternatives. Yet, when I inspected some of these
contexts,  none  of  them  were  ambiguous  to  me  at  all.  Furthermore,  the  top
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equiprobable GET sentences were all RECEIVE-like, suggesting that the “default” sense
of GET may be the receptive sense, concurring with Gronemeyer's results (1999) that
the majority of lexical GET usages in modern English are receptive, a turn away from
the agentive “seize” meaning of its etymological root.  The results of this study also
lead to an interesting question: except in situations where a speaker intentionally uses
GET in an ambiguous manner, does ambiguity between  FETCH-like and RECEIVE-like
meanings of GET even exist in everyday usage?  
The idea can be entertained that a model for disambiguation, like the one generated in
this  study,  can  be  expanded  to  include  more  polysemous  senses  by adding  verbs
synonymous to those further senses, for example, by adding OBTAIN or PURCHASE to
what is already there for FETCH and RECEIVE. But because even near-synonyms differ
in distribution patterns to some extent, there may be limitations as to how many senses
can be included in such a  model  before the distributional  differences  between the
polysemous  senses  and  the  synonyms  matched  to  them  begin  to  interfere  with
selecting the best  alternative for the polysemous verb.  Nonetheless,  a  probabilistic
sense disambiguation model has potential, for example, as a translation aid to guess
which sense of a polysemous word was probably intended in the source text, when the
ambiguity cannot  be preserved (for  practical,  stylistic,  or  semantic  reasons)  in  the
target language.
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Appendix: Frequencies of feature tags across lexemes
FEATURE FREQUENCY chisq.test RESULT
fetch get receive total
AGT.ABSTRACT 7 14 69 90 X-squared = 283.19, df = 14, 
AGT.ANIMAL 10 2 1 13 p-value < 2.2e-16
AGT.GENERIC 7 45 85 137 Chi-squared approximation may be 
incorrectAGT.GROUP 48 87 65 200
AGT.INANIMATE 51 10 26 87
AGT.INDIVIDUAL 334 286 205 825
AGT.NONE 42 33 9 84
AGT.ORGANIZATION 1 23 40 64
PERS.1P 95 136 54 285 X-squared = 201.73, df = 6, 
PERS.2P 22 101 19 142 p-value < 2.2e-16
PERS.3P 341 230 418 989
PERS.NONE 42 33 9 84
TENSE.NONE 199 105 88 392 X-squared = 107.33, df = 4, 
TENSE.NONPAST 152 270 210 632 p-value < 2.2e-16
TENSE.PAST 149 125 202 476
ASP.HABITUAL 10 1 1 12 X-squared = 116.51, df = 8, 
ASP.NONE 471 456 386 1313 p-value < 2.2e-16
ASP.PERF 11 22 86 119 Chi-squared approximation may be 
incorrectASP.PERFPROG 1 1 3 5
ASP.PROG 7 20 24 51
NONFINITE.BARE 5 9 2 16 X-squared = 128.23, df = 6, 
NONFINITE.ING 24 33 44 101 p-value < 2.2e-16
NONFINITE.NONE 304 397 411 1112
NONFINITE.TO 167 61 43 271
MODC.ABILITY 8 38 6 52 X-squared = 63.323, df = 10, 
MODC.FUTURE 35 53 36 124 p-value = 8.473e-10
MODC.NONE 429 371 432 1232
MODC.OBLIGATION 20 15 9 44
MODC.OTHER 6 6 6 18
MODC.POSSIBILITY 2 17 11 30
MOOD.COND 0 18 12 30 X-squared = 152.46, df = 10, 
MOOD.IMPER 41 21 1 63 p-value < 2.2e-16
MOOD.INDIC 256 345 396 997 Chi-squared approximation may be 
incorrectMOOD.INTERR 7 13 1 21
MOOD.NONE 196 103 88 387
MOOD.SUBJ 0 0 2 2
ADJC.DIRECTION 26 10 0 36 X-squared = 86.43, df = 16, 
ADJC.FREQUENCY 3 15 7 25 p-value = 1.131e-11
ADJC.LOCATION 9 18 9 36 Chi-squared approximation may be 
incorrectADJC.MANNER 5 5 8 18
ADJC.MULTIPLE 11 5 7 23
ADJC.NONE 401 399 381 1181
ADJC.OTHER 2 7 7 16
ADJC.PURPOSE 9 3 0 12
ADJC.TIME 34 38 81 153
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FEATURE FREQUENCY chisq.test RESULT
fetch get receive total
POLARITY.NEG.FALSE 495 455 481 1431 X-squared = 37.554, df = 2, 
POLARITY.NEG.TRUE 5 45 19 69 p-value = 7.004e-09
OBJC.ACTION 7 79 89 175 X-squared = 751.67, df = 24, 
OBJC.ARTIFACT 174 74 20 268 p-value < 2.2e-16
OBJC.ATTRIBUTE 20 18 11 49
OBJC.COGNITION 3 40 26 69
OBJC.COMMUNICATION 17 89 195 301
OBJC.FOOD 84 20 8 112
OBJC.OTHER_ABST 6 27 15 48
OBJC.OTHER_PHYS 8 21 3 32
OBJC.PERSONS 85 24 12 121
OBJC.POSSESSION 43 49 105 197
OBJC.QUANTITY 5 18 12 35
OBJC.STATE 0 31 2 33
OBJC.SUBSTANCE 48 10 2 60
SOURCE.ABSTRACT 0 4 11 15 X-squared = 299.08, df = 14, 
SOURCE.CONTAINER 22 5 0 27 p-value < 2.2e-16
SOURCE.DIRECTION 15 1 0 16 Chi-squared approximation may be 
incorrectSOURCE.LOCATION 96 14 1 111
SOURCE.NONE 359 438 397 1194
SOURCE.ORGANIZATION 0 15 33 48
SOURCE.OTHER 0 3 4 7
SOURCE.PERSONS 8 20 54 82
BENEFACTOR.NONE 428 476 500 1404 X-squared = 92.95, df = 6, 
BENEFACTOR.OTHER 6 3 0 9 p-value < 2.2e-16
BENEFACTOR.PERSONS 47 11 0 58 Chi-squared approximation may be 
incorrectBENEFACTOR.SELF 19 10 0 29
TEXT.S_CONVO 39 86 2 127 X-squared = 595.83, df = 14, 
TEXT.S_OTHER 26 83 17 126 p-value < 2.2e-16
TEXT.W_ACAD 16 21 100 137
TEXT.W_FICTION 260 90 17 367
TEXT.W_NEWS 21 54 72 147
TEXT.W_NONACAD 57 67 142 266
TEXT.W_OTHER 61 70 110 241
TEXT.W_UNPUB 20 29 40 89
