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a b s t r a c t
In this paper, we consider the boundary value problem on the half-line{
x′′(t)− k2(t)x(t)+ λm(t)f (t, x(t)) = 0, t ∈ (0,∞),
x(0) = 0, lim
t→∞ x(t) = 0,
where k : [0,∞)→ (0,∞) and f : [0,∞) × [0,∞)→ R are continuous. We show the
existence of positive solutions by using a fixed point theorem in cones.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The existence of solutions of infinite boundary value problem of second order ordinary differential equations have been
studied by many authors; see Agarwal, Mustafa and Rogovchenko [1], Agarwal, and O’Regan [2], Agarwal, Meehan and
O’Regan [3], Yan et al. [4], Baily, Shampine and Waltman [5], Constantin [6], and Djebali and Mebarki [7,8], Gronwall [9],
Hao and Liang [10], Lee [11], Zima [12] and the references therein. Recently, Djebali and Mebarki [7] studied the existence
of positive solutions to the infinite boundary value problems
x′′(t)− k2x(t)+m(t)f (t, x(t)) = 0, t ∈ (0,∞), (1.1)
x(0) = 0, lim
t→∞ x(t) = 0. (1.2)
Their approachwas basedupon the fixedpoint theorem in cone andGreen’s function,G(t, s), of the associated linear problem
x′′(t)− k2x(t) = 0, t ∈ (0,∞),
x(0) = 0, lim
t→∞ x(t) = 0.
Notice that Green’s function G(t, s) can be explicitly expressed by
G1(t, s) =

(ekt − e−kt)e−ks
2k
, s ≥ t,
(eks − e−ks)e−kt
2k
, t ≥ s.
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In this paper, we will consider the more general problem
x′′(t)− k2(t)x(t)+ λm(t)f (t, x(t)) = 0, t ∈ (0,∞), (1.3)
x(0) = 0, lim
t→∞ x(t) = 0, (1.4)
where k ∈ C([0,∞), (0,∞)) is bounded, λ is a parameter, m : (0,∞) → [0,∞) is continuous and m(t) 6≡ 0 on (0,∞),
and f ∈ C([0,∞)× [0,∞),R).
Of course the natural question is what would happen when the constant k in (1.1) is replaced by a function k(t)?
Obviously, Green’s function of the associated linear problem
x′′(t)− k2(t)x(t) = 0, t ∈ (0,∞), (1.5)
x(0) = 0, lim
t→∞ x(t) = 0 (1.6)
can not be explicitly expressed by elementary functions! This makes our approach more difficulty. We attempt to establish
several existence andmultiplicity results of positive solutions for (1.3), (1.4) when the positive parameter λ is small enough.
Our main tool is the following Guo–Krasnoselskii fixed point theorem in cones.
Lemma 1.1 ([13]). Let E be a Banach space, and let K ⊂ E be a cone. Assume that Ω1, Ω2 are bounded open subsets of E with
0 ∈ Ω1, Ω¯1 ⊂ Ω2, and let
A : K ∩ (Ω¯2 \Ω1)→ K
be a completely continuous operator such that either
(i) ‖Ax‖ ≤ ‖x‖, x ∈ K ∩ ∂Ω1 and ‖Ax‖ ≥ ‖x‖, x ∈ K ∩ ∂Ω2, or
(ii) ‖Ax‖ ≥ ‖x‖, x ∈ K ∩ ∂Ω1 and ‖Ax‖ ≤ ‖x‖, x ∈ K ∩ ∂Ω2.
Then A has a fixed point.
The rest of the paper is arranged as follows: Section 2 is devoted to constructing Green’s function and proves its
properties. In Section 3, we state our main results. Since there is a big difference of the compactness of the corresponding
integral operators between the infinite interval case and the finite case, we use Section 4 to treat the compactness of the
integral operator associated with (1.3), (1.4). In Section 5, we prove our main results. In Section 6, a example illustrates the
applicability of the main existence result.
2. Preliminary lemmas
Let R+ := [0,∞).
To study the boundary value problem (1.3), (1.4), we need some restriction on k(t):
(A1) k : R+ → (0,∞) is continuous and bounded. Denote
H = sup
t∈R+
k(t), h = inf
t∈R+
k(t) > 0.
(A2) ∃ d ∈ [h,H],∀ ρ, limt→∞ e−ρt
∫ t
0 e
ρs[k2(s)− d2]ds exists.
(A3) k(·) is a period function.
To rewrite (1.3), (1.4) to an equivalent integral equation, we need to construct Green’s function of the corresponding
linear problem. To do this, we need the following
Lemma 2.1. Assume that (A1) hold. Then the Cauchy problem
x′′(t)− k2(t)x(t) = 0, t ∈ (0,∞), (2.1)
x(0) = 0, x′(0) = 1 (2.2)
has a unique solution φ1(t) defined on [0,∞). Moreover φ′1(t) > 0 on [0,∞), and φ1 is unbounded.
Proof. By the existence anduniqueness of solution for initial value problem,weknow that (2.1), (2.2) has theunique solution
φ1(t) defined on [0,∞).
Suppose on the contrary that φ′1(t0) = 0 for some t0 ∈ (0,∞). By the boundary condition x′(0) = 1, t0 > 0. We
may assume that φ′1(t) > 0 on [0, t0). Thus φ1 is strictly increasing on [0, t0). On the other hand, we have from (2.1) that
φ′′1 (t0) = k2(t0)φ1(t0) > 0, and accordingly t0 is a minimum value point. This is a contradiction.
By the above proof, we can infer that φ′′1 (t) = k2(t)φ1(t) > 0, t ∈ (0,∞). Therefore φ1 is unbounded. 
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Lemma 2.2. Assume that (A1) holds. Then the problem
x′′(t)− k2(t)x(t) = 0, t ∈ (0,∞), (2.3)
x(0) = 1, lim
t→∞ x(t) = 0 (2.4)
has the unique solution φ2(t) defined on [0,∞). Moreover
φ2(t) > 0, φ′2(t) < 0, t ∈ [0,∞).
Proof. Let us divide the proof into several steps.
Step 1. We show that (2.3), (2.4) has a solution uwith u(t) > 0 in [0,∞).
Let us consider the following
x′′(t)− k2(t)x(t) = 0, t ∈ (0, n), (2.5n)
x(0) = 1, x(n) = 0. (2.6)
We claim that for each n ∈ N, (2.5n), (2.6) has a positive solution uwith
u(t) > 0, u′(t) < 0, u′′(t) > 0, ∀t ∈ (0, n). (2.7)
In fact, suppose on the contrary that t1 ∈ (0, n) is such that
u(t1) = 0, and u(t) > 0 for t ∈ (0, t1).
Then u′(t1) < 0, since, the other case u′(t1) = 0 would imply that u(t) ≡ 0 for t ∈ (0, n), which is a contradiction. Notice
that u′(t1) < 0 and u(t1) = 0 imply that u is negative and concave down in (t1, t1 + δ) ⊆ (t1, n]. Using (2.5n), it follow that
δ may be taken as n− t1 so that u(n) < 0. This contradicts the boundary condition u(n) = 0.
Thus, we get that u(t) > 0 in [0, n), and subsequently,
u′′(t) > 0, t ∈ [0, n). (2.8)
This together with the fact u′(n) < 0 implies
u′(t) < 0, t ∈ [0, n).
Therefore (2.7) holds.
Step 2. for each n ≥ 1, we show that
un(t) < un+1(t), t ∈ (0, n).
Letw(t) := un+1(t)− un(t), t ∈ [0, n]. Then
w′′(t)− k2(t)w(t) = 0, t ∈ (0, n), (2.9)
w(0) = 0, w(n) = a,
where a := un+1(n) > 0. We claim that
w(t) > 0, w′(t) > 0, w′′(t) > 0, ∀t ∈ (0, n). (2.10)
In fact, suppose on the contrary that t2 ∈ (0, n) is such that
w(t2) = 0, and w(t) > 0 for t ∈ (t2, n).
Applying the same method used in Step 1, we may deduce (2.10).
Step 3. Define the functions u˜n : [0,∞)→ [0,∞) by
u˜n(t) =
{
un(t), t ∈ [0, n],
0, t ∈ (n,∞).
Then u˜n ∈ C[0,∞). Moreover, we have from Steps 1 and 2 that
0 < u˜n(t) < 1, t ∈ (0,∞), (2.11)
and
u˜1(t) ≤ u˜2(t) ≤ · · · u˜n(t) ≤ · · · , t ∈ [0,∞). (2.12)
Let
u∗(t) := lim
n→∞ u˜n(t), t ∈ [0,∞).
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Then u∗ ∈ C[0,∞). Now, by the standard method (see for example in the proof of [2, Theorem 2.1]), we may prove that
u∗ ∈ C2[0,∞) and u∗ is actually a solution of (2.3), (2.4).
Step 4. By the Maximum Principle we can infer that u∗ is a unique solution of (2.3), (2.4). 
Lemma 2.3. Assume that (A1) and (A2) hold. Then the unique solution of problem (2.3), (2.4) satisfies limt→∞
φ′2(t)
φ2(t)
= −d.
Proof. By [1, Theorem 7], Eq. (2.3) has a solution x(t), t ∈ [0,∞) satisfies
lim
t→∞ x(t) = 0, limt→∞
x′(t)
x(t)
= −d. (2.13)
(i) If x(0) = 0 and x′(0) < 0. Since limt→∞ x(t) = 0, hence there exists η > 0 and t1 ∈ (0, η), such that
x(t1) = min{x(t)|t ∈ [0, η]} < 0.
So x′′(t1) ≥ 0. On the other hand, x′′(t1) = k2(t1)x(t1) < 0. This is a contradiction!
(ii) If x(0) = 0 and x′(0) > 0. A desired contradiction can be deduced by the same method.
(iii) If x(0) = 0 and x′(0) = 0. Then x(t) ≡ 0, t ∈ [0,∞). However, this contradicts limt→∞ x′(t)x(t) = −d.
Hence x(0) = b 6= 0. Denote u(t) := x(t)b , then
u(0) = 1, lim
t→∞ u(t) = 0, limt→∞
u′(t)
u(t)
= −d.
By Lemma 2.2, we get that u(t) ≡ φ2(t) in [0,∞). Thus limt→∞ φ
′
2(t)
φ2(t)
= −d. 
Lemma 2.4. Assume that either (A1) and (A2) or (A1) and (A3) hold. Then there exists M > 0 such that
sup
t∈[0,∞)
φ1(t)φ2(t) < M.
Proof. (1) Assume that (A1) and (A2) hold. Then by Liouville formula,
φ1(t) = c1φ2(t)+ c2φ2(t)
∫ t
0
1
φ22(s)
ds,
for some constants c1 and c2. Applying the L’Hospital rule, it follows that
lim
t→∞φ1(t)φ2(t) = c1 limt→∞φ
2
2(t)+ c2 limt→∞φ
2
2(t)
∫ t
0
1
φ22(s)
ds
= c2 lim
t→∞
φ−22 (t)
−2φ−32 (t)φ′2(t)
= c2 lim
t→∞
φ2(t)
−2φ′2(t)
= c2
2d
.
Hence there existsM > 0 such that supt∈[0,∞) φ1(t)φ2(t) < M.
(2) Assume that (A1) and (A3) hold. Then the solutions of Eq. (2.3) can be expressed by
x(t) = c1g1(t)eρ1t + c2g2(t)eρ2t ,
where c1, c2 are two constants, g1(t), g2(t) are continuous period functions, ρ1, ρ2 are two complex numbers with ρ1 =
−ρ2, Re ρ1 > 0, Re ρ2 < 0. Since limt→∞ φ2(t) = 0, so φ2(t) = r2g2(t)eρ2t , φ1(t) = r1g1(t)eρ1t + r3g2(t)eρ2t ,
φ1(t)φ2(t) = r2r1g1(t)g2(t)+ r2r3g22 (t)e2ρ2t ,
so there existsM > 0 such that supt∈[0,∞) φ1(t)φ2(t) < M. 
Now, let
G(t, s) =
{
φ1(t)φ2(s), s ≥ t,
φ1(s)φ2(t), t ≥ s. (2.14)
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Lemma 2.5. Assume that (A1) and (A2) or (A1) and (A3) hold. Then for any y ∈ C(R+,R) ∩ L1[0,∞), the problem
x′′(t)− k2(t)x(t)+ y(t) = 0, t ∈ (0,∞), (2.15)
x(0) = 0, lim
t→∞ x(t) = 0 (2.16)
is equivalent to the integral equation
x(t) =
∫ ∞
0
G(t, s)y(s)ds. (2.17)
Proof. First we show that the unique solution of (2.15), (2.16) can be represented by (2.17).
In fact, we know that the equation
x′′(t)− k2(t)x(t) = 0, t ∈ (0,∞), (2.18)
has known two linear independent solutions φ1 and φ2, since
∣∣∣φ1(0) φ2(0)φ′1(0) φ′2(0)∣∣∣ = −φ′1(0) = −1 6= 0.
Now by the method of variation of constants, we can obtain that the unique solution of the problem (2.15), (2.16) can be
represented by
x(t) =
∫ ∞
0
G(t, s)y(s)ds,
where G(t, s) is as (2.14).
Next we check that the function defined by (2.17) is a solution of (2.15), (2.16).
From (2.17), we know that
x(t) =
∫ t
0
φ1(s)φ2(t)y(s)ds+
∫ ∞
t
φ2(s)φ1(t)y(s)ds,
x′(t) = φ′2(t)
∫ t
0
φ1(s)y(s)ds+ φ′1(t)
∫ ∞
t
φ2(s)y(s)ds,
x′′(t) = φ′′2 (t)
∫ t
0
φ1(s)y(s)ds+ φ′2(t)φ1(t)y(t)+ φ′′1 (t)
∫ ∞
t
φ2(s)y(s)ds− φ′1(t)φ2(t)y(t).
So that
x′′(t)− k2(t)x(t) =
∣∣∣∣φ1(t) φ2(t)φ′1(t) φ′2(t)
∣∣∣∣ y(t) = ∣∣∣∣φ1(0) φ2(0)φ′1(0) φ′2(0)
∣∣∣∣ y(t) = −y(t).
It is easy to see that G(0, s) = 0 implies x(0) = 0. Applying the facts that supt∈[0,∞) φ1(t)φ2(t) < M and y ∈ L1[0,∞), it
follows that for any ε > 0, there exists N1 > 0 such that∫ ∞
t
φ1(s)φ2(s)|y(s)|ds ≤ M
∫ ∞
t
|y(s)|ds < ε
3
, for all t ≥ N1.
From limt→∞ φ2(t) = 0, we have that there exists N2 such that
φ1(N1)φ2(t)
∫ ∞
0
|y(s)|ds < ε
3
, ∀ t > N2.
Let N := max{N1, N2}. Then for t > N , we get
|x(t)| =
∣∣∣∣∫ t
0
φ1(s)φ2(t)y(s)ds+
∫ ∞
t
φ1(t)φ2(s)y(s)ds
∣∣∣∣
≤
∫ N1
0
φ1(s)φ2(t)|y(s)|ds+
∫ t
N1
φ1(s)φ2(t)|y(s)|ds+
∫ ∞
t
φ1(t)φ2(s)|y(s)|ds
≤ φ1(N1)φ2(t)
∫ ∞
0
|y(s)|ds+ 2M
∫ ∞
N1
|y(s)|ds
<
ε
3
+ 2ε
3= ε.
Therefore limt→∞ x(t) = 0. 
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Now, we have from Lemma 2.5 that for y ∈ C(R+,R+) ∩ L1[0,∞), the problems
x′′(t)− h2x(t)+ y(t) = 0, t ∈ (0,∞), (2.19)
x(0) = 0, lim
t→∞ x(t) = 0, (2.20)
and
x′′(t)− H2x(t)+ y(t) = 0, t ∈ (0,∞), (2.21)
x(0) = 0, lim
t→∞ x(t) = 0, (2.22)
are equivalent to the integral equation
x1(t) =
∫ ∞
0
G1(t, s)y(s)ds, (2.23)
and
x2(t) =
∫ ∞
0
G2(t, s)y(s)ds, (2.24)
where
G1(t, s) =

(eht − e−ht)e−hs
2h
, s ≥ t,
(ehs − e−hs)e−ht
2h
, t ≥ s,
(2.25)
and
G2(t, s) =

(eHt − e−Ht)e−Hs
2H
, s ≥ t,
(eHs − e−Hs)e−Ht
2H
, t ≥ s
(2.26)
respectively.
Lemma 2.6. For all (t, s) ∈ [0,∞)× [0,∞),
G2(t, s) ≤ G(t, s) ≤ G1(t, s) < 12h .
Proof. From (2.25), we can easily deduce that G1(t, s) < 12h in [0,∞)× [0,∞).
Next, we only show that G(t, s) ≤ G1(t, s). The other case can be treated by the same way.
Suppose on the contrary that there exists (t0, s0) ∈ (0,∞)× (0,∞), such that G(t0, s0) > G1(t0, s0). Let
yˆ(t) :=

0, 0 ≤ t ≤ s0 − ε,
t − s0 + ε, s0 − ε ≤ t ≤ s0,
s0 + ε − t, s0 ≤ t ≤ s0 + ε,
0, s0 + ε ≤ t <∞.
Then yˆ ∈ C[0,∞) ∩ L1[0,∞) and yˆ(t) ≥ 0 in [0,∞).
Let x1(t), x2(t) be the solutions of
x′′(t)− h2x(t)+ yˆ(t) = 0, t ∈ (0,∞), (2.27)
x(0) = 0, lim
t→∞ x(t) = 0, (2.28)
and
x′′(t)− H2x(t)+ yˆ(t) = 0, t ∈ (0,∞), (2.29)
x(0) = 0, lim
t→∞ x(t) = 0. (2.30)
Let xˆ(t) be the solution of
x′′(t)− k2(t)x(t)+ yˆ(t) = 0, t ∈ (0,∞), (2.31)
x(0) = 0, lim
t→∞ x(t) = 0. (2.32)
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Then by [5, Theorem 7.3],
x2(t) ≤ x(t) ≤ x1(t), t ∈ [0,∞), (2.33)
and accordingly∫ ∞
0
G2(t, s)yˆ(s)ds ≤
∫ ∞
0
G(t, s)yˆ(s)ds ≤
∫ ∞
0
G1(t, s)yˆ(s)ds. (2.34)
By the continuous of G(t, s), there exist ε > 0, such that
G(t0, s)− G1(t0, s) > 0, s ∈ (s0 − ε, s0 + ε).
Thus
x(t0)− x1(t0) =
∫ ∞
0
(G(t0, s)− G1(t0, s))yˆ(s)ds
=
∫ s0−ε
0
(G(t0, s)− G1(t0, s))yˆ(s)ds+
∫ s0+ε
s0−ε
(G(t0, s)− G1(t0, s))yˆ(s)ds
+
∫ ∞
s0+ε
(G(t0, s)− G1(t0, s))yˆ(s)ds
> 0,
this contradicts the second inequality in (2.33). 
Lemma 2.7. For any given θ ∈ (1,+∞), φ2(s)G(s, s) ≥ hH G(t, s)φθ2 (t) for (t, s) ∈ (0,∞)× (0,∞).
Proof. If t ≥ s, then
h
H
G(t, s)φθ2 (t) =
h
H
φ1(s)φ2(t)φθ2 (t)
≤ h
H
G(s, s)φ2(t)
≤ φ2(s)G(s, s).
If t ≤ s, by Lemma 2.6, we have that
h
H
G(t, t) ≤ h
H
G1(t, t) = hH ·
1− e−2ht
2h
= 1− e
−2ht
2H
≤ 1− e
−2Hs
2H
= G2(s, s) ≤ G(s, s).
h
H
G(t, s)φθ2 (t) =
h
H
φ1(t)φ2(s)φθ2 (t)
≤ h
H
G(t, t)φ2(s)
≤ φ2(s)G(s, s). 
Lemma 2.8. For any subinterval [α¯, β¯] ⊂ (0,∞), t ∈ [α¯, β¯] and s ∈ (0,∞),
G(t, s) ≥ δG(s, s)φ2(s),
where
δ := min{q(t) | t ∈ [α¯, β¯]},
and
q(t) = min{2hφ1(t), φ2(t)}, t ∈ [0,∞).
Proof. (1) t ≤ s,
G(t, s)
G(s, s)φ2(s)
= φ1(t)φ2(s)
φ1(s)φ2(s)φ2(s)
= φ1(t)
φ1(s)φ2(s)
≥ φ1(t)1
2h
= 2hφ1(t);
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(2) t ≥ s,
G(t, s)
G(s, s)φ2(s)
= φ1(s)φ2(t)
φ1(s)φ2(s)φ2(s)
= φ2(t)
φ2(s)φ2(s)
≥ φ2(t).
Let q(t) = min{2hφ1(t), φ2(t)}. Then
G(t, s) ≥ q(t)G(s, s)φ2(s), (t, s) ∈ (0,∞)× (0,∞). 
Remark 2.1. Since φ1 is unbounded on [0,∞), there is no positive constant c , such that if 0 ≤ t ≤ s <∞,
G(t, s)
G(s, s)
= φ1(t)
φ1(s)
> cφ1(t), ∀t ∈ [0,∞).
So, it is impossible to prove that
G(t, s) ≥ q(t)G(s, s), (t, s) ∈ [0,∞)× [0,∞), (2.35)
with q(t) := min{cφ1(t), φ2(t)}. Notice that the inequality in (2.35) is very useful in the study of the existence of positive
solutions on finite intervals via positive operator theory. To overcome this difficulty, we have to prove the inequalities in
Lemmas 2.7 and 2.8 which contain φθ2 (t).
Lemma 2.9. Assume that either (A1) and (A2) or (A1) and (A3) hold. Let w(t) be the unique solution of the problem
x′′(t)− k2(t)x(t)+ φµ2 (t) = 0, t ∈ (0,∞), µ ∈ (1,∞) is a constant,
x(0) = 0, lim
t→∞ x(t) = 0.
Then there exists L > 0 such that
w(t) ≤ Lq(t), t ∈ (0,∞).
Proof. By Lemma 2.5,
w(t) =
∫ ∞
0
G(t, s)φµ2 (s)ds, t ∈ (0,∞). (2.36)
Thus
w(t)
2hφ1(t)
=
∫ t
0 φ1(s)φ2(t)φ
µ
2 (s)ds
2hφ1(t)
+
∫∞
t φ1(t)φ2(s)φ
µ
2 (s)ds
2hφ1(t)
≤ 1
2h
∫ t
0
φ2(t)φ
µ
2 (s)ds+
1
2h
∫ ∞
t
φ2(s)φ
µ
2 (s)ds
≤ 1
2h
∫ ∞
0
φ
µ
2 (s)ds
≤ 1
2h
∫ ∞
0
e−hµsds
= 1
2h2µ
=: r1,
w(t)
φ2(t)
=
∫ t
0 φ1(s)φ2(t)φ
µ
2 (s)ds
φ2(t)
+
∫∞
t φ1(t)φ2(s)φ
µ
2 (s)ds
φ2(t)
≤
∫ t
0
φ1(s)φ
µ
2 (s)ds+
∫ ∞
t
φ1(s)φ
µ
2 (s)ds
≤ M
∫ ∞
0
φ
µ−1
2 (s)ds
≤ M
∫ ∞
0
e(−hµ+h)sds
= M
hµ− h =: r2.
Let L = max{r1, r2}. Thenw(t) ≤ Lq(t), t ∈ (0,∞). 
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3. The main results
In this section, we make the following assumptions:
(A4) f : R+ × R+ → R is continuous and there existM > 0, µ > 1, 1 > p > 0 such that
0 ≤ f (t, x)+Mφµ2 (t) ≤ a(t)+ b(t)xp, ∀(t, x) ∈ R+ × R+,
where, a, b ∈ C([0,∞), [0,∞)).
(A5)M1 :=
∫∞
0 φ2(s)G(s, s)a(s)m(s)ds <∞.
(A6) There exists a constant θ ∈ (1, ∞) such that
M2 :=
∫ ∞
0
G(s, s)b(s)φ1−θp2 (s)m(s)ds <∞.
(A7) There exists a subinterval [α, β] ⊂ (0,∞), such that
lim
x→∞
f (t, x)
x
= ∞
uniformly on [α, β].
The main results of this paper are as follows:
Theorem 3.1. Assume that either (A1), (A2), (A4), (A5), (A6) and (A7) hold. Then (1.3), (1.4) has at least one positive solution
if λ > 0 is small enough.
Theorem 3.2. Let (A1), (A2), (A4), (A5), (A6) and (A7) hold. Moreover, assume that
(A8) There exists a > 0 such that f (t, x) > 0 for (t, x) ∈ [0,∞)× [0, a].
Then (1.3), (1.4) has at least two positive solution if λ > 0 is small enough.
Theorem 3.3. The assertion of Theorem 3.1 is still true if (A2) is replaced by (A3).
Theorem 3.4. The assertion of Theorem 3.2 is still true if (A2) is replaced by (A3).
4. Compactness of integral operators
Let
Cl = {x ∈ C[0,∞), lim
t→∞ x(t) = r for some r ∈ R},
with the norm ‖x‖l = supt∈[0,∞) |x(t)|. Then Cl is a Banach space. Let
X := {x ∈ C(R+,R), lim
t→∞ |x(t)|φ
θ
2 (t) = r for some r ∈ R},
with the norm ‖x‖ = supt∈R+{|x(t)|φθ2 (t)},where θ > 1 is a constant. Then X is a Banach space.
Lemma 4.1 ([14]). Let M ⊆ Cl. Then M is a relatively compact in Cl if the following conditions hold:
(1) M is bounded in Cl;
(2) the functions belonging to M are locally equicontinuous on [0,∞);
(3) the functions belonging toM are equiconvergent, that is, given ε > 0, there corresponds T (ε) > 0, such that |x(t)−x(∞)| <
ε for any t ≥ T and x ∈ M.
As an immediate consequence of Lemma 4.1, we have the following
Lemma 4.2. Let M ⊆ X. Then M is a relatively compact in X if the following conditions hold:
(1) M is bounded in X;
(2) the functions belonging to {y|y(t) = φθ2 (t)x(t), x ∈ M} are locally equicontinuous on [0,∞);
(3) the functions belonging to {y|y(t) = φθ2 (t)x(t), x ∈ M} are equiconvergent.
Define a cone of X ,
P =
{
x ∈ X : x(t) ≥ 0, t ∈ (0,∞), and x(t) ≥ h
H
q(t)‖x‖
}
.
Define the operator A:
Ax(t) = λ
∫ ∞
0
G(t, s)m(s)(f (s, x(s))+Mφµ2 (s))ds.
Lemma 4.3. Assume that either (A1)–(A2) and (A4)–(A6) or (A1) and (A3)–(A6) hold. Then A(P) ⊆ P. Moreover A : P → P
is completely continuous.
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Proof. We divide the proof into several steps.
Step 1. We show that A(P) ⊆ P .
For any x ∈ P , we have from Lemma 2.7 that
φθ2 (t)Ax(t) = λ
∫ ∞
0
φθ2 (t)G(t, s)m(s)(f (s, x(s))+Mφµ2 (s))ds
≤ λH
h
∫ ∞
0
φ2(s)G(s, s)m(s)(a(s)+ b(s)|x(s)|p)ds
≤ λH
h
(
M1 + ‖x‖p
∫ ∞
0
φ2(s)1−θpG(s, s)b(s)m(s)ds
)
≤ λH
h
(M1 +M2‖x‖p). (4.1)
So
sup
t∈R+
{|Ax(t)|φθ2 (t)} ≤ λ
H
h
(M1 +M2‖x‖p) <∞.
That is Ax ∈ X,∀ x ∈ P. By Lemmas 2.7 and 2.8, we have
Ax(t) = λ
∫ ∞
0
G(t, s)m(s)(f (s, x(s))+Mφµ2 (s))ds
≥ λ
∫ ∞
0
q(t)G(s, s)φ2(s)m(s)(f (s, x(s))+Mφµ2 (s))ds
≥ λ
∫ ∞
0
h
H
q(t)G(ξ , s)φθ2 (ξ)m(s)(f (s, x(s))+Mφµ2 (s))ds
= h
H
q(t)φθ2 (ξ)Ax(ξ), ∀ξ > 0.
Passing to the supremum over ξ,we deduce that
Ax(t) ≥ h
H
q(t)‖Ax‖, ∀x ∈ P.
Therefore, A(P) ⊆ P .
Step 2. We show that A : P → P is continuous.
Assume that {xn}∞n=1 ⊆ P, x0 ∈ P , and limn→∞ xn = x0. Then there exists an M > 0, such that ‖xn‖ ≤ M, n ∈{0, 1, 2, 3, . . .}. So∫ ∞
0
φ2(s)G(s, s)m(s)|f (s, xn(s))+Mφµ2 (s)− f (s, x0(s))−Mφµ2 (s)|ds
≤
∫ ∞
0
φ2(s)G(s, s)m(s)(f (s, xn(s))+Mφµ2 (s)+ f (s, x0(s))+Mφµ2 (s))ds
≤ 2
∫ ∞
0
φ2(s)G(s, s)a(s)m(s)ds+ 2Mp
∫ ∞
0
φ
1−θp
2 (s)G(s, s)b(s)m(s)ds
= 2M1 + 2MpM2.
Therefore, according to the continuous of f and the Lebesgue Dominated Convergence Theorem we have
lim
n→∞ ‖Axn − Ax0‖ = λ limn→∞ supt∈[0,∞)
∣∣∣∣∫ ∞
0
φθ2 (t)G(t, s)m(s)(f (s, xn(s))+Mφµ2 (s))ds
−
∫ ∞
0
φθ2 (t)G(t, s)m(s)(f (s, x0(s))+Mφµ2 (s))ds
∣∣∣∣
≤ λH
h
lim
n→∞ supt∈[0,∞)
∫ ∞
0
φ2(s)G(s, s)m(s)|f (s, xn(s))+Mφµ2 (s)− f (s, x0(s))−Mφµ2 (s)|ds
= 0.
Thus, A : P → P is continuous.
Step 3. We show that A : P → P is compact.
Let D ⊆ P is bounded. Then there existsM > 0 such that ‖x‖ ≤ M,∀x ∈ D.
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(a) We show that A(D) is a bounded set in X .
For any x ∈ D, applying (A4)–(A6) and the method to prove (4.1), it follows that
‖Ax‖ ≤ λH
h
(M1 +M2Mp),
which implies that A(D) is bounded in X .
(b) We show that the functions belonging to {(Ax)(·)φθ2 (·) | x ∈ D} are locally equicontinuous on [0,∞).
For any x ∈ D and any T > 0, if t1, t2 ∈ [0, T ]with t1 < t2, we have that
|φθ2 (t1)Ax(t1)− φθ2 (t2)Ax(t2)| = λ
∣∣∣∣∫ ∞
0
(G(t1, s)φθ2 (t1)− G(t2, s)φθ2 (t2))m(s)(f (s, x(s))+Mφµ2 (s))ds
∣∣∣∣
≤ λ
∫ T
0
|G(t1, s)φθ2 (t1)− G(t2, s)φθ2 (t2)|m(s)(a(s)+ b(s)|x|p)ds
+ λ
∫ ∞
T
|G(t1, s)φθ2 (t1)− G(t2, s)φθ2 (t2)|m(s)(a(s)+ b(s)|x|p)ds
= λ
∫ T
0
|G(t1, s)φθ2 (t1)− G(t2, s)φθ2 (t2)|m(s)(a(s)+ b(s)|x|p)ds
+ λ|φ1(t1)φθ2 (t1)− φ1(t2)φθ2 (t2)|
∫ ∞
T
φ2(s)|m(s)(a(s)+ b(s)|x|p)ds.
By (A5) and (A6), it follows that∫ ∞
T
φ2(s)a(s)m(s)ds <∞,
∫ ∞
T
φ
1−θp
2 (s)b(s)m(s)ds <∞.
So, for any ε > 0, there exists δ > 0, such that for any t1, t2 ∈ [0, T ]: t1 < t2 and |t1 − t2| < δ,
|φθ2 (t1)Ax(t1)− φθ2 (t2)Ax(t2)| < ε, ∀x ∈ D.
Since T is arbitrary, the functions belonging to {(Ax)(·)φθ2 (·) | x ∈ D} are locally equicontinuous on [0,∞).
(c) We show that the functions belonging to {y|y(t) = φθ2 (t)x(t), x ∈ M} are equiconvergent.
Let
σ := θ − 1
2
. (4.2)
Then σ > 0. Since limt→∞ φ2(t) = 0, we have that for all  > 0, there exists T > 0, such that
|φ2(t)− 0| <
( h
λH(M1 +M2Mp)
) 1
σ
, ∀ t ∈ (T ,∞). (4.3)
Thus, it follows from Lemma 2.7 that for above  > 0, there exists T > 0, such that x ∈ D and t ≥ T imply
0 ≤ φθ2 (t)Ax(t)
= λ
∫ ∞
0
φθ2 (t)G(t, s)m(s)(f (s, x(s))+Mφµ2 (s))ds
= λφσ2 (t)
∫ ∞
0
φ1+σ2 (t)G(t, s)m(s)(f (s, x(s))+Mφµ2 (s))ds
≤ λφσ2 (t)
H
h
∫ ∞
0
φ2(s)G(s, s)m(s)(a(s)+ b(s)|x(s)|p)ds
≤ λφσ2 (t)
H
h
(∫ ∞
0
φ2(s)G(s, s)a(s)m(s)ds+ ‖x‖p
∫ ∞
0
φ2(s)1−θpG(s, s)b(s)m(s)ds
)
≤ λφσ2 (t)
H
h
(M1 +M2‖x‖p)
≤ λφσ2 (t)
H
h
(M1 +M2Mp)
< .
This is, the functions belonging to {y|y(t) = φθ2 (t)x(t), x ∈ M} are equiconvergent. 
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5. Proofs of the main results
In this paper, we will prove Theorems 3.1–3.4.
Proof of Theorems 3.1 and 3.3. Let z = λMw,wherew is defined by (2.36). Then (1.3) has a positive solution x if and only
if x+ z := x˜ is a solution of
x′′(t)− k2(t)x(t)+ λm(t)g(t, x− z) = 0, t ∈ (0,∞),
x(0) = 0, lim
t→∞ x(t) = 0,
and x˜ > z for t ∈ (0,∞), where g : [0,∞)× R→ R+ is defined by
g(t, x) =
{
f (t, x)+Mφµ2 (t), (t, x) ∈ [0,∞)× [0,∞),
f (t, 0)+Mφµ2 (t), (t, x) ∈ [0,∞)× (−∞, 0).
For v ∈ P , let Av be the unique solution of
x′′(t)− k2(t)x(t)+ λm(t)g(t, v − z) = 0, t ∈ (0,∞),
x(0) = 0, lim
t→∞ x(t) = 0.
Then Av(t) = λ ∫∞0 G(t, s)m(s)g(s, v(s)− z(s))ds. By Lemma 4.2, A(P) ⊂ P .
Let
λ ∈ (0,Λ) (5.1)
be fixed, where
Λ := min
{
1
M1 + ( 2Hh )pM2
,
1
LM
}
. (5.2)
ChooseΩ1 = {x ∈ X |‖x‖ < 2Hh }. Then for x ∈ P ∩ ∂Ω1, we have that x(t) ≥ 2q(t), 0 < z(t) ≤ q(t), so
‖x− z‖ = sup
t∈[0,∞)
φθ2 (t)|x(t)− z(t)|
≤ sup
t∈[0,∞)
φθ2 (t)x(t)
= ‖x‖,
and subsequently
φθ2 (t)Ax(t) = λφθ2 (t)
∫ ∞
0
G(t, s)m(s)g(s, x(s)− z(s))ds
≤ λ
∫ ∞
0
φ2(s)G(s, s)m(s)g(s, x(s)− z(s))ds
≤ λ
∫ ∞
0
φ2(s)G(s, s)m(s)(a(s)+ b(s)|x(s)− z(s)|p)ds
≤ λ
(
M1 +
(2H
h
)p
M2
)
≤ 1 < 2H
h
. (5.3)
Hence
‖Ax‖ ≤ ‖x‖, ∀x ∈ P ∩ ∂Ω1.
Now set
δ = min
α≤t≤β q(t). (5.4)
Fix t0 ∈ [α, β] and choose real number N > 0, such that
Nλδ2h
2H
φθ2 (t0)
∫ β
α
φ2(s)G(s, s)m(s)ds ≥ 1. (5.5)
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Choose R > 2Hh , such that if x ≥ h2H Rδ, then
g(t, x)
x
≥ N, for t ∈ [α, β] (5.6)
and
1− λLMH
Rh
≥ 1
2
. (5.7)
Let
Ω2 = {x ∈ X | ‖x‖ < R}.
Then for x ∈ P ∩ ∂Ω2, we have that
z(t) = λMw(t) ≤ λMLq(t) ≤ λMLH
h
x(t)
‖x‖ =
λMLH
Rh
x(t).
Thus
x(t)− z(t) ≥
(
1− λMLH
Rh
)
x(t). (5.8)
Combining (5.7) with (5.8) and using Lemma 2.9, it concludes that
x(t)− z(t) ≥ 1
2
x(t) ≥ h
2H
q(t)‖x‖ ≥ h
2H
Rδ, t ∈ [α, β].
This together with (5.6) implies
g(t, x− z) ≥ N(x− z) ≥ N Rδh
2H
, t ∈ [α, β].
Thus from (5.5), we get
φθ2 (t0)Ax(t0) = λφθ2 (t0)
∫ ∞
0
G(t0, s)m(s)g(s, x(s)− z(s))ds
≥ λφθ2 (t0)
∫ β
α
G(t0, s)m(s)
NRδh
2H
ds
≥ λφθ2 (t0)
∫ β
α
δφ2(s)G(s, s)m(s)
NRδh
2H
ds
≥ R = ‖x‖,
for u ∈ P ∩ ∂Ω2. Therefore, it follows from the first part of Lemma 1.1 that A has a fixed point x˜ in P ∩ (Ω2 \Ω1), such that
2H
h
≤ ‖x˜‖ ≤ R. (5.9)
Moreover, by combining (5.9) with (5.1) and using (5.2) and Lemma 2.9, it concludes that
x˜ ≥ h
H
q(t)‖x˜‖ ≥ 2q(t) ≥ 2λMLq(t) ≥ 2λMw(t) ≡ 2z(t), t ∈ (0,∞), (5.10)
so
x = x˜− z ≥ 1
2
x˜
is a positive solution of (1.3), (1.4). 
Proof of Theorems 3.2 and 3.4. From (5.9) and (5.10), it follows that (1.3), (1.4) has a positive solution x1 satisfying
‖x1‖ ≥ 12‖x˜‖ ≥ 1. (5.11)
To find the second positive solution of (1.3), (1.4), we set
f ∗(t, x) =
{
f (t, x), (t, x) ∈ [0,∞)× [0, a],
f (t, a), (t, x) ∈ [0,∞)× [a,∞). (5.12)
Then f ∗(t, x) ≥ 0 for (t, x) ∈ [0,∞)× [0,∞), where a is as in Condition (A8).
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Now, we consider the auxiliary boundary value problem
x′′(t)− k2(t)x(t)+ λm(t)f ∗(x, y) = 0, x ∈ (0,∞), (5.13)
with (1.2). It is easy to check that (5.13) is equivalent to the fixed point equation
x = Fx,
where
Fx(t) := λ
∫ ∞
0
G(t, s)m(s)f ∗(s, x(s))ds.
It is not difficulty to verify that F : P → P is completely continuous and F(P) ⊂ P .
Set
ρ = min{0.9, a} (5.14)
Λ1 = min
{
ρ
M1 + HpM2 ,Λ
}
(5.15)
and fix
λ ∈ (0,Λ1).
ChooseΩ3 = {x ∈ C[0,∞)| ‖x‖ < ρ}. Then for x ∈ K ∩ ∂Ω3, we have that
φθ2 (t)Fx(t) = λφθ2 (t)
∫ ∞
0
G(t, s)m(s)f ∗(s, x(s))ds
≤ λ
∫ ∞
0
φ2(s)G(s, s)m(s)f ∗(s, x(s))ds
≤ λ
∫ ∞
0
φ2(s)G(s, s)m(s)(a(s)+ b(s)|x(s)|p)ds
≤ λ
(
M1 +
∫ ∞
0
φ
1−pθ
2 (s)G(s, s)m(s)b(s)
(
φθ2 (s)|x(s)|
)p)
ds
≤ λ(M1 +M2ρp)
< ρ.
Therefore,
‖Fx‖ ≤ ‖x‖, ∀x ∈ K ∩ ∂Ω3.
From (A8), we have that
lim
x→0+
f ∗(t, x)
x
= +∞
uniformly on [0,∞). This means that there exists a constant r : r < ρ, such that
f ∗(t, x) ≥ ηx, (t, x) ∈ [0,∞)× [0, r], (5.16)
where
ηλδ2h
H
φθ2 (β)
∫ β
α
φ2(s)G(s, s)m(s)ds ≥ 1, (5.17)
where δ is as in Lemma 2.8. Now, for x ∈ P and ‖x‖ = φθ2 (β)r,we have
φθ2 (t)x(t) ≤ ‖x‖ = φθ2 (β)r, t ∈ [α, β],
so x(t) ≤ r, t ∈ [α, β].
Combining (5.4) with (5.16), (5.17) and using Lemma 2.9, it concludes that
φθ2 (β)Fx(β) = λφθ2 (β)
∫ ∞
0
G(β, s)m(s)f ∗(s, x(s))ds
≥ λφθ2 (β)
∫ β
α
δG(s, s)φ2(s)m(s)f ∗(s, x(s))ds
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≥ λφθ2 (β)
∫ β
α
δG(s, s)φ2(s)m(s)ηx(s)ds
≥ λφθ2 (β)
∫ β
α
δG(s, s)φ2(s)m(s)η
h
H
δ‖x‖ds
≥ ηλδ
2h
H
φθ2 (β)‖x‖
∫ β
α
φ2(s)G(s, s)m(s)ds
≥ ‖x‖.
Thus, we may letΩ4 = {x ∈ X |‖x‖ < φθ2 (β)r} so that
‖Fx‖ ≥ ‖x‖, x ∈ K ∩ ∂Ω4.
By the second part of Lemma 1.1, it follows that (5.13), (1.4) has a positive solution x2 satisfying
φθ2 (β)r ≤ ‖x2‖ ≤ ρ.
This together with (5.12) and (5.14) imply that x2 is also a solution of (1.3), (1.4).
From (5.14), (5.11) and (5.15), it follows that (1.3), (1.4) has two distinct positive solutions x1 and x2 for λ ∈ (0,Λ1). 
6. Example
Consider the boundary value problemx′′(t)− (sin t + 3)2x(t)+ λ
1
t
(e−20tx2 − e−8t) = 0, t ∈ I,
x(0) = 0, lim
t→∞ x(t) = 0.
(6.1)
Here f (t, x) = e−20tx2 − e−8t , t ∈ (0,∞), x ≥ 0.m(t) = 1t , k(t) = sin t + 3, t ∈ (0,∞). H = supt∈[0,∞) k(t) = 4, h =
inft∈[0,∞) k(t) = 2, p = 2. LetM = 1, µ = 2,we have
0 ≤ f (t, x)+ φ22(t) ≤ e−20tx2 − e−4t .
So a(t) = e−4t , b(t) = e−20t . Let θ = 2. By calculating, we have M1 < 14 ,M2 < 14 , and we can check that (A7) is satisfied.
According to Theorem 3.1, (6.1) has at least one positive solution for λ ∈ (0,Λ),whereΛ = min
{
1
M1+16M2 , 2
}
.
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