Matching estimators for average treatment effects are widely used in the binary treatment setting, in which missing potential outcomes are imputed as the average of observed outcomes of all matches for each unit. With more than two treatment groups, however, estimation using matching requires additional techniques. In this paper, we propose a nearest-neighbors matching estimator for use with multiple, nominal treatments, and use simulations to show that this method is precise and has coverage levels that are close to nominal. N (0, 1) ,
Introduction 1.Overview
Many applications of statistics in business and economics involve comparison of multiple interventions or treatments. Randomized experiments are the preferred scientific approach to obtaining an unbiased comparison of two or more interventions. Multi-arm randomized experiments have been proposed as an efficient experimental design to identify among multiple active interventions those that are significantly better than a control treatment (Royston et al., 2003; Jaki, 2015) . In other cases, multi-arm randomized experiments are used to identify the optimal active interventions (Dunnett, 1984) .
When the outcome is continuous, a common practice is to conduct a "global test" to compare whether one of the means is different. Only if the global test is rejected, additional analyses to identify specific differences between the treatments are conducted (D'Agostino and Heeren, 1991; Rosner, 2005; Cabral, 2008) . Various estimands were proposed to evaluate differences among multiple treatments in randomized experiments. Common estimands include all possible pairwise differences in means, all differences in means between the treatment arms and the best treatment, all differences in means between active treatments and a control, and all differences in means between the treatment arms and the overall mean (Rao and Swarupchand, 2009 ). In the context of randomized experiments, many statistical procedures were developed to provide interval estimates and hypothesis tests for these estimands (see Rao and Swarupchand (2009) for references). These estimands are important in comparative effectiveness research, because it is not always sufficient to examine a single hypothesis of whether at least one of the treatments is different on average from the other treatments.
When the design and implementation of randomized experiments is untenable because of financial, logistical, or ethical considerations, non-randomized observational studies can be used to compare the effectiveness of different interventions. For example, there is typically a range of heterogeneous programs in active labor market policies that differ with respect to content, selection rules, and target population. Lechner (2002) used a retrospective cohort of unemployed persons in Switzerland to perform pairwise comparisons of five different training programs for changes in the average probabilities of employment. A similar type of pairwise comparisons was employed to study the cost-effectiveness of case management for patients with dementia (Vroomen et al., 2016) , as well as to compare changes in coronary atheroma volume in patients receiving high-intensity therapy, low-intensity statin therapy, and no-statin therapy (Puri et al., 2015) .
Because individuals were not randomized to interventions in observational studies, individuals receiving one intervention may differ from those receiving another with respect to baseline covariates. Matched sampling has been proposed to balance units on pre-intervention characteristics to replicate the balance that would have occurred in randomized experiments. The theoretical basis of matching to remove covariate bias was developed in the 1970s with papers by Cochran and Rubin (1973) and Rubin (1973a,b) , for settings with one covariate and binary exposure. Matching procedures are comprised of three main components: a distance measure between two units, the matching algorithm, and the inference procedure for the matched cohorts. In this paper we will concentrate on inference methods with multiple treatments in observational studies.
Distance measures
When only a single covariate influences the assignment to treatment, it is often easy to identify similar units. This task is more complicated as the number of covariates increases. With multiple covariates and two treatment groups, the propensity score was proposed as a distance measure to identify similar units (Rosenbaum and Rubin, 1983) .
With multiple nominal treatments, the generalized propensity score (Imai and van Dyk, 2004) was proposed as a design tool to reduce the dimension of the covariate space. In contrast to the propensity score, with Z treatments, the generalized propensity score is a vector of Z−1 dimensions, which complicates the task of identifying similar units. Generally, both scores are unknown and are estimated from the observed data (see Stuart (2010) and Lopez and Gutman (2017) for a review of estimation methods). The generalized propensity score can be estimated using multinomial logistic regression.
Other possible distance measures include the Euclidean or Mahalanobis distance on the original covariates or on a function of the known or estimated generalized propensity scores. Once a distance measure is defined, matching algorithms can be used to identify similar units. Lechner (2001 Lechner ( , 2002 estimated the average treatment effects (ATE) for multiple treatments using a series of binary comparisons. For each pair of treatments the method matches on the estimated propensity score and separately estimates the average treatment effect for units receiving either of these two treatments.
Matching algorithms for multiple treatments
Common referent matching is a matching method for three treatments that creates sets with one individual from each treatment group (Rassen et al., 2011) . The treatment group with the smallest sample size (say, group 1) is used as the reference group, and the propensity scores for treatment groups 1 and 2, and 1 and 3 are estimated separately using either logistic or probit regression models. Using 1:1 matching, pairs of units receiving treatments 1 or 2 are matched using the estimated propensity score, and similarly for units receiving treatments 1 or 3. Only units receiving treatment 1 which were matched to a unit receiving treatment 2 and to a unit receiving treatment 3, along with their associated matches constitute the sample used for analyses.
An issue with a series of binary comparisons and common referent matching is that treatment effect estimates only generalize to a subset of the population, rather than to the population of units eligible to receive each treatment available. This may result in non-transitive treatment effects, and prevents researchers from identifying the best treatment (Lopez and Gutman, 2017) .
Vector matching is a greedy algorithm that uses k-means clustering and 1:1 nearest neighbor matching to ensure that units matched on one component of the generalized propensity score vector are well matched on all of the other components (Lopez and Gutman, 2017) . Vector matching relies on matching with replacement and had the lowest covariate bias in matched sets, compared to other bias reduction methods (Lopez and Gutman, 2017) .
One issue with vector matching is its reliance on greedy matching, which may not be the most optimal procedure to reducing covariate bias among all treatments. With binary treatment, algorithms like full matching (Rosenbaum, 1989) , which relies on network flow theory, and mixed integer programming (Zubizarreta, 2012) were proposed to optimally match units such that the difference in the covariates' distributions between the two treatment groups is minimized while retaining most of the units. Optimally matching for multiple treatments, also known as k-dimensional matching, was shown to be a NP-hard problem (Karp, 1972) . The computational complexity of such methods may make them impractical in problems with many units and multiple treatments.
Inference procedures
For binary treatment, the statistical literature include several procedures for point and interval estimates for the ATE with matched units. Generally, point estimates from matched units are obtained using similar procedures that are applied to entire datasets (Stuart, 2010) . Interval estimation has been debated in the literature. Randomization based standard errors have been shown to underestimate the true standard error, resulting in statistically invalid interval estimates (Abadie and Imbens, 2006; Hill and Reiter, 2006; Gutman and Rubin, 2017) . For 1:1 matching with replacement, Hill and Reiter (2006) proposed to use the Hodges-Lehmann aligned rank test when the treatment effect is additive, and when the treatment effect is not additive, they proposed a non-parameteric bootstrap algorithm for standard error estimates. When estimating the ATE, Abadie and Imbens (2008) showed that for matching with replacement the bootstrap method may be invalid in certain situations, and suggested using the formula derived in Abadie and Imbens (2006) for estimating the standard error. For matching without replacement, Austin and Small (2014) proposed a non-parametric bootstrap procedure for estimating the ATE after propensity score matching. Using simulations, they showed that estimates of the standard error using this procedure were close to the empirical standard deviation of the sampling distribution of the estimated effects. For multiple treatments, Rassen et al. (2011) relied on sampling variance estimates that ignore the variability in the matching procedure. As in the binary case, this estimate may underestimate the standard error.
Non-matching estimation methods for binary and multiple treatments include linear regression adjustments, inverse probability weighting, and doubly robust methods McCaffrey et al. (2013) .
For binary treatment, adjusting for covariate imbalances using linear regression adjustment has been found to be generally biased for estimating ATEs, and are only approximately unbiased when the two response surfaces are nearly linear and parallel (Rubin, 1973b) . Rubin (2015, 2017) found that both inverse probability weighting and doubly robust estimation resulted in generally valid procedure for binary treatment, though each of these methods is susceptible to extreme weights which can yield erratic causal estimates. This phenomenon is exacerbated with an increasing number of treatments and covariates that are not normally distributed (Lopez and Gutman, 2017) . McCaffrey et al. (2013) proposed to apply a sandwich estimator in combination with generalized boosted models to estimate the generalized propensity scores to obtain individual point and interval estimates for pairwise ATEs. Yang et al. (2016) proposed matching and subclassification estimates for estimating pairwise average treatment effects with multiple treatments. However, they did not provide an overall global test for the any difference between the outcomes, and they only describe an estimation procedure for the average differences over the entire population.
We extend the work of Imbens (2006, 2011) (2017)). We show that this method is generally valid and produces estimates that are relatively accurate and precise.
Notation for multiple treatments
For Z possible treatment groups, let W i denote the treatment group identification for unit i, where W i ∈ W = {1, . . . , Z} and i = 1, . . . , n < ∞. Let n w be the sample size of treatment group w such that Z w=1 n w = n. We define T iw to be an indicator function that is equal to 1 if W i = w and to 0 otherwise.
the potential outcome for unit i if it was exposed to treatment w. In practice, only the potential outcome corresponding to the intervention that affected unit i is observed. The other potential outcomes cannot be observed because they correspond to treatment assignments that did not occur (Rubin, 1974 (Rubin, , 1978 . Assuming the Stable Unit Treatment Value Assumption (Rubin, 1980) , the observed outcome for unit i can be written as Y obs
. Because we cannot directly observe the causal effect for unit i, we need to rely on multiple units of which some are exposed to each of the other Z − 1 possible treatments. For drawing causal inference there are variables that are unaffected by W i : covariates
With Z treatments, possible estimands of interest are the pairwise population average treatment effects between treatments j and k, τ jk = E (Y (j) − Y (k)), for (j, k) ∈ W 2 and j = k (Lopez and Gutman, 2017) . A possible extension of τ jk would be to contrast treatments among a subset of units in the population receiving baseline treatment t ∈ W and obtain the population average treatment effect on the treated (McCaffrey et al., 2013) 
The estimands τ jk and τ t jk can be approximated using the sample average treatment effects:
Because only one of Y i (w), w ∈ W is observed, matching procedures were proposed to impute the unobserved potential outcomes. For the remainder of the article, we will focus on estimating τ t jk . In the Supplementary Material we present the corresponding results for τ jk .
We assume the following convenient regularity condition:
Assumption 1 : X i is a random vector of continuous covariates distributed on R P with compact and convex support X, with density bounded away from zero on its support.
Although Assumption 1 requires that all of the variables in X have a continuous distribution, discrete covariates with a finite number of support points can be accommodated by estimation of the treatment effects within subsamples defined by the values of these variables.
A crucial piece of information that is needed for causal effect estimation is the assignment mechanism, or in other words, the probability for each unit to receive one of the Z treatments,
Assumption 2 : Strong unconfoundedness and overlap (Lopez and Gutman, 2017) 
where φ is a vector of parameters controlling the distribution and which is notationally suppressed in r(t, X).
ii. r(t, X) < 1 − η for all w ∈ W and some 0 < η < 1.
Under strong unconfoundedness, comparing individuals with similar R(X) = (r(1, X), . . . , r(Z, X)) results in well-defined causal effects (Imai and van Dyk, 2004) .
Because treatment groups may be sampled separately and their sample sizes may not be proportional to their sizes in the population, we assume that sampling is random conditional on W i .
We also assume that each n w , w = t, is at least the same order of magnitude as n t . Formally:
We also assume regularity conditions on the conditional moments of Y (w) | X, W :
3 The matching estimator
Point estimates
Our derivations will focus on matching with replacement, such that each unit can be used as a match more than once. Let M w i denote the set of indices for the "closest" m units to unit i that were exposed to treatment w = W i , and n w ≥ m for all w. Any of the distance measures described in 1.2 can be used to identify the closest units.
The matching estimator imputes the missing potential outcomes as the average of the m ob-
Let ψ iw = W j =w I{i ∈ M W i j } be the number of times that unit i serves as a match to other units in treatment group w, with ψ iW i = 0, and I is an indicator function. The point estimate for
We define τ t = {τ t jk : j ∈ W, k ∈ W, j < k} and its point estimateτ t M = {τ t jk : j ∈ W, k ∈ W, j < k}. The point estimate for τ jk can be obtained by summing theτ t jk s of all reference groups t, weighted by their respective shares in the sample (see Supplementary Material) .
The expectations of the potential outcomes are estimated by the sample averages,
We can decompose the biasỸ t (w) − µ t w into the following three parts (Abadie and Imbens, 2006) :
The terms µ w (X) − µ t w and E t w each have zero mean, and are asymptotically normal (see Section 3.5).
If the number of continuous covariates P ≥ 1, then the conditional bias term B t w is in general not n 1/2 consistent. Though if the parameter of interest is τ t jk , the bias can be ignored if each n w , w = t, is of sufficient order of magnitude (Abadie and Imbens, 2006) .
Bias-corrected point estimates
To reduce the bias in point estimation that is a consequence of matching on a large number of covariates or when treatment t is over-sampled relative to treatment w = t, we propose a regression imputation method. Letμ w (x) be a consistent estimator of µ w (x). The bias-corrected matching
in each of the Z treatment groups, estimated using multiple linear regression including all pretreatment covariates and possible secondorder interactions. These estimators were shown to be robust to the misspecification of the regression function and are n 1/2 consistent, when using a nonparametric series estimator for µ w (x) (Abadie and Imbens, 2011) . Letτ bc,t M beτ t M withŶ i (w) replaced byŶ bc i (w), and let
The bias corrected matching estimator for τ t jk isτ bc,t jk =τ t jk − (B t k −B t j ). Based on Theorem 2' in Abadie and Imbens (2011) ,τ bc,t M has the same asymptotic variance asτ t M .
Sampling variance
In order to calculate the marginal sampling variance ofτ t M , it is useful to decompose it into a linear combination of the vectorỸ t = (Ỹ t (1), . . . ,Ỹ t (Z)), such that
Lemma 1. If Assumption 3 holds, thenỸ t (w) andỸ t (w ′ ) are independent for all w = w ′ .
(Proof: see Supplementary Material.)
Based on Lemma 1, Cov(Ỹ t (w),Ỹ t (w ′ )) = 0 for w = w ′ , thus for j = k = l:
Using the law of total variance, the marginal variance ofỸ t (w) can be expressed as
Using Equations 1-2, and the derivations given in Abadie and Imbens (2006) , pages 250-251,
is an estimate of the conditional outcome variance, σ 2 W i (X i ). Abadie and Imbens (2006) showed that, with binary treatment, V ar(τ 1 12 ) is consistent. The following theorem shows that the estimated marginal covariance betweenτ t jk andτ t jl is consistent for V ar(Ỹ t (j)).
If Assumptions 1-4 hold, then V ar(Ỹ t (j)) is consistent for V ar(Ỹ t (j)).
Because Cov(τ t jk ,τ t jl ) is consistent for V ar(Ỹ t (j)), it follows that we can consistently estimate Cov(Ỹ t ). Therefore, we can consistently estimate V ar(τ t M ) using a matrix consisting of marginal variances of theỸ t (j)s.
Estimating σ 2 w (X)
For binary treatment, Abadie and Imbens (2006) developed a procedure that estimates σ 2 w (X) by matching unit i in treatment group w to the closest unit(s) in treatment group w, in terms of the propensity score. We extend this procedure by finding units with similar R(X).
Let L w i be the set of matches for unit i from its own treatment group w, excluding unit i itself. A possible distance measure to define closeness of units is the Euclidean distance ofR(X):
. . , n w and i = i ′ . We estimate R(X) using multinomial logistic regression.
where ℓ w j (i) is the index of the jth closest match to unit i from treatment group w. If the covariate values for unit i are equal to the covariate values of all units in L w i , thenσ 2 w (X i ) is an unbiased estimate of σ 2 w (X i ). However, it is not a consistent estimate for σ 2 w (X i ), though appropriately weighted averages of theσ 2 w (X i ) over the sample are consistent for V ar(Ỹ (w) | X, W ) and n t V ar(Ỹ t (w) | W, X) (Abadie and Imbens, 2006) .
Generally, the covariate values differ between units. Imbens and Rubin (2015) proposed a bias corrected version ofσ 2 w (X i ) for binary treatment settings. The procedure relies on the regression model E(Y obs i | X i , W i = w) = X i β w for each treatment group, andσ 2 w (X i ) is estimated by the variance of the residuals obtained from these regression models for unit i and its J closest matches.
A similar method can be implemented for multiple treatments, by estimating separate regression models in each of the Z treatment groups.
Asymptotic normality
We state the formal result for asymptotic normality of theỸ t (w)s after subtracting the conditional bias term.
and a 100(1 − α)% confidence region is the region such that P z 2 ≤ χ 2 p = 1 − α.
Simulations

Evaluating coverage of matching estimator by simulation
We examined the operating characteristics of the different procedures in finite samples, using simulations. Although the derivations in Section 3 are not limited to a specific matching algorithm, we examined their performance using the vector matching algorithm (Lopez and Gutman, 2017) . The simulations were conducted using the Matching package (Sekhon, 2011 ) in R Studio (R Studio Team, 2015 .
The performance of the different matching estimators were compared using a complete factorial design. The simulation configurations comprise two types of factors. The first set of factors describes the covariate distributions and sample sizes, which are either known to the investigator, or can be easily estimated without examining outcome data. The second set of factors involve the response surfaces which are unknown to the investigator and cannot be estimated in the design stage. The covariates' values of the n 1 , n 2 = γn 1 , and n 3 = γ 2 n 1 units receiving treatments 1, 2, and 3, respectively, are generated from multivariate normal or multivariate t 7 distributions:
where f ∈ {N, t 7 }, and ((b, 0, 0) , . . . , (b, 0, 0)) T , µ 2 = ((0, b, 0) , . . . , (0, b, 0)) T , µ 3 = ((0, 0, b) , . . . , (0, 0, b)) T .
The covariance matrices Σ 1 , Σ 2 , and Σ 3 have respective diagonal entries of 1, σ 2 2 , and σ 2 3 , and λ elsewhere.
For each configuration of the design factors, we generate the potential outcomes as Y i (w) = g(X i ) T β w + ǫ w,i , where g(X) ∈ {X, exp(X)} is applied to each component of X i independently, β w ∼ Uniform(−θ, θ), and ǫ w,i ∼ N (0, 1) for i = 1, . . . , n. We used m = 1 when matching, and J = 1 when estimating the conditional outcome variance.
The distributions of X and Y (w) are varied by ten factors, resulting in a 2 6 × 3 3 × 5 factorial design (see Supplementary Material) . For each configuration, 100 replications were produced. We evaluate the performance of the basic (Section 3.1) and bias-corrected (Section 3.2) point estimates,
and their combination with the newly proposed standard error (Section 3.3) and with randomization based standard error (Austin, 2009 ). We denote these as B-N, BC-N, B-R, and BC-R, where B stands for the basic point estimate, BC stands for the bias-corrected point estimate, and N and R stand for the newly proposed and the randomization based standard errors, respectively. We also evaluate the performance of inverse probability weighting (IPW) and doubly robust estimation (DR) (McCaffrey et al., 2013) , that estimate each τ 1 jk separately. For each replication, we calculated the estimated treatment effects, the estimated sampling covariance matrices, the corresponding 95% confidence regions and 95% Bonferroni-adjusted pairwise confidence intervals Dunn (1961) , and determined whether these regions and intervals covered the treatment effects. Table 1 displays the median and interquartile range of the coverages, with confidence regions as well as using Bonferroni-corrected pairwise intervals. The basic and bias-corrected matching estimators with the proposed standard error estimates have the highest coverages, with at least 87% of the configurations with over 90% coverage, and median coverages that are higher than nominal. The basic and bias-corrected matching estimators with randomization based standard error estimates yielded 29% and 51% of all configurations with over 90% coverage, respectively.
Results for 95% region and interval coverages
Except for B-R, IPW, and DR, all methods have median interval coverage similar to their To identify the factors with the largest influence on the coverage for each of the methods, we order them by their mean squared error for coverage rate (as in Rubin (1979) and Cangul et al. (2009) ). The number of covariates (P ), the ratio of units receiving W = 2 to those receiving W = 1 (γ), the initial covariate bias (b), and their interactions explain 61%, 58%, 83%, and 70% We further detail the effects of the principal determinants of coverage by averaging over the other factors. Table 2 shows the median region coverage for the newly proposed methods based on b, P , and γ. In settings with γ = 1 and P = 3, B-N and BC-N have median coverages that are at or above nominal across all levels of b. In settings with γ = 1 and P = 6, B-N and BC-N have median coverages that are at or above nominal for b ≤ 0.5, and lower than nominal when b > 0.5. The latter configurations are hard cases for matching estimators (Rubin, 1979) . Both point estimates with randomization based sampling variance have close to nominal coverage only when the covariate distributions are similar across treatment groups (b = 0.00), which is practically a randomized experiment. Median coverages are higher than nominal for B-N and BC-N when γ = 2.
Median coverages when using IPW or DR were lower than nominal for γ = 1 and b ≥ 0.50 (data not shown). Table 3 shows the median region coverage for the newly proposed, IPW, and DR methods based 
Results for biases and interval widths
The first part of The second part of Table 4 depicts the median interval width using the newly proposed and the randomization based sampling variances, and IPW and DR, across levels of b. We used Bonferroni correction to obtain the three 95% pairwise confidence intervals for each configuration, and we examined the median of the average of the three interval widths for all configurations across the levels of b. The median interval widths are overall larger for the newly proposed standard errors than for the randomization based standard errors. However, the randomization based standard errors generally result in invalid statistical procedures. For IPW and DR, the median and IQR interval widths are smaller for b ≤ 0.50, and increase sharply for larger b.
We calculated the average of the ratios of the randomization based and newly proposed standard errors ofτ 1 12 ,τ 1 13 , andτ 1 23 , to their empirical standard errors for each configuration, and did the same for the IPW and DR standard errors. The medians of the ratios for the newly proposed, IPW, and DR standard errors are close to 1 for all levels of b, implying that the these standard error estimates provide good approximations to the empirical ones. In contrast, the medians of these ratios for the randomization based standard errors are smaller than 1, implying that they underestimate the standard errors.
Density plots of coverage and median absolute bias are given in the Supplementary Material for B-N and BC-N, across levels of b and n 1 . For each method, median absolute bias increases and coverage decreases with increasing b, though no discernible differences in trends were found between different levels of n 1 .
Discussion
This paper proposes point and interval matching estimators for the average treatment effects and the average treatment effects on the treated with multiple nominal treatments. This method is an extension of the point and interval estimates developed by Imbens (2006, 2011) for binary treatment. Using simulations, we demonstrate that the basic and bias-corrected point estimates, in combination with the newly proposed sampling variance estimate, result in statistically valid methods, while a combination of these point estimates with randomization based sampling variance are generally invalid. The IPW and DR point estimates result in statistically valid methods for small b and normally distributed covariates, but are generally invalid for large b and non-normally distributed covariates. In addition, the newly proposed sampling variance estimates approximate the empirical sampling variance well.
The simulation study used m = 1 and J = 1 for all configurations. An area for future work would be to identify m and J with optimal operating characteristics. Another possible extension is to develop the point and interval estimation to binary and count outcomes.
In conclusion, we propose inference methods for matching procedures to test the global null hypothesis of no difference between treatments, as well as estimate pairwise treatment effects with multiple treatments that are generally valid, accurate, and precise. These inference methods can be easily adjusted to estimate average differences from a control and the overall mean.
