, is concentrated on the set of times and places at which intersections occur. We give a Tanaka-like semimartingale decomposition of L (Y l , Y 2 ). We also extend these results to a certain class of coupled measurevalued processes. This extension will be important in a forthcoming paper where we use the tools developed here to construct coupled pairs of measure-valued diffusions with point interactions. In the course of our proofs we obtain smoothness results for the random measures Y i t that are uniform in t. These theorems use a nonstandard description of Y 1 and are of independent interest.
1.
Introduction. There has been considerable recent interest in measure-valued critical branching Markov processes or superprocesses (see for example Dawson-IscoePerkins (1989) , Dynkin (1991) Fitzsimmons (1988) and Le Gall (1989) to name only a few references). These processes arise as limits of systems of particles undergoing random migration (which in this paper we will take to be Brownian motion in R d ) and random critical branching. The independence of the individual particles makes these models mathematically tractable. At the same time from the point of view of potential applications it is desirable to introduce interactions between colliding particles. In this paper we show collisions between two potentially interacting populations occur typically if d < 5 and not if d > 5 and in the former case construct random measures (collision local times) which measure the number and locations of the collisions. The properties of this local time derived in this work will be used in subsequent work to construct, and in some cases characterize, models in which pointwise interactions occur. altering the definition because of the uniform continuity of <p on compacts. We remark that in other studies of local time like objects for measure-valued processes (for example, Adler-Lewin (1990) ), the local time is constructed as an L 2 limit rather than a limit in probability. We could also construct the collision local time as an L 2 limit under suitable hypotheses, but these hypotheses would be too restrictive for the future work mentioned above. For X 1 and X 2 as above, the graph of X 1 is the random space-time set
GÇC) = {(*,*) : t > 0,JC G SQC t )} € #((0,oo) x R d ),
where S(v ) denotes the closed support of the measure v. The closed graph of X 1 is
GÇC) = U*>ocl(([£,oo) x R^)H G(X ( )).
Note that G(X) is the closure of GQC) in (0, oo) x R d . If L t (X l ,X 2 ) exists let L(X (see Fitzsimmons (1988, Proposition 2. 3) or Pazy (1983) ). Let ([0,oo) 
M LF = M LF

A process y on (£1, f, ft, P ) is a solution of (M sjm # ) if it is a continuous, adapted M F (R d )-valued process satisfying (M s/njfJl ).
THEOREM 1.1. (a)
There is a solution of (M s , m^ ) and the law, Q 5>m>Ai , of any solution of (M s/n^) (on C([0, oo) Dawson-Perkins (1990, Definition 2.1.0 
REMARKS. 1. An IBSMP is an inhomogeneous strong Markov process with a Borel semigroup Q%J(m) = Q s/n^{ f(Y t )) (see
)). It is easy to show that Q% t extends to an inhomogeneous strongly continuous (in t > s) semigroup on Q (M F (R ^)) where R
d is the one-point compactification of R d . The same results hold when A is the generator of a Feller process on a locally compact second countable space. 2. When \i = 0 we of course get super-Brownian motion. This is a homogeneous Markov process and we let Q m = Qo,m,o (see Ethier-Kurtz (1986, Ch. 9) ). For general \x the existence of a unique Markov process satisfying (b) is a special case of Dynkin (1990a, Theorem 1.1) . It is easy to prove (a) using the martingale techniques of RoellyCoppoletta (1986) and Fitzsimmons (1988 Fitzsimmons ( , 1989 . The strong Markov property in (c) then follows as usual and the measurability required in (d) is clear from (b) . We leave the details as an exercise. We will also need a bivariate version of Theorem 1.1. The proof is the same as the one omitted above and carries over to the general Feller setting without change. THEOREM 1.2. Assume Y is a solution of(M s^tfi i) (i = 1,2) on some (ft, f, J'" P ). Assume also that (Z l ((p\) do not intersect for all t > 0 and hence if the collision local time exists it must be zero. In Section 5 we will show (Proposition 5.11) these supports do intersect at some t > 0 with positive probability if d < 5 by proving the existence of a non-trivial collision local time. To establish the non-existence of collisions in the critical case when d -6, we introduce (in Section 3) the random measure (
(Fa super-Brownian motion) and show it is comparable to the restricted Hausdorff measure of Taylor and Watson (1985) on the graph of Y (Theorem 3.1). The arguments here are similar to those used by Dawson-Iscoe-Perkins (1989 ) (hereafter abbreviated DIP (1989 ) to analyze the "range" of Y. Routine extensions of these arguments give the nonexistence of higher-order collisions in the critical cases (see Remarks 3.7). Recently Dynkin (1990b) has completely characterized those sets which intersect with G(Y) with positive probability (his results also apply to a -stable branching mechanisms). These precise results, in conjunction with an elementary estimate such as Proposition 3.3, would also establish the above results on existence and non-existence of collisions, and would do so in greater generality. The results on the Taylor-Watson restricted Hausdorff measure are of independent interest and constitute a useful probabilistic tool especially when used in conjunction with Dynkin's results, just as the Taylor-Watson results complement the classical parabolic capacity results for Brownian motion.
In Section 4 (see Theorem 4.7) upper bounds are obtained for sup x Y t (B(x, r)) as r [ 0 (Y super-Brownian motion). (Here B(x, r) denotes the open ball and B(y, r) will denote the closed ball.) These results are used in Section 5 but the reason for deriving a very precise asymptotic bound for small t is its use in future work where it will be used to explicitly describe the unique law of a pair of interacting populations.
Section 5 contains the main result of this paper, a (X\X 2 ) is uniform in (X l ,X 2 ) G 9vt (and t) (Theorem 5.10 ). This will allow us to easily prove existence theorems for pointwise interacting superprocesses in a forthcoming work. More specifically, in this forthcoming work we will prove existence and uniqueness theorems for M m \ m i when A\ -L t (X l ,X 2 ) for i = 1,2. For now, however, the reader should treat fy[ m \ m 2 as a working hypothesis that could potentially include other types of interaction. The case A 1 = A 2 -0 (independent super-Brownian motions), which will be a setting for a good part of this work, shows that we are not working in a vacuum.
Our results in Section 5 were motivated by a Tanaka formula for the ordinary local time of the super a-stable process (d < 2a) in Adler-Lewin (1989) . In Section 6 we show how the bounds of Section 4 lead to a simple proof of a slightly more general formula in the Brownian setting.
Section 7 contains a technical estimate needed to control the martingale terms in the Tanaka formula of Section 5.
The system of approximating branching Brownian motions is introduced in Section 2 along with an associated nonstandard model. These are used in Sections 3 and 4. Those unfamiliar with nonstandard analysis should be able to still follow these arguments using the appropriate weak convergence techniques. The historical process (Dawson-Perkins (1990) , Dynkin (1990a ), Le Gall (1989 ) would give another approach here but the nonstandard setting allows us to refer more easily to parallel arguments in DIP (1989) .
The process Z t arising in (M s/n ,n) is an orthogonal martingale measure. As in Walsh (1986, Ch. 2) we can extend the stochastic integral [(p(s, w,x) 2 X s (dx)ds\ < oo for all t > 0.
The resulting stochastic integral (still denoted Z t (ip)) is a continuous L 2 -martingale satisfying (Z(<p)) t = £x s (rf)ds.
The same extension holds for processes Z\ in (M m \ m i). These extensions will be used without further comment. c\, C2 ... will denote positive constants arising in the course of an argument. Positive constants introduced in Section i which arise in subsequent arguments are denoted c L \, c/,2, -2. Branching particle systems and the nonstandard model. We will introduce a system of branching Brownian motions which converge weakly to a super-Brownian motion Y. Section 2 of Perkins (1988) contains some additional properties of the labelling scheme we now introduce. Once N& hits A it stays there. Hence {N& : f3 G /} describes a system of particles which follow independent Brownian motions on each [// /x, (j + 1)/ /x) and independently die or split into two with equal probability at each time (/ +1)/ /x.
Write (3 <w if /3 G / satisfies | /31 / /x < f < ( | /31 +1 )/ /x and define a measure-valued process by iV} Taylor and Watson (1985) -see also the earlier work of Hawkes (1978) . Let C(JC, r) (C R d ) denote the closed cube of side-length r and lower left-hand corner JC, and let
is non-decreasing near 0 and/(0+) = 0, let
cf is a measure on #([0, oo) xR rf ) and iff varies regularly at 0 (as will be the case for the only/ we will consider) cf is a constant multiple of the restricted Hausdorff measure P -f -m introduced by Taylor and Watson (1985) . Let us set/(r) = r 4 log log(l/ r).
THEOREM 3.1. Ifd > 5 there are constants 0 < C3.1 < C3. 2 < 00 such that for any
This result will be proved by making minor changes in the proof of Theorem 14 of DIP (1989) which gives a similar connection between JQ Y S ds and the ordinary Hausdorff /-measure of the range of Y (both are measures onR J ). We will need some notation and terminology from DIP (1989).
NOTATION. a n = 2~nl
/(r, e) = {7G/:7^^-e there is a (3 ~ t such that /3 | [[i(t -c)] = 7 and
iVf ^ A}, 0 < e < t ([x] is the integer part of x).
PROOF. Let C -[tj + b n ] x C\ G A/ B and assume C is bad. Assume in addition that lb n < L~l and 2fc n < <S(w, 3). Since V(*Q > 0 we may choose (3 ~ / such that
Since \t-b n -/\ < 2b n < 6 (w, 3) we have I #?-*" ~ ^ I < 3A(2ft") < 6a k whenever k < 2 n+l -n, and therefore
As C is bad this latter inclusion means that
We have shown that if lb n < L~l then w.p.l. C bad and 2b n < 6 (w, 3) implies there is a 7 G I(t, k n ) satisfying (3.2) and (3.3), which in turn implies the conclusion of Lemma 5.1 of DIP (1989) . Now argue just as in the derivation of Proposition 5.6 of DIP (1989) to complete the proof. The only difference is that since t is fixed there is no need to sum over the time grid
Since £" e"(L) < oo, the above together with (2.1) allows us to conclude there is an
where C\ is a closed cube of side-length
where Jd = k-10 or k -11 whichever is even (hence Jd G [2 n -ll,2 n+1 -n-10]), and
A?' L be the set of cubes obtained by choosing one such C for each C in A?' L . Note that
As in the proof of Lemma 3 of Taylor and Watson (1985) there is a A? n L C Aj' L such that (3.6) \JC=\JCD \J C and (3.7) no point in (0, oo) x R J is covered by more than 2 d+l cubes in { C 0 : Ce A* J (the latter property is the reason we chose Jd even and must sometimes work with the semi-closed cubes Co).
we have (writing G and G for G(F) and G(Y), respectively)
where U ' means the union is taken over those C which intersect A (note that if
where we have used the compactness of A in the last. In light of (3.8), this shows
for all compact A (let L -• oo) and hence all Borel sets A C (0, oo) x R d by the inner regularity of the finite measures cf(-D G) and V().
Consider now the upper bound on V. By Theorem 1.4 of DIP (1989) we may fix w outside a null set such that 
For a fixed MEN this gives the required upper bound first for A in the field of subsets of (Af
s. a finite measure by (3.9)). Let M -• oo to complete the proof.
• In DIP (1989, Theorem 3.1(a)) it was shown that for d > 3
In fact exact asymptotics for the left-hand side as e j 0 were found. We now use the same techniques to prove a slightly stronger result. and, if T r = inf{ t : \B t \ < r}, then u°°(x) < ciP*(r 3/2 < 1) for all |JC| > 2
.
From Theorem 1.1 (with \i = 0) we see that for t > At 
). Theorem 3.1(b) of DIP (1989) shows this bound is best possible up to the value of C3.8.
The following elementary corollary is also a consequence of the more precise results of Dynkin (1990b) and the general results of Taylor-Watson (1985) .
Write q a (A) for q*(A) when g(r) = r". 
6^ log log \j r (d > 3). As above one can then show that for d > 4, if F (/ = 1,2,3) are independent super-Brownian motions then n^SCYJ) = 0 for all t > 0 a.s. Similarly there are no quintuple collisions in three or more dimensions.
(2) The non-existence of collisions between independent super-Brownian motions for d > 7 is a simple consequence of Proposition 3.3 alone. Theorem 3.1 was needed to treat the critical six-dimensional case. Estimates on Y t [B{x, r)) for a typical x in S(Y t ) were obtained in Perkins (1988) to find an exact Hausdorff measure function associated with Y t but additional work seems necessary to get uniform bounds. We continue to work with the nonstandard model A^} (/x = 2 7? G*N-N) introduced in Section 2. This richer nonstandard model allows us to define the following processes, originally introduced in Perkins (1990, Sec. 4 
Hence N r,B is an internal *M F (R d )-valued process which at time t records the contribution to N t+ r from descendants of particles which were in *B at time r.
NOTATION. {Sl t : t e *[0, oo)} is the internal filtration on (*Q, *J%) defined by
(here *a(X) is the internal * -a-algebra generated by the internal X). Let f° -a(Si t ) for t G [0, oo) and let <J t = T t V { Q m -null sets}. 
) and all Borel B such that dB is Lebesgue -and m-null.
(See (4.7) and (4.8) of Perkins (1990) where this is shown if B is a ball. The same proof works for B as above.)
, and let We may, and shall, increase C4.1 slightly so that m(dB) = 0 for all B in U n $ n . In what follows we will always assume n is large enough to ensure r n < \. For each such n and each j G Z+ we construct a class C n (/) of subsets of R^ with the following properties: 
PROOF. Fix w outside a Q m -null set such that Y = st(N) and F" c = jf(N"' c ) for all non-negative rational u and C G U/^CO')-Assume 2~n < £ (H>, 3) . Let x G R J and choose y G 2~nZ J such that \x~y\ < y/d2~n < y/dh{2~n). Fix; G Z+. Then
(the latter inclusion by (4.2) ). If t G \fîr n , (/ + 1)2-"), f3 ~ f and A/f ^ A, then | AffAf 2 -1 < 3/i(2-n ) (recall « (w, 3) > 2~n) and hence
The result follows.
•
JO y
The next result is readily obtained by taking limits in Proposition 2.6(c) of Perkins (1988 PROOF. The transition density of y is given on p. 100 of Knight (1981) . This readily gives P£'(exp0y(O) = exp{ 20/(2-0O -1 } for0 < 2/1. The result now follows from the weak l) inequality by the usual application of Markov's inequality (the optimal 0 is r'(2-2(y/A) 1 /2 ) .
We now combine the three previous estimates to derive the required bound on F 2 " c . Recall r n = c 4A h(2~n). PROOF. Use (4.1 ) to bound the required probability by 
PROOF, (a) By the Markov property it suffices to show D(mP t , r) < D(m, r). If y G Il rf then mP t (B(y,r))
= jj\(\ z -y \ < r)p t (z -x)dm(x)dz = // 1 (| w + JC -y\ < r)dm(x)p t (w)dw < D(m, r) / p t (w) dw = D(m, r).
PROOF. Let
where ci > 8 will be chosen below. Let
Then (2.1) and Lemmas 4.1 and 4.5 imply that for r n < \,
where c 2 depends only on J. Now fix c\ large enough so that the last expression is summable (note that T n < 2 nC3 ). By Borel-Cantelli we have Q m -a.s. for large enough
and therefore by Lemma 4.6(b) (with mPp-n in place of m in that result)
Take n larger still (if necessary) so that T n exceeds the lifetime of Y to get (4.11) for all 0 < t < 00. The required result follows by a standard argument which allows us to replace h(2~n) by a sufficiently small continuous parameter r at the cost of increasing C3 The result is now clear from Theorem 4.7.
• In the next section we will also need a uniform (in 0 upper bound on
jJH\y\-yi\ <r)dY)dY]
as r I 0 when Y l and Y 2 are independent super-Brownian motions starting at m 1 and m 2 , respectively. This in turn requires an elementary covering argument implicit in Perkins (1988) and DIP (1989) . This argument (Proposition 4.10) is of independent interest since it gives an elementary proof of the fact that dimS(y,) < 2 for all t > 0 a.s. (the reader is invited to derive this from the proof of Proposition 4.10).
NOTATION. If 0 < e < t, let Z(r, e) denote the cardinality of I(t, e) (the latter was introduced just prior to Lemma 3.3).
LEMMA 4.9. Conditional on ^F r _ e , Z(t, e) is a Poisson random variable with mean 2F,-e(l)e-1 . 
PROOF. The internal conditional distribution of Z(t, e) given A t -e (or equivalently
wfor n sufficiently large {n > N(w))for any j G N S(Y j2 -n) is contained in a union of2 n+2 (Y*(l) V 1) balls of radius 3h(2~n).
PROOF. The previous lemma and an elementary calculation shows that
(bound the conditional distribution of Z(j2~n, 2~n) by a Poisson distribution with mean 2 n+1 (F(/-I)2-«(1) V l) and apply an elementary large deviations estimate). Therefore Q m ( max^ZO^^-") > 2 rt+2 (r(l) V l)) < 2 2n exp{-2 n+1 (21og2 -1)} is summable over n. By Borel-Cantelli we can fix w outside a Q m null set such that there is on N\(w) so that jjl{\yi-n\ <h{2- 
P<j2-»<2»
= N 2 (w).
Returning to (4.15) we see that for a.a. w there is an N 3 (w) G N such that for n > N 3 (w)
n,\^ld (4.14) is a trivial consequence of the above. Here A'(vv') is the random measure on [0, oo) x R d defined by
(w')(B).
Let 7T : ft -* ft' denote the projection mapping and denote points in ft by w = (w', f
, Y 2 ).
Let yj(w) = X t {w') + Y\ > XJ(w'). Roughly speaking, when an individual of population X 1 is killed by A 1 we think of the particle living on in an afterlife and use Y 1 to record the subsequent evolution of the descendents of these dead particles. There is no further interaction between these deceased particles and the two living populations and hence, conditioned on w', T, i = 1,2, should be independent. on (ft', <?, J'"P') and (X,A) o i on (ft, F, jF r , P ) have the same law and, more significantly have the same adapted distribution in the sense of Hoover-Keisler (1984) . This means that all random variables obtained from (X, A), respectively (X, A) o 7r, by the operations of composition with bounded continuous functions and taking conditional expectation with respect to (^F'), respectively (^F,) ) o 7T, then (M mKm i) holds on (ft, J, ^,P) (this is established in the previous proof). Therefore in studying properties of (X, A) we may as well work with (X, A) o TX on (ft, ^F, J' t , P ) and hence we may, and shall, assume there are in- Let A and R a denote the generator and a -resolvent of 2 J-dimensional Brownian motion, respectively. It will be understood that a > 0 if d < 2.
PROOF. If ip(x\,x 2 ) is a linear combination of functions of the form (p\(x\)(p 2 (x 2 ) where ipt G (D(A) (call this class of <p's L) this is immediate from (M m \ m i)
and Ito's lemma. A theorem of S. Watanabe (see Ethier-Kurtz (1986, p. 17) ) implies L is a core for A and the result follows for all ip in (D(R) by taking limits.
• To obtain a Tanaka formula for collision local time we want to set <t>(x\, 
We now show that each term in (r e ) converges as e j 0.
Use | (dp u / du)(z)\ < p u (z)(2u)~l(d+ \ z\ 2 / u) and an elementary calculation to obtain the inequality in (a) for d > 2. If d = 1 the above bound on | dp u / du\ implies | (dp u / du) ( In order to control the martingale term on the right-hand side of (T e ) as e [ 0 we need the following estimate which is proved in Section 7. (dx 2 )ds is a continuous process with integrate total variation over compact intervals. The convergence established above now gives the same conclusion with e = 0. 3 > 0,r\(uj,(3) Taking <5o i 0 we see that the left side of the above is zero and hence by (5.27) the same is true forf(6 ). Returning to (5.28), we have proved (for d = 2 or 3)
Recall that
lim^jo r](a,e,6) = 0, and lim^jo P(ro < <$) -0 (Theorem 4.7). It is therefore clear that by first choosing 6 and then e sufficiently small we can make the mean value of (5.30) uniformly small over all (X l ,X 2 ) in fW. This gives the required result for d = 2 or 3. (1989) Set ip = i/j n in (T) and let n -• 00. The martingale term will converge uniformly in t < T in L 2 to the same expression with 0 in place of i/j n (by Lemma 5.4). Each of the remaining terms in (T) except possibly the very last will converge for all t > 0 a.s. by Dominated Convergence to the corresponding term with t/> in place of ip n . Therefore for an appropriate subsequence we have
)(/0 ) for all t > 0 a.s.
As this is trivial for L, it follows from (5.38) that
). Therefore (5.36) implies (5.34) and shows L t (X\X 2 ) is the collision local time of (X 1 , X 2 ). This also gives the a.s.
, and shows that (f) implies (T). The required properties of the other processes in (T) (continuity, martingale property and integrable variation over compacts) are immediate from Lemmas 5.6, 5.7 and Corollary 5.5.
• THEOREM 5.10. Assume d < 3 and (2) Theorem 5.10 is false for d = 4 or 5. As was mentioned in the Introduction it will be used in a future work to construct pairs of super-processes which may interact when particles collide. We will show there that these interacting processes can only exist if d < 3 and the failure of Theorem 5.10 for d > 3 will then follow. 6. A Tanaka Formula for a Class of Measure-Valued Processes. Let us briefly show how the methods of the previous section also apply to the Tanaka formula of AdlerLewin (1989) for super-Brownian motion in three or fewer dimensions (see Tribe (1989) for an interesting treatment of the one-dimensional case). The estimates required are considerably simpler than those in Section 5.
Assume -martingale and the other terms on the right-hand side of (6.3) have integrable variation on compacts.
REMARK. Assume A -0 and m has a bounded density with respect to Lebesgue measure. Theorem 6.1 is then due to Adler-Lewin (1989) (see Tribe (1989) As in Theorem 5.9 we will obtain (6.2) and (6.3) by letting e j 0 in (6.4) and showing that each term in (6.4), except for the last, converges uniformly in t < T in L 1 to the corresponding term in (6.3). As the argument required for each term is similar to but much simpler than the argument used to handle the corresponding term in Theorem 5.9 we only give the details forX r (g a , e ), i.e., we will show (the last by the arguments used to handle the second and fourth terms on the right side of (6.3)-the martingale term is now much easier to handle than in Theorem 5.9). (6.6) and (6.7) imply that sup f l(\x\ < 6)g a (x)Y t (dx)^0 for all 0 < (3 < T < 00.
To handle the supremum over t G [0, (3 ] we use (6.7) and argue exactly as in the proof of Lemma 5.6(b) . This completes the proof of (6.5) and hence (6.2) and (6.3). The remaining properties of the processes in (6.3) are clear from the uniform (in t < T) l) convergence of each of the terms in (6.4). The result now follows from (7.3) and (7.6) if d > 3 (it suffices to consider a = 0) and (7.4) and (7.7) ifd< 2.
