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Nesta dissertação desenvolvem-se modelos da forma EμM   de grau k para matrizes 
estocásticas simétricas, sendo μ  a matriz média e E  uma matriz estocástica simétrica, 
com matriz média nula. Os modelos são desenvolvidos a partir da análise espectral das 
respetivas matrizes médias μ . O ajustamento e validação do modelo requerem a 
utilização do vector kiiii ,...,1,
~
 γβ , como estimador do vetor de estrutura 
kiiii ,...,1,  αβ  de M , com k ,...,1 os valores próprios não nulos e kαα ,...,1  os 
respetivos vetores próprios. A informação contida na matriz M  pode ser condensada no 
par ),
~
( Vβ , onde V  é a soma de quadrados de resíduos. Os resultados obtidos permitem 
realizar inferência transversal e longitudinal. Na primeira trabalha-se com as 
componentes homólogas do vetor de estrutura, e na segunda trabalha-se com vetores de 
contrastes nas componentes desse vetor. 
O grau do modelo é dado pela característica da matriz média, pelo que o estudo do 
modelo envolve todos os valores próprios. Para modelos de grau 1k  considera-se 
ainda a possibilidade de truncar o modelo quando se têm valores próprios k ,,1   
muito superiores aos restantes 
Uma consequência direta da metodologia adotada é a aplicação dos modelos de 
grau um a matrizes de produtos cruzados e matrizes de produtos escalares de Hilbert-
Schmidt. Estas últimas desempenham um papel importante na primeira fase, a inter-
estrutura, da metodologia STATIS, enquanto que as matrizes de produtos cruzados 
destacam-se (em particular as matrizes tAA  e AAt , que têm os mesmos valores 
próprios não nulos) pelo seu papel na inferência. 
Para além destes modelos, também se consideraram os modelos de famílias 
estruturadas. Os modelos destas famílias estão associados aos tratamentos de um 
delineamento base. A ação dos fatores que se consideram no delineamento base, sobre 
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os vetores de estrutura é também analisada. Nas famílias estruturadas com delineamento 







onde   indica a soma direta de subespaços e as hipóteses formuladas estão associadas 
aos espaços destas partições. Concluímos com uma aplicação das famílias estruturadas 
de matrizes de produtos cruzados a dados de melhoramento vegetal, mostrando-se que,  
existem influências significativas quer do fator ano quer do fator local, relativamente ao 
































Models and Families of Models for 
Symmetric Stochastic Matrices  
 
In this work we develope k-degree models of the form EμM   for symmetric 
stochastic matrices M , with mean matrix , and E  is a symmetric stochastic matrix 
with null mean. The models are developed using the spectral analysis of the matrices μ
The adjustment and validation of the model requires the usage of the vector 
kiiii ,...,1,
~
 γβ , which an estimator of the structure vector kiiii ,...,1,  αβ  of 
M . With k ,...,1  the non-null eingenvalues and kαα ,...,1  are the eigenvectors , of the 
matrix M . The information enclosed in matrix M  can be cast into a pair ),
~
( Vβ , where 
V  is the sum of the squared residuals. With the model results one can carry out 
transversal and longitudinal inferences. In the latter we work with vectors contrasts in 
the components of the structure vector, while in the former we work with the 
homologous components of that vector.  
As the degree (k) of the model is given by the mean matrix characteristic, and thus the 
model study involves all k eigenvalues. For the models with a degree 1k , we still 
consider the possibility of truncating the model, when there are eigenvalues, k ,,1   
much greater than the other myth.  
A direct consequence of our methodology is that degree-one models can be applied 
to cross products matrices and Hilbert-Schmidt scalar products matrices. The latter have 
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an important role in the first stage (inter-structure) of STATIS methodology, while the 
former matrices (in particular the tAA  and AAt  cross products, which have the same 
non-null eigenvalues) have an important role in inference. 
A further development includes structured families models, which are associated to 
the treatments in a base design. The action of the factors in the base design on the 
structured vectors of the models in the family is studied. In Structured families with 







where m is the number of treatments and   indicates orthogonal direct sum of 
subspaces. The hypotheses for these designs are associated to the spaces in this 
partition. An application of ours results to experiments of plant breeding is made, 
showing that there are significant influences of year and local factor, concerning the 

























Simbologia e Notações 
 
  modelo de efeitos fixos 
Y  vetor aleatório (letra maiúscula a negrito) 
v  vetor (letra minúscula a negrito) 
.  norma euclidiana de um vetor ou de Hilbert-Schmidt para matrizes 
 pertence 
R  conjunto dos números reais 
t
A  transposta de A  
1
A  matriz inversa de A  
][ jiaA  matriz com elemento genérico jia  
 raaA ,,1 
 
matriz com vetores coluna raa ,,1   
  aproximadamente igual 
 ξD  matriz diagonal cujos elementos principais são as componentes de ξ  

A  inversa de Moore-Penrose da matriz A  
pI  
matriz identidade de ordem p 
 Bvec  vetor obtido por agrupamento dos vetores coluna da matriz B  
k
γ  vetor com k  coordenadas 
viii 
 
  produto de Kronecker 
 
 .E  valor médio 
 .var  variância 
 .,.cov  covariância 
~ distribui-se como 
 .  matriz de covariância 
 P  distribuição de Poisson de parâmetro   
 2,N  distribuição normal de valor médio   e variância 2  
 ,N  distribuição multiforme de vetor médio   e matriz de covariância   
2
k  
distribuição do qui-quadrado central com k  graus de liberdade 
2
,k  distribuição do qui-quadrado com k  graus de liberdade e parâmetro de não 
centralidade   
 ,, gkF  distribuição F com k  e g graus de liberdade e parâmetro de não centralidade 
  
i.i.d. independentes e identicamente distribuídos 
car(.) característica de uma matriz 
 Adet  determinante da matriz A  
 krr ,...1D  matriz diagonal cujos elementos principais são as componentes de krr ,...,1  

M  inversa de Moore-Penrose da matriz A  
rP  matriz ortogonal padronizada rr  
mn,O  matriz de ordem mn  com elementos todos nulos 
k




1  vetor cujas componentes são unitárias  
 
  complemento ortogonal 
  subespaço 
f.g.m. função geradora de momentos 
















 converge quase certamente para, quando n  tende para   
  soma direta ortogonal de subespaços 
.  função módulo 
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Esta dissertação insere-se numa linha de trabalho que se inicia com o estudo de famílias 
estruturadas dos delineamentos regressionais múltiplos, introduzidos por Mexia (1989). 
Uma família de modelos diz-se estruturada quando, os modelos que a constituem 
correspondem aos tratamentos de outro modelo, que se designa por modelo base. As 
matrizes do modelo das regressões podem diferir de tratamento para tratamento, isto é, 
um tratamento corresponde a uma combinação de níveis dos fatores envolvidos no 
delineamento base. Esta linha de desenvolvimento das famílias estruturadas de modelos 
leva-nos a incluir os trabalhos de investigação desenvolvidos por, Oliveira e Mexia 
(1998), (1999a), (1999b), agora com aplicação à metodologia STATIS (Structuration de 
Tableaux à Trois Indices de la Statistique), a qual foi introduzida por Escoufier (1973), 
sendo posteriormente desenvolvida por Lavit (1988). Nesta metodologia, um estudo é 
um trio de matrizes ),,( DDX   onde X  é uma matriz de dados em que as linhas 
correspondem a unidades estatísticas também designadas por objetos e, as colunas 
correspondem a variáveis. D  e D  são matrizes diagonais de pesos, uma para objetos e 
outra para variáveis, respectivamente. A modelação de séries de estudos com aplicação 
das famílias estruturadas de modelos, agora no âmbito da metodologia STATIS, 
continuou a ser desenvolvida por Oliveira (2002), com o objetivo de realizar inferência 
para estas séries. Uma das conclusões resultantes deste estudo, revelou que nos modelos 
de grau um, o primeiro valor próprio da matriz S  predominava sobre os restantes, o que 
evidenciava que as séries de estudo tinham estrutura comum de grau um. O modelo 
desenvolvido por Oliveira (2002), era da forma EααS  t , o qual mostrou ser 
bastante manejável, no entanto seria apenas aproximadamente simétrico. 






EEE  , tendo no entanto o inconveniente de se admitir a 
normalidade dos elementos da matriz S  e, não nos operadores e nem nas observações 
finais. Esta modelização foi aprofundada em Ramos (2007), onde esta dificuldade foi 
ultrapassada ao considerar a normalidade na componente aleatória das observações 
iniciais. Aqui as séries de estudos correspondem aos tratamentos dum delineamento 
fatorial de base prima. Em trabalhos posteriores Oliveira e Mexia (2007a e 2007b) e 
Areia (2009), conseguiram um modelo cuja formulação matemática, apesar de mais 
complexa, revelou ser mais potente que os modelos anteriores, aquando da realização da 
inferência. Foram efetuadas aplicações destes modelos a resultados de eleições 
autárquicas realizadas em Portugal continental entre 1985 e 2001, tendo sido possível 
com a aplicação destes modelos, estudar a evolução das mesmas no período temporal 
considerado. Outras aplicações desta teoria podem ser vistas em Moreira (2008), com 
aplicação das famílias estruturadas de modelos à hidrologia e à remediação ambiental. 
Na primeira destas aplicações, os modelos considerados eram log-lineares ajustados a 
tabelas de contingência e, na segunda aplicação, a remediação ambiental, os modelos 
eram regressões polinomiais. Os resultados obtidos nas aplicações de Moreira (2008), 
com a utilização das famílias estruturadas de modelos, revelaram ser de grande interesse 
na área da hidrologia e remediação ambiental, uma vez que podem ser utilizados como 
métodos alternativos a outros para detetar zonas homogéneas em termos de ocorrência 
de períodos de seca (severidade e frequência). Além disso os resultados obtidos, 
mostraram ser similares a outros, obtidos anteriormente, em trabalhos desenvolvidos 
por Moreira et al. (2005 e 2007). Assim, a utilização desta teoria ganha cada vez mais 
uma maior credibilidade e abre caminho a desenvolvimentos futuros. Recentemente em 
Cantarinha (2012) a teoria das famílias estruturadas foi aplicada ao estudo dos fogos 
florestais em Portugal Continental no período de 1983 a 2007. Aqui os modelos da 
família eram uma versão multivariada dos modelos coletivos das matemáticas atuariais. 
Os resultados obtidos permitem concluir que, todos os efeitos e interações, são 
altamente significativos, isto é, existe uma evolução global, quer do número de fogos 
quer da área ardida, no período considerado. 
No trabalho desenvolvido nesta dissertação além de considerarmos a teoria das 
famílias estruturadas de modelos e sua aplicação, teremos também por objetivo o 
desenvolvimento de modelos para matrizes estocásticas simétricas. Estes modelos serão 
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desenvolvidos a partir da análise espectral das respetivas matrizes médias. Os modelos 









onde kiii ,...,1,),(  α  são pares de valores próprios e vetores próprios associados a 
esses valores próprios. E  é uma matriz estocástica simétrica, com matriz média nula. O 
grau do modelo será dado pela característica da matriz média, isto é )(μcark  . Uma 
parte importante deste trabalho será a escolha do grau do modelo. Assim, sendo 
kiii ,...,1,),(  γ  os pares de valores próprios e vetores próprios para os k maiores 
valores próprios de M , verifica-se que se k for o grau do modelo a informação contida 








1 βββ  , 
com kiiii ,...,1,
~
 γβ  e numa soma V  de quadrados de resíduos. A validação do 
modelo permite-nos utilizar β
~
 como estimador do vetor de estrutura de M  dado por  
ttt
k ],...,[ 1 βββ  , 
com kiiii ,...,1,  γβ . 
Sempre que khh   ...... 11 , isto é, quando h  é muito maior que 1h , 











βββ  , 
o qual permite simplificar os cálculos sem grande perda de precisão dos resultados. 
Os modelos de grau um têm mostrado ser de grande interesse, em situações em que 
trabalhamos com matrizes de produtos cruzados. Em particular esses modelos 
mostraram ser aplicáveis a matrizes de produtos escalares de Hilbert-Schmidt, as quais 
são utilizadas na primeira etapa, a inter-estrutura, da metodologia STATIS. Observe-se 
que estas são também matrizes de produtos cruzados. Para além dos modelos isolados, 
também iremos considerar famílias estruturadas de modelos. Os modelos destas famílias 
estão associados aos tratamentos de um delineamento base. A ação dos fatores, que se 
consideram no delineamento base, sobre os vetores de estrutura das matrizes da família 
será analisada. Utilizamos para isso a ANOVA (Análise de Variância) e técnicas 
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relacionadas, no estudo da referida ação sobre combinações lineares de mii
t ,...,1, βa , 
das componentes dos vetores de estrutura das m matrizes do modelo. Consideram-se 
dois tipos de análise: 
Análise Transversal (AT), onde a  tem uma única componente não nula a i-
ésima que é igual a um. Assim, estuda-se a ação dos fatores do delineamento base sobre 
as i-ésimas componentes do vetores de estrutura. Por exemplo na metodologia STATIS, 
os modelos estudados aplicam-se a séries de estudos. Em geral os modelos de grau um 
aplicam-se, neste caso da AT, à i-ésima componente a qual corresponde ao i-ésimo 
estudo da série, isto é, os estudos homólogos correspondem às componentes com o 
mesmo índice dos vetores de estrutura. 
Análise Longitudinal (AL), na qual a  tem soma nula para as suas 
componentes, tratando-se de um vetor de contrastes. Voltando à metodologia STATIS, 
os estudos em cada série podem corresponder a momentos sucessivos. Desta forma a 
AL, permite-nos estudar a evolução destas séries no tempo. Por exemplo, em Oliveira 
(2002), Ramos (2007) e Areia (2009) foi estudada a evolução dos resultados eleitorais 
nomeadamente, resultados de eleições legislativas e autárquicas realizadas em Portugal 
Continental, entre 1985 e 2001.  
Verifica-se que os modelos de grau um, permitem um tratamento particularmente 
elegante podendo muitas vezes, ser utilizados para matrizes de produtos cruzados, quer 
isolados quer integrados em famílias estruturadas. 
As famílias estruturadas que consideramos têm, delineamentos base ortogonais, 
associados a partições ortogonais de mR . Com m  o número de tratamentos, temos no 







onde   indica a soma direta ortogonal de subespaços. Quando este tipo de modelo é 
aplicado a um vetor aleatório com vetor médio μ , as hipóteses de ausência de efeitos e 
de interação podem ser escritas da seguinte forma: 
pjH jjjo ,...,1,: 

, 
onde   indica complemento ortogonal. 
Neste estudo os modelos aplicam-se a matrizes aleatórias simétricas e, em particular a 
matrizes de produtos cruzados. 
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Esta dissertação está organizada em 5 Capítulos. Assim, começamos por apresentar 
alguns resultados preliminares necessários aos desenvolvimentos dos Capítulos 
seguintes. De seguida consideramos os modelos base ortogonais e, apresentamos esses 
modelos a partir de partições ortogonais. 
O tratamento destes modelos será generalizado de forma a incluir interação de 
heterocedasticidade controlada em que se trabalha com vetores aleatórios, os quais, 
possuem matrizes de covariância C2 , com as mii ,...,1, C , matrizes conhecidas e 
invertíveis. Segue-se a formulação dos modelos para matrizes estocásticas simétricas. 
Depois de desenvolvida uma teoria geral destes modelos, esta será aplicada ao caso da 
metodologia STATIS e a matrizes de produtos cruzados. Neste último caso 
consideramos ainda os modelos de grau um, que como referido antes conduzem a uma 
grande simplificação dos cálculos. Em seguida consideramos as famílias estruturadas de 
matrizes, primeiro no caso geral, depois o caso de famílias com grau um. Como 
veremos a aplicação dos resultados para modelos ortogonais às famílias estruturadas é 
imediata. A concluir apresentamos uma aplicação das famílias estruturadas de matrizes 
de produtos cruzados a dados de melhoramento vegetal, mais concretamente os dados 
dizem respeito a uma rede de ensaios de produção de trigo rijo. Finalizaremos a 



























2.1  Produto de Kronecker 
 
Nesta secção e seguintes são apresentados alguns resultados que utilizaremos nos 
Capítulos precedentes. 
 
Recorde-se que dada a matriz ][ jiaA  do tipo sr   o produto de Kronecker de A  pela 




























Estando definidos os produtos usuais 
21AA  e 21BB , tem-se 
 
      21212211 BBAABABA  ,     (2.1) 
 
e 
  ttt BABA  . 
 
O produto de Kronecker de matrizes ortogonais origina matrizes ortogonais. O produto 
de Kronecker de matrizes estandardizadas origina matrizes estandardizadas. Em 
particular  




será matriz normal estandardizada. Cada linha de P  é o produto de Kronecker duma 
linha de 
1P  por uma linha de 2P . 
Consideremos agora as matrizes diagonais   2,1, iirD , cujos elementos principais 
são as componentes dos vetores ir , isto é 
            221 rrDrDrD  1 .     (2.2) 
 
Com 
1S  e 2S  matrizes simétricas e, 1P  e 2P  matrizes ortogonais, tem-se  
 




 onde os elementos principais de   2,1, iirD , são os valores próprios de iS  e os 
correspondentes vetores próprios, serão os vetores linha de 
iP , 2,1i . Atendendo a 
(2.1) e (2.2), tem-se  
    








              (2.3) 
Assim, os valores próprios de 
21 SS   serão os produtos dos valores próprios de 1S  e 2S  
e os vetores próprios são os vetores linha de 
21 PP  . 
Sendo a característica de uma matriz simétrica igual ao número de valores próprios não 
nulos, tem-se que  
     2121 . SSSS Carcarcar  .  
Sendo o determinante de 
iS , 2,1i , dado pelo produto dos seus valores próprios, o 
mesmo sucede para o determinante de 
21 SS  , i.é., 
      21 2121 det.detdet
kk
SSSS  ,  
com 1k .e 2k  as ordens de 1S  e 2S  (Schott, 1997). Por outro lado (Silvey, 1975), para 
qualquer matriz iC , tem-se 
    2,1,  icarcar tiii CCC  
e  
      ttt 22112121 CCCCCCCC  , 
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resultando que  














Caso as matrizes 
1
C  e 
2






  CCCC  
 
2.2  Matrizes Conjugadas 
 
Os pares de matrizes conjugadas desempenharão neste trabalho, um papel importante no 
tratamento de famílias estruturadas de matrizes de produtos cruzados. 
As matrizes XXA t  e 
t
XXB   são matrizes conjugadas, satisfazendo a proposição: 
Proposição 2.1  As matrizes conjugadas A  e B  terão os mesmos valores próprios não 
nulos lrr ,...,1 , tendo-se ljrj ,...,1,0  . Sendo lεε ,...,1 , os vetores próprios de A  







 Xεγ , 
serão os vetores próprios de B  associados aos valores próprios lrr ,...,1 . Finalmente se 
os lεε ,...,1  constituem uma base ortonormada para o espaço imagem  AR  de A , os 
lγγ ,...,1 , constituirão uma base ortonormada para  BR . Tanto  AR  como  BR  terão 
dimensão l . 
 
Demonstração:  Tem-se   lirrr iiiiiiii
ttt ,...,1,0
2
 εεεXεXε , o que mostra 





















 γεXBεXXεXXγB , 
9 
 
o que mostra que os lγγ ,...,1  são vetores próprios de B  associados aos valores próprios 
lrr ,...,1 . Verifica-se ainda, que as matrizes A  e B  têm os mesmos valores próprios não 
nulos, logo a mesma característica l . Os lεε ,...,1  constituem uma base ortonormada 
para  AR , sendo mutuamente ortogonais. Ora se, lili







































o que mostra que os lγγ ,...,1 , sendo mutuamente ortogonais, constituem uma base 
ortonormada para  BR , o que completa a demonstração. 







U . Em particular, 







22  o quadrado da respetiva 
norma euclidiana, tem-se   2vvvtr t  . 























)()( ααM ,   (2.4) 
visto os vetores próprios kαα ,...,1  terem norma euclidiana igual a 1. Assim, da 
Preposição 2.1 e de (2.4) resulta ter-se, )()( BA trtr  . Por outro lado, sendo M  uma 
matriz simétrica, tem-se  PDPM krr
t ,...,1  com P  matriz ortogonal e  krr ,...,1D  a 
matriz diagonal cujos elementos principais são os valores próprios krr ,...,1 , da matriz M
.  
Com  kmm ,...,1M , sendo 
2
M  o quadrado da norma euclidiana de M  a soma dos 


























jjk mmmm MPPPPM  
já que  
    .22 jjjjjjjj mmmmmmmm ttt
t
 PPPPP  
Como as matrizes W  e tW  têm os mesmos elementos tem-se 
22 t




MPMMPPMP  tt  
Dado que  krr












Em particular, atendendo à Proposição 2.1 tem-se 
22
BA  , 
bem como 
























.        (2.5) 
com XXA t  e 
t
XXB  . 
Nos denominadores das expressões (2.5) apenas incluímos os l  primeiros valores 
próprios por os restantes serem nulos. 
 
2.3  Inversas de Moore-Penrose 
 
























Facilmente se verifica que, se B  for invertível, tem-se 
1 BB  
e que, em geral, 
tt )()(   BB , (Pollock, 1975; p.55). 
 
As matrizes BB  e BB  são simétricas e idempotentes sendo pois matrizes de projeção 
ortogonal. Ora devido às condições 1) e 2) tem-se 
 
   














pelo que, BB  e BB  serão matrizes de projeção ortogonal sobre  BR  e  BR . 
Admita-se que M  é matriz simétrica kk  , tendo-se pois  
  
 PDPM krr
t ,...,1 , 
 
em geral, verifica-se ainda  
 
 PDPM   kt rr ,...,1 , 
 
com 
1  jj rr  caso kjrj ,...,1,0   e 0

jr  caso kjrj ,...,1,0  . 
 
Assim, temos uma expressão explícita para as inversas de Moore-Penrose de matrizes 
simétricas. Verifica-se ainda que  
  tt XXXX   ,              (2.6) 









2.4  Modelos Base Ortogonais 
 
2.4.1  Partições e Inferência 
 
Como referimos no primeiro capítulo as matrizes duma família estruturada estarão 
associadas aos tratamentos de um modelo base. Nesta secção apresentamos os modelos 
base ortogonais a partir de partições ortogonais. Assim, havendo m  tratamentos 







onde   indica soma direta ortogonal de subespaços. 
A par da partição ortogonal acima apresentada admitimos ter um par  S,Y  onde Y  é 
normal com vetor médio μ  e matriz de covariância mI
2 , pondo-se  
  ,,~ 2 mN IμY   
independente de S  que se distribui como o produto de 2  por um qui-quadrado central 
com g  graus de liberdade. 
Os subespaços pjjj ,...,1, 

, complementos ortogonais dos pjj ,...,1,  , 
desempenham um papel importante na inferência para estes modelos. Assim as 
hipóteses  
  ,,...,1,:0 pjH jj  bb  
 
constituem uma família ortogonal de hipóteses. Constituindo os vetores linha de jA  
uma base ortonormada para pjj ,...,1,  , temos 
  pjN jj ,...,1, A , 
 
com  AN  o espaço de nulidade da matriz A . Assim, com  
YAη jj 
~
, jj Aη   e pjjoj ,...,1,)(
~  bAbη  
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as hipóteses da família podem ser reescritas como 
 




,,...,1,0)(:)(0 pjH jj  bb  
com 
 









 bηηbAAb  
Ora, 




pjS jjjjj  bηηbAYAb  
 
distribui-se como o produto de 2  por um qui-quadrado com  
 
    ,,...,1,dim pjcarg jjj  A  
 
graus de liberdade e parâmetro de não centralidade   pjj ,...,1,  b  (Mexia, 1995)  
Uma vez que os   pjS j ,...,1, b , são independentes de S , dado que Y  é independente 














terão distribuição F  com jg  e g  graus de liberdade e parâmetro de não centralidade 
  pjj ,...1,  b . Como estes parâmetros se anulam quando e só quando as hipóteses 
testadas se verificam, os testes F  com estas estatísticas serão (Mexia, 1995), 
estritamente não distorcidos. 






j  ηηAYA  
 
distribuem-se como os produtos por 2  de qui-quadrados centrais com pjg j ,...,1,  , 











,...,1, ojF , 
terão distribuições F  centrais com jg  e g  graus de liberdade, pj ,...,1 . 
Sendo srpf ,,  o p-ésimo quantil da distribuição F  central com ser  graus de liberdade, 







fg ggqjjj j  ηη
 
 
Observe-se que os testes F  atrás introduzidos gozam de dualidade, já que  bjH0  é 
rejeitada pelo teste de nível q  se e só se a correspondente híper esfera de confiança de 
nível q1  não contiver   .,...,1, pjoj bη  
Atendendo ao teorema de Scheffé, obtemos os intervalos de confiança simultâneos, 





























onde   indica que se consideram todos os vetores pjR j
g
j ,...,1, d  (Scheffé, 1959). 
Apresentamos o tratamento para famílias ortogonais de hipóteses em vez do das 
hipóteses usuais 
,,...,1,0:0 pjH jj η  
 
para fazer sobressair as propriedades de dualidade dos testes F  e as regiões de 
confiança a ele associadas. Estas últimas hipóteses são, em geral, hipóteses de ausência 
de efeitos ou interações. Este aspeto ressaltará mais na primeira secção em que 
atenderemos igualmente ao facto de para se puderem aplicar os resultados desta secção 









2.4.2  Cruzamento Equilibrado de Fatores 
 
De seguida consideram-se os modelos com cruzamento equilibrado os quais constituem 
um caso importante de modelos ortogonais. Nesta secção basear-nos-emos nos 
resultados desenvolvidos em Fonseca et al (2003). Admitamos que temos u  fatores com 









combinações de níveis a que correspondem outros tantos tratamentos. Dado 
 ulhl ,...,1;1,0:  hΓ  
os vetores de Γ  permitem identificar os conjuntos de fatores. Se o ésimol   fator 
pertence ao conjunto associado a h  ter-se-á 1lh , caso contrário ter-se-á 0lh . 
Ao valor médio geral corresponde o conjunto de fatores vazio e, 0h . Aos efeitos do 
ésimol   fator corresponderá ull ,...,1,  δh , sendo ull ,...,1, δ , o vetor com 
componentes todas nulas salvo a ésimal   que é igual a 1. Às interações 
corresponderão os vetores com componentes não nulas para os índices de fatores 
participantes, por exemplo com 6m , às interações entre o terceiro e o quinto fator 





























A construção das matrizes (.)A  pode ser feita duma forma sistemática (Fonseca et al., 
2003). Para isso utiliza-se o produto de Kronecker de matrizes, já descrito na secção 
2.1.1. Então para o conjunto de fatores associado ao vetor h , ter-se-á a matriz  
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0  1A , 







1  a uma 
matriz ortogonal ulaa ll ,...,1,  . Como  
































1)( AhAh  
já que,   ulal ,...,1,11
0
  e   ulaa ll ,...,1,11
1
 .   
A aplicação destas fórmulas não oferece qualquer dificuldade. No entanto, 














































0 1A  ,   t32
3
1
0 1A    e    t43
4
1













































































































2.4.3  Heterocedasticidade Controlada 
 
Nesta secção generalizamos os resultados da secção 2.4.1, trabalhando no âmbito da 
heterocedasticidade controlada (Mexia, 1989). Assim, admitimos que  ,,~ 2CμY N  
com C  matriz conhecida e regular e independente de .~
22
gS   Tal como referimos na 
secção 2.4.1 passamos agora a admitir que  
 
 ,,~ 2CμY N  
 
com C  matriz conhecida e regular independente da variável aleatória ,~
22
gS   vindo  
 
  pjN tjjjj ,...,1,,~~ 2  CAAηη , 
 
independente da variável aleatória S. Logo teremos 
 
     pjN tjjjjjj ,...,1,,~~ 200  CAAbηηbηη  
e 




         pjjjgjjjjjj































Estes qui-quadrados são independentes de S , obtendo-se para as hipóteses 
  pjH j ,...,1,0 b , as estatísticas de teste 
 
 




















com jg  e g  graus de liberdade e parâmetro de não centralidade   .,...,1, pjj  b  
Teremos igualmente as variáveis pivot  
 















com distribuição F , com jg  e g  graus de liberdade. Obtemos agora para os 
pjj ,...,1, η  os elipsoides de confiança de nível q1  dados por  
 











Raciocinando como atrás mostra-se que os testes F  são estritamente não distorcidos e 
gozam de dualidade. Por outro lado o teorema de Scheffé, dá-nos para os 
,,...,1, pjj































dACAdηdηd F  
 
 
2.4.4  Limites Estocásticos e Distribuições Limite 
 
Vamos agora considerar alguns resultados limite aplicáveis, quando: 
19 
 
 o número g  de graus de liberdade de S  é grande; 
 se pode trabalhar com amostras cujos vetores médios μ  têm norma que tende 
para infinito.  
Como a variável aleatória 
22~ gS  , tem valor médio  
2 gSE  e   42Var  gS , ter-





























onde p  indica convergência estocástica. Resulta daqui que, admitindo a 
heterocedasticidade controlada,  
 
 



















logo, quando g  é suficientemente grande, pode substituir-se   pj ,...,1, bjF , por 
 







Recorde-se que  
 





  bb  
e que  














Para utilizarmos as variáveis aleatórias   pjU j ,...,1, b , convém-nos reescreve-las 
como a soma de quadrados de variáveis normais independentes. 
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A matriz C  sendo regular é definida positiva já que C2  é matriz de covariância 
regular, logo definida positiva. Tem-se então  
 
 PDPC mrrt ,...,1 , 
 




















































Ora, (Silvey, 1975) 
 











 ACACAA , 
com 2
1
C  matriz regular já que tem valores próprios pjrj ,,1,0
2
1
  e sendo tjjCAA  
uma matriz jj gg  , é regular logo definida positiva visto, 
t
jjCAA
2  ser a matriz de 
covariância de pjj ,,1,
~ η . 
Temos então 
 
  pjrr tt jgjjjjj j ,...,1,,,1  PDPCAA   , 
 
com jP  matriz ortogonal e os   pjrr jgjj ,...,1,,,1  , os valores próprios positivos da 
matriz pj
t
jj ,...,1, CAA . Estará pois definida  
 
   











































































































       bηηGGbηηb 00 ~~ jjjjjjj
t




       pjjjjjj ,...,1,~ 0  bXbηηG , 
 
com vetor jX , tal que   pjN jgj ,...,1,,0~
2  IX , 
e 
 
     pjjjjj ,...,1,0  bηηGb . 
 
Temos pois estatísticas da forma 
 
 Xμ  gY , 
 








u , tendo-se   uu 21 g  e   mg Iu 22   e assim a 

















Y o  
quando μ , será  2,0 N  (Mexia e Oliveira, 2011; Nunes et al., 2013) 
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Dados os limites 
0
pz  e 
0


























Resolvendo este par de desigualdades em ordem a 
2
μ  obtemos em primeiro lugar  
 
20422 242 μμμ qzYY  , 
 
em seguida  















q zYzzYzYzzY  μ . 
 
Este par de desigualdades define um intervalo de confiança bilateral para 
2
μ de nível 
limite .1 q  Para obter os intervalos para os   pjj ,...,1,
2
bμ  há que tomar  
 
   pjY jjj ,...,1,~
2
0  bηηG . 
 
Por dualidade podemos testar hipóteses para os   pjj ,...,1, bμ . Observe-se que  
 
  pjj ,...,1,0 bμ , 
 
se e só se 
 
  pjjj ,...,1,0  bηη , 
 
isto é, quando e apenas quando   pjH j ,...,1,00 b  se verifica. 
 
Observe-se que os resultados de Mexia e Oliveira (2011) utilizados se aplicam a 
amostras cuja não centralidade cresce. No Apêndice A apresentamos alguns conceitos e 
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resultados assintóticos da Linearidade Assintótica, referindo o estudo da aplicação ao 








































Modelos e Famílias de Modelos para 
Matrizes Estocásticas Simétricas  
 
3.1  Introdução 
 
Dada uma matriz ][ jimM  aleatória simétrica kk  , a respetiva matriz média μ  





















com E  matriz estocástica simétrica com matriz média nula. O grau de M  será 
  ,μcark   que é a característica da matriz média (suposta definida). Nos modelos que 
se consideram a seguir, admite-se que 
    ,,~ 2
.
LηMZ  Nvec  
 
é (aproximadamente) normal, com vetor médio η  e matriz de covariância L
2  (Areia 
et al., 2008). Na teoria geral começamos por considerar os vetores de estrutura 
kiiii ,...,1,  αβ  e vetores de resíduos. Veremos em seguida como determinar o grau 
do modelo. Segue-se a estimação dos vetores de estrutura e de parâmetros de não 
centralidade a eles associados. A partir dos estimadores potenciais obter-se-ão regiões 
25 
 
de confiança para esses parâmetros. Discutimos em seguida o grau de ajustamento 
conseguido e, para modelos de grau 1k  considera-se ainda a possibilidade de truncar 
o modelo quando se têm valores próprios k ,,1   muito superiores aos restantes. A 
concluir este capítulo consideramos alguns casos especiais. O primeiro destes casos, diz 
respeito às matrizes de produtos de Hilbert-Schmidt as quais desempenham um papel 
importante na primeira etapa, a inter-estrutura, da metodologia STATIS, (ver por 
exemplo Oliveira, 2002). O produto de Hilbert-Schmidt de duas matrizes é o produto 
interno dos respetivos vec , define-se )(Avec  como sendo o agrupamento dos vetores 
coluna da matriz A , isto é, com mnjia  ][A , ),...,,...,,...,()( 1111 mnmn aaaavec A . 
Assim, as matrizes , com  de produtos de Hilbert-
Schmidt, são um caso particular das matrizes de produtos cruzados  com 
.,...,1,, kjivvm j
t
iji   
A segunda aplicação que consideramos referir-se-á a matrizes de produtos cruzados. Ao 
considerarmos estas matrizes pôr-se-á em evidência a simplificação do tratamento que 
resulta das propriedades das matrizes conjugadas. 
 
3.2  Vetores de Estrutura e Resíduos 
 
Sendo M  uma matriz nn  com valores próprios n ,,1   a que correspondem os 
vetores próprios nγγ ,,1  , mutuamente ortogonais, podemos sempre ordenar os valores 
próprios por forma a ter n ...1 . Então, seguindo Oliveira (2002) e Areia et al. 




 γβ  , 
 
para estimar os vetores de estrutura dados por 
 




kiii  γMβ  
][ jisS njitrs
t




pelo que, pondo 
  ,1 nmm M  











































































                       
           
 
com  MZ vec  . 
Assim, kii ,,1,
~

















1   forem bons estimadores dos kββ ,,1  , e kγγ ,...,1   
















































)())(( ZγIγγZγI , 
 













  ,2 ZWIR  n  
 
sendo a matriz de covariâncias de R  será dada por  
 
  .)()( 222 tnn WILWIR   
 













 βββ   
 
será o vetor de estrutura global ajustado. 
Os vetores R  e β
~
 têm um papel fundamental na inferência. Como estes vetores não são 
independentes temos de obter um vetor de resíduos homocedástico e independente do 
vetor β
~
































 e AR  serem transformados lineares de ),(~ 2LηZ N , serão independentes se 
e só se  
0)
~





carr LBWI  . 
 
Aplicando o processo de ortonormalização de Gram-Schmidt, aos vetores coluna de 
  t
n
BLWI 2  obtemos os vetores mutuamente ortogonais com norma um, r
zz1 ,, .  
Sendo iδ , 
2,,1 ni  , o vetor com 2n  componentes todas nulas salvo a e-ésima que é 
1, e voltando a aplicar o processo de Gram-Schmidt aos vetores coluna 
r
zz1 ,, , 
2,,1 nδδ  , obtemos, para além dos vetores r
zz1 ,,  os vetores linha rn 2,,1 aa   da 
matriz A , tal que AR  é independente de β
~




  ,)()( 222 ttnn AWILWIARA   
 
com valores próprios não nulos gυυ ,,1  associados aos vetores próprios gζζ ,,1  , uma 
vez que as matrizes de covariância não têm valores próprios negativos. Assim, a matriz 
 











estará definida. Vê-se facilmente que  
 
gIGAR
2)(  , 
 
pelo que 
GARY  , 
 
será o vetor de resíduos homocedástico e independente de β
~
. A informação contida na 
matriz é assim condensada no par ),
~
( Vβ  com ),(~
~ 2 tN BLBβηβ   independente de 
.~ 22
2
gV Y  
 
3.3  Grau do Modelo 
 
Sendo k, o grau do modelo, a informação é condensada nos vetores de estrutura 
estimados  e na soma de quadrados de resíduos V. Assim, a existência do vetor 
homocedástico de resíduos Y  é uma consequência testável dos seguintes pressupostos: 
 








EααM i  
com  
),(~)( 2LηMZ  Nvec , 










1   são bons estimadores dos kββ ,,1  . 
 
Somos assim, levados a testar a hipótese 
 
  ,,0~...,,: 210 NdiiYYH gk   
 
para o que podemos utilizar, por exemplo, o teste de Shapiro-Wilk (Christenses, 1987). 










































que quando, kH0  se verifica, tem distribuição F central com 1 e 1g  graus de 
liberdade e escreve-se  1,1|. gF . Representamos por  srF ,|.  a distribuição com r  
e s  graus de liberdade. 
Quando kH0  não se verifica as variáveis aleatórias gYY ,,1   terão valores médios não 
nulos g ,,1   e o numerador e denominador de kF  terão os parâmetros de não 





























































































Assim, haverá alternativas à hipótese kH0  em que k1  predomina sobre k2  e, em 
que kF  tende a tomar valores superiores aos que tomaria, caso okH  se verificasse. Por 
outro lado, haverá alternativas à hipótese kH0  em que k2  predomina sobre k1  e, em 
que kF  tende a tomar valores inferiores aos que tomaria, caso okH  se verificasse. Um 
estudo numérico, mostrou que com 1,1, gpf  o p-ésimo quantil de  1,1|. gF , 
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q ff  se tem um teste de nível q  cuja 
potência cresce rapidamente com 
21  e  (Mexia, 1989). 













com kh  . Assim, ao testar-se okH  está-se a testar um limite superior para o grau de 
M . Na prática deve-se começar por testar 
ko
H  baixando o valor de k até se obter uma 




, em geral 
tomando-se   
 dmMink m  : , 
com "" d  fixado á priori. Sendo k   o valor de k  em que ocorreu, para o modelo de teste 
escolhido, a primeira rejeição duma okH , é-se levado a admitir que 0 k , isto é que 
o modelo tem grau k  . Para confirmar esta conclusão somos levados a testar  
 
,0:0   kkH  
 
sendo a nossa conclusão validada quando esta hipótese é rejeitada. Dada 1koH  não ter 







  são independentes do vetor 
homocedástico de resíduos ),0(~
2
gN IY  . 












será, o produto de 2  por um qui-quadrado com  
 

  )]()[( knknk
tcarr γILγI , 
 

















Este qui-quadrado é independente de 
2
Y  que é o produto por 2  dum qui-quadrado 


















 e g graus de liberdade e parâmetro de não centralidade 
k
 . 
Este último parâmetro anula-se quando a hipótese koH   se verifica pelo que o teste F 
com estatística k F  é não distorcido. 
















   de qui-
quadrados independentes função decrescente de  . Assim, a potência do teste F de nível 
q , com t e s graus de liberdade é dada por 
 





e é crescente com  .  
Esta observação é importante para o nosso modelo pois mostra que a relevância dos 
hii ,,1, β  pode ser medida pelos correspondentes parâmetros de não centralidade. 
Assim, a par dos hii ,,1, β  também estamos interessados nesses parâmetros. 
 
3.4  Estimação do Modelo 
 
3.4.1  Estimação Pontual  
 
Como vimos na secção anterior 3.3, admitindo que 0
k
 o modelo proposto terá 
grau k . Admita-se ainda que a hipótese 
1, ko
H  não é rejeitada, neste caso poder-se-á 
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considerar que a informação é condensada nos vetores de estrutura estimados iβ
~
 e na 
soma de quadrados de resíduos V .  







 βββ   
 
Para estimar os parâmetros de não centralidade. Para estimar os vetores kii  ,,1, β  
utilizam-se os estimadores kii  ,,1,
~









1  βββ  , 
pelo que nos basta considerar os parâmetros de não centralidade. Ora, a forma 
quadrática  
    kiiintintii   ,,1,~][~ βγILγIβ , 
 
distribui-se como o produto de 2  por um qui-quadrado com  
kitcarr inini  ,,1,)()( γILγI  
 












. Ora, os iβ
~
 e consequentemente, os i , ki  ,...,1  são 
independentes de 
2
















 de qui-quadrados independentes, pondo-se  
  kigrF iii  ,,1,,,|~  . 
 





























 )(,~~ 2 tN BLBβηBZβ  , 
logo 






 tcarr BLB   
e 













   
terá distribuição  ,,|. grF . Iremos utilizar as estatísticas kii  ,,1,   e   para 
estimar os kii  ,,1,   e  , respetivamente. Para evitar duplicações apresentamos 
apenas o caso de  . Ora, temos 























com  stzF ,|  a distribuição do quociente de qui-quadrados centrais independentes 
com t  e s  graus de liberdade (Mexia, 1995; p. 51), (Robbins, 1948 e 1949). 













































































































































Assim, o momento de ordem l  da distribuição  stF ,|.  relativo à origem estará definido 
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Passando ao caso não central, para  ,,|. grF  temos, caso ,2g o valor médio  








































































































































rgrg  ),,|()2( , 
 








Da mesma forma, o segundo momento (caso 4g ), é dado por 






















































































































































































































   
   















































sendo os estimadores centrados dados por 
 
























3.4.2  Regiões de Confiança 
 
Começamos por obter intervalos de confiança para os parâmetros de não centralidade. 
Para evitar duplicações centra-se a nossa exposição em  . 
A função  ,,| grF  decresce estritamente com  , pelo que podemos utilizar o 































































































                    
   









































g  e 
2
2
  qui-quadrados independentes, atendendo á reprodutividade dos 





























têm distribuição  ,,2|. grF   e  ,,|. grF , respetivamente. Como   112 UUpr , 
tem-se (com 0z ),  
 
    ,,|,,2| grzFgrzF , 
 









isto é ),,|( grzF  é função decrescente de  , tal como referido atrás. Podendo assim, 
utilizar-se o resultado geral para obter intervalos de confiança para   (Mood et al. 
1967; p. 389-391). Assim, sendo p  a solução da equação em    
pgrzF 1),,|(  , 
 













; qq , ];0[ 1 q  
 
e [;[ 1 q , 
 
os quais permitem por dualidade construir testes para 
.:)(0 dd H  
O teste bilateral, unilateral esquerdo [direito] de nível q, rejeita esta hipótese se d  não 
estiver contido no primeiro [segundo, terceiro], intervalos de confiança. 
Observa-se que se pode utilizar o método da bissecção para resolver as equações em   
e obter os p  (Hanning, 1962; p.382). Como  








































































ter-se-á com, 0z  
 
 ),,|(),,|(),,|( grzFgrzFgrzF NN , 
já que 
 
1,0,1),2|(0  igirzF . 
É possível assim, controlar o erro de truncatura que se tem quando se substitui F  por 
NF . Considerando   um limite superior para o erro de truncatura, será mais fácil obter 
o número mínimo de termos necessário para que o erro de truncatura não exceda este 
(Nunes et al., 2012). 
 































































































Logo )(Ng  e por sua vez o número máximo de termos a tomar, cresce com  . Assim, 
é necessário fixar um limite superior   para os valores de   (  ) que se 
consideram, e determinar o número mínimo de termos a tomar de forma a garantir um 
erro de truncatura quando muito igual a   (com   um limite superior para os valores de 













































































eNMaxN          (3.1)    
Na Tabela 3.1 apresentam-se os menores valores de N   para os erros de truncatura, 210
, 310 , 410 , 510 , 610 , 810  e os valores de  : 5, 10, 15, 20, 50 e 100, que satisfazem 
a condição 3.1. Estes valores foram obtidos recorrendo a uma rotina elaborada em 
Fortran 2008 (Apêndice B). 
 
Tabela 3.1:  Número de termos. 
   
  210  310  410  510  610  810  
5 7 9 10 12 13 16 
10 11 13 15 17 19 22 
15 15 17 20 22 24 27 
20 18 21 24 26 28 32 
50 37 42 46 49 52 58 
100 67 73 78 83 87 94 
 
Da análise da Tabela 3.1 é possível concluir que é possível fazer o controlar bastante 
bem o erro de truncatura. 
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Temos em seguida as regiões de confiança para os kjj  ,,1, β , e para o vetor β . 






( ββBLBββ  tt , 
distribuir-se-á como o produto por 2  dum qui-quadrado central com r  graus de 
liberdade independente de 
2








terá distribuição F central com r  e g  graus de liberdade. Sendo grpf ,,  o p-ésimo 













  . 
Por dualidade, pode testar-se a hipótese 
bβ :oH , 
rejeitando o teste de nível q  desta hipótese se b  não estiver contido no elipsoide de 
confiança de nível q1 . Seguindo Scheffé (1959) e recorrendo ao teorema de Scheffé, 
obtemos os intervalos de confiança simultâneos para os  
  βdd t , 
para os quais temos os estimadores centrados dados por  
βdd
~
)(~ t . 
Dado o produto de matrizes tBLB  poder não ser invertível, utilizamos a versão deste 
teorema dada por Mexia (1989). Tem-se então 
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Para se considerar kii  ,,1, β  em vez de β  bastaria substituir r  por ir  e 
t
BLB  por 
kit inin  ,,1,)()( γILγI . No entanto, do ponto de vista algébrico temos alguns 
aspetos interessantes. Em primeiro lugar observamos que os vetores linha de 
kitin  ,,1, γI  são linearmente independentes. Temos ainda a Proposição 
seguinte: 
 
Proposição 3.1  
Quando a matriz L  é definida positiva, as  
kit inin  ,,1,)()( γILγI  







































Demonstração: Caso a matriz L  seja definida positiva, tem-se  
PDPL ),,( 21 n
t ss  , 
com P  matriz ortogonal e ),,( 21 nss D  a matriz diagonal com elementos principais 
21 ,, n






















































L  também é definida positiva, logo invertível, tendo-se  














kit inin  ,,1,)()( γILγI  , 
 




















Visto os n  vetores coluna da matriz kiin  ,,1,)(
2
1
γIL , serem linearmente 
independentes, já que 






Assim, as matrizes kit inin  ,,1,)()( γILγI , são definidas positivas, logo 
invertíveis e, consequentemente, as respetivas inversas de Moore-Penrose coincidem 
com as respetivas matrizes inversas usuais. Vindo 
 








ββγILγIββ  , 
 























 ,,1,)()( γILγI  , 
 
e g  graus de liberdade. Obtêm-se assim para os kii  ,,1, β , os elipsoides de 

















sempre que L  é definida positiva. Têm-se também os intervalos de confiança 























Quando a matriz L  é definida positiva, temos  







  βγILγIβ  
e 















  βγILγIβ  
 





















3.5  Truncatura do Modelo 
 
Começamos por recordar alguns resultados relativos a valores e vetores próprios, 










(Schott 1997, p.105-106). Sejam h  e 

h  os espaços gerados pelos hγγ ,,1  , e 





















































j  , 
o que, atendendo aos resultados acima referidos, pode ser interpretado como M
~
 
correspondendo a um ajustamento semelhante ao dos mínimos quadrados. Para 









A partir de M  e M
~








































RMM   
































com 10  v .  
De seguida iremos considerar um problema que muitas vezes se nos coloca, assim, pode 
ter-se um número h  pequeno de valores próprios relevantes, isto é  
01   kh   , 


































Conseguindo-se assim um modelo mais leve. No entanto sendo gYY ,,1   as 
componentes do vetor dos resíduos homocedástico, as mesmas terão, devido à 
eliminação incompleta da matriz média, valores médios g ,,1   pelo que  
2
,
22 ~  gY , 
isto é, 
2
Y  distribuir-se-á como o produto por 2  de um qui-quadrado com g  graus de 


























()( bβBWBbβb  tt  
para testar 
,: bβ oH  
teremos uma estatística com distribuição F  duplamente não central com r  e g  graus 







 tt  
com ),)(,,|(  bgrzF . De forma a simplificar a escrita consideramos )(1 b   e 
 2 . 

























































podendo agrupar-se e reordenar-se os termos desta série dupla visto ter-se  
 
,0,,1)2,2|(0  jijgirzF . 
 

























































   





























































































































































temos 1)( 12 pr . Como 1  têm distribuição ),,,|( 21 grzF  e 





),,,|(),,,|( 2121  grzFgrzF  , 
 








Observe-se que, para 0z  
 




































2 . Assim, a consequência da truncatura do modelo será perda de 
potência dos testes F . No entanto, os resultados detetados como significativos 
continuam a sê-lo e se os valores próprios “eliminados” do modelo ajustado forem 
pequenos, 2  será pequeno e a perda de potência não será relevante. Referimos este 
ponto pois pode interessar ter um modelo compacto e fácil de interpretar. 




















sendo pois os testes F  não distorcidos, já que a potência do teste debaixo das hipóteses 
alternativas excede o nível do teste.  
 
3.6.  Relevâncias Relativas 
 
Na secção anterior considerámos a truncatura do modelo ajustado pensando em 
situações em que havia valores próprios de M , h ,,1   muito maiores que os 
restantes. Relativamente aos vetores hββ ,,1  , interessará considerar a relevância 



































t ,,1,)()(  γILγIW . 
 
 
Como vimos as matrizes jW , hj ,,1 , são definidas positivas, existindo pois 
matrizes ortogonais hjj ,,1, P , tais que  
 
hjss njjjjj
t ,,1,),,( 1   DPWP , 
 
onde hjss njj ,,1,),,( 1  D , é a matriz diagonal cujos elementos principais são os 
valores próprios positivos njj ss ,,1   da matriz jW , hj ,,1 . Assim, estão 
















PDG  , 
tendo-se,  
hjnjjj
t ,,1,  IPWG , 


















1   ββββWβ . 
 





  ββX , temos 
hjjjj ,,1, 
  Xβ   com hjN nj ,,1,),0(~








)( xx g . 
 
Esta função tem gradiente e matriz Hessiana dadas por xx 2)(1 g
 
e ,2)(2 Ix g  logo é 

















































é ),0|(. 2N  (Mexia e Oliveira, 2011). 
Sendo 
o
qz  o limite das caudas com probabilidade 
2
q














































































































































































































































































































hjj ,,1, μ , é equivalente a hjjjj
t ,,1,1  βWβ .  







































1    βWβμ , 
 




































  hjMin j ,,1,   μμ , 
e, v~  e v  os vetores com componentes hje jjjjjj
tt ,,1,






Com efeito, quaisquer que sejam 1q  e 0  existe k  tal que, para ,k  se tem  
hjqvvpr jj ,,1,1)
~(  , 
vindo, quando kμ  
,1)~( hqhvvpr 
 




























   hvv~ . 
Ora j  é dada por uma função contínua )(vl  de v  logo,  
,0 :0 hvv  ))()((  vlvl . 
 
Assim, quando k  , temos hqpr jj   1)




































Nas secções anteriores apresentamos modelos para matrizes estocásticas simétricas. 
Apresentaremos de seguida duas aplicações a casos especiais destas matrizes. 
 
3.7  Aplicação à Inter-estrutura 
 
Na Análise Conjunta de Tabelas (ACT), é habitual dispor-se de várias tabelas de dados 
de dupla entrada, os dados que compõem estas tabelas são de natureza quantitativa, 
podendo estas ser obtidas em diferentes situações. Cada tabela é composta por n linhas 
(objetos) e p colunas (variáveis). As várias técnicas desenvolvidas para a análise deste 
tipo de tabelas remontam às décadas de 70 e 80, nomeadamente encontram-se estudos 
destas técnicas em Escoufier e L'Hermier des Plantes (1976), Foucart (1981) entre 
outros. As várias técnicas desenvolvidas permitem efetuar uma comparação global de 
todas as tabelas, bem como o estudo de uma eventual existência de uma estrutura 
comum, a que se dá o nome de inter-estrutura. A inter-estrutura é a primeira etapa da 
metodologia STATIS (método STATIS e STATIS Dual). Esta metodologia foi 
introduzida por Hermier des Plantes (1976), e foi desenvolvida em particular por Lavit 
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(1988). A metodologia STATIS utiliza distâncias euclidianas entre configurações 
observadas em k situações diferentes a que chamamos estudos. Sempre que, as variáveis 
diferem ao longo dos k estudos e o número de objetos é fixo, existindo uma 
proximidade entre os indivíduos (objetos) dizemos que estamos no âmbito do método 
STATIS. Sempre que ocorre o inverso, isto é, o número de variáveis é fixo e os objetos 
podem mudar ao longo dos estudos, dizemos que estamos no âmbito do método 
STATIS Dual. Nestes dois métodos estudam-se séries de estudos em que se consideram 
trios de matrizes ),,( DDX  , constituídos por uma matriz de dados X  e duas matrizes de 
pesos, uma para objetos e outra para variáveis, DD  e , respetivamente. Quando os 
objetos são os mesmos para todos os estudos duma série a mesma diz-se do primeiro 
tipo. Quando as variáveis são as mesmas para todos os estudos duma série a mesma diz-
se do segundo tipo. Escoufier (1978) definiu os operadores niiiii
t ,,1,   DXDXAi
 
e niiiii
t ,,1,   DXDXBi
 
para representar os estudos niiii ,,1,),,( 
 DDX , no 
caso de séries de primeiro e do segundo tipo, respetivamente. 
No resto da secção tomaremos AU  , no caso de séries de estudo do primeiro tipo e 
BU  , no caso de séries do segundo tipo. Para evitar duplicações vamos considerar o 
estudo das séries do primeiro tipo. Temos então as matrizes ][ jisS  com 
njitrs tjiji ,...,1,),(  UU  o produto de Hilbert-Schmidt dos operadores iU  e 
njij ,,1,, U .  
Sendo n ,...,1  os valores próprios e nγγ ,,1   os correspondentes vetores próprios, 
Escoufier (1978) considerou uma representação geométrica para os estudos. O j-ésimo 
estudo era representado pelo ponto cujas coordenadas eram as j-ésimas componentes 






1 ,..., . Quando estes pontos estiverem ao longo do primeiro eixo 
com a direção de 1γ , 1  predominará sobre os restantes valores próprios e a série tem 
estrutura de grau 1 (Lavit, 1988). Nesse caso pode admitir-se ter 
EααS  t  , 
tendo-se pois uma matriz estocástica simétrica com grau 1. Este modelo é um caso 










de grau k , estudado na secção anterior. Admite-se então que  
nii
o
i ,,1,  EUUi  , 
com ][ hli
o
i uU  e ][ hlii eE  com niNvec mi ,,1,),0(~)( 2
2  IE  (Areia, 2009). 






















































o sS , )( ovec S  estará normalmente distribuído. Podemos pois admitir 










. Simulações efetuadas (Apêndice A, 





, dum par de variáveis 
normais 2,1, jjX  são inferiores a 
17
1
, o produto 21XX  pode ser tratado como 
estando normalmente distribuído. Assim quando os elementos das matrizes nUU ,...,1  
tiverem coeficientes de variação inferior a 
17
1
 podemos tratar Z  como normal. 















































































Os restantes elementos da matriz de variâncias-covariâncias L  são (aproximadamente) 







































Podemos então admitir (com a devida aproximação) que 
 
LηZ
2,(~ N ) 
com ])([Kη vec  e ][ ijkK , já que as componentes de )(
ovec S  sendo funções 
lineares dum vetor normal terão distribuição conjunta normal.  
 
3.8  Aplicação a Matrizes de Produtos Cruzados 
 
Dada a matriz de dados X  do tipo dv  as matrizes tXX  e XXt  são as matrizes de 
produtos cruzados para vetor linha e coluna de XXt . Em particular se os vetores coluna 
de X  forem os   divec i ,...,1, U , XXt  será a matriz dos produtos de Hilbert-Schmidt 
das matrizes dUU ,...,1 . Assim estes modelos generalizam diretamente os da alínea 
anterior, sendo fácil de verificar que o tratamento apresentado se estende diretamente. 









com ][ hixX .  Para a matriz XX











Observe-se agora que as matrizes tXX  e XXt  têm os mesmos valores próprios não 
nulos 0...1  r , com )()()( XXXXX
tt carcarcarr  . Assim, os modelos 
para tXX  e XXt  terão o mesmo grau k . Admitindo que vd  , deve-se realizar o 
ajustamento do modelo para XXt  que será uma matriz dd   em vez de tXX  que é 
vv . Aos k γγ  ,...,1  primeiros k  vetores próprios para XX
t  corresponderão, como 








γXγ  , 
que poderão ser utilizados na inferência para os modelos tXX  e suas famílias. 
Como 
2
YV  é independente dos  
 
kiii
t  ,...,1,)( γXXβ , 
 





pelo que os resultados para o modelo correspondente a XXt  se transportam diretamente 
para o modelo correspondente a tXX . 
Em muitos casos podem utilizar-se modelos de grau um para estas matrizes (Oliveira 
2001, Ramos, 2007 e Areia, 2009). 
 
3.9  Famílias Estruturadas 
 
3.9.1  Caso Geral 
 
Recordamos que no caso geral a informação contida numa matriz estocástica simétrica é 
condensada no par  V,~β , podendo admitir-se que  Hββ 2,~~ N , 
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(aproximadamente) com Bηβ   e tBLBH   e a variável aleatória 
22~ gV   sendo 
β
~
 independente de V . 
No caso de uma família estruturada de matrizes temos os pares   miVii ,...,1,,
~
β . Sendo 
as matrizes que compõem a família independentes, também serão independentes os 
pares   miVii ,...,1,,
~
β . Devido á reprodutividade dos qui-quadrados, caso se tenham as 
variáveis aleatórias, miV
igi
,...,1,~ 22  , ter-se-á 

















mβββ   
 





βββ   
e 
 
),...,( 1 mHHDH  . 
Como referimos anteriormente o estudo conjunto dos modelos duma família estruturada 
analisa a ação dos fatores do delineamento base sobre os parâmetros dos modelos. Neste 
caso interessa-nos estudar a ação sobre os vetores de estrutura mii ,...,1,
~
β  tendo-se 
nhw   componentes com n  a ordem das matrizes que constituem as famílias.  
Para realizar inferência, escolhe-se um vetor a  com w  componentes, trabalhando-se 





)( 2 miN iiii
ttt  aHaβaβaaz   





i  βaμ  
 
tendo-se ainda 





Observe-se que se nii ,...,1,  δa , com nii  ,...,1,δ  o vetor com componentes todas 
nulas salvo a i-ésima que é 1, a análise incidirá sobre as i-ésimas componentes dos 
vetores de estrutura dizendo-se que se trata duma AT. Além da análise transversal pode 
interessar analisar uma AL. Neste caso, a  será um vetor de contrastes sendo nula a 
soma das suas componentes. 
Quando o grau do modelo é um podemos estar interessados nos respetivos 
primeiros vetores de estrutura. Nesse caso, no estudo da AT restringimo-nos aos 
nii  ,...,1,δ , e no caso da AL, as componentes não nulas de a  têm índices que não 
excedem n . 
Se as componentes dos primeiros vetores de estrutura correspondem a instantes 
sucessivos a AL incidirá sobre a evolução no tempo. Por exemplo, no caso particular 
das séries de estudos consideradas na metodologia STATIS, os estudos podem suceder-
se no tempo. Em Oliveira (2002), Ramos (2007) e Areia (2009), foram analisados 
resultados de sucessivas eleições autárquicas em Portugal Continental, nos períodos de 
1976 a 1997 e 1998 a 2001 respetivamente. Nestes casos, foi possível estudar a 
evolução dos resultados eleitorais, através da Análise Longitudinal. 
A concluir, observamos que dado a matriz C  ser diagonal os resultados atrás 
apresentados para a heterocedasticidade controlada terão a sua aplicabilidade facilitada. 
 
3.9.2  Modelos de Grau um 
 
Quando a predominância do primeiro valor próprio é muito grande, podemos adotar 
um modelo de grau um da forma 
EααM  t  
onde E  tem matriz média nula. 
No mais simples destes modelos tem-se )(
2
1 t
EEE   com ),0(~)( 2
2
n
Nvec IE  .  
Estes modelos foram utilizados com êxito em várias aplicações, nomeadamente á 
primeira fase da metodologia STATIS, a inter-estrutura. Dado que as matrizes de 
Hilbert- Schmidt são matrizes de produtos cruzados, podemos utiliza-los para estas 
últimas, passando a modelos de maior grau se os de grau um não se ajustarem. 
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Este tipo de modelos encontra-se estudado mais detalhadamente em Oliveira 
(2002). No que segue basear-nos-emos em apresentar os principais resultados que se 
têm para os mesmos. 
Sejam n ...1  os valores próprios e n,...,1γ  os vetores próprios de M . 
Suponhamos que 21  , passando-se a admitir que njj ,...,2,0  . A validação do 
modelo pode ser decomposta em duas fases. Na primeira mostra-se que: 




Nvec IE   
Para verificação dos pressupostos anteriores, considera-se uma matriz  
 
][ hl
too w MPPW , 
 
com oP  matriz ortogonal com primeiro vetor linha 1γ . Mostra-se que, quando o grau do 
modelo não excede 1 e ),0(~)( 2
2
n
Nvec IE  , também se verifica  
 
 210 ,0~...,,: NdiiYYH g , 
 














































introduzido por Mexia (1959, p.42). Esta estatística servirá para testar a hipótese 0H  
contra hipóteses alternativas em que as gYY ,,1   são variáveis normais independentes 










































 de qui-quadrados 
independentes, pondo-se  .,,1,1| 21 gF~F   
Ora, existem alternativas à hipótese 0H  em que 1  predomina sobre 2 , e em que F  
tende a tomar valores superiores aos que tomaria, caso a hipótese oH  se verificasse. Por 
outro lado, haverá alternativas à hipótese 0H  em que 2  predomina sobre 1 , e em que 
F  tende a tomar valores inferiores aos que tomaria, caso oH  se verificasse, podendo 
aliás reescrever-se a hipótese nula como  
 

























 de  21,,1,1|. gF , 

















qq ff . 
Assim, tem-se um teste de nível q  cuja potência decresce com 
21  e  (Mexia, 1989). 
Esta primeira fase da validação considera-se satisfeita quando 0H  não é rejeitada. 




0 H  
 















. Quando a hipótese 
0
0H  se verifica, esta estatística tem distribuição 





l  graus de liberdade (Oliveira, 2002). A segunda fase da 
validação considera-se satisfeita quando a hipótese 
0





3.9.3  Estudo de Simulação 
 
Nestes modelos temos o mesmo número g  de graus de liberdade para o erro para 
todas as matrizes. Estamos pois no caso equilibrado em que a Análise de Variância e as 
técnicas a ela associadas são robustas, ver Scheffé (1959) e Ito (1980), para a 
heterocedasticidade e ainda mais para a não normalidade. Nos modelos de grau um tem-





2    γγIβ , 
 
como 11 iγ  a heterocedasticidade dos iβ
~
 é pouco acentuada. Assim, atendendo á 




1   
têm matrizes de covariância n I
2
 independentes das somas de quadrados de resíduos 
mVV ,...,1 , tendo-se miV li ,...,1,~
22  . Assim, ter-se-á  
  ,,~]~,...,~[~ 21 nmml Ntt  Iββββ  











m ],...,[ 1 βββ   e mlg  . Um estudo de simulação pode ser utilizado para conferir 
uma validação adicional a estes modelos. Em particular garante obter condições em que 
1  
e 1γ  
podem ser utilizados como estimadores de   
 






















Assim, na Tabela 3.2 apresentamos resultados relativos a lotes de 1000 simulações e, os 
respetivos valores médios e desvio padrão para 
2
γαZ  . Os valores de k  escolhidos 
foram: 6, 8, 10, 12 e os valores de 0  foram 12.5, 50, 200 e 400. 
Tabela 3.2 Valores médios e desvios padrão para Z. 
0  6k  8k  10k  12k  
Média D.P Média D.P Média D.P Média D.P 
12.5 0.957 0.574 1.101 0.571 1.253 0.536 1.392 0.484 
50 0.238 0.259 0.329 0.345 0.409 0.390 0.583 0.470 
200 0.047  0.012 0.057  0.027 0.072  0.031  0.100  0.038 
400 0.011  0.005 0.014  0.007  0.017 0.007  0.024 0.008 
Da análise da Tabela conclui-se que, quando 2000   se pode utilizar 1  e 1γ  como 
estimadores de 
 

































A utilização de plantas na nossa alimentação é um ato comum que faz parte do 
quotidiano humano. Além disso as plantas também são utilizadas no vestuário, na 
energia, em medicamentos, na alimentação de animais (os quais por sua vez nos 
servirão de alimento), etc. Podemos afirmar que a sobrevivência humana depende em 
grande parte das plantas e do seu manuseamento. 
O conhecimento das qualidades tecnológicas do trigo são bem conhecidas, 
principalmente para a indústria alimentar, onde é usado basicamente para a produção de 
massas. As suas características nutricionais estão relacionadas com a quantidade de 
amido, proteínas, lípidos, vitaminas e fibras e pela sua capacidade antioxidante, as quais 
podem ser utilizadas em benefício de doenças degenerativas, graças ao seu teor em 
componentes bioativos. Todas estas qualidades do trigo rijo são de grande utilidade não 
só para a indústria alimentar, que detém assim a possibilidade de produzir produtos 
alimentares de alta qualidade, a qual, cada vez mais é exigida pelos consumidores. Na 
agricultura, ao fazer-se a seleção das variedades com maior qualidade tecnológica, verá 
aumentadas as condições de comercialização da sua produção. Embora a qualidade 
tecnológica dos trigos dependa em grande parte da variedade, outros aspetos como as  
condições ambientais de cada local e de cada ano e, as técnicas de cultivo, a fertilização, 
também influem para aumentar a qualidade desejada. 
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No caso do trigo rijo, dentre as culturas anuais cultivadas em Portugal, é uma 
das mais sensíveis às influências ambientais. Essa característica resulta em 
recomendações regionalizadas, onde determinados cultivares devem ser alocados em 
condições específicas, tirando o máximo aproveitamento dos recursos do ambiente. Um 
cultivar é uma variedade de uma planta, criada ou escolhida intencionalmente e mantida 
através do cultivo e à qual corresponde um determinado genótipo e fenótipo que recebe 
um nome único devidamente registado, (Wilhelm Johannsen, 1911). O trigo rijo 
(Triticum durum) tem uma expressão maior sobretudo nos países da orla mediterrânica 
(entre os quais se inclui Portugal). Os principais produtores a nível mundial de trigo rijo 
são: União Europeia, China, Índia, Estados Unidos, Rússia, Canadá, Austrália, 
Paquistão, Ucrânia e Turquia (FAO - Organização das Nações Unidas para a 
Agricultura e Alimentação, 2009). Em Portugal a cultura do trigo rijo ocupa atualmente 
uma superfície de 35.000ha, (INE, I.P., Lisboa -Portugal, 2012. www.ine.pt). 
 
4.2  Dados e Objetivos 
A aplicação prática a que se refere este Capítulo tem por base um trabalho anterior 
desenvolvido na tese de mestrado de Dias (2000), onde se tinha por objetivo estudar as 
interações específicas, as quais se verificam quando uma dada cultivar (variedade 
cultivada) se comporta anormalmente bem ou anormalmente mal num dado ensaio 
Gusmão, Mexia & Baeta; (1992). A técnica então utilizada para análise e interpretação 
dos dados foi a Análise de Regressão Conjunta (Joint Regression Analysis - J.R.A.). Na 
base do método J.R.A. está a ideia de utilizar a média das produções num dado local, 
para medir a capacidade de produção correspondente. Esta produção média é designada 
por índice ambiental, trata-se de um fator único responsável pelo padrão de resposta das 
cultivares às situações ambientais.  
Historicamente a análise de regressões tem sido utilizada para interpretar redes de 
ensaios destinados à comparação de cultivares. O nome da técnica provinha de se 
ajustar uma regressão linear por cultivar. A técnica foi originalmente descrita por 
Mooers (1921) tendo sido introduzida por Yates & Cochran (1938), que calcularam a 
média total de todos os cultivares em determinado ambiente e designaram essa medida 
por índice ambiental. Os autores estudavam o comportamento dum cultivar através da 
regressão linear das produções do mesmo nos índices ambientais. Na década de sessenta  
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sucessivas investigações em ACR conduzem a grandes avanços da técnica, permitindo a 
sua utilização na comparação do desempenho de cultivares quando sujeitos a um vasto 
leque de capacidades produtivas dos pares (local, ano). Salientam-se os contributos dos 
trabalhos de Finlay & Wilkinson (1963), de Eberlhart & Russel (1966) e de Perkins & 
Jinks (1966, 1968a, 1968b). Finlay & Wilkinson (1963) propuseram o ajustamento de 
regressões lineares, para as diferentes cultivares, das produções respetivas nesses 
índices ambientais. Em 1997, Ng & Grunwal desenvolveram métodos iterativos para o 
ajustamento conjunto de regressões. Recentemente, Pinto (2006) mostrou como utilizar 
a ACR na condução de planos de melhoramento. Aplicou os seus resultados ao plano 
português de melhoramento de trigo mole (1986-2000). 
É ainda possível utilizar este método para definir regiões tão vastas quanto possível, 
as zonas equipotenciais de adaptação, e podendo-se aplicar a técnica a redes de ensaios 
implementados nas mesmas. O que se pretende com a aplicação prática que se apresenta 
neste trabalho é o de contemplar outros aspetos para comparação de cultivares, 
esperando-se em trabalhos futuros fazer a comparação dos resultados obtidos aquando 











Os nove ensaios que se consideraram neste trabalho encontravam-se 
implementados na zona “ Sul de Montejunto-Estrela” (ZEA II), que abrange a mais 
vasta área cerealífera do País, como mostra a figura 
 
Figura 4.1  Mapa das zonas equipotenciais de adaptação 
 
Os dados foram cedidos pela estação de melhoramento de plantas de Elvas, a quem se 
agradece a disponibilização dos mesmos. Os ensaios considerados referem-se aos anos 








Beja, Benavila, Elvas e Tavira. Em ambos os anos foram colocadas em ensaio nove 
variedades de trigo rijo (CELTA, HELVIO, TE 9006, TE 9007, TE 9008, TE 9110, TE 9115, 
TE 9204, TROVADOR). 
Os ensaios foram realizados segundo um dispositivo experimental em blocos 
casualizados completos com quatro repetições.  
Consideramos os fatores: ano com dois níveis (1991/1993 e 1993/1994) e, local com 
quatro níveis (Beja, Benavila, Elvas e Tavira) 
O objetivo deste estudo será o de avaliar e verificar os efeitos e interações dos 
respetivos fatores, ano e local, no comportamento dos cultivares nos diferentes locais e 
para os diferentes anos. 
 
4.3  Metodologia 
Para cada par (local, ano) tem-se um ensaio em blocos casualizados com 4 repetições. 
As produções foram colocadas em matrizes hlX  com 2,1l  o índice do ano e 
4,3,2,1h  o índice do local. 
Nestas matrizes tem-se uma linha por variedade e uma coluna por bloco. Estamos 
interessados nas variedades o que nos leva a considerar as matrizes 
t
hlhllh XXM  , 2,1l ; 4,3,2,1h  
Para simplificar os cálculos utilizamos as propriedades das matrizes conjugadas 





 , 2,1l ; 4,3,2,1h  
Estes pares de matrizes terão um máximo de quatro valores próprios não nulos.  
Para verificar quais os efeitos e interações dos respetivos fatores no comportamento 
das cultivares, nos diferentes locais e para os diferentes anos, analisa-se uma família 
estruturada dessas matrizes, correspondendo os tratamentos do modelo base aos pares 
(local, ano). Para realizar o ajustamento dos modelos individuais, utilizamos a técnica 
das matrizes conjugadas, (secção 2.2). 
As componentes dos vetores de estrutura correspondem aos cultivares. Assim para 
estudar a ação dos fatores, ano e local, para cada cultivar, podemos realizar uma Análise 
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transversal (secção 3.9.1). Esta análise incide sobre as componentes homólogas dos 
vetores de estrutura, realizando-se a análise de variância correspondente. 
 
4.4  Resultados 
Utilizando as propriedades das matrizes conjugadas  
,hlhlhl
t
XXM  2,1l ; 4,3,2,1h  
verificamos que estes pares de matrizes têm quatro valores próprios não nulos. Esses 
valores próprios, bem como os valores das preponderâncias (secção 3.9.3), são 
apresentados na Tabelas 4.1 e na Tabela 4.2. 
 
Tabela 4.1: Valores próprios ajustados )4,...,1,(  ii  e valores da preponderância ( ) 
 
 Ano 1992/1993 
 Beja Benavila Elvas Tavira 
1  1594579365.1 265876447.50 984951776 1493579365.1 
2  7246605.7 5396645.36 7965263 6946605.7 
3  3408466.9 2084587.51 2085464 3338466.9 
4  655574.1 75917.05 660160 66557.10 
  39384.37 2111.73 14218.45 37079.84 
 
 
Tabela 4.2:  Valores próprios ajustados )4,...,1,(  ii  e valores da preponderância ( ) 
 
 Ano 1993/1994 
 Beja Benavila Elvas Tavira 
1  96943968.5 476006696 539018343.1 10788358 
2  3259516.1 2159445 3510632.0 19725327 
3  1274789.2 1417157 2301972.9 8335463 
4  116186.5 477976 935209.9 4524393 




Da sua análise verifica-se que o primeiro valor próprio é muito superior em várias 
ordens de grandeza aos restantes, para todos as cultivares; o valor da preponderância (
) em todos os casos é superior a 766, indicando que se pode utilizar modelos de grau um 
para todos os casos. As Tabela 4.3 e Tabela 4.4 mostram os vetores de estrutura para as 
várias matrizes estocásticas e as somas de quadrados de resíduos, para as respetivas 
variedades e para os fatores ano e local. 
 






























Ano de 1992/1993 
Beja Benavila Elvas Tavira 
CELTA
 
14540.54 7430.448 13346.89 22596.21 
HELVIO
 
8964.56 10441.59 5285.928 4169.252 
TE 9006 13386.49 1522.099 7777.199 22730.64 
TE 9007 20278.34 7643.398 10168.73 6322.33 
TE 9008 3514.226 9680.511 2264.447 38063.24 
TE 9110 1712.533 2367.907 1629.267 3747.177 
TE 9115 15541.44 6520.88 12376.82 19898.47 
TE 9204 4634.124 9596.588 7654.076 34462.95 
TROVAD 10089.29 3447.883 9809.606 4472.869 
V 11310646.7 7557149.2 10710887 10710887 
 Ano de 1993/1994 
 Beja Benavila Elvas Tavira 
CELTA
 
11767.08 8399.241 9890.214 11529.6 
HELVIO
 
21619.88 12764.94 1911.708 3590.561 
TE 9006 3553.035 11186.26 3312.333 12371.35 
TE 9007 4760.576 11018.63 10660.63 10856.13 
TE 9008 13593.19 1972.86 1654.533 27398.45 
TE 9110 1277.349 1920.22 13447.06 16256.56 
TE 9115 12063.3 9840.968 10536.18 2862.637 
TE 9204 4844.458 4153.382 13729.72 25687.27 
TROVAD 4917.375 7502.148 12995.64 7538.134 
V 4650491.8 4054578 6747814.8 32585183 
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As componentes homólogas correspondem aos diferentes cultivares, por exemplo, as 
primeiras, correspondem ao CELTA.  
Assim, a AT incidirá sobre as diferentes cultivares (secção, 3.9.2). 
Para cada uma destas testam-se as seguintes hipóteses  
 
 ausência de efeitos dos anos; 
 
 ausência de efeitos dos locais;  
 
 ausência de interação entre o fator ano e o fator local. 
  
Realizou-se, para cada hipótese, a ANOVA correspondente. Para isso utilizamos a 
matriz ortogonal estandardizada (secção, 2.4.2). O produto da segunda e terceira matriz 






































































Dado PYZ   com componentes 8,...,1, iiZ , temos as somas de quadrados para os 
efeitos e interação, indicando-se na Tabela 4.7 como estas podem ser calculadas. 
 






Na Tabela 4.6 e na Tabela 4.7, encontra-se o resumo das análises de variância efetuadas 
aos cultivares. Foram testadas as 3 hipóteses , , , usando-se um nível de 
significância de 5%, verificando-se que existe interação significativa para os cultivares, 










































 SQ GL MQ  
ANO 177637688 1 177637688 95.88281*** 
LOCAL 2620035227 3 873345076 471.4021*** 
INTERAÇÃO 914476443 3 304825481 164.5345*** 
RESÍDUO(MQE) 1852654,12    
TE 9008 
 SQ GL MQ  
ANO 218005888 1 218005888 117.6722*** 
LOCAL 1552502738 3 517500913 279.3295*** 
INTERAÇÃO 1827569546 3 609189849 328.8201*** 







Tabela 4.6: Quadros resumo das análises de variância 
CELTA 
 SQ GL MQ  
ANO 504590427 1 504590427 272.36 *** 
LOCAL 385773291 3 128591097 69.409 *** 
INTERAÇÃO 342523172 3 114174390.7 61.63*** 
RESÍDUO(MQE) 1852654.12    
HELVIO  
 SQ GL MQ  
ANO 5348841 1 5348841 2.887123 
LOCAL 120982674 3 40327558 21.76745*** 
INTERAÇÃO 197085839 3 65695280 35.46*** 
RESÍDUO(MQE) 1852654    
TE 9006 
 SQ GL MQ  
ANO 48389639 1 48389639 26.1191*** 
LOCAL 125557773 3 41852591 22.592*** 
INTERAÇÃO 320953707 3 106984569 57.7467*** 








Tabela 4.7: Quadros resumo das análises de variância 
TE 9110 
 SQ GL MQ  
ANO 15067409 1 15067409 8.132878** 
LOCAL 235722803 3 78574268 42.41173*** 
INTERAÇÃO 318336316 3 106112105 57.27572*** 
RESÍDUO(MQE) 1852654,12    
TE 9115 
 SQ GL MQ  
ANO 838805.2 1 838805.2 0.4527587 
LOCAL 33046621 3 11015540 5.945816** 
INTERAÇÃO 407358444 3 135786148 73.29277*** 
RESÍDUO(MQE) 1852654,12    
TE 9204 
 SQ GL MQ  
ANO 194371842 1 194371842 104.9153*** 
LOCAL 218729891 3 72909964 39.35433*** 
INTERAÇÃO 193429437 3 64476479 34.80222*** 
RESÍDUO(MQE) 1852654,12    
TROVADOR  
 SQ GL MQ  
ANO 1751986 1 1751986 2.456628 
LOCAL 686301950 3 228767317 123.4809*** 
INTERAÇÃO 1728724052 3 576241351 311.0356*** 
RESÍDUO(MQE) 1852654,12    
 
onde *- significa ao nível de 5%; **- significa ao nível de 1% e ***- significa ao nível de 0,1% 
 
conclui-se assim que 
Há efeito significativo do fator ano para as cultivares:  
CELTA, TE9006, TE9007, TE9008, TE9110 e TE9204. 
Há efeito significativo do fator local para as cultivares: 
CELTA, HELVIO, TE9006, TE9007, TE9008, TE9110, TE9115, TE9204 e 
TROVADOR. 










CELTA, HELVIO, TE9006, TE9007, TE9008, TE9110, TE9115, TE9204 e 
TROVADOR. 
 
A partir daqui podemos ainda discutir a importância relativa dos fatores e da 
interação. Quanto maior for a média das estatísticas F para um efeito ou interação tanto 
maior será o peso da correspondente causa de variação. Assim somos levados a medir as  
importâncias relativas utilizando as médias AF , LF  e IF , das estatísticas respetivas, 




































Os resultados obtidos foram 22.0A , 38.0L  e 40.0I , o que mostra a grande 
relevância do fator local.  
No entanto essas relevâncias variam muito de cultivar para cultivar como se pode 















































































Nesta dissertação vimos como ajustar e validar modelos assentes na análise espectral de 
matrizes médias de matrizes estocásticas simétricas. Consegue-se assim uma 
formulação que permite condensar a informação contida numa matriz estocástica 
simétrica num par constituído por um vetor β
~
 de estrutura ajustado e numa soma V de 
quadrados de resíduos. Esta condensação é paralela á que se tem para regressões 
lineares sendo então β
~
 o vetor dos coeficientes ajustados e, continuando V  a ser uma 
soma de quadrados de resíduos. 
Esta possibilidade de condensação da informação contida numa matriz estocástica 
simétrica torna estes modelos adequados para o estudo de famílias estruturadas. Nestas 
famílias os modelos correspondem aos tratamentos de um delineamento base. Assim, ao 
analisar-se uma tal família pode-se ir mais fundo do que quando se trabalha apenas com 
um modelo, já que, se pode estudar a ação dos fatores do delineamento base sobre os 
parâmetros dos modelos da família. No estudo apresentado considerou-se o caso de 
famílias estruturadas de modelos com delineamento base ortogonal, o que corresponde a 
estar-se numa situação de equilíbrio. Realizam-se análises de variância para estudar a 
ação dos fatores do delineamento base sobre combinações lineares m
tt
βaβa ,...,1  das 
componentes dos vetores de estrutura das matrizes da família. Quando iδa   a análise 
incidirá sobre as i-ésimas componentes dos vetores de estrutura. Por exemplo na 
primeira fase da metodologia STATIS, a inter-estrutura, incidirá sobre as componentes 
associadas aos i-ésimos estudos. Temos então, como vimos, uma AT. Se as somas das 
componentes for nula, a  será um vetor de contraste e temos uma, AL. Voltando à inter-
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estrutura quando os estudos que constituem as várias séries correspondem a instantes 
sucessivos, a AL incidirá sobre a evolução das mesmas. Aliás na representação de 
Escoufier dos operadores os pontos representativos dos estudos, no caso de modelos de 
grau um, dispõem-se ao longo do eixo paralelo ao vetor de estrutura. Compreende-se a 
designação de análise longitudinal uma vez que a mesma incidirá sobre a evolução ao 
longo desse eixo dos pontos representativos dos estudos. Referimo-nos à metodologia 
STATIS pois foi para a respetiva primeira etapa desta metodologia, a inter-estrutura, 
que se iniciou a modelização (Oliveira 2002), de matrizes estocásticas simétricas. 
Posteriormente verificou-se que o mesmo tipo de modelos eram aplicáveis a matrizes 
estocásticas simétricas em geral podendo, à semelhança do que já se tinha feito antes 
para a inter-estrutura, utilizar esses modelos para realizar AT e AL para famílias 
estruturadas de modelos. Aliás pode-se considerar este trabalho como um alargamento 
do tratamento que tinha sido feito para a inter-estrutura. Nesse tratamento tinha-se 
verificado que na generalidade dos casos, se podem utilizar os modelos de grau um, o 
mesmo facto verifica-se agora com a aplicação das matrizes de produtos cruzados a 
dados de melhoramento vegetal, mais concretamente a variedades de trigo rijo. Aqui 
para o modelo base considerou-se o cruzamento de dois fatores com interação (local e 
ano), o primeiro fator (local), com quatro níveis (Beja, Benavila, Elvas, Tavira), e o 
segundo fator (ano) com dois níveis (1992/1993 e 1993/1994). Os resultados obtidos 
indicaram que existem influências significativas quer do fator ano quer do fator local, 
relativamente ao comportamento das cultivares, indicando ainda a existência de 
interação significativa. Ainda, relativamente aos fatores e interação, foi possível discutir 
a importância relativa dos mesmos, considerando as médias das estatísticas F, pelo que 
estas medidas representam um primeiro passo para colmatar as dificuldades que se 
colocam, quando o utilizador comum é confrontado com um volume excessivo de 
informação, tendo agora a possibilidade de conseguir interpretar os resultados mais 
claramente. Ora, como vimos, a adoção de modelos de grau um permite uma grande 
simplificação dos cálculos. Surge assim, a questão de analisar mais completamente as 
situações em que tais modelos podem ser utilizados. Observe-se que os casos em que 
isso se verifica diziam respeito a matrizes de produtos cruzados, o que sugere que se 
comece por verificar quando é que modelos de grau um se aplicam a tais matrizes. Este 
será o ponto de partida para um trabalho futuro, onde pensamos aplicar a técnica a um 









Linearidade Assintótica e Normalidade 
 
De seguida apresentam-se alguns conceitos sobre Linearidade Assintótica (Mexia e 
Oliveira, 2011) e sua aplicação a estudos de simulações (utilizados no Capítulo 3). 
 
A.1  Função Assintótica Linear 
Dada uma função suficientemente regular RR:g k  . Seja 
1
g  o gradiente e 
2
g  a 
matriz Hessiana de g e  Xdr  o supremo do raio espectral  Yr  de  Y2g , quando 



























Sempre que se deriva um polinómio o grau diminui duma unidade, e os polinómios 
serão, salvo raras exceções, assintoticamente lineares. 
Seja X  um vetor aleatório e  .g  uma função assintoticamente linear, o método 
delta pode ser utilizado para aproximar as estatísticas  






















































y  e o
p
z  os quantis para a probabilidade p  de 
o
Y  e 
o



















o  com Xb
to
o
Z  . 
Estes resultados podem aplicar-se sempre que X  é normal e, nesse caso também o
o
Z  
é normal e ter-se-á um teorema do limite central que não estará vinculado ao 
crescimento da dimensão da amostra, mas sim ao da não centralidade. 
Antes de entrarmos no estudo da aplicação ao caso normal, apresentamos alguns 
resultados assintóticos.  
 
A.2  Resultados Assintóticos 
 
Se RR:g k   é suficientemente regular temos (Khuri, 2003),  
 








Quando dX , vem 
 











 , (onde q.c. 




Demonstração: Se  .g  é assintoticamente linear, então para qualquer 0  e 0d  
existe  u  tal que, para   uu ,   ukd . Assim quando   uμ , dX  implica 
 oo ZY . Para qualquer 0 , pode-se escolher 0d , para assegurar que 
   1Pr dX , assim quando   uμ , também temos    1Pr oo ZY . 
Ficando a tese estabelecida. 
 
Sabendo que  uk
d
 decresce com u  existe  
 
     2:, dukuMindu d , 
 
Considere-se a distribuição 
2
XL   e, seja 
q
l  o quantil de ordem q dessa distribuição 
quando qlL , com     ,qq luuμ , ter-se-á 
 oo ZY . 
Designemos por  q  a probabilidade do evento  A  com 
    oo ZYA , 
tem-se que,   qq  , quando   quμ . Represente-se ainda por  
cA  o 
complementar do evento  A  e  cq  o complementar do evento  q  com, 
    qqc 1 . 
Assim temos a  
 
Proposição A.2  Qualquer que seja z  e 0 ,  
 




qzFzFqzF oo0 . 
 
Demonstração:  tem-se, 
   













                 zFzYAzYqAzZqqzF oY
oooc
Z
 Pr|Pr|Pr0 . 
Ficando a tese estabelecida. 
 
Corolário  A.1  Quando  zF oZ  tem densidade  zf oZ  limitada por C , tem-se 
      dFFSupFFSup oo ZYZY , 
com      cqCd  2 . 
 
Demonstração: sendo  xFY  e  xFZ  as respetivas funções de distribuição das 






































com    oo ZYZY FFSupFFSup  . Para a demonstração ficar completa basta 
apenas aplicar a proposição A.1, sabendo que oZf  é limitada por C , então 
     CzFzF oo ZZ 2 . Ficando a tese estabelecida. 
 
Tem-se agora o 
Corolário A.2  Quando 
oZ
f  é limitada por C  e  .g  é assintoticamente linear, 
  0

 ZY FFSup . 
Ficamos assim em condições de garantir que ZF  converge uniformemente para YF , 
quando  . 
 
Para as densidades tem-se a: 
Proposição A.3  Se oZf  é limitada por C  e se     0 mzf oZ , sempre que 






















Demonstração: de acordo com o corolário A.1 da proposição A.2, tem-se  









        opZ
o
pZ








dp yz , 
resulta  
   

 dppdp
ooo zyz . 
Para completar a demonstração basta lembrar que 










zz oo dpdp  
 








, então sempre que 




d zzz   1 , tem-se        mdpzySup qopop /21, , com 
   cq qCd  2  com qqc 1 . 
 
Demonstração: da proposição A.3 vem que   quq  , sempre que   quμ . Ficando 
a tese estabelecida. 
 


















, esta convergência será uniforme 
quando 
oZ
f  é limitada for C  e  .g  é assimptoticamente linear. 

































Recorrendo à proposição A.3, temos que   quq  , sempre que   quμ , pelo que a 
tese fica estabelecida. 
 
A.3  Aplicação ao Caso Normal. 
 





        



















































Sendo px  o quantil para a probabilidade p  da densidade normal estandardizada, os 
quantis de ozf  vêm dados por  
   













p  , 
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   









































































, ´sendo assim, 
possível aplicar os resultados anteriores a este caso. Além disso se X  é normal, com 
vetor médio nulo e matriz de covariância M  e, h ,,1   são os valores próprios de 
M  com multiplicidades hgg ,,1  , tem-se 
2
XL  , que pode escrever como 
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2 , independentes da variação do qui-quadrado (Imhof, 
1961). Quando M  é conhecida torna-se fácil calcular os quantis pl  (Fonseca et al., 
2007). 
 
A.4  Simulações 
 
Através do estudo de simulações mostra-se numericamente como polinómios de baixo 
grau em variáveis normais estandardizadas ,X 1X  e 2X  independentes com baixos 
coeficientes de variação têm distribuição aproximadamente normal. Para realizar as 
simulações utilizaram-se os polinómios    rr cXcP  1  e 
    sr Xc.XcP
2221112
 . Consideram-se os testes de Kolmogorov-Smirnov (K-
S) e Shapiro-Wilk para testar a aproximação à normal de 1P  e 2P . Foram elaborados 
programas de simulação utilizando o Software R, foram geradas inicialmente 1000 
observações pseudo-aleatórias para cada uma das variáveis X , 1X  e 2X . Às amostras 
obtidas aplicou-se o teste de Kolmogorov-Smirnov, tal como descrito acima. Assim 
para um nível de significância de 0.05, cujo valor crítico é de 0.0608. Os valores são 
apresentados nas tabelas que se seguem considerando arredondamentos à quarta casa 
decimal. 
O polinómio inicialmente considerado é    rr cXcP  1 , onde  4,3,2,1r , 
para o qual obtivemos as seguintes estatísticas do teste de Kolmogorov-Smirnov, para a 
amostra de observações de 
1
P . 





c\r  1 5 10 20 30 40 50 100 200 
1 0.0171 0.0171 0.0171 0.0171 0.0171 0.0171 0.0171 0.0171 0.0171 
2 0.2095 0.0461 0.0286 0.0208 0.0194 0.0188 0.0185 0.0178 0.0174 
3 0.2527 0.0835 0.0469 0.029 0.0236 0.0209 0.02 0.0185 0.0178 




Para reforçar a nossa convicção nos resultados expressos na tabela 2.1, aplicou-se 
também o teste de Shapiro-Wilk a    rr cXcP  1  com  4,3,2,1r , as estatísticas 
de teste obtidas encontram-se na Tabela 2.2. 
 













Para uma mellhor análise dos resultados obtidos basta ter em conta a Tabela A.1 e a 
Tabela A.3 e fazer a relação entre os valores observados das estatísticas e, os p-values 
do teste de Kolmogorov-Smirnov, para amostras de dimensão 1000. 
 




c\r  1 5 10 20 30 40 50 100 200 
1 0.9315 0.9315 0.9315 0.9315 0.9315 0.9315 0.9315 0.9315 0.9315 
2 - 0.0285 0.3859 0.7795 0.8454 0.8704 0.8844 0.9097 0.9211 
3 - - 0.0245 0.3701 0.6353 0.7747 0.8203 0.8836 0.9095 
4 - - 3e-04 0.1161 0.3645 0.5604 0.6896 0.8532 0.8969 
 
 
Em seguida consideremos o polinómio     sr Xc.XcP
2221112
 . As estatísticas 
do teste de Kolmogorov-Smirnov, são apresentados nas tabelas, A.4, A.5 e A.6 nas 
quais consideramos todas as combinações de expoentes inteiros s,r  tais que 
 4,3,2 sr . 
             1000n  
rc \  1 2 3 4 
1 0.048 1.000 1.000 1.000 
5 0.060 1.000 1.000 1.000 
10 0.050 0.940 1.000 1.000 
20 0.050 0.390 0.931 1.000 
30 0.054 0.214 0.626 0.945 
40 0.045 0.115 0.384 0.736 
50 0.056 0.106 0.255 0.542 
100 0.060 0.066 0.105 0.159 




Tabela A.4:  Estimativas do teste de Kolmogorov-Smirnov para 
2
P  
1000n      1r      1s  
21 \ cc  1 5 10 20 30 40 50 100 200 
1 0.2085 0.0735 0.0432 0.0256 0.0194 0.0162 0.0144 0.0139 0.0141 
5 0.0735 0.0469 0.0334 0.0225 0.0179 0.0154 0.0141 0.0139 0.0141 
10 0.0432 0.0334 0.0266 0.0198 0.0164 0.0145 0.0138 0.0139 0.0141 
20 0.0256 0.0225 0.0198 0.0164 0.0145 0.0138 0.0137 0.014 0.0141 
30 0.0194 0.0179 0.0164 0.0145 0.0138 0.0137 0.0138 0.014 0.0141 
40 0.0162 0.0154 0.0145 0.0138 0.0137 0.0138 0.0139 0.014 0.0141 
50 0.0144 0.0141 0.0138 0.0137 0.0138 0.0139 0.0139 0.014 0.0142 
100 0.0139 0.0139 0.0139 0.014 0.014 0.014 0.014 0.0141 0.0142 







Tabela A.5:  Estimativas do teste de Kolmogorov-Smirnov para 
2
P  
1000n      2r      1s  
21 \ cc  
1 5 10 20 30 40 50 100 200 
1 0.2427 0.1375 0.0749 0.0438 0.032 0.0258 0.022 0.0144 0.0139 
5 0.2462 0.0842 0.056 0.0365 0.0282 0.0235 0.0205 0.0141 0.0139 
10 0.2294 0.0691 0.0463 0.0315 0.0252 0.0215 0.019 0.0139 0.0139 
20 0.2195 0.0594 0.0385 0.0265 0.0217 0.0189 0.0171 0.0137 0.014 
30 0.216 0.0556 0.0351 0.024 0.0198 0.0174 0.0159 0.0138 0.014 
40 0.2142 0.0536 0.0332 0.0225 0.0185 0.0164 0.0151 0.0138 0.014 
50 0.2131 0.0523 0.032 0.0215 0.0177 0.0158 0.0146 0.0138 0.014 
100 0.2108 0.0497 0.0294 0.0192 0.0158 0.0141 0.0137 0.0139 0.0141 
200 0.2097 0.0483 0.028 0.0179 0.0146 0.0137 0.0138 0.014 0.0141 
1000n     3r      1s  
21 \ cc  1 5 10 20 30 40 50 100 200 
1 0.3492 0.1978 0.104 0.0605 0.044 0.0351 0.0296 0.0182 0.0137 
5 0.2761 0.1051 0.0655 0.0424 0.0331 0.0279 0.0245 0.0166 0.0138 
10 0.2597 0.1051 0.0655 0.0424 0.0331 0.0279 0.0245 0.0166 0.0138 
20 0.251 0.0958 0.0572 0.0364 0.0287 0.0245 0.0217 0.0155 0.0138 
30 0.248 0.0922 0.0539 0.0337 0.0265 0.0226 0.0201 0.0148 0.0138 
40 0.2466 0.0903 0.0522 0.0322 0.0251 0.0214 0.0191 0.0142 0.0139 
50 0.2458 0.0891 0.0511 0.0312 0.0242 0.0206 0.0184 0.014 0.0139 
100 0.2443 0.0867 0.0488 0.029 0.0222 0.0188 0.0167 0.0138 0.014 









Tabela A.6:  Estimativas do teste de Kolmogorov-Smirnov para 
2
P  
1000n      2r      2s  
21 \ cc  1 5 10 20 30 40 50 100 200 
1 0.3492 0.2781 0.2492 0.2304 0.2234 0.2198 0.2176 0.2176 0.2108 
5 0.2781 0.0908 0.0655 0.0495 0.043 0.0395 0.0372 0.0322 0.0295 
10 0.2492 0.0908 0.0655 0.0495 0.043 0.0395 0.0372 0.0322 0.0295 
20 0.2304 0.0712 0.0495 0.0364 0.0311 0.0281 0.0262 0.0218 0.0193 
30 0.2234 0.0637 0.043 0.0311 0.0265 0.0238 0.0221 0.0182 0.0159 
40 0.2198 0.0599 0.0395 0.0281 0.0238 0.0214 0.0199 0.0163 0.0142 
50 0.2176 0.0575 0.0372 0.0262 0.0221 0.0199 0.0184 0.0152 0.0137 
100 0.2131 0.0524 0.0322 0.0218 0.0182 0.0163 0.0152 0.0138 0.0139 
200 0.2108 0.0497 0.0295 0.0193 0.0159 0.0142 0.0137 0.0139 0.014 
1000n      3r      2s  
21 \ cc  1 5 10 20 30 40 50 100 200 
1 0.3618 0.3057 0.2676 0.2409 0.2307 0.2254 0.2221 0.2154 0.212 
5 0.3157 0.1588 0.1105 0.0831 0.072 0.066 0.0624 0.0551 0.0511 
10 0.279 0.1237 0.085 0.0601 0.0505 0.0454 0.0421 0.0349 0.0309 
20 0.2607 0.1066 0.0682 0.0462 0.0381 0.0336 0.0307 0.0243 0.0206 
30 0.2544 0.0998 0.0615 0.0407 0.0331 0.029 0.0264 0.0206 0.0171 
40 0.2513 0.0962 0.0579 0.0377 0.0304 0.0265 0.024 0.0185 0.0154 
50 0.2494 0.0939 0.0557 0.0357 0.0286 0.0248 0.0224 0.0173 0.0144 
100 0.2459 0.0892 0.0512 0.0314 0.0246 0.0211 0.0189 0.0146 0.0138 








Tabela A.7:  Estimativas do teste de Kolmogorov-Smirnov para 
2
P  
1000n      3r      3s  
 1 5 10 20 30 40 50 100 200 
1 0.4168 0.3538 0.2983 0.2712 0.2611 0.2561 0.2533 0.2476 0.2451 
5 0.3538 0.2092 0.142 0.1167 0.1071 0.1019 0.0986 0.0917 0.088 
10 0.2983 0.142 0.1036 0.0789 0.0691 0.0638 0.0604 0.0536 0.0501 
20 0.2712 0.1167 0.0789 0.056 0.0475 0.043 0.0401 0.0338 0.0303 
30 0.2611 0.1071 0.0691 0.0475 0.0397 0.0355 0.0328 0.0269 0.0235 
40 0.2561 0.1019 0.0638 0.043 0.0355 0.0315 0.0289 0.0233 0.0201 
50 0.2533 0.0986 0.0604 0.0401 0.0328 0.0289 0.0265 0.0211 0.018 
100 0.2476 0.0917 0.0536 0.0338 0.0269 0.0233 0.0211 0.0165 0.014 
200 0.2451 0.088 0.0501 0.0303 0.0235 0.0201 0.018 0.014 0.0138 
1000n      4r      4s  
21 \ cc  1 5 10 20 30 40 50 100 200 
1 0.4499 0.4112 0.3897 0.3728 0.3658 0.362 0.3596 0.3546 0.3519 
5 0.4112 0.2904 0.2189 0.1666 0.1465 0.1395 0.1355 0.1272 0.1233 
10 0.3897 0.2189 0.1386 0.1069 0.0948 0.0882 0.084 0.0752 0.0705 
20 0.3728 0.1666 0.1069 0.076 0.0641 0.0577 0.0537 0.0456 0.0412 
30 0.3658 0.1465 0.0948 0.0641 0.0527 0.0469 0.0433 0.0355 0.0312 
40 0.362 0.1395 0.0882 0.0577 0.0469 0.0413 0.0378 0303 0.0261 
50 0.3596 0.1355 0.084 0.0537 0.0433 0.0378 0.0344 0.0271 0.023 
100 0.3546 0.1272 0.0752 0.0456 0.0355 0.0303 0.0271 0.0204 0.0168 






Tabela A.8:  Estimativas do teste de Kolmogorov-Smirnov para 
2
P  
1000n      3r      4s  
21 \ cc  1 5 10 20 30 40 50 100 200 
1 0.4237 0.3989 0.3807 0.3672 0.3618 0.3589 0.3571 0.3532 0.3512 
5 0.3766 0.253 0.192 0.151 0.1392 0.1344 0.1313 0.1253 0.1223 
10 0.3183 0.1685 0.1209 0.0973 0.0878 0.0827 0.0796 0.0728 0.0692 
20 0.281 0.1263 0.0892 0.066 0.0571 0.0524 0.0495 0.0433 0.0401 
30 0.2683 0.1141 0.0764 0.0542 0.0462 0.0419 0.0392 0.0333 0.03 
40 0.2613 0.1074 0.0695 0.0481 0.0405 0.0364 0.0338 0.0282 0.025 
50 0.2572 0.1031 0.0652 0.0444 0.0369 0.033 0.0305 0.025 0.0219 
100 0.2495 0.0941 0.0559 0.0361 0.0291 0.0255 0.0232 0.0184 0.0158 
200 0.2459 0.0893 0.0513 0.0315 0.0247 0.0213 0.0192 0.0149 0.0138 
 
 
Com base nas Tabelas, A.9 a A.12 dos p-value e fazendo a relação com as tabelas das 
estatísticas do teste de Kolmogorov-Smirnov para amostras de dimensão 1000, conseguimos 
obter uma melhor análise dos resultados. Assim para um nível de significância de 0.05, a 
hipótese da normalidade das distribuições não será rejeitada no teste, sempre que o valor 






















Tabela A.9: p-value do teste de Kolmogorov-Smirnov para 
2
P  
1000n      1r      1s  
21 \ cc  1 5 10 20 30 40 50 100 200 
1 - - 0.0476 0.5279 0.8473 0.956 0.9858 0.9904 0.9886 
5 - 0.0245 0.2154 0.6912 0.9067 0.9723 0.9889 0.9903 0.9885 
10 0.0476 0.2154 0.4796 0.8276 0.9502 0.9914 0.9917 0.9898 0.9885 
20 0.5279 0.6912 0.8276 0.9502 0.9842 0.9914 0.9917 0.9898 0.9884 
30 0.8473 0.9067 0.9502 0.9842 0.9914 0.9917 0.9912 0.9896 0.9883 
40 0.956 0.9723 0.9842 0.9914 0.9917 0.9912 0.9908 0.9894 0.9882 
50 0.9858 0.9889 0.9914 0.9917 0.9912 0.9908 0.9904 0.9892 0.9882 
100 0.9904 0.9903 0.9901 0.9898 0.9896 0.9894 0.9892 0.9886 0.9879 
200 0.9886 0.9885 0.9885 0.9884 0.9883 0.9882 0.9882 0.9879 0.9875 
1000n      2r      1s  
21 \ cc  1 5 10 20 30 40 50 100 200 
1 - - - 0.0013 0.0417 0.1696 0.3447 0.8952 0.9916 
5 - - - 0.0162 0.1186 0.29 0.4692 0.9234 0.9915 
10 - - 4e-04 0.0552 0.2218 0.417 0.5872 0.9459 0.9913 
20 - - 0.0029 0.1403 0.3823 0.5875 0.7329 0.9699 0.991 
30 - - 0.0059 0.2049 0.4851 0.6864 0.8116 0.9814 0.9908 
40 - - 0.0086 0.2512 0.5526 0.7473 0.8576 0.9876 0.9906 
50 - - 0.0108 0.285 0.5994 0.7874 0.8865 0.9899 0.9904 
100 - - 0.017 0.37 0.7073 0.8724 0.9424 0.9915 0.9899 









Tabela A.10:  p-value do teste de Kolmogorov-Smirnov para 
2
P  
1000n     3r      1s  
21 \ cc  1 5 10 20 30 40 50 100 200 
1 - - - 0.0013 0.0417 0.1696 0.3447 0.8952 0.9916 
5 - - - 0.0162 0.1186 0.29 0.4692 0.9234 0.9915 
10 - - 4e-04 0.0552 0.2218 0.417 0.5872 0.9459 0.9913 
20 - - 0.0029 0.1403 0.3823 0.5875 0.7329 0.9699 0.991 
30 - - 0.0059 0.2049 0.4851 0.6864 0.8116 0.9814 0.9908 
40 - - 0.0086 0.2512 0.5526 0.7473 0.8576 0.9876 0.9906 
50 - - 0.0108 0.285 0.5994 0.7874 0.8865 0.9899 0.9904 
100 - - 0.017 0.37 0.7073 0.8724 0.9424 0.9915 0.9899 
200 - - 0.0215 0.4231 0.7674 0.9138 0.9658 0.9910 0.9894 
         1000n    2r    2s  
21 \ cc  1 5 10 20 30 40 50 100 200 
1 - - - - - - - - - 
5 - - - 1e-04 6e-04 0.0015 0.0027 0.0082 0.0142 
10 - - 4e-04 0.0149 0.0491 0.0887 0.1261 0.251 0.3497 
20 - 1e-04 0.0149 0.1403 0.2865 0.4065 0.4989 0.7293 0.852 
30 - 6e-04 0.0491 0.2865 0.4851 0.6206 0.7123 0.8962 0.9626 
40 - 0.0015 0.0887 0.4065 0.6206 0.7473 0.8244 0.9528 0.9873 
50 - 0.0027 0.1261 0.4989 0.7123 0.8244 0.8865 0.9752 0.9919 
100 - 0.0082 0.251 0.7293 0.8962 0.9528 0.9752 0.9915 0.9905 
200 - 0.0142 0.3497 0.852 0.9626 0.9873 0.9919 0.9905 0.9894 








Tabela A.11:  p-value do teste de Kolmogorov-Smirnov para 
2
P  
  1000n       3r      2s  
21 \ cc  1 5 10 20 30 40 50 100 200 
1 - - - - - - - - - 
5 - - - - 1e-04 3e-04 8e-04 0.0046 0.0108 
10 - - - 0.0015 0.0121 0.0325 0.0578 0.1753 0.2955 
20 - - 2e-04 0.0279 0.11 0.2088 0.3017 0.5954 0.7885 
30 - - 0.001 0.0725 0.2225 0.3689 0.4888 0.7921 0.9312 
40 - - 0.0025 0.117 0.3154 0.4855 0.6121 0.8817 0.9712 
50 - - 0.004 0.156 0.3882 0.5696 0.6948 0.9265 0.9858 
100 - - 0.0105 0.2769 0.5818 0.7663 0.8664 0.9838 0.9912 
200 - - 0.0169 0.3674 0.7025 0.8675 0.9386 0.9916 0.9902 
1000n       3r      3s  
 1 5 10 20 30 40 50 100 200 
1 - - - - - - - - - 
5 - - - - - - - - - 
10 - - - - 1e-04 6e-04 0.0013 0.0064 0.0133 
20 - - - 0.0038 0.022 0.0498 0.0804 0.2034 0.3174 
30 - - 1e-04 0.022 0.0854 0.1612 0.2326 0.4654 0.6371 
40 - - 6e-04 0.0498 0.1612 0.2756 0.3735 0.649 0.8139 
50 - - 0.0013 0.0804 0.2326 0.3735 0.4856 0.7647 0.9017 
100 - - 0.0064 0.2034 0.4654 0.649 0.7647 0.9492 0.9895 








Tabela A.12  p-value do teste de Kolmogorov-Smirnov para 
2
P  
1000n      4r      4s  
21 \ cc  1 5 10 20 30 40 50 100 200 
1 - - - - - - - - - 
5 - - - - - - - - - 
10 - - - - - - - - 1e-04 
20 - - - - 5e-04 0.0026 0.0062 0.0315 0.0673 
30 - - - 5e-04 0.0077 0.0247 0.0472 0.1606 0.2845 
40 - - - 0.0026 0.0247 0.0657 0.1141 0.3169 0.5021 
50 - - - 0.0062 0.0472 0.1141 0.1865 0.4535 0.6629 
100 - - - 0.0315 0.1606 0.3169 0.4535 0.7981 0.9408 
200 - - 1e-04 0.0673 0.2845 0.5021 0.6629 0.9408 0.9909 
1000n      3r      4s  
21 \ cc  1 5 10 20 30 40 50 100 200 
1 - - - - - - - - - 
5 - - - - - - - - - 
10 - - - - - - - - 1e-04 
20 - - - 3e-04 0.0029 0.0083 0.015 0.0467 0.0814 
30 - - - 0.0056 0.028 0.0595 0.0924 0.2171 0.3275 
40 - - 1e-04 0.0195 0.075 0.1409 0.2029 0.4062 0.5606 
50 - - 4e-04 0.0391 0.1307 0.2272 0.3116 0.5595 0.7228 
100 - - 0.0038 0.147 0.364 0.5337 0.6522 0.8867 0.9647 
200 - - 0.0104 0.2729 0.5731 0.7556 0.8558 0.9788 0.9914 
 




c  cresce, 
o coeficiente de variação é suficientemente baixo c/cv 1  é próximo de zero, pelo que 
1
P  e 
2














As rotinas, utilizadas para obtenção dos resultados descritos nas tabelas A.1 a A.11 e 
3.1 (Capítulos 3), foram elaboradas respetivamente em R (http://www.r-project.org) e 
em Fortran 2008 (vide, e.g., Metcalf et al. 2011).  
 
 
B.1 Estimativas do teste de Shapiro-Wilk para 
1
P  













for(ic in 1:nc) 
{for(ir in 1:nr) 

















B.2 Estimativas do teste de Kolmogorov-Smirnov para 
1
P   









for (r in 1:4){ 
for(j in 1:9){ 
cc1<-c1[j] 
#cálculo dos valores de P1=(cc1+x)^r-(cc1)^r 
P1<-1:n 






# A matriz resguarda os resultados do teste de K-S para P1 








In cbind(c("r", 1,2, 3, 4), latex) 
# Escrita em ficheiro dos valores obtidos na simulação 





# Escrita em ficheiro dos valores obtidos na simulação 





B.3 Estimativas do teste de Kolmogorov-Smirnov para 
2
P . 














for (s in 1:4){ 
       for (r in s:3){ 
               for(i in 1:9){ 
                       for(j in 1:9){ 
                               cc1<-c1[i] 
                               ccc2<-c2[j] 
                                #cálculo dos valores de P2=(cc1+x)^r*(ccc2+y)^s 
                                P2<-1:n 
                               for(k in 1:n){ 
                                       P2[k]<-((cc1+x[k])^r)*(ccc2+y[k])^s 
                                       } 
                               #hist(P2) 
                               #res[r,s,i,j] guarda os valores da estatistica 
                               # do teste de ks para r,s, cc1=c[i] e ccc2=c[j] 
                               ks<-ks.test(P2,"pnorm",mean(P2),sd(P2)) 
                               #res[r,s,i,j]<-ks$statistic 
                               res[r,s,i,j]<-round(ks$p.value,4) 
                       } 
               } 
               latex<-rbind(c2,res[r,s,,]) 
               latex<-cbind(c("ccc2",c1),latex) 
               # Escrita em ficheiro das matrizes res[r,s,,] 
               write(paste("r=",r,"s=",s),file="D-statisticsP2.txt",append=TRUE) 
               write("ccc2/cc1",file="D-statisticsP2.txt",append=TRUE) 
               write(latex,file="D-statisticsP2.txt",append=TRUE,ncol=10,sep="&") 






B.4 Número de Termos 




 implicit none 
  private 
  public :: quad 
integer, parameter :: quad = selected_real_kind(18) ! Precisao quad 
end module kinds 
 
program numero_termos 
  use kinds 
  implicit none 
  integer:: i,n,kdelta,kepsilon, istart 
  real(quad)::prodi 
  real(quad):: delta2,sum,erro 
  character(len=17):: fileout 
  integer,dimension(1:6)::delta 
  real(quad),dimension(1:6)::epsilon 
  integer,dimension(1:6,1:6)::ntermos 
  data delta/5, 10, 15,20,50,100/ 
  data epsilon/1e-2,1e-3,1e-4,1e-5,1e-6,1e-8/ 
  ntermos=0 
  write(*,*) 'Indique o indice inicial do somatorio?' 
  read (*,*) istart 
  write(fileout,'(a11,i2.2,a4)') 'Termos-i_0=',istart,'.dat' 
  open(10,file=fileout,status='unknown') 
  L2: do kepsilon=1,6 
     erro=(1.0-epsilon(kepsilon) 
     L1: do kdelta=1,6 
101 
 
        delta2=0.5*delta(kdelta) 
        prodi=1.0 
        sum=0.0 
        write(10,*) 'kdelta',kdelta 
        do i=istart,10000 
           if(i==0) then 
              prodi=1.0   ! Fatorial de i 
           else 
              prodi=prodi*i 
           endif 
           sum=sum+delta2**i/prodi  ! somatorio 
           if(prodi>=1e+900_quad) then  
              ntermos(kdelta,kepsilon)=i   
              ! numero de termos a partir 
              ! dos quais o factorial e' > 1e900 
              cycle L1 
           endif 
           write(10,'(i3.3,2x,2(es16.9e3,2x),f12.10,2x,f10.8))') & 
                i,prodi,sum,sum*exp(-delta2),erro 
           if(sum*exp(-delta2)>erro) then 
              ntermos(kdelta,kepsilon)=i 
              cycle L1 
           endif 
        enddo 
     enddo L1 
  enddo L2 
  ! Escreve os termos em forma matricial (delta vs epsilon) 
  write(10,'(20x,6(es7.1,4x))') (epsilon(kepsilon),kepsilon=1,6) 
  do kdelta=1,6 
     write(10,*) delta(kdelta),(ntermos(kdelta,kepsilon),kepsilon=1,6) 
  enddo 
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