Given I set of r-variatc integral polynomials, a cyllndrlt:al allebrtJJc decompoJition. (cad) of euclidean r-space E' partitioDIl E' into connected lubsets compatible with the zeros of tbe polynomials. Collins gave a cad construction algorithm in 1975, u part of • quantifier elimination procedure for real dosed fields. The algorithm has subsequently found diverse applications (optimization, curve display); new applications hue been proposed (Ierm rewriting systems, motion planning). In the present two-part paper. we give an algorithm for determining the pairs of adjacent cella in B cad of £2. This capability is often needed in applications. In Part [we describe the ClSCntial featurea of the r--space cad algorithm, (0 provide a framework for the adjaccncy algorithm in Part U.
1. -Int.rodl:tction. Glven a set of r-variate integral polynomials, a cyli:ndrical algebra.ic decomposilinn (cad) of euclidean r-space er partitions E" into connected subsets compatible with the zeros of the polynomials. By "l~ompatible with the zeros of the ·polynomials" we mean that on each subset of the cad, each of the polynomials either vanishes everywhere or nowhere.
For example, consider the bivariate polynomial y4 _ 2 y :l + y'Z _ 3 x 'Zy + 2%4.
Its zeros comprise the curve shown in Figure 1 . Figure 2 shows a cad of the plane compatible with its zeros. The cad consists of the distinct "dots". "arcs", and "patches of white space" of the Figure. We use a somewhat different (but equivalent) definition of cad than that in [COL75]; we devote Section 2 to it. We then take up the cad algorithm.
Its intuitive strategy can be described by means of an example. Consider the curve of Figures 1 and 2 . Given the bivariate polynomial which defines it, we will compute univariate polynomials whose roots contain a "silhouette" of the curve. By a "silhouette", we mean the projection onto the x-axis of the "significant. points" of the curve. Its "significant points" are its singularities (e.g. self-cr.ossings, cusps, isolated points), and the points at which its tangent is vertical. At any of its "non-significant" points, it is "wellbehaved", i.e. locally the graph of a continuous real-valued function of a real argwnent. Suppose we decompose E 1 into the points of toe silhouette and their complementary open intervals. Then the portion of the curve "over" each-of these points (intervals) consists of finitely many disjoint, well· behaved "dots" ("arcs"). Our cad of the plane is made by decomposing tQ.e Arnon, Collins. McCallum: Cylindrical algebraic decomposition I 5 portion ot the plane "over" each point (interval) in E 1 into the "dots" ("arcs") ot the curve, and the "arcs" ("patches") of the complement of the curve, tbat it contains.
For our sample curve, we compute a single univaria~e polynomial (its discriminant):
This polynomial has five roots, whose approximate 'Values are -1.49, -0.23, 0.0, q,23, and 1.49. All roots but the third are projectjons of points with vert-. . ical tangent The third is the projection of the two singularities (self-crossings). Using the roots, we decompose the real line into points and open interv~s (Figure 3 ). The Cartesian products or each of the eleven elements of this decomposition with a line. gi~e us eleven vertical lines and "strips" in the plane. As we see in Figure 2 , each "significant point" or the curve lies on .one or the Yerticallines of this decomposition. and within each "strip", the curve has finitely many disjoint, simply behaved, "arcs". The "dots" and "arcs" which make up each line, and the "arcs" and "patches of white space" which make up each "strip", constitute a cad of the plane, compatible with the curve.
The general algorithm consists of three phases: projection (computing successive sets of polynomials in I rlo I r -2 • ••.• II; the zeros of each set contain a "silhouette" of the "significant points" of the zeros in the next higher dimensional space), base (constructing a decomposition of E 1 ). and extension (successive extension of the decomposition of E 1 to a decompositlon of E 2 , i 2 to E 3 • .... cr-I to E'f''). In Sections 3,4. and 5-WE:! describe each of these phases in turn. In the interests of succintness. we will at various times specify simple but inefficient methods of performing computations (for example. isolating the root.s of a product of polynomials. rather than isolating the roots of each of the factors separately). In Section 6, we give a detailed~xample of the algorithm. A decomposition D of E" is cyLindrical if either (1) r = 1 and D is a stack over EO. or (2) r > 1. and there is a cylindrical decomposition D' of E"-L such that for each region R of D '. some subset of D is a slack over R.
It is 'clear that D' is unique for D, and lhus associated with any cyHn'drical decomposItion D of E" are unique induced cylindrical decompositions of E' for i; r-l, r-2.... ,1. Conversely, given a cad B of E', i < r, a cad D of V is an extension of Bif D induces B. The decomposition of E 2 in Figure 2 is cylindrical. Figure 3 shows the induced decomposition of E 1 , consisting of five O-cells and six l-cells. The decomposition in Figure 2 consists of eleven stacks. The first, or leftmost.
slack c~nsisls of a single 2-dirr.ensional sector; lhe next stack consists of two l-dimensional sectors and one O-dimensional section; and so forth.
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A sub~et of ff is semi-fllgebraic if it can be constructed by finitely many applications at the union. intersection. and complementation operations, starting from sets of the form
where F is an element of Z [Z1' .... zrJ. the ring of integral polynomials in r variables. We write lr to denote Z [x) • ... ,X r ]. As we shall now see. a different definition of semi-algebraic set is possible. from which one obtains a llseful characterization of such sets. By a formula we will mean a wellformed-formula of the first order theory of real closed fields_ (The "first order theory of real closed fields" is a precise name for what we referred to above as "elementary algebra and geometry"; see [KRE67] A decomposition is algebraic if each of its regions is a semi-algebraic set. A cylindri.t=al algebraic decomposition of E" is a decomposition which is both cylindrical and algebraic.
Let X be a subset of E". and let F be an element of IT' F is mva:ri.ani on X (and X is F-i:nvarinnt). if one of the following three conditions holds:
(2) F(a)'= 0 for all a iD. X.
(31 F(a) < a for all ct. in X.
("F has positive sign on X").
("F has zero sign on X").
("F has negative sign on X"). Let A ;:: IA 1• . . . ,An J, be a subset of I r ("subset of I r " will always mean "fiiJ.ite
The decomposition in Figure 2 is an A -invariant cad of E 2 for A ;;: ly 4 -2 y 3 + y2 • 3x2y + 2x4J. Note that a set A c I r does not uniquely determine an A -invariant cad D of E". Since any subset of an A-invariant region is also A-invariant, we can subdivide one or more regions of D to obtain another.
"finer", A-invariant cad.
3. The cylindrical algebraic decomposition algorithm: projection phase.
Let us begin with a more precise version of the cad algorithm. outline at the end Section 1. Let A c I r denote the set of input polynomials, and suppose T~2.
The algorithm begins by computing a set PROJ(A) c I r -1 ("PROJ" stands for "projection"). such that for any PROJ(A)·invariant cad D' of E"-l, there is an A-invariant cad D of F;T which induces D '. Then the algorithm calls itself recursively on PROJ(A) to get such aD'. Finally D' is extended to D. If r ;:: 1, an A-invariant cad of E 1 is constructed directly.
Thus for r :::: 2. if we trace the algorithm, we see it compute PROJ(A),
computed. This is the projection phase. The construction of a PRO,rr-1(A)invariant 'cad of E 1 is the base phase. The successive extensions of the cad of E 1 to a 'qed of E,2, the cad of E 2 to a cad ot E 3 • and so on, until an Ainvariant cad of .£T" is obtainec;l.. arp the extension phase. We remark that for the example of Section 1, where A ;:: ly 4 -2y s + y2 -3x2.y + 2x 4 1, PROJ(A) ;::
The key to the projection phase is to define the map PROJ (which takes a subset of f r to a subset of IT-I)' and to prove that it has the desired property: We stated this property above as: any PROJ(A,)-invariant cad of E r -1 is induced by some A-invariant cad of ET. To establish this, clearly it sutlices to show that over anY,semi-algebraic, PROJ(A)-invariant region in er-I , there exists an A-invariant algebraic stack. In this section. we will derme PROJ and outline the proof th~t it has this latter property.
Central to our definition of PROJ will be the notion of delineability, which we alluded to in Section 1 with the term "well-behaved". For
Clearly when F is delineable on R, it gives rise to a stack over R, namely the stack determined by the continuous functions whose graphs make up V(F) n Z(R). We wrIte S(F,R) to denote this sLack. and speak of the F-s~ctions of Z(R). One easily sees that S(F,R) is F-invarianl.
For· example, consider again F(% ,y) = y" -2y3 + y2 -3x2y + 2%4. F is delineable on each of the eleven cells shown in Figure 1 . and in fact the stacks which comprise the cad of Figure 2 are just the stacks determined by F over these eleven cells.
Our tentative strategy for defining PRO! is: insure that for any PROJ'(.A)~invariantregion R, the following two conditions hold: (1) The follo-wing example points out a difficulty with our tentative strategy.
hence AI vanishes everywhere on ZOO!), hence AI is not delineable on the set {Ol eEl, nor on any superset of it. We res~lve this difficulty as follows.
We say FEl r is identically zero on X c F;T-l if F(a.,x r ) is the zero polynomial for every o.:EX. U F is identically zero on X, then any decomposition of Z(X)
will be F-invariant. Hence we may simply ignore F in decomposing Z(X). In particular, in our example. we need only take account of the sections of A:a in decomposing ZOol). Thus, we modify condition (1) above to read "(1') each t\EA is, either delineable or identically zero on R". PROJ(A) will consist of two kinds of elements: tbose d~signed to attend to condition (1'), and those to attend to condition (2). Elements of both kinds are formed from the coeB'icients of the polynomials of A by addition, subtraction, and multiplication (remark: I r consists of polynomials in x r whose coefficients are elements of I r -1 ). We now speci1y exactly how this is done.
Let J be any unique factorization domain. and let F and G be nonzero elemenls oC J [:z:]. We write deg (F) to denote the degree of F (the zero polynomial has degree -00 pscj(F,G) , is the coefficient of xi in Sj(F,G). We define
The following theorem is the basis for definition of the first class of elements of PROJ(A). Some notation: suppose F is an element of I r . The'
derivative of F. written F', is the partial derivative of T with respect to zr. We iI:t.troduce the ncLion of the reductum at a polynomial. For any
The:: reductum of F. written red (F), is F -ldJ. (F). If F ;;; 0, we define reel(F) = o. For any k~O. the kth reductum oj F, written redJ: (F), is defined by inductton on k:
rsd H1 (F);;:; red (red.t (F)).
Fa:" any FEJ r , the reductaset of F, written RED(F), is
Thus the reducta set of our sample F(x ,y.z) above is !F(x,y,z), (x -1)z' + (x -1)' + y', (x -1)' + y'l.
We can now ir.corporate. the notion of reduclurn into a specification of the (first) desired property of a PROJ(A)-invariant region R. For each FEA, there should exist an m such that deg (F Q) = m for all a,ER, Furthermore. if m is positive, then where i is such that deg(red'(F)) = m. and Q:::; rea"(F), Let .
n == min (deg (F).dp.g (G)). The psc set oJ F and G. writlen PSC(F.G). is and so (pscj (F,G) ). = pscj(F.,G.). If j = n, then (pscj (F,G) ). = pSCj (F., G.) We prove that PROJ works, i.e. that conditions (1') and (2) are satisfied for a PROJ(A)-invariant region: &F(z,y,_ F(z ,y; .. ) = 0) => y, .. > y I ].
ThE: sectors of S can now be defined using the detlning formulas for the sections: any sector of S is either the set of <:r:.y > between two sections of S .
. or the se:t of <% ,y:.> above the topmost section of S, or the set of <z ,y > 4. The cylindrical algebraic decomposition algorithm: 'base phase. Let us use th<.: precise definition of cad given in Section 2 to give precise specitici<.tions for a cad algorithm. Its input is a set A C lr' T~1. Its output is a description of an A-invariant cad D of E'". This description sh(,uld in10rm one 01 the number of cells in the cad, how they are arranged into sti.1cks, "~nd the sign of each element of A on each cell. In this section, we define the index of a cell in a cad; the cad algorithm meets the first two of the above requirements by producing a list of indices of the cells of the cad of E r that it constructs. We also define in this section an exact representation for algebraic points in ET, that is, points whose coordinates are all real algebraic· numbers. The cad algorithm. constructs, for each cell of the cad of E'", an exact representation of a particular algebraic point belonging to that cell (we can this a sample point for the cell). The sign of~EA on a particular cell can then be determined by evaluating At (exactly) at"the cell's sample poinL. and in this way we meet the third requirement above.
Whbre A c lr is the input to the cad algorithm, in the projection phase we compu~ed PROJ(A), PROJ 2 (A) , and finally K = PROJr-I(A) c II' It is the ta,;:k of the base. phase to construct a K-invariant cad Dof E 1 , that is. to • i,.-1,j) .
The sum of the parities of the components of a cell index is the dimensien of the cell (even parity;; 0, odd parity;; 1). In a cad of E 2 , for example. cell (2,4) is a O-cell, (2.5) is a !-cell.
We begin the base phase by constructing the set of all distinct (i.e. reLa- With..., so represented. and letting m = deg (1/) , one can represent any ele-ment of Q(r) as an element of Q[x] at degree ::: m -1 (as Laos describes).
For an alge·braic point in E i , there exists a real algebraic I' such that each coordinate of the point is in Q(y): -y is a primitive element for the point. Our representation for the ppint is: a primitive element -y and an i-tuple of elements of Q(-y), aU represented as described by Loos.
For the 1-cells or D· we primarily use appropriately chosen (rational) endpoints from the isolating intervals above as sample points. However. if Si = r i t l is a O-cell, we find (by bisecton) a positive rational e, such that (T;:+1 + l:.,si:td iwlates ai:tl' and use T;:+1 + e as sample point for cell (2i + 1).
Also, we use Sn + 1 as a sample point for cell (2n + 1). It D· = IEII, we use an arbitrary rational nwnber. Obviously the only point in a O-cell is the cell itself. Its value is an algebraic number. Thus all our sample points for D· are algebraic numbers, and hence can be trivially expressed in our just- 8(J,c) . For each such p, we use the ·_re?re~entaticnfor cr:, the isolating interval for P, and the algorithms NORMAL and SIMPLE of [LOOB2a] to construct a primitive element 7' for Q(a..fJ); we use "'I to co"nst.ruct a representation of the form we require for < a..fJ >. We gel sector sample points for S(J,c) from a. and the (rational) endpoints of the isolating intervals for the roots of J c (o.,x2) . much as was done in Section 4 for E 1 . Thus sector sample points are of the form < o..r>. r rational. so we can take 1 = ct. Given the cell index for c. and the isolated roots of J c (a,x2). we can trivially write down the indices fa!" the cells of S(J.c) (as for E I in Section 4).
After prucessing each cell c of D· in this fashion. we have determined a cad at £2 and constructed a sample point for each cell.
Extension from £i-I to Ei Cor 3:S: i :!:> r is essentially the same as from 
F.
The following abstract algorithm summarizes our discussion of the cad algorithm.
CAD(r.A:I,S)
Inputs: T is a positive inteeger. A is a list of n~O integral polynomials in r variables.
Ou/puts: J is a list of the indices of the cells comprising an A -invariant cad
D of E r . S is a list of sample points for D. .ldcf (Ted(A,) ) 144.
= -580608(%4. 15%2 -lOx + 14). Hence IM,(z), (-4,3], < z, --}x' > J is the representation of the section sample point.
Thus in this p:'lrticular case it was not necessary to apply the NORMAL and SHlPLE algorithms of [L00821::1.] to fmd primitive elements for the sections of S(c). and it is alsq nat necessary for the other sample points of this eX'Unple. ln general. however. for a O-cell 0:, Ac: (a.y) will have nonlinear factors Vrith real roots. and it will be necessary to apply NORMAL and SIMPLE.
, Saying Uils another way. where a is a O-cell of D' and < a.~> is a section
