ABSTRACT The performance of track initialization methods based on real-time filtering depends heavily on the state estimation accuracy of the track head, which cannot be accurately obtained in many cases. This paper proposes the joint optimization problem of multi-target track initialization, in which the data association and track parameters of targets are obtained simultaneously. To this end, the target trajectory is first modeled as a weighted sum of a set of continuous time basis functions, and the corresponding track initialization is to determine discrete-value decision related to data association and continuous-value estimate related to function weights (i.e., track parameters). Such binary optimization is further transformed into the equivalent quadratic concave optimization of the data association vector by track parameter elimination, while each target definitely corresponds to one of the local minima that satisfy the target existence condition. In implementation, a modified normal rectangular algorithm is presented to obtain such minima, instead of the global minimum gotten by the standard normal rectangular algorithm. Finally, simulation results show the effectiveness of the proposed algorithm.
I. INTRODUCTION
Multi-target tracking (MTT) is a research hotspot in civilian and military applications [1] - [4] . Track initialization is the primary issue in MTT, and it involves determining the number and initial states of targets based on unknown-origin measurements [5] , [6] , which essentially solves correctly matching target measurements at different times. Because of imperfect sensor detection, inaccurate received measurements, and insufficient statistical law for the existence of true and false targets, track initialization has always been a difficult problem to deal with [7] . In the literature, three main track initialization categories exist: probabilistic, random finite set (RFS)-based, and classical.
Probabilistic methods aim to obtain recursive formulas for both measurement-to-track association and track quality, allowing full integration of track initialization and termination into the data association and track estimation algorithm. Integrated probabilistic data association (IPDA) provides
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expressions for both track existence probability and data association by rederiving PDA without an initial assumption of track existence [8] . The measure of track quality is calculated in a similar manner in perceivability-based PDA, where the propagation model for the perceivability is equivalent to that for target existence and the estimation error covariance matrix is corrected [9] . By including the visibility model to reduce the possibility of clutter forming false tracks, a multiple model-unified PDA is proposed in [10] to address multiple nonuniform clutter regions and dynamics models. Besides, the concept of target existence/perceptibility/visibility is employed to tackle more complex situations, such as jointed IPDA for tracking crossing targets [11] and IPDA-MAP which includes clutter map information [12] , or to be incorporated in other tracking algorithms, for example, probabilistic multi-hypothesis tracker with hysteresis [13] and integrated track splitting filter for multi-scan single target [14] and multi-target tracking [15] .
RFS-based methods formulate MTT in terms of RFSs to recursively propagate the multi-target posterior density based on the Bayes framework [16] , among which the representatives are probability hypothesis density (PHD), cardinalized PHD (CPHD), multi-Bernoulli and generalized labeled multi-Bernoulli (GLMB) filters. The multi-Bernoulli filter propagates a set of multi-Bernoulli parameters approximating the multi-target posterior density and measuring the existence of each possible target [17] , [18] , which is different from PHD [19] , [20] and CPHD [21] , [22] filters that propagate the first-order statistical moments of multi-target posterior and cardinality distributions. By utilizing the conjugation of GLMB RFS, the GLMB filter was proposed to propagate the labeled multi-target posterior density and estimate target tracks [23] , [24] . It has been shown that the GLMB filter is significantly superior to PHD, CPHD and multiBernoulli filters in scenarios with low detection probability and large amounts of clutter [25] . Like probabilistic methods, RFS-based methods can initialize new tracks, maintain existing tracks, and eliminate lost tracks in a unified framework; however, they require a lot of prior information and tuning parameters, as well as more computing resources.
Many designers prefer to use separate algorithms for each phase in MTT, and in this case, track initialization is always chosen from classical methods, including heuristic method, logic-based method, Hough transform (HT) technique, and modified HT technique. Heuristic and logic-based methods initialize a track if the number of detections in the time window obtained by velocity/acceleration constraint [26] and gating [27] reaches a specified threshold, respectively. As the number of false tracks in the two methods is proportional to the square of clutter density, track management burden may be increased in heavy clutter environments [5] , [28] . HT determines potential tracks by converting measurements in Cartesian coordinates into curves in the parameter space and then detecting peaks within one cell in the parameter space [29] . Since HT needs to calculate the contribution of each measurement to all cells, many modified HT techniques are proposed to improve the cumulative rule in cells to reduce the computational and storage burden of the standard HT [30] - [32] . Nevertheless, track initialization results of HT-based techniques are sensitive to the parameter space partition [28] and not suitable for track extraction in highdimension parameter spaces.
In addition to the problems mentioned above, there is no error correction mechanism in track initialization methods based on real-time filtering. That is, if the initial filtering accuracy is too low, for example, due to little knowledge of the birth intensity of targets (for GLMB filter to capture new targets) or large measurement noise of the sensor (for IPDA and the logic-based method to calculate initial states of temporary tracks), it is easy to lose true tracks and form false ones in subsequent filtering process. Since the selection of target measurements and measurement-based track estimates are coupled to each other, a better result than the recursive estimate based on inaccurate initial filtering will certainly be obtained if they are jointly optimized. However, this is still an open issue as far as we know. This paper contributes to the multi-target track initialization and proposes a novel initialization method by using the concave optimization to give the data association and track parameters of targets, simultaneously. The target trajectory is first modeled as a weighted sum of a set of continuous time basis functions with unknown weights. Then, the trajectory fitting error is derived as a joint function of the data association vector and unknown weights (i.e., track parameters). Since the optimal track parameters are determined for a certain data association vector, the trajectory fitting error is then reduced to a quadratic concave function of the latter, while each target definitely corresponds to one of the local minima. That is, the discrete variable (data association vector) decision and continuous variable (track parameters) optimization are converted into searching some local minima of a continuous function. Next, a modified normal rectangular (MNR) algorithm, the standard version of which is used to find the global minimum of a quadratic concave function, is designed to obtain the local minima that satisfy the target existence condition. Finally, simulation results show the superiority of the MNR algorithm compared with the logic-based method, IPDA and GLMB filter.
The remainder of this paper is organized as follows. Section II formulates the joint optimization problem of multitarget track initialization. Section III proposes the MNR algorithm to obtain multiple local minima of a quadratic concave function that satisfy the target existence condition. Section IV presents the numerical experiments. Finally, Section V concludes this paper.
Notation: ⊗ denotes the Kronecker product. Superscripts −1 and T represent the inverse and transpose operations, respectively. I is an identity matrix, and 1 is a column vector with all ones. x A stands for the weighted norm of x, x A = x T Ax 1/2 . X (i, :) is the ith row of matrix X . blkdiag{·} means the block diagonalization of a block vector.
II. PROBLEM FORMULATION
Consider that there are multiple targets moving in the surveillance area, and target trajectories are expressed by a weighted sum of a set of continuous time basis functions with unknown weights, i.e.,
where x i (t) is the position state of the ith target at time t, φ(t) is a priori selected time function matrix, and a i ∈ R d a is the basis function weights, i.e., track parameters, to be determined. Remark 1: In practice, targets in the scene do not move randomly [33] , and instead, they usually follow specific motion patterns. Therefore, the basis functions in φ (t) can represent the possible motion model of targets. For example, a quadratic polynomial
applies to trajectories with constant velocity or constant acceleration models in Cartesian coordinates, and the trigonometric function
is useful for trajectories with constant turn model, where ω is the typical turn rate of targets. The measurement model is given by
where y j (t) ∈ R d y is the jth measurement received at time t, C is the measurement matrix, v i (t) is the zero mean measurement noise with covariance matrix R, andỹ j (t) is a false measurement in the surveillance area of the sensor.
To initialize trajectories within a time window of length N , we first define the measurement set at the kth scan as
where t k is the time of the kth scan, and m k is the number of received measurements at the kth scan. By cascading y(1), y(2), · · · , y(N ), we get the measurement equation of the ith target as follows
with
being the data association vector of the ith target at the kth scan. Here, we consider the case that the sensor detection probability is equal to 1, which is reasonable when the detection threshold of the sensor is sufficiently low or the radar cross section of the target is relatively large. Therefore, the elements of p i (k) subject to
where p j i (k) = 1 means that y j (t k ) is originated by the ith target, whereas p j i (k) = 0. The purpose of this paper is to find the true data association vectors p i (1), · · · , p i (N ) that satisfy (6) and the optimal track parameter a i for every target in the least square sense. To this end, we first give the following theorem.
Theorem 1: The weighted squared sum of the track fitting error of the ith target is
Proof: According to (4), the weighted squared sum of the track fitting error of the ith target is
. . .
Rewrite (9) as
Contrary to convention, define the vectorization of matrix X ∈ R m×n as the concatenation of its rows rather than its columns, namely
Based on equation
for any matrices X 1 , X 2 and X 3 , we have
Substituting (13) into (10), we get
Therefore, Theorem 1 holds.
As can be seen from (7), E 1 is a quadratic convex function of a i for a given p i . Therefore, the optimal solution a i of E 1 is obtained by letting
By replacing a i in (7) withâ i , we arrive at a function with only one variable as follows
Obviously, E 2 is the minimum weighted squared sum of the track fitting error represented by the data correlation vector p i . Noticing that E 2 is a concave quadratic function of p i , we have the following corollary.
Corollary 1: There exists a binary solution for any local minima of function E 2 under the constraints in (6).
Proof: We have shown that E 2 is concave. It is well known that any local minima of a concave function over a polytope is obtained at one of its vertices. The corolarry follows by combining this result with the unimodularity of the constraints in (6).
Corollary 1 implies that a certain local minimum of (16) corresponds to the trajectory of the ith target. Furthermore, it is found that the trajectory fitting errors of all targets have the same form since the label i is arbitrary. In other words, some local minima of (16) will correspond to the true target tracks. However, since the target number is generally unknown, we model the multi-target track initialization problem as obtaining the set
where γ represents the candidate track threshold and is chosen as the inverse of the χ 2 cumulative distribution function with Nd y − d a degrees of freedom for a given probability because of the sampling independence of the sensor in different directions and at different moments. 
III. PROPOSED MNR ALGORITHM
It is well-known that the normal rectangular (NR) algorithm [34] is an effective approach to solve the global minimum of a quadratic concave function. The implementation process of the NR algorithm in global optimization is:
• Start with a relaxed feasible set ⊂ M 0 , where M 0 is a rectangle (parallelepiped), and subdivide M 0 into multiple subsets M i ∈ I .
• For each M i determine lower and upper bounds β(M i ), ζ (M i ) respectively, satisfying
• If ζ − β ≤ ε for prescribed ε > 0, then stop. Otherwise select subsets M i such that β(M i ) < ζ − ε and subdivide them in order to obtain a refined subdivision of M 0 . Determine better bounds on the new subdivided elements, and repeat the process in this way. The subdivision process of M 0 in the NR algorithm is presented in Fig. 1 , where the two-dimension case is taken as an example for explanation. Hence, a very natural idea to get P is to perform multiple NR algorithms, and remove the corresponding measurements in y(1), · · · , y(N ) every time an optimal data association vector p is obtained until the current p no longer satisfies (17) . However, this scheme is not applicable due to the two considerations:
1) If the target number is m, then at least m + 1 NR algorithms will be run. Since the computational complexity of the NR algorithm increases dramatically with the increase of N k=1 m k , it is impractical to perform multiple NR algorithms considering the online track initialization requirement in heavy clutter environments. 2) Removing the corresponding measurements every time a track is determined means that the targets are to be extracted one by one and a measurement can only be assigned to one track. Due to the presence of the measurement noise, once the first confirmed track wrongly selects the measurement of other targets, it will cause the missed detection of other targets in subsequent track extraction. Here, we propose the MNR algorithm where multiple feasible solutions are retain in the iterative subdivision of rectangle M 0 . And we only need to thoroughly subdivide M 0 once to find all local minima of E 2 that satisfy the target existence condition, which will overcome the two shortcomings of the above scheme.
MNR works by promptly eliminating the sub-rectangles on which there are no feasible solutions through comparing β(M i ) with the candidate track threshold γ , and dividing the remaining sub-rectangles small enough to find the feasible local minima that may exist on them. The implementation process of the MNR algorithm is:
• Start with a relaxed feasible set ⊂ M 0 , where M 0 is a rectangle (parallelepiped), and subdivide M 0 into multiple subsets M i .
• For each subset M i determine lower and upper bounds β(M i ), ζ (M i ) respectively, satisfying
Delete all rectangles such that β(M i ) > γ .
• If there are remaining rectangles, perform the following steps: for each M i , if ζ (M i ) − β(M i ) ≤ ε for prescribed ε > 0, one feasible local minimum of E 2 is determined; otherwise subdivide M i in order to obtain a refined subdivision of M 0 . Determine better bounds on the new subdivided elements, and repeat the process in this way. Otherwise, stop.
The process of subdividing M 0 in the MNR algorithm is shown in Fig. 2 . Similar to NR, there are three issues involved in the MNR algorithm: 1) constructing the relaxed rectangle M 0 ; 2) computing lower and upper bounds β(M ), ζ (M ) for each subset M , where the subscript i is omitted for notational simplicity; and 3) determining the subdivision scheme of a rectangle. In the sequel, we first give solutions to these issues, and then provide the specific implementation of the MNR algorithm. 
A. PRELIMINARIES FOR THE MNR ALGORITHM 1) RELAXED RECTANGLE M 0
The rectangle M 0 is constructed based on the eigen decomposition of the quadratic part of E 2 , i.e., (19) to obtain the optimal values η i andη i , then we have
2) LOWER AND UPPER BOUNDS β(M), ζ (M) β(M ) and ζ (M ) are determined by the convex envelope of 
Proof: Since the convex envelope of a function
l} is equal to the sum of the convex envelopes of its components f i (t i ) taken over the corresponding inter- [34] , and the convex envelope of f (t) = −t 2 taken over an interval [r, s] is the function f M (t) = −(r + s)t + rs, Theorem 2 follows by combining these two facts.
Once (21) is gotten, solving the linear program
to obtain the optimal solution ω(M ) and the optimal value β(M ), then we have
. (23) 3
) SUBDIVISION OF A RECTANGLE
Because the difference between f (t) = −t 2 and its convex envelope f M (t) = −(r + s)t + rs satisfies [34] max
the dimension along which to subdivide M is chosen as
in order to guarantee the convergence of the MNR algorithm. Given the splitting dimension j, the midpoint is chosen as the dividing location. Therefore, the resulting two sub-rectangles are
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B. IMPLEMENTATION OF THE MNR ALGORITHM
The main steps of the MNR algorithm for track initialization are summarized in Algorithm 1. After initialization, the original bounding rectangle M 0 is computed (Step 3). In each iteration, every unfathomed rectangle M is subdivided into two sub-rectangles to improve the lower bound of min E 2 (M ∩ ) for detecting possible feasible local minimum present in the current rectangle (Step 5). Correspondingly, ζ (M ) is updated by computing E 2 with ω(M ) (Step 6). Notice that (22) is replaced by (27) , in which the former is a generic programming having no efficient solutions, while the efficiency and effectiveness of the latter have been confirmed in [35] . If β(M ) satisfies the target existence condition and is approximately equal to ζ (M ), ω(M ) will be regarded as one of the solutions of P (Steps 7-14) . Since the theoretical feasible domain p ∈ M ∩ is relaxed by p ∈ in (27), different rectangles may get the same local minimum, it is necessary to delete duplicate elements in set P (Step 18). Finally, track parameters are estimated based on the obtained data association vectors (Step 19). For each rectangle M in M k , replace it with its two sub-rectangles. 6: For each rectangle M ∈ M k , construct the convex envelope E 2M (p) according to (21) 
to obtain the optimal solution ω(M ) and the optimal value β(M ), and define ζ (M ) = E 2 (ω(M )).
7:
if β(M ) < γ then 8 :
end if 11 :
end if 14: end if 15: If N k = ∅, terminate: P is the set of all feasible solutions.
16:
Let M k+1 = N k and N k+1 = ∅. 17: end for 18: Delete duplicate elements in P. 19: Estimate track parameters according to (15) . [36] , [37] . The sampling period of the sensor is T = 5s, and the clutter distribution over the surveillance area is uniform. Fig. 3 shows the target measurements and clutter in the surveillance area within a time window of N = 4 in one simulation, where the sensor observation function is model (2) , which introduces independent and equal noise in x and y coordinates with the root mean square of σ = 5m, and the clutter density λ = 2.5 × 10 −5 . Here, the 3/4 logic-based method, IPDA and GLMB filter are compared with our MNR algorithm. Their track initialization results for the scene in Fig. 3 are depicted in Fig. 4 , and the main parameter settings, by choosing which so that the four methods give roughly the same average number of false tracks, are listed in Table 1 . It is observed that the logic-based method initializes 4 true tracks, GLMB initializes a total of 3 tracks, of which 2 are true and 1 is false, while both IPDA and MNR successfully initialize all true tracks, accompanied with 2 and 1 false tracks, respectively.
Remark 3: The function φ(t) in the MNR algorithm describes the target's motion pattern, so it is of a general form and not limited to a specific one. Users can choose or design a suitable expression of φ(t) according to practical applications, which is similar to that in the classical twopoint differencing initialization technique for single target tracking
Statistic results of the four methods under 500 and 1000 Monte Carlo runs are presented in Table 2 , respectively. It is found that when adopting 500 Monte Carlo runs, the statistic results are consistent with those of adopting 1000 Monte Carlo runs, namely that 500 Monte Carlo runs are sufficient to give stable experiment results. Therefore, the Monte Carlo number of 500 are used in subsequent experiments. Table 2 shows that IPDA and MNR have significantly better track initializing results than the logic-based method and GLMB, while GLMB has the least true track number (i.e., track detection rate). Note that the low track detection rate of GLMB dose not mean the high missed detection rate as the target existence probability in the time window of N = 4 is too small to be extracted. The true targets will be gradually VOLUME 7, 2019 Fig. 3 (MC is the abbreviation of Monte Carlo).
initialized with the increase of N , which means that GLMB is not suitable for fast track initialization. In terms of operating time, GLMB has the highest computational complexity since it needs to retain and update too many Bernoulli terms in the filtering process. As IPDA needs to calculate the probability of track existence and update track states at the same time, its running cost is slightly larger than that of the logic-based method. Besides, because MNR performs in a batch way, it is operating time is higher than that of the logic-based method and IPDA, but it is still less than T = 5s. In other words, as long as the sampling period of the sensor is larger than the running time of MNR, the online requirement of track initialization can be satisfied.
Considering the trade-off between the track initialization rate and false track rate, we also give the relationship between the true and false track number for the scene in Fig. 3 . The results are presented in Fig. 5 , where it is found that although the true track number decreases with the decrease of false track number, the proposed MNR algorithm always outputs the largest number of true tracks when outputting almost the same number of false tracks, and the change rate of MNR's true track number with respect to the false track number is the least among the four methods. The track initialization performance of the four methods under different clutter densities are displayed in Fig. 6 , where the parameters of MNR in all experiments are consistent with those in Table 1 , and the parameters of other methods are tuned to output approximately the same total number of false tracks with that of MNR at each clutter density value experiment. It is oberved that the true track number of IPDA and MNR is larger than that of the logic-based method and GLMB in all clutter density points, and the track initialization results of GLMB are the worst. Next, let us focus on the comparison of IPDA and MNR. In the case of λ ≤ 3 × 10 −5 , both of their average true track numbers are around 4.9. However, as the clutter density continues to increase, the true track number of IPDA begins to decline, while that of MNR still remains at a high level. It is worth noting that with the increase of clutter density, the tracking detection rate of MNR is almost unchanged. That is, the parameters of MNR show good robustness to clutter density in terms of track detection rate.
The relationship between the track initialization performance and measurement noise is shown in Fig. 7 , where the parameter tuning approach is consistent with that in Fig. 6 . It can be seen that IPDA and MNR still have better track initialization results than the other two methods. However, in the case of low measurement noise, the track detection rate of IPDA degrades slightly compared with that of MNR. Moreover, the parameters of MNR are also robust to measurement noise in terms of track detection rate.
Finally, let us discuss the relationship between the track initialization performance of MNR and parameter settings of tracking environment (i.e., clutter density and measurement noise). Since the trajectory fitting error in MNR is weighted by the corresponding measurement noise, its track detection rate are not affected by the measurement noise. Concerning the false track number, on one hand, it increases with the increase of the clutter number; on the other hand, increasing the measurement noise makes it difficult to distinguish true target tracks from false ones formed by clutter, so the false track number of MNR is also critically affected by the measurement noise.
V. CONCLUSION
This paper proposes a concave optimization method to address the problem of multi-target track initialization, where the data association and track parameters of targets are obtained simultaneously. The track is firstly expressed by a weighted sum of a set of continuous time basis functions, and the squared sum of the trajectory fitting errors is derived as a quadratic concave function of the data association vector, whose some local minima correspond to possible target tracks. Then the MNR algorithm is designed to get all local minima that satisfy the target existence condition. Finally, numerical results show the effectiveness of the proposed algorithm. Future work includes the extensions to nonlinear measurement model and imperfect sensor detection probability.
