By using the ranks of matrices, this article gives necessary and sufficient conditions for 
INTRODUCTION
The reverse order law for the Moore-Penrose inverse of a matrix product yields a class of interesting problems that are fundamental in the theory of generalized inverses of matrices. They have attracted considerable attention since the middle 1960s. The simplest among the reverse order laws is the so-called two term reverse order law (A@+ = B+A+ for the Moore-Penrose inverse of the product of two matrices A and B. A good deal of previous research examined this law from different aspects, and a set of equivalent conditions for this law to hold have been developed (see e.g. [ 1, 5, 8] ). At the same time, much work was also done on the triple reverse order law (ABC)+ = C+B+A+ and its various special cases (see e.g. [4, [6] [7] [8] [9] 12] ), especially the results given in [8] and [12] , in which two authors explicitly stated necessary and sufficient conditions for this law to hold.
In this paper, we wish to discuss the most general case of the reverse order law, that is, the relationship between the reverse order product AZ . . . A2fAT of the Moore-Penrose inverses of A 1, AZ, . . , A,, and the seven common types of generalized inverse of A 1 A2 . . . A,. Especially our attention will be focused on the n term reverse order law (A1 AZ. . . A,)+ = AZ . . . AZAT.
Throughout this paper, all our matrices will be over the complex number field @. For a matrix A in the set CS xr of all s x f matrices over Cc, the symbols LINEAR ALGEBRA AND (1994) 85
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r(A), R(A), and RS(A) denote the con&gate$ansposeAthe rank, the ran_ge, the row space of A, respectively, and A and A denote A = AA*A and A = A*AA*. Now let A E (cs x r and consider the following four Penrose equations: (
1.1)
Suppose h = {i, j, . . . , k} is a nonempty subset of { 1,2,3,4}. Then a matrix X is said to be a l-inverses of the matrix A if X satisfies Equation (i) for each i E )L. The set of all k-inverses of A is denoted by A(i, j, . . . , k}. The wellknown seven common types of generalized inverses of A introduced from (1.1) are, respectively, the { 1 }-inverse (inner inverse), { 1,2}-inverse (reflexive inner inverse), { 1,3}-inverse (least squares inner inverse), { 1,4}-inverse (minimum norm inner inverse), { 1,2,3}-inverse, { 1,2,4}-inverse, and { 1,2,3,4}-inverse, the last being the Moore-Penrose inverse of A. In particular, an inner inverse and the MoorePenrose inverse of A are denoted by A-and A+, respectively.
We now present without proofs several well-known results on generalized inverses of matrices (see e.g., [2] and [ 111). Note that any matrix equation can equivalently be written as a rank equality, such as AX = B can be written as r(B -AX) = 0, and AXB = C as r(C -AXB) = 0. Hence the results in Lemma 1.2 can be turned into a series of rank equalities involving A and G which result in a simple condition for a matrix G to be a generalized inverse of A. In particular, when A and G have a special form, suchasA=At+AZandG=Af+Ai,or or A = A1 A2 . . . A,, and G = A$' . . AtAr, then a combination of Lemma 1.2 with some well-known rank formulas for block matrices listed below will yield a series of rank equalities for determining the relationship between A and G. The investigations, as given in Section 2, of the reverse order laws for the Moore-Penrose inverses of matrix products are directly based on the rank equalities equivalent to Lemma 1.2.
Suppose A, B, C, and D satisfy the following conditions: In the remainder of this section, we shall give a special result on the MoorePenrose inverse of an n x n block matrix and apply it to the product of the generalized inverses of matrices. First we state a simple but crucial result on the Moore-Penrose inverse of a 2 x 2 block matrix. It is easy to see that the submatrix in the upper left corner of M+ is the product of three matrices, two of which are the Moore-Penrose inverses of B and C in M. This fact indicates that we may construct a general block matrix M such that the submatrix in the upper left corner of M+ is a certain product of the matrices in M and their Moore-Penrose inverses. The next result is such a generalization of (1.7). LEMMA 1.5. Suppose Ai E UY x 'i, i = 1,2, . . , n and Bi E Csi x ~+l, i = 1,2,..., n -1, satisfy
Then the Moore-Penrose inverse of the n x n block matrix
Art-1
may be expressed as
(1.12)
Proc$ We shall use induction on n. For n = 2, according to (1.8) and Lemma 1.4, the Moore-Penrose inverse of 52 in (1.9) is This result shows that the conclusion in the lemma is true for II = 2. Now suppose the hypothesis is also true for n -1. That is, under the conditions in (1.8), the Moore-Penrose inverse of Jn_ 1 in (1.9) is given by
I. According to the hypothesis of the induction for Jz_ 1 in (1.13) and the structure of H, F(i, i), and F(i, j) in J,, (l.ll), and (1.12), respectively, we obtain Finally, substituting J:_ 1 from (1.13) and Jz_ 1 HAT from (1.15) into (1.14) directly produces (1.10). This fact shows that the conclusion of this lemma is true. n, and Bi E UY+l XSi+l, i = 1,2,. . . ,n -1, in (1.9) are properly chosen, then the block entry F( 1, n) in (1.10) will have the special form
(1.18)
Clearly, one such choice for the matrix Xi in (1.17) is Xi = ATA:+ 1, i = 1,2,..., n -1, for which the matrix Bi in (1.9) is
Then the expression F( 1, A) in (1.10) naturally agrees with (1.18). Although this choice for the Bi in (1.9) is simple and direct, there clearly exists a shortcoming in that the corresponding .Z,, in (1.9) involves the Moore-Penrose inverses of (q1b;42'.
. .1 A,,. A second choice for Al, AZ,. . . , A,, and Bl, B2,. . . , B,,_l in such that F( 1, n) in (1.10) has the same form as (1.18)js to replace A 1 and A,, in (1.9) by A;Al and A,AG, respectively, and Ai by Ai = ATAiAr, i = 2,3,. . . ,n-l,whilelettingBi=A;A;+t,i=1,2 ,..., n-l. Inthiscase, according to Lemma 1.1 (i) and (1.16), the (1, 1) block F( 1, n) in (1.10) becomes From the structure of M in (1.21) we at once see that it has the following simple properties, which will be used in the next section. For ease of representation, we define 
= r(A1) + r(A2) + ... + r(A,) -r(A), (2.3)
where El, E2, and N are as in (1.21) .
Proo$ According to the definition of inner inverse and (2.2), we see that X E A{ 1) clearly iff r(A -AXA) = r(A -(-l)n-lAPM+QA) = r((-l)"-lA -APM+QA) = 0. (2.4)
We now note that the term (-1)" -'A -A PM+ QA in (2.4) has the same form as the Schur complement and that the matrices AP, M, and QA in it satisfy the conditions in (1.25). Hence by the rank formula in (1 S), we have
-NW =r(M+(-l)nQAP)+r(A)-r(M). (2.5)
From the structure of M, P, and Q shown in (1.21) and ( 
where N isgivenas in (1.21).
ProoJ: In view of Lemma 1.2 (i), the inclusion X E A{ 1, 2) clearly holds iff r(A -AXA) = 0, r(X) = r(A). (2.8)
The result in Theorem 2.1 shows that the first rank equality in (2.8) is equivalent to (2.3). We next claim that the second rank equality in (2.8) is equivalent to (2.7). In fact, from AiA,XAlAt = X and (2.2), we easily see that 
= r(N) + r(A1) + r(An) -r(M).
Finally, substituting (1.23) into this and then combining the result with (2.9) and the second rank equality in (2.8) will lead to (2.7). 
+ r(A1) -r(M).
Next, substituting (1.23) into this identity and then inserting the result into (2.11) produces (2.10). Furthermore, according to Lemma 1.2 (iv) and (v) as well as the results in the previous three theorems, we can at once draw the following two conclusions. However, according to the proofs of Theorems 2.2-2.4 these three rank equalities are also equivalent to (2.7), (2.10), and (2.12), respectively. Thus, we immediately obtain the following key result in this section. In addition to the result in Theorem 2.7, we can also deduce another rank equality as a necessary and sufficient condition for the reverse order law in (2.13) to hold. Now using the matrices in (2.17), we construct a 3 x 3 block matrix as follows: 18) where the matrices in (2.18) satisfy, according to (1.24), the following two conditions
Hence by Lemma 1.1 (i) and (1.4), the rank of G in (2.18) may be expressed as
Clearly the third term in the right hand side of (2.19) has the same form as that in (2.17). On the other hand, substituting the complete expression of M in (1.21) into G in (2.18) and then calculating the rank of G will produce the following result: EzA;A,A* N Finally, combining this with (2.17) will yield (2.15), as well as (2.16).
n The above eight theorems and corollaries clearly display the relationship between X and the seven common types of generalized inverses of A in (2.1) by using the rank equalities made from the products of A 1, AZ, . . . , A, and their conjugate transposes. In particular the latter two theorems give explicit necessary and sufficient rank conditions for the n term reverse order law in (2.13) to hold.
We close with several remarks and corollaries. First and foremost, the conditions given in (2.7), (2.10), and (2.12), as well as in (2.16), do not involve any Moore-Penrose inverses of AI, AZ, . . . , A,. Hence in order to check the validity of the reverse order law in (2.13), we only need to calculate the ranks of Al, A2,. . . , A, and A, as well as the ranks of block matrices built by the products of Al, AZ,. . . , A, and their conjugate transposes. Hence, these conditions are consistent with the general aim in the examination of the reverse order laws for generalized inverse of matrix products mentioned in [8] . Second, the conditions given in Theorems 2.7 and 2.8 simplify when the matrices Al, AZ, . . . , A,, satisfy some restrictions. For example, some of them could be invertible matrices, unitary matrices, partial isometries, or projections.
In particular simplifications occur when some of them satisfy rank equalities, as well as range and row space inclusions. For reason of economy, further discussion of them is omitted here.
The triple reverse order law (ABC)+ = C+B+A+ for the Moore-Penrose inversion of matrix products and its applications has been well examined by several authors from different aspects (see e.g. [6] [7] [8] [9] 121) . We may use the above results to give a series of new results on the relationship between the product C+B+A+ and the generalized inverses of ABC.
First, from Theorems 2.1-2.4 and Corollaries 2.5 and 2.6, we may conclude that COROLLARY 2.9. Suppose A, B, and C are three complex matrices for which the product ABC is defined. Further denote M = ABC and X = C+B+A+. Then 
