We propose an integrated deep learning architecture for the stock movement prediction. Our architecture simultaneously leverages all available alpha sources. The sources include technical signals, financial news signals, and cross-sectional signals. Our architecture possesses three main properties. First, our architecture eludes overfitting issues. Although we consume a large number of technical signals but has better generalization properties than linear models. Second, our model effectively captures the interactions between signals from different categories. Third, our architecture has low computation cost. We design a graph-based component that extracts crosssectional interactions which circumvents usage of SVD that's needed in standard models. Experimental results on the real-world stock market show that our approach outperforms the existing baselines. Meanwhile, the results from different trading simulators demonstrate that we can effectively monetize the signals.
INTRODUCTION
This paper examines the design of deep learning algorithms to forecast equities (stocks) return. While this research question had been asked long ago and has a rich literature behind [10, 21, 28, 45, 50, 56] , including works that doubted its legitimacy [9] , it became clear that machine learning is a powerful tool for asset management. Such lines of work have significantly increased in popularity in recent years, mostly fueled by the fact that a large collection of high-quality financial data sets have become available. Roughly speaking, there have been two main schools of thought building machine learning (ML) models for pricing assets: (i) financial professionals who treat ML tools as black boxes that can learn non-linear relationships, which they plug-in into their existing factor research framework, and (ii) computer scientists who treat the task at hand as yet-another machine learning problem, and aim to generalize existing building blocks (e.g., NLP modules [26, 55] or LSTM models [2, 45] ) for time series arising from stock prices data.
Limitation of existing models. Perhaps surprisingly, efforts from financial professionals and computer scientists seem to be disjoint, with little work being done to address cross-cutting constraints arising across both finance and machine learning communities. We briefly discuss three major weaknesses of existing models. 1. The source of alpha is not identified. Many machine learning models (especially those that rely only on news as the data source) do not examine the source of alpha (i.e., the reason why the model is able to make money). For example, a stock with recent robust return may result in media attention with positive commentary. Following that, an NLP-based model may pick up the news' positive sentiment and predict that the stock price will continue to rise. However, this is essentially a "momentum" strategy [4, 40] , and thus the NLPbased model faces two main issues: (i) the model could be more effective if it can directly use price information, instead of news; (ii) a momentum strategy is usually considered as "low quality" alpha (i.e., low return and Sharpe). 2. Heterogeneous data sets are not used. Most models use only one type of data (i.e., either news text or "factors" [28, 38, 39, 42, 54] in numeric form). It remains open to build a model that leverages heterogeneous data and alpha sources. This model needs to reconcile (sometimes contradictory) information from different data sources. 3. Cross-sectional effects are not properly leveraged. Another salient property of the equity return forecasting problem is that the training pairs (X , y) are not independent. For example, when Google has a positive return, it is more likely that Facebook also has a positive return, and thus y google,t and y facebook,t are correlated. It remains open how the correlations between y google,t and y facebook,t may be properly leveraged.
Keeping in mind the above shortfalls, the following problem remains widely open: Is it possible to build an end-to-end machine learning pipeline that leverages heterogeneous data sources to extract high quality alpha?
Our approach. We propose a new global framework that integrates different sources of data which may capture different salient/latent structures underlying the same set of financial instruments. Our solution innovates on both the data and methodological sides to circumvent the above limitations in existing models.
Data source innovation. Our solution simultaneously uses multiple categories of signals (heterogeneous data) so that we can extract the "alphas" in different ways: (i) Technical signals that are primarily constructed from stocks' prices and their trading volumes [14, 48] , which reflect trading activities in the market, (ii) Financial news signals that indicate the emergence of shocks/events, and (iii) Crosssectional signals that code the co-movement between similar stocks.
Methodological innovation. Our framework needs to be computationally and statistically efficient in dealing with heterogeneous signals. Our new methodology possesses three salient properties: (i) Low overfitting. Although our model uses an extensive collection of technical signals, it generalizes better than linear models.
(ii) Cross-categorical interactions: our model captures interactions between signals from different categories (e.g., how shocks of one stock and trading volumes of a second stock interact), and (iii) Low compute cost: a standard way to extract cross-sectional signals is to use the so-called "factor model" [48] . This often inevitably requires us to run SVD on large datasets. We design a graph-based gadget to extract cross-sectional signal without using SVD. 
RELATED WORK
Predicting equity returns (i.e., empirical asset pricing) is an extensively studied academic disciplinary that can date back to the beginning of the 20th century [5, 23, 30] , so it is impossible to provide a comprehensive review here. Instead, we focus on recent work on using machine learning to forecast asset prices.
Deep learning. There are two major approaches to forecast equity returns. Approach 1. ANN as a blackbox for standard "factors. " First, "factors" that are known to be correlated with returns are constructed. These factors can be viewed as features constructed by financial experts. Second, the factors are fed into standard ANN black boxes so that non-linear models are learned (see e.g., [17, 24, 25] and references therein). Little effort is made to optimize ANN's architecture or algorithm. Approach 2. Forecasting the price time-series. This approach views the price, trading volume, and other statistics representing trading activities as time series and designs specialized deep learning models to extract signals from the time series. Little feature engineering is done for these models. See e.g., [12, 16, 31, 45, 53] . Approach 1 represents the line of thought that feature engineering is critical in building machine learning models, whereas Approach 2 represents the mindset that deep learning can automatically extract features so effort on feature engineering should be avoided.
News. NLP-based techniques are developed to correlate news with the movement of stock prices. Earlier works use matrix factorization approaches (see e.g., [38, 49] ) whereas more recent approaches use deep learning methods [10, 11] . These methods exclusively use news to predict equity returns, and they do not consider any other "factors" that can impact the stock prices.
Factor model (cross-sectional returns). The movement of two or more stocks usually can be explained by a small subset of factors. For example, Facebook and Google often co-move because their return can be explained by the technical factors. The so-called "factor model" (e.g., [14, 48, 54, 56] ) can effectively capture the co-movement of prices but these methods usually rely on PCA/SVD techniques and are not computationally scalable.
Comparison. 1. Comparing to existing DL models. We find that we need both careful feature engineering and optimizing DL techniques to use technical factors in the most effective manner, 2. Comparing with News/NLP-based techniques. We do not exclusively rely on news. Instead, we explicitly model the interaction between news and other factors so that our model avoids low quality signals (e.g., news-based signals could be essentially trading momentum), and 3. Comparing with factor models. A key innovation of our model is the introduction of Stock2vec component. This component models the interaction between stocks, and circumvents SVD computation on large matrices.
OUR END-TO-END NETWORK
Our problem setting. Given a universe of n stocks, we define the log return for a given stock i on day t as
where p t i denotes the open price of stock i on day t. Also, let f t i be a vector of factors associated with stock i on day t . Similarly, c t i is the news corpus associated with the i-th stock on day t. See below for more discussion for the selection of f t i and c t i . We formulate our problem as a regression problem. The response is the future return r t i . The features stem from the information between day t − 1 and t − T , where T is a hyper-parameter. In other words, the features are f j i and c j i for t − T ≤ j < t. Our framework. We consider two different inputs, the financial news corpus and the stock technical factors, the latter being derived from price and dollar volume in prior trading dates. As shown in Figure. 1, our framework comprises of the following components: a Stock2vec graph module, a technical factor representation module, a news embedding module, along with sequential modeling.
As shown in Figure. 2, a single piece of news can be related to one or more stocks. We build the co-occurrence matrix from news and equities by leveraging GloVe [43] . For each stock, we extract their neighbors and assign attention weights to update the stock embedding that reflects the neighborhood.
In the news module, we pre-train an unsupervised Word2vec [22] on the training data set as the word embedding layer. We use a word embedding layer to calculate the embedded vector for each word, and then average all the words' vectors to construct a news vector. For a specific stock s i on date t, we average all the news vectors related to the s i within date t. Next, we concatenate the stock embedding and the technical factor embedding with the constructed news factors. In the next step, these vectors are encoded by a bi-directional LSTM [20, 29] . Following this, a temporal attention layer assigns an attention value to each prior date and calculates the weighted mean of these encoded corpus vectors to represent the overall sequential information. Finally, a regressions step is performed to forecast the next day return. The details of the framework are elaborated below.
Stock2vec
This section describes the methodology for Stock2vec, shown in Figure 1 . The pipeline consists of two components. Component 1. Stock Embedding Initialization. We will (i) construct an initial embedding e i ∈ R d for each stock i, (ii) construct a k-nearest neighbor directed graph G = {V, E}, where V = {s 1 , . . . , s n } is the set of stocks. (s i , s j ) ∈ E if and only if s j is a k-nearest neighbor (kNN) of s i . Note that kNN is not symmetric ((s i , s j ) ∈ E does not imply (s j , s i ) ∈ E). Co-occurrence matrix. We construct a co-occurrence matrix [37] X ∈ R n×n from our news dataset. X i, j represents the number of training news articles that mention both s i and s j . Initial embedding of the stocks. We next construct an initial embedding of the stocks. This embedding will be fine-tuned when training the full model by using backpropagation. Recall that e i ∈ R d is the initial embedding we aim to construct. We apply a technique called GloVe [43] to build e i 's from X. We find e i 's that optimizes the objective function
where b i and b j are stock s i 's and s j 's bias terms, and the weighting function is given by
Nearest neighbor graph. We construct G = {V, E} from {e i } i ∈[n] in a straightforward manner: we let the distance between stock i and j be ∥e i − e j ∥. Then (e i , e j ) ∈ E if and only if stock j is a k-nearest neighbor of e i (k is a hyper-parameter to be tuned).
Component 2. Stock Attention Mechanism. We introduce an attention mechanism [52] so that we can leverage the relationship between stocks to improve our model's forecasting power.
Let S(i) be the set of neighbors of s i in G. Let
where c i denotes the final stock representation, and α i, j ∈ R is the attention weight on the embedding e j , which is given by
.
The weights define which neighboring stock is more significant. f (e i , e j ) measures the compatibility between embedding e i and e j , and is parameterized by a feed-forward network with a single hidden layer, which is jointly trained with other parts of the model. We let f (·, ·) have the following functional form:
where v a and W a are weight matrices and b a is the bias vector [52] .
Technical module
We next describe our module of processing technical factors. We build a large collection of technical indicators (approximately 300 factors) that are frequently used in the literature [7] . Embedding layer. We aim to learn an embedding function that maps the daily l dimensional technical factors into a vector of dimension m. Given the technical factors vector for stock s i on day t, it is converted into a vector representation д t i as follows д
where weight matrix W emb ∈ R m×l , b emb ∈ R m , and ReLU (v) = max(v, 0). See Sec 4.6.2 for more detailed explanation.
News embedding
We pre-trained Word2vec [34, 35] on the news corpus from the training data set to produce word embeddings. We average of all the word vectors in a piece of news to represent the news vector. As shown in the right plot of Figure 1 , for a given date t and stock i, we compute the daily news vector o i t by extracting the news related to stock i and averaging the news vectors within date t.
Sequential modeling
Finally, we overlay the stock vector c i , the technical vector д t i , and the news embedding o t i with a sequential neural net. Specifically, let h t be the hidden state at time
We use Bidirectional Recurrent Neural Networks (BRNN [36, 46] ) as the sequential neural net model. BRNN connects two hidden layers of opposite directions to preserve information from both past and future. We implemented BRNN by Long Short-term Memory (BiLSTM [20] ). LSTM is a variant of the recurrent net, capable of learning long-term dependencies. With T denoting the number of steps for the time sequence, the final output is
where θ denotes the parameters from BiLSTM.
Temporal attention layer. Since the past stock indicators contribute to the stock trend unequally, we adopt the attention mechanism on the temporal level. We consider
where β p is the attention weight for prior date p indicating how importance of the date. We then compute the weighted sum to incorporate the sequential data and temporal attention.
MLP and Loss Function. The final discriminative networks are a standard Multi-layer Perceptron (MLP), which takes v t +1 as input and produces the stock forecast.
where we used softmax as the activation function
We used the mean squared error as the loss function, given by
Algorithm 1 describes our entire algorithmic training pipeline.
Algorithm 1 Our model
Input: News corpus C, technical factors F Output: Prediction on futureŷ t +1 Use the Glove loss function (Eq.1) to initial stock embedding matrix E. 4: until convergence 5: repeat 6: s i ← stock i from universe 7: for time stamp t do 8:
Obtain the α i, j with Eq. 5 10: end for 11: Calculate the stock i's vector c i and update E
12:
Generate technical vector д t i using Eq. 7 13: Generate news embedding o t i by leveraging Word2vec
14:
Obtain final representation h t i with Eq. 8 15: Get v t −T , ..., v t −1 , v t by Eq. 9 16: Forecast future returnŷ t +1 i using Eq. 10 and Eq. 11 17: end for
18:
Calculate prediction loss J by Eq.13 19: Update parameters based on the gradient of J 20: until convergence 
Design choices
Finally, we explain the major design choices in our model. There are approximately 3000×3000 = 1 million interactions, so we face both compute and statistical challenges in controlling the false discoveries rate. We circumvent the problem by building a stock graph, which enables us to identify similar stocks accurately. We then leverage news articles that mention multiple stocks in the news module to detect correlations between stocks' prices. Detecting co-movements by news appears to be much more effective than existing methods. Technical factors: hand-built features are more effective. We note that features extracted by deep learing [12, 16, 31, 45, 53] are often less effective than features (technical factors) crafted by financial professionals [7] . Thus, we overlay an LSTM over technical factors so that we can simultaneously use expertise from financial professionals and extract serial correlations from deep learning models. Word2vec: less is more. We pre-train Word2vec on our news dataset. No extra fine-tuning is needed. Fundamental data: it only adds noises. Because our forecasting horizon is only a few days or a week (e.g., the response is the next 5-day return), a company's fundamental data (e.g., its earning, cashflow, book to price ratio, etc.) has only a minimum impact. We find that excluding all the fundamental data will improve our model's generalization error.
EXPERIMENTS
We now evaluate the methodology proposed in Sec. 3. We focus on the Chinese market. Its market value is the second largest (by value) in the world. We describe our dataset in Sec. 
Data Collection
Our dataset consists of market and news data from Sina finance 1 for approximately four years.
Chinese equity market. The Chinese market consists of approximately 3500 stocks. We use standard ways to remove illiquid and excessively small (in capital) ones from the training set. Our data consists of n = 2438 stocks. The data contains standard minute-level bar-charts (open, high, low, close, volume) between 20150101 and 20180830. We use the open price (at 9:30 am) to compute returns at a daily frequency.
News data set. We crawled all the financial news between 20150101 and 20180830 from a major Chinese news website Sina. It has a total number of 2.6 million articles. Each article can refer to one or multiple stocks (see Figure 2) . The timestamps of news published online are usually unreliable (the dates are reliable but the hour or minute information is usually inaccurate). We use news signal on the next trading day or later to avoid looking ahead issues.
Experimental settings
We implement our framework and baselines on TensorFlow [1] . Our response is next 5-day returns. Below discusses details for each component: (i) The stock graph. The hyper-parameters of the stock graph is d = 32 (dimension of embedding) and k = 5 (number of nearest neighbors to use). The choice of these parameters are determined from training set and our results are not sensitive to the hyper-parameters. (ii) Technical factors. We implement a large number of technical factors available in the literature [7] .
(iii) Word2vec
We use the standard way to process news corpus, and tokenize each news, and remove the stopwords, punctuation, and URLs. We also exclude the words that appear less than ten times. After defining the word vocabulary, we train CBOW Word2vec [22] based on news from the training data set to obtain the word level embeddings. The dimension of embedding is 400.
Training and testing data. We split our data set into a training set over the period of 20150101 and 20170820, and a testing set over the interval from 20170830 to 20180830. We consider a 10-day gap between the training and testing periods to avoid any look-ahead issues. We randomly sample 20% training data set as the validation set to tune the hyper-parameters, such as the number of epochs.
Evaluation metrics
We evaluate our performance by standard metrics in the literature such R 2 , Sharp ratio (SH) and P&L.
Coefficient of determination. R 2 [47] was used to evaluate the predictive performance of regression and forecasting algorithms. It compares the accuracy of the prediction regarding the simple prediction by mean of the target variable. Assuming n is the number of samples, y i is the observed return being predicted, andŷ i is the estimated value, the R 2 is given by
Sharpe ratio. In finance, the Sharpe ratio (SR) [15] is a popular measure of performance of an investment by adjusting for its risk where R p is the return of portfolio, R f is the risk-free rate, and σ p is the standard deviation of the portfolio's excess return.
P&L. Profit & Loss (or P&L) [41] is a standard performance measure used in trading, and captures the total profit or loss of a portfolio over a specified period. The P&L of all forecasts made on day t is given by
where M denotes the number of trading days.
Baselines for comparison
To test our proposed deep learning framework, we compare our model against several baselines as described below. For all the baselines, we use the validation dataset to configure the hyperparameters.
Random Forest (RF).
We use the Random Forest [27] regression, where the number of trees is 200. The input is given by the concatenation of the daily vectors (the news vector, the technical vector, and the corresponding stock initial embedding) from the previous 5 days.
Ridge Regression (RR).
We use ridge regression [51] with the same input above as for the Random Forest. We scanned different regularization strength parameters, ranging from 1e-5 to 10, and report the best one on the validation set. News-BiLSTM (News). We use the bi-directional LSTM with the same setup as ours, but remove the Stock2vec and technical module and use the historical news vectors to exam the prediction power by from news. This is to compare our method with news based studies. Table 1 reports the forecasting power for the out-of-sample period from August 30, 2017 to August 30, 2018. The SH 1 and P&L 1 are generated from a straightforward simulator, and SH 2 and P&L 2 are computed by a more realistic simulator. We will introduce these two simulators in the next paragraph. We observe that: (i) Small in-sample and out-ofsample gap: our model has low overfitting, with smaller generalization error than the ridge regression.
(ii) High forecasting power: our method yields the best performance in terms of Sharpe Ratio and P&L, reflecting that our proposed pipeline can realize appreciable profits when trading in the markets. (iii) Effect of cross-categorical learning: the model using Stock2vec achieves higher performance than the baselines without it, thus illustrating its ability to capture and leverage latent stock interactions. (iv) The significance of our framework: despite the fact RR and RF have the same input as ours, they have worse performance, indicating the use of RNN based sequence model improves the prediction.
Market Trading Simulation.
We simulate investments on our signals using two ways. (i) Standard long-short portfolio (i.e., straightforward simulation). The position of each stock is proportional to the signal (i.e., dollar position of i-th stock is proportional to our forecast r t i ). The holding period is 5 days. Note that we allow short-selling, meaning that we can execute on negative forecasts. Chinese market does not allow short-selling. Thus, the purpose of the simulation is to understand the overall forecasting quality of the signals we produce. See Figure. 3(a) for the P&L. (ii) "Realistic" simulator. We use standard futures contracts to hedge the market and use Markowitz portfolio optimization [33] to find the positions. Then we simulate the trades by using standard methods that take into account of liquidity and market impacts [44] . Our initial portfolio value is 50 million CNY. This setup realistically reflects the challenges of trading our signals in the market. See Figure. 3 (b) . We can see that (i) The performance of all the signals (including baselines) are weaker in the realistic simulator. This is unsurprising because monetization of short signals in China is difficult, and (ii) Our signals are consistently better than other baselines in both long/short and realistic simulations, suggesting that our method generates stronger and more robust signals for trading.
Quantile analysis.
To better highlight the interpretability and reproducibility of the results, we also compute a straightforward markup/evaluation of the forecasts against future raw returns and market excess returns, without relying on the Markowitz portfolio optimizer. To this end, we assess performance by taking into account the magnitude of the forecasts. In particular, our quantile-based analysis aims to asses the performance of a portfolio of stocks, conditioned on the signal strength falling in a certain quantile bucket.
In other words, we ask the question: What are the portfolios performance statistics, if we only trade the top q% strongest in magnitude signals? In the plots of Figure 4 , we plot performance statistics, for different values of quantile rank (QR) thresholds used to define quantile portfolios. The colors denote the fraction of stocks traded, based on their magnitude (e.g., the QR = 4 purple curves denote that we only consider the top 75% largest in magnitude forecasts, and ignore the bottom 25%), and are usually referred to as quantile portfolios in the financial literature [14] .
We clarify that the quantile buckets are not disjoint, but cumulative, i.e., the red curves (with QR = 1) correspond to trading the full universe of n stocks, while the remaining blue, black, respectively, purple, P&L curves comprise of only 0.75%, 0.50%, respectively, 0.25% of the universe of stocks. Furthermore, we assume the notional amount allocated to each individual instrument to be fixed to $1, independent of the magnitude of its associated signal. We denote by PPD the average, P&L per dollar traded, and show the resulting numerical values in the legend of Figure 4 , for each quantile portfolio. The results showcase a strong association between the magnitude of the signal and future returns, with the PPD values for QR thresholds 1 − 4 being approximately 45, 58, 78, and 120 bps, respectively.
Characteristics of the portfolio.
We next describe the characteristics of the portfolio constructed using our model's forecast. Figure. 5(a) shows the distribution of the standard deviation of our returns at daily granularity from the forecast of the full universe. This measures the "aggressiveness" of our forecasts, meaning that whenever the forecasts have high standard deviation, they incentivize the optimizer to take on larger positions. We note that while the standard deviations are time-varying, our forecasts rarely bet more than 60bps. We construe this as a piece of evidence that the forecast picks up the market structure from training. Figure 5 (b) shows plots of the daily correlation from the testing period. One can see that a large fraction of our daily forecasts have positive correlations with the stock movement. 
Interpretation analysis
In this section, we assess the interpretability for stock relationships, temporal weights, and news as follows.
Stock2vec interpretation.
Insight similarity distance From the Stock2vec, we obtain the 32-dimensional vector for each stock. To reveal the insights from similarity distance, we sort the pair-wise distance between the stocks in ascending order. We sample two pairs of stocks from the first 1% percentile and last 1% percentile and show their cumulative return in the testing duration. In Figure 6 (a), WLY is Wuliangye Yibin Company and Moutai is Kweichow Moutai company. Both companies are famous in liquid supplement. We can see that two stocks exhibit quite similar trends for cumulative return. In Figure 6(b) , Sinopec is one of the biggest petrol company, and Greatwall computer is an IT company. It shows that two stocks with big distance are in opposite trends.
Visualizing learned stock embedding. As depicted in Figure 7 (a), we use a two-dimensional t-SNE embedding [32] from our final stock representation to assess the interpretation of the universe of stocks. Each dot represents a stock, and the color denotes the largest sector from Barra [13] associated with the given stock, while the text annotations represent the detailed stock categories. For comparison, Figure 7 (b) shows the t-SNE scatterplot from GloVe, with the same t-SNE parameters. It confirms our intuition that an interpretable representation cannot simply be learned only by running GloVe on the co-occurrence matrix, while our end-to-end model learns the interpretable stock representations that are well aligned with the Barra sectors in the Chinese market. 4.6.2 Interpretation of the stock feature importance. The dimension of technical factor f t i is 320. As shown in Eq. 7, we embed f t i into a lower-dimensional (m) space. In our experiment, we l = 320 and m = 200. Note that the i-th row from W emb will be the representation of the i-th factor among total l factors. However, directly interpret W emb will be challenging since W emb has both positive 
where we sort value in descending order and argsort returns the indices of a vector. We set k emb = 50, extract the top five most frequent technical factors, and show the factors in Table 2 .
News Interpretation.
To understand the news predictive ability, we track back the news from two groups in the test dataset. We focus the samples within the smallest 5% and the samples within the largest 5% errors based on Eq. 13. We extract the corresponding news and show the detailed results in Figure 8 . We focus on the demonstrative news from these two groups of samples. One can see that the news in the high accurate group contains significant events with predictive ability while the news in the low accurate group mainly has no obvious influence on the stock forecast.
Temporal attention explanation.
Next, we show the overall attention weights from the testing data set in Table 3 . The recent days have larger weights indicating the recent days play more significant roles in the prediction.
-5day -4day -3day -2day -1day Weights 0.0055 0.0265 0.1662 0.3064 0.4954 Table 3 . The temporal overall attention weights.
CONCLUSION AND FUTURE WORK
This paper presents an end-to-end deep learning model to answer two research questions. (i) How can we build an end-to-end machine learning pipeline that leverages heterogeneous data sources to extract high-quality alpha? (ii) How can we interpret the relationship between stocks? Through extensive evaluation against seven baselines, we confirm that our method achieves superior performance with low overfitting. Meanwhile, the results from different trading simulators demonstrate that we can effectively monetize the signals. In addition, we interpret the stock relationships highlighting they align well with the sectors defined by commercial risk models, extract important technical factors, and explain what kind of news has more predictive power.
We identify several potential future directions. First, it is worth to explore more effective features from social media such as financial discussion forums. As individual investors often engage in insightful discussions on finance topics and stock movements, the large volume of such discussions could indicate potential upcoming major events. Second, deep learning models seem to have severe overfitting problems when we supply fundamental factors. It remains open what new ML techniques are needed to extract fundamental signals.
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